Power and Wind Shear Implications of Large Wind Turbine Scenarios in the US Central Plains
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Abstract: Continued growth of wind turbine physical dimensions is examined in terms of the implications for wind speed, power and shear across the rotor plane. High-resolution simulations with the Weather Research and Forecasting model are used to generate statistics of wind speed profiles for scenarios of current and future wind turbines. The nine-month simulations, focused on the eastern Central Plains, show that the power scales broadly as expected with the increase in rotor diameter ($D$) and wind speeds at hub-height ($H$). Increasing wind turbine dimensions from current values (approximately $H = 100$ m, $D = 100$ m) to those of the new International Energy Agency reference wind turbine ($H = 150$ m, $D = 240$ m), the power across the rotor plane increases 7.1 times. The mean domain-wide wind shear exponent ($\alpha$) decreases from 0.21 ($H = 100$ m, $D = 100$ m) to 0.19 for the largest wind turbine scenario considered ($H = 168$ m, $D = 248$ m) and the frequency of extreme positive shear ($\alpha > 0.2$) declines from 48% to 38% of 10-min periods. Thus, deployment of larger wind turbines potentially yields considerable net benefits for both the wind resource and reductions in fatigue loading related to vertical shear.

Keywords: Weather Research and Forecasting (WRF) model; shear exponent; rotor equivalent wind speeds; wind turbines; wind energy

1. Introduction

Over recent years, there have been substantial increases in the physical dimensions of wind turbines (WT) and their rated capacity (RC) [1–4]. Prior to 2007, hub-heights ($H$) and rotor diameters ($D$) were approximately equal, but recently, rates of increases in $D$ have exceeded those in $H$ (Figure 1).
These trends are being driven in part by the desire to harness higher wind speeds aloft (increasing $H$) and to increase rotor-swept area (via increased $D$), though the need for turbine installation and operation at lower wind speed sites also contributes to the rapid increase in $D$ [9]. Installing tall turbines with larger rotors also contributes ‘hidden benefits’ in terms of transmission, balancing and financing [10]. Over much of the USA, expected annual mean wind speeds increase by 0.5–1.0 ms$^{-1}$ from 80 to 110 m and by up to 1.5 ms$^{-1}$ to 160 m height [11]. Higher $H$ and larger $D$ to harness higher wind speeds and expand the swept area have been associated with reported capacity factor increases (Figure 1). Median capacity factor gains of 2–4% are projected for $H$ increases from 80 to 110 m, an additional 2–4% in $H$ increases from 110 to 140 m and a further 1% on increasing $H$ to 160 m [11]. The increase in $D$ is also reported to be a major driver of increased capacity factors to over 40% for wind projects built in the USA in 2014–2017 [4]. Wind turbines subject to repowering are increasing $D$ by an average of 8 m in the US [4], indicating that the economics of increasing $D$ are favorable: 87% of WT deployed in the USA during 2018 had a $D \geq 110$ m [4].

In the European Union (EU), this tendency towards larger WT has been amplified by installation of 22 gigawatts (GW) offshore (of 183 GW total installed wind capacity at the end of 2019) [1]. Offshore WT installed during 2019 in European waters had an average rated capacity (RC) of 7.8 MW, 1 MW greater than those installed in 2018 [2] and more than twice those installed on land (3.1 MW) during the same time period [1]. Wind turbines deployed globally offshore during 2018 had an average $H = 94$ m and $D = 140$ m [12]. In the US, the average RC of turbines installed in 2019 was 2.55 MW (all but five onshore) with a mean $H = 90$ m, $D = 121$ m [13]. The mean total turbine height (i.e., height to the upper rotor tip) for the entire WT fleet operating in the US is currently 120 m, but 5% exceed 150 m [14].

There are additional engineering considerations and costs associated with the use of taller towers and increased rotor diameters. For example, increasing $H$ is associated with an 11% balance-of-station cost (i.e., costs such as additional tower material or cranes for lifting the nacelle) to move from 80 to 160 m height or, for the business-as-usual scenario turbine (RC = 3.3 MW, $D = 156$ m, $H = 110$ m) expected to be common in 2030, to move from 110 to 160 m [11]. Nevertheless, in 2020, offshore WT are expected to have $D > 160$ m, $H > 120$ m, RC > 8 MW [12]. In the longer term, the largest WT anticipated by 2030 are RC = 15–20 MW, $D = 230–250$ m [15].

Until recently, the assumption was that most/all of the swept area of WT rotors fell within the surface layer (the lowest ~10% of the atmospheric boundary layer) and thus, similarity theory could be
invoked to describe the height dependence of wind speeds [16]. Although Monin-Obukhov similarity theory is subject to a number of limitations [17], within the surface (constant-flux) layer, the mean wind speed profile is frequently well-described using a stability-corrected logarithmic profile [16,18]:

\[
U(z) = \frac{u^*}{\kappa} \ln \left( \frac{z}{z_0} \right) + \Psi \left( \frac{z}{L} \right)
\]

where \( u^* \) is the friction velocity (ms\(^{-1}\)), \( \kappa \) is the von Karman constant (~0.4), \( z_0 \) is the surface roughness length (m) and \( \Psi \left( \frac{z}{L} \right) \) is the stability correction term (\( L \) is the Monin-Obukhov length, \( z \) is height) [16]. Wind speed profiles within the surface layer can also be approximated using the power law:

\[
\frac{U_1}{U_2} = \left( \frac{z_1}{z_2} \right)^{\alpha}
\]

\[
\alpha = \ln \left( \frac{U_1}{U_2} \right) / \ln \left( \frac{z_1}{z_2} \right)
\]

where \( U_1 \) is wind speed at height \( z_1 \) and \( \alpha \) is a coefficient that is also a function of stability conditions and surface properties [19]. In the WT standards, International Electrotechnical Commission (IEC) 61400-1 [20], the normal (i.e., expected or average) shear exponent \( \alpha \) over land is given as 0.2. \( \alpha \) is in the range from 0.05 to 0.25 and can be up to 0.3 for higher turbulence sites [20].

There are very few observational datasets of wind speed profiles available that extend even to current turbine hub-heights [21]. In the early 2000s, some tall towers were operated in the central/Great Plains of the US with heights up to 113 m that indicated annual average shear exponents in the range 0.138–0.254 [22]. Measurements in Iowa presented herein and collected during 2006–2009 indicated annual mean shear exponents across the height range 50–150 m of 0.17–0.28 [23].

Use of surface layer approximations implies increasing wind speed, and thus wind power density, with height, and further indicates infrequent occurrence of large fatigue loading due to high positive values of shear or the occurrence of negative shear across the rotor plane. However, as rotor tip heights have extended beyond 100 m height, surface layer theory is no longer necessarily applicable and more complex formulations of the wind speed variation with height may be needed [24–26] and other phenomena become relevant to wind resources and profiles. Low-level jets (LLJ) are defined as any vertically confined wind speed maximum in the lower troposphere. They are caused by a range of processes including inertial oscillations within stable atmospheric layers and baroclinicity in the presence of terrain variability [27]. Over parts of the USA with substantial wind resources and WT deployments (e.g., the Great Plains and the eastern USA), LLJ are commonly observed, particularly during night-time stable conditions [27,28]. Although LLJ are typically assumed to be centered at heights above 300 m above ground level (a.g.l.) [29], in some locations, these LLJ are located at heights of relevance to wind resources and WT operating conditions (e.g., in the Southern Great Plains [30]), and a recent study has demonstrated their prevalence at WT relevant heights over parts of the Midwest including Iowa during spring [31]. When present, such phenomena may result in very high shear across the rotor plane [30] or complex shear profiles across the rotor-swept area [32].

For the reasons articulated above, it is not clear whether continuing to increase WT physical dimensions will yield sufficient additional electrical power production to overcome increased engineering (e.g., tower) costs and/or how shear across the rotor plane and thus fatigue loading will change [33,34]. Here, we utilize the Weather Research and Forecasting (WRF) model to examine these issues as they relate to the International Electrotechnical Commission (IEC) standards [20]. The study region is focused on the US central plains over the state of Iowa. This region has a high density of WT (Figure 2), with nearly 30% (over 30 GW) of USA-installed wind energy capacity. Further, the state of Iowa had the highest reported vertical wind shear in an early analysis of five Midwest wind energy projects [35]. An earlier study using scenarios with turbine dimensions currently deployed found very moderate impacts in terms of differences in power and shear [36].
The overall objective of this research is to assess how current trends in increasing $H$ and $D$ impact wind speeds, potential power production and the occurrence of extreme shear across WT rotor planes. The research uses four WT scenarios from current size turbines through the new International Energy Agency (IEA) 15 MW turbine [38] to the largest turbine dimensions currently envisaged for turbines to the year 2030.

2. Methods

2.1. WRF Model Simulations

Despite the increase in WT dimensions, the availability of long-duration, high-accuracy wind speed measurements above 10 m has generally not increased. A limited amount of flow observations have been made using anemometers deployed on tall masts (of up to 80 m) [23] and/or using remote sensing instruments [39]. Lidar or sodar measurements are typically acquired during relatively short-duration field experiments and have been employed, for example, to reduce short-term wind forecasting errors via data assimilation [40], to characterize wind extremes and spatial coherence [41] and to quantify WT wakes [42]. However, they are of limited value to characterize long-term wind speed profiles. High-fidelity Large Eddy Simulation models have been used to model the atmosphere and turbine response, but high computational demands limit these to short durations (minutes to hours) and domains of a few kilometers [43]. Thus, this investigation employs output from numerical modeling conducted using the Weather Research and Forecasting (WRF) model. WRF has been widely used within the wind energy community to quantify wind resources, provide short-term forecasts and diagnose meteorological features at the mesoscale and boundary-layer scales appropriate for analysis of wind speed profiles and wind farm wakes WRF simulations and wind turbine scenarios [28,30,44–47].

Output from simulations at 4 km grid spacing with 57 vertical levels (18 of which are below 330 m) conducted with the WRF model (v3.8.1) for nine months from December 2007 to August
2008 [47–49] are used herein to represent seasonal and diurnal variability and generate representative statistics of hub-height and rotor equivalent wind speeds, plus potential power and wind shear across the rotor plane. Given the intensive computing requirements, a nine-month simulation period was selected to encompass the two extreme seasons (winter and summer) and one transition season (spring). However, high wind speeds and low-level jets also occur during fall [29]. Lateral boundary conditions are provided every six hours from the ECMWF Reanalysis Interim (ERA-interim) dataset (https://www.ecmwf.int/en/forecasts/dataset/ecmwf-reanalysis-interim). The physics schemes used in these simulations are as follows: Longwave radiation: Rapid radiative transfer model, Shortwave radiation: Dudhia, Microphysics: Eta (Ferrier), Surface-layer physics: MM5 similarity scheme, Land surface physics: Noah land surface model, Planetary boundary layer: Mellor-Yamada-Nakanishi-Niino 2.5, and no cumulus scheme is applied in the inner domain used here [47].

2.2. WRF Model Domains and Transect

The outer domain covers most of the US Midwest (latitudes 33.5° to 49.5° N longitudes 83° to 103° W) and comprises 149 by 149 12 by 12 km grid cells. The inner nest is centered on Iowa and comprises 246 by 204 4 by 4 km grid cells (Figure 2). The majority of the inner modeling domain from which output is presented has terrain elevations above sea level of 200–400 m (Figure 2). Coastal areas of Lake Michigan and parts of Illinois in the southeast of the domain have areas with terrain elevations below 200 m. Higher elevations just over 800 m are located in the west of the domain in central Nebraska. Wind speed profiles are analyzed for locations along a transect at a latitude of 43° N. This transect is in the north of Iowa and spans an area of high installed wind energy capacity and a marked gradient in topographic complexity (Figure 2). The longitudes of these locations are: site 1: 95° W, site 2: 94° W, site 3: 93° W and site 4: 92° W.

2.3. WRF Model Layers and Height

Because WRF employs a terrain-following, dry hydrostatic-pressure coordinate system, the absolute height of each model level above ground varies over the diurnal and seasonal cycle. The conversion from sigma level to height above ground \( z_h \) is done for output from each level in each grid cell at each time step. It is calculated from the perturbation geopotential height \( PH \), the base geopotential height \( PHB \) and the mean grid cell elevation above sea level \( ELE \):

\[
z_h = \frac{PH + PHB}{g} - ELE
\]

where \( g \) is acceleration due to gravity.

The model levels are displaced upwards during the warmer months (Figure 3a) due to thermal expansion of the atmospheric column. This variation gives a standard deviation of 5.3% around the long-term mean height at each model level. At the lowest levels, this has a very small impact, e.g., the first model level has a mean of 16.7 m and a standard deviation of 0.9 m, but the deviations increase with height such that for level 18, the mean height and standard deviation around the mean is 315.2 ± 16.6 m.
Table 1. Physical dimensions (H and D) of the WT used in the four scenarios (S#x) and time-averaged (median) rotor equivalent (REU) and hub-height wind speeds (U) at the four locations on the transect across northern Iowa (see Figure 2).

| Scenarios | Median REU (ms\(^{-1}\)) | H (m) | D (m) | Rotor Tip Height (m) | Location 1: 43° N, 95° W | Location 2: 43° N, 94° W | Location 3: 43° N, 93° W | Location 4: 43° N, 92° W |
|-----------|---------------------------|-------|-------|----------------------|---------------------------|---------------------------|---------------------------|---------------------------|
| S#1       |                           | 100   | 100   | 150                  | 8.95                      | 8.61                      | 8.53                      | 8.54                      |
| S#2       |                           | 134   | 165   | 217                  | 9.31                      | 8.98                      | 8.87                      | 8.93                      |
| S#3       |                           | 150   | 240   | 270                  | 9.38                      | 9.07                      | 8.95                      | 9.01                      |
| S#4       |                           | 168   | 248   | 292                  | 9.60                      | 9.40                      | 9.24                      | 9.29                      |

| Median U at Hub-Height (ms\(^{-1}\)) | H (m) | D (m) | Rotor tip height (m) | Location 1: 43° N, 95° W | Location 2: 43° N, 94° W | Location 3: 43° N, 93° W | Location 4: 43° N, 92° W |
|------------------------------------|-------|-------|----------------------|---------------------------|---------------------------|---------------------------|---------------------------|
| S#1                               | 100   | 100   | 150                  | 8.84                      | 8.50                      | 8.41                      | 8.43                      |
| S#2                               | 134   | 165   | 217                  | 9.30                      | 8.98                      | 8.87                      | 8.94                      |
| S#3                               | 150   | 240   | 270                  | 9.46                      | 9.14                      | 9.04                      | 9.12                      |
| S#4                               | 168   | 248   | 292                  | 9.71                      | 9.42                      | 9.26                      | 9.34                      |

Figure 3. (a) Mean model levels (shown by the numbers) in the WRF output for each calendar month derived from the modeled sigma coordinate system. The solid black lines show the hub-height and top and bottom of the rotor plane for each of the four WT scenarios, S#x (i.e., variations of H and D, see Table 1). (b) Mean wind speed profile at site 1: 43° N, 95° W, in each calendar month computed using 10-min output from the lowest 18 model levels where the numbers depict the mean height of each model level.

2.4. WT Scenarios

Four representative scenarios of WT physical dimensions are used here to represent current generation and potential next-generation WT (Table 1 and Figure 3). These WT scenarios are referred to herein as S#x, where x = 1–4. S#1 with H = 100 m and D = 100 m represents an approximation
of currently installed WT in the US ($H = 90 \text{ m}, D = 121 \text{ m}$ [13]). S#2 ($H = 134 \text{ m}, D = 165 \text{ m}$) is intended to represent the current/next generation of larger turbines similar to the Vestas 150–5.6 MW ($D = 150 \text{ m}$) [50] and is slightly larger than the business-as-usual WT [11]. S#3 is based on the IEA Wind 15 MW reference WT ($H = 150 \text{ m}, D = 240 \text{ m}$) [38]. S#3 is slightly larger than both the new Siemens Gamesa 14 MW WT ($D = 220 \text{ m}$) [51] and the GE Haliade 12 MW ($D = 220 \text{ m}$). S#4 extends both $H$ and $D$ beyond WT that are currently available, i.e., it is a future scenario.

In this analysis, we derive the wind speeds used to compute shear and rotor equivalent wind speed across the rotor plane of each WT scenario (S#x) in each WRF grid cell from the output at each individual model level, thus avoiding any interpolation/extrapolation of the model output. This functionally means that variations in the model layer heights lead to an artificial variation in the implied WT rotor diameter. These monthly variations are relatively modest and equate to maximum variations in implied rotor-swept area of approximately ±10%. Corrections applied for these variations are described below.

2.5. Rotor Equivalent Wind Speed

The rotor equivalent wind speed (REU) is used herein, rather than simply wind speed at hub-height, to fully represent wind speed variation across the rotor plane and to provide an estimate of power output for each WT scenario that fully includes the influence of wind shear across the rotor plane [52,53]. It is computed as [52]:

$$REU = \left( \sum_{i=1}^{n_h} U_i^3 \frac{A_i}{A} \right)^{1/3}$$

(5)

where:

$$A_i = \int_{z_i}^{z_{i+1}} c(z)dz$$

(6)

and

$$c(z) = 2 \sqrt{R^2 - (z - H)^2}$$

(7)

where $n_h$ is the number of measurement heights across the rotor plane, $U_i$ is the wind speed measured at the $i$th height, $A$ is the swept area of the rotor, $A_i$ is the area of the $i$th rotor segment, $z_i$ is the height of the $i$th segment separation line (1 is the bottom layer), $R$ is the rotor radius and $H$ is the hub-height.

2.6. Power

Power is defined as instantaneous power that is proportional to the cube of the wind speed and the rotor-swept area. Rather than being for a specific wind turbine, the power in the flow across the rotor plane is calculated using Equation (8) that avoids the need for a wind turbine power curve. The power in the flow across the rotor ($P$ in W) at each time step and in each grid cell is computed and aggregated to the calendar month as:

$$P_{x,i} = 0.5 \rho A_x \sum_{i=1}^{n} REU^3_{x,i}$$

(8)

$REU^3_{x,i}$ is the cube of the 10-min rotor equivalent wind speeds in each month with $n$ 10-min periods and $A_x$ is the swept area of the rotors in each WT scenario (S#x). This variable is thus not an indication of the expected electrical power production from a given WT but rather the power in the wind over the rotor plane. A normalized power ratio, $P_{rx}$, for each WT scenario is calculated relative to power output in scenario S#1, such that, e.g., for scenario S#x, the power ratios are:

$$P_{rx} = \frac{(A_x \sum_{i=1}^{n} REU^3_{x,i})}{(A_1 \sum_{i=1}^{n} REU^3_{1,i})}$$

(9)
P\textsubscript{rx} values are corrected for changes in model level height in each month using the ratio of the mean A computed using all 10-min values to the mean A for that month for a given WT scenario (see the normalized swept areas given in Figure 4). For S#1, the month-to-month variation in A is small, but for the other scenarios, particularly S#3 and S#4, these corrections to P\textsubscript{rx} are up to 13.5%. In the following, the corrected power ratios are denoted by P\textsubscript{cx}.

![Figure 4](https://example.com/figure4.png)

**Figure 4.** Normalized swept area of the rotor (A) for each WT scenario relative to S#1 by calendar month (solid lines). Mean P\textsubscript{rx} for each WT scenario is shown as the solid line with the triangle symbol. Mean P\textsubscript{cx} in each calendar month corrected for the variation in A is shown by the squares. There is little spatial variability in the variations of A by month, thus A, P\textsubscript{rx} and P\textsubscript{cx} values shown here are a mean of those from the four sites across the transect.

2.7. Shear across the Rotor Plane

Non-transient wind shear (i.e., timescales of >12 s) is analyzed in accordance with IEC 61400-3 [20]. The shear exponent α across the rotor plane is defined for each 10-min period by Equation (3). If α < 0 or α > 0.2, then shear lies outside the normal operating range. The frequency of negative shear (α < 0) and the frequency of extreme positive shear (α > 0.2) across the rotor plane in each WT scenario and in each WRF grid cell are calculated for all 10-min periods with power producing REU (4–25 ms\(^{-1}\)).

The frequency of occurrence is expressed relative to the frequency of occurrence in scenario S#1, such that, e.g., for scenario S#x:

\[
S_{fx} = \frac{f(\alpha_x)}{f(\alpha_1)}
\]  

(10)

The magnitude of total wind shear across the rotor plane (S\textsubscript{m}, in ms\(^{-1}\)/m) for the four WT scenarios is calculated from:

\[
S_m = \frac{(U_2 - U_1)}{(z_2 - z_1)}
\]  

(11)

where U\textsubscript{x} and z\textsubscript{x} indicate the 10-min wind speeds and height at the top and bottom of the rotor plane (x = 2 at the top of the rotor, and 1 is the bottom). Negative shear is thus defined as occurring when the wind speed at the bottom of the rotor plane exceeds that at the top.

To aid in the interpretation of the vertical wind shear, modeled wind speed profiles are also analyzed to examine the presence of low-level jets (LLJ). In this analysis, once-hourly output from all model levels up to a height of 560 m a.g.l. in each of the four WRF grid cells that comprise the transect are extracted. A wind speed profile is identified as LLJ if the maximum wind speed in any layer within the height interval to 560 m exceeds the wind speed above and below that layer by at least 20% of the maximum. Cases in which a LLJ is identified are analyzed to examine the height of the wind speed maximum at the four locations across the transect.
3. Results

3.1. Wind Speed Profiles and REU

On average, wind speed profiles from all WRF grid cells indicate approximately exponential forms with height, and highest wind speeds at/across WT rotor planes during January and April (Figure 3b). Lower mean wind speeds are simulated for all heights during the summer months. This is consistent with the seasonality observed capacity factors for wind farms within Iowa that also exhibit a summer minimum [54]. Monthly mean wind speed profiles also imply lower shear during summer (Figure 3b).

Median REU and wind speeds at hub-height ($U$) from the four sites indicate relatively small spatial variability across the transect, but wind speeds in the west have a median REU and $U$ for all four WT scenarios approximately 5% higher than those in the east (Figure 5 and Table 1). Although REU are used in the subsequent analysis, in accordance with Reference [53], differences between median REU and median $U$ are smaller than the site differences, even for the WT scenario using the highest hub-height and largest rotor (Table 1). However, as shown by linear fitting slope and intercept values, there is an increasing divergence between $U$ and REU with increasing $H$ and $D$ (Figure 5).

![Figure 5.](image)

Figure 5. (a) Four scatterplots showing the rotor equivalent wind speed (REU) vs. hub-height median wind speeds for the WT scenarios S#1–S#4 for Site 1. The numbers in the lower right corner of each sub-panel are the Pearson correlation coefficient ($r$), the slope ($m$) and the intercept ($c$). (b) Box-whisker plot showing median, 25% and 75% quartiles (the limits on the boxes) of 10-min REU for the four WT scenarios at site 1. Whiskers extend to the 1st to 99th percentile values of REU (ms$^{-1}$). The number in the center of the box indicates median hub-height wind speeds for each WT scenario.

The probability distribution of 10-min REU values exhibits clear seasonality with higher values and a higher frequency of power-producing wind speeds in winter/spring than summer (Figure 6). However, there are individual periods with high REU in all months. Model output from April and January exhibits the highest mean monthly wind speeds, while April shows a particularly large fraction of 10-min periods with REU above rated wind speeds for typical currently installed WT ($\sim$12 ms$^{-1}$) (Figure 6). Histograms of 10-min REU have slightly flatter probability distributions in the winter/spring months, with more peaked distributions in summer. The probability distributions of REU computed...
for the WT scenarios with larger $H$ and $D$ are broader and have heavier right tails than in S#1, indicating a greater frequency of high $REU$ (Figure 6).

Figure 6. Histograms of 10-min $REU$ discretized in 4 ms$^{-1}$ wind speed classes as sampled by climatological season (colors) and the four WT scenarios (panels (a–d)). The $REU$ shown are for the most westerly location Site 1 (43° N, 95° W).

3.2. Power Ratios

Power in the flow is proportional to the cube of the rotor equivalent wind speed ($REU^3$) and to the swept area ($A$, and hence the square of the rotor diameter) (see Equation (8)). Assuming a shear exponent ($\alpha$) of 0.2 in Equation (3), the ratio of hub-height wind speed $U$ to S#1 would be 1.06, 1.09 and 1.11 for S#2–S#4 respectively, or 1.19, 1.28 and 1.36 for the ratios of the cubed wind speeds. For constant $REU$ for the four scenarios, the multiplier on the corrected power ratios ($P_{cx}$) that derives solely from the increase in swept area would be 2.72, 5.76 and 6.15 for scenarios S#2–S#4, respectively (Figure 4). Thus, the expectations for the mean response to the increase in $H$ and $D$ from the three scenarios (S#2–S#4) are 3.24, 7.37 and 8.36, with the majority of the increase deriving from the increase in the swept area. The computed mean $P_{cx}$ values derived using WRF output for all 10-min periods to compute the $REU$ are: 3.29–3.30 for S#2 at the four transect locations, 7.00 to 7.10 for S#3 and 8.38 to 8.73 for S#4. Thus, there is broad but incomplete agreement between the a priori expectations and the model-derived values. However, for the largest WT considered, the modeled increase in the mean wind power across the rotor plane exceeds that estimated using the power law wind speed profile
(Equation (2)), with $\alpha = 0.2$. This might imply that the rotor plane is no longer contained wholly within the surface layer.

Temporal variability in $P_{cx}$ shown in Table 2 arises due to deviations of the wind profile from the expectation based on surface scaling laws with a constant $\alpha$. Table 2 indicates that mean $P_{cx}$ values vary modestly across the transect. The transect-wise variability is lower than the temporal variability at each location, as manifest by the standard deviation of the 10-min values (Table 2). However, there is evidence of lesser enhancement of $P_{cx}$ for the larger rotors (S#3 and S#4) and of lower month-to-month variability in $P_{cx}$ values at the eastern sites (Table 2). This implies there may be important spatial variability in the wind speed profile with height across the transect.

### Table 2. Mean $P_{cx}$ for each WT scenario relative to scenario S#1 computed using output for all 10-min periods during December 2007–August 2008. The values shown denote the mean of the monthly mean values plus/minus one standard deviation of the monthly values.

| Scenario | Location 1: 43° N 95° W | Location 2: 43° N 94° W | Location 3: 43° N 93° W | Location 4: 43° N 92° W |
|----------|--------------------------|--------------------------|--------------------------|--------------------------|
| S#1      | 3.300 ± 0.070            | 3.299 ± 0.074            | 3.299 ± 0.069            | 3.286 ± 0.054            |
| S#2      | 7.078 ± 0.213            | 7.093 ± 0.210            | 7.096 ± 0.200            | 7.040 ± 0.157            |
| S#3      | 8.729 ± 0.361            | 8.774 ± 0.367            | 8.771 ± 0.339            | 8.661 ± 0.259            |

There is pronounced seasonal variability in normalized $REU$ and power in the flow ($P$ and $P_{cx}$) for the four WT scenarios (where each is corrected for the seasonality in WRF layer heights). Values are lowest in summer, consistent with deeper boundary layers and lower levels of wind shear during the summer months (Figure 4). The standard deviation of monthly power estimates for WT scenario S#4 is 53% of the mean of the monthly values, with January and April exhibiting particularly high power while the month of July exhibits the lowest power (Table 3).

### Table 3. The mean monthly power (averaged over the four transect locations) and domain-average shear exponent for the four WT scenarios computed for all WRF grid cells within the inner modeling domain. Estimates presented here have been corrected for the month-to-month variation in model layer height.

|                | S#1          | S#2          | S#3          | S#4          | S#1          | S#2          | S#3          | S#4          |
|----------------|--------------|--------------|--------------|--------------|--------------|--------------|--------------|--------------|
| $P$ ($10^6$ W) | December     | January      | February     | March        | April        | May          | June         | July         | August       |
|                | 5.41         | 7.99         | 6.24         | 5.43         | 8.61         | 6.04         | 5.90         | 3.99         | 4.47         |
|                | 17.94        | 26.94        | 20.30        | 18.17        | 28.31        | 19.37        | 18.92        | 13.17        | 15.04        |
|                | 38.63        | 58.62        | 43.58        | 39.46        | 61.12        | 41.34        | 40.23        | 27.84        | 32.17        |
|                | 47.90        | 73.32        | 53.44        | 49.20        | 75.64        | 50.41        | 49.09        | 34.03        | 39.87        |
| $\alpha$      | 0.245        | 0.246        | 0.206        | 0.201        | 0.199        | 0.202        | 0.201        | 0.210        | 0.223        |
|                | 0.228        | 0.233        | 0.192        | 0.186        | 0.185        | 0.186        | 0.183        | 0.189        | 0.201        |
|                | 0.219        | 0.223        | 0.187        | 0.178        | 0.177        | 0.179        | 0.179        | 0.182        | 0.192        |
|                | 0.196        | 0.209        | 0.168        | 0.156        | 0.157        | 0.155        | 0.149        | 0.148        | 0.154        |

#### 3.3. Shear across the Rotor Plane

The model-derived shear exponent across the rotor plane ($\alpha$) is frequently greater than 0.2 at all four locations on the transect, and across the whole domain, irrespective of the WT scenario under consideration (Figure 7, Table 3).
Figure 7. Shear exponent $\alpha$ for the four WT scenarios. The top left panel shows $\alpha$ calculated for each grid cell for the period December 2017–August 2018 for S#1. The other panels show the ratio of the mean shear exponent for S#2, S#3 and S#4 relative to the first scenario. The color bars for panels (b–d) have been restricted to 0–1 to aid legibility and comparison of the four scenarios. Observationally derived estimates of annual mean shear exponent from tall towers in Iowa for December 2006–January 2009 are also shown in (a). These estimates are of 0.17 for Altoona, 0.22 at Homestead, 0.21 at Mason City and 0.28 at Palmer, and are shown by the red numbers in (a) [23]. The black lines show the state boundaries, and the white lines show terrain contours at 200 m (thinnest), 400 m and 600 m (thickest) used to denote the topography.

The domain average $\alpha$ computed for all 10-min time periods for WT S#1 (that broadly represents WT currently being deployed and has $H = 100$ m, $D = 100$ m) is $0.21 \pm 0.02$. For S#1, the shear exponent derived from model output for 50 to 150 m over parts of Lake Michigan (east of Wisconsin) is very low (~0.08), but for most areas, the temporal mean $\alpha$ is between 0.2 and 0.3 (Figure 7a). Some areas such as the metropolitan area of Chicago (northeast Illinois) and the forested areas in the southwest of Wisconsin and southeast of Missouri have higher temporal mean values up to 0.33 (Figure 7a). For comparison, measurements across the height range 50–150 m from four tall towers in Iowa conducted during December 2006–January 2009 at Palmer (flat rural), Mason City (flat, rural/urban); Altoona (flat, suburban) and Homestead (hilly, rural) [23] indicate approximate average annual shear exponents of 0.17 for Altoona, 0.22 at Homestead, 0.24 at Mason City and 0.28 at Palmer (see locations shown by the red markers in Figure 7a) [23]. Those data indicate somewhat larger seasonal and spatial variability in $\alpha$ than is evident in the WRF output (Figures 7a and 8a). Shear exponents from WRF likely indicate less variability than those from observations due to sub-grid scale effects arising from land use land cover and topographic variability since modeled wind shear is known to be sensitive to the land surface model used in WRF and the land cover datasets employed [55].
Analyses of WRF output for the biggest turbine scenario (S#4) indicates substantially smaller mean shear exponent values than S#1 (Figure 7) due to the swept area generally extending less close to the ground surface and thus avoiding the most sheared layer of the atmosphere (Figure 3b). Time and domain average shear exponents decrease to 0.198, 0.191 and 0.166 for S#2, S#3 and S#4, respectively. Very few grid cells experience mean values of the ratio $\frac{\alpha_{S#x}}{\alpha_{S#1}}$ (where $x$ is 2, 3, 4 for S#2, S#3 and S#4) that exceed 1 (Figure 7b–d). Thus, every scenario with a larger rotor and taller hub-height experiences overall lower wind shear across the rotor plane. Areas in the domain with high shear exponent ratios are mainly along river valleys, while over the remainder of the domain the ratios are $<1$. S#2 and S#4 have the most spatially homogeneous shear exponent fields. S#3 shows higher spatial variability, likely because in this scenario the lowest height included is model layer 2, whereas the other scenarios use model layer 3 as the lowest height from which the shear exponent is calculated.

There is seasonal variability in vertical shear exponents. Observations from December 2006–January 2009 from Palmer, Mason City, Altoona and Homestead indicate that shear exponents are highest in winter and lowest in summer [23]. Consistent with those data, WRF output for the winter months generally exhibit highest shear exponent values across the rotor plane, irrespective of the precise WT scenario (Table 3). For example, domain-wide mean values are lowest in April for WT S#1, which is also a high wind speed month (Figure 3b) and are higher during the winter months and August (Table 3). In April, there is a marked transition in turbulence kinetic energy levels from low levels in winter, to higher turbulence kinetic energy levels in summer, indicating a decrease in wind shear associated with more convective conditions [47]. Lowest shear exponent values are derived for the WT scenario #4 during June and July rather than April.

The shear exponent derived from the WRF output also shows a marked diurnal cycle with lowest values during the day at all locations on the transect, consistent with the presence of buoyancy-derived vertical mixing (convection) during the daytime, and a greater prevalence of statically stable conditions and higher $REU$ at night (Figure 8). This seasonal and diurnal variability in shear exponent is also evident in tall tower measurements for four sites in Iowa (locations shown in Figure 7a), where

---

**Figure 8.** (a) Diurnal variability of the shear exponent over the layer from 50–150 m from WRF for the four transect sites and measurements at four sites in Iowa as reported in Reference [23]. (b) Diurnal variability of $REU$ based on output from WRF for the four transect locations and four WT scenarios.
mean seasonal values by hour of the day range from 0.19 to 0.55 overnight, to 0.02 to 0.2 during the daytime [23]. Consistent with the mean monthly values from WRF, shear exponents are systematically higher in winter than in summer. This comparison of model-derived shear exponents with a completely independent measurement set from tall tower measurements gives confidence that the WRF simulations are reproducing the shear over the rotor plane.

Observational research has indicated a high frequency of extreme positive shear in Iowa [36]. Using criteria for “challenging flow conditions” for turbine operations within the rotor layer when the mean hub wind speed is between 8 and 13 ms\(^{-1}\), the layer is critically stable (0 < Ri < 0.25), where Ri is Richardson number and the power-law exponent is larger than 0.2). We find that the Iowa sites experienced such conditions approximately 25% of the time (37% for Altoona, 26% for Homestead, 26% for Mason City, 22% for Palmer) [23].

Output from the WRF simulation at the four locations on the transect also indicate a high frequency of occurrence of high shear exponent (\(\alpha > 0.2\)). Individual calendar months have \(\alpha > 0.2\) frequency that ranges from 34% to 66% for WT S#1 and is between 24% and 66% for all WT scenarios. In other words, high shear \(\alpha > 0.2\) occurs more than 24% of the time in every month, for all four WT scenarios and at all of the four transect locations (Figure 9). High shear is most frequent in December and January and there is a noticeable decrease in the frequency of occurrence of extreme positive shear at the four WRF locations from April to July (Figure 9), with a minimum frequency of \(\alpha > 0.2\) of 24% in July for S#4. Extreme positive shear exponents are less frequent in the WT scenarios, with larger \(H\) and \(D\) than in S#1, but remain common. The mean frequencies of \(\alpha > 0.2\) averaged over all calendar months across the four locations for the four WT scenarios are S#1 = 47.9%, S#2 = 45.8%, S#3 = 44.5% and S#4 = 37.8%. The differences in shear occurrence on the transect also vary by month, less so in December and January when the frequency is fairly consistent (within 7%) between the four sites. The eastern-most site (92° W) has more frequent high shear than the western site (95° W) in June, July and August in every scenario (Figure 9).

![Figure 9. The frequency of shear exponent \(\alpha > 0.2\) at the four transect sites shown by longitude (latitude = 43° N) and for the four WT scenarios. The center value in red is the frequency in S#1 (%). The colored circles show the frequency as a ratio \(\frac{\alpha_{S#x}}{\alpha_{S#1}}\), where S#2 is blue, S#3 is cyan and S#4 is black. The minimum ratio is 0.59 (site 95° W, S#4 in July) and the maximum is 1.04 (site 93° W, S#3 in August).](image-url)
Shear exponents computed from model output are most likely to be high overnight and during winter. For S#1, 70% of $\alpha$ values in excess of the 90th percentile value occurred between 22:00 and 6:00 h (local time). However, during July and August, high shear values are most prevalent during early morning from 6:00 to 8:00 h (local time). For the other WT scenarios, winter months also show the highest frequency of high shear cases and a bias towards occurrence between 22:00 and 6:00. However, the occurrence of high shear events is less focused on these nighttime hours, and the months with the highest frequency of extreme positive shear are January, March and August, which may indicate that for the larger rotors and higher $H$, the occurrence of extreme shear is not solely a product of nocturnal stabilization of the surface layer. This may indicate that the extension to greater heights gives more frequent interaction between the rotor plane and the low-level jet (LLJ) and that is a cause of the increase in extreme positive shear for WT S#3 and S#4. The mean height of the LLJ (defined as the height of a maximum of wind speeds between 30 and 560 m height, which is at least 20% greater than the wind speeds above and below it) at the four transect locations is 181–189 m (Table 4). The LLJ maximum is thus frequently within the rotor plane of the WT employed in S#3 and S#4 when the upper rotor tip extends to 270 and 292 m above the ground.

| WT Scenario | $H$ (m) | $D$ (m) | Rotor Tip Height (m) | Frequency of LLJ within the Rotor Plane (%) | Mean LLJ height (m) |
|-------------|--------|--------|----------------------|------------------------------------------|-------------------|
| S#1         | 100    | 100    | 150                  | 9.0 9.0 8.2 7.7 | 182 |
| S#2         | 134    | 165    | 217                  | 14.9 14.2 13.2 14.0 | 186 |
| S#3         | 150    | 240    | 270                  | 18.5 17.5 16.3 17.2 | 187 |
| S#4         | 168    | 248    | 292                  | 19.2 18.7 17.3 18.2 | 189 |

Causes of high shear include more stable conditions, the presence of topographic flows and/or low turbulence and vertical mixing and the occurrence of LLJ. The western site has more complex topography (Figure 2) and overall the highest shear exponent (Figures 7 and 8), but it does not uniformly experience the greatest frequency of $\alpha > 0.2$. In the summer months when conditions are most unstable (convective) and wind speeds are lowest [46], the eastern sites tend to experience high shear more frequently. The regional flow is generally dominated by southeasterly and southwesterly flow in winter and spring and dominated by southwesterly flow in summer [54]. The LLJ is more frequently associated with north/south wind directions and is more common in the northeast of the domain in spring [31] and may account for the high frequency of extreme shear in March and at night.

Negative wind shear exponents computed across the rotor plane are substantially less frequently observed than extreme positive shear and have modest magnitudes, although $\alpha < 0$ is most commonly observed for the largest rotor (Figure 10). Indeed, many of the negative shear periods might reasonably be presented as no-shear profiles (i.e., $\alpha \approx 0$) (Figures 10 and 11) rather than associated with a LLJ [32]. Nevertheless, the model simulations indicate negative wind shear overnight, particularly during low wind speed (summer) months (Figure 10). For site 1, S#1, 64% of 10-min periods that are characterized by negative shear exponents occur during 22:00–7:00 h. Increasing both $H$ and $D$ increases the frequency of negative shear, particularly for S#4 (Figure 10b).
Thus, to summarize, the shear exponent computed across the rotor planes for each of the WT scenarios frequently falls within the IEC expected range (0–0.2). However, as indicated in Figure 11, the shear exponent across the rotor plane for the four WT scenarios is repeatedly outside of this range. High shear ($\alpha > 0.2$) occurs more frequently at power-producing wind speeds than does negative shear, although it is most frequent when wind speeds are lower than typical rated wind speeds (12–15 ms$^{-1}$). As $H$ and $D$ increase (i.e., moving from WT scenario S#1 to S#4), the frequency of extreme positive shear is projected to decrease. For example, at the most westerly site on the transect over northern Iowa (location 1: 95° W), the frequency with which the wind shear exponent across the blade exceeds 0.2 decreases from 48% of 10-min periods to 38% of periods from WT S#1 to WT S#4. Also, the occurrence of high absolute shear values (expressed in ms$^{-1}$/m) declines at virtually all hub-height wind speeds (Figure 11). Although there is a small increase in the frequency of occurrence of negative shear across the rotor plane with increasing $H$ and $D$, the majority of negative shear exponents are of very small magnitude and thus are perhaps more properly described as close to zero.
Figure 11. Analysis of shear from site 1. The top sub-panels show a histogram of the 10-min values of shear exponent $\alpha$ computed for the heights across the rotor plane for each WT scenario. The red lines indicate the two thresholds for shear exponent employed herein: $\alpha = 0$ and 0.2. The bottom sub-panels show the joint probability distribution of the 10-min values of shear magnitude across the rotor plane and hub-height wind speed for each WT scenario. The title above each of these frames indicate the fraction of 10-min periods when the absolute value of $\alpha$ exceeded 0.2.

4. Discussion and Concluding Remarks

In principle, the current wind energy industry trend towards larger turbines with higher hub-height ($H$) and larger rotor diameter ($D$) (Figure 1) should yield electrical power production gains due to the increase in swept area and typical increase of wind speeds with height. However, the vertical profiles of wind speeds above the surface layer can be very complex [25,26], particularly in heterogeneous terrain and landscapes, potentially leading to only modest increases in rotor equivalent wind speeds and/or increased fatigue loading due to the increased prevalence of extreme shear across the rotor plane. The impact of increasing WT dimensions on both the energy content of the flow (power) and wind shear across the rotor plane is examined using output from high-resolution simulations with WRF performed for a domain centered on the US state of Iowa for December 2007–August 2008. This region of the US has high wind resources and a high density of WT installed capacity but is also known to exhibit complex and highly sheared wind speed profiles.

Four scenarios of WT hub-height and rotor diameter were considered. Scenario S#1 broadly represents the dimensions of WT that are currently being installed: $H = 100$ m, $D = 100$ m. In scenario S#2: $H = 134$ m, $D = 165$ m. In scenario S#3: $H = 150$ m, $D = 240$ m. While in scenario S#4: $H = 168$ m, $D = 248$ m. Thus, scenarios 2 and 3 represent approximations of WT that are on the market currently—S#2 approximates the Vestas 150–5.6 MW and is slightly larger than the business-as-usual WT [11]. S#3 is based on the IEA Wind 15 MW reference turbine ($H = 150$ m, $D = 240$ m) [38], while S#4 extends both $H$ and $D$ beyond WT that are currently available but is intended to represent a plausible future WT design.

It is important to acknowledge that other constraints may limit the continued growth (up-sizing) of WT. These include declines in social acceptance due to factors such as increased turbine visibility [56], limitations imposed by set-back regulations [57] and/or additional permitting requirements for larger...
turbines such as those from the US Federal Aviation Authority for WT that have rotor tip heights above 499 ft (152 m). There are other logistics and engineering constraints on turbine up-scaling, particularly for onshore deployments, linked to manufacturing, transportation and costs [11,58]. Further, some causes of atmospheric flow variability will be sub-grid scale in the simulations presented herein. Thus, future work should include long-term simulations with WRF applied at even higher resolution and/or use of micro-scale models including large eddy simulation (LES) [59,60] to confirm inferences presented herein regarding the relative benefits of deployment of WT with larger physical dimensions.

There are substantial gains implied in terms of the energy content of the flow across the rotor plane from increasing the hub-height or increasing the size of the rotor plane such that the top tip extends to over 200 m. Expected power gains based purely on the theoretical increase of swept area from increased rotor diameter in the four scenarios expressed as a ratio to S#1 are 1, 2.72, 5.76 and 6.15. Expected power gains based purely on the increase in wind speed from increased hub-height (using the power law Equation (2) with a shear exponent of 0.2) in the four scenarios expressed as a ratio to S#1 are 1, 1.19, 1.28 and 1.36. Thus, the theoretical increase in power for the four scenarios expressed as a ratio to S#1 are 1, 3.24, 7.37 and 8.36.

Analyses of output from WRF simulations performed over a 9-month period with a horizontal grid spacing of 4 km and 57 vertical levels suggest that the rotor equivalent wind speed (REU) is well-represented by the median wind speed but that divergence between these values increases as the turbine dimensions increase. The power ratios calculated from WRF output for the four scenarios expressed as a ratio to S#1 are 1, 3.30, 7.08 and 8.73. These compare favorably with the theoretical values, with the slightly lower values in S#2 arising from lower wind speeds in model layer 2 while S#4 has slightly greater power than predicted. Monthly variability in REU is consistent across the scenarios, giving highest power in January and April and lowest in July and August.

Deployment of larger WT in the eastern central plains may result in only small penalties in terms of the frequency of occurrence of extreme positive or negative wind shear across the rotor plane that may impact turbine loading [33]. The WRF-derived average shear exponent \( \alpha \) across the rotor plane is 0.21 for S#1, consistent with observations from three sites in central/eastern Iowa and lower than the Iowa site in more complex terrain (\( \alpha = 0.28 \) at Palmer). Output from the 4 km WRF model simulations indicates a high frequency (48%) of extreme positive shear (\( \alpha > 0.2 \)) across the WT rotor at power-producing wind speeds. The occurrence of negative shear is low (\(<12\%\) for any scenario at any site) but increases from 4.2% to 6.2% for S#1–3 to nearly 12% for the largest wind turbine scenario (S#4). High shear occurs particularly overnight and during the winter months (in agreement with observations). The frequency of occurrence of high shear exponents (\( \alpha > 0.2 \)) declines with increasing \( H \) and \( D \) over virtually all of the domain. For the largest wind turbine considered, the frequency of high shear decreases to 38% for the most western site for scenario S#1. The mean height of the LLJ computed from the WRF output is around 185 m. Thus, increasing the top-tip height in the scenarios increases the frequency with which the LLJ impinges on the rotor plane. At the four transect locations, the LLJ frequency increases from 7.7% to 9.0% in WT scenario S#1 to 18.2% to 19.2% for S#4.

Although detailed modeling should be conducted to quantify the load implications on WT, the modeled response to increases in WT dimensions indicates substantial power gains and a decrease in the frequency of high positive shear across the rotor plane.
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