Vulnerability Due to Training Order in Split Learning
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Abstract

Split learning (SL) is a privacy-preserving distributed deep learning method used to train a collaborative model without the need for sharing of patient’s raw data between clients. In split learning, an additional privacy-preserving algorithm called no-peek algorithm can be incorporated, which is robust to adversarial attacks. The privacy benefits offered by split learning make it suitable for practice in the healthcare domain. However, the split learning algorithm is flawed as the collaborative model is trained sequentially, i.e., one client trains after the other. We point out that the model trained using the split learning algorithm gets biased towards the data of the clients used for training towards the end of a round. This makes SL algorithms highly susceptible to the order in which clients are considered for training. We demonstrate that the model trained using the data of all clients does not perform well on the client’s data which was considered earliest in a round for training the model. Moreover, we show that this effect becomes more prominent with the increase in the number of clients. We also demonstrate that the SplitFedv3 algorithm mitigates this problem while still leveraging the privacy benefits provided by split learning.

1 Introduction

In the healthcare sector, artificial intelligence can help predict a patient’s medical condition using deep learning models. A deep learning model becomes more accurate and robust when it is trained on a large amount of diverse data [1]. It would be ideal if multiple hospitals can cooperate and share their patient’s raw data to train a single model. However, laws concerning data privacy like GDPR, HIPAA, DISHA, etc., impede hospitals from sharing patient’s raw data with any authority. Distributed deep learning methods enable a model to be trained by the collaboration of multiple clients and without compromising the privacy of these clients. For example, in the Federated Learning algorithm, a client only shares the model parameters to a central server instead of the patient’s raw data. Three privacy-preserving distributed deep learning methods are described in the following subsections.

1.1 Federated Learning

In Federated learning [2][3][4], the clients train in parallel for a specified number of rounds (or global epochs). During a round, the global model is sent by the server to the clients. Each client that gets the copy of a global model trains it for some local epochs with their respective datasets; thus, each copy of the global model is updated in a different way by different clients. These models are sent back to the server and are then aggregated and averaged on the server. The averaged model is sent back to the clients for validation. This process concludes one round (global epoch) of training.

1.2 Split Learning

In split learning [5][6], the model architecture is divided into two parts, the front part of the model resides on the client, and the rest of it is on the server. The model is trained sequentially among clients in split learning algorithms. During a round, forward propagation is carried out on the part of the model that resides on the client end, and the last layer’s activations are sent to the server where the rest of the model resides. The activations received are used for forward propagation on the server-side model, after which backpropagation is done on the server-side model, and the necessary gradients are sent to the client where backpropagation is carried out on the client-side model. After that, the next client trains the model by communicating with the server, following the same trend of sending activations, receiving gradients, and updating the model. One round (or global epoch) of training completes when all the clients have trained by communicating with the server. Although the server side of the model is the same for every client, there is no notion of the global model in SL as the part of the model architecture that resides on the client-side is unique for each client. If there are ‘n’ clients, then there are ‘n’ different client-side models and a single server-side model.

1.3 SplitFed

SplitFed is a hybrid approach between split learning and federated learning. There are two variants of SplitFed proposed by Thapa et al. [7], namely SplitFedv1 and SplitFedv2 and a recent SplitFed approach termed as SplitFedv3 proposed by Gawali et al. [8]. In SplitFed algorithms, the model architecture is divided into segments similar to split learning. The training happens parallelly in SplitFedv1 and SplitFedv3...
whereas a model is trained sequentially in SplitFedv2. In
SplitFedv2, averaging of the client-side model takes place
at the end of each global epoch. In SplitFedv3, the server-
side model is averaged out at the end of a global epoch.
In SplitFedv1, both parts of the model, i.e., client-side and
server-side, are averaged out at the end of a global epoch.

2 Related work and Vulnerability in SL

When clients collaborate to train a deep learning model, the
model can be trained either sequentially (i.e., one client trains
after the other) or parallelly (all the clients train at the same
time). When a collaborative model is trained sequentially, it
can lead to forgetting when the training set comprises data
from non-iid data sources. Each time the model is updated
by the data of a client, the model parameters will be updated
in such a way to favor the recently seen data. The updated
model might forget what was learned when it had trained with
the previous client’s data resulting in poor classification per-
fomance on the ‘same’ dataset. This was shown by Sheller
et al.[9] for distributed deep learning methods like IIL (Institutional
Incremental Learning) and CIIL (Cyclic Institutional
Incremental Learning), where the model is trained sequen-
tially.

In split learning, even though the client-side model is
unique for each client, a large trainable portion of the model
resides at the server end, and the server-side model is trained
sequentially. Forgetting can manifest in split learning such
that the performance of the model on the clients that are train-
ing early in a cycle could be inadequate.

In the case of federated learning, the global model is an av-
erage of all the local models with each client. Each client
would have an equal contribution to the final state of the
global model when the number of data samples for all clients
are the same; hence there is no possibility of forgetting in FL.
And even when the number of data samples are uneven, there
would still be some contribution from each client.

For the Split-fed approach, SplitFedv2 might also suffer
from the problem of forgetting as it also follows the pattern
of cyclical training. SplitFedv1 and SplitFedv3, on the other
hand, will not show forgetting as the server-side is averaged
and does not follow a cyclic pattern. SplitFedv1 has an addi-
tional communication overhead where we send all the client-
side models to a place where the averaging happens.

3 Data and Experimental settings

This section describes the datasets and experimental settings
for distributed deep learning methods.

3.1 Data

We aggregated the data from three private hospitals (re-
ferred to as A, B, C) and two publicly available datasets
(MIMIC[10] and Padchest[11] referred to as D, E respec-
tively). The data contains chest X-rays with healthy and TB-
suspected images of resolution 224x224 pixels. Each chest
X-ray is labeled either TB-suspect or TB-negative by a team
of expert radiologists. The training set had a total of 8708
X-ray images. In addition to the training set, the validation
and testing set contained 2500 images each. The prevalence

![Figure 1: Picture the boxes being the state of the model when the
model has trained on the respective client dataset. Due to the cyclic
pattern of training in split learning, the server-side model’s final state
is heavily molded according to the requirements of the clients that
were considered for training towards the end of the training loop
and can result in forgetting. Whereas in a federated setting, the fi-
nal model is an average of the local models, and thus every client
collaborates equally.]

| Data    | A    | B    | C    | D    | E    | Total |
|---------|------|------|------|------|------|-------|
| Train   | 1816 | 3772 | 1150 | 880  | 1090 | 8708  |
| Validation | 500  | 500  | 500  | 500  | 500  | 2500  |
| Test    | 500  | 500  | 500  | 500  | 500  | 2500  |

Table 1: Distribution of chest X-ray images

3.2 Experimental settings

We used Pysyft[12] library for the experimental implemen-
tations. The hospital settings were created using virtual
workers, and each virtual worker has access to its own data
with no communication to other workers. The Densenet-
121[13] architecture was used for classification with an Adam
optimizer[14] and a learning rate of 1e-4. A combination
of threshold dependent (F1-score and Cohen-Kappa[15]) and
threshold independent (Auprc) metrics are used to evaluate
the saved models. We did not consider auc-roc metric due to
the prevalence of 10% in the test set[16]. The threshold de-
pendent metrics are evaluated on a sensitivity of 0.81. The
model with the least validation loss is saved for evaluation.
4 Experiments and Results

The first set of experiments compared the distributed deep learning algorithms, namely Federated Learning, Split Learning, and SplitFedv3, using all the datasets. We have considered two cases for each hospital wherein for the first case, a hospital was the first client, and for the second case, that same hospital trained at the end during a global epoch. For every run, the F1-score, Cohen-kappa, and auprc scores were calculated. Table 2, Table 3, and Table 4 show the results for Split Learning, Federated Learning, and SplitFedv3, respectively.

Table 2: Split Learning results for every client. The second column is the auprc score when that respective client is placed first in training, and the third column is the auprc score when that client is placed at the end of the training loop. The fourth column notes down the percentage change of the performance of the client training early compared to training at the end of a global epoch. A similar pattern is followed for Kappa and F1-scores.

| Client | AUPRC  | F1-score | Kappa  |
|--------|--------|----------|--------|
|        | First  | Last     | % drop | First  | Last     | % drop | First  | Last     | % drop |
| A      | 0.4842 | 0.4482   | -0.05  | 0.35   | 0.2828   | -0.27  | 0.4242 | 0.2828   | -0.27  |
| B      | 0.2840 | 0.3640   | -0.08  | 0.00   | 0.3992   | -0.39  | 0.3992 | 0.3992   | -0.39  |
| C      | 0.3444 | 0.7844   | -0.08  | 0.00   | 0.3942   | -0.39  | 0.3942 | 0.3942   | -0.39  |
| D      | 0.7199 | 0.7199   | -0.00  | 0.00   | 0.6096   | 0.00   | 0.6096 | 0.6096   | 0.00   |
| E      | 0.7500 | 0.7500   | -0.00  | 0.00   | 0.6096   | 0.00   | 0.6096 | 0.6096   | 0.00   |

Table 3: Federated Learning results for every client.

Table 4: SplitFedv3 results for every client.

As seen from table 2, in split learning, there was a significant performance drop in all the three performance metrics for each client depending on its order of training. On average, a percentage change of 31% was observed across all the metrics, with the maximum percentage change being 78% in the kappa score for client A. Drastic changes were observed for client A as all the three metrics record a percentage change higher than 40%. Table 3 and Table 4 show that client-order does not matter in federated learning and splitfedv3 as there was no performance drop observed between training early and training late for any client. The clients train the model parallelly in splitfedv3 and federated learning, which makes them immune to any ordering issues.

The next set of experiments tracks the performance of a single client (client A) over different client settings. For each client setting, the simulations were run for two extreme permutations (one where client A was in the beginning and the other where it trained at the end), and the metric scores of client A were recorded. Initially, only two clients were considered in the training loop, and then the clients were added incrementally one at a time to the training loop. A total of four different client settings were designed for the comparison of performance metrics between the various distributed deep learning algorithms.

Table 5: Split Learning results for client A over different settings.

Table 6: Federated Learning results for client A over different settings.
Moreover, split learning algorithms for privacy on the client-side as only a part of the model is trained on the client-side. Furthermore, split learning is prone to client-ordering, which is a repercussion of training the collaborative model sequentially. Our results show that for the split learning algorithm, the performance difference of the first client in split learning as more and more clients were added. This shows that forgetting becomes more prominent with an increase in the number of clients. No such performance difference was observed in Federated learning and SplitFedv3. A general decrease in performance was observed for the first client across all the deep learning methods. Although both SplitFedv3 and Federated learning were stable over the ordering changes, the performance results of splitfedv3 were better compared to federated learning for any client setting across all three metrics.

5 Conclusion

Split Learning is prone to client-ordering, which is a repercussion of training the collaborative model sequentially. Our results showed that for the split learning algorithm, the performance of the trained model on the data of the client that is placed at the beginning of the training order is compromised while testing. We also showed that the drop in the performance of a client encountered in split learning is absent in other distributed deep learning methods like Federated learning and SplitFedv3 due to parallel training between the clients that are collaborating to train a single model. Further, we showed that in split learning, the difference between the test performance of a client when training at the earliest and when training at the end of a training loop worsened with an increase in the number of clients in between. SplitFedv3 has a parallel training pattern making it immune to client-ordering issues. It also requires low computation resources on the client-side as only a part of the model is trained on the client-side. Moreover, split learning algorithms for privacy like no-peek can also be adopted in SplitFedv3.
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