Brain Tumor Segmentation using Enhanced U-Net Model with Empirical Analysis
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Abstract—Cancer of the brain is deadly and requires careful surgical segmentation. The brain tumors were segmented using U-Net using a Convolutional Neural Network (CNN). When looking for overlaps of necrotic, edematous, growing, and healthy tissue, it might be hard to get relevant information from the images. The 2D U-Net network was improved and trained with the BraTS datasets to find these four areas. U-Net can set up many encoder and decoder routes that can be used to get information from images that can be used in different ways. To reduce computational time, we use image segmentation to exclude insignificant background details. Experiments on the BraTS datasets show that our proposed model for segmenting brain tumors from MRI (MRI) works well. In this study, we demonstrate that the BraTS datasets for 2017, 2018, 2019, and 2020 do not significantly differ from the BraTS 2019 dataset's attained dice scores of 0.8717 (necrotic), 0.9506 (edema), and 0.9427 (enhancing).

Index Terms—Brain Tumor Segmentation, UNet, CNN, BraTS

I. INTRODUCTION

The area of medical imaging has undergone a revolution in recent decades with the application of machine learning and deep learning algorithms for a tumor or other disease segmentation, identification, and survival prediction. In addition, it assists doctors in making an early diagnosis of brain malignancies to improve foretelling. Adults most frequently develop gliomas, which are thought to have glial cell origins and invade adjacent tissues. Primary brain tumors are gliomas. High-grade glioblastoma (HGG) and low-grade glioblastoma (LGG) are two more subtypes of gliomas. While magnetic resonance imaging (MRI) modalities have been manually examined by radiologists to generate quantitative information, segmenting 3D modalities is cumbersome, with variations and errors. This challenge is further increased if tumors vary in size, shape, and placement[1].

Enhancing disease diagnosis, cure planning, monitoring, and clinical ordeals depends heavily on segmenting brain tumors from neuroimaging modalities. To determine the spot and size of the tumor, accurate brain tumor segmentation is necessary. These tumors can develop in practically any area and come in various sizes and shapes. Furthermore, the rigorousness of a tumor may coincide with the vitality of vital brain tissue, and they are typically poorly contrasted. As a result, it is challenging to differentiate fit tissue from a tumor. For example, while T1c has a bright tumor border, T2w has a bright tumor area. On the other hand, the FLAIR scan aids in isolating the edema from the cerebrospinal fluid (CSF)[2]. Integrating data from various MRI modalities, such as T1-weighted MRI (T1), T1-weighted MRI with contrast (T1c), T2-weighted MRI (T2), and Fluid-Attenuated Inversion Recovery (FLAIR), is a fundamental approach to address this problem.

Automated and semi-automatic segmentation techniques have allowed experts to work more efficiently. However, since tumorous cells can arise anywhere inside the brain tissues and can vary in size, appearance, and shape, automatically segmenting a brain tumor and its sub-regions is difficult[3]. Nevertheless, these imaging technologies’ ability to accurately and quickly segment brain tumors can help doctors treat tumors safely, especially during surgery, without endangering the brain’s healthy areas[4].

Different architectures of CNNs have been used and are being used to do automatic segmentation of 3D MRI Images [5][2]. Earlier, it was a difficult task due to the absence of medical Image data and the huge amount of processing power. However, challenges like Brain Tumor Segmentation(BraTS) made it easier by publishing annotated 3D MRI images.

In this paper, we aim to make an extensive comparison of these different kinds of CNN models, along with proposing a 2D UNET model of our own to help doctors to improve their performance with the initial scan provided by an automated and intelligent system. We also compared the gained metrics’ results on the BraTS 2017-2020 dataset using traditional ML models and other CNN models with our proposed one. Artificial Intelligence (AI) has been used in various domain such as COVID-19 [6] [7], Fine-Grained Image Generation [8], nonuniform compressed sensing [9], SPI-GAN [10] and many more. The humongous application of AI shows that it can be used to solve different problem in various domain.

II. RELATED WORK

Classical machine learning techniques were used for segmentation earlier until deep learning techniques like convolutional neural network[11] brought significantly advanced performance for automatic segmentation. To visualize the statistic, if the BraTS 2017 dataset is only considered, more
than 55 papers were introduced based on the BraTS 2017 dataset. Based on those papers, approximately 42 models are based on CNN; among those CNN models, 16 models were inspired by U-Net or V-Net, 6 models were founded on DeepMedic, and others are founded on traditional machine learning models, for example, Random Forest (5 Models) and SVM (2 Models). Since this study focuses on deep learning techniques, this section highlighted some prior work on brain tumor segmentation. To predict the label of each pixel, Havaei et al. [12] proposed a CNN model with two-pathway and, as input, used a regional picture block. ResNet used the effective bottleneck structure to obtain outstanding performance. The oldest and most well-known image semantic segmentation technique, "U-Net," was suggested by Ronneberger et al. [11]. Since then, U-Net has been more well-liked and successfully used in various medical imaging and computational pathology applications.

A LSTM Multi-modal Unet [13], combined two components, multi-modal Unet, & convolutional LSTM. They implemented both 3D & 2D multi-modal Unet. 2D multi-modal Unet was implemented as a contrast. There are several Unet encoding paths and only one decoding path in 2D multi-modal Unet. On the BraTS 2015 dataset, they performed IOU on each class and compared UNET, and Multi-modal UNET, 3 classes out of 4 gave better results for multi-modal UNET. Even though their model yielded a better result, they mentioned that their complex model has a slow segmentation speed.

Agravat et al. [14] suggested a 3D encoder-decoder FCNN model. To portray the performance of their proposed model on segmentation, they used 4 different evaluation metrics on the 2020 BraTS dataset. They achieved 88.1% dice similarity coefficient (DSC), 84.6% Sensitivity, 06.508% Hausdorff95, and 99.9% Specificity for whole tumor (WT), 83.1% DSC, 80.2% Sensitivity, 07.275% Hausdorff95, and 99.9% Specificity for tumor core (TC), and 75.7% DSC, 75.6% Sensitivity, 31.531% Hausdorff95, and 99.9% Specificity for enhancing tumor (ET) on BraTS 2020 Validation dataset using mean statistic. Kumar Anand et al. [15] also proposed a 3D FCNN model, which gave a poor result for all 4 evaluation metrics compared to the previously mentioned Agravat et al. model. The authors of ‘Glioma Detection and Segmentation Using Deep Learning Architectures’[16] literature LeNet and AlexNET methods. Using ground truth samples, they applied their methods to BraTS 2019 and 2020 datasets for evaluating metrics (Sensitivity, Specificity, Accuracy). Obtained results for LeNet in this paper were 94.56% of Sensitivity, 95.32% of Specificity, and 96.53% of Accuracy. In this paper, the Alex NET results were 94.53% of Sensitivity, 95.32% of Specificity, and 97.88% of Accuracy. A few authors also proposed RCNN to solve the brain tumor segmentation problem [17] [18] [19]. Among them, Singh et al. [17] trained their model using the BraTS 2020 dataset and got a precision of 0.79, recall of 0.72, and dice coefficient of 0.75.

Xu et al. [20] considered the correlations between the modalities of the BraTS dataset and exploit the in-depth information. They used LSTM multi-modal 2D U-Net on BraTS 2015 dataset to experiment. They used LSTM to exploit sequential information from the images and Dense connections to obtain the correlations between the modalities. They used a feature size of 64 in the first convolution layer, and the maximum feature size of the encoder path is 256. They achieved dice scores of 0.7309, 0.6235, and 0.4254, Sensitivity of 0.6376, 0.5975, and 0.7163, PPV of 0.8979, 0.7264, and 0.3860 for whole, core and enhancing tumor respectively.

There are some other related studies where the authors used simple U-Net architecture with different numbers of encoder-decoder blocks and feature sizes. There are some other significant work done by the authors of [21] [22], where they used CNN to segment brain tumor on medical images. Dong et al. [23] utilized 2D U-Net architecture on the BraTS 2015 dataset and gained dice scores of 0.86, 0.86, and 0.65 for whole, core, and enhancing tumors, respectively. In paper [24], the authors integrated a 3D attention module of the decoder paths of simple U-Net architecture and achieved mean dice scores of 0.704, 0.898, and 0.792, mean sensitivity of 00.751, 0.900, and 0.816, mean specificity of 0.998, 0.994, and 0.996, mean hausdorff95 of 7.05, 6.29, and 8.76 for enhancing tumor, whole, and core respectively on BraTS 2019 Dataset.

III. DATASET DESCRIPTION

The brain tumor segmentation (BraTS) challenge was first held in 2012 with the aim of uniting the research communities worldwide. Since then, this competition has taken place yearly as a part of the MICCAI conference till 2020. The data were accumulated from numerous institutions employing different MRI scanners. The organizer delivered these data after basic pre-processing, co-registered to the exact anatomical template, incorporated to the same resolution, 1\(mm^3\), and skull stripped[25]. The provided datasets for 2017-20 were slightly different compared to 2012-16’s. However, from BraTS 2017-2020, they publish similar datasets with the same modalities; all are pre-operative data.

This study uses the BraTS 2017 - 2020 dataset to train, evaluate and compare the models. These datasets contain 3D MRI brain scans for a precise type of brain tumor. Glioma. Table I holds the detailed information for the BraTS 2017, 2018, 2019 and 2020 datasets. All of them have separate training, validation, and testing dataset. Expert physicians from different institutions did the annotation. All of these were provided to make a similar task, Segmentation & Survival prediction, and all of the datasets are pre-operative MRIs.

These datasets consist of 4 distinct MRI modalities, namely, native (T1), T2-weighted (T2), post-contrast T1-weighted (T1ce), and fluid-attenuated inversion recovery (FLAIR). Each MRI modality has 155 slices per volume. The enhancing tumor, the necrotic, the peritumoral edema, and the non-enhancing tumor core are the three tumor sub-regions that are annotated. 1 for necrosis and a non-enhancing tumor (NCR/NET), 2 for peritumoral edema (ED), 4 for an enhancing tumor, and 0 for background in each training patient’s annotated labels. Integrating three regions—the whole tumor...
(also known as Whole Tumor or Whole: labels 1, 2, and 4),
the tumor core (also known as Core: labels 1 and 4), and the
enhanced tumor ( known as Enhancing Tumor or Enhancing:
label 4).

TABLE I: Description of the BraTS dataset[25][26]

| Dataset | Type       | Patients(No of Cases) | HGG | LGG |
|---------|------------|-----------------------|-----|-----|
| BraTS 2017 | Training | 285                   | 210 | 75  |
| BraTS 2017 | Validation | 46                    |     |     |
| BraTS 2018 | Training | 285                   | 210 | 75  |
| BraTS 2018 | Validation | 66                    |     |     |
| BraTS 2019 | Training | 335                   | 259 | 76  |
| BraTS 2019 | Validation | 125                   |     |     |
| BraTS 2020 | Training | 369                   | 293 | 76  |
| BraTS 2020 | Validation | 125                   |     |     |

IV. METHODOLOGY

The 2D U-Net architecture of CNN has been employed for
brain tumor segmentation. Each dataset (BraTS 2017, 2018,
2019, and 2020) has used some preprocess technique. A data
generator class has been used in this experiment to fit the
dataset into the main memory. After that, the dataset was
divided into train, test, and validation datasets and fed into
the U-Net model. Then, we evaluate the trained model and
measure the performance based on different metrics. Figure 1
shows the workflow of the model.

![Workflow of proposed model](image)

**Algorithm 1** Algorithm of U-Net Approach with pre-
processing

```plaintext
for each image in the dataset do
    Resize the image into dimensions of 128 * 128 * 3
    Slice the Image to remove blank portions
    One Hot encode the SEGMENT CLASSES
    Normalize the input image
end for

Train U-Net with 235 iterations
Evaluate the Model
```

A. Network Architecture

Figure 2 depicts the 2D U-Net network architecture. The
expanding path on the right side of figure 2 and the contracting
path on the left are the two main paths of it. The typical
convolutional network architecture constitutes the contracting
path. It consists of two 3x3 convolutions and an activation
function, namely, rectified linear unit (ReLU). To downsample,
it uses a 2x2 max pooling operation. The number of features
doubles with each down-sampling step. 2x2 transposed convo-
lutional layers constituted the expansive path, which is used
for upsampling the feature map and concatenation with the
affiliated feature map of the contracting path, and two 3x3
convolutions with ReLU as an activation function. At each
step of upsampling, the number of features is divided by 2.
At the last layer, a 1x1 convolution has been used for mapping
each feature vector to the wanted number of classes.

B. Data Pre-processing

The datasets contain 4 distinct MRI modalities. Training
the CNN model with all those modalities is computationally
expensive. Thus, FLAIR and T1ce are considered as input for
the 2D U-net. FLAIR and T1ce contain most of the valuable
information in this dataset. But each MRI modality contains
unnecessary black background, which is not required for the
training phase; rather, it increases the computational time. For
this reason, the images are sliced into several regions (100
slices for 2D U-net) to minimize the background and specify
the informative portion of the images. Both input and output
images are resized to the required shape of the U-net model.
And lastly, the input and output images are normalized using
MinMaxScaler because the intensity of each channel is $2^{16}$
bits. For the Segmented images, one hot encoding has been
used. After that, we split the dataset into train, validation, and
test datasets with a ratio of 68%, 20%, and 12% of the whole
dataset, respectively.

C. Experimental Setup

The model was created using Keras and Tensorflow. The ex-
periments performed in Kaggle and Google Colaboratory

**Algorithm 2** Algorithm for the Evaluation

```plaintext
loadDataset()
DataGenerator()
train_test_split()
loadModel()
for each epoch in epochNumber do
    for each batch in batchSize do
        y_predict = model(train_feature_generator)
        loss = categorical_crossentropy(y_actual, y_predict)
        adamOptimizer(loss, learning_rate)
        evaluation()
    end for
end for
return
```
Fig. 2: U-net architecture for our working methodology

Fig. 3: Pre-processing steps

TABLE II: Hyperparameter Values of the proposed model.

| Number of epochs | 235 |
|------------------|-----|
| Batch size       | 1   |
| Optimizer        | Adam|
| Loss             | Categorical cross-entropy |
| Metrics          | Accuracy, MeanIoU, Dice coefficient, Precision, Sensitivity, Specificity, Dice coefficient for necrotic, Dice coefficient for edema, Dice coefficient for enhancing |
| Callback functions| Early stopping, Csv logger, Model Checkpoint |

contain Python version 3.7.12 and Tensorflow version 2.6.4. The chosen hyperparameters shown in table II.

D. Evaluation Metrics

Numerous evaluation criteria are calculated to check the efficiency of the implemented models. The dice coefficient is mostly used for evaluating medical image segmentation. In this experiment, dice coefficient has been computed for each class (necrotic Eq. 3, edema Eq. 4, enhancing Eq. 5) and the predicted segmentation. As well as accuracy, Mean-IoU, Precision, Sensitivity, and Specificity are computed to evaluate overall model performance and genericity. For each evaluation criterion, a higher score means better segmentation performance.

True Positive (TP) in the equations denotes a tumor match between the anticipated and actual tumor. True Negative (TN) indicates a match between the expected and actual non-tumor. False Positive (FP) denotes that the predicted tumor area is not the actual tumor, and False Negative (FN) means that the expected non-tumor is the actual tumor area.

\[
\text{IoU} = \frac{\text{Area of Intersection}(TP)}{\text{Area of Union}(TP + FP + FN)} \tag{1}
\]

\[
\text{Dice Coefficient} = \frac{2\text{Intersection}(TP)}{\text{Intersection} + \text{Union}(TP + FP + FN)} \tag{2}
\]

\[
\text{Dice Coefficient Necrotic} = \frac{2\text{Intersection of Necrotic}(TP)}{\text{Union of Necrotic}(TP + FP + FN)} \tag{3}
\]

\[
\text{Dice Coefficient Edema} = \frac{2\text{Intersection of Edema}(TP)}{\text{Union of Edema}(TP + FP + FN)} \tag{4}
\]

\[
\text{Dice Coefficient Enhancing} = \frac{2\text{Intersection of Enhancing}(TP)}{\text{Union of Enhancing}(TP + FP + FN)} \tag{5}
\]

V. EXPERIMENTAL RESULT AND COMPARISON

The performance of the 2D U-Net model on 4 different datasets (BRAST 2017, 2018, 2019, 2020) has been compared in this experiment. The proposed 2D U-Net outperformed on BRAST dataset compared to other CNN-based models such as FCNN and RCNN. This model gives the most robust result on BRAST 2019 dataset compared to the other BRAST datasets. Since the difference between the BRAST datasets is almost negligible, thus this model can be used on any BRAST dataset. The result of this experiment is shown in Table V.

Table V shows that the proposed model achieved highest Accuracy (0.9981), Mean IoU (0.9130), Precision (0.9974),
TABLE III: Comparison With Previous Works

| Model                  | Dataset (BraTS) | Dice Score | Necrotic/ Core | Edema/ Whole | Enhancing |
|------------------------|-----------------|------------|----------------|--------------|------------|
| SVM [27]               | 2012            | 0.61       | 0.71           | 0.73         |            |
| Random Forest [28]     | 2012            | 0.73       | 0.59           |              |            |
| Random Forest [29]     | 2013            | 0.70       | 0.76           | 0.67         |            |
| 2D CNN [29]            | 2013            | 0.73       | 0.83           | 0.69         |            |
| 3D CNN [30]            | 2015            | 0.73       | 0.87           | 0.77         |            |
| 3D encoder-decoder FCNN [14] | 2020          | 0.83       | 0.88           | 0.78         |            |
| 3D FCNN [15]           | 2020            | 0.74       | 0.88           | 0.71         |            |
| The Proposed Model     | 2019            | 0.871      | 0.95           | 0.94         |            |

Sensitivity (0.9971), Specificity (0.9991), Dice Score (0.8409) and minimal Loss (0.0054) on BRAST 2019. The highest Dice Scores of Edema, and Enhancing 0.9545, and 0.9490, respectively, achieved on the BraTS 2017 dataset. The highest Dice Scores of 0.8846 for Necrotic achieved on the BraTS 2020 dataset. The difference between the obtained result on these datasets are very less. It shows that the difference between those BRAST datasets is insignificant. The loss, accuracy, and dice score during the training on BraTS datasets are shown in figure 4 and figure 5.

Fig. 4: The loss, accuracy, and dice score of BRAST 2019 dataset

Fig. 5: The loss, accuracy, and dice score comparison of BRAST 2017, 2018, 2019, 2020 dataset

There are some other CNN-based models and traditional machine learning (ML) models have been used for segmenting Brain Tumors and medical images. The results of those models from the previous works are shown in table III, IV.

Table III shows that the 3D encoder-decoder F-CNN model of paper [14] achieved the highest dice score (0.83 for core, 0.88 for whole and 0.78 for enhancing) among other models, including traditional ML models. Table IV shows that Hybrid Fast R-CNN and SVM Model of paper [19] achieved the highest accuracy of 0.987. The R-CNN model of paper [17] achieved the highest precision of 0.79, although the authors of the other papers didn’t mention the precision in their papers. The R-CNN model of paper [18] achieved the highest specificity of 0.972, and the LeNET model of paper [16] achieved the highest Sensitivity/ Recall of 0.956. From the table III, IV, it can be concluded that CNN based model can perform better than traditional ML models. The proposed 2D U-Net model outperformed all those models in the measurement of accuracy, precision, recall, specificity, and dice score from the table III, IV. Thus, it also can be concluded that the 2D U-Net model is better for brain tumor segmentation compared to other CNN models. This experiment shows that, CNN based model are better compared to the traditional ML model and among the CNN based model, U-Net can give the precise and best result for brain tumor segmentation. The 2D U-Net model outperformed the 3d CNN based non U-Net model such as 3D FCNN. In general, 3D models are consumed more resources and time compare to 2D models. Thus, it is efficient to use 2D U-Net model instead of other 3d CNN based non U-Net model for brain tumor segmentation.

VI. CONCLUSION & FUTURE WORK

Brain tumors cause thousands of innocent victims to die due to failed brain surgery every year. However, thousands of individuals will have more hope knowing their operation will be successful if a model is developed to segment the data correctly. This study presents an extensive comparative analysis among the benchmark Brain Tumor Dataset and state-of-the-art models to predict brain tumor segmentation to achieve this goal. BraTS 2017, 2018, 2019, and 2020 datasets are used for datasets. From our analysis, we concluded that the datasets of 2017-2020 do not have many dissimilarities. So, if any models work well on one dataset, it will likely produce a good result for others. For segmentation, different CNN or modified CNN models yielded better results than traditional machine learning models. Whereas UNet produced...
| Dataset     | Loss   | Accuracy | Mean IoU | Precision | Sensitivity | Specificity | Dice Score (necrotic/core) | Dice Score (edema) | Dice Score (enhancing) |
|------------|--------|----------|----------|-----------|-------------|-------------|--------------------------|-------------------|-----------------------|
| BraTS 2017 | 0.0056 | 0.9980   | 0.9897   | 0.9973    | 0.9970      | 0.9972      | 0.8453                   | 0.8782            | 0.9354                | 0.9490                |
| BraTS 2018 | 0.0057 | 0.9979   | 0.9897   | 0.9972    | 0.9970      | 0.9940      | 0.8160                   | 0.8843            | 0.9368                | 0.8348                |
| BraTS 2019 | 0.0054 | 0.9981   | 0.9130   | 0.9974    | 0.9971      | 0.9991      | 0.8409                   | 0.8717            | 0.9506                | 0.9427                |
| BraTS 2020 | 0.0056 | 0.9980   | 0.8935   | 0.9973    | 0.9970      | 0.9983      | 0.8350                   | 0.8584            | 0.9478                | 0.8544                |

In order to reduce this information loss, we aim to explore different kinds of 3D UNet models.
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