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Abstract—Temporal point process as the stochastic process on continuous domain of time is commonly used to model the asynchronous event sequence featuring with occurrence timestamps. Thanks to the strong expressivity of deep neural networks, they are emerging as a promising choice for capturing the patterns in asynchronous sequences, in the context of temporal point process. In this paper, we first review recent research emphasis and difficulties in modeling asynchronous event sequences with deep temporal point process, which can be concluded into four fields: encoding of history sequence, formulation of conditional intensity function, relational discovery of events and learning approaches for optimization. We introduce most of recently proposed models by dismantling them into the four parts, and conduct experiments by remodularizing the first three parts with the same learning strategy for a fair empirical evaluation. Besides, we extend the history encoders and conditional intensity function family, and propose a Granger causality discovery framework for exploiting the relations among multi-types of events. Because the Granger causality can be represented by the Granger causality graph, discrete graph structure learning in the framework of Variational Inference is employed to reveal latent structures of the graph. Further experiments show that the proposed framework with latent graph discovery can both capture the relations and achieve an improved fitting and predicting performance.

Index Terms—Deep Learning, Temporal Point Process, Graph Structure Learning, Granger Causality

1 INTRODUCTION

Asynchronous event sequences are generated ubiquitously by human behaviors or natural phenomena, such as electronic patients’ records, financial transactions, extreme geophysical event occurrence, and so on. Studying the temporal distribution of events and discovering the relationships among different types of events is of great scientific interest for understanding the dynamics and mechanism of the occurrence of the events. One of the choices for it is temporal point process [1], defined as the stochastic processes with marked events on the continuous domain of time, which can naturally capture the clustering [2] or self-correcting [3] phenomena of such sequences of events. Usually, modeling the rate of event occurrence known as conditional intensity, as a function of time given the previous observation of events, is a solution to capturing the dynamics of the process. Since the distribution of such a process is completely governed by the conditional intensity function, statistical prediction and inference can all be conducted via the conditional intensity functions.

Although a series of works have achieved remarkable progress in temporal point process, particularly in deep-neural-network-based models [4–9], the majority of them use different history encoders to embed history events, and different forms of intensity functions parameterized by the embedded historical sequence of events. This casts a problem to us: Which part is paramount to the performance improvements? Thus we firstly review most methods on the current deep temporal point process, and then dismantle them into four major parts: encoding of history sequence, formulation of conditional intensity function, relational discovery of events and learning approaches for optimization. Then we extend and reassemble the first three parts except the learning approaches in experiments, for a fair empirical evaluation as well as deep insights into each part.

Aside from modeling the dynamics and improving predictive performance, we find that the studies focusing on discovering the latent relation of different types of events are still rare, especially in fields of deep neural networks, which are usually considered as lacking in interpretability. The challenges in relational inference can be viewed as a graph structure learning task, and recently, relevant techniques in Graph Neural Networks have been proposed as a solution to it. Moreover, in classical statistical learning, Granger causality [10, 11] which can be represented by Granger causality graphs, provides a more interpretable and stronger definition of relations among multivariate time series and draws more research attention. Since few work on this field has been proposed although it is a key to interpretability of the process, we aims to propose a framework for inter-events Granger causality discovery, which can be flexibly applicable to the existing methods.

In summary, the outline of the paper can be listed as:

Sec.2 Conclusion of the four parts – Dividing the existing methods of deep temporal point process into the four parts: encoding of history sequence, formulation of conditional intensity function, relational discovery of events and learning approaches, and giving a united formulation on them.

Sec.3 Modification and extension of the four parts – Revising the four parts which are adopted by most existing methods, and extending some of the parts, including the history encoders with a modified FNet [12] and the conditional intensity functions with a family of mixture distributions supported on a semi-infinite
2 REVIEW OF DEEP TEMPORAL POINT PROCESS

2.1 Preliminaries of temporal point process

In marked temporal point process, the observation is represented by a sequence of event time stamps \( \{t_i\}_{1 \leq i \leq N} \) and markers \( \{m_i\}_{1 \leq i \leq N} \), such that \( t_i \in [0,T), t_i < t_{i+1}, \forall i \geq 1 \). A set of right-continuous counting measures \( \{N_m(t)\}_{m \leq M} \), the measure in which is defined as the number of events occurring in the time interval \([0,t]\) of the type-\( m \) event, where there are \( M \) types of events and \( m \in [M] \) with \( [M] = \{1, 2, \ldots, M\} \). Given the history \( H(t) = \{t_j, m_j, t_j < t\} \), the temporal point process can be characterized via its conditional intensity function (CIF), defined as

\[
\lambda_m^*(t) = \lambda_m(t|H(t)) = \lim_{\Delta t \to 0+} \frac{\mathbb{E}[N_m(t + \Delta t) - N_m(t)|H(t)]}{\Delta t},
\]  

which means the expected instantaneous rate of happening the events given the history. Note that it is always a non-negative function of \( t \). Given the CIF, the probability density function (PDF) of the type-\( m \) event reads

\[
f_m^*(t) = \lambda_m^*(t) \exp(-\int_{t_{i-1}}^{t} \lambda_m^*(\tau) d\tau),
\]

where \( i = 1 = \arg \max_{j \leq n} \{t_j, t_j < t\} \). The leading target of deep temporal point process is to parameterize a model to fit the distribution of the generated marked timestamps, as to inference PDF or CIF for further statistical prediction, including next event time and type prediction. More details on preliminaries are given in Appendix A.

2.2 Historical event encoder

Either CIF or PDF is a function of both \( t \) and historical events before \( t \), i.e. \( \mathcal{H}(t) \). Therefore, to model the process, the first issue to solve is how to embed the history sequence of events for formulating the CIF or PDF of the occurrence of different types of events. For the \( i \)-th event’s history \( \mathcal{H}(t_i) \), \( j \)-th event in the history set is embedded in a high-dimensional space, considering both temporal and type information, as

\[
e_j = [\omega(t_j); E^T m_j],
\]

where \( \omega \) transform one-dimension \( t_j \) into a high-dimension vector, which can be linear, trigonometric, and so on, \( E \) is the embedding matrix for event types, and \( m_j \) is the one-hot encoding of event type \( m_j \). A historical encoder \( H \) thus maps the sequence of embedding \( \{e_1, e_2, \ldots, e_{i-1}\} \) into a vector space of dimension \( D \), by

\[
h_i = H([e_1; e_2; \ldots; e_{i-1}]).
\]

\( H \) can be chosen as recurrent sequence encoders, and \( h_i \in \mathbb{R}^D \) will be used for the parameterization of the CIF.

2.3 Conditional intensity formulation

The conditional intensity function with parameters \( \Theta_m(t) \) is written as \( \lambda_m(t; \Theta_m(t)|\mathcal{H}(t)) \). The parameter \( \Theta_m(t) \) is assumed as a piece-wise function of \( t \), i.e.

\[
\Theta_m(t) = \chi_m(h_i) \quad t \in [t_{i-1}, t_i).
\]
From another view, the new occurrence of the \( m \)-type event will make difference to \( h_{ij} \), and thus update the \( \Theta_{m}(t) \).

The expressivity of the chosen family of functions to approximate the target CIF is of great significance. The better is the approximating ability of the chosen family of CIF, the better fitting performance the model of deep temporal point process will achieve. Besides, as showed in Eq. 2, to maximize the likelihood of the observed sequence of events, the integral term is unavoidable, so the difficulties in tackling the log-likelihood are the high computational cost from the calculation of the integral term, and the closed-form of this term leads the computation of likelihood manageable. In conclusion, how to approximate the target CIF of the process with a family of functions is the second issue. The functions used to approximate the target should possess both closed integral form and powerful expressivity.

### 2.4 Relation discovery of events

**Fig. 2.** An example of Granger causality graph representing the Granger causality of events. Events of type 1 are affected by type 3 and itself according to the Granger causality graph, so the CIF of type 1 events causality of events. Events of type 1 are affected by type 3 and itself.

For temporal point process with \( m \)-types events Granger causes event type \( m' \), if \( \lambda_{m'}(t) \) is \( \mathcal{H}_{m}(t) \)-measurable for all \( t \); Otherwise, event type \( m \) Granger-causes event type \( m' \).

From another perspective, the above definition can be concluded that if the changes of historical events of type \( m \) which is \( \mathcal{H}_{m}(t) = \{(t_{i}, m_{i}) | t_{i} < t, m_{i} = m\} \), do not have further impacts on \( \lambda_{m'}(t) \) at any time \( t \), then we can say that type \( m \) is Granger non-causal for type \( m' \). Otherwise, type \( m \) Granger-causes type-\( m' \) event.

In this way, we claim that the third issue to state is how to reveal the latent Granger causality among events, as a relational discovery problem which can be formulated as learning the structure of the following defined Granger causality graph:

**Definition 2.** A Granger causality graph \( \mathcal{G} = (\mathcal{V}, \mathcal{E}, \mathcal{A}) \) can be established to represent the Granger causality of one event to another, where \( \mathcal{V} = [M] \) is the vertex set, for each \( m \in \mathcal{V} \) denoting a type of event, \( \mathcal{E} \) is the edge set with \( (m, m') \in \mathcal{E} \) representing that type-\( m \) events Granger cause type-\( m' \), and \( \mathcal{A} \) is the corresponding adjacency matrix with \( \mathcal{A}_{m,m'} = 1 \) meaning \( (m, m') \in \mathcal{E} \), or \( \mathcal{A}_{m,m'} = 0 \). A reasonable assumption is that \( \mathcal{A}_{m,m} = 1 \), implying that there is always a self-causality.

Therefore, the discovery of Granger causality among events is equivalent to learning the latent Granger causality graph’s structure [10], attributing to their one-to-one relations. In this way, approaches in graph structure learning can be solutions to relational inference or more specifically, Granger causality discovery in deep temporal point process.

### 2.5 Learning approaches

The final issue drawing research interest is the learning approaches and strategies, i.e. how to set up and optimize the target function to get a better fitting and predictive performance of the model. In statistical inference, maximum likelihood is most commonly used to fit the model. For temporal point process with \( M \) types of events, given a sequence \( \{(t_{i}, m_{i})\}_{1 \leq i \leq N} \), the log-likelihood is given by

\[
l(\Theta) = \sum_{i=1}^{N} \log \lambda_{m_{i}}(t_{i}; \Theta_{m_{i}}(t)|\mathcal{H}(t))
\]

\[
- \sum_{m=1}^{M} \int_{0}^{T} \lambda_{m_{i}}(t; \Theta_{m_{i}}(t)|\mathcal{H}(t))dt.
\]

The negative log-likelihood is usually optimized by stochastic gradient descent (SGD) methods, such as Adam[15]. When the method is directly modeling the PDF \( f_{m}(t) \), the target function can be written as

\[
l(\Theta) = \sum_{i=1}^{N} \log f_{m_{i}}(t_{i}; \Theta_{m_{i}}(t)|\mathcal{H}(t))
\]

Note that the two targets are equivalent, according to Eq. 1. There are a series of learning approaches, including reinforcement learning [16, 17], adversarial learning [5], noise contrastive learning [18], which will be discussed later.
2.6 Next event prediction

Besides the task of fitting the distribution of the next event arrival time, when there exists more than one event type, another predictive target is what type of event is most likely to happen, given the historical observations. The task can be regarded as a categorical classification, and usually achieved through firstly transforming the history encoding \( h_{i-1} \) to discrete distribution’s logit scores as

\[
\kappa(h_i) = \text{logit}(\hat{m}_i), \quad (8)
\]

where \( \text{logit}(\hat{m}_i) \in \mathbb{R}^M, \kappa : \mathbb{R}^D \rightarrow \mathbb{R}^M \). Then, use a \( \text{softmax} \) function to transform logit scores into the categorical distribution, as

\[
\Pr(\hat{m}_i = m | \mathcal{H}(t)) = \text{softmax}(\text{logit}(\hat{m}_i))_m \quad (9)
\]

where \( \text{softmax}(\text{logit}(\hat{m}_i))_m \) means choose the \( m \)-th element after \( \text{softmax} \)'s output.

In this way, a cross-entropy loss for categorical classification will be added to the log-likelihood term given the true event type of the \( i \)-th event, to maximize the joint likelihood of both next event arrival time and type which is regarded as independent. There are also works on maximizing joint likelihood in conditional forms, i.e. time conditioned on marks \([19, 20]\) and marks conditioned on time \([21]\), which can further capture the dependencies between time and event type. In our further study, we unify all the methods as independent modeling for time and event.

3 Deep Temporal Point Process Extension

The necessary parts of deep temporal point process are history encoder and intensity function. And here we conclude these two parts according to a majority of existing methods. Besides, we modify and extend them further.

3.1 Extensive Historical Event Encoders

3.1.1 Recurrent-based encoders

RNN units including GRU and LSTM have all been used as a history encoder \([5-8]\), i.e.

\[
h_0 = 0; \quad h_i = \text{RNN}(e_{i-1}, h_{i-1}) \quad (10)
\]

The advantage of this history encoder is that it occupies low storage space, due to serial computing. However, the serial computing limits the computational speed, in both ‘forward’ and ‘backward’ processes, and probably compromises the performance, which is resulted from gradient vanishing effects and long-term memory loss \([22]\) theoretically.

3.1.2 Attention-based encoders

For recurrent encoders’ slow serial computing and loss of long-term information, self-attention \([4]\) is proposed with fast parallel computing and capability of encoding long-term sequences, which can be written as:

\[
h_i = \sum_{j=1}^{i-1} \phi(e_j, e_{i-1}) \psi(\hat{m}_j) / \sum_{j=1}^{i-1} \phi(e_j, e_{i-1}), \quad (11)
\]

where \( \phi(\cdot, \cdot) \) maps two embedding into a scalar called attention weight, and \( \psi \) transforms \( e_j \) into a series of \( D \)-dimensional vectors called values. While the attention mechanism solves some of the problems existing in recurrent-based encoders, the \( O(N^2) \) space complexity caused by the attention matrix also brings about trouble when the sequence is very long.

3.1.3 Fourier transform encoders

In addition, we adapt recently proposed Fast Fourier Transform (FFT) module in natural language processing \([12]\) to our history encoder family, which aims speed up the computation and replace attention mechanism.

\[
h_i = \text{Top}_k \{ \text{FFT}([\text{FFT}(e_1); \text{FFT}(e_2); \ldots; \text{FFT}(e_{i-1})]) \} . \quad (12)
\]

The \( \text{FFT}(\cdot) \) represents the Fast Fourier Transformation, which firstly operates on the events’ embedding, then on the whole sequence, and \( \text{Top}_k \{ \cdot \} \) means choosing the highest \( k \) frequencies in the set as the history encoding. Note that the dimension of \( e_j \) has to equal to \( D \) in this way. The Fourier transform encoders can also capture long-term patterns due to the global property of the sequences’ spectrum. Here we explain why we choose the top \( k \) frequencies. The lengths of history sequence of event embedding are not equal, so the padding operation is necessary for batch processing. In this way, lots of sequences contain a large number of the
same padding values, which are useless information and lead to low-frequency values in spectral. Therefore, it is reasonable to filter the low frequency and capture the high frequency, because the latter one contains more information of the historical sequence.

The Fourier transform encoders enjoy fast computational time complexity of $O(N \log N)$, and can also capture the global feature of sequences. However, the ‘backward’ process of gradient propagation leads to huge memory costs in implementation.

### 3.2 Extensive Conditional Intensity Functions

We modify a line of conditional intensity functions and extend the mixture distribution family with several distributions supported on the half-interval. Note that all the considered CIF has the closed-form integral for maximum likelihood estimation. For those who are not computational manageable, we try to modify it with only tiny changes to make the integral closed, and for those not included below, we do not think of them as revisable. For simplicity of notation, we omit the subscript $m$ when describing the single event’s distribution.

#### 3.2.1 Modified Fully Neural Network Intensity

Omi et al. [8] directly fit the integrated CIF which is called cumulative hazard function (CHF) as $\Lambda^*(t) = \int_{t_{i-1}}^t \lambda^*(s)ds$ for $t \in [t_{i-1}, t_i)$ by a 3-layers fully connected feedforward neural network

$$\Lambda^*(t) = \text{softplus}(W^{(3)}\tanh(W^{(2)}\tanh(W^{(1)}[t; h_i] + b^{(1)})) + b^{(2)}) + b^{(3)},$$

where all the elements in $\{W^{(m)}\}_{1 \leq m \leq 3}$ are non-negative weights and $\{b^{(m)}\}_{1 \leq m \leq 3}$ are bias terms. The CIF can be obtained by $\lambda^*(t) = \frac{d}{dt} \Lambda^*(t)$. However, Oleksandr Shchur et al. [7] pointed out that the saturation of $\tanh(\cdot)$ leads to $\lim_{t \to \infty} \Lambda^*(t) < \infty$. As a result, the PDF of the distribution does not integrate to 1. We modify it by adding a positive term, and thus the integrated CIF reads

$$\Lambda^*(t) = \text{softplus}(W^{(3)}\tanh(W^{(2)}\tanh(W^{(1)}[t; h_i] + b^{(1)})) + b^{(2)}) + b^{(3)} + b_i t,$$

where $b_i > 0$. Thus the problem of ‘non-infinity’ is solved. Because it use fully neural network to model the integral of CIF, we call it $FNNIntegral$.

There are also following works on universal approximation to the CIF. For example, Oleksandr Shchur et al. [23] further used very flexible triangular maps to approximate a line of temporal point processes, and Alexander Soen [24] give approximation analysis theoretically, and conduct empirical study on a series of basis functions as universal approximators for the target intensity functions.

#### 3.2.2 Mixture Family Distribution

We briefly introduce mixture distribution family to approximate the target PDF governed by CIF. According to Theorem 33.2 in [25], the translated and dilated mixture distribution can be universal approximation for any continuous density on $\mathbb{R}$, so we extend the Log-normal Mixture to an extensive mixture family distribution.

#### Log-normal Mixture

Oleksandr Shchur et al. [7] proposed to use the mixture of Log-normal to approximate any distribution. The feasible computation of its PDF and cumulative distribution function (CDF) decides the closed-form of CIF and CHF as its integral, by

$$\lambda^*_{LN}(t) = \frac{f_{LN}(t)}{1 - F^*_LN(t)}; \quad \Lambda^*_{LN}(t) = -\ln(1 - F^*_LN(t)),$$

where $F^*_LN(t)$ is CDF and $f_{LN}(t)$ is the PDF. And the mixture form reads

$$f_{LN,M}(t) = \sum_{k=1}^{K} w_k \frac{1}{t \sigma_k \sqrt{2\pi}} \exp\left(-\frac{(\ln(t - t_{i-1}) - \mu_k)^2}{2 \sigma_k^2}\right),$$

for $t \in [t_{i-1}, t_i)$, $K$ are the mixture distribution numbers, $\{w_k\}_{1 \leq k \leq K}$ are the non-negative mixture weights, with $\sum_{k=1}^{K} w_k = 1, \sigma_k > 0$ for any $k$, and

$$\Theta(t) = \{w_k(t), \mu_k(t), \sigma_k(t)\}_{1 \leq k \leq K} = \chi(h_i)$$

for $t \in [t_{i-1}, t_i)$, where $\chi(h_i) = W_\theta h_i + b_\theta$ and $W_\theta \in \mathbb{R}^{3K \times D}, b_\theta \in \mathbb{R}^{3K}$. Although the CDF has no closed form, the approximation of erf function has minor deviation and permits gradient back-propagation, allowing both ‘forward’ and ‘backward’ process. More details on implementation see Appendix B.1.

#### Gompertz Mixture

Du et al. [6] modeled the CIF with the corresponding the PDF as

$$\lambda^*_G(t) = \exp(\beta(t - t_{i-1}) + v^T h_i + b_i),$$

which is a Gompertz distribution, whose PDF reads

$$f_{G,M}(t) = \eta \exp(\beta(t - t_{i-1}) - \frac{\eta}{b}(\exp(\beta(t - t_{i-1})) - 1)),$$

for $t \in [t_{i-1}, t_i)$, where $\eta = \exp(v^T h_i + b_i)$, and $\beta > 0$. Note that the process degenerates to Possion when $\beta = 0$ according to the CIF. We extend the distribution as a mixture as the last paragraph just introduced, which is

$$f_{GPM,M}(t) = \sum_{k=1}^{K} w_k \eta_k \exp(\beta_k(t - t_{i-1}) - \frac{\eta_k}{\beta_k}(\exp(\beta_k(t - t_{i-1})) - 1)),$$

for $t \in [t_{i-1}, t_i)$, where $\beta_k > 0$ and $\eta_k > 0$ for any $k$. The parameters are obtained as a function of history encoding $h_i$ that is for $t \in [t_{i-1}, t_i)$,

$$\Theta(t) = \{w_k(t), \beta_k(t), \eta_k(t)\}_{1 \leq k \leq K} = \chi(h_i).$$

More details on implementation see Appendix B.2.

#### Exp-decay Mixture

Zhang et. al. [4] modeled the intensity function as exponential-decaying form which is similar to classical Exp-decay Hawkes Process, except that a nonlinear transform $\text{softplus}$ is stacked after, which causes the integral term computationally unmanageable. We remove the final
DSFlow and SOSFlow. The deep sigmoidal flow (DSF) from [28] and Sum-of-squares (SOS) polynomial flow from [29] can be employed to approximate the $f(t)$, where the single layer is

$$G_{DSF}^1(z) = \text{sigmoid}(\sum_{k=1}^{K} \omega_k \cdot \text{sigmoid}(\frac{z - \mu_k}{\sigma_k}));$$

$$G_{SOS}^1(z) = \omega_0 + \sum_{k=1}^{K} \sum_{p=1}^{R} \sum_{q=1}^{R} \frac{\omega_{p,k} \omega_{q,k}}{p + q + 1} z^{p+q+1}. \quad (24)$$

In the training process, the time interval $\tau$ is first transformed by $\log(\cdot)$ to convert a positive value into $\log(\tau) \in \mathbb{R}$. Then, multiple layers as variable transformation are stacked, in the final of which a $\text{sigmoid}$ is used to map the value into $[0, 1]$. All the parameters are obtained by a function of history encoding like the previously discussed.

4. Case Study

In this part, we give an introduction to recently proposed representative models of deep temporal point process. We dismantle them into the four parts as discussed. The history encoder and conditional intensity function are necessary for modeling the process. The relational discovery parts have not drawn lots of research interests until nearly one year ago. For learning approaches, the first eight methods all use maximum likelihood estimation with stochastic gradient descent as their learning approaches. Further, several learning approaches other than MLE with SGD are introduced, including reinforcement learning, adversarial discriminative learning and noise contrastive learning. A snapshot of the first eight representative methods is provided in Table 1.

4.1 Recurrent Marked Temporal Point Process

Recurrent Marked Temporal Point Process (RMTPP) [6], which is, to our knowledge, the first deep-learning-based method to model temporal point process, achieves tremendous improvements in both fitting and prediction performance compared with the classical point process models.

It firstly embeds time through linear transformation, and event type through token embedding technique as Eq. 3, and then the recurrent neural network (RNN) [30] serves as the history encoder to embed history into vectors. The CIF in RMTPP is the same as it in Gompertz distribution [31] with a closed-form of integral, which is a special case of the Gompertz Mixture distribution (as discussed in Sec. 3.2.2) when mixture component number equals one. The optimization target is joint likelihood of both event time and type, and SGD based optimizer is used.

4.2 Event Recurrent Temporal Point Process

Event Recurrent Temporal Point Process (ERTPP) [32] further modifies RMTPP. On one hand, it explores different neural network structure’s effects on model’s performance, by using LSTM [33] to model the series, and fuses different information through multi-LSTM structure to enhance history encoder’s expressivity. On the other hand, the CIF it used is a single Gaussian distribution. In this way, when the variance of Gaussian distribution is predefined, maximizing the log-likelihood is equivalent to minimizing the mean square error (MSE), i.e.

$$l(\Theta) = \frac{1}{\sigma^2} \sum_{i=1}^{N} (t_i - \mu(t)_{m_i})^2, \quad (25)$$

where $\Theta(t) = \mu(t)$ and $\mu(t)_{m_i} = \chi(h_i)_{m_i}$, the subscript in which means selecting the $m_i$-th component of the parameter $\mu$, representing the $m_i$ type’s mean value; $\sigma$ is not learnable, and is set as $\sigma^2 = 10$ in the implementation.

An obvious problem of the used CIF is that the support set is not half positive real line, so in the process of generating samples, invalid negative time intervals may be generated by the model with a small probability.
4.3 Continuous Time Neural Point Process

Continuous Time Neural Point Process, which is also called Continuous Time LSTM (CTLSTM) [9], proposes a history encoder by using LSTM as recurrent units and introduces a temporal continuous memory cell in it. The history encoder has some differences from the concluded forms in Sec. 3.1.1, as it allows a continuous time interval \( \tau \) as recurrent encoders’ input, as follows

\[
h_{0} = 0; \quad h_{i} = \text{CTLSTM}(e_{i-1}, h_{i-1}, \tau_{i-1}),
\]

where \( e_{i-1} \) only contains information of event types. The CIF is modeled as the summation of decaying exponential functions, thus considering all the historical impacts, while a softplus function is used for non-linearity transformation. Because of the non-linear function stacked in the end, the CIF in CTLSTM has no closed-form integral, and thus this term is approximated by Monte Carlo stochastic integration methods, which dramatically increase the computational cost.

In recent years, lots of continuous-time-dependent models are proposed, and also share some common ideas with CTLSTM, such as exponential-time-decayed RNN [34], neural-ODE-based time series model [35] and neural spatio-temporal point process [36].

4.4 Fully Neural Network Point Process

The history encoder used in Fully Neural Network Point Process (FNNPP) [8] is also recurrent-based. The novelty of the work is that it proposes a fully connected neural network as a general approximator to directly model the CHF which is the integral term of the CIF as its output, and the derivative of the output with respect to time interval is regarded as the CIF. In this formulation of CIF, the difficult problem raised by integration is turned into a differentiation problem, which is much easier to handle. The model adopts an expressive non-parameterized neural network for statistical inference and assures computational manageability as well. In Sec. 3.2.1, we give a brief introduction to the CIF formulation. A more detailed form is that, for \( t \in [t_{i-1}, t_{i}) \)

\[
\Lambda_{m}^{*}(t) = \int_{t_{i-1}}^{t} \lambda_{m}^{*}(s)ds = \text{MLP}(t); \quad \lambda_{m}^{*}(t) = \frac{\partial \Lambda_{m}^{*}(t)}{\partial t},
\]

where MLP(\( \cdot \)) is a multi-layer feedforward neural network, originally modeled in Eq. 13 form, and the log-likelihood reads

\[
l(\Theta) = \sum_{i=1}^{N} \left[ \log \left( \frac{\partial \Lambda_{m}^{*}(t)}{\partial t}\right)_{|t=t_{i}} - \Lambda_{m}^{*}(t_{i}) \right].
\]

The proposed CIF has both powerful expressivity as well as closed integral, showing good performance in fitting a variety of synthetic temporal point processes, including renewal, self-correcting, Hawkes process and so on. However, there exists problem of ‘non-infinity’ of the CIF in Eq. 13, so we use a trivial trick to modify it as shown in Eq. 14.

4.5 Log-normal Mix Point Process

While the history encoder is still recurrent-based, LogNormMix [7] proposes to use a mixture of Log-normal distribution (as discussed in Sec. 3.2.2) to approximate the PDF of the process, according to the following universal approximation theorem of mixture model.

**Theorem 1.** (Theorem 33.2 in [25]) Let \( p(x) \) be a continuous density on \( \mathbb{R} \). If \( q(x) \) is any density on \( \mathbb{R} \) and is also continuous, then given \( \epsilon > 0 \), and a compact set \( \mathcal{S} \), there exist number of components \( K \in \mathbb{N} \), mixture coefficients \( w \in \Delta^{K-1} \), locations \( \mu \in \mathbb{R}^{K} \), and scales \( s \in \mathbb{R}^{K} \), s.t. for the mixture distribution \( \hat{p}(x) = \sum_{k=1}^{K} w_{k} \frac{1}{\pi} q(x - \mu_{k}) \), it holds \( \sup_{x \in \mathcal{S}} |p(x) - \hat{p}(x)| < \epsilon \).

The core idea of the work is that modeling \( f^{*}(t) \) instead of \( \lambda^{*}(t) \) does not impose any limitation when the closed-form of \( f^{*}(t) \) is given. Moreover, as the mixture distribution can also achieve great expressivity, using the mixture of PDF with positive support is flexible. In this way, the proposed formulation of CIF possesses the two good properties: computational manageability and powerful expressivity.

Besides, the mixture of closed-form distribution permits simpler data generation and further statistical analysis. The convenient sample generation of LogNormMix enables to learn the true underlying data distribution even if the data is missing, through the data imputation based on sampling the missing values in training process.

4.6 Self-attentive Hawkes Process

Self-attentive Hawkes Process (SAHP) [4] proposes a multi-head attention network as the history encoder (as discussed in Sec. 3.1.2), to capture the long-term patterns as well as speed up the computation. As the pure attention may compromise the performance [37], the feedforward layer containing batch-normalization and residual connection is stacked after, leading the network units to be very similar to Transformer [38]. In addition, the expected attention weights between two types of events can be calculated according to attention matrix, which is considered as a relational interpreter in SAHP.

Besides, another contribution of it is that the time embedding called time shifted positional encoding in Eq. 3 is trigonometric-based, utilizing the positional encoding methods in natural language process [39], as

\[
\omega(t_{i}) = [\sin(\omega_{1} t_{i} + \omega_{2} t_{i}); \cos(\omega_{1} t_{i} + \omega_{2} t_{i})],
\]

where \( \omega_{1} \) is positional term, and \( \omega_{2} \) is shift term. \( \omega_{2} \) is learnable parameters, and \( \omega_{1} \) is predefined.

The formulation of CIF reads

\[
\lambda_{m}^{*}(t) = \text{softplus}(\eta \exp(-\beta(t - t_{i-1}))) + \alpha,
\]

because the softplus is employed to constrain the CIF to be positive, the parameters in the CIF can be both positive and negative. We classify it as a special single Exp-decay distribution (as discussed in Sec. 3.2.2), except that a nonlinear function follows in the final layer. The **softplus** causes that the model requires the Monte Carlo integration methods to estimate the CHF in the log-likelihood term, and increase the computational cost dramatically.
4.7 Transformer Hawkes Process

Transformer Hawkes Process (THP) [20] also proposes to use multi-head attention mechanism with Transformer units to construct the history encoder. Trigonometric time encoding is also used, while there is no positional term and learnable parameters.

CIF used in the model is different from the former, employing a continuous time-dependent neural network, which reads

$$\lambda_m^*(t) = \text{softplus}(a_m\frac{t-t_{i-1}}{t_i-t_{i-1}} + \chi(h_{i-1})).$$  \hspace{1cm} (32)

where $\chi(\cdot)$ is a linear transformation. When the softplus is removed, the CIF will not keep positive, and the first-order polynomial with respect to time cannot be extended as an intensity function. Therefore, we do not include it for further comparison. The integral term still has no closed-form, so numerical or Monte Carlo integration is used.

A latent graph structure is established according to the similarity of pairwise event embeddings. The obtained similarity matrix describing the adjacency of relational graph of event types is first used in the attention mechanism as

$$\phi_m(m',e_j,e_{i-1}) = A_{m,m'} + \phi(e_j,e_{i-1}),$$  \hspace{1cm} (33)

where $A_{m,m'} = (E^T m)^T \Omega(E^T m') \in \mathbb{R}$, $(E^T m)$ is the event embedding as discussed in Eq. 3 and $\Omega$ is a learnable metric matrix. And when the prior graph edge set $E_{pri}$ is given, it also serves as a regularization term that encourages the similarity to be large when there exists an edge between $m$ and $m'$, which reads

$$l_{graph} = \sum_{m=1}^{M} \sum_{m'=1}^{M} -\log(1 - \exp((E^T m)^T \Omega(E^T m')))$$
$$+ 1_{(m,m') \in E_{pri}}((E^T m)^T \Omega(E^T m')).$$  \hspace{1cm} (34)

This regularization means if two vertices are connected, then the regularizer will promote attention between them, and vice versa. Besides, in the setting of next event prediction, it utilizes ‘time conditioned on event types’, enabling to further model the dependencies between time and event types.

4.8 Dependent Graph Neural Point Process

Dependent Graph Neural Point Process (DGNPP) [14] follows most of settings in SAHP including history encoders and formulation of CIF, while what it aims to explore is the complex relation among different types through a graph structure learning method. The graph is generated based on a random graph theory, i.e. Erdős–Rényi model. And the generated graph adjacency matrix $A_{m,m'}$ which measures impacts from type $m$ to type $m'$, will be used as a mask on the attention matrix from one type to another, which refactorized the Eq. 11 by

$$\phi_m(m',e_j,e_{i-1}) = A_{m,m'} \phi(e_j,e_{i-1}).$$  \hspace{1cm} (35)

What differs from Eq. 33 is that the $A_{m,m'} \in \{0,1\}$, which is generated by a discrete distribution. Graph generator is based on Bernoulli distribution, which is parametrized by the inner product of embeddings of event type. Gumbel-Max [40, 41] trick is used to both draw samples and propagate gradient.

Besides, it proposes a bilevel programing as learning approaches, in which the validation set is used to tune the parameters to find the optimal graph, and training set is to maximize the log-likelihood of the fixed graph structure. To develop an efficient algorithm to find the approximated solutions of bilevel learning, it proposes a learning dynamics based on iterative gradient descents, which guarantees the convergence of the bilevel programming [42].

4.9 Reinforcement Learning

Now we start to give introduction on several works focusing on learning approaches which were different from maximum log-likelihood with SGD.

The application of reinforcement learning to temporal point process [16] is based on two aspects:

- The agent’s actions and environment’s feedback are asynchronous stochastic events in continuous time.
- The policy is a conditional intensity function and a mark categorical distribution, which is used to sample the times and marks of the agent’s actions.

The agent is defined as $p_{\lambda,\alpha_1}^* = \lambda_m^*(t|\Theta_1)$, and the environment’s feedback is $p_{\gamma,\alpha_2} = \lambda_m^*(t|\Theta_2)$. Therefore, on a stochastic reward $R(\cdot)$, the target to maximize is

$$\max_{p_{\lambda,\alpha_1}} \mathbb{E}_{\lambda_1 \sim p_{\lambda,\alpha_1}, \gamma \sim p_{\gamma,\alpha_2}}[R(t)].$$  \hspace{1cm} (36)

The policy which is the marked CIF is formulated as RMTPP does, while the sampling action of the Gompertz distribution is developed to get the next action time.

Another reinforcement-based learning approach [17] utilizes some perspective from adversarial learning, trying to generate samples from the generative model and monitor the quality of the samples in the process of training until the samples and the real data are indistinguishable. It uses a more flexible RNN to gradually improve the policy, and inverse reinforcement learning formulation to uncover the reward function.

4.10 Adversarial and Discriminative Learning

It is claimed that using the adversarial and discriminative-learning methods [5] can further improve the maximum likelihood estimation. The training strategy is also a bilevel dynamics, including discriminative process and adversarial process.

- Discriminative process: To turn the task into a classification one, the method first split limited time interval for several small intervals. By using a discriminative loss measuring the difference of event counts between ground truth and the generated timestamps in each interval, it optimize the generator’s parameters, i.e. the model to fit the process.
- Adversarial process: An adversarial critic is established to measure the Wasserstein distance [43] between distribution of generated sequence and ground truth. The generator’s parameter is further update to decrease the defined distance, while the critic tries to distinguish the generated from the ground truth.
The motivation of this work is that most model obtained by MLE-based learning usually fits the sequence well, but prediction capability is limited. Therefore, the discriminative process is used to improve the predictive performance.

### 4.11 Noise contrastive learning

Because the maximum likelihood estimation may suffer from intractable integral term, a learning strategy proposed in [18] employs noise contrastive estimation [44] for learning a temporal point process model. Parameters of the model are learned by solving a binary classification problem where samples are classified into two classes, namely true sample or noise sample. And the target is to maximize

\[
E_{t} \sum_{\mathcal{D}} \log \Pr(y = 1 | t) + N_{n}E_{t} \sum_{\mathcal{D}} \log \Pr(y = 0 | t),
\]

where \( \Pr(y = 1 | t) \) denotes the probability that the event time \( t \) is a sample observed in data distribution \( f_{y,t} \), \( \Pr(y = 0 | t) \) denotes the probability that the event time \( t \) is not observed in the data but generated from the noise distribution \( f_{n} \), and \( N_{n} \) is the number of noise samples generated for each sample in the data. The distribution of the process for each sample as \( f_{d} \) is approximated by the neural networks, and the \( \Pr(y | t) \) is formulated as

\[
\Pr(y | t) = \left[ \frac{f_{d}^{*}(t)}{f_{d}^{*}(t) + N_{n}f_{n}^{*}(t)} \right]^{y} \left[ \frac{f_{n}^{*}(t)}{f_{d}^{*}(t) + N_{n}f_{n}^{*}(t)} \right]^{1-y},
\]

which is a Bernoulli distribution.

A recently proposed noise contrastive framework [45] further adapts the learning strategy to the continuous-time scenarios. As a more general idea, it has provable guarantees for optimality, consistency and efficiency, making contributions to theoretical feasibility of the learning approach, as well as empirically demonstrates the efficiency: the method needs considerably fewer function evaluations and less wall-clock time.

### 4.12 Further extension and application

#### 4.12.1 Extension to spatio-temporal model

The studies from a spatio-temporal view on modeling the process are relative scarce, while the need for handling asynchronous event sequences with spatial information is increasing, in fields like criminology [46], epidemiology [47] and so on. The conditional intensity function introduces new geolocation dimensions, which reads as \( \lambda_{m}(x, t) = \lambda_{m}(x, t)H(t) \). Here we give a brief introduction on the recently proposed spatio-temporal point process models based on deep neural network.

DMPP [48]. Besides integrating the historical events, Deep Mixture Point Process (DMPP) also leverages contextual features \( D \) to fit the spatio-temporal CIF. The formulation
of the CIF reads
\[
\lambda_m(x, t|H(t), D) = \sum_{l=1}^{L} f_m(x_{-l}, t_{-l}|H(t), D) \ker(x, t, x_{-l}, t_{-l}),
\]
(39)
where \((x_{-l}, t_{-l})\) are the last \(l\)-th historical events’ location and time before \(t\). \(L\) is a window size or lag step. The intensity is defined as a mixture of kernel experts, which is chosen as Gaussian
\[
\ker(x, t, y, s) = \exp(-([x, t] - [y, s])^T \Sigma^{-1}([x, t] - [y, s])),
\]
in which mixture weights are modeled by a deep neural network whose inputs are contextual features \(D\). In this formulation, the CHF is computational manageable.

**NEST [49]**. In Neural Embedding Spatio-Temporal (NEST), a mixture of spatially heterogeneous Gaussian diffusion kernel is used to approximate the impact function, and the all past events impact are all considered, which reads
\[
\lambda_m(x, t|H_t) = \lambda_0 + \sum_{j:t_0 < t} \nu(x, t, x_i, t_i);
\]
(40)
\[
\nu(x, t, x_i, t_i) = \sum_{k=1}^{K} \alpha_{x_i}^{(k)} \ker^{(k)}(x, t, x_i, t_i),
\]
(41)
where the kernel is formulated as heterogeneous Gaussian diffusion forms,
\[
\ker^{(k)}(x, t, x_i, t_i) = \frac{C \exp\left(-\beta(t - t_i)\right)}{2\pi|\det(\Sigma_{x_i})|(t - t_i)} \cdot \exp\left\{ \frac{-(x - x_i - \mu_{x_i}^{(k)})^T (\Sigma_{x_i}^{(k)})^{-1}(x - x_i - \mu_{x_i}^{(k)})}{2(t - t_i)} \right\},
\]
(42)
The formulation has a closed-form integral with a negligible term which is computationally intractable. Different from the former works, the proposed heterogeneous Gaussian diffusion kernel in the NEST can capture a more complicated spatial-nonhomogeneous structure.

The imitation learning approach is used, similar to the discussed reinforcement learning in Sec. 4.9. It aims to reduce the gap between the actual divergence between the training data and the sequence generated from the model, by using policy gradient with variance reduction. **NSTPP [36]**. In Neural Spatio-Temporal Point Process (NSTPP), the Continuous-time Normalizing Flows (CNF) which is based on Neural ODE [50] is employed as a more flexible method, with the spatio-temporal joint intensity is decomposed as
\[
\lambda_m(x, t) = \lambda_0^* + \sum_{k=1}^{K} \alpha_{x_i}^{(k)} \ker^{(k)}(x, t, x_i, t_i),
\]
(43)
in which the spatial distribution \(f^*(x|t)\) is modeled by Neural Jump Stochastic Differential Equations [51] and Continuous Normalizing Flows to create highly flexible models. Besides, it still allow exact likelihood computation. Because the spatio-temporal model is not what we focus on, and preliminaries on Neural ODE are so complicated, we do not give further discription on the NSTPP.

### 4.12.2 Practical applications
A series of works on dynamic graphs [52–54] employ the temporal point process to model the interaction between nodes or addition and removal of new nodes, such as user communication pattern and new user registration behavior in social network. Temporal point process with deep learning is also applied to the electronic health records [19], in which important problems of multi-label setting in health records are solved. Besides, due to the impact of the epidemic in recent years, more and more emphasis is laid on its application to infectious disease diffusion [47, 55, 56], aiming to capture both the spatial spread patterns and figure out the temporal dynamics of the disease.

### 5 A VARIATIONAL FRAMEWORK FOR GRANGER CAUSALITY DISCOVERY

#### 5.1 A variational framework
Because the deep-learning-based methods on relational discovery for temporal point process are quite scarce, we aim to propose a framework for Granger causality discovery in temporal point process, which is of greater interpretability than previously proposed events’ relational discovery. As
discussed before, the discovery of the Granger causality can be formulated as the inference of the unknown Granger causality graph structure. We take the adjacency matrix $A$ of the graph as a latent discrete matrix, and employ the variational autoencoder (VAE) [57] framework as used in neural relational inference (NRI) [58] for both likelihood maximum with the decoder $q_θ(X|A)$, and graph structure inference with the encoder $p_γ(A|X)$, where $X$ is the input sequences of event types and timestamps. Our target is inference with the encoder $q_θ(X|A)$, and employ the neural relational inference (NRI) [58] for both likelihood of the graph as a latent discrete matrix, and use of the graph structure to govern the relations between types of events will be discussed in Sec. 5.2. How $A^*$ determines the Granger causalities among types of events will be discussed in Sec. 5.3. Appendix C shows detailed deduction of ELBO.

### 5.2 Multi-type sequence to graph structure

To formulate the conditional distribution $p_γ(A|X)$ of the adjacency matrix $A$ given the input sequences $X$, due to the sequences of different types with unequal lengths, we first pad them with time $\max\{t_i\}$ and event type 0, and then use 1d convolution with readout to extract the higher-level representation $Z_m$ of the type-$m$ sequence from the given event embeddings. Finally, we formulate the distribution of $A_{m',m}$ as $q_γ(A_{m',m}|X) = \text{sigmoid}(g_c([Z_m'; Z_{m'}]))$, where the function $g_c(\cdot)$ is a linear transformation, which breaking the symmetry of the latent graph structure. And the $\text{sigmoid}(\cdot)$ maps the value into $[0, 1]$, thus referring the probability of whether there exists a direct edge form type-$m$ to type-$m'$.

However, in sampling process, the reparameterization trick cannot be used to back-propagate though. One of the choices for discrete distribution optimization is to take Gumbel reparametization trick [40, 41]. The sample are drawn as $A_{m',m} = \text{sigmoid}((g_c([Z_m'; Z_{m'}]) + v)/\epsilon)$, where $v \sim \text{Gumbel}(0, 1)$ and $\epsilon$ is a temperature term, leading $q_θ(A_{m',m}|X)$ to converge to one-hot categorical distribution when $\epsilon \to 0$.

### 5.3 Intra-type history encoding and type-wise conditional intensity

Differing from previous work, because we aim to make use of the graph structure to govern the relations between types of events, the history encoding is computed in each type of events’ sequence, to stop other types of events’ messages from flowing into each other, and thus we call it intra-type history encoding. For an event with timestamp $t_i$ and type $m_{i,i}$, the intra-type history encoding is denoted by $h_{m_{i,i}}$ with $h_{m_{i,i}} = H([e_{m_{i,1}}; e_{m_{i,2}}; \ldots; e_{m_{i-1}}])$ comparing with Eq. 4. A lag step $L$ is set to determined the window size of intra-type history encoding, which is used for modeling the CIF of each event. More specifically, for type-$m$ event’s CIF, the parameter is calculated by

$$
\Theta_m(t) = \chi_m \sum_{l=1}^L \rho_l A_{m,m_{i-1}} h_{m_{i-1,i-1}},
$$

for $t \in [t_{i-1}, t_i)$, where $L$ is the lag-step, $\{\rho_l\}_{1 \leq l \leq L}$ are learnable weights, $A_{m,m_{i-1}}$ is the $m$-th row, $m_{i-1}$-th column of $A$ as a mask to permit or stop all the message passing form type $m_{i-1}$ events to type $m$. To be self-contained, it can be regarded as $h_l = \sum_{t_{i-1}}^t \rho_l A_{m,m_{i-1}} h_{m_{i-1,i-1}}$ in Eq. 5. And the detailed implementation of log-likelihood computation of type-wise intensities are provided in Appendix E.

**Proposition 1.** With the parameters of CIF of every type calculated by Eq. 46, if $A_{m,m'}$ as the $m$-th row, $m'$-th column
of latent graph’s adjacency matrix equals 0, then type \( m \) does not Granger-cause type \( m' \).

The proof is provided in Appendix F. According to the proposition stated above, we claim that the inference graph by our framework both governs message passing process as well as represents the Granger causality among events.

Our framework can be applied to all the proposed history encoders and most proposed intensity functions which is able to fit type-wise CIF.

## 6 Experiments

After dismantling and remodularizing the four parts, we first give a fair empirical study to evaluate the contributions of the two necessary parts to performance improvements. And then, we use the existing modules to solve a more difficult task as the other experiment setting – modeling the type-wise intensities – to illustrate the existing challenges. Finally, we evaluate our proposed Granger causality discovery framework on both real-world datasets, and reveal some problems for future research in the field of deep temporal point process according to our experiments analysis.

### 6.1 Outline

The experiments of our extensive deep temporal point process are conducted to answer the following questions:

- **Contributions of the necessary parts**: With the same experiment setting, what part is of great significance in deep temporal point process? History encoders or conditional intensity?
- **Comparisons in different experimental settings**: There are two types of experiment setting in previous works: modeling the overall conditional intensities (\textbf{Overall CIF}) which regards the distribution of the arrival time of different types’ events as a single one, and modeling the type-wise conditional intensities (\textbf{Type-wise CIF}) which tries to recognize the intra- and inter-patterns of each types’ events. Intuitively speaking, approximating type-wise conditional intensities is more difficult than approximating the overall ones. Therefore, how big is the gap and in what aspects do the challenges of the former one exist?
- **Performance of the proposed framework**: Is the proposed variational framework able to discover the Granger causalities among events without loss of fitting and predicting ability?

- **Problems emerged in the experiments**: What problems still exist in the deep temporal point process according to the empirical study?

### 6.2 Experiment setup

**Methods.** We choose different combinations of history encoders and conditional intensities for a fair comparison, which is listed in Table 2. As discussed, there are two experiment settings: Overall CIF modeling and Type-wise CIF modeling. Besides, it is noted that FNNIntegral approximates the overall conditional intensity and cannot be extended to type-wise ones, so in our empirical evaluation, it is not used in the setting of type-wise intensity. Further extension of it to model type-wise intensity will be established in the future.

**Datasets.** We choose two commonly-used real-world datasets: MOOC and StackOverFlow – to evaluate different combinations of history encoders and conditional intensities. The maximum length of the sequences is cut into 256. The detailed descriptions are shown in Table 3 and Appendix G.1. For some of the distributions may suffer from numerical instability, we normalize the timestamps into the interval of \([0, 50.0]\) by \( t_{\text{norm}} = \frac{50 \cdot t}{\max t} \), where the \( \max t \) is obtained in training set.

| Statistics            | MOOC | Stack Overflow |
|-----------------------|------|----------------|
| Number of event types | 97   | 22             |
| Number of sequences   | 7047 | 6633           |
| Mean length           | 56.28| 72.42          |
| Min length            | 4    | 41             |
| Max length            | 493  | 736            |

**TABLE 3**

Raw Dataset Statistics

**Protocol.** In training process, hyper-parameters of every model of different combinations are tuned in the range of ‘learning rate’ : \( \{1 \times 10^{-3}, 5 \times 10^{-4}, 1 \times 10^{-4}\} \), ‘embed dim’ : \( \{8, 16, 32\} \), ‘layer number’ : \( \{1, 2, 3\} \), where ‘embed dim’ is the dimension of history embedding, i.e. \( D \). In the models with mixture distribution as CIF, the
component distribution number is chosen as 16, which leads to the order of parameter number is close to $\text{FNNIntegral}$ intensity. And for our framework, the lag-step $L$ is set as 32. In evaluation process, when our variational framework is used, the latent graph is set as the mean of the inferred graphs by sequences in training set. The reported metrics are the results of models chosen among all the combinations according to the lowest five negative log-likelihood (NLL), and the hyper-parameters are tuned on validation set with early stopping technique. We provide both mean and variance of the five NLL to evaluate the goodness-of-fit, $\text{MAPE}$ to evaluate the predictive performance of next event arrival time, and $\text{Top-1 ACC}$ and $\text{Top-3 ACC}$ to evaluate the predictive performance of next event type. The metrics are given as follows,

$$\text{MAPE} \left( \{t_i\}_{1 \leq i \leq N}, \{\hat{t}_i\}_{1 \leq i \leq N} \right) = \frac{1}{N} \sum_{i=1}^{N} \frac{\hat{t}_i - t_i}{t_i - t_{i-1}},$$

$$\text{ACC}_k \left( \{m_i\}_{1 \leq i \leq N}, \{\hat{m}_i\}_{1 \leq i \leq N} \right) = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{k} \sum_{i=1}^{k} \mathbb{1}_{[\hat{m}_i \in \text{Top}_k(m_i)]},$$

where $\hat{t}_i$ is the $i$-th predicted arrival time, $\text{ACC}_k$ is the Top-$k$ ACC, and $\logit(\hat{m}_i) \in \mathbb{R}^M$ is obtained by Eq. 8 to measure the predicted discrete probability. The lower is the $\text{MAPE}$, and the higher is the Top-$k$ ACC, the better performance does the model achieve.

### 6.3 Extensive performance comparison

We firstly give a fair empirical evaluation of different combinations of history encoders and overall conditional intensities on the real-world datasets. From the Table. 4, it can be concluded that

- According to the column of NLL, which demonstrates the models’ goodness-of-fit, the history encoder seems to affect the fitting ability less, because $\text{RNN-based}$, $\text{Attention-based}$ and $\text{FNet-based}$ methods usually achieve similar performance when the intensity functions are the same. On the other hand, the intensity functions used for approximation matter most. From the table, $\text{LogCauMix}$ shows the worst fitting ability. A reason for it is that Log-CauMix distribution is an example of a super heavy-tailed distribution, while in most real-world sequences of

**TABLE 4**

Experimental results of modeling the overall CIF with different combinations of history encoder and family of distribution. The metrics in bold means that the model achieves the top 5 performance in the column. The mean and variance are obtained by models with the lowest five NLLs.
In addition, we also claim that the NLL to model the dynamics of next event types, the long-term evaluated performance are minor among them. In contrast, the dynamics of arrival time, because the differences of the captured by the five history encoders are enough to model of intensity, and short-term impacts which can be both events, the impacts of history usually last for a short time. Besides, LogNormMix and GomptMix usually fits the data best, although GomptMix is likely to suffer from the numerical instability (see Appendix B.2). Thus, we claim that the LogNormMix is state-of-the-art method to approximate the CIF, with goodness-of-fit, closed-form likelihood, expectation and sampling and good numerical stability.

- According to the column of MAPE, which demonstrates the models’ predictive ability of next arrival times, the choice of intensity function is also the key. FNNIntegral, GomptMix and WebMix usually predict well. However, the predictive performance is all very bad, and thus it raises a further problem: How to improve the performance of next-event-time prediction task? Fitting the events well does not mean predicting the next arrival time well.

- According to the columns of Top-1 ACC and Top-3 ACC, which demonstrate the models’ predictive ability of next event types, the history encoder is paramount to this, because the prediction totally depends on the history encodings. We conclude that the Attention-based encoders usually work well, while GRU and LSTM perform well, especially in long sequences.

Table 5

| Methods           | MOOC          | Stack Overflow |
|-------------------|---------------|----------------|
|                   | NLL | MAPE | Top-1 ACC | Top-3 ACC | NLL | MAPE | Top-1 ACC | Top-3 ACC |
| GRU+LogNormMix    | -0.8447±0.0234 | 94.3431±1.0003 | 0.3662±0.0389 | 0.7074±0.0242 | 3.4536±0.0972 | 48.6852±3.866 | 0.5142±0.0009 | 0.8342±0.0012 |
| GRU+GomptMix      | -0.3366±0.0684 | 91.2007±2.7265 | 0.3575±0.0184 | 0.7035±0.0151 | 3.476±0.0139 | 38.2877±1.2156 | 0.5106±0.0033 | 0.8418±0.0137 |
| GRU+WebMix        | -1.4801±1.0704 | 94.2242±2.0231 | 0.3097±0.0703 | 0.6361±0.0911 | 2.4964±0.0638 | 54.8806±3.3412 | 0.5246±0.0057 | 0.8383±0.0132 |

Table 6

In conclusion, in terms of the history encoders, GRU and LSTM perform well, while GRU and LSTM perform well, especially in long sequences.

In conclusion, in terms of the history encoders, GRU and LSTM perform well, while GRU and LSTM perform well, especially in long sequences.

4.4 Modeling type-wise intensities

Another experiment setting is to model events’ conditional intensity of each type, which is more challenging than the former task. First, if the model can accurately predict the next-event-time according to each types’ intensities, the order of predicted arrival event types will be obvious. Secondly, to find the relation between types, modeling the type-wise intensity as a multi-variate time series problem is necessary, and modeling the multi-variate series is always more complex than modeling the uni-variate ones attributing to it requires recognizing patterns of both inter- and intra-sequence. Here we use the discussed mixture distributions to evaluate the model’s performance in this setting.

According to the Table 4, we choose the most representative and well-performed RNN-based history encoder – GRU, and Attention-based encoder, with intensities of LogNormMix, GomptMix and WebMix which show good fitting and predictive ability in time to evaluate the deep temporal point processes’ performance on the task of modeling type-wise intensities. We can conclude from Table 5 that

- According to the column of NLL, the fitting performance of all the evaluated models in this setting shows an overall decrease. WebMix shows very flexible fitting performance. Besides, it is noted in MOOC...
dataset, because the joint loss function contains both NLL for fitting event times and Cross Entropy (CE) for predicting event types, it is likely that the two terms conflict each other – when NLL is small, Top-1 ACC and Top-3 ACC will also decrease.

- According to the column of MAPE, the predictive performance of type-wise event time shows a drastic decrease, compared with the performance of event time prediction in Table. 4.
- According to the final two columns, the predictive performance of next event type is comparable with minor differences.

Through this part of empirical study, we demonstrate the wide gap of difficulties between modeling type-wise intensities and overall intensities, and thus raise another problem for future research: How can deep temporal point process narrow the gap and improve the fitting and predictive performance in the setting of type-wise intensity, as it is unavoidable to model the inter- and intra-series patterns in multi-variate series modeling.

6.5 Evaluation of the proposed framework

Different from previous works where the history encoding is obtained by inter-events encoders, in our variational inference framework the historical events are encoded intra-types to model the type-wise intensities as well as discover the relations. Here we try to figure out that if our framework still performs well with the same history encoders and intensities. The experiment setting is to model the type-wise intensities, so we compare the metrics with Table. 5. From Table. 6, we can conclude that

- In fitting and predictive tasks where event time contributes more, the performance improves compared with the same setting in Table. 5. One of the leading reasons is that the generated graph structure provides the option to omit non-contributing event types so as to avoid the disturbance when the model is fitting a single type’s intensity function. In this way, the learned history encoding is a more accurate measurement of contributions of the past to the present.
- However, in evaluation of next-type-prediction, obvious reduction shows in the Top-1 ACC and Top-3 ACC, significantly in the MOOC dataset. We boil down the reason to two points: (1) As we claimed in Sec. 6.3, the good performance of next events prediction requires encoders’ capturing long-term messages from the past, but the lag-step existing in the computation of history encodings in Eq. 46 unavoidably limits the messages to flow from long past events, so the overall predictive performance of next event type decreases. (2) Furthermore, the event number of MOOC is 97, more than the lag-step as a hyper-parameter which is set as 32. Therefore, some past event types with the greatest impacts may be omitted in that the number of event types outnumbers lag-step size. In Stack Overflow dataset with 22 event types, the decrease in performance is alleviated.

In this way, we conclude that our framework works well in both fitting sequences, predicting arrival times and discovering the latent graph structures, while problems still exist in limitation of capturing the long-term patterns and restrictions on modeling temporal point process with a large number of event types. Finally, the visualization of the learned graph obtained by best model of Attention+WebMix is given in Fig. 6, with high sparsity compared with the learned latent graphs in [4, 14].

6.6 Existing problems

At the end of this section, we list the existing problems through our empirical study, and point out some further research topics for deep temporal point process.

- **How to improve the predictive performance on next event arrival time?** Even if the chosen family of distributions can fit the intensity functions well, the predictive performance is still unsatisfactory.
- **How to narrow the gap between modeling type-wise intensities and overall ones?** The former one is more challenging but unavoidably necessary. Most existing methods focus on the latter one, while further research should also lay emphasis on the multi-variate settings, because the type-wise intensities can provide more information on both inter- and intra-dynamics of different types of events.
- **How to capture the long-term dependencies in our variational framework?** Due to the window or lag-step in our framework in aggregating messages from history, the long-term dependencies are likely to be omitted. Future works should enable our framework to capture the long-term patterns as well as discover the Granger causalities.

7 DISCUSSION

Despite the recent success achieved by deep temporal point process, challenging problems still remain unsolved. In this section, we conduct analysis on other problems besides what we have discussed in Sec. 6.6, and point out promising
directions for future works.

**Theoretical foundation.** The theoretical foundation is a common problem existing in deep learning. In history encoder’s expressivity, RNN is proved theoretically with universal approximation [59], and some works also discuss the theorem on universal approximation of the intensity functions [7, 24, 28, 29]. However, further theoretical contributions should be made to problems like the predictive deviation which gives further insights in the expectation of next event times and the truth, and approximation ability, i.e. the relations between neuron size and the upper bound of target intensity and distributions for approximation. Besides, in the establishment of new learning approaches, the assurance of convergence and the converging speed of the iteration are also of great importance.

**Explanability and interpretability.** The works on discovering the latent relations between different types of events are still scarce. Few works try to explain the mechanisms in the deep temporal point process, such as measuring the impacts from past events or disentangling the relations between different types. In classical statistics, modeling the process should both concentrate on accuracy and interpretability, while the deep temporal point process abandons the latter one to some degree in exchange for improved accuracy. A series of works on explanability and interpretability from a perspective of graph neural networks have been proposed [60–64], and some of the core ideas can be transferred into deep temporal point process.

**Experiment agreements.** As discussed, some of the methods are established for type-wise intensities modeling [4], while others focus on the overall ones. Thus, the comparison of different metrics is not meaningful due to the disagreement of experimental settings. And we appeal that the future works can all conduct experiments on both settings for performance comparison. Besides, more ablation studies should be conducted to highlight the contributions of the proposed methods. For example, when the contributions of one’s work focus on history encoders, the intensity function should be fix, or using different intensity functions to show the overall improvements brought about by the history encoders. Another problem is that some of the intensity functions are computationally intractable, and thus the numerical or Monte Carlo integration methods should be taken. As the time and space complexity increases dramatically, the complexity analysis is very necessary for readers to figure out if the additional burden is bearable.

**Real-world datasets for evaluation.** The samples used to evaluate the model’s performance are assumed to be i.i.d from some unknown generating process. However, in real-world datasets, samples are usually drawn from human behaviors like social networks. Chances are that the contextual correlation exists in the sampling. For example, the sequences sampled yesterday may now influence the user’s behaviors a lot. In this scenario, the assumption is not reasonable, so the launch of suitable datasets for model evaluation and further test on the i.i.d. assumption are urged. Besides, the data quality is also hard to guarantee. We give a visualization of histogram on the first event timestamps of different samples in MOOC and Stack Overflow. It demonstrates extremely high variance in MOOC’s first event timestamps. So we doubt that if the samples are generated in identical distribution? And as no history observations are given, how can the model accurately predict the first event’s arrival time when it differs widely in different samples? In this way, we call on that meticulous data analysis should be conducted on each dataset, and the quality of datasets for experimental evaluation still needs to be improved.

8 Conclusion

In this paper, we first summarize four key research components in deep temporal point process: encoding of history sequence, formulation of conditional intensity function, relational discovery of events and learning approaches for optimization. And then we dismantle, extend and remodularize the necessary two parts: history encoders and intensity functions for further fair empirical study. A comprehensive case study is conducted, including most of recently proposed methods on deep temporal point process, in which these methods are also dismantled into the four parts and analyzed one by one. Besides, a variational framework is proposed for Granger causality discovery. In the experimental section, we give a fair empirical study in two settings, and conclude three existing problems according to the results. Finally, we point out some technical limitations of the current research and provide promising directions for future work on EDTPP. Our source code of extensive deep temporal point process (EDTPP) is available on https://github.com/BIRD-TAO/EDTPP.
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APPENDIX

A. NOTATION AND PRELIMINARY OF POINT PROCESS

| Symbol | Used for |
|--------|----------|
| $t$    | Timestamp. |
| $m$    | Maker of type of event. |
| $M$    | Number of types of events. |
| $N$    | Number of events in a sequence. |
| $\lambda_m^e(t)$ | Conditional intensity function of type-$m$ event at time $t$. |
| $\Lambda_m^e(t)$ | Integrated conditional intensity function of type-$m$ event from 0 to $t$. |
| $H(t)$ | Historical event set happening before $t$. |
| $\bar{H}_m(t)$ | Historical event of type $m$ set happening before $t$. |
| $N_m(t)$ | The number of events of type $m$ occurring in the interval $[0, t)$. |
| $f_m^e(t)$ | Probability density function of type-$m$ event. |
| $F_m^e(t)$ | Cumulative distribution function of type-$m$ event. |
| $\omega(\tau)$ | Transformation mapping time interval into high-dimensional space. |
| $e_i$ | The $i$-th event’s embedding. |
| $h_i$ | The $i$-th event’s history embedding. |
| $[;:]$ | Concatenation of two vectors/scalars. |
| $E$ | Embedding matrix of event types. |
| $D$ | Dimension of the embedding vectors. |
| $\chi_m(h_i)$ | Mapping of type-$m$ event the history embedding into parameter space. |
| $\Theta_m(t)$ | Parameters in the type-$m$ events’ conditional intensity function. |
| $G = (V, E, A)$ | Granger causality graph with vertex set, edge set and adjacency matrix. |
| $A_{m,j}$ | $m$-th row, $j$-th column of the adjacency matrix. |
| $\text{RNN}(e_i)$ | Recurrent neural network as history encoder. |
| $\phi(e_j, e_i), \psi(e_j)$ | Attention weight from $e_j$ to $e_i$ and value used in Attention. |
| $\text{FFT}(e)$ | Fast Fourier Transform. |
| $\text{Top}_k(\cdot)$ | Function to range and choose the highest $k$ values in the set. |
| $\omega_k$ | Mixture weights. |
| $\mu_k, \sigma_k, \alpha_k, \beta_k, \eta_k$ | Parameters in different mixture models. |
| $\mathcal{X}$ | Input sequences. |
| $A$ | Adjacency matrix of latent graph. |
| $g_\theta(X|A)$ | Decoder of input sequences, given graph structure. |
| $p_{\nu}(A|X)$ | Encoder of latent graph structure, given input sequences. |
| $S$ | Total number of the observed sequences of events for training. |
| $Z_m$ | High-level representation of type-$m$ sequence. |
| $\nu$ | Sample whose distribution is Gumbel. |
| $\epsilon$ | Temperature term in Gumbel distribution. |
| $h_{m,i}$ | Intra-type history embedding of event with timestamp $t_i$ and type $m_i$. |
| $L$ | Lag-step for history embedding to aggregate information from intra-type history embedding. |
| $p_l$ | Weight of $l$-th lag intra-type history embedding aggregating to overall history embedding. |

| TABLE A1 | Glossary of Notations used in this paper except in the Sec. 4. |

Temporary point process with markers. For a temporal point process $\{t_i\}_{i \geq 1}$ as a real-valued stochastic process indexed on $\mathbb{N}^+$ such that $T_i \leq T_{i+1}$ almost surely (here $T_i$ representing the random variable), each random variable is generally viewed as the arrival timestamp of an event. When each timestamp is given a type marker, i.e. $\{(t_i, m_i)\}_{i \geq 1}$, the process is called marked temporal point process, also called multivariate point process as well. For a marked temporal point process, it is a coupling of $M$-dimensional point/counting process $\{N_1, N_2, \ldots, N_M\}$.

Conditional intensity function and probability density function. As defined in Eq. 1, the Eq. 15 can be obtained through

$$
\lambda(t|\mathcal{H}(t))dt = E[N(t+dt) - N(t)|\mathcal{H}(t)]
$$

$$
= \mathbb{P}(t_i \in [t, t + dt) | \mathcal{H}(t))
$$

$$
= \mathbb{P}(t_i \in [t, t + dt) | t_i \notin [t_{i-1}, t], \mathcal{H}(t_{i-1}))
$$

$$
= \mathbb{P}(t_i \in [t, t + dt) | t_i \notin [t_{i-1}, t] \mathcal{H}(t_{i-1}))
$$

$$
= \mathbb{P}(t_i \notin [t_{i-1}, t] \mathcal{H}(t_{i-1}))
$$

$$
= f(t(H(t_{i-1})))
$$

$$
= 1 - F(t(H(t_{i-1})))
$$

$$
= f^*(t)
$$

where the lower script $m$ is omitted. In this way, the reverse relation can be given by

$$
f^*(t) = \lambda^*(t) \exp(- \int_{t_{i-1}}^{t} \lambda^*(\tau)d\tau);
$$

$$
F^*(t) = 1 - \exp(- \int_{t_{i-1}}^{t} \lambda^*(\tau)d\tau).
$$

Examples of temporal point process. Here we give some classical temporal point process examples in brief.

Example 1. (Poisson process) The (homogeneous) Poisson process is quite simply the point process where the conditional intensity function is independent of the past. For example, $\lambda^*(t) = \lambda(t) = c$ which is a constant.

Example 2. (Hawkes process) The conditional intensity function of which can be written as

$$
\lambda^*(t) = \alpha + \sum_{j \neq t} \nu(t - t_j; \eta_j, \beta_j),
$$

which measures all the impacts of all the historical events on the target timestamp $t$. The classical Hawkes process formulates the impact function $g(t - t_j; \eta, \beta) = \eta \exp(\beta(t - t_j))$ as the exponential-decayed function. Inspired by this, we extend the family of distribution of temporal point process with so-called Exp-decayed Mixture.

Example 3. (Self-correcting process) While the impacts are cumulated in Hawkes process, and events are more likely to be clustered in a small time interval, self-correcting point process aims to model the process that the intensity increases as time passes, by formulating the CIF as

$$
\lambda^*(t) = \exp(\mu t - \sum_{j \neq t} \alpha_j).
$$

Thus the chance of new points decreases immediately after a point has appeared.

B. DETAILED IMPLEMENTATION OF CIF

Theorem 1. [Universal Approximation Theorem of Mixture (Theorem 33.2 in [25]).] Let $p(x)$ be a continuous density on $\mathbb{R}$. If $g(x)$ is any density on $\mathbb{R}$ and is also continuous, then given $\epsilon > 0$, and a compact set $S \in \mathbb{R}$, there exist number of components $K \in \mathbb{N}$, mixture coefficients $w \in \mathbb{R}^{+}\setminus \{0\}$, weights $\mu_k \in \mathbb{R}$, and parameters $\theta_k \in \mathbb{R}^n$, such that

$$
p(x) = \sum_{k=1}^{K} w_k g(x; \mu_k, \theta_k).
$$

The above formulation shows that any continuous density function can be approximated to any given degree of accuracy by a mixture of $\nu$-Gaussian densities. This theorem is the basis for the universal approximation theorem, which states that a feedforward neural network with a single hidden layer and a non-linear activation function can approximate any continuous function to any degree of accuracy.

Theorem 2. [Universal Approximation Theorem of Mixture with Hidden Layer (Theorem 33.3 in [25]).] Let $p(x)$ be a continuous density on $\mathbb{R}$. If $g(x)$ is any density on $\mathbb{R}$ and is also continuous, then given $\epsilon > 0$, and a compact set $S \in \mathbb{R}$, there exist number of components $K \in \mathbb{N}$, mixture coefficients $w \in \mathbb{R}^{+}\setminus \{0\}$, weights $\mu_k \in \mathbb{R}$, and parameters $\theta_k \in \mathbb{R}^n$, such that

$$
p(x) = \sum_{k=1}^{K} w_k g(x; \mu_k, \theta_k).
$$

The above formulation shows that any continuous density function can be approximated to any given degree of accuracy by a mixture of $\nu$-Gaussian densities with hidden layer. This theorem is the basis for the universal approximation theorem, which states that a feedforward neural network with a single hidden layer and a non-linear activation function can approximate any continuous function to any degree of accuracy.

Theorem 3. [Universal Approximation Theorem of Mixture with Multiple Hidden Layers (Theorem 33.4 in [25]).] Let $p(x)$ be a continuous density on $\mathbb{R}$. If $g(x)$ is any density on $\mathbb{R}$ and is also continuous, then given $\epsilon > 0$, and a compact set $S \in \mathbb{R}$, there exist number of components $K \in \mathbb{N}$, mixture coefficients $w \in \mathbb{R}^{+}\setminus \{0\}$, weights $\mu_k \in \mathbb{R}$, and parameters $\theta_k \in \mathbb{R}^n$, such that

$$
p(x) = \sum_{k=1}^{K} w_k g(x; \mu_k, \theta_k).
$$

The above formulation shows that any continuous density function can be approximated to any given degree of accuracy by a mixture of $\nu$-Gaussian densities with multiple hidden layers. This theorem is the basis for the universal approximation theorem, which states that a feedforward neural network with a single hidden layer and a non-linear activation function can approximate any continuous function to any degree of accuracy.
\[ \Delta K^{-1}, \text{ locations } \mu \in \mathbb{R}^K, \text{ and scales } s \in \mathbb{R}^K, \text{ s.t. for the mixture distribution } \hat{p}(x) = \sum_{k=1}^{K} w_k \frac{1}{s_k} q(\frac{x - \mu_k}{s_k}), \text{ it holds } \sup_{x \in S} |\hat{p}(x) - \hat{p}(x)| < \epsilon. \]

By the theorem, we consider that use the mixture form of classical survival distribution including Weibull, Gompertz, Log-normal [7] and Log-Cauchy to approximate the target PDF. Besides, the Exp-decay is also included, which will be discussed latter.

### B.1. Implementation of Log-norm Mixture

The implementation of Log-norm mixture is mostly based on [7], which provided a stable version of a log-normal distribution. The log-normal is equivalent to following

\[ \text{Log-normal} \quad \text{[7]}, \text{ which provided a stable version of a log-normal} \]

The implementation of Log-norm mixture is mostly based on [7], which provided a stable version of a log-normal distribution. The log-normal is equivalent to following

\[ \text{Log-normal} \quad \text{[7]}, \text{ which provided a stable version of a log-normal} \]

Besides, the Exp-decay is also included, which will be discussed latter.

### B.2. Implementation of Gompertz Mixture

In Gompertz distribution, the CIF reads \( \lambda(t) = \eta \exp(\beta t) \), where \( \eta, \beta > 0 \). By Eq. 15, the PDF and corresponding CDF can be obtained by

\[
\begin{align*}
f(t) &= \eta \exp(\beta t - \frac{\eta}{\beta}) \exp(\beta t) + \frac{\eta}{\beta}; \\
F(t) &= 1 - \exp(-\frac{\eta}{\beta} \exp(\beta t) + \frac{\eta}{\beta}); \\
\Lambda(t) &= \exp(-\frac{\eta}{\beta} \exp(\beta t) + \frac{\eta}{\beta}).
\end{align*}
\]

Therefore, we write the mixture of Gompertz for model the process as Eq. 19. The sampling methods as follows

\[
k_m \sim \text{Multinomial}(w_1, w_2, \ldots, w_K); \\
u \sim U[0,1]; \\
g = \frac{1}{\beta_{k_m}} \ln(1 - \frac{\beta_{k_m}}{\eta_{k_m}} \ln(1 - u)).
\]

It is easy to prove that \( g \sim G(\eta_{k_m}, \beta_{k_m}) \) for its CDF has inverse form. In implementation, the numerical instability is very serious, because

- the \( \eta \) term may goes infinity, and \( -\frac{\eta}{\beta} \exp(\beta t) \to -\infty, \frac{\eta}{\beta} \to +\infty \), which will cause \( \Lambda(t) \to \infty \).
- the \( \beta \) term may goes infinity, and \( \exp(\beta t) \to +\infty \), which will cause \( \Lambda(t) \to \infty \).

To solve it, we clamp the value of \( \beta \) in \([1 \times 10^{-7}, 1 \times 10^7] \) and clamp \( \exp(\beta \max) < 50 \). The three parameter in the component distribution is obtained as the formerly discussed Log-norm Mixture does.

The renormalized technique in our experiments to restrict time interval into \([0, 50.0]\) is also to guarantee the stability of the likelihood computation in Gompertz, because some of the time intervals may event be greater than \(1e7\), will will cause explosion on \( \exp(\beta t) \) terms. For prediction, we use 1-d trapezoidal integration method to approximate the expectation because the closed form does not exist.

### B.3. Implementation of Exp-decay Mixture

Inspired by the impact function of classical Hawkes process formulations in Example 2, we consider a three parameter distribution, whose PDF is govern by the CIF as

\[ \lambda(t) = \eta \exp(-\beta t) + \alpha, \]

with \( \eta, \beta > 0 \) and \( \alpha \leq 0 \). The intensity is decayed within exponential speed, and thus we call it Exp-decay distribution. The corresponding CDF and PDF can be obtained by

\[
\begin{align*}
f(t) &= (\eta \exp(-\beta t) + \alpha) \exp\left(\frac{\eta}{\beta} - 1\right) \exp(-\beta t - \alpha t); \\
F(t) &= 1 - \exp\left(\frac{\eta}{\beta} - 1\right) \exp(-\beta t - \alpha t).
\end{align*}
\]

The mixture of Exp-decayed model has four parameters, so we need to expand the weight \( \mathbf{W}_\theta \in \mathbb{R}^{4MK \times D} \) and bias \( \mathbf{b}_\theta \in \mathbb{R}^{4MK} \). The numerical instability problem is also solved by clamp the parameter \( \beta \), while it is more stable than Gompertz distribution because the negative value on the power of exp. The expectation is also computed with numerical methods.

### B.4. Implementation of Weibull Mixture

Weibull distribution is very classical in modelling the survival function, due to its great approximating ability, i.e. pdf with different parameters has different shape. The CIF, CDF, PDF of Weibull distribution is given by

\[
\begin{align*}
\lambda(t) &= \eta \beta (\eta t)^{\beta - 1}; \\
f(t) &= \eta \beta (\eta t)^{\beta - 1} \exp(-\eta t^\beta); \\
F(t) &= 1 - \exp(-\eta t^\beta),
\end{align*}
\]

where \( \beta, \eta > 0 \), CIF is decreasing for \( \beta < 1 \), increasing for \( \beta > 1 \) and constant for \( \beta = 1 \), in which case the Weibull distribution reduces to an exponential distribution. There are no numerical instability in Weibull Mixture, so the parameter range is not limited to a certain range, and thus the model shows a good expressivity in the experiments. To calculate the expectation, the distribution has a closed form, as \( \sum_{k=1}^{K} w_k \Gamma(1+1/\beta_k)/\eta_k \), where \( \Gamma(\cdot) \) is the Gamma function.

### B.5. Implementation of Log-Cauchy Mixture

The Log-Cauchy distribution is an example of a heavy-tailed distribution, with no a defined mean or standard deviation, CDF and PDF of which reads

\[
\begin{align*}
f(t) &= \frac{1}{\pi \sigma} \frac{\sigma}{(\ln t - \mu)^2 + \sigma^2}; \\
F(t) &= \frac{1}{2} + \frac{1}{\pi} \arctan\left(\frac{\ln t - \mu}{\sigma}\right),
\end{align*}
\]
the CIF of which decreases at the beginning and at the end of the distribution. The expectation is expected in a finite interval, because in theory, it does not exist.

C. Deduction of ELBO

The ELBO in Eq. 44 consists of two terms. For the second KL-divergence term, when there is no prior knowledge, $p(A_{i,j} = 1) = \frac{1}{2}$, and

$$KL[p_\gamma(A|X)||p(A)] = \sum_{i,j} \sum_{a=0,1} p_\gamma(A_{i,j} = a|X) \log(p_\gamma(A_{i,j} = a|X)/p(A_{i,j} = a))$$

$$= \sum_{i,j} \sum_{a=0,1} p_\gamma(A_{i,j} = a|X) \log(p_\gamma(A_{i,j} = a|X))$$

$$- c \sum_{i,j} \sum_{a=0,1} p_\gamma(A_{i,j} = a|X)$$

For the first term, the expectation is estimated by samples, i.e.

$$\mathbb{E}_{p_\gamma(A|X)}[\log q_\theta(X|A)] = \frac{1}{S} \sum_{s=1}^S \log q_\theta(X^s|A^s),$$

$A^s \sim p_\gamma(A|X)$, and $X^s$ is the $s$-th input sequence, $X^s = \{(t^s_i, m^s_i)\}_{0 \leq i \leq N}$. The expectation is expected in a finite interval, because in theory, it does not exist.

D. Difference from NRI and DGNPP

Although the graph inference encoder is similar to NRI [58], differences still exist. NRI is usually to handle synchronous time series data with equal length and interval, while the point process observation is asynchronous, thus requiring well-designed techniques including event embedding, sequence to vector module and batch processing. Secondly, the latent graph $A$ are of different use. The generated adjacency matrix of Granger causality graph as a random matrix $A$ is used to govern the message passing process which serves as allowing or stopping all the message passing process from one type of event to another in modelling the CIF, while NRI stacks the different adjacency matrix representing the different edge types, which will probably cause a complete graph when the overall relation is regarded as the weighted sum.

Besides, the relations between types from DGNPP [14] are obtained by the product of type embeddings. And it is only used in Attention-based encoder, but ours can be implemented in all the discussed history encoders.

E. Detailed Implementation of Type-wise Log-likelihood

To maximize the likelihood, there are two terms for each type. One is the conditional intensity term, the second is its integral in the interval from the start time to the end. For the first term, we first calculate all the intensity on the observed occurrence time regardless of which type of event it is, and then use a mask which is one-hot encoding of types to set the contribution to this term from unrelated types of event zero. For the second term, the integral is computed on the whole interval, and thus once an event happens whatever its type, all the intensity functions should update to consider its impact. Therefore, the computation of type-wise likelihood should be conduct as follows:

F. Proof of Proposition 1.

Proof:

For the CIF of type $m'$ which is $\lambda_{m'}^*(t)$, the overall impacts of changes of historical events of type $m$ on it can be measured by $\sum_{j} [\partial \lambda_{m'}^*(t)/\partial t_j]$, for $t_j \in \mathcal{H}_m(t)$. When $A_{m,m'} = 0$,

$$\frac{\partial \lambda_{m'}^*(t)}{\partial t_j} = \frac{\partial \lambda_{m'}^*(t)}{\partial \Theta_{m'}(t)} \frac{\partial \Theta_{m'}(t)}{\partial t_j}$$

$$= \frac{\partial \lambda_{m'}^*(t)}{\partial \Theta_{m'}(t)} \frac{\partial \chi_{m'}^*(\sum_{i=1}^L \rho_t A_{m',m_{i-1}} h_{m_{i-1},i-1})}{\partial t_j}$$

$$= \sum_{i=1}^L \rho_t A_{m',m_{i-1}} \frac{\partial h_{m_{i-1},i-1}}{\partial t_j}$$

Note that after training, $A$ is approximated by $\mathbb{E}_{A \sim P(A|X_{\text{num}})}[A]$, which is fixed, so $\frac{\partial h_{m_{i-1},i-1}}{\partial t_j} = 0$. For $m_{i-1} \neq m$, $h_{m_{i-1},i-1}$ is computed with the intra-type sequence, which is unrelated to $\mathcal{H}_m(t)$, so $\frac{\partial h_{m_{i-1},i-1}}{\partial t_j} = 0$. For $m_{i-1} = m$, so $A_{m',m_{i-1}} = 0$. Therefore, for any $t_j \in \mathcal{H}_m(t)$, $\frac{\partial \lambda_{m'}^*(t)}{\partial t_j} = 0$, and all the impacts from historical events are zero. The above claim can be established across the whole time line, and thus the proposition is proved.

G. Extra Details of Experiments

G.1. Dataset descriptioins

MOOC\(^1\). The dataset describes the interaction of students with an online course system, with event types are marked on interactions. It is split into 5047, 700, 1300 for training, validation and test sets respectively.

Stack Overflow\(^2\). Users of a question-answering website get rewards (called badges) over time for participation, with event types are marked on 22 types of users who are most active in the community. The dataset is split into 4633, 700, 1300 for training, validation and test sets respectively.

1. https://github.com/srijankr/jodie/
2. https://archive.org/details/stackexchange
G.2. Details of hyperparameters in the reported results

We give the hyper-parameter settings in Table. 6 for reproduction.

| Methods                          | learning rate | layer number | embed dim |
|----------------------------------|---------------|--------------|-----------|
| MOOC                             |               |              |           |
| GRU+LogNormMix                   | 0.001         | 2            | 32        |
| GRU+ComptMix                     | 0.01          | 3            | 8         |
| GRU+WeibMix                      | 0.0005        | 2            | 16        |
| Attention+LogNormMix             | 0.001         | 3            | 16        |
| Attention+ComptMix               | 0.001         | 1            | 16        |
| Attention+WeibMix                | 0.0005        | 3            | 8         |
| Stack Overflow                   |               |              |           |
| GRU+LogNormMix                   | 0.0001        | 1            | 8         |
| GRU+ComptMix                     | 0.001         | 2            | 16        |
| GRU+WeibMix                      | 0.0001        | 3            | 32        |
| Attention+LogNormMix             | 0.001         | 1            | 16        |
| Attention+ComptMix               | 0.0001        | 2            | 32        |
| Attention+WeibMix                | 0.01          | 3            | 32        |

**TABLE A2**

Hyper-parameters used as the best model in Table. 6.

Besides, the batch size for MOOC is 12, and for Stack Overflow, it is 16. Lag-steps are all set as 32. Mixture components are all set as 16.