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Abstract— The analysis of intercepted multi-function radar (MFR) signals has gained considerable attention in the field of cognitive electronic reconnaissance. With the rapid development of MFR, the switch between different work modes is becoming more flexible, increasing the agility of pulse parameters. Most of the existing approaches for recognizing MFR behaviors heavily depend on prior information, which can hardly be obtained in a non-cooperative way. This study develops a novel hierarchical contrastive self-supervise-based method for segmenting and clustering MFR pulse sequences. First, a convolutional neural network (CNN) with a limited receptive field is trained in a contrastive way to distinguish between pulse descriptor words (PDW) in the original order and the samples created by random permutations to detect the boundary between each radar word and perform segmentation. Afterward, the K-means++ algorithm with cosine distances is established to cluster the segmented PDWs according to the output vectors of the CNN’s last layer for radar words extraction. This segmenting and clustering process continues to go in the extracted radar word sequence, radar phase sequence, and so on, finishing the automatic extraction of MFR behavior states in the MFR hierarchical model. Simulation results show that without using any labeled data, the proposed method can effectively mine distinguishable patterns in the sequentially arriving PDWs and recognize the MFR behavior states under corrupted, overlapped pulse parameters.

Index Terms— Electronic warfare; Multi-function radars, Self-supervised learning; Clustering

I. INTRODUCTION

Precisely analyzing the pulse patterns generated by multi-function radars (MFR) is a crucial task for Cognitive Electronic Warfare. MFRs can operate in numerous work modes, such as surveillance, searching, and target tracking in a time-division multiplexing way[1], [2] and scheduling various tasks by the resource management software based on the awareness of the environment[3], [4]. Besides, the MFR can vary its intra-pulse and pulse to pulse parameters such as pulse width (PW), pulse repetition interval (PRI), radio frequency (RF) on the fly. As a result, MFR signals intercepted in a non-cooperative way have a high level of agility, which makes the behavior state recognition extremely challenging.

MFRs can be effectively modeled as discrete event systems (DES), Visnevski first proposed a hierarchical model for describing the behaviors of MFRs, in which the MFR signals are represented by radar pulses, radar words, and radar phrases. With the hierarchical model, several syntax-based methods[2], [5], as well as the statistical-based methods[6–10], have been proposed to analyze the MFR behavior state. However, most of those methods have only been proven effective for some simple radars like the Mercury[6]. Later on, researchers focus on neural networks for MFR recognition and introduce several models such as Long Short-Term Memory networks(LSTM)[7]–[9], gated recurrent unit(GRU)[10], discrete process neural network[11]. With enough training samples, neural network-based methods outperform traditional statistical-based methods under more complex tasks[12].

However, all these methods mentioned above heavily rely on prior information. For example, the statistical-based methods need to know the state transition rules to function properly while the neural network or machine learning-based approach needs a sufficient amount of labeled samples. However, marking and annotating the MFR pulse sequence or figuring out the state transition rules is not an easy task when the data is heavily corrupted.

Currently, there are only a few approaches that address the problem of blind analysis of MFR pulse patterns. Liu[13] introduces a deep recurrent neural network (RNN) coarsely cluster different pulse groups in an unsupervised way, however, a supervised classifier is still needed for pulse groups classification. Unsupervised time series clustering is introduced by Zhu et. al[14] to segment and cluster the PRI sequence. However, this model-based method is too complicated and cannot deal with spurious and lost pulses.

Self-supervised learning[15] has attracted much research interest in Computer Vision(CV) and Natural Language Processing(NLP) in the past few years. By carefully designing the pretext tasks, the trained model can extract the semantically meaningful features and performs images classification[16] or discover linguistic units in sentences[17] or audio signals[18], [19] without labels. Inspired by those works, we establish a framework to automatically analyze the intercepted MFR pulse trains. Through iterative segmenting and clustering in a self-supervised way, the hierarchical structure of MFR pulse trains can be revealed when only the raw sequences of pulse descriptor words (PDW) are given. Simulation results show that
our methods can accurately detect the state transition boundary, extracting the radar words as well as the work modes without using any labeled data, under agile and heavily overlapped pulse parameters.

The originality and novelties of this paper are mainly on three aspects. First, this method does not require prior information that most of the existing approaches heavily depend on. Second, through contrastive self-supervised learning, the model can disentangle the overlapped pulse parameters, projecting them into clustering-friendly spaces. Third, this method can perform segmenting and clustering of the intercepted MFR signals at the same time while currently, no existing approaches can.

The rest of the paper is organized as follows. Section 2 describes the MFR signal received by distributed sensor networks as well as the classical MFR hierarchical models. Section 3 explains the proposed hierarchical self-supervised method as well as the network architecture for MFR behavior state analysis. In section 4, the simulation based on a hypothetical MFR under different kinds of no-ideal situations is carried out to test the proposed method. And finally, section 5 summarizes the whole paper.

II. HIERARCHICAL MODELS FOR MFR SIGNAL RECEIVED BY DISTRIBUTED SENSORS

A. OBSERVATION MODEL OF MFR SIGNALS

Due to the use of phased array antennas and digital control systems, MFRs can quickly change the beam steering and the pulse to pulse parameters in real-time. For a single noncooperative receiver, this results in diverse signal amplitudes and agile waveforms. In such a case, some of the pulse groups are lost, resulting in discontinuity for the received pulse train. Some MFR may send the same pulse groups at different work modes even for some simple radars like the Mercury[6]. Thus, it is insufficient to recognize the states using a single pulse group, the context information between the pulse groups must be considered.

To overcome the problem of pulses missing in groups, this paper discusses the recognition problem under the framework of distributed sensors to ensure the high probability of receiving, as shown in Fig. 1. At each beam position, there is a sensor(drone) within the beam width to ensure a high probability of receiving. The received signals for the sensor networks are present in Fig. 2. For the distributed sensors systems, the fusion center performs the data association of the pulse trains received by individual sensors and recover the MFR pulse train. Since this paper focuses on MFR states recognition, we will not discuss the association process in detail but do take the association errors into account in the simulation section.

After the recovery of the MFR pulse train, parameter estimation can be carried out to output a sequence of PDWs in traditional manners. In this article, the PDWs are treated as the basic unit for MFR state recognition.

| Fig. 1 Multifunction radar and the distributed sensors |
| --- |
| MFR radiated signal |
| Sensor 1 |
| Sensor 2 |
| Sensor N |
| Data association |
| received signal |

| Fig. 2 MFR signal received by the distributed sensors |
| --- |
| MultiFunction radar and the distributed sensors |

B. MFR HIERARCHICAL SIGNAL STRUCTURES

Signal parameters of MFRs usually vary in wide ranges, therefore, it can be difficult to perform recognition with statistical features on a single pulse. To better represent MFR pulse trains, we adopt the hierarchical structure to describe MFR temporal patterns[20]. In the hierarchical model (Fig. 3), MFR signals are represented by radar pulses, radar words, and radar phrases, sometimes, a deeper representation including ‘Syllables’, ‘Commands’ may also be possible[8] for more complex radar systems. To simplify the discussion, we only use a 3-level representation though our method can be easily generalized to radar systems with any number of levels.

To facilitate further discussions, we formally defined some terms as follows.

**Radar pulse**: A single PDW with parameters measured by the noncooperative receiver.

**Radar word**: A limited number of PDWs that can be transmitted and received as a whole to complete a single radar detection

**Radar phrase**: Composed of a limited number of radar words that can complete a radar task or represent a certain working mode.
**Working mode:** Predefined functions of MFR such as search and track, consists of one or more radar phrases.

**States:** Including working mode and all the hierarchical representations such as radar words, radar phrases.

**Symbol level:** All the layers with discrete representations in the hierarchical model, like radar words and radar phrases.

---

Fig. 3 Typical 3-level hierarchical representation of MFR signals

Depending on the current working mode and target state, the MFR resource management agent[3] will decide the working mode in the next timing window according to the states of the observation target, resulting in a Markov decision process(MDP)[21] for the received signals. For the noncooperative receiver, we cannot get the information about the radar target state therefore, the working mode sequence can be simply viewed as a Markov Chain, resulting in a Hidden Markov Model(HMM) [22] for states at each level. In the simulation section, for simplicity, we generated MFR pulse sequences according to a predefined HMM, even our methods can process more complicated generative models.

III. SELF-SUPERVISED MFR STATES SEGMENTATION AND CLUSTERING

A. SELF-SUPERVISED RADAR PULSES SEGMENTATION

To perform further analysis based on the MFR hierarchical model, the first step is to segment the analog-valued Radar pulses according to radar words. If there is a silence period between each radar word, the segment could be done by using the time of arrival (TOA), however, this does not hold in general as MFR can change its state instantaneously. Thus, a transition state detector must be established. In this section, a convolutional neural network (CNN) with the noise-contrastive estimation loss[23] is established to detect the boundary of each radar word by calculating the similarity between adjacent CNN output vectors.

Suppose after data association, a sequence of Radar pulses has been collected, denoted by

\[ P = (p_{dw_1}, \ldots, p_{dw_n}) \]  

and

\[ p_{dw_i} = \begin{bmatrix} PRI \\ PW \\ \vdots \end{bmatrix} \]

where \( n \) is the total number of pulses, PRI, PW is short for pulse repetitive interval and pulse width respectively. The ellipsis refers to other measured parameters such as the carrier frequency.

We learn an encoder to project the pulse sequence into a latent embedding \( L \)

\[ L = \{l_1, l_2, \ldots, l_n\} = E(P) \]

where \( E \) is the CNN encoder.

The CNN encoder is trained in a self-supervised way [18], [24], as demonstrated in Fig. 4. Firstly, \( N \) negative samples are created by randomly permutating the output feature map \( N \) times. Secondly, the noise-contrastive estimation loss is calculated by using the negative samples and the original positive sample which is shown in Eq(4). In Eq(4), \( \hat{d}_{ij} \) is the cosine similarity between latent vector \( l_i \) and \( l_j \), which will later be used as a test statistic for pulse segmentation. The parameters of the encoder are updated according to Eq(5) via backpropagation [25], where \( \text{para} \) refers to all the trainable weights in the encoder and \( \eta \) is the learning rate that can be tuned. By minimizing the loss function, the model is forced to output high similarly scores for the adjacent latent vector pairs while producing low similarly scores between non-adjacent ones.

To prevent the model overfit the dataset, we limit the CNN encoder receptive field so that the model can only focus on parts of the input sequence when producing one latent vector, in this way, the model will produce low similarity scores at the transition boundaries of radar states, acting as a test statistic for states segmentation, as demonstrated in Fig. 5.

---

Fig. 4 self-supervised learning with the CNN encoder

\[ \hat{L} = \frac{1}{m-1} \sum \log \frac{e^{\hat{d}_{ij}}}{\sum e^{\hat{d}_{ij}}} \quad ; \quad (i-j > 1) \]

\[ \text{para}_{new} = \text{para}_{old} - \eta \frac{\partial \hat{L}}{\partial \text{para}_{old}} \]
Fig. 5 An exemplar latent vector produced by the CNN encoder with a receptive field of 3. When the receptive field is within one radar word (in the picture, $l_1 l_2 l_3$ and $l_4 l_5 l_6$), the adjacent latent vector is likely to produce high similarly scores, since the inputs have similar patterns. While at the boundary of two states ($l_5 l_6$), the inputs differ a lot, the model will be less ‘confident’, producing an abnormally high loss.

With the trained model, the similarly scores of adjacent latent vectors could be used to approximate the state transition points in the original pulse sequence, by using the expressions below.

\[
T_i = 1 - \frac{l_i^T \cdot l_{i+1}}{\|l_i\| \cdot \|l_{i+1}\|}
\]

(6)

\[
pos - l = \{i \mid T_i \geq th\}
\]

(7)

\[
pos = pos - l \cdot \frac{n}{m-1}
\]

(8)

where $T_i$ is the latent vector boundary test statistic, $pos - l$ is the latent vector boundary positions, $th$ is a preset threshold, and $pos$ contains the final estimated state transition positions.

A segmentation example is shown in Fig. 6(b). The test statistic $T_i$ has been up-sampled to the same length as the original pulse sequence. As can be seen in the figure, at each moment of radar word transition, there is a peak in $T_i$, which correctly detects the boundary of different radar words.

B. K-MEANS++-BASED LATENT SPACE CLUSTERING FOR RADAR WORDS EXTRACTION

In the previous section, the MFR Pulse sequences have been segmented into subsegments with the same radar word using the test statistic $T_i$. The next task is to cluster them into different groups so that each group corresponds to one radar word. The normal PDWs clustering methods perform pool in such task since different radar words may have seriously overlapped parameters.

We introduce the idea of latent space clustering, in which we use the latent vectors produced by the CNN encoder for clustering as each latent vector contains contextual information of radar pulses within the receptive field. By minimizing the loss (Eq.(4)) in a self-supervised way, the encoder will pull latent vectors that belong to the same state close to each other while pushing latent vectors in a different state away in terms of the cosine similarly. In theory, any latent vector within one subsegment can be chosen to represent the whole, however, the actual received pulse trains are likely to be corrupted by pulse missing and measurement noise, making the latent vectors noisy. To gain a more robust feature representation and eliminate the boundary effect, simplify take the average of all latent vectors for one subsegment except those at the boundary to produce one feature vector $r_s$.

\[
r_s = \frac{1}{S} \sum_{i=2}^{S-1} l_i
\]

(9)

where $S$ is the total number of latent vectors for subsegment $s$, $l_i$ is the $ith$ latent vector, a demonstration example is in Fig. 7.
Fig. 7 A demonstration about feature vector production for radar word W1. $l_i, l_j$ are at the boundary, thus they are discarded when calculating the feature vector.

With the feature vector, clustering can be performed in terms of the cosine distance. We choose the K-means++ algorithm[26] due to its good interpretability and fast convergence speed, the detailed step is present below.

a) Randomly Pick the first centroid from the feature vectors.
b) Calculate the cosine distance from the nearest, previously determined centroid for each feature vector.
c) Select a new centroid from the feature vector so that the probability of picking a point as centroid is proportional to its cosine distance from the nearest, previously picked centroid.
d) Repeat steps b) and c) until k centroids have been sampled.
e) Performs standard K-means with cosine distance using the previous Initialized k centroids.

The number of centroids can simply be determined by the elbow rule[27] with silhouette score[28] as in Fig. 8.

![Elbow rule with silhouette score for determining the number of clusters.](image)

After a successful clustering, each cluster will correspond to one radar word, the next task is to cut each subsegment into some basic units, or equivalently, the radar words. If all the radar words have a fixed number of pulses like the Mercury radar [6], the number of pulses $N_i$ for each radar word can be estimated by

$$N_i = \text{GCD}(q_{i1}, q_{i2}, q_{i2}, ..., q_{in}, + \varepsilon_m)$$  \hspace{1cm} (10)

where GCD represent the greatest common divisor, $q_{in}$ is the number of pulses for the $n$th subsegment in the $i$th cluster. A small integer $\varepsilon_m$ is added for neighbor searching because of the segmentation errors.

If the radar words have a various number of pulses, there is no way for a passive system to perform further segmentation without any prior information.

C. SELF-SUPERVISED LEARNING FOR SYMBOL LEVEL SEGMENTATION AND CLUSTERING

Using the methods in the previous sections, we can convert a radar pulse train into a radar word sequence. Again, by using the self-supervised approach the underlay state transition points could be detected and hopefully, the symbols in the next level of the hierarchical model can be extracted.

To input the discrete tokens, each token was first converted to one-hot vectors $w = [0, ..., 0, 1, 0, ..., 0]^T$ , where the only nonzero element indicating the symbol class. After that, the word embedding[29] technique was employed to convert each token into an embedding vector, as shown below.

$$e = E w$$  \hspace{1cm} (11)

where $E$ is the embedding matrices, $e$ is the embedding vector.

After embedding, a CNN encoder could be established as in Fig. 9 and the rest of the procedure is the same as described in section A and B.

![Symbol level self-supervised learning with the word embedding CNN encoder(E-CNN).](image)

This approach can be repeated for the extracted symbols until there is no detected state change or the symbol sequence is too short. The whole procedure is shown in Fig. 10.
Fig. 10 The iterative self-supervised procedure for extracting symbols in the hierarchical model

First, the radar words are extracted from the raw PDWs using the methods described in the previous section, converting the PDW sequences into radar word sequences. Next, an E-CNN is trained on the word sequences in a self-supervised way to segment and cluster the radar words, each cluster will be assigned with a new symbol, in such a way, the word sequences can be further converted to symbols in the deeper layers of the MFR hierarchical model such as the radar phases. Through this process, all the states of the MFR can be detected and recognized in ideal cases, however, the models can sometimes ‘skip’ some layers in the hierarchical model, which will be shown in the simulation section.

IV. SIMULATIONS

A. SIMULATIONS SETTINGS

We build the hypothetical MFR according to the Mercury radar because lots of the current researches on MFR recognition is based on it[30], [10]. The radar has five functional states namely: search(S), acquisition(A), nonadaptive track(NT), range resolution(RR), and track maintenance(TM). The functional states transition is assumed to be a Markov chain and the resulting radar phases, words sequences follow a hidden Markov model, the radar phases corresponding to each functional state is illustrated in TABLE I.

We generate the nine radar words according to the parameters in TABLE II. Common PRI modulation types are included to increase the agility of the MFR pulse pattern. We only consider PRI and PW as the input for the sake of convenience and data visualization, other parameters such as RF can be easily included by changing the network input dimension. Fig. 12 is a visualization plot for each radar word, with measurement errors, the parameters overlap with each other, making the extraction task challenging.

TABLE I Radar phrases for each operating mode

| Mode       | Phrases          | Mode       | Phrases          |
|------------|------------------|------------|------------------|
| Search (S) | [W₁W₂W₃W₄W₅]    | Track      | [W₁W₂W₃W₄W₅]    |
|            | [W₂W₃W₄W₅W₁]    | Maintenance(T) | [W₂W₃W₄W₅W₁]    |
|            | [W₃W₄W₅W₁W₂]    |            | [W₃W₄W₅W₁W₂]    |
|            | [W₄W₅W₁W₂W₃]    |            | [W₄W₅W₁W₂W₃]    |
|            | [W₅W₁W₂W₃W₄]    |            | [W₅W₁W₂W₃W₄]    |
| Acquisiti on (A) | [W₁W₂W₃W₄]    |            | [W₁W₂W₃W₄]    |
|            | [W₂W₃W₄W₅]    |            | [W₂W₃W₄W₅]    |
|            | [W₃W₄W₅W₁W₂]    |            | [W₃W₄W₅W₁W₂]    |
|            | [W₄W₅W₁W₂W₃]    |            | [W₄W₅W₁W₂W₃]    |
|            | [W₅W₁W₂W₃W₄]    |            | [W₅W₁W₂W₃W₄]    |
|            | [W₁W₂W₃W₄W₅]    |            | [W₁W₂W₃W₄W₅]    |
|            | [W₂W₃W₄W₅W₁]    |            | [W₂W₃W₄W₅W₁]    |
|            | [W₃W₄W₅W₁W₂]    |            | [W₃W₄W₅W₁W₂]    |
|            | [W₄W₅W₁W₂W₃]    |            | [W₄W₅W₁W₂W₃]    |
|            | [W₅W₁W₂W₃W₄]    |            | [W₅W₁W₂W₃W₄]    |

Fig. 11[6] Functional states transitions of the hypothetical MFR

![Diagram of MFR functional states transitions](image-url)
### TABLE II Parameters for the Radar words, the PRI modulation type is set according to [31]

| Radar words | PRI (us) | PW (us) | Number of pulses |
|-------------|----------|---------|------------------|
| W1          | 100      | 3       | 100              |
| W2          | 50       | 3       | 80               |
| W3          | Stagger between [60,115] | 5 | 100 |
| W4          | Stagger between [135,205] | 5 | 100 |
| W5          | Stepping between [80,120] | 5 | 100 |
| W6          | Dwell and Switch between [15,25] | 10 | 100 |
| W7          | Dwell and Switch between [75,115] | 5 | 90 |
| W8          | Wobulate between [60,100] | 8 | 70 |
| W9          | Wobulate between [80,120] | 3 | 60 |

### B. SIMULATIONS FOR SELF-SUPERVISED RADAR PULSES SEGMENTATION AND CLUSTERING

This simulation tests the segmentation and clustering accuracy of the radar words. The dataset is obtained via simulations, with each containing 100 sequences of length 2000. Unless otherwise specified, each PRI's and PW's observation error is zero-mean and Gaussian, with a standard deviation of $\sigma_{\text{PRI}} = 1\mu s$, $\sigma_{\text{PW}} = 0.1\mu s$. Since our method is unsupervised, there is no need to include a test set.

Two typical types of corruption are considered namely, missing and spurious pulses, which are mainly caused by the deinterleaving failure. The pulses missing can assume to be uniform while spurious pulses satisfy a Poisson distribution[32]. Besides, we also regard the case when pulses are lost in groups namely, group missing which is caused by strong directivity of the radar antenna and the data association errors of the passive sensors. A sketch of those corruptions is present in Fig. 12.

![Fig. 13 Typical types of corruptions for the received pulse trains.](image)

A 5-layer lighting encoder is built for radar pulses feature extraction, the hyperparameters for each layer are shown in TABLE III. We intentionally limit the kernel size to 2 and the stride for the first two layers is set to 2 to suppress the noise in the test statistic. The network is implemented with PyTorch[33] and optimized with Adam[34] with a learning rate of 0.001 and a batch size of 100. For each positive training data, we create 5 negative samples per positive sample ($N=5$) to estimate the contrast loss(Eq(4)), the training convergences after 100 epochs.

### TABLE III Network hyperparameters for self-supervised radar pulses segmentation

| Layers number | Layer type | Number of filters | Kernel size | Stride | Output dimension |
|---------------|------------|-------------------|-------------|--------|-----------------|
| 1             | conv.      | 64                | 2           | 2      | 64              |
| 2             | conv.      | 64                | 2           | 2      | 64              |
| 3             | conv.      | 64                | 2           | 1      | 64              |
We first evaluate the model's capacity for pulse segmentation, refer to the metrics in automatic speech segmentation[35], place a fixed-size search-region around each reference boundary, and verify whether the segmentation algorithm has produced the correct number of boundaries within these regions. If the algorithm produces more than one boundary in that region, label it as over-segmentation and if no output is produced, label it as under-segmentation. Based on that, some metrics are defined as follows, the search-region size is set to be ±20 pulses and the threshold for detection is set to be 0.15, subsegments with less than 10 pulses will be thrown away as the latent vectors are too short for clustering.

1) over-segmentation error

$$e_{over} = \frac{\text{num of over segmented boundary}}{\text{total num of reference boundary}}$$  \hspace{1cm} (12)

2) under-segmentation error

$$e_{under} = \frac{\text{num of under segmented boundary}}{\text{total num of reference boundary}}$$  \hspace{1cm} (13)

3) pulses keeping rate

$$kp = \frac{\text{num of pulse in the segmented pulse groups}}{\text{num of pulse in the original sequence}}$$  \hspace{1cm} (14)

This metric measures the pulse utilization rate.

After clustering, the latent space clustering can be performed on the segmented pulses. To measure the clustering accuracy, first, a radar word label is assigned to each subsegment as a ground truth. If one subsegment contains only one word, there is no ambiguity. However, when over-segmentation or under-segmentation occurs, one subsegment may contain multiple words, in such cases, the ground-truth classes are assigned according to the longest words in that subsegment. Next, the ground-truth classes are assigned to each cluster. If the number of detected clusters matches the number of ground-truth classes, the labels for each cluster are assigned using a Hungarian matching algorithm[16]. When over-clustering the number of clusters > the number of ground-truth classes or under-clustering the number of clusters < the number of ground-truth classes occurs, simply assign each cluster with a label according to the majority of ground-truth classes in that cluster. With the assigned labels, the clustering accuracy $acc_{cluster}$ can be easily calculated.

| $e_{over}$ % | 0  | 14.56 | 10.14 | 6.60 |
|-------------|----|-------|-------|------|
| $e_{under}$ % | 0  | 0     | 1.41  | 1.73 |
| $kp$ %       | 97.6 | 97.58 | 97.12 | 97.18 |

$acc_{cluster}$ %

| 100 | 100 | 100 | 100 |

Ratio of spurious pulses %

| 5  | 10 | 20 | 30 |
|----|----|----|----|
| 8.10 | 8.00 | 5.26 | 2.64 |
| 1.65 | 4.06 | 14.34 | 23.47 |
| 97.1 | 98.11 | 97.73 | 98.50 |

$acc_{cluster}$ %

| 100 | 99.99 | 99.23 | 84.83 |

(detect only 7 clusters)

Pulse group missing rate %

| 5  | 10 | 20 | 30 |
|----|----|----|----|
| 4.11 | 18.61 | 26.89 | 26.02 |
| 0  | 0   | 0   | 3.11 |
| 97.6 | 97.29 | 96.38 | 95.89 |

$acc_{cluster}$ %

| 100 | 100 | 100 | 100 |

Observation errors %

| $\sigma_{pri} = 1\mu$s | $\sigma_{pri} = 2\mu$s | $\sigma_{pri} = 3\mu$s | $\sigma_{pri} = 5\mu$s |
|------------------------|------------------------|------------------------|------------------------|
| $\sigma_{ps} = 0.1\mu$s | $\sigma_{ps} = 0.3\mu$s | $\sigma_{ps} = 1\mu$s | $\sigma_{ps} = 2\mu$s |
| e_{over} % | 0  | 0   | 0   | 3.70 |
| e_{under} % | 0  | 0.10 | 0   | 3.11 |
| kp %       | 97.6 | 97.52 | 96.66 | 95.51 |

$acc_{cluster}$ %

| 100 | 100 | 100 | 94.89 |

(detect 11 clusters)

**TABLE IV** shows the quantitative results for the pulse segmentation and clustering task, in most cases, the algorithm can accurately detect the transition boundary of each radar word and keep most pulses after segmentation, as the model can make use of the contextual information to deal with the corruptions. Noticably, the spurious pulses cause a higher under-segmentation error. This is reasonable since it is hard for the model to distinguish the true transition boundary when there are several spurious pulses around it. Furthermore, it is observed that when more pulses are missed in groups, the over-segmentation error rises as the model wrongly detects the edge of missing groups as the transition boundary. For radar words clustering, two types of pulse missing have less impact on the clustering accuracy. Even if there are some over and under segmented pulses, the algorithm correctly detects the number of clusters and reaches nearly 100% clustering accuracy. The 2-D TSNE embeddings [36] results for the lantern vectors under
20% uniform or group missing are shown in Fig. 14(a),(b), respectively. It can be viewed that 9 radar words form 9 distinct clusters with no overlapping, explaining the high quality of clustering. Under high observation errors, the model split W6 into multiple groups (Fig. 14(c)), causing over-clustering. On the contrary, a high ratio of spurious pulses results in under-clustering, as the model project W5, W3, W1, W9 close to each other in the lantern space (Fig. 14(d)).

Fig. 14 2-D TSNE plot for the latent vectors under various types of corruptions. Individual points in each plot are colored according to the corresponding radar words labels.

C. SIMULATIONS FOR SELF-SUPERVISED WORK MODE SEGMENTATION AND CLUSTERING

In this section, we assume the radar words have been successfully extracted by the method described in the previous section. Considering the data imbalance problem of the MFR sequence[13], the HMM transition matrix for data generation is carefully designed so that the MFR has a higher probability to stay in the search state. A dataset containing 100 radar words sequences of length 2000 is generated for training and testing, one sample is shown in Fig. 15.

A 6-layer E-CNN with an embedding layer is built and the hyperparameters are shown in TABLE V. The kernel size for each CNN layer is the same as the encoder for processing radar pulses, except for the stride. This time, the stride is set to be 1 to produce a more accurate edge detection as some of the work modes only last for a short time (see Fig. 15(b)). The optimization procedure is the same as the encoder for radar pulses.

The receptive field for the E-CNN is of size 8, which is greater than the length of one radar phase. Therefore, it is impossible to detect the transition boundary for the radar phases. We have tried to limit the receptive field down to 4 or 2, however, the model does not converge due to limited temporal information. So, we leave the extraction of such short units to future research.

TABLE V Network hyperparameters for the E-CNN used for self-supervised radar pulses segmentation

| Layers number | Layer type | Number of filters | Kernel size | Stride | Output dimension | Dictionary size |
|---------------|------------|------------------|-------------|--------|-----------------|----------------|
| 1             | Embedding  | --               | --          | --     | 8               | 10             |
| 2             | Convolution| 64               | 2           | 1      | 64              | --             |
| 3             | Convolution| 64               | 2           | 1      | 64              | --             |
| 4             | Convolution| 64               | 2           | 1      | 64              | --             |
| 5             | Convolution| 64               | 1           | 1      | 64              | --             |
| 6             | Fully connected | --        | --          | --     | 8               |                |

Fig. 15 One sample radar words sequence and its corresponding work modes, work mode 1 to 5, one each for search, acquisition, nonadaptive track, range resolution, and track maintenance. Referring to [9], 4 types of corruption are applied to the dataset and the results are listed in TABLE VI. The search-region size is set to be ±5 words and the threshold for detection is set to be 0.2, subsegments with less than 10 words are discarded.

TABLE VI Analysis of work mode segmentation and clustering performance on different types of corruptions, all the metrics in the table have the same meaning as in the previous section.

| Missing % | 0   | 5  | 10 | 20 |
|-----------|-----|----|----|----|
| $\varepsilon_{\text{over}}$ % | 14.86 | 23.40 | 31.25 | 44.49 |
| $\varepsilon_{\text{under}}$ % | 6.63 | 16.57 | 17.07 | 16.34 |
| $kp$ % | 99.50 | 96.57 | 93.12 | 84.77 |
| $\bar{acc}_{\text{cluster}}$ % | 98.86 | 97.51 | 97.11 | 95.07 |
| Missing in blocks % | 5   | 10 | 20 | 30 |
| $\varepsilon_{\text{over}}$ % | 15.73 | 18.90 | 24.76 | 22.21 |
### D. SELF-SUPERVISED SEMI-SUPERVISED LEARNING

So far, the segmentation and clustering performance of the encoders learned in a self-supervised way has been tested under various conditions, in this section, we further explore the capability of the trained E-CNN for semi-supervised learning, as self-supervised learning can boost the performance on the downstream tasks[37]. We train several sequence-to-sequence work modes classifiers for benchmarking. A dataset containing 250 radar words sequences of length 2000 with 10% missing, additional, missing in blocks, additional in blocks is generated and 80% of it is used for training, the rest is used for testing. The self-supervised models are pretrained on the whole training set while the parameters of the baseline models are randomly initialized.

![Fig. 16 2-D TSNE plot for the latent vectors under various types of corruptions. Individual points in each plot are colored according to the corresponding work mode labels.](image)

The results show that missing or additional in blocks causes less harm than the single ones, which is indicated by the over-segmentation, under-segmentation error, as well as the pulse keeping rate. Notice, the segmentation performance is generally worse than that in radar pulses when compared with the results in TABLE IV. This is because each radar word consists of a fixed number of radar pulses while the work modes are driven by a stochastic model. Interestingly, those corruptions seem to have little damage to the clustering accuracy as the proposed algorithm correctly identifies the number of clusters, reaching more than 95% accuracy in all cases. When looking at the TSNE plot (Fig. 16), work modes are quite well separated even the words sequences is heavily corrupted.

![Fig. 17 Semi-supervised work modes recognition accuracy for different models under a different number of labeled samples. The recurrent network (RNN) based method[10], [13] is added for comparison. The GRU-SSL is pretrained with ELMO-based methods[38] and the E-CNN-SSL is pretrained using the proposed contrastive loss.](image)

Fig. 17 shows the performance for different models with or without self-supervised training. The RNN-based model generally performs better than E-CNN as it can consider the whole sequence when producing the output, whereas the E-CNN can only focus on the information locally. This property makes RNN a good classifier but not a good segmenter as it can accurately predict the transition boundary with high confidence.

Under a limited number of labeled samples, self-supervised pretraining can effectively increase the recognition accuracy, however, as the number of labeled samples increase, the benefit disappears, the models even end up with worse performance. This may be due to the small scale of the dataset, as researchers in NLP use millions of sentences[38] for pretraining.

### IV. CONCLUSION

This paper introduces Self-supervised learning to solve the problems of MFR behavior states recognition. By minimizing the contrastive loss in a self-supervised way, the encoder can learn good representations of the original sequences and produce representative latent vectors for each state. Using the
similarity between adjacent latent vectors, MFR state transition moment can be detected, and therefore, the original pulse sequences can be segmented. With the segmented sequences, the latent vectors can be further clustered into different groups, each of which represents distinguish states. This segment-clustering process can be conducted iteratively, accomplishing the analysis of MFR states. Our method is fully unsupervised and robust to erroneously received pulses thus is perfect for Non-cooperative applications. This method can also be extended to other areas with the discrete event systems as they also involve the hierarchical structure[39] as the MFR.

However, there are some limitations of the proposed method and further investigations are required. Firstly, the proposed method works in an offline manner, when facing newly arrived pulses that belong to different MFR states, the whole models need to be re-trained on the enlarged dataset, which is inefficient. So further study can focus on the MFR states recognition with incremental learning. Secondly, this study was only carried out on a simulated dataset, further researches are yet necessary to test the proposed method in the real EW environment with more complicated MFRs.
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