A novel method of support vector machine to compute the resonant frequency of annular ring compact microstrip antennas

Ahmet Kayabasi and Ali Akdagli
A novel method of support vector machine to compute the resonant frequency of annular ring compact microstrip antennas

Ahmet Kayabasi1* and Ali Akdagli2

Abstract: An application of support vector machine (SVM) to compute the resonant frequency at dominant mode TM_{11} of annular ring compact microstrip antennas (ARCMAs) is presented in this paper. ARCMAs have some useful features; resonant modes can be adjusted by controlling the ratio of the outer radius to the inner radius. The resonant frequencies of 100 ARCMAs with varied dimensions and electrical parameters in accordance with UHF band covering GSM, LTE, WLAN, and WiMAX applications were simulated with IE3D™ which is a robust numerical electromagnetic computational tool. Then, the SVM model was built with simulation data and 88 simulated ARCMAs were operated for training and the remaining 12 ARCMAs were used for testing this model. The proposed model has been confirmed by comparing with the suggestions reported elsewhere via measurement data published earlier in the literature, and it has further validated on an ARCMA operating at 3 GHz fabricated in this study. The obtained results show that this technique can be successfully used to compute the resonant frequency of ARCMAs without involving any sophisticated methods. The novelty of the approach described here is to offer ease of designing the process using this method.
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PUBLIC INTEREST STATEMENT

The wireless communication devices such as laptop, netbook, and smart phone are moving toward the miniaturization very rapidly. Therefore, the antennas within these mobile devices should also be reduced in size with high performance, as well. Thus, compact microstrip antennas can be one of the best choices, since they allow to easily modify their geometry in order to achieve the desired characteristics. Annular ring compact microstrip antennas are miniaturized by loading a circular slot in the center of the circular patch. The resonant frequency determination of compact microstrip antennas is important, because these antennas inherently suffer from narrow bandwidth. The support vector machine is a recent and effective artificial intelligent technique as artificial neural network and adaptive neuro-fuzzy inference system. In this study, a method based on support vector machine model has been successfully used for determining the resonant frequency of annular ring compact microstrip antennas.
1. Introduction

Microstrip antennas (MAs) are preferred in a wide range of applications such as aircraft antennas, missile guidance antennas, mobile radios, and array antennas due to their advantageous features as being low profile, having low fabrication costs, and ease of integration with microwave circuits. However, MAs also have some disadvantageous characteristics like having narrow bandwidth and low power handling capacity. Therefore, there has been a vast amount of researches on proposing alternative MA configurations that could eliminate the drawbacks of conventional MAs. As alternative antenna configurations, introduction of parasitic patches and modifying the shape of the microstrip patch are proposed (Wong, 2002).

Present portable communication and handheld devices inherently need miniaturized MAs. Using the substrate materials with high dielectric constant, the smaller antennas can be achieved, but this gives rise to decrease the bandwidth and efficiency performances (Kumar & Ray, 2003; Wong, 2002). Thus, it is difficult to carry out the requirements of mobile communication devices by using the traditional MAs. The compact geometry has been proved as an alternate methodology to design miniature MAs. The compact microstrip antennas (CMAs) are obtained by applying some modifications such as slot-loading and shorting-pin/wall on traditional MA structures (Wong, 2002). Several slot-loaded CMA configurations such as C (Deshmukh & Kumar, 2007), E (Akdagli, Toktas, Kayabasi, & Develi, 2013; Deshmukh, Phatak, Nagarbodi, & Ahuja, 2013), H (Deshmukh & Kumar, 2007; Kayabasi, Bicer, Akdagli, & Toktas, 2011), L (Chen, 2000), rectangular ring (Deshmukh & Kumar, 2007), and annular ring (Chew, 1982) shapes have been presented in the literature as an alternative and effective method to reduce the physically size of antenna.

Annular ring compact microstrip antennas (ARCMAs) are miniaturized antenna constructed by loading a circular slot in the center of the circular patch. The size of the ARCA is substantially smaller than circular microstrip antenna (CMA) at the same operating frequency (Chew, 1982). It can be appreciated that the average path length traveled by the current in the annular-ring patch is much longer than the corresponding circular patch for the lowest order mode (Chew, 1982). Also, by choosing the inner and outer radius of the ring properly, both bandwidth broadening (Chew, 1982) and controlling the separation of resonant modes can be managed (Dahele, Lee, & Wong, 1987). Due to these useful properties, it is one of the most studied MAs. In the literature, the ARCA was theoretically investigated by its resonator model in (Bahl, Stuchly, & Stuchly, 1980; Wolff & Knoppik, 1971; Pintzos & Pregla, 1978; Wu & Rosenbaum, 1973). The mathematical tools such as vector Hankel transform, Galerkin’s method, and Green functions were greatly utilized in the analysis of the ARCMAs (Ali, Weng, & Kong, 1982; Fan & Lee, 1991; Gurel & Yazgan, 2010; Liu & Hu, 1996a, 1996b; Motaevasselian, 2011). Methods based on cavity model and transmission line model were presented to investigate some parameters such as the resonant frequency, input impedance, and bandwidth (Bahl & Stuchly, 1992; Bhattacharyya & Garg, 1985; El-khamy, El-Awadi, & El-Sharrawy, 1986; Gomez-Tagle & Christodoulou, 1997; Kumar & Dhubkarya, 2011; Richards, Jai-Dong, & Long, 1984; Sathi, Ghobadi, & Nourinia, 2008). The experimental studies concerning the ARCA were also performed to confirm the theoretical calculations in Dahele et al. (1987), Bahl et al. (1980), Fan and Lee (1991), Liu and Hu (1996a), Kumar and Dhubkarya (2011), Dahele and Lee (1982), Lee, Dahele, and Ho (1983), Row (2004), and Shinde, Shinde, Kumar, Uplane, and Mishra (2010). It can be seen from the literature that these methods include rigorous calculation of Hankel and Fourier transforms and Bessel functions.

Analytical methods seem to be easier but they result in accurate solutions only for regular shapes of the patch, whereas the numerical electromagnetic computation methods are suitable for all shapes of the MA. However, the numerical methods require much more time in solving Maxwell's
equations including integral and/or differential computations. So, it becomes time consuming since it repeats the same mathematical procedure even if a minor change in geometry is carried out. On the other hand, antenna designers prefer the easier approaches without requiring much rigorous computations and consuming time.

Due to the rapid development of computer technology in recent years, several robust and alternative methods based on nature-inspired optimization algorithms and artificial intelligent techniques (AITs) have emerged for solving the different kind of engineering problems. The most well-known AITs are the artificial neural network (ANN) (Kumar & Shukla, 2012), the adaptive neuro-fuzzy inference system (Dadgarnia & Heidari, 2010), and the support vector machine (SVM) (Bertsekas, 1995; Christodoulou, Martinez-Ramon, & Balanis, 2006; Cristianini & Shawe-Taylor, 2000; Tokan, 2008; Tokan & Gunes, 2008; Vapnik, 1998). AITs, which are effective and high speedy approaches, are used frequently for the solution of microwave and electromagnetic problems in recent years.

In machine learning, SVM is a new generation supervised learning model which is used for classification and regression analysis. In another terms, SVM is a classification and regression prediction tool that uses machine learning theory to maximize predictive accuracy while automatically avoiding over-fit to the data. The SVM is an advanced nonlinear learning machine (so-called Vapnik-Chervonenkis theory) (Vapnik, 1998). SVM is a machine learning method used for classification and regression implementations and also run in supervised or semi-supervised way. In the nonlinear problems such as ours, SVM depends on the principle which is separation of two classes with a hyperplane that is occurred by transforming data into the higher dimensions. The functions that have various features are used during the transformation into the high dimension and these functions are called as Kernel functions. Some parameters in the mathematical expression of these functions need to be defined by the user for using Kernel functions. SVM has been formed on powerful theoretical foundations (Tokan & Gunes, 2008). A distinct advantage of SVM is that it bypasses the repeated use of complex formulations or process for a new case given to it after proper training.

In this study, an application of SVM model is presented to compute accurately resonant frequencies of ARCMAs. The resonant frequency values of 100 ARCMAs corresponding most of UHF band covering GSM, LTE, WLAN, and WiMAX applications were determined by the electromagnetic simulator IE3D™ using method of moment (Harrington, 1993). The simulation parameters of 88 ARCMAs representing the overall problem space were used for training and the remaining 12 were then employed to test the accuracy. The results of the SVM model obtained in this study were confirmed by comparing with the measurement results published earlier in the literature (Bahl et al., 1980; Dahele & Lee, 1982; Dahele et al., 1987; Fan & Lee, 1991; Kumar & Dhubkarya, 2011; Lee et al., 1983; Liu & Hu, 1996a; Row, 2004; Shinde et al., 2010). Furthermore, the accuracy and validity of the proposed method of the SVM model was also verified on an ARCMA prototyped in this work.

2. SVM Modeling for computation the resonant frequency of ARCMAs

2.1. Support vector machine

In machine learning, SVM is a new generation supervised learning model (Christodoulou et al., 2006). N-dimension optimum hyperplane that separated two groups into data is occurred by the SVM. The SVM model is closely associated with ANN and it has an artificial network consisting of the two layers and feed-forward. An empirical risk minimization derived by minimizing the squares of the error on the data-set is not used by the SVM. It separates two groups into data by using the structural risk minimization in statistical learning theory. The SVM can be used in the classification and regression problems. The basic idea in the SVM regression method is determined by a linear discriminant function reflecting the characteristics of data-set. This function used for classification, regression, or other tasks is called hyperplane or margin. The SVM effectively constructs a maximum hyperplane (maximum margin) having equidistant from both of the data in a high or infinite dimensional space. The SVM can solve a problem having a linear or nonlinear structure. It easily finds a solution for
linearly separable problems. However, this method used to solve the linearly separable problem is not sufficient for nonlinear problem. One way to solve this problem is to map the data on to a higher dimensional space and then to use a linear classifier in the higher dimensional space. This mapping to a higher dimensional space is performed by using kernel function (Vapnik, 1998).

In this paper, the SVM was used to predict the resonant frequency \( f_r \) of ARCMAs. The problem related to the estimation of the \( f_r \) can be stated as follows. In the training process, the training data have been taken as a set of \( m \) training pairs \( (x_i, f_{ri}), (x_j, f_{rj}), \ldots (x_m, f_{rm}) \) by considering \( x \) as the input variable vector and \( f_r \) as the output. \( x \) is physical dimensions \( (a_o, a_s, \text{ and } h) \) and dielectric constant \( \epsilon \) of the simulated ARCMAs and \( f_r \) is also resonant frequencies of ARCMAs. Given a set of observed discrete data \( (x_i, f_{ri}), x_i \in R, f_{ri} \in R; i = 1, 2, \ldots, m \), the SVM learning method in its basic form creates an \( f_r(x) \) function. Starting from these samples of the input/output values of \( f_r \), the goal is to find a function \( f_r(x) \), which approximates, as well as is a possible unknown function \( f_r(x) \). Using the support vector regression, \( f_r \) is defined as:

\[
f_r(x) = \langle w, \psi(x) \rangle + b
\]  

where \( \langle \ldots \rangle \) denotes the inner product, and \( \psi \) is a nonlinear mapping vector that performs a transformation of the input vector to a high dimensional space. The patterns that are not linearly separable are extended to a new higher dimension space where it is possible to separate them with a linear hyperplane. \( w \) and \( b \) are the weighting vector and bias, respectively, which are obtained by minimizing the primal convex objective function (Regression Risk) defined as:

\[
R_{\text{reg}} = \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{m} m_i(x_i, f_r, f_r^*)
\]

\[
\xi_i = m_i(x_i, f_r, f_r^*)
\]

\[
\min_{w, b, \xi} = \frac{1}{2} w^T w + C \sum_{i=1}^{m} \xi_i
\]

subject to \( f_r(x_i - b) \geq 1 - \xi_i \)

\[
\xi_i \geq 0
\]

where \( \xi_i \) are called slack variables and they are used for measuring the occurred error at point \( (x_i, f_{ri}) \). \( C \) is a deterministic parameter that shows the change rate of the size of the margin and amount of error in training process and \( m(x, f) \) is a general loss function. Since the given objective function Equation 2 has no local minima and it guarantees the global minimum, which is one superiority of SVM on the other pattern recognition methods, particularly neural networks.

In our work, the so-called \( \epsilon \)-insensitive loss function developed by Vapnik (1998) is used:

\[
\xi_i = \begin{cases} 
0, & \text{if } |f_{ri} - f_r^*(x_i)| \leq \epsilon \\
|f_{ri} - f_r^*(x_i)| - \epsilon, & \text{else}
\end{cases}
\]

This defines an \( \epsilon \) tube so that if the predicted value is within the tube, the loss is zero, while if the predicted point is outside the tube, the loss is the magnitude of the difference between the predicted value and the radius of the tube.

This primal problem is transformed into dual problem, and then it can be solved by using Lagrange multipliers method (Bertsekas, 1995). The Lagrange function, \( J \) can be given as:

\[
J(w, b, \alpha) = \frac{1}{2} w^T w - \sum_{i=1}^{m} \alpha_i \left( f_{ri}(w^T x_i - b) - 1 + \xi_i \right)
\]
This primal problem is not preferred for solving. Therefore, this primal problem is transformed into dual problem. At this point, there are usually two main reasons mentioned for solving this problem in the dual:

1. The duality theory provides a convenient way to deal with constraints.
2. The dual optimization problem can be written in terms of dot product, thereby making it possible to use kernel functions.

The dual problem has the same optimal value as the primal problem. To describe the dual problem, Equation 6 is expanded as:

Maximize

\[
Q_2(\alpha) = \sum_{i} a_i - \frac{1}{2} \sum_{i} \sum_{j} a_i a_j y_i y_j x_i x_j
\]

subject to

\[
\sum_{i} a_i y_i = 0
\]

\[
C \geq \alpha \geq 0
\]

The acquired dual problem can be solved by quadratic programming techniques. Here, \(a_1, a_2, \ldots, \alpha\) are Lagrange multipliers that correspond each sample. The Karush–Kuhn Tucker theorem is important for this optimization problem (Cristianini & Shawe-Taylor, 2000). The theorem is essential for solving the \(w, b, \text{and } \alpha\) parameters. While the values of \(\alpha\) are greater than zero, the expression in Equation 11 is applied for each training point. When the values of \(\alpha\) are equal to zero, the points are excluded for not affecting the hyperplane. The values of the \(\alpha^*\) are assumed to be the best solution for the dual problem. The expressions for the solution of \(w\) and \(b\) are given, respectively, as follows:

\[
w^* = \sum_{i=1}^{m} a_i^* y_i x_i
\]

\[
b^* = 1 - w^* x_i
\]

\[x\text{ vector can be expressed as in Equation 12:}

\[f^*_r(x) = \text{sign}\left(\sum_{i=1}^{m} a_i^* y_i x_i x + b^*\right)
\]

The decision function obtained by using the kernel function is given in Equation 13:

\[f^*_r(x) = \text{sign}\left(\sum_{i=1}^{m} a_i^* y_i K(x_i, x) + b^*\right)
\]

Some common kernel functions are given below:

1. Linear kernel function \(\rightarrow K(x, y) = x^T y + c\)
   
   It is given by the inner product \(\langle x, y \rangle\) plus an optional constant \(c\).

2. Polynomial kernel function \(\rightarrow K(x, y) = (x^T y + c)^d\)
   
   Adjustable parameters are the slope \(\alpha\), the constant term \(c\), and the polynomial degree \(d\).
(3) Gaussian kernel function → $K(x, y) = \exp\left(-\frac{\|x-y\|^2}{2\sigma^2}\right)$

The adjustable parameter $\sigma$ plays a major role in the performance of the kernel, and should be carefully tuned to the problem at hand.

(4) Exponential kernel function → $K(x, y) = \exp\left(-\frac{\|x-y\|}{2\sigma}\right)$

(5) Laplacian kernel function → $K(x, y) = \exp\left(-\frac{\|x-y\|}{2\sigma}\right)$

Different kernel functions have been tried for our problem in SVM model. The best results have been obtained with Gaussian kernel function. So, Gaussian kernel function was used for SVM model in this work. After several trials, value of $\sigma$ was found as 28, which yielded satisfactorily results, and was employed in this work.

2.2. Geometry of ARCMAs and simulation phase

As shown in Figure 1, ARCMA has an annular ring patch formed by loading a circular slot with radius $a_i$ on a circular patch of radius $a_o$ on the substrate having overall relative dielectric constant $\varepsilon_r$ on the ground plane.

In order to determine the resonant frequency values, simulations were performed by means of the IE3D™ software for 100 ARCMAs having different dimensions and various substrate dielectric constants which are tabulated in Table 1. The antennas operate over the frequency range 0.55–3.71 GHz corresponding to UHF band. In the simulations, the antennas were supposed to a probe feed with 50 Ω. For meshing process, cell/wavelength rate values were assumed as 40 in limit of 4 GHz. The built-in optimization module of the IE3D™ was utilized to determine the feed point that gives the best return loss value with the objective function $S_{11}$ (dB) < -10 for the resonant frequencies at TM$_{11}$ mode.

2.3. Training and test phases of the SVM model

The physical dimensions ($a_o, a_i,$ and $h$) and dielectric constant values ($\varepsilon_r$) of the simulated ARCMAs were given as inputs and their respective resonant frequency values of IE3D™ were given as output to the SVM model. For this model, 88 of ARCMAs are employed for training phase, while 12 of ARCMAs are used for test phase. The block diagram of SVM model is shown in Figure 2. The parameters of the SVM model used in this work are tabulated in Table 2. To evaluate the performances of the constructed model for both training and test, the following average percentage error (APE) equation is assigned:
As shown in Figure 3, resonant frequency values, which are computed by SVM, and results obtained from simulations are in a good harmony and APE was calculated as 0.952% for the training data.

To test the performances of the SVM model constructed here, 12 simulated ARCMAs whose electrical and psychical parameters listed in Table 3 are employed. The predicted resonant
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Table 2. The SVM parameters

| Parameters                      | Set type/value |
|--------------------------------|-----------------|
| Kernel function                | Gaussian        |
| Kernel function coefficient (σ)| 30              |
| Penalty weight (C)             | 100000          |
| Slack variables (ξ)            | 0.001           |
| Number of input                | 4               |
| Number of output               | 1               |

Figure 3. The comparative results of simulation and SVM for training phase.

Table 3. Physical and electrical parameters of 10 simulated ARCMAs for test process

| Antenna number | Patch dimensions (mm) | εr | h/λd |
|----------------|-----------------------|-----|------|
|                | αx | αy | h    |      |
| 1              | 15  | 4   | 2.5  | 9.8  | 0.045 |
| 2              | 15  | 6   | 1.57 | 2.33 | 0.027 |
| 3              | 15  | 10  | 3.175| 2.2  | 0.056 |
| 4              | 20  | 3   | 0.64 | 4.5  | 0.009 |
| 5              | 20  | 6   | 1.57 | 2.33 | 0.021 |
| 6              | 20  | 15  | 2.5  | 9.8  | 0.027 |
| 7              | 25  | 4   | 3.175| 2.2  | 0.035 |
| 8              | 25  | 12  | 1.57 | 2.33 | 0.015 |
| 9              | 30  | 10  | 0.64 | 4.5  | 0.005 |
| 10             | 30  | 20  | 3.175| 2.2  | 0.024 |
| 11             | 35  | 12  | 0.64 | 4.5  | 0.005 |
| 12             | 35  | 24  | 2.5  | 9.8  | 0.015 |
frequency results and corresponding percentage errors of the SVM model are tabulated in Table 4. For further comparison, the numerical results of several methods previously published in the literature (Bahl & Stuchly, 1992; Kumar & Dhubkarya, 2011; Pintzos & Pregla, 1978; Wu & Rosenbaum, 1973) are also listed in Table 4. It is apparent from Table 4 that all the SVM model give the remarkable results in comparison with those calculated by the methods presented in the literature (Bahl & Stuchly, 1992; Kumar & Dhubkarya, 2011; Pintzos & Pregla, 1978; Wu & Rosenbaum, 1973).

3. Numerical results and fabrication of ARCMA

To verify the validity of the proposed models, the resonant frequency results computed in this study were also compared with those of several suggestions reported elsewhere (Bahl & Stuchly, 1992; Kumar & Dhubkarya, 2011; Pintzos & Pregla, 1978; Wu & Rosenbaum, 1973) over several measurement data of ARCMAs published earlier in the literature (Bahl et al., 1980; Dahele & Lee, 1982; Dahele

Table 4. The resonant frequencies and APE values for test process

| Antenna number | Resonant frequencies (GHz) | Percentage errors (%) |
|----------------|---------------------------|----------------------|
|                | SVM                       |                      |
|                | Pintzos and Pregla (1978) |                      |
|                | Wu and Rosenbaum (1973)   |                      |
|                | Bahl and Stuchly (1992)   |                      |
|                | Kumar and Dhubkarya (2011)|                      |
| 1              | 1.734                     | 1.733                |
|                | 1.735                     | 1.814                |
|                | 1.813                     | 2.888                |
|                | 0.029                     | 0.058                |
|                | 4.614                     | 4.556                |
|                | 66.551                    |                      |
| 2              | 3.323                     | 3.285                |
|                | 3.265                     | 3.181                |
|                | 3.181                     | 3.749                |
|                | 1.149                     | 1.745                |
|                | 4.273                     | 4.273                |
|                | 12.820                    |                      |
| 3              | 3.563                     | 3.496                |
|                | 2.917                     | 2.843                |
|                | 2.844                     | 2.396                |
|                | 1.882                     | 18.131               |
|                | 20.208                    | 20.180               |
|                | 32.753                    |                      |
| 4              | 2.006                     | 2.023                |
|                | 1.995                     | 2.025                |
|                | 2.025                     | 5.234                |
|                | 0.825                     | 0.548                |
|                | 0.947                     | 0.947                |
|                | 160.917                   |                      |
| 5              | 2.594                     | 2.573                |
|                | 2.576                     | 2.534                |
|                | 2.535                     | 3.700                |
|                | 0.829                     | 0.694                |
|                | 2.313                     | 2.274                |
|                | 42.637                    |                      |
| 6              | 1.033                     | 1.030                |
|                | 1.041                     | 1.027                |
|                | 1.026                     | 0.804                |
|                | 0.339                     | 0.774                |
|                | 0.581                     | 0.678                |
|                | 22.168                    |                      |
| 7              | 2.255                     | 2.229                |
|                | 2.135                     | 2.354                |
|                | 2.355                     | 5.748                |
|                | 0.400                     | 5.447                |
|                | 4.252                     | 4.296                |
|                | 154.562                   |                      |
| 8              | 1.833                     | 1.830                |
|                | 1.832                     | 1.785                |
|                | 1.785                     | 1.854                |
|                | 0.179                     | 0.055                |
|                | 2.165                     | 2.610                |
|                | 1.146                     |                      |
| 9              | 1.189                     | 1.197                |
|                | 1.193                     | 1.160                |
|                | 1.159                     | 1.564                |
|                | 0.697                     | 0.336                |
|                | 2.439                     | 2.523                |
|                | 31.539                    |                      |
| 10             | 1.547                     | 1.616                |
|                | 1.420                     | 1.395                |
|                | 1.395                     | 1.175                |
|                | 4.461                     | 8.209                |
|                | 4.226                     | 9.825                |
|                | 9.825                     | 24.047               |
| 11             | 1.021                     | 1.016                |
|                | 0.960                     | 0.920                |
|                | 0.936                     | 0.901                |
|                | 0.490                     | 5.975                |
|                | 8.925                     | 8.325                |
|                | 11.753                    |                      |
| 12             | 0.582                     | 0.571                |
|                | 0.542                     | 0.689                |
|                | 0.495                     | 0.786                |
|                | 1.890                     | 6.873                |
|                | 18.385                    | 14.948               |
|                | 35.052                    |                      |
| APE            |                          |                      |
|                | 1.098                     | 4.070                |
|                | 6.696                     | 6.287                |
|                | 49.662                    |                      |

Table 5. Physical and electrical parameters of of ARCMAs published earlier in literature

| Patch dimensions (mm) | $\varepsilon_r$ | $h/\lambda_d$ |
|-----------------------|-----------------|---------------|
| Dahele, Lee, and Wong (1987) | 50 | 25 | 1.59 | 2.32 | 0.007 |
| Bahl et al. (1980) | 20 | 10 | 3.18 | 2.32 | 0.040 |
| Fan and Lee (1991) | 50 | 25 | 1.59 | 2.32 | 0.007 |
| Liu and Hu (1996b) | 14.2 | 7.1 | 0.355 | 2.65 | 0.006 |
| Kumar and Dhubkarya (2011) | 17.2 | 8.6 | 1.6 | 4.2 | 0.022 |
| Dahele and Lee (1982) | 70 | 35 | 1.59 | 2.32 | 0.005 |
| Lee et al. (1983) | 70 | 35 | 1.59 | 2.3 | 0.005 |
| Row (2004) | 30 | 10 | 0.8 | 4.4 | 0.007 |
| Shinde et al. (2010) | 35 | 17.5 | 1.53 | 4.3 | 0.010 |
| Shinde et al. (2010) | 17.5 | 8.75 | 1.53 | 4.3 | 0.021 |
| This study | 13 | 2 | 2.54 | 4.5 | 0.054 |
et al., 1987; Fan & Lee, 1991; Lee et al., 1983; Liu & Hu, 1996a; Kumar & Dhubkarya, 2011; Row, 2004; Shinde et al., 2010), and over an ARCMA fabricated with the material of Rogers™ TMM 4, as well. Table 5 shows physical and electrical parameters of ARCMAs published earlier in the literature (Bahl et al., 1980; Dahele & Lee, 1982; Dahele et al., 1987; Fan & Lee, 1991; Lee et al., 1983; Liu & Hu, 1996a; Kumar & Dhubkarya, 2011; Row, 2004; Shinde et al., 2010).

The computed resonant frequency values and corresponding APEs have been given in Table 6. The resonant frequency results simulated by using IE3D™ and HFSS™ are also given in Table 6 so as to confirm the simulations performed in this study. It is shown that our simulated results are well agreed with measured ones. It is clearly seen from Table 6 that our resonant frequency results are generally in very good agreement with the measured results as compared to those calculated by other suggestions (Bahl & Stuchly, 1992; Kumar & Dhubkarya, 2011; Pintzos & Pregla, 1978; Wu & Rosenbaum, 1973). Moreover, the proposed model here not only provides the better agreement but also allows us to compute the resonant frequency of ARCMA in a very simple manner without dealing with any other complicated functions and transformations.

The accuracy and validity of the proposed models were also tested on the measurement data of ARCMA, which was fabricated in this work. The simulated and measured return loss plots obtained by means of Agilent E5071B ENA Series RF network analyzer were illustrated in Figure 4. Notice that the measurement results may include some tolerances because of material production, geometry

| Authors                      | f<sub>measured</sub> (GHz) | f<sub>IE3D™</sub> | f<sub>HFSS™</sub> | f<sub>SVM</sub> | Calculated by                |
|------------------------------|----------------------------|-----------------|-----------------|---------------|----------------------------|
| Dahele, Lee, and Wong (1987) | 0.878                      | 0.880           | 0.880           | 0.888         | Pintzos and Pregla (1978)   |
| Bahl et al. (1980)           | 2.450                      | 2.500           | 2.410           | 2.539         | Wu and Rosenbaum (1973)     |
| Liu and Hu (1996b)           | 2.880                      | 2.880           | 2.890           | 2.878         | Bahl and Stuchly (1992)     |
| Kumar and Dhubkarya (2011)   | 1.989                      | 2.030           | 1.980           | 2.046         | Kumar and Dhubkarya (2011)   |
| Lee et al. (1983)            | 0.626                      | 0.630           | 0.620           | 0.617         |                            |
| Row (2004)                   | 1.243                      | 1.210           | 1.200           | 1.210         |                            |
| Shinde et al. (2010)         | 0.940                      | 0.950           | 0.940           | 0.947         |                            |
| Shinde et al. (2010)         | 1.960                      | 1.970           | 1.910           | 1.970         |                            |
| This study                   | 3.000                      | 3.030           | 2.970           | 3.050         |                            |
| APE (%)                      | 1.393                      | 1.940           | 5.530           | 6.150         |                            |

Table 6. The measured and calculated resonant frequencies for ARCMAs

Figure 4. The simulated and measured return loss plots.
etching, and feed connector misalignment in the fabrication process. The measured and computed resonant frequency results of the antenna are also given in Table 6, and it can be seen that the proposed model for resonant frequency of the ARCMA provides the best fit with the measurement.

Figure 5 shows the measured two-dimensional (2D) radiation patterns $E_\theta$ and $E_\phi$ fields for the fabricated ARMA at 3 GHz. It is seen that the radiation patterns have good performance and approach omnidirectional radiation characteristics. The measured gain and half-power beam width (HPBW) achieved are 6.545 dBi and 110.5°, respectively.

4. Conclusion
In this paper, an application of SVM model is successfully implemented for the prediction of accurate resonant frequency of ARCMAs. IE3D™ simulation software was used to define resonant frequency of 100 ARCMAs. SVM model, physically, and electrical parameters of 88 ARCMAs were utilized training data; 12 ARCMAs were utilized for the test. It was seen that computed results with SVM for training and test data are in a good agreement with the simulation results. This method achieves the more accurate results as compared with those of the methods proposed in the literature. Additionally for validation study of our model, ARCMA is fabricated and measurement result is found in good agreement with the SVM result. The SVM approach is simple and fast modeling which produces more accurate results for the resonant frequency of the ARCMAs with less computational time and least errors. The most important advantages of this model are accuracy and easy to implement for the engineering problems which include the high nonlinearity.
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