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Abstract: Software-defined networking (SDN) separates the control plane and the data plane, which provides network applications with global network topology and the flexibility to customize packet forwarding rules. SDN has a wide range of innovative applications in 5G, Internet of Things, and information center networks. However, the match-action programming model represented by OpenFlow/Protocol Oblivious Forwarding (POF) in SDN can only process limited types of data such as packets and metadata, making it hard to fulfill future network applications. In this paper, data type and data location are added in the matching fields and actions to make the match-action table (MAT) compatible with multiple types of data, hence improving the data plane’s programmability. Data type helps the MAT to perceive multiple types of data, allowing them to be processed by a single MAT. Data location allows MAT to be decoupled from data meaning, quickly locating specific data in the switch. Based on Intel’s Data Plane Development Kit (DPDK), we design and implement a pipeline that is compatible with multiple types of data processing. Protocol and data type oblivious match-action tables and atomic instructions are included in the pipeline. Experiments show that representing data with data type and data location makes the pipeline compatible with multiple types of data without sacrificing forwarding performance, fulfilling the needs of network applications to handle a variety of types of data while avoiding repeating hardware design.
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1. Introduction

Software-defined networking (SDN) has become the most popular network programmable solution in recent years [1]. SDN separates the control plane and data plane of the network with a southbound interface (such as OpenFlow [2]), and abstracts the data plane’s routing and forwarding with a match-action paradigm, which encourages network application development and innovation. For example, microsecond-level events can be processed via exact measurement of in-band network telemetry [3] in SDN, which cannot be captured by traditional network monitoring tools (such as ping, traceroute, etc.). Furthermore, SDN allows network operators to configure network equipment in real time through software programming. It has a diverse set of new applications in fields including the Internet of Things [4], edge computing [5], and information center networks [6].

Innovative network applications have confirmed the feasibility of SDN while also exposing its flaws. Innovative network applications have emerged with a variety of network state processing requirements, as indicated in Table 1. These requirements originate from the application’s desire to detect network status fast during packet processing and adapt packet forwarding behavior in real time to respond to network events. However, the match-action programming model offered by OpenFlow/POF, only supports limited types of data (packet fields and metadata), and thus it is hard to handle network states defined by the application. It is common for network applications to add new tables, instructions, or modules to the switch in order for it to process application data without
incurring additional delay owing to communication with the controller. For example, the Port Knocking method [7] adds an XFSM table to match the port transition state. The extended instruction in the stateful firewall [8] is used to change the flow’s forwarding strategy based on the TCP connection state. To identify connection congestion, the load balancing system CONGA [9] employs an enhanced DRE module.

Table 1. Applications that need network status handling on the data plane.

| Application                        | Requirement                                                                 | Ref.  | Date |
|------------------------------------|-----------------------------------------------------------------------------|-------|------|
| Urban mobility tracking            | Copy the status information of the mobile terminal in the 5G network        | [10]  | 2021 |
| Bandwidth isolation                | Collect physical network information (e.g., total and remaining link capacity)| [11]  | 2021 |
| Network monitoring                 | Collect statistics (e.g., number of packets per flow entry)                | [12,13]| 2021 |
| Flow size counter                  | Report to the controller after the completion of collecting the size of flow in data plane | [14]  | 2020 |
| Distributed Denial of Service (DDoS) detection | Switches count the features of the background traffic to detect potential attacks | [15,16]| 2020 |
| Load balancing                     | Switches share network traffic with multiple links                         | [9,17-20]| 2020 |
| Heavy-hitter detection             | Save a counter for every flow                                              | [21]  | 2019 |
| Stateful firewalls                 | Switch filters unsolicited inbound TCP connections without any outboard flow | [8,22]| 2019 |
| Link failover                      | Switches save backup path and monitor link’s status                        | [23,24]| 2018 |
| Domain Name System (DNS) detection | Assign a counter to keep track of all the resolved IP addresses for clients | [25]  | 2017 |
| Synchronize Sequence Numbers (SYN) flood detection | Switches maintain a counter for every flow to detect SYN-Flood | [25]  | 2017 |
| Network Address Transform (NAT)     | Track the status of each flow in the NAT switch                             | [26]  | 2017 |

However, there will be many network applications running on the switch at the same time. On the one hand, the expansion for specific application data will result in switch functional redundancy. For example, because the application cannot reuse the subtraction instruction that applies just to the TTL field [27], it must add a new subtraction instruction to handle custom data, resulting in duplicate functionality. Likewise, because the MAT cannot be reused, the application creates a new table to record network status. On the other hand, expanding for specific application data raises the switch’s expansion cost. To handle new forms of data, the switch must not only include instructions for processing these data, but also instructions for interacting between the new and original types of data (such as, packet fields, metadata, etc.). Switches frequently expand instructions for various applications, resulting not only in expensive hardware design costs but also increased application testing and deployment time.

To improve the data plane’s programming abilities, we need to avoid the problem of functional redundancy and costly growth caused by the switch enabling new forms of data. This article suggests using data type and data location to describe data in the switch in order to achieve compatible data processing with a unified MAT. The data type differentiates various sorts of data, allowing the MAT to be decoupled from specific types...
of data. Because of the data location, the matching field and instructions are unaware of
the data meaning, decoupling the matching and instruction functions from the specific
protocol. After the MAT has been detached from the data type and meaning, data loading
and storage may be split into distinct modules. Such a data representation approach is
straightforward, and it may rapidly accommodate additional types of data by extending
the data loading and storage module. Multiple data interactions can be satisfied by combining
data kinds in instruction parameters, thus there is no need to create instructions to interact
with new data.

Based on Intel’s DPDK [28] architecture, this article designs and implements a pipeline
that represents data using data types and data locations. The pipeline is compatible with a
variety of data types by using a uniform match-action table and instructions with atomic
functions. Experiments demonstrate that utilizing data type and data location to describe
data can be compatible with different types of data processing without compromising
forwarding performance and can easily accommodate new types of data.

The reset of the paper is organized as follows. Section 2 introduces the data plane’s
match-action programming model. In Section 3, we go through the architecture and
algorithms of data plane-compatible multi-type data processing. Section 4 evaluates the
performance of our implementation, and Section 5 reviews the related work. Finally, we
conclude the paper with brief future work.

2. Match-Action Model

The network’s fast growth is aided by a succession of targeted abstract models. TCP,
for example, offers an abstract model of connection queues between terminals. IP provides
a simple packet abstract model for data transmission between terminals. SDN separates the
control plane and the data plane via open interfaces (such as OpenFlow [2]) and employs
the match-action model to take an important step in the abstraction of network functions. It
dismantles the traditional network’s inflexible structure, which has forwarding and control
interwoven in a closed, vertical black box.

The match-action model requires the packet to be matched with the table (MAT)
and then processed with the action (or instruction) given by the table’s entry. The entry
describes the matching value, processing actions, and statistics for the matched packet. As
illustrated in Figure 1, the switch’s pipeline is made up of match-action tables that instruct
the pipeline on how to handle the flow. Based on the match-action paradigm, programmers
can use software programming to set the packet forwarding rules. Operators can test
and deliver network services in less time, promoting network application development
and innovation.

![Figure 1. The pipeline uses match-action tables to process the flow.](image)

Early match-action model implementations (such as OpenFlow) were basic, and the
switch could only match packets with more than a dozen header fields (such as MAC
address, IP address, TCP/UDP port number, and so on). New protocols (such as the NVGRE, VXLAN, and STT protocols hoped for by data center operators) may only be introduced by extending fields in the new version of OpenFlow.

POF [29] presented a more adaptable implementation of the match-action model. POF locates the packet header field using offset and length, and generic instructions such as field inserting, removing, and modifying are used to substitute instructions that require semantics, such as pushing MPLS labels in OpenFlow, to be explained. POF eliminates the requirement for the switch to understand the protocol format, since it can accommodate any protocol packet. However, offset and length can only represent packet fields. Other types of data (such as Metadata and flow state) cannot be matched and must be handled using specific instructions (e.g., SET FLOW METADATA in POF). This restricts the data plane’s programming ability. Extending instructions for certain types of data, on the other hand, will result in the aforementioned concerns of functional redundancy and expansion costs.

On the data plane, in order to match additional types of data besides packets, Open-State [7] introduced state tables and XFSM tables, FAST [30] provided state machine filter tables, state tables, state transition tables, and action tables, SDPA [25] added state tables, state transition tables, and action tables, and FlowBlaze [31] added flow context tables and EFSM tables. These expansions result in several types of tables on the data plane, complicating the southbound interface and making network application development and network management more complicated.

On the data plane, different match-action model implementations can be seen. Despite the fact that the network programming language P4 [32] may shield heterogeneous bottom devices via the compiler (Figure 2). The data plane capabilities supplied by different match-action model implementations varies, which has a direct impact on the network programming language’s capabilities. The switch’s capability provides the foundation for enabling network programming languages. The upper-level compiler and programming language are powerless if the switch at the bottom layer does not enable recording and processing application-defined data [33]. Furthermore, the P4 compiler is capable of effectively shielding the heterogeneity of data plane devices, so new devices may be added without fear of incompatibility. However, tables and instructions dedicated to certain types of data not only cause functional redundancy and expensive expansion costs, but they also increase the complexity of the southbound interface, which is inconvenient for network management. Faced with the demands of new network applications for the processing of custom network states, match-action models should be more flexible and compatible with different types of data processing.

![Figure 2. P4 is a network programming language.](image-url)
3. Data Type and Data Location

We propose using data type and data location to represent data in the switch, allowing the switch to handle various types of data with a uniform match-action table, enhancing the data plane’s programmability. In particular, data in the switch is described as type, offset, and length, where type denotes the data type, which can be packet fields, metadata, or flow states. Offset and length describe the data’s placement; offset is the data’s offset relative to the starting position, and length is the data’s length. Because various types of data are obviously stored in different locations in the switch, type also denotes the starting position of this type of data in the switch.

A matching field or an instruction parameter can be indicated by type, offset, and length. As a result, the switch no longer needs to comprehend the meaning of the data (for example, whether the data are the TTL field or the MPLS identifier). The data loading and storage can then be handled by a separate module. The Load and Store module is used by the match-action table to load or store data, as shown in Figure 3. To load the field, we first obtain the base address of this type of data in the switch, then add the relative offset to the base address to obtain the absolute position, and then use the absolute position and length to obtain the data. Similarly, data are written back to the absolute location specified by the base address corresponding to the type plus the offset when it is stored.

![Figure 3. The Load and Store module is used to load and save data in the Match-action table.](image)

Using type, offset, and length to describe data has the following advantages. For starters, the match-action table can now handle a variety of data types and is no longer confined to packet processing. New forms of data can also participate in matching and be processed by existing instructions. Second, it is flexible. By expanding the data loading
and storage module, the match-action table may easily accommodate new types of data. This expansion does not need hardware modification, as application-defined data are usually stored in RAM. It just requires associating the type with the beginning point of the corresponding type of data; no further hardware connection is required. Third, it naturally enables the interchange of diverse types of data. Figure 4 shows how the SET FIELD instruction may be used to make assignments between any two types of data or the same type of data by specifying the types of various parameters. As a result, instruction functions are no longer restricted to certain types of data. Instructions can concentrate on atomic functions such as assignment, comparison, and arithmetic operations. These fine-grained instructions can be used to integrate complicated functions in network applications.

Figure 4. Changing the types of instruction parameters to enable data interoperability across several data types.

It is worth mentioning that utilizing type, offset, and length to describe data may increase packet forwarding latency since load data takes more time to acquire the data’s base address. Multiple data may be loaded during packet processing. The time it takes to obtain these base addresses adds to the packet forwarding delay.

To that aim, we offer a data location conversion and interaction mechanism between the application and the switch. To prevent the increased time incurred by getting the base address during packet forwarding, the data location is computed in advance. The key point is that the application must declare the data type in advance and then request space from the switch to record the corresponding data. When adding the match-action table and entry, the switch will record the base address corresponding to the data type and compute the physical address. The method works as follows (Figure 5), (1) the switch reports to the controller the data space that can be used to record application-defined data, (2) the application definition types apply for the required space in the switch, and (3) the switch allocates space and maintains a type-base address table to record the base address corresponding to the type.

Figure 5. Converting type and offset to data locations while adding the match-action table and entry.
When the switch inserts the match-action table and entry, it completes the conversion of the relative data location \{type, offset, length\} to the absolute position \{type, address, length\}, where the data location address is equal to the type plus offset base address. The aforementioned switch-related activities are completed in the southbound interface agent.

Algorithm 1 describes how to load and store data using type, offset, and length. It is worth noting that the packet header and metadata cannot be known until the switch obtains the packet, and the flow state’s base address can’t be identified until the packet matches the entry. As a result, before beginning the packet processing procedure, the pipeline collects the base address of the packet header, metadata, and flow state (line 1–3). If data are to be loaded (line 4–14). Then, for packet fields, metadata, and flow state data, we simply add the offset to the previously determined base address (line 5–10). Because the location has already been transformed for other types of data (application specified), the second parameter offset has been converted to the data’s absolute address (line 12). It should be noted that the base address of the packet and metadata cannot be obtained prior to packet arrival. Similarly, the flow state base address cannot be retrieved until the entry is successfully installed. As a result, these base addresses cannot be translated when adding the table or entry and must be obtained after the packet has been received.

The data can be accessed using the absolute address and data length (line 13). When storing data, (line 16~23), do the same thing as when loading data: first identify the location to save the data in, and then save the data in that address (line 24).

**Algorithm 1. Loading and storing data using \{type, offset, length\} in pipeline**

| Step | Description |
|------|-------------|
| 1. | \(p_{add} = \) base address of the packet header |
| 2. | \(m_{add} = \) base address of the packet metadata |
| 3. | \(f_{add} = \) base address of the flow state |
| 4. | function load (type, offset, length): |
| 5. | if type is packet header: |
| 6. | \(data_{add} = p_{add} + \) offset |
| 7. | else if type is metadata: |
| 8. | \(data_{add} = m_{add} + \) offset |
| 9. | else if type is \(f_{add}\): |
| 10. | \(data_{add} = f_{add} + \) offset |
| 11. | else |
| 12. | \(data_{add} = \) offset |
| 13. | get the data using \(data_{add}\) and length |
| 14. | return data |
| 15. | function store (type, offset, length, result): |
| 16. | if type is packet header: |
| 17. | \(data_{add} = p_{add} + \) offset |
| 18. | else if type is metadata: |
| 19. | \(data_{add} = m_{add} + \) offset |
| 20. | else if type is \(f_{add}\): |
| 21. | \(data_{add} = f_{add} + \) offset |
| 22. | else |
| 23. | \(data_{add} = \) offset |
| 24. | store result in \(data_{add}\) |

The data type and data location assist the match-action table in dealing with multiple types of data. The method of calculating the data location in advance avoids the increased forwarding latency of calculating the data location in packet forwarding and removes the performance difference that may occur while processing different types of data. We improve the ability of match-action models using the approaches described above, as demonstrated in Table 2. POF and P4 address the problem of OpenFlow’s restricted matching fields and provide protocol-independent matching. Additionally, we allow the processing of
different types of data in a single match-action table on the basis of protocol-independent matching, which improves the match-action model’s capacity to accommodate innovative network applications.

Table 2. Matching action model implementations.

| Implementation | Match Ability | Action Ability |
|----------------|---------------|----------------|
| OpenFlow       | Specific protocol field | Instructions and protocol tightly coupled |
| POF, P4 switch | All protocol fields | Instructions support processing limited types of data (packet field, metadata, register) |
| Our method     | All protocol fields and various types of network states | Instruction compatible multi-types of data processing |

4. Implementation and Evaluation

4.1. Implementation

We developed a pipeline based on Intel’s DPDK framework to focus on proving the approach of utilizing data type and data location to represent data described in this article, as illustrated in Figure 6. The pipeline sends and receives packets using the librte_ethdev library provided by DPDK, and the match-action table function is implemented using the librte_table library. The Execute instructions module in pipeline is in charge of executing instructions to process packets and application data. The pipeline’s Load and Store module is in charge of loading and storing data indicated by [type, offset, length]. The pipeline’s southbound agent extends the POF southbound interface by: (1) extending the data format to [type, offset, length]; (2) adding the Type-Base address table to record the mapping from data type to base address; and (3) adding the FEATURE_REPORT message for the switch to report available space to the controller. This message describes the available space in the switch that can be utilized to store application data.

Figure 6. Pipeline design based on the DPDK framework that allows multi-type data processing.

The pipeline contains three areas for recording application-defined data: (1) Metadata, which follows the packet and delivers information between flow tables. Metadata is realized by using the DPDK packet structure Mbuf’s 128-bytes headroom. (2) Flow state, which keeps track of the flow status. The flow state of 32 bytes is part of the entry structure. Applications can use instructions to read or write the flow state. (3) Global space, which all flows can access. There is a 1 M bytes global space in the pipeline.

The pipeline enables apps to record their own data. As seen in Figure 7, the application can request global space in the switch to record application data and assign a custom type
to these data. In the pipeline, we used 1 byte to represent the data type, therefore up to 256 data kinds may be recognized. We kept the first five kinds, which are NULL, immediate data, packet field, metadata, and flow state, and the remaining 251 types provide enough room for unique data types for applications.

![Figure 7](image)

**Figure 7.** The global space is used to record application-defined types of data.

As illustrated in Table 3, the pipeline supports atomic function instructions for packet and application data processing. (1) Field editing instructions are used for field operations such as modifying, inserting, removing, computing checksums, adding, subtracting, multiplying, dividing, shifting left, shifting right, and, or, xor, and not. (2) Forwarding instructions are used for packet forwarding, including flow table jumps, port forwarding, and floods. (3) Entry instructions are used to perform entry operations such as modifying an entry, adding a new entry to the flow table, and removing an entry. (4) Branch instructions, such as unconditional jump and comparison jump, are used to construct branch logic.

| Category     | Instructions                                      |
|--------------|---------------------------------------------------|
| Field editing| `set_field`, `insert_field`, `del_field`, `calculate_checksum`, `add`, `sub`, `srl`, `sll`, `and`, `or`, `xor`, `nor`, `not` |
| Forwarding   | `goto_table`, `output`, `flood`                   |
| Branch       | `jump`, `compare`                                 |
| Entry        | `add_entry`, `del_entry`, `set_entry`              |

**Table 3.** Instruction set in the pipeline.

4.2. Evaluation

Three tests were carried out: the effect of data types on forwarding performance, the performance of data loading and storage modules, and the overhead of data location conversion. Table 4 shows the experimental platform that was utilized to run the pipeline and POX controller in the experiment. Spirent Testcenter is used in the experiment to create test packets.

| Central Processing Unit (CPU) | Intel Xeon CPU E7–4809 v4 @2.10 GHz |
|-------------------------------|-------------------------------------|
| Caches                        | 32 k L1i and L1d, 256 KB L2, 20 MB L3 |
| Memory                        | 128 G DDR3 @ 1333 MHz, 4-channels   |
| Network Interface Controller (NIC) | Intel XL710, PCI Express 3.0/x8, 4*10 Gb |
|                               | Intel I350, PCI Express 3.0/x8, 4*1 Gb |
| DPKD                          | v19.11                              |

**Table 4.** System under test data sheet.

4.2.1. The Impact of Data Type on Forwarding Performance

This experiment investigates the effect of data type on forwarding performance via packet forwarding latency. Figure 8 depicts the flow table utilized in the experiment.
Entries in the flow table alter the destination IPv4 address of the packet using various types of data (immediate data, packet fields, metadata, flow status, application data). The impact of data type on forwarding performance is seen by observing the forwarding delay of packets with varied destination IPv4 addresses.

| Packet In | Index | Match: IPv4.Dest | Action |
|-----------|-------|------------------|--------|
| IPv4.Dest  | 1     | 10.0.0.1         | SET_FIELD (IPv4.dst, 11.0.0.1), Output (0) |
|           | 2     | 10.0.0.2         | SET_FIELD (IPv4.dst, IPv4.src), Output (0) |
|           | 3     | 10.0.0.3         | SET_FIELD (IPv4.dst, metadata), Output (0) |
|           | 4     | 10.0.0.4         | SET_FIELD (IPv4.dst, flow state), Output (0) |
|           | 5     | 10.0.0.5         | SET_FIELD (IPv4.dst, global state), Output (0) |

**Figure 8.** Flow table used in experiment 1.

**Figure 9.** The impact of different types of data processing on packet forwarding latency.

We suspect that the cause is that the time required to load the data is too short to exceed the instrument’s precision. Therefore, we modified the entry instructions to repeat the procedure of changing the destination IPv4 address 10 times. The forwarding latency of packets matching various entries differs after adjustment. Figure 9 shows that the packet forwarding latency for entries 2, 3, 4, and 5 is greater than that of the first entry. The reason for this is that these instructions need the loading of additional data, whereas the immediate data can be used instantly. According to the results in Figure 9, the time it takes to load 32 bits of data is about 3 ns. The packet forwarding latency is the same while loading different types of data (packet fields, metadata, flow state, global state). Because the procedure of loading different types of data is the same, the only difference is the addresses utilized.

In summary, in this paper, we suggested using data type and data location, which is type, offset, length, to represent data within the switch; it can accommodate many types of data without lowering forwarding performance, and it guarantees that the data type has no effect on forwarding performance.
4.2.2. The Performance of Loading and Storing Data

Experiment 1 shows that the time required to load different types of data is the same. This experiment investigates the time required to load/store data of varying lengths. Six different data lengths were evaluated in the experiment. The test data length consists of three types of byte aligned: 16 bits, 32 bits, and 64 bits, as well as three types of byte un-aligned: 7 bits, 21 bits, and 43 bits. Table 5 displays the experimental results. When the lengths are comparable, loading or storing byte-aligned data takes less time than byte-unaligned data. This is due to the fact that loading or saving byte-unaligned data requires additional bit shift operations, which lengthens processing time. To prevent the processing delay caused by non-aligned data, it is suggested that the application utilize aligned data to record the network status.

Table 5. Performance of loading and storing data of different lengths.

| Length (bit) | LOAD (ns) | STORE (ns) |
|-------------|-----------|------------|
| 7           | 3.4       | 5.82       |
| 16          | 2.2       | 1.92       |
| 21          | 3.99      | 7.85       |
| 32          | 2.62      | 2.25       |
| 43          | 5.52      | 9.3        |
| 64          | 2.85      | 2.91       |

4.2.3. The Performance Impact of Separate Data Loading and Storage Modules

The goal of this experiment is to see how isolating the data load and store operations from the instructions affects forwarding performance. The experiment contrasted two data loading methods: (1) utilizing the pipeline mentioned in this chapter to load and store data independently, and (2) using the OVS (OVS-DPDK v2.8.5 [34]), which has a tightly linked data type and instruction function. In the experiment, both methods performed the same operation of subtracting 1 from TTL and computing the packet’s checksum. The flow table used in the pipeline and OVS has the same information. We measure packet forwarding delay to see if the independent data loading and storage function resulted in a significant performance difference between the pipeline and the presently popular software switch OVS.

Figure 10 depicts the experimental results. As can be observed, there is not much of a difference between the two methods in terms of packet forwarding latency. This demonstrates that the pipeline presented in this article has equivalent performance to the commonly used software switch OVS. As a result, separate data loading and storage modules have little effect on performance while allowing instruction functions to be atomized. Give innovative network applications a flexible way to actualize the space of complicated network operations by combining instructions.

Figure 10. TTL modification and checksum computation are implemented via pipeline and OVS, respectively, with independent data loading and data loading linked with instructions. The difference in performance between the two data loading methods is reflected in packet forwarding latency.
Table 6 shows the CPU clock cycles spent by processing each instruction in the pipeline on the experimental platform. Two results of the instruction processing 64-bit immediate data and field are shown in the table. Knowing the performance allows the program to estimate how much time the instructions take. These instructions can assist network applications in responding rapidly to network events in the switch when they detect changes in network status, avoiding the delay caused by controller involvement.

Table 6. Instruction performance compatible with multiple data types.

| Action     | Field Type | Cycles | Action | Filed Type | Cycles | Action     | Filed Type | Cycles |
|------------|------------|--------|--------|------------|--------|------------|------------|--------|
| set_field  | f, imm     | 7      | sll    | f, f       | 18     | nor        | f, f       | 16     |
| set_field  | f, f       | 13     | srl    | f, imm     | 12     | calculate_checksum | f, f       | 67     |
| add_field  | f, imm     | 5      | srl    | f, f       | 18     | not        | f, imm_64 | 10     |
| add_field  | f, f       | 11     | and    | f, imm     | 10     | not        | f, f       | 16     |
| del_field  | f          | 14     | and    | f, f       | 16     | compare    | f, f       | 10     |
| add        | f, imm     | 10     | or     | f, imm     | 10     | compare    | f, f       | 16     |
| add        | f, f       | 16     | xor    | f, imm     | 10     | set_entry  | f, f       | 76,410 |
| sub        | f, imm     | 10     | xor    | f, f       | 16     | del_entry  | f, f       | 45,830 |
| sll        | f, imm     | 12     | nor    | f, imm     | 10     |            |            |        |

1. f is a field, imm is an immediate data; both have a length of 64 bits.

It can be seen that loading a 64-bit field consumes 6 CPU clocks when comparing the overhead of the instruction processing immediate data and the field. According to the CPU frequency (2.1 Hz) calculation utilized by the experimental platform, loading 64 bits of data takes 2.85 ns, which is quite similar to the time (3 ns) achieved in experiment 1. Despite the fact that the two experimental procedures were different, similar findings were obtained.

4.2.4. The Performance Impact of Data Location Conversion

This experiment examines the pipeline overhead for data location conversion in the southbound agent. In the experiment, the application initially requested 1 K global space from the pipeline through the controller, and then utilized the controller to deliver the FLOW MOD message to the pipeline on a continual basis. The FLOW_MOD message comprises 16 type, offset, and length data that must be converted to convert the data location. Experiments measure the speed with which FLOW_MOD messages are processed when the southbound agent converts or does not convert the data location.

Table 7 displays the results. The number of FLOW_MOD messages handled by the southbound interface agent is the same in both situations. The reason for this is because the southbound interface (POF) utilizes fixed-length FLOW_MOD messages (1448 bytes), and the speed of processing FLOW_MOD messages is primarily restricted by the speed of network transmission of FLOW_MOD messages (the experiment uses a 1 Gbits I3500 network card to connect the switch and the controller). The conversion of the data location is done automatically when the FLOW_MOD message is processed to validate the format, thus it does not take much extra time.

Table 7. The impact of the conversion data location on the FLOW_MOD message loading speed.

| Transfer the Data Location | Number of FLOW_MOD Processed/s |
|---------------------------|--------------------------------|
| YES                       | 8624                           |
| NO                        | 8624                           |
We also evaluated how long it takes to transform the data location. Converting the data location consists of two steps: (1) searching the hash table for the base address corresponding to the data type, and (2) using the base address plus the offset to determine the absolute address of the data. In our testing platform, completing these two processes takes 460 CPU clock cycles of roughly 230 ns. In the above experiment, 16 data locations in a FLOW MOD message should be transformed, and the total estimated time overhead is 3.68 us, which is insignificant when compared to the 0.115 ms required to transfer a FLOW MOD message.

In summary, data location conversion between the application and the switch transfers the process of getting the base address when forwarding packets to the table or the entry loading with very little time overhead. It avoids the issue of increased packet forwarding latency caused by locating the base address during packet forwarding.

5. Related Work

As the first data plane programming solution, OpenFlow [27] only has six instructions and 11 operations. It has minimal packet-processing capability. OpenFlow actions like copying TTL inwards and decreasing TTL are not universal and cannot be reused to process network state.

POF [29] represents packet fields with offset and length. The P4 switch [35] has a parser for matching custom protocol fields in the match-action table. The data plane can now allow arbitrary protocol matching thanks to POF and P4. However, with the exception of the packet field in the match-action table, none of them enable matching other forms of data. POF uses specific instructions to process the metadata and flow state. As a result, supporting new types of data necessitates expanded instructions, resulting in duplicated instruction functions and costly expansion costs. In the early P4 v1.1.0 language specification [36], only 19 instructions for packet processing (packet forwarding, dropping, header insert, deletion, and so on) were provided, and the language has limited capacity to process different types of data besides packets and metadata. The most recent P4 v1.2.0 [37] mostly defines the grammatical functions that P4 switches must offer, but does not describe how the switches implement these functions.

OpenState [7], FAST [30], and SDPA [25] offer additional tables to improve the data plane’s ability to process network state. However, it is challenging to extend one type of table to record and update network states in the data plane [38]. To that end, OpenState provides a state table and an XFSM table. FAST introduces a state machine filter table, a state table, a state transition table, and an action table. SDPA defines three types of table: state tables, state transition tables, and action tables. FlowBlaze [31] has both a flow context table and an EFSM table. Such expansion meets specific demands but falls short of a complete examination of many types of data processing. Furthermore, introducing new types of tables necessitates expanding the southbound interface and upgrading the switch and controller protocol stacks. Furthermore, the presence of many distinct types of tables on the data plane complicates the southbound interface and makes network management more complex.

6. Conclusions

In this paper, we propose a method for adopting data type and data location to represent data in the SDN data plane, allowing the switch to handle different types of data with an unified match-action table, thereby improving data plane programmability. This data representation approach allows data loading and storage to be decoupled from data matching and instruction execution. The matching field and instruction function are no longer dependent on data type or data meaning after decoupling. The match-action table can be reused by network applications to handle user-defined data. The data plane not only supports the original type of data processing, but it can also easily support new types of data by expanding the data loading and storage module. Instructions can naturally
allow interoperability between different types of data by mixing the data types controlled by instructions.

Obtaining the data absolute address based on the data type in packet forwarding may increase forwarding latency. We proposed an application-to-switch data location conversion interaction method that stores the base addresses of various sorts of data beforehand. By calculating the required data address when switch adding the table or the entry, we solved the problem that getting the data address may increase the forwarding latency.

We built a pipeline that represents data with the data type and data location using Intel’s DPDK framework. The pipeline’s match-action table is independent of the matching protocol or data type. The pipeline also supports atomic instructions such as arithmetic operations, branch comparison, packet forwarding, and entry operation. The effect of data type (immediate data, packet field, metadata, flow state, global state) and data location conversion interaction on pipeline performance is investigated. The experimental findings demonstrate that the data type utilized to process the packet has no effect on packet forwarding latency. Furthermore, we transform the data location with very little time cost (3.68 us), avoiding the loss of forwarding performance caused by computing the data address in packet forwarding.

Future work will entail implementing the proposed data representation method on programmable hardware (such as an FPGA) and expanding the P4 language to express the match-action table compatible with multi-type data using the data representation approach described in this paper.
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