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Abstract A geometric formulation of Wilson’s exact renormalisation group is presented based on a gauge invariant ultraviolet regularisation scheme without the introduction of a background field. This allows for a manifestly background independent approach to quantum gravity and gauge theories in the continuum. The regularisation is a geometric variant of Slavnov’s scheme consisting of a modified action, which suppresses high momentum modes, supplemented by Pauli–Villars determinants in the path integral measure. An exact renormalisation group flow equation for the Wilsonian effective action is derived by requiring that the path integral is invariant under a change in the cutoff scale while preserving quasi-locality. The renormalisation group flow is defined directly on the space of gauge invariant actions without the need to fix the gauge. We show that the one-loop beta function in Yang–Mills and the one-loop divergencies of General Relativity can be calculated without fixing the gauge. As a first non-perturbative application we find the form of the Yang–Mills beta function within a simple truncation of the Wilsonian effective action.

1 Introduction

Wilson’s exact renormalisation group (ERG) \cite{1,2} can be used to investigate the non-perturbative structure quantum field theories. The main idea is to solve an ERG flow equation for a scale dependent action where the microscopic action provides the initial condition. As the effective scale is decreased the effects of integrating out high momentum fluctuations are encoded into the renormalised couplings. At the end point of the flow all fluctuations are integrated into the effective action allowing one to extract observables.

Among the many applications of the ERG (see \cite{3–6} for reviews) are investigations into the phase structure of QCD \cite{7–13} and studies of asymptotic safety in quantum gravity \cite{14–41}. For these applications the gauge invariance of the theories must be incorporated into the ERG formalism. Typically ERG studies are based on the effective average action approach \cite{42–44}. For gauge theories a non-dynamical background field can be introduced \cite{45,46} to help control gauge
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invariance via the background field method. The effective average action is then a gauge invariant functional of the background and dynamical field where gauge transformations act on both fields. Thus gauge invariance is gained at the price of an explicit background dependence.

If we take gravity for example, the effective average action depends on a background metric $g_{\mu\nu}$ and the dynamical metric $\bar{g}_{\mu\nu}$. As a consequence one has to keep track of all invariants which can be formed from the two metrics when solving the ERG equation for the effective action. The dependence on the background field is governed by a split Ward identity [4,48,49] which provides an extra constraint on solutions to the ERG flow equation. It is the Ward identity which ensures that observables are independent of the background field and invariant under physical gauge transformations which act on the dynamical fields alone. Thus, although seemingly paradoxical, background independence of observables is ensured by a non-trivial background dependence of the effective average action. Various works have made use of the split Ward identities with applications in quantum gravity [50–57], gauge theories [58] and scalar theories [59,60]. However, within the background dependent approach to gauge theories and gravity, it remains a challenge to remove the dependence on the background field completely.

Clearly it would be advantageous if we could formulate the ERG in a manner which does not introduce a separate background field and preserves gauge invariance. On the practical side removing the dependence on the background field reduces the number of independent couplings. For example, if we consider terms which can be formed of two metrics without any spacetime derivatives there are already an infinite number of coupling constants [33]. On the other hand if we have an action which is only a functional of the dynamical metric the only non-derivative coupling is the cosmological constant. Therefore there is a massive reduction in the number of couplings with an entire function $V(g, \bar{g})$ collapsing to a single term

$$\sqrt{\text{det } g} \ V(g_{\mu\nu}, \bar{g}_{\mu\nu}) \rightarrow \lambda \sqrt{\text{det } g}, \quad (1.1)$$

with just a single free parameter $\lambda$, the cosmological constant. Conceptually there is also the advantage that manifest background independence would bring the continuum approach closer to discrete background independent approaches to quantum gravity such as causal dynamical triangulations [61], Euclidean lattice theories [62,63] and tensor models [64].

It therefore seems reasonable to ask whether one can avoid the dependence on the background field entirely by carrying out the renormalisation process in a manner which manifestly preserves gauge invariance. Indeed, it is perfectly possible to regularise theories in a gauge invariant manner [65,66]. Manifestly gauge invariant formulations of the ERG which exploit this fact were first introduced in [67] for pure $U(1)$ gauge theories. This was generalised to $SU(N)$ Yang–Mills theories [68,69], QCD [70] and QED [71], while more recently these methods have been applied classical gravity [72] and to gauge theories in curved spacetime [73]. These formulation give the flow of the Wilsonian effective action as the ultra-violet (UV) cutoff scale is decreased and differ substantially for the flow of the effective average action which exploits an infrared (IR) regulator. Their advantage is that they are defined without gauge fixing and background fields are never introduced. However the form of the gauge invariant regularisation scheme [74,75] which has been used so far utilises a spontaneously broken supersymmetric theory. This introduces a set of regularising fields with interactions dictated by the supersymmetry in order to provide a necessary Pauli–Villars regulator. As a result the Wilsonian effective action has to depend on auxiliary dynamical fields in addition to the dynamical fields of the original theory.

One can then ask whether it is possible to have a gauge invariant flow equation for an effective action which depends only on the original set dynamical fields without introducing any additional fields, be they dynamical or non-dynamical. Again, this would seem to be a possible since the gauge invariant Pauli–Villars regularisation [65,66,76] that is needed to regularise the path integral can be expressed simply as determinants of certain operators without ever introducing additional fields. Such a regularisation can be formulated in a geometric fashion by understanding the determinants as defining a regularised volume element on the orbit space of a gauge theory [77].

In this work we will combine a geometric regularisation scheme with a similarly geometric version of the ERG which incorporate a non-trivial measure. In this manner we never have to introduce a background field or any additional auxiliary fields. This approach will allow us to derive a flow equation for a Wilsonian effective action for gauge theories and for gravity which is manifestly background independent. Since we will work in a gauge invariant setting we will not need to fix the gauge and therefore there will be no dependence on the gauge fixing parameters. Furthermore we will adopt a field covariant formalism that is reparameterisation invariant with the Wilsonian action transforming as a scalar. The flow equation will therefore be of the same form whether we pick the fields to be metric $g_{\mu\nu}$, the inverse metric $g^{\mu\nu}$ or some rank two density such as $\sqrt{g} g_{\mu\nu}$. As a result we will not be afflicted with the gauge or parameterisation dependencies which are encountered in the effective average action approach [78–83].

---

1 See [47] for an alternative proposal to the usual background field approach.
The remainder of the paper is organised as follows. In Sect. 2 we construct the UV regularised path integral which will underlie the flow equation. In Sect. 2.1 we give a geometric discussion of gauge invariance and discuss various notions of locality for n-point functions. Then, in Sect. 2.2, we derive the general form of the gauge invariant path integral. Along with the action $S[\phi]$ the path integral is parameterised by a choice of metrics $G$ and $H$ on the configuration space $\Phi$ and the gauge orbit $G$ respectively. In Sect. 2.3 we introduce the main ingredients which we will assemble to construct the action and measure of the path integral. These include an action $\mathcal{I}$, ultra-local metrics on $\Phi$ and $G$ and differential operators which will appear in the a gauge invariant cutoffs. The explicit form of the regularisation is given in Sect. 2.4 where we detail the form of the regularising terms in the action and the regularised path integral measure. Section 2 ends with a brief discussion and summary of the regularisation scheme.

In Sect. 3 we turn to the construction of the background independent flow equation beginning by stating the general criteria for such an equation. In Sect. 3.1 we present the generalised structure of flow equations incorporating the measure. These flow equations are parameterised by the choice of two ERG kernels which specify the renormalisation scheme. A specific form of the ERG kernels which generates the gauge invariant regularisation is given in Sect. 3.2. We then demonstrate, in Sect. 3.3, that the functional trace appearing in the flow equation is cutoff in the UV.

Section 4 demonstrates how standard one-loop results can be reproduced from the flow equation. In Sect. 4.1 we find the form of the on-shell one-loop effective action without specifying the scheme. The result is shown to agree with an expression derived directly from the gauge fixed path integral. We then compute the one-loop renormalisation of the on-shell effective action in our scheme in Sect. 4.2 showing that the logarithmic terms are universal. The one-loop beta function in Yang–Mills theory and the logarithmic divergencies of general relativity are reproduced.

In Sect. 5 we compute the non-perturbative running of the Yang–Mills gauge coupling in a simple truncation of the effective action. The form of the beta function is discussed and related to the breaking of scale invariance due to the measure in Sect. 5.1. We compare this calculation to the background field approximation of the effective average action in Sect. 5.2.

Our conclusions are presented in Sect. 6.

In “Appendix A” we collect some identities which hold when the equations of motion hold for a gauge theory. In “Appendix B” we solve the classical flow up to terms which are quadratic in the equations of motion. “Appendix C” consider the gauge fixed path integral; in “Appendix C1” we prove the gauge independence of the path integral while in “Appendix C2” we show that our flow equation can be derived from the gauge fixed path integral.

2 Geometric regularisation

In this section we will construct a regularised path integral where we have in mind regularising a theory with a classical action $\mathcal{I}$ which is second order in spacetime derivatives. The action will then be supplemented by terms which regularise the theory at the momentum scale $\Lambda$ and vanish for $\Lambda \to \infty$ when the cutoff is removed. We will adopt the geometric approach to gauge theories [84–86] by considering the space of all field configurations $\Phi$ as an infinite dimensional manifold. The fields $\phi$ can then be thought of as coordinates on $\Phi$. For gauge theories and gravity $\Phi$ has the structure of a fibre bundle where the fibres are the gauge orbits $G$. Physics takes place on the quotient space $\Phi/G$ where each point is associated to an equivalence class of field configurations under gauge transformations. Explicitly we will be concerned with pure gravity and Yang–Mills theories. For gravity the fields are components of spacetime metric and the gauge transformations are diffeomorphisms whereas for Yang–Mills the fields are the gauge fields and the gauge transformations are local $SU(N)$ transformations. We will use the geometric approach to construct the path integral over $\Phi/G$ in a manifestly gauge invariant manner without having to fix the gauge and thus we will never introduce any gauge breaking terms into the theory. Additionally using the geometric approach we can maintain field covariance such that we are free to choose the field variables i.e. the coordinates on $\Phi$. Here we will work exclusively with bosonic fields although a generalisation that includes fermionic fields is straightforward. We will also assume that spacetime has no boundaries such that we can freely integrate by parts and drop the boundary terms.

2.1 Properties of n-point functions

Two important properties which we want to preserve are gauge invariance and quasi-locality. Here we will introduce our notation and explain how we can preserve gauge invariance by introducing gauge covariant tensors $T$ on $\Phi$ which correspond to gauge covariant n-point functions on spacetime. We will then explain the notations of locality, ultralocality and quasi-locality. The purpose of this section is to review these properties and to give general identities satisfied by n-point functions which will appear in the paper and can be used in applications of the formalism.

2.1.1 Gauge invariance

In this paper we denote the fields by $\phi^a$ where latin indices from the start of the alphabet are DeWitt indices which include the spacetime coordinates $x$ as well as the discrete field indices. Thus for pure gravity when the field is taken to be the metric $\phi^a = g_{\mu\nu}(x)$ the DeWitt index $a$ includes
the symmetric pair of lower Lorentz indices $\mu \nu$ (greek letters from the middle of the alphabet) and the continuous spacetime coordinate $x$. However we are also free to use other coordinates on $\Phi$ transforming all $n$-point functions as tensors on $\Phi$. For example $\phi^a$ could also be chosen to a fluctuation $h_{\mu \nu}(x) = g_{\mu \nu}(x) - \bar{g}_{\mu \nu}(x)$ around some background or its Fourier transform $\bar{h}_{\mu \nu}(p)$ in momentum space. We will denote an infinitesimal gauge parameter by $e^a$ with greek letters from the start of the alphabet understood as an additional set of DeWitt indices. In the case of gravity, where $\epsilon^a = \epsilon^\mu(x)$ are vectors on spacetime, $\alpha$ includes an upper Lorentz index $\mu$ and the spacetime coordinate $x$.

Let us now review the essential properties. The theory will be invariant under an infinitesimal gauge transformation

$$\phi^a \rightarrow \phi^a + K^a_\alpha [\phi] e^\alpha \quad (2.1)$$

where $K^a_\alpha [\phi]$ are the generators of gauge transformation which are a set of vectors on $\Phi$. As usual a repeated DeWitt index implies a sum over the discrete indices and an integral over spacetime. The invariance of an action $S[\phi]$ is expressed by

$$S_{,\alpha} [\phi] K^a_\alpha [\phi] = 0 \quad (2.2)$$

where a comma followed by a latin DeWitt index denotes a functional derivative with respect to $\phi^a$. If we take the explicit example of gravity the transformation (2.1) takes the form

$$g_{\mu \nu}(x) \rightarrow g_{\mu \nu}(x) + e^\mu(x) \partial_\mu g_{\nu \alpha}(x) + g_{\mu \rho} e_\rho(x) + g_{\nu \rho} e_\rho(x) \quad (2.3)$$

such that explicitly

$$K^a_\alpha = \delta(x,y) \frac{\partial}{\partial x^\alpha} g_{\mu \nu}(x) + g_{\mu \rho} \frac{\partial}{\partial x^\rho} \delta(x,y) + g_{\nu \rho} \frac{\partial}{\partial x^\rho} \delta(x,y) \quad (2.4)$$

More generally we assume that the gauge algebra closes off-shell such that the Lie bracket of two generators is given by

$$[\bar{K}_\alpha, \bar{K}_\beta] = f^{\gamma}_{\alpha \beta} \bar{K}_\gamma \quad (2.5)$$

which can be expressed in component form as $L_{\bar{K}_a} K^b_\beta \equiv K^b_\mu K^\mu_\beta - K^\mu_\beta K^\mu_\beta = f^{\gamma}_{\alpha \beta} \bar{K}_\gamma$. Here $f^a\beta\gamma$ are the structure constants with $f^{a}_{\beta\gamma,a} = 0$. The property (2.5) holds in particular for $SU(N)$ gauge theories and for gravity which are the cases of interest in this paper. For both gravity and $SU(N)$ theories $K^a_\alpha$ is a first order differential operator. Additionally for certain choices of the fields variables $\phi^a$ one has

$$K^a_\alpha [\phi] \equiv k^a_{ab} \phi^b + k_\alpha^a \quad (2.6)$$

with $k^a_{ab,c} = 0 = k^a_{a,b}$. Although this property does not hold for all choices of parameterisations $\phi^a$.

Since physics takes place on $\Phi/G$ we will work with tensors $T^{a_1 a_2 \ldots b_1 b_2 \ldots}[\phi]$ on $\Phi$ which transform covariantly under gauge transformations. In particular by forming a scalar on $\Phi$ from such covariant tensors we can construct gauge invariants such as terms in the action $S[\phi]$. The gauge covariance of a tensor (density) on $\Phi$ can be expressed as

$$L_{\bar{K}_a} T^{a_1 \ldots a_n b_1 \ldots b_m}[\phi] = 0 \quad (2.7)$$

where $L_{\bar{K}_a}$ denotes the Lie derivative with respect to the generators $K^a_\alpha$ which we view as vectors on $\Phi$. In addition to covariant tensors, which carry only Latin $\alpha$-indices, we will work with tensors on $\Phi$ which carry Greek $\gamma$-indices as well (e.g. $K^a_\gamma$). The gauge covariance of these tensors implies the more general identity

$$L_{\bar{K}_a} T^{a_1 \ldots a_n b_1 \ldots b_m}[\phi] - T^{a_1 \ldots a_n b_1 \ldots b_m}[\phi] f^{a_1 \gamma b_1 \ldots b_m}[\phi] f^{a_2 \gamma b_1 \ldots b_m}[\phi] \cdots + T^{a_1 \ldots a_n b_1 \ldots b_m}[\phi] f^{a_1 \gamma b_1 \ldots b_m}[\phi] f^{a_2 \gamma b_1 \ldots b_m}[\phi] \cdots = 0 \quad (2.8)$$

which can be understood as the most general form of a Ward identity for a given covariant tensor $T[\phi]$ on $\Phi$ which also carries gauge orbit indices and generalises expressions which can be found in the literature such as the covariance of a DeWitt metric $\gamma_{\alpha \beta}$ on $\Phi$ which satisfies $L_{\bar{K}_a} \gamma_{\alpha \beta} = 0$ (see e.g. [85]). It is easy to see that $K^a_\gamma$ is covariant as a consequence of (2.5) and that the covariance of $f^{a \gamma b}$ implies the Jacobi identity. One can show that the vertices of a gauge invariant action $S_{\gamma 1 \ldots \gamma n}$ are covariant provided that (2.6) holds for the fields.

To avoid expressions involving delta functions it is useful to express $n$-point functions, such as $K^a_\alpha$, by introducing test functions $\delta \phi^a$, $\delta J_a$, to contract indices free Latin indices, and test functions $\delta \xi^a$ and $\delta J_a$, to contract free Greek indices. When the $n$-point function has multiple indices of the same type one can label distinct test fields e.g. $T_{a b} \delta \phi^a_1 \delta \phi^b_2$ (although if the tensor is symmetric in two or more indices this is unnecessary for those indices). The tensor is then expressed as a functional $T[\phi, \delta \phi^a, \delta J_a, \delta \xi^a, \delta \bar{J}_\alpha]$ of the fields $\phi$ and the test fields. e.g.

$$K[\phi, \delta J_a, \delta \xi^a] = \delta J_a K^a_\alpha [\phi] \delta \xi^\alpha \quad (2.9)$$

Then the functional is invariant under a transformation (2.1) provided the test fields transform as

$$\delta \phi^a \rightarrow \delta \phi^a + \delta K^a_\alpha [\phi] \delta \phi^\alpha \quad (2.10)$$

$$\delta J_a \rightarrow \delta J_a - \delta K^a_\alpha [\phi] \delta J_\alpha \quad (2.11)$$

$$\delta \xi^a \rightarrow \delta \xi^a + f^{a \gamma b} \delta J_\gamma \delta \xi^b \quad (2.12)$$

$$\delta \bar{J}_\alpha \rightarrow \delta \bar{J}_\alpha - f^{b \gamma a} \delta \bar{J}_\gamma \delta \bar{J}_\beta \quad (2.13)$$

To understand the origin of the transformation of $\delta \xi^a$ given by (2.12) consider a perturbation of the field which is purely gauge

$$\delta \phi^a = K^a_\alpha \delta \xi^\alpha \quad (2.14)$$
then on one hand the transformation of $\delta \phi$ implies

$$\delta \phi^a \rightarrow \delta \phi^a + K_a^\delta \phi = \gamma_a^\delta \phi \epsilon^a$$

(2.15)

while on the hand the transform of $K_a^\delta \phi$ gives

$$\delta \phi^a \rightarrow \delta \phi^a + K_a^\delta \phi = \gamma_a^\delta \phi \epsilon^a + K_a^\delta \phi \epsilon^b \epsilon^c$$

(2.16)

but these to expressions agree by the definition of the structure constants (2.5). A dictionary between DeWitt notation and explicit notation for Yang–Mills and gravity is given in Table 1.

2.1.2 Locality

Viewing $n$-point functions as functionals of the fields $\phi$ and a set of $n$ test fields $T[\phi, \delta \phi_1, \delta J_1, \delta \xi_1, \delta \eta_1]$ one can generalise notions of locality for local action functionals (i.e. 0-point functions) to arbitrary $n$-point functions. Locality is the property that we can express the functional $T[\phi, \delta \phi_1, \delta J_1, \delta \xi_1, \delta \eta_1]$ as a spacetime integral over a function of the fields and their derivatives such that

$$T = \int d^d x \ T(\phi(x), \delta \phi(x), \ldots, \delta \phi_1, \delta \phi_2, \ldots; \delta J_1, \delta \xi_1, \delta J_2, \delta \xi_2, \ldots)$$

Note that it follows that by taking functional derivatives of a local functionals we obtain local functionals. Ultra-locality is the special case where $T$ is only a function of the fields with no derivatives acting on the any of the fields. Quasi-locality corresponds to a case where $T$ is non-local but where we can expand $T$ in a derivative expansion

$$T = \int d^d x \sum_{m=0}^{\infty} T_m(\phi(x), \delta \phi(x), \ldots, \delta \phi_1, \delta \phi_2, \ldots; \delta J_1, \delta \xi_1, \delta J_2, \delta \xi_2, \ldots)$$

(2.18)

where each term $T_m$ in the expansion involves $m$ derivatives.

The importance of quasi-locality is that it ensures that there are no IR divergences since in momentum space quasi-locality states that $n$-point functions have an analytic expansion around vanishing momentum. In this work we will insist that all $n$-point functions which enter the regularisation and the flow equation are quasi-local in order to be sure not to encounter any IR singularities.

2.2 Gauge invariant measure

Since we will regularise the theory and derive the flow equation from a regularised expression for the gauge invariant measure without fixing the gauge it is important to understand what structure needs to be present in the path integral measure to ensure gauge invariance. Since we must integrate over $\Phi$ but divide out the gauge volume it is evident that the path integral depends on volume elements on $\Phi$ and $\mathcal{G}$ which we can express in terms of metrics on these spaces. Building on previous work [84,87] here we want to emphasise the generality of the form of the path integral measure by only assuming the gauge covariance of the metrics.

The regularised functional integral will take the form

$$Z = \int_{\Phi/\mathcal{G}} d\{\phi\} \tilde{M}[\{\phi\}] e^{-S[\{\phi\}]}$$

(2.19)

where the integral is over the space of orbits $\Phi/\mathcal{G}$ with $\{\phi\}$ denoting equivalence classes of field configurations under gauge transformations and $M[\{\phi\}]$ denotes a volume element on $\Phi/\mathcal{G}$. To give a definite meaning to the measure [84,87] we introduce a metric $G_{\alpha\beta}[\phi]$ on $\Phi$ as well as a metric $H_{\alpha\beta}[\phi]$ which we use to define a Haar measure on $\mathcal{G}$. The measure $d\{\phi\} M[\{\phi\}]$ on $\Phi/\mathcal{G}$ is then defined by integrating over $\Phi$ with the measure $d\phi \sqrt{\det G[\phi]}$ while extracting an integral over the gauge group such that

$$d\phi \sqrt{\det G[\phi]} = d\{\phi\} \tilde{M}[\{\phi\}] d\xi \sqrt{\det H[\phi]}.$$  

(2.20)

With this definition of $\tilde{M}[\{\phi\}]$ the path integral can be written as

$$Z = N \int_{\Phi} d\phi \frac{\sqrt{\det G[\phi]}}{\sqrt{\det H[\phi]}} e^{-S[\phi]}.$$  

(2.21)

where $N = 1/\int_{\mathcal{G}} d\xi$. We will use (2.21) as a formal definition of the path-integral to discuss the UV regularisation and derive the flow equation without ever fixing the gauge. Unlike in other works [84,87] we will not have to decompose the field $\phi$ into transverse and longitudinal parts (i.e. perform the change of variables $\phi \rightarrow \{\phi, \xi\}$) and thus can choose to always work with the gauge potentials $A_\mu$ or the metric $g_{\mu\nu}$.

Although we will not need to fix the gauge in this work let us demonstrate that the path integral (2.21) is equal to the BRST invariant path integral obtained when we perform the Fadeev–Popov trick. In particular let us check that the definition of the measure (2.20) leads to BRST invariant measure after gauge fixing. To do so we consider a surface in $\Phi$ defined by

$$\chi^a[\phi] = \omega^a.$$  

(2.22)

Then we write a one in the form

$$1 = \int_{\mathcal{G}} d\xi \delta (\chi[\phi] - \omega) \det Q[\phi]$$

(2.23)

where $Q^a[\phi] = \chi^a[\phi] K^a_\mu[\phi]$ and $\phi_\xi$ denotes the transformed field. Inserting the 1 into (2.19) and using (2.20) yields

$$Z = \int_{\Phi} d\phi \frac{\sqrt{\det G[\phi]}}{\sqrt{\det H[\phi]}} e^{-S[\phi]} \delta (\chi[\phi] - \omega) \det Q[\phi]$$

(2.24)

We can then integrate over $\omega$ with a Gaussian weight $e^{-\frac{1}{2} \omega^2 \tilde{Q}}$ for some $\tilde{Q}$ which should be independent of $\phi$ and have...
Table 1 DeWitt notation is summarised with several examples. In the first column we give the DeWitt notation with the corresponding object expressed in standard notation for Yang–Mills and Gravity appearing in the same row. Here $\nabla$ denotes the covariant derivative with the $A_\mu$ being the connection for Yang–Mills and the Levi-Cevita connection for gravity. We note that for gravity the components of the dual basis to $\delta g_{\mu\nu}(x)$ are tensor densities $\delta J^{\mu\nu}(x)$ of weight one as indicated by the tilde.

| DeWitt | Yang–Mills | Gravity |
|--------|------------|---------|
| $\phi^a$ | $A_\mu^a(x)$ | $g_{\mu\nu}(x)$ |
| $\delta \xi^a$ | $\delta \alpha(x)$ | $\delta \nu^{\mu}(x)$ |
| $S_\alpha$ | $\frac{\delta S_\alpha}{\delta \phi^a(x)}$ | $\frac{\delta S_\alpha}{\delta \phi^a(x)}$ |
| $K^a_\mu \delta \xi^a$ | $\nabla_\mu \delta \omega^{\alpha}(x)$ | $\nabla_\mu \delta v_\nu(x) + \nabla_\nu \delta v_\mu(x)$ |
| $K^a_\mu \delta J^\alpha_\mu$ | $\nabla_\mu \delta J^{\alpha_\mu}(x)$ | $2\nabla_\mu \delta J^{\nu_\mu}(x)$ |
| $f^a_{\beta\gamma} \delta \xi^\beta_1 \delta \xi^\gamma_2$ | $f_{\beta\gamma} \delta \omega^{\alpha_\gamma}(x) \delta \omega^{\beta_1}(x)$ | $C_{\delta\nu\eta}(x)$ |

non-vanishing eigenvalues. Introducing the usual ghost fields we can then write

$$
Z = \int d\phi \sqrt{\det G[\phi]} \int dC_{gh} \frac{1}{\sqrt{\det H[\phi]}} \int d\tilde{C}_{gh} \\
\times \int dB_{gh} e^{-S[\phi] - S_{\text{BRST}}[\phi, C_{gh}, \tilde{C}_{gh}, B_{gh}]} \tag{2.25}
$$

where we introduce the BRST invariant action

$$
S_{\text{BRST}}[\phi, C_{gh}, \tilde{C}_{gh}, B_{gh}] = \frac{1}{2} B_{gh}^{\alpha} Y_{\alpha} B_{gh}^{\beta} + i B_{gh}^{\alpha} Y_{\alpha} \chi^\beta \\
+ C_{gh}^{\alpha} Y_{\alpha} Q^\beta \gamma C_{gh}^{\gamma} \tag{2.26}
$$

where BRST transformation is given by

$$
\delta_{\theta} \phi^a = K^a_\mu C_{gh}^{\alpha} \theta^\mu \tag{2.27}
$$

$$
\delta_{\theta} C_{gh}^{\alpha} = \frac{1}{2} C_{gh}^{\beta} J^{\alpha}_{\beta\gamma} C_{gh}^{\gamma} \theta \tag{2.28}
$$

$$
\delta_{\theta} \tilde{C}_{gh}^{\alpha} = i B_{gh}^{\alpha} \theta \tag{2.29}
$$

$$
\delta_{\theta} B^a = 0 \tag{2.30}
$$

with $\theta$ an anti-commuting parameter and the dependence of $S_{\text{BRST}}[\phi, C_{gh}, \tilde{C}_{gh}, B_{gh}]$ on $\tilde{Y}$ ensures that functional integral is independent of $\tilde{Y}$. Then we observe that the measure is also BRST invariant with the factor $(\det H[\phi])^{-1/2}$ providing the right volume element to keep the $C_{gh}$-integral BRST invariant. We note that this generalises the choice of BRST invariant measures considered in [88]. A proof of gauge independence is given in “Appendix C1”.

2.3 Basic ingredients

Now we will introduce ‘basic ingredients’ which will be assembled to construct the regularisation of the theory and the corresponding flow equation. These will consist of an action $I$, an ultra-local metric on $\phi$, denoted $\gamma_{ab}$, an ultra-local metric on $G$, denoted $\eta_{ab}$, and the generators $K^a_\alpha$ which we have introduced previously. All other $n$-point functions which will be introduced will be ‘descendants’ of these basic ingredients obtained by taking functional derivatives and contracting DeWitt indices. We will assume that the action functional $I$ is second order in derivatives such that it includes a canonical kinetic term for the theory. For gravity the action is given by the Einstein-Hilbert action

$$
I[\phi] = - \frac{1}{16\pi G_N} \int d^Dx \sqrt{g} (R - 2\Lambda) \tag{2.31}
$$

where $\sqrt{g} \equiv \sqrt{\det g}$, $G_N$ is Newton’s coupling, which appears in the coefficient of the Einstein-Hilbert term in $S$, and we have also allowed for a non-zero cosmological constant $\Lambda$, which is optional. For $SU(N)$ Yang–Mills the action is given by

$$
I[\phi] = \frac{1}{4g^2} \int d^Dx F_{\mu\nu} F^{\mu\nu} \tag{2.32}
$$

where $g$ is the gauge coupling. Generally $I$ will be proportional to a coupling $Z(\Lambda)$ which plays the role of the wavefunction renormalisation. For the Einstein-Hilbert action $Z(\Lambda) = 1/(32\pi G_N)$ while for a gauge theory $Z(\Lambda) = 1/g^2$. We define the anomalous dimension as

$$
\eta(\Lambda) \equiv -Z(\Lambda)^{-1} \Lambda \partial_{\Lambda} Z(\Lambda) \tag{2.33}
$$

We also introduce an ultra-local metric $\gamma_{ab}$ which should have dimensionless line element $\delta \phi^a \gamma_{ab} \delta \phi^b$. For Einstein gravity we take the ultra-local metric to be given by the DeWitt metric

$$
\gamma_{ab} \delta \phi^a \delta \phi^b = \frac{\Lambda^2}{32\pi G_N} \int d^Dx \sqrt{g} \left( g^{\mu\nu} g_{\nu\rho} \right. \left. g_{\mu\sigma} \right) \delta g_{\mu\nu} \delta g_{\rho\sigma} \tag{2.34}
$$

where $\Lambda$ is the DeWitt parameter which we shall fix here to be

$$
a = 1 \tag{2.35}
$$

although other choices may be possible. Similarly we introduce an ultra-local metric $\eta_{ab}$ on $G$ which should have a dimensionless line element $\delta \xi_\alpha \eta_{ab} \delta \xi^b$. For Einstein gravity
we take this metric to be given by the line element
\[ \eta_{ab} \delta \xi^a \delta \xi^b = \frac{\Lambda^4}{16 \pi G_N} \int d^D x \sqrt{g} g_{\mu \nu} \delta \mu \delta \nu \cdot \] (2.36)

For the case of $SU(N)$ theory the metrics are given by
\[ \gamma_{ab} \delta \phi^a \delta \phi^b = \frac{\Lambda^2}{g} \int d^D x \sqrt{g} g_{\mu \nu} \delta \mu \delta \nu \cdot \] (2.37)
and
\[ \eta_{ab} \delta \xi^a \delta \xi^b = \frac{\Lambda^4}{16 \pi G_N} \int d^D x \sqrt{g} g_{\mu \nu} \delta \mu \delta \nu \cdot \] (2.38)

where $\delta_{ij}$ is the Cartan-Killing metric which is simply a Kronecker-delta in the case of $SU(N)$ Yang–Mills.

Note that the powers of $\Lambda$ appearing in $\gamma_{ab}$ and $\eta_{ab}$ ensure that the line-elements are dimensionless. Generally for two derivative actions such as Yang–Mills and Einstein-Gravity we have that $\gamma_{ab} \propto \Lambda^2 Z(\Lambda)$ and $\eta \propto \Lambda^4 Z(\Lambda)$ which implies that
\[ \Delta \partial_{\Lambda} \gamma_{ab} = (2 - \eta) \gamma_{ab} \cdot \] (2.39)
The inverse metrics of $\gamma_{ab}$ and $\eta_{ab}$ will be denoted by $\gamma^{ab}$ and $\eta^{ab}$ respectively where we will use $\gamma$ and $\eta$ to raise and lower indices e.g.
\[ X_{ab} \equiv X^{ac} Y_{cb}, \quad Y_{ab} = Y^{\alpha \beta} \eta_{\alpha \beta} \cdot \] (2.40)

The metric $\gamma_{ab}$ allows us to define a covariant derivative $\nabla_a$ with the Levi-Civita connection constructed from $\gamma_{ab}$ such that $\nabla_a \gamma_{bc} = 0$. We will also use $\delta$ in the subscript (in place of $\partial$) to denote a covariant functional derivative and the notation $S^{(n)}$ to denote the $n$th covariant functional derivative of a functional. For the DeWitt metric (2.34) the corresponding Levi-Civita connection is given by
\[ \Gamma_{ab} \delta \phi^a \delta \phi^b = \int d^D x \left( - \delta_{\phi} \delta_{\phi} \phi^a \phi^b + \frac{1}{2} \delta_{\phi} \phi^a \phi^b \delta_{\phi} \phi^b \right) \] (2.41)

while for Yang–Mills the connection is flat.

Let’s note that the mass dimension of each of the basic ingredients and their derivatives follows from their tensor structure: the dimension $[T]$ of a tensor $T$ is given by $[T] = (# of upper latin indices - # of lower latin indices) [\phi] + (# of upper greek indices - # of lower greek indices) [\xi]$. It follows that two point functions obtained from the basic objects $I$, $\gamma$, $n$ and the gauge generators $K_a^I$ with one raised index and one lower index of the same type, e.g. $X_{ab}$ and $Y_{ab}$, will be dimensionless.

A two point function of this type is the dimensionless second order differential operator given by
\[ \Delta_{ab} \equiv \gamma^{ac} I_{cb} + K_a^I \eta^{ab} K_b^I \cdot \] (2.42)

where due to the second term $\Delta_{ab}$ is invertible. For gravity the operator $\Delta$ is given by
\[ \delta J_a \Delta_{abc} \delta \phi^b = \int \int d^D x \frac{\delta f}{\Lambda^2} \left( - \nabla^2 \delta \phi^b \right) - R \frac{1}{2(D - 2)} \delta_{\phi} \phi^b \phi^b + \frac{1}{2} R \phi^b \phi^b + \frac{1}{D - 2} R \phi^b \phi^b \right) \delta \phi^b \cdot \] (2.43)

For gravity $\nabla = \nabla_{\phi}$ is the covariant derivative with the Levi-Civita connection for $g$ while for Yang–Mills $\nabla = \nabla_{\gamma}$ denotes the gauge covariant derivative where $A_\mu$ is the connection. The eigenvalues $p^2 / \Lambda^2$ of $\Delta_{ab}$ can then be thought of as momenta in units of $\Lambda^2$.

Given $\gamma_{ab}$ there is also a natural operator $\Delta_{ab}$ formed by the projection of $\gamma_{ab}$ onto $\mathcal{G}$
\[ \Delta_{ab} \equiv K_a^I \gamma_{ab} K_b^I \cdot \] (2.44)

and for gravity
\[ \Delta_{ab} \delta \xi^a \delta \xi^b = \frac{\Lambda^2}{16 \pi G_N} \int d^D x \sqrt{\det \gamma} \delta \mu \delta \nu \left( g_{\mu \nu} \nabla^2 - R_{\mu \nu} \right) \delta \phi^b \cdot \] (2.45)

By raising one index with $\eta^{\alpha \gamma}$ we can then form a dimensionless operator $(\Delta_{\mathcal{G}})_{\alpha \beta} \equiv \eta^{\alpha \gamma} \Delta_{\mathcal{G}}^{\gamma \beta}$ whose eigenvalues $p^2 / \Lambda^2$ we can think of as defining the ghost momenta in units of $\Lambda^2$. For gravity we have
\[ (\Delta_{\mathcal{G}})_{\mu \nu} = - \Lambda^{-2} \left( \nabla^2 \delta_{\mu \nu} + R_{\mu \nu} \right) \cdot \] (2.46)
and for Yang–Mills we have
\[ (\Delta_{\mathcal{G}})^{ij} = - \Lambda^{-2} \nabla^2 \delta \phi^i \cdot \] (2.47)

We can define the operator
\[ (\Delta_{\mathcal{G}})^{ab} \equiv \gamma^{ac} I_{cb} \cdot \] (2.48)
which is transverse when $I_{ab} = 0$ and hence cannot be inverted. It is also useful to define projection operators
\[ \Pi^{ab} = \delta_{ab} - \Xi_{ab}, \quad \Xi_{ab} = K_a^I \Phi^{ab} K_{b}^I \gamma_{cb} \cdot \] (2.49)
where $\Phi^{ab}$ is the Greens function
\[ \Delta^{\mathcal{G}} \gamma^{\alpha \beta} = \delta_{ab} \cdot \] (2.50)
and where $\delta_{ab}$ and $\delta_{ab}$ are the identities. Due to the presence of the non-local operator $\Phi^{ab}$ one should generally avoid regularisation schemes which depend on the projection operators.
since this would be a source of potential IR singularities. However inserting $\delta^a_b = \Pi^b_c + \Sigma^b_c$ into equations is useful calculation method which can be exploited. In “Appendix A” we derive several useful identities which apply when the field equations
\[
\mathcal{E}_a \equiv I_a = 0 , \quad (2.51)
\]
are satisfied.

2.4 Regularisation

Let us now turn to the choice of regularisation using the basic ingredients which we specified in the previous section. The idea is to use $I, \eta, \gamma$ and $K$ to construct the metrics $G$ and $H$ in addition to a UV regulator term $S_{UV}$ in the action $S$. Our regularisation is informed by previous consistent regularisations of Yang–Mills [76,77] however the details of the construction given here which also provides a regularisation for gravity is new. Here we also give a more concise and non-perturbative reasoning for the geometric interpretation of the regularisation without any reference to a choice of gauge. The fact that we can regularise the functional integral without fixing the gauge is consistent with the observation made in [76] where the regularisation was constructed using a background field gauge and then shown to provide a regularisation of the theory in any other gauge.

First we recall that one can improve the UV behaviour of a gauge theory by adding terms, i.e. the UV regulator $S_{UV}$, to the action which should vanish in the limit $\Lambda \to \infty$ when the cutoff is removed. These terms will involve higher order covariant derivatives suppressed by $\Lambda^{-1}$ ensuring that the propagator of the theory (in the transverse space) falls to zero for high momentum [89,90]. One can choose $S_{UV}$ such that no extra poles are introduced into the propagators if one allows the terms to be quasi-local (i.e. involving an infinite number of derivatives) [91,92]. Provided the propagator decreases quickly enough the theory will only have divergences at one-loop and in multi-loop diagrams that contain the divergent one-loop diagrams as sub-diagrams. Such a theory is super-renormalisable only requiring counter terms at one-loop. To make the theory finite the path integral measure must also be modified in such a way as to regularise also the one-loop diagrams. This can be achieved by including gauge invariant determinants of Pauli–Villars (PV) operators in the measure [65] which reduce to the identity for low momenta or when $\Lambda \to \infty$. Here we shall include these operators in the measure by choosing $G$ and $H$ to be products of PV operators. When $\Lambda \to \infty$ we will demand that $G \to \gamma$ and $H \to \eta$ and $S_{UV} \to 0$.

Ignoring gauge invariance momentarily, a naive choice is to set
\[
G_{ab} = \gamma_{ab} + S_{\text{UV}}^{ab} \quad (2.52)
\]
since $S_{\text{UV}}^{ab}$ diverges strongly in the high momentum limit $G_{ab} \sim S_{ab}$. The functional trace $\text{Tr} \log (G^{-1} S^{(2)})$ is then finite provided the high momentum limit is reached fast enough. The term $\gamma_{ab} \propto \Lambda^2$ in (2.52) is then seen to be a Pauli–Villars mass matrix. However, the vertices of the PV operators, obtained by taking derivatives of (2.52) will diverge for high momentum at the same rate as the two point function $S_{ab}$ and this introduces further unregulated ‘overlapping’ divergences. Thus for the choice (2.52) we will generically have new divergent diagrams which come from expanding $\sqrt{\det G}$. For example, consider a diagram with a single physical loop and external PV lines, if the vertices diverge at the same rate as the inverse propagator these diagrams will be divergent.

The introduction of overlapping divergences is avoided if the propagators for the physical fields decrease sufficiently faster than the vertices of Pauli–Villars fields diverge [66]. Thus instead of including only one Pauli–Villars operator in $G$ we should choose $G$ such that it factors into operators which are less divergent. Specifically, instead of (2.52), we will take $G$ to be the square of such Pauli–Villars operators
\[
G_{ab} = (C^{-1})^{a c} \gamma_{c d} (C^{-1})^{d b} \quad (2.53)
\]
then to regularise the one-loop diagrams we must have that $C^{-2} S^{(2)} \rightarrow 1$ at high momentum. In this way the rate at which the vertices of $C^{-1}$ diverge is halved and no new divergent diagrams will be introduced by the measure. Consistent regularisation schemes which avoid the overlapping divergences in this manner can then be constructed [76,77]. Below we will specify the form of our regularisation based on the choice (2.53). Note that since $S^{(2)}$ diverges in the high momentum limit $C$ will behaves as a UV cut-off vanishing at high momentum.

For a gauge theory we actually require that $C$ must regulate the transverse fluctuations meaning that for high momentum
\[
\Pi^{a d}_a G_{d c} \Pi^{a c}_b \sim S_{ab} . \quad (2.54)
\]

Although $S_{ab}$ is not transverse (i.e. it does not commute with $\Pi$) it will be transverse for high momentum since the projection onto longitudinal modes $S_{ab} K_b^b = -S_{ab} K_a^{b a}$ is a first order differential operator and thus only diverges with one power of momentum. While (2.54) is a restriction on the transverse projection of $G$ being the PV regulator for the physical fluctuations there remains longitudinal projection of $G$ which must also be regulated. This is achieved by demanding that
\[
K^a_a G_{ab} K_b^b \sim H_{a b} , \quad (2.55)
\]
which takes into account the Jacobian when encountered when factoring out the gauge volume from the functional measure. Thus we can think of $H$ as providing the PV regulator for the ghosts. To satisfy these requirements we choose
\[ H_{ab} = B^\gamma \, a_b^\nu \, B^\nu \, \beta \]  
(2.56)

where

\[ (C^{-1})^a_b \, B^\beta_a \sim K^a_b \, K^\beta_a \]  
(2.57)

ensures that the longitudinal part of \( \det C \) is regulated by \( \det B \). Then to satisfy (2.55) we require that for high momentum

\[ b_{ab} \sim \Delta^\parallel_{ab} = K^a_a \gamma_{ab} K^\beta_b. \]  
(2.58)

For low momentum we can require that \( C, B \) and \( b \) go to the identity such that in the continuum limit \( \Lambda \to \infty \) we have \( G = \gamma \) and \( H = \eta \).

Let us now introduce the action

\[ A = I + \frac{1}{2} I_a X^{ab} I_b \]  
(2.59)

where \( X^{ab}(z) = (X(\Delta))^{ab} \) is a function of \( \Delta \). It is convenient to parameterise the choice of \( X(z) \) in terms of a cutoff function \( c(z) \) where

\[ X(z) = \frac{1 - c(z)}{\zeta c(z)}. \]  
(2.60)

and the cutoff has the limits \( c(0) = 1 \) and \( c(\infty) = 0 \) and assume \( c(z) \) to be monotonic and have an analytic expansion around \( z = 0 \). It follows that \( c(z) \) has no zeros for \( z > 0 \) along the real axis. Furthermore in the limit \( \Lambda \to \infty \) we have that \( A \to I \). Taking two functional derivatives of \( A \) we see that

\[ A_{;ab} = \Delta_{ab} \left( e^{-1}(\Delta) \right)^c \, \partial^c d \Pi^d \sim O(\mathcal{E}). \]  
(2.61)

and thus at the level of the the two point function \( \Delta \) is a high momentum cutoff function for the effective propagator \( c(\Delta) \Delta^{-1} \gamma^{-1} \) on the transverse space which reduces to the propagator for the action \( I \) at low momentum since \( c(0) = 1 \). For our example of Einstein gravity \( A \) is given by

\[ A = \frac{Z}{16\pi G_N} \int d^D x \sqrt{\det g} \left[ -R + 2\lambda + \Lambda^{-2}(G^{\mu\nu} + \Lambda^2 \gamma^{-1} \lambda^{\mu\nu} X(\Delta) \left( R^{\mu\nu} - \frac{2\lambda}{D-2} g^{\mu\nu} \right) \right] \]  
(2.62)

where here \( G^{\mu\nu} \) and \( R^{\mu\nu} \) are the Einstein tensor and Ricci tensors.

Due to the fact that \( G \) is bilinear in \( C \) we need also a bilinear structure for \( S^{(2)} \). Following [76] this is achieved by including a term in the action which is bi-linear in \( A_a \). Here we will therefore choose \( S_{UV} = \frac{1}{2} A_{a} \gamma^{ab} A_b \) such that

\[ S = I + S + \frac{1}{2} A_{a} \gamma^{ab} A_b, \]  
(2.63)

where \( S \) denotes other possible ‘interaction’ terms that can also be present in the action. The two point function will therefore diverge as \( S_{ab} \sim A_{a} \gamma^{cd} A_{b} \). To fully regularise the theory we demand that (2.54), (2.57) and (2.58) are satisfied which is achieved by setting

\[ (C^{-1})^a_b = \delta^a_b + \gamma^{ac} A_{;cb} + K^a_{\gamma} \gamma^{ab} K_{\gamma b}, \]  
(2.64)

\[ B^a_\beta = \delta^a_\beta + Y^{a\gamma} \Delta_\gamma^b_\beta, \]  
(2.65)

\[ b^a_\beta = \gamma^a_\beta + (\Delta^\parallel)^a_\beta, \]  
(2.66)

where the operators \( Y^{a\beta} \) and \( \gamma^a_\beta \) are functions of \( \Delta \). Here \( Y(z) \) should diverge for large momentum (it is sufficient that \( Y(z) \) diverges at the same rate as \( c^{-1}(z) \)) and go to a constant or vanish at low momentum while \( \gamma(z) \) should vanish for large momentum and for low momentum \( \gamma(0) = 1 \).

Let us now see that all the conditions are met. First we insert the expression (2.64) for \( C^{-1} \) into (2.53) and then apply the transverse projection operators to obtain

\[ \Pi^c_a G_{cd} \Pi^d_b \sim \Pi^c_a A_{ac} \Pi^d_b \sim A_{ab}. \]  
(2.65)

where to arrive at the second line we used that \( A_{ab} = A_{ac} + K^a_{\gamma} \gamma^{bc} K_{\gamma c} \sim A_{ac} \). Thus we see that (2.54) is satisfied. Then we insert the expression for \( C^{-1} \) into (2.57)

\[ (C^{-1})^a_b K^b_{\gamma} = K^a_{\gamma} - \gamma^{ac} A_{;c \gamma} K^b_{\gamma c} + K^a_{\gamma} Y^{a\beta} K_{\beta \gamma} \]  
(2.66)

Lastly (2.58) follows since at high momentum \( \gamma \sim 0 \).

2.5 Discussion and summary

Let us comment that although the regularisation scheme introduces some non-localities these are all quasi-local meaning one can still perform a derivative expansion and hence the regularisation does not introduce spurious IR singularities. Indeed, due to the fact that gauge transformations do not leave momentum eigenstates invariant, it hard to imagine that any gauge invariant regularisation can be achieved without the introduction of some sort of non-locality. A particular quasi-locality can be seen if we include the PV operators as terms in the action. For example we can write

\[ (\text{Det} C)^{-1} = e^{-\text{Tr} \log C} \]  
(2.67)

which can be evaluated using heat kernel techniques to yield non-local terms. However, since our case the PV operators are massive \( \text{Tr} \log C \) will be quasi-local. Additionally taking the limit \( \Lambda \to \infty \) the non-localities are absent since \( C, B \) and \( b \) are just the identity operator and thus we recover strict locality in the continuum limit provided that \( S \) is also local in this limit.

In the limit \( \Lambda \to 0 \) we will lose quasi-locality since a derivative expansion is not possible. However since we have
regulated all loops at the scale $\Lambda$ taking $\Lambda \to 0$ must set all loop corrections to zero and the semi-classical approximation to the path integral becomes exact. Consequently, if we renormalise the theory such that $Z$ is independent of $\Lambda$ the path integral is then given by

$$Z = \sum e^{-S(\phi)}|_{\Lambda=0} \quad (2.68)$$

where we should sum over instantons.

To summarise the path integral (2.19) is gauge invariant and thus formally independent of how we perform the integration over the space of orbits and can be written as (2.21). The action is given by (2.63) with the metrics given explicitly by (2.53) and (2.56) with (2.64). These choices ensure that momentum integrals are cutoff in the UV by the scale $\Lambda$. This regularisation works without introducing any background field and independent of any gauge fixing condition. We have also written the path integral in a manifestly field covariant manner such that the choice of field variables does not affect the physics. It should be noted that the choice of the measure does affect the physics and thus the choice of $G$ and $H$ can in principle lead to different predictions [94]. Since we will demand that the physics only depends on the continuum limit the choices of $\gamma$ and $\eta$ are physical.

### 3 Flow equation

We now want to write down a renormalisation group flow equation for $S$ based on the regularisation scheme introduced in the last section. Ultimately this relates the regularisation scheme to a particular averaging of the bare fields $\phi$ which we understand as a continuum version of Kadanoff blocking [94]. Here we shall require the flow equation for $S$ to be a suitable generalisation of the Wilson-Polchinski equation [1,95] satisfying the following set of criteria:

(i) a solution to the flow equation yields a regularised path integral with momentum cutoff at the scale $\Lambda$,

(ii) the path integral $Z$ is independent of $\Lambda$,

(iii) the description of the physics is unchanged at low momentum scales compared to $\Lambda$,

(iv) the flow equation for $e^{-S}$ can be written as a generalised heat equation of the form

$$\left(\Lambda \partial_\Lambda + \mathcal{F}_\Lambda\right) \frac{\sqrt{\det G[\phi]}}{\sqrt{\det H[\phi]}} e^{-S(\phi)} = 0 \quad (3.1)$$

where $\mathcal{F}_\Lambda$ is a second order functional differential operator.

Together (i), and (ii) mean that as we decrease $\Lambda$ we are indeed integrating out the high momentum modes. This follows since (i) implies that the modes with $p^2 \gg \Lambda^2$ are always suppressed while (ii) makes sure these modes are being integrated into $S$. The requirement (iii) is needed to ensure that we are only integrating out the high energy modes leaving modes $p^2 \ll \Lambda$ unintegrated. In practice this will be satisfied provided we can expand the flow equation in a derivative expansion which will be the case if all the ingredients are quasi-local. In real space this means that we are averaging fields only on local patches of the manifold. We impose criteria (iv) such that the flow equation for $S$ is non-linear which is necessary to describe perturbations of renormalisation group fixed points [96].

General schemes which satisfy the requirements (i)–(iv) have been considered previously for scalar fields [97,98] as well as for gauge theories [99–101]. There it has also proven useful to fix the classical two point function in order to satisfy (i). Here we will similarly require that

$$S_0 = I + \frac{1}{2} A_{ab} \gamma^{ab} A_{ab} + S_0, \quad \text{where } S_0 = O(\varepsilon^3). \quad (3.2)$$

is a solution to the classical flow equation (obtained by setting $S \to S/\hbar$ and taking the limit $\hbar \to 0$). Since $S_0$ is third order in the equations of motion $\varepsilon$ the two point function is fixed to given by $S_{0;ab} = I_{ab} + A_{ab} \gamma^{cd} A_{cd}$ for any $\phi$ which satisfies $\varepsilon[\phi] = 0$.

#### 3.1 General structure

As first discussed in [96], a large number of flow equations which satisfy (ii) can be parameterised by the choice of a field redefinition since if a change in $\Lambda$ can be expressed as a field redefinition the path integral will be invariant. This understanding also explains why physics is independent of the scheme since it follows that different schemes are also related by field redefinitions [102]. Geometrically we can express a field redefinition as a diffeomorphism generated by a vector $\Psi^a$ on $\Phi$ which induces a diffeomorphism on $\Phi/G$ which keeps (2.21) invariant. We can therefore write flow equations concisely as

$$\Lambda D_\Lambda \frac{\sqrt{\det G[\phi]}}{\sqrt{\det H[\phi]}} e^{-S(\phi)} = 0 \quad (3.3)$$

where $\Lambda D_\Lambda$ denotes the ‘total renormalisation group derivative’

$$\Lambda D_\Lambda \equiv \Lambda \partial_\Lambda + \mathcal{L}_\Psi \quad (3.4)$$

given in terms of the Lie derivative $\mathcal{L}_\Psi$. The $\Lambda D_\Lambda$ derivative of $S$, $G$ and $H$ are given by $^2$

$$\Lambda D_\Lambda S \equiv \Lambda \partial_\Lambda S + \Psi^a S_{,a} , \quad (3.5)$$

$$\Lambda D_\Lambda G_{ab} \equiv \Lambda \partial_\Lambda G_{ab} + \Psi^c G_{ab,c} + \Psi^c \gamma^{ab} G_{bc} + \Psi^c \gamma^{ab} G_{ac} , \quad (3.6)$$

$^2$ This follows since $G_{ab}$ is a tensor on $\Phi$ and $H_{ab}$ is a scalar on $\Phi$. 

[ Springer]
\[ \Lambda D_{\Lambda} H_{a\beta} \equiv \Lambda \partial_{\Lambda} H_{a\beta} + \Psi^c H_{a\beta c} . \]  

We can then equivalently write (3.3) as

\[ \Lambda D_{\Lambda} S = \frac{1}{2} \text{Tr}[G^{-1} \Lambda D_{\Lambda} G - H^{-1} \Lambda D_{\Lambda} H] \]  

where we have made explicit the dependence on \( \hbar \). The trace \( \text{Tr} [...] \) means that we take the traces of both the operators inside the square brackets. The PV regularisation involves a cancelation between the two terms and hence the trace must be taken by combining traces. The way in which this cancellation occurs will be described in Sect. 3.3 allowing us to write the trace as two separate traces which are separately regularised. The operator under the trace is also quasi-local provided \( \Psi^a \) is quasi-local ensuring that the trace is regularised in the IR. We stress that the flow equation (3.8) is obtained without reference to any gauge fixing procedure. In “Appendix C2” we show that the same flow equation can be obtained without reference to any gauge fixing procedure. In the case the cutoffs can be made strong enough to regularise the operator under the trace is also quasi-local providing \( \Psi^a \) is quasi-local ensuring that the trace is regularised in the IR. We stress that the flow equation (3.8) is obtained without reference to any gauge fixing procedure. In “Appendix C2” we show that the same flow equation can be obtained without reference to any gauge fixing procedure.

A perturbative expansion around a Gaussian fixed point can be achieved by expanding

\[ S = S_0 + \hbar S_1 + \cdots \]  

where \( S_0 \) is the ‘classical action’ and \( S_\ell \) for \( \ell > 0 \) are the \( \ell \)-loop corrections. The classical action then obeys the classical flow equation

\[ \Lambda D_{\Lambda} S_0 = 0 \]  

which we require to have a solution of the form (3.2).

Here we take \( \Psi^a \) to have the form

\[ \Psi^a = -\frac{1}{2} K^{ab} \Sigma_{,b} + \psi^a , \]  

where \( K^{ab} \) and \( \psi^b \) are independent of \( S \) and we define the functionals

\[ \Sigma = S - \hat{S} \]  

\[ \hat{S} = A + \frac{1}{2} A_a \gamma^{ab} A_b \]  

where it follows, from comparison with (2.63), that \( \Sigma = S - \frac{1}{2} \Lambda_{a} X_{ab} I_{b} \). The purpose of ansatz (3.11) with (3.12) will become clear later. For now the main point is that \( \Sigma \) is linear in \( S_a \) and thus \( \psi^a \) and \( K^{ab} \) parameterise different choices of \( \Psi^a \) with this property which we still need to fix.\(^3\) Thus flow equation shares the same structural form as the Polchinski equation [95] and its generalisations [97,98]. The precise parameterisation is for convenience later. In particular we introduce into \( \hat{S} \), which contains the UV cutoff term quadratic in \( A_a \), since we want to cancel certain terms in the flow equation which depend on the cutoff. For now let us note that \( \hat{S}_a \) has the elegant property that its first functional derivative is given by

\[ \hat{S}_a = A_a (\delta^a_{\ b} + \gamma^{ac} A_{c}^{\ b}) = A_a (C^{-1})^{a} b , \]  

where the second equality follows from \( K^{ab} A_{a} = 0 \). Note also that if \( S \) contains the UV cutoff term \( \frac{1}{2} A_a \gamma^{ab} A_b \) this is canceled in \( \Sigma \). Since \( \Psi^a \) is linear in \( S_a \) this ensures that we satisfy (iv) with

\[ F_\Lambda = \frac{\delta}{\delta \phi^a} \left[ \frac{1}{2} K^{ab} \left( \frac{\sqrt{\det H}}{\sqrt{\det G}} \delta \frac{\sqrt{\det H}}{\sqrt{\det G}} + \hat{S}_b \right) + \psi^a \right] . \]  

where the functional derivatives act on everything to the right.

3.2 ERG kernels

It remains to fix the form of \( K^{ab} \) and \( \psi^b \) which we refer to as the **ERG kernels**. To adhere to the requirement (iii) we must make sure both \( K \) and \( \psi \) are quasi-local. The great restriction on \( K^{ab} \) and \( \psi^b \) comes from requiring (i) to hold. Practically this means that the ERG kernels must be related to the regularised action ensuring that solutions to the flow for \( S \) do not generically destroy the regularisation scheme. This will be satisfied provided the n-point \( S^{(n)} \) functions of \( S \) do not diverge too strongly relative to the UV cutoff. In particular we will suppose that \( S^{(n)} \) diverges maximally as

\[ S^{(n)} \sim A^{(n)} \]  

then we need to make sure that no terms are present in the flow equations for \( S^{(n)} \) that diverge faster than (3.16). This being the case the cutoffs can be made strong enough to regularise the theory e.g. by choosing \( c(z) = e^{-z} \).

Using the identity (3.14) the LHS of the flow equation can be written as

\[ \Lambda D_{\Lambda} S = \hat{A}_a \gamma^{ab} A_b + \frac{1}{2} A_a \psi^b \]  

\[ + \frac{1}{2} \lambda A_a (C^{-1})^{a} b \]  

\[ + \Lambda \partial_{\Lambda} A + \Lambda \partial_{\Lambda} \Sigma - \frac{1}{2} \Sigma_{,a} K^{ab} \Sigma_{,b} + \Sigma_{,a} \psi^a \]  

where the "\( \Lambda \)" denotes a \( \Lambda \partial_{\Lambda} \) derivative. The terms appearing on the first line of (3.17) are bilinear in \( A_a \) and \( A_{ab} \). As a result they can potentially destroy the regularisation since they can contribute terms to the flow of \( S \) which diverge faster than (3.16). We must therefore choose \( \psi^a \) and \( K^{ab} \) to cancel the offending terms. First let us deal with the first three terms on the RHS of (3.17) which do not involve \( K \). These can be canceled identically by choosing \( \psi \) to be given by

\[ \psi^c = -C^c b \left( \gamma^{ba} \hat{A}_a + \psi^b \right) . \]  

\(^3\) We could instead of written simply \( \Psi^a = -\frac{1}{2} K^{ab} S_{b} + \hat{\psi}^a \).
this choice clearly relates $\psi^a$ to the regularisation scheme. In particular we can express the flow of $\hat{S}$ simply as
\[
\Lambda \partial_{\Lambda} \hat{S} + \psi^a \hat{S}_a = \Lambda \partial_{\Lambda} A .
\]  
(3.19)

Later we will see that this identity has an important consequence when evaluating the functional trace in the RHS of the flow equation. However at this point we have chosen $\psi^a$ solely to cancel terms in the flow equation which depend on the regulator in order to satisfy the criteria (i). This leaves the fourth term in (3.17) which must be rendered harmless by choosing $\mathcal{K}^{ab}$ appropriately. Let’s dissect the fourth term a little by taking two functional derivatives. Then we will obtain terms such as
\[
\Lambda \partial_{\Lambda} \mathcal{S}_{de} = \frac{1}{2} A_{ce} \psi^c A_{f ad} \mathcal{K}^{ab} \Sigma_{b} + \cdots
\]  
(3.20)

which contributes to the flow of $\mathcal{S}_{de}$ which diverges with order $\sim A^{(2)} A^{(3)}$. In order to remove such divergences we take
\[
\mathcal{K}^{ab} = C^a c^b ,
\]  
(3.21)

such that we cancel the factor of $C^{-1}$ in the fourth term of (3.17) and we take $\kappa^a b = (\kappa(\Delta))^a b$ to be a function of $\Delta$. This important property of $\mathcal{K}^{ab}$ which relates it to $\hat{S}$ can then be written as
\[
\hat{S}_{a} \mathcal{K}^{ab} = A_{a} \kappa^{ab} .
\]  
(3.22)

The classical flow is given by
\[
\Lambda \partial_{\Lambda} \Sigma + \Lambda \partial_{\Lambda} A - \frac{1}{2} (\Sigma_{a} + \hat{S}_{a}) C^a c^b \Sigma_{b} 
- \Sigma_{c} C_{b} \left( \gamma_{ba} \hat{A}_{a} + \gamma_{ba} \frac{1}{2} A_{a} \right) = 0 + \mathcal{O}(h) .
\]  
(3.23)

such that all the offending terms in (3.17) have cancelled. Finally we fix $\kappa^{ab}$ by our requirement that we have a classical solution of the form (3.2). The task is to insert (3.2) into (3.23) dropping all terms which are order $c^3$ and solve for $\kappa^{ab}$. We carry out this short calculation in “Appendix B” arriving at the explicit form
\[
\kappa^{ab} = \left( \frac{-4 \Delta c'(\Delta) + c(\Delta)(2 + \eta)}{c^2(\Delta) + \Delta} \right) a^c \psi^b .
\]  
(3.24)

It is evident from the form of $\kappa$ that it behaves as a UV cutoff. We note that we did not have to include $\eta$ in $\kappa$ since it is generically of order $h$ thus we are free not to include the proportional to $\eta$ in $\kappa$. Since we must keep terms of order $\eta$ in $\psi^a$ we keep these terms in $\kappa$ also for the sake of homogeneity, which might lead to simplifications.

Now we consider the form of the trace on the RHS of (3.8) since this will contribute to the flow of $\hat{S}$. The terms in the operator under the trace can be written in terms of $C, B$ and $b$ which do not have the dangerous UV behaviour of $\hat{S}$. For example
\[
(G^{-1})^{ab} \Lambda D_{\Lambda} G_{ab} = \Theta^{ab} \Lambda D_{\Lambda} (C^{-1})_{ab} + C^{a b} \Lambda D_{\Lambda} (C^{-1})_{b a}
\]  
(3.25)

thus in expanding the trace it is evident that we do not obtain terms in the flow for $\mathcal{S}$ that destroy the regularisation. This is how the resolution of the problem of overlapping divergencies manifests at the level of the flow.

3.3 UV cutoff in the flow

Now we have fixed the form of the ERG kernels purely by considering the LHS of the flow equation. However, evidently the flow equation will only make sense if the trace appearing in the RHS of (3.8) is suitably regularised. Since we have now fixed the form of the ERG kernels this better be the case for this choice. The reason why we expect this to be the case is that we have fixed the form of the ERG kernels to ensure that the regularisation will be a solution to the flow equation and therefore the functional integral is regulated in the UV. Then since the flow equation is derived from functional integral the trace should therefore be regularised. In practice this means that the operator under the trace in the RHS of (3.8) should go to zero in the high momentum limit $p^2 / \Lambda^2 \to \infty$ which occurs when the eigenvalues of $\Delta$ and $\Delta^\perp$ diverge. Thus the properties of the ERG kernels which we have derived (most notably (3.19) and (3.22)) should play a crucial role in the regularisation of the trace. Let us now demonstrate that this will be the case.

First we note that for high momentum
\[
G_{ab} \sim \hat{S}_{ab} + \Theta_{ab} \gamma_{\rho \gamma} \Lambda \delta_{\rho \gamma} \gamma_{\beta \gamma} \kappa_{bh} \equiv \hat{\rho}_{ab} ,
\]  
(3.26)

while
\[
H_{ab} \sim (\Delta^\perp \Delta^\perp \Delta^\perp)_{a b} .
\]  
(3.27)

The terms in $\Lambda D_{\Lambda} G$ and $\Lambda D_{\Lambda} H$ where the $\Lambda D_{\Lambda}$ acts on the sub-leading terms of $G$ and $H$ are less divergent than $G$ and $H$ so the corresponding terms in (3.8) are cutoff by the factors $G^{-1}$ and $H^{-1}$. Therefore the potentially divergent part of the trace is given by
\[
\text{Tr} \left[ \left( G^{-1} \Lambda D_{\Lambda} \hat{S} \right)^{(2)} + G^{-1} \Lambda D_{\Lambda} K \Delta^\perp Y \kappa \right.
- \left. H^{-1} \Lambda D_{\Lambda} \Delta^\perp Y \Delta^\perp \right].
\]  
(3.28)

To show that (3.28) will also be UV regulated relies on the properties of the ERG kernels $\psi$ and $\mathcal{K}$ as well as the relation between $G$ and $H$. First let us recall that we have the two identities (3.19) and (3.22) which relate $\hat{S}$ to the RG kernels such that the flow equation will have solutions which contain the required UV regulator terms. If we differentiate these identities we obtain terms which appear in $\Lambda D_{\Lambda} \hat{S}_{ab}$. Explicitly differentiating (3.19) twice we have
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(\Delta \partial_\Lambda + \mathcal{L}_\psi) \hat{S}_{ab} = -\psi_{ab} \hat{S}_c + \Lambda \partial_\Lambda A_{ab} + \psi^c R^{cd}_{\;\;\;\;ab} \hat{S}_d .
\tag{3.29}

where \mathcal{L}_\psi is the Lie derivative with respect to \psi and \gamma^{cd}_{\;\;\;\;ab} is the Riemann curvature for the metric \gamma_{ab}. Furthermore differentiating (3.22) twice we obtain
\begin{align*}
\hat{S}_{cd} K^{cd}_{\;\;\;\;ab} + \hat{S}_{cd} K^{cd}_{\;\;\;\;bc} + \hat{S}_{cd} K^{cd}_{\;\;\;\;ab} &= \nabla_b \nabla_a (\hat{A}_{a_{\cdots c}} \hat{c}_{\cdots d}) + \gamma^{cd}_{\;\;\;\;ab} \hat{S}_d .
\tag{3.30}
\end{align*}

Using these two identities we find that the operator \Delta \Lambda \hat{S}_{ab} is given by
\begin{align*}
\Delta \Lambda \hat{S}_{ab} &= -\psi_{ab} \hat{S}_c + \Lambda \partial_\Lambda A_{ab} \\
&\quad - \frac{1}{2} \left( \hat{S}_{cd} K^{cd}_{\;\;\;\;ab} + \hat{S}_{cd} K^{cd}_{\;\;\;\;bc} + \hat{S}_{cd} K^{cd}_{\;\;\;\;ab} \right) \\
&\quad - \psi^c R^{cd}_{\;\;\;\;ab} \hat{S}_d .
\tag{3.31}
\end{align*}

One can then check that each term diverges less quickly than \hat{G} and therefore \hat{G} \Delta \Lambda \hat{S}^{(2)} will decrease rapidly for high momentum provided the regulator \psi is strong enough. This leaves the potentially divergent trace
\begin{align*}
\text{Tr} [G^{-1} \Delta \Lambda \gamma \nabla Y \nabla Y Y Y Y - H^{-1} \Delta \Lambda \Delta \nabla Y Y Y Y Y Y] 
\tag{3.32}
\end{align*}

which relies on the relation between \hat{G} and \hat{H} to be regularised. In particular we can rewrite this trace as
\begin{align*}
\text{Tr} [G^{-1} \Delta \Lambda \gamma \nabla Y \nabla Y Y Y Y - H^{-1} \Delta \Lambda \Delta \nabla Y Y Y Y Y Y] &= \text{Tr} [G^{-1} - K H^{-1} K] \Delta \Lambda \gamma \nabla Y \nabla Y Y Y Y Y Y \tag{3.33}
\end{align*}

where we have used that [\Lambda \Delta \Lambda, K] = 0 and the cyclic nature of the trace. Then we can use that at high momentum \hat{G} can be expressed as
\begin{align*}
\hat{G}^{-1} \sim \hat{P}^\perp \tag{3.34}
\end{align*}

where \hat{P} is the propagator corresponding to the operator defined in (3.26). Since \hat{S}_{ab} K^{b}_{\;\;\;\;a} = -\hat{S}_{b} K^{b}_{\;\;\;\;a}, the propagator \hat{P} can be decomposed into transverse and longitudinal parts in the high momentum limit
\begin{align*}
\hat{P} \sim \Pi \hat{P}^\perp \Pi + K P_\parallel K \tag{3.35}
\end{align*}

with the transverse propagator satisfying
\begin{align*}
\Pi \hat{S}^{(2)} \Pi \hat{P}^\perp = \Pi \tag{3.36}
\end{align*}

and the longitudinal propagator defined by
\begin{align*}
P_\parallel = \frac{1}{\Delta^\perp Y Y A A} \sim H^{-1} . 
\tag{3.37}
\end{align*}

It then follows that the trace (3.33) is cutoff in the UV since the terms of order \Pi can cancel and the term of order \Pi also vanishes by
\begin{align*}
(\Pi \Delta \Lambda \gamma \nabla Y \nabla Y Y Y Y) \Pi = 0 
\tag{3.38}
\end{align*}

where \Lambda \partial_\Lambda S_0 + S_{0,\partial} \Psi = 0 ,
\tag{4.1}

where \Psi here is the classical component which is all that is needed at one-loop order. We now expand the flow for \hat{S}_0 around an on-shell field configuration \phi = \tilde{\phi} which satisfies \hat{S}_{0,\phi}[\phi] = 0. In general we note that \phi can depend on \Lambda since even at the classical level the flow equation is non-trivial even though it does not contain any loop integrals. The expansion is given by
\begin{align*}
\hat{S}_0 [\tilde{\phi}] + \frac{1}{2} S_{0,\phi}[\tilde{\phi}] (\phi^a - \bar{\phi}^a)(\phi^b - \bar{\phi}^b) + \ldots .
\tag{4.2}
\end{align*}
The first order in the on-shell expansion consists of simply setting \( \phi = \tilde{\phi} \) in (4.1) to obtain
\[
\Lambda \partial_{\Lambda} S_0[\tilde{\phi}] = 0 .
\]  
(4.3)

Since we are on-shell we also have that the total derivative vanishes
\[
\frac{d}{d\Lambda} S_0[\tilde{\phi}] = \Lambda \partial_{\Lambda} S_0[\tilde{\phi}] + S_{0,a}[\tilde{\phi}] \Lambda \partial_{\Lambda} \tilde{\phi}^a = 0
\]  
(4.4)

Next we differentiate (4.1) once and then setting \( \phi = \tilde{\phi} \) we obtain
\[
\Lambda \partial_{\Lambda} S_{0,a}[\tilde{\phi}] + S_{0,ba}[\tilde{\phi}] \Psi^b[\tilde{\phi}] = 0 ,
\]  
(4.5)

since \( S_{0,a}[\tilde{\phi}] = 0 \) we also have that
\[
\frac{d}{d\Lambda} S_{0,a}[\tilde{\phi}] = \Lambda \partial_{\Lambda} S_{0,a}[\tilde{\phi}] + S_{0,ba}[\tilde{\phi}] \partial_{\Lambda} \tilde{\phi}^b = 0
\]  
(4.6)

and thus we can conclude that
\[
S_{0,ba}[\tilde{\phi}](\Psi^b[\tilde{\phi}] - \Lambda \partial_{\Lambda} \tilde{\phi}^b) = 0 .
\]  
(4.7)

For a non-gauge theory we could then infer that \( \Psi^b[\tilde{\phi}] = \Lambda \partial_{\Lambda} \tilde{\phi}^b \). However, since for a gauge theory \( S_{0,ba}[\tilde{\phi}] \) is not invertible we can only conclude that the weaker identity
\[
\Pi^a_{b}[\tilde{\phi}] \Psi^b[\tilde{\phi}] = \Pi^a_{b}[\tilde{\phi}] \Lambda \partial_{\Lambda} \tilde{\phi}^b
\]  
(4.8)

holds in this case. Differentiating (4.1) twice and going on-shell we then have the identity
\[
\Lambda \partial_{\Lambda} S_0[\tilde{\phi}] + S_{0,ab}[\tilde{\phi}] \Psi^b[\tilde{\phi}] - H^{-1}[\tilde{\phi}] \Lambda \partial_{\Lambda} H[\tilde{\phi}]\bigg|_{S=S_0} = 0 ,
\]  
(4.9)

which gives the flow of on-shell two point function \( S_{0,ab} \).

Although we have not solved the flow for \( S_0[\phi] \) completely the current order is enough to obtain the flow of the one-loop effective action \( S_1[\phi] \) evaluated at \( \phi = \tilde{\phi} \) and using the classical part of \( \Psi \). From the flow of \( S_1[\phi] \) we have that
\[
\Lambda \partial_{\Lambda} S_1[\tilde{\phi}] + S_{1,a}[\tilde{\phi}] \Psi^a[\tilde{\phi}] = \Lambda \frac{d}{d\Lambda} S_1[\tilde{\phi}]
\]  
(4.10)

which depends on \( G, H \) and the classical part of \( \Psi \). Since \( K_a^b S_{1,a} = 0 \), and thus \( S_{1,a} = 1/a S_{1,b} \), we can insert \( \Pi \) into the LHS of (4.10) and use (4.8) to arrive at
\[
\Lambda \partial_{\Lambda} S_1[\tilde{\phi}] + S_{1,a}[\tilde{\phi}] \Psi^a[\tilde{\phi}] = \Lambda \frac{d}{d\Lambda} S_1[\tilde{\phi}]
\]  
(4.11)

and thus the LHS of (4.10) can be written as a total derivative
\[
\frac{d}{d\Lambda} S_1[\tilde{\phi}] = \frac{1}{2} \text{Tr}[G^{-1}[\tilde{\phi}] \Lambda D_A G[\tilde{\phi}] - H^{-1}[\tilde{\phi}] \Lambda D_A H[\tilde{\phi}]]\bigg|_{S=S_0} .
\]  
(4.12)

The expression (4.12) has been found using the flow equation where no gauge fixing has taken place it also appears to depend on the specific choice for \( \Psi \). Let us now show that the RHS of (4.12) can be brought into the form obtained by instead calculating the gauge-fixed functional integral and evaluating the one-loop determinants in the usual manner without reference to the form of \( \Psi \). To this end we define the propagator \( P \) by
\[
P^{-1}_{ab} = S_{0,ab} + K_{ab} Y^{ab} \Delta^{-1}_{\rho\gamma} Y^{\gamma b} K_{bb}
\]  
(4.13)

where here, and in the rest of this section, we take \( \phi = \tilde{\phi} \). The propagator \( P \) for (4.13) is in a background field gauge \( F_a = K_{ab} \phi^b \) and where the gauge fixing action is chosen to include higher derivatives with \( S_{gf} = \frac{1}{2} F_a Y^{ab} \Delta^{-1}_{\rho\gamma} Y^{\gamma b} F_b \) with the higher derivatives entering via the choice of averaging the gauge condition. The corresponding Faddeev–Popov and the third ghost determinants can be written as
\[
\text{det}[\Delta_{\rho\beta}] \sqrt{\text{det}[Y_{\rho\gamma} \Delta_{\beta\gamma} Y^{\gamma b}]} = \sqrt{\text{det}[P^{-1}]} ,
\]  
(4.14)

where \( P \) is given by (3.37). Note that since we are on-shell \( S_{0,ab} K_{ab} = 0 \) and therefore \( P \) can be split into longitudinal and transverse terms
\[
P = \Pi P_\perp + K P_\parallel K
\]  
(4.15)

where \( S_0^{(2)} P_\parallel = \Pi \). To one-loop order we have that the path integral is given by
\[
Z = e^{-\frac{1}{2} S_0 - S_1} \frac{\sqrt{\text{det}[GP]}}{\sqrt{\text{det}[HP_\parallel]}} ,
\]  
(4.16)

where we have made the saddle point approximation and performed the one-loop gaussian integral In (4.16) we have combined the determinants of the propagator and the determinant of \( G \) to form \( \sqrt{\text{det}[GP]} \) which is a scalar on \( \Phi \). We then note that the one-loop determinants \( \text{det}[H P_\parallel] \) and \( \text{det}[GP] \) are both UV finite. Demanding that the one-loop path integral is independent of \( \Lambda \) then leads to the expression
\[
\frac{d}{d\Lambda} \Delta_1 = \frac{1}{2} \frac{d}{d\Lambda} \text{Tr} \log[P G] - \frac{1}{2} \frac{d}{d\Lambda} \text{Tr} \log[P H]
\]  
(4.17)

where we have used (4.4). It then remains to demonstrate that (4.17) is reproduced by the flow equation (4.12). To show this we first note that since \( P, G, Q \) and \( H \) are covariant we have that \( \text{Tr} \log[P G] \) and \( \text{Tr} \log[Q H] \) are both gauge invariant and therefore (by the same argument that lead to (4.11)) we have
\[
\frac{d}{d\Lambda} \text{Tr} \log[P G] = \left( \Lambda \partial_{\Lambda} + \Psi^c \frac{\delta}{\delta \phi^c} \right) \text{Tr} \log[P G]
\]  
(4.18)
and

\[
\Lambda \frac{d}{d\Lambda} \text{Tr} \log [P|H] = \left( \Lambda \partial_{\Lambda} + \Psi^c \frac{\delta}{\delta \phi^c} \right) \text{Tr} \log [P|H]
\]

\[
= \text{Tr}[H^{-1} \Lambda D_{\Lambda} H] - P_{ab}^\| (\Lambda \partial_{\Lambda} + \Psi^c \frac{\delta}{\delta \phi^c}) \left( P^{-1}\right)_{ab}^\|.
\]  

(4.19)

Then we can use (4.9) and the fact that \( P \) is a propagator for \( S_{0,ab} \) in the transverse space, meaning that \( P_{ab} S_{0,ac} = \Pi^c \), to express (4.22) as

\[
\Lambda \frac{d}{d\Lambda} \text{Tr} \log [PG] = (G^{-1})_{ab} (\Lambda D_{\Lambda} G_{ab}) - 2 \Xi_{ab} \Psi^c_{,a}
\]

\[
- \left( \frac{\delta}{\delta \phi^c} \right) \left( \Lambda \partial_{\Lambda} + \Psi^c \frac{\delta}{\delta \phi^c} \right) K_{aa} Y^{ab}_{,\|,} Y^{\|,} K_{bb}^c.
\]  

(4.20)

Now we note that

\[
P_{ab}^\| (\Lambda \partial_{\Lambda} + \Psi^c \frac{\delta}{\delta \phi^c}) \left( P^{-1}\right)_{ab}^\|
\]

\[
= 2 \Xi_{ab} \Psi^c_{,a} + K_{ab}^{\|,} Y^{ab}_{\|,} \left( \Lambda \partial_{\Lambda} + \Psi^c \frac{\delta}{\delta \phi^c} \right) K_{aa} Y^{ab}_{,\|,} Y^{\|,} K_{bb}^c.
\]  

(4.21)

where the term \( 2 \Xi_{ab} \Psi^c_{,a} \) comes from the \( \phi \)-derivative hitting the \( K \)'s at the far left and far right of \( P^{-1} \) and using the Ward identity \( \mathcal{L}_{K_{aa}} \Psi^c = 0 \). So finally we have

\[
\Lambda \frac{d}{d\Lambda} \text{Tr} \log [PG] = \left( (G^{-1})_{ab} (\Lambda D_{\Lambda} G_{ab}) - P_{ab}^\| \right) \left( \frac{\delta}{\delta \phi^c} \right) \left( P^{-1}\right)_{ab}^\|.
\]  

(4.22)

Using (4.19) and (4.22) we see that the RHS of (4.17) is given by the RHS of (4.12). Thus the flow equation, which was derived without fixing the gauge, reproduces the standard result obtained by gauge fixing. Furthermore the gauge fixed expression is independent of \( \Psi^c \) indicting the scheme independence.

4.2 Explicit evaluation of the one-loop trace

Let us now work with the explicit form of \( \Psi^a \) given by (3.11) with (3.18), (3.21) and (3.24) such that explicitly we have

\[
\Psi^a = -\frac{1}{2} c^a \left( -4 \Delta c'(\Delta) + c(\Delta)(2 + \eta) \right) \frac{c^2(\Delta)}{c(\Delta)} + \Delta
\]

\[
- \Pi^a \cdot Y_{,b}^c \left( \gamma' \frac{\Delta c(\Delta)}{c(\Delta)} + \gamma' \frac{1}{2} \Lambda \right)
\]  

(4.23)

With this choice we still retain the freedom to pick the explicit form of \( c, Y \) and \( \phi \).

As we have shown in “Appendix B” we have a tree-level solution to the flow equation equation given by (3.2) which has an equation of motion proportional to \( E \). We can then evaluate the one-loop flow of the effective action up to terms which vanish for \( \mathcal{E} = 0 \). Since the classical part of \( \Psi^a \) vanishes when \( \mathcal{E} = 0 \) the one-loop flow is given by

\[
\Lambda \partial_{\Lambda} S_1[\phi] = \frac{1}{2} \text{Tr} \left[ G^{-1} \Lambda \partial_{\Lambda} G - H^{-1} \Lambda \partial_{\Lambda} H + 2 \frac{\delta \Pi}{\delta \phi} \right] + o(\mathcal{E}),
\]  

(4.24)

where it remains to compute the trace on the RHS. Up to terms which vanish for \( \mathcal{E} = 0 \) we have that

\[
G_{ab} = \Pi_{ac} \left( 1 + \Delta + \Delta X(\Delta) \Delta \right)^c b
\]

\[
\Xi_{ac} \left( 1 + \Delta Y(\Delta) \right)^2 c b
\]  

(4.25)

and

\[
H_{a\beta} = \eta_{a\gamma} \left( 1 + \Delta(\Delta) \right)^2 c \beta
\]  

(4.26)

taking a derivative with respect to \( \Lambda \) we have

\[
\Lambda \partial_{\Lambda} G_{ab} = \Pi_{ac} \left( 2 c(\Delta) + \Delta \right) \left( 2 c(\Delta)(\Delta) - c(\Delta)^2 \right) c b
\]

\[
\Xi_{ac} \left( -2(\Delta Y(\Delta) + 1) (\Delta Y(\Delta) + Y(\Delta)) - 1 \right)^c b
\]  

(4.27)

and

\[
\Lambda \partial_{\Lambda} H_{a\beta} = 2 \eta_{a\gamma} \left( 2 c^2(\Delta), (\Delta) + \Delta \right)
\]

\[
- 2 \Delta(\Delta(\Delta) \Delta)(1 + \Delta(\Delta) \Delta)^c b
\]

\[
- (1 + \Delta(\Delta) \Delta)^2 c \beta
\]  

(4.28)

The three operators which appear under the trace in (4.24) are given by

\[
\delta \Psi \frac{\delta}{\delta \phi} = \left( \Delta(\Delta), (\Delta) + \Delta \right) \Pi,
\]  

(4.29)

\[
G^{-1} \Lambda \partial_{\Lambda} G = \left( \Delta^2 \Delta(\Delta) \Delta + \Delta \right) \Pi
\]}
\[
\frac{2 - 2\Delta (2\Delta Y'(\Delta) + Y(\Delta))}{\Delta Y(\Delta) + 1} \Xi, \quad (4.30)
\]
and
\[
H^{-1} \partial_{\Lambda} \hat{H} = \frac{2 (c(\Delta l) - \Delta l c'(\Delta l))}{c(\Delta l) + \Delta l} + \frac{2 - 2\Delta l (2\Delta l Y'(\Delta l) + Y(\Delta l))}{\Delta l Y(\Delta l) + 1}, \quad (4.31)
\]
dropping all terms of order \( \mathcal{E} \). Using the identities \( \Pi = \delta - \Xi \) and \( \text{Tr}[f(\Delta) \Xi] = \text{Tr}[f(\Delta l)] + \mathcal{O}(\mathcal{E}) \) we obtain the final result
\[
\Lambda \partial_{\Lambda} S_1 = \text{Tr}[W(\Delta)] + \text{Tr}[W_\parallel(\Delta l)] + \mathcal{O}(\mathcal{E}), \quad (4.32)
\]
where the functions \( W(z) \) and \( W_\parallel(z) \) are given by
\[
W(z) = \frac{2\pi^2 c(z) - 1)c'(z) + c(z) (c(z)^2 - z c(z) + 2z)}{(c(z) + z) (c(z)^2 + z)} \quad (4.33)
\]
and
\[
W_\parallel(z) = -\frac{c(z) - z c'(z)}{c(z) + z} - W(z). \quad (4.34)
\]
Note that the dependence on \( Y \) has cancelled between the terms involving \( G \) and \( H \). The scheme independent features of \( W(z) \) and \( W_\parallel(z) \) are that they both go to zero as their argument diverges and that for vanishing momentum
\[
W(0) = 1, \quad W_\parallel(0) = -2. \quad (4.35)
\]
To find the scheme independent information in the traces we can expand each trace in the local heat kernel expansion and look at the terms that give rise to the logarithmic renormalisation of dimensionless couplings. In even dimensions these are given by the terms in the expansion which are proportional to the heat kernel coefficient \( B_2(z) \). Explicitly we have
\[
\text{Tr}[W(\Delta)] = \cdots + W(0) \frac{1}{(4\pi)^2} B_2(\Delta) + \cdots,
\]
\[
\text{Tr}_G[W_\parallel(\Delta l)] = \cdots + W_\parallel(0) \frac{1}{(4\pi)^2} B_2(\Delta l) + \cdots, \quad (4.36)
\]
which only depend on the universal numbers (4.35). As such we find
\[
\Lambda \partial_{\Lambda} S_1 = \cdots + \frac{1}{(4\pi)^2} B_2(\Delta) - 2 \frac{1}{(4\pi)^2} B_2(\Delta l) + \cdots, \quad (4.37)
\]
up to scheme dependent terms (i.e. off-shell terms and terms that scale with a power of \( \Lambda \) and non-local terms which are not captured by the local heat kernel expansion.

For Yang–Mills theory in \( D = 4 \) dimensions the relevant heat kernel coefficients of the operators (2.43) and (2.47) are
\[
B_2(\Delta) = \frac{5}{3} N \int d^4 x F_i^{\mu \nu} F_{i \mu \nu}, \quad (4.38)
\]
and
\[
B_2(\Delta l) = -\frac{1}{12} N \int d^4 x F_i^{\mu \nu} F_{i \mu \nu}. \quad (4.39)
\]
Inserting the heat kernel coefficients into (4.37) we find that the Yang–Mills action is renormalised by
\[
\Lambda \partial_{\Lambda} \frac{1}{4g^2} \int d^4 x F_i^{\mu \nu} F_{i \mu \nu} = \frac{11N}{6} \int d^4 x F_i^{\mu \nu} F_{i \mu \nu}, \quad (4.40)
\]
and hence we find the expected one-loop beta function
\[
\beta_{g^2} = -\frac{1}{(4\pi)^2} \frac{22N}{3} g^4. \quad (4.41)
\]

For pure gravity up to terms linear in the Einstein Equations the operators \( \Delta \) are given by
\[
\Delta g_{\mu \nu} = \Lambda^{-2}(-\nabla^2 - 2 \text{Rie})\delta g_{\mu \nu},
\]
\[
\Delta l \delta v^\mu = \Lambda^{-2} \left(-\nabla^2 - \frac{2}{D-2} \lambda^2 \right) \delta v^\mu, \quad (4.42)
\]
where \( \text{Rie} \delta g_{\mu \nu} = R^\rho_{\phantom{\rho} \mu \sigma} v^\sigma \delta g_{\rho \nu} \). In \( D = 4 \) dimensions these operators have the heat kernel coefficients
\[
B_2(\Delta) = \int d^4 x \sqrt{g} \left( \frac{19}{18} R_{\mu \nu \rho \sigma} R^{\mu \nu \rho \sigma} - \frac{2}{3} \lambda^2 \right), \quad (4.43)
\]
\[
B_2(\Delta l) = \int d^4 x \sqrt{g} \left( -\frac{11}{180} R_{\mu \nu \rho \sigma} R^{\mu \nu \rho \sigma} + \frac{82}{15} \lambda^2 \right), \quad (4.44)
\]
and thus from (4.37) we obtain the well known result [103]
\[
\Lambda \partial_{\Lambda} S_1 = \cdots + \frac{1}{(4\pi)^2} \int d^4 x \sqrt{g} \left( \frac{53}{45} R_{\mu \nu \rho \sigma} R^{\mu \nu \rho \sigma} - \frac{58}{5} \lambda^2 \right) + \cdots, \quad (4.45)
\]
obtained here for the first time without fixing the gauge. We note that the more general result (4.37) applies for more general theories such as gravity coupled to matter.

5 Non-perturbative running of the gauge coupling

In the last section we showed how one-loop results can be recovered from our flow equation. However the real advantage of having an exact flow equation is that one is not limited to perturbation theory and can instead use non-perturbative approximations. To exemplify this let us consider a truncation of the effective action to be of the form
\[ S = I + \frac{1}{2} A_a \gamma^{ab} A_b \] (5.1)

which involves the cutoff term needed to regularise the theory along with the action \( I \). We then aim to compute the flow of the Yang–Mills gauge coupling in this truncation. For this we can ignore terms which are proportional to the equation of motion \( \mathcal{E}_a \) and thus all we need is the trace (4.24), which we evaluated in the previous section, but now we retain the terms which involve the anomalous dimension \( \eta \).

5.1 Incorporating the anomalous dimension

Here the anomalous dimension is given by

\[ \eta = g^{-2} \Delta \partial \Lambda g^2 \] (5.2)

since \( G \propto 1/g^2 \) and \( H \propto 1/g^2 \) we have that

\[ G^{-1} \Lambda \partial \Lambda G = \frac{2 (2 \Delta c'(\Delta) - \Delta c(\Delta) + \Delta c(\Delta)^2)}{c(\Delta)(c(\Delta) + \Delta)} \Pi + \frac{2 - 2 \Delta (2 \Delta Y'(\Delta) + Y(\Delta))}{\Delta Y(\Delta) + 1} \Xi - \eta (\Pi + \Xi), \] (5.3)

and

\[ \left( H^{-1} \Lambda \partial \Lambda H \right)^a_\beta = \left( \frac{2 (c(\Delta) - \Delta c'(\Delta))}{c(\Delta) + \Delta} + \frac{2 - 2 \Delta (2 \Delta Y'(\Delta) + Y(\Delta))}{\Delta Y(\Delta) + 1} - \eta \right)^a_\beta, \] (5.4)

whereas the functional derivative of \( \Psi \) is given by (4.29) with the term proportional to \( \eta \) retained. The flow then takes the form

\[ \Lambda \partial \Lambda S = \text{Tr} [W(\Delta) + \eta \tilde{W}(\Delta)] + \text{Tr} [W_\| (\Delta)] + O(\mathcal{E}), \] (5.5)

where the two new functions are given by

\[ \tilde{W}(z) = -\tilde{W}_\| (z) = -\frac{c(z)^2}{2 (c(z)^2 + z)}. \] (5.6)

As we see the traces proportional to \( \eta \) are regulated. Let us comment that had we not included the term proportional to \( \eta \) in (3.24) the form of the trace proportional to \( \eta \) would contain additional terms since \( \tilde{W}(z) \) and \( \tilde{W}_\| (z) \) would differ. However the trace is still regularised in this case and the beta functions are not modified since these terms vanish when \( z = 0 \).

To extract the running of the gauge coupling we need only the term proportional to \( B_2 \propto \int d^4 x \text{tr} F_{\mu\nu} F^{\mu\nu} \) which gives

\[ \Lambda \partial \Lambda \frac{1}{4g^2} \int d^4 x \text{tr} F_{\mu\nu} F^{\mu\nu} = \frac{1}{(4\pi)^2} \left( 1 - \eta \right) B_2(\Delta) - \frac{1}{(4\pi)^2} \left( 2 - \eta \right) B_2(\Delta\|) \] (5.7)

\[ = \frac{N}{(4\pi)^2} \left( \frac{11}{6} - \frac{7}{8} \eta \right) \int d^4 x \text{tr} F_{\mu\nu} F^{\mu\nu}, \] (5.8)

This leads to the non-perturbative beta function

\[ \beta g^2 = -\frac{44 g^4}{3 (32\pi^2 - 7g^2 N)}. \] (5.9)

Let us now make several comments on this result. Firstly we have clearly made a drastic approximation by the truncation (5.1) which amounts to setting \( S = 0 \). However since our equation is background independent we can systematically improve upon this result by adding further terms to \( S \) with increasing numbers of covariant derivatives without having to additionally take into account additional dependence on a background field or ghost fields. The fact that we have made an approximation is apparent from the fact that at two-loop order we have

\[ \beta g^2 = -\frac{1}{(4\pi)^2} \frac{22}{3} N g^4 - \frac{1}{(4\pi)^4} N^2 \frac{77}{3} g^6 + \cdots \] (5.10)

which differs from the universal two-loop result. The two loop-coefficient in (5.10) agrees with that found in [104] up to scheme dependent corrections which are absent here due to our truncation. To obtain the correct result we would need to expand our truncation (5.1).

The result has a very straightforward interpretation. Recall that the breaking of scale invariance of a classically scale invariant theory has its origin in the fact that the path integral measure is not scale invariant. We see this breaking explicitly in the continuum limit \( \Lambda \to \infty \) since \( G_{ab} \to \gamma_{ab} \propto \Lambda^2 \) and \( H_{ab} \to \eta_{ab} \propto \Lambda^4 \). However we should also take into account that the measure depends also on the gauge coupling which then depends on \( \Lambda \) through renormalisation. The breaking of scale invariance due to the continuum measure is therefore characterised completely by the ‘anomalous scaling dimensions’ \( \eta_\gamma \) and \( \eta_\eta \) given by

\[ \Lambda \partial \Lambda \gamma_{ab} = -\eta_\gamma \gamma_{ab}, \quad \Lambda \partial \Lambda \eta_{ab} = -\eta_\eta \eta_{ab} \] (5.11)

which given explicitly by

\[ \eta_\gamma = -2 + \eta, \quad \eta_\eta = -4 + \eta \] (5.12)

We can then rewrite (5.13) as

\[ \Lambda \partial \Lambda \frac{1}{4g^2} \int d^4 x \text{tr} F_{\mu\nu} F^{\mu\nu} = -\frac{1}{2} \eta_\gamma \frac{1}{(4\pi)^2} B_2(\Delta) \]

\[ + \frac{1}{2} \eta_\eta \frac{1}{(4\pi)^2} B_2(\Delta\|) \] (5.13)

and thus within our approximation we see that the beta function is characterised by the breaking of scale invariance due to the measure.
5.2 Comparison to the background field approximation

The running (5.13) resembles the running obtained from the flow of the effective average action in background field approximation [45] and agrees with the beta function found in [105]. In the effective average action approach one has a background field as well as the dynamical one and the gauge field is split into the background $A_\mu$ and a fluctuation $a_\mu$ such that

$$A_\mu = \tilde{A}_\mu + Z_{g_\mu}^{1/2} g a_\mu \quad (5.14)$$

where $Z_{g_\mu}^{1/2}$ is the wavefunction renormalisation of the fluctuation. In addition to the gauge field one also has Faddeev–Popov ghosts which also have a wavefunction $Z_{g_h}$ if the ghosts are rescaled as

$$C_{gh} \rightarrow g^{1/2} Z_{g_h}^{1/2} C_{gh}, \quad \tilde{C}_{gh} \rightarrow g^{1/2} Z_{g_h}^{1/2} \tilde{C}_{gh} \quad (5.15)$$

The background field approximation consists of assuming the separate dependence on $A_\mu$ comes only from the gauge fixing and extracting the running of $g$ from the effective action with $a_\mu = 0$. The result is given by

$$\Lambda \partial_\Lambda \frac{1}{4g^2} \int d^4tr F_{\mu\nu} F^{\mu\nu} = \left( 1 - \frac{\eta_a}{2} \right) B_2(\Lambda) - \left( 2 - \eta_{gh} \right) B_2(\Lambda^1) \quad (5.16)$$

In order to close this approximation one has to fix $\eta_a = -Z^{-1} \Lambda \partial_\Lambda Z_a$ and $\eta_{gh} = -Z_{g_h}^{-1} \Lambda \partial_\Lambda Z_{g_h}$. Evidently we recover our result if

$$\eta_a = \eta, \quad \eta_{gh} = \frac{1}{2} \eta \quad (5.17)$$

which corresponds to not rescaling the fields by taking $Z_{g_a}^{1/2} = 1$ and $g^{1/2} Z_{g_h}^{1/2} = 1$.

One then understands that disagreement between the beta function (5.13) and the one found in [45] is due to the choice to neglect the ghost anomalous dimension in the latter by setting $\eta_{gh} = 0$. However, to close the approximation consistently in the effective average action approach one can find the flow of the of the two point functions for $a_\mu$ and the ghosts to extract $\eta_a$ and $\eta_{gh}$ [106]. Within a background dependent scheme this ‘extra’ calculation is needed for consistency to take into account that the flow equation depends on the ghosts and the background field in addition to the gauge fields. In our background independent scheme there is no separate dependencies on a background and we have no ghosts and thus we close the approximation consistently without any extra calculation. To say this in another way, if we demand that our approximation in either scheme should include all terms with up two derivatives, in the background independent scheme we have closed this approximation by including only the single gauge coupling whereas in a background dependent approach there are more independent couplings which must be included to close the approximation to this order.

6 Conclusions

In this work we have presented a manifestly background independent formalism which can be applied to both quantum gravity and gauge theories to address perturbative and non-perturbative questions within these fields. This approach is based on a consistent gauge invariant regularisation scheme which cuts off momentum integrals at the scale $\Lambda$. For Yang–Mills theories gauge invariant regularisation schemes have a long history culminating in consistent schemes which avoid over lappping divergencies [76,77]. The essential features of these schemes are shared by our scheme which also provides a diffeomorphism invariant regularisation for quantum gravity. In our scheme the necessary Pauli–Villars regularisation consists simply of functional determinants in the path integral measure without needing to include extra fields to regularise the theory. In this way we avoid including extra fields in the action which must be included in the regularisation schemes [74,75] used in previous manifestly gauge invariant ERGs. The reason we can avoid including additional interacting fields due to the Pauli–Villars operators diverging sufficiently slowly relative to the rate at which the physical propagators decrease for high momentum. Without this property we would need to include PV fields with self-interactions to cancel additional over lappping divergences.

Based on our regularisation we have derived an ERG flow equation which tells us how the theory is renormalised as we integrate out high momentum degrees of freedom. The flow equation governs the $\Lambda$ dependence of the Wilsonian effective action $S[\phi]$. Solving the flow for $\Lambda \geq \Lambda \geq 0$ we have a microscopic theory at $\Lambda \rightarrow \infty$ while in the limit $\Lambda \rightarrow 0$ we compute the functional integral using (2.68). Expectation values of gauge invariant operators can be obtained by including gauge invariant source terms in the action [107,108]. The flow equation therefore provides a formalism to solve a quantum field theories without the need of a fixed background geometry. Furthermore, since we do not have to fix the gauge, the flow equation does not suffer from the Gribov ambiguity [109].

In comparison to the effective average action, which depends separately on a non-dynamical background field, our construction avoids any additional background field dependence. Thus the flow equation is solved for a gauge invariant action $S[\phi]$ which involves only the physical fields which appear in the classical action. As we pointed out in the introduction the advantage of this approach is that we do not have a proliferation of couplings encountered if the action would depended separately on a background field. Thus within this formalism the Ward identities (2.8), which can be exploited.
when expending the flow equation around a background, take there ‘classical form’ even at the quantum level. Alternatively if we expand the flow equation in a derivative expansion the number of independent couplings at each order is vastly reduced compared to background dependent flow equations. Consequently, although the flow equation is apparently more complex than background dependent flow equations, this complexity is massively reduced by the background independence and manifest gauge invariance of the formalism.
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Appendix A: On-shell identities

One can make use of several identities when the field equation (2.51) hold which follow from noting that then since $I_{,b}K^b_a = 0$ we have

$$I_{,ba}K^b_a = -E_bK^b_{a,a}$$

and thus

$$I_{,ab}K^b_a = -E_bK^b_{a,a} - E_c\Gamma^c_{ab}K^b_a$$

(A2)

vanishes for a solution to $E_a = 0$. One then has that

$$\Delta^{a}bK^b_a = K^b_b(\Delta_{,b})^b_a + O(\epsilon)$$

(A3)

and

$$\Delta^a_c\Pi^c_b = (\Delta_{,a})^b_a + O(\epsilon)$$

(A4)

Repeated uses of these identities also imply that

$$\Delta W(\Delta)^a_c\Sigma^c_b = K^b_bW(\Delta_{,b})^b_aK^c_c + O(\epsilon)$$

(A5)

and

$$(W(\Delta)^a_c\Sigma^c_b = W(\Delta_{,a})^b_a + O(\epsilon)$$

(A6)

for suitably behaved functions $W(z)$.

Appendix B: $\epsilon$-expansion

Here we will to show that (3.2) is a solution to the classical flow equation (3.23) with $\kappa$ given by (3.24) up to order $\epsilon^2$. From (3.2) and (3.12) we have

$$\Sigma = -\frac{1}{2}E_aX^{ab}E_b + O(\epsilon^3) + O(\hbar)$$

(B1)

and thus we can solve for $E_a = 0$. One then has

$$\Delta^a_c\Pi^c_b = (\Delta_{,a})^b_a + O(\epsilon)$$

(B2)

and

$$\Delta W(\Delta)^a_c\Sigma^c_b = K^b_bW(\Delta_{,b})^b_aK^c_c + O(\epsilon)$$

(B3)

Inserting these into (3.23) we obtain

$$-\eta I + \frac{1}{2}E_c\left(1 + \Delta(1 + \Delta X)^2\right)^c aK^{ab}(\Delta X)^d b\xi_{d} + O(\epsilon)$$

$$+ E_c\left(\frac{\Delta X}{1 + \Delta + \Delta X}\right)^c a\left(\hat{X}_{a} - 1 - 3X_{a} + \frac{\eta}{2}(1 + \Delta X)^d b\xi_{d} = 0 + O(\epsilon^3) + O(\hbar).$$

(B9)

Now we can take $\eta/\hbar$ such that $\eta$ is a quantum correction and we can drop the first term. The two terms other terms are of the form $\epsilon(\ldots)\epsilon$ and thus we can solve for $K$ and hence for $\kappa$. It is convenient to express $\kappa$ in terms of $c(z)$ to arrive at the explicit expression (3.24). One can compute higher orders in $\epsilon$ which determine $S$ systematically by requiring that $S$ vanishes for $\Lambda \rightarrow \infty$.

Appendix C: Gauge fixing

C1 Gauge independence

Let us show that the gauge fixed path integral is independent of the gauge condition $\chi$. To achieve this it is sufficient to show that a change in the gauge is equal to a field redefinition

$$(\delta_{\chi} + L_{\chi})/\sqrt{\det G[\phi]} \frac{1}{\sqrt{\det H[\phi]}} e^{S[\phi] - \frac{1}{2} \chi X_{a}\phi_{x} \phi_{x}^{a}} (\det Q) = 0$$

(C1)
where $\delta_{\chi}$ denotes a variation of the gauge condition. In particular (C1) holds for

$$V^{\alpha}[\phi] = -K_{\alpha}^{\mu}([Q^{-1}[\phi])^{\alpha}) C_{\rho}^{\delta} \chi_{\rho}^{\beta} \phi$$  \hspace{1cm} (C2)$$

as can be shown by direct computation. Intermediate steps yield

$$\delta_{\chi}(\gamma_{\alpha} + L_{\gamma}) e^{-S}[\phi] = -\delta_{\chi} e^{-S}[\phi]$$

$$\delta_{\chi}(\gamma_{\alpha} + L_{\gamma}) \gamma^{\delta} \phi_{\rho} \phi_{\rho} = 0$$

$$\delta_{\chi}(\gamma_{\alpha} + L_{\gamma}) \gamma^{\delta} \phi_{\rho} \phi_{\rho} = 0$$

$$\delta_{\chi}(\gamma_{\alpha} + L_{\gamma}) \gamma^{\delta} \phi_{\rho} \phi_{\rho} = 0$$

$$\delta_{\chi}(\gamma_{\alpha} + L_{\gamma}) \gamma^{\delta} \phi_{\rho} \phi_{\rho} = 0$$

from which we see that all terms cancel. 

C2 Gauge independent flow

Using (C1) allows us to show that the flow equation (3.8) can be derived also if we fix the gauge. This follows by noting that the additional terms which are generated due to the gauge fixing terms are equivalent to a change in the gauge fixing condition

$$\chi_{\alpha} \rightarrow \chi_{\alpha} + \chi_{\alpha}^{a} \Psi^{a} \Lambda^{-1} \delta \Lambda$$  \hspace{1cm} (C7)$$

and since the path integral is independent of the gauge fixing condition the flow equation is still valid. Explicitly we just have to shift $\Psi^{a} \rightarrow \Psi^{a} - K^{a}_{\mu}[\phi]([Q^{-1}[\phi])^{\alpha} C_{\rho}^{\delta} \phi_{\rho}^{b} \psi_{b} \psi_{b}$ such that all the gauge dependent terms cancel. To see this explicitly note that under (C7) we have

$$S_{\text{BRST}} \rightarrow S_{\text{BRST}} + i B_{\rho} \tilde{\chi}_{\rho} \chi_{\rho}^{a} \Psi^{a} \Lambda^{-1} \delta \Lambda$$

$$+ \tilde{c}_{\alpha} Y_{\alpha}^{\beta} \chi_{\beta}^{a} \Psi^{a} \Lambda^{-1} \delta \Lambda$$

$$S_{\text{BRST}} + \left( i B_{\rho} \tilde{\chi}_{\rho} \chi_{\rho}^{a} \Psi^{a} \Lambda^{-1} \delta \Lambda + \tilde{c}_{\alpha} Y_{\alpha}^{\beta} \chi_{\beta}^{a} \Psi^{a} \Lambda^{-1} \delta \Lambda \right)$$

$$= S_{\text{BRST}} + S_{\text{BRST}, a} \Psi^{a} \Lambda^{-1} \delta \Lambda$$  \hspace{1cm} (C8)$$

Thus

$$\mathcal{L}_{\Psi} e^{-S_{\text{BRST}}} = \delta_{\chi} e^{-S_{\text{BRST}}} \text{ for } \delta_{\chi}^{a} = \tilde{c}_{\alpha}^{a} \Psi^{a} \Lambda^{-1} \delta \Lambda$$  \hspace{1cm} (C9)$$
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