Atrial Fibrillation Detection Based on EEMD and XGBoost
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Abstract. The electrocardiogram (ECG) is non-invasive, inexpensive and widely used in several applications, implemented to detect the physical condition and disease of the human body. Atrial fibrillation (AF) is the most common of many different forms of sustained arrhythmia. Therefore, early diagnosis of AF may help to improve doctor’s diagnostic efficiency and is essential to prevent further progression of Atrial fibrillation to other heart disease and stroke complications. With the popularity of the machine learning and deep learning, more and more researchers apply them in image recognition, speech recognition and so on. Naturally, there are also many studies which achieve the purpose of diagnosing diseases, such as detection of arrhythmia, biometric identification based on ECG signals and machine learning or deep learning. A novel approach to detect AF from ECG signals was developed on this study, we used great filter EEMD (Ensemble Empirical Mode Decomposition) and classifier XGBoost (eXtreme Gradient Boosting) to detect normal rhythm, AF and other rhythm. Finally, the great performance was achieved with an average F1 score of 0.84 and accuracy of 0.86.

1. Introduction

The electrocardiogram (ECG) has significant advantages such as non-invasive, simple, reliable and widely used in several applications \cite{1} and is recorded by multiple electrodes on the surface of the human body. For normal ECG signals, although the ECG waveforms collected by different leads are not the same, they all consist of P-wave, a QRS complex (include Q, R, and S waves) and a T wave (sometimes a U-wave with a small amplitude after the T-wave), as depicted in Figure 1. The ECG signal visually reflects the generation and conduction process of cardiac electrical excitation in the conduction system. Therefore, it can reflect the physiological condition of various parts of the heart objectively to a certain extent, which is one of the important bases for diagnosing heart disease and evaluating cardiac function. Achieving the diagnosis of heart disease, especially for the diagnosis and analysis of various arrhythmia is of great value.

\begin{figure}[h]
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\includegraphics[width=\textwidth]{normal_ecg_trace.png}
\caption{A normal ECG trace}
\end{figure}
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Cardiovascular diseases (CVDs) are the most main cause of death around world [2]. Atrial fibrillation (AF) is the most common of many different forms of sustained arrhythmia. Therefore, early diagnosis of AF may help to improve doctor’s diagnostic efficiency and is essential to prevent further progression of Atrial fibrillation to other heart disease and stroke complications. Early AF detection has some problems, AF is a supraventricular tachyarrhythmia characterized by rapid, disordered atrial electrical activity and thus it is difficult to detect AF by Sporadic monitoring of the cardiac activity in the hospital.

Many researchers propose multiple approaches for automated classification of ECG signals, such as AF detection, arrhythmia classification and biometric identification. Numerous methods of detecting AF are classified into three ways.

Firstly, according to doctor’s experience, diagnosing AF is based on two main ECG features: the irregularity of the RR intervals (RRI) and the absence of P-waves [3]. Censi et al [4] demonstrates the relationship between different P-wave morphologies and different patterns of interatrial conduction in patients with AF and Bettoni et al [5] demonstrates significant changes in HRV parameters before the onset of PAF (paroxysmal atrial fibrillation).

Secondly, a number of studies implement algorithms to distinguish normal and abnormal ECG signals by extracting time and frequency domain features, then using machine learning classifier such as decision tree, SVM, random forest. An approach is suggested to detect AF based on SVM classifier and wavelet decomposition [6]. Bin et al [7] divides the RR interval features into 30 small Features and finally classifies them with decision tree. Extracting 491 hand-crafted features and ranking these features, then researches select 150 features to detect AF signals and other rhythms by random tree [8].

Finally, more and more studies aim at deep learning methods which are popular due to automatically learning features of large dataset without extracting features by hand in recent years. Much research has been devoted to classify ECG signals by using deep learning methods. A method of identifying 12 heart arrhythmias, sinus rhythm and noise recordings is proposed based on a 34-layer convolutional neural network (CNN) [9]. Tomas et al [10] evaluates ECG signals as sequence and implements a recurrent neural network (RNN) to cluster the individual features. Due to success in the field of computer vision, Tae et al [11] tries to transform 1-D ECG rhythms into 2-D ECG images and enlarge data by augmenting the ECG images. Fernando et al [12] compares an ensemble of bagged trees based 169 hand-craft features with convolutional neural networks and explains the advantages and disadvantages of these two methods.

However, the algorithms of identifying ECG signals existing in the literatures now have three important points: pre-processing, classification and unbalance of dataset. In this study, we proposed a heart rhythm classifier based on XGBoost and EEMD that leverages features based on time, frequency and morphology characteristics of ECG signals. We classified ECG signals into three classes (normal sinus rhythm, AF, other rhythm) using the data provided by the AliveCor device, available from PhysioNet [13]. In this dataset, we used 8249 single lead ECG signals classified into three classes: normal rhythm, AF rhythm, other rhythm, lasting from 9s to 60s, recorded at a rate of 300Hz. The number of these ECG signals are listed in Table 1. Each signal is depicted in Figure 2.

The rest of this paper is shown in the following: The proposed method was described in detail in Section 2. Then in Section 3, we obtain the results. Conclusion is presented in Section 4.

| rhythm          | Normal sinus | AF   | Other rhythm |
|-----------------|--------------|------|--------------|
| numbers         | 5076         | 758  | 2415         |
2. Methodology
The novel method contains four main steps: pre-processing; R-peaks detection; feature extraction and AF classification. Figure 3 depicts four steps of the proposed method. We will describe these steps in detail as follows.

2.1. Pre-processing
As we know, the recorded ECG signals always contain three main types of noises. They are muscle noise, baseline wander, and power-line interferences, which will cause interference with identifying the ECG-types. Therefore, we chose EEMD as ECG pre-processing method to reduce ECG noise. According to Chang [14], compared with EMD (Empirical Mode Decomposition), EEMD has better filtering performance because of reducing mode mixing and also is more useful to remove composite
noise than traditional filters. According to Wu [15], the EEMD algorithm consists in four steps to filter ECG signals and the steps are as follow:

1) mix a white noise series in the ECG rhythms
2) decompose the mixed ECG rhythms into IMFs by EMD algorithm
3) repeat Steps (1) and Steps (2) in the loop, but with different white noise series of the same power at each time.
4) receive the means (ensemble) of the corresponding IMFs as output we want.

The original ECG signal, the typical EEMD decomposition and extracted IMF are depicted in Figure 4. Low frequency components compose the high-level IMF and high frequency components compose the low-level IMF. We chose 3IMF, 4IMF, 5IMF, 6IMF to be reconstructed, while we considered these 4 IMFs possess the important information. The reconstruction is the filtered ECG signal as expected.
2.2. R-peaks detection
In order to detect AF, valuable information is necessary to be extracted from the beat-to-beat intervals (RR). Pan-Tompkins algorithm [16] is a well-known algorithm to detect R-peaks and QRS complex of the ECG signals and extract RR intervals. This algorithm uses slope, amplitude, and width information of ECG signals to reliably detect QRS complexes and can automatically adjusts thresholds and parameters periodically to diverse signals characteristics, heart rate, and QRS morphologies of ECG signals. Hence, we used the adaptive algorithm providing for accurate use on ECG signals to obtain R-peaks and RR intervals and implement them for extracting features.

2.3. Feature extraction
There is large amount of methods about feature extraction for analysing and detecting ECG signals. In this work, we divided the features of the filtered ECG signals into three groups:
- Time domain features
  These features are mainly extracted by utilizing the temporal characteristics of the ECG signals. When the P-wave, QRS complex and T-wave are confirmed, we can obtain some characteristic values of the ECG data, such as average, maximum, range, variance, deviation, kurtosis and so on. In this work, some features are: P wave, QRS width, QT interval, Amplitude of QRS, RR interval, and so on.
- Frequency domain features
  The ECG signals can be transformed from time domain to frequency domain. FFT (Fast Fourier Transform) and DWT (Discrete Wavelet Transform) are two main methods to transform ECG signals. Then we can obtain Shannon entropy, SNR (Signal Noise Ratio), power, frequency band power.
- Non-linear features
  In addition to the features of time domain and frequency domain, some non-linear features can be extracted. Some matrix can be calculated by Poincare plots. We can also compute the heart rate variability, the coefficient of variation and density histograms, ECG signal-quality indices on frequency domain.

Figure 4. illustration of original ECG and IMF distribution.
2.4. AF classification

In this study, we used well-known classifier XGBoost to solve the imbalance of data and improve the accuracy of classification. XGBoost is initially started as a research by Tianqi Chen \[17\] and is a popular, powerful implementation of gradient boosting algorithm after its used in the winning solution of Higgs Machine Learning Challenge. XGBoost considers the case where the training data is sparse, and can specify the default direction of the branch for the missing value or the specified value. Due to the effective of the classification and the different length of ECG signals, we implanted XGBoost to evaluate the performance of our method. The difficulty in using XGBoost to detect AF is to improve the model, parameter tuning is much important. Some methods used are: choose a high learning rate, Tune tree-specific parameters and alpha parameters and then lower the learning rate. Finally, we decided the optimal parameters such as: max_depth=9, min_child_weight=8, colsample_bytree=0.8.

3. Results

In order to avoid the overfitting problem and obtain more accuracy evaluation, our proposed method used 5-fold cross validation. We chose 80% of randomly selected dataset in the entire dataset as training set and the remaining 20% were used in the test set. Evaluation of our result is done by F1 score combining both positive predictivity and sensitivity, F1 score is calculated as:

\[
F_1 = \frac{F_N + F_{AF} + F_O}{3}
\]  

(1)

Where \(F_N\), \(F_{AF}\), \(F_O\) is respectively F1 score of the three rhythms. And the F1 score of each rhythm can be calculated as:

\[
F_{\text{rhythm}} = \frac{2TP_{\text{rhythm}}}{TP_{\text{rhythm}} + FN_{\text{rhythm}} + FP_{\text{rhythm}}}
\]  

(2)

Our methodology achieved appreciable performance measures of 0.84 average F1 score and 0.86 average accuracy. We described the confusion matrix of the result in Figure 5.

![Confusion Matrix](image)

**Figure 5.** Confusion matrix of the result.
4. Conclusion
In this paper, we have presented EEMD and an ensemble classifier XGBoost to distinguish between three types of heart rhythms. The algorithm has shown significant performance, but there are some problems:
(1) the length of ECG signals is different and is distributed between 9s and 60s.
(2) the imbalance of the data.
(3) hand-crafted features are not sufficient to represent the characteristics of the ECG signals.
(4) the features should be selected according to the importance to classifying ECG signals.

Compared with machine learning, deep learning does not require hand-crafted features, has the ability to fully apply the characteristics of the ECG signals, and could use a larger amount of data to improve the diagnosis of atrial fibrillation. Future work will focus on using deep learning to detect AF, decreasing information loss, overcoming the class balance problem and improving the accuracy of detecting AF, normal rhythm and other rhythm. In addition, based on discussing with a cardiologist, future work will also apply the algorithm to the clinic.
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