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ABSTRACT In this paper we continue the study of the notion of $\mathcal{P}$-rectifiability in Carnot groups. We say that a Radon measure is $\mathcal{P}_h$-rectifiable, for $h \in \mathbb{N}$, if it has positive $h$-lower density and finite $h$-upper density almost everywhere, and, at almost every point, it admits a unique tangent measure up to multiples.

In this paper we prove a Marstrand–Mattila rectifiability criterion in arbitrary Carnot groups for $\mathcal{P}$-rectifiable measures with tangent planes that admit a normal complementary subgroup. Namely, in this co-normal case, even if a priori the tangent planes at a point might not be the same at different scales, a posteriori the measure has a unique tangent almost everywhere.

Since every horizontal subgroup of a Carnot group has a normal complement, our criterion applies in the particular case in which the tangents are one-dimensional horizontal subgroups. Hence, as an immediate consequence of our Marstrand–Mattila rectifiability criterion and a result of Chousionis–Magnani–Tyson, we obtain the one-dimensional Preiss’s theorem in the first Heisenberg group $H^1$. More precisely, we show that a Radon measure $\phi$ on $H^1$ with positive and finite one-density with respect to the Koranyi distance is absolutely continuous with respect to the one-dimensional Hausdorff measure $H^1$, and it is supported on a one-rectifiable set in the sense of Federer, i.e., it is supported on the countable union of the images of Lipschitz maps from $A \subseteq \mathbb{R}$ to $H^1$.

KEYWORDS Carnot groups, Heisenberg groups, Rectifiability, Preiss’s Theorem, Rectifiable measure, Marstrand-Mattila rectifiability criterion.

MSC (2010) 53C17, 22E25, 28A75, 49Q15, 26A16.

1 INTRODUCTION

In Euclidean spaces a Radon measure $\phi$ is said to be $k$-rectifiable if it is absolutely continuous with respect to the $k$-dimensional Hausdorff measure $H^k$ and it is supported on a countable union of $k$-dimensional Lipschitz submanifolds, see [11, §3.2.14]. In Euclidean spaces, the previous global definition arises as a consequence of the local structure of the measure, as it is clear from the following Proposition which is classically attributed to Marstrand and Mattila, see e.g., [22, Theorem 16.7].

**Proposition 1.1.** Assume $\phi$ is a Radon measure on $\mathbb{R}^n$ and $k$ is a natural number such that $1 \leq k \leq n$. Then, $\phi$ is a $k$-rectifiable measure if and only if for $\phi$-almost every $x \in \mathbb{R}^n$ we have

(i) $0 < \Theta_k^\uparrow(\phi, x) \leq \Theta_k^\downarrow(\phi, x) < +\infty,

(ii) $\text{Tan}_k(\phi, x) \subseteq \{\lambda H^k \setminus V : \lambda > 0, \text{ and } V \text{ is a } k \text{-dimensional vector subspace}\}$,
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where \( \Theta^k_\phi(x) \) and \( \Theta^{k,*}_\phi(x) \) are, respectively, the lower and the upper \( k \)-density of \( \phi \) at \( x \), see Definition 2.8, and \( \text{Tan}_k(\phi, x) \) is the set of \( k \)-tangent measures to \( \phi \) at \( x \), see Definition 2.7, while \( H^k \) is the Hausdorff measure.

The previous infinitesimal characterization of rectifiable measures in the Euclidean spaces is at the core of the definition of \( \mathcal{P} \)-rectifiable measures, which have been introduced by the second named author in [25, Definition 3.1 & Definition 3.2], in the setting of Carnot groups, and which have been studied by the two authors in [5, 4]. We stress that the present paper is the second of two companion papers derived from [5]. For a more thorough introduction we refer the reader to the introductions of [5, 4].

A Carnot group \( G \) is a simply connected nilpotent Lie group, whose Lie algebra is stratified and generated by its first layer. Carnot groups are a generalization of Euclidean spaces, and we remark that (quotients of) Carnot groups arise as the infinitesimal models of sub-Riemannian manifolds and their geometry, even at an infinitesimal scale, might be very different from the Euclidean one. From now on \( G \) will be a fixed Carnot group endowed with an arbitrary left-invariant homogeneous distance \( d \), see Section 2, and we recall that any two such distances are bi-Lipschitz equivalent. These groups have finite Hausdorff dimension, that is commonly denoted by \( Q \), with respect to any homogeneous left-invariant distance. We recall that on \( G \) we have a natural family of dilations \( \{ \delta_t \}_{t > 0} \), see Section 2, which gives raise to a homogeneous structure on \( G \) with respect to which we can perform blow-ups. We recall here the notion of \( \mathcal{P} \)-rectifiable measure.

**Definition 1.1 (\( \mathcal{P} \)-rectifiable measures).** Fix a natural number \( 1 \leq h \leq Q \). A Radon measure \( \phi \) on \( G \) is said to be \( \mathcal{P}^h \)-rectifiable if \( \phi \)-almost every \( x \in G \) we have

(i) \( 0 < \Theta^h_\phi(x) \leq \Theta^{h,*}_\phi(x) < +\infty \),

(ii) \( \text{Tan}_h(\phi, x) \subseteq \{ \lambda S^h \mathcal{V}(x) : \lambda \geq 0 \} \), where \( \mathcal{V}(x) \) is a homogeneous subgroup of \( G \) of Hausdorff dimension \( h \), where \( \Theta^h_\phi(x) \) and \( \Theta^{h,*}_\phi(x) \) are, respectively, the lower and the upper \( h \)-density of \( \phi \) at \( x \), see Definition 2.8, \( \text{Tan}_h(\phi, x) \) is the set of \( h \)-tangent measures to \( \phi \) at \( x \), see Definition 2.7, and \( S^h \) is the spherical Hausdorff measure of dimension \( h \), see Definition 2.4. Furthermore, we say that \( \phi \) is \( \mathcal{P}^h \)-rectifiable if (ii) is replaced with the weaker

(ii)* \( \text{Tan}_h(\phi, x) \subseteq \{ \lambda S^h \mathcal{V} : \lambda \geq 0 \} \)

A Radon measure \( \phi \) on \( G \) is said to be \( \mathcal{P}^h \)-rectifiable if \( \phi \)-almost every \( x \in G \) we have

\[
\Phi(\phi) := \sup_{\lambda > 0} \frac{1}{\lambda} \int_G 1_{\text{Tan}_h(\phi, x) \cap \lambda S^h \mathcal{V}}(x) \, d\phi(x) \leq 1.
\]

where \( \Phi(\phi) \) is the \( \lambda \)-blow-up of the tangent measures to \( \phi \) at \( x \), see Definition 2.8.

**Additional remark.** This is the second of two companion papers derived from [5]. The present work consists of an elaboration of Sections 2 and 5 of the Preprint [5], while the first of the two (that will appear as [3]) is an elaboration of Sections 2, 3, 4, and 6 of [5]. In order to avoid redundancy, we wrote the complete proofs of some of the ancillary results of Section 2 of [5] only in the first of the two. Therefore, here we omit some of the proofs of the basic results, but we will always give precise references to the complete proofs that are contained in the Preprint on arXiv [5]. We finally remark the results presented here are independent from those proved in Sections 3, 4, and 6 of [5]. Therefore the present work is completely indepent from the other.

**1.1 Results**

The main contribution of this paper is a co-normal Marstrand-Mattila rectifiability criterion for \( \mathcal{P} \)-rectifiable measures in the setting of Carnot groups. Already in the Euclidean case, it is not trivial to prove that a \( \mathcal{P}^* \)-rectifiable measure is rectifiable, see [8, Theorem 5.1], and [22, Theorem 16.7]. Proving that a \( \mathcal{P}^1 \)-rectifiable measure in a Carnot group of Hausdorff dimension \( Q \) is supported on the countable union of \( C^1 \)-regular hypersurfaces is a challenging problem that has been solved by the second-named author in [25, Theorem 3].

In this paper we adapt Preiss’s techniques in [27] to prove that \( \mathcal{P}^* \)-rectifiable measures with co-normal tangents, i.e., with tangents that admit at least one normal complementary subgroup, are \( \mathcal{P} \)-rectifiable, see Theorem 3.1. This means that in this co-normal case, even if the tangents at a point might not be the same at different scales, then a posteriori the tangent is unique almost everywhere. We recall that when we say that a homogeneous subgroup \( \mathcal{V} \) of a Carnot group \( G \) admits a complementary subgroup, we mean that there exists a homogeneous subgroup \( \mathcal{L} \) such that \( G = \mathcal{V} \cdot \mathcal{L} \) and \( \mathcal{V} \cap \mathcal{L} = \{0\} \).
**Theorem 1.2** (Co-normal Marstrand–Mattila rectifiability criterion). Let $G$ be a Carnot group endowed with an arbitrary left-invariant homogeneous distance. Let $\phi$ be a $P^*_h$-rectifiable measure on $G$ with tangents that admit at least one normal complementary subgroup. Then $\phi$ is a $P^*_h$-rectifiable measure. Moreover, there are countably many homogeneous subgroups $V_i$ of homogeneous dimension $h$, and Lipschitz maps $\Phi_i : A_i \subseteq V_i \to G$, where $A_i$’s are compact, such that

$$\phi\left(G \setminus \bigcup_{i \in \mathbb{N}} \Phi_i(A_i)\right) = 0.$$  

Let us notice that the converse of Theorem 1.2 holds as well. Namely if $\phi$ is a Radon measure on $G$ with positive $h$-lower density and finite $h$-upper density $\phi$-almost everywhere, and there are countably many homogeneous subgroups $V_i$ of homogeneous dimension $h$, and Lipschitz maps $\Phi_i : A_i \subseteq V_i \to G$, where $A_i$’s are compact, such that

$$\phi\left(G \setminus \bigcup_{i \in \mathbb{N}} \Phi_i(A_i)\right) = 0,$$

hence $\phi$ is $P^*_h$-rectifiable (and a fortiori $P^*_h$-rectifiable). The proof is done first by a classical reduction to measures of the type $S^hL$, and hence using the Rademacher theorem, and the area formula, which hold for the maps $\Phi_i$. The resulting reasoning is exactly the same as in the last part of the proof of Theorem 3.1.

As we said above, a Marstrand–Mattila rectifiability criterion for codimension-one rectifiable measures in arbitrary Carnot groups has been proved by the second named author in [25]. The techniques used in [25] are likely to be adapted to show the same result in the more general co-horizontal case. Apart from the cases discussed here, and the result in Theorem 1.2, we presently do not know if a Marstrand–Mattila rectifiability criterion holds in the generality of $\mathcal{P}^*$-rectifiable measure with complemented tangents. We believe that such a result could be really challenging because of the lack of regularity of the projections map in the general case.

We remark that we are able to prove Theorem 1.2 because of the following two key observations: whenever $V$ admits a normal complementary subgroup $L$, then the projection $P_V : G \to V$ related to the splitting $G = V \cdot L$ is a Lipschitz homogeneous homomorphism, see Proposition 2.21, and moreover $V$ is a Carnot subgroup, see [2, Remark 2.1]. This allows us to adapt Preiss’s machinery in [27] not without some difficulties that are essentially due to the fact that, on the contrary with respect to the Euclidean setting, we do not have a canonical choice of a normal complementary subgroup to $V$ when there is at least one. We also stress that, for the Marstrand-Mattila rectifiability criterion, the assumption on the strictly positive lower density is necessary already in the Euclidean case, see [27, p. 5.9].

The hypotheses of Theorem 1.2 are satisfied whenever we have a $P^*_h$-rectifiable measure with horizontal tangents. Thus, the previous co-normal Marstrand-Mattila rectifiability criterion, jointly with the result of [6, Theorem 1.3], can be used to give the proof of Preiss’s theorem for measures with one-density in the Heisenberg group $H^1_f$ endowed with the Koranyi norm. For the sake of clarity, let us recall that if we identify $H^1 \equiv \mathbb{R}^3 = \{(x,t) : x \in \mathbb{R}^2, t \in \mathbb{R}\}$ through exponential coordinates, then the Koranyi norm is $\| (x,t) \| := (\| x \|_{eu}^4 + t^2)^{1/4}$, where $\| \cdot \|_{eu}$ is the standard Euclidean norm.

**Theorem 1.3** (One-dimensional Preiss’s theorem in $H^1$). Let $H^1$ be the first Heisenberg group endowed with the Koranyi norm. Let $\phi$ be a Radon measure on $H^1$ such that the one-density $\Theta^1(\phi, x)$ exists positive and finite for $\phi$-almost every $x \in H^1$. Then $\phi$-almost all of $H^1$ can be covered with countably many images $\Phi_i(A_i)$ of Lipschitz functions $\Phi_i : A_i \subseteq \mathbb{R} \to H^1$, and moreover $\phi$ is absolutely continuous with respect to the one-dimensional Hausdorff measure $H^1$.

**Proof.** From the fact that the one-density exists at $\phi$-almost every $x \in H^1$ we deduce that at $\phi$-almost every $x \in H^1$ the tangent measures are uniform measures, see [24, Proposition 2.2]. Then from [6, Theorem 1.3] we get that the tangent measures, at $\phi$-almost every $x \in H^1$, are $S^1L$, where $L$ is a horizontal line. Finally from Theorem 1.2, since every horizontal line admits a normal complementary subgroup, we get the first part of the sought conclusion. The absolute continuity is a consequence of Proposition 2.5.

Let us notice that Theorem 1.3 is one of the few cases in which Preiss’s theorem [27] is nowadays known to hold beyond the Euclidean space. The characterization of the $k$-rectifiability of a measure through the existence of the $k$-density in Euclidean spaces was one of the great achievement of Geometric Measure Theory [27]. Another Preiss’s type result has been proved by A. Lorent [20] in $\ell_2$. Recently, the second named author has accomplished to prove...
the analogue of Theorem 1.3 for the $\beta$-density, which requires a deeper understanding of 3-uniform measures in the first Heisenberg group $H^1$, see [24, 25].

A related result to Theorem 1.3 in the broad generality of metric spaces is contained in [28]. Nevertheless we stress that here we prove Theorem 1.3 in the general setting of Radon measures and we ask no bound on the density, just its existence: namely, we prove that whenever the 1-density of a Radon measure exists on $H^1$ endowed with the Koranyi norm, hence we have that it is rectifiable. We remark that, even if we take advantage of the fact that the classification of the 1-uniform measures on $H^1$ was known from [6], the result in Theorem 1.3 is non-trivial, since it requires the Marstrand–Mattila rectifiability criterion in Theorem 1.2.

Let us remark that the previous Theorem 1.3 is the last step needed to completely solve in $H^1$ the implication (i)$\Rightarrow$(ii) of the density problem formulated in [25, page 50]. Let us explain this and give a scheme here. If in $H^1$ endowed with the Koranyi norm we have a Radon measure $\varphi$ such that there exists $\alpha \geq 0$ for which the $\alpha$-density $\Theta^\alpha(\varphi, x)$ exists positive and finite for $\varphi$-almost every $x \in H^1$ we first get that $\alpha$ is an integer, see [7, Theorem 1.1]. Thus the only non-trivial cases are

- $\alpha = 1$. In this case $\varphi$ is $\mathcal{P}_1$-rectifiable, see Theorem 1.2. Moreover we can cover $\varphi$-almost all of $H^1$ with countably many images of Lipschitz maps from subsets of $\mathbb{R}$ to $H^1$. Note that we can improve the latter conclusion. Indeed, we can cover $\varphi$-almost all of $H^1$ with countably many images of $C^1_1$-functions defined on open subsets of $\mathbb{R}$ to $H^1$. This last improvement comes from Pansu-Rademacher theorem for Lipschitz maps between Carnot groups, see [26], and the Whitney extension theorem proved in [16, Theorem 6.5].

- $\alpha = 2$. In this case $\varphi$ is $\mathcal{P}_2$-rectifiable, see [25, Theorem 3.7]. This means that the tangent measure is $\varphi$-almost everywhere unique and it is a Haar measure of the vertical line in $H^1$.

- $\alpha = 3$. In this case $\varphi$ is $\mathcal{P}_3$-rectifiable, see [24], and [25, Theorem 4]. Moreover we can cover $\varphi$-almost all of $H^1$ with countably many $C^1_1$-hypersurfaces, see [25, Theorem 4].

As it is clear from the list above, an interesting line of investigation could be a finer study of the structure of $\mathcal{P}_2$-rectifiable measures in $H^1$.
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2 Preliminaries

2.1 Carnot Groups

In this subsection we briefly introduce some notations on Carnot groups that we will extensively use throughout the paper. For a detailed account on Carnot groups we refer to [18].

A Carnot group $G$ of step $\kappa$ is a simply connected Lie group whose Lie algebra $\mathfrak{g}$ admits a stratification $\mathfrak{g} = V_1 \oplus V_2 \oplus \cdots \oplus V_\kappa$. We say that $V_1 \oplus V_2 \oplus \cdots \oplus V_\kappa$ is a stratification of $\mathfrak{g}$ if $\mathfrak{g} = V_1 \oplus V_2 \oplus \cdots \oplus V_\kappa$,

$$[V_i, V_j] = V_{i+j}, \quad \text{for any } i = 1, \ldots, \kappa - 1, \quad [V_1, V_\kappa] = \{0\}, \quad \text{and } V_\kappa \neq \{0\},$$

where $\langle A, B \rangle := \text{span}\{[a, b] : a \in A, b \in B\}$. We call $V_1$ the horizontal layer of $G$. We denote by $n$ the topological dimension of $\mathfrak{g}$, by $n_j$ the dimension of $V_j$ for every $j = 1, \ldots, \kappa$. Furthermore, we define $\pi_j : G \to V_j$ to be the projection maps on the $i$-th strata. We will often shorten the notation to $\nu_i := \pi_i p$.

For a Carnot group $G$, the exponential map $\exp : \mathfrak{g} \to G$ is a global diffeomorphism from $\mathfrak{g}$ to $G$. Hence, if we choose a basis $\{X_1, \ldots, X_n\}$ of $\mathfrak{g}$, any $p \in G$ can be written in a unique way as $p = \exp(p_1 X_1 + \cdots + p_n X_n)$. This means that we can identify $p \in G$ with the $n$-tuple $(p_1, \ldots, p_n) \in \mathbb{R}^n$ and the group $G$ itself with $\mathbb{R}^n$ endowed with the group operation determined by the Baker–Campbell–Hausdorff formula. From now on, we will always assume that $G = (\mathbb{R}^n, \cdot)$ and, as a consequence, that the exponential map acts as the identity.

For any $p \in G$, we define the left translation $\tau_p : G \to G$ as

$$q \mapsto \tau_p q := p \cdot q.$$
As already remarked above, the group operation $\cdot$ is determined by the Campbell-Hausdorff formula, and it has the form (see \cite[Proposition 2.1]{ref})
\[ p \cdot q = p + q + \mathcal{L}(p, q), \]
for all $p, q \in \mathbb{R}^n$.
where $\mathcal{L} = (\mathcal{L}_1, \ldots, \mathcal{L}_k) : \mathbb{R}^n \times \mathbb{R}^n \to V_1 \oplus \ldots \oplus V_k$, and the $\mathcal{L}_i$’s have the following properties. For any $i = 1, \ldots, k$ and any $p, q \in G$ we have
(i) $\mathcal{L}_i(\delta p, \delta q) = \lambda^i \mathcal{L}_i(p, q)$,
(ii) $\mathcal{L}_i(p, q) = -\mathcal{L}_i(-q, -p)$,
(iii) $\mathcal{L}_i(0) = 0$ and $\mathcal{L}_i(p, q) = \mathcal{L}_i(p_1, \ldots, p_{i-1}, q_1, \ldots, q_{i-1})$.
Thus, we can represent the product $\cdot$ as
\[ p \cdot q = (p_1 + q_1, p_2 + q_2 + \mathcal{L}_2(p_1, q_1), \ldots, p_k + q_k + \mathcal{L}_k(p_1, \ldots, p_{k-1}, q_1, \ldots, q_{k-1})). \]

The stratification $\mathfrak{g}$ carries with it a natural family of dilations $\delta_\lambda : \mathfrak{g} \to \mathfrak{g}$, that are Lie algebra automorphisms of $\mathfrak{g}$ and are defined by
\[ \delta_\lambda(v_1, \ldots, v_k) := (\lambda v_1, \lambda^2 v_2, \ldots, \lambda^k v_k), \]
for any $\lambda > 0$, where $v_i \in V_i$. The stratification of the Lie algebra $\mathfrak{g}$ naturally induces a gradation on each of its homogeneous Lie sub-algebras $\mathfrak{h}$, i.e., sub-algebras that are $\delta_\lambda$-invariant for any $\lambda > 0$, that is
\[ \mathfrak{h} = V_1 \cap \mathfrak{h} \oplus \ldots \oplus V_k \cap \mathfrak{h}. \]

We say that $\mathfrak{h} = W_1 \oplus \cdots \oplus W_\kappa$ is a gradation of $\mathfrak{h}$ if $[W_i, W_j] \subseteq W_{i+j}$ for every $1 \leq i, j \leq \kappa$, where we mean that $W_\ell := \{0\}$ for every $\ell > \kappa$. Since the exponential map acts as the identity, the Lie algebra automorphisms $\delta_\lambda$ can be read also as group automorphisms of $G$.

**Definition 2.1 (Homogeneous subgroups).** A subgroup $V$ of $G$ is said to be homogeneous if it is a Lie subgroup of $G$ that is invariant under the dilations $\delta_\lambda$.

We recall the following basic terminology: a horizontal subgroup of a Carnot group $G$ is a homogeneous subgroup of it that is contained in $\exp(V_1)$; a Carnot subgroup $\mathcal{W} = \exp(\mathfrak{h})$ of a Carnot group $G$ is a homogeneous subgroup of it such that the first layer $V_1 \cap \mathfrak{h}$ of the grading of $\mathfrak{h}$ inherited from the stratification of $\mathfrak{g}$ is the first layer of a stratification of $\mathfrak{h}$.

Homogeneous Lie subgroups of $G$ are in bijective correspondence through $\exp$ with the Lie sub-algebras of $\mathfrak{g}$ that are invariant under the dilations $\delta_\lambda$. For any Lie algebra $\mathfrak{h}$ with gradation $\mathfrak{h} = W_1 \oplus \cdots \oplus W_\kappa$, we define its homogeneous dimension as
\[ \dim_{\text{hom}}(\mathfrak{h}) := \sum_{i=1}^\kappa i \cdot \dim(W_i). \]

Thanks to (2) we infer that, if $\mathfrak{h}$ is a homogeneous Lie sub-algebra of $\mathfrak{g}$, we have $\dim_{\text{hom}}(\mathfrak{h}) := \sum_{i=1}^\kappa i \cdot \dim(\mathfrak{h} \cap V_i)$. We introduce now the class of homogeneous and left-invariant distances.

**Definition 2.2 (Homogeneous left-invariant distance).** A metric $d : G \times G \to \mathbb{R}$ is said to be homogeneous and left invariant if for any $x, y \in G$ we have
(i) $d(\delta_\lambda x, \delta_\lambda y) = \lambda d(x, y)$ for any $\lambda > 0$,
(ii) $d(\tau_z x, \tau_z y) = d(x, y)$ for any $z \in G$.

We recall that two homogeneous left-invariant distances on a Carnot group are always bi-Lipschitz equivalent. It is well-known that the Hausdorff dimension (for a definition of Hausdorff dimension see for instance \cite[Definition 4.8]{ref}) of a graded Lie group $G$ with respect to an arbitrary left-invariant homogeneous distance coincides with the homogeneous dimension of its Lie algebra. For a reference for the latter statement, see \cite[Theorem 4.4]{ref}.

**From now on, if not otherwise stated, $G$ will be a fixed Carnot group.** We recall that a homogeneous norm $\| \cdot \|$ on $G$ is a function $\| \cdot \| : G \to [0, +\infty)$ such that $\|\delta_\lambda x\| = \lambda \|x\|$ for every $\lambda > 0$ and $x \in G$; $\|x \cdot y\| \leq \|x\| + \|y\|$ for every $x, y \in G$; and $\|x\| = 0$ if and only if $x = 0$. We introduce now a distinguished homogeneous norm on $G$. 


Definition 2.3 (Smooth-box metric). For any $g \in G$, we let
\[ \|g\| := \max\{\varepsilon_1|g_1|, \varepsilon_2|g_2|^{1/2}, \ldots, \varepsilon_k|g_k|^{1/\kappa}\}, \]
where $\varepsilon_1 = 1$ and $\varepsilon_2, \ldots, \varepsilon_k$ are suitably small parameters depending only on the group $G$. For the proof of the fact that we can choose the $\varepsilon_i$'s in such a way that $\|\cdot\|$ is a homogeneous norm on $G$ that induces a left-invariant homogeneous distance we refer to \cite[Section 5]{13}.

Given an arbitrary homogeneous norm $\|\cdot\|$ on $G$, the distance $d$ induced by $\|\cdot\|$ is defined as follows
\[ d(x,y) := \|x^{-1}y\|. \]
Vice-versa, given a homogeneous left-invariant distance $d$, it induces a homogeneous norm through the equality $\|x\| := d(x,e)$ for every $x \in G$, where $e$ is the identity element of $G$.

Given a homogeneous left-invariant distance $d$ we let $U(x,r) := \{z \in G : d(x,z) < r\}$ be the open metric ball relative to the distance $d$ centred at $x$ and with radius $r > 0$. The closed ball will be denoted with $B(x,r) := \{z \in G : d(x,z) \leq r\}$. Moreover, for a subset $E \subseteq G$ and $r > 0$, we denote with $B(E,r) := \{z \in G : \text{dist}(z,E) \leq r\}$ the closed $r$-tubular neighborhood of $E$ and with $U(E,r) := \{z \in G : \text{dist}(z,E) < r\}$ the open $r$-tubular neighborhood of $E$.

Definition 2.4 (Hausdorff Measures). Throughout the paper we define the $h$-dimensional spherical Hausdorff measure relative to a left invariant homogeneous metric $d$ as
\[ S^h(A) := \sup_{\delta > 0} \left\{ \sum_{j=1}^{\infty} r_j^h : A \subseteq \bigcup_{j=1}^{\infty} B(x_j, r_j), r_j \leq \delta \right\}, \]
for every $A \subseteq G$. We define the $h$-dimensional Hausdorff measure relative to $d$ as
\[ \mathcal{H}^h(A) := \sup_{\delta > 0} \left\{ \sum_{j=1}^{\infty} 2^{-h}(\text{diam } E_j)^h : A \subseteq \bigcup_{j=1}^{\infty} E_j, \text{diam } E_j \leq \delta \right\}, \]
for every $A \subseteq G$. We define the $h$-dimensional centered Hausdorff measure relative to $d$ as
\[ C^h(A) := \sup_{E \subseteq A} {C^h_0}(E), \]
for every $A \subseteq G$, where
\[ C^h_0(E) := \sup_{\delta > 0} \left\{ \sum_{j=1}^{\infty} r_j^h : E \subseteq \bigcup_{j=1}^{\infty} B(x_j, r_j), x_j \in E, r_j \leq \delta \right\}, \]
for every $E \subseteq G$. We stress that $C^h$ is an outer measure, and thus it defines a Borel regular measure, see \cite[Proposition 4.1]{9}, and that the measures $S^h, \mathcal{H}^h, C^h$ are all equivalent measures, see \cite[Section 2.10.2]{11} and \cite[Proposition 4.2]{9}.

Definition 2.5 (Hausdorff distance). Given a left-invariant homogeneous distance $d$ on $G$, for any couple of sets $A, B \subseteq G$, we define the Hausdorff distance of $A$ from $B$ as
\[ d_{H,G}(A,B) := \max \left\{ \sup_{x \in A} \text{dist}(x,B), \sup_{y \in B} \text{dist}(A,y) \right\}, \]
where
\[ \text{dist}(x,A) := \inf_{y \in A} d(x,y), \]
for every $x \in G$ and $A \subseteq G$. 
2.2 Densities and tangents of Radon measures

Throughout the rest of the paper we will always assume that $G$ is a fixed Carnot group endowed with an arbitrary left-invariant homogeneous distance $d$. Some of the forthcoming results will be proved in the particular case in which $d$ is the distance induced by the distinguished homogeneous norm defined in Definition 2.3, and we will stress this when it will be the case.

The homogeneous, and thus Hausdorff, dimension with respect to $d$ will be denoted with $Q$. Furthermore as discussed in the previous subsection, we will assume without loss of generality that $G$ coincides with $\mathbb{R}^n$ endowed with the product induced by the Baker-Campbell-Hausdorff formula relative to $\text{Lie}(G)$.

**Definition 2.6** (Weak convergence of measures). Given a family $\{\phi_i\}_{i \in \mathbb{N}}$ of Radon measures on $G$ we say that $\phi_i$ weakly converges to a Radon measure $\phi$, and we write $\phi_i \rightharpoonup \phi$, if

$$\int f \, d\phi_i \to \int f \, d\phi, \quad \text{for any } f \in C_c(G).$$

**Definition 2.7** (Tangent measures). Let $\phi$ be a Radon measure on $G$. For any $x \in G$ and any $r > 0$ we define the measure

$$T_{x,r}\phi(E) := \phi(x \cdot \delta_r(E)), \quad \text{for any Borel set } E.$$ 

Furthermore, we define $\text{Tan}_h(\phi, x)$, the $h$-dimensional tangents to $\phi$ at $x$, to be the collection of the Radon measures $\nu$ for which there is an infinitesimal sequence $\{r_i\}_{i \in \mathbb{N}}$ such that

$$r_i^{-h}T_{x,r_i}\phi \rightharpoonup \nu.$$ 

**Remark 2.1.** (Zero as a tangent measure) We remark that our definition potentially admits the zero measure as a tangent measure, as in [8], while the definitions in [27] and [23] do not.

**Definition 2.8** (Lower and upper densities). If $\phi$ is a Radon measure on $G$, and $h > 0$, we define

$$\Theta^l_h(\phi, x) := \liminf_{r \to 0} \frac{\phi(B(x, r))}{r^h}, \quad \text{and} \quad \Theta^{h,*}(\phi, x) := \limsup_{r \to 0} \frac{\phi(B(x, r))}{r^h},$$

and we say that $\Theta^l_h(\phi, x)$ and $\Theta^{h,*}(\phi, x)$ are the lower and upper $h$-density of $\phi$ at the point $x \in G$, respectively. Furthermore, we say that measure $\phi$ has $h$-density if

$$0 < \Theta^l_h(\phi, x) = \Theta^{h,*}(\phi, x) < \infty, \quad \text{for } \phi\text{-almost any } x \in G.$$ 

Lebesgue theorem holds for measures with positive lower density and finite upper density, and thus local properties are stable under restriction to Borel subsets.

**Proposition 2.1.** Suppose $\phi$ is a Radon measure on $G$ with $0 < \Theta^l_h(\phi, x) \leq \Theta^{h,*}(\phi, x) < \infty$ for $\phi$-almost every $x \in G$. Then, for any Borel set $B \subseteq G$ and for $\phi$-almost every $x \in B$ we have

$$\Theta^l_h(\phi, B, x) = \Theta^l_h(\phi, x), \quad \text{and} \quad \Theta^{h,*}(\phi, B, x) = \Theta^{h,*}(\phi, x).$$

**Proof.** This is a direct consequence of Lebesgue differentiation Theorem of [15, page 77], that can be applied since $(G, d, \phi)$ is a Vitali metric measure space due to [15, Theorem 3.4.3].

We stress that whenever the $h$-lower density of $\phi$ is strictly positive and the $h$-upper density of $\phi$ is finite $\phi$-almost everywhere, the set $\text{Tan}_h(\phi, x)$ is nonempty for $\phi$-almost every $x \in G$, see [25, Proposition 1.12]. The following proposition has been proved in [25, Proposition 1.13].

**Proposition 2.2** (Locality of tangents). Let $h > 0$, and let $\phi$ be a Radon measure such that for $\phi$-almost every $x \in G$ we have

$$0 < \Theta^l_h(\phi, x) \leq \Theta^{h,*}(\phi, x) < \infty.$$ 

Then for every $\rho \in L^1(\phi)$ that is nonnegative $\phi$-almost everywhere we have $\text{Tan}_h(\rho \phi, x) = \rho(x) \text{Tan}_h(\phi, x)$ for $\phi$-almost every $x \in G$. More precisely the following holds: for $\phi$-almost every $x \in G$ then

if $r_i \to 0$ is such that $r_i^{-h}T_{x,r_i}\phi \rightharpoonup \nu$ then $r_i^{-h}T_{x,r_i}(\rho \phi) \rightharpoonup \rho(x)\nu$. (3)
Let us introduce a useful split of the support of a Radon measure \( \phi \) on \( G \).

**Definition 2.9.** Let \( \phi \) be a Radon measure on \( G \) that is supported on the compact set \( K \). For any \( \theta, \gamma \in \mathbb{N} \) we define

\[
E(\theta, \gamma) := \{ x \in K : \theta^{-1}r^h \leq \phi(B(x,r)) \leq \theta^r \text{ for any } 0 < r < 1/\gamma \}.
\]

**Proposition 2.3.** For any \( \theta, \gamma \in \mathbb{N} \), the set \( E(\theta, \gamma) \) defined in Definition 2.9 is compact.

**Proof.** This is [25, Proposition 1.14]. \( \square \)

**Proposition 2.4.** Assume \( \phi \) is a Radon measure supported on the compact set \( K \) such that \( 0 < \Theta^h_\theta(\phi, x) \leq \Theta^{h*}_\theta(\phi, x) < \infty \) for \( \phi \)-almost every \( x \in G \). Then \( \phi(G \setminus \bigcup_{\theta, \gamma \in \mathbb{N}} E(\theta, \gamma)) = 0 \).

**Proof.** Let \( w \in K \setminus \bigcup_{\theta, \gamma \in \mathbb{N}} E(\theta, \gamma) \) and note that this implies that either \( \Theta^h_\theta(\phi, x) = 0 \) or \( \Theta^{h*}_\theta(\phi, x) = \infty \). Since \( 0 < \Theta^h(\phi, x) \leq \Theta^{h*}(\phi, x) < \infty \) for \( \phi \)-almost every \( x \in G \), this concludes the proof. \( \square \)

We recall here a useful proposition about the structure of Radon measures.

**Proposition 2.5 ([25, Proposition 1.17 and Corollary 1.18]).** Let \( \phi \) be a Radon measure supported on a compact set on \( G \) such that \( 0 < \Theta^h_\theta(\phi, x) \leq \Theta^{h*}_\theta(\phi, x) < \infty \) for \( \phi \)-almost every \( x \in G \). For every \( \theta, \gamma \in \mathbb{N} \) we have that \( \phi, E(\theta, \gamma) \) is mutually absolutely continuous with respect to \( S^h \cdot E(\theta, \gamma) \).

### 2.3 Intrinsic Grassmannian in Carnot groups

We give the definition of the intrinsic Grassmannian on Carnot groups and introduce the classes of complemented and co-normal homogeneous subgroups.

**Definition 2.10** (Intrinsic Grassmanian on Carnot groups). For any \( 1 \leq h \leq Q \), we define \( Gr(h) \) to be the family of homogeneous subgroups \( V \) of \( G \) that have Hausdorff dimension \( h \).

Let us recall that if \( V \) is a homogeneous subgroup of \( G \), any other homogeneous subgroup such that

\[
V : L = G \quad \text{and} \quad V \cap L = \{0\},
\]

is said to be a complement of \( G \). Finally, we let

(i) \( Gr_c(h) \) to be the subfamily of those \( V \in Gr(h) \) that have a complement and we will refer to \( Gr_c(h) \) as the \( h \)-dimensional complemented Grassmanian,

(ii) \( Gr_n(h) \) the subfamily of those \( V \in Gr_c(h) \) having a normal complement and we will refer to \( Gr_n(h) \) as the \( h \)-dimensional co-normal Grassmanian.

Let us introduce the stratification vector of a homogeneous subgroup.

**Definition 2.11** (Stratification vector). Let \( h \in \{1, \ldots, Q\} \) and for any \( V \in Gr(h) \) we denote with \( s(V) \) the vector

\[
s(V) := (\dim(V_1 \cap V), \ldots, \dim(V_k \cap V)),
\]

that with abuse of language we call the stratification, or the stratification vector, of \( V \). Furthermore, we define

\[
\mathcal{S}(h) := \{ s(V) \in \mathbb{N}^k : V \in Gr(h) \}.
\]

We remark that the cardinality of \( \mathcal{S}(h) \) is bounded by \( \prod_{i=1}^k (\dim V_i + 1) \) for any \( h \in \{1, \ldots, Q\} \). We remark that sometimes in the literature what we call stratification vector is referred to as growth vector.

**Definition 2.12** (s-co-normal Grassmannian). For any \( s \in \mathcal{S}(h) \) we let

\[
Gr^s_n(h) := \{ V \in Gr_n(h) : s(V) = s \},
\]

and we will refer to \( Gr^s_n(h) \) as the \( s \)-co-normal Grassmanian.
We now collect in the following some properties of the Grassmannians introduced above. The simple proofs are omitted and can be found in the Preprint [5].

**Proposition 2.6** (Compactness of the Grassmannian, [5, Proposition 2.7]). For any $1 \leq h \leq Q$ the function

$$d_G(\mathcal{W}_1, \mathcal{W}_2) := d_{H_G}(\mathcal{W}_1 \cap B(0,1), \mathcal{W}_2 \cap B(0,1)),$$

with $\mathcal{W}_1, \mathcal{W}_2 \in \text{Gr}(h)$, is a distance on $\text{Gr}(h)$. Moreover $(\text{Gr}(h), d_G)$ is a compact metric space.

**Proposition 2.7** ([5, Proposition 2.8]). There exists a constant $h_G > 0$, depending only on $G$, such that if $\mathcal{W}, \mathcal{V} \in \text{Gr}(h)$ and $d_G(\mathcal{V}, \mathcal{W}) \leq h_G$, then $s(\mathcal{W}) = s(\mathcal{V})$.

**Proposition 2.8** ([5, Proposition 2.9]). Suppose $\mathcal{V} \in \text{Gr}(h)$ is a homogeneous subgroup of topological dimension $d$. Then $\mathcal{S}_h, \mathcal{H}_h, \mathcal{V}, \mathcal{C}_h, \mathcal{V}$ and $\mathcal{H}_{eu}, \mathcal{V}$ are Haar measures of $\mathcal{V}$. Furthermore, any Haar measure $\lambda$ of $\mathcal{V}$ is $h$-homogeneous in the sense that

$$\lambda(\delta_r(E)) = r^h \lambda(E), \quad \text{for any Borel set } E \subseteq \mathcal{V}.$$

We now introduce the projections related to a splitting $G = \mathcal{V} \cdot \mathbb{L}$ of the group.

**Definition 2.13** (Projections related to a splitting). For any $\mathcal{V} \in \text{Gr}_r(h)$, if we choose a complement $\mathbb{L}$, we can find two unique elements $g_\mathcal{V} := P_\mathcal{V} g \in \mathcal{V}$ and $g_\mathbb{L} := P_\mathbb{L} g \in \mathbb{L}$ such that

$$g = P_\mathcal{V}(g) \cdot P_\mathbb{L}(g) = g_\mathcal{V} \cdot g_\mathbb{L}.$$

We will refer to $P_\mathcal{V}(g)$ and $P_\mathbb{L}(g)$ as the splitting projections, or simply projections, of $g$ onto $\mathcal{V}$ and $\mathbb{L}$, respectively.

We recall here below a very useful fact on splitting projections.

**Proposition 2.9.** Let us fix $\mathcal{V} \in \text{Gr}_r(h)$ and $\mathbb{L}$ two complementary homogeneous subgroups of a Carnot group $G$. Then, for any $x \in G$ the map $\Psi : \mathcal{V} \rightarrow \mathcal{V}$ defined as $\Psi(z) := P_\mathcal{V}(xz)$ is invertible and it has unitary Jacobian. As a consequence $S^h(P_\mathcal{V}(E)) = S^h(P_\mathcal{V}(xP_\mathcal{V}(E))) = S^h(P_\mathcal{V}(xE))$ for every $x \in G$ and $E \subseteq G$ Borel.

**Proof.** The first part is a direct consequence of [14, Proof of Lemma 2.20]. For the second part it is sufficient to use the first part and the fact that for every $x, y \in G$ we have $P_\mathcal{V}(xy) = P_\mathcal{V}(xP_\mathcal{V}y)$. \qed

The following proposition holds for the distance $d$ induced by the norm introduced in Definition 2.3. The proof is omitted and can be found in the Preprint [5].

**Proposition 2.10** ([5, Proposition 2.11]). Let $G$ be a Carnot group endowed with the homogeneous norm $\| \cdot \|$ introduced in Definition 2.3. Let $\mathcal{W} \in \text{Gr}(h)$ be a homogeneous subgroup of Hausdorff dimension $h$ and of topological dimension $d$. Then

(i) there exists a constant $C_1 := C_1(s(\mathcal{W}))$ such that for any $p \in \mathcal{W}$ and any $r > 0$ we have

$$\mathcal{H}^{d}_{eu}(B(p, r) \cap \mathcal{W}) = C_1 r^{\beta}.$$

(ii) there exists a constant $\beta(\mathcal{W})$ such that $\mathcal{C}^{h}_{\mathcal{W}} = \beta(\mathcal{W}) \mathcal{H}^{d}_{eu}(\mathcal{W})$,

(iii) $\beta(\mathcal{W}) = \mathcal{H}^{d}_{eu}(\mathcal{W}(B(0,1)))^{-1}$ and in particular $\beta(\mathcal{W}) = \beta(s(\mathcal{W}))$.

**Remark 2.2.** We stress here for future references that the proof of item (iii) of Proposition 2.10, see [5], follows from the following fact, whose proof is in [5, Proof of Proposition 2.11]. It holds that whenever an arbitrary Carnot group $G$ is endowed with an arbitrary left-invariant homogeneous distance $d$, then for every homogeneous subgroup $\mathcal{W} \subseteq G$ of Hausdorff dimension $h$, we have that

$$\mathcal{C}^{h}_{\mathcal{W}}(\mathcal{W} \cap B(0,1)) = 1. \quad (6)$$

Let $\| \cdot \|$ be a homogeneous norm on $G$. A function $\varphi : G \rightarrow \mathbb{R}$ is said to be radially symmetric with respect to $\| \cdot \|$ if there is a function $g : [0, \infty) \rightarrow \mathbb{R}$, called profile function such that $\varphi(x) = g(\|x\|)$.
**Proposition 2.11.** Let \( \varphi : G \to \mathbb{R} \) be a radially symmetric function with respect to a homogeneous norm \( \| \cdot \| \) on \( G \), and let \( g \) be its profile function. Let \( V \in Gr(h) \). Then the following holds

\[
\int \varphi dC^h L V = h \int s^{h-1} g(s) ds.
\]

**Proof.** It suffices to prove the proposition for positive simple functions, since the general result follows by Beppo Levi’s convergence theorem. Thus suppose \( V \) has topological dimension \( d \) and let \( \varphi(z) = \sum_{i=1}^N a_i \chi_{B(0,r_i)}(z) \) and note that thanks to Remark 2.2 for any \( V \in Gr(h) \) we have that \( C^h L V(B(0,r_i)) = r_i^h \), and then

\[
\int \varphi(z) dC^h L V = \sum_{i=1}^N a_i C^h L V(B(0,r_i)) = \sum_{i=1}^N a_i r_i^h
\]

\[
= h \sum_{i=1}^N a_i \int_0^{r_i} s^{h-1} ds = h \int \sum_{i=1}^N a_i s^{h-1} \chi_{[0,r_i]}(s) ds = h \int s^{h-1} g(s) ds.
\]

\[\square\]

Let us conclude this subsection with two Propositions about the projection maps.

**Proposition 2.12** (Corollary 2.15 of [14]). If \( V \) and \( L \) are two complementary subgroups, there exists a constant \( C_2(V, L) \) such that for any \( g \in G \) we have

\[
C_2(V, L)\|P_L(g)\| \leq \text{dist}(g, V) \leq \|P_L(g)\|, \quad \text{for any } g \in G.
\]

In the following, whenever we write \( C_2(V, L) \), we are choosing the supremum of all the constants such that inequality (7) is satisfied.

**Proposition 2.13.** For any \( V \in Gr_c(h) \) with complement \( L \) there is a constant \( C_3(V, L) > 0 \) such that for any \( p \in G \) and any \( r > 0 \) we have

\[
S^h L V(P_V(B(p, r))) = C_3(V, L)r^h.
\]

Furthermore, for any Borel set \( A \subseteq G \) for which \( S^h(A) < \infty \), we have

\[
S^h L V(P_V(A)) \leq 2C_3(V, L)S^h(A).
\]  \( (8) \)

**Proof.** The existence of such \( C_3(V, L) \) is yielded by [14, Lemma 2.20]. Suppose \( \{B(x_i, r_i)\}_{i \in \mathbb{N}} \) is a countable covering of \( A \) with closed balls for which \( \sum_{i \in \mathbb{N}} r_i^h \leq 2S^h(A) \). Then

\[
S^h(P_V(A)) \leq S^h \left( P_V \left( \bigcup_{i \in \mathbb{N}} B(x_i, r_i) \right) \right) \leq C_3(V, L) \sum_{i \in \mathbb{N}} r_i^h \leq 2C_3(V, L)S^h(A).
\]

\[\square\]

### 2.4 Cones over homogeneous subgroups and cylinder with co-normal axis

In this subsection, we introduce the intrinsic cone \( C_W(\alpha) \) and the notion of \( C_W(\alpha) \)-set, and prove some of their properties. In this subsection \( G \) will be a fixed Carnot group endowed with an arbitrary homogeneous norm \( \| \cdot \| \) that induces a left-invariant homogeneous distance \( d \).

**Definition 2.14** (Intrinsic cone). For any \( \alpha > 0 \) and \( W \in Gr(h) \), we define the cone \( C_W(\alpha) \) as

\[
C_W(\alpha) := \{ w \in G : \text{dist}(w, W) \leq \alpha \|w\| \}.
\]

**Definition 2.15** (\( C_W(\alpha) \)-set). Given \( W \in Gr(h) \), and \( \alpha > 0 \), we say that a set \( E \subseteq G \) is a \( C_W(\alpha) \)-set if

\[
E \subseteq p \cdot C_W(\alpha), \quad \text{for any } p \in E.
\]
The following two Lemmata can be found in the Preprint [5]. The proof of the first is written here for the reader’s convenience, since it will be evoked later on, while the proof of the second is omitted.

**Lemma 2.14** ([5, Lemma 2.15]). For any \( W_1, W_2 \in \text{Gr}(h), \varepsilon > 0 \) and \( \alpha > 0 \) if \( d_G(W_1, W_2) < \varepsilon/4 \), then

\[
C_{W_1}(\alpha) \subseteq C_{W_2}(\alpha + \varepsilon).
\]

**Proof.** We prove that any \( z \in C_{W_1}(\alpha) \) is contained in the cone \( C_{W_2}(\alpha + \varepsilon) \). Thanks to the triangle inequality we infer

\[
dist(z, W_2) \leq d(z, b) + \inf_{w \in W_2} d(b, w), \quad \text{for any } b \in W_1.
\]

Thus, choosing \( b^* \in W_1 \) in such a way that \( d(z, b^*) = \dist(z, W_1) \), and evaluating the previous inequality at \( b^* \) we get

\[
dist(z, W_2) \leq \dist(z, W_1) + \dist(b^*, W_2) \leq \alpha \|z\| + \dist(b^*, W_2),
\]

where in the second inequality we used \( z \in C_{W_1}(\alpha) \).

Let us notice that, given \( W \) an arbitrary homogeneous subgroup of \( G, p \in G \) an arbitrary point such that \( p^* \in W \) is one of the points at minimum distance from \( W \) to \( p \), then the following inequality holds

\[
\|p^*\| \leq 2\|p\|.
\]

Indeed,

\[
\|p^*\| - \|p\| \leq \|(p^*)^{-1} \cdot p\| = d(p, W) \leq \|p\| \Rightarrow \|p^*\| \leq 2\|p\|.
\]

Now, by homogeneity, since \( b^* \in W_1 \) is the point at minimum distance from \( W_1 \) of \( z \), we get that \( D_{1/\|z\|}(b^*) \) is the point at minimum distance from \( W_1 \) of \( D_{1/\|z\|}(z) \). Thus, since \( \|D_{1/\|z\|}(z)\| = 1 \), from (10) we get that

\[
\|D_{1/\|z\|}(b^*)\| \leq 2. \quad \text{Finally we obtain}
\]

\[
dist(b^*, W_2) = \|z\| \dist(D_{1/\|z\|}(b^*), W_2) = \|z\| \dist(D_{1/\|z\|}(b^*), W_2 \cap B(0, 4)) \leq \|z\| \dist(D_{1/\|z\|}(z), W_2 \cap B(0, 4)) \leq 4\|z\| \dist(D_{1/\|z\|}(z), W_2 \cap B(0, 1)) < \varepsilon \|z\|,
\]

where the first equality follows from the homogeneity of the distance, and the second is a consequence of the fact that \( \|D_{1/\|z\|}(b^*)\| \leq 2 \), and thus, from (10), the point at minimum distance of \( D_{1/\|z\|}(b^*) \) from \( W_2 \) has norm bounded above by 4; the third inequality comes from the definition of Hausdorff distance, the fourth equality is true by homogeneity and the last inequality comes from the hypothesis \( d_G(W_1, W_2) < \varepsilon/4 \). Joining (9), and (11) we get \( z \in C_{W_2}(\alpha + \varepsilon) \), that was what we wanted. \( \Box \)

**Lemma 2.15** ([5, Lemma 2.16]). Let \( V \in \text{Gr}(h) \), and let \( L \) be a complementary subgroup of \( V \). There exists \( \varepsilon_1 := \varepsilon_1(V, L) > 0 \) such that

\[
L \cap C_V(\varepsilon_1) = \{0\}.
\]

Moreover we can, and will, choose \( \varepsilon_1(V, L) := C_2(V, L)/2 \).

**Remark 2.3.** Let \( V \in \text{Gr}(h) \) and let \( L \) be a complement of \( V \). Let us notice that if there exists \( \alpha > 0 \) such that \( L \cap C_V(\alpha) = \{0\} \), then \( C_2(V, L) \geq \alpha \). Indeed it is enough to prove that \( a \|P_L(g)\| \leq \dist(g, V) \) for every \( g \in G \). If \( g \in V \) the latter in equality is trivially verified. Hence suppose by contradiction that there exists \( g \not\in V \) such that \( a \|P_L(g)\| > \dist(g, V) \). Since \( \dist(g, V) = \dist(P_L(g), V) \) we conclude that \( P_L(g) \in L \cap C_V(\alpha) = \{0\} \), that is a contradiction since \( g \not\in V \).

We will not use the following proposition in the paper, but it is worth mentioning it.

**Proposition 2.16.** The family of the complemented subgroups \( \text{Gr}_c(h) \) is an open subset of \( \text{Gr}(h) \).
Proof. Fix a $W \in Gr_c(h)$ and let $L$ be one complementary subgroup of $W$ and set $\varepsilon < \min\{\varepsilon_1(V, L), h_G\}$. Then, if $W' \in Gr(h)$ is such that $d_G(W, W') < \varepsilon/4$, Lemma 2.14 implies that $W' \subseteq C_W(\varepsilon)$ and in particular

$$L \cap W' \subseteq L \cap C_W(\varepsilon) = \{0\}.$$

Moreover, since $\varepsilon < h_G$ from Proposition 2.7, we get that $W'$ has the same stratification of $W$ and thus the same topological dimension. This, jointly with the previous equality and the Grassmann formula, means that $(W' \cap V_i) + (L \cap V_i) = V_i$ for every $i = 1, \ldots, k$. This, jointly with the fact that $L \cap W' = \{0\}$, implies that $L$ and $W'$ are complementary subgroups in $G$ due to the triangular structure of the product on $G$, see (1). For an alternative proof of the fact that $L$ and $W'$ are complementary subgroups, see also [17, Lemma 2.7].

We now prove a Proposition that will be useful in the next Section.

**Proposition 2.17.** Let $W \in Gr_c(h)$ and assume $L$ is one of the complementary subgroups of $W$. Any other subgroup $V \in Gr(h)$ on which $P_W$ is injective and satisfying the identity $s(V) = s(W)$ is contained in $Gr_c(h)$ and admits $L$ as a complement.

Proof. The hypothesis $s(V) = s(W)$ implies that $V$ and $W$ have the same topological dimension. If by contradiction there exists a $0 \neq y \in L \cap V$, then

$$P_W(y) = 0 = P_W(0).$$

This however is not possible since we assumed that $P_W$ is injective on $V$. The fact that $L \cap V = \{0\}$ concludes the proof by the same argument we used in the proof of the previous Proposition 2.16.

The following definition of intrinsically Lipschitz functions is equivalent to the classical one in [14, Definition 11] because the cones in [14, Definition 11] and the cones $C_V(\alpha)$ are equivalent whenever $V$ admits a complementary subgroup, see [14, Proposition 3.1].

**Definition 2.16 (Intrinsically Lipschitz functions).** Let $W \in Gr_c(h)$ and assume $L$ is a complement of $W$ and let $E \subseteq W$ be a subset of $W$. Let $\alpha > 0$. A function $f : E \rightarrow L$ is said to be an $\alpha$-intrinsically Lipschitz function if $\text{graph}(f) := \{v : f(v) : v \in E\}$ is a $C_W(\alpha)$-set. A function $f : E \rightarrow L$ is said to be an intrinsically Lipschitz function if there exists $\alpha > 0$ such that $f$ is an $\alpha$-intrinsically Lipschitz function.

The next Proposition can be found in the Preprint [5] and thus we omit its proof.

**Proposition 2.18 ([5, Proposition 2.19], see also [14]).** Let us fix $W \in Gr_c(h)$ with complement $L$. If $\Gamma \subseteq G$ is a $C_W(\alpha)$-set for some $\alpha \leq \varepsilon_1(V, L)$, then the map $P_W : \Gamma \rightarrow W$ is injective. As a consequence $\Gamma$ is the intrinsic graph of an intrinsically Lipschitz map defined on $P_W(\Gamma)$.

We conclude this subsection with a more careful study of the co-normal Grassmanian. These results will turn out to be fundamental when approaching the Marstrand-Mattila rectifiability criterion in Section 3.

**Proposition 2.19.** For any $s \in S(h)$ the function $\varepsilon : Gr^s_\varepsilon(h) \rightarrow \mathbb{R}$ defined as

$$\varepsilon(V) := \sup\{\varepsilon_1(V, L) : L \text{ is a normal complement of } V\},$$

is lower semicontinuous. Moreover the following conclusion holds

if $\emptyset \subseteq Gr^s_\varepsilon(h)$ is compact with respect to $d_G$, then there exists a $\varepsilon_0 > 0$ such that $\varepsilon(V) \geq \varepsilon_0$ for any $V \in \emptyset \subseteq Gr^s_\varepsilon(h)$.

Proof. Let us prove that the function $\varepsilon$ is lower semicontinuous. Since $\varepsilon_1(V, L) = C_2(V, L)/2$, see Lemma 2.15, it is enough to prove the proposition with $2\varepsilon(V)$ instead of $\varepsilon(V)$, and with $C_2(V, L)$ instead of $\varepsilon_1(V, L)$. Let us fix $V \in Gr^s_\varepsilon(h)$ and $0 < \varepsilon < \varepsilon(V)$, and denote with $L$ one of the normal complement subgroups of $V$ for which $C_2(V, L) > 2\varepsilon(V) - \varepsilon$. For any $W \in Gr^s_\varepsilon(h)$ thanks to Lemma 2.14 we have

$$C_W(C_2(V, L) - 4d_G(V, W) - \varepsilon) \subseteq C_V(C_2(V, L) - \varepsilon),$$

whenever $d_G(V, W)$ is small enough. Therefore if $d_G(V, W)$ is sufficiently small, the latter inclusion and the same proof as in Lemma 2.15 imply that $L \cap W \subseteq L \cap C_V(C_2(V, L) - \varepsilon) = \{0\}$. Since $L \cap W = \{0\}$, $L$ and $V$
are complementary subgroups and $V$ and $W$ have the same stratification vector, and thus the same topological dimension, we have that $L$ is a complement of $W$ for the same argument used in the proof of Proposition 2.16. Thus, taking (13) into account we get that $L \cap C_W(C_2(V, L) - 4d_G(V, W) - \epsilon) = \{0\}$ and thus, from Remark 2.3, we get that $C_2(W, L) \geq C_2(V, L) - 4d_G(V, W) - \epsilon$ whenever $d_G(V, W)$ is sufficiently small. This implies that

$$2\epsilon(W) \geq C_2(W, L) \geq C_2(V, L) - 4d_G(V, W) - \epsilon \geq 2\epsilon(V) - 4d(V, W) - 2\epsilon,$$

whenever $d_G(V, W)$ is small enough, and thus

$$\liminf_{d_G(V, W) \to 0} \epsilon(W) \geq \epsilon(V) - \epsilon,$$

from which the lower semincontinuity follows due to the arbitrariness of $\epsilon$. The conclusion in item (i) follows since $\emptyset \subseteq Gr^s_G(h)$ is compact and $\epsilon$ is lower semincontinuous.

**Remark 2.4.** We observe that in the previous proposition we did not use the fact $L$ is normal, but we stated the proposition in this specific case since we are going to use this formulation in the paper. The same proof works in the more general case when $V \in Gr^s_G(h)$ and $\epsilon(V) = \sup\{\epsilon_1(V, L) : L \text{ is a complement of } V\}$.

**Proposition 2.20.** Let $C > 0$ and $V \in Gr^s_G(h)$ be such that $\epsilon(V) \geq C$. Then there exists a normal complement $L$ of $V$ such that

$$\|PV(g)\| \leq (1 + 2/C)\|g\|, \quad \text{and} \quad \|PL(g)\| \leq (2/C)\|g\|, \quad \text{for all } g \in G,$$

provided $PV$ and $PL$ are the projections relative to the splitting $G = VL$.

**Proof.** Thanks to the definition of $\epsilon(V)$, see (12), there exists a normal complementary subgroup $L$ of $V$ such that $\epsilon_1(V, L) \geq C/2$. Thus, from Lemma 2.15, we get $L \cap C_V(C/2) = \{0\}$. This implies, arguing as in Remark 2.3, that for any $g \in G$ we have

$$C\|PL(g)\|/2 \leq \text{dist}(V, PL(g)) = \text{dist}(V, g) \leq \|g\|.$$

Furthermore, thanks to the triangle inequality we have

$$\|g\| \geq \|PV(g)\| - \|PL(g)\| \geq \|PV(g)\| - (2/C)\|g\|,$$

thus concluding the proof of the proposition.

**Proposition 2.21.** Let $C > 0$ and $V \in Gr^s_G(h)$ be such that $\epsilon(V) \geq C$. Let $L$ be a normal complementary subgroup to $V$ as in Proposition 2.20. Then the projection $PV : G \to V$ related to the splitting $G = V \cdot L$ is a $(1 + 2/C)$-Lipschitz homogeneous homomorphism.

**Proof.** Thanks to the fact that $L$ is normal, we have that for any $x, y \in G$ the following equality holds

$$PV(xy) = PV(xv_x y_v y_L) = PV(xv_y y_v^{-1} x_L y_v \cdot y_L) = PV(x)PV(y).$$

Since $PV$ is always an homogeneous map, we infer that $PV$ is a homogeneous homomorphism. Moreover, from Proposition 2.20 we have that

$$\|PV(g)\| \leq (1 + 2/C)\|g\|,$$

for every $g \in G$. Hence from the fact that $PV$ is a homomorphism we have

$$\|PV(x^{-1})PV(y)\| = \|PV(x^{-1}y)\| \leq (1 + 2/C)\|x^{-1}y\|,$$

for every $x, y \in G$ and thus $PV$ is $(1 + 2/C)$-Lipschitz.

**Remark 2.5.** Notice that in the proof of the above proposition we proved that whenever $L$ is normal, then $PV$ is a homomorphism.

**Definition 2.17 (Cylinder).** Let $V, L$ be two complementary subgroups of $G$. For any $u \in G$, and $r > 0$ we define

$$T(u, r) := PV^{-1}(PV(B(u, r))).$$
In the following proposition we study the structure of cylinders $T(\cdot, \cdot)$ when $\mathbb{L}$ is normal.

**Proposition 2.22.** Let $C > 0$ and $\mathbb{V} \in \mathcal{G}_2^*(h)$ be such that $\epsilon(\mathbb{V}) \geq C$. Let $\mathbb{L}$ be a normal complementary subgroup to $\mathbb{V}$ as in Proposition 2.20. Thus, for any $u \in G$ we have $T(u, r) = P_{\mathbb{V}}(u)\delta_{T(0, 1)}$. Furthermore, we have

$$T(u, r) \subseteq P_{\mathbb{V}}(u)\delta_{P_{\mathbb{V}}^{-1}(B(0, (1 + 2/C)) \cap \mathbb{V})} = P_{\mathbb{V}}^{-1}(B(P_{\mathbb{V}}(u), (1 + 2/C)r) \cap \mathbb{V}).$$

Finally, for any $h \in \mathbb{L}$ we have $B(uh, r) \subseteq T(u, r)$.

**Proof.** First of all, we note that thanks to Proposition 2.21 we have that $w \in P_{\mathbb{V}}(B(u, r))$ if and only if there exists a $v \in B(0, 1)$ such that $w = P_{\mathbb{V}}(u)\delta_{P_{\mathbb{V}}(v)}$. Therefore, given $u \in G$ and $r > 0$, we have that $y \in T(u, r)$ if and only if $y = P_{\mathbb{V}}(u)\delta_{P_{\mathbb{V}}(v)}h$ for some $v \in B(0, 1)$ and $h \in \mathbb{L}$. Thus we conclude that $T(u, r) = P_{\mathbb{V}}(u)\delta_{T(0, 1)}$ for every $u \in G$ and $r > 0$.

Secondly, thanks to Proposition 2.21 we infer that $P_{\mathbb{V}}(B(0, 1)) \subseteq \mathbb{V} \cap B(0, (1 + 2/C))$ and thus combining such inclusion with the first part of the proposition we deduce that

$$T(u, r) \subseteq P_{\mathbb{V}}(u)\delta_{P_{\mathbb{V}}^{-1}(B(0, (1 + 2/C)) \cap \mathbb{V})} = P_{\mathbb{V}}^{-1}(B(P_{\mathbb{V}}(u), (1 + 2/C)r) \cap \mathbb{V}),$$

where the last equality is true since $P_{\mathbb{V}}$ is a homogeneous homomorphism. Finally, thanks to the first part of the proposition, for any $u \in \mathbb{V}$ and any $h \in \mathbb{L}$ we have

$$B(uh, r) \subseteq T(uh, r) = T(u, r),$$

and this concludes the proof of the proposition. \qed

### 2.5 Rectifiable measures in Carnot groups

In what follows we are going to define the class of $h$-flat measures on a Carnot group and then we will give proper definitions of rectifiable measures on Carnot groups. Again we recall that throughout this subsection $G$ will be a fixed Carnot group endowed with an arbitrary left-invariant homogeneous distance.

**Definition 2.18 (Flat measures).** For any $h \in \{1, \ldots, Q\}$ we let $\mathfrak{M}(h)$ to be the family of flat $h$-dimensional measures in $G$, i.e.

$$\mathfrak{M}(h) := \{\lambda S^h_\lambda \mathbb{W} : \text{ for some } \lambda > 0 \text{ and } \mathbb{W} \in \mathcal{G}(h)\}.$$  

Furthermore, if $G$ is a subset of the $h$-dimensional Grassmanian $\mathcal{G}(h)$, we let $\mathfrak{M}(h, G)$ to be the set

$$\mathfrak{M}(h, G) := \{\lambda S^h_\lambda \mathbb{W} : \text{ for some } \lambda > 0 \text{ and } \mathbb{W} \in G\}.$$  

(16)

We stress that in the previous definitions we can use any of the Haar measures on $\mathbb{W}$, see Proposition 2.8, since they are the same up to a constant.

**Definition 2.19 ($\mathcal{P}_h$ and $\mathcal{P}^*_h$-rectifiable measures).** Let $h \in \{1, \ldots, Q\}$. A Radon measure $\phi$ on $G$ is said to be a $\mathcal{P}_h$-rectifiable measure if for $\phi$-almost every $x \in G$ we have

1. \begin{equation} 0 < \Theta^h_\phi(\phi, x) \leq \Theta^{h*}_\phi(\phi, x) < +\infty, \end{equation}
2. there exists a $\mathbb{V}(x) \in \mathcal{G}(h)$ such that $\text{Tan}_h(\phi, x) \subseteq \{\lambda S^h_\lambda \mathbb{V}(x) : \lambda \geq 0\}$.

Furthermore, we say that $\phi$ is $\mathcal{P}^*_h$-rectifiable if (ii) is replaced with the weaker

1. $\text{Tan}_h(\phi, x) \subseteq \{\lambda S^h_\lambda \mathbb{V} : \lambda \geq 0 \text{ and } \mathbb{V} \in \mathcal{G}(h)\}.$

**Remark 2.6.** (About $\lambda = 0$ in Definition 2.19) It is readily noticed that, since in Definition 2.19 we are asking $\Theta^h_\phi(\phi, x) > 0$ for $\phi$-almost every $x$, we can not have the zero measure as a tangent measure. As a consequence, a posteriori, we have that in item (ii) and item (ii)* above we can restrict to $\lambda > 0$. We will tacitly work in this restriction from now on.
On the contrary, if we only know that for $\phi$-almost every $x \in G$ we have

$$\Theta^{h_*}(\phi, x) < +\infty,$$

and $\operatorname{Tan}_h(\phi, x) \subseteq \{\lambda S^h \mathbb{V}(x) : \lambda > 0\},$ \hspace{1cm} (17)

for some $\mathbb{V}(x) \in \operatorname{Gr}(h)$, hence $\Theta^h(\phi, x) > 0$ for $\phi$-almost every $x \in G$, and the same property holds with the item (ii)\* above. Indeed, if at some $x$ for which (17) holds we have $\Theta^h(\phi, x) = 0$, then there exists $r_i \to 0$ such that $r_i^{-h}\Phi (B(x, r_i)) = 0$. Since $\Theta^h(\phi, x) < +\infty$, up to subsequences (see [1, Theorem 1.60]), we have $r_i^{-h}T_{x, r_i} \Phi \rightarrow \lambda S^h \mathbb{V}(x)$, for some $\lambda > 0$. Hence, by applying [1, Proposition 1.62(b)] we conclude that $r_i^{-h}T_{x, r_i} \Phi (B(0, 1)) \rightarrow \lambda S^h \mathbb{V}(x)(B(0, 1)) > 0$, that is a contradiction.

Throughout the paper it will be often convenient to restrict our attention to some subclasses of $\mathcal{P}_h$- and $\mathcal{P}_h^*$-rectifiable measures, imposing different restrictions on the algebraic nature of the tangents. More precisely we give the following definition.

**Definition 2.20** (Subclasses of $\mathcal{P}_h$ and $\mathcal{P}_h^*$-rectifiable measures). Let $h \in \{1, \ldots, Q\}$. In the following we denote by $\mathcal{P}^c_h$ the family of those $\mathcal{P}_h$-rectifiable measures such that for $\phi$-almost every $x \in G$ we have $\operatorname{Tan}_h(\phi, x) \subseteq \mathcal{M}(h, \operatorname{Gr}_c(h))$.

Furthermore, the family of those $\mathcal{P}_h^*$-rectifiable measures $\phi$ such that for $\phi$-almost any $x \in G$ we have

- (i) $\operatorname{Tan}_h(\phi, x) \subseteq \mathcal{M}(h, \operatorname{Gr}_c(h))$ is denoted by $\mathcal{P}_h^c$,
- (ii) $\operatorname{Tan}_h(\phi, x) \subseteq \mathcal{M}(h, \operatorname{Gr}_{\leq}(h))$ is denoted by $\mathcal{P}_h^\leq$,
- (iii) $\operatorname{Tan}_h(\phi, x) \subseteq \mathcal{M}(h, \operatorname{Gr}_{\leq}(h))$ is denoted by $\mathcal{P}_h^\geq$.

**Proposition 2.23.** Let $h \in \{1, \ldots, Q\}$ and assume $\phi$ is a Radon measure on $G$. If $\{r_i\}_{i \in \mathbb{N}}$ is an infinitesimal sequence such that $r_i^{-h}T_{x, r_i} \Phi \rightarrow \lambda S^h \mathbb{V}$ for some $\lambda > 0$ and $\mathbb{V} \in \operatorname{Gr}_h(h)$ then

$$\lim_{i \to \infty} \phi(B(x, r_i))/r_i^h = \lambda.$$

**Proof.** Since $S^h \mathbb{V}(x)(\partial B(0, 1)) = 0$, see e.g., [17, Lemma 3.5], thanks to Remark 2.2 and to [4, Proposition 1.62(b)], we have

$$\lambda = \lambda S^h \mathbb{V}(x)(B(0, 1)) = \lim_{i \to \infty} \frac{T_{x, r_i} \Phi(B(0, 1))}{r_i^h} = \lim_{i \to \infty} \frac{\phi(B(x, r_i))}{r_i^h},$$

and this concludes the proof. \hfill $\square$

The above proposition has the following immediate consequence.

**Corollary 2.24.** Let $h \in \{1, \ldots, Q\}$ and assume $\phi$ is a $\mathcal{P}_h^*$-rectifiable. Then for $\phi$-almost every $x \in G$ we have

$$\operatorname{Tan}_h(\phi, x) \subseteq \{\lambda C^h \mathbb{W} : \lambda \in [\Theta^h(\phi, x), \Theta^{h*}(\phi, x)] \text{ and } \mathbb{W} \in \operatorname{Gr}(h)\}.$$  

We introduce now a way to estimate how far two measures are.

**Definition 2.21.** Given $\phi$ and $\psi$ two Radon measures on $G$, and given $K \subseteq G$ a compact set, we define

$$F_K(\phi, \psi) := \sup \left\{ \int f d\Phi - \int f d\Psi : f \in \operatorname{Lip}^+_1(K) \right\}.$$  

We also write $F_{x, r}$ for $F_{B(x, r)}$.

**Remark 2.7.** With few computations that we omit, it is easy to see that $F_{x, r}(\phi, \psi) = r F_{0, 1}(T_{x, r} \phi, T_{x, r} \psi)$. Furthermore, $F_K$ enjoys the triangular inequality, indeed if $\phi_1, \phi_2, \phi_3$ are Radon measures and $f \in \operatorname{Lip}^+_1(K)$, then

$$\left| \int f d\phi_1 - \int f d\phi_2 \right| \leq \left| \int f d\phi_1 - \int f d\phi_3 \right| + \left| \int f d\phi_3 - \int f d\phi_2 \right| \leq F_K(\phi_1, \phi_2) + F_K(\phi_2, \phi_3).$$

The arbitrariness of $f$ concludes that $F_K(\phi_1, \phi_2) \leq F_K(\phi_1, \phi_3) + F_K(\phi_3, \phi_2)$. 

The proof of the following criterion is contained in [25, Proposition 1.10] and we omit the proof.

**Proposition 2.25.** Let \( \{ \mu_i \} \) be a sequence of Radon measures on \( G \). Let \( \mu \) be a Radon measure on \( G \). The following are equivalent

1. \( \mu_i \rightharpoonup \mu \);
2. \( F_k(\mu_i, \mu) \to 0 \), for every \( K \subseteq G \) compact.

The following proposition is a consequence of the choice of the norm in Definition 2.3, since it is based on Proposition 2.10.

**Proposition 2.26.** Let \( G \) be a Carnot group endowed with the smooth-box norm defined in Definition 2.3. Let \( h \in \{ 1, \ldots, Q \} \) and suppose that \( \{ \mathcal{V}_i \}_{i \in \mathbb{N}} \) is a sequence of planes in \( Gr(h) \) converging in the metric \( d_G \) to some \( \mathcal{V} \in Gr(h) \). Then, \( C^h \mathcal{V}_i \to C^h \mathcal{V} \).

**Proof.** First of all note that Proposition 2.7 implies that there exists an \( i_0 \in \mathbb{N} \) such that for any \( i \geq i_0 \) we have that \( \mathcal{V}_i \) and \( \mathcal{V} \) have the same stratification and thus the same topological dimension \( d \). Since the \( \mathcal{V}_i \)'s have the same stratification if \( i \geq i_0 \), Proposition 2.10(iii) implies that \( \beta(\mathcal{V}_i) = \beta(\mathcal{V}) \) for any \( i \geq i_0 \). Thus, for any continuous function \( f \) with compact support thanks to Proposition 2.10 we have

\[
\lim_{i \to i_0} \int f dC^h \mathcal{V}_i - \int f dC^h \mathcal{V} = \lim_{i \to i_0} \beta(\mathcal{V}) \left( \int f d\hat{H}^d_{tvu} \mathcal{V}_i - \int f d\hat{H}^d_{tvu} \mathcal{V} \right) = 0,
\]

where the last identity comes from the fact that \( \hat{H}^d_{tvu} \mathcal{V}_i \to \hat{H}^d_{tvu} \mathcal{V} \).

Now we are going to define a functional that in some sense tells how far is a measure from being flat around a point \( x \in G \) and at a certain scale \( r > 0 \).

**Definition 2.22.** For any \( x \in G \), any \( h \in \{ 1, \ldots, Q \} \) and any \( r > 0 \) we define the functional:

\[
d_{x,r}(\phi, \mathcal{M}(h)) := \inf_{\Theta > 0, \mathcal{V} \in Gr(h)} \frac{F_{x,r}(\phi, \Theta \mathcal{S}^h_{tvx} \mathcal{V})}{r^{h+1}}.
\]

Furthermore, if \( G \) is a subset of the \( h \)-dimensional Grassmanian \( Gr(h) \), we also define

\[
d_{x,r}(\phi, \mathcal{M}(h, G)) := \inf_{\Theta > 0, \mathcal{V} \in G} \frac{F_{x,r}(\phi, \Theta \mathcal{S}^h_{tvx} \mathcal{V})}{r^{h+1}}.
\]

**Remark 2.8.** It is a routine computation to prove that, whenever \( h \in \mathbb{N} \) and \( r > 0 \) are fixed, the function \( x \mapsto d_{x,r}(\phi, \mathcal{M}(h, G)) \) is a continuous function. The proof can be reached as in [25, Item (ii) of Proposition 2.2]. Moreover, from the invariance property in Remark 2.7 and Proposition 2.8, if in (19) we use the measure \( C^h \mathcal{L} \mathcal{V} \) we obtain the same functional.

The proof of the next Proposition is in the Preprint [5] and thus we omit it.

**Proposition 2.27 ([5, Proposition 2.30]).** Let \( \phi \) be a Radon measure on \( G \) satisfying item (i) in Definition 2.19. Further, let \( G \) be a subfamily of \( Gr(h) \) and let \( \mathcal{M}(h, G) \) be the set defined in (16). If for \( \phi \)-almost every \( x \in G \) we have \( Tan_\phi(\phi, x) \subseteq \mathcal{M}(h, G) \), then for \( \phi \)-almost every \( x \in G \) and every \( k > 0 \) we have

\[
\lim_{r \to 0} d_{x,r}(\phi, \mathcal{M}(h, G)) = 0.
\]

The following proposition is an adaption of [27, 4.4(4)] and it will be crucial in the proof of Marstrand-Mattila’s rectifiability criterion in Section 3.

**Proposition 2.28.** Suppose that \( h \in \{ 1, \ldots, Q \} \), \( \phi \) is a Radon measure supported on a compact set, and let \( G \subseteq Gr(h) \). If there exists an \( x \in E(\theta, \gamma) \), a \( \sigma \in (0, 2^{-10(h+1)} \theta^{-1}) \) and a \( 0 < t < 1/(2\gamma) \) such that

\[
d_{x,t}(\phi, \mathcal{M}(h, G)) \leq \sigma^{h+4},
\]

then there is a \( \mathcal{V} \in G \) such that
(i) whenever \(y, z \in B(x, t/2) \cap x \mathcal{V}\) and \(\sigma t \leq r, s \leq t/2\) we have
\[
\phi(B(y, r) \cap B(x \mathcal{V}, \sigma^2 t)) \geq (1 - 2^{10(h+1)} \sigma \rho)(r/s)^h \phi(B(z, s));
\]
(ii) furthermore, if the plane \(\mathcal{V}\) yielded by item (i) above admits a complementary normal subgroup \(L\), denote by \(P_\mathcal{V}\) the splitting projection on \(\mathcal{V}\) according to this splitting. Then for any \(k > 0\) with \(\sigma k < 2^{-10h} \theta^{-1}\), if we define \(T_\mathcal{V}(0, t/4k) := P_\mathcal{V}^{-1}(P_\mathcal{V}(B(0, t/4k)))\) we have
\[
\phi(B(x, t/4) \cap x T_\mathcal{V}(0, t/4k)) \leq (1 + 4\sigma(2kh + 1)) C^h(P(B(0, 1))) k^{-h} \phi(B(x, t/4)).
\]

**Proof.** First of all, we notice that by the definition of \(d_{x, t}(\phi, \mathcal{M}(h, G))\) there exist \(V \in G\) and \(\lambda > 0\) such that
\[
F_{x, t}(\phi, \lambda C^h(x \mathcal{V})) \leq \sigma^{h+1} \rho^{h+1}.
\]

**Proof of (1)** The key of the proof of item (i) is to show that for any \(w \in B(x, t/2) \cap x \mathcal{V}\), any \(\tau \in (0, t/2]\) and any \(\rho \in (0, \tau]\) we have
\[
\phi(B(w, \tau)) \leq \lambda C^h(x \mathcal{V})(B(w, \tau + \rho) + \sigma^{h+3} \rho^{h+1} / \rho),
\]
\[
\lambda C^h(x \mathcal{V})(B(w, \tau - \rho)) \leq \phi(B(w, \tau) \cap B(x \mathcal{V}, \rho)) + \sigma^{h+3} \rho^{h+1} / \rho.
\]
Before proving that (20) and (21) together imply the claim, we need to give a lower bound for \(\lambda\). Since \(x \in E(\theta, \gamma)\), with the choice \(w = x, \tau = t/4\), and \(\rho := \sigma^2 t\) we have, from (20), that the following inequality holds
\[
\theta^{-1}(1/4)^h \leq \phi(B(x, t/4)) \leq \lambda C^h(x \mathcal{V})(B(x, (1/4 + \sigma^2) t)) + \sigma^{h+1} \rho^h
\]
\[
= \lambda(1/4 + \sigma^2)^h \rho^h + \sigma^{h+1} \rho^h,
\]
where the last equality comes from Remark 2.2. Since we know that \(\sigma \leq 1/(2^{10(h+1)} \theta)\), we infer that \(\sigma^{h+1} \leq 1/(8^h \theta)\), and then from (22) we infer
\[
\theta^{-1} 4^{-h} \leq \lambda(1/4 + \sigma^2)^h + \sigma^{h+1} \rho^h \quad \text{and in particular} \quad \lambda \geq \theta^{-1} 2^{-3h},
\]
where we exploited the fact that \(1/4 + \sigma^2 < 1\), the fact that \(\sigma^{h+1} \leq 1/(8^h \theta)\) and the fact that \(4^{-h} - 8^{-h} \geq 8^{-h}\).

Let us now prove that (20) and (21) imply the claim. Since by hypothesis \(r, s \geq \sigma t\) with the choice \(\rho = \sigma^2 t\) we have \(\rho \leq r, s\). Furthermore since \(\sigma t \leq r, s \leq t/2\) and \(y, z \in B(x, t/2) \cap x \mathcal{V}\), the bounds (20) and (21) imply
\[
\frac{\phi(B(y, r) \cap B(x \mathcal{V}, \rho))}{\phi(B(z, s))} \geq \frac{\lambda C^h(x \mathcal{V})(B(y, r - \rho)) - \sigma^{h+3} \rho^{h+1} / \rho}{\lambda C^h(x \mathcal{V})(B(z, s + \rho)) + \sigma^{h+3} \rho^{h+1} / \rho}
\]
\[
= \frac{r h \lambda(1 - \sigma^2 t/r)^h - \sigma^{h+1} (1/r)^h}{s h \lambda(1 + \sigma^2 t/s)^h + \sigma^{h+1} (1/s)^h}
\]
\[
\geq \frac{r h \lambda(1 - \sigma)^h - \sigma^{h+1} (1/r)^h}{s h \lambda(1 + \sigma)^h + \sigma^{h+1} (1/s)^h}
\]
where the equality in the second line comes from Remark 2.2, and we are using \(\sigma t/r \leq 1\), and \(\sigma t/s \leq 1\). Since \(2h \sigma \leq 1\), we have that \((1 + \sigma)^h \leq 1 + 2h \sigma\) that can be easily proved by induction on \(h\). This together with (23) and Bernoulli’s inequality \((1 - \sigma)^h \geq 1 - \sigma h\) allows us to finally infer that
\[
\frac{\phi(B(y, r) \cap B(x \mathcal{V}, \rho))}{\phi(B(z, s))} \geq \frac{r h}{s h} \frac{1 - \lambda (h + 1)}{1 + (2h + 1) \sigma / \lambda} \geq (1 - 2^{10(h+1)} \theta \sigma) \frac{r h}{s h},
\]
where the last inequality comes from the fact that \(\sigma \leq 1/2^{10(h+1)} \theta\), from (23) and some easy algebraic computations that we omit. An easy way to verify the last inequality is to show that \((1 - \tilde{\alpha} \sigma)/(1 + \tilde{\beta} \sigma) \geq 1 - \tilde{\gamma} \sigma\), where \(\tilde{\alpha} := \langle 2h + 1 \rangle / \lambda, \tilde{\beta} := \langle 2h + 1 \rangle / \lambda\) and \(
\tilde{\gamma} := 2^{10(h+1)} \theta\).
Therefore, we are left to prove (20) and (21). In order to prove (20), we let 
\[ g(z) := \min \{1, \text{dist}(z, G \setminus U(w, \tau + \rho)) / \rho \} \]
and note that
\[ \phi(B(w, \tau)) \leq \int g(z) d\phi(z) \leq \int g(z) d\lambda_C^h(x \mathbb{V})(z) + \text{Lip}(g) F_{x,i}(\phi, \lambda_C^h(x \mathbb{V})) \leq \lambda_C^h(x \mathbb{V})(B(w, \tau + \rho)) + \sigma^{h+3} \tau^{h+1} / \rho. \]
On the other hand, to prove (21) we let 
\[ h(z) := \min \{1, \text{dist}(z, G \setminus (U(w, \tau) \cap U(x \mathbb{V}, \rho))) / \rho \} \]
and note that since \( \sigma < 2^{-10h} \), the previous inequality yields
\[ \phi(B(0, \tau + \rho)) = \frac{\phi(B(0, \tau + \rho))}{\phi(B(0, \tau))} \leq \frac{\lambda_C^h(x \mathbb{V})(P(B(0,1)))((\tau + \rho)^{h+1} + \sigma^{h+3} \tau^{h+1} / \rho)}{\lambda(\tau - \rho)^{h+1} - 4^{h+1} \sigma^{h+3} \tau^{h+1} / \rho}. \]

**Proof of (11):** In this proof let us fix \( \tau = t/4 \) and define the function 
\[ \ell(z) := \min \{1, \text{dist}(z, G \setminus U(U(x, \tau) \cap xT(0, \tau/k), \rho))) / \rho \}, \]
where \( 0 < \rho < \tau \). With this definition we have the following chain of inequalities
\begin{align*}
\phi(B(x, \tau) \cap xT(0, \tau/k)) & \leq \int \ell(z) d\phi(z) \leq \int \ell(z) d\lambda_C^h(x \mathbb{V})(z) + \text{Lip}(\ell) F_{x,i}(\phi, \lambda_C^h(x \mathbb{V})) \\
& \leq \lambda_C^h(x \mathbb{V})(B(x, \tau + \rho) \cap xT(0, \tau/k + \rho)) + 4^{h+1} \sigma^{h+3} \tau^{h+1} / \rho \\
& \leq \lambda_C^h(x \mathbb{V})(P(B(0,1)))(\tau/k + \rho)^{h+1} + 4^{h+1} \sigma^{h+3} \tau^{h+1} / \rho,
\end{align*}
where the third inequality above comes from the fact that, according to the proof of Proposition 2.21, the projection \( P \) is a homomorphism, and then the following chain of equalities holds
\[ P(B(T(0, \tau/k), \rho)) = P(T(0, \tau/k)B(0, \rho)) = P(B(0, t/k)P(B(0, \rho)) = P(B(0, \tau/k + \rho)). \]
Putting together (21) when specialized to the case \( w = x \) and \( \tau = t/4 \), with (24) and Remark 2.2, we infer that
\[ \frac{\phi(B(x, \tau) \cap xT(0, \tau/k))}{\phi(B(x, \tau))} \leq \frac{\lambda_C^h(x \mathbb{V})(P(B(0,1))))(\tau/k + \rho)^{h+1} + 4^{h+1} \sigma^{h+3} \tau^{h+1} / \rho}{\lambda(\tau - \rho)^{h+1} - 4^{h+1} \sigma^{h+3} \tau^{h+1} / \rho}. \]
Since \( \sigma < 1 \) we choose \( \rho := \sigma^2 \tau \) and note that since \( \sigma k < 2^{-10h} \), the previous inequality yields
\[ \frac{\phi(B(x, \tau) \cap xT(0, \tau/k))}{\phi(B(x, \tau))} \leq \frac{\lambda_C^h(P(B(0,1))))((h+1)^{h+1} \sigma^{h+3} \tau^{h+1} / \rho)}{\lambda(1 - \sigma^2)^{h+1} - 4^{h+1} \sigma^{h+3} \tau^{h+1} / \rho} \leq (1 + 4\sigma(2kh + 1))C^h(P(B(0,1)))k^{-h}, \]
where we omit the computations that lead to the last inequality but we stress that we need \( C^h(P(B(0,1))) \geq 1 \), that in turns comes from the fact that \( P(B(0,1)) \subseteq B(0,1) \cap \mathbb{V} \) and \( C^h(B(0,1) \cap \mathbb{V}) = 1 \), due to Remark 2.2; and also the bound on \( \lambda \) in (23). The last inequality concludes the proposition. \( \square \)

We prove the following compactness result that will be of crucial importance in the proof of the co-normal Marstrand-Mattila rectifiability criterion later on.

**Proposition 2.29.** Let \( h \in \{1, \ldots, Q\} \) and assume \( \phi \) is a \( \mathcal{P}_h^* \)-rectifiable measure. Then, for \( \phi \)-almost all \( x \in G \) the set \( \text{Tan}_h(\phi, x) \) is weak-* compact.

**Proof.** Since the statement of the Proposition does not depend on the choice of the left-invariant homogeneous distance on \( G \), we assume that \( G \) is endowed with the left-invariant homogeneous distance induced by the smooth-box norm in Definition 2.3.

Let \( x \in G \) be such that \( 0 < \Theta^h(h, \phi, x) \leq \Theta^{h+1}(\phi, x) < \infty \) and \( \text{Tan}_h(\phi, x) \subseteq \mathcal{M}(h) \). We now prove that for any sequence \( \{\lambda_C^h\mathbb{V}_j\}_{j \in \mathbb{N}} \subseteq \text{Tan}_h(\phi, x) \), there are a \( \lambda > 0 \) and \( \mathbb{V} \in \text{Gr}(h) \) such that, up to non-relabed subsequences we have
\[ \lambda_C^h\mathbb{V}_j \to \lambda C^h \mathbb{V}. \]
Indeed, thanks to Corollary 2.24 we have that \( \lambda_j \in [\Theta^h, \Theta^{h^*}] \) for any \( j \in \mathbb{N} \) and thus we can assume without loss of generality that
\[
\lambda_j \rightarrow \lambda \in [\Theta^h, \Theta^{h^*}]
\]
up to a non-relabelled subsequence. Furthermore, thanks to Proposition 2.6 there exists a \( V \in Gr(h) \) such that \( \mathcal{V}_j \rightarrow V \) with respect to the metric \( d_G \). Thus, thanks to Proposition 2.26 and a simple computation that we omit, we conclude that
\[
\lambda_j^{C^h} \mathcal{V}_j \rightarrow \lambda C^h \mathcal{V}.
\]
Since we assumed \( \{ \lambda_j C^h \mathcal{V}_j \} \subseteq \Theta^{h^*} \) then, for any \( j \in \mathbb{N} \) there is a sequence \( \{ r_t(j) \}_t \) such that
\[
r_t(j)^{-h} T^{\tau_j} r_t(j) \phi \rightarrow \lambda_j C^h \mathcal{V}_j.
\]
Thus, Proposition 2.25 implies that \( \lim_{t \rightarrow \infty} F_{0,1} (r_t(j)^{-h} T^{\tau_j} r_t(j) \phi, \lambda_j C^h \mathcal{V}_j) = 0 \), and in particular for any \( j \in \mathbb{N} \) there exists an \( t_j \in \mathbb{N} \) such that defined \( \tau_j := r_t(j) \) we have
\[
F_{0,1} (\tau_j^{-h} T^{\tau_j} \phi, \lambda_j C^h \mathcal{V}_j) \leq 1/j.
\]
Since \( \limsup_{t \rightarrow \infty} \tau_j^{-h} T^{\tau_j} \phi(B(0,r)) \leq \Theta^{h^*} \) for any \( r > 0 \), thanks to [1, Corollary 1.60], we can assume without loss of generality that there exists a Radon measure \( \nu \) such that \( \tau_j^{-h} T^{\tau_j} \phi \sim \nu \). On the other hand, by definition we have that \( \nu \in \Theta^{h^*} \) and thus by hypothesis on \( \phi \) there is a \( \eta > 0 \) and a \( W \in Gr(h) \) such that \( \nu = \eta C^h W \). This implies that for any \( j \in \mathbb{N} \) we have
\[
F_{0,1} (\eta^{h} W, \lambda C^h \mathcal{V}) \leq F_{0,1} (\eta^{h} W, \tau_j^{-h} T^{\tau_j} \phi + F_{0,1} (\tau_j^{-h} T^{\tau_j} \phi, \lambda_j C^h \mathcal{V}) + F_{0,1} (\tau_j^{-h} T^{\tau_j} \phi, \lambda_j C^h \mathcal{V}) \leq F_{0,1} (\eta^{h} W, \tau_j^{-h} T^{\tau_j} \phi) + 1/j + F_{0,1} (\eta C^h W, \lambda C^h \mathcal{V}).
\]
The arbitrariness of \( j \) and Proposition 2.25 implies that \( F_{0,1} (\eta^{h} W, \lambda C^h \mathcal{V}) = 0 \) and since flat measures are cones, see Remark 2.7, we conclude that \( \eta C^h W = \lambda C^h \mathcal{V} \). This shows that \( \lambda C^h \mathcal{V} \in \Theta^{h^*} \) and then the proof is concluded.

3 MAHRAND-MATTILA RECTIFIABILITY CRITERION FOR CO-NORMAL-\( \mathcal{P}_h^r \)-RECTIFIABLE MEASURES

This chapter is devoted to the proof of the following result, which is a restatement of the main result of the paper in Theorem 1.2.

**Theorem 3.1** (Co-normal Marstrand-Mattila rectifiability criterion). Assume \( \phi \) is a \( \mathcal{P}_h^r \)-rectifiable measure on a Carnot group \( G \). Then there are countably many \( \mathcal{W}_i \in Gr_{\langle h \rangle} \), compact sets \( K_i \subseteq \mathcal{W}_i \) and Lipschitz functions \( f_i : K_i \rightarrow G \) such that
\[
\phi(G \setminus \bigcup_{i \in \mathbb{N}} f_i (K_i)) = 0.
\]
In particular \( \phi \) is \( \mathcal{P}_h^r \)-rectifiable.

We briefly discuss the strategy of the proof of Theorem 3.1, which is ultimately an adaptation of Preiss's technique in [27, Section 4.4(4), Lemma 5.2, Theorem 5.3, and Corollary 5.4] to our setting, see Proposition 2.28, Proposition 3.6, and Proposition 3.10, respectively. In particular we show that whenever a Radon measure satisfies precise structure conditions, see Proposition 3.6, that are always verified whenever \( \phi \) is \( \mathcal{P}_h^r \)-rectifiable with \textbf{tangents that admit at least one normal complementary subgroup}, see Proposition 3.8, then it is possible to find a Lipschitz function \( f : K \in \mathcal{V} \rightarrow G \), with \( V \in Gr_{\langle h \rangle} \), such that \( \phi (f(K)) > 0 \). This implies that \( G \) can be covered \( \phi \)-almost all with \( U_{i \in \mathbb{N}} f_i (K_i) \), where \( f_i : K_i \subseteq V_i \rightarrow G \) are Lipschitz functions, see the first part of the proof of Theorem 3.1.

The last part of Theorem 3.1 is reached from the first part and the following key observation: if a homogeneous subgroup of a Carnot group admits a normal complementary subgroup, then it is a Carnot subgroup, see [2, Remark
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Proposition 3.2. For any \( h \in \{ 1, \ldots, Q \} \) there exists a constant \( Z(G, h) = Z > 0 \) such that for any \( V \in Gr(h) \) and any \( s \in \mathcal{S}(h) \) we have

\[
    \inf_{W \in Gr(h)} \int \varphi(z) \text{dist}(z, W) dC^h \cdot V > Z,
\]

where the stratification vector \( s(\cdot) \) was introduced in Definition 2.11.

Proof. Suppose by contradiction the stratification is not the case. Thus there are two sequences \( \{ W_i \} \) and \( \{ V_i \} \) such that for any \( i \in \mathbb{N} \) we have \( s(W_i) \neq s(V_i) \) and

\[
    \int \varphi(z) \text{dist}(z, W_i) dC^h \cdot V_i \leq 1/i. \tag{27}
\]

Thanks to the pigeonhole principle and the fact that \( \mathcal{S}(h) \), see Definition 2.11, is a finite set we can assume up to passing to a non-relabelled subsequence that

\[
    s(W_i) = s_1 \neq s_2 = s(V_i), \quad \text{for any } i \in \mathbb{N}.
\]

Furthermore, thanks to Proposition 2.6, we can also assume, up to passing to a non-relabelled subsequence, that

\[
    W_i \to W \in Gr(h), \quad \text{and} \quad V_i \to V \in Gr(h).
\]

Furthermore, thanks to Proposition 2.7, we also deduce that

\[
    s(W) = s_1 \neq s_2 = s(V).
\]

In order to conclude the proof of the proposition we first note for any \( U \in Gr(h) \) and any \( R > 0 \), if \( z \in B(0, R) \), then every element \( u \in U \) for which \( \text{dist}(z, U) = d(u, z) \) is contained in \( B(0, 2R) \). The same argument as in (9) and (11) allows us to conclude that for every \( z \in B(0, 2) \) the following inequality holds

\[
    \text{dist}(z, W_i) \geq \text{dist}(z, W) - 8d_C(W_i, W), \quad \text{for all } i \in \mathbb{N}. \tag{28}
\]

Putting together (27) and (28) thanks to Proposition 2.11 we infer

\[
    1/i \geq \int \varphi(z) \text{dist}(z, W_i) dC^h \cdot V_i \geq \int \varphi(z) \text{dist}(z, W) dC^h \cdot V_i - 8d_C(W, W_i) \int \varphi(z) dC^h \cdot V_i \tag{29}
\]
Therefore, since \( \varphi(z) \dist(z, W) \) is a continuous function with compact support, thanks to Proposition \( 2.26 \) and sending \( i \) to \(+\infty\) in the previous inequality we conclude

\[
\int \varphi(z) \dist(z, W) dC^h W = 0.
\]

In particular \( \dist(z, W) = 0 \) for \( S^h \), \( V \)-almost every \( z \in W \), and since both \( \text{Lie}(V) \) and \( \text{Lie}(W) \) are vector subspaces of \( \text{Lie}(G) \) we have \( V \subseteq W \). On the one hand this allows us to infer that

\[
\dim(V_i \cap V) \leq \dim(V_i \cap W), \quad \text{for any } i \in \{1, \ldots, \kappa\},
\]

and on the other hand, since \( s(V) \neq s(W) \), there must exist an \( \ell \in \{1, \ldots, \kappa\} \) such that \( \dim(V_\ell \cap V) < \dim(V_\ell \cap W) \).

This however contradicts the fact that \( W \in \Gr(h) \), indeed

\[
\begin{aligned}
    h = \dim_{\text{hom}} V &= \sum_{i=1}^\kappa i \cdot \dim(V_i \cap V) < \sum_{i=1}^\kappa i \cdot \dim(V_i \cap W) = \dim_{\text{hom}} (W).
\end{aligned}
\]

**Proposition 3.3.** Let \( s \in \mathcal{S}(h) \). For any Radon measure \( \psi \) we define

\[
\mathcal{F}_s(\psi) := \inf_{\text{W} \in \text{Gr}(h)} \inf_{s(W) = s} \int \varphi(z) \dist(z, W) d\psi.
\]

Then, the functional \( \mathcal{F}_s : \mathcal{M} \rightarrow \mathbb{R} \) on Radon measures is continuous with respect to the weak-* topology in the duality with the functions with compact support on \( G \).

**Proof.** Let \( \psi_i \rightharpoonup \psi \) and note that for any \( V \in \Gr(h) \) for which \( s(V) = s \), we have

\[
\lim_{i \to +\infty} \int \varphi(z) \dist(z, V) d\psi_i = \int \varphi(z) \dist(z, V) d\psi,
\]

since \( \varphi(z) \dist(z, V) \) is a continuous function with compact support. Let us first prove that

\[
\mathcal{F}_s(\psi) \leq \liminf_{i \to +\infty} \mathcal{F}_s(\psi_i).
\]

Indeed, if by contradiction \( \mathcal{F}_s(\psi) > \liminf_{i \to +\infty} \mathcal{F}_s(\psi_i) \), up to passing to a non re-labelled subsequence in \( i \) that realizes the \( \liminf \) and up to choosing a quasi-minimizer for \( \mathcal{F}_s(\psi_i) \), we can find \( \delta > 0 \), and \( W_i \in \Gr(h) \) with \( s(W_i) = s \) such that

\[
\mathcal{F}_s(\psi) > \int \varphi(z) \dist(z, W_i) d\psi_i + \delta, \quad \text{for all } i \in \mathbb{N}.
\]

We can assume that \( W_i \to W \in \Gr(h) \), with \( s(W) = s \), up to a non re-labelled subsequence, see Proposition \( 2.6 \) and Proposition \( 2.7 \). Thus since \( \psi_i \rightharpoonup \psi \) passing to the limit the right hand side of \( (31) \) we obtain \( \mathcal{F}_s(\psi) > \int \varphi(z) \dist(z, W) d\psi \), that is a contradiction with the definition of \( \mathcal{F}_s \). The proof of the proposition is concluded if we prove that

\[
\mathcal{F}_s(\psi) \geq \limsup_{i \to +\infty} \mathcal{F}_s(\psi_i).
\]

In order to prove the previous inequality let us fix \( \varepsilon > 0 \) and \( V_\varepsilon \in \Gr(h) \) with \( s(V_\varepsilon) = s \) such that

\[
\int \varphi(z) \dist(z, V_\varepsilon) d\psi - \varepsilon \leq \mathcal{F}_s(\psi).
\]

\[\text{Setting } f_i(z) := \varphi(z) \dist(z, W_i) \text{ and } f(z) := \varphi(z) \dist(z, W) \text{ we notice that } f_i \to f \text{ uniformly on } B(0,2) \text{ since } W_i \to W. \text{ Thus } | \int f d\psi - \int f d\psi_i | \leq | \int f d\psi - \int f d\psi_i | + | \int f d\psi - \int f d\psi_i | \text{ and the limit is zero because } \psi_i \rightharpoonup \psi, \sup_{\psi(B(0,2)) < +\infty} \text{ and } f_i \to f \text{ uniformly on } B(0,2). \]
Putting together (30) and (32), we infer
\[
\limsup_{i \to \infty} F_\delta(\psi_i) - \epsilon \leq \limsup_{i \to \infty} \int \varphi(z) \dist(z, V_\delta) d\psi_i - \epsilon
\]
\[
= \int \varphi(z) \dist(z, V_\delta) d\psi - \epsilon \leq F_\delta(\psi).
\]
(33)

The arbitrariness of \( \epsilon \) concludes the limsup inequality and thus the proof of the proposition. \( \square \)

**Definition 3.1.** For any \( T \subseteq \mathcal{M}(h) \) we define \( s(T) \) to be the set
\[
s(T) := \{ s(V) : \text{there exists a non-null Haar measure of } V \text{ in } T \}.
\]

Namely we are considering all the possible stratification vectors of the homogeneous subgroups that are the support of some element of \( T \).

**Theorem 3.4.** Assume \( \phi \) is a \( \mathcal{P}^*_{h} \)-rectifiable measure. Then, for \( \phi \)-almost every \( x \in G \) the set \( s(\Tan_h(\phi, x)) \subseteq \mathcal{E}(h) \) is a singleton.

**Remark 3.1.** In the notation of the above proposition, since for \( \phi \)-almost every \( x \in G \) we have \( \Tan_h(\phi, x) \subseteq \mathcal{M}(h) \), the symbol \( s(\Tan_h(\phi, x)) \) is well defined \( \phi \)-almost everywhere.

**Proof.** Suppose by contradiction there exists a point \( x \in G \) where

(i) \( 0 < \Theta_h^z(\phi, x) \leq \Theta_h^{s,z}(\phi, x) < \infty \),

(ii) \( \Tan_h(\phi, x) \subseteq \mathcal{M}(h) \),

(iii) there are \( V_1, V_2 \in Gr(h) \) with \( s(V_1) \neq s(V_2) \) and \( \lambda_1, \lambda_2 \geq 0 \) such that \( \lambda_1 C_h \cdot V_1, \lambda_2 C_h \cdot V_2 \in \Tan_h(\phi, x) \).

Assume that \( \{ r_i \}_{i \in \mathbb{N}} \) and \( \{ s_i \}_{i \in \mathbb{N}} \) are two infinitesimal sequences such that \( r_i \leq s_i \) and for which
\[
\frac{T_{x,r_i} \phi}{r_i^h} \to \lambda_1 C_h \cdot V_1, \quad \text{and} \quad \frac{T_{x,s_i} \phi}{s_i^h} \to \lambda_2 C_h \cdot V_2.
\]

Note that thanks to Proposition 2.23, we have in particular that \( \Theta^z_h(\phi, x) \leq \lambda_1, \lambda_2 \leq \Theta^{s,z}_h(\phi, x) \). Throughout the rest of the proof we let \( s := s(V_1) \) and we define
\[
f(r) := \inf_{W \in Gr(h) \atop s(W) = s} \int \varphi(z) \dist(z, W) d\frac{T_{x,r} \phi}{r^h}.
\]

Thanks to Proposition 3.2 and Proposition 3.3 we infer that the function \( f \) is continuous on \((0, \infty)\) and that
\[
\lim_{i \to \infty} f(r_i) = 0 \quad \text{and} \quad \lim_{i \to \infty} f(s_i) > 2 \lambda_2 \geq 2 \Theta^z_h(\phi, x).
\]

Let us choose, for \( i \) sufficiently large, \( \sigma_i \in [r_i, s_i] \) in such a way that \( f(\sigma_i) = 2 \Theta^z_h(\phi, x)/2 \) and \( f(r) \leq 2 \Theta^z_h(\phi, x)/2 \) for any \( r \in [r_i, \sigma_i] \). Up to passing to a non-re-labelled subsequence, since \( \phi \) is \( \mathcal{P}^*_{h} \)-rectifiable, we can assume that \( \sigma_i^{-h} T_{x,\sigma_i} \to \lambda_3 C_h \cdot V_3 \) for some \( \lambda_3 > 0 \) and some \( V_3 \in Gr(h) \). Thanks to Proposition 2.23, we infer that \( \Theta^z_h(\phi, x) \leq \lambda_3 \leq \Theta^{s,z}_h(\phi, x) \) and thanks to the continuity of the functional \( F_\delta \) in Proposition 3.3, we conclude that
\[
\Theta^z_h(\phi, x)/2 = \lim_{i \to \infty} f(\sigma_i) = \lim_{i \to \infty} F_\delta(\sigma_i^{-h} T_{x,\sigma_i} \phi) = \lambda_3 F_\delta(C_h \cdot V_3).
\]
(34)

The chain of identities (34) together with the bounds on \( \lambda_3 \) imply
\[
0 < \Theta^z_h(\phi, x)/2 \Theta^{s,z}_h(\phi, x) \leq F_\delta(C_h \cdot V_3) \leq 1/2.
\]
(35)

Since \( V_3 \in Gr(h) \), (35) on the one hand implies by means of Proposition 3.2 that \( s(V_3) = s \). On the other hand, since \( F_\delta(C_h \cdot V_3) > 0 \), we have that \( s(V_3) \neq s \), resulting in a contradiction. \( \square \)
**Definition 3.2.** Assume \( \phi \) is a \( \mathcal{P}_n^* \)-rectifiable measure. For every \( x \in G \) we define the map \( s(\phi, x) \in \mathbb{N}^\ell \) in the following way
\[
s(\phi, x) := \begin{cases} s & \text{if } \tan h(\phi, x) \subseteq \mathcal{M}(h) \text{ and } s(\tan h(\phi, x)) \text{ is the singleton } \{s\}, \\
0 & \text{otherwise}.
\end{cases}
\]

**Remark 3.2.** The map \( s(\phi, \cdot) \) is well defined and non-zero \( \phi \)-almost everywhere thanks to Theorem 3.4.

**Proposition 3.5.** Assume \( \phi \) is a \( \mathcal{P}_n^* \)-rectifiable measure. Then, the map \( x \mapsto s(\phi, x) \) is \( \phi \)-measurable.

**Proof.** Let \( h_G \) be the constant introduced in Proposition 2.7. Let us first prove that there exists \( \tilde{\alpha} := \tilde{\alpha}(G) \) such that the following assertion holds
\[
\text{for any } 1 \leq h \leq Q \text{ and for any } V, W \in Gr(h), \text{ if } V \subseteq C_W(\tilde{\alpha}), \text{ then } d_G(V, W) \leq h_G.
\]

Indeed, if this was not the case, we can find \( 1 \leq h \leq Q \) and sequences \( \{V_i\}, \{W_i\} \) in \( Gr(h) \) such that \( V_i \subseteq C_W(i^{-1}) \) and for which \( d_G(V_i, W_i) > h_G \), for all \( i \in \mathbb{N} \). Thus, up to non re-labelled subsequences, we can assume that \( V_i \to V \) and \( W_i \to W \), for some \( V, W \in Gr(h) \), thanks to Proposition 2.6. Thanks to the aforementioned convergences and the fact that \( V_i \subseteq C_W(i^{-1}) \) for every \( i \in \mathbb{N} \) we deduce that \( V \subseteq W \) and thus \( V = W \) since they both have homogeneous dimension \( h \). But this latter equality is readily seen to be in contradiction with the fact that \( d_G(V_i, W_i) > h_G \), for all \( i \in \mathbb{N} \), since \( W_i \to W \) and \( V_i \to V \).

Let \( \{V_i\}_{i=1, \ldots, N} \) be a finite \( \tilde{\alpha}/3 \)-dense set in \( Gr(h) \), where \( \tilde{\alpha} \) is defined above. For any \( r \in (0, 1) \cap Q \) and \( \ell = 1, \ldots, N \) we define the functions on \( G \)
\[
f_{r, \ell}(x) := r^{-h} \phi(\{w \in B(x, r) : \text{dist}(x^{-1}w, V_i) \geq \tilde{\alpha}\|x^{-1}w\|\}) = r^{-h} \phi(I(x, r, \ell)).
\]

We claim that the functions \( f_{r, \ell} \) are upper semicontinuous. Let \( \{x_i\}_{i \in \mathbb{N}} \) be a sequence of points converging to some \( x \in G \) and without loss of generality we assume that \( \lim_{i \to \infty} r^{-h} \phi(I(x_i, r, \ell)) \) exists. Since the sets \( I(x_i, r, \ell) \) are contained in \( B(x, 1) \) provided \( i \) is sufficiently big, we infer thanks to Fatou’s Lemma that
\[
\limsup_{i \to \infty} f_{r, \ell}(x_i) = \frac{1}{r^h} \limsup_{i \to \infty} \int \chi_{I(x_i, r, \ell)}(z) d\phi(z) \leq \frac{1}{r^h} \int \limsup_{i \to \infty} \chi_{I(x_i, r, \ell)}(z) d\phi(z).
\]

Furthermore, since \( x_i \to x \) and the sets \( I(x_i, r, \ell) \) and \( I(x, r, \ell) \) are closed, we have
\[
\limsup_{i \to \infty} \chi_{I(x_i, r, \ell)} = \chi I_{\limsup_{i \to \infty} I(x_i, r, \ell)} \leq \chi_{I(x, r, \ell)},
\]
where the first equality is true in general. Then, from (37), we infer that
\[
\limsup_{i \to \infty} f_{r, \ell}(x_i) \leq \frac{1}{r^h} \int \limsup_{i \to \infty} \chi_{I(x_i, r, \ell)}(z) d\phi(z) \leq \frac{1}{r^h} \int \chi_{I(x, r, \ell)}(z) d\phi(z) = f_{r, \ell}(x),
\]
and this concludes the proof that \( f_{r, \ell} \) is upper semicontinuous. This implies that the function
\[
f_{\ell} := \liminf_{r \to 0^+} f_{r, \ell},
\]
is \( \phi \)-measurable and as a consequence, since \( \tan h(\phi, x) \subseteq \mathcal{M}(h) \) for \( \phi \)-almost every \( x \in G \), we infer that the set
\[
B_\ell := \{x \in G : f_{\ell}(x) = 0\} \cap \{x \in G : \tan h(\phi, x) \subseteq \mathcal{M}(h)\},
\]
is \( \phi \)-measurable as well. If we prove that for \( \phi \)-almost any \( x \in B_\ell \) there exists a non-zero Haar measure \( \nu \) in \( \tan h(\phi, x) \) relative to a homogeneous subgroup \( V \) of \( G \) such that \( d_G(V, V_\ell) \leq h_G \), we infer that
\[
s(\tan h(\phi, x)) = \{s(V_\ell)\}, \quad \text{for } \phi \text{-almost any } x \in B_\ell,
\]
and thus \( s(\phi, x) = s(V_\ell) \) for \( \phi \)-almost every \( x \in B_\ell \). Indeed, if we are able to find such a measure \( \nu \) relative to \( V_\ell \), (38) is an immediate consequence of the fact that if \( d_G(V, V_\ell) \leq h_G \), Proposition 2.7 implies that \( V \) and \( V_\ell \) have the same stratification; and the fact that, from Theorem 3.4, \( \phi \)-almost everywhere the tangent subgroups have the same stratification.

In order to construct such a non-zero Haar measure \( \nu \), we fix a point \( x \in B_\ell \) in the \( \phi \)-full-measure subset of \( B_\ell \) such that the following conditions hold
(i) $0 < \Theta^b(\phi, x) \leq \Theta^{h*}(\phi, x) < \infty$,

(ii) $\mathrm{Tan}_h(\phi, x) \subseteq \mathcal{H}(h)$,

and we let $\{r_i\}_{i \in \mathbb{N}}$ be an infinitesimal sequence of rational numbers such that $\lim_{i \to \infty} f_{r_i, \ell}(x) = 0$.

Thanks to item (i) above and the compactness of measures, see [1, Proposition 1.59], we can find a non-relabelled subsequence of $r_i$ such that

$$r_i^{-h}T_{x,r_i}\phi \rightharpoonup \nu.$$  

Such a $\nu$ belongs by definition to $\mathrm{Tan}_h(\phi, x)$ and thus there is a $\lambda > 0$ and a $V \in \mathcal{G}(h)$ such that $\nu = \lambda C^h\nu$. Thanks to [8, Proposition 2.7], we infer that

$$\nu(\{w \in U(0, 1) : \text{dist}(w, \nu) > \tilde{\alpha}\|w\|\}) \leq \liminf_{i \to \infty} r_i^{-h}T_{x,r_i}\phi(\{w \in U(0, 1) : \text{dist}(w, \nu) > \tilde{\alpha}\|w\|\})$$

$$= \liminf_{i \to \infty} r_i^{-h}\phi(\{w \in U(x, r_i) : \text{dist}(x^{-1}w, \nu) > \tilde{\alpha}\|x^{-1}w\|\}) = 0,$$

where the last identity comes from the choice of the sequence $r_i$. This shows in particular that

$$V \subseteq \{w \in G : \text{dist}(w, \nu) \leq \tilde{\alpha}\|w\|\} = C_V(\tilde{\alpha}),$$

and then, from (36) we conclude that $d_G(V, \nu) \leq h_G$, that was what we wanted to prove.

An immediate consequence of (38) is that

$$\text{if } \ell, m \in \{1, \ldots, N\} \text{ and } s(\nu, \nu) \neq s(\nu, \nu) \text{ then } \phi(B_{\ell} \cap B_m) = 0. \quad (39)$$

On the other hand, the $B_{\ell}$'s cover $\phi$-almost all $G$. To prove this latter assertion, we note that since $\phi$ is $\mathcal{P}^*_{h}$-rectifiable, for $\phi$-almost all $x \in G$ there is an infinitesimal sequence $r_i \to 0$, a $\lambda > 0$ and a $V \in \mathcal{G}(h)$ such that $r_i^{-h}T_{x,r_i}\phi \rightharpoonup \lambda C^h\nu$. Since the set $\{\nu, \ell = 1, \ldots, N\}$ is $\tilde{\alpha}/3$-dense in $\mathcal{G}(h)$, there must exist an $\ell \in \{1, \ldots, N\}$ such that

$$V \subseteq \{w \in G : \text{dist}(w, \nu, \nu) < \tilde{\alpha}\|w\|\}. \quad (40)$$

This last inclusion follows since there exists $\ell$ such that $d_G(V, \nu) \leq \tilde{\alpha}/3$ and the observation that every point in $\partial B(0, 1) \cap V$ is such that every point at minimum distance of it from $\nu$ is in $B(0, 2) \cap \nu$. The previous inclusion, jointly with [8, Proposition 2.7], implies that

$$f_{\ell}(x) = \liminf_{r \in Q, r \to 0} f_{r, \ell}(x) \leq \liminf_{i \to \infty} f_{r_i, \ell}(x)$$

$$= \liminf_{i \to \infty} r_i^{-h}\phi(\{w \in B(x, r_i) : \text{dist}(x^{-1}w, \nu) \geq \tilde{\alpha}\|x^{-1}w\|\})$$

$$\leq \limsup_{i \to \infty} r_i^{-h}T_{x,r_i}\phi(\{w \in B(0, 1) : \text{dist}(w, \nu) \geq \tilde{\alpha}\|w\|\})$$

$$\leq \lambda C^h\nu(\{w \in B(0, 1) : \text{dist}(w, \nu) \geq \tilde{\alpha}\|w\|\}) = 0,$$

where the last inequality is true since (40) holds. This proves that $x \in B_{\ell}$ and as a consequence that the $B_{\ell}$'s cover $\phi$-almost all $G$.

We are ready to prove the measurability of the map $x \mapsto s(\phi, x)$. Fix an $s \in \mathcal{E}(h)$ and let $D(s) := \{x \in G : s(\phi, x) = s\} \cap \bigcup_{\ell = 1}^N B_{\ell}$. Since by the previous step the $B_{\ell}$'s cover $\phi$-almost all $G$ we know that $\{x \in G : s(\phi, x) = s\} \setminus \bigcup_{\ell = 1}^N B_{\ell}$ is $\phi$-null and thus it is $\phi$-measurable. Furthermore, thanks to (38) and (39) we know that up to $\phi$-null sets we have

$$D(s) = \bigcup_{s \in \mathcal{E}(h)} \{B_{\ell} : s(\nu, \nu) = s\}. $$

Since the sets $B_{\ell}$ are $\phi$-measurable, this concludes the proof that $\{x \in G : s(\phi, x) = s\}$ is $\phi$-measurable for every $s \in \mathcal{E}(h)$, taking also into account that $s(\phi, \cdot)^{-1}(0)$ is $\phi$-null. \qed
3.2 Proof of Theorem 3.1

This long and technical section is devoted to the proof of Theorem 3.1.

Definition 3.3. Let $C > 0$ be a real number. Through the rest of this section we let

$$C_4(C) := 1 + 2/C,$$

and

$$C_5(C) := (10(1 + C_4))^{2(Q+10)}.$$

Remark 3.3. Let $s \in \mathcal{S}(h)$ be fixed and let $V \in C_2^s(h)$ with $\epsilon(V) \geq C$, where $\epsilon$ is defined in (12). Let $L$ be a complement of $V$ and $P := P_V$ the projection on $V$ related to this splitting. Note that with the previous choices of $C_4$ and $C_5$, for any $h \in \{1, \ldots, Q\}$, thanks to Proposition 2.20 and Remark 2.2, we have

$$2(1 + C_4)^{h_0} \epsilon(P(B(0,1))) < C_5/2^{h+3},$$

since $C^h(P(B(0,1))) \leq C^h_0 \epsilon(B(0,C_4)) = C^h_4$.

Proposition 3.6. Let $h \in \{1, \ldots, Q\}$, $s \in \mathcal{S}(h)$, and let $\mathcal{G}$ be a subset of $Gr^s_{\leq}(h)$ such that there exists a constant $C > 0$ for which

$$\epsilon(V) \geq C \text{ for all } V \in \mathcal{G},$$

where we recall that $\epsilon$ was defined in (12). Further let $r > 0$, $\epsilon \in (0, 5^{-5}C_{5}^{-3h}]$, $r_1 := (1 - \epsilon/h)r$, and $\mu := 2^{-7}h^{-3}C_{5}^{-5h}2^h$, where $C_4$ and $C_5$ are defined in terms of $C$ in Definition 3.3.

Let $\phi$ be a Radon measure and let $z \in \text{supp}(\phi)$. We define $Z(z,r_1)$ to be the set of the triplets $(x,s,V) \in B(z, C_5r_1) \times (0, C_5r] \times Gr^s_{\leq}(h)$ such that

$$\phi(B(y,t)) \geq (1 - \epsilon)(1/C_{5r})^{h} \phi(B(z,C_{5r})), \quad (42)$$

whenever $y \in B(x,C_5s) \cap xV$ and $t \in [\mu s, C_{5s}]$. The geometric assumption we make on $\phi$ is that we can find a compact subset $E$ of $B(z,C_5r_1)$ such that $z \in E$,

$$\phi(B(z,C_5r_1) \setminus E) \leq \mu^{h+1}C_{5r}^{-h} \phi(B(z,C_5r_1)), \quad (43)$$

and such that for any $x \in E$ and every $s \in (0,C_{5r} - d(x,z)]$ there is a $V \in Gr^s_{\leq}(h)$ such that $(x,s,V) \in Z(z,r_1)$. Furthermore we assume that there exists $\mathcal{W} \in \mathcal{G}$ such that $(z,r_\mathcal{W}) \in Z(z,r_1)$, and let us fix $L$ a normal complementary subgroup of $\mathcal{W}$ such that Proposition 2.21 holds. Let us denote $P := P_{\mathcal{W}}$ the projection on $\mathcal{W}$ related to the splitting $G = \mathcal{W}L$.

Let us recall that with the notation $T(u,r)$ we mean the cylinder with center $u \in G$ and radius $r > 0$ related to the projection $P = P_{\mathcal{W}}$, see Definition 2.17. For any $u \in P(B(z,r_1))$ let $s(u) \in [0,r]$ be the smallest number with the following property: for any $s(u) < s \leq r$ we have

1. $E \cap T(u,s/4h) \neq \emptyset$, and
2. $\phi(B(z,C_{5r}) \cap T(u,C_4s(u))) \leq \mu^{-h}(s/C_{5r})^{-h} \phi(B(z,C_{5r})).$

Finally, we define

(a) $A := \{u \in P(B(z,r_1)) : s(u) = 0\},$

(b) $A_1 := \{u \in P(B(z,r_1)) : s(u) > 0, \text{ and } \phi(B(z,C_{5r}) \cap T(u,C_4s(u))) \geq \epsilon^{-1}(s(u)/C_{5r})^{h} \phi(B(z,C_{5r}))\},$

(c) $A_2 := \{u \in P(B(z,r_1)) : s(u) > 0, \text{ and } \phi((B(z,C_{5r}) \setminus E) \cap T(u,s(u)/4h)) \geq 2^{-1}(s(u)/4hC_{5r})^{h} \phi(B(z,C_{5r}))))\}.$

Then we have

(i) $s(u) \leq C_{5hr} \text{ for every } u \in P(B(z,r_1)),$

(ii) The function $u \mapsto s(u)$ is lower semicontinuous on $P(B(z,r_1))$ and as a consequence $A$ is compact,
(iii) \( P(B(z, r_1)) \subseteq A \cup A_1 \cup A_2 \).

(iv) \( C^h(P(B(z, r)) \setminus A) \leq 5^{h+3}C_3^hC^h(P(B(0, 1)))\mu^h \).

(v) \( P(E \cap P^{-1}(A)) = A, S^h(E \cap P^{-1}(A)) > 0 \) and there is a constant \( \epsilon > 1 \) such that
\[
\epsilon^{-1}S^h(E \cap P^{-1}(A)) \leq \phi(E \cap P^{-1}(A)) \leq \epsilon S^h(E \cap P^{-1}(A)).
\]

Proof. We prove each point of the proposition in a separate paragraph. For the sake of notation we write \( Z := Z(z, r_1) \), and without loss of generality we will always assume that \( z = 0 \), since \( P_W \) is a homogeneous homomorphism, see Proposition 2.21, and thus the statement is left-invariant. Since it will be used here and there in the proof, we estimate \( \phi(B(0, C_5r) \setminus B(0, C_3r)) \). Since \( (0, r, \mathcal{W}) \in Z \), we infer that
\[
\phi(B(0, C_5r)) \geq (1 - \epsilon)(r_1/r)^h\phi(B(0, C_5r)).
\]
This implies that
\[
\phi(B(0, C_5r) \setminus B(0, C_3r)) = \phi(B(0, C_5r)) - \phi(B(0, C_3r)) \leq \phi(B(0, C_5r))(1 - (1 - \epsilon)(r_1/r)^h)
= \phi(B(0, C_5r))(1 - (1 - \epsilon)(1 - \epsilon/h)^h) \leq 2\epsilon\phi(B(0, C_5r)),
\]
where in the last inequality we used that \( h \mapsto (1 - \epsilon/h)^h \) is increasing.

Proof of (i): Let \( u \in P(B(0, r_1)) \) and let \( C_5\mu hr < s \leq r \). Then
\[
\phi(B(0, C_5r) \cap T(u, C_4s)) \leq \phi(B(0, C_5r)) \leq \mu^{-h}(s/C_3r)^h\phi(B(0, C_5r)),
\]
where the last inequality comes from the fact that \( C_5\mu hr < s \). Defined \( v := u\delta_\mu(u^{-1}) \), we immediately note that \( v \in \mathcal{W} \) and that, from Proposition 2.20, \( d(v, u) = \mu d(u, 0) \leq C_1\mu r \). Furthermore, for every \( \Delta \in B(0, \mu r) \) we have
\[
d(0, u\delta_\mu(u^{-1})\Delta) \leq \mu\|u\| + \|\Delta\| \leq \mu C_4r_1 + C_4r_1 + \mu r
\leq (C_4(1 + \mu) + 2\mu)r_1 \leq C_5r_1,
\]
where in the inequality above we used the fact that \( r_1 > r/2 \), and \( C_5 > 2(C_4 + 1) > C_4(1 + \mu) + 2\mu \). Thus, on the one hand we have \( B(v, \mu r) \subseteq B(u, (1 + C_4)\mu r) \) and on the other, thanks to (45), we deduce that
\[
B(v, \mu r) \subseteq B(0, C_5r_1).
\]
Since \( (0, r, \mathcal{W}) \in Z \), this implies thanks to the definition of \( Z \) and \( E \) that
\[
\phi(B(v, \mu r)) \geq (1 - \epsilon)\mu^h C_3^{-h}\phi(B(0, C_5r)) > \phi(B(0, C_5r_1) \setminus E).
\]
Furthermore, thanks to (46), (47) and the definition of \( T(\cdot, \cdot) \), we also infer that
\[
\emptyset \neq E \cap B(v, \mu r) \subseteq E \cap B(u, (1 + C_4)\mu r) \subseteq E \cap T(u, s/4h),
\]
where the last inclusion is true since \( (1 + C_4)\mu r \leq C_5\mu r/4 < s/(4h) \).

Proof of (ii): Let \( u \in P(B(0, r_1)) \) and let \( 0 < s \leq s(u) \). By definition of \( s(u) \), up to eventually increasing \( s \) such that it still holds \( 0 < s \leq s(u) \), there are two cases. Either
\[
\phi(B(0, C_5r) \cap T(u, C_4s)) > (1 + \tau)^h\mu^{-h}(s/C_3r)^h\phi(B(0, C_5r))
\]
for some \( \tau > 0 \) or
\[
E \cap T(u, s/4h) = \emptyset.
\]
If $v \in P(B(0, r_1))$ is sufficiently close to $u$ then $s + C_d^{-1}d(u, v) \leq (1 + \tau)s$ and $s + C_d^{-1}d(u, v) \leq r$, since $s(u) \leq r$ thanks to point (i). If (48) holds, this implies that
\[
\phi(B(0, C_3r) \cap T(v, C_4(s + C_d^{-1}d(u, v)))) > \phi(B(0, C_3r) \cap T(u, C_4s)) \\
\geq (1 + \tau)^h \mu^{-h}(s/C_3r)\phi(B(0, C_3r)) \\
\geq \mu^{-h}((s + C_d^{-1}d(u, v))/C_3r)\phi(B(0, C_3r)),
\]
where the last inequality is true provided $d(u, v)$ is suitably small. On the other hand, if (49) holds, then
\[
E \cap T(v, (s - 4hd(u, v))/4h) \subseteq E \cap T(u, s/4h) = \emptyset.
\]
Taking into account (50) and (51), this shows that $s(v) \geq \min\{s - 4hd(u, v), s + C_d^{-1}d(u, v)\} = s - 4hd(u, v)$ provided $v$ is sufficiently close to $u$. This implies that $\liminf_{\delta \to 0} s(\delta) \geq s$ for any $s \leq s(u)$ for which at least one between (48) and (49) holds. In particular, from the definition of $s(u)$, we deduce that there exists a sequence $s_i \to s(u)^-$ such that at each $s_i$ at least one between (48) and (49) holds. In conclusion we infer
\[
\liminf_{\delta \to 0} s(\delta) \geq s(u).
\]

**Proof of (iii):** Suppose that $u \in P(B(0, r_1)) \setminus (A \cup A_1)$. Since $u \notin A \cup A_1$, then $s(u) > 0$ and
\[
\phi(B(0, C_3r) \cap T(u, C_4s(u))) < \varepsilon^{-1}(s(u)/C_3r)^h\phi(B(0, C_3r)).
\]
Thanks to the definition of $s(u)$, for any $0 < s < s(u)$, up to eventually increasing $s$ in such a way that it still holds $0 < s < s(u)$, we have either
\[
\phi(B(0, C_3r) \cap T(u, C_4s)) > \mu^{-h}(s/C_3r)^h\phi(B(0, C_3r)),
\]
or
\[
E \cap T(u, s/4h) = \emptyset.
\]
Let us assume that (54) does not hold for some $s < s(u)$. Then (54) does not hold for any $t$ such that $s \leq t < s(u)$. Thus, in this case, we deduce the existence of $t_i < s(u)$ such that $t_i \to s(u)$ for which (53) holds. Thus we have
\[
\mu^{-h}(s(u)/C_3r)^h\phi(B(0, C_3r)) = \lim_{i \to +\infty} \mu^{-h}(t_i/C_3r)^h\phi(B(0, C_3r)) \\
\leq \limsup_{i \to +\infty} \phi(B(0, C_3r) \cap T(u, C_4t_i)) \\
\leq \phi(B(0, C_3r) \cap T(u, C_4s(u))) \\
\leq \varepsilon^{-1}(s(u)/C_3r)^h\phi(B(0, C_3r)),
\]
that is a contradiction thanks to the choice of $\mu$ and $\varepsilon$. This proves that for any $0 < \rho < s(u)$ we have $E \cap T(u, \rho/4h) = \emptyset$ and thus
\[
E \cap \text{int}(T(u, s(u)/4h)) = \emptyset.
\]
Let us now define the constants
\[
s := 16hs(u)/\varepsilon, \quad \text{and} \quad \sigma := (2h - 1)\varepsilon/32h^2.
\]
Thanks to item (i), from which $s(u) \leq C_d h \mu r$, and from the very definition of $\mu$, we deduce that
\[
0 < s(u) \leq s = 16hs(u)/\varepsilon \leq r - r_1, \quad \text{and} \quad \mu \leq \sigma \leq 1.
\]
Thanks to the compactness of $E$ and the definition of $s(u)$ we have that
\[
E \cap T(u, s(u)/4h) \neq \emptyset.
\]
Let us fix \( x \in E \cap T(u, s(u)/4h) \) and assume \( V \in G^{\delta}_2(h) \) to be such that \((x, s, V) \in Z \). We claim that
\[
\|P(x^{-1}y)\| \geq \sigma \|x^{-1}y\|\quad \text{for every } y \in xV. 
\]
(57)

Assume by contradiction that there is a \( y \in xV \) such that \( \|x^{-1}y\| = 1 \) and for which \( \|P(x^{-1}y)\| < \sigma \). Let us fix \( w \in B(0, \sigma s) \) and let \( t \in \mathbb{R} \) be such that \( |t| \leq C_4 s(u)/(4h\sigma) \). Then, we have
\[
d(0, x\delta_t(x^{-1}y)w) \leq d(0, x) + |t| \|x^{-1}y\| + \sigma s \leq d(0, x) + \frac{C_4 s(u)}{4h\sigma} + \sigma s. 
\]
(58)

Thanks to the choice of the constants and item (i), according to which \( s(u) \leq C_5 h\sigma r \), we infer that
\[
\frac{C_4 s(u)}{4h\sigma} + \sigma s \leq C_4 s(u)(1 - 1/2h + 8h/(2h - 1)\varepsilon)) 
\leq C_4 2^{-1}h^{-1}e^2r(1 - 1/2h + 8h/(2h - 1)\varepsilon)) \leq C_4 \varepsilon r/h, 
\]
(59)
where in the first inequality above we are using the fact that \( C_4 \geq 1 \), and in the second we are using the explicit expression \( \mu = 2^{-1}h^{-1}C_5^{-5}e^2 \) and the fact that \( C_5^{-5}h^{-1} < 1 \). Hence, since \( x \in B(0, C_5 r_1) \) putting together (58) and (59) we infer that
\[
d(0, x\delta_t(x^{-1}y)w) \leq C_5 r_1 + C_4 \varepsilon r/h < C_5 r, 
\]
(60)
where the second inequality comes from the definition of \( r_1 \) and the fact that \( C_5 \geq C_4 \). As a consequence of the previous computations we finally deduce that
\[
B(x\delta_t(x^{-1}y), \sigma s) \subseteq B(0, C_5 r), \quad \text{for any } |t| \leq C_4 s(u)/(4h\sigma). 
\]

We now prove that for any \( |t| \leq C_4 s(u)/(4h\sigma) \) and any \( w \in B(0, \sigma s) \), we have
\[
x\delta_t(x^{-1}y)w \in T(u, C_4 s(u)). 
\]
(61)

Indeed, thanks to Proposition 2.21, we have that
\[
P(x\delta_t(x^{-1}y)w) = P(x)\delta_t(P(x^{-1}y))P(w) 
\]
and thus since \( x \in T(u, s(u)/4h) \) by means of Proposition 2.22 we infer that
\[
d(u, P(x)) \leq C_4 s(u)/4h. 
\]

Thanks to this, and together with the fact that \( \|P(w)\| \leq C_4 \sigma s \) due to Proposition 2.20, we can estimate
\[
d(u, P(x)\delta_t(P(x^{-1}y))P(w)) \leq d(u, P(x)) + |t| \|P(x^{-1}y)\| + C_4 \sigma s 
\leq \frac{C_4 s(u)}{4h} + \frac{C_4 s(u)}{4h} + C_4 \sigma s \leq \frac{C_4 s(u)}{2h} + C_4 \left(1 - \frac{1}{2h}\right)s(u) \leq C_4 s(u), 
\]
where in the second inequality of the last line we are using \( \sigma s = s(u)(1 - 1/(2h)) \). Summing up, the above computations yield that
\[
B(x\delta_t(x^{-1}y), \sigma s) \subseteq B(0, C_5 r) \cap T(u, C_4 s(u)), \quad \text{for any } |t| \leq C_4 s(u)/(4h\sigma). 
\]
(62)

Now we are in a position to write the following chain of inequalities
\[
\phi(B(0, C_5 r) \cap T(u, C_4 s(u)))) \geq (2\sigma s)^{-1} \int_{-s(u)/4h\sigma}^{s(u)/4h\sigma} \phi(B(x\delta_t(x^{-1}y), \sigma s))dt 
\geq (2\sigma s)^{-1}(s(u)/2h\sigma)(1 - \varepsilon)(s/u/C_5)^b\phi(B(0, C_5 r)) 
= (1 - \varepsilon)(1 - 1/2h)^b16h^2(2h - 1)^{-2}\varepsilon^{-1}(s(u)/C_5)^b\phi(B(0, C_5 r)) 
\geq \varepsilon^{-1}(s(u)/C_5)^b\phi(B(0, C_5 r)) 
\]
(63)
where the first inequality is true by applying Fubini theorem to the function $F(t,z) := \chi_{B(0,r)}(\delta_t(y^{-1}x)x^{-1}z)$ on the domain $[-s(u)/(4\sigma r), s(u)/(4\sigma r)] \times G$, and by noticing that when $|t| \leq s(u)/(4\sigma r)$ we have (62); the second inequality is true since $x \in E$ and then $(x,s,\nu) \in Z$ for some $\nu \in Gr_0^s(h)$; and the last inequality is true since $(1-\epsilon)(1-1/(2h))^3 \epsilon 16h^2(2h-1)^{-2} \geq 1$. Since (63) is a contradiction with the assumption $u \notin A_1$ we get that (57) holds and thus $\rho|\nu$ is injective, since it is also a homomorphism. Furthermore, since $\nu$ has the same stratification as $W$, Proposition 2.17 implies that $\nu L = G$, where $L$ is the chosen normal complement of $W$. Thanks to [12, Proposition 3.1.5], there exists an intrinsically linear function $\ell : W \to L$ such that $\nu = \text{graph}(\ell)$ and thus $\rho|\nu$ is also surjective. In particular we can find a $w \in x\nu$ in such a way that $P(w) = u$ and, by using (57) and $d(u,P(x)) \leq C_4 s(u)/(4h)$, that follows from Proposition 2.22, and the fact that $P$ is a homogeneous homomorphism, we conclude that the following inequality holds

$$\|x^{-1}u\| \leq \sigma^{-1}\|P(x)^{-1}P(w)\| = \sigma^{-1}\|P(x)^{-1}u\| \leq \frac{C_4 s(u)}{4\sigma r}. \tag{64}$$

We now claim that the inclusion

$$U(w,s(u)/(4h)) \subseteq (B(0,C_3 r) \setminus E) \cap \text{int}(T(u,s(u)/(4h))), \tag{65}$$

concludes the proof of item (iii). Indeed, we have $(x,s,\nu) \in Z$, and since $w \in B(x,C_3 s) \cap x\nu$, see (64), and we have $\mu s \leq s(u)/(4h) \leq C_5 s$, we infer, by approximation and using the hypothesis, that

$$\phi(U(w,s(u)/(4h))) \geq (1-\epsilon)(s(u)/(4h C_3 r))^h \phi(B(0,C_3 r)). \tag{66}$$

Putting together (65) and (66) we deduce that

$$\phi((B(0,C_3 r) \setminus E) \cap \text{int}(T(u,s(u)/(4h)))) \geq (1-\epsilon)(s(u)/(4h C_3 r))^h \phi(B(0,C_3 r)).$$

and thus $u \in A_2$, which proves item (iii). In order to prove the inclusion (65) we note that since $\|x^{-1}u\| \leq C_4 s(u)/(4\sigma r)$, see (64), we have thanks to the same computation we performed in (58), (59), and (60), that $B(w,s(u)/(4h)) \subseteq B(0,C_3 r)$. Furthermore, since $P(w) = u$ the inclusion (65) follows thanks to the fact that $B(w,s(u)/(4h)) \subseteq T(u,s(u)/(4h))$, see Proposition 2.22, and the fact that int$(T(u,s(u)/(4h))) \cap E = \emptyset$.

**proof of (iv):** Let $\tau > 1$. Thanks to [11, Theorem 2.8.4], we deduce that there exists a countable set $D \subseteq A_1$ such that the following two hold

(a) $\{B(w,C_4^2 s(w)) \cap W : w \in D\}$ is a disjointed subfamily of $\{B(w,C_4^2 s(w)) \cap W : w \in A_1\}$,

(b) for any $w \in A_1$ there exists a $u \in D$ such that $B(w,C_4^2 s(w)) \cap B(u,C_4^2 s(u)) \cap W \neq \emptyset$ and $w \leq ts(u)$.

Furthermore, if we define for every $u \in A_1$ the set

$$\hat{B}(u,C_4^2 s(u)) := \bigcup\{B(w,C_4^2 s(w)) \cap W : w \in A_1, B(u,C_4^2 s(u)) \cap B(w,C_4^2 s(w)) \cap W \neq \emptyset, s(w) \leq ts(u)\}, \tag{67}$$

we have, thanks to [11, Corollary 2.8.5], that $A_1 \subseteq \bigcup_{u \in A_1} B(u,C_4^2 s(u)) \cap W \subseteq \bigcup_{w \in D} \hat{B}(w,C_4^2 s(w))$. An easy computation based on the triangle inequality, which we omit, leads to the following inclusion

$$\hat{B}(u,C_4^2 s(u)) \subseteq W \cap B(u, (1+2\tau)C_4^2 s(u)), \quad \text{for every } u \in A_1. \tag{68}$$

Since $D \subseteq A_1$, and since $T(u,C_4 s(u)) \subseteq P^{-1}(B(u,C_4^2 s(u)) \cap W)$ for every $u \in A_1$, see Proposition 2.22, we conclude, by exploiting the fact that $\{B(w,C_4^2 s(w)) \cap W : w \in D\}$ is a disjointed family, the following inequality

$$\phi(B(0,C_3 r)) \geq \sum_{u \in A_1} \phi(B(0,C_3 r) \cap T(u,C_4 s(u))) \geq \epsilon^{-1} \sum_{u \in D} (s(u)/C_3 r)^h \phi(B(0,C_3 r)),$$

where the last inequality above comes from the fact that $D \subseteq A_1$. The above inequality can be rewritten as $\sum_{u \in D} s(u)^h \leq C_4^4 \epsilon r^h$. In particular, thanks to Remark 2.2, and (68) we infer that

$$C^h(A_1) \leq \sum_{u \in D} C^h(B(u, (1+2\tau)C_4^2 s(u)) \cap W) = C_4^h (1+2\tau)^h \sum_{u \in D} s(u)^h \leq C_4^h C_5^h (1+2\tau)^h \epsilon r^h. \tag{69}$$
With a similar argument we used to prove the existence of $D$, we can construct a countable set $D' \subseteq A_2$ such that the family \( \{ B(u, C_4 s(u)/4h) : u \in D' \} \) is disjointed and the family \( \{ \hat{B}(u, C_4 s(u)/4h) : u \in D' \} \), constructed as in (67), covers $A_2$. In a similar way as in (68) we have $\hat{B}(u, C_4 s(u)/(4h)) \subseteq W \cap B(u, (1 + 2\tau)C_4 s(u)/4h)$ for every $u \in A_2$. Moreover, since
\[
T(u, s(u)/(4h)) \subseteq P^{-1}(B(u, C_4 s(u)/(4h)) \cap W),
\]
for every $u \in A_2$, see Proposition 2.22, we conclude by exploiting the fact that \( \{ B(u, C_4 s(u)/(4h)) \cap W : w \in D' \} \) is a disjointed family, the following inequality
\[
\phi(B(0, C_3 r) \setminus E) \geq \sum_{u \in D'} \phi((B(0, C_3 r) \setminus E) \cap T(u, s(u)/(4h))
\geq 2^{-1} \phi(B(0, C_3 r)) \sum_{u \in D'} (s(u)/(4hC_3 r))^h,
\]
where the last inequality holds since $D' \subseteq A_2$. From the previous inequality, (44), and the fact that $0 \in E$, we infer that
\[
\sum_{u \in D'} (s(u)/(4hC_3 r))^h \leq 2 \phi(B(0, C_3 r)) \leq 2 \phi(B(0, C_3 r)) + \phi(B(0, C_3 r) \setminus E)
\leq 2 \phi(B(0, C_3 r)) + (1 + 2\tau)C_4 s(u)/(4hC_3 r)^h
\]
Consequently, we deduce that
\[
C^h(A_2) \leq \sum_{u \in D'} C^h(W \cap B(u, (1 + 2\tau)C_4 s(u)/(4h)))
= (1 + 2\tau)^h C^h \sum_{u \in D'} (s(u)/(4h))^h \leq 10(1 + 2\tau)^h C^h (C_3)^{h} s(u)^h.
\]
Finally, putting together (69), (72), item (iii) of this proposition, and Remark 2.2, we conclude the following inequality
\[
C^h(P(0, r) \setminus A) \leq C^h(P(0, r) \setminus P(0, r_1)) + C^h(A_1) + C^h(A_2)
\leq C^h(P(0, 1)) + (1 - \epsilon/h)^h + C^h((C_4 2^h 5^h)^2 (1 + 2\tau)^h r)^h + 10(1 + 2\tau)^h C^h (C_3)^{h} s(u)^h
\leq 50(1 + 2\tau)^h C^h (P(0, 1)) + (1 + 2\tau)^h r)^h,
\]
in the last inequality we used that $1 \leq C_4 \leq C_5$, and that $C^h(P(0, 1)) \geq 1$ since $P(0, 1) \supseteq B(0, 1) \cap W$ and $C^h(B(0, 1) \cap W) = 1$, thanks to Remark 2.2. With the choice $\tau = 2$, item (iv) follows.

**Proof of (v):** Let $u \in A$ and note that since $s(u) = 0$, for any $s > 0$ we have that
\[
E \cap T(u, s/4h) \neq \emptyset.
\]
Since the sets $E \cap T(u, s/4h)$ are compact we infer the following equality thanks to the finite intersection property
\[
\emptyset \neq E \cap \bigcap_{s > 0} T(u, s/4h) = E \cap P^{-1}(u).
\]
This implies that $u \in P(E \cap P^{-1}(u))$ for every $u \in A$, and as a consequence $A \subseteq P(E \cap P^{-1}(A))$. Since the inclusion $P(E \cap P^{-1}(A)) \subseteq A$ is obvious we finally infer that $A = P(E \cap P^{-1}(A))$. Moreover, thanks to item (iv) and to the choice of $\epsilon < 5^{-h-5} C_3^{-h}$, we conclude that $S(A) > 0$ thanks to the fact that $C^h \subseteq W$ and $S^h \subseteq W$ are equivalent, see Proposition 2.8, and thanks to the following chain of inequalities
\[
C^h(A) \geq C^h(P(0, r)) - C^h(P(0, r) \setminus A)
\geq C^h(P(0, 1))^h + (5^{-h-5} C_3^{-h})\epsilon r^h \geq \frac{24}{25} r^h.
\]
Thanks to the fact that \( P \) is \( C_4 \)-Lipschitz, see Proposition 2.21, we further infer that
\[
0 < S^h(A) = S^h(P(E \cap P^{-1}(A))) \leq C_4^h S^h(E \cap P^{-1}(A)).
\]
For any \( s \) sufficiently small and \( u \in A \), by definition of \( s(u) \) and \( A \), we have the following chain of inequalities
\[
\phi(B(x, C_4 s)) \leq \phi(B(0, C_3 r) \cap T(u, C_4 s)) \leq \mu^{-h}(s/C_3 r)^h \phi(B(0, C_3 r)),
\]
whenever \( x \in E \cap P^{-1}(u) \), where the first inequality comes from the fact that \( x \in E \subseteq B(0, C_3 r_1) \), and Proposition 2.22. Finally by [11, 2.10.17(2)] and the previous inequality we infer
\[
\phi_\nu(E \cap P^{-1}(A)) \leq C_4^{-h} C_3^{-h} \mu^{-h} \phi(B(0, C_3 r))/\rho^h S^h(E \cap P^{-1}(A)).
\]
(73)
On the other hand, if we assume \( x \in E \) and \( s \) sufficiently small, we have \((x, s, V) \in Z\) for some \( V \in Gr^*_{3/2}(h) \). This implies that, by using the very definition of \( Z \), that
\[
\phi(B(x, s)) \geq (1 - \epsilon)(s/C_3 r)^h \phi(B(0, C_3 r)),
\]
and thus by [11, 2.10.19(3)], we have
\[
\phi(E) \geq (1 - \epsilon) \frac{\phi(B(0, C_3 r))}{(C_3 r)^h} S^h E.
\]
(74)
Putting together (73) and (74), we conclude the proof of item (v).

Proposition 3.7. Let \( \phi \) be a \( \mathcal{R}^*_h \)-rectifiable measure such that there exists an \( s \in \mathbb{N}^n \) for which for \( \phi \)-almost every \( x \in G \) we have
\[
\text{Tan}_h(\phi, x) \subseteq \{ \lambda S^h \mu : \lambda > 0 \text{ and } \mu \in Gr^*_{3/2}(h) \}.
\]
(75)
Then, the set
\[
\mathcal{G}(x) := \{ \mu \in Gr^*_{3/2}(h) : \text{there exists } \Theta > 0 \text{ such that } \Theta S^h \mu \in \text{Tan}_h(\phi, x) \}
\]
(76)
is a compact subset of \( Gr^*_{3/2}(h) \) for all \( x \in G \) for which (75) holds, and the sets
\[
\mathcal{G}_C := \{ x \in G : r(\mu) \in (C, \infty) \text{ for every } \mu \in \mathcal{G}(x) \}
\]
(77)
where \( r \) is defined in (12), are \( \phi \)-measurable for any \( C > 0 \).

Proof. The fact that \( \mathcal{G}(x) \) is compact is an immediate consequence of Proposition 2.29, the compactness of the Grassmanian in Proposition 2.6, and the convergence result in Proposition 2.26. For any \( \lambda, k, r > 0 \) define the function \( M_{\lambda,k,r}(x, \mu) : G \times Gr^*_{3/2}(h) \to \mathbb{R} \) as
\[
M_{\lambda,k,r}(x, \mu) := F_{0,k}(r^{-h} T_{x, r} \phi, \lambda C^h \mu),
\]
where \( F_{0,k} \) is defined in Definition 2.21. We claim that, for any choice of the parameters, the function \( M_{\lambda,k,r} \) is continuous when \( G \times Gr^*_{3/2}(h) \) is endowed with respect to the topology induced by the metric \( d + d_G \). Indeed, assume \( \{x_i\}_{i \in \mathbb{N}} \subseteq G \) and \( \{\mu_i\} \subseteq Gr^*_{3/2}(h) \) are two sequences converging to \( x \in G \) and \( \mu \in Gr^*_{3/2}(h) \) respectively. Thanks to the triangle inequality we have
\[
\lim_{i \to \infty} \sup \left| M_{\lambda,k,r}(x, \mu) - M_{\lambda,k,r}(x_i, \mu_i) \right| \leq \lim_{i \to \infty} \left( \left| M_{\lambda,k,r}(x, \mu) - M_{\lambda,k,r}(x_i, \mu) \right| + \left| M_{\lambda,k,r}(x_i, \mu) - M_{\lambda,k,r}(x_i, \mu_i) \right| \right)
\]
\[
\leq \lim_{i \to \infty} \sup F_{0,k}(r^{-h} T_{x, r} \phi, r^{-h} T_{x_i, r} \phi) + \lim_{i \to \infty} \sup \left[ \lambda C^h \mu, \lambda C^h \mu_i \right] + \lim_{i \to \infty} \sup \left[ \lambda C^h \mu_i, \lambda C^h \mu \right] = 0,
\]
where the inequality in the fourth line comes from a simple computation that we omit and the last identity comes from Proposition 2.26. This in particular implies that the function

\[ M(x, \mathcal{V}) := \sup_{k \geq 0} \liminf_{k \to \infty} \frac{M_{\lambda,k}(x, \mathcal{V})}{k^{h+1}} \]

is Borel measurable.

We now claim that for \( \phi \)-almost every \( x \in G \) we have that \( \mathcal{V} \in \mathcal{G}(x) \) if and only if \( M(x, \mathcal{V}) = 0 \). Indeed if \( \mathcal{V} \in \mathcal{G}(x) \), there is a \( \lambda > 0 \) and an infinitesimal sequence \( \{r_i\}_{i \in \mathbb{N}} \) such that \( \lim_{i \to \infty} F_{0,k}(r_i^{-h}T_{x,r_i}\phi, \lambda C^h \mathcal{V}) = 0 \) for any \( k > 0 \), see Proposition 2.25. However, by the scaling properties of \( F \), see Remark 2.7, we can choose another infinitesimal sequence \( \{s_i\}_{i \in \mathbb{N}} \subseteq Q \) such that \( r_i/s_i \to 1 \), and then \( \lim_{i \to \infty} F_{0,k}(s_i^{-h}T_{x,s_i}\phi, \lambda C^h \mathcal{V}) = 0 \) for every \( k > 0 \) as well, proving the first half of the claim. Vice versa, if \( M(x, \mathcal{V}) = 0 \), then for any \( j \in \mathbb{N} \) there exists a \( \lambda_j > 0 \), with \( \lambda_j \in Q \), and an infinitesimal sequence \( \{r_j(i)\} \subseteq Q \) such that \( \lim_{i \to \infty} F_{0,1}(r_j(i)^{-h}T_{x,r_j(i)}\phi, \lambda_j C^h \mathcal{V}) \leq 1/j \). Since \( 0 < \Theta_{\mathcal{V}}^h(\phi, x) \leq \Theta^{h+1}(\phi, x) < \infty \) for \( \phi \)-almost every \( x \in G \), we can argue as in the last part of the proof of Proposition 2.29 and hence we can assume without loss of generality that \( \lambda_j \) converge to some non-zero \( \lambda \) and that, for every \( j \in \mathbb{N} \), there exists \( j_i \in \mathbb{N} \) such that \( r_j(i) \) is an infinitesimal sequence and \( r_j(i)^{-h}T_{x,r_j(i)}\phi \to \lambda C^h \mathcal{V} \). This eventually concludes the proof of the claim.

Furthermore, since \( \epsilon \) by Proposition 2.19 is lower semicontinuous on \( Gr^a_{\mathcal{C}}(h) \), we know that for any \( C > 0 \) the set \( G \times \{\mathcal{W} \in Gr^a_{\mathcal{C}}(h) : \epsilon(\mathcal{W}) \leq C\} \) is closed in \( G \times Gr^a_{\mathcal{C}}(h) \) and in particular, the set

\[ M^{-1}(0) \cap G \times \{\mathcal{W} \in Gr^a_{\mathcal{C}}(h) : \epsilon(\mathcal{W}) \leq C\} = \{(x, \mathcal{V}) \in G \times Gr^a_{\mathcal{C}}(h) : M(x, \mathcal{V}) = 0 \text{ and } \epsilon(\mathcal{V}) \leq C\} \]  

(78)

is Borel. Now, since the projection on the first component of the above set is an analytic set, by the very definition of analytic sets, and since every analytic set is universally measurable, see for example [10, Section 2.2.4], we get that the set \( \{x \in G \text{ such that } \mathcal{V} \in Gr^a_{\mathcal{C}}(h) \text{ with } M(x, \mathcal{V}) = 0 \text{ and } \epsilon(\mathcal{V}) \leq C\} \) is \( \phi \)-measurable. In particular its complement, that is \( G \setminus \text{ up to positive null sets } - \text{ set } M(x, \mathcal{V}) = 0 \) if and only if \( \mathcal{V} \in \mathcal{G}(x) \) for \( \phi \)-almost every \( x \in G \) - is \( \phi \)-measurable as well.

\[ \square \]

**Proposition 3.8.** Let \( h \in \{1, \ldots, Q\} \), \( s \in \mathcal{S}(h) \), and \( \phi \) be a \( \mathcal{P}^s_{\mathcal{C}} \text{-rectifiable measure supported on a compact set } K \) and for which for \( \phi \)-almost every \( x \in G \) we have

\[ \text{Tan}_h(\phi, x) \subseteq \{\lambda \mathcal{S}^h \mathcal{V} : \lambda > 0 \text{ and } \mathcal{V} \in Gr^a_{\mathcal{C}}(h)\}. \]

(79)

Let us further assume that there exists a constant \( C > 0 \) such that \( \phi(G \setminus \mathcal{G}_C) = 0 \), where \( \mathcal{G}_C \) is defined in (77). Throughout the rest of the statement and the proof we will always assume that \( C_4 \) and \( C_5 \) are the constants introduced in Definition 3.3 in terms of \( C \). Furthermore, let \( \epsilon \in (0,5^{-10(h+5)}C_5^{-3h}) \) and \( \mu := 2^{-7}h^{-3}C_5^{-3h+2} \).

Then, there are \( \theta, \gamma \in \mathbb{N} \), a \( \phi \)-positive compact subset \( E \) of \( E(\theta, \gamma) \), and a point \( z \in E \cap \mathcal{G}_C \) such that

(i) There exists a \( \rho_z > 0 \) for which \( \phi(B(z, C_5 \rho) \setminus E) \leq \epsilon \), \( h \mathcal{C}^{h+1}(B(z, C_5 \rho)) \) for any \( 0 < \rho < \rho_z \);

(ii) There exists an \( r_0 \in (0,5^{-10(h+5)}C_5^{-3h-1}) \) such that for any \( w \in E \) and any \( 0 < \rho \leq C_5 r_0 \) we can find a \( \mathcal{V}_{w,\rho} \in Gr^a_{\mathcal{C}}(h) \) such that \( \phi(\mathcal{V}_{w,\rho}) \geq C_5 \), see (12), and

1. \( F_{w,4C_5 \rho}(\phi, \Omega \mathcal{C}^h \mathcal{V}_{w,\rho}) \leq (4^{-1}h^{-1}C_5^{-1} \mu)^{h+3} \cdot 4(4C_5 \rho)^{h+1} \) for some \( \Theta > 0 \),
2. whenever \( y \in B(w, C_5 \rho) \cap w \mathcal{V}_{w,\rho} \) and \( t \in [\mu, C_5 \rho] \) we have \( \phi(B(y,t)) \geq (1-\epsilon)(t/C_5 \rho)^h \phi(B(w,C_5 \rho)) \),
3. There exists a normal complement \( \mathcal{L}_{w,\rho} \) of \( \mathcal{V}_{w,\rho} \) as in Proposition 2.2.20 such that

\[ (1-\epsilon)\phi(B(w, C_5 \rho) \cap w TV_{w,\rho}(0, \rho)) \leq C_5 h \mathcal{C}^h (P(B(0,1))) \phi(B(w, C_5 \rho)), \]

where \( TV_{w,\rho} \) is the cylinder related to the splitting \( G = \mathcal{V}_{w,\rho} \cdot L_{w,\rho} \), see Definition 2.17;

(iii) There exists an infinitesimal sequence \( \{\rho_i(z)\}_{i \in \mathbb{N}} \subseteq (0, \min\{r_0, P_z\}) \) such that for any \( i \in \mathbb{N} \), any \( w \in E \) and any \( \rho \in (0, C_5 \rho_i(z)) \) we have \( \phi(B(w, C_5 \rho)) \geq (1-\epsilon)(\rho/\rho_i(z))^h \phi(B(z, C_5 \rho_i(z))) \).
Proof. For any positive $a,b \in \mathbb{R}$ we define $F(a,b)$ to be the set of those points in $K$ for which

$$b r^h \leq \phi(B(x,r)),$$

for any $r \in (0,a)$.

One can prove, with the same argument used in the proof of Proposition 2.3, see [25, Proposition 1.14], that the sets $F(a,b)$ are compact. As a consequence, this implies that the sets

$$\tilde{F}(a,b) := \bigcap_{p=1}^{\infty} F(C_5a,(1-\epsilon)b) \setminus F(C_5a/p,b),$$

are Borel. Since $\phi$ is $\mathcal{P}_n^+$-rectifiable, $\mathbb{G}$ can be covered $\phi$-almost all by countably many sets $\tilde{F}(a,b)$. Indeed, $\phi(\mathbb{G} \setminus \bigcup_{a,b \in \mathbb{Q}^+} \tilde{F}(a,b)) = 0$ since $0 < \Theta_n^1(\phi,x) < +\infty$ holds $\phi$-almost everywhere. In particular thanks to Proposition 2.4 we can find $a,b \in \mathbb{R}$ and $\theta,\gamma \in \mathbb{N}$ such that $\phi(\tilde{F}(a,b) \cap E(\theta,\gamma)) > 0$. Since $\tilde{F}(a,b) \cap E(\theta,\gamma)$ is measurable, there must exist a $\phi$-positive compact subset of $\tilde{F}(a,b) \cap E(\theta,\gamma)$ that we denote with $F$. Notice that since $\phi(\mathbb{G} \setminus \mathcal{Q}_C) = 0$ the set $F \cap \mathcal{Q}_C$ is measurable and $\phi$-positive as well.

Let us denote by $Gr_{\leq C}(h)$ the set $\{V \in Gr_{\leq C}(h)\}$ such that $\epsilon(V) \geq C$. Since by the very definition of $\mathcal{Q}_C$ we have $\text{Tan}_h(\phi,x) \subseteq \mathcal{M}(h,Gr_{\leq C}(h))$ for $\phi$-almost every $x \in F \cap \mathcal{Q}_C$, we infer that Proposition 2.27 together with Severini-Egoroff theorem, that can be applied since the functions $x \rightarrow d_x(\mathbb{M}(h,Gr_{\leq C}(h)))$ are continuous in $x$ for every $k,r > 0$ - see Remark 2.8 - yield a $\phi$-positive compact subset $E$ of $F \cap \mathcal{Q}_C$ and an $r_0 \leq 5^{-10(h+5)}C^{-3h}\gamma^{-1}$ such that

$$d_x(\mathbb{M}(h,Gr_{\leq C}(h))) \leq (4^{-1}\theta^{-1}C^{-1}\mu)^{(h+4)}$$

for any $x \in E$ and any $0 < \rho \leq C_5r_0$. (80)

Let us fix $z$ to be a density point of $E$ with respect to $\phi$, and let us show that $E$ and $z$ satisfy the requirements of the proposition. First, by construction $E$ is $\phi$-positive and contained in $E(\theta,\gamma)$. Second, since $z$ is a density point of $E$, item (i) follows if we choose $\rho_z$ small enough. Moreover, the bound (80) directly implies item (ii.). Let us prove the remaining items.

Since $E \subseteq E(\theta,\gamma)$, $4C_5^2r_0 < \gamma/2$ and $4^{-1}\theta^{-1}C^{-1}\mu \leq 2^{-10(h+1)}\theta$, Proposition 2.28(i) implies that for any $w \in E$ and any $0 < \rho \leq C_5r_0$ - choosing $\sigma = 4^{-1}\theta^{-1}C^{-1}\mu$ and $t = 4C_5\rho$ in Proposition 2.28 - there exists a $V_{w,\rho} \in Gr_{\leq C}(h)$ such that

$$\phi(B(y,r) \cap B(w,V_{w,\rho},4^{-1}C_5^{-1}\theta^{-2}\mu^2\rho)) \geq (1 - 2^{10(h+1)}4^{-1}C_5^{-1}\mu)(r/s)^h \phi(B(v,s)),$$

whenever $y,v \in B(w,2C_5\rho) \cap wV_{w,\rho}$ and $\theta^{-1}\mu \rho \leq r,s \leq 2C_5\rho$. Since

$$2^{10(h+1)}4^{-1}C_5^{-1}\mu \leq \epsilon,$$

with the choices $s = C_5\rho$ and $v = w$, we finally infer

$$\phi(B(y,r)) \geq (1 - \epsilon)(r/C_5\rho)^h \phi(B(w,C_5\rho)),$$

for any $0 < \rho \leq C_5r_0$ and $0 < y \leq B(w,C_5\rho) \cap wV_{w,\rho}$, and this proves item (ii.a). For any $w \in E$ and any $0 < \rho \leq C_5r_0$ we choose one normal complement $V_{w,\rho}$ of $V_{w,\rho}$ as in Proposition 2.20, and we denote with $P := P_{V_{w,\rho}}$ the projection relative to this splitting. Eventually, Proposition 2.28(ii), with the choice $k := C_5$, implies that for any $0 < \rho \leq C_5r_0$ we have

$$\phi(B(w,C_5\rho) \cap wV_{w,\rho}(0,\rho)) \leq (1 + 2(2C_5h + 1)\theta^{-1}C_5^{-1}\mu)C_5^{-h}\rho^h \phi(B(w,1))) \phi(B(w,C_5\rho)) \leq (1 + \epsilon)C_5^{-h}\rho^h \phi(B(w,1))) \phi(B(w,C_5\rho)),$$

where the last inequality comes from the fact that $(2C_5h + 1)\theta^{-1}C_5^{-1}\mu < \epsilon$. Hence also item (ii.b) is verified. In order to verify item (iii), note that since $z \in E \subseteq \tilde{F}(a,b)$ on the one hand then there is an infinitesimal sequence $\{\rho_i(z)\}_{i \in \mathbb{N}}$ such that

$$\phi(B(z,C_5\rho_i(z))) \leq (C_5\rho_i(z))^h \leq b,$$

(82)
On the other hand for any \( w \in E \), and any \( 0 < \rho < a \) we have
\[
b \leq \frac{1}{1 - \varepsilon} \frac{\phi(B(w, C_5 \rho))}{(C_5 \rho)^h}.
\]
Putting together (82) and (83) we finally infer that for any \( i \in \mathbb{N} \), any \( w \in E \) and any \( \rho \in (0, a) \) we have
\[
\frac{\phi(B(z, C_5 \rho(z)))}{\rho(z)^h} \leq \frac{1}{1 - \varepsilon} \frac{\phi(B(w, C_5 \rho))}{\rho^h},
\]
concluding the proof of item (iii) and thus of the proposition. \( \square \)

Before going on with the last part of the proof of Theorem 3.4, we need a Proposition borrowed from the Preprint [5] whose simple proof is omitted here. Before stating it, we give a couple of definitions.

**Definition 3.4.** Let us fix \( x \in G, r > 0 \) and \( \phi \) a Radon measure on \( G \). We define \( \Pi_\varepsilon(x, r) \) to be the subset of planes \( V \in \text{Gr}(h) \) for which there exists a \( \Theta > 0 \) such that
\[
F_{x,r}(\phi, \Theta S_h \varepsilon x V) \leq 2 \delta^h h^1.
\]

**Definition 3.5.** For any \( \theta \in \mathbb{N} \) we define \( \delta_G = \delta_G(h, \theta) := \theta^{-12 - (4h+5)}. \)

**Proposition 3.9 (5, Proposition 3.1).** Let \( \phi \) be a Radon measure on \( G \) that is supported on a compact set, let \( x \in E(\theta, \gamma) \), fix \( \delta < \delta_G \), where \( \delta_G \) is defined in Definition 3.5, and set \( 0 < r < 1/\gamma. \) Then for every \( V \in \Pi_\varepsilon(x, r) \), see Definition 3.4, we have
\[
\sup_{w \in E(\theta, \gamma) \cap B(x, r/4)} \frac{\text{dist} (w, x V)}{r} \leq 2^{1+h/(h+1)} \delta^{1/(h+1)} \gamma^{1/(h+1)} =: C_6(\theta, h)^{1/(h+1)}.
\]

**Proposition 3.10.** Assume \( \phi \) is a \( \mathcal{R}_{h,\mathfrak{m}} \)-rectifiable measure supported on a compact set \( K \). Then, there exists a \( \mathcal{W} \in \text{Gr}(h) \), a compact set \( K' \in \mathcal{W} \) and a Lipschitz function \( f : K' \to G \) such that \( \phi(f(K')) > 0. \)

**Proof.** Theorem 3.4 implies that for \( \phi \)-almost every \( x \in G \) the elements of \( \text{Tan}_{h}(\phi, x) \) all share the same stratification vector. Furthermore, thanks to Proposition 3.5, for any \( s \in \Theta(h) \) the set \( \mathcal{S}_s := \{ x \in K : s(\phi, x) = s \} \) is \( \phi \)-measurable. Thus, if we prove that for any \( s \in \Theta(h) \) there exists a Lipschitz function as in the thesis of the proposition whose image has positive \( \phi_\mathcal{S} \)-measure, the proposition is proved since the sets \( \mathcal{S}_s \) cover \( \phi \)-almost all \( K \) and since the locality of tangents hold, see Proposition 2.2. Thanks to this argument, we can assume without loss of generality that there exists a \( s \in \Theta(h) \) such that for \( \phi \)-almost every \( x \in K \) we have \( s(\phi, x) = s \).

Let us further reduce ourselves to the setting in which there exists a constant \( C > 0 \) such that \( \phi(\mathcal{G} \setminus \mathcal{G}_C) = 0 \), where \( \mathcal{G}_C \) is defined in (77). Thanks to Proposition 3.7, we know that for \( \phi \)-almost every \( x \in G \) the set \( \mathcal{G}(x) \) defined in (76) is compact. Hence, taking item (i) of Proposition 2.19 into account, for \( \phi \)-almost every \( x \in G \) there exists a constant \( C(x) > 0 \) such that \( \varepsilon(\mathcal{V}) \geq C(x) \) for every \( \mathcal{V} \in \mathcal{G}(x) \). This readily implies that
\[
\phi(\mathcal{G} \setminus \cup_{n \in \mathbb{N}} \mathcal{G}(x/n)) = 0.
\]

Hence, since \( \mathcal{G}_{x/n} \) is \( \phi \)-measurable for every \( n \in \mathbb{N} \), see Proposition 3.7, we can reduce, with the same argument used in the previous paragraph, to deal with the case in which there exists \( C > 0 \) such that \( \phi(\mathcal{G} \setminus \mathcal{G}_C) = 0 \).

Let \( C_4 := C_4(C) \) and \( C_5 := C_5(C) \) be defined as in Definition 3.3, and let \( \tilde{\varepsilon} \leq 5^{-10(h+5)} C_5^{-3h} \), and \( \tilde{\mu} := 2^{-7} h^{-3} C_5^{-5h^2} \). Let \( E \subseteq K \) be the compact set and \( z \in E \cap \mathcal{G}_C \) the point yielded by Proposition 3.8 with respect to \( \tilde{\varepsilon}, \tilde{\mu} \). Furthermore let \( \hat{\varepsilon} \leq \varepsilon \leq 5^{-h} C_5^{-3h} \), and \( \mu := 2^{-7} h^{-3} C_5^{-5h^2} \) such that \((1 - \hat{\varepsilon})^2 \geq (1 - \varepsilon) \). We define
\[
r := \rho_1(z), \quad \text{and} \quad r := (1 - \varepsilon/h)r,
\]
where \( \rho_1(z) \) is the first term of the sequence \( \{ \rho_1(z) \}_{i \in \mathbb{N}} \) yielded by item (iii) of Proposition 3.8.

Let us check that the compact set \( E \cap B(z, C_5 r_1) \) satisfies the hypothesis of Proposition 3.6 with respect to the choices \( \varepsilon, \mu, r \). First of all, since \( r < \rho_2 \), item (i) of Proposition 3.8 implies that (43) holds since \( \tilde{\mu} \leq \mu \). Secondly, since
$r \leq r_0$, item (ii.2) of Proposition 3.8 implies that for any \(w \in E\) and any \(0 < \rho < C_3r\) there exists a \(V_{x,\rho} \in G_{r,\rho}(h)\) such that whenever \(y \in B(w, C_3r) \cap wV_{x,\rho}\) and \(t \in [\mu\rho, C_3\rho]\) we have
\[
\phi(B(y, t)) \geq (1 - \varepsilon)(t/C_3\rho)^h\phi(B(w, C_3\rho)).
\]
Furthermore, since \(r = \rho_1(z)\), thanks to item (iii) of Proposition 3.8 we finally infer that for any \(w \in E\) and any \(0 < \rho < C_3r\) we have
\[
\phi(B(y, t)) \geq (1 - \varepsilon)(t/C_3\rho)^h\phi(B(w, C_3\rho)) \geq (1 - \varepsilon)^2(t/C_3r)^h\phi(B(z, C_3r))
\]
whenever \(y \in B(w, C_3r) \cap wV_{x,\rho}\) and \(t \in [\mu\rho, C_3\rho]\). The above paragraph shows that the hypotheses of Proposition 3.6 are satisfied by \(z\) and \(E \cap B(z, C_3r_1)\) with the choices of \(r, r_1, \varepsilon, \mu\) as above.

**Throughout the rest of the proof \(E\) will stand for \(E \cap B(z, C_3r_1)\), and in order to conclude the argument we will need to use the other two pieces of information yielded by Proposition 3.8. Indeed, since \(r < C_3r_0\), item (ii.3) of Proposition 3.8 implies that
\[
(1 - \varepsilon)\phi(zT_{V_{x,\rho}}(0, r) \cap B(z, C_3r)) \leq C^h(P(B(0, 1))) C_{j+1}^h \phi(B(z, C_3r)),
\]
where \(T\) is the cylinder related to the splitting \(G = V_{x,\rho} \cdot L_{y,\rho}\) and \(L_{y,\rho}\) is one normal complement to \(V_{x,\rho}\) chosen as in item (ii.3) of Proposition 3.8. Furthermore, thanks to item (ii.1) of Proposition 3.8 and the fact that \(r < r_0\) we know that there exists \(\Theta > 0\) such that
\[
F_{\rho, C_3r} \left(\phi, \Theta C^h \phi \cdot 2V_{x,\rho} \right) \leq (4^{-1} \theta^{-1} C_{\phi}^{-1} \mu)^{k+3} \cdot (4C_3r)^{k+1}.
\]
The bound \((88)\) together with Proposition 3.8, that we can apply since \(4C_3r \leq \gamma^{-1}\), and \(2^{-1}(4^{-1} \theta^{-1} C_{\phi}^{-1} \mu)^{k+3} \leq \delta_G\), where \(\delta_G\) was introduced in Definition 3.5, imply that
\[
\sup_{w \in E \cap B(z, C_3r)} \frac{\mathrm{dist} \ (w, zV_{x,\rho})}{4C_3r} \leq 2^{1+1/(k+1)} \theta^{1/(k+1)} (2^{-1}(4^{-1} \theta^{-1} C_{\phi}^{-1} \mu)^{k+3})^{1/k} \leq 2C_{\phi}^{-1} \mu.
\]
The above bound shows that the set \(E\) inside the ball \(B(z, C_3r)\) is very squeezed around the plane \(V_{x,\rho}\). From now on we should denote \(W := V_{x,\rho}\), \(P := P_{V_{x,\rho}},\) \(L := L_{y,\rho}\), and \(T(\cdot, r) := T_{V_{x,\rho}}(\cdot, r)\). In order to simplify the notation, since all the statements are invariant up to substituting \(\phi\) with \(T_{z,1} \phi\), we can assume that \(z = 0\). Let us recall once more that \(\epsilon(V_{x,\rho}) \geq C\) from item (ii) of Proposition 3.8.

Since it will turn out to be useful later on, we estimate the distance of the points \(w\) of \(E \cap T(0, r_1)\) from \(0\). Thanks to Proposition 2.22 and the fact that \(w \in T(0, r_1)\), we have \(\|P_W(w)\| \leq C_4 r_1\). On the other hand, \((15)\) and \((89)\) imply that
\[
\|P_L(w)\| \leq C_4 \mathrm{dist}(w, W) \leq 8C_4 \mu r_1.
\]
This in particular implies that
\[
d(0, w) \leq \|P_W(w)\| + \|P_L(w)\| \leq C_4 r_1 + 8C_4 \mu r_1 \leq 2C_4 r_1,
\]
showing that
\[
E \cap T(0, r_1) \subseteq B(0, 2C_4 r_1).
\]
In the following \(A, A_1\) and \(A_2\) are the sets inside \(P(B(0, r_1))\) constructed in the statement of Proposition 3.6 with respect to the 0 and the plane \(W\). Now, let \(\bar{A}\) be the set of those \(u \in A\) for which there exists \(\rho(u) > 0\) such that
\[
\phi(B(0, C_3 r) \cap T(u, s)) \leq 2(1 - \varepsilon)^4(s/C_3 r)^h \phi(B(0, 1)) \phi(B(0, C_3 r)),
\]
for all \(0 < s < \rho(u)\). We claim that \(\bar{A}\) is a Borel set. To prove this, we note that
\[
\bar{A} = \bigcup_{k \in \mathbb{N}} \{u \in A : (g)\ \text{holds for any } 0 < s < 1/k\} =: \bigcup_{k \in \mathbb{N}} \tilde{A}_k.
\]
Let us show that $\tilde{A}_k$ is a compact set for any $k \in \mathbb{N}$, and in order to do this, let us assume $\{u_i\}_{i \in \mathbb{N}}$ is a sequence of points of $\tilde{A}_k$. Since $\tilde{A}_k \subseteq \tilde{A}$, and $\tilde{A}$ is compact, we can suppose that, up to a non re-labelled subsequence, $u_i$ converges to some $u \in \tilde{A}$. Thus, we have that for every $0 < s < 1/k$ the following chain of inequality holds

$$\phi(B(0,C_3r) \cap T(u,s)) \leq \limsup_{i \to \infty} \phi(B(0,C_3r) \cap T(u_i,s + d(u,u_i)))$$

$$\leq 2(1-\varepsilon)^4C^h(P(B(0,1)))\frac{s}{C_3r}\phi(B(0,C_3r)).$$

This concludes the proof of the fact that $\tilde{A}_k$ is compact and thus $\tilde{A}$ is an $F_\sigma$ set, and thus Borel.

Let us notice that, since $r_1 < r$, by a compactness argument one finds that there exists a $\tilde{s} := \tilde{s}(r_1,r)$ such that whenever $u \in P(B(0,r_1))$, then $P(B(u,\tilde{s})) \subseteq P(B(0,r))$. The family

$$B := \{P(B(u,s)) : u \in A \setminus \tilde{A}, \text{ and } s \leq \tilde{s} \text{ does not satisfy (91)}\}$$

is a fine cover of $A \setminus \tilde{A}$ by the very definition of $\tilde{A}$. Thus [11, p. 2.8.17] with a routine argument implies that $B$ is a $S^{h_\ell}(A \setminus \tilde{A})$-Vitali relation ([11, p. 2.8.16]). Therefore, the set $A \setminus \tilde{A}$ can be covered $S^h$-almost all by a sequence of disjointed projected balls $\{P(B(u_k,s_k))\}_{k \in \mathbb{N}}$ such that $u_k \in A \setminus \tilde{A}$ and

$$\phi(B(0,C_3r) \cap T(u_k,s_k)) > 2(1-\varepsilon)^4C^h(P(B(0,1)))\frac{s_k}{C_3r}\phi(B(0,C_3r)),$$

for every $k \in \mathbb{N}$. Note that since $T(u_k,s_k) = P^{-1}(P(B(u_k,s_k)))$, see Proposition 2.22, we get that $\{T(u_k,s_k)\}_{k \in \mathbb{N}}$ is a disjointed family of cylinders. Moreover, from the very definition of $\tilde{s}$, since $u_k \in P(B(0,r_1))$ and $s_k \leq \tilde{s}$, we have that $P(B(u_k,s_k)) \subseteq P(B(0,r))$. This implies that

$$\phi(T(0,r) \cap B(0,C_3r)) \geq \sum_{k \in \mathbb{N}} \phi(B(0,C_3r) \cap T(u_k,s_k))$$

$$> 2(1-\varepsilon)^4C^h(P(B(0,1)))C_3^{-\varepsilon/r^h}\phi(B(0,C_3r)) \sum_{k \in \mathbb{N}} s_k^h. \quad (92)$$

Therefore, we have

$$C^h(A \setminus \tilde{A}) = \sum_{k \in \mathbb{N}} C^h(P(B(u_k,s_k))) \leq C^h(P(B(0,1))) \sum_{k \in \mathbb{N}} s_k^h$$

$$< 2^{-1}(1-\varepsilon)^{-4}\frac{\phi(T(0,r) \cap B(0,C_3r))C^h}{\phi(B(0,C_3r))} \leq 2^{-1}(1-\varepsilon)^{-5}C^h(P(B(0,1)))r^h$$

$$\leq \frac{27}{50}C^h(P(B(0,1)))r^h,$$

where the second inequality on the second line above follows from (87). Furthermore, from the previous inequality and from item (iv) of Proposition 3.6 we deduce that

$$C^h(\tilde{A}) = C^h(P(B(0,r))) - C^h(P(B(0,r)) \setminus A) - C^h(A \setminus \tilde{A})$$

$$> C^h(P(B(0,1)))r^h - 5^{h+3}C_3^{5h}\phi(P(B(0,1)))r^h - C^h(P(B(0,1))) \frac{27}{50}r^h$$

$$\geq (1 - 1/25 - 27/50)C^h(P(B(0,1)))r^h > \frac{2}{5}C^h(P(B(0,1)))r^h.$$

Since $\tilde{A}$ is measurable, we can find a compact set $\tilde{A} \subseteq \tilde{A}$ and a $\delta \in (0,cr/h)$ such that $C^h(\tilde{A}) > 0$ and (91) holds for any $u \in \tilde{A}$ and $s \in (0,\delta)$. This can be done by taking an interior approximation with compact sets of $\tilde{A}$.

Thanks to item (v) of Proposition 3.6 we know that

$$\tilde{A} \subseteq A = P(E \cap P^{-1}(A),) \quad (93)$$

and thus for any $u \in \tilde{A}$ we can find a $x \in E$ such that $P(x) = u$. We claim that for any $x \in E$ for which $P(x) \in \tilde{A}$, any $s < \min\{r/4, \delta/(1 + C_3)\}$ and any $w \in V_{x,s}$ we have

$$\|P(w)\| > \|w\|/2C_5. \quad (94)$$
Suppose by contradiction that there are an $s < \min\{r/4, \delta/(1 + C_5)\}$ and a $w \in \mathcal{V}_{x,s}$ with $\|w\| = 1$ such that $\|P(w)\| \leq 1/2C_s$. This would imply that for any $k = 0, \ldots, \lfloor C_s/4 \rfloor - 1$ and any $p \in B(0,s/2)$ we have, by exploiting $P(x) = u$ and that $P$ is a homogeneous homomorphism, that

$$
d(P(x\delta_{2ks}(w)p),u) = d(\delta_{2ks}(P(w))P(p),0) \leq \|\delta_{2ks}(P(w))\| + \|P(p)\| \leq 2ks\|P(w)\| + \|P(p)\| \leq ks/C_s + C_s \leq (1 + C_4)s.
$$

(95)

Since $u \in \hat{A} \subseteq A \subseteq P(B(0,r_1))$, and since $P(x) = u$, we conclude that $x \in T(0,r_1)$. Hence, taking into account that $r_1 < r$, thanks to the inclusion (90), we have

$$
d(x\delta_{2ks}(w)p,0) \leq \|x\| + 2ks + s \leq 2C_s r + (2k + 1)s < 2C_s r + 3C_4 r/4 < C_s r.
$$

(96)

Putting together (95) and (96), we infer that for any $k = 0, \ldots, \lfloor C_s/4 \rfloor - 1$ we have

$$
B(x\delta_{2ks}(w),s/2) \subseteq T(u,(1 + C_4)s) \cap B(0,C_s r).
$$

Furthermore, since $x \in E$, $B(x\delta_{2ks}(w),s/2)$ are disjoint and contained in $B(x,C_5 s)$, we have by items (ii.2) and (iii) of Proposition 3.8 that

$$
\phi\left(B(0,C_s r) \cap T(u,(1 + C_4)s)\right) \geq \sum_{k=1}^{\lfloor C_s/4 \rfloor - 1} \phi(B(x\delta_{2ks}(w),s/2)) \geq \frac{(1 - \epsilon)C_5}{8} \left(\frac{s/2}{C_5}\right)^h \phi(B(x,C_5 s)) \geq \frac{(1 - \epsilon)^2 C_5}{8} \left(\frac{s/2}{C_5^r}\right)^h \phi(B(0,C_5^r))
$$

$$
= (1 - \epsilon)^2 \frac{C_5}{2h+3} \left(\frac{s}{C_5^r}\right)^h \phi(B(0,C_5^r)).
$$

(97)

Since by assumption $u \in \hat{A} \subseteq A$ and $(1 + C_4)s < \delta$, we infer thanks to (97) and the definition of $\hat{A}$ that

$$
(1 - \epsilon)^2 \frac{C_5}{2h+3} \left(\frac{s}{C_5^r}\right)^h \phi(B(0,C_5^r)) \leq \phi\left(B(0,C_s r) \cap T(u,(1 + C_4)s)\right) \leq 2(1 - \epsilon)^4 (1 + C_4)^h \left(\frac{s}{C_5^r}\right)^h \phi(P(0,1)) \phi(B(0,C_5^r)).
$$

(98)

The chain of inequalities (98) is however in contradiction with the choice of $C_5$ thanks to Remark 3.3, and thus the claim (94) is proved.

Since $P$ restricted to $E \cap P^{-1}(A)$ is surjective on $\hat{A}$ as remarked in (93), thanks to the axiom of choice there exists a function $f : \hat{A} \to E \cap P^{-1}(A)$ such that $P(f(u)) = u$. We claim that for $\phi$-almost every $x \in f(\hat{A})$ there exists a $\tau(x) > 0$ such that for any $y \in f(\hat{A}) \cap B(x,\tau(x))$ we have

$$
\|P(x)^{-1}P(y)\| = \|P(x^{-1}y)\| > C_s^{-2}\|x^{-1}y\| = C_s^{-2}\|f(P(x))^{-1}f(P(y))\|,
$$

(99)

where the last identity comes from the fact that $f$ is bijective on its image and thus the left and right inverse must coincide. In order to prove the latter claim, assume by contradiction that there exists an $x \in f(\hat{A})$ such that $\text{Tan}_h(\phi,x) \subseteq 2\mathcal{R}(h, Gr^h_{C_5}(h))$ and a sequence $\{y_i\}_{i \in \mathbb{N}} \subseteq f(\hat{A})$, with $y_i \to x$, such that

$$
\|P(x^{-1}y_i)\| \leq C_s^{-2}\|x^{-1}y_i\|, \quad \text{for any } i \in \mathbb{N}.
$$

(100)

Defined $\rho_i := \|x^{-1}y_i\|$, thanks to the hypothesis on $x$ and the definitions of $y_i$ and $\rho_i$ we can assume without loss of generality that

1. for any $i \in \mathbb{N}$ we have $\rho_i \leq \min\{r/4, \delta/(1 + C_5)\}$,
2. the points $g_i := \delta_{r/\rho_i}(x^{-1}y_i)$ converge to some $y \in \partial B(0,1)$ such that $\|P(y)\| \leq C_s^{-2}$,
3. $\rho_i^{-h}T_x\phi \to \lambda C^h\nu$ for some $\lambda > 0$ and $\nu \in Gr^h_C(h)$. 

Since $C^h, \mathcal{V}(\partial B(p, s)) = 0$, see e.g., [17, Lemma 3.5], for any $p \in G$ and any $s \geq 0$, thanks to [8, Proposition 2.7] we infer that

$$\lambda C^h, \mathcal{V}(B(y, \rho)) = \lim_{t \to \infty} T_{x, \rho} \phi(B(y, \rho)) / \rho^h_i \geq \lim_{t \to \infty} T_{x, \rho} \phi(B(s, \rho - d(g, y))) / \rho^h_i \geq \lim_{t \to \infty} \phi(B(y, \rho / 2)) / \rho^h_i \geq \theta^{-1}(\rho / 2)^h > 0,$$

where we stress that in the second inequality in the second line we are using that there exists $\theta, \gamma \in N$ such that $E \subseteq E(\theta, \gamma)$, since $E$ is provided by Proposition 3.8. The above computation shows that the (contradiction) assumption (100) implies that at $x$ there is a flat tangent measure whose support $W$ contains an element $y \in \partial B(0, 1)$ such that $\|P(y)\| \leq C^2$. Let us prove that if

(HC) there exists a suitably big $i_0 \in N$ such that we can find a $q_{i_0} \in W_{x, \rho_0}$ such that $d(y, q_{i_0}) \leq \mu$,

then we achieve a contradiction with (94), and thus we prove the claim (99). Indeed, the claim (HC) above would imply thanks to the definition of $\mu$, (94), Proposition 2.20, and Proposition 2.21, that

$$(4C_5)^{-1} < (1 - \mu) / 2C_5 \leq (\|y\| - \|y - q_{i_0}\|) / 2C_5 \leq \|q_{i_0}\| / 2C_5$$

$$< \|P(q_{i_0})\| \leq \|P(y)\| + \|P(y - q_{i_0})\| \leq C^2 + C_4 \mu < 2C^2,$$

which is a contradiction since $C_5 > 10^Q$.

In this paragraph we prove the claim (HC), which is sufficient to conclude the proof of the claim (99). Let $\Theta_i$ be the positive numbers yielded by item (ii.1) of Proposition 3.8 with the choices $\rho := \rho_i$ around the point $x$, and notice that

$$\limsup_{i \to \infty} F_{0,4C_5} (\lambda C^h, \mathcal{V}, \Theta_i C^h, \mathcal{V}_{x, \rho_i}) \leq \limsup_{i \to \infty} F_{0,4C_5} \left( \frac{T_{x, \rho_i} \phi}{\rho_i^h}, \lambda C^h, \mathcal{V} \right) + \limsup_{i \to \infty} F_{0,4C_5} \left( \frac{T_{x, \rho_i} \phi}{\rho_i^h}, \Theta_i C^h, \mathcal{V}_{x, \rho_i} \right)$$

$$= \limsup_{i \to \infty} F_{0,4C_5} \left( \frac{T_{x, \rho_i} \phi}{\rho_i^h}, \Theta_i C^h, \mathcal{V}_{x, \rho_i} \right) \leq \limsup_{i \to \infty} \frac{F_{4C_5} \left( \phi, \Theta_i C^h, \mathcal{V}_{x, \rho_i} \right)}{\rho_i^{h+1}} \text{ (101)}$$

where the first identity in the second line above comes from Proposition 2.25, the second identity from the scaling property in Remark 2.7 and the last inequality from item (ii.1) of Proposition 3.8 and some algebraic computations that we omit. Defined $g(w) := (\min\{1, 2 - \|w\|\})^+$ by Proposition 2.11 for any $W' \in Gr(h)$ we have

$$\int g dC^h, \mathcal{W}' = h \int s^{h-1}(\min\{1, 2 - |s|\}) s \, ds$$

$$= h \left( \int_0^1 s^{h-1} + \int_1^2 s^{h-1}(2 - s) \, ds \right) = \frac{2^{h+1} - 1}{h + 1}. \text{ (102)}$$

Therefore, since $\text{supp}(g) \subseteq B(0, 4C_5)$, thanks to (101) we infer that

$$\limsup_{i \to \infty} |\lambda - \Theta_i| = \limsup_{i \to \infty} \frac{|\lambda \int g dC^h, \mathcal{V} - \Theta_i \int g dC^h, \mathcal{V}_{x, \rho_i}|}{\int g dC^h, \mathcal{V}} \leq \limsup_{i \to \infty} \left( h + 1 \right) \frac{F_{0,4C_5} (\lambda C^h, \mathcal{V}, \Theta_i C^h, \mathcal{V}_{x, \rho_i})}{2^{h+1} - 1} \leq \frac{(h + 1)(\theta^{-1}\mu)^{(h+3)}}{2^{(h+1) - 1}} \text{ (103)}$$

$$\leq 2(\theta^{-1}\mu)^{(h+3)}.$$
Let \( p \in \mathcal{V} \cap B(0,1) \) and \( \ell(w) := (\mu \| p \| - \| p^{-1} w \|)_+ \). The function \( \ell \) is a positive 1-Lipschitz function whose support is contained in \( B(0,(1 + \mu) \| p \|) \) and therefore, thanks to Remark 2.7, we deduce that

\[
\liminf_{i \to \infty} \lambda \int \ell(w) d\mathcal{V}_{x,\phi_i} \geq \lambda \int \ell(w) d\mathcal{V} - \limsup_{i \to \infty} \lambda \int \ell(w) d\mathcal{V} - \int \ell(w) d\mathcal{V}_{x,\phi_i} \geq \lambda \int \ell(w) d\mathcal{V} - \limsup_{i \to \infty} \lambda \int \ell(w) d\mathcal{V} - \limsup_{i \to \infty} \int \ell(w) d\mathcal{V}_{x,\phi_i} \geq \lambda \int \ell(w) d\mathcal{V} - \limsup_{i \to \infty} \lambda - \Theta_i \int \ell(w) d\mathcal{V} - \limsup_{i \to \infty} \int \ell(w) d\Theta_i d\mathcal{V}_{x,\phi_i} \geq \lambda \int \ell(w) d\mathcal{V} - \limsup_{i \to \infty} \lambda - \Theta_i \int \ell(w) d\mathcal{V} - \limsup_{i \to \infty} F_{0,(1 + \mu) \| p \|}(\lambda d\mathcal{V}, \Theta_i d\mathcal{V}_{x,\phi_i}).
\]

(104)

Let us bound separately the two last terms in the last line above. Thanks to the triangle inequality the points \( q_i \in \mathcal{V}_{x,\phi_i} \) of minimal distance of \( p \) from \( \mathcal{V}_{x,\phi_i} \) are contained in \( B(0,2 \| p \|) \). This, together Remark 2.2, implies that

\[
\int \ell(w) d\mathcal{V}_{x,\phi_i} \leq \mu \| p \| C^h_\mathcal{V}, \Theta_i d\mathcal{V}_{x,\phi_i}(B(q_i,(3 + 2\mu) \| p \|)) \leq (3 + 2\mu)^{h+1} \| p \|^{h+1}.
\]

(105)

On the other hand, thanks to Remark 2.7 and the fact that \( C^h_\mathcal{V} \) and \( C^h_\mathcal{V}_{x,\phi_i} \) are invariant under rescaling, we infer that

\[
F_{0,(1 + \mu) \| p \|}(\lambda d\mathcal{V}, \Theta_i d\mathcal{V}_{x,\phi_i}) = \left( \frac{(1 + \mu) \| p \|}{4C_5} \right)^{h+1} F_{0,4C_5}(\lambda d\mathcal{V}, \Theta_i d\mathcal{V}_{x,\phi_i}).
\]

(106)

Putting together (101), (103), (104), (105) and (106) we finally infer that

\[
\liminf_{i \to \infty} \lambda \int \ell(w) d\mathcal{V}_{x,\phi_i} \geq \lambda \int \ell(w) d\mathcal{V} - 2(3 + 2\mu)^{h+1} \| p \|^{h+1} - \left( \frac{(1 + \mu) \| p \|}{4C_5} \right)^{h+1} \left( \frac{(1 + \mu) \| p \|}{\Theta - \mu} \right)^{h+1} 106 - 2(3 + 2\mu)^{h+1} + 1).
\]

(107)

Finally, Proposition 2.23 and the fact that \( x \in E(\theta, \gamma) \) imply that \( \lambda \geq \theta - 1 \). This together with a simple computation that we omit, based on Proposition 2.11, shows that

\[
\lambda \int \ell(w) d\mathcal{V} = \theta^{-1}(\mu \| p \|)^{h+1}/(h + 1).
\]

(108)

Putting together (107) and (108) we eventually infer that

\[
\liminf_{i \to \infty} \lambda \int \ell(w) d\mathcal{V}_{x,\phi_i} \geq \theta^{-1}(\mu^{h+1}/(h + 1) - 2(2^{h+2} \mu^{(h+3)}) \| p \|^{h+1} > 0,
\]

proving that for any \( p \in B(0,1) \cap \mathcal{V} \) we have \( B(p, \mu \| p \|) \cap \mathcal{V}_{x,\phi_i} \neq \emptyset \) provided \( i \) is chosen suitably big. Thus the claim (HC) is proved taking \( p = y \).

Let us conclude the proof of the proposition exploiting the claim (99) that we have proved. Defined \( B \) to be the set of full measure in \( f(\hat{A}) \) on which (99) holds, we note that since \( B(P(x), r) \subseteq P(B(x, r)) \), the (99) implies the following one: for any \( u \in P(B) \) there exists a \( \tau(u) > 0 \) such that

\[
\| f(u)^{-1} f(w) \| \leq C_2 \| u^{-1} w \|, \text{ whenever } w \in \hat{A} \cap B(u, \tau(u)).
\]

(109)

Furthermore, note that thanks to the proof of item (v) of Proposition 3.6 and recalling that \( f(\hat{A}) \subseteq E \cap P^{-1}(A) \), we deduce that \( \partial^k f(\hat{A}) \) is mutually absolutely continuous with respect to \( \phi \) and by Proposition 2.13 we finally infer that

\[
\partial^k(\hat{A} \setminus P(B)) = \partial^k(P(f(\hat{A} \setminus B)) = 0,
\]

where the first equality above comes from the fact that \( f : \hat{A} \to f(\hat{A}) \) is bijective.
We now prove that if \( r(u) \) is chosen to be the biggest radius for which (109) holds, then the map \( u \mapsto r(u) \) is upper semicontinuous on \( \hat{A} \). Indeed, assume \( \{u_i\} \in \mathbb{N} \) is a sequence in \( \hat{A} \) such that \( u_i \to u \in \hat{A} \) and \( \limsup_{i \to \infty} r(u_i) = r_0 \geq 0 \). If \( r_0 = 0 \), then the inequality \( \limsup_{i \to \infty} r(u_i) \leq r(u) \) is trivially satisfied. Thus, we can assume that \( r_0 > 0 \) and, without loss of generality, also that the lim sup is actually a lim. For any fixed \( 0 < s < r_0 \) there exists an \( i_0 \in \mathbb{N} \) such that

\[
s + d(u, u_i) < r(u_i) \quad \text{for any } i \geq i_0.
\]

As a consequence \( B(u, s) \subseteq B(u, r(u_i)) \) and thus for any \( y \in \hat{A} \cap B(u, s) \) and \( i \geq i_0 \) we have

\[
\|f(u)^{-1}f(y)\| \leq \|f(u)^{-1}f(u_i)\| + \|f(u_i)^{-1}f(y)\| \leq C_2^2\|u_i^{-1}u\| + C_2^2\|u_i^{-1}y\|.
\]  

(110)

Sending \( i \) to +\( \infty \), thanks to (110) we conclude that for any \( y \in B(u, s) \cap \hat{A} \) we have \( \|f(u)^{-1}f(y)\| \leq C_2^2\|u^{-1}y\| \) and thus \( s \leq r(u) \). The arbitrariness of \( s \) concludes that \( r \) is upper semicontinuous and thus for any \( j \in \mathbb{N} \) the sets

\[
L_j := \{w \in \hat{A} : r(w) \geq 1/j\},
\]

are Borel. Furthermore, since \( r(u) > 0 \) everywhere on \( P(B) \), we infer that \( P(B) \subseteq \cup_{j \in \mathbb{N}} L_j \). This, jointly with the fact that \( S^h(\hat{A}) > 0 \), and that \( S^h(\hat{A} \setminus P(B)) = 0 \) tells us that we can find a \( j \in \mathbb{N} \) and compact subset \( A \) of \( L_j \) such that \( S^0(A) > 0 \) and \( \text{diam}(A) < 1/2 \).

Let us conclude the proof by showing that \( f \) is Lipschitz on \( A \) and that \( \phi(f(A)) > 0 \). The fact that \( f(A) \) is \( \phi \)-positive follows from Proposition 2.20, item (v) of Proposition 3.6 and the following computation

\[
0 < S^h(A) = S^h(P(f(A))) \leq C_1^h S^h(f(A)).
\]

On the other hand, for any \( u, v \in A \) we have \( d(u, v) \leq 1/2j \) and since \( u, v \in L_j \) then

\[
\|f(u)^{-1}f(v)\| \leq C_2^2\|u^{-1}v\|.
\]

This eventually concludes the proof of the proposition.

---

**Proof of Theorem 3.4.** If we prove the result for \( \phi, B(0, k) \) for any \( k \in \mathbb{N} \), the general case follows taking into account the locality of tangents Proposition 2.2 and Lebesgue differentiation theorem Proposition 2.1. Therefore, we can assume without loss of generality that \( \phi \) is supported on a compact set. Let us set

\[
\mathcal{F} := \{\cup_{i \in \mathbb{N}} f_i(K_i) : K_i \text{ is a compact subset of } \mathcal{W}_i \text{ with } \mathcal{W}_i \in \text{Gr}_{\leq}(h) \text{ and } f_i : K_i \to G \text{ is Lipschitz}\}.
\]

(111)

Let \( m := \inf_{f \in \mathcal{F}} \{f(G \setminus F)\} \). We claim that if \( m = 0 \) the proof of the proposition is concluded. Indeed, if \( m = 0 \) we can take \( F \in \mathcal{F} \) such that \( f(G \setminus F) < 1/n \) and then \( f(G \cup \cup_{n \in \mathbb{N}} F_n) = 0 \). Let us prove that \( m = 0 \). Indeed, if by contradiction \( m > 0 \) can take as before, \( F' \in \mathcal{F} \) such that \( 0 < f(G \cup \cup_{n \in \mathbb{N}} F'_n) \leq m \). Since \( F' := \cup_{n \in \mathbb{N}} F'_n \) is Borel, we have, thanks to the locality of tangents Proposition 2.2 and Lebesgue differentiation theorem Proposition 2.1, that \( \phi, F' \) is a \( \mathcal{P}^h \)-rectifiable measure with compact support. Thus we can apply Proposition 3.10 to conclude that there exists \( \mathcal{W} \in \text{Gr}_{\leq}(h) \), \( K \) a compact subset of \( \mathcal{W} \) and a Lipschitz function \( f : K \to G \) such that \( \phi, F'(f(K)) > 0 \). Thus we get that \( \phi(G \setminus (f(K) \cup F')) < m \), that is a contradiction with the definition of \( m \).

In order to prove the last part of the theorem, let us notice that, thanks to the locality of tangents in Proposition 2.2 and Lebesgue differentiation theorem in Proposition 2.1, we can reduce on \( \phi, E(\theta, \gamma) \), thanks also to Proposition 2.4. Moreover, taking into account that \( S^h, E(\theta, \gamma) \) is mutually absolutely continuous with respect to \( \phi, E(\theta, \gamma) \), see Proposition 2.5, we can finally reduce to prove that \( S^h, f(K) \) is a \( \mathcal{P}^h \)-rectifiable measure whenever \( K \) is a compact subset of \( \mathcal{W} \in \text{Gr}_{\leq}(h) \) and \( f : K \to G \) is a Lipschitz function. The fact that \( S^h, f(K) \) is a \( \mathcal{P}^h \)-rectifiable measure follows from the following claim: if \( K \) is a compact subset of \( \mathcal{W} \in \text{Gr}_{\leq}(h) \) and \( f : K \to G \) is a Lipschitz function, then for \( S^h, f(K) \)-almost every \( x \in G \) we have that there exists \( \mathcal{W}(x) \in \text{Gr}(h) \) such that the following convergence of measures holds

\[
r^{-h}T_{\gamma,x}S^h, f(K) \to S^h, \mathcal{W}(x), \quad \text{as } r \text{ goes to } 0.
\]

(112)

Let us finally sketch the proof of (112). Since \( \mathcal{W} \in \text{Gr}_{\leq}(h) \), i.e., it admits a normal complementary subgroup, we get that \( \mathcal{W} \) is a Carnot subgroup of \( G \), see [2, Remark 2.1]. Thus we can apply Pansu-Rademacher theorem to
$f : K \subseteq \mathbb{W} \to G$, see [21, Theorem 3.4.11], to obtain that $f$ is Pansu-differentiable $\mathcal{S}^b$-almost everywhere, with Pansu differential $df$, and the area formula holds, see [21, Corollary 4.3.6]. The proof of (112) with $W(x) := Df(x)(W)$ for $\mathcal{S}^b \cdot f(K)$-almost every $x$ is now just a routine task, building on [21, Proposition 4.3.1 and Proposition 4.3.3], and by using the area formula in [21, Corollary 4.3.6]. We do not give all the details as the proof follows verbatim as in the argument contained in [23, pages 716–717], with the obvious substitutions taking into account that the authors in [23] only deal with Heisenberg groups $\mathbb{H}^n$ in the case $\mathbb{W}$ is horizontal.
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