Abstract

We propose to view hermitian metrics on trivial holomorphic vector bundles $E \to \Omega$ as noncommutative analogs of functions defined on the base $\Omega$, and curvature as the notion corresponding to the Laplace operator or $\partial \overline{\partial}$. We discuss noncommutative generalizations of basic results of ordinary potential theory, mean value properties, maximum principle, Harnack inequality, and the solvability of Dirichlet problems.

1 Introduction

Traditional potential theory is the study of the Laplace operator, harmonic and sub-harmonic functions, and related notions. The Laplacian, while an analytic object, has geometric content as well: the curvature of a holomorphic line bundle over a Riemann surface is expressed through it. By noncommutative potential theory we mean the study of hermitian metrics on holomorphic vector bundles of higher rank, in the spirit of traditional potential theory: through maximum principles, averaging properties, the Dirichlet problem, regularization, and more. Although in complex geometry chiefly vector bundles of finite rank occur, one still encounters there and elsewhere—e.g., in harmonic analysis or mathematical physics—bundles with Hilbert or Banach space fibers, or even more general bundle–like objects, see e.g. [ADW,B,L3,LSz,Rc]. Accordingly, in this paper we will discuss vector bundles with Hilbert space fibers and hermitian metrics on them. At the same time, we will focus on trivial Hilbert bundles, typically over open subsets $\Omega$ of $\mathbb{C}$. Some of our results clearly have implications for general vector bundles (and higher dimensional bases), but the analogy between the Laplacian or $\partial \overline{\partial}$ and curvature in a general vector bundle is clearest if the bundle is locally trivialized first.

We shall write $\text{Hom}(V,W)$ for the space of continuous linear maps between Banach spaces $V$ and $W$, $\text{End}V$ for $\text{Hom}(V,V)$, and $\text{GL}(V) \subset \text{End}V$ for the group of invertible
elements. Let \((V, \langle \cdot, \cdot \rangle)\) be a complex Hilbert space and \(\Omega \subset \mathbb{C}^n\) open. A hermitian metric on the trivial bundle \(\Omega \times V \rightarrow \Omega\) is a function \(h: \Omega \times V \times V \rightarrow \mathbb{C}\) given by an operator valued function \(P\) on \(\Omega\)

\[
h(z, u, v) = \langle P(z)u, v \rangle, \quad z \in \Omega, \ u, v \in V.
\]

For the sake of simplicity in this introduction we restrict ourselves to smooth metrics, meaning that \(P = P^* : \Omega \rightarrow \text{End} V\) is a \(C^\infty\) map taking values in positive invertible operators; but in the main body of the paper we will deal with rougher metrics as well.

We write \(\text{End}^+ V \subset \text{End} V\) for the cone of positive invertible operators.

The curvature of \(h\) or of \(P\) is the \(\text{End} V\) valued \((1, 1)\) form on \(\Omega\).

\[
R = R^h = R^P = \overline{\partial}(P^{-1}\partial P) = P^{-1}\overline{\partial}\partial P - P^{-1}\overline{\partial}P \wedge P^{-1}\partial P
\]

\[
= P^{-1}\left( \sum_{\mu, \nu = 1}^n P_{\overline{z}_\mu} P^{-1} P_{\overline{z}_\nu} - P_{\overline{z}_\mu} P_{\overline{z}_\nu} \right) dz\nu \wedge d\overline{z}_\mu.
\]

When \(\dim V = 1\) and \(P\) is multiplication by a positive \(p \in C^\infty(\Omega)\), \(R = \overline{\partial}\partial \log p\), and zero curvature corresponds to (pluri)harmonicity. Our first result is about solving a noncommutative Dirichlet problem on the disc in \(\mathbb{C}\) for general metrics.

**Theorem 1.1.** Suppose \(\Omega = \{ z \in \mathbb{C} : |z| < 1 \}\) and \(F: \partial \Omega \rightarrow \text{End}^+ V\) is continuous for the norm topology on \(\text{End}^+ V \subset \text{End} V\). Then there is a unique continuous \(P: \Omega \rightarrow \text{End}^+ V\) that is smooth over \(\Omega\),

\[
P = F \text{ on } \partial \Omega,
\]

\[
R^P = 0 \text{ on } \Omega.
\]

Over \(\Omega\) one can write \(P = H^* H\) with a holomorphic \(H: \Omega \rightarrow \text{GL}(V)\). If \(F\) takes values in a unital \(C^*\)-subalgebra \(\mathcal{A}\) of \(\text{End} V\), then so will \(P\), and \(H\) can be taken with values in \(\mathcal{A}\).

Related results, when \(\mathcal{A} = \text{End} V\), have been known for quite a while. When \(\dim V < \infty\), Coifman and Semmes solved Dirichlet problems not only for hermitian but for Finsler metrics as well. Even earlier, Masani and Wiener solved a Dirichlet problem when \(V\) is a finite dimensional Hilbert space, and \(F, \log \|F\|\) are only integrable. Then the conclusion is necessarily weaker than in our theorem. Devinatz, Douglas, Helson, Foiaş and Sz.-Nagy subsequently extended this latter result to separable \(V\). This author considered Dirichlet problems with boundary values more regular than continuous, again when \(\dim V < \infty\). See [CS,De,Do,H,L1,SzF,WM].

When the base \(\Omega\) is one dimensional, semipositivity/negativity of the curvature simply means

\[
P_{\overline{z}} P^{-1} P_{\overline{z}} - P_{\overline{z}} \geq 0, \ \text{respectively} \leq 0,
\]

and we next turn to mean value properties of such metrics.

**Theorem 1.2.** A smooth hermitian metric as in (1.1) has seminegative curvature if and only if for every disc \(\{ z \in \mathbb{C} : |z - a| \leq r \}\) contained in \(\Omega\)

\[
\int_{|z-a|=r} P|dz| - \int_{|z-a|=r} Pdz \left( \int_{|z-a|=r} P|dz| \right)^{-1} \int_{|z-a|=r} Pdz \geq 2\pi r P(a).
\]
(Here |dz| refers to integration with respect to arc length.) If the curvature is seminegative, the left hand side of (1.4), divided by r, is an increasing function of r.

This is clearly analogous to the mean value property of subharmonic functions. But even when \( \dim V = 1 \) the two are different, for then (1.4) boils down to characterizing subharmonicity of \( u = \log p \) in terms of integrals of \( p \), rather than of \( \log p \).

In Section 4 we will also prove a related characterization of semipositive curvature (but it is not (1.3) with the inequality sign reversed).

Behind these results is a maximum principle. Consider an open \( \Omega \subset \mathbb{C}^n \) and hermitian metrics \( h,k \) on trivial holomorphic vector bundles \( E = \Omega \times V \to \Omega \), \( F = \Omega \times W \to \Omega \). Write \( h_z(u,v) \) for the inner product \( h(z,u,v) \) on \( V \), for \( z \in \Omega \), and similarly \( k_z \). A holomorphic homomorphism \( A: E \to F \) can be thought of as a holomorphic map \( \Omega \to \text{Hom}(V,W) \). Its norm \( \|A\|: \Omega \to [0,\infty) \) is obtained by taking for each \( z \in \Omega \) the norm of the operator \( A(z): (V,h_z) \to (W,k_z) \).

**Theorem 1.3.** If \( A \) decreases curvature in the sense that for \( z \in \Omega, \xi \in T_z^1 \Omega \)

\[
\frac{k_z(R^h(\xi,\overline{\xi})Av,Av)}{k_z(Av,Av)} \leq \frac{h_z(R^h(\xi,\overline{\xi})v,v)}{h_z(v,v)}, \quad v \in V \text{ such that } A(z)v \neq 0,
\]

then \( \log \|A\| \) is plurisubharmonic. In particular, \( \log \|A\| \) satisfies the maximum principle.

This result is not new, it is a special case of what we proved in [L2]. Related results had been known earlier: Coifman and Semmes proved an analogous result for Finsler metrics when \( \dim V < \infty \), and Berndtsson proved the infinite rank case when \( R^h \) or \( R^k = 0 \), see [BK,CS].

As said, various results in the paper, even if formulated only for bundles over one dimensional bases, have obvious generalizations to higher dimensional bases. But not all these generalizations are satisfactory. For example, an integral characterization of Nakano semipositivity/negativity in the spirit of Theorems 1.2 (or 4.2) and 4.7 is lacking. Yet such a characterization would be useful to study Nakano curvature of uniform limits of, say, Nakano semipositively curved hermitian metrics.

I am grateful to Kuang–Ru Wu for his questions and critical remarks concerning the first version of this paper.

## 2 Smoothness classes of hermitian metrics

What one means by a hermitian metric of class \( C^k \) on a vector bundle of finite rank is unambiguous, but in bundles of infinite rank several definitions are possible depending on the topology one uses on spaces of operators. Since in matters of smoothness there is no difference between hermitian metrics and general sesquilinear forms, in discussing smoothness classes we will deal with the latter. We will also allow the base to be a subset of real Euclidean space, and later a smooth manifold.

So, let \( \Omega \subset \mathbb{R}^m \) be open and \( (V, \langle \cdot, \cdot \rangle) \) a complex Hilbert space. A sesquilinear form on the bundle \( E = \Omega \times V \to \Omega \) is a function \( h: \Omega \times V \times V \to \mathbb{C} \) such that

\[
h_z = h(x,\cdot,\cdot): V \times V \to \mathbb{C}
\]
is a continuous sesquilinear form for each \( x \in \Omega \). Such an \( h \) can be represented as

\[
(2.1) \quad h_x(v, w) = \langle P(x)v, w \rangle, \quad \text{with } P: \Omega \to \text{End } V.
\]

The weakest notion of \( C^k \) smoothness, \( k = 0, 1, \ldots, \infty \), is obtained by requiring that \( h_x(v, w) = \langle P(x)v, w \rangle \) should be a \( C^k \) function of \( x \in \Omega \) when \( v, w \in V \) are fixed. If this is so, we say \( h \) or \( P \) are \( C^k_{\text{weak}} \), or that \( P \in C^k_{\text{weak}}(\Omega, \text{End } V) \). The strongest requirement is that the map \( P: \Omega \to \text{End } V \) should be \( C^k \), when \( \text{End } V \) is endowed with the operator norm; we then say \( h \) or \( P \) are \( C^k_{\text{op}} \), or that \( P \in C^k_{\text{op}}(\Omega, \text{End } V) \). When \( k = 0 \), we just write \( C^\infty \), \( C^1 \), \( C^2 \).

Proposition 2.1. Let \( k \in [0, \infty) \). If \( P \in C^k_{\text{weak}}(\Omega, \text{End } V) \) (when \( k \) is integral) or \( P \in C^k(\Omega, \text{End } V) \) (otherwise), and \( \varphi, \psi: \Omega \to V \) are \( C^k \) functions in the norm topology of \( V \), then \( \langle P\varphi, \psi \rangle: \Omega \to \mathbb{C} \) is also \( C^k \). Furthermore, if \( k \in (0, \infty) \) is nonintegral and \( P \in C^k(\Omega, \text{End } V) \), then \( P \in C^k_{\text{op}}(\Omega, \text{End } V) \) and its partials of order \( \lfloor k \rfloor \) are locally Hölder continuous with exponent \( k - \lfloor k \rfloor \).

Thus, if \( Q \) is a partial of \( P \) of order \( \lfloor k \rfloor \), and \( K \subset \Omega \) is compact, there is a constant \( C \) such that

\[
\|Q(x) - Q(y)\| \leq C|x - y|^{k - \lfloor k \rfloor}, \quad x, y \in K.
\]

Here \( \| \cdot \| \) denotes the operator norm on \( \text{End } V \); but below we also use it to denote the norm on \( V \) induced by the inner product.

Proposition 2.2. Let \( k = 0, 1, \ldots \). If \( P \in C^{k,1}(\Omega, \text{End } V) \) then \( P \) is \( C^{k,1}_{\text{op}} \), and its partials of order \( k \) are locally Lipschitz continuous.

Since \( C^{k,1}_{\text{weak}} \subset C^{k,1}_{\text{op}} \) for \( k \in \mathbb{N} \), Proposition 2.2 implies

Proposition 2.3. \( C^{k,1}_{\text{weak}}(\Omega, \text{End } V) \subset C^{k,1}_{\text{op}}(\Omega, \text{End } V) \) when \( k \in \mathbb{N} \), and so \( C^\infty_{\text{weak}} = C^\infty_{\text{op}} \).

Proof. We will only prove Proposition 2.1, the proof of Proposition 2.2 is analogous.

(a) Suppose \( k \) is nonintegral. It suffices to prove the second statement in Proposition 2.1, that we do by induction on \( \lfloor k \rfloor \). Assume first \( 0 < k < 1 \). Given sequences \( x_j \neq y_j \in \Omega \) with limits \( x, y \in \Omega \), for fixed \( v, w \in V \) the sequence

\[
\left\langle \frac{P(x_j) - P(y_j)}{|x_j - y_j|^k} v, w \right\rangle, \quad j = 1, 2, \ldots
\]

4
is bounded. Two applications of the principle of uniform boundedness then give that
\[ \|P(x_j) - P(y_j)\|/|x_j - y_j|^k \] is bounded, whence the claim follows.

Next suppose that \( l \in \mathbb{N} \), the proposition has been proved for exponents \( < l \), and \( P \)

is \( C^k \) with \( k \in (l, l+1) \). Write \( x_\mu \) for the coordinates on \( \Omega \) \( (\mu = 1, 2, \ldots, m) \), and \( \partial_\mu \) for \( \partial/\partial x_\mu \). For fixed \( v, w \in V \) representing \( \partial_\mu(Pv, w) \) as the limit of difference quotients, the principle of uniform boundedness again applies and gives a \( Q_\mu : \Omega \to \text{End} V \) such that

\[ \partial_\mu(Pv, w) = \langle Q_\mu v, w \rangle. \]

Thus \( \langle Q_\mu v, w \rangle \) is \( C^{k-1} \), and by the inductive hypothesis \( Q_\mu \) has partials of order \( l-1 \), locally Hölder continuous with exponent \( k - 1 - (l - 1) = k - [k] \). In particular, \( Q_\mu \in C_{\text{op}}(\Omega, \text{End} V) \). Hence

\[
\int_a^b Q_\mu(x_1, \ldots, x_{\mu-1}, t, x_{\mu+1}, \ldots)dt = P(x_1, \ldots, x_{\mu-1}, b, x_{\mu+1}, \ldots) - P(x_1, \ldots, x_{\mu-1}, a, x_{\mu+1}, \ldots),
\]

whenever the path over which we integrate is in \( \Omega \). Thus \( Q_\mu = \partial_\mu P \), partial understood in the norm topology. But then the partials of \( P \) of order \( l = [k] \) are locally Hölder continuous with exponent \( k - [k] \), as claimed.

(b) Next suppose \( P \in C_{\text{weak}}(\Omega, \text{End} V) \). Given a sequence \( x_j \in \Omega \) with limit \( x \in \Omega \), again by the principle of uniform boundedness \( \sup_j \|P(x_j)\| < \infty \). Hence

\[
\langle P(x_j)\varphi(x_j), \psi(x_j) \rangle - \langle P(x)\varphi(x), \psi(x) \rangle = \langle (P(x_j) - P(x))\varphi(x), \psi(x) \rangle + \langle P(x_j)(\varphi(x_j) - \varphi(x)), \psi(x_j) \rangle + \langle P(x_j)\varphi(x_j), \psi(x_j) - \psi(x) \rangle \to 0
\]
as \( j \to \infty \), and \( \langle P\varphi, \psi \rangle \) is indeed continuous.

(c) Finally, suppose \( k \in \mathbb{N} \) and \( P \) is \( C^k_{\text{weak}} \). We assume, inductively, that the claim in Proposition 2.1 is true when \( k \) is replaced by \( k - 1 \). As in part (a) of the proof, there are weak partials \( Q_\mu : \Omega \to \text{End} V \) such that \( \partial_\mu(Pv, w) = \langle Q_\mu v, w \rangle \) for all \( v, w \in V \). If \( \varphi, \psi : \Omega \to V \) are \( C^k \), or even just \( C^1 \), we claim that \( \langle P\varphi, \psi \rangle \) has partial derivatives

\[ \partial_\mu \langle P\varphi, \psi \rangle = \langle Q_\mu \varphi, \psi \rangle + \langle P\partial_\mu \varphi, \psi \rangle + \langle P\varphi, \partial_\mu \psi \rangle. \]

With \( x \in \Omega \) and \( \xi = (\xi_1, \ldots, \xi_m) \in \mathbb{R}^m \) small we can write

\[
\varphi(x + \xi) = \varphi(x) + \sum_{\nu=1}^m a_\nu(x, \xi)\xi_\nu, \quad \psi(x + \xi) = \psi(x) + \sum_{\nu=1}^m b_\nu(x, \xi)\xi_\nu,
\]

where \( a_\nu, b_\nu \) are continuous functions of \( x, \xi \). Then

\[
\langle P(x + \xi)\varphi(x + \xi), \psi(x + \xi) \rangle = \langle P(x + \xi)\varphi(x), \psi(x) \rangle + \sum_\nu \xi_\nu \langle P(x + \xi)\varphi(x), b_\nu(x, \xi) \rangle + \sum_\nu \xi_\nu \langle P(x + \xi)a_\nu(x, \xi), \psi(x + \xi) \rangle.
\]

The first term on the right has \( \partial/\partial \xi_\nu \) partials by assumption, equal to \( \langle Q_\mu(x + \xi)\varphi(x), \psi(x) \rangle \). As to the other inner products on the right, by part (b) of this proof they are continuous functions of \( x \) and \( \xi \). We conclude that all terms on the right have \( \partial/\partial \xi_\mu \) partials at \( \xi = 0 \); these partials add up to

\[
\langle Q_\mu(x)\varphi(x), \psi(x) \rangle + \langle P(x)\varphi(x), \partial_\mu \psi(x) \rangle + \langle P(x)\partial_\mu \varphi(x), \psi(x) \rangle,
\]
whence (2.2).

Now \( Q_p \) is \( C^{k-1}_{\text{weak}} \). If \( \varphi, \psi \) are \( C^k \), by the inductive assumption the right hand side of (2.2) is \( C^{k-1} \), and \( \langle P\varphi, \psi \rangle \) is indeed \( C^k \).

A variant of Proposition 2.1 concerning upper semicontinuity (u.s.c.) also holds:

**Proposition 2.4.** Suppose \( P = P^* : \Omega \to \text{End} V \) is bounded below and is weakly u.s.c in the sense that \( \langle P v, v \rangle \) is u.s.c. for \( v \in V \). With any \( \varphi \in C(\Omega, V) \) then \( \langle P\varphi, \varphi \rangle \) is also u.s.c.

**Proof.** Upon adding a constant to \( P \), we can arrange that \( P \geq 0 \). Let \( Q = P^{1/2} \).

Given a sequence \( x_j \in \Omega \) with limit \( x \in \Omega \), for any \( v \in V \) the sequence \( \|Q(x_j)v\|^2 = \langle P(x_j)v, v \rangle \) is bounded. Hence \( \|Q(x_j)\| \) is bounded, and so is \( \|P(x_j)\| \). As before,

\[
\langle P(x_j)\varphi(x_j), \varphi(x_j) \rangle - \langle P(x)\varphi(x), \varphi(x) \rangle = \langle (P(x_j) - P(x))\varphi(x), \varphi(x) \rangle \\
+ \langle P(x_j)(\varphi(x_j) - \varphi(x)), \varphi(x) \rangle + \langle P(x_j)\varphi(x_j), \varphi(x_j) - \varphi(x) \rangle,
\]

whence

\[
\limsup_{j \to \infty} \langle P(x_j)\varphi(x_j), \varphi(x_j) \rangle \leq \langle P(x)\varphi(x), \varphi(x) \rangle,
\]
as claimed.

We will also need the following result. Let \( (W, \| \cdot \|) \) be a Banach space.

**Proposition 2.5.** Fix \( k \in \mathbb{N} \) and consider a sequence \( P_j : \Omega \to W \) of functions, \( C^k \) in the norm topology. Assume that \( P_j(x) \) converges in norm, uniformly for \( x \in \Omega \), and that the partials of \( P_j \), of order \( \leq k \), are uniformly equicontinuous on \( \Omega \). Then these partials converge in norm, locally uniformly on \( \Omega \).

**Proof.** First let \( k = 1 \); say, we want to prove that \( \partial_1 P_j \) converges locally uniformly.

Given a compact \( K \subset \Omega \) and \( \varepsilon > 0 \), choose \( 0 < \delta < \text{dist}(K, \partial \Omega) \) so that \( \|\partial_1 P_j(x) - \partial_1 P_j(y)\| < \varepsilon/4 \) when \( j \in \mathbb{N}, x \in K, \) and \( |x - y| \leq \delta \). When \( x = (x_1, \ldots, x_m) \in K \)

\[
\text{(2.3)} \quad \left\| \frac{P_j(x_1 + \delta, x_2, \ldots, x_m) - P_j(x)}{\delta} - \partial_1 P_j(x) \right\| = \\
\quad \quad \quad \quad \frac{1}{\delta} \left\| \int_0^\delta (\partial_1 P_j(x_1 + t, x_2, \ldots, x_m) - \partial_1 P_j(x)) dt \right\| < \frac{\varepsilon}{4}.
\]

Next choose \( j_0 \) so that for \( i, j > j_0 \) and \( y \in \Omega \)

\[
\|P_i(y) - P_j(y)\| < \delta \varepsilon/4.
\]

By (2.3), if \( x \in K, \xi = (x_1 + \delta, x_2, \ldots, x_n), \) and \( i, j > j_0 \)

\[
\|\partial_1 P_i(x) - \partial_1 P_j(x)\| < \delta^{-1}(\|P_i(\xi) - P_j(\xi)\| + \|P_i(x) - P_j(x)\|) + \varepsilon/2 < \varepsilon.
\]

Therefore \( \partial_1 P_j \) indeed converges locally uniformly, as do all other first partials.

The case \( k > 1 \) follows by induction.
All the smoothness classes that we have introduced are invariant under $C^\infty$ diffeomorphisms $\Omega \to \Omega'$. For this reason they make sense over differential manifolds $M$ as well. The corresponding spaces of functions will be denoted $C^k(M, \text{End} V)$, etc. They all have variants $C^k(M, \text{End} V)$, etc. with $M$ a compact manifold with boundary. For example, when $k \in (0, \infty)$ is nonintegral, we fix a finite open cover $M = U_1 \cup \ldots \cup U_s$ such that each $U_j$ is contained in a coordinate chart, and let $C^k(M, \text{End} V)$ consist of continuous $P: M \to \text{End} V$ whose restrictions $P|U_j \cap \text{int} M$ have partials of order $\lfloor k \rfloor$, partials $Q$ that satisfy

$$\sup \left\{ \frac{||Q(x) - Q(y)||}{|x - y|^k - \lfloor k \rfloor} : x, y \in U_j \cap \text{int} M \right\} < \infty$$

for all $j$. The partials, $x - y$, and its length $|x - y|$ are computed using the coordinates on $U_j$. This space turns out to be a Banach space if the norm of $P$ is defined as the maximum of $\sup_{x \in \Omega} ||P(x)||$ and the quantities appearing in (2.4), for all choices $j = 1, \ldots, s$ and partial derivatives $Q$. Multiplication in $C^k(M, \text{End} V)$ is then continuous, and by rescaling the norm we can turn $C^k(M, \text{End} V)$ into a Banach algebra.

When $S \subset \text{End} V$, we write $C^k(M, S)$ etc. for the space of $P \in C^k(M, \text{End} V)$ etc. that take values in $S$.

### 3 A Dirichlet problem

Given a complex Hilbert space $V$, consider a unital $C^*$ subalgebra $A \in \text{End} V$. The most important case is $A = \text{End} V$. Denote the unit in $A$ by $1$. We write $A^\times \subset A$ for the group of invertible elements and $A^+ \subset A^\times$ for the cone of (self adjoint) positive elements. This latter is not completely consistent with usage in $C^*$ algebra theory, where $A^+$ would contain not necessarily invertible elements as well. An equivalent definition of our $A^+$ would be the set of self adjoint $S \in A$ that satisfy $S \geq \varepsilon 1$ with some $\varepsilon > 0$ (cf. [C, p. 243, Exercise 8]). In this section $\Omega = \{ z \in \mathbb{C} : |z| < 1 \}$.

**Theorem 3.1.** Given $F \in C_{\text{op}}(\partial \Omega, A^+)$, there is a holomorphic $H: \Omega \to A^\times$ such that the function

$$P = \begin{cases} H^* H & \text{on } \Omega \\ F & \text{on } \partial \Omega \end{cases}$$

is in $C_{\text{op}}(\overline{\Omega}, A^+)$. If a holomorphic $K: \Omega \to A^\times$ also solves the same problem, then $K = UH^*$ with a unitary $U \in A$.

From this the existence part of Theorem 1.1 follows because on $\Omega$

$$R^P = \overline{\partial}(P^{-1} \partial P) = \overline{\partial}(H^{-1} \partial H) = 0.$$ 

In the theorem $H$ itself need not extend continuously to $\overline{\Omega}$, not even when $A = \mathbb{C}$. A continuous $f: \partial \Omega \to \mathbb{R}$ whose conjugate function is discontinuous provides a counterexample $F = e^f$.

To prepare the proof we start with the following simple consequence of the maximum principle, our Theorem 1.3 (cf. [L2, Theorem 1.1 or Theorem 2.4]).
Lemma 3.2. (a) Suppose $P, Q \in C_{op}(\overline{\Omega}, A^+)$ are in $C^2_{op}$ over $\Omega$, and their curvature there is $0$. If $P \geq Q$ on $\partial \Omega$, then the same holds on $\Omega$.

(b) Suppose $H, K: \Omega \to A^\times$ are holomorphic, and $H^*H$, $K^*K$ extend to mappings in $C_{op}(\overline{\Omega}, A^+)$. If $H^*H \geq K^*K$ on $\partial \Omega$, then the same holds on $\Omega$.

Proof. (a) Let $h, k$ be the hermitian metrics on $\Omega \times V \to \Omega$ determined by $P, Q$. By Theorem 1.3 the norm of the identity map $A(z) = \text{Id}: (V, h_z) \to (V, k_z)$ is logarithmically subharmonic. Since $\|A(z)\| \leq 1$ when $z \in \partial \Omega$, the maximum principle for subharmonic functions implies $\|A(z)\| \leq 1$ for $z \in \Omega$ as well.

(b) This follows by setting $P = H^*H$, $Q = K^*K$, both of which have zero curvature, see (3.1).

Corollary 3.3. For $j \in \mathbb{N}$ let $H_j: \Omega \to A^\times$ be holomorphic. Suppose that $H_j^*H_j$ extend to mappings in $C_{op}(\overline{\Omega}, A^+)$. If $H_j^*H_j|_{\partial \Omega}$ converge in $C_{op}(\partial \Omega, A^+)$, then $H_j^*H_j$ converge in $C_{op}(\overline{\Omega}, A^+)$. 

Proof. There are positive numbers $a, b$ such that $a \text{Id} \leq H_j^*H_j \leq b \text{Id}$ on $\partial \Omega$ for all $j$, whence by Lemma 3.2b also on $\Omega$. In particular, this implies that for any $\varepsilon > 0$ there is a $j_0$ such that for $i, j > j_0$

$$(1 - \varepsilon)H_i^*H_i \leq H_j^*H_j \leq (1 + \varepsilon)H_i^*H_i \quad \text{on } \partial \Omega.$$

By Lemma 3.2b again, the same holds on $\overline{\Omega}$, whence the claim.

Next we prove a perturbative result in the spirit of Theorem 3.1.

Lemma 3.4. Suppose $k \in (0, \infty)$ is not an integer. Any constant map $F_0: \partial \Omega \to A^+$ has a neighborhood $\mathcal{U} \subset C^k(\partial \Omega, A^+)$ such that whenever $F \in \mathcal{U}$, there is an $H \in C^k(\overline{\Omega}, A^\times)$ that is holomorphic on $\Omega$ and satisfies $H^*H = F$ on $\partial \Omega$.

Proof. It suffices to prove when $F_0 \equiv 1$. Consider

$$A = \{h \in C^k(\overline{\Omega}, A): h|_{\Omega} \text{ is holomorphic}\},$$

$$B = \{f \in C^k(\partial \Omega, A): f = f^*\},$$

and let $A_0 \subset A$, $B_0 \subset B$ consist of maps that vanish at $1 \in \partial \Omega$. With their $C^k$ norms these are Banach spaces. As indicated in Section 2, the $C^k$ norms on $A$, suitably normalized, turn $A$ into a Banach algebra; $A_0$ is a subalgebra. We claim that the smooth map

$$(3.2) \quad A_0 \ni h \mapsto (1 + h^*)(1 + h)|_{\partial \Omega} - 1 = (h^* + h + h^*h)|_{\partial \Omega} \in B_0$$

restricts to a diffeomorphism between certain neighborhoods of $0 \in A_0$ and $0 \in B_0$.

To justify the claim note that the linearization of (3.2) at $h = 0$ is the map

$$(3.3) \quad A_0 \ni h \mapsto (h^* + h)|_{\partial \Omega} \in B_0.$$

This is clearly injective: if the harmonic function $h^* + h$ vanishes on $\partial \Omega$, then it vanishes on all of $\overline{\Omega}$, whence $h = -h^*$ is both holomorphic and antiholomorphic on $\Omega$.
Therefore $h$ is constant, $h \equiv h(1) = 0$. (3.3) is also surjective for the following reason. Let $f \in B_0$. Schwarz’s formula

$$s(z) = \frac{1}{4\pi} \int_0^{2\pi} \frac{e^{it} + z}{e^{it} - z} f(e^{it}), \quad z \in \Omega,$$

defines a holomorphic function $s : \Omega \to A$, that by Privalov’s theorem, see [P], extends to a function in $C^k(\overline{\Omega}, A)$. Thus

$$s(z)^* + s(z) = \frac{1}{2\pi} \int_0^{2\pi} \text{Re} \frac{e^{it} + z}{e^{it} - z} f(e^{it}) dt.$$

The kernel in the integral being Poisson’s, we see that the extension of $s$ to $\partial \Omega$ satisfies $s^* + s = f$. It follows that $h = s - s(1) \in A_0$ also satisfies $(h^* + h)|\partial \Omega = f$.

So (3.3) is an isomorphism, and by the implicit function theorem (3.2) is indeed a diffeomorphism between neighborhoods of $0 \in A_0$ and $0 \in B_0$. Hence, if $F \in B$ is sufficiently close to $F_0 \equiv 1$, i.e. if $f = F(1)^{-1/2} FF(1)^{-1/2} - 1 \in B_0$ is sufficiently small, there is an $h \in A_0$ such that $H = (1 + h)F(1)^{1/2} \in A$ satisfies $H^* H|\partial \Omega = F$. Since $H$ maps into $A^\infty$ if $h$ is small, the lemma is proved.

Based on this lemma we will prove Theorem 3.1 by the continuity method. We can avoid tricky a priori estimates by first proving a generalization of a theorem of Fejér and Riesz.

**Lemma 3.5.** If $F \in C_{op}(\partial \Omega, A^+)$ is a Laurent polynomial

(3.4) \[ F(z) = \sum_{n=-N}^{N} F_n z^n, \quad F_n \in A, \]

then there are $H_n \in A$, $0 \leq n \leq N$ such that

$$H(z) = \sum_{n=0}^{N} H_n z^n$$

takes invertible values for $z \in \overline{\Omega}$ and satisfies $H^* H = F$ on $\partial \Omega$. It can be arranged that $H_0 \in A^+$.

Helson [He, p. 127] proposes a theorem that, when $V$ is separable and $A = \text{End} V$, would be the same as our lemma, if one could show that Helson’s “outer factor” is a function valued in $\text{End} V$, not in some other space $\text{Hom}(V, W)$. Subsequently Rosenblum in [Rs] proved Lemma 3.5, again when $V$ is separable and $A = \text{End} V$; in his version $F$ need not even take invertible values. Both Helson and Rosenblum first prove a general factorization theorem from which they derive the polynomial case. By contrast, in our approach the polynomial factorization comes first.

We will use the following simple fact.

**Lemma 3.6.** Suppose that a sequence of invertible $C_k \in \text{End} V$ converges in norm to $C$. Then the following are equivalent:

(a) $C$ is invertible;
(b) $\sup_k ||C_k^{-1}|| = s < \infty$;
(c) $C^* C$ is invertible.
Proof. (a) ⇒ (b): There is a positive number $c$ such that $\|Cv\| \geq c\|v\|$ for $v \in V$. Hence there is a $k_0$ such that $\|C_kv\| \geq c\|v\|/2$ when $k > k_0$, i.e., $\|C_k^{-1}\| \leq 2/c$, and indeed $s < \infty$.

(b) ⇒ (a): Since

$$\|C_k^{-1} - C_l^{-1}\| = \|C_k^{-1}(C_l - C_k)C_l^{-1}\| \leq s^2\|C_l - C_k\| \to 0 \quad \text{as } k, l \to \infty,$$

$D = \lim_k C_k^{-1}$ exists and satisfies $CD = DC = \text{Id}$.

The equivalence (c) ⇔ (b) is just (a) ⇔ (b) applied with $C_k' = C_k^*C_k$.

Proof of Lemma 3.5. Fix a nonintegral $k \in (0, \infty)$. We will use the spaces $A_0 \subset A$, $B_0 \subset B$ introduced in the proof of Lemma 3.4. It suffices to prove when $F(1) = 1$, for a general $F$ can be normalized to $F(1)^{-1/2} F F(1)^{-1/2}$. With such $F$ let $\Phi_t = (1-t)1 + tF$, with $t \in [0,1]$, and consider the set $T \subset [0,1]$ of those $t$ for which $\Phi_t$ can be written $H^{*}H|\partial \Omega$, where $H \in C^k(\Omega, A^\times)$ is holomorphic on $\Omega$.

One can modify the requirement on $H$ without affecting $T$. For example one can require that $H(z) = \sum_0^N H_n z^n$ be a polynomial. This in fact is automatic for the following reason. Let $H(z) = \sum_0^\infty H_n z^n$ and $H(z)^{-1} = \sum_0^\infty K_n z^n$ for $z \in \Omega$, and

$$(3.5) \quad \Phi_t(z) = \sum_0^N G_n z^n \quad \text{for } z \in \partial \Omega.$$ 

If we use (3.5) to extend $\Phi_t(z)$ to all $z \in \mathbb{C}\setminus\{0\}$, as $r \nearrow 1$ we have

$$H^{*}(rz)H(rz) - \Phi_t(rz) \to 0, \quad \text{or} \quad H^{*}(rz) - \Phi_t(rz)H(rz)^{-1} \to 0$$

in $A$, uniformly for $z \in \partial \Omega$. The second limit translates to

$$\sum_0^\infty H_n^* r^n z^{-n} - \sum_0^N G_n r^n z^n \sum_0^\infty K_n r^n z^n \to 0, \quad r \nearrow 1.$$ 

The second term here contains no power $z^m$ with $m < -N$, hence the same holds for the first sum, i.e., $H_n = 0$ when $n > N$, and indeed $H(z) = \sum_0^N H_n z^n$.

One can also add the requirement that $H(0) \in A^+$, because from a general $H$ one can pass to $UH$, where $U = (H(0)^*H(0))^{1/2}H(0)^{-1} \in A^\times$.

Now, $T \subset [0,1]$ is open. Indeed, if $t \in T$ and $H$ is as in the definition of $T$,

$$B \ni H^{s-1} \Phi_s H^{-1}|\partial \Omega - 1 \to 0 \quad \text{as } s \to t.$$ 

Hence for $s$ close to $t$, by Lemma 3.4 we can write

$$H^{s-1} \Phi_s H^{-1} = K^s K \quad \text{on } \partial \Omega,$$

with $K \in C^k(\Omega, A^\times)$, holomorphic on $\Omega$. Since $\Phi_s = (KH)^s(KH)$, such $s$ is indeed in $T$.

But $T$ is also closed. For suppose $t_\nu \in T$ and $\lim t_\nu = t$. As seen above, the corresponding factorization of $\Phi_{t_\nu}$ will be

$$\Phi_{t_\nu} = H^{(\nu)} H^{(\nu)}|\partial \Omega, \quad H^{(\nu)}(z) = \sum_0^N H_{\nu n} z^n,$$
and we can assume \( H^{(\nu)}(0) = H_{\nu 0} \in \mathcal{A}^+ \). By Corollary 3.3,

\[
H^{(\nu)}(z)^* H^{(\nu)}(z) = \sum_{n,m=0}^{N} H_{\nu n}^* H_{\nu m} \bar{z}^n z^m
\]

converge for every \( z \in \overline{\Omega} \) as \( \nu \to \infty \). The limits are in \( \mathcal{A}^+ \). Since the functions \( \bar{z}^n z^m \) are independent over \( \mathbb{C} \), this implies \( H_{\nu n} H_{\nu m} \in \mathcal{A} \) converge for every \( n, m \). In particular,

\[
\lim_{\nu} H_{\nu n} = \lim_{\nu} (H_{\nu 0}^* H_{\nu 0})^{1/2} = H_0 \in \mathcal{A}^+
\]

also exists for \( n = 0, \ldots, N \); convergence is in operator norm. Thus \( H(z) = \sum_{0}^{N} H_n z^n \) satisfies

\[
H(z)^* H(z) = \begin{cases} \Phi_t(z), & z \in \partial \Omega \\ \in \mathcal{A}, & z \in \Omega. \end{cases}
\]

But \( H(z)^* H(z) \) is invertible for \( z \in \overline{\Omega} \), hence by Lemma 3.6 so is \( H(z) \). This shows \( t \in T \), and \( T \) is closed.

What we have proved about \( T \) implies \( T = [0,1] \), in particular \( F = \Phi_1 \) has the required factorization.

**Proof of Theorem 3.1.** To construct \( H \) choose a sequence \( F_{\nu}: \partial \Omega \to \mathcal{A}^+ \) of Laurent polynomials converging uniformly to \( F \), and construct factorizations \( H_{\nu}^* H_{\nu} |_{\partial \Omega} = F_{\nu} \) as in Lemma 3.5, making sure that \( H_{\nu}(0) \in \mathcal{A}^+ \). By Corollary 3.3 \( H_{\nu}^* H_{\nu} \) converge uniformly on \( \overline{\Omega} \) to some \( P \in C_{\operatorname{op}}(\overline{\Omega}, \mathcal{A}^+) \), and \( P |_{\partial \Omega} = F \). In particular the norms \( \|H_{\nu}(z)\| \) are uniformly bounded, say \( \|H_{\nu}(z)\| \leq C \) for \( z \in \overline{\Omega} \) and \( \nu \in \mathbb{N} \). By Cauchy’s estimate

\[
\| \frac{\partial^k H_{\nu}(z)}{\partial z^k} \| \leq \frac{C k!}{(1 - |z|)^k}, \quad k = 0, 1, \ldots, z \in \Omega.
\]

This in turn implies that the partials of \( P_{\nu} = H_{\nu}^* H_{\nu} \), of any fixed order, are locally uniformly bounded on \( \Omega \). By Lemma 2.5 these partials converge locally uniformly as \( \nu \to \infty \). In particular

\[
\lim_{\nu} P_{\nu}(0)^{-1/2} \frac{\partial^k P_{\nu}(0)}{\partial z^k} = \lim_{\nu} \frac{\partial^k H_{\nu}(0)}{\partial z^k} = A_k \in \mathcal{A}
\]

exists. In view of (3.6), \( \|A_k\| \leq C k! \), so that

\[
H(z) = \sum_{k=0}^{\infty} A_k z^k / k!
\]

defines a holomorphic \( H: \Omega \to \mathcal{A} \). Now (3.6) shows that for \( |z| \leq r < 1 \) the series

\[
\sum_{k=0}^{\infty} \frac{\partial^k H_{\nu}(0)}{\partial z^k} \frac{z^k}{k!} (= H_{\nu}(z))
\]
is termwise dominated in norm by $\sum C_r^k$. By virtue of (3.7) this implies $H_\nu \to H$ locally uniformly on $\Omega$, whence $H^*H = \lim_\nu H_\nu^*H_\nu = \lim_\nu P_\nu = P$ on $\Omega$; and by Lemma 3.6 $H$ takes invertible values, as needed.

To show $H$ is unique up to a unitary factor, consider another solution $K$ of the same problem, and

$$Q = \begin{cases} K^*K & \text{on } \Omega \\ F & \text{on } \partial \Omega \in C_{\operatorname{op}}(\overline{\Omega}, A^+) \end{cases}.$$  

Since $R^P = R^Q = 0$, Lemma 3.2 implies $P = Q$, and so

$$K^* \frac{\partial^k K}{\partial z^k} = \frac{\partial^k Q}{\partial z^k} = H^* \frac{\partial^k H}{\partial z^k}.$$  

Substituting $z = 0$ here, Taylor’s formula gives that $K(z) = UH(z)$, where $U = K^*(0)^{-1}H^*(0)$ is unitary because

$$K^*(0)^{-1}H^*(0)H(0)K(0)^{-1} = K^*(0)^{-1}P(0)K(0)^{-1} = K^*(0)^{-1}Q(0)K(0)^{-1} = 1.$$  

This completes the proof.

**Proof of Theorem 1.1.** As we already noted, $P$ constructed in Theorem 3.1 solves the Dirichlet problem by (3.1). Uniqueness of $P$ follows from Lemma 3.2.

We finish the subject of Dirichlet problems by proving a regularity result:

**Theorem 3.7.** If $k \in (0, \infty)$ is nonintegral and $F \in C^k(\partial \Omega, A^+)$, then $H : \Omega \to A^\times$ in Theorem 3.1 extends to a function in $C^k(\overline{\Omega}, A^\times)$.

**Proof.** Given $\zeta \in \partial \Omega$, we will show that $H$ extends to a $C^k$ function in a neighborhood of $\zeta$. The automorphisms of $\overline{\Omega}$

$$\varphi_t(z) = \frac{z + t\zeta}{1 + t\zeta}, \quad t \in [0, 1),$$

as $t \to 1$ converge in the $C^\infty$ topology to the constant map $\equiv \zeta$ on any closed arc $I \subset \partial \Omega \\setminus \{-\zeta\}$. Hence $F \circ \varphi_t \to F_0 \equiv F(\zeta)$ in $C^k(I, A)$, and so by Lemma 3.4 for some $t$ there is a $K \in C^k(\overline{\Omega}, A^\times)$, holomorphic on $\Omega$, such that $K^*F = F \circ \varphi_t$ in a neighborhood of $\zeta \in \partial \Omega$. Therefore on some closed arc $J \subset \partial \Omega$ containing $\zeta$

$$L^*L = F,$$

where $L = K \circ \varphi_t^{-1} \in C^k(\overline{\Omega}, A^\times)$.

In particular, $(L^*L)(rz) - (H^*H)(rz) \to 0$ as $r \nearrow 1$, uniformly for $z \in J$, or

$$(H^{*-1}L^*LH^{-1})(rz) \to 1 \quad \text{as } r \nearrow 1,$$

uniformly for $z \in J$ (since $H, H^{-1}$ are bounded). Fix $v, w \in V$. The function $\langle HL^{-1}v, w \rangle$ is bounded and holomorphic on $\Omega$; its almost everywhere existing boundary values on $J$ satisfy

$$\lim_{r \nearrow 1} \langle (HL^{-1})(rz)v, w \rangle =$$

$$\lim_{r \nearrow 1} \langle (1 - H^{*-1}L^*LH^{-1})(HL^{-1})(rz)v, w \rangle + \langle (H^{*-1}L^*)(rz)v, w \rangle =$$

$$\lim_{r \nearrow 1} \langle (H^{*-1}L^*)(rz)v, w \rangle.$$
Thus the bounded holomorphic and antiholomorphic functions $\langle HL^{-1}v, w \rangle$ and $\langle H^{*-1}L^*v, w \rangle$ share the same boundary values on $J$. This implies that the former continues analytically to $\mathbb{C}\setminus \Omega$ across $\text{int} \ J$. But this, in turn, implies that $HL^{-1}$ continues analytically across $\zeta$, as follows e.g. from the more general [L4, Lemma 6.1]. Hence $H$ itself extends $C^k$ near $\zeta$.

4 Mean values

In this section we will characterize semipositivity/negativity of curvature through mean value properties. This can be done in generality greater than smooth or even continuous metrics that we have worked with so far. What the appropriate generality should be is suggested by the case of line bundles. On a trivial line bundle hermitian metrics of, say, seminegative curvature are determined by plurisubharmonic functions $u$, and it is well understood that it is profitable to allow $u$ to be upper semicontinuous and take $-\infty$ as value. This latter translates to allowing the metric to assign zero length to nonzero vectors in the fibers.

Accordingly, for a Hilbert space $(V, \langle \cdot, \cdot \rangle)$ let

$$\text{End}^{\geq 0}V = \{ A \in \text{End}V : A = A^* \geq 0 \}.$$ 

Given an open $\Omega \subset \mathbb{C}$ and a trivial Hilbert bundle $E: \Omega \times V \to \Omega$, by a finite hermitian metric on $E$ we mean a function $h: \Omega \times V \times V \to \mathbb{C}$ that can be written

$$(4.1) \quad h(z, v, w) = \langle P(z)v, w \rangle, \text{ with } P: \Omega \to \text{End}^{\geq 0}V.$$ 

Thus here we will deal with one dimensional bases only. Mean value properties when $\dim \Omega > 1$ follow upon restricting to one dimensional slices.

**Definition 4.1.** We say that a finite hermitian metric $h$, or the corresponding $P$ in (4.1), has seminegative curvature if $\langle P\varphi, \varphi \rangle$ is subharmonic for any holomorphic $\varphi: \Omega \to V$.

This definition has been in use for a while now in various degrees of generality. It implies, in particular, that $P$ is weakly u.s.c., i.e. $\langle Pv, v \rangle$ is u.s.c. for $v \in V$. It also implies the seemingly stronger condition that $\log \langle P\varphi, \varphi \rangle: \Omega \to [-\infty, \infty)$ is subharmonic (because with any holomorphic $f: \Omega \to \mathbb{C}$ the function $\langle Pe^f\varphi, e^f\varphi \rangle$ satisfies the maximum principle, whence $2 \text{Re } f + \log \langle P\varphi, \varphi \rangle$ also satisfies it). At this point we are allowing subharmonic functions to be $\equiv -\infty$. When $P \in C^2_{\text{weak}}(\Omega, \text{End}^+V)$, and its curvature $R_P$ can be computed by (1.2), our current notion of seminegative curvature is equivalent to $P_{z\bar{z}} \geq P_{\bar{z}z}P^{-1}P_{z\bar{z}}$.

In the following, integrals of $P$ will be understood in the weak sense: $\int P$ (over whatever set) is the operator $Q$ that satisfies $\int \langle Pv, w \rangle = \langle Qv, w \rangle$ for all $v, w \in V$. It suffices to require the latter equality for $v = w$ only, from which the general case follows by polarization.

We write $D_r(a)$ for the disc $\{ z \in \mathbb{C} : |z - a| < r \}$. 
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**Theorem 4.2.** For a weakly u.s.c. $P : \Omega \to \text{End}^2 V$ the following are equivalent:

(i) $P$ has seminegative curvature.

(ii) For any disc $D_r(z_0) \subset \Omega$, writing $\frac{\int P(z)|dz|}{\int P(z)d\sigma}$ for the average $(1/2\pi r) \int_{\partial D_r(z_0)}$,

\[ \begin{pmatrix} \frac{\int P(z)|dz|}{\int P(z)d\sigma} & \frac{\int P(z)d\sigma}{\int P(z)|dz|} \end{pmatrix} \geq \begin{pmatrix} P(z_0) & 0 \\ 0 & 0 \end{pmatrix} \]

in $\text{End}(V \oplus V)$.

(iii) For any disc $D_r(z_0) \subset \Omega$ and $t \in (0, \infty)$

\[ \frac{\int P(z)|dz|}{\int P(z)d\sigma} - \frac{\int P(z)d\sigma}{\int P(z)|dz|} \begin{pmatrix} t \text{Id}_V + \frac{\int P(z)|dz|}{\int P(z)d\sigma} \end{pmatrix}^{-1} \frac{\int P(z)d\sigma}{\int P(z)|dz|} \geq P(z_0) \]

If $\frac{\int P|dz|}{\int Pd\sigma}$ is invertible, then (4.3) is equivalent to the simpler estimate

\[ \frac{\int P(z)|dz|}{\int P(z)d\sigma} \begin{pmatrix} \frac{\int P(z)|dz|}{\int P(z)d\sigma} \end{pmatrix}^{-1} \frac{\int P(z)d\sigma}{\int P(z)|dz|} \geq P(z_0) \]

Even for noninvertible $\frac{\int P|dz|}{\int Pd\sigma}$ (4.3) and (4.4) will be equivalent if we define the product in (4.4) as the monotone limit, in the weak or strong operator topology,

\[ \lim_{t \searrow 0} \frac{\int Pdz}{\int Pd\sigma} \begin{pmatrix} t \text{Id}_V + \frac{\int P|dz|}{\int Pd\sigma} \end{pmatrix}^{-1} \frac{\int P|dz|}{\int Pd\sigma} \]

The equivalence of (4.2), (4.3) is an instance of the following.

**Lemma 4.3.** Let $V, W$ be Hilbert spaces, $A = A^* \in \text{End} V$, $B \in \text{Hom}(W, V)$, $C = C^* \in \text{End}^2 W$. Then

\[ \begin{pmatrix} A & B \\ B^* & C \end{pmatrix} \geq 0 \]

in $\text{End}(V \oplus W)$ if and only if $A \geq B(t \text{Id}_W + C)^{-1}B^*$ for all $t \in (0, \infty)$, which in turn is equivalent to

\[ D = \lim_{t \searrow 0} B(t \text{Id}_W + C)^{-1}B^* \]

existing in the strong operator topology and satisfying $A \geq D$.

The result is well known and much used in matrix theory, where $A - D$ is called the Schur complement of $C$, see [H, Chapter 7]. The proof for operators is the same as for matrices: If in (4.5) we replace $C$ by $C_t = C + t \text{Id}_W$, the resulting inequality for all $t > 0$ will be equivalent to the original (4.5). But

\[ \begin{pmatrix} \text{Id}_V & -BC_t^{-1} \\ 0 & \text{Id}_W \end{pmatrix} \begin{pmatrix} A & B \\ B^* & C_t \end{pmatrix} \begin{pmatrix} \text{Id}_V & 0 \\ -C_t^{-1}B^* & \text{Id}_W \end{pmatrix} = \begin{pmatrix} A - BC_t^{-1}B^* & 0 \\ 0 & C_t \end{pmatrix}, \]

so that (4.5) is equivalent to

\[ A - BC_t^{-1}B^* \geq 0 \quad \text{for all } t > 0. \]

Next suppose that (4.7) holds. Then $BC_t^{-1}B^*$ is a decreasing function of $t > 0$, bounded above by $A$, hence by Vigier’s theorem [RSz, p. 261] it converges in the strong operator topology to a $D \leq A$, as $t \searrow 0$. Conversely, suppose $D = \lim_{t \searrow 0} BC_t^{-1}B^*$ exists and satisfies $D \leq A$. As the limit is monotone, $BC_t^{-1}B^* \leq A$ for $t > 0$. 
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Proof of Theorem 4.2. By Lemma 4.3 (ii) and (iii) are equivalent. To show (i) ⇒ (ii), take \( z_0 = 0 \) for simplicity. Given \( u, v \in V \), the function \( \varphi(z) = u + iv \) is holomorphic, so that \( \langle P \varphi, \varphi \rangle \) is subharmonic. Noting that on the circle \( |z| = r \) we have \( dz = iz|dz|/r \), \( d\bar{z} = -i\bar{z}|dz|/r \), the mean value theorem gives
\[
\langle P(0)u, u \rangle \leq \oint (P \varphi, \varphi) |dz| = \oint (Pu, u) |dz| + \oint (Pv, v) |dz| + \oint (Pu, u) |dz| + \oint (Pv, v) |dz|.
\]
But this is equivalent to (4.2).
To prove that (ii) or (iii) imply (i), we start by assuming \( P \in C^2_{op}(\Omega, \text{End}^+ V) \). Then we need to show \( P_{\bar{z}} \geq P_{\bar{z}} P^{-1} P_{\bar{z}} \). Let \( z_0 \in \Omega \) and \( z = z_0 + \zeta \). As \( \zeta \to 0 \)
\[
P(z) = P(z_0) + P_{z}(z_0)\zeta + P_{\bar{z}}(z_0)\zeta + P_{\bar{z}}(z_0)|\zeta|^2 + \text{Re} \ P_{zz}(z_0)\zeta^2 + o(|\zeta|^2),
\]
whence, as \( r \to 0 \)
\[
\oint P(z) |dz| - \oint P(z) |dz| \left( \oint P(z) |dz| \right)^{-1} \oint P(z) d\bar{z} - P(z_0) = \int r^2 (P_{\bar{z}}(z_0) - P_{\bar{z}}(z_0)) P(z_0)^{-1} P_{\bar{z}}(z_0) + o(1)).
\]
Therefore (4.4) implies \( P_{\bar{z}} \geq P_{\bar{z}} P^{-1} P_{\bar{z}} \).
Now take a general \( P \). (4.2) implies
\[
\oint P(z) |dz| \geq P(z_0).
\]
With a smooth \( \chi : \mathbb{C} \to [0, \infty) \) supported in a disc \( D_\rho(0) \), the convolution \( Q = \chi * P \) is defined and \( C^\infty_{\text{weak}} = C^\infty_{op} \) in \( \Omega_\rho = \{ z \in \Omega : \text{dist}(z, \partial \Omega) > \rho \} \), cf. Proposition 2.3. If \( \chi \) is rotationally symmetric and \( \int \chi = 1 \), then \( Q \geq P \) on \( \Omega_\rho \) by (4.8). Clearly, \( Q \) inherits the mean value property (4.2) from \( P \), as does \( t\text{Id}_V + Q \) for any \( t > 0 \). By what we have just proved, \( t\text{Id}_V + Q \) is seminegatively curved. Further, given a compact \( K \subset \Omega_\rho, \sup_K \|Q\| \) is dominated by \( \sup \|P\| \leq \infty \), the latter sup taken over the \( \rho \)-neighborhood of \( K \). Choose a sequence of \( \chi = \chi_n \) as above, whose supports shrink to 0, and also \( t_n \uparrow 0 \). Then \( Q_n = t_n \text{Id}_V + \chi_n \) is pointwise in the weak operator topology. Therefore, with any holomorphic \( \varphi : \Omega \to V \)
\[
\langle P \varphi, \varphi \rangle = \lim \langle Q_n \varphi, \varphi \rangle = \inf \langle Q_n \varphi, \varphi \rangle
\]
is subharmonic.
For a subharmonic function \( u \) the integrals \( \int_0^{2\pi} u(z_0 + re^{it}) dt \) increase with \( r \). This property also generalizes to seminegatively curved metrics and the modified averages in (4.3), (4.4), that we will denote
\[
\mathcal{S}(P, z_0, r) = \oint P |dz| - \oint P d\bar{z} \left( \oint P |dz| \right)^{-1} \oint P d\bar{z}.
\]
The expression makes sense for a general weakly measurable, bounded \( P : \partial D_r(z_0) \to \text{End}_{\geq 0} V \), assuming \( \oint P |dz| \) is invertible. Failing that, we define
\[
\mathcal{S}(P, z_0, r) = \lim_{t \downarrow 0} \mathcal{S}(P + t\text{Id}_V, z_0, r)
\]
as long as the limit exists. As we have seen, the limit will exist when $P$ has seminegative curvature. Thus $\mathcal{G}(P,z_0,r)$ is the Schur complement in

$$
\mathfrak{M}(P,z_0,r) = \left( \begin{array}{cc} \int P|dz| & r \int Pdz \\ r \int Pd\bar{z} & r^2 \int P|dz| \end{array} \right).
$$

**Theorem 4.4.** If $P : \Omega \to \text{End}^{\geq 0}V$ is seminegatively curved, and $\overline{D_r(z_0)} \subset \Omega$, then

$$
\mathcal{G}(P,z_0,\rho) \leq \mathcal{G}(P,z_0,r) \quad \text{for } 0 < \rho \leq r.
$$

This generalizes (4.3), which at least for continuous $P$ is obtained in the limit $\rho \to 0$. The proof requires some preparation.

**Lemma 4.5.** Let $V, W$ be Hilbert spaces, $A = A^*$, $A' = A'^* \in \text{End}V$, $B, B' \in \text{Hom}(W, V)$, and $C, C' \in \text{End}^+ W$.

(i) $(B + B')(C + C'^{-1})(B + B')^* \leq BC^{-1}B^* + B'C'^{-1}B'^*$;

(ii) if

$$
\begin{pmatrix} A & B \\ B^* & C \end{pmatrix} \preceq \begin{pmatrix} A' & B' \\ B'^* & C' \end{pmatrix}
$$

then $A - BC^{-1}B^* \leq A' - B'C'^{-1}B'^*$.

The result extends to noninvertible $C, C' \geq 0$ if e.g. $BC^{-1}B^*$ is defined, as above, by $\lim B(C + t\text{Id}_V)^{-1}B^*$, whenever this limit exists in the strong operator topology.—The first inequality says that the function $(B, C) \mapsto BC^{-1}B^*$ is subadditive (equivalently, convex).

**Proof.** For finite dimensional $V, W$ statements equivalent to (i) and (ii) are formulated in [HJ, 7.7.P41]. In our generality, (i) was proved in [LR]. It is also straightforward from Lemma 4.3, for

$$
\begin{pmatrix} BC^{-1}B^* + B'C'^{-1}B'^* & B + B' \\ (B + B')^* & C + C'^{-1} \end{pmatrix} = \begin{pmatrix} BC^{-1}B^* & B \\ B^* & C \end{pmatrix} + \begin{pmatrix} B'C'^{-1}B'^* & B' \\ B'^* & C' \end{pmatrix} \geq 0
$$

by Lemma 4.3; and another application of Lemma 4.3 then gives (i). In turn (ii) follows if we introduce

$$
\begin{pmatrix} \alpha & \beta \\ \beta^* & \gamma \end{pmatrix} = \begin{pmatrix} A' & B' \\ B'^* & C' \end{pmatrix} - \begin{pmatrix} A & B \\ B^* & C \end{pmatrix} \succeq 0.
$$

We can assume that $\gamma \in \text{End}^+ V$, for the general case will then follow by replacing $C'$ by $C' + t\text{Id}$ and letting $t \searrow 0$. By (i)

$$
A' - B'C'^{-1}B'^* \succeq A + \alpha - BC^{-1}B^* - \beta \gamma^{-1} \beta^* \succeq A - BC^{-1}B^*.
$$

**Proof of Theorem 4.4.** Given $u, v \in V$, consider the holomorphic function $\varphi(z) = u + iv(z - z_0)$, $z \in \Omega$. Then

$$
\frac{1}{\rho} \int_{\partial D(z_0, \rho)} \langle P\varphi(z), \varphi(z) \rangle |dz| \leq \frac{1}{r} \int_{\partial D(z_0, r)} \langle P\varphi(z), \varphi(z) \rangle |dz|.
$$
by subharmonicity. Writing this out in terms of \( u, v \) as in the proof of Theorem 4.2, we find that

\[
\mathcal{M}(P, z_0, \rho) \leq \mathcal{M}(P, z_0, r),
\]

notation as in (4.10). Hence Lemma 4.5(ii) and the remark following it imply (4.11).

An analog of Hadamard’s Three Circles Theorem, namely that \( S(P, z_0, e^t) \) is convex in \( t \), can be proved along the same lines.

Next we turn to metrics \( h \) and corresponding \( P: \Omega \to \operatorname{End} V \) with semipositive curvature. The proper generality for semipositive curvature is not even finite hermitian metrics, but duals of such. However, not to overburden the discussion, we will only deal with \( C^2_{\text{op}} \) operators \( P \) that take invertible values. Then semipositive curvature means

\[
(4.12) \quad PzP^{-1}Pz - Pz \geq 0.
\]

Our integral characterization of (4.12) will be in terms of

\[
(4.13) \quad \mathfrak{T}(P, z_0, r) = \min_H H^{*}(z_0)^{-1}\mathfrak{S}(H^{*}PH, z_0, r)H(z_0)^{-1}
\]

(when \( \overline{D_r(z_0)} \subseteq \Omega \)), where the minimum is taken over \( H \in C_{\text{op}}(\overline{D_r(z_0)}, \operatorname{GL}(V)) \) that are holomorphic on \( D_r(z_0) \). That there is a minimum is the content of Lemma 4.6 below. The quantity \( \mathfrak{T}(P, z_0, r) \) is a gauge covariant version of \( \mathfrak{S}(P, z_0, r) \), in the sense that if we transform the gauge—that is, we change the trivialization of \( \Omega \times V \to \Omega \)—and replace \( P \) by \( Q = K^{*}PK \), where \( K: \Omega \to \operatorname{GL}(V) \) is holomorphic, then

\[
(4.14) \quad \mathfrak{T}(Q, z_0, r) = K(z_0)^{*}\mathfrak{T}(P, z_0, r)K(z_0).
\]

Curvature (4.12) is also gauge covariant,

\[
(4.15) \quad Q^{*}Q^{-1}Qz - Qz = K^{*}(PzP^{-1}Pz - Pz)K.
\]

Like \( \mathfrak{S} \), \( \mathfrak{T}(P, z_0, r) \) makes sense when \( P \) is defined only on \( \partial D_r(z_0) \) and has some mild regularity properties.

**Lemma 4.6.** Suppose \( 0 < k < 1 \) and \( P \in C^k(\partial D_r(z_0), \operatorname{End}^+ V) \). Then the minimum in (4.13) is achieved by an \( H \) for which \( H^{*}PH = \text{Id}_V \) on \( \partial D_r(z_0) \). Thus \( \mathfrak{T}(P, z_0, r) = H^{*}(z_0)^{-1}H(z_0)^{-1} \).

**Proof.** Assume first that \( P \equiv \text{Id}_V \). For any competing \( H \) the curvature of \( H^{*}H \) is 0 on \( D_r(z_0) \). By Theorem 4.2

\[
H^{*}(z_0)^{-1}\mathfrak{S}(H^{*}H, z_0, r)H(z_0)^{-1} \geq \text{Id}_V,
\]

and equality holds if \( H = \text{Id}_V \).

Second, for a general \( P \) by Theorems 3.1, 3.7 we can solve the Dirichlet problem

\[
(K^{-1})^{*}K^{-1} = P \quad \text{on} \quad \partial D_r(z_0)
\]

for \( K \in C^k(\overline{D_r(z_0)}, \operatorname{GL}(V)) \) holomorphic on \( D_r(z_0) \). We then pass from \( P \) to \( K^{*}PK \) and apply covariance (4.14).
Theorem 4.7. A function \( P \in C^2_\text{op}(\Omega, \text{End}^+ V) \) has semipositive curvature if and only if for every disc \( \overline{D_r(z_0)} \subset \Omega \)

\[
(4.16) \quad \mathcal{F}(P, z_0, r) \leq P(z_0).
\]

Proof. Suppose \( P \) is semipositively curved, and choose \( H: \overline{D_r(z_0)} \to \text{GL}(V) \) as in Lemma 4.6. Since \( Q = H^* - 1 \) has zero curvature on \( D_r(z_0) \) and \( Q = P \) on \( \partial D_r(z_0) \), the maximum principle (Theorem 1.3) implies

\[
P(z_0) \geq H^*(z_0)^{-1}H(z_0)^{-1} = H^*(z_0)^{-1}\mathcal{F}(H^*PH, z_0, r)H(z_0)^{-1} \geq \mathcal{F}(P, z_0, r).
\]

Conversely, suppose (4.16) holds. We need to prove \( P(z) = \text{Id}_V + A|z|^2 + o(|z|^2) \) as \( z \to 0 \), and choose \( H = H_r \) again as in Lemma 4.6. We claim that

\[
\|\text{Id}_V + Ar^2 - H_r^*(z)^{-1}H_r(z)^{-1}\| = o(r^2) \quad \text{as } |z| \leq r \to 0.
\]

Indeed, given \( \varepsilon > 0 \), for sufficiently small \( r \) and \( z \in \partial D_r(0) \)

\[
(1 - \varepsilon r^2)\text{Id}_V + Ar^2 \leq H_r^*(z)^{-1}H_r(z)^{-1} \leq (1 + \varepsilon r^2)\text{Id}_V + Ar^2.
\]

By the maximum principle the same must then hold for \( z \in D_r(0) \).

But then

\[
P(0) = \text{Id}_V \geq \mathcal{F}(P, z_0, r) = H_r^*(0)^{-1}H_r(0)^{-1} = \text{Id}_V + Ar^2 + o(r^2),
\]

and \( P(z)P^{-1}(0)P_z(0) - P_z(0) = -A \geq 0 \) follows by letting \( r \to 0 \).

Now for a general \( P \) we can choose a holomorphic \( K: \Omega \to \text{GL}(V) \) so that \( P_1 = K^*PK \) has Taylor series as in (4.17). That \( P \) has semipositive curvature then follows from the gauge covariance properties (4.14), (4.15) and from the first part of the proof.

5 Limits

Nevertheless, there are limits to how far one can go and generalize results from traditional to noncommutative potential theory. Consider the case of Harnack’s inequality: If \( \Omega = \{ z \in \mathbb{C} : |z| < 1 \} \) and \( u: \Omega \to [0, \infty) \) is harmonic, then

\[
(5.1) \quad u(z) \leq \frac{1 + |z|}{1 - |z|} u(0).
\]

When \( u(0) = 0 \), we recover the maximum—or rather, minimum—principle, \( u \equiv 0 \). But (5.1) also implies that the maximum principle is stable: Knowing how far \( u(0) \) is from \( \inf u \), we can estimate how far \( u \) is from a constant function. This raises the following question of noncommutative potential theory.
Let $\Omega = \{ z \in \mathbb{C} : |z| < 1 \}$, and let $P \in C^2_{op}(\Omega, \text{End}^+ V)$ satisfy $R^P = 0$. Given that $P(z) \geq \text{Id}$ for all $z \in \Omega$, is it possible to estimate $P(z)$ in terms of $P(0)$, in the form 

$$||P(z)|| \leq C(z, P(0))?$$

Such an estimate holds and follows from Harnack’s inequality (5.1) if $\dim V < \infty$, but not otherwise:

**Theorem 5.1.** Suppose $\dim V = \infty$. With $\Omega = \{ z \in \mathbb{C} : |z| < 1 \}$ and $z_0 \in \Omega \setminus \{0\}$, there is a $T \in \text{End}^+ V$ such that

$$\sup\{||P(z_0)|| : P \in C^2_{op}(\Omega, \text{End}^+ V), P \geq \text{Id}, R^P = 0, P(0) = T\} = \infty. \tag{5.2}$$

$T$ can be chosen a multiple of $\text{Id}$.

This we will derive from a lemma that disproves the noncommutative generalization of Hurwitz’s theorem on zeros of holomorphic functions.

**Lemma 5.2.** If $\dim V = \infty$, there is a sequence of holomorphic $H_k : \mathbb{C} \to \text{GL}(V) \subset \text{End} V$ with $H_k(0) = \text{Id}$ and $\lim_{k \to \infty} H_k = H : \mathbb{C} \to \text{End} V$ locally uniformly, such that

$$\emptyset \neq \{ \zeta \in \mathbb{C} : H(\zeta) \in \text{GL}(V) \} \neq \mathbb{C}.$$ 

Locally uniform convergence is understood with respect to the norm topology on $\text{End} V$.

**Proof.** At the bottom of this phenomenon is the fact that the set valued function that associates with an operator $A \in \text{End} V$ its spectrum $\text{spec} A \subset \mathbb{C}$ is discontinuous, when the space of compact subsets of $\mathbb{C}$ is endowed with the Hausdorff metric (although the function is upper semicontinuous). A construction showing this is in [Ri, p. 282], attributed to Kakutani. We reproduce this construction, with a minimal change in notation. Consider on $V = l^2$ the weighted shift operator $A$ that maps $x = (x_n)_{n \geq 1} \in l^2$ to

$$(0, x_1, \frac{x_2}{2}, x_3, \frac{x_4}{4}, x_5, \frac{x_6}{2}, x_7, \frac{x_8}{8}, \ldots).$$

If $\beta(n)$ denotes the highest power of 2 that divides $n \geq 1$, then

$$Ax = y, \text{ where } y_n = \begin{cases} 0 & \text{if } n = 1 \\ x_{n-1}/\beta(n-1) & \text{otherwise.} \end{cases}$$

Further, for $k = 1, 2, \ldots$ let $A_k \in \text{End} V$ be given by

$$A_kx = y, \text{ where } y_n = \begin{cases} 0 & \text{if } 2^k \text{ divides } n-1 \\ x_{n-1}/\beta(n-1) & \text{otherwise.} \end{cases}$$

Then $||A - A_k|| = 2^{-k}$, and $A_k \to A$. Further, $A_k$ is nilpotent, so for all $\zeta \in \mathbb{C}$

$$H_k(\zeta) = \text{Id} - \zeta A_k$$

has an inverse, namely $\sum_{j \leq 2^k} (\zeta A_k)^j$. However, $H(\zeta) = \lim_k H_k(\zeta)$ is not invertible if $|\zeta| \geq 2$, it is not even onto (while $H(0) = \text{Id}$).
Indeed, suppose $H(\zeta)x = (1, 0, 0, \ldots)$. This means $x_1 = 1$ and $x_n = \zeta x_{n-1}/\beta(n-1)$ for $n \geq 2$, i.e.,

$$x_n = \zeta^{n-1}/\prod_{m<n} \beta(m).$$

When $n = 2^k$, the product is easy to compute. Given $j = 0, 1, \ldots, k-1$, the equation $\beta(m) = 2^j$ has $2^{k-j-1}$ many solutions $1 \leq m < 2^k$. Hence

$$\prod_{m<n} \beta(m) = \prod_{j=0}^{k-1} 2^{2^{k-j-1}} = 2^{k \sum_{j=0}^{k-1} 2^{-j-1}} < 2^n.$$

Therefore $|x_n| > 1/2$ if $|\zeta| \geq 2$ and $n$ is a power of 2, whence $(x_n)_{n \geq 1} \notin l^2$.

This construction for $V = l^2$ has an obvious extension to any infinite dimensional $V$ via a splitting $V = l^2 \oplus W$.

**Proof of Theorem 5.1.** By scaling the dependent and independent variables of $H_k, H$ of Lemma 5.2 we can construct a sequence $L_k : \Omega \rightarrow GL(V)$ of holomorphic maps, $||L_k(z)|| \leq 1$ for $z \in \Omega$, such that $L_k(0) = \varepsilon \text{Id}$ with $\varepsilon > 0$ independent of $k$, and $L_k \rightarrow L$ uniformly, but $L(z_0)$ is not invertible. Then $P_k = L_k^{-1}L_k^{-1}$ are competitors in (5.2) if $T = \varepsilon^{-2}\text{Id}$, and $\sup_k ||P_k(z_0)|| = \sup_k ||L_k(z_0)\text{Id}||^2 = \infty$, for otherwise $L(z_0)$ would be invertible by Lemma 3.6.
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