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Abstract

Based on the perfectly matched layer (PML) technique, this paper develops a high-accuracy
boundary integral equation (BIE) solver for acoustic scattering problems in locally defected layered
media in both two and three dimensions. The original scattering problem is truncated onto a bounded
domain by the PML. Assuming the vanishing of the scattered field on the PML boundary, we derive
BIEs on local defects only in terms of using PML-transformed free-space Green’s function, and the
four standard integral operators: single-layer, double-layer, transpose of double-layer, and hyper-
singular boundary integral operators. The hyper-singular integral operator is transformed into a
combination of weakly-singular integral operators and tangential derivatives. We develop a high-
order Chebyshev-based rectangular-polar singular-integration solver to discretize all weakly-singular
integrals. Numerical experiments for both two- and three-dimensional problems are carried out to
demonstrate the accuracy and efficiency of the proposed solver.
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1 Introduction

The scattering problems in a locally perturbed half-space have attracted much attention of engineers
and mathematicians for many years, which arise from various applications, such as modeling acoustic
and electromagnetic wave propagation over outdoor ground and sea surface, optical scattering from the
surface of materials in near-field optics or nano-optics, underwater detection [18]. For unbounded exterior
domain problems, the boundary integral equation (BIE) method discretizes boundaries only, reducing the
problem dimension by one, and automatically satisfies the outgoing radiation condition. Therefore, it
has been widely used for various scattering problems [5,6,8,13,17,20,22,31,39,41,44,45].

In the literature, existing BIE solvers for layered-medium scattering problems can be classified into
two approaches. First approach uses the background Green’s functions [15,35,36] to build up the gov-
erning BIEs. They are defined only on the bounded perturbed part of the scattering surface so that no
truncation is required further. Nevertheless, background Green’s functions involve sophisticated Som-
merfeld integrals and how to effectively evaluate them becomes the key ingredient of this approach. The
second approach uses the free-space Green functions instead and then the resulting BIEs are established
on the unbounded scattering surface. Special treatments are required to truncate the unbounded sur-
face. They include the approximate truncation method [33,37], the taper function method [34,38,46],
and the windowed Green function method [7,10,12,14]. It is worth noting that among these methods,
the windowed Green function method is the only high-accuracy method and enjoys a super-algebraically
convergence rate. It introduces a correction that smoothly merges the unknown functions in the original integral equations with the corresponding scattered solutions for the unperturbed flat surface, thus providing uniformly fast convergence for all incident angles as the support of the windowing function grows. However, for point-source incidences, this method needs to deal with multiple spherical-wave incidences from the expansion of the incident fields.

In a recent work [30], a PML-based BIE method was proposed for solving a two-layer wave scattering problem in two-dimensions. Similar to the second approach mentioned above, it builds up governing BIEs on an unbounded scattering surface but uses PML-transformed free-space Green’s functions instead. Due to the outgoing behavior of the scattered field, waves along the unbounded surface decay exponentially inside the PML. Directly truncating the unbounded surface produces numerical solutions converging exponentially fast with the PML absorbing powers. This high-accuracy method has so far been successfully extended to more complicated structures, such as step-like scattering surfaces [28], anisotropic media [23], and locally perturbed periodic structures [42].

The present paper develops a new PML-based BIE solver, significantly improving the original one from two aspects. First, the original PML-based BIE method uses only the single-layer and double-layer operators, leading to a first-kind Fredholm system. The new method uses two extra operators: the transpose of double-layer operator and the hyper-singular operator to establish second-kind Fredholm systems. Second, Alpert’s high-order quadrature rule [1], utilized by [30] in discretizing the integral operators, has not been extended to three dimensions yet. We transform the hyper-singular integral operator into weakly-singular operators and their tangential derivatives. Then, a Chebyshev-based rectangular-polar integral solver is utilized to discretize all weakly-singular integral operators for both two and three dimensions. The tangential derivatives are then obtained by directly differentiating the corresponding truncated Chebyshev expansions. Numerical examples demonstrate that, typically, we only need to set the PML thickness to twice the wavelength to obtain high accuracy and fast convergence for two- and three-dimensional scattering problems.

This paper is organized as follows. In Section 2, we describe the acoustic half-space scattering problems under Dirichlet and Neumann boundary conditions, and present corresponding BIEs based on the free-space Green function. Section 3 presents the PML-based BIEs for solving Dirichlet and Neumann problems. In Section 4.1, we derive the regularized formulations for two- and three-dimensional hyper-singular BIEs. A high order discretization method for the BIEs is proposed in Section 4.2. Section 4.3 extends the new PML-based BIE solver to layered-medium scattering problems. A variety of numerical examples in two and three dimensions are presented in Section 5 to illustrate the performance of our method.

2 Preliminaries

2.1 Half-space scattering problems

This section is devoted to an efficient and highly accurate boundary integral solver for the acoustic half-space problems. To simplify the presentation, we consider the acoustic scattering by a combination of impenetrable bounded obstacles and an infinite flat surface which may consist of some local defects. An extension of the solver to more complicated structures shall be discussed in Section 4.3.

As shown in Fig. 1, \( \Omega \subset \mathbb{R}^d, d = 2, 3 \) denotes an unbounded connect open domain such that there exists constants \( f_- < f_+ \) with \( U_{f_-} \subset \Omega \subset U_{f_+}, \quad U_{f_+} := \{ x = (x_1,...,x_d) \in \mathbb{R}^d : x_d > f_+ \} \).

The boundary \( \Gamma := \partial \Omega \) contains two parts: the unbounded flat surface \( \Pi := \{ x \in \mathbb{R}^d : x_d = 0 \} \) with some local defects and the boundary \( \partial U_0 \) of a bounded obstacle \( U_0 \). Let \( u^{\text{inc}} \) be a time-harmonic incident field which is a plane pressure wave:

\[
u^{\text{inc}}(x) = \exp(ikx \cdot d^{\text{inc}}), \quad x \in \mathbb{R}^d, \tag{2.1}\]
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or a point source located at \( z \in \Omega \):

\[
u^{\text{inc}}(x) = G(x, z) := \begin{cases} \frac{i}{4} \mathcal{H}_0^{(1)}(k|x - z|), & d = 2, \\ \frac{1}{4\pi|x - z|}, & d = 3, \end{cases} \quad x \in \mathbb{R}^d, x \neq z, \tag{2.2}\]

where \( k > 0 \) denotes the angular frequency, \( \mathcal{H}_0^{(1)} \) is the first-kind Hankel function of order zero and the incident direction

\[
\vec{d}^{\text{inc}} = \begin{pmatrix} \sin \theta^{\text{inc}} \\ -\cos \theta^{\text{inc}} \end{pmatrix} \quad \text{in 2D and} \quad \begin{pmatrix} \sin \theta^{\text{inc}} \cos \phi^{\text{inc}} \\ \sin \theta^{\text{inc}} \sin \phi^{\text{inc}} \\ -\cos \theta^{\text{inc}} \end{pmatrix} \quad \text{in 3D},
\]

with \( \theta^{\text{inc}} \) and \( (\theta^{\text{inc}}, \phi^{\text{inc}}) \) being the incident angle and angle pair, respectively.

The scattered field \( u^{\text{sca}} \) satisfies the Helmholtz equation

\[
\Delta u^{\text{sca}} + k^2 u^{\text{sca}} = 0. \tag{2.3}
\]

For simplicity, on the boundary \( \Gamma \), we impose the Dirichlet boundary condition

\[
u^{\text{sca}} = f := -u^{\text{inc}} - u^{\text{sca}}_{\text{ref}}, \tag{2.4}\]

or the Neumann boundary condition

\[
\partial_{\nu} \nu^{\text{sca}} = g := -\partial_{\nu} u^{\text{inc}} - \partial_{\nu} u^{\text{sca}}_{\text{ref}}. \tag{2.5}\]

Here \( \nu \) is the unit outward normal and \( \partial_{\nu} := \nu \cdot \nabla \) denotes the normal derivative. In addition, \( u^{\text{sca}}_{\text{ref}} = 0 \) for incidence of point source. For the case of plane-wave incidence, \( u^{\text{sca}}_{\text{ref}} \) represents the reflected field resulting from the scattering of the plane wave \( u^{\text{inc}} \) by the flat surface \( \Pi \). In particular, it is easy to deduce that

\[
u^{\text{ref}}(x) := \begin{cases} -\exp(ikx', \vec{d}^{\text{inc}}), & \text{Dirichlet case,} \\ \exp(ikx', \vec{d}^{\text{inc}}), & \text{Neumann case,} \end{cases}
\]

where \( x' = (x_1, \ldots, \hat{x}_d) \) denotes the imaging point of \( x \) w.r.t. the flat surface \( \Pi \).

At infinity, the scattered field satisfies the following half-space Sommerfeld radiation condition:

\[
\lim_{r \to \infty} r^{-(n-1)/2} (\partial_r - ik) u^{\text{sca}} = 0, \tag{2.6}\]

uniformly holds in all directions for \( x_3 \geq 0 \), where \( r = |x| \); see the angular spectrum representation [22] and also the equivalent upward propagating radiation condition [2,16]. For theories on direct and inverse rough-surface scattering problems, we refer readers to [3,4,40,43] for more details.
2.2 Boundary integral equations

It follows from \[22\] that the scattered field $u^{sca}$ admits the representation

$$u^{sca}(x) = \int_{\Gamma} \{ G(x, y) \partial_{\nu_y} u^{sca}(y) - \partial_{\nu_x} G(x, y) u^{sca}(y) \} \, ds_y, \quad x \in \Omega. \tag{2.7}$$

Letting $x \to \Gamma$ and applying the well-known jump conditions \[21\] lead to the BIEs on $\Gamma$

$$\left( \frac{1}{2} I + K \right) (u^{sca})(x) = S(\partial_{\nu} u^{sca})(x), \quad x \in \Gamma, \tag{2.8}$$

$$\left( -\frac{1}{2} I + K' \right) (\partial_{\nu} u^{sca})(x) = N(u^{sca})(x), \quad x \in \Gamma, \tag{2.9}$$

wherein

$$S(\varphi)(x) := \int_{\Gamma} G(x, y) \varphi(y) \, ds_y, \quad x \in \Gamma, \tag{2.10}$$

$$K(\varphi)(x) := \int_{\Gamma} \partial_{\nu_y} G(x, y) \varphi(y) \, ds_y, \quad x \in \Gamma, \tag{2.11}$$

$$K'(\varphi)(x) := \int_{\Gamma} \partial_{\nu_x} G(x, y) \varphi(y) \, ds_y, \quad x \in \Gamma, \tag{2.12}$$

$$N(\varphi)(x) := \int_{\Gamma} \partial_{\nu_x} \partial_{\nu_y} G(x, y) \varphi(y) \, ds_y, \quad x \in \Gamma, \tag{2.13}$$

denote, respectively, the single-layer, double-layer, transpose of double-layer, and hyper-singular BIEs. Especially, the hyper-singular operator $N$ is defined in the sense of Hadamard finite part \[24\].

In light of the advantages of using second-kind Fredholm integral equations for solving large-scale problems, \(2.8\) and \(2.9\) can be utilized for solving the Neumann and Dirichlet problems, respectively. However, the BIEs \(2.10\)-\(2.13\) are defined on the whole unbounded surface $\Gamma$, so that we require appropriate truncation strategy for the numerical implementation.

A direct truncation of the infinite boundary $\Gamma$ in the BIEs \(2.8\)-\(2.9\) will lead to a large truncation error. In particular, a smooth windowing function is introduced in \[11\] for the truncation. As illustrated in that work, for plane-wave incidence, the direct windowing approach requires, for a given accuracy, increasingly large truncated domains as grazing incidence is approached. To overcome this poor performance, corrected formulations are proposed to uniform accuracy for all incident angles. However, for the case of point source, the incident field should be expressed by a superposition of plane incident waves, which means that a number of problems of plane incidence should be considered, and it is necessary to apply the Cauchy’s theorem to deform the integration contour.

In \[30\], a PML-based BIE method is proposed for solving the two-dimensional wave scattering problems in a layered medium. This method truncates the considered infinite domain using the PML by directly imposing zero Dirichlet boundary condition on the PML boundary. Alpert’s hybrid Gauss-trapezoidal quadrature rule \[1\] is utilized for the numerical discretization of the two-dimensional single- and double-layer BIEs and high accuracy can be achieved for incidences of plane waves and point sources. Unfortunately, quadrature rules for surface integrals that are analogous to Alpert’s are still absent so far. To tackle this difficulty, we develop a high-accuracy Chebyshev-based rectangular-polar integral solver that is applicable for both line and surface integrals respectively corresponding to the two- and three-dimensional problems, for the discretization of the PML-transformed versions of all four BIEs \(2.10\)-\(2.13\) in the following.

3 The truncated PML problems and boundary integral equations

In this section, we briefly discuss the PML truncation strategy and introduce the reduced boundary integral equations for the truncated PML problems. The core idea of the PML is to construct artificial
layers (of finite thickness) surrounding the physical bounded domain such that the outgoing waves \( u^{\text{ sca}} \) and \( \partial_t u^{\text{ sca}} \) decay rapidly in the PML region before reaching the PML outer boundary. Then the BIEs for the truncated PML problems can be derived.

### 3.1 The PML stretching

The PML method involves analytical stretching of the real spatial coordinates of the physical equations into the complex plane, along which the outward propagating waves must be attenuated in the absorbing layer. Following the coordinate stretching approach \[19\], we introduce a complex change of spatial variable: \( x \in \Omega \subset \mathbb{R}^d \mapsto \tilde{x} \in \Omega \subset \mathbb{C}^d \) defined as

\[
\tilde{x}_i(x_i) = x_i + i \int_0^{x_i} \sigma_i(t) dt
\]

for \( i = 1, \cdots, d \), where we take \( \sigma_i \)

\[
\sigma_i(t) = \sigma_i(-t), \quad \sigma_i(t) = 0 \text{ for } |t| \leq a_i, \quad \sigma_i(t) > 0 \text{ for } |t| > a_i,
\]

with \( a_i > 0, i = 1, \cdots, d \). The domains with nonzero \( \sigma_i \) are called the PML. For definiteness, throughout this paper we utilize the positive function \( \sigma_i \). \[21\] \[29\] \[30\]

\[
\sigma_i(x_i) = \begin{cases}
\frac{2sf_{i}^{P}}{f_{i}^{P} + f_{i}^{S}}, & a_{i} \leq x_{i} \leq a_{i} + T_{i}, \\
f_{i}, & x_{i} > a_{i} + T_{i}, \\
0, & -a_{i} < x_{i} < a_{i}, \\
\sigma_i(-x_i), & x \leq -a_i,
\end{cases}
\]

where \( T_{i} > 0, i = 1, \cdots, d \) denote the thickness of the PML, \( P \) is a positive integer,

\[
f_{i} = \left( \frac{1}{2} - \frac{1}{P} \right) \frac{x_{i}^{3}}{T_{i}^{3}} + \frac{x_{i}}{T_{i}} + \frac{1}{2}, \quad f_{2} = 1 - f_{1}, \quad \tilde{x}_{i} = \frac{x_{i} - (a_{i} + T_{i})}{T_{i}}.
\]

It can be seen that \( \sigma_i \) maps \( [a_i, a_i + T_i] \) onto \( [0, S] \) and its derivatives vanish at \( x_i = \pm a_i \) up to order \( P - 1 \).

In addition, we choose \( a_i > 0 \) such that the bounded Cartesian domain \( B_{a} := (-a_{1}, a_{1}) \times \cdots \times (-a_{d}, a_{d}) \subset \mathbb{R}^d \) encloses the bounded obstacle \( U_0 \) and the local defects on \( \Gamma \). Then the infinite domain \( \Omega \) can be truncated onto a bounded domain \( \Omega^{b} \), which also leads to the corresponding truncated interface \( \Gamma^{b} \) of \( \Gamma \), using the box \( B_{a,T} = (-a_{1} - T_{1}, a_{1} + T_{1}) \times \cdots \times (-a_{d} - T_{d}, a_{d} + T_{d}) \), i.e., \( \Omega^{b} = \Omega \cap B_{a,T} \) and \( \Gamma^{b} = \Gamma \cap B_{a,T} \). In addition, we denote \( \Gamma^{+} = \partial \Omega^{b} \backslash \Gamma^{b} \).

![Figure 2: The PML-truncated domain \( \Omega^{b} \), the physical bounded domain \( \Omega^{pHY} = B_{a} \cap \Omega \) and the PML region \( \Omega^{PML} = B_{a,T} \backslash \Gamma^{b} \). (a) the PML truncation in two dimensions; (b) the quarter model of PML truncation in three dimensions; (c) the vertical view of PML truncation on the bottom infinite surface in three dimensions.](image)
3.2 The truncated PML problems

Relying on the complex coordinate map (3.1), the Helmholtz equation (2.3) on $\Omega^b$ can be transformed into the following form

$$\tilde{\Delta}u^{\text{ sca}}(\tilde{x}) + k^2u^{\text{ sca}}(\tilde{x}) = 0, \quad \tilde{x} \in \tilde{\Omega}^b,$$

(3.4)

where $\tilde{\Omega}^b = \{ \tilde{x}(x) | x \in \Omega^b \}$ and $\tilde{\Delta} = \sum_{i=1}^{d} \partial^2_{\tilde{x}_i}$. Then from the Green’s representation theorem [27], the solution of (3.4) can be represented by

$$u^{\text{ sca}}(\tilde{x}) = \int_{\Gamma^b} \{ G(\tilde{x}, y) \partial_{\nu_y} u^{\text{ sca}}(y) - \partial_{\nu_y} G(\tilde{x}, y) u^{\text{ sca}}(y) \} \, ds_y, \quad \tilde{x} \in \tilde{\Omega}^b.$$  

(3.5)

Defining the complex function $\tilde{u}^{\text{ sca}}(x) = u^{\text{ sca}}(\tilde{x})$ in $\Omega^b$, we can rewrite the equation (3.4) as

$$\nabla \cdot (A \nabla \tilde{u}^{\text{ sca}}) + k^2J \tilde{u}^{\text{ sca}} = 0, \quad x \in \Omega^b,$$

(3.6)

where

$$A = \begin{cases} \text{diag} \{ \alpha_2/\alpha_1, \alpha_1/\alpha_2 \}, & d = 2, \\ \text{diag} \{ \alpha_2\alpha_3/\alpha_1, \alpha_1\alpha_3/\alpha_2, \alpha_1\alpha_2/\alpha_3 \}, & d = 3, \end{cases}$$

$$J = \begin{cases} \alpha_1\alpha_2, & d = 2, \\ \alpha_1\alpha_2\alpha_3, & d = 3. \end{cases}$$

On $\Gamma^b$, the original Dirichlet and Neumann boundary conditions on $\Gamma$ can be reduced to

$$\tilde{u}^{\text{ sca}} = \tilde{f}(x) \quad (:= f(\tilde{x})),$$

and

$$\tilde{\partial}_\nu \tilde{u}^{\text{ sca}} = \tilde{g}(x) \quad (:= g(\tilde{x})),$$

respectively, where $\tilde{\partial}_\nu = (A^T \nu) \cdot \nabla$. Sommerfeld’s radiation condition (2.6) implies that $u^{\text{ sca}}$ is outgoing so that the complexified fields $\tilde{u}^{\text{ sca}}$ and $\tilde{\partial}_\nu \tilde{u}^{\text{ sca}}$ decay exponentially as $|x| \to \infty$. Thus, it is highly accurate to directly assume that $\tilde{u}^{\text{ sca}} = 0$ and $\tilde{\partial}_\nu \tilde{u}^{\text{ sca}} = 0$ on $\Gamma^+$. 

3.3 Boundary integral equations

As shown in [27], the fundamental solution of (3.6), called PML-transformed free-space Green’s function, takes the form

$$\tilde{G}(x, y) = G(\tilde{x}, \tilde{y}) = \begin{cases} \frac{i}{4} H_0^1(k \rho(\tilde{x}, \tilde{y})), & d = 2, \\ \exp(ik\rho(\tilde{x}, \tilde{y})), & d = 3, \end{cases}$$

where $\rho$ is the complex distance function given by

$$\rho(\tilde{x}, \tilde{y}) = \left( \sum_{j=1}^{d} (\tilde{x}_j - \tilde{y}_j)^2 \right)^{1/2}$$

(3.7)

and the half-power operator $z^{1/2}$ is chosen to be the branch of $\sqrt{z}$ with nonnegative real part for $z \in \mathbb{C}\setminus(-\infty, 0]$ such that $\arg \sqrt{z} \in (-\frac{\pi}{2}, 0]$. 
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According to [30] and noting that we have assumed that $\tilde{u}^{sca} \approx 0$ and $\partial_{\nu} \tilde{u}^{sca} \approx 0$ on $\Gamma^+$, the solution of (3.6) can be approximately represented in the form

$$\tilde{u}^{sca}(x) = \int_{\Gamma^b} \left\{ \tilde{G}(x, y) \partial_{\nu} \tilde{u}^{sca}(y) - \tilde{\partial}_{\nu} \tilde{G}(x, y) \tilde{u}^{sca}(y) \right\} ds_y, \quad x \in \Omega^b. \quad (3.8)$$

Taking the limits as $x \to \Gamma^b$ and applying the jump conditions, we obtain the corresponding BIEs on $\Gamma^b$

$$\left( \frac{1}{2} I + \tilde{K} \right) (\tilde{u}^{sca})(x) = \tilde{S}(\partial_{\nu} \tilde{u}^{sca})(x), \quad x \in \Gamma^b, \quad (3.9)$$

$$\left( -\frac{1}{2} I + \tilde{K}' \right) (\tilde{\partial}_{\nu} \tilde{u}^{sca})(x) = \tilde{N}(\tilde{u}^{sca})(x), \quad x \in \Gamma^b, \quad (3.10)$$

where the boundary integral operators $\tilde{S}$, $\tilde{K}$, $\tilde{K}'$ and $\tilde{N}$ are defined by (2.10), (2.11), (2.12) and (2.13) with $G$ replaced by $\tilde{G}$, $\partial_{\nu}$ replaced by $\tilde{\partial}_{\nu}$ and $\Gamma$ replaced by $\Gamma^b$, respectively.

Analogous to the discussion in Section 2.2, we use the BIEs (3.9) and (3.10) to solve the corresponding Neumann and Dirichlet problems, respectively. The given Dirichlet and Neumann data on $\Gamma$ imply the following two BIEs:

$$\left( \frac{1}{2} I + \tilde{K} \right) (\tilde{u}^{sca})(x) = \tilde{S}(\tilde{g})(x), \quad x \in \Gamma^b, \quad (3.11)$$

and

$$\left( -\frac{1}{2} I + \tilde{K}' \right) (\tilde{\partial}_{\nu} \tilde{u}^{sca})(x) = \tilde{N}(\tilde{f})(x), \quad x \in \Gamma^b. \quad (3.12)$$

4 Numerical implementation

This section will discuss the numerical discretization of the boundary integral operators $\tilde{S}$, $\tilde{K}$, $\tilde{K}'$ and $\tilde{N}$ by means of the Chebyshev-based rectangular-polar integral solver [9,13]. Before that, regularized formulations will be derived in the following subsection to treat the hyper-singular operator $\tilde{N}$.

4.1 Regularization of the hyper-singular operator

As shown in the following lemma, by analogy to Maue’s identity [26,32], the hyper-singular operator $\tilde{N}$ can be reformulated as a combination of weakly-singular integral operators and tangential derivatives.

**Lemma 4.1.** Assuming that $\varphi = 0$ on $\partial\Omega^b$. In two dimensions, the hyper-singular operator $\tilde{N}$ can be expressed in the form

$$\tilde{N}(\varphi)(x) = \frac{d}{ds_x} \int_{\Gamma^b} \tilde{G}(x, y) \frac{d \varphi}{ds_y} ds_y + k^2 \int_{\Gamma^b} \nu_x^T A_1(x, y) \nu_y \tilde{G}(x, y) \varphi(y) ds_y,$$

where $A_1(x, y) = diag \{ \alpha_2(x_2) \alpha_2(y_2), \alpha_1(x_1) \alpha_1(y_1) \}$ and $\frac{d}{ds_x} = \nu^\perp \cdot \nabla$ denotes the tangential derivative. In three dimensions, we have

$$\tilde{N}(\varphi)(x) = \int_{\Gamma^b} \left( A_2(x, y) (\nu_x \times \nabla_x) \tilde{G}(x, y) \right) \cdot (\nu_y \times \nabla_y) \varphi(y) ds_y + k^2 \int_{\Gamma^b} \nu_x^T A_3(x, y) \nu_y \tilde{G}(x, y) \varphi(y) ds_y,$$

where

$$A_2(x, y) = diag \{ \alpha_1(x_1) \alpha_1(y_1), \alpha_2(x_2) \alpha_2(y_2), \alpha_3(x_3) \alpha_3(y_3) \},$$

$$A_3(x, y) = diag \left\{ \frac{\alpha(x, y)}{\alpha_1(x_1) \alpha_1(y_1)}, \frac{\alpha(x, y)}{\alpha_2(x_2) \alpha_2(y_2)}, \frac{\alpha(x, y)}{\alpha_3(x_3) \alpha_3(y_3)} \right\},$$

and
with $\alpha(x, y) = \prod_{i=1}^{3} \alpha_{i}(x_{i})\alpha_{i}(y_{i})$.

**Proof.** Here we only give the proof of three-dimensional case and the proof of two-dimensional case can be carried out analogously. The hyper-singular operator $\tilde{N}$ is given by

$$\tilde{N}(\varphi)(x) = \tilde{\partial}_{\nu} \int_{\Gamma_{b}} \tilde{\partial}_{\nu} \tilde{G}(x, y) \varphi(y) ds_{y}, \quad x \in \Gamma_{b}.$$  

Noting that

$$\tilde{\partial}_{\nu} \tilde{G}(x, y) = \left[ \alpha_{2}(y_{2})\alpha_{3}(y_{3})\nu_{y}^{1}\partial_{y_{1}} + \alpha_{1}(y_{1})\alpha_{3}(y_{3})\nu_{y}^{2}\partial_{y_{2}} + \alpha_{1}(y_{1})\alpha_{2}(y_{2})\nu_{y}^{3}\partial_{y_{3}} \right] \tilde{G}(x, y),$$

and

$$\nabla \cdot \left( \mathbf{A} \nabla \tilde{G}(x, y) \right) + k^{2}J \tilde{G}(x, y) = 0, \quad x \neq y,$$

it can be derived that

$$\mathbf{A} \nabla \tilde{\partial}_{\nu} \tilde{G}(x, y) = \mathbf{C}(x, y) \left( \nu_{y} \times \nabla_{y} \right) \tilde{G}(x, y) + k^{2} \left[ \begin{array}{c} \alpha_{2}(x_{2})\alpha_{2}(y_{2})\alpha_{3}(x_{3})\alpha_{3}(y_{3})\nu_{y}^{1} \\ \alpha_{2}(x_{2})\alpha_{1}(y_{1})\alpha_{3}(x_{3})\alpha_{3}(y_{3})\nu_{y}^{2} \\ \alpha_{1}(x_{1})\alpha_{1}(y_{1})\alpha_{2}(x_{2})\alpha_{2}(y_{2})\nu_{y}^{3} \end{array} \right] \tilde{G}(x, y),$$

where

$$\mathbf{C}(x, y) = \left[ \begin{array}{ccc} 0 & \alpha_{2}(x_{2})\alpha_{3}(x_{3})\alpha_{2}(y_{2})\partial_{x_{3}} & -\alpha_{2}(x_{2})\alpha_{3}(x_{3})\alpha_{3}(y_{3})\partial_{x_{2}} \\ -\alpha_{1}(x_{1})\alpha_{3}(x_{3})\alpha_{1}(y_{1})\partial_{x_{3}} & 0 & \alpha_{1}(x_{1})\alpha_{3}(x_{3})\alpha_{3}(y_{3})\partial_{x_{1}} \\ \alpha_{1}(x_{1})\alpha_{2}(x_{2})\alpha_{1}(y_{1})\partial_{x_{2}} & -\alpha_{1}(x_{1})\alpha_{2}(x_{2})\alpha_{2}(y_{2})\partial_{x_{1}} & 0 \end{array} \right].$$

Then the Stokes formula yields

$$\begin{align*}
N(\varphi)(x) &= \int_{\Gamma_{b}} \left[ \begin{array}{c} \alpha_{1}(x_{1})\alpha_{1}(y_{1}) \left( \nu_{x}^{2}\partial_{x_{3}} - \nu_{y}^{3}\partial_{x_{2}} \right) \\ \alpha_{2}(x_{2})\alpha_{2}(y_{2}) \left( \nu_{x}^{2}\partial_{x_{1}} - \nu_{y}^{1}\partial_{x_{2}} \right) \\ \alpha_{3}(x_{3})\alpha_{3}(y_{3}) \left( \nu_{x}^{2}\partial_{x_{2}} - \nu_{y}^{3}\partial_{x_{1}} \right) \end{array} \right] \tilde{G}(x, y) \left( \nu_{y} \times \nabla_{y} \right) \varphi(y) ds_{y} \\
&\quad + k^{2} \int_{\Gamma_{b}} \nu_{x}^{T} \left[ \begin{array}{c} \alpha_{2}(x_{2})\alpha_{2}(y_{2})\alpha_{3}(x_{3})\alpha_{3}(y_{3})\nu_{y}^{1} \\ \alpha_{1}(x_{1})\alpha_{1}(y_{1})\alpha_{3}(x_{3})\alpha_{3}(y_{3})\nu_{y}^{2} \\ \alpha_{1}(x_{1})\alpha_{1}(y_{1})\alpha_{2}(x_{2})\alpha_{2}(y_{2})\nu_{y}^{3} \end{array} \right] \tilde{G}(x, y) \varphi(y) ds_{y} \\
&= \int_{\Gamma_{b}} \left( \mathbf{A}_{2}(x, y) \left( \nu_{x} \times \nabla_{x} \right) \tilde{G}(x, y) \right) \cdot \left( \nu_{y} \times \nabla_{y} \right) \varphi(y) ds_{y} \\
&\quad + k^{2} \int_{\Gamma_{b}} \nu_{x}^{T} \mathbf{A}_{3}(x, y) \nu_{y} \tilde{G}(x, y) \varphi(y) ds_{y},
\end{align*}$$

and this completes the proof.  

**Remark 4.2.** For the numerical discretization of (3.12), it requires to treat the term $\tilde{N}(\tilde{f})$.

- For the case of a plane incident wave, it is known that $f = 0$ on $\Pi$ and thus, $\tilde{f} = 0$ on $\partial \Gamma_{b}$. Hence, the regularized formulations shown in Lemma 4.1 holds exactly.

- For the case of a point source, $f = -G(x, z)$ for $x \in \Gamma$. Noting that $G(x, z)$ is an outgoing wave, the complex coordinate transform indicates that $\tilde{G}(x, z)$ decays exponentially as $|x| \to \infty$. Thus, we have $\tilde{f} \approx 0$ on $\partial \Gamma_{b}$. Then the regularized formulations shown in Lemma 4.1 can be viewed as an approximation of $\tilde{N}(\tilde{f})$.  
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4.2 Chebyshev-based rectangular-polar solver

Relying on the regularization of the hyper-singular operator proposed in the previous subsection, the discretizations of the BIOs $\tilde{S}$, $\tilde{K}$, $\tilde{K}'$ and $\tilde{N}$ can be degenerated into the discretization of

(i) the integral operators of the form

$$\mathcal{H}(\varphi)(x) = \int_{\Gamma^b} H(x, y)\varphi(y)ds_y, \quad x \in \Gamma^b, \quad (4.1)$$

in which the kernel $H(x, y)$ is piece-wise weakly-singular;

(ii) the tangential derivative operators $\frac{d}{dx}$ and $\nu \times \nabla$.

In this work, the Chebyshev-based rectangular-polar solver and the Chebyshev-based differentiation algorithm proposed in [9,13] will be applied for numerical evaluations of (i) and (ii), respectively. For simplicity, we only give a brief description for the three-dimensional case. For the two-dimensional case, we refer to [14].

Let the surface $\Gamma^b$ be partitioned into a set of non-overlapping parameterized patches $\Gamma_q$, $q = 1, ..., M$ as

$$\Gamma^b = \bigcup_{q=1}^M \Gamma_q, \quad \Gamma_q = \left\{ x = r^q(u, v) : [-1, 1]^2 \rightarrow \mathbb{R}^3 \right\}.$$

Then the integrals $\mathcal{H}_q(x)$ over $\Gamma^b$ can be split into the sum of integrals over each of the $M$ patches,

$$\mathcal{H}_q(x) = \sum_{q=1}^M \mathcal{H}_q(x), \quad \mathcal{H}_q(x) := \int_{\Gamma_q} H(x, y)\varphi(y)ds_y, \quad x \in \Gamma^b.$$

Denoting by $u_j, v_j \in [-1, 1]$ ($j = 0, \cdots, N - 1$) the $N$ Chebyshev points

$$u_j = \cos \left( \frac{2j + 1}{2N} \pi \right), \quad v_j = \cos \left( \frac{2j + 1}{2N} \pi \right), \quad j = 0, \cdots, N - 1,$$

we can define the discretization points on each $\Gamma_q$ by

$$x^q_{ij} = r^q(u_i, v_j), \quad i, j = 0, \cdots, N - 1.$$

Given a density $\varphi$, it can then be approximated on $\Gamma_q$ by the Chebyshev polynomials as

$$\varphi(x) \approx \sum_{i, j=0}^{N-1} \varphi^q_{ij} a_{ij}(u, v) = \sum_{i, j=0}^{N-1} \varphi \left( x^q_{ij} \right) a_{ij}(u, v), \quad x \in \Gamma_q,$$

where

$$a_{ij}(u, v) = \frac{1}{N^2} \sum_{m, n=0}^{N-1} \alpha_n \alpha_m T_m(u_i) T_n(v_j) T_m(u) T_n(v), \quad \alpha_n = \begin{cases} 1, & n = 0, \\ 2, & n \neq 0. \end{cases}$$

The strategy for evaluating the integral $\mathcal{H}_q(x)$ depends on the distance between the point $x$ and the $q$-th patch $\Gamma_q$. Define the distance

$$\text{dist}_{x, \Gamma_q} := \min_{(u, v) \in [-1, 1]^2} \{|x - r^q(u, v)|\}$$

and the value

$$\left( \tilde{u}^q, \tilde{v}^q \right) = \arg\min_{(u, v) \in [-1, 1]^2} \{|x - r^q(u, v)|\}.$$
Let $\delta > 0$ be a given tolerance, where in our settings, $\delta = 0.1$. If $\text{dist}_{x,r_x} > \delta$, called “non-adjacent” integration case, the integral is smooth, which can be accurately by means of Fejér’s first quadrature rule. For the “adjacent” integration case (i.e., $\text{dist}_{x,r_x} \leq \delta$), the integrals $\mathcal{H}_q(x)$ will be nearly/completely singular. In order to tackle this difficulty, we construct a new graded mesh, by means of appropriate “rectangular-polar” changes of variables.

\[
\xi_\alpha(t) = \begin{cases} 
\text{sgn}(t) - \alpha \chi_p(1 - |t|), & \alpha \neq \pm 1, \\
-1 + 2\chi_p\left(\frac{1 + |t|}{2}\right), & \alpha = 1, \\
1 - 2\chi_p\left(\frac{1 - |t|}{2}\right), & \alpha = -1,
\end{cases} 
\quad \alpha \in [-1, 1],
\]

where $-1 \leq \alpha \leq 1$, and for a given integer $p$, $\chi_p$ is given by

\[
\chi_p(s) = 2\frac{[\eta_p(s)]^p}{[\eta_p(s)]^p + [\eta_p(-s)]^p} - 1, \quad -1 \leq s \leq 1,
\]

with

\[
\eta_p(s) = \left(\frac{1}{2} - \frac{1}{p}\right)s^3 + \frac{1}{p}s + \frac{1}{2}.
\]

The changes of variables, with both $\alpha = \tilde{u}^q$ and $\alpha = \tilde{v}^q$ can be used to produce a refinement around the points $\tilde{u}^q$ and $\tilde{v}^q$. Then applying the Chebyshev expansion of $\varphi$, we have

\[
\mathcal{H}_q(x) \approx \sum_{m,n=0}^{N-1} A_{nm}^q \varphi_{nm}^q,
\]

where

\[
A_{nm}^q = \sum_{l_1,l_2=0}^{N_q-1} H(x, r^q(\xi_{\tilde{u}^q}(\tilde{t}_{l_1}), \xi_{\tilde{v}^q}(\tilde{t}_{l_2}))) J^q(\xi_{\tilde{u}^q}(\tilde{t}_{l_1}), \xi_{\tilde{v}^q}(\tilde{t}_{l_2}))
\times a_{nm}(\xi_{\tilde{u}^q}(\tilde{t}_{l_1}), \xi_{\tilde{v}^q}(\tilde{t}_{l_2})) \xi_{\tilde{u}^q}'(\tilde{t}_{l_1}) \xi_{\tilde{v}^q}'(\tilde{t}_{l_2}) \tilde{w}_{l_1} \tilde{w}_{l_2},
\]

with the quadrature nodes and weights given by

\[
\tilde{t}_j = \cos\left(\frac{2j + 1}{2N_\beta} \pi\right), \quad j = 0, \ldots, N_\beta - 1,
\]

and

\[
\tilde{w}_j = \frac{2}{N_\beta} \left(1 - 2 \sum_{l=1}^{\lfloor N_\beta/2\rfloor} \frac{1}{4l^2 - 1} \cos(l)\right), \quad j = 0, \ldots, N_\beta - 1.
\]

Finally, we describe the approximations of the tangential derivative operator $\frac{d}{ds}$ and $\nu \times \nabla$. Note that $\nu \times \nabla = \nu \times \nabla^S$ where $\nabla^S$ denotes the surface gradient. On each patch $\Gamma_q$, the quantities $\frac{d\varphi}{ds}$ and $\nabla^S \varphi$ can be easily evaluated by means of term-by-term differentiation of the Chebyshev expansion of $\varphi$. In two dimensions, we can obtain that

\[
\frac{d\varphi^q}{ds}(r^q(u)) = \sum_{i=0}^{N-1} \left|\frac{dr^q(u)}{du}\right|^{-1} \frac{da_i(u)}{du} \varphi^q_i.
\]

In three dimensions, the evaluation of the tangential-derivative operator $\nu \times \nabla^S$ can be achieved by using the expressions of $\nabla^S$ on parameterized curve, see [13 Section 4.2.2].
Remark 4.3. If corners or edges exist on \( \Gamma^b \), then the unknowns in the integral equations have singularities at the corners or edges. To resolve the singularities, we utilize a change of variables whose derivatives vanish at corners or along edges. A change of variables can be devised on the basis of mappings \( \chi_p(s) \), whose derivatives up to order \( p - 1 \) vanish at the endpoints. Then the function \( \chi_p(s) \) can be used to construct a change of variables to accurately resolve field singularities at the corners or edges (for more details, see [9, 27]).

4.3 Layered-medium scattering problems

![Figure 3: Description of the problem under consideration: scattering by a defect on a penetrable layer. \( \Gamma \) denotes the interface between the two media, and \( \Phi \) denotes the interface between the upper and lower half-planes.](image)

To conclude this section, we briefly discuss how to extend the new PML-based BIE solver to more general layered-medium scattering problems. Without loss of generality, we focus on the acoustic scattering problems in a two-layer medium in two dimensions, see Fig. 3. The method proposed in [30] uses the Neumann-to-Dirichlet map to construct the boundary integral equations. Alternatively, in this work, we utilize the second-kind system of integral equations derived in [25] which covers all four BIOs (2.10)-(2.13).

Analogous to Section 2.1, let \( u^{inc} \) be a plane incident wave in \( \Omega^1 \) given in [2.1] and \( u^{sca}_{j,ref} \) be the reference scattered fields in \( \Omega_j, j = 1, 2 \), resulting from the scattering of the plane wave \( u^{inc} \) by the flat surface \( \Pi \); see [30] for more details. Then, the acoustic scattering problems can be formulated as follows: the scattered fields \( u^{sca}_j, j = 1, 2 \) satisfy the Helmholtz equation

\[
\Delta u^{sca}_j + k_j^2 u^{sca}_j = 0 \quad \text{in} \quad \Omega_j, \quad j = 1, 2,
\]

where \( k_j \) is the wavenumber in \( \Omega_j \), and the transmission conditions on \( \Gamma \) are

\[
\begin{align*}
 u^{sca}_1|_{\Gamma} - u^{sca}_2|_{\Gamma} &= f(= -u^{inc}|_{\Gamma} - u^{sca}_{1,ref}|_{\Gamma} + u^{sca}_{2,ref}|_{\Gamma}), \\
 \partial_{\nu} u^{sca}_1|_{\Gamma} - \partial_{\nu} u^{sca}_2|_{\Gamma} &= g(= -\partial_{\nu} u^{inc}|_{\Gamma} - \partial_{\nu} u^{sca}_{1,ref}|_{\Gamma} + \partial_{\nu} u^{sca}_{2,ref}|_{\Gamma}).
\end{align*}
\]

They lead to the following integral equation system

\[
\begin{bmatrix}
 I + K_1 - K_2 \\
 N_1 - N_2 \\
 N_1 - N_2 \\
 I + K'_1 - K'_2
\end{bmatrix}
\begin{bmatrix}
 S_2 - S_1 \\
 I + K_2 - K'_1
\end{bmatrix}
\begin{bmatrix}
 u^{sca}_1|_{\Gamma} \\
 \partial_{\nu} u^{sca}_2|_{\Gamma}
\end{bmatrix} = \begin{bmatrix}
 -f \\
 -g
\end{bmatrix},
\]

where the subscripts 1 and 2 in the BIOs indicate that they are defined for the wave numbers \( k_1 \) and \( k_2 \), respectively. Applying the PML stretching and assuming that the corresponding solutions \( \tilde{u}^{sca}_j, j = 1, 2 \) to the PML truncated problems vanish on the outer boundary of PML region, we can obtain the reduced BIEs:

\[
\begin{bmatrix}
 I + \tilde{K}_1 - \tilde{K}_2 \\
 N_1 - \tilde{N}_2 \\
 N_1 - \tilde{N}_2 \\
 I + \tilde{K}'_1 - \tilde{K}'_2
\end{bmatrix}
\begin{bmatrix}
 \tilde{S}_2 - \tilde{S}_1 \\
 I + \tilde{K}_2 - \tilde{K}'_1
\end{bmatrix}
\begin{bmatrix}
 \tilde{u}^{sca}_1|_{\Gamma} \\
 \partial_{\nu} \tilde{u}^{sca}_2|_{\Gamma}
\end{bmatrix} = \begin{bmatrix}
 -\tilde{f} \\
 -\tilde{g}
\end{bmatrix}.
\]

Numerical schemes in the previous two subsections can be used to directly discretize the integral operators so as to obtain \( \tilde{u}^{sca}_j|_{\Gamma} \) and \( \partial_{\nu} \tilde{u}^{sca}_j|_{\Gamma} \) numerically.
5 Numerical experiments

In this section, we present a variety of numerical results to demonstrate the accuracy and efficiency of the proposed PML-based BIE methods for solving two- and three-dimensional acoustic half-space problems. Solutions of the various integral equations were produced by means of the fully complex version of the iterative solver GMRES with residual tolerance $\epsilon_r$ as specified in each case and the relative maximum error is defined by

$$\epsilon_\infty := \frac{\max_{x \in \Gamma_{\text{test}}} |u_{\text{num}}(x) - u_{\text{ref}}(x)|}{\max_{x \in \Gamma_{\text{test}}} |u_{\text{ref}}(x)|},$$  \hspace{0.5cm} (5.1)

where $u_{\text{ref}}$ is produced through evaluation of exact solutions, when available, or by means of numerical solution with sufficiently fine discretizations, and where $\Gamma_{\text{test}}$ is a suitably selected line segment (2D) or square plane (3D) above the defect. In all cases, we choose $N^\beta = 200$, $P = 6$, $S = 6$ and the PML thickness $T_i$ is set to be $T_i = 2 \lambda = 2 \times \frac{2\pi}{k_i}, i = 1, \cdots, d$, where $\lambda$ denotes the free-space wavelength.

All of the numerical results presented in this paper were obtained by means of Fortran implementations, parallelized using OpenMP.

5.1 Two-dimensional examples

In this subsection, we will test the accuracy and efficiency of the PML-based BIE methods for the two-dimensional problems with geometrical settings shown in Fig. 4 wherein the thin black lines denote the impenetrable infinite boundary. To test the accuracy of the proposed solver, we consider the exact solution $u_{\text{exa}}(x,z) = G(x,z)$ with $z = (0,2)$ for Fig. 4(a) and $z = (0,3)$ for Fig. 4(b), respectively, and the corresponding boundary data is given by $f = u_{\text{exa}}(x,z)$ and $g = \partial_\nu u_{\text{exa}}(x,z)$. We set $a_1 = 4$.

Firstly, we consider the Dirichlet problem of Fig. 4(a) with $k = \pi$ and the Neumann problem of Fig. 4(b) with $k = 10\pi$. Fig. 5 presents the absolute values of the numerical solutions of BIEs (3.11)-(3.12) on $\Gamma^b$. It shows that the numerical solutions match perfectly with the exact data on $\partial \Omega_{\text{PHY}} \cap \Pi$, and
(a) Dirichlet problem  (b) Neumann problem

Figure 6: Numerical errors $\epsilon_\infty$ with respect to $T/\lambda$

Table 1: Numerical errors $\epsilon_\infty$ for the Dirichlet and Neumann problems of scattering by a disc-shaped obstacle within a half-space.

| $k$ | $N$ | $N_{DOF}$ | $N_{iter}$ | $\epsilon_\infty$ | $N_{iter}$ | $\epsilon_\infty$ |
|-----|-----|-----------|-----------|------------------|-----------|------------------|
| $\pi$ | 16 | $6 \times 16$ | 16 | $3.92 \times 10^{-4}$ | 12 | $5.42 \times 10^{-3}$ |
|      | 32 | $6 \times 32$ | 13 | $1.61 \times 10^{-6}$ | 12 | $2.66 \times 10^{-8}$ |
|      | 64 | $6 \times 64$ | 13 | $2.29 \times 10^{-11}$ | 12 | $7.64 \times 10^{-13}$ |
| $10\pi$ | 32 | $12 \times 32$ | 48 | $5.81 \times 10^{-4}$ | 46 | $2.17 \times 10^{-4}$ |
|      | 48 | $12 \times 48$ | 47 | $5.10 \times 10^{-4}$ | 44 | $1.63 \times 10^{-5}$ |
|      | 64 | $12 \times 64$ | 46 | $4.69 \times 10^{-8}$ | 45 | $1.93 \times 10^{-9}$ |

5.2 Three-dimensional examples

In this subsection, we demonstrate the performance of the proposed method for solving the threedimensional scattering problems and the considered bounded obstacles on the half-space $\mathbb{R}^3_+$ are depicted in Fig. 9. Analogous to the discussion in two dimensions, we let $u^{\text{ext}}(x, z) = G(x, z)$ be the exact solution, decay rapidly when approaching the endpoints of $\Gamma^k$. Next, we choose $k = 2\pi$ and compute relative errors for different values of $T/\lambda$, as shown in Fig. 6. We can observe that the relative errors decay exponentially with the increase of PML thickness before the discretization error dominates the total error. It can also be seen that one can get sufficiently accurate solutions by choosing PMLs with a thickness of twice wavelength. Tables 1 and 2 display the numerical errors $\epsilon_\infty$ for different degrees of freedom $N_{DOF}$ as well as the corresponding numbers of iterations required by GMRES to achieve the residual tolerance $\epsilon_r = 10^{-12}$. This clearly demonstrates the high accuracy of the proposed PML-based BIE solver. Next, we consider the scattering of the plane incident wave (2.1) with $\theta^{\text{inc}} = \pi/4$ and point source (2.2) located at $z = (2.5) \in \Omega$. Figs. 7 and 8 show the distribution of the total fields resulting from the PML-based BIE method for these two cases, respectively.

Table 2: Numerical errors $\epsilon_\infty$ for the Dirichlet and Neumann problems of scattering by a kite-shaped obstacle within a half-space.

| $k$ | $N$ | $N_{DOF}$ | $N_{iter}$ | $\epsilon_\infty$ | $N_{iter}$ | $\epsilon_\infty$ |
|-----|-----|-----------|-----------|------------------|-----------|------------------|
| $\pi$ | 16 | $10 \times 16$ | 22 | $3.84 \times 10^{-3}$ | 21 | $6.65 \times 10^{-4}$ |
|      | 32 | $10 \times 32$ | 22 | $1.53 \times 10^{-6}$ | 21 | $2.09 \times 10^{-7}$ |
|      | 64 | $10 \times 64$ | 22 | $1.00 \times 10^{-10}$ | 21 | $3.90 \times 10^{-11}$ |
| $10\pi$ | 32 | $15 \times 32$ | 108 | $1.69 \times 10^{-4}$ | 104 | $1.30 \times 10^{-3}$ |
|      | 48 | $15 \times 48$ | 108 | $1.52 \times 10^{-4}$ | 104 | $2.58 \times 10^{-5}$ |
|      | 64 | $15 \times 64$ | 108 | $5.49 \times 10^{-8}$ | 104 | $3.31 \times 10^{-9}$ |
where \( z = (0, 0, 2) \) locates inside the obstacles. We always set \( a_1 = a_2 = 2 \).

In our first example, we consider the problems of Fig. 9 (a) with \( k = \pi \) and Fig. 9 (b) with \( k = 10\pi \), and Fig. 10 and 11 display the absolute values of the numerical solutions of BIEs (3.11)-(3.12) on \( \Gamma^b \), respectively. Here, 42 patches are selected for the boundary partitioning. It can be seen that the numerical solutions match perfectly with the exact data on \( \partial \Omega_{\text{PHY}} \cap \Pi \), and decay rapidly on PML interface \( \partial \Omega_{\text{PML}} \cap \Pi \). Choosing \( k = 2\pi \), the relative errors for different values of \( \frac{k}{\lambda} \) are depicted in Fig. 12 which show that the relative errors decay exponentially with the increase of PML thickness and setting the PML thickness to twice the wavelength can obtain sufficiently accurate solutions. Fig. 13 presents the relative errors \( \epsilon_\infty \) with respect to different \( N \) (number of Chebyshev points in each patch) for the Dirichlet and Neumann problems with \( k = \pi \), which clearly demonstrates the efficiency the proposed PML-based BIE solver for three-dimensional problems. Higher accuracy can be achieved by increasing the number \( N^3 \) and evaluating the integral kernels more carefully. Table 3 lists the numerical errors together with other statistics such as pre-computation time, time per iteration and number of iterations used for the scattering problems at frequencies \( k = \pi, k = 4\pi \) and \( k = 10\pi \).

Next, we consider the scattering of the plane incident wave (2.1) with angle pair \( \theta_{\text{inc}} = \frac{\pi}{3}, \phi_{\text{inc}} = 0 \) and point source (2.2) located at \( z = (0, 3, 3) \in \Omega \). Fig. 14 and 15 show the distribution of the total fields with \( k = 4\pi \) resulting from the PML-based BIE method.
Figure 10: (a)(b): Absolute values of the $\tilde{\partial}_v u^{\mathrm{ sca}}$ and $\partial_v u^{\mathrm{ exa}}$ for the Dirichlet problem; (c)(d): Absolute values of the $u^{\mathrm{ sca}}$ and $u^{\mathrm{ exa}}$ for the Neumann problem. Here, $k = \pi$.

Table 3: Numerical errors and computing costs for the Dirichlet and Neumann problems of scattering by the obstacle Fig. 9(a) on the half-space.

| $\omega$ | $N_{DOF}$ | Dirichlet problem | Neumann problem |
| --- | --- | --- | --- |
| \[\pi\] | 43008 | Time(prec.) 2.02 min, Time(1 iter.) 8.23 s, $N_{\text{iter}}(\epsilon_r) 10(3.57 \times 10^{-10})$, $\epsilon_{\infty} 5.54 \times 10^{-7}$ | Time(prec.) 1.65 min, Time(1 iter.) 7.57 s, $N_{\text{iter}}(\epsilon_r) 9(9.45 \times 10^{-10})$, $\epsilon_{\infty} 6.19 \times 10^{-8}$ |
| \[4\pi\] | 43008 | Time(prec.) 1.17 min, Time(1 iter.) 5.14 s, $N_{\text{iter}}(\epsilon_r) 21(2.76 \times 10^{-8})$, $\epsilon_{\infty} 3.54 \times 10^{-6}$ | Time(prec.) 1.14 min, Time(1 iter.) 7.24 s, $N_{\text{iter}}(\epsilon_r) 20(8.47 \times 10^{-9})$, $\epsilon_{\infty} 7.74 \times 10^{-7}$ |
| \[10\pi\] | 96768 | Time(prec.) 5.11 min, Time(1 iter.) 34.26 s, $N_{\text{iter}}(\epsilon_r) 40(5.73 \times 10^{-8})$, $\epsilon_{\infty} 1.45 \times 10^{-5}$ | Time(prec.) 5.93 min, Time(1 iter.) 1.02 min, $N_{\text{iter}}(\epsilon_r) 48(8.17 \times 10^{-9})$, $\epsilon_{\infty} 8.92 \times 10^{-7}$ |
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