Helical graphite metamaterials for intense and locally controllable magnetic fields
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We propose a novel class of bulk metamaterials, termed helical graphite (HG), which is able to produce intense magnetic fields under an external electrical bias. The nanometer-sized helical structures that make up such a material are formed by introducing periodic SDs in graphite or its associated boron nitride hybrids. The system behaves as a collection of individual, closely packed nano-solenoids, which generate magnetic field when a current flows through them. Systems based solely on carbon or hybrid carbon–boron nitride are analyzed comparatively, assessing their stability and potential in generating strong magnetic fields. Our results show that the magnetic field produced by HG structures is not only tunable but may also surpass the typical values obtained in rare-earth magnets.

1 Introduction

Permanent magnetic materials represent an important component of current technology and are also found in a large number of engineering and research branches. Just as important are electro-magnets, which are able to produce a tunable, but inherently non-permanent magnetic field. Although these two classes of systems are quite similar in their scope, \textit{i.e.} producing a macroscopic magnetic field, they exploit different physical phenomena: the alignment of microscopic magnetic domains versus the flow of current through a solenoid. It would be interesting to combine the main properties from these two physical systems into a novel class of bulk metamaterials that would have a nano-scale structure able to produce intense magnetic fields when electrical bias is applied.

The ever growing interest in developing artificial materials with new and customized properties led to the development of metamaterials with specific optical, electromagnetic, thermal or mechanical properties.\textsuperscript{4} In particular, electromagnetic metamaterials with tunable magnetic permeability,\textsuperscript{5} refractive index\textsuperscript{*} or lensing properties\textsuperscript{7} have been already successfully fabricated. The construction of negative-index materials based on ferrites was achieved,\textsuperscript{8} demonstrating the tunability of the effective index, which can be explained by an effective-medium theoretical approach developed for anisotropic magnetic metamaterials.\textsuperscript{9} Furthermore, an enhanced molding reflection of electromagnetic waves by magnetic surface plasmons was observed,\textsuperscript{10} while one-way waveguides were designed using gyromagnetic materials\textsuperscript{11} and unidirectional absorption was achieved in a magnetic metamaterial using an array of ferrite rods.\textsuperscript{12}

In addition to this class of metamaterials, devices based on individual helical structures were proposed in order to produce and control local magnetic fields in the nanometer range.\textsuperscript{13} Even more, the concept of helical structures appears to be fundamental in nature as it has been used in numerous research fields, ranging from the fundamental study of complex manifolds or minimal surfaces in mathematics and physics, but also in astrophysics,\textsuperscript{14} chemistry\textsuperscript{15} or biology.\textsuperscript{16-18} Recently, such quasi-one dimensional (q-1D) spirals have been studied for their electro-mechanical,\textsuperscript{19} electro-magnetical\textsuperscript{20} and topological\textsuperscript{21} properties. Conceptually similar to other proposed designs using carbon nanotubes,\textsuperscript{22,23} nano-solenoids based on isolated screw dislocations (SDs), or helices, constructed from a wound graphene nanoribbon, prove to be efficient inductor nanostructures capable of producing intense magnetic fields (\textless ~1 T).\textsuperscript{24} Moreover these systems show high potential in being used for the design of inductive circuit elements at the nano-scale. It is however more difficult to integrate the individual structures into larger functional blocks.

We propose here a novel bulk metamaterial, which we have termed helical graphite (HG), that is built from periodic helical structures\textsuperscript{25,26} and is capable of producing large magnetic fields under an external bias. Conceptually similar to magnetic materials, the resulting system retains the electro-magnetic functionality even if broken into small pieces, down to individual helices. Exploiting the well known presence of naturally occurring SDs in graphite,\textsuperscript{27,28} we have chosen to study different carbon based systems structured as periodic SDs induced between successively stacked graphene layers. Actually, pairs of SDs were also proposed to naturally exist in pyrocarbon.\textsuperscript{27} For the experimental fabrication of HG one could use an atomic layer growth method on a periodically textured surface where...
suitable surface irregularities would act as nucleation seeds for growing the constituent helices that make up the HG structure. Other possible routes may adapt existing methods that allow 3D patterning or printing to atomic scale, such as glancing angle deposition (GLAD)\textsuperscript{28} or interference lithography.\textsuperscript{29}

The paper is structured as follows: in the next section the details of \textit{ab initio} computations in the framework of density functional theory (DFT) are indicated. Next, the physical structures are described and their stability is discussed. The magnetic fields are calculated for the helical carbon based structures and compared with optimized hybrid structures by alternating carbon and boron nitride (BN). The obtained values for the saturation magnetization are indicated and compared with the ones obtained from rare earth magnets.

2 Computational details

The atomic systems were studied by \textit{ab initio} DFT numerical simulations performed with the SIESTA package.\textsuperscript{29} All the systems were investigated by using the local density approximation (LDA), which is a suitable compromise between simulation time and accuracy when investigating basic structural information (LDA), which is a suitable compromise between simulation time and accuracy when investigating basic structural and electronic properties of graphene or graphite.\textsuperscript{24,31} The parametrization proposed by Ceperley and Alder\textsuperscript{22} was used for the exchange–correlation functional and the Kohn–Sham orbitals were represented through a localized double-zeta pseudopotentials were used. A 500 Ry mesh cut-off and a $1 \times 1 \times 5$ Monkhorst Pack\textsuperscript{33} grid were selected for the structural relaxation, while for the wave function determination and subsequent reciprocal space integration used to compute the charge current a more precise $5 \times 5 \times 7$ grid was necessary. The tolerance for the self-consistent loop was $10^{-3}$ eV and for the structural relaxation a maximum force of 0.1 eV Å$^{-1}$ was considered. Some of the graphics containing the atomic structures were produced with XCRYSDEN crystalline visualization software.\textsuperscript{34}

3 Results and discussion

3.1 Atomic structure and stability

The systems investigated here are particular instances of a more general class of artificial materials constructed from periodic SD dipoles induced in the underlying crystal structure. The structure of such a metamaterial can be described by considering a transition route from well known AB stacked graphite towards the final structure, that of helical graphite. The unit cell is initially defined by the unit vectors $\vec{a}_1$, $\vec{a}_2$, $\vec{a}_3$, which describe an $N_1 \times N_2 \times 1$ supercell in AB graphite, as depicted in Fig. 1, with $N_1$, $N_2$ multiples of graphene lattice constant $a_0 = 2.46$ Å. A fourth vector, $\vec{b}$, indicates the separation of the SD dipoles, and is located within the graphene plane. By considering a cut along $\vec{b}$ and shear along $\vec{a}_3$, the stacked graphene sheets can be interconnected. The height of the supercell is given by $\vec{a}_3$, also known as Burgers vector, corresponding to the inter-planar shift. Next, atoms around both chiral axes of the SD dipoles were removed in order to obtain a hollow core, or pore, as detailed below.

For the current study, we considered systems with the following in plane $N_1 \times N_2$ multiples of $a_0$: $6 \times 6$, $9 \times 9$ and $12 \times 12$. In order to study their structural stability, systems with two inner diameters for the hydrogen passivated pores were considered: denoted by S (for “small”), where 6 carbon atoms which are nearest to the screw axis are replaced by hydrogens, and L (for “large”), where 18 carbon atoms are removed and 12H are added. Depending on the pore size, the system will be labeled as HG, for the pristine helical graphite, SS if both pores are small, SL for a combination of small and large pores, and LL when both pores are large. The $\vec{b}$ vectors for the three system sizes were chosen as $(4, 2)$, $(6, 3)$ and $(7, 4)$ (in graphene lattice units $a_0$). Furthermore, hybrid structures based on alternating regions of carbon and boron nitride, a wide band gap semiconductor, were also investigated, as depicted in Fig. 2. In this case, the highly conductive regions are isolated from each other, leading to a guided current flow along the carbon spirals.

The issue of structural stability is paramount for the mere existence of such metamaterials. First, the equilibrium configurations are obtained by structural relaxations, minimizing the
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\textbf{Fig. 1} Unit cell of a $12 \times 12 \times 1$ HG structure, with $\vec{a}_1$ and $\vec{a}_3$ chosen along a graphene sheet, while viewed along the third vector, $\vec{a}_2$. The vector $\vec{b}$ describes the relative position of the SD dipoles.
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\textbf{Fig. 2} A typical HG structure with pores ($12 \times 12$ LL–HG), made of hybrid graphene–boron nitride sheets: (a) top view of a single layer; (b) side view, showing the spirals in cross-section.
total forces. This, however, does not ensure the intrinsic stability of the systems. An important stability criterion is to calculate and test the phonon spectrum against negative eigenvalues of the dynamical matrix. It must be stressed that, although numerous studies seem to rely solely on such a result in order to infer the stability of some atomic systems, such a validation is not sufficient and only indicates that the structure is stable against rather weak periodic lattice distortions. In order to give a stronger assessment regarding the stability of a newly proposed material, one must also find the minimum energy paths, i.e. saddle points, connecting adjacent local energy minima of the structural configuration space, e.g. using the nudged elastic bands technique.

Another important aspect is the presence of defects, such as external surfaces (the case for any finite system) or other internal structural defects that are present in real crystals. Any such symmetry breaking element could bring a system of this type out of a state of local minimum energy by collapsing the helices into the more energetically favorable stacked planar configuration.

As indicated in Fig. 3(a), the phonon spectra for pristine $6 \times 6$ HG system shows negative eigenvalues for all three acoustic and for the lowest optical branch. This directly indicates a system instability and the natural tendency of the spirals of opposite chirality to recombine, thus recovering the natural AB stacking. By contrast, considering the $6 \times 6$ SS–HG system, the phonon spectrum becomes entirely positive in Fig. 3(b). Further confirmation is found in Fig. 4(a), where the transition energy $\Delta E_t$ from a given configuration to the pristine AB stacked graphite, is plotted for several inter-spiral distances. With this approach we describe the recombination of adjacent SDs of opposite chirality by performing a bond-by-bond cut. The system shows a monotonic decrease in energy, as the two spirals are brought closer together which suggests that, even if the system resides in an energy minimum, any symmetry breaking along the $\hat{a}_3$ direction would cause it to collapse.

As a side note, it is somewhat surprising that in ref. 35 the authors suggest that a carbon allotrope with helical chains of opposite chirality, which could be described in our current notation as $3 \times 3$ cell ($\alpha_1 = \alpha_3 = 3$) and a dipole vector $\vec{b} = (1, 1)$, is dynamically stable. Since their conclusion is only drawn from an energy and phonon spectra investigation, a more detailed exploration of the energy landscape would be suggested.

A solution to stabilize the dipole in a HG crystal is to exploit the natural tendency of SDs to decrease internal stresses by introducing a hollow core.36,37 Such a configuration is also preferred because the hollow cores pin down each dislocation and prevent them from recombining. The $6 \times 6$ cell size allows only for small hollow cores to be considered, the $9 \times 9$ cell is large enough to introduce one small and one large hollow core, while in the $12 \times 12$ case, a pair of large hollow cores can be considered. In Fig. 4 the energy difference $\Delta E_t = E_{AB} - E$ is plotted, where $E_{AB}$ represents the energy of the graphite-like system, i.e. the corresponding system with or without pores, where the graphene sheets are stacked in AB configuration and $E$ represents the system under consideration, that has one helix centered in one of the pores while the second one is placed at neighboring sites along 6. The continuous lines indicate that the fixed helix is centered on the smaller pore while the dashed lines correspond to the cases when it is centered on the larger diameter pore.

Fig. 3 Phononic spectra showing the intrinsic instability (imaginary frequencies) of the pore-less, unpassivated $6 \times 6$ HG structure (a) in comparison with the $6 \times 6$ SS–HG system (b).

Fig. 4 Energy differences $\Delta E_t$ corresponding to transitions from a given meta-stable HG state to pristine AB graphite, for the three system sizes considered, with different pore diameters: (a) $6 \times 6$ SS–HG, (b) $9 \times 9$ SS–HG, SL–HG, (c) $12 \times 12$ SS–HG, SL–HG, LL–HG. Here, one SD is kept fixed, centered on one of the passivated pores, while the second one is displaced at neighboring sites along 6. The continuous lines indicate that the fixed helix is centered on the smaller pore while the dashed lines correspond to the cases when it is centered on the larger diameter pore.
indicated, i.e. the smallest energy difference that has to be overcome in order to transition from an HG configuration, corresponding to the highest separation between the helices, to the graphitelike AB configuration, when the helices have merged and have canceled out. We conclude that, if the pores are present in the system and if helices are centered on them, their recombination would correspond to overcoming a large enough energy barrier, i.e. the system is found in a metastable state. This indicates that it is thus possible to engineer a stable HG crystal. Additionally, Fig. 4 also shows that by increasing the distance between neighboring spirals the energy barrier between the helical configuration and the more stable AB graphite is enhanced.

3.2 Calculation of the current density and magnetic field

After performing structural relaxations and optimizations for stability, the electronic and transport properties were then analyzed for the three $12 \times 12$ systems (SS, SL and LL). It was found that all three are metallic, showing no bandgap. In order to determine the magnetic functionality of HG metamaterials, we first need to evaluate the charge current through the crystal structure under applied external bias. Since we are dealing with bulk systems, we calculate the current based on Bloch functions $\Psi_{\mathbf{E},\mathbf{k}}$ using the probability current operator $j = \frac{\hbar}{2mi} (\psi^*_{\mathbf{E},\mathbf{k}} \nabla \psi_{\mathbf{E},\mathbf{k}} - \psi_{\mathbf{E},\mathbf{k}} \nabla \psi^*_{\mathbf{E},\mathbf{k}})$. In the coherent regime, in linear response, i.e. small applied bias $U$, and low for temperatures, the states contributing to the current are found in an energy interval around the Fermi energy $E_F$, specified by $-U/2 < E_F < U/2$, with $U = 1$ V. The integration over the reciprocal space is performed while only considering the $E$ and $k$ pairs for which the wavefunctions $\Psi_{\mathbf{E},\mathbf{k}}$ give rise to a positive current along the direction of transport, in this case, parallel to the axis of the SDs. The projection of the current density onto a section through the unit cell, perpendicular to the screw axes, is represented in Fig. 5 for three cases of a $12 \times 12$ system. Fig. 5 also shows that the current density vectors generally appear to be oriented from on side to the other of the cell and do not follow the winding SDs. This is not surprising since the current tends to flow along the distorted graphene sheet that makes up the HG structure rather than wind along the center of the helices.

The magnetic field $\mathbf{B}$ is calculated at the center of the pores of each of the helices that make up a unit cell, by considering the contribution of the current inside a unit cell volume centered at each of the two locations. Effectively, this acts as a cut-off radius for the contribution of current that is considered and also treats each helix as an independent solenoid along the $\alpha_2$ axis. The magnetic field is thus computed by using the Biot–Savart law, $\mathbf{B}(r) = \frac{\mu_0}{4\pi} \int \mathbf{j} \mathbf{d}V \times \frac{\mathbf{r}}{|\mathbf{r}|^3}$, and by integrating over the current density in a unit cell of volume $V$. Taking into account the geometry of the unit cell, i.e. $a_3/a_1 \approx 10$, this value can be interpreted as the magnetic field produced by a current loop centered at either axes of the helices. Now we determine $\mathbf{B}$ along each of the two screw/solenoid axes for systems of infinite length. This is useful when comparing the field values to the ones indicated in previous papers. In order to do this, we simplify the problem at hand by approximating the magnetic field previously computed as one produced by a current loop with radius 1 nm, i.e. $B = \frac{\mu_0 I}{2\pi}$. For an infinite solenoid, the magnetic field is $B = \mu_0 \mu I$, where $n$ represents the number of turns of a solenoid per unit length, here $n = 1/a_1$. Based on these approximations, it is possible to give an estimation for the intensity of the magnetic field along the core of the SDs, as shown in Fig. 6.

Because of the small inner diameter of the hollow core and the metallic behavior demonstrated by the HG systems, intense magnetic fields, of the order of several Tesla, can appear in the bulk of the metamaterial, which is the same order of magnitude as those reported for one dimensional systems. Interestingly, the magnetic field intensity does not depend monotonously on the applied bias, but rather oscillates and even reverses its sign, as indicated in Fig. 6. It can also be seen (Fig. 6) that for both symmetric systems (SS and LL) the magnetic field intensity along one screw axis is almost perfectly matched along the other. In spite of relatively high values, the orientation of the
local magnetic field does not correspond to individual current loops and the overall effect is not that one would expect from an ideal solenoid. Rather, as can be seen in Fig. 5, in all three cases, the current will flow mostly along the central ramps that the spirals form in each cell.

Such an effect is not desirable since the material will just act as a bulk conductor and will not generate the desired uniform magnetic field oriented along the direction of the chiral axis. A feasible solution would require that only helices with one of the two chiralities would produce magnetic field and, furthermore, that each must be electrically insulated from its neighbors in order to guide the current along the spiral. This can be accomplished by integrating the inner core of the carbon-based spirals into an insulating boron nitride matrix of similar geometry. Boron nitride is not only a good choice because of its two distinct pores of a unit cell. For the asymmetric SL case, the continuous line indicates the magnetic field values for the smaller pore, while the dashed line corresponds to the larger diameter pore.

Because of the decrease in the density of states at the Fermi level as BN regions are introduced, the current and, implicitly, the magnetic field will be reduced while the oscillating behavior is nevertheless maintained. We can compare the magnetic properties of such hybrid C–BN metamaterials with those of known permanent magnets, specifically rare-earth magnets, which typically show a saturation magnetization between 1 and 1.5 T.\(^\text{39,40}\) Again, by considering a unit cell of our system as a current loop with magnetic moment \(M = IS\) (where \(S\) is the surface of a disc with 1 nm radius), the flux density can be computed as \(B_s = \frac{\mu_0 m}{V}\). For CBN II at \(U = 1\) V, \(B_s = 11.2\) T, which is roughly ten times the usual saturation remanence of rare-earth magnets. In this context, a simple calculation shows that only one conduction mode of fundamental conductance \(2e^2/h\) yields a current of 0.077 mA at an applied bias of 1 V, while the densely packed current loops in the spirals, with \(n \approx 0.3 \times 10^{10} \text{ m}^{-1}\), produce a magnetic field of \(~0.3\) T.

In order to better understand the complex oscillating behavior of the magnetic field represented in Fig. 6, a cross-section view of the current flow in the SL–HG and HCBN II systems is depicted in Fig. 8. The reason for the sign reversal of the magnetic field is immediately visible in Fig. 8 by observing the main flow of the current relative to the centers of the helices. In the case of SL–HG [Fig. 6(a)] one can see that the current flows around the outer edges of the two helices at 0.3 V \((B = 3.4\) T\), while at 0.6 V \((B = -3.3\) T\) the dominant flow is between them. A similar effect is
visible in the case of HCBN II [Fig. 6(b)] where the main flow of the current reverses its rotation relative to the center of the carbon helix. Although, intuitively, one might expect the current to follow the winding of the conductive helices, this is not necessarily the case when the graphene planes are distorted and, at the same time, when the inter-planar distances are relatively small. The propagating modes are energy dependent and, at finite bias, this can lead to currents of opposite chirality to that of underlying atomic helical structure.

4 Conclusions

We investigated a novel metamaterial structure, which we call helical graphite, as a prototype material for producing intense magnetic fields. By employing DFT calculations, we provide a detailed discussion regarding the stability of the proposed systems and evaluate the charge transport and magnetic properties of such metamaterials under external bias. While pristine HG has shown the promising results by producing large internal magnetic fields, optimized structures based on a carbon–boron nitride hybrid are also indicated. The hybrid C–BN metamaterial shows the highest potential of producing intense magnetic fields, exceeding the values typically obtained in rare-earth magnets. In addition, since the metamaterial’s construction allows the magnetic properties to be preserved over a range of scales, from individual helices and up to macroscopic systems, the HG structures may also find applications in the nanoscale control of magnetotransport based devices.
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