Assessing Sea-State Effects on Sea-Salt Aerosol Modeling in the Lower Atmosphere Using Lidar and In-Situ Measurements
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Abstract: Atmospheric-chemical coupled models usually parameterize sea-salt aerosol (SSA) emissions using whitecap fraction estimated considering only wind speed and ignoring sea state. This approach may introduce inaccuracies in SSA simulation. This study aims to assess the impact of sea state on SSA modeling, applying a new parameterization for whitecap fraction estimation based on wave age, calculated by the ratio between wave phase velocity and wind speed. To this end, the new parameterization was incorporated in the coupled Chemical Hydrological Atmospheric Ocean wave modeling System (CHAOS). CHAOS encompasses the wave model (WAM) two-way coupled through the OASIS3-MCT coupler with the Advanced Weather Research and Forecasting model coupled with Chemistry (WRF-ARW-Chem) and, thus, enabling the concurrent simulation of SSAs, wind speed and wave phase velocity. The simulation results were evaluated against in-situ and lidar measurements at 2 stations in Greece (Finokalia on 4 and 15 July 2014 and Antikythera-PANGEA on 15 September 2018). The results reveal significant differences between the parameterizations with the new one offering a more realistic representation of SSA levels in some layers of the lower atmosphere. This is attributed to the enhancement of the bubble-bursting mechanism representation with air-sea processes controlling whitecap fraction. Our findings also highlight the contribution of fresh wind-generated waves to SSA modeling.
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1. Introduction

Sea-salt aerosols (SSAs) are released from sea-spray droplets directly produced at the air-sea interface and constitute a major component of the natural aerosol mass. SSAs often
dominate the marine aerosol concentrations, mainly in the absence of anthropogenic or other continental (e.g., mineral dust) aerosols [1]. SSAs primarily are formed due to the dynamic effect of the wind on the sea surface [2]. The SSAs production on a global scale has been estimated at approximately \(0.3-30 \times 10^{12} \text{ kg yr}^{-1}\) which corresponds to a significant component of the total natural aerosol production [3].

There are two main mechanisms responsible for sea-spray droplets formation [3]. The first one is the air-bubble bursting during whitecapping which releases film and jet droplets. The wind-wave interaction leads to air bubbles entrapment beneath the sea surface. These air bubbles, due to their buoyancy, reach the sea surface bursting and forming droplets as a result of two processes [4]. In the first process, film caps shatter producing small droplets [5]. In the second process, as bubble cavity collapses, an upwards accelerating water jet forms and breaks up into droplets [5]. The second mechanism of sea-spray production is the direct tearing of spume droplets from the tops of breaking waves [6–8] which is more prominent during strong winds observed, for example, in Mediterranean tropical-like cyclones “medicanes” [9]. Depending on the temperature and the relative humidity of the air, sea-spray droplets evaporate as they enter a dryer environment finally forming SSAs which either circulate in the atmosphere or drop back to the sea surface [3,6]. The circulating SSAs, usually with radius ranging from 0.1 \(\mu\)m to 20 \(\mu\)m, are finally deposited on Earth surface through gravitational settling (dry deposition) and precipitation (wet deposition).

SSAs impact radiation and clouds having strong effects on climate and weather whilst affecting human health after their inhalation (Figure 1). More specifically, SSAs have a significant impact on the radiation transfer processes mainly through scattering [10–13]. SSAs also act as efficient cloud condensation nuclei [2,14] and even as ice nuclei [15], altering the formation and the albedo of clouds [16,17] and, thus, determining the intensity and the pattern of precipitation [16,18–20]. SSAs play a key role on the electrification of the atmosphere as they transfer electric charges obtained during whitecap bubble bursting [21]. Moreover, SSAs affect the air quality, especially at the coastal areas [22], since they interact with other chemical compounds forming aerosols with different properties [23–25]. SSAs also encompass organic and inorganic material [26–29] and even harmful compounds such as hydrocarbons and other pollutants [30,31].

During the last decades, the modeling of SSAs has attracted the interest of the scientific community. Recently, integrated atmospheric and chemical models were applied in several studies to holistically simulate the processes related to the SSA emission, circulation, deposition and interaction with radiation and clouds [2,16,20]. One of the major SSA modeling limitations is the estimation of the whitecap fraction. SSA emissions are usually estimated through whitecap fraction expressed solely as a function of wind speed [32] without considering ocean properties such as sea state, sea surface temperature (SST), sea salinity and so forth. Anguelova and Webster [33] summarized many wind-speed-dependent whitecap fraction parameterizations based on measurements and empirical methods. Such parameterizations ignore parameters such as sea state, wave age, sea surface temperature, sea salinity and sea surface circulation, as well as the stability of the atmospheric and oceanic surface layers, potential factors that affect SSA production [3]. Such approaches may lead to biases of the simulated SSA concentrations when comparing against in-situ measurements [34]. In this context, several research groups have begun to enrich SSA emission estimation with ocean-related parameters either through more complete estimations of whitecap fraction [35–42] or through other approaches, for example, estimating Reynolds number dependent on significant wave height [43].
In this study, a sea-state-dependent parameterization for whitecap fraction estimation which was proposed by Laussac et al. [42] (L18 hereafter) and based on the initial work of Lafon et al. [38], was implemented in the SSA emission parameterization of the coupled Chemical Hydrological Atmospheric Ocean wave System (CHAOS) [44–49]. CHAOS encompasses the Advanced Weather Research and Forecasting (WRF-ARW) version 4.0 atmospheric model [50] including the WRF-Chem version 4.0 chemical model [51] and, two-way coupled with the version 4.5.4 wave model (WAM) [52–54] through the OASIS3-MCT v3.0 coupler [55,56]. CHAOS also includes the WRF-Hydro hydrological model [57] which was not used in this study. The initial development of CHAOS was based on the experience of modeling the atmosphere-wave interaction processes [58] gained during the EU FP7 project “MyWave: A pan-European concerted and integrated approach to operational wave modelling and forecasting–a complement to GMES MyOcean services.” The system was further expanded with additional air-sea parameterization schemes presented in the PhD dissertation of Varlas [44]. Recently, CHAOS was upgraded to a fully multi-way coupled system including the Nucleus for European Modelling of the Ocean NEMO [59] as ocean circulation component [49], however it has not yet been integrated in the sea-salt estimation process, so it was not used in this study. Thus, the advanced coupling capabilities of CHAOS and its integrated representation of atmosphere-wave processes facilitate the application of a sea-state-dependent SSA emission estimation. The SSA emission and circulation in CHAOS were simulated by the Goddard Chemistry Aerosol Radiation and Transport (GOCART) aerosol module [60,61] of the WRF-Chem model using the parameterization of Monahan et al. [62] and Gong et al. [63], focusing on the bubble-bursting mechanism. This parameterization is based on whitecap fraction roughly estimated as a function of the 10-m wind speed [32] (M80 hereafter), provided by the WRF-ARW model. M80 parameterization uses a power-law expression forcing the whitecap fraction to sharply increase with the wind speed, ignoring wave conditions. On the other hand, the newly implemented L18 parameterization is dependent on the wave age through the ratio between the wave phase velocity estimated by the WAM model and the wind speed estimated by the WRF-ARW model. Recent studies [64] showcased that compared with wind speed,
the impact of wave age on whitecap fraction is more robust as it more completely represents 
air-sea processes under various wind regimes. To investigate the impact of sea state on 
whitecap fraction and, subsequently, on SSA levels in the lower atmosphere, CHAOS was 
set up to perform sensitivity simulations implementing the L18 and M80 parameterizations 
for three case studies in Greece. The simulation results were assessed using in-situ SSA 
concentration measurements and lidar-derived SSA concentrations at Finokalia station 
(Crete, Greece) on 4 and 15 July 2014 and at PANGEA observatory (Antikythera, Greece) 
on 15 September 2018.

This paper is organized as follows—the model setup, the in-situ measurements and 
the lidar-derived observations are presented in Section 2. Section 3 presents the results 
of this study comparing and physically interpreting the simulated SSA emissions and 
concentrations. Section 3 also presents the assessment of the simulated SSA concentrations 
in the lower atmosphere using the in-situ measurements and the lidar-derived observations 
during the three case studies. Section 4 presents a brief discussion and Section 5 summarizes 
the conclusions and indicates future directions of this study.

2. Models and Instrumentations

2.1. Model Setup

In this study, the L18 whitecap fraction parameterization dependent on both wind 
speed and sea state was implemented in the CHAOS modeling system and was compared 
with the wind-speed-dependent M80 parameterization already existing in the system, 
against in-situ and lidar measurements. Such an effort can be feasible using the integrated 
wave-atmosphere-chemistry modeling chain of CHAOS, which combines air-sea-aerosol 
processes “online” resulting to a more holistic representation of SSA emissions in the 
surface layer and, subsequently, of SSA concentrations in the boundary layer and even 
higher. Model setup of the atmospheric, ocean wave and chemical components of CHAOS 
as well as coupling design and implementation of integrated parameterizations of SSA 
production are described in the next subsections.

2.1.1. Atmospheric Model Setup

WRF-ARW model was set up on an Arakawa-C domain of 488 × 242 grid points covering 
the Mediterranean Sea with 10 km × 10 km horizontal grid spacing (Figure 2). A 60-s time 
step and 38 terrain-following vertical levels stretching from the surface up to the isobaric 
level of 50 hPa were used. Global Forecasting System operational analyses (GFS-ANL) from 
the National Centers for Environmental Prediction (NCEP) with 0.5° × 0.5° horizontal 
grid spacing were used to construct the initial and boundary conditions (update every 6 h). 
Real-time global (RTG) SST analyses from the NCEP with 0.083° × 0.083° horizontal grid 
space were used to define the lower boundary conditions applying SST update every 6 h. 
The topographic input data were based on the Global Multi-resolution Terrain Elevation 
Data 30-arcsec USGS GMTED 2010 [65]. The revised Monin-Obukhov scheme [66] was 
used to parameterize the processes in the surface layer, including several modifications 
to encapsulate sea-state conditions “online” estimated by WAM [45]. To represent the 
Planetary Boundary Layer (PBL) processes the Yonsei University scheme—YSU [67] was 
used. The ground processes were represented by the unified land surface model (Unified 
NOAH) [68]). To parameterize the longwave and shortwave radiation processes the 
RRTMG scheme [69] was used. The Thompson scheme [70] and the Grell and Freitas 
ensemble scheme [71] were used to represent the cloud microphysics and convective 
processes, respectively.

2.1.2. Ocean Wave Model Setup

WAM model was set up on a regular lat–lon domain covering the area 8° W–42° E 
and 29° N–48° N as shown in Figure 2 (purple line) using a horizontal grid spacing of 
0.1° × 0.1° with 501 × 191 grid points. Source and propagation time steps were set to 600 s 
and 75 s, respectively. The wave spectra were discretized using 25 frequency bins (ranging
from 0.042 to 0.411 Hz) and 24 directional bins (15° directional resolution). The initialization of the wave component was based on a "hot start" approach using initial wave spectrum based on the results of 6-day preprocessing simulations. In this way, WAM can more realistically represent wave generation and propagation as noted by Katsafados et al. [58] and Varlas et al. [45]. The bathymetric input data were made using the Etopo1 data (1-min Gridded Global Relief Data) [72].

Figure 2. (a) Advanced Weather Research and Forecasting (WRF-ARW) model v4.0 and wave model (WAM) v4.5.4 (purple line) domains. Topography (m) used by the WRF-ARW v4.0 model is also presented. WRF-Chem v4.0 model uses the same domain and topography as WRF-ARW v4.0 model; (b) WAM v4.5.4 model domain and bathymetry (m) used.

2.1.3. Atmospheric-Wave Model Exchange Setup

The WRF-ARW and WAM models were set to “online” exchange fields every 600 s (i.e., equal to the source time step of WAM) through OASIS3-MCT coupler. The sea-state-dependent Charnock parameter $\alpha$ (dimensionless) and the wave phase velocity at the peak of the wave spectrum $C_p$ (m s$^{-1}$) estimated by WAM [44] were configured to be sent...
to WRF-ARW whilst $U_{10\text{-mer}}$ and $U_{10\text{-zon}}$ meridional and zonal components (m s$^{-1}$) of 10-m wind, respectively, estimated by WRF-ARW were configured to be sent to WAM. The Charnock parameter was used in the estimation of roughness length (m) in WRF-ARW using Charnock’s (1955) equation enriched by a viscous sublayer part [73]:

$$z_0 = \frac{a u^2}{g} + \frac{0.11 v}{u^*},$$  \hfill (1)

where $g$ is the Earth’s gravitational acceleration constant (m s$^{-2}$), $u^*$ is friction velocity (m s$^{-1}$) and $v$ is air kinematic viscosity (m$^2$ s$^{-1}$). The sea-state-dependent Charnock parameter estimation is based on the quasi-linear theory of wind-wave generation [74–76] and is given by

$$\alpha = \frac{0.01}{\sqrt{1 - \frac{\tau^w}{\tau}}},$$  \hfill (2)

where $\tau^w$ is the wave stress (N m$^{-2}$) and $\tau$ is the total stress (N m$^{-2}$), that is, adding turbulent and wave stresses while neglecting viscous stress. The wave phase velocity at the peak of the wave spectrum is defined as follows:

$$c_p = \sqrt{\frac{g \lambda_p}{2\pi} \tanh \left( \frac{2\pi h}{\lambda_p} \right)},$$  \hfill (3)

where $\lambda_p$ is the wavelength (m) at the peak of the wave spectrum and $h$ is the water depth (m).

Main model setup settings and exchange characteristics are summarized in Table 1.

### Table 1. Configuration settings of WRF-ARW v4.0 and WAM v4.5.4 models.

| Model Setup                      | WRF-ARW v4.0          | WAM v4.5.4          |
|----------------------------------|-----------------------|--------------------|
| **Horizontal grid spacing**      | 10 km × 10 km         | 0.1° × 0.1°        |
| **Time steps**                   | 60 s                  | Source 600 s, Propagation 75 s |
| **Vertical Levels**              | 38                    |                    |
| **Initial & Boundary Conditions**| GFS-ANL (0.5° × 0.5°), RTG SST (0.083° × 0.083°) update & sea-state-dependent Charnock ($\alpha$) | “Hot start” through 6-day pre-processing simulations |
| **Surface layer**                | Revised Monin-Obukhov [66] modified by Varlas et al. [45] |                    |
| **PBL**                          | Yonsei University (YSU) [67] |                    |
| **Cloud microphysics**           | Thompson [70]         |                    |
| **Cumulus**                      | Grell-Freitas ensemble [71] |                    |
| **Land**                         | Unified NOAH [68]     |                    |
| **Radiation**                    | RRTMG [69]            |                    |
| **Topography/Bathymetry**        | GMTED 2010 [65]       | ETOPO1 [72]        |
| **Spectral resolution**          | 24 directions & 25 frequencies (0.042–0.411 Hz) |                    |
| **Exchanged fields**             | $U_{10\text{-mer}}$ & $U_{10\text{-zon}}$ (WRF to WAM), $C_p$ & $\alpha$ (WAM to WRF) |                    |
| **Exchange frequency**           | 600 s                 |                    |

#### 2.1.4. SSA Emission Modeling and Implementation of L18 Whitecap Fraction Parameterization

The WRF-Chem model was set up on the same domain as the WRF-ARW model and used the Goddard Chemistry Aerosol Radiation and Transport (GOCART) aerosol
module [60,61] for SSA modeling. It is important to note here that no aerosol-to-atmosphere feedbacks were considered in this study facilitating a more straightforward comparison of the two parameterizations. SSA modeling is determined by SSA emissions (μg m⁻² s⁻¹) along the air-sea interface, estimated by approximating the dry sea-salt mass released during the sea-spray droplets production. In this study, the latter is represented by the empirical density function \( \frac{dF}{dr} \) (particles m⁻² s⁻¹ μm⁻¹) proposed by Monahan et al. [62] and modified by Gong et al. [63]. It expresses the rate of sea-spray droplet generation per unit area of sea surface, per increment of particle radius \( r \). It is dependent on the whitecap fraction \( W \) (dimensionless), the time constant \( \tau \) characterizing the whitecap decay, taken as 3.53 s [76] and the shape function \( \frac{dE}{dr} \) that is, the number of droplets generated by bubble-bursting processes during the gradual decay of a whitecap surface unit per increment droplet radius (m⁻² μm⁻¹). It is given by

\[
\frac{dF_0}{dr} = W\tau^{-1}\frac{dE}{dr} = W \times 3.53^{-1} \times 1.262 \times 10^6 \times r^{-3} \left(1 + 0.057r^{1.05}\right) \times 10^{1.19e^{(-r^2)}},
\]

where \( B = (0.38 - \log r)/0.65 \).

To estimate whitecap fraction \( W \), the GOCART aerosol module of the version 4.0 of WRF-Chem model uses by default the M80 [32] wind-speed-dependent parameterization with a small modification in the 10-m wind speed \( U_{10} \) (m s⁻¹) exponent that is, 3.2 instead of 3.41 of the original equation. Therefore, M80 whitecap fraction is given by

\[
W = 3.84 \times 10^{-6} U_{10}^{0.2}.
\]

Using the M80 whitecap fraction, the density function used in the GOCART module is given by

\[
\frac{dF_0}{dr} = 1.373 \times U_{10}^{3.2} r^{-3} \left(1 + 0.057r^{1.05}\right) \times 10^{1.19e^{(-r^2)}}.
\]

To assess sea-state effects on SSA emissions that determine SSA modeling in the atmosphere, the wave-age-dependent L18 parameterization for the whitecap fraction estimation proposed by Lafon et al. [38] that aimed to incorporate fetch and wave age information in the whitecap fraction estimation. L18 parameterization consists of two parts according to the range of wave age (dimensionless) values estimated by the ratio between the wave phase velocity at the peak of the spectrum (Equation (3)) as estimated by WAM model [44] was used for \( C_p \) in this study, as more suitable to represent the propagation of wave crests. The exponents 2.5 and −0.41 are related with active whitecaps after initial wave breaking whilst the constants 20 and 0.6 are related with passive whitecaps during decay phase of breaking waves. The density function was modified accounting that L18 whitecap fraction is expressed in (%). Therefore, the modified density function using L18 whitecap fraction is given by

\[
\begin{align*}
\frac{dF}{dr} &= 7.151 \times 10^4 \times (C_p/U_{10})^{2.5} r^{-3} \left(1 + 0.057r^{1.05}\right) \times 10^{1.19e^{(-r^2)}} \quad \text{for } C_p/U_{10} \leq 0.35, C_p/U_{10} > 0.35. \\
\frac{dF}{dr} &= 0.215 \times 10^4 \times (C_p/U_{10})^{-0.41} r^{-3} \left(1 + 0.057r^{1.05}\right) \times 10^{1.19e^{(-r^2)}}
\end{align*}
\]
for $C_p/U_{10} \leq 0.35$, $C_p/U_{10} > 0.35$.

The transport sea-salt size distribution in the model using either M80 or L18 whitecap fraction is represented with four radius bins. These four bins correspond to the following radius ranges: bin1 ($r = 0.1–0.5 \mu m$), bin2 ($r = 0.5–1.5 \mu m$), bin3 ($r = 1.5–5 \mu m$) and bin4 ($r = 5–10 \mu m$) following Chin et al. [61]. It is noteworthy that the application of density function for the radius ranges of bins facilitates a more detailed discretization of SSAs, compared to an alternative approach without the use of bins. The transport size distribution is based on the dry radius of the particles and it is used for describing the SSA transport in the GOCART aerosol module of the WRF-ARW-Chem model. However, the source SSA size distribution that is used in the density function is estimated considering 80% RH (instead of dry particles) in order to represent the ambient moisture conditions along the air-sea interface. For that reason, the radii of the four bins in the density function calculations for SSA flux are considered to be doubled according to Chin et al. [61]; de Leeuw et al. [1]. Hence, at 80% RH the four model bins are assumed to represent the following radius ranges: bin1 ($r = 0.2–1 \mu m$), bin2 (for $r = 1–3 \mu m$), bin3 ($r = 3–10 \mu m$) and bin4 ($r = 10–20 \mu m$).

As marked by de Leeuw et al. [1], such a size extension (i.e., bin4 with $r = 10–20 \mu m$ at 80% RH) is out of the validity range of the density function proposed by Monahan et al. [62] which is valid for $r = 0.2–10 \mu m$ at 80% RH [42] and, thus, only the first 3 bins are considered for this study.

In this context, the calculation of the sea-spray number flux along the air-sea interface is initially performed considering the source radii at 80% RH but afterwards the SSA mass in the model is redistributed in the dry transport bins ignoring the water content of droplets. Therefore, the dry SSA mass concentration in each of the first 3 bins considered in this study is estimated for each grid cell considering the dry sea-salt density ($2200 \text{ kg m}^{-3}$) and the equivalent dry sea-salt volume, assuming that dry radius is a half of radius at 80% RH [1,61].

It is important to note here that all SSA simulations were based on initial SSA concentrations produced by 6-day preprocessing simulations adopting a “hot start” approach as also applied for the wave modeling. In this way, WRF-Chem was initialized with non-zero SSA concentrations in the lower atmosphere that is considered as more realistic than a “cold start” approach that delays the vertical transport of SSAs.

Figure 3 illustrates CHAOS chain procedures for SSA modeling according to the methodology presented. The results were assessed in three case studies using in-situ measurements and lidar-derived observations as presented in the following sections.

2.2. Lidar Observations and In-Situ Measurements Over Eastern Mediterranean

The implementation of the new whitecap fraction parameterization in CHAOS was assessed using observations collected during the CHARADMEXP campaign (CHARacterization of Aerosol mixtures of Dust and Marine origin Experiment; http://charadmexp.gr (accessed on 17 December 2020); June-July 2014) and in the frame of the ERC D-TECT grant (Does dust triboelectrification affect our climate?; http://d-tect.space.noa.gr/ (accessed on 17 December 2020); September 2018) over the Eastern Mediterranean. CHARADMEXP took place at Finokalia station (35.34° N, 25.67° E, 258 m elevation, Greece http://finokalia.chemistry.uoc.gr/ (accessed on 17 December 2020)), located in the northeast part of the island of Crete. ERC D-TECT observations took place at the PANhellenic Geophysical observatory of Antikythera (PANGEA observatory; 35.86° N, 23.31° E, 193 m elevation, Greece, https://react.space.noa.gr/ (accessed on 17 December 2020)). Both islandic stations are background stations of the Aerosol, Clouds and Trace Gases Research Infrastructure (ACTRIS, https://www.actris.eu/ (accessed on 17 December 2020)) and are representative of the marine conditions of Eastern Mediterranean [77,78].

Both campaigns were implemented by the National Observatory of Athens (NOA) with main objectives to characterize dust and marine particles, as well as to assess the impact of particle electrification on desert dust dynamics and long-range transport. Finokalia and Antikythera locations are both seaside stations far away from city centers and for
that reason, they are ideal for studying the properties of aerosol particles originating from natural sources, like sea salt, under typical Mediterranean background conditions. In both campaigns, continuous lidar observations were collected along with in-situ measurements.

![Diagram](image)

**Figure 3.** Schematic illustration of sea-salt aerosol (SSA) modeling by the WRF-Chem v4.0 chemical model using the M80 and L18 whitecap fraction parameterizations. The $U_{10-mer}$ and $U_{10-zon}$ meridional and zonal components of 10-m wind, respectively, estimated by the WRF-ARW v4.0 atmospheric model as well as the wave phase velocity at the peak of the wave spectrum ($\alpha_p$) and the Charnock parameter ($\alpha$) estimated by the WAM v4.5.4 wave model are exchanged between the two models through the OASIS3-MCT v3.0 coupler. Consequently, $C_p$, $U_{10-mer}$ and $U_{10-zon}$ are sent to WRF-Chem to estimate SSA emissions following M80 and L18 whitecap fraction parameterizations ($W_{M80}$ and $W_{L18}$, respectively), based on 10-m wind speed ($U_{10}$) for M80 and on the ratio between $C_p$ and 10-m wind speed ($U_{10}$) for L18. SSA concentrations in the lower atmosphere simulated by WRF-Chem according to M80 and L18 SSA emissions were finally assessed using lidar-derived observations and in-situ measurements.

2.2.1. Lidar Observations and Concentrations

Two PollyXT lidar systems were deployed at Finokalia and Antikythera during the aforementioned campaigns, the PollyXT-OCEANET and the PollyXT-NOA systems [79]. Both systems are multi-wavelength lidar system with continuous operation capability and they are members of the European Aerosol Research Lidar Network (EARLINET; earlinet.org) [80] and the Raman and Polarization lidar NETwork (PollyNET; picasso.tropos.de) [81]. PollyXT lidar systems enable the retrieval of the particle backscatter coefficient at 355, 532 and 1064 nm [82–85], the extinction coefficient at 355 and 532 nm [86], the depolarization ratio at 355 and 532 nm [87] and the water vapor mixing ratio at 407 nm [88]. The combined use of two receivers deployed by the system, a near and a far-range telescope, enables the retrieval of aerosol optical properties from the upper troposphere down to complex boundary layer structures. Specifically, they retrieve aerosol optical properties at height as low as 200 m above the ground (full overlap height of PollyXT lidars). The aforementioned observations can provide input data for inversion algorithms to obtain particle microphysical properties, such as the size distribution and concentration profiles. Well-known methodologies in the field take advantage not only from lidar
measurements but also from coincident sun-photometer observations. This synergistic approach enhances the retrieval and delivers more accurate aerosol properties.

One such example is the LIRIC algorithm (LIdar-Radiometer Inversion Code) [89], used in this work, in order to calculate the SSA mass concentration profiles from lidar measurements taking also into account columnar microphysical properties provided by a collocated sun-photometer. The algorithm performs best for the separation of marine aerosols, that mainly reside in the coarse mode (coarse spherical particles) from aerosol mixtures, where particles of anthropogenic origin (fine spherical particles) and dust particles (non-spherical particles) co-exist [90]. An overview of the analysis scheme used in LIRIC is presented in Figure 4, followed by a short description.

**Figure 4.** LIdar-Radiometer Inversion Code (LIRIC) Input and Output Parameters.

The LIRIC algorithm utilizes the synergy between lidar measurements and the AERONET aerosol product from the sun-photometer measurements and obtains vertically resolved particle concentrations. Specifically, the inputs are the total attenuated elastic backscatter signals at three lidar wavelengths (355, 532 and 1064 nm) and, optionally, the linearly cross polarized attenuated backscattered at 532 nm, along with the columnar aerosol properties from the AERONET aerosol product such as the spectral Single Scattering Albedo, the aerosol volume size distribution and the spectral aerosol phase function. An optimal estimation algorithm identifies the vertical volume concentration profiles of atmospheric particles in up to three modes that best reproduce the measured lidar signals, considering the microphysical properties from the AERONET aerosol product. In the 2-modes retrieval fine and coarse aerosols are separated. The 3-modes inversion is only available when the cross polarized attenuated backscatter at 532 nm is provided as input. In this case, fine, coarse spherical and coarse non-spherical aerosols are separated. The separation radius between fine and coarse modes is defined in LIRIC as the radius that corresponds to the AERONET size distribution minimum in the region 0.194–0.576 μm. The algorithm is extensively described in Chaikovksky et al. [89]. It has already been validated using ground-based [90] and airborne [91] in-situ measurements and has also been inter-compared with the retrievals of similar aerosol inversion algorithms [90]. It has been applied in the past for the validation of desert dust transportation models [92] and air quality models [93].

At heights lower than the PollyXT full overlap (200 m above station), the volume concentration profiles of LIRIC algorithm are considered constant, which in case studies as those presented herein for marine particles, can introduce uncertainties to the lowermost part of the profile [94,95]. Furthermore, the coarse spherical volume concentration profiles of LIRIC (ppb) are assumed to solely correspond to the coarse sea salt particles. Some adaptations are required here as the definition of the coarse mode is different between CHAOS,
LIRIC and the in-situ instruments. The bin1 of the model at 80% RH includes radii between 0.2 and 1.0 µm and already contains part of the LIRIC coarse particles. The separation radius that corresponds to the lower boundary of the coarse mode in LIRIC is 0.439 µm for all the cases in this study. In addition, the upper boundary of the coarse mode of LIRIC is 15 µm, in accordance with the AERONET inversions, while the bin3 of CHAOS ends at 10 µm. In order to make the LIRIC concentration profiles compatible with the model, the AERONET size distribution is deployed per case. LIRIC assumes constant shapes of the fine and coarse modes per vertical level. The coarse spherical and coarse non-spherical modes share the same shape. A common conversion approach is to integrate over the common size region of LIRIC and CHAOS (0.439–10 µm) or LIRIC and in-situ (0.439–5 µm) and calculate the fraction of the common to the total coarse mode concentration (0.439–15 µm) with the AERONET size distribution. Then, this fraction is applied to convert the total coarse spherical particles of LIRIC to the model compatible SSAs per case. Details of this procedure can be found in, for example, Tsekeri et al. [90] and Siomos et al. [93]. The region 0.2–0.439 µm that is included in the model is out of the coarse mode range of LIRIC where no separation of spherical particles and, consequently, of SSAs is possible. We have seen, however that the concentration fraction of this region to the total coarse mode of LIRIC is less than 0.2% in all the cases and probably even smaller considering that fine SSAs are only a fraction of the fine mode. This is expected since this region falls in the size distribution minimum. As a result, we assume that the lower boundaries of LIRIC and CHAOS are compatible and no further boundary corrections have to take place.

Another adaptation that is required here is to convert the volume sea salt concentration profiles of LIRIC (ppm) measured in ambient conditions to dry sea salt mass concentration profiles that are modeled in CHAOS (µg m⁻³). The conversion can be obtained when combining the definition of density with an empiric relationship of de Leeuw et al. [1], used to model the aerosol hygroscopic growth in regions where the relative humidity is sufficiently low, as follows

\[ m_{\text{dry}} = \frac{d_{\text{dry}} V_{\text{amb}}}{1.26 \left(1 + \frac{1}{1-h}\right)}. \]  

Here, \( m_{\text{dry}} \) is the dry mass concentration, \( h \) is the fractional relative humidity (RH) equal to RH(%) / 100, \( d_{\text{dry}} \) is the density of dry sea-salt particles (2200 kg m⁻³) and \( V_{\text{amb}} \) is the volume concentration estimated by LIRIC expressed in ppb. The relative humidity was estimated by the simulated profiles at Finokalia and Antikythera. Equation (9) was applied for the conversion in this study.

### 2.2.2. In-Situ Measurements

At Finokalia, aerosol PM10 samples were collected with a low volume sequential sampler (Comde-Derenda GmbH) operated at 16.7 lpm flowrate. Samples were collected on quartz fiber filters (Pallflex Membrane Filters Tissuquartz 2500qat-Up, 47 mm). At PANGEA, samples were collected without a specific cut-off (corresponding thus to Total Suspended Particles; TSP) on pre-baked 8 x 10 in. quartz filters (2500QAT-UP, Pall) using a high-volume sampler for 24 h at a flow rate of 2 m³ min⁻¹. Immediately after collection, the filter samples were wrapped in prebaked aluminum foil and refrigerated until analysis.

For the chemical analysis of the collected samples, 2 cm² punches from the quartz filters were extracted in an ultrasonic bath and were then filtered using syringe filters to remove insoluble species. The acquired solutions were analyzed by ion chromatography for the determination of the main ionic species concentrations. Ions were determined using a Dionex-500 ion chromatograph equipped with an Ion Pac AS4A-SC column and an AG4A-SC precolumn, with an ASRS-300 suppressor for anions determination, while cations, an Ion Pac CS12A column and a CG12A guard column were used [96]. Sea salt concentration was calculated based on aerosol ionic composition according to [97], so that \( [\text{Sea salt}] = [\text{Na}^+] + [\text{Cl}^-] + [\text{ss-Mg}^2+] + [\text{ss-K}^+] + [\text{ss-Ca}^2+] + [\text{ss-SO}_2^-] \) (ss denotes the fraction of the specific ionic concentration with marine origin).
3. Results

3.1. Synoptic Analysis of the Three Case Studies

The implementation of the new whitecap fraction parameterization in CHAOS was tested on three cases studies: 4 July 2014, 15 July 2014 and 15 September 2018. CHAOS was set up to simulate the three cases initializing on 3 July at 00:00 UTC, on 14 July 2014 at 00:00 UTC and on 13 September 2018 at 00:00 UTC, respectively. All the simulations were based on initial wave spectrum and SSA concentrations produced by 6-day preprocessing simulations. Figure 5a,c,e illustrates the mean sea level (MSL) pressure (color-shaded in hPa) and the geopotential height (solid black contours in gpm) at 500 hPa as well as Figure 5b,d,f demonstrates the temperature (color-shaded in °C) at 500 hPa for the three case studies, respectively, based on GFS-ANL data. The first case (4 July 2014) was characterized by “Etesian” winds, intense north-northeast winds over the Aegean Sea, as evidenced by the MSL pressure gradient between the high pressures over the Balkan Peninsula and the low pressures over Turkey and Cyprus. The second case (15 July 2014) was characterized by westerly winds over the southern Aegean Sea with lower intensity whilst an upper-air trough covered a wide region of Greece. The third case (15 September 2018) is a typical example of mild autumn weather with low atmospheric pressure gradients and low-moderate winds originated by various directions. Summarizing, the three cases can be considered to represent a wide range of wind conditions over the Aegean Sea, that is, the area where Finokalia and Antikythera stations are located, with high, moderate and low winds, respectively. This facilitates a good testing of the response of SSA emissions and concentrations on the different approaches for whitecap fraction estimation adopted in this study. Moreover, no cloudiness was observed according to satellite data (not shown) provided by the European Organization for the Exploitation of Meteorological Satellites (EUMETSAT) and online illustrated in https://weather.us/satellite/greece/satellite-visible-archive/ (accessed on 17 December 2020). Subsequently, no rain was observed during the aerosol measurements at Finokalia and Antikythera stations as indicatively shown by the observations of the nearest meteorological stations of the National Observatory of Athens at Agios Nikolaos (35.19° N, 25.72° E, 30 m elevation, Greece, http://meteosearch.meteo.gr/data/aghiosnikolaos/2014-07.txt (accessed on 17 December 2020)) and at Falasarna (35.49° N, 23.58° E, 10 m elevation, Greece, http://meteosearch.meteo.gr/data/falasarna/2018-09.txt (accessed on 17 December 2020)), respectively. The lack of rain during the aerosol measurements implies no wet deposition of SSAs, facilitating a more straightforward evaluation of the results against the measurements.

3.2. Identification of Observed Aerosols and Air Masses

On 4 July 2014, PollyXT measurements are presented in Figure 6. Daily variations of the aerosol load as well as the differences in the nature of the particles present above the station, are depicted in terms of the Total Attenuated Backscatter Coefficient at 1064 nm (Figure 6a) and the Volume Linear Depolarization Ratio at 532 nm (Figure 6b). These two quantities are indicative of the particles’ concentration and shape respectively. To derive the optical and geometrical aerosol properties, needed for particle characterization, lidar measurements on this day were averaged between 04:00 and 06:00 UTC. Results are presented in Figure 6a as the particle backscatter coefficient profiles (β; at 355, 532 and 1064 nm) and in Figure 6b (right) as particle depolarization ratio profiles (δ_p; at 532 nm). In these lidar retrievals, the β and δ_p present values characteristic of dust aerosols (found between 2 and 6 km) and aerosols of marine origin (found below 1 km).

For the characterization of the aerosol layers at Finokalia and Antikythera station the atmospheric dispersion FLEXPART-WRF model was used in backward mode for the computation of source-receptor relationships [98]. The dispersion model was coupled offline with the WRF-ARW atmospheric model. The backward FLEXPART runs were performed for 5-day periods and we assumed a release of 40,000 tracer particles from each layer that was observed at specific heights over Finokalia and Antikythera station. During this time interval, there was a mixture of marine, dust and continental particles present at Finokalia station. We created emission sensitivity maps with the information on the areas...
the tracer particles detected at heights between 0–1 km in the past 5-days, along with the information of the time that the tracer particles spend there. For this case study, the air-masses at lower altitudes (below 3 km) follow north-northwestern directions (Figure 6c; left and middle plot), carrying marine particles mostly from the Aegean Sea along with possible contribution of continental particles from the Balkans up to 1 km and a mixture of marine, continental and dust particles at 1–3 km. Between 2 and 6 km the air masses are related with in dust transport from the Sahara Desert (Figure 9a; right plot). The elevated dust plume was located between 3 and 6 km presenting $\delta_p$ values $22 \pm 2 \%$, while the layer of interest consisting of marine and polluted continental particles originating from Northern Italy and the Balkans, is less depolarizing ($\delta_p = 4.3 \pm 0.4 \%$) and extends from the surface up to 2.5 km.

Figure 5. (a) Mean sea level (MSL) pressure (color-shaded in hPa) and geopotential height (solid black contours in gpm) at 500 hPa as well as (b) temperature (color-shaded in °C) at 500 hPa for 4 July 2014 at 06:00 UTC. Similarly for 15 July 2014 at 12:00 UTC (c,d) and 15 September 2018 at 00:00 UTC (e,f). The maps were based on Global Forecasting System operational analyses (GFS-ANL) data. PANGEA and Finokalia locations are also illustrated on the maps.
for the computation of source-receptor relationships [98]. The dispersion model was coupled offline with the WRF-ARW atmospheric model. The backward FLEXPART runs were performed for 5-day periods and we assumed a release of 40,000 tracer particles from each layer that was observed at specific heights over Finokalia and Antikythera station. During this time interval, there was a mixture of marine, dust and continental particles present at Finokalia station. We created emission sensitivity maps with the information on the areas the tracer particles detected at heights between 0–1 km in the past 5-days, along with the information of the time that the tracer particles spend there. For this case study, the air-masses at lower altitudes (below 3 km) follow north-northwestern directions (Figure 6c; left and middle plot), carrying marine particles mostly from the Aegean Sea along with possible contribution of continental particles from the Balkans up to 1 km and a mixture of marine, continental and dust particles at 1–3 km. Between 2 and 6 km the air masses are related with dust transport from the Sahara Desert (Figure 9a; right plot). The elevated dust plume was located between 3 and 6 km presenting $\delta_p$ values $22\pm%$, while the layer of interest consisting of marine and polluted continental particles originating from Northern Italy and the Balkans, is less depolarizing ($\delta_p = 4.3 \pm 0.4\%$) and extends from the surface up to 2.5 km.

Under the presence of two—mainly—coarse mode aerosols (spherical–marine particles and non-spherical–dust particles), we use the 3-mode LIRIC retrieval to derive the particle volume concentration profiles for each mode.

The second case study is a day with marine and polluted continental particles. Total attenuated backscatter coefficient (Figure 7a) shows low aerosol concentration below 3 km, while $\delta_p$ values $< 5\%$ indicate spherical particles [99] (Figure 7b). This is also supported by the FLEXPART-WRF backward simulations indicating that the air masses above Finokalia followed mainly western directions having a marine origin with a possible contribution of continental aerosol from southern Italy (Figure 7c). For this case we used the 2-mode LIRIC retrieval to calculate coarse and fine mode volume concentration profiles which we consider to be mainly of marine and continental origin, respectively.

The third case study is a day with polluted continental and marine particles below 3 km, carried by air masses following mainly northern directions (Figure 8). FLEXPART-WRF backward simulations for this day showed that the air masses arriving below 1 km...
were of both continental and marine origin (Figure 8c). Again, the 2-mode LIRIC retrieval was used to disentangle the contribution of fine mode (continental) and coarse mode (marine) particles, to the total aerosol load.

Figure 6. (a) Time-height plot of the total attenuated backscatter coefficient at 1064 nm alongside with particle backscatter coefficient profiles at 355, 532 and 1064 nm and (b) time-height plot of the volume linear depolarization ratio alongside with profiles of the particle depolarization ratio at 532 nm from PollyXT measurements at Finokalia on 4 July 2014. Red rectangle indicates the time period from 04:00 to 06:00 UTC used for the LIRIC retrieval. The backscatter and depolarization profiles shown correspond to the time period from 00:10 to 02:25 UTC; (c) Five-day backward FLEXPART-WRF calculation of emission sensitivity in [(log)(s m³ kg⁻¹)], for the particles arriving at Finokalia on 4 July 2014 07:00 UTC, at heights 0.5–1 km (left), 1–3 km (middle) and 4–6 km (right) above ground level (a.g.l.), from heights between 0–1 km a.g.l.

Figure 7. (a) Time-height plot of the total attenuated backscatter coefficient at 1064 nm alongside with particle backscatter coefficient profiles at 355, 532 and 1064 nm and (b) time-height plot of the volume linear depolarization ratio alongside with profiles of the particle depolarization ratio at 532 nm from PollyXT measurements at Finokalia on 15 July 2014. Red rectangle indicates the time period from 12:30–14:30 UTC used for the LIRIC retrieval. The averaged backscatter and depolarization profiles shown correspond to the time period from 15 July at 23:15 UTC to 16 July at 00:45 UTC; (c) Five-day backward FLEXPART-WRF calculation of emission sensitivity in [(log)(s m³ kg⁻¹)], for the particles arriving at Finokalia on 15 July 2014 14:00 UTC, at heights 0–1 km (left) and 1–3 km (right) a.g.l., from heights between 0–1 km.

3.3. Comparison of Simulated SSA Emissions and Concentrations

The comparison of results produced by the M80 and L18 simulations indicates interesting differences revealing the sea-state impact on SSA emissions and, subsequently, on SSA modeling in the troposphere. Regarding the first case, Figure 9a,b shows 10-m wind speed and wave age expressed as the ratio between the wave phase velocity at the peak of the spectrum and the 10-m wind speed on 4 July 2014 at 06:00 UTC. Northerly winds were very intense over the Aegean Sea reaching 22 m s⁻¹ at the south of Crete (Figure 9a). This is a typical example of Etesian winds which caused young wind-waves with wave ages up to 2 (Figure 9b). At the same time, SSA emissions estimated using M80 whitecap fraction [32] are shown to follow the wind pattern reaching very high values up to 6 µg m⁻² s⁻¹ (Figure 9c).
This strong dependence on wind speed when using M80 whitecap fraction in the density function of Monahan et al. [62] and Gong et al. [63] is shown to cause high spatial SSA emission variabilities. Contrariwise, the use of L18 whitecap fraction [42] yields lower SSA emission peaks reaching up to 1 µg m\(^{-2}\) s\(^{-1}\) but increases pattern homogeneity, strongly evidenced at several open-sea areas where winds were weak-moderate and wave ages were low. This is explained by the dependence of L18 to sea state supporting whitecaps even under weak-moderate winds. In contrary, M80 almost zeroes the whitecaps for weak winds, ignoring wave propagation.

The third case study is a day with polluted continental and marine particles below 3 km, carried by air masses following mainly northern directions (Figure 8). FLEXPART-WRF backward simulations for this day showed that the air masses arriving below 1 km were of both continental and marine origin (Figure 8c). Again, the 2-mode LIRIC retrieval was used to disentangle the contribution of fine mode (continental) and coarse mode (marine) particles, to the total aerosol load.

Figure 8. (a) Time-height plot of the total attenuated backscatter coefficient at 1064 nm alongside with particle backscatter coefficient profiles at 355, 532 and 1064 nm and (b) time-height plot of the Volume Linear Depolarization Ratio at 532 nm alongside with profiles of the Particle Linear Depolarization Ratio at 532 nm from PollyXT measurements at Antikythera on 15 September 2018. Red rectangle indicates the time period from 05:00 to 06:00 UTC used for the backscatter and depolarization profiles and the LIRIC retrieval; (c) Five-day backward FLEXPART-WRF calculation of emission sensitivity in \([\log(s/m^3/kg^{-1})]\), for the particles arriving at Antikythera on 15 September 2018 05:30 UTC, at heights 0–0.4 km (left), 1–3 km (middle) and 2–3 km (right) a.g.l., from heights between 0–1 km a.g.l.

The second case was characterized by westerly winds locally exceeding 10–12 m s\(^{-1}\) at the southern Aegean Sea on 15 July 2014 at 12:00 UTC (Figure 10a). The lowest wave ages at the Aegean Sea were a little higher than the first case indicating weaker wind-wave generation (Figure 10b). Nevertheless, it is interesting that fetch for westerly winds is increased for the specific area resulting to wave age values of 1–2 over a wide sea region. This caused a significant difference between M80 and L18 simulated SSA emissions.
Similarly to the first case, M80 produced SSA emission peaks at wind peak locations, reaching in the range of 1–1.5 $\mu g m^{-2} s^{-1}$, however, L18 yielded SSA emissions ranging from 0.6 to 0.8 $\mu g m^{-2} s^{-1}$ at a widespread area, reducing spatial heterogeneity.

The second case was characterized by westerly winds locally exceeding 10–12 m s$^{-1}$ at the southern Aegean Sea on 15 July 2014 at 12:00 UTC (Figure 10a). The lowest wave ages at the Aegean Sea were a little higher than the first case indicating weaker wind-wave generation (Figure 10b). Nevertheless, it is interesting that fetch for westerly winds is increased for the specific area resulting to wave age values of 1–2 over a wide sea region. This caused a significant difference between M80 and L18 simulated SSA emissions. Similarly to the first case, M80 produced SSA emission peaks at wind peak locations, reaching

![Figure 9.](image)

Figure 9. (a) Wind speed (m s$^{-1}$) at 10 m; (b) wave age expressed as the ratio between the wave phase velocity (m s$^{-1}$) at the peak of the spectrum and the 10-m wind speed (m s$^{-1}$); SSA emissions ($\mu g m^{-2} s^{-1}$) for 4 July 2014 at 06:00 UTC estimated using (c) M80 (d) L18 whitecap fraction in CHAOS. 10-m wind vectors are superimposed on all the maps. SSAs initially generated with radius in 0.2–10 $\mu m$ range at 80% RH are considered.

The third case was the weakest-wind case with variable winds. On 15 September at 06:00 UTC, northwesterly winds were blowing, reaching 10 m s$^{-1}$ locally at the south-eastern Aegean Sea (Figure 11a). Moreover, winds were too weak at the Ionian Sea. Young waves were generated at the Aegean Sea whilst older waves were propagated at a wide part of the Ionian Sea (Figure 11b). Given the wind speed and wave age patterns, M80 simulated SSA emissions which were significantly lower than the L18 ones, especially at the young sea areas. It is noteworthy that it is the only case in which L18 exceeded the M80 SSA emission maxima, reaching 0.6–0.8 and 0.4–0.6 $\mu g m^{-2} s^{-1}$, respectively. This confirms that the L18 parameterization is dependent not only on wind speed but also on the relative propagation of winds and waves determining wind-wave generation and whitecapping.
in the range of 1–1.5 \( \mu g \ m^{-2} \ s^{-1} \), however, L18 yielded SSA emissions ranging from 0.6 to 0.8 \( \mu g \ m^{-2} \ s^{-1} \) at a widespread area, reducing spatial heterogeneity.

**Figure 10.** (a) Wind speed (m s\(^{-1}\)) at 10 m; (b) wave age expressed as the ratio between the wave phase velocity (m s\(^{-1}\)) at the peak of the spectrum and the 10-m wind speed (m s\(^{-1}\)); SSA emissions (\( \mu g \ m^{-2} \ s^{-1} \)) for 15 July 2014 at 12:00 UTC estimated using (c) M80 (d) L18 whitecap fraction in CHAOS. 10-m wind vectors are superimposed on all the maps. SSAs initially generated with radius in 0.2–10 \( \mu m \) range at 80% RH are considered.

Summarizing the three cases, it seems that the SSA emissions in L18 simulations are characterized by a more limited range compared to the M80 ones. For a physical interpretation of the L18 results, we analyzed the dependence of SSA emissions on wind speed, on wave phase velocity at the peak of the spectrum, on wave age and on significant wave height (SWH) (Figure 12a–d). Simulation results at the sea area defined by 19° E–29° E and 33° N–41° N, during the period from 14 July 2014 at 01:00 UTC to 16 July 2014 at 00:00 UTC of the second case study were used. It is important to note that the behavior of the two parameterizations was similar in the three case studies and thus only the results of the second case study are presented in Figure 12. As shown in Figure 12a, L18 (red) yielded a more complex result than the M80 (blue) with more scattered points for L18 as opposed to “an easy to predict/fit” M80 exponential growth and this reflects that L18 approach is more sophisticated including more physical processes in the SSA emissions. L18 SSA emissions increased even under low winds while M80 ones present a substantial increase with the wind speed, finally exceeding 2.4 \( \mu g \ m^{-2} \ s^{-1} \) over 14 m s\(^{-1}\) (Figure 12a). This is explained by Figure 12b,c demonstrating a trend of L18 SSA emissions to increase in low wave phase velocities representing short-wavelength wind-generated waves characterized by low wave ages. Such young waves are usually triggered by local winds even characterized by low-moderate speeds as shown in Figure 12a. These waves totally generate a large
amount of SSAs by bubble-bursting in whitecaps despite they are not characterized by high SWH, as illustrated in Figure 13d. This is attributed to the fact that young waves rapidly break trapping air in upper ocean increasing whitecapping. The maxima of L18 SSA emissions occurred for wave ages ~0.35, indicating very young waves and maxima of whitecap fraction. This is explained by Equation (7) of L18 whitecap fraction having the wave age value of 0.35 as turning point of the two equation branches [42].

Our results agree in general with the previous study by Piazzola et al. [40] who found a different wave age threshold (i.e., 0.69) for whitecap fraction maxima, using a sea-state dependent model for sea-spray fluxes, following the whitecap fraction parameterization of Lafon et al. [38]. On the other hand, the total air-bubble trapping of one young wave is weaker than one larger wave that is usually related to stronger winds. This is evident in M80 results yielding higher SSA emissions under high winds, considering that large waves cause more intense whitecapping. However, over a specific area, the number of small rapidly-generated waves is larger than the number of bigger waves and thus rapidly-generated waves totally cause even comparable or higher SSA emissions than waves with high SWH (Figure 12d). It is interesting for L18 that low wind speeds in the range of 2–6 m s\(^{-1}\) blowing over sea with SWHs in 0.1–1.5 m range can sharply trigger SSA emis-
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**Figure 11.** (a) Wind speed (m s\(^{-1}\)) at 10 m; (b) wave age expressed as the ratio between the wave phase velocity (m s\(^{-1}\)) at the peak of the spectrum and the 10-m wind speed (m s\(^{-1}\)); SSA emissions (µg m\(^{-2}\) s\(^{-1}\)) for 15 September 2018 at 06:00 UTC estimated using (c) M80 (d) L18 whitecap fraction in CHAOS. 10-m wind vectors are superimposed on all the maps. SSAs initially generated with radius in 0.2–10 µm range at 80% RH are considered.
sions exceeding 0.8–1 µg m⁻² s⁻¹ (Figure 12a,c,d). This wave-age dependent behavior of L18 parameterization explains the SSA emission variabilities and homogeneity differences that are shown in the analysis of the three cases in the previous paragraphs. Totally over the sea area defined by 19° E–29° E and 33° N–41° N, M80 and L18 simulations yielded average SSA emissions of approximately 136 kg s⁻¹ and 270 kg s⁻¹, respectively, considering the period from 14 July 2014 at 01:00 UTC to 16 July 2014 at 00:00 UTC. The high total emission differences between M80 and L18 are attributed to the increased sensitivity of L18 even under weak winds as previously analyzed.

**Figure 12.** Dependence of SSA emissions (µg m⁻³ s⁻¹) on (a) the wind speed (m s⁻¹), (b) the wave phase velocity (m s⁻¹), (c) the wave age expressed as the ratio between the wave phase velocity (m s⁻¹) and the wind speed (m s⁻¹) and (d) the significant wave height (m). The X–Y diagrams refer to simulation results at the sea area defined by 19° E–29° E and 33° N–41° N, during the period from 14 July 2014 at 01:00 UTC to 16 July 2014 at 00:00 UTC. Blue and red colors represent CHAOS simulations using M80 and L18 whitecap fractions, respectively. SSAs initially generated with radius in 0.2–10 µm range at 80% RH are considered.
contributing to the increase of SSA concentrations at the south. As far as the second case is concerned, the respective L18 and M80 average concentrations for the period from 14 July at 00:00 UTC to 16 July at 00:00 UTC of 2014 presented similar differences as the first case reaching 56 and ~30 $\mu$g m$^{-3}$, respectively (Figure 13c,d). Compared with M80, L18 simulated higher SSA concentrations over a wide area of the Ionian Sea. This is explained by the large fetch of the central-eastern Mediterranean Sea resulting to significant wind-wave generation, followed by eastward transport of SSAs with the westerly winds blowing over this area.

The third case is also characterized by marked spatial differences. The respective L18 and M80 average SSA concentrations from 13 September at 00:00 UTC to 16 September at 00:00 UTC of 2018 presented high differences especially over the Ionian Sea reaching 40–50 and 5–10 $\mu$g m$^{-3}$, respectively (Figure 13e,f). This is attributed to the feasibility of the L18 parameterization to produce SSAs even under low-moderate winds at wide areas, discussed in previous paragraphs. Given the weak horizontal transport of SSAs under weak winds, L18 caused vertically accumulated SSAs over wide sea-areas.

**Figure 13.** Vertically and temporarily averaged SSA concentrations ($\mu$g m$^{-3}$) in the first ~400 m from the surface for the periods: 3 July at 00:00 UTC–5 July at 00:00 UTC, 2014, using (a) M80 (b) L18 whitecap fraction, 14 July at 00:00 UTC–16 July at 00:00 UTC, 2014, using (c) M80 (d) L18 whitecap fraction and 13 September at 00:00 UTC–16 September at 00:00 UTC, 2018, using (e) M80 (f) L18 whitecap fraction. SSAs initially generated with radius in 0.2–10 $\mu$m range at 80% RH are considered.

Starting from the lower troposphere, we compare SSA concentrations derived by the M80 and L18 simulations for the three case studies. Figure 13a,b indicatively demonstrates M80 and L18 vertically averaged SSA concentrations in the layer 0–400 m which are also temporarily averaged for the period from 3 July at 00:00 UTC to 5 July at 00:00 UTC of 2014. L18 simulated higher SSA concentrations reaching 57 $\mu$g m$^{-3}$ in comparison with M80 hardly exceeding 30 $\mu$g m$^{-3}$. Hence, the comparison between M80 and L18 SSA concentrations is reversed compared to SSA emissions. This is explained by the more homogeneous emissions of L18 that despite not reaching the peaks of M80, they resulted in
overall higher sea-salt concentrations in the lower atmosphere from wider area. A similar behavior of L18 and M80 simulations is also evidenced over 400 m with gradual reduction of concentrations. It is also interesting that SSA concentration maxima are located at the south of the Aegean and Ionian Seas. This is attributed to the southward horizontal transport of SSAs by the intense north Etesian winds. Also, fetches at the southern Aegean and Ionian Seas are larger than the northern Aegean Sea and the Adriatic Sea, respectively, contributing to the increase of SSA concentrations at the south. As far as the second case is concerned, the respective L18 and M80 average concentrations for the period from 14 July at 00:00 UTC to 16 July at 00:00 UTC of 2014 presented similar differences as the first case reaching 56 and ~30 µg m\(^{-3}\), respectively Figure 13c,d. Compared with M80, L18 simulated higher SSA concentrations over a wide area of the Ionian Sea. This is explained by the large fetch of the central-eastern Mediterranean Sea resulting to significant wind-wave generation, followed by eastward transport of SSAs with the westerly winds blowing over this area. The third case is also characterized by marked spatial differences. The respective L18 and M80 average SSA concentrations from 13 September at 00:00 UTC to 16 September at 00:00 UTC of 2018 presented high differences especially over the Ionian Sea reaching 40–50 and 5–10 µg m\(^{-3}\), respectively (Figure 13e,f). This is attributed to the feasibility of the L18 parameterization to produce SSAs even under low-moderate winds at wide areas, discussed in previous paragraphs. Given the weak horizontal transport of SSAs under weak winds, L18 caused vertically accumulated SSAs over wide sea-areas.

3.4. Evaluation of Simulated SSA Concentrations in the Lower Atmosphere

The simulations were characterized by high differences regarding SSA emissions and concentrations and, thus, the comparison of results with measurements was necessary to assess the effects of the newly implemented L18 sea-state dependent whitecap fraction parameterization [42]. Model results were assessed using in-situ SSA concentration measurements and lidar-derived SSA concentrations at Finokalia station (Crete, Greece) on 4 and 15 July 2014 (Figure 14a–d) and at PANGEA observatory (Antikythera, Greece) on 15 September 2018 (Figure 15a,b). At a glance, Figures 14 and 15 reveal striking differences between results from both parametrizations and the observations. This is itself a significant finding as the only difference of the SSA simulations is the whitecap fraction in the density function.

More specifically, Figure 14a shows dry SSA mass concentration vertical profiles from the height of the Finokalia station up to 2000 m as resulted by the M80 (blue line) and L18 (red line) simulations for 4 July 2014 at 04:00–06:00 UTC. Model results were vertically interpolated at the lidar measurement height. The same plot demonstrates LIRIC dry SSA mass concentrations (aquamarine solid line) and its uncertainty (aquamarine dashed lines) estimated by lidar/sun-photometer derived volume concentrations (ppb) in 0.439–10 µm radius range (ambient RH) applying eq 9 and using the RH profile from the model for the same hours as shown in Figure 14b. Approximate surface LIRIC concentration (aquamarine dot) considering 0.439–5 µm radius range (ambient RH) is also shown in Figure 14a. In the first 250 m from the ground, where the lidars are blind, LIRIC retrievals are only an approximation (aquamarine dashed lines in the profile), as they assume homogenous mixing conditions for the retrieval in these heights, which is not always the case. In-situ measured (black dot) dry SSA mass concentration from 4 July at 00:00 UTC to 5 July at 00:00 UTC, 2014 and the respective M80 (blue dot) and L80 (red dot) simulated dry SSA mass concentrations for the same periods are also shown in Figure 14a. It is important to note that model results refer to the dry mass included in bin1, bin2 and 2/7 of bin3 of SSAs initially generated with radius in 0.2–10 µm range at 80% RH (Table 2). Moreover, lidar/sun-photometer derived volume concentrations calculated with LIRIC refer to SSAs with radius in 0.439–10 µm range (Table 2). Furthermore, in-situ measured concentration refers to the dry mass included in PM10 (r < 5 µm) SSAs collected under ambient RH conditions (Table 2). For the evaluation against in-situ measurement, M80 (blue dot) and L18 (red dot) model dry mass concentrations of SSAs initially generated in 0.2–5 µm range at 80% RH were calculated considering the results of bin1, bin2 and 2/7 of bin3.
Figure 14. (a) Dry SSA (r = 0.2–10 μm at 80% RH) mass concentration (μg m⁻³) vertical profiles from the Finokalia station height up to 2000 m as resulted by M80 (blue line) and L18 (red line) simulations for 4 July 2014 at 04:00–06:00 UTC. LIRIC (aquamarine solid line) dry SSA (r = 0.439–10 μm at ambient RH) mass concentrations estimated by lidar/sun-photometer derived volume concentrations (ppm) using eq. 9 and (b) model-estimated RH (%) vertical profiles from the Finokalia station height (258 m) up to 2000 m for 4 July 2014 at 04:00–06:00 UTC. The uncertainty and the approximate 250-m layer of LIRIC are also illustrated by aquamarine dashed lines. Aquamarine dot represents the approximate surface LIRIC concentration considering r = 0.439–5 μm at ambient RH. In-situ measured (black dot) dry SSA (r < 5 μm at ambient RH) mass concentrations for the period from 4 July at 00:00 UTC to 5 July at 00:00 UTC as well as the respective M80 (blue dot) and L18 (red dot) simulated dry SSA (r = 0.2–5 μm at 80% RH) mass concentrations for the same period are also shown. 24-h range and error bars for the model and LIRIC surface concentrations, respectively, are also shown. Similarly, (c, d) refer to the second case. Model and LIRIC vertical profiles as well as surface LIRIC value (i.e., aquamarine dot) refer to 15 July 2014 at 12:30–14:30 UTC while in-situ measurement (black dot) and the respective model (i.e., blue and red dots) values refer to the period from 15 July at 00:00 UTC to 16 July at 00:00 UTC, 2014.
Table 2. Radius \( r \) (µm) range of modeled, lidar and in-situ measured SSAs considered in the evaluation of three case studies. Radius range refers to 80% RH and ambient RH for the modeled and measured SSAs, respectively. TSP include even very fine and very coarse SSAs but the majority matches with the respective size of modeled SSAs.

| Evaluation Type | Evaluation Period | Radius \( r \) (µm) Range |
|-----------------|-------------------|-------------------------|
| Against lidar   | 4 July 2014 at 04:00–06:00 UTC | 0.2–10 (80% RH) 0.439–10 (Ambient RH) |
|                 | 15 July 2014 at 12:30–14:30 UTC | 0.2–10 (80% RH) 0.439–10 (Ambient RH) |
|                 | 15 September 2014 at 05:00–06:00 UTC | 0.2–10 (80% RH) 0.439–10 (Ambient RH) |
| Against in–situ | 4 July at 00:00 UTC–5 July at 00:00 UTC, 2014 | 0.2–5 (PM10 \( r < 5 \) µm) |
|                 | 15 July at 00:00 UTC–16 July at 00:00 UTC, 2014 | 0.2–5 (PM10 \( r < 5 \) µm) |
|                 | 14 September at 16:00 UTC–15 September at 12:00 UTC, 2018 | 0.2–10 (TSP) |

Comparing with M80, L18 resulted to higher dry SSA mass concentrations from the surface to 2 km having better agreement with LIRIC measurements, especially at 300–350 m (Figure 14a). Nevertheless, both simulations underestimated SSA mass concentration from the station height to 1450 m for L18 and 1650 m for M80 while a slight overestimation is evidenced higher up to 2000 m, more pronounced for L18. Similar underestimation of the modeled SSA mass concentrations for this period at Finokalia station has been also reported in a previous study by Tsekeri et al. [90] who used the RAMS-ICLAMS modeling system [16] with M80 parameterization for describing the SSA fluxes. However, using the L18 scheme resulted in reduced mean bias error (MBE) and root mean square error...
(RMSE) as presented in Table 3. Despite the fact that the statistical metrics are not overall satisfying in this case study, the L18 run reduced the RMSE (by 14.2%) compared with M80. An explanation for the underestimation sharply observed over 350–400 m is a probable inaccuracy of the model to vertically circulate large SSA quantities in the marine boundary layer under strong Etesian winds. An additional reason of the underestimation, especially using the M80 parameterization, is that the model does not thoroughly represent SSAs produced by wave breaking in the surf zone [100], that contribute sometimes a large part in the total SSAs produced. In contrast to the comparison against LIRIC, the comparison against the in-situ measurement indicated similar overestimation for both simulations. Nevertheless, it is important to note here that Etesian winds are characterized by a distinct diurnal cycle [101] with a different impact on the M80 and L18 SSA emissions as evidenced by the 24-h ranges in Figure 14a. It is interesting that, comparing the near-surface results, evaluation reveals that the model overestimated against the in-situ measurement and underestimated against LIRIC measurements. This is partially attributed to the different periods of evaluations against the in-situ (4 July at 00:00 UTC to 5 July at 00:00 UTC) and the LIRIC measurements (4 July 2014 at 04:00–06:00 UTC) but also to the incapability of LIRIC to provide trustworthy retrievals close to the surface (in the overlap region).

Table 3. Results of M80 and L18 statistical evaluation against lidar measurements (LIRIC marine) from the height of stations up to 2000 m. Mean Bias Error (MBE) and Root Mean Square Error (RMSE) are presented.

| Evaluation Period                        | MBE | RMSE |
|-----------------------------------------|-----|------|
|                                         | M80 | L18  | M80 | L18  |
| 4 July 2014 at 04:00–06:00 UTC           | −5.22 | −3.5 | 7.75 | 6.65 |
| 15 July 2014 at 12:30–14:30 UTC          | −0.48 | 0.47 | 1.6  | 1.51 |
| 15 September 2018 at 05:00–06:00 UTC     | −1.97 | 1.43 | 2.78 | 2.75 |

Similarly to the first case, Figure 14c shows the simulated and measured dry SSA mass concentration vertical profiles up to 2000 m for 15 July 2014 at 12:30–14:30 UTC. Figure 14d shows the RH profile from the model for the same hours used for the estimation of the dry LIRIC profile. Moreover, the in-situ measurements and the respective M80 and L80 simulated values refer to the period from 15 July at 00:00 UTC to 16 July at 00:00 UTC, 2014 (Figure 14b). Furthermore, the particle radii considered are the same as the first case (Table 2). Regarding the evaluation against LIRIC measurements, M80 simulation presents underestimation up to 700 m and overestimation from 700 m to 2000 m while L18 simulation overestimates up to 300, underestimates from 300 to 700 m and overestimates from 700 to 2000 m (Figure 14b). In total, the underestimation of M80 was turned to overestimation in the L18 simulation as indicated by MBE values while L18 yielded better RMSE (5.6% reduction) as shown in Table 3. Nevertheless, it is interesting that significant performance contrast is demonstrated vertically for the two simulations. L18 presents much better agreement with LIRIC up to 700 m determining the total statistical scores, however, M80 presents better fit with LIRIC values from 700 to 2000 m. A quite possible explanation of the L18 overestimation over 700 m is the reflection of near-surface conditions, given the fact that the aerosol simulations used the same atmospheric modeling, as aerosol-to-atmosphere feedbacks were not considered in this study. Specifically, as has been illustrated in Figures 10d and 13c,d, L18 resulted to plenty of SSAs near the surface even under low winds contributing to more SSAs which would be potentially propagated higher. In contrast to L18, M80 simulated high SSA concentrations only over areas with moderate-high winds. Moreover, L18 better agrees with the in-situ measurement for the period from 15 July at 00:00 UTC to 16 July at 00:00 UTC, compared to the M80 simulation. The evaluation results are better in this case study probably because it is characterized by lower winds, forcing the low-atmosphere underestimation against LIRIC to be reduced. A major difference of this case-study in comparison with the previous case of 4 July, is the
wind direction. On 15 July, the west winds blowing from the southern Ionian Sea were blocked by the high orography of Crete Island and limited amounts of SSAs managed to reach the station of Finokalia. In contrary, the strong northerly winds for the case of 4 July were blowing from the Aegean Sea and the particles arrived directly from the sea to the station of Finokalia which is located at the north coast of Crete. In agreement with the comparison against LIRIC, the evaluation with the in-situ measurements indicated underestimation which was more pronounced for the M80 simulation. This means that compared with M80, L18 simulated much higher SSA emissions during the entire day (i.e., 15 July 2014), as shown by the 24-h ranges (Figure 14c).

As far as the third case is concerned, Figure 15a presents the simulated and measured dry SSA mass concentration vertical profiles from the height of PANGEA observatory up to 2000 m for 15 September 2018 at 05:00–06:00 UTC. Figure 15b illustrates the average of RH profiles derived from the model used for the dry LIRIC profile. Additionally, the in-situ measurement and the corresponding M80 and L80 values refer to the period from 15 September at 00:00 UTC to 16 September at 00:00 UTC, 2018 (Figure 15). Similarly with the two other cases, the model results refer to the dry mass included in SSAs initially generated with radius in 0.2–10 µm range at 80% RH whilst lidar/sun-photometer derived volume concentrations refer to SSAs with radius in 0.439–10 µm range (Table 2). In contrast to the other two cases, in-situ measurement refers to the dry mass concentration estimated for the total suspended particles (TSP) collected under ambient RH conditions while the model concentrations used for this evaluation refer to the 0.2–10 µm range at 80% RH. Regarding the assessment using LIRIC measurements, the M80 simulation presents an almost persistent underestimation up to 2000 m, however, L18 presents overestimation up to 1300 m and underestimation from 1300 m to 2000 m (Figure 15a). L18 outperforms M80 up to 450 m and over 1200 m up to 2000 m, however, M80 better fits with LIRIC values from 450 m to 1200 m. This performance flip may be attributed to the larger low-level SSA concentrations of L18 which propagated higher causing overestimation, as also explained for the second case study. Overall, L18 simulation turned the underestimation of M80 to overestimation as indicated by MBE values. Moreover, L18 slightly reduced RMSE (1.1% reduction) as presented in Table 3 but overestimated against the in-situ measurements while M80 slightly underestimated. This may also be attributed to the increased SSA emissions of L18 even during weak winds blowing over a wide area in this case study. It is noteworthy that the gradual accumulation of SSAs in the near-sea-surface levels during the previous hours as shown by L18 20-h range reaching even 23.5 µg m⁻³, was reflected to the SSA concentrations at the height of the PANGEA observatory and even higher.

4. Discussion

SSAs are a major component of the natural aerosol mass and, thus, the modeling of their emission, concentration, circulation and impacts on the atmospheric processes demands realistic representation of air-sea interaction. Atmospheric models traditionally parameterize SSA emissions using whitecap fraction estimated by formulas dependent only on wind speed, ignoring sea state. This incomplete consideration introduces errors in the lifecycle simulation of SSAs.

In this context, this study investigates the impact of sea state on SSA modeling. Overall, despite the overestimation in some layers, the L18 simulations presented lower RMSEs in low and moderate wind speed intensities, more pronounced in the second and third case studies. This behavior is determined by specific wind and wave characteristics of each case study but is partially attributed to the validity range of L18 parameterization. This result confirms the validity of the L18 whitecap fraction parameterization for wind speeds up to ~12 m s⁻¹ as also presented by Laussac et al. [42] who used this parameterization in a revised SSA density function based on the initial studies of Monahan et al. [62], Demoisson et al. [102] and Piazzola et al. [103]. This limitation is attributed to the wind conditions which prevailed during the measurements of Laussac et al. [42], affecting the
implementation of both the L18 whitecap fraction parameterization and the L18 revised density function. It is noteworthy that this limitation can explain part of the biases observed when comparing with the measurements in this study, highlighting the necessity of measurements during more intense wind conditions.

It is also important to note that the overestimation of L18 parameterization against lidar/sun-photometer measurements evidenced especially under low wind speeds could be eliminated using near-sea-surface SSA measurements over the central-eastern Mediterranean Sea to calibrate it for this specific area. On the other hand, evaluation against in-situ measurements did not clearly indicate which whitecap fraction parameterization resulted to the more accurate SSA concentrations, so it is difficult to draw robust conclusions.

5. Conclusions

This study aims to enrich SSA emission modeling with sea-state information and to assess its impact on SSA concentration in the lower atmosphere. This is based on the implementation of a new wave-age dependent parameterization (L18) for whitecap fraction in the CHAOS atmosphere-wave-chemistry coupled modeling system. CHAOS includes the WRF-ARW-Chem atmospheric-chemical model two-way coupled with the WAM wave model through the OASIS3-MCT coupler. The implementation of the L18 scheme was included in the GOCART aerosol module of WRF-ARW-Chem along with the existing M80 SSA emission scheme. The simulated SSA concentrations in the lower atmosphere were assessed for both model versions using in-situ and lidar/sun-photometer measurements at Finokalia station (Crete, Greece) on 4 and 15 July 2014 and at PANGEA observatory (Antikythera, Greece) on 15 September 2018.

The differences resulted by the application of the two parameterizations (M80 and L18) were high not only horizontally along the Mediterranean Sea but also vertically up to 2000 m. This revealed a strong dependence of SSA emissions and concentrations on sea state. In all the three case studies that were analyzed here, young waves seem to contribute the largest part of SSAs produced by the model, even at areas characterized by weak-moderate winds. This finding is important because the wave-age dependent simulation (L18) resulted to more balanced SSA emissions across the eastern Mediterranean in comparison with the wind-speed dependent simulation (M80) that is following the high spatial variability of wind speed.

The comparison of the model outputs with lidar/sun-photometer measurements from the surface up to 2000 m indicated that the L18 and M80 parameterizations were characterized by significant differences in the vertical performance. Despite the L18 parameterization improved the total MBE and reduced the total RMSE per 14.2%, 5.6% and 1.1% in the three case studies (i.e., 4 July 2014, 15 July 2014 and 15 September 2018), respectively, it presented some discrepancies in comparison with the M80 parameterization. More specifically, the L18 parameterization offered improvements in the simulation of dry SSA mass concentrations in some layers (i.e., up to 1500 in the first case study, up to 700 m in the second one and up to 450 m as well as from 1200 to 2000 m in the third one) but M80 presented better fit in the rest of the layers (i.e., 1500–2000 m, 700–2000 m and 450–1200 m, respectively). This discrepancy of L18 may be explained by its behavior to produce large SSA amounts over wide areas even under low wind conditions, increasing SSAs which are vertically-transported and cause overestimation in some layers.

It is noteworthy that the establishment of PANGEA lidar station provides for the first time continuous monitoring of SSA profiles in the Mediterranean allowing the continuous improvement and evaluation of model parameterizations under different meteorological conditions. This favors the development of a denser observational network. Additional sensors even including also direct SSA emission measurements along the air-sea interface could assist to adjust the model parameterizations for a wider range of meteorological and sea conditions “from the top to the bottom.” Future experimental campaigns with airborne in-situ observations from aircrafts (including unmanned aerial vehicles) collocated with lidar measurements at pure marine conditions and at mixed aerosol conditions could provide an
ideal setup for an in-depth investigation of the SSA parameterization schemes in models. Moreover, the representation of additional sea parameters such as SST and sea salinity can contribute to a more thorough SSA simulation in the atmosphere \cite{1,35,41,104,105}. In this context, the recent introduction of the NEMO \cite{59} ocean circulation model in CHAOS modeling system \cite{49}, can facilitate future improvements in the parameterization of SSA emissions including additional parameters such as SST and sea salinity.
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