Leveraging Structural Health Monitoring Data Through Avatars to Extend the Service Life of Mass Timber Buildings
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Mass timber construction systems, incorporating engineered wood products as structural elements, are gaining acceptance as a sustainable alternative to multi-story concrete or steel-frame structures. The relative novelty of these systems brings uncertainties on whether these buildings perform long-term as expected. Consequently, several structural health monitoring (SHM) projects have recently emerged to document their behavior. A wide and systematic use of this data by the mass timber industry is currently hindered by limitations of SHM programs. These limitations include scalability, difficulty of data integration, diverse strategies for data collection, scarcity of relevant data, complexity of data analysis, and limited usability of predictive tools. This perspective paper envisions the use of avatars as a Web-based layer on top of sensing devices to support SHM data and protocol interoperability, analysis, and reasoning capability and to improve life cycle management of mass timber buildings. The proposed approach supports robustness, high level and large-scale interoperability and data processing by leveraging the Web protocol stack, overcoming many limitations of conventional centralized SHM systems. The design of avatars is applied in an exemplary scenario of hygrothermal data reconstruction, and use of this data to compare different mold growth prediction models. The proposed approach demonstrates the ability of avatars to efficiently filter and enrich data from heterogeneous sensors, thus overcoming problems due to data gaps or insufficient spatial distribution of sensors. In addition, the designed avatars can provide prediction or reasoning capability about the building, thus acting as a digital twin solution to support building lifecycle management.
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1 INTRODUCTION

This perspective paper briefly introduces current advances and existing challenges of SHM to support service life management of timber buildings and to control conditions conducive to biodegradation (Section 1). In section 2, a novel approach is presented, based on decentralized systems (i.e., avatars) for data analysis and performance prediction. The approach is exemplified in
an application to 1) reconstruct moisture content and microclimate data, and 2) iteratively fit data into existing mold risk models.

1.1 Problem Statement
The timber construction industry has changed over the recent years due to engineering developments and evolution of wood-based materials. Mass timber construction has elevated the prospects of utilizing wood in the form of engineered wood products as the primary structural material in mid- and high-rise structures. Because this approach to building is relatively novel, there are still some uncertainties on whether these structures perform long-term as expected. One critical area of concern is the intersection of durability and hygrothermal performance (i.e., response to heat, air and moisture transfer phenomena) of such systems. Specifically, exposure to moisture through in-service leaks or ambient high humidity poses a potential risk of triggering biotic attack by mold or fungi. Moisture control is particularly crucial in mass timber buildings. Mass timber elements, differently than light-frame construction, have the capacity to store large volumes of water and exhibit much slower wetting and drying behavior through their thickness (Schmidt et al., 2019). To address these concerns, hygrothermal monitoring has been gaining popularity to document and control the behavior of mass timber buildings during their service life. Several SHM projects have been successfully implemented (Riggio and Dilmaghani, 2020; Baas et al., 2021), also with the scope of developing reliable predictive models of the long-term performance of these materials. While there is a huge potential in the broad adoption of SHM and data exchange, a wide and systematic use of available data collected in mass timber buildings is currently hindered by certain limitations of SHM programs, such as 1) scalability; 2) difficulty of data integration within and between projects; 3) scarcity of relevant data (spatial resolution and data gaps); 4) low efficiency for data post-processing; 5) limited usability of predictive tools.

The objective of this perspective paper is to propose a methodological framework that relies on the concept of avatars, decentralized computing agents based on Web languages and protocols, to overcome interoperability issues and integrate data from a diversity of sensors within and between buildings.

1.2 Emerging Approaches to SHM and Their Relevance for Service Life Management of Timber Structures
Data mining (DM) is a rapidly emerging approach also in the field of SHM. A review by (Gordan et al., 2022) found that most DM applications are in structural dynamics for damage detection and system identification. Artificial Neural Network (ANN) techniques were found to be the most suitable DM technique in these applications, because of their high flexibility, scalability and learning capability. To account for uncertainty of deterioration processes in timber structures, statistical methods are often used. Srikanth and Arockiasamy (2020) applied deterministic, stochastic and ANN-based deterioration models using National Bridge Inventory data to predict remaining useful life of timber bridges. Visual inspection data were used for Markov models by (Ranjith et al., 2013) to predict deterioration of timber bridges. Tran et al. (2020) used a dynamic Bayesian Network framework with a simplified deterioration model by (Wang et al., 2008), to spatially model decay occurrence in timber members and assess members’ reliability. Other authors have used non-destructive techniques to model biodegradation in timber (e.g., Sousa et al., 2013; Sandak et al., 2015a) reviewed DM for characterization and prediction of biodegradation in timber structures; the authors reported use of DM to analyze infrared spectra for clustering and classification tasks (e.g., assess the type of degrading agents and mechanisms) and to build prediction models (e.g., in Zanetti et al., 2005; Sandak A et al., 2015; Sandak et al., 2015b).

DM for SHM has been mainly exploited using conventional computing systems, where data is stored and processed in a centralized way (i.e., a cloud database), leading to limitations such as single point of failure, low fault tolerance, high latency, network bandwidth consumption and big data problems. These limitations are increasingly impactful when there is a need to perform SHM data mining tasks across different projects managed by different organizations and in various geographical locations.

Existing strategies to address these problems rely on large-scale replication and attempt to locate cloud servers as close as possible to the data origin. However, these solutions are costly and create problems for data integration, synchronization, and exchange between cloud servers (Dang et al., 2022). proposed a solution using a layer of fog computing prior to the cloud layer to reduce the computational demand of DM tasks in SHM. Alternative solutions can be osmotic (Villari et al., 2016) and/or edge computing (Garcia Lopez et al., 2015). In that case, the data are partially (osmotic) or fully (edge) processed and managed directly on the sensor. Only the relevant information, instead of the original raw data, is uploaded to the cloud after pre-processing. More computationally demanding tasks are performed afterwards on the cloud server, in the case of osmotic computing.

A few decentralized frameworks have been proposed to support SHM in different ways (Sim and Spencer, 2009; Hackmann et al., 2012; Liu et al., 2013; Swartz, 2013; Jiang et al., 2021). (Swartz, 2013) highlighted the relevance of decentralized computing approaches to SHM to facilitate data integration, improve its usage, and reduce communication costs. However, the vision of decentralized computing is limited to resource-constrained devices, specific protocol stacks, and bound to drivers/devices, operating systems, programming languages, or frameworks. Jiang et al. (2021) proposed deep auto-encoder and manifold learning as a decentralized unsupervised framework to identify, locate, and quantify structural damage using unprocessed vibration data. However, the decentralized approach concerns the different sensors that capture the data, and not the software that supports storage and processing, which instead follows a typical centralized approach. Hackmann et al. (2012) proposed a decentralized approach for damage localization by computing data directly onto the sensors. Their
work demonstrated above 60% gain in latency and energy consumption when compared to a centralized approach. In (Liu et al., 2013) a modal analysis algorithm through overlapping data subsets is distributed to all sensors for computation and reconstitution of the global mode shape. While existing work shows the interest of decentralized computing to analyze sensor data, it does not address the interoperability problems that occur when a variety of sensors are used in different places. This perspective paper addresses this problem proposing a Web-based approach.

Sim and Spencer (2009) reviewed different approaches for decentralized data aggregation. The report shows how to apply well-known strategies to a concrete use case and provides concrete development and configuration aspects to implement different algorithms over resource-constrained devices. Despite the success of such implementations, the bigger vision of an interoperable ecosystem is still missing. Savaglio and Fortino (2021) presented an edge-computing methodology for Internet-of-Thing (IoT) data mining, enabling descriptive and predictive tasks. While promising, the approach has not been tested in a real-case scenario nor applied having a specific industry in mind. Also in this case, the opportunity for high level and large-scale interoperability and data processing, which the Web protocol stack is designed to support, is not addressed.

1.3 State-Of-The-Art Approach to Wood Hygrothermal Monitoring and Service Life Management

Wood moisture content (MC), relative humidity (RH) and air temperature (T) data can be used to analyze and predict different phenomena affecting the durability and serviceability of timber structures. Resistance-type moisture meters are commonly used to monitor MC in timber structures (Dietsch et al., 2015). One of the advantages of this technique is the possibility to measure MC in different plies/deaths of a mass timber panel, thus allowing to capture moisture gradients. On the other hand, high variability of hygrothermal conditions in a timber structure limits representation of complex MC distributions through resistance readings (Riggio et al., 2019; Schmidt and Riggio, 2019). Some critical events or areas of concern may not be captured when spatial distribution of sensors is insufficient. RH and T data in the proximity of the area of concern may be used to predict wood MC variations (Autengruber et al., 2020). Assuming normal use conditions, the wood will respond to the ambient following so-called sorption isotherms, which indicate variations of equilibrium moisture content values between 0 and 100% RH at varying temperatures and for a given species (Glass and Zelinka, 2021). While these correlations are not perfect and not always applicable, they can be used for missing data reconstruction.

Long data series can support predictive analysis. Several approaches for modeling service life of timber structures are summarized by (van Niekerk et al., 2021). Most of those approaches rely on dose-response models, which confront the time-wise integrated deterioration dose with the intrinsic material resistance (Hukka and Viitanen, 1999; Thelandersson and Isaksson, 2013). The “critical dose” is reached when the exposure of the material equals or exceeds its resistance. The exposure dose is determined according to the historical variation of MC and T, identifying all time periods promoting the growth of microorganisms. The exposure dose can be computed using data from sensors monitoring intensity, duration, and frequency of pertinent climate events.

Most available dose-response models have been developed and validated only for some selected wood species (Thelandersson et al., 2011). Considering that the mass timber industry expands geographically and explores local resources (Ahmed and Arocho, 2020), there is a need to calibrate prediction models for more species and different mass timber products (Anderson et al., 2021). This high variability suggests the need of an iterative, systematic, and incremental approach to improve detection and prediction tools and make them applicable to different scenarios, building types and mass timber products.

2 AVATAR-ASSISTED HYGROThermal MONITORING AND ASSESSMENT OF TIMBER STRUCTURES

2.1 Multi-Level Decentralized Networks for SHM

This section provides a definition of the avatar concept, and a description of the communication framework to support SHM data integration and enhance data analysis and data mining tasks. Avatars are software entities that provide a virtual abstraction to extend sensors on the Web and support the digital representation of buildings and their elements (Mrissa et al., 2015). They support proactive behavior and prediction of building conditions thanks to reasoning or machine learning mechanisms, better interoperability through data enrichment with semantic annotations and the use of Web languages and protocols, such as REST architectural style (Fielding, 2000), HTTP protocol (Fielding, 2014), and JSON/XML data format (Bray, 2014). Thus, they provide a digital twin implementation (Mi et al., 2021), in a way similar to the servient defined by the W3C (Kovatsch et al., 2020). Avatars are designed to build communities in which everyone autonomously contributes to the common objectives. Each avatar embeds the set of necessary algorithms to drive its behavior to proactively act on a detected situation.

The avatar community as a decentralized system forms a multilayer data processing and computation model. Multiple levels of sensor and IoT systems are organized as a multilayer network (Kivelä et al., 2014), where the network of a particular building and the network of different buildings are distinct. Both data processing and computational solutions of this architecture need different approaches for optimization of the network design and routing protocols. To reduce the complexity of design and operation (Arcaute et al., 2021), these networks are organized in two levels: Sensor nodes and gateways. Each sensor is arranged to a gateway node through a path determined by the routing. All the collected data are shared among the gateway nodes. Gateway nodes in this way have, on one hand, a central role in one single routing layer, and, on the other hand, serve as connection among the layers. A promising approach can be to design the layers with an optimal distributed gateway placement. On this level, data processing and
Data fusion are executed toward the gateways with the assumption of a fixed family of protocols. The aggregated computation in a fully connected system of gateways can be organized in a second phase using the same family of protocols. The so-called gossip protocols (Jelasity, 2011) are proposed here as a reliable solution for decentralized computation of aggregated values. They replicate the rumor spreading in social networks. In addition to their data processing efficiency (Robin et al., 2021), they have high computational power in aggregated mathematical calculations (Kempe et al., 2003). Recent studies proved that gossip-based machine learning is competitive with federated learning (Hegedűs et al., 2021).

2.2 Peer-To-Peer Knowledge Base for Service Life Management of Mass Timber Buildings: Exemplary Applications and Preliminary Results

Figure 1 illustrates SHM tasks, systems, inputs, and outputs along with resulting actions, exemplified for the case of hygrothermal monitoring of wooden structures. The use of avatars as an additional layer on top of sensing devices allows to create a “common software ground”, bypassing hardware differences and inconsistencies.

In this approach, an avatar locally computes the relevant information about the physical object, i.e., it preprocesses the sensor data using associated contextual information about both the monitoring system (the sensors) and the monitored system (the building, the materials). In this phase, avatars can provide a suitable platform for advanced data analytics in a sensor network, as they allow sensors to dynamically make the best decision depending on the available information. Dynamic improvement of the up-to-date algorithms used for data analytics can take place by communicating and comparing local results with other avatars. It is particularly useful in the case of building monitoring, as, for instance, increased humidity, leaks, and condensation detected by a single sensor may be confronted with readings of other surrounding sensors in the close vicinity. In this case, an avatar issues a request to neighbor avatars to check if their data mismatches, correlates or extends their own. The next avatar can in turn further forward relevant data to others. Triggering proactive data sharing activates other actions within the network, such as filling data gaps using the data from neighbor avatars or validating measurements considering additional sensor readings.

An example of information sharing between functionally heterogeneous sensors is when heterogeneous sensors are used to
fill data gaps, deriving one missing parameter from other correlated ones. The decentralized computation is supported by a dynamic routing to the gateway nodes. This process is exemplified in Figure 2, which shows hygrothermal monitoring data from a mass timber building. “Avatar 1” was used to reconstruct RH values in one location 2 where only MC data was available, using sorption-isotherms (assuming similar T in both locations). The approach of data recovery in this example is different from regression tasks performed, especially in the field of static monitoring, to correlate measurements of same types of sensors (see for instance a Bayesian dynamic regression model developed by Zhang et al., 2022, and a deep learning-based recovery method for temperature data proposed by Liu et al., 2020). However, the proposed framework does not exclude the use of alternative methods to rebuild missing data.

Prediction tasks can benefit from avatars by integrating monitoring data over time into one or many mathematical models. Preliminary findings show the effectiveness of avatars in using different hygrothermal parameters to apply alternative mold growth prediction models. As shown in Figure 2, reconstructed RH data were used by Avatars 2 and 3 to apply models developed by (Hukka and Viitanen, 1999; Viitanen et al., 2000; and Thelandersson et al., 2011). At the same time, “Avatar 4” used MC values from location 2 for mold risk prediction according to the serviceability limit state (SLS) model (Lepage et al., 2022). The SLS model is the only method applicable, if exclusively MC data are available. While all the three avatars predicted onset of mold, the one using the SLS model did not predict decrease of risk when suboptimal conditions for mold growth were present (Figure 2). Given the dynamic nature of hygrothermal conditions in timber buildings, the possibility to compare predictions from different datasets and models is key, to evaluate risk scenarios for mold growth and make informed decisions.

Avatar can calculate models for prediction initially from single location data, enriched with contextual information. Information on architectural details and materials can be integrated to define the “critical dose” or structure “resistance”. The safety status of the structure or risk of its unconformity is then determined by confronting the resistance with the exposure dose. Based on their individually calculated risk indexes, avatars can collaborate to realize complex tasks at the building level or among multiple buildings such as data correlation as described above, or continuous improvement of detection sensitivity to reduce the number of false alerts and undetected problems. Similar circumstances, in the same building or in different buildings, can be compared by avatars in a synergistic approach to enhance predictability of certain risks.

Decision-making processes, such as predictive maintenance (PdM), can be supported by avatars as well. This is concretely implemented through mathematical modeling, such as linear regression techniques applied on the data coming from the sensors, combined with thresholds, that will predict critical conditions, and a set of rules that provide knowledge about appropriate mitigation measures (Bouabdallaoui et al., 2021). Use of a decentralized approach for PdM is beneficial as it addresses some of the PdM challenges highlighted by (Compare et al., 2019), such as the need to update and adjust PdM model using the knowledge and data incrementally available throughout the service life of a building, or even, from different buildings.
3 CONCLUDING REMARKS

In this paper, we present a vision based on avatars to support SHM. Avatars rely on Web languages and protocols to overcome integration problems that arise when gathering data from multiple sensors, within and between buildings. They also provide data analysis and reasoning capacity through semantic enrichment. They enable data exploitation as they form an abstraction layer on top of the sensor network.

One of the most critical aspects and bigger benefits of an avatar-based approach to SHM is the possibility to generate a ripple effect in the interested community, in this case the mass timber industry. This ripple effect amplifies with each new building and new monitoring data added in the network, as well as with the duration of a monitoring project. In our vision, the “big data” generated from SHM projects is an advantage, and not a problem, as each avatar is a knowledge base that contributes to refining other avatars’ knowledge base and to devising common models that become more and more accurate as their number grows.
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