Role of Collective Mode for Optical Conductivity and Reflectivity in Quarter-Filled Spin-Density-Wave State
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Taking account of a collective mode relevant to charge fluctuation, the optical conductivity of spin-density-wave state has been examined for an extended Hubbard model with one-dimensional quarter-filled band. We find that, within the random phase approximation, the conductivity exhibits several peaks at the frequency corresponding to the excitation energy of the commensurate collective mode. When charge ordering appears with increasing inter-site repulsive interactions, the main peak with the lowest frequency is reduced and the effective mass of the mode is enhanced indicating the suppression of the effect of the collective mode by charge ordering. It is also shown that the reflectivity becomes large in a wide range of frequency due to the huge dielectric constant induced by the collective mode.
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§1. Introduction

It has been well known that collective modes of the charge fluctuation play an important role to determine the property of density waves, e.g., the pinning of the density wave and the dynamics, such as the optical conductivity in organic conductor.\[1\]

The effect of the collective mode of density waves on the optical conductivity is found in the pronounced peak at zero frequency, which gives rise to a sliding motion of the density wave. The collective mode of the charge-density-wave (CDW) state leads to the zero-frequency peak of the conductivity, whose magnitude depends on the strength of the coupling to phonon. For the spin-density-wave (SDW) state, the conductivity is determined only by the collective mode where the full weight is given by the peak. Such a fact is well known only for the incommensurate density wave. The optical conductivity for incommensurate density waves has been extensively examined since the work by Lee, Rice and Anderson who calculated the conductivity by taking account of the collective mode for both CDW and SDW. The collective mode, which participates in the sliding motion of the CDW, has the effective mass enhanced by the electron-phonon interaction. For large effective mass, the dominant contribution to the conductivity comes from the single particle excitation. On the other hand, the conductivity of SDW state exhibits only the zero frequency peak with the unrenormalized electron mass, i.e., the contribution from the single particle excitation diminishes due to complete compensation with that of the collective mode and the collective mode determines the conductivity for all the frequencies. The conductivity of SDW has been calculated analytically by Takada. The numerical calculation of the conductivity with the several electron-phonon interactions has been performed by Fenton and Ares.\[7\] Virosztek and Maki examined the pinning effect and the optical conductivity by introducing the phase Hamiltonian.

The calculation of the conductivity for the commensurate case is complicated since all the higher harmonics of the density wave must be taken into account. For understanding the conductivity in the presence of the commensurability and interaction, it is useful to calculate a sum rule showing that the summation of the conductivity with respect to the frequency is equal to the average of the kinetic energy.\[10\] The sum rule depends on the magnitude of the interaction except for the limit of the weak coupling of the interaction as seen from the incommensurate case. The exact numerical calculation for the extended Hubbard model at quarter-filling has shown the reduction of the averaged value.\[12\] This indicates an enhancement of effective mass of density wave. The optical conductivity of the Hubbard model is further examined by introducing the dimerization, which has an effect of producing the charge gap.\[14\] However the calculation of the optical conductivity based on the mean field theory is required for the SDW state since the exact calculation of one-dimensional system leads to the absence of the long range order.

The SDW state of organic conductors has been studied extensively in terms of the mean-field theory. In order to understand the experiment in organic conductors where SDW coexists with CDW, several authors have examined the ground state of the extended Hubbard model at quarter-filling. They have shown such a coexistence when the inter-site repulsive interaction becomes larger than the critical value. Based on the mean field ground state, the collective modes for charge fluctuation have been calculated where the charge gap of the collective mode vanishes at the onset of charge order-
This comes from the second order phase transition between two kinds of ground states. Thus it is of interest to examine a role of such a low lying excitation on the dynamical quantities. The optical conductivity at quarter-filling was calculated within the single particle excitation and the effects of collective excitations on absorption spectra were studied by applying the random phase approximation to the systems with a finite size. The purpose of the present paper is to demonstrate such a role of collective mode for the optical conductivity and the reflectivity. Further we examine the effect of charge ordering, which may originate in inter-site repulsive interaction.

In §2, formulation for the optical conductivity is given. Based on the mean-field ground state, the random phase approximation is applied to calculate the response function for the electric current. In §3, the optical conductivity is calculated numerically. The effective mass is estimated from the main peak of the conductivity. In §4, the effective mass of the collective mode is calculated in terms of the phase Hamiltonian, which is derived from the response function. The result is compared with that of §3. Based on the optical conductivity, we examine the dielectric constant and reflectivity in §5. The plasma frequency is calculated from the sum rule of the optical conductivity. The results are analyzed in terms of the collective mode with low lying excitation. In §6, the effect of dimerization on the conductivity and the effective mass is briefly discussed.

§2. Formulation

We consider a one-dimensional extended Hubbard model given by \( H = H_0 + H_{\text{int}} \), where \( H_0 \) and \( H_{\text{int}} \) are respectively defined by

\[
H_0 = -\sum_{j=1}^{N} \sum_{\sigma=\uparrow,\downarrow} (t - (-1)^j t_d) \left( C_{j+1,\sigma}^\dagger C_{j,\sigma} + \text{h.c.} \right),
\]

\[
(2.1a)
\]

\[
H_{\text{int}} = \sum_{j=1}^{N} (U n_{j\uparrow} n_{j\downarrow} + V n_{j\uparrow} n_{j+1\downarrow} + V n_{j\downarrow} n_{j+1\uparrow}) \quad (2.1b)
\]

In the Hamiltonian, \( C_{j,\sigma}^\dagger \) denotes a creation operator of an electron at the \( j \)-th site with spin \( \sigma = (\uparrow, \downarrow) \), \( n_j = n_{j\uparrow} + n_{j\downarrow} \) and \( n_{j\sigma} = C_{j,\sigma}^\dagger C_{j,\sigma} \). A periodic boundary condition is taken, i.e., \( C_{j+N,\sigma}^\dagger = C_{j,\sigma}^\dagger \) with the total number of lattice site \( N \). The quantity \( t \) denotes the transfer energy and \( t_d \) corresponds to the dimerization where \( t \) and the lattice constant are taken as unity. Quantities \( U \), \( V \) and \( V_2 \) are the coupling constants for repulsive interactions of the on-site, the nearest-neighbor and the next-nearest-neighbor site.

For a quarter-filled band, where the Fermi wave number is given by \( k_F = \pi/4 \), the mean-fields (MFs) representing SDW and CDW are written as \( \langle m = 0, 1, 2 \text{ and } 3, \text{ and sgn}(\sigma) = +(-) \text{ for } \sigma = \uparrow(\downarrow) \rangle \)

\[
S_{mQ_0} = \frac{1}{N} \sum_{\sigma=\uparrow,\downarrow} \sum_{-\pi < k \leq \pi} \text{sgn}(\sigma) \left\langle C_{k,\sigma}^\dagger C_{k+mQ_0,\sigma} \right\rangle_{\text{MF}},
\]

\[
(2.2a)
\]

\[
D_{mQ_0} = \frac{1}{N} \sum_{\sigma=\uparrow,\downarrow} \sum_{-\pi < k \leq \pi} \left\langle C_{k,\sigma}^\dagger C_{k+mQ_0,\sigma} \right\rangle_{\text{MF}},
\]

where \( Q_0(=2k_F = \pi/2) \) induces density waves with a periodicity of four lattices. The \( z \)-axis is taken as the quantized axis of the SDW ordered state. The expression \( \langle O \rangle_{\text{MF}} \) denotes an average of \( O \) taken by the MF Hamiltonian \( H_{\text{MF}} \) which is expressed as

\[
H_{\text{MF}} = \sum_{0 < k \leq Q_0} \sum_{\sigma} \Psi_{\sigma}(k) \bar{H}_{\text{MF}}(k) \Psi_{\sigma}(k)
+ NU \left[ -\frac{1}{16} - \frac{1}{2} \left( |D_{Q_0}|^2 - |S_{Q_0}|^2 \right) - \frac{1}{4} \left( D_{2Q_0}^2 - S_{2Q_0}^2 \right) \right]
+ NV \left( \frac{1}{4} + 2 |D_{Q_0}|^2 - D_{2Q_0}^2 \right),
\]

\[
(2.3)
\]

with \( \Psi_{\sigma}(k) \) being the four component vector given by \( \Psi_{\sigma}(k) = (C_{k\sigma}, C_{k+Q_0\sigma}, C_{k+2Q_0\sigma}, C_{k+3Q_0\sigma}) \). The MF Hamiltonian has the following matrix elements.

\[
\left( \bar{H}^\sigma_{\text{MF}}(k) \right)_{mm} = -2t \cos(k + mQ_0) + U/4 + V + V_2,
\]

\[
(2.4a)
\]

\[
\left( \bar{H}^2_{\text{MF}}(k) \right)_{m+1,m} = \left( U - 2V_2 \right) D_{Q_0} - \text{sgn}(\sigma) U S_{Q_0}
= \left( \bar{H}^2_{\text{MF}}(k) \right)_{m+1,m},
\]

\[
(2.4b)
\]

\[
\left( \bar{H}^3_{\text{MF}}(k) \right)_{m+2,m} = \left( U - 2V + 2V_2 \right) D_{2Q_0} - \text{sgn}(\sigma) U S_{2Q_0} + 2it_d \sin(k + mQ_0),
\]

\[
(2.4c)
\]

In the present case of quarter-filling, MFs can be rewritten as \( S_0 = 0 \), \( D_0 = 1/2 \), \( S_{Q_0} = S_{2Q_0} = S_{3Q_0} = S_{4Q_0} = \epsilon \), \( D_{Q_0} = D_{2Q_0} = D_{3Q_0} = D_{4Q_0} = D \). Quantities \( S_1(>0) \), \( D_1(>0) \), \( S_2 \) and \( D_2 \) denote amplitudes for \( 2k_F \) SDW, \( 2k_F \) CDW, \( 4k_F \) SDW and \( 4k_F \) CDW, respectively. The quantity \( \theta \) denotes a phase of SDW. The phase diagram of the ground state on the plane of \( V \) and \( V_2 \) has been shown explicitly in the previous paper. There are three kinds of ground state on the plane of \( V \) and \( V_2 \) where respective order parameters are given by \( S_1 \) in the region (I), \( S_1, S_2 \) and \( D_1 \) in the region (II) and \( S_1, S_2 \) and \( D_1 \) in the region (III). The region (II) (region (III)) is given for large \( V \) (\( V_2 \)).

The MF Hamiltonian, eq. (2.3), is diagonalized with the eigenvalues \( E_i(k) \) \( (l=1,2,3 \text{ and } 4) \) and eigenvector \( |l\sigma\rangle \) where four energy bands are defined as \( E_1(k) < E_2(k) < E_3(k) < E_4(k) \). These quantities are given by

\[
\left( \bar{H}^3_{\text{MF}}(k) \right)_{\langle l\sigma|} = F_{l\sigma}(k)
\]

\[
(2.5b)
\]
In order to examine the optical conductivity, we use the following lattice version \[ J = i e \sum_{j} (t - (-1)^{l} \ell_{d}) \left( C_{j+1, \sigma}^{\dagger} C_{j, \sigma} - C_{j, \sigma}^{\dagger} C_{j+1, \sigma} \right) \]

\[ = e \sum_{0 < k < Q_{0}, \sigma} \frac{3}{m} \left( v_{m}(k) C_{k+mQ_{0}, \sigma}^{\dagger} C_{k+mQ_{0}, \sigma} - i u_{m}(k) C_{k+mQ_{0}, \sigma}^{\dagger} C_{k+mQ_{0}, \sigma} \right) , \]

where \( v_{m}(k) = 2t \sin(k + mQ_{0}) \) and \( u_{m}(k) = 2t \cos(k + mQ_{0}) \). In terms of eqs. (2.6), the Kubo formula for the dynamical conductivity is given by

\[ \sigma(\omega) + i \sigma'(\omega) = \frac{1}{N} \int_{0}^{\infty} dt e^{i \omega t} \langle \{ q(t), J(0) \} \rangle , \]

where \( \sigma(\omega) \) and \( \sigma'(\omega) \) are real and \( q = e \sum_{j} j C_{j, \sigma}^{\dagger} C_{j, \sigma} \). The optical conductivity is given by \( \sigma(\omega) \). Within the random phase approximation, the real part of eq. (2.7) is calculated as

\[ \sigma(\omega) = \sigma_{0}(\omega) + \sigma_{c}(\omega) , \]

where \( \sigma_{0}(\omega) \) and \( \sigma_{c}(\omega) \) are respectively given by Fig. 1(a) and 1(b) as explained below. For the convenience of numerical calculation, we introduce a damping factor \( \eta \) by \( \omega \rightarrow \omega + i \eta \). Thus a delta function corresponding to a pole is replaced by a peak with a finite width.

The first term of eq. (2.8) denotes the contribution from single particle excitation, which is written as [Fig. 1(a)]

\[ \sigma_{0}(\omega) = \text{Re} \left\{ \frac{2}{k_{B} T} \Pi_{0}^{c}(\omega) - \Pi_{0}^{0}(\omega) \right\} , \]

where

\[ \Pi_{0}^{0}(\omega) = \frac{1}{2N} \int_{0}^{\beta} d\tau \langle T_{\tau} J(\tau) J(0) \rangle_{\text{MF}} e^{i \omega_{n} \tau} \big|_{\omega_{n} \rightarrow \omega + i \eta} \]

\[ = -\frac{e^{2}}{2N} \sum_{0 < k < Q_{0}, \sigma} \sum_{m_{1}, m_{2} l' \ell'} \frac{f(E_{l'}(k)) - f(E_{l}(k))}{\omega + i \eta + E_{l'}(k) - E_{l}(k)} \times [v_{m_{1}}(k) F_{m_{1}, \sigma}(k) - i u_{m_{1}}(k) F_{m_{1}, \sigma}(k)] \times [v_{m_{2}}(k) F_{m_{2}, \sigma}(k) + i u_{m_{2}}(k) F_{m_{2}, \sigma}(k)] \times F_{l, \sigma}(k) F_{l, \sigma}(k) , \]

(2.10)

and \( T_{\tau} \) is the ordering operator for the imaginary time \( \tau \). The quantity \( \beta^{-1} \) denotes a temperature with the Boltzmann constant taken as unity and \( \omega_{n} = 2\pi n \beta^{-1} \) with integer \( n \). The function \( f(x) \) denotes a Fermi distribution function given by \( [e^{(x-\mu)/k_{B} T} + 1]^{-1} \) where the chemical potential is given by \( \mu = (E_{1}(Q_{0}) + E_{2}(Q_{0}))/2 \) in the limit of zero temperature. In deriving eq. (2.10), we used a single particle Green function (the solid line in Fig. 1), written as \((G^{\sigma}(k, i\omega_{n}))^{-1} = \omega_{n} - \hat{H}_{MF}^{\sigma}(k) + \mu \) where \( \omega_{n} \) is the Matsubara frequency for Fermion.

The second term of eq. (2.8) denotes the contribution from the collective mode expressed as

\[ \sigma_{c}(\omega) = \text{Re} \left\{ \frac{2}{k_{B} T} \Pi_{c}^{c}(\omega) \right\} , \]

where

\[ \Pi_{c}^{c}(\omega) = \frac{1}{2N} \int_{0}^{\beta} d\tau \langle T_{\tau} J(\tau) J(0) \rangle e^{i \omega_{n} \tau} \big|_{\omega_{n} \rightarrow \omega + i \eta} \]

\[ = \hat{\Pi}_{c}^{c}(\omega) - \hat{\Pi}_{c}^{c}(\omega) \]

\[ = \frac{\hat{U}(0)}{1 - U(0)} \hat{\Pi}_{0}(\omega) . \]

(2.12)

The matrix, \( \hat{U}(q)/(1 - \hat{U}(q)) \), denotes an effective interaction (Fig. 1(c)). The quantity \( \hat{U}(q) \), has only the diagonal element given by \( \hat{U}(q)_{jj'} = \delta_{jj'} U_{jj} \), \((i = 1, 3, 0, 2)\) where \( U_{ij}(q) = U_{ij}(q + \ell_{d}) = -U + 4V_{0}\cos q + 4V_{2}\cos 2q \) and \( U_{2}(q) = -(U - 4V_{0}\cos q + 4V_{2}\cos 2q) \). In eq. (2.12), respective vector and matrix are written as

\[ \hat{\Pi}_{1}(q, \omega) = \left( \Pi_{11}^{1}(q, \omega), \Pi_{13}^{1}(q, \omega), \Pi_{10}^{1}(q, \omega), \Pi_{12}^{1}(q, \omega) \right) , \]

\[ \hat{\Pi}_{1}(q, \omega) = \left( \Pi_{11}^{0}(q, \omega), \Pi_{13}^{0}(q, \omega), \Pi_{10}^{0}(q, \omega), \Pi_{12}^{0}(q, \omega) \right) , \]

\[ \Pi_{12}^{1}(q, \omega) = \left( \Pi_{11}^{2}(q, \omega), \Pi_{13}^{2}(q, \omega), \Pi_{10}^{2}(q, \omega), \Pi_{12}^{2}(q, \omega) \right) , \]

\[ \Pi_{12}^{0}(q, \omega) = \left( \Pi_{11}^{3}(q, \omega), \Pi_{13}^{3}(q, \omega), \Pi_{10}^{3}(q, \omega), \Pi_{12}^{3}(q, \omega) \right) , \]

\[ \Pi_{12}^{0}(q, \omega) = \left( \Pi_{11}^{4}(q, \omega), \Pi_{13}^{4}(q, \omega), \Pi_{10}^{4}(q, \omega), \Pi_{12}^{4}(q, \omega) \right) , \]

(2.15)

The elements of eqs. (2.13)-(2.15) are calculated as

\[ \Pi_{0}^{0}(\omega) = \frac{1}{2N} \int_{0}^{\beta} d\tau \langle T_{\tau} J(\tau) (S_{2m}(0))_{\text{MF}} e^{i \omega_{n} \tau} \big|_{\omega_{n} \rightarrow \omega + i \eta} \]

\[ = -\frac{e^{2}}{2N} \sum_{0 < k < Q_{0}, \sigma} \sum_{m_{1}, m_{2} l' \ell'} \frac{f(E_{l'}(k)) - f(E_{l}(k))}{\omega + i \eta + E_{l'}(k) - E_{l}(k)} \times [v_{m_{1}}(k) F_{m_{1}, \sigma}(k) - i u_{m_{1}}(k) F_{m_{1}, \sigma}(k)] \times F_{l, \sigma}(k) F_{l, \sigma}(k) F_{l, \sigma}(k) F_{l, \sigma}(k) \text{sgn}(\sigma) , \]

(2.16)

\[ \Pi_{0}^{0}(\omega) = \frac{1}{2N} \int_{0}^{\beta} d\tau \langle T_{\tau} S_{2m}(\tau, 0) J_{\text{MF}} e^{i \omega_{n} \tau} \big|_{\omega_{n} \rightarrow \omega + i \eta} \]

\[ = -\frac{e^{2}}{2N} \sum_{0 < k < Q_{0}, \sigma} \sum_{m_{1}, m_{2} l' \ell'} \frac{f(E_{l'}(k)) - f(E_{l}(k))}{\omega + i \eta + E_{l'}(k) - E_{l}(k)} \times [v_{m_{1}}(k) F_{m_{1}, \sigma}(k) - i u_{m_{1}}(k) F_{m_{1}, \sigma}(k)] \times F_{l, \sigma}(k) F_{l, \sigma}(k) F_{l, \sigma}(k) F_{l, \sigma}(k) \text{sgn}(\sigma) , \]
where \( m \) for fluctuation. In the next section, these modes are examined to comprehend the role of the collective mode and the lat-
ters of (2.16), (2.17) and (2.18) without \( \text{sgn}(\sigma) \), respectively.

The spectrum of the collective mode is obtained from

\[
\det \left( 1 - \hat{U}(q) \hat{\Pi}(q, \omega(q)) \right) = 0 \ , \quad (2.19)
\]

where the basis vector is given by \( \Phi(q) = (S_{z1}(q), S_{z2}(q), D_0(q), D_2(q))^t \) . \( (2.20) \)

The solution of eq. (2.19) consists of several poles, i.e., isolated solutions. We define \( \omega_c(q) \) as the pole with the lowest energy which corresponds to the mode leading to the sliding motion of density wave in the limit of weak interaction (or incommensurate case). In addition to \( \omega_c(0) \) expressing the charge fluctuation, some of other poles with higher energy may also give rise to the peak of the optical conductivity if they describe the charge fluctuation. In the next section, these modes are examined by rewriting the basis of eq. (2.20). In eq. (2.19), there are also three continua due to quarter-filled band, which contribute to the conductivity.

For calculating the effective mass, we note sum rules for \( \sigma(\omega) \) and \( \sigma_c(\omega) \) of eq. (2.18) expressed as

\[
\int_0^\infty d\omega \sigma(\omega) = \frac{\pi^2}{2N} \langle H_0 \rangle_{\text{MF}} \equiv \frac{m}{m_c} \sqrt{2} e^2 \ , \quad (2.21)
\]

\[
\int_0^\infty d\omega \sigma_c(\omega) = 0 \ , \quad (2.22)
\]

where \( m(= \pi/(4\sqrt{2})) \) is the band mass. In these equations, the former is known analytically and the latter is verified numerically in the present paper. The mass, \( m_c \), which is reduced to \( m \) for the incommensurate case, is renormalized by interactions. The effective mass of the collective mode can be obtained from the weight of the main peak of the conductivity.

\section{Optical Conductivity}

The frequency dependence of optical conductivity is examined to comprehend the role of the collective mode of the commensurate density wave at quarter-filling. Parameters \( U, V \) and \( V_2 \) are chosen as intermediate coupling e.g., \( U = 3, 4 \) and 5. We take \( t_d = 0 \) in this section and discuss the effect of \( t_d \neq 0 \) (i.e., dimerization) in the final section.

Since the fundamental contribution to the optical conductivity comes from the single particle excitation, we calculate the density of states defined by

\[
D(\omega) = -\frac{2}{\pi N} \sum_{0<k<Q_0} \Im \{ \text{Tr} \hat{G}^\dagger(k, \omega + i0 - \mu) \} \ , \quad (3.1)
\]
i.e., \( D(\omega) = 2/(\pi N) \lim_{\delta \to 0^+} \sum_{\sigma} \sum_k \delta/((\omega - E_i(k))^2 + \delta^2) \) where \( \int d\omega D(\omega) = 2 \). In Fig. 2, the density of states, \( D(\omega) \) is shown for \( U = 4 \), where three choices of parameters of \( V \) and \( V_2 \) correspond to region (I), region (II) and region (III), respectively. The occupied states are shown by the shadow, the area of which is 1/2. At quarter filling, density of states are divided into four parts, corresponding to \( E_1(k) \), \( E_2(k) \), \( E_3(k) \) and \( E_4(k) \). There exists a symmetry with respect to \( \omega = (E_2(Q_0) + E_3(Q_0))/2 \) only for \( V = V_2 = 0 \). The gap between the first band \( (E_1(k)) \) and the second one \( (E_2(k)) \) increases with increasing \( V \) and/or \( V_2 \) while the second gap is nonmonotonic due to vanishing at \( U = 4/3 \) in the region (II) as seen from eqs. (2.4b) and (2.4c) with \( \theta = 0 \).

Now we calculate the optical conductivity. Figure 3 shows the conductivity for the Hubbard model with \( U = 3, 4 \) and 5, where dotted curve and solid curve correspond to \( \sigma_0(\omega) \) and \( \sigma(\omega) \), respectively. The dotted curve shows the three continua, which correspond to the excitation from the filled (i.e., first) band to the second band, the third one and the fourth one. The solid curve exhibits three sharp peaks, which have the following relation to the spectrum of collective modes at \( q = 0 \). For \( U = 4 \), the peaks are located at \( \omega \approx 0.4, 3.0 \) and 4.8.
and $V_0$ are 2.24, 3.05, 3.88 and 4.80 respectively with three continua of the incommensurate case where all the contribution of $\sigma$ is examined in Fig. 4 for $U = 0$. For $U = 4$, the second and third peaks increase together with the continuum especially in the frequency region just below the second peak.

The effect of $V$ on $\sigma(\omega)$ is examined in Fig. 4 for $U = 4$ and $V_0 = 0$ where $\sigma(\omega)$ with $V = 0.4$ and 1.6 are compared with that of $V = 0$. The conductivity of the upper panel is the same as that of $U = 4$ in Fig. 3. The region (II) is obtained for $V > V_c (= 0.34)$ while the region (I) is obtained for $V < V_c$. For $V = 0.4$ (the middle panel), the peaks are located at $\omega \simeq 0.2$ and 4.0 while eq. (2.19) with $q = 0$ gives four poles at $\omega = 0.18, 2.21, 3.98$ and 4.65 respectively with three continua in the regions $0.92 < \omega < 2.11, 2.28 < \omega < 2.93$ and $4.00 < \omega < 4.48$. Thus, the peaks of $\sigma(\omega)$ correspond to the first and third poles. The effect of $\sigma_c$ is small for intermediate frequencies. This may come from the fact that the gap between the second band and the third band (i.e., $E_2(0)$ and $E_3(0)$) vanishes at $V = U/4$ in the region (II) as seen from eq. (2.4c) and $\theta = 0$. For $V = 1.6$ (the lower panel), the peaks are located at $\omega \simeq 1.7, 2.9$ and 4.7 while eq. (2.19) with $q = 0$ gives five poles at $\omega = 1.67, 1.70, 2.89, 2.96$ and 4.71 respectively with three continua $1.79 < \omega < 2.54, 2.97 < \omega < 3.56$ and $4.74 < \omega < 5.04$. Thus, the peaks of $\sigma(\omega)$ correspond to first, third and fifth poles. It is found that, within the numerical accuracy, the second and fourth poles of the collective mode do not give the peak of the conductivity. With increasing $V$, the weight of the first peak is re-
duced. For large $V$, the compensation of the continuum by $\sigma_c(\omega)$ is reduced and the continuum of $\sigma(\omega)$ becomes noticeable.

Here we examine the total weight of the conductivity. In Fig. 5, the quantity $m/m_c$ defined by eq. (2.21) as the function of $V$ is shown by the dashed curve where $m_c$ increases with increasing $V$ due to narrowing of the filled band. Note that $m/m_c = 1$ in the limit of small $U$ and $V$. Here we examine the effect of $V$ on the weight of the main (i.e., first) peak of $\sigma(\omega)$. Since the finite imaginary part $\eta$ is introduced by treating $\omega \to \omega + i\eta$, we calculate the weight using a method given by

$$\int_0^{\omega_0} d\omega \sigma_c(\omega) \equiv \frac{m}{m^*} \sqrt{2} e^2 , \quad (3.2)$$

where $\omega_0$ denotes the lowest value of $\omega$ satisfying $\sigma_c(\omega) = 0$, i.e., the solid curve and the dotted curve in Fig. 4 cross each other at $\omega = \omega_0$. The quantity $m^*$ may be regarded as the effective mass for the collective mode with the first (lowest) pole. In Fig. 5, the quantity $m_c/m^*$, which denotes a fraction of the collective mode is shown by the solid curve. With increasing $V$, the quantity $m_c/m^*$ decreases indicating the decrease of the contribution from collective modes. There is a jump of $m_c/m^*$ at $V = V_c$. In the limit of the weak coupling, one obtains $m_c/m^* = 1$ showing that the conductivity is determined only by a collective mode with $\omega \to 0$.

The effect of $V_2$ on the conductivity is examined in Fig. 6 with $U = 4$ and $V/V_2 = 1.2$. Note that the parameter with $V_2 = 0.8$ ($V_2 = 1.4$) corresponds to the region (I) [region (III)] as seen from a fact that the boundary between region (I) and region (II) for $U = 4$ is given by $V \approx V_2 + 0.34$ for $V_2 < V_{2c}(= 1.32)$. Since the ground state of $V_2 = 0.8$ ($V_2 = 1.2$) is the same as that of $V = V_2 = 0$, the dotted curve of $V_2 = 0.8$ is the same as that of $V = 0$ in Fig. 4 (and also $U = 4$ in Fig. 3). However the solid curve deviates from that of $V = 0$ due to $\sigma_c(\omega)$, which depends on not only $U$ but also $V$ and $V_2$. The peaks correspond to the first, third and fifth poles of the collective mode where their five poles located at $\omega = 0.29, 2.24, 3.03, 3.88$ and 4.72 are slightly different from those of Fig. 3 with $U = 4$. Such a small change of $\sigma(\omega)$ is due to the effect of $V_2$ on the charge fluctuation. For $V_2 = 1.4$, there appears five peaks located at $\omega \approx 0.9, 2.7, 3.2, 4.1$ and 4.8 while Eq. (2.19) with $q = 0$ gives six poles at $\omega = 0.85, 2.59, 2.71, 3.25, 4.12$ and 4.80 respectively with three continua $1.15 < \omega < 2.01, 2.72 < \omega < 3.23$ and $4.15 < \omega < 4.59$. Thus, the peaks of $\sigma(\omega)$ correspond to the first, third, forth, fifth and sixth poles. We make following remarks as the effects of large $V_2$. The collective mode except for the second pole gives rise to the peak in the conductivity. The continuum of $\sigma(\omega)$ which exists in the intermediate range of frequency is mainly determined by $\sigma_0(\omega)$, i.e., that of the single particle excitation. The contribution from the single particle excitation becomes dominant with increasing $V_2$.

Using the result of Fig. 6, we examine the $V_2$ dependence of $m_c/m^*$ and $m_c/m_c$, which are defined by eqs. (2.21) and (3.2). In Fig. 7, $m_c/m^*$ and $m_c/m_c$ as the function of $V_2$ are shown by the solid curve and dashed curve respectively for $U = 4$ and $V/V_2 = 1.2$. It is reasonable that $m_c/m_c$ is constant for $V < V_{2c}$, i.e., region (I) since the quantity given by eq. (2.21) is determined only by the ground state. The quantity $m_c/m_c$ (dashed curve) exhibits a cusp at $V = V_{2c}$ but that of Fig. 5 is continuous at $V = V_c$. This fact is comprehended as follows. The ground state of region (III) is obtained by a competition between spin density ($S_1$) and charge density ($D_1$) while that of the region (II) (i.e., the coexistence with $D_2$) is obtained mainly by the change of the phase of SDW. It is noticed that $m_c/m^*$ is independent of $V_2$ for $V_2 < V_{2c}$ although the pole of the collective mode depends on $V_2$. The rapid increase of $m^*$ for $V_2 > V_{2c}$ shows a fact that the charge ordering ($D_1 \neq 0$) induced by $V_2$ enhances strongly the effective mass of the collect-
Role of Collective Mode for Optical Conductivity in 1/4-Filled SDW

For the case of varying $V$ (the solid curve of Fig. 5), such an enhancement takes place for $V$, which is much larger than $V_c$. Thus it is found that charge ordering of $D_2$ is less effective compared with that of $D_1$.

Here we note the relation between the peak of the conductivity and the pole of the collective mode. As mentioned in the previous section, the collective mode gives rise to the peak of the conductivity if it is optically active, i.e., the mode can describe the charge fluctuation. It is well known that, in the mode of the incommensurate case, the components of $2k_F$ SDW and that of $-2k_F$ SDW are the same in the magnitude but opposite in the sign. Extending the state to the present case of quarter-filling, we examined eq. (2.19) in the limit of small $q$ by choosing a restricted two-component base as

$$\Phi(q) \to (e^{-iqS_{\pm1}(q)} - e^{iqS_{\pm3}(q)}, D_2(q))^\dagger.$$ (3.3)

We have verified that all the pole obtained from eq. (3.3) correspond to the location of the peak of the conductivity in Figs. 4 and 6. For the commensurate case, there are many poles describing the charge fluctuation while the pole with lowest energy gives the dominant weight.

§4. Effective Mass of the Collective Mode

The effective mass $m^*$ of the collective mode has been estimated from the weight of the main peak of the conductivity, $\sigma(\omega)$ in §3. In this section, we examine the effective mass of the collective mode with lowest excitation energy using a different method and compare with the result of the previous section. For this purpose, we utilize the phase Hamiltonian, which has been studied for both CDW and SDW. Using phase variable $\theta(x)$ which describes the charge fluctuation of SDW with long wavelength, the effective Hamiltonian is written as

$$H_{\text{eff}} = \int dx \left[ \frac{1}{4a} \Pi^2(x) + b \left( \frac{\partial \theta(x)}{\partial x} \right)^2 + b q_0^2 \theta^2(x) \right],$$ (4.1)

where $[\theta(x), \Pi_p(x')] = i\delta(x - x')$. In stead of deriving parameters $b$ and $q_0$ in eq. (4.1) from path integral method, we determine them numerically using the charge susceptibility and the spectrum of the collective mode [eq. (2.19)], which has a gap due to commensurability.

The coefficient, $b$, is estimated as follows. From eq. (4.1), the Green function is calculated as

$$\int_0^\beta d\tau \langle T_\tau \theta_q(\tau) \theta_{-q}(0) \rangle e^{i\omega_n \tau} = \frac{1}{2} \frac{1}{2a^2} \frac{1}{q^2 + q_0^2},$$ (4.2)

where $\theta_q$ is the Fourier transform of $\theta(x)$. It is noted that the Fourier transform of charge fluctuation with wave number $q$ is given by $iq\theta_q/\pi$. Then, from eq. (4.2), the static charge susceptibility for small $q$, is written as

$$\chi_c(q) \simeq \left( \frac{q}{\pi} \right)^2 \langle \theta_q \theta_{-q} \rangle = b q^2 (q^2 + q_0^2).$$ (4.3)

The charge susceptibility is also calculated from the response function, which is defined by

$$-\frac{1}{2N} \int_0^\beta d\tau \langle T_\tau \Phi(q, \tau) \Phi^\dagger(q, 0) \rangle e^{i\omega_n \tau} \bigg|_{\omega_n \rightarrow \omega + i0},$$ (4.4)

where $\Phi(q)$ is given by eq. (2.20) and the response function is evaluated in the random phase approximation as $\widetilde{\Pi}(q, \omega)/(1 - \widetilde{U}(q) \widetilde{\Pi}(q, \omega))$. From eq. (4.3), the static charge susceptibility is also obtained as

$$\chi_c^{\text{RPA}}(q) = \langle D_0(q) D_0(-q) \rangle,$$ (4.5)

where $D_0(q) = iq\theta_q/\pi$. Thus the quantity $b$ can be obtained by comparing eq. (4.3) and eq. (4.5). In Fig. 8, $\chi_c(q)$ as the function of $q/Q_0$ is shown for $V = 0$, $V_c$ (dotted curve) and 1.6. One finds $\chi_c(0) = 0$ except for $V = V_c$ which leads to $\chi_c(q) \neq 0$ for $q \to 0$. The results for $V = V_c$ is reasonable if we note eq. (4.3) does hold and the collective mode becomes gapless, i.e., $q_0 = 0$. In the inset, $\chi_c(q)$ obtained from eq. (4.3) (solid curve) is compared with that of eq. (4.3) (dots) where $b$ in eq. (4.3) has been determined to fit the dots. The quantity $a$ is calculated by substituting $b$ into the excitation spectrum obtained from eq. (2.19), which can be written as $\omega_c(q) = \sqrt{b(q^2 + q_0^2)}$ for small $q$. In the following calculation, we use renormalized quantities defined as $a = 4\pi v_F a$ and $b = 4\pi b/\nu_F$ where $\nu_F = \sqrt{2}$. It is found that $\tilde{a} = \tilde{b} = 1$ in the limit of weak interaction. We note that $\tilde{a} = m^*/m$ since the first term of eq. (4.3) may be rewritten as $\pi v_F (m/m^*) \Pi^2$ in a way similar to CDW. Thus the quantity $\tilde{a}$ can be compared with the effective mass of the previous section, i.e., eq. (3.3).

In Fig. 9, quantities $\tilde{a}$ and $\tilde{b}$ as the function of $U$ are shown by the solid curve. The open circle is obtained from eq. (3.3) where $\eta = 0.02$ for $U > 4$ and $\eta = 0.02(E_2(Q_0/2) - E_1(Q_0/2))$ otherwise for numerical accuracy. The open circle coincides well with $\tilde{a}$. There is the visible enhancement of the effective mass $m^*$ for $U \gtrsim 4$. The $U$ dependence of $\tilde{b}$ is also shown by the solid curve. For comparison with $\tilde{b}$, we show
1 + U/(πνF) by the dashed line, which is the formula in the limit of small U and V = V_2 = t_d = 0. The solid curve deviates from the dashed line for large U due to the effect of commensurability. The good coincidence of \( \tilde{b} \) and the dashed line for small U indicates that eq. (4.1) describes well the effective Hamiltonian as seen in one-dimensional Hubbard model. In the inset, we show \( K_\rho(= 1/(\tilde{a}b)^{1/2}) \), a parameter for the charge fluctuation, by the solid curve where the dashed curve denotes exact one for one-dimensional Hubbard model. The result indicates a fact that the charge fluctuation around the mean-field ground state may be justified even quantitatively.

Further we examine V and V_2 dependence of \( \tilde{a} \). In Fig. 10, the normalized effective mass, \( m^*/m \), as the function of V is shown by the solid curve where the circle denotes the result obtained by eq. (3.2). Both results remain almost the same and independent of V for \( V \lesssim 1 \). The mass enhancement is found for \( V(\gtrsim 1) \) which is much larger than \( V_c \). The enhancement of \( m^* \) obtained from the response function is smaller than that obtained from the optical conductivity. In the inset, V dependence of \( K_\rho \) is shown by the solid curve where the closed circle denotes the exact result. It is found that the charge fluctuation obtained by the present approximation may be justified also in the presence of \( V \).

In Fig. 11, V_2 dependence of the normalized quantity \( m^*/m \) is shown where open circle denotes the result obtained by eq. (3.2). Both are almost the same and remain almost constant for \( V_2 < V_{2c} \). In contrast to Fig. 10, \( m^*/m \) increases rapidly for \( V_2 > V_{2c} \). The effective mass obtained from eq. (3.2) is larger than that of the present section. The former is the direct calculation while the latter is the result under the assumption of phase Hamiltonian of eq. (4.1). The reason for the discrepancy for large \( V \) and \( V_2 \) remains unclear at present.

§5. Dielectric Constant and Reflectivity

In order to examine the reflectivity, we calculate the dielectric constant \( \epsilon(\omega) \), which is given by

\[
\epsilon(\omega) = 1 + \frac{4\pi i}{\omega}(\sigma(\omega) + i\sigma'(\omega)),
\]

where \( \sigma(\omega) + i\sigma'(\omega) \) is the dynamical conductivity defined by eq. (2.7). The imaginary part, \( \sigma'(\omega) \), can be
and the dielectric constant is estimated as the r.h.s. of eq. (4.2). Substituting eq. (5.4) into eq. (5.1), the function with respect to the collective mode with lowest energy. The quantity \( \text{Re}\{\sigma'(\omega)/\epsilon^2\} \) is noticeable even at low frequency. This fact can be comprehended by the phase Hamiltonian derived in §4. From eq. (4.2), the conductivity is calculated as

\[
\sigma(\omega) + i\sigma'(\omega) = -i\omega\frac{e^2}{\pi}\bar{D}(q=0, i\omega_n)|_{\omega_n \rightarrow \omega+i\eta},
\]

where \( \bar{D}(q, i\omega_n) \) is the Green function defined by the r.h.s. of eq. (4.2). Substituting eq. (5.4) into eq. (5.1), the dielectric constant is estimated as

\[
\epsilon(\omega) \approx 1 + \frac{\omega_p^2 m_c/m^*}{(\omega + i\eta)^2 - \omega_p^2(0)},
\]

where \( \omega_p(0) = \sqrt{\frac{q_0}{b/a}} \) corresponds to the pole of the collective mode with lowest energy. The quantity \( \omega_p \) denotes a plasma frequency defined by

\[
\int_0^\infty d\omega \sigma(\omega) = \frac{\omega_p^2}{8}.
\]

It is found that eq. (5.2) explains the behavior of \( \text{Re}\{\epsilon(\omega)\} \). We note that \( \epsilon(\omega) = 1 - (\omega_p^2 m_c/m)\omega^2 \) in the limit of large \( \omega \) where \( \omega_p^2 m_c/m = 8\sqrt{e\epsilon^2} \).

In terms of the complex dielectric constant given by eq. (5.1), the reflectivity is calculated as

\[
R(\omega) = \left| \frac{\sqrt{\epsilon(\omega)} - 1}{\sqrt{\epsilon(\omega)} + 1} \right|^2.
\]

In Fig. 12, \( \sigma'(\omega)/\epsilon^2 \) and \( \text{Re}\{\epsilon(\omega)\} \) are shown for \( U = 4 \) and \( V = V_2 = t_d = 0 \). The quantity \( \sigma'(\omega)/\epsilon^2 \) is the odd function with respect to \( \omega \). One finds that \( \sigma'(\omega)/\epsilon^2 \propto -\omega \) for small \( \omega \) and changes the sign at the frequency, \( \omega_p(0) \), corresponding to the main peak of \( \sigma(\omega) \). The lower panel at \( \omega = 0 \) reads \( \text{Re}\{\epsilon(\omega)\} = 1 \) (dotted curve) and \( \text{Re}\{\epsilon(\omega)\} \approx 62 \) (solid curve). Thus, the effect of the collective mode is noticeable even at low frequency. This fact can be comprehended by the phase Hamiltonian derived in §4. From eq. (4.2), the conductivity is calculated as

\[
\sigma(\omega) + i\sigma'(\omega) = -i\omega\frac{e^2}{\pi}\bar{D}(q=0, i\omega_n)|_{\omega_n \rightarrow \omega+i\eta},
\]

where \( \bar{D}(q, i\omega_n) \) is the Green function defined by the r.h.s. of eq. (4.2). Substituting eq. (5.4) into eq. (5.1), the dielectric constant is estimated as

\[
\epsilon(\omega) \approx 1 + \frac{\omega_p^2 m_c/m^*}{(\omega + i\eta)^2 - \omega_p^2(0)},
\]

where \( \omega_p(0) = \sqrt{\frac{q_0}{b/a}} \) corresponds to the pole of the collective mode with lowest energy. The quantity \( \omega_p \) denotes a plasma frequency defined by

\[
\int_0^\infty d\omega \sigma(\omega) = \frac{\omega_p^2}{8}.
\]

It is found that eq. (5.2) explains the behavior of \( \text{Re}\{\epsilon(\omega)\} \). We note that \( \epsilon(\omega) = 1 - (\omega_p^2 m_c/m)\omega^2 \) in the limit of large \( \omega \) where \( \omega_p^2 m_c/m = 8\sqrt{e\epsilon^2} \).

In terms of the complex dielectric constant given by eq. (5.1), the reflectivity is calculated as

\[
R(\omega) = \left| \frac{\sqrt{\epsilon(\omega)} - 1}{\sqrt{\epsilon(\omega)} + 1} \right|^2.
\]

In Fig. 13, \( R(\omega) \) is shown for \( U = 4, V_2 = t_d = 0 \) and fixed \( V = 0, 0.4 \) and 1.6 where the solid curve is obtained from the conductivity with the collective mode and the dotted curve is obtained from the conductivity without the collective mode. The arrow denotes the location of the plasma frequency defined by eq. (5.6) where we take \( e = 1 \). The upper panel corresponds to the result for the conventional Hubbard model with the intermediate interaction. The dotted curve exhibits the insulating behavior (i.e., small \( R(\omega) \)) not only below the gap but also in a certain region above the gap where the cusp of the dotted curve at \( \omega \approx 0.9 \) corresponds to the gap for the single particle excitation. The solid curve shows that the collective mode enhances the reflectivity in a wide region above the gap of the collective mode \( \omega_p(0) \). This comes from the huge magnitude of the dielectric constant as seen from Fig. 12 and eq. (5.3). Here we note the following fact indicating a significant role of the collective mode with \( \omega_p(0) \). The dashed curve in Fig. 13 is calculated from eqs. (5.3) and (5.7). One finds a good coincidence between the solid curve and the dashed curve in the wide frequency region except for high frequency regime where the effect of commensurability becomes complicated. Thus the reflectivity in the most region of frequency is determined by the collective mode with the lowest excitation energy. The sharp dip just

\[
\sigma(\omega) = \sigma'(-\omega) \quad \text{for small} \quad \omega \quad \text{and changes the sign at the frequency,} \quad \omega_p(0) \quad \text{corresponding to the main peak of} \quad \sigma(\omega). \quad \text{The lower panel at} \quad \omega = 0 \quad \text{reads} \quad \text{Re}\{\epsilon(\omega)\} = 1 \quad \text{(dotted curve) and} \quad \text{Re}\{\epsilon(\omega)\} \approx 62 \quad \text{(solid curve).} \quad \text{Thus, the effect of the collective mode is noticeable even at low frequency. This fact can be comprehended by the phase Hamiltonian derived in §4. From eq. (4.2), the conductivity is calculated as}
\]

\[
\sigma(\omega) + i\sigma'(\omega) = -i\omega\frac{e^2}{\pi}\bar{D}(q=0, i\omega_n)|_{\omega_n \rightarrow \omega+i\eta},
\]

where \( \bar{D}(q, i\omega_n) \) is the Green function defined by the r.h.s. of eq. (4.2). Substituting eq. (5.4) into eq. (5.1), the dielectric constant is estimated as

\[
\epsilon(\omega) \approx 1 + \frac{\omega_p^2 m_c/m^*}{(\omega + i\eta)^2 - \omega_p^2(0)},
\]

where \( \omega_p(0) = \sqrt{\frac{q_0}{b/a}} \) corresponds to the pole of the collective mode with lowest energy. The quantity \( \omega_p \) denotes a plasma frequency defined by

\[
\int_0^\infty d\omega \sigma(\omega) = \frac{\omega_p^2}{8}.
\]

It is found that eq. (5.2) explains the behavior of \( \text{Re}\{\epsilon(\omega)\} \). We note that \( \epsilon(\omega) = 1 - (\omega_p^2 m_c/m)\omega^2 \) in the limit of large \( \omega \) where \( \omega_p^2 m_c/m = 8\sqrt{e\epsilon^2} \).

In terms of the complex dielectric constant given by eq. (5.1), the reflectivity is calculated as

\[
R(\omega) = \left| \frac{\sqrt{\epsilon(\omega)} - 1}{\sqrt{\epsilon(\omega)} + 1} \right|^2.
\]

In Fig. 13, \( R(\omega) \) is shown for \( U = 4, V_2 = t_d = 0 \) and fixed \( V = 0, 0.4 \) and 1.6 where the solid curve (dotted curve) has been evaluated from \( \sigma + i\sigma' (\sigma_0 + i\sigma_1') \). The arrow denotes a plasma frequency obtained from eq. (5.6). The dashed curve is calculated from eqs. (5.3) and (5.7).
below the plasma frequency is found for the frequency close to the second peak of the conductivity (first panel of Fig. 4). The dip at \( \omega = 3.03 \) originates in the fact that \( \text{Re}[\epsilon(\omega)] \) takes a local maximum (\( \approx 0.13 \)) at \( \omega = 3.03 \) and becomes negative for \( \omega < 3.00 \) and \( 3.04 < \omega \). The effect of third peak of the conductivity is invisible in the reflectivity. The collective mode enhances the reflectivity at low frequency but suppresses it at high frequency. We note that the solid curve becomes the same as that of the free particle (i.e., the metallic state) in the limit of small \( U \), which leads to the conductivity \( \propto 1/(i\omega - \eta) \).

![Graph](image)

**Fig. 14.** \( \omega \) dependence of reflectivity \( R(\omega) \) for \( U = 4, V = 1.2V_2 \) and \( t_d = 0 \) with the fixed \( V_2 = 0.8 \) and 1.4 where the notations are the same as Fig. 13.

Now we examine the effect of inter-site repulsive interaction on \( R(\omega) \). The middle panel of Fig. 13 shows the behavior for \( V \) just above \( V_c \) where the charge ordering begins to develop. Compared with the upper panel, \( R(\omega) \) is enhanced at low frequency due to the decrease of the gap of the collective mode. The small dip just below \( \omega_n \) originates in the single particle contribution while the sharp dip at \( \omega \approx 4 \) comes from the collective mode. We note the special case of \( V = V_c \) which leads to the gapless excitation of the collective mode. In this case, \( R(\omega) \) is expected to be similar to that of free particle except for the region at high frequency just below the plasma frequency as seen in the middle panel. The lower panel shows the behavior for \( V \) much larger than \( V_c \) where the charge ordering develops well. We find the insulating behavior of \( R(\omega) \) in the wide range of low frequency and still \( R(\omega) < 1 \) above the gap. Thus, \( R(\omega) \) exhibits the insulating behavior for all the frequencies when the charge ordering well develops to localize the electron. Since the difference between the solid curve and the dashed curve increases with increasing \( V \), the charge ordering reduces the effect the collective mode with \( \omega_n(0) \). In Fig. 14, \( R(\omega) \) is shown for \( U = 4, V/V_2 = 1.2 \) and \( t_d = 0 \), and fixed \( V_2 = 0.8 \) and 1.4 where the notations are the same as Fig. 13. The upper panel is similar to that of \( V = 0 \) of Fig. 13 since both ground states are in the region (I). The lower panel is the result for the ground state in the region (III) where charge ordering comes from \( V_2 \). The insulating behavior is also found but is slightly complicated at high frequency. Two kinds of dip are located close to the second and third peak of the conductivity (lower panel of Fig. 6) where the origin is the same as that of Fig. 13. Based on Figs. 13 and 14, it is found that the reflectivity is suppressed sufficiently by charge ordering.

### §6. Discussion

We have examined the effect of the collective mode on the optical conductivity and the reflectivity for SDW with one-dimensional quarter-filled band using the extended Hubbard with intermediate coupling constant. The collective mode with lowest excitation energy exhibits a dominant contribution not only for the limit of small interactions but also for the intermediate coupling. When \( U \) increases to the order of band width, in addition to the main peak of the conductivity, other peaks become visible at high frequencies, which correspond to poles of the mode being active to the charge response. The effect of the collective mode decreases in the presence of the inter-site interaction, which induces charge ordering. The effective mass estimated from the weight of the main peak of the conductivity increases when the charge ordering is induced by inter-site repulsive interactions being larger than the critical value. The enhancement of effective mass is also analyzed in terms of the phase Hamiltonian. Both results agree well for weak interactions while the latter seems to underestimate in case of strong interactions. The effect of the collective mode on the reflectivity is further examined. We found that the mode with lowest excitation energy determines the reflectivity in a wide range of frequency between the single particle gap and the plasma frequency. The reflectivity in the range remains large for SDW without charge ordering while it is reduced in the presence of charge ordering.

Here we examine the effect of dimerization which is introduced in eq. (2.1a). The main effect of \( t_d \) on the ground state is to extend the region (I) into region (II)
collective mode is rather complicated. The charge gap of the region (I). The effect on the charge gap of the onset of charge ordering, which increases with increasing $t_d$. Thus $t_d$ enhances the charge gap for small $V( < V_c)$ while $t_d$ suppresses the charge gap for large $V$. In the rigorous treatment of one-dimensional Hubbard model with dimerization, the dimerization is crucial to obtain the main (coherent) peak. In this case, the location of the peak is shifted from zero frequency to finite frequency since the charge gap is produced only by dimerization. In the present case where SDW forms the long range order, the charge gap does exist without dimerization indicating a quantitative effect of $t_d$ on the coherent part. However one may still expect a noticeable effect on the continuum (incoherent) part at intermediate frequency as does for the pure one-dimensional case. Actually we obtained the following results. Figure 15 shows the conductivity with $t_d = 0$, 0.08, 0.16 and 0.24 for $U = 4$ and $V = V_2 = 0$ where the upper panel denotes $\sigma_0$ and the lower one denotes $\sigma$. With increasing $t_d$, $\sigma_0$ moves to the regime of high frequency. For $\sigma$, one finds several characteristics. The weight of the first peak decreases as the function of $t_d$ and a shoulder just above the first peak appears. The second peak decreases (increases) for $t_d < 0.16$ ($0.16 < t_d$) and the third peak decreases (increases) for $t_d < 0.08$ ($0.08 < t_d$) with increasing $t_d$. Another peak appears just below the second peak. These come from the interplay of the excitation of the collective mode and that of the single particle. In Fig. 16, the effective mass is shown as the function of $t_d$. The total weight of the conductivity ($m_c/m$) remains almost constant or even slight decreasing as the function of $t_d$ while the effective mass ($m^*/m$) determined by the first pole is increased by $t_d$.

Finally, we comment on the relevance of the present result to the optical experiment in the materials with the one-dimensional quarter-filled band. Although the experiment exhibits various kinds of additional effects such as the coupling to phonon and one-dimensional fluctuation in the presence of the correlation gap, it is expected that, in organic conductors, the small reflectivity of TMTTF salt compared with that of TMTSF salt could be due to the presence of charge ordering.
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