Magnetic fields from inflation: the transition to the radiation era
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We compute the contribution to the scalar metric perturbations from large-scale magnetic fields which are generated during inflation. We show that apart from the usual passive and compensated modes, the magnetic fields also contribute to the constant mode from inflation. This is different from the causal (post-inflationary) generation of magnetic fields where such a mode is absent and it might lead to significant, non-Gaussian CMB anisotropies.
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I. INTRODUCTION

Magnetic fields are observed in cosmic structures over a wide range of length-scales and redshifts; from galaxies to regions around high redshift quasars, from clusters and superclusters to low density filamentary regions [1]. The field values are a few microgauss in galaxies and clusters, and of the order of the nanogauss in filaments. Recently, Fermi and HESS data have been used to put a lower bound of at least $10^{-17}$G on the intensity of magnetic fields in the intergalactic medium and even in voids [2]. Finding an explanation for these magnetic fields is challenging, and their origin to date remains an open problem.

One possibility is that magnetic fields have been generated in the primordial universe [3]. In particular, primordial magnetogenesis mechanisms operating during inflation have the advantage to provide magnetic seeds filling the entire universe, possibly with significant amplitude also at very large scales. This goes in the right direction to explain both the ubiquity of the observed fields and the uniformity of the measured amplitudes.

In this paper, we focus on inflationary magnetic fields, generated by breaking conformal invariance of electromagnetism via a term in the action of the form $f^2(\varphi)F^{\mu\nu}F_{\mu\nu}$. This coupling of the electromagnetic field to the inflaton was first proposed in Refs. [4, 5], and subsequently reanalyzed in [6] for different categories of string-inspired inflationary scenarios (see also [7]). The same kind of action has been considered in the context of dilaton electromagnetism [8] and DBI (Dirac-Born-Infeld) inflation [9]. In Ref. [10] it has been pointed out that, since $f(\varphi)$ plays the role of the inverse coupling constant to the charged Dirac field (e.g. the electron), it must remain large because perturbation theory of the interaction of the Dirac field with the electromagnetic field is only trustable in the small coupling regime. This constraint greatly reduces the capability of the model to give rise to a significant magnetic field amplitude. Recently, it has been pointed out that this problem could be circumvented by coupling not only the electromagnetic field but the entire matter Lagrangian to the inflaton [11]. However, a multiplication of the entire matter Lagrangian with $f^2(\varphi)$ could be absorbed in a field redefinition and will therefore not lead to any physical effects. Another possibility to circumvent the problem would be to multiply the coupling term with $f(\varphi)$, i.e. $\psi e^{A_\mu}\psi \rightarrow \psi f(\varphi)A_\mu\psi$. This ensures that the coupling to the canonically normalized field, $f(\varphi)A_\mu$, remains constant, however this coupling explicitly breaks gauge invariance which is only recovered when $f(\varphi)$ freezes in after inflation.

In this work we still concentrate on a coupling of the form $f^2(\varphi)F^{\mu\nu}F_{\mu\nu}$, because it has the advantage to be quite general and simple, and because we believe that the main feature of the result we obtain does not depend on the specific form of the coupling. Note that helical magnetic fields can be generated by coupling a pseudoscalar inflaton to the $\tilde{F}F$-term. However, it has been shown that this coupling generically leads to blue spectra, which do not have enough power on large scales to be the seeds of the large-scale coherent fields observed in galaxies and clusters [12].

Starting from the consistent assumption that the electromagnetic field arising from the amplification of vacuum fluctuations is subdominant and does not affect the background dynamics of inflation, previous analyses have evaluated the spectrum of the electromagnetic energy density and studied the conditions under which this kind of coupling gives rise to interesting magnetic field amplitudes after inflation [3, 4]. However, the contribution of the electromagnetic energy density, even if it
does not affect the background, still affects metric perturbations at first order in perturbation theory. Therefore, here we proceed one step further and calculate the scalar metric perturbations induced by the electromagnetic field at first order in perturbation theory on superhorizon scales. We assume that the electromagnetic energy-momentum tensor is first order, and consequently the electromagnetic field is half order. Another possibility would be to set the electromagnetic field first order, and its energy-momentum tensor second order. However, the metric perturbations induced by the electromagnetic field turn out to be much larger than second-order perturbations in the inflaton; the latter can therefore be consistently neglected, effectively going back to the first-order scheme. The point of view of treating the electromagnetic energy-momentum tensor as a second-order perturbation has been taken in Ref. [13] where, nevertheless, the second-order inflaton perturbations have also been neglected: consequently, Ref. [13] effectively adopts the perturbation expansion used in this work.

In the present analysis we find that during inflation, the large-scale solution for the Bardeen potentials is \( \Psi_\pm \), \( \Psi_\pm \sim \Omega_{m0}^\pm (k, \eta)/(k\eta)^2 \), sourced by \( \Omega_{m0}^\pm \) which denotes the electromagnetic anisotropic stress normalized to the background energy density (note that here we identify the metric perturbation with their r.m.s. (root of the mean square) amplitude, c.f. discussion in Section [V-A]). Therefore, even though \( \Omega_{m0}^\pm \ll 1 \), the Bardeen potentials become large on superhorizon scales. However, we demonstrate that the ratio of the Weyl to Ricci tensors is small, because it is determined by \( \Omega_{m0}^\pm \ll 1 \). It also turns out that perturbations in other gauges, like comoving and synchronous gauge do remain small: therefore perturbation theory is valid during inflation.

We then match the inflationary solution for the metric perturbations at the end of inflation to the solution in the radiation era on the surface of constant background energy density, in the usual way [14]. From this, we derive the metric perturbations at superhorizon scales during the radiation-dominated era. The matching shows that the large, \( 1/(k\eta)^2 \) contribution to the Bardeen potential is transferred entirely to the decaying mode in the radiation era. On the other hand, \( \Psi_+ \) during the radiation era gets a contribution at next order in the large-scale expansion, i.e. at order \( \mathcal{O}(k\eta)^0 \). This constant term adds to the usual ‘passive’ and ‘compensated’ modes leading to a new effect in cosmic microwave background (CMB) anisotropies, and it is specific to inflationary generated magnetic fields (it is absent if the magnetic field is generated by a causal process).

The rest of the paper is organized as follows: in Section [II] we present the perturbed Einstein equations and derive the Bardeen equation in the presence of a nonzero electromagnetic field; in Section [III] we assume a power-law evolution in time for \( f(\Phi) \), and calculate the scalar electromagnetic anisotropic stress which represents the dominant source term of the Bardeen equation at superhorizon scales; in Section [IV] we find the solutions for the Bardeen potentials both in the inflationary and radiation-dominated eras, and perform the matching. In Section [V] we derive the solutions at next-to-leading order in the large-scale expansion and in Section [VI] we conclude. Some details of the calculations are deferred to appendices.

**Notation:** Throughout this paper we use conformal time \( \eta \), comoving space coordinates \( x \) and wave vectors \( k \) with the metric \( ds^2 = a^2(\eta)(-d\eta^2 + \delta_{ij}dx^i dx^j) \); 4d spacetime indices are Greek letters while 3d spatial indices are Latin letters and spatial vectors are denoted in bold face. For the metric and scalar field perturbations we follow the conventions of [15], while for the electromagnetic action and field quantization we follow the conventions of [4, 16]. We define the Planck mass by \( m_p = (\sqrt{8\pi G})^{-1} \).

## II. Metric Perturbations Sourced by the Electromagnetic Field

We consider an electromagnetic field generated during inflation by breaking of conformal invariance, as specified in Section [II]. We assume that the electromagnetic energy-momentum tensor is first order in perturbation theory, meaning that the electric and magnetic fields are half order (c.f. discussion in the Introduction). During inflation, the background evolution is therefore determined only by the background scalar field, whereas both the scalar field perturbation and the electromagnetic field contribute to the first order energy-momentum tensor, \( \delta T^{\alpha\beta} = \delta T^\alpha_{\beta} + T^\alpha_{em\beta} \). The scalar field driving inflation is split into a background part and a first-order perturbation as \( \varphi(x, \eta) = \varphi_0(\eta) + \delta \varphi(x, \eta) \), so that the background equations are [13]:

\[
4\pi G(\varphi_0')^2 = \mathcal{H}^2 - \mathcal{H}' \quad \text{and} \quad \varphi_0'' + 2\mathcal{H}\varphi_0' + a^2\mathcal{V}_{\varphi} = 0 .
\]

A prime denotes derivative with respect to conformal time \( \eta \) and \( \mathcal{H} = a'/a \). Since the electromagnetic field is half order, the electromagnetic energy-momentum tensor can be decomposed with respect to the unperturbed velocity of the FL background, \( \vec{u} = a^{-1}(1, 0) \), and to the unperturbed metric \( g_{\beta\gamma} \), and it is gauge invariant [17]:

\[
T^\alpha_{em\beta} = (\rho_{em} + p_{em})\vec{u}^\alpha \vec{u}^\beta + p_{em}g^\alpha\beta + 2\vec{\mu}(\alpha_{em}^\beta) + \Pi_{em}^{\alpha\beta} .
\]

The parentheses around the superscripts of the third term indicate symmetrization. We focus on scalar perturbations and use longitudinal gauge with the notation [15]:

\[
ds^2 = a^2 \left[ -(1 + 2\Phi)dt^2 + (1 - 2\Psi)d\vec{x}^2 \right] .
\]

Note that the ‘names’ \( \Phi \) and \( \Psi \) are interchanged with respect to [18]. The perturbed Einstein equations, \( \delta \mathcal{G}^\alpha_{\beta} = 8\pi G \delta T_{em}^{\alpha\beta} \), for scalar perturbations in Fourier space in the
presence of an electromagnetic field are:

\[
3\mathcal{H}' + (2\mathcal{H}^2 + \mathcal{H}')\Phi + k^2\Psi =
- 4\pi G \left( \varphi_0' \delta \varphi' + V_{\varphi} a^2 \delta \varphi \right) - 4\pi G a^2 \rho_{\text{em}} ,
\]

\[
\Psi'' + 2\mathcal{H}'\Psi + \mathcal{H}\Phi' + (2\mathcal{H}^2 + \mathcal{H}')\Phi - \frac{k^2}{3} (\Phi - \Psi) =
4\pi G \left( \varphi_0' \delta \varphi' - V_{\varphi} a^2 \delta \varphi \right) + 4\pi G a^2 \rho_{\text{em}} ,
\]

\[
\Psi' + \mathcal{H}\Phi = 4\pi G \varphi_0' \delta \varphi - 4\pi G a^1 \frac{k^3}{k^2} \eta_{em,j},
\]

\[
k^2 (\Phi - \Psi) = - 8\pi G a^2 \Pi_S .
\]

Here \( \rho_{\text{em}}(k) \), \( \rho_{\text{em}}(k) \) and \( \eta_{em,j}(k) \) are the electromagnetic field energy density, pressure and Poynting vector in Fourier space obtained from Eq. (2). \( \Pi_S(k) \equiv - 3/2k^2 \Pi_{\text{em}}^{ij}(k) \) is the scalar part of the electromagnetic anisotropic stress; it is of the same order of magnitude as the electromagnetic energy density. These equations can be combined into a second-order evolution equation for the variable \( \Psi \), the Bardeen equation,

\[
\Psi'' + 2 \left( \mathcal{H} - \frac{\varphi_0''}{\varphi_0'} \right) \Psi' + \left( 2\mathcal{H}' - \frac{2\mathcal{H}''}{\varphi_0'} + k^2 \right) \Psi = S .
\]

The source term \( S \) is due to the presence of the electromagnetic field. It is given by

\[
S = 8\pi G a^2 \left[ \mathcal{H} \left( \frac{a^2 \Pi_S}{a^2 k^2} \right)' + 2 \left( \mathcal{H}' - \mathcal{H} \frac{\varphi_0''}{\varphi_0'} \right) \frac{\Pi_S}{k^2} - \frac{\Pi_S}{3} \right]
\]

\[
- \frac{1}{2} (\rho_{\text{em}} - \rho_{\text{em}}) + \left( 2\mathcal{H} + \frac{\varphi_0''}{\varphi_0'} \frac{k^3}{k^2} \eta_{em,j} \right) .
\]

We want to solve Eq. (8), in order to determine the effect of the electromagnetic field on the scalar metric perturbations. We are interested in the solution at very large scales \( k|\eta| \ll 1 \). We consider slow-roll inflation with

\[
a \simeq a_1 \frac{\eta}{\eta_1}^{1+\epsilon} , \quad \mathcal{H} \simeq - \frac{1+\epsilon}{\eta} .
\]

at first order in slow-roll. The slow-roll parameters \( \epsilon \) and \( \epsilon_2 \) are defined by

\[
\mathcal{H}^2 - \mathcal{H}' = \epsilon \mathcal{H}^2 , \quad \epsilon' = 2\epsilon (3\epsilon_2 + 2\epsilon) \mathcal{H} .
\]

From this we infer

\[
\frac{\varphi_0''}{\varphi_0'} - \mathcal{H} = (3\epsilon_2 + \epsilon) \mathcal{H} .
\]

Using these expressions together with Eqs. (11), and defining the new variable \( x = |k\eta| = - k\eta \), Eq. (8) can be rewritten as

\[
d^2 \Psi dx^2 + \left( \frac{2(3\epsilon_2 + 2\epsilon)}{x} \right) d\Psi dx + \left[ 1 - \frac{2(3\epsilon_2 + 2\epsilon)}{x^2} \right] \Psi = \frac{S}{k^2} .
\]

At very large scales \( x \ll 1 \) and at first order in the slow-roll parameters, the source term in \( S \) setting \( S_{em} = S/k^2 \) reduces to

\[
S_{em} \simeq \frac{8\pi G a^2}{k^4} \left[ \mathcal{H}\Pi_S' + 2 \left( \mathcal{H}'^2 - \mathcal{H}' \frac{\varphi_0''}{\varphi_0'} \right) \Pi_S \right]
\]

\[
\simeq \frac{3}{x^2 \rho_\varphi} \left[ (1 + 2\epsilon - 3\epsilon_2) \Pi_S - \frac{1}{x} + 3\epsilon \frac{d \Pi_S}{dx} \right] .
\]

All other contributions to the source term are suppressed by at least one factor \( x \ll 1 \). The source is therefore completely dominated by the electromagnetic anisotropic stress \( \Pi_S \). We evaluate \( \Pi_S \) in the next section; for this, we have to specify the generation mechanism for the electromagnetic field which is operating during inflation. The above expression for the source includes also terms at first order in the slow-roll expansion: as will become clear in the following (c.f. Section IV), for the problem at hand it is not enough to solve the Bardeen equation at lowest order in the slow-roll expansion, but we will need to go to first order.

In the following, we will also need to solve for the curvature perturbation (see also [13]). The curvature on comoving hypersurfaces \( \zeta \) is defined by

\[
\zeta = \Psi + 2(\mathcal{H}\Phi + \Psi') / [3\mathcal{H}(1 + w)] .
\]

This variable has the advantage that it is known to be constant on superhorizon scales if the source is absent. Using the definition above, we can derive a first-order equation for \( \zeta \) which shows that even in the presence of the electromagnetic source, \( \zeta \) is conserved at lowest order in the large-scale expansion \( x \ll 1 \), i.e., it does not contain a \( 1/x^2 \) term. Deriving (15), and eliminating \( \Phi \) via Eq. (17) and \( \Psi' \) with the help of the Bardeen Eq. (8), one obtains:

\[
\zeta' = - \frac{2\mathcal{H}}{3(1 + w)} \left[ \left( \frac{k}{\mathcal{H}} \right)^2 \Psi + \frac{\Pi_S}{\rho_\varphi} + \frac{\rho_{\text{em}}}{\rho_\varphi} \right]
\]

\[
- \left( 2\mathcal{H} + \frac{\varphi_0''}{\varphi_0'} \right) \frac{3}{\rho_\varphi a} \frac{k^3}{k^2} \eta_{em,j} \right) ,
\]

where \( w = p_\varphi / \rho_\varphi = -1 + 2\epsilon/3 \). The curvature perturbation is therefore sourced only at next-to-leading order in the large-scale expansion \( x \ll 1 \), i.e., it is of order \( x^2 \Psi / \epsilon \). From the above equation, we see that the lowest-order solution for the Bardeen potential \( \Psi \) is sufficient in order to calculate \( \zeta \) at next-to-leading order.

It is also possible to derive an equation for \( \zeta \) which allows us to compute \( \zeta \) in a way independent of the Bardeen potential. This can be done directly from the Einstein equations in comoving gauge; the details of the derivation are given in Appendix A and the resulting equation to lowest order in the slow roll parameters is

\[
d^2 \zeta dx^2 + \frac{2}{x} d\zeta dx + \zeta = \frac{1}{\epsilon x^2 \rho_\varphi} \left[ -6\rho_{\text{em}} + \frac{d \rho_{\text{em}}}{dx} + x d\Pi_S \right] .
\]
Comparing the source of the Bardeen Eq. (14) and the one of the above equation, we see that the former is by a factor $x^{-2}$ larger than the latter. We therefore also expect the Bardeen potentials to be by a factor of about $x^{-2}$ larger than the curvature perturbation, which is only sourced at next-to-leading order in $x \ll 1$. On the other hand, we note that the source of (17) is larger in what concerns the slow-roll expansion: it is of order $\epsilon^{-1}$, while (14) is of order $\epsilon^0$. One therefore needs to be very careful in dealing properly with the large-scale and slow-roll expansions, as will become clear in Section IV.

III. THE SOURCE TERM OF THE BARDEEN EQUATION

As discussed in the introduction, one of the simplest ways to generate an electromagnetic field by amplification of vacuum fluctuations during inflation is to break conformal invariance of the electromagnetic action by introducing a coupling between the electromagnetic field and the scalar field as

$$ S = -\frac{1}{16\pi} \int d^3x \sqrt{-g} f^2(\phi) F^{\mu\nu} F_{\mu\nu} + S_{\phi,g} + \cdots , $$  

with the Faraday tensor $F^{\mu\nu} = A_{\nu\mu} - A_{\mu\nu}$, and $A_{\nu}$ the electromagnetic 4-vector potential. In the following, we adopt Coulomb gauge $A_0(x,\eta) = 0$, $\partial_\eta A_\eta(x,\eta) = 0$ and follow the notation of Ref. [16]. From Maxwell’s equations, $[\sqrt{-g} f^2 F^{\mu\nu}]_{\nu} = 0$, we obtain an evolution equation for the space components $A_i(x,\eta)$. In a cosmological background it reads [16]

$$ A''_i + 2 f' A'_i - \Delta A_i = 0 , $$

where $\Delta$ is the comoving spatial Laplacian. For a Fourier mode $k$, we simply have $\Delta = -k^2$. The time evolution of the vector potential depends on the coupling function $f(\phi)$, and we adopt the following simple form for it [12]:

$$ f(\eta) = f_1 \left( \frac{\eta}{\eta_i} \right)^\gamma . $$

(20)

This choice is motivated on the one hand by simplicity, as it leads to simple power laws for the spectrum of the electromagnetic field. But it also includes the exponential form first proposed by [3] in the case of power law inflation, and it is sufficiently general to describe the case of generic single-field inflation in the slow-roll approximation. We restrict to the values $-2 \leq \gamma \leq 2$, which ensures that the electromagnetic field remains subdominant and does not back react on the background expansion during inflation [3, 16]. The value $\gamma = -2$ produces a scale-invariant (flat) spectrum for the magnetic field energy density, corresponding to a spectral index $n_B = -3$ for the magnetic field spectrum itself, as defined for example in Eq. (1.1) of [15] or Eq. (59) below.

With the above time evolution for the function $f$, the equation for the vector potential can be solved analytically. Following [14] for the quantization of the electromagnetic field, we expand the vector potential in terms of creation and annihilation operators $b_\lambda^\dagger(k)$ and $b_\lambda(k)$ as

$$ A'(x,\eta) = \sqrt{4\pi} \int \frac{d^3k}{(2\pi)^3} \sum_{\lambda=1}^2 \frac{c_\lambda(k)}{a} \left[ b_\lambda(k) A(k,\eta)e^{ik\cdot x} + b_\lambda^\dagger(k) A^*(k,\eta)e^{-ik\cdot x} \right] , $$

(21)

where $e_1(k)$, $e_2(k)$ are unit vectors orthogonal to each other and to $k$, which represent the two polarizations of the electromagnetic field. It is convenient to define the new variable $A = a(\eta)f(\eta)A(k,\eta)$. Substituting Eq. (20) and the expansion Eq. (21) into Eq. (19), latter can be solved in terms of the variable $A$ as

$$ A(k,\eta) = \sqrt{\frac{x}{k}} \left[ C_1(\gamma)J_{\gamma-1/2}(x) + C_2(\gamma)J_{\gamma+1/2}(x) \right] , $$

(22)

where $x \equiv |k\eta| = -k\eta$, $J_{\nu}$ denotes the Bessel function of order $\nu$, and $C_1$, $C_2$ are $\gamma$ dependent coefficients which are fixed as usual by imposing the initial condition that for subhorizon scales, $-k\eta \to \infty$, the gauge field is in the Minkowski space vacuum [16].

From the above solution for $A$ we can infer the anisotropic stress $\Pi_S(k,\eta)$, which appears in the source term in Eq. (11). We have $\Pi_S(k) = T_{\mathrm{em},ij}^\nu / 2 - 3/k^2 k_i k_j T_j^{\mathrm{em},i}$, and the electromagnetic energy-momentum tensor is given by

$$ T_{\mathrm{em},\mu}^\nu(x,\eta) = \frac{f^2}{4\pi} \left( F_{\mu\alpha} F^{\alpha\nu} - \frac{1}{4} g_{\mu\nu} F_{\alpha\beta} F^{\alpha\beta} \right) , $$

$$ T_{\mathrm{em},ij}(x,\eta) = \frac{f^2}{4\pi a^2} \left( -A_i A_j + (A_{k,i} - A_{i,k}) \right) $$

$$ (A_{k,j} - A_{j,k}) - \frac{1}{2} \delta_{ij} \left( \nabla \cdot A \right)^2 - \frac{1}{2} \left( \nabla \times A \right)^2 \right] . $$

(23)

Inserting the expansion Eq. (21) into Eq. (22) we find

$$ \Pi_S(k,\eta) = \frac{3}{2a^2} \int \frac{d^3k'}{(2\pi)^3} \sum_{\lambda,\lambda'=1}^2 \left\{ \frac{\delta_{\lambda\lambda'}(\lambda'k - \lambda k + \lambda'k)}{3} \right\} $$

$$ + \frac{c_{\lambda'}(k')c_{\lambda'}(k - k')}{f^2} \left( \frac{A(k',\eta)}{f} \right)^\gamma \left( \frac{A^*(k - k',\eta)}{f} \right)^\gamma $$

$$ + \left[ c_{\lambda'}(k')c_{\lambda'}(k - k') - c_{\lambda'}(k')c_{\lambda'}(k) \right] (k - k') $$

$$ \times \left[ c_{\lambda'}(k')c_{\lambda'}(k - k')c_{\lambda'}(k) \right] (k - k') \right\} $$

$$ b_{\lambda'}(k) b_{\lambda'}(k - k') + \cdots . $$

(24)

Here the ‘c.c.’ stands for the three other terms with operators $b_{\lambda'}(k)b_{\lambda'}(-k - k')$, $b_{\lambda'}(k')b_{\lambda'}(k + k')$ and $b_{\lambda'}(k')b_{\lambda'}(k - k')$. More details are given in Appendix [3].
From this expression for $\Pi_S(k, \eta)$ we can determine the source term in Eq. (14), which is a quantum operator acting on the electromagnetic vacuum. The source term is of the form $S_{\text{sm}}(k, \eta) = \alpha_1(k, \eta)\Pi_S(k, \eta) + \alpha_2(k, \eta)\Pi^*_S(k, \eta)$. How shall we proceed to compute the induced Bardeen potential? Naively one might simply want to use the vacuum expectation value of the operator $S_{\text{sm}}$ as a classical source term. However, this is not sufficient, since $\langle 0|\Pi_S|0\rangle$ is independent of position and therefore does not contribute to the fluctuations. On the other hand, to know the time dependence of $\Pi_S(k, \eta)$, which allows us to calculate also $\Pi^*_S(k, \eta)$ and therefore the full source term. It turns out that, to determine the time dependence of $\Pi_S(k, \eta)$, the easiest way is to first evaluate its power spectrum,

$$\langle 0|\Pi_S^*(\mathbf{q}, \eta)\Pi_S(\mathbf{k}, \eta)|0\rangle = (2\pi)^3 P_{\Pi}(k, \eta) \delta(\mathbf{q} - \mathbf{k}), \quad (25)$$

where the $\delta(\mathbf{q} - \mathbf{k})$ is a consequence of translation invariance and the spectrum $P_{\Pi}(k, \eta)$ depends only on $k = |\mathbf{k}|$ due to the isotropy of the quantum vacuum. The details of the calculation are given in Appendix B. Here we only want to stress that, from Eq. (24), the quantum operator $\Pi_S(k, \eta)$ is of the form

$$\Pi_S(k, \eta) = \sum_{i=1}^{4} \hat{\Pi}_i(k, \eta) O_i(\mathbf{k}), \quad (26)$$

where $\hat{\Pi}_i$ are deterministic functions of time, and the operators $O_i(\mathbf{k})$ do not depend on time (we formally perform the integral in $d^3k'$). In the power spectrum $\langle 0|\Pi_S^*(\mathbf{q}, \eta)\Pi_S(\mathbf{k}, \eta)|0\rangle$, only one type of operators $O_i$ is such that $\langle 0|O_i^*(\mathbf{q})O_i(\mathbf{k})|0\rangle \neq 0$, namely those which first generate two modes and then destroy them. The term which generates and destroys first a $\mathbf{k}'$ and then a $\mathbf{q}'$-mode only contributes to the zero-mode, not to the fluctuation. There are two terms which give a nonzero contribution, and both give the same result. In Appendix B it is shown that finally the anisotropic stress power spectrum can be written as the convolution of the magnetic, electric and Poynting vector power spectra (c.f. Eq. (510)):

$$P_{\Pi}(k, \eta) = 18\pi f^4 \int_0^{1/|\eta|} k'^2 d\eta' \frac{(2\pi)^3}{(2\pi)^3} \left\{ \sigma_1(\gamma) P_E(k', \eta) P_E(|k - k'|, \eta) + \sigma_2(\gamma) P_B(k', \eta) P_B(|k - k'|, \eta) + \sigma_3(\gamma) P_{EB}(k', \eta) P_{EB}(|k - k'|, \eta) \right\}, \quad (27)$$

Here we can neglect the contribution coming from $k' > 1/|\eta|$, because for subhorizon modes the Bessel functions $J_0(k'\eta)$ and $J_0(|k - k'|\eta)$ which enter in the integrand (through Eqs. (24) and (22)) oscillate, and the result is damped. The prefactors $\sigma_1(\gamma)$, $\sigma_2(\gamma)$ and $\sigma_3(\gamma)$ depend somewhat on $\gamma$ but are always of order unity, and come from the angular integrals which cannot be evaluated analytically (see Appendix B). The power spectra are defined by

$$\langle 0|B_i(\mathbf{q}, \eta)B_i^*(\mathbf{k}, \eta)|0\rangle = (\delta_{ij} - \hat{k}_i\hat{k}_j)(2\pi)^3 P_B(k, \eta) \delta(\mathbf{q} - \mathbf{k})$$

$$\langle 0|E_i(\mathbf{q}, \eta)E_i^*(\mathbf{k}, \eta)|0\rangle = (\delta_{ij} - \hat{k}_i\hat{k}_j)(2\pi)^3 P_E(k, \eta) \delta(\mathbf{q} - \mathbf{k})$$

$$\langle 0|E_i(\mathbf{q}, \eta)B_j^*(\mathbf{k}, \eta)|0\rangle = (\varepsilon_{ij}\hat{k}_l)(2\pi)^3 P_{EB}(k, \eta) \delta(\mathbf{q} - \mathbf{k})$$

and have been calculated, e.g., in Refs. [6, 16] with the following results:

$$P_B = \frac{4\pi}{f^2 \alpha^2} \left| A(k, \eta) \right|^2, \quad (28)$$

$$P_E = \frac{4\pi}{f^2} \left\{ \left( \frac{A(k, \eta)}{f} \right) \right\}^2, \quad (29)$$

$$P_{EB} = \frac{4\pi}{f^2} \left\{ \left( \frac{A(k, \eta)}{f} \right) \right\}^2 A^*(k, \eta). \quad (30)$$

Since we are interested in the solution for $\Psi$ of Eq. (13) at large scales, superhorizon modes, we only need to compute the source for $x = |k\eta| < 1$. We can then expand the Bessel functions in Eq. (22) for $x \ll 1$ and in this limit the solution becomes

$$A(k, \eta) \approx \frac{1}{\sqrt{k}} \left[ c_1(\gamma)x^\gamma + d_1(\gamma)x^{\gamma+2} + c_2(\gamma)x^{1-\gamma} + d_2(\gamma)x^{3-\gamma} \right], \quad (31)$$
with
\[
c_1(\gamma) = \frac{e^{-\pi \gamma/2}}{\cos(\pi \gamma)} \frac{\sqrt{\pi/4}}{2^{(\gamma - \gamma)}\Gamma(\gamma + 1/2)},
\]
(32)
\[
d_1(\gamma) = \frac{c_1(\gamma)}{\gamma + 1/2},
\]
(33)
\[
c_2(\gamma) = \frac{e^{\pi \gamma(\gamma + 1)/2}}{\cos(\pi \gamma)} \frac{\sqrt{\pi/4}}{2^{(\gamma - \gamma)}\Gamma(3/2 - \gamma)},
\]
(34)
\[
d_2(\gamma) = \frac{c_2(\gamma)}{3/2 - \gamma}.
\]
(35)

Depending on the value of \(\gamma\), different terms dominate in the expansion (31), leading to different results for the magnetic, electric and Poynting vector spectra, and consequently also for \(P_{\Pi}(k, \eta)\). For the power spectra we obtain, for \(x < 1\)
\[
P_B(k, \eta) = \frac{4\pi \kappa}{f^2 \sigma^4} \left\{ \begin{array}{ll}
|c_1|^2 x^{2\gamma} & \text{if } \gamma < 1/2 \\
|c_2|^2 x^{2\gamma - 2\gamma} & \text{if } \gamma > 1/2,
\end{array} \right.
\]
(36)
\[
P_E(k, \eta) = \frac{4\pi \kappa}{f^2 \sigma^4} \left\{ \begin{array}{ll}
\frac{4|c_1|^2}{(1-\gamma)^2} x^{2\gamma + 2} & \text{if } \gamma < -1/2, \\
|c_2|^2 x^{2\gamma - 2\gamma} & \text{if } \gamma > -1/2,
\end{array} \right.
\]
(37)
\[
P_{EB}(k, \eta) = \frac{4\pi \kappa}{f^2 \sigma^4} \left\{ \begin{array}{ll}
\frac{2|c_1|^2}{\gamma + 1/2} x^{2\gamma + 1} & \text{if } \gamma < 1/2, \\
|c_2|^2 x^{2\gamma - 2\gamma} & \text{if } \gamma > 1/2,
\end{array} \right.
\]
(38)

As an example, we compute the spectrum of the anisotropic stress generated by the magnetic field \(P_B\), i.e. the second term in the sum (27). For \(\gamma < 1/2\), we take the first line in Eq. (36). Using the general formula Eq. (12) from Appendix I, to approximate the convolution, we obtain
\[
P_{\Pi}(\sigma) \simeq \frac{9|c_1|^4 \sigma_2}{4\pi^2 |\eta|^4 \sigma^8} x^{5+4\gamma} \left\{ \begin{array}{ll}
\frac{|c_1|^4 \sigma_2}{4^{\gamma+\gamma}(4+\gamma)} x^{5+4\gamma} & \text{if } -2 < \gamma < -5/4, \\
\frac{|c_1|^4 \sigma_2}{4^{\gamma+\gamma}(4+\gamma)} x^{5+4\gamma} & \text{if } -5/4 < \gamma < 1/2.
\end{array} \right.
\]
(39)

For \(\gamma > 1/2\), we take the second line in Eq. (36) and we obtain
\[
P_{\Pi}(\sigma) \simeq \frac{9|c_2|^3 \sigma_2}{4\pi^2 |\eta|^4 \sigma^8} \frac{1}{9 - 4\gamma}, \text{ if } \gamma > 1/2.
\]
(40)

Similar expressions for the anisotropic stress generated by the electric field and the cross term are computed in Appendix D.

From these expressions, we can evaluate \(P_{\Pi}(k, \eta)\). Comparing the scaling of the magnetic, electric and cross term contributions, we can identify three different regimes. For \(-2 < \gamma < -5/4\), the magnetic field always dominates for \(x < 1\), and we can neglect the electric contribution and the cross term. For \(-5/4 < \gamma < 5/4\) all the contributions are of the same order of magnitude. This follows from the fact that for these values of \(\gamma\) the integrals over \(k\prime\) are dominated by the upper bound \(1/|\eta|\), leading to a white noise spectrum (see Appendix D). Finally, for \(5/4 < \gamma < 2\), the electric field contribution dominates and in principle we could neglect the magnetic field contribution and the cross term. However, at the end of inflation, when the Universe enters the radiation era, conductivity quickly becomes very high, meaning that the electric field decays rapidly (see for example [20]). The only remaining contribution to the anisotropic stress then is due to the magnetic field. Therefore, in this case we keep both the electric and the magnetic contribution in the anisotropic stress. Putting everything together we find the following power spectrum for the scalar anisotropic stress potential:

\[
P_{\Pi}(k, \eta) \simeq \frac{9}{4\pi^2 |\eta|^4 \sigma^8} \left\{ \begin{array}{ll}
|c_1|^4 \sigma_2 (1+\gamma)^4 x^{5+4\gamma} & \text{if } -2 < \gamma < -5/4, \\
|c_1|^4 \sigma_2 + \frac{|c_1|^4 \sigma_1}{(1+\gamma)^2(9+4\gamma)} + \frac{4|c_1|^4 \sigma_2}{(1+\gamma)(7+4\gamma)} & \text{if } -5/4 < \gamma < -1/2, \\
|c_1|^4 \sigma_2 + \frac{|c_1|^4 \sigma_1}{(1+\gamma)(9+4\gamma)^2} + \frac{4|c_1|^4 \sigma_2 (1-2\gamma)^2}{9-4\gamma} & \text{if } -1/2 < \gamma < 1/2, \\
\frac{|c_1|^4 \sigma_2}{(1-2\gamma)^3 (5-4\gamma)^2} x^{5-4\gamma} + \frac{4|c_1|^4 \sigma_2 (1-2\gamma)^3}{9-4\gamma} & \text{if } 1/2 < \gamma < 5/4, \\
\frac{|c_1|^4 \sigma_2}{(1-2\gamma)^3 (5-4\gamma)^2} x^{5-4\gamma} + \frac{4|c_1|^4 \sigma_2 (1-2\gamma)^3}{9-4\gamma} & \text{if } 5/4 < \gamma < 2.
\end{array} \right.
\]
(41)

The expressions above diverge at the boundary of their validity. Except in the case \(|\gamma| = 2\), this is simply be-
cause our approximation for the integrals derived in Appendix [13] breaks down: the true integral would remain finite. For $|\gamma| = 2$ instead, this is the usual log divergence of a scale-invariant spectrum. Note that the magnetic field contribution for $\gamma > 5/4$ (the term proportional to $\sigma_2$ in the last line of the above equation) is smaller than the one from the electric field by a factor $x^{4\gamma-5}$, for $x < 1$. Hence the effect of this contribution to the dynamical evolution of the Bardeen potential during inflation is negligible with respect to the effect of the electric field: we can therefore neglect it in the computation of the source term. However, as previously mentioned, only the magnetic field survives beyond inflation and generates the anisotropic stress, because of the high conductivity during the radiation era. We have therefore to take into account the magnetic field contribution for the solution of the Bardeen equation in the radiation era, see Section IV B.

Furthermore, note that the prefactor $|\eta|^{-5}$ has the correct dimension: since $[\Pi_S(x)] = [\ell^{-4}]$ and the Fourier transform is a volume integral, we have

$$[\ell^{-2}] = [\langle \Pi_S^2(k) \Pi_S(k') \rangle] = [\delta(\mathbf{k} - \mathbf{k}')P_{H}] .$$

With $[\delta(\mathbf{k} - \mathbf{k}')] = [\ell^{3}]$ this implies $[P_{H}] = [\ell^{-5}]$.

For the remainder of this paper, we use a simplified expression for the power spectrum $P_{H}$. For all values of $\gamma \in [\text{-}2, 2]$, Eq. (41) is of the following form, for superhorizon scales $x < 1$:

$$P_{H}(k, \eta) \simeq \frac{C_H^{\gamma}(\eta)}{a^{8}|\eta|^5} \begin{cases} x^{5-4|\gamma|} & \text{if } 5/4 < |\gamma| < 2 \\ 1 & \text{else,} \end{cases}$$

(42)

where $C_H^{\gamma}(\eta)$ is a dimensionless parameter of order unity. This expression for $P_{H}$ allows us to simplify considerably the analytical evaluation of the metric perturbations. It involves several approximations, but the spectral shape is correct and the evaluation of the prefactor is the best possible if one proceeds analytically.

In order to compute the source of Eq. (13), we also need to determine $\Pi_S^{\gamma}(k, \eta)$; expression (12) helps us in this task. We note in fact that on superhorizon scales and at lowest order in the slow-roll expansion, the time dependence of the power spectrum of $\Pi_S(k, \eta)$ is given by $P_{H} \propto |\eta|^{2\alpha}$ with

$$\alpha(\gamma) = \begin{cases} 4 - 2|\gamma|, & |\gamma| \geq 5/4 \\ 3/2, & |\gamma| \leq 5/4 \end{cases}$$

(43)

$$= \min\{4 - 2|\gamma|, 3/2\} .$$

(44)

Moreover, from Eqs. (21) and (31) one finds that on large scales $x < 1$, the operator $\Pi_S(k, \eta)$, expressed in terms of the variables $x$ and $\kappa$, is simply a power law in $x$. Recalling Eq. (23), we can simply write $\Pi_S(k, x) = x^{\alpha} \sum_{i=1}^{4} \Pi_i(k) O_i(k)$, where the entire time dependence is collected in the prefactor. Hence the entire power spectrum must go like $x^{2\alpha}$:

$$(2\pi)^3 \delta(\mathbf{q} - \mathbf{k}) P_{H}(k) = x^{2\alpha} |\Pi_i(k)|^2 \langle 0 | O_i(\mathbf{q}) O_i(\mathbf{k}) | 0 \rangle ,$$

(45)

setting $i = 1$ for the only kind of operator which survives. Eq. (12) therefore implies $m = \alpha$, so that we find the simple relation valid at lowest order in the slow-roll expansion:

$$\Pi_S^{\gamma}(k, \eta) \simeq -\frac{\alpha}{|\eta|} \Pi_S(k, \eta) , \quad \text{at } \mathcal{O}(\epsilon^0) .$$

(46)

Note that at next order in slow-roll, $\Pi_S(k, \eta)$ gets an extra time dependence as $|\eta|^{4\epsilon \gamma}$. We now have all the ingredients to determine the source term in Eq. (13) at lowest order in slow-roll:

$$S_{em} \simeq \frac{3}{x^4}(2 - \alpha) \frac{\Pi_S(k, \eta)}{\rho_{\phi}} .$$

(47)

In Section IV D to integrate the $G$-equation (17), we shall also need the spectrum of the electromagnetic energy density and its derivative. These can be obtained along the same lines as above, with the same qualitative results. We are not repeating the details. Defining as usual

$$(0)\rho_{em}(\mathbf{q}, \eta) \rho_{em}(\mathbf{k}, \eta) = (2\pi)^3 P_{em}(k, \eta) \delta(\mathbf{q} - \mathbf{k}) ,$$

(48)

and substituting Eqs. (21) and (22) in $\rho_{em}(x, \eta) = -T_{em}(x, \eta)$, one obtains an expression analogous to Eq. (27), where only the constants $\sigma_1(\gamma)$, $\sigma_2(\gamma)$ and $\sigma_3(\gamma)$ are different. The final result can again be parametrized as

$$P_{em}(k, \eta) \simeq \frac{C_{em}^{\gamma}(\eta)}{a^8|\eta|^5} \begin{cases} x^{5-4|\gamma|} & \text{if } 5/4 < |\gamma| < 2 \\ 1 & \text{else,} \end{cases}$$

(49)

leading to

$$\rho_{em}^{\gamma}(k, \eta) \simeq -\frac{\alpha}{|\eta|} \rho_{em}(k, \eta) , \quad \text{at } \mathcal{O}(\epsilon^0)$$

(50)

with $\alpha$ as defined in Eq. (13).

With this, we can now proceed to solve Bardeen equation.

IV. RESOLUTION AND MATCHING

A. Bardeen potentials during inflation

We now want to compute $\Psi$ at large scale by solving Eq. (12) with the source term given by Eq. (13). The homogeneous solutions of Eq. (13) are $\Psi_1 = x^{p} J_{p}(x)$ and $\Psi_2 = x^{p} J_{-p}(x)$, with $p = 1/2 + \mathcal{O}(\epsilon, \epsilon_2)$ and $\nu = 1/2 + \mathcal{O}(\epsilon, \epsilon_2)$. The solution of the inhomogeneous equation can be computed using the Wronskian method, and reads

$$\hat{\Psi}_{inh}(k, x) = \frac{-\pi}{2 \sin(\nu \pi)} \int_{x_m}^{x} \frac{dx'}{x^{\nu}} S_{em}(k, x') \left( \frac{x}{x'} \right)^{p} \left[ J_{p}(x') J_{-p}(x) - J_{p}(x) J_{-p}(x') \right] ,$$

(51)

where $x_m = |\kappa \eta_m|$ is the initial time when the source starts to act, i.e. horizon exit $x_m \sim 1$, and it is such that
\[ x_{\text{in}} \gg x. \] We denote the Bardeen potential by \( \tilde{\Psi}_{\text{inh}} \) in order to indicate that this expression is a quantum operator acting on the electromagnetic vacuum: we will then have to relate it to a stochastic variable after inflation in the usual way, see the discussion later in this section. Also in this case, the solution becomes highly squeezed after horizon exit. Only the dominant mode of the Bessel function, \( \Psi_2 = x^2 J_\nu(x) \) remains relevant. Since we are interested in the large-scale solution \( x \ll x_{\text{in}} \lesssim 1 \), we can expand the Bessel functions in Eq. (51) for small arguments. Moreover, to integrate Eq. (51) we only need to know the time behavior of the source term, which is proportional to \( x^{\alpha-4} \) (c.f. Eq. (47)). We obtain

\[ \tilde{\Psi}_{\text{inh}}(k,x) \simeq \frac{x^2}{(2-\alpha)(3-\alpha)} S_{\text{cm}}(k,x) \]

\[ = \frac{\beta}{x^2} \frac{\Pi_S}{\rho_\varphi}. \tag{52} \]

Note that, since \( 0 \leq \alpha \leq 3/2 \), the prefactor

\[ \beta = \frac{3}{(3-\alpha)} \tag{54} \]

is positive for all values of \( \gamma \). Neglecting the decaying mode of the homogeneous solution \( \Psi_1 \simeq \sqrt{2\pi} x/4 \), we obtain the general large-scale solution for the Bardeen potentials during inflation,

\[ \tilde{\Psi}_- \simeq \tilde{b}(k) + \frac{\beta}{x^2} \frac{\Pi_S}{\rho_\varphi} \]

\[ \tilde{\Phi}_- \simeq \tilde{b}(k) + \frac{\beta - 3}{x^2} \frac{\Pi_S}{\rho_\varphi}, \tag{56} \]

where \( \tilde{b}(k) \) is the usual inflationary solution at large scales, the homogeneous ‘growing mode’ (which is constant in time). To obtain Eq. (55), we have used Eq. (7) which yields

\[ \tilde{\Phi}_- = \tilde{\Psi}_- - \frac{3}{x^2} \frac{\Pi_S}{\rho_\varphi}. \tag{57} \]

The above solutions are the sum of two uncorrelated quantum operators. The first, \( \tilde{b} \), acting on the inflaton vacuum, and the second, proportional to \( \Pi_S \), acting on the electromagnetic vacuum. As mentioned before, these quantum variables must be identified with classical perturbations having stochastic amplitudes by means of a quantum to classical transition: this is explained, for example, in \[21,22\]. For simplicity we identify these variables with their r.m.s. amplitude, i.e. the square root of the volume factor in wave number space times their corresponding spectra: this is not a conventional choice but it allows to simplify considerably our formulas. From the corresponding power spectra, defined as

\[ \langle 0| \hat{b}(\mathbf{q},\eta) \hat{b}(\mathbf{k},\eta) |0 \rangle = (2\pi)^3 P_b(k,\eta) \delta(\mathbf{q} - \mathbf{k}), \tag{58} \]

\[ \langle 0| \hat{\Psi}_-^L(\mathbf{q},\eta) \hat{\Psi}_-(\mathbf{k},\eta) |0 \rangle = (2\pi)^3 P_{\Psi}(k,\eta) \delta(\mathbf{q} - \mathbf{k}), \tag{59} \]

we therefore define the dimensionless metric perturbations:

\[ \tilde{\Psi}_- \rightarrow \Psi_- = \sqrt{k^4 P_{\Psi}} \]

\[ \tilde{b} \rightarrow b = \sqrt{k^4 P_b}. \]

An advantage of this somewhat unconventional definition is that both \( \Psi_- (k,\eta) \) and \( b(k,\eta) \) are dimensionless and provide a good measure for the fluctuation amplitude at comoving scale \( k \). Analogously, for the anisotropic stress power spectrum we introduce the dimensionless ratio \( \Omega_{\Pi} \) by

\[ \Omega_{\Pi}(k,\eta) \equiv \frac{k^4 P_{\Pi}}{\rho_\varphi^2} = \left( \frac{8\pi G}{3H^2} \right)^2 k^4 P_{\Pi} \tag{60} \]

\[ \Omega_{\Pi}(k,\eta) \simeq \frac{H^2}{3m_p^2} C_{\Pi}(\gamma)x^\alpha. \tag{61} \]

The superscript \( - \) indicates that we evaluate the quantity in the inflationary era (as opposed to the radiation era, see Section \[IV B\]). Note that here the Hubble parameter is taken at lowest order in slow-roll: \( H = H/\alpha \simeq 1/(a\eta_H) \), c.f. Eqs. (10). With this definition, the power spectrum of the source term becomes

\[ \langle 0| S_{\text{cm}}^i(\mathbf{q},\eta) S_{\text{cm}}(\mathbf{k},\eta) |0 \rangle = (2\pi)^3 P_S(k,\eta) \delta(\mathbf{q} - \mathbf{k}), \tag{62} \]

\[ k^4 P_S(k,\eta) = 9(2-\alpha)^2 \left( \frac{\Omega_{\Pi}}{x^4} \right)^2. \tag{63} \]

With Eqs. (52) and (54), we find the relation among the power spectra

\[ k^4 P_{\Psi_{\text{inh}}} \simeq \frac{x^4}{(2-\alpha)^2} \frac{\Pi_S}{\rho_\varphi} \tag{64} \]

We can now rewrite the solutions Eqs. (55) and (56) in terms of the classical variables, which we understand as their r.m.s. amplitudes, both for the inhomogeneous part of the solution and for the inflationary part of the solution. We obtain with Eq. (54)

\[ \Psi_-(x) \simeq b(k) + \beta \frac{\Omega_{\text{in}}}{x^2} \tag{65} \]

\[ \Phi_-(x) \simeq b(k) + (\beta - 3) \frac{\Omega_{\Pi}}{x^2}, \tag{66} \]

within the approximation that the magnetic field perturbations and the inflaton perturbations are uncorrelated, \( \langle 0| \tilde{\Psi}_{\text{inh}}(k) \tilde{b}(k) |0 \rangle = 0 \) (note that this is violated in second-order perturbation theory \[11\]). Therefore, the power spectra of \( \Psi_- \) and \( \Phi_- \) are simply the sum of the inflationary power spectrum and the inhomogeneous one.

The inhomogeneous part of the solutions Eqs. (65) and (66), \( \Omega_{\Pi}/x^2 \), behaves like \( x^{\alpha-2} \). If \( \gamma = -2 \), i.e. when the magnetic field energy density generated during inflation has a scale-invariant spectrum, one has \( \alpha = 0 \) and therefore the inhomogeneous mode grows in time.
like $x^{-2}$. One may wonder whether this leads to too large metric fluctuations, but it is not the case: considering the ratio of the Weyl tensor $C^\mu_{\nu\alpha\beta} \propto k^2(\Phi + \Psi)$ and the Ricci tensor, $R_{\mu\nu} \propto H^2 \simeq \eta^{-2}$ one finds for the ratio of typical components of the Weyl, respectively Ricci, tensor \[ \frac{\text{Weyl}}{\text{Ricci}} \text{_{inh}} \simeq x^2(\Psi_{\text{inh}} + \Phi_{\text{inh}}) \sim \Omega_R \ll 1 . \] The last inequality is a consequence of the fact that we require the electromagnetic field to be subdominant during the inflationary era, so that $\Omega_S \simeq \rho_{\text{em}} \ll \rho_\varphi$.

### B. Bardeen potentials during the radiation era

After inflation and reheating, the Universe enters the radiation-dominated phase. Filled by a fully ionized plasma of relativistic particles, the Universe becomes conductive, in contrast to the inflationary phase during which there are no free charges. The conductivity of the Universe is very high, so that the electric field disappears rapidly \[ [14, 16, 20] \]. Wavelengths of cosmological interest are much larger than the horizon scale at the end of inflation. For them, the transition to the radiation era and the dissipation of the electric field can be considered as instantaneous.

The evolution of the Bardeen potential in the radiation era has already been studied in detail in \[ [17, 23] \]. Einstein’s equations can again be combined into a second-order equation for $\Psi$, that reads (see Eq. (B5) in \[ [17] \])

\[
\Psi'' + \Omega_{\text{inh}}^+ \Psi' = \frac{3\mathcal{H}^2}{k^2} (H^2 \Omega_R^+)' ,
\]

where again we identify the metric perturbations with their r.m.s. amplitudes, and $\Omega_R^+ = \sqrt{k^4 \mathcal{H}^4 / \rho_{\text{rad}}}$ is the dimensionless magnetic anisotropic stress parameter in the radiation era. It is constant in time during the radiation era as both, the radiation density and $B^2$ scale as $a^{-4}$. Its value depends on $\gamma$ and is given by the magnetic field contribution of Eq. (41), i.e. the part proportional to $\sigma_2$, evaluated at $\eta = \eta_*$. This magnetic field is indeed the one that survives in the highly conductive plasma of the radiation era. The general solution to Eq. (68) at large scales is

\[
\Psi_+(x) = \Psi_0 + \frac{\Psi_1}{x^3} + \frac{3\Omega_{\text{inh}}^+}{x^2} \quad \text{and}
\]

\[
\Phi_+(x) = \Phi_0 + \frac{\Psi_1}{x^3} ,
\]

where $\Psi_0$ and $\Psi_1$ are two arbitrary constants that need to be determined by matching the solutions in the radiation era to the one during inflation.

### C. Matching

We have found the solutions for the metric potentials $\Psi$ and $\Phi$ in the presence of an electromagnetic field both during inflation (at lowest order in the slow-roll expansion) and in the radiation era. The solutions in the radiation era are known once the initial conditions are specified. In order to have solutions valid through the whole evolution of the Universe, we need to match properly $\Psi$ and $\Phi$ at the transition from inflation to the radiation era.

The initial conditions in the radiation era are obtained by matching the solutions given in Eqs. (65) and (66) to Eqs. (69). As usual, we match the classical potentials among themselves. We are only interested in wavelengths much larger that the duration of the transition. For these scales, the transition can be considered as instantaneous. Within this approximation, the equation of state parameter $w$ experiences a discontinuity at the transition, it goes from roughly $w \simeq -1$ to $w = 1/3$. Furthermore, the electromagnetic field anisotropic stress is discontinuous when $\gamma > -5/4$, due to the fact that the electric field contributes significantly during inflation for these values of $\gamma$, while it vanishes in the highly conductive plasma of the radiation era.

In \[ [14] \] it has been shown that to match solutions through a discontinuity of the energy-momentum tensor, we have to impose that the induced 3-metric and the extrinsic curvature remain continuous on the spacelike hypersurface of the transition $\Sigma$. We follow this procedure here.

The most general metric containing only scalar perturbations is given by

\[
ds^2 = a^2 \left\{ - (1 + 2A) d\tilde{\eta}^2 + 2B \epsilon d\tilde{\eta} dx^i \right. \\
+ \left. \left[ (1 + 2C) \delta_{ij} + 2E_{,ij} \right] dx^i dx^j \right\} .
\]

A convenient choice of coordinates to fix the matching conditions is to define the transition hypersurface through $\tilde{\eta} = \text{const}$. The time coordinate $\tilde{\eta}$ is related to the original one by a gauge transformation $\eta = \eta + T$. On the $\{ \tilde{\eta} = \text{const.} \}$ slices, the continuity of the induced 3-metric and of the extrinsic curvature requires the continuity of $\tilde{E}$, $\tilde{C}$, $\tilde{B} = \tilde{E}'$ and $\tilde{C}' - \tilde{H} \tilde{A}$ through the transition \[ [14] \]. Considering the gauge transformation properties of the different metric components \[ [15] \], this implies in terms of the original perturbation variables

\[
\begin{align*}
[\mathcal{E}]_\pm &= 0 , \\
[C + \mathcal{H}T]_\pm &= 0 , \\
[B - \mathcal{T}' - \mathcal{E}']_\pm &= 0 , \\
[\mathcal{H}A + C' - (\mathcal{H}^2 - \mathcal{H}')T]_\pm &= 0 ,
\end{align*}
\]

where

\[
F_\pm = \lim_{\epsilon \to 0 \atop \epsilon > 0} \left[ F(+\eta_*, +\epsilon) - F(-\eta_*, -\epsilon) \right] ,
\]

$\eta_*$ being the time of the transition: the end of inflation happens at $\eta = -\eta_*$ and the radiation phase is established at $\eta = +\eta_*$. This also ensures the continuity of the Hubble parameter, the unperturbed extrinsic curvature: at lowest order in the slow-roll expansion one has

\[
\mathcal{H}_{\text{inf}}(\eta = -\eta_*) = \eta_*^{-1} = \mathcal{H}_{\text{rad}}(\eta = \eta_*) = \mathcal{H}_\ast .
\]
Our original gauge is longitudinal gauge with \( E = B = 0 \), \( A = \Phi \) and \( C = -\Psi \). With this Eqs. (71) become

\[
[T]_\pm = 0, \quad [\Psi]_\pm = 0,
\]
\[
[H\Phi + \Psi' + (H^2 - \mathcal{H}')T]_\pm = 0.
\] (73)

Inserting the solutions Eqs. (65) and (69) into Eq. (73), and using that \((H^2 - \mathcal{H}')_+ = \epsilon \mathcal{H}_e^2\) and \((H^2 - \mathcal{H}')_- = 2\mathcal{H}_e^2\), one can determine the constants \(\Psi_0\) and \(\Psi_1\) in terms of \( T \). Note that we set \((H^2 - \mathcal{H}')_+ = \epsilon \mathcal{H}_e^2\) even though we are performing the matching at lowest order in slow-roll, since the order of \( T \) is as far not determined. A brief computation yields

\[
\Psi_0 = b(k) + \frac{\epsilon - 2}{3} \mathcal{H}_e T + \frac{2\beta}{3} \Omega_\Pi(x_\ast) x_\ast^2,
\]
\[
\Psi_1 x_\ast^{-3} = -\frac{\epsilon - 2}{3} \mathcal{H}_e T + \frac{\beta}{3} \Omega_\Pi(x_\ast) x_\ast^2 - 3 \Omega_\Pi^+(x_\ast) x_\ast^2. \] (74) (75)

If one inserts the above constants in the radiation solution Eqs. (65), the following problem for the metric perturbations becomes manifest: since \( 0 < \alpha < 3/2 \), the term

\[
\frac{\Omega_\Pi(x_\ast)}{x_\ast^2} \sim \left( \frac{\mathcal{H}_e}{m_p} \right)^2 x_\ast^{2\alpha - 2} \geq \left( \frac{\mathcal{H}_e}{m_p} \right)^2 x_\ast^{-1/2},
\]

which can be very large for small \( x_\ast \), enters in the constant mode \(\Psi_0\) of both \(\Psi_1\) and \(\Phi_1\), and contributes to the fluctuation amplitude as

\[
\sqrt{k^2 P_{\Psi_0}} \sim \Omega_\Pi(x_\ast) x_\ast^{-3/2}.
\]

If this term is not ‘compensated’ in any way, it leads to very large fluctuations. Indeed, if one evaluates again the same ratio as in Eq. (67) but this time in the radiation era, one finds

\[
\frac{\text{Weyl}}{\text{Ricci}}_{\text{rad}} \sim \Omega_\Pi(x_\ast) x_\ast^{-3/2},
\] (76)

which can become very large with the expansion of the Universe. However, we now show that this term is exactly compensated by the term proportional to \( T \) in Eq. (74), if we choose a proper hypersurface for the transition and deal with the slow-roll expansion properly.

To go on we need to specify a physically meaningful transition hypersurface \( \Sigma \), in order to determine \( T \). Since inflation is driven by the scalar field, which controls the background evolution of the Universe, it is reasonable to assume that inflation ends when the energy density of the scalar field reaches a certain value. In this case, the hypersurface of transition is the one of constant energy density of the inflaton, such that \( \rho_\phi = \rho_\phi = \text{const.} \), at constant \( \tilde{\eta} \). This requires to choose \( T = -\delta \rho_\phi / \rho_\phi \), so that \( \delta \tilde{\rho}_\phi = 0 \). We can compute \( T \) explicitly at the end of inflation, for \( \eta = -\eta_\ast \).

Using the scalar Einstein equations to eliminate the inflaton perturbations we find

\[
\mathcal{H}_e T \simeq -\frac{1}{3(1 + w_\ast)} \left[ 2\Phi + \frac{2\Psi'}{\mathcal{H}_e} + \Omega_{\text{em}} + \frac{2\mathcal{H}_e^2}{3} \right].
\] (77)

Here \( \Omega_{\text{em}} = \rho_{\text{em}} / \rho_\phi \) is the density parameter of the electromagnetic field which is of the order of \( x_\ast^2 \Psi_1 \) like the last term in Eq. (77). These two terms can therefore be neglected at lowest order in \( x_\ast \). The first two terms in Eq. (77) are related to the curvature perturbation \( \zeta \) defined in Eq. (16). Since \( \Psi \) and \( \mathcal{H} \) do not jump, to lowest order in \( \mathcal{H} \) the jump in \( \zeta \) is related to the one in \( T \) by \( \mathcal{H}_e [T]_\pm = -\zeta \). The condition \([T]_\pm = 0 \) for the \( \{\rho_\phi = \text{const.}\} \) hypersurface then implies

\[
\zeta \equiv \delta \tilde{\rho}_\phi = 0.
\] (78)

Hence the constant density matching requires that the curvature perturbation is continuous at lowest order in \( x_\ast \).\( \ast \) (but it can be discontinuous at next-to-leading order). Inserting Eqs. (65) and (69) into Eq. (77), we find to lowest order in \( x_\ast \) and in the slow-roll expansion

\[
\mathcal{H}_e T \simeq -\frac{b(k)}{\epsilon}.
\] (79)

It appears therefore that, if the hypersurface of transition is the one of constant energy density for the inflaton, \( T \) is of \( \mathcal{O}(\epsilon^{-1}) \) at lowest order in the slow-roll expansion. With this choice for \( T \), the solution Eqs. (69) in the radiation era for \( x_\ast \ll 1 \) is completely determined, with coefficients:

\[
\Psi_0 = \frac{2}{3} \left( 1 + \frac{1}{\epsilon} \right) b(k) + \frac{2\beta}{3} \Omega_\Pi x_\ast^2,
\]
\[
\Psi_1 x_\ast^{-3} = \frac{1}{3} \left( 1 - \frac{2}{\epsilon} \right) b(k) + \frac{\beta}{3} \Omega_\Pi x_\ast^2 - 3 \Omega_\Pi^+ x_\ast^2. \] (80) (81)

From these equations we see that the magnetic field anisotropic stress does not contribute to the leading order in slow-roll \( \mathcal{O}(\epsilon^{-1}) \). The following order \( \mathcal{O}(\epsilon^0) \) cannot be trusted: this order would indeed receive contributions from \( T \) at next-to-leading order in slow-roll that we did not take into account in Eq. (79). To be consistent it is therefore necessary to solve Bardeen equation up to next-to-leading order in the slow-roll expansion, as anticipated in Section III.

To solve Eq. (13) at next-to-leading order in the slow-roll expansion, we proceed as in Section IV A. In the following we present the solution and the matching for the inhomogeneous part only, sourced by the electromagnetic field; the relevant inflationary contribution in the radiation era is the one given in Eqs. (50), (81) at lowest order in slow-roll. For the inhomogeneous solution at next-to-leading order, we have to account for the fact that the source Eq. (17) has now a time dependence of the form \( x_\ast^{1 + 2c} \). We find the inhomogeneous part of the solution

\[
\Psi_{\text{inh}}^{-} \simeq (1 + 3c) \frac{\beta}{x_\ast^2} \frac{\Omega_\Pi}{\rho_\phi}.
\] (82)
We then identify the Bardeen potential quantum operator with its r.m.s. amplitude as previously done, and we find the expressions (equivalent to Eqs. (55), (56) up to next-to-leading order \(O(\epsilon)\):

\[
\Psi_{\text{inh}}(x) \simeq \beta \left[ 1 + \left( 1 + 2 \log \left( \frac{\omega_0}{\eta} \right) \right) \epsilon \right] \frac{\beta}{x^3} \quad (83)
\]

\[
\Phi_{\text{inh}}(x) \simeq \beta - 3 + \left( \beta + 2(\beta - 3) \log(\frac{\omega_0}{\eta}) \right) \epsilon \frac{\beta}{x^3} \quad (84)
\]

The logarithmic factors arise because we have kept definition \(\Omega_{\Pi}\) for \(\Omega_{\Pi}\), which is at lowest order in slow-roll.

The matching proceeds as before with the difference that the continuity of the unperturbed extrinsic curvature \(\mathcal{H}\) implies that the radiation phase is now established at time \(\eta = \eta_*/(1 + \epsilon)\):

\[
\mathcal{H}_{\text{inf}}(\eta = -\eta_*) = \frac{1 + \epsilon}{\eta_*} = \mathcal{H}_{\text{rad}}(\eta = \eta_*/(1 + \epsilon)) \equiv \mathcal{H}_* . \quad (85)
\]

Inserting solutions (83) and (84) into Eq. (77), we obtain for the electromagnetic contribution to the gauge transformation variable \(T\) at next-to-leading order:

\[
\mathcal{H}_* T \simeq -\frac{b(k)}{\epsilon} + \beta \frac{\Omega_{\Pi}}{x^2} . \quad (86)
\]

Inserting this expression in Eq. (74), we find that at next-to-leading order, \(\mathcal{H}_* T\) cancels exactly the magnetic mode in \(\Psi_0\) given by \((2\beta/3) \Omega_{\Pi}(x_*)/x_0^2\) (c.f. Eq. (50)), so that in \(\Psi_0\) only the inflationary contribution remains. The matching conditions, Eqs. (53), insure therefore that the magnetic mode \(\propto \Omega_{\Pi}/x^2\) does not transfer into the constant mode \(\Psi_0\) at the transition to the radiation era. Note that, in order to reach this conclusion, it is absolutely necessary to perform the matching. The decaying mode of the solution for \(\Psi_+\) in the radiation era is proportional to \(\Omega_{\Pi}/x^2\) does not give any information on \(\Psi_0\) (c.f. Eq. (59)). Therefore, the calculation done in Ref. [19] and, in particular, their solution Eq. (33) are not sufficient to claim that no electromagnetic contamination to \(\Psi_0\) is present after inflation.

As a result of the matching, we see that the dangerous behavior inferred in (76) is not present. Since the decaying mode in Eqs. (59) can be neglected, we arrive at the result that the inflationary electromagnetic field contributes to the metric perturbations in the radiation era through \(\Psi_0\) only at next-to-leading order in \(x \ll 1\), i.e. at order \(O(x^0)\) instead of \(O(x^{-2})\). Therefore, in order to find the relevant effect of the inflationary electromagnetic field, we would have to go to the next-to-leading order in the large-scale expansion. However, solving Bardeen Eq. (15) analytically at next-to-leading order in \(x = k|\eta| \ll 1\) and in the slow-roll expansion is highly nontrivial. The electromagnetic contribution to the metric perturbations can be found more easily by solving for the curvature perturbation \(\zeta\) which, as shown at the end of Section II, is only sourced at next-to-leading order in \(x \ll 1\).

**D. The curvature perturbation**

The metric perturbations in the radiation era are given in Eqs. (59): neglecting the decaying mode, the relevant contribution generated by the electromagnetic field is in the constant mode \(\Psi_0\), but only at order \(O(x^0)\) as demonstrated in the previous section. The simplest way to obtain \(\Psi_0\) is to solve for the curvature perturbation \(\zeta\). Indeed, inserting Eqs. (69) into the definition of \(\zeta\) Eq. (15) one finds that

\[
\zeta_+ = \frac{3\Psi_0}{2} . \quad (87)
\]

Since \(\zeta\) is continuous at the transition from inflation to the radiation era, as demonstrated in Eq. (78), this means that \(\Psi_0\) is given by the value of the curvature at the end of inflation

\[
\Psi_0 = \frac{2\zeta_+}{3} = \frac{2}{3} \left[ \left(1 + \frac{1}{\epsilon}\right)b(k) + \zeta_* \right] , \quad (88)
\]

where we denote by \(\zeta_*\) the contribution sourced by the electromagnetic field during inflation, which we need to determine.

Note that the solutions Eqs. (59) and (60) do not allow to compute \(\zeta_*\). Indeed, inserting them into Eq. (15) we find that the term \(\mathcal{H}\Phi + \Psi^\prime\) vanishes. Naively one might think that this implies simply \(\zeta_* = \Psi_*\), and that \(\zeta\) has a contribution at order \(O(x^2)\)\(\cdot O(x^0)\); however, this would be in contradiction with Eq. (16), which shows that \(\zeta\) is only sourced at next-to-leading order in \(x \ll 1\). In reality, this contradiction is solved if one inserts in definition (15) the Bardeen potentials at order \(\epsilon\) and not simply \(\epsilon^0\), because the term \(\mathcal{H}\Phi + \Psi^\prime\) enters with a prefactor of order \(O(1/(w+1)) = O(\epsilon^{-1})\) in (15). Inserting solutions (83) and (84) one verifies that the order \(\mathcal{O}(x^{-2}) \cdot O(x^0)\) vanishes, and we expect that the same thing happens at any following order in \(\epsilon\) (note that Eq. (16) is indeed valid at any order in slow-roll). Consequently, the relevant contribution of the electromagnetic field \(\zeta_*\) is of the order \(O(x^0) \cdot O(\epsilon^{-1})\), as anticipated at the end of Section II. To evaluate \(\zeta_*\) using Eq. (15), we would therefore need to go to the next order in \(\Psi_*\) and \(\Phi_*\) : we evade this by computing \(\zeta_*\) directly. This can be achieved either by solving Eq. (15) and inserting solution (55) for \(\Psi_*\), or by solving directly Eq. (17).

Let us start by solving Eq. (17). The source term is

\[
S_\zeta \equiv \frac{1}{\epsilon x^2 \rho_\phi} \left[ -6\rho_{\text{em}} + x \frac{d\rho_{\text{em}}}{dx} + x \frac{d\Pi}{dx} \right] , \quad (89)
\]

involving not only the anisotropic stress but also the electromagnetic energy density and its derivative, which are given in Eqs. (19, 20). The electromagnetic energy density and the anisotropic stress have the same dependence on time and wavenumber, i.e. they go as \(x^2\). The integration of Eq. (17) becomes then straightforward: the details of the solution are given in Appendix A. Identifying again the quantum operators \(\zeta\) and \(\rho_{\text{em}}\) with their
r.m.s. amplitude as done in Section IV A one finally obtains the solution

\[ \zeta_{\text{in}}^-(x) \simeq \frac{H^2}{9m_p^2} \left[ (\alpha - 6)^2C_{\text{em}}^2 + 2\alpha(\alpha - 6)C_{\mu\Pi} + \alpha^2C_{\Pi}^2 \right]^{1/2} \times \left\{ \begin{array}{cc} -\log \left( \frac{x/x_e}{\alpha} \right) & \text{if } \alpha = 0 \\
 x_{\text{in}}^\rho / \alpha & \text{if } \alpha \neq 0 \end{array} \right. \]  

(90)

where \( x_{\text{in}} \simeq 1 \) denotes horizon exit (when the source starts to act). We have introduced the coefficient \( C_{\mu\Pi} \) denoting the amplitude of the cross term arising from the correlation \( \langle 0 | \rho_{\text{em}}^T \Pi_S | 0 \rangle \): the cross-correlation has the same spectral dependence, as \( x^\alpha \), as the electromagnetic energy density and anisotropic stress. We can define, analogously to Eq. (61),

\[ \Omega_{\text{em}}^\Sigma(k, \eta) \equiv \sqrt{\frac{k^3P_{\text{em}}}{\rho_\Sigma^2}} \simeq \frac{H^2}{3m_p^2}C_{\text{em}}(\gamma)x^\alpha. \]  

(91)

It is interesting to note that in the scale-invariant case, \( \alpha = 0 \), the anisotropic stress does not contribute to \( \zeta_{\text{in}}^-> \), whereas in all other cases \( \zeta_{\text{in}}^- \) is constant on large scales: it is generated at horizon crossing and then stops growing. The Bardeen potentials \( \Psi_- \) and \( \Phi_- \), on the other hand, keep growing outside the horizon and soon become large: this renders longitudinal gauge badly adapted to the problem at hand. Conversely, in the comoving gauge, for example, all perturbation variables remain small during inflation (c.f. Appendix A).

We could have solved for \( \zeta_{\text{in}}^- \) by means of Eq. (54) and inserting solution (65) for \( \Psi_- \). In this case, the source term in (10) contains also a contribution form the Poynting vector. However, this can be eliminated in favor of \( \rho_{\text{em}} \) and \( \Pi_S \) using the momentum conservation Eq. (A10) derived in Appendix A and the two approaches give finally the same result for \( \zeta_{\text{in}}^- \).

Neglecting the decaying mode \( \Psi_1/x^3 \) and using solution (60) with \( \zeta_* = \zeta_{\text{in}}^-(x_*) \), the Bardeen potentials in the radiation era are completely determined (c.f. Eq. (90)):

\[ \Psi_+(x) = \frac{2}{3} \left( 1 + \frac{1}{\epsilon} \right) b(k) + \frac{2\zeta_*}{3} + \frac{3\Omega_{\Pi}^+}{x^2} \]  

and

\[ \Phi_+(x) = \frac{2}{3} \left( 1 + \frac{1}{\epsilon} \right) b(k) + \frac{2\zeta_*}{3}. \]  

(92)

Comparing these solutions with the ones obtained at large scales from a magnetic field generated causally during a primordial phase transition [17], we see that the only difference is the constant mode

\[ \frac{2\zeta_*}{3} \sim \left( \frac{H_*}{m_p} \right)^2 \frac{1}{\epsilon} \left\{ \begin{array}{cc} -\log (x_*) & \text{if } \alpha = 0 \\
 1/\alpha & \text{if } \alpha \neq 0 \end{array} \right. \]  

(93)

(neglecting factors of order one). This constant mode is generated by the curvature perturbation at the end of inflation. In the case of a primordial phase transition, the curvature perturbation has no contribution from the electromagnetic field before the phase transition. The continuity of the curvature at the phase transition forces therefore \( \zeta_* = 0 \). During inflation, however, the curvature is dynamically generated by the electromagnetic source and at the end of inflation it transfers into the constant mode \( \Psi_0 \), adding a new term to the Bardeen potentials.

In solutions (92), the mode sourced by the magnetic field anisotropic stress in the radiation era \( \Omega_{\Pi}^+ \) would dominate at large scales. However, once neutrinos start free-streaming, this term is exactly compensated by the neutrino anisotropic stress, and leaves no visible effect in the CMB, see [17]. The observationally relevant contribution from \( \Omega_{\Pi}^+ \) is therefore given by the so-called ‘passive’ mode, arising at next-to-leading order in the large-scale expansion [23]. However, the passive mode is present also for a magnetic field generated by a causal process such as a phase transition; in the case of a magnetic field generated during inflation, one has to add the term proportional to \( \zeta_* \) to the passive mode. The full solution for the Bardeen potential in the matter era from an inflationary magnetic field becomes therefore (in this discussion we neglect the contribution of the compensated mode, which is anyway subdominant with respect to the passive mode):

\[ \Psi_+(x > x_{eq}) = \frac{2}{3} \left( 1 + \frac{1}{\epsilon} \right) b(k) + \frac{2\zeta_*}{3} \]  

\[ \gtrsim \frac{3\Omega_{\Pi}^+}{x^2} \]  

\[ \log \left( \frac{x_{eq}}{x_*} \right), \]  

(94)

where \( x_{eq} = k\eta_{eq} \) with \( \eta_{eq} \) denoting the time of equality, and \( x_* = k\eta_* \) with \( \eta_* \) denoting the time of neutrino decoupling. The last term is the passive mode taken from Eq. (6.10) of [17], where we have set for the time of creation of the magnetic field \( \eta = \eta_* \). Let us compare the amplitudes of the new constant mode \( 2\zeta_*/3 \) and of the usual passive one. For sufficiently red spectra, \( \alpha < 3/2 \), we can safely set \( \Omega_{\Pi}^+ \simeq \Omega_{\Pi}^- \) and equally \( \Omega_{\text{em}} \sim \Omega_{\Pi}^- \). Therefore, for a scale-invariant electromagnetic field with \( \alpha = 0 \), the difference among the amplitudes of the two modes is only due to the presence of the logarithms and of \( 1/\epsilon \) (c.f. Eq. (93)). The logarithm appearing in the term \( 2\zeta_*/3 \) corresponds to the number of e-folds between horizon exit of a given scale \( k \simeq 1/\eta_{eq} \) and the end of inflation, while the one appearing in the passive mode corresponds to the time interval between the end of inflation and neutrino free-streaming. If, on the other hand, \( 0 \neq \alpha < 3/2 \), the amplitude of the passive mode is significantly suppressed with respect to the constant inflationary one due to the extra factor \( x_*^\alpha \).

Note also that the new term \( 2\zeta_*/3 \) is of the same order of magnitude as the inflationary power spectrum
\[ P_b \simeq \left( H_e / m_P \right)^2 / \epsilon, \] up to the large log in the scale invariant case \( \alpha = 0 \). However, coming from the square of a Gaussian field, it is genuinely non-Gaussian and may lead to a significant \( f_{NL} \), see Refs. 13, 24.

V. DISCUSSION AND CONCLUSIONS

In this paper we have computed the impact of primordial magnetic fields generated during inflation on the Bardeen potentials in the subsequent radiation era. We have solved the Bardeen equation both during inflation and in the radiation era. We have used the inflationary solution as initial condition for the radiation era, by matching the solutions at the transition in such a way that the induced metric and the extrinsic curvature on the \( \rho = \) constant hypersurface remain continuous through the transition. This matching procedure uniquely determines the solution after inflation.

We have shown that the leading-order contribution to the Bardeen potential at large scales, \( \Psi^- \simeq \Omega_{\text{em}}^2 / (k \eta_s)^2 \), is transferred entirely to the decaying mode in the radiation era. Consequently, the inflationary electromagnetic field contributes only at next-to-leading order, i.e. at order \( \mathcal{O}(x^4) \). A similar situation can appear in bouncing universes, like e.g. the ekpyrotic universe \[ 25, 26 \] during the contracting phase, the growing mode can become very large. Only if this large mode is entirely transferred to the decaying mode of the expanding Universe, do perturbations remain small; this full transfer can be achieved by the continuity of the curvature perturbation \( \zeta \). Here the situation is different, because the large mode is due to a source. But we have found that even in this case, \( \zeta \) remains small and its continuity is sufficient to guarantee that the large, superhorizon mode does not contribute to the constant \( \Psi_0 \). This shows that a gauge which exhibits large metric fluctuations, as the longitudinal one, can be very misleading: in the transition to the radiation era the Bardeen potential \( \Phi \) jumps by a huge amount, while \( \zeta \) remains continuous.

Performing the calculation at order \( \mathcal{O}(x^0) \), we have found that the Bardeen potential in the radiation era contains a constant term proportional to the amplitude of the electromagnetic energy density at the end of inflation, which takes the form

\[ \Psi_+^{\text{em}} \propto \frac{\Omega_{\text{em}}^2(k, \eta_s)}{(k \eta_s)^2} 1 \frac{1}{\epsilon} \left( \frac{H_s}{m_P} \right)^2 \frac{1}{\epsilon}. \] (95)

If the electromagnetic field generated during inflation is scale-invariant, this contribution is enhanced logarithmically by a factor of about \( -\log(k \eta_s) \). Note that the origin of this constant term in \( \Psi_+ \) is quite different from the case of a magnetic field generated by a causal process, like, for example, at a phase transition in the early Universe. In this latter case, in fact, the matching conditions insures that the electromagnetic field perturbations are compensated on superhorizon scales.

In addition to the above contribution to \( \Psi_+ \), there is the one from the anisotropic stress of the magnetic field during the radiation era \( \propto \Omega_{\text{em}}^2 / x^2 \), which is however compensated later on by neutrino free-streaming. As shown in 17 (see also 27), the magnetic field anisotropic stress is not compensated as long as the neutrinos are still coupled to radiation and do not free-stream. However, when neutrinos decouple, they develop an anisotropic stress that counter-balances the one of the magnetic field, removing the magnetic mode at large scales \[ 28 \]. Only the metric perturbations at next-to-leading order remain, which correspond to the so-called ‘passive’ mode \[ 28 \]. This compensation also takes place if the magnetic field is generated during inflation. However, as we have shown with this work, in addition to the mode which later is compensated, \( \propto \Omega_{\text{em}}^2 / x^2 \), and to the passive mode, inflationary magnetic fields also lead to a constant mode as in Eq. (95).

Let us estimate the amplitude of the constant mode for the most interesting case of a scale-invariant magnetic field. In this case, the anisotropic stress does not contribute to the result since \( \alpha = 0 \). The electromagnetic energy density is

\[ \Omega_{\text{em}} \simeq \frac{\rho_B}{\rho_{\text{rad}}} \simeq \left( \frac{B}{4 \mu G} \right)^2 \simeq \left( \frac{H_s}{m_P} \right)^2. \] (96)

Furthermore, \( H_s^2 \sim T_s^4 / m_P^2 \sim m_P^2 \Omega_{\text{em}} \) so that \( T_s \sim m_P (\Omega_{\text{em}})^{1/4} \). The largest observationally allowed magnetic fields have an amplitude \( B \simeq 10^{-9} G \), leading to \( \Omega_{\text{em}} \simeq 10^{-7} \) and \( T_s \sim 10^{-2} m_P \). For the conformal time at the transition we find \( \eta_s = H^{-1} = (a_s H_s)^{-1} = T_s \sqrt{T_{\text{em}} / (T_0 m_P)} \). Setting \( k_0 = H_0 \simeq T_0^2 / (m_P \sqrt{T_{\text{em}}}) \), we obtain for the present Hubble scale \( k_0 = H_0 \)

\[ x_{s0} = \eta_s k_0 = \frac{1}{\sqrt{T_{\text{em}} / m_P}} \frac{T_0 T_s}{m_P} \simeq 10^{-28}; \]

so that \( -\log(x_{s0}) \sim 64 \). Therefore, the amplitude of the metric perturbation, \( \Psi_+^{\text{em}} \simeq -\Omega_{\text{em}} \log(x_s) / \epsilon \), at the wavenumber corresponding to the present Hubble scale is enhanced by the number of e-folds of inflation after the present Hubble scale has exited the horizon.

To estimate the effect of an inflationary magnetic field on the CMB at large scales, we can set very roughly \( \Delta T / T \sim \Psi \); the full observationally relevant contribution is then given by the sum of the passive and the constant modes, as given in Eq. (94). In the scale-invariant case \( \alpha = 0 \), the logarithmic enhancement of the passive mode is \( -3/5 \log(T_s / T_0) \simeq -27 \), and the one of the new inflationary contribution is of the order of the number of e-folds, therefore in total larger by about a factor 2/\( \epsilon \). We obtain then that the amplitude of the effect on the CMB is increased with respect to the naively expected amplitude \( \simeq \Omega_{\text{em}} \) by nearly 2 orders of magnitude due to the large logarithms. In other words, it might be possible to detect inflationary magnetic fields in the CMB down to about \( 10^{-10} G \) instead of the usual limit of \( 10^{-9} G \).
The limit of about $10^{-9}$G was obtained, for example, in Refs. [29] which, in order to be model-independent, only evaluate the effect of the compensated mode, corresponding to $\Psi_{\text{em}}^2 \sim \Omega_{\text{em}}$. Furthermore, contrary to the inflaton perturbations, the contribution from the magnetic field is inherently non-Gaussian as it is quadratic in the field amplitude. This leads to a nontrivial bispectrum, see Refs. [33, 24].

It remains to be investigated whether it is consistent to ignore the gauge symmetry breaking which is necessary for the proposed mechanism to work, or whether it leads to other consequences which have to be taken into account. For example the effects of a possible longitudinal constant mode of the Bardeen potential $\Psi^0$, as shown [18]. The metric is (in Fourier space, we use the notation of [18])

\[
\mathcal{H} A = H_L' = \frac{H_T}{3} = 0 \quad \text{(A2)}
\]

\[
3\mathcal{H} A - 3\mathcal{H} H_L' - k^2 (H_L + \frac{H_T}{3}) = 0 \quad \text{(A3)}
\]

\[
4\pi G a^2 \left\{ \frac{2\varphi_0^2}{a^2} - \rho_{\text{em}} + \frac{ikj}{ak^2} \left( \mathcal{H} + \frac{2\varphi_0''}{\varphi_0} \right) q_{\text{em},j} - q_{\text{em},j}' \right\}
\]

\[- k^2 A + H_T'' + 2\mathcal{H} H_L' - k^2 \left( H_L + \frac{H_T}{3} \right) = 8\pi G a^2 \Pi_S \quad \text{(A4)}
\]

\[
\frac{H_A'}{(2\mathcal{H} + \mathcal{H}^2) A} - \frac{k^2 A}{3} - \frac{k^2}{3} \left( H_L + \frac{H_T}{3} \right) - 2\mathcal{H} H_L' = 0 \quad \text{(A5)}
\]

These equations can be rewritten in terms of the curvature perturbation $\zeta$ which is given by

\[
\zeta = -H_L - \frac{H_T}{3}. \quad \text{(A6)}
\]

Using Eq. (A2) to express $A$ in terms of $\zeta$ and Eq. (A6) to write $H_T$ in terms of $H_L$ and $\zeta$, one finds the following set of coupled equations for $\zeta$ and $H_L$:

\[
- \left( 2\mathcal{H} + \frac{\mathcal{H}'}{\mathcal{H}} \right) \zeta' - 3\mathcal{H} H_L' + k^2 \zeta = 0 \quad \text{(A7)}
\]

\[
4\pi G a^2 \left\{ -\rho_{\text{em}} + \frac{ikj}{ak^2} \left( \mathcal{H} + \frac{2\varphi_0''}{\varphi_0} \right) q_{\text{em},j} - q_{\text{em},j}' \right\} \quad \text{(A8)}
\]

\[
3\zeta'' + \left( 2\mathcal{H} - \frac{k^2}{3\mathcal{H}} \right) \zeta' - k^2 \zeta + 3H_L'' + 6\mathcal{H} H_L' = -8\pi G a^2 \Pi_S \quad \text{(A9)}
\]

Combining Eq. (A8) with Eq. (A9) one finds a conservation equation for the magnetic field

\[
\frac{ikj}{ak^2} q_{\text{em},j} = \frac{\rho_{\text{em}}}{3} + \frac{2\Pi_S}{3} - 3\mathcal{H} \frac{ikj}{ak^2} q_{\text{em},j}. \quad \text{(A10)}
\]

Deriving Eq. (A7) and combining it with Eqs. (A8) and (A10) gives a second-order evolution equation for

\[
d s^2 = a^2 \left\{ -1 + 2A \right\} dt^2 + \left[ (1 + 2H_L) \delta_{ij} + 2H_T \delta_{ij} \right] dx^i dx^j. \quad \text{(A11)}
\]
the curvature $\zeta$
\[
\left(\frac{\dot{H} - \frac{H'}{H}}{H}\right)'' + \left[2\dot{H} - 2H' - \left(\frac{H'}{H}\right)' + \left(\frac{H'}{H}\right)^2\right]\zeta
+ k^2 \left(\frac{H - \frac{H'}{H}}{H}\right)\zeta = \frac{8\pi G a^2}{3} \left\{ -3\dot{H} + \frac{H'}{H} + \frac{2\phi_0'}{\phi_0} \right\} \Pi_S
- \Pi_S' + \left[-6\dot{H} + \frac{H'}{H} - \frac{\phi_0''}{\phi_0} \rho_{em} - \rho_{em}'\right]
- \frac{3ik}{ak^2} \left[\frac{H'}{H} \frac{\phi_0''}{\phi_0} - \left(\frac{\phi_0''}{\phi_0}\right)'\right] q_{em,j} .
\]
\[\text{(A11)}\]

At lowest order in slow-roll this equation becomes
\[
\zeta'' + 2H\zeta' + k^2 \zeta = -\frac{8\pi G a^2}{3} \left\{ 6\rho_{em} + \frac{\rho_{em}'}{H} + \Pi_S' \right\} .
\]
\[\text{(A12)}\]

The source term in Eq. (A12) has no contribution proportional to $\Pi_S/k^2$. Hence as expected it remains small at all scales providing that the magnetic field is small. The curvature seems therefore a more suitable variable than curvature all scales providing that the magnetic field is small. The source term for the curvature becomes
\[
\delta\phi = -\frac{\sqrt{8\pi G a^2 \rho_{em}}}{3} \left(\frac{\phi_0''}{\phi_0}\right)' .
\]
\[\text{(A13)}\]

From the above solution, it appears that when one identifies the quantum operator $\hat{\zeta}_{\text{inh}}$ with its r.m.s. amplitude, in general there will be also a cross term due to the correlation among the electromagnetic energy density and the anisotropic stress, $\langle 0|A_{em} A_{\Pi}|0 \rangle$ (c.f. Eq. (90) of the main text).

2. In synchronous gauge

The $\zeta$-equation of motion can also be obtained in synchronous gauge. There the metric is
\[
ds^2 = a^2 \left\{ -dt^2 + \left[ (1 + 2H_L)\delta_{ij} + 2H_T Y_{ij} \right] dx^i dx^j \right\} .
\]
\[\text{(A18)}\]

And the perturbed Einstein equations read
\[
H_L'' + \frac{H_T'}{3} = 4\pi G \left( -\varphi_0' \delta\varphi + \frac{ia k^3}{k^2} q_{em,j} \right)
\]
\[\text{(A19)}\]
\[
3H H_L' + k^2 \left( H_L + \frac{H_T}{3} \right)
= 4\pi G \left[ \varphi_0' \delta\varphi' + V_\varphi a^2 \delta\varphi + a^2 \rho_{em} \right]
\]
\[\text{(A20)}\]
\[
H_T'' + 2H H_L' - k^2 \left( H_L + \frac{H_T}{3} \right) = 8\pi G a^2 \Pi_S
\]
\[\text{(A21)}\]
\[
- \left( H_L + \frac{H_T}{3} \right)'' - 2H \left( H_L + \frac{H_T}{3} \right)' = 4\pi G \left[ \varphi_0' \delta\varphi' - V_\varphi a^2 \delta\varphi + a^2 \rho_{em} - \frac{2}{3} a^2 \Pi_S \right]
\]
\[\text{(A22)}\]

Combining these equations to eliminate $\delta\varphi$ and using that in this gauge
\[
\zeta = -\frac{1}{\epsilon H} \left( H_L + \frac{H_T}{3} \right)' - \left( H_L + \frac{H_T}{3} \right),
\]
one can again derive Eq. (A13) for $\zeta$ in the slow-roll approximation.

Appendix B: Computation of the anisotropic stress

Here we present a detailed computation of the anisotropic stress power spectrum. First we need to compute the anisotropic stress $\Pi_S(k, \eta)$. As an example, we focus on one specific contribution, namely
\[
\Pi_S(x, \eta) = -\frac{1}{2} \frac{f^2}{8\pi a^4} A_i'(x, \eta) A_i'(x, \eta) + \cdots .
\]
\[\text{(B1)}\]

Using the expansion in Eq. (21) for $A_i$, the Fourier transform of the anisotropic stress reads
\[ \Pi_S(k, \eta) = -\frac{f^2}{2\pi^2} \int d^3x e^{ik \cdot x} \int \frac{d^3k'}{(2\pi)^3} \int \frac{d^3q}{(2\pi)^3} \sum_{\lambda, \lambda'} \varepsilon_{\lambda i}(k') e_{\lambda i}(q) \times \left[ b_{\lambda}(k') \left( \frac{A(k', \eta)}{f} \right) \right]^2 e^{ik' \cdot x} + \cdots . \]  

This equation contains four different products of creation and annihilation operators. For each product the integral over \( d^3x \) can be performed, e.g.,

\[ b_{\lambda i}(k') b_{\alpha j}(q) \int d^3x e^{i(k + k' + q) \cdot x} = (2\pi)^3 \delta(k + k' + q) b_{\lambda i}(k') b_{\alpha j}(k - k') , \]  

and similarly for the three other terms. With this the anisotropic stress becomes

\[ \Pi_S(k, \eta) = -\frac{f^2}{2\pi^2} \int d^3k' (2\pi)^3 \sum_{\lambda, \lambda'} \varepsilon_{\lambda i}(k') \left( \frac{A(k', \eta)}{f} \right) \left( \varepsilon_{\lambda i}(-k - k') \left( \frac{A(\eta)}{f} \right) \right) b_{\lambda}(k') b_{\alpha}(\eta) \]  

\[ + \varepsilon_{\lambda i}(k + k') \left( \frac{A(k + k', \eta)}{f} \right) b_{\lambda i}(k') b_{\alpha}(k + k') + \cdots . \]  

Performing the same calculation for the other contributions in \( \Pi_S \) we obtain Eq. (24).

We can then compute the spectrum of the anisotropic stress \( \langle 0 | \Pi^i_S(q, \eta) \Pi_S(k, \eta) | 0 \rangle \). The only operators that contribute to the spectrum are \( bb \) and \( bb \cdot b \). The first operator corresponds to the case where one mode is created and destroyed and then a second mode is created and destroyed, and the second operator corresponds to the case where two modes are created and destroyed. The contribution from the first operator reads

\[ \langle 0 | \left( b_{\lambda i}(q') b_{\alpha j}(q + q') \right) b_{\lambda i}(k') b_{\alpha j}(k + k') | 0 \rangle \sim \delta_{\lambda \lambda'} \delta_{\alpha \alpha'} \delta(k) \delta(q) . \]  

This term does only contribute to the zero-mode \( k = q = 0 \) and it has therefore no effect on the fluctuations, i.e. on the Bardeen potential. The contribution from the second operator is

\[ \langle 0 | b_{\alpha}(q - q') b_{\alpha}(q - q') b_{\lambda}(k - k') | 0 \rangle = (2\pi)^3 \delta_{\alpha \lambda} \delta(q' - k') \langle 0 | b_{\alpha}(q - q') b_{\lambda}(k - k') | 0 \rangle \]  

\[ + (2\pi)^3 \delta_{\alpha \lambda} \delta(q' - k') \delta(k - k' + q' - q) + (2\pi)^3 \delta_{\alpha \lambda} \delta(q' - k') \delta(k - k' - q' + q) , \]  

where for the first equality we have used the commutation relation between \( b_{\alpha} \) and \( b_{\lambda} \). The two terms in Eq. (B6) give both the same contribution to the power spectrum, which becomes

\[ \langle 0 | \Pi^i_S(q, \eta) \Pi_S(k, \eta) | 0 \rangle = \frac{9}{2\pi^3} \delta^3(q - k) \int d^3k' \left( B_1^2(k, k') | A(k', \eta) \rangle \left( \frac{A(k', \eta)}{f} \right) \right)^2 + 2 B_1(k, k') A(k', \eta) A(k - k', \eta) \]  

\[ \times f^2 \left( \frac{A^\dagger(k', \eta)}{f} \right) \left( \frac{A(k', \eta)}{f} \right) , \]  

where

\[ B_1(k, k') = \sum_{\lambda, \lambda' = 1} \left( \hat{k} \cdot \hat{k'} - \frac{\delta_{ij}}{3} \right) \varepsilon_{\lambda i}(k') \varepsilon_{\lambda' j}(k - k') , \]  

\[ B_2(k, k') = \sum_{\lambda, \lambda' = 1} \left( \frac{\delta_{ij}}{3} - \hat{k} \cdot \hat{k'} \right) \left[ \varepsilon_{\lambda i}(k') k'_i - \varepsilon_{\lambda i}(k') k'_i \right] \left[ \varepsilon_{\lambda' j}(k) (k_j - k'_j) + \varepsilon_{\lambda' j}(k - k') (k_{\ell} - k'_{\ell}) \right] . \]
Equation (B7) contains integrals over the direction of \( \mathbf{k}' \) that are difficult to compute exactly. However, since we are mainly interested in the scaling of the anisotropic stress with \( \eta \) and \( k \), but not in its precise numerical value, we approximate these integrals with

\[
\frac{1}{4\pi} \int d\Omega_{k'} B_2^*(\mathbf{k}, \mathbf{k}') \left( \frac{\mathbf{A}(\mathbf{k}' - \mathbf{k}), \eta)}{f} \right)^2 \simeq \sigma_1(\gamma) \left( \frac{\mathbf{A}(\mathbf{k} - \mathbf{k}'), \eta)}{f} \right)^2, \tag{B9}
\]

with \( \sigma_1(\gamma) \) a constant which depends somewhat on the index \( \gamma \) through the solution for \( \mathbf{A} \) but which is always of order one since the terms in \( B_1 \) contain only unit vectors. Similarly we approximate

\[
\frac{1}{4\pi} \int d\Omega_{k'} B_2(\mathbf{k}, \mathbf{k}') A(|\mathbf{k} - \mathbf{k}'|, \eta) \left( \frac{\mathbf{A}(\mathbf{k}' - \mathbf{k}), \eta)}{f} \right)^2 \simeq \sigma_2(\gamma) k^2 |\mathbf{k} - \mathbf{k}'|^2 |\mathbf{A}(|\mathbf{k} - \mathbf{k}'|, \eta)|^2, \tag{B10}
\]

and

\[
\frac{2}{4\pi} \int d\Omega_{k'} B_1(\mathbf{k}, \mathbf{k}') B_2(\mathbf{k}, \mathbf{k}') A(|\mathbf{k} - \mathbf{k}'|, \eta) \left( \frac{\mathbf{A}(\mathbf{k}' - \mathbf{k}), \eta)}{f} \right) \simeq \sigma_3(\gamma) k^2 |\mathbf{k} - \mathbf{k}'| A(|\mathbf{k} - \mathbf{k}'|, \eta) \left( \frac{\mathbf{A}(\mathbf{k}' - \mathbf{k}), \eta)}{f} \right), \tag{B11}
\]

with \( \sigma_2(\gamma) \) and \( \sigma_3(\gamma) \) two constants of order unity. With these approximations only the integral over the wavenumber \( \mathbf{k}' \) remains and we find for the anisotropic stress power spectrum

\[
P_{\Pi}(k, \eta) = \frac{9}{2\pi^3} \int_0^{1/|\eta|} |k' d|k'\rangle \left\{ \sigma_1(\gamma) f^4 \left( \frac{\mathbf{A}(\mathbf{k}, \eta)}{f} \right)^2 + \sigma_2(\gamma) k^2 |\mathbf{k} - \mathbf{k}'|^2 |\mathbf{A}(\mathbf{k}, \eta)|^2 \right\} \times |\mathbf{A}(|\mathbf{k} - \mathbf{k}'|, \eta)|^2 + \sigma_3(\gamma) k^2 |\mathbf{k} - \mathbf{k}'| A(|\mathbf{k} - \mathbf{k}'|, \eta) A(|\mathbf{k} - \mathbf{k}'|, \eta)^2 f^2 \left( \frac{\mathbf{A}^*(\mathbf{k}', \eta)}{f} \right) \left( \frac{\mathbf{A}^*(|\mathbf{k}'|, \eta)}{f} \right), \tag{B12}
\]

where we neglect the contributions coming from \( k' > 1/|\eta| \) because for these the Bessel functions in \( \mathbf{A} \), \( J_\nu(k'|\eta|) \) and \( J_\nu(|k - k'|\eta|) \), lead to oscillations and the result is damped. This equation can be written in terms of the power spectra for \( \mathbf{B} \), \( \mathbf{E} \) and \( \mathbf{EB} \), that have been calculated, for example, in Refs. [6, 16].

\[
P_B = 4\pi \frac{k^2}{f^2 a^4} |\mathbf{A}(k, \eta)|^2, \tag{B13}
\]

\[
P_E = 4\pi \frac{1}{a^4} \left( \frac{\mathbf{A}(k, \eta)}{f} \right)^2, \tag{B14}
\]

\[
P_{EB} = 4\pi \frac{k}{f a^4} \left( \frac{\mathbf{A}(k, \eta)}{f} \right)^2 \mathbf{A}^*(k, \eta). \tag{B15}
\]

With this we find

\[
P_{\Pi}(k, \eta) = 18\pi f^4 \int_0^{1/|\eta|} \frac{k'^2 d|k'|}{(2\pi)^3} \left\{ \sigma_1(\gamma) P_E(k', \eta) P_E(|k - k'|, \eta) + \sigma_2(\gamma) P_B(k', \eta) P_B(|k - k'|, \eta) + \sigma_3(\gamma) P_{EB}(k', \eta) P_{EB}(|k - k'|, \eta) \right\}. \tag{B16}
\]

The calculation of the electromagnetic energy density spectrum \( P_{\text{em}}(k, \eta) \) is analogous. The only difference is in the angular dependence of the individual terms which yields different parameters \( \sigma_1 \), \( \sigma_2 \) and \( \sigma_3 \).

**Appendix C: The various contributions to the anisotropic stress power spectrum**

Here we compute the spectrum of the anisotropic stress generated by the electric field \( P_E \) and the cross term \( P_{EB} \). Let us start by the electric part. For \( \gamma < -1/2 \), we use the first line in Eq. (B7). Approximating the convolution
with Eq. \( \text{D2} \) in Appendix \( \text{D} \) we find

\[
P_{\Pi(c)} \simeq \frac{9|c_1|^4 \sigma_1}{4 \pi^2 (\gamma + 1/2)^2 |\eta|^5 a^8} \frac{1}{9 + 4 \gamma} \quad \text{(C1)}
\]

For \( \gamma > -1/2 \) we take the second line in Eq. \( \text{37} \) which gives

\[
P_{\Pi(c)} \simeq \frac{9|c_2|^4 \sigma_1 (1 - 2 \gamma)^4}{4 \pi^2 |\eta|^5 a^8} \begin{cases} 
\frac{1}{5 - 4 \gamma} & \text{if } 1/2 < \gamma < 5/4 \\
\frac{1}{1 - 2 \gamma} & \text{if } 5/4 < \gamma < 2 \\
\frac{1}{1 - 2 \gamma} & \text{if } 7/4 < \gamma < -1/2.
\end{cases}
\quad \text{(C2)}
\]

The computation of the cross term involves three cases. For \( \gamma < -1/2 \), we use the first line in Eq. \( \text{38} \) which gives

\[
P_{\Pi(EB)} \simeq \frac{9|c_1|^2 |c_2|^2 \sigma_3 (1 - 2 \gamma)^2}{4 \pi^2 (\gamma + 1/2)^2 |\eta|^5 a^8} \quad \text{(C3)}
\]

For \(-1/2 < \gamma < 1/2 \), we take the second line in Eq. \( \text{38} \) and we obtain

\[
P_{\Pi(EB)} \simeq \frac{9|c_1|^2 |c_2|^2 \sigma_3 (1 - 2 \gamma)^2}{4 \pi^2 (\gamma + 1/2)^2 |\eta|^5 a^8} \quad \text{(C4)}
\]

Finally for \( 1/2 < \gamma < 2 \) we use the third line in Eq. \( \text{38} \) which gives

\[
P_{\Pi(EB)} \simeq \frac{9|c_1|^2 |c_2|^2 \sigma_3 (1 - 2 \gamma)^2}{4 \pi^2 |\eta|^5 a^8} \begin{cases} 
\frac{1}{1 - 2 \gamma} & \text{if } 1/2 < \gamma < 7/4 \\
\frac{2 - 2 \gamma}{(5 - 4 \gamma)(7 - 4 \gamma)} & \text{if } 7/4 < \gamma < 2.
\end{cases}
\quad \text{(C5)}
\]

The result for \( P_{\Pi(b)} \) is given in Eq. \( \text{10} \).

Appendix D: Convolution integrals

In the convolution \( \int_{0}^{1/|\eta|} \text{d}k' k'^2 P_X(k') P_Y((k - k')) \) we usually have to integrate power laws. Hence these integrals are of the form

\[
I(\alpha, \beta) (k) \equiv \int_{0}^{1/|\eta|} \text{d}k' k'^\alpha |k - k'|^\beta.
\quad \text{(D1)}
\]

Integrals of this type are very common when dealing with primordial magnetic fields; the standard way of approximating them has been given first in \( \text{34} \). More refined analytical evaluations of integrals of this type are beyond the scope of this paper, see e.g. \( \text{28} \). We first note that these integrals require \( \alpha + 1 > 0 \) in order to avoid an infrared singularity at \( k' \to 0 \). We then split the integral in its part \( 0 < k'' < k \) and \( k < k'' < 1/|\eta| \). We use that \( x = k |\eta| < 1 \), hence \( 0 < k < 1/|\eta| \). In the first interval we approximate \( |k - k'| \sim k \) while in the second interval we set \( |k - k'| \sim k' \). With this approximation, which is certainly crude but retains the main characteristics of the behavior, we obtain

\[
I(\alpha, \beta) (k) \approx \frac{1}{\alpha + 1} k^{\alpha + \beta + 1} + \frac{1}{\alpha + \beta + 1} \begin{cases} 
\frac{|\eta|^{-1} (\alpha + \beta + 1) - k^{\alpha + \beta + 1}}{(\alpha + 1)(\alpha + 1 + 1)} & \text{if } \alpha + \beta + 1 > 0
\end{cases}
\quad \text{(D2)}
\]

For the last \( \approx \) we have set \( x = k |\eta| \) and we use \( x < 1 \) to determine the dominant contribution. Interestingly, such a convolution always either has a red spectrum, \( \propto k^n \), \( n = \alpha + \beta + 1 < 0 \) or it is white noise, \( \propto k^0 \). Blue spectra cannot be generated by a convolution. If small scales dominate, the integral is dominated by the upper cutoff which yields a white noise behavior.
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