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A method for identifying software data flow vulnerabilities is proposed based on the dendritic cell algorithm and the improved convolutional neural network to effectively solve the transmission errors in software data flow. In this method, we first gave the software data flow propagation model and constructed the data propagation tree structure. Secondly, we analyzed the running characteristics of the software, took the interaction among indexes into account, and identified data flow vulnerabilities using the dendritic cell algorithm and the improved convolutional neural network. Finally, we conducted an in-depth study on the performance of this method and other algorithms through mathematical simulation. The results show that this method has better advantages in detection time, storage cost, and software code size.

1. Introduction

With the rapid development of information technology, software system and its vulnerabilities have become a widespread concern for developers [1–4]. Software vulnerabilities are defects in software’s specific implementation or system security policy, which can enable attackers to access or damage the system without authorization. It is mainly reflected in two aspects: (1) there are some inherent weaknesses or defects in the software system, and its execution can explicitly or implicitly cause damage to the system; (2) the worst unit to resist environmental disturbances in software systems. Case (1) refers to a defect in the software code itself. This type of defect can be used by some malicious users to cause various security issues, such as obtaining unauthorized permissions and interfering with the execution of key processes. Internet applications are more prominent. Various types of vulnerabilities have been discovered, such as SQL injection, buffer leaks, and format strings. Case (2) is for software systems running in harsh environments. Due to electromagnetic interference, voltage fluctuations, ultra-high and low-temperature environment, and other factors, even if the software system itself does not have any defects, unexpected situations may occur, most of which are caused by errors introduced by environmental disturbances.

This paper mainly studies the software vulnerabilities under environmental disturbance. The occurrence of software faults can be avoided by detecting the data flow vulnerabilities which have two effects on the execution process of software system: one is that the system error is caused by the wrong signal input to the system by outside users when using the software, which may further change the internal state of the software. The other is that the internal state of the software is directly changed by the environment, and software faults may occur when the software continues to run in such an environment without error handling mechanism. To detect these faults accurately, it needs to analyze the data flow of the program, which is a tool to determine the relationship between the variable fixed value and the reference.

Software vulnerability refers to the safety-related design errors, coding defects, and operation faults in the software life cycle, and its cause is complex and difficult to analyze. As a key link in software vulnerability analysis, vulnerability positioning is very important for information security maintenance. Traditional information system software vulnerability assessment methods can be divided into rule-
based and model-based formalization methods [5–9]. Sanaz et al. [10] proposed a new paradigm for vulnerability discovery prediction based on code properties and have studied the impact of code properties on the vulnerability discovery trends by performing static analysis on the source code of four real-world software applications. Huang et al. [11] proposed a new automatic vulnerability classification model with term frequency-inverse document frequency and deep neural network. It is found that, compared to SVM and Naïve Bayes, this model has achieved better performance in multidimensional evaluation indexes including accuracy, recall rate, and precision. Alhazmi et al. [12] used several major operating systems as representatives of complex software systems to analyze the data on vulnerabilities discovered in these systems. The results indicate that the values of vulnerability densities fall within a range of values and reveals that it is possible to model the vulnerability discovery using a logistic model that can sometimes be approximated by a linear model. Jeffrey et al. [13] compared models based on the software metrics and term frequencies and explored the role of dimensionality reduction through a series of crossvalidation and crossproject prediction experiments. The results showed that, in the case of software metrics, a dimensionality reduction technique based on confirmatory factor analysis provided an advantage when performing crossproject prediction, yielding the best F-measure for the predictions in five out of six cases. Georgios et al. [14] proposed a model with text analysis and multitarget classification techniques, and it could estimate the vulnerability characteristics and subsequently and calculate the vulnerability severity scores from the predicted characteristics. Huang et al. [15] presented an analysis model which could express the security grades of software vulnerability and serve as a basis for evaluating danger level of information program or filtering hazardous weaknesses of the system and improve it to counter the threat of different danger factors, and it will be able to analyze the various degrees to which the vulnerability is affecting the security and this information will serve as a future ameliorations of the system itself. Zhang et al. [16] described a novel approach to overcome the limitation of traditional dynamic taint analysis by integrating static analysis into the system and proposed a framework to detect software vulnerabilities with high code coverage.

However, the identification method of software data flow vulnerabilities has low prediction accuracy. Meanwhile, due to the complexity of the calculation process, the evaluation indexes cannot accurately reflect the tolerance capacity of the system in the process of processing. For this purpose, the identification method of software data flow vulnerabilities is established in this paper using the dendritic cell algorithm and the improved convolutional neural network on the basis of software data flow propagation model, and its effectiveness is finally verified through simulation experiments.

2. Software Data Flow Propagation Model

A software system usually consists of multiple interacting modules, and each module can contain multiple inputs and outputs and is connected by parameter passing, message passing, memory sharing, etc. Therefore, when the input signal or intermediate signal goes wrong, it will be passed among modules along the path of signal propagation, which will thus lead to software errors. If the input signal $i$ of the module $A$ goes wrong, the error probability $PEP_{i \rightarrow A}^{A \rightarrow B}$ of the output signal $j$ from module $A$ to module $B$ is the error permeability of the signal $i$ to the signal $j$. The calculation formula is as follows:

$$PEP_{i \rightarrow A}^{A \rightarrow B} = P\left(\frac{\text{error occurred when outputting the signal } j}{\text{error occurred when inputting the signal } i}\right).$$  \hspace{1cm} (1)$$

The permeability based on signal errors can be used to analyze the effect of a signal on system output, but the signal errors can be propagated to the system output through many paths. As a result, the following data propagation tree is constructed to locate the data flow vulnerabilities quickly and conveniently:

1. A system output signal is selected as the root node of the data propagation tree.
2. It needs to determine which system module the system output signal comes from and take each input of the module as a subnode of the root node.
3. If the signal corresponding to each subnode is not the input signal of the system, it needs to continue to track the input signal of each subnode and then continue to execute step (2) to find the next subnode of each subnode until all the leaf nodes of the propagation tree are found. If the corresponding signal is the input signal of the system, the node does not have any subnode and becomes a leaf node of the propagation tree.
4. If there are other system output signals, it needs to return to step (1) and continue to generate the propagation tree.

By generating a propagation tree, a corresponding propagation tree is generated for each output signal. When an error occurs in an output signal, all vulnerabilities where the signal could go wrong can be found along the propagation tree. In the tree structure, the root node represents the output of the system, the leaf node represents the input of the system, and the intermediate node represents the internal output of the system. Each path has a corresponding signal error permeability which can be judged by calculating the weight of each path in the tree structure, that is, the larger the path weight is, the higher the signal error permeability will be and the more data flow vulnerabilities will be on this path. In the actual calculation, the error propagation rate of each path is calculated as follows:

$$PEP_{\text{all}} = \prod_{n} PEP_{i \rightarrow A}^{A \rightarrow B}. \hspace{1cm} (2)$$

In the actual signal propagation, the input signal and intermediate signal input may be correct, but the output signal is wrong. This is because there is a signal impact...
factor in the system, which makes the correct input signal go wrong and then leads to the output signal error. The impact factor of input signal or intermediate signal $S$ on the output signal $O_{sys}$ of the system is calculated as follows:

$$S \rightarrow O_{sys} \prod_k (1 - \omega_k),$$  \hspace{1cm} (3)

where $\omega_k$ is the weight on the path $k$ from the signal $S$ to the system output $O_{sys}$. The larger the signal impact factor, that is, the more complex the environment is, the higher the error probability in signal propagation will be. Formula (3) only considers one system output, but when there are multiple system outputs, the impact factor will be calculated using formula (3) according to the importance of system output, that is, the impact factors of the output signals on multiple paths are multiplied by the output importance, and then multiplied by each other.

In addition to signal error propagation, there is module error propagation. If the module $A$ has $m$ input signals and the module $B$ has $n$ output signals, then the error permeability $PEP^{A\rightarrow B}$ of module $A$ to module $B$ is calculated as follows:

$$PEP^{A\rightarrow B} = \frac{1}{m \cdot n} \sum_i \sum_j PEP_{i,j}^{A\rightarrow B},$$ \hspace{1cm} (4)

In addition to input errors among modules, there may also be correct input but incorrect output under the influence of external environment. Therefore, the leakage rate PEL of the module is defined to calculate the error probability in this case. Specific calculation is as follows:

$$PEL^X = P(s \neq s' \mid Z_X \neq Z'_X),$$
$$PEL^X = \frac{1}{n} \sum_k PEL_k^X,$$ \hspace{1cm} (5)

where $PEL^X$ is the probability that the output signal $s$ of the module $X$ varies with the internal state conditions, that is, the leakage rate of the module $X$, $y$ and $y'$ are the outputs of the module $X$, and $Z_X$ and $Z'_X$ are the internal states of the module $X$. $PEL^X$ is the overall leakage rate of the module $X$ when it has multiple outputs, and $n$ is the number of outputs of the module $X$.

A module may be leaked in the running state, and each module has its specific running time. Assuming that in a normal operation of the software, the probability that the module $D$ is in the running state is called the activity ratio $PA^D$ of the module $D$:

$$PA^D = \frac{T_D}{T_{all}},$$ \hspace{1cm} (6)

where $T_D$ is the running time of software module $D$ and $T_{all}$ is the total running time of the software.

There are module impact factors among modules, which are used to indicate the error probability of the module. If the module $D$ has $i$ outputs, then the module impact factor is defined as follows:

$$D \rightarrow O_{sys}(i) = 1 - \prod_k (1 - PEL_k^D \cdot PA^D \cdot (O_D(k) \rightarrow O_{sys}(i))).$$ \hspace{1cm} (7)

### 3. Identification Method of Software Data Flow Vulnerability

Dendritic cell algorithm is an algorithm based on innate immunity without dynamic learning, and pattern matching is not required in the detection process. Although the detection speed is fast and the detection accuracy is high, data flow vulnerabilities will be identified using the improved dendritic cell algorithm as there are flaws in signal selection and processing. The main steps of the algorithm include initialization stage, updating stage, and comprehensive evaluation stage. The running characteristics of the software are analyzed in this paper, and the interaction among indexes is also taken into account, and the identification indexes of software data flow vulnerabilities are abstracted as follows:

1. **Module impact factor**: if a module has a higher module impact factor, it indicates that once an error occurs in the module, it will have a high probability of causing damage. Wrong data from this module will cause more harm to the system, and it is easier to generate abnormal data points.

2. **Buffer overflow rate**: if the input data exceeds the maximum amount of data that the buffer can hold, a buffer overflow occurs. The overflowed data flows into the memory area adjacent to the buffer, which would overwrite and modify the value in the adjacent memory area.

3. **Module error permeability**: the higher the module error permeability is, the lower the fault-tolerant ability of the module will be, which will lead to the probability of subsequent module errors.

Assume that a program $a$ of the software $C$ is divided into several modules, and each module has at least one input and output. The location of the assignment statement in the program is called a fixed value point which is represented by a binary group $(P, L)$, in which $P$ is the variable to be valued and $L$ is the number of program module where the fixed value point is located. The location of the reference variable in the program is called a reference point. The improved dendritic cell algorithm is now used to track the fixed value variables and search for data flow vulnerabilities. However, only the software vulnerability identification method based on the dendritic cell algorithm has an unsatisfactory convergence speed, a poor generalization ability, and a high false positive rate. Therefore, this article would identify vulnerability with an improved convolutional neural network and a dendritic cell algorithm.

Specific algorithm flow is as follows:

- **Step 1**: the parameters are initialized. The input parameters PAMP, DS, etc. of the algorithm are initialized, and relevant indexes are mapped as follows: (i)
PAMP: pathogen-associated molecular pattern, which shows that the system is in an unhealthy state, and there are abnormal data points, and data passing cannot be performed normally. The occupancy of each software module and the software monitoring state are abstracted as PAMP signals, that is, PAMP = \{<P, L>\}. (ii) DS: danger signal, which is used to describe the possibility of data anomalies in software, DS = \{module impact factor, PEP, PEL\}. n modules are collected, and each module Ci contains m attributes, i.e., Ci\(=\{P_1, P_2, \ldots, P_m\}\), and the normal level of the attribute is measured by the attribute mean of n antigens. The abnormality \(T_j\) of the \(j^{th}\) attribute of the module i is calculated as follows:

\[
\bar{P} = \frac{\sum_{j=1}^{m} (P_j - \langle \sum_{i=1}^{n} P_i \rangle)}{m},
\]

\[
T_j = \begin{cases} 
\frac{P - \bar{P}, (P > \bar{P})}{\bar{P}}, \\
0, & (P \leq \bar{P}).
\end{cases}
\]  

Set DS as the safety signal, which shows that the probability is higher, and the software is in a healthy state, DS = \{P, L, module impact factor, PEP, PEL\}. Input signal concentrations \(C_{\text{PAMP}}, C_{\text{DS}},\) and \(C_{\text{SS}}\) are abstracted from dataset.

Step 2: the improved abstracted input signals \(C_{\text{PAMP}}, C_{\text{DS}},\) and \(C_{\text{SS}}\) are trained using an improved convolutional neural network. The improved convolutional neural network model training includes two parts: forward propagation process and backpropagation process.

Step 2.1: forward propagation training.

(i) Training is performed in batches in the system. Each training randomly selects a fixed-size batch from the preprocessed input signal set as an input through two convolutional layers and uses the convolutional layer, and the multiconvolution kernel performs convolution operations and feature extraction on all feature values of the initial input:

\[
y_j^l = \sigma\left(\sum_{i \in M_j} y_{ij}^{l-1} w_{ij}^l + b_i^l\right),
\]

where \(y_j^l\) represents the result obtained by processing each convolution layer through a convolution kernel, \(l\) represents the number of convolution layers, \(j\) represents the serial number of the convolution kernel, \(\sigma\) is an activation function, \(w\) represents weight, and \(b\) is offset.

(ii) Processed by the crosslayer aggregation module, for each convolution kernel output feature of the convolutional layer, it will be down sampled by the pooling layer to reduce the dimension and extract the region-maximized feature of the data. The pooling calculation formula is

\[
y_j^l = \beta(w^l \text{down}(y_j^{l-1}) + b_j^l),
\]

where down represents the down-sampling operation on matrix elements and \(\beta\) is a pooling function.

Step 2.2: backpropagation training.

(i) Softmax layer was used to classify the training set and samples to calculate the overall error parameter value.

(ii) Backpropagation is performed based on the error parameter value. Iteratively adjust the weights and offsets of the layers of the network according to the error between the actual output value and the ideal output value until the model achieves a good convergence effect. Here, the loss function \(C(w, b)\) is established according to the Stochastic Gradient Descent method:

\[
C(w, b) = \frac{1}{2n} \sum_n y_n^{(x)} - a^2,
\]

where \(n\) is the number of training input data and \(a\) represents the vector output when the input is \(x\).

Step 3: the evaluation factor \(\omega\) of the subsequent module to the current module is calculated to adjust the data tracking direction:

\[
\omega(n) = \frac{\sum_{i=1}^{n} \text{Aff}(n, n + i)}{n},
\]

where \(k\) denotes the extension of \(k\) modules backward, \(T_j(\cdot)\) denotes the attribute of the \(n^{th}\) module, and \(\text{Aff}(n, m)\) denotes the similarity between the \(n^{th}\) module and the \(m^{th}\) module.

Step 4 (signal collection and processing): DC collects antigens in the tree according to the established signal transmission tree model, processes three kinds of input signals, i.e., PAMP, DS, and SS, which is trained with the convolutional neural network, and calculates their output signals. The output signal is calculated as follows:

\[
C_{\text{out}} = \frac{(W_{\text{PAMP}} \times C_{\text{PAMP}}) + (W_{\text{SS}} \times C_{\text{SS}}) + W_{\text{DS}} \times C_{\text{DS}}}{|W_{\text{PAMP}}| + |W_{\text{SS}}| + |W_{\text{DS}}|},
\]

where \(C_{\text{PAMP}}, C_{\text{DS}},\) and \(C_{\text{SS}}\) denote input values and \(W_{\text{PAMP}}, W_{\text{DS}},\) and \(W_{\text{SS}}\) denote the weights corresponding to output values.

Step 5 (comprehensive algorithm evaluation): MCAV is defined to finally evaluate the data flow information and calculated as follows:
\[ MCAV = \frac{\text{Count}}{\text{Total}} \]  \hspace{1cm} (14)

where Count denotes the number of anomalies in data flow and Total denotes the total number of times the data flow is detected. The larger the MCAV value is, the higher the abnormal degree in the data will be.

Step 6: if there is a new module, then it needs to go to Step 1, or the algorithm is terminated.

### 4. Simulations

Our algorithm is now compared with the results of the traditional detection method to verify the effectiveness of data vulnerability identification method proposed in this paper. Several commonly used software are selected for testing, and the number of software vulnerabilities extracted before and after using this method is counted, respectively (see Table 1, for test results). The hardware environment used in the test is Windows 7, 4 GB memory, Pentium Dual-Core CPU, and MATLAB is adopted for statistical analysis.

As can be seen from Table 1, the number of data flow vulnerabilities identified by our algorithm has increased significantly so that the scope of code analysis is greatly reduced for vulnerability explorers, and the analysis objectives are more clear, and the efficiency of vulnerability mining is improved, and the software is well modified in the process of testing and running to greatly improve the development efficiency. Classical Error Propagation Analysis (EPA) is compared with our method in this paper. Figure 1 shows the comparison of detection time between EPA and our algorithm in each time period, in which the detection time period is 4 min, that is, each time period is 4 min (see Figure 1, for comparison results). As can be seen from Figure 1, the detection time of our algorithm is lower than that of EPA algorithm, which greatly improves the detection efficiency. In addition, it can be seen from the figure that as the time goes on, the detection time also increases. This is because the data propagation path is random, so the data tracking process takes longer and longer in the later stages.

Secondly, Figure 2 shows the comparison of storage cost between EPA and our algorithm. The detection time period in Figure 2 is 4 min, that is, each time period is 4 min. As can be seen from Figure 2, the memory space occupied by our algorithm is much less than that of EPA algorithm, which will greatly improve the CPU's operation mechanism and make the detection more efficient and accurate. In addition, EPA algorithm will constantly consume the memory space over time, which will increase the memory burden and easily lead to data overflow. It can be seen that our algorithm has higher superiority and can greatly reduce the detection cost.

Finally, the memory overflow detection rate is defined here as the success rate to detect a memory overflow in the system. Figure 3 shows the relationship between the memory overflow detection rate and storage of the two algorithms. As can be seen from Figure 3, with the increase of storage, the detection rate of memory overflow shows a decreasing trend. This is because the storage is increased, the amount of data that can be received in the buffer is increased, and the possibility of data overflow is reduced, which shows that the detection rate of memory overflow is reduced. In addition, when the storage is small, the difference between the memory overflow detection rates of the two algorithms is small, and as the storage space is increased, the memory overflow detection rates of the two algorithms are greatly different. This further validates the effectiveness of the algorithm in this paper.

| Software  | Version     | Before use | After use |
|-----------|-------------|------------|-----------|
| Excel.exe | 15.0.4420.1017 | 1920       | 7532      |
| QQ.exe    | 8.7.19113.0 | 2041       | 9275      |
| JisuPdf.exe | 2.1.2.1001  | 401        | 1226      |
| VISIO.exe | 11.0        | 593        | 2618      |
| 360zip.exe | 3.2.0.2110  | 102        | 295       |

**Figure 1: Comparison of detection time.**

**Figure 2: Comparison of storage.**
5. Conclusions

A method for identifying software data flow vulnerabilities is proposed based on the dendritic cell algorithm and the improved convolutional neural network to effectively solve the transmission errors in software data flow. In this method, we first gave the software data flow propagation model and constructed the data propagation tree structure. Secondly, we analyzed the running characteristics of the software, took the interaction among indexes into account, and identified data flow vulnerabilities using the dendritic cell algorithm and the improved convolutional neural network. Finally, we conducted an in-depth study on the performance of this method and other algorithms through mathematical simulation. The results show that this method has better advantages in detection time, storage cost, and software code size. In the follow-up study, we can consider combining multiple performance indexes to improve the data flow vulnerability identification model.
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