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Abstract: Conventional physics-based modeling is a time-consuming bottleneck in control design for complex nonlinear systems like autonomous underwater vehicles (AUVs). In contrast, purely data-driven models, though convenient and quick to obtain, require a large number of observations and lack operational guarantees for safety-critical systems. Data-driven models leveraging available partially characterized dynamics have potential to provide reliable systems models in a typical data-limited scenario for high value complex systems, thereby avoiding months of expensive expert modeling time. In this work we explore this middle-ground between expert-modeled and pure data-driven modeling. We present control-oriented parametric models with varying levels of domain-awareness that exploit known system structure and prior physics knowledge to create constrained deep neural dynamical system models. We employ universal differential equations to construct data-driven blackbox and graybox representations of the AUV dynamics. In addition, we explore a hybrid formulation that explicitly models the residual error related to imperfect graybox models. We compare the prediction performance of the learned models for different distributions of initial conditions and control inputs to assess their accuracy, generalization, and suitability for control.
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1. INTRODUCTION

Underwater vehicle control is a vital aspect of maritime applications, such as marine environmental monitoring, seabed mapping, geohazard assessment, and remote exploration and sensing (Wynn et al., 2014; Yu et al., 2002). Control design for autonomous underwater vehicles (AUVs) is a complex task due to the underactuated nonlinear dynamics and the extreme operating environment. Most applications are often restricted to simplistic control strategies that are lacking in speed, versatility, and reliable autonomy in extreme environments and situations. Advanced control methods such as predictive or adaptive control require reliable system models for prediction and to evaluate system properties such as stability and safety. Classical system identification techniques that rely on transfer function learning or parameter estimation of linear system models (Ljung 1999) are inefficient and non-trivial for complex systems. Methods that discover governing equations underlying a dynamical system directly from system measurement data (Brunton et al., 2016; Raissi et al., 2017) have revolutionized the domain of scientific machine learning and data-driven dynamics discovery. Physics-informed neural networks (PINNs) (Raissi et al., 2019) incorporate physical domain knowledge in the form of soft constraints to solve or obtain parameters of nonlinear partial differential equations (PDEs) from observed noisy data using automatic differentiation for training the deep learning models. However, PINNs have been shown to fail for complex problems, making the loss function harder to optimize (Krishnapriyan et al., 2021). Moreover, PINNs have been predominantly used for learning the solutions to PDEs for a single initial condition, and thus are not directly suitable for use in control that requires a generative model trained over a distribution of initial conditions.

Deep learning-based alternatives to traditional system identification and control have become a leading research avenue due to their rich expressive power and their ability to capture complex dynamical interactions from data. Neural state-space models (NSSMs) represent an example of such methods that use discrete-time formulations (Ranganapuram et al., 2018). Skomski et al. (2021) showed that NSSMs can embed domain knowledge, including structural priors and block nonlinearities. These models have been shown to work well in predictive control and differentiable programming settings (Drgoňa et al., 2021). A continuous-time and depth alternative to popular deep learning models such as residual networks (ResNets) was introduced in Chen et al. (2018) called neural ordinary differential equa-
tions (NODEs). NODEs have garnered immense interest for their desirable properties such as invertibility (Deng et al., 2020), suitability for control (Asikis et al., 2022), and parameter efficiency and have been found more robust (Yan et al., 2019) than other deep neural network model variants. Primarily used for developing black-box representations, NODEs can now be augmented to include domain priors and system structure via universal differential equations (UDEs) (Rackauckas et al., 2020), making them an attractive proposition over other identification methods. Hybrid neural networks form another class of flexible nonlinear models that combine a given, partially correct model with an additional neural network block to estimate the unmeasured, unmodeled dynamics that are difficult to capture from first principles or whitebox models (Psichogios and Ungar, 1992). This model is intuitive and easier to analyze, and has better prediction performance than the standard single blackbox or graybox model and has been applied in a number of domains (Meleshkova et al., 2021; Gutiérrez and Hervás-Martínez, 2011).

In this work, we explore control-oriented NODE models for autonomous systems, such as AUVs, and study the effects of increasing physical system knowledge ranging from “blackbox” models with no embedded physics knowledge to “graybox” models which rely on varying degrees of physical knowledge. We consider six model types, including the vanilla NODE blackbox model, with and without domain priors and boundary constraints, the NODE graybox model, and multiple hybrid models with a fixed graybox block with varying parameter uncertainties augmented with a blackbox block that learns the residual errors. The key contributions include:

• Development of a suite of domain-aware differentiable neural system models for AUVs
• Empirical analysis of the effect of applying domain-aware priors and system knowledge during training on open-loop prediction performance.

We begin by introducing the ground-truth AUV system model in Section 2 which is used for data generation and model evaluation. Section 3 describes the different system models and the training procedure. We present results and discuss the model performance in Section 4.

2. PROBLEM SETUP

The problem addressed here is to develop a system identification approach for AUVs using NODEs that accommodates varying degrees of a priori information available for the system. Such system information considered here includes dynamical properties, such as state constraints and stability-related properties, and system model structure. In this section, we present the dynamical model of an AUV as well as the development of the data set used for training in the system identification approach.

2.1 AUV dynamic model

We consider a torpedo-style vehicle, such as the Iver3 AUV from OceanServer Technology (2022), to generate data for our modeling and analysis. The nonlinear kinematic and hydrodynamic models we use are extended from Stankiewicz et al. (2021) and summarized here.

\[
\begin{align*}
\ddot{p}_x &= u \cos \psi \cos \theta + w \cos \psi \sin \theta, \\
\ddot{p}_y &= u \sin \psi \cos \theta + w \sin \psi \sin \theta, \\
\ddot{p}_z &= w \cos \theta - u \sin \theta, \\
\dot{\theta} &= q, \\
\dot{\psi} &= r / \cos \theta, \\
\dot{w} &= \mathbf{Z}_{uw} u^2 + \mathbf{K} \delta_{uw}, \\
\dot{q} &= \mathbf{M}_{uw} u q + \mathbf{M}_{wq} q - \mathbf{F} B \cos \theta + bu^2 \delta_{qw}, \\
\dot{r} &= \mathbf{N}_{wr} w r + cu^2 \delta_{qw}, \\
\delta_{uc} &= \mathbf{K}_{uc} (\delta_{uc} - \delta_{uc}), \\
\delta_{qc} &= \mathbf{K}_{qc} (\delta_{qc} - \delta_{qc}), \\
\delta_{rc} &= \mathbf{K}_{rc} (\delta_{rc} - \delta_{rc}).
\end{align*}
\]

The state is \( \mathbf{x} = (p_x, p_y, p_z, \theta, \psi, u, w, q, r, \delta_{uc}, \delta_{qc}, \delta_{rc}) \), where \( (p_x, p_y, p_z) \in \mathbb{R}^3 \) are the respective north, east, down inertial coordinates, \( \theta \in [-\pi/2, \pi/2], \psi \in \mathbb{S}^1 \) are the respective pitch and yaw orientation angles (Euler angles), \( u, w \in \mathbb{R} \) are the respective surge and heave velocities, \( q, r \in \mathbb{R} \) are the pitch and yaw angular velocities, and \( \delta_{uc}, \delta_{qc}, \delta_{rc} \in [-1, 1] \) are the delayed control inputs for thrust, elevator deflection, and rudder deflection, respectively. Note that \((u, w, q, r) \in \mathbb{R}^4\) are defined in the body frame. Similar to Stankiewicz et al. (2021), we assume roll and sway velocities are negligible. We also assume the vehicle has been trimmed to be neutrally buoyant and have no heave velocities, i.e. \( w \equiv 0 \). Refer to Stankiewicz et al. (2021) for the hydrodynamic coefficients \( (\mathbf{T}) \) of the Iver3 AUV. The control inputs \( u = (\delta_{uc}, \delta_{qc}, \delta_{rc}) \in \mathcal{U} := [0, 1] \times [-1, 1] \times [-1, 1] \) are the normalized thrust, deflections in the diving plane and rudder fins, respectively. The system (1) considers input delays that are common in practice as a low level controller tracks the given input commands. Here the input delay is modeled as a linear tracking control law as seen in the dynamics of \( \delta_{uc}, \delta_{qc}, \delta_{rc} \) with \( \mathbf{K}_{uc} = \mathbf{K}_{qc} = \mathbf{K}_{rc} = -10 \).

A typical AUV hardware setup includes sensors like an IMU to measure angular rates, a compass for heading information, an acoustic doppler current profiler (ADCP) for measuring the vehicle’s velocity through water and a depth sensor. We assume that the positions in the inertial coordinates are not directly measurable. Finally, the actuators contain sensors to determine the true actuator values in order to track the commanded input. Consistent with this realistic scenario, we consider the vehicle output to be velocities, angular rates and heading, \( \mathbf{y} = (\theta, \psi, u, w, q, r, \delta_{uc}, \delta_{qc}, \delta_{rc}) \in \mathcal{M} := [-\pi/2, \pi/2] \times \mathbb{S}^1 \times \mathbb{R}^3 \times \mathbb{R}^3 \times [0, 1] \times [-1, 1] \times [-1, 1] \), where \( \mathbf{y} \) consists of \( n_y = 8 \) elements.

2.2 Dataset

For the modeling process, we generate a dataset \( \mathcal{D} \) of input-output pairs obtained by applying appropriate excitation signals to explore the AUV state and input space:

\[
\mathcal{D} = \{(u_0, y_0), (u_1, y_1), \ldots, (u_N, y_N)\}^{(n)}.
\]

with sampling time \( \delta \in \mathbb{R} \) and data batches \( i = 1, 2, \ldots, n \), of length \( N \) each, and let \( u_k \) denote the vector \( u \) at time instant \( k \). We use the mathematical model in (1)
representing the AUV dynamics to generate the training and testing datasets and for ground truth trajectory generation for model evaluation. We sample control input trajectories and initial conditions from a distribution of pre-defined trajectories and initial conditions based on domain knowledge, that generates a combination of steady flight, diving, climbing, and port and starboard side turning maneuvers. Each input trajectory is constructed by combining a sequence of 50 base trajectories for a length of \( N \) seconds total per batch. Each base trajectory is randomly selected from a step response, periodic response, or spline constructed such that \( u_t \in \mathcal{U} \) for all \( t \in [0, N\delta] \). The training set was determined by integrating (1) over a horizon of \( N\delta \) s for \( \delta = 0.01 \) using ‘odeint’ from Python’s scipy module.

### 3. DATA-DRIVEN MODELS AND TRAINING

In this section we present the suite of models and how they are trained to approximate the true system \( f \). The suite of models lie on a spectrum of domain-aware representations to reflect real-world scenarios depending on what degree of model knowledge is known a priori. The models are implemented as NODE.

#### 3.1 Blackbox model

The blackbox model assumes minimal knowledge of the system dynamics. Here the dynamics are modelled with the neural network mapping \( f_W : \mathcal{M} \times \mathcal{U} \rightarrow \mathbb{R}^{n_u} \), where \( W \) represents the weights and biases of a multi-layer perceptron (MLP) with four hidden layers of size 128 each. The blackbox dynamical system is defined by:

\[
\dot{z}(t) = f_W(z(t), u(t)), \quad z(0) = z_0 \in \mathcal{M},
\]

where \( z \in \mathbb{R}^{n_u} \) is the output of the model.

#### 3.2 Graybox model

The graybox model requires the most knowledge of the system dynamics as it assumes the structure of (1) is known, but the model parameters are uncertain. Let the vector of model parameters be: \( \mu = (\bar{X}_{uu}u, \bar{F}_{uu}, \bar{B}_{uz}, \bar{B}_{uz}, \bar{N}_{ur}, \bar{c}) \in \mathbb{R}^{n_{\mu}} \), and let \( \hat{\mu} = (\bar{X}_{uu}u, \bar{F}_{uu}, \bar{B}_{uz}, \bar{B}_{uz}, \bar{N}_{ur}, \bar{c}) \) denote the approximate model parameters. Furthermore, let the approximate model dynamics be:

\[
f_{\mu}(y, u) = \left( \begin{array}{c}
\frac{q}{r/cos \theta} \\
\bar{M}_{uu}u^2 + \bar{k} \delta_u + \bar{X}_{uu}u^2 + \bar{F}_{uu} u - \bar{B}_{uz} \sin \theta + \bar{B}_{uz} \delta_u + \bar{N}_{ur}u + \bar{c} u^2 \delta_u \\
\bar{N}_{ur} ur + \bar{c} u^2 \delta_u \\
\delta_u = \bar{K}_{\delta u}(\delta_u - \delta_u) \\
\delta_y = \bar{K}_{\delta y}(\delta_y - \delta_y) \\
\delta_z = \bar{K}_{\delta z}(\delta_z - \delta_z)
\end{array} \right).
\]

(4)

The graybox dynamical system is defined as:

\[
\dot{z}(t) = f_{\mu}(z(t), u(t)), \quad z(0) = z_0 \in \mathcal{M}.
\]

(5)

Assuming some degree of informed initial guess by the modeller, the graybox model parameters, \( \hat{\mu} \), are initialized to within an offset of the true model parameters, \( \mu \). Let \( \epsilon_{\mu} \in [0, 1] \) represent the error in the model parameters.

For our experiments, parameters are sampled uniformly from a set whose range is defined by \( \epsilon_{\mu} \). For example, \( X_{uu} \sim \mathcal{U}[\min\{X_{uu}(1-\epsilon_{\mu}), X_{uu}(1+\epsilon_{\mu})\}, \max\{X_{uu}(1-\epsilon_{\mu}), X_{uu}(1+\epsilon_{\mu})\}] \), where \( \mathcal{U}(S) \) denotes a uniform sampling of the set \( S \). To state this more formally, let \( \mathcal{S}_{\mu} = \mathcal{S}_{\epsilon_{\mu}} \times \ldots \times \mathcal{S}_{\epsilon_{\mu}} \), where \( \mathcal{S}_{\epsilon_{\mu}} = [\min\{\epsilon_{\mu}(1-\epsilon_{\mu}), \epsilon_{\mu}(1+\epsilon_{\mu})\}, \max\{\epsilon_{\mu}(1-\epsilon_{\mu}), \epsilon_{\mu}(1+\epsilon_{\mu})\}] \) with \( \epsilon_{\mu} \) as the \( i \)-th element of \( \mu \). Thus for a given \( \epsilon_{\mu} \), \( \mu \sim \mathcal{U}(\mathcal{S}_{\epsilon_{\mu}}) \) implies an estimated parameter uniformly sampled from a range \( \epsilon_{\mu} \) of the true model parameters. For the graybox model, the model parameters were initialized as \( \hat{\mu}_0 \sim \mathcal{S}_{\epsilon_{\mu}=1.0} \) to provide the maximum offset of the true values and test if the estimated model parameters can converge to the true model parameters.

#### 3.3 Hybrid model

The hybrid model combines an uncertain approximation of the system dynamics, similar to the graybox, with a blackbox model to compensate for residual errors. This model considers the case when some, imperfect knowledge, of the system is known a priori. Here the model parameters of the graybox model, \( \hat{\mu} \), are initialized and fixed to a random offset of their true parameters. The approximate model used is the same as the graybox \( f_{\mu}(y, u) \) from (4).

The blackbox model is the same as from the previous case with the neural network mapping \( f_W : \mathcal{M} \times \mathcal{U} \rightarrow \mathbb{R}^{n_u} \), with \( W \) representing the weights and biases in the neural network. In this hybrid case, only the blackbox parameters, \( W \), are trained and not the offset model parameters \( \hat{\mu} \). The hybrid model dynamics are defined by:

\[
\dot{z}(t) = f_{\mu}(z(t), u(t)) + f_W(z(t), u(t)), \quad z(0) = z_0 \in \mathcal{M}.
\]

(6)

To compare various different errors in the graybox portion of the hybrid model, we look at three implementations of the hybrid model which are dependent on the percentage of error in the model parameters, \( \epsilon_{\mu} \), which is defined by \( \epsilon_{\mu} \). Here we look at the three cases ‘hybrid\( _{\epsilon_{\mu}=1.0} \)’, ‘hybrid\( _{\epsilon_{\mu}=0.5} \)’, and ‘hybrid\( _{\epsilon_{\mu}=0.3} \)’.

#### 3.4 Training

We perform batched training on the trajectories in \( \mathcal{D} \). Each model was trained for \( n = 5 \) batches. The length, \( N \), was increased by a factor of 2 for each batch yielding batches with \( N = 100, N = 200, N = 400, N = 800, \) and \( N = 1600 \). The purpose of using multiple batches of different lengths is to prevent over-approximation over the same time length and it extends how long the control inputs are applied to the system, which yields different system responses. Training is performed using the Neuromancer differentiable programming framework \( \text{[taylor et al. (2022)]} \), wherein the following optimization problem is solved to train the model parameters \( \mathcal{V} \in \mathbb{R}^{n_v} \):

\[
\min_{\mathcal{V}} - \frac{1}{mN} \sum_{i=1}^{mN} \sum_{k=0}^{N-1} (\ell_{\text{mse}}(z_k^i, y_k) + p_z(c(z_k^i)))
\]

s.t. \( z_{k+1}^i = ODESolve(f_{\mathcal{V}}(z_k^i, u_k)), \quad k \in [0, N-1] \)

(7a)

\[
z_0 = y_0
\]

(7b)

\[
\mathcal{V}^i \in \Xi \subset \mathbb{R}^{n_v}
\]

(7c)
where
\[ \ell_{\text{ase}}(z, y) = \|y - z\|_2^2 \]

is the objective loss function, \( c : \mathbb{R}^n \rightarrow \mathbb{R}^n \) represents state constraints with the penalty functions \( p_z : \mathbb{R}^n \rightarrow \mathbb{R} \). \( \Xi \) is a random distribution from which the model parameters \( V^i \) are sampled from, and \( f_V : \mathcal{M} \times U \rightarrow \mathbb{R}^n \) is a general NODE model parameterized by \( V \). Stochastic gradient descent is used to minimize the loss function \( \ell_{\text{ase}}(z, y) \) over the distribution of model parameters \( \{z^i\}_i \), where \( m \) represents the total number of model parameter samples, and \( i \) denotes the index of the sample. We note that ODESolve can represent any ODE solver such as Runge Kutta or Euler integrators. In our implementation, an Euler approximation is used to integrate the NODE models. Kutta or Euler integrators. In our implementation, an Euler approximation is used to integrate the NODE models.

### 3.5 Learning with Boundary Conditions

The Neuromancer framework allows for enforcing boundary conditions in the form of state constraints \( c(z) \). In the case of \( z_i \), it is clear that if \( \theta \rightarrow \pm \frac{\pi}{2} \), then the system dynamics become undefined at the singularity. We note that the randomized training sets are restricted to \( M \) so many instabilities are never reached, and thus we aim to enforce constraints on the models to also avoid the singularity. Similarly, the states associated with input delays should remain inside the input set \( U \).

To enforce the boundary conditions, we define \( c_i(z) := \max\{0, -z_i + \frac{\pi}{2}\} + \max\{0, z_i - \frac{\pi}{2}\} \), where \( i \in \mathbb{N}^{n-1}_0 \), \( z_i \) is the \( i \)th element of \( z \), \( \frac{\pi}{2} = (-\frac{\pi}{2}, \ldots, -\frac{\pi}{2}) \) is the lower bound on \( z \), and \( \frac{\pi}{2} = (\frac{\pi}{2}, \ldots, \frac{\pi}{2}) \) is the upper bound on \( z \). Furthermore, let \( c(z) = (c_0(z), \ldots, c_{n-1}(z)) \). The penalty function used is: \( p_z(c) = \|c\|_2^2 \).

### 3.6 Learning with Domain-aware Priors

In addition to state constraints, the Neuromancer framework enables the training process to enforce system-type properties of the trained model. As with many physical systems, the AUV system is dissipative, which means that the system has no internal production of energy, and the energy stored by the system at any time does not exceed the energy externally supplied at that time (Willems, 2007). The trained models can be trained to enforce the dissipativity. For the blackbox model, the neural network weights and activation matrices are restricted to be less than 1, then the NODE is dissipative (Drgona et al., 2022). Here, the neural network weights are restricted such that the eigenvalues of the weighting and activation matrices lie within \([\sigma_{\text{min}}, \sigma_{\text{max}}]\) for \( \sigma_{\text{min}}, \sigma_{\text{max}} \in \mathbb{R}_{\geq 0} \).

This restriction is applied during training to always ensure the dissipativity property.

For the blackbox model, the eigenvalues are set to \( \sigma_{\text{min}} = 0.5, \sigma_{\text{max}} = 1.0 \). The reason for setting \( \sigma_{\text{min}} = 0.5 \) instead of zero is to keep the model away from steady-state solutions since the training set was designed to excite the system and avoid such solutions. The blackbox component of the hybrid models had eigenvalues set to \( \sigma_{\text{min}} = 0.0, \sigma_{\text{max}} = 1.0 \). Here we allow the eigenvalues to reach zero unlike in the blackbox model because in the hybrid model the blackbox component is used to compensate for the residual error of the graybox. Thus if the graybox is able to significantly reduce the residual error, the blackbox should approximate a zero map. To show the effects of the boundary conditions and the domain-aware priors on the neural network NODE model, we compare in our experiments a NODE model without boundary conditions/domain-aware priors denoted “blackbox”, and the same architecture with boundary conditions/domain-aware priors denoted “constr. blackbox”.

### 4. RESULTS AND DISCUSSION

For our empirical analysis, 10 sets of randomly sampled initial parameters for each of the six model types, blackbox, constr. blackbox, hybrid, graybox, were fit to the training dataset using the ADAM-W (Loshchilov and Hutter, 2017) variant of stochastic gradient descent. After training these 10 models instances per model type, they were evaluated on a held out test set. The test set was developed by randomly initializing five initial conditions from \( M \) each for five randomly generated input trajectories, which yields a total of 25 trajectories. The input trajectories were developed in the same manner as the training set with \( N = 5000 \). We note that the test set is the same for all model types.

For each model type, there are 10 models that were each evaluated on 25 trajectories. For each trajectory of each model, the mean squared error (MSE) is:

\[ \frac{1}{N} \sum_{k=0}^{N} \ell_{\text{ase}}(z_k', y_k) \]

where \( z_k', y_k' \) are the normalized outputs of the model and true system respectively. The outputs are normalized using the training set data for a unit-less error metric. We note that the inter quartile range approach was used to remove outlier models from the results. For each model type, we consider the ‘best’ trained model to be the one in which the mean of the mean square error (MSE) over all 25 trajectories is the lowest.

| model          | Mean MSE  | Standard deviation |
|----------------|-----------|--------------------|
| blackbox       | 16.459841 | 61.742187          |
| constr. blackbox | 7.985731  | 0.311266           |
| hybrid, \( p = 1.0 \) | 82.699305 | 11399.445734       |
| hybrid, \( p = 0.5 \) | 6.01626  | 21.648181          |
| hybrid, \( p = 0.3 \) | 2.626124 | 0.474631           |
| graybox        | 0.025351  | 0.000446           |

Table 1: Comparison of blackbox plain, blackbox, hybrid, and graybox models.
Fig. 1. Comparison of MSE for (a) Pitch angle, $\theta$, (c) Surge velocity, $u$, for each model type. The open-loop response, showing the measured states of the best model of type (b) constrained blackbox (CBB) and (d) graybox (GB), evaluated on test data. The ground truth and the predicted trajectories are in cyan and purple, respectively.

Table 1 shows the results of the blackbox, constr. blackbox, hybrid $\mu_0=1.0$, hybrid $\mu_0=0.5$, hybrid $\mu_0=0.3$, and graybox models. Figure 2 interprets Table 1 visually and focuses on the pitch and surge velocity residual error evolution over time and the standard deviation over the 25 trajectories, for each learned model type. The open loop response of all measured states for the constr. blackbox and the graybox models are also presented.

Several conclusions can be drawn from Table 1. First, the graybox outperforms all model types with respect to the mean of all trained models and associated standard deviation. This shows that on average, the graybox is the best model type to use and the trained models will consistently yield the same performance in terms of mean squared error from the true model dynamics. This fits with intuition in that the graybox requires the most domain information to describe the system structure exactly, but with uncertain parameters. However this may not be true in many scenarios especially when simplifications are made in the graybox model.

In practice, there usually will be unmodeled dynamics that need to be accounted for. This can be represented by the hybrid model, where imperfect model parameters will cause the graybox system dynamics to deviate with the true system and requires the blackbox component to compensate. The hybrid model results from Table 1 also follow intuition in that as $\epsilon_\mu \rightarrow 0.0$, i.e., the graybox component approaches the true system, the blackbox component performs better with respect to reducing the MSE between the hybrid model and the true system model. Furthermore, the trained models become more consistent in their performance as $\epsilon_\mu \rightarrow 0.0$, which is represented by the decrease in standard deviation of the model performances.

The blackbox/blackbox constrained models represent the case when no model knowledge is assumed and they must try to learn the true system dynamics. According to Table 1 the blackbox and blackbox constrained models actually outperform the hybrid $\mu_0=1.0$ in terms of mean MSE and standard deviation of all trained models. This suggests that the blackbox type models are preferred to the hybrid model if the graybox component poorly represents the true system. In this experiment, a poor representation is defined by $\epsilon_\mu = 0.5$, wherein the model parameters are sufficiently inaccurate as to impede the blackbox component’s ability to compensate for the error between the graybox and true system dynamics. One possible reason for this is that the model parameters may cause the graybox model to approach an unstable system dynamics, which would mean that the blackbox component is attempting to compensate for the near-instability while also eliminating the residual error between the graybox and true system.

Finally, we can see the comparison between blackbox and blackbox constrained models. It is clear that on average, the blackbox constrained models yield lower MSE and are more consistent with respect to the standard deviation of all models. This suggests that the use of a priori information of the system model, specifically the state constraints and dissipativity of the system, help improve the training of the blackbox models and can reduce the errors of the blackbox model by a factor of 2. This
result fits with intuition in that more information leads to improved system identification.

5. CONCLUSION

In this paper we present a domain-aware framework for system identification of autonomous underwater vehicles using neural ordinary differential equations (NODEs). The framework allows for structured training of the NODE model by enforcing state constraints and domain-aware priors to ensure dissipativity of the closed-loop system. The proposed approach considers a suite of models that lie on a spectrum of domain-aware representations to reflect real-world scenarios depending on what degree of model knowledge is known a priori. The models range from a blackbox model, a hybrid model, and a graybox model. The blackbox, graybox, and several implementations of the hybrid model were compared in an experiment using training sets and evaluation sets. Future work will investigate the effect of noise on training and incorporate the domain-aware models in a predictive control structure.

REFERENCES

Asikis, T., Böttcher, L., and Antulov-Fantulin, N. (2022). Neural ordinary differential equation control of dynamics on graphs. 
Physical Review Research
, 4(1), 013221. 
doi:10.1103/physrevresearch.4.013221.

Brunton, S.L., Proctor, J.L., and Kutz, J.N. (2016). Discovering governing equations from data by sparse identification of nonlinear dynamical systems. 
Proceedings of the National Academy of Sciences
, 113(15), 3932–3937. 
doi:10.1073/pnas.1517384113.

Chen, R.T., Rubanova, Y., Bettencourt, J., and Duvenaud, D.K. (2018). Neural ordinary differential equations. 
Advances in neural information processing systems
, 31.

Deng, R., Chang, B., Brubaker, M.A., Mori, G., and Lehrmann, A.M. (2020). Modeling continuous stochastic processes with dynamic normalizing flows. 
CoRR
, abs/2002.10516.

Drgona, J., Tuor, A., Skomski, E., Vasisht, S., and Vrabie, D. (2021). Deep learning explicit differentiable predictive control laws for buildings. 
IFAC-PapersOnLine
, 54(6), 14–19.

Drgona, J., Vasisht, S., Tuor, A., and Vrabie, D. (2022). Dissipative Deep Neural Dynamical Systems. URL 
https://arxiv.org/abs/2011.13492

Gutierrez, P.A. and Hervás-Martínez, C. (2011). Hybrid artificial neural networks: Models, algorithms and data. In J. Cabestany, I. Rojas, and G. Joya (eds.), 
Advances in Computational Intelligence
, 177–184. Springer Berlin Heidelberg, Berlin, Heidelberg.

Krishnapriyan, A., Gholami, A., Zhe, S., Kirby, R., and Mahoney, M.W. (2021). Characterizing possible failure modes in physics-informed neural networks. 
Advances in Neural Information Processing Systems
, 34.

Ljung, L. (2010). Perspectives on system identification. 
Annual Reviews in Control
, 34(1), 1–12. 
doi:https://doi.org/10.1016/j.arcontrol.2009.12.001.

Louschchilov, I. and Hutter, F. (2017). Decoupled weight decay regularization. 
arXiv preprint arXiv:1711.05101.

Meleshkova, Z., Ivanov, S.E., and Ivanova, L. (2021). Application of neural ode with embedded hybrid method for robotic manipulator control. 
Procedia Computer Science
, 193, 314–324.

OceanServer Technology (2022). Iver3 Platform. 
https://aувс.org/2023/2/.

Psichogios, D.C. and Unger, L.H. (1992). A hybrid neural network-first principles approach to process modeling. 
AIChe Journal
, 38(10), 1499–1511.

Rackauckas, C., Ma, Y., Martens, J., Warner, C., Zubov, K., Superek, R., Skinner, D., Ramadhan, A., and Edelman, A. (2020). Universal differential equations for scientific machine learning.

Raisi, M., Perdikaris, P., and Karniadakis, G. (2019). Physics-informed neural networks: A deep learning framework for solving forward and inverse problems involving nonlinear partial differential equations. 
Journal of Computational Physics
, 375, 686–707.

Raisi, M., Perdikaris, P., and Karniadakis, G.E. (2017). Inferring solutions of differential equations using noisy multi-fidelity data. 
Journal of Computational Physics
, 335, 736–746.

Rangaparam, S.S., Seeger, M.W., Gasthaus, J., Stella, L., Wang, Y., and Januschowski, T. (2018). Deep state space models for time series forecasting. In S. Bengio, H. Wallach, H. Larochelle, K. Grauman, N. Cesa-Bianchi, and R. Garnett (eds.), 
Advances in Neural Information Processing Systems 31
, 7785–7794. Curran Associates, Inc.

Skomski, E., Vasisht, S., Wight, C., Tuor, A., Drgona, J., and Vrabie, D. (2021). Constrained block nonlinear neural dynamical models. In 2021 American Control Conference (ACC), 3993–4000. 
doi:10.23919/ACC50511.2021.9482930.

Stankiewicz, P., Tan, Y.T., and Kobilarov, M. (2021). Adaptive sampling with an autonomous underwater vehicle in static marine environments. 
Journal of Field Robotics
, 38(4), 572–597.

Tuor, A., Drgona, J., Skomski, M., Koch, J., Chen, Z., and Vrabie, D. (2022). NeuroMANCER: Neural Modules with Adaptive Nonlinear Constraints and Efficient Regularization. URL 
https://github.com/nnml/neuromancer

Van Overschee, P. and De Moor, B. (1994). N4SID: Subspace algorithms for the identification of combined deterministic-stochastic systems. 
Automatica
, 30(1), 75–93. Special issue on statistical signal processing and control.

Willems, J.C. (2007). Dissipative dynamical systems. 
European Journal of Control
, 13(2), 134–151.

Wynn, R.B., Huvenne, V.A., Le Bas, T.P., Burton, B.J., Connelly, D.P., Bett, B.J., Ruhl, H.A., Morris, K.J., Peakall, J., Parsons, D.R., Sumner, E.J., Darby, S.E., Dorrell, R.M., and Hunt, J.E. (2014). Autonomous underwater vehicles (auvs): Their past, present and future contributions to the advancement of marine geoscience. 
Marine Geology
, 352, 451–468.

Yan, H., Du, J., Tan, V.Y.F., and Feng, J. (2019). On robustness of neural ordinary differential equations. 
CoRR
, abs/1910.05513.

Yu, X., Dickey, T., Bellingham, J., Manov, D., and Streitlien, K. (2002). The application of autonomous underwater vehicles for interdisciplinary measurements in massachusetts and cape cod bays. 
Continental Shelf Research
, 22(15), 2225–2245.