PART I

INTRODUCTION AND BACKGROUND

What is virtual reality (VR)? What does VR consist of and for what situations is it useful? What is different about VR that gets people so excited? How do developers engage users so that they feel present in a virtual environment? This part of the book answers such questions, and provides a basic background that later chapters build upon. This introduction and background serves as a simple high-level toolbox of options to intelligently choose from, such as different forms of virtual and augmented reality (AR), different hardware options, various methods of presenting information to the senses, and ways to induce presence into the minds of users.

Part I consists of five chapters that cover the basics of VR.

Chapter 1, What Is Virtual Reality?, begins by describing what VR is at a high level and what it is suitable/effective for. This includes descriptions of different forms of communication that are at the heart of what VR is—communication between the user and a system created by the VR designer.

Chapter 2, A History of VR, provides a history of VR starting with stereoscopes created in the 1800s. The concept and implementation of VR is not new.

Chapter 3, An Overview of Various Realities, discusses forms of reality ranging from the real world to augmented reality (AR) to VR. Whereas the focus of this book is on fully immersive VR, this chapter provides context of where VR fits into the overall picture of related technologies. The chapter also gives a high-level description of various forms of input and output hardware options that can be used as part of AR and VR systems.
Chapter 4, Immersion, Presence, and Reality Trade-Offs, discusses the often-used terms of immersion and presence. Readers may be surprised to learn that realism is not necessarily the goal of VR and there are trade-offs for attempting to perfectly simulate reality, even if reality could be perfectly simulated.

Chapter 5, The Basics: Design Guidelines, concludes this introductory part of the book and gives a small number of guidelines for those looking to create VR experiences.
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Action space. See under space perception

Adaptation, 143–145, 187, 201, 221*. See also aftereffects
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perceptual, 143–145, 171, 175, 523g
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temporal, 145, 185–187, 207, 217*, 399, 534g
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rate of, 201, 213
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active readaptation, 176, 221*, 498g
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sensory, 143, 145, 516g, 530g
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Affordances, 278–279, 356*, 383, 404, 498g
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tools, 335

After action reviews, 443, 468*
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negative, 68, 69, 519g
positive, 68, 125, 524g
motion, 70, 518g
negative, 144, 145, 174, 519g
negative training effects, 52, 159, 184, 289
VR, 174–176, 221*, 538g

Agents. See avatars and characters, computer-controlled (agents)

Aliasing. See under rendering, visual artifacts

Analysis. See under data
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Apparent motion, 133–135, 235, 498g. See also judder; strobing
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abstract, 51, 233, 235
aesthetics, 262, 272*, 396, 421
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color, 238–239, 244, 269*
conceptual integrity, 229–230, 268*, 502g
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Assumptions (project), 369, 380, 388, 456*, 498g
changes, 230, 375, 453*
design specification, 405
experiment, 444, 446
risk, 388, 456*
violations of data, 434, 537g

Attention, 146–151, 157–158*, 358*, 498g.
See also search; conscious perception
attentual capture, 149, 499g
attentional gaze, 148, 499g
auditory, 148–149
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cycle of interaction, 286–287
eye tracking, 319–320
feedback, 281
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fixation, 150, 509g
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change blindness, 147, 501g
change blindness blindness, 147, 501g
change deafness, 148, 501g
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involuntary shift of, 149
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maps, 149, 150, 157*, 320, 498g
orienting
covert orienting, 150, 504g
overt orienting, 150, 522g
perceptual capacity, 146, 523g
perceptual load, 146, 523g
reticular activating system, 87, 146–147, 529g
salience, 157*, 238–239, 269*, 529g
saliency maps, 149, 529g
scene schemas, 148, 529g
shadowing, 147, 531g
sound, 240
task-irrelevant stimuli, 149, 150, 157*, 534g
time, 127–128
vigilance, 151, 537g
visual scanning, 95, 150, 538g

Attitude, 83, 499g
failure, 427–428, 437, 465*
feedback, 377, 380, 428, 465*
team, 377, 422, 428

Audio. See sound

Augmented reality (AR), 29, 30, 499g
convergence with VR, 484
hand-held, 34, 511g
optical-see-through, 32, 130, 168, 484, 521g
Index

video-see-through, 32–33, 537g
Augmented virtuality, 30, 33, 247–249, 484, 499g
Auralization, 240, 499g. See also sound
Automated Pattern, 342–344, 365–366*, 499g
passive vehicles, 344, 522g
route planning, 252, 344, 529g
target-based travel, 344, 533g
teleportation, 304, 344, 361*, 365*, 534g
Automatic mode switching, 354, 368*

Avatars and characters
animation, 49, 226, 258, 420
caricature/cartoon, 48, 50, 257, 272*, 501g
computer-controlled (agents), 49, 153, 158*, 240, 257–259, 271–272*, 414
directing attention, 272*
motion, 259, 272*
response, 318–319, 362*
eyes, 258–259, 272*
motion, 49, 135–136, 258–259, 271–272*, 414, 500g
tokens, 421, 462*, 534g
Uncanny Valley, 49, 50–51, 54*, 257–258, 536g
user-controlled (avatars), 257, 271*, 499g
dominant hand, 288, 295, 333, 348, 358*, 366*, 506g
non-dominant hand, 251, 288, 295, 327, 333, 348–349, 353, 358*, 366*, 520g
techniques
3D multi-touch, 209, 248–249, 251, 340–342, 353, 365*, 497g
framing hands, 330, 510g
panels, 248, 327, 348–349, 364*, 366*
physical props, 333, 364*, 366*
selection box, 330, 331, 332, 353, 533g, 537g
two-handed flying, 339, 535g
two-handed pointing, 328–329, 536g
viewbox, 353, 537g
voodoo dolls, 352, 353, 538g

Binaural cues, 100–101, 156*, 240, 500g
Binaural interaction, 287–288, 334, 358*, 499g
classification
symmetric/asymmetric, 288, 358*, 499g
synchronous/asynchronous, 340
handedness
dominant hand, 288, 295, 333, 348, 358*, 366*, 506g
non-dominant hand, 251, 288, 295, 327, 333, 348–349, 353, 358*, 366*, 520g
techniques
3D multi-touch, 209, 248–249, 251, 340–342, 353, 365*, 497g
framing hands, 330, 510g
panels, 248, 327, 348–349, 364*, 366*
physical props, 333, 364*, 366*
selection box, 330, 331, 332, 353, 533g, 537g
two-handed flying, 339, 535g
two-handed pointing, 328–329, 536g
viewbox, 353, 537g
voodoo dolls, 352, 353, 538g

Beliefs, 80, 83, 123, 499g

Background. See under scene; customers and clients
Balance. See postural stability/instability; vestibular system
Behavior. See also avatars and characters
adaptation, 143, 145
affecting, 155*, 251–259, 272*
body language, 49, 259
circadian rhythms, 126, 501g
communication, 11, 49, 81, 259
cycle of interaction, 286–287
demand characteristics, 433
goal driven, 71, 286
measures, 149, 196, 432, 466*
neuro-linguistic programming (NLP), 80–84
internal state, 84
memories, 84
primal, 11, 537g
processes, 56, 71, 77–78, 499g
iterative, 74–75
realism, 49
sickness, 159, 196, 201, 221*, 259
subconscious, 76
travel, 154

Binding (perceptual), 72–73, 146, 155*, 282, 500g
Binocular-occlusion conflict. See under sensory conflicts
Biological motion, 50, 135–136, 500g. See also avatars and characters; motion perception

Biomechanical symmetry, 290, 337–338, 364*, 500g

Blind spot, 65, 86, 93, 126, 500g

Block diagrams, 407, 459*, 500g

Boundary completion. See under illusions

Breadcrumbs, 245, 270*, 500g

Break-in-presence. See under presence

Brightness, 90–91, 500g

Brooks’ Law, 385, 456*

Buttons. See under input device characteristics

Call of Duty Syndrome, 202, 220*, 501g

CAVEs. See under displays, world-fixed

Center of action zones, 254, 255, 271*

Center of mass, 177, 200

Central vision. See under eye eccentricity

Change blindness. See under attention

Channels (navigation), 244, 270*, 501g

Characters. See avatars and characters

Classes (software), 408–409, 460*, 501g

diagrams, 409, 410, 460*, 501g

objects, 409, 520g

Clients. See customers and clients; networked environments

Close-ended questions, 438, 501g

Clutching, 307, 333, 364*, 502g

Color, 90–92, 156*, 238–239, 269*, 347, 502g

aferimages, 68–69, 519g, 524g

constancy, 140, 142, 238, 269*, 502g

content creation, 238, 239, 244, 269*
cube, 347, 502g

dark adaptation, 143, 157*

emotions, 91, 238, 269*

eye eccentricity, 88, 90–91, 157*, 510g

highlighting, 305, 356*, 359*, 361*, 512g

salience, 149, 156–157*, 238–239, 529g

subconscious, 91
todo, 213–214

Color cubes, 347, 502g

Comfort, 398, 502g, 512g. See also fatigue; sensory conflicts; sickness; viewpoint, motion

configuration options, 201

depth cues, 122, 215*, 304

reticle projection, 265

hand pose, 177, 216*, 219*, 247, 265, 288, 304, 313, 316, 342, 361*

manipulating the world as an object, 342

non-dominant hand, 288

shooting from the hip, 304

tracking requirements, 216*, 316, 361*

headset fit, 178, 200, 512g

interviews, 467*

social, 112

stereoscopic 360° capture, 247

Uncanny Valley, 50–51

Communication. See also speech

brain-to-brain, 477–479

direct, 10, 475, 505g

structural, 10–11, 298, 377, 533g

visceral, 11, 46, 54*, 77, 298, 537g. See also empathy

face-to-face, 259, 298

indirect, 11, 11–12, 78, 298, 514g

interaction, 259, 275, 298

language

body, 49–50, 259, 434, 475, 511g, 519g.

See also gestures

emotion, 2, 11

generative (aka future-based), 475, 511g

human-computer translation, 30

internal, 11, 78

perception, 49, 102, 232–233

phonemes and morphemes, 102

project, 392, 395, 409, 447, 458*, 470*, 480

sign, 11–12, 476

spoken / verbal, 11, 49, 78, 240, 434

timing, 124–125

written, 11, 232–233

project, 428, 436, 465*

team, 4, 230, 376–377, 428, 454*, 465*
symbolic, 298, 475–477, 533g
team, 4, 230, 376–377, 428, 454*, 465*
Compasses, 252–254, 271*, 502g
Compliance, 282–284, 357*, 502g
spatial, 282, 293, 306, 531g
directional, 282–283, 284, 352, 357*, 505g
nulling, 283, 357*, 520g
position, 282, 284, 357*, 524g
temporal, 283–284, 338, 357*, 534g
Compound patterns, 350–354, 367–368*, 502g. See also Multimodal Pattern; Pointing Hand Pattern; World-in-Miniature Pattern
Cone-casting flashlight selection, 331, 502g
Cone of Experience, 12–13
Conscious perception, 76, 503g
apprehension, 139
changing beliefs, 83
chunks, 82
cycle of interaction, 286
delayed, 145
figure/ground, 236
memories, 84
subjective present, 124
Constancies. See perceptual constancies
Constraints (interaction), 280–281, 356*, 503g
3D multi-touch, 210, 341, 365*
degrees of freedom (DOFs), 280, 362*, 504g
physics
real world, 220*, 316, 329, 349, 414
simulated, 280, 304, 361*
tools, 334
jigs, 335, 364*, 515g
Constraints (project), 388–390, 392, 456–457*, 503g
cultural/social, 280, 474
feedback, 388
indirect, 389
intentional artificial, 389
misperceived, 389, 390, 393, 457*
obsolete, 389, 390, 399
puzzle, 390, 393, 396, 399, 457*
real, 389
resource, 389, 424, 463*
tools, 390
Constructivist approaches, 430, 436–443, 444, 466–469*, 503g. See also after action reviews; demos; expert evaluations; focus groups; interviews; questionnaires; retrospectives
Construct validity, 431–432, 466*, 503g
Content creation, 223–273. See also art; scene; real world capture; reusing content; wayfinding aids, environmental
basic, 229, 262, 268*, 272*
color, 238, 239, 244, 269*
conceptual integrity, 229–230, 268*, 502g
core experience, 228–229, 268*, 503g
gamification, 229, 510g
high-level concepts, 53–54*, 225–236, 267–268*
iteration, 2, 369
lighting, 238–239, 269*
landmarks, 243
moving stimuli, 70
multiple disciplines, 3–4, 223, 261, 272*, 376–377, 454*
real world lessons, 29, 56, 262
skeuomorphism, 227, 531g
transitioning to VR, 261–265, 272–273*
wired vs wireless, 255–256, 271*
Continuity errors, 147, 503g
Continuous discovery, 374–375, 427, 453–454*, 503g
Contracts
assessment vs. implementation, 385, 456*
estimating time and costs, 385–387, 392, 456*
milestones, 385, 456*
minimizing risk, 387–388, 395, 456*
negotiating, 385–386
requirements, 395
support and updates, 425, 464*
Control/display (C/D) ratio, 328, 503g
Controllers. See input device classes; input device characteristics
Critical incidents, 441, 468*, 504g
Crosshairs. See reticles
Culture
  constraints, 280, 474
  effect on perception, 60
  learning and failure, 375, 454*
  mappings, 284
  project considerations, 381–382
  skeuomorphism, 227
  VR community, 474–475
Customers and clients. See also contracts; delivery
  background and context, 380–382, 455*
  lack of standards, 481
  misunderstanding and unmet expectations, 481
  point of view, 379–381, 455*
Cybersickness. See under sickness
Cycle of interaction, 152, 285–287, 357*, 403, 504g
  execution/evaluation, 285, 507g
  gulls/bridges of execution/evaluation, 286, 287, 511g
  task analysis, 403, 459*
Cyclopean eye, 296, 504g. See also reference frames, head
Dark adaptation. See under adaptation, sensory
Data
  analysis, 446, 447–452. See also statistical conclusion validity
  correlation, 431, 438, 451, 467*, 504g
  fishing, 434, 447, 469*, 509g
  practical significance, 451–452, 470*, 525g
  p-value, 451, 526g
  statistical power, 434, 446, 469*, 532g
  statistical significance, 451–452, 470*, 532g
  artifacts, 432
  average, 449, 470*, 499g
  mean, 448, 449, 517g
  median, 448, 449, 470*, 518g
  mode, 448, 449, 470*, 518g
  collecting, 221*, 229, 268*, 429–431, 436, 443, 465*. See also constructivist approaches; scientific method
  bias, 202, 430, 433, 434, 437, 445, 467*, 501g, 507g, 529g–530g
  continuous delivery, 425, 464*
  demos, 436–437
  programmers, 429, 465*
  prototypes, 421–423
  scoring system, 441, 468*
  distribution, 449–451
    histogram, 449, 450, 470*, 512g
    interquartile range, 448, 449–450, 451, 515g
    mean deviation, 451, 518g
    normal, 434, 449, 450–451, 520g
    range, 449, 515g, 526g
    spread, 449–451, 470*, 532g
    standard deviation, 194, 448, 451, 532g
    variance, 447, 451, 536g
    interpreting, 443, 447–448, 469*
    false conclusion, 447, 469*. See also validity
    measurement types, 448, 470*
    categorical variables, 448, 449, 470*, 501g
    interval variables, 448, 515g
    ordinal variables, 448, 522g
    ratio variables, 448, 527g
    outliers, 447, 451, 469–470*, 522g
    physiological, 196, 221*, 432, 524g
    qualitative data, 430, 436, 438, 441–442, 465*, 495B, 526g
    quantitative data, 430, 441–442, 465*, 526g
    reliability, 430–431, 465–466*, 528g
    observed score, 431, 521g
    stable characteristics, 430–431, 532g
true score, 431, 466*, 535g
unstable characteristics, 431, 536g
review with users, 404, 443
sensitivity, 435–436, 466*, 530g
violated assumptions, 434, 537g
Dead reckoning (extrapolation), 419, 420, 462*, 504g
Define-Make-Learn, 370–371. See also Define Stage; Make Stage; Learn Stage
Define Stage, 379–401, 458*, 464*. See also questions; assessment and feasibility; objectives; estimates; risk; assumptions; constraints; personas; user stories; storyboards; scope; requirements
Degrees of freedom (DOFs). See under constraints (interaction); input device characteristics
Delay. See latency
Delivery, 424–425, 464*
continuous delivery, 425, 464*, 503g
onsite installation, 425, 464*, 503g
prioritization, 384
Demos, 424–425, 436–437, 464*, 467*, 504g
attitude, 428
vs. data collection, 429, 436–437, 467*
failure, 424, 428, 437
in-house, 424, 464*
programmers, 429
scheduling, 424, 438, 464*
travel, 424
Depth perception, 114–124, 505g. See also illusions, depth
binocular disparity, 95, 115, 119, 120–121, 205, 500g. See also sensory conflicts, binocular-occlusion conflict
horopter, 120, 121, 513g
Panum’s fusional area, 121, 522g
stereoblindness, 121, 532g
stereopsis, 95, 113, 120–121, 532g
compressed, 124, 132
consistent cues, 66, 114
presence, 47, 114
figure/ground, 236
future effect, 123, 510g
fear, 123, 508g
intended action, 123, 497g
motion, 115, 118–120
number of cues, 66, 140, 249–250, 263
presence, 114, 157*
oculomotor cues, 115, 122, 521g
accommodation, 87, 122, 497g
accommodation-vergence conflict. See sensory conflicts, accommodation-vergence conflict
vergence, 96, 122, 536g
pictorial, cues height relative to horizon, 115, 118, 512g
pictorial cues, 113, 114–119, 237, 524g
aerial perspective, 115, 118, 120, 498g
linear perspective, 65, 115, 116, 242, 516g
occlusion, 68, 114–116, 157*, 342, 521g. See also binocular-occlusion conflict
relative/familiar size, 115, 116–117, 238, 528g
shadows/shading, 115, 116, 117, 531g
texture gradient, 115, 117, 118, 534g
pivot hypothesis, 132, 524g
presence, 47, 54*, 114, 116, 157*, 262
relative importance, 114–115, 156*
Design patterns (software), 409–410, 460*, 505g
Design specification, 405, 405–410, 459–460*, 505g. See also block diagrams; classes (software); design patterns; sketches; use cases
Direct Hand Manipulation Pattern, 332–333, 364*, 505g
go-go technique, 333, 363*, 511g
non-isomorphic rotations, 291, 333
Direct/indirect interaction continuuum, 284–285, 357*
direct, 283, 284, 285, 298, 308, 357*, 505g
indirect, 11, 284–285, 514g. See also Indirect Control Patterns
semi-irect, 285
Director, 230, 268*, 377, 454*, 505g
Discoverability (user), 278, 505g
Displays. See also heads-up displays (HUDs)
- apparent motion, 133–135, 235, 498g
- binocular (stereoscopic), 116, 121, 122, 173, 199, 215*, 217*, 263, 296, 500g
- biocular, 121, 199, 215*, 500g
- CRT (cathode ray tube), 189, 205
- DLP (digital light processing), 189
- flicker, 199, 205, 215*, 217*
- hand-held, 34, 511g
- head-mounted displays (HMDs), 32–33, 512g. See also comfort; field of view
accommodation-vergence conflict, 173, 264, 296, 304, 483, 497g
- calibration, 32, 198, 216*, 413, 461*
depth compression, 132
- design trade-offs, 174, 199, 255
fit, 178, 200, 512g
- historical, 20–23, 25–27
- hygiene, 179–181, 200, 220*
- interpupillary distance (IPD), 199, 202, 203, 216*, 296, 351, 515g
- latency, 32, 98, 130, 142, 183–194, 198, 211–212, 216–217*, 399, 412–413, 460*, 516g
- non-see-through, 32, 130, 520g
- non-tracked, 132, 142
- optical-see-through, 32, 130, 168, 484, 521g
- tracking, 32, 142, 149, 215–216*, 318, 399, 413
- usage, 205, 220*
- video-see-through, 32–33, 168, 537g
- weight and center of mass, 177–178, 200, 215*
- LCD (liquid crystal display), 189, 199
- monocular, 121, 199, 518g
- OLED (organic light-emitting diode), 189, 192, 205
- persistence, 192, 199, 215–216*, 523g
- raster, 190–192, 481, 526g
- vertical sync, 190, 190–192, 217*, 526g, 536g
- refresh rate, 189–190, 262, 527g
- flicker, 174
- requirements, 399, 412, 460*
- stimulus onset asynchrony, 134
- refresh time, 189, 190, 527g
- response time, 192, 199, 215–216*, 481, 528g
- touch screens, 284, 476
- VRDs (virtual retinal displays), 189, 479
- world-fixed, 20–21, 33–34, 36, 119, 539g
- CAVEs, 34, 62, 257, 501g
- Distal stimuli, 71–72, 169, 506g
- iterative perceptual processing, 75–76
- motion parallax, 118
- pictorial depth cues, 114
- sensation, 72
- Distortion (perceptual filter), 82–83, 506g
- Dolls (world-in-miniature), 352–353, 367*, 506g
- voodoo, 352–353, 538g
- Dominant eye, 112, 264, 296, 506g
- Dominant hand. See under bimanual interaction, handedness
- Double buffer. See under rendering
- Dual analog sticks, 211, 219*, 339, 365*, 506g
- Dwell selection, 328, 363*, 506g
- Early wanderings, 405, 506g
- Egocentric judgments and interaction. See under proprioception
- Embodiment. See presence, self-embodiment
- Emotions, 155*, 227, 473
- body language, 298
- colors, 91, 238, 269*
- communication, 11
- empathy, 152, 298, 477
- field of view, 255
- mirror neuron systems, 152
- processes, 78–79, 155*, 227, 507g
- internal state, 84
- relationships, 477
- stories, 227, 267*, 473
- subconscious, 76
- users, 428
Empathy, 48–49, 152, 477–478. See also communication, direct, visceral
Encumbrance, 309–310, 312, 317, 536g
Engagement, 228, 267*
Equipment. See system
Estimates (project), 385–388, 392, 456*
planning poker, 386, 456*, 524g
Events, 125, 507g
anticipated, 125, 227
attention, 128, 146–151, 157*
blindness, 147–148
priming, 125, 149, 153, 227
critical incidents, 441, 468*, 504g
extraneous, 432
filtering, 81–84, 146–148, 156*
implementation, 410
infreqent, 151
meetups, 474, 486
memory, 72, 78, 84, 149, 156–157*
multimodal, 108, 157*
owned, 283, 286, 410, 416–417
opportunistic, 286
perception of
binding, 72, 126, 282, 500g
continuity, 126, 416, 419, 461*,
522g–523g
delayed, 125–126
time, 124–128, 534g. See also time
perception
sequence and timing, 125, 127, 157*, 416
unexpected, 77, 80
visual capture, 109, 538g
Evolutionary theory of motion sickness,
165–166, 507g
Exocentric judgments, 112, 507g
Expectations. See under mental models
Experiential fidelity, 52, 54*, 227, 507g
Experiments. See also outliers; measurement
types; validity; data
carryover effects, 445, 469*, 501g
design, 444–446
A/B testing, 425, 445–446
between-subjects, 195, 445–446, 469*,
499g
confounding factors, 445, 466, 469*,
503g
control variables, 445, 469*, 503g
dependent variable, 432, 445, 504g
hypothesis, 433–434, 443, 444, 466*,
469*, 513g
independent variable, 432, 436, 442,
444, 445, 513g
internal validity, 432–434, 445, 466*,
469*, 515g
pilot study, 446, 469*, 524g
quasi-experiments, 446, 469*, 526g
ture experiments, 446–447, 469*, 535g
variables, 431–434, 436, 442, 444–445,
448, 466*, 469*
within-subjects, 445, 469*, 539g
participant selection
based on scores, 433, 532g
bias, 433, 530g
randomize, 433, 446, 466*, 469*
sel-selection, 433, 530g
replication, 443
Expert evaluations, 439–443, 468*, 508g
comparative (aka summative), 442–443,
468*, 502g
forme usability, 403, 440, 441–442,
468*, 510g
task analysis, 441. See also task analysis
guidelines-based (aka heuristic), 440,
440–441, 468*, 508g
Experts, 2, 374, 377, 385, 427, 453*, 459*,
464*. See also expert evaluations
how to read, 5
subject-matter, 245, 270*, 377, 382, 403,
459*
users, 432
constraints removal, 281, 356*
marking (pie) menus, 346–347
sickness, 176, 201
Extender grab, 351, 508g
External validity, 435, 508g
Eye eccentricity
central vision, 87–88
eye movements, 95, 97, 150
Eye eccentricity (continued)
central vision (continued)
fovea, 85, 85–86, 90, 93, 95, 97, 146, 150, 157*, 510g
motion perception, 131
properties, 88
colors, 88, 90–91, 157*, 510g
neurophysiology, 85–87
peripheral vision, 88–89, 255, 499g
head-mounted displays (HMDs), 168, 199–200, 212, 255, 291, 296
interaction, 291, 354
light sensitivity, 86, 90, 129
motion perception, 131, 212
motion sickness, 168, 199–200
presence, 255
properties, 88
sickness, 168, 199–200
vection, 131–132, 137, 199–200
visual acuity, 86, 88, 92–93, 95, 99, 143, 157*, 319
Eye gaze input, 312, 318–320, 362*
attention maps, 149–150, 157*, 320, 498g
avatars, 258–259
dominant eye, 112, 264, 296, 506g
input device, 318, 508g
interface
feedback, 319
Midas touch problem, 318, 328, 518g
reference frame, 296
selection, 328, 363*, 508g
multimodal, 319
passive over active, 319, 363*
pointer/reticle, 319
redirected walking, 96
rendering resolution, 99
selection, 328, 508g
specialized tasks and subtle interactions, 319
tracking, 296, 318, 362*
avatars, 258
image slip, 98
Eye movements, 95–98, 169, 508g
affects judgments, 112
characters, 258–259, 272*
fixational eye movements, 96, 509g
microsaccades, 96
microtremors, 96
ocular drift, 70, 96, 521g
gaze-shifting eye movements, 95–96
inhibition of return, 150, 514g
overt orienting, 150, 522g
pursuit, 95, 526g
saccades, 95, 98, 148, 150, 319, 529g
saccadic suppression, 96, 529g
vergence, 96, 122, 536g. See also accommodation-vergence conflict
visual scanning, 95, 150, 538g
gaze-stabilizing eye movements, 96–98, 168, 510g
eye rotation gain, 97, 98, 508g
nystagmus, 98, 169, 520g
optokinetic reflex (OKR), 97, 169, 521g
pendular nystagmus, 98, 522g
retinal image slip, 96, 97–98, 184, 529g
vestibulo-ocular reflex (VOR), 97, 98, 144, 168–169, 537g
passive vs. active, 74, 98, 171
theory of motion sickness, 96, 168–169, 508g
unified model of motion sickness, 169–172
Face validity, 431, 508g
Fade outs, 213, 217*, 262, 399, 508g
False conclusions, 447, 469*
Fatigue, 177–178. See also comfort
accommodation-vergence conflict, 173
flicker, 174, 199
gorilla arm, 177, 204, 304, 310, 317, 345, 350, 476, 511g
image-plane selection, 329
reducing, 213, 316, 342, 358*
hardware weight and center of mass, 177–178, 200, 215*
physical panels, 349
vigilance, 151, 537g
walking, 178, 337
Feedback (brain). See also nerve signals
back projections, 87
perceptual, 73, 87, 144
Feedback (interaction). See also compliance; haptics; mappings
adaptation, 143–145, 214
buttons, 309, 362*
core experience, 228
eye tracking, 319
force, 38–39, 340
gestures, 350
head tracking, 318
immediate, 144, 281, 283–284, 357*
Multimodal Pattern, 349
presence, 49
rumble, 39, 306
sickness, 412
sound, 240, 269*, 281
speech and gestures, 359*
tactile, 37, 334, 364*, 559
Feedback (project), 375, 377, 427, 444, 454*, 467*. See also constructivist approaches
attitude, 377, 380, 428, 465*
conceptualization, 380
constraints, 388
end users, 262, 287, 358*, 369, 374, 377, 391, 423
experts. See expert evaluations
external, 429
fast, 374, 427, 453*, 465*
market demand, 423
naive users, 423, 463*
programmers, 423, 427, 429, 465*
prototypes. See prototypes
stakeholders, 423, 463*
team, 377, 423, 427
team culture, 375, 454*
Feedforward, 285–286
Fidelity
experiential, 52, 54*, 227, 507g
interaction, 52, 54*, 289–291, 358*, 514g
3D multi-touch, 365*
biomechanical symmetry, 290, 337–338, 364*, 500g
control symmetry, 290–291, 503g
hands, 351, 363–364*, 367*
input veracity, 290, 514g
magical, 227, 290, 358*, 363*, 517g
non-realistic, 289, 304, 326, 327, 341, 351, 358*, 367*, 520g
pointing, 327
realistic, 289, 325, 358*, 363–364*, 527g
selection, 325
steering, 338–339, 365*
walking, 336–337, 364*
representational, 51, 54*, 528g
Field of regard, 89–90, 509g
Field of view, 89–90, 509g
emotions, 255
error
delay compensation, 212
mismatched, 141–142, 144, 175, 198, 212, 216*
flicker, 88, 174, 199
presence, 45, 47, 206
reducing, 201, 216*, 220*, 255, 265
rendering, 241
sickness, 199, 202, 206
standards, 480
vection, 199, 206
Film. See also content creation; real world capture; stories
capture
360°, 247
light fields, 248
stereoscopic, 247–248
true 3D, 248
continuity errors, 147, 503g
immersivity, 30, 51, 154, 247, 270*
automated pattern, 343
camera motion, 262. See also viewpoint, motion
center of action zones, 254, 255, 271*
content, 228
Sensorama, 21–22
L’Arrivée d’un train en gare de La Ciotat, 18
stereoscopic glasses, 180
stroboscopic and judder, 135
temporal closure, 234
Final production, 423–424, 463*, 509g
Finger menus, 347–348, 509g
Fixational eye movements. See eye movements

Flavor, 107, 509g

Flicker, 128–129, 174, 199, 509g
displays, 199, 205, 215*, 217*
flicker-fusion frequency threshold, 129, 203, 509g
factors, 88, 108, 128–129, 174, 199, 203, 205, 217*
photic seizures, 174, 523g

Flight simulators
Link Trainers, 19
motion platforms, 39
sickness, 160, 203, 205

Flow. See also motion perception, optic flow
attention, 151, 158*, 228, 302, 360*, 509g
interaction, 151, 301–302, 360*
order, 302
perception of time, 151, 228

Flying
one-handed, 339, 521g
two-handed flying, 339, 535g

Focus groups, 439, 467*, 509g
example, 439

Fovea, 85, 85–86, 90, 93, 95, 97, 146, 150, 157*, 510g

Frame. See under rendering
Frame rate. See under rendering
Framing hands selection technique, 330, 510g

Game engines, 263–265, 412, 420
Gamification, 229, 510g
Gaze-directed steering, 338–339, 510g
Gaze-shifting eye movements. See eye movements
Gaze-stabilizing eye movements. See eye movements

Generalizations, 80, 83, 156*, 510g

Geometry. See under affordances; real world capture; reusing content; scene

Gestalt, 230–236, 268*, 511g
groupings, 231–235, 268*, 511g
principle of closure, 234, 235, 525g
principle of common fate, 235, 236, 525g
principle of continuity, 231, 232, 525g
principle of proximity, 231, 232, 525g
principle of similarity, 233, 234–235, 525g
principle of simplicity, 231, 232, 525g
temporal closure, 234, 534g
interfaces, 234, 345, 366*
segregation, 231, 236, 268*, 530g
feature searches, 151, 508g
figure, 151, 231, 234–235, 236, 268*, 509g
figure-ground problem, 236, 509g
ground, 236, 268*, 511g

Gestures, 297–299, 300, 359–360*, 367*, 420, 476, 511g
accuracy, 349
direct, 299, 360*, 505g
error, 310, 316–317, 359–360*, 367*, 476
indirect, 299, 514g
pinch, 316, 347, 366*
posture, 298, 299, 525g
push-to-gesture, 298–299, 349, 360*, 367*
self-revealing, 346, 366*
types of information, 298

Getting started, 485–487
reading this book, 4–5

Ghosting, 305, 361*, 511g
Gloves, 307, 310, 316–317, 362*, 483–484
examples, 21, 24, 26, 38–39, 317, 476, 484
gestures, 299, 476
haptics, 38–39, 316
pinch, 316, 362*, 477

Go-go selection and manipulation technique, 327, 333, 363*, 511g
Gorilla arm. See under fatigue
Gravity, 39, 112, 177, 209, 356*

Grids
depth perception, 116
jigs, 335–336
networked environments, 420
structure, 244–245, 270*
warning, 213–214, 217*, 538g
Gustatory system. See taste

Hand-held controllers. See input device classes; touch
Hand-held tools, 284, 335, 512g
Hand pointing, 299, 328, 502g, 511gd
Handrails (visual), 244, 270*, 512gd
Hands. See also bimanual interaction; comfort; Direct Hand Manipulation Pattern; Hand Selection Pattern; input device classes; mappings; Pointing Hand Pattern; Pointing Pattern; reference frames; Steering Pattern; touch
fidelity
non-realistic, 289, 304, 326, 327, 341, 351, 358*, 367*, 520g
realistic, 326, 527g
semi-realistic, 326
visual-physical conflict, 280, 304, 361*, 538g. See also sensory substitution penetrations, 304–305, 361*, 414
Hand Selection Pattern, 325–327, 363*, 511g
go-go technique, 327, 363*, 511g
non-realistic hands, 289, 304, 326, 327, 341, 351, 358*, 367*, 520g
realistic hands, 326, 527g
semi-realistic hands, 326
Hand/weapon models, 265
Haptics, 36–39, 311–312, 413, 477, 512g. See also motion platforms; touch
active, 37, 311, 497g
injury, 179
gloves, 316
passive, 37, 104, 293, 305, 315, 333, 361*, 522g
proprioceptive forces, 38, 340, 526g
self-grounded, 38, 39, 530g
tactile, 37–38, 334, 364*, 533g
electrotactile, 37
vibrotactile/rumble, 37, 39, 49, 104, 306, 361*, 529g
world-grounded, 39, 539g
Hardware. See systems
Head crusher selection technique, 329, 330, 512g
Head-mounted displays (HMDs). See displays
Head pointing, 318, 328, 512g
Head-related transfer function (HRTF), 101, 240, 512g
Heads-up displays (HUDs), 114–116, 296, 297, 512g
guidelines, 157*, 217*, 281, 296, 356*
porting from video games, 114, 116, 173, 204, 263–264, 273*
Hearing. See sound
Highlighting, 305, 356*, 359*, 361*, 512g
HOMER selection and manipulation technique, 351, 513g
Homunculus, 103–104, 513g
Human joystick navigation, 337, 513g
Hygiene, 179–181, 200, 220*, 309
domite, 179, 509g
Illusions, 61–70. See also aftereffects; presence
2D, 57, 62–63
Hering illusion, 62, 63
Jastrow illusion, 62, 63
blind spot, 65, 86, 93, 126, 500g
boundary completion, 63–65
illusory contours, 64–65, 513g
Kanizsa, 63–64, 234
depth, 47, 57, 65–67, 116, 185–187
Ames room, 66, 66–67, 111
moon illusion, 67–68
Ponzo railroad illusion, 65–66, 67, 116, 152
Pulfrich pendulum effect, 145, 185–187
trompe-l’œil, 57–58, 111, 113, 535g
motion, 68–70. See also vection
appearant, 133–135, 235, 498g
autokinetic effect, 70, 112, 133, 168, 499g
induced, 70, 133, 136, 514g
moon-cloud illusion, 70
Ouchi illusion, 68–69
multimodal
Illusions (continued)
  multimodal (continued)
    McGurk effect, 108
    rubber hand illusion, 47
    visual capture (ventriloquism effect),
      109, 538g
    temporal, filled duration illusion, 128,
      509g
  Image-based rendering, 248
  Image-Plane Selection Pattern, 329–330,
    363*, 513g
    framing hands technique, 330, 510g
    head crusher technique, 329, 330, 512g
    lifting palm technique, 330, 516g
    sticky finger technique, 329, 532gd
  Immersion, 32, 45–46, 47, 54*, 513g. See also
    presence
  Indirect control patterns, 344–350, 366–367*,
    514g. See also Non-Spatial Pattern;
    Widgets and Panels Pattern
  Indirect interaction. See direct/indirect
    interaction continuum; indirect
    control patterns
  Induced motion. See illusions, motion,
    induced
  Injuries, 178–179, 217*, 364*
    brain, 174
    collisions, 178, 205, 213, 364*
    ear damage, 101, 178–179, 205
    falling, 42, 178–179, 205, 215*, 336–337,
      364*
    physical trauma, 178, 524g
    reducing, 178–179
      spotter, 179, 220*, 256, 337, 532g
      warning grids, 213–214, 217*, 538g
      repetitive strain, 179, 205, 219*, 528g
  Input. See also gestures; input device
    characteristics; input device classes;
    multimodal interactions; speech
    alphanumeric, 476
    chord keyboard, 476–477
    neural, 479–480
    non-symbolic. See under mappings
    symbolic, 475–477
  Input device characteristics, 307–311,
    361–362*, 411–412, 483, 528g
    absolute, 283, 308, 357*, 497g
    buttons, 309, 311–316, 362*, 389, 477,
      500g
    push-to-talk/gesture, 298–299, 301, 303,
      320, 349, 360*, 367*
    signifiers, 279, 295, 359*
    stress, 179
    degrees of freedom (DoFs), 307–308, 362*,
      483, 504g
    constraints, 280, 335
    control symmetry, 290, 291
    hands, 299
    integral, 308
    tracked hand-held controllers, 314, 411
    world-grounded devices, 311, 313
    encumbrance, 309–310, 312, 317, 536g
    haptics capable, 311
    hybrid tracking, 308, 311, 315, 483, 513g
    integral, 308, 514g
    isometric, 308, 309, 515g
    isotonic, 308, 309, 515g
    relative, 198, 308, 310, 528g
    reliability, 310, 528g
    effects on performance, 310
    gestures, 476
    gloves, 483
    requirements, 310, 397, 399
    separable, 308
    size and shape, 307
  Input device classes, 311–321, 362–363*,
    411–412
    Bare-hand, 312, 317, 499g
    eye tracking, 312, 318, 508g
    full-body tracking, 312, 317, 320, 510g
    hand-worn, 312, 316, 512g
    head tracking, 312, 318, 512g
    microphones, 51, 301, 312, 317, 320, 363*,
      407, 518g
    non-tracked hand-held controllers, 293–
      294, 308, 311–312, 313, 314, 520g,
      535g
    tracked hand-held controllers, 265, 273*,
Index 581

293–295, 308, 311–313, 314, 315, 359*, 362*, 411–412, 477, 483, 535g
world-grounded input devices, 282, 311, 312–313, 315, 340, 539g
Installation (onsite), 425, 464*, 521g
Interaction, 275–354, 355–368*. See also bimanual interaction;
communication; constraints;
cycle of interaction; direct/indirect interaction continuum; feedback;
fidelity; interaction patterns;
interaction techniques; multimodal interactions
Interaction patterns, 323–324, 355*, 363*, 383, 514g. See also selection patterns;
manipulation patterns; viewpoint control patterns; indirect control patterns;
compound patterns
Interaction techniques, 275, 323–324, 355*, 361*, 374, 515g. See also interaction patterns
creating new, 290, 325, 402
implementing, 307, 460*
Interfaces, 275, 277, 515g. See also compliance; constraints; feedback;
interaction design; interaction patterns; signifiers
placement, 292, 294, 314, 345, 348–349, 359*
Internal validity, 432–434, 515g
threats to, 432–434, 443, 445–446, 466*, 469*
attrition (aka mortality), 433, 499gd
carryover effects, 445, 469*, 501g
confounding factors, 445, 446, 469*, 503g
demand characteristics, 433, 504g
experimenter bias, 434, 507g
history, 432, 513g
instrumentation, 432, 514g
maturation, 432, 517g
placebo effects, 214, 433, 524g
retesting bias, 433, 445, 529g
selection bias, 433, 530g
statistical regression, 433, 532g
Interpupillary distance (IPD), 199, 202, 203, 216*, 296, 351, 515g
Interviews, 403, 437–438, 459*, 467*, 515g
demos, 437
guidelines, 437–438, 467*, 495Bd–496Bd
personas, 391, 437–438, 457*, 467*
scheduling, 438, 467*
task analysis, 403–404
Intuitiveness, 79, 156*, 277, 278, 282, 309, 355*. See also mental models;
metaphors
Iterative design, 369–470*, 515g. See also Define-Make-Learn philosophy, 373–379, 453–454*
art and science, 373
continuous discovery, 374–375, 427, 453–454*, 503g
human-centered, 2, 373–374, 453*, 513g
project dependence, 369, 371, 375–376, 454*
team, 376–377
Jigs, 335, 336, 364*, 515g
Jitter, 413–414, 416, 515g
filtering, 187–188, 198, 216*
network, 416
physics, 413–414, 461*
tracking, 187–188, 213
Judder, 134–135, 199, 515g. See also apparent motion; strobing
factors, 134–135
display response/persistence, 192, 199, 216*
distance, 134–135
interstimulus interval (blanking time), 134, 515g
stimulus duration, 134, 135, 532g
stimulus onset asynchrony (refresh time), 134, 135, 189–190, 199, 533g
Just-in-time pixels, 191, 192, 217*, 515g
Kennedy Simulator Sickness Questionnaire (SSQ), 195–196, 203, 221*, 433, 438, 489A–490A, 516g
Key players, 384–385, 455–456*, 516g
understandable requirements, 395–396, 458*

Labels and icons. See under signifiers
Landmarks, 137, 153, 237, 243–244, 245, 252–253, 270–271*, 516g
Language. See under communication
Latency, 183–194
compensation, 187, 192, 211–212, 504g
2D warp (aka time warping), 212, 497g
cubic environment map, 212, 504g
head-motion prediction, 183, 211, 217*, 512g
post-rendering, 211–212, 217*, 524g
delayed perception, 125, 185–187
effective, 183, 516g
induced scene motion, 98, 164–165, 183–185
measuring delay
latency meter, 194, 412, 460*, 516g
parallel port, 194
timing analysis, 193–194
negative effects, 183–184. See also sickness, motion
perception of, 183
reducing delay, 216–217*
just-in-time pixels, 191, 192, 217*, 515g
vertical sync off, 192, 217*, 536g
sources, 187–192
application delay, 188–189, 498g
display delay, 189–192, 481, 506g. See also displays
rendering delay, 189, 242, 528g
synchronization delay, 192–193, 194, 533g
tracking delay, 187–188, 535g
system delay, 187, 188, 533g
requirements, 262, 397, 399
timing analysis, 193, 194
thresholds, 184–185
adaptation, 145
variable latency, 185, 190, 399, 412
Learned helplessness, 80, 83, 156*, 516g
Learn Stage, 371, 427–452, 464–470*, 516g.
See also constructivist approaches; data; scientific method; validity
Lifting palm selection technique, 330, 516g
Lighting. See brightness; content creation, lighting; highlighting; lightness
Lightness, 90, 516g
constancy, 90, 140, 142, 238, 516g
Likert scales, 438, 491A, 516g
Lip sync, 108, 517g
Locomotion. See navigation, travel
Locus of control, 73, 204, 218–219*, 517g. See also action (perceptual)
active motion, 73, 98, 154, 171, 204, 210–211, 213, 219*
passive motion, 73–74, 98, 153–154, 171, 204, 210, 218–219*, 343–344. See also Automated Pattern
leading indicators, 210, 219*, 343, 366*, 516g
vehicles, 171, 342, 344, 522g
Make Stage, 370, 379, 401–425, 455*, 458–464*, 517g. See also delivery; design specification; final production; networked environments; prototypes; simulation; systems; task analysis
Manipulation patterns, 332–335, 364*, 517g.
See also 3D Tool Pattern; Direct Hand Manipulation Pattern; Proxy Pattern
Mappings, 282–284, 285, 357*, 517g. See also compliance; World-In-Miniature Pattern
abstract maps, 251
hands, 113, 314. See also Direct Hand Manipulation Pattern; Hand Selection Pattern; Proxy Pattern
extender grab, 351, 508g
go-go technique, 327, 333, 363*, 511g
non-isomorphic rotations, 291, 328, 333, 364*, 520g
non-spatial, 284, 344, 357*, 366*, 476, 520g. See also Widgets and Panels Pattern; Non-Spatial Control pattern
buttons, 309
scaled world grab, 351, 529g
tools, 334
viewpoint. See also 3D Multi-Touch Pattern;
Steering Pattern; Walking Pattern
one-to-one head tracking, 304, 361*
world-grounded input example, 313
Maps. See wayfinding aids, personal
Markers, 245–246, 251, 270*, 344, 517g
Marketing
demos, 436, 467*
protoype, 423
testimonials, 437, 534g
Marking menus. See menus, pie
Markup tools and measurement, 245–246,
248, 270*
Masking (perceptual), 125, 126, 157*, 517g
Medication, 213–214
Meetups, 474, 486
Memories, 60, 84, 156–157*, 518g
emotional connection, 78–79
illusory conjunctions, 72
muscle, 283, 346, 357–358*, 366*
wayfinding, 153
Mental models, 79–80, 81, 156*, 244, 278, 323, 518g. See also mappings; metaphors;
neuro-linguistic programming (NLP)
3D Multi-Touch, 137, 209–210, 219*, 340–343, 497g
spindle, 342–343
audio, 99
phonemic restoration effect, 102, 126, 523g
cognitive map, 153, 242, 292, 359*
compliance, 282–284
cycle of interaction, 287
expectations, 61, 72, 80
Midas Touch (eye gaze), 318, 518g
pain, 105
placebo effects, 214, 433, 524g
priming, 125, 149, 153, 227
quality, 423, 480
scene motion, 170–172, 202, 203
violations (network), 416, 461*, 507g
generalizations, 83, 510g
interviews, 403, 459*
intuitiveness, 79, 156*, 277, 278, 282, 309, 355*. See also metaphors
leading indicators, 210, 219*, 343, 366*, 516g
learned helplessness, 80, 83, 156*, 516g
meta-structure of the world, 244
motion, 172
vection, 137
non-spatial mappings, 284–285, 357*, 520g
perceptual constancies, 139–142
sickness, 167, 169–171, 202, 203, 210, 339
Call of Duty Syndrome, 202, 220*, 501g
eye movements, 168
motion, 170, 172, 202, 343
sensory conflicts, 165
skeuomorphism, 227, 531g
top OWN processing, 73, 102, 125, 142, 170, 534g
within world tutorials, 83, 278, 355*, 442
Menus. See also Widgets and Panels Pattern
finger, 347–348, 509g
pie (marking), 346–347, 366*, 524g
hierarchical, 347
mark ahead, 347, 366*
selF-revealing gestures, 346
ring, 346–347, 529g
voice menu hierarchies, 350, 538g
Metaphors. See also mental models
appropriate, 411, 460*
environmental wayfinding aids, 244–245, 270*
interactions, 278, 290, 355*, 358*, 383, 514g. See also interaction patterns
2D desktop, 345, 346, 366*
appropriate modes, 301, 355*
consistent, 301, 342, 355*
non-spatial mappings, 357*
language, 85
power of VR, 22
real-world, 227, 267*
Microphones, 51, 301, 312, 317, 320, 363*, 407, 518g
Midas touch problem, 318, 328, 518g
Milestones, 385, 456*
Mixed reality, 29, 30. See also augmented reality; augmented virtuality
Morphemes. See under speech, perception
Motion. See apparent motion; avatars and characters; motion; illusions, motion; motion perception; motion platforms; scene, motion; sickness, motion; vection; viewpoint, motion; viewpoint control patterns
Motion aftereffect, 70, 518g
Motion blur/smear. See under persistence (perceptual)
Motion perception, 129–137. See also nerve impulses; vection; vestibular system; viewpoint, motion
acceleration, 109, 129–130
sickness, 137, 164, 204, 209, 210–211, 399
apparent, 133–135, 235, 498g. See also judder; strobing
biological, 50, 135–136, 500g
character, 50, 136, 258, 272*
coherence, 135, 518g
figure-ground, 236
head movement, 132
induced motion, 70, 133, 172, 514g
object-relative, 70, 130, 521g
optic flow, 131, 154, 521g
focus of expansion, 131, 509g
gradient flow, 131, 511g
pivot hypothesis, 132, 524g
subject-relative, 130, 533g
unified model, 169
velocity, 129–130, 164, 205, 210, 218–219*, 366*
angular, 109, 132, 164, 219*
Motion platforms, 39–41, 109, 212–213, 519g
active motion platforms, 40, 41, 498g
passive motion platforms, 40, 213, 522g
sickness, 160, 165, 200, 212–213, 216*
Motion sickness. See sickness
Multimodal interactions
complementarity input, 303, 360*, 502g
concurrent input, 303, 360*, 502g
equivalent input, 303, 360*, 507g
put-that-there, 302, 303, 354, 360*, 526g
redundant input, 303, 360*, 527g
specialized input, 302, 360*, 532g
speech, 299, 354
transfer, 303, 361*, 555g
Multimodal Pattern, 354, 367–368*, 519g
automatic mode switching, 354, 368*
put-that-there, 302, 303, 354, 360*, 526g
that-moves-there, 302, 354, 360*
Multimodal perception, 108–109. See also sensory substitution; vection
lip sync, 108, 517g
McGurk effect, 108
perceptual moments, 124
visual capture (ventriloquism effect), 109, 538g
Muscle memory, 283, 346, 357–358*, 366*
Music. See sound

Navigation, 153–154, 519g. See also locus of control; viewpoint control patterns
exploration, 153, 248, 508g
naive search, 153, 519g
primed search, 153, 525g
sickness, 303
time, 153–154, 535g
costs, 244, 270*, 280, 338, 356*
pre-planned path, 210
wayfinding, 153, 237, 242, 244–245, 251, 538g. See also wayfinding aids
cognitive maps, 37, 153, 242, 292, 359*
Navigation by leaning technique, 338, 519g
Negative training effects, 52, 159, 184, 289
Nerve impulses, 73–74
afference, 73–74, 98, 169, 171–172, 498g
efference, 73–74, 98, 171–172, 507g
efference copy, 73, 74, 170–171, 507g
re-afference, 74, 170, 171, 527g

Networked environments, 413–421, 461–463*
architectures, 417–418, 462*, 519g
authoritative servers, 418, 421, 462–463*, 499g
client-server, 418, 501g
example, 419
hybrid, 418, 462*, 513g
non-authoritative servers, 418, 520g
peer-to-peer, 417–418, 522g
peer-to-peer, 418
super-peers, 418, 533g
causality, 416, 501g
causality violations, 416, 461*, 501g
concurrency, 416, 502g
consistency, 415, 519g
dead reckoning (extrapolation), 419, 420, 462*, 504g
determinism, 418–420, 462*
divergence, 416, 420, 461–462*, 506g
expectation violations, 416, 461*, 507g
jitter, 416
local estimation, 418–420, 462*
packets, 415, 417, 418–420, 462*, 522g
perceived continuity, 416, 419, 461*
physics, 416, 421, 463*
protocols
multicast, 417, 418, 519g
TCP (transport control protocol), 417, 462*, 534g
UDP (user datagram protocol), 417, 462*, 536g
reducing traffic, 420–421, 462*
animations, 420, 462*
audio, 418, 420–421, 462*
divergence filtering, 420, 506g
dynamic grid/cells, 420
relevance filtering, 420–421, 462*, 528g
stress tests, 420, 462*
subscribe, 417, 420–421
responsiveness, 416, 461–462*
simultaneous interactions, 421, 462*
synchronization, 416, 417, 533g
tokens, 421, 462*, 534g

Neuro-linguistic programming (NLP), 80–84, 519g
attitudes, 83, 391, 499g
beliefs, 80, 83, 123, 499g
decisions, 76, 78–80, 84, 156*, 504g
deletion, 82, 146, 504g
distortion, 82–83, 506g
filters, 81, 82–84, 146, 156*, 226, 523g
generalization, 80, 83, 156*, 510g
internal representations, 84, 515g
memories, 60, 78–79, 83, 84, 153, 156*, 518g
meta program, 83, 518g
preferred modality, 82
values, 78, 83, 536g

Neurons, 55–56
magno cells, 86–87, 129, 517g
mirror neuron systems, 152–153
parvo cells, 86, 522g
retinal, 85–86
cones, 85–86, 91–92, 96, 143, 503g
rods, 85–86, 90, 96, 143, 529g
Nomadic VR, 256, 519g
Non-dominant hand. See under bimanual interaction, handedness
Non-isomorphic rotations, 291, 328, 333, 364*, 520g
Non-realistic hands, 289, 304, 326, 327, 341, 351, 358*, 367*, 520g
Non-Spatial Control Pattern, 349–350, 367*, 520g
gestures, 349, 350, 366–367*. See also gestures
voice menu hierarchies, 450, 538g

Object-attached tools, 335, 364*, 521g
Objective reality, 59–70, 71, 79, 90, 155*, 169, 521g. See also distal stimuli
Objectives (project), 383–384, 455*, 521g
SMART, 384, 455*, 531g
Object snapping (selection), 328, 363*, 521g
Olfactory system (smell), 41, 107–108, 200, 243, 531g
Open-ended questions, 438, 493A, 521g
Open source, 481–482, 521g. See also standards
OSVR (open source VR), 482
VRPN (VR Peripheral Network), 481
Optic flow. See under motion perception
OSVR (open source VR), 482
Output, 30–43. See also displays; sound; haptics; motion platforms; smell; sound; taste; wind
direct retinal, 479
neural, 479–480
non-spatial, 284
symbolic, 475

Pain, 105, 522g
Panels. See Widgets and Panels Pattern
Perception, 55–158*. See also action; motion perception; multimodal perception;
perceptual constancies; perceptual processes; pain; proprioception;
smell; sound; space perception; taste; time perception; touch; vestibular system; visual system
Perceptual constancies, 139–142, 523g
color constancy, 140, 142, 238, 269g, 502g
lightness constancy, 90, 140, 142, 238, 516g
loudness constancy, 142, 517g
position constancy, 96, 140, 141–142, 157g, 172, 187, 524g. See also adaptation, perceptual, position-constancy adaptation
displacement ratio, 141–142, 144, 505g
range of immobility, 142, 526g
shape constancy, 140, 141, 157g, 531g
size constancy, 139–141, 157g, 531g
Perceptual continuity, 126, 523g
blind spot, 126
networked environments, 416, 419, 461g, 522g
phonemic restoration effect, 102, 126, 523g
Perceptual processes, 2, 61. See also adaptation; nerve impulses
apprehension, 139, 140, 498g
object properties, 73, 139, 140, 172, 520g
situational properties, 73, 139, 140, 531g
behavioral, 56, 77–78, 499g. See also behavior
binding, 72–73, 146, 155*, 282, 500g
bottom-up, 73, 87, 102, 170, 500g
emotional, 72, 76, 78–79, 84, 91, 152, 155*, 227, 507g. See also emotions
iterative, 74–76, 515g. See also cycle of interaction
reflective, 78, 156g, 286, 527g
registration, 139, 528g
top-down, 73, 534g
attention, 148
back projections, 87, 88, 499g
color constancy, 142
pathways, 87
phonemic restoration effect, 102
priming, 125, 149, 153, 227
sickness, 170
visceral, 77, 155g, 286–287, 537g
Performance. See also requirements
effects on beliefs, 83
compliance, 282, 357g
constraints, 280
critical incidents, 441, 504g
device reliability, 310
interaction fidelity, 290–291, 358g
interaction techniques, 275
latency, 184
non-isomorphic rotations, 291, 328, 333, 364g, 520g
passive haptics, 37
scene motion, 164
task-irrelevant stimuli, 149, 150, 157g
wayfinding aids, 244–245
measures
accuracy, 280, 397, 523g
precision, 397, 523g
time to completion, 397, 534g
training transfer, 397, 535g
negative training effect, 52, 159, 184, 289
perception, 152
reviewing, 156*, 443
task, 397, 534g
Peripheral vision. See under eye eccentricity
Persistence (display), 192, 199, 215–216*, 523g
Persistence (perceptual), 125–126, 523g. See also strobing
masking, 125, 126, 157*, 517g
motion blur/smear, 135, 519g
dark adaptation, 187
due to latency, 183
eye pursuit, 95
object motion, 119
positive afterimage, 68, 125, 524g
Personal space. See under space perception
Personas, 391, 457*, 523g
interviews, 391, 437–438, 457*, 467*
neuro-linguistic programming, 84, 156*
questionnaires, 438, 457*, 467*
task analysis, 403, 458*
template, 391
Phonemes. See under speech, perception
Photorealism, 50–51, 185, 228, 267*
Physics, 461*
constraints, 280, 304
hands, 304–305, 361*, 413–414, 461*
jitter, 413–414, 461*
large forces, 415, 461*
networked, 421, 463*
divergence, 416, 421
nonrealistic, 280, 304, 414–415
structural communication, 10–11, 533g
update rate, 413, 461*
Pie (marking) menus. See under menus
Pilot study, 446, 469*, 524g
Pivot hypothesis, 132, 524g
Placebo effects, 214, 433, 524g
Plot, 45, 513g
Pointing Hand Pattern, 350–351, 367*, 524g
extender grab, 351, 508g
HOMER technique, 351, 513g
scaled world grab, 351, 529g
Pointing Pattern, 327–329, 345, 354, 363*, 524g
control/display (C/D) ratio, 328, 503g
dwell selection, 328, 363*, 506g
eye gaze selection, 328, 508g
hand pointing, 299, 328, 502g, 511gd
head pointing, 318, 328, 512g
object snapping, 328, 363*, 521g
precision mode pointing, 328, 525g
two-handed pointing, 328, 536g
Postural stability/instability, 106–107, 167, 169, 174, 179, 203, 205. See also vestibular system
adaptation, 167
causes of misbalance, 42, 166, 218*
tests, 195, 196, 221*, 525g
theory of motion sickness, 166–167, 205, 525g
Posture. See gestures, posture; postural stability/instability
Posture and approach, 342
Precision mode pointing, 328, 525g
Preferred sensory modalities, 82, 156*
Presence, 46–49, 73, 206, 525g. See also immersion
break-in-presence, 47, 258, 500g
characters, 228, 258, 272*
data collection, 430
imperfect devices, 310, 314
lack of physicality, 49, 414
latency, 184, 281
network challenges, 416
real world, 47, 213
visual artifacts, 211, 228, 242
wires, 255–256
physical interaction, 49
hands, 309, 326, 362*
walking, 42, 336, 364*
Presence (continued)
  self-embodiment, 47–48, 116, 119, 290, 320, 326, 362*, 530g
  bare hands, 309, 317, 362*
  realistic hands, 326, 527g
  touch, 37, 47, 295, 310, 313–315, 362*
  social, 49, 50, 54*, 255, 257–259, 271–272*, 320, 477
  stable spatial place, 47, 54*, 248
  depth cues, 114, 116, 157*, 262
  vection and sickness, 164, 205–206
Proprioception, 105–106, 291, 526g
  biomechanical symmetry, 290, 337–338, 364*, 500g
  compliance, 72, 282–284, 293, 357*, 502g
  egocentric interaction, 291, 358–359*, 507g
  body-relative tools, 294–295, 364*, 535g
  eyes-off, 291, 348, 358–359*
  egocentric judgments, 112, 154, 507g
  input device classes, 312
  torso reference frame, 293–294, 339–340, 358–359*, 535g
  visual domination over, 109, 304, 306
Props. See Proxy Pattern; haptics, passive; touch
Prototypes, 375, 377, 421–423, 453*, 459*, 463*, 485, 526g
  core experience, 229, 268*
  marketing, 423, 517g
  minimal, 422, 463*, 518g
  programmer, 423, 526g
  real-world, 422, 463*, 527g
  representative users, 423, 528g
  stakeholder, 423, 532g
  team, 423, 534g
Proximal stimuli, 71–72, 526g
  bottom-up processing, 73
  iterative perceptual processing, 75–76
  motion, 118, 169
  pictorial depth cues, 114
  sensation, 72
  Proxy Pattern, 333–334, 364*, 526g
  proxy, 333, 334, 351–353, 364*, 367*, 526g
  tracked physical props, 333, 334, 364*, 535g
  Push-to-talk/gesture, 298–299, 301, 303, 320, 349, 360*, 367*
  Put-that-there, 302, 303, 354, 360*, 526g
Questionnaires, 403, 437, 438, 450, 467*, 489A–493A, 526g
  close-ended questions, 438, 501g
  examples, 196, 438, 450, 489Ad–493Ad
  likert scales, 438, 491A, 516g
  open-ended questions, 438, 493A, 521g
  partially open-ended questions, 438, 522g
  personas, 457*, 467*
  sickness, 195
  Kennedy Simulator Sickness Questionnaire, 195–196, 203, 221*, 433, 438, 490A, 516g
  placebo effects, 433
  simulator, 195–196, 203, 221*, 433, 438, 490A, 516g
  task analysis, 403, 459*
Questions (project), 380–383, 403, 436, 446–447, 450, 455*, 467*, 489A–493A, 526g. See also questionnaires
  focus groups, 439, 509g
  interviewing, 403, 437, 495B–496B, 515g
  scientific method, 443–444
Ratcheting, 211, 526g
Readaptation. See under adaptation
Realistic hands, 326, 527g
Real world capture, 246–250, 270*
  3D geometry, 248, 320–321
  360° film, 51, 210, 247, 270*
  360° stereoscopic, 247
  augmented virtuality, 30, 499g
  light fields, 248, 270*, 516g
  medical and scientific, 248–250, 270*
  stereoscopic film, 247–248, 270*
Index  589

Receptors, 45, 47, 73–74, 126, 150
  chemo (smell and taste), 107
  cutaneous (touch), 103, 104
  hair cells
    cochlea (hearing), 72, 99
    otolith organs and semicircular canals
      (motion and balance), 106–107
  mechano
    Pacinian corpuscles (vibration), 104
    proprioceptors, 105
  noci (pain), 105
  photo, 85–86, 96, 128, 143
    cones, 85–86, 91–92, 96, 143, 503g
    rods, 85–86, 90, 96, 143, 529g
  Redistributed walking, 96, 337, 365*, 527*
  Reference frames, 291–297, 306, 345, 359*, 527g
    exocentric and egocentric judgments, 112
    eye, 296, 508g
    hand, 293, 295, 511g
      non-ominant, 288, 295, 327, 333, 353,
        358*, 366*, 520g
      signifiers, 295, 359*
    head, 296, 297, 356*, 359*, 512g. See also
      heads-up displays (HUDs)
    cyclopean eye, 296, 504g
    real-world, 292–293, 306, 359*, 366*, 527g.
      See also rest frames
    torso, 281, 291, 293–294, 295, 356*, 359*,
      366*, 535g. See also proprioception,
      egocentric interaction
    steering, 293, 339, 535g
    virtual-world, 292, 306, 359*, 537g
  Reflective processing, 78, 156*, 286, 527g
  Refresh rate. See under displays
  Regions (districts and neighborhoods), 244,
    245, 270*, 354, 418, 527g
  Reliability. See under input device
    characteristics; data
  Rendering, 31–32, 191–192, 193, 212, 528g.
    See also field of view
    asynchronous, 189, 193–194, 413, 461*
    auralization, 240, 499g
  constraints, 389
  cubic environment map, 212, 504g
  delay, 189, 412, 528g
  double buffer, 190, 506g
  frame, 189
  frame rate, 189, 192, 204, 389, 412, 460*, 510g
    minimum, 399, 460*
  image-based, 248
  just-in-time pixels, 191, 192, 217*, 515g
  minimal points, 49
  post, 211–212, 217*, 524g
  requirements, 262, 397, 399
  resolution, 98–99, 242
  sampling, 191, 240–242, 269*
    time, 189, 190, 242, 397, 528g
  transparency
    hand, 295, 326, 329
    heads-up display (HUD), 264, 296
    voxels, 248
    world-in-miniature, 352
  visual artifacts, 212, 247
  aliasing, 240–242, 269*, 498g
  delay compensation, 212
  gaps and skins, 212, 248
  stereo, 248
  tearing, 190, 191–192, 217*, 534g
  Repetitive strain injuries, 179, 205, 219*, 528g
  Requirements, 262, 272*, 316, 384, 392,
    395–399, 458*, 528g
  defining, 395, 458*
  document, 396
  functional requirements, 398
  line-of-sight, 216*, 317
  quality, 396, 526g
  system, 34, 396, 533g
    accuracy, 34, 198, 290, 315–316, 320,
      396, 397, 497g
    precision, 198, 290, 315, 366–367*, 396,
      397, 483, 525g
    reliability, 309–310, 362*, 396, 397, 399,
      476, 483, 528g
    task performance, 397, 534g
Requirements (continued)

- task performance (continued)
  - performance accuracy, 397, 523g
  - performance precision, 397, 523g
  - time to completion, 397, 452, 534g
  - training transfer, 361*, 397, 535g
- universal VR, 262, 398–399
- usability, 396, 398, 536g
  - comfort, 201, 247, 275, 398, 502g
  - ease of learning, 398, 506g
  - ease of use, 272*, 398, 496B
- Resolution, 98–99, 242
- Rest frames, 167–168, 205, 207–209, 218*, 293, 528g
  - background, 137, 167–168, 172, 218*, 236 examples, 293, 359*
  - anti-seasickness display, 168
  - cockpit, 208
  - stabilized arrows, 208–209
  - hypothesis, 167–168, 205, 528g
  - induced motion, 133
  - presence, 205–206
  - real world, 168, 200
- reference frame, 292–293, 359*, 527g
  - top–own processing, 137
- Reticles, 264–265, 273*, 529g
  - eye tracking, 319
  - head pointing, 318, 328, 512g
  - implementation, 264–265
- Retina. See under visual system
- Retrospectives
  - mini, 436, 466–467*, 518g
  - prime directive, 436
- Reusing content, 262–265, 272*. See also
  - content creation; real world capture
  - geometry, 263
  - hands and weapons, 265
  - heads-up displays (HUDs), 173, 204, 263–264, 273*
  - skeuomorphism, 227, 531g
  - transitioning to VR, 261–265, 272–273*
- Ring menus, 346–347, 529g
- Risk (project), 387–388, 456*

- Route planning, 252, 344, 529g
- Routes, 153, 244, 252, 271*, 344, 529g
- Saccades. See under eye movements,
  - gaze-shifting eye movements
- Salience. See under attention
- Scaled world grab, 351, 529g
- Scene, 237, 238, 255, 269*, 529g. See also film
  - action, 262, 272*
  - center of action zones, 254–255, 271*
  - attention, 148
  - background, 236, 237, 238, 269*, 499g
  - change blindness, 147
  - rest frame, 167–168
  - figure and ground, 151, 236, 268*, 530g
  - geometry
    - contextual, 237, 269*, 503g
    - detail, 263
    - fundamental, 237, 269*, 510g
    - hacks, 263, 273*
    - scaling, 238, 269*
  - interactive objects, 238, 269*
  - motion, 163–164. See also sickness,
    - motion; locus of control; rest frames;
    - vection; viewpoint, motion
  - expectations, 170–172, 202, 203
  - head movement, 144, 165, 183–185, 204, 207, 218*, 220*, 413
  - intentional, 163–164, 199
  - latency-induced, 98, 164–165, 183–185
  - perception, 131–132
  - sensitivity, 98, 131, 185, 201, 203, 212
  - unintentional/incorrect, 70, 130, 161, 164, 165, 183–184, 198–199, 212, 216*
  - velocity, 130, 164, 210, 218–219*, 366*
  - perceptual continuity, 126, 523g
  - postural instability, 166–167
- Scientific method, 443–447, 468–469*, 530g.
  See also experiments
- Scope (project), 386, 393–395, 458*
- Search, 151, 153, 157–158*, 245, 252, 271*, 284, 530g
  - conjunction, 151, 158*, 503g
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feature, 151, 157*, 508g
naive, 153, 519g
primed, 153, 525g
visual, 151, 538g

Segregation. See under gestalt

Selection patterns, 325–332, 363*, 530g. See also Hand Selection Pattern; Pointing Pattern; Image-Plane Selection Pattern; Volume-Based Selection Pattern

Self-embodiment. See under presence

Semi-realistic hands, 326

Sensation, 72, 75, 530g. See also sensory modalities

Sensory conflicts. See also sickness
accommodation-vergence, 160, 173, 201, 264, 296, 304, 483, 497g
binocular-occlusion, 173, 204, 264, 273*, 500g
theory of motion sickness, 165, 166–167, 171, 183, 200, 207–208, 530g
visual-physical, 280, 304, 361*, 538g
visual-vestibular, 130, 165, 171, 200, 207–208
latency, 183, 283

Sensory modalities, 81. See also pain; proprioception; smell; sound; taste; touch; vestibular system; visual system
delay times, 124
immersion, 45
multimodal. See also multimodal perception; multimodal interactions
binding, 72, 164, 170, 231, 500g
consistency, 66, 154, 155*, 164–165. See also sensory conflicts
integration, 99, 107, 108–109, 111, 124
presence, 47
preferred, 82, 156*
Sensory substitution, 49, 109, 281, 304–306, 361*, 414, 530g
audio, 49, 240, 305, 361*
ghosting, 305, 361*, 511g
highlighting, 305, 356*, 359*, 361*, 512g
rumble, 306, 529g
Sickness. See also adaptation; comfort; fatigue; hygiene; injuries
Call of Duty Syndrome, 202, 220*, 501g
cybersickness, 160, 163, 504g
factors, 197–206
application design, 203–205
individual user, 200–203
system, 198–200
headset fit, 178, 200, 512g
measuring, 195–196, 221*
Kennedy Simulator Sickness Questionnaire, 195–196, 203, 221*, 433, 438, 489A–490A, 516g
physiological measures, 195, 196, 221*, 432, 524g
postural stability tests, 195, 196, 221*, 525g
mitigation techniques. See also locus of control
active readaptation, 176, 221*, 498g
constant visual velocity, 210
fade outs, 213, 217*, 262, 399, 508g
leading indicators, 210, 219*, 343, 366*, 516g
manipulate the world as an object, 209
medication, 213–214
minimize virtual rotations, 210
minimize visual accelerations, 210
motion platforms, 39–40, 109, 200, 212–213, 216*, 519g
natural decay, 175–176, 221*, 519g
optimize adaptation, 207
ratcheting, 211, 526g
real-world stabilized cues, 206, 207, 218*, 338, 365*
motion, 163–172, 218–219*, 519g. See also sickness, theories of motion sickness
simulator, 160, 163, 174, 196, 203, 205, 212, 531g
symptoms, 160, 163, 166, 174, 195, 197, 201–202
Sickness (continued)
symptoms (continued)
  aftereffects, 159, 174–175, 221*, 538g
  discomfort, 163, 173, 178, 199–200, 202–203, 220–221*, 346, 490A. See also comfort
disease, 159, 498g
disorientation, 68, 163, 172, 195, 203, 210, 256, 353
dizziness, 132, 163, 174, 195
drowsiness, 163, 175
eye strain, 116, 173–174, 195, 199–200, 203–204, 490A
gorilla arm, 177, 204, 213, 304, 316, 342, 345, 363*, 511g
headaches, 116, 163, 174, 177–178, 195, 200, 203, 490A
nausea, 87, 159, 163, 166, 169, 174, 195, 203, 490A
noise-induced hearing loss, 179, 519g
pallor, 163, 221*
seizures, 174, 199, 523g. See also flicker
sweating, 163, 166, 171, 180, 196, 221*, 490A
vertigo, 160, 163, 195, 490A
vomiting, 87, 163, 166, 171, 197
theories of motion sickness
  evolutionary, 165–166, 507g
eye movement, 96, 168–169, 508g
postural instability, 166–167, 205, 525g. See also postural stability/instability
rest frame hypothesis, 167–168, 172, 205, 528g. See also rest frames
sensory conflict, 130, 165, 171, 183, 200, 207–208, 283, 530g
unified model, 169–172, 536g
Sight. See visual system
Signifiers, 279–280, 356*, 366–367*, 442, 531g
anti, 279
constraints, 280, 356*
false, 279
figures, 236
on the hand, 282, 295, 309, 315, 348, 359*, 362*
highlighting, 305, 361*, 512g
indirect control, 344–345, 366*
finger menus, 347, 348, 509g
speech and gestures, 297, 349–350, 359*
wedges and panels, 345
labels and icons, 282, 295, 309, 315, 345, 348–349, 362*
mode, 280, 301, 356*, 360*
object attached tools, 335, 364*
physical, 279, 282, 313, 359*
unintended, 279
Simulation, 413–415, 461*. See also flight simulators; physics vs. rendering, 189, 413, 461*
Simulator sickness. See sickness
Sketches, 393, 405–406, 459*, 531g
personas, 391
Skeuomorphism, 227, 531g
Skewers, 245
Smell (olfactory perception), 41, 107–108, 200, 243, 531g
Social networking, 6, 257–259, 271*, 321
Software. See Make Stage
Sound. See also attention; sensory substitution; speech ambient, 239, 269*, 320, 498g
auralization, 240, 499g
continuous contact, 305
deafness, 239, 269*, 278
deafness change, 148, 501g
injury, 101, 178, 179, 205
interfaces, 240, 269*
music, 100, 239, 269*
time, 124
perception, 99–100, 101–102
binding, 72, 500g
loudness, 99, 100–101
loudness constancy, 142, 517g
multimodal, 108–109, 124
pitch, 100
spatial acuity, 101
thresholds, 100, 101
timbre, 100
vection, 136–137
physical, 99
amplitude, 99, 100, 305, 531g
frequency, 99, 100–101, 531g
real world break-in-presence, 47
spatialized audio, 34–36, 157*, 240, 531g
binaural cues, 100–101, 156*, 240, 500g
head-related transfer function (HRTF), 101, 240, 512g
networked, 420
wayfinding aids, 242
warnings, 240, 269*

Space perception, 111–124, 156*, 237. See also depth perception
action space, 113, 115, 237, 497g
interaction, 238, 363*
dominant eye, 112
egocentric judgments, 112, 154, 507g
exocentric judgments, 112, 507g
illusions, 111
personal space, 112–113, 115, 237, 310, 363*, 523g
comfort, 325, 342, 345
device reliability, 310, 362*
interaction, 238, 291
scaled world grab, 351
social, 259
stereopsis, 121
equila space, 113, 115, 237, 538g
Spatialized audio. See under sound

Speech
output, 240
perception, 100–101, 102
lip sync, 108, 517g
McGurk effect, 108
morphemes, 102, 518g
phonemes, 102, 523g
phonemic restoration effect, 102, 126, 523g
segmentation, 102, 532g
recognition, 299–301, 359–360*, 363*, 476, 532g
categories, 299–300
context, 300, 301, 360*, 476
errors, 300–301, 320, 359–360*, 367*
feedback, 297, 349–350, 359*
microphones, 301, 320, 363*, 518g
multimodal, 299, 302, 354
push-to-talk, 298, 301, 303, 320, 349, 360*, 367*
put-that-there, 302–303, 354, 360*, 526g
signifiers, 297, 349–350, 359*, 367*, 531g
strategies, 300
voice menu hierarchies, 350, 538g
Spindle, 342, 343
Spotter, 179, 220*, 256, 337, 532g
Standards, 480–483. See also de facto standards, open source standards, open standards, organizations, 482–483
Statistical conclusion validity, 434–435, 466*, 532g
threats to false positives, 434, 451, 508g
fishing, 434, 447, 469*, 509g
statistical power, 434, 446, 469*, 532g
violated assumptions of data, 434, 444, 446–449, 466*, 537g
Statistics. See data; statistical conclusion validity
Steering Pattern, 338–340, 365*, 532g
dual analog sticks, 211, 219*, 339, 365*, 506g
gaze-directed steering, 338–339, 510g
navigation by leaning, 338, 519g
one-handed flying, 339, 521g
torso-directed steering, 293, 339, 535g
two-handed flying, 339, 535g
usage, 338
virtual steering device, 340, 537g
world-grounded devices, 282, 311, 312–313, 315, 340, 539g
Stereoscopic displays. See displays
Sticky finger selection technique, 329, 532gd
Stories. See also film
Disney, 228
Stories (continued)
emotions, 78–79, 155*, 227, 267*, 473, 477
engagement, 228, 267*
escape from reality, 228, 267*
 experiential fidelity, 52, 54*, 227, 507g
plot, 45, 513g
reflective processing, 78
stimulation, 228, 267*
storyboards, 393–394, 457–458*, 533g
subjectivity, 226
Top own processing, 73
user, 392, 408, 457*, 536g
user created, 227
Storyboards, 393, 394, 457–458*, 533g
Strobing, 134–135, 533g. See also apparent
motion; judder; persistence
(perceptual); persistence (display)
factors, 134–135
distance, 134–135
interstimulus interval (blanking time), 134, 515g
stimulus duration, 134, 135, 532g
stimulus onset asynchrony, 134, 135, 189–190, 533g
Subconscious, 56–57, 76, 81, 533g. See also
neuro-linguistic programming (NLP)
balance, 166
behavioral processing, 76, 77–78
colors, 91
cycle of interaction, 286–287, 357*
filters, 62, 82–84, 146, 156*, 226, 523g
hands, 288, 298, 314, 357*
head motion, 241
illusions, 61–62
touch, 57
Subjective reality, 48, 59–70, 72, 79, 139,
155*, 533g. See also illusions
Symbolic input, 477
Systems, 30–43, 75, 255–256, 293, 527g.
See also displays; input; output;
tracking; haptics; motion platforms;
treadmills; requirements; latency;
networked environments
audio, 34, 179
block diagrams, 407, 459*, 500g
calibration, 32, 216*, 263, 272*, 413, 461*
scene motion, 164
sickness, 198, 204
chair, 41, 312
freely turnable (aka wireless seated), 256, 510g
rotation, 219*, 256, 293, 340, 358*, 365*
steering, 339, 535g
tracked, 293, 340, 358*, 365*
wired seated, 255, 539g
considerations, 410–413, 460–461*
design for, 383
fully walkable, 256, 510g
hardware support, 411–412, 460*
location-based, 256, 313, 362*, 517g
mobile, 256, 389, 518g
nomadic, 256, 519g
sickness factors, 198–200, 215–217*
trade-offs, 410–411, 460*
VRPN (VR peripheral network), 481
weight. See weight
wired vs wireless, 215*, 219*, 255–256,
271*, 336–337, 340, 365*, 539g
Target-based travel, 344, 533g
Task analysis, 287, 357*, 402–405, 441,
458–459*, 534g
cycle of interaction, 403, 459*
diagrams, 402
expert evaluations, 441
hierarchical, 404, 512g
interviews, 403–404
iteration, 404
organization and structure, 402, 404, 458*
personas, 403, 458*
task elicitation, 403–404, 534g
Task performance. See performance
Taste (gustatory perception), 41, 107,
107–108, 534g
flavor, 107, 509g
Team
attitude, 377, 422, 428, 465*
communication, 4, 230, 376–377, 428,
454*, 465*
culture, 375, 454*
director, 230, 268*, 377, 454*, 505g

Tearing. See under rendering, visual artifacts

Teleportation, 304, 344, 361*, 365*, 534g

That-moves-there, 302, 354, 360*

Theories of motion sickness. See under sickness

Thresholds. See also vision, visual acuity

auditory, 100

flicker-fusion frequency, 108, 129, 174, 203, 509g

latency, 145, 184–185

redirected touching, 306

redirected walking, 337, 527g

saccadic suppression, 96

speech synchronization, 108

Time perception, 124–128, 534g. See also events

age, 127, 128

biological clock, 126–127

supra chiasmatic nucleus (SCN), 126

change, 124, 126, 127–128

filled duration illusion, 128, 509g

circadian rhythm, 126, 127, 129, 501g

cognitive clock, 127–128, 502g

events, 125–128, 507g. See also events

passage of time, 126–128, 228

flow, 151, 158*, 228, 360*, 509g

perceptual moment, 124, 125, 523g

processing effort, 128

subjective present, 124, 533g

temporal attention, 128

Time warping. See latency, delay compensation, 2D warp

Tools. See 3D Tool Pattern

Top-down processing. See under perceptual processes

Torso-directed steering, 293, 339, 535g

Touch. See also haptics; sensory substitution

active, 104–105, 498g

bare hands, 310, 312, 317

hand held controllers / props, 302, 315, 333, 334, 360*, 362*, 364*, 366*, 535g

homunculus, 103–104, 513g

lack of, 49, 57, 103, 109, 291, 304, 317

matching visuals, 47, 293, 295, 315

pain, 105, 522g

passive, 104–105, 522g

physical panels, 349, 366*, 524g

presence, 37, 47, 49, 315, 362*

break-in, 49, 179, 256, 500g

rubber hand illusion, 47

redirected, 109, 306

subconscious, 57

symbolic input, 477

texture, 104

vection, 136

vibration, 104

visual-physical conflict, 280, 304, 361*, 538g

Tracking. See also compliance; input; input device characteristics; input device classes

absolute devices, 283, 308, 357*, 497g

accuracy, 198, 290, 315–317, 397, 483

bare hands, 311–312, 317

calibration, 164, 198–199, 204, 208, 216*, 272*, 293, 318, 413

camera-based, 309, 310–311, 318, 320–321

device challenges, 177, 216*, 299, 310, 317, 476

chair, 293, 340, 358*, 365*

error, 198, 216*, 397, 413

eyes, 296, 318, 362*. See also eye gaze input

fingers, 38, 306, 310, 316–318, 476. See also gloves

full-body, 312, 320–321, 510g

hands, 50, 272*, 308, 310, 316, 328, 358*.

See also input device classes

head, 204, 272*, 293, 312, 318, 483, 512g

avatars, 258, 271*, 420

calibration, 204, 413

requirements, 399

walking, 337

hybrid (sensor fusion), 308, 315, 483, 513g

inertial, 198, 308

input velocity, 290, 514g

position, 198, 215*, 282

precision, 198, 315, 397, 483, 525g

relative vs. absolute, 308
Tracking (continued)
reliability, 309, 310, 362*, 397, 399, 476, 483, 528g
requirements, 34, 397, 399, 458*
torso, 293, 340, 358*, 365*
unencumbered, 309–310, 312, 317, 536g
Trails, 245, 270*, 535g
Transparency. See under rendering
Travel. See under travel
Treadmills, 40–42, 154, 312, 338, 365*, 535g
biomechanical vection, 136
mental model, 202
omnidirectional, 42, 256, 521g
Tutorials (within VR), 83, 278, 355*, 442, 486
Two-handed box selection. See under Volume-Based Selection Pattern
Two-handed interaction. See bimanual interaction
Two-handed pointing, 328, 536g
Uncanny Valley, 49–51
Usage, 220–221*
Use cases, 407–408, 459–460*, 536g
scenarios, 408, 536g
User stories, 392, 536g
Validity, 431–435, 443, 466*, 536g. See also construct validity; external validity; face validity; internal validity; statistical conclusion validity
task analysis, 402
Values (perceptual filters), 78, 83, 536g
Vection, 136–137, 164–165, 167, 208, 536g
acceleration, 137, 164, 204, 209–211, 219*, 338, 365*, 399
auditory, 136–137
biomechanical, 136
top-down processing, 137
example, 74, 168
eye fixation, 169
mental model, 137, 209–210, 219*
periphery, 131, 137, 199–200
presence, 164, 205–206
sickness, 164–165, 167–170, 199, 204, 338
reducing, 164, 169, 200, 209–211, 218–219*, 338, 343, 365–366*, 399
suppression of, 132, 137, 164
Vehicles
active control, 171
audio cues, 243
passive, 171, 342, 344, 522g
leading indicators, 210, 219*, 343, 366*, 516g
perception of landmarks, 244
real-world travel sickness, 163, 207
rest frames, 207–208, 218*
virtual steering devices, 340, 537g
Ventriloquism effect (visual capture), 109, 538g
Vestibular system, 106–107, 480, 537g.
See also motion perception;
motion platforms; postural stability/instability; scene, motion;
sensory conflicts, visual-vestibular;
sickness, motion; vection; viewpoint, motion; viewpoint control patterns
acceleration, 106–107, 109
visual, 129–130, 137, 164, 204, 210–211, 219*, 338, 365*, 399
ambiguous input, 109
artificial input, 480
compliance, 72–73, 282–283, 337, 502g
disorientation, 210, 242, 256, 353
eye movements
nystagmus, 98, 520g
pendular nystagmus, 98, 522g
vestibulo-ocular reflex (VOR), 97–98, 168–169, 171, 537g
leading indicators, 210, 219*, 343, 366*, 516g
motion platforms, 39–40, 212, 216*, 519g
motion sickness. See sickness
otolith organs, 106–107, 109, 164, 522g
position-constancy adaptation, 144, 524g
rest frames, 167–168, 205, 208–209, 218*, 293
examples, 208–209
semicircular canals (SCCs), 106, 107, 109, 164, 530g
sensory conflict, 130, 165, 167, 171, 200, 207–208, 530g
latency, 183, 283
superior colliculus, 87, 533g
velocity, 130, 132, 164, 210, 530g
Video games (traditional). See also heads-up displays; reticles
Call of Duty Syndrome, 202, 220*, 501g
controllers, 313
differences, 262–263
dual analog stick steering, 339
gaze-directed steering, 202, 220*, 339, 510g
geometric detail, 263
hand/weapon models, 265
transitioning from, 261–265, 272–273*
zoom mode, 265, 273*, 328
Viewbox, 353, 537g. See also 3 Multi-Touch Pattern; Volume-Based Selection Pattern, two-handed box selection; World-in-Miniature Pattern
Viewpoint. See also space perception
first-person
after action reviews, 443
disembodied, 47
egocentric judgments, 112, 154, 507g
self-embodiment. See under presence size constancy, 141
with third person, 291–292
video games, 141, 202, 262, 265, 293, 339
walking in someone’s shoes, 48
motion. See also locus of control; motion perception; motion platforms; postural stability/instability; scene, motion; sensory conflicts, visual-vestibular; sickness, motion; vection; vestibular system; viewpoint control patterns
acceleration, 130, 204, 210–211, 219*, 338, 365*, 399
angular velocity, 164
expectations, 170–172, 202, 203
manipulate the world as an object, 209
rendering artifacts, 241
rotation, 164, 204, 210–211, 219*, 340–342
sensitivity, 131, 203
velocity, 130, 164, 210, 218–219*, 366*
scale, 353
3D Multi-Touch, 209, 340–342, 353, 365*
world grab, 351, 529g
third-person, 156*, 257
after action review, 443, 468*, 498g
egocentric judgments, 112, 507g
with first person, 291–292
Viewpoint control patterns, 335–344, 364–366*, 537g. See also 3D Multi-Touch Pattern; Automated Pattern; Steering Pattern; Walking Pattern
Vigilance, 151, 537g
Virtual body. See presence, self-embodiment
Virtual environments, 30, 537g
Virtual steering device, 340, 537g
Visceral processing, 77, 155*, 286–287, 537g. See also communication, direct, visceral
Vision. See visual system
Vista space. See under space perception
Visual acuity, 92–95, 538g
color, 88, 143, 157*
dark adaptation, 157*
degraded, 164, 183
detection, 93, 94, 505g
eye eccentricity, 86, 88, 92–93, 95, 99, 143, 157*, 319
grating, 94, 511g
pursuit, 95, 526g
recognition, 94, 527g
separation, 94, 530g
Snellen eye chart, 94
stereoscopic, 95, 98, 532g
vernier, 94, 98, 536g
Visual capture (ventriloquism effect), 109, 538g
Visual-physical conflict. See under sensory conflicts
Visual system, 85–99, 109
back projections, 87–88, 499g
Index

Visual system (continued)
cones, 85, 86, 91–92, 96, 143, 503g
magno cells, 86–87, 88, 129, 479, 517g
parvo cells, 86, 522g
retina, 85–88, 92–93, 114, 479, 529g
blind spot, 65, 86, 93, 126, 500g
fovea, 85–86, 90, 93, 95, 97, 146, 150, 157*, 510g
image slip, 96, 97–98, 184, 529g
virtual retinal displays (VRDs), 189, 479
rods, 85–86, 90, 96, 143, 529g
visual pathways, 87–88, 129, 132
dorsal (where/how/action), 88, 129, 152, 506g
lateral geniculate nucleus (LGN), 87–88, 125, 479, 516g
primary (geniculostriate system), 87–88, 129, 525g
primitive (tectopulvinar system), 87, 129, 148, 525g
superior colliculus, 87, 479, 533g
ventral (what), 88, 129, 152, 536g
Visual-vestibular conflict. See under sensory conflicts
Voice menu hierarchies, 350, 538g
Volume-Based Selection Pattern, 330–332, 353, 363*, 538g
cone-casting flashlight, 331, 502g
two-handed box selection, 331, 332, 535g.
See also viewbox
nudge, 331–332, 520g
snap, 331–332, 531g
VRPN (VR Peripheral Network), 481
Walking in place, 290, 337, 365*, 538g
Walking Pattern, 154, 178, 336–338, 364–365*, 538g
human joystick, 337, 513g
real walking, 249, 290, 336, 377, 364*, 527g
redirected walking, 96, 337, 365*, 527g
treadmills, 40, 42, 136, 256, 338, 365*, 535g
walking in place, 290, 337, 365*, 538g
Wand. See input device classes, tracked hand-held controllers

Warnings
 grids, 213–214, 217*, 538g
sound, 240, 269*
Wayfinding aids, 240, 242, 253, 270*, 538g.
See also navigation, wayfinding
environmental, 153, 242–246, 269–270*
abstract data, 245, 341, 365*
breadcrumbs, 245, 270*, 500g
channels, 244, 270*, 501g
districts, 244
dodges, 244, 270*, 516g
handrails, 244, 270*, 501g
trees, 244, 270*, 501g
landmarks, 137, 153, 237, 244–246, 245, 252–253, 270–271*, 516g
markers, 245–246, 251, 270*, 344, 517g
neighborhoods, 244
nodes, 244, 270*, 519g
path, 153, 210, 243–245, 344
regions, 244, 245, 270*, 354, 418, 527g
routes, 153, 244, 252, 271*, 344, 529g
skewers, 245
subtle, 243, 270*
trails, 245, 270*, 535g
user-placed, 245, 270*
you are–here, 251, 271*
personal, 251–253
compasses, 252–254, 271*, 502g
forward-up maps, 252, 271*, 352, 367*, 510g
north-up maps, 252, 271*, 520g
you are–here maps, 251, 271*
Weight, 177–178, 200, 215*. See also fatigue
center of mass, 177, 200
gorilla arm, 177, 204
reducing, 213
physical panels, 349
walking, 178
Widgets, 345, 346–349, 356*, 366*, 475–477, 538g
Widgets and Panels Pattern, 345–349, 366*, 539g
2D desktop integration, 35, 346, 497g
above-the-head widgets and panels, 348, 497g
color cubes, 347, 502g
menus. See menus
panels, 345, 366*
   hand-held, 295, 347, 348, 537g
   physical, 349, 366*, 524g
widgets, 345, 346–349, 356*, 366*, 475–477, 538g
Wind, 41–43

World-grounded devices, 282, 311, 312–313, 315, 340, 539g
World-in-Miniature Pattern, 251, 352–353, 367*, 539g
dolls, 352–353, 367*, 506g
moving into, 353, 367*
viewbox, 353, 537g
voodoo dolls, 352–353, 538g
Author’s Biography

Jason Jerald

Jason Jerald, PhD, is Co-Founder and Principal Consultant at NextGen Interactions. In addition to primarily focusing on NextGen Interactions and its clients, Jason is Chief Scientist at Digital ArtForms, is Adjunct Visiting Professor at the Waterford Institute of Technology, serves on multiple advisory boards of companies focusing on VR technologies, coordinates the Research Triangle Park VR Meetup, and speaks about VR at various events throughout the world.

Jason has been creating VR systems and applications for approximately 20 years. He has been involved in over 60 VR-related projects across more than 30 organizations including Valve, Oculus, Virtuix, Sixense, NASA, General Motors, Raytheon, Lockheed Martin, three U.S. national laboratories, and five universities. Jason’s work has been featured on ABC’s Shark Tank, on the Discovery Channel, on the UK’s Gadget Show, in the New York Times, and on the cover of the MIT Press journal Presence: Teleoperators and Virtual Environments. He has held various technical and leadership positions including building and leading a team of approximately 300 individuals, and has served on the ACM SIGGRAPH, IEEE Virtual Reality, and IEEE 3D User Interface Committees.

Jason earned a Bachelor of Computer Science degree with an emphasis in Computer Graphics and Minors in Mathematics and Electrical Engineering from Washington State University. He earned a Masters and a Doctorate in Computer Science from the University of North Carolina at Chapel Hill with a focus on perception of motion and latency in VR. His graduate work consisted of building a VR system with under 8 ms of end-to-end latency; the development of a mathematical model relating latency, head motion, scene motion, and perceptual thresholds; and validation of the model through psychophysics experiments. Jason as authored over 20 publications and patents directly related to VR.