Relevance Vector Machine Optimization in Automatic Text Summarization
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Abstract. This study aims at optimizing the Relevance Vector Machine (RVM) algorithm in automatic text summarization. This research begins by studying various studies on automatic text summarization to find out what features are commonly used in the automatic text summarization process. Each feature value will be calculated as a correlation with target. The composition of features is determined by obtained correlation value, when correlation value between features and targets is greater, the feature will take precedence. The results in this study are obtained by using 4 or 6 features that obtains highest accuracy, which is 55.84%. The conclusion of this study is that the correlation coefficient can be used to determine the order of extraction features.

1. Introduction
Automatic text summarization is a process to shorten a document or more by computer program [1][2]. Documents circulating in cyberspace are very numerous, therefore it requires a lot of time to read these documents. Therefore, the need for automatic text summarization is very high. The approach to making automatic text summarization that is often used is the extractive approach [2][3]. Extractive approach is the selection of several sentences from the original document. There are numerous research in the field of automatic summarization, one of which is research conducted by Fitriaman [4]. Fitriaman’s research is aimed to make automatic text summarization using the Support Vector Machine (SVM) method. The accuracy obtained from the results of this study is 77,25%. However, in Tipping studies [5][6] it is stated that errors produced by Relevance Vector Machine (RVM) are smaller than SVM. This statement was reinforced by studies of Xu [7], Xin [8], and Rafi [9] which resulted in RVM’s accuracy being better than SVM. Then in the previous research automatic text summarization was carried out using the RVM algorithm [10]. However, the accuracy result were 63.084%.

One component that is considered influencing the results of summarization is the selection of features. The extraction feature, first offered by Lunh, was the use of word appearance [11]. Then, in Baxendale’s research states the selection of core sentences based on position and key word [12]. In the Edmundson study extraction features used cue method, location method, key method, title method [13].

Automatic text summarization researches have now combined sentence extraction features. As in Suanmal’s research, the features used are title features, sentence length, term weight, sentence positions, sentence to sentence similarity, proper noun, thematic word and numerical data [14]. In Zaman Research the features used are log TF-ISF, sentence location, sentence overlap, title overlap, sentence relative length [14]. Whereas in Deni Fitriaman’s research the extraction features used are sentence length, sentence position, numerical data, thematic words, title feature, sentences to sentences, bushy path before, and bushy path after [4]. But none of these studies have shown the use of any combination of extraction features that are most optimal in automatic text summarization using the RVM algorithm.
Therefore, this study will show a combination of extraction features which are optimal for automatic text summarization using the RVM algorithm. The correlation coefficient between extraction feature and target will determine sequence of features in the combination. The order of correlation from the largest to the smallest indicates the combination of extraction features to be used. Based on the results of testing, it is found that there is no need to use all combinations of accuracy features of text summarization in obtaining the best accuracy.

2. Method
This study aims at determining the combination of optimal extraction features in carrying out automatic text summarization using the RVM algorithm, so this study begins with a study of literature. Literature study is conducted to find out what extraction features are commonly used in automatic text summarization. After getting extraction features, then extraction feature of correlation coefficient value and target class (summary sentence or not) is calculated. The correlation coefficient will be used as a sequence of combinations of extraction features. The greater the correlation coefficient value, the more important the feature to be considered than the others. Each result of extraction features combination will be used on automatic text summarization then the accuracy result is calculated.

3. Results and Discussion
Based on the results of the literature study, extraction features commonly used in automatic text Summarization are:

a. Sentence length
   This feature is used to eliminate short sentences [4] [14] [16]. Calculating the length of the sentence is done by dividing the number of words in the sentence by the number of words in the document.

b. Sentence position
   This feature is used to indicate the position of the sentence. The initial sentence of the document tends to have a higher weight than at the end of the sentence [4] [15].

c. Numerical data
   This feature is used to show the number of numerical data contained in a sentence. Usually sentences that contain numeric data are important sentences and those sentences will be included in summaries [4].

d. Thematic word
   This feature is used to search for words related to the topic [4] [14] [16]. In this study 10 words appear in a document.

e. Title feature
   This feature is used to find the sentence that most relates to the document title [4] [13] [14] [15] [16]. The sentence that resembles the title is calculated by the ratio of the number of words in sentence that occur in the title over the number of words in title.

f. Sentence to sentence
   This feature is used to see similarities between sentences [4] [14] [16]. The similarity between sentences is calculated by the ratio of the number of words in sentence that occur in other sentence over the number of words in document.

g. Bushy path before
   This feature is used to view lexical bonding with the previous sentence [4]. The lexical bond with the previous sentence will be 1 if there is a lexical relationship if it is 0 if there is no lexical relationship.

h. Bushy path after
   This feature is similar to the features of a lexical bond with the previous sentence. This feature will be worth 1 if there is a lexical relationship with the following sentence and is worth 0 if there is no lexical relationship [4].

i. negative keyword
   This feature is the opposite of the thematic sentence feature. In this feature, 10 words are not related to the topic. [16] [17].
j. Connection between sentences
   This feature is used to see the number of links from a sentence that connects with other sentences. 
   This feature can be calculated by counting the number of sentences that have the same word with 
   other sentences in one document divided by a number of sentences in a document [17].

k. The weight of the connection between sentences
   This feature is used to see the relationship of a sentence with all other sentences i 
   n a document. This 
   feature can be calculated by summing the same words with other sentences in a document divided 
   by many words in the document [17].

l. Term frequent
   This feature is used to give weight to the word. In this study this feature is calculated using the TF-
   IDF formula [18].
   In this study, to determine the order of combination of features a correlation coefficient (r) between 
   the value of features and targets is used. Correlation coefficients can describe the relationship 
   between 2 variables [19]. The correlation coefficient can be calculated using formula 1:

\[ r(X, Y) = \frac{\sum(x-x)(y-y)}{\sqrt{\sum(x-x)^2}\sqrt{\sum(y-y)^2}} \]  

Where \( X \) is mean of X. The results of the correlation calculation between features and targets can be 
seen in table 1. Based on Table 1, the sequence F3, F2, F7, F5, F9, F10, F8, F4, F1, F6, F12, F11. Then 
based on this sequence, combinations of extraction features are arranged.

Table 1. The results of the calculation of the correlation coefficient between the value of the 
feature and the target

| Feature                      | Code | r     |
|------------------------------|------|-------|
| Sentence length              | F1   | -0.1352|
| Sentence position            | F2   | 0.0577 |
| Numerical data               | F3   | 0.0763 |
| Thematic word                | F4   | -0.1261|
| Title feature                | F5   | -0.0514|
| Sentence to sentence         | F6   | -0.1355|
| Bushy path before            | F7   | 0.0254 |
| Bushy path after             | F8   | -0.1064|
| Negative keyword             | F9   | -0.0838|
| Connection between sentence  | F10  | -0.0833|
| The weight of connection     | F11  | -0.1565|
| between sentence             |      |       |
| Term Frequency               | F12  | -0.1409|

The combination extraction features are then used in summarization. The accuracy of the summary 
results can be seen in Table 2. It can be seen in Table 2 that the highest accuracy is obtained by using 
combination 4, namely numerical data, sentence position, bushy path before, and title feature, with 
55.84% of accuracy. Combination 6 also produces the same accuracy of 55.84%, where the feature used 
is a combination of 4 features plus negative keyword and connection between sentence. The results of 
this study are different from the result of Zulfikar’s research [17] which says accuracy is obtained by 
using eight extraction features. Those eight extractions are sentence position, sentence to sentence, title 
feature, Named entity Recognition, numerical data, sentence length, connection between sentence, and 
the weight of the connection between sentence. Zulfikar’s research is not mentioning the algorithm used 
in making automatic text summaries. The results of this study have not been better than before, because 
it is expected that the accuracy of the summarization results in this study is better than Fitriaman research 
[4], because it has used the RVM method.
Table 2. Results of testing the combination of features with the RVM algorithm

| No | Combination | precision | recall  | f-measure | Accuracy |
|----|-------------|-----------|---------|-----------|----------|
| 1  | 2           | 0.5405    | 0.5333  | 0.5369    | 0.5306   |
| 2  | 3           | 0.5355    | 0.5287  | 0.5321    | 0.5260   |
| 3  | 4           | 0.5677    | 0.5605  | 0.5641    | 0.5584   |
| 4  | 5           | 0.5484    | 0.5414  | 0.5449    | 0.5390   |
| 5  | 6           | 0.5677    | 0.5605  | 0.5641    | 0.5584   |
| 6  | 7           | 0.5290    | 0.5223  | 0.5256    | 0.5195   |
| 7  | 8           | 0.5355    | 0.5287  | 0.5321    | 0.5260   |
| 8  | 9           | 0.5613    | 0.5541  | 0.5577    | 0.5519   |
| 9  | 10          | 0.5613    | 0.5541  | 0.5577    | 0.5519   |
| 10 | 11          | 0.5290    | 0.5223  | 0.5256    | 0.5195   |
| 11 | 12          | 0.5484    | 0.5414  | 0.5449    | 0.5390   |

4. Conclusion
Based on the Results and Discussion, the accuracy has not been improved by using features, but the calculation of the correlation of features to targets can be used to sequence which features to be used. By using 4 features, namely numerical data, sentence position, bushy path before, and title feature obtained the highest accuracy of 0.5584. Accuracy is also obtained when the feature is added 2, namely negative keyword and connection between sentence.
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