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Abstract
We propose the interpolatory hybridizable discontinuous Galerkin (Interpolatory HDG) method for a class of scalar parabolic semilinear PDEs. The Interpolatory HDG method uses an interpolation procedure to efficiently and accurately approximate the nonlinear term. This procedure avoids the numerical quadrature typically required for the assembly of the global matrix at each iteration in each time step, which is a computationally costly component of the standard HDG method for nonlinear PDEs. Furthermore, the Interpolatory HDG interpolation procedure yields simple explicit expressions for the nonlinear term and Jacobian matrix, which leads to a simple unified implementation for a variety of nonlinear PDEs. For a globally-Lipschitz nonlinearity, we prove that the Interpolatory HDG method does not result in a reduction of the order of convergence. We display 2D and 3D numerical experiments to demonstrate the performance of the method.
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1 Introduction
We consider the following class of scalar parabolic semilinear PDEs on a Lipschitz polyhedral domain \( \Omega \subset \mathbb{R}^d, d \geq 2 \), with boundary \( \partial \Omega \):

\[ \frac{\partial u}{\partial t} - \nabla \cdot (a(x, t) \nabla u) + f(u) = 0 \quad \text{in} \quad \Omega \times (0, T), \]

\[ u(x, 0) = u_0(x) \quad \text{on} \quad \Omega, \]

\[ u(x, t) = 0 \quad \text{on} \quad \partial \Omega \times (0, T). \]

Here \( a(x, t) \) is a bounded, measurable and positive definite matrix, \( f(u) \) is a globally-Lipschitz continuous function, and \( u_0 \) is a given initial data.
\[
\partial_t u - \Delta u + F(\nabla u, u) = f \quad \text{in } \Omega \times (0, T],
\]
\[
u = 0 \quad \text{on } \partial \Omega \times (0, T],
\]
\[
u(\cdot, 0) = u_0 \quad \text{in } \Omega.
\]

A challenge in the simulation of nonlinear PDEs is to reduce computational cost while preserving accuracy. To this end, a large amount of research in numerous aspects of the simulation of PDEs has been performed. These efforts include attempts to reduce computational cost by improving algorithmic efficiency, developing parallel computing schemes, and using interpolatory finite element (Interpolatory FE) techniques.

The Interpolatory FE method, also known as product approximation, the group finite element method, or finite elements with interpolated coefficients, was originally proposed by Douglas and Dupont for solving semilinear parabolic problems in [15]. The technique was later rediscovered by Christie et al. [6] and then by Fletcher [17,18]. In recent years, the Interpolatory FE method has been used as an alternative FE method for nonlinear elliptic problems [23,32,35,37,38], nonlinear parabolic problems [4,5,21,22,39], nonlinear hyperbolic problems [33,40], and model order reduction methods [14,36]. This approach consists of replacing the nonlinear function by its interpolant in the finite dimensional space. This simple change leads to an important benefit: the numerical quadrature for the nonlinear term is computed once before time integration, which leads to a simplified implementation and a substantial reduction in computational cost. Furthermore, the Interpolatory FE method achieves the same convergence rates as the standard FE discretization of the PDEs.

However, to the best knowledge of the authors, the Interpolatory FE method is applicable for the problem above only if the nonlinear term \( F(\nabla u, u) \) can be written in a special “grouped” form, i.e., when there exist functions \( G \) and \( H \) such that \( F(\nabla u, u) = \nabla \cdot G(u) + H(u) \). For other types of PDEs and PDE systems, the grouped form can be slightly more general. However, not all nonlinearities of interest can be written in the special grouped form, which results in the limited applicability of the Interpolatory FE method.

We propose a new method to approximate the solution: the interpolatory hybridizable discontinuous Galerkin (Interpolatory HDG) method. Specifically, we show that the interpolation idea of the Interpolatory FE method can be extended to the hybridizable discontinuous Galerkin (HDG) method, see a recent review of these methods in [7], and that the resulting Interpolatory HDG method can successfully be applied to the general nonlinear term \( F(\nabla u, u) \). For more information about HDG methods for nonlinear PDEs, see, e.g., [2,13,19,20,24–30,34].

The paper is organized as follows. We introduce the semidiscrete standard and the Interpolatory HDG methods in Sect. 2 and discuss their implementation in detail for a simple time-discretization in Sect. 3. We then analyze the semidiscrete Interpolatory HDG method in Sect. 4 and prove optimal convergence rates for a globally Lipschitz nonlinearity. Finally, we illustrate the performance of the Interpolatory HDG method in Sect. 6 with 2D and 3D numerical experiments.

## 2 Semidiscrete Standard and Interpolatory HDG Formulations

### 2.1 Notation

To introduce the space-discretization by the HDG methods, we first set some notation; we follow [11], where the HDG methods were introduced in the framework of linear, steady-state diffusion.
Let $T_h$ be a collection of disjoint simplexes $K$ that partition $\Omega$. Let $\partial T_h$ denote the set \{\partial $K : K \in T_h$\}. For an element $K$ of the collection $T_h$, let $e = \partial K \cap \Gamma$ denote the boundary face of $K$ if the $d-1$ Lebesgue measure of $e$ is non-zero. For two elements $K^+$ and $K^-$ of the collection $T_h$, let $e = \partial K^+ \cap \partial K^-$ denote the interior face between $K^+$ and $K^-$ if the $d-1$ Lebesgue measure of $e$ is non-zero. Let $\epsilon^h_o$ and $\epsilon^h_d$ denote the sets of interior and boundary faces, respectively, and let $\epsilon^h$ denote the union of $\epsilon^h_o$ and $\epsilon^h_d$. We finally set 
\[(w, v)_T := \sum_{K \in T_h} (w, v)_K, \quad \langle \zeta, \rho \rangle_{\partial T_h} := \sum_{K \in T_h} \langle \zeta, \rho \rangle_{\partial K},\]
where when $D \subset \mathbb{R}^d$, $(\cdot, \cdot)_D$ denotes the $L^2(D)$ inner product and, when $\Gamma$ is the union of subsets of $\mathbb{R}^{d-1}$, $(\cdot, \cdot)_\Gamma$ denotes the $L^2(\Gamma)$ inner product.

Let $\mathcal{P}^k(K)$ denote the set of polynomials of degree at most $k$ on a domain $K$. We consider the discontinuous finite element spaces 
\[V_h := \{v \in [L^2(\Omega)]^d : v|_K \in [\mathcal{P}^k(K)]^d, \forall K \in T_h\}, \quad (2a)\]
\[W_h := \{w \in L^2(\Omega) : w|_K \in \mathcal{P}^k(K), \forall K \in T_h\}, \quad (2b)\]
\[M_h := \{\mu \in L^2(\epsilon_h) : \mu|_e \in \mathcal{P}^k(e), \forall e \in \epsilon_h, \mu|_{\epsilon^d_h} = 0\}, \quad (2c)\]
for the flux variables, scalar variables, and trace variables, respectively. Note that $M_h$ consists of functions which are continuous inside the faces (or edges) $e \in \epsilon_h$ and discontinuous at their borders. Also, for $w \in W_h$ and $r \in V_h$, let $\nabla w$ and $\nabla \cdot r$ denote the gradient of $w$ and divergence of $r$ applied piecewise on each element $K \in T_h$.

### 2.2 Semidiscrete Standard HDG Formulation

The HDG method introduces the flux $q = -\nabla u$, and rewrites the semilinear PDE (1) in the mixed form

\[(q, r) - (u, \nabla \cdot r) + (u, \nabla \cdot n) = 0, \quad (3a)\]
\[(\partial_t u, w) + (\nabla \cdot q, w) + (F(-q, u), w) = (f, w), \quad (3b)\]
\[(u(.), 0, w) = (u_0, w), \quad (3c)\]

for all $(r, w) \in H(\text{div}, \Omega) \times L^2(\Omega)$.

To approximate the solution of the mixed weak form (3) of (1), the standard HDG method seeks an approximate flux $q_h \in V_h$, primary variable $u_h \in W_h$, and numerical boundary trace $\hat{u}_h \in M_h$ satisfying

\[(q_h, r)_T - (u_h, \nabla \cdot r)_T + (\hat{u}_h, r \cdot n)_{\partial T_h} = 0, \quad (4a)\]
\[(\partial_t u_h, w)_T - (q_h, \nabla w)_T + (\hat{q}_h \cdot n, w)_{\partial T_h} + (F(-q_h, u_h), w)_{\partial T_h} = (f, w)_{\partial T_h}, \quad (4b)\]
\[\hat{q}_h \cdot n, \mu)_{\partial T_h \setminus \epsilon^d_h} = 0, \quad (4c)\]

for all $(r, w, \mu) \in V_h \times W_h \times M_h$. Here the numerical trace for the flux on $\partial T_h$ is defined by

\[\hat{q}_h \cdot n = q_h \cdot n + \tau(u_h - \hat{u}_h),\]

where $\tau$ is positive stabilization function defined on $\partial T_h$. The initial conditions are discretized as
Let $t$ be the elementwise interpolation. We consider the 2D case here; the 3D case is similar.

For $g$ in $\Omega$, the equation

$$\nabla \cdot (q_h, u_h) = \delta_{ij}$$

is not an interpolation operator since multiple discontinuous basis functions in $W_h$ may be discontinuous along the faces (or edges). Furthermore, note that $[I_h^K g](\xi^K) = g(\xi^K)$.

Next, we extend the definition to the set of square integrable elementwise continuous functions

$$Z = \{ g \in L^2(\Omega) : g|_K \in C(\bar{K}), \forall K \in T_h \}.$$

For $g \in Z$, define $I_h g \in W_h$ to equal the above interpolation $I_h^K g$ in $W_h(K)$ on each element $K$. Note that $I_h g$ may be discontinuous along the faces (or edges). Furthermore, note that $I_h$ is not an interpolation operator since multiple discontinuous basis functions in $W_h$ correspond to a single interior nodal point in $\Omega$. However, since $I_h$ is an interpolation operator when restricted to an individual element, we call $I_h$ an elementwise interpolation operator.

Now that we have defined the operator $I_h$, we present the Interpolatory HDG formulation of (3). It is obtained by replacing, in the Eq. (4b) of the HDG formulation, the nonlinear term $F(-q_h, u_h)$ by the elementwise interpolation $I_h F(-q_h, u_h)$. We thus obtain, instead of (4b), the equation

$$\nabla \cdot (q_h, \nabla w)_{T_h} + \nabla \cdot (q_h \cdot n, w)_{\partial T_h} + (I_h F(-q_h, u_h), w)_{T_h} = (f, w)_{T_h} \quad (6)$$

for $w \in W_h$.

Before discussing the implementation details, we briefly discuss the computational advantage of the elementwise interpolation. We consider the 2D case here; the 3D case is similar. Let $W_h = \text{span}\{\phi_j\}_{j=1}^\ell$, where each $\phi_j$ is a nodal FE basis function when restricted to some element. Let $u_h$ be represented as

$$u_h(t) = \sum_{j=1}^{N_1} \gamma_j(t) \phi_j.$$

Functions in the space $V_h$ can be represented componentwise using the same basis functions. Let $q_h = [q_{h,1}, q_{h,2}]^T$ be represented as

$$q_{h,1}(t) = \sum_{j=1}^{N_1} \alpha_j(t) \phi_j, \quad q_{h,2}(t) = \sum_{j=1}^{N_1} \beta_j(t) \phi_j.$$
For \( w \in W_h \), the nonlinearity in the Interpolatory HDG method takes the form
\[
(I_h F(-q_h, u_h), w)_{\mathcal{T}_h} = \sum_{K \in \mathcal{T}_h} \left( I^K_h F(-q_{h,1}, -q_{h,2}, u_h), w \right)_K \\
= \sum_{j=1}^{N_1} F(-\alpha_j, -\beta_j, \gamma_j) (\phi_j, w)_{\mathcal{T}_h}.
\]

In the computation, we take test functions \( w = \phi_i \) and the approximate nonlinearity is quickly evaluated by multiplying a sparse matrix times the vector \( F = [F(-\alpha_j, -\beta_j, \gamma_j)] \).

We provide more implementation details in Sect. 3.2.

**Remark 1** If \( W_h \) and \( V_h \) are the spaces of the lowest order, i.e., \( k = 0 \), then we have \( I_h F(-q_h, u_h) = F(-q_h, u_h) \) for any \( q_h \in V_h \) and \( u_h \in W_h \). This implies that the standard HDG is equivalent to the Interpolatory HDG when \( k = 0 \).

### 3 Standard and Interpolatory HDG Implementation

Next we discuss the main implementation details for the standard and the Interpolatory HDG methods by using a simple time discretization approach: backward Euler with a Newton iteration to solve the nonlinear system at each time step. Implementation details are similar for other fully implicit time stepping methods. Interpolatory HDG can also be used with other time discretization approaches, such as implicit-explicit methods and adaptive time stepping approaches. Interpolatory HDG will provide the greatest computational savings for fully implicit methods. Even for a time stepping method that only solves one linear system per time step, the Interpolatory HDG can be used to avoid the numerical quadrature required by standard HDG at each time step.

To compare the standard HDG with the Interpolatory HDG, we suppose that the nonlinear term depends on \( u \) only, i.e., \( F(-q, u) = F(u) \). The case of a general nonlinearity \( F(-q, u) \) is treated in “Appendix A”. We only give details for the implementation in 2D; the implementation in 3D is similar.

Let \( N \) be a positive integer and define the time step \( \Delta t = T / N \). We denote the approximation of \((q_h(t), u_h(t), \hat{u}_h(t))\) by \((q^n_h, u^n_h, \hat{u}^n_h)\) at the discrete time \( t_n = n \Delta t \), for \( n = 0, 1, 2, \ldots, N \). For both the standard HDG and the Interpolatory HDG, we replace the time derivative \( \partial_t u_h \) in (4) by the backward Euler difference quotient
\[
\partial_t^+ u^n_h = \frac{u^n_h - u^{n-1}_h}{\Delta t}.
\]

This gives the following fully discrete method: find \((q^n_h, u^n_h, \hat{u}^n_h) \in V_h \times W_h \times M_h \) satisfying

\[
(q^n_h, r)_{\mathcal{T}_h} - (u^n_h, \nabla \cdot r)_{\mathcal{T}_h} + (\hat{u}^n_h, r \cdot n)_{\partial \mathcal{T}_h} = 0,
\]

\[
(\partial_t^+ u^n_h, w)_{\mathcal{T}_h} - (q^n_h, \nabla w)_{\mathcal{T}_h} + (\hat{q}^n_h \cdot n, w)_{\partial \mathcal{T}_h} + (F(-q^n_h, u^n_h), w)_{\mathcal{T}_h} = (f^n, w)_{\mathcal{T}_h},
\]

\[
(\hat{q}^n_h \cdot n, \mu)_{\partial \mathcal{T}_h \setminus \partial \mathcal{E}^h} = 0,
\]

\[
u^n_h = Pu_0,
\]

(8d)
for all \((r, w, \mu) \in V_h \times W_h \times M_h\) and \(n = 1, 2, \ldots, N\). In (8), \(f^n = f(\cdot, t_n)\) and the numerical trace for the flux on \(\partial \mathcal{T}_h\) is defined by

\[
\hat{q}_h^n \cdot n = q_h^n \cdot n + \tau (u_h^n - \hat{u}_h^n). \tag{9}
\]

The full Interpolatory HDG discretization only changes the nonlinear term \(F(-q_h^n, u_h^n)\) in (8b) into the elementwise interpolation \(I_h F(-q_h^n, u_h^n)\), i.e., (8b) is replaced by

\[
(\partial_t^+ u_h^n, w)_{\mathcal{T}_h} - (q_h^n, \nabla w)_{\mathcal{T}_h} + (\hat{q}_h^n \cdot n, w)_{\partial \mathcal{T}_h} + (I_h F(-q_h^n, u_h^n), w)_{\mathcal{T}_h} = (f^n, w)_{\mathcal{T}_h}. \tag{10}
\]

### 3.1 Standard HDG Implementation

After substituting (9) into (8a)–(8c) and integrating by parts, we have \((q_h^n, u_h^n, \hat{u}_h^n) \in V_h \times W_h \times M_h\) satisfies

\[
(q_h^n, r)_{\mathcal{T}_h} - (u_h^n, \nabla \cdot r)_{\mathcal{T}_h} + (\hat{u}_h^n, r \cdot n)_{\partial \mathcal{T}_h} = 0,
\]

\[
(\partial_t^+ u_h^n, w)_{\mathcal{T}_h} + (\nabla \cdot q_h^n, w)_{\mathcal{T}_h} + (\tau (u_h^n - \hat{u}_h^n), w)_{\partial \mathcal{T}_h} + (F(u_h^n), w)_{\mathcal{T}_h} = (f^n, w)_{\mathcal{T}_h},
\]

\[
(q_h^n \cdot n + \tau (u_h^n - \hat{u}_h^n), \mu)_{\partial \mathcal{T}_h \setminus e_h} = 0,
\]

\[
u_0^0 = P \nu_0,
\]

for all \((r, w, \mu) \in V_h \times W_h \times M_h\) and \(n = 1, 2, \ldots, N\).

At each time step \(t_n\) for \(1 \leq n \leq N\), given an initial guess \((q_h^{n(0)}, u_h^{n(0)}, \hat{u}_h^{n(0)})\), Newton’s method generates the sequence \((q_h^{n(m)}, u_h^{n(m)}, \hat{u}_h^{n(m)})\) for \(m = 1, 2, 3, \ldots\) by solving the sequence of linear problems

\[
(q_h^{n(m)}, r)_{\mathcal{T}_h} - (u_h^{n(m)}, \nabla \cdot r)_{\mathcal{T}_h} + (\hat{u}_h^{n(m)}, r \cdot n)_{\partial \mathcal{T}_h} = 0,
\]

\[
\frac{1}{\Delta t} \left( u_h^{n(m)} - u_h^{n(m-1)}, w \right)_{\mathcal{T}_h} + (\nabla \cdot q_h^{n(m)}, w)_{\mathcal{T}_h}
\]

\[
+ \left( \tau (u_h^{n(m)} - \hat{u}_h^{n(m)}), w \right)_{\partial \mathcal{T}_h} + \left( F(u_h^{n(m-1)}), w \right)_{\mathcal{T}_h}
\]

\[
- \left( F(u_h^{n(m-1)}), w \right)_{\mathcal{T}_h} = (f^n, w)_{\mathcal{T}_h},
\]

\[
(q_h^{n(m)} \cdot n + \tau (u_h^{n(m)} - \hat{u}_h^{n(m)}), \mu)_{\partial \mathcal{T}_h \setminus e_h} = 0,
\]

for all \((r, w, \mu) \in V_h \times W_h \times M_h\). When the iteration stops, we set \(u_h^n = u_h^{n(m)}\).

Assume \(V_h = \text{span}\{\phi_i\}_{i=1}^{N_1} \times \text{span}\{\phi_i\}_{i=1}^{N_1}, W_h = \text{span}\{\phi_i\}_{i=1}^{N_1}, \text{ and } M_h = \text{span}\{\psi_i\}_{i=1}^{N_2}\). Then

\[
q_{1h}^{n(m)} = \sum_{j=1}^{N_1} a_{j}^{n(m)} \phi_j, \quad q_{2h}^{n(m)} = \sum_{j=1}^{N_1} b_{j}^{n(m)} \phi_j, \quad q_{3h}^{n(m)} = \sum_{j=1}^{N_1} \gamma_{j}^{n(m)} \phi_j,
\]

\[
u_{h}^{n(m)} = \sum_{j=1}^{N_1} \nu_{j}^{n(m)} \phi_j, \quad \hat{u}_h^{n(m)} = \sum_{j=1}^{N_2} \xi_{j}^{n(m)} \psi_j. \tag{13}
\]
Substitute (13) into (12) and use the corresponding test functions to test (12), respectively, to obtain the matrix equation

\[
\begin{bmatrix}
A_1 & 0 & -A_2 & A_4 \\
0 & A_1 & -A_3 & A_5 \\
A_T^2 & A_T^2 & A_6 + \Delta t^{-1} A_1 + A_9^{n,(m)} & -A_7 \\
A_T^4 & A_T^4 & A_T^4 & -A_8
\end{bmatrix}
\begin{bmatrix}
\alpha^{n,(m)} \\
\beta^{n,(m)} \\
\gamma^{n,(m)} \\
\zeta^{n,(m)}
\end{bmatrix} =
\begin{bmatrix}
0 \\
0 \\
b^n \\
0
\end{bmatrix},
\tag{14}
\]

where \(\alpha^{n,(m)}, \beta^{n,(m)}, \gamma^{n,(m)}, \text{ and } \zeta^{n,(m)}\) are the coefficient vectors and

\[
A_1 = [(\phi_j, \phi_i)_{T_h}], \quad A_2 = [(\phi_j, \partial \phi_i / \partial y)_{T_h}], \quad A_3 = [(\phi_j, \partial \phi_i / \partial x)_{T_h}], \quad A_4 = [(\psi_j, \phi_i n_1)_{T_h}],
\]

\[
A_5 = [(\psi_j, \phi_i n_2)_{T_h}], \quad A_6 = [(\tau \phi_j, \phi_i)_{T_h}], \quad A_7 = [(\tau \psi_j, \phi_i)_{T_h}],
\]

\[
A_8 = [(\tau \psi_j, \psi_i)_{\partial T_h}], \quad b^n = [(f(t_n, \cdot), \phi_i)_{T_h}], \quad b^{n,(m)} = [(F(u_h^{n,(m-1)}, \phi_i)_{T_h}],
\]

\[
\begin{aligned}
b^n &= b^n + \Delta t^{-1} A_1 \gamma^{n-1} + A_9^{n,(m)} \ln{\gamma^{n,(m-1)}} - b^{n,(m)}, \\
A_9^{n,(m)} &= [(F'/(u_h^{n,(m-1)}) \phi_i, \phi_i)_{T_h}].
\end{aligned}
\]

We need to perform numerical quadrature to construct the matrix \(A_9^{n,(m)}\) at each time \(t_n\) and each step in the iteration, and then solve the linear system (14).

### 3.2 Interpolatory HDG Implementation

The full Interpolatory HDG discretization is to find \((q^n_h, u^n_h, \widehat{u}^n_h) \in V_h \times W_h \times M_h\) such that

\[
(q_h^n, r)_{T_h} - (u^n_h, \nabla \cdot r)_{T_h} + [\widehat{u}^n_h, r \cdot n]_{\partial T_h} = 0,
\]

\[
(\partial_t u^n_h, w)_{T_h} + (\nabla \cdot q^n_h, w)_{T_h} + (\tau (u^n_h - \widehat{u}^n_h), w)_{\partial T_h} + (\mathcal{I}_h F(u^n_h), w)_{T_h} = (f^n, w)_{T_h},
\]

\[
(q_h^n \cdot n + \tau (u^n_h - \widehat{u}^n_h), \mu)_{\partial T_h \setminus \partial \Omega} = 0,
\]

\[
u^n_h = Pu_0,
\]

for all \((r, w, \mu) \in V_h \times W_h \times M_h\) and \(n = 1, 2, \ldots, N\).

The only difference between the Interpolatory HDG and the standard HDG is in the nonlinear terms; the linear parts are the same. As indicated in Sect. 2.3, once we test using \(w = \phi_i\), we can express the Interpolatory HDG nonlinear term by the matrix-vector product

\[
[(\mathcal{I}_h F(u^n_h), \phi_i)_{T_h}] = A_1 \mathcal{F}(\gamma^n),
\]

where \(\mathcal{F}\) is defined by

\[
\mathcal{F}(\gamma^n) = [F(\gamma^n_1), F(\gamma^n_2), \ldots, F(\gamma^n_{N_1})]^T.
\]

Then the system (15) can be rewritten as

\[
\begin{bmatrix}
A_1 & 0 & -A_2 & A_4 \\
0 & A_1 & -A_3 & A_5 \\
A_T^2 & A_T^2 & A_6 + \Delta t^{-1} A_1 + A_9^{n,(m)} & -A_7 \\
A_T^4 & A_T^4 & A_T^4 & -A_8
\end{bmatrix}
\begin{bmatrix}
\alpha^n \\
\beta^n \\
\gamma^n \\
\zeta^n
\end{bmatrix} +
\begin{bmatrix}
0 \\
0 \\
b^n \\
0
\end{bmatrix},
\]

\[
\mathcal{F}(x_n) =
\begin{bmatrix}
0 \\
0 \\
b^n + \Delta t^{-1} A_1 \gamma^{n-1} \\
0
\end{bmatrix}.
\]

\[
\begin{bmatrix}
\alpha^n \\
\beta^n \\
\gamma^n \\
\zeta^n
\end{bmatrix} =
\begin{bmatrix}
0 \\
0 \\
b^n \\
0
\end{bmatrix},
\tag{18}
\]
i.e.,
\[ Mx_n + \mathcal{F}(x_n) = b_n. \] (19)

To apply Newton’s method to solve the nonlinear equations (19), define \( G : \mathbb{R}^{3N_1 + N_2} \rightarrow \mathbb{R}^{3N_1 + N_2} \) by
\[ G(x_n) = Mx_n + \mathcal{F}(x_n) - b_n. \] (20)

At each time step \( t_n \) for \( 1 \leq n \leq N \), given an initial guess \( x_n^{(0)} \), Newton’s method generates the sequence \( x_n^{(m)} \) for \( m = 1, 2, 3, \ldots \) by solving the sequence of linear problems
\[ x_n^{(m)} = x_n^{(m-1)} - \left[ G'(x_n^{(m-1)}) \right]^{-1} G(x_n^{(m-1)}), \] (21)
where the Jacobian matrix \( G'(x_n^{(m-1)}) \) is given by
\[ G'(x_n^{(m-1)}) = M + \mathcal{F}'(x_n^{(m-1)}). \] (22)

An excellent property of the interpolatory method is that we can explicitly compute \( \mathcal{F}'(x_n^{(m-1)}) \) by
\[ \mathcal{F}'(x_n^{(m-1)}) = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & A_{10}^{n,(m)} & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}, \]
where \( A_{10}^{n,(m)} \) is quickly and easily computed using sparse matrix operations by
\[ A_{10}^{n,(m)} = A_1 \text{diag}(\mathcal{F}'(\gamma^{n,(m)})). \]

We can rewrite Eq. (21) as
\[ \begin{bmatrix} A_1 & 0 & -A_2 & A_4 \\ 0 & A_1 & -A_3 & A_5 \\ A_7^T & A_5^T & A_6 + \Delta t^{-1} A_1 + A_{10}^{n,(m)} & -A_7 \\ A_4^T & A_2^T & A_6^T & -A_8 \end{bmatrix} \begin{bmatrix} \alpha_n^{n,(m)} \\ \beta_n^{n,(m)} \\ \gamma_n^{n,(m)} \\ \zeta_n^{n,(m)} \end{bmatrix} = \tilde{b}, \] (23)
where
\[ \tilde{b} = G'(x_n^{(m-1)})x_n^{(m-1)} - G(x_n^{(m-1)}). \] (24)

Remark 2  The global matrix does need to be updated at each time step and each iteration; however, the Jacobian matrix can be obtained simply by multiplying \( A_1 \) by \( \text{diag}(\mathcal{F}'(\gamma^{n,(m)})) \). Therefore, the computation is reduced greatly compared to standard HDG.

### 3.3 Local Solver

One of the main advantages of the HDG methods compared to other DG methods is that we can locally eliminate the unknowns \( \alpha_n^{n,(m)} \), \( \beta_n^{n,(m)} \) and \( \gamma_n^{n,(m)} \) from the large system of equations (14). Let us show how to carry out the local elimination for equations of the Interpolatory HDG method.
The system (23) can be rewritten as
\[
\begin{bmatrix}
 B_1 & -B_2 & B_3 \\
 B_2^T & B_4 & -B_5 \\
 B_3^T & B_5^T & B_6
\end{bmatrix}
\begin{bmatrix}
 x \\
 y \\
 z
\end{bmatrix}
=\begin{bmatrix}
 b_1 \\
 b_2 \\
 b_3
\end{bmatrix},
\] (25)

where \( x = [\alpha n^{(m)}; \beta n^{(m)}], y = \gamma n^{(m)}, z = \zeta n^{(m)}, \tilde{b} = [b_1; b_2; b_3], \) and \( \{B_i\}_{i=1}^6 \) are the corresponding blocks of the coefficient matrix in (23). The system (25) is equivalent to following equations:
\[
\begin{align*}
B_1 x - B_2 y + B_3 z &= b_1, \quad (26a) \\
B_2^T x + B_4 y - B_5 z &= b_2, \quad (26b) \\
B_3^T x + B_5^T y + B_6 z &= b_3. \quad (26c)
\end{align*}
\]

We efficiently solve (26a) and (26b) to express \( x \) and \( y \) in terms of \( z \).

To do this, note that since \( V_h \) and \( W_h \) are discontinuous finite element spaces the matrices \( B_1 \) and \( B_4 \) are both block diagonal with small blocks. Therefore, these matrices can be easily inverted, and the inverses are also block diagonal with small blocks. Furthermore, \( B_1 \) and \( B_1^{-1} \) are both positive definite. Also introduce
\[
Q = B_2^T B_1^{-1} B_2 + B_4.
\]

As mentioned above, \( B_1 \) is block diagonal with small blocks and therefore it is easy to invert. The matrix \( B_2 \) not block diagonal; however, \( B_2 = [A_2, A_3]^T \) and \( A_2 \) and \( A_3 \) are both block diagonal with small blocks. Therefore, \( Q \) is block diagonal with small blocks and is easily inverted. Also, since \( B_4 = A_6 + \Delta t^{-1} A_1 + A_{10}^{n,(m)} \) and both \( A_1 \) and \( A_6 \) are positive definite, \( Q \) is guaranteed to be invertible if \( \Delta t \) is small enough or if \( F'(\gamma) \geq 0 \) for any \( \gamma \).

Now solve (26a) and (26b) to obtain
\[
\begin{align*}
x &= B_1^{-1} B_2 Q^{-1} \left( (B_5 + B_2^T B_1^{-1} B_3) z + b_2 - B_2^T B_1^{-1} b_1 \right) - B_1^{-1} B_3 z + B_1^{-1} b_1 \\
&=: \tilde{B}_1 z + \tilde{b}_1, \quad (27)
\end{align*}
\]
\[
\begin{align*}
y &= Q^{-1} \left( (B_5 + B_2^T B_1^{-1} B_3) z + b_2 - B_2^T B_1^{-1} b_1 \right) \\
&=: \tilde{B}_2 y'' + \tilde{b}_2. \quad (28)
\end{align*}
\]

Then insert \( x \) and \( y \) into (26c) to obtain the final system only involving \( z \)
\[
(B_3^T \tilde{B}_1 + B_5^T \tilde{B}_2 + B_6) z = b_3 - B_3^T \tilde{b}_1 - B_5^T \tilde{b}_2. \quad (29)
\]

**Remark 3** For HDG methods, the standard approach is to first compute the local solver independently on each element and then assemble the global system. The process we follow here is to first assemble the global system and then reduce its dimension by simple block-diagonal algebraic operations. The two approaches are equivalent.

Equations (27)–(28) say we can express the approximate scalar state variable and flux in terms of the approximate traces on the element boundaries. The global equation (29) only involves the approximate traces. Therefore, the high number of globally coupled degrees of freedom in the HDG method is significantly reduced. This is an excellent feature of HDG methods.
4 Error Analysis

Next, we carry out an error analysis of the Interpolatory HDG method. In this first work on Interpolatory HDG, we assume the nonlinearity is globally Lipschitz, i.e., there is a constant $L > 0$ such that

$$|F(q, u) - F(r, v)|^2_R \leq L (|q - r|_{R^d}^2 + |u - v|_{R^d}^2)$$

(30)

for all $q, r \in \mathbb{R}^d$ and $u, v \in \mathbb{R}$. It would be interesting to investigate less restrictive assumptions on the nonlinearity; we leave this to be considered elsewhere.

We assume the solution of the PDE (1) exists and is unique for $t \in [0, T]$. We also assume the standard and the Interpolatory HDG equations have unique solutions on $[0, T]$.

We assume the mesh is uniformly shape regular. Furthermore, for both methods we assume

$$\mathrm{supp}(\phi) \subset \tau \subset \Omega$$

and seminorm $|\cdot|_{m, p, \Omega}$.

We define $\mathcal{K}_h$ as the set of all affine $d$-simplices $K \in \mathcal{T}_h$ and $\mathcal{F}_h$ the set of all faces of such $K$.

We begin by introducing the projection operator $\Pi \mathcal{K}_h(q, u) := (\Pi \mathcal{K}_h \mathcal{q}, \Pi \mathcal{K}_h \mathcal{u})$ defined in [12], where $\Pi \mathcal{q}$ and $\Pi \mathcal{u}$ denote components of the projection of $\mathcal{q}$ and $\mathcal{u}$ into $\mathcal{V}_h$ and $\mathcal{W}_h$, respectively. The value of the projection on each element $\mathcal{K} \in \mathcal{T}_h$ is determined by requiring that the components satisfy the equations

$$\langle \Pi \mathcal{q} \cdot n + \tau \Pi \mathcal{u}, \mu \rangle_e = \langle \mathcal{q} \cdot n, \mu \rangle_e, \quad \forall \mu \in \mathcal{P}^k(e),$$

(31c)

for all faces $e$ of the simplex $\mathcal{K}$. If $k = 0$, then (31a) and (31b) are meaningless and $\Pi \mathcal{K}_h$ is defined solely by (31c). We also need $\mathcal{P}_M$, the standard $L^2$-orthogonal projection into $\mathcal{M}_h$, which satisfies

$$\langle \mathcal{P}_M \mathcal{y} - \gamma, \mu \rangle_e = 0, \quad \forall \mu \in \mathcal{M}_h.$$  

(32)

The following lemma was established in [12] and provides the approximation properties of the projection operator (31).

**Lemma 1** Suppose $k \geq 0$, $\tau |_{\partial \mathcal{K}}$ is nonnegative and $\tau_{\mathcal{K}}^{\max} := \max \tau |_{\partial \mathcal{K}} > 0$. Then the system (31) is uniquely solvable for $\Pi \mathcal{q}$ and $\Pi \mathcal{u}$ and, in particular, $\Pi \mathcal{u}$ is uniquely solvable for $\Pi \mathcal{q}$, $\Pi \mathcal{u}$ in $[0, k]$. Here $\tau_{\mathcal{K}}^{\max} := \max \tau |_{\partial \mathcal{K} \setminus F}$, where $F$ is a face of $\mathcal{K}$ at which $\tau |_{\partial \mathcal{K}}$ is maximum.
The second auxiliary operator comes from standard FE theory. Indeed, we have the following interpolation error estimates [1].

**Lemma 2** Suppose $k \geq 0$. If $w \in C(\bar{K}) \cap H^{k+1}(K)$ and $r \in [C(\bar{K})]^d \cap [H^{k+1}(K)]^d$, then there exists a constant $C$ independent of $K \in \mathcal{T}_h$ such that

$$\| w - I_h w \|_K \leq C h^{k+1} \| w \|_{k+1,K},$$  \hfill (35)

$$\| r - I_h r \|_K \leq C h^{k+1} \| r \|_{k+1,K}.\hfill (36)$$

### 4.2 Main Results

We can now state our main result for the Interpolatory HDG method.

**Theorem 1** For all $0 < t \leq T$, the solution $(q_h, u_h)$ of the Interpolatory HDG equations satisfy

$$\| q(t) - q_h(t) \|_{T_h}^2 \leq C \| (\Pi V q - q)(0) \|_{T_h}^2 + C \int_0^t \left( \| F(-q,u) - I_h F(-q,u) \|_{T_h}^2 + \| \Pi_W u_t - u_t \|_{T_h}^2 + \| \Pi V q_t - q_t \|_{T_h}^2 + \| \Pi V q - q \|_{T_h}^2 \right),$$

$$\| u(t) - u_h(t) \|_{T_h}^2 \leq C \int_0^t \left( \| F(-q,u) - I_h F(-q,u) \|_{T_h}^2 + \| \Pi_W u_t - u_t \|_{T_h}^2 + \| \Pi V q - q \|_{T_h}^2 \right).$$

The error bounds for the standard HDG method are obtained when we replace the interpolation operator $I_h$ by the identity. By Lemmas 1, 2, and Theorem 1, we can easily obtain convergence rates for smooth solutions.

**Corollary 1** If $u, q,$ and $F(-q,u)$ are sufficiently smooth for $t \in [0, T]$, then for all $0 < t \leq T$ the solution $(q_h, u_h)$ of the Interpolatory HDG equations satisfy

$$\| q(t) - q_h(t) \|_{T_h} \leq C h^{k+1},$$

$$\| u(t) - u_h(t) \|_{T_h} \leq C h^{k+1}.$$ 

### 5 Proof of the Error Estimates

Here, we prove the main result for the Interpolatory HDG method, Theorem 1. Our proof relies on techniques used in [3,33,36]. We proceed in several steps.

#### 5.1 Step 1: Equations for the Projection of the Errors

**Lemma 3** For $\epsilon_h = \Pi V q - q_h$, $\epsilon_h^u = \Pi_W u - u_h$, and $\epsilon_h^\tau = P_M u - \tilde{u}_h$, we have

$$\langle \epsilon_h, r \rangle_{T_h} - \langle \epsilon_h^u, \nabla \cdot r \rangle_{T_h} + \langle \epsilon_h^\tau, r \cdot n \rangle_{\partial T_h} = (\Pi V q - q, r)_{T_h},\hfill (37a)$$
(\partial_t \epsilon_h^u, w)_{\mathcal{T}_h} - (\epsilon_h^q \nabla w)_{\mathcal{T}_h} + \langle \tilde{\epsilon}_h \cdot n, w \rangle_{\partial \mathcal{T}_h} \\
+ (F(-q, u) - \mathcal{T}_h F(-q_h, u_h), w)_{\mathcal{T}_h} = (\Pi_W u_t - u_t, w)_{\mathcal{T}_h}, \\
\langle \tilde{\epsilon}_h^q \cdot n, \mu \rangle_{\partial \mathcal{T}_h \setminus \mathcal{H}_h^3} = 0, \\
\epsilon_h^q|_{t=0} = 0, \\
\langle \tau(P_M u - u - \tilde{\epsilon}_h^q), \mu \rangle_{\partial \mathcal{T}_h} = 0 \quad \text{for all } \mu \in M_h \\
\text{for all } (r, w, \mu) \in V_h \times W_h \times M_h, \text{ where} \\
\epsilon_h^q \cdot n = \epsilon_h^q \cdot n + \tau(\epsilon_h^u - \epsilon_h^q) \quad \text{on } \partial \mathcal{T}_h.

\textbf{Proof} \quad \text{Let us begin by noting that the exact solution } (q, u) \text{ satisfies} \\
(q, r)_{\mathcal{T}_h} - (u, \nabla \cdot r)_{\mathcal{T}_h} + \langle u, r \cdot n \rangle_{\partial \mathcal{T}_h} = 0, \\
u_t, w)_{\mathcal{T}_h} - (q, \nabla w)_{\mathcal{T}_h} + \langle q \cdot n, w \rangle_{\partial \mathcal{T}_h} + (F(-q, u), w)_{\mathcal{T}_h} = (f, w)_{\mathcal{T}_h},

\text{for all } r \in V_h \text{ and } w \in W_h. \text{ Since } P_M \text{ is the } L^2\text{-projection into } M_h, \text{ it satisfies the orthogonality property} \\
\langle \tau(P_M u - u - \tilde{\epsilon}_h^q), \mu \rangle_{\partial \mathcal{T}_h} = 0 \quad \text{for all } \mu \in M_h

\text{(39)}

\text{because } \tau \text{ is piecewise constant on } \partial \mathcal{T}_h. \text{ By this orthogonality property and the orthogonality properties } (31a) \text{ and } (31b) \text{ of } \Pi_V \text{ and } \Pi_W, \text{ respectively, we have} \\
(P_V q, r)_{\mathcal{T}_h} - (\Pi_W u, \nabla \cdot r)_{\mathcal{T}_h} + \langle P_M u, r \cdot n \rangle_{\partial \mathcal{T}_h} = (P_V q - q, r)_{\mathcal{T}_h}, \\
(P_W u_t, w)_{\mathcal{T}_h} - (P_V q, \nabla w)_{\mathcal{T}_h} + (F(-q, u), w)_{\mathcal{T}_h} + \langle P_V q \cdot n + \tau(\Pi_W u - P_M u), w \rangle_{\partial \mathcal{T}_h} = (P_W u_t - u_t + f, w)_{\mathcal{T}_h},

\text{for all } r \in V_h \text{ and } w \in W_h. \text{ Subtracting the first two equations defining the HDG method, } \\
(4a) \text{ and } (6), \text{ from the above two equations, respectively, we readily obtain } (37a) \text{ and } (37b). \\
\text{To prove } (37c) \text{ we proceed as follows. By the definition of } \tilde{\epsilon}_h^q \text{ in } (38), \\
\langle \tilde{\epsilon}_h^q \cdot n, \mu \rangle_{\partial \mathcal{T}_h \setminus \mathcal{H}_h^3} = \langle (P_V q - q_h) \cdot n + \tau(\Pi_W u - u_h - P_M u + \tilde{u}_h), \mu \rangle_{\partial \mathcal{T}_h \setminus \mathcal{H}_h^3}.

\text{Hence, by the orthogonality property } (31c) \text{ of the projection } P_V, P_W \text{ and property } (39) \text{ of} \\
\text{the projection } P_M, \text{ we obtain} \\
\langle \tilde{\epsilon}_h^q \cdot n, \mu \rangle_{\partial \mathcal{T}_h \setminus \mathcal{H}_h^3} = \langle (q - q_h) \cdot n + \tau(u - u_h - u + \tilde{u}_h), \mu \rangle_{\partial \mathcal{T}_h \setminus \mathcal{H}_h^3} \\
= \langle q \cdot n, \mu \rangle_{\partial \mathcal{T}_h \setminus \mathcal{H}_h^3} - \langle \tilde{q}_h \cdot n, \mu \rangle_{\partial \mathcal{T}_h \setminus \mathcal{H}_h^3},

\text{and Eq. } (37c) \text{ follows since both of the above terms are zero. Indeed, the first is equal to} \\
\text{zero because } q \text{ is in } H(\text{div}, \Omega) \text{ and the second because the normal component of } q_h \text{ is} \\
\text{single-valued by equation } (4c) \text{ defining the HDG method.} \\
\text{It remains to prove Eq. } (37d). \text{ By Eq. } (5) \text{ defining the HDG method, } u_h|_{t=0} = Pu_0 = \\
\Pi_W u_0, \text{ and so} \\
\epsilon_h^u|_{t=0} = \Pi_W u_0 - u|_{t=0} = \Pi_W u_0 - \Pi_W u_0 = 0.

\text{This completes the proof.} \square
5.2 Step 2: Estimate of $\varepsilon_h^u$ in $L^\infty(L^2)$ by an Energy Argument

**Lemma 4** For any $t > 0$, we have

$$
\frac{1}{2} \| \varepsilon_h^u(t) \|_{T_h}^2 + \int_0^t \left( \| \varepsilon_h^q \|_{T_h}^2 + \| \sqrt{\tau} (\varepsilon_h^u - \varepsilon_h^\alpha) \|_{\partial T_h}^2 \right) dt = \int_0^t (\Pi v q - q, \varepsilon_h^q)_{T_h} + (\Pi W u_t - u_t, \varepsilon_h^u)_{T_h} - (F(-q, u) - T_h F(-q_h, u_h), \varepsilon_h^u)_{T_h}.
$$

**Proof** Taking $r = \varepsilon_h^q$ in (37a), $w = \varepsilon_h^u$ in (37b), $\mu = -\varepsilon_h^\alpha$ in (37c), adding the resulting three equations, and noting that $\mu = 0$ on $\varepsilon_h^\alpha$, we obtain

$$
\frac{1}{2} \frac{d}{dt} \| \varepsilon_h^u \|_{T_h}^2 + \| \varepsilon_h^q \|_{T_h}^2 + \Theta = (\Pi v q - q, \varepsilon_h^q)_{T_h} + (\Pi W u_t - u_t, \varepsilon_h^u)_{T_h} - (F(-q, u) - T_h F(-q_h, u_h), \varepsilon_h^u)_{T_h},
$$

where

$$
\Theta = - (\varepsilon_h^u, \nabla \cdot \varepsilon_h^q)_{T_h} + (\varepsilon_h^\alpha, \varepsilon_h^q \cdot n)_{\partial T_h} - (\varepsilon_h^q, \nabla \varepsilon_h^u)_{T_h} + (\varepsilon_h^q \cdot n + \tau (\varepsilon_h^u - \varepsilon_h^\alpha), \varepsilon_h^u)_{\partial T_h} - (\varepsilon_h^q \cdot n + \tau (\varepsilon_h^u - \varepsilon_h^\alpha), \varepsilon_h^\alpha)_{\partial T_h} = \langle \tau (\varepsilon_h^u - \varepsilon_h^\alpha), \varepsilon_h^u - \varepsilon_h^\alpha \rangle_{\partial T_h}.
$$

Here, we used the definition of $\varepsilon_h^\alpha$ in (38) and integrated by parts. The desired identity follows after integrating in time over the interval $(0, t)$ and using the fact that $\varepsilon_h^u(0) = 0$ by (37d). \hfill \Box

5.3 Step 3: Norms Associated to the Interpolation Operator $I_h$

To estimate the error in the nonlinear term in the Interpolatory HDG method, we utilize the following auxiliary norms on $C(T_h) = \{ v \in L^2(\Omega), v|_K \in C(K) \}$,

$$
\| w \|_h = \left[ \sum_{K \in T_h} \sum_{i=1}^{d} |w(\xi^K_i)|^2 h_K^d \right]^{1/2}, \quad \| r \|_h = \left[ \sum_{K \in T_h} \sum_{i=1}^{d} \sum_{s=1}^{d} |r_s(\xi^K_i)|^2 h_K^d \right]^{1/2}, \quad (40)
$$

for any $w \in C(T_h)$ and $r \in [C(T_h)]^d$, where $r_s$ is the $s$th component of $r$ and $\{\xi^K_i\}$ are the FE nodes as in Sect. 2.3. Here, $h_K$ denotes the diameter of the element $K$. These norms are very similar to the auxiliary norms on continuous FE spaces introduced in [33,36]. The following lemma is fundamental for our analysis.

**Lemma 5** There exist two positive constants $c_1$ and $c_2$ independent of $h$ such that

$$
c_1 \| w \|_h \leq \| w \|_{I_h} \leq c_2 \| w \|_h, \quad (41)
$$

$$
c_1 \| r \|_h \leq \| r \|_{I_h} \leq c_2 \| r \|_h, \quad (42)
$$

for all $w \in W_h$ and $r \in V_h$.

The proof of this lemma is essentially given in [33]; we provide the details for the sake of completeness.
Proof We only prove the first inequality; the second is similar. Let \( \hat{K} \) be a reference element and let \( P^k(\hat{K}) \) be the space of polynomials of degree up to \( k \) defined on \( \hat{K} \). Since \( P^k(\hat{K}) \) is finite dimensional, there exist positive constants \( \hat{c}_1 \) and \( \hat{c}_2 \) depending only on \( k \) such that

\[
\hat{c}_1 \sum_{i=1}^{n} |p(\xi_i^k)|^2 \leq \int_{\hat{K}} |p|^2 \leq \hat{c}_2 \sum_{i=1}^{n} |p(\xi_i^k)|^2,
\]

for all \( p \in P^k(\hat{K}) \), where \( (\xi_i^k)_{i=1}^{n} \) are the nodal points on the reference element.

Now for \( K \in T_h \), let \( w \in W_h(K) \) and set \( x = F \circ \hat{x} = B \hat{x} + b \), where \( F \) is the affine mapping from the reference element to \( K \). Since \( w|_K \circ F \in P^k(\hat{K}) \), we obtain that

\[
\hat{c}_1 \sum_{i=1}^{\ell_K} |w(\xi_i^K)|^2 \leq |\text{det}B|^{-1} \int_{K} |w|^2 \leq \hat{c}_2 \sum_{i=1}^{\ell_K} |w(\xi_i^K)|^2.
\]

Since the mesh is uniformly shape regular, there exist positive constants \( \hat{c}_3 \) and \( \hat{c}_4 \) depending only on the regularity constant of the mesh such that \( \hat{c}_3 h_K^d \leq |\text{det}B| \leq \hat{c}_4 h_K^d \). This implies that

\[
\hat{c}_1 \hat{c}_3 \sum_{i=1}^{\ell_K} |w(\xi_i^K)|^2 h_K^d \leq \int_{K} |w|^2 \leq \hat{c}_2 \hat{c}_4 \sum_{i=1}^{\ell_K} |w(\xi_i^K)|^2 h_K^d,
\]

and the result follows with \( c_1^2 := \hat{c}_1 \hat{c}_3 \) and \( c_2^2 := \hat{c}_2 \hat{c}_4 \). This completes the proof. \( \square \)

5.4 Step 4: Estimate of the Nonlinear Term

The crucial component in the analysis is estimating the error in the nonlinear term. We decompose \( F(-q, u) - I_h F(-q_h, u_h) \) as

\[
F(-q, u) - I_h F(-q_h, u_h) = F(-q, u) - I_h F(-q, u) + I_h F(-q, u) - I_h F(-\Pi_v q, \Pi_w u) + I_h F(-\Pi_v q, \Pi_w u) - I_h F(-q_h, u_h) =: R_1 + R_2 + R_3.
\]

The first term \( R_1 \) can be bounded by the standard FE interpolation error \( (35) \) in Lemma 2 due to the smoothness assumption for \( F(-q, u) \). For the terms \( R_2 \) and \( R_3 \), we have the following estimates.

**Lemma 6** We have

\[
\|I_h(F(-q, u) - I_h F(-\Pi_v q, \Pi_w u))\|_{\tau_h} \leq \frac{Lc_2}{c_1} (\|\Pi_v q - q\|_{\tau_h} + \|q - I_h q\|_{\tau_h}) + \frac{Lc_2}{c_1} (\|\Pi_w u - u\|_{\tau_h} + \|u - I_h u\|_{\tau_h}),
\]

and

\[
\|I_h(F(-\Pi_v q, \Pi_w u) - I_h F(-q_h, u_h))\|_{\tau_h} \leq \frac{Lc_2}{c_1} (\|\Pi_v q - q_h\|_{\tau_h} + \|\Pi_w u - u_h\|_{\tau_h}).
\]

**Proof** We prove the first inequality; the second is similar. From inequality \( (41) \) in Lemma 5, we have

\[
\|I_h(F(-q, u) - I_h F(-\Pi_v q, \Pi_w u))\|_{\tau_h} \leq c_2 \|I_h(F(-q, u) - I_h F(-\Pi_v q, \Pi_w u))\|_{\tau_h}.
\]
= c_2\|F(-q, u) - F(-\Pi_V q, \Pi_W u)\|_h \\
\leq Lc_2(\|\Pi_V q - q\|_h + \|\Pi_W u - u\|_h) \\
= Lc_2(\|\Pi_V q - \mathcal{I}_h q\|_h + \|\Pi_W u - \mathcal{I}_h u\|_h) \\
\leq \frac{Lc_2}{c_1}(\|\Pi_V q - q\|_{I_h} + \|q - \mathcal{I}_h q\|_{I_h} + \|\Pi_W u - u\|_{I_h} + \|u - \mathcal{I}_h u\|_{I_h}).
\]

□

To prove the main result for the Interpolatory HDG method, we use the following integral Gronwall inequality, which can be found in [31].

**Lemma 7** Let \( f, g, h \) be piecewise continuous nonnegative functions defined on \((a, b)\). If \( g \) is nondecreasing and there is a positive constant \( C \) independent of \( t \) such that

\[
\forall t \in (a, b), \quad f(t) + h(t) \leq g(t) + C \int_a^t f(s)ds,
\]

then

\[
\forall t \in (a, b), \quad f(t) + h(t) \leq e^{C(t-a)}g(t).
\]

**5.5 Step 5: Estimate of \( \epsilon_h^u \)**

**Theorem 2** We have

\[
\|\epsilon_h^u(t)\|_{I_h}^2 + \int_0^t (\|\epsilon_h^q\|_{I_h}^2 + 2\|\sqrt{\tau}(\epsilon_h^u - \bar{\epsilon}_h^u)\|_{I_h}^2) \leq e^{\mathcal{L}t} \int_0^t \mathcal{M},
\]

where

\[
\mathcal{M} = \|F(-q, u) - \mathcal{I}_h F(-q, u)\|_{I_h}^2 + \|\Pi_W u_t - u_t\|_{I_h}^2 + 2\|\Pi_V q - q\|_{I_h}^2 \\
+ \frac{4L^2c_2^2}{c_1^2} (\|\Pi_V q - q\|_{I_h}^2 + \|\Pi_W u - u\|_{I_h}^2 + \|\mathcal{I}_h q - q\|_{I_h}^2 + \|\mathcal{I}_h u - u\|_{I_h}^2),
\]
\[
\mathcal{L} = \frac{2Lc_2}{c_1} + \frac{2L^2c_2^2}{c_1^2} + 3.
\]

**Proof** Apply the Cauchy–Schwarz inequality to each term of the right-hand side of the identity in Lemma 4 to get

\[
(\Pi_V q, \epsilon_h^q)_{I_h} \leq \|\Pi_V q - q\|_{I_h}^2 + \frac{1}{4}\|\epsilon_h^q\|_{I_h}^2,
\]
\[
(\Pi_W u_t - u_t, \epsilon_h^u)_{I_h} \leq \frac{1}{2}\|\Pi_W u_t - u_t\|_{I_h}^2 + \frac{1}{2}\|\epsilon_h^u\|_{I_h}^2,
\]
\[
(F(-q, u) - \mathcal{I}_h F(-q, u), \epsilon_h^u)_{I_h} \leq \left(1 + \frac{Lc_2}{c_1} + \frac{L^2c_2^2}{c_1^2}\right)\|\epsilon_h^u\|_{I_h}^2 + \frac{1}{4}\|\epsilon_h^q\|_{I_h}^2 + \mathcal{N},
\]

where
\[ N = \frac{1}{2}\| F(-q, u) - \mathcal{I}_h F(-q, u) \|_{T_h}^2 \]
\[ + \frac{2L^2 c^2}{c_1^2} (\| \Pi V q - q \|_{T_h}^2 + \| \Pi W u - u \|_{T_h}^2 + \| \mathcal{I}_h q - q \|_{T_h}^2 + \| \mathcal{I}_h u - u \|_{T_h}^2) . \]

Lemma 4 implies
\[ \| \varepsilon_h^u(t) \|^2_{T_h} + \int_0^t (\| \varepsilon_h^u \|^2_{T_h} + 2\| \sqrt{\varepsilon_h^u(t) - \varepsilon_h^u(0)} \|^2_{\partial T_h}) \leq \int_0^t \mathcal{M} + \mathcal{L} \int_0^t \| \varepsilon_h^u(t) \|^2_{T_h}, \]

where
\[ \mathcal{M} = 2N + \| \Pi W u_t - u_t \|_{T_h}^2 + 2\| \Pi V q - q \|_{T_h}^2 \]
\[ = \| F(-q, u) - \mathcal{I}_h F(-q, u) \|_{T_h}^2 + \| \Pi W u_t - u_t \|_{T_h}^2 + 2\| \Pi V q - q \|_{T_h}^2 \]
\[ + \frac{4L^2 c^2}{c_1^2} (\| \Pi V q - q \|_{T_h}^2 + \| \Pi W u - u \|_{T_h}^2 + \| \mathcal{I}_h q - q \|_{T_h}^2 + \| \mathcal{I}_h u - u \|_{T_h}^2) , \]
\[ \mathcal{L} = \frac{2Lc_2}{c_1} + \frac{2L^2 c^2}{c_1^2} + 3. \]

The integral Gronwall inequality in Lemma 7 gives the result.

### 5.6 Step 6: Estimate of $\varepsilon_h^q$ in $L^\infty(L^2)$ by an Energy Argument

**Theorem 3** We have
\[ \| \varepsilon_h^q(t) \|^2_{T_h} + \int_0^t \| \varepsilon_h^q(t) \|^2_{\partial T_h} \leq C \left( \| \Pi V q - q \|_{T_h}^2 + \int_0^t \mathcal{G} \right) . \]

where
\[ \mathcal{G} = \| F(-q, u) - \mathcal{I}_h F(-q, u) \|_{T_h}^2 + \| \Pi V q_t - q_t \|_{T_h}^2 + \| \Pi W u_t - u_t \|_{T_h}^2 \]
\[ + \| \Pi V q - q \|_{T_h}^2 + \| \Pi W u - u \|_{T_h}^2 + \| \mathcal{I}_h q - q \|_{T_h}^2 + \| \mathcal{I}_h u - u \|_{T_h}^2 . \]

**Proof** To prove this result, we use a slightly different set of equations for the projection of the errors than the equations in Lemma 3. We keep all of the error equations except (37a), which we replace by the equation obtained by differentiating (37a) with respect to time:
\[ (\partial_t \varepsilon_h^q, r)_{T_h} - (\partial_t \varepsilon_h^u, \nabla \cdot r)_{T_h} + (\partial_t \varepsilon_h^q, r \cdot n)_{\partial T_h} = (\Pi V q_t - q_t, r)_{T_h}, \] (44a)
\[ (\partial_t \varepsilon_h^u, w)_{T_h} - (\varepsilon_h^q, \nabla w)_{T_h} + (\varepsilon_h^q \cdot n, w)_{\partial T_h} + (F(-q, u) - \mathcal{I}_h F(-q, u), w)_{T_h} = (\Pi W u_t - u_t, w)_{T_h}, \] (44b)
\[ \langle \varepsilon_h^q \cdot n, \mu \rangle_{\partial T_h \setminus \mathcal{E}_h} = 0, \] (44c)
\[ \varepsilon_h^u|_{t=0} = 0, \] (44d)
for all $(r, w, \mu) \in V_h \times W_h \times M_h$, where $\varepsilon_h^q \cdot n = \varepsilon_h^q \cdot n + \tau(\varepsilon_h^u - \varepsilon_h^u)$ on $\partial T_h$.

Next, take $r = \varepsilon_h^q$ in (44a), $w = \partial_t \varepsilon_h^u$ in (44b), and $\mu = -\partial_t \varepsilon_h^u$ in (44c) to obtain
\[ \| \partial_t \varepsilon_h^u \|^2_{T_h} + (\partial_t \varepsilon_h^q, \varepsilon_h^q)_{T_h} + \Theta = (\Pi V q_t - q_t, \varepsilon_h^q)_{T_h} + (\Pi W u_t - u_t, \partial_t \varepsilon_h^u)_{T_h} \]
\[ - (F(-q, u) - \mathcal{I}_h F(-q, u), \partial_t \varepsilon_h^u)_{T_h} , \]

\[ \mathcal{G} = \| F(-q, u) - \mathcal{I}_h F(-q, u) \|_{T_h}^2 + \| \Pi V q_t - q_t \|_{T_h}^2 + \| \Pi W u_t - u_t \|_{T_h}^2 \]
\[ + \| \Pi V q - q \|_{T_h}^2 + \| \Pi W u - u \|_{T_h}^2 + \| \mathcal{I}_h q - q \|_{T_h}^2 + \| \mathcal{I}_h u - u \|_{T_h}^2 . \]
where

\[\Theta = - (\partial_t \varepsilon_h^u, \nabla \cdot \varepsilon_h^q)_{T_h} + (\partial_t \varepsilon_h^a, \varepsilon_h^q \cdot n)_{\partial T_h} - (\varepsilon_h^q, \nabla (\partial_t \varepsilon_h^u))_{T_h} + (\varepsilon_h^q \cdot n, \partial_t \varepsilon_h^u)_{\partial T_h} - (\varepsilon_h^q \cdot n, \partial_t \varepsilon_h^a)_{\partial T_h} = \tau (\varepsilon_h^u - \varepsilon_h^a, \partial_t \varepsilon_h^u - \partial_t \varepsilon_h^a)_{\partial T_h}.\]

Here, we used the definition of \(\varepsilon_h^a\) in (38) and integrated by parts. Integrating in time over the interval \((0, t)\) gives the following identity:

\[
\frac{1}{2} \left[ \| \varepsilon_h^q(t) \|^2_{T_h} + \| \sqrt{\tau} (\varepsilon_h^u(t) - \varepsilon_h^a(t)) \|^2_{\partial T_h} \right] + \int_0^t \| \partial_t \varepsilon_h^u \|^2_{T_h} \\
= \frac{1}{2} \left[ \| \varepsilon_h^q(0) \|^2_{T_h} + \| \sqrt{\tau} (\varepsilon_h^u(0) - \varepsilon_h^a(0)) \|^2_{\partial T_h} \right] \\
+ \int_0^t (\Pi \varepsilon_q \cdot q - \varepsilon_h^q)_{T_h} + (\Pi W u_t - u_t, \partial_t \varepsilon_h^u)_{T_h} \\
- \int_0^t (F(\varepsilon, u) - \mathcal{I}_h F(\varepsilon_q, u_h), \partial_t \varepsilon_h^u)_{T_h}.
\]

Applying the Cauchy–Schwarz inequality to each term of the right-hand side of the above identity gives

\[
(\Pi \varepsilon_q \cdot q - \varepsilon_h^q)_{T_h} \leq \frac{1}{2} \| \Pi \varepsilon_q \cdot q - \varepsilon_h^q \|^2_{T_h} + \frac{1}{2} \| \varepsilon_h^q \|^2_{T_h},
\]

\[
(\Pi W u_t - u_t, \partial_t \varepsilon_h^u)_{T_h} \leq \| \Pi W u_t - u_t \|^2_{T_h} + \frac{1}{4} \| \partial_t \varepsilon_h^u \|^2_{T_h},
\]

\[
(F(\varepsilon, u) - \mathcal{I}_h F(\varepsilon_q, u_h), \partial_t \varepsilon_h^u)_{T_h} \leq \frac{3}{4} \| \partial_t \varepsilon_h^u \|^2_{T_h} + \frac{2L^2c_2^2}{c_1}(\| \varepsilon_h^u \|^2_{T_h} + \| \varepsilon_h^q \|^2_{T_h}) + \mathcal{K},
\]

where

\[
\mathcal{K} = \| F(-\varepsilon, u) - \mathcal{I}_h F(-\varepsilon_q, u) \|^2_{T_h} \\
+ \frac{4L^2c_2^2}{c_1}\left( \| \Pi \varepsilon_q - q \|^2_{T_h} + \| \Pi W u - u \|^2_{T_h} + \| \mathcal{I}_h q - q \|^2_{T_h} + \| \mathcal{I}_h u - u \|^2_{T_h} \right).
\]

This implies

\[
\| \varepsilon_h^q(t) \|^2_{T_h} + \| \sqrt{\tau} (\varepsilon_h^u(t) - \varepsilon_h^a(t)) \|^2_{\partial T_h} \\
\leq \left[ \| \varepsilon_h^q(0) \|^2_{T_h} + \| \sqrt{\tau} (\varepsilon_h^u(0) - \varepsilon_h^a(0)) \|^2_{\partial T_h} \right] + \int_0^t \mathcal{G} \\
+ \frac{4L^2c_2^2}{c_1}\int_0^t \| \varepsilon_h^u \|^2_{T_h} + 2t \int_0^t \| \varepsilon_h^q(t) \|^2_{T_h},
\]

where

\[
\mathcal{G} = 2\mathcal{K} + \| \Pi \varepsilon_q \cdot q - q \|^2_{T_h} + 2\| \Pi W u_t - u_t \|^2_{T_h} \\
= 2 \| F(-\varepsilon, u) - \mathcal{I}_h F(-\varepsilon_q, u) \|^2_{T_h} + \| \Pi \varepsilon_q \cdot q - q \|^2_{T_h} + 2\| \Pi W u_t - u_t \|^2_{T_h} \\
+ \frac{8L^2c_2^2}{c_1}\left( \| \Pi \varepsilon_q - q \|^2_{T_h} + \| \Pi W u - u \|^2_{T_h} + \| \mathcal{I}_h q - q \|^2_{T_h} + \| \mathcal{I}_h u - u \|^2_{T_h} \right).
\]
Table 1  Interpolatory HDG method for the 2D reaction diffusion equation

| $k$ | Mesh  | $\| q - q_h \|_{T_h}$ | Order | $\| u - u_h \|_{T_h}$ | Order |
|-----|-------|-----------------|-------|-----------------|-------|
| 0   | 256   | 3.78e−1         | –     | 1.57e−1         | –     |
|     | 1024  | 1.93e−1         | 0.97  | 8.43e−2         | 0.89  |
|     | 4096  | 9.72e−2         | 0.99  | 4.32e−02        | 0.96  |
|     | 16,384| 4.88e−2         | 0.99  | 2.19e−02        | 0.98  |
|     | 65,536| 2.44e−2         | 1.00  | 1.10e−02        | 0.99  |
| 1   | 256   | 3.21e−2         | –     | 1.94e−2         | –     |
|     | 1024  | 7.91e−3         | 2.02  | 4.96e−3         | 1.97  |
|     | 4096  | 1.97e−3         | 2.00  | 1.24e−3         | 2.00  |
|     | 16,384| 4.92e−4         | 2.00  | 3.13e−4         | 2.00  |
|     | 65,536| 1.23e−4         | 2.00  | 7.82e−5         | 2.00  |

$H = \frac{4L^2c^2}{c_1^2} + 1$.

Apply the integral Gronwall inequality in Lemma 7 to obtain

$$\| \varepsilon_h^q(t) \|^2_{T_h} + \| \sqrt{\tau} (\varepsilon_h^u(t) - \varepsilon_h^\tilde{u}(t)) \|^2_{\partial T_h} \leq e^{\mathcal{H}(t)} \left( \| \varepsilon_h^q(0) \|^2_{T_h} + \| \sqrt{\tau} (\varepsilon_h^u(0) - \varepsilon_h^\tilde{u}(0)) \|^2_{\partial T_h} \right) + \int_0^t G + \frac{4L^2c^2}{c_1^2} \int_0^t \| \varepsilon_h^u \|^2_{T_h}.$$

Next, differentiate the equation in Lemma 4 and evaluate the result at $t = 0$ to obtain

$$\| \varepsilon_h^q(0) \|^2_{T_h} + \| \sqrt{\tau} (\varepsilon_h^u - \varepsilon_h^\tilde{u})(0) \|^2_{\partial T_h} = ((\Pi_v q - q)(0), \varepsilon_h^q(0))_{T_h},$$

since $\varepsilon_h^\tilde{u}(0) = 0$. This implies that

$$\| \varepsilon_h^q(0) \|^2_{T_h} + \| \sqrt{\tau} (\varepsilon_h^u - \varepsilon_h^\tilde{u})(0) \|^2_{\partial T_h} \leq \| \Pi_v q - q \|(0) \|^2_{T_h}.$$

Since $\| \varepsilon_h^u \|$ has been estimated in Theorem 2, we have

$$\| \varepsilon_h^q(t) \|^2_{T_h} + \| \sqrt{\tau} (\varepsilon_h^u(t) - \varepsilon_h^\tilde{u}(t)) \|^2_{\partial T_h} \leq C \left( \| \Pi_v q - q \|(0) \|^2_{T_h} + \int_0^t G \right).$$

This completes the proof of our main result, Theorem 1.

6 Numerical Results

In this section, we consider three examples chosen to demonstrate the performance of the Interpolatory HDG method. The domain is the unit square $\Omega = [0, 1] \times [0, 1] \subset \mathbb{R}^2$ in 2D and the unit cube $\Omega = [0, 1] \times [0, 1] \times [0, 1] \subset \mathbb{R}^3$ in 3D. Backward Euler is applied for the time discretization and the time step is chosen as $\Delta t = h^{k+1}$, where $k$ is the degree of polynomial. The $L^2$ projection is used for the initial data. We report the errors at the final time $T = 1$ for polynomial degrees $k = 0$ and $k = 1$.

We consider the following examples:
Table 2  Standard HDG method for the 2D reaction diffusion equation

| $k$ | Mesh  | $\|q - q_h\|_{T_h}$ | Order | $\|u - u_h\|_{T_h}$ | Order |
|-----|-------|----------------------|-------|----------------------|-------|
| 0   | 256   | 3.78e−1              | –     | 1.57e−1              | –     |
|     | 1024  | 1.93e−1              | 0.97  | 8.43e−2              | 0.89  |
|     | 4096  | 9.72e−2              | 0.99  | 4.32e−2              | 0.96  |
|     | 16,384| 4.88e−2              | 0.99  | 2.19e−2              | 0.98  |
|     | 65,536| 2.44e−2              | 1.00  | 1.10e−2              | 0.99  |
| 1   | 256   | 2.98e−2              | –     | 1.96e−2              | –     |
|     | 1024  | 7.57e−3              | 2.02  | 4.97e−3              | 1.97  |
|     | 4096  | 1.91e−3              | 2.00  | 1.25e−3              | 2.00  |
|     | 16,384| 4.78e−4              | 2.00  | 3.12e−4              | 2.00  |
|     | 65,536| 1.23e−4              | 2.00  | 7.82e−5              | 2.00  |

Table 3  Interpolatory HDG method for the 3D reaction diffusion equation

| $k$ | Mesh  | $\|q - q_h\|_{T_h}$ | Order | $\|u - u_h\|_{T_h}$ | Order |
|-----|-------|----------------------|-------|----------------------|-------|
| 1   | 48    | 1.56e−1              | –     | 7.89e−2              | –     |
|     | 384   | 4.60e−2              | 1.77  | 2.35e−2              | 1.75  |
|     | 3072  | 1.31e−2              | 1.82  | 6.20e−3              | 1.93  |
|     | 24,576| 3.40e−3              | 1.94  | 1.58e−4              | 1.98  |
|     | 196,608| 8.24e−4             | 2.05  | 3.90e−5              | 1.99  |

Table 4  Interpolatory HDG method for a 2D PDE from stochastic optimal control

| $k$ | Mesh  | $\|q - q_h\|_{T_h}$ | Order | $\|u - u_h\|_{T_h}$ | Order |
|-----|-------|----------------------|-------|----------------------|-------|
| 0   | 256   | 1.11e−2              | –     | 7.58e−3              | –     |
|     | 1024  | 5.31e−3              | 1.06  | 3.32e−3              | 1.20  |
|     | 4096  | 2.67e−3              | 1.00  | 1.59e−3              | 1.06  |
|     | 16,384| 1.32e−3              | 1.01  | 7.73e−4              | 1.04  |
|     | 65,536| 6.60e−4              | 1.00  | 3.83e−4              | 1.02  |
| 1   | 256   | 1.64e−3              | –     | 3.97e−4              | –     |
|     | 1024  | 3.42e−4              | 2.26  | 8.47e−5              | 2.22  |
|     | 4096  | 8.57e−5              | 2.00  | 2.11e−5              | 2.00  |
|     | 16,384| 2.14e−5              | 2.00  | 5.28e−6              | 2.00  |
|     | 65,536| 5.36e−6              | 2.00  | 1.32e−6              | 2.00  |

Example 1 A reaction diffusion equation (the Allen–Cahn or Chafee–Infante equation): The nonlinear term is $F(\nabla u, u) = u^3 - u$ and the source term $f$ is chosen so that the exact solution is $u = \sin(t) \sin(\pi x) \sin(\pi y)$ in 2D and $u = \sin(t) \sin(\pi x) \sin(\pi y) \sin(\pi z)$ in 3D.

Example 2 A PDE from stochastic optimal control [16]: The nonlinear term is $F(\nabla u, u) = |\nabla u|^2$ and the source term $f$ is chosen so that the exact solution is $u = e^{-t} \sin(\pi x) \sin(\pi y)$ in 2D.

Example 3 A scalar Burger’s equation: The nonlinear term is $F(\nabla u, u) = [u, u]^T \cdot \nabla u$. The source term $f$ is chosen so that $u = e^{-t} \sin(\pi x) \sin(\pi y)$ is the exact solution in 2D.
We present 2D Interpolatory HDG results for all examples with \( k = 0 \) and \( k = 1 \); we also display the corresponding results for the standard HDG method for Example 1 for comparison. Finally, we give 3D Interpolatory HDG numerical results for the reaction diffusion equation when \( k = 1 \). The results are shown in Tables 1, 2, 3, 4 and 5. For all examples, the Interpolatory HDG method converges at the optimal rate. Furthermore, for the 2D reaction diffusion equation, the errors for the Interpolatory HDG method are similar to the standard HDG method when \( k = 1 \). As indicated previously, the standard HDG is equivalent to the Interpolatory HDG when \( k = 0 \) as the numerical results indicate.

Note that the nonlinearities of these examples are not globally Lipschitz, as assumed in our theoretical results. Even for this more difficult case, we observe the same optimal orders of convergence as the ones predicted by the theory for the globally Lipschitz case.

### 7 Conclusion

We proposed the Interpolatory HDG method for approximating the solution of scalar parabolic semilinear PDEs. The Interpolatory HDG method replaces the nonlinear term with an elementwise interpolation, which leads to a simple and efficient implementation. Specifically, unlike the standard HDG method, the Interpolatory HDG method does not require numerical quadrature to form the global matrix at each time step and at each step in a Newton iteration. We also proved optimal convergence rates for the flux \( q \) and the primary unknown \( u \) assuming the nonlinearity is globally Lipschitz.

Numerical experiments in 2D and 3D demonstrated that the Interpolatory HDG method converged at the optimal rates, and gave similar errors to the standard HDG method. However, for Interpolatory HDG we did not numerically observe superconvergence by post-processing. This is one disadvantage of Interpolatory HDG compared to standard HDG. However, due to the computational efficiency of the interpolatory approach, Interpolatory HDG using a higher order polynomial degree may be a competitive alternative to standard HDG. Furthermore, it may be possible to obtain superconvergence for Interpolatory HDG using an alternative post-processing approach. We leave these issues to be thoroughly explored elsewhere.

Although we have only used simplicial elements and the spaces given by (2), our analysis extends in a straightforward manner to the HDG and mixed methods (new and old) obtained in the theory of M-decompositions, see [10]. Thus, in 2D, polygonal elements of any shape
can be used, see [8], and in 3D, tetrahedral, prismatic, pyramidal or hexagonal elements, see [9]. Indeed, for these methods there exists an auxiliary projection $\Pi_h(q, u)$, see its general definition in [10, Definition 3.1] and its approximation properties in [10, Proposition 3.4], with which the error analysis becomes identical to the one we have presented.

The implementation of Interpolatory HDG in Sect. 3.2 easily extends to these other HDG and mixed methods only in certain situations. We plan to further explore implementation and superconvergence issues for other Interpolatory HDG and mixed methods in the future.

The idea leading to the Interpolatory HDG method can be applied to many other types of nonlinear PDEs. We plan to investigate the Interpolatory HDG method for complex nonlinear PDE systems in the future.
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A Implementation Details for General Nonlinearities

A.1 The Interpolatory HDG Formulation

The full Interpolatory HDG discretization is to find $(q^n_h, u^n_h, \hat{u}^n_h) \in V_h \times W_h \times M_h$ such that

\[
(q^n_h, r)_T_h - (u^n_h, \nabla \cdot r)_T_h + (\hat{u}^n_h, r \cdot n)_{\partial T_h} = 0,
\]

\[
(\hat{u}^n_h + u^n_h, w)_T_h + (\nabla \cdot q^n_h, w)_T_h + (\tau (u^n_h - \hat{u}^n_h), w)_{\partial T_h} + (I_h F(-q^n_h, u^n_h), w)_{T_h} = (f^n, w)_T_h,
\]

\[
(q^n_h \cdot n + \tau (u^n_h - \hat{u}^n_h), \mu)_{\partial T_h \setminus \partial T_h} = 0,
\]

\[
u^0_h = \Pi_W u_0,
\]

for all $(r, w, \mu) \in V_h \times W_h \times M_h$ and $n = 1, 2, \ldots, N$. Similar to Sect. 3.2, we have

\[
(I_h F(-q^n_h, u^n_h), w)_{T_h} = A_1 F(\alpha^n, \beta^n, \gamma^n),
\]

where

\[
F(\alpha^n, \beta^n, \gamma^n) = [F(\alpha^n_1, \beta^n_1, \gamma^n_1), \ldots, F(\alpha^n_{N_1}, \beta^n_{N_1}, \gamma^n_{N_1})]^T.
\]

Then the system (45) can be rewritten as

\[
\begin{bmatrix}
A_1 & 0 & -A_2 & A_4 \\
0 & A_1 & -A_3 & A_5 \\
A^T_4 & A^T_2 & A_6 + \Delta r^{-1} A_1 & -A_7 \\
A^T_4 & A^T_5 & A^T_7 & -A_8
\end{bmatrix}
\begin{bmatrix}
\alpha^n \\
\beta^n \\
\gamma^n
\end{bmatrix}
+ \begin{bmatrix}
0 \\
0 \\
0
\end{bmatrix}
= \begin{bmatrix}
0 \\
0 \\
0
\end{bmatrix}
+ \begin{bmatrix}
A_1 F(\alpha^n, \beta^n, \gamma^n) \\
0
\end{bmatrix}

\]

\[
M x_n + \mathcal{F}(x_n) = b_n,
\]

i.e., $M x_n + \mathcal{F}(x_n) = b_n$.
Newton’s method proceeds as in Sect. 3.2, but the Jacobian matrix \( G'(x^{(m-1)}_n) \) is now given by

\[
G'(x^{(m-1)}_n) = M + \mathcal{F}'(x^{(m-1)}_n), \quad \mathcal{F}'(x^{(m-1)}_n) = \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
A_{11}^{n,(m)} & A_{12}^{n,(m)} & A_{13}^{n,(m)} & 0
\end{bmatrix},
\]

where for \( k = 1, 2, 3 \), we define

\[
A_{1k}^{n,(m)} = A_1 \text{diag}(\mathcal{F}'(\alpha^{n,(m)}, \beta^{n,(m)}, \gamma^{n,(m)})),
\]

\[
\mathcal{F}'(\alpha^{n,(m)}, \beta^{n,(m)}, \gamma^{n,(m)}) = \begin{bmatrix}
F_k'(\alpha_1^{n,(m-1)}, \beta_1^{n,(m-1)}, \gamma_1^{n,(m-1)}), \ldots, F_k'(\alpha_{N_1}^{n,(m-1)}, \beta_{N_1}^{n,(m-1)}, \gamma_{N_1}^{n,(m-1)}\end{bmatrix}^T,
\]

and \( F_k' \) denotes the partial derivative of \( F \) with respect to the \( k \)th variable. Therefore, the linear system that must be solved is now given by

\[
\begin{bmatrix}
A_1 & 0 & -A_2 & A_4 \\
0 & A_1 & -A_3 & A_5 \\
A_2^T + A_{11}^{n,(m)} & A_3^T + A_{12}^{n,(m)} & A_6 + \Delta \tau^{-1} A_1 + A_{13}^{n,(m)} & -A_7 \\
A_4^T & A_5^T & -A_8 & \alpha^{n,(m)} \\
\end{bmatrix}
\begin{bmatrix}
\beta^{n,(m)} \\
\gamma^{n,(m)} \\
\xi^{n,(m)}
\end{bmatrix} = \tilde{b},
\]

(49)

where

\[
\tilde{b} = G'(x^{(m-1)}_n)x^{(m-1)}_n - G(x^{(m-1)}_n).
\]

### A.2 Local Solver

The system (49) can be rewritten as

\[
\begin{bmatrix}
B_1 & B_2 & B_3 \\
B_4 & B_5 & -B_6 \\
B_1^T & B_5^T & -B_7
\end{bmatrix}
\begin{bmatrix}
x \\
y \\
z
\end{bmatrix} =
\begin{bmatrix}
b_1 \\
b_2 \\
b_3
\end{bmatrix},
\]

(51)

where \( x = [\alpha^{n,(m)}; \beta^{n,(m)}], y = \gamma^{n,(m)}, z = \xi^{n,(m)}, \tilde{b} = [b_1; b_2; b_3], \) and \( \{B_i\}_{i=1}^7 \) are the corresponding blocks of the coefficient matrix in (49). The system (51) is equivalent with following equations:

\[
B_1 x + B_2 y + B_3 z = b_1,
\]

(52a)

\[
B_4 x + B_5 y - B_6 z = b_2,
\]

(52b)

\[
B_3^T x + B_5^T y + B_7 z = b_3.
\]

(52c)

Similar to before, the matrices \( B_1 \) and \( B_5 \) are block diagonal with small blocks and they can be easily inverted. Use (52a) and (52b) to express \( x \) and \( y \) in terms of \( z \) as follows:

\[
x = B_1^{-1} B_2 \left( B_4 B_1^{-1} B_2 + B_5 \right)^{-1} \left( (B_6 + B_4 B_1^{-1} B_3) z + b_2 - B_4 B_1^{-1} b_1 \right)
- B_1^{-1} B_3 z + B_1^{-1} b_1
=: \tilde{B}_1 z + \tilde{b}_1,
\]

(53)

\[
y = \left( B_4 B_1^{-1} B_2 + B_5 \right)^{-1} \left( (B_6 + B_4 B_1^{-1} B_3) z + b_2 - B_4 B_1^{-1} b_1 \right)
\]
\[= \bar{B}_2 \gamma^n + \bar{b}_2, \tag{54}\]

where

\[Q = B_4 B_1^{-1} B_2 + B_5 = B_4 B_1^{-1} B_2 + A_6 + \Delta t^{-1} A_1 + A_{13}^{n,(m)}. \]

As in Sect. 3.3, the matrix \(Q\) is block diagonal with small blocks. Since \(A_1\) is positive definite, if \(\Delta t\) is small enough then \(Q\) is easily inverted. Then we insert \(x\) and \(y\) into (26c) and obtain the final system only involving \(z\):

\[(B_3^T \bar{B}_1 + B_5^T \bar{B}_2 + B_6)z = b_3 - B_3^T \bar{b}_1 - B_5^T \bar{b}_2. \tag{55}\]
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