AN ITERATIVE GENERALIZED GOLUB-KAHAN ALGORITHM FOR PROBLEMS IN STRUCTURAL MECHANICS

MARIO ARIOLI ∗, CAROLA KRUSE †, ULRICH RÜDE ‡‡, AND NICOLAS TARDIEU §

Abstract. This paper studies the Craig variant of the Golub-Kahan bidiagonalization algorithm as an iterative solver for linear systems with saddle point structure. Such symmetric indefinite systems in 2x2 block form arise in many applications, but standard iterative solvers are often found to perform poorly on them and robust preconditioners may not be available. Specifically, such systems arise in structural mechanics, when a semidefinite finite element stiffness matrix is augmented with linear multi-point constraints via Lagrange multipliers. Engineers often use such multi-point constraints to introduce boundary or coupling conditions into complex finite element models. The article will present a systematic convergence study of the Golub-Kahan algorithm for a sequence of test problems of increasing complexity, including concrete structures enforced with pretension cables and the coupled finite element model of a reactor containment building. When the systems are suitably transformed using augmented Lagrangians on the semidefinite block and when the constraint equations are properly scaled, the Golub-Kahan algorithm is found to exhibit excellent convergence that depends only weakly on the size of the model. The new algorithm is found to be robust in practical cases that are otherwise considered to be difficult for iterative solvers.
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1. Introduction. In structural mechanics, it is very common to impose kinematic relationships between degrees of freedom (DOF) in a finite element model. Rigid body conditions of a stiff part of a mechanical system or cyclic periodicity conditions on a mesh representing only a section of a periodic structure are typical examples of this approach. Such conditions can also be used to glue non-conforming meshes or meshes containing different types of finite elements. For example, we could link a thin structure modeled by shell finite elements to a massive structure modeled with continuum finite elements. These kinematic relationships are often called multi-point constraints (MPC) in standard finite element software and can be linear or nonlinear. In the case of a well-posed mechanical problem discretized with finite elements, the solution of the linearized problem can be expressed as the following constrained minimization problem

\[
\min_{\mathbf{w}} \frac{1}{2} \mathbf{w}^T \mathbf{W} \mathbf{w} + g^T \mathbf{w} - r^T \mathbf{w},
\]

where

- \( \mathbf{W} \in \mathbb{R}^{m \times m} \) is the tangent stiffness matrix,
- \( \mathbf{A} \in \mathbb{R}^{m \times n} \) is the linearized matrix of the constraints,
- \( \mathbf{w} \in \mathbb{R}^m \) is the vector of nodal displacement unknowns,
- \( \mathbf{g} \in \mathbb{R}^m \) is the volume force vector,
- \( \mathbf{r} \in \mathbb{R}^n \) is the data vector for inhomogeneous constraints.

---
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With the introduction of Lagrange multipliers $p$, the augmented system that gives the optimality conditions for (1.1) reads

\[
\begin{bmatrix}
W & A \\
A^T & 0 \\
\end{bmatrix}
\begin{bmatrix}
w \\
p \\
\end{bmatrix}
= 
\begin{bmatrix}
g \\
r \\
\end{bmatrix}.
\]

(1.2)

In this article we assume that $W$ is symmetric positive semidefinite, as it is typically the case when $W$ arises from finite element models in structural mechanics. We additionally assume that

\[
\ker(W) \cap \ker(A^T) = \{0\} \quad \text{and} \quad \ker(A) = \{0\}.
\]

(1.3)

To obtain a positive definite $(1,1)$-block in (1.2), a common method is to apply an augmented Lagrangian approach as described by Golub and Greiff [10]. Let therefore $N \in \mathbb{R}^{n \times n}$ be a positive symmetric definite matrix. Then we modify the leading block into

\[
M := W + AN^{-1}A^T.
\]

(1.4)

With the transformation

\[
\begin{aligned}
M &= W + AN^{-1}A^T \\
u &= w - M^{-1}(g - AN^{-1}r) \\
b &= r - A^TM^{-1}(g - AN^{-1}r),
\end{aligned}
\]

(1.5)

(1.2) is transformed into the equivalent system

\[
\begin{bmatrix}
W + AN^{-1}A^T & A \\
A^T & 0 \\
\end{bmatrix}
\begin{bmatrix}
u \\
p \\
\end{bmatrix}
= 
\begin{bmatrix}
0 \\
b \\
\end{bmatrix}.
\]

(1.6)

This kind of regularization of the $(1,1)$-block is a common technique [10, 6, 4]. It can also be applied when $W$ is positive definite, with the goal that for a suitably chosen $N$, we may find that (1.6) becomes easier to solve than the original system. In the following, we will use the notation $M$ for a positive definite matrix.

The efficient solution of the above saddle point linear system (1.6) has stimulated intensive research. One possible approach is to introduce the constraints on the continuous level, i.e. in the weak form of a PDE as with the mortar approach [7]. In industrial software, when multi-point constraints are used, the constraints are however imposed on the already discretized equations. As it is furthermore usually not possible to make major modifications to an existing legacy code, any method of mortar-type becomes unfeasible. In this article, we will focus on the situation that the constraints are introduced on the discrete level, for which the solution of (1.1) remains a difficult task. We refer the reader to [6] for a comprehensive review of the topic. One of the commonly used methods is the Schur complement reduction technique, which requires an invertible $(1,1)$-block $M$. It then has the advantage of solving two linear systems of size $m$ and $n$, instead of one system of size $m + n$. There is however the disadvantage that the Schur complement matrix $S = -A^TM^{-1}A$ may be dense and thus becomes expensive to solve. Krylov subspace methods for (1.6) are reviewed in [17]. In realistic finite element applications the saddle point matrix can be very poorly conditioned. As it is discussed in [6, section 3.5], when the mesh size parameter $h$ goes
to zero, the condition number of (1.6) may increase. Krylov subspace methods will thus perform poorly with increasing problem size and rely on good preconditioning techniques. Another method to solve the saddle point system is based on an elimination technique [2, 12]. This strategy implies major modifications of the matrix of the linear system, whose profile can become much denser. Furthermore, the underlying algorithm is often sequential, where each constraint is treated one after the other. Consequently, this technique can not be used easily in a parallel framework. A different approach is used in [18]. The authors introduce a projector on the orthogonal of the kernel of the constraints matrix $A$ and solve the linear system on that subspace with an iterative method. This subspace projection technique is elegant and favorable convergence properties are shown. Unfortunately, the definition of the projector involves the factorization of the operator $A^T A$, which, in many practical cases, can be quite dense, causing the factorization to be expensive in time and space. Furthermore, one forward-backward substitution is needed at each iteration of the iterative method.

In this paper we will focus on an iterative method for (1.6) based on the Golub-Kahan bidiagonalization technique. We will find the iterates $u^k$ and $p^k$ separately, which requires to solve linear systems for $M$ and for $N$. We will show that for an appropriate choice of the matrix $N$, the number of iterations required for convergence stays small and constant when the problem size increases. In particular, we will use this algorithm to solve problems in solid mechanics for which commonly used iterative solvers show a poor performance. Our test problems are generated by the finite element software code_aster (www.code-aster.org). Code_aster covers a wide range of physics including solid mechanics, thermics, acoustics, coupled thermo-hydro-mechanics and is also developed to numerically simulate critical industrial applications. It can treat steady-state and transient problems with various nonlinearities including frictional contact or complex constitutive laws. Code_aster is developed since 1989 by one of the biggest electric utility companies in the world called EDF and is released as an open source software under GPL license since 2001. It is developed under Quality Insurance and it has been approved by the French (Autorité de Sûreté Nucléaire) and English (Health and Safety Executive) Nuclear Regulatory Authorities to run numerical studies related to Nuclear Safety. The paper is organized as follows: We first introduce and review the Golub-Kahan bidiagonalization algorithm in section 2. In section 3, we focus on models in structural mechanics and present a systematic convergence study. In section 4, we will apply the proposed algorithm to a realistic industrial test case of a reactor containment building.

2. The generalized Golub-Kahan bidiagonalization method. We will start by summarizing the main results of [4] which are needed in our further discussion.

2.1. Fundamentals of the Golub-Kahan bidiagonalization algorithm. In the following, we will use the Hilbert spaces

$$\mathcal{M} = \{ v \in \mathbb{R}^m : \| v \|_M^2 = v^T M v \}, \quad \mathcal{N} = \{ q \in \mathbb{R}^n : \| q \|_N^2 = q^T N q \}$$

and their dual spaces

$$\mathcal{M}' = \{ v \in \mathbb{R}^m : \| v \|_{M^{-1}}^2 = v^T M^{-1} v \}, \quad \mathcal{N}' = \{ q \in \mathbb{R}^n : \| q \|_{N^{-1}}^2 = q^T N^{-1} q \}.$$

The scalar products for $\mathcal{M}$ and $\mathcal{N}$ are denoted by

$$(v_1, v_2)_M = v_1^T M v_2, \quad \forall v_1, v_2 \in \mathcal{M},$$

$$(q_1, q_2)_N = v_1^T N q_2, \quad \forall q_1, q_2 \in \mathcal{N}.$$
The respective scalar products in the dual spaces are given by
\[(v_1, v_2)_M^{-1} = v_1^T M^{-1} v_2, \quad \forall v_1, v_2 \in M,\]
\[(q_1, q_2)_N^{-1} = v_1^T N^{-1} q_2, \quad \forall q_1, q_2 \in N.\]

Given \(q \in M\) and \(v \in N\), we define the functional
\[
(2.1) \quad \mathcal{F} : M \times N \to \mathbb{R}, \quad (q, v) \mapsto \frac{v^T A q}{\|q\|_N \|v\|_M}.
\]

The critical points of \(\mathcal{F}\) are the elliptic singular values and \(q_i, v_i\) are the elliptic singular vectors of \(A\). Indeed the saddle-point conditions for \((2.1)\) are
\[
(2.2) \quad \begin{cases}
  A q_i = \sigma_i M v_i \\
  A^T v_i = \sigma_i N q_i
\end{cases} \quad \forall q_i, q_j \in M, v_i, v_j \in N,
\]

Hereafter, we assume that \(\sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_n > 0\). If we operate a change of variables using \(M^{-\frac{1}{2}}\) and \(N^{-\frac{1}{2}}\),
\[
(2.3) \quad \begin{cases}
  v = M^{-\frac{1}{2}} x \\
  q = N^{-\frac{1}{2}} y
\end{cases}
\]
we have that the elliptic singular values are the standard singular values of
\[
\tilde{A} = M^{-\frac{1}{2}} A N^{-\frac{1}{2}}.
\]

The generalized singular vectors \(q_i\) and \(v_i\), \(i = 1, \ldots, n\) are the transformation by \(M^{-\frac{1}{2}}\) and \(N^{-\frac{1}{2}}\) respectively of the left and right standard singular vector of \(\tilde{A}\) [4].

In [9, 14], several algorithms for the bidiagonalization of a \(m \times n\) matrix are presented. All of them can be theoretically applied to \(\tilde{A}\) and their generalization to \(A\) is straightforward as shown by Benbow [5]. Here, we will specifically analyze one of the variants known as the "Craig"-variant [14, 19, 20]. We seek the matrices \(Q \in \mathbb{R}^{n \times n}, V \in \mathbb{R}^{m \times m}\) and the bidiagonal matrix \(B\), such that the following relations are satisfied
\[
(2.4) \quad \begin{cases}
  AQ = MV \\
  A^T V = NQ [B^T; 0]
\end{cases} \quad V^T MV = I_m \quad Q^T N Q = I_n
\]

where
\[
B = \begin{bmatrix}
  \alpha_1 & \beta_1 & 0 & \cdots & 0 \\
  0 & \alpha_2 & \beta_2 & \ddots & 0 \\
  \vdots & \ddots & \ddots & \ddots & \ddots \\
  0 & \cdots & 0 & \alpha_{n-1} & \beta_{n-1} \\
  0 & \cdots & 0 & 0 & \alpha_n
\end{bmatrix}.
\]

We apply the above relations to the augmented system
\[
(2.5) \quad \begin{bmatrix}
  M & A \\
  A^T & 0
\end{bmatrix} \begin{bmatrix}
  u \\
  p
\end{bmatrix} = \begin{bmatrix}
  0 \\
  b
\end{bmatrix}.
\]
By the change of variables
\[
\begin{align*}
\begin{cases}
u & = V \hat{z} \\
p & = Q \hat{y}
\end{cases}
\end{align*}
\tag{2.6}
\] and by multiplying the system from the left by
\[
\begin{bmatrix}
V^T & 0 \\
0 & Q^T
\end{bmatrix},
\] the augmented system can be transformed with (2.4) into
\[
\begin{bmatrix}
I_n & 0 & B \\
0 & I_{m-n} & 0 \\
B^T & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\hat{z}_1 \\
\hat{z}_2 \\
\hat{y}
\end{bmatrix}
= 
\begin{bmatrix}
0 \\
0 \\
Q^T b
\end{bmatrix}.
\]

We see that \(\hat{z} = (\hat{z}_1, \hat{z}_2) = (\hat{z}_1, 0)\). Consequently, \(u\) only depends on the first \(n\) columns of \(V\) and thus the system reduces to
\[
\begin{bmatrix}
I_n & 0 & B \\
B^T & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\hat{z}_1 \\
\hat{y}
\end{bmatrix}
= 
\begin{bmatrix}
0 \\
Q^T b
\end{bmatrix}.
\]

To define a bidiagonalization algorithm, we choose the first vector \(q_1\) in \(Q^T N Q\) as
\[
q_1 = N^{-1} b / \|b\|_N^{-1}.
\] A straightforward calculation then shows that
\[
Q^T b = e_1 \|b\|_N.
\]

In [4], it is proved that denoting by \(\zeta_j\) the entries of \(\hat{z}\), taking advantage of the recursive properties of the Golub-Kahan algorithm [9], and using some of the results of [14], we can obtain a fully recursive algorithm. The final Golub-Kahan bidiagonalization algorithm is presented in Algorithm 2.1.

**Algorithm 2.1** Craig’s variant algorithm

**Require**: \(M, A, N, b, \text{maxit}\)
\[\beta_1 = \|b\|_{N^{-1}}; q_1 = N^{-1} b / \beta_1\]
\[w = M^{-1} A q_1; \alpha_1 = \|w\|_{M}; v_1 = w / \alpha_1\]
\[\zeta_1 = \beta_1 / \alpha_1; d_1 = q_1 / \alpha_1; p^{(1)} = -\zeta_1 d_1\]

**while** convergence = false and \(k < \text{maxit}\) **do**
\[k = k + 1\]
\[g = N^{-1} (A^T v_k - \alpha_k N q_k); \beta_{k+1} = \|g\|_N\]
\[q_{k+1} = g / \beta_{k+1}\]
\[w = M^{-1} (A q_{k+1} - \beta_{k+1} M v_k); \alpha_{k+1} = \|w\|_M\]
\[v_{k+1} = w / \alpha_{k+1}\]
\[\zeta_{k+1} = -\beta_{k+1} / \alpha_{k+1} \zeta_k\]
\[d_{k+1} = (q_{k+1} - \beta_{k+1} d_k) / \alpha_{k+1}\]
\[u^{(k+1)} = u^{(k)} + \zeta_{k+1} v_{k+1}; p^{(k+1)} = p^{(k)} - \zeta_{k+1} d_{k+1}\]

[ convergence ] = check(\(z_k, \ldots\))

**end while**

**return** \(u^{k+1}, p^{k+1}\)
We highlight that, in the following, the values of \( \zeta_k, \alpha_k \) and \( \beta_k \) will be always those as computed in Algorithm 2.1. Furthermore note that in each iteration two linear systems, one for \( M \) and one for \( N \) have to be solved. Furthermore, the Craig algorithm has an important property of minimization. Let \( V = \text{span} \{ v_1, ..., v_k \} \) and \( Q = \text{span} \{ q_1, ..., q_k \} \). At each step \( k \), the Algorithm 2.1 computes \( u^{(k)} \) such that

\[
\min_{u^{(k)} \in V, (\mathbf{A}^T u^{(k)} - b) \perp Q} \| u - u^{(k)} \|_M. \tag{2.7}
\]

**2.2. Convergence properties of the Golub-Kahan algorithm.** We now consider an augmented system with a positive definite \((1,1)\)-block \( W \). We apply the augmented Lagrangian approach \( M = W + \lambda^2 A^T \) of (1.4), where the matrix \( N \) corresponds to the one in (2.4). With the transformation (1.5), we arrive at an augmented system of the form (1.6). We follow the discussion in [10] and choose \( N = \frac{1}{\eta} I \).

For an appropriate choice of \( \eta \), the following theorem states our main result on the convergence of the GKB method.

**Theorem 2.1.** Let \( M = W + \eta A A^T \) and \( W \) be positive definite matrices and \( \lambda_1 \leq \cdots \leq \lambda_n \) be the eigenvalues of \( A A^T W^{-1} A \).

If \( \eta \geq \lambda_1^{-1} > 0 \), then \( \kappa(\hat{A}) \leq \sqrt{2} \)

**Proof.** Let

\[
\sigma_1 \leq \cdots \leq \sigma_n
\]

be the elliptic singular values of \( A \) with \( M \) and \( N \) norms as in (2.2). From (2.2) follows

\[
\eta A^T M^{-1} A p_i = \sigma_i^2 p_i.
\]

Thus \( \mu_i = \sigma_i^2 \) are the eigenvalues of \( \eta A^T (W + \eta A A^T)^{-1} A \).

With the Sherman-Morrison formula, we obtain

\[
\eta A^T (W + \eta A A^T)^{-1} A = \eta A^T W^{-1} A (I + \eta A^T W^{-1} A)^{-1}
\]

Let \( \lambda_1 \leq \cdots \leq \lambda_n \) be the eigenvalues of \( A A^T W^{-1} A \). Then

\[
\mu_i = \frac{\eta \lambda_i}{1 + \eta \lambda_i} \quad \forall i.
\]

We obtain for the condition number of \( \hat{A} = M^{-\frac{1}{2}} A N^{-\frac{1}{2}} = \eta (W + \eta A A^T)^{-\frac{1}{2}} A \)

\[
\kappa^2(\hat{A}) = \frac{\mu_{\max}}{\mu_{\min}} \leq \frac{1 + \eta \lambda_1}{\eta \lambda_1}
\]

It follows that if \( \eta \geq \lambda_1^{-1} \), then \( \kappa(\hat{A}) \leq \sqrt{2} \). \( \square \)
From the previous result, we can conclude that if we choose \( \eta \) big enough, the condition number of \( \tilde{A} \) is bounded by \( \sqrt{2} \). In [13, Section 4.2], it is discussed that the standard Golub-Kahan bidiagonalization process applied to \( \tilde{A} = M^{-1/2}AN^{-1/2} \) is equivalent to the generalized Golub-Kahan bidiagonalization applied to \( A \). We can thus conclude from Theorem 2.1, that Algorithm 2.1 exhibits excellent convergence properties and that only few iterations should be necessary to obtain sufficiently accurate results. As second desirable property, we can expect the number of iterations to be independent of the mesh size for problems coming from constrained FEM discretizations, as long as we choose \( \eta \) big enough.

However, there is no such thing as a free lunch. In each iteration in Algorithm 2.1, we have to solve linear systems with the matrices \( M \) and \( N \). While \( N^{-1} = \eta I \) is trivial, the condition number of \( M \) depends on \( \eta \) and thus on the smallest eigenvalue of \( A^T W^{-1} A \). The condition number of the resulting matrix \( M = W + \eta AA^T \) could become very large for large \( \eta \). The solution of the linear systems in Algorithm 2.1 may thus become difficult, and additional numerical errors may be introduced. The possibly high condition number of \( M \) is especially problematic for large scale problems, when an inner direct solver is no longer applicable and an iterative solver is applied. It is thus crucial to find an optimal balance of \( \eta \) to enable an efficient inner solution step. The numerical experiments suggest that in practice reasonable values of \( \eta \) proportional to \( ||W||_1 \) reduce \( \kappa(\tilde{A}) \) sensibly, without dramatically increasing the ill-conditioning of \( M \).

2.3. Stopping criteria. In the following, we summarize possible stopping criteria for the GK bidiagonalization algorithm as suggested in [4].

2.3.1. A lower bound estimate. First, we look at a lower bound estimate of the error in the energy norm. The error \( e^{(k)} = u - u^{(k)} \) can be expressed using the \( M \)-orthogonality property of \( V \) and (2.6) by

\[
\|e^{(k)}\|^2_M = \sum_{j=k+1}^{n} \zeta_j^2 = \|z - \begin{bmatrix} z_k \\ 0 \end{bmatrix}\|^2_2.
\]

To compute the error \( e^{(k)} \), we thus need \( \zeta_{k+1} \) to \( \zeta_n \), which are available only after the full \( n \) iterations of the algorithm. Given a threshold \( \tau < 1 \) and an integer \( d \), we can define a lower bound of \( \|e^{(k)}\|^2_M \) by

\[
(2.8) \quad \xi_{k,d}^2 = \sum_{j=k+1}^{k+d+1} \zeta_j^2 < \|e^{(k)}\|^2_M.
\]

\( \xi_{k,d} \) measures the error at step \( k - d \), but as the following \( u^{(k)} \) minimize the error due to (2.7), we can safely use the last ones. Also, this lower bound estimate is very inexpensive to compute and it has additionally the advantage that it yields an upper bound for the residual in the dual norm defined by \( N^{-1} \)

\[
\|A^T u^{(k)} - b\|_{N^{-1}} = |\beta_{k+1} \zeta_k| \leq \sigma_1 |\zeta_k| = \|\tilde{A}\|_2 |\zeta_k| < \|\tilde{A}\|_2 \tau.
\]

With a carefully chosen \( d \), procedure “check(\( z_k, \ldots \))” in Algorithm 2.1 can then be constructed as Algorithm 2.2.
Algorithm 2.2 Lower bound estimate

Require: $z_k, k, d, \tau$

convergence = false;

if $k > d$ then

$\xi^2 = \sum_{j=k-d+1}^{k} \zeta^2_j$;

if $\xi \leq \tau$ then

convergence = true;

end if

end if

return convergence

2.3.2. An upper bound estimate. To define a stopping criterion for the GKB method, it is useful to also have an upper bound error estimate. Obviously, this estimate is more reliable than the previous lower bound. The following approach has been presented in [4]. It is inspired by the Gauss-Radau quadrature algorithm and similar to the one described in [11]. Let therefore $T = B^T B$. $T$ is a non-negative, triagonal and positive definite matrix of entries

$$T = \begin{cases} 
T_{1,1} = \alpha_1^2, \\
T_{i,i} = \alpha_i^2 + \beta_i^2, & i = 2, \ldots, n, \\
T_{i,i+1} = T_{i+1,i} = \alpha_i\beta_{i+1}, & i = 1, \ldots, n, \\
0 & \text{otherwise.}
\end{cases}$$

With straightforward calculations, we have

$$\|e^{(k)}\|_M^2 = \sum_{j=k+1}^n \zeta_j^2 = \|b\|_N^2 \left[ (T^{-1})_{1,1} - (T^{-1})_{1,1} \right],$$

where $T_k$ is the $k \times k$ principal submatrix of $T$ [11]. Let $0 < a < \sigma_n$ a lower bound for all the singular values of $B$. We compute the matrix $T_{k+1}$ as

$$\tilde{T}_{k+1} = \begin{bmatrix}
T_k & \alpha_k\beta_k e_k^T \\
\alpha_k\beta_k & \omega_{k+1}
\end{bmatrix},$$

where $\omega_{k+1} = a^2 + \delta_k(a^2)$ and $\delta_k(a^2)$ is the $k$-entry of the solution of

$$(T_k - a^2 I) \delta(a^2) = \alpha_k^2 \beta_k e_k.$$
Algorithm 2.3, checkUB

```
Require: zk, k, d, τ, a, ∥b∥, Bk

convergence = false;
if k = 1 then
    d1 = α2 + β2 - a2;
else
    dk = α2k + β2k - wk-1;
end if
wk = a2 + α2β2/dk; ϕk = β2kζ2k√dk + a2 - β2k;
if k > d then
    ξ2 = Σj=k-d+1 ζ2j; Ξ2 = ξ2 + ϕk;
    if Ξ ≤ τ then
        convergence = true;
    end if
end if
return convergence
```

3. Numerical Experiments. In the following, we will apply the generalized GKB method to augmented matrix systems generated in the open source all-purpose finite element software code aster. In each test case, the models obey the laws of linear elasticity. We focus on the equilibrium of an elastic body under the small displacement hypothesis, for which the problem is to find the displacement field $u$ with $u : Ω \rightarrow \mathbb{R}^3$ such that

\begin{align}
(3.1) \quad -\text{div}(σ(u)) &= f, & \text{in } Ω, \\
(3.2) \quad σ(u)n &= h, & \text{on } Γ_N, \\
(3.3) \quad u &= u_D, & \text{on } Γ_D.
\end{align}

Here $h$ and $u_D$ are the Neumann and the Dirichlet data and the stress and strain tensors are defined as

\begin{align}
(3.4) \quad σ(u) &= Cε(u), \\
(3.5) \quad ε(u) &= (\nabla u + \nabla^T u)/2.
\end{align}

In the elastic case, $C$ is the fourth order elastic coefficient (or Hooke’s law) tensor satisfying both symmetry and ellipticity conditions. Furthermore, the constitutive law (3.5) connects linearly $σ$ to the strain tensor field $ε$. Although we know the underlying physical model of the test cases, the following convergence analysis of the GKB algorithm is done only on matrix level. We thus refer the interested reader for any further details on the finite element discretization of (3.1) to (3.5) used in code_aster to [1].

The simulations in this section are done in Matlab. We will use the Matlab backslash solver for the inversion of $M$ and $N$ in Algorithm 2.1.

3.1. Example: Cylinder. As our first example, the domain $Ω$ is chosen as a thick-walled cylinder as illustrated in Figure 1. The model is a classical linear elasticity system, as described above, with $m$ degrees of freedom approximated by a linear
finite element method. Dirichlet boundary conditions are imposed on the left end and are shown in green. Furthermore, MPCs are applied to obtain a rigid inner ring, which is illustrated in Figure 1 by the gray elements. For the derivation of the constraint equations, we refer to [15]. These kinematic relationships ensure that the inner ring resists any kind of outer forces.

3.1.1. Matrix setup. A double Lagrange multiplier approach [16] is used in code_aster which leads to augmented systems with the structure

\begin{equation}
K = \begin{pmatrix}
W & \gamma A & \gamma A \\
\gamma A^T & -\gamma I & \gamma I \\
\gamma A^T & \gamma I & -\gamma I \\
\end{pmatrix}.
\end{equation}

Here, \(W\) is the positive definite elasticity stiffness matrix, \(A\) is the stiffness constraint matrix following the derivation in [15] and \(\gamma := \frac{1}{2}(\min W_{ii} + \max W_{ii})\) are multiplicative factors to equilibrate the scaling of the blocks. After extraction of the matrices \(W\) and \(\gamma A\), we thus get

\begin{equation}
\begin{pmatrix}
W & \gamma A \\
\gamma A^T & 0 \\
\end{pmatrix}
\begin{pmatrix}
u \\
\lambda \\
\end{pmatrix} = 
\begin{pmatrix}
g \\
0 \\
\end{pmatrix}.
\end{equation}

The structure of the augmented system is shown in Figure 2. Furthermore, we observe that the system (3.7) can be simplified by scaling it by \(\gamma\). To exploit the result of Theorem 2.1, we modify the (1,1)-block as described in (1.4) and subsection 2.2 to

\begin{equation}
M = \frac{1}{\gamma}W + \eta AA^T
\end{equation}

and transform (3.7) following (1.5) to obtain a system of type (2.5). The exact solutions are obtained by solving the original augmented system (3.6) for a given right-hand side received from code_aster, using the Matlab backslash solver. The delay parameter of Algorithm 2.1 is chosen as \(d = 5\) and the tolerance as \(\tau = 10^{-5}\).
3.1.2. Results. We define four test problems with increasing resolution. In Table 1, the number of the degrees of freedoms can be found, where \( m \) corresponds to the physical degrees of freedom, \( n \) corresponds to the number of constraints and \( \text{nnz} \) stands for the non-zero entries of the respective sparse matrices. We choose \( \eta = \frac{1}{7} \|W\|_1 \). The transformation (3.8) increases the number of nonzero entries, but the ratios still stay reasonably small. In Table 2, the condition numbers and norms of the occurring matrices are presented. The condition number of \( M \) does increase in \( \eta \) (see section 2).

| name  | \( m \) | \( n \) | \( \text{nnz}(M) \) | \( \text{nnz}(A) \) | \( \text{nnz}(W) \) |
|-------|--------|--------|----------------|----------------|----------------|
| Prob. 1 | 648    | 210    | 30080          | 1259           | 28296         |
| Prob. 2 | 2520   | 714    | 147800         | 4985           | 139636       |
| Prob. 3 | 6384   | 1674   | 409246         | 10045          | 392816       |
| Prob. 4 | 46620  | 8814   | 3367462        | 26436          | 3262086      |

| name  | \( \eta \) | \( \|W\|_1 \) | \( \kappa(M) \) | \( \kappa(W) \) | \( \|A\|_1 \) |
|-------|------------|--------------|----------------|----------------|----------------|
| Prob. 1 | 9.13      | 8.3 \cdot 10^5 | 5.8 \cdot 10^3 | 6.27          |
| Prob. 2 | 8.95      | 7.1 \cdot 10^6 | 1.9 \cdot 10^4 | 5.79          |
| Prob. 3 | 8.86      | 3.0 \cdot 10^7 | 3.5 \cdot 10^4 | 5.74          |
| Prob. 4 | 8.96      | 5.0 \cdot 10^8 | 1.2 \cdot 10^5 | 5.34          |

The convergence plots with upper and lower bound estimates of the GKB method are presented in Figures 3 and 4. The error of the GKB solution obtains the required
tolerance of $10^{-5}$ already after 6 iterations for the smallest problem and after 7, 8 and 9 for Problems 2 - 4 (see Figures 3 and 4), respectively. The lower bound for the error at iteration $k$ is however computed only when iteration $k + d$ has been reached. Consequently, the GKB stops only after 11 to 14 iterations. This also explains why the final errors are remarkably smaller than the sought precision. We observe that although the number of DOF increases from Problems 1 to 4, the number of iterations increases by only 1 for each finer mesh and the algorithm stops after 14 iterations at most. To obtain a complete independence of the mesh size as it is shown in Theorem 2.1, $\eta$ would need to be chosen bigger. This will be discussed in the following section.

3.1.3. Choice of $N$. In the previous numerical examples, we choose the parameter $\eta = \frac{1}{\gamma} \|W\|_1$ to better represent the energy subject to the MPC constraints, as described in the augmented system. The recommendation of Golub and Greiff in [10], who found numerically that $\eta = \gamma \|W\| / \|A\|_2$ could be a good value, leads to too small an $\eta$ for our practical examples. With this choice, we found that the number of iterations increases noticeably. In Theorem 2.1, we proved that for $\eta \geq \lambda_1^{-1}$, the condition number of $\tilde{A}$ is bounded above and the number of iterations in Algorithm 2.1 is independent of the mesh size of the finite element discretization. In general, we are not able to compute $\lambda_1$ of the saddle point system and thus obtain a more precise estimate of $\eta$. For the smallest three test problems above, we are however able to
determine $\lambda_1$ using Matlab and we can compare the previous choice to the optimal value. From Tables 2 and 3, it seems that the choice of $\eta = \frac{1}{2} \|W\|_1$ leads to smaller values than needed for Theorem 2.1. Using $\eta$ as given in Table 3, the number of iterations stays at 8 for Problems 2 and 3. A short study on the possible choice of $\eta$ in Table 4 suggests similar behavior for problem 4. Furthermore, Table 4 shows that the number of iterations decreases with increasing $\eta$ and that the modification of the (1,1)-block is a major factor determining the speed of convergence of the GKB method. Note that this behavior agrees with Theorem 2.1.

| name   | $\lambda_1$ | $\eta$ | $\kappa(A)^2$ | iter | $\kappa(M)$ |
|--------|-------------|--------|----------------|------|-------------|
| Prob. 1 | 0.06        | 17     | 1.978          | 10   | 1.5 \cdot 10^6 |
| Prob. 2 | 7.5e-3      | 133    | 1.995          | 8    | 1.0 \cdot 10^8 |
| Prob. 3 | 2.8e-3      | 357    | 1.995          | 8    | 1.2 \cdot 10^9 |

Table 4

| $\eta$ | #iter | $\frac{\|u-u_{dir}\|_M}{\|u_{dir}\|_M}$ | $\frac{\|P-P_{dir}\|_2}{\|P_{dir}\|_2}$ |
|--------|-------|---------------------------------|---------------------------------|
| 0 (M=W) | 327   | $8.83 \cdot 10^{-6}$            | $7.09 \cdot 10^{-6}$           |
| 1      | 29    | $1.02 \cdot 10^{-7}$            | $8.98 \cdot 10^{-8}$           |
| 17     | 13    | $7.59 \cdot 10^{-11}$           | $1.35 \cdot 10^{-10}$          |
| 133    | 9     | $3.41 \cdot 10^{-10}$           | $2.53 \cdot 10^{-10}$          |
| 357    | 8     | $4.57 \cdot 10^{-10}$           | $7.88 \cdot 10^{-10}$          |

### 3.2. Example: Prestressed concrete.
As our second set of examples, we consider a simple model of a concrete block with embedded pretension cables. The block is clamped on its lateral faces and submitted to a constant pressure on its top face. All materials are elastic. Figure 5 presents a projected view to the 2D surface: the orange points are the concrete nodes and the gray points are the cable nodes. The cable nodes are only constrained by linear relationships with the concrete nodes, so that the displacement of the cables included in a given concrete element is a linear combination of the displacement of the concrete nodes, $u_{cables} = \sum_{i=0}^{4} a_i u^x_{concrete} + b_i u^y_{concrete}$. The vectors $a$ and $b$ are the barycentric coordinates of the cable node with respect to the concrete element [15].

Fig. 5. Simple model of prestressed concrete
Example prestressed concrete: Glob-Kahan convergence for $\epsilon_{GKB} = 1e^{-5}$ and $d = 5$.

| name | m    | n    | #Iter | $\|u - u^k\|_M$/M | $\|u - u^k\|_2$ | $\|p - p^k\|_2$/p |
|------|------|------|-------|------------------|-----------------|------------------|
| Prob1| 498  | 258  | 9     | 9.6e-13          | 9.5e-13         | 2.0e-12          |
| Prob2| 3207 | 1590 | 9     | 3.2e-12          | 3.1e-12         | 9.2e-12          |
| Prob3| 23043| 11382| 9     | 5.0e-11          | 5.0e-11         | 4.9e-11          |

We first extract the $W$ and $A$ submatrices as already described in subsection 3.1. For the purpose of illustrating the particular matrix structure, we apply a permutation to sort the matrix entries in the (1,1)-block with respect to the size of the diagonal elements of $W$, starting from the smallest to the largest. Second, we apply a column permutation to the constraint block $A$ (and the respective row permutation for $A^T$) to obtain the diagonal part in the upper $n \times n$ block, as shown in Figure 6. The augmented matrix exhibits particular features. The $(1,1)$-block contains rows and columns with only zero entries. However, the non-singularity of the full system (1.2) is ensured, since (1.3) is satisfied.

3.2.1. Numerical experiments. Owing to the singular $(1,1)$-block, the GKB algorithm as introduced in section 2 cannot be directly applied to this problem class. We thus rely on the augmented Lagrangian approach and choose $\eta = \|W\|_1$. (1.3) now ensures that the $(1,1)$-block of the augmented system is non-singular. However, also for these shifted matrices, we do not obtain satisfactory results with the GKB algorithm because of the unfavorable scaling of the matrices when generated by code_aster. The algorithm converges, the solution however exhibits oscillations. As described in subsection 3.1.1, the constraint matrices are multiplied by the factor $\gamma = \frac{1}{2}(\min W_{ii} + \max W_{ii})$ to obtain a good equilibrium of the augmented system. We undo this multiplication in our numerical experiments and divide the augmented system (3.7) by $\gamma$. The right-hand sides are provided by code_aster and the exact solutions are obtained for comparison by solving (3.6) with a direct solver.

Numerical results are presented in Table 5. We use the lower bound estimate as stopping criterion and choose the tolerance as $\tau = 10^{-5}$ and $d = 5$. The algorithm shows excellent convergence properties. Although the result of Theorem 2.1 is not applicable to this case, the number of iterations until convergence stays constant at 8 and is bounded with increasing problem size. Indeed, the energy error is already smaller than the tolerance after only $3$ iterations, but we recall that the lower bound estimate for the iterate $u^3$ is only computed at iteration $3 + d$. The bound for the smallest singular value of $B$, necessary for the upper bound estimate, has been obtained experimentally as $a = 0.2$. The convergence of the energy error and the lower and upper bound estimates are presented in Figures 7 and 8.

4. Large scale example and parallel implementation. In this example, we study a critical industrial application, the structural analysis of the reactor containment building of a nuclear power plant. The structure is set under compression during the construction phase, such that it resists better outer influences. The containment building additionally consists of an outer shell layer. The model thus requires the coupling of three dimensional elements (the concrete), two dimensional elements (the outer shell) and one dimensional elements representing the metallic prestressing cables (Figure 9). The underlying equations for each material are those of linear elasticity.
AN ITERATIVE GKB ALGORITHM IN STRUCTURAL MECHANICS

Fig. 6. Augmented system for prestressed block example.

Fig. 7. GKB convergence for Problem 1 and 2.

Fig. 8. Convergence of generalized GKB method for Problem 3.
4.1. Numerical Experiments. The matrix is generated by code_aster. The discretization is illustrated in Figure 9 and the blocks are of size $m = 283797$ and $n = 158928$. The number of constraints is thus more than 50% of the number of physical degrees of freedom. We apply the permutations as explained in the above-mentioned example in subsection 3.2 and obtain the matrix presented in Figure 10. The augmented system contains row and columns with only zero entries in the (1,1)-block, but again (1.3) holds and the nonsingularity of (1.2) is ensured by the constraint matrix.

We implement the Golub-Kahan bidiagonalization method in Julia [8] and we use the interface to the parallel direct solver MUMPS [3] from the JuliaSmoothOptimizers package \(^1\) to solve the inner linear system. The factorization of the system matrix is done once. The right-hand side is provided by code_aster and the exact solution is obtained for comparison by solving (3.6) with MUMPS. As in the previous example, we scale the augmented system (3.7) with the factor $\gamma = \frac{1}{2}(\min W_{i,ii} + \max W_{i,ii})$. The GKB method is not directly applicable to the augmented system (1.2) with a singular (1,1)-block. For this reason, but also to obtain an improved convergence for the GKB method, we apply the augmented Lagrangian approach with $\eta = \|W\|_1$. Again we use the tolerance $\tau = 10^{-5}$ for the lower bound stopping criterion of the GKB method and $d = 5$. We apply the algorithm to the unpermuted system as it is obtained from code_aster.

The algorithm stops after 9 iterations and the relative errors of $u$ and $p$ are summarized in Table 6. The upper and lower bound estimates are presented in Figure 11. Here, the lower bound for the smallest singular values as needed for the upper bound has been estimated numerically as $a = 0.2$.

Also for this realistic industrial test case, the GKB iterative method converges after only 9 $(4 + d)$ iterations. The final errors obtained in the energy and 2-norm for the solution $u$ and also the Lagrange multipliers $p$ are remarkably small. In fact, they are by several orders of magnitude better than the required stopping tolerance. Furthermore, we reduce the problem of solving a matrix of size $m + 2n$ (as currently implemented in code_aster), to solve a linear system of size $m$. We compared the efficiency of the proposed GKB iterative method to solving (3.6) directly with MUMPS

\(^1\)https://github.com/JuliaSmoothOptimizers
under the same conditions. A complete performance analysis of the algorithm is outside the scope of this paper, but a preliminary study shows that in sequential simulations speedups of a factor between 2 and 3 can be observed.

5. Conclusions. In this work, we presented an algorithm based on the Golub-Kahan bidiagonalization method and applied it to problems in structural mechanics. These problems exhibit the difficulty of multi-point constraints imposed on the discretized finite element formulation. We showed that the GKB algorithm converges in only a few iterations for each of the three classes of test problems. In particular, we confirmed our main result of Theorem 2.1: The number of GKB iterations is independent of the discretization size for a given problem, whenever we choose the stabilization parameter $\eta$ appropriately. This has also been true for the example of
Table 6

Golub-Kahan convergence for the containment building example and $\epsilon_{GKB}=1\text{e-5}$ and $d = 5$

| m   | n   | #Iter | $\|\mathbf{u} - \mathbf{u}^*(k)\|_M$ | $\|\mathbf{u} - \mathbf{u}^*(k)\|_2$ | $\|\mathbf{p} - \mathbf{p}^*(k)\|_2$ |
|-----|-----|-------|---------------------------------|---------------------------------|---------------------------------|
| 283797 | 158928 | 9     | 3.39e-11 | 3.8e-11 | 1.4e-9 |

a block of prestressed concrete, although the leading block is singular and does not satisfy the requirements of Theorem 2.1. The errors obtained for the solutions $\mathbf{u}$ and $\mathbf{p}$ are remarkably small and since the lower bound of the error at iteration $k$ can only be computed at $k + d$, they undershoot the required tolerance by several orders of magnitude. Summarizing, the proposed algorithm presents a new alternative to the more commonly used standard iterative solvers and, in particular, the ones provided currently in code_aster.

The final example of the reactor containment building is a realistic application. However, the dimensions of the matrices are still relatively small. For other applications, the number of degrees of freedoms might be in the order of millions, when also the inner direct solver MUMPS will no longer be satisfactory. It is thus indispensable to solve the inner linear system defined by $\mathbf{M}$ with an iterative scheme, which results in an inner-outer iterative method. The study of such algorithms will be the subject of future work.
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