Principal Word Vectors

We generalize principal component analysis for embedding words into a vector space. The generalization is made in two major levels. The first is to generalize the concept of corpus as a counting process which is defined by three key elements: vocabulary set, feature (annotation) set, and context. This generalization enables the principal word embedding method to generate word vectors with regard to different types of contexts and different types of annotations provided for a corpus. The second is to generalize the transformation step used in most of the word embedding methods. To this end, we define two levels of transformations. The first is a quadratic transformation, which accounts for different types of weighting over the vocabulary units and contextual features. Second is an adaptive non-linear transformation, which reshapes the data distribution to be meaningful to principal component analysis. The effect of these generalizations on the word vectors are intrinsically studied with regard to the spread and the discriminability of the word vectors. We also provide an extrinsic evaluation on the contribution of the principal word vectors on a word similarity benchmark and the task of dependency parsing. Our experiments are finalized by a comparison between the principal word vectors and other sets of word vectors generated with popular word embedding methods. The results obtained from our intrinsic evaluation metrics show that the spread and the discriminability of the principal word vectors are higher than that of other word embedding methods. The results obtained from the extrinsic evaluation metrics show that the principal word vectors are better than some of the word embedding methods and on par with popular methods of word embedding.

1. Introduction

The distributional representation of words, also known as word embeddings or word vectors, is a fundamental technique to most modern approaches of the natural language processing (Collobert et al. 2011; Chen and Manning 2014; Dyer et al. 2015). In this representation, words are modelled through real-valued feature vectors that capture global syntactic and semantic dependencies between words in a corpus. This representation enables the application of powerful machine learning techniques, developed for continuous data, on the discrete and symbolic observations of words.

Several word embedding techniques have been proposed by researchers (Schütze 1992; Lund and Burgess 1996; Landauer and Dumais 1997; Sahlgren 2006; Collobert et al. 2011; Mikolov et al. 2013a; Pennington, Socher, and Manning 2014; Lebret and Collobert 2014). Lebret and Collobert (2014) claim that “a simple spectral method as PCA can generate word embeddings as good as with deep-learning architectures”. In their method, word vectors are basically the principal components of a probability co-occurrence matrix which undergoes a Hellinger transformation. Basirat and Nivre (2017) show that the Hellinger transformation is not the best transformation for certain tasks. However, they do not provide any systematic method to find the best transformation function.

In this paper, we provide a solution to this problem and generalize the main idea of word embedding through PCA in two ways. The first is to give the method enough flexibility to take different types of contexts and contextual features into account. This lead us to formulate a concept of contextual word vector that encodes both the contexts and the contextual features of a word into a vector. The second is to use generalized principal component analysis to provide the method with two levels of transformation, a
quadratic transformation, which provides for a weighting mechanism over words and features, followed by an adaptive non-linear transformation that reshapes the distribution of contextual word vectors. The generalized principal word vectors are built through the singular value decomposition of a mean centred sample matrix of contextual word vectors. Depending on the size of the contextual features and vocabulary set, this matrix can be very large and computationally very expensive to process. We adopt the randomized method of singular value decomposition proposed by Halko, Martinsson, and Tropp (2011) and adapt it to perform the matrix factorization in an efficient way. The proposed method is able to preserve the sparsity of the data and estimate the singular value decomposition of the mean centred data without explicitly constructing the mean centred data matrix which, is inherently a dense matrix and needs a lot of memory. These generalizations contribute to an efficient and flexible word embedding method, called principal word embedding, which is able to generate a set of word vectors, called principal word vectors, from a raw or annotated corpus.

We organize this paper as follows. In Section 2, we outline the previous work done in this area and explain how the previous methods are connected to the principal word embedding. The contextual word vectors and their distribution are studied in Section 3. This is followed by a short study of generalized principal component analysis in Section 4. The principal word vectors and their parameters are introduced in Section 5. Section 6 describes our experimental settings and evaluation metrics which are then used in Section 7 to study and evaluate the principal word vectors in two major ways. First, we study the effective parameters of principal word embedding such as contextual features, weighting mechanism, and the transformation function. This study is on the basis of the spread and discriminability of the word vectors. Next, we compare the performance of word vectors in different tasks with other popular methods of word embeddings. The comparisons are on the basis of the contribution of word vectors in word similarity benchmark (Faruqui and Dyer 2014), and in the task of dependency parsing (Nivre 2004).

2. Related Work

The distributional representation of words is developed in the area of distributional semantics (Schütze 1992; Lund and Burgess 1996; Landauer and Dumais 1997; Sahlgren 2006; Pennington, Socher, and Manning 2014; Lebret and Collobert 2014; Basirat and Nivre 2017), and in the area of language modeling (Collobert et al. 2011; Mikolov et al. 2013a,b). Levy and Goldberg (2014b) show that the algorithms developed in both areas are highly connected to each other. The general idea shared between the two areas is that similar words tend to appear in similar contexts. In a bird’s eye view, the word embedding algorithms generate a set of word vectors through the application of dimensionality reduction techniques to a co-occurrence matrix, which counts the frequency of words in different contexts. The co-occurrence matrix is the key data structure in this approach that encodes the contextual environments of words. This matrix is built either explicitly (Pennington, Socher, and Manning 2014; Lebret and Collobert 2014; Basirat and Nivre 2017) or implicitly (Collobert et al. 2011; Mikolov et al. 2013a,b; Sahlgren 2006) during scanning a training corpus.

Principal word embedding is rooted in the methods that are developed in the area of distributional semantics. In other words, the principal word vectors can be considered as vectors in a distributional semantic space. A distributional semantic space is a finite dimensional linear space whose dimensions correspond to the contextual environment of words. Word similarities in a distributional semantic space are reflected through the similarities between vectors associated with them. The remainder of this section is devoted to a review of the word embedding methods developed in the area of distributional semantics and an elaboration of how these methods are connected to the principal word embedding method.

In distributional semantics, the process of embedding words into a vector space consists of three main steps. The first is to scan a corpus and build a co-occurrence matrix which counts the frequency of seeing
words in different contexts. The columns of a co-occurrence matrix are associated with words and represent the frequency of seeing words with different contextual features corresponding to the rows of the matrix. So each column can be seen as a vector representation of its corresponding word. The second is to perform a transformation on the elements of the co-occurrence matrix. The third is to extract a set of low dimensional vectors from the column vectors formed in the first step. The two major types of contexts used in the literature are the window-based context and the dependency context. A window-based context is formed by all words in a sequence (or window) of surrounding words. A dependency-based context is formed by words that are in certain dependency relation with the word in interest. The relative position of words is either completely ignored by these types of context or in some cases they are modelled through some weighting mechanisms with respect to the positional distance between the words in a sentence.

The window-based context is used in many word embedding methods. Among these methods are HAL (Lund and Burgess 1996), word2vec (Mikolov et al. 2013a), HPCA (Lebret and Collobert 2014), and GloVe (Pennington, Socher, and Manning 2014). These methods are designed to process raw corpora and the contextual features in these methods are basically word forms. Padó and Lapata (2007) define the context of a word in a sentence as all words in the sentence which are in a dependency relation with the target word. This idea is further developed by Levy and Goldberg (2014) where they generalize the skip-gram model used in word2vec with dependency context. Although Padó and Lapata (2007) show that the dependency context can result in higher accuracies in certain tasks, Kiela and Clark (2014) argue that better results can be obtained from the window-based context than the dependency context if the vectors are extracted from a fairly large corpus with a small window size. The idea of using rich contextual features is explored by Kiela and Clark (2014). They use different types of contextual features such as lemma, part-of-speech tags, and CCG supertags. This can also be seen in LSA (Landauer and Dumais 1997) where the contextual feature and the context of a word are the label and the content of the document it belongs to. The principal word embedding generalizes the window-based context and dependency context to the context function. In addition, it defines the concept feature variable that links context function and contextual features together. This gives the word embedding method enough flexibility to make use of different types of contexts and contextual features provided by both raw and annotated corpora.

The goal of the transformation step is to reduce the dominance of high-frequency words in the co-occurrence matrix. The logarithm function is among the transformation functions which is widely used for this aim. Salton and Buckley (1988) propose using a weighting mechanism called tf-idf to reduce the negative effect of the most frequently used words. The tf-idf weighting mechanism is then generalized to tf-icf (Reed et al. 2006). Pointwise mutual information (Church and Hanks 1990) combines weighting with a logarithmic transformation. Levy and Goldberg (2014b) and Melamud and Goldberger (2017) provide a detailed study about the effect of pointwise mutual transformation on the word embedding. Lebret and Collobert (2014) propose to use the Hellinger transformation on a probability co-occurrence matrix. The principal word embedding provides a systematic mechanism that allows us to define different types of weighting approaches together with non-linear transformation function. The weighting is carried out through two weight matrices which affect the contextual features and the words. In Section 5.2.1, we show that different weighting methods in the literature are special cases of our approach. The non-linear transformation step in principal word embedding is not restricted to a single function such as logarithmic and square root transformation. The principal word embedding uses an adaptive method of transformation that is able to reshape the data distribution taking into consideration the distribution of the training data.

Among the popular methods of dimensionality reduction, principal component analysis is extensively used to reduce the dimensionality of column vectors in a co-occurrence matrix.
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(Lund and Burgess 1996; Landauer and Dumais 1997; Lebret and Collobert 2014; Basirat and Nivre 2017). Dahl, Adams, and Larochelle (2012) and Hinton and Salakhutdinov (2006) use the restricted Boltzmann Machine and Mikolov et al. (2013a) use an auto-encoder for this aim. It can be shown that both auto-encoders and restricted Boltzmann machine are connected to the principal component analysis (Jolliffe 2002; Hinton and Salakhutdinov 2006). Mixture models (Hofmann 1999; Blei, Ng, and Jordan 2003), and non-linear methods (Roweis and Saul 2000; Hinton and Salakhutdinov 2006) are among the other approaches that have been used for reducing the dimensionality of a semantic space. GloVe (Pennington, Socher, and Manning 2014) formulates the problem of dimensionality reduction as a regression problem. Although GloVe does not explicitly use PCA, Basirat and Nivre (2017) show that the regression formulation is equivalent to the kernel principal component analysis of the column vectors. HPCA (Lebret and Collobert 2014) uses the singular value decomposition to estimate the principal components of the co-occurrence matrix. Lebret and Collobert (2014) ignore the centring step in PCA in order to take the advantage of the data sparsity. RSV (Basirat and Nivre 2017) uses the same approach to compute the principal components. However, it performs the mean subtraction step to centre the column vectors around their mean. This results in a dense matrix which require a lot of memory space. The principal word embedding uses a modified version of the randomised SVD algorithm (Halko, Martinsson, and Tropp 2011) to estimate the principal word vectors. The modified algorithm is able to estimate the singular factors of the mean centred co-occurrence matrix without performing the actual mean subtraction. This enables the algorithm to take advantage of the sparsity of the data and estimate the principal word vectors from the mean centred data.

3. Contextual Word Vector

In this section, we introduce contextual word vectors as the initial frequency-based representation of words in a corpus and study their distribution as a mixture model. These vectors then undergo the principal component analysis to construct the low-dimensional principal word vectors. A contextual word vector associated with a word is a real-valued vector whose elements are the frequency of seeing the word in different contexts formed in a corpus. This definition has three main concepts: word, context, and corpus. The word is one the most fundamental concepts in linguistics. In terms of syntax, the word is defined as the minimum syntactic unit of language (Matthews 1981). Any arrangement of words that follow certain grammatical rules forms a sentence. The set of words in a language forms a vocabulary set and a set of sentences, sampled from all possible sentences in a language and indexed by natural numbers, forms a corpus. Corpora are released in raw or annotated forms. A raw corpus consists of a collection of sentences with or without word and sentence boundaries. An annotated corpus provides some abstract information about the linguistic units such as characters, words, sentences, and documents in the corpus. This information is usually represented through some symbols which are associated with the elements of the corpus. For example, a corpus can be annotated with part-of-speech tags at the word level, or document genre at the document level. Regardless of the type of annotation, we refer to a set of annotation symbols used in a corpus as a feature set. In this research, we do not distinguish between raw corpora and annotated corpora. We consider a raw corpus as an annotated corpus whose words are annotated by their forms. In addition, we consider the word as the most basic element of a corpus and generalize the annotation information provided for the more abstract units such as sentences and documents to their constituent words. For example, a genre associated with a document in a corpus is associated with all words forming the document. This generalization allow us to

1 The indexing represents the order of sentences in the corpus. In other words, a corpus is a subset of $S \times \mathbb{N}$, where $S$ is the set of all possible sentences in a language.
develop a model of word embedding that can benefit from different levels of annotation provided by the corpora. It also makes it possible to formalize a corpus with a set of vocabulary and a set of annotation features. Denoting a vocabulary set consisting of \( n \) words as \( V = \{v_1, \ldots, v_n\} \), and a feature set consisting of \( m \) features as \( F = \{f_1, \ldots, f_m\} \), the corpus \( E \) of size \( T \) is defined as a set of triples (word, feature, and index), \( E = \{e_1, \ldots, e_T\} \) where \( e_i \in V \times F \times \mathbb{N} \). The index \( i \) in each triple \( e_i \in E \) represents the relative position of words in the corpus. We use the vocabulary lookup function \( \mathcal{V} : E \rightarrow V \), the feature lookup function \( \mathcal{F} : E \rightarrow F \), and the index function \( \mathcal{I} : E \rightarrow \mathbb{N} \), to map each element \( e \in E \) onto its corresponding entries in \( V \) and \( F \), and \( \mathbb{N} \) respectively. In other words, each element \( e_i \in E \) is a triple \((v, f, i)\) such that \( \mathcal{V}(e_i) = v \), \( \mathcal{F}(e_i) = f \), and \( \mathcal{I}(e_i) = i \).

We define context as a certain type of connection between the elements of a corpus. For example, at the surface level, one can define a neighbourhood connection between words (e.g., \( e_{i-1} \) is the immediate preceding of \( e_i \)). Another example is at the syntax level, where a dependency connection is defined between the elements of a corpus that form a sentence. One can also extend the domain of connections to discourse and document. More formally, we define the context of each element \( e \in E \) as a function \( \mathcal{C} : E \rightarrow \mathcal{P}(E) \), where \( \mathcal{P}(E) \) is the power set of \( E \). This function is referred to as context function or context for short. In this definition, the context function connects each element in the corpus to a set of elements in the same corpus. The power function in the range of context gives it enough flexibility to model different types of connections between the corpus elements. A limited variant of context function is the singleton context which maps individual elements onto each other i.e., \( E \), i.e., \( \mathcal{C} : E \rightarrow E \). In other words, the singleton context of a word in a corpus is another word in the same corpus. In the remainder of this section, we use the definition of singleton context to formulate the concept of contextual word vector. Later on, in Section 5.1, we elaborate on how more complicated contexts can be formed from multiple singleton contexts.

Given the singleton context function \( \mathcal{C} : E \rightarrow E \), we associate each feature \( f_i \in F \) with a Bernoulli variable \( f_i(e_i) \), called feature variable, whose values for the given word \( e_i \in E \) is defined as below:

\[
f_i(e_i) = \begin{cases} 1 & \mathcal{F}(\mathcal{C}(e_i)) = f_i \\ 0 & \text{otherwise} \end{cases} \tag{1}
\]

Similarly, we associate each word \( v_j \in V \) with a Bernoulli random variable \( v_j(e_i) \), called word variable, whose values for the given word \( e_i \in E \) is defined as below:

\[
v_j(e_i) = \begin{cases} 1 & \mathcal{V}(e_i) = v_j \\ 0 & \text{otherwise} \end{cases} \tag{2}
\]

For a given set of feature variables \( F = \{f_1, \ldots, f_m\} \) corresponding to the feature set \( F \), a set of word variables \( V = \{v_1, \ldots, v_n\} \) corresponding to the vocabulary set \( V \), and a training corpus \( E = \{e_1, \ldots, e_T\} \), we define the contextual word vector \( \mathbf{v}^{(j)} \) associated with word \( v_j \in V \) as an \( m \)-dimensional random vector whose \( i \)th element \( (i = 1, \ldots, m) \) is the frequency of seeing feature \( f_i \in F \) in the context of the word \( v_j \in V \) in the training corpus \( E \):

\[
\mathbf{v}^{(j)}_i = \sum_{t=1}^{T} f_i(e_t) v_j(e_t) \tag{3}
\]
Each element \( \mathbf{v}_i^{(j)} \) of the contextual word vector follows a binomial distribution as below:

\[
\mathbf{v}_i^{(j)} \sim \text{B}(n(v_j), p(f_i|v_j)) \tag{4}
\]

where \( n(v_j) = \sum_{t=1}^{T} v_j(e_t) \) is the marginal frequency of seeing \( v_j \) in \( E \), and \( p(f_i|v_j) = p(f_i = 1|v_j = 1) \). This is because the product \( f_i(e_t)v_j(e_t) \) in Equation 3 follows the Bernoulli distribution, therefore its sum is a binomial random variable. So the contextual word vectors \( \mathbf{v}^{(j)} \) is a vector of the binomial random variable, i.e., \( \mathbf{v}^{(j)} = (\mathbf{v}_1^{(j)}, \ldots, \mathbf{v}_m^{(j)}) \), with the restriction \( \sum_{k=1}^{m} v_k^{(j)} = n(v_j) \), where \( n(v_j) \) is the marginal frequency of \( v_j \) in the corpus. This shows that the contextual word vector \( \mathbf{v}^{(j)} \) follow the multinomial distribution as below:

\[
f(\mathbf{v}_1^{(j)}, \ldots, \mathbf{v}_m^{(j)}; n(v_j), p(f_1|v_j), \ldots, p(f_m|v_j)) = \left( n(v_j) \over \mathbf{v}_1^{(j)}, \ldots, \mathbf{v}_m^{(j)} \right) \prod_{i=1}^{m} p(f_i|v_j)^{v_i^{(j)}} \tag{5}
\]

where \( \mathbf{v}^{(j)} = (\mathbf{v}_1^{(j)}, \ldots, \mathbf{v}_m^{(j)})^T \) is a realization of \( \mathbf{v}^{(j)} \) i.e., \( v_i^{(j)} \in \mathbb{Z}^+ \cup \{0\} \) and \( \sum_{i=1}^{m} v_i^{(j)} = n(v_j) \) \( (i = 1, \ldots, m) \). In the following, we use the term contextual word vector to refer to the vector of random variables denoted by \( \mathbf{v} \) and to its realization denoted by \( \mathbf{v}^{(j)} \). The distinction between the two concepts is made through the notation, bold versus normal format.

We represent the set of contextual word vectors associated with all words in the vocabulary set through a mixture model. This mixture model then undergo the principal component analysis to form the low-dimensional word vectors. Given that each contextual word vector follows a multinomial distribution which is characterized by the occurrence of the corresponding word in the corpus, the set of contextual word vectors \( \{\mathbf{v}^{(1)}, \ldots, \mathbf{v}^{(m)}\} \) associated with all words in the vocabulary set \( V \) forms a mixture model with the following probability mass function:

\[
p(\mathbf{v} = (\mathbf{v}_1, \ldots, \mathbf{v}_m)) = \sum_{j=1}^{n} p(v_j)f(\mathbf{v}_1, \ldots, \mathbf{v}_m; n(v_j), p(f_1|v_j), \ldots, p(f_m|v_j)) \tag{6}
\]

where \( p(v_j) = p(\mathbf{v}_j = 1) \) is the marginal distribution of the word \( v_j \) in the corpus. We refer to \( \mathbf{v} \) as the mixture of contextual word vectors. The mixture of contextual word vectors weights each contextual word vector with the frequency of its corresponding word in the corpus. In order to have a better view of this mixture model, we estimate the overall mean vector and covariance matrix of the distribution in Equation 6.

The mean vector of the mixture of contextual word vectors with the distribution in Equation 6 is \( \mu^\mathbf{v} = \sum_{k=1}^{n} p(v_k)\mu^{(k)} \). Given that \( p(v_k) \) follows the Zipfian distribution, we have \( p(v_k) \approx C_k \) where \( k \) is the word index in a list of words sorted in a descending order of their frequencies and \( C = \frac{1}{\sum_{k=1}^{n} k} \). Using the Zipf’s law and the fact that \( \mu^{(k)} \) follows a binomial distribution (see Equation 4), the \( i \)th element of the
mean vector $\mu^p$ will be as below:

$$\mu^p_i = \sum_{k=1}^{n} p(v_k)\mu^{(k)}_i$$

$$= \sum_{k=1}^{n} n(v_k)p(v_k)p(f_i|v_k)$$

$$\approx TC^2 \sum_{k=1}^{n} \frac{p(f_i|v_k)}{k^2}$$

(7)

where we use $\mu^{(k)}_i = n(v_k)p(f_i|v_k)$, $p(v_k) \approx \frac{C}{(\log n)^k}$, and $n(v_k) \approx \frac{TC}{k}$ and $T$ is the corpus size. The product $TC^2$ in Equation (7) can be approximated by $\frac{T}{(\log n)^2}$, where we approximate $C \approx \frac{1}{\log n}$, using the harmonic series approximation $\sum_{k=1}^{n} k^{-1} \approx \log n$. So, the $i$th elements of the mean vectors $\mu^p$ can be approximated by

$$\mu^p_i \approx \frac{T}{(\log n)^2} \sum_{k=1}^{n} \frac{p(f_i|v_k)}{k^2}$$

(8)

Equation (8) shows that the elements of the mean vector are affected by three factors: the corpus $T$, the vocabulary size $n$, and the distribution of features over words $p(f_i|v_k)$. We study the effect of these parameters on the elements of mean vector in two steps. First we study the parameters $T$ and $n$ then we show how the mean value is affected by the distributions of features over words.

The parameters $T$ and $n$ are dependent on each other. A large corpus is expected to have large vocabulary set too. On the basis of the Heaps’ law, the number of distinct words in a corpus is a function of the corpus. Using the same notation as before, the Heaps’ law relate the corpus size $T$ and the vocabulary size $n$ as $T = Kn^\beta$, where $10 \leq K \leq 100$ is an integer and $\beta \in (0, 1)$. Figure 1 shows how the values of $\tau = \frac{T}{(\log n)^2}$ appeared in Equation (8) vary with respect to $n$. Unsurprisingly, the value of $\tau$ increases as the vocabulary size $n$ increases. This shows that the elements of the mean vector of mixture of contextual word vectors are highly affected by the product $\tau = \frac{T}{(\log n)^2}$ in Equation (8).

Now we study how the element of the mean vector of mixture of contextual word vectors are affected by the distribution of features over words. For a fixed value of $T$ and $n$, Equation (8) shows that the mean vector strictly depends on the distribution of the features over the words. The presence of the $k^2$ in the denominator of $\frac{p(f_i|v_k)}{k^2}$ in Equation (8) shows that the mean vector is more affected with the words with small values of $k$, the most frequent words. In other words, the mean values of those features which are seen with the most frequent words are reasonably higher than those features which are seen with the less frequent words. In many practical cases, where the size of the feature set is large enough (e.g., word forms or n-grams of word forms are used as features), the distribution of the features over words are expected to be close to the Zipfian distribution. In these cases, we have $p(f_i|v_k) \approx \frac{1}{I}$, where $i$ is the index of feature $f_i$ in the list of features sorted in the descending order of their frequency seen with $v_j$ and $I$ is the probability normalizing factor with the value of $I = \frac{1}{\sum_{i=1}^{n} f_i}$. Replacing the Zipfian approximation of $p(f_i|v_k) \approx \frac{1}{I}$ in to the Equation (8)
The variation of $\tau = \frac{T}{(\log n)^2}$ versus $n$, where we use Heaps’ law to estimate $T \approx Kn^\beta$ with $K = 100$, and $\beta = 0.6$.

we have

$$
\mu_i^w \approx \frac{T I}{i(\log n)^2} \sum_{k=1}^{n} \frac{1}{k^2} \approx \frac{\pi^2 T}{6i \log m (\log n)^2}
$$

where we use $I \approx \frac{1}{\log m}$ and $\sum_{k=1}^{n} k^{-2} \approx \frac{\pi^2}{6}$. Equation 9 shows that if the features are distributed with the Zipfian distribution over the words then the elements of the mean vector of the mixture of contextual word vectors are directly proportional to the corpus size $T$ and inversely proportional to the logarithm of the size of the feature set and the logarithm of the size of the vocabulary set. The effect of the vocabulary size is to a large extent cancelled out by the presence of the corpus size $T$ in the nominator of the fraction, since the vocabulary size $n$ is directly proportional to the corpus size $T$. As we mentioned above, on the basis of the Heaps’ law, the corpus size is still larger than the vocabulary size. So we cannot completely eliminate the effect of these parameters on the elements of the mean vectors. Nevertheless, it would be safe to conclude that as we increase the size of the feature set, the mean vector will be more close to zero. The presence of index $i$ in denominator of Equation 9 shows that the $\mu_i^w$ becomes smaller as $i$ increases. This basically means that the elements of the mean vector related to the most frequent features, for which $i$ is small, are much higher than the other features.

Nevertheless, the assumption about the Zipfian distribution of features over words might not be a valid assumption for all circumstances. For example, if a small set of part-of-speech tags is used as the feature set, then the distribution is more likely not to follows the Zipfian distribution and be more close to the uniform distribution. In order to estimate the mean values in a more general way, we use the maximum entropy principle which states that the best distribution to model an observed the data set is one with maximum
entropy. When we have no knowledge about the data, the best distribution to model them is the uniform distribution. Using the maximum entropy principle, if we assume that feature $f_i$ is uniformly distributed over all words with probability $p(f_i|v_k) \approx \frac{1}{m}$, where $m$ is the size of the feature set, the $i$th element of the mean vector in Equation 9 is approximated as below:

$$
\mu_i^p \approx \frac{T \pi^2}{6m(\log n)^2}
$$

where we use $\sum_{k=1}^{n} k^{-2} \approx \frac{\pi^2}{6}$, and $C \approx \frac{1}{\log n}$. In order to show how the elements of the mean vector vary with respect to the corpus size $T$ and the vocabulary set $n$, we assume that the size of feature set, $m$, is equal to the size of the vocabulary set, $n$. This basically means that the corpus is a raw corpus, i.e., the features are the word forms. In this case the value of $\mu_i^p$ can be approximated by $\frac{T \pi^2}{6n(\log n)^2}$. Figure 2 shows how the values of $\mu_i^p$ vary with respect to $n$. In general, the figure shows that the value of $\mu_i^p$ are so small even with a relatively small set of the vocabulary set. This means that the mean vector of contextual word vectors are close to the null vector.

Now we turn our attention on the covariance of the mixture of contextual word vectors $\Sigma^p$. Denoting $\Sigma^{p(k)}$ as the covariance matrix of the $k$th contextual word vector forming the mixture model in Equation 6, the covariance matrix of the mixture of contextual word vectors is $\Sigma^p = \sum_{k=1}^{n} p(v_k) \Sigma^{p(k)}$, where $p(v_k)$ is the marginal probability of observing the $k$th word in the vocabulary set. Given that the elements of the contextual word vectors follow the binomial distribution in Equation 4 for the diagonal elements of $\Sigma^{p(k)} (k = 1, \ldots, n)$, we have $\Sigma_{i,i}^{p(k)} = n(v_k)p(f_i|v_k)(1 - p(f_i|v_k))$. Using Zipf’s law for the words, the diagonal
Element \((i, i)\) of the overall covariance matrix will be as below:

\[
\Sigma^\mathbf{v}_{(i,i)} = \sum_{k=1}^{n} p(v_k) \Sigma^\mathbf{n}_{(i,i)}^{(k)}
\]

\[
= \sum_{k=1}^{n} n(v_k) p(v_k) p(f_i|v_k) (1 - p(f_i|v_k))
\]

\[
\approx TC^2 \sum_{k=1}^{n} \frac{p(f_i|v_k)}{k^2} (1 - p(f_i|v_k))
\]

(11)

where we use \(p(v_k) \approx \frac{C}{k}\), and \(n(v_k) \approx \frac{TC}{k}\) and \(T\) is the corpus size. For the off-diagonal elements of \(\Sigma^\mathbf{n}_{(i,j)}^{(k)}\) we have \(\Sigma^\mathbf{n}_{(i,j)}^{(k)} = -n(v_k) p(f_i|v_k) p(f_j|v_k)\) with \(i \neq j\). Using Zipf’s law, the off-diagonal elements can be approximated as below:

\[
\Sigma^\mathbf{v}_{(i,j)} = \sum_{k=1}^{n} p(v_k) \Sigma^\mathbf{n}_{(i,j)}^{(k)}
\]

\[
= \sum_{k=1}^{n} -n(v_k) p(v_k) p(f_i|v_k) p(f_j|v_k)
\]

\[
\approx -TC^2 \sum_{k=1}^{n} \frac{p(f_i|v_k) p(f_j|v_k)}{k^2}
\]

(12)

Similar to the analysis of the mean vector of the mixture of contextual word vectors, we analyse the covariance matrix with two scenarios about the distribution of features over the words. First, we assume that the distribution of features over words follows the Zipfian distribution, i.e., \(p(f_i|v_k) \approx \frac{I}{i}\) where \(I = \sum_{i=1}^{m} i^{-1}\). Second, we use the maximum entropy principle and assume that the features are uniformly distributed over words, i.e., \(p(f_i|v_k) \approx \frac{1}{m}\). With the first scenario, the diagonal element \((i, i)\) is approximated as

\[
\Sigma^\mathbf{v}_{(i,i)} \approx \frac{TC^2 I(i - I)}{i^2} \sum_{k=1}^{n} \frac{1}{k^2}
\]

\[
\approx \frac{T \pi^2}{6i \log m (\log n)^2} \left(1 - \frac{1}{i \log m}\right)
\]

(13)

and the off-diagonal element \((i, j)\) with \((i \neq j)\) is approximated as

\[
\Sigma^\mathbf{v}_{(i,j)} \approx -\frac{I^2 C^2 T}{ij} \sum_{k=1}^{n} \frac{1}{k^2}
\]

\[
\approx -\frac{T \pi^2}{6ij (\log m)^2 (\log n)^2}
\]

(14)
where we use $I \approx \frac{1}{\log m}$, $C \approx \frac{1}{\log n}$, and $\sum_{k=1}^{n} \frac{1}{k^2} \approx \frac{\pi^2}{6}$. Equation 13 and Equation 14 can be simplified into

$$\Sigma_{(i,j)}^n = -\frac{A(1 - \alpha)}{ij}$$

where $A = \frac{T \pi^2}{6 (\log m \log n)^2}$ and $\alpha$ is defined as below:

$$\alpha = \begin{cases} i \log m & i = j \\
0 & i \neq j \end{cases}$$

Equation 15 shows that the covariance between the feature variables is directly proportional to the parameter $A$ and inversely proportional to the indices $i$ and $j$. Given that $T$, $m$, and $n$ are positive integers, and assuming that $m > 1$ and $n > 1$, $A$ is always a positive real number and $\alpha$ is a real number larger than for $i = j$. Thus, the diagonal elements are positive since $\alpha > 1$ and $A > 0$, and the off-diagonal elements of the covariance matrix are negative since $A > 0$. The values of $A$ are directly proportional to the corpus size $T$ and inversely proportional to the feature size $m$ and vocabulary size $n$. As shown in Figure 1, the ratio $\tau = \frac{T}{\log n}$ increases with the vocabulary size $n$, which itself is a function of the corpus size $T$. Given that $A = \frac{T \pi^2}{6 (\log m \log n)^2}$, with a constant value of $m$, $A$ also linearly increases with the corpus size and vocabulary size. With a constant value of $\tau$, the variation of the values of $A$ is inversely proportional to the logarithm of the size of the feature set, $m$. A small feature set results in relatively larger values of $A$ and a very large feature set can result in significantly smaller values of $A$. In addition to the parameter $A$, the covariance between feature variables are also affected by their indices in the list of features sorted in descending order of the feature frequencies. The absolute value of covariance between the feature variable associated with less frequent features, for which the feature indices are high, is much smaller than the absolute value of covariance between the features with relatively higher frequency. The diagonal elements of the covariance matrix are higher than the absolute value of the off-diagonal elements in the same row and column. Figure 3 provides a visualization of what we described about the elements of the covariance matrix in Equation 15. The fact that the diagonal elements of the covariance matrix sharply decreases as the index $i$ increases show that the majority of the data spread is due to the disproportionate contribution of the most frequent features with high indices. In terms of the eigen-spectrum, this picture of the distribution of contextual word vectors implies a sharp decrease in the spectrum of eigenvalues of their covariance matrix. In other words, most of the variation of the data is along a few number of top eigenvectors of the covariance matrix. Later on, in Section 7.2, we will make use of this property to determine the optimal number of dimensions for the principal word vectors.

Alternatively, if we assume that the features are uniformly distributed over words i.e., $p(f_i | v_k) \approx \frac{1}{m}$, the element $(i, j)$ of the covariance matrix then will be as below:

$$\Sigma_{(i,j)}^n = \frac{T \pi^2 \alpha}{6(m \log n)^2}$$

where $\alpha$ is defined as:

$$\alpha = \begin{cases} m - 1 & i = j \\
-1 & i \neq j \end{cases}$$
Equations 17 and 18 show that the elements of the covariance matrix become smaller as the number of features increases. The diagonal elements of the covariance matrix are larger than the absolute values of the off-diagonal elements. If we use \( m \approx m - 1 \) in Equation 18 then the diagonal elements of the covariance matrix will be as small as the corresponding mean values in Equation 10. As shown in Figure 2, the elements of the mean vector can be very small when the number of features increases. Similarly, the elements of the covariance matrix can be very small as the number of features increases. This together with the fact that the diagonal elements of the covariance matrix are higher than the off-diagonal values shows that depending on the size of the feature set the elements of the covariance matrix can be very small. This basically means that the contextual word vectors are tightly massed around their mean vector which itself is close to the null vector.

We summarize this section as follows. A contextual word vector associated with a word is a vector of random variables, associated with a set of features, that count the frequency of seeing the word with each feature in a corpus. The set of contextual word vectors associated with all words in a vocabulary set form a mixture model. For a given corpus of a certain size, both the mean vector and the covariance matrix of the mixture of contextual word vectors are highly affected by the number of features. Depending on the size of the feature set, the mean vector of the mixture of contextual word vectors can be very close to the null vector and the contextual word vectors be massed around the mean vector. The spectrum of the eigenvalues of the covariance matrix of the principal word vectors sharply decreases and most of the variation in the data is along a few eigenvectors associated with the top eigenvalues.

4. Principal Component Analysis

Principal component analysis (PCA) is a method to study the structure of data matrix. PCA is studied from different views which depends on the way that the data is seen (Jolliffe 2002). In a geometric view, the data matrix is seen as vectors in an Euclidean space spanned by the column or row vectors in the matrix. In a
statistical view, the data matrix is seen as a sample from a multivariate distribution. In this paper, we focus on the statistical view of PCA since it is more relevant to the way that we model the contextual word vectors in Section\textsuperscript{3}.

PCA, in its statistical view, deals with the study of the structure of the covariance between a vector of random variables $X = (x_1, \ldots, x_m)^T$. It looks for a vector of independent latent variables $Y = (y_1, \ldots, y_k)$ ($k \ll m$), inferred from the original variables, whose variances under projection of original variables are maximal. The latent variables, called principal components, are linear functions of original variables, $Y = A^T(X - E[X])$, where $E[X]$ is the expected vector of the random variables, and the $m \times k$ matrix $A = [A_1 \ldots A_k]$ is composed of the $k$ dominant eigenvectors of the covariance matrix $\Sigma^X = E[(X - E[X])(X - E[X])^T]$, i.e., $\Sigma^X A_j = \lambda_j A_j$. The resulting random variables in $Y$ are independent from each other with the diagonal covariance matrix $\Sigma^Y = E[(Y - E[Y])(Y - E[Y])^T]$ whose diagonal entries are as $\Sigma^Y_{j,j} = \lambda_j$ ($j = 1, \ldots, k$), where $\lambda_j$ is the eigenvalue associated with $A_j$.

Given the $m \times n$ sample matrix $X$ drawn from the random vector $X = (x_1, \ldots, x_m)^T$, the matrix of eigenvectors $A$ can be efficiently computed by singular value decomposition of the mean-centred sample matrix $\mathcal{X} = X - \bar{X}1_n^T$, where $\bar{X} = \frac{1}{n}X1_n$ is the sample mean vector, and $1_n$ is the vector of $n$ ones. The left singular vectors of $\mathcal{X}$ are the eigenvectors of the covariance matrix $\Sigma^X$, and the singular values are equal to $\sqrt{(n-1)\lambda}$, where $\lambda$ is the vector of eigenvalues of $\Sigma^X$. Given the singular value decomposition of $\mathcal{X} = U \Sigma V^T$, the $k$ dominant principal components of $\mathcal{X}$ can be efficiently computed by $Y = U_k^T \mathcal{X}$, or equivalently by $Y = \Sigma_k V_k^T$, where the $m \times k$ matrix $U_k$ and the $n \times k$ matrix $V_k$ are the left and right singular vectors corresponding to the $k$ dominant singular values of $\mathcal{X}$ on the main diagonal of the $k \times k$ diagonal matrix $\Sigma_k$.

PCA can be generalized in various ways \cite{Jolliffe2002, ReneVidal2016}. One way of generalization is to add an $m \times m$ metric matrix $\Phi$, and an $n \times n$ weight matrix $\Omega$ to the classical definition of PCA. These matrices provide for using a priori knowledge in the PCA. The metric matrix $\Phi$ is used for weighting the random variables and the weight matrix $\Omega$, which is usually a diagonal matrix, is used to weight the observations. It is also quite common to transform the data before performing the singular value decomposition. This adds a degree of non-linearity to the classical PCA and is helpful when the non-linear relationship between the variables is of interest. Another way of generalization is to give the method enough flexibility to form the final low dimensional vectors $Y$ not only on the basis of the top eigenvalues but on the basis of an arbitrary set of eigenvalues and their corresponding eigenvectors. This can be done through an $m \times m$ diagonal matrix which is used to weight the eigenvalues in $\Sigma$. We refer to this eigenvalue weighting matrix as $\Lambda$. The diagonal elements of $\Lambda$ are non-negative real numbers that control the variance of data along the corresponding eigenvectors. The presence of zero values on the diagonal elements is basically equivalent with eliminating the dimension formed by the corresponding eigenvector. So, if the desired number of dimensions is to be $k \ll m$, then we must have exactly $k$ non-zero values on the diagonal elements of $\Lambda$.

Algorithm\textsuperscript{1} is a generalized version of PCA, called GPCA, with respect to the parameters mentioned above. The inputs to the algorithm are:

- the $m \times n$ matrix $X$ sampled from the vector of random variables,
- the $m \times m$ metric matrix $\Phi$,
- the $n \times n$ weight matrix $\Omega$,
- the $m \times m$ diagonal eigenvalue weighting matrix $\Lambda$, and
- the transformation function $f$

In Line\textsuperscript{2} the algorithm applies several transformations on the sample matrix $X$ using the weight matrices and the transformation function $f$. In Line\textsuperscript{3} the column vectors of the transformed matrix $\mathcal{X}$ are centred.
around their mean. Then in Line 4 the singular value decomposition of the mean centred data matrix is computed. The singular values from which the low dimensional vectors are computer are weighted and selected in Line 5 via the weights provided by the input matrix \( \Lambda \). Usually, in practice, the matrix \( \Lambda \) is not feed to the algorithm as an input argument, but rather it is computed in the algorithm as a function of the matrix \( \Sigma \). In this case, the number of dimensions should be specified in the input argument list. The final low dimensional vectors are computed in Line 6. The number of dimensions of these vectors are equal to the number of positive elements in the diagonal matrix \( \Lambda \). A drawback of using Algorithm 1 on a large sparse matrix, such as the sample matrix of contextual word vectors, is that the algorithms cannot take advantage of the sparsity in the input matrix. This is because the matrix \( X \) in Line 3 will inevitably be a dense matrix after being centred and it needs a large amount of memory and CPU time to be processed by the subsequent SVD step in Line 4. In Section 4.1 we introduce an efficient algorithm to approximate the singular value decomposition \( X = U \Sigma V^T \) from the non-centred matrix \( X \) without explicitly forming the dense matrix \( X \) in Line 3. This algorithm enables us to take the advantage of the sparsity in the input matrix to estimate its principal components.

Algorithm 1 Generalized principal component analysis.

1: procedure GPCA(\( X, \Phi, \Omega, \Lambda, f \))
2: Form \( X \leftarrow f(\Phi X \Omega) \)
3: Compute the mean vector \( E \) and form the centred data \( X \leftarrow X - E1_n^T \)
4: Compute singular value decomposition \( X = U \Sigma V^T \)
5: Weight the singular values with \( \Lambda \), \( \Sigma_1 \leftarrow \Lambda \Sigma \)
6: Form the low dimensional principal components \( Y \leftarrow \Sigma_1 V^T \)
7: return \( Y \)
8: end procedure

4.1 Centred Singular Value Decomposition

Any real-valued \( m \times n \) matrix \( X \) can be decomposed into three matrices as \( X = U \Sigma V^T \) where the \( m \times m \) matrix \( U \) and \( n \times n \) matrix \( V \) are real-valued orthonormal matrices (i.e., \( U^T U = I_m \) and \( V^T V = I_n \)), and \( \Sigma \) is a diagonal \( m \times n \) matrix whose diagonal elements are non-negative real values.

As mentioned before, the set of principal components of a mean centred matrix can be efficiently computed from the singular values and singular vectors of the matrix. In this section, we propose a method of singular value decomposition for this aim. Denoting \( X \) as an \( m \times n \) matrix, \( E \) as an \( m \) dimensional vector, and \( 1_n \) as an \( n \) dimensional vector of ones, Algorithm 2 inspired by the randomized matrix factorization method introduced by Halko, Martinsson, and Tropp (2011), returns a rank-\( k \) approximation of the singular value decomposition of the data matrix \( \mathcal{X} = X - ET_n \), whose columns are centred around the vector \( E \). The algorithm works in three major steps.

First is to approximate a rank \( K \) basis matrix \( Q_1 \) (\( k < K \ll n \)) that captures most of the information in the input matrix \( X \). This is done through the first three lines in Algorithm 2. A basis matrix of a vector space contains a set of linearly independent vectors that span the vector space. In Line 2 a standard random matrix in drawn which is used in Line 3 to form the sample matrix \( X_1 \). The columns of \( X_1 \) are independent random points in the range of \( X \). By way of illustration, the \( i \)th element of the \( j \)th sampled vector, \( X_{1(i,j)} \), is the linear combination of the \( i \)th element of all vectors in \( X \) and the random linear coefficients in the \( j \)th row of \( \Omega \), i.e., \( X_{1(i,j)} = \sum_{k=1}^{n} X(i,k) \Omega(k,j) \). Hence, \( X_1 \) can be used to estimate the basis matrix \( Q_1 \), as it is done in Line refalg:rsvd:qr. Line 5 uses the QR-update algorithm proposed by Golub and Van Loan (1996, p. 607) to
update the QR factorization of $X_1 = Q_1 R_1$ with respect to the input vector $E$. For a given QR factorization such as $Q_1 R_1 = X_1$ and two vectors $u$ and $v$, the QR-update algorithm compute the QR-factorization of $Q'R' = X_1 + uv^T$ through updating the already available factors $Q_1$ and $R_1$. Replacing $u$ with $-E$ and $v$ with $1_n$, the QR-update in Line 5 returns the basis matrix $Q$ that captures most of the information in the mean centred matrix $X = X - E 1_n^T$, i.e., $X \approx QQ^T X$. Note that, we compute the basis matrix of the mean centred matrix $X$ without explicitly building the matrix $X$.

Second is to project the matrix $X$ to the space spanned by $Q$, i.e., $Y = Q^T X$. This step is done in Line 6 through the application of the distributive property of multiplication over addition, i.e., $Y = Q^T X_1 - Q^T E 1_n^T$. Note that in Line 6 instead of applying the product operator on $Q$ and $X = X - E 1_n^T$, we use $Q^T X_1 - Q^T E 1_n^T$. This is because the amount of memory required by the latter approach is significantly smaller than the amount of memory required by the former approach. In the former approach, one needs to build the $m \times n$ matrix $X = X - E 1_n^T$ but in the latter approach we have two $m \times K$ matrices $Q^T X_1$ and $Q^T E 1_n^T$. Since $K \ll m$ and in many applications the number of observations $n$ is larger than or equal (or at least comparable) to the number of variables $m (m \leq n)$, the latter approach is more efficient. Moreover, since the matrix $Q^T E 1_n^T$ repeats the column vectors $Q^T E$ in all its columns, instead of building this matrix one can subtract the column vector $Q^T E$ from all columns of $Q^T X_1$ in a loop.

Finally, in the third step, the SVD factors of $X$ are estimated from the $K \times n$ matrix $Y$ in two steps. First, the rank-$k$ SVD approximation of $X$ is computed using a standard method of singular value decomposition, i.e., $Y = U_1 S V^T$ (Line 7). Then, the left singular vectors are updated by $U \leftarrow QU_1$ resulting in $USV^T = QY$ (Line 8). Replacing $Y$ with $Q^T X$ and the fact that $X \approx QQ^T X$, we have $USV^T \approx X$, which is the rank-$k$ approximation of $X$.

\begin{algorithm}
  \begin{algorithmic}[1]
    \Procedure{Centred-SVD}{$X, E, k, K$}
    \State Draw an $n \times K$ standard Gaussian matrix $\Omega$
    \State Form the sample matrix $X_1 \leftarrow X \Omega$
    \State Compute the QR factorization $X_1 = Q_1 R_1$
    \State Compute the QR factorization $QR = Q_1 R_1 - E 1_n^T$ using the QR-update algorithm \cite{Golub06}
    \State Form $Y \leftarrow Q^T X - Q^T E 1_n^T$
    \State Compute the singular value decomposition of $Y = U_1 S V^T$
    \State $U \leftarrow QU_1$
    \State \Return $(U, \Sigma, V)$
  \EndProcedure
\end{algorithmic}
\end{algorithm}

5. Principal Word Vectors

We define \textit{principal word vectors} as the set principal components of a sample matrix of contextual word vectors. We refer to this matrix as contextual matrix. Formally, for a given corpus formed by $n$ word variables, and $m$ feature variables, the columns of the $m \times n$ contextual matrix $M$ is the contextual word vectors associated with the word variables. Denoting $v_i$ $(i = 1, \ldots, n)$ as a contextual word vector associated with word $v_i \in V$, the contextual matrix $M = (v_1, \ldots, v_n)$.

Algorithm 3 summarizes three main steps to build a set of $k$ dimensional principal word vectors form the corpus $E$, characterized by a set of feature variables and a set of word variables. First is to builds a contextual matrix through scanning the input corpus and counting the frequency of seeing words with
different features in their contexts (lines 2 to 7). The two search steps in Line 4 and Line 5 can be rapidly done by the hashing mechanism proposed by Zobel, Heinz, and Williams (2001). Hence, the time complexity of this step is mostly influenced by the corpus size \( T \). However the memory space complexity of this step is influenced by size of the feature set, size of the vocabulary set, and the distribution of features over words. In practice, the sparsity of the contextual matrix \( M \), which defined as the ratio of the number of zeros to the total number of elements, is large enough to consider it as a sparse matrix. In Section 5.1 we study different types of feature variables used in the literature and we show how the combination of different typed of feature variables can affect the sparsity and distribution of the data in the contextual matrix.

Second is to set the parameters of the GPCA, the weigh matrices \( \Phi \) and \( \Omega \), and the transformation function \( f \). These parameters can be set with a priori knowledge about the distribution of features and words, or they can be set on the basis of the statistics provided by the contextual matrix. In this research, we don’t deal with the former approach but we study the latter approach in Section 5.2. Third is to run the GPCA algorithm in Algorithm 1 on the contextual matrix using the above parameters.

Algorithm 3 The algorithm to generate a set of principal word vectors for words in a corpus. \( E \) is a corpus characterized by the set of feature variables \( F = \{ f_1, \ldots, f_m \} \), and the set of word variables \( V = \{ v_1, \ldots, v_n \} \).

1: procedure PRINCIPAL-WORD-VECTOR(\( E, k \))
2: Initialize the \( m \times n \) contextual matrix \( M \) with zeros
3: for \( t \leftarrow 1 \) to \( T \) do
4: Find the feature index \( i \) for which \( f_i(e_t) = 1 \)
5: Find the word index \( j \) for which \( v_j(e_t) = 1 \)
6: \( M(i,j) \leftarrow M(i,j) + 1 \)
7: end for
8: Build the weight matrices \( \Phi \) and \( \Omega \)
9: Build the diagonal eigenvalue weighting matrix \( \Lambda \) having \( k \) positive elements
10: Train the transformation function \( f \)
11: \( Y \leftarrow \text{GPCA}(M, \Phi, \Omega, \Lambda, f) \)
12: return \( Y \)
13: end procedure

5.1 Feature Word Variables

A set of feature variables are defined by 1) a feature set, and 2) a context function. The features are basically the word features which describe the words occurrences in a corpus. Some examples of features are word’s part-of-speech tags, word’s lemmas, word’s forms, or even the label of the document to which a word belongs. As elaborated in Section 3, a context function is a mapping between the elements of a corpus, each elements is mapped onto a subset of elements in the corpus.

A singleton context function provides a mapping between the individual elements of the corpus. The two commonly used singleton context functions (or contexts) in the literature are: 1) the neighbourhood context, and 2) the dependency context. Denoting \( E = \{ e_1, \ldots, e_T \} \) as a corpus of size \( T \), the neighbourhood context of word \( e_t \in E \) with parameter \( \tau \in \mathbb{Z} \) (\( 0 < t + \tau < T \)) is \( C_{n}(e_t; \tau) = e_{t+\tau} \). Depending on the sign of parameter \( \tau \), the neighbourhood context returns the word at \( \tau \)th position before or after \( e_t \). We will refer to the neighbour context with \( \tau < 0 \) as backward neighbourhood context and the neighbourhood context with \( \tau > 0 \) as forward neighbourhood context. The dependency context is defined by the dependency relations
between words which is modelled by a directed graph whose nodes are the words in $E \cup \{\text{root}\}$, where root is a special node used as the root node of a dependency tree. The dependency context of word $e \in E$ with parameter $\tau \in \{0\} \cup \mathbb{Z}^+$ is defined as below:

$$
\mathcal{L}_d(e; \tau) = \begin{cases} 
\mathcal{L}_d(\text{Pa}(e); \tau - 1) & \tau > 0 \\
 e & \tau = 0 
\end{cases}
$$  

(19)

where function $\text{Pa} : E \rightarrow \{E, \text{root}\}$ returns the parent word of the input word $e \in E$ with respect to the dependency graph of $E$.

Depending on the feature set and context function in use, different sets of feature variables can be formed. For $k$ disjoint sets of feature variables $\{F_1, \ldots, F_k\}$ with $F_i = \{f_{i}^{(1)}, \ldots, f_{m_i}^{(i)}\} (i = 1, \ldots, k)$, we propose to combine them together in three ways. The first is to form a set of joint feature variables from the Cartesian product set of the original sets of feature variables i.e., the combined set of feature variables is $F = F_1 \times F_2 \times \cdots \times F_k$. The size of the joint feature variables $F = \{f_1, \ldots, f_m\}$ is $m = \prod_{i=1}^k m_i$ and its $j$th element is $f_j = \prod_{i=1}^k f_{j_i}^{(i)}$, where $j = 1, \ldots, m$, $j_i (i = 1, \ldots, k)$ is a feature index in $F_i$ such that $j_1 + \sum_{i=2}^k (j_i - 1) \prod_{i=1}^{j_i - 1} m_i = j$. In other words, $f_j$ is equal to the product of the feature variables in the $j$th element of the Cartesian product $\prod_{i=1}^k F_i$. This means that the joint feature variable $f_j$ is a Bernoulli random variable and the contextual word vectors formed by them follows the multinomial distribution in Equation[5]. Since the size of joint feature variables in $F$ is much higher than the size of the individual feature variables in each $F_i (i = 1, \ldots, k)$, the contextual word vectors generated with the joint feature variable are expected to be more dense around their mean than the contextual word vectors generated with $F_i (i = 1, \ldots, k)$. This due to the effect of size of the feature variables on the covariance matrix of the contextual word vectors elaborated in Section[3].

As an example, let’s assume that the feature variable $F$ is formed by the Cartesian product of two sets of feature variables $F_1$ and $F_2$ which are defined as follow. $F_1$ is defined by a set of part-of-speech tags as its feature set and the neighbourhood context with parameter $\tau = -1$ as its context function. $F_2$ is defined by a set of supertags tags as its feature set and the dependency context with parameter $\tau = -1$ as its context function. Then, the joint feature variable $f_i = (f_i^{(1)}, f_i^{(2)})$, where $f_i^{(1)} \in F_1$ and $f_i^{(2)} \in F_2$, for a given token $e_i$ is 1 if $f_i^{(1)}(e) = 1$ and $f_i^{(2)}(e) = 1$, i.e., the part-of-speech tag of the immediate preceding token, $e_{i-1}$, matches the part-of-speech tag associated with $f_i^{(1)}$ and the supertag of the parent word matches the supertag associated with $f_i^{(2)}$. The joint approach of feature combination can be seen as an extension of the $n$-gram models which are mostly used in language modelling. The difference is that an $n$-gram model is defined as a contiguous sequence of items, but in the joint approach, the variables generated by the joint approach are not necessarily a contiguous sequence. This is because of the different context functions used in the feature variables constituting the set of joint feature variables. By way of illustration, in the previous example, the part-of-speech tag of the immediate preceding word and the supertag of the parent word are taken into consideration which are not necessarily in a contiguous sequence defined by the words. In addition to this, the joint feature variables provide us with a systematic way to combine different types of contextual features together. The elements of the contextual word vectors built with the joint feature variables basically show the frequency of seeing each word with all combinations of the features in the original sets of feature variables. Since not all combinations of feature variables are likely to occur in the corpus, one can eliminate those joint variables which are never seen in the corpus, i.e., $\sum_{i=1}^T f_j(g_i) = 0$ where $\{e_1, \ldots, e_T\}$ is the training corpus.
Using the same notation as before, the second way to combine multiple sets of feature variables is to form the union set of feature variables:

$$ F = \bigcup_{i=1}^{k} F_i $$

The size of the union set of features variables $F = \{f_1, \ldots, f_m\}$ is $m = \sum_{i=1}^{k} m_i$ where $m_i$ is the size of the feature variable set $F_i$. The contextual word vectors obtained from this approach are equivalent to the concatenation of the contextual word vectors obtained from each set the feature variables. Denoting the set of contextual word vectors obtained from each set of the feature variable $F_i \in F (i = 1, \ldots, k)$ as $\{v_1, \ldots, v_{m_i}\}$, all associated with the same word, the corresponding union contextual word vector will be $v = (v_1^T, \ldots, v_{m_i}^T)^T$. A contextual word vector obtained by the union feature variables does not follow the multinomial distribution in Equation 5. This is because the range of the feature lookup function and the context function of the union set of feature variables are changed to their corresponding power sets $P(F)$ and $P(E)$ respectively, i.e., $F : E \rightarrow P(F)$ and $G : E \rightarrow P(E)$. In other words, each $e_i \in E (i = 1, \ldots, T)$ activates $n$ feature variables in the union contextual word vector $v$, each of which belongs to one of the contextual word vectors forming $v$. However the multinomial distribution in Equation 5 requires that each observation $e_i \in E$ activates only one feature variable. The contextual word vector $v$ obtained from the union of the feature variable sets $F_i (i = 1, \ldots, k)$ follows the joint distribution of the multinomial distributions associated with each $F_i (i = 1, \ldots, k)$. Nevertheless, the individual feature variables in $F$ follow the binomial distribution in Equation 4. Thus, the mean vector and the covariance matrix of the mixture of union contextual word vectors will have the same properties as the mean vector and covariance matrix of mixture of contextual word vectors studied in Section 4.

The third way to combine multiple set of feature variables is to add the contextual word vectors obtained from each set together. This addition approach of feature combination requires the size of the feature variables be equal with each other. This restriction is imposed by the algebraic definition of the vector addition stating that two or more vectors can be added is they have the same number of dimensions. Since the number of dimensions of a contextual word vector is equal to the size of its feature set, we have the above restriction on the addition approach of feature combination. In addition to this algebraic restriction, the addition approach of feature combination is restricted to the correspondences between the feature variables in the sets. In fact, the addition approach of feature combination makes sense if there is a one-to-one mapping between the elements of feature sets such that the corresponding feature variables are associated with the same feature and the same type of contexts (e.g. neighbourhood context) but different context parameters. For example, we can add the contextual word vectors built with the neighbourhood context with different parameter values $\tau \in \mathbb{Z} (0 < t + \tau < T)$. However, it does not make sense to add a contextual word vectors built with the neighbourhood context to another contextual word vector built with the dependency context.

It can be shown that the contextual word vectors obtained from the addition approach of feature combination follow a multinomial distribution if the coefficients $\alpha_\tau$ in Equation 5 are positive integers i.e., $\alpha_\tau \in \mathbb{Z}^+$. However, in general, the contextual word vectors obtained from the addition approach approximate the Gaussian distribution with $\mu = \sum_{\tau=a}^{a+n-1} \alpha_\tau \mu_\tau$ and $\Sigma = \sum_{\tau=a}^{a+n-1} \alpha_\tau \Sigma_\tau$, where $\mu_\tau$ and $\Sigma_\tau$ are the mean vectors and covariance matrices of the multinomial distributions corresponding to $v_\tau$ ($\tau = a, \ldots, a+n-1$).

The addition approach of feature combination can be used to form the window-based context used in the literature. Denoting $v_\tau$ as a contextual word vector obtained from the neighbourhood context with parameter...
we use \((\text{iff})\) to cancel out the Zipfian effect of the words distributions. Ifc reduces the disproportionate effect of very frequent words on the elements of contextual word vectors. If we use \((\text{iff}, \text{iwf})\) then the elements of product matrix \(Y\) will be as follows: 

\[
Y_{(i,j)} = \frac{n(c_i,v_j)}{m(c_i)n(v_j)} 
\]  

5.2 The GPCA Parameters

In this section we study the GPCA parameters in the following order. First, we introduce different metric and weight matrices and study how the principal word vectors are influenced by these matrices. Then, we propose some transformation functions to expand the distribution of the mixture contextual word vectors described in Section \[3\]. Finally, we study different ways of weighting the eigenvalues which facilitates controlling the variance of the principal word vectors.

5.2.1 Metric and Weight Matrices. The metric matrix \(\Phi\) and the weight matrix \(\Omega\) provide GPCA with a priori knowledge about the feature variables and word variables respectively. The matrix \(\Phi\) defines a metric on the feature variables in such a way that the distance between two contextual word vectors \(\mathbf{v}^{(i)}\) and \(\mathbf{v}^{(j)}\) is \((\mathbf{v}^{(i)} - \mathbf{v}^{(j)})^T \Phi (\mathbf{v}^{(i)} - \mathbf{v}^{(j)})\). This is helpful to scale the values in the contextual word vectors. The matrix \(\Omega\) is usually used to weight the observations and in our model it is used to weight the contextual word vectors. Although neither the metric matrix \(\Phi\) nor the weight matrix \(\Omega\) need to be diagonal, we restrict our research on some specific diagonal metric and weight matrices which are connected to the related work in the literature.

Table 5.2.1 gives a list of diagonal metric and weight matrices that can be used with the contextual word vectors. In the remaining parts of this section, we study how the contextual word vectors are affected by different combinations of \(\Phi\) and \(\Omega\) listed in Table 5.2.1. Denoting \(X\) as the matrix of contextual word vectors, we define \(Y = \Phi X\Omega\) as the product matrix which is formed in the line 2 of Algorithm 1. We use pair \((\Phi, \Omega)\) to form different combinations of the metric and weight matrices in Table 5.2.1.

Using \((\Phi, \Omega) = (I_m, I_n)\), the product matrix \(Y = I_m X I_n\) will be equal to \(X\). The metric matrix \(\text{iff}\) gives higher weights to the less frequent features. If we use \((\text{iff}, I_n)\) then \(Y^{(i,j)} \approx p(c_i|v_j)\), which is an estimation of the conditional probability of seeing the feature \(c_i\) conditioned on \(v_j\). The weight matrix \(\text{iwf}\) can be used to cancel out the Zipfian effect of the words distributions. \(\text{iwf}\) reduces the disproportionate effect of very frequent words on the elements of contextual word vectors. If we use \((I_m, \text{iwf})\) then \(Y^{(i,j)} \approx p(v_j|c_i)\), which is an estimation of the conditional probability of seeing the word \(v_j\) conditioned on \(c_i\). If we use \((\text{iff}, \text{iwf})\) then the elements of product matrix \(Y\) will be as follows: 

\[
Y^{(i,j)} = \frac{n(c_i,v_j)}{m(c_i)n(v_j)} 
\]  

(19)
and $j = 1, \ldots, n$). Using the element wise transformation function $f(Y) = \max(0, \log(T^TY))$, where $T$ is the corpus size, the element $(i, j)$ of $f(Y)$ will be equal to the pointwise mutual information between the contextual feature $c_i$ and the word $v_j$. When we use (isf, $I_n$) the product matrix $Y$ will be equal to the correlation matrix of $X$. So, Algorithm 1 performs PCA on the correlation matrix of contextual word vectors rather than their covariance matrix. Using correlation matrix instead of covariance matrix is a solution to mitigate the heterogeneous metric problem in the observations, where the elements of observation vectors are represented in different metric systems (e.g., kilogram, and meter). One can imagine similar problem in the elements of contextual word vectors, where we see imbalanced contribution of contextual features in the word vectors.

| Name  | Definition                                                       |
|-------|------------------------------------------------------------------|
| $I_m$ | $\Phi_{(i,i)} = 1$ \hspace{1cm} the $m \times m$ identity matrix |
| isf   | $\Phi_{(i,i)} = \frac{1}{n(c_i)}$ \hspace{1cm} The inverse of feature frequency |
| $I_n$ | $\Omega_{(i,i)} = 1$ \hspace{1cm} the $n \times n$ identity matrix |
| iwf   | $\Omega_{(i,i)} = \frac{1}{n(v_i)}$ \hspace{1cm} The inverse of word frequency |

Table 1
The list of diagonal metric and weight matrices. $n(c_i)$ is the frequency of seeing the contextual features $c_i$ in the corpus $E = \{e_1, \ldots, e_T\}$, i.e., $n(c_i) = \sum_{t=1}^{T} c_i(e_t)$ and $c_i$ is the contextual variable corresponding to $c_i$. $n(v_i)$ is the frequency of seeing word $v_i$ in the corpus $E = \{e_1, \ldots, e_T\}$, i.e., $n(v_i) = \sum_{t=1}^{T} v_i(e_t)$ and $v_i$ is the word variable corresponding to $v_i$. $\sigma_v$ is the standard deviation of the $i$th random variable in the set of contextual word vectors, i.e., $i$th row of the input matrix $X$ used in Algorithm 3.

### 5.2.2 Transformation Function.
Data transformation is a common preprocessing step in the principal component analysis of special data. It is also seen as a way of non-linear principal component analysis of a set of random variables.

As elaborated in Section 3, the eigenvalues of the covariance matrix of the mixture of contextual word vectors decays sharply as the number of features increases. This depicts a long elliptical distribution for mixture of contextual word vectors which is highly stretched along a few top eigenvectors and highly tight along the remaining eigenvectors. The principal component analysis of the data with such a distribution is highly influenced by the data along the top eigenvectors and can not capture enough information about the data variation along the other eigenvectors. In order to mitigate this problem, we propose to compress the data along the top eigenvectors and expand them along the remaining eigenvectors while preserving the order of eigenvectors with respect to their eigenvalues. This transformation reshapes the data distribution from a long elliptical distribution to a more standard elliptical distribution which is more similar to the normal distribution with diagonal covariance matrix. This can be achieved through the application of any monotonically increasing concave functions that preserve the given order of the data and magnify small
numbers in its domain. Some examples of these transformation functions are the logarithm, the hyperbolic tangent, and the power transformation functions.

The expansion effect of the transformation function increases the entropy of the mixture of contextual word vectors. We use this property to tune the parameters of the transformation function. Denoting \( \varphi \) as the mixture of contextual word vectors and \( f(\varphi; \theta) \) as the transformation function defined with the parameter set \( \theta \), the optimal parameter set \( \hat{\theta} \) is one that maximizes the entropy of the data:

\[
\hat{\theta} = \arg \max_\theta H(f(\varphi; \theta)) \tag{22}
\]

The optimal value of \( \hat{\theta} \) in Equation 22 can be estimated by iterative optimization techniques such as genetic algorithm or simulated annealing with the objective function \( g(\theta) = H(f(\varphi; \theta)) \). In order to compute the entropy of the mixture of contextual word vectors \( \varphi \) in Equation 22 we need to compute the probability density function \( f(f( \varphi; \theta)) \) and estimate the entropy as the mean of the entropies obtained from each of these vectors. Each vector \( \varphi \), of length \( l \), is characterized by a set of random indices \( s_i = \{i_1, \ldots, i_l\} \), which is a subset of the permutation of \( \{1, \ldots, m\} \), and \( s_i \subseteq \{1, \ldots, m\} \) and such \( \bigcup_{i=1}^{k} s_i = \{1, \ldots, m\} \). The elements of \( \varphi \) are the sequence of the elements of \( \varphi \) with the indices in \( s_i \), i.e., \( \varphi = (\varphi_1, \ldots, \varphi_m) \). Given the set of vectors, we estimate the entropy in Equation 22 as below:

\[
H(f(\varphi; \theta)) \approx \frac{1}{k} \sum_{i=1}^{k} H(f(\varphi; \theta)) \tag{23}
\]

where \( k \) is the number of partitions and \( H(f(\varphi; \theta)) = - \sum_{b} f(f(\varphi; \theta)) \log f(f(\varphi; \theta)) \). In this approach, the dependencies between the feature variables in each set \( s_i \) are taken into consideration but the dependencies between the feature variables in different sets are not taken into consideration. In other words, the set of feature variables \( s_1, \ldots, s_l \) are assumed to be independent of each other. Although this is not a correct assumption, we adopt this since it covers part of the dependencies between the features and enable us to estimate the entropies efficiently. In addition, the independence assumption about the feature variables enable us to process the vectors \( \varphi_i \) in parallel. We leave the true computation of the entropies as future work.

5.3 Eigenvalue Weighting Matrix

The eigenvalue weighting matrix \( \Lambda \) is used in Line 5 in Algorithm 1 to control the variance of the principal components along the selected eigenvectors. It is also used to choose the desired number of dimensions of the principal components. A study of how to fill the elements of \( \Lambda \) is provided by Jolliffe (2002, Chapter 6.3). In this section, we present two eigenvalue weighting matrices which are used in our experiments. First is the matrix used in the classic PCA. Assuming that the singular values on the diagonal elements of the matrix \( \Sigma \) are sorted in their descending order, the classic PCA algorithm defines the matrix \( \Lambda \) as

\[
\Lambda = \sqrt{m-1} \begin{bmatrix} I_k & 0 \\ 0 & 0 \end{bmatrix} \tag{24}
\]
where $n$ is the number of observations (i.e., number of words), $I_k$ is the $k \times k$ identity matrix and $0$ is the matrix of zeros. The constant coefficient $\sqrt{n - 1}$ is to compute eigenvalues from singular values. This matrix chooses the top $k$ eigenvalues and their corresponding eigenvectors that account for most of the variation in the data matrix, e.g., the contextual matrix. Second is the matrix inspired by the word embedding approach proposed by Basirat and Nivre (2017). In this approach, the effect of eigenvalues on the data variance is completely ignored. Thus, the principal components have the same variance along all eigenvectors. This can be implemented through the eigenvalue weighting matrix whose elements are inversely proportional to the singular values in $\Sigma$:

$$
\Lambda = \alpha \sqrt{n - 1} \begin{bmatrix} \Sigma_k^{-1} & 0 \\ 0 & 0 \end{bmatrix}
$$

where $\alpha$ is a constant, $n$ is the number of observations (i.e., number of words), and $\Sigma_k^{-1}$ is inverse of the diagonal matrix of top $k$ eigenvalues. This matrix results in the same variance equal to $\alpha^2$ along the top $k$ eigenvectors. In other words the principal components are normally distributed with mean vector $0$ and the covariance matrix $\alpha^2 I_k$. The fact that the elements of principal components are independent of each other and follow the normal distribution makes them suitable to be used in the neural networks (LeCun et al. 2012). The parameter $\alpha$ is recommended to be set as the standard deviation of the initial weights of the neural network. Replacing $\Lambda$ in Line 5 in Algorithm 1 we have

$$
\Sigma_1 = \alpha \sqrt{n - 1} \begin{bmatrix} I_k & 0 \\ 0 & 0 \end{bmatrix}
$$

Using this matrix in Line 6 in Algorithm 1 we have

$$
Y = \alpha \sqrt{n - 1} \begin{bmatrix} V_k^T \\ 0 \end{bmatrix}
$$

where $\alpha$ and $n$ are as above, and the $n \times k$ matrix $V_k$ is the first $k$ singular vectors in $V$. Eliminating the useless matrix $0$ in Equation 27 the principal word vectors are the top $k$ right singular vectors of the mean centred contextual matrix scaled by the coefficient $\alpha \sqrt{n - 1}$.

### 6. Experimental Setting

The most effective parameters on the principal word vectors are:

1. feature variables,
2. number of dimensions,
3. metric and weight matrices,
4. transformation function, and

Each of these parameters can be defined in several ways (see Section 5), which result in a large parameter space to analyse exhaustively. We navigate through the parameters as follow. First we define a default setting to initialize the parameters. Starting with the feature variables, we form different types of feature variables described in Section 5.1 and study how the principal word vectors are affected by feature variables. Then, we study the effect of number of dimensions on the principal word vectors. The effect of the weighting
matrices and the transformation function are studied together. In all experiments, we set all parameter with their default value except for those that are under study.

The default setting of the parameters is defined as follows. The set of feature variables are initialized by word forms as their contextual feature and the backward neighbourhood context as their context function. The number of dimensions is set to 100. The metric matrix and the weight matrix are both set with the identity matrix. The eigenvalue weighting matrix $\Lambda$ is set as in Equation (24) with $k = 100$. The transformation function is the identity function, i.e., no transformation is done on the elements of contextual word vectors.

The principal word vectors are studied and evaluated in two ways. First is to study the spread of the principal word vectors. second is to study the discriminability of the word vectors. The spread of principal word vectors is measured through the determinant of the covariance matrix of the word vectors. The determinant of a covariance matrix, also known as the generalized variance, is equal to the product of the eigenvalues of the covariance matrix. Due to the disproportionate contribution of the top eigenvalue in the product, we use the logarithm of the generalized variance as the spread of principal word vectors. Denoting $\lambda_i$ as the $i$th top eigenvalue of the covariance matrix of principal word vectors, the logarithm of generalized variance of principal word vectors is computed as below:

$$
\log \text{GV} = \sum_{i=1}^{k} \log \lambda_i
$$

(28)

We use the Fisher discriminant ratio (FDR) to measure the discriminability of the word vectors. The Fisher discriminant ratio measures the separation between a set of data points with regard to their categories. For a given number of data items together with their category labels, the Fisher discriminant rate is equal to the sum of the positive eigenvalues of the between class covariance matrix of the data ($\Sigma_B$) multiplied by the inverse of the within class covariance matrix of the data ($\Sigma_W$), i.e., $\text{FDR} = \sum \lambda_i$ where $\lambda_i > 0$ is the $i$th top positive eigenvalue of $\Sigma_B \Sigma_W^{-1}$, which can be computed through the general eigenvalue equation $\Sigma_B A_i = \lambda_i \Sigma_W A_i$ with $A_i$ and $\lambda_i$ being the $i$th eigenvector and eigenvalues respectively. The within class covariance is computed as the sum of the covariance of data in each class weighted by the class probabilities, i.e., $\Sigma_W = \sum_{i=1}^{c} p_i \Sigma_i$ where $p_i$ is the marginal probability of seeing the data belonging to the $i$th class, $\Sigma_i$ is the covariance of data belonging to the $i$th class and $c$ is the total number of classes. The between class covariance is computed as the covariance of the mean vectors of the classes, i.e., $\Sigma_B = E[(\mu_i - \mu)(\mu_i - \mu)^T]$ where $\mu_i$ is the mean vector of the $i$th class and $\mu$ is the overall mean of the data.

We use FDR to measure the syntactic and the semantic discriminability of the word vectors. The syntactic discriminability of the word vectors are computed with respect to the syntactic categories of words, part-of-speech tags such as noun, verb, etc. The semantic discriminability of words are computed with respect to the abstract named entities such persons, locations, organization, etc. The set of universal part-of-speech tags [Nivre et al. 2016] is used to measure the syntactic discriminability of word vectors and the data provided by the CoNLL-2003 shared task [Tjong Kim Sang and De Meulder 2003] is used to measure the semantic discriminability of the word vectors. We use development set of the English part of the corpus of universal dependencies v2.0 and the testa file of the English part of the shared task. Since the syntactic and semantic categories of words vary with the contextual environment of words, in order to take the context of words in to consideration, we represent each word in the corpora with a large vector built with the concatenation of the word vectors associated with the word itself and its surroundings. More concretely, each word is represented by the concatenation of the word vectors associated with the words in a symmetric window of length 7 where the word in interest is in the middle of the window, i.e., 3 preceding words, the labelled word at position 4, and 3 succeeding words.
We also compare principal word vectors with word vectors obtained from popular methods of word embeddings. In addition to the spread and the discriminability of the word vectors, the comparisons are on the basis of the word similarity benchmarks developed by Faruqui and Dyer (2014), and dependency parsing framework used by Basirat and Nivre (2017). The word similarity benchmark evaluates a set of word vectors in 13 different word similarity benchmarks. Each benchmark contains pairs of English word associated with their similarity rankings. The tool reports the correlation between the similarity rankings provided by the word similarity benchmark and the cosine similarity between the word vectors. In order to provide an overall view over the performance of word vectors, we report the average of the correlations obtained from all word similarity benchmarks. The dependency framework evaluates a set of word vectors with respect to their contributions on the accuracy of dependency parsing. Basirat and Nivre (2017) uses the Stanford dependency parser (Chen and Manning 2014) to evaluate different sets of word vectors. The parser is an arc-standard system (Nivre 2004) with a feed-forward neural-network as its classifier. The parsing experiments are carried out on Wall Street Journal (WSJ) (Marcus, Santorini, and Marcinkiewicz 1993) annotated with Stanford typed dependencies (SD) (De Marneffe and Manning 2010). Sections 02–21 of WSJ are used for training, and sections 22 and 23 are used as development set and test set respectively. The part-of-speech tags are assigned to words through ten-way jackknifing on the training sets using the Stanford part-of-speech tagger (Toutanova et al. 2003). We use the parser with 100 dimensional word vectors and 400 hidden units in the hidden layer of the neural network. The remaining parameters are set to their default values.

The word vectors are extracted from the English corpus provided by the CoNLL-2017 shared task (Hajić and Zeman 2017) as additional data for training word embeddings. The corpus is annotated with universal part-of-speech tags and universal dependency relations using UDPipe (Straka and Straková 2017). We use the annotations with no change but normalize the raw tokens as follow. All sequences of digits are replaced with the special token <number> and all tokens with frequency less that 50 are replaced with <unknown>. The normalized corpus contains 11,362,947,002 tokens in total with 1,028,590 unique tokens.

7. Experiments

In this section, we study the results obtained from our experiments with principal word vectors. First, we study the effect of the feature variables, number of dimensions, and the GPCA parameters on the word vectors on the spread and discriminability of principal word vectors. Then, we compare principal word vectors with other sets of word vectors.

7.1 Feature Variables

In this section, we study the effect of feature variables on the spread and discriminability of the principal word vectors. As detailed in Section 5, a set of feature variables is characterized by a set of contextual features and a context function. In Section 5.1 we proposed different approaches to form new sets of feature variables through combining different sets of feature variables. Our experiments on the feature variables are performed on the multiple combination of feature variables formed by the following contextual features and context functions:

- contextual features: word forms, and part-of-speech tags.
- context function: the dependency context, and the neighbourhood context.

The neighbourhood context is used with different values of $\tau = \pm 1, \ldots, \pm 10$. We combine the feature variables formed by the neighbourhood context in the following ways. First is to form different variants of
the window-based context, including the backward, the forward, and the symmetric window-based context. Similarly, we form different variant of the union context, including the backward, the forward, and the symmetric union context. We also form the joint set of feature variables from the feature variables formed by the word forms and the corresponding feature variables formed by the part-of-speech tags.

We use the universal part-of-speech tags and the universal dependencies provided by our training corpus as the set of part-of-speech tags and the dependency context. All parameters of the principal word embedding model are set to their default values except for the feature variables and the number of dimensions. The feature variables are set as above and the number of dimensions is set to 15. The reason we choose 15 as the number of dimensions is the small size of the universal part-of-speech tag set. As mentioned in Section 5, the maximum number of dimensions generated by the word embedding model is always smaller than or equal to the size of the contextual feature set. Hence, we set the number of dimensions \( k \) to 15 to cancel out make a fair comparison between the principal word vectors generated with the word forms and part-of-speech tags, although the principal word vectors generated with word forms can have thousands of dimensions. Later on, in Section 7.2 we study how the principal word vectors are affected by the number of dimensions.

7.1.1 Data Spread. Figure 4 show the logarithm of generalized variance of the 15-dimensional principal word vectors generated with different types of feature variables. As shown, regardless of the context in use, the principal word vectors generated with the part-of-speech tags (Figure 4b) result in higher amount of the variance than the principal word vectors generated with word forms (Figure 4a), and the principal word vectors generated with the joint word forms and part-of-speech tags (Figure 4c). However, this is worth noting the results reported for the principal word vectors generated with the part-of-speech tags are due to the contribution of almost all of the eigenvalues but the other results are due to the contribution of a small fraction of eigenvalues, i.e., 15 eigenvalues out of thousands of possible eigenvalues. The descending trend in the results obtained from the neighbourhood contexts shows that the word vectors become more dense as the parameter \(|\tau|\) increases. The principal word vectors generated with word forms and both backward and forward neighbourhood contexts result in the same values of generalized variance. This is because, for each value of \( \tau > 0 \), the contextual matrix \( M(\tau) \) obtained from the backward neighbourhood context is equal to the transpose of the contextual matrix \( M(\tau) \) obtained from the forward neighbourhood context i.e., \( M(\tau) = M(\tau)^T \). In other words, for each pair of tokens \((e_t, e_{t+\tau})\) in the corpus with \( v_i(e_t) = 1 \) and \( v_j(e_{t+\tau}) = 1 \), we have \( f_i(e_t) = 1 \) and \( f_i(e_{t+\tau}) = 1 \), i.e., \( e_t = (v_i, f_j) \) and \( e_{t+\tau} = (v_j, f_i) \), since the set of contextual features \( F \) is equal to the set of vocabulary units \( V \), i.e., \( f_i = v_i \) and \( f_j = v_j \), hence \( M_{(i,j)}(\tau) = M_{(j,i)}(\tau) \). Thus, the covariance matrix of the corresponding contextual matrices with the above property will be the same, hence resulting in the same sets of eigenvalues. The overlap between the results obtained from the forward and backward window-based context in Figure 5 is interpreted in the same way.

The descending trend observed in the neighbourhood contexts changes to ascending once we combine the neighbour contexts together. The ascending trends observed in the window-based and union context show that the related feature combination approaches described in Section 5.1 are helpful to increase the spread of the principal word vector. Figure 4 shows that the highest amounts of data spread are obtained from the symmetric window-based and union context regardless of the type of contextual feature in use. The union contexts always result in higher amount of generalized variance than their corresponding window-based contexts.

We summarize our observations on the effect of feature variables on the data spread as follows. The spread of principal word vectors generated with the neighbourhood context decreases as the absolute value of parameter \( \tau \) increases. The spread of the word vectors generated with the window-based and union feature
combination approaches increases as the parameter $k$ increases. The union contexts result in higher mount of their corresponding window-based contexts.

Figure 4
The logarithm of generalized variance of principal word vectors generated with different types of feature variables formed with different types of contextual features and context. The contextual features are (a) the word forms, (b) part-of-speech tags, and (c) the joint word-form and part-of-speech tag. The contexts are backward neighbourhood context (BN) forward neighbourhood context (FN), backward window-based context (BW), forward window-based context (FW), symmetric window-based context (SW), backward union context (BU), forward union context (FU), symmetric union context (SU), and dependency context (D). The horizontal axis $x$ refers to $|\tau|$ for neighbourhood context and $k$ for window-based, and union context. The vertical axis $y$ shows the logarithm of generalized variance of principal word vectors.

7.1.2 Data Discriminability. In this part, we study the syntactic and semantic discriminability of the principal word vectors generated with different types of feature variables explained in Section 7.1. We conducted our experiments with respect to the feature sets. We start with the feature variables formed by the word forms and study the effect of context function on their syntactic and semantic discriminability. This scenario is repeated for the feature variables formed by part-of-speech tags. At the end, we study how the joint set of feature variables are affected by different types of context. The results for each series of experiments are depicted through two rows of figure which show the syntactic (top) and the semantic (bottom) discriminability of the word vectors.

Figure 5 shows the values of syntactic and semantic discriminability of principal word vectors generated with the word forms and different types of context, the neighbourhood context, the window-based context, and the union context. Figure 5a and Figure 5d show the syntactic and semantic discriminability obtained from the neighbourhood contexts with different value of $\tau$. In order to make the comparison between the contexts more convenient, the horizontal axes in these figures show the absolute value of $\tau$. The almost uniform trend in the results obtained from the backward neighbourhood context in Figure 5a show that this context function is insensitive to the value of parameter $\tau$. However, the big fall in the values obtained from the forward neighbourhood context indicates that the syntactic discriminability of word vectors is negatively affected as $\tau$ increases. In general, we see that the backward neighbourhood context results in higher values of syntactic discriminability than the forward neighbourhood context. On the other hand, Figure 5d show that the semantic discriminability of the principal word vectors are almost insensitive to the value of parameter $\tau$. We see that the discrimination ratio obtained from the backward neighbourhood context starts with an
upward trend but it falls down when $\tau$ is larger than 3. However, the general trend of the graphs shows that the parameter $\tau$ is not an effective factor to the semantic discriminability of the word vectors generated with the word forms and the neighbourhood context. Moreover, we see that the semantic discrimination ratio does not differentiate between the forward context and the backward context. This is as opposed to what we observed in the syntactic discriminability of the word vectors generated with the neighbourhood context, where backward context was more informative than the forward context.

Figure 5b and Figure 5e show the syntactic and semantic discriminability of the principal word vectors generated with different types of window-based contexts, such as backward, forward, and symmetric window-based contexts with length $k = 1, \ldots, 10$. The ascending trend in the results obtained from the forward and backward window-based contexts in Figure 5b show that the addition approach in Equation 21 used to form a window-based context, preserves part of the syntactic information provided by the constituent neighbourhood contexts forming the window-based context. The symmetric window-based context is formed by the linear combination of both forward and backward window-based contexts. The word vectors generated with the symmetric window-based context are more influenced by the backward window-based context than the forward window-based context. In general, we see that the symmetric window-based context is as good as the backward window-based context and in terms of the syntactic discriminability there is no clear advantage to prioritize one over the other. However, in terms of the computational resources, the backward window-based context with a small value of $k$ is more preferable because it results in higher sparsity in the contextual matrix and improves the computational time with smaller amount of memory. Similar to the neighbourhood context, the backward and symmetric window-based contexts result in higher amount of the syntactic discriminability than the forward window-based context. This is as opposed to the semantic discriminability of word vectors generated with the window-based context where both backward and forward window-based contexts result in almost similar values of Fisher discriminant ratio (see Figure 5e). Despite the similar performance of the different types of window-based context on the semantic discriminability of the word vectors, we see that the symmetric window-based context consistently results in slightly higher amount of semantic discriminability. This agrees with the observations made by Lebret and Collobert (2015) where the symmetric window-based context with fairly large window size is preferred to the backward window-based context for the semantic oriented tasks. Nevertheless, the overall trend of the variations in the results presented in Figure 5e show that the semantic discrimination ratio of principal word vectors obtained with the symmetric window-based context is not highly sensitive to the window type and window-length $k$.

Figure 5c and Figure 5f show the syntactic and semantic discrimination ratios obtained from the principal word vectors generated with the union context with different length $k$. Both backward and symmetric contexts act similar to what we observed in the window-based context in both syntactic and semantic cases. Figure 5c shows that the contextual information provided by the backward context is more meaningful to determining the syntactic categories of words than the forward context. This is as opposed to the semantic discriminant ratios in Figure 5f where the forward context with large value of $k$ is more meaningful to determine the semantic categories of words. The best results of syntactic and semantic discriminant ratios are obtained from the symmetric union context with $k = 1$ and $k = 3$. We see almost no change in the values of semantic discriminability as $k$ becomes larger. However, increasing the value of $k$ has a negative effect on the syntactic discriminability of the principal word vectors and

We summarize our observations on the feature variables formed by word forms and different types of context as follow. The backward and symmetric contexts are more informative to determine the syntactic categories of words. The symmetric contexts are more informative to determine the semantic categories of words.

Figure 6 shows the syntactic and semantic discriminant ratios obtained from the 15-dimensional principal word vectors generated with part-of-speech tags as their contextual features and different types
The syntactic (top) and semantic (bottom) Fisher discriminant ratio (FDR) of principal word vectors extracted with different types of features variables formed with word forms as contextual features and neighbourhood context (a,d), window-based context (b,e), and union context (c,f) as context function.

As shown in Figure 6a, the forward neighbourhood context starts with a fairly high result but it drastically falls down as the value of $\tau$ increases. As opposed to this, the backward neighbourhood context starts with a small value of FDR but it dramatically increases as the parameter $|\tau|$ increases. This shows that the syntactic category of the preceding words is more meaningful to the syntactic discriminability of the words than the syntactic category of the succeeding words. This observation that the backward context is more meaningful to the syntactic categories of words agrees with our previous observations with word forms too. The difference between the two observations is that the syntactic discriminability of word vectors generated with part-of-speech tags increases as the value of $|\tau|$ becomes larger but the syntactic discriminability of word vectors generated with word forms is almost insensitive to the value of $\tau$. Nevertheless, Figure 6d does not show the same observation for the semantic categories of words. Figure 6d shows that the backward neighbourhood context with higher values of $|\tau|$ does not necessarily lead to higher amount of semantic discriminability. The figure shows that the amount of semantic discriminability is almost insensitive to the value of $\tau$. The forward neighbourhood context with $|\tau| = 1$ results in the higher amount of semantic discriminability than the backward neighbourhood context with the same value of $|\tau|$. This order changes as the value of $|\tau|$ increases.
Figure 6b and Figure 6d show the syntactic and semantic discriminability of word vectors generated with the backward, forward, and symmetric window-based contexts with length \( k \). As shown in Figure 6b, the difference between syntactic discriminability of the word vectors generated with different types of window-based contexts vanishes as the window length \( k \) increases. Both forward and symmetric window-based contexts with length \( k = 1 \) result in higher amount of syntactic discriminability than the backward window-based context. This is as opposed to the results obtained from word from where the backward and symmetric window-based context result in higher amount of syntactic discriminability (see Figure 5b). Figure 6b shows that increasing the value of window length \( k \) has a positive effect on syntactic discriminability of word vectors generated with the backward context and a negative effect on the word vectors generated with the forward and symmetric contexts. However, we see that the results obtained from the backward window-based context never reaches above those obtained from the forward and symmetric window-based contexts. On other hand, increasing the window length \( k \) has positive effect on the semantic discriminability of the word vectors generated with the forward window-based context. We also see a descending trend in the results obtained from backward and the symmetric contexts as the window size \( k \) increases.

On the other hand, increasing the window length \( k \) has positive effect on the semantic discriminability of the word vectors generated with the forward window-based context. We see a descending trend in the results obtained from forward and symmetric contexts as the window size \( k \) increases. Among the principal word vectors generated with the part-of-speech tags and different types of union context, the best results of the semantic discriminability is obtained from the forward union context with a small value of \( k \). We see that there is an inverse relationship between the values of semantic discriminability obtained from the forward union context and the parameter \( k \), i.e., as the value of \( k \) increases the value of semantic discriminability of word vectors decreases.

We summarize our observation on the feature variables generated with the part-of-speech tags as follow. In general, we see that the results obtained from part-of-speech tags do not act similar to the previous experiments with word forms. This shows that the importance of the contextual features on the quality of principal word vectors. The context direction, backward versus forward, does not act regularly on the syntactic and semantic discriminability of principal word vectors generated with the part-of-speech tags. We see that the backward neighbourhood contexts result in high values of syntactic discriminability but the backward window-based contexts result in fairly low values of syntactic discriminability. This observation is seen with the semantic discriminability of word vectors too. The window-based forward contexts result in highest amount of semantic discriminability but the neighbourhood forward contexts result in low value of semantic discriminability.

In our last series of experiments with feature variables, we extract 15 dimensional principal word vectors from the joint set of feature variables formed by the word forms and the part-of-speech tags. The word vectors are extracted with different types of context functions as before. Figure 7 shows the values of syntactic and semantic discriminability obtained from these word vectors. In comparison with the previous experiments on word forms and part-of-speech tags represented in Figure 5 and Figure 6, we see that the results obtained from the joint feature variables act similar to the results obtained from the word forms shown in Figure 5 with slight improvements on the results. This shows that the joint approach of feature combination can take advantage of its constituent feature variables. For example, here, we see that the joint feature variable inherent the regularities of the context direction in feature variables formed by word forms and part of the information provided by by the part-of-speech tags.

In the last part of this section, we summarize the results obtained from the syntactic and semantic separability of the principal word vectors. In addition to the neighbourhood context function and its two...
other extensions, the window-based context, and the union context, we also study the results obtained from the dependency context. Figure 8a shows the highest amount of syntactic discriminability obtained from the feature variables. We see that in most of the cases the joint set of feature variables formed by the word forms and part-of-speech tags result in higher amount of syntactic discriminability than the features variables formed by the word forms or part-of-speech tags. We see that the dependency context does not yield to satisfactory results despite the expensive data preparation step to annotate the training corpus. This observation agrees with (Kiela and Clark 2014) where states that a window-based context with small length works better than dependency context if the vectors are extracted from a fairly large corpus. Interestingly, the feature variables formed with neighbourhood context and part-of-speech tags result in high amount syntactic discriminability which is as good as other more complicated contexts (e.g., window-based context and union context) and contextual features (e.g., joint word form and part-of-speech tag). This shows that in case of availability of a part-of-speech tagged corpus, one can efficiently generate a set of principal word vectors with high mount of syntactic separability using the backward neighbourhood context with large value of $|\tau|$.

Figure 8b shows the best results of semantic discriminability obtained from the feature variables. We see that in most of the cases the word vectors generated with part-of-speech tags result in higher amount of semantic separability. Similar to the syntactic discriminability, the dependency context does not show any advantage
over the other types of context. The best result of semantic discriminant ratio is obtained from the feature variables formed with the part-of-speech tags and window-based context with large window size $k$. Our final conclusion on this part is that the feature variables formed with different types of contextual features and context can be meaningful to different tasks.

To sum up, both components of feature variables, the feature set and the context type, play important role on the discriminability of principal word vectors. A set of linguistically rich features (e.g., part-of-speech tags) can leads to high amount of syntactic and semantic discriminability if they are used with proper context. The joint approach of feature combination is solution to take the advantage of different types of features. The results presented in this section suggest that the feature variables by themselves need to be studied more carefully. Although a lot of related researches are done in the area of computational semantic, we still see that most of those researches are limited to the number of features and the amount of computational resources (i.e., CPU time and memory space) to process more complicated contexts and more informative features. The principal method of word embedding proposed in this paper provide efficient solutions about how to process such data in a systematic fashion. We leave the study about the more complicated and more informative features as future work.
The best values of fisher discriminant ratio (FDR) obtained from the principal word vectors with regard to word’s part of speech tags (top) and named entities (bottom). The word vectors are extracted with two types of contextual feature sets, word forms (left) and universal part-of-tags (right).

7.2 Number of Dimensions

The number of dimensions, also known as dimensionality, of word vectors is a key factor to control amount of variation in the original contextual word vectors encoded into the principal word vectors. The dimensionality of principal word vectors is smaller than or equal to the dimensionality of contextual word vectors, i.e., number of feature variables. Several ad hoc rules have been proposed by researchers to find the smallest number of dimensions that retains most of the data variations (Jolliffe 2002, Chapter 6.1). The cumulative percentage of total variance adopts the metric of total variance to find the optimal number of dimensions. The total variance of a data matrix is defined as the sum of the eigenvalues of their covariance matrix. Denoting $\text{TV}_m$ as the total variance of a rank $m$ covariance matrix, the cumulative percentage of total variance look for the smallest value $k$ with $k < m$ for which we have $100 \times \frac{\text{TV}_k}{\text{TV}_m} > \rho$. The threshold value $\rho$ is a task dependent parameter which usually takes the values between $70\%$ to $90\%$. Figure 9a shows the spectrum of top 1000 eigenvalues of the covariance matrix of contextual word vectors trained with our default setting. The steep descent in the eigenvalues shows that most of the data variation is encoded into the first few dimensions. Figure 9b shows the cumulative percentage of total variance of principal word vectors with $m = 1000$. As shown, the first few dimensions, 10 dimensions, account for more than $99\%$ of the total variance of the data. So, according to the rule of cumulative percentage of total variance, the optimal number of dimensions $k$ should be smaller than 10. However, as we will see later, a large amount of information is encoded into the other dimensions too that significantly affect the spread and discriminability of the principal word vectors. This shows that the rule of cumulative percentage of total variance does not give us the best value of $k$.

In order to mitigate the problem with the cumulative percentage of total variance and to provide better view over the data variation, we propose to use the Log-eigenvalue diagram (Craddock 1969) for finding the optimal number of dimensions. In this approach, the decision about the number of dimensions $k$ is made on
the basis of the logarithm of the eigenvalues not the eigenvalues themselves. The idea behind this approach is that the logarithm of the eigenvalues corresponding to noise in the original data should be small and close to each other. In other words, if we plot the diagram of the logarithm of ascendantly sorted eigenvalue, called LEV diagram, we should look for “a point beyond which the graph becomes approximately a straight line” (Jolliffe 2002, p 118).

The LEV approach is closely connected to the logarithm of generalized variance used to measure the spread of the principal word vectors. As shown in Equation 28, the generalized variance of a set of $k$ dimensional principal word vectors is equal to the cumulative sum of the logarithm of top $k$ eigenvalues. Similar to the cumulative percentage of total variance, one can define the cumulative percentage of the logarithm of generalized variance as

$$100 \times \frac{LGV}{LGV_m},$$

where $k$ and $m$ are positive integers with $k < m$, and look for the optimal value of $k$. Figure 10a shows the LEV diagram of the 1000 dimensional principal word vectors, and Figure 10b shows the values of cumulative percentage of the logarithm of generalized variance of the principal word vectors, called LGV diagram. Although we see a sharp drop in LEV diagram (Figure 10a), the LGV diagram increases in a linear way with a gentle slope of around 0.1 (see Figure 10b). This shows that the big reduction in the spectrum of eigenvalues, as we have previously seen in Figure 9a, doesn’t necessarily mean that the corresponding dimensions with small eigenvalues encode noisy information and should be eliminated. In fact, our experiments on the high dimensional word vectors show that increasing the number of dimensions significantly improves the spread and the discriminability of the principal word vectors. This agrees with our observation in the LGV diagram which shows that none of the dimensions corresponding to the top 1000 eigenvalues encode noisy data.

Figure 11a shows the generalized variance of principal word vectors with different number of dimensions ranging from 1 to 1000. Not surprisingly, the values of generalized variance are linearly related to the cumulative percentage of LGV shown in Figure 10b. We see that the values of generalized variance are linearly affected by the number of dimensions. Increasing the number of dimensions $k$ leads to higher amount
of generalized variance. Figure 11b shows the syntactic and semantic discriminability of the principal word vectors with respect to the number of dimensions $k$. The figure shows that the amount of discriminability of principal word vectors is linearly affected by the number of dimensions. Both syntactic and semantic discriminability of the word vectors increases as the value of $k$ increases. Nevertheless it is worth noting that higher number of dimensions require more computational resources to be generated and to be processed in the subsequent tasks too.

7.3 Weighting and Transformation

In this section, we study how the principal word vectors are affected by the transformation step in Line 2 at Algorithm 1. Our experiments in this part can be divided into two major types. First is the experiments that are focused on the data spread and data discriminability. Second is the experiments that focus on the contribution of the word vectors on the word similarity benchmark and the dependency parsing. In the former series of experiments, the eigenvalue weighting matrix $\Lambda$ is set as in Equation 24. In the second series of experiments, the matrix is set as in Equation 25. This is because dependency parser used in these experiments uses a feed-forward neural network as its classifier, as mentioned in Section 6.

The transformation is done through three parameters, the weight matrices $\Phi$, and $\Omega$ and the transformation function $f$. As explained in Section 5.2.1 $\Omega$ is a weight matrix over the observations and $\Phi$ is a metric matrix used to scale the elements of contextual word vectors. In Table 5.2.1 we proposed different diagonal matrices that can be used as $\Omega$ and $\Phi$. As explained in Section 5.2.2 the transformation function $f$ adds some degree of non-linearity to the principal word embedding model. Although multiple transformation function can be tested, we restrict our experiments on the power transformation function. The power transformation function is defined in two ways. First is to use a vector of power values whose elements correspond to the elements of contextual word vectors. Denoting $v = (v_1, \ldots, v_m)$ as a contextual
Figure 11
(a) The logarithm of generalized variance of the k dimensional principal word vectors. (b) The syntactic and semantic discriminability of the k dimensional principal word vectors.

Figure 12 shows the values of generalized variance of principal word vectors with respect to different combinations of the weight matrices and the transformation function. In addition to the results obtained with the power transformation function, the figure shows the results obtained from the identity transformation function I, which basically means no transformation. The identity transformation function I returns its input with no change. We see that the spread of principal word vectors is highly influenced by both the weight matrices and the transformation function. The highest amount of data spread is obtained from the principal word vectors with no transformation, \( \Phi = I, \; \Omega = I \), and the transformation function \( f = I \). Most of this high amount of data spread is due to the imbalanced and excessive contribution of the top eigenvalues in Equation 28. As elaborated in Section 5.2.2, the transformation function in Equation 22 reduces the excessive effect of the top eigenvalues through compressing the data distribution along the top eigenvectors and expanding the distribution along the other eigenvectors. This data normalization leads to some reduction in the generalized variance of the principal word vectors (see the bins related to \((I, I)\) and the power transformation function). This reduction in the data spread is due to the very large data compression along the top eigenvalues. The second pair of bins in Figure 12 \((\Phi = iff, \; \Omega = I)\) shows the effect of inverse of feature frequency on the data spread. We see that the weighting matrix leads to a large compression in the principal word vectors which is then slightly expanded by the power transformation function. The third pair of bins in Figure 12 \((\Phi = isf, \; \Omega = I)\) shows how the spread of the principal word vectors are affected by the inverse of standard deviation of the feature variables. In other words, it shows how the...
spread of the principal word vectors is affected if we compute the principal word vectors from the correlation matrix of contextual word vectors instead of using their covariance matrix. As mentioned in Section 5.2.1, performing PCA on the correlation matrix instead of the covariance matrix is a solution to mitigate the imbalanced contribution of feature variables in the data spread. We see that the spread of principal word vectors generated from the correlation matrix with no transformation is close to the spread of principal word vectors generated from the covariance matrix with power transformation (see the blue bin in the first pair of bins in Figure 12). In terms of data spread, this means that the effect of the power transformation function on the distribution of principal word vectors is as good as the effect of performing PCA on the correlation matrix. However, as we will see later, this does not mean that they will necessarily result in the same amount of data discriminability. Performing the power transformation on the contextual word vectors normalized by the standard deviation of their feature variables reduces the spread of resulting principal word vectors. Part of this reduction is due to the randomness involved in the estimation of the entropies in Equation 22. Part of that can also be due to the fact the metric matrix $\Phi = \text{iff}$ normalizes the contextual word vectors along their basis vectors which are associated with the feature variables. However, the transformation function normalizes the data along the eigenvectors of their covariance matrix which are not necessarily equal to the basis vectors. The two remaining pairs of bins show the effect weight matrix $\Omega$ on the spread of principal word vectors. The negative value of the data spread shows that most of the eigenvalues describing the data spread are smaller than one. This means that the spread of principal word vectors reduces drastically when we weight the observations with their inverse frequency. However, this negative effect of the weight matrix $\Omega$ on the spread of principal word vectors is largely cancelled out by the power transformation function. We see that the spread of the principal word vectors after performing power transformation is comparable to the other sets of word vectors. In general we see that the power transformation normalizes normalizes the data in the expected way, i.e., it compresses the over expanded data and expands highly massed data.

We study the effect of the weighting mechanism and the transformation function on the discriminability of principal word vectors. Figure 13 shows the amount of syntactic and semantic discriminability of principal word vectors obtained from different weight matrices and transformation functions as above. As shown in the figures, the power transformation leads to a significant improvement in both syntactic and semantic discriminability of the principal word vectors. This improvement is more clear in the cases where the amount of discriminability is very small, $\Omega = \text{iwf}$. All weight matrices reduces the discriminability of principal word vectors. In fact the best the results are obtained from the identity weight matrices, $\Phi = 1$ and $\Omega = 1$, and the power transformation function. We see that the feature weighting, which is done by $\Phi$, is more meaningful to the syntactic and semantic discriminability of word vectors then the observation weighting, which is done by $\Omega$.

In the remaining part of this section, we study how the weighting mechanism and the transformation function affect the performance of the principal word vectors on the third party tasks such as word the similarity benchmark and the dependency parsing. These tasks are outlined in Section 6. As mentioned above, the eigenvalue weighting matrix $\Lambda$ in these experiments is set as in Equation 25 with $\alpha = 0.1$. The parameter $\alpha$ is set on the basis of the standard deviation of the initial weights of the neural network classifier used in the parser. Figure 7.3 summarizes the results obtained from the similarity benchmark. The vertical axis is the average of similarity correlations. As shown, the power transformations contribute more than the weight matrices to the task. The best results are obtained from the single-power transformation function with identity weight matrices. Almost the same result is also obtained from the single-power transformation with $\Phi = \text{iff}$ and $\Omega = 1$. Similar to the data discriminability, we see that the weighting matrix $\Omega = 1$ has negative effect on the results. Given these observations, one might ask if the observation weighting always has a negative effect on the performance of principal word vectors. We will show that the results completely depend on the task and different weight matrices might be useful for certain tasks. The study about the
Figure 12
The logarithm of generalized variance of principal word vectors generated with different types of weight matrices and transformation functions.

Figure 13
The (a) syntactic and (b) semantic discriminability of principal word vectors generated with different types of weight matrices and transformation functions.
meaningfulness of weight matrices to certain tasks is out of the scope of this research and we leave it as future work. In this research, we experimentally show that different types of weight matrices are meaningful to different tasks.

![Graph showing word similarity](image)

**Figure 14**
The average of the results obtained from the word similarity benchmark.

Figure 7.3 shows the parsing results obtained from the principal word vectors generated with different weighting matrices and transformation functions. The figure shows the unlabelled attachment scores obtained from the Stanford dependency parser \cite{ChenManning2014} on the development set of WSJ. Similar to the previous experiments, we see that the best results are obtained from the single-power transformation function. However, unlike the previous experiments, we see that the best result is obtained from $\Phi = \text{iwf}$ and $\Omega = \text{iwf}$. This observation confirms the importance of weighting matrices on different tasks.

### 7.4 Comparison

In this section, we compare the results obtained from the principal word vectors and other sets of word embeddings collected by popular methods of word embedding such as word2vec \cite{MikolovEtAl2013}, GloVe \cite{PenningtonSocherManning2014}, HPCA \cite{LebretCollobert2014}, and random indexing (RI) \cite{Sahlgren2006}. We use word2vec in two modes, the continuous bag of words CBOW and the skip gram SGRAM. We use our implementation of HPCA and RI. The comparison is on the basis of

1. the spread of word vectors in terms of the logarithm of generalized variance (see Equation\ref{28}),
2. the syntactic and the semantic of discriminability of the word vectors,
3. the performance of the word vectors in the word similarity benchmark, and
4. the contribution of the word vectors in the task of dependency parsing.
All sets of word vectors are extracted from the same raw corpus described in Section 6. Except for the set of word vectors extracted by word2vec, all embeddings are trained with the same setting, backward neighbourhood with length 1, i.e., the context refer to the immediate preceding word and the contextual features are the word forms. word2vec is trained with symmetric neighbourhood context of length one, i.e., the context forms with the immediate preceding and succeeding words. The number of iterations in GLOVE is set to 50, in word2vec is set to 1. All methods are trained with 5 threads, if multi-threading is supported.

Table 2 summarizes the results. The table is divided into two parts. The last four rows show the results obtained from the principal word vectors with different combinations of weighting matrices $\Phi$, $\Omega$, and transformation function $f$ which are represented by the triple $(\Phi, \Omega, f)$. Among the all combinations of $(\Phi, \Omega, f)$, we have chosen the combinations which result in highest results in each of the evaluation metrics. The comparison on the parsing is made on the test set of the WSJ journal.

The results show that the spread of principal word vectors generated with $(I, I, I)$ is significantly higher than the other sets of word vectors. However, this set of word vectors shows poor performance on the other evaluation metrics. In terms of syntactic discriminability, we see that the principal word vectors trained with identity weight matrices and the vector power transformation results in highest value of syntactic discriminability. The best results of semantic discriminability are obtained from HPCA and the principal word vectors with single power transformation function. In terms of word similarities, we see that principal word vectors are on par with the vectors generated with word2vec and GloVe. The principal word vectors and the vectors generated by GloVe result in the same parsing scores which are significantly higher than the results obtained from the RI and HPCA word vectors. However, we see that the parsing scores are slightly less than the results obtained from the word2vec. In order to see if the slight superiority of word2vec is due to chance, we perform an statistical significance test on the parsing results using the Berg-Kirkpatrick, Burkett, and Klein (2012)’s method. Table 7.4 shows the $p$-value under the null.
### Table 2
The comparison between principal word vectors and other sets of word vectors. The results obtained from the principal word vectors are shown in the second part of the table, below the double line. The triples show the certain settings of parameters $(\Phi, \Omega, f)$, where $\Phi$ and $\Omega$ are the weighting matrices, and $f$ is the transformation function. $f = p$ and $f = sp$ refer to the power transformation function with vector of power values and single power value respectively. UAS and LAS stand for the unlabelled and labelled attachment scores respectively. The parsing results are related to the test set of WSJ.

|       | Log. GV | Syn. Disc. | Sem. Disc. | Sim. Corr. | UAS   | LAS   |
|-------|--------|------------|------------|------------|-------|-------|
| RI    | 202    | 2.6        | 0.2        | 0.2        | 90.5  | 88.2  |
| HPCA  | 347    | 2.1        | 0.5        | 0.2        | 90.7  | 88.6  |
| CBOW  | 622    | 0.8        | 0.1        | 0.5        | **92.1** | **90.1** |
| SGRAM | 564    | 0.9        | 0.2        | 0.6        | **92.1** | **90.0** |
| GLOVE | 525    | 0.9        | 0.1        | 0.5        | 91.9  | 89.9  |
| $(I, I, I)$ | **1454** | 3.0 | 0.2 | 0.2 | 89.9 | 87.6 |
| $(I, I, p)$ | 772 | 3.9 | 0.4 | 0.4 | 90.5 | 88.3 |
| $(I, I, sp)$ | 554 | 2.0 | 0.5 | 0.5 | 91.5 | 89.4 |
| $(iff, iwf, sp)$ | 339 | 1.3 | 0.5 | 0.4 | 91.9 | 89.9 |

The hypothesis $H_0$: *A is not better than B*, where $A$ refers to the set of principal word vectors generated with $(iff, iwf, sp)$ and $B$ can be any of the other word embeddings methods mentioned above. The table shows that the null hypothesis is rejected with high confidence for RI and HPCA, but not for other methods. This confirms the superiority of principal word vectors to HPCA and RI, and rejects the superiority of principal word vectors to the other methods. It also shows that the superiority of word2vec to the principal word vectors is not statistically significant.

### Table 3
p-value of the null hypothesis $H_0$: *principal word vectors are not better than the other sets of word vectors on the task of dependency parsing.*

|       | RI | HPCA | CBOW | SGRAM | GLOVE |
|-------|----|------|------|-------|-------|
|      $p$ | 0.00 | 0.00 | 0.55 | 0.60  | 0.65  |

Now we turn our attention to the efficiency of the word embedding methods. In addition to the mathematical formulation of a problem implemented in a software, the efficiency of the software system depends on many other factors such as memory management, parallelization, and how the system is divided into subsystems. Not all of the word embedding methods we listed above follows the same software architecture. Some these methods such as HPCA, and GloVe divide the task of word embedding into three main sub-tasks. First is to count the frequency of seeing in the training corpus. Second is to build a co-occurrence matrix. Third is to extract word vectors from the co-occurrence matrix through performing a dimensionality reduction technique. If our implementation of HPCA, the first two steps are implemented as two single threaded programs and the third step is implemented as a multi-threaded program. Each of these tasks are implemented in HPCA as individual multi-threaded programs. GloVe implements the first two tasks with two single threaded programs but the third task is implemented with a multi-threaded program. The division between the second and the third tasks enables these methods to perform the algorithm of dimensionality
reduction once on the co-occurrence matrix which models the entire training corpus. On the other side, both RI and word2vec perform the second and the third task together which can be processed in a multi-threaded way. This makes these methods highly efficient in terms of memory usage, since they don’t need to explicitly build the co-occurrence matrix in the memory. However, this efficiency in the memory usage is in the cost of CPU time. This because both methods need to update their internal states, representing the parameters of the methods, after seeing a batch of words. Nevertheless, these methods does not provide any clear solution to make use of extra memory in order to reduce the CPU time.

In our experiments, word2vec and GloVe are used with no change, but HPCA and RI are reimplemented as below. In our implementation of HPCA, the first two steps, counting the vocabularies and building the co-occurrence matrix, are implemented as two individual single threaded programs, and the third step, dimensionality reduction, is implemented as a multi-threaded program. We implement random indexing (RI) as a random projection method, which extract a set of word vectors trough random projection of a co-occurrence matrix. We use the same method as in HPCA to build the co-occurrence matrix. Once the co-occurrence matrix is built, the low dimensional word vectors are generated through performing a sparse matrix product which can be done very fast.

Principal word embedding acts similar to GloVe and our implementation of HPCA and RI. We first count the marginal frequency of words (and features if the corpus is annotated). Then we build a co-occurrence matrix. Finally, we build the low dimensional word vectors from this matrix using Algorithm 3. The first two steps are implemented with a single threaded problem. The third step is implemented in Octave compiled with SuitSparse and OpenBLAS. The SuitSparse library is used to speed up the process of the sparse matrix operations in Line 8 and Line 4 in Algorithm 2. The multi-threading functionality of OpenBLAS speeds up the basic matrix operations and the singular value decomposition in Line 7 in Algorithm 2.

In order to provide a fair comparison between these methods, we compare the methods with regard to their performance on the third step, the dimensionality reduction. Table 7.4 shows the time required to perform the dimensionality reduction with each of the methods. Since word2vec performs both scanning and dimensionality reduction together, we exclude it from this table. We see that the most efficient methods is

| Method | Time (Sec) |
|--------|------------|
| RI     | 180        |
| HPCA   | 480        |
| GLOVE  | 8040       |
| PWE    | 900        |

Table 4
The amount of time (seconds) required by each of the word embedding methods to perform the dimensionality reduction. PWE refer to the principal word embedding method introduced in this paper.

RI. The principal word embedding is almost two times slower than HPCA. All of these methods require the same amount of time to scan the training corpus and to build the co-occurrence matrix. This takes around 2 hours to build the vocabulary list and the co-occurrence matrix. On the other side, word2vec needs more than 10 hours to generate the word vectors. So, principal word embedding is faster than GLOVE and word2vec but slower than RI and HPCA. This together with what shown in Table 7.4 confirm that principal word embedding is an efficient method of word embedding which can generate a set of word vectors a good as GloVe and word2vec.

8. Conclusion

Principal word embedding is a method of word embedding which generates a set of word vectors from a corpus through principal component analysis of contextual word vectors. A contextual word vector is
In this case, the online methods of kernel PCA, such as Hebbian kernel PCA, seem to be more suitable since they do not form the kernel matrix implicitly.
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