Abstract—Naive Bayes has been widely used in many applications because of its simplicity and ability in handling both numerical data and categorical data. However, lack of modeling of correlations between features limits its performance. In addition, noise and outliers in the real-world dataset also greatly degrade the classification performance. In this paper, we propose a feature augmentation method employing a stack auto-encoder to reduce the noise in the data and boost the discriminant power of naive Bayes. The proposed stack auto-encoder consists of two auto-encoders for different purposes. The first encoder shrinks the initial features to derive a compact feature representation in order to remove the noise and redundant information. The second encoder boosts the discriminant power of the features by expanding them into a higher-dimensional space so that different classes of samples could be better separated in the higher-dimensional space. By integrating the proposed feature augmentation method with the regularized naive Bayes, the discrimination power of the model is greatly enhanced. The proposed method is evaluated on a set of machine-learning benchmark datasets. The experimental results show that the proposed method significantly and consistently outperforms the state-of-the-art naive Bayes classifiers.

I. INTRODUCTION

Naive Bayes (NB) has been widely used in many applications, e.g., text classification [1]–[3], action recognition [4], scene recognition [5] and malware detection [6]. Naive Bayes is a simple and effective classification model. One notable advantage of NB is its ability of handling mixed data types, e.g., both categorical and numerical data. For simplicity, it often assumes that features are independent to each other conditioned on the classification variable. However, the independence assumption rarely holds in reality.

To address this problem, many approaches have been developed, e.g., structure extension [7], [8], instance selection [9], instance weighting [10], feature selection [3] and feature weighting [11]–[13]. Among them, feature weighting approaches [11]–[13] have attracted a lot of attention recently, which assign different weights to features to decouple the correlation between features [11]–[13]. In [13], attributes and instance are weighted simultaneously. Recently, Wang et al. developed a regularized attribute weighting framework to automatically balance the generalization ability and discrimination power of NB classifier [11]. These methods partially alleviate the problem, but still not well model the feature correlation.

Artificial defects commonly exist in real-world applications, e.g., missing values or noisy samples. To handle noisy samples and extract the intrinsic data characteristics, many subspace approaches have been developed to remove the

unreliable features and extract the discriminant features [14]–[18]. For example, Principal Component Analysis (PCA) is often used for dimensionality reduction by projecting the high-dimensional features into a lower-dimensional space [17]–[20]. In literature, auto-encoders have been widely used for filling missing values [21] and denoising [6], [22].

In this paper, we aim to address the following three challenges of naive Bayes: 1) Removing the noisy and unreliable feature dimensions; 2) Modeling the correlation between features so that the subsequent naive Bayes could make better use of the discriminant information residing in features; 3) Boosting the discriminant power of features. To tackle these three challenges, we resort to stacked auto-encoder [23]. Stacked auto-encoder is often trained in a self-supervised manner. A portion of the feature entities are intentionally masked off, and the encoder maps the original feature to a lower-dimensional code to remove the noise and uncover the underlying intrinsic data characteristics. The code is then used to reconstruct the original feature [6], [22], with the target of minimizing the reconstruction error. In such a way, the stack auto-encoder could effectively remove the noise, and embed the discriminant information into the compact codes [6], [22], [24]. Apparently, the correlation between features is embedded into the codes as well, which is beneficial to the subsequent naive Bayes classifier.

To the best of our knowledge, the stacked auto-encoder has never been used for boosting the discriminant power of features. It is often advantageous to map the feature into a higher-dimensional space so that the features can be linearly separable [25]. The stacked auto-encoder, however, often maps the feature into a compact representation, which many result in discriminant information loss. To tackle this problem, we propose a stacked auto-encoder consisting of two encoders: shrink encoder and expansion encoder. The shrink encoder derives a compact feature representation while the expansion encoder maps the derived compact codes into a higher-dimensional space to enhance the discriminant power of the features. Furthermore, by concatenating the learned representation with the original feature and reconstructed one, the classification performance of the subsequent regularized naive Bayes is significantly improved.

The proposed Feature-Augmented Regularized Naive Bayes (FAR-NB) is compared with the state-of-the-art NB classifiers on a set of machine-learning datasets for various applications. It significantly and consistently outperforms all the compared methods. The average performance gain on 20 datasets is
5.71% compared with the second best method, RNB [11].

Our main contributions can be summarized as follows: 1) We propose a feature augmentation method for naive Bayes to exploit the feature correlation and reduce data noise using the stacked auto-encoder. 2) The designed stacked auto-encoder can greatly boost the discriminant power of features by mapping them into a higher-dimensional space, which greatly improves the classification performance. 3) The proposed method is integrated with the regularized naive Bayes and achieves superior performance against state-of-the-art NB classifiers.

II. RELATED WORKS

A. Naive Bayes Classifiers

Naive Bayes has been applied in many domains because of its simplicity and noticeable classification performance [11], [26], [27]. Various improved NB classifiers have been developed, which can be broadly divided into five categories: 1) Structure extension methods aim to extend the structure of NB to model the dependency among features [7]. 2) Instance weighting methods assign different weights to different instances to improve the discrimination power [10]. 3) Instance selection methods build a local classification model on a subset of training instances to mitigate the effect of noisy samples [9]. 4) Feature selection methods preserve the most representative features by removing the irrelevant or redundant features [3]. 5) Feature weighting approaches weigh the features differently so that the informative feature has a larger weight to enhance the discriminative ability of models [11]–[13], [28].

Among these approaches, feature weighting methods achieve a comparably better performance [11]–[13], which can be further divided into filter-based [13], [28] and wrapper-based approaches [11], [12]. The former utilizes the mutual information [13] or KL divergence [28] to measure the dependency between the feature and the class variable, whereas the latter optimizes the feature weights iteratively by maximizing the classification performance [11], [12]. In AIWNB [13], attribute weights are determined by using the attribute-class relevancy and the average redundancy between each pair of attributes. Zaidi et al. developed an attribute weighting model, WANBI, to derive the attribute weights through a gradient descent optimization procedure [29]. In CAWNB [12], different weights are assigned to different features of different classes to enhance the discrimination power of the model. Recently, regularized naive Bayes (RNB) has been developed to automatically balance the class-independent weights and the class-dependent weights [11]. These feature weighting approaches emphasize the most discriminative features to improve the classification performance, but fail to model the correlation between features.

B. Feature Extraction Methods

Feature extraction methods have been widely utilized to discover the compact feature representations from the raw data, which can be broadly categorized into statistical methods [16], [17], [30] and neural networks [6], [23], [31], [32]. The former include Principal Component Analysis [16], [30], Linear Discriminant Analysis [17] and many others, and the latter include Auto-encoder (AE) [6], [23], Artificial Neural Network [32], Convolutional Neural Network (CNN) [31], and many others.

The auto-encoder encodes the input features in a self-unsupervised way, aiming to derive a compact feature representation by mapping the feature into a lower-dimensional space [24]. There are many variations of AEs, e.g., sparse auto-encoder [33], denoising auto-encoder [22], contractive auto-encoder [34] and convolutional auto-encoder [35]. In literature, the feature learning approaches for naive Bayes are less explored. In [6], an unsupervised feature learning approach is developed for malware classification using the auto-encoder and the performance of naive Bayes classifier has been greatly improved. Recently, Khamparia et al. utilized deep stacked auto-encoder for chronic kidney disease classification to learn representative features [23].

III. PROPOSED FEATURE-AUGMENTED REGULARIZED NAIVE BAYES

A. Preliminaries of Regularized Naive Bayes

In the Bayesian classification framework, the posterior probability is defined as:

$$P(c|x) = \frac{P(x|c)P(c)}{P(x)}$$

(1)

where $x$ is the feature vector, $c$ is the classification variable, $P(c)$ is the prior probability, $P(x)$ is the evidence, $P(x|c)$ is the likelihood probability distribution and $P(c|x)$ is the posterior probability. Because it is difficult to reliably estimate the likelihood probability $P(x|c)$ due to the curse of dimensionality, in naive Bayes methods, the likelihood is often estimated by assuming the feature independence,

$$P(x|c) = \prod_{j=1}^{m} P(x_j|c)$$

(2)

where $x_j$ is the $j$-th feature dimension of $x$ and $m$ is the feature dimensionality. Despite its simplicity, naive Bayes has shown good performance in many applications [1]–[6].

Apparently the feature correlation is not modeled in naive Bayes. To address this problem, many feature weighting approaches [11]–[13] have been developed. In WANBI [29], each feature is assigned a different weight to highlight the feature with a large discriminant power,

$$P_f(x|c) = \prod_{j=1}^{m} P(x_j|c) w_j$$

(3)

where $w_j$ is the weight for the $j$-th feature dimension. The weights are optimized by minimizing the mean squared error between the estimated posteriors and the posteriors derived using ground-truth labels. Jiang et al. showed that a class-specific weight could further enhance the discrimination power of naive Bayes [12],

$$P_D(x|c) = \prod_{j=1}^{m} P(x_j|c) w_{c,j}$$

(4)
where $W_{c,j}$ is the entry for the weight matrix $W$ for the $j$-th attribute of the class $c$. As a result, different weights are assigned to attributes for different classes. Class-specific attribute weights provide more discriminant power, but the model complexity is considerably increased, so the generalization capability may decrease. To tackle this problem, regularized naïve Bayes [11] determines the likelihood probability as,

$$P_R(x|c) = \prod_{j=1}^{m} \left((1 - \alpha)P_D(x_j|c)W_{c,j} + \alpha P_I(x_j|c)^{w_j}\right),$$

where $P_D(x_j|c)$ is the likelihood weighted using the class-dependent weight matrix $W$, $P_I(x_j|c)$ is the likelihood weighted using the class-independent weight vector $w$ and $\alpha$ is the hyper-parameter for balancing these two models. The model parameters $M = \{W, w, \alpha\}$ are optimized using a gradient descent procedure [11]. These weighted naïve Bayes [11]–[13] utilize attribute weights to emphasize the discriminative features. However, they could not fully exploit the discriminant information between features.

B. Overall Architecture of the Proposed Method

The proposed method aims to address the following three challenges of previous naïve Bayes methods: 1) Noise removal; 2) Encoding the feature correlation; 3) Boosting the discriminant power of naïve Bayes. Towards these objectives, we propose a Feature-Augmented Regularized Naive Bayes to learn a discriminant feature representation using an stacked auto-encoder. The overall architecture of the proposed method is shown in Fig. 1. It consists of two main stages: unsupervised feature learning using the stacked auto-encoder and the subsequent regularized naïve Bayes. The proposed stacked auto-encoder consists of a shrink encoder to derive the compact feature representation and an expansion encoder to boost the discriminant power of the features.

Denote the input features as $X = \{x_1, x_2, \ldots, x_n\}$, where $x_i \in \mathbb{R}^m$ is the feature vector for the $i$-th sample, $m$ is the feature dimensionality and $n$ is the number of instances. To remove the noise and encode the correlation information between features, the shrink encoder is designed to learn a compact feature representation $Y \in \mathbb{R}^{k \times n}$ using all the initial feature dimensions of $X$. Then, the expansion encoder is designed to map $Y$ into higher-dimensional features $Z \in \mathbb{R}^{k \times n}$ to boost the discriminant power. Then the reconstructed features $\tilde{X}$ are derived from the codes $Z$. The learned features $Z$ are concatenated with the original features $X$ and the reconstructed ones $\tilde{X}$ as the final features.

The stacked auto-encoder is trained in a self-supervised way, in which some feature dimensions of $x$ are intentionally masked off, and the target is to minimize the reconstruction error, towards the objective of removing the noise in data and unveiling the underlying data characteristics. But different from previous stacked auto-encoders [6], [23] that often derive a compact code from the input feature, in our framework, the stacked auto-encoder is designed to boost the discriminant power of features as well by using the expansion encoder. The number of neurons of the inner layers (feature dimensionality $k$ of $Y$ and feature dimensionality $m$ of $Z$) of the stacked auto-encoder is automatically adjusted according to optimally remove the data noise and boost the discriminant power.

Finally, the regularized naïve Bayes [11] is trained using the concatenated features as the input. Some preliminaries of the regularized naïve Bayes [11] are given in Section III-A. The optimization of the RNB [11] can be found in Section III-E.

C. Feature Learning Using Stacked Auto-encoder

The designed stacked auto-encoder aims to achieve the following three targets for the subsequent naïve Bayes classifier: noise removal, extracting feature correlation and boosting the discriminant power of the model. More specifically, the stacked auto-encoder is designed as a feed-forward network to reconstruct $X$ into $\tilde{X}$ with the minimum reconstruction errors. The proposed network contains two encoders: shrink encoder and expansion encoder.

The shrink encoder extracts the intrinsic data characteristics and encodes them into a compact representation, i.e., it maps the input $X$ to $Y \in \mathbb{R}^{k \times n}$, where $k \leq m$ is the number of neuron in the first inner layers,

$$Y = S(W^s_1X + b^s),$$

where $S : \mathbb{R}^{m \times n} \rightarrow \mathbb{R}^{k \times n}$ is the activation function of the shrink encoder, $W^s_1 \in \mathbb{R}^{k \times m}$ is the weight matrix and $b^s \in \mathbb{R}^k$ is the bias. The activation function is defined as,

$$S(x) = \begin{cases} 
0, & \text{if } x \leq 0, \\
1, & \text{if } x > 0 .
\end{cases}$$

The expansion encoder maps the compact feature $Y$ into a higher dimensional space,

$$Z = E(W^eY + b^e),$$

where $E : \mathbb{R}^{k \times n} \rightarrow \mathbb{R}^{h \times n}$ is the activation function of the expansion encoder defined similarly as in Eqn. (7), and $h \geq k$. $W^e \in \mathbb{R}^{h \times k}$ is the weight matrix and $b^e \in \mathbb{R}^h$ is the bias.

During the decoding phase, the encoded feature representations $Z$ are transformed back into the original feature space to derive the reconstructed features $\tilde{Y}$,

$$\tilde{Y} = D(W^dZ + b^d),$$

where the logistic sigmoid function is used for decoding,

$$D(z) = \frac{1}{1 + e^{-z}}.$$  

Then $\tilde{Y}$ is similarly transformed back to $\tilde{X}$.

The auto-encoder is trained to minimize the Mean Square Error (MSE) between the input $X$ and the reconstructed $\tilde{X}$,

$$L_{AE} = \frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{m} (x_{ij} - \tilde{x}_{ij})^2,$$

In the traditional stacked auto-encoder, all the encoders are shrink encoders, aiming to derive a compact feature representation so that the unreliable classification information could be
Fig. 1. The overall architecture of the proposed method. To remove the noise in data, encode the feature correlation and boost the discriminant power of the model, we propose an stacked auto-encoder to learn a discriminant feature representation. The proposed stacked auto-encoder consists of two encoders: a shrink auto-encoder to derive a compact feature representation to remove noise and unreliable information and an expansion auto-encoder to map the compact code into a higher-dimensional space to boost the discriminant power of the model. The input features $X$, the learned feature presentations $Z$ and the reconstructed features $\tilde{X}$ are concatenated to form the final feature representation and fed to the subsequent regularized naive Bayes for classification.

removed and the discriminant information embedded across features can be encoded into $Z$. However, some discriminant information may be lost during this process.

D. Boosting Discriminant Power of Regularized Naive Bayes

To boost the discriminant power of the regularized naive Bayes, we propose to map the compact codes into a higher-dimensional space using the expansion encoder. It remains an open question to determine the optimal feature dimensionalities $k$ of $Y$ and $h$ of $Z$, as they are affected by many factors. 1) The number of training samples $n$. When $n$ is small, there are insufficient samples to train a reliable network, and hence a smaller network is preferred, i.e., $k$ and $h$ should be kept small. 2) The number of classes. Intuitively, when the number of classes is large, more training samples are needed to reliably estimate the data distribution of each class. Given a fixed number of training samples, we hence prefer a simpler network, i.e., $k$ and $h$ should be smaller. 3) If the input feature dimensionality $m$ is large, there is probably a large amount of redundant information residing in features, and hence we prefer to compress the features into a smaller $k$-dimensional space, and a slightly larger $h$ to boost the discriminant power. 4) If $m$ is relatively small, we prefer to maintain $k$ similar but smaller than $m$ and then map the compact codes into a slightly higher $h$-dimensional space so that the features of different classes are linearly separable. The optimal pair of $(k, h)$ is determined empirically in experiments.

The learned feature representation $Z$, the original features $X$ and the reconstructed $\tilde{X}$ all contain discriminant information in different feature spaces. To make full use of all the available discriminant information, we propose to fuse them by concatenating them into the final feature representation as,

$$F = X \oplus Z \oplus \tilde{X}. \quad (12)$$

E. Optimizing Regularized Naive Bayes

The concatenated features $F$ are split into the training set $F_{tr}$ and the testing set $F_{te}$. During the training process, the following loss function is used to optimize the regularized naive Bayes,

$$L_{RNB} = \frac{1}{2} \sum_{i \in F_{tr}} \sum_{c} \left( P(c|f_i) - \hat{P}(c|f_i) \right)^2, \quad (13)$$

where $P(c|f_i)$ is the posterior derived from the ground-truth labels,

$$P(c|f_i) = \begin{cases} 1 & \text{if } c = c_j, \\ 0 & \text{otherwise}. \end{cases} \quad (14)$$

$\hat{P}(c|f_i)$ is the estimated posterior with the regularized likelihood function defined in Eqn. (5),

$$\hat{P}(c|f_i) = P(c) P(f_i|c) / P(f_i). \quad (15)$$

The optimal model parameters $M^* = \{\alpha^*, W^*, w^*\}$ of the regularized naive Bayes are derived by minimizing the loss function defined in Eqn. (13) using a gradient-descent-based optimization procedure. More details can be found in [11].

During testing, the posterior probability $P(c|t)$ for a given testing instance $t \in F_{te}$ is estimated by using Eqn. (15) with the optimal model $M^*$. Finally, the class label for each $t \in F_{te}$ is derived by using the MAP estimation as follows:

$$\hat{c}(t) = \arg \max_{c \in C} \hat{P}(c|t), \quad (16)$$

where $C$ is the set of labels for all classes.

IV. EXPERIMENTAL RESULTS

A. Experimental Settings

The proposed FAR-NB is compared with state-of-the-art NB classifiers including RNB [11], WANBIA [29], CAWNB [12] and AIWNB [13], as summarized in Table I. The experiments are conducted on a collection of benchmark datasets from the University of California at Irvine (UCI) repository \footnote{https://archive.ics.uci.edu/ml/index.php}, which contains a wide range of domains such as medical, business and biology. The number of instances is distributed.
between 150 and 10992 and the number of attributes varies between 2 and 60. These 20 machine-learning datasets can provide a comprehensive evaluation of the effectiveness of the proposed method. More details of these datasets are described in Tables II. The classification accuracy of each algorithm is derived using 10-fold cross-validation.

### B. Ablation Study

For an ablation study, the proposed method is compared with the following methods:

- **Original Features**: The original feature is fed into the regularized naive Bayes [11] for classification. This comparison could demonstrate the effectiveness of the proposed feature augmentation method in contrast to using the original features.
- **Baseline**: The stacked auto-encoder [24] is chosen as the baseline method to derive a compact feature representation and the derived features are fed into the regularized naive Bayes [11] for classification. The feature dimension of the bottleneck layer is empirically set to half of the input feature dimensionality. The comparison to this baseline can show the power of the proposed feature augmentation method, in contrast to compressing the input feature as in most existing auto-encoders [6], [23], [24].

As shown in Table III, FAR-NB achieves the highest classification performance on all datasets in comparison to using the original features and the compact feature representation derived using the traditional stacked auto-encoder [24]. Compared with the original features, the average classification accuracy for the compact features has been greatly reduced by more than 7%. It shows that directly applying the traditional stacked auto-encoder could not produce good performance. The proposed method utilizes the stacked auto-encoder in a very different way, which greatly boost the discriminant power of the model and hence significantly improves the classification accuracy by 13.27% on average. These demonstrate the effectiveness of the proposed feature augmentation approach over the traditional stacked auto-encoder.

### C. Comparisons to State-of-the-art Naive Bayes Classifiers

The comparisons to the state-of-the-art NB methods on 20 benchmark datasets are summarized in Table IV. The average classification accuracy of each algorithm over the datasets is summarized at the bottom of Table IV, which provides a straightforward comparison of different approaches. To measure the significance of the performance gain, a paired one-tailed t-test with \( p = 0.05 \) significance level is deployed.

As shown in Table IV, the proposed FAR-NB consistently outperforms all the compared methods on all the datasets. Among them, FAR-NB is significantly better than RNB, CAWNB, WANBIA, AIWNBE and AIWNBL on 12, 13, 13,
15 and 15 datasets, respectively. Compared with wrapper-based attribute weighting methods, e.g., RNB, CAWNB and WANBIA, the proposed FAR-NB obtains the performance gain of 5.71%, 6.02% and 6.15% on average, respectively. Compared with filter-based AIWNB \( E \) and AIWNB \( L \), FAR-NB achieves improvements of 7.59% and 6.88% for the average classification accuracy over 20 datasets. These demonstrate the effectiveness of the proposed feature augmentation method.

For a better visualization, the performance gain of FAR-NB over the second best performed method, RNB [11], on each dataset is shown in Fig. 2. FAR-NB obtains more than 10% of improvement for classification accuracy on 5 datasets, e.g., ‘Banana’, ‘Balance’, ‘Hayes’, ‘Tae’ and ‘Vowel’. Besides, FAR-NB can achieve more than 2% of performance gain compared with RNB [11] on most datasets.

![Fig. 2. The performance gain of the proposed FAR-NB on each dataset compared to RNB [11].](image)

### Table IV

|             | FAR-NB  | RNB [11] | CAWNB [12] | WANBIA [29] | AIWNB\( E \) [13] | AIWNB\( L \) [13] |
|-------------|---------|----------|------------|-------------|------------------|------------------|
| Balance     | 0.8815  | 0.7186   | 0.7186     | 0.7153      | 0.7008           |
| Banana      | 0.8621  | 0.7338   | 0.7338     | 0.7283      | 0.7198           | 0.7332           |
| Banknote    | 0.9854  | 0.9278   | 0.9278     | 0.9213      | 0.9206           | 0.9257           |
| Bupa        | 0.5882  | 0.5327   | 0.5327     | 0.5327      | 0.4202           | 0.4202           |
| Cleveland   | 0.6237  | 0.5773   | 0.5845     | 0.5773      | 0.5717           | 0.5815           |
| Contraceptive | 0.5485 | 0.5234   | 0.5179     | 0.5139      | 0.5072           | 0.5112           |
| Ecoli       | 0.8430  | 0.8339   | 0.8338     | 0.8251      | 0.8223           | 0.8223           |
| Hayes       | 0.7750  | 0.6003   | 0.6003     | 0.6003      | 0.6003           | 0.6003           |
| Iris        | 0.9600  | 0.9333   | 0.9333     | 0.9333      | 0.9267           | 0.9267           |
| Mammographic | 0.8419 | 0.8263   | 0.8252     | 0.8252      | 0.8242           | 0.8232           |
| Newthyroid  | 0.9621  | 0.9535   | 0.9535     | 0.9580      | 0.9576           | 0.9532           |
| Penbased    | 0.9542  | 0.9311   | 0.9289     | 0.8989      | 0.8882           | 0.9360           |
| Satimage    | 0.8699  | 0.8577   | 0.8420     | 0.8440      | 0.8140           | 0.8544           |
| Segment     | 0.9593  | 0.9459   | 0.9381     | 0.9472      | 0.9264           | 0.9420           |
| Sonar       | 0.7983  | 0.7742   | 0.7699     | 0.7837      | 0.7649           | 0.7697           |
| Specheart   | 0.8269  | 0.8114   | 0.7856     | 0.7854      | 0.7507           | 0.7507           |
| Tae         | 0.4683  | 0.3440   | 0.3440     | 0.3440      | 0.3244           | 0.3244           |
| Vowel       | 0.8192  | 0.6465   | 0.6364     | 0.6414      | 0.6364           | 0.6687           |
| Wine        | 0.9941  | 0.9719   | 0.9719     | 0.9830      | 0.9771           | 0.9660           |
| Yeast       | 0.5965  | 0.5729   | 0.5756     | 0.5675      | 0.5715           | 0.5715           |
| AVG         | 0.8079  | 0.7508   | 0.7477     | 0.7464      | 0.7320           | 0.7391           |
| W/T/L       | 0.8275  | 0.7599   | 0.7576     | 0.7535      | 0.7408           | 0.7476           |

### V. Conclusion

The performance of naive Bayes is often limited by lack of the correlation information between features. Many approaches have been developed to alleviate this problem, e.g., feature weighting methods. But these approaches could not fully exploit the discriminant information between features. In this paper, we propose a feature augmentation method for the regularized naive Bayes to extract the discriminant information between features, reduce data noise and boost the discriminant power of the model. Towards these objectives, we resort to the stacked auto-encoder. Different from traditional stacked auto-encoders that map the original features into compact codes, the proposed FAR-NB consists of two encoders, one removes the noise and unreliable information, and another maps the derived compact code into a higher-dimensional space to boost the discriminant power of the model. To further boost the classification performance, the derived features are concatenated with the original features and the reconstructed ones as the augmented features. The proposed feature augmentation method is integrated with the regularized naive Bayes. It is compared with state-of-the-art NB classifiers on 20 datasets for various applications. Experimental results demonstrate that the proposed FAR-NB consistently and significantly outperforms all the compared NB classifiers on all datasets.
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