An Intelligent Video Tag Recommendation Method for Improving Video Popularity in Mobile Computing Environment
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ABSTRACT Big data generated from social media and smart mobile devices has been regarded as a key to obtain insights into human behavior and been extensively utilized for launching marketing activities. A successful marketing activity requires attracting high social popularity to their contents, since higher popularity usually indicates stronger influence, more fame and higher revenue. In this paper, we focus on the question of how to improve popularity of videos sharing on websites like YouTube in mobile computing environment. Obviously, composing high quality titles and tags is beneficial for viewers to discover videos of their interests and increase their tendency to watch more videos. However, it is not an easy task for uploaders, which is especially true since the screen is tight for most mobile devices. To this end, this paper proposes a novel hybrid method based on multi-modal content analysis that recommends keywords for video uploaders to compose titles and tags of their videos and then to gain higher popularity. The method generates candidate keywords by integrating techniques of textual semantic analysis of original tags and recognition of video content. On one hand, taking the original keywords of a video as input, the method obtains most relevant words from WordNet and related video titles gathered from the three top video sharing sites (YouTube, Yahoo Video, Bing Video). On the other hand, through recognizing video content with deep learning technology, the method extracts the entity name of video content as candidate keywords. Finally, a TF-SIM algorithm is proposed to rank the candidate keywords and the most relevant keywords are recommended to uploaders for optimizing the titles and tags of their videos. The experimental results show that the proposed method can effectively improve the social popularity of the videos as well as extend the length of video viewing time per playback.

INDEX TERMS Mobile computing, social media, big data, video tagging, video popularity, artificial intelligence, deep learning.

I. INTRODUCTION

In recent years, mobile computing becomes more and more popular, as reported by Perficient, 58% of web visits were from mobile devices. With the widespread usage of social media platforms and mobile devices, more and more people are interested in interacting, sharing, and collaborating through online social media, causing the amount of data generated by the social media grows exponentially. Undoubtedly, the social media and mobile computing have considerably changed people’s daily lifestyle and the advertisement model as well. Understanding of interests of users and how they behave are valuable for a variety of communities such as researchers, marketers, politicians, and so on. Big data analytics and cognitive computing are developed to satisfy this need by combining technologies from multiple disciplines such as...
artificial intelligence, network analysis, statistics, time series analysis, and natural language processing.

Because of the great influence of the social media and the capability of carrying out precise advertisement under the help of big data and artificial intelligence techniques, an increasing number of commercial content, commodities and activities are promoted through social media and mobile devices, which yields better performance than other forms of media as reported [38]. As for ordinary users, they may become popular if their content goes viral. No matter what kind of activities, commercial or individual, the most critical point is how to attract more attention to their content.

In general, there are two directions to obtain more social media attention. The first direction is to leverage on search engines and recommender system technologies [1]. It is well known that search engine can search almost all kinds of information; however, items retrieved by search engine are usually noisy. On the contrary, the information suggested by a recommendation system has a high degree of relatedness in general, but it is not as good as the search engine in terms of information volume. Therefore, it is more effective to improve the popularity of video content by exploiting the potential of both search engines and recommendation systems. The second direction is about the metadata of social media. For videos on YouTube, the most important metadata is the title and tags of a video uploaded by users. High quality title and tags of a video can be beneficial to attract attention from viewers and get recommended by recommender systems, so how to make high quality title and tags for a video is the focus of our work to improve video popularity [21].

The method proposed in this paper adheres to two principles. Firstly, the recommended keywords must be relevant to the video content but not to attract social popularity by deceiving the viewers. Secondly, on the basis of satisfying the first principle, the method should suggest keywords which are expected to attract high social popularity. In order to adhere to the first principle, the method obtains candidate words relevant to the original title and tags of a video by leveraging on WordNet. In addition, the method uses these keywords to search videos with similar topics on the mainstream video sharing sites like YouTube, Yahoo Video, and Bing Video and then obtain relevant keywords. Furthermore, the proposed method applies deep learning driven image recognition technology to extract the entity names from video content as candidate keywords as well. According to the second principle, the paper proposes a novel algorithm named Term Frequency-Similarity (TF-SIM) to sort the collection of candidate keywords related to the video. The algorithm combines the main ideas of Term Frequency-Inverse Document Frequency (TF-IDF) algorithm and Normalized Google Distance (NGD) algorithm to recommend the most relevant keywords to users. With the recommended keywords, users could optimize the titles and tags of their videos. By comparing the original video title, tags and the optimized title, tags, of a video, it is found that the optimized titles and tags can attract more social popularity and extend the viewing time per playback.

The contributions of the paper can be summarized as the following three points:

1. The paper proposes a method for suggesting keywords that are relevant to video content. Firstly, based on the original title and tags of a video, the collection of candidate keywords relevant to a video is suggested through querying WordNet and extracting relevant keywords from titles and tags of related videos searched from the mainstream video sharing websites. Since, search engines usually retrieved the most popular videos that match with the input keywords. Thus, in this way, we can not only guarantee the semantic relevance but also the popularity of the candidate keywords. Secondly, the method applies deep learning driven video content analysis technology to identify the entity names from video content and combine them into the set of candidate keywords.

2. A novel algorithm TF-SIM is proposed for ranking the collection of candidate keywords relevant to a video. On one hand, the algorithm considers the frequency of a keyword by calculating the number of occurrences of the keyword in the candidate keywords; On the other hand, the algorithm uses the NGD formula to calculate the semantic similarity between the keyword and the original video keywords.

3. The proposed method is evaluated in a real scenario. A set of 50 videos and their original titles and tags were collected from the Internet. Then, the titles and tags were optimized using the keywords recommended by our method and other two baseline methods, and then were assigned to a copy set of the 50 videos, respectively. The four sets of videos with their corresponding titles and tags were uploaded into four new YouTube accounts, respectively. The comparative experimental results show that the titles and tags optimized using our method can effectively boost the social popularity and extend viewing time of a video.

II. RELATED WORKS

With the rapid development of the Web 2.0 and mobile computing technology, the volume of images, videos and other multimedia content on the Internet is growing rapidly, various recommendation systems for helping users quickly find contents of their interests have been proposed [1], [37], [39]. In order to evaluate and improve browsing experience in mobile computing environment, quality of mobile service have been heavily studied [2]–[8]. Prediction of the popularity of web content has been attracting abundant attention from academic and commercial communities [41], [42]. Furthermore, in the face of the large-scale social media big data, how to discover the potential rules and valuable information to boost the social popularity of the video content is becoming another hot topic in the research community [16].

There have been some related works focusing on image recognition, image tag assignment, refinement and retrieval [9]–[12]. Recently, Yu et.al. proposed a several novel methods to improve performance of image content recognition [43], [44]. According to the idea that similar images share similar tags, Makadia et al. proposed the k-Nearest Neighbor (KNN) algorithm, which first finds the adjacent
images within a range of similarity, and then calculates the frequency of adjacent image tags, and finally sorts the tags. The idea of this method can also be applied to the video tag recommendation. Video tag refinement and retrieval is also a hot research field [13]–[15]. Ballan et al. use the original tags of a video to search a set of corresponding images from the Internet, then compare the video’s key-frames with the image set, and finally extract the tags of these most similar images as the expansion of the video’s tags. This method generates candidate tags by collecting a number of large image sets on the Internet and thus improves the diversity of tags.

The study presented by Santos-Neto et al. is, to the best of our knowledge, the closest to this work [16]. In their study, they use a variety of resources associated with a video, such as news reports, reviews, blogs and so on, to recommend new tags to the video. Their study showed that the resources on the network could improve the potentiality of YouTube video tags to attract social popularity.

This research combines the ideas of the above research, but differs from the above research. Our research proposes a hybrid video tagging method based on multi-modal content analysis, which combines the textual semantic relevance analysis and deep learning driven video content recognition to generate candidate video keyword set, and then ranks the candidate keywords using a novel keyword-sorting algorithm proposed in the paper to recommend the best keywords to the uploaders. The results of experiments conducted on YouTube platform show that our method is able to optimize the original title, tags and improve the social popularity and the length of viewing time of a video.

III. PROBLEM STATEMENT

The scenario of uploading a video onto YouTube is shown in Figure 1. As can be seen from the figure, the uploader should provide a title, a piece of description and several tags for the video s/he wants to upload. In the paper, the title and tags assigned by uploaders without assistance of our method is referred to as original title and tags.

However, it is usually difficult for the uploaders to provide complete and attractive textual information for a video. As reported in paper [17], the textual information of a video is usually incomplete and inappropriate. To this end, our work aims to recommend keywords for users to compose and optimize title and tags for a video based on the video’s content and original title and tags, which in turn can help viewers discover videos of their interests and attract more social attention to the video. In order to achieve the goal, the following three questions should be addressed:

1. How to generate relevant keywords for a video based on the original textual information provided by the uploader. Normally, the textual information of a video semantically represents the content of the video to some extent. Hence, it is of high value to recommend relevant keywords for a video based on the original textual information. The key problem here is how to recommend keywords that are not only semantically relevant to the original text but also of high potential to be utilized by search engine and recommendation system to help viewers discover videos.

2. How to obtain relevant keywords based on the video content. To recommend relevant keywords by recognizing and understanding the content of a video is advantageous, since it is a good way to ensure that the recommended keywords are semantically relevant to the video content. Although, it is still impossible to thoroughly understand the semantic of video content at this moment, new technologies such as deep learning have output high accuracy in recognizing the entities from images. So how to exploit the deep learning technology to identify the important entities of the video is the key to this question.
(3) After obtaining the relevant candidate keywords, the last question is how to rank them and finally recommend the best keywords to the uploader. As for ranking the candidate keywords, two principles should be adhered. Firstly, the keywords need to be relevant to the content of a video. Secondly, the keywords need to have great potential to help the video obtain high social popularity. The problem is how to rank the keywords appropriately by balancing the relevance and potentiality of attracting popularity of the keywords.

IV. METHODOLOGY

The framework of the proposed method consists of three parts, as shown in Figure 2. The first part is marked as 1 in the diagram, which addresses the problem of suggesting keywords based on the original textual information given by the uploader. In this part, the process of suggesting keywords starts from querying WordNet [18] for obtaining keywords semantically relevant to the original title and tags. Then, the method uses these keywords to search videos with similar topics from the mainstream video sharing sites like YouTube, Yahoo Video, and Bing Video and obtain the related videos of these videos recommended by recommender systems. Finally, for the top searched videos, collect the related videos of each video and gain relevant keywords.

The second part is marked as 2 in the figure, which focuses on recommending candidate keywords by analyzing the video content. It begins with extract key-frames for a given video, and then identifies the entity names from video key-frames with deep learning framework Caffe [19]. The entity names of video content are considered as the candidate keywords for the video.

The third part is the TF-SIM algorithm (marked as 3), whose function is to order the candidate keywords and ultimately suggest the top 15 keywords excluding the initial title keywords given by the uploader.

Under the assistance of our video keyword recommendation system, the process of composing the title and tags of a video is like follows. Firstly, the uploader composes the title and tags of a video as usual. Then, our method recommends to the uploader with top 15 keywords (except the initial title keywords) which have high relevance to video content and original textual information and high potentiality to improve the video popularity. Finally, the uploader optimizes the title and tags of the video using the 15 recommended keywords and then uploads the video onto the video sharing website.

A. GENERATING CANDIDATE KEYWORDS VIA WORDNET

WordNet is an English lexical database, which divides English words into groups of synonyms (synsets), each of them expressing a concept [18], [20]. WordNet provides a brief definition and usage examples for each synset, and records the semantic relations between different synsets. Through the API of WordNet, it is able to conduct automatic search of the words that are semantically relevant to a given word.

The process of expanding candidate keywords using WordNet can be divided into the following three steps, as shown in Figure 3:

(1) Given the title and tags of a video initialized by an uploader, the first step is to extract the original keyword set. We consider simple filters: remove the stop-words and punctuation, detect named entities.

(2) For each original keyword, query the WordNet to obtain the synsets that are associated with the keyword.
The frequency count indicates the relevance strength between synsets and the given word. In order to obtain the most relevant keywords for the given word, we select the synset which has the highest frequency count and extracted 2-3 keywords from it as the candidate keywords.

For example, Figure 4 shows the result of querying the WordNet with the word “family”. As can be seen from the figure, the keyword of “family” has 8 synsets. The number in parentheses is the frequency count. We select the keywords according to the frequency counts displayed in the front. Since the first synset has the highest frequency counts, selecting the first synset as the expansion keywords of “family”, three keywords (“household”, “house”, “home”) are selected here.

Since WordNet has already designed the semantic relations between the various synsets, the study can use WordNet to expand 2 or 3 keywords for each keyword in the title and tags of the original video. In this way, while extending the video keywords, the semantic relevance of the candidate keywords to the original video title and tags is ensured, and the diversity of the keywords is improved as well.

B. GENERATING CANDIDATE KEYWORDS VIA MAINSTREAM VIDEO SHARING WEBSITES

With the rapid development of the network technology and multimedia technology, more and more video sharing sites appear on the Internet. Billions of videos are hosted in various video sharing platforms and the videos cover an extremely wide range of topics. Usually, there are repetitive or similar videos on the video sharing sites that are relevant to the video goes to be uploaded. Thus, it is promising to collect relevant and popular textual information from videos that are of the same or similar topics on video sharing sites.

In this section, we mainly discuss the problem of extending the semantic candidate keywords through the mainstream video sharing websites. As reported in previous studies [21], [36], search engines and recommendation systems are the two most important tools that help viewers discover videos of their interests. Furthermore, it has been shown that the title of a video is the most important data used by search engine to retrieve the video for viewers. The title of a video is also the main factor that impacts the initialization of a recommendation link induced by a recommendation system. Thus, we use the search engines and recommendation systems of the mainstream video websites to retrieve the videos that are relevant to the video that will be uploaded and then extract keywords from their titles as the new expansion of the semantic candidate keywords. In this way, we can not only guarantee the diversity but also the popularity of the semantic candidate keywords.

According to the above analysis, the process of expanding candidate keywords based on the mainstream video sharing website can be divided into the following two steps:

1) We create 2 or 3 groups of keywords using the original video title keywords and the candidate keywords obtained via WordNet. One group consists of the original video title keywords. The other one or two groups are formed by replacing the keywords in the original title with the corresponding candidate keywords. Then, each group of keywords is fed to the search engines of the three mainstream video sharing sites and the top 10 result videos are gathered from each site. Finally, we extract the keywords from titles of these videos and add them to the semantic candidate keywords collection. For example, search the group of keywords “Deep Dream VR”, the result pages of the three major websites are shown in Figure 5.

As can be seen from the figure, the mainstream video sharing sites used in the paper are YouTube, Yahoo Video, and Bing Video. YouTube is the world’s largest video sharing site, including a variety of types and categories of video; Yahoo Video contains videos from a number of professional video sharing sites, including Hulu, Cable News Network, Fox, Dailymotion and so on. Bing Video contains nearly 10 large video sharing sites in the country, including Youku, Ku6, Tudou and so on. All of these video sharing sites are equipped with powerful video search engines and recommendation systems, which make the discovery of interesting videos much more convenient.

1) For each top video obtained through search engine in the first step, we gather the related videos recommended by recommendation system. Then, we collect
C. GENERATING CANDIDATE KEYWORDS BASED ON VIDEO CONTENT RECOGNITION

This section mainly discusses the problem of expanding the entity candidate keywords through deep learning technology. In the process of uploading a video to a video sharing website, the uploader not only provides the textual information, but also provides the video itself. Regarding to the fact that video content itself is the most important information on which the viewers pay their most attention, we need to obtain relevant keywords by directly recognizing the video content. To the best of our knowledge, the deep learning is the state of the art technology in video content recognition. Thus, in our paper, we use the most widely used image recognition framework, Caffe deep leaning framework, for recognizing video content. The Caffe framework takes images as input, and then outputs the recognized entity names of the images. The entity names of a video are named as the entity candidate keywords in our paper. It is reasonable to believe that the entity candidate keywords obtained as proposed have a high relevance with the video content.

Machine learning technologies have been applied in some studies concerned on image label distribution and refinement [22]–[24]. Deep learning is a relatively new machine learning technology, which always yields much better results than traditional methods in recognizing image content as reported. A video consists of a series of images, the entity

the title keywords of these related videos and add into the semantic candidate keywords collection. Figure 6 shows an example of related video list.

Through the above two steps, we make full use of the capabilities of search engine and recommendation system to generate the semantic candidate keywords that are not only relevant to the video topic, but also are of a high degree of social popularity.

Based on all of the above analysis, it is reasonable to argue that the semantic candidate keywords gathered using the proposed method have a high relevance with the video that will be uploaded, and have a high popularity and diversity as well.
D. RANKING KEYWORDS WITH TF-SIM ALGORITHM

Besides generating a good collection of candidate keywords, another key point of our work is how to rank the candidate keywords and recommend the final keyword set. As to this problem, a novel method that combines the frequency count and semantic similarity of keywords is proposed in this paper.

Research results concerned on the relevance between images show that the more times an image label appears in the adjacent images [9], the higher degree of relevance between the label and the image. Similarly, it is reasonable to believe that the more times a keyword occurred in the keywords set indicate a higher relevance of the keyword to the video content.

Recently, some achievements have been made in the measurement of the semantic similarity of keywords [29]–[32]. Our study adopts the method of NGD based on the two following reasons: firstly, NGD relies on the Google search engine which is able to search for comprehensive information; secondly, NGD is suitable to calculate the correlation between the candidate keywords and the original title keywords. Specifically, the Normalized Google Distance between two search keywords x and y is shown in Equation 1

$$NGD(x, y) = \frac{\max\{\log h(x), \log (y)\} - \log h(x, y)}{\log N - \min\{\log h(x), \log h(y)\}}$$ (1)

where, $h(x)$ and $h(y)$ are the number of hits that uses the Google engine to search the two keywords x and y, respectively; $h(x, y)$ is the number of web pages on which both x and y occur; $N$ is the total number of web pages could be searched by Google. If the distance value is close to 0, it indicates that the two keywords are highly related; on the other hand, if the distance value is close to infinity, it means the two keywords are totally unrelated.

According to the above analysis, combined with TF-IDF rationale that if a word or phrase frequently appears in an article, but rarely appears in other articles, it is regarded that the word or phrase has a good representativeness to distinguish between categories [33]–[35]. TF-IDF is defined as:

$$TF-IDF(t, d, D) = \frac{f_{t,d}}{\sum_{w \in D} f_{w,d}}$$ (2)

$$IDF(t, D) = \log \frac{N}{\sum_{d \in D} \lfloor \frac{1}{\sum_{t \in d} f_{w,d}} \rfloor}$$ (3)

where $f_{t,d}$ represents the number of times that term t occurs in document d, $\sum_{w \in D}$ indicates the total times of all of terms in document d, D is the set of documents in the corpus, N indicates the total number of documents in the corpus $N = |D|$, $|\{d \in D : t \in d\}|$ is the number of documents where term t appears. The denominator is adjusted to $1 + |\{d \in D : t \in d\}|$ in order to avoid a division-by-zero.

As to our problem, we also values the frequency count of a keyword shown up in the collection of candidate keywords. Nevertheless, measuring the degree of correlation solely based on frequency count is not reasonable enough. Moreover, it is not appropriate to use TF-IDF directly, since we are not measuring the representativeness of a keyword in the collection of candidate keywords but the appropriateness of a keyword to be a part of the title and tags of a video. Therefore, we have to propose a novel ranking method that values both the frequency count of a candidate keyword and its semantic similarity with original keywords.

This paper proposes a novel algorithm by the combination of the frequency of keyword and the similarity between the keywords, named the TF-SIM algorithm, as shown in the Equation 5.

$$TF - SIM(t, x) = T_t \times e^{-\frac{1}{n} \sum_{i=1}^{n} NGD(t, x_i)}$$ (5)

where, $T_t$ represents the frequency of the t keyword, x represents the initial title keyword set, and n represents the number of keywords in the original title keyword set.

As mentioned in the previous sections, there are two collections of candidate keywords: video semantic keywords collection and video entity keywords collection. The method is designed to recommend to the uploader a number of top keywords except for the initial title keywords. One more issue needs to be solved is to determine the proportion of keywords
from each collection. The proposed solution is shown in the Equation 6.

\[ T_n = T_s + \delta T_s \]  

where, \( T_n \) represents the number of keywords that needs to recommend to the users, \( T_s \) represents keyword count recommended from the semantic keywords collection, \( \delta T_s \) represents the number of keywords extracted from the entity keywords collection, \( \delta \) could be set to 0.5 based on experience.

As shown in Figure 8, the process of ranking the keywords collection is divided into the following four steps:

1. For each candidate keyword, we obtain its number of occurrences in the candidate keyword collection.
2. Calculate the average similarity between each candidate keyword and the original title keywords using NGD formula.
3. Calculate the TF-SIM score for each candidate keyword using its frequency count and average similarity in TF-SIM formula.
4. Rank each collection of candidate keywords based on TF-SIM score in a descending order.

After ranking the candidate keywords, the set of recommended keywords can be finalized once the total number of keywords and the proportion of keywords from each collection are determined. For example, if the method is assigned to recommend top 15 keywords to users and the proportion parameter \( \delta \) is assigned to 0.5. That is, the proposed method recommends the top10 keywords from the semantic keywords set and suggests top 5 keywords from the entity keywords set. Eventually, the method recommends top15 keywords for an uploader to optimize the title and tags of his/her video.

From the introduction of our method, it is not difficult to find that our method recommends keywords with comprehensive consideration of relevance, diversity, and popularity. The relevance of recommended keywords with a video is the most seriously followed principle. In each step of the method, including generating candidate keywords via WordNet, mainstream websites and video content recognition, and ranking the keywords with TM-SIM, the relevance is the first priority to be fulfilled. The diversity of recommended keywords is ensured by the fact that our candidate keywords are generated from three diverse and independent ways. The popularity of recommended keywords is mainly addressed in the following two aspects. Firstly, candidate keywords obtained from mainstream video sites are usually of a relatively high degree of popularity. Secondly, TM-SIM algorithm considers the frequent count of the keyword appears in the candidate collection. The more times the keywords appear in the collection, the greater the potential that attract the social attention, so as to ensure the final keywords to the uploader has very high popularity. In summary, our method is able to
recommend relevant, diverse, popular keywords for uploaders to optimize titles and tags of their videos. The optimization of textual information of a video is expected to help viewers discover videos of their interests on one hand, and meanwhile to improve the popularity of the video on the other hand.

V. EXPERIMENTS
The proposed method of the paper can be used for optimizing the title and tags of a video, which can then improve the video’s popularity and viewing time. In order to better evaluate the performance of our method, the following experiments are conducted: professional website evaluation, user judgement and YouTube experiment.

A. DATA SET
The videos in the experimental dataset used in our paper were collected from YouTube. The dataset consists of 50 videos, which were randomly picked from different video categories including film and animation, pets and animals, sports, travel and events, gaming, comedy, entertainment, news and politics, science and technology. Furthermore, the original title and the original tags of 50 videos were also collected. As can be seen from Figure 9, the experimental videos are mostly short, that is, in the range of five minutes. This matches the statistics reported in previous work that most of the user generated videos sharing on YouTube are less than five minutes. In contrast to a long video, a short video usually has higher popularity and has higher similarity between the adjacent video keyframes given the number of intercepted keyframes is fixed.

From the figure, we can see that most videos have a length shorter than 200 seconds, only 2 videos are longer than 200 seconds. The average length of the 50 videos is 112 seconds, which belong to the category of short video.

B. PROFESSIONAL WEBSITE EVALUATION
The performance of our method is firstly evaluated on a professional survey website Amazon Mechanical Turk (AMT). The turkers (the person who accept to participate in the survey) of AMT are required to fill out our questionnaire. The detailed description of the questionnaire is: You are given a video, the initial title, description, tags of the video, and 15 keywords recommended by our algorithm for the video as well. You are invited to evaluate the relevance of the 15 keywords to the video. Among them, which keyword(s) will you choose to improve and optimize the quality of initial video title, description and tags for attracting more audience? Please choose them. If you feel all keywords are appropriate, do not hesitate to choose all of them.

In order to reflect the diversity of the survey, we set up 4 copies of questionnaires for each video. That is, 200 copies of questionnaires for 50 videos in total. The questionnaires are finished by 200 different turkers. The cost of each questionnaire is 0.2$ and a total of 50$ (plus tax) for 50 videos. Based on the results of questionnaires, the average number of selected keywords per video is calculated and shown in Figure 10.

As shown in Figure 10, the number of selected keywords per video is mostly between 6 and 9. There are 14 videos that have the number of selected keywords larger than 9. Through calculation, the average number of selected keywords per video is 8.18, accounting for 54.53% of the 15 recommended keywords. In other words, given a set of recommended keywords, more than half of them will be selected by the user.

In order to evaluate the performance of the proposed ranking algorithm, we analyze the percentage of selected keywords that are from the top 10 keywords. The results are shown in Figure 11.

As can be seen from Figure 11, the percentage of selected keywords that are from the top 10 keywords is relatively high. For almost all of the cases, the number is higher than 70%, and the number even reaches 100% for three of the videos. Through calculation, it is found that 80% of the selected keywords are from the top 10 keywords on average. It indicates that our ranking algorithm has a good ability to rank the most appropriate keywords in the front of the list of top 10 keywords.

Recognizing the high percentage of selected keywords that are from the top 10 keywords, we analyze the performance of our method if only the top 10 keywords are recommended to the user. Figure 12 shows the number of selected keywords by users from the top 10 keywords.

The average number of selected keywords is 6.42, in other words, 64.2% of the top ten keywords will be chosen by users. The percentage is increased by 10 points in the scenario of top 10 keywords, comparing to that of top 15 keywords. The high probability that the majority of top10 keywords will be chosen by users to optimize titles and tags of their videos strongly indicates the good performance of the proposed method.

C. USER SUBJECTIVE EVALUATION
In user subjective evaluation scenario, volunteers were requested to subjectively evaluate whether the optimized title and tags are better than the original title and tags of a video. There are two criteria for evaluating title and tags, which are relevance and diversity. Here, we use the method of rating the
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score from volunteer to assess the extent of the optimization of the video title and tags.

In order to prevent some extreme cases about rating the score from volunteers, we set up 4 copies of the same questionnaire for each video, a total of 200 questionnaires were assigned to 28 volunteers. Video content of the questionnaire assigned to each volunteer is different. The scoring system is based on 10 points.

In order to reduce the differences in subjective scales of volunteers, a detailed description of our questionnaire is like this: if you score the optimized title and tags with 6 points or above, it means that you feel that the optimized title and tags are better than the original title and tags of a video. The higher the score, the more surpasses of optimized title and tags over the original title and tags. User’s subjective points for the 50 videos are shown in Figure 13.

As can be seen from Figure 13, the points of all videos are more than 6 points, and most of them are around 8 points. Through further calculation, we find that the average point of the 50 videos is 8.1. The number of videos that have a score higher than 8 is 32, among them, 3 videos have a score larger than 9 points, with the highest score of 9.3 points. The results indicate that the keywords recommended by our method are better than the original title and tags in terms of relevance and diversity.

D. YouTube EXPERIMENT

YouTube experiment is designed to investigate whether the video associated with optimized title and tags can really attract more social popularity and extend the viewing time in real environment. Therefore, the criteria for evaluating the
In order to carry out the experiment, we registered four new accounts on YouTube without any history of browsing, uploading video and so on. The first account hosts the 50 videos with original title and tags, which is called the original scenario. The second account accommodates the 50 videos with the title and tags optimized using the keywords recommended by TF-SIM algorithm, which is named TF-SIM optimized scenario. Furthermore, we also compare the performance of the proposed methods (TF-SIM) with other two ranking algorithms NGD and KNN. For each of the two algorithms NGD and KNN, we registered a new account for hosting 50 videos with keywords recommended by the corresponding algorithm. For these four accounts, the uploaded 50 videos, the description, the classification and other information of the videos are exactly the same. The only difference for the four accounts is the title and tags of the video.

The experimental videos were uploaded to the above four different accounts. Three months later, we collected the view count and viewing time of each video hosted in the four accounts. Figure 14 shows the view count of videos in the four accounts.

As shown in Figure 14, the view counts of videos optimized by the three algorithms are significantly higher than that of the original scenario in general. After analyzing the experiment results, we find that the view count of original scenario ranges from 0 to 122. The view count of TF-SIM optimized scenario is from 18 to 1453. In the figure, it is easy to find that most of the videos in original scenario gain less than 10 views, some even as low as 1 to 2 views. The videos optimized by TF-SIM algorithm mostly receive about 60 views. We also calculated the average view count for each scenario, and the results are 12, 141, 46, 40 for original scenario, the TF-SIM algorithm, the NGD algorithm and KNN algorithm optimized scenarios, respectively. That is to say, the view count of videos optimized with TF-SIM algorithm is 3.07 times, 3.52 times, 11.75 times as many as that of NGD algorithm, KNN algorithm and original video, respectively. So in terms of the view count, the videos optimized using TF-SIM algorithm are able to attract more social attention than the original videos and the NGD and KNN algorithm optimized videos.

In order to evaluate the performance of our method in recommending appropriate keywords more comprehensively, we also analyze another two metrics: the video’s average viewing time and the percentage that video viewing time accounted for the total length of a video. These two metrics are appropriate to evaluate whether our method improves the popularity of a video by helping the video expose to viewers who are of interests. The average viewing time of the video is shown in Figure 15 and the percentage of video viewing time is shown in Figure 16.

As shown in Figure 15, the average viewing time of each optimized scenarios is longer than that of the original scenario. The average viewing time of the 50 videos in the original, TF-SIM, NGD and KNN optimized scenarios are 55.76, 80.66, 64.18 and 66.24 seconds, respectively. That is, the average viewing time of...
The videos optimized with TF-SIM algorithm is 1.26 times, 1.21 times, 1.45 times of that of NGD, KNN optimized and original videos, respectively. Therefore, the videos optimized with TF-SIM algorithm can get longer viewing time than the original, NGD and KNN optimized videos.

As can be seen from Figure 16, the fluctuations of the percentage of length of the original videos to watch is relatively large, while that of the TF-SIM optimized videos is relatively stable, basically in about 75%. Overall, the percentage of the length of the viewing time of each optimized scenarios is usually higher than that of the original scenario. The average
percentage of video viewing time accounting for the length of videos in the original. TF-SIM, NGD, KNN optimized scenarios are 49.79%, 74.19%, 59.85%, and 62.11%, respectively. That is to say, the percentage of viewing time of videos optimized with TF-SIM algorithm surpasses NGD, KNN and the original scenario by 14.34, 12.08, and 24.4 points, respectively. By analyzing the length and the percentage of video viewing time, it is further confirmed that the videos optimized with TF-SIM algorithm can get more attention than the videos in the original, NGD and KNN algorithm optimized scenarios.

Through investigating the three types of experimental data gathered in YouTube platform, which are view count, viewing time, and the percentage of viewing time, it is demonstrated that the videos optimized with TF-SIM algorithm can attract higher social popularity and longer viewing time than videos in the original, NGD and KNN algorithm optimized scenarios. All of the results further demonstrate the effectiveness of the method proposed in our paper.

VI. CONCLUSION

Social media platforms such as YouTube, Facebook, offer great opportunities for people to entertain, interact, and advertise. Big data analytics is being developed to help researchers and marketers understand interests of users for gaining higher popularity and generate more revenue through social media. In this paper, we propose a novel hybrid tagging method based on multi-modal content analysis, that is, textual semantic analysis and deep learning driven video content recognition for boosting video popularity. The method is divided into three parts. Firstly, generating semantic candidate keywords based on textual semantic analysis. More superficially, we use WordNet and three mainstream video sharing sites (YouTube, Yahoo Video, Bing Video) to generate candidate keywords that are semantically relevant to the keywords obtained from the initial video title. Secondly, we explore the Caffe deep learning framework to recognize the key-frames of the video and then identify the entities in the video image as entity keywords set. Thirdly, we propose the TF-SIM algorithm to rank the candidate keywords. The algorithm comprehensively considers the frequency count of a candidate keyword and the semantic similarity between a candidate keyword and original keywords as well.

The proposed method is evaluated in three scenarios: professional survey website Amazon Mechanical Turk (AMT), campus volunteers and YouTube website, respectively. It is demonstrated that the video title and tags optimized by our method can attract more popularity and extend longer viewing time per playback. This result indicates that the proposed method based on textual semantic analysis and video content recognition is effective to recommend appropriate keywords for video uploaders to optimize the title and tags of their videos.

Further research will be carried out to generate complete title and description of a video by integrating natural language processing and video semantic analysis technologies, which will provide more convenience for generators to upload their videos and also help viewers discover videos of their interests.
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