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ABSTRACT

The emergence of machine learning-based in silico tools has enabled rapid and high-quality predictions in the biomedical field. In the COVID-19 pandemic, machine learning methods have been used in many topics such as predicting the death of patients, modeling the spread of infection, determining future effects, diagnosis with medical image analysis, and forecasting the vaccination rate. However, there is a gap in the literature regarding identifying epitopes that can be used in fast, useful, and effective vaccine design using machine learning methods and bioinformatics tools. Machine learning methods can give medical biotechnologists an advantage in designing a faster and more successful vaccine. The motivation of this study is to propose a successful hybrid machine learning method for SARS-CoV-2 epitope prediction and to identify nonallergen, nontoxic, antigen peptides that can be used in vaccine design from the predicted epitopes with bioinformatics tools. The identified epitopes will be effective not only in the design of the COVID-19 vaccine but also against viruses from the SARS family that may be encountered in the future. For this purpose, epitope prediction performances of random forest, support vector machine, logistic regression, bagging with decision tree, k-nearest neighbor and decision tree methods were examined. In the SARS-CoV and B-cell datasets used for education in the study, epitope estimation was performed again after the datasets were balanced with the synthetic minority oversampling technique (SMOTE) method since the epitope class samples were in the minority compared to the nonepitope class. The experimental results obtained were compared and the most successful predictions were obtained with the random forest (RF) method. The epitope prediction performance in balanced datasets was found to be higher than that in the original datasets (94.0% AUC and 94.4% PRC for the SMOTE-SARS-CoV dataset; 95.6% AUC and 95.3% PRC for the SMOTE-B-cell dataset). In this study, 252 peptides out of 20,312 peptides were determined to be epitopes with the SMOTE-RF-SVM hybrid method proposed for SARS-CoV-2 epitope prediction. Determined epitopes were analyzed with AllerTOP 2.0, VaxiJen 2.0 and ToxinPred tools, and allergic, nonantigen, and toxic epitopes were eliminated. As a result, 11 possible nonallergic, high antigen and nontoxic epitope candidates were proposed that could be used in protein-based COVID-19 vaccine design ("VGGNYNY", "VNFNFNGLTG", "QIAPGQTGKIA", "SYECDIPIGAGI", "STFKCYGVSPTKL", "GVVFLHVTYVPAQ", "KNHTSPDVLGDI", "NHTSPDVLGDI", "AGAAAAYVGYLQPR", "KKSTNLVKNKCVNF"). It is predicted that the few epitopes determined by machine learning-based in silico methods will help biotechnologists design fast and accurate vaccines by reducing the number of trials in the laboratory environment.

1. Introduction

SARS-CoV-2 is a new type of coronavirus that presents with influenza-like symptoms in humans. Coronaviruses are viruses that typically have spikes in the surface region (Guo et al., 2020; Rabi et al., 2020). These pointed structures allow the virus to attach to the target cell. The coronavirus family is classified into 4 groups according to its genetic structure: alpha, beta, gamma and delta. Alpha and beta strains can infect mammalian species.

The genetic information of the nCoV-19 virus was identified and uploaded to GenBank (Zhu et al., 2020). SARS-CoV (severe acute respiratory syndrome) and MERS-CoV (Middle East respiratory syndrome) are also deadly coronaviruses that have emerged in recent years. The phylogenetic tree of the known coronavirus family is given in Fig. 1. It is
clear that SARS-CoV, SARS-CoV-2, and MERS-CoV descended from the same ancestor (Misbah et al., 2020). SARS-CoV is the coronavirus most similar to SARS-CoV-2. The genome similarity of the two viruses has been reported to be 70% (Misbah et al., 2020).

Similar to SARS-CoV, SARS-CoV-2 uses the antigen-converting enzyme 2 receptor, which is located in the lower respiratory tract of humans and allows human-to-human spread, to enter the target cell (Zhou et al., 2020; Gorbalenya et al., 2020). SARS-CoV-2 is a 29.9 kb, single-stranded RNA virus (Zhu et al., 2020). Similar to other coronaviruses, SARS-CoV-2 contains open reading frames in its genome. Approximately one-third of the entire virus genome encodes 4 basic structural proteins. These proteins include nucleocapsid, spike, envelope and membrane proteins (Mousavizadeh and Ghasemi, 2020). It is the nucleocapsid protein that holds the genome of the virus. As Fig. 2 shows, spike proteins are located on the outer surface of the virus. This protein, which is effective in identifying the host cell, allows the virus to attach to the membrane of the target cell. After the virus binds to the host cell, proteases present in that cell open the spike protein of the virus, revealing a fusion peptide. Thus, the RNA of the virus disperses into the cell and allows it to spread to more cells by replicating itself (Hoffmann et al., 2020). This whole process shows that the spike protein plays an important role in the entry of the virus into the cell. Therefore, vaccine studies have focused on the spike protein.

Since SARS-CoV-2 is a new virus and the vaccine and treatment methods are unknown, many people have died due to the virus. When the course of the disease is followed, it is seen that elderly individuals and people with weak immune systems have a more severe disease and are more likely to die. A weak immune system causes cells to be less able to fight and repair themselves (Yang et al., 2020).

The immune system is the body’s defense mechanism against all external factors such as viruses, germs or harmful substances. Although immune system cells are spread throughout the body, they are more concentrated in immune system organs such as the spleen, thymus, lymph node and bone marrow. When a foreign substance such as a virus enters the body or a cancer cell develops, the immune system begins to produce substances called antibodies to destroy them. Foreign substances are targeted and fight antibodies until they are destroyed. Since it has a kind of memory, the immune system uses every experience in the next fight (Delves and Roitt, 2000).

As shown in Fig. 3, there are 2 separate response mechanisms in the immune system, innate and adaptive. When innate immunity encounters microbes and viruses, it quickly steps in and creates the first immune responses. This response recognizes specific molecules carried by microorganisms, but is not agent specific. Since the innate immune system has no memory, it exhibits the same reaction in every encounter (Medzhitov and Janeway, 2000). Adaptive immunity, on the other hand,
is acquired in various ways, such as disease or externally administered vaccines and serum. Adaptive immune systems have memories so they can remember pathogens they have encountered before. Therefore, adaptive immune systems produce antigen-specific responses. Lymphocytes, a type of white blood cell produced in the bone marrow, can recognize and destroy disease agents (Cooper and Alder, 2006).

There are 2 types of adaptive immune responses, humoral and cellular. The humoral response is elicited by proteins called antibodies formed by B lymphocytes. When B lymphocytes encounter an antigen, they produce antibodies that can target the antigen. Antibodies are a type of chemical substance called immunoglobulins. They are responsible for the elimination of extracellular pathogens (Pathak and Palan, 2005).

B-cells are responsible for the synthesis of antibody molecules called immunoglobulins and have a Y-shaped structure. B-cells have specific antigen receptors called B cell receptors (BCR) on their surface. These receptors bind pathogens with immunoglobin molecules. A region of antigen recognized by a particular antibody or B-cell is called a B-cell epitope (Ansari and Raghava, 2010). As shown in Fig. 4, there are 2 types of B-cell epitopes: continuous (linear) and discontinuous. Linear epitopes consist of continuous residues found in the antigen protein sequence. That is why it is also called a continues epitope. Discontinuous or conformational epitopes, in contrast, consist of noncontiguous residues in the antigen sequence (Sanchez-Trincado et al., 2017). Both epitopes play an important role in peptide-based vaccine studies. However, linear B-cell epitope estimation is performed within the scope of the study, since linear B-cell epitopes consist of peptides that can be used more easily to replace antigens for immunity and antibody production.

The Immune Epitope Database (IEDB) is a publicly available database containing experimentally validated T- and B-cell epitope data presented in the literature (Vita et al., 2019). It also includes epitopes identified for specific viruses such as SARS-CoV and MERS. Since SARS-CoV-2 is a new virus, limited information is available for vaccine and drug studies. However, when the structural proteins of SARS-CoV and SARS-CoV-2 are compared, as shown in Fig. 5, it is seen that the spike and nucleocapsid proteins are largely preserved for both viruses. This similarity shows that SARS-CoV data can be used in peptide-based vaccine studies (Chen et al., 2020). Considering this similarity, epitope prediction was made for SARS-CoV-2, the spike protein. SARS-CoV and linear B-cell epitope information from IEDB were used to create the model.

Although epitope data are not yet available for SARS-CoV-2, since the gene and protein sequence information is known, the characteristics of the virus and the epitopes in the pathogen can be predicted by machine-learning-based in silico methods (Tahir ul Qamar et al., 2019). There are many studies in the literature on predicting the death of patients diagnosed with SARS-CoV-2 using machine learning/artificial intelligence algorithms, modeling the spread of infection (Ceylan, 2020; Cihan, 2022), diagnosis with medical image analysis (Saygih, 2021), and forecasting the COVID-19 vaccination rate (Cihan, 2021; Zhou and Li, 2022).

Producing vaccines against infectious diseases by conventional methods has proven time-consuming and very expensive. Vaccine candidates have been effectively identified in previous viruses (HPV, Ebola, Zika, and MERS) using in silico methods (Yazdani et al., 2020). However, there is a gap in the literature on determining epitopes that can be used in vaccine design by using machine learning-based in silico methods and bioinformatics tools. Designing a useful and effective vaccine against new mutant viruses which escape COVID-19 vaccines or different viruses that may emerge in the future will be one of the biggest challenges scientists can face. As such, the determination of vaccine candidates with the traditional method in silico predictions is very important because of limited time and resources (Yazdani et al., 2020).

Sohail et al. (2021) used two in silico methods for T-cell epitope prediction. These are prediction methods based on SARS-CoV immunological data and peptide-HLA binding prediction methods due to genetic similarity. Quadeer et al. (2020) presented positive T-cell immune responses against epitopes containing COVID-19 proteins from blood samples of COVID-19 patients. The authors compared the epitopes obtained by in vitro methods with the predicted epitopes and found that the methods using SARS-CoV immunological data were more in line with the experimental results in general.

Due to genetic similarity in our study, we aimed to predict the B-cell epitope for SARS-CoV-2 from SARS-CoV immunological data. In this context, there are a limited number of studies in the literature. While some researchers have performed epitope prediction on protein sequences, others have tried to identify candidate epitopes using protein and epitope sequence features. Grifoni et al. (2020) utilized bioinformatics tools for B- and T-cell epitope prediction for SARS-CoV-2. The BepiPred 2.0 tool (Jespersen et al., 2017) for linear B-cell epitopes and the Discotope 2.0 tool (Kringelum et al., 2012) for conformational B-cell epitope prediction were used. Chen et al. (2020) aimed to predict B-cell epitopes in the spike protein of SARS-CoV-2 and T-cell epitopes in the nucleocapsid protein. In the study, they determined the conserved regions of the virus by aligning the SARS-CoV-2 protein sequences obtained from the NCBI database with Clustal Omega. BepiPred and ABCPred (Saha and Raghava, 2006) tools were used for linear B-cell epitope prediction. Estimation of T-cell epitopes in the nucleocapsid protein was made with the free online tool provided by IEDB. Shoukat et al. (2021) proposed a method to classify T-cell responses by analyzing TCR beta information from people infected and uninfected with COVID-19. The proposed method aimed to detect protective immunity acquired through natural infection or vaccine-induced immunity. PCA and hierarchical clustering were applied to the sequence data separated into K-mers. Since the number of samples in the used dataset is small, the dataset is divided with hold one out. Accordingly, an accuracy value of 96% was obtained in the training data and 92.9% in the test data.
SARS-CoV B-cell linear epitope prediction was performed using the Bayesian neural network classification method by Ghoshal et al. (2021). In this study, 85% prediction accuracy was obtained for the SARS-CoV dataset. Aleatoric and epistemic uncertainty methods were used to measure the uncertainty in epitope estimation. In this study, only SARS-CoV epitope prediction was carried out, and no prediction was made for SARS-CoV-2. Noumi et al. (2021) used the attentional mechanism LSTM network for epitope prediction. The results obtained were compared with the epitope sequences predicted by BepiPred 2.0 for the same protein sequences. In this study, the epitope peptide length was limited to 8–14 amino acids. The highest accuracy value was obtained as 0.79 for the case where the peptide length was 12. Jain et al. (2021) made epitope predictions for SARS-CoV by using various machine learning methods and epitope and peptide properties. In this study, the dataset containing B-cell epitopes was used to develop the model, and the SARS-CoV dataset was used for testing. The most successful result was obtained with the ensemble learning model with an accuracy value of 87%.

The limited number of studies available on this topic is based on either analysis of protein sequences with bioinformatics tools or prediction using sequence features. Higher accuracy estimates are needed for the proposed epitope regions to be used as vaccine candidates. The motivation of this study is to propose a new and successful hybrid machine learning approach for SARS-CoV-2 by using physico-chemical and sequence-based features in proven datasets for SARS-CoV in combination with feature engineering and data preprocessing. We aimed to determine nonallergen, high antigen and nontoxic epitopes among them by performing bioinformatic analyses for the predicted epitopes. This study presents the following contributions:

- To examine and compare the epitope prediction performances of machine learning methods in SARS-CoV and B-cell datasets.

Fig. 6. Flowchart of determining SARS-CoV-2 epitopes in this study.
To compare the prediction performance of the methods for the original SARS-CoV and B-cell datasets vs. the dataset balanced by the SMOTE method.

Identifying epitopes in the SARS-CoV-2 spike protein dataset with the proposed SMOTE-RF-SVM method.

To analyze epitopes determined by machine learning methods using AllerTop, VaxiJen and ToxinPred bioinformatics tools.

To determine probable nonallergenic, highly antigenic and nontoxic epitopes that can be used in vaccine design against SARS-CoV-2.

It is anticipated that the findings obtained from this study can be used to design a fast, reliable and cost-effective vaccine, especially against SARS-CoV-2 and other viruses in the SARS family.

2. Materials and methods

The flowchart followed in this study to identify epitopes that can be
used in vaccine design is illustrated in Fig. 6. In the first stage, the performances of different machine learning methods for determining epitopes in the original datasets (SARS-CoV, B-cell) and SMOTE datasets are examined and compared. In the second step, the SARS-CoV-2 epitopes were predicted after the proposed hybrid method was trained with SARS-CoV-2 dataset. In the third stage, epitopes determined by machine learning methods are analyzed with bioinformatic tools (AllerTop, VaxiJen, ToxinPred), and probable nonallergen, antigen, and nontoxic epitopes are selected that can be used in the vaccine. Within the scope of our study, analyses and algorithms were developed using R programming.

2.1. Datasets used in the study

The datasets used in this study are publicly available and provided by the Kaggle database (Kaggle, 2021). The database contains three datasets namely SARS-CoV, B-cell, and SARS-CoV-2. Details on these datasets are presented below.

The SARS-CoV dataset is labeled and consists of 520 samples (peptides). In this study, the SARS-CoV dataset was used for model training. The dataset contains 380 nonepitopes and 140 epitopes. Since the dataset is imbalanced, it has been balanced using synthetic minority oversampling technique (SMOTE) method. Thus, epitope prediction performances in the original and balanced SARS-CoV datasets were compared. The information about the variables in the dataset and the minimum-maximum values of the features according to the label information is shown in Table 1, and the density of the variables according to the target variable is shown in Fig. 7.

In the study, some variables were removed from the dataset by feature engineering, also some variables were added to the dataset. The protein id was eliminated from the dataset because it does not represent epitope information. Protein sequence and peptide sequence categorical variables were converted into numerical variables namely protein length and peptide length by taking their lengths. Since the protein length is the same for all samples (peptides), it was not used in this study. Because all peptides in the SARS-CoV dataset were identified from the same protein sequence of the SARS virus. The values of isoelectric point, aromaticity, hydrophobicity, and stability are the same in all peptides as they are properties dependent on the protein sequence. Finally, the start position and end position variables were removed from the dataset as they were sufficiently representative of the dataset and were 100% related to each other. The position variable has been added to the SARS-CoV dataset. This variable was obtained from (end_position - start_position)+ 1 formula.

When Fig. 7 is examined, it is seen that there are 20312 peptides obtained from the spike protein of the SARS-CoV-2 virus and there is no label information. Since the SARS-CoV-2 dataset was unlabeled, it was used as a test set. In other words, the SARS-CoV-2 dataset was modeled with different algorithms, the method with a high success in modeling the data was determined, and the epitope estimation was made to use the SARS-CoV-2 dataset as the test set. Likewise, epitope prediction was performed using the B-cell dataset for the training set and the SARS-CoV-2 dataset for the test set. The obtained results were compared and the concurrence/intersection epitopes predicted by the models trained with both data (SARS-CoV, B-cell) were determined. The variables in the SARS-CoV-2 dataset are given in Table 3 and the density plot of the input variables is given in Fig. 9.

2.2. Synthetic minority oversampling technique (SMOTE)

The imbalanced distribution between labels in a dataset negatively affects training and testing performance while developing a model (Cao et al., 2019). The imbalance in the dataset can be resolvable by different methods. Sampling methods aim to balance the class distribution in the training data by either repeating minority samples or generating new minority samples (oversampling) or removing samples from the majority class (undersampling) (Douzas et al., 2018). Various techniques have been proposed for oversampling and undersampling. Random subsampling is a non-intuitive method used to eliminate samples of a large number of classes to balance class distributions (Hundi and Shahravari, 2020). The disadvantage of this method is the potential to destroy useful or important samples. Therefore, the information to be learned from the data is lost. On the other hand in the over-sampling method, the samples in the minority class are increased synthetically and they are brought closer to the number of samples in the majority class (Turlapat and Prusty, 2020). In this study, the synthetic minority oversampling technique (SMOTE), which is one of the over-sampling techniques was used to balance the data (Chawla et al., 2002).

SMOTE is one of the most frequently used resampling methods proposed by Chawla et al. (2002). SMOTE starts from existing minority
samples and interpolates to create new artificial minority samples. The overtraining data is created by the rotation of the actual data. This method first finds the k-nearest neighbors of each minority sample, then randomly selects one of its nearest neighbors. Creates a new minority class instance that connects the minority class instance and its nearest neighbor. This procedure repeats until both classes have an equal number of elements (Chawla et al., 2002; Batista et al., 2004). In the study, 3 and 5 nearest neighbors were tried and 5-NN was used due to its success. The steps of the algorithm can be summarized as follows:

Step 1: The k nearest neighbors of each observation belonging to the minority class are searched,

Step 2: The difference between the observation belonging to the minority class and the observation with its k nearest neighbors (kNN) is taken,

Step 3: A random number (α) is chosen between (0,1), this number is multiplied by the difference found in Step 2,

Step 4: With the formulation in Eq. (1), a new synthetic observation is obtained.

$$x_{\text{new}} = x_i + (x_j - x_i) \times \alpha$$

Step 5: To generate the desired number of synthetic observations steps 1–4 are repeated.

2.3. Machine learning methods

In this study, the epitope prediction success of different machine learning methods was examined and compared. The methods used in the study are briefly described below.
Decision Tree (DT) decides which class the new data belongs to based on past data. The method creates a tree-like hierarchical structure during the training phase. Thanks to this hierarchical structure, the results are easily understandable and interpretable, and it is one of the most widely used methods because it can be easily adapted to real-life problems (Roiger, 2017). Trees begin with the root node and then propagate the information through internal nodes until it reaches the final leaf nodes. Each node is divided into sub-nodes with basic Yes/No or True/False questions. Deciding which feature will be root, internal nodes or leaf is important to obtain a strong decision tree. It subsets the dataset according to the most important attribute in the dataset. The feature with the highest information gain is determined as the root node.

Support Vector Machine (SVM) is based on statistical learning theory. The basic operation in SVM is to estimate the most appropriate decision function that can separate the two classes from each other or obtain the hyper-plane that can best distinguish the two classes from each other (Vapnik, 2013). The method was originally built forward to distinguish between two classes that can only be separated linearly. However, in some cases, since it is not possible to separate the data linearly, the model has been adapted and started to be used to separate nonlinear data. In cases where the data is not linearly separate, data is mapped to a high-dimensional feature space with the kernel function and it is tried to be separated linearly. Common kernel functions are of three types: sigmoid, polynomial, and radial-based functions (Goodfellow et al., 2016).

Logistic Regression (logistic) may also be called a linear regression model, but logistic regression uses a more complex cost function. This cost function is called the sigmoid function or the logistic function. The logistic regression hypothesis tends to limit the cost function between 0 and 1. Since linear functions can have a value greater than 1 or less than 0, they cannot be represented by linear functions (Hosmer et al., 2013). The value \(\pi(x) = E(Y|x)\) is known as the conditional mean. For the conditional mean to become linear with the parameters in the model, splitting is performed to create child nodes called decision nodes. The Gini index is calculated for the newly formed nodes until the model reaches the leaves. If the Gini score of the current node is better than the new nodes to be generated from this node, iteration is interrupted for the new node, and in this way, it is decided whether the node is a leaf or an internal node. The Gini index and entropy measures are the most commonly used methods for calculating the impurity of a node (Coppersmith et al., 1999).

Table 3
The variables in the SARS-CoV-2 dataset and the minimum, maximum and mean value of variables.

| Variable              | Type     | Minimum | Maximum | Mean  |
|-----------------------|----------|---------|---------|-------|
| Parent_protein_id     | Categoric| –       | –       | –     |
| Protein_seq           | Categoric| –       | –       | –     |
| Start_position        | Integer  | 1       | 1277    | 635   |
| End_position          | Integer  | 5       | 1281    | 646   |
| Peptide_seq           | Categoric| –       | –       | –     |
| Chou_fasman           | Numeric  | 0.596   | 1.538   | 1.003 |
| Emini                 | Numeric  | 0.003   | 18.298  | 1.000 |
| Kolaskar_tongaonkar   | Numeric  | 0.837   | 1.282   | 1.03A |
| Parker                | Numeric  | 7.317   | 7.300   | 1.335 |
| Isoelectric_point     | Numeric  | 6.036   | 6.036   | 6.036 |
| Aromacity             | Numeric  | 0.109   | 0.109   | 0.109 |
| Hydrophobicity        | Numeric  | -0.139  | -0.139  | -0.139|

Fig. 9. Density plot of the variables in the SARS-CoV dataset.
rameters in the model, is continuous, and takes values in the range of $(\pi, +\infty)$. As $\pi(x)$ increases so does $g(x)$, and if $\pi(x) > 0.5$ then $g(x)$ takes positive values (Hosmer et al., 2013).

K-Nearest Neighbor (kNN) method is an algorithm that classifies based on distance. The kNN is frequently preferred in solving classification problems because it is a simple, fast applicable, and successful method. This method calculates the distance measure of the samples in the training set from this sample to give the class label to the sample whose class is unknown. The closest samples (the samples with the smallest distance measure) are selected and the class information of this sample is given to the new sample. The k value here indicates how many nearest neighbors will be looked at, that is, the number of neighbors. Whichever class the majority of these selected k samples belong to is labeled with that class in the new sample (Guo et al., 2003). For this reason, the k value is usually an odd number. Although the distance between neighbors is usually found by the Euclidean distance, distance measures such as Mahalanobis, Hamming, and Manhattan can be used.

Random Forest (RF) is an ensemble method composed of combining many decision trees. In ensemble learning methods, the results of multiple classifiers are brought together and a single decision is made on behalf of the ensemble. Each decision tree in the forest is created by selecting different samples from the original dataset by bootstrap technique and trained with a feature set selected by the random bagging mechanism (Breiman, 2001). Decisions made by a large number of distinct individual trees are then voted on and the class with the most votes as a result of the voting is assigned as the class prediction.

Bagging method also known as Bootstrap Aggregation is one of the ensemble techniques like the random forest method (Breiman, 1996). The method collects predictions of multiple classification algorithms. In estimating numerical values, the estimation of each individual classifier is averaged. In the categorical value estimation, the estimation result of each classifier is evaluated by majority voting and the estimation class with the most votes is determined (Breiman, 2001). In this study, a decision tree was used as a learning model. The steps of the bagging method can be listed as follows:

1. $T$ learning dataset ($D_1, D_2, \ldots, DT$) is created with bootstrap for learning (Bootstrap operation).
2. Learning of the created dataset is started.
3. Learning is provided using a learning algorithm.
4. In the first step, classification training is performed for each dataset created with bootstrap.
5. Estimation is made by combining the results obtained from T learning models.

2.4. Performance evaluation

In this study, accuracy (Baldi et al., 2000), precision (Lewis, 1990), $f$-measure (Powers, 2020), Area Under the ROC Curve (AUC) (Bradley, 1997; Hanley and McNeil, 1982), and precision-recall curve (PRC) (Fawcett, 2006) statistical metrics were used to evaluate the prediction performance of machine learning methods. Overall accuracy is the ratio of correct predictions to all predictions. Precision gives the proportion of samples positively assigned by the model to the correct class. AUC is obtained by placing the selectivity and sensitivity values found according to the different threshold values determined for the positive or negative class of the ROC curve, into the x and y coordinates, respectively, and the relationship of these values is shown graphically with the ROC curve. ROC analysis has a wide range of applications, especially in medicine, veterinary medicine, radiology, psychology, machine learning techniques, and data mining. The AUC gives an average performance value summarizing the ROC curve. The AUC determines the accuracy of the assay in distinguishing epitope and non-epitope peptides. The closer the area under the curve size, which takes a value between 0 and 1, gets closer to 1, the higher the performance of the classifier model (Fawcett, 2006). PRC gives the relationship between precision and recall. The precision-recall curve is an effective evaluation criterion for unbalanced binary classification models due to its minority class focus. These metrics are calculated in Eqs. (2), (3), (4) using the confusion matrix (Deng et al., 2016) given in Fig. 10.

\[
\text{Accuracy} = \frac{TP + TN}{TP + FN + TN + FP} \quad (2)
\]

\[
\text{Precision} = \frac{TP}{TP + FP} \quad (3)
\]

\[
F - \text{Measure} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \quad (4)
\]

Where, TP is True Positive, TN is True Negative, FP is False Positive and FN is False Negative.

3. Experimental results

3.1. Prediction of SARS-CoV and B-cell epitopes

There are a total of 520 samples in the SARS-CoV dataset, of which 380 are in the majority group belonging to the negative (non-epitope) class, and 140 are in the minority group belonging to the positive (epitope) class. Considering the number of class distributions, it is seen that the data belonging to the positive class are in the minority and the dataset has an unbalanced distribution. To increase the performance of the machine learning methods, the samples belonging to the minority group were artificially amplified by the SMOTE method and the SARS-CoV dataset was balanced. There are a total of 758 samples in the dataset balanced with SMOTE, of which 380 are in the negative class and
Fig. 11. Scatter plot of original SARS-CoV dataset (left) vs SMOTE dataset (right).

Table 4
Performance comparison of classification methods for epitope prediction in original SARS-CoV and SMOTE SARS-CoV dataset.

| Method | Positive (+) | Negative (-) | Precision Positive (+) | Negative (-) | F-Measure Positive (+) | Negative (-) |
|--------|--------------|--------------|-------------------------|--------------|-------------------------|--------------|
|        | Original     | SMOTE        | Original               | SMOTE        | Original SMOTE          | Original SMOTE |
| RF     | 0.565        | 0.855        | 0.889                  | 0.831        | 0.808                   | 0.878        |
| SVM    | 0.130        | 0.754        | 0.975                  | 0.542        | 0.600                   | 0.798        |
| Logistic | 0.130  | 0.609        | 0.975                  | 0.795        | 0.600                   | 0.712        |
| Bagging | 0.826    | 0.841        | 0.802                  | 0.831        | 0.543                   | 0.942        |
| kNN    | 0.435        | 0.783        | 0.864                  | 0.675        | 0.476                   | 0.843        |
| DT     | 0.696        | 0.826        | 0.840                  | 0.795        | 0.552                   | 0.907        |

Fig. 12. Scatter plot of original B-cell dataset (left) vs SMOTE dataset (right).
378 are in the positive class. To visualize the class distribution of the original and SMOTE dataset, the scatter plots are shown in Fig. 11 based on the variables chou_fasman (y axis) and kolaskar_tongaonkar (x axis).

In Fig. 11, it is seen that the positive classes in the minority group approach the majority group. It is seen that the nearest k-neighbor values are sampled in the region where positive samples are concentrated.

Medical datasets encountered in real life are often unbalanced datasets. Because of the low prevalence of the disease, the small number of samples in the data related to the disease, the diagnosis of the disease, and the diagnostic tests that require cost limit the datasets. Although the number of samples in the data related to the disease, the diagnosis of the disease, and the diagnostic tests that require cost limit the datasets, it is possible to make successful SARS-CoV-2 epitope prediction.

The SAR-CoV-2 dataset used in the study consists of 20312 peptides. It is not possible to analyze and physically test so many peptides in vaccine design. Furthermore, since the dataset is unlabeled, it is not known which peptide is the epitope and therefore which peptide can be used in the vaccine design. After determining the machine learning method that successfully predicts epitopes in SARS-CoV and B-cell datasets, it is possible to make successful SARS-CoV-2 epitope prediction with this method.

In this study, SARS-CoV-2 epitope prediction was made using both SARS-CoV and B-cell datasets separately for training. After the proposed SMOTE-RF-SVM method was trained with the SARS-CoV dataset, the epitopes in the SARS-CoV-2 dataset were determined. With the proposed method, 1483 peptides were classified as epitopes (positive), and 18,829 peptides were classified as non-epitopes (negative). Later, the B-cell dataset was used for training and the SARS-CoV-2 dataset was used for testing. Here, 1875 peptides were classified as epitopes (positive), and 18,437 peptides were classified as non-epitopes (negative).

### Table 5

| Method | Accuracy | Precision | F-Measure |
|--------|----------|-----------|-----------|
|        | Positive (+) | Negative (-) | Positive (+) | Negative (-) | Positive (+) | Negative (-) | Positive (+) | Negative (-) |
|        | Original | SMOTE | Original | SMOTE | Original | SMOTE | Original | SMOTE |
| RF     | 0.712 | 0.914 | 0.887 | 0.929 | 0.801 | 0.887 | 0.889 | 0.915 |
| SVM    | 0.413 | 0.795 | 0.782 | 0.944 | 0.749 | 0.778 | 0.800 | 0.798 |
| Logistic | 0.050 | 0.660 | 0.589 | 0.987 | 0.603 | 0.607 | 0.721 | 0.642 |
| Bagging | 0.702 | 0.903 | 0.873 | 0.925 | 0.790 | 0.873 | 0.885 | 0.903 |
| kNN    | 0.680 | 0.878 | 0.849 | 0.902 | 0.738 | 0.849 | 0.875 | 0.878 |
| DT     | 0.552 | 0.714 | 0.748 | 0.863 | 0.619 | 0.739 | 0.827 | 0.724 |

**Fig. 13.** Flowchart of bioinformatics analysis stage in this study.

**Table 5**

Performance comparison of classification methods for epitope prediction in original B-cell and SMOTE B-cell dataset.
| Peptide | Allergenicity | Peptide | Allergenicity | Peptide | Allergenicity |
|---------|--------------|---------|--------------|---------|--------------|
| QTNSPS  | Nonallergen  | EAEVQIDRLITGR | Allergen | SSGWTAGAAYVYG | Nonallergen |
| VGGNYNY | Nonallergen  | LIRAEASANAL | Allergen | SGWTAGAAYVYG | Nonallergen |
| GPKSTN  | Nonallergen  | IRAEASANALAN | Allergen | TAGAAYAYVYGLP | Nonallergen |
| LDPDKPS | Nonallergen  | RAAEASANALAA | Allergen | YTAGAAYAYVYGLQ | Nonallergen |
| PGSSGSGGT | Nonallergen | AARASANALAA | Allergen | AGAAAYYVYGLQ | Nonallergen |
| SDSGGWTQ | Nonallergen  | EIRASANALATK | Allergen | AAYVYQGLQPRTL | Nonallergen |
| NLYFFQGGG | Allergen | DFGQGKYHLSMP | Nonallergen | VLYQGPLRTFELKYN | Nonallergen |
| LYFQGGGG | Nonallergen  | HGQFHLVHYVPA | Allergen | GLYQGPLRTFELKYN | Nonallergen |
| FFQGGGG | Nonallergen  | GYQVHLHYVPAQ | Allergen | ALYQGPLRTFELKYN | Nonallergen |
| FOQGGGGY | Nonallergen  | ITTDTDVFNSGNC | Allergen | PFGEVNATRFASV | Nonallergen |
| QNLDDKIVGG | Allergen | ITTDTDVFNSCD | Nonallergen | EVNATRFASVYAW | Nonallergen |
| QAGSTPCCNGV | Nonallergen | TDTTFVSVGNCDV | Nonallergen | VFNATRFASVYAWN | Nonallergen |
| VNFPFNGLTQ | Nonallergen  | TDTTFVSVGNCDV | Nonallergen | FNATRFASVYAWN | Nonallergen |
| NNFNPFLGT | Allergen | ELDRKFKNHTSPD | Allergen | FNYVANRKRIRSCV | Nonallergen |
| CQPTFFPD | Nonallergen  | LDLKYFKNHTSPD | Allergen | YYVWYFRIRSCV | Nonallergen |
| GFNSQFQPD | Nonallergen  | KFYKFNHTSPDVL | Allergen | YAWNRIRSCVAVD | Nonallergen |
| NTYVFDPQPE | Allergen | YFKFQNHTSPDVL | Allergen | AWRNRIRSCVAVD | Nonallergen |
| ENLYFQPPGG | Allergen | KFQKFNHTSVDGL | Allergen | WNRKIRSCVAVD | Nonallergen |
| NLYFQPPGG | Allergen | KNHTSVDGPMG | Allergen | NKRSCRIRSCVAVD | Nonallergen |
| LFQPPGGG | Allergen | NHTSPVDGLDSI | Allergen | RKRSCRIRSCVAVD | Nonallergen |
| RQAPAOQTGKQI | Allergen | SPVDVLEDGSIN | Allergen | KRISNCVAVDYSLY | Nonallergen |
| QIAQGGTQKIA | Allergen | DVLSDLGINSNAS | Allergen | RISNCVAVDYSLYN | Nonallergen |
| YNYLRLFRKS | Nonallergen  | DLNLGINSNASV | Allergen | SINCRASYLVSYN | Nonallergen |
| AGSTFGNGV | Allergen | LGDGSASVSNYN | Allergen | SVNCRASYLVSNA | Nonallergen |
| APACIDGHKRAH | Allergen | SGNAMSNQKQ | Allergen | NVCADYSVLSNAS | Nonallergen |
| LDLKYNHKTS | Nonallergen  | NASVNIQKEDR | Allergen | CVADYSVLYNSAF | Nonallergen |
| DFKYNKHTSP | Nonallergen  | ASVNIQKEDRIL | Allergen | LYLFRSKNLKPFE | Nonallergen |
| FKHTSPVDVL | Nonallergen  | SVNQIKEDRLIN | Allergen | YRLFRSKNLKPFE | Nonallergen |
| LGEYQVKIS | Allergen | VNQIKERIDRINE | Allergen | RLFRSKNLKPFE | Nonallergen |
| GKYEYQVKGSS | Allergen | VNIQKEDRIL | Allergen | LFRSKNLKPFE | Nonallergen |
| QYIKGGREN | Allergen | NQIEKIDRLEVA | Nonallergen | FRSKNLKPFE | Nonallergen |
| YIKGGRENL | Allergen | IQIEKIDRLEVA | Nonallergen | RSKNLKPFE | Nonallergen |
| AIHSVMTNTKR | Nonallergen  | ESLIQLLEGKYE | Allergen | KNSLKPFE | Nonallergen |
| HVGSGTNTKF | Allergen | LGDGSASVSNYN | Allergen | SVNCRASYLVSNA | Nonallergen |
| HVSGTNTKRF | Allergen | SLLDQLGKQYQ | Nonallergen | SNKLKPFE | Nonallergen |
| HVSGTNTKRBF | Allergen | LDLQagalEYQ | Nonallergen | NKLKPFE | Nonallergen |
| EQFCNDFDLGV | Allergen | FQGGGGGFYIPEA | Allergen | LPKFRPE | Nonallergen |
| LKSFYTEXGQY | Nonallergen  | KDGEWVLSTFL | Nonallergen | KRPFRPE | Nonallergen |
| KSTVFKNQGZT | Allergen | KGEDWVLSTFL | Nonallergen | KRPFRPE | Nonallergen |
| ALLNSLDGIVGN | Allergen | GILERFSGMPALSL | Nonallergen | RFRPFRPE | Nonallergen |
| SNLDDKIVGNN | Allergen | TNSFTRGVYPPDKV | Nonallergen | RVVLSFELHAPA | Nonallergen |
| KFLPFFQGQR | Allergen | STEKSNIRWIFG | Nonallergen | VVLFSFELHAPA | Nonallergen |
| NSYECGBKAG | Allergen | SNIRGSFWGTTL | Nonallergen | PVKRSTNLVKNKCVN | Nonallergen |
| SYYECBPGAG | Allergen | SKQLIILVNNATN | Nonallergen | KSKNLVKNKCVN | Nonallergen |
| EQYECBPGAG | Allergen | TQKLIILVNNATN | Nonallergen | KCNPNFNLGNTGTV | Nonallergen |
| VASAQISATMYS | Allergen | LDLVNNATN | Nonallergen | CVNPNFNLGTGTV | Nonallergen |
| IAYTMSGAENS | Allergen | SLLIVNNATNVK | Nonallergen | NPFNFNLGTGV | Nonallergen |
| DEMAQIYTSALL | Allergen | LLIVNNATN | Nonallergen | NGLTGTGLV | Nonallergen |
| DVVIGVNTTYY | Allergen | IVNATN | Nonallergen | LTTGVLT | Nonallergen |
| GNVYNTVNYP | Allergen | NNAHVV| Nonallergen | TGTVLTSNERK | Nonallergen |
| GVNGNTTVYDL | Allergen | NTVN | Nonallergen | ADQLPTTRWYVSR | Nonallergen |
| GIVNTTVYDOL | Allergen | ATNVN | Nonallergen | DQLPTTRWYVSRting | Nonallergen |
| NTYDVFQELPD | Allergen | KQNGFNKEFVF | Nonallergen | QLTPTRWYVSTSGN | Nonallergen |
| TYDFQELPDLS | Allergen | QNGFNKRFFVF | Nonallergen | LTPTRWYVSTSGN | Nonallergen |
| VDDLFQELPS | Allergen | GSDFNKRFFFN | Nonallergen | TPFNPKRFFE | Nonallergen |
| YDFQELPSDFK | Nonallergen  | NFNKRFFFN | Nonallergen | WPVF | Nonallergen |
| DPLQFDLSFKE | Nonallergen  | FKLRFVFKNID | Nonallergen | WRVSTGNS | Nonallergen |
| PEKSDFEKLDE | Allergen | KNLRFVFKNID | Nonallergen | RVRSTGNS | Nonallergen |
| VRKDGEVNLSS | Allergen | NLFVFKNID | Nonallergen | YFRVSTGNS | Nonallergen |
| VRKDGWNLSS | Allergen | LRFVFKNID | Nonallergen | YFRVSTGNS | Nonallergen |
| GVFGVFATESKNI | Allergen | REPVFNKIDFGKI | Nonallergen | YSTGSNNVQTRAGC | Nonallergen |
| GVYFATESKNI | Allergen | EFVFNFSGYVR | Nonallergen | ASYQTQTNSIS | Nonallergen |
| VYFATESKNI | Allergen | FVFNFSGYVR | Nonallergen | SPAGSGVASSQI | Nonallergen |
| YVFSKTRN | Allergen | VFPKNFSGYVR | Nonallergen | LGTITAEQKNTQFE | Nonallergen |
| VYGLQRTFRFLK | Nonallergen  | VRDFPSASALEP | Allergen | IAVQKNTQFE | Nonallergen |
| SFTFKCYGVSP | Nonallergen  | DLQPSASALEPLD | Allergen | AVEQKNTQFE | Nonallergen |
| FSTFKCYGVSP | Allergen | LQPSASALEPLD | Allergen | FGFGFNLPS | Nonallergen |
| STFRCKCGYFPTL | Nonallergen  | FQGFSALEPLD | Allergen | FNSQFDLPS | Nonallergen |

(continued on next page)
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both classifications were selected and as a result, 252 peptides were identified as epitopes by the SMOTE-RF-SVM method.

After identifying possible epitope peptides with the proposed hybrid method, allergenicity, antigenicity and toxicity analysis of epitopes were performed with bioinformatics tools. For an epitope to be used in vaccine design, it must be nonallergen, antigen, and nontoxic. In this study, allergenicity, antigenicity, and toxicity analyses were performed with AllerTop 2.0 (AllerTop, 2021), Vaxijen 2.0 (VaxiJen, 2021), and ToxinPred (ToxinPred, 2021) bioinformatics tools, respectively, this process and the results obtained are summarized in Fig. 13.

AllerTop (2021) is a bioinformatics tool that estimates allergenicity. This tool has a database of 2427 allergens and 2427 nonallergens and classifies the test sample according to the kNN (k = 1) method. A peptide to be used as a vaccine should not be allergenic, that is, it should not be allergenic to the host system (Yashvardhini et al., 2021). As seen in Fig. 13, allergenicity analysis was performed for 252 epitopes using the AllerTop 2.0 tool. According to the allergenicity analysis, it was determined that 129 peptides were nonallergen and 123 peptides were allergen. Obtained allergenicity analysis results are given in Table 6.

According to the allergenicity analysis, 129 nonallergen peptides were selected (Table 6) and their antigenicity score was calculated. For this, the VaxiJen 2.0 (VaxiJen, 2021) bioinformatics tool was used. VaxiJen makes an alignment-independent prediction of protective antigens using the physicochemical properties of proteins. Antigenicity is based on the vaccine’s ability to bind to B-cell receptors and increase the immune response in the host (Yashvardhini et al., 2021). The default threshold value in the VaxiJen tool is 0.4, and epitopes with antigenicity higher than this value are called antigens. Antigenicity analysis results of 129 nonallergen epitopes are presented in Table 7.

As a result of allergenicity and antigenicity analysis, 63 peptides were determined as nonallergen and antigen. ToxinPred (ToxinPred, 2021) tool was used to measure the toxicity of these peptides. Toxicity represents amount or degree of poisonous and measures the damaging capacity of a substance. In drug and vaccine design, the active substance is expected to be nontoxic. The ToxinPred web server estimates the toxicity of peptides based on their physicochemical properties using the SVM method. The results obtained by toxicity analyzing 63 nonallergen and antigen peptides from a biochemical perspective are given in Table 8. SVM score of < 0.0 indicates that the peptide is nontoxic. In order for the vaccine to initiate an immune response in the host cell, the epitope must have a hydrophilic nature (Solanki et al., 2019; Gupta et al., 2013). Low molecular weight indicates that the peptide is nontoxic and less allergenic (Pooja et al., 2017). Nontoxic 62 peptides were determined and these are given in Table 8.

### 4. Discussion

The SARS-CoV-2 virus continues to spread rapidly all over the world, naturally mutating. It has been determined that some mutations seen recently are more resistant to vaccines (Thomson et al., 2021). The rise of these mutant viruses could force the development of second-generation vaccines. It is important to determine the epitopes that can be used in vaccine design by in silico methods so that the production of a new generation vaccine can be fast, effective, and low cost. This study, aimed to identify candidate epitopes for epitope-based SARS-CoV-2 vaccine design with artificial intelligence/machine learning and bioinformatics tools.

SARS-CoV, B-cell and SARS-CoV-2 datasets were used in the study. Since the labeled SARS-CoV and B-cell datasets have an unbalanced distribution, the datasets were balanced with the SMOTE method. After increasing the positive class in the minority group with SMOTE, the classification performance of machine learning methods was compared with the original dataset. In the datasets balanced with SMOTE, the prediction success of epitopes was higher than that of original dataset, and the most successful results were obtained with the RF method. In Fig. 14, the prediction results of the RF method in the original and SMOTE datasets are presented with confusion matrices for comparison.

As seen in the confusion matrix, while the RF method correctly classifies 13 positive samples in the original SARS-CoV-2 dataset, SMOTE correctly classifies 59 positive samples in the SARS-CoV-2 dataset. While the positive predicted value (PPV) rate was 57% in the original dataset, it increased to 86% in the SMOTE SARS-CoV-2 dataset. The recall rate increased from 59% in the original dataset to 81% in the SMOTE dataset. When the prediction performance of the RF method is compared with the original B-cell dataset and the dataset balanced with the SMOTE method, it is seen that the performance of the balanced dataset is considerably higher than of the original dataset. While PPV was 71% and RR was 80% in the original B-cell dataset, PPV increased to 91% and RR to 90% in the SMOTE dataset. The results obtained from this study showed that the dataset balanced with SMOTE improved the performance of machine learning methods in epitope prediction. The performance of the machine learning methods to predict epitopes in the SMOTE SARS-CoV-2 and SMOTE B-cell datasets are given in Table 9.

The AUC is a criterion often used to measure the quality of a classification algorithm. The PRC relates the positive predictive value of a classifier to its true positive rate and is used to evaluate classification performance. When the AUC and PRC results of the methods are compared in epitope prediction, the success of the RF method in estimating epitopes in the SMOTE SARS-CoV-2 dataset is 94.0% and 94.4%, respectively. In SMOTE B-cell dataset epitope prediction, the RF method achieved successful results compared to other methods with 95.6% AUC and 95.3% PRC values. Jain et al. (2021) performed epitope prediction

| Peptide | Allergenicity | Peptide | Allergenicity | Peptide | Allergenicity |
|---------|--------------|---------|--------------|---------|--------------|
| NDKLCFNVYADS | Nonallergen | GQSFALSELVLDLPI | Nonallergen | LICAQKFGLTVLP | Nonallergen |
| NDLCFNVYADS | Allergen | NTRFPLILLALHRS | Nonallergen | ICAQKFGLTVLP | Nonallergen |
| LCTNYVADFI | Allergen | ITRFQTLALLHRSY | Nonallergen | CAQKFGLTVLP | Nonallergen |
| GGVSTTPGTNTS | Nonallergen | FQTLALLHRSYLTP | Nonallergen | AQKFGLTVLP | Allergen |
| GVSTTVPTGTNTS | Nonallergen | YLTPDSSSGWTAG | Nonallergen | QKFGLTVLP | Allergen |
| NTSNVAYIVQSVG | Allergen | TPDSSSGWTAGAAGA | Nonallergen | KFNGTVLPLLDT | Allergen |
| PNSAGQIQDQSLS | Nonallergen | PGDSSGWTAGAAGA | Nonallergen | FNGTVLPLLDT | Allergen |
| AIGKIQDLSSTA | Allergen | GDSSGWTAAGAAY | Nonallergen | NGLTVLPLLDT | Allergen |
| GRIQIQDLSSTA | Allergen | DSSGWTAAGAAY | Nonallergen | GLTVLPLLDT | Allergen |
| PEAVVQIDRLITG | Allergen | SS GWTAAGAAYTV | Nonallergen | LTVLPLLDT | Allergen |
| Peptide    | Vaxijen score | Antigenicity | Peptide    | Vaxijen score | Antigenicity |
|------------|---------------|--------------|------------|---------------|--------------|
| QTNSPS     | 0.0301        | Nonantigen   | NATNVKIVCEQP | 0.3036        | Nonantigen   |
| VGGNYYN    | 1.3327        | Antigen      | ATNVVKIVCEQFC | -0.3036       | Nonantigen   |
| GPKSTN     | 0.3011        | Nonantigen   | KQCNFKNLREVFK | 0.1686        | Nonantigen   |
| LPDPSPKPS  | -0.2699       | Nonantigen   | QCQCNFKNLREVFKN | 0.0923       | Nonantigen   |
| PGSXGSGWT  | 0.1337        | Nonantigen   | GNPKNLREVFVFN1 | 0.0817        | Nonantigen   |
| GDSSXGWTIA | 0.3077        | Nonantigen   | RFPKNDGQFXTK | -0.0602       | Nonantigen   |
| DSSXGWTA   | 0.2444        | Nonantigen   | DLPQGFSALVLDPV | 0.3503       | Nonantigen   |
| LYPPQGGGS  | 0.6074        | Antigen      | QGISALEPLVLDPI | 0.2838       | Nonantigen   |
| YFQQGGSIG  | 0.3571        | Nonantigen   | NITRFQTLAJHJRS | 0.1039       | Nonantigen   |
| FQQGGSIGY  | 0.3826        | Nonantigen   | ITFQFTQLAJHJRSY | 0.1883      | Nonantigen   |
| QQAGSTPCNGV| 0.1004        | Nonantigen   | FQTLAHLHJRSVLT | 0.4991       | Antigen      |
| VFNPPNGLTG | 1.5867        | Antigen      | YLTPQDGSSLGWAG | 0.4578       | Antigen      |
| GFNSQGILPD | 0.6074        | Antigen      | TPGDSSGWTAGAA | 0.1487       | Nonantigen   |
| NTYDPDLQPE | 0.5004        | Antigen      | GDSSGWTAGAAAA | 0.1889       | Nonantigen   |
| NLYFPQGGS  | 0.7834        | Antigen      | GDSSGWTAGAAAY | 0.2846       | Nonantigen   |
| LYPPQGGGS  | 0.4798        | Antigen      | DSSGWTAGAAAYY | 0.4142       | Antigen      |
| RQIAPOQGTGK | 1.4465        | Antigen      | SSQGWTAGAAAYYV | 0.3218      | Nonantigen   |
| QIAPQQTGKIA | 1.4618      | Antigen      | SSQGWTAGAAAYYG | 0.3269       | Nonantigen   |
| YNLYRFLFRK  | -0.1045       | Nonantigen   | GWTAGAAAYYVGLYL | 0.5673      | Antigen      |
| AGTPGCPGVNG | 0.0073        | Nonantigen   | WTAGAAAYYVGLYQ | 0.5999       | Antigen      |
| LDRYFKNHSTP | -0.2232       | Nonantigen   | TAGAAAYYVGLYQ | 0.7714       | Antigen      |
| AHIVSTGNTGKR | 0.736        | Antigen      | AGAAAYYVGLYQPR | 1.0663       | Antigen      |
| NNSNLDISKVGGN | 0.6962     | Antigen    | AAYYVGLYQPRFTEL | 0.5125       | Nonantigen   |
| SYECDP4IPAG1 | 1.0008      | Antigen      | VGYLPQRTFTELLYNE | 0.9291       | Antigen      |
| JAYTMSLGAENS | 0.9403       | Antigen      | OPTESIRFPRPNITN | 0.055        | Nonantigen   |
| NTYDIPQLELD | 0.3363        | Nonantigen   | ESIRFPRPNINTLCP | 0.6583       | Antigen      |
| YLYFPLISDFK | 0.1219        | Nonantigen   | PGEEVENNATFASV | 0.1918       | Nonantigen   |
| DPLPQELDSFKE | -0.0625     | Nonantigen   | YAWNKRRISCNVAD | 0.2786       | Nonantigen   |
| DGVYFLIFSTKIN | 0.6684      | Antigen      | WNNRRISCNVAD | 0.2138       | Nonantigen   |
| VGYQLPQRFTEKK | 0.472        | Antigen      | FRKSNLKPFRDIS | 0.6901       | Antigen      |
| VGYQLPQRTFLKYY | 0.4736     | Antigen      | RSNKLKPFRDIS | 0.4607       | Antigen      |
| FSTFKCGYVSPTK | 0.9029      | Antigen      | KSNLKPFRDISTE | 0.4643       | Antigen      |
| STFKRCGVSPFKL | 1.153        | Antigen      | SNLKPFRDISTEI | 0.2788       | Nonantigen   |
| LNLDCTNYVYADS | 0.9234      | Antigen      | LKPFRDISTEIVQA | -0.3184      | Nonantigen   |
| GGVSITPGTNSTS | 0.3461     | Nonantigen   | PEKSTNLVNKNCVN | 0.5391       | Antigen      |
| GVSITVPGNATSN | 0.4725       | Antigen      | PFRDISTEIQYAG | -0.2817      | Nonantigen   |
| NSAINQGKQQDSLS | 0.1406     | Nonantigen   | YVRVVLSEFHELLAP | 0.8065      | Antigen      |
| DFGCGKHLMHSPF | 0.3697      | Antigen      | YVVLSFELLHAJA | 0.7038       | Nonantigen   |
| HGVYFLHVTVPAPA | 0.8662      | Antigen      | YVVLSFELLAPA | 0.7845       | Antigen      |
| GVVFHHLTVYPAPQ | 1.1232      | Antigen      | PESKSTNLVNKNCVN | 0.5391       | Antigen      |
| QITTNTVFVSGN | 0.244        | Nonantigen   | KSTNLVNKNCVCN | 1.0894       | Antigen      |
| ITTDNTVFSGNC0 | 0.1017      | Nonantigen   | ARQDPLTPVRVYSTG | 0.6906       | Antigen      |
| ITTDNTVFSGNCDV | 0.0517      | Nonantigen   | DQLPTPVRVYSTG | 0.7635       | Antigen      |
| TDNTPFVSGNCVD | 0.0797       | Nonantigen   | LKPFRDISTEIVQA | -0.1738      | Nonantigen   |
| LDRYFKNHSTPSDV | -0.0794     | Nonantigen   | LTPTRVSVSTGSNNV | 0.8582      | Antigen      |
| KNHSTPS.YELLOW | 1.4147      | Antigen      | TPRVSVSTGSNNV | 0.1616       | Nonantigen   |
| NHTSPDVLGDS | 1.5909        | Antigen      | TVRVSSTGSNFFQ | 0.1548       | Nonantigen   |
| SVVNIQKEIDLRN | 0.3254       | Nonantigen   | WRRSVSTGSNFQQTR | 0.4314      | Antigen      |
| VQNQKEIDLRNEM | 0.1308       | Nonantigen   | RVSTGSNVFQQTR | 0.3248       | Antigen      |
| NQKEIDLRNLNVA | 0.0144       | Nonantigen   | YSTGSNVFQTRACG | 0.6965       | Antigen      |
| ESLIDQLIGKGYE | 0.6804      | Antigen      | ASYQTQTNPSGAG | 0.5246       | Antigen      |
| SLDIQGQELGYQEQ | 0.9235      | Antigen      | SYVQTQTNPSGAG | 0.4818       | Antigen      |
| LDLQELGQKYEQQ | 0.8932       | Antigen      | SPSGAGSVASQH | 0.4354       | Antigen      |
| FQGGQGGSYIPFQA | 0.0156      | Nonantigen   | LTIAVIVQDKNTQIE | 0.6711      | Antigen      |
| RKDEWVLLSTFL | 0.727        | Antigen      | IAVEQDKNTQEVQA | 0.3395       | Nonantigen   |
| KDGWEWLLSTFLG | 0.9298       | Antigen      | AVEQDKNTQEFVAQ | 0.1637       | Nonantigen   |
| GILPSQPMAPMLSL | 0.3727      | Antigen      | FGGPSQPMAPMLSL | 0.5927       | Antigen      |
| TNSPFKVYVPOVKV | 0.1154       | Nonantigen   | FNPSQPMAPMLSL | 0.3471       | Nonantigen   |
| STEKSNIRWIFGWP | -0.5204     | Nonantigen   | LICAQFNGTVLP | 0.3627       | Nonantigen   |
| SNINRQWIGTFITLD | -0.3339     | Nonantigen   | ICAQFNGTVLP | 0.1843       | Nonantigen   |
| QSLIVNVNATNVVII | 0.4427     | Antigen      | CAQFNGTVLP | 0.1016       | Nonantigen   |
| SLLIVNVTANVNIKV | 0.4772     | Antigen      | GLTVLP | 0.4082       | Antigen      |
| NNATNVKIVCEQF | 0.0357       | Nonantigen   |                |              |              |
### Table 8

Results of toxicity analysis on probable antigens.

| Peptide/Probable antigen | SVM score | Hydrophilicity | Molecular weight | Toxicity |
|--------------------------|-----------|----------------|------------------|----------|
| FGGFNFSQILPDPS           | -1.55     |                | 1137.40          | Nontoxic |
| SPSGAGSVASQSII           | -0.87     |                | 942.15           | Nontoxic |
| SYQTQTNSPSGAGS           | -0.95     |                | 1384.57          | Nontoxic |
| ASYQTQTNSPSGAG           | -0.91     |                | 1368.57          | Nontoxic |
| YSTGSNVFQTRAGC           | -0.66     |                | 1490.80          | Nontoxic |
| WRVYSTGSNVFQTR           | -1.09     |                | 1701.07          | Nontoxic |
| LTPTWRVYSTGSN            | -1.40     |                | 1580.96          | Nontoxic |
| QIALPTQPGYKIA            | -0.77     |                | 1083.42          | Nontoxic |
| AIHVQSTNGTTRK            | -1.17     |                | 1240.56          | Nontoxic |
| NSNLDSKVGCVG            | -0.13     |                | 1211.42          | Nontoxic |
| SYECIDPGAGIC             | -0.23     |                | 1235.62          | Nontoxic |
| JAYTMSLGAENSS           | -0.41     |                | 1256.56          | Nontoxic |
| DGGYFPASTENKNI          | -1.57     |                | 1430.71          | Nontoxic |
| VGYQLRPRFLLK           | -1.73     |                | 1598.12          | Nontoxic |
| VGYQLRPRFLLKX          | -1.53     |                | 1598.12          | Nontoxic |
| FSTFCNKCVGFPYK        | -0.91     |                | 1464.87          | Nontoxic |
| STFCNKCVGSPTKL          | -0.77     |                | 1430.86          | Nontoxic |
| LNLDCFNTNIYADS         | -1.19     |                | 1474.98          | Nontoxic |
| GSIVTPGTNNTSN           | -1.42     |                | 1246.53          | Nontoxic |
| GYVFHLYHTVYPA         | -1.57     |                | 1438.89          | Nontoxic |
| GVFHLYHTVYPAQ       | -1.35     |                | 1429.88          | Nontoxic |
| KNITSHPDVLDGSI             | -0.44     |                | 1410.69          | Nontoxic |
| NITPSPDVLDGDIS            | -0.57     |                | 1369.59          | Nontoxic |
| ESIHLGQELIGKE            | -0.96     |                | 1536.90          | Nontoxic |
| SIHLGQELIGKEQ           | -1.06     |                | 1536.90          | Nontoxic |
| LIDQELGKQEQY            | -1.07     |                | 1612.02          | Nontoxic |
| RKDGWVLSTIFLT           | -1.27     |                | 1564.01          | Nontoxic |
| KDGWVLSTIFLDG           | -1.46     |                | 1464.88          | Nontoxic |
| QSILVNAVTVNVIV         | -0.83     |                | 1497.98          | Nontoxic |
| SLLIVNAVTVNVIK          | -0.94     |                | 1498.02          | Nontoxic |
| FQTLALLRSLYTP        | -1.23     |                | 1660.16          | Nontoxic |
| YLTPGDSSSGWTAG          | -0.92     |                | 1398.64          | Nontoxic |
| DSSGWTAGAAYYVGL        | -0.83     |                | 1406.60          | Nontoxic |
| GWTAGAAYYVGVQL         | -1.26     |                | 1462.82          | Nontoxic |
| WTAGAAYYVGYVQ          | -1.14     |                | 1533.90          | Nontoxic |
| TAGAAYYVGYLVQ          | -1.30     |                | 1444.80          | Nontoxic |
| AGAAAYYVGYLVQR         | -1.45     |                | 1499.88          | Nontoxic |
| AAYYVGQLKPTFL           | -1.46     |                | 1662.12          | Nontoxic |
| VGYQLQPRFLLKX         | -1.58     |                | 1712.24          | Nontoxic |
| ESVRYFRCNCPX         | -0.50     |                | 1403.07          | Nontoxic |
| FRSKNLKPERFID            | -1.78     |                | 1737.18          | Nontoxic |
| RSKNLKPERFIDST         | -1.56     |                | 1691.11          | Nontoxic |
| KSNLKPERFIDSTE         | -1.70     |                | 1664.04          | Nontoxic |
| YRVVLSEFLLHAP           | -1.57     |                | 1643.17          | Nontoxic |
| YLVVLSEFLLHAP          | -1.55     |                | 1551.07          | Nontoxic |
| VVVLSEFLLHAP          | -1.47     |                | 1495.99          | Nontoxic |
| PKSTLNLKNVCKVN         | 0.10      |                | 1573.09          | Toxic    |
| KSTNLNKNVCKNF         | 0.15      |                | 1605.40          | Nontoxic |
| AQDLQTPWRVYSTG          | -1.34     |                | 1594.94          | Nontoxic |
| DQTLTPWRVYSTG          | -1.49     |                | 1610.94          | Nontoxic |
| LQTPWRVYSTGNS          | -1.64     |                | 1609.96          | Nontoxic |
| LTPTRVYSTGNSN          | -1.40     |                | 1580.96          | Nontoxic |
| WRVSTGSNVFQTR         | -1.09     |                | 1701.07          | Nontoxic |
| YSTGSNVFQTRAGC         | -0.97     |                | 1486.80          | Nontoxic |
| YSTGSNVFQTRACG          | -0.66     |                | 1490.80          | Nontoxic |
| ASYQTNSPSSGAG           | -0.91     |                | 1368.57          | Nontoxic |
| SQYQTNSPSSGAS          | -0.95     |                | 1384.57          | Nontoxic |
| SPAGGSSVSSQNN          | -0.87     |                | 1260.56          | Nontoxic |
| LGTAVEQDNQTCQ          | -1.55     |                | 1545.88          | Nontoxic |
| FGGPNESQUIPDS         | -0.55     |                | 1525.88          | Nontoxic |
| GLTFVLPDTEMD          | -0.91     |                | 1512.06          | Nontoxic |

The COVID-19 outbreak showed that the world is not prepared for an epidemic and showed how important it is to design a rapid vaccine. It takes more than 15 years to develop a vaccine using conventional methods (Krammer, 2020). After COVID-19 was declared a state of emergency, large companies worked collaboratively to produce a vaccine quickly. Despite this, the first vaccination took more than a year, and millions of people died from the epidemic (Cihan, 2021). It seems possible to quickly design a vaccine for future epidemics by utilizing machine learning methods. The novelty of this study is to propose a successful method for epitope prediction and to show researchers the usability of machine learning and bioinformatics tools in vaccine design.

In the study, it was observed that the epitope prediction success of the models increased in general after the SARS-CoV and B-cell datasets used for model training were balanced. When the epitope prediction performances of ML methods were compared for the datasets balanced with the SMOTE method, it was seen that the RF method made more successful predictions than other methods. Epitopes determined by the developed hybrid approach (SMOTE-RF-SVM) were analyzed with the bioinformatics tools AllerTop, VaxiJen, and ToxinPred, and antigen, and toxic epitopes not suitable for use in vaccine design were eliminated.

With the proposed SMOTE-RF-SVM hybrid approach, 252 positive epitope candidates that can be used in vaccine design were determined using SARS-CoV and B-cell datasets. In this study, epitopes in the SARS-CoV dataset were predicted with 91.9% AUC. The dataset defined as SARS-CoV-2 was obtained by combining the SARS-CoV and B-cell datasets. Epitopes in this dataset were estimated with 92.3% AUC. Ghoshal et al. (2021) used Bayesian neural networks (BNNs) with the dropweights method for B-cell epitope estimation. Epitope prediction was made with 85% accuracy in the study using SARS-CoV and B-cell datasets. Noumi et al. (2021) used the long short-term memory network (LSTM) method for epitope prediction. The highest accuracy value obtained in the study was 79%. When epitope prediction studies were examined using machine learning methods, the SARS-CoV-2 dataset was not used, and SARS-CoV-2 epitopes were not predicted. Experimental results obtained from the study show that epitopes in SARS-CoV and B-cell datasets in this study were predicted more successfully than other studies (94.0% AUC for SARS-CoV, 95.6% for B-cell). Furthermore, allergenicity, antigenicity and toxicity analyses of the determined SARS-CoV-2 epitopes were performed in our study.
from 20312 peptides. Then, the AllerTop tool was used to determine nonallergen peptides, and it was determined that 123 of 252 candidate epitopes were allergen and 129 were nonallergen. Antigenicity and toxicity analyses were performed on nonallergen epitope candidates using the VaxiJen and ToxinPred tools, respectively. As a result of the analyses, 11 possible nonallergen, high antigen and nontoxic peptides were determined that can be used in the design of vaccines against SARS-CoV-2 ("VGGNYN", "VNFNFGLTG", "RQIAPQGTK", "QIAPQGTKIA", "SYECDIPAGI", "STFKCYGVSTK", "GVVFLHTVYVPAQ", "KNHTSPDVLGDI", "NHTSPDVLGDIS", "AGAAAYYVGYLQPR", "KKSTNLVKNKCVNF"). It is anticipated that the findings from this study will help medical biotechnologists design fast, useful, and effective vaccines.
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Table 10
Probable nonallergen, high antigen and nontoxic epitopes.

| Peptide       | Allergenicity analysis | Antigenic analysis | Toxicity analysis |
|---------------|------------------------|--------------------|------------------|
| VGGNYNY       | Nonallergen            | 1.327              | -0.79             | SVM score     |
| VNEFPNGLTG    | Nonallergen            | 1.5867             | -1.27             | Hydrophilicity|
| RIQAQQTGKIK   | Nonallergen            | 1.4465             | -0.91             | Molecular weight|
| QIAQPGTQKIA   | Nonallergen            | 1.4618             | -0.98             | Toxicity      |
| YECDIIPGAGI   | Nonallergen            | 1.0008             | -0.31             |              |
| STFCIRGVSFPKL | Nonallergen            | 1.1530             | -0.77             |              |
| GVFLHVTYPVQ   | Nonallergen            | 1.1252             | -1.25             |              |
| KNITSPDVLDDLGI| Nonallergen            | 1.1417             | -0.44             |              |
| NITSVPDVLDDLIS| Nonallergen            | 1.5909             | -0.57             |              |
| AGAAAYGYYLQPR | Nonallergen            | 1.0663             | -1.45             |              |
| KSTNLVRNKCNF  | Nonallergen            | 1.0894             | -0.15             |              |
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