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Abstract: Improve the functionality of an FIR Filter by modifying the internal components used to design a filter. These past years have seen some great improvements in the speed, power, and area of the filter. Here, we will, therefore, use an ALU-based algorithm to design our FIR filter. The internal components of the ALU block will be an Adder and a Multiplier. A Floating point Adder and a Floating Point Multiplier will be the basic backbone of the ALU block, which finally will be used to design and implement our FIR filter design. Therefore, the parameters of the area are our main target but we will also see the power consumed by the Filter operation, both static and dynamic power consumed will be seen. The programming language will be written in VERILOG and the simulation and implementation of the design will be done by the help of Xilinx ISE suite version. One important aspect is that there will be 16 input samples and 16 coefficients which will be directly from a 16 tap filter. These coefficients and input values will be generated through MATLAB software.
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I. INTRODUCTION

Filter plays essential role in Digital Signal Processing (DSP). Filters a system that passes certain frequency components and rejects other frequency components. Filters are designed for the specifications of the desired properties of the system. FPGA is a prototype device which is used to implement simpler algorithm.

The undesirable signals or the noise of the signal can be removed by the filter. There are two types of digital filters. 1) FIR (Finite Impulse Response) filter and 2) IIR (Infinite Impulse Response) filter. Both FIR and IIR filters have their own specific areas of working; this completely depends on its characteristics. In most cases, the FIR filters have been used on a larger scale due to its finite character of its inputs being monitored. A finite impulse response (FIR) filter is a filter structure that can be used to implement almost any sort of frequency response digitally. An FIR filter implemented by multipliers, delays and adders to create the filter’s output.

Linear-phase filters delay the input signal but don’t distort its phase. They are simple to implement. FIR filter can easily design for “linear phase”. They are suited to multi-rate applications. By multi-rate, we mean either “decimation” (reducing the sampling rate), “interpolation” (increasing the sampling rate), or both. Whether decimating or interpolating, the use of FIR filters allows some of the calculations to be omitted, thus providing an important computational efficiency. In contrast, if IIR filters are used, each output must be individually calculated, even if it that output will be discarded (so the feedback will be incorporated into the filter). They have desirable numeric properties. In practice, all DSP filters must be implemented using finite-precision arithmetic, that is, a limited number of bits. The use of finite-precision arithmetic in IIR filters can cause significant problems due to the use of feedback, but FIR filters without feedback can usually be implemented using fewer bits, and the designer has fewer practical problems to solve related to non-ideal arithmetic. They can be implemented using fractional arithmetic. Unlike IIR filters, it is always possible to implement an FIR filter using coefficients with the magnitude of less than 1.0. (The overall gain of the FIR filter can be adjusted at its output, if desired.) This is an important consideration when using fixed-point DSP’s because it makes the implementation much simpler.

For an N-tap FIR filter with coefficients h (k), which’s output is described by:

\[ y(n) = h(0) x(n) + h(1) x(n-1) + h(2) x(n-2) + \ldots + h(N-1) x(n-N+1) \]

\[ H(z) = \sum_{n=0}^{N-1} h(n)z^{-n} \]

II. PROPOSED WORK

In this paper use the concept of the ALU and break it down into a much simpler ALU BASED FIR FILTER design by directly using only two types of components to perform multiple operations repeatedly for different operands. We saw the possibility of using a much more efficient form of Adder, i.e. Floating point Adder and a Floating point Multiplier to form the ALU logic and then design the Filter. Most of the time the designing was done using MATLAB but in this approach, we decided to use VERILOG, as it is much simpler to grasp and almost anyone with the prior knowledge of C programming language can work with it. Here is a universally acceptable IEEE standard for representing floating-point numbers for the computing which is the IEEE 754 standard. 32-bit floating point representation is used in this approach for the designing of the ALU based filter. Firstly, 16 tap filter; generate its filter coefficients through MATLAB. The value of the input is defined by “x”. The coefficients will be defined by “h” as h(0), h(1), h(2), h(3) and so on.
We will make these values work with the equation as much times required, and then we will be able to make the filter run and see the results. Among all the approaches, the most difficult part was to choose the most suitable and simple yet effective type of multiplier and the adder used in the ALU, which took a bit of time to overcome. Finally, we decided to use Floating point type of Adder and Floating point type Multiplier. Once this was decided, we had to learn how to write programming in HDL which took even more time and effort. After a sufficient time of understanding how to write codes in VERILOG language, we started to write a code for a simple adder and multiplier and simulated them. The basic structure of proposed FIR Filter is shown in Fig.-2. Now, after getting familiar with the Xilinx software, we finally started to write codes for Floating point adders and Multipliers and then simulated them in this Software.

After successful simulation of these few blocks, we finally wrote the coding/program for the Floating type FIR Filter using the previously used Floating type Adder and Multiplier, but both were called as a function and so did not need to be instantiated again in the final Filter program. Hence, it was made much easier to simulate. We simulated the program and then we took out the RTL view by synthesis of the codes/program and then we implemented the design further which was slower than the synthesis process. Then we were able to see the internal structure of our Filter design. In the end, we were concerned about the power being consumed by our filter during its operation. Therefore, we even found its dynamic and static power value.

III. RESULTS AND OUTCOMES

With proper clock input, we were able to get the output waveform, which could be finally be seen in the output waveform sample by further zooming the view of the image. The output values were in hexadecimal form. The values can be changed by changing the Radix in the command options of the software. The values were fixed depending on the 16 tap filter coefficients and input values, as they were also fixed. Our main focus was to try and decrease the Filter area which has been done by using the same adder and multiplier again and again for a different number of times for each different operation. Hence, decreasing the area. Although due to the parallel nature of the operation, there was a little delay found, we will not go deep into it in this particular thesis of ours. Input and output waveforms are shown in fig.3 and output values are shown in fig.4. The input size will be 32 bits in this design, i.e. Single Precision. As we know that the waveform will be in the form of an S-curve, half appearing in the x-axis and half appearing in the y-axis, and changing from a certain point to a negative value but the magnitude will always be the same.
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In this paper, to improve the quality of the inner processes involved in the work. Similarly, in the field of Very Large Scale Integration (VLSI), various new steps have been developed within these few passing years which have made it possible for the various engineers to improve the quality of the products by improving the inner components. And talking about FIR Filters, they are the building blocks of the Digital world.

It is now been seen that the FIR Filter designed in this work has a less Area consumption and that with the help of two simple types of adder and multiplier, how we can change the characteristics so rapidly. We were also able to learn about the various programming languages, even though not completely every one of them but mainly the VERILOG and the MATLAB, though the MATLAB was used less the VERILOG played an important role in this work So we can see that by just knowing how to write the programming in HDLs such as VERILOG, how useful it can be to use it in designing various digital circuits. If there is more time given to learn this programming language, a lot of further studies can be done with much ease. It is essential to know this as it is vital in the world of the fast growing Digital world of improving Technologies and Devices.

We also came to know that Xilinx ISE suite is a very user-friendly platform to work on. Although the processes involved in it are very large, it is still very much effective and simpler for working on for filter designing, Implementation, and it’s Synthesis.

**FUTURE SCOPE**

This work is just the foundation laid down as this area of work is limitless in nature. There are many ways we can work on it further. We can work on its power consumption which can be tried to decrease more by using various efficient techniques. We can work on its speed also in the future and even try to work with 32 taps, 64 tap Filters which will be much tunable in its parametric efficiency. Hence, it can be improved much further in its Area reduction, Power consumption and increasing speed. As long as there is advancement in the field of science and technology, there will always be a need to develop more and more simple and easy to execute processes and to finish the work faster and efficiently so that the progress has to be rapid and more easily obtainable. Hence, this field of work is always going to move forward and never stop growing in its future progress.
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