Deep learning approach for an interface structure analysis with a large statistical noise in neutron reflectometry
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Neutron reflectometry (NR) allows us to probe into the structure of the surfaces and interfaces of various materials such as soft matters and magnetic thin films with a contrast mechanism dependent on isotopic and magnetic states. The neutron beam flux is relatively low compared to that of other sources such as synchrotron radiation; therefore, there has been a strong limitation in the time-resolved measurement and further advanced experiments such as surface imaging. This study aims at the development of a methodology to enable the structural analysis by the NR data with a large statistical error acquired in a short measurement time. The neural network-based method predicts the true NR profile from the data with a 20-fold lower signal compared to that obtained under the conventional measurement condition. This indicates that the acquisition time in the NR measurement can be reduced by more than one order of magnitude. The current method will help achieve remarkable improvement in temporally and spatially resolved NR methods to gain further insight into the surface and interfaces of materials.

Neutron reflectometry (NR) has been used extensively to discuss the spatial distribution of the atomic composition in the depth direction1–3 for the structure analysis of the surface and interfaces of materials. The surface and interface structure of a sample can be characterized as the depth distribution of the neutron scattering length density (SLD), which is determined by the isotopic and spin state for the constituent atoms of the sample via the analysis of the NR profile. The NR measurement performed using isotope-labeled samples (e.g., the substitution of $^1$H to $^2$H in a molecular structure) enables the selective characterization of the labeled part. Further, spin-polarized neutrons allow the characterization of the magnetic structure at the interfaces. NR provides structural information about the surfaces and interfaces of a specimen that cannot be obtained using other techniques; therefore, it is employed for analyzing the surfaces, interfaces, and thin films in various research fields such as magnetism4–6 and soft matters7–11. A complementary measurement of NR with the other methods having different contrast mechanisms such as X-ray reflectometry and ellipsometry provides the further detailed information on the surface/interface structure of the materials. However, the flux of the neutron beam is low compared to that of the other sources such as synchrotron radiation. A measurement time on the order of hours is required even at nuclear reactors and accelerator facilities providing the highest intensity neutron beams to obtain an NR profile with a sufficiently low statistical error for the data analysis to determine an SLD distribution with a sub-nanometric accuracy. Such a relatively long measurement time places a limitation on the use of NR for analyzing the time-dependent structure dynamics12–14; therefore, the data acquisition time needs to be shortened without compromising the resolution for the structure characterization to improve the temporal resolution of the time-dependent measurement. On the other hand, novel NR imaging techniques combined with computed tomography have been developed recently to enable the structural analysis of surfaces and interfaces with in-plane inhomogeneity, which cannot be conducted by the conventional NR14,15. However, such the analysis requires a long measurement time on the scale of days because of the acquisition of a large number of data with rotating a sample. The substantial decrease in the data acquisition time will overcome the restrictions in the conventional NR and provide further insight into various phenomena related to surfaces and interfaces.
This can be achieved by increasing the neutron beam power; however, another approach should be developed because of the difficulties in the construction of a huge neutron source facility.

This study aims at the extraction of the true NR profile hidden in a large statistical noise to enable the reliable data analysis with the experimentally obtained data in a short acquisition time. Signal restoration from signals and images including large noise has been extensively studied for various purposes, and machine learning techniques have been widely used for signal processing in various applications[16–17]. Previous studies showed that deep learning methods with convolutional neural network (CNN) models are highly effective for decreasing the noise from digital signals and images[18–23]; therefore, a similar approach would also work for the NR experiments. A few applications of the machine learning in NR have been intended to directly determine the structure of the specimen[24–26]. The current study introduces a deep learning approach that uses neural networks to restore the reflection profile hidden in the large statistical noise to overcome the limitation in the conventional NR methods. The signal restoration in NR using a digital filter and neural networks is discussed. We demonstrate the SLD distribution analysis for the NR data with a weaker signal intensity by an order of magnitude compared to that for the conventional data.

Methods
Supervised learning was performed using the data set of the calculated ground truth reflection intensity profiles and the simulated NR experiment data considering the measurement condition at a neutron reflectometer SHARAKU installed at the Materials and Life Science Experiment Facility (MLF) in the Japan Particle Accelerator Research Complex (J-PARC)[27,28]. In a typical experiment at SHARAKU, a neutron reflectivity spectrum is obtained using an incident neutron beam with a wavelength range of 0.22–0.88 nm at angles of 0.3°, 0.7°, 1.6°, and 3.5°; this covers the momentum transfer range of 0.075–0.30, 0.17–0.70, 0.40–1.6, and 0.87–3.5 nm⁻¹, respectively. A number of 50,000 neutrons are acquired at the incident angle of 0.3° and 20,000 neutrons are acquired at the other angles. We define this measurement condition as the “standard” condition for the NR measurement. For the training data, the ground truth NR data were calculated for randomly generated 2.4 × 10⁶ sample structures at the incidence angles used in the experiment at SHARAKU. For a given sample structure, the ground truth NR is theoretically calculated by the Parratt's formulation[29]. A given number of neutron events was generated according to the Poisson statistics to reproduce the theoretical neutron reflection intensity spectra calculated by the reflectivity and incident neutron spectrum observed at SHARAKU. For each structure, the data with the total neutron numbers of 10%, 5%, 2.5%, and 1.5% of the standard condition were generated, resulting in the training data sets of 9.6 × 10⁵. The details on the generation procedure of the simulated NR data are described in the Supplementary Information. Supervised training using the data set of the simulated NR profiles and corresponding ground truth was conducted using Pytorch on a workstation equipped with two GPU boards (GeForce RTX3090, NVIDIA). The detailed information is available in the Supplementary Information. In the training, 80% and 20% of the data sets were used for the training and the validation, respectively.

The NR measurement was conducted for thin films of poly(methyl methacrylate) (PMMA) and poly(vinyl alcohol) (PVA) at SHARAKU to apply the obtained deep learning based data processing for the experimental data. The accelerator operation power was 600–700 kW. The experimental details are described in the Supplementary Information. The NR data was analyzed by a reflectometry analysis software package, refnx[30].

Results and discussion
Figure 1 illustrates the NR intensity profiles simulated for a 100-nm-thick film with the scattering length density (SLD) of 7.1 × 10⁻⁴ nm⁻² (equivalent to that of deuterated PMMA) at an incidence angle of 0.3° with the total neutron numbers of 50,000, 10,000, 2500, and 1000, which correspond to 100%, 20%, 5%, and 2% of the standard measurement condition, respectively. The NR intensity profiles are shown as the neutron count against the momentum transfer, \( q = 4\pi \sin \theta /\lambda \), where \( \theta \) and \( \lambda \) are the incident angle and wavelength of the neutron beam, respectively. The green curve and blue filled circles in each panel indicates the theoretically calculated ground truth profile and simulated NR data, respectively. This indicates that the statistical noise increases with a decrease in the acquired number of the neutrons. The oscillation pattern, so-called the Kiessig fringes, at \( q \) higher than 0.15 nm⁻¹ is an important spectral information for analyzing the NR data; however, it is not clearly observed for the data with the neutron counts of 2500 and 1000.

Supervised training was carried out using CNNs for a data set of the simulated NR and the ground truth data. A plain CNN (pCNN) shown in Fig. 2a was used as a neural network model for the training, which comprises eight layers of one-dimensional convolution, batch normalization, and rectified linear unit. Recently, a denoising CNN (DnCNN) has been proposed as a powerful network model for the image noise reduction, which is designed to predict the difference between the noisy and clean images[30]. In this study, the DnCNN was modified for the one-dimensional data of NR as shown in Fig. 2b and it was used for the training. The training based on the convolutional autoencoder (CAE, Fig. 2c) was also conducted. The details on the network architecture is described in the Supplementary Information. Figure 3a–d show the results for the simulated NR data with the acquisition neutron counts of 5% of the standard condition for a sample structure with the SLD distribution shown in the panel (e). The blue filled circles, green curve, and red circles in each panel represent the simulated raw data, ground truth, and predicted data by the denoise processes, respectively. Figure 3a shows the result of a one-dimensional median filter with a window size of 5, which is a non-linear digital filter used for the noise reduction of the signals and images in many applications. Whereas it appears that the statistical noise for the data at 0.3° was reduced, the fringe pattern for the data at 1.6° and 3.5° is not reproduced. Thus, the NR data with such a low signal intensity cannot be used for the structure analysis even though it is processed by the median filter. The results using the CNN models are shown in Fig. 3b–d, and they clearly indicate that all data predicted by the deep learning show a much better fit to the ground truth compared to the median filtered result. The
predicted profiles by CAE, pCNN, and DnCNN appear similar to each other; however, a significant difference can be observed at the high $q$ end for each incident angle. The predicted profiles by the pCNN do not have the data points for $q > 0.26$ nm$^{-1}$ at 0.3$^\circ$, $q > 0.6$ nm$^{-1}$ at 0.7$^\circ$, and $q > 3$ nm$^{-1}$ at 3.5$^\circ$, indicating that the pCNN has difficulty in predicting the NR profile from the weak intensity less than the a neutron count less than 1. On the other hand, the CAE and DnCNN can provide the results at the above $q$ region; however, the latter yields a better fit to the ground truth. The raw and predicted NR profiles for the other structures are shown in Supplementary Figs. S4–6 of the Supplementary Information.

Here, we discuss the uncertainty of the NR profile predicted by CNN. In deep learning, the analytical relation between the input and predicted NR data is hidden. Therefore, the uncertainty for the predicted NR profile by DnCNN was evaluated as the standard deviation for the predicted NR profiles from simulated data repeatedly for the same structure shown in Fig. 3e (the details are described in the Supplementary Information). Supplementary Figure S7 in the Supplementary Information shows the simulated NR data and the predicated data by DnCNN with the error bar. The uncertainty for the reflectivity for the predicated data was smaller than that for the simulated NR data. The averaged ratio of the standard deviation of the predicted reflectivity to that of the simulated data was evaluated to be 0.404, indicating that the uncertainty was reduced by ca. 60% by the prediction of the NR data using DnCNN.
As quantitative measures to discuss the difference between the ground truth and predicted data, we introduce the peak signal-to-noise ratio (PSNR) and structure similarity index measure (SSIM) referred to the ground truth data. A higher value of PSNR indicates the lower absolute error from the ground truth data. The PSNR for the

![Figure 3. Predicted NR intensity profiles (red circles) by median filter (a), CAE (b), pCNN (c), and DnCNN (d) from the data with 5% neutron counts of the standard condition for the SLD distribution shown in (e). The green curves and blue circles represent the ground truth and simulated data, respectively.](image-url)
was prepared by the deposition of a 60-nm-thick film of deuterated PMMA (d-PMMA) onto a 4-nm-thick silicon wafer. The fitting analysis was conducted by the differential evolution algorithm and the uncertainty of the best-fitted parameter was calculated by the Hessian matrix. The solid curves in Fig. 4a,b show the fitted profiles obtained by the reflectometer SHARAKU at a standard condition (with the acquired neutron counts of 50015, 20121, 20052, and 20507) at the incident angles of 0.3°, 0.7°, 1.6°, and 3.5°, respectively. Each NR data for the identical sample with the 5% acquired neutrons was not viewed in the raw or median-filtered data. On the other hand, the fringe pattern is reproduced clearly in the predicted NR profiles for the random SLD structures of 2000 separately from the training and validation data sets with the neutron numbers of 20%, 10%, 5%, 2.5%, and 1.25% of the standard condition. For each acquired neutron number, the averaged values of PSNR and SSIM were evaluated over the 2000 structures. Table 1 summarizes the PSNR and SSIM of the raw and predicted data obtained using the neural network models. The data for the standard condition and the result of the one-dimensional median filter are also indicated therein. For the raw data, the PSNR and SSIM decrease with a decrease in the detected neutron, indicating that the information about the spectral shape is lost with an increase in the shot noise. The median filter is effective in terms of the PSNR for the NR data with small neutron counts less than 10% of the standard condition. It improves the PSNR whereas it does not largely affect the SSIM compared to the raw data. This indicates that the median filter reduces the noise for the low-count NR data without a significant loss of the spectral information. The digital filtering method cannot extract the spectral information hidden in the large statistical noise. Moreover, the maximum noise reduction is less than 2 dB, and therefore, the effect of the digital filtering for the NR data remains limited. The data processing based on the deep learning shows an increase in the PSNR by several dB in the most cases, indicating a considerably better noise reduction compared to the median filter. For the NR data with a 5% acquisition number, the prediction using DnCNN improved the PSNR from 22.6 to 29.3 dB, and this is comparable to the raw data acquired in the standard condition. This suggests that the noise reduction with the deep learning technique enables the structural analysis of the NR data with the 20-fold smaller signal intensity compared to that under the standard condition. The SSIM for the data predicted by the CNN shows a higher value compared to the raw data, indicating that a spectral feature such as the fringe pattern hidden in the raw data can be recovered by the current data processing technique. This signal recovery is exemplified in Fig. 3. The peak and valley structure of the Kiessig fringe at incidence angles of 0.7, 1.6, and 3.5° are not viewed in the raw or median-filtered data. The fringe pattern is represented by red circles and the predicted data by blue circles in Fig. 3b–d. The significant dependence of the PSNR and SSIM on the neural networks is not observed for the network models employed here. However, the predicted results of the CAE, pCNN, and DnCNN were slightly different from each other as discussed above; therefore, the further improvement can be expected by optimizing the neural network structure. Thus, the deep-learning-based data processing for NR reduces the noise significantly and reproduces the ground truth signal from the data with a large statistical error.

| Acquisition number | Raw PSNR/dB | Median PSNR/dB | CAE PSNR/dB | pCNN PSNR/dB | DnCNN PSNR/dB | Raw SSIM | Median SSIM | CAE SSIM | pCNN SSIM | DnCNN SSIM |
|--------------------|-------------|----------------|-------------|--------------|--------------|-----------|-------------|-----------|-----------|-------------|
| 100%               | 29.8        | 27.3           | 31.8        | 30.4         | 31.7         | 0.937     | 0.813       | 0.909     | 0.911     | 0.918       |
| 20%                | 27.4        | 25.8           | 30.6        | 30.1         | 31.1         | 0.813     | 0.725       | 0.877     | 0.886     | 0.894       |
| 10%                | 24.9        | 23.0           | 28.7        | 28.1         | 29.3         | 0.627     | 0.521       | 0.765     | 0.758     | 0.785       |
| 5%                 | 22.6        | 21.6           | 26.9        | 26.6         | 27.4         | 0.407     | 0.487       | 0.696     | 0.658     | 0.715       |
| 2.5%               | 18.7        | 16.7           | 25.1        | 24.6         | 25.5         | 0.407     | 0.487       | 0.696     | 0.658     | 0.715       |

Table 1. PSNR and SSIM for the raw and predicted NR data.
NR profile and the SLD distribution obtained for the standard data (green curve), low-count data (blue), and predicted data (red). Although the obtained SLD profile by the low-count NR data was different from that obtained for the standard data at the depth of 60–70 nm as shown in Fig. 4b, the result of the fitting analysis of the predicted data was in good agreement with the standard data. The obtained best fitted parameters with the standard deviation are summarized in Table 2. The values of the thickness and the SLD of the layer 1, which corresponds to the d-PMMA layer, are almost the same for all of the data. These structural parameters are mainly characterized by the critical $q$ of the total reflection and frequency of the Kiessig fringe pattern$^2$, which are clearly observed also in the NR profile with 5% neutron counts (the blue circles in Fig. 4a). Therefore, the thickness and SLD of the d-PMMA layer can be determined from the NR data with an accuracy less than a few percents.

**Figure 4.** Neutron reflectivity profiles (a) and depth distribution of SLD obtained by the fitting analysis (b). The standard, low-count, and predicted data in each panel are colored in green, blue, and red, respectively. The circles and solid curves in (a) indicate the experimental data and fitted results, respectively. The reflectivity data are vertically shifted for visibility.

**Table 2.** Fitting results for the raw and predicted NR data. $^a$Fixed values in the fitting procedure.

| Layer 1      | SLD/10$^{-4}$ nm$^{-2}$ | Thickness/nm | Roughness/nm |
|--------------|-------------------------|--------------|--------------|
| Standard     | 6.79 ± 0.011            | 62.2 ± 0.034 | 0.42 ± 0.013 |
| Low-count    | 6.84 ± 0.090            | 61.8 ± 0.186 | 0.234 ± 0.185 |
| Predicted    | 6.80 ± 0.059            | 62.1 ± 0.228 | 0.243 ± 0.076 |

| Layer 2      | SLD/10$^{-4}$ nm$^{-2}$ | Thickness/nm | Roughness/nm |
|--------------|-------------------------|--------------|--------------|
| Standard     | 1.19 ± 0.010            | 4.35 ± 0.087 | 1.22 ± 0.049 |
| Low-count    | 0.905 ± 0.493           | 4.51 ± 0.292 | 0.904 ± 0.264 |
| Predicted    | 1.13 ± 0.059            | 4.15 ± 0.055 | 1.57 ± 0.275 |

| Silicon oxide$^a$ | SLD/10$^{-4}$ nm$^{-2}$ | Thickness/nm | Roughness/nm |
|-------------------|-------------------------|--------------|--------------|
| Standard          | 3.47                     | 1.60         | 0.40         |
| Low-count         | 3.47                     | 1.60         | 0.40         |
| Predicted         | 3.47                     | 1.60         | 0.40         |

| Substrate$^a$      | SLD/10$^{-4}$ nm$^{-2}$ | Thickness/nm | Roughness/nm |
|--------------------|-------------------------|--------------|--------------|
| Standard           | ∞                        | ∞            | ∞            |
| Low-count          | 2.07                     | 2.07         | 2.07         |
| Predicted          | ∞                        | ∞            | ∞            |

| Roughness/nm       | Standard | Low-count | Predicted |
|--------------------|----------|-----------|-----------|
| Standard           | 0.40     | 0.40      | 0.40      |
| Low-count          | 0.40     | 0.40      | 0.40      |
| Predicted          | 0.30     | 0.30      | 0.30      |
the other hand, the discrepancy at the depth of 60–70 nm for the standard and low-count NR data results from
the inaccurate fitting for the h-PMMA layer (layer 2). The reflection interference related to the thin h-PMMA
layer appears at a q > 1 nm\(^{-1}\) of the NR profile. The large statistical error caused by the low reflectivity at such
a high q range resulted in an inaccurate evaluation with a large uncertainty of the SLD and thickness for the
h-PMMA layer from the low-count data. On the other hand, the DnCNN-based data processing predict the NR
profile with small error, resulting in a fitting result with a relatively low uncertainty. The analysis of the predicted
data and the standard data provided almost the same results as shown in the SLD profiles in Fig. 4b and Table 2.
However, some parameters, such as the thickness and roughness of the layer 2, show a difference beyond the
uncertainty. This could be caused by the distortion introduced by the neural network. In Fig. 4a, the predicted
data (red circles) shows the decrease in the peak intensity only at q = 0.7 nm\(^{-1}\) in the Kiessig fringe pattern.
Such the distortion of the NR profile at a certain q range is not reproduced in the fitting procedure, resulting
in an error in the fitted results. Whereas the difference of the results is small for the current data, the potential
effect of the distortion of the NR profile should be considered for the application of the data processing by
the neural networks. Thus, the deep learning-assisted signal restoration from a noisy NR data provided almost the
same analysis results as the standard data despite the twenty-fold difference in the acquired neutron signals. This
indicates that the signal restoration method based on a neural network enables the structure analysis of the NR
data with a weak signal by an order of magnitude compared to that for the conventional conditions, resulting in
a substantial improvement of the acquisition time in the NR measurement.

The remarkable reduction of the data acquisition time in NR has considerable importance in studying the
dynamics of the surface/interface structure because it is directly related to the temporal resolution. The enhance-
ment of the temporal resolution in the time-resolved NR measurement is demonstrated by the characterization
of a structural change of a thin film of PVA. Figure 5a is the reflectivity map with q and time (t) axes showing the
time-dependent NR profile for a 45-nm-thick film of PVA on a silicon wafer after the immersion in heavy
water, which was observed with the time division of 1 s. The average neutron number for each time window is
2250. The PVA thin film absorbs the heavy water because of the high solubility of PVA in water; therefore, the
low-q shift of the peak and valley positions in the Kiessig fringe pattern is observed because of an increase in the
total thickness caused by the swelling of PVA with the heavy water. Such the time dependence of the NR profile
is seen in Fig. 5a. However, each profile cannot be used for the fitting analysis to examine the thickness and SLD
of the sample film because of the existence of a lot of data points without the signal (white points in Fig. 5a). On
the other hand, the statistical noise was removed by the DnCNN network as shown in Fig. 5b, indicating that the
deep learning denoise processing enhances the effective temporal resolution in time-resolved NR measurements.
Although the noise in the q-axis was removed by the CNN-based data processing technique, the noise in the
t-axis still remains in Fig. 5b. This is because the data processing by DnCNN was independently applied to each
time-sliced NR profile without considering the correlation in the t-axis. The neural network considering not only
the q-dependence but also the t-dependence of the reflectivity would produce further improvement in the data
analysis of the time-dependent experiments. Whereas the temporal resolution is limited to on the order of min-
utes in the conventional NR, the current method allows discussing the structure change on the order of seconds.

**Conclusion**

A novel data processing method was introduced for NR. Deep learning using convolutional neural networks
allows restoring the NR profile from the data with extremely large statistical noise. A quantitative compari-
sion among the NR profiles with various acquired neutron numbers showed that the deep learning approach
allows improving the statistical noise by one order of magnitude. The application of the current technique
to the experimentally obtained data with a 20-fold smaller signal compared to the conventional acquisition
condition provided a structure analysis result with the same accuracy as the conventional data. This method
achieves a remarkable reduction of data acquisition time of the NR and a higher resolution in the time resolved
measurement to examine the time evolution of the surface/interface structure in situ and operando conditions. Moreover, a measurement time as long as a few days for a tomographic technique for spatially resolved imaging can be reduced to the order of several hours. Such an improvement would also be attained by increasing the beam power. However, the construction of the neutron source with a higher intensity by an order of magnitude has technical and financial difficulties. Therefore, the current approach in NR based on the deep learning would significantly contribute to the development of temporally/spatially resolved NR method. This method helps not only shorten the acquisition time but also minimize the effect of the radiation dose on a specimen. Although the deep learning training here presumed the NR experiment with SHARAKU installed at MLF, J-PARC, this method can be employed for other instruments by deep learning training using the data simulated considering the measurement condition for each of them. Moreover, this approach is applicable not only to NR but also to other experimental methods such as small angle scattering and spectroscopy using neutron, X-ray, and light. This technique can open up a new horizon in the structural analysis of the surface and interface of materials in various research fields.

Data availability

The sample python scripts with the data sets are available as the Supplementary Information. The experimental data used in the current study are available from the corresponding author on reasonable request.

Received: 16 September 2021; Accepted: 8 November 2021

Published online: 22 November 2021

References

1. Penfold, J. & Thomas, R. K. The application of the specular reflection of neutrons to the study of surfaces and interfaces. J. Phys. Condens. Matter 2, 1369–1412. https://doi.org/10.1088/0953-8984/2/6/001 (1990).

2. Zhou, X.-L. & Chen, S.-H. Theoretical foundation of X-ray and neutron reflectometry. Phys. Rep. 257, 223–348. https://doi.org/10.1016/0370-1573(94)00110-O (1995).

3. Thomas, R. K. & Penfold, J. Neutron and X-ray reflectometry of interfacial systems in colloid and polymer chemistry. Curr. Opin. Colloid Interface Sci. 1, 23–33. https://doi.org/10.1016/S1359-2049(96)80004-9 (1996).

4. Blundell, S. J. & Bland, J. A. C. Polarized neutron reflection as a probe of magnetic films and multilayers. Phys. Rev. B 46, 3391–3400. https://doi.org/10.1103/PhysRevB.46.3391 (1992).

5. Katmis, F. et al. A high-temperature ferromagnetic topological insulating phase by proximity coupling. Nature 533, 513–516. https://doi.org/10.1038/nature17635 (2016).

6. Mogi, M. et al. Large anomalous hall effect in topological insulators with proximitized ferromagnetic insulators. Phys. Rev. Lett. 123, 016804. https://doi.org/10.1103/PhysRevLett.123.016804 (2019).

7. Russell, T. P., Anastasiadis, S. H., Menelle, A., Felcher, G. P. & Sattia, S. K. Segment density distribution of symmetric diblock copolymers at the interface between two homopolymers as revealed by neutron reflectivity. Macromolecules 24, 1575–1582. https://doi.org/10.1021/ma00070a020 (1991).

8. Schmidt, A., Spinke, J., Bayer, T., Sackmann, E. & Knoll, W. Streptavidin binding to biotinylated lipid layers on solid supports. A neutron reflection and surface plasmon optical study. Biophys. J. 63, 1385–1392 (1992).

9. Vacklin, H. P., Tiberg, F., Fragneto, G. & Thomas, R. K. Composition of supported model membranes determined by neutron reflectometry. Langmuir 21, 2827–2837. https://doi.org/10.1021/la047389e (2005).

10. Inoue, R. et al. Distributions of glass-transition temperature and thermal expansivity in multilayered polystyrene thin films studied by neutron reflectometry. Phys. Rev. E 83, 021801. https://doi.org/10.1103/PhysRevE.83.021801 (2011).

11. Aoki, H. Chain dynamics in spin-coated films of poly(methyl methacrylate) in a solvent annealing process. Polym. J. 51, 611–616. https://doi.org/10.1007/s11120-018-0171-x (2019).

12. Lee, K. H. et al. Correlation of diffusion and performance in sequentially processed PHPT/PCBM heterojunction films by time-resolved neutron reflectometry. J. Mater. Chem. C 1, 2593–2598. https://doi.org/10.1039/C3TC00063J (2013).

13. Porcar, L. & Gerelli, Y. On the lipid flip-flop and phase transition coupling. Soft Matter 16, 7696–7703. https://doi.org/10.1039/D0SM01161D (2020).

14. Sakurai, K. Neutron reflectometry tomography for imaging and depth structure analysis of thin films. Macromolecules 52, 10843–10853. https://doi.org/10.1021/acs.macromol.7b02761 (2017).

15. Aoki, H., Ogawa, H. & Takenaka, M. Neutron reflectometry tomography for imaging and depth structure analysis of thick films with in-plane inhomogeneity. Langmuir 37, 196–203. https://doi.org/10.1021/acs.langmuir.0c02744 (2021).

16. Buades, A., Coll, B. & Morel, J. M. A review of image denoising algorithms, with a new one. Multiscale Model. Simul. 4, 490–530. https://doi.org/10.1137/040616024 (2005).

17. Vaseghi, S. V. Advanced Digital Signal Processing and Noise Reduction (Wiley, 2008). (Google-Books-ID: vVgLv0ed3cgC).

18. Vincent, P., Larochelle, H., Lajoie, I., Bengio, Y. & Manzagol, P.-A. Stacked denoising autoencoders: Learning useful representations in a deep network with a local denoising criterion. J. Mach. Learn. Res. 11, 3371–3408 (2010).

19. Chen, H. et al. Low-dose CT via convolutional neural network. Biomed. Opt. Exp. 8, 679–694. https://doi.org/10.1364/BOE.8.006769 (2017).

20. Zhang, K., Zhao, W., Chen, Y., Meng, D. & Zhang, L. Beyond a Gaussian denoiser: Residual learning of deep CNN for image denoising. IEEE Trans. Image Process. 26, 3142–3155. https://doi.org/10.1109/TIP.2017.2662206 (2017).

21. Lore, K. G., Akintayo, A. & Sarkar, S. LLNet: A deep autoencoder approach to natural low-light image enhancement. Pattern Recogn. 61, 650–662. https://doi.org/10.1016/j.patcog.2016.06.088 (2017).

22. Polavarc, E., Asarow, D. & Campbell, M. G. Evaluating the signal-to-noise ratio and generating contrast for cryo-EM images with convolutional neural networks. IUCrJ 7, 1142–1150. https://doi.org/10.1107/S2052252520013184 (2020).

23. Wahl, J., Sjödahl, M. & Ramser, K. Single-step preprocessing of Raman spectra using convolutional neural networks. Appl. Spectrosc. 74, 427–438. https://doi.org/10.1002/asp.23379 (2020).

24. Greco, A. et al. Fast fitting of reflectivity data of growing thin films using neural networks. J. Appl. Cryst. 52, 1342–1347. https://doi.org/10.1107/S1600536719013111 (2019).

25. Greco, A. et al. Neural network analysis of neutron and X-ray reflectivity data: Pathological cases, performance and perspectives. Mach. Learn. Sci. Technol. 2, 045003. https://doi.org/10.1088/2632-2153/ab9fb1 (2020).

26. Doucet, M., Archibald, R. K. & Heller, W. T. Machine learning for neutron reflectometry data analysis of two-layer thin films. Mach. Learn. Sci. Technol. 2, 035001. https://doi.org/10.1088/2632-2153/ab2e57 (2021).

27. Sakajima, K. et al. Materials and life science experimental facility (MLF) at the Japan proton accelerator research complex II: Neutron scattering instruments. Quantum Beam Sci. 1, 9. https://doi.org/10.3390/qbxs1003009 (2017).
28. Takeda, M. et al. Current status of a new polarized neutron reflectometer at the intense pulsed neutron source of the materials and life science experimental facility (MLF) of J-PARC. Chin. J. Phys. 50, 161–170 (2012).
29. Parratt, L. G. Surface studies of solids by total reflection of X-rays. Phys. Rev. 95, 359–369. https://doi.org/10.1103/PhysRev.95.359 (1954).
30. Nelson, A. R. J. & Prescott, S. W. refnx: Neutron and X-ray reflectometry analysis in Python. J. Appl. Cryst. 52, 193–200. https://doi.org/10.1107/S1600576718017296 (2019).

Acknowledgements
This work was supported by JST-Mirai Program Grant Number JPMJMI18A2, Japan and partly by Grants-in-Aid (KAKENHI) from the Japan Society for the Promotion of Science. The NR measurements in MLF, J-PARC were conducted under the experiment proposals: 2020A0115, 2020B0076, 2020P0802, and 2021P0202. The sample preparation for the NR experiment was carried out at the Deuteration Laboratory in MLF, J-PARC.

Author contributions
H.A. conceived the project, coded the scripts, analyzed the data, and wrote the manuscript. Y.L. and H.A. conducted the neutron reflectometry experiments. T.Y. coded the CNN models. All of the authors reviewed the manuscript and agreed with the submission.

Competing interests
The authors declare no competing interests.

Additional information
Supplementary Information The online version contains supplementary material available at https://doi.org/10.1038/s41598-021-02085-6.

Correspondence and requests for materials should be addressed to H.A.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

© The Author(s) 2021