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Abstract
In this paper, we propose a new approach to employ the fixed-size ordinally-forgetting encoding (FOFE) (Zhang et al., 2015b) in neural languages modelling, called dual-FOFE. The main idea behind dual-FOFE is that it allows to use two different forgetting factors so that it can avoid the trade-off in choosing either small or large values for the single forgetting factor in the original FOFE. In our experiments, we have compared the dual-FOFE based neural network language models (NNLM) against the original FOFE counterparts and various traditional NNLMs. Our results on the challenging Google Billion Words corpus show that both FOFE and dual FOFE yield very strong performance while significantly reducing the computational complexity over other NNLMs. Furthermore, the proposed dual-FOFE method further gives over 10% relative improvement in perplexity over the original FOFE model.

1 Introduction
Language modelling is an essential task for many natural language processing (NLP) applications including speech recognition, machine translation and text summarization. The goal of language modelling is to learn the distribution over a sequence of characters or words; this distribution may be utilized for encoding the language structure (e.g. the grammatical structure) as well as extracting information from the corpora (Jozefowicz et al., 2016). In the recent years, the popularity of neural networks (NN) has been a significant driving force for language modelling (LM) research; the well-known NN-LM models includes the feedforward NN-LMs (FNN-LMs) (Bengio et al., 2001, 2003), recurrent NN-LMs (RNN-LMs) (Mikolov et al., 2010; Mikolov and Zweig, 2012) and the long short-term memory (LSTM-LMs) (Hochreiter and Schmidhuber, 1997). Among all, FNN-LMs often have a simpler and more efficient learning process, but they tend to underperform the other NN-LMs due to the limited capability to memorize the long term dependency in natural languages (Zhang et al., 2015b). However this drawback could be addressed by applying the fixed-size ordinally-forgetting encoding (FOFE) to FNN’s inputs. FOFE is an encoding method, which relies on the ordinally-forgetting mechanism to encode any word sequence based on the positions of words; this also allows the FOFE code to capture the long-term dependency (Zhang et al., 2015b). As shown in Zhang (2015b), FNN-LMs with FOFE can easily yield comparable performance as other NN-LMs. The key parameter in the FOFE method is the forgetting factor, which is responsible for determining the degree of sensitivity of the encoding with respect to the past context. However, the choice of a good value for the forgetting factor could be tricky since both small and large forgetting factors are offering different benefits.

In this paper, we propose a simple alteration to FOFE method, which allows to incorporate two forgetting factors into the fixed-size encoding of the variable-length word sequences. We name this approach as dual-FOFE. Our hypothesis is that by incorporating both the small and large forgetting factors in the FOFE encoding, the dual-FOFE is able to simultaneously optimize the abilities to capture the positional information as well as to model long term dependency. In our experiments, we have evaluated the proposed dual FOFE models on two large scale language modeling tasks, namely enwiki9 and Google Billion Words (GBW) corpora. Experimental results have shown that both FOFE models yield very competitive performance on these tasks, comparable with the state-
of-the-art systems but with significantly reduced learning complexity. Furthermore, the proposed dual-FOFE method further gives over 10% relative improvement in perplexity over the original FOFE model.

2 Related Work

In this section, we will briefly review the NN-LMs and the original FOFE method. The general idea behind NN-LM is to project the discrete words onto a continuous space, then learn to estimate the conditional probabilities of each known word within the projected space. The training of NN-LMs are often incredibly slow due to the inefficiency of softmax normalization when applied to the extremely large output layer. The solution currently used by many NN-LMs (including our models in this work) is to use noise contrastive estimation (NCE) (Gutmann and Hyvrinen, 2010). The basic idea of NCE is to reduce the probability estimation problem into a probabilistic binary classification problem (Mnih and Teh, 2012; Mnih and Kavukcuoglu, 2013).

2.1 Fixed-Size Ordinally Forgetting Encoding

Fixed-size ordinally-forgetting Encoding (FOFE) is an encoding method which generates a fixed-size representation, namely the FOFE code, for any variable-length word sequence (Zhang et al., 2015b). For a given word sequence \( S = \{w_1, w_2, ..., w_T\} \), let \( e_t \) denote the one-hot representation of the word \( w_t \). \( z_t \) for the FOFE code of the partial word sequence up to word \( w_t \) is computed as follows:

\[
z_t = \alpha \cdot z_{t-1} + e_t \quad (1 \leq t \leq T)
\]  

where \( \alpha \) (0 < \( \alpha \) < 1) denotes the forgetting factor, a parameter responsible for determining the degree of influence each time step of the past context has on the FOFE code. Obviously, FOFE can convert any variable-length sequence into a fixed-size representation up to word \( w_t \).

In regard to uniqueness of FOFE code, the code is said to be (almost) unique under the two theorems (proven in Zhang (2015a)):

**Theorem 1** If 0 < \( \alpha \) ≤ 0.5, then FOFE code is guarantee uniqueness for any values of vocabulary’s size and sequence’s length, except for a finite set of countable choices of \( \alpha \).

Furthermore, the chance of actually having any collisions for \( \alpha \) between 0.5 and 1 is nearly impossible in practice, due to quantization errors in real computer systems. Hence in practice, it is safe to argue that FOFE is able to uniquely encodes any variable-length sequence into a fixed-size representation.

2.2 FOFE for FNN-LMs

The idea of FOFE based NN-LMs is to use FOFE to encode the partial history sequence of past words in a sentence, then feed this fixed-size FOFE code to a feedforward neural network as an input to predict next word. As shown in Figure 1, the FOFE code could be efficiently computed via time-delayed recursive structure, where the symbol \( z^{-1} \) in the figure represents a unit time delay (or equivalently a memory unit) from \( z_t \) to \( z_{t-1} \).

The basic architecture for FOFE based FNN-LMs (called 1st-order) is the standard FNN architecture with an additional layer for encoding the input into FOFE code. However, in this work, we use the 2nd-order and 3rd-order FOFE FNN-LMs, which are shown to produce slightly better results (Zhang et al., 2015b). In a 2nd-order FOFE model, both the current partial sequences FOFE code (denoted as \( z_t \)) and the previous partial sequences FOFE code (denoted as \( z_{t-1} \)) are utilized to predict next word. In a 3rd-order FOFE model, all \( z_t, z_{t-1} \) and \( z_{t-2} \) are used as inputs to neural networks.

More recently, the FOFE methods have been successfully applied to many NLP tasks, including word embedding (Sanu et al., 2017), named entity recognition (Xu et al., 2017a), entity discovery and linking (Xu et al., 2016, 2017b).
3 Dual-FOFE

The main idea of dual-FOFE is to generate augmented FOFE encoding codes by concatenating two FOFE codes using two different forgetting factors. Each of these FOFE codes is still computed in the same way as the mathematical formulation shown in Equation (1). The difference between them is that we may select to use two different values for the forgetting factor (denoted as $\alpha$) for additional modeling benefits.

3.1 Intuition behind Dual-FOFE

As mentioned in the subsection 2.1, the values in a FOFE code are used to encode both the content and the order information in a sequence. This is achieved by a recursive encoding method where at each recursive step the code will be multiplied by the forgetting factor (\(\alpha\)) whose value is bounded by 0 < $\alpha$ < 1. In a practical computer with finite precision, this has an impact on the FOFE’s abilities to precisely memorize the long-term dependency of past context as well as to properly represent the positional information.

The FOFE’s ability to represent the positional information would improve with smaller forgetting factors. The reason is that that when $\alpha$ is small, the FOFE code ($z_t$) for each word vastly differs from its neighbour in magnitude. If $\alpha$ is too large (close to 1), the contribution of a word may not change too much no matter where it is. This may hamper the following neural networks to model the positional information. Conversely, the FOFE’s ability to model the long-term dependency of the older context would improve with larger forgetting factors. This is because when $\alpha$ is small, the contribution of a word from the older history may quickly underflow to become irrelevant (i.e. forgotten) when computing the current word.

In the original FOFE with just a single forgetting factor, we would have to determine the best trade-off between these two benefits. On the other hand, the dual-FOFE does not face such issues since it is composed of two FOFE codes: the half of the dual-FOFE code using a smaller forgetting factor is solely optimized and responsible for representing the positional information of all words in the sequence; meanwhile the other half of the dual-FOFE code using a larger forgetting factor is optimized and responsible for maintaining the long-term dependency of past context.

3.2 Dual-FOFE based FNN-LM

Figure 2: (Left) 2nd-order Dual-FOFE FNN-LM; (Right) 3rd-order Dual-FOFE FNN-LM.

As shown in Figure 2, the architecture of dual-FOFE based FNN-LMs is very similar to the original FOFE FNN-LMs. In the Dual-FOFE FNN-LMs, the input word sequence would have to pass through two branches of the FOFE layers (using two different forgetting factors) and each encoding branch will produce a FOFE code representing the input sequence. These two FOFE codes are then joined to produce the dual-FOFE code, which would be fed to FNNs to predict the next word.

It might also be worth noting that in our implementation we do not explicitly reset FOFE codes, i.e. $z_t$ value, at sentence boundaries. However, far-away histories will be gradually forgotten by the recursive calculation in FOFE due to 0 < $\alpha$ < 1 and finite precision in computers.

3.3 Dual-FOFE vs. Higher Order FOFE

As mentioned previously in the subsection 2.2, the higher order FOFE codes would utilize both the current and the previous sequence FOFE codes for prediction. Hence similar to dual-FOFE, the higher order FOFE could also maintain the sensitivity to both nearby and faraway context. Obviously a much higher order FOFE code may be required in order to achieve the same effect as dual-FOFE in terms of modelling long-term dependency. In this case, the higher order FOFE may also significantly increase the number of parameters in the input layer. At last, the dual FOFE

The difference in the location of the projection layer between Figure 1 and 2 simply indicates two equivalent ways to do word projection. Figure 1 was originally from Zhang (2015b), but they mentioned in text (without a figure) that it is more efficient to do projection as in Figure 2 and both methods are mathematically equivalent since both projection and FOFE steps are linear.
and the higher order FOFE are largely complementary since we have observed consistent performance gains when combining dual FOFE with either 2nd-order or 3rd-order FOFE in our experiments.

4 Experiments

In this work, we have evaluated the proposed dual-FOFE based FNN-LMs against various traditional neural language models on two corpora: i) enwik9 corpus: it consists of the first 1 billion bytes of English wikipedia dump, having total size of 170.8 million words; the corpus was divided into three parts: the training set (153M words), the test set (8.9M words), and the validation set (8.9M words); the vocabulary size is limited to 80k words (Zhang et al., 2015b). ii) Google Billion Words (GBW) corpus: it contains about 800 million words and the corpus is divided into two parts: the training set (792M words) and the test set (8M words); the vocabulary size for this corpus is limited to 800k words (Chelba et al., 2013).

4.1 Results on enwik9

In the experiments on the enwiki9 corpus, we have trained three dual-FOFE FNN-LMs with different forgetting factor pairs, one FOFE FNN-LM, and one tri-FOFE FNN-LM. All five models adopt a 2nd-order FOFE structure, employing a word embeddings of 256 dimensions, three hidden layers of 400, 600, 600 neurons and an output layer of 80k words (reflecting the vocabulary). Note that the dual-FOFE FNN-LMs have to double the size of input context windows since dual-FOFE essentially contain two FOFE codes. But this increase only accounts for a negligible faction of total model parameters.

As shown in Table 1, all three dual-FOFE FNN-LMs, using three pairs of forgetting factors as (0.5, 0.7) and (0.7, 0.9) and (0.5, 0.9), can significantly outperform other traditional models previously reported on this corpus. We also note that it is beneficial to include a relatively large forgetting factor, such as 0.9, in the dual FOFE models since such a large alpha may help to memorize much longer context in the inputs. When compared with the original FOFE counterpart, the dual-FOFE model using forgetting factors (0.5, 0.9) offers a relative gain of around 8% in test PPL.

It is worth noting that our dual-FOFE models can be extended to incorporate more than two alpha values. In fact after we have obtained a strong result supporting our dual-FOFE hypothesis, we have performed additional experiments using three alpha values, the so-called tri-FOFE model. The result on Table 1 has shown that the tri-FOFE FNN-LMs still slightly outperforms the dual-FOFE models. However, the gain is marginal. This leads us to believing that further extension of more alpha values in FOFE would be of limited use.

4.2 Results on Google Billion Words (GBW)

In the experiments on the GBW corpus, we have trained one dual-FOFE FNN-LM and one FOFE FNN-LM. Following the best dual-FOFE model configuration on the previous corpus, this dual-FOFE FNN-LM uses the same pair of dual forgetting factors (0.5, 0.9). Both models adopt a 3rd-order structure, employing word embeddings of 256 dimensions, three hidden layers each of 4096 neurons, a compression layer with 720 neurons, and an output layer of 800k words (reflecting the vocabulary). Although dual-FOFE FNN-LM has doubled the size of input context windows of FOFE FNN-LM, the total number of model parameters in both models are almost equal, roughly 0.82 billion parameters.

As shown in Table 2, the dual-FOFE FNN-LM is able to produce a very competitive performance, comparable with the best previously reported results on this task, such as GCNN-13 (Dauphin et al., 2016) and LSTM-LM (Jozeňowicz et al., 2016). The dual-FOFE FNN-LM are among the few single-model systems that are able to achieve test PPL below 40 on this task. Furthermore, our proposed dual FOFE model can significantly reduce the computational complexity, e.g., our model has a relatively smaller number of parameter (0.82B parameters) and it requires much less hardware resource to train (using only 1 GPU in our experiments). When compared with the original FOFE counterpart, the dual-FOFE FNN-LM is able to provide approximately 11% relative improvement in PPL.

5 Conclusions

In this paper, we have proposed a new approach of utilizing the fixed-size ordinally-forgetting encoding (FOFE) method for neural network lan-
Table 1: Test PPL of various LMs on enwiki9.

| Model                                      | Architecture                                                                 | PPL  |
|--------------------------------------------|------------------------------------------------------------------------------|------|
| KN 3-gram (Zhang et al., 2015b)            | -                                                                           | 156  |
| KN 5-gram (Zhang et al., 2015b)            | -                                                                           | 132  |
| FNN-LM 2-gram (Zhang et al., 2015b)        | [2*200]-600-600-80k                                                        | 150  |
| FNN-LM 3-gram (Zhang et al., 2015b)        | [3*200]-400-400-80k                                                         | 131  |
| FNN-LM 4-gram (Zhang et al., 2015b)        | [4*200]-400-400-80k                                                         | 125  |
| RNN-LM (Zhang et al., 2015b)               | [1*600]-80k                                                                 | 112  |
| FOFE[\(\alpha=0.7\)] FNN-LM (Zhang et al., 2015b) | [2*200]-600-600-80k                                                      | 107  |
| FOFE[\(\alpha=0.7\)] FNN-LM               | [2*256]-400-600-600-80k                                                     | 104.8|
| Dual-FOFE[\(\alpha=0.5,0.7\)] FNN-LM     | [2*2*256]-400-600-600-80k                                                  | 101.7|
| Dual-FOFE[\(\alpha=0.7,0.9\)] FNN-LM     | [2*2*256]-400-600-600-80k                                                  | 97.0  |
| Dual-FOFE[\(\alpha=0.5,0.9\)] FNN-LM     | [2*2*256]-400-600-600-80k                                                  | 96.6  |
| Tri-FOFE[\(\alpha=0.5,0.7,0.9\)] FNN-LM  | [3*2*256]-400-600-600-80k                                                  | 95.9  |

Table 2: Test PPL of various LMs on Google Billion Words.

| model                                      | PPL   | #param | hardware |
|--------------------------------------------|-------|--------|----------|
| Sigmoid-RNN-2048 (Ji et al., 2015)         | 68.3  | 4.1B   | 1 CPU    |
| Interpolated KN 5-gram & 1.1B n-grams (Chelba et al., 2013) | 67.6  | 1.8B   | 100 CPUs |
| Sparse Non-Negative Matrix LM (Shazeer et al., 2015) | 52.9  | 33B    | -        |
| RNN-1024 + MaxEnt 9-gram (Chelba et al., 2013) | 51.3  | 20B    | 24 GPUs  |
| LSTM-1024-512 (Jozefowicz et al., 2016)     | 48.2  | 0.82B  | 40 GPUs  |
| LSTM-2048-512 (Jozefowicz et al., 2016)     | 43.7  | 0.83B  | 40 GPUs  |
| LSTM + CNN input (Jozefowicz et al., 2016)  | 30.0  | 1.04B  | 40 GPUs  |
| GCNN-13 (Dauphin et al., 2016)              | 38.1  | -      | 1 GPU    |
| FOFE[\(\alpha=0.7\)] FNN-LM [3*256]-4096*3-720-800k | 43.6  | 0.82B  | 1 GPU    |
| Dual-FOFE[\(\alpha=0.5,0.9\)] FNN-LM [2*3*256]-4096*3-720-800k | 39.0  | 0.82B  | 1 GPU    |

As the name implies, this approach involves to produce a new fixed-sized representation for any variable-length sequence from a concatenation of two FOFE codes. This would have allowed us to select two values for the forgetting factors. One FOFE code with a smaller forgetting factor is responsible for representing the positional information of all words in the sequence while the other using a larger forgetting factor is responsible for modelling the even longer term dependency in far away history. Our experiments on both enwiki9 and Google Billion Words (GBW) tasks have both demonstrated the effectiveness of the dual-FOFE modeling approach. Experimental results on the challenging GBW corpus have shown that the dual-FOFE FNN-LM has achieved over 10% improvement in perplexity over the original FOFE FNN-LM, without any significant drawback in model and learning complexity. When compared with other traditional neural language models, the dual-FOFE FNN-LM has achieved competitive performance with significantly lower computational complexity.
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