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Abstract

Recommender Systems (RecSys) have a major role in e-commerce for recommending products, which they may like for every user and thus improve their business aspects. Although many types of RecSys are there in the research field, the state of the art RecSys has focused on finding the user similarity based on sequence (e.g. purchase history, movie-watching history) analyzing and prediction techniques like Recurrent Neural Network in Deep learning. That is RecSys has considered as a sequence prediction problem. However, evaluation of similarities among the customers is challenging while considering temporal aspects, context and multi-component ratings of the item-records in the customer sequences. For addressing this issue, we are proposing a Deep Learning based model which learns customer similarity directly from the sequence to sequence similarity as well as item to item similarity by considering all features of the item, contexts, and rating components using Dynamic Temporal Warping (DTW) distance measure for dynamic temporal matching and 2D-GRU (Two Dimensional-Gated Recurrent Unit) architecture. This will overcome the limitation of non-linearity in the time dimension while measuring the similarity, and the find patterns more accurately and speedily from temporal and spatial contexts. Experiment on the real world movie data set LDOS-CoMoDa demonstrates the efficacy and promising utility of the proposed personalized RecSys architecture.
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1. Introduction

A Recommender System refers to a system that is capable of predicting the future preference of a set of items for a user, and recommends the top items [1]. The growth of RecSys has been progressed from the traditional RecSys based on missing rating findings using collaborative filtering [2], content-based filtering [3] and hybrid RecSys [4], to context aware [5], cross-domain [6] RecSyss and their complexities in nature leads to Deep Learning based RecSys models [7]. Those systems provide a more personalized way of finding items of interest of each user within a huge collection of products. It has a wide range of applications in e-commerce, media streaming and for the improvement of our automated daily online experience. Such systems process the past data from the user community and analyses it for finding the patterns in the data and thus the probability of their interest toward the items. The items may vary depending upon the applications. It may be purchase history, watched movies, their clicks on advertisements, cites visited, etc.

The research in this field has traditionally based on the completion of matrix formulation. The interactions between each user and items (e.g., rating) from the past is given as a matrix, the major role of RecSys is to predict the missing interaction among them [2-4]. This will be suited for user’s long-term behavior prediction with a view of there is one and only one interaction between each user and items exists. While we are considering user’s short-term preferences, the traditional matrix method is not that much successful in RecSys like Session based ones [8].

The main drawbacks found in traditional RecSys, which utilize matrix formulation is that they only consider long terms sequence and only one interaction between user and item. In many real life applications user interactions may vary depends on contexts and time and needs to consider short-term interest also. In this scenario the concept and scope of Sequence aware RecSys is arrived. Those consider recommendation as a sequence prediction problem [9].

The sequence modeling for RecSys utilizes one among Markov Models [10], Reinforcement Learning and Recurrent Neural Networks [11-15] for modeling the user sequences. Due to the complexity and data sparsity problems Markov models are not suited for every application. The sequence aware RecSys is one among the most successful application of Deep Learning which is in exploration now because of its powerfulness in computing very large and variety datasets. The recent researches show that from among the various DL techniques Recurrent Neural Networks (RNN) is well suited for Sequence Aware RecSys Models, especially the RNN variants such as LSTM and GRU.

The existing research works considers user sequences without considering individual users and items. That is, they are trying to find the similarity patterns from the one-dimensional sequences, there exists no consideration about users and their context and the features of the objects. Here we are proposing a RNN model, which helps to find the patterns from two-dimensional sequences, which includes both user and item characteristics for an improved personalized recommendation. However, evaluation of similarities among the customers is challenging while considering temporal aspects, context and multi-component ratings of the item record sequences in the overall customer sequences. For addressing this issue, we are proposing a Deep Learning based Model, which learns customer similarity directly from the item-item similarity as well as sequence-to-sequence similarity by considering all features of the item, contexts, and rating components using 2DRNN (Two Dimensional Recurrent Neural Network) Architecture [16,17]. This will learn the similarity between two item record
sequences through Dynamic Temporal pattern matching in customer sequences. Experiment on real world movie Data set LDOS-COMODA demonstrates the efficacy and promising utility of the proposed personalized RecSys Architecture.

The remaining sections of the paper has organized as follows: first, we discuss the relevant works related to sequential recommendation, application of RNN in different domains. Following this our proposed approach has depicted in detail which is followed by the experimental and evaluation part of our work. Finally, we conclude this paper and discuss potential future work.

2. Related Work

The recent researches in the area of RecSys have considered recommendation problem as a sequence prediction problem by measuring the similarity between various user sequences. Deep Learning techniques such as RNN is well suited for Sequence Aware RecSys Models, especially the RNN variants such as LSTM and GRU. Among the two gated RNNs, GRU is the one with less complicated recurrent cell and solves the vanishing gradient problem. While considering multiple contexts along with items in user sequences, there is a scope of 2D-GRU along with DTW for measuring the user similarity instead of Euclidean distance.

2.1. Sequence-Aware Recommendation

The state of the art RecSys has focused on finding the user similarity based on sequence (e.g. purchase history, movie-watching history) analyzing and prediction techniques like Recurrent Neural Network in Deep learning [11-15]. It utilizes the rich set of information maintained in a sequentially ordered user interaction logs of the applications for finding the user similarity. That is RecSys has considered as a sequence prediction problem to predict the next object in the sequence [9]. It is well suited for considering multiple interactions and both long and short-term patterns.

The relevance of sequence-aware RecSys is high in many practical applications and many works has proposed recently in this area. Sequence modeling is one among them. The input of this system is sequential and of time stamped list of user interactions in the past. The computational tasks have mainly focused on finding the user similarity patterns among the user’s sequence [10]. In addition, the output is an ordered list of items that the user may interested in future.

2.2. Recurrent Neural Network

RNN based models have been widely used in many DL tasks when both inputs and outputs are of variable length in speech recognition, natural language processing etc. [11-15]. The uniqueness of RNN is that hidden states of the network is connected with both current and previous inputs of the network, which makes it suitable for sequence or time series based models. The structure of RNN is depicted in Fig. 1 and calculates hidden state \( h_t \) at time \( t \) from current input \( x_t \), previous hidden state \( h_{t-1} \) as:

\[
    h_t = \tanh(Wx_t + Uh_{t-1}),
\]

Where the matrices W and U are the parameters of the model.

In the conventional feed-forward neural networks, all test cases are considered to be independent. That is when fitting the model for a particular time, there is no consideration
for the data on the previous time steps. This dependency on time is achieved via Recurrent Neural Networks. Due to the problem of gradient explosion and vanishing, standard RNN has not been successful in finding long-term dependency well. For solving these issues, gated mechanism is embedded with RNNs and it leads to the development of Long Short Term Memory (LSTM) [18,19] and Gated Recurrent Unit(GRU) [20]. Fig. 1 Compares the structure of RNN variants.

### 2.2.1. Long-Short Term Memory(LSTM)

LSTM incorporates memory units for solving the vanishing gradient problem, which gives the ability to the network to learn when to forget and when to update the previous hidden states while considering a new information [18,19]. A traditional LSTM calculates hidden state $h_t$ at time $t$ from the current input $x_t$, previous hidden state $h_{t-1}$ and the activation function $h_t$ calculated using a memory cell $c_t$, input gate $i_t$, a forget gate $f_t$, and an output gate $o_t$ as:

\begin{align}
    i_t &= \sigma(U_i x_t + W_i h_{t-1}) \\
    f_t &= \sigma(U_f x_t + W_f h_{t-1}) \\
    o_t &= \sigma(U_o x_t + W_o h_{t-1}) \\
    \hat{c}_t &= \tanh(U_g x_t + W_g h_{t-1}) \\
    c_t &= \sigma(f_t \odot c_{t-1} + i_t \odot \hat{c}_t) \\
    h_t &= \tanh(c_t) \odot o_t
\end{align}

Where $\sigma$ a logistic is is function and $\odot$ is an elementary multiplication operation.

### 2.2.2. Gated recurrent unit (GRU)

While LSTM has shown to be a viable option to avoid exploding/vanishing gradient problem, the memory cells in the architecture leads to increased memory requirement. GRU is also similar to LSTM, where as separate memory cell doesn’t include in its architecture. GRU has an update and reset gate in the network, which deals with the update degree of each hidden states, that is it decides which information has to pass to the next state and which are not needed to be passed [9,10]. GRU calculates hidden state $h_t$ at time $t$ from the output of the update gate $z_t$, reset gate $r_t$, current input $x_t$, previous hidden state $h_{t-1}$ is calculated as :

\begin{align}
    z_t &= \sigma(W_z x_t + U_z h_{t-1}) \\
    r_t &= \sigma(W_r x_t + U_r h_{t-1}) \\
    \hat{h}_t &= \tanh(W x_t + U (r_t \odot h_{t-1})) \\
    h_t &= (1 - z_t) h_{t-1} + z_t \hat{h}_t
\end{align}

Where $\sigma$ a logistic is function and $\odot$ is an elementary multiplication operation.
2.3. Role of Gated RNNs in various Application Domains

RNN is a type of artificial deep learning neural network designed to process sequential data and recognize patterns in it (that’s where the term “recurrent” comes from). Gated RNNs such as LSTM and GRU stand at the foundation of the modern-day marvels of artificial intelligence. They provide solid foundations for deep learning applications to be more efficient, flexible in its accessibility and most importantly, more convenient to use. Despite of the traditional sequence prediction applications, gated RNN models can effectively utilized for the state of the art AI applications. The trending application domains which are being effectively utilized and few recent papers are listed out in Table 1.

Table 1. Application Domains of Gated RNNs

| Application Domains                     | Author Name & paper ID | Sub-Domains                      | Gated-RNN Architecture |
|----------------------------------------|------------------------|----------------------------------|------------------------|
| Natural Language Processing            | Zheng et.al.[21]       | Machine Translation              | GRU                    |
|                                        | Yao et.al.[22]         | Machine Translation              | Depth Gated LSTM       |
|                                        | Viswanadan et.al.[23]  | Machine Comprehension            | LSTM & GRU             |
|                                        | Jiao et.al.[24]        | Lexical Analysis                 | BI-GRU                 |
|                                        | Chen et.al.[25]        | Relation Extraction              | Bi-Tree-GRU            |
|                                        | Yao et.al.[26]         | NLP Analysis                     | Improved LSTM          |
|                                        | Mohammed et.al.[27]    | Speaker, Language, and Gender Identification | LSTM |
| Speech/Audio/Music Analysis & Synthesis| Garcia et.al.[28]      | Music Generation                 | LSTM & GRU             |
|                                        | Madhok et.al.[29]      | Music Generation                 | Stacked LSTM           |
|                                        | Song et.al.[30]        | Music tagging                    | GRU                    |
|                                        | Xie et.al.[31]         | Speech emotion classification    | LSTM                   |
|                                        | Kang et.al.[32]        | Speech recognition               | LSTM                   |
|                                        | Nakyama et.al.[33]     | Audio Chord classification       | LSTM & GRU             |
|                                        | Chen et.al.[34]        | Voice detection                  | GRU                    |
|                                        | Shlo et.al.[35]        | Human interaction recognition    | Hierarchical LSTM      |
|                                        | Shlo et.al.[36]        | Person-Person Action Recognition | Concurrent LSTM        |
|                                        | Tang et.al.[37]        | Group Activity recognition       | Coherence Constrained Graph LSTM |
|                                        | Yan et.al.[38]         | Group Activity recognition       | Bi-LSTM                |
|                                        | Vahora et.al.[39]      | Group Activity recognition       | CNN, GRU/LSTM          |
| Category                | Application                              | Model                  |
|-------------------------|------------------------------------------|------------------------|
| **Bioinformatics**      | Human Activity Recognition               | Self-Gated RNN(LSTM/GRU) |
|                         | RNA- Sequencing                          | LSTM & GRU             |
|                         | Protein Family classification            | Vanila RNN,LSTM & GRU  |
|                         | Protein Domain Boundary prediction       | CNN & GRU              |
|                         | Protein identification                   | GRU                    |
|                         | Protein disorder Prediction              | Bi-LSTM                |
|                         | Protein Function Prediction              | LSTM                   |
|                         | Process Instance Classification         | GRU & LSTM             |
|                         | Business Process Monitoring              | LSTM                   |
|                         | Anomaly classification                   | LSTM & GRU             |
| **Health Care Management** | Credit Risk Management                   | BI-GRU                 |
|                         | Medical event detection                 | LSTM & GRU             |
|                         | Risk Prediction                          | LSTM                   |
|                         | Prediction of Disease Progression       | GRU                    |
|                         | Prediction of diseases                  | LSTM                   |
|                         | Clinical event prediction               | LSTM                   |
|                         | Inpatient health care                   | LSTM                   |
|                         | Treatment Migration prediction           | GRU                    |
|                         | Clinical event prediction               | GRU                    |
| **Recommender System**  | Product recommendation                  | GRU                    |
|                         | Event recommendation                    | GRU & TCN              |
|                         | POI recommendation                       | LSTM                   |
|                         | Tag recommendation                      | Bi-LSTM                |
|                         | POI & Product recommendation            | Encoder Decoder LSTM   |
|                         | POI recommendation                      | LSTM                   |
|                         | POI recommendation                      | BiGRU                  |
|                         | Product recommendation                  | LSTM & GRU             |
|                         | Music recommendation                    | LSTM                   |
|                         | Movie recommendation                    | LSTM & CNN             |
|                         | Fashion recommendation                  | LSTM                   |
|                         | User activity recommendation            | Stacked LSTM           |

From the Table 1, it is clear that most of the applications are using LSTM or GRU alternatively for solving the Vanishing Gradient problem. Some researchers experiment their model with both network and compare their results [23,28,33,39,40-42,47,49,51]. The prediction of which model will be good is difficult. We choose GRU for our application because of its less complicated recurrent cell (it uses two gates instead of 3, like an LSTM). Also, in contrast to LSTM, the GRU exposes the whole state at each time step and computes a linear sum between the existing state and the newly computed state.
2.4. GRU for RecSys models

In this section, we briefly discuss about the various RecSys models, which utilizes GRU architecture for finding user similarity and predicting the next items in the sequence aware RecSyss.

The specific properties of RNN make them suitable for sequence modeling applications [76]. Gated architectures of RNN includes gating units for controlling information flow over the network and makes it suitable for processing long term sequences. Thus, GRU came in action for such systems. As a first attempts GRU has used for sequential recommending without any modifications [77-82]. Global behavior among the users has measured by treating every sequence equivalently using any similarity measuring techniques.

The proposed approaches in literature more often focus only the user consumption sequences without considering content, context and user specific information. The focus of GRU Model proposed in [77] is pair wise learning for session-based systems. Hidasi et al. [78] enhances this pair wise approach to include feature rich content information simultaneously as input to the GRU layer. GRU4Rec is the basic GRU for RecSyss. In [82] sequence learning and user characteristics learning have been done independently by using RNN and feed forward network respectively. In [83] they utilize two separate RNN for training and modeling sequence and user information. The outputs of both RNN have used further for processing auxiliary parameters.

Tan et al. [80] deals content information in preprocessing step to reduce the effect of outdated features and the resultant subset is processed by the second model. Session based RecSyss have implemented effectively with GRU [85]. Recently contexts have also considered as input along with the sequence data [86-89].

It is important to deal with high-dimensional content information in this big data era. While most of the sequential models developed so far has designed for low-dimensional data. High dimensional data contents leads to more accurate and personalized recommendation. 2D GRU is a variant of GRU to model 2 dimensional (matrix or tensor) data, which utilizes a different sequential model for matching signals instead of the hierarchical approach in traditional GRU. The concept of 2D GRU, introduced in Match-SRNN [16], recursively scans from top left to bottom right in a spatial data. Later in Information Retrieval, DeepRank [17] architecture effectively utilizes this concept and compares with Convolutional Neural Networks(CNN).

Most of the models find similarity based on Euclidean distance measures, here we are introducing DTW algorithm for that purpose. It overcomes the problem of sensitivity to distortion along time axis. DTW is distance measure algorithm for pattern detection. It measures the similarity between two speed varied temporal sequences. Dynamic programming approach has used in DTW for minimizing the distance measure such as Euclidean distance. The approximate optimal alignment of two sequences has carried out by a warping path. DTW has already proved his role in the area of speech recognition [71], DNA Sequence mining [72], online streaming monitoring [73] and entertainment [74]. It overcomes the weakness of Euclidean measure (sensitivity to distortion in time axis) thus; it achieves great success in many time series pattern-matching applications [75].

We are proposing 2D-GRU for efficiently handling two dimensional data sequences, which contain user contents, item contents, ratings and their contexts along with DTW for similarity measures.
This work progresses along three directions:
1) A Deep learning model for directly learning customer similarity from all aspects of available contexts using the GRU architecture.
2) Personalized RecSys model that is able to adapt various classification techniques in the recommendation step over a few further timestamps,
3) Modification of the model by adding a preprocessing module makes it suitable for multi-domain applications.

3. Proposed GRU Architecture for Context Aware Recommendations

To cope up with the challenges of personalized sequence aware predictions, this paper proposing a GRU architecture for computing the similarity between user data sequences by using a structure like DTW, which brings adequate temporal dynamics for user sequences. The three step temporal matching structure has shown in Fig. 2. In first step the distance between each records of two user data sequences are measuring using DTW [71-75], in the second step 2D-GRU is applying for calculating the overall similarity among two customer data matrix/tensors [16,17] and the third step focus on calculating the final distance by applying linear scoring function.

![Fig. 2. Proposed GRU Architecture](image)

3.1. Setup and Input

Let C is the set of N customers represented as \( C = \{C_1, C_2, \ldots, C_N\} \). The customers buying history is organized as two-dimensional sequences, which includes both user and item characteristics for an improved personalized recommendation. Each customer data sequence has represented as set of unified vectors, which represents each item purchase records of them. Given two customer sequences, \( C_1 = \{X_1, X_2, \ldots, X\} \) and \( C_2 = \{Y, Y_2, \ldots, Y_n\} \), where \( X_i \) and \( Y_j \) represents the \( i^{th} \) and \( j^{th} \) purchase vector of customer \( C_1 \) and \( C_2 \) respectively and it is represented as \( C_1(X_i) = (X_{i1}, X_{i2}, \ldots, X_{ip}) \) and \( C_2(Y_j) = (Y_{i1}, Y_{i2}, \ldots, Y_{ip}) \). Thus the
problem is to learn customer similarity directly from the item-item similarity as well as sequence-to-sequence similarity by considering all features of the item, contexts, and rating components.

3.2. Phases of Proposed GRU Architecture

Our proposed model has 3 stages for measuring the similarity between multimodality customer purchase sequences as shown in Fig. 2:

Phase 1: Calculating the distance of two records with improved temporal matching based similarity measures.

Phase 2: Calculating the distance between each pair of customer sequences using 2D-GRU.

Phase 3: Computing the overall similarity score using linear scoring functions.

3.2.1. Phase 1: Improvements in Record-Similarity Measuring Technique using DTW

For each customer, after normalizing the data to a unified vector from multiple modalities, the similarity between them is calculated. Typically, by applying Euclidean distance measure \[ d_{ij} = \sqrt{\sum_{k=1}^{n} (x_{ik} - y_{ik})^2} \] (6), the similarity is calculated by measuring the distance between the sequences.

Euclidean distance \( d_{ij} \) is calculated using equation (7) and thus the similarity is measured.

For calculating sequence similarity, first we have to calculate current item-record similarity and then previous sequence similarity. The term previous sequence denotes the sequence of purchase records from 1st to \( i \)th. For measuring the similarity between the prefixes, \( C_1[1:i] \) and \( C_2[1:j] \) has to be calculated from the distance between the sub prefixes \( \hat{h}_{i-1,j}, \hat{h}_{i,j-1}, \hat{h}_{i-1,j-1} \) and the current record distance as

\[
\hat{h}_{i,j} = f \left( \hat{h}_{i-1,j}, \hat{h}_{i,j-1}, \hat{h}_{i-1,j-1}, \hat{d}(x_i, y_j) \right)
\] (7)

Where \( \hat{d}(x_i, y_j) \) represent the distance between \( i \)th item record of \( C_1 \) and \( j \)th item record of \( C_2 \) and \( \hat{h}_{i-1,j} \) denotes the distance among the prefixes \( C_1[1:i-1] \) and \( C_2[1:j] \).

For modeling temporal dynamics, the direct similarity measuring techniques is not efficient. The temporality of events (purchasing, watching movie) in their sequence may differ in local arrangement and speed, although the customers show overall similarity trends. That is two customers may buy similar products or watching similar movies, but the timestamps of their purchase may differ or frequency may differ, all those things leads to noise in learning. To overcome the limitation of non-linearity in the time dimension, a deep learning structure, inspired by DTW is designed. The DTW distance is calculated using the below equation (7) in a recursive way.

\[
dtw(i,j) = d(x_i, y_j) + \min \{dtw(i-1,j), dtw(i,j-1), dtw(i-1,j-1)\}
\] (8)

Where \( d(x_i, y_j) \) is the distance of two observations \( x_i \) and \( y_j \).
Fig. 3. The DTW matching Process

Fig. 3 illustrates the matching process between two customers C1 and C2 using the design inspired by DTW [72].

For the simplicity of illustration, only binary features are considered. Given customers C1 = (0, 0, 1, 1, 1, 0, 0, 0, 1, 1) and C2 = (0, 0, 1, 1, 0, 0, 0, 1), the \( i \)th feature value of C1 is denoted as \( x_i \) and the \( j \)th feature value of C2 is denoted as \( y_j \). The two waveforms in Fig. 3 represent the two customers C1 and C2. There exists overall similarity between the waveforms of C1 and C2, because their difference in dimensionality Euclidean distance will not apt. By aligning C1 and C2 in time dimension, similarity can measure using DTW. At timestamp 5 as in Fig. 3, the time axis is “Warped” by measuring the distance of \((x_5, y_4)\) instead of \((x_5, y_5)\) since \((x_5, y_4)\) is shorter in comparison. The necessity of warping is also exists at \((x_8, y_7)\) and \((x_10, y_8)\).

3.2.2. Phase 2: Calculating the distance between two Customer sequences

For measuring the similarity customer purchase record sequences, an RNN architecture is introduced along with a DTW to improve the temporal dynamics in the customer sequences. The concepts of DTW and 2D-GRU along with ranking loss functions can be combined and form a deep architecture for temporal sequence similarity learning. Fig. 4 depicts the structure of a 2D-GRU, which has chosen as function \( f \).

Fig. 4. Structure of a 2D-GRU unit[16]

The two gates of GRU, update \( \tilde{z} \) and reset \( \tilde{r} \), controls the three directional inputs from previous units. The value of \( x \) is directly inputting to \( h_{i,j} \).

The vanishing gradient problem of RNN has resolved by GRU with two gates of it. Here we are utilizing 2D-GRU, the enhanced version of traditional GRU. In this the information to be discarded is decided by the reset gate \( \tilde{r} \) and the storage of the information in the hidden-state is decided by the update gate \( \tilde{z} \). The input from previous unit comes along three
directions, (i, j-1), (i-1, j) and (i-1, j-1), for the particular position (i, j) and it is represented as I, t and d. so both gates has the control of information along 3 directions. The unit also has another input along with the previous three, that is $d_{i,j}$, the distance. At time $T$, by concatenating the vectors $h_{i-1,j}, r_{i,j}, h_i, j-1, t$, and the input vector $q_t$ is formed by the following formulae.

$$q_t = \sigma(W_t h_{i-1,j}, r_{i,j}, h_i, j-1, t, d_{i,j})$$ (9)

The value of the two gates are computed as

$$\hat{r}_t = \sigma(W_r q_t + b_r)$$ (10)
$$\hat{z}_t = \sigma(W_z q_t + b_z)$$ (11)

Where $W_r$ and $W_z$ are the coefficient of weights corresponding to both gates, and the threshold of both gate is represented as $b_r$ and $b_z$.

Overall matching score $\hat{h}_{ij}'$ is calculates as:

$$\hat{h}_{ij}' = \tanh(\hat{r}_t, \hat{z}_t, h_{i-1,j}, r_{i,j}, h_i, j-1, t, d_{i,j}, d_{i,j})$$ (12)

The hidden state is computed as

$$h_{ij} = W_m (\hat{r}_t \odot (\hat{h}_{i-1,j}, r_{i,j}, h_i, j-1, t, d_{i,j})) + \hat{b}$$ (13)

Where $W_m$ and $U_m$ are the reset gate parameters, $\hat{w}$ weight corresponding to distance between customers. $\odot$ Position vice multiplication of elements (Hadamard product)

### 3.2.3. Phase 3: Overall similarity Measure and Optimization

The customers overall similarity can be computed from the last output of the 2D-GRU model, i.e. $h_{mn}$, using a linear function, since the model starts scanning the inputs from along the direction (0,0) to (m, n).

The overall similarity has computed using the formula:

$$S(C_1, C_2) = W_s h_{mn} + \hat{b}_s$$ (14)

Where $W_s$ and $\hat{b}_s$ represents linear function parameters.

As a first step of the optimization, we select the loss function as pairwise ranking loss. If the matching score of $(C_1, C_2)$ is less than that of $(C_1, C_2^-)$ in the triplet $(C_1, C_2^+, C_2^-)$, the pairwise loss function is defined as

$$L(C_1, C_2^-) = \max(0, 1 + M(C_1, C_2^+)) - M(C_1, C_2^-)) + \lambda \|\theta\|_2^2$$ (15)

Where $\theta$ indicates the parameters of the GRU, constitutes the reset gate parameters $W_r, \hat{b}_r$, update gate parameters $W_z, \hat{b}_z$, memory gate parameters $\hat{w}; U, \hat{b}$, and the dimension transformation parameters $W_s, \hat{b}_s$.

$$\theta = \{W_t, \hat{b}_t, W_r, \hat{b}_r, W_z, \hat{b}_z, U, \hat{b}, W_s, \hat{b}_s\}$$ (16)

Back-propagation along with mini-batch SGD (Stochastic Gradient Descent) with AdaGrad is used to train the parameters of the GRU network.

### 3.3. Personalized Recommendation

Customer similarity learned from the model has utilized for personalized recommendation of items of their preference under various contexts. For a queried customer, first N most similar customers have retrieved to create a sub-population. Here we recommend ordered items that the user may purchase on next few time-periods, the recommendation task has been considering as a task of ordinal classification. For the classifier the model is capable of admitting any classifier with multiclass classification. In this work, we are using multi class
Support Vector Machine (SVM) classifier using one versus rest strategy and the classifier model has trained using the sub-population of the similar patients.

4. Results and Discussion

The main difficulty for experimenting with our proposed architecture is the lack of available context rich data set. A recent survey has conducted that focused on the dataset available for the context aware RecSys [90]. From that survey, we found 5 datasets, which focus on different types of items and include corresponding contexts: movies in DePaulMovie and LDOS-CoMoDa songs in InCarMusic apps in Frappe Points of Interest (POIs) in STS and hotels in the TripAdvisor datasets for implementing DTW-2DGRU model. We choose one among them by looking various statistics of the datasets. We evaluate the performance of DTW-2DGRU model with various evaluation metrics used in RecSys such as Precision, Recall, F-Measure, MSE, RMSE. Then compare the results with various existing recurrent context aware recommender systems for showing the improvements in performance and accuracy of our DTW-2DGRU Model.

4.1. Datasets

We evaluate the performance of our architecture for context aware recommendation; we use one among the six available context aware datasets, which focus on different types of items such as movies, music, apps, Point of Interest and hotels. Table 2 shows statistics and contextual attributes of each dataset, which made it suitable for our purpose.

For our architecture implementation and evaluation, we select LDOS-CoMoDa [91] Dataset because it has adequate number of contextual attributes and less percentage of unknown contextual values as shown in Table 2. It is a movie dataset focused on specific use cases of movies. LDOS-CoMoDa consists of both dynamic contexts (varies according to time and state of the user) and static contexts (information related to items that will never change). Our architecture is suitable for both type of contexts, it deals all the contexts in the form of a matrix. There are 4% of missing values exists in the database it is marked as -1.

| Dataset     | Brief Description | Context attributes | #users | #Items | #Ratings | % of unknown values |
|-------------|-------------------|--------------------|--------|--------|----------|---------------------|
| DePaulMovie | Movie             | Time, Location, Companian | 97     | 79     | 5043     | 28.71%              |
| LDOS-CoMoDa | Movie             | Time, Day type, Season, Location, Weather, Social environment, End emotion, dominant emotion, Mood, Physical status, Decision point, Interaction status | 121    | 1232   | 2296     | 4.00%               |
| InCarMusic  | Music             | Landscape, Mood, Natural phenomena, Road type, Sleepiness, Traffic conditions, Weather | 42     | 139    | 4012     | 90.54%              |
| Frappe      | Apps              | Daytime, Weekday, Homework, Weather, Country, City | 957    | 4082   | 96203    | 23.09%              |
Table 3. Contextual details of LDOS - CoMoDa dataset

| Type of Context | Data Fields | Values | Contextual variables |
|-----------------|-------------|--------|----------------------|
| Dynamic         | itemID      | 1 -4138, some missing |                   |
|                 | rating      | 1-5    | Morning, Afternoon, Evening, Night |
|                 | time        | 1-4    | Working day, Weekend, Holiday |
|                 | datatype    | 1-3    | Spring, Summer, Autumn, Winter |
|                 | location    | 1-3    | Home, Public place, Friend's house |
|                 | weather     | 1-5    | Sunny / clear, Rainy, Stormy, Snowy, Cloudy |
|                 | social      | 1-7    | Alone, My partner, Friends, Colleagues, Parents, Public, My family |
|                 | endEmo      | 1-7    | Sad, Happy, Scared, Surprised, Angry, Disgusted, Neutral |
|                 | dominantEmo | 1-7    | Sad, Happy, Scared, Surprised, Angry, Disgusted, Neutral |
|                 | mood        | 1-3    | Positive, Neutral, Negative |
|                 | physical    | 1-2    | Healthy, Ill |
|                 | decision    | 1-2    | User decided which movie to watch, User was given a movie |
|                 | interaction | 1-2    | First interaction with a movie, n-th interaction with a movie |
| Static          | movie director | 1-820 | Names of directors |
|                 | movie's country | 1-37 | Country name |
|                 | movie's language | 1-25 | English, French, etc. |
|                 | movie's year | Any year | Any year |
|                 | genre1      | 1-25   | Action, comedy, Drama, etc |
|                 | Genre2      | 1-25   | Action, comedy, Drama, etc |
|                 | Genre3      | 1-25   | Action, comedy, Drama, etc |
|                 | actor1      | 1-2000 | Name of the actor |
|                 | Actor2      | 1-2000 | Name of the actor |
|                 | Actor3      | 1-2000 | Name of the actor |
|                 | movie's budget | Amount | Budget of the movie |
4.2. Experimental setup

The data in our dataset has missing value with both static and temporal contexts and needs temporal record wise mapping for finding similarity. For preprocessing the data, we choose all attributes that are dynamically varying and those are static related to movies along with the movie ids as in Table 3. The last occurrence carry-forward strategy has used for handling missing values. The first record of a customer has filled with the first ever-observed record when it is missing. We removed the users with less interaction and movies that are less watched and if ratings are missing it is allotted 1. If all values corresponding to one context of a customer is not exists, it is filled with the mean of all observed values.

For implementing the architecture, the size of the batch used in SGD (Stochastic Gradient Descent) is set to be 10, the value has chosen as small because there are only 200 customers/users in CoMoDa dataset. Uniform distributions used for randomly initializing all the other parameters. As we use pair wise loss function, we have to find a triplet \((C, C_1^+, C_2^-)\) by finding the set of positive customers and negative customers \((C_1^+ and C_2^-)\) for each customer \(C\). All customers are ranked by similarities with \(C\), and then 5 most similar customers are selected as positive and select 5 customers with highest rank as negative. Thus, 32 triplets are for each customer and total training set has increased 32 times of the number of customers. Thus, it resolves over-fitting issue to some extent.

4.3. Evaluation metrics

To evaluate the performance of the sequence aware RecSyss, standard classification and ranking metrics has used in many application scenarios. The various reviews papers include the evaluation metrics such as Precision, Recall, Mean Average Rank (MAR), Mean Reciprocal Rank(MRR), Normalized Discounted Cumulative Gain(nDCG), Mean Average Precision(MAP) and F1[92]. The performance of the overall personalized recommendation task is measured using Recall, MAP, NDCG and HR. Since, Context aware sequence recommendations are highly correlated with classification problem so classification metrics such as precision and recall will be more suitable. MAP and NDCG also measured when it is a time step ahead ranking type prediction. So here, we are evaluating the performance of our proposed architecture with Precision, Recall, MAP and NDCG.

For evaluating the precision of recommendation, we use precision@K and Recall and for evaluating the ranking precision of recommended items MAP and nDCG metrics are measuring through offline experiments using the dataset LDOS –CoMoDa. More details of the used evaluation metrics have described in Table 4.

| Evaluation Metric | Description | Equation | Parameters |
|-------------------|-------------|----------|------------|
| Precision[92]     | The proportion of user-preferred items in recommendation system | Precision=\(\frac{N_{rs}}{N_r}\) | \(N_{rs}\)- No. of recommended items that user prefer \(N_r\)- No. of recommended items \(n\)- No. of first k recommended items |
| Recall[92]        | The proportion of user-favorite items will not missed to recommend is described | Recall=\(\frac{N_{rs}}{N_v}\) | \(N_v\)- No. of items that user prefer |

Table 4. Evaluation metrics and their description used for DTW-2DGRU Architecture
The average of multiple recommendation precision

\[ \text{MAP} = \frac{\sum_{q=1}^{Q} \text{Avgp}(q)}{Q} \]

Q: No. of recommendation
k- rank
rel(k)- the relativity function given rank k
p(k)- the precision given rank k

The importance of each position of the recommended items is represented

\[ \text{nDCG} = \frac{\text{DCG}(r)}{\text{DCG}(r_{\text{perfect}})} \]

Desc(r(i))- discounted function which makes previous items more important.
U(i)- utility of items in the list
DCG( \text{r}_{\text{perfect}}) - perfect ranking of discounted cumulative function

### 4.4. Evaluation results of DTW-2DGRU Model

Evaluation of DTW-2DGRU architecture has to do in two perspectives: first focus is customer similarity learning and second is on personalized context aware recommendation. For learning the similarity of customers with dynamic temporal matching, we use DTW concept in our model. For evaluating this, we compare it by setting Euclidean measure as the baseline for measuring the similarity. In this, the Euclidean distance between the feature vectors has calculated as a similarity measure. To evaluate the performance of similarity learning, our method has compared with baseline Euclidean approach. The result has shown in Fig. 5.
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**Fig. 5.** Precision@K for DTW-RNN and Euclidean Distance

**Fig. 5** depicts the similarity learning performance evaluation results of our method by drawing the line graph with Precision@k corresponding to k (number of recommended items). DTW-RNN performs better than the baseline. For evaluating the recommendation efficiency, we took various GRU based Context Aware Recommendation architectures as baseline and compared them with our model using the metrics recall, MAP and nDCG.

### 4.4.1. Baselines

The base of all GRU models for RecSyss is GRU4REC [20], but it only deals with the sequence of items, contexts are not considering for recommendation. We choose different GRU based RecSys architectures, which deals with at least one context as baseline. The features of various existing GRU RecSyss have shown in Table 5.
Table 5. Features of baseline architectures

| Features                  | GRU ARCHITECTURES | STGRU[88] | CAGRU[86] | CGRU[87] | LatentCross[93] | DTW-2DGRU | Cross DTW-GRU |
|---------------------------|-------------------|-----------|-----------|----------|----------------|-----------|---------------|
| Sequential-based          | ✓                 | ✓         | ✓         | ✓        | ✓              | ✓         | ✓             |
| Context Aware             | ✓                 | ✓         | ✓         | ✓        | ✓              | ✓         | ✓             |
| Static/Dynamic contexts   | Only dynamic      | One context | One context | ✓       | ✓              | ✓         | ✓             |
| Multi-Component Rating    | ×                 | ×         | ✓         | ×        | ✓              | ✓         | ✓             |
| Cross-Domain              | ×                 | ×         | ×         | ✓        | ✓              | ✓         | ✓             |

Table 6. Performance in terms of Recall MAP and nDCG metrics among various approaches

| Metrics       | GRU ARCHITECTURES | STGRU[88] | CAGRU[86] | CGRU[87] | LatentCross[93] | DTW-2DGRU |
|---------------|-------------------|-----------|-----------|----------|----------------|-----------|
| Recall@5      |                   | 0.2728    | 0.3776    | 0.5236   | 0.6347         | 0.775     |
| Recall@10     |                   | 0.4013    | 0.7102    | 0.8491   | 0.9265         | 0.946     |
| MAP@5         |                   | 0.3756    | 0.485     | 0.636    | 0.646          | 0.7461    |
| MAP@10        |                   | 0.4013    | 0.5149    | 0.7124   | 0.8453         | 0.8563    |
| nDCG@5        |                   | 0.7604    | 0.8208    | 0.8484   | 0.8686         | 0.8725    |
| nDCG@10       |                   | 0.7717    | 0.7991    | 0.807    | 0.8802         | 0.8648    |

Fig. 6. Performance Comparison in terms of different metrics for the GRU- Architectures
On re-implementing various existing architecture baselines along with our proposed approach on LDS-CoMoDa data set, our approach shows significant improvement on different metrics recall and MAP as shown in Fig. 6. However, in terms of nDCG latent cross outperforms our approach. The values of various metrics have shown in Table 6. These results imply that our proposed DTW-2DGRU architecture with improved similarity measure and 2D input sets is more efficient than the various state of the art GRU architectures in modeling user sequences.

5. Modification for Multi-Domain Applications

Our major difficulty during training the model is the lack of rows in the dataset, i.e. the sequences created using the dataset is not large enough to model. We extend our model to multi-domain so that we can utilize the same user’s data from multiple domains/datasets. Our proposed architecture makes it suitable for Cross-Domain (Multi-Domain) RecSys by adding a preprocessing module, which selects contexts common to selected modules and then merging records from multiple domains of a single user into a single sequence.

The baseline for this is CCCFNet (Content-Boosted Collaborative Filtering Network for Cross Domain Recommender Systems) [94] and compare our cross-DTW architecture with this. Fig. 7 shows the modified DTW-2DGRU architecture for multi-domain recommendations. And Table 7 compares its performance with existing CCCFNet Architecture by considering LDOS-CoMoDa as dataset of one domain and STS [95] as another domain by assuming both has common contexts and users, so that we can extend our user sequences. Due to the lack of availability of the data set, we slightly modified the STS Dataset so that common users exist in both.

![Cross-DTW-2DGRU Architecture with Additional Pre-processing Module](image)

**Table 7.** Performance measures for CCCFNet and Cross-DTW-2DGRU

| Metrics   | CCCFNet | Cross-DTW-2DGRU |
|-----------|---------|-----------------|
| Recall@5  | 0.3586  | 0.5456          |
| Recall@10 | 0.8103  | 0.9482          |
| MAP@5     | 0.4348  | 0.6786          |
| MAP@10    | 0.6582  | 0.7125          |
| nDCG@5    | 0.8245  | 0.8487          |
| nDCG@10   | 0.7674  | 0.7872          |
6. Discussion

We find the following information from the experiments

- The performance of the personalized recommendation system models is highly influenced by the size of similar user sub-group.
- The DTW-GRU model outperforms with a moderate performance gain because of the effectiveness the adopted similarity learning technique.
- Similar customers found by our model, increases the performance of the recommended model than those models, which use Euclidean distance.
- After finding sub-population of similar customers, recommender system problem has considered as an ordinal classifier problem, we tried with KNN also, from among SVM gives high performance.
- Our Multi-domain context aware model gives the ability to combine data from of a user from multiple domains, by considering their contexts too.

7. Conclusion and Future Works

This research work initially focused on the development of an effective deep model for learning the customer similarity by considering both static and dynamic contexts. The proposed DTW-GRU model directly learns customer similarity from all aspects of available contexts by dynamically matching the temporal patterns in the user data sequences. We further designed a personalized recommender system model that is able to adapt various classification techniques in the recommendation step. We again modify this model by adding a preprocessing module, which made it suitable for multi-domain applications. This study mainly focused on two directions: similarity learning and context aware recommendation. The potential future-work may focus on in any of these directions for better accuracy and performance of the recommender systems.
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