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Abstract—Significant improvement has been made on just noticeable difference (JND) modelling due to the development of deep neural networks, especially for the recently developed unsupervised-JND generation models. However, they have a major drawback that the generated JND is assessed in the real-world signal domain instead of in the perceptual domain in the human brain. There is an obvious difference when JND is assessed in such two domains since the visual signal in the real world is encoded before it is delivered into the brain with the human visual system (HVS). Hence, we propose an HVS-inspired signal degradation network for JND estimation. To achieve this, we carefully analyze the HVS perceptual process in JND subjective viewing to obtain relevant insights, and then design an HVS-inspired signal degradation (HVS-SD) network to represent the signal degradation in the HVS. On the one hand, the well learnt HVS-SD enables us to assess the JND in the perceptual domain. On the other hand, it provides more accurate prior information for better guiding JND generation. Additionally, considering the requirement that reasonable JND should not lead to visual attention shifting, a visual attention loss is proposed to control JND generation. Experimental results demonstrate that the proposed method achieves the SOTA performance for accurately estimating the redundancy of the HVS. Source code will be available at https://github.com/jianjin008/HVS-SD-JND.
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I. INTRODUCTION

JUST noticeable difference (JND) [1]–[23] as a significant metric reflects the perceptual redundancy in visual signals for the human visual system (HVS) [24], which has been widely used in multimedia signal processing, such as perceptual image and video compression [25]–[29], watermarking [30], [31], image and video quality enhancement [32], [33], and so on [34]–[36]. Generally, JND refers to minimum visual signal changes that the HVS is able to perceive, which can be regarded as a set of thresholds. The HVS has been studied for decades. However, as the limitation of our knowledge and technologies, the HVS cannot be fully understood so far. Hence, how to accurately estimate JND and build JND models that are highly consistent with the HVS remain an open question. Commonly, JND models can be divided into two categories, i.e., HVS-inspired JND models [1]–[12] and learning-based JND models [13]–[23].

HVS-inspired JND models are commonly designed based on the limited knowledge about the HVS that we can understand, e.g., luminance adaption (LA) [7] and contrast masking (CM) [8] effects on the HVS, visual attention (VA) [9]–[11] and visual sensitivity (VS) [37], [38] effects on the JND, different types of retina cells and their spatial distribution (e.g., fovea [12]), and so on. Many visual maskings (termed as handcrafted features) are developed based on them and used for JND modelling, which achieves good performance. However, there remains a gap between the actual redundancy in the HVS and the redundancy estimated by the HVS-inspired JND model, as much of the knowledge about the HVS is still missing.

Recently, with the development of deep neural networks, massive labeled datasets as well as high-performance GPU hardware, breakthroughs have been made in learning-based JND modelling. Generally, learning-based JND models can be further divided into two sub-categories, i.e., fully supervised learning-based JND models [13]–[20] and weakly/unsupervised learning-based JND models [21]–[23]. The former ones highly rely on labeled JND datasets [13]–[17]. However, the existing JND datasets only take the compression-caused distortion into account so that the developed JND models can be used for perceptual coding. Hence, the former ones cannot estimate a generalized JND due to ignoring the other kinds of distortions during JND modelling. So far, there are at least 42 distortion types. It’s infeasible to build the JND datasets to cover all kinds of distortion types considering the huge manpower and time cost of JND data labeling. In view of this, many weakly/unsupervised learning-based JND models have been developed and made breakthroughs. They generate the JND as the noise via generative networks (e.g., auto-encoder networks [21]–[23]) and assess its reasonability via image quality assessment (IQA) metrics until the generated JND does not cause image quality degradation. Such kind of models have two advantages. Firstly, IQA metrics are used to replace the JND subjective viewing test to assess the reasonability of the generated JND, which makes them doesn’t rely on the labeled JND data. Secondly,
During JND generation, the generative networks can simulate any kind of distortion, which makes all kinds of distortions been considered during training and enables them to estimate a more generalized JND. However, there are a major disadvantage. That is, the reasonability of the generated JND should be perceived by the subjects in perceptual domain instead of assessing with the IQAs in signal domain. Besides, they highly rely on handcrafted features for guiding JND generation, which are designed based on partial characteristics of the HVS that we can understand and limit their accuracy. The disadvantages above lead to the gap between the generated JND and the actual redundancy of the HVS.

In this work, we propose an HVS-inspired signal degradation network for JND estimation. To achieve this, we carefully analyze the HVS perceptual process in JND subjective viewing to obtain relevant insights. Firstly, the perceptual difference in our brain’s visual cortex is different from the signal-fidelity difference in the real world due to the signal degradation during the HVS perceptual process. That is, visual signal has been encoded by the optic nerve before it’s delivered to the brain’s visual cortex. Secondly, in JND subjective viewing tests, as the main function of the HVS is to perceive the detailed difference between the original image and its associated JND distorted image, signal degradation can be represented with a lossy image codec. Thirdly, unreasonable JND estimation will be easily perceived by the HVS, which leads to visual attention focusing on incorrect JND regions and results in visual attention shifting.

Based on the first two obtained insights above, we propose an HVS-inspired signal degradation network, termed the HVS-SD, which can be regarded as a learnt lossy image codec. With the proposed HVS-SD, we can predict perceptual images in our brain in JND subjective viewing so that the difference between the original image and its associated JND-distorted image can be assessed in the perceptual domain. Besides, compared with the handcrafted features used in the weakly/unsupervised learning-based JND models, more accurate prior information, such as visual attention and sensitivity, are obtained from the HVS-SD via Grad-CAM technique [39], which can better guide JND generation. Additionally, we propose a visual attention loss based on the third obtained insight above to further control the JND generation and guarantee that the generated JND will not cause attention shifting of the HVS. All the advantages above make our proposed method achieve the SOTA result on JND estimation, as shown in Fig. 1. The contributions of this work are summarized as follows:

- We analyze HVS perceptual process in JND subjective viewing and represent the signal degradation in the HVS with a proposed HVS-SD network. The well-learnt HVS-SD enables the generated JND to be assessed in the perceptual domain (instead of the real-world signal one).
- We propose a visual attention loss to further control JND generation. Compared with visual attention used as weights or features in the existing JND models, to the best of our knowledge, this is the first work that explicitly utilizes visual attention as a loss during JND estimation.
- We evaluate our method against previous SOTA ones on the CSIQ [40]. The experimental results well demonstrate that both the proposed HVS-SD and visual attention loss significantly improve the accuracy of JND estimation.

II. RELATED WORKS

A. JND Models

1) HVS-inspired JND models: As JND is a result of the perceptual phenomenon of the HVS and reflects the redundancy of the HVS, the characteristics of the HVS are considered in most of the initial JND models [1]–[12]. Chou et al. [1] first combined the luminance adaptation (LA) and contrast masking (CM) and proposed a spatial-domain JND model. To accurately characterize the LA and CM, especially for their overlaps, Yang et al. [2] proposed a generalized spatial JND model by introducing a nonlinear additivity model for masking effects (NAMM). Meanwhile, the contrast sensitivity function (CSF) which reflects the characteristics of HVS in the spatial frequency domain was introduced in modelling the JND in the frequency domain by Jia et al. [6]. The CFS, LA, and CM were combined by Bae et al. [7], [8] and further proposed a new sub-band JND profile [12]. After that, edge masking (EM) and texture masking (TM) were first proposed in [3] and used for enhancing the JND model. Then, the free-energy principle was first introduced in JND modelling by Wu et al. [4], which achieves a comprehensive evaluation. Moreover, they utilized the pattern complexity (PC) [5] of visual content (regarded as the visual sensitivity of the HVS) to further improve the accuracy of the JND model. Meanwhile, the visual attention (VA) was also utilized as weights in some JND works [9]–[11] to customize different masking during the JND modelling.

2) Learning-based JND models: Considering deep learning achieved significant success in lots of visual problems, lots of JND datasets and learning-based JND models were proposed recently [13]–[23]. Jin et al. [13] proposed the first JND image dataset, named MCL-JCI dataset, where the picture-wise JND concept was first proposed. Then, a large-scale picture-wise JND dataset was proposed by Lin et al. [17] via a crowdsourced subjective assessment method. After that, a video JND dataset, named VideoSet, was built by Wang et al. [15], where they proposed the satisfied-user-ratio (SUR)
defined the video-wise JND. Then, Liu et al. [18] used deep learning technique to predict picture-wise JND points for compressed images based on the MCL-JCI dataset, where the picture-wise JND prediction was formulated as a classification problem. Afterward, a video-wise JND and SUR model were learned by Zhang et al. [19] by taking the temporal and spatial information into account. After that, Wu et al. [21] proposed an unsurprising/weakly-supervising learning method for JND modelling, where the JND is generated as noise via a generative network and measured with an IQA metric (i.e., SSIM). Meanwhile, Jin et al. [22] proposed the first JND for the deep machine vision, where the performance of the machine vision task is used to supervise the JND generation, which is the first exploration of JND on deep machine vision. Then, considering that most of the existing JND models only take the stimulus of the main channel into account, Jin et al. [23] proposed the first full RGB-JND model, where the stimuli of the whole color space were taken into account during JND modelling. Besides, they also utilized the handcrafted features (e.g., PC and VA) for guiding JND generation. The generated JND was measured by their proposed adaptive IQA combination (AIC) module, and achieved the SOTA performance. However, all these unsurprising/weakly-supervising learning methods [21]–[23] above assessed the generated JND in the signal domain rather than the perceptual domain.

B. HVS Perceptual Process

The perceptual characteristics of the HVS have been widely used in solving visual signal processing and computer vision problems, e.g., image and video compression [25], [26], [28], [29], JND modelling [1]–[12], image and video quality assessment [41], image and video enhancement [42], and so on. The HVS is composed of the eyes, optic nerve, lateral geniculate nucleus (LGN) [43], and visual cortex/center (e.g., primary visual cortex V1 [44], and higher-order visual cortex V2, V3, V4, ... [45]). Here, an example of the HVS perceptual process is reviewed when it focuses on a certain region of a displayed image at a certain moment, as shown in Fig. 2. For simplicity, one eye of two is illustrated in this figure.

Assume that the eye focuses on the red cross region of the displayed image $x_0$ at moment $t$ at first. As the existence of the fovea, the light of the focused region (closed to the red cross) is captured with higher resolution in the outermost layer of the retina (composed of around 130 million photoreceptor cells, e.g., rods and cones [46]), while the light of rest of regions is captured with lower resolution. Then, the reflection $x_1(t)$ appears in the retina. Then, the light signal of $x_1(t)$ is transformed into a neural signal and delivered to our brain via the optic nerve (composed of around 1 million nerve fibers [47]). After the LGN and primary visual cortex (e.g., V1) processing, the corresponding perceptual image $x_2(t)$ is reconstructed in our brain, in which the resolution of the focused region remains higher and the rest of the regions are blurred. Compared with $x_0$ and $x_1(t)$, $x_2(t)$ is what we actually perceive at moment $t$. Considering that the number of photoreceptor cells is 130 times larger than that of the optic nerve fibers, it’s commonly believed that there is a lossy compression before $x_1(t)$ is delivered to the optic nerve [48], which results in the so-called signal degradation. Hence, the actual perceived image $x_2(t)$ at a certain moment $t$ is slightly different from the reflection image $x_1(t)$ and largely different from the displayed image $x_0$. After that, $x_2(t)$ is used for high level visual understanding, such as motion/depth perception [49], form recognition [50], and so on, in the higher-order visual cortex.

III. PROPOSED METHOD

In this section, we firstly analyze the HVS perceptual process in the JND subjective viewing test to obtain some important insights. Based on the insights, we propose an HVS-SD network to represent the signal degradation that existed in the HVS perceptual process. After that, a new JND estimation model based on the proposed HVS-SD is developed, where the proposed HVS-SD enables the generated JND to be assessed in the perceptual domain. Meanwhile, more accurate prior information is obtained from the HVS-SD and used for guiding JND generation. Finally, a visual attention loss is developed to better control the JND generation.

A. Analysis of JND Subjective Viewing Tests

To assess the reasonability of JND, the JND subjective viewing test is commonly carried out by perceiving if there is a difference between the original image and its associated JND-distorted image (obtained by injecting the JND into the original image). It should be noticed that the difference mentioned above mainly refers to the low-level visual form difference (e.g., color, details, and so on). High-level visual understanding differences (e.g., motion, depth, and so on) are not involved in the JND subjective viewing test. Its experimental environment commonly refers to the guidance of ITU-R BT.500-11 standard [51]. For each turn of an experiment individual, as shown in Fig. 3, the original image $x_0$ and its associated JND-distorted image $y_0$ are exhibited on the left and right sides of the same display. During the test, the subjects have enough time to go through the images and compare their details from point to point according to their preferences. Fig 3 shows an example of the focus shift from a subject at different moments (e.g., moment $t_0$, $t_1$, $t_2$, ...) when the subject compares these two images by point-to-point. According to the
review of the HVS perceptual process in Sec. II-B, only the content closed to the focus is able to be perceived as higher resolution (e.g., \( x_2(t_0), y_2(t_0), x_2(t_1), y_2(t_1), x_2(t_2), y_2(t_2), \ldots \)), and used for perceptual comparison. Therefore, the actual perceptual comparisons are mainly performed on the focus regions at different moments. As subjects have enough time to go through these two images, the perceptual comparisons in the JND subjective viewing test can be approximately equivalent to the comparisons on the accumulations of all the focus regions from two images, i.e., the comparison between \( x_2 = x_2(t_0 + t_1 + t_2 + \ldots) \) and \( y_2 = y_2(t_0 + t_1 + t_2 + \ldots) \). Due to the signal degradation of the HVS perceptual process as reviewed in Sec. II-B, \( x_2 \) (or \( y_2 \)) is different from \( x_0 \) (or \( y_0 \)). Hence, the perceptual difference (the difference between \( x_2 \) and \( y_2 \)) is different from the signal-fidelity difference (the difference between \( x_0 \) and \( y_0 \)).

Besides, \( x_2 \) and \( y_2 \) are the accumulations of the focus regions, which are with high signal fidelity. Therefore, \( x_2 \) and \( y_2 \) can be regarded as the high-quality decompressed images of \( x_0 \) and \( y_0 \). The signal degradation of the HVS perceptual process in the JND subjective viewing can be represented with a lossy image codec (denoted by \( C(\cdot) \)), which can decode high-quality images. Then, we have

\[
\begin{align*}
\left\{ \begin{array}{l}
x_2 = C(x_0) \\
y_2 = C(y_0)
\end{array} \right.
\tag{1}
\end{align*}
\]

Additionally, a fact in [52] shows that the unexpected distortion may cause the visual attention shift. Similarly, once the unreasonable JND is perceived by the HVS from the JND-distorted image, more attention will be assigned to such regions. This will cause the visual attention of the JND-distorted image to be different from that of the original image. In other words, unreasonable JND is just like the unexpected distortion, which may cause visual attention shift as well.

So far, for the existing learning-based JND models, the generated JND is directly assessed in the signal domain (between \( x_0 \) and \( y_0 \)) instead of being assessed in the perceptual domain (between \( x_2 \) and \( y_2 \)), which is unreasonable. Besides, there is hardly any work on representing the signal degradation of the HVS perceptual process for JND modelling via deep learning techniques. Moreover, although visual attention is closely connected with the JND, no visual attention loss is developed for the JND modelling in the existing learning-based JND models.

Based on the insights above, we represent the signal degradation of the HVS perceptual process in the JND subjective viewing test with the proposed HVS-SD network in Sec. III-B. On the one hand, the well-learnt HVS-SD enables JND to be assessed in the perceptual domain. On the other hand, it provides more accurate prior information (e.g., visual attention and sensitivity) and better guide for the JND generation. Besides, a new framework for the JND generation is developed in Sec. III-C, where the visual attention loss is first proposed for assessing the generated JND.

### B. HVS-SD

An HVS-inspired signal degradation (HVS-SD) network is developed here to represent the signal degradation of the HVS perceptual process in the subjective viewing test. HVS-SD is composed of a typical deep codec [53] and a Grad-CAM module [39]. The deep codec is made up of four main components, namely analysis transform (A), quantizer (Q), entropy coder (E), and synthesis transform (S) components. The details of HVS-SD are shown in Fig. 4. Original image \( x_0 \) is firstly fed into the analysis transform. After that, the transformed latent vectors are quantized into entries. Then, entropy coding is applied to compress the entry vectors into stream \( s \). After \( s \) is delivered to the decoder sides, synthesis transform is applied and the decoded image \( x_2 \) is obtained. Meanwhile, with the Grad-CAM module, the guided-CAM map \( x_g \) and the CAM map \( x_c \) are obtained as well, which
Fig. 5. The framework of the proposed HVS-SD-JND. The original image $x_0$ is the input of the HVS-SD-JND. It’s firstly fed into the well-trained HVS-SD network to predict its associated degraded image $x_2$. Meanwhile, the guided-CAM map $x_g$ and CAM map $x_c$ are obtained. After concatenated with the original image $x_0$, $x_0$ together with $x_g$ and $x_c$ are fed into the auto-encoder network to generate the JND $x_j$. After injecting $x_j$ into $x_0$ by applying the addition operation, JND distorted image $y_0$ is obtained. Then, its degraded image $y_2$ is inferred by feeding $y_0$ into the HVS-SD network. The HVS-SD networks used for inferring $x_2$ and $y_2$ share the same weights.

will be used for guiding the JND generation. Similarly, $y_2$ can be obtained by feeding $y_0$ into the HVS-SD. More details will be presented in Sec. III-C.

Here, deep codec directs lossy compression to represent the signal degeneration, namely the aforementioned $C(\cdot)$. To make sure that the perceived images $x_2$ and $y_2$ maintain high fidelity, we use a large amount of data to train deep codec $C(\cdot)$ and maintain the decompressed images around 40dB PSNR. Decompressed images with 40dB PSNR are commonly considered of high fidelity, where the distortion can hardly be perceived [54]. The detailed network structure of $C(\cdot)$ refer to TABLE I, which is mainly composed of convolution/deconvolution and GDN/iGND layers. $w$ and $h$ denote the width and height of input, respectively.

Besides, the MSE between the original image and its associated JND distorted image is used to calculate the CAM and guided-CAM in this work. Hence, the generated guided-CAM map and the CAM map can be regarded as the visual sensitivity and attention of the proposed HVS-SD when it maintains high fidelity image reconstruction. Compared with the handcrafted designed visual sensitivity and attention (i.e., PC and VA) maps in [23], our guided-CAM and CAM maps generated from the well-learnt codec are more accurate due to large prior information obtained from the large training data. Therefore, they are more suitable for guiding the JND generation. The guide-CAM map $x_g$ and CAM map $x_c$ can be calculated as

$$ (x_g, x_c) = G(x_0, C(\cdot)), $$

where $G(\cdot, \cdot)$ denotes the Grad-CAM technique.

### C. HVS-SD-JND

In this subsection, a new framework for JND estimation is developed based on the HVS-SD, termed HVS-SD-JND. Besides, a visual attention loss is first proposed for assessing the generated JND.

1) **Framework**: The framework of the HVS-SD-JND is made up of three main parts, namely the degradation inference parts of the original image and its associated JND-distorted image, as well as the JND generation part. The HVS-SD networks in two degradation inference parts share the same weights, which have been well-trained offline. The auto-encoder (AE) network in the JND generation part is to be trained in this work.

As shown in Fig. 5, $x_0$ as the input is firstly fed into the well-trained HVS-SD network, and degraded image $x_2$ is inferred. Meanwhile, the attention map $x_c$ and sensitivity map $x_g$ of image $x_0$ are obtained. After concatenated with the $x_0$, $x_c$, $x_g$, and $x_0$ are fed into the AE to generate the JND $x_j$. Then, the generated JND $x_j$ is injected into its associated original image $x_0$ by performing an addition operation, and JND distorted image $y_0$ is obtained. Then, $y_0$ is fed into the HVS-SD network and its perceptual image $y_2$ is obtained. Meanwhile, its attention map $y_c$ is obtained. It should be mentioned that the AE used here has the same structure as that used in [23]. The detailed structure of AE has been shown in this figure.

2) **Loss Function**: To better control the magnitude of the generated JND in different content images, the magnitude loss $Loss_1$ is inherited from [39], which is formulated as

$$ Loss_1 = \ln(G^2 + x_j^2 + t_0) - \ln(2 \cdot G \cdot |x_j| + t_0), $$

where $G$ and $t_0$ are the learning rate and the hyperparameter, respectively.
where $|·|$ is the absolute operation and $t_0$ is a constant to avoid the denominator being zero. $G$ denotes the gradient of original image $x_0$, where $G = \sqrt{g_0(x_0)^2 + g_1(x_0)^2}$. $g_0(x_0)$ and $g_1(x_0)$ denotes the vertical and horizontal gradient of original image $x_0$.

To assess the reasonability of the generated JND, the adaptive IQA combination (AIC) loss $Loss2$ is also inherited from [39]. However, unlike the JND-distorted image being assessed in the signal domain, we assess its quality in the perceptual domain. That is, $x_2$ and $y_2$ are assessed with the $Loss2$ in this work instead of the $x_0$ and $y_0$ being assessed in [39]. Then, $Loss2$ is formulated as

$$Loss2 = AIC(x_2, y_2).$$ (4)

To make sure that the generated JND is reasonable and will not lead to visual attention shift, we developed visual attention loss $Loss3$ here, which is represented with the MSE between $x_c$ and $y_c$. Then, $Loss3$ is formulated as

$$Loss3 = MSE(x_c, y_c).$$ (5)

Finally, the total loss $L$ of the HVS-SD-JND can be formulated as

$$L = \alpha \cdot Loss1 + \beta \cdot Loss2 + \gamma \cdot Loss3,$$ (6)

where $\alpha$, $\beta$, and $\gamma$ are three parameters to balance their associated items in the formulation. The settings of such parameters will be presented in Sec. IV.

IV. EXPERIMENTS

This section compares the proposed HVS-SD-JND with five anchor methods in terms of details and the JND subjective viewing test. In addition, three ablation studies are performed as well.

Datasets: Our work is related to two datasets, COCO2017 [55] and CSIQ [40]. Images from COCO2017 datasets are firstly used for training HVS-SD. Then, they are used for training the HVS-SD-JND network. The well-trained HVS-SD-JND is tested on the CSIQ dataset. It should be specifically declared that all the images in the training dataset are cropped into $176 \times 176$ during training. While the images in the testing dataset are tested under their original size.

Anchors: We compare our proposed method with five previous state-of-the-arts JND methods, which are denoted by Liu2010 [3], Wu2013 [4], Wu2017 [5], Wu2020 [21], and Jin2022 [23], respectively. The first three methods are HVS-inspired JND models, while the last two are learning-based JND models.

Settings: JND images $x_j$ are first produced using the aforementioned five anchor methods and our proposed HVS-SD-JND in order to conduct an objective comparison. Then, using $x_j$ as guidance, random noise is injected into the original image $x_0$ to create the JND distorted images $y_0$. This process can be formulated as follows

$$y_0 = x_0 + (\varepsilon \cdot r \cdot x_j),$$ (7)

where JND noise level adjuster is denoted by $\varepsilon$. It maintains the level of injected noise from various models (e.g., the same PSNR or MSE). $\oplus$ denotes the addition operation. $r$ represents a random matrix containing positive 1 and negative 1 elements.

In the experiments, we inject JND noise as formula (7).

During training the HVS-SD-JND, we utilize ADAM [56] optimizer to optimize it. We set the learning rate to $10^{-5}$ during training with batch size 32. We set hyper parameters $\alpha$, $\beta$ and $\gamma$ in formula (6) to 0.1, 1 and 0.1 respectively. Note that the training of the HVS-SD is offline. To ensure that the reconstructed images have high PSNR, we train the HVS-SD with the low QP settings in [53].

A. Comparisons with Anchors

In this subsection, we compare the JND distorted images’ details produced by the aforementioned anchor methods and our proposed HVS-SD-JND at first. Then, we perform JND subjective viewing test on these JND distorted images. It should be mentioned that JND subjective viewing test is the most accurate method for evaluating JND models. Therefore, no IQA metrics will be used for assessing JND models as they have different drawbacks in their nature as discussed in [23].

1) Details comparison: As shown in Fig. 6, (a0)-(b0) are the original images. Their associated JND distorted images are exhibited in (a1)-(b1), (a2)-(b2), (a3)-(b3), (a4)-(b4), (a5)-(b5), and (a6)-(b6), which are the images distorted by five anchor models Liu2010 [3], Wu2013 [4], Wu2017 [5], Wu2020 [21], Jin [23] as well as our proposed HVS-SD-JND with the same level noise at PSNR = 26.06 dB.

As shown in (a1)-(b1) generated with Liu2010 [3], there is obvious noise in the whole JND distorted image. Such a phenomenon has been improved at some degree in (a2)-(b2) and (a3)-(b3) with Wu2013 [4] and Wu2017 [5]. However, the region with little gradient still does not perform well in previous HVS-based JND models as (a2)-(b2), (a3)-(b3). All these methods above are HVS-inspired models. (a4)-(b4) shows the results of Wu2020 [21], which is an initial work of the learning-based JND model. It tries to generate the JND with the neural networks and assess the reasonability of the generated JND with a single IQA. To better guide the JND generation, pattern complexity is used as a reference input image of the neural network to auto-mining JND thresholds. However, the injected noise in (a4)-(b4) is still obvious. A big promotion is made in (a5)-(b5) generated with Jin2022 [23]. It takes the stimuli of full RGB channels instead of the most sensitive channel into account during JND generation. Besides, the generated JND is assessed with the adaptive IQA combinations (AIC) avoiding the limitation of a single IQA on assessing various distortion types in the signal domain. All these make an obvious improvement in (a5)-(b5) compared with previous anchor methods. However, there is a slight difference that can be perceived from (a5)-(b5), especially for the enlarged regions. While such a slight difference has been further removed in our JND distorted images (a6)-(b6). We firstly propose an HVS-SD network. On the one hand, it represents the signal degradation of the HVS perceptual process in the JND subjective view test and enables the generated JND to be assessed in the perceptual domain, in line with the real world procedure of brain’s visual cortex. On
the other hand, it provides more accurate visual attention and sensitivity information for guiding JND generation. Then, we propose a visual attention loss and use it to further control the JND generation. All these advantages make the proposed HVS-SD-JND achieve the SOTA performance in (a6)-(b6).

2) JND subjective viewing tests: As we invite 62 subjects to conduct the JND subjective view test, which is time-consuming and labor-consuming, only the 12 images from the CSIQ dataset that used in [21], [23] are selected for the JND subjective viewing test instead of the whole dataset for a fair comparison, as shown in Fig. 7. The left and right sides of the screen are randomly filled with the distorted images created by our HVS-SD-JND and one of the other anchor methods. None of the test individuals are aware of the connection between the distorted images and the underlying JND models. The evaluation criteria and scores are shown in Fig. 8. The subject in the experiment was asked to offer a score on images on the screen. The different results of image quality comparison between the two sides are represented with different scores. The score is positive if the left image is better than the right one. Otherwise, the score is non-positive. More details refer to ITU-R BT.500-11 criterion.

The JND subjective viewing test results of our proposed method against the other five anchor methods are shown...
TABLE II
JND Subjective Viewing Test Results

| Index | Ours VS. Liu2010 [3] | Ours VS. Wu2013 [4] | Ours VS. Wu2017 [5] | Ours VS. Wu2020 [21] | Ours VS. Jin2022 [23] |
|-------|---------------------|---------------------|---------------------|---------------------|---------------------|
|       | Mean | Std | Mean | Std | Mean | Std | Mean | Std | Mean | Std |
| P1    | 2.19 | 0.76 | 0.23 | 1.43 | 1.45 | 1.27 | 2.16 | 0.81 | 1.79 | 0.97 |
| P2    | 1.16 | 0.88 | 1.85 | 1.09 | 1.81 | 1.08 | 2.08 | 0.96 | 0.52 | 0.96 |
| P3    | 2.27 | 0.85 | 1.97 | 1.02 | 1.89 | 0.99 | 1.82 | 1.96 | 0.44 | 0.94 |
| P4    | 2.50 | 0.69 | 2.29 | 0.77 | 2.24 | 0.89 | 2.16 | 0.74 | 1.19 | 1.06 |
| P5    | 1.85 | 0.96 | 1.08 | 1.47 | 1.15 | 1.38 | 1.50 | 1.17 | -0.10 | 1.25 |
| P6    | 1.65 | 1.05 | 1.37 | 1.32 | 1.11 | 1.46 | 1.76 | 1.32 | 0.53 | 0.89 |
| P7    | 2.44 | 0.93 | 1.90 | 1.00 | 1.58 | 1.28 | 2.11 | 0.97 | 1.94 | 0.97 |
| P8    | 2.08 | 0.97 | 1.69 | 1.21 | 1.66 | 1.18 | 2.02 | 1.13 | 0.98 | 0.99 |
| P9    | 2.21 | 1.08 | 1.89 | 0.94 | 1.76 | 1.09 | 2.00 | 0.98 | 0.77 | 0.97 |
| P10   | 1.50 | 1.28 | 1.24 | 1.03 | 0.98 | 1.48 | 1.82 | 1.09 | 0.15 | 1.46 |
| P11   | 1.42 | 0.98 | 0.65 | 1.36 | 1.00 | 1.23 | 1.13 | 1.33 | 0.26 | 0.93 |
| P12   | 2.18 | 0.87 | 2.31 | 0.79 | 2.26 | 0.80 | 2.37 | 0.77 | 1.74 | 0.93 |

Average 1.95 - 1.54 - 1.57 - 1.91 - 0.85

Fig. 7. Images from left to right, from top to bottom, are P1-P12 respectively. They are used to carry out JND subjective viewing in our experiments.

in TABLE II. Two main metrics are involved here. One is average scores, denoted by 'Mean'. The other metric is its associated standard deviation, denoted by 'Std'. For all the average scores shown in TABLE II, the positive value means that the proposed model outperforms the anchor methods, and the larger positive value represents the better performance. The standard deviation shows how consistent the rating conditions are across all subjects. A larger standard deviation means larger differences among different subjects when they are conducting the subjective viewing test. Otherwise, there are small differences among subjects. As shown in TABLE II, the average of the 'Mean' values is positive. Besides, most of the 'Mean' values are larger than 1. These results indicate that our developed model has completely exceeded the other models in terms of the accuracy of the JND estimation.

B. Ablation Studies

In this subsection, a series of ablation experiments are performed to test the key components of the proposed HVS-SD JND. Similarly, the ablated models are retrained on COCO2017 dataset and tested on the CSIQ dataset during the ablation experiments. All experimental configurations are identical to those described above. Similarly, all the JND distorted images are adjusted to the same PSNR = 26.06 dB in the ablation experiments as well. For comparison, our full model is selected as the baseline here, denoted by BL.

1) Ablation of the HVS-SD module: One of the main contributions of this work is the proposed HVS-SD module. It represents signal degradation of the HVS perceptual process in the JND subjective viewing test. With the proposed HVS-SD, the generated JND can be assessed in the perceptual domain.

To evaluate the effects of the proposed HVS-SD, we firstly carry out the ablation of the HVS-SD module. That is, the HVS-SD is removed from the HVS-SD-JND, while the rest parts of the HVS-SD-JND remain. We directly evaluate the image quality in the signal domain by calculating the $Loss_2$ on the original image $x_0$ and its associated JND distorted image $y_0$, we have

$$Loss_2 = AIC(x_0, y_0).$$

(8)

After that, we retrain the ablated model, termed baseline-perceptual (denoted by BL – P). Then, the ablated model is tested on the CSIQ dataset. Finally, we evaluate the performance of BL and BL – P via the JND subjective viewing test. The results are shown in TABLE III. There is an average
of 0.78 quality score improvement with the HVS-SD module. Hence, the HVS-SD matters for the proposed method. The details of images distorted with $BL$ and $BL - P$ are shown in Fig. 9 (a0) and (a1). It can be observed that there is more noise in (a1) compared with (a0). Besides, the distortion is uniformly located in the whole image of (a1). It demonstrates that assessing the generated JND in the perceptual domain with the proposed HVS-SD can promote the accuracy of the JND estimation on the whole image.

2) Ablation of the CAM and guided-CAM: To verify that the CAM and guided-CAM can achieve better performance than the VA and PC used in [23] during guiding the JND generation, we replace the CAM and guided-CAM with the VA and PC in this subsection. The modified model is termed baseline-CAM, denoted by $BL - CAM$. Similarly, after retraining and testing on COCO2017 and CSIQ, a JND subjective viewing test is performed on the JND distorted images generated with the $BL$ and $BL - CAM$. The results are listed in TABLE III. There is an average of 0.76 quality score improvement by replacing the VA and PC with the CAM and guided-CAM. Besides, the details of images distorted with $BL - P$ are shown in Fig. 9 (a2). It can be observed that obvious color changes appear in (a2), compared with (a0), especially for the dark regions of the foreground. While the distortion in the rest of the regions in (a2) is acceptable. This demonstrates that our limited understanding of the HVS. However, the CAM and guided-CAM represent the attention and sensitivity of the HVS-SD, which are obtained by pre-training on the large dataset. In other words, CAM and guided-CAM provide more accurate prior information than the handcrafted VA and PC during the JND estimation. Therefore, the CAM and guided-CAM obtained from the pre-trained HVS-SD are more suitable for guiding the JND generation, compared with the handcrafted VA and PC.

3) Ablation of the visual attention loss: In this subsection, we verify the performance of the proposed visual attention loss by removing the $Loss_3$ from the total loss, and the other parts of the $BL$ remain the same. The ablated model is termed as the baseline-$Loss_3$, denoted by $BL - L_3$. Similarly, $BL - L_3$ is retrained and tested in the COCO2017 and CSIQ, respectively. After that, JND subjective viewing test is performed on the JND distorted images, distorted with $BL$ and $BL - L_3$. The test results are listed in TABLE III. There is an average of 0.68 quality score improvement by adding visual attention loss $Loss_3$ in the total loss. Besides, the details of images distorted with $BL - P$ are shown in Fig. 9 (a3). It can be observed that obvious distortion appears in the foreground in (a3), which is the visual attention focused region. While the distortion in the background regions is acceptable. This demonstrates that our proposed visual attention loss can better control the JND generation, especially for the visual attention focused regions.

The ablation experiments in this section demonstrate that all the key components (i.e., the proposed HVS-SD, CAM, and guided-CAM as well as the proposed visual attention loss) in the proposed HVS-SD-JND network are critical for improving the accuracy of the generated JND.

V. CONCLUSION WITH DISCUSSION

In this work, we first demonstrate the major drawback of the existing unsupervised-JND generation models: the reasonability of the generated JND is assessed in the signal domain in the real world instead of in the perceptual domain in our brain. In view of this, we propose an HVS-inspired signal degradation network for just noticeable difference (HVS-SD-JND) estimation. To achieve this, we carefully analyze the HVS perceptual process in the JND subjective viewing test, especially for the signal degradation of the HVS.
represented by the proposed HVS-inspired signal degradation (HVS-SD) network. With the HVS-SD, we can easily infer the degraded image in our brain by inputting the image in the real world. This allows us to assess the rationality of the generated JND in the perceptual domain. Meanwhile, the HVS-SD can provide more accurate prior information, which is better for guiding JND generation. Considering that reasonable JND will not cause a visual attention shift, we also propose a visual attention loss to further control JND generation. All these advantages in our proposed method above make it achieve the SOTA performance.

It should be mentioned that the HVS perceptual process is quite complex, and may have different preferences of functions in different tasks. Hence, it still cannot be fully understood due to the limitation of our current knowledge and techniques. However, the signal degradation of the HVS perceptual process in JND subjective viewing tests can be represented with the proposed HVS-SD reasonably. Our ablation experimental results also demonstrate that the HVS-SD can obviously improve the accuracy of the JND estimation for a whole image.

Besides, although image quality assessment (IQA) techniques have been widely studied for decades, there remains a gap between the objective IQA metrics and the HVS perception. That’s the main reason that we use the JND subjective viewing test instead of IQA metrics to evaluate the JND distorted images. However, IQA metrics are able to assess the detailed difference between two images. Hence, the adaptive IQA combination loss used in [23] is inherited for assessing the difference between $x_2$ and $y_2$ in this work.
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