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Abstract. A numerical algorithm for mean curvature flow of closed mean convex surfaces with surgery is proposed. The method uses a finite element based mean curvature flow algorithm based on a coupled partial differential equation system which directly provides an approximation for mean curvature and outward unit normal. The proposed numerical surgery process closely follows the analytical surgery of Huisken & Sinestrari, and Brendle & Huisken. The numerical surgery approach is described in detail, along with extensions to other geometric flows and methods. Numerical experiments report on the performance of the numerical surgery process.
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1. Introduction. The main goal of this paper is to propose an algorithm for numerical mean curvature flow with surgery for closed mean convex surfaces in $\mathbb{R}^3$.

This surgery algorithm uses the provably convergent method developed in [54], which is based on discretising a system which includes evolution equations for the mean curvature and the normal vector field, originally derived by Huisken [46]. This allows a straightforward adaptation of the surgery approach of Huisken and Sinestrari [52] and Brendle and Huisken [18]. To our knowledge, with the exception of the present work, this well-established surgery approach had not been translated into a numerical method.

The numerical surgery approach for mean curvature flow herein is inspired by—and shares—the main ideas of [52, 18]:

- The flow is stopped slightly before a singularity occurs, i.e. when the mean curvature $H$ exceeds a threshold.
- The surface regions with high curvature are removed, and replaced with more regular ones such that the curvature is decreased.
- The flow is then evolved further until another singularity.

The method we proposed in [54] provides not just an approximation of the surface, but an approximation mean curvature $H_n^h \approx H$, with optimal-order $H^1$-norm error bounds. The fully discrete algorithm of [54] is known to be convergent until a singularity occurs, error estimates through the singularities are not shown. This is the key property which allows to follow the steps above.

The numerical approximation using the proposed approach can be seen in Figure 1, compared to the methods from [29] and [54]. More extensive numerical experiments are presented in Section 5.

Naturally, it is possible to combine this numerical surgery with other reliable algorithms for mean curvature flow, as long as discrete mean curvature and surface normal are readily available. In particular the convergent method of [45], which extends the approach of [54] and naturally allows tangential motion of the nodes.

We will also give some possible extensions for the numerical surgery of other geometric flows.
Overview on surgery for geometric flows. Although our work focuses on mean curvature flow, we give some references on the general theory of geometric flows with surgery.

The formation of singularities in geometric flows has been the target of intensive research since the works of Hamilton [40, 41] for Ricci flow. This line of work culminated in the works of Perelman [69, 71, 70] (using a different surgery process) on the Poincaré and geometrisation conjecture.

For mean curvature flow Huisken and Sinestrari translated Hamilton’s surgery in [52] for two-convex surfaces of dimension at least 3. The same result for at least two-dimensional mean convex surfaces was shown, after some refined analysis was available, in [18]; and then in [19] for mean convex surfaces in three-manifolds. An alternative approach was proposed by Haslhofer and Kleiner [44].

For more details we refer to [23, 43], and to the references in all these papers.

Overview on numerical methods for mean curvature flow. We give a brief overview on numerical approaches for mean curvature flow of surfaces.

Methods based on surface finite elements (i.e. parametric methods) go back to the pioneering work of Dziuk [29]; Barrett, Garcke, and Nürnberg used a different velocity-law in [10]; Elliott and Fritz [32] proposed a scheme using the DeTurck trick. The first provably convergent algorithm was proposed in [54]. Later on semi-discrete error estimates for Dziuk’s method was proved by Li [58] (and [6]) requiring finite elements of degree $k \geq 6$. We refer to these papers and their references for more details on parametric methods for mean curvature flow, and also to the review [26] (up to 2005). We will give references on finite element based numerical methods for more intricate geometric flows later on.

In [7, 61] the authors have proposed a numerical surgery process for curves evolving under forced curve shortening flow. They construct a rectangular background grid which is used to detect (e.g.) pinch-offs. This approach was adapted for a network of curves in [13], and later to forced mean curvature flow of surfaces in [14]. We are not aware of any other surgery process proposed in the literature.

We also note that, parametric schemes were occasionally integrated beyond a singularity. These experiments have not attempted to resolve these singularities, but merely showed a certain robustness of the algorithms. For instance the first mean curvature flow algorithm of Dziuk already showed such an experiment [29, Figure 3], further examples are: [10, Figure 24 & 25], [80, Figure 4.4–4.6, 4.9, & 4.12], [8, Figure 4.12 & 4.14], and Figure 1 herein.

Various non-parametric methods, which resolve singularities by design, for mean curvature flow were studied in the literature: In [24] Deckelnick proved error estimates for a finite difference scheme approximating level-set (viscosity) solution of mean curvature flow, see as well [25], [66], and the references therein. For methods using extended finite elements, see [67] approximating the Allen–Cahn equation using trace FEM. Diffuse interface methods—based on approximation of the Allen–Cahn equation—are, for instance, [35] showing convergence of $O(\varepsilon)$ towards the solution of mean curvature flow, such that only “little manipulation is needed in order to handle possible singularities”; and see also the results in [64, 65]. In general, these methods are susceptible to the “fattening” of the interface, see, e.g., [36]. Furthermore the thresholding (or MBO) scheme, see [60], also handles singularities very well.

Non-parametric methods resolve singularities automatically, on the other hand

---

1 Perelman performs surgery at singular times, rather then slightly before as Hamilton.

2 Quoted form [35, Section 1].
approximation results for these methods are usually limited to error estimates in terms of a tiny (regularisation or phase field) parameter $\varepsilon \ll 1$, or to (weak) convergence without rates, subject to strong CFL-type conditions.

**Outline.** The paper is structured as follows. Section 2 gives some details on the surgery of [52] and [18]. In Section 3 we first briefly recall our mean curvature flow algorithm from [54], and then describe the main result of this paper: a numerical mean curvature flow with surgery for closed mean convex surfaces. In Section 4 we give a short but thorough overview on possible extensions for more complicated geometric flows, such as forced mean curvature flow, generalised mean curvature flow, cell-division models, etc.; and we also give details how our numerical surgery process could be used together with other finite element based numerical methods. In Section 5 we present extensive numerical experiments reporting on mean curvature flow through singularity, on the time evolution of maximal mean curvature, and on the proposed numerical surgery process.

2. Mean curvature flow of surfaces with surgery. Mean curvature flow of a closed sufficiently regular two-dimensional surface $\Gamma[X(\cdot, t)] \subset \mathbb{R}^3$, with an initial surface $\Gamma[X(\cdot, 0)] = \Gamma^0$, reads:

\begin{equation}
\begin{aligned}
\partial_t X &= v \circ X, \\
v &= -H\nu,
\end{aligned}
\end{equation}

where $X : \Gamma^0 \times [0, T] \to \mathbb{R}^3$ is a parametrisation of the surface, $H$ is the mean curvature (i.e. the sum of principal curvatures $H = \text{tr}(\nabla_X \nu) = \kappa_1 + \kappa_2$), and $\nu$ is the unit outward normal field. That is, the mean curvature of a sphere is positive.

2.1. Properties and singularity models for mean curvature flow. We first recap singularity models and some properties for mean curvature flow, with a particular focus on closed mean convex surfaces.

The parabolic maximum principle implies many important properties for mean curvature flow: preservation of embeddedness, convexity, strict, mean, and of $k$-convexity, and the avoidance property (i.e. surface do not touch if they started apart, which excludes self-intersections, but allows singularities). See Huisken [46], or, for example, [23, Section 1.2], [30, Chapter 3], and [59, Chapter 2].

The singularities of mean curvature flow of closed mean convex hypersurfaces fall into two classes, type I and type II, separated based on the natural growth rate of the second fundamental form ($A = \nabla \nu$): type I singularity (occurring at time $T$) satisfies the bound

\begin{equation}
\max_{\Gamma(t)} |A| \leq C (T - t)^{-1/2}
\end{equation}

whereas a type II singularity does not follow such a scaling; see [5, equation (1.2)]. The two types are well characterised: Huisken and Sinestrari [50, 51] and White [77, 78] have shown that type I singularities are either cylindrical or spherical (by [47] we even know that the sphere and the cylinder are the only mean convex self-similar shrinkers). For type II singularities the large curvature region is convex, diffeomorphic to a disk, and merges into a cylindrical region of smaller curvature. A detailed description of type II singularities (called the bowl solution) is given in [16, 17], and [42], while a type II singularity example, the degenerate neckpinch, was first constructed in [4, 5].

We further note that the curvature threshold $H_1$ in [52, 18] is used to deal with type II singularities. Results on generic solutions of mean curvature flow [21, 22] support
Fig. 1: Comparing the numerical solutions of Dziuk's and the [KLL] algorithm without surgery ([29] and [54], respectively, on the left and middle columns) with the numerical mean curvature flow with surgery proposed in this paper (right column). A pinch singularity occurs at $t \approx 0.08242$. The surfaces of Dziuk’s and the [KLL] algorithm remain connected for all times (note, respectively, the spikes and the overshooting). The [KLL] algorithm with surgery nicely shrinks the two components to round points.
the conjecture that type II singularities are non-generic. For more details (up to 2017) we refer to the surveys [23, 43].

2.2. Mean curvature flow with surgery. From [52] and [18] we now recall the surgery construction for mean curvature flow. The former paper by Huisken and Sinestrari established mean curvature flow with surgery for two-convex hypersurfaces in $\mathbb{R}^{m+1}$ of dimension $m \geq 3$, subsequently in the latter paper Brendle and Huisken extended the construction to two-dimensional mean convex surfaces. Their result can be stated as follows.

**Theorem 2.1** ([18, Theorem 1.1]). Let $\Gamma^0$ be a closed, embedded surface in $\mathbb{R}^3$ with positive mean curvature. Then there exists a mean curvature flow with surgeries starting from $\Gamma^0$ which terminates after finitely many steps.

Algorithm 2.1 briefly describes the main steps of the construction of [52] and [18] for mean curvature flow with surgery.

**Algorithm 2.1** Mean curvature flow with surgery [52] and [18].

**Data:** Let $\Gamma^0 \subset \mathbb{R}^3$ be a closed embedded initial surface with positive mean curvature.

Let the curvature thresholds $H_1 < H_2 < H_3$ be given.

(a) Let the smooth flow (2.1) evolve $\Gamma(t)$ until time $t$ such that

$$\max\{H(\cdot,t)\} > H_3.$$ 

(b) Perform surgeries on necks, removing all points with curvature greater than $H_2$. Right after surgery, maximal curvature drops below $H_2$.

(c) Repeat the Steps (a) and (b) until the flow goes extinct.

Naturally, among the main contributions of [52] and [18] is how exactly, and with what scaling, should one “perform surgeries on necks” in Step (b) of Algorithm 2.1. A subtle issue is to show the right $\alpha$-noncollapsesedness along the flow, see [18]. For (immersed) surfaces of dimension $m \geq 3$ 2-convexity is required [52, 44]. The resulting surfaces have mean curvature that are forced below $H_2$, therefore there holds

$$\max\{H\} \leq H_2$$

except on the regions diffeomorphic to $S^n$, or to $S^{n-1} \times S^1$, which are then discarded. Hence, throughout mean curvature flow with surgery the mean curvature $H$ is uniformly bounded by $H_3$. Due to its technical nature, for more details (wherein $H_1$ also plays an important role related to type II singularities, see, e.g., [18, Theorem 2.14 & 2.15]) we refer to the original works, as well as the reviews [76, 23].

In [18] the three curvature thresholds are then sent to infinity, showing that the flow with surgery converges to the level set solution. Due to the discrete nature of the numerical computations, we will not perform such a limit process (since with a given mesh size one cannot reasonably approximate a surface of arbitrarily large curvature).

We further note that [52] and [18] immediately remove surface components with a trivial topology (e.g. topological spheres), for the sake of applications, throughout the numerical flow we will keep all components until vanishing.

3. A numerical algorithm for mean curvature flow with surgery. Before turning to the algorithm for mean curvature flow with surgery, we briefly recall the convergent mean curvature flow algorithm from [54], and the corresponding optimal-order error estimates.

3.1. A convergent algorithm for mean curvature flow until singular times. The algorithm in [54] is based on a system, originally derived by Huisken
[46], coupling (2.1) to evolution equations for $H$ and $\nu$ along the flow, and it reads (with $A = \nabla_f \nu$):

\[
\begin{align*}
v &= -H \nu, \\
\partial^* \nu &= \Delta_f \nu + |A|^2 \nu, \\
\partial^* H &= \Delta_f H + |A|^2 H, \\
\partial_t X &= v \circ X.
\end{align*}
\]

(3.1)

The algorithm discretises the weak form of the above system using evolving surface finite elements (ESFEM) of polynomial degree $k \geq 2$ and linearly implicit backward difference formulae (BDF methods) of order 2 to 5 in space and time, respectively. The crucial feature of the approach is that all geometric information are computed from the discretised evolution equations, instead of the discrete surface—as it is, for instance, done for the methods in [29, 10], etc.

Without going into deep details of surface finite elements or BDF methods, we consciously recall the algorithm from [54, Section 2–5] (wherein all details can be found), and here only introduce the essential notation.

The surface $\Gamma[X]$ and the corresponding variables are approximated in space and time as follows: for a time step size $\tau > 0$ and mesh width $h > 0$, the $N$ basis functions $(\phi_j[x])$, at a time $t_n = n \tau$ we have the approximations

\[
\begin{align*}
X(\cdot, t_n) &\approx X^n_h = \sum_{j=1}^{N} x^n_j \phi_j[x^0], \\
v(\cdot, t_n) &\approx v^n_h = \sum_{j=1}^{N} v^n_j \phi_j[x^n], \\
\nu(\cdot, t_n) &\approx \nu^n_h = \sum_{j=1}^{N} n^n_j \phi_j[x^n], \\
H(\cdot, t_n) &\approx H^n_h = \sum_{j=1}^{N} H^n_j \phi_j[x^n].
\end{align*}
\]

That is, the nodal vectors $x^n \in \mathbb{R}^{3N}$, $v^n \in \mathbb{R}^{3N}$, and $n^n \in \mathbb{R}^{3N}$, $H^n \in \mathbb{R}^N$—together abbreviated to $u^n = (n^n, H^n)^T$—collect the nodal values of the respective fully discrete approximations at time $t_n$.

These nodal values are determined by the matrix–vector formulation of the fully discrete mean curvature flow algorithm, see [54, equation (5.1)], which reads:

\[
\begin{align*}
v^n &= -H^n \bullet n^n, \\
M(\bar{x}^n) \dot{u}^n + A(\bar{x}^n) u^n &= f(\bar{x}^n, \bar{u}^n), \\
\dot{x}^n &= v^n.
\end{align*}
\]

(3.2)

The above fully discrete problem uses the stiffness and mass matrices, $A$ and $M$, as well as the nonlinearity $f$, the appropriate discretisation of the right-hand side of (3.1). The $\bullet$ denotes the componentwise product of two vectors, see [56, Section 3.3 & 5.2]. The discrete BDF time derivative and the extrapolation are given, for any $(w^n)$, by

\[
\begin{align*}
\dot{w}^n &= \frac{1}{\tau} \sum_{j=0}^{q} \delta_j w^{n-j}, \\
\ddot{w}^n &= \sum_{j=1}^{q-1} \gamma_j w^{n-1-j}, \\
n &\geq q,
\end{align*}
\]

with coefficients given by $\delta(\zeta) = \sum_{j=0}^{q} \delta_j \zeta^j = \sum_{\ell=1}^{q} \frac{1}{\ell} (1-\zeta)^\ell$ and $\gamma(\zeta) = \sum_{j=0}^{q-1} \gamma_j \zeta^j = (1-(1-\zeta)^q)/\zeta$. The method is endowed with initial values, which are computed using
a sufficiently accurate method. For more details we direct the reader, in particular, to Section 3 and 5 in [54].

In [54] we proved the following fully discrete error estimate for mean curvature flow, compactly recalled below.

**Theorem 3.1** ([54, Theorem 6.1]). The ESFEM–BDF full discretization (3.2) of the coupled mean curvature flow problem (3.1), using evolving surface finite elements of polynomial degree \( k \geq 2 \) and linearly implicit BDF time discretization of order \( q \) with \( 2 \leq q \leq 5 \), Suppose that the mean curvature flow admits a sufficiently smooth exact solution, that is the flow map \( X(\cdot, t) : \Gamma^0 \to \Gamma(t) \subset \mathbb{R}^3 \) is non-degenerate over \( t \in [0, T] \), i.e. excluding singularities within \([0, T]\).

Then, there exist for sufficiently small mesh sizes \( h > 0 \) and time step sizes \( \tau > 0 \) satisfying the step size restriction \( \tau \leq C_0 h \), the following error bounds hold for the lifts of the discrete position and mean curvature

\[
\| (\text{id}_{\Gamma(t_n)}^L) - \text{id}_{\Gamma(t_n)} \|_{H^1(\Gamma(t_n))} \leq C(h^k + \tau^q),
\]

\[
\| (H_n^L)^{L} - H(\cdot, t_n) \|_{H^1(\Gamma(t_n))} \leq C(h^k + \tau^q).
\]

Analogous optimal-order \( H^1 \) norm error estimates hold for velocity \( v \), and normal vector \( \nu \).

The regularity assumptions required for Theorem 3.1 exclude the formation of singularities, therefore convergence through surgery is not shown here.

### 3.2. Fully discrete mean curvature flow with surgery.

The main goal of this work is to extend the approach of Algorithm 2.1 (under the same assumptions, in particular including mean convexity) to the parametric numerical approach of Section 3.1 above.

A crucial property—especially with regard to the goal of this paper—of the method (3.2) from [54] is that we have direct access to an approximation of the mean curvature \( H_n^L \). In addition, the optimal-order error estimates provided by Theorem 3.1 make it possible to directly translate the approach of [52, 18] to the fully discrete setting of (3.2) (note that \( H_1 \) does not play a role here). This almost verbatim translation is found in Algorithm 3.1.

**Algorithm 3.1** Fully discrete mean curvature flow with surgery.

**Data:** Let \( \Gamma^0 \) be a closed embedded initial surface with positive mean curvature.

Let \( \Gamma^0_h \) be the interpolated discrete initial surface, and given interpolated initial data \( H_0^h \) and \( \nu_0^h \).

Let the curvature thresholds \( H_3 > H_2 \) be given.

(a) Let the fully discrete algorithm (3.2) evolve \( I_h[\mathbf{x}^n], H^n_h, \) and \( \nu^n_h \) until time \( t_n \) such that \( \max\{H^n_h\} > H_3 \).

(b) Perform surgeries on \( I_h[\mathbf{x}^n] \) (see Algorithm 3.2): remove all nodes for which \( H^n_h(\mathbf{x}^n) > H_2 \), close the surfaces, and compute geometric quantities.

Right after surgery maximal curvature drops to \( H_2 \).

(c) Repeat the Steps (a) and (b) until the discrete flow goes extinct.

There are only minimal differences between the continuous and numerical approaches, compare Algorithm 2.1 and 3.1. The main part of the numerical approach, Step (b), is described in detail in Section 3.2.1.
Remark 3.2. For other parametric methods, e.g. [29, 10], such a verbatim translation would be far more problematic, since these methods for mean curvature flow directly compute geometric informations from the discrete surface. Therefore a numerical surgery for the numerical flows of these methods would need to detect singularities. A possibility is to detect close points which are far along a geodesic (e.g., see below). Or by computing the missing geometric information directly from $\Gamma_h$, similarly to Step (d) in Algorithm 3.2. In either cases, contrary to the method (3.2) from [54], the question of accuracy (i.e. error estimates), for both the numerical method and the geometric computations, remains an open issue.

As mentioned in the introduction, for curves evolving under forced curve shortening flow, a background grid based approach was proposed in [7, 61], and further explored and extended for a network of curves in [13], and [14] extended this approach to surfaces in three-dimensions. Note that this background grid method can also handle coalescence, and triple-junctions.

Since mean curvature flow does not develop self-intersections, see Section 2.1, another possibility to detect singularities would be to define (and evaluate in each time step) a non-local energy which penalises self-intersections, whence high energy would indicate a singularity. For self-avoiding curves [12] used a “repulsive tangent-point potential” proposed in [39].

3.2.1. An algorithm for numerical surgery. We will now describe the numerical surgery process, Step (b) in Algorithm 3.1.

Regarding terminology: under a triangle or an element we will mean an element of polynomial degree $k$ of the discrete surface $\Gamma_h$, i.e. the image of the unit simplex under a degree $k$ reference mapping, see [27, 53, 54].

Assume at some time $t_n$ the condition $\max \{ H^*_n \} > H_3$ is true, and hence the numerical method (3.2) is stopped momentarily, and a numerical surgery (analogous to Algorithm (2.1).b) shall be performed.

The numerical surgery has four main steps summarised in Algorithm 3.2 below.
Algorithm 3.2 Numerical surgery algorithm.

**Data:** Pre-surgery surface $\Gamma^n_h := \Gamma_h[x^n]$ given by its nodes and elements, and its discrete geometric information $\nu^n_h$ and $H^n_h$.

A set of nodes $\{x^n_j\}$ marked for removal by the rule $H^n_h(x^n_j) > H_2$.

**Result:** Post-surgery surface $\Gamma^{n+}_h := \Gamma^S_h$ given by its nodes and elements, and the corresponding geometric information $\nu^{S}_h$ and $H^{S}_h$.

(a) Remove all elements of $\Gamma^n_h$ which have a node satisfying $\max\{H^n_h\} > H_2$.

Remove all nodes of the removed elements.

(b) Determine the boundaries of the remaining surface parts.

Based on the connectivity provided by the elements of $\Gamma^n_h$ determine the topology and orientation of these boundaries.

(c) Close all boundaries of the obtained surface parts:

for all boundaries do

(c.0) Generate a spherical cap which has the same number of edges as the boundary.

(c.1) Determine the position, height and radius of the cap, such that its curvature is not exceeding $H_2$.

(c.2) Sew together the cap and the part, by adding nodes and elements.

end for

This yields the post-surgery surface $\Gamma^S_h$.

(d) Compute the necessary geometric quantities $\nu^{S}_h$ and $H^{S}_h$, if they cannot be retained from $\nu^n_h$ and $H^n_h$, or obtained directly from the spherical cap.

We would like to give further details on Step (c.0)–(c.2), and (d) of Algorithm 3.2.

**Step (c.0) Generating spherical caps.** The spherical caps (hemi-spheres of unit radius) are generated by an iterative process to ensure that the cap and the part have the same number of edges. For the surface mesh generation a modified version of DistMesh [72] is used which handles surfaces with boundary. A crude iterative process is used to generate an initial cap which has almost as many edges as the current boundary. Then some of the elements with longest boundary edges are bisected until boundary lengths match. Finally, we apply a few DistMesh steps equidistributing the nodes on the boundary and cap surface.

**Step (c.1) Cap size and position.** First we determine the size of the cap. Using the boundary nodes of the current part, we compute the radius of the base ($R_b$) of the cap its height, and the radius of the sphere ($R_S$) it lies in, such that there is still a gap between the boundary and the cap base which is used to connect the two surface with elements proportional to the smallest boundary edge. Then the cap is positioned (rotated and translated) to its final position such that its points into the same direction as the vector obtained from the orientation of the removed thin cylindrical part.

**Step (c.2) Sewing.** While sewing together two surfaces we walk through all boundary edges of the part and the cap, starting from a pair of opposite nodes which are closest to each other. Then, each edge pair is attached by two elements forming a quadrilateral between the two edges. From the two diagonals the shorter one is chosen, to preserve mesh regularity as much as possible. Since our numerical algorithm (3.2) uses at least quadratic finite elements, new nodes are added which are linear combination of opposing edge points.
This explains the requirement in Step (c.0), that a spherical cap should be generated that has the same number of edges as the boundary. In fact, the spherical cap is only generated with a given boundary edge count, if it was not stored during a previous computation before.

![Spherical Cap Diagram](image)

Fig. 2: (a) Step (c.1): The scaled and positioned spherical cap, showing the sphere radius $R_S$ and the base radius $R_b$, and the axis of the removed cylindrical part. (b) A snapshot of Step (c.2): The current edges (thick lines) on the two boundaries (marked by stars and squares) are connected with two new elements spanned between them.

**Step (d): Geometric quantities $\nu_{\Gamma_S^n}$ and $H_{\Gamma_S^n}$.** The geometric quantities are only computed if they cannot be retained either from the pre-surgery surface $\Gamma_{\hat{h}}^n$, or obtained from the spherical cap.

The normal vector $\nu_{\Gamma_S^n}$ is directly computed from the elements of the discrete surface $\Gamma_{\hat{h}}^S$, by taking the area-weighted linear combination of the normal vectors corresponding to a patch, exactly as in [10, equation (2.7)].

To compute $H_{\Gamma_S^n}$, motivated by the identity $H = \text{div}_\Gamma \nu$, we solve the discretisation of the elliptic problem for $\hat{\Gamma} \subset \Gamma$:

$$\int_{\hat{\Gamma}} H \varphi = -\int_{\hat{\Gamma}} \nu \cdot \nabla \varphi, \quad (\varphi \in H^1_0(\hat{\Gamma})).$$

endowed with inhomogeneous Dirichlet boundary conditions.

4. **Extensions.** We will give a brief overview on possible extensions to geometric flows beyond mean convex mean curvature flow, and also discuss numerical methods which are compatible with the surgery approach of Algorithm 3.1–3.2.

4.1. **Applications.** There are mathematical models describing various real-life phenomena for which geometric flows play a central role. Below, if possible, we immediately give references to surgery-compatible algorithms.

These models, instead of mean curvature flow $v = -H\nu$, set the velocity law $v = V\nu$, with normal velocity $V$, to:
$V = -H + g(u)$ Forced mean curvature flow where $u$ is the solution of a PDE on the surface, see [55]. This includes many interesting applications: tumour growth [9]; surface dissolution [31], diffusion induced grain boundary motion [37], image segmentation [13, 14], etc. See also the references in these papers. We note that self-intersections cannot be directly detected by Algorithm 3.1, see Remark 4.1.

$V = -V(H)$ Generalised mean curvature flow [15], which includes mean and inverse mean curvature flow [46, 49, 48], as well as their powers [74, 75, 38, 73], and also the non-homogeneous mean curvature flow of [3, 34], etc.

$V = -F(H, u)$ Mean curvature flow interacting with diffusion [33], which includes the multiplicative forcing $V = -g(u)H$ of [20, 2, 1], and many other flows.

$V = \Delta f H + Q$ Fourth-order flows, i.e. Willmore flow, or surface diffusion, etc., see [56], and their forced versions, for example, solid-state dewetting [80, 8].

Remark 4.1 (Self-intersections). Mean curvature flow does not develop self-intersections (i.e. the surface merging with itself without the mean curvature blowing up), cf. Section 2.1. For generalised geometric flows self-intersections may occur, for instance see [55] and the references therein. Self-intersections can even occur as the true solution of the geometric flow, for example in the model [20, Section 5.3] and [33, Section 10.5].

If a self-intersection occurs which need to be resolved and a geometric variable indicates this (like $H$ did with singularities for mean curvature flow), the proposed approach can be adapted to cover these cases. If none of the variables provide reliable information on self-intersections, the above repulsive tangent-point potential [39, 12], or background grid approach [7, 61, 13, 14] could provide a remedy.

Remark 4.2 (Non-mean convex surfaces). Generalising the numerical surgery Algorithm 3.2 to the non-mean convex case ($H \not> 0$) is straightforward, on the other hand this (currently) requires the assumption that the singularities are still restricted to cylinders or spheres. This would cover other singularity types, such as when a torus merges into a sphere. Other types of singularities, if characterised analytically, could also be added to the numerical method.

The stopping and node removing criteria should then be modified accordingly, that is Algorithm 3.1 is stopped at time $t_n$ such that $\max\{|H_n^s|\} > H_3$, while the numerical surgery Algorithm 3.2 (a) removes all nodes which satisfy $|H_n^s(x_n^s)| > H_2$. In Step (d), the computed geometry for the generated caps and newly added nodes reflects whether for the removed parts either $H_n^s > H_2$ or $H_n^s < -H_2$ is true: $\pm \nu r_n^3$ and $\pm H_n^s$ in the two cases, respectively.

A numerical experiment for a torus merging into a sphere is presented in Section 5.3.

There are interesting models which do not fit into the above problem class ($v = V\nu$).

For example, the system derived and numerically studied by Wittwer and Aland [79] models self-organized cell division through active surfaces in fluids by requiring
the velocity $v$ and the surface stress tensor $S_\Gamma$ to satisfy
\[ S_\Gamma = (1 - \eta) \nabla_\Gamma \cdot v + Q, \]
where $\eta$ is a given modelling constant, and $Q$ collects some further contributions, see [79, equation (7)-(12)].

Their simulations, see [79, Figure 4], stop before a cell division indeed occurs. The local concentration of stress generating surface molecule [79, equation (6)] could serves as an indicator for singularities.

4.2. Numerical methods. We give here a brief overview of finite element based numerical methods for geometric flows which could be directly combined with the numerical surgery process herein.

The convergent algorithms proposed and studied in [55, 56, 15, 33] are all based on the discretisation of a coupled geometric system, similar to (3.1), and hence are directly suitable for our surgery process.

The methods of Barrett, Garcke, and Nürnberg [10] are based on the velocity law
\[ v \cdot \nu = V, \]
which allows for natural tangential motion of the nodes. For mean curvature flow, their system computes an approximation of mean curvature, see [10, equation (2.4)]. Therefore, combination with the proposed numerical surgery is possible with the use of this curvature approximation. However, no convergence results are available for the method of [10].

Similarly, to the works of Barrett, Garcke, and Nürnberg the methods of [45] (for mean curvature and Willmore flow) also use the velocity law $v \cdot \nu = V$, and—extending the ideas of [54]—couple this to evolution equations for $H$ and $\nu$. This combination allows for tangential motions and a proof for optimal-order error estimates.

5. Numerical experiments. We performed numerical simulations and experiments for mean curvature flow with surgery as proposed in Algorithm 3.1 and 3.2, and also for the case described in Remark 4.2.

The numerical experiments use quadratic evolving surface finite elements. The presented figures all display the linear interpolation of the quadratic discrete surface (i.e. four triangles in the figures compose one element for the ESFEM approximation). For the matrix assembly the reference mapping of the quadratic elements was inspired by [11]. We employed quadratures of sufficiently high order to compute the finite element vectors and matrices so that the resulting quadrature errors are sufficiently small. We use the 2-step linearly implicit BDF time discretisation, see (3.2). Initial values were obtained by a linearly implicit backward Euler step (which has local order two).

Initial meshes were all generated using DistMesh [72], without taking advantage of any symmetry of the surfaces. Note that the initial values are not necessarily mean convex, this merely saved time finding suitable initial surfaces undergoing singularities.

With a given mesh size $h$ one cannot reasonably approximate a surface of arbitrarily large curvature, therefore the curvature thresholds $H_j$ are needed to be chosen depending on the mesh width (in our experiments, a reasonable choice was $h \cdot H_j \approx O(1)$). For the same reason, we do not attempt the limit process $H_j \rightarrow \infty$.

More in depth experiments on the choice of curvature thresholds and the limit process should probably be done using a space–time adaptive algorithm, cf. [28, 57].
For a given threshold $H_3$, adaptivity would allow to resolve a singularity much better in both space and time.

5.1. Numerical mean curvature flow with surgery for a dumbbell. For this experiment the initial dumbbell-shaped surface—which develops a pinch singularity—is given as $\Gamma^0 = \{ x \in \mathbb{R}^3 \mid d(x) = 0 \}$ with the signed distance function

\begin{equation}
(5.1) \quad d(x) = x_1^2 + x_2^2 + 2x_3^2(x_3^2 - 199/200) - 0.04.
\end{equation}

Figure 3 reports on numerical mean curvature flow with surgery for this dumbbell surface. The interpolation of the initial surface $\Gamma^0$ (with (5.1), see top left in Figure 3; dof = 10522 and $h = 0.04899$) is evolved in time (with time step size $\tau = 10^{-5}$) by the convergent numerical algorithm (3.2) from [54] with numerical surgery, as proposed in Algorithm 3.1, with curvature thresholds $H_2 = 100$ and $H_3 = 200$.

The figure shows snapshots of the numerical solution $\Gamma_h[n]$ and the curvature $H^n_h$ at eight different time steps (see labels). A pinch singularity is resolved by numerical surgery at time $T_1 = 0.08242$ (third row), while the two remaining parts go extinct at $T_2 = 0.09967$ (bottom row). The evolution of the mean curvature $H^n_h$ can be observed using the colorbars.

We further report on the time evolution of the maximal mean curvature. Figure 4 plots $\max_{\Gamma_h[n]} \{ H^n_h \}$ against time over the interval $[0, T_2] = [0, 0.09967]$. The curvature thresholds $H_2$ and $H_3$, and the times $T_1$ and $T_2$ are marked. We plotted the curves coloured grey and black before and after surgery, respectively, in order to better distinguish pre- and post-surgery phases. Due to the discrete nature of the flow we do not have $H^n_h \leq H_3$ throughout the flow. This could easily be overcome by performing surgery for the surface of the previous time step.

In Figure 5 we report on cross sections of the numerical solution, in order to demonstrate that spikes or other odd mesh artefacts are not developed inside the surfaces before the extinction time (last row). The right-hand side image in the last row shows a zoom-in for the top part (note the axes are of magnitude $10^{-3}$).

---

3A video of this experiment is available at https://kovacs.app.uni-regensburg.de/research.html
Fig. 3: The numerical solution, $\Gamma[X^n_h]$ (rotated), and $H^n_h$ at various time steps $t_n$, of mean curvature flow with surgery for a dumbbell. Surgery is plotted in the third row.

Fig. 4: Time evolution of maximal mean curvature during numerical mean curvature flow with surgery for a dumbbell. Note the mean curvature drop due to surgery at time $T_1 = 0.08242$ (note the grey and black colouring). The plot on the right-hand side shows the natural growth rate, cf. (2.2).
Fig. 5: The cross sections show that the two spherical parts indeed shrink to a *round point* at $T_2 = 0.09967$. Odd mesh behaviour is only observed at the singularity (see final image; note the scaling).
The numerical surgery. In Figure 6 we report on the numerical surgery, i.e. on Algorithm 3.2, occurring at time $T_1 = 0.08242$. The figure shows (close-up view in the bottom row) the discrete surface $\Gamma_h[x^n]$ and the discrete mean curvature $H^n_h$ (see colorbars). The two columns on the left-hand side show the surgery boundary (red stars), while the bottom row also shows the normal vector field before and after the surgery (arrows in red).

Fig. 6: The steps of numerical surgery Algorithm 3.2 for the dumbbell example, when $\max\{H^n_h\}$ exceeds $H_3$ at time $T_1 = 0.08242$, reporting on $H_h$ and $\nu_h$ as well.

5.1.1. A comparison with the level set method. We reproduced Figure 3 using the level set method of [68]—which automatically resolves singularities, using the ToolboxLS of [63, 62] (using quadratic approximations in space and time$^4$).

The obtained surface approximations are shown in Figure 7. For easy comparison the plots show the numerical solutions at the exact same time-steps as Figure 3.

The two numerical solutions are extremely close to each other. Note that the level set method resolves the pinch singularity earlier than the Algorithm 3.1, and

$^4$See upwindFirstENO2 and odeCFL2 in [62, Section 3.4.1 & 3.5.1].
the remaining components also vanish earlier. Note that, to our knowledge, no error estimates are known for the level set method.

Fig. 7: The level set method version of Figure 3 at identical time steps. The plots were generated using ToolboxLS [63, 62].

5.2. The pinch-off of a sphere from a torus. For this experiment the initial surface, a sphere and a torus connected by a thin neck, is given as a constant distance product surface. Let the functions $d_{\text{torus}}$, $d_{S_1}$, $d_{S_2}$ be, respectively, the distance functions of a torus with radii $R = 4$ and $r = 2$, and of spheres with centres $(4, 0, 2.5)$, $(4, 0, 5.25)$ and radius 0.5, 2.5. Then $\Gamma^0$ is given as the zero level set of the function

$$d(x) = d_{\text{torus}}(x) \cdot d_{S_1}(x) \cdot d_{S_2}(x) - 0.07.$$
Figure 8 reports on numerical mean curvature flow with surgery for this torus-sphere initial surface (given by (5.2)). The interpolation of the initial surface $\Gamma^0$ (see top left in Figure 8) is evolved in time by Algorithm 3.1 ($\tau = 10^{-5}$, and dof = 11496 and $h = 0.30815$ initially). The curvature thresholds are $H_2 = 15$, and $H_3 = 20$. Recall with a given maximal mesh width $h$ one cannot meaningfully represent a discrete surface with arbitrarily high curvature. Note that the maximal mesh width of initial surface $\Gamma^0_0$ is roughly 10 times larger than for the dumbbell example.

Figure 8 shows snapshots of the numerical solution $\Gamma_h[x^n]$ and the curvature $H^n_h$ at different time steps (see labels): a pinch singularity is resolved by numerical surgery at time $T_1 = 1.03372$ (2nd row), then the spherical part shrinks to a round point at $T_2 = 1.61641$ and is hence removed (4th row). The evolution of the mean curvature $H^n_h$ can be observed using the colorbars.

We again report on the time evolution of the maximal mean curvature, Figure 9. The curvature thresholds $H_i$, and the surgery times $T_j$ are marked again.

Similarly as before, in Figure 10 we report on the numerical surgeries occurring at time $T_1 = 1.03372$ and $T_2 = 1.61641$ for the joined torus and sphere example. At $T_1$ a pinch singularity is resolved much like before (first two rows), while at $T_2$ the pinched-off top portion have shrinked to spherical round point, and hence was removed (bottom row).

---

5A video of this experiment is available at https://kovacs.app.uni-regensburg.de/research.html.
Fig. 8: The numerical solution, $\Gamma$, and $H^n$ at various time steps $t_n$, of mean curvature flow with surgery of a torus and sphere joined by a thin neck.
5.3. Torus merging into a sphere. We implemented the generalised numerical surgery for non-mean convex surfaces, see Remark 4.2.

For this experiment the initial surface is a thick torus—which will merge into a sphere—is given as \( \Gamma^0 = \{ x \in \mathbb{R}^3 \mid d(x) = 0 \} \) with the signed distance function

\[
d(x) = ((x_1^2 + x_2^2)^{1/2} - R)^2 + x_3^2 - r^2, \quad \text{with} \quad R = 3 \quad \text{and} \quad r = 2.75.
\]

Similarly as before, we report on the evolution of the surface the mean curvature, and also on the surgery itself.

Figure 11 reports on numerical mean curvature flow with surgery for the torus (5.3) as initial surface.\(^6\) To properly resolve the thin hole of the torus, we used a graded mesh interpolating the initial surface \( \Gamma^0 \) (see top left in Figure 11). The initial surface \( \Gamma^0_h \) is evolved in time by Algorithm 3.1 (\( \tau = 10^{-5} \), and \( \text{dof} = 11488 \) with \( h_{\text{max}} = 0.7145 \) and \( h_{\text{min}} = 0.0326 \) initially). The curvature thresholds are \( H_2 = 100 \) and \( H_3 = 200 \).

Figure 11 shows snapshots of the numerical solution \( \Gamma^h_t[x^n] \) and the curvature \( H^n_h \) at different time steps (see labels): the singularity when the torus merges into a sphere is resolved by numerical surgery at time \( T_1 = 0.03433 \) (2nd row), then the remaining spikes start to collapse and the spherical surface starts to shrink. The evolution of the mean curvature \( H^n_h \) can be observed using the colorbars.

In Figure 12 we report on the time evolution of the minimum and maximum of mean curvature, i.e. we plot \( \min\{H^n_h\} \) and \( \max\{H^n_h\} \). The curvature thresholds \( H_i \), and the surgery time \( T_1 \) are marked again.

In Figure 13 we again report on the numerical surgery for the merging torus

\(^6\) A video of this experiment is available at https://kovacs.app.uni-regensburg.de/research.html.
Fig. 10: The steps of numerical surgery Algorithm 3.2 for the torus–sphere example, when $\max \{ H_n^h \}$ exceeds $H_3$ at time $T_1 = 1.03372$ (first two rows), and the removal of a small spherical part when $\max \{ H_n^h \}$ exceeds $H_3$ again at time $T_2 = 1.61641$ (bottom row).

example. At $T_1 = 0.03433$ an “inverted” pinch singularity is resolved using the extension described in Remark 4.2.
Fig. 11: The numerical solution, $\Gamma[X^t_n]$, and $H^t_n$ at various time steps $t_n$, of mean curvature flow with surgery of a torus merging into a sphere.
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