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Abstract

The main goal of this work is to examine the qualitative effect of ion sizes via a steady-state boundary value problem. We study a one-dimensional version of a Poisson-Nernst-Planck system with a local hard-sphere potential model for ionic flow through a membrane channel with fixed boundary ion concentrations and electric potentials. A complete set of integrals for the inner system is illustrated that delivers information for boundary and internal layers. In addition, a group of simultaneous equations appears in the construction of singular orbits. The research aims to set up a simple formation defined by the profile of permanent charges with two mobile ion species, one positively charged, cation, and one negatively charged, anion. A local hard-sphere potential that depends pointwise on ion concentrations is included in the model to estimate ion-size impacts on the ionic flow. The analysis is built on the geometric singular perturbation theory, particularly on specific structures of this concrete model. For 1:1 ionic mixtures, we first conduct precise mathematical analysis and derive a matching system of nonlinear algebraic equations. We then extend the results by directing on a critical case where the current is zero. Treating the ion sizes as small parameters, we derive an approximation of zero-current fluxes for general values of permanent charge. We then focus on small values of permanent charge to obtain more concrete outputs. We will also examine ion size effects on the flow rate of matter for the zero-current case.
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1 Introduction.

The migration of ions through open ion channels is one of the most remarkable physical problems performed by living cells. Cells are enveloped by lipid membranes that are almost impermeable to physiological ions (mostly Na+, K+, Ca2+, and Cl−). One mechanism for ions to travel across these membranes is through open ion channels, which are proteins found in cell membranes that produce holes in the membrane to enable cells to interact with each other and with the outer surface to transform signals and to conduct tasks together [2, 6, 14, 15].

A primary role of ion channels is to manage the permeability of membranes for a given species of ions, and to choose the types of ions, and to help and modulate the diffusion of ions across cell membranes [4, 5, 11, 17]. One typically determines the permeation and selectivity features.
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of ion channels from the current-voltage (I-V) relations measured experimentally. Individual fluxes transfer more data than the current; however, measuring them has been discouraging and costly [13, 33, 35].

Device equations are most useful when they predict complex behaviors realistically while using only a few parameters with fixed values. Fortunately, electrodiffusion allows productive behavior with simple device equations and a fixed set of parameters. One may describe the diverse (technologically important) behavior of transistors by simple conservation laws and constitutive relations, the Poisson-Nernst-Planck (PNP) equations using fixed values of parameters. The simplest PNP system is the classical PNP (cPNP) system [8]. The classical PNP treats dilute ionic mixtures, where no ion-to-ion interactions are involved. More sophisticated models have also been studied in [3, 7, 9, 12], etc.

The underlying assumption in the derivation of cPNP (classical PNP) systems is a “dilute” hypothesis so that one can treat ions as point charges. In particular, cPNP systems treat ions with the equal valences essentially the same except it associates different diffusion coefficients to ion species with varying sizes of ion. This over-simplification of cPNP systems could cause a severe defect to model in many biological situations. Many vital features of ion channels, such as selectivity, rely on ion the sizes critically. For example, Na$^+$ (sodium) and K$^+$ (potassium), have the same valences (number of charges per particle); however, they have significantly distinctive biological characteristics due chiefly to their different sizes. That is the inconsistency in their ionic sizes that allows some channels to prefer Na$^+$ to K$^+$, and some to prefer K$^+$ to Na$^+$.

To consider ion sizes, one needs to include the excess chemical potential, beyond the ideal, in the model. To value the ion size effects, one may combine an element to the PNP-type model, which is a hard-sphere (HS) potential. The PNP system, combined with Density Functional Theory (DFT) for hard-sphere potentials of ion species, serves the purpose for this consideration and has been studied computationally with significant improvements [11, 19, 34].

Including HS potential models of the excess electrochemical potential is the first step toward more reliable modeling and is required to account for ion size effects on the physiology of ionic flows. There are two classes of models for HS potentials, local and nonlocal. Local models for HS potentials, like the model defined in (2.3) used in this paper, depend pointwise on ion concentrations, while nonlocal models are aimed as functionals of ion concentrations (see the DFT-PNP system defined in [19]). The PNP systems with ionic sizes have been examined computationally for ion channels, and have recorded magnificent progress [24].

One of the earliest local models for HS potentials was proposed by Bikerman [1], which contains an ion size effect of mixtures but is not ion-specific. The HS potential is assumed to be the same for different ion species. Local models undoubtedly have the benefit of simplicity relative to nonlocal ones. In [24], the authors study a one-dimensional version of a PNP-type system with a local model for the HS potential. The problem here in this work has fundamentally the same setting as in [24]; however, it includes nonzero permanent charges to the system, which makes it much more intricate. More models can be seen in [16].

This paper is formed as follows. The local hardsphere PNP model for ionic flows with nonzero permanent charges is introduced in Section 2 to set the platform for examinations in the following sections. Section 3 is the main body of this work where we apply the GSP theory on the PNP system to turn the BVP into a connecting system to acquire a nonlinear algebraic system of equations, called the matching system. In Section 4 using the matching system and applying the zero-current condition, we derive zero-current fluxes that will lead to some interesting results. We then explore the qualitative impact of ion sizes to obtain some relevant
results. In particular, we study the effects of ion size on zero-current fluxes. In Section 5, we express the importance and productivity of the work. We also bring up some future works we are working on and one may also take into consideration.

2 Poisson-Nernst-Planck systems with a local HS model for ionic flows

2.1 A one-dimensional PNP-type system.

Since the ion channels have thin cross-sections compared to their lengths, three-dimensional PNP type models can be virtually viewed as one-dimensional models standardized over the interval $[0, 1]$, where the interior and the exterior of the channel are bound. A genuine one-dimensional PNP model for ionic flows of $n$ ion species is \(^\text{(8, 28, 32)}\)

\[
\frac{1}{h(x)} \frac{\partial}{\partial x} \left( \varepsilon_r(x) \varepsilon_0 h(x) \frac{\partial \Phi}{\partial x} \right) = -e \left( \sum_{j=1}^{n} z_j c_j + Q(x) \right),
\]

\[
\frac{\partial c_k}{\partial t} + \frac{1}{h(x)} \frac{\partial J_k}{\partial x} = 0,
\]

\[
-J_k = \frac{1}{k_B T} D_k(x) h(x) c_k \frac{d \mu_k}{dx}, \quad k = 1, 2, ..., n,
\]

where $e$ is the elementary charge, $k_B$ is the Boltzmann constant, $T$ is the absolute temperature; $\Phi$ is the electric potential, $Q(x)$ is the permanent charge of the channel, $\varepsilon_r(x)$ is the relative dielectric coefficient, $\varepsilon_0$ is the vacuum permittivity; $h(x)$ is the area of the cross section of the channel over the point $x$; and for the $k$-th ion species, $c_k$ is the concentration, $z_k$ is the valence (the number of charges per particle), $\mu_k$ is the electrochemical potential, $J_k$ is the flux density, and $D_k(x)$ is the diffusion coefficient. The boundary conditions are, for $k = 1, 2, ..., n$,

\[
\Phi(t, 0) = \mathcal{V}, \quad c_k(t, 0) = l_k > 0; \quad \Phi(t, 1) = 0, \quad c_k(t, 1) = r_k > 0.
\]

Excess potential and a local HS model. We discuss an extension of the geometric singular perturbation approach for classical PNP models to include ion size effects on ionic flow properties. Many properties of electrodiffusion are sensitive to ion sizes. Microscopic chemical properties do depend on ion sizes in addition to others -ionic radius is an essential factor in the periodic table of chemical elements.

A one-dimensional ion specific model for hard-sphere potential is

\[
\frac{1}{k_B T} \mu^\text{HS}_k = -\ln \left( 1 - \sum_j d_j c_j \right) + \frac{d_k \sum_j c_j}{1 - \sum_j d_j c_j}
\]

where $d_j$ is the ionic diameter of $j$th ion species. The factor $d_k$ in the second term makes the model ion specific. This model for $\mu^\text{HS}_k$ is the local version of the nonlocal model of Percus-Yevick approximation.... For definiteness, we take the following setting:

(A1). We consider two ion species ($n = 2$) with $z_1 > 0 > z_2$.

(A2). For the electrochemical potential $\mu_k$, in addition to the ideal component $\mu^\text{id}_k$, we also include the local hard-sphere potential $\mu^\text{HS}_k$ in (2.2).

(A3). The relative dielectric coefficient and the diffusion coefficient are constants, that is, $\varepsilon_r(x) = \varepsilon_r$ and $D_k(x) = D_k$. 

3
2.2 The steady-state boundary value problem and assumptions.

Under the assumptions (A1) – (A3), the steady-state system of PNP model in (2.1) is

\[
\frac{1}{h(x)} \frac{d}{dx} \left( \varepsilon_r(x) \varepsilon_0 h(x) \frac{d\Phi}{dx} \right) = -e(z_1 c_1 + z_2 c_2) - Q(x),
\]

(2.2)

\[
\frac{d\mathcal{J}_k}{dx} = 0, \quad -\mathcal{J}_k = \frac{1}{k_B T} D_k(x) h(x) c_k \frac{d\mu_k}{dx}, \quad k = 1, 2,
\]

with the following boundary conditions

\[
\Phi(0) = \mathcal{V}, \quad c_k(0) = l_k > 0; \quad \Phi(1) = 0, \quad c_k(1) = r_k > 0.
\]

(2.3)

We now make the dimensionless re-scaling in (2.3),

\[
\phi = \frac{e}{k_B T} \Phi, \quad V = \frac{e}{k_B T} \mathcal{V}, \quad \varepsilon^2 = \frac{\varepsilon_r \varepsilon_0 k_B T}{e^2}, \quad J_k = \frac{\mathcal{J}_k}{D_k}.
\]

Then, for \( k = 1, 2 \),

\[
-J_k = \frac{\mathcal{J}_k}{D_k} = \frac{1}{k_B T} h(x) c_k \frac{d\mu_1}{dx} + \frac{1}{k_B T} h(x) c_k \frac{d\mu_2}{dx} = z_k h(x) c_k \frac{d\phi}{dx} + h(x) \frac{dc_k}{dx} + \frac{h(x) c_k}{k_B T} \frac{d\mu_2}{dx}.
\]

(2.4)

Note also that,

\[
\varepsilon_r \varepsilon_0 \frac{d\Phi}{dx} = \varepsilon^2 \frac{e^2}{k_B T} \frac{d\Phi}{dx} = \varepsilon^2 \frac{e^2}{k_B T} k_B T \frac{d\phi}{dx} = \varepsilon^2 \frac{e^2}{k_B T} \frac{d\phi}{dx}.
\]

Therefore, system (2.3) becomes

\[
\varepsilon^2 \frac{d}{h(x)} \left( h(x) \frac{d\phi}{dx} \right) = -z_1 c_1 - z_2 c_2 - Q(x), \quad \frac{dJ_1}{dx} = \frac{dJ_2}{dx} = 0,
\]

(2.5)

\[
h(x) \frac{dc_1}{dx} + z_1 h(x) c_1 \frac{d\phi}{dx} + \frac{h(x) c_1}{k_B T} \frac{d\mu_1}{dx} = -J_1,
\]

\[
h(x) \frac{dc_2}{dx} + z_2 h(x) c_2 \frac{d\phi}{dx} + \frac{h(x) c_2}{k_B T} \frac{d\mu_2}{dx} = -J_2.
\]

It follows directly from (2.2) for the local hard-sphere potential \( \mu_k^{HS} \) for two ion species that

\[
\frac{1}{k_B T} \frac{d\mu_1^{HS}}{dx} = \frac{d_1 (2 + d_1 (c_2 - c_1) - 2 d_2 c_2)}{(1 - d_1 c_1 - d_2 c_2)^2} \frac{dc_1}{dx} + \frac{d_1 + d_2 - d_1^2 c_1 - d_2^2 c_2}{(1 - d_1 c_1 - d_2 c_2)^2} \frac{dc_2}{dx},
\]

\[
\frac{1}{k_B T} \frac{d\mu_2^{HS}}{dx} = \frac{d_1 + d_2 - d_1^2 c_1 - d_2^2 c_2}{(1 - d_1 c_1 - d_2 c_2)^2} \frac{dc_1}{dx} + \frac{d_2 (2 + d_2 (c_1 - c_2) - 2 d_1 c_1)}{(1 - d_1 c_1 - d_2 c_2)^2} \frac{dc_2}{dx}.
\]

(2.6)

Substituting (2.6) into system (2.5), we obtain

\[
\varepsilon^2 \frac{d}{h(x)} \left( h(x) \frac{d\phi}{dx} \right) = -z_1 c_1 - z_2 c_2 - Q(x), \quad \frac{dJ_1}{dx} = \frac{dJ_2}{dx} = 0,
\]

\[
\frac{dc_1}{dx} = -f_1(c_1, c_2; d_1, d_2) \frac{d\phi}{dx} - \frac{1}{h(x)} g_1(c_1, c_2, J_1, J_2; d_1, d_2),
\]

\[
\frac{dc_2}{dx} = -f_2(c_1, c_2; d_1, d_2) \frac{d\phi}{dx} - \frac{1}{h(x)} g_2(c_1, c_2, J_1, J_2; d_1, d_2),
\]

(2.7)
with the boundary conditions,

\[ \phi(0) = V, \quad c_k(0) = l_k > 0; \quad \phi(1) = 0, \quad c_k(1) = r_k > 0, \quad (2.8) \]

where \( f_j = f_j(c_1, c_2; d_1, d_2), \) \( g_j = g_j(c_1, c_2; J_1, J_2; d_1, d_2) \) for \( j = 1, 2 \) are defined as follow,

\[
\begin{align*}
    f_1 &= z_1 c_1 - (d_1 + d_2 - d_1^2 c_1 - d_2^2 c_2)(z_1 c_1 + z_2 c_2)c_1 - z_1(d_1 - d_2)c_1^2, \\
    f_2 &= z_2 c_2 - (d_1 + d_2 - d_1^2 c_1 - d_2^2 c_2)(z_1 c_1 + z_2 c_2)c_2 + z_2(d_1 - d_2)c_2^2, \\
    g_1 &= ((1 - d_1 c_1)^2 + d_2^2 c_1 c_2)J_1 - c_1(d_1 + d_2 - d_1^2 c_1 - d_2^2 c_2)J_2, \\
    g_2 &= ((1 - d_2 c_2)^2 + d_1^2 c_1 c_2)J_2 - c_2(d_1 + d_2 - d_1^2 c_1 - d_2^2 c_2)J_1.
\end{align*}
\]

Recall that \( d_1 \) and \( d_2 \) are the diameters of the two ion species. While \( d_1 > 0 \) and \( d_2 > 0 \) are small, their ratio is of order \( O(1) \). We thus set, for some \( \lambda > 0, \)

\[ d_1 = d, \quad \text{and} \quad d_2 = \lambda d. \]

Hence, \( f_j, g_j, \) for \( j = 1, 2, \) in above, become,

\[
\begin{align*}
    f_1(c_1, c_2, d) &= z_1 c_1 - (2z_1 c_1 + (1 + \lambda)z_2 c_2)c_1 d + (c_1 + \lambda^2 c_2)(z_1 c_1 + z_2 c_2)c_1 d^2, \\
    f_2(c_1, c_2, d) &= z_2 c_2 - (2\lambda z_2 c_2 + (1 + \lambda)z_1 c_1)c_2 d + (c_1 + \lambda^2 c_2)(z_1 c_1 + z_2 c_2)c_2 d^2, \\
    g_1(c_1, c_2, J_1, J_2, d) &= J_1 - (2J_1 + (1 + \lambda)J_2)c_1 d + (c_1 + \lambda^2 c_2)(J_1 + J_2)c_1 d^2, \\
    g_2(c_1, c_2, J_1, J_2, d) &= J_2 - (2\lambda J_2 + (1 + \lambda)J_1)c_2 d + (c_1 + \lambda^2 c_2)(J_1 + J_2)c_2 d^2.
\end{align*}
\]

We assume the permanent charge \( Q(x) \) is given by a piecewise constant function. The permanent charge \( Q \) is piecewise constant with one nonzero region; that is, for a partition \( 0 < a < b < 1 \) of \( [0, 1] \),

\[ Q(x) = \begin{cases} 
    Q_1 = Q_3 = 0, & x \in (0, a) \cup (b, 1), \\
    Q_2, & x \in (a, b), 
\end{cases} \quad (2.10) \]

where \( Q_2 \) is a constant. It is easy to extend the work for \( Q \) with multiple regions of nonzero constants. For convenience, we set for \( k = 0, 1, \)

\[
\begin{align*}
    I_k &= z_1 J_{1k} + z_2 J_{2k}, \quad T_k := J_{1k} + J_{2k}, \quad \Lambda_k := J_{1k} + \lambda J_{2k}, \\
    \sigma(y) &= (z_1 - z_2)z_1 c_1 (y) - z_2 Q, \quad H(x) := \int_x^1 \frac{1}{h(s)} ds, \\
    Z_0(y) := &\frac{z_1 z_2 I_0 Q}{\sigma(y)}, \quad w(a, b) = a + \lambda b + \frac{\lambda z_1 - z_2}{z_1 - z_2}(a + b).
\end{align*}
\]

To end this section, we treat \( \varepsilon > 0 \) small as a singular perturbation parameter and \( d'_k \)'s as regular perturbation parameters, and rewrite system \((2.7)\) into a standard form for singularly perturbed systems and convert the boundary value problem \((2.7)\) and \((2.9)\) to a connected problem.

Denote derivative with respect to \( x \) by overdot and introduce \( u = \varepsilon \phi \) and \( \tau = x \). System \((2.7)\) becomes

\[
\begin{align*}
    \varepsilon \dot{\phi} &= u, \quad \varepsilon \dot{u} = -z_1 c_1 - z_2 c_2 - Q(\tau) - \varepsilon \frac{h_r(\tau)}{h(\tau)} u, \\
    \varepsilon \dot{c}_1 &= -f_1 u - \frac{\varepsilon}{h(\tau)} g_1, \quad \varepsilon \dot{c}_2 = -f_2 u - \frac{\varepsilon}{h(\tau)} g_2, \\
    \dot{J}_1 &= \dot{J}_2 = 0, \quad \dot{\tau} = 1, \quad (2.12)
\end{align*}
\]
that is called the slow system. Let $B_l$ and $B_r$ be the subsets of the phase space $\mathbb{R}^7$ defined by
\[
B_l = \{(V, u, l_1, l_2, J_1, J_2, 0) \in \mathbb{R}^7 : \text{arbitrary } u, J_1, J_2\},
B_r = \{(0, u, r_1, r_2, J_1, J_2, 1) \in \mathbb{R}^7 : \text{arbitrary } u, J_1, J_2\},
\]
where $V$, $l_1$, $l_2$, $r_1$ and $r_2$ are given in (2.8). Then the original boundary value problem is equivalent to a connecting problem, namely, finding a solution of (2.12) from $B_l$ to $B_r$. By setting $\varepsilon = 0$ in system (2.12), we obtain the slow manifold,
\[
\mathcal{Z} = \left\{ u = 0, \ z_1 c_1 + z_2 c_2 + Q = 0 \right\}.
\]
For $\varepsilon > 0$, the rescaling $x = \varepsilon \xi$ of the independent variable $x$ give rise to the fast system,
\[
\begin{align*}
\phi' &= u, \quad u' = -z_1 c_1 - z_2 c_2 - Q - \varepsilon \frac{h_r(\tau)}{h(\tau)} u, \\
\varepsilon f_1 u - \frac{\varepsilon}{h(\tau)} g_1, \quad \varepsilon f_2 u - \frac{\varepsilon}{h(\tau)} g_2, \\
J'_1 &= J'_2 = 0, \quad \tau = \varepsilon,
\end{align*}
\tag{2.13}
\]
where prime denotes the derivative with respect to the fast variable $\xi$. The limiting fast system is,
\[
\begin{align*}
\phi' &= u, \quad u' = -z_1 c_1 - z_2 c_2 - Q, \\
\varepsilon f_1 u - \varepsilon g_1, \quad \varepsilon f_2 u - \varepsilon g_2, \\
J'_1 &= J'_2 = 0, \quad \tau' = 0.
\end{align*}
\tag{2.14}
\]
The following Lemma can be directly verified.

**Lemma 2.1.** The slow manifold $\mathcal{Z}$ is normally hyperbolic for any permanent charge $Q$.

## 3 GSP Theory for the connecting problem.

We apply the general geometric singular perturbation Theory (GSP) to construct singular orbits for the connecting problem [13, 21, 22, 23, 25]. We will first construct singular orbits on each sub-interval $[x_{j-1}, x_j]$ where $Q(x)$ is constant and then match them at jump points $x = x'_j$ of $Q(x)$. To do so, we pre-assign the values of $\phi$, $c'_k$ s at $x_j$ for $j = 1, 2$,
\[
\phi(x_j) = \phi[^{[j]}, \ c_1(x_j) = c[^{[j]}, \ c_2(x_j) = c[^{[j]},
\]
with given $\phi[^{[0]} = V$ and $c_1[^{[0]} = l_1$, $c_2[^{[0]} = l_2$ at $x = 0$, and $\phi[^{[3]} = 0$ and $c_1[^{[3]} = r_1$, $c_2[^{[3]} = r_2$ at $x = 1$. Note that we have introduced 6 unknown variables. For $j = 0, 1, 2, 3$, introduce the sets
\[
B_j = \{(\phi, u, c_1, c_2, J, \tau) : \ \phi = \phi[^{[j]}, \ c_1 = c[^{[j]}, \ c_2 = c[^{[j]}, \ \tau = x_j\}.
\]
Note that $B_0 = B_l$ and $B_3 = B_r$. The next step is to construct singular orbits over each interval $[x_{j-1}, x_j]$ for the connecting problem between $B_{j-1}$ and $B_j$. Finally, we match the singular orbits at each $x_j$ to obtain singular orbits over the whole interval $[0, 1]$. For a singular orbit on the whole interval $[0, 1]$, we require that
\[
J'_1 = J'_1, \quad J'_2 = J'_2, \quad u^a = u^a, \quad u^b = u^b.
\]
This consists of six conditions. The number of conditions is exactly the same as the number of unknown values in the above preassigned values.
3.1 A singular orbit on \([0, a]\) where \(Q(x) = 0\).

Here we construct singular orbits for the connecting problem from \(B_0\) to \(B_1\). Each such an orbit will consist of two boundary layers \(\Gamma^i\) at \(x = 0\), \(\Gamma^{a,i}\) at \(x = a\), and a regular layer \(\Lambda_1\) over the interval \([0, a]\).

**Dynamics and Boundary/Internal Layers on \([0, a]\).** By setting \(\varepsilon = 0\) in system (2.12) with \(Q = 0\), the slow manifold is, \(\mathcal{Z}'_1 = \{u = 0, \ z_1 c_1 + z_2 c_2 = 0\}\). For \(\varepsilon > 0\), the rescaling \(x = \varepsilon \xi\) of the independent variable \(x\) give rise to

\[
\begin{align*}
\phi' &= u, \quad u' = -z_1 c_1 - z_2 c_2 - \varepsilon \frac{h_\tau(\tau)}{h(\tau)} u, \\
c'_1 &= -f_1 u - \frac{\varepsilon}{h(\tau)} g_1, \quad c'_2 = -f_2 u - \frac{\varepsilon}{h(\tau)} g_2, \\
J'_1 &= J'_2 = 0, \quad \tau' = \varepsilon. 
\end{align*}
\]

(3.1)

where prime denotes the derivative with respect to the variable \(\xi\). The limiting fast system is,

\[
\begin{align*}
\phi' &= u, \quad u' = -z_1 c_1 - z_2 c_2, \\
c'_1 &= -f_1 u, \quad c'_2 = -f_2 u, \\
J'_1 &= J'_2 = 0, \quad \tau' = 0. 
\end{align*}
\]

(3.2)

The set of equilibria of (3.2) is precisely \(\mathcal{Z}'_1\). From lemma (2.1), when \(Q = Q_1 = 0\), the slow manifold \(\mathcal{Z}'_1\) is normally hyperbolic for system (3.2).

We denote the stable (resp. unstable) manifold of \(\mathcal{Z}'_1\) by \(W^s(\mathcal{Z}'_1)\) (resp. \(W^u(\mathcal{Z}'_1)\)). Let \(M^l\) be the collection of orbits from \(B_0\) in forward time under the flow of system (3.1) and \(M^{a,l}\) be the collection of orbits from \(B_1\) in backward time under the flow of system (3.1). Then, for a singular orbit connecting \(B_0\) to \(B_1\), the boundary layer at \(\tau = x = 0\) must lie in \(N^l = M^l \cap W^s(\mathcal{Z}'_1)\) and the boundary layer at \(\tau = x = a\) must lie in \(N^{a,l} = M^{a,l} \cap W^u(\mathcal{Z}'_1)\). We look for solutions

\[
\Gamma(\xi; d) = (\phi(\xi; d), u(\xi; d), c_1(\xi; d), c_2(\xi; d), J_1(d), J_2(d), \tau)
\]

of system (3.2) of the form

\[
\begin{align*}
\phi(\xi; d) &= \phi_0(\xi) + \phi_1(\xi)d + o(d), \quad u(\xi; d) = u_0(\xi) + u_1(\xi)d + o(d), \\
c_1(\xi; d) &= c_{10}(\xi) + c_{11}(\xi)d + o(d), \quad c_2(\xi; d) = c_{20}(\xi) + c_{21}(\xi)d + o(d), \\
J_1(d) &= J_{10} + J_{11}d + o(d), \quad J_2(d) = J_{20} + J_{21}d + o(d).
\end{align*}
\]

(3.3)

Substituting (3.3) into system (3.2), we obtain, for the zeroth order in \(d\),

\[
\begin{align*}
\phi_0' &= u_0, \quad u_0' = -z_1 c_{10} - z_2 c_{20}, \\
c_{10}' &= -z_1 c_{10} u_0, \quad c_{20}' = -z_2 c_{20} u_0, \\
J_{10}' &= J_{20}' = 0, \quad \tau' = 0,
\end{align*}
\]

(3.4)

and for the first order in \(d\),

\[
\begin{align*}
\phi_1 &= u_1, \quad u_1' = -z_1 c_{11} - z_2 c_{21}, \\
c_{11}' &= -z_1 c_{11} u_0 - z_1 c_{10} u_1 + \left(2 z_1 c_{10} + (1 + \lambda) z_2 c_{20}\right) c_{10} u_0, \\
c_{21}' &= -z_2 c_{21} u_0 - z_2 c_{20} u_1 + \left(1 + \lambda\right) z_1 c_{10} + 2 \lambda z_2 c_{20}\right) c_{20} u_0, \\
J_{11}' &= J_{21}' = 0.
\end{align*}
\]

(3.5)
Lemma 3.1. The zeroth order system (3.3) has a complete set of first integrals,

\[ H_{10,l} = e^{z_1 \phi_0} c_{10}, \quad H_{20,l} = e^{z_2 \phi_0} c_{20}, \quad H_{30,l} = J_{10}, \quad H_{40,l} = J_{20}, \]
\[ H_{50,l} = c_{10} + c_{20} - \frac{1}{2} u_0^2, \quad H_{60,l} = \tau, \]

and the first order system (3.5) has a complete set of first integrals,

\[ H_{11,l} = z_1 \phi_1 + c_{11}/c_{10} + 2c_{10} + (\lambda + 1)c_{20}, \quad H_{21,l} = z_2 \phi_1 + c_{21}/c_{20} + 2\lambda c_{20} + (\lambda + 1)c_{10}, \]
\[ H_{31,l} = u_0 u_1 - c_{11} - c_{21} - (\lambda + 1)c_{10} c_{20} - c_{10}^2 - \lambda c_{20}^2, \quad H_{41,l} = J_{11}, \quad H_{51,l} = J_{21}. \]

Proof. It can be verified directly from (3.4) and (3.5).

Recall that we are interested in the solutions of \( \Gamma^l(\xi; d) \subset N^t = M^t \cap W^s(\mathcal{Z}_1) \) with \( \Gamma^l(0; d) \in B_0 \), and \( \Gamma^{a,l}(\xi; d) \subset N^{a,l} = M^{a,l} \cap W^u(\mathcal{Z}_1) \) with \( \Gamma^{a,l}(0; d) \in B_1 \).

Proposition 3.2. Assume that \( d \geq 0 \) is small.

(i) The stable manifold \( W^s(\mathcal{Z}_1) \) intersects \( B_0 \) transversally at points

\[(V, u_0^l + u_1^l d + o(d), l_1, l_2, J_1(d), J_2(d), 0),\]

and the \( \omega \)-limit set of \( N^t = M^t \cap W^s(\mathcal{Z}_1) \) is

\[\omega(N^t) = \left\{ \left( \phi_0^l + \phi_1^l d + o(d), 0, c_{10}^l + c_{11}^l d + o(d), c_{20}^l + c_{21}^l d + o(d), J_1(d), J_2(d), 0 \right) \right\},\]

where \( J_k(d) = J_{k0} + J_{k1} d + o(d), \quad k = 1, 2, \) can be arbitrary and

\[\phi_0^l = V - \frac{1}{z_1 - z_2} \ln \frac{-z_1 l_1}{z_1 l_2}, \quad z_1 c_{10}^l = -z_2 c_{20}^l = (z_1 l_1 \frac{-z_2}{z_1 - z_2}) (z_1 l_2 \frac{-z_1}{z_1 - z_2}),\]
\[u_0^l = \text{sgn}(z_1 l_1 + z_2 l_2) \sqrt{2 \left( l_1 + l_2 + \frac{z_1 - z_2}{z_1 z_2} (z_1 l_1 \frac{-z_2}{z_1 - z_2}) (z_1 l_2 \frac{-z_1}{z_1 - z_2}) \right)},\]
\[\phi_1^l = \frac{1}{z_1 - z_2} \left( l_1 + l_2 - c_{10}^l - c_{20}^l \right),\]
\[z_1 c_{11}^l = -z_2 c_{21}^l = z_1 c_{10}^l (w(l_1, l_2) + \frac{2(\lambda z_1 - z_2)}{z_2} c_{10}^l),\]
\[u_1^l = \frac{1}{u_0^l} \left( (l_1 + l_2)(l_1 + \lambda l_2) - (c_{10}^l + c_{20}^l)(c_{10}^l + \lambda c_{20}^l) - c_{11} - c_{21}^l \right),\]

where \( w(l_1, l_2) \) was defined in (2.11).

(ii) The unstable manifold \( W^u(\mathcal{Z}_1) \) intersects \( B_1 \) transversally at points

\[(\phi_0^a + \phi_1^a d + o(d), u_0^a d + u_1^a d + o(d), c_{10}^a + c_{11}^a d + o(d), c_{20}^a + c_{21}^a d + o(d), J_1(d), J_2(d), a),\]

and the \( \alpha \)-limit set of \( N^{a,l} = M^{a,l} \cap W^u(\mathcal{Z}_1) \) is

\[\alpha(N^{a,l}) = \left\{ \left( \phi_0^a + \phi_1^a d + o(d), 0, c_{10}^a + c_{11}^a d + o(d), c_{20}^a + c_{21}^a d + o(d), J_1(d), J_2(d), a \right) \right\},\]
where \( J_k(d) = J_{k0} + J_{k1}d + o(d), \quad k = 1, 2, \) can be arbitrary and

\[
\begin{align*}
\phi_0^{a,l} &= \phi_0^l - \frac{1}{z_1 - z_2} \ln \frac{-z_2 c_{10}^a}{z_1 c_{10}^l}, \\
z_1 c_{10}^{a,l} &= -z_2 c_{20}^{a,l} = \left( z_1 c_{10}^a \right) \frac{z_2 c_{10}^a}{z_1 - z_2}, \\
u_0^{a,l} &= -\text{sgn}(z_1 c_{10}^a + z_2 c_{20}^a) \left(\frac{c_{10}^a}{c_{10}^l} - \frac{c_{20}^a}{c_{20}^l} + (1 - \lambda) \left( c_{10}^a - c_{20}^a \right) \right), \\
\phi_1^{a,l} &= \phi_1^l + \frac{1}{z_1 - z_2} \left( \frac{c_{11}^a}{c_{10}^l} - \frac{c_{21}^a}{c_{20}^l} + (1 - \lambda) \left( c_{10}^a - c_{20}^a \right) \right), \\
z_1 c_{11}^{a,l} &= -z_2 c_{21}^{a,l} = z_1 c_{10}^a \left( \frac{1}{z_1 - z_2} - z_2 c_{10}^a \right) + w(c_{10}^a, c_{20}^a) + \frac{2(z_1 - z_2)}{z_2} c_{10}^a, \\
u_1^{a,l} &= \frac{1}{u_0^{a,l}} \left( (c_{10}^a + c_{20}^a)(c_{10}^a + \lambda c_{20}^a) - (c_{10}^a + c_{20}^a)(c_{10}^a + \lambda c_{20}^a) \right) \\
&+ c_{11}^a + c_{21}^a - c_{11}^l - c_{21}^l, \\
\end{align*}
\]

(3.6)

**Proof.** The stated result for the zeroth order system has been obtained in [8, 26, 27]. For the first order system, from first integrals in Lemma \([3.1]\) we establish the results for \( \phi_1^l, c_{11}^l, c_{21}^l \) and \( u_1^l \) for system (3.5). We emphasize that those for \( \phi_1^{a,l}, c_{11}^{a,l}, c_{21}^{a,l} \) and \( u_1^{a,l} \) are different here because we have extra terms \( c_{11}^{a,l}, c_{21}^{a,l} \) and \( \phi_1^{a,l} \). One should also note that \( \phi_1^l(0) = c_{11}^l(0) = c_{21}^l(0) = 0 \). Using the first integrals \( H_{11,l} \) and \( H_{21,l} \), since \( H_{j1,l}(\xi) = H_{j1,l}(0), \quad j = 1, 2, \) then taking the limit as \( \xi \to \infty \), we have

\[
\begin{align*}
c_{11}^l &= c_{10}^l \left( 2l_1 + (\lambda + 1)l_2 - 2c_{10}^l - (\lambda + 1)c_{20}^l - z_1 \phi_1^l \right), \\
c_{21}^l &= c_{20}^l \left( 2l_1 + (\lambda + 1)l_2 - 2c_{10}^l - (\lambda + 1)c_{20}^l - z_2 \phi_1^l \right). \\
\end{align*}
\]

When \( \xi \to \infty \), over the slow manifold \( \mathcal{X}_1 \), where \( z_1 c_1 + z_2 c_2 = 0 \), it follows from (3.3) that \( z_1 c_{10}^l + z_2 c_{20}^l = z_1 c_{11}^l + z_2 c_{21}^l = 0 \). Hence, from two above equations, \( \phi_1^l \) will be obtained. Then, \( c_{11}^l \) and \( c_{21}^l \) follow directly. To derive the formula for \( u_1^l = u_1(0) \), in view of \( H_{31,l}(0) = H_{31,l}(\infty) \), we have

\[
u_0^l u_1^l - (\lambda + 1)u_1^l l_2 - l_2^2 - \lambda l_2^2 = -c_{11}^l - c_{21}^l - (\lambda + 1)c_{10}^l c_{20}^l - (c_{10}^l)^2 - \lambda (c_{20}^l)^2.
\]

The formula for \( u_1^l \) follows directly.

Similarly, we find \( c_{11}^{a,l}, c_{21}^{a,l}, \phi_1^{a,l} \) and \( u_1^{a,l} \). Using the first integrals \( H_{11,l} \) and \( H_{21,l} \) in Lemma \([3.1]\) since \( H_{j1,l}(\xi) = H_{j1,l}(\infty) \) for \( j = 1, 2 \), taking the limit as \( \xi \to 0 \) one has,

\[
\begin{align*}
c_{11}^{a,l} &= c_{10}^{a,l} \left( z_1 \phi_1^a + \frac{c_{11}^a}{c_{10}^a} + 2c_{10}^a + (\lambda + 1)c_{20}^a - 2c_{20}^a - (\lambda + 1)c_{20}^a - z_1 \phi_1^{a,l} \right), \\
c_{21}^{a,l} &= c_{20}^{a,l} \left( z_2 \phi_1^a + \frac{c_{21}^a}{c_{20}^a} + 2\lambda c_{20}^a + (\lambda + 1)c_{10}^a - 2\lambda c_{10}^a - (\lambda + 1)c_{10}^a - z_2 \phi_1^{a,l} \right).
\end{align*}
\]

Note that when \( \xi \to 0 \), we are on the slow manifold \( \mathcal{X}_1 \) where \( z_1 c_1 + z_2 c_2 = 0 \); hence \( (3.3) \) implies \( z_1 c_{10}^{a,l} + z_2 c_{20}^{a,l} = z_1 c_{11}^{a,l} + z_2 c_{21}^{a,l} = 0 \). Then the formula for \( \phi_1^{a,l} \) will be obtained. To find \( c_{11}^{a,l} \), we just need to substitute \( \phi_1^{a,l} \) into the equation for \( c_{11}^{a,l} \) in above. We can find the formula for \( u_1^{a,l} = u_1(\infty) \), directly from \( H_{31,l}(0) = H_{31,l}(\infty) \).

**Limiting slow dynamics and regular layers on \([0, a]\).** Now we construct the regular layer on \( \mathcal{X}_1 \) that connects \( \omega(N^l) \) and \( \alpha(N^{a,l}) \). Note that, for \( \varepsilon = 0 \), system (2.12) with \( Q = 0 \) loses most information. To fix this problem, we follow the idea in [8, 26, 27] and make a re-scaling...
$u = \varepsilon p$ and $-z_2 c_2 = z_1 c_1 + \varepsilon q$ in system (2.12). In terms of the new variables, system (2.12) with $Q = 0$ becomes
\[
\dot{\phi} = p, \quad \dot{\varepsilon} = \frac{h_r(\tau)}{h(\tau)} p, \quad \dot{\varepsilon} = \frac{z_1 f_1 + z_2 f_2}{h(\tau)} p + \frac{z_1 g_1 + z_2 g_2}{h(\tau)}
\]
\[
\dot{c}_1 = -f_1 p - \frac{g_1}{h(\tau)}, \quad \dot{J}_1 = \dot{J}_2 = 0, \quad \dot{\tau} = 1,
\]
where, for $k = 1, 2$,
\[
f_k = f_k \left( c_1, -\frac{z_1 c_1 + \varepsilon q}{z_2}, d, \lambda d \right) \quad \text{and} \quad g_k = g_k \left( c_1, -\frac{z_1 c_1 + \varepsilon q}{z_2}, J_1, J_2; d, \lambda d \right),
\]
were defined in (2.9). This system is also a singular perturbation problem. Its limiting slow system is,
\[
q = 0, \quad p = -\sum_{j=1}^{2} z_j g_j \left( c_1, -\frac{z_1 c_1}{z_2}, J_1, J_2; d, \lambda d \right) \frac{z_1 (z_1 - z_2) h(\tau) c_1}{z_1 (z_1 - z_2) h(\tau) c_1}, \quad \dot{\phi} = p,
\]
\[
\dot{c}_1 = -f_1 \left( c_1, -\frac{z_1 c_1}{z_2}, d, \lambda d \right) p - \frac{1}{h(\tau)} g_1 \left( c_1, -\frac{z_1 c_1}{z_2}, J_1, J_2; d, \lambda d \right),
\]
\[
\dot{J}_1 = \dot{J}_2 = 0, \quad \dot{\tau} = 1.
\]
Note that to get the expression to the bottom of $p$, we have used (2.9), that is,
\[
z_1 f_1 \left( c_1, -\frac{z_1 c_1}{z_2}, d, \lambda d \right) + z_2 f_2 \left( c_1, -\frac{z_1 c_1}{z_2}, d, \lambda d \right) = z_1 (z_1 - z_2) c_1.
\]
From system (3.7), the slow manifold is
\[
S = \left\{ q = 0, \quad p = -\sum_{j=1}^{2} z_j g_j \left( c_1, -\frac{z_1 c_1}{z_2}, J_1, J_2; d, \lambda d \right) \frac{z_1 (z_1 - z_2) h(\tau) c_1}{z_1 (z_1 - z_2) h(\tau) c_1} \right\}.
\]
Therefore, the limiting slow system on $S$ is
\[
\dot{\phi} = p,
\]
\[
\dot{c}_1 = -f_1 \left( c_1, -\frac{z_1 c_1}{z_2}, d, \lambda d \right) p - \frac{1}{h(\tau)} g_1 \left( c_1, -\frac{z_1 c_1}{z_2}, J_1, J_2; d, \lambda d \right),
\]
\[
\dot{J}_1 = \dot{J}_2 = 0, \quad \dot{\tau} = 1.
\]
As for the layer problem, we look for solutions of (3.8) of the form
\[
\phi(x) = \phi_0(x) + \phi_1(x) d + o(d),
\]
\[
c_1(x) = c_{10}(x) + c_{11}(x) d + o(d),
\]
\[
J_1 = J_{10} + J_{11} d + o(d), \quad J_2 = J_{20} + J_{21} d + o(d),
\]
to connect $\omega(N^l)$ and $\alpha(N^{a,l})$ given in Proposition (3.2). In particular, for $j = 0, 1$,
\[
(\phi_j(0), c_{1j}(0)) = (\phi_j^l, c_{1j}^l), \quad (\phi_j(a), c_{1j}(a)) = (\phi_j^{a,l}, c_{1j}^{a,l}).
\]
From (2.9) over the slow manifold $\mathcal{L}_1$, one obtains
\[
f_1 \left( c_1, -\frac{z_1 c_1}{z_2}, d, \lambda d \right) = z_1 c_{10} + \left( z_1 c_{11} + (\lambda - 1) z_1 c_{10}^2 \right) d + o(d),
\]
\[
g_1 \left( c_1, -\frac{z_1 c_1}{z_2}, d, \lambda d \right) = J_{10} + \left( J_{11} - c_{10} [T_0 + \Lambda_0] \right) d + o(d),
\]
\[
z_1 g_1 + z_2 g_2 = I_0 + \left( I_1 - (1 - \lambda) z_1 c_{10} T_0 \right) d + o(d).
\]
Thus, it follows from above and (3.8) that,

\[
\begin{align*}
\phi_0 &= \frac{-I_0}{z_1(z_1 - z_2)h(\tau)c_{10}}, \\
\phi_{10} &= \frac{z_2T_0}{(z_1 - z_2)h(\tau)}, \\
J_{10} &= J_{20} = 0, \quad \tau = 1,
\end{align*}
\]

and

\[
\begin{align*}
\phi_1 &= \frac{I_0c_{11}}{z_1(z_1 - z_2)h(\tau)c_{10}^2} + \frac{(1 - \lambda)z_1T_0c_{10} - I_1}{z_1(z_1 - z_2)h(\tau)c_{10}}, \\
\phi_{11} &= \frac{2(\lambda z_1 - z_2)T_0c_{10} + z_2T_1}{(z_1 - z_2)h(\tau)}, \\
J_{11} &= J_{21} = 0.
\end{align*}
\]

Lemma 3.3. For \(0 \leq x \leq a\), there is a unique solution \((\phi_0(x), c_{10}(x), J_{10}, J_{20}, \tau(x))\) of (3.10) such that

\[
(\phi_0(0), c_{10}(0), \tau(0)) = (\phi_0^l, c_{10}^l, 0) \quad \text{and} \quad (\phi_0(a), c_{10}(a), \tau(a)) = (\phi_0^a, c_{10}^a, a)
\]

where \(\phi_0^l, \phi_0^a, c_{10}^l, \text{ and } c_{10}^a\) are given in Proposition 3.2. The solution, for \(0 \leq x \leq a\), is given by

\[
\begin{align*}
\phi_0(x) &= \phi_0^l + \frac{\phi_0^a - \phi_0^l}{\ln c_{10}^a - \ln c_{10}^l} \ln \left(1 - \frac{H(x)}{H(a)} + \frac{H(x)\phi_0^a}{H(a)\phi_0^l}\right), \\
c_{10}(x) &= \left(1 - \frac{H(x)}{H(a)}\right)c_{10}^l + \frac{H(x)}{H(a)}c_{10}^a, \\
J_{10} &= \frac{c_{10}^l - c_{10}^a}{H(a)} \left(1 + \frac{z_1(\phi_0^l - \phi_0^a)}{\ln c_{10}^a - \ln c_{10}^l}\right), \\
J_{20} &= \frac{z_1(c_{10}^l - c_{10}^a)}{z_2H(a)} \left(1 + \frac{z_2(\phi_0^l - \phi_0^a)}{\ln c_{10}^a - \ln c_{10}^l}\right), \quad \tau(x) = x.
\end{align*}
\]

Proof. The solution of system (3.10) with the initial condition \((\phi_0^l, c_{10}^l, J_{10}, J_{20}, 0)\), for \(0 \leq x \leq a\), is,

\[
\phi_0(x) = \phi_0^l - \frac{I_0}{z_1(z_1 - z_2)} \int_0^x \frac{1}{h(s)c_{10}(s)} \, ds, \quad c_{10}(x) = c_{10}^l + \frac{z_2T_0}{z_1 - z_2} H(x), \quad \tau(x) = x.
\]

It follows from the second equation in above and at \(x = a\) where \(c_{10}(a) = c_{10}^a\) that

\[
T_0 = \frac{(z_1 - z_2)(c_{10}^a - c_{10}^l)}{z_2H(a)}.
\]

We will find the above integral in (3.15). Thus, \(\phi_0(x) = \phi_0^l - \frac{I_0H(a)}{z_1(z_1 - z_2)(c_{10}^a - c_{10}^l)}\). Now, applying the boundary conditions \(c_{10}(a) = c_{10}^a\) and \(\phi_0(a) = \phi_0^a\) we have

\[
I_0 = \frac{z_1(z_1 - z_2)(c_{10}^a - c_{10}^l)(\phi_0^a - \phi_0^l)}{H(a)(\ln c_{10}^a - \ln c_{10}^l)}.
\]

The expressions for \(J_{10}\) and \(J_{20}\), and hence, for \(\phi_0(x)\) and \(c_{10}(x)\) follow directly. \(\square\)
To find the first order terms and for convenience we first go through the following integrals, using equations (3.10), (3.13) and (3.14):

\[
\int_0^x \frac{1}{h(s)c_{10}(s)} ds = H(a) \ln \frac{c_{10}'}{c_{10}''} - \ln c_{10}(x), \quad \int_0^x \frac{c_{10}(s)}{h(s)} ds = \frac{H(a)(c_{10}')^2 - c_{10}''(x)}{2(c_{10}' - c_{10}''')},
\]

(3.15)

\[
\int_0^x \frac{1}{h(s)c_{10}''(s)} ds = \frac{H(a)(c_{10}' - c_{10}(x))}{c_{10}''(x)(c_{10}' - c_{10}''')},
\]

\[
\int_0^x \frac{H(s)}{h(s)c_{10}''(s)} ds = \frac{H(a)}{(c_{10}' - c_{10}'')(c_{10}'(x)) - H(a)\ln \frac{c_{10}'}{c_{10}''} - \ln c_{10}(x)).
\]

We also define the following three functions for convenience (Note that \( w \) is defined in (2.11)),

\[
M_0 := c_{11}' - c_{11}'' + \frac{\lambda z_1 - z_2}{z_2} ((c_{11}')^2 - (c_{11}'')^2)
\]

\[
= c_{10}' w(l_1, l_2) - c_{10}'' w(c_{10}', c_{20}) + \frac{\lambda z_1 - z_2}{z_2} ((c_{10}')^2 - (c_{10}'')^2) - c_{10}'' \frac{c_{10}'''}{c_{10}'} - \frac{z_1 c_{10}'''}{z_1 - z_2},
\]

\[
N_0 := \frac{(c_{10}' - c_{10}'')}{\ln c_{10}'' - \ln c_{10}'} \left\{ \left( \phi_1' - \phi_1'' \right) - \frac{1 - \lambda}{z_2} (c_{10}' - c_{10}'') + \frac{\phi_0' - \phi_0''}{c_{10}' - c_{10}''} M_0 \right. \\
- \frac{w(l_1, l_2) - w(c_{10}', c_{20})}{\ln c_{10}'' - \ln c_{10}'} \left( \phi_0' - \phi_0'' \right) + \frac{\phi_0' - \phi_0''}{c_{10}' - c_{10}''} \frac{z_1 c_{10}'''}{z_1 - z_2} \right\},
\]

(3.16)

\[
P_0(x) := \left( \frac{w(l_1, l_2)}{z_2} + \frac{\lambda z_1 - z_2}{z_2} (c_{10}' - c_{10}'') \right) \frac{c_{10}'(x)}{c_{10}(x)} + \frac{\lambda z_1 - z_2}{z_2} (c_{10}' - c_{10}'') H(x) \frac{H(a)}{c_{10}' - c_{10}''}
\]

Lemma 3.4. For \( 0 \leq x \leq a \), there is a unique solution \((\phi_1(x), c_{11}(x), J_{11}, J_{21}, \tau(x))\) of (3.11) such that

\[
(\phi_1(0), c_{11}(0), \tau(0)) = (\phi_1', c_{11}', 0) \quad \text{and} \quad (\phi_1(a), c_{11}(a), \tau(a)) = (\phi_1'', c_{11}'', a),
\]

where \( \phi_1', \phi_1'', c_{11}' \) and \( c_{11}'' \) are given in Proposition (3.2). It is given by

\[
\phi_1(x) = \phi_1' - \frac{(1 - \lambda)(c_{10}' - c_{10}'')H(x)}{z_2 H(a)} + \frac{(\phi_0' - \phi_0'')}{(\ln c_{10}' - \ln c_{10}'')} P_0(x)
\]

\[
- \frac{\ln c_{10}' - \ln c_{10}''}{c_{10}'} N_0,
\]

(3.17)

\[
c_{11}(x) = c_{11}' + \frac{\lambda z_1 - z_2}{z_2} \left( c_{10}''(x) - (c_{10}')^2 \right) - \frac{H(x)}{H(a)} M_0,
\]

\[
J_{11} = \frac{M_0 + z_1 N_0}{H(a)}, \quad J_{21} = -\frac{z_1 M_0 + z_2 N_0}{H(a)},
\]

where \( M_0, N_0, \) and \( P_0(x) \) are defined in (3.10).
Proof. It follows from (3.11), (3.13), and (3.15) that

\[ c_{11}(x) = c_{11}^{l} + \frac{\lambda z_{1} - z_{2}}{z_{2}} \left( c_{10}^{l}(x) - (c_{10}^{l})^{2} \right) + \frac{z_{2} T_{1}}{z_{1} - z_{2}} H(x). \]

Then, from above and (3.16) at \( x = a \) we have,

\[ T_{1} = -\frac{z_{1} - z_{2}}{z_{2} H(a)} M_{0}. \]

Hence, \( c_{11}(x) \) will be obtained. To find \( \phi_{1}(x) \), one has from (3.11),

\[ \phi_{1}(x) = \phi_{1}^{l} + \frac{I_{0}}{z_{1}(z_{1} - z_{2})} \int_{0}^{x} \frac{c_{11}(s)}{h(s)c_{10}^{2}(s)} ds + \frac{(1 - \lambda) T_{0}}{z_{1} - z_{2}} H(x) - \frac{I_{1}}{z_{1}(z_{1} - z_{2})} \int_{0}^{x} \frac{1}{h(s)c_{10}(s)} ds. \]

One can find the first integral from \( c_{11}(x) \) and (3.15). Then from (3.14) and above,

\[ \frac{I_{0}}{z_{1}(z_{1} - z_{2})} \int_{0}^{x} \frac{c_{11}(s)}{h(s)c_{10}^{2}(s)} ds = \frac{(\phi_{1}^{l} - \phi_{1}^{a,l})}{(\ln c_{10} - \ln c_{10}^{a})} P_{0}(x). \]

Hence,

\[ \phi_{1}(x) = \phi_{1}^{l} + \frac{\phi_{0}^{l} - \phi_{0}^{a,l}}{\ln c_{10} - \ln c_{10}^{a,l}} P_{0}(x) - \frac{(1 - \lambda)(c_{10}^{l} - c_{10}^{a,l})}{z_{2} H(a)} H(x) - \frac{I_{1} H(a)}{z_{1}(z_{1} - z_{2})} \ln \frac{c_{10}^{l} - \ln c_{10}(x)}{c_{10}^{l} - c_{10}^{a,l}}. \]

At \( x = a \) one obtains,

\[ I_{1} = \frac{z_{1}(z_{1} - z_{2})}{H(a)} N_{0}, \]

where \( N_{0} \) was defined in (3.16). Then, the equations for \( \phi_{1}(x) \), \( J_{11} \) and \( J_{21} \) follow directly. \( \Box \)

3.2 A singular orbit on \([a, b]\) where \( Q(x) = Q\).

Here we construct singular orbits for the connecting problem from \( B_{1} \) to \( B_{2} \). Each such an orbit will consist of two boundary layers \( \Gamma^{a,m} \) at \( x = a \), \( \Gamma^{b,m} \) at \( x = b \), and a regular layer \( \Lambda_{2} \) over the interval \([a, b]\).

Fast dynamics and boundary/internal layers on \([a, b]\). By setting \( \varepsilon = 0 \) in system (2.12) with \( Q = Q_{2} \neq 0 \), the slow manifold is

\[ \mathcal{Z}_{2} = \left\{ u = 0, \ z_{1} c_{1} + z_{2} c_{2} + Q = 0 \right\}. \]

The set of equilibria of (2.11) is precisely \( \mathcal{Z}_{2} \), and from lemma (2.1), when \( Q = Q_{2} \), the slow manifold \( \mathcal{Z}_{2} \) is normally hyperbolic for system (2.13). We denote the stable (resp. unstable) manifold of \( \mathcal{Z}_{2} \) by \( W^{s}(\mathcal{Z}_{2}) \) (resp. \( W^{u}(\mathcal{Z}_{2}) \)). Let \( M^{a,m} \) be the collection of orbits from \( B_{1} \) in forward time under the flow of system (2.13) and \( M^{b,m} \) be the collection of orbits from \( B_{2} \) in backward time under the flow of system (2.13). Then, for a singular orbit connecting \( B_{1} \) to \( B_{2} \), the boundary layer at \( \tau = x = a \) must lie in \( N^{a,m} = M^{a,m} \cap W^{s}(\mathcal{Z}_{2}) \) and the boundary layer at \( \tau = x = b \) must lie in \( N^{b,m} = M^{b,m} \cap W^{u}(\mathcal{Z}_{2}) \). As before we look for solutions

\[ \Gamma(\xi; d) = (\phi(\xi; d), u(\xi; d), c_{1}(\xi; d), c_{2}(\xi; d), J_{1}(d), J_{2}(d), \tau), \]

\[ \begin{align*}
\end{align*} \]
of the system (2.14) of the form (3.3). Substituting (3.3) into the system (2.14), we obtain, for the zeroth order in \( d \),

\[
\begin{align*}
\phi'_{0} &= u_0, \quad u'_{0} = -z_1c_{10} - z_2c_{20} - Q, \\
\phi'_{10} &= -z_1c_{10}u_0, \quad \phi'_{20} = -z_2c_{20}u_0, \\
J'_{10} &= J'_2 = 0, \quad \tau' = 0,
\end{align*}
\]
and from (2.9), the first order in \( d \) terms are,

\[
\begin{align*}
\phi'_{1} &= u_1, \quad u'_{1} = -z_1c_{11} - z_2c_{21}, \\
\phi'_{11} &= -z_1c_{11}u_0 - z_1c_{10}u_1 + u_0\left(\lambda + 1\right)z_2c_{10}c_{20} + 2z_1c_{10}^2, \\
\phi'_{21} &= -z_2c_{21}u_0 - z_2c_{20}u_1 + u_0\left(\lambda + 1\right)z_1c_{10}c_{20} + 2\lambda z_2c_{20}^2, \\
J'_{11} &= J'_{21} = 0, \quad \tau' = 0.
\end{align*}
\]

Lemma 3.5. The zeroth order system (3.18) has a complete set of first integrals, for \( j = 1, 2 \),

\[
\begin{align*}
\mathcal{H}_{10,m} &= e^{z_1\phi_0}c_{10}, \quad \mathcal{H}_{20,m} = e^{z_2\phi_0}c_{20}, \quad \mathcal{H}_{30,m} = J_{10}, \quad \mathcal{H}_{40,m} = J_{20}, \\
\mathcal{H}_{50,m} &= c_{10} + c_{20} - \frac{1}{2}u_0^2 - Q\phi_0, \quad \mathcal{H}_{60,m} = \tau,
\end{align*}
\]

and the first order system (3.19) has a complete set of first integrals,

\[
\begin{align*}
\mathcal{H}_{11,m} &= z_1\phi_1 + c_{11}/c_{10} + 2c_{10} + (\lambda + 1)c_{20}, \quad \mathcal{H}_{21,m} = z_2\phi_1 + c_{21}/c_{20} + 2\lambda c_{20} + (\lambda + 1)c_{10}, \\
\mathcal{H}_{31,m} &= u_0u_1 - c_{11} - c_{21} - (\lambda + 1)c_{10}c_{20} - c_{10}^2 - \lambda c_{20}^2 + \phi_1Q, \quad \mathcal{H}_{41,m} = J_{11}, \quad \mathcal{H}_{51,m} = J_{21}.
\end{align*}
\]

Proof. It can be verified directly.

Recall that we are interested in the solutions of \( \Gamma^{a,m}(\xi; d) \subset N^{a,m} = M^{a,m} \cap W^s(\mathcal{Z}_2) \) with \( \Gamma^{a,m}(0; d) \in B_1 \), and \( \Gamma^{b,m}(\xi; d) \subset N^{b,m} = M^{b,m} \cap W^u(\mathcal{Z}_2) \) with \( \Gamma^{b,m}(0; d) \in B_2 \).

Proposition 3.6. Assume that \( d > 0 \) is small.

(i) The stable manifold \( W^s(\mathcal{Z}_2) \) intersects \( B_1 \) transversally at points

\[
(\phi_0^{a,m} + \phi_1^{a,m}d + o(d), u_0^{a,m} + u_1^{a,m}d + o(d), c_{10}^{a,m} + c_{11}^{a,m}d + o(d), c_{20}^{a,m} + c_{21}^{a,m}d + o(d), J_1(d), J_2(d), a),
\]

and the \( \omega \)-limit set of \( N^{a,m} = M^{a,m} \cap W^s(\mathcal{Z}_2) \) is

\[
\omega(N^{a,m}) = \left\{ (\phi_0^{a,m} + \phi_1^{a,m}d + o(d), 0, c_{10}^{a,m} + c_{11}^{a,m}d + o(d), c_{20}^{a,m} + c_{21}^{a,m}d + o(d), J_1(d), J_2(d), a) \right\},
\]

where \( J_k(d) = J_{k0} + J_{k1}d + o(d), \quad k = 1, 2, \) can be arbitrary and \( \phi_0 = \phi_0^{a,m} \) is the unique solution of \( z_1c_{10}^2e^{z_1(\phi_0^{a,m} - \phi_0)} + z_2c_{20}^2e^{z_2(\phi_0^{a,m} - \phi_0)} + Q = 0, \) and
\[ c_{10}^{a,m} = c_{10}^a e^{z_1 \left( \phi_{0}^a - \phi_{0}^a \right)} , \quad c_{20}^{a,m} = c_{20}^a e^{z_2 \left( \phi_{0}^a - \phi_{0}^a \right)} , \]

\[ u_0^{a,m} = \text{sgn}(z_1 c_{10}^a + z_2 c_{20}^a) \sqrt{2 \left( \sum_{j=1}^{2} (c_j^a - c_j^a e^{z_j \left( \phi_{0}^a - \phi_{0}^a \right)}) - Q(\phi_{0}^a - \phi_{0}^a) \right)} , \]

\[ \phi_1^{a,m} = \phi_1^a + \frac{z_1 c_{10}^{a,m}}{\sigma^{a,m}} \left( \frac{c_1^a}{c_{10}^a} - \frac{c_1^a}{c_{20}^a} + (1 - \lambda) \left( c_{10}^a + c_{20}^a - c_{10}^{a,m} - c_{20}^{a,m} \right) \right) \]

\[ - \frac{1}{\sigma^{a,m}} \left( \frac{c_2^a}{c_{20}^a} + 2 \lambda c_{20}^a + (\lambda + 1) c_{10}^a - 2 \lambda c_{20}^{a,m} - (\lambda + 1) c_{10}^{a,m} \right) Q , \]

\[ z_1 c_{11}^{a,m} = - z_2 c_{21}^{a,m} = \frac{z_1 c_{10}^{a,m}}{\sigma^{a,m}} \left( z_1 c_{10}^{a,m} + Q \right) \left( z_1 \frac{c_1^a}{c_{20}^a} - z_2 \frac{c_1^a}{c_{10}^a} + (z_1 - z_2) w(c_{10}^a, c_{20}^a) \right) \]

\[ + \frac{1}{z_2} \left( 2(\lambda z_1 - z_2) + (1 - \lambda) z_2 \right) Q + 2(\lambda z_1 - z_2) (z_1 - z_2) c_{10}^{a,m} \right) , \]

\[ u_1^{a,m} = \frac{1}{\nu_0^{a,m}} \left( (c_{10}^a + c_{20}^a)(c_{10}^a + \lambda c_{20}^a) - (c_{10}^{a,m} + c_{20}^{a,m})(c_{10}^{a,m} + \lambda c_{20}^{a,m}) \right) \]

\[ + c_{11}^a + c_{21}^a - c_{10}^{a,m} - c_{20}^{a,m} + (\phi_1^{a,m} - \phi_1^a) Q , \]

where \( \sigma \) is defined in (2.11).

(ii) The unstable manifold \( W^u(\mathcal{Z}_2) \) intersects \( B_2 \) transversally at points

\[ \left( \phi_0^b + \phi_1^b d + o(d), u_0^{b,m} + u_1^{b,m} d + o(d), c_1^{b} + c_{11}^{b} d + o(d), c_{20}^{b} + c_{21}^{b} d + o(d), J_1(d), J_2(d), b \right) , \]

and the \( \alpha \)-limit set of \( N^{b,m} = M^{b,m} \cap W^u(\mathcal{Z}_2) \) is

\[ \alpha(N^{b,m}) = \left\{ (\phi_0^{b,m} + \phi_1^{b,m} d + o(d), 0, c_1^{b,m} + c_{11}^{b,m} d + o(d), c_{20}^{b,m} + c_{21}^{b,m} d + o(d), J_1(d), J_2(d), b) \right\} , \]

where \( J_k(d) = J_{k0} + J_{k1} d + o(d), k = 1, 2, \) can be arbitrary and \( \phi_0 = \phi_0^{b,m} \) is the unique solution of

\[ z_1 c_{10}^b e^{z_1 \left( \phi_0^b - \phi_0 \right)} + z_2 c_{20}^b e^{z_2 \left( \phi_0^b - \phi_0 \right)} + Q = 0 . \]
Besides,
\[ c_{10}^{b,m} = c_{10}^b e^{z_1 (\phi_0^b - \phi_0^m)}, \quad c_{20}^{b,m} = c_{20}^b e^{-z_2 (\phi_0^b - \phi_0^m)}, \]
\[ u_0^{b,m} = -\text{sgn}(z_1 c_{10}^b + z_2 c_{20}^b) 2 \left( \sum_{j=1}^{2} \left( c_{10}^b - c_{20}^b e^{z_1 (\phi_0^b - \phi_0^m)} - Q(\phi_0^b - \phi_0^m) \right) \right), \]
\[ \phi_1^{b,m} = \phi_1^b + \frac{z_1 c_{10}^{b,m}}{\sigma_{b,m}} \left( \frac{c_{10}^b}{c_{10}^b} - \frac{c_{10}^{b,m}}{c_{10}^b} + (1 - \lambda) \left( c_{10}^b + c_{20}^b - c_{10}^{b,m} - c_{20}^{b,m} \right) \right) - \frac{1}{\sigma_{b,m}} \frac{c_{10}^b}{c_{20}^b} + 2 \lambda c_{10}^b + (\lambda + 1) c_{10}^b - 2 \lambda c_{20}^b - (\lambda + 1) c_{10}^{b,m} \right) Q, \]
\[ z_1 c_{11}^{b,m} = -z_2 c_{21}^{b,m} \frac{z_1 c_{10}^{b,m}}{\sigma_{b,m}} (z_1 c_{10}^{b,m} + Q) \left( z_1 c_{10}^b c_{20}^b - z_2 c_{10}^b + (z_1 - z_2) w(c_{10}^b, c_{20}^b) \right) + \frac{1}{z_2} \left[ (2(\lambda z_1 - z_2) + (1 - \lambda) z_2) Q + 2(\lambda z_1 - z_2)(z_1 - z_2) c_{10}^{b,m} \right], \]
\[ u_1^{b,m} = \frac{1}{u_0^{b,m}} \left( (c_{10}^b + c_{20}^b)(c_{10}^b + \lambda c_{20}^b) - (c_{10}^{b,m} + c_{20}^{b,m})(c_{10}^b + \lambda c_{20}^b) \right) \]
\[ + (c_{11}^b + c_{21}^b - c_{11}^{b,m} - c_{21}^{b,m} + (\phi_1^{b,m} - \phi_1^b) Q. \]

\[ (3.21) \]

Proof. It is almost identical to the proof of Prop 2.2. \[ \square \]

Limiting slow dynamics and regular layers on \([a, b]\). Next we construct the regular layer on \(\mathcal{X}_2\) that connects \(\omega(N_{a,m})\) and \(\alpha(N_{b,m})\). Note that, for \(\varepsilon = 0\), system \((2.12)\) with \(Q = Q_2 \neq 0\) loses most information. As before, we make a rescaling \(u = \varepsilon p\) and \(-z_2 c_2 = z_1 c_1 + Q + \varepsilon q\) in system \((2.12)\). In terms of the new variables, system \((2.12)\) with \(Q \neq 0\) becomes
\[ \dot{\phi} = p, \quad \dot{\varepsilon} = q - \varepsilon \frac{h_\tau(\tau)}{h(\tau)} p, \quad \dot{\varepsilon} = (z_1 f_1 + z_2 f_2)p + \frac{z_1 g_1 + z_2 g_2}{h(\tau)}, \]
\[ (3.22) \]
where, for \(k = 1, 2, f_k = f_k(c_1, -\frac{z_1 c_1 + Q + \varepsilon q}{z_2}, d, \lambda d), \) and \(g_k = g_k(c_1, -\frac{z_1 c_1 + Q + \varepsilon q}{z_2}, J_1, J_2; d, \lambda d), \) were defined in \((2.9)\). Note that the equations in \((3.22)\) are consistent with those in the paper \([8]\). The system \((3.22)\) is also a singular perturbation problem and its limiting slow system is
\[ q = 0, \quad p = -\frac{\sum_{j=1}^{2} \tau_j g_j (c_1, -\frac{z_1 c_1 + Q + \varepsilon q}{z_2}, J_1, J_2; d, \lambda d)}{h(\tau)(z_1 - z_2) z_1 c_1 - z_2\mathcal{Q} + 2((1 - \lambda) z_1 c_1 - \lambda Q) Q d} + o(d), \]
\[ \dot{\phi} = p, \quad \dot{c}_1 = -f_1(c_1, -\frac{z_1 c_1 + Q}{z_2}; d, \lambda d)p - \frac{1}{h(\tau)} g_1(c_1, -\frac{z_1 c_1 + Q}{z_2}, J_1, J_2; d, \lambda d), \]
\[ \dot{J}_1 = \dot{J}_2 = 0, \quad \dot{\tau} = 1, \]
\[ (3.23) \]
In the above, we have applied \((2.9)\) (with \(\varepsilon = 0\)) for the expression in \(p\) to obtain,
\[ z_1 f_1(c_1, -\frac{z_1 c_1 + Q}{z_2}, d) + z_2 f_2(c_1, -\frac{z_1 c_1 + Q}{z_2}, d) = (z_1 - z_2) z_1 c_1 - z_2\mathcal{Q} + 2((1 - \lambda) z_1 c_1 - \lambda Q) Q d + o(d). \]

From system \((3.23)\), the slow manifold is
\[ S = \left\{ q = 0, \quad p = -\frac{\sum_{j=1}^{2} \tau_j g_j (c_1, -\frac{z_1 c_1 + Q}{z_2}, J_1, J_2; d, \lambda d)}{h(\tau)(z_1 - z_2) z_1 c_1 - z_2\mathcal{Q} + 2((1 - \lambda) z_1 c_1 - \lambda Q) Q d} + o(d) \right\}. \]
Therefore, the limiting slow system on \( S \) is

\[
\begin{align*}
\dot{\phi} &= p, \quad \dot{c}_1 = -f_1(c_1, -\frac{z_1c_1 + Q}{z_2}; d, \lambda d)p - \frac{1}{h(\tau)}g_1(c_1, -\frac{z_1c_1 + Q}{z_2}, J_1, J_2; d, \lambda d), \\
J_1 &= J_2 = 0, \quad \dot{\tau} = 1,
\end{align*}
\tag{3.24}
\]

where \( p \) is defined in (3.23). As for the layer problem, we look for solutions of (3.24) of the form \( f(z_1, c_1) \). Therefore, the limiting slow system on \( \mathcal{S} \) is defined in (3.23). As for the layer problem, we look for solutions of (3.24) of the form

\[
\begin{align*}
f_1(c_1, -\frac{z_1c_1 + Q}{z_2}; d, \lambda d) &= z_1c_10 + \left( z_1c_11 + (\lambda - 1)z_1c_10^2 + (1 + \lambda)c_10Q \right) d + o(d), \\
g_1(c_1, -\frac{z_1c_1 + Q}{z_2}; d, \lambda d) &= J_10 + \left( J_11 - c_{10}(J_{10} + J_{20}) - c_{10}(J_{10} + \lambda J_{20}) \right) d + o(d), \\
z_1g_1 + z_2g_2 &= I_0 + \left( I_1 + ((\lambda - 1)z_1c_10 + \lambda Q)T_0 + \Lambda_0Q \right) d + o(d).
\end{align*}
\]

It follows from (3.24), along with above terms, that the zeroth and first order terms are,

\[
\begin{align*}
\dot{\phi}_0 &= -\frac{I_0}{h(\tau)\sigma(\tau)}, \quad \dot{c}_{10} = \frac{z_1z_2c_10T_0 + z_2J_{10}Q}{h(\tau)\sigma(\tau)}, \\
J_{10} &= J_{20} = 0, \quad \dot{\tau} = 1,
\end{align*}
\tag{3.25}
\]

and

\[
\begin{align*}
\dot{\phi}_1 &= \frac{I_0}{h(\tau)\sigma^2(\tau)} \left( (z_1 - z_2)z_1c_11 + 2(1 - \lambda)z_1c_10Q - 2\lambda Q^2 \right) \\
&\quad + \frac{1}{h(\tau)\sigma(\tau)} \left( ((1 - \lambda)z_1c_10 - \lambda Q)T_0 - I_1 - \Lambda_0Q \right), \\
\dot{c}_{11} &= \frac{2(\lambda z_1 - z_2)z_1c_10^2T_0 + z_1z_2c_10T_1 + 2z_1c_10T_0 + 2(z_1 - z_2)c_{10}(J_{10} + z_2J_{11})}{h(\tau)\sigma(\tau)} \\
&\quad - \frac{I_0Q}{h(\tau)\sigma^2(\tau)} \left( z_1z_2c_{11} + z_1c_{10}(2(1 - \lambda)z_1c_10 - 2\lambda Q) \right), \\
J_{11} &= J_{21} = 0.
\end{align*}
\tag{3.26}
\]

**Remark 3.1.** Note that to find \( \dot{c}_{11} \) in (3.26), from (3.24) we have,

\[
\dot{c}_{11}(\tau) = \frac{z_1c_10}{h(\tau)\sigma(\tau)} \left( I_1 - ((1 - \lambda)z_1c_10 - \lambda Q)T_0 + \Lambda_0Q \right) \\
&\quad + \frac{I_0}{h(\tau)\sigma(\tau)} \left( z_1c_{11} - (1 - \lambda)z_1c_10^2 + (1 + \lambda)c_10Q \right) \\
&\quad - \frac{1}{h(\tau)\sigma(\tau)} \left( z_1(z_1 - z_2)c_{10} - z_2Q \right) \left( J_{11} - c_{10}(T_0 + \Lambda_0) \right) \\
&\quad - \frac{z_1c_{10}I_0}{h(\tau)\sigma^2(\tau)} \left( z_1c_{11}(z_1 - z_2) + 2(1 - \lambda)z_1c_10Q - 2\lambda Q^2 \right).
\]
Lemma 3.7. There is a unique solution \((\phi_0(y), c_{10}(y), J_{10}, J_{20}, \tau(y))\) of \((3.25)\) such that
\[
(\phi_0(0), c_{10}(0), \tau(0)) = (\phi_{a,m}^0, c_{10}^{a,m}, a) \quad \text{and} \quad (\phi_0(y^*), c_{10}(y^*), \tau(y^*)) = (\phi_{b,m}^0, c_{10}^{b,m}, b)
\]
for some \(y^* > 0\), where \(\phi_{a,m}^0, \phi_{b,m}^0, c_{10}^{a,m}, \) and \(c_{10}^{b,m}\) are given in Proposition \((3.4)\). This solution is given by
\[
\begin{align*}
\phi_0(y) &= \phi_{a,m}^0 - I_0 y, \quad c_{10}(y) = e^{z_1 z_2 T_{0y}} c_{10}^{a,m} + \frac{J_{10} Q}{z_1 T_0} \left( e^{z_1 z_2 T_{0y}} - 1 \right), \\
T_0 &= - \frac{(z_1 - z_2) (c_{10}^{a,m} - c_{10}^{b,m}) + z_2 (\phi_{a,m}^0 - \phi_{b,m}^0) Q}{z_2 (H(b) - H(a))}.
\end{align*}
\]

Proof. The complete proof is on \([8]\). Here, we express the proof briefly: Since \(h(\tau) > 0\) and \(-z_2 c_{20} = z_1 c_{10} + Q > 0\), then the system \((3.25)\) has the same phase portrait as that of the following system obtained by multiplying \(h(\tau)\sigma(\tau)\) on the right-hand side of the system \((3.25)\),
\[
\begin{align*}
\frac{d}{dy} \phi_0 &= -I_0, \quad \frac{d}{dy} c_{10} = z_1 z_2 T_{0y} c_{10} + z_2 Q J_{10}, \\
\frac{d}{dy} J_{10} &= \frac{d}{dy} J_{20} = 0, \quad \frac{d}{dy} \tau = h(\tau)\sigma.
\end{align*}
\]
The expressions for \(\phi_0(y)\) and \(c_{10}(y)\) directly obtain from above with the initial values \((\phi_{a,m}^0, c_{10}^{a,m}, J_{k0}, a)\). It also follows from last equation that,
\[
\int_\alpha^\tau \frac{1}{h(s)} ds = \frac{(z_1 - z_2) c_{10}^{a,m}}{z_2 T_0} (e^{z_1 z_2 T_{0y}} - 1) + \frac{(z_1 - z_2) J_{10} Q}{T_0} \left( \frac{e^{z_1 z_2 T_{0y}} - 1}{z_1 z_2 T_0} - y \right) - z_2 Q y.
\]
Assume \(\tau(y^*) = b\) for some \(y^* > 0\), then, \(\phi_0(y^*) = \phi_{b,m}^0\) and \(c_{10}(y^*) = c_{10}^{b,m}\), and the proof is complete.

To find the first order terms in \(d\), i.e., ion size, and for convenience we first introduce some integrals integrals. First note that from \((2.11)\) and \((3.27)\) one has,
\[
\int_0^y Z_0(s) ds = z_1 z_2 T_0 \int_0^y \frac{I_0 Q}{(z_1 - z_2) c_{10}^{a,m} T_0 + (z_1 - z_2) J_{10} Q} e^{z_1 z_2 T_{0y}} - I_0 Q ds \\
= \ln \left[ \frac{z_1 (z_1 - z_2) c_{10}^{a,m} T_0 + (z_1 - z_2) J_{10} Q}{z_1 z_2 T_0} e^{z_1 z_2 T_{0y}} - I_0 Q \right] - \ln \left( z_1 (z_1 - z_2) c_{10}^{a,m} T_0 - z_1 z_2 T_{0y} \right),
\]
\[
= \ln \sigma(y) - \ln \sigma^{a,m} - z_1 z_2 T_{0y}.
\]
Then, for \(S_z := \int_0^y \frac{z_1 I_0 c_{10}(s)}{\sigma(s)} ds\), it follows from above that,
\[
S_z = \frac{I_0}{(z_1 - z_2)} \int_0^y (1 + \frac{z_2 Q}{\sigma(s)}) ds = J_{10} y + \frac{\ln \sigma(y) - \ln \sigma^{a,m}}{z_1 (z_1 - z_2)}.
\]
Moreover, we introduce $S_j = S_j(y, Q)$, for $j = 1, \cdots, 5$, as follows,

\begin{align*}
S_1 &= \int_0^y c_{10}(s) ds = \frac{1}{z_1 z_2 T_0} (c_{10}(y) - c_{10}^{a,m} - z_2 J_{10} Q y), \\
S_2 &= \int_0^y c_{10}^2(s) ds = \frac{1}{2z_1 z_2 T_0} \left( c_{10}^2 (y) - (c_{10}^{a,m})^2 \right) - \frac{J_{10}}{z_1 T_0} S_1 Q, \\
S_3 &= \int_0^y c_{10}(s) e^{-z_1 z_2 T_0 s} ds = c_{10}^{a,m} y + \frac{J_{10} Q}{z_1 T_0} \left( y + \frac{e^{-z_1 z_2 T_0 y} - 1}{z_1 z_2 T_0} \right), \\
S_4 &= \int_0^y c_{10}^2(s) e^{-z_1 z_2 T_0 s} ds = \frac{1}{2z_1 z_2 T_0} \left( c_{10}^2 (y) e^{-z_1 z_2 T_0 y} - (c_{10}^{a,m})^2 - 2z_2 J_{10} Q S_3 \right), \\
S_5 &= \int_0^y \frac{z_1 I_0 c_{10}^2(s)}{\sigma(s)} ds = \frac{I_0 (c_{10}(y) - c_{10}^{a,m})}{z_1 z_2 (z_1 - z_2) T_0} + \frac{z_2 \left( \ln \sigma(y) - \ln \sigma^{a,m} \right)}{z_1^2 (z_1 - z_2)^2} Q - \frac{J_{10}^2 y Q}{z_1 T_0}.
\end{align*}

(3.30)

Remark 3.2. To obtain the expressions for $S_1$ to $S_3$ in (3.30) in above, one should simply use (3.27). To find $S_5$, one may apply integration by parts to obtain the following,

\begin{align*}
S_4 &= \frac{(c_{10}^{a,m})^2 - c_{10}^2 (y) e^{-z_1 z_2 T_0 y}}{z_1 z_2 T_0} + \frac{2}{z_1 z_2 T_0} \int_0^y c_{10}(s) \left( z_1 z_2 T_0 c_{10}(s) + z_2 J_{10} Q \right) e^{-z_1 z_2 T_0 s} ds \\
&= \frac{(c_{10}^{a,m})^2 - c_{10}^2 (y) e^{-z_1 z_2 T_0 y}}{z_1 z_2 T_0} + 2 \int_0^y c_{10}^2(s) e^{-z_1 z_2 T_0 s} ds + \frac{2J_{10} Q}{z_1 T_0} S_3.
\end{align*}

To find $S_5$, note that

\begin{align*}
S_5 &= \frac{1}{z_2 T_0} \int_0^y \frac{I_0 c_{10}(s) (\dot{c}_{10} - z_2 J_{10} Q)}{\sigma(s)} ds = \frac{I_0}{z_2 T_0} \int_0^y \frac{c_{10}(s) \dot{c}_{10}(s)}{\sigma(s)} ds - \frac{J_{10} Q}{z_1 T_0} \int_0^y \frac{z_1 I_0 c_{10}(s)}{\sigma(s)} ds.
\end{align*}

Substitute the second integral by $S_5(y)$ in (3.29) and simplify to obtain $S_5$. \hfill \Box

Lemma 3.8. There is a unique solution $(\phi_1(y), c_{11}(y), J_{11}, J_{21}, \tau(y))$ of (3.26) such that

$$(\phi_1(0), c_{11}(0), \tau(0)) = (\phi_1^{a,m}, c_{11}^{a,m}, a) \quad \text{and} \quad (\phi_1(y^*), c_{11}(y^*), \tau(y^*)) = (\phi_1^{b,m}, c_{11}^{b,m}, b),$$

for the same $y^* > 0$ in previous lemma, and where $\phi_1^{a,m}, \phi_1^{b,m}, c_{11}^{a,m}$ and $c_{11}^{b,m}$ are given in Proposition 3.6. The solution is given by

$$\phi_1(y) = \phi_1^{a,m} + \frac{\lambda - 1}{z_2 T_0} \left( (z_1 - z_2) J_{10} + I_0 \right) \left( c_{10}(y) - c_{10}^{a,m} \right) - I_1 y$$

$$+ \frac{(z_1 - z_2) I_0}{z_2 T_0 \sigma(y)} \left( \frac{z_1 T_0 (c_{10}(y) - c_{10}^{a,m}) c_{11}^{a,m}}{(z_1 T_0 c_{10}^{a,m} + J_{10} Q)} - \frac{(\lambda z_1 - z_2)}{z_2} \left( c_{10}^2 (y) - (c_{10}^{a,m})^2 \right) \right)$$

$$- z_1 z_2 T_0 \left( S_1 - e^{z_1 z_2 T_0 y} S_2 \right) + 2z_1 (z_1 - z_2) T_0 e^{z_1 z_2 T_0 y} S_4$$

$$- 2z_1 A_0 Q S_1 - z_2 J_{11} y Q + \frac{J_{11} (c_{10}(y) - c_{10}^{a,m})}{(z_1 T_0 c_{10}^{a,m} + J_{10} Q)} Q$$

$$+ 2(z_1 - z_2) J_{10} e^{z_1 z_2 T_0 y} Q S_3 \right) + \frac{2(z_1 - z_2) A_0}{z_2 T_0} J_{10} y Q,$$
\[ c_{11}(y) = c_{11}^{a,m} + z_1 z_2 T_1 S_1 + 2 z_1 (\lambda z_1 - z_2) T_0 S_2 + z_2 J_{11} Q y \]
\[ + \left( 2 \lambda z_1 T_0 + 2 (z_1 - z_2) J_{10} \right) S_1 Q \]
\[ + \frac{I_0}{T_0 \sigma(y)} \left\{ z_1 T_0 \left( c_{10}^{a,m} - c_{10}(y) \right) c_{11}^{a,m} Q \over (z_1 T_0 c_{10}^{a,m} + J_{10} Q) \right\} + 2 z_1 (\lambda z_1 - z_2) T_0 Q S_2 \]
\[ + z_1 z_2 T_1 \left( S_1 - e^{z_1 z_2 T_0 y} S_3 \right) - 2 z_1 (z_1 - z_2) T_0 e^{z_1 z_2 T_0 y} Q S_4 \]
\[ + \left( 2 \lambda z_1 T_0 + 2 (z_1 - z_2) J_{10} \right) Q^2 S_1 + z_2 J_{11} y Q^2 \]
\[ + \frac{J_{11}}{z_1 T_0} \left( 1 - e^{z_1 z_2 T_0 y} \right) Q^2 - 2 (z_1 - z_2) J_{10} e^{z_1 z_2 T_0 y} Q^2 \]
\[ S_3 \right\}, \]

and,
\[ \frac{T_1}{T_0} (c_{10}^{b,m} - c_{10}^{a,m}) - \frac{T_1}{(z_1 - z_2) T_0} z_2 y^* I_0 Q = c_{11}^{b,m} - c_{11}^{a,m} - 2 (\lambda z_1 - z_2) z_1 T_0 S_2 (y^*) \]
\[ - \left( 2 \lambda + \frac{(1 - \lambda) z_2}{z_1 - z_2} T_1 T_0 + 2 (z_1 - z_2) J_{10} \right) S_1 (y^*) Q \]
\[ + \frac{z_2 (\phi_{10}^{b,m} - \phi_{10}^{a,m}) Q}{z_1 - z_2} + 2 (1 - \lambda) z_1 S_5 (y^*) Q - 2 \lambda S_2 (y^*) Q^2 \]
\[ - \frac{2 (1 - \lambda) z_2}{z_1 - z_2} S_2 (y^*) Q^2 - \frac{2 \lambda z_2 T_0 y^*}{(z_1 - z_2)} Q^2 + \frac{z_2}{z_1 - z_2} \Lambda_0 y^* Q^2. \]

where \( \sigma(y), T_0, T_1, I_0 \) and \( I_1 \) were defined in (2.71). Moreover, \( S_2 \) and \( S_k (y^*) \)'s, for \( k = 1, \cdots, 5 \), were defined in (3.29) and (3.30) respectively.

**Proof.** We postpone the proof until Appendix Section 6. \[ \square \]

### 3.3 A singular orbit on \([b, 1]\) where \( Q(x) = 0 \).

The construction of singular orbits on the interval \([b, 1]\) is virtually identical to the structure of singular orbits on \([0, a]\) in section 3.1. We merely state the results for later use.

**Fast Dynamics and Boundary/Internal Layers on \([b, 1]\).** The slow manifold is,

\[ \mathcal{Z}_3 = \left\{ u = 0, \ z_1 c_1 + z_2 c_2 = 0 \right\}. \]

The limiting fast system is,

\[ \phi' = u, \quad u' = -z_1 c_1 - z_2 c_2, \quad c_1' = -f_1(c_1, c_2; d_1, d_2) u, \]
\[ c_2' = -f_2(c_1, c_2; d_1, d_2) u, \quad J_1' = J_2' = 0, \quad \tau' = 0. \]

Recall that we are interested in the solutions of \( \Gamma^{b,r}(\xi; d) \subset N^{b,r} = M^{b,r} \cap W^s(\mathcal{Z}_3) \) with \( \Gamma^{b,r}(0; d) \in B_2 \), and \( \Gamma^r(\xi; d) \subset N^r = M^r \cap W^u(\mathcal{Z}_3) \) with \( \Gamma^r(0; d) \in B_3 \).

**Proposition 3.9.** Assume that \( d > 0 \) is small.

(i) The stable manifold \( W^s(\mathcal{Z}_3) \) intersects \( B_2 \) transversally at points

\[ \left( \phi^b, u^b_0 + u^b_1 d + o(d), c_{10}^b + c_{11}^b d, c_{20}^b + c_{21}^b d, J_1(d), J_2(d), b \right), \]
and the $\omega$–limit set of $N^{b,r} = M^{b,r} \cap W^s(\mathcal{Z}_3)$ is

$$\omega(N^{b,r}) = \left\{ (\phi_0^{b,r} + \phi_1^{b,r}d + o(d), 0, c_{10}^{b,r} + c_{11}^{b,r}d + o(d), c_{20}^{b,r} + c_{21}^{b,r}d + o(d), J_1(d), J_2(d), b) \right\},$$

where $J_k(d) = J_{k0} + J_{k1}d + o(d), \ k = 1,2$, can be arbitrary and

$$
\begin{align*}
\phi_0^{b,r} &= \phi_0 - \frac{1}{z_{11} - z_2} \ln \frac{-z_2 c_{r2}^{b}}{z_1 c_{10}^{b}}, \\
\phi_1^{b,r} &= \phi_1 + \frac{1}{z_1 - z_2} \left( \frac{c_{11}^{b}}{c_{10}^{b}} - \frac{c_{21}^{b}}{c_{20}^{b}} + (1 - \lambda)(c_{10}^{b} + c_{20}^{b} - c_{10}^{b} - c_{20}^{b}),
\right), \\
\phi_1^{b,r} &= \frac{1}{z_1 - z_2} \left( \frac{c_{11}^{b}}{c_{10}^{b}} - \frac{c_{21}^{b}}{c_{20}^{b}} + w(c_{10}^{b}, c_{20}^{b}) + \frac{2(\lambda z_{11} - z_2)c_{r2}^{b}}{z_2} c_{10}^{b},
\right),
\end{align*}

(3.32)

$$u_0^{b,r} = -\text{sgn}(z_1 c_{10}^{b} + z_2 c_{r2}^{b}) \sqrt{2 \left( c_{10}^{b} + c_{20}^{b} + \frac{z_{11} - z_2}{z_1 z_2} (z_1 c_{10}^{b}) \frac{z_{21} - z_2}{z_1 z_2} \left( - z_2 c_{r2}^{b} \right) \frac{z_{21} - z_2}{z_1 z_2},
\right),}

where, $w$ is defined in [2.17].

(ii) The unstable manifold $W^u(\mathcal{Z}_3)$ intersects $B_3$ transversally at points

$$(0, u_0^{r} + u_1^{r}d + o(d), r_1, r_2, J_1(d), J_2(d), 1),$$

and the $\alpha$–limit set of $N^r = M^r \cap W^u(\mathcal{Z}_3)$ is

$$\alpha(N^r) = \left\{ (\phi_0^{r} + \phi_1^{r}d + o(d), 0, c_{10}^{r} + c_{11}^{r}d + o(d), c_{20}^{r} + c_{21}^{r}d + o(d), J_1(d), J_2(d), 1) \right\},$$

where $J_k(d) = J_{k0} + J_{k1}d + o(d), \ k = 1,2$, can be arbitrary and

$$
\begin{align*}
\phi_0^{r} &= -\frac{1}{z_{11} - z_2} \ln \frac{-z_2 r_2^{r}}{z_1 r_1^{r}}, \\
\phi_1^{r} &= \frac{1}{z_1 - z_2} \left( r_1 + r_2 - c_{10}^{r} - c_{20}^{r},
\right), \\
\phi_1^{b,r} &= \frac{1}{z_1 - z_2} \left( z_{11} c_{10}^{r} + z_2 c_{r2}^{r} \right), \\
u_0^{r} = -\text{sgn}(z_1 r_1^{r} + z_2 r_2^{r}) \sqrt{2 \left( r_1 + r_2 + \frac{z_{11} - z_2}{z_1 z_2} (z_1 r_1^{r}) \frac{z_{21} - z_2}{z_1 z_2} \left( - z_2 r_2^{r} \right) \frac{z_{21} - z_2}{z_1 z_2},
\right),}
\end{align*}

Proof. It is almost identical to the proof of Prop 2.2. $\Box$

Limiting slow dynamics and regular layers on $[b,1]$. We now examine the existence of regular layers or outer solutions that connects $\omega(N^{b,r})$ to $\alpha(N^r)$. Following exactly the same analysis for the limiting slow dynamics in section (3.1), one obtains the following Lemma.

Lemma 3.10. For $b \leq x \leq 1$, there is a unique solution $(\phi_0(x), c_{10}(x), J_{10}, J_{20}, \tau(x))$ of (3.10) such that

$$(\phi_0(b), c_{10}(b), \tau(b)) = (\phi_0^{b,r}, c_{10}^{b,r}, b) \text{ and } (\phi_0(1), c_{10}(1), \tau(1)) = (\phi_0^{r}, c_{10}^{r}, 1),$$

$21$
similar to those on \([b, 1]\), where \(\phi_0^{b,r}, \phi_0^{r}, c_{10}^{b,r}, \text{and } c_1^{r}\) are given in Proposition 3.3. It is given by

\[
\begin{align*}
\phi_0(x) &= \phi_0^{b,r} - \frac{z_1(z_1 - z_2)(\phi_0^{b,r} - \phi_0^{r})}{\ln c_{10}^{b,r} - \ln c_1^{r}}(\ln c_{10}^{b,r} - \ln c_1^{b,r}(x)), \\
c_{10}(x) &= c_{10}^{b,r} - \frac{(c_{10}^{b,r} - c_1^{r})}{(H(1) - H(b))(H(x) - H(b))}, \\
J_{10} &= \frac{c_{10}^{b,r} - c_1^{r}}{(H(1) - H(b))}(1 + \frac{z_1(\phi_0^{b,r} - \phi_0^{r})}{\ln c_{10}^{b,r} - \ln c_1^{r}}, \\
J_{20} &= -\frac{z_1(c_{10}^{b,r} - c_1^{r})}{z_2(H(1) - H(b))}(1 + \frac{z_2(\phi_0^{b,r} - \phi_0^{r})}{\ln c_{10}^{b,r} - \ln c_1^{r}}, \\
\tau(x) &= x.
\end{align*}
\]

Proof. It is almost identical to the proof of Lemma 3.3.

To find the first order terms and for convenience we first define the following three functions similar to those on \([b, 1]\),

\[
M_2 := c_{11}^{b,r} - c_{11}^{r} + \frac{\lambda z_1 - z_2}{z_2}((c_{10}^{b,r})^2 - (c_{10}^{b,r})^2) = c_{10}^{b,r}w(c_{10}^{b,r}, c_{20}^{b,r}) - c_{10}^{r}w(r_1, r_2) + \frac{\lambda z_1 - z_2}{z_2}((c_{10}^{b,r})^2 - (c_{10}^{b,r})^2) + c_{10}^{b,r} \frac{z_1 c_{20}^{b,r} - z_2 c_{11}^{b,r}}{z_1 - z_2},
\]

\[
N_2 := \frac{c_{10}^{b,r} - c_{10}^{r}}{\ln c_{10}^{b,r} - \ln c_1^{r}} \left\{(\phi_0^{b,r} - \phi_0^{r}) - \frac{1 - \lambda}{z_2} (c_{10}^{b,r} - c_1^{b,r}) + \frac{\phi_0^{b,r} - \phi_0^{r}}{c_{10}^{b,r} - c_1^{b,r}} M_2 \right\} - \frac{w(c_{10}^{b,r}, c_{20}^{b,r}) - w(r_1, r_2)(\phi_0^{b,r} - \phi_0^{r}) - \frac{\phi_0^{b,r} - \phi_0^{r}}{\ln c_{10}^{b,r} - \ln c_1^{r}} \frac{z_1 c_{20}^{b,r} - z_2 c_{11}^{b,r}}{z_1 - z_2},
\]

\[
P_2(x) := \left(\frac{z_1 c_{20}^{b,r} - z_2 c_{11}^{b,r}}{z_1 - z_2} + w(c_{10}^{b,r}, c_{20}^{b,r}) + \frac{(\lambda z_1 - z_2)}{z_2} c_{10}^{b,r}\right) \frac{(c_{10}^{b,r} - c_1^{b,r})}{c_1^{b,r}(x)} + \frac{\lambda z_1 - z_2}{z_2} \frac{(H(x) - H(b))}{(H(1) - H(b))}(c_{10}^{b,r} - c_1^{b,r}) - \frac{M_2(H(x) - H(b))}{(H(1) - H(b))c_1^{b,r}(x)} + \frac{M_2(\ln c_1^{b,r} - \ln c_1^{b,r}(x))}{c_1^{b,r} - c_1^{r}}.
\]

Lemma 3.11. For \(b \leq x \leq 1\), there is a unique solution \((\phi_1(x), c_{11}(x), J_{11}, J_{21}, \tau(x))\) of (3.11) such that

\[
(\phi_1(b), c_{11}(b), \tau(b)) = (\phi_1^{b,r}, c_{11}^{b,r}, b) \quad \text{and} \quad (\phi_1(1), c_{11}(1), \tau(1)) = (\phi_1^{r}, c_{11}^{r}, 1),
\]

22
The final step for forming a connecting orbit over the points \( J_1, J_2 \), that is, from formulas (3.6), (3.12), (3.17), (3.20), (3.21), Lemma (3.7), (3.31), (3.32), (3.33),

\[
\begin{align*}
\phi_1(x) &= \phi_1^b - \frac{(1 - \lambda)(c_{10}^{b} - c_{10}^{r})}{z_2} (H(x) - H(b)) + \frac{(\phi_0^b - \phi_0^r)}{(\ln c_{10}^b - \ln c_{10}^r)} P_2(x) \\
&\quad - \frac{\ln c_{10}^b - \ln c_{10}^r(x)}{N_2}, \\
c_{11}(x) &= c_{11}^b + \frac{c_{11}^{b} - c_{10}^{r}}{z_2} (c_{10}^{r}(x) - (c_{10}^{r})^2 - \frac{H(x) - H(b)}{H(1) - H(b)} M_2, \\
J_{11} &= \frac{M_2 + z_1 N_2}{(H(1) - H(b))}, \\
J_{21} &= -\frac{z_1}{z_2} \frac{M_2 + z_2 N_2}{(H(1) - H(b))},
\end{align*}
\]

where \( M_2, N_2, \) and \( P_2(x) \) were defined in (3.34).

**Proof.** It is similar to the proof of Lemma 3.4 \( \square \)

**Matching for singular orbits on [0,1].** The final step for forming a connecting orbit over the whole interval \([0,1]\) is to balance the three singular orbits from the preceding section at the points \( x = x_1 \) and \( x = x_2 \). The matching conditions are \( u_0^{a,l} = u_0^{a,m}, u_1^{a,l} = u_1^{a,m}, u_0^{b,m} = u_0^{b,r}, u_1^{b,m} = u_1^{b,r}, \) and \( J_1 = J_{10} + J_{11} d \) and \( J_2 = J_{20} + J_{21} d \) have to be the same on all subintervals; that is, from formulas (3.6), (3.12), (3.17), (3.20), Lemma (3.7), (3.31), (3.32), (3.33) and (3.35). We skip writing the zeroth order terms in the ion size \( d \) because one can find them in previous works \([8,20]\). First order terms, in \( d \), of the governing system are as follows,

\[
\begin{align*}
\phi_1^{a,m} &= \phi_1^a + \frac{z_1 c_{10}^{a,m}}{\sigma_{a,m}} \left( \frac{c_{11}^{a} - c_{10}^{a}}{c_{10}^{a} - c_{20}^{a}} + (1 - \lambda) \left( c_{10}^{a} + c_{20}^{a} - c_{10}^{a} - c_{10}^{m} - c_{20}^{m} \right) \right) \\
&\quad - \frac{1}{\sigma_{a,m}} \left( \frac{c_{11}^{a} - c_{10}^{a}}{c_{10}^{a} - c_{20}^{a}} + 2 \lambda c_{20}^{a} + (\lambda + 1) c_{10}^{a} - 2 \lambda c_{20}^{m} + (\lambda + 1) c_{10}^{m} Q, \\
\phi_1^{b,m} &= \phi_1^b + \frac{z_1 c_{10}^{b,m}}{\sigma_{b,m}} \left( \frac{c_{11}^{b} - c_{10}^{b}}{c_{10}^{b} - c_{20}^{b}} + (1 - \lambda) \left( c_{10}^{b} + c_{20}^{b} - c_{10}^{b} - c_{10}^{m} - c_{20}^{m} \right) \right) \\
&\quad - \frac{1}{\sigma_{b,m}} \left( \frac{c_{11}^{b} - c_{10}^{b}}{c_{10}^{b} - c_{20}^{b}} + 2 \lambda c_{20}^{b} + (\lambda + 1) c_{10}^{b} - 2 \lambda c_{20}^{m} + (\lambda + 1) c_{10}^{m} Q, \\
(c_{10}^{a} + c_{20}^{a})(c_{10}^{a} + \lambda c_{20}^{a}) + (a_{11}^{a} + a_{21}^{a}) &= (c_{10}^{a} + c_{20}^{a})(c_{10}^{a} + \lambda c_{20}^{a}) + (c_{11}^{a} + c_{21}^{a}) + (\phi_1^a - \phi_1^m) Q, \\
(c_{10}^{b} + c_{20}^{b})(c_{10}^{b} + \lambda c_{20}^{b}) + (c_{11}^{b} + c_{21}^{b}) &= (c_{10}^{b} + c_{20}^{b})(c_{10}^{b} + \lambda c_{20}^{b}) + (c_{11}^{b} + c_{21}^{b}) + (\phi_1^b - \phi_1^m) Q, \\
J_{11} &= \frac{M_0(Q)(Q) + z_1 N_0(Q)}{H(a)} = \frac{M_2(Q) + z_1 N_2(Q)}{H(1) - H(b)}, \\
J_{21} &= -\frac{z_1}{z_2} \frac{M_0(Q)(Q) + z_2 N_0(Q)}{H(a)}, \\
c_{11}^{b,m} &= c_{11}^{a,m} + z_1 z_2 T_1 S_{11} + 2 z_1 (\lambda z_1 - z_2) T_0(Q) S_{12}(Q) + 2(\lambda z_1 - z_2) J_{10} S_{11} + 2 z_1 z_2 T_1 I_0(Q) Q + \frac{z_1 (\lambda z_1 - z_2) I_0(Q) Q}{\sigma(y^*)} S_{12}(Q) \\
&\quad + \frac{z_1 z_2 T_1 I_0(Q) Q}{T_0(Q) \sigma(y^*)} \left( S_{11} - e^{z_1 z_2 T_0(Q) y^*} S_{13}(Q) - \frac{z_1 (\lambda z_1 - z_2) I_0(Q) e^{z_1 z_2 T_0(Q) y^*}}{\sigma(y^*)} S_{14}(Q) + o(Q),
\end{align*}
\]
\[ \phi_{1}^{b,m} = \phi_{1}^{a,m} + \frac{(\lambda - 1)(z_{1} - z_{2})J_{10} + I_{0}(Q)(c_{10}^{b,m} - c_{10}^{a,m})}{z_{2}^{2}T_{0}(Q)} - I_{1}y^{*} \]
\[ + \frac{z_{1}(z_{1} - z_{2})(c_{10}^{b,m} - c_{10}^{a,m})J_{0}(Q)c_{11}^{a,m}}{z_{2}^{2}T_{0}(Q)} - \frac{\frac{z_{1}(z_{1} - z_{2})}{z_{2}^{2}T_{0}(Q)\sigma_{b,m}}}{T_{0}(Q)\sigma_{b,m}} \left( S_{11} - e^{z_{1}z_{2}T_{0}(Q)y^{*}}S_{13}(Q) \right) \]
\[ + \frac{2z_{1}(z_{1} - z_{2})J_{0}(Q)e^{z_{1}z_{2}T_{0}(Q)y^{*}}S_{14}(Q)}{z_{2}T_{0}(Q)\sigma_{b,m}} + \frac{2(z_{1} - z_{2})J_{10}I_{0}(Q)J_{10}y^{*}Q}{z_{2}T_{0}(Q)} \]
\[ - \frac{2z_{1}(z_{1} - z_{2})J_{11}I_{0}(Q)(c_{10}^{b,m} - c_{10}^{a,m})}{z_{2}T_{0}(Q)\sigma_{b,m}} \left( S_{11} - \frac{(z_{1} - z_{2})J_{11}I_{0}(Q)y^{*}Q}{T_{0}(Q)\sigma_{b,m}} \right) + \frac{2(z_{1} - z_{2})^{2}J_{10}I_{0}(Q)e^{z_{1}z_{2}T_{0}(Q)y^{*}}Q}{z_{2}T_{0}(Q)\sigma_{b,m}}S_{13}(Q), \]
\[ \frac{T_{1}}{(z_{1} - z_{2})T_{0}(Q)}(z_{1} - z_{2})(c_{10}^{b,m} - c_{10}^{a,m}) - z_{2}y^{*}I_{0}(Q)Q = c_{11}^{b,m} - c_{11}^{a,m} - 2(z_{1} - z_{2})z_{1}T_{0}(Q)S_{12}(Q)(y^{*}) \]
\[ - \left( \frac{2(1 - \lambda)z_{2}}{z_{1} - z_{2}} \right) z_{1}T_{0}(Q) + 2(z_{1} - z_{2})J_{10} \right)S_{11}(y^{*})Q \]
\[ + \frac{z_{2}(\phi_{1}^{b,m} - \phi_{1}^{a,m})Q}{z_{1} - z_{2}} + 2(1 - \lambda)z_{1}S_{15}(Q)(y^{*})Q + O(Q^{2}), \]

Now, we apply the zero-current condition on those we need in the matching system (See \textbf{(1.1)}). We recall that \((\phi_{0}^{a}, c_{10}^{a}, c_{20}^{a}), (\phi_{0}^{b}, c_{10}^{b}, c_{20}^{b}), (\phi_{1}^{a}, c_{11}^{a}, c_{21}^{a}), (\phi_{1}^{b}, c_{11}^{b}, c_{21}^{b})\) are the unknown values preassigned at \(x = a\) and \(x = b\), and \(J_{10}, J_{20}, J_{11}\) and \(J_{21}\) are the unknown values for the flux densities of the two types of ions. There are also five auxiliary unknowns \(\phi_{a,m}^{a}, \phi_{1}^{a,m}, \phi_{b,m}^{a}, \phi_{1}^{b,m}\), and \(y^{*}\) in the matching system. The total number of unknowns in the matching system is twenty one, which matches the total number of equations. Similar to \([8]\), one can see the set of nonlinear equations in the matching system has a unique solution.

### 4 Effects of ion size on the zero-current fluxes.

In this part, we are interested in reversal potential, reversal permanent charges and zero-current fluxes determined by zero total currents. In \([30, 31]\), the authors studied reversal potential problem for cPNP. The authors in \([29]\) investigate the reversal permanent charge problem for cPNP. Now, in this section, we study the connection of the zero-current quantities with the membrane potentials and diffusion constants for the hard-sphere PNP. The total current \(I = I(V, Q)\) depends on the transmembrane potential \(V\) and the permanent charge \(Q\).

The chief objective of this section is to examine the qualitative effect of ion sizes via a steady-state boundary value problem. Note that the current \(I\) depends on the size \(d\), only
through fluxes, i.e., $I = z_1 J_1 + z_2 J_2$. Thus,

$$I = I(J_1(d), J_2(d)) = I(J_{10} + J_{11}d + O(d^2), J_{20} + J_{21}d + O(d^2))$$

$$= I(J_{10}, J_{20}) + \partial_d I(J_{10}, J_{20}) J_{11}d + \partial_{J_1} I(J_{10}, J_{20}) J_{21}d + O(d^2)$$

$$= I(J_{10}, J_{20}) + (z_1 J_{11} + z_2 J_{21})d + O(d^2)$$

$$:= I_0 + I_1d + O(d^2).$$

Therefore, $I = 0$ will result in $I_0 = 0$ and $I_1 = 0$. It follows from $I = I_0 = I_1 = 0$ and $z_1 = -z_2$ that $J_{10} = J_{20}$, $J_{11} = J_{21}$ and hence,

$$T_0 = 2J_{10}, \quad T_1 = 2J_{11}, \quad A_0 = (1 + \lambda) J_{10}.$$

One can derive the zeroth-order terms in $d$, for the case where $z_1 = -z_2$, from [8] with adding the zero-current condition $I = 0$, or from [30] with the condition $D_1 = D_2$. To find the first order terms in $d$, we have,

$$\phi_1^{a,m} = \phi_1^a + \frac{z_1 c_{10}^{a,m}}{\sigma_{a,m}} \left( \frac{c_{11}^a}{c_{10}^a} - \frac{c_{21}^a}{c_{20}^a} + (1 - \lambda) \left( c_{10}^a + c_{20}^a - c_{10}^{a,m} - c_{20}^{a,m} \right) \right)$$

$$- \frac{1}{\sigma_{a,m}} \left( \frac{c_{21}^a}{c_{20}^a} + 2\lambda c_{20}^a + (\lambda + 1) c_{10}^a - 2\lambda c_{20}^{a,m} - (\lambda + 1) c_{10}^{a,m} \right) Q,$$

$$\phi_1^{b,m} = \phi_1^b + \frac{z_1 c_{10}^{b,m}}{\sigma_{b,m}} \left( \frac{c_{11}^b}{c_{10}^b} - \frac{c_{21}^b}{c_{20}^b} + (1 - \lambda) \left( c_{10}^b + c_{20}^b - c_{10}^{b,m} - c_{20}^{b,m} \right) \right)$$

$$- \frac{1}{\sigma_{b,m}} \left( \frac{c_{21}^b}{c_{20}^b} + 2\lambda c_{20}^b + (\lambda + 1) c_{10}^b - 2\lambda c_{20}^{b,m} - (\lambda + 1) c_{10}^{b,m} \right) Q,$$

$$\left( c_{10}^a + c_{10}^{a,l} \right) \left( c_{10}^a + \lambda c_{20}^{a,l} \right) + \left( c_{11}^a + c_{21}^a \right) = \left( c_{10}^a + c_{20}^a \right) \left( c_{10}^{a,m} + \lambda c_{20}^{a,m} \right)$$

$$+ \left( c_{21}^a + c_{21}^{a,m} \right),$$

$$\left( c_{10}^b + c_{10}^{b,m} \right) \left( c_{10}^b + \lambda c_{20}^{b,m} \right) + \left( c_{11}^b + c_{21}^b \right) = \left( c_{10}^b + c_{20}^b \right) \left( c_{10}^{b,m} + \lambda c_{20}^{b,m} \right)$$

$$+ \left( c_{21}^b + c_{21}^{b,m} \right),$$

$$J_{11} = \frac{M_0 + z_1 N_0}{H(a)} = \frac{M_2 + z_1 N_2}{H(1) - H(b)}, \quad J_{21} = \frac{M_0 - z_1 N_0}{H(a)} = \frac{M_2 - z_1 N_2}{H(1) - H(b)},$$

$$c_{11}^{b,m} = c_{11}^{a,m} - 2z_1^2 J_{11} S_1 + 4(\lambda + 1) z_2^2 J_{10} S_2 - z_1 J_{11} y^* Q + 4z_1 (\lambda + 1) J_{10} S_1 Q$$

$$\phi_1^{b,m} = \phi_1^{a,m} + \frac{(\lambda - 1)}{z_1} \left( c_{10}^{b,m} - c_{10}^{a,m} \right) - 2(1 + \lambda) J_{10} y^* Q,$$

It follows from $J_{11} = J_{21}$ that $M_0 + z_1 N_0 = M_0 - z_1 N_0$. Hence $N_0 = 0$ and $J_{11} = J_{21} = M_0$, where

$$M_0 = M_{00} + M_{01} Q.$$

Hence $N_0 = 0$ and we conclude that

$$J_{11} = J_{21} = \frac{1}{H(a)} M_0 = \frac{1}{H(a)} (M_{00} + M_{01} Q),$$

with

$$M_{00} = \frac{(\lambda z_1 - z_2)}{z_1 z_2} \alpha (r^2 - \beta^2),$$

$$M_{01} = \frac{2(\lambda z_1 - z_2)}{z_2} c_{10,1}^a c_{10,0}^a + \frac{\lambda}{2z_2} c_{10,0}^a + \frac{\lambda z_1 - z_2}{2z_2 (z_1 - z_2)} c_{10,0}^a + \frac{z_2}{z_1 - z_2} (c_{11,1}^a + c_{21,1}^a),$$
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where, from the matching system, with a careful calculation,
\[ \begin{align*}
    c_{11,1}^a &= \frac{2(\lambda z_1 - z_2)\alpha}{z_2(z_1 - z_2)} \Phi(V) \left[ (2\beta - \alpha - 1)l + (\alpha^2 - \beta^2)(l - r) - \beta r \right] - \frac{z_2\alpha}{z_1 - z_2} (\phi_{11,0}^a - \phi_{11,0}^b) \\
    &\quad - \frac{(1 - \lambda)(l - r)\alpha(\alpha - \beta)}{2z_1(z_1 - z_2)} + \frac{2(\lambda z_1 - z_2)l(1 - \alpha)\alpha c_{10,1}^{a_0} c_{10,1}^{b_0}}{z_2} \\
    &\quad + \frac{\lambda(z_1 - z_2) + \lambda z_1 - z_2}{2z_2(z_1 - z_2)}((1 - \alpha)c_{10,1}^{a_0} + \alpha c_{10,1}^{b_0}), \\
    \phi_{1,0}^a &= \frac{\lambda z_1 - z_2}{z_2 \ln l/r} (l - r) \ln \frac{\alpha(\alpha l - \alpha l + r)}{(1 - \alpha)l + \alpha r} \\
    &\quad + \frac{(1 - \lambda)(l - r)}{z_2 \ln l/r} \ln \frac{l}{(1 - \alpha)l + \alpha r} - \frac{(1 - \lambda)\alpha(l - r)}{z_1 z_2}, \\
    \phi_{1,0}^b &= \frac{\lambda z_1 - z_2}{z_2 \ln l/r} (l - r) \ln \frac{\beta(1 - \beta)(l - r)}{(1 - \beta)l + \beta r} \\
    &\quad + \frac{(1 - \lambda)(l - r)}{z_2 \ln l/r} \ln \frac{\beta(1 - \beta)(l - r)}{(1 - \beta)l + \beta r} - \frac{r}{z_1 z_2}, \\
    c_{10,1}^{a_0} &= -\frac{2z_2 \alpha \Phi(V)}{z_1 - z_2} - \frac{1}{2(z_1 - z_2)}, \\
    c_{10,1}^{b_0} &= \frac{z_2(1 - \beta) \Phi(V)}{z_1 - z_2} - \frac{1}{2(z_1 - z_2)},
\end{align*} \]

with,
\[ \Phi(V) = \frac{V}{\ln l/r} \ln \frac{(1 - \alpha)l + \alpha r}{(1 - \beta)l + \beta r}, \]

and \( c_{10,0} = \frac{1}{z_1}((1 - \alpha)l + \alpha r) \). See [20] for the zeroth order terms in \( Q \) and \( d \). Moreover, one can find that \( z_1 c_{11,1}^a + z_2 c_{21,1}^a = 0 \).

To explore the effects of small ion size and small permanent charge on the zero-current fluxes, it can be seen from (4.1) and from Corollary 3.6 in [24] with \( Q = 0 \) that
\[ \begin{align*}
    J_{11,0} + J_{21,0} &= \frac{(\lambda z_1 - z_2)(z_2 - z_1)(r^2 - l^2)}{z_1^2 z_2^2 H(1)} = \frac{z_2 - z_1}{\alpha z_2 H(1)} M_{00} = \frac{z_2 - z_1}{z_2(1 - \beta) H(1)} M_{20},
\end{align*} \]

and,
\[ \begin{align*}
    z_1 J_{11,0} + z_2 J_{21,0} &= \frac{(\lambda z_1 - z_2)(r - l)(z_1 - z_2)}{z_1 z_2 H(1)(\ln r - \ln l)} \left\{ \frac{2(r - l)}{(\ln r - \ln l)} - (r + l) \right\} V \\
    &\quad + \frac{(1 - \lambda)(r - l)^2(z_1 - z_2)}{z_1 z_2 H(1)(\ln r - \ln l)}. \\
\end{align*} \]

Hence we obtain,
\[ \begin{align*}
    M_{00} &= \frac{(\lambda z_1 - z_2)\alpha}{z_1^2 z_2} (r^2 - l^2), \\
    M_{20} &= (\frac{\lambda z_1 - z_2}{z_1^2 z_2})(1 - \beta) (r^2 - l^2). \quad (4.4)
\end{align*} \]

Now we investigate the dependence of sign of \( J_k \) on the membrane potential \( V \) and channel geometry. We analyze how \( J_{k1} \) depends on the channel geometry (\( \alpha, \beta \)), and the boundary condition (\( V, l, r \)). Recall that,
\[ \begin{align*}
    J_1 &= J_{10} + J_{11}d \\
    &= J_{10,0} + J_{10,1}Q + J_{11,0}d + J_{11,1}Qd \\
\end{align*} \]

The following Theorem is the direct conclusion of (4.2)–(4.4).
Theorem 4.1. For the zero-current flux $J_{11}$ and without any permanent charge, i.e., when $Q = 0$, one has $J_{11} = J_{11,0} = M_{00}$. Therefore, if $l < r$, then $J_{11} < 0$, and if $l > r$, then $J_{11} > 0$. Furthermore, for non-zero small permanent charges $Q$, one has $\partial J_{11}/\partial V < 0$ and,

a. there exist $V_c < 0$ so that for any $V < V_c$ fixed, $\partial J_{11}/\partial Q > 0$, and for any $V > V_c$ fixed, $\partial J_{11}/\partial Q < 0$; moreover, if $l > r$, then $J_{11}(V_c) > 0$, and if $l < r$, then $J_{11}(V_c) < 0$;

b. if $l > r$, then there exists $V_c < 0$ so that for any $V < V_c$, one has $J_{11} > 0$, that is, the ion size $d$ increases the flux $J_1$;

c. if $l < r$, then there exists $V_c < 0$ so that for any $V > V_c$, one has $J_{11} < 0$, that is, the ion size $d$ decreases the flux $J_1$.

5 Conclusion and discussion.

This work investigates a one-dimensional variant of a PNP system with a local hard-sphere potential that depends on ion concentrations for ionic flow through a membrane channel with fixed boundary ion concentrations (charges) and electric potentials. We examined a special case of ion size effects on the zero-current fluxes and their dependence on permanent charge and potentials. In [10], the authors study the special case of $d^2$-term effects of ion size on potential and fluxes. The other interesting case one can study is the effects of ion size on the reversal potential. One should note that the current $I$ depends on potential $V$ and the ion size $d$ and it can be written in form of

$$I = I(V,d) = I_0(V) + I_1(V)d + O(d^2)$$

$$= I_0(V_0) + \partial_V I_0(V_0) V_1 d + I_1(V_0)d + O(d^2).$$

Now, $I = 0$ is equivalent to $I_0(V_0) = 0$ and $V_1 = -\frac{I_1(V_0)}{\partial_V I_0(V_0)}$. It is challenging to evaluate $I_1$ at $V_0$ and $\partial_V I_0(V_0)$, though.

We need to emphasize that the matching system gives us a huge source of investigation for the higher order terms of $Q$. One may write, for small $d$ and for general $Q$,

$$J_k(d;Q) = J_{k0}(Q) + J_{k1}(Q)d + O(d^2), \quad k = 1, 2.$$

(i) For point-charge case where $d = 0$ and $J_k(0;Q) = J_{k0}(Q)$, there are several works on the effects of permanent charges on fluxes, including detailed results for $Q_0 \ll 1$ and for $Q_0 \gg 1$, and a general result on the flux ratio $\lambda_k(Q) = \frac{J_{k0}(Q)}{J_{k0}(0)}$.

(ii) Also, for $Q = 0$, there are results about effects of ion size $d$ on fluxes;

(iii) One can easily obtain results about effects of leading terms in small $Q_0$ and small $d$ based on the above result.

We are generally interested in effects of interactions between $Q$ and small $d$; that is, $J_{k1}(Q)d$. One may consider small $Q$ so that

$$J_{k1}(Q)d = (J_{k1,0} + J_{k1,1}Q + O(Q^2))d = J_{k1,0}d + J_{k1,1}Qd + O(Q^2)d.$$
Note that $J_{k1,0d}$ is precisely the leading terms of ion size effects when $Q = 0$ mentioned in (ii). We thus focus on, here, the term $J_{k1,1Qd}$. More precisely, one interesting question is to know how the factors $J_{k1,1}$’s depend on the boundary conditions $(V, l, r)$ and the value $\lambda$ as well as the key geometry $(H(a), H(b), H(1))$ of the channel. In particular, we are interested in the signs of $J_{k1,1}$’s in terms of the above parameters. It follows from the formulas for $J_{k1,1}$’s in (4.1) that

$$J_{k1,1} > 0 \text{ if and only if } M_{01} + z_k N_{01} > 0.$$ 

Furthermore, recalling $I_1$ and $T_1$ defined in (2.11),

$$I_1 = z_1 J_{11,1} + z_2 J_{21,1} = \frac{z_1(z_1 - z_2)}{H(a)} N_{01} \quad \text{and} \quad T_1 = J_{11,1} + J_{21,1} = - \frac{z_1 - z_2}{z_2 H(a)} M_{01},$$

then $I_1 Qd$ is the corresponding current (total flux of charges) term and $T_1 Qd$ is the corresponding total flux of matter term. One has

$$I_1 > 0 \text{ if and only if } N_{01} > 0; \quad T_1 > 0 \text{ if and only if } M_{01} > 0.$$ 

Then one may determine the conditions for

$$M_{01} + z_k N_{01} > 0, \quad M_{01} > 0, \quad N_{01} > 0$$

in terms of

$$(V, l, r, \lambda, H(a), H(b), H(1)).$$

It may be possible to solve for, say critical values of $V$, from each of the equations

$$M_{01} + z_k N_{01} = 0, \quad M_{01} = 0, \quad N_{01} = 0$$

in terms of the other variables $(l, r, \lambda, H(a), H(b), H(1))$.

6 Appendix: Proof of Lemma 3.8

To find the first order terms, multiplying $h(\tau)\sigma(\tau)$ to the right hand of the system (3.26), one has,

$$\frac{d}{dy} \phi_1 = \frac{I_0}{\sigma(y)} \left( (z_1 - z_2) z_1 c_{11} + 2(1 - \lambda) z_1 c_{10} Q - 2\lambda Q^2 \right)$$

$$+ \left( (1 - \lambda) z_1 c_{10} - \lambda Q \right) T_0 - I_1 - \Lambda_0 Q,$$

$$\frac{d}{dy} c_{11} = 2(\lambda z_1 - z_2) z_1 c_{10} T_0 + z_1 z_2 c_{10} T_1$$

$$+ \left( [2\lambda z_1 T_0 + 2(z_1 - z_2) J_{10}] c_{10} + z_2 J_{11} \right) Q$$

$$- \frac{I_0 Q}{\sigma(y)} \left( z_1 z_2 c_{11} + z_1 c_{10} (2(1 - \lambda) z_1 c_{10} - 2\lambda Q) \right),$$

$$\frac{d}{dy} J_{11} = \frac{d}{dy} J_{21} = 0, \quad \frac{d}{dy} \tau = h(\tau)\sigma(\tau).$$

We rewrite the second equation in (6.1) in linear form,

$$\frac{d}{dy} c_{11} = -Z_0(y) c_{11} + Z_1(y),$$

(6.2)
where we defined $Z_0(y)$ in (2.11) and,

$$Z_1(y) = 2(\lambda z_1 - z_2)z_1c_{10}^T T_0 + z_1 z_2 c_{10} T_1 + \left(2\lambda z_1 T_0 + 2(z_1 - z_2)J_{10}\right)c_{10} + z_2 J_{11}Q$$

$$- \frac{2z_1 c_{10} I_0 Q}{\sigma(y)} \left((1 - \lambda)z_1 c_{10} - \lambda Q\right).$$

(6.3)

The solution of the linear differential equation in (6.2) is,

$$c_{11}(y) = c_{11}^{a,m} e^{-\int_0^y z_0(s)ds} + e^{-\int_0^y z_0(s)ds} \int_0^y Z_1(s) e^{\int_0^s z_0(v)dv} ds.$$  

(6.4)

In order to obtain $c_{11}(y)$ in above, we first find $e^{\int_0^y z_0(s)ds}$. It follows from (3.28), (2.11), and from Lemma (3.7) that,

$$e^{\int_0^y z_0(s)ds} = \frac{\sigma(y)}{\sigma^{a,m}} e^{-z_1 z_2 T_0 y} = \frac{1}{T_0 \sigma^{a,m}} \left((z_1 - z_2)\left(z_1 c_{10}^{a,m} T_0 + J_{10} Q\right) - I_0 Q e^{-z_1 z_2 T_0 y}\right).$$

Then, from above and from Lemma (3.7) one has,

$$e^{-\int_0^y z_0(s)ds} = \frac{\sigma^{a,m}}{\sigma(y)} e^{z_1 z_2 T_0 y}, \quad e^{z_1 z_2 T_0 y} = \frac{z_1 T_0 c_{10} (y) + J_{10} Q}{z_1 T_0 c_{10}^{a,m} + J_{10} Q}.$$  

(6.5)

Thus, from (6.5) and (6.3),

$$\int_0^y Z_1(s) e^{\int_0^s z_0(v)dv} ds = \frac{2z_1(\lambda z_1 - z_2)(z_1 - z_2)}{\sigma^{a,m}} \left(z_1 c_{10}^{a,m} T_0 + J_{10} Q\right) S_2 - \frac{2z_1(\lambda z_1 - z_2) I_0 Q S_4}{\sigma^{a,m}}$$

$$+ \frac{z_1 T_0 (z_1 - z_2)}{T_0 \sigma^{a,m}} \left(z_1 c_{10}^{a,m} T_0 + J_{10} Q\right) S_1 - \frac{z_1 T_0 I_0 Q S_3}{T_0 \sigma^{a,m}}$$

$$+ \frac{2(z_1 - z_2)J_{10} Q}{T_0 \sigma^{a,m}} \left(z_1 c_{10}^{a,m} T_0 + J_{10} Q\right) S_1$$

$$- \frac{I_0 Q^2}{T_0 \sigma^{a,m}} \left(2\lambda z_1 T_0 + 2(z_1 - z_2)J_{10}\right) S_3 + \frac{2J_{11}(z_1 - z_2) Q}{T_0 \sigma^{a,m}} \left(z_1 c_{10}^{a,m} T_0 + J_{10} Q\right) y$$

$$+ \frac{J_{11} I_0 Q^2}{z_1 T_0 \sigma^{a,m}} \left(e^{z_1 z_2 T_0 y} - 1\right) - \frac{2I_0 Q}{\sigma^{a,m}} \left(1 - \lambda\right) z_1^2 S_4 - \lambda Q z_1 S_3;$$

where $S_2$ and $S_k(y)$’s, for $k = 1, \cdots, 5$, were defined in (3.29) and (3.30) respectively. Hence, from (6.4) and above computations we obtain,

$$c_{11}(y) = c_{11}^{a,m} \frac{\sigma^{a,m}}{\sigma(y)} e^{z_1 z_2 T_0 y} + \frac{z_1 T_0 (z_1 - z_2)}{T_0 \sigma(y)} \left(z_1 T_0 c_{10} (y) + J_{10} Q\right) S_1$$

$$+ \frac{2z_1(\lambda z_1 - z_2)(z_1 - z_2)}{\sigma(y)} \left(z_1 T_0 c_{10} (y) + J_{10} Q\right) S_2 - \frac{2z_1(\lambda z_1 - z_2) I_0 Q e^{z_1 z_2 T_0 y} S_4}{\sigma(y)}$$

$$- \frac{z_1 T_0 I_0 Q e^{z_1 z_2 T_0 y} S_3}{T_0 \sigma(y)} + \frac{(z_1 - z_2) Q}{T_0 \sigma(y)} \left(2\lambda z_1 T_0 + 2(z_1 - z_2)J_{10}\right) \left(z_1 T_0 c_{10} (y) + J_{10} Q\right) S_1$$

$$- \frac{2(z_1 - z_2)J_{10} Q}{T_0 \sigma(y)} e^{z_1 z_2 T_0 y} S_3 + \frac{2J_{11}(z_1 - z_2) Q}{T_0 \sigma(y)} \left(z_1 T_0 c_{10} (y) + J_{10} Q\right) y$$

$$+ \frac{J_{11} I_0 Q^2}{z_1 T_0 \sigma(y)} \left(1 - e^{z_1 z_2 T_0 y}\right) + \frac{2I_0 e^{z_1 z_2 T_0 y} Q}{\sigma(y)} \left(\lambda z_1 Q S_3 - (1 - \lambda) z_1^2 S_4\right).$$

(6.6)
On the other hand,

\[
z_1 T_0 c_{10}(y) + J_1 Q = \frac{T_0}{\sigma(y)} + \frac{I_0 Q}{(z_1 - z_2)\sigma(y)},
\]

\[
z_1 T_0 c_{10}^{a,m} + J_1 Q = \frac{T_0}{\sigma(y)} - \frac{I_0 Q}{z_1 T_0 c_{10}^{a,m} + J_1 Q},
\]

\[
\frac{\sigma^{a,m}}{\sigma(y)} e^{z_1 z_2 T_0 y} = 1 + \frac{I_0 Q}{T_0 \sigma(y)} - \frac{I_0 Q}{(z_1 - z_2)(z_1 T_0 c_{10}^{a,m} + J_1 Q)}
\]

\[
= 1 + \frac{z_1 (c_{10}^{a,m} - c_{10}(y)) I_0 Q}{\sigma(y)(z_1 T_0 c_{10}^{a,m} + J_1 Q)}.
\]

(6.7)

Remark 6.1. As we go further on equation (6.9), \( Q \) appears to the denominator of some terms of \( \phi_1(y) \). Thus, we need to keep \( Q^2 \) terms of \( c_{11}(y) \). Moreover, in order to simplify \( \phi_1(y) \) terms, we need to manipulate the corresponding terms in \( c_{11}(y) \) applying the formulas in (6.7).

Now, applying the equations in (6.7) on \( c_{11}(y) \) in (6.6), the desired expression for \( c_{11}(y) \) will be obtained. To find \( \phi_1(y) \), we first need to obtain \( \int_0^y Z_1(s) ds \). Then, from (2.11), and (6.2) one has

\[
\int_0^y \frac{I_0 (z_1 - z_2) z_1 c_{11}(s)}{\sigma(s)} ds = \frac{z_1 - z_2}{z_2 Q} \int_0^y Z_0(s)c_{11}(s)ds
\]

\[
= \frac{z_1 - z_2}{z_2 Q} \int_0^y \left( Z_1(s) - \frac{d}{dy} c_{11}(s) \right) ds
\]

\[
= \frac{z_1 - z_2}{z_2 Q} \left( \int_0^y Z_1(s) ds - (c_{11}(y) - c_{11}^{a,m}) \right).
\]

(6.8)

Now, from \( \phi_1 \)-equation in (6.1), and relations (3.28), (6.8) and the integrals on (3.30),

\[
\phi_1(y) = \phi_1^{a,m} + \frac{z_1 - z_2}{z_2 Q} \left( z_1 z_2 T_1 S_1 + 2(\lambda z_1 - z_2) z_1 T_0 S_2 \right)
\]

\[
+ \frac{(z_1 - z_2)}{z_2} \left( [2\lambda z_1 T_0 + 2(z_1 - z_2) J_{10}] S_1 + 2 z_2 y J_{11} \right)
\]

\[
+ \frac{(z_1 - z_2)}{z_2} \left( 2Q S_z(y) - 2(1 - \lambda) z_1 S_5 \right)
\]

\[
- \frac{(z_1 - z_2)}{z_2 Q} \left( c_{11}(y) - c_{11}^{a,m} \right) + 2(1 - \lambda) Q S_z(y)
\]

\[
- \frac{2\lambda Q}{z_1 z_2} \left( \ln \sigma(y) - \ln \sigma^{a,m} - z_1 z_2 T_0 y \right)
\]

\[
+ T_0 \left( (\lambda - \lambda z_1 S_1 - \lambda y Q) - I_{11} y - \Lambda_0 y Q \right).
\]
Now, substitute $c_{11}(y)$ into the above, use (6.5), and carefully simplify to obtain,

$$\phi_1(y) = \phi_1^{a,m} + (1 - \lambda)z_1T_0\frac{c_{10}(y) - c_{10}^{a,m} - z_2J_{10}Qy}{z_1z_2T_0} - I_1y - \frac{2(1 - \lambda)J_0(c_{10}(y) - c_{10}^{a,m})}{z_1^2T_0}$$

$$- \frac{2(1 - \lambda)Q}{z_1(z_1 - z_2)}\left(\ln\sigma(y) - \ln\sigma^{a,m}\right) + \frac{2(1 - \lambda)(z_1 - z_2)J_{10}^2yQ}{z_2T_0} - \frac{z_1(z_1 - z_2)(c_{10}^{a,m} - c_{10}(y))I_0c_{11}^{a,m}}{z_1z_2\sigma(y)z_1T_0c_{10}^{a,m} + J_{10}Q}$$

$$- \frac{2z_1(z_1 - z_2)(\lambda z_1 - z_2)I_0}{z_2\sigma(y)}\left(\frac{c_{10}^{a,m} - c_{10}(y)}{z_1z_2T_0} - 2z_2J_{10}S_1Q\right) - \frac{z_1(z_1 - z_2)T_1I_0}{T_0\sigma(y)}\left(S_1 - e^{z_1z_2T_0y}S_3\right) + \frac{2z_1(z_1 - z_2)^2I_0e^{z_1z_2T_0y}}{z_2\sigma(y)}S_4 - \frac{(z_1 - z_2)(2\lambda z_1T_0 + 2(z_1 - z_2)J_{10})I_0Q}{z_2T_0\sigma(y)}S_1 - \frac{(z_1 - z_2)J_{11}I_0yQ}{T_0\sigma(y)}$$

$$- \frac{(z_1 - z_2)J_1I_0\left(c_{10}^{a,m} - c_{10}(y)\right)Q}{z_2T_0\sigma(y)z_1T_0c_{10}^{a,m} + J_{10}Q} + \frac{2(z_1 - z_2)^2J_{10}I_0e^{z_1z_2T_0y}Q}{z_2T_0\sigma(y)}S_3$$

$$+ \frac{2}{z_2}\left((1 - \lambda)z_2 + \lambda(z_1 - z_2)\right)\left(J_{10}y + \frac{\ln\sigma(y) - \ln\sigma^{a,m}}{z_1(z_1 - z_2)} - \frac{2\lambda Q}{z_1z_2}\left(\ln\sigma(y) - \ln\sigma^{a,m}\right) + (\lambda - 1)J_{10}yQ\right).$$

The proof is complete now considering that $[20]$.

$$J_{11,0} + J_{21,0} = \frac{(\lambda z_1 - z_2)(z_1 - z_2)(l^2 - r^2)}{z_1^2z_2^2H(1)}, \quad J_{10,1} + J_{20,1} = \frac{\phi_{0,0}^b - \phi_{0,0}^b}{H(1)}, \quad J_{10,0} + J_{20,0} = \frac{(z_2 - z_1)(l - r)}{z_1z_2H(1)}.$$
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