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Abstract

In this paper we propose a novel methodology that allows to design, in a purely data-based fashion and for linear single-input and single-output systems, both robustly stable and performing control systems for tracking piecewise constant reference signals. The approach uses both (i) Virtual Reference Feedback Tuning for enforcing suitable performances and (ii) the Set Membership framework for providing a-priori robust stability guarantees. Indeed, an uncertainty set for the system parameters is obtained through Set Membership identification, where an algorithm based on the scenario approach is proposed to estimate the inflation parameter in a probabilistic way. Based on this set, robust stability conditions are enforced as Linear Matrix Inequality constraints within an optimization problem whose linear cost function relies on Virtual Reference Feedback Tuning. To show the generality and effectiveness of our approach, we apply it to two of the most widely used yet simple control schemes, i.e., where tracking is achieved thanks to (i) a static feedforward action and (ii) an integrator in closed-loop.

The proposed method is not fully direct due to the Set Membership identification. However, the uncertainty set is used with the only objective of providing robust stability guarantees for the closed-loop system and it is not directly used for the performances optimization, which instead is totally based on data. The effectiveness of the developed method is demonstrated with reference to two simulation examples. A comparison with other data-driven methods is also carried out.

I. INTRODUCTION

In Automation and Control, data-based techniques are becoming increasingly popular since they allow to design controllers that provide satisfactory results with moderate time and computational effort. Data-based controller design methods can be divided in indirect and direct ones. The former methods aim at first identifying a model of the plant, based on which the controller is designed. The latter methods aim at directly identifying the controller through optimization from a controller class previously selected. Notably, some algorithms recently proposed in the literature bridge the gap between these two categories, proposing hybrid approaches that exploit some the advantages of both direct and indirect methods: identification for control, dual control, control-oriented identification, and regularized data-enabled predictive control. One of the major issues in data-driven methods, especially in the direct ones, is the possibility to provide stability guarantees of the resulting closed-loop system. Some methods to validate or certify a “data-tuned” controller before its actual implementation have been more recently proposed in the data-driven control literature, see e.g., [8]–[10]. In [11]–[13], sufficient conditions for closed-loop stability based on small-gain arguments have been introduced in a linear setting. These conditions can be included directly in the algorithm defined for control design. Alternatively, the behavioural framework in [14] has paved the way to the inclusion of data-dependent Linear Matrix Inequalities (LMIs) for closed-loop stability in several data-driven control problems, e.g., direct data-driven linear quadratic regulator design [15], data-enabled predictive control [16], direct data-driven model-reference control [17], dealing also with noisy data [18], [19]. Also, in the field of nonlinear systems, methods for robust control from data have been provided [20], [21].

Among direct methods, Virtual Reference Feedback Tuning (VRFT) has gained wide popularity due to its simplicity and satisfactory performances. VRFT has been first introduced for linear controller design [22] and has been later extended to a nonlinear setup [23]. One of the major issues in VRFT, as well as in many direct data-driven methods, concerns the possibility of providing stability guarantees for the feedback system. In fact, based on an available batch of data, the VRFT method only allows to design a controller such that the control system is as close as possible to a given reference closed-loop model. However, especially if the controller identification results are poor and the obtained regulator is far from the ideal one, the resulting feedback system may display bad performances and even instability. However, in [3], [24]–[27] controller a-posteriori validation tests, aiming at verifying the closed-loop stability, have been proposed for linear systems specifically for VRFT. In this paper, our objective is to propose a methodology that allows to design, in a purely data-based fashion, both robustly stable and performing control systems for tracking piecewise constant reference signals. In particular, to show its generality and effectiveness we apply our methodology to two of the most widely used yet simple control schemes, i.e., where tracking is achieved thanks to (i) a static feedforward action and (ii) an integrator in closed-loop. Stability is guaranteed during the VRFT controller design phase. To do so, we first define an uncertainty set for the system through the Set Membership (SM) identification technique (e.g., see [28]–[30] and the references therein). An algorithm based on the scenario approach [31] is proposed to carry out a SM identification of the uncertainty set with probabilistic guarantees. Robust stability constraints are so enforced by means of appropriate LMIs (e.g., see [32]–[34]). Also, a VRFT-based cost
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function is minimized in order to achieve the desired closed-loop performances.

One of the merits of this approach is that a numerically well posed LMI optimization problem allows to design the controller. Note that this approach may be classified as an hybrid one, consisting of both an indirect design part (SM) and a direct one (VRFT). Note that, however, the SM identification is conducted solely to define a set of models compatible with the data, for robust stability guarantees, and not to identify the system based on which the whole control design is carried out (which could limit the achievable performances), contrarily to classic indirect methods. On the other hand, with respect to classic VRFT, our method has the merit to provide theoretical stability conditions, by only enforcing linear constraints on the controller gain in the design phase.

Note that in [35], [36] a non-iterative direct data-driven control approach which relies on SM errors-in-variables identification techniques is proposed. However, such an approach is inspired by a different direct method, i.e., the correlation based tuning approach. Our method has the merit to provide theoretical stability conditions, by only enforcing linear constraints on the controller gain.

The paper is organized as follows: in Section II the control problem is defined, while in Section III the Set Membership identification approach with probabilistic guarantees is described in details. In Section IV, the developed algorithm is described in the design phase. Two simulation examples, while conclusions are drawn in Section VII.

## Notation

We denote with $k$ the discrete-time index and with $q$ the forward shift operator (i.e., $u(k + 1) = qu(k)$, for a signal $u(k)$). We indicate with $F(q)u(k)$ the signal $y(k)$ obtained by filtering the signal $u(k)$ through a discrete-time system with transfer function $F(q)$. Given a matrix $R$, the transpose is $R^T$, the transpose of the inverse is $R^{-T}$. We denote with $0_{n,m}$ a null matrix with $n$ rows and $m$ columns, and with $I_n$, a column vector with all elements equal to one and of dimension $n$, whereas $I_n$ is the identity matrix of dimension $n$. Moreover, $|a|$, $a \in \mathbb{R}$, denotes the absolute value of a real number $a$, and $||F(q)|| = \sqrt{\frac{1}{2\pi} \int_{-\pi}^{\pi} |F(e^{j\omega})|^2 d\omega}$ denotes the 2-norm of a discrete-time linear transfer function $F(q)$. Finally, we denote with $\mathbb{E}[X]$ the expected value of a random variable $X$, with $\mathbb{P}\{A\}$ the probability of an event $A$, and with $\mathbb{P}\{A|B\}$ the conditional probability of an event $A$ given an event $B$.

## II. Problem statement

We consider a discrete-time linear-time-invariant (LTI) single-input and single-output (SISO) system $S$ of order $n$ described by the following input-output representation:

$$\begin{align*}
\begin{cases}
z(k + 1) = \theta^o^T \phi(k) \\
y(k) = z(k) + d(k)
\end{cases}
\end{align*}$$

(1)

where the regressor vector $\phi(k) \in \mathbb{R}^{2n}$ is defined as

$$\phi(k) = [z(k) \ldots z(k - n + 1) \ u(k) \ u(k - 1) \ldots u(k - n + 1)]^T$$

(2)

In (1), $u$ is the manipulable input, $z$ the “nominal” output, $d$ an additive measurement noise, and $y$ the measured output. Also, $\theta^o = [\theta^o_1 \ldots \theta^o_{2n}]^T \in \mathbb{R}^{2n}$ is the vector of unknown system parameters. In this paper, the problem is formulated in the SISO setting for the sake of simplicity. We make the following assumptions on the system.

### Assumption 1.

- The system (1) is asymptotically stable;
- The static gain from $u$ to $z$ is different from zero;
- $u(k) \in \mathbb{U} \subset \mathbb{R}$ for all $k \geq -n + 1$, where $\mathbb{U}$ is compact;
- $|d(k)| \leq \bar{d}$ for all $k \geq -n + 1$, where $\bar{d} > 0$ is known;
- The system order $n$ is known.

Some remarks are in order concerning Assumption 1. Firstly, unstable plants can be addressed by means of a cascade control architecture, provided that a first stabilizing (possibly low-performing) feedback controller is available. Also, it is worth remarking that, in case the values of the noise bound $\bar{d}$ and of the system order $n$ are not known a priori, they can be estimated from data according to the procedures proposed in [30]. Alternatively, the system order $n$ can also be estimated from data using subspace identification methods [37].

The objective of this work is to propose a novel totally data-driven control design approach that enables to devise a controller that
1) provides closed-loop system robust asymptotic stability guarantees;
2) allows to achieve perfect asymptotic tracking of constant reference signals;
3) makes the feedback control system as similar as possible to a given reference model of interest $\mathcal{M}$ having, as requirement, an input-output delay equal to the one of the system.

We assume that some input-output data, obtained from suitable experiments on the system $\mathcal{S}$, are available. The main rationale behind the proposed method is based on the following steps.

Based on the available data, a convex uncertainty set is first learned by resorting to the SM identification approach \cite{28} as discussed in Section III.

As discussed in the introduction, in this paper we will consider two most notable control configurations, showing that our approach allows to design efficient data-based controllers in both of them: (i) a state feedback one with feedforward action in Section IV and a dynamic one endowed with an integrator in Section V. In both of them, the controller parameters will be computed by applying the VRFT approach \cite{22}. As discussed in \cite{22}, the objective of VRFT is to identify a controller such that the resulting closed-loop system is as similar as possible to a given reference closed-loop model $\mathcal{M}$. In particular, the following cost function must be minimized:

$$ J_{MR}(\theta_C) = \| (M(q) - M_{\theta_C}(q))W(q) \|^2 $$

where $M(q)$ is the transfer function of the reference closed-loop model, $M_{\theta_C}(q)$ is the transfer function of the adopted control system (where $\theta_C$ represents the controller free parameter vector), and $W(q)$ is a weighting function chosen by the user. As discussed in \cite{22}, the cost function (3) cannot be minimized since a description of the system $\mathcal{S}$, necessary to compute $M_{\theta_C}$, is not available.

Importantly, ad-hoc constraints based on the learned uncertainty set will be enforced on the parameter $\theta_C$ to guarantee asymptotic stability of the control scheme. This will be done robustly with respect to all possible system parameterizations, using suitable LMIs \cite{32}.

### III. Set Membership identification with probabilistic guarantees

The objective of this section is to employ SM identification to compute the set of parameters, compatible with the available data, of a class of discrete-time systems of order $n$ of the type (1). We refer to \cite{28} and \cite{29} for details on the SM identification method and theory. In section III-A we recall the main procedure to adopt, while in the subsequent Section III-B we propose a novel method, based on the scenario approach \cite{31} to inflate the size of the so-obtained parameter set in such a way to guarantee, with a prescribed probability, that the real system parameter vector belongs to it.

#### A. Uncertainty set: Set Membership identification

First of all note that, in view of Assumption 1, (1) lies in the class of the prediction models of the type

$$ y(k+1) = \theta^T \hat{\phi}(k) + \xi(k) + d(k+1) $$

where

$$ \hat{\phi}(k) = [y(k) \ldots y(k-n+1) \quad u(k) \quad u(k-1) \ldots u(k-n+1)]^T $$

and where $\xi(k)$ essentially represents the detrimental effect of the measurement noise on the prediction capabilities of $\hat{\phi}$. We assume that a finite number $N_d$ of output/regressor data pairs $(y(k+1), \hat{\phi}(k))$ is available, for $k = 0, \ldots, N_d - 1$. As a technical assumption, we consider the system parameters to lie within a compact set $\Omega \subset \mathbb{R}^{2n}$.

At this point, an estimate $\Delta$ of the prediction error upper bound is computed by solving the following linear programming (LP) optimization problem:

$$ \Delta = \min_{\theta \in \Omega, \lambda \geq 0} \lambda $$

subject to

$$ |y(k+1) - \theta^T \hat{\phi}(k)| \leq \lambda + \bar{d} \quad k = 0, \ldots, N_d - 1 $$

Then, it is possible to define the Feasible Parameter Set (FPS) $\Theta(\alpha)$, i.e., the set of parameter values consistent with all the prior information and the available data, as follows.

$$ \Theta(\alpha) = \{ \theta \in \Omega : |y(k+1) - \theta^T \hat{\phi}(k)| \leq \alpha \Delta + \bar{d}, \text{ for all } k = 0, \ldots, N_d - 1 \} $$

The value $\Delta$ is inflated by a scalar parameter $\alpha > 1$ to compensate for the uncertainty caused by the use of a finite number of measurements. With a sufficiently large number of exciting data points, a practical approach is often to set the coefficient $\alpha \approx 1$. However, a theoretically sound value of $\alpha$ guaranteeing that $\theta^o \in \Theta(\alpha)$ with a prescribed probability, can be computed according to the novel procedure introduced in Section III-B.
Since the constraints in (7) are linear inequalities, we can compute the \( n_V \) vertices \( \theta^V_1, \ldots, \theta^V_{n_V} \) of the convex hull defining the FPS [38]. It follows that, for all \( \theta \in \Theta(\alpha) \), there exists a set of non-negative real numbers \( \gamma_1, \ldots, \gamma_{n_V} \) such that \( \sum_{i=1}^{n_V} \gamma_i = 1 \) and

\[
\theta = \sum_{i=1}^{n_V} \gamma_i \theta^V_i \tag{8}
\]

Note that, for high-order systems, the definition of \( \theta^V_1, \ldots, \theta^V_{n_V} \) may be computationally expensive. Simpler, even if more conservative, approximations of the set \( \Theta(\alpha) \) can be considered, e.g., its minimum volume outer box [39].

B. Computation of the inflation parameter \( \alpha \) based on the scenario approach

In [29], it is proved that \( \lim_{N_d \to \infty} \alpha = 1^+ \). However, no methods have been proposed so far to estimate \( \alpha \) in the realistic case of a finite number of data. While in [30] an invalidation test is suggested to evaluate if the chosen value of \( \alpha \) is too small by checking whether the FPS is empty for a validation experiment, it is not possible to establish whether the chosen \( \alpha \) is too conservative. Therefore, this section aims at providing a novel method based on the scenario approach [31] to estimate \( \alpha \) in a sound way to assess the probability and confidence that the real parameter vector \( \theta^o \) belongs to the resultant FPS \( \Theta(\alpha) \).

We define \( \Delta = \Omega_S \times \mathbb{D} \subset \mathbb{R}^{3n+3n^2} \), where \( \Omega_S \) is a set of infinite cardinality containing parameters \( \theta \) of LTI SISO asymptotically stable systems of order \( n \) in the same representation as (1) and \( \mathbb{D} = [-\bar{d}, \bar{d}]^{N_d+n} \). We denote with \( \delta = [\theta^T \ d^T]^T \) any element of \( \Delta \).

In view of Assumption 1, it is guaranteed that \( \delta^o = [\theta^o^T \ d^o^T]^T \in \Delta \), where \( d^o = [d^o(-n+1) \ldots d^o(0) \ldots d^o(N_d)]^T \in \mathbb{R}^{n+N_d} \) is the disturbance sequence of the real experiment. As a technical assumption, we assume that \( \Delta \) is endowed with a probability distribution \( \mathbb{P}_\delta \). In particular, we denote with \( \mathbb{P}_\theta \) the probability distribution of \( \theta \) and with \( \mathbb{P}_d \) the probability distribution of \( d(k) \), for all \( k = -n+1, \ldots, N_d \), where \( \theta \) and \( d(k) \) (for any \( k \)) are assumed uncorrelated with each other. Both \( \mathbb{P}_\theta \) (as discussed in Section 5 of [3] and in the references therein) and \( \mathbb{P}_d \) can be estimated from data. The following algorithm is proposed.

Algorithm 1 Estimation of \( \alpha \)

1) Choose a violation probability \( \epsilon \in (0, 1) \), a confidence parameter \( \beta \in (0, 1) \), and a number \( p \) of scenarios to be discarded.
2) By means of the bisection algorithm, find the minimum integer \( N \) solving

\[
\sum_{j=0}^{p} \binom{N}{j} \epsilon^j (1-\epsilon)^{N-j} \leq \beta \tag{9}
\]

3) Generate a sample \( (\delta^1, \delta^2, \ldots, \delta^N) \) of \( N \) independent random elements from \( (\Delta, \mathbb{P}_\delta) \), where \( \delta^i = [\theta^i T \ d^i T]^T \), \( i = 1, \ldots, N \).
4) For each scenario \( \delta^i \), feed the fictitious system

\[
\begin{align*}
\dot{z}(k+1) &= \theta^i T \phi^i(k) \\
y^i(k) &= z^i(k) + d^i(k)
\end{align*}
\tag{10}
\]

with the same input signal \( u(k) \) used in the real experiment, starting from the same initial condition, and collect \( N_d \) output/regressor data pairs.
5) For each scenario \( \delta^i \), find the minimum \( \alpha \delta^i \) such that the true parameter \( \theta^i \in \Theta(\alpha \delta^i) \), i.e., such that \( \theta^i \) belongs to the FPS of the scenario \( \delta^i \).
6) Discard \( p \) scenarios corresponding to the ones with the greatest \( \alpha \delta^i \).
7) Among the remaining \( N - p \) scenarios, take the maximum \( \alpha \delta^i \), denoted \( \alpha_p^* \).
8) If deemed appropriate, change \( p \) and go back to step 2, otherwise terminate.

The value \( \alpha_p^* \) obtained through the algorithm corresponds to the estimate of \( \alpha \) to be used to properly define the FPS (7), i.e., \( \Theta(\alpha_p^*) \). The following result holds.

**Proposition 1.** For all \( N \geq 1 \) fulfilling (9), it holds that \( \mathbb{P}\{\theta^o \in \Theta(\alpha_p^*)\} \geq 1 - \epsilon \) with probability \( \geq 1 - \beta \).

**Proof.** We consider a sample \( (\delta^1, \delta^2, \ldots, \delta^N) \) of \( N \) independent random elements from \( (\Delta, \mathbb{P}_\delta) \), where \( N \) fulfills (9). As a technical assumption, let \( \alpha \in \mathbb{A} = [1, M] \), where \( M \) is an arbitrarily large real number. Note that, in case of no scenario
removal, $\alpha_0^*$ is the solution of the following scenario optimization program.

$$\begin{aligned}
\min_{\alpha} & \quad \alpha \\
\text{subject to} & \quad \alpha \in \bigcap_{i=1,\ldots,N} A_{\delta_i}.
\end{aligned}$$

In (11) we set

$$A_{\delta_i} = \left\{ \alpha \in \mathbb{R} : \alpha \geq \min \left( \max_{k=0,\ldots,N_d-1} \frac{\hat{\lambda}(k)/\Delta^i}{\Delta^i}, M \right) \right\}, \quad A_{\delta_i,2} = \mathbb{R}, \quad \text{and } A_{\delta_i,3} = \{M\}. \tag{12}$$

where $A_{\delta_i,1} = \{ \alpha \in \mathbb{R} : \alpha \geq \min \left( \max_{k=0,\ldots,N_d-1} \frac{\hat{\lambda}(k)/\Delta^i}{\Delta^i}, M \right) \}$, $A_{\delta_i,2} = \mathbb{R}$, and $A_{\delta_i,3} = \{M\}$. Also, in the previous definitions, $\hat{\lambda}(k) = |y(k+1) - \theta^T \hat{\phi}(k)| - \tilde{d}$ and $y(k+1), \hat{\phi}(k)$ are the data generated from $\delta^i$ according to (10). Finally, $\Delta^i$ is defined according to (9) using $y(k+1)$ and $\hat{\phi}(k)$. Note that the cost function is $\alpha$, i.e., it is linear. Moreover, $A$ and $A_{\delta}$, $\delta \in \Delta$, are convex and closed sets and the solution to (11) obtained by discarding $p$ scenarios, denoted with $\alpha_0^*$, exists and is unique. Without loss of generality, we assume that $\alpha_0^* < M$, e.g., through the removal of a sufficient number $p$ of constraints.

In view of these facts, from the scenario optimization theory with constraint removal [31], if $N \geq 1$ fulfills (9), we can state that, with probability $\geq 1 - \beta$, it holds that

$$\mathbb{P} \{ \delta \in \Delta : \alpha_0^* \notin A_{\delta} \} \leq \epsilon.$$ 

By recalling that $\delta^o \in \Delta$, the previous statement holds also setting $\delta = \delta^o$, meaning that $\mathbb{P} \{ \alpha_0^* \notin A_{\delta^o} \} \leq \epsilon$. We define $\tilde{\lambda}(k) = |y(k+1) - \theta^T \hat{\phi}(k)| - \tilde{d}$. From (12), for $M \to +\infty$, using the formula of total probability, we have

$$\mathbb{P} \{ \alpha_0^* \notin A_{\delta^o} \} = \mathbb{P} \{ \alpha_0^* \notin A_{\delta^o} \} \mathbb{P} \{ \lambda > 0 \} + \mathbb{P} \{ \lambda = 0 \} = \mathbb{P} \{ \alpha_0^* < \max_{k=0,\ldots,N_d-1} \frac{\tilde{\lambda}(k)/\Delta}{\Delta} \} + \mathbb{P} \{ \lambda > 0 \} \mathbb{P} \{ \lambda = 0 \} = \mathbb{P} \{ \exists k = 0,\ldots,N_d-1 \text{ such that } \tilde{\lambda}(k) > \alpha_0^* \Delta \} + \mathbb{P} \{ \lambda = 0 \} = \mathbb{P} \{ \exists k = 0,\ldots,N_d-1 \text{ such that } \tilde{\lambda}(k) > \alpha_0^* \Delta \} \leq \epsilon$$

In view of this

$$\mathbb{P} \{ \exists k = 0,\ldots,N_d-1 \text{ such that } |y(k+1) - \theta^T \hat{\phi}(k)| > \alpha_0^* \Delta + \tilde{d} \} \leq \epsilon$$

This is equivalent to state that

$$\mathbb{P} \{ |y(k+1) - \theta^T \hat{\phi}(k)| \leq \alpha_0^* \Delta + \tilde{d} \text{ for all } k = 0,\ldots,N_d-1 \} \geq 1 - \epsilon$$

The proof is concluded by recalling the definition (7) of the FPS, in view of which $|y(k+1) - \theta^T \hat{\phi}(k)| \leq \alpha_0^* \Delta + \tilde{d}$ for all $k = 0,\ldots,N_d-1$ is equivalent to state that $\theta^o \in \Theta(\alpha_0^*)$.

Note that removing constraints from the scenario program allows to avoid too conservative estimations of the inflation parameter $\alpha$. This is particularly useful in case of scenarios in which $\lambda^i = 0$ and $\hat{\lambda}(k) > 0$ for at least one $k = 0,\ldots,N_d-1$, which may occur due to the finite dataset length and if the data are not informative enough.

### C. State-space representation of the system $\mathcal{S}$

The uncertain system derived from the procedure sketched in Section (III-A) can be recast in state-space as follows:

$$\begin{aligned}
x(k+1) &= Ax(k) + Bu(k) + B_w w(k) \\
y(k) &= Cx(k)
\end{aligned}$$

(13)

where

$$x(k) = [y(k) \ldots y(k-n+1) \ u(k-1) \ldots u(k-n+1)]^T \in \mathbb{R}^{2n-1},$$

$$A = \begin{bmatrix}
\theta_1 & \cdots & \theta_n & \theta_{n+2} & \cdots & \theta_{2n} \\
I_{n-1} & 0_{n-1,1} & 0_{n-1,n-1} & 0_{1,n} & \cdots & 0_{1,n-1} \\
0_{1,n} & I_{n-2} & 0_{n-2,1} & \cdots & \cdots & \cdots \\
0_{n-2,n} & \cdots & \cdots & \cdots & \cdots & \cdots \\
\end{bmatrix} \in \mathbb{R}^{(2n-1) \times (2n-1)}.$$
and \( B = [\theta_{n+1}, 0_{1,n-1}, 1, 0_{1,n-2}]^T \), \( B_{w_c}^T = C = [1, 0_{1,n-2}] \). Here, \( w(k) = \xi(k) + d(k+1) \) depends upon the exogenous disturbance \( d \). Note that matrices \( A \) and \( B \) are uncertain but, in view of (8)

\[
[A \ B] = \sum_{i=1}^{n_V} \gamma_i [A_i \ B_i]
\]  

(15)

where \( A_i \) and \( B_i, i = 1, \ldots, n_V \), are defined as above based on the known parameter vectors \( \theta_i^Y \), \( i = 1, \ldots, n_V \), defined based on the SM procedure sketched in Section III-A.

IV. VRFT WITH ROBUST STABILITY GUARANTEE: FEEDFORWARD ACTION

A. The control law

Given a (possibly time-varying) reference signal \( \bar{y}(k) \), the aim of this section is to tune the uncertain parameters of the control law

\[
u(k) = \bar{u}(k) + K(x(k) - \bar{x}(k))
\]

in order to achieve the goals specified in Section II. In (16), \( \bar{u}(k) \) and \( \bar{x}(k) \) are computed as the steady-state input and state, respectively, corresponding to the reference \( \bar{y}(k) \) at each time instant. To this respect, in this section the following assumption is made.

Assumption 2.
The static gain \( \mu \in \mathbb{R} \) from \( u \) to \( z \) of system (1) is known.

Note that the latter is a mild assumption since the static gain \( \mu \) can be easily estimated from data. The advantage of Assumption 2 is that it allows to compute \( \bar{u}(k) \) and \( \bar{x}(k) \) at each time instant as

\[
\bar{u}(k) = \rho \bar{y}(k) \quad \text{and} \quad \bar{x}(k) = \begin{bmatrix} \bar{y}(k) & \ldots & \bar{y}(k) & \rho \bar{y}(k) & \ldots & \rho \bar{y}(k) \end{bmatrix}^T = f \bar{y}(k),
\]

where \( \rho = \mu^{-1} \) and

\[
f = \begin{bmatrix} 1_n \\ \rho 1_{n-1} \end{bmatrix} \in \mathbb{R}^{2n-1}\]

(17)

For notational compactness we write, from (16),

\[
u(k) = f_K \bar{y}(k) + Kx(k)
\]

(18)

where \( f_K = \rho - Kf \). The only tuning parameter in this case is \( K^T = [k_1 \ldots k_{2n-1}]^T \in \mathbb{R}^{2n-1} \), which will be obtained by minimizing a suitable VRFT-based cost function. Note that the feedforward additive term \( f_K \bar{y}(k) \) allows to achieve a zero steady-state error.

B. Controller design

In this section we discuss how to properly design the controller parameter \( K \) in the control law (16) in order to solve the problem

\[
\min_K J_{MR}(K)
\]

(19)

where \( J_{MR}(K) \) corresponds with (3) with \( \theta_C = K \). Note that, in our setup, the noise \( d(k) \) is non-negligible and significantly affects the system output. The presence of such noise could entail a biased definition of the controller parameter, which may cause a deterioration of the closed-loop performances. Therefore, the VRFT method will be applied by resorting to the instrumental variable approach (40) to remove the bias. To apply the instrumental variable approach, we need two different output datasets (denoted \( y^i(k) \) and \( y^2(k) \)) obtained by means of two experiments performed on the plant (1) with the same input sequence, i.e., \( u(k) \), but each affected by a different noise sequence (denoted \( d^1(k) \) and \( d^2(k) \), respectively), for \( k = -n+1, \ldots, N_d \). If an additional experiment is not possible, a second output dataset can be alternatively obtained after a plant identification phase, as suggested in [22] in Section 4.1. The following assumption is required.

Assumption 3.
The signals \( u(k) \), \( d^1(k) \), and \( d^2(k) \) are uncorrelated with each other, where \( d^1(k) \) and \( d^2(k) \) are stationary zero-mean processes.

As done in [3], the VRFT method requires to define a virtual reference sequence for each experiment \( i = 1, 2 \), i.e., \( r^i(k) = M^{-1}(q)y^i(k) \), for all \( k = -n+1, \ldots, N_d - 1 \). Moreover, as explained in [3], the data need to be filtered using an ad-hoc filter with transfer function \( F(q) \), which will be defined later. The filtered data are defined as \( u_F(k) = F(q)u(k) \) and, for \( i = 1, 2 \),

\[
y^i_F(k) = F(q)y^i(k), \quad r^i_F(k) = F(q)r^i(k).
\]

Also, we define, for \( i = 1, 2 \) and for all \( k = 0, \ldots, N_d - 1 \),
\[ x_F^i(k) = F(q)x_F^i(k) = [y_F^i(k) \ \ldots \ y_F^i(k-n+1) \ u_F(k-1) \ \ldots \ u_F(k-n+1)]^T. \] Based on these sequences we can define, for each \( i = 1, 2, \)
\[ u^i_{N_d} = [u_F(0) - \bar{u}_F(0) \ \ldots \ u_F(N_d-1) - \bar{u}_F(N_d-1)]^T \]
where, for all \( k = 0, \ldots, N_d-1, \bar{u}_F(k) = F(q)\bar{u}^i(k) = pr_F^i(k). \) Also, for \( i = 1, 2, \) we need to define the matrix
\[ x_{N_d} = \begin{bmatrix} (x_F^i(0) - \bar{x}_F^i(0))^T \\ \vdots \\ (x_F^i(N_d-1) - \bar{x}_F^i(N_d-1))^T \end{bmatrix} \]
where, for all \( k = 0, \ldots, N_d-1, \bar{x}_F^i(k) = F(q)\bar{x}^i(k) = fr_F^i(k). \) We finally define
\[
R_{N_d} = \frac{1}{2N_d} \left( (x_{N_d}^1)^T u_{N_d}^2 + (x_{N_d}^2)^T u_{N_d}^1 \right)
\]
\[
Q_{N_d} = \frac{1}{2N_d} \left( (x_{N_d}^1)^T x_{N_d}^2 + (x_{N_d}^2)^T x_{N_d}^1 \right)
\]
The following assumption, which is commonly verified under mild identifiability conditions, is necessary for guaranteeing the existence of a solution to the VRFT-based optimization problem.

**Assumption 4.**

Matrix \( Q_{N_d} \) is positive definite. □

The following theorem provides the main tool for control design.

**Theorem 1.**

The optimization problem

\[
\min_{L,\sigma} \sigma \\
\text{subject to} \quad \left[ \begin{array}{c} \sigma + 2LQ_{N_d}^{-1}R_{N_d} - R_{N_d}^T Q_{N_d}^{-1} G \sigma \quad L \\ R_{N_d}^T \end{array} \right] \succeq 0
\]

(20)

for \( N_d \to +\infty, \) is equivalent to (19) if we set, for any scalar \( \gamma > 0, \)
\[
|F(e^{j\omega})|^2 = \frac{|M(e^{j\omega})|^2 |M_K(e^{j\omega})|^2 |W(e^{j\omega})|^2}{|f_K|^2 \Phi_z(\omega)}
\]

(22)

\[
G = \gamma Q_{N_d}
\]

(23)

where \( K = LG^{-1}, \) and \( \Phi_z(\omega) \) is the spectral density of \( z(k). \)

Moreover if, for all \( i = 1, \ldots, n_V, \) there exist symmetric matrices \( P_i \) such that
\[
\begin{bmatrix} P_i \\ (A_i G + B_i L)^T \end{bmatrix} \succeq 0
\]

(24)

then the closed-loop system is asymptotically stable for all \( \theta \in \Theta(\alpha_p^*). \) □

Some remarks are due.

Firstly, the results are asymptotic (i.e., they hold for \( N_d \to +\infty), \) but, with a sufficiently large number of exciting data, acceptable results can be achieved.

Secondly, the filter \( F(q) \) in (22) cannot be realized since it depends on the system \( S. \) Nevertheless, in practice, satisfactory results are obtained by approximating \( M_K(q) \simeq M(q), \) and by neglecting \( f_K. \) Note that \( f_K \) is only a scaling factor constant in the frequency domain. Note also that \( \Phi_z(\omega) \) can be estimated from data, e.g., thanks to the availability of two datasets \( y^1(k) \) and \( y^2(k) \) generated according to independent noise sequences. Therefore, the following practicable approximation of the filter is proposed:
\[
F(q) = \frac{(M(q))^2W(q)}{Z(q)}
\]

(25)

where \( Z(q) \) is such that \( |Z(e^{j\omega})|^2 = \Phi_z(\omega). \)

Finally, setting \( G \) as in (23) may lead to an infeasible problem, especially in combination with the stability constraint (24). Hence, condition (23) can be relaxed by defining the matrix \( G \) and the scalar \( \gamma \) as free optimization variables and replacing (23) with the constraints:

\[
G - \gamma Q_{N_d} + \lambda_g I_{2n-1} \succeq 0
\]

(26a)

\[
-G + \gamma Q_{N_d} + \lambda_g I_{2n-1} \succeq 0
\]

(26b)

where the scalar \( \lambda_g \geq 0 \) has to be minimized together with \( \sigma, \) through a user-defined weight \( c > 0. \)
C. The algorithm

Based on the previous results and considerations, we are now in the position to describe the proposed algorithm. The steps are the following.

Algorithm 2 FF-SM-VRFT with robust stability guarantees

1) With the same input, collect two input-output datasets from the plant $u(k), y^1(k), y^2(k)$, for $k = -n + 1, \ldots, N_d$.
2) Compute the vertices $\theta_i^V$, $i = 1, \ldots, n_V$, of the convex uncertainty set $\Theta(a^*_i)$ and the corresponding state-space matrices $A_i$ and $B_i$, $i = 1, \ldots, n_V$, by means of Algorithm 1 and the SM identification procedure described in Section III.
3) Construct the vector $R_{N_d}$ and the matrix $Q_{N_d}$ using the filter (25).
4) Solve the following LMI optimization problem
\[
\begin{align*}
\min_{G, \gamma, L, \sigma, \lambda, \gamma} & \quad \sigma + c\lambda \\
\text{subject to} & \quad - \text{LMI (24)} \text{ for all } i = 1, \ldots, n_V \\
& \quad - \text{LMI (21)} \\
& \quad - \text{LMI (26)}
\end{align*}
\]
where $G, P_1, \ldots, P_{n_V}$ are symmetric matrices.
5) If the problem is feasible, then compute
\[K = L G^{-1} \]

D. Proof of Theorem 1

The first step of the proof consists of showing that the optimization problem (20)-(21) under (23) is equivalent to minimizing a VRFT-based cost function in case the instrumental variable approach is used to cope with noise and the data are filtered by $F(q)$, i.e.,
\[
J_{V R}^{N_d}(K) = \frac{1}{N_d} \sum_{k=0}^{N_d-1} (F(q)(u(k) - \hat{u}_K^1(k))) (F(q)(u(k) - \hat{u}_K^2(k)))
\]
In (27), $\hat{u}_K^i(k) = f_K \hat{y}^i(k) + K x^i(k)$, for $i = 1, 2$, is the value that $u(k)$ takes in case the controller is active and it is defined using the available data sequence $(u(k), y^1(k))$ from equation (16). Also, we consider that, in the VRFT approach, we need to set $\hat{y}^i(k) = r^i(k) = M^{-1}(q)y^i(k)$, being $r^i(k)$ the virtual reference sequence. Therefore, we compute $u(k) - \hat{u}_K^i(k) = u(k) - \hat{u}_K^1(k) - K(x^i(k) - \bar{x}^i(k))$. In view of this
\[
J_{V R}^{N_d}(K) = \frac{1}{N_d} \sum_{k=0}^{N_d-1} (F(q)(u(k) - \hat{u}_K^1(k))) (F(q)(u(k) - \hat{u}_K^2(k)))
\]

Now we set $K = L G^{-1}$ and we use $L$ as optimization variable. We can write \( J_{V R}^{N_d}(L) = L G^{-1} L^T - 2LQ^{-1}_{N_d} R_{N_d} + R^T_{N_d} Q^{-1}_{N_d} G Q^{-1}_{N_d} R_{N_d} \). In view of this, the minimization of $J_{V R}^{N_d}(K)$ can also be written through the following optimization problem:
\[
\begin{align*}
\min_{L, \sigma} & \quad \sigma \\
\text{subject to} & \quad \sigma \geq L G^{-1} L^T - 2LQ^{-1}_{N_d} R_{N_d} + R^T_{N_d} Q^{-1}_{N_d} G Q^{-1}_{N_d} R_{N_d}
\end{align*}
\]
By resorting to the Schur complement, (28) can be recast as (20)-(21).
As a second step we show that, under the setting (23) and for $N_d \to +\infty$, minimizing the cost function $J_{V R}^{N_d}(K)$ (27) is
equivalent to minimizing the model-reference criterion $J_{MR}(K)$ in \[19\]. Asymptotically \[22\], if $N_d \to +\infty$, $J_{VR}(K) \to J_{VR}(K)$, where

\[
J_{VR}(K) = \mathbb{E} \left[ \left( F(q)(u(k) - \hat{u}_K(k)) \right)^2 \right]
\]

Considering \[18\], we can write, for $i = 1, 2$, $\hat{u}_K(k) = f_K \hat{y}(k) + B_K(q) y(k) + C_K(q) u(k)$, where $B_K(q) = k_1 + k_2 q^{-1} + \ldots + k_n q^{-n+1}$, and $C_K(q) = k_{n+1} q^{-1} + \ldots + k_{2n-1} q^{-2n+1}$. Consistently with the VRFT approach, $\hat{y}(k) = M^{-1}(q)y(k)$. In view of this, we can write, for $i = 1, 2$, $y(k) - \hat{u}_K(k) = (1 - C_K(q))u(k) - (B_K(q) + f_K M^{-1}(q))y(k)$. From \[1\], we can write, for brevity, that $u(k) - \hat{u}_K(k) = Q(q)u(k) + R(q)d^i(k)$, where $Q(q) = 1 - C_K(q) - (B_K(q) + f_K M^{-1}(q))P(q)$ and $R(q) = -(B_K(q) + f_K M^{-1}(q))$. This implies that

\[
J_{VR}(K) = \mathbb{E} \left[ (F(q)Q(q)u(k) + F(q)R(q)d^i(k)) \left( F(q)Q(q)u(k) + F(q)R(q)d^i(k) \right) \right]
\]

In view of Assumption 3, we can write that

\[
J_{VR}(K) = \mathbb{E} \left[ (F(q)Q(q)u(k))^2 \right]
\]

From \[18\] we can compute $M_K(q)$, i.e., the real closed-loop transfer function between $\hat{y}(k)$ and $y(k)$:

\[
M_K(q) = \frac{f_K P(q)}{1 - C_K(q) - B_K(q) P(q)}
\]

We can therefore rewrite $Q(q)u(k) = (1 - C_K(q) - B_K(q) P(q) - f_K P(q) M^{-1}(q))u(k) = f_K (M_K^{-1}(q) - M^{-1}(q))P(q)u(k) = f_K (M(q) - M_K(q)) M(q) z(k)$. Using the Parseval theorem, by dropping the argument $e^{i\omega}$, we obtain that

\[
J_{VR}(K) = \frac{1}{2\pi} \int_{-\pi}^{\pi} |M - M_K|^2 \Phi_z d\omega
\]

Using the definition of 2-norm of a discrete-time linear transfer function, it is possible to write \[19\] as

\[
J_{MR}(K) = \frac{1}{2\pi} \int_{-\pi}^{\pi} |M - M_K|^2 |W|^2 d\omega
\]

It is now possible to see that \[33\] is equivalent to \[32\] if \[22\] is used.

Finally, we address the stability claim. Since the stability properties of the linear system do not depend upon the exogenous signal $w(k)$ in \[13\] and the reference signal $\hat{y}(k)$, we discard them here by setting $w(k) = 0$ and $\hat{y}(k) = 0$. By considering \[13\] and \[15\], the control system dynamics is described by

\[
x(k+1) = (A + BK)x(k)
\]

Recalling \[15\], the uncertain system \[34\] is robustly stable for all $\theta \in \Theta(\alpha^*_w)$ with gain $K = LG^{-1}$, according to Theorem 3 in \[32\] (considering a single uncertainty domain for the matrices $A$ and $B$), if there exist matrices $P_q$, $G$, and $L$ such that \[24\] holds for all $i = 1, \ldots, n_V$. Therefore, $K$ stabilizes all the systems \[13\] with $\theta \in \Theta(\alpha^*_w)$. This concludes the proof.

V. VRFT WITH ROBUST STABILITY GUARANTEES: EXPLICIT INTEGRAL ACTION

A. The control law

In this section we propose a method for the tuning of the controller gains $K$ and $g$ in the control system depicted in Figure \[1\] for tracking a possibly time-varying reference signal $\hat{y}(k)$. In this scheme, an explicit integral action is introduced to achieve a zero steady-state error. The block “$\mathcal{I}NT$” denotes a unitary-gain integrator, with equation $v(k) = v(k-1) + e(k)$, where

\[
e(k) = \hat{y}(k) - y(k).
\]

The main advantage of this control scheme with respect to the one in Section \[IV\] is that Assumption 2 is not required, i.e., the
static gain does not need to be known. Moreover, the presence of the integrator provides robustness with respect to constant disturbances and biases. The controller equations can be written as

\[
\begin{align*}
\eta(k+1) &= \eta(k) + e(k) \\
u(k) &= K x(k) + g(\eta(k) + e(k))
\end{align*}
\]  

(35)

where \( K^T = [k_1 \ldots k_{2n-1}]^T \in \mathbb{R}^{2n-1} \) and \( g \in \mathbb{R} \) are tuning parameters.

B. Controller design

In this section we discuss how to design the controller parameters \( K \) and \( g \) in the controller equations (35) in order to solve

\[
\min_{K, g} J_{MR}(K, g)
\]

(36)

where \( J_{MR}(K, g) \) is the model reference cost function (3) with \( \theta_C = [K \ g] \). As done in Section IV also in this section we employ the instrumental variable approach, requiring the availability of the two datasets previously defined and consistent with Assumption 3. The corresponding virtual reference sequences are \( r^i(k) = M^{-1}(q)y^i(k), \) for \( i = 1, 2 \) and for all \( k = -n + 1, \ldots, N_d - 1 \). Therefore, the virtual error sequences can be defined as \( \hat{e}^i(k) = r^i(k) - y^i(k) \). After defining a filter \( F(q) \) (to be later specified) and the transfer function \( D(q) = 1 - q^{-1} \), we can define the sequences \( u_{DF}(k) = D(q)F(q)u(k), \)

\[
x_{DF}(k) = [y_{DF}(k) \ldots y_{DF}(k-n+1) \ u_{DF}(k-1) \ldots u_{DF}(k-n+1)]^T
\]

We also define, for \( i = 1, 2, \)

\[
u_{N_d} = [u_{DF}(0) \ldots u_{DF}(N_d-1)]^T
\]

\[
x_{N_d} = \begin{bmatrix}
x_{DF}(0) \\
\vdots \\
x_{DF}(N_d-1)
\end{bmatrix}
\]

We finally define

\[
R_{N_d} = \frac{1}{2N_d} \left( (x_{N_d}) + (x_{N_d})^T u_{N_d} \right)
\]

\[
Q_{N_d} = \frac{1}{2N_d} \left( (x_{N_d})^T x_{N_d} + (x_{N_d})^T x_{N_d} \right)
\]

\[
E = \begin{bmatrix}
1_{2n-1} & 0_{2n-1,1} \\
-C & 1
\end{bmatrix}
\]

\[
\mathcal{R}_{N_d} = E^{-1} R_{N_d} \\
\mathcal{Q}_{N_d} = E^{-1} Q_{N_d} E^{-T}
\]

Also in this case Assumptions 3 and 4 are considered valid. The following theorem can be proved.

**Theorem 2.**

The optimization problem

\[
\min_{\sigma} \sigma \\
\text{subject to} \\
\begin{bmatrix}
\sigma + 2LQ_{N_d}^{-1} R_{N_d} - \mathcal{R}_{N_d}^{-T} \mathcal{R}_{N_d}^{-1} G \mathcal{Q}_{N_d}^{-1} \mathcal{R}_{N_d}^{-1} L \\
L^T \\
G
\end{bmatrix} \succeq 0
\]

(38)

for \( N_d \to +\infty \), is equivalent to (36) if, for any scalar \( \gamma > 0, \)

\[
|F(e^{j\omega})|^2 = \frac{|M(e^{j\omega})|^2 |M_K g(e^{j\omega})|^2 |W(e^{j\omega})|^2}{|g|^2 |\Phi_z(\omega)|^2}
\]

(39)

\[
G = \gamma Q_{N_d}
\]

(40)

where

\[
[K \ g] = LG^{-1} E^{-1}
\]

(41)
and $\Phi_2(\omega)$ is the spectral density of $z(k)$.
Moreover, if, for all $i = 1, \ldots, n_V$, there exist symmetric matrices $P_i$ such that
\begin{equation}
\begin{bmatrix}
P_i & A_i G + B_i L \\
(A_i G + B_i L)^T & G + G^T - P_i
\end{bmatrix} \succ 0
\end{equation}
(42)
where $A_i = \begin{bmatrix} A_i & 0_{2n_i-1,1} \\ -C & 1 \end{bmatrix}$ and $B_i = \begin{bmatrix} B_i \\ 0 \end{bmatrix}$, then the closed-loop system is asymptotically stable for all $\theta \in \Theta(\alpha_p^*)$. \hfill \Box

With the same arguments presented in Section IV-B, the practicable approximation of the filter (25) can be used also in this case. Moreover, condition (40) can be relaxed by using both $G$ and $\gamma$ as free optimization variables and imposing the following constraints:
\begin{align}
G - \gamma Q_{N_d} + \lambda_y I_{2n} & \succ 0 \\
\gamma Q_{N_d} + \lambda_y I_{2n} & \succ 0
\end{align}
(43a)
(43b)
where $\lambda_y \geq 0$ must also be minimized together with $\sigma$, through a user-defined weight $c > 0$.

C. The algorithm

Based on the previous results and considerations, we are now in the position to describe the proposed algorithm. The steps are the following.

**Algorithm 3** EI-SM-VRFT with robust stability guarantees

1) With the same input, collect two input-output datasets from the plant $u(k), y^1(k), y^2(k)$, for $k = -n + 1, \ldots, N_d$.
2) Compute the vertices $\theta_i^V$, $i = 1, \ldots, n_V$, of the convex uncertainty set $\Theta(\alpha_p^*)$ and the corresponding state-space matrices $A_i$ and $B_i$, $i = 1, \ldots, n_V$, by means of Algorithm 1 and the SM identification procedure described in Section III.
3) Construct the vector $R_{N_d}$ and the matrix $Q_{N_d}$ using the filter (25).
4) Solve the following LMI optimization problem
\[
\min_{G,\gamma,L,\sigma,\lambda_y,P_1,\ldots,P_{n_V}} \sigma + c\lambda_y, \quad \text{subject to}
- \text{LMI (42) for all } i = 1, \ldots, n_V
- \text{LMI (38)}
- \text{LMI (43)}
\]
where $G, P_1, \ldots, P_{n_V}$ are symmetric matrices.
5) If the problem is feasible, then compute $K$ and $g$ according to (41).

D. Proof of Theorem 2

We first show that minimizing (37)-(38) under (40) is equivalent to minimizing a VRFT-based cost function in case the instrumental variable approach is used to cope with noise and the data are filtered by $F(q)$, i.e.,
\[
J_{IVR}^{N_d}(K,g) = \frac{1}{N_d} \sum_{k=0}^{N_d-1} \left( F(q)(u(k) - \hat{u}_{k,g}^1(k)) + (F(q)(u(k) - \hat{u}_{k,g}^2(k)) \right)
\]
(44)
In (44), $\hat{u}_{k,g}^i(k)$, for $i = 1, 2$, is the optimal predictor of $u(k)$ in case the controller is active and it is defined using the available data sequence $(u(k), y^i(k))$ according to (35). Indeed, $u(k) = g(q(k)+e(k)) + Kx(k) = \frac{d}{dq}e(k) + B_K(q)y(k) + C_K(q)u(k)$ where, as defined in Section IV, $B_K(q) = k_1 + k_2 q^{-1} + \cdots + k_n q^{-n+1}$ and $C_K(q) = k_{n+1} q^{-1} + \cdots + k_{2n-1} q^{-n+1}$. Since $D(q)(1 - C_K(q))u(k) = ge(k) + D(q)B_K(q)y(k)$, it follows that the predictor is described by $\hat{u}_{k,g}^i(k) = ge^i(k) + D(q)B_K(q)y^i(k) + (1 - D(q)(1 - C_K(q)))u(k)$. According to the VRFT approach, we need to set $e^i(k) = \hat{e}^i(k)$, being $\hat{e}^i(k)$ the virtual error sequence. Therefore, we compute
\[
\begin{align}
\hat{u}_{k,g}^i(k) &= D(q)(1 - C_K(q))u(k) - ge^i(k) - D(q)B_K(q)y^i(k) \\
&= D(q)u(k) - D(q)(B_K(q)y^i(k) + C_K(q)u(k)) - ge^i(k) \\
&= D(q)u(k) - D(q)Kx^i(k) - ge^i(k)
\end{align}
\]
Therefore, we rewrite (44) as

\[
J_{VR}^{N_d}(K, g) = \frac{1}{N_d} \sum_{k=0}^{N_d-1} \left( F(q) \left( D(q)u(k) - [K \ g] \left[ D(q)x^1(k) \right] \right) \right) \left( F(q) \left( D(q)u(k) - [K \ g] \left[ D(q)x^2(k) \right] \right) \right) \left( F(q) \left( D(q)u(k) - [K \ g] \left[ D(q)x^3(k) \right] \right) \right)
\]

\[
= \frac{1}{N_d} \left( u_{N_d} - x^1_{N_d} [K \ g]^T \right)^T \left( u_{N_d} - x^2_{N_d} [K \ g]^T \right) \left( u_{N_d} - x^3_{N_d} [K \ g]^T \right)
\]

Considering \( L \) as optimization variable and recalling (41), we can write

\[
J_{VR}^{N_d}(L) = \frac{1}{N_d} (u_{N_d} - x^1_{N_d} E^{-T} G^{-1} L)^T (u_{N_d} - x^2_{N_d} E^{-T} G^{-1} L)\]

\[
= 1/(2N_d) \left( (u_{N_d} - x^1_{N_d} E^{-T} G^{-1} L)^T (u_{N_d} - x^2_{N_d} E^{-T} G^{-1} L) + (u_{N_d} - x^2_{N_d} E^{-T} G^{-1} L)^T (u_{N_d} - x^1_{N_d} E^{-T} G^{-1} L) \right)\]

\[
= \text{const} + LG^{-1} E^{-T} G^{-1} \sum_{k=0}^{N_d-1} (u_{N_d} - x^1_{N_d} E^{-T} G^{-1} L)^T (u_{N_d} - x^2_{N_d} E^{-T} G^{-1} L)\]

\[
= \text{const} + LG^{-1} E^{-T} G^{-1} \sum_{k=0}^{N_d-1} (u_{N_d} - x^1_{N_d} E^{-T} G^{-1} L)^T (u_{N_d} - x^2_{N_d} E^{-T} G^{-1} L)\]

where \( \text{const} = 1/N_d (u_{N_d})^T u_{N_d} \) is constant with respect to the optimization variable \( L \).

If we set \( G \) according to (40),

\[
J_{VR}^{N_d}(L) = \frac{1}{2} (\gamma \text{const} + LG^{-1} \sum_{k=0}^{N_d-1} (u_{N_d} - x^1_{N_d} E^{-T} G^{-1} L))
\]

Since constant additive and strictly positive scaling terms do not take any role in the minimization of a cost function, minimizing \( J_{VR}^{N_d}(L) \) is equivalent to minimizing

\[
\tilde{J}_{VR}^{N_d}(L) = (L^T - \gamma R_{N_d})^T G^{-1} (L^T - \gamma R_{N_d})
\]

\[
= LG^{-1} \sum_{k=0}^{N_d-1} (u_{N_d} - x^1_{N_d} E^{-T} G^{-1} L)^T (u_{N_d} - x^2_{N_d} E^{-T} G^{-1} L) + (u_{N_d} - x^2_{N_d} E^{-T} G^{-1} L)^T (u_{N_d} - x^1_{N_d} E^{-T} G^{-1} L)
\]

which, in turn, is equivalent to solving

\[
\min_{L, \sigma} \sigma \quad \text{subject to} \quad \sigma \geq LG^{-1} \sum_{k=0}^{N_d-1} (u_{N_d} - x^1_{N_d} E^{-T} G^{-1} L)^T (u_{N_d} - x^2_{N_d} E^{-T} G^{-1} L)
\]

where

(46)

By resorting to the Schur complement, (46) can be recast as (37)-(33).

As a second step we show that, under the setting (39) and for \( N_d \to +\infty \), minimizing the cost function \( J_{VR}^{N_d}(K, g) \) is equivalent to minimizing \( J_{VR}(K, g) \) in (36). Asymptotically (22), if \( N_d \to +\infty \), \( J_{VR}^{N_d}(K, g) \to J_{VR}(K, g) \), where

\[
\tilde{J}_{VR}(K, g) = \mathbb{E} \left[ \left( F(q) (u(k) - \hat{u}_{K,g}(k)) \right) \left( F(q) (u(k) - \hat{u}_{K,g}(k)) \right) \right]
\]

Recall that \( \hat{u}_{i}(k) = r^i(k) - y^i(k), \) \( y^i(k) \) is obtained as \( y^i(k) = M^{-1}(q) y^i(k) \) in view of VRFT and, from the definition of \( x^i(k) \), \( K x^i(k) = B_K(q) y^i(k) + C_K(q) u(k) \). Also, \( y^i(k) = P(q) u(k) + d^i(k) \), where \( P(q) \) is the unknown transfer function between \( u \) and \( z \) in (1). In view of these facts, we can rewrite, for \( i = 1, 2 \), equation (45) as \( u(k) - \hat{u}_{i,K,g}(k) = Q(q) u(k) + R(q) d^i(k) \), where

\[
Q(q) = D(q) \left( 1 + g P(q) D(q) - C_K(q) - B_K(q) P(q) - M^{-1}(q) g P(q) D(q) \right)
\]

\[
R(q) = -D(q) B_K(q) - g(M^{-1}(q) - 1)
\]

This implies that

\[
\tilde{J}_{VR}(K, g) = \mathbb{E} \left[ \left( F(q) Q(q) u(k) + F(q) R(q) d^1(k) \right) \left( F(q) Q(q) u(k) + F(q) R(q) d^2(k) \right) \right]
\]

In view of Assumption 3, we can write that

\[
\tilde{J}_{VR}(K, g) = \mathbb{E} \left[ (F(q) Q(q) u(k))^2 \right]
\]

From (33) we can compute \( M_{K,g}(q) \), i.e., the real closed-loop transfer function between \( \bar{y}(k) \) and \( y(k) \):

\[
M_{K,g}(q) = \frac{g P(q) D(q)}{1 + g P(q) D(q) - C_K(q) - B_K(q) P(q)}
\]

We can therefore rewrite \( Q(q) u(k) = D(q) g P(q) M_{K,g}^{-1}(q) - g P(q) D(q) M^{-1}(q) u(k) = (M^{-1}(q) - M^{-1}(q) g P(q) u(k) = g(M(q) - M_{K,g}(q))/(M_{K,g}(q) M(q)) z(k) \). Using the Parseval theorem, by dropping the argument \( e^{j\omega} \), we obtain that

\[
\tilde{J}_{VR}(K, g) = \frac{1}{2\pi} \int_{-\pi}^{\pi} |g|^2 |M - M_{K,g}|^2 |F|^2 |\Phi_z| d\omega
\]
Using the definition of 2-norm of a discrete-time linear transfer function, it is possible to write (56) as

\[ J_{MR}(K, g) = \frac{1}{2\pi} \int_{-\pi}^{\pi} |M - M_{K,g}|^2 |W|^2 \, d\omega \]  

(51)

It is now possible to see that (51) is equivalent to (50) if (39) is used.

Finally, we address the stability claim. Since the stability properties of the linear system do not depend upon the exogenous signal \( w(k) \) in (13) and the reference signal \( \tilde{y}(k) \), we discard them here by setting \( w(k) = 0 \) and \( \tilde{y}(k) = 0 \). In view of this, \( e(k) = -y(k) \). By considering (13) and (35) at the same time, the state of the control system is \( \zeta(k) = [x(k)^T \quad \eta(k)]^T \), whose dynamics is described by

\[ \zeta(k+1) = A_{CL} \zeta(k) \]  

(52)

where

\[ A_{CL} = \begin{bmatrix} A + BK - gBC & gB \\ -C & 1 \end{bmatrix} \]

(53)

Note that we can write \( A_{CL} = A + BJ \) where, from (15)

\[ [A \quad B] = \sum_{i=1}^{n_x} \gamma_i [A_i \quad B_i] \]

(54)

takes the role of the control gain. The stability claim follows straightforwardly from (52) and from the application of Theorem 3 in (12), by considering a single uncertainty domain for the matrices \( A \) and \( B \). Note that, as a solution to the LMI (42), the stabilizing gain is \( J = LG^{-1} \). Note also that, from (54),

\[ [K \quad g] = JE^{-1} \]

(55)

and then we obtain (41). This concludes the proof.

VI. SIMULATION RESULTS

The algorithms proposed in this paper are validated on two simulation examples displaying different features.

A. Example 1: Minimum phase plant

The considered system, drawn from (29), corresponds to the discretization of the asymptotically stable system with continuous-time transfer function:

\[ P(s) = \frac{Z(s)}{U(s)} = \frac{160}{(s + 10)(s^2 + 1.6s + 16)} \]  

(56)

characterized by a unitary gain and dominant complex poles with natural frequency \( \omega_n = 4 \) and damping factor \( \xi = 0.2 \).

A sample time \( T_s = 0.125 \) s is chosen. The settling time of the open-loop system is around \( 50T_s = 6.25 \) s. The system is discretized by means of the zero-order hold (ZOH) method: the corresponding nominal parameter vector is \( \theta^n = [1.883 \quad -1.276 \quad 0.2346 \quad 0.0367 \quad 0.1038 \quad 0.0179]^T \) and the order is \( n = 3 \). An additive uniform random noise \( d \) acting in the range \([-0.1, 0.1]\) (i.e., \( d = 0.1 \)) affects the output \( z \) of the system.

Two datasets composed of \( N_d = 10000 \) output/regressor data pairs \((y(k+1), \hat{y}_i(k))\) are collected from the plant in open-loop, with different noise realizations. The input signal is a PseudoRandom Binary Sequence (PRBS) in the range \([-10, 10]\).

For the application of the SM method described in Section (11) to estimate the conservative factor \( \alpha^*_p \) accounting for the finite dataset employed, Algorithm 1 is applied. \( \bar{p}_d \) is estimated according to (3) Section 5, while \( \bar{p}_d \) is considered uniform in the range \([-0.1, 0.1]\). We chose a violation parameter \( \epsilon = 0.05 \), a confidence parameter \( \beta = 10^{-10} \), and the number of scenarios to be discarded \( p = 20 \). Hence, the number of required scenarios obtained applying the bisection algorithm to (9) is \( N = 1265 \). As a result, we obtained \( \alpha^*_p = 1.1218 \). The corresponding set \( \Theta(\alpha^*_p) \) has 1406 vertices. In Figure 2 the values \( \alpha^o i \) computed for each scenario \( i \) are depicted. In Figure 3 a validation test with new scenarios is carried out. The percentage of scenarios which violate \( \alpha^*_p \) is 1.5811\%, lower than \( \epsilon^o_p = 5\% \). Note that the nominal parameter vector \( \theta^n \in \Theta(\alpha^*_p) \).

In the following, control design tests are conducted with two different reference models \( M_i \), both characterized by a first-order asymptotically stable and unitary-gain system with equation \( y_i(k) = -a_i y_i(k-1) + b_i r(k-1) \). The first one is denoted \( M_{30} \) and has settling time \( 30T_s = 3.75 \) s, being \( a_1 = -0.855 \) and \( b_1 = 0.145 \). On the other hand, the second one, denoted \( M_{10} \), has settling time \( 10T_s = 1.25 \) s, being \( a_1 = -0.6 \) and \( b_1 = 0.4 \). YALMIP and the MOSEK solver (41), (42) are used.
to solve the LMI optimization problems in Algorithms 2 and 3.

In the simulations, the reference signal described in Table I is used as a setpoint to evaluate the performances of the control system. We considered different cases for a better comparison. Namely, we tested Algorithm 2 with (FF-SM-VRFT) and without (FF-SM-VRFT-NF) the application of the filter (25). We also applied Algorithm 3 with (EI-SM-VRFT) and without (EI-SM-VRFT-NF) the application of the filter (25). We selected $c = 10^6$ and $W(q) = 1$. For the filter application, an estimate of $\hat{Z}(q)$ was obtained from the output signal of one experiment through the identification of a discrete-time AR model of order 5.

Moreover, the proposed algorithms are compared with a standard VRFT linear implementation (PID-VRFT). In particular, a PID was tuned by means of the VRFT Toolbox [43], where the optimal filter and the IV method were applied as well.

| Reference | Interval (s)   |
|-----------|---------------|
| 0         | [0, 6.5)      |
| 8         | [6.5, 13)     |
| −6        | [13, 19.5)    |
| 10        | [19.5, 26)    |
| −3        | [26, 32.5)    |
Finally, a comparison is also carried out with the direct method based on controller unfalsification (UF) proposed in [12], where a controller tuning procedure incorporating simple stability tests is suggested. Note that the method in [12] was extended in [13] to take into account the optimal choice of the reference models through a non-convex optimization problem. However, to have a fair comparison, we used the same reference complementary sensitivity functions considered in Algorithms 2 and 3 and in VRFT. Nevertheless, to apply the method, the choice of a suitable reference control sensitivity function \( Q(q) \) is also required. In Table II the choice of the control sensitivity functions is reported. Furthermore, the following class of controllers

\[
C(q, \kappa) = \frac{\kappa_1 q^3 + \kappa_2 q^2 + \kappa_3 q + \kappa_4}{(q - 1)(q^2 + \kappa_5 q + \kappa_6)}
\]

where \( \kappa = [\kappa_1 \ldots \kappa_6]^T \) is the vector of tuning parameters. Accordingly, the maximum value of the weight (denoted with \( \delta \) in [12]) for which the stability test is passed is equal to 0.95 in case of \( M_{10} \), and to 0.8 in case of \( M_{30} \).

Table III displays the spectral radius \( \rho \) of the closed-loop system. Moreover, to test the performances in closed-loop, the following fitting index is calculated

\[
FIT(\%) = 100 \cdot \left(1 - \frac{\|y_r - \bar{y}_r\|}{\|y_r - \bar{y}_r\|} \right) \in (-\infty, 100]
\]

where \( y_r \) is the reference model output sequence, \( y \) is the measured output sequence and \( \bar{y}_r \) is a vector with all the elements equal to the mean value of the reference model output sequence \( y_r \).

For performance evaluation, in Figures 4 and 5 we show the reference tracking results obtained with reference model \( \mathcal{M}_{30} \), in terms of trajectories of the measured outputs \( y(k) \) and of the control inputs \( u(k) \), respectively. In Figure 6 the output error trajectories (with respect to the reference model one) are depicted.

By inspection of Figures 4 and 5 it is possible to appreciate the excellent results obtained using the methods proposed in this paper. Asymptotically stable closed-loop systems and satisfactory tracking results are achieved also with the standard VRFT linear implementation and the controller unfalsification method. Nevertheless, in general, the standard VRFT implementation does not provide any a priori closed-loop stability guarantee. Finally, note that, even if the filter [25] is not applied, satisfactory results are obtained. However, the enhancing effect provided by the proposed filter is clear from Figure 7 where the Bode diagram of the closed-loop transfer function in the different cases is compared with the one of the reference model.

A similar trend is obtained also in the more challenging case where the reference model is \( M_{10} \), see Figures 8, 9, and 10.

\[1\] In this work, we selected \( Q(q) \) for UF in such a way that \( Q(q)P(q) \) is as similar as possible to \( M(q) \), and such that the response time of the control signal is similar to the one of the desired output. Note that, however, this is the ideal tuning, which in practice cannot be done because \( P(q) \) is unknown. As suggested in [12], this can be approximately done by relying on the estimated static gain and the empirical transfer function estimate. In this paper, however, we have decided to directly use \( P(q) \) for showing the best performances obtainable thanks to UF and for a fair comparison.
In this case, being the settling time very short, the control system results to be extremely reactive, which is apparent from the output shown in Figure 8 and from the input variable trajectory shown in Figure 9. The best results are achieved in case of FF-SM-VRFT, while the PID tuned through the standard VRFT leads to unsatisfactory performances. Moreover, in this case, the application of the filter (59) plays a marginal role, i.e., it does not improve the performances.

B. Example 2: Non-minimum phase plant

We consider a second example which shows the effectiveness of the proposed algorithms also in a more challenging scenario. In particular, a non-minimum phase system is considered, corresponding to the discretization of the asymptotically stable system with continuous-time transfer function:

\[ P(s) = \frac{Z(s)}{U(s)} = \frac{160s - 80}{(s + 10)(s^2 + 1.6s + 16)} \tag{59} \]

characterized by a static gain \( \mu = -0.5 \), the same poles of (56), and a real positive zero in 0.5. A sample time \( T_s = 0.125 \) s is chosen. The system is discretized by means of the zero-order hold (ZOH) method: the corresponding nominal parameter vector is \( \theta^o = [1.883, -1.276, 0.2346, 0.7617, -0.346, -0.4948]^T \) and the order is \( n = 3 \). An additive uniform random noise \( \bar{d} \) acting in the range \([-0.1, 0.1]\) (i.e., \( \bar{d} = 0.1 \)) affects the output \( z \) of the system.

Also in this case, two datasets composed of \( N_d = 10000 \) output/regressor data pairs \((y(k+1), \hat{\phi}(k))\) are collected from the plant in open-loop, with different noise realizations. The input signal is a PseudoRandom Binary Sequence (PRBS) in the range \([-10, 10]\).
Fig. 6. Error trajectories obtained with $\mathcal{M}_{30}$. Blue line: FF-SM-VRFT; cyan line: FF-SM-VRFT-NF; red line: EI-SM-VRFT; magenta line: EI-SM-VRFT-NF; golden line: PID-VRFT; green line: UF.

Fig. 7. Bode diagrams obtained with $\mathcal{M}_{30}$. Black dashed line: Bode diagram of the reference closed-loop model; blue line: FF-SM-VRFT; cyan line: FF-SM-VRFT-NF; red line: EI-SM-VRFT; magenta line: EI-SM-VRFT-NF.

The same considerations and design choices made in Section VI-A for the application of Algorithm 1 hold also in this case. We obtained the estimate $\alpha_p^* = 1.1007$. The corresponding set $\Theta(\alpha_p^*)$ has 998 vertices. In Figure 11 the values $\alpha^i_p$ computed for each scenario $i$ are depicted. In Figure 12 a validation test with new scenarios is carried out. The percentage of scenarios which violate $\alpha_p^*$ is 1.9763%, lower than $\epsilon_R = 5\%$. Note that the nominal parameter vector $\theta_0 \in \Theta(\alpha_p^*)$.

The following first-order asymptotically stable and unitary-gain system, denoted with $\mathcal{M}_{60}$, is selected as reference model: $y_r(k) = -a_1 y_r(k - 1) + b_1 r(k - 1)$, where $a_1 = -0.925$, $b_1 = 0.075$, and the settling time is $60T_s = 7.5$ s. This choice is not demanding in terms of settling time as in the previous example. However, since the inverse response of the system cannot be avoided due to the positive real part zero (59) and the reference model is a minimum phase system, the design turns out to be challenging.
As for Example 1, a comparison between the performances achieved with the proposed Algorithms 2 and 3, the standard VRFT-based PID tuning, and the UF method is performed. The methods are denoted with the same notation used in Section VI-A. In the simulations, the reference signal described in Table I is used (with longer time intervals) to evaluate the performances of the control system. Again, we selected $c = 10^6$ and $W(q) = 1$, while $Z(q)$ was estimated from the output signal of one experiment through the identification of a discrete-time AR model of order 21. For the application of the UF method, the $M_{60}$ complementary sensitivity function was used and the following suitable input sensitivity was considered:

$$Q(q) = -0.09012q^2 + 0.1439q - 0.0738$$

The class of controllers (57) is taken into account also in this case. In UF, the maximum value of the weight $\delta$ for which the stability test is passed is equal to 0.05.

Table [V] displays the spectral radius $\rho$ of the closed-loop system and the fitting index (58). In Figures [13] and [14] we show the reference tracking results obtained with reference model $M_{60}$, in terms of trajectories of the measured outputs $y(k)$ and of the control inputs $u(k)$, respectively. In Figure [15] the output error trajectories are depicted. Note that an unstable closed-loop system is obtained with the standard VRFT-based PID implementation, while asymptotically stable closed-loop systems are achieved with the other methods. Satisfactory tracking results follow from the application of the proposed Algorithms 2 and 3. However, the best results in terms of fitting are obtained with the UF method, even if, as
Fig. 10. Error trajectories obtained with $M_{10}$. Blue line: FF-SM-VRFT; cyan line: FF-SM-VRFT-NF; red line: EI-SM-VRFT; magenta line: EI-SM-VRFT-NF; golden line: PID-VRFT; green line: UF.

Fig. 11. Scenario application: scenarios (blue dots), removed scenarios (red crosses), $\alpha_p^*$ value (green dashed line).

Fig. 12. Validation: scenarios (blue dots), nominal case (cyan circle), violated scenarios (purple circles), $\alpha_p^*$ value (green dashed line).
TABLE IV
SPECTRAL RADIUS OF THE CLOSED-LOOP SYSTEM AND FIT

| Case         | $\rho$ | FIT (%) |
|--------------|--------|---------|
| FF-SM-VRFT $M_{60}$ | 0.9757 | 48.3004 |
| EI-SM-VRFT $M_{60}$ | 0.9740 | 45.1159 |
| PID-VRFT $M_{60}$   | 1.0066 | < 0     |
| UF $M_{60}$        | 0.9784 | 57.2788 |

![Fig. 13. Measured output trajectories obtained with $M_{60}$. Black dashed line: reference closed-loop trajectory; blue line: FF-SM-VRFT; red line: EI-SM-VRFT; green line: UF.](image1)

![Fig. 14. Input trajectories obtained with $M_{60}$. Blue line: FF-SM-VRFT; red line: EI-SM-VRFT; green line: UF.](image2)

evident from Figure 13, its response is slightly underdamped. Furthermore, as specified, the UF method needs for an accurate design of a suitable reference control sensitivity function, requiring some knowledge about the model of the system (59).

VII. CONCLUSIONS

In this paper, a method for the application of VRFT with robust closed-loop stability guarantees based on a probabilistic Set Membership identification approach has been presented. The developed method involves only LMI optimization problems with linear cost functions and has been shown to be particularly effective for the design of controllers for tracking reference signals. Two simulation case studies have corroborated the effectiveness of the proposed algorithm showing the potentialities of the method and significant advantages with respect to the classical VRFT.

Future works include the possibility of integrating the controllers, designed using the proposed method, in the MPC-based scheme discussed in [44], in order to cope with constraints on input and output variables. Also, the use of regularization...
methods [45] is envisaged, to reduce the control effort.

A further interesting follow-up theoretical research consists of the application of the method described here to the nonlinear case, considering notable classes of nonlinear systems (e.g., recurrent neural networks). Finally, the proposed approach will be used in experimental cases to further validate its effectiveness.
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