Status of the Chiral Magnetic Effect Search in Relativistic Heavy-Ion Collisions
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Quark interactions with topological gluon fields in QCD can yield local $\mathcal{P}$ and $\mathbb{C}\mathbb{P}$ violations which could explain the matter-antimatter asymmetry in our universe. Effects of $\mathcal{P}$ and $\mathbb{C}\mathbb{P}$ violations can result in charge separation under a strong magnetic field, a phenomenon called the chiral magnetic effect (CME). Experimental measurements of the CME-induced charge separation in heavy-ion collisions are dominated by physics backgrounds. Major theoretical and experimental efforts have been devoted to eliminating or reducing those backgrounds. We review the current status of these efforts in the search for the CME in heavy-ion collisions.

I. INTRODUCTION

Quantum chromodynamics (QCD) governs the strong interaction among quarks and gluons. Transitions between gluonic configurations from QCD vacuum fluctuations can be described by instantons/sphelarons and characterized by the Chern-Simons topological charge number $\mathcal{Q}$ [1–8]. Quark interactions with gluonic fields, causing transitions of nonzero topological charges, would change their chirality (an imbalance in left- and right-handed quarks), leading to parity ($\mathcal{P}$) and charge conjugation parity ($\mathbb{C}\mathbb{P}$) violations in local metastable domains [4–8]. Such local $\mathbb{C}\mathbb{P}$ violation in the strong interaction could explain the magnitude of the matter-antimatter asymmetry in the present universe [4].

In relativistic heavy-ion collisions, the approximate chiral symmetry is likely restored and the relevant degrees of freedom are quarks and gluons [10–14]. In addition, an extremely strong magnetic field is produced by the spectator protons in the early times of those collisions [5–8, 15]. It is possible that the magnetic field and the parity-violating local domains are on similar time scales in relativistic heavy-ion collisions. A chirality imbalanced domain of quarks under the strong magnetic field can then lead to a net electromagnetic current along the direction of the magnetic field [5–8, 15]. This phenomenon is called the chiral magnetic effect (CME). Quarks hadronize into (charged) hadrons in the final state, leading to an experimentally observable charge separation.

An observation of the CME-induced charge separation in heavy-ion collisions would confirm several fundamental properties of QCD, namely, the approximate chiral symmetry restoration, topological charge fluctuations, and local $\mathcal{P}$ and $\mathbb{C}\mathbb{P}$ violations. The measurements of such a charge separation would provide a means to study the non-trivial QCD topological structures in relativistic heavy-ion collisions [1–4, 14]. Extensive theoretical efforts have been devoted to characterize the CME, and intensive experimental efforts have been invested to search for the CME in heavy-ion collisions at BNL’s Relativistic Heavy Ion Collider (RHIC) and CERN’s Large Hadron Collider (LHC) [8].

II. EARLY MEASUREMENTS AND BACKGROUND CONTAMINATION

In heavy-ion collisions, the particle azimuthal angle ($\phi$) distribution in momentum space is often described by a Fourier decomposition,

$$\frac{dN}{d\phi} \propto 1 + 2v_1 \cos(\phi - \psi_{\text{RP}}) + 2v_2 \cos 2(\phi - \psi_{\text{RP}}) + \ldots$$

$$+ 2a_1 \sin(\phi - \psi_{\text{RP}}) + 2a_2 \sin 2(\phi - \psi_{\text{RP}}) + \ldots,$$

(1)

where $\psi_{\text{RP}}$ is the reaction-plane (RP) direction, defined to be the direction of the impact parameter vector and is expected on average to be perpendicular to the magnetic field direction. The parameters $v_1$ and $v_2$ account for the directed flow and elliptic flow [17]. The parameters $a_{1,2}$ can be used to describe the charge separation effects. Usually only the first harmonic coefficient $a_1$ is considered. Positively and negatively charged particles have opposite $a_1$ values, $a_1^+ = -a_1^-$. However, they average to zero because of the random topological charge fluctuations from event to event [5], making a direct observation of this parity violation effect impossible. It is possible only via correlations, e.g. measuring $\langle a_\alpha a_\beta \rangle$ with the average taken over all events in a given event sample. The three-point $\gamma$ correlator is designed for this purpose [18],

$$\gamma = \langle \cos(\phi_\alpha + \phi_\beta - 2\psi_{\text{RP}}) \rangle.$$

(2)

Technically, the $\gamma$ correlator can also be calculated by the three-particle correlation method without an explicit determination of the RP [18].

$$\langle \cos(\phi_\alpha + \phi_\beta - 2\psi_{\text{RP}}) \rangle \approx \langle \cos(\phi_\alpha + \phi_\beta - 2\phi_e) \rangle / v_{2,e}.$$

(3)
The role of the RP is instead fulfilled by the third particle, \(c\), and \(v_2\) is the elliptic flow parameter of the particle \(c\). The two sides in Eq. (5) would be equal if particle \(c\) is correlated with particles \(\alpha\) and \(\beta\) via only the common correlation to the RP, without contamination of nonflow (few-particle) correlations between \(c\) and \(\alpha\) and/or \(\beta\).

The \(\gamma\) variable is vulnerable to particle correlation backgrounds, such as those caused by general momentum conservation [19, 20]. Those backgrounds are charge independent and thus the \(\gamma\) difference between opposite-sign (OS) and same-sign (SS) charge pairs is usually used to search for the CME,

\[
\Delta \gamma = \gamma_{OS} - \gamma_{SS}.
\]

Here OS \((+-, --)\) and SS \((++, ---)\) stand for the charge sign combinations of the \(\alpha\) and \(\beta\) particles.

A significant \(\Delta \gamma\) has indeed been observed in heavy-ion collisions at RHIC and LHC [21-26]. Figure 1 shows the \(\gamma\) correlator as a function of the collision centrality in Au+Au and Cu+Cu collisions at \(\sqrt{s_{NN}} = 200\) GeV from STAR [21]. Similarly, \(\gamma_{OS}\) and \(\gamma_{SS}\) correlators have been observed in Au+Au collisions at \(\sqrt{s_{NN}} = 7.7-200\) GeV from STAR [24] and in Pb+Pb collisions at 2.76 TeV from ALICE [25]. At high collision energies \(\gamma_{OS}\) is larger than \(\gamma_{SS}\), consistent with the CME expectations [21, 22]. The difference between \(\gamma_{OS}\) and \(\gamma_{SS}\) decreases with increasing centrality, mainly because of the combinatorial dilution effect by the multiplicity. Under the CME scenario, such a decrease would also be consistent with the expectation of the magnetic field strength to decrease with increasing centrality [5, 8, 15]. At the low collision energy of \(\sqrt{s_{NN}} = 7.7\) GeV, the difference between \(\gamma_{OS}\) and \(\gamma_{SS}\) disappears. This could be consistent with the disappearance of the \(\gamma_{OS}\) correlated flow of the resonance decay, \(v_{2,\text{reso}}\) is the \(v_2\) of the resonance. The factorization of \(\langle \cos(\alpha + \beta - 2\phi_{\text{reso}}) \rangle\) with \(v_{2,\text{reso}}\) is only approximate, because both depend on \(p_T\) of the resonance [29].

The first unambiguous experimental evidence that background dominates was from small system collisions [30]. The small system p+A or d+A collisions provide a control experiment, where the CME signal can be "turned off", but the \(v_2\)-related backgrounds still persist. In non-central heavy-ion collisions, the \(\psi_{pp}\), although fluctuating [37], is generally aligned with the RP, thus generally perpendicular to the magnetic field. The \(\Delta \gamma\) measurement is thus entangled by the two contributions of the possible CME and the \(v_2\)-induced background. In small-system p+A or d+A collisions, however, the \(\psi_{pp}\) is determined purely by geometry fluctuations, uncorrelated to the impact parameter or the magnetic field direction [38, 39, 41]. As a result, any CME signal would average to zero in the \(\Delta \gamma\) measurements with respect to the \(\psi_{pp}\). Background sources, on the other hand, contribute to small-system p+A or d+A collisions similarly as to heavy-ion collisions. Comparing the small system p+A or d+A collisions to A+A collisions could thus further our understanding of the background issue in the \(\Delta \gamma\) measurements.

Figure 2 upper panel shows the first \(\Delta \gamma\) measurements in small system p+Pb collisions at 5.02 TeV by CMS [30], compared with Pb+Pb at the same energy. Within uncertainties, the SS and OS correlators in p+Pb and Pb+Pb collisions exhibit the same magnitude and trend as a function of the event multiplicity. The CMS data further show that the \(|\Delta \eta| = |\eta_\alpha - \eta_\beta|\) and multiplicity dependences of the \(\Delta \gamma\) correlators are
Similar between p+Pb and Pb+Pb collisions [36]. The $|\Delta \eta|$ dependence shows a traditional short-range correlation structure, a behavior also observed in the early STAR data [21]. This indicates that the correlations may come from the hadronic stage of the collisions, while the CME is expected to be a long-range correlation arising from the early stage. The similarity seen between high-multiplicity p+Pb and peripheral Pb+Pb collisions strongly suggests a common physical origin, challenging the attribution of the observed charge-dependent correlations to the CME [34].

functions of particle multiplicity ($N$) in p+A and d+A collisions at $\sqrt{s_{NN}} = 200$ GeV. Here $N$ is taken as the geometric mean of the multiplicities of particle $\alpha$ and $\beta$. The corresponding Au+Au results are also shown for comparison. The trends of the correlators are similar, decreasing with increasing $N$. Similar to LHC, the small system data at RHIC are found to be comparable to Au+Au results at similar multiplicities. However, quantitative differences may exist. The CMS p+Pb data are from high multiplicity collisions, overlapping with Pb+Pb data in the 30-50% centrality range, whereas the RHIC p(d)+Au data are from minimum bias collisions, overlapping with Au+Au data only in peripheral centrality bins. Since the decreasing rate of $\Delta \gamma$ with $N$ is larger in p(d)+Au than in Au+Au collisions, the p(d)+Au data could be quantitatively consistent with the Au+Au data at large $N$ in the range of the 30-50% centrality. Given that the STAR data are preliminary and that the multiplicity coverages are different between RHIC and LHC, the similarities in the RHIC and LHC data regarding the comparisons between small-system and heavy-ion collisions are astonishing.

### III. Current Status of CME Measurements

Experimentally, there have been many efforts to reduce or eliminate backgrounds. These include: (1) event shape selection, by varying the event-by-event $v_2$ shape exploiting statistical and dynamical fluctuations [12, 13], (2) event shape engineering exploiting dynamical fluctuations in $v_2$ [14, 15], (3) comparative measurements with respect to the RP and the participant plane (PP) [16-18] taking advantage of the geometry fluctuation effects on the PP and the magnetic field direction; and (4) the invariant mass dependence of the $\Delta \gamma$ to identify and remove the resonance decay backgrounds [19, 20, 21, 22]. We will review these efforts in this section.

There have been several other studies related to CME that we do not cover in this review. One is to take the ratio of the measured $\Delta \gamma$ to the “expected” elliptic flow background [23, 24, 25], the so-called $\kappa$ variable, and study its behavior as functions of centrality and particle species. Such a study has yielded limited insights because the expected background is not well determined. The other study is to investigate the broadness of the $\Delta S$ variable [26, 27] and compare it to CME signal and background models. However, it is unclear whether such comparisons lead to unique conclusions [28, 29]. It has been suggested [30] that, because the Uranium (U) nucleus is strongly deformed, U+U collisions could give insights into the background issue. In very central U+U collisions, the magnetic field is negligible and the elliptic flow is appreciable because of the deformed nuclei in the initial state. This would yield appreciable $\Delta \gamma$ measurement in those very central collisions. However, because the initial geometry from random orientations of the col-

![FIG. 2. (Color online) The opposite-sign (OS) and same-sign (SS) three-particle correlators in p+Pb and Pb+Pb collisions at $\sqrt{s_{NN}} = 5.02$ TeV from CMS [36] (upper) and in p+Au and d+Au collisions from STAR [40, 41] (lower). The CMS data are averaged over $|\eta_a - \eta_b| < 1.6$ and plotted as a function of the offline track multiplicity, $N_{\text{track}}$. Particles $\alpha$ and $\beta$ are from the midrapidity tracker and particle $c$ from the forward/backward hadronic calorimeters for the CMS data. All three particles of the STAR data are from the TPC pseudorapidity coverage of $|\eta| < 1$ with no $\eta$ gap applied; the $v_2+c(2)$ is obtained by two-particle cumulant with $\eta$ gap of $\Delta \eta > 1.0$. Statistical uncertainties are indicated by the error bars and systematic ones by the shaded regions (CMS) and caps (STAR), respectively.](image)
liding nuclei is difficult to experimentally disentangle, the U+U data have so far not generated enough insights as anticipated \[59\] \[60\].

A. Event-by-event selection methods

The main background sources of the $\Delta\gamma$ measurements are from the $v_2$-induced effects. These backgrounds are expected to be proportional to $v_2$; see Eq. (5). One possible way to eliminate or suppress these $v_2$-induced backgrounds is to select “spherical” events with $v_{2,\text{E}/\text{EP}} = 0$ exploiting the statistical and dynamical fluctuations of the event-by-event (ExE) $v_{2,\text{E}/\text{EP}}$. Due to finite multiplicity fluctuations, one can easily vary the shape of the final particle momentum space, which is directly related to the $v_2$ backgrounds [42].

By using the ExE $v_{2,\text{E}/\text{EP}}$, STAR has carried out the first attempt to remove the backgrounds [42] in their measurement of the charge multiplicity asymmetry correlations, called the $\Delta$ observable (which is similar to the $\gamma$ correlator). The ExE $v_{2,\text{E}/\text{EP}}$ can be measured by the $Q$ vector method:

$$Q_n = \frac{1}{M} \sum_{j=1}^{N} w_j e^{i n \phi_j},$$

where $n = 2, 3.$ $Q_n$ sums over all particles of interest (used for the $\Delta$ variable) in each event; $\phi_j$ is the azimuthal angle of the $j$-th particle, and $w_j$ is the weight. Depending on experiments and detectors, the weights are applied in order to account for finite detector granularity or efficiency. In Eq. (6), $\psi_{\text{EP}}$ is the event plane (EP) azimuthal angle, reconstructed from final-state particles, as a proxy for the PF azimuthal angle ($\psi_{\text{PF}}$) that is not experimentally accessible. To avoid self-correlation, particles used for the EP calculations are exclusive from the particles of interest used for $Q_2$ and $\Delta$. Figure 3 upper panel shows the $\Delta$ as a function of $v_{2,\text{E}/\text{EP}}$ in 20-40% Au+Au collisions at $\sqrt{s_{\text{NN}}} = 200$ GeV [42]. A clear linear dependence is observed as expected from backgrounds. By selecting the events with $v_{2,\text{E}/\text{EP}} = 0$, the backgrounds in the $\Delta$ observable are largely reduced [42] \[61\] \[62\]. The intercept of a linear fit, sensitive to potential CME signals, is consistent with zero. The lower panel of Fig. 3 shows the extracted intercept as a function of centrality for Au+Au collisions of different beam energies [61] \[62\]. Positive intercepts are observed, including at beam energy of $\sqrt{s_{\text{NN}}} = 200$ GeV with more statistics of the preliminary data.

A similar method selecting events with the ExE $q_n$ variable has been proposed recently [45]. Here $q_n$ is the magnitude of the second-order reduced flow vector [63], defined as:

$$q_n = \sqrt{M|Q_n|} \quad \text{where} \quad n = 2, 3.,$$

and is related to $v_n$. To suppress the $v_2$-induced background, a tight cut, $q_2 = 0$, is proposed. The cut is tight because $q_2 = 0$ corresponds to a zero $2^{nd}$ harmonic to any plane, while $v_{2,\text{E}/\text{EP}} = 0$ corresponds to zero $2^{nd}$ harmonic with respect to the reconstructed EP in the event. This $q_2$ method is therefore more difficult than the ExE $v_2$ method because the extrapolation to zero $q_2$ is statistics limited and because it is unclear whether the background is linear in $q_2$ or not. Figure 4 shows the preliminary results from this method by STAR [64]. An extrapolation to zero $q_2$ indicates a positive intercept (see Fig. 4 upper panel). A similar study using the third harmonic EP indicates a positive intercept as well (see Fig. 4 lower panel), comparable in magnitude to that from the $q_2$ method.

These methods assume the backgrounds to be linear in $v_2$ of the final-state particles. However, the backgrounds arise from the correlated pairs from resonance/cluster decays coupled with the $v_2$ of the parent sources, not that...
of the final-state particles. In case of resonance decays, \(\Delta \gamma\) depends on the \(v_2\text{,res}\) of the resonances, not that of the decay particles or all final-state particles. Since the \(v_2\) in this method is the event-by-event quantity, the resonance \(v_2\text{,res}\) is unnecessarily zero when the final-state particle \(v_2\text{,ebye}\) is selected to be zero. This is shown in Fig. 4 in a resonance toy model simulation \[29\] where the average \(v_3\) of the \(\rho\) resonances in events with \(v_2\text{,ebye}\) = 0 are found be to nonzero. It is interesting to note that the intercepts are similar for \(v_2\) and \(v_3\), and the slope for \(v_3\) is significantly smaller than that for \(v_2\). This would explain the features in Fig. 4 where the inclusive \(\Delta \gamma_{123}\) is much smaller than the inclusive \(\Delta \gamma\) but the \(q_n\) = 0 projection intercepts are similar. We conclude that the positive intercept results from the ExE \(v_2\) and \(q_2\) methods are likely still contaminated by flow backgrounds. Moreover, it is difficult, if not at all possible, to ensure the \(v_2\) of all the background sources to be zero on event-by-event basis. Therefore, it is challenging to completely remove the flow backgrounds by using the ExE \(v_2\) or \(q_2\) method \[29\].

B. Event shape engineering

Based on the \(v_2\)-driven background \[20\ \[27\ \[30\], it is essential to explicitly investigate the \(v_2\) dependence of the CME observable. One of the main difficulties is that the conventional method of varying the \(v_2\) is to select different centralities on an event-averaged basis, which will inevitably alter the initial magnetic field due to its initial-magnetic dependence. However, this difficulty can be overcome by a new experimental method, called “Event Shape Engineering” (ESE), to select events with very different \(v_2\) within a narrow centrality range, where the expected CME signal is mostly independent of this event-by-event selection \[44\ \[40\]. This provides a way to decouple effects from the magnetic field and the \(v_2\), and thus a possible solution to disentangle background contributions from potential CME signals.

In the method of ESE, instead of selecting on \(v_2\text{,ebye}\) directly, one uses the \(Q\)-vector \[Eqs. (6), (7)\] to access the initial participant geometry, which selects different event shapes from the initial-state geometry fluctuations \[44\ \[40\ \[58\ \[65\]. In particular, the ESE is performed based on the \(q_2\) magnitude \[65\]. This is very similar to the ExE \(q_2\) method described in Sect. IIIA, with one important distinction. In the ExE \(q_2\) method, the \(q_2\) is computed using particles of interest, whereas in ESE, the \(q_2\) is computed using particles displaced away (e.g. in pseudorapidity) from the particles of interest. Thus, the \(v_2\) of the particles of interest differ for different ESE \(q_2\) selections because of dynamical fluctuations of \(v_2\), while the variation in \(v_2\) in the ExE \(q_2\) method is due to mainly statistical fluctuations.

Figure 5 (upper) shows the \(q_2\) distribution in Pb+Pb collisions from the CMS Collaboration \[40\]. Events within a narrow multiplicity range are divided into several classes with each corresponding to a fraction of the full distribution, where the 0-1% represents the class with
the largest $q_2$ value. In Fig. 6 (lower), the average $v_2$ values at mid-rapidity are presented in each selected $q_2$ class, where the strong proportionality between these two quantities suggests their underlying correlation from the initial-state geometry [10]. Therefore, the $\Delta\gamma$ correlator can be studied as a function of $v_2$ explicitly using the $q_2$ selections.

The $\Delta\gamma$ correlator has been studied as a function of $v_2$ using the ESE method in different centrality classes in Pb+Pb collisions from the ALICE Collaboration [15], shown in Fig. 7 (upper). In order to remove the trivial multiplicity dilution effect, the correlator $\Delta\gamma$ that is scaled by the charge-particle density ($dN_{ch}/d\eta$) in a given centrality range, is also shown in Fig. 7 (lower). The data indicate a strong linear dependence on the measured $v_2$, where different centralities fall onto the same linear trend after the multiplicity scaling. This observation is qualitatively consistent with a background scenario, i.e., local charge conservation coupled with anisotropic flow [19] [20] [27] [29] [66]; see Eq. 5.

As argued earlier, the advantage of using the ESE is to independently evaluate the $v_2$-dependent background from the $\Delta\gamma$ correlator without significantly changing the CME signal due to the magnetic field. However, this assumption is not exactly true as the observable signal of the CME also depends on how precise the $v_2$ can be measured; in other words, the signal extraction depends on the $v_2$ resolution. From the study of the ALICE experiment [15], the signal dependence on the $v_2$ (resolution) has been explicitly investigated using different Monte Carlo (MC) Glauber calculations, shown in Fig. 8. Specifically, the CME signal is assumed to be proportional to $\langle |B|^2 \cos 2(\psi_B - \psi_2) \rangle$, where $|B|$ and $\psi_B$ are the magnitude and azimuthal direction of the magnetic field. As one can see, the dependence is stronger in small $v_2$ region than in large $v_2$, and in most central or most peripheral events than in mid-central. Therefore, with the input of the signal dependence on $v_2$, the residual CME signal can be extracted based on the different dependences of signal and background correlation on the measured $v_2$.

To extract the contribution of the possible CME signal from the current $\Delta\gamma$ measurements, a linear function is fit to the data:

$$F_1(v_2) = p_0(1 + p_1(v_2 - \langle v_2 \rangle)/(\langle v_2 \rangle)).$$

Here $p_0$ accounts for an overall scale, and the $p_1$ is the normalized slope, reflecting the $v_2$ dependence. In a pure background scenario, the $\Delta\gamma$ correlator is proportional

![FIG. 6. (Color online) Upper: the $q_2$ distribution in multiplicity range $185 \leq N^{\text{offline}} < 250$ in Pb+Pb collisions. Red dashed lines represent the selection used to divide the events into multiple $q_2$ classes. Lower: the correlation between $v_2$ and $q_2$ in p+Pb and Pb+Pb collisions based on the $q_2$ selections of the events [10].](image)

![FIG. 7. (Color online) The $\Delta\gamma$ correlator (upper) and the charged-particle density scaled correlator $\Delta\gamma dN_{ch}/d\eta$ (lower) as functions of $v_2$ for shape-selected events by $q_2$ for various centrality classes in Pb+Pb collisions by ALICE [15]. Error bars (shaded boxes) represent the statistical (systematic) uncertainties.](image)
to \( v_2 \) and the \( p_1 \) parameter is expected to be unity, thus Eq. (8) is reduced to \( F_1(v_2) = p_0 v_2 / (v_2) \propto v_2 \). On the other hand, a significant CME contribution would result in a non-zero intercept at \( v_2 = 0 \) of the linear functional fits.

In a two-component model with signal and background, a measured observable \( (O_m) \) can be expressed as:

\[
\frac{S}{S+B} \times O_S + \frac{B}{S+B} \times O_B = O_m, \tag{9}
\]

\( O_S \) and \( O_B \) are the values of the observable \( O \) from signal and background respectively, and \( \frac{S}{S+B} \) represents the fraction of signal contribution in the measurement. The \( p_1 \) from the fit to the measured data is thus a combination of CME signal slope \( (p_{1,\text{sig}} = p_{1,\text{MC}}) \) and the background slope \( (p_{1,\text{bkg}} \equiv 1) \):

\[
f_{\text{CME}} \times p_{1,\text{sig}} + (1 - f_{\text{CME}}) \times p_{1,\text{bkg}} = p_{1,\text{data}}, \tag{10}
\]

where \( f_{\text{CME}} = \frac{\Delta \gamma_{\text{CME}}}{\Delta \gamma_{\text{CME}} + \Delta \gamma_{\text{bkg}}} \) represents the CME fraction to the \( \Delta \gamma \) correlator from the measurements, and \( p_{1,\text{MC}} \) is the slope parameter from the MC calculations in Fig. 8.

Figure 9 (upper) shows the centrality dependence of \( p_{1,\text{data}} \) from data and \( p_{1,\text{MC}} \) from signal expectations based on MC-Glauber, MC-KLN CGC and EKRT models [15]. Figure 9 (lower) presents the estimate \( f_{\text{CME}} \) from the three models. The \( f_{\text{CME}} \) extracted from central (0-10%) and peripheral (50-60%) events have large statistical uncertainties. Combining the data from 10-50% centrality with an assumption of a constant CME contribution, it gives a value of \( f_{\text{CME}} = 0.10 \pm 0.13, 0.08 \pm 0.10, \) and \( 0.08 \pm 0.11 \) for the MC-Glauber, MC-KLN CGC and EKRT models, respectively. These results are consistent with zero CME fraction within the uncertainty, and correspond to upper limits on \( f_{\text{CME}} \) of 33%, 26% and 29%, respectively, at 95% confidence level (CL) for the centrality range of 10-50% [15].

The above analysis method is model-dependent, which relies on precise modeling of the correlation between magnetic field and \( v_2 \) in a given centrality range. Another approach, adopted by CMS, is to select very narrow centrality ranges with wide \( v_2 \) coverage [16]. The signal and background contribution to the \( \gamma \) correlator can be separated as [52]:

\[
\gamma = \kappa_2 \delta v_2 + \gamma_{\text{CME}}, \delta = \langle \cos(\phi_\alpha - \phi_\beta) \rangle. \tag{11}
\]

Here, \( \delta \) represents the charge-dependent two-particle azimuthal correlator and \( \kappa_2 \) is a parameter independent of \( v_2 \), mainly determined by the kinematics and acceptance of particle detection [52]. Using the ESE to select events with different \( v_2 \), the above Eq. (11) can be explicitly tested and the \( v_2 \)-independent component of the \( \gamma \) correlator \( (\gamma_{\text{CME}}) \), which is related to the CME signal, can be extracted. The charge-independent background sources are eliminated by taking the difference of the correlators \( (\gamma, \delta) \) between same- and opposite-sign pairs, as was done
in Ref. [15]. Therefore, Eq. (11) becomes:

$$\Delta \gamma = \nu_2 \Delta \delta v_2 + \Delta \gamma_{\text{CME}}. \quad (12)$$

From the ESE, it is assumed that the $\Delta \delta$ correlator is independent of $v_2$, while it has been found that it is not the case for peripheral events, mainly due to the multiplicity bias from the $q_2$ selection [40]. Therefore, in order to remove the $v_2$ dependence on $\Delta \delta$ correlator, both sides of Eq. (12) are divided by $\Delta \delta$ and the equation can be simplified into

$$\Delta \gamma/\Delta \delta = a_{\text{norm}} v_2 + b_{\text{norm}}, \quad (13)$$

where $b_{\text{norm}}$ represents the $v_2$-independent component (scaled by $\Delta \delta$) that could be caused by the contribution of a CME signal.

Figure 10 shows the ratio of $\Delta \gamma/\Delta \delta$ as function of $v_2$ for different multiplicity ranges in p+Pb (upper) and Pb+Pb (lower) collisions with linear fits and their statistical uncertainty bands. The extracted values of the intercept parameter $b_{\text{norm}}$ are shown as a function of event multiplicity. The upper limit of the $v_2$-independent $\Delta \gamma$ correlator is less than 8-15% for most of the multiplicity or centrality ranges. The combined limits from all presented multiplicities and centralities are shown in p+Pb and Pb+Pb collisions from the CMS Collaboration [40].

FIG. 10. (Color online) The ratio between $\Delta \gamma$ ($\Delta \gamma_{112}$) and $\Delta \delta$ correlators, $\Delta \gamma/\Delta \delta$, averaged over $|\Delta \eta| < 1.6$ as a function of $v_2$ evaluated in each $q_2$ class, for different multiplicity and centrality ranges in p+Pb (upper) and Pb+Pb (lower) collisions [40].

FIG. 11. (Color online) Extracted intercept parameter $b_{\text{norm}}$ (upper) and their corresponding upper limits of the fraction of the $v_2$-independent $\Delta \gamma$ correlator component (lower), averaged over $|\Delta \eta| < 1.6$, as a function of $N_{\text{trk offline}}^{p\text{Pb}}$ in p+Pb and Pb+Pb collisions from the CMS Collaboration [40].
tion, is estimated to be 13% in p+Pb and 7% in Pb+Pb collisions, at 95% CL. The results are consistent with a $v_2$-dependent background-only scenario, posing a significant challenge to the search for the CME in heavy ion collisions using three-particle azimuthal correlations [40].

C. Measurements with respect to RP and PP

The CME-induced charge separation is driven by the magnetic field, and is therefore the strongest along the magnetic field direction. The major background to the CME is related to the elliptic flow anisotropy, determined by the participant geometry, and is therefore the largest with respect to the $\psi_{PP}$. The magnetic field direction and the PP direction are different. These facts led to the novel idea to determine the CME signal (and flow anisotropy) by the participant geometry, and is therefore the largest along the RP direction because the magnetic field is mainly generated by the spectator protons. The effect is smaller along the PP, again by the same factor $a$. The relative difference

$$ R(X) = 2 \frac{X(\psi_{RP}) - X(\psi_{PP})}{X(\psi_{RP}) - X(\psi_{PP})} $$

in the eccentricity (i.e. $X$ is $\epsilon_2$) and magnetic field strength (i.e. $X$ is $B_{sq}$) are the opposite. Namely

$$ R(B_{sq}) = -R(\epsilon_2) = 2(1-a)/(1+a). $$

This is verified by MC Glauber model calculations [42] [73] for various collision systems, shown in the upper panels of Fig. 13 [47]. The AMPT [42] [63] simulations using the reconstructed EP, shown in the lower panels of Fig. 13 also confirm the conclusion [47].

The $\psi_{RP}$, $\psi_{PP}$ and $\epsilon_2$ are all theoretical concepts, and cannot be experimentally measured. Usually 1st-order harmonic EP from zero-degree calorimeters (ZDC), which measure spectator neutrons [17] [73] [75], is a good proxy for $\psi_{RP}$. As a proxy for $\psi_{PP}$, the 2nd-order harmonic EP ($\psi_{EP}$) reconstructed from final-state particles is used. Since $v_2$ is generally proportional to $\epsilon_2$, one can obtain the factor $a$ by

$$ a = v_2(\psi_{RP})/v_2(\psi_{EP}). $$

The $\Delta\gamma$ variable contains CME signal and the $v_2$-induced background:

$$ \Delta\gamma(\psi) = \text{CME}(B_{sq}(\psi)) + \text{BKG}(v_2(\psi)). $$

Assuming the CME($B_{sq}(\psi)$) is proportional to $B_{sq}$ and BKG($v_2(\psi)$) is proportional to $v_2$, one obtains the relative CME signal to background contribution:

$$ r = \frac{\text{CME}(B_{sq}(\psi_{RP})) - \text{R}(\Delta\gamma)}{\text{BKG}(v_2(\psi_{EP}))} \approx \frac{R(v_2) - R(\Delta\gamma)}{R(v_2) + R(\Delta\gamma)}. $$

where the $R(X)$ definition is given by Eq. (14). The CME signal fraction in the measurements with respect to $\psi_{EP}$ is

$$ f_{CME}^{EP} = \frac{\text{CME}(B_{sq}(\psi_{EP}))}{\Delta\gamma(\psi_{EP})} = r/(r + 1/a). $$

STAR has employed this novel method to extract the CME signal [49]. Figure 14 upper panel shows the ratio of $v_2$ measured with respect to the ZDC 1st-order harmonic plane and that with respect to the TPC 2nd-order harmonic EP, and the middle panel shows the corresponding.

![Au+Au](image)

**FIG. 12.** (Color online) Single-event display from a MC Glauber simulation of a mid-central Au+Au collision at 200 GeV. The gray markers indicate participating nucleons, and the red (green) markers indicate the spectator nucleons traveling in positive (negative) $z$ direction. The blue arrow indicates the magnetic field direction. The long axis of the participant zone (eccentricity) is shown as the black arrow. The magenta arrow shows the direction determined by the spectator nucleons.
ratio of \( \Delta \gamma \). The sub-event method is used where the particles of interest (\( \alpha \) and \( \beta \)) are from one half of the TPC in pseudorapidity and the reference particle (\( c \)) is from the other half. The lower panel of Fig. 14 shows the extracted CME fraction by Eq. (19) [19]. The full-event method \( f_{\text{CME}} \), where all three particles are from anywhere of the TPC, is also shown. Within errors, there is no measurable difference between sub-events and full events, though nonflow contribution is expected to be larger in the latter. The extracted CME fraction is \( (9 \pm 4 \pm 7)\% \) from TPC sub-events and \( (12 \pm 4 \pm 11)\% \) from TPC full events in 20-50% centrality Au+Au collisions at 200 GeV [49].

**D. Invariant mass method**

It has been known since the very beginning that the \( \Delta \gamma \) were contaminated by background from resonance decays coupled with the elliptic flow \( \langle v_2 \rangle \) [18, 27], see Eq. (5). Because of resonance elliptic anisotropy, more OS pairs align in the \( \psi_{\text{RF}} \) than the magnetic field direction, and it is an anti-charge separation along the magnetic field. This would mimic the same effect as the CME in the \( \Delta \gamma \) variable [18, 21, 22], which refers to the opposite-sign charges moving in the opposite directions along the magnetic field. Although the pair invariant mass \( m_{\text{inv}} \) dependence of the \( \Delta \gamma \) would be the first thing to examine in terms of resonance background, it has been studied only recently [20]. The invariant mass provides the ability to identify and remove resonance decay backgrounds, enhancing the sensitivity of the \( \Delta \gamma \) measurements to potential CME signals.

Figure 15 shows the preliminary results in mid-central Au+Au collisions from STAR experiments [40, 49]. The upper panel shows the \( m_{\text{inv}} \) dependence of the relative OS and SS pair difference, \( r = (N_{\text{OS}} - N_{\text{SS}})/N_{\text{OS}} \); the lower panel shows that of the \( \Delta \gamma \) correlator. The \( m_{\text{inv}} \) structures are similar in \( r \) and \( \Delta \gamma \). In other words, the \( \Delta \gamma \) correlator traces the distribution of the resonances.

Most of the \( \pi-\pi \) resonances contributions are located in the low \( m_{\text{inv}} \) region [70, 77]. It is possible to excite them entirely by applying a lower \( m_{\text{inv}} \) cut. Results from AMPT model show that such a \( m_{\text{inv}} \) cut, although significantly reducing the statistics, can eliminate essentially all resonance decay backgrounds [40, 49, 50]. Figure 16 shows the average \( \Delta \gamma \) with a lower mass cut, \( m_{\text{inv}} > 1.5 \text{ GeV}/c^2 \), in comparison to the inclusive \( \Delta \gamma \) measurement [40, 49]. The high mass \( \Delta \gamma \) is drastically reduced from the inclusive data. Preliminary STAR data combining Run-11, 14, and 16 yield a \( \Delta \gamma \) at \( m_{\text{inv}} > 1.5 \text{ GeV}/c^2 \) of \((5 \pm 2 \pm 4)\%\) of the inclusive \( \Delta \gamma \) measurements [49]; the systematic uncertainty is currently estimated from the differences among the runs [49].

It is generally expected that the CME is a low \( p_T \) phenomenon and its contribution to high mass may be small [6, 21]. However, as shown in Fig. 17 left panel, a \( m_{\text{inv}} \) cut of 1.5 GeV/c\(^2\) corresponds to \( p_T \sim 1 \text{ GeV}/c \) which is not very high. Moreover, a recent study [78] indicates that the CME signal is rather independent of \( p_T \) at \( p_T > 0.2 \text{ GeV}/c \) (Fig. 17 right panel), suggesting that the signal may persist to high \( m_{\text{inv}} \).

Nevertheless, one can use the low \( m_{\text{inv}} \) data to extract the possible CME signal. In order to do so, resonance contributions must be subtracted. In a two-component model, the \( m_{\text{inv}} \) dependence of the \( \Delta \gamma \) can...
be expressed [50] as
\[
\Delta \gamma(m_{\text{inv}}) \approx r(m_{\text{inv}}) R(m_{\text{inv}}) + \Delta \gamma_{\text{CME}}(m_{\text{inv}}). \tag{20}
\]

The first term is resonance contributions, where the response function \(R(m_{\text{inv}})\) is a smooth function of \(m_{\text{inv}}\), while \(r(m_{\text{inv}})\) contains resonance mass shapes. Consequently, the first term is not “smooth” but a peaked function of \(m_{\text{inv}}\). The second term in Eq. (20) is the CME signal which should be a smooth function of \(m_{\text{inv}}\). The \(m_{\text{inv}}\) dependences of the CME signal and the background are distinctively different, and this can be exploited to identify CME signals at low \(m_{\text{inv}}\). The feasibility of this

**FIG. 14.** (Color online) The centrality dependences of the ratios of the \(v_2\) (upper) and \(\Delta \gamma\) (middle) measured with respect to the ZDC event plane to those with respect to the TPC event plane. Lower: the extracted fraction of potential CME signal, \(f_{\text{CME}}\), as a function of collision centrality.

**FIG. 15.** (Color online) The invariant mass \((m_{\text{inv}})\) dependence of the relative excess of OS over SS pairs of charged pions (identified by the STAR TPC and TOF), \(r = (N_{\text{OS}} - N_{\text{SS}})/N_{\text{SS}}\) (upper), and the azimuthal correlator difference, \(\Delta \gamma = \gamma_{\text{OS}} - \gamma_{\text{SS}}\) (lower) in 20-50% Au+Au collisions at \(\sqrt{s_{\text{NN}}} = 200\) GeV [40, 49]. Errors shown are statistical.

**FIG. 16.** (Color online) The \(\Delta \gamma\) at \(m_{\text{inv}} > 1.5\) GeV/c² (red) compared to the inclusive \(\Delta \gamma\) over the entire mass region (black) as a function of centrality in Au+Au collisions at 200 GeV [49].
method was investigated by a toy-MC simulation [29] as well as in STAR data [40]. A linear response function \( R(m_{\text{inv}}) \) was assumed, guided by AMPT input [29], and various forms of CME\((m_{\text{inv}}) \) were studied [40].

One difficulty in the above method is that the exact functional form of \( R(m_{\text{inv}}) \) is presently unknown and requires rigorous modeling and experimental inputs. To overcome this difficulty, STAR has recently developed a method using the ESE technique [49]. The events in each narrow centrality bin are divided into two classes according to the ExE \( q_2 \), calculated by Eqs. (6) and (7) using particles of interest. Since the magnetic fields are approximately equal for the two classes while the backgrounds differ, the difference in \( \Delta \gamma \) is a good representation of the background shape. Figure 18 shows the \( \Delta \gamma \)\((m_{\text{inv}}) \) distributions for such two \( q_2 \) classes \((\Delta \gamma_A \) and \( \Delta \gamma_B \)) in the middle panel and the difference \( \Delta \gamma_A - \Delta \gamma_B \) in the lower panel in 20-50% Au+Au collisions [49]. The \( q_2 \) selection is applied in narrower centrality bins than 20-50%, and then the data are combined. The \( \Delta \gamma \)\((m_{\text{inv}}) \) of all events is also shown in the lower panel of Fig. 18. Note that the pion identification here was done using the TPC energy loss \((dE/dx)\) information only, different from that in Fig. 16.

The overall \( \Delta \gamma \) contains both background and the possible CME. With the background shape given by \( \Delta \gamma_A - \Delta \gamma_B \), the CME can be extracted from a fit \( \Delta \gamma = k(\Delta \gamma_A - \Delta \gamma_B) + \text{CME} \). Note that in this fit model the background is not required to be strictly proportional to \( v_2 \) [51]. Figure 19 upper panel shows \( \Delta \gamma \) as a function of \( m_{\text{inv}} \) where each data point corresponds to one \( m_{\text{inv}} \) bin in Fig. 18 [19]. Only the \( m_{\text{inv}} > 0.4 \text{ GeV/c}^2 \) data points are included in Fig. 19 because the \( \Delta \gamma \) from the lower \( m_{\text{inv}} \) region is affected by edge effects of the STAR TPC acceptance. Since the same data are used in \( \Delta \gamma \) and \( \Delta \gamma_A - \Delta \gamma_B \), their statistical errors are somewhat correlated. To properly handle statistical errors, one can simply fit the independent measurements of \( \Delta \gamma_A \) versus \( \Delta \gamma_B \), namely \( \Delta \gamma_A = h \Delta \gamma_B + (1 - h) \text{CME} \) where \( h \) and CME are the fit parameters. Figure 19 lower panel shows such a fit for the Run-16 Au+Au data [49]. Combining Run-11, 14, and 16 data, STAR obtained the possible CME signal to be \((2 \pm 4 \pm 6)% \) of the inclusive \( \Delta \gamma \).
FIG. 19. (Color online) $\Delta \gamma$ versus $\Delta \gamma_A - \Delta \gamma_B$ (upper), and $\Delta \gamma_A$ versus $\Delta \gamma_B$ (lower) in 20-50% centrality Au+Au collisions. Each data point corresponds to one $m_{inv}$ bin in Fig. 18. Only the $m_{inv} > 0.4$ GeV/$c^2$ data points are included.

where the systematic uncertainty is presently assessed from the differences among the runs [49].

Figure 20 summarizes the current status of the CME results from STAR in 20-50% centrality Au+Au collisions, with total 2.5 billion minimum-bias events combining Run-11 (~0.5B), Run-14 (~0.8B), and Run-16 (~1.2B).

FIG. 20. (Color online) The possible CME signal, relative to the inclusive $\Delta \gamma$ measurement, extracted from the RP-PP comparative measurements and the invariant mass method, in 20-50% centrality Au+Au collisions, with total 2.5 billion minimum-bias events combining Run-11 (~0.5B), Run-14 (~0.8B), and Run-16 (~1.2B).}

to isospin, and 10% difference in the magnetic field. To test the idea of the isobaric collisions, MC Glauber calculations of the spatial eccentricity ($e_2$) and the magnetic field strength in Ru+Ru and Zr+Zr collisions have been carried out [79, 80]. The Woods-Saxon spatial distribution is used [79, 80].

where $R_0$ is the charge radius parameter of the nucleus, $a$ represents the surface diffuseness parameter, $Y_2^0$ is the spherical harmonic, and $\rho_0$ is the normalization factor. The parameter $a \approx 0.46$ fm is almost identical for $^{96}$Ru and $^{96}$Zr. The charge radii of $R_0 = 5.085$ fm and 5.020 fm were used for $^{96}$Ru and $^{96}$Zr, respectively, for both the proton and neutron densities. The deformation quadrupole parameter $\beta_2$ has large uncertainties; extreme cases were taken and yielded less than 2% difference in $e_2$ between Ru+Ru and Zr+Zr collisions in the 20-60% centrality range [79, 80]. The magnetic field strengths in Ru+Ru and Zr+Zr collisions were calculated by using Lienard-Wiechert potentials with the HIJING model taking into account the event-by-event azimuthal fluctuations of the magnetic field orientation [81]. The quantity relevant to the CME is the average magnetic field squared with correction from the event-by-event azimuthal fluctuation of the magnetic field orientation,

$$B_{sq} \equiv \langle (eB/m_e^2)^2 \cos(2(\psi_B - \psi_{RF})) \rangle.$$  \hspace{1cm} (22)
The difference is approximately 15%. Figure 21(b) also shows the relative difference in the initial eccentricity,

\[ R_{e_2} = 2(\epsilon_2^{Ru+Ru} - \epsilon_2^{Zr+Zr})/(\epsilon_2^{Ru+Ru} + \epsilon_2^{Zr+Zr}) \].

The relative difference in \( \epsilon_2 \) is practically zero, at most 2% in 20-60% centrality. This suggests that the \( v_2 \)-induced backgrounds are almost the same for Ru+Ru and Zr+Zr collisions in the 20-60% centrality range.

![Graph](image-url)

**FIG. 21.** (Color online) (a) Event-averaged initial magnetic field squared at the center of mass of the overlapping region, with correction from event-by-event fluctuations of the magnetic field azimuthal orientation, for Ru+Ru and Zr+Zr collisions at 200 GeV, and (b) their relative difference versus centrality. Also shown in (b) is the relative difference in the initial eccentricity. The line styles correspond to two extreme cases of the isobaric nuclear deformation parameters. From Ref. [79].

Based on the available experimental \( \Delta \gamma \) measurements in Au+Au collisions at 200 GeV and the calculated magnetic field and eccentricity differences between Ru+Ru and Zr+Zr collisions, it was estimated that 400 million events each for Ru+Ru and Zr+Zr collisions, assuming 1/3 of the currently measured \( \Delta \gamma \) to be CME signal, would yield a 5\( \sigma \) difference between the two systems [79] [80]. The isobar run, just concluded at RHIC, has accumulated 2 billion events each for Ru+Ru and Zr+Zr collisions in the STAR detector. If the CME signal is 5% of the inclusive \( \Delta \gamma \) measurement, as implied by the latest STAR results [40], then the isobar data would yield a 1-2\( \sigma \) effect.
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**FIG. 22.** (Color online) Upper: proton and neutron density distributions of the \(^{96}\text{Ru}\) and \(^{96}\text{Zr}\) nuclei, assumed spherical, calculated by DFT [48]. Lower: relative differences between Ru+Ru and Zr+Zr collisions as functions of centrality in \( v_2 \{ \psi \} \) and \( B_{\text{eq}} \{ \psi \} \) with respect to \( \psi_{\text{EP}} \) and \( \psi_{\text{RP}} \) from AMPT simulations using the DFT densities from the upper panel [48].

The above estimates assume Woods-Saxon densities, identical for proton and neutron distributions. Using the energy density functional theory (DFT) with the well-known SLy4 mean field [82] including pairing correlations (Hartree-Fock-Bogoliubov, HFB approach) [80] [82], the ground-state density distributions of \(^{96}\text{Ru}\) and \(^{96}\text{Zr}\), assumed spherical, were calculated [48]. The results are shown in the upper panel of Fig. 22 [48]. They show that protons in Zr are more concentrated in the core, while protons in Ru, 10% more than in Zr, are pushed more toward outer regions. The neutrons in Zr, four more than in Ru, are more concentrated in the core but also more populated on the nuclear skin. The lower panel of Fig. 22 shows the relative differences in \( v_2 \{ \psi \} \) and \( B_{\text{eq}} \{ \psi \} \) between Ru+Ru and Zr+Zr collisions as functions of centrality from AMPT simulations with the densities calculated by the DFT method [48]. Results with respect to both \( \psi_{\text{EP}} \) and \( \psi_{\text{RP}} \) are depicted. They suggest that the relative difference in \( \epsilon_2 \) and \( v_2 \) with respect to \( \psi_{\text{EP}} \) are as large as \( \sim 3\% \), and that in \( B_{\text{eq}} \) is the expected...
~20%. With respect to $\psi_{RP}$, the differences in $v_2$ and $B_{pp}$ are both on the order of 10%. These results suggest that the premise of isobaric collisions for the CME search may not be as good as originally anticipated, and could provide important guidance to the experimental isobaric collision program.

No matter what the outcome of the isobaric collision data is, the search for the CME shall continue. More statistics should be accumulated for Au+Au collisions at RHIC and Pb+Pb collisions at the LHC. Future detector upgrades should be considered to improve the sensitivities to the CME. Additional novel analysis techniques should be developed.

V. SUMMARY

Relativistic heavy-ion collisions provide an ideal environment to study the the chiral magnetic effect (CME) induced by topological charge fluctuations in QCD. Since the first three-point correlator ($\gamma$) measurements in 2009, experimental results have been abundant in relativistic heavy-ion as well as small system collisions. Those measurements are contaminated by major physics backgrounds. In this article, experimental efforts in addressing those backgrounds in both heavy-ion and small-system collisions are reviewed, and several novel methods to search for the CME with various background sensitivities are discussed. These include event-by-event elliptic flow ($v_2$), event-shape engineering, comparative measurements with respect to the participant plane (PP) and reaction plane (RP), and pair invariant-mass ($m_{inv}$) dependence. The current estimates on the strength of the possible CME signal are on the order of a few percent of the inclusive $\Delta y$ values, consistent with zero with large uncertainties. The prospect of the recently taken isobaric collision data is discussed.

It is clear that the experimental challenges in the CME search are daunting. Major efforts have been devoted to the CME search from both experimental and theoretical sides (the latter is not reviewed here). There is no doubt that the physics of the CME is of paramount importance. The unremitting pursuit for the CME in heavy-ion collisions will not be wasted.
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