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Abstract

Drawing inspiration from the philosophy of Yi Jing, Yin-Yang pair optimization (YYPO) has been shown to achieve competitive performance in single objective optimizations. Besides, it has the advantage of low time complexity when comparing to other population-based optimization. As a conceptual extension of YYPO, we proposed the novel Yi optimization (YI) algorithm as one of the best non-population-based optimizer. Incorporating both the harmony and reversal concept of Yi Jing, we replace the Yin-Yang pair with a Yi-point, in which we utilize the Lévy flight to update the solution and balance both the effort of the exploration and the exploitation in the optimization process. As a conceptual prototype, we examine YI with IEEE CEC 2017 benchmark and compare its performance with a Lévy flight-based optimizer CV1.0, the state-of-the-art dynamical Yin-Yang pair optimization in YYPO family and a few classical optimizers. According to the experimental results, YI shows highly competitive performance while keeping the low time complexity. Hence, the results of this work have implications for enhancing meta-heuristic optimizer using the philosophy of Yi Jing, which deserves research attention.
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Figure 1: Illustration of the conceptual difference between the Yin-Yang pair optimization (YYPO) and the Yi algorithm (YI). Lévy flight is a technique that combines both functions of exploration and exploitation in the yin-yang pair optimization.

1. Introduction

In the long contest of evolution pressure in nature, living beings have developed different survival strategies. The retaining strategies being adapted are the ones that pass on generations through natural selection. They are often highly optimized as a result of million years of evolution. These brilliant strategies have been a great source of inspiration for a variety of heuristic optimization techniques [1], for example, the cuckoo breeding behavior inspired the cuckoo search [2], the hunting strategy of a grey wolf pack inspired the Grey Wolf search [3], the evolution principle of DNA inspired the Genetic Adaptive approaches [4]. Among living species, human is unique, reflected by the unprecedented accumulation in cultural and philosophical contexts. These immortal gems represent the trials of humans to interpret nature. The retaining philosophies, similar to survival strategies, also passed through the contest of time. Some of the ideas are sophisticated and inspired the development of meta-heuristic optimization techniques and related applications [5] [6] [7]. For example, the ancient Yin-Yang idea inspired the non-population-based Yin-Yang pair optimization (YYPO) [8] [9] [10] [11] [12]. The technique is advantageous of low time complexity and being competitive in optimization problems. It has been successfully implemented in some real-time optimization problems, in which the low-time-complexity of the algorithm is important [13] [14] [15] [16].
Yi Jing, also known as The Book of Changes, carries the profound philosophy of harmony and unity. The Yi Jing script reads "Taiji generates two complementary forces, two complementary forces generate four aggregates...". In ancient time, the ancestors try to use the binary hierarchy in describing the phenomenon in our universe. Inspired by the complementary forces of Yin and Yang, YYPO uses the idea of harmony to design the Yin-Yang pair balancing the exploration and the exploitation in the optimization. In the pair, one point favors exploration (Yan), while another point favors exploitation (Ying). Two points cooperate in the search space to find the optimized solution.

In this paper, we are inspired by an important aspect of the philosophy of Yi Jing – the reversal property: Taiji can generate Yin and Yang, and Yin and Yang can also combine back to form Taiji. These are the infinite cycles of changes. Inspired by the reversal property between Yin-Yang and Taiji, we unify the Yin-Yang pair into a single Yi-point to achieve an enhanced balance between the exploration process and the exploitation process. We proposed a highly competitive non-population-based Yi algorithm (YI) based on the YYPO framework, but replacing the Yin-Yang pair with the Yi-point empowered by the Lévy flight.

As YI is a newly proposed algorithm, we like to compare it with a few classical nature-inspired algorithms. When we compare YI with other algorithms, we find YI shares some ingredients with others, but also have its unique features. We first compare with YYPO and its improved version of dynamical YYPO. As its variant, we inherit its point-based feature and its dynamical archive. The main difference is that we reduce the number of points used in the searching from two to one, replacing the Yin-Yang pair with the Yi-point, this further enhances the low time complexity as well as improving the control over the exploration and exploitation. Also, instead of using both one-way splitting and D-way splitting of updating in YYPO, YI use the unified Lévy flight updating.

When comparing with the famous population-based methods like particle swarm optimization (PSO) and genetic algorithm (GA), the YI and YYPO family share some insights from these algorithms. Similar to PSO memory of its global best point (gbest), we have temporary memory of our Yi point or the Ying-yang pair during the archive time. However, different from PSO, the memory does not affect the decision of searching, as the search in YI is using the Levy flight process that does not have the velocity affected by the memory. Moreover, YI also shares the elitism concept with GA, in
which we continue the search with the point of best fitness from the record every successive achieve interval. But YI does not carry out any breeding between points in the population.

To scrutinize the proposed YI, we use the benchmark from CEC2017, which contains 29 challenging functions for optimization [19]. We compare YI against the dynamical YYPO (dYYPO) [10], CV1.0 and a few classical algorithms (i.e., differential evolution, PSO, simulated annealing). We find that YI outperforms the dYYPO, CV1.0 and the classical algorithms in most of the functions. This paper is organized as the following. In section II, we describe the proposed Yi algorithm. In section III, we outline the setting of the CEC2017 experiment and its result on 10D, 30D, and 50D. In section IV, we discuss and compare the algorithm performance between the result from the Yi algorithm, the dynamical YYPO (dYYPO), the Cuckoo search (CV1.0) and the classical algorithms, and give conclusions.

2. Algorithm Descriptions

In this section, we discuss the algorithm of the proposed YI. As a variant of YYPO, we first review the concept of the Yin-Yang pair optimization. Then we discuss two main elements of YI. (1) the archive framework that we adapt and improve from dYYPO, (2) the newly proposed Yi-point, that perfectly performs the function of both exploration (Yang) and exploitation (Yin) in the Yin-Yang pair. Finally, we outline the detail of YI, and give the pseudocode.

2.1. Review of the Yin-Yang pair optimization

The Yin-Yang pair optimization is inspired by the duality of opposite force conflicting in nature depicted in the Yi Jing. One aspect gradually changes to the other and the cycle of changing continues forever. During the change, if one could foster the balance between two forces, it results in harmony. In the field of evolutionary computing, two conflicting behaviors are exploitation and exploration. Inspired by the philosophy, Varun et al. proposed the YYPO that makes use of the concept illustrated in Fig. 1(a) [8].

YYPO algorithm uses two points (P1 and P2) to do the optimization task. P1 is designed to focus on exploitation, and P2 is designed to focus on exploration. P1 and P2 act as centers to explore the variable space, with searching radii \( \delta_1 \) and \( \delta_2 \), respectively. Initially, both \( \delta_1 \) and \( \delta_2 \) are set to be 0.5. During the updating process, the searching radii \( \delta_1 \) of P1 decreases...
to facilitate the exploitation task, while $\delta_2$ of P2 increases to enhance the exploration ability. YYPO mainly consists of two stages, splitting stage and archive stage. In the splitting stage, they use two strategies that being selected randomly, namely one-way splitting and D-way splitting. One-way splitting is directional splitting using the vector with all positive element or all negative element, while D-way splitting use the vector with elements of random sign. The probabilities of choosing a splitting strategy have been optimized [8].

YI does not inherit any feature of YYPO in the splitting stage and its Yin-yang pair, so we rename our algorithm by YI. But we share partly the structure of the archive stage, in which we will discuss in the next section.

2.2. Dynamical archive

In the successive development of YYPO, the dynamical YYPO used dynamical approach to achieve better control over the exploration and the exploitation during different intervals in the search. YI uses the framework of dynamical archive, but a different strategy of updating when comparing to dYYPO. We divide the whole optimization process into $n_T = I_{\text{max}} - I_{\text{min}} + 1$ intervals according to the number of function evaluations done. Starting from $I_{\text{max}}$, $I$ descended by one every time when entering the next interval, until reaching $I_{\text{min}}$ at the end of the search. At the start of the search, the search process favors the strategy of exploration, so a large $I$ is preferred, allowing the Yi-point to explore the function space without the hindrance of starting from the best obtained solution. In the ending phase of searching, the exploitation becomes more important, so a smaller $I$ allows the Yi-point to focus on searching for the best solution locally. On the contrary, dYYPO uses ascending $I$. It might be due to the fact that a smaller $I$ in the phase of exploration improves the communication between the pair, which avoids wasting too much time on exploiting near bad solutions.

2.3. The inspired Yi-point

The Yi Jing promotes the concept of the infinite cycles of changes in all observing phenomenon. This requires the reversal property of the Yin-Yang: Taiji can generate Yin and Yang, and Yin and Yang can also combine back to form Taiji. Inspired by the reversal property between Yin-Yang and Taiji, we combine the two points in Yin-yang pair back to a unified point, we call it Yi-point, which represents Taiji. The main concept and the relation are illustrated in Fig. 1. The Yi-point plays a central role in the
algorithm. The strategy of updating the Yi-point needs to strike a balance between exploration and exploitation. In our scheme, we use the profound Lévy flight to perform the task. The Lévy flight has been found to capture the characteristic of the flight trajectories of many animals and insects [20, 21, 22], in balancing the effort of exploration and exploitation, to maximize the efficiency of searching foods. The following equations describe the flight.

\[ p_{\text{new}} = p_0 + \alpha \otimes \delta_{\text{Lévy}}(\lambda) \]  

where \( \delta_{\text{Lévy}} \) are the random number generated from Lévy distribution with stability parameter \( \lambda \), \( p_0 \) and \( p_{\text{new}} \) are the solutions before and after the splitting. The Lévy distribution is fat-tail function. We choose \( \lambda = 1.5 \) for the distribution, which provides the chance of far-field exploration without losing intensified local exploitation. In Yi, we control the scope of the flight by \( \alpha \), initialized as the dimension \( D \). We emphasize that our proposed Lévy flight is just one of the strategies to update the Yi-point, other schemes are not yet explored.

2.4. Outline of the YI algorithm

YI combines both dynamical archive and inspired Yi-point into a highly competitive optimizer with low time complexity. YI has three user-defined parameters, \( I_{\text{min}} \), \( I_{\text{max}} \) and \( \sigma \). \( I_{\text{min}} \) and \( I_{\text{max}} \) are the minimum and the maximum value of \( I \) that defines the number of splitting performed before picking the best from the archive. \( \sigma \) is the decay rate of the scope of Lévy flight.

As shown in the pseudo-code, we first initialize the Yi-point randomly in the bounded space and calculate its fitness. We initialize the archive duration \( I = I_{\text{max}} \), and the search scope \( \alpha = D \). We define the next interval \( T_i \), once the iteration time \( T \) exceeds \( T_i \), we rescale the scope by dividing it by \( \sigma \), and decrease the archive duration \( I \). As the search proceeds, we perform more local searches and with shorter archive duration. During each archive duration, we carry out \( I \) time of splitting and archive process. In each splitting process, we do the Lévy splitting. If the updated element of the vector is out of the boundary, we choose a random position for this element. We record the best \( p_{\text{best}} \) among the splitted \( p_{\text{new}} \). Even the fitness of \( p_{\text{best}} \) is worse than the fitness of \( p_0 \), we would still archive the \( p_{\text{best}} \). To maintain the elitism of the Yi-point, we will choose the best to be \( p_0 \) in the archive at the
end of each archive duration. We then empty the archive and start and new archive duration. The search repeats until the stopping criteria are met. At the end of the search, archive duration \( I \) drops to \( I_{min} \) after \( I_{max} - I_{min} \) time of rescaling \( \alpha \). We provide the pseudocode of the Yi algorithm in the text, including the main algorithm and the splitting function.

Algorithm 1: Yi algorithm

Initialize the Yi-point \( p \) randomly;
Calculate the fitness of \( p \), \( f(p) \);
\( I = I_{max} \);
\( \alpha = D \), the dimension;
Set \( j = 1, i = 0 \);
Assign the next-interval time \( T_t = T_{max}/(I_{max} - I_{min} + 1) \);
while stopping criteria do
  if \( T > T_t \) then
    \( \alpha = \alpha/\sigma \);
    \( I = I_{max} - j \);
    \( j = j + 1 \);
    \( T_t = T_{max} \times j/(I_{max} - I_{min} + 1) \);
  end
  Lévy splitting of \( p \) give \( p_{best} \);
  Archive \( p_{best} \) in \( \{p_{rec}\} \);
  Set \( p = p_{best} \);
  \( i = i+1 \);
  if \( i \) equal to \( I \) then
    \( p = min(p_{rec}) \);
    Empty the archive;
    Set \( i = 0 \);
  end
end
Output \( p = min(p_{rec}) \)

3. Experiment and Results

This section first describes the benchmark data-set from CEC 2017 that is used to assess our proposed method compared against dYYPO and CV1.0. The main properties of these algorithms are shown in Table \[\text{I}\]. Next, we
Algorithm 2: Lévy splitting function

Input $p_0$;

for $k = 1$ to $2 \times D$ do

| Lévy flight process $p_k = p_0 + \alpha \otimes \delta_{\text{Cauchy}}$;

end

Choose the best of $p_k$ to output

discuss the parameters of the proposed method. Subsequently, we describe
the experiment results and show the statistical tests. We also provide the
time complexity analysis.

3.1. Benchmark

To validate our algorithm, we use the CEC 2017 benchmark: Single
Objective Bound Constrained Real-Parameter Numerical Optimization [19],
which comprises four main groups of functions, namely, unimodal func-
tions (F1,F3), simple multimodal functions (F4-F10), hybrid functions (F11-
F20) and composition functions (F21-F30). In total, there are 29 functions
with diverse search spaces.

3.2. Parameters

In all the searches performed in this paper, the parameters are chosen
in consideration of convergence in limited times of function evaluation. We
use $I_{\text{min}} = 6$, $I_{\text{max}} = 15$ to divide the whole process into 11 intervals. The
number of intervals cannot be too small, as this ensures the desired scope of
the Lévy flight at the end of the search to perform good exploitation tasks.
For the decay rate, we choose $\sigma = 3$. The search scope increases with the
dimensions of the problem to secure the exploration coverage in the function
space.

3.3. Experimental Settings

As a prototype of the new YI concept, we compare our method with the
seminal version of the differential evolution (DE), the particle swarm opti-
mization (PSO), and the simulated annealing (SA), as well as a Lévy flight-
based optimizer CV1.0, and the state-of-the-art dynamical YYPO (dYYPO)
in YYPO family. We followed their experimental settings. Both papers used
the stopping criteria of $10000 \times D$ function evaluations and each benchmark
problem was run 51 times. We used the same numbers for our experiment
to facilitate fair comparison.
3.4. **Statistical Results**

We also presented our experiment results in terms of best, worst, mean and standard deviation of the error values. The error values are computed by calculating the difference expected and the desired solution. Table 3, 4 and 5 showed the statistics of our experimental results for the test problems, for dimension $D = 10, 30, 50$, respectively.

3.5. **Algorithms**

To quantitatively assess our methods, we compare our method against DE, PSO, SA, CV1.0 and dYYPO algorithms, to examine the competitiveness of our proposed method. We compare the main features of these algorithms in Table 1 and briefly discuss the algorithms in the following texts, for details please refer to the reference.

DE is a simple and one of the most powerful population-based heuristic for global optimization [23]. It is a popular variant of evolutionary algorithms (EA) for multi-dimensional real-valued search spaces. Algorithmically, DE modified the mutation strategies of EA. DE generates new vectors (i.e., solutions) by summing the weighted difference between two population vectors to a third vector. Despite its simplicity, it demonstrates robustness to multi-modal problems and complex constrained optimization problems [24].

PSO is a population based metaheuristic algorithm inspired by the behavior of how a flock of birds move together [17, 18]. The movement of each bird, like a particle, is affected by their own experience and other birds experience. For each bird, they have their own experience best fitness locally (lbest). And the global best fitness (gbest) is defined as the best point found among all birds. The position of gbest and lbest affect the movement of the birds in the update process, in term of the social adjustment by gbest, the self adjustment by lbest and the inertia.

SA is a stochastic global search optimization algorithm inspired by the thermodynamic property in materials [25]. When the temperature is high, the system can be excited to different states without constraints of energy barriers. While at low temperatures, the system could be trapped in the state with a local minimum in energy. SA proposes the new solution and accepts it according to the Boltzmann weight of fitness by using the metropolis algorithm. So, in the beginning of the search at a high temperature, we can explore variable phase space freely. The temperature then decreases slowly to force the search to converge to a minimum.
A number of studies have used Lévy flight process to enhance the performance of the optimizer \cite{26, 27, 28, 29}. CV1.0 \cite{30} was one of them as a variant of the cuckoo search \cite{22}. The Cauchy-based global search was used in the initial phase for exploration, then the Grey wolf optimization algorithm (GWO) \cite{3} was utilized in the remaining phase for exploitation.

We have chosen the seminal implementation of DE, PSO and SA that are provided in the python package scikit-opt \cite{31}. The hyper-parameters of these algorithms are chosen to be the values recommended by scikit-opt. Population size of 50 are used for DE and PSO. The inertia weight $w$, cognitive parameter $c_1$, social parameter $c_2$ are set to be 0.8, 0.5, 0.5. The $F$ of DE is chosen to be 0.5. In SA, min temperature, max temperature, long of chain, cooldown time are set to be $1e^{-7}$, 100, 300, 150. The experimental results of CV1.0 and dYYPO are extracted from their respective papers. One-tail two-sample t-test is applied to assess the relative performance of our proposed methods against CV1.0 and dYYPO. The outcome of the comparison is provided in Table 6.

Table 1: Brief comparison between algorithms

| Properties          | DE          | PSO         | SA          | CV1.0       | dYYPO       | YI          |
|---------------------|-------------|-------------|-------------|-------------|-------------|-------------|
| Inspiration         | Genetic     | Swarm of    | Metallurgy  | Breeding of | Yin-yang    | Yi Jing     |
|                     | evolution   | birds       | in physics  | Cuckoo      | concept     | concept     |
| Solution representation | Vector     | Bird        | Physics state | Cuckoo     | Yin / yang  | Taiji       |
| Population based    | Yes         | Yes         | Yes         | Yes         | No          | No          |
| No of initial points | pop. size  | pop. size   | pop. size   | pop. size   | Two         | One         |
| User defined parameter function eval. in step | Three | Four        | Four        | Two(trivial) | Three       | Three       |
|                     | pop. size   | pop. size   | pop. size   | pop. size   | 4D          | 2D          |

We use + to signify that a baseline algorithm under consideration is better than our proposed algorithm, − to signify the opposite, and = to signify either they are performing similarly without statistical significance or the comparison is irrelevant. From the last row of Table 6, the total count of the win, tie, loss (w/t/l) of DE, PSO, SA, CV1.0 and dYYPO against YI are shown. It is observed that the proposed algorithm is better than DE, PSO, SA, CV1.0 and dYYPO the majority of the time. YI won CV1.0 for 23 out of 29 functions, won dYYPO for 21 out of 29 functions, won DE for 19 out of 29 functions, won PSO for all functions, and won SA for 24 out of 29 functions. The only irrelevant comparison was found when comparing dYYPO with YI for F3. YI was found to be much better even by comparing their mean and standard deviation; however, the standard deviation of dYYPO was too large to make statistical relevance. If dYYPO had obtained a more stable
and reliable result, YI would win dYYPO for 22 out of 29 functions.

In addition, YI is generally found to obtain a relatively smaller standard deviation across runs (Table 6), which demonstrates the stability of YI in convergence. Despite the computational simplicity of YI, it achieved a good balance between exploration and exploitation in the benchmark.

3.6. Time Complexity

The time complexity is calculated using the testing scheme provided in the CEC2017 [32]. $T_0$ is counted by 1,000,000 times of basic operations, including addition, multiplication, exponentiation. $T_1$ is counted by running 200,000 times the optimization function $F_{18}$. $T_2$ is counted by first running five trials of the Yi algorithm with the maximum number of function evaluation as 200,000, then averaging between the trials. The time complexity of the algorithm is calculated by $\frac{(T_2 - T_1)}{T_0}$. We summarize the time complexity in Table 2.

| D  | $T_1$ | $T_2$ | $\frac{(T_2 - T_1)}{T_0}$ |
|----|------|------|--------------------------|
| 10 | 4.50 | 24.44| 1.72                     |
| 30 | 6.53 | 27.32| 1.79                     |
| 50 | 8.95 | 30.47| 1.85                     |

4. Discussions

In this section, we discuss the main experimental results of the proposed method, in terms of the convergence to a good solution and time complexity. Based on the results, we also discuss the concept of YI in view of its simplicity and competitive performance against DE, PSO, SA, dYYPO and CV1.0. Generally, YI performs consistently well in different types of functions. DE performs comparably well with YI in unimodal and multi-modal functions $F_1$-$F_{10}$, while SA performs comparably well with YI in composition function $F_{21}$-$F_{30}$.

- Convergence and handling local minima: In the unimodal functions, YI performed very well in $F_3$ Zakharov function, converging to high precision near the global minimum in all the dimensions. Its error in means is three orders of magnitude smaller than dYYPO in 50D. The
|   | Best        | Worst       | Mean        | Std        |
|---|-------------|-------------|-------------|------------|
| F1 | 7.65E-01    | 1.07E+04    | 2.62E+03    | 2.60E+03   |
| F3 | 1.14E-06    | 4.97E-06    | 2.81E-06    | 8.87E-07   |
| F4 | 7.90E-03    | 3.01E-02    | 1.83E-02    | 5.05E-03   |
| F5 | 3.98E+00    | 3.08E+01    | 1.15E+01    | 5.36E+00   |
| F6 | 5.20E-04    | 2.46E-03    | 8.21E-04    | 2.60E-04   |
| F7 | 3.82E+00    | 3.20E+01    | 2.13E+01    | 5.51E+00   |
| F8 | 1.99E+00    | 2.29E+01    | 9.91E+00    | 4.66E+00   |
| F9 | 2.81E-07    | 8.82E-07    | 5.84E-07    | 1.15E-07   |
| F10| 3.60E+00    | 6.96E+02    | 2.89E+02    | 1.88E+02   |
| F11| 1.17E+00    | 2.03E+01    | 7.88E+00    | 4.82E+00   |
| F12| 9.39E+02    | 4.98E+04    | 1.43E+04    | 1.31E+04   |
| F13| 4.58E+02    | 1.73E+04    | 5.52E+03    | 4.88E+03   |
| F14| 2.20E+01    | 9.46E+01    | 4.40E+01    | 1.64E+01   |
| F15| 1.17E+01    | 1.28E+02    | 5.22E+01    | 2.62E+01   |
| F16| 1.06E+00    | 1.20E+02    | 5.20E+00    | 1.63E+01   |
| F17| 2.03E+00    | 3.88E+01    | 2.39E+01    | 9.32E+00   |
| F18| 1.26E+02    | 2.15E+04    | 5.39E+03    | 5.75E+03   |
| F19| 3.25E+00    | 5.64E+01    | 2.13E+01    | 1.35E+01   |
| F20| 1.00E+00    | 4.60E+01    | 2.04E+01    | 9.75E+00   |
| F21| 1.00E+02    | 2.27E+02    | 1.57E+02    | 5.58E+01   |
| F22| 1.00E+02    | 1.03E+02    | 1.02E+02    | 6.78E-01   |
| F23| 3.03E+02    | 3.24E+02    | 3.12E+02    | 4.49E+00   |
| F24| 1.22E-02    | 3.53E+02    | 2.90E+02    | 9.01E+01   |
| F25| 3.98E+02    | 4.46E+02    | 4.16E+02    | 2.24E+01   |
| F26| 1.46E-02    | 3.00E+02    | 2.65E+02    | 5.88E+01   |
| F27| 3.89E+02    | 3.98E+02    | 3.93E+02    | 2.25E+00   |
| F28| 3.00E+02    | 6.12E+02    | 3.06E+02    | 4.32E+01   |
| F29| 2.33E+02    | 2.78E+02    | 2.47E+02    | 1.12E+01   |
| F30| 1.03E+03    | 1.24E+06    | 1.05E+05    | 3.11E+05   |
### Table 4: Statistical Results for 30D

|   | Best   | Worst  | Mean   | Std    |
|---|--------|--------|--------|--------|
| F1 | 1.91E+02 | 2.11E+04 | 6.63E+03 | 6.38E+03 |
| F3 | 6.01E-04  | 1.50E-03  | 9.73E-04  | 1.78E-04  |
| F4 | 5.21E+00  | 1.19E+02  | 8.18E+01  | 2.17E+01  |
| F5 | 3.48E+01  | 1.03E+02  | 6.22E+01  | 1.54E+01  |
| F6 | 6.20E-03  | 3.04E-01  | 3.78E-02  | 6.15E-02  |
| F7 | 6.82E+01  | 1.58E+02  | 9.85E+01  | 1.81E+01  |
| F8 | 3.98E+01  | 1.08E+02  | 7.46E+01  | 1.60E+01  |
| F9 | 9.75E-05  | 1.75E+01  | 1.81E+00  | 3.05E+00  |
| F10| 1.35E+03  | 3.13E+03  | 2.34E+03  | 4.41E+02  |
| F11| 3.10E+01  | 1.64E+02  | 8.35E+01  | 3.20E+01  |
| F12| 2.82E+04  | 1.26E+06  | 1.89E+05  | 2.89E+05  |
| F13| 8.81E+03  | 1.02E+05  | 4.34E+04  | 2.22E+04  |
| F14| 1.75E+02  | 1.15E+04  | 1.88E+03  | 2.20E+03  |
| F15| 7.99E+03  | 5.66E+04  | 2.46E+04  | 1.29E+04  |
| F16| 5.65E+01  | 1.01E+03  | 4.83E+02  | 2.11E+02  |
| F17| 3.28E+01  | 2.41E+02  | 1.13E+02  | 5.92E+01  |
| F18| 1.15E+04  | 2.18E+05  | 7.80E+04  | 4.19E+04  |
| F19| 7.22E+02  | 5.30E+04  | 1.08E+04  | 1.25E+04  |
| F20| 3.38E+01  | 3.24E+02  | 1.38E+02  | 7.63E+01  |
| F21| 2.40E+02  | 3.10E+02  | 2.66E+02  | 1.39E+01  |
| F22| 1.00E+02  | 1.05E+02  | 1.01E+02  | 1.39E+00  |
| F23| 3.80E+02  | 4.47E+02  | 4.12E+02  | 1.87E+01  |
| F24| 4.58E+02  | 5.59E+02  | 4.95E+02  | 1.93E+01  |
| F25| 3.83E+02  | 3.87E+02  | 3.87E+02  | 9.24E-01  |
| F26| 2.00E+02  | 2.18E+03  | 1.56E+03  | 4.34E+02  |
| F27| 4.74E+02  | 5.35E+02  | 5.08E+02  | 1.32E+01  |
| F28| 3.00E+02  | 4.89E+02  | 3.36E+02  | 5.73E+01  |
| F29| 4.53E+02  | 7.64E+02  | 5.43E+02  | 6.56E+01  |
| F30| 9.13E+03  | 4.10E+04  | 2.39E+04  | 7.94E+03  |
|     | Best       | Worst     | Mean       | Std       |
|-----|------------|-----------|------------|-----------|
| F1  | 2.17E+03   | 3.37E+04  | 8.94E+03   | 7.07E+03  |
| F3  | 7.90E-03   | 1.69E-02  | 1.23E-02   | 1.78E-03  |
| F4  | 2.85E+01   | 2.24E+02  | 1.26E+02   | 4.68E+01  |
| F5  | 7.66E+01   | 2.41E+02  | 1.47E+02   | 3.03E+01  |
| F6  | 2.74E-02   | 1.21E+00  | 2.06E-01   | 2.29E-01  |
| F7  | 1.28E+02   | 3.04E+02  | 2.04E+02   | 3.82E+01  |
| F8  | 9.55E+01   | 2.06E+02  | 1.40E+02   | 2.36E+01  |
| F9  | 1.91E+00   | 6.05E+02  | 8.46E+01   | 1.22E+02  |
| F10 | 3.09E+03   | 6.44E+03  | 4.58E+03   | 7.28E+02  |
| F11 | 8.22E+01   | 3.04E+02  | 1.68E+02   | 4.69E+01  |
| F12 | 2.31E+05   | 8.72E+06  | 3.14E+06   | 1.83E+06  |
| F13 | 2.04E+04   | 1.38E+05  | 6.03E+04   | 2.48E+04  |
| F14 | 4.80E+02   | 4.61E+04  | 1.49E+04   | 1.32E+04  |
| F15 | 5.34E+03   | 6.01E+04  | 2.68E+04   | 1.25E+04  |
| F16 | 5.10E+02   | 1.70E+03  | 1.03E+03   | 2.87E+02  |
| F17 | 4.29E+02   | 1.22E+03  | 7.36E+02   | 2.04E+02  |
| F18 | 3.23E+04   | 3.41E+05  | 1.32E+05   | 7.04E+04  |
| F19 | 1.13E+03   | 4.18E+04  | 1.63E+04   | 1.32E+04  |
| F20 | 1.58E+02   | 8.96E+02  | 4.82E+02   | 1.93E+02  |
| F21 | 2.91E+02   | 4.19E+02  | 3.42E+02   | 2.92E+01  |
| F22 | 1.00E+02   | 6.64E+03  | 2.41E+03   | 2.59E+03  |
| F23 | 4.82E+02   | 6.27E+02  | 5.62E+02   | 2.86E+01  |
| F24 | 5.78E+02   | 7.10E+02  | 6.50E+02   | 3.12E+01  |
| F25 | 4.60E+02   | 5.78E+02  | 5.09E+02   | 3.44E+01  |
| F26 | 2.08E+03   | 3.77E+03  | 2.72E+03   | 3.46E+02  |
| F27 | 5.08E+02   | 7.77E+02  | 5.65E+02   | 4.09E+01  |
| F28 | 4.59E+02   | 5.10E+02  | 4.67E+02   | 1.63E+01  |
| F29 | 3.96E+02   | 1.18E+03  | 7.40E+02   | 1.97E+02  |
| F30 | 8.96E+05   | 1.94E+06  | 1.41E+06   | 2.57E+05  |
| (w,t,l) | F1 mean | F1 std | F2 mean | F2 std | F3 mean | F3 std | F4 mean | F4 std | F5 mean | F5 std | F6 mean | F6 std | F7 mean | F7 std | F8 mean | F8 std | F9 mean | F9 std | F10 mean | F10 std | F11 mean | F11 std | F12 mean | F12 std | F13 mean | F13 std | F14 mean | F14 std | F15 mean | F15 std | F16 mean | F16 std | F17 mean | F17 std | F18 mean | F18 std | F19 mean | F19 std | F20 mean | F20 std | F21 mean | F21 std | F22 mean | F22 std | F23 mean | F23 std | F24 mean | F24 std | F25 mean | F25 std | F26 mean | F26 std | F27 mean | F27 std | F28 mean | F28 std | F29 mean | F29 std | F30 mean | F30 std |
|------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
Table 7: Parameter analysis
(With the case $\alpha = 3, I_{\min} = 6$ and $I_{\max} = 15$)

| $I_{\min}$ | $I_{\max}$ | $\sigma$ | Win | Tie | Loss |
|------------|------------|----------|-----|-----|------|
| 6          | 15         | 1.5      | 0   | 1   | 28   |
| 6          | 15         | 5        | 2   | 13  | 14   |
| 1          | 10         | 3        | 2   | 21  | 6    |
| 16         | 25         | 3        | 6   | 21  | 2    |
| 6          | 25         | 3        | 0   | 21  | 8    |

result indicates the exploitation task is done much better in YI than in dYYPO. However, YI does not outperform dYYPO in F1 Bent Cigar function, where the narrow ridge of local minimum exists; this might be due to the multi-strategy of splitting in dYYPO, enabling it performs better search along the ridge. In the multi-modal functions F4 to F10, YI outperformed both dYYPO and CV1.0 in most cases. It demonstrated the competitiveness of YI in escaping different types of local minimums. Especially in F9 Lévy Function, where a huge number of local minimum presents, Yi can achieve two orders of magnitude better in error. YI is highly competitive with DE, except for the function where the ridge or the large area of plateau exist, like F1 Bent Cigar function, F4 Rosenbrock function, F6 Schaffer’s Function and F9 Levy function. Also, YI outperforms both PSO and SA in most of the functions.

- **Hybrid function**: The hybrid functions are complicated functions involving different basic functions for different subcomponents of the variable. The efficacy of search in these functions highly depends on the searching strategy. YI and dYYPO share many similarities in the strategy design, while CV1.0 is in a completely different realm. We expect the performance of YI and dYYPO are mostly consistent. Although YI still performs better in many cases comparing to dYYPO and CV1.0, it does not significantly outperform dYYPO in any of the hybrid functions. In F13, F15, F19, dYYPO and DE is better than YI significantly. In these three hybrid functions, the F1 Bent Cigar function is involved; this could result in the weak performance of YI.

- **Composition functions**: YI performs consistently better in the composition function than DE, PSO, dYYPO and CV1.0, in which sub-
functions properties are merged. SA is competitive with YI in handling composition function, as SA optimizes to a global minimum by decreasing temperature repeatedly, which is advantageous in handling composite function in which the different functions are at different energy scales. Even without sharing algorithmic features with SA, YI performs decently in handling composition functions. This proves the YI algorithm can handle complicated function landscape very well to search the global minimum.

- **Dimensionality**: When we compare the performance of YI with dYYPO in different dimensions, we find YI performs better in the higher dimensions. In 10D, YI is only slightly better than dYYPO in terms of smaller mean errors among all 29 functions. The advantage becomes more and more obvious when coming to 50D. This could be due to the Yi algorithm the complicated landscape in high dimensions.

- **Time complexity**: As shown in Table 2, similar to dYYPO, the time complexity of YI does not increase significantly with the dimensionality. This is beneficial when we perform searches in high dimensions. Especially the real-time problem today is complicated and often requires to search in high dimensional function space.

- **Hyper parameters**: We have tested different choices of hyper-parameters $\sigma$, $I_{\text{min}}$ and $I_{\text{max}}$. As listed in the Table 7, the decay rate $\sigma$ has a great influence on the optimization result. In the searching process, either decaying too fast ($\sigma = 5$) or too slow ($\sigma = 1.5$) deteriorates the performance of YI. We also find that the performance of YI is not very sensitive to the change in $I_{\text{max}}$ and $I_{\text{min}}$, which control the number of intervals and the archive time of each interval in the run.

5. Conclusions

The paper proposed a novel non-population-based algorithm for metaheuristics optimization by drawing inspiration from the Yi Jing. Instead of using the Yin-Yang pair in YYPO, the concept of YI is incorporated into Lévy flight for enhanced exploration and exploitation while maintaining a trade-off between both of them. The proposed method also inherits the concept of simplicity from the Yi Jing, which provides the advantage of low time
complexity. This allows YI to be used in the high-dimensional optimization problems.

According to the experimental results, our proposed methods demonstrated superior performance against DE, PSO, SA, CV1.0 and dYYPO on CEC 2017 benchmark that contains numerous types of challenging functions. The competitive results suggested that the proposed method achieved a good balance between exploration and exploitation. Comparing to the selected algorithms, YI is better at escaping local minima and handling complicated function landscapes in most cases. In the ridge type of function landscape like Bent Cigar function, YI performs relatively weak. This could be improved if we include other types of searching strategies, like the directional Lévy flight as in dYYPO. Moreover, the Yi-point does not limit to the use Lévy flight updating strategy. We can also adapt other strategies, like the Cauchy function, as long as being able to balance between the exploration and the exploitation task.

While this work starts a new chapter for the Yi Jing inspired optimizer, the work can be extended in numerous ways. The extension of YI from single-objective optimization to multi-objective or many objective optimizations deserves research attention [33]. The concept of improved control over the exploration and exploitation in YI using the dynamical achieving and the Yi point can fuse with other algorithms, including the population base algorithms (e.g. PSO, GA) to generate an even more competitive optimizer.
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