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Abstract

In this paper we study inexact dumped Newton method implemented in a distributed environment. We start with an original DiSCO algorithm [Communication-Efficient Distributed Optimization of Self-Concordant Empirical Loss, Yuchen Zhang and Lin Xiao, 2015]. We will show that this algorithm may not scale well and propose an algorithmic modifications which will lead to less communications, better load-balancing and more efficient computation. We perform numerical experiments with a regularized empirical loss minimization instance described by a 273GB dataset.

1. Introduction

As the size of the datasets becomes larger and larger, distributed optimization methods for machine learning have become increasingly important (Bertsekas & Tsitsiklis, 1989; Dekel et al., 2012; Shamir & Srebro, 2014). Existing methods often require a large amount of communication between computing nodes (Yang, 2013; Jaggi et al., 2014; Ma et al., 2015b; Yang et al., 2013), which is typically several magnitudes slower than reading data from their own memory (Marecek et al., 2014). Thus, distributed machine learning suffers from the communication bottleneck on real world applications.

In this paper we focus on the regularized empirical risk minimization problem. Suppose we have \( n \) data samples \( \{x_i, y_i\}_{i=1}^{n} \), where each \( x_i \in \mathbb{R}^d \) (i.e. we have \( d \) features), \( y_i \in \mathbb{R} \). We will denote by \( X \) the data matrix, i.e. \( X := [x_1, ..., x_n] \in \mathbb{R}^{d \times n} \). The optimization problem is to minimize the regularized empirical loss

\[
 f(w) := \frac{1}{n} \sum_{i=1}^{n} \phi_i(w, x_i) + \frac{\lambda}{2} \|w\|_2^2, \tag{P}
\]

where the first part is the data fitting term, \( \phi : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R} \) is \( L \)-smooth loss function which typically depends on \( y_i \). The second part of objective function (P) is \( \ell_2 \) regularizer (\( \lambda > 0 \)) which helps to prevent over-fitting of the data.

There has been an enormous interest in large-scale machine learning problems and many parallel (Bradley et al., 2011; Recht et al., 2011) or distributed algorithms have been proposed (Agarwal & Duchi, 2011; Takáč et al., 2015; Richtárik & Takáč, 2013; Shamir et al., 2013; Lee & Roth, 2015).

From algorithmic point of view some researches try to minimize (P) directly including SGD (Shalev-Shwartz et al., 2011), SVRG and S2GD (Johnson & Zhang, 2013; Nitanda, 2014; Konečný et al., 2014) and SAG/SAGA (Schmidt et al., 2013; Defazio et al., 2014; Roux et al., 2012). On the other side, one very popular approach is to solve its dual formulation (Hsieh et al., 2008) which has been successfully done in multicore or distributed settings (Takáč et al., 2013; Jaggi et al., 2014; Ma et al., 2015b; Takáč et al., 2015; Qu et al., 2015; Csiba et al., 2015; Zhang & Xiao, 2015). The dual problem of (P) has following form:

\[
 \max_{\alpha \in \mathbb{R}^n} D(\alpha) := -\frac{1}{n} \sum_{i=1}^{n} \phi_i^*(-\alpha_i) - \frac{\lambda}{2} \frac{1}{\lambda n} \|X\alpha\|_2^2, \quad (D)
\]

\( \phi_i^* \) is a convex conjugate function of \( \phi_i \).

The Challenge In Distributed Computing. We can identify few challenges when we deal with high-performance distributed environment.

1. Load-Balancing. Assume that we have \( m \) computational nodes available use. In order to have an algorithm, which is scalable, the algorithm should make each node equally busy. Amdahl’s law (Rodgers, 1985) implies that if the parallel/distributed algorithm runs e.g. 75% of the time only on one of the nodes (usually the master node), then the possible speed-up of the algorithm is bounded by \( \frac{1}{0.75 + 0.25/\sqrt{m}} \) and

\footnote{Function \( \phi \) is \( L \)-smooth, if \( \nabla \phi(\cdot) \) is \( L \)-Lipschitz continuous.}
is shown on Figure 1 and is asymptotically bounded by $4/3 \approx 1.333$.

Hence, any algorithm which is targeted for a very large scale problems has to be design in such a way, that the sequential portion of the algorithm is negligible.

In this paper we modify the design of promising DiSCO algorithm (Zhang & Xiao, 2015). We completely redesign the algorithm (partitioning of the data, preconditioning, communication patterns) to get a new algorithm which

1. has very good scaling (the serial computation is almost negligible),
2. balances work-load equally between nodes (all the nodes are working all the time, no real job for master node),
3. has much smaller amount of data set over the network than in the original DiSCO algorithm.

1.1. Related Work

As stressed in the previous section, one of the main bottlenecks in distributed computing is communication. This challenge was handled by many researchers differently. In the ideal case, one would like to never communicate or maybe communicate only once at the end to form a result. However, such a procedure which could communicate only max once and would be able to give arbitrary good solutions (when no node can have access to all the data) is more fantasy than reality.

Hence, to somehow ”synchronize” work on different computing nodes, researchers use various standard technique from optimization. Few of them based their algorithms on ADMM type methods (Boyd et al., 2011; Deng & Yin, 2012), another used block-coordinate type algorithms (Lee & Roth, 2015; Yang, 2013; Jaggi et al., 2014; Ma et al., 2015b), where they solved on each node some local sub-problems which together formed an upper-bound on the optimization problem. The balancing of computation and communication was achieved by varying the accuracy of the solutions of the local sub-problems, which turns out to be more efficient than some earlier approaches (Takáč et al., 2013; 2015).

Let us now give an overview of existing approaches to solve problem (P) in distributed setting:

1. **SGD-based Algorithms.** For the empirical loss minimization problems of interest here, stochastic subgradient descent (SGD) based methods are well-established. Several distributed variants of SGD have been proposed, many of which build on the idea of a parameter server (Niu et al., 2011; Liu et al., 2014; Duchi et al., 2013). The downside of this approach, even when carefully implemented, is that the amount of required communication is equal to the amount of data read locally (e.g., mini-batch SGD with a batch size of 1 per worker). These variants are in practice not competitive with the Newton-type methods considered here, which allow more local updates per communication round.

2. **ADMM.** An alternative approach to distributed optimization is to use the alternating direction method of multipliers (ADMM), as used for distributed SVM training in, e.g., (Forero et al., 2010). This uses a penalty parameter balancing between the equality constraint and the optimization objective (Boyd et al., 2011). However, the known convergence rates for ADMM are weaker than the more problem-tailored methods mentioned previously, and the choice of the penalty parameter is often unclear.

3. **DANE Algorithm.**

The DANE (Distributed Approximate Newton) algorithm (Shamir et al., 2013) is applicable to solve problems (P) with any smooth loss functions, which generally requires two rounds of communication in each iteration. In $k$-th iteration, the first round of communication is used to compute the gradient $f'(w_k)$ by a ReduceAll operation on a $\mathbb{R}^d$ vector. Then each machine solves the local problem

$$w_i = \arg \min_w \left\{ f_i(w) - \nabla f_i(w_k) - \eta \nabla f(w_k) \right\} + \frac{\mu}{2} \| w - w_k \|^2,$$

and takes the second round of communication to compute $w_{k+1}$ by another ReduceAll operation. The pa-
1. Preconditioning is solved in closed form and efficiently. The PCG methods need to solve the preconditioned system of linear equations. In general, solving the linear system exactly is very expensive due to the dimension of the problem, especially when $d$ is large even infeasible. Therefore, in DiSCO algorithm (Zhang & Xiao, 2015) authors suggested to use an iterative method to solve it. They suggested to use SAG/SAGA algorithm which has a linear rate of convergence. However, the SAG/SAGA algorithm is run only on master node, while all other workers are being idle, and unfortunately, the time to solve the preconditioned system is not at all negligible. In our experiments, we observed that for same dataset the percentage of time spent in solving PCG was more then 50% which implies poor scaling of the DiSCO algorithm.

To overcome that issue, we propose a new preconditioning matrix $P$, which can be viewed as an approximated or stochastic Hessian. By exploring the structure of the new preconditioning matrix $P$, the linear system can be solved much more efficient (actually, exactly) by Woodbury Formula. Because, the matrix $P$ is constructed only based on $\tau \ll n$ samples, the time needed to solve the preconditioning system is negligible. By applying this approach, we proposed a variant of DiSCO algorithm called DiSCO-S. Our practical experiments in Section 5 not only confirms that this preconditioning is superior to the preconditioning suggested in original DiSCO algorithm, but also demonstrate that a very small $\tau$ would give a good performance.

1.2. Contributions

In this section we summarize the main contributions of this paper (not in order of significance).

1. Preconditioning is solved in closed form and efficiently. The PCG methods need to solve the preconditioned system of linear equations. In general, the iteration complexity of DANE is $O\left(\frac{1}{\tau} \log \frac{1}{\tau}\right)$, if the loss function in (P) is quadratic loss. However, current analysis does not guarantee that DANE has the same convergence rate on non-quadratic functions.

4. CoCoA+ Algorithm. The CoCoA+ (Communication Efficient Primal-Dual Coordinate Ascent Framework) (Jaggi et al., 2014; Ma et al., 2015a; a) allows each machine to solve the subproblem which can be regarded as a variant of dual problem of (P). It allows additive combination of local updates to the global parameters at each iteration, and requires only one round of communication per iteration. Also, the trade-off between communication and local computation can be controlled freely based on the problem and the system hardware. CoCoA+ uses only first order information, and the primal-dual convergence rate has been proven for both smooth and general convex (L-Lipschitz) loss functions (Ma et al., 2015a). The iteration complexity of smooth loss functions is $O\left(\frac{1}{\tau} \log \frac{1}{\tau}\right)$.

5. DiSCO Algorithm. The DiSCO algorithm is a Newton type method, where in each iteration the step is solved inexactly using Preconditioned Conjugate Gradient (PCG) method. It, however, requires the step to be computed to some good accuracy. Number of iterations of PCG depends on many factors, including the data partitioning, the quality of pre-conditioner and of course, the requested desired accuracy. Number of PCG steps also changes from iteration to iteration as the local geometry of the problem changes. Compared with other methods discussed above, few parameters need to be tuned for optimizing the performance in DiSCO.

2. Assumptions

We assume that the loss function $\phi_i$ is convex and self-concordant (Zhang & Xiao, 2015):

**Assumption 1.** For all $i \in [n] := \{1, 2, \ldots, n\}$ the convex function $\phi$ is self-concordant with parameter $M$ i.e. the following inequality holds:

$$ |u^T (f''(w)[u])u| \leq M(u^T f''(w)u)^{\frac{3}{2}} $$

(2)

for any $u \in \mathbb{R}^d$ and $w \in \text{dom}(f)$, where $f''(w)[u] := \lim_{t \to 0} \frac{1}{t} (f''(w + tu) - f''(w))$.  

Table 1 lists some examples of loss functions which satisfy the Assumption 1 with corresponding constant $M$. 

---

**Table 1. Examples of Loss Functions**

| Loss Function | Assumption 1 Satisfied? |
|---------------|-------------------------|
| Quadratic     | Yes                     |
| Log-Square    | Yes                     |
| Huber         | Yes                     |
| Logistic      | Yes                     |

---

**References**

- Ma et al., 2015b
- Zhang & Xiao, 2015
- Jaggi et al., 2014
- CoCoA+ (Communication Efficient Primal-Dual Coordination Ascent Framework)
Also, we assume that the function $f$ is both $L$-smooth and $\lambda$-strongly convex.

**Assumption 2.** The function $f : \mathbb{R}^d \rightarrow \mathbb{R}$ is trice continuously differentiable, and there exist constants $L \geq \lambda > 0$ such that

$$\lambda I \preceq f''(w) \preceq LI, \quad \forall w \in \mathbb{R}^d,$$

(3)

where $f''(w)$ denotes the Hessian of $f$ at $w$, and $I$ is the $d \times d$ identity matrix.

### 3. Algorithm

We assume that we have $m$ machines (computing nodes) available which can communicate between each other over the network. We assume that the space needed to store the data matrix $X$ exceeds the memory of every single node. Thus we have to split the data (matrix $X$) over the $m$ nodes.

The natural question is: How to split the data into $m$ parts? There are many possible ways, but two obvious ones:

1. split the data matrix $X$ by rows (i.e. create $m$ blocks by rows); Because rows of $X$ corresponds to features, we will denote the algorithm which is using this type of partitioning as **DiSCO-F**;
2. split the data matrix $X$ by columns; Let us note that columns of $X$ corresponds to samples we will denote the algorithm which is using this type of partitioning as **DiSCO-S**;

**Algorithm 1** High-level DiSCO algorithm

1: **Input:** parameters $\rho, \mu \geq 0$, number of iterations $K$
2: Initializing $w_0$.
3: for $k = 0, 1, 2, \ldots, K$ do
4: Option 1: Given $w_k$, run DiSCO-S PCG Algorithm 2, get $v_k$ and $\delta_k$
5: Option 2: Given $w_k$, run DiSCO-F PCG Algorithm 3, get $v_k$ and $\delta_k$
6: Update $w_{k+1} = w_k - \frac{1}{1 + \tau v_k}$
7: end for
8: **Output:** $w_{K+1}$

Notice that the DiSCO-S is exactly the same as DiSCO proposed and analyzed in (Zhang & Xiao, 2015). In each iteration of Algorithm 1, we need to compute an inexact Newton step $v_k$ such that $\|f''(w_k)v_k - \nabla f'(w_k)\|_2 \leq \epsilon_k$, which is an approximate solution to the Newton system $f''(w_k)v_k = \nabla f(w_k)$. The discussion about how to choose $\epsilon_k$ and $K$ and a convergence guarantees for Algorithm 1 can be found in (Zhang & Xiao, 2015). And the main convergence result still applies here: If Algorithm 2 or 3 is run starting with $w^0$ then after

$$T \sim \mathcal{O}\left((f(w^0) - f(w^*) + \log(1/\epsilon))\sqrt{1 + 2\mu/\lambda}\right)$$

communication rounds (iterations) the algorithm will produce a solution $\hat{w}$ satisfying $f(\hat{w}) - f(w^*) < \epsilon$.

The main goal of this work is to analyze the algorithmic modifications to DiSCO-S when the partitioning type is changed. It will turn out that partitioning on features (DiSCO-F) can lead to an algorithm which uses less communications (depending on the relations between $d$ and $n$) (see Section 5).

**DiSCO-S Algorithm.** If the dataset is partitioned by samples, such that $j$-th node will only store $X_j = [x_{j,1}, \ldots, x_{j,n_j}] \in \mathbb{R}^{d \times n_j}$, which is a part of $X$, then each machine can evaluate a local empirical loss function

$$f_j(w) := \frac{1}{n_j} \sum_{i=1}^{n_j} \phi(w, x_{j,i}) + \frac{\lambda}{2} \|w\|^2_2.$$ (4)

Because $\{X_j\}$ is a partition of $X$ we have $\sum_{j=1}^{m} n_j = n$, our goal now becomes to minimize the function $f(w) = \frac{1}{m} \sum_{h=1}^{m} f_j(w)$. Let $H$ denote the Hessian $f''(w_k)$. For simplicity in this section we present it only for square loss (and hence in this case $f''(w_k)$ is constant – independent on $w_k$), however, it naturally extends to any smooth loss.

In Algorithm 2, each machine will use its local data to compute the local gradient and local Hessian and then aggregate them together. We also have to choose one machine as the master, which computes all the vector operations of PCG loops (Preconditioned Conjugate Gradient), i.e., step 5-9 in Algorithm 2.

The preconditioning matrix for PCG is defined only on master node and consists of the local Hessian approximated by a subset of data available on master node with size $\tau$, i.e.

$$P = \frac{1}{\tau} \sum_{j=1}^{\tau} \phi''(w, x_{1,j}) + \mu I,$$ (5)

where $\mu$ is a small regularization parameter. Algorithm 2 presents the distributed PCG method for solving the linear system

$$Hv_k = \nabla f(w_k).$$ (6)

Notice that in Algorithm 2, there is another linear system

$$s = P^{-1}r$$ (7)
Table 2. Communication efficiency of several distributed algorithms when the regularization parameter $\lambda \sim 1/\sqrt{n}$ (common seen in machine learning), we can simplify and compare the complexity for the three algorithms. CoCoA+ use more round of communication to reach $\epsilon$ accuracy since it is a first order method. DANE and DiSCO are Newton-type methods, which tend to use less communications.

| Algorithm     | Quadratic Loss | Logistic Loss |
|---------------|---------------|--------------|
| DANE          | $m \log(1/\epsilon)$ | $(mn)^{1/2} \log(1/\epsilon)$ |
| CoCoA+        | $n \log(1/\epsilon)$ | $n \log(1/\epsilon)$ |
| DiSCO         | $m^{1/4} \log(1/\epsilon)$ | $m^{3/4}d^{1/4} + m^{1/4}d^{1/4} \log(1/\epsilon)$ |

Algorithm 3 Distributed DiSCO-F: PCG algorithm – data partitioned by features

| step | action | notes |
|------|--------|------|
| 1.   | $w_k \in \mathbb{R}^d$, and $\mu \geq 0$. | |
| 2.   | $P$ be computed as (5). $v_0 = 0$, $s_0 = (P^{-1}r_0, r_0 = \nabla f(w_k), u_0 = s_0$. | |
| 3.   | $t = 0, 1, 2, \ldots$ do | |
| 4.   | Compute $H u_t$ | communication (Broadcast $u_t \in \mathbb{R}^d$ and reduceAll $f''(w_k)u_t \in \mathbb{R}^d$) |
| 5.   | Compute $\alpha_t = \left(\langle r_t, Hu_t \rangle \right)$ | |
| 6.   | Update $v_{t+1} = v_t + \alpha_t u_t$, $Hv_{t+1} = Hv_t + \alpha_t Hu_t$, $r_{t+1} = r_t - \alpha_t Hu_t$. | |
| 7.   | Update $P^s(t+1) = r_{t+1}$. | |
| 8.   | Compute $\beta_t = \left(\langle r_{t+1}, s_{t+1} \rangle \right)$ | |
| 9.   | Update $u_{t+1} = s_{t+1} + \beta_t u_t$. | |
| 10.  | \textbf{while} $\|r_{t+1}\|_2 \leq \epsilon_k$ \textbf{do} | |
| 11.  | $v_{k+1} = v_{t+1}$, $\delta_k = \sqrt{v_{t+1}^T Hv_{t+1} + \alpha_t v_{t+1}^T Hu_{t+1}}$ | |
| 12.  | $v_k \in [a_1^{[1]}, \ldots, a_n^{[m]}]$, $\delta_k = [\delta_1^{[1]}, \ldots, \delta_n^{[m]}]$ | |
| 13.  | \textbf{Return}: $v_{k+1}$, $\delta_k$ | communication (ReduceAll an $\mathbb{R}^{d \times n}$ vector) |

Algorithm 2 Distributed DiSCO-S: PCG algorithm – data partitioned by samples

| step | action | notes |
|------|--------|------|
| 1.   | $w_k \in \mathbb{R}^d$, and $\mu \geq 0$. | |
| 2.   | $P$ be computed as (5). $v_0 = 0$, $s_0 = (P^{-1}r_0, r_0 = \nabla f(w_k), u_0 = s_0$. | |
| 3.   | $t = 0, 1, 2, \ldots$ do | |
| 4.   | Compute $H u_t$ | communication (Broadcast $u_t \in \mathbb{R}^d$ and reduceAll $f''(w_k)u_t \in \mathbb{R}^d$) |
| 5.   | Compute $\alpha_t = \left(\langle r_t, Hu_t \rangle \right)$ | |
| 6.   | Update $v_{t+1} = v_t + \alpha_t u_t$, $Hv_{t+1} = Hv_t + \alpha_t Hu_t$, $r_{t+1} = r_t - \alpha_t Hu_t$. | |
| 7.   | Update $P^s(t+1) = r_{t+1}$. | |
| 8.   | Compute $\beta_t = \left(\langle r_{t+1}, s_{t+1} \rangle \right)$ | |
| 9.   | Update $u_{t+1} = s_{t+1} + \beta_t u_t$. | |
| 10.  | \textbf{while} $\|r_{t+1}\|_2 \leq \epsilon_k$ \textbf{do} | |
| 11.  | $v_{k+1} = v_{t+1}$, $\delta_k = \sqrt{v_{t+1}^T Hv_{t+1} + \alpha_t v_{t+1}^T Hu_{t+1}}$ | |
| 12.  | $v_k \in [a_1^{[1]}, \ldots, a_n^{[m]}]$, $\delta_k = [\delta_1^{[1]}, \ldots, \delta_n^{[m]}]$ | |
| 13.  | \textbf{Return}: $v_{k+1}$, $\delta_k$ | communication (ReduceAll an $\mathbb{R}^{d \times n}$ vector) |

DiSCO-F Algorithm. If the dataset is partitioned by features, then $j$-th machine will store $X_j = [a_1^{[j]}, \ldots, a_n^{[j]}] \in \mathbb{R}^{d_j \times n}$, which contains all the samples, but only with a subset of features. Also, each machine will only store $w_k^{[j]} \in \mathbb{R}^{d_j}$ and thus only be responsible for the computation and updates of $\mathbb{R}^{d_j}$ vectors. By doing so, we only need one ReduceAll on a vector of length $n$, in addition to two ReduceAll on scalars number.
In each iteration of Algorithms 2 and 3, we need to solve a linear system in the form of $P s = r$, where $P \in \mathbb{R}^{d \times d}$ in Algorithm 2 and $P \in \mathbb{R}^{d_i \times d_i}$ for $i = 1, 2, ..., m$ in Algorithm 3, which is usually very expensive. To solve it more efficiently, we can apply Woodbury Formula (Press et al., 2007).

Notice that if we use $P$ defined in (5), $P$ can be considered as $\tau$ rank-1 updates on a diagonal matrix. For example, if $\phi(\cdot)$ is Quadratic Loss, then

$$P = D + \frac{1}{\tau} \sum_{i=1}^{\tau} x_i x_i^T.$$  \hspace{1cm} (8)

If $\phi(\cdot)$ is Logistic Loss, then

$$P = D + \frac{1}{\tau} \sum_{i=1}^{\tau} \frac{\exp(-w_k^T x_i)}{(\exp(-w_k^T x_i) + 1)^2} x_i x_i^T.$$  \hspace{1cm} (9)

In both cases, $D$ is the diagonal matrix with $D_{ii} = \lambda + \mu$ for $i = 1, \ldots, m$. Then we can follow the procedure to get the solution $s$.

**Algorithm 4** Woodbury Formula to solve $Ps = r$

1: Compute $z_i = \frac{1}{\lambda + \mu} x_i$ for $i = 1, \ldots, \tau$
2: Let $Z = [z_1, \ldots, z_\tau]$, $X = [x_1, \ldots, x_\tau]$
3: Compute $y = \frac{1}{\lambda + \mu} r$
4: Solve the linear system $(I + X^T Z)v = X^T y$
5: Return: $s = y - X v$

Notes that $v \in \mathbb{R}^\tau$ and $\tau \ll d$ (in our experiments, $\tau = 100$ usually works very well), step 4 can be done efficiently by any solver. In Section 5.3, we compare the effect of setting different values for $\tau$.

**5. Numerical Experiments**

We present experiments on several large real-world datasets distributed across multiple machines, running on an Amazon EC2 cluster with 4 instances. We show that DiSCO-F with a small $\tau$ converges to the optimal solution faster in terms of total rounds of communications compared to original DiSCO, DANE and CoCoA+ in most cases. Also, for the dataset with $d > n$, DiSCO-F will also dominate others in elapsed time. In Section 5.3, we compare the effects of preconditioning matrices with different values for $\tau$. 

**Table 4**. Comparison of communication between different algorithms.

| Algorithm | $2 \times \mathbb{R}^d$ | $1 \times \mathbb{R}^n$, $2 \times \mathbb{R}^d$ | $2 \times \mathbb{R}^d$ | $1 \times \mathbb{R}^d$ |
|----------|------------------|------------------|------------------|------------------|
| DiSCO-S  |                  |                  |                  |                  |
| DiSCO-F  |                  |                  |                  |                  |
| DANE     |                  |                  |                  |                  |
| CoCoA+   |                  |                  |                  |                  |
5.1. Implementation Details

We implement DiSCO and all other algorithms for comparison in C++, and run them in Amazon cluster using four m3.large EC2 instances. We apply all methods on applying Quadratic loss and Logistic loss in (P). A summary of the datasets used is shown in Table 5.

5.2. Comparison of different algorithms

We compare the DiSCO-S, DiSCO-F, DiSCO, DANE and CoCOA+ directly using two datasets (new20 and rcv1.test) across two loss functions, where λ is fixed to be 1e−4. In DiSCO-S and DiSCO-F, we set τ = 100. In DiSCO and DANE, we apply Stochastic Average Gradient(SAG) (Schmidt et al., 2013) to solve linear system $P_s = r$ and subproblem (1), respectively. Also, μ was set as 1e−2 for both of them. In CoCoA+, SDCA was used as the solver for subproblems.

In Figure 3, we plot how the norm of the gradient of objective decreases with respect to the total number of communication and the elapsed time. In all the cases, DiSCO-F uses only half of the rounds of communications compared with DiSCO-S. Also, DiSCO-S often uses similar rounds of communications with the original DiSCO, which demonstrates the advantage of using preconditioning matrix based on only a small subset of the samples. Finally, DANE and CoCoA+ will decrease the norm of gradient very fast at the first few iterations, but the decreasing become much weaker as the iterations continue.

For the news20 ($d \gg n$) and splice-site.test ($d \sim n$) dataset, the DiSCO-F converges to the optimal solution with fewer iterations than all the other methods. The elapsed time for DiSCO-F is only 10% of DiSCO-S in the news20 case, due to the smaller size of the vector that needs to be communicated.

However, for the rcv1.test dataset ($d < n$), even though DiSCO-F uses less number of communications, it tends to take longer time to reach an expected tolerance than DiSCO-S and CoCoA+. This is because the longer vectors ($\mathbb{R}^d$) that DiSCO-F needs to communicate in each CG iteration, compared with them in DiSCO-S and CoCoA+ ($\mathbb{R}^d$).

5.3. Impact of the Parameter τ

In this section, we compare the performance of DiSCO-F algorithm of setting different τ. If we apply methods described in Section 4, the parameter τ would determine how well the preconditioning matrix $P$ can approximate the true Hessian $H$. In a extreme case, if we only use one machine and τ = n, then $\|P - H\|_2 = 0$ and each iteration of Algorithm 1 will only use 1 iteration of CG algorithm. However, too large τ will cause computation in Algorithm 4 quite expensive, thus resulting in long elapsed time. In our experiment, τ = 500 is even not acceptable, in terms of elapsed time.

As shown in Figure 4, the larger τ we use, the less total number of communications the algorithm takes to reach optimality. However, τ = 100 always leads to shorter time in both of these two datasets.

5.4. How Many Samples to Compute Hessian?

Notice that in step 4 of Algorithm 2 and 3, the product of the Hessian matrix and a vector need to be computed. In this section, We would like to try reducing the size of samples to compute Hessian. By doing so, we have to give up the current guaranteed complexity, since now the Hessian will be approximated. However, less elapsed time is expected if we choose proper size of samples. Due to the lack of theoretical analysis on this attempt, we only list the observation from the experiments.

| Dataset          | $n$     | $d$     | size(GB) |
|------------------|---------|---------|----------|
| rcv1.test        | 677,399 | 47,236  | 1.21     |
| news20           | 19,996  | 1,355,191 | 0.13    |
| splice-site.test | 4,627,840 | 11,725,480 | 273.4   |
For each iteration of Algorithm 1, we choose a subset of samples uniformly randomly to get the approximated Hessian. We try to choose subsets of samples whose sizes range from 100% to 6.25% of the entire dataset, as shown in Figure 5. For news20 dataset, such attempt will bring no benefits. The more samples we use, the less round of communications and elapsed time the algorithm spends to reach optimality. But for rcv1.test dataset, the elapsed time decreases as we reduce the number of samples to compute Hessian, which illustrates that using only a small portion of samples will be helpful to get enough information of Hessian in each iteration.

The reason of this result might be for the dataset with a rather large number of features (news20), ignoring some samples will result in lots of relationship between features missed. For the dataset with rather small number of features (rcv1), the Hessian can be approximated well by only a small subset of data.
6. Conclusion

In conclusion, based on the DiSCO algorithm (Zhang & Xiao, 2015), we study inexact dumped Newton method implemented in a distributed way. We found that by partitioning the dataset by features, the number of communications can be reduced and the computation in each machine becomes more balanced. Also, we shrink the size of samples to generate the preconditioning matrix, which greatly improves the efficiency of solving the linear system in CG. Our experimental results show significant speedups over previous methods, including the original DiSCO algorithm as well as other state-of-the-art methods.
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