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Abstract

Technological progress increasingly envisions the use of robots interacting with people in everyday life. Human-robot collaboration (HRC) is the approach that explores the interaction between a human and a robot, during the completion of a common objective, at the cognitive and physical level. In HRC works, a cognitive model is typically built, which collects inputs from the environment and from the user, elaborates and translates these into information that can be used by the robot itself. Machine learning is a recent approach to build the cognitive model and behavioural block, with high potential in HRC. Consequently, this paper proposes a thorough literature review of the use of machine learning techniques in the context of human-robot collaboration. 45 key papers were selected and analysed, and a clustering of works based on the type of collaborative tasks, evaluation metrics and cognitive variables modelled is proposed. Then, a deep analysis on different families of machine learning algorithms and their properties, along with the sensing modalities used, is carried out. Among the observations, it is outlined the importance of the machine learning algorithms to incorporate time dependencies. The salient features of these works are then cross-analysed to show trends in HRC and give guidelines for future works, comparing them with other aspects of HRC not appeared in the review.

Highlights

- Machine learning is progressively assuming an important role in human-robot collaboration.
- Categorizations of human-robot collaboration experiments based on the type of tasks, evaluation metrics, cognitive variables, machine learning techniques and sensing modalities are proposed.
- It is crucial to make machine learning algorithms sensitive to time dependencies.
- The use of composite machine learning models for cognitive systems, among which deep reinforcement learning, should be encouraged.
- Use of different architectures than robotic manipulators, digital twin and non-dyadic interactions, are potential research paths to explore.
1. Introduction

Robots are progressively occupying a relevant place in everyday life [1]. Technological progress increasingly envisions the use of robots interacting with people in numerous application domains such as flexible manufacturing scenarios, assistive robotics, social companions. Therefore, human-robot interaction studies are crucial for the proper deployment of robots at a closer contact with humans. Among the possible declinations of this sector of robotics research, human-robot collaboration (HRC) is the branch that explores the interaction between a human and a robot acting like a team in reaching a common goal [2]. Majority of works of this kind focus on such a team collaboratively working on an actual physical task, at the cognitive and physical level. In these HRC works, a cognitive model (or cognitive architecture) is typically built, which collects inputs from the environment and from the user, elaborates and translates them into information that can be used by the robot itself. The robot will use this model to tune its own behaviour, to increase the joint performance with the user.

Studies in HRC specifically explore the feasibility of use of robotic platforms at a very close proximity with the user for joint tasks. This sector mainly depicts the use of robotic manipulators that share the same workspace and jointly work at the realisation of a piece of manufacturing. Such application of robotics is called cobotics and robots that can safely serve this purpose gain the denomination of collaborative robots or CoBots (from this point on, they will be referred as "cobots" in this work) [1].

The objective of cobots is the increase of the performance of the manufacturing process, both in terms of productivity yield and of relieving the user from the burden of the task, either physically or cognitively [3]. Besides, there are also other sectors that could benefit from the use of collaborative robots. Indeed, HRC has started to be considered in surgical scenarios [4]. In these, robotic manipulators are foreseen helping surgeons, by passing tools [5] or by assisting them in the execution of an actual surgical procedure [6].

Such an interest for this sector of robotics research has led to the publications of hundreds of works on HRC [7]. Consequently, recent attempts to regularise and standardise the knowledge about this topic, through reviews and surveys, have already been pursued. As mentioned, in Matheson et al. [3], a pool of works about the use of human-robot collaborations in manufacturing applications was analysed. They highlight the distinction between works that considered an industrial robot and a cobot [1]. The main difference between these is that the design of a cobot and its cognitive architecture makes it more suitable to be at closer reach with humans than the industrial one.
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Secondly, in Ogenyi et al. [8] a survey about human-robot collaboration was pursued, providing a classification looking at aspects related to the collaborative strategies, learning methods, sensors and actuators. However, they specifically focused on physical human-robot collaboration, without taking the cognitive aspect of such interaction into account.

Interestingly, instead of addressing the robotic side of the interaction, Hiatt et al. [9] focused on the human one. They proposed an attempt of standardization of the human modelling in human-robot collaboration, both from a mental and computational point of view. Chandrasekaran et al. [10] produced an overview of human-robot collaboration which concentrated on the sectors of applications themselves. Finally, more recently, Mukherjee et al. [11] provided a thorough review about the design of learning strategies in HRC.

To the best of our knowledge, there is no previous attempt of producing a review with a special focus on the contributions of machine learning (ML) to such a sector. Machine learning is a promising field of computer science that trains systems, by means of algorithms and learning methods, to recognise and classifies instances of data never experienced by the system before. This description is explanatory of how much ML can empower the sector of human-robot collaboration, by embedding itself in the behavioural block of the robotic system [1, 8]. Therefore, this paper provides a thorough review on the use of machine learning techniques in human-robot collaboration research. For a more comprehensive understanding of the use of ML in HRC, this review also analyses the types of experiment carried out in this sector of robotics, proposing a categorization which is independent from the applications which motivated the works. Furthermore, the review also addresses other aspects related to the experimental design of HRC, by looking at the sensing used and variables modelled through the use of machine learning algorithms.

The paper is structured as follows. Section 2 provides a full breakdown of the methodology used to perform the publication database research. Section 3 describes the types of interaction surveyed and the evaluation metrics reported. Section 4 enlists the variables used to model the environment. Section 5 gives deeper insights about the machine learning algorithms employed in HRC. Section 6 briefly discusses the sensing modalities exploited. Then, Section 7 carries out further analysis on the extracted features, providing suggestions on designing HRC systems with machine learning, and mentions other potential HRC domains, not appeared in the review process, where machine learning could contribute to. Finally, Section 8 sums up the main observations resulting from the review.

2. Research methodology and selection criteria

The research was performed in January 2021, using the following publication databases: IEEE Xplore, ISI Web of Knowledge and Scopus. The ensuing combination of keywords was used: (“human-robot collaborat*” OR “human-robot cooperat*” OR “collaborative robot*” OR “cobot*” OR “hrc”) AND “learning”. This ensemble was chosen to make sure to cover most of the terms used to address a human-robot collaboration research, without, at the same time, being too selective on the type of machine learning algorithm used. This set of keywords was searched in the title, abstract and keywords records of the journal articles and conference proceedings written in English, from 2015 to 2020.
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Inputting this set of search parameters returned a total of 389 results from ISI Web of Knowledge (191 articles, 198 proceedings), 178 from IEEE Xplore (48 articles, 130 proceedings) and 486 from Scopus (206 articles and 280 proceedings). These three sets were unified and their duplicates were removed, leading from an initial set of 1053 papers to a combined set of 627 works. The first round of selection was performed by looking at the presence of keywords related to machine learning and human-robot collaboration in the title or in the abstract, through scanning of the selected papers. Furthermore, the publications which focused on the topic, but did not report an actual experimental study were discarded. This process shrank the combined set to a second group of 226 papers. At this point, a second round of selection was performed according to the following criterion. This set of papers was analysed to identify the presence of the following elements in the papers:

1. use of any machine learning algorithm as part of the behavioural block of a robotic system;
2. joint presence of a human and a robot in a real physical experimental validation;
3. physical interaction between user and robot in the experimental procedure, through direct contact or mediated through an object;
4. final tangible joint goal to achieve in the experiment;
5. actual behavioural change of the robot during the experiment, upon extraction of a new piece of information through the use of the machine learning algorithm.

Regarding point 3, an important exception involves collaborative assembly works (see section 3). Works of this kind were included, although the exchange of mechanical power is minimal. However, most of times this was due to the experiment being purposely approximated in this aspect. Indeed, these works focus more on the cognitive aspect of the interaction between a human and a robot, with no physical interface present, to properly look at the cognitive aspect of the problems. But, as these experimental validations can include physical interaction, it was decided to include the related papers, too. The application of these selection criteria allowed us to achieve a final set of 45 papers (3 in 2015, 3 in 2016, 4 in 2017, 12 in 2018, 7 in 2019 and 16 in 2020), whose main elements are reported in Table 1. The whole research and selection methodologies are summarised in Figure 1 and all the papers, along with all the extracted aspects, are reported in Table 1.

Figures 2, 3, 4, 5 and 6 show the trends of the features of the paper reported in this review. In these, the total number of instances are different from the papers' because some works show more than one instance of the same feature (see Table 1).
Figure 1: Process of paper selection performed in this review.
### Table 1: Features extracted from the final set of papers

The presence of a “+” in an entry means that the elements are part of a unique framework, while a “,” denotes multiple ones. For the “ML method” column, the legend is: ANN=Artificial Neural Network, CNN=Convolutional Neural Network, Fuzzy=Fuzzy systems, DQN=Deep Q Network, GMM=Gaussian Mixture Model, HMM=Hidden Markov Model, MLP=Multi-Layer Perceptron, DNS=Dynamic Neural System, RL=Reinforcement Learning, RNN=Recurrent Neural Network, LSTM=Long Short Term Memory, VAE=Variational Autoencoder. Besides, for the same column, the numbers refer to which category they belong: A=Reinforcement learning, B=Supervised learning, C=Unsupervised learning. For the “Cognitive ability” column, the legend is: 1=Human effort, 2=Human intention, 3=Human motion, 4=Object of interest, 5=Robot actuation, 6=Robot decision making, 7=Task recognition. For the “Result” column, the legend is: R1=Accuracy of movement, R2=Robustness, R3=Proof of concept, R4=High-level performance increase, R5=Reduction of human workload. For the “Robotic platform” column, the number in brackets highlight the number of degrees of freedom of the robotic platform used.

| Authors | ML technique | Cognitive ability | Sensing | Interaction task | Robotic platform | Human role | Robot role | Key result |
|---------|--------------|-------------------|---------|------------------|------------------|------------|------------|------------|
| [12]    | CNN          | Position of object of interest | Vision | Object handling | Custom          | The human positions the tool | The robot actsuates itself changing orientation of flexible tip | System was 60% accurate in adjusting properly according to the object of interest (R1) |
| [13]    | Interactive RL (A) | Decision making (6) | Vision | Collaborative assembly | Universal Robots UR 10 (6) | The user has its own part in the process, but can also actively alter the decisional process of the robot | The robot observes the scene, understands the assembly process and chooses action to perform | The system is able to handle deviations during action execution (R2) |
| [14]    | SAR-SOP (A) | Human trust (2) | Vision | Object handling | Robotic Baxter (7) | The human either stays put or prevents the robot from executing an action, if not trusting it | The robot clears tables from objects | The RL model matches human trust to robot’s manipulation capabilities (R3) |
| [15]    | CNN (B) | Human intention (2) | Muscular activity | Object handling | Robot Rethink Robotics Baxter (7) | The human jointly lifts an object with the robot and moves it to a different position | The robot detects the human intention and follows its movement, keeping the object balanced | The robot is successful in the task execution (R3) |
| [16]    | ANN (B) | Human motion (3) | Adometry | Collaborative manufacturing | Robot Rethink Robotics Baxter (7) | The human holds one end of the saw and tracks its movement by recognising parameters | The robot holds the other end of the saw and releases different objects in different ways | The devised system shows smoother performance than the comparison approach (R4) |
| [17]    | GMM (C) | Position of object of interest | Acceleration | Object handling | Custom | The human positions the end effector of the robot with a certain pose and holds the robot in place | The robot detects its own end effector and adjusts it with its distal DoFs | Robot performs positioning with lower contact forces on target than the ones performed by human (R5) |
| [18]    | Density-matching RL (A) | Decision making (6) | Vision | Object handling | Robot Manipulator-X (7) | The human goes to grab the object held by the robot, but decides to change way to grab it at a certain point in the interaction | The robot recognizes change in user’s motions and determines its actions accordingly | The robot recognizes change in user’s motions and changes its actions accordingly (R3) |
| [19]    | RL (A)+Bayes (B) | Decision making (6) | Collaborative assembly | Vision | Gambit (6) | The human goes at an object and goes to fetch it | The robot understands the intention and goes to reach the same object jointly with the human; if it is not confident about the action to perform, it can request help to the human | The interaction with the human improved the robot performance (R3) |
| [20]    | DNS (B) | Task recognition | Vision | Collaborative assembly | Rethink Robotics Sawyer (7) | The robot builds a system of coloured pipes jointly with executing a complimentary action; it also gives suggestions to the user about next steps it should perform | The robot builds a system of coloured pipes jointly with executing a complimentary action; it also gives suggestions to the user about next steps it should perform | The model is able to adapt to unexpected scenarios (R2) |
| [21]    | Q-learning (A) | Decision making (6) | Vision | Universal | Universal Robots UR5 (6) | The human jointly lifts an object with the robot and moves it repeatedly from point A to point B | The robot detects the human intention and follows its movement, keeping the object with a certain orientation | After some episodes, the robot is able to learn the path performed by the human and follow it properly (R3) |
| [22]    | Q-learning (A) | Decision making (6) | Vision | Object handling | Willow Garage PR2 (7) | The human holds one end of a plank and moves jointly with the human to prevent the ball from falling | The robot holds the other end of the plank and moves jointly with the human to prevent the ball from falling | The measured force of interactions are lowered thanks to the learning process (R5) |
| Authors | ML technique | Cognitive ability | Sensing | Interaction task | Robotic platform | Human role | Robot role | Key result |
|---------|-------------|------------------|---------|-----------------|-----------------|-----------|-----------|------------|
| [23]    | VAE (C)+    | Decision making  | Vision  | Collaborative assembly | ABB YuMi (7) | The human packages an object | The robot understands the actions performed by the human and plan its choices to assist in the assembly | The algorithm outperforms supervised classifiers (R4) |
| [24]    | HMM (B)     | Task recognition | Vision  | Collaborative assembly | Rethink Robotics Baxter (7) | The human assembles a chair | The robot predicts the next step of the assembly and assists the human accordingly | Robot prediction capability matches human one (R3) |
| [25]    | GMM (C)+    | Robot motion     | Vision  | Object handling  | IIT COMAN (4) | The human hands over an object to an object under different conditions | The robot manipulator moves to reach the object | The robot performs the task respecting every constraint applied to it (R4) |
| [26]    | ANN (B)     | Control variables | Accelerometry | Object handling | KUKA LWR (7) | The human lifts an object by one end | The robot grasps the object by the other end and helps the human lifting | The joint force exerted on the human was noticeably reduced (R5) |
| [27]    | LSTM (B)+   | Ground reaction force | Accelerometry | Object handling | FRANKA EMika Panda (7) | The human drags the object held by the robot | The robot detects the intention of the human and follows the trajectory forced by the dragging of the object | Interaction forces are noticeably reduced (R5) |
| [28]    | LSTM (B)+   | Human intention  | Accelerometry | Object handling | Willow Garage PR2 (7) | The human touches pads of certain colour | The robot has to touch different pads than the human, avoiding undesired collisions with it | 94.6% of the trials were successful (R3) |
| [29]    | GMM (C)     | Human motion     | Vision  | Collaborative assembly | KUKA LWR (7) | The human passes an object to the robot, from one end of the table | The robot, from the opposite end of the table, recognizes what type of object is being passed, and receives it accordingly | The system demonstrated high accuracy in recognizing the tool from human observation (R4) |
| [30]    | GMM (C)     | Human motion     | Vision  | Object handling  | Rethink Robotics Baxter (7) | The human is located at an end of a table and holds its hand to receive an object | The robot on human’s adjacent side picks an object from human’s opposite end of the table and hands the object to the human | Robot’s positioning error lower than the one registered with standardized methods (R1) |
| [31]    | Interaction | Human motion     | Vision  | Object handling  | KUKA LWR (7) | The human looks at the human hand, understands the desired object and hands it over to another | The robot assists the human in performing the task under the setup conditions and adapts itself according to the obtained information | Decision risk lowered thanks to devised approach (R2) |
| [32]    | Interaction | Human motion     | Vision  | Collaborative assembly | Softbank Nao (7) | The human hits some objects with a known sequence | The robot recognizes the sequence and replicates it, the last part of the sequence must be done collaboratively | The robot was able to fulfill the task under the setup conditions (R3) |
| [33]    | VAE (C)+    | Goal image       | Vision  | Object handling  | Tokyo Robotics Torobo (6) | The human needs to move objects from a place to another | The robot looks at the human hand, understands the desired object and hands it over the human | The proposed framework allowed the robot to infer the human goal state and adapt to situational changes (R2) |
| [34]    | RNN (B)     | Goal target      | Vision  | Collaborative assembly | ABB IRB (6) | The robot recognizes the type of user and adjusts itself according to the information | The system proves to be more efficient than a person tiling the robot what actions to perform (R3) |
| [35]    | Inverse RL (A) | Human type of worker | Vision | Collaborative manufacturing | KUKA LWR (7) | The human has to polish two sides of an object held by the robot | The robot orients the surfaces to maximize certain parameters of interest | The system was able to reduce muscle fatigue of human (R5) |
| [36]    | Gaussian Process Regression (B) | Human muscular activity | Accelerometry | Object handling | KUKA LWR iiva 14 820 (7) | The robot assists the lifting of an object, recognizing the type of assistance required | The overall muscular activity of the human is reduced (R5) |
| Authors | ML technique | Cognitive ability | Sensing | Interaction task | Robotic platform | Human role | Robot role | Key result |
|---------|--------------|-------------------|---------|-----------------|-----------------|------------|------------|------------|
| [38]    | Model-based RL (A) + MLP (B) | Control variables (5) | Accelerometry | Object handling | KUKA LWR iwa 14 820 (7) | The human has to lift an object | The robot assists the lifting of an object | The robot fulfills its task, while respecting embedded safety rules (R3) |
| [39]    | GMM (C) | Task recognition (7) | Accelerometry | Object handling | Barrett Technology WAM (7) | The human grabs an object already held by the robot | After offline demonstrations, the robot moves together with the human's hand to the target position | Robot shows higher compliance thanks to the devised solution (R4) |
| [40]    | HMM (C) | Robot motion (5) | Accelerometry | Object handling | Barrett Technology WAM (7) | The human holds an object of interest | After offline demonstrations, the robot pours the liquid from a bottle it is already holding | The system improves reactive and pro-active capabilities of the robot (R4) |
| [41]    | LSTM (B) | Control variables (5) | Accelerometry | Object handling | Haptic Device Touch (3) | The human holds a fork and uses it to collect food | The robot holds a spoon and helps the human scooping the same piece of food | The robot is successful in the task execution (R3) |
| [42]    | Proactive Incremental Learning (B) | | Vision | Object handover | KUKA LWR (7) | The human gestures to the robot for the action and gazes at the object of interest | The robot recognizes the command, grabs the required object and hands it over the human | The devised system has minimized the robot attention demand (R4) |
| [43]    | RL (A) | Decision making (6) | Vision | Collaborative assembly | Rethink Robotics Sawyer (7) | The human moves pieces on a surface according to certain rules | The robot moves other pieces according to human's actions following a shared objective, giving reasons for the actions performed | The users found the robot more engaging because of the motivations given (R3) |
| [44]    | Interactive RL (A) | Decision making (6) | Vision | Collaborative assembly | Barrett Technology WAM (7) | The human has to move blocks from a place to another | The robot jointly moves other pieces at the same time | The robot was successful in the task (R3) |
| [45]    | RL (A) | Decision making (6) | Vision | Collaborative assembly | Universal Robots UR10 (7) | The human has to follow different steps to prepare a meal | The robot has to act concurrently with the human in the preparation; it communicates the steps it is about to perform to the human | The required time for task completion is lower during human-robot collaboration (R4) |
| [46]    | kNN (B) | Human hand pose (3) | Accelerometry | Object handling | KUKA LWR+ Custom (32) | The human has to support an object, while applying a rotation to it | The robot, by looking at the human hand pose, has to provide the required rotation | The devised system lowered biomechanical measurement (R5) |
| [47]    | Clustering (C) + Bayes (B) | Human intention (2) | Vision | Collaborative assembly | Rethink Robotics Sawyer (7) | The human has to align 4 blocks, with a rule unknown to the robot | The robot recognizes human intention and grasps the remaining needed blocks | The robot achieved 80% average accuracy in classifying the sequences being performed (R4) |
| [48]    | GMM (C) + HMM (C) | Human motion (3) | Vision | Collaborative assembly | Universal Robots UR5 (6) | The human has to assemble a tower with blocks | The robot understands human’s motion and acts accordingly to assist during the task | The robot is successful in assisting the human (R3) |
| [49]    | Inverse RL (A) | Robot actions (6) | Accelerometry | Collaborative assembly | Staubli TX2-60 (6) | The human has to put concentric objects on top of each other | The robot receives the inputs and assists the human in the process, by grasping the proper object; there is no specific order for the assembly steps execution | The robot matches most of the times the behaviour expected by the human (R3) |
| Authors | ML technique | Cognitive ability | Sensing | Interaction task | Robotic platform | Human role | Robot role | Key result |
|---------|---------------|-------------------|---------|-----------------|-----------------|------------|------------|------------|
| [50]    | Extreme learning machine (B) | Human intention (2) | Accelerometry | Object handling | Staubli TX2-60 (6) | The human is handing over an object to the robot | The robot understands the intent of the human and acts accordingly | The approach resulted to be higher in accuracy than past works (R4) |
| [51]    | DNS (B) | Decision making (6) | Vision | Object handling | Rethink Robotics Sawyer (7) | The human is assembling a system of pipes | The robot looks at the human, understands the step of the process it is currently at and passes the pipe needed by the human | The devised system improves its efficiency with respect to a standard approach (R4) |
| [52]    | Q-learning (A) | Control variables (5) | Accelerometry | Object handling | FRANKA EMRIA Panda (7) | The human moves the object held by the robot along a 2D surface | The robot keeps holding the object and follows the trajectory | The robot performs better in terms of precision of positioning and time efficiency (R1) |
| [53]    | Q-learning (A) | Control variables (5) | Accelerometry | Object handling | FRANKA EMRIA Panda (7) | The human moves an object held by the robot from a point to another repeatedly; in case of variation, it moves it to a third point | The robot follows the trajectory forced by the human on the object. If it goes to the third point, it plans another trajectory to reach the second point | The robot is successful in the task, as long as the human does not exert high forces on the object (R3) |
| [54]    | LSTM (B) | Human intention (2) | Vision | Collaborative assembly | Universal Robots UR5 (6) | The human is assembling different pieces together | The robot has to predict the intention of the human and assist in it accordingly | The robot achieves the task with lower error in positioning (R1) |
| [55]    | RNN (B) | Human pose (3) | Vision | Object handling | Universal Robots UR5 (6) | The human is working on the assembly of an object | The robot looks at the human, predicts its next pose and, according to that, moves pre-emptively to pick up a screwdriver and pass it to the human | The robot is successful in the task execution (R3) |
| [56]    | DNS (C) | Human intention (2) | Vision+muscular activity+brain activity | Object handling | Barrett technology WAM (7) | The human is assembling a chair | The robot, positioned at the side of the human, predicts the human’s intention and hands over the related tool | Optimal settings for best system performance were identified (R4) |
3. Human-robot collaboration tasks

This review aims to provide insights about the use of machine learning in human-robot collaboration studies. Therefore, the interaction tasks investigated in the selected papers, together with the main research validations that were pursued, are reported and analysed in this section. All these works make use of a robotic manipulator as cobot and envisions the presence of a single user in the experimental validation. If the robotic architecture is a more complex robot, only its manipulation capabilities were exploited [22, 25, 29, 34]. According to the features they share and the level of focus on the cognitive rather than the physical side of interaction, these works were subdivided in different categories (see Figure 2).

3.1. Collaborative tasks

Some works focus on the exploration of the cognitive side of the interaction. One of the most prominent types of cognitive interaction in HRC is the collaborative assembly. In this category, the user has to assemble a more complex object by means of sequential sub-processes. The robot has to assist the user in the completion of them. This matches the definition of collaboration used before (see Section 1): human and robot work on the same task, in the same workspace, at the same time. In the majority of these works, the robot recognizes the step of the sequence the user is currently working at and performs an action to assist the user in the same sub-tasks. For example, in Cuhna et al. [20], the user is assembling a system of pipes; the robot has to understand in which step the user is

Figure 2: Time trends of the collaborative tasks explored in HRC (15 collaborative assemblies, 11 object handovers, 17 object handling and 3 collaborative manufacturing works).
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currently at and grab the pipe related to that step of the assembly. Munzer et al. [32] have the robot help the user assembling a box, through the understanding of what it is doing. In other cases, instead, the robot predicts the next step of the assembly process and prepare the scenario for the user to perform it later. In Grigore et al. [24], the robot predicts the trajectory the human will perform while seeking assistance from the robot, and executes an action accordingly. In other cases, the robot can also perform an action on the object of interest to conclude the process started by the user. In Vinanzi et al. [47], the user is building a shape by means of blocks and the robot, thanks to the information it gathers, finishes the construction with the remaining blocks.

Another categorization in which the cognitive aspect of the interaction still carries most of the focus is object handover. Here, works focus on a specific part of the interaction, without considering a more complex task in the experimental design. In these experiments, user and robot exchange an item. Most of times, the robot hands it over to the user. It is important for the robot, in this case, to understand the user’s intentions and expectations in the reception of the object. In Shukla et al. [42], the robot needs to understand the object desired by the users among the available ones and hand it over. In different terms, Choi et al. [18] design the robot to adjust to a change in the intentions of the user, while receiving the object. Conversely, there are cases in which the user hands the object over to the robot [25, 31].

Another family of works delves more into the physical side of the human-robot collaboration. In these, information collected from the environment is used to extract simpler high-level information than the previous cases. Besides, the same information is also used to control the actuation of the robot in the physical interaction. In this type of tasks, the exchange of mechanical power with the user is of the utmost importance. Indeed, in these cases, the robot can exert higher forces, according to the task. So, further aspects related to the safety of the interaction come into play.

The most complex interaction task of this family is the collaborative manufacturing. Here, the robot applies permanent physical alterations to an object in collaboration with the human, as part of a manufacturing process. In this case, the exchange of interaction forces between human and robot are crucial. In Nikolaidis et al. [35] and Peternel et al. [36], the robot has a supportive role: it holds the object and orients it, according respectively to the intentions of the user and the parameters of interest to optimize, to assist the user in the polishing task being performed ( [36] considers drilling, too). However, in Chen et al. [15], the robot takes a more active role, applying forces jointly with the user, to hold a saw from one of its ends to cut an object.

In object handling, the most recurrent interaction in this family, the task starts with the robot and the user having already jointly grabbed an object from different sides. Then, they move it together to another point in space, without any of them letting go of it. Of course, it is possible to gather high-level understanding from the collected information. Roveda et al. [37] implemented a robotic system understanding which type of assistance is required by the user in the interaction and performs it accordingly. Similarly, in Sasagawa et al. [41], a robot holds a spoon and, according to what the user does with a fork, they scoop different types of food together, in the related way. However, it is clear how, in this
type of interaction, the physical component is predominant. In most cases, the robot simply follows the movements of the user in the displacement of the object \cite{26, 28, 46}. In more complex versions of this task, the robot, while the object is being displaced, maintains certain constraints about it. For instance, in Ghadirzadeh et al. \cite{22}, the robot needs to maintain a rolling object on top of another one it is holding in the collaboration. Likewise, Wu et al. \cite{52} have the object move only along a set surface. Two object handling works address the problem of fine positioning. In these cases, the user drags the robot’s end effector inside a region of interest. The robot, then, according to the collected information, adjusts its own end-effector, while still being held by the user, to perform the exact position and orientation of it required by the task \cite{12, 17}.

Looking at Figure 2, the evolution through time of the amount of works in the depicted categories of collaborative tasks is reported. It is possible to appreciate that collaborative assembly experiments have a constantly increasing trend. This is evidence that robotic scientists are starting to consider more complex tasks, where the interplay between decisions of the user and the robot becomes crucial. Robots are starting to shift from being tools that have to follow user’s movements to proper collaborative entities in the scene. Of course, works related to simpler interactions from a cognitive point of view, that is object handling and object handover, are not decreasing in their amount. Besides, a steep increase of object handling works from 2019 and 2020 was registered. Collaborative manufacturing works are still at early stages, being particularly specific categories of tasks, but their number is increasing, as well.

3.2. Metrics of collaborative tasks

In a research study, a goal is pursued through an experimental validation. According to the case, the result can vary in its nature. However, it is possible to come up with a categorization for them, as well (see Figure 3).

The first reported set of results are referred to the precision of movement of the robot. Here, the good quality of the works was assessed by measuring the accuracy of the movement performed by the robot during the interaction. For the type of objectives being pursued in these papers, such quantity is very crucial. In most cases, they measure the positioning of the robot’s end effector at the end of the movement, usually when it interacts with the object of interest or the user, like in object handling or object handover, respectively \cite{12, 30}. In another case, as the study was related to object handling, the movement throughout the interaction was measured \cite{52}.

In another set of works, robustness is the main goal of interest. In general terms, this is the capability of robot to handle the collaboration in case something unpredictable occurs. This can happen when steps of a process or ways of interacting are expected, instead. In Cuhna et al. \cite{20}, one piece of the pipes needed for the assembly was purposely removed to evaluate how the robot could handle such unexpected scenario. However, it is also possible that the situation is built so that the robot has not any prior knowledge about the sequence of the steps to be executed \cite{34}. In that case, every action performed by the user is an unexpected scenario the robot needs to address.
Figure 3: Time trends of the metrics employed in the experimental validations (5 related to precision, 4 to robustness, 17 to proof of concept, 13 to performance improvement and 7 to reduction of physical workload).

A third of the analysed works can be considered as a proof of concept of the designed system. In this sense, for the validation of the result, no quantitative measurements of the performance are provided. Indeed, main objective of these papers is to demonstrate that the devised systems can work in a way that is considered useful to the people who interact with the robot. Consequently, if they provide measurements about the outcome of the works, they are of a qualitative kind, about the perception users had about the robot improving the work performance. For example, Chen et al. [14] conclude that most of times the user can put the required trust on the robot performing the task alongside it. In Luo et al. [29], the robot met the expectations of the user about task completion.

In more than a dozen of cases in the set of selected papers, a proof of better performances of the illustrated system is provided by means of comparison with a base case. The latter can be interpreted in multiple ways. For instance, improvement can be demonstrated by comparing the accuracy of the proposed ML system with the one achieved by a supervised classifier [23, 47]. Conversely, in Zhou et al. [56], different configurations of the same system were tested to highlight the one with best performances.

Finally, another subset of papers aimed at reducing the human physical workload during task completion. A common aspect between these papers is the use of biomechanical variables that were minimised using the robotic system, to validate the efficacy of the proposed solution [27]. Another portion of them also looks at the reduction of the interaction forces between robot and user [17, 22].

Regarding the metrics (see Figure 3), it is highlighted that majority of these works still present qualitative results, as proof of concept of the devised cognitive system in HRC by means of machine learning techniques. However, it is interesting to witness that this kind of
results was slightly surpassed by the ones given in terms of system performance improvement with respect to a given baseline. The other categories of result are more specific, so as a consequence, their number is lower. However, their number is increasing, but not to the same extent of works with proof of concept or performance improvement as result.

4. Robot’s cognitive capabilities

Depending on the interaction being addressed, every study focuses on the design and evaluation of a different cognitive or behavioural capability of the robot. This clearly is the most varied feature of the selected HRC papers. This is strictly related to the researchers’ interpretation of the problem and the solution they produce. In works in which the behavioural block is built through machine learning, an instance of such cognitive capabilities is represented by the outcome itself of these algorithms. In a low level of cognitive reasoning, these can be used as input to control the robot actuation. In more complex cognitive processing, they can be used to select ranges of control inputs for the robot.

An effort was made in this survey to group the investigated cognitive skills into categories, to highlight common aspects. In Figure 4, it is possible to appreciate such a grouping. The specific cognitive variables are reported case by case in the third column of Table 1, along with a number specifying the category they were assigned to.

![Figure 4: Results from the selected set of papers related to the modelled cognitive variables. In Subfigure 4a, for each circular sector, the related category and its occurrence in the selected set of papers are shown. Subfigure 4b shows their time trends. In doing so, the first two categories, the three central ones and the last two were grouped together, according to them being related to aspects of the robot (22 works), the human user (18 works) or the scene (7 works).](image)

Half of the cognitive variables are related to aspects of the robot itself. In most of these cases, they are represented by the robot decision about the next action to perform during the interaction. They are primarily chosen by considering the state of the interaction at the current time and assessing the return achieved by taking an action rather than another one. This statement inherently implies how well this way of modelling the interaction is prone to be tackled through reinforcement learning [21, 42, 43] and graphical models [19, 45] (see July 12, 2022
In an alternative interpretation of this, ranges of interaction levels for the robot, instead of specific actions to perform, are considered [38].

Referring to a lower level of cognitive processing mentioned before, in other cases the machine learning algorithms produced the actual control variables to handle the actuation of the problem. Also in these cases, a modelling of the situation like the one described above is used [52, 53]. In an alternative interpretation, Huang et al. [25] and Rozo et al. [40] designed an intermediate step before the output produced by the machine learning algorithms. Indeed, they used machine learning to model the motion of the robot itself. Based on that, they used their controller to produce the control variables to handle the subsequent steps of the human-robot collaboration.

The other half of the papers model factors related to the other side of human-robot collaboration, that is the human one. The human-related capability with the highest level of information provided are the ones grouped under human intention. This denomination covers a wide range of cognitive capabilities that assume different shades of meaning, according to the case. In many of them, it is interpreted as the intention of the user towards the task ahead. In two works [47, 54], the robot understands the intention of the user about the blocks to grab for the assembly and, based on that, performs the assistive action with the remaining ones needed to complete the task. In a particularly interesting case, instead of the user’s intention, the different styles they would apply in completing the same task are modelled [35]. In another case, instead of considering the attitude of the user towards the task, the one towards the robot performance itself is investigated: Chen et al. [14] design the trust the human puts in the robot, while working together in a table clearing task. So, human trust towards robots clearly is a generally relevant topic not only in human-robot interaction, but also in its specific declination of collaboration.

A different school of thought in modelling human factors focuses on the motions performed by the user during the experiment. This is because they also use this information as an initial starting point for the range of motions available to the robot, which is then fine-tuned by the higher-level information provided by the machine learning algorithms. Most of them analyses human motion in all its aspects [16, 30]. Some of them especially focus on the human skeleton pose [55] or the hand pose [46].

A minority of the works related to the use of human factors focuses on the modelling of the human effort. In general terms, this is defined as the physical fatigue the user undergoes while performing the task during the interaction. These cognitive variables, mostly inherited from human biomechanics, are used as quantities to minimise by the control routine following the machine learning algorithm. In Lorenzini et al. [27], the ground reaction force exerted on the user, along with his/her centre of pressure, are used by the robot to find the optimal way of leveraging the effort during a lifting task. In Peternel et al. [36], through measurement of the muscular activity of the user, the human fatigue is modelled and used as parameter of interest to regulate the collaboration.

Interestingly, a small subset of works in literature controls the human-robot collaboration without modelling parameters from either the human or the robot, but from the scenario itself. However, they constitute a small amount in the plethora of works. This is to be expected: one of the main objectives of human-robot interaction is the understanding of the
mutual perception between a robot and a human. So, this can be more effectively surveyed by modelling the two components of the interplay, rather than focusing on the task itself. However, it is possible to model the interaction in these terms and get valid results in the experimental validation, as well. Some of these works model the position of the object of interest of the collaborative task, as the position of the robot from the object was relevant to the task [12, 17]. Others, instead, recognize from the scene the task that has to be performed by the robot [20, 24, 39]. Two cases built an internal representation of the final goal itself, by looking at the scene [33, 34].

The time trends (see Subfigure 4b) confirm that scene-related variables are used less with respect to the ones modelling human and robot aspects. Furthermore, it is possible to notice a slight predominance of robot-related variables with respect to human ones.

5. Machine learning techniques

This section delves into the ML techniques used in the selected set of papers, to detect their most recurrent trends in HRC. First, it is important to mention that majority of papers uses only one ML model. Only a small amount of the papers designed the behavioural block of their robotic systems by cascading a combination of different ones (see Figure 5). The main reason for this is that human-robot collaborations are extraordinarily complex to model. Therefore, researchers tend to focus on one aspect of the inference from the sensed environment and take the others for granted, thanks to the design of the experimental validation.

![Machine learning techniques](image)

Figure 5: Results from the selected set of papers related to the machine learning algorithms (18 cases of reinforcement learning, 12 of unsupervised learning and 23 of supervised learning). Besides, there have been 1 case of deep learning model in 2018, 3 in 2019 and 8 in 2020. The "Composite" series is related to the works that made use of more than one model as part of the same work (8 cases in total).
Following the most common terminology to subdivide machine learning algorithms [57], ML techniques reported in this review were grouped into three categories: reinforcement learning, unsupervised learning and supervised reinforcement learning. In Figure 5, it is possible to visualise the trends of these groupings over time. Up to 2017, there was no predominance among the categories. In 2018, the number of uses of ML techniques increased. In that year there was a steep increase of supervised learning cases. After a decrease in 2019, they kept increasing in 2020. Reinforcement learning followed a similar trend, but with less cases. Conversely, unsupervised learning algorithms have always been a stable trend, smaller in the amount of cases than the other two categories.

Besides, it is possible to appreciate that there have been few works that made use of a composite ML system. However, an increase was registered in 2020.

5.1. Unsupervised learning

HRC models the dynamics between a human and a robot to achieve a common goal. Due to their complexity, it is not very feasible to design the interaction by following deterministic schemes. Hence, many works make use of probability theory to devise a human-robot collaboration. In ML, probability is often modelled through graphical models. Here, conditional dependencies among the random variables that model the problem are represented through nodes connected one another when a conditional dependence between the variables is assumed. ML models based on probability are often trained through unsupervised learning (UL) algorithms, that make use of unlabelled data in the learning process.

The most recurrent type of UL model is the Gaussian Mixture model (GMM). Here, a preset number of multi-variate Gaussian distributions is fitted into the space of the training dataset during the learning phase, process that is called Gaussian Mixture Regression (GMR). In the related graphical model, the observation is assumed conditionally dependent from the parameters that model the distributions and a latent variable vector that tells to which distribution the data point is likely to belong to. These latent variables are also conditionally dependent from the parameters of the distributions. This ML model is trained in an unsupervised fashion through the Expectation Maximization (EM) algorithm [17]. Then, the ML model classifies a new data point according to the distribution most likely to belong to.

A variation of GMM, the task parameterized GMM (TP-GMM), is particularly useful in the field of robotics [25, 39]. Indeed, it allows to perform GMR considering different frames from which the observations are taken. These are included in the model through task parameters. Such algorithm returns the mixture of Gaussian fitting according to the frame that returns the best performance in the considered task, which is useful for adaptive trajectories in robotic manipulators.

Another ML model commonly trained with an UL algorithm is the Hidden Markov model (HMM). Here, dependence of a random variable from its value at previous timestamp is assumed, so they are able to take time dependence into account. The variables can only be observed through indirect observations (reason why they are called hidden variables), that correspond to a node connected only to the related timestamp being considered. In a HRC scenario, this can be seen as a robot trying to understand user’s intentions by looking...
The structure of a HMM allows to take time dependence into account during the learning phase of the algorithm. This factor is paramount when it comes to HRC. Indeed, most actions, in a general interaction, are influenced by time, or rather said, the sequentiality of the actions taken before the interaction at current time. Hence, it is crucial for a ML algorithm and model to be able to consider it.

A third ML model appeared in the selection is the variational autoencoder (VAE), from the family of deep learning (DL) models. They are models composed by a neural network (for more technical details about a neural network, see Subsection 5.3) with two or more hidden layers, that are capable of mapping very complex nonlinear functions. DL models have become progressively more popular in HRC in the last years (see Figure 5). In VAEs, parameters of a latent multivariate distribution are learnt as output of a DL model. Such output is then used to model the distribution, whose sample is used by a different deep neural network to model a distribution of the original training dataset. This model is trained through minimization of the so-called ELBO bound [34]. These models can also be used to perform classification, although the learning process makes use of no labels. In this case, this way of learning is addressed as self-supervised learning. Because they only learn alternate representations of the inputs, these models cannot take time dependence into account. Indeed, they are rather used as first stage of composite ML system [23, 34]. This style of use can be found for GMM, as well [25, 30, 39, 48], as neither of these two models is able to consider time dependence.

5.2. Reinforcement learning

Markov decision processes (MDP) are another type of graphical model. Here, an agent interacts with an environment under a certain policy and gets a reward an observation about the state of it. This situation is very relatable to HRC applications: the robot is represented by the agent and the collaborative scenario by the environment. These processes can be totally observable [22], partially observable [23] or with mixed observability [35]. Around the model of MDP, a wide plethora of learning algorithms is built, which constitutes the family of reinforcement learning (RL). Main objective, in this case, is the maximization of a cumulative function of the reward over time, that is called the value function. Consequently, this highlights the intrinsic ability of RL algorithm to consider time dependence.

Such result is achieved in these works in different manners. Model-free is the most used family of RL algorithms, simply because they do not require a model of the transition of the environment from a state to the next one, which is hard to design beforehand. Most frequent algorithm of this kind is Q-learning [21, 22, 52, 53]. It is a model-free RL algorithm that updates the value function $Q$ arbitrarily initialised. During the learning phase, its values are then updated with a percentage of the current reward and the highest value depending on the action and possible future states. Most of the works that use Q-learning sticks to...
the traditional formulation. However, others try variations of it. Lu et al. [28], they used Q-learning with eligibility traces and fuzzy logic for their object handling task.

Of course, Q-learning is not the only model-free RL algorithm. Inverse reinforcement learning tackles a problem that is almost opposite to the one addressed by Q-learning. Here, the training phase does not make use of a reward function; instead, it is fed with a history of past concatenated actions and observations, with the idea of coming up with a reward function that motivates them. This approach to a HRC problem is spurred by the fact that most of times it is hard to start the training with a reward function, due to the complexity of the problem. Interestingly, Wang et al. [49] used an inverse RL algorithm, integrating robotic learning from demonstration in the learning phase of the algorithm, when it processes the received history of observations and actions.

With a different strategy, Nikolaidis et al. [35] used interactive RL, in which the agent learns both from observations from the environment and a secondary source, like a teacher or sensor feedback. A similar approach can be found in robotics research, in which people that are expert in a certain field, evaluate the performance of the robot in fulfilling a certain task.

There are also other works which do not consider model-free algorithms, although in a smaller amount. Roveda et al. [38] use a model-based RL algorithm, by modelling the human-robot dynamics by means of a neural network. In [25], a PI$^2$ algorithm is used. Here, the search for an optimal policy is performed by exploring noisy variations of the trajectories generated by the robotic manipulator and updating the task parameters according to the cumulative value of a cost function, that can be seen as the opposite of a reward function.

In composite ML systems, RL uses high-level information provided by other ML models, mostly neural networks trained in a supervised fashion [28, 38] (see Subsection 5.3). A special case of this is called deep reinforcement learning. Here, the DL model outputs the value, given the current state, to map a complex state space into the value space. The DL model is trained jointly with the RL algorithm itself, thus becoming part of it. In [23], they used a deep Q-network to handle the HRC scenario. Although deep RL is promising in the field of robotics, its use is still rare in HRC and therefore encouraged.

5.3. Supervised learning

RL determines a policy for an agent to maximize a cumulative reward through learning by interaction with the environment. Although this approach is really representative of a robot acting in the real world, many researchers still prefer to adopt supervised learning (SL) as a strategy to build a cognitive model.

Here, main difference from RL is the request from the model to produce a label as output, given a certain input. Here, the training is performed with labelled instances of a dataset, while this is not the case with RL. Indeed, in RL the agent learns by interacting with the environment itself, through a trial-and-error process. In supervised learning, instead, the system does not receive a new input that is consequence of its output, because the output does not directly affect the environment, due to it simply being a label. Indeed, when SL is used, the output is then used as a high-level information in further processing to select the behaviour for the robot to perform. This ensemble is simpler to design than RL, because
modelling the environment and the interaction with it is not needed. Besides, in terms of behavioural design, SL gives more freedom to the researcher to develop the actual behaviour of the robot. Conversely, having to work with hard labelling, supervised learning lacks the balance between exploration and exploitation that RL is more suitable to provide, instead, as it does not make use of previously set pairs of inputs and targets. Besides, supervised learning most of times cannot incorporate time dependence.

Models based on probability distributions can be trained in a supervised fashion. Most common example is Naive Bayes classification, in which supervised training through Bayes theorem is performed. Vinanzi et al. [25] made use of it to recognise the human intention during a collaborative assembly. Alternatively, Peternel et al. [36] used Gaussian Process Regression to predict the value of the force during a collaborative manufacturing task. Besides, Grigore et al. [24] trained a HMM, ML model typically trained with unsupervised learning algorithm (see section 5.1), in a supervised way, instead.

However, majority of works involving SL tend to focus on deterministic models. A popular one is artificial neural networks (ANN). These models are composed by feedforward layers of neurons, or perceptrons, units that compute a function of a weighted sum of inputs. The connections between neurons are trained in a supervised way through the backpropagation algorithm [16]. In their simplest version, ANNs are composed by an input layer, a hidden layer and an output layer. Because of this, they are generally not good for taking into account time dependencies, as their memory is really dependent on the dimensionality of the input. However, it is interesting to notice a pattern in the use of ANNs for HRC. Indeed, in the related works, they are used to produce output variables strictly related to the actuation of the platform in the continuous time domain, from a control system point of view [37]. They can, for instance, produce coefficients of a Lagrangian control system [16]. In Lorenzini et al. [27], instead, the output was the variable they tried to minimise in their work to improve the interaction. Furthermore, there is also a tendency to combine MLPs with fuzzy logic [26, 28, 37]. A less standard way to train ANNs was performed by Wang et al. [50]. They employed extreme learning machine, a training modality for ANNs that include neurons that do not need training.

Deep learning models are largely employed in SL for HRC, as well. They make up for almost half of the works related to SL in the selected set of papers. Indeed, the structure of these models allows better separation of the hyperspaces related to the different classes of a ML problem. A class of DL models capable of incorporating time dependence efficiently is the recurrent neural network (RNN). Here, the output is backpropagated in the network as part of the input of the next iteration of the training phase, learning algorithm that is called backpropagation through time. This allows to learn time dependence, as the output of the ML model dependent on the previous input is fed into the current one. Therefore, memory of the first input on is present, even after having processed an ideally infinite number of samples. In Zhang et al. [55], this is used to process sequences of motion frames of the user in the experimental validation. Specifically, they instantiated multiple cascaded RNNs, which is a typical way of using them. In another case, Murata et al. [33] implemented a time-scaled version of an RNN to account for slow and fast dynamics of the collaboration.

A particular category of RNNs is the long short term memory (LSTM) networks. They
differ from standard RNNs for the presence of non-linear elements in their structure. They are well-known to be able to catch long term dependencies [28]. Similarly to RNNs, the use of cascaded LSTMs is also reported [54]. Furthermore, there is a tendency in cascading the LSTM with other ML models that are trained by means of UL or RL. In the first case, they receive a processed information from a model incapable of incorporating time dependencies [34], while in the second one they extract the high-level information, like the user’s intention [28, 38], then used to tune the agent’s observation.

Furthermore, the use of convolutional neural networks (CNN) is also reported in HRC, but in lower amount. They are NNs specifically designed for the processing of raw images, or more generally inputs composed by measurements from multiple sensors. Indeed, an image is a clear example of this, as each one of them associated to a different pixel of an image. In this case, time dependence is more difficult to catch with CNNs. To do so, you need to concatenate multiple images as a unique input; however, the capability of incorporating the dependence is heavily constrained by the dimensionality of the input. Ahmad et al. [12] use a CNN to retrieve the position of the object of interest, caught through a camera. In Chen et al. [15], the electromyography of the user, measured through multiple sensors, is processed by a CNN.

Finally, another subset of works implements the reasoning block of a robotic system by using a dynamic system that simulates a network of actual neurons, also called dynamic neural system (DNS). NNs take inspiration from the way a neuron works to build a ML model that does not truthfully follow its dynamics. But it is possible to build ML models that mimic the firing dynamics of actual neurons very faithfully and that can be used to perform machine learning. Of course, DNS are not ML models per se, so the way they are trained strictly depends on the specific work. However, being time-variant systems, they can incorporate time dependence. DNS are inherited from neuroscience, and the most used in HRC applications is the Amari equation [20, 51].

6. Robot’s sensing modalities

Human-robot collaboration tackles complex interaction problems between a person and a robot in a scenario where a task needs to be jointly completed. Due to these conditions, the environment where the robot is deployed is classified as unstructured. Here, every instance of the interaction differs from each other, by making impossible for this situation to be handled with standardized control methods where strong assumptions on the robot’s workspace must be made. The robot needs to sense the environment to adjust to variations of the interaction, like shifts of the object of interest in the collaborative task or different positions of the user’s hand, to consider when an object must be handed in.

Figure 6 shows that vision is the primary informative channel used in HRC. A main reason for this is that vision allows the system to potentially get information from different elements of the environment at the same time. For instance, Munzer et al. [32] use vision to acquire information related to the robot and the users in the experiments. Indeed, through vision the robot becomes aware of the user’s position in the environment and physical features. Being aware of its physical presence, it can compute position and orientation of the robot’s
end effector according to the specific user. So, the use of vision allows to cover many possible instances of the same interaction.

The second most used sensing modality concerns accelerometry, from either the user [50], the scene [39] or the robot itself [53]. However, with a system capable of only measuring these quantities, stronger assumptions on the experimental setup are needed. For instance, in a case of object handling [26] (see Subsection 3.1), the robotic system will only be aware of the object of interest, and have no perception of its position in the environment. Therefore, during the experimental validation, collision avoidance with surrounding environment will have to be ensured through pre-setting of the condition, as the system would not gain any insight through such sensing for this purpose. Besides, such informative channel can be sensed through the instalment of sensors, that can potentially result in encumbrance in the whole setup. Conversely, by sensing information about movements through time, the system is capable of inferring interaction forces with the user [16, 40, 41]. This allows the robot to acquire a very crucial information to ensure safety in HRC, which is a key aspect for these applications.

On the same line, a minority of works makes use of human muscular activity as an input to the behavioural block of the system. However, it is primarily used jointly with vision [56] or accelerometry [49, 50].

In some cases other sensing modalities were reported. Two cases of a sensor fusion system that uses human speech as a complementary modality to convey information in the robotic system are reported [49, 50]. Moreover, Zhou et al. [56] integrated user’s brain activity in a sensor fusion composed by vision and muscular activity. Similarly to ML algorithms, only a few works make use of sensor fusion [36, 37, 49, 50, 56]. Although their number is not that
high to establish a pattern, it is interesting to point out that all the depicted modalities were combined in an almost equal number of cases, with no recurrent combination.

7. Discussions

Every time dependent chart showed throughout this work (see Figures 2, 3, 5, 6 and Subfigure 4b) register a high increase of the number of papers regarding human-robot collaboration with the use of machine learning in 2018. This has to be attributed to the positioning paper of the International Federation of Robotics on the definition of cobot [1]. This is evidence that human-robot collaboration is taking progressively more importance in robotics research. Deployment of cobots in industrial settings is one of the main features in Industry 4.0 [58]. So, research in this direction is encouraged. Besides, there are few works that make use of ML in the design of the architecture of the collaborative robot system compared to the amount of papers available regarding HRC. Therefore, works with such techniques surely are even more worth to be pursued.

First, after having depicted features of the selected papers individually, more in-depth analysis of them is now carried out, to provide useful guidance for future works in this sector. A cross-analysis between the features themselves was performed. As comparing all possible pairings of them would result in an excessively lengthy dissertation, only the most relevant ones, in terms of results and meaningfulness, are reported. Finally, the last subsection deals with additional aspects related to HRC and gives suggestion for challenges to tackle in future research.

In this section, other works not appeared as result of the selection process (see Section 2) were used in this subsection, to enhance the discussion and give further contextualization to this review.

7.1. Machine learning for the design of collaborative tasks and cognitive variables

In a general perspective, every work in the selection designs the experimental setup envisioning a human and a robot in it. None of them involves more than one subject in the setup at the same time (see Section 3). In human-robot interaction, over 150 works regarding non-dyadic interactions have been produced over the past 15 years [59]. So, considering them in HRC applications is highly encouraged.

Cross-analysing the use of ML techniques with the depicted categorization of collaborative tasks and cognitive variables allows to find interesting and useful correlations, that can be used by researchers as guidelines to design future works in HRC.

Figure 7 provides insight about the use of ML techniques in the depicted categories of collaborative tasks (see Section 3.1). Looking at collaborative assembly, all classes of ML algorithms are used, with a slight majority of RL algorithms. This result is to be expected: because of the design of the ML algorithm itself (see Section 5.2), RL produces the policy itself for the robot to perform, that is convenient for a collaborative assembly task.

In object handling tasks, SL is the most used approach, followed by RL. This result carries an important message in terms of suggested research to pursue. Indeed, despite object handling being a task more related to robotic control, researchers are now employing
ML techniques used to model more complex situations, like collaborative assembly, for this type of tasks, as well. This means that more complex and demanding versions of this task are being explored. Hence, using RL is advised for object handling tasks.

Regarding object handover, UL is predominant. This is because unsupervised learning is very used to model robot trajectories (see Subsection 5.1), which is very important in this type of task. So, these methodologies are suggested for this kind of works. Interestingly, there are very few cases of RL [18, 39]. This is because in object handover the interaction between user and robot is not continuous. Therefore, it is less relevant to employ a model more suited for scenarios where interactions are more time dependent (see Subsection 5.2).

Regarding collaborative manufacturing, there is a prevalence of supervised learning, followed by reinforcement learning, and no use of unsupervised learning. However, the low number of these tasks (see Figure 2) does not allow to be certain of such a trend. However, for this fact itself, this type of application domains for HRC has high potential of discovery, dealing with still pretty untamed scenarios.

To provide a further level of analysis for more detailed guidance on the use of ML in HRC, Figure 8 shows what ML techniques are chosen when modelling cognitive system after certain variables. Regarding the cognitive variables related to the robot, it is possible to appreciate that RL is highly used to model them. This has again to be traced back to the implicit design of RL (see Subsection 5.2). It produces the policy for an agent that collects observations from the environment, which is the ideal setting to model a robotic behaviour [23, 28, 38].

---

Figure 7: Comparison of the machine learning techniques exploited in the different categories of collaborative tasks.
About human-related cognitive variables, the situation varies, according to the specific variable. For human effort, there are too few cases to establish a pattern (see Subfigure 4a). About human intention, there is no predominant methodology employed. Instead, for human motion, UL is the most used type of learning. This is again because UL models are proven to be good at modelling trajectories (see Subsection 5.1).

Regarding variables related to the scene, most of them regard the recognition of the task itself, with only two cases modelling the object of interest [12, 17]. In these cases, SL is the most widely adopted approach, followed by UL. RL is not used, because it is more suitable to model output of the agent itself, rather than the environment (see Subsection 5.2).
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Figure 8: Frequency of occurrence of the ML techniques while modelling specific cognitive variables.

7.2. Results in collaborative tasks

Exploring the classes of results for the selected categories allows to realise the depth of the research that has been reached and have a qualitative idea of the progress achieved so far in each of them (see Figure 9). First, it is important to mention that every paper, when it applies, have measurements of success purposely defined to validate the efficiency of the robotic system itself. These variables are never referred to more general standards. Therefore, basing HRC works results on derivations of standards, like NASA-TLX [60], is suggested.

For collaborative assembly, some works already report results of a more specific kind, mainly about performance improvement and robustness. Anyway, the highest percentage of them still presents proof of concept as result. Research in collaborative assembly still has potential of discovery, although some standardised results are starting to be defined. Noticeably, there is a tendency to go more into robustness, as almost every work with this
type of result belongs to collaborative assembly works. Indeed, in collaborative assembly, it is more crucial for cobots to be able to handle unexpected situations [20].

Figure 9 shows evidence of how much research in object handover tasks has reached a greater maturity. Indeed, almost every result related to this collaborative task deals with performance improvement with respect to a certain baseline condition. Indeed, this type of works, together with object handling tasks, have been going on longer than collaborative assembly [3]. Similarly, in object handling the standard results relate to the reduction of the physical workload of the user during the task. Comparing this result with Figure 8, it is possible to make an interesting observation. The number of works that modelled human effort are much less than the works that have reduction of physical workload as goal. This implies that, interestingly, robotic researchers pursue such result without modelling the human effort directly, but by means of different cognitive variables.

About collaborative manufacturing, the number of works is not enough to work out a pattern (see Figure 2), so more research in this direction should be pursued.

Figure 9: Frequency of occurrence of the categories of results achieved in the depicted collaborative tasks.

7.3. Other perspectives

This paper provides a systematic review of the use of machine learning techniques in human-robot collaboration. A combination of keywords was chosen to produce a set of unbiased results (see Section 2). After this, the results were scanned and further selection criteria were designed to retain an adequate number of papers to perform a review about (see Section 2). In doing so, other unfoldings of HRC and ML were excluded or did not
appear. In this section, we briefly discuss about them and their potential for new research through the involvement of machine learning.

A subsector of ML that did not appear in the selection is transfer learning. Transfer learning makes use of ML algorithms of any kind to have a robotic system learn a certain skill under certain constraints of a ML problem, so that the same training model can be used for a different ML problem [61]. Ability to do so allows a robotic system to be versatile in HRC and be used under different settings than the ones in which it is validated [62]. Some works have recently addressed this problem by means of adversarial machine learning [63]. Mainly related to DL models, core principle is having a ML system that learns the distribution of a dataset. Then, it generates a test set used by another ML system to understand whether a data point comes from the original distribution or the learnt one [64]. Other ML techniques that can be used to perform transfer learning [61], like inverse RL [49] and deep RL [23], appeared in the review, but were not used for such purpose. So, it is suggested to further explore this design paradigm in HRC.

All the works reported in this review depict the use of a cobot in the experimental validation. Such architecture, in these works, is always represented by a low-payload robotic manipulator, from Sawyer [20] and Baxter [16] to UR5 [21] and PR2 [22] and so on [27, 35, 52]. Instead, none of them envisions the use of a high-payload robot, like the COMAU NJ130 [65]. However, these make up for a consistent amount of works in HRC [66]. Indeed, robotics manufacturing was initially developed through the deployment of high-payload robots. They did not appear in the results of this review, because none of them uses ML techniques to develop the related case study [67]. So, research with high-payload robots involving machine learning definitely is something to look into. Another robotic architecture falling in the categorization of HRC is robotic exoskeletons [66]. There are plenty of works with such robotic architectures in HRC, but, similarly to high-payload robots, there are no works that merge advantages of robotic exoskeletons and ML together for HRC applications.

An approach very recently pursued in HRC is the use of digital twin for collaborative assembly, that is the realisation of a real-time digital counterpart that can re-enact the physical properties of the environment [68] and the manufacturing process. Here, collaborative workstations are simulated and the tasks are optimised, considering the presence of the worker in the scenario. A possible use of this approach is the optimization of trajectories of robotic manipulators in assembly lines [69]. Besides, two recent case studies have made use of machine learning techniques in a digital twin approach, namely neural networks [70] and reinforcement learning [71]. This is evidence that researchers have only recently started to consider machine learning in this type of research, making this field very promising.

Kousi et al. [72] also implemented a digital twin approach to optimise collaborative assembly, in which there were robots moving in the scene. Mobile robotics definitely brings much potential for applications in HRC [66]. By being able to move in a factory and being endowed with manipulative capabilities [73], robots could assist the worker in more dynamic tasks, that would not be constrained to only the space of the workstation. However, mobile manipulators seem not to be present jointly used with ML in HRC. If they do, the mobile ability of the robot is not used in the experimental validation (see Section 3). Hence, this other direction of research is suggested to be followed.
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Finally, a great research thread in HRC is represented by safety [74]. Many works are
carried out evaluating feasibility of safe applications of collaborative robotics, but only few of
them makes use of ML in it. For instance, Aivaliotis et al. [75] made use of neural networks
to estimate the torque to increase the speed of the robot in reducing the amount of force
exerted in simulated unexpected collisions between a human and a robot. Enabling safe
collaborations by means of ML techniques is another research worth to pursue [76].

8. Conclusions

In this paper, a systematic review was performed, which led to the selection of 45 papers
to find current trends in human-robot collaboration, with a specific focus on the use of
machine learning techniques.

A classification of different collaborative tasks was proposed, mainly composed by *collabo-
ratative assembly, object handover, object handling* and *collaborative manufacturing*. Alongside
with it, metrics of these tasks were analysed. The cognitive variables modelled in the tasks
were assessed and discussed, at different levels of details.

Machine learning techniques were subdivided in supervised, unsupervised and reinforce-
ment learning, according to the learning algorithm used. The use of composite machine
learning systems is not predominant in literature and it is encouraged, especially regarding
deep reinforcement learning.

Regarding sensing, vision is the most used sensing modality in the selected set of papers,
followed by accelerometry, with few works exploiting user’s muscular activity. A very small
portion of them uses other sensing modalities. Besides, similarly to the results concerning
machine learning, sensor fusion is not much used in human-robot collaboration yet.

Further analysis was carried out, looking for correlations between the represented set
of works’ features. These were used to give guidelines to researchers for the design of fu-
ture works that involve use of machine learning in human-robot collaboration applications.
Among these, it was reported that reinforcement learning is predominantly used to model
cognitive variables related to the robot itself, while unsupervised learning tends to be em-
ployed more in object handover and to model variables related to human motion. Looking
at the types of results in the collaborative tasks, a good amount of them is still proof of con-
cept, although some trends are starting to appear, like robustness for collaborative assembly
and reduction of physical workload for object handling works.

Finally, aspects of human-robot collaboration research that did not fall under the scope
of this review were mentioned, regarding their relationship with machine learning. The use
of different robotic architectures than robotic manipulators, jointly with machine learning
techniques, is suggested. Other domains and approaches that can benefit from machine
learning are safety and use of digital twin for collaborative applications.
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