On agent-based decentralized and integrated scheduling for small-scale manufacturing

Abstract: Small-scale manufacturing often relies on flexible production systems that can cope with frequent changes of products and equipment. Transports are a significant part of the production flow, especially in the domain of large and heavy workpieces that requires explicit planning to avoid unnecessary delays. This contribution takes a detailed look at how to create feasible integrated schedules within a decentralised or even heterarchical architecture and which information the agents have to exchange. These schedules incorporate constraints such as the blocking-constraint. They also consider dynamic setup and operation durations while finding a good-enough solution. The proposed agent-based solution applies to a wide variety of scheduling problems and reveals positive properties in terms of scalability and reconfigurability.

Keywords: integrated scheduling, heterarchical architecture, multi-agent system, detailed transport planning

1 Introduction

The centralized and hierarchical control structures of traditional manufacturing systems are designed for production optimization while assuming a rather static production and product environment. However, frequent changes in customer demand, the trend for individualized production and global competition drive the need for flexibility in manufacturing systems [1]. Making use of decentralized intelligence within products and resources while equipping them with ubiquitous communication technology is one way to deal with the rising complexity within manufacturing systems [2]. This pairing of communication abilities and digital representation of physical objects and functionalities is also known as Industry 4.0 (I4.0) [3]. The new technologies and concepts provide significant potential for change and improvement to manufacturers and their supply chains. Almost every aspect, ranging from product design and supply chain coordination to order management and adaptions within the factory is affected by I4.0 [4]. Especially relevant for the approach of this contribution are the scenarios of the Order-Controlled Production (OCP) and Self-organising Adaptive Logistics (SAL). Ever-increasing pressure to minimize costs and therefore stocks while at the same time speeding up throughput times has forced the logistic industry to undergo significant changes. It evolved from an inventory heavy supplementary function to a provider of intri-
cate logistics processes that are essential for making today’s mass customized production possible. However, this complexity is also prone to disruptions that directly influence production due to the reduction of (safety) stocks. A reliable distribution logistic in this scenario needs agile and autonomous capabilities to provide the necessary robustness [4]. These can, for example, be provided by autonomous vehicles that fulfill the transportation needs within a factory. These vehicles need to negotiate about orders and path rights, autonomously determine their path routes as well as pickup and delivery sites [4]. With ongoing research into autonomous vehicles, this will at some point be also a reality for most if not all logistics processes outside the factory.

But not only can the logistics part be handled autonomously. Looking at the order processing and the coordination of production resources within a factory, there is the need and the potential to apply the outlined concepts of 14.0 as well. Companies can engage in market places where they automatically can buy or sell either missing capabilities or excess capacities and, based on the same (self-)descriptions of orders and capabilities, automatically configure the entire value chain [4]. In such a system there is no constraint on how (be it via email, website or entered manually) or when the orders come in. These orders can be incorporated according to the company’s strategy at any time, if necessary at the moment the order is received. This feature of additional automation is also applicable for factories that do not operate within a fully automated environment, i.e., production and transportation system, as it is often the case for small and mid-sized factories. Many mid-sized factories compete on their flexibility by reconfiguring the layout of the production floor, possible connections between workstations and shapes of production parts according to the current needs. Due to these frequent changes that can also include new product sizes and shapes, a fully automated physical system, e.g., a Flexible Manufacturing System (FMS) with an integrated transportation system, is often dismissed. This is because the FMS’s transportation system is usually quite limited in its range of possible product properties. However, automated production planning and scheduling is still an area of great importance for such factories. This paper tries to provide directions on how a decentralized coordination algorithm can achieve the integrated scheduling of production and transportation resources within dynamic manufacturing environments.

The paper is organized as follows: Section 2 takes a more detailed look into the outlined domain and problem formulation and deducts the requirements for the solution approach. Section 3 analyses the state of the art followed by the description of the coordination process as well as the information exchange in Section 4. The practical application is demonstrated in Section 5 combined with a brief evaluation. Section 6 closes with a summary and outlook.

2 Problem description

As already outlined in Section 1, the layout of the production floor, the shape of products and generally the participants of a system and their properties are prone to change. This is especially relevant for the area of small-scale production or mid-sized factories. Therefore, the scheduling approach must be able to cope with the dynamic composition of the system during runtime as well as with the dynamically changing state of the system due to disruptions on the shop floor. One particularly challenging area of small-scale production with regards to the integration of transportation and production concerns large workpieces such as rotor blades for wind turbines or heavy machinery. For the production of goods with large dimensions, cranes, which are installed above the factory floor, are usually the industry’s first choice for realizing the transportation processes. Operator teams that also provide the necessary handling procedures, i.e., fastening and loosening the workpieces to the crane, usually operate these cranes. These handling procedures often require a significant amount of time. Also, the total operation time can vary significantly, depending on the distances to cover. For these kind of transportation processes, it is especially relevant to mention that they can also be a bottleneck, i.e., influencing possible delivery and pickup dates at machines or workstations and therefore the production process itself [5]. This can be the case due to the general scarcity of resources but also due to failures in coordinating and planning the behaviour of such resources. For example, transport resources can block each other, which can influence the fulfilment of transportation operations considerably. This, as well as the consideration of pickup times, is not exclusively relevant for cranes but also for many other transportation systems like forklifts or Automated Guided Vehicles (AGV), assuming they are not available in an exceedingly high number (i.e., they can be a bottleneck) or can navigate in very large spaces (i.e., not having to consider problems of congestion). Another important aspect of such factories is the so-called “human factor”. This human factor in many cases leads to a divergence from plans that can deteriorate the production flow [6]. One aspect that improves the acceptance of plans for workers is the plan stability. On the one hand, frequent changes to plans might lead to additional processes concerning the deliv-
ery of raw and auxiliary material. On the other hand, it decreases the workers’ trust in and acceptance of the plan itself, which results in more deviations from the plan [7]. Many studies have analysed the drivers of scheduling instability and the impact of possible reactions like schedule freezing [8]. Even though the optimal length of the freezing period is an open research question and object of many studies themselves, it is a common means to freeze at least part of the production schedule to avoid too many disruptions on the factory floor. Furthermore, the scheduling of orders is often a process that does not only take place once for a defined interval with all information included a priori (static scheduling) but rather on-line, meaning that at every moment new orders and resources can enter or leave the system (dynamic scheduling) [9]. It can even be the case that there is more than one active order within the system at the same time, i.e., competing for free slots at machines in parallel. This makes it difficult for traditional, static scheduling algorithms to cope with the dynamic situation. Besides, they often rely on the possibility to arrange all orders according to their criteria or algorithm. If, however, the already scheduled orders are fixed due to considerations of plan stability, many of these techniques are not applicable.

The scheduling problem within flexible factories is commonly known as the standard job shop scheduling problem (JSSP) (see for example [10]). However, the outlined scenario necessitates some differences. Just like in the standard problem there is a set of $k$ jobs (or tasks) $J = \{J_i, \ldots, J_k\}$ that has to be performed on a set of $m$ machines (or resources in general, for example buffers) $M = \{M_1, \ldots, M_m\}$. Each job $J_i$ is composed of a set of sequential production operations $O_{ij}$, $i = 1, \ldots, k$, $j = 1, \ldots, m(i)$, $m(i) \leq m$, where $i$ is the index of the job and $j$ is the index of the step in the overall job. However, in contrast to the standard JSSP, $m(i) \leq m$, i.e., the number of steps is smaller than the number of machines, does not apply here because a job can be processed more than once on a machine. The standard definition of the deterministic processing time $p_{ij}$ of an operation $O_{ij}$ does also not apply because the processing times vary depending on the order size and the machine that the operation is processed on (not identical machines and the operations $O_{ij}$ are not pre-assigned to machines). Sequence-dependent setup times $c_{i-1,j}(i)$ depending on the predecessor operation need to be considered as well.

Furthermore, it is not only the goal to create a feasible schedule for resources that is feasible in a sense that all precedence constraints of $O_{ij}$ are met but also that after each manufacturing operation $O_{ij}$ a transport operation $T_{kl}$ $k = 1, \ldots, m$, $l = 1, \ldots, m$, $k \neq l$ where $k$ indicates the resource that performs operation $O_{lj}$ and $l$ resource $O_{lj+1}$ resp. or a buffer place. The finish date of this transport operation follows the so-called no-wait constraint, which means that $O_{lj+1}$ starts immediately after the finish of $T_{kj}$.

Due to the not negligible amount of time needed for load and unload processes, the transport operation needs to be further detailed so that $T = \{c_{i-1,j}(i), dL, dT, dU\}$ where $dL$ = duration of load process (pickup), $dT$ = duration of transport (depending for example on the distance to cover and the resource’s speed) and $dU$ = duration of unload process. All finish (marked with $f$) and start times (marked with $s$) of these sub-processes connect and must not be interrupted. Note that $s_{O_{lj+1}} \geq f_{dU_{kl}}$ meaning that the start of the next production operation is only possible when the pickup procedure of the preceding job is completed and also $f_{dU_{kl}} = s_{O_{lj+1}}$ meaning that the transport operation starts immediately after the unload process is finished. Note that while $f_{dU_{kl}} = s_{O_{lj+1}}$, it is not $f_{O_{lj}} = s_{dL_{kl}}$ but $f_{O_{lj}} \leq s_{dL_{kl}}$ where $f_{O_{lj}}$ marks the finishing time of operation $O_{lj}$ and $s_{T_{lj+1}}$ is the starting time of operation $T_{lj}$. Thus, a job remains on a production resource (and blocks it) after its operation is finished until it is picked up by a transport resource. The traditional job-shop model assumes infinite intermediate buffers were jobs can be stored. This means that the preparation for operation $O_{lj+1}$ (or even $O_{lj}$ itself provided no setup is necessary and that a part is available) can start right after $O_{lj}$ is finished, or $f_{O_{lj}} = s_{O_{lj+1}}$ where $f_{O_{lj}}$ marks the finishing time of operation $O_{lj}$ and $s_{O_{lj+1}}$ is the starting time of operation $O_{lj+1}$. This does also not apply to our case. The large dimensions of workpieces often hamper the buffering close to machines, which leads to the necessary consideration of the so-called blocking constraint. Mascis & Pacciarelli define the blocking constraint as the forced remainder of a job on a machine until the next (production) machine becomes available [11]. This will be adopted here so that the job remains on a production machine until picked up by a transport resource that delivers it either to a separate buffer place or to the next production machine.

It is also necessary to separate the delivery process of workpiece $A$ to machine $M$ and the pickup process for workpiece $B$ at machine $M$. It is assumed here that the same transportation resource cannot carry out both processes because there is no available space to deliver workpiece $A$ as long as the removal of workpiece $B$ has not been carried out, i.e., no swaps are allowed [11].

The description of the domain and problem indicate that similar variations of this problem can be found in many different factories across different industries. Within these kinds of factories, there can be different control solutions at work, ranging from traditional central Manufac-
turing Execution System (MES) controlled solutions to de-central Cyber-Physical Systems (CPS) into which the solution might need to be integrated. Additional emerging domains where these kind of problems arise are the development of flexible production networks [12] and even the so-called open-source production like for example makerspaces where in both cases there might be no central control entity that supervises the scheduling process. However, most existing approaches are not capable of dealing with scenarios that were not envisaged at design time [1]. When considering such a variety of domains and use cases, a generalizable solution should be decentral or even heterarchical because such an approach can be combined with traditional, centrally control solutions such as an MES, but a central approach is difficult to implement within a decentral architecture. A heterarchical architecture, i.e., an architecture that capsules all necessary functionalities within the participating entities, is also open for later integration within for example a holonic or hierarchical architecture if necessary. This can be easily envisaged in cases where the scheduling problem is part of a larger system that also includes for example (high level) supply chain or (low level) machine control functionalities. In addition, an approach that is based on local and thus incomplete information is usually attributed with a shorter timespan to reach an acceptable solution than an exact method [13]. This is especially relevant because the JSSP is known to be an NP-hard problem [14]. A problem that is NP-hard cannot be optimally solved in acceptable computation time for realistic instances [15]. To be applicable for creating the initial schedule as well as for rescheduling purposes that create ad-hoc solutions after a disruption occurs, Requirement 5 reflects the threshold for reaching a solution during ongoing production. It is assumed that longer waiting times are not tolerated by the operators on the production floor.

Summing up, the following requirements (R) for an integrated coordination algorithm that can solve the stated problems can be derived from the introduction and scenario description:

R1. Consideration of buffer scarcity, especially in the proximity of machines, operation-specific durations as well as sequence or location-dependent setup times

R2. Consideration of interrelations between transport processes and machine availability

R3. Changes for already scheduled orders are not allowed for a general scheduling procedure without considering disruptions

R4. The algorithm needs to solve dynamic and integrated scheduling heterarchically

R5. The algorithm must reach a solution within less than one minute

R6. The algorithm needs to be able to handle dynamically changing environmental conditions

The plans that such an algorithm will create are not optimal. This is a common concession for all heuristics when dealing with the NP-hard problem of manufacturing scheduling [15].

3 State of the art

This section takes a brief look into the definition and properties of on-line and dynamic scheduling problems as well as applicable models to solve the latter. Afterwards, the use of agent-based technologies is explained and the state of the art of agent-based systems within the manufacturing control and scheduling domain is analysed.

3.1 Dispatching and dynamic scheduling

It is important to distinguish between the concept of dispatching (scheduling) and ‘explicit’ scheduling. Dispatching scheduling is a technique that usually relies on a (priority) rule-based selection mechanism that selects jobs from a queue or buffer [10]. The classic term ‘scheduling’, however, mostly refers to the explicit assignment of start and end dates to operations on machines [15] even though scheduling and dispatching can be subsumed under the term of ‘detailed scheduling’ [16]. Scheduling problems differ in the availability of information. Static or deterministic scheduling refers to problems where all information is known a priori whereas on-line or dynamic scheduling refers to situations where part of the information only becomes available at later points in time [15]. This information includes the arrival of jobs as well as the configuration of the system’s resources [17]. The scenario described in Section 1 and 2 fits into the category of an online scheduling that follows the ‘scheduling one by one’ paradigm [18]. Here, a job can be scheduled to all free slots remaining without changing already assigned slots to other jobs. Sgall states that for ‘scheduling one by one’ problems it is sufficient to assign jobs to machines for a length of time and not for specific intervals [18]. This, however, is not the case here because the interrelations between transport and production resources require the exact definition of timeslots, especially due to the possibility of bottlenecks that stem from the scarcity of transportation resources. Note that it is a common approach to define
a detailed schedule and pass this schedule to dispatching that acts on this schedule while it is not restricted by it, e.g., to maintain necessary flexibility in case of machine failures [1]. A heuristic approach to dynamic scheduling that also incorporates rescheduling in case of disturbances is in principle capable of generating a new detailed schedule on short notice. Therefore, the use of dispatching rules becomes obsolete as the detailed schedule does reflect the current state of production and can be adhered to. However, the detailed algorithm for rescheduling in case of disturbances and (short term) manufacturing control are not the focus of this paper.

3.2 Applications of multi-agent systems within manufacturing control

The outlined problem of decentralised scheduling for the JSSP that also exactly reflects the interrelation between transport and production processes as well as dynamic durations of these operations is NP-hard. At the same time, the requirement of a decentralised approach prohibits many commonly used (meta-) heuristic solutions to the JSSP, such as Genetic, Particle Swarm or Tabu-Search algorithms. An exact solution that solves the outlined expanded JSSP by for example Mixed integer linear programming does not fulfil the requirements regarding the time to reach a solution. Several authors have concluded that Multi-agent systems (MAS) are an appropriate solution to such problems [14], [1], [19]: Agent-based systems are especially suitable for modelling complex problems due to the possibility to decompose the problem and encapsulate functionalities. The agents distribute the decision-making among different entities that work together to form a solution [20]. If the agent system is working in a decentralised and distributed architecture, i.e., distribute the computational resources across multiple processors, it can also apply parallel processing (and thus increase the speed to reach a solution) and avoid a single point of failure. Due to their flexibility regarding communication, an MAS is also an appropriate choice for dynamic problems where for example the configuration of the system can change during runtime, i.e., resources and orders can enter or leave the system at any time. For these reasons, agents have been applied to problems within the manufacturing control domain for many years. The Foundation for Physical Agents (FIPA) has developed a considerable amount of standardization work, ranging from the architectural components of an MAS to standardized communication technologies like the FIPA Agent Communication Language (ACL) and the FIPA Semantic Language (SL) that the agents can use to relay specific content (like concepts of an ontology) to one another [21].

Out of the abundant amount of literature regarding MAS in manufacturing control, most relevant papers have been selected based on surveys, as described below. These papers will be discussed in more detail in the following and are compared in Table 1.

Several studies have been conducted that summarize the developments of agent applications in manufacturing systems [20, 17, 1, 14]: Caridi & Cavaliere start by describing a taxonomy for the classification of MAS’s. Notably, they distinguish three forms of organizations in MAS’s: Hierarchical, centralized and heterarchical [20]. After analysing more than 100 contributions of MAS applications in production planning and control they conclude that the multi-agent paradigm is especially suitable for low volume production with a wide product range. [17] analysed more than 100 approaches as well and point out that a fully federated or decentral system that relies on message passing as a means of communication is well suited for developing scalable MAS architectures. [17] and [20] especially emphasize the approach of [10]. Caridi & Cavaliere find that heterarchical architectures are the most common, however, they mostly do not make the transition to prototypical or production phase and are very communication intensive while not guaranteeing the optimum [20]. The authors also emphasize the approach of [22] within this area of heterarchical approaches. Also highlighted by [17] within the domain of dynamic scheduling is the approach of [23] and [24].

In his survey [1], Leitao points out that purely heterarchical systems are rare to be found, even if it is often stated that the approaches are totally distributed, mainly to achieve global optimization [1]. Leitao describes a suitable approach in [25]. He emphasizes ontologies as an important technology to tackle problems of communication and interoperability, which are crucial factors for the development of distributed production control applications [1]. There are several ontologies within the manufacturing domain, [26] being the most suitable for this contribution. This ontology defines the concepts of Resource, WorkOrder (which has specific start and end times and executes an operation), Product and Operation as well as further additional concepts like Disturbances as well as relations between the concepts, such as the has allocated relation between Resource and WorkOrder [26]. Similarly relevant within the field of manufacturing control are models and meta-models. An interesting approach that, however, is designed for stationary material flow modules (such as conveyors) is presented in [27]. Fischer et al. develop an agent-based control system that automatically detects
changes in the system configuration, updates the coordinating agent’s knowledge base and can calculate possible routes through the system [27]. The meta-model includes concepts like Ability (Transport and Manipulation) of a resource or Orders that can be processed by the system on specific Routes, i.e., combinations of transport and manipulation activities.

The results of the literature review are depicted in Table 1.

All examined approaches are capable of fulfilling Requirement 3 and Requirement 5, therefore they are not displayed in Table 1. These requirements are relevant when comparing the approach to central algorithms, such as a genetic algorithm, or techniques like MILP. However, this is not the focus of this review. The approach that is closest to fulfilling the requirements is the approach of Badr et al. The approach develops a hierarchical architecture where agents are grouped and represented by a group agent to fulfill certain tasks [29]. They coordinate the scheduling of tasks by using auctions that follow the Contract Net (CNET) [32] as well as a voting mechanism that incorporates preferences of agents on higher levels to achieve better global optimization. However, during integrated scheduling, only the transportation costs are included in the approach and the machine schedule is adjusted in case a specific date cannot be matched by the transport. In [25] the well-known holonic ADACOR architecture is described. Within ADACOR, there are holons for products, tasks, operations, and supervisory functions, which incorporate coordination and global optimization. An adaptive autonomy factor of the holons leads to hierarchical coordination during normal allocation and heterarchical interactions during rescheduling. In contrast to many other agent-based systems, the communication

### Table 1: Summary of the conducted literature review.

| Contribution | Scheduling granularity | Architecture | Notable features | Notable differences | R1 | R2 | R4 |
|--------------|------------------------|--------------|-----------------|--------------------|----|----|----|
| [22] Dispatching | Heterarchical | Market/price mechanism, overlaps (fixture and machine) | No explicit scheduling | no | no | no |
| [10] Dispatching | Heterarchical | Forecast (estimated tardiness) and relaxed due dates | Assume buffers at machines (before and after) | no | no | yes |
| [23] Dispatching | Hierarchical | Supervisor selects dispatching rules | No explicit scheduling | no | no | no |
| [24] Scheduling | Holonic | Backwards and forwards messaging | No transport integration, higher communication intensity | no | no | no |
| [25] Scheduling | Holonic & Hybrid | Pheromone-based communication, coordination scheme changes | No transport scheduling | no | no | partially |
| [28] Scheduling & Dispatching | Hybrid | Integrated with RFID and simulations | Assumes unlimited buffers and does not consider blocking constraints | partially | no | no | yes |
| [29] Scheduling | Hybrid (hierarchical elements) | Incorporates preferences from higher levels via voting | During the integrated scheduling only the transport costs are considered | partially | no | partially |
| [13] Scheduling | Hierarchical | Considers maintenance and production tasks | Stronger degree of centralization (blackboard & supervisor) | no | no | partially |
| [30] Dispatching | Heterarchical | Forecasts of estimated tardiness | No explicit scheduling | no | no | partially |
| [31] Scheduling | Hybrid | 2-step negotiations with multiple criteria | Only schedules production step i after step i-1 is finished | no | no | partially |
is not entirely message based but also uses pheromones to propagate disturbances within the system. However, transportation scheduling within the ADACOR architecture is part of the plan execution, i.e., is requested whenever an operation is finished and not during the planning activity [33]. Wang & Lin propose an approach that solves dynamic scheduling and manufacturing control by integrating the MAS with a simulation (to determine the performances of schedules) and RFID tags, which track the progress of orders within the system [28]. Within this approach, the production schedule is created by applying a centralized high-level scheduling technique, and the agents afterwards try to implement it using a negotiation based coordination scheme. However, if a resource is busy at a specified time, the start of the next operation is simply scheduled at the end of the preceding process without considering if an arrival at that time is possible from a transportation point of view. The approach also does not consider blocking constraints or limited buffers in front of or behind machines. This is also true for many other approaches, like for example [9], where the emphasis lies on incorporating information of queue lengths on production stages and the use of predicted completion times to adjust selection heuristics. Bencheikh et al. address the problem of scheduling production and maintenance tasks [13]. A central message storage system or so-called blackboard is used by the agents to communicate. A supervisory agent restricts the access to this blackboard. Objects in this environment serve as containers for potential slots of production and maintenance operations. The schedules are optimized incrementally until the best (applicable) solution is found. However, this approach heavily relies on centralized communication and coordination components. A decentralized (dispatching) scheduling is implemented in [30] where the agents exchange information about utilization, due dates, order priorities etc. but there is no exact schedule where start and end dates are defined.

Summarizing the results of the literature it can be stated that no approach models the integrated scheduling problem in sufficient detail regarding the stated requirements.

4 The approach

The dynamic and integrated scheduling problem including resource and sequence-dependent setup times is, as outlined in Section 1 and 2, generally not solvable within polynomial time and therefore has to be solved heuristically [9]. The approach of this paper solves this problem with a multi-level heuristic, i.e., heuristics will be used on different levels or steps of the coordination process. The agent paradigm is applied to distribute calculations between different agents. This section explains in detail the agents and the heuristics they apply. The following scenario, which is derived from an industrial project, will serve to exemplify the approach:

In this scenario, there are machines (M) and buffers (B) that are connected by an overhead crane (transport resource (T1)). The dashed line behind buffer 1 indicates that in principle there can be more than one buffer close to that space. M2.1 and M2.2 provide the same capabilities, i.e., they can perform the same operations but can implement different setup and process durations. It is important to mention again that it is not possible to derive general durations of transportation times between production resources as the behaviour of the transportation resources can differ and the total duration depends on the preceding operation and end state (see Requirement 1, Section I).

4.1 Derived agents and interaction scheme

Similar to many other approaches [20, 17, 1], an order agent is created for every order that enters the system. These agents need to interact with resource agents that provide the necessary capabilities (transport, production and buffer) to fulfill the desired operations. Every resource and order agent manages its schedule, i.e., the specific Work Orders it received as well as the planned start and end times of each Work Order. Another agent is responsible for the database connection. This agent receives requests to get information from or store new information into a MySQL database, which serves as the basis for connecting to an MES. In addition to these agents, the approach uses the FIPA specified Directory Facilitator (DF) agent [21] to store information about and find agents within the system.
The interactions necessary to coordinate the completion of a production order follow the CNET-Protocol [32]. However, the standardized CNET does only display the communication necessary for a single operation. There are two open questions to consider: First, it is important to define how many operations the order agent should incorporate into a single auction run or round of the bidding procedure. The freedom of choice here ranges from organizing one operation after another to organizing all operations at once, i.e., calling for proposals for all operations before making any commitment. The second question to consider is if the time between production operations is initially supposed to be an estimation, which is tried to be filled with a transport operation at a later stage, i.e., the booking procedure of production and transport operations are separated. Figure 2 displays these different possibilities from an already scheduled (base) operation.

The approach here considers only one production stage at a time, i.e., the number of production stages included within one round of auctions is one. The limited amount of stages within one round of negotiations between the agents considerably reduces the algorithm's complexity. The number of possible combinations increases very rapidly with growing system size, especially if there are also different buffers available. For a moderate system with one system entry and exit point, six production stages, four machines on each stage and four transport resources, the number of possibilities already exceeds $4^{13} = 67$ million (without considering buffers). This makes it computationally undesirable to take all possible paths through the system into account.

In addition, while building up possible schedules, the algorithm needs to take already given proposals into account (this ‘indecision problem’ is also mentioned in [24] where this problem is avoided by preventing simultaneous negotiation of tasks with resources through a task manager that restricts the launch of new tasks for the entire system, but this approach slows down the decision-making process). The approach here uses a locking mechanism that prevents the resource agent from offering more slots as long as the confirmation or rejection of already given proposals is still missing. The planning process for the outlined scenario does not depend on hard real-time restrictions. The only constraint here, as mentioned in Requirement 5, is that the algorithm reaches a solution within one minute. This favours the approach of the locking mechanism, even though it might lead to marginally longer planning times in case of simultaneously active order agents because it significantly reduces the coordination mechanism’s complexity, i.e., number of necessary interactions. It would also be possible to ignore already promised timeslots in the first place and check at a later stage in the process if a given proposition can be fulfilled (or if it is no longer valid as the timeslot has been promised to more than one operation). This, however, increases the necessary interactions considerably as each of those initially given proposals that cannot be fulfilled requires to restart the scheduling process. This is because all steps following the cancelled step are no longer valid either.

Another aspect to consider when including more than one production stage at a time is that the number of possible paths to include within a single offer also rises very quickly. Assume that the agent T1 has proposed to transport a workpiece from M1 to M2.1 and M2.2 at specified times (proposal 1 and 2). Now it is asked to submit proposals for transporting the workpiece from M2.1 or M2.2 to M3 without having received an order confirmation for proposal 1 or 2. For that, it has to consider different starting points for each proposal, as it does not know which proposal (if any) will be accepted. For example, for the transport from M2.1 to M3 it can either be the case that T1 is at M2.1 as a starting point (and has no setup time) or still at the point where it currently resides in Figure 1, which results into the necessary consideration of a setup time. This is because it has not received the order for transporting the workpiece to M2.1 yet.

Regarding the second question, whether the approach should consider the exact transportation times or just esti-
mations in the first place, the decision has been made to incorporate the exact transportation times within an interrelated booking process. It is possible to collect offers for every production stage (assuming here that a product needs one operation on every stage) from every machine, derive a production schedule and then try to implement that schedule by trying to book transportation resources that enable the scheduled production operations (see for example [29]). In the case of transportation resources being the bottleneck of the process, this algorithm is likely to require a significant amount of additional iterations when a production slot is impossible from a transportation point of view. It either has to be repeated with the new transportation constraint imposed, or the machine schedule needs to be adjusted, which is rarely possible because later slots are already promised to other jobs. Also, the procedure of booking the best production process on a certain stage, checking for possible transportation resources for this step, and possibly repeating production scheduling in case of a bottleneck in transportation can lower the solution’s quality as well and might lead to an increased load of communication. If one considers both production and transportation in combination, i.e., selecting the best combination of both instead of selecting the best production process first, the algorithm can achieve better results.

A possible set of offers for production step 2, i.e., an operation on machine M2.1 or M2.2, with the included transport and buffer processes is displayed in Figure 3.

Each production proposal that the order agent receives constitutes the base for a possible operation combination (OC). Therefore, an OC includes one production proposal as well as optional buffer proposals (if necessary, as for OC2) as well as transport proposals for each necessary transport. The number of offers depends on the number of resources that can make an offer for a certain operation. For example, the buffers can be assigned to certain areas, thus offering up capacity only for buffering operations between machines in the specified area. A buffer is necessary if the time between the start of a production process \( P_i \) minus the estimated transport time (ETT) and the end of the process \( P_{i-1} \) plus ETT exceeds a certain threshold, e.g., 30 minutes (OC2). Otherwise, the workpiece is delivered directly from machine to machine (OC1). Depending on the machine properties, it can be possible to deliver a workpiece to a machine while the setup procedure is still running (Figure 3, B). Otherwise, there can be no “Pickup Overlap” as indicated in Figure 3 because the workpiece can only be delivered after the setup has been completed (Figure 3, A). Figure 3, C indicates that within the offers for one OC there must be no overlap between operations because the order agent might award both to that transport agent. This does not hold for operations in different OCs because these are mutually exclusive – the workpiece will be delivered to either machine M2.1 or M2.2. Note that in case of large workpieces there usually is one order agent per workpiece. However, it is also possible to subsume multiple workpieces within one order (agent), which does not affect on the coordination principles. It only possibly influences the number and thus the duration of operations that have to be performed on the order.

To determine the best OC, each possible path is calculated and selected according to defined criteria, e.g., earli-
Figure 4: Order agent’s control flow.

After the best possible path has been determined, the order agent accepts the proposals that are included within the best path and rejects the rest. This process is repeated for every production stage. If, however, no transport proposal meets the desired criteria, i.e., starting and finishing within the possible timeframe, the process is restarted with the earliest possible delivery date as an input for new production proposals. The algorithm in its current form can terminate in a state where there is no feasible solution to proceed. This is due to the strict adherence to Requirement 3 (no changes allowed to already scheduled operations), which for example yields no feasible solution if there is no transport resource that can pick up the workpiece in time for the next (already scheduled) operation to start. The occurrence of such instances is relayed to a human operator, who has to rearrange the tasks until a new feasible solution is possible, i.e., relaxes Requirement 3.

The following paragraph examines the calculation of possible intervals as well as the necessary exchange of information between the agents in more detail.

4.2 Adjustments of ontology concepts and information exchange

The coordination algorithm in principle follows the well-known CNET Protocol, which is a simple single-round auction protocol [32]. In this protocol, an initiating agent requests participants to make offers (Call for Proposal, CFP), which are answered positively or negatively in turn. The emphasis here, however, lies on the information content within the CFP, proposal and accept proposal messages as well as the algorithm that is used by the agents to calculate possible intervals. The basis for the information exchange is an ontology that builds on the already mentioned ADA-COR ontology [26]. Following the use case described in Section 1, not all concepts (and relations) of the ADA-COR ontology are necessary and in some cases, they need to be further refined.

The concept of the Work Order has been adjusted: The scheduled start and end dates within a Work Order are subsumed within an additional concept “timeslot” that also has the attribute “length” which simplifies further calculations. The Work Order is further enhanced with the attributes “BufferBeforeTimeslot” and “BufferAfterTimeslot”. These attributes indicate the flexibility or slack of the proposed timeslot, i.e., the time a scheduled operation can start earlier or finish later. As these concepts are also used by the agents internally, there is also the addition of the object properties “StartState” and “EndState” which are used by the resource agents to capture the start and end states for each operation they are requested to make a proposal for. These states can either be locations (see next paragraph) in case of transport resources or “setup states” that indicate a certain configuration of the equipment of production resources. For this use case, there is no need to depict the setup as a separate concept itself (as it is modelled in the ADA-COR ontology). Rather it is handled as a simple data property (e.g., a float number) that reflects its duration and is dynamically filled according to the actual and desired start states. Note that a setup can be necessary not just for production operations but also for transport operations. In the latter case, it simply reflects the time needed to reach the workpiece from the last destination.
before that order. Within the CFP messages to production agents on stage $n$, the order agent sends the requested operation, the quantity, as well as a timeslot that contains the earliest start and (desired) latest end. The earliest start is calculated by either the release date of the order or the scheduled end of production step $n-1$ plus the ETT. The latest end can be used if for example a backwards scheduling algorithm is implemented that assigns a planned production time to each stage (see for example [28]). The proposal by the production agents include duration and setup times as well as the price, buffer time before and after the operation, the exact timeslot and information about the resource, i.e., name and location. The price can be calculated in multiple ways, for example reflecting the utilization of a machine [22] or reflecting costs or profit margins [12]. In the approach here, it is simply calculated by summing up the setup and operation duration as well as the time increment (see next paragraph). The order agent uses this information to either first get proposals for buffers or directly create the CFP messages for the transport agents (that contain end of operation $n-1$, start of operation $n$, locations and quantity for each separate operation).

### 4.3 Applied heuristics by the agents

In the process that is depicted in Figure 5, the transport and production resource agents calculate intervals for each requested operation.

The parameters that are calculated in step 1, Figure 5 constitute all aspects of the proposal that do not depend on the exact timeslot (and its predecessor and successor) to be calculated. These include the number of tours or operations needed (calculated from the resource’s capacity and the quantity) and the duration of process without setup. Afterwards, the agent goes through the list of its free intervals, starting from the earliest possible, until a suitable slot is found. First, the dependent parameters are calculated (step 2, Figure 5). These are the setup time and the time increment (TI). The latter marks the duration by which the following Work Order’s timeslot must be adjusted, due to the addition and end state of the current Work Order within that free interval. This TI can be both positive and negative depending on the necessary start state of the following process. Note that this TI has to be accounted for also in case of calculating if a certain operation can be fulfilled within a specified timeslot.

After the dependent parameters have been calculated (step 2 in Figure 5), the possible slots for the given free interval are determined (step 3, Figure 5). The slots mark different possible start- and endpoints that stem from the

![Diagram](image-url)

**Figure 5**: Resource control flow for proposal calculation.
interval is smaller than the upper bound of the free interval (step 5, Figure 5). If one or more slots remain, these slots will be sorted, e. g., by earliest arrival, and the best one is chosen to be included in the proposal. If there is no slot remaining, the next free interval will be analysed until a suitable slot is found. However, this slot can end after the latest end (from production resource side) and start after the latest start (from production resource side) as these criteria might not be achievable by the transport agent. The latest start and latest end are not included into the feasibility analysis at this point because otherwise, the agent would possibly disregard all intervals thus sending no offer at all. It is advisable, however, to send an offer with the earliest timeslot possible from transport resource side as an indication for the next round of the coordination process. After the most suitable slot for a CFP has been determined, the agent calculates the price (step 6, Figure 5) and creates the respective proposal. This proposal is a concept of the ontology as well that contains the Work Order, the price as well as the already mentioned parameters. All of the proposals that are created for the response to a CFP are included within one proposal message to the order agent.

The order agent starts the calculation of OCs either after having received all proposals or after the specified deadline has expired. The calculation of the best possible OC is an iterative process. The order agent creates one OC for each production proposal. Within one OC, a separate path is created for each buffer proposal, which means that the agent analyses \( m \times b \) possible path for a single production stage, where \( m \) is the number of production resources and \( b \) is the number of possible buffers. The transport proposals are assigned to these paths by start and end locations. Each transport operation is analysed and selected by applying the defined criteria, e. g., choosing the transport operation for \( M1_2 \) with the earliest finish date and the least setup time. When all OCs are calculated the total setup time and the finish date for each OC is calculated and the best one is selected. After the order agent has calculated the best path it confirms the respective proposals with an accept proposal message. This message contains the exact start and end dates that the OC requires, e. g., if an accepted slot uses the buffer time before the operation the start and end dates are transmitted accordingly. The accept proposal message also contains the actual pickup times that are associated with the transport resource that is considered. Before, the production resource agent could only use an estimation as these times can differ between different resources. After the operation combination is confirmed, the order agent also sends an “Inform Departure” message to the production resource \( n-1 \) as this departure date was not known before. If the LS date is violated at this point, i. e., the earliest transport possible to a buffer or production resource \( n \) is too late for the production resource \( n-1 \), the already scheduled plan cannot be adhered to and changes have to be made. For example, later operations have to be postponed.

Note that the order agent does not manage the same times in its schedule as the resource agents. This is because the resource agents do not relay the starting times of their setup operations but only of the production process. Due to this divergence in schedules, there are two separate sources for identifying the current state of the production system. First, the order agent’s schedule, which at all times represents the physical location of the workpiece. Second, the schedule from a resource perspective that also accounts for setup times. These two sources need to be separate because, as already explained, the resources’ setup times are dynamically adjusted with the ongoing scheduling procedures. Therefore, the order agent’s schedule does not contain the updated information at all times.

5 Practical application and evaluation

To exemplify the approach, a scenario based on an industrial application has been chosen that highlights the behaviour in an on-line scheduling case. An order of 10 pieces of a product P1 was introduced to the system described in Section 1 with the production plan \( M1-M2-M4-M5 \) (subsumed in one order) with necessary transports between every machine (only the transport to \( M1 \) is disregarded). The sequence-dependent setup times (as well as the process times per piece) for the example are 15 minutes from P1 to P2 (resp. the operation time for products P1 and P2) and 30 minutes from P2 to P1 respectively for every machine. The product P2 is an alternative product that requires a different configuration. The speed of the transportation resource is set to 0.5 m/s and the pickup time to 10 minutes, which are realistic assumptions from the industry project for crane transports. The transport resource can transport all ten pieces within one operation (capacity \( \geq 10 \)). The pickup times as well as the resource’s speed are adjustable according to the needs of the applicable use case and are stored in a database that is used by the transport agent at its creation time. The following table shows the a priori scheduled timeslots that the agents derive from the database and integrate into their schedule. The states in column 4 also reflect the start state of each resource. The start state and end state are separated as the start state
is, as already mentioned, dynamically adjusted and influences the necessary setup time.

The following figure displays a total schedule for the order from the resource side as well as the schedule from the order side. In this scenario, parallel delivery to a machine while the machine is still in its setup routine is not possible. The order agent’s schedule tracks the location of the order (and its workpieces) without considering the overlaps due to the pickup process at the machine. These are disregarded for reasons of easier throughput time calculation. However, these overlaps are included in the total schedule.

All dates from order and resource perspective are stored within the database. Upon receiving an order completion notice, this data is used by another agent to create the GANTT charts. The interactions as well as parts of the information that the agents exchange for proceeding one production step within the coordination process is displayed in Figure 7.

This scenario highlights different aspects of the agent system’s behaviour. First, the slot at M2.1 between the busy intervals is big enough to process the order. However, the blocked interval of T1 from 19:30 to 21:00 makes it impossible to pick up the workpiece from M2.1 in time, as M2.1 only has a buffer after the operation of 100 minutes (22:05 + 100 minutes = 23:45 + 15 minutes time increment for the additional setup for the next task). The earliest possible arrival from T1 at 21:30, however, would result in a later finish and thus conflict with the already scheduled interval. Therefore, the OC that uses M2.2 is chosen, even though it requires an additional buffer process. Second, the difference in the proposed prices from M2.1 and M2.2 also reflects the time increment. If the proposed slots were alike and the transport resource would be able to fulfil both, this price difference would lead to the selection of M2.2 over M2.1. Third, the order agent accepts the proposal from M4.1 over M4.2, even though the proposals by these agents are exactly alike. This is because the combination of transport and production is slightly better in case of M4.1 because the distance to cover from M2.2 to M4.1 is shorter and therefore M4.1 can start and finish earlier. Fourth, the approach is quite communication-intensive. To reduce the number of messages, multiple CFPs and proposals are included within one respective message (as indicated in Figure 7 “cfps” and “proposals”). Each resource receives a CFP message, answers with a proposal and receives feedback for that message (if necessary, an “inform scheduled” message can be added here as well). The resource agent of stage $n−1$ also receives an update of the departure time. Afterwards, every agent requests a database entry. Thus, the number of necessary messages for one production stage can be estimated at $4 * (m + b + t) + 3$ where $m =$ number of production resources for that stage, $b =$ number of buffers and $t =$ number of transport resources. For the depicted scenario, this results in 23 messages for a stage with
two production and buffer resources plus additional messages for registration and agent search messages to the DF-Agent.

The agent system has been implemented in JADE [34]. JADE is a framework for agent-based systems in Java that provides basic classes and communication tools. An agent in the JADE framework carries out different behaviours that can, for example, be triggered by certain events or run continuously until the agent is taken offline. Each agent, and if necessary specific behaviours, run in their own thread, which enables parallel processing of tasks. This speeds up the coordination process as the agents send updates of their schedule to a dedicated database agent, which enters the data into the database and runs in a separate thread.

An evaluation has been carried out to analyse the application’s performance during runtime. The following figure illustrates the timing behaviour of the system with an ongoing arrival of orders.

Figure 8 displays that the duration of the coordination is about 230 ms and increases only slowly with the number of orders in the system. The increase can be explained by the increasing number of intervals that have to be check for each order. The products A and B represent different process plans that encompass four and respectively five production steps. The difference regarding the average duration is negligible.

Figure 9 shows the orders grouped by the number of processes (i.e., production, transport and buffering) which need to be scheduled (9, 11, or 13 processes, respectively). As can be seen in Figure 9, this does not influence the duration of the calculation.

This was also approved in a further test, which revealed that doubling the number of production resources
on a production stage does not influence the runtime of the algorithm significantly. The runtime increases, however, with more transport resource agents being added (approx. increase of 15 per cent for twice the number of transport resources).

The experimental system consisted of the resources described in Figure 1 plus an additional transport resource. The experiments have been conducted on a Windows 7 Notebook with Intel® Core™ i7-3610QM CPU @ 2.30 GHz and 16,0 GB RAM. The duration of the coordination scheme is in line with the requirements (no hard real-time restrictions).

To evaluate if the created plans are feasible and to perform future performance evaluations two scenarios have been implemented coupled to discrete-event simulations. The first simulation models a large factory with multiple cranes that are operated by a scarce number of operator teams. A detailed description of the simulation model and feasibility results can be found in [35]. The plans created did comply with all restrictions (operator scarcity and physical constraints of the shared crane rail). Another simulation has been created for the scenario outlined in Section I. There, plans that include transports, as well as plans without transport consideration, have been created and analysed. The agent system can cope with both procedures. Here as well the plans created by the MAS were feasible in a sense of all physical constraints being matched (blocking of machines during pickup, no setup during waiting times etc.).

6 Summary and outlook

Even though there is abundant research on scheduling in general as well as agent-based systems in manufacturing control, there is still a lack of practical applicability of many approaches [20]. This contribution is intended as a further step towards practical application of agent technology by first incorporating human traits and constraints within the algorithm by formulating the plan stability as an important criterion. Second, it tries to solve the problem of creating feasible plans for the integrated production and transportation problem that on the one hand meet all physical restrictions of the manufacturing scenario and on the other hand provide accurate information about pickup times and possible dates to start the manufacturing operations. For this, the concept of the time increment is developed that dynamically adjusts already scheduled orders to display an exact picture of possible operations. The inherent flexibility of the agent-based approach enables it to cope with different process plans as well as varying resource-dependent and dynamic process times. It also incorporates sequence and location-dependent setup times as well as the already described requirements of buffer scarcity and heterarchical architecture. The approach is especially suitable for applications where resources are added and withdrawn on short notice, for example, due to reconfigurations or even in case of connection issues as the algorithm does not depend on completeness during the coordination process. The decentralised architecture and applied heuristics make the calculation time very robust to large-scale applications that do not have a central entity to supervise the scheduling process. The approach can also be applied for scheduling within frozen zones, as it does not change any scheduled operations. These characteristics, as well as the ability to exactly schedule the transport operations within a factory, renders the approach a suitable means for controlling production and transport processes in an integrated manner – especially for small-scale production sites where transportation operations can be a bottleneck.

To summarize, the agent approach provides feasible and practically applicable solutions for production scheduling, i.e., as described in the Application Scenario “Order Controlled Production” of the Platform Industry 4.0 [4], [36].

A current drawback of the approach, as pointed out in Section 4, is that the adherence to the plan (according to Requirement 3) does not always result in desired outcomes. If, for example, an operation can be postponed without interrupting the production process, this should be incorporated into the solution-finding process. Furthermore, additional analyses need to be conducted regarding the algorithm’s scalability for other scenarios as well as the effects of wrong assumptions by the agents, e.g., regarding the ETT or pickup time and different algorithms.
of price calculation. Further research will look at the applicability of the algorithm to rescheduling problems that incorporate the handling of different disturbances as well as fine-tuning the plan stability criterion to achieve better results. Another aspect of further research will be the detailed analysis of the approach’s performance in comparison to state of the art dispatching rules and other control algorithms as well as a statistical analysis of the different factors that influence the duration of the coordination process.
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