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Abstract—Proper communication is key to the adoption and implementation of differential privacy (DP). However, a prior study found that laypeople did not understand the data-perturbation processes of DP and how DP noise protects their sensitive personal information. Consequently, they distrusted the techniques and chose to opt out of participating.

In this project, we designed explanatory illustrations of three DP models (Central DP, Local DP, Shuffler DP) to help laypeople conceptualize how random noise is added to protect individuals’ privacy and preserve group utility. Following pilot surveys and interview studies, we conducted two online experiments (N = 595) examining participants’ comprehension, privacy and utility perception, and data-sharing decisions across the three DP models. Besides the comparisons across the three models, we varied the noise levels of each model. We found that the illustrations can be effective in communicating DP to the participants. Given an adequate comprehension of DP, participants preferred strong privacy protection for a certain type of data usage scenarios (i.e., commercial interests) at both the model level and the noise level. We also obtained empirical evidence showing participants’ acceptance of the Shuffler DP model for data privacy protection. Our findings have implications for multiple stakeholders for user-centered deployments of differential privacy, including app developers, DP model developers, data curators, and online users.

I. INTRODUCTION

Differential Privacy (DP, also called Central DP) [24] is a promising approach to preserve privacy with a quantifiable protection guarantee and acceptable utility in the context of statistical information disclosure. Specifically, it adds noise to the aggregated-level results such that an individual’s information disclosure is bounded. The US Census Bureau has implemented Central DP to protect the privacy of each participant of the 2020 Census [1].

In recent years, local differential privacy (Local DP) [23], [27], [35], [54] has become popular because of its deployment in companies such as Google [26], Apple [4], and Microsoft [22]. Local DP differs from Central DP in that random noise is added by each user before sending the data to the server. Thus, users do not need to rely on a trusted third party. Nevertheless, removing the trusted central party comes at the cost of utility. Since every user adds some independently generated noise, the effect of noise adds up when aggregating the result. As a result, while noise of scale (standard deviation) \( \Theta(1) \) suffices for Central DP, Local DP has noise of scale \( \Theta(\sqrt{n}) \) [17] on the aggregated result (\( n \) is the number of users).

More recently, researchers introduced Shuffler DP [5], [18], [25], which achieves a middle ground between Central DP and Local DP. Shuffler DP involves an auxiliary party called the shuffler. Users send their perturbed data to the shuffler; the shuffler shuffles the users’ data, and then send data to the server, and thus removing the linkage between users and their reports. Because of this anonymity property, users can add less noise while achieving the same level of privacy. The downside of the shuffler DP is that it requires that the shuffler should not collude with the server (otherwise, the user obtains privacy protection only corresponding to the Local DP noise, and there is no benefit of shuffling). Google has deployed a shuffler DP model Prochlo [10].

With the increasing deployment of DP and its variants, research has been conducted to examine whether users can understand these techniques, trust them, and consequently, increase their willingness to share data when the deployment of those techniques is communicated [13], [56], [21]. Using textual descriptions, Xiong et al. [56] conducted a series of online human-subject experiments with Central DP and Local DP in a health-app data collection setting. Among various descriptions, they found that the descriptions of implications helped laypeople understand that Local DP provides better privacy protection than Central DP, and facilitated laypeople’s information disclosure decisions. The results also revealed that participants had difficulty understanding the data perturbation processes, especially how random noise protects personal sensitive information. Yet, a major shortcoming in Xiong et al. [56] (and others [15], [21]) is that they mainly focus on communicating privacy protection of DP, but ignore the dimension of utility (i.e., a reduction of the usefulness or accuracy of data), which comes with the privacy protection.

The goal of this work is to understand how to effectively communicate DP to end users and consequently inform their online information disclosure. Specifically, we focus on the following three research questions (RQs):

- **RQ1.** Given the comprehension of privacy and utility tradeoff of DP, how do participants’ perceived utility cost and privacy protection vary across the three DP models?
- **RQ2.** Does data usage (i.e., public good or commercial interests) impact participants’ data-sharing decisions?
- **RQ3.** Do participants prefer different noise levels across the data usage scenarios and the three DP models?
We propose to communicate the privacy-utility tradeoff of three DP models (Central DP, Local DP, and Shuffler DP) in the context of location privacy setting. To foster users’ comprehension and consideration of the privacy-utility tradeoff across the three DP models, we developed an explanatory illustration for each model, in which verbal information in natural language and symbolic graphics were presented to illustrate DP privacy protection at an individual level and utility cost at an aggregated level. Considering the abstract nature of the data perturbation process in DP models, especially the transformation of the data before and after the noise addition, we also designed stepwise illustrations to facilitate participants’ mental representation process and comprehension of the illustrations.

Since DP is a concept with which the public is not familiar, we also proposed comprehension questions to ensure participants’ basic understanding of the DP models. We tried to exclude the impacts from extraneous factors by making the illustrations and surveys consistent among the three models. We constructed various scenarios to approximate real-world location data collection and use.

We conducted two online surveys addressing the above RQs. To finalize the illustrations, we conducted a pilot survey and an interview study before each experiment. Results of those preliminary studies helped us propose the stepwise illustrations. In Experiment 1, we focused on comparing the three DP models using a within-subject design since users’ comprehension of Shuffler DP has not been examined. We examined participants’ perceptions of privacy protection and utility cost of the three DP models (RQ1). After viewing each data usage scenario, participants were prompted to select a preferred DP model for data disclosure (RQ2). We conducted Experiment 2 to further investigate participants’ privacy protection and utility cost of the three models using a between-subject design (RQ1). We also proposed illustrations of noise level and examined participants’ preferred level of noise for data disclosure (RQ3). We obtained answers for each question as follows.

- **RQ1: Comprehension and Perception.** Participants in Experiment 1 showed a better understanding of the privacy or utility implications for the Central DP (73.7%) and the Shuffler DP (76.6%) than for the Local DP (49.2%, see Sec [V-C1]). Yet, such differences across models were not significant in Experiment 2 (66.1% on average, see Sec [V-D1]). To guarantee the quality of the following perception and data-sharing responses, we only considered participants who at least answered half of the comprehension questions correctly. When participants had an adequate comprehension of privacy and utility implications, the perceived utility showed no difference across the three models in both experiments (see Sec [V-C2] and Sec [V-D2]). While the participants in Experiment 2 gave similar perceived privacy ratings across the three models, those in Experiment 1 gave the highest perceived privacy rating for the Local DP (5.66), followed by the Shuffler DP (5.35) and the Central DP (4.50).

- **RQ2: Data-sharing Decisions.** Participants in Experiment 1 showed more willingness to share data for the public-good usage (with an average rating score of 5.05) than for the commercial-interests usage (4.60). Regardless of data usage, participants showed more willingness of data disclosure with the Local DP (5.06) or the Shuffler DP (4.96) than with the Central DP (4.44), revealing their preference for stronger privacy protection (see Sec [V-C3]).

- **RQ3: Noise-level selection.** In Experiment 2, we obtained the same effect of data usage: participants preferred high-level noise for the commercial-interests usage (40.2%) than for the public-good usage (29.1%, see Sec [V-D3]). In agreement with the results of Experiment 1, such preference was also model-independent. Yet, participants showed no preference differences in the noise level across the three models, consistent with the perceived privacy rating results.

To summarize, this work makes the following contributions to human-centered DP deployment.

- We propose a novel method to communicate different DP trust models through illustrations, and examine participants’
comprehension, perceived utility/privacy, and data disclosure.

- We identify that accurate perception of the privacy protection of different DP trust models and consequent informed decision are based on adequate comprehension of DP.
- Regardless of the trust models or noise levels, we find that participants prefer stronger privacy protection for the commercial-related data usage scenarios than for the public-good scenarios.
- We provide the first empirical evidence showing people’s acceptance of the Shuffler DP model for data-privacy protection.
- We obtain participants’ preference of models with strong privacy protection in a within-subject design but not a between-subject design, indicating the importance of making different trust models available for users’ informed privacy decisions.

II. BACKGROUND AND RELATED WORK

In this section, we discuss the three models of differential privacy, location privacy, prior works on DP communication, and privacy-utility tradeoff.

A. Three Models of Differential Privacy

Differential privacy [24] (DP) is a rigorous notion about individuals’ privacy. Intuitively, the DP notion requires a randomized algorithm that adds “noise” to the output, so that the impact of any single element in a dataset is “obscured” by noise.

In what follows, we review the three models of DP.

1) Central Differential Privacy: The classic DP notion works in the setting where there is a trusted data curator, who gathers data from individual users, processes the data in a way that satisfies DP, and then publishes the results. To differentiate the classic notion from variants that are proposed later, we call it Central DP.

Denote a dataset as \( D = \langle v_1, v_2, \ldots, v_n \rangle \). Two datasets \( D = \langle v_1, v_2, \ldots, v_n \rangle \) and \( D' = \langle v_1', v_2, \ldots, v_n' \rangle \) are said to be neighbors, or \( D \simeq D' \), if there exists at most one \( i \in [n] = \{1, \ldots, n\} \) such that \( v_i \neq v_i' \), and for other \( j \neq i, v_j = v_j' \). When \( \delta = 0 \), we simplify the notation and call \((\epsilon, 0)\)-Central DP as \(\epsilon\)-Central DP.

**Definition 1 (Central Differential Privacy).** An algorithm \( A \) satisfies \((\epsilon, \delta)\)-Central DP, where \( \epsilon, \delta \geq 0 \), if and only if for any neighboring datasets \( D \simeq D' \), and any set \( R \) of possible outputs of \( A \), we have
\[
\Pr[A(D) \in R] \leq e^\epsilon \Pr[A(D') \in R] + \delta
\]

2) Local Differential Privacy: Given the possibility of untrustworthy data curators, Local differential privacy (Local DP) has been proposed [23], [35]. Compared to the centralized setting, the local version of DP offers a stronger level of protection because noise is added on the user side before sending the data to a curator. Since each user only reports the perturbed data, each user’s privacy is still protected even if the aggregator is malicious.

In the local setting, each user perturbs the input value \( v \) using an algorithm \( A_i \) and reports \( A_i(v) \) to the aggregator.

**Definition 2 (Local Differential Privacy).** An algorithm \( A_i(\cdot) \) satisfies \((\epsilon, \delta)\)-Local DP, where \( \epsilon, \delta \geq 0 \), if and only if for any input \( v, v' \in D \), and any set \( R \) of possible outputs of \( A \), we have
\[
\Pr[A_i(v) \in R] \leq e^\epsilon \Pr[A_i(v') \in R] + \delta
\]

Typically, the \( \delta \) value used is 0 (thus \( \epsilon\)-Local DP). While Local DP provides a better privacy model (in that users do not need to send their sensitive data directly to the server), the total noise seen by the server is \( \Theta(\sqrt{n}) \) [17] (which is much larger compared to the \( \Theta(1) \) noise in Central DP), because each user must add noise independently of other users.

3) Shuffling Differential Privacy: The shuffling idea first appeared in Prochlo [19], where a shuffler is inserted between the users and the server to break the linkage between the report and the user identification. The formal proof of the privacy benefit was given in [5], [18], [25]. In this model, each user adds Local DP noise to data, encrypts it, and then sends it to one new party called the shuffler. The shuffler permutes the users’ reported data, and then sends them to the server. Finally, the server decrypts the reports and obtains the result. In this process, the shuffler only knows which report comes from which user, but does not know the content of the user’s report. On the other hand, the server cannot link a user to a report because the reports are shuffled. The Shuffler DP model can be thought of as a model between Central DP and Local DP: Users’ data sent to the server is protected, while the noise seen from the server is close to \( \Theta(1) \). However, it requires that the server and the shuffler do not collude with each other.

Note that while theoretically the shuffler can be composed of many servers and as long as one server is not colluding, the whole model is safe, in practice, introducing more servers also introduces more communication cost and other maintenance issues. In this paper, we assume the shuffler is one server.

B. Location Privacy

Since the advances of sensor-based devices, such as wearable devices and smart phones, detailed user location data can be collected and examined to determine users’ preference, as well as target them with services and advertisements. Although the information collected is not tied to any user’s name or phone number but a unique ID (e.g., Google Chrome [30]), those with access to the raw data — including employees or third-party clients — could still identify one specific user without consent by using other related information [53]. Moreover, the continual release of locations can be used as a trajectory, creating more emerging issues [19].

Location privacy is a particular type of information privacy defined as the ability to prevent other parties from learning one’s current or past location [8]. Much work of DP has been conducted in the location privacy context [2], [57]. For example, Andrés and his colleagues [8] proposed geo-indistinguishability, a differentially private location-based system to protect an individual’s exact location, while maintaining...
the desired service with enough location data being disclosed. The main idea is to add controlled random noise to the radius \( r \) that the individual has visited. For any radius larger than 0, an individual will have guaranteed privacy that depends on \( r \).

Researchers have designed interfaces to explain location privacy protection, such as LP-Guardian \cite{28} and Privacy-Guard \cite{50}. They have also documented users’ concerns \cite{6}, preferences \cite{1}, \cite{39}, and behaviors \cite{29} relating to location privacy. To our knowledge, no work has focused on explaining the DP techniques in the location setting nor evaluating how such communication impacts users’ perception and data disclosure. We address this knowledge gap.

\section{C. Differential Privacy Communication}

Bullek et al. \cite{15} illustrated the randomized response technique \cite{55} for Local DP using spinners and evaluated participants’ preference of the privacy parameter in an online study. Each participant selected and experienced the perturbation for sensitive questions with three probabilities, corresponding to three \( \epsilon \) values. Participants were asked to select a perturbation probability for a final high-sensitive question. Results of the online study with 228 participants showed that 75\% of them chose the largest perturbation, indicating a preference for strong privacy protection. Prior studies using textual descriptions showed that the communication of differential privacy should focus on explaining how random noise protects individuals’ information privacy \cite{56}. A recent survey study examined the impact of six different textual descriptions of DP on participants’ expectations for privacy and their willingness to share different kinds of information \cite{21}. Regardless of the descriptions, the results showed that informing participants of DP deployment did not raise their potential willingness to share the information.

\section{III. Overview of Experiment Design}

We conducted two online surveys (\( N = 300 \) and \( N = 295 \)) examining the effects of illustrations in participants’ comprehension of the DP models, their perceived utility and privacy protection, and data-sharing decisions. Experiment 1 addresses \textit{RQ1} and \textit{RQ2}, and Experiment 2 further addresses \textit{RQ1} and \textit{RQ3}. A pilot survey and an interview study were conducted before each experiment, evaluating the initial illustration design and survey questions. Findings in these studies led to improved illustrations and survey questions that were examined in the experiments. We measured participants’ data-sharing decisions and noise-level preference in two types of scenarios (public good, commercial interests). To contextualize the corresponding decision making, we asked participants to imagine that they were one of the users in the described scenario.

The illustrations and survey instruments of the experiments can be found in Appendix A to D. The exact description of the scenarios are shown in Appendix D.

\section{A. Participant Recruitment}

Both the pilot surveys and the formal experiments were conducted on Amazon Mechanical Turk (MTurk), and the human intelligent tasks (HITs) were posted with restrictions to US workers with at least 95\% approval rate and 100 or more approved HITs. We made these restrictions in the studies to accurately represent sample restrictions of most recent MTurk research \cite{31}. Participants of the interview study were recruited through emailing acquaintances who had limited knowledge or prior experience with any DP technique. All experiments complied with the American Psychological Association Code of Ethics and were approved by the Institutional Review Board (IRB) at the authors’ institutes. Informed consent was obtained for each participant. Data of the experiments were anonymized before analysis.

\section{B. Differential Privacy Illustration Design}

To come up with the illustrations of Central DP, Local DP, and Shuffler DP, we started from the data flow descriptions evaluated by \cite{56}, which showed the best comprehension results from end users. To make the three DP trust models...
comparable, all the illustrations followed the same style and logic: We first presented a text description, which was followed by the corresponding data flow diagram. We expected that the text descriptions would help participants' conceptualize DP when viewing the data flow diagrams. A utility heatmap showing the utility cost at the aggregated level was presented at the end.

After designing the illustrations, we conducted multiple rounds of internal discussion and review of the illustrations. In the discussions, we involved DP experts to ensure that our illustration of each model was technically accurate, and laypeople to help ensure that they were easily understandable. Next we describe the illustration of the Shuffler DP model in Experiment 1 (Fig 1) as an example.

a) Text description: Besides describing the DP data flow, we made the implication of the DP model explicit in each text description (e.g., collusion between the shuffler and the server of the shuffler DP results in little benefit of shuffling). Based on the pilot survey and the interview study findings, we added a legend listing the set of icons used in the diagram and described the meaning for each of them. Key icons were also embedded in the text description to help participants associate the text and the diagram (see Appendix B, Fig 8). In addition, we improved the wording and emphasized the data perturbation processes and implications for privacy protection.

b) Data flow diagram: The data flow diagram starts from the data collection of individual users (see Fig 1a). A snapshot of the map includes a red pin, indicating the actual location of a user. A gear icon represents the DP technique. After the processing of the DP technique, a user’s actual location is blurred with some noise (e.g., it becomes an orange pin at somewhere else) such that the user’s presence at the location becomes uncertain. We vary the noise perturbation across the users. For example, while a single noise obscured user 1’s actual location, user n’s actual location was replaced by another one. Then the shuffler is introduced. A security lock is used to indicate an extra layer of security added to the perturbed data in the shuffler database. Data shuffling (e.g., data of user 1 assigned to user 6) is presented afterward. A green shuffle icon is also presented to indicate the break of the linkage between the users and their data. After data shuffling, an encryption key is used in the App database to indicate the unlock of the security protection for data publishing to data analysts or collaborators.

We also improved the diagram based on the results of the pilot survey and the interview. To increase the contrast in color coding, we used the yellow color referring to the perturbed data with DP protection, and the green color showing the shuffled data after another layer of security protection. For color-deficient participants, we also added a dashed line to code the perturbed data in the data flow (see Fig 1a).

IV. EXPERIMENT 1

The primary goal of our study was to design and evaluate effective communication of the three DP models (Central DP, Local DP, and Shuffler DP) to end users. After designing the initial illustrations (i.e., text descriptions and graphics) to convey the features of the models, we conducted an online pilot survey (N = 30) and then more detailed interviews of lay users (N = 6).
In summary, the pilot survey and the interview study revealed that the proposed illustrations were not effective in communicating DP models, and some reasons why that was so. First, the distribution of survey time (e.g., the 15-second median viewing time of the illustration of each model) and “Did not read it carefully” theme in the interview indicate that participants tended to skim through the pages and omit details. This problem might be alleviated by dividing the current illustrations into multiple pages and presenting the whole with an animation to increase users’ attention to the detailed visualization [32]. We expected the reduced information on each page (e.g., dividing the data perturbation process into multiple pages) will help participants comprehend the key aspects. The “Local DP vs. Shuffle DP” theme in the interview revealed that participants had difficulty understanding the implications of different data perturbation processes. Thus, besides clearly presenting technical details, it is critical to emphasize the data perturbation implications on security and privacy. We also considered that a direct comparison across models may assist users to understand the difference in practice, and impact their data-sharing decisions.

We improved the illustration of each model based on the findings from the pilot survey and the interview study. We also generated a stepwise illustration using animation to make the key visualizations about data perturbation more explicit. We conducted a formal online survey study to evaluate how the improved illustrations impact users’ comprehension, perception, and data-sharing decisions across the three DP models.

A. Participants.

We recruited 400 participants from MTurk. Four duplicate survey responses were removed. We further filtered participants by the survey duration. The median survey completion time was about 20 min. Since it took 10 min to watch all videos, we used 15 min as the lower threshold. We plotted the distribution of completion time and cut off responses more than an hour. As a result, we included 300 participants in the data analysis, with 160 in the illustration condition and 140 in the animation condition. Among those 300 participants, 147 of them viewed the Central DP at first and 153 of them viewed the Local DP at the very beginning. Participants were mostly White (75.3%), slightly more male (57.0%) than female, and most in the age range of 25 – 44 years (76.3%). About 79.6% of the participants had a Bachelor’s degree, Medical degree, or Professional degree. About 57.6% of them had experience with computer or information technology field.

B. Stimuli and Procedure

The survey flow (see Fig. 3) was similar to that of the pilot survey and the interview study. Participants were randomly assigned into the illustration condition or the animation condition. There was a 60 s minimum viewing time for each illustration in the illustration condition. The animation of each model was automatically played. When each animation ended, participants were directed to the next page automatically to prevent them from being distracted by the links to the YouTube website. After answering the comprehension question following each model (see Appendix C), participants received feedback about their performance and were instructed to read/watch the illustration or animation again for the second time. A 7-point Likert Scale was used to evaluate the perceived utility and privacy protection, and data-sharing decisions (see Appendix D). The survey took a median of 20 min to complete on average, and the payment was $3.50 for each participant.

C. Results

Correct answer rate of the comprehension question for each model collapsed across participants (see Table 1) were entered into 3 (model: Central, Local, Shuffle) × 2 (presentation: once, twice) × 2 (order: Central DP first, Local DP first) Chi-squared tests. Post-hoc tests with Bonferroni corrections were performed, testing all pairwise comparisons with corrected p-values for possible inflation. Participants’ average rating for perceived usefulness and security/privacy were analyzed with ANOVA using the same three factors as the chi-squared tests, respectively. Participants’ data-sharing decisions were entered into 3 (model: Central, Local, Shuffle) × 2 (usage: research, commercial) × 2 (order: Central DP first, Local DP first) ANOVA. Post-hoc tests were also performed for both perception and decision-making measures.

1) Comprehension: Table 1 shows the correct answer rate for comprehension questions across the three models after viewing the illustrations or animations once and twice. Due to the unbalanced number of participants, we did not conduct statistical analysis comparing the results of the formal
TABLE I: Correct answer rate for the comprehension question of each DP model (after viewing the illustrations/animations once and twice). Numbers in the parentheses indicate the number of participants in each condition.

| DP Model | Once | Twice | Once | Twice | Once | Twice |
|----------|------|-------|------|-------|------|-------|
| Illustration (160) | 72.5% | 79.4% | 45.6% | 47.5% | 71.9% | 80.0% |
| Animation (140) | 64.3% | 78.6% | 56.4% | 47.1% | 75.7% | 79.3% |

survey and the pilot survey. However, the correct rates were numerically higher than those in the pilot survey in general. Compared with the Central DP and the Shuffler DP, the Local DP had an overall lower correct rate ($\chi^2 = 39.83$, $p < .001$). The question for Local DP asked about the privacy implication of data sharing with a third party, which was not directly explained in the illustration (see Appendix C CQ1-2). The low correct rate suggests that participants may only have grasped information explicitly expressed for the model.

Comparing the results of the watching animations/illustrations once versus twice, only Central DP showed a significant increase ($\chi^2 = 7.76$, $p = .005$), and such pattern was more evident for the animation condition than for the illustration condition ($p = .002$). We further examined whether the order of model presentation had an effect. When comprehension questions were asked for the first time, there was no significant difference between the two presentation orders. However, for the second time, the correct rate for the Central DP was significantly higher when the Central DP was presented last than when it was presented first ($\chi^2 = 9.00$, $p = .003$). Thus, the increased correct rate of the Central DP could be attributed to the order of presentation instead of increased understanding of the model after viewing the illustration again. When Central DP was presented last, participants could have clearer memory of the corresponding information. The Local DP was either presented first or second. The Shuffler DP was presented second or last, indicating the initial high correct rate and non significant increase for the second time.

Based on the results of comprehension questions, we further filtered the data for the analysis hereafter. Specifically, only participants with at least two correct answers in either the first or the second time were kept, resulting in 261 responses (138 in the illustration condition, 123 in the animation condition, 129 with Central DP presented first, and 132 with Local DP presented first).

2) Privacy and Utility Perception: Fig 4 shows participants' average rating of perceived security/privacy and usefulness for the three models. For the perceived security/privacy, the main effects of model ($F_{(2,771)} = 40.75$, $p < .001$, $\eta^2_p = .10$), presentation order ($F_{(1,771)} = 8.49$, $p = .004$, $\eta^2_p = .01$), and their interaction ($F_{(2,771)} = 7.65$, $p < .001$, $\eta^2_p = .02$), were all significant. Post-hoc comparisons revealed that participants gave higher rating for the Shuffler DP (5.35) than that of the Central DP (4.56, $p_{adj} < .001$), but the rating of Shuffler DP was lower than that of the Local DP (5.66, $p_{adj} = 0.04$). Such results demonstrate a correct understanding of privacy implications across the three models, which was not observed in the pilot studies. Post-hoc comparisons also indicated that the ordering effect was only evident for Central DP. Specifically, when Local DP was presented firstly, the average rating for the Central DP was lower (4.14) than when the Central DP was presented initially (4.98, $p_{adj} < .001$). Thus, the presentation of Local and Shuffler DP could impact people’s perceived security/privacy of Central DP, but not vice versa.

In terms of the perceived usefulness, the ANOVA showed no significant effect at all. Given the heatmap and numbers (see Fig 2), the utility implications of DP models should not be difficult for participants to understand. A possible explanation for the obtained results is that the reduced accuracy of the three models were all acceptable for the participants. Alternatively, participants might be less concerned about the utility aspect compared to the privacy aspect.

3) Data-sharing Decision: Fig 5 shows participants’ willingness to share location data across the three models. Fig 6 shows the proportion of participants in each rating score,
aligned by 4. ANOVA showed the main effects of usage scenario \((F_{1,1542} = 26.51, p < .001, \eta^2_p = .02)\), model \((F_{1,1542} = 19.30, p < .001, \eta^2_p = .02)\), and presentation order \((F_{1,1542} = 7.39, p = .007, \eta^2_p = .01)\). Participants were more likely to share their data for research in disease control \((5.05)\) than for commercial usage \((4.60, p_{adj} < .001)\). They were more likely to share with the Local DP \((5.06)\) or the Shuffler DP \((4.96)\) than with the Central DP \((4.44, p_{adj} < .001)\), indicating the preference for stronger privacy protection. Participants were also more likely to share data when the Central DP was presented first, which again implies the impact of the Local DP and the Shuffler DP on participants’ evaluation of the Central DP.

**D. Discussion**

In summary, we found that participants preferred stronger privacy protection when they were asked about their preferences for sharing location data. This was independent from how the DP model was communicated or the type of data usage. Users in both conditions preferred the Local DP or the Shuffler DP to the Central DP for the public-good or the commercial-interests scenarios. Lastly, the model presentation order influenced participants’ privacy protection perception and the data-sharing decisions: Users showed less perceived privacy protection and preference to share data with the Central DP when it was presented after the Local DP and the Shuffler DP. The benefit of data sharing or the utility aspect seems to be weighted less than the privacy aspect by the participants.

**V. Experiment 2**

Experiment 2 was conducted to further examine participants’ privacy protection and utility cost of the three models using a between-subject design \((RQ1)\). Moreover, we introduced the concept of noise level and measured participants’ preference of the noise level for different data usage scenarios \((RQ3)\). Another interview study \((N = 9)\) and additional pilot survey \((N = 29)\) were conducted before the formal study. The interviews identified problems about the definition clarity, instruction clarity and consistency issues in the survey instrument and model illustrations. After address these problems, we conducted the pilot study and found that that participants could complete the survey with a reasonable completion time and comprehension of DP models.

**A. Participants**

Participants were recruited through MTurk. A total of 368 valid survey responses were collected. Each participant was paid for $4. We removed one duplicate response. The median completion time was 13 min, which did not differ across the three models. Considering that the overall completion time was not long, we applied half of the median completion time of each model as a lower threshold \((Central DP: 6 \text{ min}, Local DP: 6.5 \text{ min}, and Shuffler DP: 7.25 \text{ min})\). As a result, there were 99 participants in the Central DP condition, 90 in the Local DP condition, and 106 in the Shuffler DP condition.

The demographic information shows a similar pattern to Experiment 1. Participants were mostly White \((72.2\%)\), slightly more male \((56.3\%)\) than female, and most in the age range of 25-44 years \((69.2\%)\). About 82.0% of the participants had a Bachelor’s degree, Medical degree, or Professional degree. About 61.4% of them had experience with computer or information technology field.

**B. Stimuli**

1) **Differential Privacy Illustration**: The illustrations of the three DP models were the same as Experiment 1 except that the wording and formatting were modified to improve the clarity and readability based on the results of the second pilot survey and the second interview study. The modified illustrations can be found in Appendix B. Moreover, we added two extra stepwise illustrations, *Privacy Risks and Noise Level*.

*Privacy Risks Illustration.* To enhance participants’ comprehension of the privacy protection from DP, we added the

![Diagram](image-url)
illustrations of the privacy risks before the model illustration. Specifically, we set up a scenario where users’ locations collected through installed apps were anonymized and then published as an aggregated map. The map visualization was generated based on an open dataset provided by NYC Open Data\(^2\). We then explained how an anonymized individual user in the grid map could be easily identified than others (see details in Appendix [D]).

**Noise Level Illustration.** After the model illustration, we further explained the concept of noise in DP and how an increased level of noise can enhance privacy protection but reduce data accuracy. Participants were required to experience three noise levels (i.e., low, moderate, and high) through clicking corresponding level buttons. Upon clicking, the visualization of the aggregated map corresponding to each level of noise was shown to the participants (see Fig [15] in Appendix [D]).

2) **Comprehension Questions:** Comprehension questions are critical for evaluating participants’ understanding of DP mechanisms. Based on questions used in Experiment 1, we constructed new questions and improved the questions based on the second pilot survey and the second interview study. In each model, we presented CQ2-1 after the privacy risks illustration and tested whether participants understand that anonymization cannot effectively protect user privacy. CQ2-2 examined participants’ comprehension of when noise is added to the data flow. Thus, the correct answer was model-dependent. Participants answered CQ2-2 after the data-flow illustration. CQ2-3 was exclusive to the Shuffler DP and examined whether participants understood the function of the shuffling process. CQ2-4 and CQ2-5 were presented after the noise level illustration, testing whether participants comprehended how different noise levels impact data privacy and accuracy (e.g., increasing the level of noise for better privacy and decreasing the noise level for better data accuracy). The full descriptions of comprehension questions can be found in Appendix [D].

3) **Data-sharing Scenarios:** To understand participants’ preferences for the level of noise in DP, we constructed four data-sharing scenarios (see Appendix [D]) based on the two same categories (public good, commercial interests) as Experiment 1. In the two public-good scenarios, we asked participants’ to imagine that their and other car owners’ parking locations will be collected and used for decision-making related to building electric vehicle charging stations or identifying sufficient disabled parking lots. In contrast, participants were asked to imagine that the same data collection and use for commercial advertisements or parking garage investment in the commercial-interests category. For each scenario, before making the noise level selection, participants were required to view the data visualization of the three noise levels (low, moderate, and high) again.

\(^2\)https://data.cityofnewyork.us/Transportation/Parking-Meters-GPS-Coordinates-and-Status/5jsj-cq4s

| Table II: Correct answer rate for the comprehension question of each DP model. Numbers in the parentheses indicate the number of participants in each condition. |
|--------------------------------------|
| Privacy Risk | Central DP (99) | Local DP (90) | Shuffler DP (106) |
| CQ2-1       | 90.9%          | 92.6%          | 87.9%          |
| CQ2-2       | 28.7%          | 79.5%          | 68.6%          |
| CQ2-3       | NA             | NA             | 44.4%          |
| CQ2-4       | 49.5%          | 40.9%          | 47.6%          |
| CQ2-5       | 66.4%          | 71.3%          | 69.4%          |

C. Procedure

The survey flow was similar to that of Experiment 1 except as noted. First, only one of three models was randomly assigned to each participant. Comprehension questions were presented after the corresponding stepwise illustrations. After completing all comprehension questions, participants rated whether the privacy protection and data accuracy provided by DP met their expectations on a 7-point Likert Scale (“1” means “Strongly disagree”; and “7” means “Strongly agree”). The four data-sharing scenarios were then randomly presented to the participants. After viewing each scenario, participants were asked to specify their preferred noise level and briefly explain their rationale with an open-ended question.

D. Result

1) **Comprehension:** Table [I] shows the correct answer rate of each comprehension question across the three models. Across the questions, the correct answer rates were similar among the three models ($\chi^2_3 \leq 1.86, p_s \geq .440$) except that the correct rate was noticeably lower for CQ2-2 in the Central DP model ($\chi^2_2 = 72.2, p < .001$). While participants revealed reasonably correct answer rates for CQ2-1 and CQ2-5, their correct answer rates for CQ2-3 and CQ2-4 were worse than chance. Thus, we compared the questions and options between those two groups. We found that the correct answer for CQ2-1 and CQ2-5 was the first option. However, it was not the case for CQ2-2 Central DP, CQ2-3, or CQ2-4. While the presented illustrations could not be very effective in helping participants understand DP, we conjecture that the obtained results might be impacted by inattentive or bot respondents on Amazon MTurk [31, 36]. Consequently, we identified 73 participants who invariably selected the first option for all the comprehension questions.

Thus, we further filtered out those 73 participants. Moreover, same as Experiment 1, we only kept participants who correctly answered at least two of the four questions (excluding CQ2-3) that are applicable to all models. For the remaining 217 participants, there were 62 in the Central DP condition, 70 in the Local DP condition, and 85 in the Shuffler DP condition.

2) **Privacy and Utility Perception:** Regarding whether the DP model meets participants’ expectations for privacy, participants’ average ratings were 5.92 (Central DP), 5.77 (Local DP), and 5.76 (Shuffler DP), all of which showed no significant differences ($F < 1.0$). Likewise, they gave similar perceived data accuracy across the models ($F < 1.0$): 5.55 (Central DP), 5.84 (Local DP), and 5.85 (Shuffler DP).
3) Noise Preference: Across the two scenario categories, the average proportions of participants opting for low-, moderate-, and high-levels of noise were 32.4%, 32.8%, and 32.3% ($\chi^2 = 1.0$). The main effect of scenario category was significant ($\chi^2 = 12.89, p = .001$). Specifically, participants were more likely to select high-level noise in the commercial-interests scenarios (40.19%) than the public-good scenarios (29.08%). Nonetheless, the effect of scenario category showed no significant differences across the three models ($\chi^2 = 4.11, p = .392$).

4) Responses to Open-ended Questions: We asked participants to briefly explain why they selected the specific noise level. After disregarding meaningless responses, such as “good (97)” and “noise is unwanted sound (53),” Collapsed across the three models, we conducted a thematic analysis [14] using the remaining 212 meaningful responses from 53 participants. One co-author and a graduate student working in another co-author’s lab performed the thematic analysis independently at first. Then, they discussed the results and finalized the thematic analysis together. We identified four major themes of participants’ responses as follows.

Strong Protection for the Commercial-interests Scenarios. Among the 212 answers, 30% of the participants described that they “don’t like (P1)” or “don’t care about (P13)” advertisements. They also believed that those companies “... already have too much data on everyone (P27).” Thus, they “would much rather have the highest amount of data protection (P12)” in those scenarios.

Correct Comprehension of DP Models. About 22% of the participants revealed somewhat comprehension of the DP models in their responses. For example, participants described that they considered both “keeping the accuracy of data (P2)” and “protecting user privacy (P21)” when making the decisions. The tradeoff between privacy and accuracy may have increased participants’ preferences for the moderate level. For example, among the participants (12) who discussed the tradeoff in one of the public-good scenarios, 50% opted for the moderate level, 34% for the low-level, 8% for the high level, and 8% chose the “Unsure” option.

Individual Differences for the Public-good Scenarios. About 19% of the participants selected either the low-level or the moderate-level noise for the public-good scenarios, e.g., disabled parking. Participants explained that data accuracy “is highly important (P11)” and they would like to “make sure that there is always an adequate amount of disabled parking (P3)”. In contrast, about 10% of the participants opted for the high-level noise and described that “disability is very private and needs the maximum amount of privacy (P37).”

Individual Differences Regardless Scenarios. Moreover, 4 (8%) participants chose the high-level noise across the scenarios. They indicated that they “less concerned about the accuracy of the data (P30).” Instead, they described that “vehicle location is very sensitive (P41)” and “you never know who will access (the) data (P23).” Consequently, they argued that “high level should be deployed at all times (P41).” Similarly, another 4 (8%) of the participants selected the low-level and the moderate-level, respectively. They believed that the selected level “would probably be good enough (P50)” to prevent identification, and “somewhat accurate data is still available (P12).”

E. Discussion

Experiment 2 employed procedures similar to Experiment 1 except for the between-subject design. Using a new set of comprehension questions, we obtained similar results as Experiment 1. Moreover, we found the results might have been impacted by inattentive respondents, which we discuss in the General Discussion. The effect of model was significant for the perceived privacy in Experiment 1. Thus, the non-significant results in Experiment 2 suggested that the obtained results in Experiment 1 are mainly due to the within-subject design (i.e., the relative comparisons across the three models). When only one DP model was presented, participants seemed to give high ratings of perceived privacy and data accuracy in general. Moreover, participants preferred the high-level noise protection for the commercial-interests scenarios than for the public-good scenarios, in agreement with the same effect at the model level in Experiment 1.

VI. GENERAL DISCUSSION

In this work, we conducted two online experiments (each was proceeded by a pilot survey and an interview study) examining participants’ comprehension and perceptions on privacy and utility of three differential privacy (DP) models, and their data-sharing decisions. As relevant factors, we investigated three DP trust models (Central, Local, and Shuffler), and two data-usage scenarios (public good, commercial interests). There are several key findings:

- Participants prefer stronger privacy protection at both the model level and noise level.
- Participants accept the Shuffler DP model for data disclosure.
- An adequate comprehension of DP is necessary for accurate perception of the privacy protection of different DP trust models and consequent informed decisions.
- Compared to the illustration, using animation does not facilitate users’ understanding of the models, their privacy and utility perception, as well as their data-sharing decisions. Despite prior work that indicated people may not understand DP procedure [45], our work revealed that people can comprehend different DP models using illustrations. However, those findings must be interpreted with an elaboration on some details.

A. Less Than Ideal Comprehension Performance

In Experiment 1, we asked participants that if the Local DP model is implemented, whether the third party with which the app shared data can see the real answer. Since the random noise is added at an individual level for the Local DP, the correct response should be “No.” However, participants showed a poor comprehension of the privacy implication of the Local DP. In Experiment 2, we obtained similar results for the
another four comprehension questions. Through comparisons, we found a common pattern across those questions: the correct answer was not the first option. Thus, we identified 16 participants who always selected the first option for comprehension questions in Experiment 1. We exclude those participants and re-ran the statistical analysis again. The overall results were the same as shown in Experiment 1.

While the obtained results might have been impacted by inattentive respondents on Amazon MTurk [31], the above-mentioned results of Experiment 1 indicate that the data filtering criteria (e.g., completion time and correct answer rate for comprehension questions) seemed to be appropriate to exclude invalid responses. Nevertheless, there were more inattentive responses in Experiment 2 (73) than in Experiment 1 (16), revealing the emergent issue of data quality on Amazon MTurk [30].

A second and more likely explanation is to compare the comprehension results of the Central DP. In Experiment 1, we asked participants whether an attacker could see the actual location information submitted by them if an attacker got access to the database of the app. We explicitly explained such implications in the text description, and the correct answer rate was about 73%. In contrast, we asked participants whether the initial data received by an app company contained any noise in Experiment 2. The correct answer rate was about 30%. Altogether, the results from both experiments indicate that participants seemed to grasp the information conveyed in the illustrations but failed to infer the implications.

B. Comparisons across the Three DP Models

a) Local DP vs. Shuffler DP: Participants perceived stronger security/privacy protection of the Local DP model than that of the Shuffler DP model in Experiment 1 but not Experiment 2. One possible reason is due to the within-subject design in Experiment 1, which afforded the relative comparisons across the three models. However, each participant only viewed one DP model in Experiment 2, and gave high ratings of perceived privacy and data accuracy in general. Thus, to help users make informed disclosure decision, it seems to be critical to make different DP trust models available for comparison. Moreover, participants preferred stronger protection for the commercial-interests scenarios than for the public-good scenarios, in agreement with the same effect at the model level in Experiment 1.

b) Order effect of Central DP: We obtained the order effect of the Central DP model in both perceived privacy/security and data-sharing decision measures. Specifically, participants perceived less privacy protection and showed less willingness to share data when the Central DP model was presented after the Local DP and the Shuffler DP models. Since the latter two models provide stronger privacy protection than the Central version, those results indicate participants’ preference for strong privacy protection. Moreover, the order effect of Central DP can also be interpreted as an effect of reference frames [33], suggesting that it is essential to evaluate differential privacy from a cognitive perspective.

c) Similar Perceived Utility across the Three Trust Models: We did not obtain any perceived utility differences across models or conditions in both experiments. Thus, such results were evident at the model level (e.g., qualitative) and the noise level (e.g., quantitative). Compared to the privacy aspect, the benefit of data sharing seem to be less critical to the participants.

C. (In)Effectiveness of the Illustrations

Our findings indicate that the explanatory illustrations are effective in communicating DP. Meanwhile, we also obtained results pointing toward directions for further improvements. Our results showed that animation did not add any benefits compared to the static illustrations. The online survey was conducted remotely with participants’ own devices. Various factors, such as volume and background, might have impacted the effect of the animation. Previous studies also showed that animation with oral commentary did not get better comprehension scores than those who studied equivalent static graphics with written text [9]. That we did not obtain the benefits of the animation could be due to the accompanying text providing all the critical information [16]. Due to the prevention of participants from clicking external video link, we played the animations in an automatic manner. However, interactivity (i.e., giving control over the space and direction of the animation) has been shown to be a key factor for the effectiveness of animation [42]. Not only such simple control gives learners time to integrate information before proceeding to the next frame, but it also segments the animation into relevant chunks to facilitate learning. To further understand the effect of animation, future work could consider allowing participants to control the animation.

D. Limitations and Future Work

First of all, we recruited MTurk workers in the pilot and formal surveys. Thus, participants are younger, more technical, and more privacy-sensitive than the overall U.S. population [34]. This is evident in our results, which demonstrate a large percentage of participants have experience with the fields of computer or information technology. We believe these limitations are acceptable, as the public has limited knowledge on differential privacy in general [45]. Secondly, we only asked participants’ data-sharing decisions on two data usage scenarios (i.e., public good and commercial interests), which we considered to be reasonably representative. Thirdly, we did not consider more recent developed DP models [12], [13], [49], [47], [48]. Future work could consider more diverse usages and latest DP models to validate our findings by performing a replication study. Also, to take advantage of the benefit of interactivity, we could consider continuously varied $\epsilon$ values and encourage users to manipulate the parameter to further simulate the effect of random noise, which could improve their comprehension of data perturbation of DP.
APPENDIX

A. Illustrations in Experiment 1

1) Central DP:

**Static Illustration:**

In Central DP, user’s real location data (red) is sent to the App’s database. Imagine that you are one of the app users after: your and other users’ locations are collected by the app, the DP technique (gear icon) adds noise to the aggregated data, resulting in the Central DP Data. The modified data (dark) will be used by App’s Data Analysts or shared with third party collaborators. The app users’ privacy is protected since only the modified data will be used. Because Central DP is applied after the app collects users’ data, if the app’s database is compromised or hacked by attackers, users’ personal information may be leaked.

2) Local DP:

**Static Illustration:**

In Local DP, noise is added to user’s location (red) by their own devices. For example, for example, the real location data of User 1 is buried with a small amount of noise (dark). The amount of noise slightly alters the real location data, which makes User 2’s presence in the dataset unidentifiable. For another user, the amount of noise replaces the real location data. Then the modified data will be sent to the APP database or shared with third party collaborators. Because Local DP is applied before the app collects users’ data, users’ personal information will not be leaked even if the app’s database is compromised or hacked by attackers.
This is a comparison between visualization produced with actual data and Local DP data. Local DP keeps everyone in the dataset from being individually identifiable, while maintains the usefulness of the dataset. The degree of noise added affects both how well individual data is protected and how useful the data set is. Different amounts of noise from each user provides strong privacy protection, but the large-scale pattern is somewhat impacted.

In Shuffler DP, noise is added to user’s location (9) by their devices. The noise level (9) is smaller than that of Local DP. For example, the real location of User 1 is blurred with a single noise. The small amount of noise alters the real location data such that User 2’s presence in the dataset is still unidentifiable. For another user, the amount of noise replaces the real location data. User devices will provide another layer of security protection (8) of users’ location data with noise before sending the data to the Shuffler (3). The Shuffler is usually an independent data management company, who will store the data in the Shuffler Database. The Shuffler will shuffle the association between user and his/her location data. For example, User 1 could be swapped with User 6, User 100 could be swapped with User 15, and so on and so forth. The protected data will be sent to the app database where the security protection will be unlocked with a key (8). Then the Shuffled data (9) will be sent to the APP database or shared with third party collaborators. Same as LDP, DP is applied before the app collects users’ data, so users’ personal information will not be leaked even if the app’s database is compromised or hacked by attackers. However, if the shuffler colludes with the app, they may get the unshuffled data without extra security protection, which makes shuffler DP same as Local DP but with small degree of noise.

**Animation Link:**
https://youtu.be/DEYv9QkYWF0

3) **Shuffler DP**:

**Static Illustration:**

- red pins represent user’s actual location data
- yellow pins represent user’s location data with noise
- gear icon represents the location DP technique
- lock icons represent user’s location data with noise (plaintexts) converted into ciphertexts for security
- yellow database icon represents the dataset of user’s location with noise.
- green pins represent user’s location data with noise after shuffling
- green database icon represents the dataset of user’s location with noise after shuffling
- key icon represents the ciphertexts were unlocked after shuffling users’ location data with noise.

Fig. 9: Illustrations of the Local DP model evaluated in Experiment 1.

**Animation Link:**
https://youtu.be/7wBxGsvpZsU

This is a comparison between visualization produced with actual data and Shuffler DP data. Smaller amount of noise makes Shuffler DP maintains the large-scale pattern more similar to actual data than Local DP.

Fig. 10: Illustrations of the Shuffler DP model evaluated in Experiment 1.

**Animation Link:**
https://youtu.be/7wBxGsvpZsU
B. Illustration of Experiment 2

Fig. 11: Illustration of the Central DP model evaluated in the Experiment 2

Fig. 12: Illustration of the Local DP model evaluated in the Experiment 2

Fig. 13: Illustrations of the Shuffler DP model evaluated in Experiment 2.

C. Survey Protocol of Experiment 1

Central DP:

[Illustration/animation of Central DP - first presentation]

[Comprehension]

CQ1-1. Suppose that you have your location information collected by the app, but your location information was collected using Central DP. If an attacker gets access to the database of the app, will the attacker be able to see your real location information?

- Yes
- Unsure
- No
- Prefer not to answer

[Comprehension feedback]

Your answer is correct (incorrect). Since understanding the DP technique is critical for answering questions afterward, please view the illustration again on the next page.
Please indicate your disagreement or agreement with the following statements on a 7-point Likert Scale, “1” means “Strongly disagree”, and “7” means “Strongly agree”.

**PQ1.** Using Central DP, the collected user location data is still very useful.
- Strongly disagree (1)
- Disagree (2)
- More or less disagree (3)
- Neither disagree or agree (4)
- More or less agree (5)
- Agree (6)
- Strongly agree (7)

**UQ1.** Using Central DP, the collected user location data achieves desirable privacy preservation and security protection.
- Strongly disagree (1)
- Disagree (2)
- More or less disagree (3)
- Neither disagree or agree (4)
- More or less agree (5)
- Agree (6)
- Strongly agree (7)

**SQ1-1.** If the app collects information through Central DP and uses it for companies to make relevant recommendations, I am willing to share my information.
- Strongly disagree (1)
- Disagree (2)
- More or less disagree (3)
- Neither disagree or agree (4)
- More or less agree (5)
- Agree (6)
- Strongly agree (7)

**SQ1-2.** If the app collects information through Central DP and uses it for research in disease control and prevention, I am willing to share my information.
- Strongly disagree (1)
- Disagree (2)
- More or less disagree (3)
- Neither disagree or agree (4)
- More or less agree (5)
- Agree (6)
- Strongly agree (7)

**Local DP:**

**CQ1-2.** Suppose that you have your location information collected by the app, but your location information was collected using Local DP. For the third party with which the app shared data, will they be able to see the real answer that you submitted?
- Yes
- Unsure
- No
- Prefer not to answer

**D. Survey Protocol of Experiment 2**

**[Privacy Risks]**
CQ2-1. One app company wants to share its user location data with a third party. The app company fully anonymized the data (it would not contain personally identifiable information, such as name or date of birth). Will there be a risk for users in the anonymized dataset to be identified?
- Yes
- Unsure
- No
- Prefer not to answer

[Comprehension feedback] Your answer is correct (incorrect).

Anonymization alone cannot provide sufficient privacy protection.

CQ2-2. An app company decided to deploy DP to improve the privacy protection of its users. With the deployment of DP, will the initial data received by the app company contain any noise?
- Yes for Local/Shuffler
- Unsure
- No
- Prefer not to answer

[Comprehension feedback] Your answer is correct (incorrect).
Noise is added before the device sends the data.

CQ2-3. An app company decided to use DP to improve the privacy protection of its users. Which of the following would happen if the third step (shuffling) is omitted in the DP deployment?
- The level of privacy protection will increase
- Unsure
- The level of privacy protection will decrease
- Prefer not to answer

[Comprehension feedback] Your answer is correct (incorrect).
Noise is added before the device sends the data.

CQ2-4. An app company deployed DP to protect the privacy of its users. The app company now wants to provide more accurate location-based services to users. Which of the following option should the app company choose?
- Increase the noise level in DP
- Unsure
- Decrease the noise level in DP
- Prefer not to answer

[Comprehension feedback] Your answer is correct (incorrect).
A lower noise level means that the data is more accurate.

CQ2-5. An app company deployed DP to protect the privacy of its users. As a user of the app, you can set up the noise level that you prefer before using the app. If you prefer stronger privacy protection, which of the following option should you choose?
- Higher noise level
- Unsure
- Lower noise level
- Prefer not to answer

[Comprehension feedback] Your answer is correct (incorrect).
A higher noise level means that the privacy is stronger.
[Privacy and Accuracy Perception]

Please indicate your disagreement or agreement with the following statements on a 7-point Likert Scale: “1” means “Strongly disagree”, and “7” means “Strongly agree”.

**UQ2.** My expected accuracy of collected data can be reasonably maintained by the Differential Privacy (DP) technique.
- Strongly disagree (1)
- Disagree (2)
- More or less disagree (3)
- Neither disagree or agree (4)
- More or less agree (5)
- Agree (6)
- Strongly agree (7)

**PQ2.** My privacy of data collection and use can be reasonably achieved by the Differential Privacy (DP) technique.
- Strongly disagree (1)
- Disagree (2)
- More or less disagree (3)
- Neither disagree or agree (4)
- More or less agree (5)
- Agree (6)
- Strongly agree (7)

[Data-Disclosure Scenarios]

**Electrical Vehicle Charging Scenario:** Suppose there is a dataset containing parking locations of electric vehicles (EVs). Using those location data, the city planners can make better decisions on where to build new charging stations for EVs. However, without extra protection from privacy-enhancing technologies, such as Differential Privacy (DP), the identities of those EV owners can be inferred from unique parking patterns of home locations and work places. Consequently, all the places where each EV owner has ever been can be revealed.

Imagine that you are one of those EV owners. You are asked to choose a noise level of the DP technique to protect your privacy while maintaining the accuracy of the whole dataset. You can use the three buttons on the right to view how different levels of noise will impact the accuracy. We also present the real data without noise on the left for your reference.

**Disabled Parking Spaces Scenario:** Suppose there is a dataset including locations of disabled parking. Using those location data, the city planners can make better decisions on whether the current percentage of disabled parking spaces in different parking lots are appropriate. However, without extra protection from privacy-enhancing technologies, such as differential privacy (DP), the identities of those vehicle owners can be inferred from unique parking patterns of home locations and work places. Consequently, all the places where each vehicle owner has ever been can be revealed.

Imagine that you are one of those vehicle owners. You are asked to choose a noise level of the DP technique to protect your privacy while maintaining the accuracy of the whole dataset. You can use the three buttons on the right to view how different levels of noise will impact the accuracy. We also present the real data without noise on the left for your reference.

**Company Advertisements Scenario:** Suppose there is a dataset including locations of vehicles. Using those location data, companies providing car-related services can decide better locations to post their advertisement. However, without extra protection from privacy-enhancing technologies, such as Differential Privacy (DP), the identities of those vehicle owners can be inferred from unique parking patterns of home locations and work places. Consequently, all the places where each vehicle owner has ever been can be revealed.

Imagine that you are one of those vehicle owners. You are asked to choose a noise level of the DP technique to protect your privacy while maintaining the accuracy of the whole dataset. You can use the three buttons on the right to view how different levels of noise will impact the accuracy. We also present the real data without noise on the left for your reference.

**Parking Garage Investment Scenario:** Suppose there is a dataset including parking locations of vehicles. Using those location data, investors can decide better locations to invest for new parking garages. However, without extra protection from privacy-enhancing technologies, such as Differential Privacy (DP), the identities of those vehicle owners can be inferred from unique parking patterns of home locations and work places. Consequently, all the places where each vehicle owner has ever been can be revealed.

Imagine that you are one of those vehicle owners. You are asked to choose a noise level of the DP technique to protect your privacy while maintaining the accuracy of the whole dataset. You can use the three buttons on the right to view how different levels of noise will impact the accuracy. We also present the real data without noise on the left for your reference.

**SQ2_1.** Among the following options, which one would you prefer to be deployed for this location-based service?.
- Low noise level
- Unsure
- High noise level
- Prefer not to answer

**SQ2_2.** Could you briefly explain why you chose _? [Demographics]