Abstract. We study various compactifications of moduli space of Newton maps. Mainly, we focus on GIT compactification and Deligne-Mumford compactification. Then we explore the relations among these compactifications.

1. Introduction

For a degree $d \geq 2$ monic polynomial $P$ with distinct roots, its Newton maps is defined by

$$N_P(z) = z - \frac{P(z)}{P'(z)}.$$ 

Let $\text{NM}_d$ be the space of degree $d$ Newton maps. Note $z = \infty$ is the unique repelling fixed point for Newton maps. So the moduli space of degree $d$ Newton maps is naturally defined by

$$\text{nm}_d := \text{NM}_d / \text{Aut}(\mathbb{C}).$$

In the preceding article [19], we studied the limiting behaviors of holomorphic families of Newton maps. Our main tool was Berkovich dynamics. In the present article, inspired by the recent developments in the compactifications of moduli spaces, we study various compactifications of moduli spaces $\text{nm}_d$. We also use Berkovich space to relate different compactifications.

The space of degree $d \geq 2$ complex rational maps, denoted by $\text{Rat}_d$, is a dense open subset of $\mathbb{P}^{2d+1}$. Its moduli space $\text{rat}_d := \text{Rat}_d / \text{PSL}_2(\mathbb{C})$, modulo the action by conjugation, is a complex orbifold of dimension $2d - 2$. To compactify the space $\text{rat}_2$ of quadratic rational maps, Milnor [18] considered the symmetry functions $\sigma_1, \sigma_2$ and $\sigma_3$ of the multipliers of the three fixed points and showed the pair $(\sigma_1, \sigma_2)$ parametrizes the space $\text{rat}_2$. In fact, it defines an isomorphism $\text{rat}_2 \cong \mathbb{C}^2$ [18, Lemma 3.1]. Hence, it induces a compactification $\overline{\text{rat}}_2$ of the space $\text{rat}_2$ and $\overline{\text{rat}}_2 \cong \mathbb{P}^2$. The boundary $\overline{\text{rat}}_2 \setminus \text{rat}_2$ corresponds to the ideal points whose multipliers are of the form $\langle a, 1/a, \infty \rangle$, where $a \in \mathbb{C}$. These ideal points can be identified with the conjugacy classes of maps $z \to az + 1$. For general cases, Silverman [23] applied the geometric invariant theory (GIT) to study the semistable loci $\text{Rat}_d^{ss}$ and stable loci $\text{Rat}_d^s$ in $\mathbb{P}^{2d+1}$ and gave compactifications $\overline{\text{rat}}_d$ for $d \geq 2$ by investigating the categorical quotients and geometric quotients. The boundary $\overline{\text{rat}}_d \setminus \text{rat}_d$ can be identified with the equivalent classes of degenerate degree $d$ rational maps under GIT quotient.

For an element $[f] \in \text{rat}_d$, we have $[f^n] \in \text{rat}_{dn}$. Moreover, the iterate maps

$$\Phi_n : \text{rat}_d \to \text{rat}_{dn},$$

sending $[f]$ to $[f^n]$, are regular for any $d \geq 2$ and $n \geq 1$. However, $\Phi_n$ can not extend continuously to maps from $\overline{\text{rat}}_d$ to $\overline{\text{rat}}_{dn}$ for any $d \geq 2$ and $n \geq 2$ [6, Section 10].

Since the space $\text{NM}_d$ of degree $d$ Newton maps is a subset of $\text{Rat}_d$, the moduli space $\text{nm}_d$ sits in the space $\text{rat}_d$. Therefore, we obtain a compactification $\overline{\text{nm}}_d$ by taking the closure for $\text{nm}_d$ in $\overline{\text{rat}}_d$. Our first result is

**Theorem 1.1.** The restrictions $\Phi_n|_{\text{nm}_d}$ extend naturally and continuously to rational maps

$$\Phi_n|_{\overline{\text{nm}}_d} : \overline{\text{nm}}_d \to \overline{\text{rat}}_d,$$

for any $d \geq 2$ and $n \geq 2$. 
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Let $\overline{\text{NM}_d}$ be the compactification of $\text{NM}_d$ in $\mathbb{P}^{2d+1}$. All the strictly semistable points in the boundary $\partial \overline{\text{NM}_d}$ have the same image under the GIT quotients, see Proposition 3.2. Moreover, the iterate map $f \to f^n$ is well defined and preserves the (semi)stability of the points in the boundary of $\text{NM}_d \cap \text{Rat}^*_n$, see Proposition 3.17. All these properties push Theorem 1.1 holds.

As applications, we consider the compactifications by inverse limits and barycentered maximal measures, which have been introduced to resolve the indeterminacy of each rational map $\Phi_n : \text{rat}_d \to \text{rat}_d$, see [6] for details.

Consider the map
$$\text{(Id, } \Phi_2, \cdots, \Phi_n) : \text{rat}_d \to \text{rat}_d \times \text{rat}_d \times \cdots \times \text{rat}_d.$$ Let $\Gamma_n$ be the closure of the image of $\text{rat}_d$ in $\overline{\text{rat}_d \times \text{rat}_d \times \cdots \times \text{rat}_d}$. There is a natural projection from $\Gamma_{n+1}$ to $\Gamma_n$. So we can take the inverse limit over $n$. We get a compactification $\overline{\text{rat}_d} := \lim \overline{\Gamma_n}$. Via identifying $[f]$ with $([f], ([f], [f^2]), \cdots)$, the space $\overline{\text{rat}_d}$ is a dense open subset of $\overline{\text{rat}_d}$. Moreover, the map $\Phi_n : \text{rat}_d \to \text{rat}_d$ can extends continuously to a map from $\overline{\text{rat}_d}$ to $\overline{\text{rat}_d}$. To understand the structure of the space $\overline{\text{rat}_d}$, DeMarco [6] studied the barycentered maximal measures and constructed a concrete model for quadratic case. For a given rational map $f \in \text{Rat}_d$, the support of the maximal measure $\mu_f$ is equal to the Julia set of $f$. We can choose a representative $f$ for the conjugate class $[f] \in \text{rat}_d$ such that the conformal barycenter of $\mu_f$ is at the origin. In fact, such representative is unique up to conjugation by an element in $\text{SO}(3)$. Thus, it induces a continuous map $\Theta : \text{rat}_d \to M_{bc}^1 / \text{SO}(3)$, where $M_{bc}^1$ is the space of barycentered probability measures on $\hat{\mathbb{C}}$, sending $[f]$ to $[\mu_f]$. Then considering the closure of the graph of $\Theta$, we can define a compactification $\overline{\text{rat}_d} := \text{Graph}(\Theta) \subset \overline{\text{rat}_d} \times M_{bc}^1 / \text{SO}(3)$ for $\overline{\text{rat}_d}$.

For quadratic case, the compactifications $\overline{\text{rat}_2}$ and $\overline{\text{rat}_2}$ are canonically homeomorphic [6, Theorem 1.1]. But it is not true in general, see [6]. For Newton maps, we can define the corresponding compactifications $\overline{\text{nm}_d}$ and $\overline{\text{nm}_d}$. And we show

**Theorem 1.2.** For any $d \geq 2$, then compactifications $\overline{\text{nm}_d}$ and $\overline{\text{nm}_d}$ are both canonically homeomorphic to the compactification $\overline{\text{nm}_d}$.

The space is better behaved if we mark points. Generally, for rational maps, we can mark either the fixed points, critical points, or both. For the quadratic case, rational maps with marked points were studied in [18]. Since the Newton map $N$ is uniquely determined by the roots $\{r_1, \cdots, r_d\}$. We choose to mark these roots. In general, a degree $d \geq 2$ rational map with marked fixed points is
$$(f, p_1, \cdots, p_{d+1}) \in \text{Rat}_d \times (\hat{\mathbb{C}})^{d+1},$$ where $f \in \text{Rat}_d$ and $p_1, \cdots, p_{d+1}$ are the marked fixed points of $f$, listed with multiplicities. Denoted by $\text{Rat}_d^{\text{fm}}$ the space of degree $d$ rational maps with marked fixed points and denote by $\text{NM}_d^{\text{fm}}$ the space of degree $d$ Newton maps with marked fixed points. Note $z = \infty$ is the unique repelling fixed point for each Newton map. Thus we consider the subset $\text{NM}_d^{\ast}$ consisting of $\{N, \infty, r_1, \cdots, r_d\} \in \text{NM}_d^{\text{fm}}$. The $\text{PSL}_2(\mathbb{C})$-action on $\text{Rat}_d^{\text{fm}}$ induces an action on $\text{NM}_d^{\ast}$. Since the point $z = \infty$ is special, then it induces an $\text{Aut}(\mathbb{C})$-action on $\text{NM}_d^{\ast}$. We define the moduli space $\text{nm}_d^{\ast} := \text{NM}_d^{\ast} / \text{Aut}(\mathbb{C})$.

Thus the natural map $\text{nm}_d^{\ast} \to \text{nm}_d$, sending $\{N, \infty, r_1, \cdots, r_d\}$ to $N$, is $\text{(d - 2)!}$ to $1$.

Let $\mathcal{M}_{0,n}$ be the moduli space of Riemann surface of genus $0$ with $n$ marked points. By adding the stable curves with nodes, the moduli space $\mathcal{M}_{0,n}$ has Deligne-Mumford compactification $\widehat{\mathcal{M}}_{0,n}$ consisting of stable marked trees of complex projective lines. Note $\mathcal{M}_{0,d+1}$ is homeomorphic to $\text{nm}_d^{\ast}$. It induces a compactification $\overline{\text{nm}_d} := \overline{\mathcal{M}_{0,d+1}}$. 
for the space $\text{nm}^*_d$. Thus $\widehat{\text{nm}}^*_d$ is a smooth irreducible projective variety. Our next result relates the compactifications $\widehat{\text{nm}}^*_d$ and $\overline{\text{nm}}_d$.

**Theorem 1.3.** For $d \geq 2$, the natural map $\text{nm}^*_d \to \text{nm}_d$ extends continuously to a map $\widehat{\text{nm}}^*_d \to \overline{\text{nm}}_d$.

We mention here that for the extension map, the fiber of a point in the boundary $\partial \overline{\text{nm}}_d$ may have infinite cardinality. To construct such extension map, we define the marked Berkovich trees of spheres based on the Berkovich dynamics of Newton maps in [10]. Then we define an equivalent relations on the space of marked Berkovich trees of spheres. Let $T_d$ be the resulting quotient space. Associated with suitable topology, the space $\overline{\text{nm}}_d$ have infinite cardinality. To construct such extension map, we define the marked Berkovich trees $\overline{\text{nm}}_d$.

**Outline.** This paper is organized as follows. In section 2, we state some background about the (semi)stable locus in $\mathbb{P}^{2d+1}$ and the probability measures associated to (degenerate) rational maps. In section 3, we study the GIT compactification $\overline{\text{nm}}_d$ and prove Theorem 1.1. In section 4, we discuss compactifications $\widehat{\text{nm}}^*_d$ and $\overline{\text{nm}}_d$, and then prove Theorem 1.2. Finally, we introduce the Deligne-Mumford compactifications $\widehat{\text{nm}}^*_d$ in section 5 and prove Theorem 1.3 in section 6.

2. Background

2.1. Stable and Semistable Loci. In this subsection, we describe the stable and semistable loci in $\mathbb{P}^{2d+1}$, which were computed by Silverman [23]. Equivalent conditions were given by DeMarco [6].

Denote $\text{Rat}^*_d$ to be the stable locus in $\mathbb{P}^{2d+1}$ and denote $\text{Rat}^{ss}_d$ to be the semistable locus in $\mathbb{P}^{2d+1}$. Then they are algebraic sets containing $\text{Rat}_d$. Moreover, $\text{Rat}^*_d$ is compact.

**Proposition 2.1.** [23 Proposition 2.2] Let $f \in \mathbb{P}^{2d+1}$. Then $f \not\in \text{Rat}^{ss}_d$ if and only if there exists $M \in \text{PSL}_2(\mathbb{C})$ such that

$$M^{-1} \circ f \circ M = [a_d : \cdots : a_0 : b_d : \cdots : b_0]$$

with $a_i = 0$ for all $i \geq (d+1)/2$ and $b_i = 0$ for all $i \geq (d-1)/2$.

Similarly, $f \not\in \text{Rat}^*_d$ if and only if there exists $M \in \text{PSL}_2(\mathbb{C})$ such that

$$M^{-1} \circ f \circ M = [a_d : \cdots : a_0 : b_d : \cdots : b_0]$$

with $a_i = 0$ for all $i > (d+1)/2$ and $b_i = 0$ for all $i > (d-1)/2$.

The action of $\text{PSL}_2(\mathbb{C})$ by conjugation on $\text{Rat}_d$ extends to $\mathbb{P}^{2d+1}$. The stable locus $\text{Rat}^*_d$ is the largest open $\text{PSL}_2(\mathbb{C})$-invariant subset of $\mathbb{P}^{2d+1}$, so $\text{rat}^*_d := \text{Rat}^*_d/\text{PSL}_2(\mathbb{C})$ is Hausdorff. We say $f, g \in \text{Rat}^{ss}_d$ are GIT conjugate if the Zariski closures of their $\text{PSL}_2(\mathbb{C})$–orbits have a point in common, i.e.

$$\{M^{-1} \circ f \circ M : M \in \text{PSL}_2(\mathbb{C})\} \cap \{M^{-1} \circ g \circ M : M \in \text{PSL}_2(\mathbb{C})\} \neq \emptyset.$$ 

Let $\text{rat}^*_d := \text{Rat}^{ss}_d/\text{PSL}_2(\mathbb{C})$ be the space of GIT conjugate classes. Then $\text{rat}^*_d$ is compact. Moreover, $\text{rat}^*_d \subset \text{rat}^{ss}_d$ since the GIT conjugation coincides to the conjugation on the set $\text{Rat}^*_d$.

We call $\text{rat}^*_d := \text{rat}^{ss}_d$ the GIT compactification of $\text{rat}_d$, and denote $[f]_{\text{GIT}} \in \text{rat}^*_d$ to be the GIT conjugate class of $f \in \text{Rat}^{ss}_d$. Note $\text{rat}^*_d = \text{rat}^{ss}_d$ if and only if $d$ is even. Hence $\text{rat}^*_d$ is a geometric quotient for $d$ even and a categorical quotient for $d$ odd, and it is proper quotient scheme over $\mathbb{Z}$ [23 Theorem 2.1].

Recall that for $f \in \mathbb{P}^{2d+1}$, there exist two degree $d$ homogeneous polynomials $F_a, F_b \in \mathbb{C}[X,Y]$ such that

$$f([X:Y]) = [F_a(X,Y) : F_b(X,Y)] = H_f(X,Y)\tilde{f}([X:Y]),$$

where $H_f = \gcd(F_a, F_b)$ and $\tilde{f}$ is a rational map of degree at most $d$. We say a zero of $H_f$ is a hole of $f$, and for a point $z \in \mathbb{P}^1$, we say the multiplicity of $z$ as a zero of $H_f$ is the depth of $f$ at $z$ denoted by $d_z(f)$. 


Considering the holes and depths, DeMarco gave another way to describe the sets $\text{Rat}_d^s$ and $\text{Rat}_d^{ss}$.

**Lemma 2.2.** [6 Section 3] Let $f = H_f \hat{f} \in \mathbb{P}^{2d+1}$.

1. If $d \geq 2$ is even, $f \in \text{Rat}_d^s$ if and only if the depth of each hole is $\leq d/2$ and if $d_h(f) = d/2$, then $\hat{f}(h) \neq h$.
2. If $d \geq 3$ is odd, $f = H_f \hat{f} \in \text{Rat}_d^{ss}$ if and only if the depth of each hole is $\leq (d+1)/2$ and if $d_h(f) = (d+1)/2$, then $\hat{f}(h) \neq h$.
3. If $d \geq 3$ is odd, $f \in \text{Rat}_d^s$ if and only if the depth of each hole is $\leq (d-1)/2$ and if $d_h(f) = (d-1)/2$, then $\hat{f}(h) \neq h$.

2.2. **The Space $\text{NM}_d$ of Newton Maps.** In this subsection, we describe the (semi)stable degenerate Newton maps. Let $\overline{\text{NM}}_d$ be the closure of $\text{NM}_d$ in $\mathbb{P}^{2d+1}$. Based on Lemma 2.2 for Newton maps, we have

**Lemma 2.3.** For $d \geq 2$, let $N \in \overline{\text{NM}}_d$.

1. If $d$ is even, $N \in \overline{\text{NM}}_d \cap \text{Rat}_d^s$ if and only if the depth of each hole of $N$ is $\leq d/2 - 1$.
2. If $d$ is odd, $N \in \overline{\text{NM}}_d \cap \text{Rat}_d^{ss}$ if and only if the depth of each hole of $N$ is $\leq (d-1)/2$.
3. If $d$ is odd, $N \in \overline{\text{NM}}_d \cap \text{Rat}_d^s$ if and only if the depth of each hole of $N$ is $\leq (d-3)/2$.

**Proof.** Write $N = H_N \tilde{N}$. Note each hole, if exists, of $N$ is a fixed point of $\tilde{N}$. Then the conclusions follow from Lemma 2.2.

**Corollary 2.4.** For $d \geq 2$, $\partial \overline{\text{NM}}_d \cap \text{Rat}_d^s = \emptyset$ if and only if $d = 3$.

We give the following example to figure out $\overline{\text{NM}}_3 \cap \text{Rat}_d^{ss}$ precisely.

**Example 2.5.** Cubic Newton maps.

If $N = H_N \tilde{N} \in \partial \overline{\text{NM}}_3 \cap \text{Rat}_d^{ss}$, then the depth of each hole of $N$ is 1. We have three cases.

Case I: $N$ has exact one hole and it is $\infty$.
In this case, there exist two distinct points $r_1$ and $r_2$ in $\mathbb{C}$ such that $N = N_{(r_1, r_2, \infty)}$. Thus

$$N([X : Y]) = YN_{(r_1, r_2)}([X : Y]).$$

Case II: $N$ has exact one hole and it is $r_1 \in \mathbb{C}$.
In this case, there exists a point $r_2 \in \mathbb{C} \setminus \{r_1\}$ such that $N = N_{(r_1, r_1, r_2)}$. Thus

$$N([X : Y]) = (X - r_1 Y)N_{(r_1, r_1, r_2)}([X : Y]).$$

Case III: $N$ has two distinct holes. In this case, $\infty$ is a hole of $N$. Then there exists a point $r_1 \in \mathbb{C}$ such that $N = N_{(r_1, r_1, \infty)}$.

$$N([X : Y]) = (X - r_1 Y)YN_{(r_1, r_1)}([X : Y]).$$

Thus in any case, $N \notin \text{Rat}_3^s$.

Recall that $I(d) \subset \mathbb{P}^{2d+1}$ is the indeterminacy locus, that is,

$$I(d) = \{f = H_f \hat{f} \in \mathbb{P}^{2d+1} : \hat{f} \equiv c \in \mathbb{P}^1, H_f(c) = 0\}.$$

The following result states that there is no semistable indeterminacy points in the space $\overline{\text{NM}}_d$.

**Proposition 2.6.** For any $d \geq 2$,

$$\overline{\text{NM}}_d \cap \text{Rat}_d^{ss} \cap I(d) = \emptyset.$$

In particular, $\partial \overline{\text{NM}}_d \cap \text{Rat}_d^{ss} = \emptyset$ if and only if $d = 2$.

**Proof.** By Lemma 2.3 if $N = H_{N \tilde{N}} \in \overline{\text{NM}}_d \cap \text{Rat}_d^{ss}$, then $\deg \tilde{N} \geq 1$. So $N \notin I(d)$.

If $d = 2$, let $N = H_{N \tilde{N}} \in \partial \overline{\text{NM}}_2$, then $\deg H_N = 1$. Note $\tilde{N}$ fixes the hole of $N$. By Lemma 2.3 we have $N \notin \text{Rat}_2^{ss}$.

If $d \geq 3$, then there exists $N = H_{N \tilde{N}} \in \partial \overline{\text{NM}}_d$ such that $\tilde{N} \in \text{NM}_{d-1}$. Thus $\deg H_N = 1 \leq (d-1)/2$. By Lemma 2.3 we have $N \in \text{Rat}_d^{ss}$. \qed
2.3. Measures of (Degenerate) Rational Maps. In this section, following DeMarco [5], we associate each \( f \in \mathbb{P}^{2d+1} \) a probability measure \( \mu_f \).

For \( f \in \text{Rat}_d \), let \( \mu_f \) be the unique measure of maximal entropy, which is given by the weak limit

\[
\mu_f = \lim_{n \to \infty} \frac{1}{d^n} \sum_{f^n(a) = a} \delta_z
\]

for any nonexceptional point \( a \in \mathbb{P}^1 \), see [10,16,17]. The measure \( \mu_f \) has no atoms, and \( \text{supp} \mu_f = \text{ind} \). Moreover, \( \mu_f = \mu_{f^n} \).

For \( f = H_f \hat{f} \) with \( \deg \hat{f} \geq 1 \), define

\[
\mu_f = \sum_{n=0}^{\infty} \frac{1}{d^{n+1}} \sum_{H_f(h) = 0} \sum_{f^n(h) = h} \delta_z,
\]

where the holes \( h \) and all preimages by \( \hat{f} \) are counted with multiplicity. Then \( \mu_f \) is an atomic probability measure. If \( \deg \hat{f} = 0 \), define

\[
\mu_f = \frac{1}{d} \sum_{H_f(h) = 0} \delta_h,
\]

where the holes \( h \) are counted with multiplicity. Then if \( f \notin I(d) \), we have \( \mu_f = \mu_f \).

The following result claims that away from the indeterminacy locus \( I(d) \), the map, sending \( f \in \mathbb{P}^{2d+1} \) to \( \mu_f \), is good behaved.

**Proposition 2.7.** [5, Theorem 0.2] Suppose that \( d \geq 2 \) and \( f \in \mathbb{P}^{2d+1} \). Then \( f \notin I(d) \) if and only if the map \( g \to \mu_g \) is continuous at \( f \).

3. GIT Compactifications

3.1. GIT Compactifications for \( \text{nm}_d \). Recall \( \text{nm}_d \) is the moduli space of the degree \( d \geq 2 \) Newton maps. In this subsection, we study the GIT compactification for \( \text{nm}_d \).

Let \( \overline{\text{nm}_d} \subset \overline{\text{rat}_d} \subset \text{rat}_d \).

Let \( \overline{\text{nm}_d} \subset \overline{\text{rat}_d} \) be the closure of \( \text{nm}_d \) in \( \text{rat}_d \). Then \( \overline{\text{nm}_d} \) is compact and contains \( \text{nm}_d \) as a dense subset. We say \( \overline{\text{nm}_d} \) is the GIT compactification of \( \text{nm}_d \).

**Lemma 3.1.** For \( d \geq 2 \),

\[
\overline{\text{nm}_d} = \{ [N]_{\text{GIT}} : N \in \overline{\text{nm}_d} \cap \text{rat}_d^{ss} \}.
\]

**Proof.** First note \( \{ [N]_{\text{GIT}} : N \in \overline{\text{nm}_d} \cap \text{rat}_d^{ss} \} \subset \text{rat}_d^{ss} \) is compact and contains \( \text{nm}_d \). Thus, \( \overline{\text{nm}_d} \subset \{ [N]_{\text{GIT}} : N \in \overline{\text{nm}_d} \cap \text{rat}_d^{ss} \} \).

For other direction, for \( f \in \overline{\text{nm}_d} \cap \text{rat}_d^{ss} \), let \( \{ f_n \} \subset \text{nm}_d \) such that \( f_n \to f \) as \( n \to \infty \). Then \( [f_n]_{\text{GIT}} \) converges to \( [f]_{\text{GIT}} \) in \( \text{rat}_d^{ss} \). So \( [f]_{\text{GIT}} \in \overline{\text{nm}_d} \). Hence \( \{ [N]_{\text{GIT}} : N \in \overline{\text{nm}_d} \cap \text{rat}_d^{ss} \} \subset \overline{\text{nm}_d} \).

To describe the space \( \overline{\text{nm}_d} \), we first show that all the strictly semistable points in \( \overline{\text{nm}_d} \) have the same image in \( \overline{\text{nm}_d} \).

**Proposition 3.2.** If \( d \geq 3 \) is odd, then the set \( \{ [N]_{\text{GIT}} : N \in \overline{\text{nm}_d} \cap \text{rat}_d^{ss} \} \) is the singleton \( \{ [X^{(d-1)/2}Y^{(d-1)/2}]/[(d-1)X : (d+1)Y] \}_{\text{GIT}} \).

**Proof.** For any \( N = H_N \tilde{N} \in \overline{\text{nm}_d} \cap (\text{rat}_d^{ss} \setminus \text{rat}_d^{s}) \), by Lemma 2.6 we know that \( N \) has a hole with depth \( (d-1)/2 \). Thus, there are three cases.

Case I: \( N \) has only one hole with depth \( (d-1)/2 \) and it is \( z = \infty \). Then \( \tilde{N} \) is a Newton map for a polynomial

\[
P(z) = (z - r_1)^{m_1} \cdots (z - r_n)^{m_n},
\]

where \( r_1, \ldots, r_n \) are \( n \) distinct points in \( \mathbb{C} \) and \( m_1 + \cdots + m_n = (d+1)/2 \). Then

\[
N = H_N \tilde{N} = (X - r_1 Y)^{m_1-1} \cdots (X - r_n Y)^{m_n-1} Y^{d+1}/[\tilde{N}_a : \tilde{N}_b],
\]
Corollary 3.3. Let $M_t([X : Y]) = [X/t : tY]$. Then as $t \to 0$,

\[ M_t^{-1} \circ N \circ M_t = \left[ tH_N(X/t, tY)\tilde{N}_\alpha(X/t, tY) : (1/t)H_N(X/t, tY)\tilde{N}_b(X/t, tY) \right] \]

\[ = (X - r_1 t Y)^{m_1 - 1} \cdots (X - r_n t Y)^{m_n - 1} Y^{d_\infty} \left[ t^2 \tilde{N}_a(X, t^2 Y) : \tilde{N}_b(X, t^2 Y) \right] \]

\[ \to X \sum_{i=1}^n m_i \cdot n Y^{d_\infty} \left[ (1 - 1/n) \sum_{i=1}^n m_i X^n : X^{n-1} Y \right] \]

\[ = X^{d_\infty} Y^{d_\infty} [(d - 1)X : (d + 1)Y]. \]

Case II: $N$ has only one hole with depth $(d - 1)/2$ and it is $z = a \in \mathbb{C}$. By conjugating, we can assume $a = 0$. Then $\tilde{N}$ is a Newton map for a polynomial

\[ P(z) = z^{d_\infty} (z - r_1)^{m_1} \cdot \cdots \cdot (z - r_n)^{m_n}, \]

where $r_1, \cdots, r_n$ are $n$ distinct points in $\mathbb{C} \setminus \{0\}$ and $m_1 + \cdots + m_n + d_\infty(N) = (d - 1)/2$. Then

\[ N = H_N \tilde{N} = X^{d_\infty} (X - r_1 Y)^{m_1 - 1} \cdots (X - r_n Y)^{m_n - 1} Y^{d_\infty(N)}[\tilde{N}_a : \tilde{N}_b], \]

where

\[ [\tilde{N}_a : \tilde{N}_b] = X \left( \frac{d - 1}{2} \prod_{i=1}^n (X - r_i Y) + \sum_{i=1}^n m_i \prod_{j=1, j \neq i}^n (X - r_i Y) \right) : \]

\[ \left( \frac{d + 1}{2} \prod_{i=1}^n (X - r_i Y) + \sum_{i=1}^n m_i \prod_{j=1, j \neq i}^n (X - r_i Y) \right) Y. \]

Let $M_t([X : Y]) = [tX : Y/t]$. Then as $t \to 0$,

\[ M_t^{-1} \circ N \circ M_t \]

\[ = [(1/t)H_f(tX, tY/t)\tilde{N}_\alpha(tX, Y/t) : tH_f(tX, Y/t)\tilde{N}_b(tX, Y/t)] \]

\[ = X^{d_\infty} (t^2 X - r_1 Y)^{m_1 - 1} \cdots (t^2 X - r_n Y)^{m_n - 1} Y^{d_\infty(N)}[\tilde{N}_a(t^2 X, Y) : t^2 \tilde{N}_b(t^2 X, Y)] \]

\[ \to X^{d_\infty} Y^{\sum_{n=1}^n m_i \cdot n Y^{d_\infty(N)}} [(1 - 2/(d + 1))XY^n : Y^{n+1}] \]

\[ = X^{d_\infty} Y^{d_\infty} [(d - 1)X : (d + 1)Y]. \]

Case III: $N$ has two holes and both of them have depth $(d - 1)/2$. Then one of these two holes must be $\infty$. Indeed, if both holes were finite, then there would be $(d + 1)/2$ many roots collided at each hole. It is impossible. By conjugating an affine map, we can assume the other is $z = 0$. Then

\[ N = H_N \tilde{N} = X^{d_\infty} Y^{d_\infty} [(d - 1)X : (d + 1)Y]. \]

Note

\[ X^{d_\infty} Y^{d_\infty} [(d - 1)X : (d + 1)Y] \in \text{Rat}_{d_\infty} \]

The conclusion follows from the GIT conjugacy. \[ \square \]

From Example 2.3, we know there are three conjugacy classes in $\partial NM_3 \cap \text{Rat}_{d_\infty}$. The following corollary claims all of them have same image under GIT quotient.

**Corollary 3.3.** For cubic Newton’s method,

\[ \{[N]_{\text{GIT}} : N \in \partial NM_3 \cap \text{Rat}_{d_\infty} \} = [XY[X : 2Y]]_{\text{GIT}}. \]
Proof. By Corollary \ref{cor:boundary},
\[\partial \mathbb{N}\mathbb{M}_d \cap \text{Rat}^{ss}_d = \partial \mathbb{N}\mathbb{M}_d \cap (\text{Rat}^{ss}_d \setminus \text{Rat}^a_d).\]
Then the conclusion follows from Proposition \ref{prop:boundary}.

Proposition \ref{prop:boundary} shows \(\mathbb{N}\mathbb{M}_d\) is the one point compactification of the space \([\{N\}_\text{GIT} : N \in \mathbb{N}\mathbb{M}_d \cap \text{Rat}^a_d]\). So for \(d = 3\), we have

**Theorem 3.4.** The compactification \(\mathbb{N}\mathbb{M}_d\) is homeomorphic to \(\mathbb{P}^1\).

Now we consider the set \([\{N\}_\text{GIT} : N \in \mathbb{N}\mathbb{M}_d \cap \text{Rat}^a_d]\). We need the following results for the points in \(\mathbb{N}\mathbb{M}_d\). Let \(f = H_f \hat{f}\) and \(g = H_g \hat{g}\) in \(\mathbb{N}\mathbb{M}_d\) such that \(\deg \hat{f} \geq 1\) and \(\deg \hat{g} \geq 1\). Then a conjugacy between \(f\) and \(g\) induces a conjugation between \(\hat{f}\) and \(\hat{g}\). Conversely, the following lemma claims that a conjugacy between \(\hat{f}\) and \(\hat{g}\) also induces a conjugation between \(f\) and \(g\).

**Lemma 3.5.** Fix \(d \geq 2\). Suppose \(f = H_f \hat{f}, g = H_g \hat{g} \in \mathbb{N}\mathbb{M}_d\) such that \(\deg \hat{f} \geq 1\) and \(\deg \hat{g} \geq 1\). If \(M \in \text{PSL}_2(\mathbb{C})\) is such that \(\hat{f} = M^{-1} \circ \hat{g} \circ M\), then the holes of \(g\) are the images under \(M\) of the holes of \(f\) and \(d_a(f) = d_a(M(g))\) for any \(a \in \hat{\mathbb{C}}\). In particular, we have \(f = M^{-1} \circ g \circ M\).

**Proof.** Note \(\hat{f}\) is a Newton map for some polynomial \(P_1\) of degree at most \(d\). Let \(r_1, \cdots, r_n\) be the distinct zeros of \(P_1\). Then we can write \(P_1(z) = \prod_{i=1}^n (z - r_i)^{\alpha_i}\) for some \(\alpha_i \in \mathbb{Z}\). Thus
\[\hat{f}(z) = z - \frac{1}{\sum_{i=1}^n \alpha_i} \prod_{i=1}^n (z - r_i)^{\alpha_i}.\]
Similarly, there exist \(m\) distinct points \(s_1, \cdots, s_m\) in \(\mathbb{C}\) and \(m\) integers (not necessarily distinct) \(\beta_1, \cdots, \beta_m\) such that
\[\hat{g}(z) = z - \frac{1}{\sum_{i=1}^m \beta_i} \prod_{i=1}^m (z - s_i)^{\beta_i}.\]
Thus, we have \(d_{r_i}(f) = \alpha_i - 1\) for \(i = 1, \cdots, n\) and \(d_{s_j}(g) = \beta_j - 1\) for \(j = 1, \cdots, m\). Since \(\hat{f} = M^{-1} \circ \hat{g} \circ M\), then \(\deg \hat{f} = \deg \hat{g}\). Hence \(n = m\). Note \(r_1, \cdots, r_n\) are the only (super)attracting fixed points of \(\hat{f}\) and \(s_1, \cdots, s_m\) are the only (super)attracting fixed points of \(\hat{g}\). Thus \(M\) maps \(\{r_1, \cdots, r_n\}\) to \(\{s_1, \cdots, s_m\}\). Moreover, the multiplier of \(\hat{f}\) at \(r_i\) equals to the multiplier of \(\hat{g}\) at \(M(r_i)\). It immediately implies that \(d_{r_i}(f) = d_{M(r_i)}(g)\).

**Corollary 3.6.** For \(d \geq 2\),
\[\mathbb{N}\mathbb{M}_d = \mathbb{N}\mathbb{M}_d \cap \text{Rat}^{ss}_d \cap \text{Aut}(\mathbb{C}).\]

**Proof.** First note if \(N = H_N \hat{N} \in \mathbb{N}\mathbb{M}_d \cap \text{Rat}^a_d\) then \(\deg \hat{N} \geq 2\). Indeed, since \(N \in \mathbb{N}\mathbb{M}_d \cap \text{Rat}^a_d\), by Lemma \ref{lem:boundary}, we know for any \(z \in \mathbb{P}^1\), the depth \(d_{\hat{N}}(N) < (d - 1)/2\). If \(\deg \hat{N} \leq 1\), then \(N\) has at most on hole in \(\mathbb{C}\). It is impossible. Thus \(\hat{N}\) has unique repelling fixed points at \(z = \infty\). Note for \(N_1 = H_{N_1} \hat{N}_1, N_2 = H_{N_2} \hat{N}_2 \in \mathbb{N}\mathbb{M}_d \cap \text{Rat}^a_d\) with \([N_1]_{\text{GIT}} = [N_2]_{\text{GIT}}\), we have \(\hat{N}_1\) is conjugate to \(\hat{N}_2\). Thus there exists \(M \in \text{Aut}(\mathbb{C})\) such that \(M^{-1} \circ \hat{N}_1 \circ M = \hat{N}_2\). Thus by Lemma \ref{lem:boundary} \(M^{-1} \circ \hat{N}_1 \circ M = \hat{N}_2\).

For \(N \in \mathbb{N}\mathbb{M}_d \cap \text{Rat}^{ss}_d \setminus \text{Rat}^a_d\), it follows Proposition \ref{prop:boundary}.

**Corollary 3.7.** Suppose \(f = H_f \hat{f}, g = H_g \hat{g} \in \mathbb{N}\mathbb{M}_d\) such that \(\deg \hat{f} \geq 1\) and \(\deg \hat{g} \geq 1\). Suppose \(M \in \text{PSL}_2(\mathbb{C})\) such that \(f = M^{-1} \circ g \circ M\). Then \(M \in \text{Aut}(\mathbb{C})\).

**Proof.** Note \(z = \infty\) is the unique repelling fixed point of \(\hat{f}\) and \(\hat{g}\). Hence, \(M\) fixes \(\infty\). So \(M\) is affine.

However, the converse of Lemma \ref{lem:boundary} is not true. For example, let \(f = H_f \hat{f}, g = H_g \hat{g} \in \mathbb{N}\mathbb{M}_6\) be the degenerate Newton maps corresponding to the two polynomials \(P_1(z) = z^3(z - 1)^2(z - 2)\) and \(P_2(z) = z^3(z - 1)^2(z - 3)\), respectively. Then \(f\) and \(g\) have same holes and same corresponding depths. Indeed, \(\text{Hole}(f) = \{0, 1\}\) with \(d_f(0) = d_f(1) = 2\) and \(d_f(1) = d_f(0) = 1\). But \(f\) is not conjugate to \(g\). Indeed, if there had \(M \in \text{PSL}_2(\mathbb{C})\) such that \(f = M^{-1} \circ g \circ M\), then by Lemma \ref{lem:boundary} we know \(M(z) = z\). Note \(\hat{f} \neq \hat{g}\). Thus, \(\hat{f}\) is not conjugate to \(\hat{g}\).

However, if we consider all the fixed points of \(\hat{f}\) and \(\hat{g}\) in \(\mathbb{C}\), we have
Lemma 3.8. Suppose \( f = H_f \hat{f}, g = H_g \hat{g} \in \overline{\mathbb{NM}_d} \) such that \( \deg \hat{f} = \deg \hat{g} \geq 1 \). Let \( M \in \text{PSL}_2(\mathbb{C}) \) send the (super)attracting fixed points of \( \hat{f} \) to the (super)attracting fixed points of \( f \) and \( d_a(f) = d_{M(a)}(g) \) if \( a \) is a (super)attracting fixed points of \( \hat{f} \), then \( \hat{f} = M^{-1} \circ \hat{g} \circ M \).

Proof. For a (degenerate) Newton map \( N = H_N \hat{N} \in \overline{\mathbb{NM}_d} \) with deg \( \hat{N} \geq 1 \), the depths of \( N \) at holes determine the multipliers of the (super)attracting fixed points for the map \( \hat{N} \). Moreover, the locations and the corresponding multipliers of the (super)attracting fixed points for the map \( \hat{N} \) determine the (degenerate) Newton map \( N \). Thus \( \hat{f} = M^{-1} \circ \hat{g} \circ M \).

Combining with Lemmas 3.5 and 3.8, we have

Proposition 3.9. Suppose \( f = H_f \hat{f}, g = H_g \hat{g} \in \overline{\mathbb{NM}_d} \) such that \( \deg \hat{f} \geq 1 \) and \( \deg \hat{g} \geq 1 \). Then \( f \) is conjugate to \( g \) if and only if there exists \( M \in \text{Aut}(\mathbb{C}) \) such that \( M \) maps the (super)attracting fixed points of \( \hat{f} \) to the (super)attracting fixed points of \( \hat{g} \) and satisfies \( d_a(f) = d_{M(a)}(g) \) for all (super)attracting fixed points \( a \) of \( \hat{f} \).

For a (degenerate) Newton map \( N \), we associate each point \( z \in \mathbb{C} \) a nonnegative integer \( m(N, z) \). If \( z \) is a hole of \( N \), set \( m(N, z) = d_z(N) + 1 \). If \( z \) is a superattracting fixed point of \( N \), set \( m(N, z) = 1 \). Otherwise, set \( m(N, z) = 0 \). Note the depth \( d_{\infty}(N) \) is determined by deg \( \hat{N} \) and the depths of the finite holes. Then we can define a divisor for \( N \) on \( \mathbb{C} \) by \( D(N) = \sum_{z \in \mathbb{C}} m(N, z) \cdot z \). By Proposition 3.9, to characterize the space \( \mathbb{NM}_d \cap \text{Rat}_d^s / \text{Aut}(\mathbb{C}) \), we need to study the divisors \( D(N) \).

Proposition 3.10. For odd \( d \geq 3 \) and \((d + 3)/2 \leq n \leq d\), let

\[
D^n = \{ (m_1, \ldots, m_n) \in \mathbb{N}^n : 0 \leq m_i - 1 < \frac{d - 1}{2} \} \subset \mathbb{N}^n,
\]

then

\[
\overline{\mathbb{NM}_d} \cap \text{Rat}_d^s / \text{Aut}(\mathbb{C}) \cong \bigcup_{n = (d+3)/2}^{d} \left( \left( (\mathbb{C}^n \setminus \Delta_n \times D^n) / \sim \right) / \text{Aut}(\mathbb{C}) \times id \right),
\]

where \((r_1, \ldots, r_n), (m_1, \ldots, m_n) \sim (\hat{r}_1, \ldots, \hat{r}_n), (\hat{m}_1, \ldots, \hat{m}_n)\) if there exists \( \sigma \in \text{Sym}(n) \) such that \( \sigma(r_1, \ldots, r_n) = (\hat{r}_1, \ldots, \hat{r}_n) \) and \( \sigma(m_1, \ldots, m_n) = (\hat{m}_1, \ldots, \hat{m}_n) \).

Proof. Define

\[
\tilde{F} : \overline{\mathbb{NM}_d} \cap \text{Rat}_d^s \rightarrow \bigcup_{n = (d+3)/2}^{d} \left( \left( (\mathbb{C}^n \setminus \Delta_n \times D^n) / \sim \right) / \text{Aut}(\mathbb{C}) \times id \right)
\]

sending \( f = H_f \hat{f} \) to \((r_1, \ldots, r_n), (m_1, \ldots, m_n)\), where

\[
\hat{f}(z) = z - \frac{m_1}{z - r_1} + \cdots + \frac{m_n}{z - r_n}.
\]

Then \( \tilde{F} \) induces a map \( F \) such that the following diagram commutes,

\[
\begin{array}{ccc}
\overline{\mathbb{NM}_d} \cap \text{Rat}_d^s & \xrightarrow{\tilde{F}} & \bigcup_{n = (d+3)/2}^{d} \left( \left( (\mathbb{C}^n \setminus \Delta_n \times D^n) / \sim \right) / \text{Aut}(\mathbb{C}) \times id \right) \\
\downarrow / \text{Aut}(\mathbb{C}) & & \downarrow / \text{Aut}(\mathbb{C}) \times id \\
\overline{\mathbb{NM}_d} \cap \text{Rat}_d^s / \text{Aut}(\mathbb{C}) & \xrightarrow{F} & \bigcup_{n = (d+3)/2}^{d} \left( \left( (\mathbb{C}^n \setminus \Delta_n \times D^n) / \sim \right) / \text{Aut}(\mathbb{C}) \times id \right).
\end{array}
\]

Indeed, \( F \) is well-defined. In fact, by Lemma 3.3 if \([H_g \hat{g}] = [H_f \hat{f}]\), then \( \hat{g} \) is conjugate to \( \hat{f} \). It is easy to check \( F([H_g \hat{g}]) = F[H_f \hat{f}] \). Furthermore, by Lemma 3.3 and Lemma 3.8, \( F \) is a bijection.

It is easy to show \( \tilde{F} \) is a homeomorphism. So \( F \) is a homeomorphism.

Similarly, for even degrees, we have
Proposition 3.11. For even \( d \geq 2 \) and \( d/2 + 2 \leq n \leq d \), let 
\[
D^n = \{(m_1, \ldots, m_n) \in \mathbb{N}^n : 0 \leq m_i - 1 < d/2 - 1\} \subset \mathbb{N}^n,
\]
then 
\[
\overline{\text{NM}_d \cap \text{Rat}^*_d} / \text{Aut}(\mathbb{C}) \cong \bigsqcup_{n=(d+4)/2}^d (((\mathbb{C}^n \setminus \Delta_n \times D^n)/\sim)/\text{Aut}(\mathbb{C}) \times id),
\]
where \((r_1, \ldots, r_n), (m_1, \ldots, m_n) \sim (\tilde{r}_1, \ldots, \tilde{r}_n), (\tilde{m}_1, \ldots, \tilde{m}_n)\) if there exists \( \sigma \in \text{Sym}(n) \) such that 
\( \sigma(r_1, \ldots, r_n) = (\tilde{r}_1, \ldots, \tilde{r}_n) \) and \( \sigma(m_1, \ldots, m_n) = (\tilde{m}_1, \ldots, \tilde{m}_n)\).

Now we give an example to illustrate the set \( \partial \overline{\text{NM}_d \cap \text{Rat}^*_d} / \text{Aut}(\mathbb{C}) \).

Example 3.12. Quartic Newton maps.

Note \( \text{Rat}^*_4 = \text{Rat}^4 \). Then 
\[
\partial \overline{\text{NM}_d \cap \text{Rat}^*_d} / \text{Aut}(\mathbb{C}) = \partial \overline{\text{NM}_d \cap \text{Rat}^*_d} / \text{Aut}(\mathbb{C}).
\]

By Proposition 3.11, we have 
\[
\partial \text{mm}_4 = \partial \overline{\text{NM}_d \cap \text{Rat}^*_d} / \text{Aut}(\mathbb{C})
\]
\[
= \{[N_{(0,0,1,\infty)}],[N_{(0,0,1,1)}],[N_{(0,1,c,\infty)}],[N_{(0,0,1,c)}] : c \in \mathbb{C} \setminus \{0,1\}\}.
\]

For \( f \in \overline{\text{NM}_d \cap \text{Rat}^*_d} \), any representative \( g \) for \( [f]_{\text{GIT}} \) is conjugate to \( f \). However, this is not the case for \( f \in \overline{\text{NM}_d \cap (\text{Rat}^*_d \setminus \text{Rat}^*_d)} \).

Example 3.13. Among cubic Newton maps, let 
\[
N([X : Y]) = H_N(X,Y)\tilde{N}([X : Y]) = N_{(0,0,\infty)}([X : Y]) = XY[X : 2Y]
\]
and 
\[
f([X : Y]) = H_f(X,Y)\tilde{f}([X : Y]) = XY[X : 2X + 2Y].
\]
Let \( M_t([X : Y]) = [tX : Y] \). Then we have, as \( t \to 0 \), 
\[
M_t^{-1} \circ f \circ M_t \to N.
\]

Thus, \([f]_{\text{GIT}} = [N]_{\text{GIT}} \in \text{Rat}_3\). Note \([N]_{\text{GIT}} \in \text{mm}_3\). Hence \([f]_{\text{GIT}} \in \text{mm}_3\). However, \( f \) is not conjugate to any element in \( \overline{\text{NM}_3 \cap \text{Rat}^*_3} \). Indeed, if \( f \) was conjugate to some element in \( \overline{\text{NM}_3 \cap \text{Rat}^*_3} \), then \( f \) would be conjugate to \( N \) since \( \deg \tilde{f} = 1 \) and up to conjugacy, \( N \) is the unique element in \( \overline{\text{NM}_3 \cap \text{Rat}^*_3} \) with two holes. Then there would exist \( M \in \text{PSL}_2(\mathbb{C}) \) such that 
\( M^{-1} \circ f \circ M = N \). So \( M \) maps \([0, \infty) \) to \([0, \infty) \). Hence \( M(z) \) has form \( M(z) = k/z \) or \( M(z) = k/z \) for some \( k \in \mathbb{C} \setminus \{0\} \). However, there is no \( k \in \mathbb{C} \setminus \{0\} \) such that 
\( M^{-1} \circ \tilde{f} \circ M = \tilde{N} \). It is a contradiction.

3.2. Iterate Maps on \( \overline{\text{NM}_d} \). In this subsection, we show the iterate maps 
\[
\Psi_n : \mathbb{P}^{2d+1} \longrightarrow \mathbb{P}^{2d+1},
\]
sending \( f \) to \( f^n \), preserve the (semi)stability of points in \( \overline{\text{NM}_d} \).

Recall that for any \( n \geq 2 \), indeterminacy loci of \( \Psi_n \) are \( I(d) \) [Lemma 2.2]. Then by Proposition 3.14, the maps \( \Psi_n \) are well-defined on \( \overline{\text{NM}_d \cap \text{Rat}^*_d} \).

We first state the following results, which give criteria to determine the (semi)stability of a point in \( \mathbb{P}^{2d+1} \).

Lemma 3.14. [Lemma 4.2] Suppose \( f \in \mathbb{P}^{2d+1} \setminus I(d) \) and \( f^n \) is stable for some \( n > 1 \). Then \( f \) is stable.

Recall \( \mu_f \) is the measure associated to \( f \in \mathbb{P}^{2d+1} \).

Lemma 3.15. [Propositions 3.2 and 3.3] Suppose \( f \in \mathbb{P}^{2d+1} \setminus I(d) \). Then \( f^n \in \text{Rat}^*_d \) for all \( n \geq 1 \) if and only if \( \mu_f(\{z\}) \leq 1/2 \) for all \( z \in \mathbb{P}^1 \).

Now for Newton maps, we have

Proposition 3.16. Fix \( d \geq 2 \). Let \( N = H_N\tilde{N} \in \overline{\text{NM}_d} \). Then the following are equivalent:
By Proposition 3.16, we have $\Psi_n(N) \in \text{Rat}_{d^n}$. However, the iterate maps $\Phi_n$ are not regular on $\text{Rat}_d$ for any $d \geq 2$ and $n \geq 2$ [6, Section 10].

If we focus on the moduli spaces $\overline{\text{mM}}_d$, we have

$$d_z(N^n) \leq d^{n-1} \left(\frac{d}{2} - 1\right) + \sum_{k=1}^{n-1} \frac{d}{2} - 1 \leq \frac{d^n}{2} - 1.$$ 

Thus, by Lemma 2.2, the map $N^n$ is stable.

(3) $\Rightarrow$ (1). It follows immediately from Lemma 3.14. 

**Proposition 3.17.** Fix $d \geq 2$. Let $N = H_N \overline{\text{NM}}_d \in \overline{\text{NM}}_d$. Then the following are equivalent:

1. $N \in \text{Rat}_{d^n}^{ss}$
2. for any $n \geq 1$, $\Psi_n(N) \in \text{Rat}_{d^n}^{ss}$
3. for some $n \geq 1$, $\Phi_n(N) \in \text{Rat}_{d^n}^{ss}$

**Proof.** If $d$ is even, then $\text{Rat}_{d}^{ss} = \text{Rat}_{d}^{ss}$. The equivalence of (1) and (3) follows from Proposition 3.10. Now we prove the equivalence when $d$ is odd.

(1) $\Rightarrow$ (2) Consider the measure $\mu_N$. For $z \in \mathbb{P}^1$, we have

$$\mu_N(\{z\}) \leq \frac{d - 1}{2} \sum_{k=1}^{\infty} \frac{1}{d^k} = \frac{1}{2}.$$ 

Thus, by Lemma 3.15, we know $N^n$ is semistable.

(3) $\Rightarrow$ (1) Since $N^n$ is semistable, $d_z(N^n) \leq (d^n + 1)/2$ for all $z$. Therefore

$$\frac{d_z(N)}{d} \leq \frac{d_z(N^n)}{d^n} \leq \frac{d^n + 1}{2d^n}.$$ 

So $d_z(N) \leq (d - 1)/2$. Thus $N$ is semistable. 

**Corollary 3.18.** Fix $d \geq 3$. The following are equivalent:

1. for any $N \in \partial \overline{\text{NM}}_d \cap \text{Rat}_{d^n}^{ss}$ and any $n \geq 2$, $\Psi_n(N) \not\in \text{Rat}_{d^n}$
2. $d = 3$.

**Proof.** (1) $\Rightarrow$ (2) We first claim $\partial \overline{\text{NM}}_d \cap \text{Rat}_{d}^{ss} = \emptyset$. Otherwise, choose $N \in \partial \overline{\text{NM}}_d \cap \text{Rat}_{d}^{ss}$. Then by Proposition 3.10, we have $\Psi_n(N) \in \text{Rat}_{d^n}^{ss}$. It is a contradiction. Therefore, $\partial \overline{\text{NM}}_d \cap \text{Rat}_{d}^{ss} = \emptyset$. Hence $d$ is odd. Moreover, for any $N \in \partial \overline{\text{NM}}_d \cap \text{Rat}_{d}^{ss}$, $N$ has a hole of depth $(d - 1)/2$. So $d = 3$.

(2) $\Rightarrow$ (1) It follows from Corollary 2.4 and Proposition 3.17. 

### 3.3. Iterate Maps on $\overline{\text{mM}}_d$

In this subsection, we study the iterate maps on $\overline{\text{mM}}_d$ and prove Theorem 1.1.

Consider the iterate maps

$$\Phi_n : \text{rat}_d \rightarrow \text{rat}_{d^n},$$

sending $[f]$ to $[f^n]$. Then the iterate maps $\Phi_n$ induce rational maps

$$\Phi_n : \overline{\text{rat}}_d \rightarrow \overline{\text{rat}}_{d^n}.$$ 

However, the iterate maps $\Phi_n$ are not regular on $\overline{\text{rat}}_d$ for any $d \geq 2$ and $n \geq 2$ [6, Section 10].

If we focus on the moduli spaces $\overline{\text{mM}}_d$, we have
Theorem 3.19. The iterate maps
\[ \Phi_n|_{\text{nm}_d} : \text{nm}_d \to \text{rat}_d^n, \]
sending \([f] \) to \([f^n] \), extend naturally to continuous maps from \(\text{nm}_d \) to \(\text{rat}_d^n \) for any \(d \geq 2 \) and \(n \geq 2 \).

Proof. We prove the case for odd \(d \). Similar argument also works for \(d \) even. Note by Proposition 3.17, we know \([N]_{\text{GIT}} \in \text{NM}_d \cap \text{Rat}_d^s / \text{Aut}(\text{C}) \cup \left\{ [X^d Y^d⁻¹ \cdot [(d−1)X : (d+1)Y]]_{\text{GIT}} \right\}. \]

To ease notations, we write
\[ \phi_d([X : Y]) = \frac{X^{d−1} Y^{d⁻¹}}{(d−1)X : (d+1)Y]. \]

Then
\[ \phi_d^g([X : Y]) = \frac{X^{d−1} Y^{d⁻¹}}{(d−1)X : (d+1)Y] \in \text{Rat}_d^s. \]

Define
\[ \Phi_{\text{nm}_d}([N]_{\text{GIT}}) = \begin{cases} [N^n]_{\text{GIT}} & \text{if } [N]_{\text{GIT}} \in \text{NM}_d \cap \text{Rat}_d^s / \text{PSL}_2(\text{C}), \\ [\phi_d^g]_{\text{GIT}} & \text{if } [N]_{\text{GIT}} \neq [\phi_d]_{\text{GIT}}. \end{cases} \]

First \(\Phi_n|_{\text{nm}_d} \) is well defined. Indeed, let \([f]_{\text{GIT}} = [g]_{\text{GIT}} \in \text{nm}_d \). Write \(f = H_f \hat{f} \) and \(g = H_g \hat{g} \). If \(f, g \in \text{Rat}_d^s \), then \(g \) is conjugate to \(f \). Without loss of generality, assume \(f \in \text{NM}_d \cap \text{Rat}_d^s \). Then \(\deg \hat{f} ≥ 1 \). Otherwise, \(f([X : Y]) = Y^d(1 : 0) \notin \text{Rat}_d^s \). So \(\deg \hat{g} = \deg \hat{f} ≥ 1 \). Thus \(f^n \) is conjugate to \(g^n \). By Proposition 3.10, we have \(f^n \in \text{Rat}_d^s \), so and is \(g^n \). Hence \([f^n]_{\text{GIT}} = [g^n]_{\text{GIT}} \in \text{rat}_d^n \). If \(f, g \in \text{Rat}_d^s \), as \(N_m \) converges to \(N^n \). Hence \([f^n]_{\text{GIT}} = [g^n]_{\text{GIT}} \in \text{rat}_d^n \). If \(f, g \in \text{Rat}_d^s \), as \(N_m \) converges to \(N^n \). Hence \([f^n]_{\text{GIT}} = [g^n]_{\text{GIT}} \in \text{rat}_d^n \).

Then we have
\[ \Phi_n|_{\text{nm}_d}([f]_{\text{GIT}}) = \Phi_n|_{\text{nm}_d}([g]_{\text{GIT}}) \in \text{rat}_d^n. \]

Thus, \(\Phi_n|_{\text{nm}_d} \) defines a map from \(\text{nm}_d \) to \(\text{rat}_d^n \).

Now we show the map \(\Phi_n|_{\text{nm}_d} \) is continuous. Let \([f_k]_{\text{GIT}} \) be a sequence in \(\text{nm}_d \) such that \([f_k]_{\text{GIT}} \to [f]_{\text{GIT}} \in \text{nm}_d \) as \(k \to \infty \). Then there are representatives \(N_k \in \text{NM}_d \cap \text{Rat}_d^s \) and \(N \in \text{NM}_d \cap \text{Rat}_d^s \) for \([f_k]_{\text{GIT}} \) and \([f]_{\text{GIT}} \), respectively. By Proposition 2.6, \(N_k^s \) and \(N^n \) are well defined. Moreover, by Proposition 3.17, we have \(N_k \) converges to \(N^n \) as \(k \to \infty \). By Proposition 3.11, we know \([N_k]_{\text{GIT}} \) and \([N^n]_{\text{GIT}} \) are in \(\text{rat}_d^s \). Thus we have \([N_k]_{\text{GIT}} \) converges to \([N^n]_{\text{GIT}} \) as \(k \to \infty \).

If \(N \in \text{NM}_d \cap \text{Rat}_d^s \), then \(\Phi_n|_{\text{nm}_d} \) is continuous at \([N]_{\text{GIT}} \). Hence \(\Phi_n|_{\text{nm}_d} \) is continuous at \([f]_{\text{GIT}} \).

Thus there exists \(M_t \in \text{PSL}_2(\text{C}) \) such that as \(t \to 0, \)
\[ M_t⁻¹ \circ N \circ M_t \to \phi_d. \]

Note \(\phi_d \notin I(d) \). Then we have
\[ M_t⁻¹ \circ N^n \circ M_t \to \phi_d^n. \]

Note \(\phi_d^n \in \text{Rat}_d^s \). Thus \([N^n]_{\text{GIT}} = [\phi_d^n]_{\text{GIT}} \in \text{rat}_d^n \). Thus, in this case, \(\Phi_n|_{\text{nm}_d} \) is continuous at \([N]_{\text{GIT}} \). Hence \(\Phi_n|_{\text{nm}_d} \) is continuous at \([f]_{\text{GIT}} \). \(\square \)

4. Applications

In this section, we consider the inverse limits compactifications \(\widehat{\text{nm}_d} \) and the maximal measures compactifications \(\widetilde{\text{nm}_d} \) for the moduli spaces \(\text{nm}_d \), and prove Theorem 1.2.
4.1. Inverse Limits Compactifications. Recall that Theorem 3.19 states for any $d \geq 2$ and $n \geq 2$, the iterate maps

$$\Phi_{nm_d : nm_d} : \overline{\text{rat}_{d^n}},$$

sending $[f]_{\text{GIT}}$ to $[f^n]_{\text{GIT}}$, are continuous. Then

$$\Phi_{nm_d} = \Phi_{nm}.\quad (\text{for any } nm_d)$$

Now consider the maps

$$\Phi_{n} := (\text{Id}, \Phi_2, \cdots, \Phi_n) : \text{rat}_{d} \to \text{rat}_{d} \times \text{rat}_{d^2} \times \cdots \times \text{rat}_{d^n}.$$  

Note $\Phi_{n}|_{nm_d}$ extends to a continuous map on $\overline{\text{nm}_d}$. Let $\Gamma_n$ be the closure of $\overline{\Phi_{n}(nm_d)}$ in $\overline{\text{rat}_{d} \times \text{rat}_{d^2} \times \cdots \times \text{rat}_{d^n}}$. Then

$$\Gamma_n = \overline{\Phi_{n}(nm_d)} = \Phi_{n}(\overline{nm_d}).$$

There is a natural projection from $\Gamma_{n+1}$ to $\Gamma_n$. We take the inverse limit over $n$,

$$\overline{\text{nm}_d} := \lim_{\leftarrow} \Gamma_n.$$

Then $\overline{\text{nm}_d}$ is compact. For more details about the inverse limits, we refer [24]. By identifying $[N] \in \text{nm}_d$ with $([N]), ([N], [N^2]), \cdots \in \overline{\text{nm}_d}$, the moduli space $\text{nm}_d$ is a dense open subset of $\overline{\text{nm}_d}$. Furthermore,

**Theorem 4.1.** The map

$$\overline{\Phi} : \overline{\text{nm}_d} \to \overline{\text{nm}_d},$$

given by $[N]_{\text{GIT}} \to (\overline{\Phi}_1([N]_{\text{GIT}}), \overline{\Phi}_2([N]_{\text{GIT}}), \cdots)$, is a well-defined homeomorphism.

**Proof.** If $[f]_{\text{GIT}} = [g]_{\text{GIT}}\in \overline{\text{nm}_d}$, then by Theorem 3.19 we have $[f^n]_{\text{GIT}} = [g^n]_{\text{GIT}}\in \overline{\text{rat}_{d^n}}$ for any $n \geq 2$. Thus $\overline{\Phi}_n([f]_{\text{GIT}})$ is well defined. Therefore, $\overline{\Phi}([f]_{\text{GIT}}) = \overline{\Phi}([g]_{\text{GIT}})$. So $\overline{\Phi}$ is well-defined.

Note $\overline{\Phi}$ is bijective and continuous. To show the map $\overline{\Phi}$ is a homeomorphism, we only need to show $\overline{\text{nm}_d}$ is Hausdorff.

Note

$$\overrightarrow{\Phi}(\text{NM}_d \cap \text{Rat}_d^s/\text{PSL}_2(\mathbb{C})) \subset \prod_{i=1}^{\infty} \prod_{n=1}^{i} \text{rat}_{d^n}.$$

Then $\overrightarrow{\Phi}(\text{NM}_d \cap \text{Rat}_d^s/\text{PSL}_2(\mathbb{C}))$ is Hausdorff since $\text{rat}_d^s$ is Hausdorff for any $n \geq 1$. So for even $d \geq 2$, the space $\overline{\text{nm}_d}$ is Hausdorff.

If $d \geq 3$ is odd, by Proposition 3.22, we have

$$\overline{\text{nm}_d} = \overrightarrow{\Phi}(\overline{\text{nm}_d}) = \overrightarrow{\Phi}(\text{NM}_d \cap \text{Rat}_d^s/\text{PSL}_2(\mathbb{C})) \cup \{ \overrightarrow{\Phi}([X \overset{d+1}{\underset{d}{\to}} Y \overset{d}{\underset{d-1}{\to}} [(d-1)X : (d+1)Y]]_{\text{GIT}}) \}$$

So $\overline{\text{nm}_d}$ is the one-point compactification of $\overrightarrow{\Phi}(\text{NM}_d \cap \text{Rat}_d^s/\text{PSL}_2(\mathbb{C}))$. Since the geometric quotient $\text{rat}_d^s$ is Hausdorff and locally compact, $\overrightarrow{\Phi}(\text{NM}_d \cap \text{Rat}_d^s/\text{PSL}_2(\mathbb{C}))$ is also Hausdorff and locally compact. Thus $\overline{\text{nm}_d}$ is Hausdorff. \hfill \square

**Corollary 4.2.** Every element of $\overline{\text{nm}_d}$ is uniquely determined by the first entry.

**Corollary 4.3.** For the cubic Newton maps, $\overline{\text{hm}_3}$ is homeomorphic to $\mathbb{P}^1$.

4.2. Maximal Measure Compactifications. Recall the associated measure for $f \in \mathbb{P}^{2d+1}$ is

$$\mu_f = \begin{cases} 
\lim_{n \to \infty} \frac{1}{a} \sum_{\{f^n(z) = a\}} \delta_z, & \text{if } f \in \text{Rat}_d \text{ and } a \in \mathbb{P}^1 \text{ is nonexceptional}, \\
\sum_{n=0}^{\infty} \frac{1}{a} \sum_{\{H_f(a) = 0\}} \sum_{\{f^n(z) = a\}} \delta_z, & \text{if } f = H_f \hat{f} \in \mathbb{P}^{2d+1} \setminus \text{Rat}_d \text{ and } \deg \hat{f} > 0, \\
\frac{1}{a} \sum_{\{H_f(a) = 0\}} \delta_a, & \text{if } f = H_f \hat{f} \in \mathbb{P}^{2d+1} \setminus \text{Rat}_d \text{ and } \deg \hat{f} = 0.
\end{cases}$$

For $f = H_f \hat{f} \not\in I(d)$, we define the Fatou set $F(f)$ of $f$ as the largest open set on which iterates of $f$ form a normal family. The complement of $F(f)$ is called the Julia set of $f$ and denote by
J(f). Note if a subset $U \subset \mathbb{P}^1$ contains a hole of $f$, then $U$ intersects the Julia set $J(f)$. Thus for $f = H_f \hat{f}$ with $\deg \hat{f} > 0$, we have

$$J(f) = J(\hat{f}) \cup \bigcup_{n=0}^{\infty} \bigcup_{\{H_f(a) = 0\}} \hat{f}^{-n}(a).$$

If $\deg \hat{f} = 0$, set $J(f) = \emptyset$.

**Lemma 4.4.** [2] Proposition 3.2] Let $f = H_f \hat{f} \notin I(d)$ be degenerate. If at least one hole of $f$ is nonexceptional for $\hat{f}$, then supp $\mu_f = J(f)$. If each hole of $f$ is exceptional for $\hat{f}$, then supp $\mu_f$ is contained in the exceptional set of $\hat{f}$.

Let $M^1(\mathbb{P}^1)$ be the space of probability measures on $\mathbb{P}^1$ with the weak-$\ast$ topology. Identify $S^2 \subset \mathbb{R}^3$ as $\mathbb{P}^1$ via stereographic projection, and use the unit ball in $\mathbb{R}^3$ as a model for the hyperbolic three space $\mathbb{H}^3$. The Euclidean center of mass of a probability measure $\mu \in M^1(\mathbb{P}^1)$ on $S^2$ is given by

$$E(\mu) = \int_{S^2} z d\mu(z).$$

Given $\mu \in M^1(\mathbb{P}^1)$ such that $\mu(\{z\}) < 1/2$ for all $z \in \mathbb{P}^1$, the conformal barycenter $C(\mu) \in \mathbb{H}^3$ is uniquely determined by the following two properties [7]:

1. $C(\mu) = 0$ in $\mathbb{R}^3$ if and only if $E(\mu) = 0$, and
2. $C(A \ast \mu) = A(C(\mu))$ for all $A \in \text{PSL}_2(\mathbb{C})$.

The barycenter is a continuous function on the space of probability measures such that $\mu(\{z\}) < 1/2$ for all $z \in \mathbb{P}^1$, and it is undefined if $\mu$ has an atom of mass at least $1/2$. A measure $\mu$ is said to be the barycentered if $C(\mu) = 0$.

**Lemma 4.5.** For $N = H_N \tilde{N} \in \overline{\text{NM}_d} \cap \text{Rat}^d_{ss}$, the barycenter $C(\mu_N)$ is well-defined.

**Proof.** If $N \in \text{NM}_d$, then $\mu_N$ is atomless and hence $C(\mu_N)$ is well-defined.

If $N = H_N \tilde{N} \in \partial \overline{\text{NM}_d} \cap \text{Rat}^d_{ss}$, then by Lemma 2.3 the depth of each hole of $N$ is $\leq d/2 - 1$ if $d$ is even, and $\leq (d - 3)/2$ if $d$ is odd. Note $\deg \tilde{N} \geq 1$. Thus for any $w \in \mathbb{P}^1$, we have

$$\mu_N(\{w\}) = \sum_{n=0}^{\infty} \sum_{\{H_f(a) = 0\}} \sum_{\{f^n(\{z\}) = a\}} \delta_z(\{w\}) \leq \sum_{n=0}^{\infty} \frac{1}{d^{n+1}} \frac{d - 2}{2} < \frac{1}{2}.$$

Thus $C(\mu_N)$ is well-defined. \hfill \Box

**Remark 4.6.** If $N \in \overline{\text{NM}_d} \cap (\text{Rat}^d_{ss} \setminus \text{Rat}^d_{ss})$, then $C(\mu_N)$ is undefined. Indeed, in this case, $f$ has a hole $h$ of depth $(d - 1)/2$ and hence $\mu_N(\{h\}) = 1/2$.

For $[f] \in \text{rat}_d$, we can choose a normalized representative $f_{bc} \in \text{Rat}_d$ such that $[f] = [f_{bc}] \in \text{rat}_d$ and $C(\mu_{f_{bc}}) = 0$. Then $f_{bc}$ is called a conformal barycentered representative of $f$. Note $\mu_{f_{bc}}$ is unique up to conjugation by $\text{SO}(3) \subset \text{PSL}_2(\mathbb{C})$. For $f = H_f \hat{f} \in \overline{\text{NM}_d} \cap \text{Rat}^d_{ss}$, by Lemma 4.5 we can pick a conformal barycentered representative $f_{bc} \in \text{Rat}^d_{ss}$, i.e. $[f] = [f_{bc}] \in \text{rat}_d$ and $C(\mu_{f_{bc}}) = 0$.

Let $M^1_{bc}$ be the space of barycentered probability measures on $\mathbb{P}^1$. Note the space $M^1_{bc}$ is not closed. Let $\overline{M^1_{bc}}$ be the closure of $M^1_{bc}$ in the space of all probability measures. Consider the map

$$\Theta : \text{rat}_d \to M^1_{bc}/\text{SO}(3),$$

given by $\Theta([f]) = [\mu_{f_{bc}}]$, then $\Theta$ is continuous. Let $\tilde{\text{rat}}_d$ be the closure of the graph of $\Theta$, that is

$$\tilde{\text{rat}}_d := \overline{\text{Graph}(\Theta)} \subset \text{rat}_d \times \overline{M^1_{bc}}/\text{SO}(3).$$

Then $\tilde{\text{rat}}_d$ is compact and contains $\text{rat}_d$ as a dense open subset.

Consider the restriction $\Theta|_{\text{nm}_d}$ and the closure of the graph of $\Theta|_{\text{nm}_d}$, namely

$$\tilde{\text{nm}}_d := \overline{\text{Graph}(\Theta|_{\text{nm}_d})} \subset \text{nm}_d \times \overline{M^1_{bc}}/\text{SO}(3).$$

Then $\tilde{\text{nm}}_d$ is compact and contains $\text{nm}_d$ as a dense open subset. In fact, $\tilde{\text{nm}}_d$ is the closure of $\text{nm}_d$ in $\text{rat}_d$.

To find out $\Theta(\text{nm}_d) \subset \overline{M^1_{bc}}/\text{SO}(3)$, we first state the following known results.
Lemma 4.7. [6] Lemma 8.3] If $\mu \in \overline{M}_{bc}^1$, then either $\mu$ is barycentered or
$$
\mu = \frac{1}{2} \delta_a + \frac{1}{2} \delta_{-1/\bar{a}}.
$$

Lemma 4.8. [6] Theorem 8.1]
(1) $M_{bc}^1 / \text{SO}(3)$ is locally compact and Hausdorff.
(2) $\overline{M}_{bc}^1 / \text{SO}(3)$ is the one-point compactification of $M_{bc}^1 / \text{SO}(3)$.

Lemma 4.9. [6] Lemma 8.4] Suppose $\{ \mu_k \} \subset M_{bc}^1$ such that $\mu_k \to \mu$ weakly, and $A_k$ is a sequence of round annuli such that
(1) $\text{Mod}(A_k) \to \infty$ as $k \to \infty$, and
(2) there is a sequence $\epsilon_k \to 0$ such that $\mu_k(D_k) \geq 1/2 - \epsilon$ for each of the complementary disks $D_k$ of $A_k$.

Then $|\mu| = \infty$ in $\overline{M}_{bc}^1 / \text{SO}(3)$.

Then we can get

Proposition 4.10. Let $\theta = \Theta_{nn_d}$. Then $\theta$ extends to a continuous map
$$
\overline{\theta} : \overline{\text{mm}_d} \to \overline{M}_{bc}^1 / \text{SO}(3).
$$

Proof. Define $\overline{\theta} : \overline{\text{mm}_d} \to \overline{M}_{bc}^1 / \text{SO}(3)$ by
$$
\overline{\theta}([N]) = \begin{cases} 
\theta([N]_{\text{GIT}}), & \text{if } [N]_{\text{GIT}} \in \text{mm}_d, \\
[N_{bc}], & \text{if } [N]_{\text{GIT}} \in \partial \overline{\text{mm}_d} \cap \text{Rat}^s_{\text{GIT}} / \text{PSL}_2(\mathbb{C}) , \\
[\delta_0/2 + \delta_{\infty}/2] & \text{if } [N]_{\text{GIT}} \in \partial \overline{\text{mm}_d} \cap (\text{Rat}^s_{\text{GIT}} \setminus \text{Rat}^s_{\text{GIT}}) / \text{PSL}_2(\mathbb{C}).
\end{cases}
$$

We first show $\overline{\theta}$ is well-defined. It only needs to show if $[f] = [g] \in \partial \overline{\text{mm}_d} \cap \text{Rat}^s_{\text{GIT}} / \text{PSL}_2(\mathbb{C})$, then $[\mu_{f_{bc}}] = [\mu_{g_{bc}}] \in M_{bc}^1 / \text{SO}(3)$. Note $[f_{bc}] = [g_{bc}] \in \text{Rat}_d$. Thus, $[\mu_{f_{bc}}] = [\mu_{g_{bc}}] \in M_{bc}^1 / \text{SO}(3)$.

Now we show $\overline{\theta}$ is continuous. For $[f_{\text{GIT}}] \in \overline{\text{mm}_d}$, suppose $[f_{\text{GIT}}]$ converges to $[f]_{\text{GIT}}$ in $\overline{\text{mm}_d}$. We have three cases.

(1) If $[f]_{\text{GIT}} \in \text{mm}_d$, it is done by the continuity of $\theta$.

(2) If $[f]_{\text{GIT}} \in \partial \overline{\text{mm}_d} \cap \text{Rat}^s_{\text{GIT}} / \text{PSL}_2(\mathbb{C})$, then
$$
([f_{bc}], \to [f_{bc}] \in \partial \overline{\text{mm}_d} \cap \text{Rat}^s_{\text{GIT}} / \text{PSL}_2(\mathbb{C}).
$$

So the accumulation points of $\{ (f_{bc}) \}$ are conjugate to $f_{bc}$. Hence for a convergent subsequence $\{ (f_{bc}) \}$, there exists $M \in \text{PSL}_2(\mathbb{C})$ such that $(f_{bc})$ converges to $M^{-1} f_{bc} \circ M \not\in I(d)$. Then by Proposition 2.4 we know $\mu_{(f_{bc})} \to \mu_{M^{-1} f_{bc} \circ M}$ weakly. So $[\mu_{(f_{bc})}] \to [\mu_{f_{bc}}]$. Hence $[\mu_{(f_{bc})}] \to [\mu_{f_{bc}}]$. Thus $[\mu_{(f_{bc})}] \to [\mu_{f_{bc}}]$ in this case.

(3) If $[f]_{\text{GIT}} \in \partial \overline{\text{mm}_d} \cap (\text{Rat}^s_{\text{GIT}} \setminus \text{Rat}^s_{\text{GIT}}) / \text{PSL}_2(\mathbb{C})$, then $d$ is odd. By Lemma 2.3 there exists a hole $h \in \mathbb{P}^1$ of $f = H_f \tilde{f}$ such that $d_h(f) = (d-1)/2$ and $\tilde{f}(h) = h$. Thus every accumulation point of $f_{bc}$ has a hole of depth $(d-1)/2$. Suppose $g = H_f \tilde{g}$ is an accumulation point of $f_{bc}$ with $d_{\alpha}(g) = (d-1)/2$ and $\tilde{g}(\alpha) = \alpha$. Then
$$
\mu_g(\{a\}) = \lim_{n \to \infty} \frac{1}{d^{n+1}} \sum_{\{H_f(\alpha) = 0\}} \sum_{\{\tilde{g}^n(\alpha) = \alpha\}} \delta_2(\{a\}) = \lim_{n \to \infty} \frac{1}{d^{n+1}} \frac{d-1}{2} = \frac{1}{2}.
$$

Now for fixed $\epsilon > 0$, choose $r = r(\epsilon) < 1$ such that
$$
\mu_g(\mathbb{P}^1 \setminus B(a, r)) \geq \frac{1}{2} - \frac{\epsilon}{2}.
$$

Since $\mu_{f_{bc}} \to \mu_g$ weakly as $k \to \infty$, there exists $K(\epsilon) > 0$ such that for all $k \geq K(\epsilon)$,
$$
\mu_{f_{nk}}(\mathbb{P}^1 \setminus B(a, r^2)) \geq \frac{1}{2} - \epsilon
$$
and
$$
\mu_{f_{nk}}(B(a, r^2)) \geq \frac{1}{2} - \epsilon.
$$
For given $k$, let $\epsilon_k$ be the smallest $\epsilon$ such that $k \geq K(\epsilon)$ and let $r_k = r(\epsilon_k)$. Set $A_{nm_k} = B(a, r_k) \setminus \overline{B}(a, r_k^2)$, then $\text{Mod}(A_{nm_k}) \to \infty$ as $k \to \infty$. Let $A_{nm_k} = M^{-1}(A_{nm_k})$. Then $\text{Mod}(A_{nm_k}) \to \infty$ as $k \to \infty$. Let $\mu$ be any subsequential limit of $\mu_{fa_k}$. By Lemma 4.9 we have $[\mu] = [\delta_0/2 + \delta_\infty/2]$. So in this case $\overline{\theta}([f]_{\text{GIT}}) \to [\delta_0/2 + \delta_\infty/2]$. Therefore, $\overline{\theta}$ is continuous. 

**Corollary 4.11.** For $d \geq 2$, 
$$\overline{\Theta}(nm_d) = \Theta(nm_d) \cup \bigcup_{f \in \partial \text{NM}_d \cap \text{Rat}_d^s} \{[\mu_{fa}]\} \cup \{[\delta_0/2 + \delta_\infty/2]\}.$$ 

**Corollary 4.12.** For $d \geq 2$, 
$$\widetilde{\text{nm}}_d = \text{Graph}(\Theta|_{\text{nm}_d}) \cup \bigcup_{f \in \partial \text{NM}_d \cap \text{Rat}_d^s} \{([f], [\mu_{fa}])\} \cup \{([X^d + Y^d(d - 1)X : (d + 1)Y]_{\text{GIT}}, [\delta_0/2 + \delta_\infty/2])\}.$$ 

Proposition 4.10 implies $\overline{\text{Graph}(\Theta|_{\text{nm}_d})} = \text{Graph}(\Theta|_{\text{nm}_d})$. Thus we have 

**Theorem 4.13.** The maximal measure compactification $\widetilde{\text{nm}}_d$ is homeomorphic to the GIT compactification $\overline{\text{nm}}_d$. 

**Corollary 4.14.** The maximal measure compactification $\widetilde{\text{nm}}_d$ is homeomorphic to the inverse limit compactification $\widetilde{\text{nm}}_d$. 

**Corollary 4.15.** For $d = 3$, 

1. $\overline{\Theta}(\text{nm}_3) = \Theta(\text{nm}_3) \cup \{[\delta_0/2 + \delta_\infty/2]\}$.
2. $\widetilde{\text{nm}}_3 = \text{Graph}(\Theta|_{\text{nm}_3}) \cup \{([XY[X : 2Y]_{\text{GIT}}, [\delta_0/2 + \delta_\infty/2])\}$.
3. $\widetilde{\text{nm}}_3$ is homeomorphic to $\mathbb{P}^1$.

**Proof.** By Corollary 2.4 we know $\partial \text{NM}_3 \cap \text{Rat}_d^s = \emptyset$. Note $\overline{\text{nm}}_3$ is homeomorphic to $\mathbb{P}^1$. Then the results follow from Corollary 4.11, Corollary 4.12 and Proposition 4.13. 

5. Deligne-Mumford Compactifications

5.1. Moduli Spaces of Marked Riemann Surfaces. In this subsection, we give the background of moduli spaces of marked Riemann surfaces and the corresponding Deligne-Mumford compactifications.

Let $\Sigma_{g,n}$ be a Riemann surface of genus $g$ with $n$ marked points. For $2 - 2g - n < 0$, the moduli space $\mathcal{M}_{g,n}$ is the set of isomorphism classes $[\Sigma_{g,n}]$ of Riemann surfaces of genus $g$ with $n$ marked points. The automorphism group of any Riemann surface satisfying $2 - 2g - n < 0$ is finite [9, Section V.1].

Here, we are interested only in the case $g = 0$. We give some examples to illustrate the moduli spaces $\mathcal{M}_{0,n}$. For more examples, we refer [29, Section 1].

**Example 5.1.** Let $n = 3$. Any Riemann surface of genus 0 with three marked points can be identified with $\mathbb{P}^1 \setminus \{0, 1, \infty\}$. Thus $\mathcal{M}_{0,3}$ is a singleton.

**Example 5.2.** Let $n = 4$. Any Riemann surface of genus 0 with four marked points $(x_1, x_2, x_3, x_4)$ can be uniquely identified with $\mathbb{P}^1 \setminus \{0, 1, \infty, t\}$, where $t \in \mathbb{P}^1 \setminus \{0, 1, \infty\}$ is determined by the positions of marked points on the original Riemann surface. If the original Riemann surface is $\mathbb{P}^1$, then $t$ is the cross-ratio of $x_1, x_2, x_3, x_4$. Thus the moduli space $\mathcal{M}_{0,4}$ is the values of $t$. Hence $\mathcal{M}_{0,4}$ can be identified with $\mathbb{P}^1 \setminus \{0, 1, \infty\}$.

To compactify the moduli space $\mathcal{M}_{0,n}$, we need to add some new points that are called “stable curves”. We define the Riemann surfaces with nodes, which were first introduced by Bers [3].

**Definition 5.3.** A surface $\Sigma$ of genus 0 with nodes is a Hausdorff space whose every point has a neighborhood homeomorphic either to a disk in the complex plane or to $U = \{(z, w) \in \mathbb{C}^2 : zw = 0, |z| < 1, |w| < 1\}$.
Following Bers [3], a point \( p \) in the surface \( \Sigma \) with nodes is a node if every neighborhood of \( p \) contains an open set homeomorphic to \( U \). Each component of the complement of the nodes of \( \Sigma \) is called a part of \( \Sigma \). Then each part is a Riemann surface of genus 0 and compact except for punctures.

The stable curves genus of \( g = 0 \) are defined as following, see [25, Definition 1.25].

**Definition 5.4.** A stable curve \( C \) of genus \( g = 0 \) with \( n \) marked points is a complex algebraic curve such that

1. the only singularities of \( C \) are simple nodes,
2. the marked points are distinct and none are nodes,
3. the surface obtained from \( C \) by resolving all its nodes is of genus 0,
4. for each part, the number of marked points and nodes is at least 3.

From the definition, we know a stable curve \( C \) of genus 0 with \( n \) marked points has a finite number of automorphisms.

The Deligne-Mumford compactification \( \tilde{M}_{0,n} \) of the moduli space \( M_{0,n} \) was introduced by P. Deligne and D. Mumford [4]. It is smooth compact complex \( n \)-dimensional irreducible projective variety [12]. In the algebraic and analytic categories, it is a coarse moduli space for the stable curves functor \( \mathcal{M}_n \). The set

\[
\partial M_{0,n} := \tilde{M}_{0,n} \setminus M_{0,n}
\]

parametrizing singular stable curves is called the boundary of \( M_{0,n} \). We refer [11] and [22, Section 4.3] for the topology on the spaces \( \tilde{M}_{0,n} \).

**Example 5.5.** The space \( M_{0,3} \) is a singleton. Hence \( \tilde{M}_{0,3} \) is also a singleton.

**Example 5.6.** The boundary \( \partial M_{0,4} \) consists of three singular stable rational curves with 4 marked points. Each of these curves are two copies of \( \mathbb{P}^1 \) glued at a point, with marked points.

We can define the affine moduli space \( M^*_{0,n} \) consisting of the affine conjugate classes \([\{x_1, \cdots, x_n\}]\) of ordered \( n \) distinct points in \( \mathbb{C} \), that is

\[
M^*_{0,n} = \{(x_1, \cdots, x_n) \in \mathbb{C}^n \setminus \Delta_n)/\text{Aut}(\mathbb{C}),
\]

where \( \Delta_n = \{(z_1, \cdots, z_n) : \exists i \neq j \text{ such that } z_i = z_j \} \subset \mathbb{C}^n \) is the diagonal set. Then, for example, \( M^*_{0,3} \) is a singleton for \( n = 1 \) and 2, and

\[
M^*_{0,3} = \mathbb{C} \setminus \{0, 1\}.
\]

In general, we have

**Lemma 5.7.** For \( n \geq 1 \), the map

\[
\mathcal{I} : M^*_{0,n} \to M_{0,n+1},
\]

sending \([\{x_1, \cdots, x_n\}]\) to \([\{\infty, x_1, \cdots, x_n\}]\), is a bijection.

**Proof.** Suppose \( \mathcal{I}([\{x_1, \cdots, x_n\}]) = \mathcal{I}([\{x'_1, \cdots, x'_n\}]). \) Then there is an \( M \in \text{PSL}_2(\mathbb{C}) \) such that

\[
(M(\infty), M(x_1), \cdots, M(x_n)) = (\infty, x'_1, \cdots, x'_n).
\]

Thus \( M \) is affine and \( M(x_i) = x'_i \). Hence \([\{x_1, \cdots, x_n\}] = [\{x'_1, \cdots, x'_n\}]. \) So \( \mathcal{I} \) is injective.

For any point \([\{p_1, \cdots, p_{n+1}\}] \in M_{0,n+1} \), there exists a representative has form \([\{\infty, p'_2, \cdots, p'_{d+1}\}]. \) So \( \mathcal{I} \) maps \([\{p_2, \cdots, p_{d+1}\}] \in M^*_{0,n} \) to \([\{\infty, p'_2, \cdots, p'_{d+1}\}] \in M_{0,n+1}. \) Thus, \( \mathcal{I}([\{p_2, \cdots, p_{d+1}\}] = [\{p_1, \cdots, p_{n+1}\}]. \) So \( \mathcal{I} \) is surjective. \( \square \)

Note \( M_{0,n+1} \) has Deligne-Mumford compactification \( \tilde{M}_{0,n+1}. \) Then the map \( \mathcal{I} \) induces a compactification of the space \( M^*_{0,n}. \) We denote this compactification by

\[
\tilde{M}^*_{0,n} := \tilde{M}_{0,n+1}.
\]
5.2. Marked Newton Maps. In this subsection, we consider spaces of the fixed-points marked Newton maps and the corresponding moduli spaces.

Recall that a fixed-point marked rational map
\[(f, p_1, \cdots, p_{d+1}) \in \text{Rat}_d \times \hat{\mathbb{C}}^{d+1}\]
is a map \(f \in \text{Rat}_d\) together with an ordered list of its fixed points. Denote by \(\text{Rat}_{d, m}^\text{fm}\) the space of all fixed-points marked degree \(d\) rational maps. We can define the topology on \(\text{Rat}_{d, m}^\text{fm}\) by convergence. We say \((f_n, p_{1n}, \cdots, p_{dn+1})\) converges to \((f, d_1, \cdots, p_{dn+1}) \in \text{Rat}_{d, m}^\text{fm}\) as \(n \to \infty\), if \(f_n\) converges to \(f\) uniformly and \(p(n_i) \to p_i\) for \(i = 1, \cdots, d + 1\).

Let \(\text{NM}_{d, m}^\text{fm} \subset \text{Rat}_{d, m}^\text{fm}\) be the space of fixed-points marked degree \(d\) Newton maps, and associate the space \(\text{NM}_{d, m}^\text{fm}\) with the subspace topology. For \(N \in \text{NM}_d \setminus \text{NM}_d\), there exists a unique set \(r = \{r_1, \cdots, r_d\}\) of \(d\) points (not necessarily distinct) in \(\mathbb{P}^1\) such that \(N = N_r\). We define \(r_1, \cdots, r_d, \infty\) to be the fixed points of the degenerate Newton maps \(N_r\). Let \(\text{NM}_{d, m}^\text{fm}\) be the space consisting of \((N, p_1, \cdots, p_{d+1})\) where \(N \in \text{NM}_d\) and \((p_1, \cdots, p_{d+1})\) is an ordered list of the fixed points of \(N\). In fact, for \((N = H_{N_\tilde{r}}, p_1, \cdots, p_{d+1}) \in \text{NM}_{d, m}^\text{fm}\), if \(r \in \mathbb{P}^1\) is a fixed point of \(N\), there are \(d_r(N)+1\) many points, counted multiplicity, in \(\{p_1, \cdots, p_{d+1}\}\) are \(r\), where \(d_r(N)\) is the depth of \(r \in \mathbb{P}^1\). On the space \(\text{NM}_{d, m}^\text{fm}\), we can define the topology by convergence. We say a sequence \(\{(N_n, p_{1n}, \cdots, p_{dn+1})\}\) in \(\text{NM}_{d, m}^\text{fm}\) converges to \((N, p_1, \cdots, p_{d+1}) \in \text{NM}_{d, m}^\text{fm}\) as \(n \to \infty\), if \(N_n\) converges to \(N\) in \(\mathbb{P}^{2d+1}\) and \(p_{1n} \to p_1\) for \(i = 1, \cdots, d + 1\). Note \(\text{NM}_{d, m}^\text{fm} \subset \text{NM}_d^\text{fm}\). As a remark, we notice that this topology coincides with the subspace topology on the space \(\text{NM}_{d, m}^\text{fm}\).

Lemma 5.8. Under the above topology, \(\text{NM}_{d, m}^\text{fm}\) is compact and contains \(\text{NM}_{d, m}^\text{fm}\) as an open dense subset.

Proof. Suppose \(\{(N_n, p_{1n}, \cdots, p_{dn+1})\} \subset \text{NM}_{d, m}^\text{fm}\) is a sequence such that \((N_n, p_{1n}, \cdots, p_{dn+1}) \to (N, p_1, \cdots, p_{d+1})\), as \(n \to \infty\). Then \(N \in \text{NM}_d\) and each \(p_i\) is a fixed point of \(N\). Thus, \((N, p_1, \cdots, p_{d+1}) \in \text{NM}_{d, m}^\text{fm}\). Note \(\text{NM}_d\) is a dense open subset of \(\text{NM}_d\). Therefore, \(\text{NM}_{d, m}^\text{fm}\) is an open dense subset of \(\text{NM}_d\). \(\square\)

Note \(z = \infty\) is the unique repelling fixed point for each Newton maps. Thus it is reasonable to consider the the space \(\text{NM}_d^\text{fm}\) consisting of \((\infty, p_1, \cdots, p_d) \in \text{NM}_{d, m}^\text{fm}\), where \(p_i \in \mathbb{C}\). Similarly, define \(\overline{\text{NM}_d^\text{fm}} \subset \text{NM}_{d, m}^\text{fm}\) to be the closure of \(\text{NM}_d^\text{fm}\).

The group \(\text{PSL}_2(\mathbb{C})\) can act on \(\text{Rat}_{d, m}^\text{fm}\) by right action:
\[g \cdot (f, p_1, \cdots, p_{d+1}) = (g^{-1} \circ f \circ g, g^{-1}(p_1), \cdots, g^{-1}(p_{d+1}))\]
Define the fixed-points marked moduli space \(\text{rat}_{d, m}^\text{fm}\) to be the quotient space
\[\text{rat}_{d, m}^\text{fm} := \text{Rat}_{d, m}^\text{fm} / \text{PSL}_2(\mathbb{C})\]

By the specialty of \(z = \infty\), let
\[\text{nm}_d^\star := \text{NM}_d^\text{fm} / \text{Aut}(\mathbb{C}) \subset \text{rat}_{d, m}^\text{fm}\]
be the fixed-points marked moduli space of degree \(d\) Newton maps, associated with the quotient topology.

Let \(r = \{r_1, \cdots, r_d\}\) and \(\tilde{r} = \{0, 1, \tilde{r}_3, \cdots, \tilde{r}_d\}\) be two subsets of \(d\) distinct points in \(\mathbb{C}\). If there exists \(M \in \text{Aut}(\mathbb{C})\) such that \(M(0) = r_1\), \(M(1) = r_2\) and \(M(\tilde{r}_i) = r_i\) for \(3 \leq i \leq d\), then
\[M^{-1} \circ N_r \circ M = N_{\tilde{r}}.\]
Thus
\[[(N_r, \infty, r_1, \cdots, r_d)] = [(N_{\tilde{r}}, \infty, 0, 1, \tilde{r}_3, \cdots, \tilde{r}_d)] \in \text{nm}_d^\star.

Then we have

Lemma 5.9. For \(d \geq 2\), let \(r = \{0, 1, r_3, \cdots, r_d\} \subset \mathbb{C}\) be a set of \(d\) distinct points. Then, as set
\[\text{nm}_d^\star = \{(N_r, \infty, 0, 1, r_3, \cdots, r_d) : (r_3, \cdots, r_d) \in (\mathbb{C} \setminus \{0, 1\})^{d-2} \setminus \Delta_{d-2}\}\].
Furthermore,

**Proposition 5.10.** The moduli space \( \mathcal{M}^*_{0,d} \) is homeomorphic to the moduli space \( \mathcal{M}^*_{0,d} \).

**Proof.** Consider the following diagram

\[
\begin{array}{c}
\mathcal{M}^*_{d,1} \xrightarrow{\phi} \mathbb{C}^d \setminus \Delta_d \\
\downarrow / \text{Aut}(\mathbb{C}) \quad \downarrow / \text{Aut}(\mathbb{C}) \\
\mathcal{M}^*_{0,d} \xrightarrow{\hat{\phi}} \partial \mathcal{M}^*_{0,d},
\end{array}
\]

where

\[\hat{\phi}((N, \infty, r_1, \cdots, r_d)) = (r_1, \cdots, r_d)\]

and

\[\hat{\phi}((N, \infty, r_1, \cdots, r_d)) = [(r_1, \cdots, r_d)].\]

Then the diagram is commutes.

Note

\[(N, \infty, r_1, \cdots, r_d) \in \mathcal{M}^*_{d,1} \subset \text{Rat}_d \times \{\infty\} \times \mathbb{C}^d \setminus \Delta_d\]

and \( N \) is uniquely determined by \((r_1, \cdots, r_d)\). Thus \( \hat{\phi} \) is bijective, open and continuous. Hence, \( \hat{\phi} \) is a homeomorphism. Therefore, \( \phi \) is a homeomorphism. \( \square \)

By Proposition 5.10, we know the compactification \( \hat{\mathcal{M}}^*_{0,d} \) of \( \mathcal{M}^*_{0,d} \) induces a compactification of \( \mathcal{M}^*_{0,d} \). We say this compactification is the Deligne-Mumford compactification of \( \mathcal{M}^*_{0,d} \) and denoted by \( \hat{\mathcal{M}}^*_{0,d} \).

**Example 5.11.** Cubic Newton maps.

Note \( \mathcal{M}^*_{0,3} \) is homeomorphic to \( \mathcal{M}^*_{0,3} \cong \mathbb{C} \setminus \{0, 1\} \). Thus \( \hat{\mathcal{M}}^*_{0,3} \cong \mathbb{P}^1 \). So \( \hat{\mathcal{M}}^*_{0,3} \) is homeomorphic to \( \mathbb{P}^1 \).

**Example 5.12.** Quartic Newton maps.

Note \( \mathcal{M}^*_{0,4} \) is homeomorphic to \( \mathcal{M}^*_{0,4} \). By definition, if \([x_1, x_2, x_3, x_4] \in \hat{\mathcal{M}}^*_{0,4} \setminus \mathcal{M}^*_{0,4} \), then \([\infty, x_1, x_2, x_3, x_4] \in \hat{\mathcal{M}}^*_{0,5} \setminus \mathcal{M}^*_{0,5} \). Thus \( \hat{\mathcal{M}}^*_{0,4} \) has complex dimension 1.

### 6. FROM DELIGNE-MUMFORD TO GIT

In this section, we study the relationships between the Deligne-Mumford compactification \( \hat{\mathcal{M}}^*_{0,d} \) and the GIT compactification \( \mathcal{M}^*_{0,d} \), and prove Theorem 1.3. Then main ingredient is to construct the marked Berkovich trees of spheres.

Let \( L \) be the completion of the field of formal Puiseux series and let \( \mathbb{P}^1_{\text{Ber}} \) be the Berkovich space over \( L \). For more background of Berkovich space, we refer [2]. For \( t \in \mathbb{D} \), we say \( \{f_t\} \subset \text{Rat}_d \) be a holomorphic family if \( f_t \in \text{Rat}_d \) for \( t \neq 0 \) and its coefficients are holomorphic functions of parameter \( t \). The holomorphic family \( \{f_t\} \) induces a rational map \( f \in L(z) \) acting on \( \mathbb{P}^1_{\text{Ber}} \). See [14][15] for details. Let \( \{N_t\} \) be a holomorphic family of degree \( d \geq 2 \) Newton maps with superattracting fixed points \( r(t) = \{r_1(t), \cdots, r_d(t)\} \). Regard each \( r_i(t) \) as an element in \( L \) and denote by \( r_i \). Let \( N \in L(z) \) be the induced map of \( \{N_t\} \). Let \( V \) be the set of type II repelling fixed points of \( N \), and define the following convex hulls in the Berkovich space \( \mathbb{P}^1_{\text{Ber}} \)

\[H_{\text{fix}} = \text{Hull}(\{r_1, \cdots, r_d, \infty\})\]

and

\[H_V = \text{Hull}(V)\]

We refer [16] for more details about these convex hulls.

If \( \xi \in \mathbb{P}^1_{\text{Ber}} \) is a type II point, then the tangent space \( T_\xi \mathbb{P}^1_{\text{Ber}} \) can be identified with \( \mathbb{P}^1 \). For \( \vec{v} \in T_\xi \mathbb{P}^1_{\text{Ber}} \), let \( B_\xi(\vec{v})^- \) be the Berkovich disk corresponding to \( \vec{v} \). We say a Riemann sphere \( \mathbb{P}^1 \) with marked points is associated to \( \xi \) if the marked points on \( \mathbb{P}^1 \) are induced by the directions \( \vec{v} \in T_\xi \mathbb{P}^1_{\text{Ber}} \) with \( B_\xi(\vec{v})^- \cap \{r_1, \cdots, r_d, \infty\} \neq \emptyset \) via identifying \( T_\xi \mathbb{P}^1_{\text{Ber}} \) with \( \mathbb{P}^1 \). Note \( H_V \) is a subtree in \( \mathbb{P}^1_{\text{Ber}} \). Now we associated \((N, \infty, r_1, \cdots, r_d)\) a marked Berkovich tree \( T \) of spheres.
Definition 6.1. The marked Berkovich tree of spheres $\mathcal{T}$ for $(N, \infty, r_1, \ldots, r_d)$ is the data of:

1. the subtree $H_V \subseteq \mathbb{P}^1_{\text{Ber}}$,
2. for each point $v \in V$, take the associated marked Riemann sphere $\mathbb{P}^1$ with $v$.

Remark 6.2. In general, the marked Berkovich trees of spheres can be defined for any $n \geq 3$ distinct marked points in $L$ since we can analog $H_V$ to define the corresponding convex hull for these $n$ points. We refer for such trees.

If $H_V$ is not trivial, we can forget the information from the edges of $H_V$ and attach the Riemann spheres in $\mathcal{T}$ by identifying marked points in spheres associated to vertices incident to a common edge in $H_V$. Then we get a Riemann surface $\Sigma$ with nodes. We say $\Sigma$ is the Riemann surface with nodes induced by $\mathcal{T}$. For convenience, if $H_V$ is trivial, denote $\Sigma = \mathcal{T}$, which is a marked Riemann sphere.

Example 6.3. Cubic Newton maps.

Consider $r(t) = \{0,1,t\}$. Then $V = \{\xi_0, \xi_t, \xi_d\}$, hence $H_V = [\xi_0, \xi_t, \xi_d]$. So $\mathcal{T}$ is a tree of two Riemann spheres. Note the $\mathbb{P}^1$ at $\xi_0$ has two marked points 0 and 1, and the $\mathbb{P}^1$ at $\xi_d$ has two marked points 1 and $\infty$. Hence $\Sigma$ is a Riemann surface with 4 marked points and 1 node.

We say two marked Berkovich trees $\mathcal{T}$ and $\mathcal{T}'$ of spheres are equivalent if they induce equivalent Riemann surfaces $\Sigma$ and $\Sigma'$ with nodes, that is $[\Sigma] = [\Sigma']$ in $\mathcal{M}_0^{1,d}$. Denote by $[\mathcal{T}]$ for the equivalent class. Let $\mathcal{T}_d$ be the set consisting of the equivalent classes $[\mathcal{T}]$.

Proposition 6.4. For $d \geq 2$, the map

$$\phi : \mathcal{T}_d \to \mathcal{M}_0^{1,d},$$

sending $[\mathcal{T}]$ to $[\Sigma]$, where $\Sigma$ is the Riemann surface with nodes induced by $\mathcal{T}$, is a bijection.

Proof. First by the definition of equivalence in Berkovich trees of spheres, we know the map $\phi$ is well defined. For $[\Sigma] \in \mathcal{M}_0^{1,d}$, there exits $\Sigma_t = (\mathbb{P}^1, \infty, r_1(t), \ldots, r_d(t))$ such that $\Sigma_t \to [\Sigma]$ as $t \to 0$, where $r_i(t)$s are holomorphic functions of $t$. Let $r_i := r_i(t) \in L$ and $r = \{r_1, \ldots, r_d\}$. Then we can obtain a marked Berkovich tree $\mathcal{T}$ of spheres. With a suitable order of marked points we know the Riemann surface with nodes induced by $\mathcal{T}$ is $\Sigma$. Thus $\phi$ is surjective.

Now we show $\phi$ is injective. If $[\Sigma] = [\Sigma']$, let $\mathcal{T}$ and $\mathcal{T}'$ be the Berkovich trees of spheres who induce $\Sigma$ and $\Sigma'$, respectively. Then $[\mathcal{T}] = [\mathcal{T}']$. So $\phi$ is injective. $\square$

We say a sequence $\{[\mathcal{T}_n]\}$ in $\mathcal{T}_d$ converges to $[\mathcal{T}] \in \mathcal{T}_d$ if $\phi([\mathcal{T}_n])$ converges to $\phi([\mathcal{T}])$ in $\mathcal{M}_0^{1,d}$. Then we associate $\mathcal{T}_d$ with the topology induced by this convergence. Under this topology on $\mathcal{T}_d$, the map $\phi$ is a homeomorphism. Let $\mathcal{S}_d \subset \mathcal{T}_d$ be the subset consisting of the equivalence classes $[\mathcal{T}]$, where $\mathcal{T}$ is a marked Riemann surface, i.e. the tree is trivial. Then the map $\phi$ gives a map

$$\phi|_{\mathcal{S}_d} : \mathcal{S}_d \to \mathcal{M}_0^{1,d},$$

which is a homeomorphism.

Example 6.5. Let $r_n(t) = \{0,3t^2, (3 + 1/n)t^2\}$ and $r(t) = \{0,3,3+t\}$. Let $N_n$ and $N$ be the associated maps for $\{N_{r_n(t)}\}$ and $\{N_{r(t)}\}$, respectively. Consider the corresponding Berkovich trees $\mathcal{T}_n$ of spheres for $(N_n, \infty, 0, 3t^2, (3 + 1/n)t^2)$ and the tree $\mathcal{T}$ for $(N, \infty, 0, 3, 3+t)$. Then $[\mathcal{T}_n]$ converges to $[\mathcal{T}]$ in $\mathcal{T}_d$.

Now we relate the space $\mathcal{T}_d$ to the GIT compactification $\overline{\mathcal{M}}_d$ of the moduli space $\mathcal{M}_d$ of degree $d \geq 2$ Newton maps.

Let $\{f_t\}$ be a holomorphic family of degree $d \geq 2$ rational maps and let $f$ be the associated map for $\{f_t\}$. For a type II point $\xi \in \mathbb{P}^1_{\text{Ber}}$, we say $f \in \mathbb{P}^{2d+1}$ is the subalgebraic reduction of $f$ at $\xi$ if $M_{f_t}^{-1} \circ f_t \circ M_{f_t}$ converges to $f$ in $\mathbb{P}^{2d+1}$, where $\{M_f\} \subset \text{PSL}_2(\mathbb{C})$ with the induced map $\mathbf{M}$ mapping $\xi_n$ to $\xi$. In fact, we can assume $\{M_f\} \subset \text{Aut}(\mathbb{C})$. Moreover, we can define the subalgebraic reduction of $f$ at any point in $\mathbb{P}^1_{\text{Ber}}$ by considering the field extensions, see [8 Section 4]. For $\xi \in \mathbb{P}^1_{\text{Ber}}$, denote by $\rho_{\xi}(f)$ the subalgebraic reduction of $f$ at $\xi$. For a holomorphic family $\{N_t\}$ of degree $d \geq 2$ Newton maps, the subalgebraic reduction of the induced map $N$ at a point $\xi \notin H_V$ is not
semistable. Indeed, if \( \xi \notin H_\infty^{ss} \), where \( H_\infty^{ss} \subset \mathbb{P}^{1}_{\text{Ber}} \) is the convex hull of \( V \cup \{ \infty \} \), then \( \widehat{\rho_\infty (N)} \) is a constant \([19] \) Theorem 3.10. Note \( \rho_\xi (N) \) is a degenerate Newton map. Then we know \( \rho_\xi (N) \) has a unique hole at \( \infty \). Hence \( d_\infty \rho_\xi (N) = d \). If \( \xi \in (\pi_{H_\infty}(\infty), \infty) \), where \( \pi_{H_\infty}(\infty) \) is the projection from \( \infty \) to \( H_\infty \), then \( \widehat{\rho_\infty (N)} \) is a linear map. In fact, in this case \( \rho_\xi (N) \) has a unique hole at \( a \in \mathbb{C} \), and hence \( d_\infty \rho_\xi (N) = d - 1 \). So \( \rho_\xi (N) \) is not semistable. At the points in \( H_\infty \), we have

**Lemma 6.6.** Let \( \{ N_t \} \) be a holomorphic family of degree \( d \geq 2 \) Newton maps and let \( N \) be the associated map for \( \{ N_t \} \). Then there exists a point \( \xi \in V \) such that \( \rho_\xi (N) \) is semistable. In particular, let

\[
H_\infty^{ss} = \{ \xi \in H_\infty : \rho_\xi (N) \in \text{Rat}_d^{ss} \}.
\]

Then one of the following holds:

1. there is a unique point \( \xi \in H_\infty \) such that \( \rho_\xi (N) \) is stable. In this case, \( H_\infty^{ss} = \{ \xi \} \).
2. there is a point \( \xi \in H_\infty \) such that \( \rho_\xi (N) \) is semistable but not stable. In this case, \( \rho_\xi (N) \) is not stable for any \( \xi' \in H_\infty \). Moreover, \( H_\infty^{ss} \) is connected.

**Proof.** We prove the case when \( d \) is odd. Similar argument works for even \( d \).

Suppose \( \rho_\xi (N) \) is not semistable for all \( \xi \in V \). Then by Lemma 23, at any \( \xi \in V \), \( \rho_\xi (N) \) has a hole of depth at least \( (d + 1)/2 \). We claim there exists \( \xi \in V \) such that \( \infty \) is a hole of \( \rho_\xi (N) \) with depth at least \( (d + 1)/2 \). Indeed, if the claim does not hold, then there exist an endpoint \( \xi' \) of \( H_\infty \) such that all the holes of \( \rho_{\xi'} (N) \) have depth at most \( (d - 1)/2 \), which means \( \rho_{\xi'} (N) \) is semistable. Define

\[
E_\infty = \{ \xi \in V : d_\infty (\rho_\xi (N)) \geq d + 1 \}.
\]

Then \( V \setminus E_\infty \neq \emptyset \) since the visible point \( \pi_{H_\infty}(\infty) \in V \) and the \( \infty \) is not a hole of \( \rho_{\pi_{H_\infty}(\infty)} (N) \). In fact, all endpoints of \( H_\infty \), except \( \pi_{H_\infty}(\infty) \in V \), are contained in \( E_\infty \). For \( \xi \in V \setminus E_\infty \), let \( h_\xi \in \mathbb{C} \) be the unique hole of \( \rho_\xi (N) \) with depth at least \( (d + 1)/2 \) and let \( \vec{v}_\xi \in T_{\xi} \mathbb{P}^1_{\text{Ber}} \) be the direction corresponding to \( h_\xi \). Now we pick \( \xi \in V \setminus E_\infty \) such that \( \mathbb{B}(\vec{v}_\xi)^- \cap V \subset E_\infty \) and let \( \xi' \in E_\infty \) such that \( (\xi', \xi) \cap V = \emptyset \). Since \( d_\infty \rho_\xi (N) \geq (d + 1)/2 \), we know there are at least \( (d + 3)/2 \) many \( r_s \) such that \( \mathbb{B}(\vec{v}_\xi)^- \cap \mathbb{B}(\vec{v}_\xi)^- \). However, there are at least \( (d + 1)/2 \) many \( r_s \) in \( \mathbb{P}^1_{\text{Ber}} \setminus \mathbb{B}(\vec{v}_\xi)^- \) since \( d_\infty \rho_\xi (N) \geq (d + 1)/2 \). It is a contradiction. Thus there exists \( \xi \in V \) such that \( \rho_\xi (N) \) is semistable.

Now we suppose \( \xi \in V \) such that \( \rho_\xi (N) \) is stable. We show for any other points \( \xi' \neq \xi \) in \( H_\infty \), the subalgebraic reductions \( \rho_{\xi'} (N) \) are not semistable. It is sufficient to show \( \rho_{\xi'} (N) \) is not semistable for \( \xi' \in V \setminus \{ \xi \} \). Indeed, at any point \( \xi' \in H_\infty \setminus V \), the subalgebraic reduction \( \rho_{\xi'} (N) \) has exact two holes and one hole has depth at most \( (d - 3)/2 \). Otherwise, let \( h \in \mathbb{C} \) correspond to the direction \( \vec{v} \in T_{\xi} \mathbb{P}^1_{\text{Ber}} \) with \( \xi'' \in \mathbb{B}(\vec{v})^- \). Then

\[
d_h (\rho_\xi (N)) \geq \frac{d - 1}{2},
\]

which contradicts with the stability of \( \rho_\xi (N) \). Thus the other hole of \( \rho_{\xi'} (N) \) has depth at least \( (d - 1)/2 \), which means \( \rho_{\xi'} (N) \) is not semistable. Now suppose there exists \( \xi' \in V \) such that \( \rho_{\xi'} (N) \) is semistable. Let \( \vec{v}_1 \in T_{\xi} \mathbb{P}^1_{\text{Ber}} \) be the direction such that \( \xi'' \in \mathbb{B}(\vec{v}_1)^- \), and let \( \vec{v}_2 \in T_{\xi'} \mathbb{P}^1_{\text{Ber}} \) be the direction such that \( \xi \in \mathbb{B}(\vec{v}_2)^- \). Note

\[
\mathbb{B}(\vec{v}_1)^- \cup \mathbb{B}(\vec{v}_2)^- = \mathbb{P}^1_{\text{Ber}}.
\]

We may assume \( \xi \in \mathbb{B}(\vec{v}_1)^- \). Since \( \rho_\xi (N) \) is stable, there are at most \( (d - 3)/2 \) many \( r_s \) in \( \mathbb{B}(\vec{v}_1)^- \). Since \( \rho_{\xi'} (N) \) is semistable, there are at most \( (d + 1)/2 \) many \( r_s \) in \( \mathbb{B}(\vec{v}_2)^- \). Thus there are \( d - 1 \) many \( r_s \) in \( \mathbb{P}^1_{\text{Ber}} \). It is a contradiction. Thus \( \rho_{\xi'} (N) \) is not semistable.

Suppose \( \xi \in V \) such that \( \rho_\xi (N) \) is semistable but not stable. Then by (1), we know \( \rho_{\xi'} (N) \) is not stable for any \( \xi' \in H_\infty \). The remaining is to show the set \( H_\infty^{ss} \) is connected. If \( H_\infty^{ss} = \{ \xi \} \), it is done. Now we suppose \( \xi' \neq \xi \) in \( H_\infty^{ss} \). We show the segment \([ \xi, \xi' ] \subset H_\infty^{ss} \). If \( \xi' \) is on an edge of \( H_\infty \) attached \( \xi \), then \([ \xi, \xi' ] \subset H_\infty^{ss} \) since any subalgebraic reduction of \( N \) at a point in \([ \xi, \xi' ] \) is the same as \( \rho_\xi (N) \). Now we suppose \( \xi' \) is on an edge of \( H_\infty \) attached \( \xi \). We only need to show the case when \( \xi' \in V \) and \( (\xi, \xi') \) is an edge of \( H_\infty \). Let \( \xi'' \in (\xi, \xi') \). Then \( \rho_{\xi''} (N) \) has exact 2 holes. Let \( \vec{v}, \vec{v}' \in T_{\xi'} \mathbb{P}^1_{\text{Ber}} \) be the directions such that \( \xi \in \mathbb{B}(\vec{v})^- \) and \( \xi' \in \mathbb{B}(\vec{v}')^- \), respectively. Let
\( \vec{v} \in T_{\xi} P_{\text{Ber}} \) be the direction such that \( \xi' \in B_{\xi}(\vec{v})^{-} \) and let \( \vec{v} \in T_{\xi} P_{\text{Ber}} \) be the direction such that \( \xi \in B_{\xi}(\vec{v})^{-} \). Then we have

\[
B_{\xi'}(\vec{v})^{-} \cap \{r_1, \ldots, r_d, \infty\} = B_{\xi}(\vec{v})^{-} \cap \{r_1, \ldots, r_d, \infty\}
\]

and

\[
B_{\xi'}(\vec{v})^{-} \cap \{r_1, \ldots, r_d, \infty\} = B_{\xi}(\vec{v})^{-} \cap \{r_1, \ldots, r_d, \infty\}.
\]

Let \( h, h', h_1 \) and \( h_2 \in \mathbb{C} \) correspond to the tangent vectors \( \vec{v}, \vec{v}', \vec{v} \) and \( \vec{v}' \), respectively. Then by Lemma 6.6, we have

\[
d_h(\rho_{\xi'}(N)) = d_{h_2}(\rho_{\xi}(N)) \leq \frac{d - 1}{2}
\]

and

\[
d_{h'}(\rho_{\xi'}(N)) = d_{h_1}(\rho_{\xi}(N)) \leq \frac{d - 1}{2}
\]

since \( \rho_{\xi}(N) \) and \( \rho_{\xi'}(N) \) are semistable. Thus, again by Lemma 6.6, we know \( \rho_{\xi'}(N) \) is semistable. Hence \( \xi'' \in H_{V}^{ss} \). So \( H_{V}^{ss} \) is connected.

**Remark 6.7.** In [20], Rumely studied the minimal resultant locus \( \text{MinResLoc}(\phi) \) for a rational map \( \phi \in K(z) \) over any arbitrary non-Archimedean field \( K \). He proved \( \text{MinResLoc}(\phi) \) is either a singleton or a segment. Later, he gave characterizations of the set \( \text{MinResLoc}(\phi) \) consisting of points \( \xi \in P_{\text{Ber}} \) where \( \phi \) has semistable subalgebraic reductions [21] Theorem B]. It is still unclear how to find out \( \text{MinResLoc}(\phi) \) precisely. In our case, for Newton maps \( N \in L(z) \), Lemma 6.6 allows us to find \( \text{MinResLoc}(N) \) in finitely many steps.

Now we give some examples to illustrate Lemma 6.6.

**Example 6.8.** Cubic Newton maps.

Consider \( r(t) = \{0, 1, t\} \). Then the set \( V = \{\xi_0, \xi_0, |t|\} \). At the Gauss point \( \xi_0 \), the subalgebraic reduction \( \rho_{\xi_0}(N) \) is semistable. Moreover, for any point \( \xi \in [\xi_0, |t|, \xi_0] \), \( \rho_{\xi}(N) \) is semistable. And there is no point \( \xi \) such that \( \rho_{\xi}(N) \) is stable.

**Example 6.9.** Quartic Newton maps.

Consider \( r(t) = \{0, 1, t^{-1}, 2t^{-1}\} \). Then the set \( V = \{\xi_0, \xi_0\} \), where \( \xi_0 = \xi_0, |t^{-1}| \). At the Gauss point \( \xi_0 \), the subalgebraic reduction \( \rho_{\xi_0}(N) \) is not (semi)stable. But at the point \( \xi_0 \), the subalgebraic reduction \( \rho_{\xi_0}(N) \) is stable. Furthermore, \( \xi_0 \) is the only point where the subalgebraic reduction of \( N \) is (semi)stable.

**Example 6.10.** Quintic Newton maps.

Consider \( r(t) = \{t, 2t, 1 + t, 1 + 2t, t^{-1}\} \). Then

\[
V = \{\xi_0, \xi_0, |t|, \xi_0, |t|, \xi_0, |t|, \xi_0, |t|^{-1}\}.
\]

At the points \( \xi_0, |t|, \xi_0, |t| \) and \( \xi_0, |t|^{-1} \), the subalgebraic reductions of \( N \) are not semistable. But at the point \( \xi_0 \), the subalgebraic reduction \( \rho_{\xi_0}(N) \) is semistable but not stable. In fact, \( \xi_0 \) is the only point where the subalgebraic reduction of \( N \) is semistable.

Note the information about the edges of the subtree \( H_{V} \) does not affect the resulted (semi)stable maps. Thus, from Lemma 6.6, we can associate each element in \( T_d \) with a GIT equivalence class of (semi)stable maps. Combining with the topology on the space \( T_d \) and on the GIT compactification \( \overline{\text{mod}}_d \). We have

**Proposition 6.11.** For \( d \geq 2 \), the map

\[
\psi: T_d \to \overline{\text{mod}}_d,
\]

sending \([T]\) to \([\rho_{\xi}(N)]_{\text{GIT}}\), where \( \xi \in V \) with the subalgebraic reduction \( \rho_{\xi}(N) \in \text{Rat}_{d}^{ss} \), is a continuous surjection.

Note \( \psi(S_d) = \text{mod}_d \) and \( \psi|_{S_d} \) has degree \((d - 2)!\). But on \( T_d \setminus S_d \), the map \( \psi \) may be an infinity-to-one map.
Example 6.12. Sextic Newton maps.
For $c \in \mathbb{C} \setminus \{0,1\}$, let $r_c(t) = \{0,1,c,t^{-1},2t^{-1},3t^{-1}\}$. Then $V = \{\xi_0,\xi_0,\xi_0\}$. Note the subalgebraic reduction

$$\rho_{\xi_0,\xi_0,\xi_0}(N_c) = N(0,0,0,1,2,3) \in \text{Rat}_0^s$$

is independent on $c \in \mathbb{C} \setminus \{0,1\}$. Note $[T_c] \neq [T_{c'}]$ if $c \neq c'$. But

$$\psi([T_c]) = \psi([T_{c'}]) = [N(0,0,0,1,2,3)]_{\text{GIT}} \in \overline{\text{mM}}_d.$$

Example 6.13. Newton maps of odd degrees $d \geq 3$.
By Proposition 6.12 for every element $N \in \overline{\text{NM}}_d \cap (\text{Rat}_d^s \setminus \text{Rat}_d^s)$, we have

$$[N]_{\text{GIT}} = [X^{d-1}Y^{d-1}][(d-1)X : (d+1)Y]_{\text{GIT}}.$$

Thus, for a holomorphic family $\{N_t\}$ of Newton’s method, if there exists $\xi \in V$ such that $\rho_\xi(N) \in \text{Rat}_d^s \setminus \text{Rat}_d^s$, then

$$\psi([T]) = [X^{d-1}Y^{d-1}][(d-1)X : (d+1)Y]_{\text{GIT}}.$$

If $d = 3$, then there are three equivalent classes in $T_3 \setminus S_3$ and all of them are mapped to $[XY[X : 2Y]]_{\text{GIT}}$ under $\psi$. If $d \geq 5$, there are infinitely many elements in $T_d \setminus S_d$ that are mapped to $[X^{(d-1)/2}Y^{(d-1)/2}][(d-1)X : (d+1)Y]]_{\text{GIT}}$ under $\psi$.

Combining with Propositions 6.4 and 6.11, we have

**Theorem 6.14.** For $d \geq 2$, there is a natural continuous surjection

$$\kappa : \tilde{M}_{\text{GIT}}^s \to \overline{\text{mM}}_d$$

such that $\kappa \mid_{M_{\text{GIT}}^s}$ is $(d-2)!$-to-1.

**Proof.** Set $\kappa = \psi \circ \phi^{-1}$, where $\phi$ and $\psi$ as in Propositions 6.4 and 6.11 respectively. \qed
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