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Abstract

ASVspoof 2021 is the forth edition in the series of bi-annual challenges which aim to promote the study of spoofing and the design of countermeasures to protect automatic speaker verification (ASV) systems from manipulation. In addition to a continued focus upon logical and physical access tasks in which there are a number of advances compared to previous editions, ASVspoof 2021 introduces a new task involving deepfake speech detection. This paper describes all three tasks, the new databases for each of them, the evaluation metrics, four challenge baselines, the evaluation platform and a summary of challenge results. Despite the introduction of channel and compression variability which compound the difficulty, results for the logical access and deepfake tasks are close to those from previous ASVspoof editions. Results for the physical access task show the difficulty in detecting attacks in real, variable physical spaces. With ASVspoof 2021 being the first edition for which participants were not provided with any matched training or development data and with this reflecting real conditions in which the nature of spoofed and deepfake speech can never be predicated with confidence, the results are extremely encouraging and demonstrate the substantial progress made in the field in recent years.

1. Introduction

The ASVspoof initiative [1, 2] was conceived to foster progress in the development of countermeasures (CM) to protect automatic speaker verification (ASV) systems from spoofing attacks. ASVspoof 2021 is the forth edition in a series of biannual challenges [3, 4, 5] in which participants are tasked with the design of CMs for one or more tasks. The 2021 edition [6] includes three such tasks: logical access (LA); physical access (PA); speech deepfake (DF). The LA task builds upon the ASVspoof 2015 [3] and ASVspoof 2019 LA tasks [5]. With a telephony scenario in mind, the LA task involves the detection of synthetic and converted speech when these are considered to have been injected into a communication system (e.g. a telephone line) without any acoustic propagation. The 2019 LA task built upon the first 2015 edition by considering state-of-the-art neural and acoustic waveform models. The 2021 edition extends the challenge further by considering telephony encoding and transmission.

The 2021 PA task returns from the simulation of replay attacks to a setup closer to that of the ASVspoof 2017 challenge [7]. For the 2021 edition, both bona fide access attempts and source replay data are recorded in a variety of real physical spaces according to a strictly controlled setup using a number of different loudspeakers, recording and replay devices. Replay attacks are then played and re-recorded under the same conditions. In contrast to the LA task, the scenario includes acoustic propagation. All audio data hence contains reverberation and additive noise.

The DF task is new to ASVspoof and extends the focus of the initiative to the detection of spoofed speech in non-ASV scenarios. The DF task reflects the scenario in which an attacker has access to the voice data of a targeted victim, e.g. data posted to social media. The victim might be a celebrity, a social media influencer, or an ordinary citizen. The attacker’s incentive might be, e.g., to blackmail the victim or to denigrate his or her reputation in some way by spreading spoken misinformation. The attacker is assumed to use the public data and speech deepfake technology to generate spoofed speech resembling the voice of the victim, and then to post the recordings to social media, call centers, or any other such application.

We present an overview of the different challenge tasks, the databases designed for each, and the chosen metrics. While the LA and PA tasks retain use of the tandem detection cost function (t-DCF) [8], with no ASV system, we revert to the equal error rate (EER) for the DF task. As in previous years, ASVspoof 2021 adopts a number of different baseline solutions that are also described in the paper. Finally, we report a summary of system performance for the baseline systems and those submitted by ASVspoof 2021 challenge participants.

2. Database

The ASVspoof 2021 database comprises three new evaluation partitions for the LA, PA, and DF tasks. With no new training or development data being released, participants were expected to use the training and development partitions of the ASVspoof 2019 databases [9] based upon speech derived from the VCTK base corpus1. These contain speech recording collected from 20 speakers (8 male, 12 female) for the training partitions and 10 speakers (4 male, 6 female) for the development partitions. The new LA and PA evaluation partitions comprise speech recordings collected from the same 48 speakers (21 male, 27 female) corresponding to the ASVspoof 2019 evaluation partition. Data for the DF task is derived not only from the VCTK base corpus, but other (undisclosed) corpora as well.

ASVspoof 2021 is intentionally more challenging than previous editions: the 2021 LA evaluation data contains new trials for each speaker and both encoding and transmission artefacts

1https://doi.org/10.5281/zenodo.4837263
2https://doi.org/10.5281/zenodo.4834716
3https://doi.org/10.5281/zenodo.4835108
4http://dx.doi.org/10.7488/ds/1994
introduced by real telephony systems; the new PA evaluation data is based upon the same source data as the ASVspoof 2019 data, but is recorded in real, variable physical spaces in which there is additive noise and reverberation; the new DF evaluation data exhibits audio coding and compression artefacts and also includes data captured in different domains. Countermeasures must therefore generalise well to a multitude of different nuisance variation as might be expected in many practical applications. Despite the numerous sources of variation, all evaluation data for all tasks was distributed to ASVspoof participants in a common 16-bit PCM format with a 16 kHz sampling rate, compressed in FLAC format. Presented in the following is a brief summary of each of the three evaluation datasets.

2.1. Logical Access

The ASVspoof 2021 LA evaluation data includes a collection of bona fide and spoofed utterances transmitted over a variety of telephony systems including voice-over-IP (VoIP) and a public switched telephone network (PSTN). The transmission of all data across telephony systems introduces nuisance variability that might be expected in a range of real logical access application scenarios. While no noise is added to the recordings, the data may reflect artefacts introduced not only as a result of spoofing, but also as a result of encoding and transmission.

While spoofed trials result from one of 13 different speech synthesis and voice conversion spoofing attack algorithms (A07-A19 conditions in [9]), for all but one condition, both spoofed and bonafide trial data was treated with one of seven distinct codecs as a result of transmission, giving the seven evaluation conditions listed in Table 1. Condition C1 replicates the ASVspoof 2019 LA scenario, i.e. with neither transmission nor encoding. Conditions C2 and C4-C7 correspond to transmission across an Asterisk Private branch exchange (PBX) system using one of five different codecs operating at either 8 kHz or 16 kHz bandwidths (e.g. a-law and G.722). C3 relates to the transmission over a PSTN system starting from a mobile smartphone and ending at a SIP endpoint hosted on a professional VoIP system which uses a μ-law codec at an 8 kHz bandwidth. This particular condition may hence reflect the application of multiple, unknown intermediate PSTN transcodings and network transmissions. With the post-evaluation phase still active at the time of writing, the specific codecs used for conditions C5-C7 remain undisclosed for the time being. They will be revealed during the ASVspoof 2021 workshop.

Last, the distribution in speakers and spoofing attacks is balanced in each condition meaning that differences in detection performance for each condition can be attributed to differences in encoding and transmission. Additional metadata which will allow for more detailed analyses will be released in due course.

2.2. Physical Access

The ASVspoof 2021 PA evaluation data comprises real bona fide and replayed samples similar to the ASVspoof 2017 database, but with a better controlled design similar to that of the ASVspoof 2019 PA database. Bona fide trials are presented to the ASV system using a high-quality loudspeaker.

Table 1: Summary of LA data conditions

| Cond.   | Codec   | Audio bandwidth | Transmission |
|---------|---------|-----------------|--------------|
| LA-C1   | -       | 16 kHz          | -            |
| LA-C2   | a-law   | 8 kHz           | VoIP         |
| LA-C3   | unk. + μ-law | 8 kHz     | PSTN + VoIP |
| LA-C4   | G.722   | 16 kHz          | VoIP         |
| LA-C5   | TBA     | 8 kHz           | VoIP         |
| LA-C6   | TBA     | 8 kHz           | VoIP         |
| LA-C7   | TBA     | 16 kHz          | VoIP         |

Table 2: Summary of PA evaluation conditions. The meaning of each factor is illustrated in Fig. 1.

Table 3: Summary of VCTK microphone types. M1 is the standard hardwire microphone. M2 and M3 are wireless and recording quality is not well documented.

# References
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| Cond. | Compression | VBR (kbps) |
|-------|-------------|------------|
| DF-C1 | -           | -          |
| DF-C2 | mp3         | -          |
| DF-C3 | mp3         | ~220-260   |
| DF-C4 | m4a         | ~20-32     |
| DF-C5 | m4a         | ~96-112    |
| DF-C6 | ogg         | ~80-96     |
| DF-C7 | ogg         | ~256-320   |
| DF-C8 | TBA         | TBA        |
| DF-C9 | TBA         | TBA        |

Table 3: Summary of DF evaluation conditions. Each of these conditions also includes different vocoder types as subconditions.

2.3. DeepFake

The DF evaluation data is a collection of bona fide and spoofed speech utterances processed with different lossy codecs used typically for media storage. Audio data is encoded and then decoded to recover uncompressed audio. This process introduces distortions that depend on the codec type and configuration. Evaluation source data is taken from the ASVspoof 2019 LA evaluation set, as well as from other sources, resulting in 2021 evaluation data comprising spoofing attacks generated with more than 100 different spoofing algorithms.

As listed in Table 3, three different codecs were used in generating the DF evaluation data, together with an additional ‘no codec’ condition C1. Condition C2 and C3 both use an mp3 codec. C4 and C5 use an m4a code, whereas both C6 and C7 use an ogg codec. The differences between conditions with the same codec lie in use of different variable bit rate (VBR) configurations, one low bit rate setting and one high bit rate setting. The specific bit rate range in each case is listed in the last column of Table 3. Two additional conditions C8 and C9 use other, non-disclosed compression techniques, thereby giving a total of nine different compression conditions. We used ffmpeg\(^1\) and sox\(^2\) toolkits in creating the DF evaluation data.

With the post-evaluation phase still ongoing at the time of writing, codec condition C8 and C9 will be revealed at the ASVspoof 2021 workshop, as will the additional data sources.

Table 4: t-DCF parameters for the LA and PA tasks.

| Task | progress | evaluation |
|------|----------|------------|
| C0   | C1       | C2         | C0   | C1       | C2       |
| LA   | 0.1588   | 2.1007     | 0.8412| 0.1847   | 2.0173   | 0.8153   |
| PA   | 0.1363   | 1.6345     | 0.8637| 0.1291   | 1.6800   | 0.8709   |

3. Performance measures

ASVspoof 2021 adopts two different performance metrics. The primary metric for the LA and the PA tasks is the so-called tandem detection cost function (t-DCF)\(^8\). It assesses the combined (tandem) performance of CMs and ASV, viewing the CM as a ‘bonafide/spoof gate’ placed before an unprotected ASV system. The metric reflects the Bayes’ risk and can be adjusted for different applications by choosing different detection cost and class prior parameters.

Note that the t-DCF metric presented in [10] (and used in ASVspoof 2019) was simplified in [8] to include fewer parameters. While lengthy derivations and discussions are available in [8, 6], the metric used in ASVspoof 2021 has a simple form,

\[
\text{t-DCF} = \min_{\tau} \left\{ C_0 + C_1 P_{\text{miss}}(\tau) + C_2 P_{\text{fa}}(\tau) \right\},
\]

where \(P_{\text{miss}}(\tau)\) and \(P_{\text{fa}}(\tau)\) are miss and false alarm rates of a CM as a function of detection threshold \(\tau\), while \(C_0\), \(C_1\) and \(C_2\) are cost function parameters. These parameters depend not only on pre-defined cost and prior parameters but on ASV performance as well; \(C_0\) and \(C_1\) depend on ASV performance for bona fide trials while \(C_2\) increases linearly with the ASV system spoof false alarm rate. Hence, the more detrimental the spoofing attack is to the ASV system, the higher the penalty for CM false alarms.

The parameters \(C_0\), \(C_1\) and \(C_2\) are different for the LA and PA tasks (see Table 4), and for their respective progress and evaluation partitions. While a ‘moving target’ metric may appear strange (typical challenge metrics remain fixed across progress/evaluation data), this reflects the tandem operation of the two systems: the design objective of the CM varies according to ASV performance.

As in ASVspoof 2019, the ASV system is set to operate at its target-nontarget EER threshold, obtained from data pooled across all bonafide segments in a given task (LA or PA) and data partition (progress or evaluation). Different to ASVspoof 2019, where the \(C_0\) term in (1) — the ASV floor — was discarded, ASVspoof 2021 retains \(C_0\). As seen from (1), the ASV floor is the t-DCF obtained with an error-free CM (no misses or false alarms). It reflects errors caused by the ASV system.

The primary metric for the DF task is the equal error rate (EER). It reflects the capability of a given CM to discriminate between bona fide and spoof utterances. Since the DF task does not include an ASV system, we opted for the general EER metric that does not require specification of cost and prior parameters. The EER serves as an upper bound to the best achievable (aka Bayes) error rate (e.g. [11]).

4. ASV system and CM baselines

4.1. ASV system

The ASV system comprises a DNN-based x-vector\(^3\) speaker embedding extractor, along with a backend based on probabilistic linear discriminant analysis (PLDA)\(^4\). The embedding extractor is trained using 30-dimensional MFCC fea-

---

1. http://ffmpeg.org/
2. http://sox.sourceforge.net/
3. http://libxvector.org/
4. http://libplda.org/
| Scenario | Condition | Prog | Eval |
|----------|-----------|------|------|
| LA       | Bonafide  | 3.86 | 7.62 |
|          | Spoofed   | 36.84| 38.50|
| PA       | Bonafide  | 6.99 | 6.48 |
|          | Spoofed   | 48.37| 45.44|
| DF       | Bonafide  | 3.24 | 2.79 |
|          | Spoofed   | 35.22| 42.06|

Table 5: ASV pooled preliminary baseline EER(%) results on different scenarios. Spoofed results are pooled across different spoofing conditions. Prog and Eval correspond to progress and evaluation sets, respectively.

features using data collected from 6144 speakers contained in the VoxCeleb2 [14] database. The embedding extractor was implemented with the open-source ASVTorch toolkit [15]. The x-vector model consists of five frame-level time-delay neural network (TDNN) layers and statistics pooling that maps the frame-level representations to utterance-level representations. Two 512-dimensional fully-connected layers and a softmax output then follow. Embeddings are extracted from the first fully-connected layer, without activation and normalization. We trained a Kaldi [16] PLDA-based backend using the VoxCeleb1 database [17]. Adaptation was applied separately for the LA, PA and DF tasks using the techniques described in [18]. Adaptation was performed using the bonafide speech utterances in the ASVspoof 2019 CM training partitions which were processed with codecs (LA), simulated acoustic propagation effects (PA), or compression algorithms (DF). The scaling factor of the within-class and between-class covariances are tuned to different tasks: $\alpha_w = 0.25$, $\alpha_b = 0.0$ for LA and DF; $\alpha_w = 0.9$, $\alpha_b = 0.0$ for PA. All speaker embeddings for PLDA training and adaptation were centered, unit length normalized, and transformed with linear discriminant analysis (LDA). ASV EERs for each task and for progress and evaluation partitions of the ASVspoof 2021 database are illustrated in Table 5. The differences in EERs for bonafide and spoofed conditions serve to show the vulnerability of the ASV system to spoofing; EERs for the spoofed condition are universally higher than for the bonafide condition.

4.2. CM baselines

Four different CM baseline systems were used for ASVspoof 2021. The first two are GMM-based systems which operate on either constant-Q cepstral coefficients (CQCCs) [19] (baseline B1) or linear frequency cepstral coefficients (LFCCs) [20] (baseline B2). CQCC features are extracted using 12 bins per octave. Re-sampling is applied with a sampling period of 16. Features comprise 19 static cepstra plus energy, delta and delta-delta coefficients. LFCC features are extracted using a 30 ms window with a 15 ms shift, a 1024-point Fourier transform and 70 filters. Features comprise 19 static cepstra plus energy, delta and delta-delta coefficients. Both LFCC-GMM and CQCC-GMM systems are applied to data with a maximum frequency of 4 kHz for LA and DF tasks and 8 kHz for the PA task.

The third LFCC-LCNN system [21] (baseline B3) operates upon LFCC features with a light convolutional neural network (LCNN). Features are similar to the LFCC-GMM but the frame length and shift are set to 20ms and 10ms respectively. The back end is based on the LCNN reported in [22]; but incorporates LSTM layers and average pooling.

The forth system [23] (baseline B4) uses a RawNet2 architecture [24]. As a fully end-to-end system, it operates directly upon raw audio waveforms. It consists of a fixed bank of sinc filters, 6 residual blocks followed by a gated recurrent units (GRU) and fully connected (FC) layers prior to the output layer. A softmax activation function is applied in order to produce two-class predictions: bonafide or spoof.

All baseline systems were trained using only the respective ASVspoof 2019 training data and optimised using only the respective development data (DF systems used LA data). None used any kind of data augmentation.

5. Evaluation platform

New to the forth edition is the adoption of a web-based challenge platform. ASVspoof 2021 used the CodaLab website through which participants could submit CM scores and receive results. The challenge was run in two phases, with an additional post-evaluation phase (not addressed in this paper). During the first progress phase, which ran for six weeks, participants could submit up to three submissions per day. Results determined from a subset of trials (the progress subset) were made available to participants who could opt to submit their results to an anonymised leaderboard. The evaluation phase ran for only four days during which participants could make only a single submission. This submission was evaluated using the remaining trials in the ASVspoof 2021 databases (those not used for the progress phase).
Fig. 2 illustrates a stacked bar chart showing the number of submissions made during the progress and evaluation phases for each of the three tasks. Submissions increased steadily over the six-week progress phase, with fewer submissions over the weekends. The number of submissions in week 6 is twice that in week 3 and there were more submissions for the LA task than for the PA and DF task.

6. Challenge results

ASVspoof 2021 adopts two different performance metrics, namely, the min t-DCF for the LA and PA tasks and EER for the DF task. Performances of all submissions over the progress and evaluation phases are shown in Fig. 3. Notably, the performance on PA task reached a plateau after two weeks into the progress phase, while considerable improvement could still be observed on both LA and DF tasks closer to the end. During the progress phase, the reduction in min t-DCF amounts to 42% and 32% on the LA and PA tasks, respectively. On the DF task, EER was reduced from 11.6% to 10.0% during the progress phase, which proves to be illusive when the EER shoot up to 15.6% in the evaluation phase.

6.1. Logical access

Results for all four baseline systems are shown in Table 6 (top-most table). The best performing B03 system gives a min t-DCF of 0.3445. System B04 gives a min t-DCF of 0.4257. B01 and B02 are relatively uncompetitive. The evolution in the best performing participant submissions is illustrated in Fig. 3 (top plot). Even on day one of the progress phase, the best performing system achieved a min-DCF of 0.3152, already substantially below the best performing baseline B03. After three days, the best score dropped to 0.2656 and then, after a number of days with no improvement, it dropped gradually to 0.1815 where it remained until the progress phase ended on day 42.

Evaluation results are shown in Table 6. The ASVspoof 2021 task attracted 42 submissions, 19 of which outperformed the best baseline B03. The best-performing system submission made by team T23 achieved a substantial improvement beyond the best baseline, producing a min t-DCF of 0.2177, corresponding to an EER of 1.32%. There is a modest gap to the next-best performing system T35 from where the gap between each system is relatively small. As observed in past editions, there are differences in system ranking when made according to min t-DCF and EER results, highlighting once again the importance of assessing the impact of spoofing and CMs in tandem with the ASV system. Nonetheless, the submission which produced the lowest min t-DCF also achieved the lowest EER.

6.2. Physical access

Results for all four baseline systems are shown in Table 6 (middle-table). The best performing B01 system gives a min t-DCF of 0.9434, followed by B02 which gives a min t-DCF of 0.9724. B03 and B04 are less competitive, with min t-DCF closer to 1.0.

The evolution in the best performing participant submissions for the PA task is illustrated in Fig. 3 (top plot). During the first 10 days, the min t-DCF score of the best submission gradually decreased from around 1.0 to around 0.7. The best submission surpassed the best baseline system B01 on the 2nd day. From the 10th day to the end of the progress phase, there was no further improvement.

Evaluation phase results are shown in Table 6. Among the 23 submissions, 13 outperformed the best baseline B01. Although the 2021 PA task is more challenging than previous editions, the top system submitted by team T07 produced a min t-DCF of 0.68 and an EER around of 24%, an encouraging improvement over the performance of the best baseline B01. Like for the LA task, we observe differences in ranking for min t-DCF and EER scores.

6.3. DeepFake

Results for all four baseline systems are shown in Table 6 (bottom table). In contrast to results for LA and PA tasks, the DF task uses the EER metric. From the four baselines, the lowest EER of 22.38% is achieved by B04. Baseline B03 achieved a similar score of 23.48%, while the other two lag further behind.

The evolution in the best performing DF participant submissions shown in Fig. 3 (bottom plot) shows an improving trend during the progress phase. After an initial drop in the EER during the first ten days, the best EER decreased in piecewise
fashion until day 33. Beyond this, in the remaining 9 days before the beginning of the evaluation phase, improvements were rapid. In line with the number of submissions increasing towards the end of progress phase (Fig. 2), this may reflect a deadline-driven approach to attempt more, or higher-risk ideas to decrease the EER.

Evaluation results for participant submissions are shown in Table 6. From the 30 submissions, 18 yielded lower EERs than the best performing baseline. The best performing system submitted by team T23 produced an EER of 15.64%, followed closely by the system submitted by team T20 which achieved an EER of 16.05%. Beyond, the EER increases only gradually. Unlike for the LA and PA tasks, evaluation phase results are substantially higher than those for the progress phase. This is an indication of overfitting to the progress partition. While details will be revealed later, the DF evaluation set contains a number of spoofing attacks, data conditions and compression methods that differ from those seen in the progress partition.

6.4. Statistical significance

Plots of statistical significance are shown in Fig. 4 for each of three tasks. Estimated according to the approach described in [25], they show whether or not the difference in performance between any pair of systems is statistically significant. Pairs for which performance is statistically significant are indicated by dark-grey boxes, and white otherwise.

The plots show that, for the LA and PA tasks, the performance of top performing systems is statistically significant. For the LA task, differences in the performance of the next 8-ranked systems are less significant. Other lower-ranked systems also show similarities to better-ranked systems. For the PA task, differences in the performance of the top four systems are statistically significant and, again, there are similarities between the performance of lower and higher ranked systems. For the DF task, there are 4 groups of systems. Contrary to the LA and PA conditions, the performance differences for the top two systems is not significant.

Given the complexity of the ASVspoof 2021 challenge, the addition of one new task and the extremely tight evaluation and paper submission schedule, further ongoing analysis will be reported at the ASVspoof workshop.

7. Conclusion

This paper outlines the ASVspoof 2021 challenge which comprised three separate tasks: logical access; physical access; speech deepfake. The challenge was to develop spoofed/deepfake speech detection solutions. The 2021 edition was considerably more complex than its predecessors, including not only one new task, but also more challenging data that moves ASVspoof nearer to more practical applications scenarios. Despite the added difficulty, and despite there being no new, matched training or development data, the lowest scores for the LA task show a min t-DCF of 0.2177 and an EER of 1.32%. The PA and DF tasks proved more challenging, probably for different reasons. For the PA task, the small difference in performance for progress and evaluation phases reflect the difficulty in detecting replay attacks across multiple rooms when both bonafide and spoofed data exhibit reverberation and additive noise. For the DF task, the gap between promising progress results and notably worse evaluation results suggest a high degree of overfitting. With the transition to an INTERSPEECH satellite event and a tighter schedule for the 2021 edition, more detailed evaluation analysis will be reported at the ASVspoof 2021 workshop and in further work.
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