A novel comparative study for detection of Covid-19 on CT lung images using texture analysis, machine learning, and deep learning methods
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Abstract
The Covid-19 virus outbreak that emerged in China at the end of 2019 caused a huge and devastating effect worldwide. In patients with severe symptoms of the disease, pneumonia develops due to Covid-19 virus. This causes intense involvement and damage in lungs. Although the emergence of the disease occurred a short time ago, many literature studies have been carried out in which these effects of the disease on the lungs were revealed by the help of lung CT imaging. In this study, 1,396 lung CT images in total (386 Covid-19 and 1,010 Non-Covid-19) were subjected to automatic classification. In this study, Convolutional Neural Network (CNN), one of the deep learning methods, was used which suggested automatic classification of CT images of lungs for early diagnosis of Covid-19 disease. In addition, k-Nearest Neighbors (k-NN) and Support Vector Machine (SVM) was used to compare the classification successes of deep learning with machine learning. Within the scope of the study, a 23-layer CNN architecture was designed and used as a classifier. Also, training and testing processes were performed for Alexnet and Mobilenetv2 CNN architectures as well. The classification results were also calculated for the case of increasing the number of images used in training for the first 23-layer CNN architecture by 5, 10, and 20 times using data augmentation methods. To reveal the effect of the change in the number of images in the training and test clusters on the results, two different training and testing processes, 2-fold and 10-fold cross-validation, were performed and the results of the study were calculated. As a result, thanks to these detailed calculations performed within the scope of the study, a comprehensive comparison of the success of the texture analysis method, machine learning, and deep learning methods in Covid-19 classification from CT images was made. The highest mean sensitivity, specificity, accuracy, F-1 score, and AUC values obtained as a result of the study were 0.9197, 0.9891, 0.9473, 0.9058, 0.9888; respectively for 2-fold cross-validation, and they were 0.9404, 0.9901, 0.9599, 0.9284, 0.9903; respectively for 10-fold cross-validation.
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1 Introduction

In December 2019, an outbreak occurred in Wuhan of China’s Hubei province, caused by a new corona virus which is of zootonic origin and affecting acute respiratory tract in general [46]. With the spread of the virus in question in the following days, the disease began to seriously affect all countries in the world. The World Health Organization announced in March 2020 that the disease became a global pandemic. In addition, the World Health Organization named this new epidemic in question “Covid-19”. Common symptoms of the disease are fever, cough, shortness of breath, muscle pain, and weakness [36]. The disease has quite severe and negative effects on the lungs in general. In this context, many literature studies have been realised in a short time in which these effects of the disease on lungs were shown by the help of lung CT imaging. These studies reveal that besides clinical symptoms, blood and biochemical tests, lung CT imaging is an important diagnostic tool for the diagnosis of the disease as well.

In a study conducted by Qin et al. [33], a clinical examination images of lung CT belonging to four cases, two men and two women with Covid-19 disease, was performed. The results of the study reveal that lung lesions due to Covid-19 show a high degree of involvement in patients with pneumonia disease. In the study carried out by Albarello et al. [2], the change in the images related to chest X-Rays and CT of lungs belonging to 2 Covid-19 cases in Italy in the disease process was investigated. In the context of the study, it was evaluated by the authors that monitoring the deterioration of lungs by radiological images is an important alternative for the early diagnosis of the disease, considering the clinical findings. In the study conducted by Lin et al. [24], the change in CT images of lungs belonging to a 61-year-old male Covid-19 patient in accordance with the progress in the disease was examined. In the scope of the study, it is reported that there is an increase in lung involvement depending on the progress of the disease. In a similar study by Li et al. [21], CT images of lung belonging to 5 Covid-19 patients, whose ages range from 10 months to 6 years were evaluated clinically. As a result of the study, it was reported that 2 of these patients had no signs of disease on CT images of lungs but 3 of them showed significant abnormalities.

In the study conducted by Xu et al. [41], CT images of lungs belonging to 50 Covid-19 patients in total, of whose 9 are in mild, 28 moderate, 10 severe, and 3 critical level, were evaluated clinically. In the examinations carried out within the scope of the study, it was reported that no changes in radiological images occurred in 9 patients, while symmetrical lesions developed in 26 patients and asymmetrical lesions in 15 patients. In addition, in the discussion part of the study, it was evaluated that repeated CT scanning is a useful method for monitoring disease progress and timely treatment of Covid-19. In the study performed by Xia et al. [39], CT images of 20 Covid-19 diagnosed pediatric patients were analyzed. The results of the study reveal that all patients have sub-pleural lesions. A similar study by Chen et al. [10] was carried out by analyzing the clinical data history of 9 women who were diagnosed with Covid-19 and were also pregnant. As a result of the study, it is stated that CT images of lungs have high diagnostic value in Covid-19 diagnosis. A study of clinical data of patients diagnosed with Covid-19 was performed by Huang et al. [18]. It was reported that lung abnormalities were detected in 40 of 41 Covid-19 patients examined within the scope of the study and that there was bilateral involvement.

In the study performed by Hu et al. [16], the CT images of lung belonging to 2 Covid-19 patients were evaluated. In the scope of the study, although the symptoms of the disease decreased after two days of treatment, this reduction and recovery showed inconsistency with the CT images of lungs. In the study conducted by Liu et al. [25], clinical evaluation
of CT images of lungs belonging to 73 Covid-19 cases of various severities was performed. The results of the study show that all patients except the patient group of 8 percent who undergo the disease at the level of mild pneumonia had abnormal CT images of lungs. In the study conducted by Xu et al. [42], the clinical data histories of 90 Covid-19 patients were examined. From the results of the study, it was reported that Covid-19 patients had multiple patchy ground glass opacities on CT images. A similar study was carried out by Pan et al. [31], using the clinical data of 63 Covid-19 patients and abnormalities were detected in CT images of lungs belonging to the patients. As for the study conducted by Shen et al. [37], the lesion levels in CT images of lungs belonging to 44 Covid-19 patients were labeled by radiologists and computers respectively. The study results show that computerized labeling is a reliable alternative method in detecting the severity and distribution of pneumonia due to Covid-19 disease. In a study conducted by Li et al. [22], a clinical evaluation of CT images of lungs taken in the course of pneumonia due to Covid-19 disease was performed. In the study, attention was drawn to the importance of CT imaging of lungs in understanding the effect and progress of the Covid-19 disease. Clinical symptoms and CT images of lungs belonging to a 54-year-old male patient with Covid-19 disease in South Korea were investigated by Lim et al. [23]. A similar study was conducted by Cheng et al. [11] for the first Covid-19 case in Taiwan.

In a review study conducted by Long and Ehrenfeld [26], it is emphasized that using artificial intelligence methods to reduce the effects of Covid-19 outbreak crisis is an essential requirement. In this context, some applications regarding the automatic classification of Covid-19 and Non-Covid-19 CT images with artificial intelligence methods were implemented. Detailed information about the methods used in these studies, number of images, training-test methods and study results are given in Table 1.

In this study, Convolutional Neural Network (CNN), one of the deep learning methods, was used which suggested automatic classification of CT images of lungs for early diagnosis of Covid-19 disease. In addition, k-Nearest Neighbors (k-NN) and Support Vector Machine (SVM) were used to compare the classification successes of deep learning with machine learning. Within the scope of the study, besides the results obtained when the images are used directly with the SVM, k-NN, and CNN classifiers, the results obtained by using Gray-Level Co-Occurrence Matrix (GLCM), Local Binary Pattern (LBP), and Local Entropy (LE) as a pre-process were found out as well. In addition, the success of the proposed method was tested separately in case that all the image data were combined as double, triple, and quadruple.

Within the scope of the study, a 23-layer CNN architecture was designed and used as a classifier. In addition, training and testing processes were performed for Alexnet and Mobilenetv2 CNN architectures as well. The classification results were also calculated for the case of increasing the number of images used in training for the first 23-layer CNN architecture by 5, 10, and 20 times using data augmentation methods. In order to reveal the effect of the change in the number of images in the training and test clusters on the results, two different training and testing processes, 2-fold and 10-fold cross-validation, were performed and the results of the study were calculated. As a result, thanks to these detailed calculations performed within the scope of the study, a comprehensive comparison of the success of the texture analysis method, machine learning, and deep learning methods in Covid-19 classification from CT images was made. The results of the study indicate that analyzing CT images of lungs with the help of deep learning methods in diagnosing Covid-19 disease will speed up the diagnosis and significantly reduce the burden on healthcare workers.
| Study                | Year | No. of images (Covid-19 and Non-Covid-19) | Methods                                                                 | Test methods                  | Results                                                                 |
|---------------------|------|------------------------------------------|------------------------------------------------------------------------|-------------------------------|------------------------------------------------------------------------|
| Han et al. [14]     | 2020 | 460 images (230 Covid-19 and 230 Non-Covid-19) | C3D, DeCoVNet and AD3D-MIL Algorithm                                   | 60% Train-20% Validation-20% Test | Sen: 0.968-0.979; Spe: X; Acc: 0.968-0.979; F-1 Score: 0.968-0.979; AUC: 0.982-0.990; Time: X |
| Ardakani et al. [4] | 2020 | 1020 images (510 Covid-19 and 510 Non-Covid-19) | Pre-processing (Cropped / Input Image Size: 60x60) and Transfer Learning with Convolutional Neural Networks (AlexNet, VGG-16, VGG-19, SqueezeNet, GoogleNet, MobileNet-V2, ResNet-18, ResNet-50, ResNet-101, and Xception) | 80% Train-20% Test | Sen: 0.7843-1.000; Spe: 0.6863-1.000; Acc: 0.7892-0.9951; F-1 Score: X; AUC: 0.894-0.994; Time: X |
| Jaiswal et al. [19] | 2020 | 2492 images (1262 Covid-19 and 1230 Non-Covid-19) | Transfer Learning with Convolutional Neural Networks (VGG16, Inception ResNet, Resnet 152V2, DenseNet201) | 68% Train-17% Validation-15% Test | Sen: 0.9206-0.9735; Spe: 0.8972-0.9621; Acc: 0.909-0.9625; F-1 Score: 0.9109-0.9629; AUC: 0.97; Time: X |
| Pathak et al. [32]  | 2020 | 852 images (413 Covid-19 and 439 Non-Covid-19) | Transfer Learning with Convolutional Neural Networks (Transfer from ResNet-50 Network to a New CNN Architecture) | 10-fold and 50% Train-10% Validation-40% Test | Sen: 0.9146; Spe: 0.9478; Acc: 0.9302; F-1 Score: X; AUC: X; Time: X |
| Ouyang et al. [30]  | 2020 | 4982 images (3389 Covid-19 and 1593 Non-Covid-19) | Convolutional Neural Network (3D Resnet34) and Uniform Sampling, Size-balanced Sampling, Dual-Sampling | 5-fold and Train: 2186 (1094 Covid-19 and 1092 Non-Covid-19) Test: 2796 (2295 Covid-19 and 501 Non-Covid-19) | Sen: 0.869; Spe: 0.901; Acc: 0.875; F-1 Score: 0.82; AUC: 0.944; Time: X |
| Sakagianni et al. [34] | 2020 | 746 images (349 Covid-19 and 397 Non-Covid-19) | Auto-ML platform (Google AutoML Cloud Vision) | Train: 596 (279 Covid-19 and 317 Non-Covid-19) Validation: 73 (34 Covid-19 and 39 Non-Covid-19) Test: 77 (36 Covid-19 and 41 Non-Covid-19) | Sen: 0.8831; Spe: X; Acc: X; F-1 Score: 0.8831; AUC: X; Time: X |
| Hu et al. [17]      | 2020 | 300 images (150 Covid-19 and 150 Non-Covid-19) | Weakly Supervised Deep Learning | 5-fold | Sen: 0.833; Spe: 0.956; Acc: 0.906; F-1 Score: X; AUC: 0.943; Time: X |
2 Material and method

2.1 Used data

The CT images of lungs belonging to Covid-19 patients used in the study were taken from two data set created and accumulated in the form of metadata by Cohen et al. [13] and Zhao et al. [45] who then made it available to public through Github for open access. In this context, 386 CT images of lungs in total were used in the study. The sizes of the images in question are between $115 \times 98$ and $2024 \times 1523$ and vary widely. First of all, in order to clarify the area of interest on the images, framing was carried out so as to include the lung region. After this process, the dimensions of all the images were rearranged as $448 \times 448$. In the scope of the study, 1,010 Non-Covid-19 CT images of lungs were also used. The images in question were similarly taken from, LIDC-IDRI public access research database [1, 5, 6, 12], a previously published data set. The processes applied to the Covid-19 images were also applied to the Non-Covid-19 ones.

2.2 Local Binary Pattern (LBP)

Local Binary Pattern (LBP) was first introduced by Ojala et al. [27]. This method is often used to reveal local spatial structures. LBP is a sequential comparison process of a center pixel with its neighboring pixel values. So it is a non-parametric method. The first example of this comparison was made for a $3 \times 3$ square operator. Then, operations were realized for operators of different sizes too. In (1), there is a mathematical representation of this operation.

$$LBP_{p,r} = \sum_{n=0}^{p-1} s(x_{r,n} - x_{0,0})2^n$$

$$s(x) = \begin{cases} 1, & x \geq 0 \\ 0, & x < 0 \end{cases}$$

As can be seen from the (1), threshold measurement is made by realizing a comparison with neighbors of the central pixel. As a result of the threshold measurement, a LBP code with a total of 256 combinations comes out. This code is then mathematically converted to a local number, the new pixel value. A sample LBP application is shown in Fig. 1.

In case LBP is applied to the images, it is seen that the image sizes decrease. For example, when an LBP operation with a radius 2 is applied to an image of $224 \times 224$, an image of $220 \times 220$ is obtained. The reason for this is that this operation cannot be applied to the pixels in the starting and ending rows and columns. The diameter of the LBP used in this study is 2. To prevent this size reduction from causing any problem in the operations mentioned above,
the dimensions of the image obtained after LBP operations were restored to 448 × 448. The use of the LBP process in the study enable us to have new images from the original ones that reflect local features. Thus, the total image feature depth was increased.

2.3 Local Entropy (LE)

Entropy can be explained as the measure of uncertainty or randomness in an image [43]. The global entropy of an image can be mathematically calculated with (2). In this formula, \( p_i \) is obtained from the normalized histogram of the image and is called the probability associated with the pixel value \( i \). If local histograms are used instead of global histograms, local entropy is calculated. Local entropy is an effective feature extraction method used in texture analysis. CT lung images were included in the study to reveal the texture properties.

\[
H = - \sum_{i=0}^{255} p_i \log_2 p_i \tag{2}
\]

2.4 Gray-Level Co-Occurrence Matrix (GLCM)

Gray-Level Co-Occurrence Matrix (GLCM) is used to reveal how often pairs of pixels with a specified value and shift occur in an image [40]. The GLCM conjugate of an image can be mathematically calculated with (3).

\[
C_{\Delta x, \Delta y}(i, j) = \sum_{x=1}^{n} \sum_{y=1}^{m} \begin{cases} 1, & I(x, y) = i \text{ and } I(x + \Delta x, y + \Delta y) = j \\ 0, & Otherwise \end{cases} \tag{3}
\]

In this equation, \( I \) denote the image in size \( n \times m \), of which the GLCM is calculated, \( i \) and \( j \) are the pixel values; \( x \) and \( y \) denote the spatial position of the image and \( C \) is the co-occurrence matrix. The size of the matrix \( C \) is \( p \times p \), with \( p \) the number of different pixels in \( I \) image. For this reason, as in LBP, the re-arrangement of the dimensions is realized after the GLCM process. The GLCM, being a method frequently used for texture analysis in image processing applications, was included in the study to reveal different image features of CT lung images and to increase the variety of features.

In Fig. 2, the original versions of a Covid-19 and Non-Covid-19 image and the versions obtained by applying LBP, LE, and GLCM are given.

2.5 Data augmentation

Within the scope of the study, the effects of the increase in the number of images used in the training set of the CNN classifier on the study results were also examined. For this purpose, data were augmented using classical data augmentation methods. The number of 1.396 CT lung images (386 Covid-19 and 1.010 Non-Covid-19) was augmented by 5 times, 10 times, and 20 times using conventional data augmentation methods. In this context, data augmentation was realized by using contrast changing, brightness changing, distortion, and noise adding methods on the original images. In some steps of performing these processes, the image augmentation tools created by the works of Bloice et al. [7–9] were used.

First, the pixel values related to the original image size being multiplied by 0.8 and 0.6 respectively and the contrast being changed, the second and third images were obtained. The brightness change was made by increasing the value of each pixel of the second and third images by 7 and the fourth and fifth images were created. After these processes, the number of images amounted to 5 times the previous number.
Secondly, the original images were eroded by the distortion process. Later, the processes performed in the first stage were also applied to the eroded images. At the end of the second stage, the number of images amounted to 10 times the number of images obtained in the first stage.

A salt and pepper noise of a density of 0.03 was added to the original image and the first nine images obtained from this image, and the number of images was increased to 20. The selection of the type of noise to be added and the parameter sizes used in the data augmentation processes was made by taking into consideration the literature studies [29] and [28] having successful results. In this context, it is possible to choose different parameter sizes and noise types and to use other data augmentation methods.

By using the data augmentation methods, the amount of LBP, LE, and GLCM images as well as the original images were augmented by 5 times, 10 times, and 20 times. At this stage, data augmentation processes applied to the original images were performed using these images, instead of the original image as the source image.

### 2.6 Support Vector Machine (SVM)

Support Vector Machine (SVM) can be broadly described as a supervised learning approach. It is based on statistical learning theory. The foundations of SVM were demonstrated by the studies realized by Vapnik and Chervonenkis [38]. SVM can effectively perform linear and nonlinear classifications. Two-class SVM was used within the scope of the study. Radial Basis Function (RBF) was preferred as a kernel function in SVM. While the results were standardized, other parameters were used as the default (Matlab 2019a).

### 2.7 k-Nearest Neighbors (k-NN)

k-Nearest Neighbors (k-NN) is a non-parametric classification and regression method [3]. When classifying is made using k-NN, the object to be classified is voted on by its neighbors...
and assigned to the most common class among its closest neighbors. Two-class k-NN was used within the scope of the study. While the neighbor number of k-NN was set 21, other parameters were used as the default (Matlab 2019a).

One of the main objectives of the study is to compare the success of machine learning with deep learning methods in Covid-19 classification. For this purpose, SVM and k-NN, which are basic machine learning methods, were included in the study as classifiers.

2.8 Convolutional Neural Network (CNN)

Deep learning is realized using too many layers in the realization of learning process. Convolutional Neural Network (CNN) is the most frequently used model of deep learning. This model has come into use widely, especially in image processing applications in recent years. CNN consist of some layers such as convolutional layer, activation function, pooling and fully connected layer. Convolutional layers are often designed to follow each other and enable us to obtain feature patterns from low-level features of images to high-level features [15]. Activation functions in CNN architecture can be defined as the functions that bring incoming inputs to a certain range or accept some of the input values while eliminating some of them again. Pooling layers, on the other hand, let the size of feature matrices to be reduced, through sampling. As for fully connected layer, it is the layer where the classification process is performed according to the features obtained through convolution, activation function and pooling. This layer works like a classic artificial neural network. Before the classification process, the conversion of feature matrices into feature vectors, that is, flattening process is performed. In this context, Fig. 3 shows the general architecture of the CNN classifier.

Within the scope of the study, a CNN architecture consisting of 23 layers in total was designed. Table 2 shows the information and parametric features of the layers of this CNN architecture. In programming processes, Matlab 2019a program was used and the function names and parameters of the layers used in the program were written directly in the layer name and parameters sections. The reason why there are four different dimensions in the first layer, the image input layer, is that experiments were made for multiple and different sized input images within the scope of the study.

In addition to the 23-layer CNN architecture presented within the scope of the study, two more CNN architectures that were previously presented in the literature and proved to be successful in many studies, were used. In this context, Alexnet [20] and Mobilenetv2 [35] CNN architectures were also included in the study. While only the architectures of these CNN models were transferred, the previously trained coefficients were not transferred. Alexnet and Mobilenetv2 were trained from the beginning with the images used in the study.

![Fig. 3 General architecture of the CNN classifier](Image)
Table 2 Features of CNN architecture constructed within the scope of the study

| Layer number | Layer name                  | Layer parameters (Matlab)                      |
|--------------|-----------------------------|------------------------------------------------|
| 1            | imageInputLayer             | [448 448 1], [448 448 2], [448 448 3], and [448 448 4] |
| 2            | convolution2dLayer          | (3,4, 'Padding', 'same')                       |
| 3            | batchNormalizationLayer     | default                                        |
| 4            | reluLayer                   | default                                        |
| 5            | maxPooling2dLayer           | (2, 'Stride', 2)                               |
| 6            | convolution2dLayer          | (3,8, 'Padding', 'same')                       |
| 7            | batchNormalizationLayer     | default                                        |
| 8            | reluLayer                   | default                                        |
| 9            | maxPooling2dLayer           | (2, 'Stride', 2)                               |
| 10           | convolution2dLayer          | (3,16, 'Padding', 'same')                      |
| 11           | batchNormalizationLayer     | default                                        |
| 12           | reluLayer                   | default                                        |
| 13           | maxPooling2dLayer           | (2, 'Stride', 2)                               |
| 14           | convolution2dLayer          | (3,32, 'Padding', 'same')                      |
| 15           | batchNormalizationLayer     | default                                        |
| 16           | reluLayer                   | default                                        |
| 17           | maxPooling2dLayer           | (2, 'Stride', 2)                               |
| 18           | convolution2dLayer          | (3,64, 'Padding', 'same')                      |
| 19           | batchNormalizationLayer     | default                                        |
| 20           | reluLayer                   | default                                        |
| 21           | fullyConnectedLayer         | 2                                              |
| 22           | softmaxLayer                | default                                        |
| 23           | classificationLayer         | default                                        |

Alexnet is a CNN architecture that consists of 25 layers and has a serially arranged structure. While the input image dimensions of the original architecture of the Alexnet model are 227×227×3 the fully connected layer output size is 1000. In other words, a classification with 1000 classes is performed at the output of this architecture. Mobilenetv2, on the other hand, has an architecture consisting of 155 layers and 164 connection points that is, arranged both serially and parallelly. While the initial image dimensions of the original architecture of Mobilenetv2 model are 224×224×3, the size of the fully connected layer output size is 1000.

Some modifications need to be made on Alexnet and Mobilenetv2 architectures for them to be used in the study. In this context, the number of lines and columns in the input image was preserved as the values in the original architecture. However, the size of the third dimension of the input data was rearranged as 1, 2, 3, and 4 according to the requirements of the study. In this context, the new input image sizes of the modified Alexnet architecture are 227×227×1, 227×227×2, 227×227×3, 227×227×4 and the new input image sizes of the modified Mobilenetv2 architecture are 224×224×1, 224×224×2 is 224×224×3, 224×224×4. Within the scope of the study, since a two-class classification, Covid-19 and Non-Covid-19, was performed, the fully connected layer output size was re-adjusted as 2 in both CNN architectures. For this reason, the dimensions of the images used in the operations.
realized using Alexnet and Mobilenetv2 are different from the first CNN architecture and machine learning classifiers. With these architectures, the images were re-sized using the imresize (Matlab 2019a) function. This issue was also taken into consideration additionally, in the interpretation of CPU run-times within the scope of the study.

2.9 The evaluation criteria for the classification results

In this study, besides the parameters: TP, TN, FN, FP and the dependent variables such as sensitivity (SEN), specificity (SPE), F-1 Score (F-1), and accuracy (ACC) which were obtained by mathematical processing of the values of the above-mentioned parameters were used in the evaluation of the results. Within the scope of the study, Receiver Operating Characteristic (ROC) analysis was made and the area (AUC) sizes under the ROC curve were compared.

In this context, TP is the number of times that the actually patient data is labeled as patients as a result of classification as well. FP, on the other hand, is the number of times that non-patient data is labeled as patient in the same way. TN is the number of times that non-patient data is labeled as not patient as a result of the classification. FN, on the other hand, is the labeling of the patient data as non-patient in the same way. Sensitivity (SEN), specificity (SPE), F-1 Score (F-1), and accuracy (ACC) values calculated using these parameters are defined mathematically between (4)–(7). Within the scope of the study, SEN, SPE, F-1, and ACC values were calculated for the threshold (cut-off) value to be 0.5.

\[ SEN = \frac{TP}{TP + FN} \]  
\[ SPE = \frac{TN}{TN + FP} \]  
\[ ACC = \frac{(TP + TN)}{(TP + TN + FP + FN)} \]  
\[ F - 1 = \frac{(2 \times TP)}{(2 \times TP + FP + FN)} \]

ROC analysis examines the change of sensitivity (SEN) (y-axis) relative to the discrimination threshold value, that is, the cut-off value [44], in relation to the precision that is the complement of the specificity to one (1-SPE) (x-axis) in the classification processes performed in two groups. In this context, the area under the curve that reflects the change in question is called AUC. This field approaching to 1 indicates that the classification goes to perfection, while approaching 0 indicates that the classification deteriorates.

3 Experiments and results

3.1 Experiments

Within the scope of the study, machine learning-based and deep learning-based artificial intelligence applications were implemented for the automatic diagnosis of CT images of lung for early diagnosis of Covid-19 disease. In this study, a total of 1,396 lung CT images were used, 386 of which were belonging to patients diagnosed with Covid-19 and 1,010 to Non-Covid-19 subjects.

In the study, first of all, framing process was carried out to include the lung region in order to clarify the interests of the related images. Since the images used are of very different sizes, the images were rearranged in size and the image dimensions were set to 448×448. Later, the images in question were recorded in gray-scale format and in 8 bit depth in png format. In this context, it is possible to name these processes as pre-process applications.
In the second part of the study, new images were created by applying LBP, LE, and GLCM to the original images of Covid-19 patients and Non-Covid-19 patients and recorded in the same size, format and depth as the original images. In this context, since there was a decrease in image sizes after LBP and GLCM application, those images were rearranged in 448×448 dimensions. In this way, new images containing feature patterns of the relevant images were created and the features of texture were enriched. Within the scope of the study, the effects of the increase in the number of images used in the training set of the CNN classifier on the study results were also examined. In this stage of the study, data augmentation was performed by the help of changing contrast, distortion, and brightness as well as noise-adding methods described earlier. This data augmentation process was performed for the images applied LBP, LE, and GLCM as well as the original images. As in the first stage, these images were recorded in gray-scale format and 8 bit depth in png format. At the end of the second phase, the amount of data was augmented 5 times, 10 times, and 20 times, including first images on which were based derivation.

In the third stage of the study, first, the original images with LBP, LE, and GLCM images separately and secondly in the form of double, triple and quadruple combinations including the original image in each group were subjected to Covid-19 and Non-covid-19 classification using SVM and k-NN classifier. In order to observe the effects of the change in the training-test image number balance on the results, two different training-test processes, that is, 2-fold cross-validation and 10-fold cross-validation, were performed and the results were calculated.

In the fourth part of the study, a 23-layer CNN architecture, previously described, was developed and this architecture was used in all the experiments. In this section, the image groups created in the previous step were classified using this 23-layer CNN architecture. As in the previous stage, 2-fold cross-validation and 10-fold cross-validation were used for training-test processes in classification. Each experiment was repeated 5 times in itself in order to let the results reach stability due to the random assignment of some initial weights and parameters used in the structure of CNN. The average of the test results obtained as a result of five repetitions was given in the scope of the study.

In the fifth stage of the study, the study results were calculated for the case of increasing the number of images and using them in 23-layer CNN training with the help of the data augmentation techniques detailed previously. In this context, training-testing processes were realized to increase by three different amounts: 5, 10, and 20 times. In these training-test processes, only 2-fold cross-validation was performed due to the length of processing times.

The original images were divided into two, so as to be they are in the same group as the images derived from them. That is, when the original image is in the training group, it is prevented that a derived image obtained from this image is in the test group or vice versa. While the training process was performed by augmenting the data, the testing process was performed only for the original images.

In the sixth part of the study, the training and testing processes were realized using the Alexnet and Mobilenetv2 CNN architecture which were detailed previously and of which the modification processes were performed. At this stage, training and testing processes were realized using 2-fold and 10-fold cross-validation as in the third and fourth stages. However, unlike these stages, instead of 448×448, the dimensions of the input images were used as 227×227 for Alexnet and 224×224 for Mobilenetv2.

Within the scope of the study, the times (CPU time) needed to be able to classify an image were also measured. The experiments of this study were carried out using MATLAB 2019 (a) software running on 64 GB RAM and Intel(R) Xeon (R) CPU E5-2680 2.7 GHz (32 CPUs).
3.2 Results

Within the scope of the study, first the Covid-19/Non-Covid-19 classification was performed using the SVM classifier. The dimensions of the input images for this experiment were 448×448×1 for Original, GLCM, LBP, and LE; 448×448×2 for Original+GLCM, Original+LBP, and Original+LE; 448×448×3 for Original+GLCM+LBP, Original+GLCM+LE, and Original+LBP+LE; 448×448×4 for Original+GLCM+LBP+LE. These image matrices were given as input to SVM matrices after being converted to image vectors. The study results obtained in this context were given in Table 3 for 2-fold cross-validation and Table 4 for 10-fold cross-validation. The highest parameter values in Table 3 and Table 4 are stated in bold. This marking is also made in the following tables.

Within the scope of the study, secondly, the Covid-19/Non-Covid-19 classification was performed using the k-NN classifier. The dimensions of the input images for this experiment are the same as those used for the SVM classifier. These image matrices were given as input to k-NN matrices after being converted to image vectors. The study results obtained in this context were given in Table 5 for 2-fold cross-validation and Table 6 for 10-fold cross-validation.

Within the scope of the study, thirdly, the Covid-19/Non-Covid-19 classification was performed using the 23-layer CNN classifier. The dimensions of the input images for this experiment were 448×448×1 for Original, GLCM, LBP, and LE; 448×448×2 for Original+GLCM, Original+LBP, and Original+LE; 448×448×3 for Original+GLCM+LBP, Original+GLCM+LE, and Original+LBP+LE; 448×448×4 for Original+GLCM+LBP+LE. The study results obtained in this context were given in Table 7 for 2-fold cross-validation and Table 8 for 10-fold cross-validation. Each experiment was repeated 5 times in itself in order to let the results reach stability due to the random assignment of some initial weights and parameters used in the structure of CNN. The average of the test results obtained in five repetitions were given within the scope of the study. This is true for all experiments performed after this test.

Within the scope of the study, fourthly, the Covid-19/Non-Covid-19 classification was performed using the 23-layer CNN classifier and data augmentation (×5, ×10, and ×20). The dimensions of the input images for this experiment were 448×448×1 for Original,

| Method                      | TP   | FN  | TN  | FP  | SEN  | SPE  | ACC  | F-1  | AUC  | CPU Time |
|-----------------------------|------|-----|-----|-----|------|------|------|------|------|----------|
| Original                    | 342  | 49  | 968 | 42  | 0.8860| 0.9584| 0.9384| 0.8883| 0.9777| 1.5857   |
| GLCM                        | 341  | 45  | 981 | 29  | 0.8834| 0.9713| 0.9470| 0.9021| 0.9815| 1.6846   |
| LBP                         | 335  | 51  | 971 | 39  | 0.8679| 0.9614| 0.9355| 0.8816| 0.9744| 3.6905   |
| LE                          | 340  | 46  | 965 | 45  | 0.8808| 0.9554| 0.9348| 0.8820| 0.9777| 3.4185   |
| Original+GLCM               | 342  | 44  | 969 | 41  | 0.8860| 0.9594| 0.9391| 0.8895| 0.9800| 3.1503   |
| Original+LBP                | 335  | 51  | 971 | 39  | 0.8679| 0.9614| 0.9355| 0.8816| 0.9744| 3.6905   |
| Original+LE                 | 340  | 46  | 965 | 45  | 0.8808| 0.9554| 0.9348| 0.8820| 0.9777| 3.4185   |
| Original+GLCM+LBP           | 337  | 49  | 971 | 39  | 0.8731| 0.9614| 0.9370| 0.8845| 0.9784| 5.2163   |
| Original+GLCM+LE            | 344  | 42  | 970 | 40  | **0.8912**| 0.9604| 0.9413| 0.8935| 0.9801| 4.9756   |
| Original+LBP+LE             | 335  | 51  | 969 | 41  | 0.8679| 0.9594| 0.9341| 0.8793| 0.9768| 5.6864   |
| Original+GLCM+LBP+LE        | 341  | 45  | 971 | 39  | 0.8834| 0.9614| 0.9398| 0.8903| 0.9795| 7.0295   |
GLCM, LBP, and LE; $448 \times 448 \times 2$ for Original+GLCM, Original+LBP, and Original+LE; $448 \times 448 \times 3$ for Original+GLCM+LBP, Original+GLCM+LE, and Original+LBP+LE; $448 \times 448 \times 4$ for Original+GLCM+LBP+LE. In this experiment, training and testing processes were performed using only 2-fold cross-validation due to the increase in the time to obtain results in parallel with the increase in the training set. The results obtained in the experiments were given in Table 9 for increasing the number of training images by 5 times, in Table 10 for increasing by 10 times, and in Table 11 for 20 times.

Within the scope of the study, fifthly, the Covid-19/Non-Covid-19 classification was performed using the Alexnet CNN classifier. The dimensions of the input images for this experiment were $448 \times 448 \times 1$ for Original, GLCM, LBP, and LE; $448 \times 448 \times 2$ for Original+GLCM, Original+LBP, and Original+LE; $448 \times 448 \times 3$ for Original+GLCM+LBP, Original+GLCM+LE, and Original+LBP+LE; $448 \times 448 \times 4$ for Original+GLCM+LBP+LE. The study results obtained in this context were given in Table 12 for 2-fold cross-validation and Table 13 for 10-fold cross-validation.

### Table 4 Results obtained by using SVM classifier for 10-fold cross-validation

| Method         | TP  | FN  | TN  | FP  | SEN | SPE | ACC  | F-1  | AUC  | CPU Time |
|----------------|-----|-----|-----|-----|-----|-----|------|------|------|----------|
| Original       | 354 | 32  | 976 | 34  | 0.9171 | 0.9663 | 0.9527 | 0.9147 | 0.9853 | 9.2526    |
| GLCM           | 349 | 37  | 989 | 21  | 0.9041 | 0.9792 | 0.9585 | 0.9233 | 0.9874 | 9.6001    |
| LBP            | 94  | 292 | 1010| 0   | 0.2435 | 1.0000 | 0.9708 | 0.3917 | 0.8554 | 25.4466   |
| LE             | 321 | 65  | 991 | 19  | 0.8316 | 0.9812 | 0.9398 | 0.8843 | 0.9751 | 13.0530   |
| Original+GLCM  | 351 | 35  | 978 | 32  | 0.9093 | 0.9683 | 0.9520 | 0.9129 | 0.9866 | 18.3973   |
| Original+LBP   | 344 | 42  | 977 | 33  | 0.8912 | 0.9673 | 0.9463 | 0.9017 | 0.9840 | 21.4024   |
| Original+LE    | 346 | 40  | 977 | 33  | 0.8964 | 0.9673 | 0.9477 | 0.9046 | 0.9849 | 19.8091   |
| Original+GLCM+LBP | 346 | 40  | 977 | 33  | 0.8964 | 0.9673 | 0.9477 | 0.9046 | 0.9860 | 30.1233   |
| Original+GLCM+LE | 348 | 38  | 978 | 32  | 0.9016 | 0.9683 | 0.9499 | 0.9086 | 0.9866 | 28.7369   |
| Original+LBP+LE | 342 | 44  | 980 | 30  | 0.8860 | 0.9703 | 0.9470 | 0.9024 | 0.9853 | 32.7798   |
| Original+GLCM+LBP+LE | 346 | 40  | 981 | 29  | 0.8964 | 0.9713 | 0.9506 | 0.9093 | 0.9868 | 41.9181   |

### Table 5 Results obtained by using k-NN classifier for 2-fold cross-validation

| Method         | TP  | FN  | TN  | FP  | SEN | SPE | ACC  | F-1  | AUC  | CPU Time |
|----------------|-----|-----|-----|-----|-----|-----|------|------|------|----------|
| Original       | 300 | 86  | 975 | 35  | 0.7772 | 0.9653 | 0.9133 | 0.8322 | 0.9800 | 2.4588    |
| GLCM           | 267 | 119 | 997 | 13  | 0.6917 | 0.9871 | 0.9054 | 0.8018 | 0.9872 | 2.5106    |
| LBP            | 116 | 270 | 929 | 81  | 0.3005 | 0.9198 | 0.7486 | 0.3979 | 0.6987 | 2.5268    |
| LE             | 160 | 226 | 1010| 0   | 0.4145 | 1.0000 | 0.8381 | 0.5861 | 0.9806 | 2.5013    |
| Original+GLCM  | 292 | 94  | 990 | 20  | 0.7565 | 0.9802 | 0.9183 | 0.8367 | 0.9862 | 5.4448    |
| Original+LBP   | 298 | 88  | 979 | 31  | 0.7720 | 0.9693 | 0.9148 | 0.8336 | 0.9830 | 5.4867    |
| Original+LE    | 291 | 95  | 992 | 18  | 0.7539 | 0.9822 | 0.9191 | 0.8374 | 0.9867 | 5.4546    |
| Original+GLCM+LBP | 286 | 100 | 993 | 17  | 0.7409 | 0.9832 | 0.9162 | 0.8302 | 0.9868 | 7.9491    |
| Original+GLCM+LE | 282 | 104 | 999 | 11  | 0.7306 | 0.9891 | 0.9176 | 0.8306 | 0.9885 | 8.1147    |
| Original+LBP+LE | 292 | 94  | 993 | 17  | 0.7565 | 0.9832 | 0.9205 | 0.8403 | 0.9875 | 8.3712    |
| Original+GLCM+LBP+LE | 282 | 104 | 998 | 12  | 0.7306 | 0.9881 | 0.9169 | 0.8294 | 0.9888 | 11.0160   |
Within the scope of the study, sixthly, the Covid-19/Non-Covid-19 classification was performed using the Mobilenetv2 CNN classifier. The dimensions of the input images for this experiment were 448×448×1 for Original, GLCM, LBP, and LE; 448×448×2 for Original+GLCM, Original+LBP, and Original+LE; 448×448×3 for Original+GLCM+LBP, Original+GLCM+LE, and Original+LBP+LE; 448×448×4 for Original+GLCM+LBP+LE. The study results obtained in this context were given in Table 14 for 2-fold cross-validation and Table 15 for 10-fold cross-validation.

### 4 Conclusion

Within the scope of the study, the results of the study are given with a total of 13 Tables (Tables 3–15) in which there are experimental results for 11 different input image in each
Table 8  Results obtained by using 23-layer CNN classifier for 10-fold cross-validation

| Method        | TP     | FN     | TN     | FP     | SEN   | SPE   | ACC   | F-1   | AUC   | CPU   |
|---------------|--------|--------|--------|--------|-------|-------|-------|-------|-------|-------|
| Original      | 357.0  | 29.0   | 978.4  | 31.6   | 0.9249| 0.9687| 0.9566| 0.9217| 0.9845| 1.1252|
| GLCM          | 349.4  | 36.6   | 986.6  | 23.4   | 0.9052| 0.9768| 0.9570| 0.9209| 0.9902| 1.1235|
| LBP           | 322.4  | 63.6   | 996.4  | 13.6   | 0.8352| 0.9447| 0.9865| 0.9447| 0.9814| 1.1242|
| LE            | 340.4  | 45.6   | 991.8  | 18.2   | 0.8819| 0.9820| 0.9543| 0.9143| 0.9849| 1.1236|
| Original+GLCM | 354.0  | 32.0   | 974.2  | 35.8   | 0.9171| 0.9646| 0.9514| 0.9126| 0.9789| 1.7136|
| Original+LBP  | 349.8  | 36.2   | 979.2  | 30.8   | 0.9062| 0.9695| 0.9520| 0.9126| 0.9854| 1.7178|
| Original+LE   | 349.4  | 36.6   | 977.0  | 33.0   | 0.9052| 0.9673| 0.9501| 0.9094| 0.9818| 1.7174|
| Original+GLCM+LBP | 350.4 | 35.6   | 980.8  | 29.2   | 0.9078| 0.9711| 0.9536| 0.9153| 0.9873| 2.3014|
| Original+GLCM+LE | 350.6 | 35.4   | 980.2  | 29.8   | 0.9083| 0.9705| 0.9533| 0.9149| 0.9843| 2.3003|
| Original+LBP+LE | 349.4 | 36.6   | 983.4  | 26.6   | 0.9052| 0.9737| 0.9547| 0.9171| 0.9873| 2.3034|
| Original+GLCM+LBP+LE | 348.6 | 37.4   | 981.4  | 28.6   | 0.9031| 0.9717| 0.9527| 0.9136| 0.9849| 2.8945|

The evaluation of the best results obtained in these experiments has carried out in this section.

When Tables 3 and 4, which includes the results obtained by using the SVM classifier, are examined within the scope of the study, the highest mean sensitivity, specificity, accuracy, F-1 score, and AUC values were found to be 0.8912, 1.0000, 0.9470, 0.9021, 0.9815; respectively for 2-fold cross-validation, 0.9171, 1.0000, 0.9585, 0.9233, 0.9874; respectively for 10-fold cross-validation. It was observed that although the highest mean specificity value was obtained as 1.0000, there were serious worsenings in sensitivity, accuracy, F-1 score, and AUC values in experiments where this value was obtained. The second highest specificity obtained using the SVM classifier is 0.9713 for 2-fold cross-validation and 0.9812 for 10-fold cross-validation. In obtaining these highest average values mentioned, it is seen that the combinations of input images such as GLCM and Original+GLCM+LE for 2-fold

Table 9  Results obtained by using 23-layer CNN classifier and data augmentation (5 times) for 2-fold cross-validation

| Method                    | TP    | FN    | TN    | FP    | SEN   | SPE   | ACC   | F-1   | AUC   | CPU   |
|---------------------------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| Original                  | 333.6 | 52.4  | 934.8 | 75.2  | 0.8642| 0.9255| 0.9086| 0.8397| 0.9545| 0.6499|
| GLCM                      | 330.0 | 50.0  | 951.8 | 58.2  | 0.8549| 0.9442| 0.9182| 0.8356| 0.9598| 0.6438|
| LBP                       | 275.8 | 110.2 | 977.2 | 32.8  | 0.7145| 0.9675| 0.8976| 0.7940| 0.9580| 0.6448|
| LE                        | 326.6 | 59.4  | 974.6 | 35.4  | 0.8461| 0.9650| 0.9321| 0.8734| 0.9703| 0.6479|
| Original+GLCM             | 339.0 | 47.0  | 940.0 | 70.0  | 0.8782| 0.9307| 0.9162| 0.8528| 0.9604| 0.9850|
| Original+LBP              | 338.0 | 48.0  | 953.4 | 56.6  | 0.8756| 0.9440| 0.9251| 0.8659| 0.9685| 0.9868|
| Original+LE               | 338.0 | 48.0  | 949.0 | 61.0  | 0.8756| 0.9396| 0.9219| 0.8610| 0.9696| 0.9858|
| Original+GLCM+LBP         | 338.8 | 47.2  | 951.2 | 58.8  | 0.8777| 0.9418| 0.9241| 0.8647| 0.9668| 1.3134|
| Original+GLCM+LE          | 331.6 | 54.4  | 945.8 | 64.2  | 0.8591| 0.9364| 0.9150| 0.8484| 0.9603| 1.3129|
| Original+LBP+LE           | 341.8 | 44.2  | 959.4 | 50.6  | 0.8855| 0.9499| 0.9321| 0.8782| 0.9736| 1.3140|
| Original+GLCM+LBP+LE      | 339.0 | 47.0  | 957.2 | 52.8  | 0.8782| 0.9477| 0.9285| 0.8717| 0.9691| 1.6378|
Table 10 Results obtained by using 23-layer CNN classifier and data augmentation (10 times) for 2-fold cross-validation

| Method          | TP    | FN    | TN    | FP    | SEN   | SPE   | ACC   | F-1   | AUC   | CPU   |
|-----------------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| Original        | 334.2 | 51.8  | 938.6 | 71.4  | 0.8658| 0.9293| 0.9117| 0.8444| 0.9565| 1.2964|
| GLCM            | 327.6 | 58.4  | 956.4 | 53.6  | 0.8487| 0.9469| 0.9198| 0.8542| 0.9617| 1.2972|
| LBP             | 291.6 | 94.4  | 979.6 | 30.4  | 0.7554| 0.9699| 0.9106| 0.8235| 0.9597| 1.2998|
| LE              | 330.6 | 55.4  | 978.6 | 31.4  | 0.8565| 0.9689| 0.9378| 0.8840| 0.9709| 1.3060|
| Original+GLCM   | 336.2 | 49.8  | 948.6 | 61.4  | 0.8710| 0.9392| 0.9203| 0.8580| 0.9625| 1.9531|
| Original+LBP    | 335.0 | 51.0  | 957.0 | 53.0  | 0.8679| 0.9475| 0.9255| 0.8656| 0.9695| 1.9568|
| Original+LE     | 334.6 | 51.4  | 951.6 | 58.4  | 0.8686| 0.9422| 0.9213| 0.8591| 0.9636| 1.9528|
| Original+GLCM+LBP| 342.0 | 44.0  | 958.2 | 51.8  | 0.8860| 0.9487| 0.9314| 0.8771| 0.9723| 2.6482|
| Original+GLCM+LE| 345.8 | 40.2  | 948.6 | 61.4  | 0.8959| 0.9392| 0.9272| 0.8719| 0.9707| 2.6338|
| Original+LBP+LE | 339.8 | 46.2  | 966.2 | 43.8  | 0.8803| 0.9566| 0.9355| 0.8830| 0.9724| 2.6160|
| Original+GLCM+LBP+LE | 339.2 | 46.8  | 974.4 | 35.6  | 0.8788| 0.9648| 0.9410| 0.8917| 0.9780| 3.5341|

When Tables 5 and 6, which includes the results obtained by using the k-NN classifier, are examined within the scope of the study, the highest mean sensitivity, specificity, accuracy, F-1 score, and AUC values were found to be 0.7772, 1.0000, 0.9205, 0.8403, 0.9888; respectively for 2-fold cross-validation, 0.8057, 0.9980, 0.9284, 0.8567, 0.9903; respectively for 10-fold cross-validation. As is with the SVM classifier, although the highest mean specificity values were obtained for the k-NN classifier as 1.0000 and 0.9980 as well, serious worsenings occur in the sensitivity, accuracy, F-1 score, and AUC values.

Table 11 Results obtained by using 23-layer CNN classifier and data augmentation (20 times) for 2-fold cross-validation

| Method          | TP    | FN    | TN    | FP    | SEN   | SPE   | ACC   | F-1   | AUC   | CPU   |
|-----------------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| Original        | 329.6 | 56.4  | 939.2 | 70.8  | 0.8539| 0.9299| 0.9089| 0.8382| 0.9566| 2.6773|
| GLCM            | 332.6 | 53.4  | 934.0 | 76.0  | 0.8617| 0.9248| 0.9073| 0.8372| 0.9566| 2.6038|
| LBP             | 299.8 | 86.2  | 971.0 | 39.0  | 0.7767| 0.9614| 0.9103| 0.8272| 0.9634| 2.6043|
| LE              | 333.0 | 53.0  | 974.6 | 35.4  | 0.8627| 0.9650| 0.9367| 0.8828| 0.9731| 2.6017|
| Original+GLCM   | 336.6 | 49.4  | 945.2 | 64.8  | 0.8720| 0.9358| 0.9182| 0.8549| 0.9648| 4.1130|
| Original+LBP    | 335.6 | 50.4  | 960.0 | 50.0  | 0.8694| 0.9505| 0.9281| 0.8699| 0.9700| 3.9790|
| Original+LE     | 340.0 | 46.0  | 959.0 | 51.0  | 0.8808| 0.9495| 0.9305| 0.8752| 0.9668| 4.0007|
| Original+GLCM+LBP| 335.8 | 50.2  | 965.0 | 45.0  | 0.8699| 0.9554| 0.9318| 0.8759| 0.9745| 12.6129|
| Original+GLCM+LE| 338.2 | 47.8  | 966.4 | 43.6  | 0.8762| 0.9568| 0.9345| 0.8809| 0.9743| 12.6575|
| Original+LBP+LE | 342.4 | 43.6  | 961.4 | 48.6  | 0.8870| 0.9519| 0.9340| 0.8813| 0.9753| 11.4009|
| Original+GLCM+LBP+LE | 341.8 | 44.2  | 960.4 | 49.6  | 0.8855| 0.9509| 0.9328| 0.8793| 0.9835| 16.3373|
### Table 12 Results obtained by using Alexnet CNN classifier for 2-fold cross-validation

| Method            | TP   | FN   | TN   | FP   | SEN  | SPE  | ACC  | F-1  | AUC  | CPU Time |
|-------------------|------|------|------|------|------|------|------|------|------|----------|
| Original          | 334.4| 51.6 | 932.2| 77.8 | 0.8663| 0.9230| 0.9073| 0.8381| 0.9518| 0.0557   |
| GLCM              | 336.6| 49.4 | 929.2| 80.8 | 0.8720| 0.9200| 0.9067| 0.8381| 0.9558| 0.0516   |
| LBP               | 316.8| 69.2 | 944.6| 65.4 | 0.8207| 0.9352| 0.9036| 0.8237| 0.9482| 0.0517   |
| LE                | 348.6| 37.4 | 971.6| 38.4 | 0.9031|       |       |       | 0.9620| 0.9457   |
| Original+GLCM     | 342.2| 43.8 | 934.4| 75.6 | 0.8865| 0.9251| 0.9145| 0.8514| 0.9557| 0.0704   |
| Original+LBP      | 338.4| 47.6 | 924.2| 85.8 | 0.8767| 0.9150| 0.9044| 0.8355| 0.9480| 0.0700   |
| Original+LE       | 346.4| 39.6 | 928.8| 81.2 | 0.8974| 0.9196| 0.9135| 0.8518| 0.9586| 0.0687   |
| Original+GLCM+LBP | 346.0| 40.0 | 918.8| 91.2 | 0.8964| 0.9097| 0.9060| 0.8406| 0.9545| 0.0885   |
| Original+GLCM+LE  | 348.0| 38.0 | 936.4| 73.6 | 0.9016| 0.9271| 0.9201| 0.8622| 0.9603| 0.0882   |
| Original+LBP+LE   | 349.0| 37.0 | 920.2| 89.8 |       | 0.9011| 0.9092| 0.8466| 0.9538| 0.0881   |
| Original+GLCM+LBP+LE | 343.0| 43.0 | 914.0| 96.0 | 0.8886| 0.9050| 0.9004| 0.8318| 0.9470| 0.1062   |

Values in the experiments where these values were obtained. The second highest specificity obtained using the k-NN classifier is 0.9891 for 2-fold cross-validation and 0.9901 for 10-fold cross-validation. In obtaining these highest average values mentioned, it is seen that the combinations of input images such as Original, Original+GLCM, Original+LBP, and Original+GLCM+LBP+LE for 2-fold cross-validation, the Original, Original+LBP, and Original+GLCM+LBP+LE were used for 10-fold cross-validation. When the processing times are examined, it is understood that results can be obtained for an image at times ranging from 2.4588 to 11.0160 seconds for 2-fold cross-validation and from 3.9970 to 22.7328 seconds for 10-fold cross-validation, in direct proportion to the image data sizes.

When Tables 7 and 8, which includes the results obtained by using the 23-layer CNN classifier, are examined within the scope of the study, the highest mean sensitivity, specificity, accuracy, F-1 score, and AUC values were found to be 0.8865, 0.9756, 0.9394,

### Table 13 Results obtained by using Alexnet CNN classifier for 10-fold cross-validation

| Method            | TP   | FN   | TN   | FP   | SEN  | SPE  | ACC  | F-1  | AUC  | CPU Time |
|-------------------|------|------|------|------|------|------|------|------|------|----------|
| Original          | 350.6| 35.4 | 965.6| 44.4 | 0.9083| 0.9560| 0.9428| 0.8978| 0.9738| 0.4070   |
| GLCM              | 345.2| 40.8 | 974.4| 35.6 | 0.8943| 0.9648| 0.9453| 0.9003| 0.9774| 0.4026   |
| LBP               | 338.2| 47.8 | 970.0| 40.0 | 0.8762| 0.9604| 0.9371| 0.8851| 0.9731| 0.4027   |
| LE                | 347.2| 38.8 | 991.2| 18.8 | 0.8995|       |       |       | 0.9814| 0.9587   |
| Original+GLCM     | 353.2| 32.8 | 970.0| 40.0 | 0.9150| 0.9604| 0.9479| 0.9066| 0.9738| 0.5537   |
| Original+LBP      | 356.0| 30.0 | 964.6| 45.4 | 0.9223| 0.9550| 0.9460| 0.9042| 0.9740| 0.5550   |
| Original+LE       | 353.2| 32.8 | 971.4| 38.6 | 0.9150| 0.9618| 0.9489| 0.9082| 0.9788| 0.5542   |
| Original+GLCM+LBP | 356.4| 29.6 | 959.6| 50.4 | 0.9233| 0.9501| 0.9427| 0.8991| 0.9723| 0.7096   |
| Original+GLCM+LE  | 351.6| 34.4 | 967.0| 43.0 | 0.9109| 0.9574| 0.9446| 0.9008| 0.9729| 0.7082   |
| Original+LBP+LE   | 359.0| 27.0 | 962.0| 48.0 |       | 0.9301| 0.9525| 0.9463| 0.9054| 0.9720   |
| Original+GLCM+LBP+LE | 354.8| 31.2 | 956.8| 53.2 | 0.9192| 0.9473| 0.9395| 0.8937| 0.9676| 0.8628   |
Results obtained by using Mobilenetv2 CNN classifier for 2-fold cross-validation

| Method          | TP    | FN    | TN    | FP    | SEN   | SPE   | ACC   | F-1   | AUC   | CPU |
|-----------------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-----|
| Original        | 355.0 | 31.0  | 964.8 | 45.2  | **0.9197** | 0.9552 | 0.9454 | 0.9031 | 0.9759 | 0.7444 |
| GLCM            | 336.4 | 49.6  | 967.8 | 42.2  | 0.8715 | 0.9582 | 0.9342 | 0.8799 | 0.9775 | 0.7382 |
| LBP             | 262.4 | 123.6 | 952.6 | 57.4  | 0.6798 | 0.9432 | 0.8703 | 0.7431 | 0.9217 | 0.7395 |
| LE              | 270.0 | 116.0 | 978.8 | 31.2  | 0.6995 | 0.9497 | 0.9282 | 0.8695 | 0.9628 | 0.7622 |
| Original+GLCM   | 353.6 | 32.4  | 968.8 | 41.2  | 0.9161 | 0.9592 | **0.9473** | **0.9058** | **0.9783** | 0.7595 |
| Original+LBP    | 319.6 | 66.4  | 960.2 | 49.8  | 0.8280 | 0.9507 | 0.9282 | 0.8695 | 0.9628 | 0.7516 |
| Original+LE     | 333.8 | 52.2  | 962.0 | 48.0  | 0.8648 | 0.9525 | 0.9282 | 0.8695 | 0.9628 | 0.7622 |
| Original+GLCM+LBP | 326.2 | 59.8  | 959.2 | 50.8  | 0.8451 | 0.9497 | 0.9208 | 0.8551 | 0.9693 | 0.7743 |
| Original+GLCM+LE | 337.4 | 48.6  | 965.0 | 45.0  | 0.8741 | 0.9554 | 0.9330 | 0.8782 | 0.9627 | 0.7790 |
| Original+LBP+LE | 323.2 | 62.8  | 972.6 | 37.4  | 0.8373 | 0.9630 | 0.9282 | 0.8656 | 0.9666 | 0.7725 |
| Original+GLCM+LBP+LE | 323.4 | 62.6  | 967.0 | 43.0  | 0.8378 | 0.9574 | 0.9244 | 0.8596 | 0.9643 | 0.7987 |

Results obtained by using Mobilenetv2 CNN classifier for 10-fold cross-validation

| Method            | TP    | FN    | TN    | FP    | SEN   | SPE   | ACC   | F-1   | AUC   | CPU |
|-------------------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-----|
| Original          | 363.0 | 23.0  | 977.0 | 33.0  | **0.9404** | 0.9673 | **0.9599** | **0.9284** | 0.9833 | 6,6215 |
| GLCM              | 352.2 | 33.8  | 983.4 | 26.6  | 0.9124 | 0.9737 | 0.9567 | 0.9210 | 0.9860 | 6,6210 |
| LBP               | 285.8 | 100.2 | 967.0 | 43.0  | 0.7404 | 0.9574 | 0.8974 | 0.7996 | 0.9452 | 6,5895 |
| LE                | 307.8 | 78.2  | 988.0 | 22.0  | 0.7974 | **0.9782** | 0.9282 | 0.8600 | 0.9677 | 6,6118 |
| Original+GLCM     | 360.0 | 26.0  | 974.0 | 36.0  | 0.9326 | 0.9644 | 0.9556 | 0.9207 | 0.9858 | 6,7781 |
| Original+LBP      | 349.4 | 36.6  | 976.0 | 34.0  | 0.9052 | 0.9663 | 0.9494 | 0.9082 | 0.9794 | 6,8004 |
| Original+LE       | 348.4 | 37.6  | 972.6 | 37.4  | 0.9026 | 0.9630 | 0.9463 | 0.9028 | 0.9789 | 6,7878 |
| Original+GLCM+LBP | 351.6 | 34.4  | 977.2 | 32.8  | 0.9109 | 0.9675 | 0.9519 | 0.9127 | 0.9841 | 6,9414 |
| Original+GLCM+LE  | 358.2 | 27.8  | 975.2 | 34.8  | 0.9280 | 0.9655 | 0.9552 | 0.9196 | 0.9816 | 6,9408 |
| Original+LBP+LE   | 341.6 | 44.4  | 972.6 | 37.4  | 0.8850 | 0.9630 | 0.9414 | 0.8931 | 0.9745 | 6,9451 |
| Original+GLCM+LBP+LE | 346.4 | 39.6  | 976.2 | 33.8  | 0.8974 | 0.9665 | 0.9474 | 0.9041 | 0.9838 | 7,1508 |

0.8871, 0.9727; respectively for 2-fold cross-validation, 0.9249, 0.9865, 0.9570, 0.9217, 0.9902; respectively for 10-fold cross-validation. In obtaining these highest average values mentioned, it is seen that the combinations of input images such as GLCM, LBP, LE, and Original+GLCM+LBP+LE for 2-fold cross-validation, the Original, GLCM, and LBP were used for 10-fold cross-validation. When the processing times are examined, it is understood that results can be obtained for an image at times ranging from 0.1307 to 0.3391 seconds for 2-fold cross-validation and from 1.1235 to 2.8945 seconds for 10-fold cross-validation, in direct proportion to the image data sizes.

The results obtained in the experiments using a 23-layer CNN classifier and data augmentation are shown between Tables 9 and 11 for 2-fold cross-validation. When these tables are examined, the highest mean sensitivity, specificity, accuracy, F-1 score, and AUC values are 0.8855, 0.9675, 0.9321, 0.8782, 0.9736; respectively for 5 times increment, 0.8959, 0.9699, 0.9410, 0.8917, 0.9780; respectively for 10 times increment.
and 0.8870, 0.9650, 0.9367, 0.8828, 0.9835; respectively for 20 times increment. It is seen that, in obtaining these highest mean values, the input image combinations of LBP, LE, and Original+LBP+LE for 5 times increment; LBP, Original+GLCM+LE, and Original+GLCM+LBP+LE for 10 times increment and LE, Original+LBP+LE, and Original+GLCM+LBP+LE for 20 times increment were used. When the processing times are examined, it is understood that results can be obtained for an image at times ranging from 0.6438 to 1,6378 seconds for 5 times increment, from 1,2964 to 3,5341 seconds for 10 times increment, and from 2,6017 to 16,3373 seconds for 20 times increment, in direct proportion to the image data sizes.

When Tables 12 and 13, which includes the results obtained by using the Alexnet CNN classifier, are examined within the scope of the study, the highest mean sensitivity, specificity, accuracy, F-1 score, and AUC values were found to be 0.9041, 0.9620, 0.9457, 0.9020, 0.9767; respectively for 2-fold cross-validation, 0.9301, 0.9814, 0.9587, 0.9234, 0.9820; respectively for 10-fold cross-validation. In obtaining these highest average values mentioned, it is seen that the combinations of input images such as LE and Original+GLCM+LBP+LE for 2-fold cross-validation and 10-fold cross-validation. When the processing times are examined, it is understood that results can be obtained for an image at times ranging from 0.0516 to 0.1062 seconds for 2-fold cross-validation and from 0.4003 to 0.8628 seconds for 10-fold cross-validation, in direct proportion to the image data sizes.

When Tables 14 and 15, which includes the results obtained by using the Mobilenetv2 CNN classifier, are examined within the scope of the study, the highest mean sensitivity, specificity, accuracy, F-1 score, and AUC values were found to be 0.9197, 0.9691, 0.9473, 0.9058, 0.9783 respectively for 2-fold cross-validation, 0.9404, 0.9782, 0.9599, 0.9284, 0.9860 respectively, for 10-fold cross-validation. In obtaining these highest average values mentioned, it is seen that the combinations of input images such as Original, LE, and Original+GLCM for 2-fold cross-validation, the Original, GLCM and LE were used for 10-fold cross-validation. When the processing times are examined, it is understood that results can be obtained for an image at times ranging from 0.7366 to 0.7987 seconds for 2-fold cross-validation and from 6.5895 to 7.1508 seconds for 10-fold cross-validation, in direct proportion to the image data sizes.

Table 16 contains the comparison of the results obtained in the literature studies, of which a piece of summary information was given in the introduction section, with the results obtained within the scope of the study. As can be seen from Table 16, the highest mean sensitivity, specificity, accuracy, F-1 score, and AUC values obtained within the scope of

| Study                        | SEN       | SPE       | ACC       | F-1       | AUC       |
|-----------------------------|-----------|-----------|-----------|-----------|-----------|
| Han et al.[20]              | 0.968-0.979 | X         | 0.968-0.979| 0.968-0.979| 0.982-0.990|
| Ardakani et al. [21]        | 0.7843-1.000| 0.6863-1.000| 0.7892-0.9951| X         | 0.894-0.994|
| Jaiswal et al. [22]         | 0.9206-0.9735| 0.8972-0.9621| 0.909-0.9625| 0.9109-0.9629| 0.97      |
| Pathak et al. [23]          | 0.9146    | 0.9478    | 0.9302    | X         | X         |
| Ouyang et al. [24]          | 0.869     | 0.901     | 0.875     | 0.820     | 0.944     |
| Sakagianni et al. [25]      | 0.8831    | X         | X         | 0.8831    | X         |
| Hu et al. [26]              | 0.8330    | 0.9560    | 0.9060    | X         | 0.9430    |
| Our Study (2- fold)         | 0.9197    | 0.9891    | 0.9473    | 0.9058    | 0.9888    |
| Our Study (10- fold)        | 0.9404    | 0.9901    | 0.9599    | 0.9284    | 0.9903    |
the study were 0.9197, 0.9891 (the second highest), 0.9473, 0.9058, 0.9888 respectively, for 2-fold cross-validation and 0.9404, 0.9901 (the second highest), 0.9599, 0.9284, 0.9903 respectively for 10-fold cross-validation.

5 Discussion

Important results were obtained within the scope of this study, which recommends automatic classification of CT images of lungs for early diagnosis of Covid-19 disease and benefits from texture analysis methods, machine learning and deep learning. Within the scope of the study, the classification success of texture analysis methods, machine learning and deep learning methods were compared comprehensively for many method combinations.

Within the scope of the study, if the SVM and k-NN classifiers are used as machine learning methods are compared, it is seen that the SVM classifier is more successful than the k-NN classifier. As for the classification time per image, it is understood that the SVM classifier for 2-fold cross-validation and the k-NN classifier for 10-fold cross-validation produce faster classification results. When the results obtained by using only the original images for SVM and k-NN classifiers are compared with the highest classification results obtained by adding new texture feature images, it is understood that significant improvements were achieved in many comparison parameters. Using new texture feature images, improvements were observed in the sensitivity, specificity, accuracy, F-1 score, and AUC parameters for SVM classifier and 2-fold cross-validation by 0.5181%, 1.2871% (with reference to the second-highest result), 0.8596%, 1.3805%, 0.3817% respectively. These improvements were; 1.4851% (with reference to the second-highest result), 0.5731%, 0.8552%, 0.2096% respectively, in the specificity, accuracy, F-1 score, and AUC parameters for the SVM classifier and 10-fold cross-validation. The highest sensitivity values for 2-fold cross-validation and 10-fold cross-validation using the k-NN classifier were obtained using the original images. However, it is seen that the use of new texture feature images reflected positively on other comparison parameters. Using the new texture feature images, it is seen that improvements in the specificity, accuracy, F-1 score, and AUC parameters for the k-NN classifier and 2-fold cross-validation by 2.3762% (with reference to the second-highest result), 0.7163%, 0.8110%, 0.8871% respectively and 1.9802% (with reference to the second highest result), 0.3582%, 0.1163%, 0.9370% respectively for 10-fold cross-validation were achieved. In this context, it is understood that the direct use of GLCM and LE texture feature extraction methods in the improvement of the classification results using the SVM classifier, and the use of LBP and LE tissue feature extraction methods in combination with the original images in the improvement of the classification results using the k-NN classifier will provide the most effective benefit.

Within the scope of the study, the effect of increasing the number of images used in education by using data augmentation on the classification results for the CNN classifier was examined. Because of the significant increases in training load and classification time due to data augmentation, the experiments were realized only for the use of 23-layer CNN and 2-fold cross-validation. The results of the study show that data augmentation has partial positive contributions on the classification. However, it is understood that it causes the same rates of increases in classification times as well. Also, when the results obtained by using only the original images for 23-layer CNN and data augmentation are compared with the
highest classification results obtained by adding new texture feature images, it is understood that significant improvements were achieved in many comparison parameters.

If a comparison of the CNN architectures used within the scope of the study is required, it is seen that the most successful results are obtained by using Mobilenetv2. In terms of classification times though, it is understood that the fastest results are achieved by using Alexnet and 23-layer CNN. There is a sevenfold difference between Alexnet and Mobilenetv2 in terms of the speed of achieving results. Similar to the cases of SVM and k-NN, it is understood that the inclusion of new texture feature images into the classification has positive effects on the classification results for CNN classifiers, as well. Some conclusions were obtained for CNN classifiers, by comparing the results obtained by using only the original images with the highest classification results obtained by adding new texture feature images. In this context, using new tissue feature images, it was seen that improvements were achieved in the sensitivity, specificity, accuracy, F-1 score, and AUC parameters by 0.4145%, 3.3069%, 1.3467%, 1.8929%, 0.6367% respectively, for 23-layer CNN classifier and 2-fold cross-validation. The highest sensitivity and F-1 score values for 10-fold cross-validation using a 23-layer CNN classifier were obtained using the original images. However, it is seen that the use of new texture feature images reflected positively on other comparison parameters. In this context, it is seen that by using new texture feature images, improvements in the specificity, accuracy, and AUC parameters for a 23-layer CNN classifier and 10-fold cross-validation by 1.7822%, 0.0430%, 0.5768%, respectively, were achieved. For the Alexnet classifier, those improvements were even higher. Using new tissue feature images, improvements in the sensitivity, specificity, accuracy, F-1 score, and AUC parameters for the Alexnet classifier and 2-fold cross-validation by 3.7824%, 3.9010%, 3.8395%, 6.3918%, 2.4969% respectively, and for 10-fold cross-validation, by 2.1762%, 2.5347%, 1.5903%, 2.5606%, and 0.8262% respectively, were achieved. The highest sensitivity value for 2-fold cross-validation using the Mobilenetv2 classifier was obtained using the original images. However, it is seen that the use of new texture feature images reflected positively on other comparison parameters. In this context, using new texture feature images, it is seen that improvements in the specificity, accuracy, F-1 score, and AUC parameters for the Mobilenetv2 classifier and 2-fold cross-validation by 1.3861%, 0.1862%, 0.2644%, 0.2356%, respectively were achieved. The highest sensitivity, accuracy, and F-1 score value for 10-fold cross-validation using the Mobilenetv2 classifier was obtained using the original images. However, it is understood that using the new texture feature images provided improvements in the specificity and AUC parameters for the Mobilenetv2 classifier and 10-fold cross-validation by 1.0891% and 0.2682%, respectively.

If deep learning classifiers are compared with machine learning classifiers, it is seen that deep learning classifiers are more successful than machine learning classifiers. In addition, deep learning classifiers produce results at least 5 times faster than machine learning classifiers.

When the results of the study obtained within the scope of the study and summary information of which is given in Table 16 are compared with the results obtained in previous studies in the literature, it is seen that successful results were obtained. In this context, it is understood that higher results were obtained than the results obtained in the studies performed by Pathak et al. [23], Ouyang et al. [24], Sakagianni et al. [25], and Hu et al. [26]. Study results are generally equivalent to the results obtained in the study by Jaiswal et al. [22] and behind the studies performed by Han et al. [20] and Ardakani et al. [21]. However, for making a fairer comparison, it should be taken into account that in the study conducted...
by Ardakani et al. [21], the determination of $60 \times 60$ ROI areas on the image was done manually and dense areas were marked. Indeed, although similar transfer learning approaches were used by Jaiswal et al. [22], poorer results were obtained because the image was used as a whole. In our study, images were classified as a whole as well. One of the most important implications of this study is that if the images obtained by texture feature methods are used directly or together with the original ones, significant improvements can be achieved in the study results. This situation is applicable to other studies with high results. In this way, it is considered that the results obtained in other studies can be enhanced even more.

The results of the study indicate that analyzing CT images of lungs by the help of deep learning methods in diagnosing Covid-19 disease will speed up the diagnosis and significantly reduce the burden on healthcare workers. In this context, it is critical to increase the number of radiological and clinical data of Covid-19 patients and to make them available to researchers through open access in order to improve these studies and obtain better results.

In the studies to be carried out after this stage, it is aimed to make automatic classification of X-Ray images of chest, which is an important diagnostic tool such as CT images of lung, by the help of methods based on deep learning, in Covid-19 disease diagnosis. In addition, it will be tried to increase the success of study by making use of complex-valued CNN and transfer learning approaches. Finally, it is evaluated that another important study topic is the realization of pipeline methods that will provide better results by combining the results obtained using different extraction property methods.
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