ABSTRACT

This paper considers a network of agents, where each agent is assumed to take actions optimally with respect to a predefined payoff function involving the latest actions of the agent’s neighbors. Neighborhood relationships stem from payoff functions rather than actual communication channels between the agents. A principal is tasked to optimize the network’s performance by controlling the information available to each agent with regard to other agents’ latest actions. The information control by the principal is done via a partial observability approach, which comprises a static partitioning of agents into blocks and making the mean of agents’ latest actions within each block publicly available. While the problem setup is general in terms of the payoff functions and the network’s performance metric, this paper has a narrower focus to illuminate the problem and how it can be addressed in practice. In particular, the performance metric is assumed to be a function of the steady-state behavior of the agents. After conducting a comprehensive steady-state analysis of the network, an efficient algorithm finding optimal partitions with respect to various performance metrics is presented and validated via numerical examples.

1 Introduction

Decision-making of self-interested interconnected agents is an interesting topic that has come up in various fields of research such as game theory [1], network science [2], and economics [3]. In decision-making processes, information available to agents plays a crucial role as it influences the outcome of the process. From a game-theoretical perspective, there are two types of information, the availability of which, or lack thereof, have been discussed explicitly. The first type of information involves the game’s defining parameters such as the players’ action/strategy sets, their payoff functions, and rules of the game. When the entire information of this type is available to all players, the game is said to be one of complete information. Otherwise, a game of incomplete information, also known as a Bayesian game, ensues [4]. The second type of information, which is of on-line type, and is exclusively defined for sequential games, involves the players’ latest taken actions. The global availability of such information results in a game with perfect information, as opposed to one with imperfect information [5].

In many cases, such as [6][7], incomplete and/or imperfect information arise from the nature of the problem, and therefore cannot be regulated. However, there also exist situations where a principal has some control over the availability of information to the players. The extent to which information of aforementioned types is available to
each player, herein broadly referred to as the level of transparency, influences the outcome of the game. Therefore, assuming that there exists a truthful principal with control over transparency, an optimal control problem emerges, with the objective of achieving an optimal network performance. Notable examples aiming to address this problem include [8], where the principal determines the set of players receiving the information signal, and [9], which explores what portion of the population should receive the information signal to achieve optimality.

In this work, inspired by network aggregative game models, we introduce and investigate a partial observability framework for the optimal transparency problem. Aggregative games are those where each player’s payoff function depends on his own strategy and the aggregate of all other players’ strategies. A network aggregative game (NAG) is a generalization of aggregative games in which each player’s payoff is a function of his own strategy and the aggregation of his neighbors’ strategies [10]. Network aggregative games have been utilized to model networks in different applications, including economics networks [11], opinion dynamics [12], and traffic networks [13]. The partial observability approach in this work involves a setting where (i) a principal is assumed to have control over the transparency of players’ latest actions in the sense that she partitions the set of players into blocks and announces the mean action of each block publicly, and (ii) the players behave according to the best response strategy given the publicly available information. We address the optimal partition problem for two different network performance metrics, namely social welfare and free riding. We further take the players’ privacy into consideration as a constraint in these optimization problems.

1.1 Related Work

A large body of the game theory literature have been focused on the role of information in networks of interactive agents, with a few of remarkable ones described in the following. In [6], an algorithm for computing the Nash equilibrium is discussed for the case where players have asymmetric information about each other. The authors in [7] investigate how information restriction associated with the players’ degree of locality affects the achievable performance guarantees. In [14], a differential game is considered in which the players have incomplete information about their payoff functions and continually update their beliefs about the environment in order to improve their estimation of the real setting of the environment and optimize their payoffs. A special class of submodular optimization problems is addressed in [15], where each player has limited information about other players’ actions and the effects of these limitations on the outcome are investigated. In [16], a mechanism is designed to maximize the welfare while satisfying some informational constraints.

Moreover, there exist numerous applications in which the information transparency in a network is regulated by a central authority or principal. In these scenarios, the principal would seek to manage information transparency in such a way to induce an optimal outcome with respect to a performance metric of interest, which varies depending on the application. The means by which the principal controls the transparency can also change depending on the setup. For instance, the principal may be able to dictate who receives the information being disseminated [8], or what portion of the players should receive information [9].

Regarding the performance metric by which the outcome is measured, the social welfare, defined as the aggregated payoffs of all players, is the most well-studied. In [17], it is argued that an intermediate level of transparency is optimal. In [18],[19], a principal in a two-stage game aims to maximize the social welfare by determining the precision of public and private information available to agents. Another objective which would be sought by the principal is to eliminate or minimize free riding, which refers to the state of inaction by a player who takes advantage of other players’ strategies and benefits from services or resources without paying for it. To the best of our knowledge, the free riding problem has not been discussed in the context of transparency in the literature. However, there are different other approaches to address the free riding problem. Some remarkable examples include having an assurance contract [20], in which the participants together pledge to a contract that force them to contribute for the public good; providing subsidies to motivate participants to contribute [21]; and imposing a form of taxation to penalize free riders [22]. In addition to social welfare and free riding, the notion of privacy of the players is also of great importance in practice. As an example, in the security investment decision-making processes, the information about investments of a firm is to remain private, while a state of absolute privacy is not necessarily optimal [23]. This trade-off results in an optimal transparency problem discussed in [24].

Two other popular frameworks concerned with the concept of information disclosure are signalling games and cheap talk, where there are two types of players, so-called sender and receiver [25][26]. In these settings, the sender has some private information and sends an information signal to the receiver, based on which the receiver takes action. The payoffs of both player types are determined by the receiver’s action. Due to the conflicting preference of the two player types, the sender would try to persuade the receiver to take action in such a way that maximizes his payoff, while the receiver would aim to find true information in order to maximize his own payoff. In [27], privacy concerns of the players in such an environment are also investigated.
1.2 Contributions

In most of the existing work on optimizing the performance of a network, e.g., maximizing the welfare or minimizing free riding, a government/principal intervention targeting payoff functions of the players is required, for which managing the information transparency is a fine alternative. The body of literature on the transparency management problem largely involves manipulating the accuracy of information, which amounts to some level of disinformation. In this paper, we introduce and investigate a transparency management paradigm, the so-called partial observability approach, where the principal remains truthful throughout while the players’ payoff functions are kept intact. Our main contributions in this paper are as follows.

1. We introduce the partial observability approach for managing information transparency where the information becomes ambiguous but remains veracious. It is done by a principal through partitioning agents into blocks and announcing only the mean of latest actions of players in each block instead of announcing all latest actions. The problem then becomes one of finding the optimal partition with respect to a performance metric of interest. We should note that this approach is inspired by the authors’ previous work [28], where only the mean of all players’ latest taken actions are made available in every stage and the limiting behavior of the ensuing best response dynamics is investigated.

2. Focusing on a security investment decision-making process and assuming that agents adopt best response strategies given the available information, we show that for any partition employed by the principal, agents’ actions asymptotically converge to individual limits. These limits are shown to be unique in the sense that they are independent of the initial conditions.

3. We present an algorithm finding an optimal or nearly-optimal partition with respect to various performance metrics. In doing so, noticing that the number of partitions of a set is superexponential to the cardinality of the set, we convert the optimization problem in the discrete space of partitions to a continuous space convex optimization problem which in turn can be solved in polynomial time. We then use a community detection algorithm to find the partition that is closest to the solution in the continuous space.

1.3 Paper Organization

The remainder of the paper is organized as follows. In section 2, we present preliminaries and notations that we shall use later on in the paper. The formulation of the problem including the game model is detailed in Section 3. Then, in Section 4, we carry out an analysis of the game, with a particular focus on the convergence of its best response dynamics. Having analyzed the game, we address the main problem of improving the network’s performance via a proper partitioning by the principal in Section 5. The effectiveness of our solution to this main problem is examined in Section 6 via numerical examples. Finally, Section 7 concludes the paper with remarks and possible directions for future research.

2 Notions and Terminology

In this section, we state basic notions along with the terminology and notation which we shall use in the rest of the paper.

2.1 Set Theory

Given a non-empty finite set $V$, its cardinality, that is the number of its members, is denoted by $|V|$. A partition of $V$ is a collection of non-empty pairwise-disjoint subsets of $V$, whose union is equal to $V$. Each set within a partition is referred to as a block. The number of all possible partitions of a set $V$, with $|V| = n$, is the well-known Bell number $B_n$, which according to [29] satisfies the following inequalities for sufficiently large $n$:

$$\left(\frac{n}{e \ln n}\right)^n < B_n < \left(\frac{n}{e^{1-\epsilon} \ln n}\right)^n. \quad (1)$$

The lower bound on $B_n$ in (1) shows that the number of partitions grows superexponentially fast with $n$.

2.2 Graph Theory

A directed, weighted graph is represented by $G(V, E, \varphi)$ where $V = \{1, \ldots, n\}$ is the set of nodes, $E \subseteq V \times V$ is the set of edges, and $\varphi: E \to \mathbb{R}$ determines the weight of each edge. A generic edge from node $i$ to node $j$ and its weight are denoted by $e_{ij}$ and $\varphi_{ij}$, respectively. We define the out-neighbor set, or simply the neighbor set, of node $i$ as

$$N_i = \{j \in V \mid e_{ij} \in E\}. \quad (2)$$
2.3 Convex Optimization

Convex optimization is a special case of mathematical optimization that takes the following form:

\[
\begin{align*}
\text{minimize} & \quad f(x) \\
\text{subject to} & \quad g_i(x) \geq 0, \quad i = 1, \ldots, m \\
& \quad h_i(x) = 0, \quad i = 1, \ldots, p
\end{align*}
\]

where the objective function \( f \) is a convex function and the feasible set, formed by the points satisfying the constraints, is a convex set. The convergence of algorithms solving convex optimization problems often requires a so-called self-concordant assumption. Self-concordant functions are those satisfying the following condition for any \( x \):

\[
|f'''(x)| \leq 2f''(x)^{3/2},
\]

where \( f'' \) and \( f''' \) are the second-order and third-order derivatives of \( f \), respectively, which are assumed to exist. It is well-known that a large class of convex optimization problems are solvable in polynomial time \([30]\).

2.4 Notation

Given a matrix \( W \), \( W_i \) is the \( i \)th row and \( W_{ij} \) is the element at the intersection of the \( i \)th row and \( j \)th column. The notation \( W \geq 0 \) is to be understood element-wise, while \( W \geq 0 \) means that \( W \) is positive-semidefinite. For a vector \( v \in \mathbb{R}^n \), the operator \( \max(0, v) \) is assumed to operate element-wise. \( \text{diag}(v) \) is a diagonal matrix with elements of \( v \) as its diagonal elements. \( I \) and \( \mathbf{1} \) denote the identity matrix and the vector of all ones, respectively, of proper orders. The norm \( \|\cdot\| \) indicates the \( \infty \)-norm, while the superscript \( T \) on a vector or matrix stands for the transposition operation.

3 Problem Setup

In this section, we describe the game model that we consider in this work as well as the partial observability approach and the formulation of the optimal transparency problem in detail.

3.1 The Game Model

The game model we focus on is the network aggregative game of \([31]\) pertaining to the security investment decision-making process of interconnected firms. In this model, \( V = \{1, \ldots, n\} \) is the set of players, \( x_i, i \in V \), that has to be non-negative, denotes the action of each player, and \( U_i(x_i, x_{-i}) \) is its payoff function defined as

\[
U_i(x_i, x_{-i}) = S_i(W_i x) - c_i x_i,
\]

where \( c_i \) is a positive constant, \( W \) is a fixed \( n \times n \) matrix whose diagonal elements are all equal to 1, and \( S_i \) is a strictly concave, strictly increasing function which has the following properties:

\[
S_i'(0) > c_i, \quad \lim_{x \to \infty} S_i'(x) < c_i.
\]

One could interpret \( W_i x \) as the effective investment of player \( i \), \( S_i(W_i x) \) as its pure payoff, and \( c_i x_i \) as the expense of its investment \( x_i \). The interested reader is referred to \([31]\) for a detailed interpretation of the payoff functions. Matrix \( W - I \), whose diagonal elements are all zero, can be viewed as the weighted adjacency matrix of a graph \( G(V, E, \varphi) \), which in essence indicates the interconnections among the players. This game is assumed to be played repeatedly and infinitely often. At each stage of the game, in the fully transparent setting, a principal would announce the latest actions of all players publicly. Then, each player, adopting the best response strategy, tries to maximize its payoff given the publicly available information, leading to the following best response dynamics \([31]\):

\[
x_i(t + 1) = \max(0, (I - W_i)x(t) + b_i).
\]

or the equivalent vector form \([32]\)

\[
x(t + 1) = \max(0, (I - W)x(t) + b),
\]

where \( b_i \) is the unique value which satisfies \( S'(b_i) = c_i \), meaning that it is the optimal investment amount of player \( i \) in the absence of any other player (that is, in a one-player game). It is shown in \([31]\) that if \( W \) is diagonally dominant, that is if

\[
\sum_{j \in N_i} w_{ij} < w_{jj} = 1, \quad \forall i \in V,
\]

then the best response dynamics \([31] \) will asymptotically converge to the unique Nash-equilibrium of the game. Similar to \([31]\), we also make the diagonal dominance assumption throughout the paper.
We present a framework for information announcement that does not taint its veracity, is public, and is capable of addressing the trade-off between gains from transparency and privacy protection. This framework involves a trusted principal aware of every player’s latest action $x_i(t)$, $i \in V$. The principal partitions the players into a number of fixed blocks,

$$V_1, \ldots, V_m, \tag{11}$$

and, at each stage of the game, calculates the average of latest taken actions in each block $V_k$, that is

$$\frac{1}{|V_k|} \sum_{i \in V_k} x_i, \quad k = 1, \ldots, m, \tag{12}$$

and announces it publicly.

### 3.3 Best Response Dynamics Under Partial Observability

Let $p$ denote the partition employed by the principal and $I_p(x)$ denote the information announced by the principal with regard to $x$ given partition $p$. As stated previously, each player is assumed to adopt the best response strategy, which in the non-fully transparent case leads to the following best response dynamics for the game:

$$x(t + 1) = BR(x(t) | I_p(x(t))), \tag{13}$$

where $BR$ indicates the adopted best response strategy. In order for players to best respond to the state of the game given the available information $I_p(x(t))$, they first estimate other players’ actions at time $t$, in particular those of their neighbors. Noticing that the available information with regard to $x_i(t)$ is the mean value of actions at time $t$ in the block containing $i$, we reasonably assume in this work that the players estimate $x_i(t)$ with that mean value. Thus, partition $p$ employed by the principal directly influences the estimates of players’ actions, and consequently, the best response dynamics and the evolution of actions depend on the partition $p$. We will delve deeper into this modified best response dynamics and its formulation in Section 4.

### 3.4 Problem Definition

Having introduced the framework for information announcements and the best response dynamics, one has to now address the convergence properties of the resulting best response dynamics of the game. More precisely, given an arbitrary partition $p$, will the best response dynamics converge to an equilibrium and is this equilibrium unique in the sense that it is independent of the initial conditions? In other words, will the players’ actions evolving under the best response dynamics asymptotically converge to individual limits, and if so, are they independent of the initial actions? One further wonders how these limits are characterized, and in particular, how they vary with respect to the partition $p$.

A more important problem to address is that which of the possible partitions is optimal with respect to a given performance metric for the network. More precisely, assuming that for each partition $p$, there is a unique equilibrium $x_p^*$ for the best response dynamics of the game, and a performance metric is given as a function of $x_p^*$, say $J(x_p^*)$, one seeks a partition $p$ optimizing the performance, that is

$$\arg \max_{p \in P} J(x_p^*), \tag{14}$$

where $P$ denotes the set of all partitions. For simplicity, we may drop the subscript $p$ and use $x^*$ for the equilibrium when no ambiguity results. Two different performance metrics are of particular interest in this work. One metric is the social welfare defined as

$$\sum_{i \in V} U_i(x_i^*, x_{-i}^*), \tag{15}$$

and another one is (the negation of) the aggregated free riding index of all or some of the players. The free riding index of a player $i$ in $[31]$ is defined as

$$\gamma_i(x^*) = \frac{W_i x^* - x_i^*}{b_i}. \tag{16}$$

Remembering that $b_i$ can be interpreted as the player $i$’s default investment, that is if the player was isolated from the network, and $W_i x^* - x_i^*$ is the effective investment amount gained by the player for being in the network, $\gamma_i(x^*)$ in
very well captures how much of a free ride the player is taking, with smaller indices corresponding to less free riding.

Finally, one can further elaborate and address the issue of privacy protection by adding a constraint to the optimization problem, that is imposing a lower bound on the cardinality of each block in the partition $p$. This constraint is inspired by the intuition that larger blocks lead to more ambiguous information made public and are therefore more protective of their members’ private information.

4 Best Response Dynamics Analysis

In this section, we characterize the best response dynamics (13) of the game presented in Section 3 with partial observability and investigate its convergence properties.

Given the most recent information announced by the principal, which pertains to $x(t)$, players first estimate other players’ latest actions, their neighbors’ in particular, to then take actions at $t+1$ according to the best response strategy. Recalling that (i) each player belongs to exactly one block and (ii) the only public information available regarding that block is the mean of latest actions by its members, the player’s latest taken action is estimated by the announced mean of its containing block.

This estimation of $x(t)$ by a player solely relies on the information announced publicly. One notices that each player $i$ also possesses some private information, that is indeed the value of $x_i(t)$. However, we assume that the number of players is sufficiently large that the impact of this private information is negligible in estimating $x(t)$ as a whole. Consequently, a uniform estimate $\tilde{x}_p(t)$ of $x(t)$ is derived, where the subscript $p$ indicates the partition employed by the principal. By the “uniform” estimate, we mean that for every player $j$, $(\tilde{x}_p)_j(t)$ is the estimate of $x_j(t)$ by every player $i, i \neq j$.

The vector $\tilde{x}_p(t)$ can be formulated as $H_p x(t)$, where $H_p$ is a symmetric $n \times n$ matrix constructed from the partition $p$ as the following. Precisely, if $l_i$ denotes the size of the block containing player $i$, the matrix $H_p$ is constructed according to

$$
(H_p)_{ij} = \begin{cases} 
  l_i^{-1} & \text{if } i \text{ and } j \text{ belong to the same block of } p, \\
  0 & \text{otherwise.} 
\end{cases}
$$

Now, in view of equations (5) and (8), one can write the following best response dynamics:

$$
x(t + 1) = \max(0, (I - W) \tilde{x}_p(t) + b) = \max(0, (I - W) H_p x(t) + b).
$$

As it is evident from (18), the partition $p$ influences the evolution of players’ actions. Thus, one aims to find an optimal partition $p$ with respect to a desired performance metric. As we are interested in performance metrics involving the steady-state behaviors of players in this work, we first show that for any partition $p$, each player’s action converges as time grows.

Theorem 1. Given any partition $p$ employed by the principal and the best response dynamics (18), $\lim_{t \to \infty} x(t)$ exists and is independent of the initial vector $x(0)$ of actions.

Proof. From (18), one has

$$
\|x(t + 2) - x(t + 1)\| \\
= \|\max(0, (I - W) H_p x(t + 1) + b) \\
- \max(0, (I - W) H_p x(t) + b)\| \\
\leq \|(I - W) H_p x(t + 1) + b - (I - W) H_p x(t) + b\| \\
= \|(I - W) H_p (x(t + 1) - x(t))\| \\
\leq \|I - W\| \|H_p\| \|x(t + 1) - x(t)\| \\
= \gamma \|x(t + 1) - x(t)\|,
$$

where $\gamma = \|I - W\| < 1$ according to (10), which proves the convergence of $x(t)$ by contraction. We also note that to write the first inequality in (19), we took advantage of the following inequality that holds for any $a, b \in \mathbb{R}$:

$$
\|\max(0, a) - \max(0, b)\| \leq |a - b|,
$$

which can be easily proved by considering all four cases for the signs of $a$ and $b$. Furthermore, in the last equality in (19), we replaced $\|H_p\|$ by 1, since $H_p \geq 0$ and each row of $H_p$ sums up to 1.
To show that the equilibrium point is independent of the initial vector \( x(0) \) of actions, let \( x_1^* \) and \( x_2^* \) be two equilibria given the dynamics \( (18) \). Therefore, we must have

\[
\begin{align*}
x_1^* &= \max(0, (I - W)H_p x_1^* + b), \\
x_2^* &= \max(0, (I - W)H_p x_2^* + b).
\end{align*}
\]

(21) (22)

Now starting from \( \|x_1^* - x_2^*\| \) and following the same lines of argument as in \( (19) \), we arrive at the following inequality:

\[
\|x_1^* - x_2^*\| \leq \gamma \|x_1^* - x_2^*\|, \tag{23}
\]

for \( \gamma < 1 \), which immediately results in \( x_1^* = x_2^* \). This proves the uniqueness of the equilibrium given partition \( p \) and the proof of the theorem is now complete.

Having shown that there is a unique equilibrium for each partition, we next characterize this equilibrium more precisely.

**Theorem 2.** Let \( p \) be the partition employed by the principal, and \( H_p \) be constructed from \( p \) according to \( (17) \). Then, the unique equilibrium of the best response dynamics \( (18) \) satisfies the following linear complementarity conditions:

\[
\begin{align*}
y &= (I - (I - W)H_p)x^* - b, \\
y^T x^* &= 0, \\
y \geq 0, x^* \geq 0.
\end{align*}
\]

(24)

**Proof.** If \( x^* \) is the unique equilibrium of the best response dynamics \( (18) \), one must have

\[
x^* = \max(0, (I - W)H_p x^* + b).
\]

(25)

Therefore,

\[
\begin{align*}
x^* &\geq 0 \\
x^* &\geq (I - W)H_p x^* - b.
\end{align*}
\]

(26)

Thus, one can write

\[
\begin{align*}
x^* &\geq 0 \\
(I - (I - W)H_p)x^* - b &\geq 0, \\
y &= x^*(I - (I - W)H_p) - b,
\end{align*}
\]

(27)

where \( y \geq 0 \). Moreover, from \( (25) \), for every \( i \) we have

\[
\begin{align*}
x_i^* &= 0, \\
or \\
y_i &= (I - (I - W)H_p)x^*_i - b_i = 0,
\end{align*}
\]

(28)

which results in \( y^T x^* = 0 \). Hence, all of linear complementarity conditions \( (24) \) are satisfied.

We have shown thus far that the equilibrium of the best response dynamics \( (18) \) exists, is unique, and satisfies the linear complementarity conditions \( (24) \). Recalling that our main objective is finding an optimal partition \( p \) with respect to a given performance metric, which here is a function of the unique equilibrium of \( (18) \), we now present an approximation of the equilibrium that we shall use in the rest of the paper.

Assuming \( x^* > 0 \), from \( (24) \) we have \( y = 0 \), and therefore \( x^* \) is obtained as

\[
x^* = (I - (I - W)H_p)^{-1} b.
\]

(29)

Noticing that

\[
\|(I - W)H_p\| \leq \|(I - W)\| \|H_p\| < 1,
\]

(30)

we use the first two terms of the Neumann series for \( (I - (I - W)H_p)^{-1} \) to approximate it, that is \( I + (I - W)H_p \). Hence, in case \( x^* > 0 \), we have the following approximation for \( x^* \):

\[
x^* \approx (I + (I - W)H_p)b.
\]

(31)

One notices that for the approximation \( (31) \) to be more accurate, \( \|(I - W)H_p\| \) or \( \|I - W\| \) should be small. Since \( (31) \) is valid only if \( x^* > 0 \), we present a sufficient condition for \( x^* > 0 \), which is reasonably weak for small \( \|I - W\| \).
Theorem 3. For the unique equilibrium $x^*$ of dynamics (18), we have $x^* > 0$ if
\begin{align}
\min_{j \in V} b_j > \frac{\|I - W\|}{1 - \|I - W\|} \max_{j \in V} b_j,
\end{align}
(32)

Proof. According to (29) and the Neumann series, for any $i \in V$ we have
\begin{align}
x^*_i &= ((I - (I - W)H_p)^{-1})_i b \\
&= b_i + \sum_{m=1}^{\infty} ((I - W)H_p)_i^m b \\
&\geq \min_{j \in V} b_j - \sum_{m=1}^{\infty} \|I - W\|^m \|H_p\|^m \max_{j \in V} b_j \\
&= \min_{j \in V} b_j - \frac{\|I - W\|}{1 - \|I - W\|} \max_{j \in V} b_j \\
&> 0,
\end{align}
(33)
where to write the last inequality, we took advantage of the condition (32).

5 Finding an Optimal Partition

Recalling (1), the number of partitions of a set with cardinality $n$ is at least $\left(\frac{n}{\ln n}\right)^n$, which makes the problem of finding the solution of
\begin{align}
\arg\max_{p \in P} J(x^*_p)
\end{align}
(34)
very inefficient for large $n$ if an exhaustive search is conducted. In this section, for two performance metrics, we present algorithms finding an optimal or nearly-optimal partition in polynomial time. We shall convert the discrete optimization problem into a continuous one so that various continuous optimization techniques can be applied. After obtaining a solution in the continuous space, a community detection algorithm will be utilized to find the nearest point in discrete space of all partitions.

We recall that any partition $p$ corresponds to a unique matrix $H_p$ according to (17). It should be clear that $H_p$ is always doubly-stochastic, meaning that $H_p \geq 0$ and each row/column of $H_p$ sums up to 1. One also notices that $H_p$ is positive-semidefinite since it is symmetric and satisfies
\begin{align}
H_p = H_p^2 = H_p^T H_p,
\end{align}
(35)
which means that for any $v \in \mathbb{R}^n$,
\begin{align}
v^T H_p v = v^T H_p^T H_p v = (H_p v)^T H_p v \geq 0.
\end{align}
(36)
We now extend the discrete space $P$ of partitions, or their corresponding doubly-stochastic positive-semidefinite matrices, to the convex set of all doubly-stochastic positive-semidefinite matrices to solve the optimization problem (34).

In the following two subsections, we consider two different optimization objectives and find an optimal solution in the aforementioned continuous space accordingly. Then, we address the issue of privacy by adding a constraint to the optimization problems and solving these modified problems. Finally, in the last subsection, we use a community detection algorithm to derive partitions corresponding to the optimal solutions obtained. The optimization objectives that we consider are (i) maximizing social welfare and (ii) minimizing free riding done by a player or a group of players. A combination of these optimization objectives is as well of interest although it is not discussed in this paper.

5.1 Social Welfare

The social welfare metric is defined as the aggregated payoff of all players when the unique equilibrium is reached, i.e.,
\begin{align}
\text{welfare} = \sum_{i \in V} U_i(x^*_i, x^*_{-i}) = \sum_{i=1}^{n} S_i(W_i x^*) - c_i x^*_i.
\end{align}
(37)
Based on (31), we use the approximated vector \((I + (I - W)H_p)b\) for \(x^*\) to find a partition \(p\), or equivalently \(H_p\), that maximizes welfare. For now, as explained before, we assume that \(H_p\) can be any doubly-stochastic positive-semidefinite matrix generically denoted by \(H\) and aim to solve the following optimization problem:

\[
\arg\max_H \text{welfare}(H) = \sum_{i=1}^{n} S_i(W_i(I + (I - W)H)b) - c_i(I + (I - W)H)b
\]

subject to
\[
\begin{align*}
H &\succeq 0 \\
H1 &= 1 \\
1^TH &= 1^T
\end{align*}
\]  

(38)

The welfare function is concave with respect to \(H\) since each player’s payoff function is concave. Furthermore, the set of doubly-stochastic positive-semidefinite matrices is convex, which means that the feasible set is convex. Thus, (38) is a convex optimization problem that can be solved in polynomial time. It should be noted that the optimal solution, denoted by \(H^*\), does not immediately correspond to a partition \(p\). We later on in Subsection 5.4 make explicit how a partition \(p\) can be obtained in such a way that \(H_p\) is closest to \(H^*\).

5.2 Free Riding

Another important performance metric for the network is the amount of free riding by a player or a collection of players. A formulation of free riding is given in (16) that is suitable for the fully transparent case. For the case with partial observability, we introduce the following free riding metric:

\[
\eta_i = \frac{b_i - x_i^*}{b_i}, \quad (39)
\]

one notices that the metric (39) becomes identical to (16) in the fully observable case, which is when all blocks of the partition \(p\) are singletons. Aiming to minimize the total amount of free riding by all players, the following convex optimization problem is to be addressed:

\[
\arg\min_H \sum_{i \in V} \eta_i = 1^T \text{diag}(b)^{-1}(b - (I + (I - W)H)b)
\]

subject to
\[
\begin{align*}
H &\succeq 0 \\
H1 &= 1 \\
1^TH &= 1^T
\end{align*}
\]  

(40)

We also point out that a similar convex optimization problem can be written for any subset of players whose total amount of free riding is sought to be minimized. Once again, we leave the part where we find the partition \(p\) corresponding to the optimal solution \(H^*\) of (40) to Subsection 5.4.

5.3 Privacy Constraint

When performing the partitioning of the players, the principal could as well take the privacy of the players into consideration. To incorporate the notion of privacy into our problem formulation, we notice that larger partition blocks can be viewed as more protective of their members’ privacy since the members’ investment values become more obscure and more uncertain. Therefore, a certain degree of privacy can be translated to a lower bound on the cardinality of each block. Since this lower bound constraint shrinks the feasible set of partitions, it can worsen the achievable performance of the network. Hence, there is indeed a trade-off between protecting privacy and the achievable performance.

The lower bound constraint on the cardinality of each block is in regard to the discrete optimization problems. Therefore, one has to now translate this constraint to one on the matrix \(H\) in the space of doubly-stochastic positive-semidefinite matrices. Noticing that a partition \(p\) with a lower bound \(L\) on the cardinality of its blocks corresponds to \(H_p\) all of whose elements are at most \(1/L\), the constraint \(H \leq 1/L\), which is to be understood element-wise, is added to the optimization problems (38) and (40). It should be clear that the feasible set remains convex with the added constraint.
The resulting convex optimization problems are
\[
\begin{align*}
\arg\max_H \text{welfare}(H) &= \sum_{i=1}^{n} S_i(W_i(I + (I - W)H)b) \\
&\quad - c_i(I + (I - W)H)b \\
\text{subject to} & \begin{cases} 
H \succeq 0 \\
H \leq 1/L \\
H 1 = 1T 1 = 1 
\end{cases} \tag{41}
\end{align*}
\]
and
\[
\begin{align*}
\arg\min_H \sum_{i \in V} \eta_i &= 1^T \text{diag}(b)^{-1}(b - (I + (I - W)H)b) \\
\text{subject to} & \begin{cases} 
H \succeq 0 \\
H \leq 1/L \\
H 1 = 1T 1 = 1 
\end{cases} \tag{42}
\end{align*}
\]

5.4 From the Optimal Solution \( H^\ast \) to a Partition

Having obtained the solution \( H^\ast \) of either of the optimization problems (38), (40), (41), or (42), a partition \( p \) for which \( H_p \) is closest to \( H^\ast \) is now desired. To find \( p \), we perform a community detection algorithm proposed in [33] on the graph whose adjacency matrix is \( H^\ast \). This graph is undirected since \( H^\ast \) is symmetric. In [33], a function is introduced that quantifies the fitness of any given cluster \( \varsigma \) in the graph, i.e.,
\[
f_\varsigma = \frac{k^s_{in}}{(k^s_{in} + k^c_{out})} \tag{43}
\]
where \( k^s_{in} \) is the total in-cluster degrees, which is the summation of weights of all edges with both ends inside \( \varsigma \). Moreover, \( k^c_{out} \) is the total cross-cluster degrees, which is the summation of weights of all edges with one end inside \( \varsigma \) and one end outside it. We use the algorithm presented in [33] with \( \alpha = 1 \) to find a partition of nodes, blocks of which have the highest total fitness. It should be noted that the complexity of this algorithm is \( O(n^2) \).

6 Numerical Examples

In this section, we provide various examples to demonstrate the results from the previous sections via simulations. In the first example, for a network of 10 agents, we find through an exhaustive search the partition that minimizes the total free riding. We will see that the two obtained partitions are indeed identical, which confirms the effectiveness of our algorithm. In the second example, we repeat the steps of the first example for the same network, however in the presence of privacy constraints. In the final example, we consider a network of 50 agents, for which an exhaustive search to find an optimal partition is computationally too complex, to show that our algorithm can still find the desired partition in reasonable time. We assume throughout this section that
\[
S_i(x) = 200 \sqrt{x}, \quad \forall i \in V, \tag{44}
\]
which satisfies the conditions for the payoff functions given in Subsection 5.1.

Given a network of 10 agents, let us generate a non-negative vector \( b \) and a diagonally dominant matrix \( W \), with 1 as all its diagonal elements, randomly in such a way to satisfy condition (32):
\[
b = [773 719 152 498 990 170 328 727 621 627]^T, \\
W = \begin{bmatrix}
1 & .07 & .11 & 0 & .04 & 0 & .07 & .08 & .01 & .08 \\
.02 & 1 & .04 & 0 & .06 & .04 & 0 & .01 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & .25 \\
0 & 0 & 0 & 1 & .06 & .02 & .18 & .03 & 0 & .19 \\
0 & .07 & 0 & .18 & 1 & 0 & 0 & .05 & .01 & .17 \\
.04 & .03 & .01 & .11 & 0 & 1 & 0 & 0 & 0 & .18 \\
.02 & .11 & .06 & 0 & .08 & .05 & 1 & 0 & .07 & .04 \\
0 & .11 & .10 & .02 & 0 & 0 & .09 & 1 & .06 & .08 \\
0 & 0 & .13 & .01 & 0 & .12 & 0 & .06 & 1 & .04 \\
0 & 0 & .17 & 0 & 0 & .07 & .16 & 0 & .09 & 1
\end{bmatrix}
\]
Carrying out an exhaustive search in the set of all partitions, we conclude that the partition minimizing the total free riding is

\[ \{1, 5, 8\}, \{2, 9\}, \{3, 6, 7, 10\}, \{4\} \]  \hspace{1cm} (45)

Fig. 1 shows the evolution of players’ actions given that this partition is adopted by the principal. It can be seen in Fig. 1 that every player’s action asymptotically converges as time grows, which is consistent with the result of Theorem 1.

We now simulate the algorithm presented in Section 5 to find a partition that is expected to minimize the total free riding. Matrix \( H^* \) is derived by solving the optimization problem (38), resulting in the graph drawn in Fig. 2, the adjacency matrix of which is equal to \( H^* \). One should notice that the thickness of edges in the graph indicates their weights.

One clearly observes that communities are formed between nodes of the same color, a result that is made concrete by applying the community detection algorithm of Subsection 5.4 on the graph with adjacency matrix \( H^* \). These communities constitute the same partition as that of (45), which shows the effectiveness of our process of finding an optimal partition.

Next, we impose a lower bound value of 3 on the cardinality of all blocks in the partition, meaning that no singleton block or block of size 2 is permitted, while the objective is to minimize the total free riding. Performing an exhaustive search in the feasible set of partitions results in the following optimal partition:

\[ \{1, 5, 8\}, \{2, 4, 9\}, \{3, 6, 7, 10\} \]  \hspace{1cm} (46)

Now, implementing our algorithm proposed in Section 5, we derive the matrix \( H^* \) that is the solution of (42), and draw its corresponding graph in Fig. 3. We then apply the community detection algorithm of Subsection 5.4 on this graph, which leads to the same partition as in (46), confirming the effectiveness of our algorithm in the case where the privacy constraint is imposed.
As we mentioned earlier, the main application of our process of finding an optimal partition is in the case of large networks, where the number of agents renders an exhaustive search among the partitions computationally too complex. Thus, we now consider a network of 50 agents and aim to find a partition that, when adopted by the principal, maximizes the social welfare. For simulation, we consider utility functions in the form of (44) and generate matrix $W$ and vector $b$ randomly in such a way that it satisfies $\| (I - W) H_p \| < 0.5$ and condition (32). A lower bound value of 4 is also imposed on the cardinality of each block of the partition as the privacy constraint. We should note that in this case, we will not be able to validate the result of our algorithm by conducting an exhaustive search due to its enormous computational complexity.

Initiating our process of finding an optimal partition, we derive the matrix $H^*$ by solving the convex optimization problem (42). The graph whose adjacency matrix is $H^*$ is drawn in Fig. 4, where communities corresponding to the blocks of the partition are also detected and given the same color. We finally reiterate that our proposed algorithm of finding optimal partitions runs in polynomial time, while an exhaustive search has a superexponential computational complexity.

7 Concluding Remarks and Future Work

In this paper, we introduced the partial observability approach for improving the performance of a network. We assumed that a principal has the authority to partition the agents into blocks and announce the mean value of each block’s members’ latest actions publicly. This selective disclosure of information influences the evolution of agents’ actions, and consequently, the performance of the network. We conducted a comprehensive analysis of the network dynamics
under the partial observability approach, addressed how the principal finds optimal partitions with respect to various performance metrics, and validated our findings via numerical examples.

We argued that the proposed information announcement paradigm is also capable of addressing the issue of privacy, as blocks of larger cardinalities are considered to be less revealing of their members’ actions. Although the proposed approach can be applied to arbitrary game models and dynamical systems, we focused on a network aggregative game model for security decision-making of inter-connected agents.

The generality of the original problem allows for multiple directions for future research. The method by which the players estimate each others’ actions at each stage of the game can be generalized to take into account a richer history of the game than the single previous stage. Furthermore, dynamic partitioning of the players is of great interest. Finally, a realistic case can be investigated where the payoff functions of the players and their interconnections are not initially known to the principal and are to be learned over time.
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