Abstract

In Rhetorical Structure Theory (RST) the definitions of some relations are rather vague because they are given on a pragmatic basis. This paper presents another way of seeing the relations which leads to a more precise specification of the relations. The relations are associated with constraints on the semantic relationships between the propositional contents of two clauses, their Modality and Tense/Aspect.

1 Introduction

The Rhetorical Structure Theory (RST) by Mann and Thompson [Mann and Thompson, 1987] is a theory of inter-sentential (or inter-clausal) relationships in a text. Although RST is intended to serve both as a framework for text analysis and text generation, it has so far been used exclusively in text generation [Hovy et al., 1992] [Lindén et al., 1992] [Kösner and Stede, 1992]. Several researchers recognise that RST has defects as an analytical framework. Moore and Pollack [Moore and Pollack, 1992], for example, claim that the assumption of a single relation between discourse elements is one of the reasons why RST analyses are inherently ambiguous. They also claim that the under-specificity of the rhetorical relation definitions causes problems.

Our claim is that the main cause of the difficulties of applying RST to text processing systems is that some of the relations are defined on the basis of the effects which they have on a reader. This is particularly the case for the relations classified as *presentational relations*, the relations whose intended effects are to increase some inclination in a reader.

Background relation, for example, is defined as a relation whose Satellite increases the ability of a reader to comprehend an element in Nucleus and the reader will not fully comprehend Nucleus before reading the text of Satellite. This definition is problematic because there are many ways of increasing the ability of a reader to comprehend Nucleus. More seriously, the definition itself does not predict anything about textual forms of Nucleus and Satellite.

In order to use RST in actual text processing systems, we have to break down such definitions to relate them with textual forms. In this paper, we show how the definitions can be broken down and be associated with semantic constraints between constituents (clauses), in order to relate them with constraints on surface linguistic forms. Among the 24 rhetorical relations defined in [Mann and Thompson, 1987], we focus on *presentational relations* (7 relations are classified as such) which are the most problematic. The results of applying our method to leading articles in a Japanese newspaper are also discussed.

2 Basic Framework

In RST, 24 relations are divided into two groups: *presentational relations* and *subject matter relations*. According to Mann and Thompson [Mann and Thompson, 1987], subject matter relations are those whose intended effect is that the reader recognises the relation in question and presentational relations are those whose intended effect is to increase some inclination in the reader. Moore and Pollack [Moore and Pollack, 1992] comment that subject matter relations are informational and presentational relations are intentional.

Table 1 shows what kind of inclination each presentational relation is intended to increase. One can see that the definitions are highly abstract and leave nothing to do with the surface realisations of the relations.

On the other hand, it has been observed that there are various surface cues in texts which are useful for identifying inter-sentential (or inter-clausal) units. Halliday and Hasan [Halliday and Hasan, 1985] identified a set of linguistic devices for linking one part of a text to another, such as *reference, substitution and ellipsis, conjunction, and lexical cohesion*.

From the viewpoint of text processing, these linguistic devices can be used as cues for segmenting a text into structural units (Satellite and Nucleus). However, these cues hardly give any clue about which clause of a unit is Satellite, which clause is Nucleus, and which
Table 1: RS relations and their inclination type

| Relation      | Kind of Inclination                           |
|---------------|-----------------------------------------------|
| Background    | ability of R to comprehend an element         |
| Enablement    | potential ability to perform action in N      |
| Motivation    | desire to perform action in N                 |
| Evidence      | belief of N                                   |
| Justify       | readiness to accept writer's right in N       |
| Antithesis    | positive regard for situation presented in N  |
| Concession    | positive regard for situation presented in N  |

RS relation combines the two clauses into a single unit. For determining these, we have to look for other kinds of surface cues.

Because RS relations are defined pragmatically, their ultimate recognition requires understanding of texts which in turn requires detailed knowledge about the world. Furthermore, the condition that the presentational relations are inherently intentional, implies that their recognition requires knowledge about the writer’s intention, plans, etc. Because this kind of information is implicit in texts, its recognition often causes problems.

However, though the writer’s intention is implicit, certain linguistic devices give us clues to infer it. Modality information in a clause, for example, expresses the writer’s attitude toward an event/state described, and therefore, often gives us clues to recognize a RS relation.

Let us consider the following two examples:

[Example 1]
(1) I prepared documents for a meeting.
(2) I sent them to the head office.

[Example 2]
(1)' I am preparing documents for a meeting.
(2)' I have to send them to the head office.

Though these two examples describe pairs of similar events, the relation between (1) and (2) in Example 1 is (temporal) Sequence (a subject matter relation) because they simply describe two events which happened in sequence. On the other hand, in Example 2, (1)' describes an event occurring simultaneously with the utterance, and (2)' concerns what the writer plans to do. While the two events, preparing documents and sending them, may happen in this sequence, the relation is not regarded as Sequence but as Background. (2)' gives the reason why the writer is performing the action described by (1)'.

This change of RS relation occurs due to the difference of modality of (2) and (2)'. Our basic claim is that, though they cannot determine RS relations uniquely, information of modality and tense of clauses imposes significant constraints on possible RS relations, and, being used together with other surface cues like clausal conjunctions, it can reasonably restrict a set of possible discourse structures of texts without resorting to detailed knowledge about the world and the writer’s plan.

However, the contribution of modality and tense to the constraints of RS relations is not straightforward. Both those grammatical features are intertwined with the propositional content of clauses. Therefore, in order to formulate the constraints on them properly, we have first to reveal how the intended effects of RS relations can be attained. This leads to our breaking down single RS relations into sets of subschemas, each of which is formulated in terms of the semantic relationships between propositional contents of clauses, their modality and temporal relationships.

3 Properties of Clauses

Like Mann and Thompson, we use clauses as the basic constituents which are related by RS relations, except that clausal subjects and complements and restrictive relative clauses are considered parts of their host clause. The constraints which we formulate for each RS relation are expressed in terms of properties of clauses. In order to express these constraints formally, we first introduce the basic terms.

3.1 Contents and Modality

A clause comprises its Contents and Modality. Modality is the part which expresses the writer’s attitude toward the Contents.

While individual languages have their own linguistic devices or grammatical forms of modality, what sorts of modality are expressed by such linguistic devices does not vary from one language to another. For example, although the major linguistic device for modality are modal auxiliary verbs both in English and in Japanese, some kinds of modality expressed in Japanese by modal auxiliary verbs are expressed by lexical verbs in English, and vice versa.¹

Furthermore, we find many phrasal or quasi-phrasal expressions which consist of several words, and which collectively express the writer’s attitude toward the event/state described. In order to treat them, we adopt a semantics-based view for the definition of Modality. That is, we treat expressions which concern the writer’s attitude as modal expressions, whichever linguistic forms they may take. We first establish a classification schema of Modality based on semantic considerations (See Section 3.3) and then treat all expressions whose functions can be classified under this schema as modal expressions.

¹The concepts expressed by English lexical verbs like wish, hope, try, want, etc., for example, are often expressed by modal auxiliaries in Japanese, when the subject is the writer or speaker.
Contents of a clause is defined as the part which remains after removal of the modal expression. Contents contain expressions concerning tense and aspect, which also contribute to the specification of constraints on RS relations. The same discussion as the above can be applied to Tense and Aspect, so that all expressions whose function is to express temporal aspects of clauses are, regardless of their actual forms, treated in the same classification schemas. Tense/Aspect are represented as properties of Contents (See Section 3.2).

3.2 Properties of Contents

Contents is the main part of Clause of which a truth value can be established. Contents is characterised by three attributes: Type, Time and Quality.

(a) Type

The truth value of Contents changes according to the time axis. We can think of two time points, , and , where the Contents C is true during the time interval between and . Depending on the temporal nature, we classify Contents into the following four classes.

- Static
  
  \( t_a = \text{undef}, t_b = \text{undef}, C(t) = \text{true} \)
  
  \( t_a < t < t_b \)

- Durative
  
  \( t_a = \text{def}, t_b = \text{def}, C(t) = \text{true} \)
  
  \( t_a < t < t_b \)

- Repetitive
  
  \( t_a = \text{def}, t_b = \text{def}, C(t) = \text{true} \)
  
  \( t_a < t_1 < t_2 < \cdots < t_i < \cdots < t_n < t_b \)

- Repeated
  
  \( t_a = \text{def}, t_b = \text{def}, C(t) = \text{true} \)
  
  \( i = 1; t_i \leq t_i \leq t_i ; t_i \geq t_i \)

In the above, \( t_{def} \) = undef in Static means that the truth value of Contents does not change.

(b) Time

The temporal nature of Contents is also classified in terms of the speech time, \( T_S \), as follows.

- Before
  
  \( T_S < t_a \)

- Simultaneous
  
  \( t_a < T_S < t_b \)

- After
  
  \( t_b < T_S \)

We use the following notation to specify a temporal relationship between two Contents (\( C_1 \) and \( C_2 \)).

\( C_1 \ll C_2 \quad \cdots \quad C_i \) occurs before \( C_2 \)

\( C_1 \gg C_2 \quad \cdots \quad C_i \) occurs after \( C_2 \)

(c) Quality

Contents is also classified according to whether the writer believes it is good or bad. This classification is represented by the attribute Quality (qty) whose value is either good or bad.

3.3 Properties of Modality

Concerning modality, a number of criteria have been proposed. Palmer [Palmer, 1986] took the same semantics-based view of Modality as we discussed in Section 3.1, though he hardly extended his analysis to cover phrasal or quasi-aphrasal expressions. We adopt his classification schema and modify it. He classified modality into Epistemic modality and Deontic modality. Epistemic Modality is concerned with language as information, with the expression of the degree or nature of the writer's commitment to the truth of what s/he says. Deontic modality is concerned with language as action, mostly with the expression by the writer of his/her attitude towards possible actions by him/herself and others.

3.3.1 Epistemic modality

Epistemic modality is classified according to the degree of the writer's commitment to the truth of Contents, as follows.

- Evidential (M-epi, evid)
  
  The truth condition of Contents is based on evidence like sensory evidence or linguistic evidence.

- Confidential (M-epi, conf)
  
  The truth condition of Contents is based on the degree of confidence expressed by the writer.

- Inferential (M-epi, inf)
  
  The truth condition of Contents is based on a reasoning rule of the writer and inferred from the other facts.

- Assumptive (M-epi, ass)
  
  The truth condition of Contents is based on some assumption.

The degree of the writer's commitment to the truth becomes weaker in the order of Evidential, Confidential, Inferential, Assumptive. In the following sections, we use "\( \leq \)" and "$\geq \)" to indicate this ordering.

\( C_x \preceq C_y \quad \text{or} \quad C_y \succeq C_x \)

means that the degree of the writer's commitment to the truth of Contents \( C_x \) is higher than or equal to the degree of the writer's commitment to the truth of Contents \( C_y \).

2When the writer does not think that his/her judgement is obvious for readers, s/he usually expresses the judgement by Modality. Therefore, this attribute has a value only when the judgement can be made based on common sense knowledge.
3.3.2 Deontic modality

Deontic modality is classified according to the kind of a writer's attitude which s/he expresses.

- **Evaluative (M-de evalu, M-de evol−)**
  Evaluative expresses the writer's attitude towards what s/he already accepts as true in his/her mind. There are two kinds of attitude; positive ('+') and negative ('−').

- **Volitive (M-de vol, M-de vol−)**
  Volitive is concerned with a possible action or situation which a writer is hoping or wishing to occur. There are two kinds of attitude; possible ('+') and impossible ('−').

- **Directive (M-de dir)**
  Directive is concerned with an action which a writer tries to get others to perform. Though Directive is further classified into Permission and Obligation, their distinction is not relevant for our purpose.

- **Commissive (M-de comm)**
  Commissive is concerned with an action which a writer commits him/herself to perform or to ensure that an event takes place.

- **Request (M-de req)**
  Request is concerned with an action which a writer can ask others to do.

3.3.3 Combination of Epistemic and Deontic modality

In Deontic modality Evaluative and Volitive are concerned with a writer's attitude toward Contents which has a truth value. Therefore, clauses with these modalities can also have Epistemic modality. If a clause has any of the other values of Deontic modality like Directive, etc., the Clause has no Epistemic modality as such. However, for the simplicity of formulation in Section 4, we assume their Epistemic modality value to be Confidential.3

4 Breaking Down of Rhetorical Relations

In this section, we will show how Background, Enablement, Motivation and Evidence of the presentational relations are broken down into subschemas, and give formal representations of their constraints. The constraints comprise

(a) Semantic Relationships between Contents of the two clauses

(b) Constraints on Time

(c) Constraints on Modality.

(b) and (c) are expressed by using a characterisation of clauses of Section 3. We first show the framework for (a) and then give the actual breakdown of presentational relations.

4.1 Semantic Relations

By semantic relationships between Contents we mean the relationships between states/actions/events described by Contents in the extra-linguistic world.4 As we see in Example 1 and 2, even when two actions seem to stand in the same semantic relationship, they can be used to attain different effects on a reader by adding different expression of a writer's attitude as Modality or putting them in different temporal relationships.

We classify semantic relationships into five categories, four of which also are subject matter relations in RST. That is, if two Contents are presented without any Modality, they stand in the corresponding subject matter relations. We use the following symbols in their definitions.

\[ C_i : \text{Clause } i \text{ composed of Contents and Modality} \]
\[ C_i : \text{Contents of Clause } i \]
\[ S_i : \text{Contents of Clause } i \text{ whose Type is Static} \]
\[ A_i : \text{Contents of Clause } i \text{ whose Type is not Static} \]
\[ M_i : \text{Modality in Clause } i \]

[Semantic Relations]

- \( S_i \rightarrow (A_k) \rightarrow S_j \)
  \( A_k \) causes a situation change from \( S_i \) to \( S_j \). If a Contents states that \( A_k \) causes a situation \( S_j \), \( S_i \) will be omitted.

- \( S_i \models C_i \)
  \( C_i \) is held true or acceptable in the environment stated in \( S_i \). If \( C_i \) expresses a situation, this relation is the same as Circumstance.

- \( S_i \vdash C_i \)
  \( C_i \) is held true or acceptable, if \( S_i \) is true. If \( C_i \) expresses an action caused by \( S_i \), this relation is the same as Cause and Result.

- \( S_i \sim A_j \)
  \( S_i \) has the possibility to resolve the problem stated in \( A_j \). This relation is the same as Solutionhood.

- \( C_i \Rightarrow C_j \)
  \( C_i \) presents additional details about \( C_j \) or is inferentially accessible in \( C_j \) in one or more ways. This relation is the same as Elaboration.

3This is not inappropriate because it is considered that a writer commits the action in the Clause with full confidence in his/her action.

4One may argue that such relationships have to be called pragmatic. However, we adopt a rather narrow definition of the term pragmatic and a broad definition of the term semantic. We use pragmatic only when it concerns effects on readers or the intention of the writer. The rest, like relationships held in the extra-linguistic world, are called semantic issues.
4.2 Subschemes of Presentational Relations in RST

We show breakdowns of four typical presentational relations into their subschemas and state their constraints more formally. The subscripts of "nu" and "sa" means Nucleus and Satellite, respectively.

4.2.1 Background

1. Time and space situations are stated by an action in Satellite, and under these situations an action in Nucleus becomes possible.
   (a) $S_0 \rightarrow (A_{sa}) \rightarrow S_1, S_1 \models A_{nu}$
   (b) $A_{sa} \ll A_{nu}$
      ($A_{sa}$ becomes true while $S_1$ is true. Then, the time of $A_{sa}$ is before $A_{nu}$.)
   (c) $A_{sa} \geq A_{nu}, M_{sa} \in \{M-cp_{nu}\} \cap \{M-ufr\}$
      (If $A_{sa}$ becomes possible in the environment given by $A_{sa}$, then the modality of $A_{sa}$ should be more certain than that of $A_{nu}$)

2. Time and space situation are stated in Satellite, and under the situation an action in Nucleus becomes possible.
   (a) $S_{sa} \models A_{sa}$
   (b) $S_{sa} \ll A_{sa}$
   (c) $S_{sa} \geq A_{nu}, M_{sa} \in \{M-cp_{nu}\} \cap \{M-ufr\}$

3. Satellite presents additional information to understand Contents in Nucleus.
   (a) $C_{sa} \Rightarrow C_{nu}$
   (b) no
   (c) $M_{sa} \in \{M-cp_{nu}\} \cap \{M-ufr\}$
      $M_{sa} \in \{M-cp_{nu}\} \cap \{M-ufr\}$
      (Both Clauses will be understood as true, so they have to have truth value.)

4. An action in Nucleus has the possibility to resolve an undesirable situation which is caused by an action in Satellite.
   (a) $S_0 -(A_{sa}) \rightarrow S_1, [qty : bad], A_{sa} \sim S_1$
   (b) $A_{sa} \ll A_{nu}$
   (c) $M_{sa} \in \{M-cp_{nu}\}$
      $M_{sa} \in \{M-cp_{nu}\}$
      ($A_{sa}$ is an event which has occurred or is occurring, or a writer is confident about the event. A writer intends to do $A_{sa}$ to resolve a problem caused $A_{sa}$.)

5. Nucleus states an undesirable situation caused by another undesirable situation stated in Satellite.
   (a) $S_{sa}[qty : bad] \leftarrow S_{sa}[qty : bad]$
   (b) $S_{sa} \ll S_{sa}$
   (c) $S_{sa} \geq S_{sa}, M_{sa} \in \{M-cp_{nu}\} \cap \{M-ufr\}$
      $M_{sa} \in \{M-cp_{nu}\} \cap \{M-ufr\}$

6. An action in Nucleus can resolve an undesirable situation stated in Satellite.
   (a) $S_{sa}[qty : bad] \rightarrow (A_{sa}) \rightarrow S_1[qty : good]$
   (b) $S_{sa} \ll S_{sa}$
   (c) $M_{sa} \in \{M-cp_{nu}\} \cap \{M-ufr\}$

7. An action in Nucleus is caused by a situation in Satellite.
   (a) $S_{sa} \models C_{nu}$ or $S_{sa} \models C_{nu}$
   (b) no
   (c) $S_{sa} \geq S_{sa}, M_{sa} \in \{M-cp_{nu}\} \cap \{M-ufr\}$
      $M_{sa} \in \{M-cp_{nu}\} \cap \{M-ufr\}$

8. Based on a situation which is caused by an action in Satellite, a writer’s attitude stated in Nucleus is acceptable.
   (a) $C_{sa} \models C_{nu}$ or $C_{sa} \models C_{nu}$
   (b) no
   (c) $C_{sa} \geq C_{sa}, M_{sa} \in \{M-cp_{nu}\} \cap \{M-ufr\}$
      $M_{sa} \in \{M-cp_{nu}\} \cap \{M-ufr\}$

9. Based on a judgement stated in Satellite, a writer’s attitude stated in Nucleus is acceptable.
   (a) $C_{sa} \models C_{nu}$ or $C_{sa} \models C_{nu}$
   (b) no
   (c) $M_{sa} \in \{M-cp_{nu}\}$
      $M_{sa} \in \{M-cp_{nu}\}$
      $M_{sa} \in \{M-cp_{nu}\}$

4.2.2 Enablement

1. Nucleus states an action which will be performed by a reader, and the action becomes possible by presenting the situation in Satellite.
   (a) $S_{sa} \models A_{sa}$
   (b) $S_{sa} \ll A_{sa}$
      (When $S_{sa}$ is presented, $A_{sa}$ becomes possible. So, the time of $S_{sa}$ is before $A_{sa}$.)
   (c) $M_{sa} \in \{M-cp_{nu}\}$
      $M_{sa} \in \{M-cp_{nu}\}$
      ($S_{sa}$ already exists or will exist, so $S_{sa}$ has the possibility to have truth value. If $S_{sa}$ is true, $A_{sa}$ becomes possible. So, $S_{sa}$ should be more certain than $A_{sa}$.)

2. Nucleus states an action which will be performed by a reader, and the action becomes possible by presenting the situation which is caused by an action in Satellite.
   (a) $S_0 -(A_{sa}) \rightarrow S_1, S_1 \models A_{sa}$
   (b) $A_{sa} \ll A_{sa}$
   (c) $M_{sa} \in \{M-cp_{sa}\}$
      $M_{sa} \in \{M-cp_{sa}\}$
4.2.3 Motivation

1. An action stated in Nucleus causes a good situation stated in Satellite. It is considered that the situation motivates the reader to perform the action.
   
   \[ S_0(\text{Actor}) \rightarrow S_{\text{nu}}, \quad S_{\text{nu}}[\text{goal} : \text{good}] \]
   
   \[ \text{actor} (\text{Actor}, \text{Reader}) \]

2. An action stated in Nucleus causes a bad situation stated in Satellite. It is considered that the situation motivates the reader not to perform the action.
   
   \[ S_0(\text{Actor}) \rightarrow S_{\text{nu}}, \quad S_{\text{nu}}[\text{goal} : \text{bad}] \]
   
   \[ \text{actor} (\text{Actor}, \text{Reader}) \]

3. Satellite states some attributive information related to an action in Nucleus, and the information may be desirable for Reader.
   
   \[ S_{\text{nu}}[\text{goal} : \text{good}] \Rightarrow A_{\text{nu}} \]
   
   \[ \text{no} \]
   
   \[ M_{\text{nu}} \in \{M-\text{epcon}[\text{inf}]\} \]

4.2.4 Evidence

(a) \[ C_{\text{nu}} \models C_{\text{nu}} \]

(b) \[ C_{\text{nu}} \models C_{\text{nu}} \]

(c) \[ M_{\text{nu}} \in \{M-\text{epcon}[\text{inf}]\} \]

5 Examples

We will show an example of a text structure analysis. Figure 1 shows a sample text from a leading article in a Japanese newspaper and Table 2 shows the attributes of each sentence. The discourse structure of the sample text is shown in Figure 2.

In this example, the following relations are analysed as presentational relations. The number attached to a relation name shows the subschema number of the relation.

- **Background(8)** between '1-2' and '3'
  
  Sentence 3 has Evaluative modality about the situation '3' (economic crisis) and it is based on the situation of '1-2' (drop of dollar). These satisfy the constraints of the 8th subschema of Background.

- **Background(6)** between '4' and '5-6'
  
  The semantic relation is that a bad situation in sentence '4' (unsettle market) will be resolved by performing an action in '5-6' (show a resolute attitude). Sentence '5-6' has Directive modality. These satisfy the constraints of the 6th subschema of Background.

- **Background(7)** between '7' and '8-9'
  
  The situation '7' (dollar is a key) is held true, so Contents '8-9' (effect of bad influence) is true. These satisfy the constraints of the 7th subschema of Background.

---

Table 2: Attributes of sample sentences

| No. | Type       | Time     | Modality          |
|-----|------------|----------|-------------------|
| 1   | Durative   | Before   | M-epcon           |
| 2   | Non-repetit| Before   | M-epcon           |
| 3   | Static     | Simult.  | M-decon,M-epcon   |
| 4   | Static     | Simult.  | M-epcon           |
| 5   | Durative   | After    | M-epcon           |
| 6   | Non-repetit| After    | M-decon           |
| 7   | Static     | Simult.  | M-epcon           |
| 8   | Non-repetit| After    | M-epcon           |
| 9   | Durative   | After    | M-epcon           |
| 10  | Durative   | After    | M-decon           |

---

This article appeared in the October 30th, 1987, morning edition of the Asahi Shimbun. Literal translations are made by the authors.
Figure 2: Discourse structure of the sample text

- **Motivation(2)** between '7-9' and '10'
  Sentence '7-9' states a bad situation (effect of bad influence), and the action in '10' (re-solidify their cooperation) has the possibility to change the situation. The writer is requesting the other countries to take this action. These satisfy the constraints of the 2nd subschema of Motivation.

- **Background(9)** between '1-3' and '4-10'
  The request in '4-10' (re-solidify their cooperation) is based on the judgment of '1-3' (a writer's evaluation of the economic crisis). These satisfy the constraints of the 9th subschema of Background.

6 Conclusion

In this paper, we propose further a breakdown of the presentational relations in RST into their subschemas. The subschemas represent strategies by which two states/actions/events which stand in certain semantic relationships can be used to attain intended effects on readers. By associating the definitions of the relations with formally stated constraints, these subschemas help human analysts to recognize them in texts, and thus improve RST as an analytical tool. Moreover, because characterization of clauses in Section 3, especially Modality and Tense/Aspect, are accompanied by their actual linguistic realizations, some parts of the constraints stated in Section 4 can readily be associated with textual forms and be used for text processing systems. Although constraints on semantic relations between Contents can only be evaluated by reference to a knowledge base, we expect that, even without constraints on semantic relations, the other constraints can be used to restrict a set of possible inter-clausal structures of texts.

We have defined four presentational relations in RST more formally and analyzed a sample text using these definitions. But the definitions do not cover all the relations in RST and have not been widely tested. After defining all the relations, we will apply them to analyze a full range of text.
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