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Abstract—The growing complexity of Cyber-Physical Systems (CPS) and challenges in ensuring safety and security have led to the increasing use of deep learning methods for accurate and scalable anomaly detection. However, machine learning (ML) models often suffer from low performance in predicting unexpected data and are vulnerable to accidental or malicious perturbations. Although robustness testing of deep learning models has been extensively explored in applications such as image classification and speech recognition, less attention has been paid to ML-driven safety monitoring in CPS. This paper presents the preliminary results on evaluating the robustness of ML-based anomaly detection methods in safety-critical CPS against two types of accidental and malicious input perturbations, generated using a Gaussian-based noise model and the Fast Gradient Sign Method (FGSM). We test the hypothesis of whether integrating the domain knowledge (e.g., unsafe system behavior) with the ML models can improve the robustness of anomaly detection without sacrificing accuracy and transparency. Experimental results with two case studies of Artificial Pancreas Systems (APS) for diabetes management show that ML-based safety monitors trained with domain knowledge can reduce on average up to 54.2% of robustness error and keep the average F1 scores high while improving transparency.
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I. INTRODUCTION

Deep learning (DL) methods are increasingly used for anomaly detection [1]–[5] and attack recovery [4], [5] in safety-critical CPS, such as medical devices and autonomous vehicles. The ML-based anomaly detection methods are often preferred to model-based techniques due to their easier implementation, powerful capability in capturing the relationship between input and output or approximating dynamic models of the control systems, and high accuracy in predicting unseen data that shares similar features with the training data.

However, the effectiveness of the ML models heavily relies on the quantity and quality of the training data [6], especially in safety-critical applications where sufficient and representative data (e.g., anomaly examples) is difficult or expensive to collect. This limited data availability impedes the development of accurate ML models for anomaly detection. Accidental and malicious perturbations in the ML input may also cause misclassifications or incorrect predictions [7], [8] and lead to catastrophic consequences in safety-critical applications [9]. Further, the complex architectures of DL networks and their black-box nature lead to a lack of transparency and intractability and make them hard to verify [10], [11].

Although the robustness of DL models against adversarial perturbations has been extensively studied for computer vision and speech recognition applications, less attention has been paid to the robustness of anomaly detection models against perturbations on multivariate time-series data [12], [13]. Previous works have studied the differences between adversarial machine learning in CPS vs. cyberspace systems [14] and the challenges of implementing adversarial attacks in CPS [8]. However, robustness testing and possible methods to improve the robustness of safety monitoring have not been well investigated in CPS.

In this paper, we adopt the adversarial example crafting techniques to evaluate the robustness of DL-based safety monitors in CPS. We focus on answering two research questions:

- **RQ1:** How robust are the state-of-the-art ML safety monitors against accidental and malicious input perturbations?
- **RQ2:** Does the integration of domain knowledge help with improving the robustness of ML monitors?

Specifically, we evaluate the robustness of the ML-based safety monitors in detecting unsafe control actions issued by a CPS controller in the presence of accidental Gaussian noise and adversarial perturbations affecting their inputs (sensors and control commands). For the integration of domain knowledge with ML models, we extract the context-specific specification of unsafe control actions in a given CPS using a control-theoretic hazard analysis method [2], [15], [16] and add the extracted safety properties as a regularization term in a semantic loss function [17], [18] that guides the training process. Fig. 1 presents the overall framework.

The main contributions of the paper are as follows:

- Assessing the resilience of ML-based anomaly detection models against both accidental and malicious perturbations on multivariate time-series input using a Gaussian-based noise model and the widely-used fast gradient sign method (FGSM) for adversarial example generation.
- Integrating domain knowledge into ML monitors as a semantic loss function and evaluating the robustness in comparison to two state-of-the-art baseline monitors, Multi-layer Perceptron (MLP) and Long Short Term Memory (LSTM).
- Evaluating the robustness of the data-driven vs. combined data and knowledge driven monitors using datasets collected from two closed-loop Artificial Pancreas Systems (APS) with different controllers and patient glucose simulators.

Our results show that the ML monitors with semantic loss function can reduce on average up to 54.2% of robustness error and keep average F1 scores high while improving transparency.
The core of CPS are controllers that monitor and control physical processes (e.g., patient’s dynamics) by estimating the current physical state (e.g., blood glucose (BG) and insulin on board (IOB)) based on sensor measurements and sending control commands (e.g., rate of insulin injection) to the actuators. We consider a safety monitor that is integrated with a CPS controller (e.g., an APS controller) and observes the sensor data and control commands to evaluate whether the control commands issued in a given system context might be unsafe and lead to hazards and to stop their delivery to the actuators (see Fig. 1(b)).

A. Machine Learning Based Safety Monitoring

We model the task of detecting an unsafe control action as a context-specific conditional event, as shown below:

\[ y_t = p(\exists t' \in [t, t + T] : x_{t'} \in X_t | f(x_t), f(U_t)) \]  

where, \( f(\cdot) \) represents an aggregation function (e.g., average, Euclidean norm, or regression) over a window of sensor measurements \( X_t \) or control actions \( U_t \). Given the control action sequence \( U_t \) executed under the system state sequence \( X_t \), an ML-based monitor outputs a binary \( y_t \) that classifies \( U_t \) to safe or unsafe depending on whether a hazard is expected to occur within \( T \) timesteps from time \( t \). Fig. 1(b) shows an example simulation trace from monitoring an APS system.

B. Context-Dependent Safety Specification

For integrating the domain knowledge on the safety of the control actions issued by a controller, we adopt an approach based on the high-level control-theoretic hazard analysis [15] for specification of context-dependent safety requirements [2]. Table I shows an example set of context-dependent safety specifications for the APS case study described as Signal Temporal Logic (STL) [19] formulas. Each formula specifies the system context (based on controller inputs and estimated state variables) under which a control action \( u_t \) is potentially unsafe and might lead to a safety hazard \( H_i \), if issued by the controller. These formulas can be also synthesized into logic to design a rule-based safety monitor solely based on domain knowledge and are applicable to any controller with the same functional specification.

C. Integrating Domain Knowledge with ML

We encode the STL formulas generated for detecting unsafe control actions as a custom semantic loss function that penalizes the ML model during the training process, if the prediction does not match with any of the unsafe control action formulas. The new loss function is as follows:

\[ \text{loss} = \text{loss}_{\text{ex}} + w | y_t - I(\bigvee_{\Phi_h} f(\mu(X_t)) = \Phi_h) \]  

where \( \text{loss}_{\text{ex}} \) is the baseline ML model loss function (e.g., cross-entropy loss), \( w \) is a weight parameter that determines the degree that system context and safety specification would interfere with the training process, \( y_t \) is the output prediction of the ML model, and \( I(\cdot) \) is an indicator function indicating whether the aggregated values of the estimated state variables for a measurement window, \( f(\mu(X_t)) \), satisfy any of the unsafe control action specifications \( \Phi_h \) listed in Table I.

This approach is generalizable as the safety specifications are generated using a high-level hazard analysis method that is not limited to any specific CPS. In addition, the semantic loss function can be applied to any ML model.

### III. Robustness Testing

We consider the accidental or malicious perturbations on ML-based monitor inputs as small changes that cannot be detected by the current methods for sensor/input error detection and attack detection, such as invariant detection [20] or

| Rule \( \Phi_h \) | STL Description of Safety Context | Implied Hazard Type |
|----------------|----------------------------------|---------------------|
| 1 | \( \text{BG} < \text{BG}< \text{BG} \leq 0 \) \& \( \text{IOB} < 0 \) \& \( u_1 \) | H2 |
| 2 | \( \text{BG} > \text{BG} \leq 0 \) \& \( \text{IOB} = 0 \) \& \( u_1 \) | H2 |
| 3 | \( \text{BG} > \text{BG} \leq 0 \) \& \( \text{IOB} > 0 \) \& \( u_1 \) | H2 |
| 4 | \( \text{BG} < \text{BG} \leq 0 \) \& \( \text{IOB} < 0 \) \& \( u_1 \) | H2 |
| 5 | \( \text{BG} < \text{BG} \leq 0 \) \& \( \text{IOB} = 0 \) \& \( u_1 \) | H1 |
| 6 | \( \text{BG} < \text{BG} \leq 0 \) \& \( \text{IOB} > 0 \) \& \( u_1 \) | H1 |
| 7 | \( \text{BG} > \text{BG} \leq 0 \) \& \( \text{IOB} < 0 \) \& \( u_1 \) | H1 |
| 8 | \( \text{BG} < \text{BG} \leq 0 \) \& \( \text{IOB} = 0 \) \& \( u_1 \) | H1 |
| 9 | \( \text{BG} < \text{BG} \leq 0 \) \& \( u_1 \) | H1 |
| 10 | \( \text{BG} < \text{BG} \leq 0 \) \& \( \text{IOB} < 0 \) \& \( u_1 \) | H1 |
| 11 | \( \text{BG} > \text{BG} \leq 0 \) \& \( \text{IOB} < 0 \) \& \( u_1 \) | H1 |
| 12 | \( \text{BG} < \text{BG} \leq 0 \) \& \( \text{IOB} > 0 \) \& \( u_1 \) | H1 |

* BG: BG target value, \( \text{BG}' \) = dBG/dt, \( \text{IOB}' \) = dIOB/dt;  
  \( u_{1,2,3,4} \) : decrease insulin, increase insulin, stop insulin, keep insulin;  
  \( H1 \) : Too much insulin is infused, which will reduce the BG and might lead to hypoglycemia;  
  \( H2 \) : Too little insulin is infused, which causes the BG to increase and could lead to hyperglycemia.
change detection techniques (e.g., Cumulative Sum Control Chart (CUSUM) [9, 21]), but can lead to misclassification results and severe consequences for the CPS being monitored. For example, an attacker can remotely login to an insulin pump and change the output control commands [22], or due to a malfunction, the pump can deliver an incorrect insulin dosage [23]. If these small perturbations are also sent to the ML-based monitor, either event could evade the detection by the monitor [24] and result in severe complications such as hypoglycemia [25] and potential death.

Simulating Environment Noise on Input Data: To generate small accidental perturbations, we add a randomly generated error value from a Gaussian distribution with zero mean and small standard deviation (less than one standard deviation) to the sensor data. More aggressive deviations might be easily detected by the existing CPS anomaly detection techniques [20, 21, 26].

We use Gaussian noise to simulate the environment noise on input data because (1) Gaussian is a reasonable assumption for any process or system that’s subject to the Central Limit Theorem [27] and (2) Gaussian noise is entirely described by second-order statistics, which are relatively easy to measure. Further investigation of the generalization of the proposed methods against a broader range of noises is out of the scope of this paper.

White-box Attacks: Fast Gradient Sign Method (FGSM) [12] is a simple but effective method widely used in generating adversarial images using the gradients of a neural network, and is reported to be also effective in non-image domain [28]. For a specific input $x$ and loss function $J(\cdot)$, the adversarial sample $x^{adv}$ can be generated using the following equations:

$$x^{adv} = x + \Delta_x$$

$$\Delta_x = \epsilon \cdot \text{sign}(\nabla_x J(x, \hat{y}))$$

where $\Delta_x$ is the generated perturbation on the input $x$ with label $\hat{y}$, and $\epsilon$ is a small constant parameter that limits the strength of perturbations at each dimension. The resulting adversarial input maximizes the loss function using the $L_\infty$ norm [29]. Unlike Gaussian noise, which is only applied to sensor data, we inject FGSM attacks to the multivariate time series input data (both sensor and control commands).

An example of adversarial input generated using FGSM is shown in Fig. 2. Despite only a minute change to the input, the output of the targeted neural network changes from unsafe with 93.39% confidence to safe with 99.98% confidence.

To implement the FGSM attacks, the attacker would need full access to the target ML model, including the model structure and parameters.

**Black-box Attacks:** We also test the robustness of ML monitors against black-box attacks [30] where the attacker does not have full access to the ML safety monitor or its model structure. The attacker’s capabilities are limited to sending queries to the model and the knowledge of features used by the model.

Previous studies have shown that adversarial examples can transfer across ML models with different architectures [28, 31, 32]. So for a black-box attack, the attacker can first train a substitute model using the input/output data from the target safety monitor, then generate white-box adversarial perturbations based on the substitute model, expecting that they are transferable to the target model.

We use a two-layer MLP (128-64) as the substitute model and generate the adversarial perturbations using the same FGSM approach. Similar to white-box FGSM attacks, the black-box FGSM attacks also target the multivariate input data.

### IV. Experimental Setup and Results

We used an open-source simulation environment that integrates the closed-loop simulation of two example APS control systems [2] to evaluate different ML-based safety monitors. Specifically, it integrates two widely-used APS controllers (OpenAPS [33] and Basal-Bolus [34]) with two different patient glucose simulators, including Glucosym [35] and UVA-Padova Type 1 Diabetes Simulator [36], simulating 20 different diabetic patient profiles.

We ran the experiments on an x86_64 PC with an Intel Core i9 CPU @ 3.50GHz and 32GB RAM running Linux Ubuntu LTS. We used TensorFlow v.2.5.0 to train our ML models.

#### A. Baseline ML Monitors

We evaluated two ML architectures, the Multi-layer Perceptron (MLP) and Long Short Term Memory (LSTM). The MLP monitor consisted of two fully connected layers, comprising 256 and 128 neurons, followed by a fully-connected layer with ReLU activation and a final softmax layer to obtain the hazard probabilities. The LSTM monitor was a two-layer (128-64) stacked LSTM with an input time step of 6 (i.e., 30 minutes of data), followed by a fully-connected layer with softmax activation. We trained both models using the Adam optimizer with a sparse categorical cross-entropy loss function and a default learning rate of 0.001.

#### B. Metrics

We use the following metrics for our experiments:

**TABLE II: Confusion Matrix for Sequential Data with Tolerance Window $\delta$**

| Ground Truth Positive | Ground Truth Negative |
|-----------------------|-----------------------|
| PP                    | $P(U(0) > 0 \& \sum_{t'=0}^{T} G(U(t')) > 0)$ |
| PN                    | $P(U(0) = 0 \& \sum_{t'=0}^{T} G(U(t')) > 0)$ |

PP: Predicted positive; PN: Predicted negative; $P(U(t))$: Prediction; $G(U(t))$: ground truth at time t; $t = t'$. Start time of a window $\delta$, ending with a positive ground truth, that includes t.
**TABLE III: Overall Performance of Each ML Models without Noises.**

| Simulator          | Model          | No. Sim | No. Sample | ACC | F1 |
|--------------------|----------------|---------|------------|-----|----|
| Glucosym           | Rule-based     | 8800    | 1.32E+06   | 0.87| 0.73|
|                    | LSTM           | 8800    | 1.32E+06   | 0.97| 0.89|
|                    | MLP            | 8800    | 1.32E+06   | 0.98| 0.91|
|                    | MLP-Custom     | 8800    | 1.32E+06   | 0.97| 0.86|
|                    | LSTM-Custom    | 8800    | 1.32E+06   | 0.96| 0.82|

**Prediction Accuracy** represents the performance of the ML-based safety monitors in accurate prediction of hazards, measured using precision, recall, accuracy (ACC), and F1 score calculated using a Sample Level with Tolerance Window metric [2], where a tolerance window before the start time of hazard ($t_h$) is used for calculation of the metrics. Table III shows the confusion matrix with a tolerance window.

**Prediction Robustness Error** measures how robust the ML model predictions are against the perturbations and is defined as the number of samples that fail to keep the same predicted output classes after adding perturbations, over the total number of samples of each class in the dataset [37], [38]:

\[
\text{robustness error} = \frac{\sum_j N_j (I(f_\theta(x_i) \neq f_\theta(x_i + \Delta x)))}{\sum_j N_j}
\]  

where $N_j$, $N$ is the total number of samples in class $j$ and all the classes, respectively, and $\Delta x$ is the input perturbation on the ML model $\theta$. The indicator function $I(\cdot)$ equals one when the prediction $f_\theta(x_i)$ is not the same as $f_\theta(x_i + \Delta x)$.

**C. Performance of ML based Safety Monitors**

Table III presents the overall performance of the baseline Rule-based and ML monitors (MLP and LSTM) and monitors customized with a semantic loss function based on domain knowledge (MLP-Custom and LSTM-Custom) in detecting anomalies in both simulators in the absence of any perturbations. We see that MLP monitors trained with the custom loss function achieved higher F1 scores than both baseline MLP monitors and the pure Rule-based monitor, indicating the advantage of combining domain knowledge and data-driven techniques. Fig. 3 shows an example of the decision boundaries learned by the MLP and MLP-Custom monitors. Although the LSTM models trained with the custom loss function did not improve the F1 score of baseline LSTM monitors, they achieved comparable accuracy.

**D. Robustness against Gaussian Noise**

An example distribution of the input dataset with/without Gaussian noises is presented in Fig. 4. Fig. 5 shows the performance of the ML models (averaged F1 Score over all the patient profiles) in presence of different levels of input noise ($\sigma = [0.1, 0.25, 0.5, 0.75, 1.0]std$) with both Glucosym and T1DS2013 simulators.

We can see from Fig. 5 that both MLP and LSTM models’ performance decreases after adding Gaussian noises in both simulators. However, for the Glucosym simulator, the LSTM monitor has a more significant drop in F1 score than the MLP monitor (36.8% vs. 9.1%), indicating that the LSTM model is less robust against small input perturbations. For the T1DS2013 simulator, the LSTM monitor has less drop in F1 score due to the difference in sensor data distribution (see Fig. 4 and the higher percentage of faulty samples (39.3% vs. 33.9 %)).

We also observe that the F1 score of the MLP monitor increases with the rising levels of added noise (higher deviations). This might be because of the large number of new alarms generated due to noisy input that increased the initially low recall of baseline MLP monitor and also resulted in decreased precision, as shown in Fig. 6.

**Fig. 4:** Example Distributions of Test Dataset with/without Adding Gaussian Noise $\mathcal{N}(\mu = 0, \sigma^2 = (0.5std)^2)$.

**Fig. 5:** F1 Score of the ML Models in presence of Gaussian Noise $\mathcal{N}(\mu = 0, \sigma^2)$.
In both simulators, the monitors retrained with custom semantic loss functions reduced the performance drop and kept the F1 score high with noisy input data. This demonstrates the advantage of the integrated domain knowledge in overcoming disturbance in the input data as well as the robustness and generalizability in maintaining stable performance for anomaly detection with different ML models and different controllers.

E. Robustness against White-box FGSM Attacks

An example of adversarial inputs generated by the white-box FGSM attack is shown in Fig. 7. Fig. 8 presents the overall F1 score of each ML model (averaged over all the patients) in the presence of white-box FGSM attacks with the adversarial degree $\varepsilon$ ranging from 0.01 to 0.2. We observe that the F1 scores for both the MLP and LSTM baseline monitors drop with adversarial inputs in both simulators, indicating these ML models’ incapability to keep stable performance under adversarial attacks as well as the effectiveness of white-box FGSM attacks in fooling ML models for anomaly detection.

We also observe that the baseline LSTM monitor has a relatively larger decrease in F1 score than the baseline MLP monitor in the T1DS2013 simulator, which might be because of the differences in the generated adversarial signals (see Fig. 7) and in the neural network architectures between the MLP and LSTM models. FGSM attacks may have less influence on the MLP models since MLPs are model networks with no memory capacity [39], and the perturbation does not accumulate over a sequence of input data.

After retraining the baseline monitors with the proposed custom loss function, we can observe the improvements of both the MLP monitor and the LSTM monitor in all simulators, demonstrating the effectiveness of the custom loss function in improving ML models’ robustness against adversarial attacks. Besides, the LSTM-Custom monitors have higher F1 scores than MLP-Custom monitors due to their advantage in dealing with time-series data [40]. Therefore, by combining the advantage of integrating domain knowledge and the benefit of the LSTM model structure, the LSTM-Custom monitors maintained the highest F1 scores for both APS systems.

F. Robustness Error Evaluation

We also evaluate the robustness of the ML monitors by comparing their outputs using the robustness error metric (Eq. 5). Fig. 9 shows the heat-map of each ML model’s robustness error against the Gaussian noise and FGSM attacks. We make the following observations:

- Baseline ML monitors are more vulnerable to FGSM attacks (with larger robustness errors) than simulated environment noise in the input data in both APS simulators.
- The baseline LSTM monitor is more sensitive to both FGSM attacks and Gaussian noise due to the disturbance on both their current sensor data and short memory [39], [40].
- Almost all the ML models have more significant robustness error against FGSM attacks in the T1DS2013 simulator than in the Glucosym simulator, which might result from different patient profiles and the more straightforward controller (Basal-Bolus [34]) used with the T1DS2013 simulator.
- The ML models customized with semantic loss functions have the least robustness error almost in all the situations and reduce on average up to 22.2% and 54.2% of the robustness error against Gaussian noise and FGSM attacks across models and simulators. This further attests the advantage of the integrating domain knowledge in keeping the model predictions stable and robust.
measures. Nevertheless, to the best of the authors’ knowledge, this paper is the first to study the impact of adversarial attacks on multivariate time series anomaly detection in CPS.

Adversarial defense methods: The adversarial training using the adversarial perturbations on input data is one of the most commonly used methods to defend ML models against adversarial examples [44]–[46]. However, it suffers from a high cost to generate adversarial examples, and it is impossible to cover all possible adversary techniques that attackers might utilize [47]. Gradient masking is another common technique for reducing the ML models’ sensitivity to small input perturbations, which works by adding a penalty term to the original prediction loss to produce near-zero gradients [48], [49]. However, previous works have shown that this approach sacrifices the ML model accuracy [47]. Our work deviates from these works by integrating domain knowledge with the ML model as a semantic loss that can improve the ML monitor’s robustness and transparency while keeping the accuracy and F1 score high.

VI. CONCLUSION

In this paper, we adapt two strategies to craft accidental and adversarial perturbations on multivariate time series data used for anomaly detection in CPS. We also propose a method to protect ML safety monitors against such perturbations by integrating domain knowledge through customizing ML models with semantic loss functions. We evaluate the robustness of two different ML monitors with and without the proposed protection using the data collected from two closed-loop APS systems. Robustness testing of ML monitors showed large reductions in model performance, despite the models performing very well on unaltered data. The incorporation of domain knowledge significantly improved robustness when compared with baseline models without sacrificing accuracy or transparency. Experimental results showed that baseline LSTM models were more susceptible to attacks than the MLP models, but the LSTM models customized with semantic loss had the least robustness error against all perturbations. These findings warrant a more comprehensive investigation of robustness testing and defense strategies for ML anomaly detection models in CPS.
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