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ABSTRACT

We revisit the family of goodness-of-fit tests for exponentiality based on the mean residual life time proposed by Baringhaus & Henze (2008). We motivate the test statistic by a characterisation of Shanbhag (1970) and provide an alternative representation, which leads to simple and short proofs for the known theory and an easy to access covariance structure of the limiting Gaussian process under the null hypothesis. Explicit formulas for the eigenvalues and eigenfunctions of the operator associated with the limit covariance are given using results on weighted Brownian bridges. In addition we derive further asymptotic theory under fixed alternatives as well as approximate Bahadur efficiencies, which provide an insight into the choice of the tuning parameter with regard to the power performance of the tests.

1 Introduction

We revisit the family of tests for exponentiality based on the residual life time as proposed by Baringhaus & Henze (2008), and we provide further theoretical insight into the asymptotic behaviour of the test under alternatives. The problem of interest is testing the assumption that data is distributed according to the exponential distribution with unknown scale parameter. To be precise, let $X$ be a positive random variable and we write shorthand $X \sim \text{Exp}(\lambda)$, $\lambda > 0$, if $X$ follows an exponential distribution with scale parameter $\lambda$, hence the density is given by

$$f(x, \lambda) = \lambda \exp(-\lambda x), \quad x > 0.$$  

Note that $X \sim \text{Exp}(\lambda)$ if, and only if, $X/\lambda \sim \text{Exp}(1)$, which shows that the exponential distribution belongs to the scale family of distributions, for a detailed discussion see Johnson et al. (1994), Chapter 19. In the following we denote the family of exponential distributions by $\mathcal{E} := \{\text{Exp}(\lambda) : \lambda > 0\}$. Let $X, X_1, X_2, \ldots$ be positive independent and identically distributed (iid.) random variables with distribution $\mathbb{P}^X$ defined on an underlying probability space $(\Omega, \mathcal{A}, \mathbb{P})$. We test the composite hypothesis

$$H_0 : \mathbb{P}^X \in \mathcal{E}$$

against general alternatives, based on the sample $X_1, \ldots, X_n$.

This testing problem has been studied extensively in the literature, and it is of ongoing interest, see Cuparić et al. (2021), Cuparić et al. (2020), Jimenez-Gamero et al. (2020), Milošević & Obradović (2016b), Xiong et al. (2022), Villaseñor & González-Estrada (2020) for some recent related publications, Ascher (1990), Henze & Meintanis
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for surveys on the topic, and Allison et al. (2017); Ossai et al. (2022) for reviews of testing procedures as well as of extensive competitive Monte Carlo power studies. The focus of this article is on the procedure proposed in Baringhaus & Henze (2008). That paper studies a family of tests of exponentiality based on the mean residual life function with test statistic

\[ G_{n,a} = n \int_0^\infty \left[ \frac{1}{n} \sum_{j=1}^n \min(Y_j, z) - \frac{1}{n} \sum_{j=1}^n 1\{Y_j \leq z\} \right]^2 \exp(-az) \, dz, \quad a > 0. \]

Here, \( Y_j = X_j/\overline{X}_n, \) \( j = 1, \ldots, n, \) is the scaled data, where \( \overline{X}_n = \frac{1}{n} \sum_{j=1}^n X_j. \) This family of tests is an extension of the test in Baringhaus & Henze (2000) as far as the exponential weight function in the original test statistic is replaced with a more flexible weight function \( w(z) = e^{-az}, \) \( z > 0, \) which depends on some so-called tuning parameter \( a > -1. \) In Baringhaus & Henze (2008) the authors provide the limiting null distribution of the test statistics \( G_{n,a} \) and a simulation study including simulated critical values, as well as a power study for different values of the tuning parameter \( a. \) Further insight on the behaviour of the tests under alternatives is hitherto missing. We fill this gap in the literature.

We start our investigation by providing an alternative representation of \( G_{n,a} \) motivated by a characterisation of the exponential law due to Shanbhag (1970), which is obviously related to the mean residual life function. Shanbhag (1970) states that for a random variable \( X \) with \( P(X > y) > 0 \) for \( y > 0, \) we have \( X \sim \text{Exp}(\lambda) \) if and only if

\[ \mathbb{E}[X|X > y] = y + \frac{1}{\lambda}, \quad \text{for all } y > 0, \lambda > 0. \]

Direct calculations show that under the same condition this characterisation can be restated in the following way: \( X \sim \text{Exp}(\lambda) \) if and only if

\[ \mathbb{E} \left[ \left( X - y - \frac{1}{\lambda} \right) 1\{X > y\} \right] = 0, \quad \text{for all } y > 0, \lambda > 0. \]

In view of the scale invariance of the family \( \mathcal{E}, \) we consider the scaled data \( Y_j = X_j/\overline{X}_n, \) \( j = 1, \ldots, n, \) and propose the weighted \( L^2 \)-type test statistic (fixing w.l.o.g. \( \lambda = 1 \) in the characterisation)

\[ T_{n,a} = T_{n,a}(Y_1, \ldots, Y_n) = n \int_0^\infty \left[ \frac{1}{n} \sum_{j=1}^n (Y_j - y - 1) 1\{Y_j > y\} \right]^2 \exp(-ay) \, dy, \]

which depends on the tuning parameter \( a \geq 0. \) Note that \( T_{n,a} \) is scale invariant, i.e. invariant w.r.t. transformations of the form \( x \mapsto bx, \) \( b > 0, \) since it only depends on the scaled data \( Y_1, \ldots, Y_n. \) Scale invariance is indeed a desirable property, since the family \( \mathcal{E} \) is closed under such transformations. Putting \( x \land y = \min(x, y) \) for real numbers \( x, y \) and using \( n^{-1} \sum_{j=1}^n Y_j = 1, \) some algebra shows

\[ T_{n,a} = \frac{1}{n} \sum_{j,k=1}^n \frac{1}{a} \left| Y_j - Y_k \right| - 1) e^{-aY_j \land Y_k} + \frac{2}{a^2} \left( Y_j + Y_k - 2(Y_j \land Y_k + 1) \right) e^{-aY_j \land Y_k} - \frac{2}{a^2} \left( e^{-aY_j \land Y_k} - 1 \right), \]

for each \( a > 0, \) as well as

\[ T_{n,0} = \frac{1}{n} \sum_{j,k=1}^n \frac{3}{2} \left( Y_j \land Y_k \right)^3 - \frac{Y_j + Y_k - 2}{2} \left( Y_j \land Y_k \right)^2 + (Y_j - 1)(Y_k - 1)(Y_j \land Y_k). \]

An efficient implementation of (5) in the statistical computing language R, see R Core Team (2021), can be found in Appendix B.

**Remark 1.1.**

1. Some algebra shows that \( T_{n,a} \equiv G_{n,a} \) holds for all \( a > -1, \) hence both test statistics are identical.

2. Representation (4) leads to a new compact and formula of the covariance kernel of the limiting Gaussian process, which admits direct conclusions for the limiting distribution of the test statistic.

3. Obviously the restriction \( a \geq 0 \) can be generalised to negative values. In this article we mostly focus on the positive half axis, since the power results in the simulation study of Baringhaus & Henze (2008) suggest that negative tuning parameters lead to low power of the tests. The authors suggest to use the tuning parameter \( 1 \leq a \leq 2 \) as a generally good choice.
4. Note that the test statistic $T_{n,a}$ is related to the test of exponentiality based on the integrated distribution function proposed in [Klar (2001)], Section 2. The main difference in the definitions of the tests lies in the fact, that $P(X > y)$ in (3) is estimated by and not replaced with the theoretical known value under $H_0$. This difference has an impact on the limit distribution and the power of the tests as is shown in the sequel.

The rest of the paper is organised as follows. In Section 2 we provide a simple and direct proof of the asymptotic limit proof of the consistency of the testing procedures. Local approximate Bahadur efficiencies are deduced and interpreted in connection to empirical power results in Section 4. We conclude the article by pointing out open problems for further research in Section 5 and by an Appendix containing explicit formulas and some source code.

2 Limit distribution under the null hypothesis

In this section we assume that $X_1, X_2, \ldots$ is an iid. sequence of random variables with $X_1 \sim \text{Exp}(1)$. Due to the $L^2$-structure of the test statistics, a convenient setting –is in dependence of the constant $a \geq 0$– the separable Hilbert space $H_a = L^2([0, \infty), \mathcal{B}, \exp(-at)dt)$ of (equivalence classes of) measurable functions $f : [0, \infty) \to \mathbb{R}$ satisfying $\int_0^\infty |f(t)|^2 \exp(-at) dt < \infty$. Here, $\mathcal{B}$ stands for the Borel sigma-field on $[0, \infty)$. The scalar product and the norm in $H_a$ will be denoted by

$$
(f, g)_{H_a} = \int_0^\infty f(t) g(t) \exp(-at) dt, \quad \|f\|_{H_a} = \langle f, f \rangle_{H_a}^{1/2}, \quad f, g \in H_a,
$$

respectively.

A change of variable shows that

$$
T_{n,a} = \overline{X}_n^{-3} \int_0^\infty Z_n^2(y) \exp(-ay) dy,
$$

where

$$
Z_n(y) = \frac{1}{\sqrt{n}} \sum_{j=1}^n (X_j - y - \overline{X}_n) 1\{X_j > y\}, \quad y > 0.
$$

Define the auxiliary process

$$
Z_n^*(y) = \frac{1}{\sqrt{n}} \sum_{j=1}^n (X_j - y - 1) 1\{X_j > y\} - (X_j - 1) P(X_1 > y), \quad y > 0.
$$

Notice that $Z_n^*$ is a sum of centred iid. random variables, and we have $E[Z_n^* Z_n^*(t)] = K_0(s,t), s, t > 0$, where $K_0$ defined below. By the central limit theorem in Hilbert spaces there exists a centred Gaussian process $Z$ in $H_a$ having covariance kernel

$$
K_0(s,t) = \exp(-s \vee t) - \exp(-(s + t)), \quad s, t > 0,
$$

such that $Z_n^* \xrightarrow{p} Z$ in $H_a$ as $n \to \infty$. Here and in what follows, we write $s \vee t = \max(s, t)$, and $\xrightarrow{p}$ denotes convergence in distribution. Likewise $\xrightarrow{D}$ will denote convergence in probability. Note that $K_0$ is an alternative representation of the limiting covariance kernel $\rho$ in (7) of [Baringhaus & Henze (2008)].

**Theorem 2.1.** Under the standing assumptions, there exists a centred Gaussian process $Z$ in $H_a$ with covariance kernel $K_0$ defined in (6), such that

$$
T_{n,a} \xrightarrow{D} \|Z\|_{H_a}^2, \quad \text{as} \ n \to \infty.
$$

**Proof.** We first consider the case $a = 0$. Note that

$$
\|Z_n - Z_n^*\|^2_{H_a} = \left(\frac{1}{n} \sum_{j=1}^n (X_j - 1)\right)^2 \int_0^\infty \left|\frac{1}{\sqrt{n}} \sum_{k=1}^n 1\{X_k > y\} - P(X_1 > y)\right|^2 dy.
$$
By the strong law of large numbers $n^{-1} \sum_{j=1}^{n} (X_j - 1)$ converges to 0 a.s., and the central limit theorem in $\mathbb{H}_0$ implies that the second term is a tight sequence. Hence, $\|Z_n - Z_n^*\|_{\mathbb{H}_0}^2 = o_p(1)$, and $T_{n,0} \overset{D}{\to} \|Z\|_{\mathbb{H}_0}^2$, as $n \to \infty$ follows from $Z_n^* \overset{D}{\to} Z$ in $\mathbb{H}_0$, Slutski’s lemma and the continuous mapping theorem.

For the case $a > 0$ define
\[
\tilde{T}_{n,a} = \frac{1}{a} n^{-3} \int_0^\infty Z_n^2(y) \exp(-ay) \, dy.
\]

A first-order Taylor expansion yields
\[
\exp(-ay/X_n) = \exp(-ay) + \frac{ay}{\Delta_n} \exp\left(-\frac{ay}{\Delta_n}\right) (X_n - 1),
\]
where $\Delta_n \in (\min(X_n, 1), \max(X_n, 1))$. From the Cauchy-Schwarz inequality and (7) we obtain
\[
|T_{n,a} - \tilde{T}_{n,a}| = \frac{1}{a} n^{-3} \int_0^\infty Z_n^2(y) \exp(-ay/X_n) - \exp(-ay) \, dy \leq \frac{1}{a} n^{-3} \int_0^\infty Z_n^2(y) \, dy \int_0^\infty |\exp(-ay/X_n) - \exp(-ay)| \, dy = \frac{1}{a} n^{-3} T_{n,0} \int_0^\infty \frac{ay}{\Delta_n} \exp\left(-\frac{ay}{\Delta_n}\right) |X_n - 1| \, dy
\]

The strong law of large numbers implies $X_n \to 1$ a.s., and since $T_{n,0}$ is a tight sequence (see case $a = 0$), $|T_{n,a} - \tilde{T}_{n,a}| = o_p(1)$ follows. By the central limit theorem in $\mathbb{H}_a$ there exists a centred Gaussian process $\tilde{Z}$ with covariance kernel $K_0$ such that $Z_n^* \overset{D}{\to} \tilde{Z}$ as $n \to \infty$ in $\mathbb{H}_a$ and the same reasoning as for the case $a = 0$ yields $\|Z_n - Z_n^*\|_{\mathbb{H}_a}^2 = o_p(1)$. Invoking Slutski’s lemma and the continuous mapping theorem, we obtain $\tilde{T}_{n,a} \overset{D}{\to} \|\tilde{Z}\|_{\mathbb{H}_a}^2$ from which the claim follows.

\[ \square \]

**Remark 2.2.** By direct evaluation of integrals the first two cumulants of the distribution of $\|Z\|_{\mathbb{H}_a}^2$ are

\[
\kappa_{1,a} = \mathbb{E}[\|Z\|_{\mathbb{H}_a}^2] = \int_0^\infty K_0(t,t) \exp(-at) \, dt = \frac{1}{(a+1)(a+2)}
\]

and

\[
\kappa_{2,a} = \mathbb{V}(\|Z\|_{\mathbb{H}_a}^2) = 2 \int_0^\infty \int_0^\infty K_0^2(s,t) \exp(-a(s+t)) \, ds \, dt = \frac{2}{(a^2 + 3a + 2)(2a + 3)(a + 2)},
\]

where $\mathbb{V}(\cdot)$ denotes the variance. Following the methodology in [Henze (1990), Stephens (1976)], we calculate the third and fourth cumulants according to

\[
\kappa_{j,a} = 2^{j-1}(j-1)! \int_0^\infty K_j(t,t) \exp(-at) \, dt,
\]

where $K_j(s,t)$, the $j$th iterate of $K_0(s,t)$, is given by

\[
K_j(s,t) = \int_0^t K_{j-1}(s,u) K_0(u,t) \exp(-au) \, du, \quad j \geq 2,
\]
\[
K_1(s,t) = K_0(s,t).
\]

Direct calculation shows that

\[
\kappa_{3,a} = \frac{16}{(1 + a)(2a + 3)(a + 2)^3(3a + 4)}
\]

and

\[
\kappa_{4,a} = \frac{48(11a + 16)}{(3a + 4)(2a + 3)^2(a + 2)^4(1 + a)(4a + 5)}.
\]

These formulas are very useful in order to fit a Pearson system of distributions to approximate the critical values of the test statistic $T_{n,a}$. The approximated quantiles of the limit distribution are found in Table 1 and source code is provided in Appendix B. A comparison with Table 1 in [Baringhaus & Henze (2008)] shows that the approximation of the critical values is a reasonable fit to the empirical critical values for $a \geq 0$. 
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From the theory of Gaussian processes it is well known (see Shorack & Wellner (1986), p. 206) that for each $a > 0$ an orthogonal decomposition of the process $Z$ yields $\|Z\|_{2,a}^2 = \sum_{j=1}^{\infty} \lambda_j(a)N_j^2$, where $N_1, N_2, \ldots$ are iid. standard normal, and $\lambda_1(a), \lambda_2(a), \ldots$ is the decreasing sequence of positive eigenvalues of the integral operator $K_a : \mathbb{H}_a \to \mathbb{H}_a$, $f \mapsto K_a f(x) = \int_0^\infty K_0(x,t)f(t)\exp(-at)dt$. To calculate the eigenvalues $\lambda_j(a)$, $j = 1, 2, \ldots,$ of $K_a$, one has to solve the homogeneous Fredholm integral equation of the second kind

$$\int_0^\infty K_0(x,t)f(t)\exp(-at)dt = \lambda f(x), \quad x > 0,$$

see, for example, Kac & Siegert (1947). Usually these problems are very hard to solve explicitly and numerical or Monte Carlo simulation techniques are used to obtain approximations of $\lambda_j(a)$, see Section 5 in Ebner & Henze (2021) for a stochastic approximation method or the method presented in Božin et al. (2020).

In the following we give explicit formulas for general tuning parameters $a$. Firstly, note that $K_0$ admits the representation

$$K_0(s,t) = \min(\exp(-s), \exp(-t)) - \exp(-s)\exp(-t), \quad s, t > 0. \quad (8)$$

Let $a = 1$. Using the alternative representation in (8) together with $x = \exp(-s)$ and a substitution ($y = \exp(-t)$), we have

$$\int_0^\infty K_0(x,t)f(t)\exp(-at)dt = \int_0^1 \left(\min(x,y) - xy\right)\exp(-\log(y))dy.$$

Since $K(x,y) = \min(x,y) - xy, x, y \in [0,1]$, is the covariance kernel of the Brownian bridge $B(t)$, say, the eigenvalue problem is solved in this case, see e.g. Anderson & Darling (1952). We conclude that the eigenvalues and corresponding eigenfunctions are

$$\lambda_k(1) = \frac{1}{(k\pi)^2} \quad \text{and} \quad f_{k,1}(t) = \sin(k\pi\exp(-t)), \quad t > 0.$$

By analogy the general case $a > 0$ leads to

$$\int_0^\infty K_0(x,t)f(t)\exp(-at)dt = \int_0^1 \left(\min(x,y) - xy\right)\exp(-\log(y))y^{a-1}dy,$$

which is connected to the eigenvalue problem of the weighted Brownian bridge $t^{a-1}B(t)$. This problem is solved in Theorem 1.4 in Deheuvels & Martynov (2003), which states the eigenvalues and eigenfunctions explicitly. Let $\nu = (a + 1)^{-1}$ (note that there is a typo in Deheuvels & Martynov (2003)) and denote by $J_\nu$ the Bessel functions of the first kind and by $0 < z_{\nu,1} < z_{\nu,2} < \ldots$ the ascending sequence of zeros of $J_\nu$, for details on the zeros of Bessel functions see Watson (1995), Chapter XV. We have for $k = 1, 2, \ldots$

$$\lambda_k(a) = \left(\frac{2\nu}{z_{\nu,k}}\right)^2 \quad \text{and} \quad f_{k,a}(t) = J_\nu \left(\frac{z_{\nu,k}\exp(-t)}{\sqrt{\nu J_{\nu-1}(z_{\nu,k})}}\right)\exp\left(-\left(\frac{1}{\nu} - 1\right)\frac{t}{2}\right), \quad t > 0. \quad (9)$$

By using the identities in Remark 2.2 (compare to Corollary 1.3 in Deheuvels & Martynov (2003)) we see that $\sum_{k=1}^{\infty} \lambda_k(a) = \pi_{\nu,a}/(2^{\nu-1}(\nu - 1)!)$, $j = 1, 2, 3, 4$. The largest twenty eigenvalues are given in Table 2 and for the sake of completeness, we approximated the scaled cumulants by the sum of the respective powers of the first 100 eigenvalues. We see that for the mean, there is still some difference in the first few digits, which is explained by the low speed of convergence to 0 of the eigenvalues.

**Remark 2.3.** The stated formulas of eigenvalues and eigenfunctions were also derived in Baringhaus & Henze (2004) for the case $a = 1$ relating the statistics to the classical Cramér-von Mises test and for the general case $a > -1$ by solving a related differential equation in Baringhaus & Henze (2008). From these results we see that (9) also holds in these cases.

| $q/a$ | -0.99 | -0.9 | -0.5 | 0 | 0.5 | 1 | 1.5 | 2 | 5 | 10 |
|-------|-------|------|------|---|-----|---|-----|---|---|----|
| 0.9   | 117.263 | 13.919 | 2.522 | 1.009 | 0.553 | 0.351 | 0.243 | 0.178 | 0.052 | 0.017 |
| 0.95  | 123.673 | 16.162 | 3.189 | 1.309 | 0.725 | 0.463 | 0.322 | 0.237 | 0.069 | 0.022 |
| 0.99  | 136.942 | 21.396 | 4.813 | 2.045 | 1.149 | 0.739 | 0.516 | 0.381 | 0.112 | 0.036 |

Table 1: Approximated $q$-quantiles of the limit distribution in Theorem 2.1 by a Pearson system of distributions using the formulas of the cumulants in Remark 2.2.

**More asymptotic theory for the test of exponentiality based on the mean residual life function**

$$\int_0^\infty K_0(x,t)f(t)\exp(-at)dt = \lambda f(x), \quad x > 0,$$
3 Limit distribution under fixed alternatives and consistency

In this section we assume that $X_1, X_2, \ldots$ is a sequence of iid. random variables with cumulative distribution function $F$, $E[X_1] = 1$ and $E[|X_1|^3] < \infty$. The moment condition is motivated by the scale invariance of $T_{n,a}$ and hence there is no loss of generality compared to fixed alternatives with existing third moment.

**Theorem 3.1.** We have

$$
\frac{T_{n,a}}{n} \xrightarrow{p} \int_0^\infty z^2(y) \exp(-ay) \, dy = \Delta_a, \quad a \geq 0, \quad \text{as } n \to \infty,
$$

where $z(y) = E[(X_1 - y - 1) 1\{X_1 > y\}]$, $y > 0$.

**Proof.** Note that by the same arguments as in the proof of Theorem 2.1 we have $n^{-1/2}Z_n \to z$ a.s. Since by the strong law of large numbers in Hilbert spaces $n^{-1/2}Z_n \to z$ a.s. in $\mathbb{H}$ the claim follows by the continuous mapping theorem and Slutski’s lemma.

Under the assumption $X_1 \sim \text{Exp}(1)$, the characterisation in (3) gives $z \equiv 0$ and hence $\Delta_a = 0$. Since $\Delta_a$ equals 0 if and only if $X_1$ follows an exponential distribution, we conclude that the tests $T_{n,a}$ are consistent against each alternative distribution with existing first moment.

**Example 3.2.** In this example we give explicit formulas for $\Delta_a$ for different $\Gamma(\beta, \beta)$ distributions. Note that for an suitable alternative we need $E[X] = 1$ to be satisfied. Direct evaluations show that

1. if $X \sim \Gamma(2, 2)$, then $\Delta_a = 2/(a + 4)^3$,
2. if \( X \sim \Gamma(3, 3) \), then \( \Delta_a = 2(a^2 + 30a + 252)/(a + 6)^5 \), and

3. if \( X \sim \Gamma(4, 4) \), then \( \Delta_a = 2 \left( a^4 + 56 a^3 + 1344 a^2 + 16640 a + 94720 \right) / (a + 8)^7 \).

In the following we derive the limit distribution of the test statistic under fixed alternatives under the stated assumptions in the beginning of the section. Define

\[
W_n(y) = Z_n(y) - \sqrt{n}z(y), \quad W_n^*(y) = Z_n^*(y) - \sqrt{n}z(y), \quad y > 0.
\]

It is easy to see that \( \|W_n - W_n^*\|_{\mathbb{H}_a}^2 = o_P(1) \).

**Lemma 3.3.** Under the standing assumptions there exists a centred Gaussian process \( W \) in \( \mathbb{H}_a \) with covariance kernel

\[
K(s, t) = \begin{cases} 
\Psi_2(s \vee t) + st\mathbb{P}(X > s \vee t) - (s + t)\Psi_1(s \vee t) - \mathbb{P}(X > s)\mathbb{P}(X > t)\Psi_2(s) - s\Psi_1(s) \\
\mathbb{P}(X > s)\mathbb{P}(X > t) - z(s)z(t), & s, t > 0,
\end{cases}
\]

where \( s \vee t = \max(s, t) \), and \( \Psi_\ell(s) = \mathbb{E}[(X - 1)\ell \mathbb{1}\{X > s\}] \), \( s > 0 \), for \( \ell = 1, 2 \). In \( \mathbb{H}_a \) we have

\[
W_n \xrightarrow{D} W \quad \text{as } n \to \infty.
\]

**Proof.** Since \( \|W_n - W_n^*\|_{\mathbb{H}_a}^2 = o_P(1) \) the limit process is determined by the limit behaviour of \( W_n^* \). We have

\[
W_n^*(y) = \frac{1}{\sqrt{n}} \sum_{j=1}^n [(X_j - y - 1) \mathbb{1}\{X_j > y\} - (X_j - 1)\mathbb{P}(X_j > y) - z(y)], \quad y \geq 0,
\]

and \( \mathbb{E}[W_n^*(y)] = 0, y > 0 \), since \( \mathbb{E}[X_1] = 1 \). Hence \( W_n^* \) is a sum of iid. elements in \( \mathbb{H}_a \) and thus converges as \( n \to \infty \) to a centred Gaussian process \( W \) with covariance kernel \( K(s, t) = \mathbb{E}[W_n^*(s)W_n^*(t)], s, t \geq 0 \), in \( \mathbb{H}_a \) by the central limit theorem in Hilbert spaces. The formula for \( K \) is obtained by tedious but straightforward calculations.

By the results of Lemma 3.3 and Theorem 1 in [Baringhaus et al., 2017], we thus have

\[
\sqrt{n} \left( \frac{T_{n,a}}{n} - \Delta_a \right) \xrightarrow{D} N(0, \sigma_a^2), \quad (10)
\]

where

\[
\sigma_a^2 = 4 \int_0^\infty \int_0^\infty K(x, y)z(x)z(y) \exp(-a(x+y)) \, dx \, dy.
\]

For some families of distributions, \( \Delta_a \) and \( \sigma_a^2 \) can be calculated explicitly for fixed tuning parameters see Example 3.2.

In general, however, we have to find a consistent estimator \( \hat{\sigma}_{n,a}^2 \) of \( \sigma_a^2 \). In this spirit, we replace the probabilities by relative frequencies, the variance by the empirical variance \( s_0^2 = \frac{1}{n} \sum_{j=1}^n (Y_j - 1)^2 \), and the expectation by empirical counterparts

\[
\Psi_{n,\ell}(s) = \frac{1}{n} \sum_{j=1}^n (Y_j - 1)\ell \mathbb{1}\{Y_j > s\}, \quad \ell = 1, 2, \quad \text{and} \quad z_n(s) = \frac{1}{n} \sum_{j=1}^n (Y_j - s - 1)\mathbb{1}\{Y_j > s\}, \quad s > 0,
\]

based on the scaled random variables \( Y_1, \ldots, Y_n \). Denoting by \( K_n \) the resulting estimator of \( K \) obtained from plugging-in the empirical counterparts into the formula of \( K \), the estimator \( \hat{\sigma}_{n,a}^2 \) of \( \sigma_a^2 \) is

\[
\hat{\sigma}_{n,a}^2 = 4 \int_0^\infty \int_0^\infty K_n(x, y)z_n(x)z_n(y) \exp(-a(x+y)) \, dx \, dy.
\]
Writing $\hat{\tau}_n^2 = n^{-1} \sum_{j=1}^{n} (Y_j - 1)^2$, and
\[
S_{1n} = \int_0^\infty \int_0^\infty \Psi_{n,2}(s \vee t) z_n(s) z_n(t) \exp(-a(s + t)) \, dt \, ds,
\]
\[
S_{2n} = \frac{1}{n} \sum_{j=1}^{n} \int_0^\infty \int_0^\infty s t 1 \{ Y_j > s \vee t \} z_n(s) z_n(t) \exp(-a(s + t)) \, dt \, ds,
\]
\[
S_{3n} = \int_0^\infty \int_0^\infty (s + t) \Psi_{n,1}(s \vee t) z_n(s) z_n(t) \exp(-a(s + t)) \, dt \, ds,
\]
\[
S_{4n} = \int_0^\infty (\Psi_{n,2}(t) - t \Psi_{n,1}(t)) z_n(t) \exp(-at) \, dt,
\]
\[
S_{5n} = \frac{1}{n} \sum_{j=1}^{n} \int_0^\infty 1 \{ Y_j > t \} z_n(t) \exp(-at) \, dt,
\]
\[
S_{6n} = \int_0^\infty z_n^2(t) \exp(-at) \, dt,
\]
we have
\[
\hat{\sigma}_{n,a}^2 = 4 \left[ S_{1n} + S_{2n} - S_{3n} - 2 S_{4n} S_{5n} + \hat{\tau}_n^2 S_{6n}^2 - S_{6n}^2 \right].
\]
Using the functions $\nu_{\ell,a}(x, y)$, $x, y > 0$, $\ell = 1, 2, 3$, from Appendix A, we have (in the spirit of Corollary 1 in Baringhaus et al. (2017)) under the stated assumptions at the beginning of this section
\[
\frac{\sqrt{n}}{\hat{\sigma}_{n,a}} \left( \frac{T_{n,a}}{n} - \Delta_a \right) \overset{D}{\to} N(0, 1) \quad \text{as} \quad n \to \infty. \tag{11}
\]
This result has immediate consequences, see Section 3 of Baringhaus et al. (2017), which are detailed in the following subsections.

### 3.1 A confidence interval for $\Delta_a$

For $\alpha \in (0, 1)$ let $u_\alpha = \Phi^{-1}(1 - \alpha / 2)$ be the $(1 - \alpha / 2)$-quantile of the standard normal law. Putting
\[
I_{n,a} = \left[ \frac{T_{n,a}}{n} - \frac{u_\alpha \hat{\sigma}_{n,a}}{\sqrt{n}}, \frac{T_{n,a}}{n} + \frac{u_\alpha \hat{\sigma}_{n,a}}{\sqrt{n}} \right], \quad a \geq 0,
\]
it follows from (11) that
\[
\lim_{n \to \infty} \mathbb{P}(I_{n,a} \ni \Delta_a) = 1 - \alpha.
\]
Hence $I_{n,a}$ is an asymptotic confidence interval at confidence level $1 - \alpha$ for $\Delta_a$. In the following we revisit the gamma distributions of Example 3.2. Specific values of $\Delta_a$, $\sigma_a^2$ and the corresponding estimators for $\Gamma(\beta, \beta)$ and $\beta \in \{2, 3, 4, 5, 10\}$ are found in Table 3. The discrepancy between estimators and true values are in line with the
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Table 3: Values of $\Delta_a$ and $\sigma^2_a$ for different $\Gamma(\beta, \beta)$ distributions and simulated observations of $T_{n,a}/n$ and $\hat{\sigma}^2_{n,a}$ for different tuning parameters $a$ ($n = 1000$).

| $a$/$\beta$ | 2     | 3     | 4     | 5     | 10    |
|-------------|-------|-------|-------|-------|-------|
| $\Delta_0$  | 0.0312| 0.0648| 0.0903| 0.1100| 0.1661|
| $T_{n,0}/n$ | 0.0252| 0.0672| 0.0944| 0.1179| 0.1778|
| $\sigma^2_0$| 0.0178| 0.0300| 0.0357| 0.0382| 0.0362|
| $\hat{\sigma}^2_{n,0}$| 0.0134| 0.0313| 0.0361| 0.0377| 0.0331|
| $\Delta_1$  | 0.0160| 0.0337| 0.0472| 0.0575| 0.0863|
| $T_{n,1}/n$ | 0.0135| 0.0349| 0.0493| 0.0619| 0.0923|
| $\sigma^2_1$| 0.0039| 0.0065| 0.0076| 0.0080| 0.0070|
| $\hat{\sigma}^2_{n,1}$| 0.0031| 0.0069| 0.0076| 0.0080| 0.0062|
| $\Delta_2$  | 0.0092| 0.0193| 0.0268| 0.0324| 0.0475|
| $T_{n,2}/n$ | 0.0081| 0.0199| 0.0280| 0.0348| 0.0506|
| $\sigma^2_2$| 0.0012| 0.0018| 0.0020| 0.0020| 0.0015|
| $\hat{\sigma}^2_{n,2}$| 0.0010| 0.0019| 0.0019| 0.0020| 0.0013|
| $\Delta_3$  | 0.0058| 0.0119| 0.0162| 0.0194| 0.0276|
| $T_{n,3}/n$ | 0.0053| 0.0122| 0.0170| 0.0208| 0.0292|
| $\sigma^2_3$| 0.0004| 0.0006| 0.0006| 0.0006| 0.0003|
| $\hat{\sigma}^2_{n,3}$| 0.0004| 0.0006| 0.0006| 0.0006| 0.0003|
| $\Delta_4$  | 0.0040| 0.0078| 0.0104| 0.0123| 0.0168|
| $T_{n,4}/n$ | 0.0036| 0.0079| 0.0109| 0.0130| 0.0177|
| $\sigma^2_4$| 0.0002| 0.0002| 0.0002| 0.0002| 0.0001|
| $\hat{\sigma}^2_{n,4}$| 0.0002| 0.0002| 0.0002| 0.0002| 0.0001|

3.2 Neighbourhood-of-model validation

A clear drawback in the field of goodness-of-fit testing is that if a level-$\alpha$-test does not lead to the rejection of the hypothesis $H_0$, the conclusion that $H_0$ is ’confirmed’ is generally wrong. To overcome this problem, the results of (10) lead to a so-called ’neighbourhood-of-model validation’, see Subsection 3.3 in Baringhaus et al. (2017). In this spirit one could see $\Delta_a$ as some sort of distance to the null hypothesis. If we argue to ’tolerate’ a given value $\tilde{\Delta}$, we can consider the testing problem

$$H_{\tilde{\Delta}} : \Delta_a(F) \geq \tilde{\Delta} \text{ versus } K_{\tilde{\Delta}} : \Delta_a(F) < \tilde{\Delta}.$$ 

From (10) we obtain an asymptotic level-$\alpha$-test by rejecting $H_{\tilde{\Delta}}$ whenever

$$T_{n,a} \leq n\tilde{\Delta} - \sqrt{n}\hat{\sigma}_{n,a}\Phi^{-1}(1 - \alpha).$$

To prove this statement follow the reasoning in Baringhaus et al. (2017), subsection 3.3.

| $\beta$ | 2     | 3     | 4     | 5     | 10    |
|---------|-------|-------|-------|-------|-------|
| $a$     | $n$   | 20    | 50    | 100   | 20    | 50    | 100   | 20    | 50    | 100   |
| 0       | 0.95  | 0.95  | 0.94  | 0.96  | 0.96  | 0.96  | 0.96  | 0.98  | 0.98  | 0.99  | 0.99  | 0.99  | 0.99  |
| 1       | 0.90  | 0.92  | 0.93  | 0.92  | 0.95  | 0.95  | 0.93  | 0.96  | 0.96  | 0.96  | 0.96  | 0.96  | 0.96  |
| 2       | 0.87  | 0.90  | 0.91  | 0.89  | 0.93  | 0.93  | 0.94  | 0.94  | 0.95  | 0.91  | 0.94  | 0.96  | 0.96  |
| 3       | 0.85  | 0.89  | 0.91  | 0.85  | 0.91  | 0.92  | 0.87  | 0.92  | 0.93  | 0.87  | 0.92  | 0.94  | 0.90  |
| 4       | 0.82  | 0.88  | 0.90  | 0.83  | 0.90  | 0.92  | 0.84  | 0.90  | 0.92  | 0.85  | 0.90  | 0.93  | 0.87  |

Table 4: Empirical relative frequencies of coverage of $I_{n,a}$ for $\Delta_a$ at a nominal level of 0.9 for different $\Gamma(\beta, \beta)$ distributions (10000 replications).
4 Asymptotic Bahadur efficiencies

In this section we only consider the case that \( a > 0 \). We start the investigation by giving an alternative representation of \( \Delta_n \) in Theorem 3.1.

**Lemma 4.1.** Suppose that \( \mu = \mathbb{E}[X] \) and \( \mathbb{E}[|X|^3] < \infty \). If \( a > 0 \), we have

\[
\frac{T_{n,a}}{n} \xrightarrow{p} \Delta_a = \frac{2}{a^3} - \frac{1}{a^3} \mathbb{E} \left[ (1 - |Y_1 - Y_2|)(a^2 + a) + a + 2 \right] \exp(-aY_1 \land Y_2),
\]

and if \( a = 0 \), we have

\[
\frac{T_{n,0}}{n} \xrightarrow{p} \Delta_0 = \mathbb{E} \left[ (Y_1 \land Y_2)(Y_1 - 1)(Y_2 - 1) + (Y_1 \land Y_2)^2 \left( 1 - \frac{1}{2}Y_1 + Y_2 \right) + \frac{1}{3}(Y_1 \land Y_2)^3 \right],
\]

where \( Y_j = X_j/\mu, j = 1, 2 \).

**Proof.** By Theorem 3.1 applied to the iid. random variables \( Y_1, \ldots, Y_n \) with \( \mathbb{E}[Y_1] = 1 \), we have

\[
\frac{T_{n,a}}{n} \xrightarrow{p} \Delta_a = \int_0^\infty z^2(y) \exp(-ay) \, dy,
\]

where \( z(y) = \mathbb{E}[(Y_1 - y - 1)\mathbf{1}\{Y_1 > y\}], y > 0 \). Since \( Y_1 \) and \( Y_2 \) are independent, it follows that

\[
z^2(y) = \mathbb{E}[(Y_1 - y - 1)(Y_2 - y - 1)\mathbf{1}\{Y_1 \land Y_2 > y\}].
\]

Fubini’s Theorem yields

\[
\Delta_a = \int_0^\infty \mathbb{E}[(Y_1 - y - 1)(Y_2 - y - 1)\mathbf{1}\{Y_1 \land Y_2 > y\}] \exp(-ay) \, dy
\]

\[
= \mathbb{E} \left[ \int_0^{Y_1 \land Y_2} (Y_1 - y - 1)(Y_2 - y - 1) \exp(-ay) \, dy \right].
\]

Straightforward integration and some algebra concludes the proof in both cases. \( \square \)

**Remark 4.2.** An alternative way of proving Lemma 4.1 is to start by the representation \( \mathbb{E} \) and to use symmetry arguments, the law of large numbers and Lebesgue’s dominated convergence theorem, i.e. to adapt the lines of proof of Theorem 3.1 in Ebner & Henze (2021).

A useful tool for a theoretical comparison of the performance of two tests is the asymptotic relative Bahadur efficiency. This concept has been used throughout the literature of exponentiality tests, see Cuparić et al. (2019); Jovanović et al. (2015); Milosević (2016); Milosević & Obradović (2016a); Volkova & Nikitin (2015), and for more details on the theory we refer to Bahadur (1971); Nikitin (1995). For a brief introduction to the concept, see Section 5 of Jiménez-Gamero et al. (2020). In this spirit and using the same notations, we calculate the local approximate Bahadur slope of \( T_{n,a} \). Assume that \( 0 \in \Theta \subset \mathbb{R} \), where \( \Theta \) is an open parameter space, and \( \mathcal{G} = \{G(x; \vartheta) : \vartheta \in \Theta\} \) is a family of distribution functions with density \( g(x; \vartheta) \), such that \( \vartheta = 0 \) corresponds to the standard exponential density \( g(x; 0) = \exp(-x), x > 0 \), and for each \( \vartheta > 0 \) the density \( g(x; \vartheta) \) is not a density corresponding to an exponential distribution in \( \mathcal{E} \). Moreover, we assume that the regularity assumptions WD in Nikitin & Peaucelle (2004) are satisfied.

In the following assume that \( X_1, X_2, \ldots \) are independent identical copies of \( X \) following the distribution with density \( g(\cdot; \vartheta) \) with existing expectation \( \mathbb{E}[X] = \mu(\vartheta) = \int_0^\infty xg(x; \vartheta) \, dx \). Then Lemma 4.1 yields

\[
\frac{T_{n,a}}{n} \xrightarrow{p} b_{T_n}(\vartheta),
\]

where \( \xrightarrow{p} \) denotes convergence in probability under the true parameter \( \vartheta \), and

\[
b_{T_n}(\vartheta) = \int_0^\infty \int_0^\infty h_a(x, y; \vartheta)g(x; \vartheta)g(y; \vartheta) \, dx \, dy
\]

with

\[
a^3h_a(x, y; \vartheta) = 2 - \left( 1 - \frac{|x - y|}{\mu(\vartheta)} \right) \left( a^2 + a \right) \exp \left( - \frac{a}{\mu(\vartheta)} x \land y \right), \quad x, y > 0, \quad a > 0,
\]

and
We compare the approximate Bahadur slope to the double Kullback-Leibler distance, also called Kullback-Leibler (2021), we consider the following examples of distributions, all being a member of the class $G$:

$$
\text{where } G
$$

These are equivalent to the comparison of the local approximate Bahadur slopes of $G$. Since the limit in probability of $
\tilde{T}_{\vartheta}(0) = \mu_{\vartheta}(0) = 0$, and after some algebra we have $b'_{T_{\vartheta}}(0) = 0$. Here and in the following, all derivatives are calculated w.r.t. $\vartheta$. Writing $\mu_{\vartheta}(0)$, the same reasoning as in Appendix B of Cuparić et al. (2021) gives

$$
b'_{T_{\vartheta}}(0) = 2 \int_0^\infty \int_0^\infty h_{a}(x,y;0)g'(x;0)g'(y;0)dx dy + 4\mu_{\vartheta} \int_0^\infty \int_0^\infty h_{a}'(x,y;0)g(x;0)g'(y;0)dx dy
$$

Expanding $b_{T_{\vartheta}}(\vartheta)$ into a Taylor series around $\vartheta_0 = 0$, we obtain

$$
b_{T_{\vartheta}}(\vartheta) = \frac{b'_{T_{\vartheta}}(0)}{2} \vartheta^2 + O(\vartheta^3), \quad \text{as } \vartheta \to 0.
$$

From Section 2 we know that the limit distribution of $T_{\vartheta}$ is $\|Z\|_2 = \sum_{j=1}^\infty \lambda_j(a)N_j^2$, where $N_1, N_2, \ldots$ are iid. standard normal, and $(\lambda_j(a))_{j \in \mathbb{N}}$ is the decreasing sequence of positive eigenvalues of the integral operator $\mathcal{K}_a$. Using the result in Zolotarev (1961), the logarithmic tail behaviour of the limit distribution of $T_{n,a} = \sqrt{n}T_{\vartheta}$ is

$$
\log \left( 1 - F_{T_{\vartheta}}(x) \right) = -\frac{x^2}{2\lambda_1(a)} + O(x^2), \quad x \to \infty.
$$

Since the limit in probability of $\mathcal{M}_{n,a}/\sqrt{n}$ is $b_{T_{\vartheta}}(\vartheta)$, the approximate local Bahadur slope is given by

$$
c^*_{T_{\vartheta}}(\vartheta) = (\lambda_1(a))^{-1} b'_{T_{\vartheta}}(0) \vartheta^2 + o(\vartheta^2), \quad \text{as } \vartheta \to 0.
$$

We compare the approximate Bahadur slope to the double Kullback-Leibler distance, also called Kullback-Leibler information numbers see Nikitin & Tchirina (1996).

$$
KL(g) = \int_0^\infty \frac{(g'(x;0))^2}{g(x;0)}dx - \left( \int_0^\infty G'(x;0)dx \right)^2,
$$

where $G(x;\vartheta) = \int_0^x g(t;\vartheta)dt$ is the cumulative distribution function of $g(.;\vartheta)$. It is well known that the Kullback-Leibler information numbers are an upper bound for Bahadur efficiencies, see Bahadur (1971), Raghavachari (1970). Hence we compute the approximate Bahadur efficiencies, given by

$$
\sigma_{\text{eff}}(g) = \frac{b'_{T_{\vartheta}}(0)}{2\lambda_1(a)KL(g)}.
$$

These are equivalent to the comparison of the local approximate Bahadur slopes of $T_{n,a}$ and the likelihood ratio test as in Cuparić et al. (2021). Note that the largest eigenvalues $\lambda_1(a)$ are given in 9 and for easy reference tabulated in the first row of Table 2. To simplify the comparison to many well known competing procedures treated in Cuparić et al. (2021), we consider the following examples of distributions, all being a member of the class $G$ and being standard references for the computation of Bahadur efficiencies of exponentiality tests, see Section 5 of Nikitin (1996):

1. the Weibull distribution with density

$$
g(x;\vartheta) = (1 + \vartheta)x^\vartheta \exp(-x^{1+\vartheta}), \quad x \geq 0,
$$

and $KL(g) = 1 - 2\gamma + \pi^2/6 + \gamma^2 - (1-\gamma)^2$, where $\gamma = 0.5772156649\ldots$ is the Euler-Mascheroni constant,

2. the gamma distribution with density

$$
g(x;\vartheta) = x^\vartheta \exp(-x)/\Gamma(\vartheta + 1), \quad x \geq 0,
$$

where $\Gamma(\cdot)$ denotes the gamma function, and $KL(g) = \pi^2/6 - 1$,

3. a linear failure rate (LFR) distribution with density

$$
g(x;\vartheta) = (1 + \vartheta x) \exp(-x - \vartheta x^2/2), \quad x \geq 0,
$$

and $KL(g) = 1$, 
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4. a mixture of exponential distributions with negative weights (EMNW(β)) with density

\[ g(x; \vartheta) = (1 + \vartheta) \exp(-x) - \vartheta \beta \exp(-\beta x), \quad x \geq 0, \]

and \( KL(g) = 16/45 \) for \( \beta = 3 \),

5. and a Makeham distribution with density

\[ g(x; \vartheta) = (1 + \vartheta(1 - \exp(-x))) \exp(-x - \vartheta(x - 1 + \exp(-x))), \quad x \geq 0, \]

and \( KL(g) = 1/12 \).

The results are reported in Table 5. Interestingly, there is a clear dependence of the efficiency of the tests on the tuning parameter \( a \) under all considered alternatives. Sometimes the highest efficiency is attained for the largest considered tuning parameter as in the gamma case, but for the LFR alternative for the lowest value of \( a \). The Makeham alternative suggests to take \( 1 \) as best value for the tuning parameter. This behaviour is consistent with the empirical power study results in Tables 1 to 5 in Baringhaus & Henze (2008). A comparison to the Bahadur efficiencies stated in Tables 3 and 4 in Cuparić et al. (2021) for other tests of exponentiality shows that the considered procedures are competitive especially for the LFR and EMNW(3) alternatives. The results in Table 5 confirm the suggestion of Baringhaus & Henze (2008) that a tuning parameter \( a \) between 1 and 2 is a good choice, since it shows a robust approximate Bahadur efficiency over all considered alternatives.

5 Conclusions and Outlook

We revisited the family of tests of exponentiality of Baringhaus & Henze (2008) and provided new insight into the asymptotic behaviour of the tests under fixed alternatives as well as local Bahadur efficiencies. These results facilitate the comparison of the performances to other well known tests of exponentiality. As a result we visualised the dependence of the power of the tests on the choice of the tuning parameter \( a \). This effect might be controlled by implementing a data dependent choice of the tuning parameter due to Tenreiro (2019). We leave this investigation open for further research.

We finish the article by pointing out other open questions. As stated in Remark 1.1, the family of tests based on the integrated distribution function presented in Klar (2001) is very close to the test statistic \( T_{n,a} \). For this family of tests corresponding theoretical results as in Section 3 and 4 are missing. There is little hope to solve the eigenvalue problem in this case, but results regarding Bahadur efficiency may be obtained by approximating the largest eigenvalue numerically.

In Smuts et al. (2019) the authors propose a test of exponentiality based on a characterisation of the exponential law by a conditional second moment equation involving the hazard rate. Theoretical insight into this family of tests are hitherto missing, so it would be interesting to see corresponding results, since the tests based on the mean residual life function are tests based on a characterisation by a first conditional moment equation.
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A formulas for the functions in the estimator of the limiting variance

In this section we provide explicit formulas needed in Section 3. We write for $x, y > 0$ and $a > -1$

\[
\begin{align*}
\upsilon_{1,0}(x, y) &= \int_0^\infty (y - t - 1) \mathbb{1}\{x \wedge y > t\} \exp(-at) dt, \\
\upsilon_{2,0}(x, y) &= \int_0^\infty t(y - t - 1) \mathbb{1}\{x \wedge y > t\} \exp(-at) dt, \quad \text{and} \\
\upsilon_{3,0}(x, y) &= \int_0^\infty (y - t - 1)(x - t - 1) \mathbb{1}\{x \wedge y > t\} \exp(-at) dt.
\end{align*}
\]

Straightforward integration and some calculations show for $a \neq 0$

\[
\begin{align*}
\upsilon_{1,0}(x, y) &= a^{-2} \left[ (a(x \wedge y) + 1 + (1 - y)a) \exp(-a(x \wedge y)) - 1 + (y - 1)a \right] \\
\text{and} \upsilon_{1,0}(x, y) &= -(x \wedge y)(-2y + (x \wedge y) + 2)/2, x, y > 0, \text{as well as} \\
\upsilon_{2,0}(x, y) &= a^{-3} \left[ \left( (x \wedge y)^2 a^2 + ((1 - y)^2 a^2 + 2a)(x \wedge y) + 2 + (1 - y)a \right) \exp(-a(x \wedge y)) - 2 + (y - 1)a \right]
\end{align*}
\]
and \( v_{2,0}(x, y) = - (x \land y)^2 (2(x \land y) - 3y + 3)/6, x, y > 0 \). The third function integrates to

\[
v_{3,0}(x, y) = a^{-3} \left[ \left( - a^2 (x \land y)^2 + a (-2 + (x + y - 2) a) (x \land y) - 2 - (y - 1) (x - 1) a^2 \right. \right.
\]
\[
\left. \left. + (x + y - 2) a \exp (-a (x \land y)) + 2 + (y - 1) (x - 1) a^2 + (-x - y + 2) a \right] \right],
\]

where \( v_{3,0}(x, y) = (x \land y) \left( (x \land y)^2/3 + (-x/2 - y/2 + 1) (x \land y) + (y - 1) (x - 1) \right) \).

**B R source code**

In the following we provide the source code written for the statistical computing language R, see [R Core Team (2021)](https://www.r-project.org). An efficient implementation of the test statistic in (5) is given by the following code.

```r
T.n.a<-function(data,a)
{
    n=length(data)
    data=data/mean(data)
    datam=matrix(data,n,n)
    pj1=datam+t(datam)
    mjl=(data-1)%*%(t(data)-1)
    minjl=min(datam,t(datam))
    if (a==0) {SUM=minjl^3/3-(pj1-2)*minjl^2/2+mjl*minjl} else {
        SUM=(-(datam-minjl-1)*(t(datam)-minjl-1)*exp(-a*minjl)+mjl)/a+((pj1-2)*exp(-a*minjl)-(pj1-2))/a^2+2*(1-exp(-a*minjl))/a^3
    }
    return(sum(SUM)/n)
}
```

The following code can be used for approximation of the critical values of the test statistic by a Pearson system of distributions using the R package PearsonDS, see [Becker & Klößner (2017)](https://cran.r-project.org/package=PearsonDS).

```r
#Cumulants from Remark 2.2
kappa_1<-function(a) {return(1/((a+1)*(a+2)))}
kappa_2<-function(a) {return(2/((a^2+3*a+2)*(2*a+3)*(a+2)))}
kappa_3<-function(a) {return(16/((a+1)*(a+2)^3*(2*a+3)*(3*a+4)))}
kappa_4<-function(a) {return(48*(11*a+16)/((a+1)*(a+2)*2*(2*a+3)^2*(3*a+4)*(4*a+5)))}

#The function provides the approximation of the 1-alpha quantile of the limiting
distribution for a tuning parameter a
cv.T<-function(alpha,a)
{
    require(PearsonDS)
    kum=c(kappa_1(a),kappa_2(a),kappa_3(a),kappa_4(a))
    mom.a=c(kum[1:2],kum[3]*kum[2]^(-3/2),3+kum[4]*kum[2]^(-2))
    return(qpearson(1-alpha,moments=mom.a))
}
```