Machine learning modeling of high entropy alloy: the role of short-range order
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Abstract

The development of machine learning sheds new light on the traditionally complicated problem of thermodynamics in multicomponent alloys. Successful application of such a method, however, strongly depends on the quality of the data and model. Here we propose a scheme to improve the representativeness of the data by utilizing the short-range order (SRO) parameters to survey the configuration space. Using the improved data, a pair interaction model is trained for the NbMoTaW high entropy alloy using linear regression. Benefiting from the physics incorporated into the model, the learned effective Hamiltonian demonstrates excellent predictability over the whole configuration space. By including pair interactions within the 6th nearest-neighbor shell, this model achieves an $R^2$ testing score of 0.997 and root mean square error of 0.43 meV. We further perform a detailed analysis on the effects of training data, testing data, and model parameters. The results reveal the vital importance of representative data and physical model. On the other hand, we also examined the performance of neural networks, which is found to demonstrate a strong tendency to overfit the data.
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1. Introduction

The density functional theory (DFT) provides a powerful method to calculate the properties of materials from first principles. While essentially a ground state theory, the DFT method can be applied to study materials at finite temperature when combined with Monte Carlo simulation. While the synergy of DFT and Monte Carlo is simple in principle, their application is severely hindered by the daunting computational cost. For example, using a supercell of 250-atom [1], the “brute-force” calculation of the order-disorder transition in CuZn alloy, which is one of the earliest alloys used by humans, already takes $10^8$ CPU hours. One less ambitious, but more practical approach, is to establish an effective Hamiltonian from the DFT data, and feed this easy-to-calculate fitted model into MC simulations. One good example of this strategy is the cluster expansion method [2, 3], in which the energy is expressed in terms of the cluster functions and the corresponding effective cluster interactions (ECIs) [4]. To determine the ECIs, the Connolly and Williams approach (structure inversion method) is typically applied, where the energies of $N_b$ different structures are calculated with the DFT method. While the cluster expansion provides a systematic way to construct the effective Hamiltonian, its application to multiple component systems is limited due to the rapid increase of the number of ECIs with respect to chemical components [5, 6]. This is particularly true for the high entropy alloys (HEAs) [7, 8], which are a class of metallic materials that contain more than 4 different principal elements, and demonstrate some exceptional mechanical properties [9, 10, 11, 12].

The progress of computing power and algorithms brings new opportunities to the modeling of thermodynamics in multicomponent systems [13]. On one hand, with enhanced computational capability, a much larger set of DFT data can be calculated to determine the effective Hamiltonian. On the other hand, novel optimization techniques such as genetic algorithms [14, 15], Bayesian approaches [16, 17], and machine learning [18, 19] are developed for the modeling of complex systems. The machine learning method, in particular, has attracted significant attention due to its huge success on many fields [20], and has already been widely applied to the modeling of various physical quantities, such as atomic forces [21, 22], interatomic potentials [23, 24, 25], and formation energies [18, 26]. Compared to other fields, application of the machine learning to the thermodynamics of HEAs faces additional challenges originated from the huge configuration space. As a result, for a robust machine learning model, the following requirements need to be satisfied:

- The data should be representative. This demands spreading a sufficiently large amount of data over the configuration space to take into account all important features.

- The model must capture the underlying physics. This is the key for the model to maintain excellent reliability and predictability so that the Monte Carlo simulation can safely visit regions of the configuration space that are not well sampled by the training data.

- The testing data should be truly independent of the training data to avoid a spuriously high prediction accuracy due to the correlation between training and testing data.
To fulfill these requirements, we first need a set of parameters to characterize the phase space and measure the “distance” between different configurations. The short-range order (SRO) parameters are exactly such quantity. The SRO parameters can be measured in experiment via X-ray diffraction and are widely formulated in alloy theory. With the help of SRO parameters, the requirement of representative data is converted into spreading the data “homogeneously” over the space spanned by the SRO parameters. Moreover, corresponding to each SRO parameter there is an effective pair interaction, in terms of which it is natural to construct the effective Hamiltonian. Such a method satisfies all the above three requirements, and is applied to study the prototypical NbMoTaW refractory HEA in this work. The schematic of our method is shown in Fig. 1. The training data set is a range of quasi-random structures generated with different sizes of the supercell, which is a simple yet efficient technique to obtain training structures with various degrees of order and disorder. An effective pair interaction model is adopted to describe the configurational energies, with up to 8th nearest-neighbor shells included. The model is trained with linear regression on 1400 DFT data and tested with 200 structures of different SROs generated from simulated annealing, which is referred to as SRO data. On the other hand, the neural network methods are also employed for comparison.

![Figure 1: (Color online) A schematic to illustrate the main idea of our method. For a representative data, various degree of order should be included to the configurations in the data set.](image)

2. Results

2.1. Training and testing data

The energy of a condensed matter system can be split into two parts: one depends on the configuration (arrangement of atoms in perfect lattice), and the other depends on the positions of the atoms. The position part includes atomic relaxations and lattice vibrations, and are
generally very complicated. The configuration part, on the other hand, can be described relatively easily with a lattice model, and produces the key differences between HEAs and traditional alloys, therefore will be the focus of our study. For simplicity, the atoms are assumed to be on the perfect cubic sites, which generally affects the low temperature ground state, but has less effect at other temperatures [19]. To characterize the different chemical configurations, the Warren-Cowley short-range order parameters [27, 28] is employed, which is defined as

$$\alpha_{m}^{AB} = 1 - \frac{P_{m}^{A|B}}{c_A}, \quad (1)$$

where \(m\) represents the coordination shell, \(c_A\) is the concentration of element \(A\), and \(P_{m}^{A|B}\) is the probability of finding element \(A\) at the \(m\)-th neighbor shell of element \(B\). For an \(n\)-multicomponent alloy, a total of \(n(n-1)/2\) nearest-neighbor SRO parameters exist at each shell. A negative value of \(\alpha_{m}^{AB}\) indicates the preference of forming \(AB\) bonds at the \(m\)-th shell, while positive \(\alpha_{m}^{AB}\) suggests the opposite, and \(\alpha_{m}^{AB} = 0\) for each \(m\) corresponds to a completely random system.

Other than short-range order, the training data set also benefit from incorporating different long-range order. A simple yet efficient strategy to achieve both is to combine the DFT data calculated with different sizes of the supercell. Because of the periodic boundary conditions, the samples obtained with small supercells already include different long-range order, while the configurations from larger supercells contain various degree of short-range order, as illustrated in Fig. 2(a). From Fig. 2(b) and 2(c) it is easy to see that mixing these data produces an ensemble of a wide range of SRO and energy values. Of course, instead of quasirandom
structures, one may further improve the quality of the data by generating configurations of different SROs with simulated annealing. This is the approach we employ to obtain the testing data. Nevertheless, as will be shown in the results, the simple mixing of quasirandom structures already produces high quality training data.

Figure 3: Machine learning prediction results given different sources of training data set (a) 200 training data from 16-atom supercell, (b) 200 training data from 32-atom supercell, (c) 200 training data from 64-atom supercell, (d) 200 training data from 128-atom supercell and (e) 200 ensemble training data from 16, 32, 64 and 128-atom supercell (randomly draw 50 data from each supercell size). $E_{\text{DFT}}$ and $E_{\text{pred}}$ are referred to as the DFT-based prediction and ML-based prediction respectively and $E_0$ is a constant.

The benefit of mixing the training data can be easily seen in the test as shown in Fig. 3 where the training and testing results of 16, 32, 64, 128-atom supercells are compared with the that of the mixing data. The number of training data is chosen as the same (200) to exclude the effect of sample size, and the model parameters are also set as the same (coordination shell $m = 6$). For the 16-atom supercell, the training score $R^2 = 0.999$ show that the trained model is very accurate for a system described by a 16-atom supercell. However, the $R^2$ testing score obtained using the 1024-atom SRO data is only 0.829, which demonstrates the incompetence of the 16-atom data to generalize over the whole configuration space. This result also underscores the danger of representing a random system with a small supercell, which is a common practice due to its efficiency, but can lead to loss of physical information at the thermodynamic limit. The results of 32, 64, and 128-atom are better than that of 16-atom, reflecting that more physics is captured by these training data. Nevertheless, all of them are outperformed by the mixing data set, which is an ensemble drawn from the 16, 32, 64, and
Figure 4: Effect of testing data on prediction accuracy (RMSE). Blue bars: cross-validation testing results given 200 data drawn from 16, 32, 64, 128-atom supercell and ensemble data set. Orange bars: short-range order (SRO) testing data results using well-training model with 200 data drawn from 16, 32, 64, 128-atom supercell and ensemble data set (mixing of the data).

128-atom data. The mixing data set produces a testing score of 0.995 and root mean square error (RMSE) of 0.6 meV. Moreover, from Fig. 4, it can be seen that the cross validation testings constantly underestimate the RMSE. If no other independent testing, this would lead to the wrong conclusion that a “good” model has been successfully trained. To avoid such a pitfall, the correct practice should be using an independent testing data set, which is the SRO data in our case. From the RMSE of the SRO data, again we see that the mixing data set beats the others in terms of the accuracy and reliability. In addition, for the mixing data set, the errors from cross validation and SRO data testing have similar magnitude, which further verified its representativeness.

2.2. Model

As mentioned in the introduction, the traditional cluster expansion method is generally difficult when applied to multicomponent alloys because the number of parameters scales as $n^b$ for a $b$-body cluster of $n$ elements. Therefore, unless the high-order interactions in the system are important, it would be preferable to use an Ising-like model with only effective pair interactions (EPIs). In terms of the EPIs, the effective Hamiltonian at lattice site $i$ can be written as:

$$H(i) = \sum_{j \neq i} V_{m}^{A(i)B(j)} c_j + V_0^{A(i)},$$

(2)

where $A(i)$ represents element A at site $i$, $V_{m}^{A,B}$ is the interatomic pair potential between element A and B. $m$ is the coordination shell number signifying the separation between $i$ and $j$, $c_j$ is the occupation number, and $V_0$ is the concentration dependent part that can be discarded for a given composition. The total energy of the system can then be obtained by summing up the Hamiltonian over all atomic sites, which is given by:

$$E = N \sum_{A,B,m} V_{m}^{A,B} \sigma_{m}^{A,B},$$

(3)
where $N$ is the number of atoms in the system, and $\sigma_{A,B}^{m}$ is the percentage of $AB$ bonds in the $m$-th shell. For an $n$-component system, the number of different bonds in a single shell is $n(n+1)/2$. However, for a fixed chemical composition, there are also $n$ constraints from the concentration of each element, so the total number of independent parameters is $n(n-1)/2$. For instance, for the NbMoTaW refractory HEA, there are 10 different bonds for each coordination shell, i.e., NbNb, NbMo, NbTa, NbW, MoMo, MoTa, MoW, TaTa, TaW, WW, but only 6 of the corresponding SRO parameters are independent. Therefore, Eq. (4) can be written as

$$E = N \sum_{A>B,m} V_{m}^{A,B} P_{m}^{A|B},$$

(4)

Where $P_{m}^{A|B}$ is closely related to the short-range order parameter, as defined in Eq. (1). The parameters in Eq. (4) can be obviously determined with linear regression using $P_{m}^{A,B}$ as the features. This would correspond to a truncation of the ECIs in cluster expansion to retain only the pair interactions.

In practice, the cutoff for the number of coordination shells, $m$, need to be examined and determined for each specific material. For the NbMoTaW HEA, the impact of $m$ on the accuracy of the trained models is shown in Fig. 5 and Fig. 6. As can be seen, the nearest-neighbor model gives a rough approximation, with a testing score of 0.526 and RMSE of 5.79 meV. After including the next nearest-neighbor pair interactions, the accuracy of the model is substantially improved, with the testing score increased to 0.895 and RMSE reduced to 2.72 meV. As the number of shells further increases, the training accuracy generally becomes better, but the testing accuracy reaches a maximum at the 6th shell, after which including more shells into the effective Hamiltonian would reduce the testing score, indicating that too many features in the model could lead to poor performance due to the bias-variance tradeoff. By including the first 6 shells of pair interactions, the model Hamiltonian demonstrates an accuracy of 0.425 meV when compared against the DFT results.

The impact of coordination shells can also be analyzed from the EPI parameters, as shown in Fig. 7. Firstly, it is easy to see that the EPI parameters corresponding to the first two shells play a dominant role, followed by these from 3rd to the 6th shells, while the EPIs of the 7th and 8th shells are negligible. This is in agreement with our previous observation of the fitting results. Second, the values of the EPI parameters are very consistent with respect to the number of shells considered in the models. Even for the most complicated 8 shell model (Fig. 7(h)), the EPIs of the 1st shell are still quite similar to that of the nearest-neighbor model (Fig. 7(a)), which demonstrates the advantage of using a physical quantity, i.e., EPI, to construct the effective Hamiltonian. Moreover, if one inspects the effect of elements in Fig. 7, it can be seen that the magnitude of the nearest neighbor EPIs are largest for MoTa, followed by NbMo and WTa, and are generally small for WMo, NbTa, and WNb. These phenomena can actually be easily understood by taking a look at the periodic table: Among the four elements, Mo and Ta are the most distinct in terms of electronegativity on the periodic table (along the northeastern direction), therefore tend to form a strong bond. NbMo and WTa are bonds between elements of the same period but neighboring VB and VIB families. WMo and NbTa are bonds between elements of the same family but neighboring periods, therefore are generally less favored, and WNb is just the opposite of MoTa.

A heat map summarizes the impact of training data and feature space on the prediction
Figure 5: Effect of the number of coordination shells on prediction performance. (a)-(h) corresponds to the 1-8 coordination shells respectively. The blue dots and orange dots represent the 1400 training data and 200 short-range order testing data performance is shown in Fig. 8. It can be seen that the nearest-neighbor model will consistently produce an error of approximately 6 meV, no matter how many training data utilized. Such a large error is basically unacceptable for Monte Carlo simulations given that the total range of the configurational energy is only about 50 meV (see Fig. 3). On the other hand, using data from only small supercell also limits the accuracy of the model, and the data from at least 64-atom supercell are required to bring the testing error down to 1 meV. In addition, increasing the number of training data generally improve the testing results, just as expected. The best model is attained when the interaction within the 6th shells are considered, which
Figure 6: Effect of the number of coordination shells on training accuracy and short-range order (SRO) testing accuracy (RMSE) also agrees with our previous observations.

2.3. Neural networks

Neural networks are widely used to train models of large amount of features and capture complex relationship between the inputs and outputs. For a given atomic configuration $\sigma$, the loss function $\mathcal{L}$ in the neural network is defined in terms of the predicted energy $E(\sigma)$ and DFT calculated energy $E_{DFT}(\sigma)$ as

$$\mathcal{L} = \frac{1}{N} \sum_{\sigma} (E(\sigma) - E_{DFT}(\sigma))^2. \quad (5)$$

Since the performance of neural networks depends on their structure, four different neural network structures are examined and the results are shown in Fig. 9. Testing of the neural networks is performed using both the SRO data and 5-fold cross validation. From Fig. 9, we can easily observe that all four neural network models demonstrate a much smaller RMSE in cross validation than the SRO data testing, indicating the neural networks overfit the training data. The overfitting can also be seen from the large error bar of the SRO testing.

While the neural networks demonstrate a strong tendency to overfit, their versatility still gives them great potential on the modelling of high entropy alloys, which grants more future investigation on the improvement. On one hand, the added complexity in the model naturally requires more data points due to the bias-variance tradeoff. On the other hand, the incompetence of neural networks in extrapolating also originates from the loss of physics, which is in stark contrast to the pair interaction model that is made up of only effective bonds and SRO parameters. Therefore, one strategy to improve the neural networks in the future might be taken physics into account when constructing the neural networks.

3. Summary

The application of machine learning to the construction of effective Hamiltonian sheds new light on the traditional problem of thermodynamics in complex multicomponent systems. A lot of progress has been made, as demonstrated by the various modeling schemes proposed
Figure 7: Effective pair interactions (EPIs) results given different number of coordination shells from 1 to 8, which corresponds to the subfigures (a)-(h) respectively.

However, a key factor in any statistical modeling, representativeness of the data, has been largely missed. In this work, we propose a simple technique to obtain representative data: combining the DFT data calculated with different sizes of supercells. This method naturally incorporates chemical configurations of various short-range and long-range order,
Figure 8: Relationship heatmap between the number of coordination shells and increased training data set (200, 400, 600, 800, 1000 and 1200) drawn from various supercell systems.

Figure 9: Machine learning prediction using neural networks (NN) with various structures, including (a) single layer with 5 neurons, (b) single layer with 10 neurons, (c) single layer with 20 neurons and (d) two layers with 10 neurons for each layer.

therefore provides a good sampling of the configuration space. We also propose to use effective pair interactions to construct the effective Hamiltonian of HEA systems, with the SRO
parameters as features of the linear regression model. Applying this method to the prototype NbMoTaW HEA, we find the trained effective Hamiltonian provides a very accurate description of the configurational energy, achieving an $R^2$ testing score of 0.997 and root mean square error of 0.43 meV. Moreover, we find the widely used cross-validation generally underestimate the testing error of a predictive model. Therefore, one should be very cautious when using it to evaluate the performance of models. By comparison, the testing with data set independent of the training one would give a much more reliable evaluation of the model’s accuracy. Finally, our results also highlight the importance of incorporating physics into the model, as demonstrated by the robustness of the pair interaction model and the tendency of overfitting in the neural networks.

4. Method

The DFT data are calculated with the locally self-consistent multiple scattering (LSMS) method [30], which is a real space implementation of the Korringa-Kohn-Rostoker (KKR) method that scales linearly with respect to the number atoms. The angular momentum cutoff in the LSMS method is set as 3, a local interaction zone of 59 atoms is used, and the scalar-relativistic equations are solved to properly treat the heavier elements in the system.

The testing data sets are generated with a simulated annealing algorithm. This algorithm initializes the configuration randomly at high temperature, then progressively decreases the temperature and updates the configuration with the Metropolis algorithm, in order to reach the state of desired SRO parameters. In practice, we set the nearest-neighbor SRO parameters, i.e., WNb, WMo, WTa, NbMo, NbTa, MoTa as $\alpha \times (1, 1, -1, -1, 1, -1)$, where 200 values of $\alpha$ distribute uniformly between 0 and 1. When $\alpha = 1$ the SRO parameters correspond to the ordered ground state of $\text{Nb–Mo–Ta–W–W–Ta–Mo–Nb}$ sequence in [19], and when $\alpha = 0$ it is just a completely random configuration. If one intends to make more inclusive tests, other values of SRO parameters at different shells can also be added into the testing sample. The size of the supercell is 1024 atoms. After the configurations are generated, they are feed into the LSMS method to calculate the total energy.

The scikit-learn package is used for both linear regression and neural networks. All the linear regression results presented in this article are obtained with ordinary least square. We also test the effects of regularization schemes using both Lasso and Ridge regression, which turn out to have a minor effect on the results. Training neural networks is achieved by minimizing the loss function in Eq. (5) using backpropagation algorithms. In this study, we use advanced quasi-Newton methods that adaptively update the learning rates for each weight parameter with an initial rate of $\lambda = 0.001$. We further use mini-batch training with mini-batch size $m = 100$, where the gradients are calculated over a subset of training data before updating the weights. 1000 epochs of batch training are run for the training data set.
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