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Abstract

A number of pattern recognition tasks, e.g., face verification, can be boiled down to classification or clustering of unit length directional feature vectors whose distance can be simply computed by their angle. In this paper, we propose the von Mises-Fisher (vMF) mixture model as the theoretical foundation for an effective deep-learning of such directional features and derive a novel vMF Mixture Loss and its corresponding vMF deep features. The proposed vMF features learning achieves a discriminative learning, i.e., compacting the instances of the same class while increasing the distance of instances from different classes, and subsumes a number of loss functions or deep learning practice, e.g., normalization. The experiments carried out on face verification using 4 different challenging face datasets, i.e., LFW, IJB-A, YouTube faces and CACD, show the effectiveness of the proposed approach, which displays very competitive and state-of-the-art results.

1 Introduction

A number of pattern recognition tasks, e.g., face recognition, can be boiled down to supervised classification or unsupervised clustering of unit length feature vectors whose distance can be simply computed by their angle, i.e., cosine distance. In deep learning, many methods find useful to unit-normalize the final feature vectors, e.g., [45, 10, 47, 51], and provide, beyond the simple softmax loss, additional or reinforced supervising signal, e.g., center loss [47], large margin softmax loss [24], to further enable a discriminative learning, i.e., compacting intra-class instances while repulsing inter-class instances, and thereby increase the final recognition accuracy. However, the great success of these methods and practices in several computer vision tasks remains unclear from a theoretical viewpoint, which motivates us to study the deep features representation from a theoretical perspective.

Statistical Mixture Models (MM) is a common method to perform probabilistic clustering and widely used in data mining and machine learning [28]. MM plays key role in model based clustering [4], which assumes a generative model, i.e., each observation is a sample from a finite mixture of probability distributions. We adopt the theoretical concept of MM to represent the deep features.

Unit length normalized feature vectors are directional features which only keep the orientations of data features as discriminative information while ignoring their magnitude. In this case, simple angle measurement, e.g., cosine distance, can be used as dissimilarity measure of two data points and provides very intuitive geometric interpretation of similarity [12]. In this paper, we propose to model the (deep)-features delivered by the deep neural nets, e.g., CNN-based neural networks, as a mixture of von Mises-Fisher distributions, also called vMF Mixture Model (vMFMM). The von Mises-Fisher (vMF) is a fundamental probability distribution, which has been successfully used in unsupervised
classification to analyze image \cite{15} and text \cite{2,12}. In combining this vMFMM with deep neural networks, we derive a novel loss function, namely vMF mixture loss (vMFML) which enables a discriminative learning. Figure 1(a) (from right to left) provides an illustration of the proposed model with a 5 classes vMFMM. Figure 1(b) shows the discriminative nature of the proposed model, i.e., the learned features for each class are compacted whereas inter-class features are repulsed.

To demonstrate the effectiveness of the proposed method, we carried out extensive experiments on face recognition (FR) task on which recent deep learning-based methods \cite{40, 36, 37, 30, 23} have surpassed human level performance. We used 4 different challenging face datasets, namely LFW \cite{18} for face recognition in the wild, IJB-A \cite{20} for face templates matching, YouTube Faces \cite{48} (YTF) for video faces matching, and CACD \cite{5} for cross age face matching. Using only one deep CNN-based neural network trained on the MS-Celeb dataset \cite{14}, the proposed method achieves 99.58\% accuracy on LFW, 85\% TAR@FAR=0.001 on IJB-A, 96.46\% accuracy on YTF and 99.2\% accuracy on CACD. These results indicate that our method achieves very competitive and state-of-the-art FR results, and generalizes very well across different datasets.

![Figure 1](image.png)

**Figure 1:** (a) illustration of the proposed model, where face represent the object and (b) illustration of the 3D features learned from the MNIST digits \cite{21}, top: softmax loss, bottom: proposed (vMFML). Features from different classes are shown with different markers and colors in the sphere.

The contributions of the proposed method can be summarized as follows:

- we propose a feature representation model (Section 3.1.1) from a theoretical perspective. It is based on the statistical finite mixture model \cite{28} with a directional distribution \cite{25}. It provides a novel view for modeling the problem and better understanding the desired pattern recognition task. Therefore, it can help to develop efficient methods to achieve better results.

- we propose a directional features representation learning method, called vMF-FL (Section 3.1.2), which combines the theoretical model with the CNN model. vMF-FL provides a novel loss function, called vMFML (Section 3.2), whose formulation w.r.t. the backpropagation \cite{21} method shows that it can be easily integrated with any CNN model. Moreover, vMFML is able to explain different loss functions \cite{47,24} and normalization methods \cite{33,8,19}. vMFML not only interprets the relation among the parameters and features, but also improves CNN learning task w.r.t. efficiency (faster convergence) and performance (better accuracy). It can be used in a variety of classification task under the assumption of directional features.

- we demonstrate the proposed method for face verification and observe that it achieves state-of-the-art results and generalizes very well across different types of FR tasks.

In the remaining part, first we study the related work in Section 2, describe our method in Section 3, present experimental results with analysis in Section 4, and finally draw conclusions in Section 5.
2 Related Work

**Mixture models (MM)** [28] are relatively under-explored with the neural network (NN) based methods. [29] used the Gaussian MM (GMM) to model deep NN as a mixture of transformers. [31] captured the variations of nuisance variables with the mixture of NNs. While both [28, 29] of them used MM within the NN, we consider NN externally and use as a single transformer. [43, 42] used GMM with NN and applied it for speech analysis. [43] learned discriminative features with their proposed GMM layer. [42] used the concept of log-linear model with GMM and NN. While our method is more similar to [43, 42], there are several differences: (a) we use directional (unit normalized) features; (b) we use the vMF [25] distribution which is more appropriate for directional features [16]; (c) our features representation model is based on a generative model-based [4] concept; and (d) we exploit the CNN [21] model and explore practical application of computer vision.

**MM with directional distributions** [25] have been used in a variety of domains to analyze images [16], speech [44], text [2, 12], gene expressions [2], pose [11], diffusion MRI [3], etc. However, they remain unexplored to learn discriminative features. In this paper, we aim to explore this by modeling the task with the vMF distribution [25, 2] and combining it with a CNN model. To our knowledge, this is the first reported attempt to use a directional distribution with the CNN model.

**Loss functions** are essential part of CNN training. Recent researches [47, 24] indicate that the widely used softmax loss cannot guarantee to provide discriminative features. [47] proposed center loss as a supplementary loss to minimize intra-class variations and hence to improve feature discrimination. We can achieve it with a single loss. [24] proposed the large-margin softmax loss by incorporating an intuitive margin on the classification boundary, which can be explained by our method under certain condition (Section 3.3 provides more details).

**Face recognition (FR)** methods achieved remarkable results on the standard LFW [18] benchmark by using deep CNN models. FR methods commonly use the popular CNN models as their baseline model. For example, AlexNet is used by [33, 1, 26, 36] and VGGNet is used by [30, 9, 27, 1, 26, 10, 39]. We use the ResNet [17] based deeper CNN model. In general, FR methods use the softmax loss to train the CNN as an identity classifier. Recently the center loss [47] is proposed to enhance feature discrimination. Besides, several task specific loss functions, such as the contrastive loss [13, 7] is used by [38, 40, 39, 37, 50] and the triplet loss [36] is used by [36, 30, 9, 23]. The contrastive and triplet loss require careful preparation of the image pairs/triplets by maintaining certain constrains [36]. vMF-FL simply learns features via identity classification and requires the class labels only.

3 Methodology

In this section, first we present the **statistical features representation** model and then discuss the **features representation learning** method w.r.t. the model. Finally, we present the complete face recognition pipeline to demonstrate a practical application.

3.1 Model and Method

**3.1.1 Statistical Features Representation (SFR) Model**

We propose the SFR model based on the generative model-based approach [28], where the features are issued from a finite statistical mixture of probability distributions. Then, these features are transformed into the 2D image space using a transformer. Figure 1(a) (from right to left) provides an illustration, which considers a mixture of von Mises-Fisher (vMF) distributions [25] to model the features from different classes. The vMF distribution [25] is parameterized with the mean direction $\mu$ (shown as solid lines) and concentration $\kappa$ (indicates the spread of feature points from the solid line). For the $i^{th}$ image features $x_i$, let us call it vMF feature, we define the SFR model with $M$ classes as:

$$SFR(x_i|\Theta_M) = \sum_{j=1}^{M} \pi_j V_d(x_i|\mu_j, \kappa_j)$$  \hspace{1cm} (1)

where $\pi_j$, $\mu_j$ and $\kappa_j$ denote respectively the mixing proportion, mean direction and concentration value of the $j^{th}$ class. $\Theta_M$ is the set of model parameters and $V_d(.)$ is the density function of the vMF distribution (see Section 3.2 for details).
The SFR model makes **equal privilege assumption** for the classes, i.e., each class \( j \) has **equal appearance** probability \( \pi \) and is distributed with **same concentration** value \( \kappa \). This assumption is important for **discriminative learning** to make sure that the supervised classifier is not biased to any particular class regardless of the number of samples and amount of variations present in the training data for each class. On the other hand, \( \mu_j \) plays significant role to preserve each identity in its respective space. Therefore, the generative SFR model can be used for **discriminative learning** tasks, which can be viewed by reversing the directions in Figure 1(a), i.e., information will flow from left to right. Next we discuss the discriminative features learning task w.r.t. the SFR model in details.

### 3.1.2 vMF Features Learning (vMF-FL) Method

Figure 2 illustrates the workflow of the vMF-FL method, where the features are learned using an object identity classifier. The vMF-FL method consists of two sub-tasks: (1) mapping input 2D objects images to **vMF features** using the CNN model, which we use as the **transformer** and (2) classifying features to the respective classes based on the **discriminative view** of SFR model. It formulates an optimization problem by integrating the SFR and CNN models and learns parameters by minimizing the classification loss. In general, CNN models use the **softmax** function and minimize the cross entropy. Therefore, our integration will replace the **softmax** function according to Eq. 1.

![Figure 2: Workflow of the vMF-FL method. top: block diagram and bottom: view with an example.](image)

### 3.2 SFR model and von Mises-Fisher Mixture Loss (vMFML)

Our proposed SFR model assumes that the features are unit vectors and distributed according to a mixture of vMFs. By combining the SFR and CNN, vMF-ML method provides a novel loss function, called the **von Mises-Fisher Mixture Loss** (vMFML). Below we provide the formulation of vMFML.

**vMF Mixture Model (vMFMM):** For a \( d \) dimensional random unit vector \( x = [x_1, ..., x_d]^T \in S^{d-1} \subset \mathbb{R}^d \) (i.e., \( \|x\|_2 = 1 \)), the density function of the vMF distribution is defined as [25]:

\[
V_d(x|\mu, \kappa) = C_d(\kappa) \exp(\kappa \mu^T x)
\]

where, \( \mu \) denotes the mean (with \( \|\mu\|_2 = 1 \)) and \( \kappa \) denotes the concentration parameter (with \( \kappa \geq 0 \)).

\[
C_d(\kappa) = \frac{\pi^{d/2-1}}{2^{d/2}I_{d/2-1}(\kappa)}
\]

is the normalization constant, where, \( I_p(.) \) is the modified Bessel function of the first kind.

The top row of Figure 3 illustrates the vMF samples with different values of \( \kappa \). Let \( X = \{x_i\}_{i=1,...,N} \) is a set of samples, where \( N \) is the total number of samples. For the \( i^{th} \) sample \( x_i \), the vMFMM with \( M \) classes is defined as [2]: \( g_v(x_i|\Theta_M) = \sum_{j=1}^{M} \pi_j V_d(x_i|\mu_j, \kappa_j) \), where \( \Theta_M = \{(\pi_1, \mu_1, \kappa_1), ..., (\pi_M, \mu_M, \kappa_M)\} \) is the set of parameters, \( \pi_j \) is the mixing proportion of the \( j^{th} \) class. The bottom row of Figure 3 shows the samples from vMFMM with different \( \kappa \) values.

The Expectation Maximization (EM) method has been used to estimate the vMFMM parameters [2] by minimizing the negative log-likelihood value, i.e., minimizing \( -\log(g_v(X|\Theta_M)) \). In the E-step, it estimates the posterior probability as:

\[
p_{ij} = \frac{\pi_j V_d(x_i|\mu_j, \kappa_j)}{\sum_{i=1}^{N} \pi_i V_d(x_i|\mu_i, \kappa_i)}
\]

and in the M-step it updates parameters as:

\[
\pi_j = \frac{1}{N} \sum_{i=1}^{N} p_{ij} \quad \mu_j = \frac{\sum_{i=1}^{N} p_{ij} x_i}{\sum_{i=1}^{N} p_{ij}} \quad \kappa_j = \frac{\sum_{i=1}^{N} p_{ij}}{\sum_{i=1}^{N} p_{ij}} \quad \text{and} \quad \bar{\kappa} = \frac{d - \bar{e}}{1 - \bar{e}}
\]

where, \( \bar{e} = \frac{1}{I_p(\kappa)} \).

**von Mises-Fisher Mixture Loss (vMFML) and optimization:** Our vMF-FL method aims to learn discriminative features by minimizing the classification loss. Within this (supervised classification)
where

\[ y = \mu \]

with the softmax weight as:

\[
\text{softmax weight as:}
\]

This requires us to compute the gradients of vMFML for brevity) as:

\[
\frac{\partial z_j}{\partial \kappa} = \mu_j^T x; \quad \frac{\partial z_j}{\partial \mu_j} = \kappa x_d; \quad \frac{\partial z_j}{\partial x_d} = \kappa \mu_j d
\]

Now we compare vMFML with softmax loss: \( L_{\text{Softmax}} = -\sum_{i=1}^{N} \sum_{j=1}^{M} y_{ij} \log(p_{ij}) = -\sum_{i=1}^{N} \log \frac{\exp(\kappa \mu_i^T x_i)}{\sum_{l=1}^{M} \exp(\kappa \mu_l^T x_i)} = -\sum_{i=1}^{N} \log \frac{\exp(e^{r_i})}{\sum_{l=1}^{M} e^{r_l}} \left[ z_j = \kappa \mu_j^T x_i \right]

(4)

where, \( y_{ij} \) is the true class probability and we set \( y_{ij} = 1 \) as we only know the true class labels.

Now, we observe that the proposed vMF-FL method modifies the CNN training by replacing the softmax loss with vMFML. Therefore, to learn the parameters we can follow the standard CNN model learning procedure, i.e., iteratively learn through the forward and backward propagation [21]. This requires us to compute the gradients of vMFML w.r.t. the parameters. By following the chain rule, we can compute the gradients (we consider single sample and drop subscript \( i \) for brevity) as:

\[
\frac{\partial L}{\partial f_d} = \sum_{j=1}^{M} \left( p_j - y_j \right) \mu_j^T x; \quad \frac{\partial L}{\partial \mu_j} = (p_j - y_j) \kappa x_d
\]

(7)

\[
\frac{\partial L}{\partial x_d} = \sum_{j=1}^{M} (p_j - y_j) \kappa \mu_j d; \quad \frac{\partial L}{\partial f_d} = 1 \left[ \frac{\partial L}{\partial x_d} - x_d \sum_r \frac{\partial L}{\partial x_r} x_r \right]
\]

(8)

context, we set our objective as to minimize the cross entropy guided by the vMFMM. Therefore, we rewrite the posterior probability based on the equal privilege assumption of SFR model as:

\[
p_{ij} = \frac{\exp(\kappa \mu_i^T x_i)}{\sum_{l=1}^{M} \exp(\kappa \mu_l^T x_i)}
\]

(3)
3.3 Interpretation and discussion

The proposed model represents each class (e.g., face) with the mean ($\mu$) and concentration ($\kappa$) parameters of the vMF distribution, which (unlike weight and bias) express their direct relationship with the respective class. $\mu$ provides an expected representation (e.g., mean face image) of the class and $\kappa$ (independently computed) indicates the variations within samples from the class.

In terms of discriminative feature learning [47][24], we can interpret the effectiveness of vMFML by analyzing the shape of the vMF distributions and vMFMMs in Figure 3 based on the $\kappa$ value. For high value of $\kappa$, i.e., highly concentrated features, the distribution has a mode at the mean direction $\mu$. In contrary, for low values of $\kappa$ the samples appear to be uniformly distributed on the sphere. We observe that $\kappa$ also plays an important role to separate the vMFML samples from different classes. A higher $\kappa$ value will enforce the features to be more concentrated around $\mu$ to minimize intra-class variations (reduce angular distances of samples and mean) and maximize inter-class distances (see Figure 3 and 1(b)). Therefore, unlike [47] (jointly optimizes two losses), we can learn discriminative features by optimizing single loss function and save $M \times D$ parameters, where $D$ is the features dimension. Moreover, in Eq. 4 by using a higher $\kappa$ value for the true class compared to the rest, i.e., $\kappa_{y_i} > \kappa_{j \neq y_i}$, our method can formulate the large-margin softmax loss [24] under certain condition.

Normalization [19][34][8] becomes an increasingly popular technique to use within the CNN models. Our method (s.t. normalization in the final layer) takes the advantages of different normalization techniques due to its natural form of the features ($\|x\| = 1$) and parameter ($\|\mu\| = 1$). Particularly, the term $\kappa \mu$ is equivalent to the reparameterization proposed by weight normalization [34] and $\mu^T x$ is equivalent to the cosine normalization [8]. Both [34] and [8] provide their relationship with the batch normalization [19] under certain conditions, which can be equally applicable to our case.

3.4 Face Verification with the vMF-FL method

The proposed vMF-FL method learns discriminative features from a set of 2D objects images. We use it to extract facial features and verify pairs of face images [18], templates [20] and videos [48].

CNN model: In general, any CNN model can be used with the proposed vMF-FL method. In this work, we follow the recent trend [13][17] to use a deeper CNN. To this aim, we choose the publicly available [47] CNN model provided by the authors of [47]. It consists of 27 convolution (Conv), 4 pooling (Pool) and 1 fully connected (FC) layers. Figure 4 illustrates the CNN model. Each convolution uses a $3 \times 3$ kernel and is followed by an ReLU activation function. The CNN progresses from the lower to higher depth by decreasing the spatial resolution using a $2 \times 2$ max Pool layer while gradually increasing the number of feature maps from 32 to 512. The 512 dimensional output from the FC layer is then unit normalized which we consider as the desired discriminative features representation of the input 2D image. Finally, we use the proposed vMFML and optimize the CNN during training. Overall, the CNN comprises 36.1M parameters for feature representation and $(512 \times M) + 1$ parameters for the vMFML, where $M$ is the total number of classes in the training database. Note that, vMFML only requires one additional scalar parameter ($\kappa$) compared to the general softmax loss.

Face verification: Our face verification strategy follows the steps below: 1. pre-process: normalize the face image by applying a 2D similarity transformation based on the detected facial landmarks (using MTCNN [52]) and pre-set coordinates in a 112×96 image frame; 2. extract features: use the CNN (trained with vMF-FL) to extract features from the original and horizontally flipped version and take the element-wise maximum value. For template [20] and video [48], obtain the features of an identity by taking element-wise average of the features from all of the images/frames. and 3. compute score: compute the cosine similarity as the score and compare it to a threshold.

4 Experiments, Results and Discussion

We train the CNN model, use it to extract features and perform different types (single-image [18][5], multi-image or video [20][48]) of face verification. In order to verify the effectiveness, we experiment on several datasets, namely LFW [18], IJB-A [20], YTF [48] and CACD [5], which impose various

1Note that the CNN proposed in [47] is different than the publicly provided CNN by the same authors. Therefore, in order to avoid confusion, we do not cite our CNN model directly as [47].
Figure 4: (a) Illustration of the CNN model with vMFML. CoPr indicates Convolution followed by the PReLU activation. ResBl is a residual block which computes \( \text{output} = \text{input} + \text{CoPr}(\text{CoPr}(\text{input})) \). # Replication indicates how many times the same block is sequentially replicated. # Filt denotes the number of feature maps. (b) Illustration of the residual block ResBl.

challenge to FR by collecting images from different sources and ensuring sufficient variations w.r.t. pose, illumination, occlusion, expression, resolution, age, geographic regions, etc.

4.1 CNN Training

We collect the training images from the cleaned version of the MS-Celeb-1M database, which consists of 4.61M images of 61.24K identities. We train our CNN model using only the identity label of each image. We use 95% images (4.3M images) for training and 5% images (259K images) for monitoring and evaluating the loss and accuracy. We train our CNN using the stochastic gradient descent method and momentum set to 0.9. We begin the CNN training with a learning rate of 0.1 for 2 epochs. Then we decrease it after each epoch by a factor 10. We stop the training after 5 epochs. We use 120 images in each mini-batch. During training, we apply data augmentation by horizontally flipping the images. Note that, during evaluation on a particular dataset, we do not apply any additional CNN training or fine-tuning and dimension reduction.

4.2 Sensitivity Analysis

First, we analyze the sensitivity of the \( \kappa \) parameter. In general, we can initialize it with a small value (e.g., 1) and learn it via backpropagation. However, we observe that the trained \( \kappa \) may provide sub-optimal results, specially when it is trained with large number of CNN parameters and updated with the same learning rate. To overcome this, we set \( \kappa \) to an approximated value as \( \kappa = \sqrt{d/2} \) and set its learning rate by multiplying the CNN learning rate with a small value 0.001. An alternative choice is to set \( \kappa \) to a fixed value for the entire training period, where the value will be determined empirically. Our best results are achieved with \( \kappa = 16 \). On the other hand, the parameter \( \mu \) does not exhibit any particular sensitivity and learned in a similar way to other CNN parameters.

Next, we observe the sensitivity w.r.t. CNN depth and training dataset size. First we use the CASIA dataset and train a shallower CNN proposed in and get 98% accuracy with vMFML, 97.6% with joint softmax+center loss (JSCL) and 97.5% with softmax loss. On the other hand, with the deeper CNN (Section 3.4) we achieved 99.1% with vMFML, 98.75% with JSCL and 97.4% with softmax loss. Therefore, vMFML achieves better result (from 98% to 99.1%) with a deeper CNN. Next, we train the deeper CNN with MS-Celeb-1M and achieved 99.58% with vMFML, 99.28% with JSCL and 98.5% with softmax loss, which means vMFML improves result (from 99.1% to 99.58%) when trained with a larger dataset. We see that, JSCL shows similar sensitivity as vMFML.

4.3 Results and Evaluation

Now we evaluate the proposed vMF-FL method on the most common and challenging FR datasets.

\footnote{We take the list of 5.05M faces provided by \cite{49} and keep non-overlapping (with test set) identities which has at least 30 images after successful landmarks detection.}
Table 1: Comparison of the state-of-the-art methods evaluated on different datasets: LFW [18], YTF [48], CACD [5] and IJBA [20]. For a fair comparison, we consider the results from different methods which are obtained without any additional training (e.g., metric learning, task specific training, etc.). If a method does not provide result without it, we indicate result with a "*" symbol. T@F means the TAR at a fixed FAR.

| FR method            | # of CNNs | Tr. Data Info | LFW Acc % | YTF Acc % | CACD Acc % | IJB-A T@F | IJB-A T@F |
|----------------------|-----------|---------------|-----------|-----------|------------|-----------|-----------|
| vMF-FL (proposed)    | 1         | 4.51M, 61.2M  | 99.58     | 99.46     | 99.20      | 0.897     | 0.850     |
| Baidu [23]           | 10        | 1.2M, 1.8K    | 97.77     | -         | -          | -         | -         |
| Baidu [23]           | 1         | 1.2M, 1.8K    | 97.15     | -         | -          | -         | -         |
| FaceNet [36]         | 1         | 200M, 8M      | 96.46     | 95.18     | -          | -         | -         |
| Sparse CNet [39]     | 25        | 0.29M, 12K    | 99.55     | 93.5*     | -          | 0.726*    | 0.460*    |
| DeepID3 [37]         | 25        | 0.29M, 12K    | 99.53     | -         | -          | -         | -         |
| Megvii [53]          | 4         | 5M, 0.2M      | 99.50     | -         | -          | -         | -         |
| LF-CNNs [46]         | 25        | 0.7M, 17.2K   | 99.50     | -         | 98.50      | -         | -         |
| Center Loss [47]     | 1         | 0.7M, 17.2K   | 99.28     | 94.90     | -          | -         | -         |
| MM-DFR [10]          | 8         | 0.49M, 10.5K  | 99.57     | -         | -          | -         | -         |
| VGG Face [30]        | 1         | 2.6M, 1.8K    | 98.95     | 91.60     | 96.00      | 0.805     | 0.604     |
| MFM-CNN [49]         | 1         | 5.1M, 19K     | 98.80     | 93.40     | 97.95      | -         | -         |
| L. M. S. Loss [24]   | 9         | 0.49M, 10.5K  | 98.71     | -         | -          | -         | -         |
| Aug-Pose-Syn [27]    | 1         | 2.4M, 10.5K   | 98.06     | -         | -          | 0.729*    | 0.510*    |
| Deepface [40]        | 3         | 4.4M, 4K      | 97.35     | 91.4      | -          | -         | -         |
| Unconst. FV [6]      | 1         | 0.49M, 10.5K  | 97.15     | -         | -          | 0.838*    | -         |
| CASIA [51]           | 1         | 0.49M, 10.5K  | 96.13     | 88.0      | -          | -         | -         |
| Deep Multipose [11]  | 6         | 2.4M, 10.5K   | -         | -         | -          | 0.787     | -         |
| Pose aware FR [26]   | 5         | 2.4M, 10.5K   | -         | -         | -          | 0.826     | 0.652     |
| TPE [35]             | 1         | 0.49M, 10.5K  | -         | -         | -          | 0.871     | 0.766     |
| All-In-One [33]      | 1         | 0.49M, 10.5K  | -         | -         | -          | 0.893     | 0.787     |

Labeled Faces in the Wild (LFW) [18] is one of the most popular and challenging dataset for evaluating unconstrained FR methods. The FR task requires verifying 6000 image pairs in 10 folds and report average accuracy. These pairs comprises 7.7K images of 4,281 identities. Based on the recent trend, we follow the unrestricted-labeled-outside-data protocol for evaluation. Results in Table 1 show that, our method achieves very competitive accuracy (99.58%) and among the top performers, despite the fact that: (a) we use single CNN, whereas Baidu [23] used 10 CNNs to obtain 99.77% and (b) we train CNN with comparatively much less amount of data and identities, whereas FaceNet [36] used 200M images of 8M identities to obtain 99.63%. Besides, results from [23, 39, 37, 53, 46, 38] indicate that we may further improve our result by combining features from multiple CNN models. The results in the Table 1 indicates saturation, because all of the methods achieve close to or more than human performance (97.53%). Besides, it is argued that matching only 6K pairs is insufficient to justify a method w.r.t. the real world FR scenario [22]. Therefore, we follow the BLUFR LFW protocol [22] and measure the true accept rate (TAR) at a low false accept rate (FAR). BLUFR [22] protocol exploits all LFW images and verifies 47M pairs per trial. We compute the verification rate (VR) at FAR=0.1% and compare with the methods which reported results in this protocol. We observe that: vMF-FL (99.1) > Center Loss [47] (92.97%) > FSS [45] (89.8%) > CASIA [51] (80.26%), i.e., our method is the best among the results published so far. Therefore, this result together with Table 1 confirm the remarkable performance of vMF-FL on the LFW.

YouTube Faces [48] (YTF) is a widely used FR dataset of unconstrained videos. It consists of 3,425 videos of 1,595 identities. YTF evaluation requires matching 5000 video pairs in 10 folds and report average accuracy. Each fold consists of 500 video pairs and ensures subject-mutually exclusive property. We follow the restricted protocol of YTF, i.e., access to only the similarity information. Results in Table 1 show that our method provides the best accuracy (96.46%) in this dataset.

---
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3Results computed from the features publicly provided by the authors.
**Cross-Age Celebrity Dataset (CACD)** [5] dataset aims to ensure large variations of the ages in the wild. It consists of 163,446 images of 2000 identities with the age ranging from 16 to 62. CACD evaluation requires verifying 4000 image pairs in ten folds and report average accuracy. Results from Table 1 show that our method provides the best accuracy. Moreover, it is better than LF-CNN [46], which is a recent method specialized on age invariant face recognition.

**IARPA Janus Benchmark A (IJB-A)** [20] database aims at raising the difficulty of FR by incorporating more variations in pose, illumination, expression, resolution and occlusion. It consists of 5,712 images and 2,085 videos of 500 identities. The FR task compares templates, which is a set of images and video-frames. The evaluation protocol requires computing TAR at different fixed FAR, e.g., 0.01 and 0.001. From the results in Table 1, we observe that, our method provides the best results among the others. Note that, there are numerous methods, such as TA [9], NAN [50] and TPE [35], which use the CNN features and incorporates additional learning method to improve the results. Therefore, features from vMF-FL can be used with them [9, 50, 35] to further improve the results.

Results of vMF-FL on different datasets prove that besides achieving significant results it generalizes very well and overcomes several difficulties which make unconstrained FR a challenging task.

## 5 Conclusion

We proposed a novel **directional deep-features** learning method by exploiting the concept of model-based clustering. First, we used the vMF mixture model as the theoretical basis to propose a statistical feature representation (SFR) model. Next, we developed an effective directional features learning method, called vMF-FL, which formulated a novel loss function called vMFML. It has several interesting properties, such as: (a) learns discriminative features; (b) subsumes different loss functions and normalization techniques and (c) interprets relationships among parameters and object features. Extensive experiments on face verification confirms the efficiency and generalizability of vMF-FL.

We foresee several future perspectives: (a) use the learned model to synthesize identity preserving faces and enhance training dataset and (b) explore SFR model with the generative adversarial network; and (c) apply it for other vision tasks (e.g., scene analysis), other domains (e.g., NLP, speech analysis) and other tasks (e.g., clustering). Moreover, by ignoring the **equal privilege assumption** one can further analyze the variations within a class/cluster, which can be interesting for **unsupervised** problems.
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