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ABSTRACT

Misinformation is a pressing issue in modern society. It arouses a mixture of anger, distrust, confusion, and anxiety that cause damage on our daily life judgments and public policy decisions. While recent studies have explored various fake news detection and media bias detection techniques in attempts to tackle the problem, there remain many ongoing challenges yet to be addressed, as can be witnessed from the plethora of untrue and harmful content present during the COVID-19 pandemic, which gave rise to the first social-media infodemic, and the international crises of late. In this tutorial, we provide researchers and practitioners with a systematic overview of the frontier in fighting misinformation. Specifically, we dive into the important research questions of how to (i) develop a robust fake news detection system that not only fact-checks information pieces provable by background knowledge, but also reason about the consistency and the reliability of subtle details about emerging events; (ii) uncover the bias and the agenda of news sources to better characterize misinformation; as well as (iii) correct false information and mitigate news biases, while allowing diverse opinions to be expressed. Participants will learn about recent trends, representative deep neural network language and multimedia models, ready-to-use resources, remaining challenges, future research directions, and exciting opportunities to help make the world a better place, with safer and more harmonic information sharing.
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2 TUTORIAL OUTLINE

2.1 Background and Motivation [20min]
We begin with a selection of real-world examples of fake news and their harmful impact on society, followed by a pedagogical exercise of how humans tend to approach the problem of fake news detection, characterization, and correction. We point out the conceptual distinctions between different types of fake news.
2.2 Fake News Detection [60min]

We discuss detection based on stylistic [6, 19], fact-checking [13, 18, 22], semantic consistency [2, 14], and propagation patterns [1, 26], and their advantages and limitations [21, 27]. We then cover approaches [11, 16] that leverage a combination of these elements for greater representation power and robustness. Importantly, we discuss work that explores the diachronic bias of fake news detection and portability across datasets in different time and language settings [12, 17]. Moreover, we review generating fake news that better aligns with the key topic and the facts [11, 25], e.g., by applying conditioned fake news generation to construct silver-standard data annotations for finer-grained fake news detection [11].

2.3 Fake News Characterization [30min]

We next address some fundamental questions of characterization based on underlying source biases, reporting agenda, propaganda techniques, and target audience [5]. We introduce approaches to detect political and socio-cultural biases in news articles [3, 9, 10]. Next, we discuss the recent EMU benchmark that requires models to answer open-ended questions capturing the intent and the implications of a media edit [7]. We cover methodologies for identifying specific propaganda techniques, e.g., loaded language, appeal to fear, smears, glittering generalities, whataboutism, etc. [8]. We also discuss recent exploration in predicting the intended target of harmful memes, e.g., person, organization, community, or society [20, 23].

2.4 Corrective Actions [30min]

Finally, we cover research on explaining why a given piece of news is fake through the leverage of reader comments [24], strategies for placing corrective explanations, based on user studies [4], and mitigating media bias through neutral article generation [15].
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