Comparing models for the ground state energy of a trapped one-dimensional Fermi gas with a single impurity
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Abstract

We discuss the local density approximation approach to calculating the ground state energy of a one-dimensional Fermi gas containing a single impurity, and compare the results with exact numerical values that we have for up to 11 particles for general interaction strengths and up to 30 particles in the strongly interacting case. We also calculate the contact coefficient in the strongly interacting regime. The different theoretical predictions are compared to recent experimental results with few-atom systems. Firstly, we find that the local density approximation suffers from great ambiguity in the few-atom regime, yet it works surprisingly well for some models. Secondly, we find that the strong interaction theories quickly break down when the number of particles increase or the interaction strength decreases.
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1. Introduction

As cold atomic gas capabilities advance [1, 2], a large number of interesting quantum systems can now be built using the cold atom toolbox [3–5]. The structure and dynamics of one-dimensional quantum systems is a specific venue in which cold atoms have driven a new surge of excitement as a number of important models of many-body quantum physics can now be probed experimentally [6–14]. This includes the famous strongly interacting Bose systems studied by Tonks [15] and Girardeau [16]. More recently, it has become possible to push these studies to smaller particle numbers [17] so that few-body physics in one-dimensional traps with controllable interactions can now be realized. A number of such studies in recent years using two-component Fermi systems have probed such concepts as fermionization [18], pairing [19], polarons [20], and the Hubbard [21] and Heisenberg models [22], all in the limit where the system contains just a few particles. These developments have sparked a lot of interest in the few-body community and a number of new theoretical studies looking at various aspects of these two-component Fermi systems in one dimension have emerged [23–49].

In the present paper we are interested in the recent experiments that have shown how one may build a Fermi system consisting of an impurity and a Fermi sea one particle at a time [20]. This amounts to building a so-called Fermi polaron from a few-body perspective. The experimental results presented in [20] suggest that already for a system consisting of only six particles (five identical fermions and a single impurity of the same mass as the other particles) one can see the emergence of a many-body system taking place. This is a rather remarkable result and in the present paper we would like to explore this in more detail. The experimental results consists of a series of measurements of the energy for different interaction strengths and for different system sizes and have previously been compared to theoretical predictions in the literature [30]. However, there are some ambiguities in this comparison arising from the fact that the experimental system is in a trap while a lot of theoretical work considers a homogeneous system. Proposals for merging the homogeneous results with a trapped system are known and one of our goals here is to assess how well they work as a function of...
particle number and interaction strength. We will take advantage of the fact that we have access to both very accurate numerical calculations for all interaction strengths for up to 11 particles and in the strongly interacting regime for up to 30 particles in a harmonic trap. Using these results we will shed some light on the questions concerning how many particles constitutes ‘many’ in one-dimensional impurity systems and when such systems can be considered in the strongly interacting regime.

2. Model

We consider a system of $N$ spin-$\frac{1}{2}$ fermions with mass $m$ confined in a one-dimensional (1D) harmonic trap with oscillator frequency $\omega$. The fermions in the gas are spin-polarized with $N - 1$ particles in, say, the spin-up state, while the remaining particle (the impurity) is in the spin-down state. The particles interact via a short-range interaction modelled by a delta function of coupling strength $g$. The system is described by the Hamiltonian

$$H = \sum_{i=1}^{N} \left( -\frac{\hbar^2}{2m} \frac{\partial^2}{\partial x_i^2} + \frac{1}{2} m \omega^2 x_i^2 \right) + g \sum_{i<j} \delta(x_i - x_j). \quad (1)$$

In the interaction term, the sum runs over all pairs of particles, but due to the antisymmetry of the total wave function under exchange of any two majority particles, the majority particles do not couple to each other. Thus the interaction term above is equivalent to only summing over the $N - 1$ pairs consisting of the impurity and each of the majority particles. As has been recently demonstrated experimentally, the interaction strength may be varied from small to large positive and negative values [18]. We will limit ourselves to a repulsive interaction, $g > 0$. Throughout this paper, we use harmonic oscillator units where $\omega = m = \hbar = 1$.

3. Strong coupling regime

We start by discussing the Tonks–Girardeau (TG) limit in which the interaction between the particles is infinitely strong, $1/g \to 0$. In this limit, the ground state becomes $N!/(N-1)! \cdot 1! = N$-fold degenerate with the energy $E_{\text{g}} = N^2/2$, and the wave function vanish whenever any two particles meet. The superscript $t$ denotes the fact that the system is trapped, and the subscript $\infty$ refers to the interaction being infinitely strong. Notice that the degenerate energy in the ground state manifold is also the ground-state energy of an ideal non-interacting Fermi gas of $N$ particles in a harmonic trap, i.e. the particles occupy the $N$ lowest-lying energy states in the trap.

The degeneracy is lifted by moving slightly away from $1/g = 0$, and the wave function is lifted slightly away from zero at the surfaces where the impurity meets a majority particle. This allows the impurity to switch position with its neighbors, and we can therefore think of the particles as occupying sites on a lattice. The system can be described by an effective Heisenberg spin chain model as discussed in [36, 37, 44, 47]. To linear order in $1/g \ll 1$, we may cast the Hamiltonian as

$$H = E_{\text{g}} + \frac{1}{g} \sum_{k=1}^{N-1} \alpha_k \sigma^k \cdot \sigma^{k+1}, \quad (2)$$

where $\sigma^k = (\sigma^x_k, \sigma^y_k, \sigma^z_k)$ are the Pauli matrices acting on the spin of the particle at site $k$, and $\alpha_k$ is a geometric coefficient determined by the trap potential. These are the same $\alpha$-coefficients discussed in [44], where the case of a general confining potential, $V(x)$, and an arbitrary number of spin-up and spin-down particles is considered. The general case captures the behavior of both bosonic and fermionic particles near the TG limit. In [56] it is shown that the geometric coefficient $\alpha_k$ generally can be expressed as:

$$\alpha_k = 2 \sum_{i=1}^{N} \sum_{l=0}^{N-1-k} \frac{(-1)^{i+l+k-N}}{l!} \left( N - l - 2 \right) \times \int_0^b dx \frac{2m}{\hbar^2} \left( V(x) - E_i \right) \psi_i(x) \frac{d\psi_i}{dx} \times \left[ \frac{\partial^l}{\partial X^l} \det \left[ (B(x) - \lambda I)^{(j)} \right] \right]_{\lambda=0}$$

$$\sum_{i=1}^{N} \left[ \frac{d\psi_i}{dx} \right]^2 = b. \quad (3)$$

To compute this we need access to the $N$ lowest-energy single-particle wavefunctions $\psi_i(x)$ solving the Schrödinger equation $\left[ -\frac{\hbar^2}{2m} \frac{\partial^2}{\partial x^2} + V(x) \right] \psi_i(x) = E_i \psi_i$. In the present case, this is the analytically solved Schrödinger equation for a single particle in a harmonic oscillator. In equation (3) $B(x)$ is a $N \times N$ symmetric matrix with the $m$th entry given by $\int_x^b dy \psi_m(x) \psi_n(y)$, and $(j)^{(j)}$ defines a minor obtained by removing the $i$th column and the $j$th row. For most potentials such as smooth potentials like the one studied in this paper, the coefficients are also symmetric, $\alpha_k = \alpha_{N-k}$.

The main motivation for the present work is that we are able to determine these geometric $\alpha$-coefficients exactly in the general case of an arbitrary potential, see [56] for a detailed presentation of our method including a derivation of equation (3). The method is implemented as a highly efficient numerical program released as open source software1. We stress the importance of our capability to perform these calculations in a numerically exactly way; we do not use Monte Carlo integration or any other approximate method. For this paper, we calculate numerically exact geometric coefficients for a harmonic potential for $N \leq 30$. The coefficients are given in section A. Calculating the coefficients for such a high number of particles as 30 is an extremely demanding computational task. However, the method we have developed

---

1 The program and source code can be downloaded from http://phys.au.dk/forskning/forskningssomraader/amo/few-body-physics-in-a-many-body-world/conan/.
enables us to perform these calculations on a small laptop to a very high level of precision in a matter of hours for 30 particles. For a few particles, the calculations are done almost immediately.

Since the harmonic potential is such a well-studied confining potential, this allows us to compare our exact results with the approximate methods studied in the literature. In particular, we are interested in comparing methods for calculating the ground state energy in the vicinity of the TG limit. To linear order in $1/g$, we write the ground state energy as

$$E_g^t = E_\infty^t - \frac{1}{g} \mathcal{C},$$

(4)

where $\mathcal{C}$ is the eigenvalue of the sum in equation (2) for the ground state, i.e. the largest eigenvalue. We denote $\mathcal{C}$ the contact coefficient [50, 51]. Access to the exact geometric coefficients $\alpha_i$ allows us to diagonalize the Hamiltonian in equation (2) and calculate the contact coefficient exactly. For $N \ll 30$ we compute $\mathcal{C}$ and want to compare our results with previous approximate formulas for this constant.

### 3.1. Previous results

Now we will review some previous calculations of the contact coefficient $\mathcal{C}$ in equation (4). However, since the previous theories may not take the trap into account, we will have to adapt the existing formulas in order to directly compare them with our results. In the following, we will distinguish between the free system and the (harmonically) trapped system. Furthermore, we will discuss different regimes of the interaction strength $g$ and the particle number $N$.

A pioneering piece of work was done by McGuire [52] who calculated the ground state energy for a free 1D Fermi gas with a single impurity for an arbitrary interaction strength $g$ subject to periodic boundary conditions. Thus the trap needs to be taken into account. This problem was recently addressed by Astrakharchik and Brouzos who applied the local density approximation (LDA) to McGuire’s result in order to obtain an expression for a harmonically trapped system [30]. However, McGuire assumes that the number of particles $N$ is even and large. This subtlety does not appear to be explicitly discussed in [30]. Namely, the implicit condition that $N$ is very large makes it interesting to compare the result with our exact results for small $N$. To get the desired contact coefficient $\mathcal{C}$, we should expand Astrakharchik and Brouzos’s LDA result around $1/g = 0$ to first order and read off the coefficient.

McGuire’s energy expression was found for a free interacting system subject to periodic boundary conditions (PBC). It would be interesting to consider a hard wall boundary condition (HWC), too. This problem was solved by Oelkers et al for a free gas in the strong coupling regime [53] which is exactly the regime we are interested in. In fact Oelkers et al found results for both PBC and HWC for finite (even) $N$, and not just in the limit of large $N$. Just as Astrakharchik and Brouzos applied LDA to McGuire’s free result, we shall apply LDA to Oelkers’s free results. Since the LDA method maps the free system to a trapped system, we would intuitively think that HWC would produce a better final result, since a hard wall would resemble a harmonic potential more that a periodic boundary. This will turn out not to be the case, but as we shall also see, these LDA results are subject to high uncertainties in the small $N$ regime. Nevertheless this is an important regime as current experiments study the behaviour of few particles.

The starting point for our analysis are the results summarized in table 1. Here we have recorded whether the energy is for a harmonically trapped or a free system, which boundary condition is used and which values of the interaction strength and particle numbers it is valid for.

### 3.2. The local density approximation

The strategy to map a result from the free case to the trapped case is by applying LDA. Therefore, we will briefly discuss LDA, and most importantly we will encounter a weakness in the method for small values of $N$.

Denote by $E_g^t (E_f^0)$ the energy of the free (trapped), non-interacting system. Suppose that we know the energy states of these two systems, and that we therefore can associate with them Fermi levels and Fermi momenta, denoted $E_f^t (E_f^0)$ and $k_F^t (k_F^0)$, respectively. Suppose furthermore that we know an expression for the energy of the interacting system, but only in the free case. Denote this energy by

$$E_g^t = E_f^0 + \Delta E_g^t (k_F^0),$$

(5)

where $\Delta E_g^t$ is the correction due to interaction, which will generally depend on $k_F^0$. Now, the quantity sought after is the energy for the interacting and trapped system. Within LDA, this is found by mapping

$$E_f^0 \mapsto E_f^t \quad \text{and} \quad k_F^0 \mapsto k_F^t.$$

(6)

The interaction correction in the trapped case retain its functional form from the free case, but is now evaluated at the trapped Fermi momentum instead of the free Fermi momentum. Thus the LDA expression for the interacting and trapped system is

$$E_g^t \approx E_f^0 + \Delta E_g^t (k_F^t).$$

(7)

An illustrative sketch of the LDA procedure is shown on figure 1.

We have just described the LDA method if our starting point was the known non-interacting limit for both the free and trapped system. If, however, we approached a finite interaction starting from the infinitely strong interacting case,

| Table 1. Summary of some previous results. |
|------------------------------------------|
| Reference   | Trapped BC | $g$      | $N$      |
|-------------|------------|---------|---------|
| McGuire [52]| No         | PBC     | $g \to \infty$ $N \to \infty$ |
| Astra. [30] | Yes        | PBC     | $g \to \infty$ $N \to \infty$ |
| Oelkers [53]| No         | HWC     | $g \to \infty$ even |
| Oelkers [53]| No         | PBC     | $g \to \infty$ even |
\[ E^f_\infty = \frac{1}{2} (k^2) \]

\[ E^f_\infty = E^f_0 + \Delta E_f(k^2) \]

\[ E^f_\infty = \frac{1}{2} E^f_0 + \Delta E_f(k^2) \]

\[ E^f_\infty \approx E^f_0 + \Delta E_f(k^2) \]

\[ E^f_\infty = \frac{N^2}{2} \]

\[ 1/g = 0 \text{, we would instead have mapped} \]

\[ E^f_\infty \mapsto E^f_\infty \quad \text{and} \quad k_F \mapsto k_F, \quad (8) \]

where \( E^f_\infty \) (\( E^f_\infty \)) is the energy of the free (trapped) infinitely strongly interacting system, both assumed to be used. We use this approach in subsection 3.4.

The employment of LDA relies on the knowledge of the Fermi momenta, \( k^F_0 \), for the free and trapped (non-interacting) systems, or equivalently the Fermi levels, \( E^f_0 \). Now the problem is that the Fermi level (also called the chemical potential) is not well-defined if the systems contains a finite number of particles. We know that the Fermi level should lie between the highest energy of the occupied states and the lowest energy of the unoccupied states. But exactly where between these two energies is irrelevant for the occupancy of the states. The problem is illustrated on figure 2 for the four relevant situations. In the non-interacting limit, the \( N-1 \) identical fermions fill up the \( N-1 \) states of lowest energy.\(^2\) Recall that the momentum for a particle subject to PBC, HWC or in a harmonic oscillator is given as

\[ k_F^{PBC} = \frac{2\pi i}{L}, \quad i = 0, \pm 1, \pm 2 \ldots \]

\[ k_F^{HWC} = \frac{\pi i}{L}, \quad i = 1, 2, 3 \ldots \]

\[ k_F^{HO} = b^{-1} \sqrt{2} i + \frac{1}{2}, \quad i = 0, 1, 2 \ldots \]

where \( L \) is the length of the system and \( b = \sqrt{\hbar/\pi \omega} \) is the standard oscillator length, \( b = 1 \) in our units. Then the energy at the Fermi levels can be described using the following expressions for the Fermi momenta:

\[ k_F^{PBC} = \frac{\pi (N-2 + 2 \lambda_{PBC})}{L} \quad \text{if} \quad N \text{ is even} \]

\[ k_F^{PBC} = \frac{\pi (N-1)}{L} \quad \text{if} \quad N \text{ is odd} \]

\[ k_F^{HWC} = \frac{\pi (N-1 + \lambda_{HWC})}{L} \]

\[ k_F^{HO} = b^{-1} \sqrt{2} (N-\frac{3}{2} + \lambda_{HO}) \]

Here \( \lambda \in [0, 1] \) with \( \alpha = \text{PBC} \), HWC, HO is some tuning parameter that allows us to probe the energies between that of the highest occupied state and the lowest unoccupied state. Picking \( \lambda = 0 \) corresponds to picking the Fermi level at the highest occupied state and \( \lambda = 1 \) corresponds to taking the Fermi level at the lowest unoccupied state. Another appealing choice is \( \lambda = 1/2 \), corresponding to taking the Fermi level right in the middle. For the time being, we will carry around the tuning parameters, but at some point we would like to pick specific values.

Note in particular that the ambiguity of the Fermi momentum disappears in the thermodynamic limit, because the difference between the highest occupied state and lowest unoccupied state becomes insignificant when \( N \to \infty \). This is reflected in the fact that the ambiguity of the Fermi momentum is not discussed in [30], where also the concepts of the Fermi level and Fermi energy, which only equal each other in the thermodynamic limit, are used somewhat interchangeably. But if we want to derive energy expressions that apply to finite \( N \), we should be careful when choosing the Fermi momentum.

3.3. McGuire, Astrakharchik and Brouzos (PBC, thermodynamic limit)

In [52] McGuire finds the following expression for the ground state energy of the interacting, free system subject to PBC:

\[ \Delta E^g = \left( k_F^{PBC} \right)^2 \frac{\gamma}{\pi^2} \left[ 1 - \frac{\gamma}{4} + \left( \frac{\gamma}{2\pi} + \frac{2\pi}{\gamma} \right) \tan^{-1} \frac{\gamma}{2\pi} \right] \]

where \( \gamma = g \pi / k_F^{PBC} \). The result applies to all values of the interaction strength \( g \), but in deriving equation (9) McGuire converts a sum to an integral letting \( N \to \infty \) and \( L \to \infty \) with the density \( N/L \) held constant. This sum to integral conversion can be done in several ways introducing some degree of freedom in \( k_F^{PBC} \) consistent with the discussion in the previous section. Notice that picking \( \lambda^{PBC} = 1/2 \) would set \( k_F^{PBC} = (N-1) \pi / L \) for all \( N \). This would imply a vanishing interaction correction for \( N \to 1 \) as it should.\(^3\)

We now sketch how Astrakharchik and Brouzos implement LDA on McGuire’s free energy expression (9) to find the energy of the trapped system [30].\(^4\) The LDA expression

\(^2\) The impurity is occupying the state of lowest energy, but this is irrelevant for the determination of the Fermi level.

\(^3\) We have to consider the limit of equation (9) to avoid zero division at \( k_F^{PBC} = 0 \).

\(^4\) Notice that in [30] the number of majority particles is denoted by \( N \), and not \( N-1 \) as in our convention.
for the energy of the trapped system (7) yields
\[
E^t_i \approx E^\dagger_i + \Delta E^t_i (k^\dagger_p)
= \frac{(N-1)^3}{2} + \frac{(k^\dagger_p)^2}{2} \gamma_p^t \gamma_t^p \left( 1 - \frac{\gamma_p}{4} + \frac{\gamma_t}{2} \tan^2 \frac{\gamma_t}{2} \right),
\]
(10)

with \(\gamma_p = g_p/k_p^\dagger\). As before, we have to pick \(k_p^\dagger = 1/2\) and thereby \(k_p^\dagger \dagger = \sqrt{2(N-1)}\) in order to ensure that the energy correction vanishes for \(N \rightarrow 1\). Since we are interested in the energy in the case of strong interaction, we expand the above general expression to first order in \(1/g\):
\[
E^t_i \approx \frac{N^2}{2} - \frac{1}{g} \mathcal{C},
\]
(11)

where the desired contact coefficient is given as
\[
\mathcal{C} = \frac{8\sqrt{2}}{3\pi} (N-1)^{3/2}.
\]
(12)

The above LDA expression is directly comparable to our exact results. Notice that the LDA method introduced ambiguities in the choice of the Fermi momenta, but that known physics could be used to restrict the choice and get an unambiguous final result. Unfortunately, this cannot be done in the calculations based on Oelkers’ free results for a finite \(N\) in PBC and HWC.

3.4. Oelkers (PBC and HWC, finite particle numbers)

Before we compare the approximated expression in equation (12) with our exact calculations, we wish to derive two other approximated expression for the contact coefficient. These two expressions will rely on the results derived by Oelkers et al in [53]. In this reference, the authors calculate the energy of a free strongly interacting system using PBC and HWC. Contrary to McGuire who assumed large \(N\), these results are valid for finite (but even) \(N\), which is what we ultimately are interested in. Our plan is now to apply the LDA method in order to get expressions for the trapped systems. We start by considering the case of PBC.

**Figure 2.** The Fermi level, \(E^\dagger\), should lie between the highest energy of the occupied states and the lowest energy of the unoccupied states for the non-interacting system. In this limit the \(N - 1\) states with lowest energy are filled up. Notice that in PBC for \(N\) odd, the highest occupied state and the lowest unoccupied state share the same energy, and thus the Fermi level is well-defined, but that we have a certain freedom in the other cases. This freedoms leads us to define the tuning parameters \(\chi^\text{PBC}, \chi^\text{HWC}, \chi^\text{HO} \in [0; 1]\).

**Periodic boundary condition.** To first order in \(1/g\), we find the free ground state energy to be
\[
E^g = \frac{\pi^2}{6L^2} (N^3 + 2N) \left[ 1 - \frac{8}{gL} \right] = E^g_\infty - \frac{1}{2} \frac{4\pi^2}{3L^3} (N^3 + 2N).
\]
(13)

We now follow the mapping prescription (8) and map \(E^g_\infty \rightarrow E^g_\infty = N^2/2\) and \(k_p^\dagger \rightarrow k_p^\dagger\). Using the expressions for \(k_p^\dagger\) and \(k_p^\dagger\), we can rewrite the mapping as
\[
\frac{1}{L} \rightarrow \frac{\sqrt{2(N-3)} + \chi^\text{HO}}{\pi (N-2) + 2\chi^\text{PBC}^3},
\]
(14)

where we have kept the tuning parameters unspecified. Applying the above substitution to the result in (13), we obtain the energy of the trapped system within LDA:
\[
E^t_i \approx \frac{N^2}{2} - \frac{1}{g} \frac{8\sqrt{2}}{3\pi} (N^3 + 2N) \left( N - \frac{1}{2} \right)^{3/2} (N^3 + 2L^3)^{-1/2},
\]
(15)

In the thermodynamic limit, \(N \rightarrow \infty\), the contact coefficient read off equation (15) and the one in equation (12) tend towards the same asymptote given by \(C_\infty = 8\sqrt{2}/(3\pi)\) \(N^{3/2}\), regardless of the choice of the tuning parameters. This is indeed reassuring, but we are mostly interested in results for small \(N\). Equation (15) is derived for even \(N\), but let us extend the domain also to odd \(N\) in order to restrict the tuning parameters by requiring the vanishing of the contact coefficient for \(N = 1\). Since we also require \(C\) to be non-divergent for finite \(N\), we end up with \(\chi^\text{HO} = 1/2\), which is a typo in equation (16) as the first factor being the energy of \(N\) Fermi particles, \(E^g_\infty\), is recorded to be \(\pi^2/6L^2(N^3 - N)\). But this expression is only valid for \(N\) odd, and since \(N\) even is assumed, the first factor should be \(\pi^2/6L^2(N^3 + 2N)\). Finally note the difference of a factor of 1/2 in their definition of the energy.

5 We note a sign error in equation (14) of [53] as the denominator should read \(\gamma - \gamma - i\). Also there appears to be a typo in equation (16) as the first factor being the energy of \(N\) Fermi particles, \(E^g_\infty\), is recorded to be \(\pi^2/6L^2(N^3 - N)\). But this expression is only valid for \(N\) odd, and since \(N\) even is assumed, the first factor should be \(\pi^2/6L^2(N^3 + 2N)\). Finally note the difference of a factor of 1/2 in their definition of the energy.
Hard wall condition. The ground state energy with HWC is found in [53]:

$$E_g^H = \frac{\pi^2}{12L^2} (2N^3 - 3N^2 + N) \left(1 - \frac{8}{gL} \cos^2 \left(\frac{\pi}{2N}\right)\right).$$  (17)

This result is consistent with the energy found in [54] in the thermodynamic limit ($N, L \to \infty$ and $N/L$ constant). In a completely similar way as before, mapping $E_\infty^H \to E_\infty^N = N^3/2$ and $k_p^H \to k_p^0$ yields the energy of the trapped system:

$$E^H = \frac{N^2}{2} - \frac{1}{g} \frac{8\sqrt{2}}{3\pi} (N^3 - \frac{3}{2}N^2 + \frac{1}{2}N) \times \left(\frac{N - \frac{3}{2} + \lambda \hbar^0}{(N - 1 + \lambda \hbar^0)^3}\right)^{1/2} \cos^2 \left(\frac{\pi}{2N}\right).$$  (18)

As expected, the contact coefficient goes towards the common asymptote $C_c$ in the limit $N \to \infty$. Again we wish to extend the result to odd $N$, not just even $N$. To ensure that the contact coefficient is real and well-defined for any integer $N \geq 1$ and zero at $N = 1$, we should pick either $\lambda \hbar^0 = 1/2$ and $\lambda \hbar^w = 0$ or $\lambda \hbar^0 \in [1/2, 1]$ and $\lambda \hbar^w \in [0, 1]$. For the choices $\lambda \hbar^0 = \lambda \hbar^w = 1/2$, we get

$$C = \frac{8\sqrt{2}}{3\pi} \left(N^3 - \frac{3}{2}N^2 + \frac{1}{2}N\right) \left(\frac{N - 1}{N - 1 + \lambda \hbar^0}\right)^{1/2} \cos^2 \left(\frac{\pi}{2N}\right).$$  (19)

In deriving equations (16) and (19), we had to specify values for the tuning parameters, but notice that we could just as well have chosen other values within certain bounds.

3.5. Comparing contact coefficients

We now wish to compare the contact coefficients that we derived in the previous two subsections. First of all, we want to see whether the approximated results compare well with our exact results. Secondly, we want to investigate how the choice of the tuning parameters interferes with the result for small values of $N$. On figure 3 we have shown our exact results compared with the three LDA expressions in equations (12), (16) and (19).

We see that the LDA results tend to undershoot compared to our exact results. We also wanted to compare HWC results and PBC results, because our intuition told us that a hard wall box ‘looked more’ like a harmonic trap than a free periodic potential did. Contrary to our expectation, the HWC result does not appear to be better than the PBC results. On the other hand, the ambiguity in the LDA results introduced by the choice of Fermi level and manifested in the tuning parameters makes it impossible to compare HWC and PBC in a unique way: we have to choose values for the tuning parameters. In figure 3 we also show the HWC result for other values of tuning parameters, resulting in drastically altered contact coefficients. Even for $N \sim 30$, the choice of the tuning parameters matters, but eventually it will become insignificant as $N$ becomes larger and larger.

---

6 We note a sign error on the second term in the front factor in equation (19) in [53].

---

4. Comparing models to experiment

The ground-state energy for the impurity system was found experimentally in [20] for $N = 2, ..., 6$ and $g = 0.36, 1.14$ and 2.80. Naturally, we want to examine how the theories that assume large $N$ and/or $g$ compare with each other and the experimental results.

McGuire assumes that $N \to \infty$, so we will use equations (10) and (11) as the approximated theoretical energies assuming that $g$ is finite and very large, respectively. We use our exact contact coefficients as a theoretical prediction assuming finite $N$, but with $g$ being very large. We also have exact numerical calculations of the energy for finite $N$ and finite $g$, but this is a very demanding computation, so we only have reliable results for $N \leq 11$ (using the effective interaction method recently introduced to address Fermi [35] and Bose systems [55]). These four theoretical predictions exhaust the four combinations of finite/infinite $g$ and $N$. We compare them with the experimental data on on figure 4.

Not surprisingly, the most general theory obtained from full numerical calculations for finite values of $g$ and $N$ is in very good agreement with the experimental data. But we also see that the theory assuming finite $g$ and $N \to \infty$ works equally
well for very small values of $N$. This is indeed an unexpected result, especially when we recall from the previous section that the exact position of the Fermi level chosen in the LDA could have a huge impact on the final result for small $N$.

Let us now examine the theories assuming $g \to \infty$. We immediately see that our exact result and the LDA result are in very good agreement as a direct consequence of the agreement between the exact contact coefficients and the McGuire result in figure 3. We know that the interaction correction goes like $\Delta E_I \sim -N^{3/2}/g$ for large $N$, so for suitable large $N$ and/or small $g$ the theory must break down (at some point the interaction correction even becomes negative). This is clearly seen when comparing the top and bottom part of figure 4. It is seen that strongly interacting theories deviate from the general theories when $N$ increases or $g$ decreases. The interesting question is then for which $N$ and $g$ does the strongly interaction theory describe nature? The largest experimental interaction strength probed in [20] is $g = 2.80$, but as is seen on the bottom part of figure 4, theory and experiment only match for $N = 2$, so this is clearly not very strong interaction. For $g = 10$, we get a good agreement between the theories assuming finite $g$ and large $g$ for $N \lesssim 12$, but then the theories split up. We find it surprising how quickly the strong interaction theory breaks down.

5. Summary

We have considered a trapped one-dimensional Fermi system interacting with a single impurity of the same mass from the point of view of energetics. We have discussed how the local density approximation serves as a way to map the ground-state energy of the free system into the ground state energy of the trapped system. We also saw that the method could introduce ambiguous results for finite $N$ that heavily influences the predicted energies. This naturally lead to a skepticism of the LDA results for small $N$, which are currently used to describe experiments [20]. Despite the erratic nature of the LDA results, the energy expression based on McGuire’s result works surprisingly well [20, 30, 52].

We also discussed how the strong interaction limit must be approached with caution as the particle number increases. Comparing theories for finite interaction and strong interaction, we found that $g = 2.80$ cannot be classified as a strong interaction, and for $g = 10$ the theories start deviating significantly already around $N \sim 12$. This is consistent with the observation that the natural interaction strength in the harmonic trap is proportional to $g/\sqrt{N}$ [30] (see also the earlier discussion in [57]).
Remark. During preparation of the revised version of this manuscript, we became aware of a paper by Deuretzbacher et al [58] which describes a method for computing the geometric coefficients and presents results for harmonic traps with up to 30 particles using a method that has some common features with the computational approach used here.
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Appendix Geometric coefficients for a harmonic trap

Here we tabulate the geometric coefficients, \( a_i \), in equation (2) in harmonic oscillator units. For completeness we note that the explicit unit is \( (\hbar \omega)^2 b \), where \( b = \sqrt{\hbar/m \omega} \) is the standard oscillator length. To the right of every indicated value of \( N \) we record \( a_1, a_2, \ldots, a_{N/2} \) for \( N \) even and \( a_{(N-1)/2} \) for \( N \) odd, continuing on the next line if necessary. The remaining geometric coefficients are given by the symmetry property \( a_k = -a_{N-k} \) for \( k = 1, \ldots, N-1 \) as there are \( -N+1 \) coefficients for each \( N \). We have calculated all \( -N+1 \) coefficients for each \( N \) and used the symmetry property to estimate the numerical precision on the coefficients by noting the digits in \( a_k \) in agreement with the digits in \( a_{-N-k} \). In this appendix we have at most given 10 significant figures even though many of our calculations are even more precise. Generally a higher precision can be achieved for the price of higher calculation time. The coefficients given here agree with previous calculations which have been done for 10 particles or less [36, 37, 47].

### Geometric coefficients for a harmonic trap

| \( N \) | \( a_1 = a_{N-1} \) | \( a_2 = a_{N-2} \) | \( \cdots \) |
|---|---|---|---|
| 2 | 0.70710678118 | 0.70710678118 | 1.00000000000 |
| 3 | 3\sqrt{2}/(2\pi) \approx 1.34640647 |
| 4 | 1.7876388117 | 1.8816391909 | 3.6692780018 |
| 5 | 2.1660577183 | 2.3453075275 | 4.5112152450 |
| 6 | 2.70710678118 | 2.8507441576 | 5.5055840561 |
| 7 | 3.3415525119 | 3.4997250801 | 6.6132924305 |
| 8 | 3.9738388194 | 4.1375164664 | 7.8369136819 |
| 9 | 4.6051768053 | 4.7562632076 | 9.1800000000 |
| 10 | 5.2364798077 | 5.3875605271 | 10.6473452786 |
| 11 | 5.8687819565 | 6.0197940310 | 12.2353704223 |
| 12 | 6.4975985161 | 6.6486024924 | 13.9331341121 |
| 13 | 7.1232182787 | 7.2741224009 | 15.7489562383 |
| 14 | 7.7470272527 | 7.8978372451 | 17.6858768368 |
| 15 | 8.3698256942 | 8.5118704724 | 19.7435810513 |
| 16 | 9.0000000000 | 9.1340342405 | 21.9156126773 |
| 17 | 9.6301776159 | 9.7593789815 | 24.1997649005 |
| 18 | 10.2605144380 | 10.3878193711 | 26.6067077091 |
| 19 | 10.8882384420 | 11.0155354941 | 29.1376799348 |
| 20 | 11.5140507460 | 11.6406848260 | 31.7886706540 |
| 21 | 12.1366354600 | 12.2610462180 | 34.5687203079 |
| 22 | 12.7566604160 | 12.8710071900 | 37.5038231390 |
| 23 | 13.3745526120 | 13.4873327020 | 40.5958752050 |
| 24 | 14.0000000000 | 14.1030053300 | 43.8435354530 |
| 25 | 14.6135722080 | 14.7091096330 | 47.2552967810 |
| 26 | 15.2153699700 | 15.3076787390 | 50.8319865580 |

\[ \alpha_1 = \alpha_{N-1}, \quad \alpha_2 = \alpha_{N-2}, \ldots \]
References

[1] Bloch I, Dalibard J and Zwerger W 2008 Rev. Mod. Phys. 80 885
[2] Lewenstein M et al 2007 Adv. Phys. 56 243
[3] Esslinger T 2010 Ann. Rev. Cond. Mat. Phys. 1 129
[4] Baranov M A, Dalmonte M, Pupillo G and Zoller P 2012 Chem. Rev. 112 5012
[5] Zinner N T and Jensen A S 2013 J. Phys. G: Nucl. Part. Phys. 40 053101
[6] Olszhanii M 1998 Phys. Rev. Lett. 81 938
[7] Moritz H, Stöferle T, Köhl M and Esslinger T 2003 Phys. Rev. Lett. 91 250402
[8] Stöferle T, Moritz H, Schori C, Köhl M and Esslinger T 2004 Phys. Rev. Lett. 92 130403
[9] Kinoshita T, Wenger T and Weiss D S 2004 Science 305 1125
[10] Paredes B et al 2004 Nature 429 277
[11] Kinoshita T, Wenger T and Weiss D S 2005 Nature 440 900
[12] Haller E et al 2009 Science 325 1224
[13] Haller E et al 2010 Nature 466 597
[14] Pagano G et al 2014 Nature Phys. 10 198
[15] Tonks L W 1936 Phys. Rev. 50 955
[16] Girardeau M D 1960 J. Math. Phys. 1 516
[17] Serwane F et al 2011 Science 332 336
[18] Zümm G et al 2012 Phys. Rev. Lett. 108 075303
[19] Zümm G et al 2013 Phys. Rev. Lett. 111 175302
[20] Wenz A et al 2013 Science 342 457
[21] Murnaghan S et al 2015 Phys. Rev. Lett. 114 080402
[22] Murnaghan S et al 2015 Phys. Rev. Lett. 115 215301
[23] Guan L, Chen S, Wang Y and Ma Z-Q 2009 Phys. Rev. Lett. 102 160402
[24] Yang C N 2009 Chin. Phys. Lett. 26 120504
[25] Girardeau M D 2010 Phys. Rev. A 82 011607(R)
[26] Guan L and Chen S 2010 Phys. Rev. Lett. 105 175301
[27] Rubeni D, Förster A and Roditi I 2012 Phys. Rev. A 86 043619
[28] Brouzos I and Schmelcher P 2013 Phys. Rev. A 87 023605
[29] Bugnion P O and Conduit G J 2013 Phys. Rev. A 87 060502(R)
[30] Astrakharchik G E and Brouzos I 2013 Phys. Rev. A 88 021602(R)
[31] Gharashi S E and Blume D 2013 Phys. Rev. Lett. 111 045302
[32] Sowiński T, Graß T, Dutta O and Lewenstein M 2013 Phys. Rev. A 88 033607
[33] Gharashi S E, Yin X Y and Blume D 2014 Phys. Rev. A 89 023603
[34] Volosniev A G et al 2014 Few-Body Syst. 55 839
[35] Lindgren E J et al 2014 New J. Phys. 16 063003
[36] Volosniev A G et al 2014 Nature Commun. 5 5300
[37] Deuretzbacher F et al 2014 Phys. Rev. A 90 013611
[38] Cui X and Ho T-L 2014 Phys. Rev. A 89 023611
[39] Doggen E V H, Korolyuk A, Törmä P and Kinnunen J 2014 Phys. Rev. A 89 053621
[40] Loft N J et al 2015 Eur. Phys. J. D 69 65
[41] Nur Ualı F, Heteñiy B and Oktel M Ö 2015 Phys. Rev. A 91 053625
[42] Lundmark R, Forsén C and Rotureau J 2015 Phys. Rev. A 91 041601(R)
[43] Gharashi S E, Yin X Y and Blume D 2015 Phys. Rev. A 91 013620
[44] Volosniev A G et al 2015 Phys. Rev. A 91 023620
[45] Yang L, Guan L and Pu H 2015 Phys. Rev. A 91 043634
[46] Sowiński T, Gajda M and Rzązewski K 2015 Europhys. Lett. 109 26005
[47] Levinsen J, Massignan P, Bruun G M and Parish M M 2015 Science Adv. 1 e1500197
[48] Volosniev A G, Hamner H-W and Zinner N T 2016 Phys. Rev. B 93 094414
[49] Grining T et al 2015 Phys. Rev. A 92 061601
[50] Tan S 2008 Ann. Phys. 323 2952
[51] Tan S 2008 Ann. Phys. 323 2971
[52] Tan S 2008 Ann. Phys. 323 2987
[53] Valiente M, Zinner N T and Mølmer K 2012 Phys. Rev. A 86 043616
[54] McGuire J B 1965 J. Math. Phys. 6 432
[55] Oelkers N, Batchelor M T, Bortz M and Guan X-W 2004 J. Phys. A: Math. Gen. 39 1073
[56] Guan X-W and Ma Z-Q 2012 Phys. Rev. A 85 033632
[57] Dekkharghani A S et al 2015 Sci. Rep. 5 10675
[58] Loft N J et al 2016 (arXiv:1603.02662)
[59] Astrakharchik G E, Blume D, Giorgini S and Pitaevskii L P 2004 Phys. Rev. Lett. 93 050402
[60] Deuretzbacher F, Becker D and Santos L 2016 (arXiv:1602.06816)