COMPARISON RESULTS FOR EIGENVALUES OF CURLCURL OPERATOR AND STOKES OPERATOR
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Abstract. This paper mainly establishes comparison results for eigenvalues of curl curl operator and Stokes operator. For three-dimensional simply connected bounded domains, the $k$-th eigenvalue of curl curl operator under tangent boundary condition or normal boundary condition is strictly smaller than the $k$-th eigenvalue of Stokes operator. For any dimension $n \geq 2$, the first eigenvalue of Stokes operator is strictly larger than the first eigenvalue of Dirichlet Laplacian. For three-dimensional strictly convex domains, the first eigenvalue of curl curl operator under tangent boundary condition or normal boundary condition is strictly larger than the second eigenvalue of Neumann Laplacian.

1. Introduction

The curl curl eigenvalue problems are motivated from the investigation of the eigenvalue problem of the Maxwell operator or the time-harmonic Maxwell equations, see [2, 3, 7]. The eigenvalues of the curl curl operator and the Stokes operator are important because of their many applications in electromagnetic fields and fluid mechanics, respectively. Under zero tangential boundary condition or zero normal boundary condition, 0 is the smallest and trivial eigenvalue of the curl curl operator. We are concerned with the positive eigenvalues of the curl curl operator. For $\lambda > 0$, if $u$ is a solution to
\[ \text{curl curl } u = \lambda u, \]
then $u$ must satisfy the compatible condition $\text{div } u = 0$. In this paper, we consider the following curl curl eigenvalue problems
\[
\begin{align*}
\begin{cases}
\text{curl curl } u = \alpha u, & \text{div } u = 0 \quad \text{in } \Omega, \\
u \times \nu = 0 & \quad \text{on } \partial \Omega, \\
u \in H_2(\Omega)^\perp, 
\end{cases}
\end{align*}
\]
(1.1)

\[
\begin{align*}
\begin{cases}
\text{curl curl } u = \beta u, & \text{div } u = 0 \quad \text{in } \Omega, \\
u \cdot \nu = 0, \quad \text{curl } u \times \nu = 0 & \quad \text{on } \partial \Omega, \\
u \in H_1(\Omega)^\perp, 
\end{cases}
\end{align*}
\]
(1.2)

and the Stokes eigenvalue problem
\[
\begin{align*}
\begin{cases}
- \Delta u + \nabla p = \gamma u, & \text{div } u = 0 \quad \text{in } \Omega, \\
u = 0 & \quad \text{on } \partial \Omega,
\end{cases}
\end{align*}
\]
(1.3)
where $\Omega \subset \mathbb{R}^3$ is a bounded domain with $C^1$ boundary $\partial \Omega$, $\nu$ is the unit outer normal vector field on $\partial \Omega$ and the spaces $\mathbb{H}_1(\Omega)$, $\mathbb{H}_2(\Omega)$ are defined by
\[
\mathbb{H}_1(\Omega) = \{ u \in L^2(\Omega, \mathbb{R}^3) : \text{curl } u = 0, \text{div } u = 0 \text{ in } \Omega, u \cdot \nu = 0 \text{ on } \partial \Omega \},
\]
\[
\mathbb{H}_2(\Omega) = \{ u \in L^2(\Omega, \mathbb{R}^3) : \text{curl } u = 0, \text{div } u = 0 \text{ in } \Omega, u \times \nu = 0 \text{ on } \partial \Omega \}.
\]

Here we point out that the purpose of imposing $u \in \mathbb{H}_2(\Omega)^\perp$ in (1.1) and $u \in \mathbb{H}_1(\Omega)^\perp$ in (1.2) is to guarantee that $\alpha$ and $\beta$ are positive eigenvalues.

Throughout this paper, if there is no special declaration, we always make the following assumptions on the domain $\Omega$:

(a) $\Omega \subset \mathbb{R}^3$ is a bounded $C^1$ domain, and $\Omega$ is locally situated on one side of $\partial \Omega$; $\partial \Omega$ has $m + 1$ connected components $\Gamma_0, \Gamma_1, \ldots, \Gamma_m$, where $\Gamma_0$ denotes the boundary of the infinite connected component of $\mathbb{R}^3 \setminus \Omega$.

(b) The domain $\Omega$ which can be multiply connected, is made simply connected by $N$ regular cuts $\Sigma_1, \Sigma_2, \ldots, \Sigma_N$ which are of class $C^2$; the $\Sigma_i, i = 1, 2, \ldots, N$ satisfying $\Sigma_i \cap \Sigma_j = \emptyset$ for $i \neq j$ are non-tangential to $\partial \Omega$.

We say that $\Omega$ is simply connected if $N = 0$, and $\Omega$ has no holes if $m = 0$. It is well-known that $\dim \mathbb{H}_1(\Omega) = N$ and $\dim \mathbb{H}_2(\Omega) = m$. Let
\[
0 < \alpha_1 \leq \alpha_2 \leq \alpha_3 \leq \cdots,
\]
\[
0 < \beta_1 \leq \beta_2 \leq \beta_3 \leq \cdots,
\]
\[
0 < \gamma_1 \leq \gamma_2 \leq \gamma_3 \leq \cdots
\]
denote the successive eigenvalues for (1.1), (1.2) and (1.3), respectively. Let
\[
0 < \lambda_1 < \lambda_2 < \lambda_3 \leq \cdots
\]
be the eigenvalues of the Dirichlet Laplacian and
\[
0 = \mu_1 < \mu_2 \leq \mu_3 \leq \cdots
\]
be the eigenvalues of the Neumann Laplacian. Here each eigenvalue is repeated according to its multiplicity. We give some notations frequently used in the context as follows:
\[
H^1_0(\text{div } 0, \Omega) = \{ u \in H^1_0(\Omega, \mathbb{R}^3) : \text{div } u = 0 \text{ in } \Omega \},
\]
\[
H_{n0}(\text{div } 0, \text{curl }, \Omega) = \{ u, \text{curl } u \in L^2(\Omega, \mathbb{R}^3) : \text{div } u = 0 \text{ in } \Omega, u \cdot \nu = 0 \text{ on } \partial \Omega \},
\]
\[
H_{t0}(\text{div } 0, \text{curl }, \Omega) = \{ u, \text{curl } u \in L^2(\Omega, \mathbb{R}^3) : \text{div } u = 0 \text{ in } \Omega, u \times \nu = 0 \text{ on } \partial \Omega \},
\]
\[
H_{n0}(\text{div, curl }, \Omega) = \{ u, \text{curl } u \in L^2(\Omega, \mathbb{R}^3) : \text{div } u \in L^2(\Omega), u \cdot \nu = 0 \text{ on } \partial \Omega \},
\]
\[
H_{t0}(\text{div, curl }, \Omega) = \{ u, \text{curl } u \in L^2(\Omega, \mathbb{R}^3) : \text{div } u \in L^2(\Omega), u \times \nu = 0 \text{ on } \partial \Omega \}.
\]

Before stating the main results, we review some recent researches. For three-dimensional bounded domains, it holds that $\alpha_1 = \beta_1$, see [13]. Moreover, if the domain is convex, Pauly [12] proved that $\alpha_1 = \beta_1 \geq \mu_2$. For three-dimensional bounded and star-shaped $C^{1,1}$ domains, Zeng and the author [16] obtained that $\alpha_1 = \beta_1 < \gamma_1$. For two-dimensional bounded domains, Kellihier [9] showed that $\gamma_k > \lambda_k$ holds for any positive integer $k$. For two-dimensional simply connected bounded domains, since the Stokes eigenvalue problem can be rewritten as the clamped buckling plate problem, one can obtain that $\gamma_1 > \lambda_2$, see
By the way, for the lower bound on the eigenvalues of the Stokes operator we refer Berezin-Li-Yau type inequalities, which were studied by \[8\] \[15\].

In this paper, we mainly obtain several comparison results for eigenvalues of the curl curl operator and the Stokes operator. Firstly, for three-dimensional simply connected bounded domains, we prove that \( \alpha_k = \beta_k < \gamma_k \), which is proved via an adaptation of Filonov’s elegant proof \[4\] of the inequality \( \mu_{k+1} < \lambda_k \). Secondly, using the fact that the first eigenvalue of the Dirichlet Laplacian is simple, we get that the first eigenvalue of the Stokes operator is strictly larger than the first eigenvalue of the Dirichlet Laplacian for any dimension \( n \geq 2 \). Lastly, we obtain that \( \alpha_1 = \beta_1 > \mu_2 \) for strictly convex \( C^{1,1} \) domains.

Now we state our main results more precisely.

**Theorem 1.1.** Let \( \Omega \) be a simply connected domain. Then it holds that \( \alpha_k = \beta_k < \gamma_k \), where \( k \) is any positive integer.

**Theorem 1.2.** Let \( \Omega \) be a bounded \( C^1 \) domain in \( \mathbb{R}^n \), where \( n \geq 2 \). Then it holds that \( \gamma_1 > \lambda_1 \).

**Theorem 1.3.** Let \( \Omega \) be a strictly convex \( C^{1,1} \) domain. Then it holds that \( \alpha_1 = \beta_1 > \mu_2 \).

**Remark 1.4.** Using Theorem 1.3, we can give a partial answer to a conjecture proposed by Pauly. Assume that \( \Omega \) is convex. The Maxwell constants \( c_{m,t} \) and \( c_{m,n} \) are the best constants for the Maxwell inequalities

\[
\| u \|_{L^2(\Omega)} \leq c_{m,t} (\| \text{div} u \|_{L^2(\Omega)}^2 + \| \text{curl} u \|_{L^2(\Omega)}^2)^{1/2}, \quad \text{for any } u \in H^1_t(\text{div}, \text{curl}, \Omega),
\]

\[
\| u \|_{L^2(\Omega)} \leq c_{m,n} (\| \text{div} u \|_{L^2(\Omega)}^2 + \| \text{curl} u \|_{L^2(\Omega)}^2)^{1/2}, \quad \text{for any } u \in H^1_n(\text{div}, \text{curl}, \Omega),
\]

respectively. Pauly \[12\] Theorem 5] proved that

\[
\sqrt{\frac{T}{\lambda_1}} \leq c_{m,t} \leq c_{m,n} = \sqrt{\frac{T}{\mu_2}}.
\]

Pauly \[11\] Remark 11] conjectured that

\[
\sqrt{\frac{T}{\lambda_1}} < c_{m,t} < c_{m,n} = \sqrt{\frac{T}{\mu_2}}.
\]

For strictly convex \( C^{1,1} \) domains, we show that \( c_{m,t} < c_{m,n} \). For details, see Section 2.

### 2. Proof of the main results

For convenience, denote by \( M_{00} \) the curl curl operator on \( H^1_0(\text{div} 0, \text{curl}, \Omega) \cap H_2(\Omega) \) and by \( M_{00} \) the curl curl operator on \( H^1_0(\text{div} 0, \text{curl}, \Omega) \cap H_1(\Omega) \).

**Lemma 2.1.** For all \( \mu \) we have

\[ H^1_0(\text{div} 0, \Omega) \cap \ker(M_{00} - \mu) = \{0\}. \]

**Proof.** Let \( u \in H^1_0(\text{div} 0, \Omega) \cap \ker(M_{00} - \mu) \). Set

\[
w(x) = \begin{cases} u(x) & \text{if } x \in \Omega, \\ 0 & \text{if } x \notin \Omega. \end{cases}
\]
Then $w \in H_0^1(\text{div } 0, \mathbb{R}^3)$. For any $v \in C^\infty_c(\mathbb{R}^3, \mathbb{R}^3)$, let $\varphi \in H^1(\Omega) \cap \mathbb{R}^\perp$ solve the following equation

$$
\begin{align*}
\Delta \varphi &= \text{div } v \quad \text{in } \Omega, \\
\frac{\partial \varphi}{\partial \nu} &= v \cdot \nu \quad \text{on } \partial \Omega.
\end{align*}
$$

Then $v - \nabla \varphi \in H_{n0}(\text{div } 0, \text{curl }, \Omega)$. Thus we have

$$
\int_{\mathbb{R}^3} \text{curl } w \cdot \text{curl } v \, dx = \int_{\Omega} \text{curl } u \cdot \text{curl } v \, dx = \int_{\Omega} \text{curl } u \cdot \text{curl}(v - \nabla \varphi) \, dx
$$

$$
= \mu \int_{\Omega} u \cdot (v - \nabla \varphi) \, dx = \mu \int_{\Omega} u \cdot v \, dx
$$

$$
= \mu \int_{\mathbb{R}^3} w \cdot v \, dx,
$$

which implies $\text{curl } \text{curl } w = \mu w$. Using the identity

$$
\text{curl } \text{curl } w = -\Delta w + \nabla (\text{div } w) = -\Delta w,
$$

we obtain $-\Delta w = \mu w$. Consequently, $w = 0$. \qed

**Proof of Theorem 1.1.** For any $\mu > 0$, it is not difficult to verify that

$$
\dim \ker(M_{n0} - \mu) = \dim \ker(M_{n0} - \mu).
$$

By some functional analysis (see [13, p. 438]), we know

$$
\sigma(M_{n0}) = \sigma(M_{n0}).
$$

Hence $\alpha_k = \beta_k$, which can also be viewed as an application of [10, Corollary 32]. So we only need to prove $\beta_k < \gamma_k$. Since $\Omega$ is simply connected, $\mathbb{H}_1(\Omega) = \{0\}$. Hence we get

$$
H_{n0}(\text{div } 0, \text{curl }, \Omega) \cap \mathbb{H}_1(\Omega)^\perp = H_{n0}(\text{div } 0, \text{curl }, \Omega).
$$

We denote the counting functions of the Stokes operator $S$ and $M_{n0}$ by $N_S$ and $N_{M_{n0}}$:

$$
N_S(\mu) = \text{card}(\sigma(S) \cap [0, \mu]), \quad N_{M_{n0}}(\mu) = \text{card}(\sigma(M_{n0}) \cap [0, \mu]).
$$

It is not difficult to verify that

$$
N_S(\mu) = \max \{ \dim L : \ L \subseteq H_0^1(\text{div } 0, \Omega), \ \int_{\Omega} |\nabla u|^2 \, dx \leq \mu \int_{\Omega} |u|^2 \, dx, \ u \in L \},
$$

$$
N_{M_{n0}}(\mu) = \max \{ \dim L : \ L \subseteq H_{n0}(\text{div } 0, \text{curl }, \Omega), \ \int_{\Omega} |\text{curl } u|^2 \, dx \leq \mu \int_{\Omega} |u|^2 \, dx, \ u \in L \}.
$$

Let $\mu > 0$. We choose a subspace $F$ of $H_0^1(\text{div } 0, \Omega)$ such that $\dim F = N_S(\mu)$ and

$$
\int_{\Omega} |\nabla u|^2 \, dx \leq \mu \int_{\Omega} |u|^2 \, dx, \ u \in F.
$$

From Lemma 2.1, we know that the sum $F + \ker(M_{n0} - \mu)$ is direct.
Let \( u \in F \) and \( v \in \ker(M_{n_0} - \mu) \). Then it holds that
\[
\int_{\Omega} |\text{curl}(u + v)|^2 \, dx = \int_{\Omega} (|\text{curl} u|^2 + 2 \text{curl} u \cdot \text{curl} v + |\text{curl} v|^2) \, dx
\]
\[
= \int_{\Omega} |\nabla u|^2 \, dx + 2\mu \int_{\Omega} u \cdot v \, dx + \int_{\Omega} |\text{curl} v|^2 \, dx
\]
\[
\leq \mu \int_{\Omega} |u|^2 \, dx + 2\mu \int_{\Omega} u \cdot v \, dx + \mu \int_{\Omega} |v|^2 \, dx
\]
\[
= \mu \int_{\Omega} |u + v|^2 \, dx.
\]
Thus, we get
\[
N_{M_{n_0}(\mu)} \geq \dim(F + \ker(M_{n_0} - \mu)) = N_{S(\mu)} + \dim \ker(M_{n_0} - \mu).
\]
Set \( \mu = \gamma_k \), then we have
\[
\text{card}(\sigma(M_{n_0}) \cap [0, \mu)) = N_{M_{n_0}(\mu)} - \dim \ker(M_{n_0} - \mu) \geq N_S(\mu) \geq k,
\]
which implies \( \beta_k < \gamma_k \). \( \square \)

**Remark 2.2.** If \( \Omega \) is not simply connected, we can not verify that
\[
H_0^1(\text{div} \, 0, \Omega) \subseteq H_{n_0}(\text{div} \, 0, \text{curl} \, \Omega) \cap H_1(\Omega)^\perp.
\]
So the idea in the proof of Theorem 1.1 may not work.

**Proof of Theorem 1.2.** It is trivial that \( \gamma_1 \geq \lambda_1 \). In order to prove \( \gamma_1 > \lambda_1 \), we only need to show \( \gamma_1 \neq \lambda_1 \). We assume that \( \gamma_1 = \lambda_1 \). Since \( \gamma_1 \) can be attained, there exists \( 0 \neq u \in H_0^1(\Omega, \mathbb{R}^n) \) with \( \text{div} \, u = 0 \) in \( \Omega \) such that
\[
\int_{\Omega} |\nabla u|^2 \, dx = \gamma_1 \int_{\Omega} |u|^2 \, dx = \lambda_1 \int_{\Omega} |u|^2 \, dx. \tag{2.1}
\]
On the other hand, for any \( 1 \leq k \leq n \), in view of \( u_k \in H_0^1(\Omega) \), it holds that
\[
\int_{\Omega} |\nabla u_k|^2 \, dx \geq \lambda_1 \int_{\Omega} |u_k|^2 \, dx. \tag{2.2}
\]
Consequently, (2.1) and (2.2) force that
\[
\int_{\Omega} |\nabla u_k|^2 \, dx = \lambda_1 \int_{\Omega} |u_k|^2 \, dx, \quad 1 \leq k \leq n.
\]
Since the first eigenvalue \( \lambda_1 \) of the Dirichlet Laplacian is simple, we obtain \( u_k = c_k \varphi_1 \), where \( c_k \) is a constant and \( \varphi_1 \) is one of the first eigenfunctions of the Dirichlet Laplacian. Using the divergence-free condition, we have
\[
\text{div} \, u = \sum_{k=1}^n c_k \frac{\partial \varphi_1}{\partial x_k} = 0. \tag{2.3}
\]
This implies \( \varphi_1 = 0 \), which is a contradiction. \( \square \)

In order to prove Theorem 1.3, we need the following lemma, which can be found in [6, Theorem 3.1.1.1] or [11, Lemma 2.11].
Lemma 2.3. Let $\Omega$ be a $C^{1,1}$ domain. If $u \in H^1(\Omega, \mathbb{R}^3)$ with $u \cdot \nu = 0$ on $\partial \Omega$, then we have
\[
\int_{\Omega} |\nabla u|^2 \, dx = \int_{\Omega} (|\text{div} \, u|^2 + |\text{curl} \, u|^2) \, dx - \int_{\partial \Omega} \mathcal{B}(u_T, u_T) \, dS,
\]
where $\mathcal{B}$ is the curvature tensor of the boundary and $u_T = u - (u \cdot \nu)\nu$.

Proof of Theorem 1.3. Note that a bounded and convex domain must be simply connected. Since $\beta_1$ can be attained, there exists $0 \neq u \in H_{n0}(\text{div} \, 0, \text{curl}, \Omega)$ such that
\[
\int_{\Omega} |\text{curl} \, u|^2 \, dx = \beta_1 \int_{\Omega} |u|^2 \, dx. \tag{2.4}
\]
For any constant vector $a \in \mathbb{R}^3$, we have
\[
\int_{\Omega} u \cdot a \, dx = \int_{\Omega} u \cdot \nabla (a \cdot x) \, dx = \int_{\partial \Omega} (u \cdot \nu)(a \cdot x) \, dS - \int_{\Omega} \text{div} \, (u \cdot x) \, dx = 0.
\]
Consequently, each component of $u$ has mean zero. Hence it holds that
\[
\int_{\Omega} |\nabla u|^2 \, dx \geq \mu_2 \int_{\Omega} |u|^2 \, dx. \tag{2.5}
\]
By Lemma 2.3, we obtain
\[
\int_{\Omega} |\nabla u|^2 \, dx = \int_{\Omega} |\text{curl} \, u|^2 \, dx - \int_{\partial \Omega} \mathcal{B}(u_T, u_T) \, dS. \tag{2.6}
\]
Combining (2.4), (2.5) and (2.6), we get
\[
\mu_2 \int_{\Omega} |u|^2 \, dx \leq \beta_1 \int_{\Omega} |u|^2 \, dx - \int_{\partial \Omega} \mathcal{B}(u_T, u_T) \, dS.
\]
Since $\Omega$ is strictly convex, $\mathcal{B}$ is positive definite. If $\beta_1 \leq \mu_2$, then the above inequality implies
\[
\int_{\partial \Omega} \mathcal{B}(u_T, u_T) \, dS = 0.
\]
Thus by the above equality we get $u_T = 0$ on $\partial \Omega$. Hence $u = 0$ on $\partial \Omega$. Moreover, we have
\[
u \in H^1_0(\text{div} \, 0, \Omega) \cap \ker(M_{n0} - \beta_1).
\]
By Lemma 2.1 we have $u = 0$, which is a contradiction. Therefore, $\alpha_1 = \beta_1 > \mu_2$. \qed

Proof of Remark 1.4. Since
\[
\|u\|_{L^2(\Omega)} \leq \sqrt{\frac{1}{\beta_1}} \|\text{curl} \, u\|_{L^2(\Omega)}, \text{ for any } u \in H_{n0}(\text{div} \, 0, \text{curl}, \Omega),
\]
by the same method in the proof of [12, Theorem 5], we obtain
\[
\|u\|^2_{L^2(\Omega)} \leq \frac{1}{\lambda_1} \|\text{div} \, u\|^2_{L^2(\Omega)} + \frac{1}{\beta_1} \|\text{curl} \, u\|^2_{L^2(\Omega)}, \text{ for any } u \in H_{n0}(\text{div}, \text{curl}, \Omega).
\]
Hence it follows that
\[
cm = \max \left\{ \sqrt{\frac{1}{\lambda_1}}, \sqrt{\frac{1}{\beta_1}} \right\}.
\]
Thanks to the inequality $\mu_2 < \lambda_1$ and Theorem 1.3 we have
$$c_{m,t} < \sqrt{\frac{1}{\mu_2}} = c_{m,n}.$$\hfill\Box
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