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1. Introduction

With the rapid development of ultralarge-scale integrated circuits, the functions of chips are becoming more complex and diversified, and the performance requirements for automatic test machines in large-scale production testing are also getting higher and higher [1]. This makes ATE more complex and requires testing capabilities of digital circuits, analog circuits, and memory circuits at the same time, and the SoC test system emerges as the times require [2]. Because the trace is too long, the rising edge of the clock signal received by the CPU chip is no longer monotonic [3–5]. For a circuit that triggers collection by the rising edge, the clock signal may collect the same data twice; for a high-speed circuit board, due to the dense layout and wiring, it is inevitable to make some wires close to other wires, and mutual coupling may occur between the wires [6], and the energy is coupled from one wire to another wire, distorting the signal waveform. When propagating on a discontinuous transmission line, reflections occur, which cause signal ringing, which is the recurring overshoot and undershoot. In practical engineering design, these signal integrity problems can be seen everywhere [7].

There are existing ADC standard test methods that can accurately test general-purpose ADCs, but in the field of high-resolution ADCs, this method has limitations such as high signal source accuracy and too many sampling points [8–10]. Therefore, research on fast and accurate test methods for high-resolution ADCs has become one of the focuses in the field of ADC testing. Although high-speed...
digital circuits have real-time and high-speed data processing capabilities, they also bring some problems that do not appear in traditional circuits [11], especially signal integrity problems. With the continuous increase of chip functions, the complexity of chip functions requires automatic test equipment to provide various test resources [12]. This requires that in the test, not only the automatic test equipment can provide digital signals and analog signals of various frequencies, such as sine waves with high and intermediate frequencies and analog signals with modulation information, but also can analyze the signal output by the chip [13]. For example, it can judge the logic state of the digital output pin and can correctly sample the analog signal, Fourier transform, spectrum analysis, etc. [14].

This paper proposes a piecewise polynomial fitting method for testing high-resolution ADCs based on low-precision signal sources. The method first uses a low-precision DAC and a DC bias circuit to generate multiple correlated sinusoidal signals with different offsets. After analyzing the signal error, each correlated sinusoid is used as the input of the ADC (DUT) under test. In order to separate the low-precision sinusoidal excitation and the nonlinear characteristics of the DUT, the method uses a set of Fourier series with unknown coefficients to represent the transfer function of the DUT and then combines the known output code of the DUT and the transfer function expression to establish a relationship between the analog conversion level equations, use the least 2 multiplication method to fit a set of optimal Fourier coefficients, and then solve the transfer function of the DUT. Compared with the histogram method, the proposed method greatly reduces the number of required sampling points, but too few points will lead to lower test accuracy. In order to reduce or eliminate this effect, this paper further uses a rectangular window to divide the full-scale input range of the DUT into multiple segments and ensures that the overlap between adjacent segments is not less than 3%. Firstly, according to the technical specifications of the chip, a reasonable test scheme is designed to realize the parallel test of four devices under test. The main technology is to use a signal generator to divide the signal into 4 channels through the splitter and input them into 4 tuners, respectively, to generate intermediate frequency signals to 4 DUTs, including quantization error, offset error, static indicators such as nonlinear error, gain error, and nonlinear error, and dynamic indicators such as equivalent input reference noise, signal-to-noise ratio, signal-to-noise-distortion ratio, and spurious-free dynamic range. In addition, the commonly used test methods for static and dynamic indicators are also given. The downside is that an expensive external signal source is still required. In addition, the stability of the test is difficult to control due to the complexity of the test scheme and synchronization problems.

2. Related Work

At present, various ATE equipment at home and abroad has gradually transformed from the previous functional subdivision to functional integration: the previous ATE will be mainly divided into digital signal IC special testing machine, analog signal IC special testing machine, and storage IC special testing machine. The current situation is that more and more test functions are concentrated on one or several ATEs. For example, the current mainstream SoC ATE includes digital signal IC, analog signal IC, digital-analog mixed signal IC test, and even many other types of IC test functions [15].

The signal integrity issues are further improved at a later stage of the design, so that the designed circuit has good signal integrity. Xie and Liu [16] insisted on using the method based on signal integrity analysis and simulation in the design of high-speed digital circuits, focusing on the analysis and simulation of sensitive signals, finding and solving signal integrity problems, so as to avoid signal integrity problems on the circuit. Many circuit design companies in foreign countries design circuits according to this design method and process, and this design method based on signal integrity analysis and simulation will gradually become more standardized.

Huan et al. [17] estimated the transfer function of the DUT based on the harmonic power combined with the Chebyshev polynomial rank and then solved the static parameters of the ADC under test. Since only the dynamic parameters need to be tested, this kind of method can realize the test of the DUT with less sampling points under the condition of satisfying the Nyquist sampling theorem. But it is not difficult to understand that the accuracy of the measured dynamic parameters will directly determine the reliability of the estimation in this method. In order to improve the test accuracy of dynamic parameters, Yang et al. [18] introduced a method to calculate the spectral characteristics of the DUT by means of interpolation DFT and based on the fast Fourier transform method to test the INL value of the DUT and then used the 16 to 20-bit ADC as the test subjects experimentally. On this basis, Coulby et al. [19] further use various window functions to process the sampled data to reduce or eliminate the problem of spectral leakage in actual testing. In addition, Cao et al. [20] also analyzed the influence of spurious components at nonharmonics on the estimation accuracy. However, because the dynamic parameter test is usually carried out under the condition of high frequency input signal, this method does not consider the monotonicity of the ADC under test. In addition, due to the inability to achieve accurate coherent sampling, spectral leakage and noise still exist at the harmonic points [21]. However, the DUT transfer function described by the Chebyshev polynomial will not be able to reflect the local nonlinear abrupt change [22]. Therefore, the method of estimating static characteristics based on dynamic parameters is only suitable for fast testing occasions that do not require very high accuracy of static parameters [23].

3. Construction of a Low-Cost Test Model for High-Precision ADC Chips Based on Smart Sensor Networks

3.1. Intelligent Sensor Network Structure. The digital-analog hybrid SoC chip test is usually a method of submodule
testing for intelligent sensor networks. The circuit function of the digital part is tested first, and then, the analog part is tested. This is because the test principle of the digital module is relatively simple, the requirements for test resources are low, and the test time is relatively short; the test of the analog module requires more complex test methods and test equipment, and the test time is relatively long. During the debugging process, the failure data is collected and processed, and the test items with higher failure probability are ranked first, which reduces the test time of the failed chip and reduces the test cost.

\[
\text{que}(x, y) = \begin{cases} 
\sqrt{\text{vin}(x) - x \ast x}, \\
\sqrt{\text{vin}(y) - y \ast y},
\end{cases}
\]

(1)

\[
\sqrt{\text{per}(x) - x(t)} + \sqrt{\text{per}(y) - y(t)} = \begin{cases} 
\text{per}(x) - x(t), \\
\text{per}(y) - y(t).
\end{cases}
\]

(2)

In order to facilitate theoretical analysis, the transmission line model should be simplified as much as possible, so that the electrical characteristics of the medium remain unchanged, and the cross-sectional area of the transmission line also maintains a fixed value, that is, the transmission line is uniform. Transmission lines have distributed parameter electrical properties of capacitance, inductance, resistance, and conductance, especially when high-frequency signals are transmitted; these electrical properties are more pronounced.

\[
\text{sue}(x, y) = \begin{cases} 
\text{vin}(x) - xdx \ast x, \\
\text{vin}(y) - ydy \ast y,
\end{cases}
\]

(3)

\[
\begin{align*}
\sqrt{\text{per}(y) - y(t)} & = \int \frac{\text{per}(x)dx - x(t)dt}{\text{per}(y)dy - y(t)dt}. \\
\sqrt{\text{per}(x) - x(t)} & = \int \frac{\text{per}(y)dy - y(t)dt}{\text{per}(x)dx - x(t)dt}.
\end{align*}
\]

(4)

During the transmission of digital signals, signal reflection will occur due to impedance mismatch. The reflection coefficient is used to characterize the amount of reflection. From the expression of reflection coefficient, it can be known that the terminal load ZL of the transmission line and the characteristic impedance Z together determine the size of the reflection coefficient. In high-speed digital circuits, signal reflection will cause SI problems such as overshoot, undershoot, signal delay, and ringing, and the mismatch of transmission line impedance is the most fundamental cause of signal reflection problems.

The method of realizing differential input is generally to convert single-ended signals into differential signals by transformers or differential op amps. Generally speaking, transformers have higher operating frequencies, and the linearity of differential op amps is generally better than that of transformers at low frequencies, so transformers are often used for AC coupling, and op amps are not limited by coupling in bandwidth.

\[
\frac{\text{per}(x, \text{snr}(x)) - x(t)}{\text{per}(y, \text{snr}(y)) + x(t)} - 1 = \frac{x - y}{\text{snr}}.
\]

(5)

\[
\begin{cases} 
\text{snr}(x, y) < x - y, \\
\log \frac{\text{snr}(y) - \text{snr}(x)}{y - x} < \text{ref} \{\text{snr}(y), \text{snr}(x)\}.
\end{cases}
\]

(6)

SNR is usually defined as the ratio of signal power to noise power. For an ideal ADC, the noise mainly comes from quantization error. As mentioned above, different quantization methods have different corresponding minimum quantization errors. This article uses the rounding method for analysis. The rms value of quantization noise can be obtained by taking the square root of the mean of the squares of the quantization errors.

\[
a \ast w_j(t) - t + b \ast 2 \ast \sqrt{w_j(t) - t + c} \ast 3 \ast \sqrt{w_j(t) - t + \cdots + n} = 1,
\]

(7)

\[
\left\{ \frac{i}{i+j}, \frac{j}{i+j} \right\} \in [-1 - \text{ref}(t) \ast t + n, 1 - \text{ref}(t) \ast t - n].
\]

(8)

Signal-to-Noise Distortion Ratio SINAD is the ratio of input signal power to all output signal distortion power (including noise and harmonic components, but excluding DC). Figure 1 measures all transfer function nonlinearities of the output signal plus all system noise. SINAD is a parameter that reflects the real performance of the ADC; usually SINAD can be expressed as above.

The effective number of bits refers to an ADC with a resolution of n, whose performance is equivalent to the number of bits of an ideal ADC due to interference from various noise and distortion. ENOB is calculated based on the ADC device signal-to-noise ratio, which converts the transmitted signal quality to the equivalent bit resolution. Here, resistors R13, R14, and capacitors C58-C60 form a differential two-way RC filter structure, where C60 = 20 pF is much larger than the input capacitance value of the ADC. Considering that the differential op amp AD8138 needs a positive and negative 3.3V power supply, the switched capacitor voltage converter chip LM2644 of TI company is selected for implementation.

3.2 ADC Chip Design Indicators. In high-speed digital systems, many transmission lines are used for interconnection between ADC chip design devices, and the lengths are different. The delay of the signal passing through the transmission line cannot be ignored relative to the transition time of the signal itself. Digital signals are transmitted at the speed of electromagnetic waves on the signal line. At this time, the signal line is a network with parameters such as impedance, capacitive reactance, and inductive reactance, which can only be approximated by a distributed parameter system, that is, the transmission line model. Because the digital
signal will have a certain delay on the transmission line, it is also called a delay line.

\[ |F_i(i) + F_i(j)|, |F_i(i) - F_i(j)|, |F_i(x) + F_i(y)|, |F_i(x) - F_i(y)| = \text{vref}(x,y). \]  
\[ (9) \]

\[ \int (x + y)dxdy = \left[ \frac{c_i(x)}{c_i(x) + c_i(y)} \right] \left[ \frac{c_i(y)}{c_i(x) + c_i(y)} \right]. \]  
\[ (10) \]

When analyzing integral nonlinearity, sometimes due to offset or gain errors, the end of the conversion range may be shifted from the ideal value. Therefore, there are two methods to determine this end-point connection in practical applications: "best straight line method" and "endpoint method." The best straight line method is defined as the straight line that mathematically best fits the actual conversion curve of the ADC; the end point method is defined as the line connecting the first and last points in the conversion curve.

\[
\begin{align*}
\langle \text{omg}(x,y) \rangle _x & \leq \langle \text{omg}(x) - \text{omg}(y) \rangle _x, \\
\langle -\text{omg}(x,y) \rangle _y & \leq \langle -\text{omg}(x) - \text{omg}(y) \rangle _y.
\end{align*}
\]  
\[ (12) \]

The offset error is the deviation between the actual analog input value and the ideal analog input when the output code transitions for the first time from the least significant bit. The gain error is the difference between the actual analog input and the ideal analog input corresponding to the highest two codes. The static performance of the ADC can be described by the input-output transfer curve. Ideally, the input and output characteristics show a highly uniform step in the entire dynamic range, but due to factors such as manufacturing process and working environment, the actual relationship between the level and the code word deviates from the ideal situation to a certain extent.

\[
\sum \frac{1 - \partial(x - y) - \partial(x + y)}{\partial(x - y)} + \frac{x}{\partial(x, y)} = \sum \frac{1}{\partial(x - y)}. \]  
\[ (15) \]

Although according to Nyquist sampling law, such sampling will cause spectral aliasing and cause distortion, but if the input is a band-limited signal, effective sampling quantization can also be performed by using undersampling technology. Typically used for quantization of narrowband signals, new RF and IF sampling structures can be designed.
using undersampling techniques. Since all comparator branches are triggered by the same clock pulse, the fully parallel ADC only needs one clock cycle for each data conversion, so it has the fastest speed.

3.3. Signal Source Design of Sensor Network. In the high-speed acquisition board of the sensor network signal source, the analog-to-digital conversion chip is an important factor to determine whether the indicators of the entire board meet the requirements. In order to obtain higher accuracy and more stable performance, this paper chooses a high-speed chip that is widely used in the capture board and is produced by E2V Company; the model is EV10AQ190. This chip adopts time cross-sampling technology and realizes the purpose of high ADC sampling rate based on the working principle of multichannel analog-to-digital conversion core phase shifting. The input signal used to verify SEIR and the proposed method is generated by the superposition of a 10-bit Maxim 5183 DAC and a DC bias circuit, while the input signal used for the traditional histogram test method is generated by a 16-bit Agilent E33522a. In addition, an additional channel of the instrument will be used to generate the DUT’s clock signal. An Agilent 16702B logic analyzer will be used to generate the control signal for the DUT and the input signal for the DAC. The reference signal is a built-in 1 V voltage, and an external reference signal interface is reserved. The total power supply of the ADC under test is provided by Agilent N6705, and after passing through the combined structure of different LDOs and ferrite beads in the test board, it supplies power to the corresponding modules, respectively. For the digital output of the ADC to be tested, this paper chooses to use the NI PXle 6556 high-speed digital acquisition card in Table 1 to collect.

In addition, based on the method proposed in this paper, among the two groups of data in the last window function, the peak-to-peak value of one group of data is equal to the input range of the transfer function corresponding to the window function, while the other group has superimposed DC offset. Therefore, a full “1” output code will appear due to partial cut-off distortion. At this time, the INL value at

| Design algorithm code | Sensor network signal data |
|-----------------------|---------------------------|
| Vector<vector<double> > neighbors; | Based on the method $\partial F_i(a)$ |
| For(int i=0;i < ki++){ | Proposed in this paper $\partial(x, y)$ |
| Neighbors.push_back(); | Among the $v(a) - v(b)$ |
| Distances[i].first | To the window function $1 - a - b$ |
| Return neighbors; | The peak-to-peak $x - y$ |
| For(auto vote : classvotes){ | The transfer function corresponding |
| If(vote.second > maxvote){ | Value of one group of data is $|F_i(i) + F_j(j)|$ |
| Maxvote = vote.second; | $1 - \partial(x - y) - \partial(x + y)$ |
| Res = vote.first; | Equal to the input range of $1 - x$ |
| Or(int i=0;i < testset.size();i++){ | In the last window function |
| If(testset[i][4] == predictions[i]){ | Two groups of data $c_i(x) + c_j(y)$ |

3.3. Signal Source Design of Sensor Network. In the high-speed acquisition board of the sensor network signal source, the analog-to-digital conversion chip is an important factor to determine whether the indicators of the entire board meet the requirements. In order to obtain higher accuracy and more stable performance, this paper chooses a high-speed chip that is widely used in the capture board and is produced by E2V Company; the model is EV10AQ190. This chip adopts time cross-sampling technology and realizes the purpose of high ADC sampling rate based on the working principle of multichannel analog-to-digital conversion core phase shifting. The input signal used to verify SEIR and the proposed method is generated by the superposition of a 10-bit Maxim 5183 DAC and a DC bias circuit, while the input signal used for the traditional histogram test method is generated by a 16-bit Agilent E33522a. In addition, an additional channel of the instrument will be used to generate the DUT’s clock signal. An Agilent 16702B logic analyzer will be used to generate the control signal for the DUT and the input signal for the DAC. The reference signal is a built-in 1 V voltage, and an external reference signal interface is reserved. The total power supply of the ADC under test is provided by Agilent N6705, and after passing through the combined structure of different LDOs and ferrite beads in the test board, it supplies power to the corresponding modules, respectively. For the digital output of the ADC to be tested, this paper chooses to use the NI PXle 6556 high-speed digital acquisition card in Table 1 to collect.

In addition, based on the method proposed in this paper, among the two groups of data in the last window function, the peak-to-peak value of one group of data is equal to the input range of the transfer function corresponding to the window function, while the other group has superimposed DC offset. Therefore, a full “1” output code will appear due to partial cut-off distortion. At this time, the INL value at

![Figure 2: Design and test accuracy of sensor network signal source.](image-url)
the sequence corresponding to the full partial code in the window function will not be solved due to lack of real data. The number of code values for which an exact solution cannot be obtained should be equal to the number of all “1” codes. To reduce this effect, the offset should be as small as possible. In this paper, the offset between the two sets of data in the same segment is selected to be 10LSB.

Compared with the histogram method, the main difficulty of the proposed method lies in the accurate identification and removal of low-precision signal source errors. In the actual test process, in addition to the factors described above that will affect the test accuracy, the accuracy of the selected signal source will directly affect the test accuracy. For example, when the resolution of the selected signal source is more than 3 bits higher than that of the ADC under test, the test error will not be lower than that of the histogram method. As the accuracy of the signal source of Figure 2 decreases, the test error of the proposed method will also change.

In the middle of the test, by stopping the CDR, the frequency register and the phase register are manually operated, so that the comparison edge is at the position of points 1, 2, 3, 4, and 5. At the same time as the test, the width of the eye diagram is tested by adding a bias voltage. Under
the condition that the performance index of the instrument does not meet the requirements of chip test, various solutions including sampling test and multichannel multilevel test are proposed, and the effectiveness of these methods is verified in the actual test. The actual test result of the 2GSPs 6-bit ultrahigh-speed ADC shows that the ADC’s maximum conversion speed can reach 2GSPs, the minimum quantization accuracy is 10 nV, the maximum effective bit can reach 5.7 bits at the highest conversion speed, and the total power consumption of the circuit is 310 mW.

The whole test head is divided into 8 groups, each group has a corresponding clock board (clock board), a control board (control board), 4 DC/DC conversion boards for power supply to the board, 1A power board (Power s knock Ply board) powered by a chip, and a maximum of 8 digital channel boards, analog modules, or RF modules. Above the test head is the test chip interface (OUT interface). The chip or wafer will be interfaced with the test chip through the test carrier board. The former is the digital board, the latter is the test chip interface (OUT interface). The conversion speed can reach 2.2GSps, the minimum quantization accuracy is 10 nV, the maximum effective bit can reach 5.7 bits at the highest conversion speed, and the total power consumption of the circuit is 310 mW.

3.4. ADC Chip Static Parameters. The construction goal of the acquisition board is as follows: under the control of FPGA, DDR3 can stably and effectively cache the static parameter data of the high-speed ADC chip sampled by the high-speed ADC, can read it out in real time, and send the data to the data through optical fiber or VPX backplane. High-speed clock generation module: it is mainly composed of a high-frequency clock chip ADF4360, a 10 MHz active crystal oscillator, a clock buffer chip CDCVF2310, and a set of SMA interfaces. Main control module: it is mainly composed of a Xilinx V6 series FPGA, which is matched with two XCF32P configuration chips and a JTAG interface.

Computing module: it is mainly composed of a piece of TS201, which is matched with a FLASH chip for chip configuration and the corresponding JTAG interface. Cache module: it is mainly composed of two DDR3 chips, which can realize ping-pong operation. The chip is produced by Samsung, and the model is K4B2G1646C. Clock module: it is mainly composed of three active crystal oscillators of 50 MHz, 125 MHz, and 200 MHz and three corresponding clock buffer chips CDCVF2310.

| Sensor node | Network bit | Network kHz | Network mW | Network ratio |
|-------------|-------------|-------------|------------|-------------|
| ADC1        | 22.65       | 86.53       | 0.55       | 0.35        |
| ADC2        | 28.02       | 39.65       | 0.21       | 0.64        |
| ADC3        | 10.50       | 44.90       | 0.74       | 0.56        |
| ADC4        | 14.00       | 77.04       | 0.34       | 0.30        |
| ADC5        | 23.43       | 43.14       | 0.09       | 0.41        |
| ADC6        | 25.12       | 11.34       | 0.52       | 0.67        |

There are four analog-to-digital conversion cores inside the chip, which are marked as A, B, C, and D, respectively. The four analog-to-digital conversion cores in Figure 3 can cooperate with each other to make the chip work in four-channel mode, two-channel mode, or single-channel mode. All four ADC cores are controlled by the same external input clock signal and the same set of SPI buses. The chip needs to receive a pair of external differential clocks, the maximum clock frequency can reach 2.5 GHz, and the clock should be a sinusoidal signal with a peak-to-peak value of 500 mV and low jitter. There is a clock module inside the chip, which divides the external 2.5 GHz clock signal by two to generate a 1.25 GHz internal sampling clock. Different working modes handle the 1.25 GHz sampling clock differently. The best straight line method is defined as the straight line that mathematically best fits the actual conversion curve of the ADC; the endpoint method is defined as the connecting line between the first point and the last point in the conversion curve. Comparing the two methods, the best straight line method contains information about offset and gain errors, so the "best straight line method" is usually the first choice.

In order to achieve the test of Figure 4, a ramp or sinusoidal signal with a peak-to-peak value slightly larger than the full-scale input range of the DUT and a very low frequency can be selected as the input to the ADC. The square wave is used as the clock signal of the ADC to ensure that each digital output code value of the ADC is sampled at least 10 times. Use the logic analyzer and other instruments to collect the corresponding output codes, and transmit the data to the PC based on the LAN port, and finally process the data based on the histogram principle.

Due to the existence of various noise and nonlinear components, the number of occurrences of each code value is different. Since the peak-to-peak value of the input signal is slightly larger than the full-scale input range of the ADC under test, the maximum and minimum code values obtained by statistics cannot truly reflect the linearity of the ADC at the lowest and highest code values. Therefore, these two points should not be considered when doing statistical analysis of data.
4. Application and Analysis of Low-Cost Test Model of High-Precision ADC Chip Based on Intelligent Sensor Network

4.1. Intelligent Sensor Network Data Preprocessing. In the experiment, an intelligent sensor network data test platform was built, and the high-speed digital circuit and the improved circuit with signal integrity problems were tested, respectively, and the improvement effect of the signal integrity problem was verified. By comparing the simulation waveforms, it is shown that the high-speed digital circuit with signal integrity problems cannot work normally, but all parts of the improved circuit can work normally, which ensures the correctness of the circuit design. First, import the IBIS (input/output device information) simulation model, perform signal integrity analysis and interactive simulation of individual key signals, find signal integrity problems such as crosstalk and reflection of key signals, and modify the design of the corresponding parts. Second, use the global fast simulation to verify the signal integrity design of the high-speed acquisition board, and modify the PCB design until all hidden dangers that may cause signal integrity problems are eliminated.

In the actual test process, the method in Table 2 selects two low-precision DACs to generate a sine signal and a DC offset, respectively. After the two are superimposed, the scaling circuit is used to make the scaled signal equal to the full-scale input range of the specified window function, and use the scaled signal as the input to the ADC under test. On this basis, this paper selects a set of Fourier series to establish the transfer function expression in this segment and uses the relationship between the analog offsets corresponding to the two groups of sampled data in the same segment to be fixed to establish the relationship between equation to simulate the input signal. Finally, the proposed method uses the least squares method to solve the optimal coefficient and transfer function expression and superimposes the same DC offset on the first two sets of signals, so that the signals completely fall into other window functions, and then use the same method to solve others. A complete expression of the DUT transfer function can be obtained by successively processing the transfer function curves of adjacent functions.

Figure 6: ADC chip low-cost test module.

Figure 7: ADC chip logic control unit distribution.
Monotonicity refers to the variation law of the output digital code of the ADC with the increase of the input signal in Figure 5. For a monotonic ADC, when the input analog quantity increases continuously, the output code value of the latter should be greater than or equal to the output code value of the former. When the input signal rate is high, the ADC will operate in a monotonic state due to the limitation of the comparator conversion time. In the actual testing process, the probability that the code value width is 1/10LSB is very small, so the missing code is usually defined as the corresponding code value whose width is less than 1/10LSB.

4.2. Low-Cost Test Simulation of High-Precision ADC Chips. It can use Verilog to write high-precision ADC chip test module simulation test, convert the value of D0-D15 from hexadecimal 0000 to binary, and input signal Vi from 5. For 0 V, the reference voltage Vr is 2.5 V. Under the control of the clock signal, Vout increases from 0 V to 2.5 V in steps of 610 μV. The test conditions are the power supply voltage Vcc = 3.3 V, the temperature T = 270°C, and the digital-analog hybrid simulation is carried out. The digital sequence during the simulation is realized by Verilog, and the simulation waveform is shown in the figure. The capacitive comparator uses the combination J1: capacitive and no-bad comparator. Its advantage is that the differential signal can be compared with a single-ended circuit, and it can be automatically zeroed for J1: the DC offset of the ring comparator. In the latch stage, the amplifier is turned off and the latch works, so the instantaneous output of the preamplifier is amplified by the memory into a logical “1” or “0.”

The primitives in Figure 6 are used to complete the double data rate (DDR) input function, and there are corresponding primitives, which can be instantiated when used. The IDDR primitive signal pins are shown as Q1 and
Q2 are the data output of the IDDR register, C is the clock input port, CE is the clock enable port, and this enable port affects the data loading of the DDR flip-flop.

The sample-and-hold circuit controlled by the high-speed clock is the core part of the whole circuit, and its speed and accuracy directly determine the speed and accuracy of the entire conversion circuit, so in some designs, the sample-and-hold circuit will be individually designed using a more advanced process. When set to logic 0, clock changes are ignored and no new data is loaded into the DDR flip-flops. CE must be a logic 1 to load new data into the DDR flip-flop. D is the IDDR register input from the IOB. R is the synchronous/asynchronous reset pin. S is the sync/async setup pin.

In the actual working process, the logic control unit of Figure 7 first generates a logic digital code whose highest bit is 1 and other bits are 0 and adds it to the DAC input end. The output of this DAC will generate an analog reference signal of 0.5 and serve as the reference input of the comparator. When adding an analog signal to the input end of the ADC, the analog signal will be compared with the 0.5% time through the comparator. If the comparator output is a high level, the MSB is set to 1; otherwise, the MSB is 0. The output of the corresponding DAC is compared with the analog input signal at the input of the comparator to determine the actual logic value of the second most significant bit, which is stored in the output register. Repeat the above steps until all bits of the ADC are determined.

4.3. Example Application and Analysis. Virtex-6 series FPGA devices also include input serial-to-parallel conversion logic resources (ISERDES). The ISERDES unit is used to implement serial-to-parallel conversion, including clock and logic control functions, to assist in high-speed source-synchronous applications. The functions of the ISERDES unit include deserializer, serializer, and Bitslip subunit. The high-speed data transmission can be completed through the ISERDES module, and the transmission rate cannot match the operating frequency in the FPGA. The high-speed serial sampling result data is input to the SelectIO module in the FPGA at the LVDS-DDR (differential level double-edge latched data transmission mode) level.

The data sending end is FPGA, the receiving end is the DDR3 data interface shown in Figure 8, and the IBIS simulation model of the driving source FPGA is Virtex-6, obtained from the Xilinx technical support website. Since the ADC conversion system is not completely linear, distortion occurs in the digital spectrum. Harmonic distortion is numerically equal to the ratio of the signal to the rms value of each harmonic component. Harmonic distortion only considers the second to tenth harmonics: harmonics above the tenth are usually assumed to be negligible.

In addition, based on the basic definition of the INL test, first analyze the analog input voltage value in Figure 9 corresponding to the change of each output code value of the ADC. This converts the ADC’s many-to-one input-output relationship into a one-to-one transfer function.

Aiming at the overall circuit test of the 6-bit 2GSps ADC in this design, the TEKTRON-11LA7012 logic analyzer is used to directly sample the output of NC. This logic analyzer is the best logic analyzer currently available. It has an analog bandwidth of 3 GHz, and the highest data rate that the probe can reach is 1.4 Gbps. It is currently the only logic analyzer that can meet the test requirements of this ADC. Although the fitting result can improve fitting accuracy due to the
shorter transfer function contained in each segment, the test
delay caused by repeated sampling is increasing. When the
critical point is reached, the test efficiency becomes low.

When the number of window functions in Figure 10 is
small, using the window function to process data in seg-
mments can significantly improve the test accuracy, and the
number of sampling points required is less. When the num-
ber of window functions is greater than 100, the error of the
test result does not decrease significantly, but the number of
required sampling points will increase sharply. The test time
carried by the number of sampling points will be extended
accordingly. After adding a BPF with a center frequency of
1 MHz, although the noise floor of the signal is reduced,
the second and third harmonics become larger. The main
reason is that the designed filter attenuates only more than
60 dB at 2 MHz, and when the output power of the signal
source is a 1 MHz sine of 0 dBm, its second harmonic is close
to -71 dBm. At this time, the BPF is not suitable as an
impedance at the ADC input. The real-time signal processor
requires the high-speed ADC sampling module to be as close
as possible to the antenna end, and the digital signal con-
verted by the ADC of the RF signal is sent to the digital sig-
al processing part, so as to obtain as much useful
information as possible. The circuit design also optimizes
the coupling capacity between the DAC stages according to
the parasitic capacitance value, which improves the accuracy
of the ADC. The comparator adopts the independent capac-
itor comparator of self-elimination and loss of power, which
improves the comparison accuracy.

5. Conclusion

This article describes in detail the design and implementa-
tion of 12-bit 125 kHz sampling rate SAR ADC for touch
screen controller chip designed in 35 gm CMOS process. In
order to reduce power consumption, an ADC circuit that
adopts two working modes is designed. When there is a
touch event, the ADC will wake up without delay. If it is
not turned on, the device will be in a state of drooping. At
the same time, it is ensured that the ADC and the internal
reference voltage source are turned off during the analog-
to-digital conversion period. The test results show that
under 60 MHz sampling and 20 MHz analog input, its SFDR
is as high as 75 dB, and the effective number of bits is 10.6
bits. The paper also discusses the dynamic performance at
different amplitudes and with and without filters on the ana-
log input. Finally, combined with the actual test situation,
the factors that lead to the unsatisfactory performance of
AD9238 under low frequency input are verified and ana-
lyzed. According to the parasitic capacitance value, the cir-
cuit design optimizes the DAC-level state coupling

capacitor, which improves the accuracy of the ADC. The
function test of the high-speed interface and the DC param-
eter test are realized in a loopback way, so as to achieve the
goal of greatly reducing the test cost of the integrated chip.
Through the research of this subject, it is shown that the test
scheme is an economical and effective high-speed interface
circuit chip test scheme and has a practical reference value.
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