Abstract—We present the WoodScape fisheye semantic segmentation challenge for autonomous driving which was held as part of the CVPR 2021 Workshop on Omnidirectional Computer Vision (OmniCV). This challenge is one of the first opportunities for the research community to evaluate the semantic segmentation techniques targeted for fisheye camera perception. Due to strong radial distortion standard models don’t generalize well to fisheye images and hence the deformations in the visual appearance of objects and entities needs to be encoded implicitly or as explicit knowledge. This challenge served as a medium to investigate the challenges and new methodologies to handle the complexities with perception on fisheye images. The challenge was hosted on CodaLab and used the recently released WoodScape dataset comprising of 10k samples. In this paper, we provide a summary of the competition which attracted the participation of 71 global teams and a total of 395 submissions. The top teams recorded significantly improved mean IoU and accuracy scores over the baseline PSPNet with ResNet-50 backbone. We summarize the methods of winning algorithms and analyze the failure cases. We conclude by providing future directions for the research.

I. INTRODUCTION

In Autonomous Driving, Near Field is a region from 0-15 meters and 360° coverage around the vehicle. Near Field perception is primarily needed for use cases such as automated parking, traffic jam assist, and urban driving where the predominant sensor suite includes ultrasonics [1] and surround view fisheye-cameras. Despite the importance of such use cases, the majority of research to date has focused on far-field perception and, as a consequence, there are limited datasets and research on near-field perception tasks. In contrast to far-field, near-field perception is more challenging due to high precision object detection requirements of 10 cm [2]. For example, an autonomous car needs to be parked in a tight space where high precision detection is required with no room for error.

Surround view cameras consisting of four fisheye cameras are sufficient to cover the near-field perception as shown in Figure 1. Standard algorithms can not be extended easily on fisheye cameras due to their large radial distortion. Most algorithms are usually designed to work on rectified pinhole camera images. The naive approach to operating on fisheye images is to first rectify the images and then directly apply these standard algorithms. However, such an approach carries significant drawbacks due to the reduced field-of-view.

Fig. 1. Illustration of the four fisheye cameras around the vehicle providing 360° coverage.

and resampling distortion artefacts in the periphery of the rectified images.

Fisheye cameras are a primary sensor available in most commercial vehicles for automated parking. Even in lower cost vehicles, rear-view fisheye cameras have became a standard feature for dashboard viewing and reverse parking. Fisheye cameras are also used commonly in other domains like video surveillance [3] and augmented reality [4]. In spite of its prevalence, there are only a few public datasets for fisheye images publicly available and thus relatively little research is performed. The Oxford Robotcar dataset [5] is one such dataset providing fisheye camera images for autonomous driving. It contains over 100 repetitions of a consistent route through Oxford, UK, captured over a period of over a year and used widely for long-term localisation and mapping. OmniScape [6] is a synthetic dataset providing semantic segmentation annotations for cameras mounted on a motorcycle.

WoodScape [7] is the world’s first public surround view fisheye automotive dataset released to accelerate research in multi-task multi-camera computer vision for automated driving. The dataset sensor setup comprises of four surround-view fisheye cameras covering 360° around the vehicle. The dataset consists of annotations for nine tasks, including segmentation, depth estimation, bounding boxes, pixel level motion masks and a novel lens soiling detection task (illustrated in Figure 2). Semantic instances for 40+ classes provided for over 10,000 images. WoodScape dataset encourages researchers to design algorithms that operate directly on fisheye images, modelling the inherent distortion, rather than using naive rectification. The dataset has enabled such research for depth estimation [8], object detection [9], soiling...
The competition entries in CodaLab were evaluated and ordered based on the mean Intersection over Union (mIoU) score applied to all classes except class 0 - void class, to give more priority to non-void classes. We specify this metric as Score in the leaderboard. The leaderboard also displayed mIoU and mean accuracy (mAcc) over all the classes, however, these scores were provided for information purposes only and were not used in the overall ranking.

**TABLE 1.** Table showing the split of images between the train and test sets.

| Split       | Images | Percent  |
|-------------|--------|----------|
| Training Set| 8234   | 82.34%   |
| Test Set    | 1766   | 17.66%   |
| Total       | 10000  | 100.00%  |

**TABLE 2.** Table showing the description of labels 0-9.

| Label | Description | Label | Description |
|-------|-------------|-------|-------------|
| 0     | Void        | 5     | Rider       |
| 1     | Road        | 6     | Vehicles    |
| 2     | Lanemarks   | 7     | Bicycle     |
| 3     | Curb        | 8     | Motorcycle  |
| 4     | Pedestrians | 9     | Traffic Sign|

**B. Conditions**

In this competition participants were allowed to use public datasets for domain adaptation or pre-training. There were no limits on training time or network capacity. Individuals and teams (of any size) were allowed to enter the competition, with limits of 10 submissions per day and 100 submissions in total per person/team. Valeo employees or employees of third party companies, universities or institutions that contributed to the creation or have access to the full WoodScape dataset were not allowed to take part in this challenge.

**III. OUTCOME**

The competition was active for 55 days from April 23, 2021 00:00 through to April June 16, 2021 23:59. The competition attracted a total of 71 participants with 395 submissions. A graph showing submissions and submission scores on a day to day basis is shown in Figure 4. It can be seen from the graph that during the first half we observed between 0 and 7 daily submissions, while during the second half it ranged from 7 to 20 with some exceptions in both. Daily submissions made in the second half consistently had at least one submission with score greater than 0.75. Overall, the competition attracted approximately 7 submissions per day.

**A. Methods**

1) **Baseline:** In order to provide a baseline performance score a PSPNet [13] network was provided with a ResNet-50 [14] backbone finetuned on WoodScape Dataset [7] (trained for 40,000 iterations). Cross validation and data augmentation techniques were not employed. The baseline network achieved a score of 0.56 (mIoU 0.50, accuracy 0.67) excluding void class. It is notable that PSPNet had reported state of the art scores on PASCAL VOC2012 and Cityscapes dataset at the time of its release in 2017 and served as a good baseline for semantic segmentation tasks at the time of writing. However, even after fine-tuning we observed that there is a significant room for improvements for it to be able to perform better on the WoodScape dataset. We infer that this is due to the high radial distortions present in the fisheye images, while the network was pretrained on ImageNet [15] which does not contain images with such distortion. Thus, we see a big potential for the competition participants to demonstrate substantially improved performance over the baseline.

2) **Winning Team:** Team Meituan finished in first place with a score of 0.84 (mIoU 0.86, accuracy 0.89) with their full Swin-transformer Encoder-Decoder approach. Jian Qiao, Haichao Shi, Xinchu Shi, Bocong Liu, and Xiaoyu Zhang, affiliated to Autonomous Delivery of Meituan, and Institute of Information Engineering, Chinese Academy of Sciences belonged to this team. They adopted Swin-Transformer [16] to create two models. The first model is based on pure Swin-Transformer, where the PixelShuffle [17] operation is used in the up-sampling layer of decoder. The second model was constructed using the encoder of Swin-Transformer,
and deeplabv3 as the decoder. In the training stage, the two models used Mixup [18], EMA [19], cross-validation, multi-scale training and etc. In the testing stage, a voting strategy is used to create an ensemble model that combined the two models.

3) Second Place: Team BUPT-PRIV finished in second place with a score of 0.83 (mIoU 0.75, accuracy 0.89) using dense transformers. Lu Yang, Qing Song, Donghan Yang, Tianfei Zhou, Wenguan Wang, and Liulei Li affiliated to BUPT, ETH Zurich, and BIT belonged to this team. They proposed a transformer network for dense pixel prediction, which adopts SWIN [16] as the encoder. They also proposed a decoder that can generate high-resolution features by making use of the high-resolution module of HRNet [20]. The team used a WeightedCrossEntropy loss to cater for the imbalance in object categories. Their model reported a 83% mIoU score on the test set.

4) Third Place: Team VinAIResearch finished in third place with a score of 0.81 (mIoU 0.83, accuracy 0.90) using a multi-head network for multi-view fisheye image segmentation. Ahmed Rida Sekkat, Anh Vo Tran Hai, Tuan Ho, Tin Duong, and Bac Nguyen affiliated to VinAIResearch belonged to this team. They utilized DeepLabV3+ [20] architecture with a modified multi-headed attention model.
Fig. 4. Graph showing number of daily submissions and submission scores during all the 55 days of the competition.

Fig. 5. Semantic segmentation masks predicted by top 3 teams compared against the ground truth masks. Label 0 and 1 are excluded to make images easy to perceive. Left to Right: Ground Truth and prediction results of winner (earhian), second (soeaver) and third place (raman_focus) teams respectively.

and a weighted loss function to obtain a score of 0.80. An ensemble architecture of the two best models further increased their score to 0.81.

B. Results and Discussion

Team Meituan, with a lead score of 0.84 (mIoU 0.87, accuracy 0.89), was announced as the winner on 18th June 2021. The leaderboard for the competition showing the top-
In particular, we notice that many Rider teams with an IoU score of less than 0.7 as can be seen in many mispredictions on Riders and refined object detectors for these classes. There were 20 user submissions along with the team names is presented in Table 3.

Figure 5 shows predictions for 3 randomly chosen images from the top three teams. We chose to not include Void to give more importance to other classes, however this has inadvertently enabled the models to take a smaller score penalty on misclassifying Void as Road. We have excluded both Void and Road in the comparison for better visual understanding of predictions of other classes.

Table 4 shows accuracy and IoU for each class for the top 3 teams. The top 3 teams managed to get IoU scores over 0.9 for Road, Pedestrians (Label 4), and Vehicles (Label 6). This can be attributed to the existence of better performing and refined object detectors for these classes. There were many mispredictions on Riders (Label 5) from all the 3 teams with an IoU score of less than 0.7 as can be seen in Table 4. In particular, we notice that many Rider pixels are largely misclassified as Pedestrian, as riders and pedestrian are very similar in visual appearance and often very difficult to disambiguate from single images (e.g. due to occlusion, etc.).

In future iterations of the challenge, to mitigate such unintended effects on the score, we plan to use weighted averaging of the IoU of classes while including more classes (e.g. buildings, traffic lights, etc.) limiting the Void to sky and other miscellaneous objects.

IV. CONCLUSION

In this paper, we discussed the results of the first fish-eye semantic segmentation challenge hosted at our CVPR OmniCV workshop 2021. Fisheye cameras have a spatially variant distortion which makes it challenging for CNNs as its translation invariance breaks. The top methods made use of transformers which have a spatial adaptation mechanism implicitly at patch level and hence avoided the explicit modelling of the radial distortion. However, incorporating the known camera geometry would have acted as an inductive bias for efficient learning and better generalization. In future work, we plan to organize similar workshop challenges on panoptic segmentation.
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