Abstract—There exist various methods and tools to size solar photovoltaic systems; however, these tools rely on simulations, which do not cover all aspects of the design space during the search for optimal solution. In prior studies in optimal sizing, the focus was always on criteria or objectives. Here, we present a new sound and automated approach to obtain optimal sizing using an unprecedented program synthesis. Our variant of counterexample guided inductive synthesis (CGES) approach has two phases linking the technical and cost analysis: first we synthesize a feasible candidate based on power reliability, but that may not achieve the lowest cost; second, the candidate is then verified iteratively with a lower bound cost via symbolic model checking. If the verification step does not fail, the lower bound is adjusted; and if it fails, a counterexample provides the optimal solution. Experimental results using seven case studies and commercial equipment data show that our synthesis method can produce within an acceptable run-time the optimal system sizing. We also present a comparative with a specialized simulation tool over real photovoltaic systems to show the effectiveness of our approach, which can provide a more detailed and accurate solution than that simulation tool.
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I. INTRODUCTION

ACK of access to clean and affordable energy is considered a core dimension of poverty [1]. Progress has been made worldwide; in particular, the number of people without electricity access fell below 1 billion threshold for the first time in 2017 [2]. Decentralized systems led by solar photovoltaic (PV) in off-grid and mini-grid systems are the lowest-cost solution for three-quarters of the additional connections needed to provide universal electricity [1]; specifically, grid extension are the standard in urban areas [2].

To simulate or evaluate a PV system, there exist various specialized tools, e.g., RETScreen, and HOMER [3], [4]; and even general-purpose simulation tools, as MATLAB [5]. However, these tools rely on simulation, with the drawback of an incomplete coverage since verification of all possible combinations and potential failures of a system is unfeasible [6].

Optimization of PV systems is not a recent topic; since the 90’s different techniques using a wide variety of criteria to find ultimate combinations for design parameters, based on intuitive, numerical, and analytical methods were developed and evaluated [7]. An ideal combination of any PV system consists of the best compromise between two objectives, which is power reliability and system cost [8].

Formal methods could offer great potential to obtain a more effective design process for PV systems [6]. In 2012, a Chinese smart grid implementation considered a case study to address the verification problem for performance and energy consumption [9]. In 2015, an automated simulation-based verification technique was applied to verify the correctness of power system protection settings [10]. In 2017, a researcher suggested the application of formal methods to verify and control the behavior of computational devices in a smart grid [11]. Finally, in 2018, a verification methodology was applied to PV panels and its distributed power point tracking [12]. However, prior studies did not deal with electricity generation or even solar PV systems optimization. Formal methods based on symbolic model checking and its application to synthesize PV systems are still unexplored in literature.

Here, we have developed a variant of counterexample guided inductive synthesis (CGES) for synthesizing optimal sizing of stand-alone PV systems using commercial equipment data. Given a correctness specification $\sigma$, our method uses that as a starting point and then iteratively produces a sequence of candidate solutions that satisfy $\sigma$, related to power reliability. In particular, in each iteration, we synthesize the sizing of stand-alone PV systems, but that may not achieve the lowest cost. The candidate solution is then verified via symbolic model checking with a lower bound that serves as the minimum cost of reference; if the verification step does not fail, the lower bound is adjusted. If it fails, then a counterexample is provided with an optimal sizing that meets both power reliability and system cost. Note that in this study, our focus is not on new criteria or even optimization objectives. Instead, our novelty relies on an effective approach to the pursuit of the optimal solution of PV systems using formal methods.

In summary, this paper makes the following original contributions: (i) It is the first application of a sound and automated formal synthesis approach, which can provide accurate results of optimal sizing of stand-alone PV systems; (ii) We propose a variant CEGIS method with striking differences of how the SYNTHESIZE and VERIFY phases work together, with the abolition of the feasible solution candidate vector and the use of an incremental, iterative loop to reach the optimal cost solution of the system; and (iii) Experimental results with seven case studies show that formal synthesis approach qualitatively outperforms an existing state-of-the-art simulation tool. Our solution is far detailed and closer to the commercial reality (real PV systems) than the solution presented by simulation.

II. SIZING AND OPTIMIZATION OF PV SYSTEMS

Fig. 1 illustrates a stand-alone PV system block diagram. The PV generator (a panel or an array) is a semiconductor device that can convert solar energy into DC electricity. For
night hours or rainy days, we hold batteries where power can be stored and used. The use of batteries as a storage form implies the presence of a charge controller [13]. The PV arrays produce DC, and therefore when the PV system contains an AC load, a DC/AC conversion (inverter) is required. The AC load dictates the AC electrical load behavior from the house.
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Fig. 1. Block diagram for a typical stand-alone PV system [13].

In this section, we explain the adopted method to size stand-alone solar PV systems, and what criteria and technique are possible to apply for the optimal sizing.

### A. Sizing Stand-alone Solar PV Systems

We adopted a critical period solar energy method [14]; in particular, maximum power point tracking (MPPT) charge controller, which is the most common nowadays. First, we need to correct the energy consumption estimated to the load ($E_{\text{consumption}}$), which is carried out by Eq. (1), where the efficiency of batteries ($\eta_b$), controller ($\eta_c$), and inverter ($\eta_i$) are considered [14] as follows

$$E_{\text{corrected}} = \frac{E_{\text{consumption}}}{\eta_b \eta_c \eta_i}. \quad (1)$$

We also need to estimate the energy that each panel produces, called $E_p$, in Wh, defined as

$$E_p = \text{Solar Irradiance} \times \text{Panel Area} \times \eta_p \times 1000, \quad (2)$$

where the solar irradiance is expressed in terms of kWh/m² and depends on the site where we deploy the PV system; the PV panel area is given in m² and corresponds to the size of one PV panel, and $\eta_p$ represents the PV panel efficiency. We compute the total minimum number of needed solar panels ($N_{TP\text{min}}$) as

$$N_{TP\text{min}} = \frac{E_{\text{corrected}}}{E_p}. \quad (3)$$

Notably, we give the total number of panels in series ($N_{PS\text{min}}$) and parallel ($N_{PP\text{min}}$) by

$$\frac{V_{\text{mppt,min}}}{V_{\text{maxPower,TempMax}}} \leq N_{PS\text{min}} \leq \frac{V_{\text{mppt,max}}}{V_{\text{maxPower,TempMin}}}, \quad (4)$$

$$N_{PP\text{min}} = \frac{P_{\text{total}}}{\text{Number Panels Series} \times P_{\text{max,ref}}} \quad (5)$$

where $V_{\text{mppt,max}}$ is the maximum operation voltage and $V_{\text{mppt,min}}$ is the minimum operation voltage of the charge controller; $V_{\text{maxPower,TempMax}}$ and $V_{\text{maxPower,TempMin}}$ are the maximum power voltage from the PV module considering the maximum and minimum operational temperature, respectively; $P_{\text{total}}$ is the total power demanded from the PV system and $P_{\text{max,ref}}$ is the power supplied from one PV panel in Watts. Regarding batteries, we must first define the total capacity of the battery bank as

$$C_{\text{bank}} = \frac{E_{\text{corrected}} \times \text{autonomy}}{V_{\text{system}} \times \text{DOD}}, \quad (6)$$

where the variable autonomy is a design definition and typically has a value ranging from 6 to 48h; $V_{\text{system}}$ is the DC voltage of the bus, and DOD is the battery deep of discharge (considered of maximum of 25% here). Second, we compute the total (minimum) number of batteries as

$$N_{B\text{total}} = N_{BS\text{min}} \times N_{BP\text{min}} \quad (7)$$

$$N_{B\text{total}} = \frac{V_{\text{system}}}{V_{\text{bat}}} \times \frac{C_{\text{bank}}}{\text{BatteryCapacity}}. \quad (8)$$

Regarding the charge controller, it must initially meet the voltage requirement of the PV system, as described by Eq. (9) to the charge controller voltage:

$$V_c = V_{\text{system}}. \quad (9)$$

The short circuit reference information from the manufacturer’s solar panel must be corrected to the cell temperature because the field temperature is higher than the nominal or laboratory temperature, and PV system is temperature dependent, as

$$I_{\text{sc,amb}} = \frac{G}{G_{\text{ref}}} \left[ I_{\text{sc,ref}} + \mu I \times (T - 25) \right]. \quad (10)$$

The controller must meet the maximum current from the PV array given by Eqs. (11) and (12) as

$$I_{c,\text{min}} = I_{\text{sc,amb}} \times N_{PP}, \quad (11)$$

$$I_c \geq I_{c,\text{min}}. \quad (12)$$

The inverter sizing check is performed using three equations. Eq. (13) ensures that the input voltage of the controller meets the system voltage. Eq. (14) ensures that the output voltage of the controller meets the AC voltage of the load. Finally, Eq. (15) ensures that the controller can support the total demand of the load ($\text{Demand}$) and the surge power ($P_{\text{surge}}$), where $V_{\text{in,DC}}$ is the nominal input voltage and $V_{\text{out,AC}}$ is the nominal output voltage of the inverter; $\text{MAX}_{AC,\text{ref}}$ is the peak power that the inverter can support.

$$V_{\text{in,DC}} = V_{\text{system}}. \quad (13)$$

$$V_{\text{out,AC}} = V_{\text{AC}}. \quad (14)$$

$$\left( \text{Demand} \leq P_{AC,\text{ref}} \right) \land \left( P_{\text{surge}} \leq \text{MAX}_{AC,\text{ref}} \right). \quad (15)$$
B. PV Systems Optimization: Criteria and Techniques

We need to evaluate power reliability and system cost analysis for the underlying system to select an optimal PV system to meet sizing constraints. An ideal combination of any PV system consists of the best compromise between these two objectives or criteria.

During the PV system design, one of the most important aspects to ensure power system reliability is to analyze power supply availability [8]. The reason is that solar energy production is intermittent and, therefore, the energy generated usually does not match with the load demand. A reliable power generation system that has sufficient power to feed load demand in a period. There exist different methods to express system reliability, where the most popular ones are the loss of load probability (LOLP) and the loss of power supply probability (LPSP) [8]. In both methods, if the probability is zero, then the load is always fulfilled; otherwise (i.e., probability of one) the load is never fulfilled. LOLP is the probability for the case when a load demand exceeds the generation power by the PV system. On the one hand, we have a reliable PV system when it can generate sufficient power to fulfill the demanded load within a period. On the other hand, LPSP is defined as the probability of the case when the system generates insufficient power to satisfy the load demand. The main approaches to LPSP demand simulation or probabilistic treatment of time series data to predict dynamic changing on system performance. However, data is not always available and dynamic analysis is complex; and this is a drawback of LOLP and LPSP [8].

There exist various methods available related to economic analysis. The main objective is to determine whether the project has an acceptable investment; the usual way is to perform economic analysis after reliability analysis to propose a system with high reliability and lowest cost [8]. The conventional methods include: Net Present Cost (NPC) [15], the Levelized Cost of Energy (LCOE) [16], or the Life Cycle Cost (LCC) [7]. The NPC is the present value of all the costs over the project lifetime, minus the present value of all the revenues that it earns over the project lifetime. We find the present net worth by discounting all cash inflows and outflows, including the cost of installation, replacement, and maintenance of the PV system, at an internal rate of return (IRR) [15]. IRR is used to evaluate the attractiveness of a project or investment. We define LCOE as the average cost per kWh of useful electrical energy produced by the PV system when a lifetime, investment cost, replacement, operation and maintenance, and capital cost are considered [17]. LCOE method is useful in comparing different generation technologies with different operating characteristics [16]. LCC is the estimation of the sum of installation cost, operating and maintenance of a PV system for some time, and expressed in today’s value [7]. Eq. (16) is used to calculate LCC of a PV system,

\[ LCC = C_{PV} + C_{bat} + C_{charger} + C_{inv} + C_{installation} + C_{batrep} + C_{PWOKM}, \]

where \( C_{PV} \) is PV array cost, \( C_{bat} \) is initial cost of batteries, \( C_{charger} \) is cost of charger, \( C_{inv} \) is inverter cost, \( C_{installation} \) is installation cost, \( C_{batrep} \) is battery replacement cost in present value, and \( C_{PWOKM} \) is operation and maintenance costs in present worth.

Parallel to criteria, the designer has to evaluate the design based on optimization variables to recommend an optimal configuration for PV systems. As the number of optimization variables increases, the computational effort increases as well. Hence, to obtain the best PV system design as well as a simplified sizing process, prior work introduced three primary techniques for system sizing calculation, namely intuitive, numerical, and analytical methods [16]. The intuitive method is simple, easy to be implemented, and can be used to give rough suggestions for preliminary design. The sizing rules rely on the designer’s experience, using the lowest performance either in a time data or by directly using average value (daily, monthly, or annual) of solar irradiance. This method does not consider the battery’s state of charge, or even the random nature of solar irradiation and meteorological conditions [8]. For the numerical method, the design simulates for each time step within a period to calculate and investigate the state of charge of batteries. The numerical method is very accurate; however, it is complex, demanding more time for calculation [15]. Analytical methods are used to obtain a close relation or correlation in the form of an equation between capacities and reliabilities. The sizing task becomes much more straightforward than numerical technique; however, the relation cannot be applied to different sites since it is specific to one place of deployment of the PV system, thereby demanding adaptation if another site is analyzed.

III. Automated Formal Synthesis Method

In this section, we present our theory and methodology to obtain the optimal sizing of stand-alone solar PV systems through program synthesis. In particular, Fig. 2 illustrates how to obtain the optimal sizing of a stand-alone PV system, which shows the traditional techniques (manual and simulation) and the proposed automated synthesis. Note that the input information is the same for all the methods: weather data, price information, design requirements, as load curve and power demand, and design assumptions) except for the automated synthesis where we also define the bound \( k \) to restrict the design-space search. Related to the output presented by both techniques, all of them produce a successful or fail result considering a feasible technical solution with the lowest cost. On the one hand, when done by simulation we get a report or graphical result; on the other hand, the automated synthesis technique, which is a mathematical reasoning of a model, presents a counterexample with the optimal solution stored in variables. Furthermore, as described in this section, the design-space coverage during the optimal sizing search is sound and complete when using automated synthesis.

A. Automated Verification Using Model Checking

Although simulation and testing explore possible behaviors and scenarios of a given system, they leave open the question of whether unexplored trajectories may contain a flaw. Formal verification conducts an exhaustive exploration of all possible behaviors; when a design is said to be “correct” by a formal verification method, it implies all behaviors explored, and questions regarding adequate coverage or missed behavior
construct a program to ensure that the program does what it intends. If a computer can automatically generate a program, it is necessary to determine whether the program is correct.

Currently, CPAchecker uses MathSAT as SMT solver [20]. The CPA framework provides interfaces to SMT (Satisfiability Modulo Theories) solvers and interpolation procedures [20]. CPAchecker provides an implementation framework that allows the seamless integration of program analysis expressed in the same formal setting. The CPA formalism provides an interface for the definition of program analysis. Consequently, CPAchecker provides an implementation framework that allows the seamless integration of program analysis expressed in the CPA framework. In terms of the architecture, the central data structure is a set of control-flow automata (CFA), which consists of control-flow locations and control-flow edges. The CPA framework provides interfaces to SMT (Satisfiability Modulo Theories) solvers and interpolation procedures [20]. CPAchecker uses MathSAT as SMT solver [20].

B. Program Synthesis Technique

Program synthesis addresses an age-old problem in computer science: can a computer program itself [21]? Before the computer can automatically generate a program, it is necessary to give it a specification of what the program should do. The specification needs to describe the program’s desired behavior to ensure that the program does what it intends.

The basic idea of program synthesis is to automatically construct a program $P$ that satisfies a correctness specification $\sigma$. In particular, program synthesis is automatically performed by engines that use a correctness specification $\sigma$, as starting point, and then incrementally produce a sequence of candidate solutions that partially satisfy $\sigma$ [22]. As a result, a given candidate program $p$ is iteratively refined, to match $\sigma$ more closely. CEGIS represents one of the most popular approaches to program synthesis currently used in practice for cyber-physical problems [22], as energy production, distribution, and optimization. Figure 3 illustrates the underlying architecture. Note that CEGIS has close connections to algorithmic debugging using counterexamples and abstraction refinement [23].

The correctness specification $\sigma$ provided to our program synthesizer is of the form $\exists \vec{x}. \forall \vec{x}. \sigma(\vec{x}, \vec{F})$, where $\vec{F}$ ranges over functions, $\vec{x}$ ranges over ground terms, and $\sigma$ is a quantifier-free (QF) formula typically supported by SMT solvers. The ground terms are interpreted over some finite domain $D$, where $D$ can be encoded using the SMT’s bit-vectors part. Examples of specifications used by our method include house demand, energy, and battery autonomy; we also provide a list of equipment specifications and prices from different manufacturers and models.

In Figure 5 regarding traditional CEGIS method, the phases SYNTHESIZE and VERIFY interact via a finite set of test vectors $\text{INPUTS}$, which is incrementally updated. Given the correctness specification $\sigma$, the SYNTHESIZE procedure tries to find an existential witness $\vec{F}$ satisfying the specification $\sigma(\vec{x}, \vec{F})$, for all $\vec{x}$ in $\text{INPUTS}$ (as opposed to all $\vec{x} \in D$). If SYNTHESIZE succeeds in finding a witness $\vec{F}$, the latter is a candidate solution (i.e., feasible combination of equipment) to the full synthesis formula, which is passed to VERIFY in order to check whether it is a proper solution (i.e., $\vec{F}$ satisfies the specification $\sigma(\vec{x}, \vec{F})$ for all $\vec{x} \in D$). If this is the case, then the algorithm terminates, i.e., we have found a feasible equipment with the lowest cost; otherwise, in the CEGIS traditional method, additional information is provided to the phase SYNTHESIZE, in the form of a new counterexample that is added to the $\text{INPUTS}$ set and the loop iterates again.

One may notice that each iteration of the traditional CEGIS loop adds a new input to the finite set $\text{INPUTS}$, which is then used for synthesis. Given that the full set of inputs $D$ is finite because we use bit-vector expressions, this means that the refinement loop can only iterate over a finite number of times; however, SYNTHESIZE may conclude that no candidate solution obeying $\sigma$ for the finite set $\text{INPUTS}$ exists, and our synthesis engine can then conclude that no feasible equipment combination was found.

In our variant CEGIS method, there exist four distinct differences related to the traditional CEGIS: (1) there exists no test vector and every candidate is generated during the runtime in the SYNTHESIZE phase and sent to the VERIFY phase; (2) if the VERIFY phase is unsuccessful, then a new candidate is generated by SYNTHESIZE and (3) the lower bound of the VERIFY phase is incremented to search for the lowest cost; (4)
as a result, there exists no refinement from the \textbf{VERIFY} phase back to the \textbf{SYNTHESIZE} phase, i.e., a new counterexample is not added to the \textbf{INPUT} set since a failure during the \textbf{VERIFY} phase will only discard a given candidate, which could be feasible in the next iteration with a new lower bound.

Program synthesis engines that implement the CEGIS approach \cite{CEGIS} can automatically produce solutions for a large variety of specifications; here, we have used symbolic software verifiers based on SMT solvers.

Algorithm \ref{alg:synthesizer} describes our pseudo-code to synthesize stand-alone PV systems using symbolic model checking. We adopted the analytical method of optimization, with LCC economical analysis and power reliability based on the critical period criteria. Our synthesis algorithm will synthesize constant

\begin{algorithm}[h]
\caption{Synthesis algorithm} \label{alg:synthesizer}
1: Initialize variables
2: Declare list of PV panels, controllers, batteries, and inverters data and cost
3: Declare the maximum possible cost $\text{MaxCost}$
4: Declare power demand, power peak, energy consumption
5: Declare battery autonomy, deep of discharge, AC voltage
6: for $\text{HintCost} = 0$ to $\text{MaxCost}$ do
7: Non-deterministic variable selects PV Panel from list
8: Non-deterministic variable selects Controller from list
9: Non-deterministic variable selects Battery from list
10: Non-deterministic variable selects Inverter from list
11: Calculate $E_{\text{corrected}}$, $E_p$
12: Calculate $N_{TPmin}$, $N_{PSPmin}$, $N_{PPmin}$
13: Calculate $C_{\text{bank}}$
14: Calculate $N_{BSmin}$, $N_{Bpmin}$, $N_{BTot}$
15: Requirement enforced by \textbf{assume}($V_e$)
16: Calculate $I_{\text{sc,amb}}$
17: Calculate $I_{c,min}$
18: Requirement enforced by \textbf{assume}($I_c \land V_{in,DC} \land V_{out,AC}$)
19: Requirement enforced by \textbf{assume}($\text{Demand} \land \text{P surge}$)
20: Variables hold feasible PV system candidate and cost
21: $F_{obj} \leftarrow N_{TP} \ast \text{PanelCost} + N_{TB} \ast \text{BatteryCost} + \text{ControllerCost} + \text{InverterCost} + \text{InstallationCost} + \text{batterCost} + \text{PWOCost}$\text{Cost}$
22: Violation check with \textbf{assert}($F_{obj} > \text{HintCost}$)
23: end for
24: return ($\emptyset$)
\end{algorithm}

values. It starts with the input of manufacturers’ data and prices of PV panels, batteries, charge controllers, and inverters (line 2). After that, we define user requirements, i.e., house requirements and design definitions, from lines 4 and 5.

The \textbf{for}-loop on line 6 ensures the search for the lowest cost to the PV solution. The $\text{MaxCost}$ value is a very high value put as a limit to the loop, which never will be reached because the optimal solution will be found first. The formal guarantee of this statement is based on the fact that the cost is verified just after a feasible technical candidate if found on \textbf{SYNTHESIZE} phase. In particular, the loop starts with cost 0 and stops only when the algorithm finds a feasible solution in which the cost breaks the \textbf{assertion} stated in line 22; if that happens, then our algorithm has found an optimal solution, thereby stating that the \textbf{VERIFY} phase reached a satisfiable condition (SAT).

Our synthesis algorithm uses non-deterministic variables to choose one specific constant from a given list of PV panels, controllers, batteries, and inverters (lines 7 to 10). That procedure ensures that our synthesis engine checks all combinations of items from each equipment, and combine them to assemble a feasible (candidate) PV solution, which meets the user requirements.

Next, we use Eq. (1), Eq. (2), Eq. (3), Eq. (4), Eq. (5), Eq. (6), Eq. (7), Eq. (10), and Eq. (11) to calculate the sizing variables (lines 11 to 17). The directive \textbf{assume} (lines 15, 18 and 19) ensures the compatibility of the chosen items from the list of equipment: the \textbf{VERIFY} phase uses only the item (among all the possible ones) that satisfies the statements of Lines 15, 18 and 19. Therefore, our synthesis algorithm reaches line 20 with one feasible solution, and we calculate the cost of that solution in $F_{obj}$ (line 21).

If our algorithm does not find a feasible solution among the item of equipment that we provide to our \textbf{SYNTHESIZE} phase, then the result is an unsatisfiable (UNSAT), i.e., the program finishes and does not find a solution, which indicates that it was not possible to combine the items of each equipment in order to create a feasible solution. The main challenge for the \textbf{SYNTHESIZE} phase is to find a feasible candidate solution regarding the constraints and user requirements. Related to our \textbf{VERIFY} phase, the challenge is to find the lowest acquisition cost from a list of equipment and components that are provided from the \textbf{SYNTHESIZE} phase. Note that the process described here is completely automated and that validation is performed by our \textbf{VERIFY} phase to ensure that the approach is sound.

\subsection{Assumptions and Premises}

Regarding the line 2 of Algorithm \ref{alg:synthesizer}, a list of forty equipment from ten different manufacturers was provided to our synthesis engine in order to allow the choice of every item of PV sizing. Data sheet from each item was necessary to collect technical information. Moreover, the price of each item was obtained from available quotations in the market, and if the currency was not in US dollars, then it was used the exchange rate of the day to convert it to US dollars.

With respect to power reliability, this work will rely on the critical period solar energy method \cite{critical_period} as described in Section II-A. The usual way is to use loss of load probability (LOLP) or loss of power supply probability (LPSP). However, we are neither considering site characteristics nor the load changes over time, which demands historical data, the reliability analysis will be developed only by the critical period method of PV sizing. Regarding financial analysis:

- LCC lifetime considered: 20 years;
- Installation costs: includes delivery in the isolated community and installation costs itself, 5% of total cost \cite{installation_cost};
- Value of the discount rate or interest rate: 10%, which is a good rate considering financial investments in developing countries;
- Operation and maintenance annual costs: based on PV projects of similar size in the Amazon region of Brazil, will be adopted the value of US$ 289.64 \cite{operation_and_maintenance}. This cost includes the battery replacement based on its lifetime.
On the subject of PV system optimization technique, we will adopt here the intuitive method since the average value daily of solar irradiance is used in the mathematical model, without considering the battery’s state of charge, or even the random nature of solar irradiation and meteorological conditions. Therefore, all the computational effort will be concentrated in our automated synthesis algorithm.

Regarding all case studies, it was defined that the minimum state of charge of batteries is 75% (with DOD maximum of 25%, which is common to lead-acid batteries), the voltage of the system is set in 24 V DC (the most common as well, but the value can be adjusted to 12 or 48 V at the code), and the AC voltage from the inverter is 127 V (Brazilian standard).

Related to off-the-shelf simulation tools only HOMER Pro perform off-grid system with battery backup analysis and includes economical analysis. Therefore, in this study, HOMER Pro will be the simulation tool used to compare with our automated synthesis method. Related to HOMER Pro: (a) is available only for Microsoft Windows and its annual standard subscription costs US$ 504.00 [26]; (b) it does not have the LCC cost in its reports. It has NPC and LCOE. Therefore NPC was used to obtain LCC in order to allow the comparative; (c) the optimization analysis of HOMER allows to define a load curve and temperature according of data collected from online databases. However, in order to allow a correct comparative, the curve load and the temperature were defined exactly the same as automated synthesis tools; (d) it does not have an explicit equipment called charge controller. It uses a controller resource that can perform in two different ways, according of the optimization choice or the user choice: load following or cycle charging [26]. During the tests it was chosen the load following controller; it produces only enough power to meet the demand [26]; (e) it was assumed the value of 5% of capacity shortage that is equivalent to 95% of availability of the PV system. By definition, availability is the percentage of time at which a power system is capable of meeting the load requirements [27]. For critical loads, 99% is considered acceptable. While in a ordinary house electrical load, 95% is considered acceptable; (f) it was assumed a string of two batteries in order to match the voltage of the system of 24 V DC that was used for the automated synthesis tool; (g) the premise adopted when using HOMER Pro it was that the user does not know the optimal solution, and that in order to obtain this solution is necessary to include (at the design phase of the tool) generic PV and batteries modules that HOMER will search for the optimized power of each component. With that in mind, it was included a generic flat plate PV of 1 kW and generic lead-acid batteries of 1 kW as well (and with capacity of 83.4 Ah according with HOMER Pro modeling). HOMER, during run-time, decides the size in kW of each module, based on feasibility and lower cost.

IV. CASE STUDIES AND ANALYSIS

This section describes our case studies, experimental setup, objectives, and results to evaluate our proposed synthesis approach. We also compare our approach with a specialized simulation tool (HOME Pro).

A. Case studies

We have performed seven case studies to evaluate our proposed synthesis approach, as described in the first column of Table I (Specification). These case studies were defined based on real houses visited by the team of a Newton Fund project in riverside communities around the Low Black River in Amazonas - Brazil. This project finished in March 2019, where we visited and surveyed 14 riverside isolated communities, aiming to evaluate the energetic habits of the dwellers[1]. For all cases, an estimated load curve (kWh) was defined based on the electronics consumers found of each house.

| Specification | CPAchecker 1.8 (MathSAT 5.5.3) | HOMER Pro 3.13.1 |
|---------------|---------------------------------|------------------|
| Case Study 1  | Sat (7.23 min)                   | (Time: 0.33 min) |
| Peak:342W     | NTP:1×340W (15)                  | 2.53 kW of PV    |
| Surge:342W    | NBT:8×105Ah (28-4P)              | NBT:12×83.4Ah (25-6P) |
| E:3,900Wh/day | Controller 15A/75V               | 0.351 kW inverter|
| Autonomy:48h  | Inverter 700W/48V                | LCC: US$ 7,808.04|
| Case Study 2  | Sat (22.87 min)                  | (Time: 0.18 min) |
| Peak:814W     | NTP:2×330W (25)                  | 3.71 kW of PV    |
| Surge:980W    | NBT:10×105Ah (25-5P)             | NBT:20×83.4Ah (25-10P) |
| E:4,880Wh/day | Controller 20A/100V DC           | 0.817kW inverter |
| Autonomy:48h  | Inverter 1,200W/24V              | LCC: US$ 12,861.75|
| Case Study 3  | Sat (166.13 min)                 | Not possible     |
| Peak:815W     | NTP:4×150W (45)                  |                  |
| Surge:980W    | NBT:4×80Ah (25-2P)               |                  |
| E:4,880Wh/day | Controller 15A/100V DC           |                  |
| Autonomy:12h  | Inverter 1,200W/24V              |                  |
| Case Study 4  | Sat (114.33 min)                 | (Time: 0.23 min) |
| Peak:255W     | NTP:4×150W (45)                  | 2.42 kW of PV    |
| Surge:722W    | NBT:10×80Ah (25-5P)              | NBT:12×83.4Ah (25-6P) |
| E:3,600Wh/day | Controller 15A/75V               | 0.254kW inverter |
| Autonomy:48h  | Inverter 750W/24V                | LCC: US$ 7,677.95|
| Case Study 5  | Sat (134.93 min)                 | (Time: 0.18 min) |
| Peak:263W     | NTP:6×105Ah (25-3P)              | 1.59 kW of PV    |
| Surge:722W    | Controller 15A/75V               | NBT:10×83.4Ah (25-5P) |
| E:2,500Wh/day | Inverter 400W/24V                | 0.268kW inverter |
| Autonomy:48h  | LCC: US$ 7,816.31                | LCC: US$ 6,175.57|
| Case Study 6  | Sat (235.75 min)                 | (Time: 0.22 min) |
| Peak:322W     | NTP:2×200W (25-2P)               | 3.15 kW of PV    |
| Surge:896W    | NBT:10×105Ah (25-5P)             | NBT:14×83.4Ah (25-7P) |
| E:4,300Wh/day | Controller 15A/75V               | 0.328kW inverter |
| Autonomy:48h  | Inverter 400W/24V                | LCC: US$ 9,112.45|
| Case Study 7  | Sat (172.03 min)                 | (Time: 0.20 min) |
| Peak:1,586W   | NTP:2×200W (25-2P)               | 12.5 kW of PV    |
| Surge:2,900W  | NBT:66×83.4Ah (25-33P)           | NBT:66×83.4Ah (25-33P) |
| E:14,000Wh/day| Controller 20A/100V DC           | 1.60kW inverter  |
| Autonomy:48h  | LCC: US$ 41,878.11               | LCC: US$ 41,878.11|

Caption: OM = out of memory, TO = timeout, IF = internal failure, E = energy.
All experiments regarding the verification tools were conducted on an otherwise idle Intel Xeon CPU E5-4617 (8-cores) with 2.90 GHz and 64 GB of RAM, running Ubuntu 16.04 LTS 64-bits. For HOMER Pro, we have used an Intel Core i5-4210 (4-cores), with 1.7 GHz and 4 GB of RAM, running Windows 10. Our experiments were performed with a predefined timeout of 240 minutes.

C. Objectives

Our evaluation aims to answer two experimental questions:

EQ1 (soundness) does our automated synthesis approach provide correct results?

EQ2 (performance) how does our formal synthesis tool compare to a specialized simulation tool?

D. Results

CPAchecker was able to synthesize the optimal sizing in six out of seven case studies; the result was produced within the time limit, which varied from 134.71 to 235.75 minutes. Only case study 7 led to a timeout result, i.e., it was not solved within 240 minutes. However, if we remove this timeout limitation from CPAchecker, the verifier can solve the optimization in 44.97 hours. The violation (SAT result) indicated in Table I is the assert of line 22 from Algorithm 1. As an interesting feature of the automated synthesis, we present every optimal sizing as a detailed list of equipment with brand (in Table I it was removed to avoid some advertising) and model taken from the list provided to the algorithm. Moreover, we present the number of series and parallel solar panels and batteries.

Related to HOMER Pro, it was able to evaluate six case studies, and within a time shorter than 30 seconds, which was much faster than our automated synthesis tool (cf. EQ2). We were unable to simulate case study 3 since HOMER Pro does not have the feature of adjusting the battery autonomy (the tool always meets the user requirement, i.e., the load curve during the 365 days of the year). Other HOMER Pro drawbacks, when compared to our automated synthesis method:

(a) There exists no explicit charge controller as a system equipment. HOMER includes a controller automatically just to simulate the charge/discharge of batteries and to meet the load requirement; however, without costs or even with electrical characteristics as maximum current and voltage, which are common during PV sizing; (b) HOMER demands to include some battery specification to initiate the optimization; however, it does not change the electrical specifications during the simulation; the presented results are multiples of the original battery type suggested by the user. As example, it was started with a 83.4 Ah lead-acid battery, and during the simulation, HOMER Pro did not try to use other capacities or types; (c) HOMER does not present the optimal solution in terms of connections of arrays of PV panels, just the total in terms of power, i.e., it does present neither models and the power of each PV panel nor the total of panels in series or parallel; (d) Battery autonomy is not a parameter that the user can set when using HOMER.

Comparing the results between the formal synthesis with CPAchecker and HOMER Pro (cf. EQ2), we observed that most results are quite similar, in terms of technical solution and cost (cf. Table I). Mainly related to LCC, the cost was very close in cases 1, 4, 5 and 6, with difference varying from 0.23% to 17.4%. Even adopting the same price per kW to the PV panels, inverters, and batteries, HOMER Pro does not use costs related to charge controllers, which we introduced into the CPAchecker modeling. The premise used in CPAchecker to adopt a fixed annual cost for operation and maintenance can produce some impact as well as this discrepancy; however, it is not significant since this annual cost is too small when compared to the resulting LCC value. However, there exists a considerable divergence in case study 2, where the costs presented by HOMER Pro were 54% higher than our automated synthesis tool, probably because we underestimated the operation and maintenance costs assumed by our automated synthesis tool to that specific load.

In general, the size of the PV panels and battery bank were larger in HOMER Pro than with our formal synthesis approach, and determining which one is the correct depends on a comparison with field-deployed solar systems. The mathematical models are different in our model and the simulation tool, and particular parameters can be tuned. This may explain the difference presented in all case studies. As comparative, consider case study 1: the optimal solution provided by HOMER Pro demands 7 × more PV panels than the solution presented by our synthesis tool, and HOMER Pro does not show the arrangement of arrays (i.e., the number of series and parallel PV panels); the battery bank presented by HOMER Pro provides 500.4 Ah of capacity (6 × 83.4), while our synthesis tool presented an optimal solution with 420 Ah of total capacity (4 × 105).

To compare the results obtained from the optimization with the real-world, the authors had four PV systems deployed and monitored since June 2018 in a riverside community in the Amazonas State in Brazil (coordinates 2°44’50.0”S 60°25’47.8”W), with similar power demands presented by case studies 1, 4, 5, and 6, always with a 3 × 325 W (3S) panels and 4 × 220 Ah (2S-2P = 440 Ah) lead-acid batteries. These solutions are closer to the result presented by our formal synthesis approach than HOMER Pro, thereby showing that our solution is sound, which answers EQ1.

Related to the inverters, HOMER Pro suggests a value in kW very close to the peak of every case study, and it is just a reference value and not a commercial value of the employed inverter. Our synthesis tool, however, presents inverters that are commercial and can be found off-the-shelf; therefore, our approach is a PRO to the formal synthesis method.

Concerning the charge controllers, as we reported in the previous section, HOMER Pro does not include it as an explicit equipment in its mathematical model; only our synthesis tool presents a commercial controller and includes it during the cost analysis. Therefore, the formal synthesis method presents more reliable results than HOMER Pro.

Our synthesis tool did not solve the case study 7 within the time limit established during the experimental phase. Case study 3 was not possible to simulate in HOMER Pro, because its restriction does not allow one to set the battery autonomy, thus resting both without parameters for comparison.
E. Threats to validity

We have reported a favorable assessment of our formal synthesis method to obtain the optimal size of the PV system. Nevertheless, we have also identified three main threats to the validity of our experimental results, which can be further assessed and constitute future work: (1) improvement of the power reliability analysis: to include loss of load probability or loss of power supply probability, which can make the analysis more precise by considering the dynamic of the weather characteristics over the year or by electric load changes over time, based on historical data; (2) the cost analysis is well-tailored to the Amazon region of Brazil; however, a broad analysis from other isolated areas must be performed to make the optimization general in terms of applicability in other isolated areas of the world, such as India and China; (3) to deploy at the field some PV systems sized using our synthesized results to validate it since a comparative with a real system may be more reliable than comparing with a simulation tool.

V. CONCLUSION AND FUTURE WORK

We have described and evaluated an automated synthesis method to obtain the optimal size of the PV system using software model checking techniques. The focus was on the synthesis method to obtain the optimal solution based on formal methods, which can cover better the design-space as opposed to simulation tools. We have considered seven case studies from PV systems in two different sites of the Amazonas State in Brazil, ranging from 253 W to 1,586 W peak; one state-of-art verification engine was considered (CPAchecker), in addition to a specialized off-the-shelf simulation tool (HOMER Pro) to compare the results.

The paper produced a methodological research with innovative value regarding the first use of automated synthesis for optimal sizing of solar PV systems. In summary, our synthesis tool is capable of presenting a solution, which is far detailed and close to the commercial reality than the solution presented by HOMER Pro. In particular, our method can provide all the details of every component of a PV system solution, with complete electrical details from data sheet of manufacturers, including the model of the component, nominal current, and voltage; we also cover the charge controller, which is unavailable in HOMER Pro. Note that our automated synthesis tool took longer to find the optimal solution than HOMER Pro; however, the presented solution is sound and complete; it also provides a list of equipment to be bought from manufacturers. Moreover, we extended the CEGIS synthesis method and implemented this extension within our proposed formal synthesis tool, which allows the optimization of stand-alone PV systems with the best compromise between power reliability and system cost analysis.

For future work, we plan to improve the power reliability analysis, to address the restriction to only allow automated synthesis of riverside communities in the Amazonas state (Brazil) and to validate some cases with the deployment of real PV systems in isolated communities.
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