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ABSTRACT

We establish the criterion for chaos in three-planet systems, for systems similar to those discovered by the Kepler spacecraft. Our main results are as follows: (i) The simplest criterion, which is based on overlapping mean motion resonances (MMR’s), only agrees with numerical simulations at a very crude level. (ii) Much greater accuracy is attained by considering neighboring MMR’s that do not overlap. We work out the width of the chaotic zones around each of the neighbors, and also provide simple approximate expressions for the widths. (iii) Even greater accuracy is provided by the overlap of three-body resonances (3BR’s), which accounts for fine-grained structure seen in maps from N-body simulations, and also predicts the Lyapunov times. Previous studies conflict on whether overlap of MMR’s or of 3BR’s drive interplanetary chaos. We show that both do, and in fact they are merely different ways of looking at the same effect. (iv) We compare both criteria with high-resolution maps of chaos from N-body simulations, and show that they agree at a high level of detail.

Keywords: Celestial mechanics - Orbits - Orbital resonances, Exoplanet dynamics

1. INTRODUCTION

In the Solar System, the planets' orbits are chaotic (Laskar 1996; Laskar & Gastineau 2009; Holman & Murray 1996). Many exoplanetary systems are also chaotic, or at least close to the threshold for chaos, e.g., Kepler-11 (Mahajan & Wu 2014; Yee et al. 2021), Kepler-36 (Deck et al. 2012), Kepler-102 (Volk & Malhotra 2020), GJ876 (Gozdiewski et al. 2002; Batygin et al. 2015a), and Kepler-24, -85, and -444 (Yee et al. 2021). The chaos cannot be too violent, because otherwise the systems would not survive for billions of years. That raises the question of how planets were emplaced into such delicate configurations. It also opens the door to using observed planetary configurations to learn about their early history. But our understanding of how chaos works in planetary systems is not yet sufficient to answer such questions.

A simple and powerful criterion for the presence of chaos is resonance overlap (Walker & Ford 1969; Chirikov 1979). Resonance overlap accounts for much of the chaos in planetary systems. But which resonances overlap depends on the system, as planetary systems harbor a variety of different kinds of resonances. In nearly circular two-planet systems, decreasing the planets’ separation drives them toward chaos. There is a critical separation inside of which the orbits are always chaotic, and its value is determined by where neighboring first-order mean motion resonances (MMR’s) overlap (Wisdom 1980; Deck et al. 2013). Two-planet systems can also be driven towards chaos by increasing their eccentricity, because the widths of MMR’s increase with increasing eccentricity. The critical eccentricity for chaos has been determined by, e.g., Mardling (2008); Hadden & Lithwick (2018). It depends not only on first-order MMR’s, but on higher-order MMR’s as well. In systems of more than two planets, Tamayo et al. (2021) suggest that chaos is generally attributable to the overlap of two-body MMR’s—similar to the two-planet case.

Overlap of other kinds of resonances also produces chaos. In the inner Solar System, chaos is caused by the overlap of secular resonances (Laskar 1996; Lithwick & Wu 2011; Batygin et al. 2015b). And in the outer Solar System, chaos has been attributed to the overlap of three-body resonances (3BR’s; Murray & Holman 1999). Quillen (2011) and Petit et al. (2020) suggest that chaos...
Figure 1. Lyapunov times for our fiducial three-planet system in the PP-plane: The axes give the initial orbital periods of the inner and outer planets, in units of the middle planet’s period, and the Lyapunov time is as colored. The locations of 1st and 2nd order MMR’s are on the top and right axes. Broadly speaking, MMR’s tend to be chaotic, and overlapping resonances enhance chaos.

Chaos in generic planetary systems is driven by overlapping 3BR’s, in contrast to the claim of Tamayo et al. (2021) that overlapping two-body MMR’s are responsible. One of the goals of this paper is to resolve this apparent discrepancy.

Chaos in generic Hamiltonian systems is understood at a much deeper level than simply resonance overlap (see, e.g., textbooks and reviews of Chirikov 1979; Lichtenberg & Lieberman 1983; Escande 1985; Zaslavsky 2007). Two concepts in particular play a prominent role in this paper. First, nearby resonances that do not overlap excite chaos in the vicinity of their separatrices. The extent of the chaotic zone around each separatrix is readily calculable by applying the “whisker” or “separatrix” map (which we shall also refer to as the “theory of kicks”). One might suspect that the resulting correction to the resonance overlap criterion is at best an order-unity one. But, as we shall demonstrate, resonance overlap is only approximately correct when the two resonances have comparable strengths. In the more general case that one resonance is much stronger than the other, the correction becomes very large. The second concept is that of secondary resonances: two nearby resonances excite secondary resonances, and those secondaries can overlap and lead to chaos.1 There are then two predictions for the extent of the chaotic zone—from the theory of kicks and from secondary resonances—and they have been shown to agree with each other (e.g. Lichtenberg & Lieberman 1983). While these concepts are detailed in standard references, we provide a self-contained discussion in this paper in order to aid the non-expert. We also develop some improvements on the standard theory, as summarized in §6.1.

The outline of this paper is as follows. In §2, we use numerical integrations to map out the chaos of a fiducial three-planet system. We use that map as a touchstone for the theory of chaos developed in later sections. In §3, we show how the dynamics near a crossing of two MMR’s can be reduced to a much simpler model system: the perturbed pendulum. In §4, we review the theory of kicks for the perturbed pendulum, and develop an

1 In a planetary system, the secondary resonances from two nearby MMR’s are 3BR’s.
“improved” theory that is applicable further away from the separatrix. We then use that theory to predict the chaos seen in the touchstone map. In §5, we apply the theory of overlapping secondary resonances to predict chaos. In the final section (§6), we provide a summary, assess the validity of our main approximations, compare to prior work, and discuss the outer Solar System.

2. MAP OF CHAOS IN A FIDUCIAL THREE-PLANET SYSTEM

We explore the chaotic behavior of a fiducial three-planet system. The system we choose is similar to planets c, d, and e of Kepler-11, as given by the all-eccentric fit of Table S4 in Lissauer et al. (2011), with two modifications: the middle planet’s mass is set to zero, and its eccentricity is boosted. (Lissauer et al. 2013 provide updated parameters for the Kepler-11 planets, but we do not use those.) To be explicit, the masses of the three planets are \{12, 0.9, 3\} \(M_\oplus\); the eccentricities are \{0.003, 0.070, 0.016\}; the angular orbital elements and stellar mass are set to those in Lissauer et al. (2011); and inclinations are set to zero. Converting the middle planet to a test particle allows us to focus on its dynamics, while neglecting its backreaction on the other bodies. As discussed in §6.2, generalizing to a massive middle planet is straightforward.

Fig. 1 shows the result from a suite of integrations of the fiducial system in the period-period plane ("PP-plane"), i.e. the axes represent the initial orbital periods of the inner and outer planets (\(P_1\) and \(P_2\), respectively). For comparison, the nominal orbital periods from Lissauer et al. (2011) are \(P_1/P = 0.57\) and \(P_2/P = 1.41\), where \(P\) is the period of the middle planet. Each point in Fig. 1 represents an integration with given initial periods, performed with the WHFast integrator (Rein & Tamayo 2015) in REBOUND (Rein & Liu 2012). The color represents the Lyapunov time, which is determined by fitting the MEGNO with a least-squares fit (Cincotta et al. 2003). In general, the Lyapunov time can vary in time, whereas for Fig. 1 we wish to show the Lyapunov time towards the beginning of the simulation. Therefore, we halt a simulation when the runtime exceeds ten times the Lyapunov time, which we have found is typically long enough to provide a sufficiently accurate measurement of the Lyapunov time. Systems in which the inferred Lyapunov time exceeds \(10^6P\) are colored white in Fig. 1; most of those are likely non-chaotic.

The bulk of this paper is aimed at predicting the structure in Fig. 1. We observe that much of the chaos is associated with MMR’s. For comparison, Fig. 2 shows in blue the locations and widths of MMR’s between the inner two planets (vertical bands) and between the outer two planets (horizontal bands), where the widths are taken from Eqs. (20) and (22) below. The simplest predictor for chaos is resonance overlap (Chirikov 1979). Fig. 2 depicts the overlapping regions in red. We observe that resonance overlap provides a rough guide to where the chaotic zones are in Fig. 1. Resonance overlap is seen to be most successful when the widths of the two overlapping resonances are comparable. But it does not explain, e.g., why many of the resonances in Fig. 1 are chaotic even when there appears to be no nearby overlapping resonances; nor why there are diagonal chaotic bands in Fig. 1. We shall address these issues, and others, below.

3. CHAOS OF A PERTURBED PENDULUM

3.1. Reduction to Perturbed Pendulum

In order to explain the structure seen in period-period maps (such as Fig. 1), we examine how a test particle behaves when it is affected by two MMR’s, one with an interior planet (to be labeled by subscript 1) and one with an exterior planet (labeled 2). As we show in Appendix A, the test particle’s Hamiltonian can be written as a perturbed pendulum:

\[
H(\phi, p, t) = \frac{p^2}{2} - \epsilon_1 \cos(\phi) - \epsilon_2 \cos(\phi - \nu t) ,
\]

where the first two terms describe a simple pendulum, and the third is the perturbation. Before studying the dynamics of the perturbed pendulum, we summarize how it is related to the orbital system under consideration:

- The first cosine term is from the MMR with the inner planet, and the second is from the one with the outer planet. The dimensionless coefficients \(\epsilon_1\) and \(\epsilon_2\) are proportional to the corresponding planet’s mass, and are both \(\ll 1\).

- The parameter \(\nu\) is proportional to the difference between (i) the test particle’s mean motion if it is at nominal resonance with planet 1; and (ii) the

\[\nu = k_1/k_2 + 1\]
corresponding quantity with planet 2 (Eq. A9). The parameter $r$ is a ratio of integers: if we label the frequency ratio of the inner resonance by $j_1:j_1 - k_1$, and the one with the outer is $j_2:j_2 + k_2$ (for positive integer $j$’s and $k$’s), then $r = j_2/j_1$.

- The canonical co-ordinate $\phi$ is the resonant argument of the inner planet’s resonance (Eq. A10), and the momentum $p$ is proportional to the difference between the test particle’s semi-major axis and that at nominal resonance with the inner planet (Eq. A11). The argument of the second cosine,

$$\psi \equiv r(\phi - \nu t)$$

is the resonant argument of the outer planet’s resonance.

The form of Eq. (1), with the first two terms referring to the inner planet’s resonance, is convenient when the inner planet dominates the dynamics, and the outer planet is treated as a perturbation. But that is merely a convention. By symmetry, one could swap $\epsilon_1$ and $\epsilon_2$ in Eq. (1) without affecting the dynamics, provided $\phi$, $p$, $r$, and $\nu$ are redefined by swapping the 1 and 2 indices in their definitions (Eqs. A8–A11). Nonetheless, throughout this paper we retain the convention of Eq. (1), with $p$ and $\phi$ corresponding to the inner planet’s resonance (the “$\epsilon_1$-resonance”) and $\psi$ to the outer planet’s (the “$\epsilon_2$-resonance”).

Equation (1) has four parameters ($\epsilon_1$, $\epsilon_2$, $r$, and $\nu$). That may be reduced to three by rescaling $p$, $H$, $t$, and $\nu$ to reduce Eq. (1) to $H(\phi, p, t) = p^2/2 - \cos(\phi) - \epsilon_2^2 \cos(r(\phi - \nu t))$. Therefore in analyzing Eq. (1), one may set $\epsilon_1 \to 1$ without loss of generality. Despite that, we shall retain $\epsilon_1$ for most of the paper, with the principal exceptions being §4.2.1 and Appendices B–D, where we set $\epsilon_1 = 1$ to reduce clutter.\(^3\)

3 If one analyzes a perturbed pendulum with $\epsilon_1 = 1$, the results are easily generalized to arbitrary values of $\epsilon_1$ by setting

$$\{\epsilon_2, p, \nu, t, H\} \to \left\{ \frac{\epsilon_2}{\epsilon_1}, \frac{p}{\sqrt{\epsilon_1}}, \frac{\nu}{\sqrt{\epsilon_1}}, t\sqrt{\epsilon_1}, \frac{H}{\epsilon_1} \right\}.$$

3.2. Surfaces of Section

We start by using a surface of section to exhibit the dynamics of Eq. (1), similar to what is done in Murray & Holman (2001) and Zaslavsky (2007). For each surface of section, we fix the parameters ($r$, $\nu$, $\epsilon_1$ and $\epsilon_2$), and numerically integrate the perturbed pendulum’s equations of motion for different initial values of $p$ and $\phi$. This experiment is equivalent to fixing the orbits and masses of the two planets and exploring what happens for different initial semimajor axes of the test particle. From each integrated trajectory, we plot snapshots in the $p$-$\phi$ plane at times $t$ such that $r\nu t = \{0, 2\pi, 4\pi, \cdots \}$. Stable trajectories will create 1D curves in the $p$-$\phi$ plane, while chaotic ones will randomly fill a 2D region. Figure 3 shows an example surface of section with $r = 1$, $\epsilon_1 = 1$, $\epsilon_2 = 0.1$, and a large forcing frequency ($\nu \gg 1$). In that case, each cosine term (i.e., “resonance”) in Eq. (1) produces a “cat’s eye” in the surface of section. The $\epsilon_1$-resonance is centered at $p = 0$, and the $\epsilon_2$-resonance is centered at $\nu$. Within the $\epsilon_1$-resonance, $\phi$ librates, and within the other resonance, it is $\psi$ that librates.

For Fig. 4, we dial down $\nu$, which lowers the $\epsilon_2$-resonance in the $p$-$\phi$ plane. In the context of the orbital problem, this corresponds to moving the planets so that the two resonances approach each other. At moderate separation ($\nu = 3.9$), one observes new islands close to the lower resonance’s separatrix, and the separatrix becomes chaotic. As $\nu$ gets smaller, additional islands appear, and the chaotic region expands. The $\epsilon_2$-separatrix also becomes chaotic. But chaos does not extend below the lower $\epsilon_1$ separatrix, nor above the upper $\epsilon_2$ separatrix. We quantify all of this behavior in the following sections.

We combine the plots for all values of $\nu$ by taking a “double surface of section”: at each $\nu$ we take a cut in the surface of section at $\phi = 0$, and record the values of $p$ where trajectories are chaotic. We then stack these for different values of $\nu$. The result is shown in

**Figure 3.** A surface of section for the perturbed pendulum with $r = 1$, $\epsilon_1 = 1$, $\epsilon_2 = 0.1$, and $\nu = 10$. At this large value of $\nu$ the two resonances appear as “cat’s eyes,” and are clearly separated. There is also little chaos.
Fig. 5(a). A double surface of section is analogous to the PP-plane, because a simple linear change of coordinates brings \( \{p, \nu\} \) to \( \{P_1, P_2\} \) (§4.3). Fig. 5(b) shows, in blue, the locations of the two resonances in the \( p-\nu \) plane. This plot is the analog of Fig. 2. The most naive criterion for chaos—resonance overlap—predicts that chaos should occur in the red zone of this plot. Comparing with panel (a), we see that, as before, this prediction provides only a rough guide to the numerical result. It does not explain, e.g., why most of the chaos occurs when the two resonances marginally overlap (i.e. at \( \{\nu, p\} \sim \{2, 2\} \) and \( \sim \{-2, -2\} \)), nor why much of the chaos consists of spikes that extend from near the points of marginal overlap.

In this paper, we develop two theories to explain the chaos in double surfaces of section, and hence in the PP-plane. The first, which we call the theory of kicks, predicts the smoothed shape for the chaotic zones, e.g., as shown in Fig. 5(c) in red. The second is based on secondary resonance overlap. It predicts the same smoothed shape for the chaotic zones. But it also accounts for the spikes, and predicts the Lyapunov times to moderate accuracy.

4. THEORY OF KICKS
In this section, we first derive the criterion for chaos based on the theory of kicks (§4.1), which is similar to the “whisker map” of Chirikov (1979) and the “separatrix map” of Zaslavsky (2007). We then complete the derivation, leading to two explicit, but approximate, forms for the criterion (§4.2). We call the first form the classical theory (Chirikov 1979; Lichtenberg & Lieberman 1983; Zaslavsky 2007), and the second incorporates our improvements. Next, we apply the improved theory to a single resonance crossing from Fig. 1, and finally apply it to many more resonance crossings in Fig. 1.

4.1. Kick Criterion
We model the perturbed pendulum (Eq. 1) as a simple pendulum subjected to discrete kicks that are given by the \( \epsilon_2 \) term in the Hamiltonian. We focus on an unperturbed trajectory near the separatrix (i.e., the \( \epsilon_1 \)-separatrix). For definiteness, we assume at first that \( \nu > 0 \) and the trajectory is above the separatrix, in the circulation zone. Whenever \( \phi \) swings from \(-\pi \) to \( \pi \) (or more generally from \((2k-1)\pi \) to \((2k+1)\pi \) for integer \( k \)), the pendulum is considered to have experienced a kick.

Let us consider two successive kicks. The key quantity of interest for whether or not chaos occurs is the kick phase \( \psi = r(\phi - \nu t) \), which is the argument of the \( \epsilon_2 \)-cosine. Chaos is postulated to occur if the first kick is sufficiently strong that it changes the kick phase at time of the second kick—relative to what it would have been without the first kick—by \( \geq 1 \). If that happens, it means that the first kick was strong enough to scramble the amplitude of the second kick (\( \propto \cos \psi \)) by an order-unity amount. The scrambled second kick will in turn scramble the third kick, etc., leading to pseudo-random evolution and hence chaos.

To calculate that change in kick phase, we first determine how the first kick changes the unperturbed energy,
\[ E = \frac{p^2}{2} - \epsilon_1 \cos \phi. \] The equations of motion from the perturbed pendulum give
\[ \frac{dE}{dt} = -\epsilon_2 r \phi \sin(r(\phi - \nu t)). \quad (3) \]

Since we consider \( \epsilon_2 \) to be small, we evaluate the change in energy from the first kick by integrating Eq. (3) from half a period before the kick to half a period after, while taking \( \phi(t) \) as unperturbed:\(^5\)
\[ \delta E = -\epsilon_2 r \int_{t(1)-\frac{T}{2}}^{t(1)+\frac{T}{2}} \phi_{\text{unp}} \sin \left[ r \left( \phi_{\text{unp}} + \phi(t(1)) - \nu t \right) \right] dt \]

where \( t(1) \) is the time of the first kick; the unperturbed \( \phi(t) = \phi_{\text{unp}}(t - t(1)) + \phi(t(1)) \), after adopting the convention that \( \phi_{\text{unp}}(t = 0) = 0 \); and \( T \) is the unperturbed period. The above equation may be rewritten as
\[ \delta E = -\epsilon_2 r \sin \psi(1) \mathcal{K}(E) \quad (4) \]
where
\[ \mathcal{K}(E) = \int_{-\frac{T}{2}}^{\frac{T}{2}} \phi_{\text{unp}}(t') \cos \left[ r \left( \phi_{\text{unp}}(t') - \nu t' \right) \right] dt', \quad (5) \]

after changing variables to \( t' = t - t(1) \), making use of the symmetry of \( \phi_{\text{unp}} \) under time reversal, and defining \( \psi(1) = \psi(t = t(1)) \). Approximate expressions for \( \mathcal{K}(E) \) are presented below. In addition to its dependence on \( E, \mathcal{K} \) depends on the parameters \( \epsilon_1, r, \) and \( \nu \).

Given the change in energy, the period changes by \( \delta T = \frac{dT}{dE} \delta E \), where the \( T(E) \) relationship for an unperturbed pendulum is well-known (e.g., Lichtenberg & Lieberman 1983). Therefore, the change in kick phase at the second kick is
\[ \delta \psi(2) = -r \nu \delta T = \epsilon_2 r^2 \nu \sin \psi(1) \mathcal{K}(E) \frac{dT}{dE}, \quad (6) \]
which has a “typical” value of
\[ \delta \psi(2) \sim \epsilon_2 r^2 \nu \mathcal{K}(E) \frac{dT}{dE}. \quad (7) \]

Finally, for chaos to occur one requires this typical value to be \( \gtrsim 1 \); i.e., trajectories with energy \( E \) that satisfy
\[ \left| \frac{dE}{dT} \right| \lesssim \epsilon_2 r^2 |\nu \mathcal{K}(E)| \quad (8) \]
are chaotic. We call this the kick criterion.

\(^5\) This expression for \( \delta E \) is slightly incorrect because it includes “fast oscillations,” whose effect average out. In Appendix C, we show how the fast oscillations should be removed.

4.2. Two Approximate Kick Criteria

4.2.1. Classical Kick Criterion

Previous studies (e.g., Chirikov 1979; Lichtenberg & Lieberman 1983; Zaslavsky 2007) take the unperturbed trajectory to be very near the separatrix \( (E \sim \epsilon_1) \). One may then evaluate \( \mathcal{K} \) by setting \( \phi_{\text{unp}} \) in Eq. (5) to its value on the separatrix, and correspondingly set the integration limits to \( \pm \infty \). As we show in Appendix B, the result is
\[ \mathcal{K} \approx \nu A_2, \nu(r) \quad (9) \]
where \( A_2, \nu(r) \) is the Melnikov-Arnold (MA) integral, the value of which is given in Eq. (B2). The resulting \( \mathcal{K} \) is independent of \( E \). In deriving Eq. (9), we assume, as above, that the unperturbed trajectory is in the circulation zone; and we also set \( \epsilon_1 = 1 \) for clarity. We shall continue to set \( \epsilon_1 = 1 \) in the remainder of this subsection, before generalizing to arbitrary \( \epsilon_1 \) at the end.

Equation (8) may be further simplified by using the near-separatrix relation \( \left| dE/dT \right| \sim |E - 1| \), resulting in the “classical kick criterion:”
\[ |E - 1| < \epsilon_2 r^2 \nu^2 |A_2, \nu(r)| \quad . \quad (10) \]

In order to depict this on a double surface of section, we convert \( E \) to the value of \( p \) at \( \phi = 0 \), via \( E = \frac{p^2}{2} - 1 \approx 1 + 2 \Delta p \), where \( \Delta p \) is the height above the separatrix at \( \phi = 0 \). In that case, Eq. (10) becomes
\[ \Delta p < \Delta p_{\text{chaos}, \nu} \equiv \frac{1}{2} \epsilon_2 r^2 \nu^2 |A_2, \nu(r)| \quad . \quad (11) \]

The extent of the chaotic zone above the separatrix, \( \Delta p_{\text{chaos}, \nu} \), is depicted by arrows in Fig. 4(b). That extent depends on the height of the \( \epsilon_2 \) resonance, i.e., on \( \nu \). In particular, in Fig. 5(c), the top green dashed curve in the upper-right quadrant shows the prediction of Eq. (11) for how \( \Delta p_{\text{chaos}, \nu} \) depends on \( \nu \). Comparing that part of the plot with the numerical result in panel (a) shows good agreement. For \( \nu > 1 \), \( A_2, \nu(r) \propto e^{-\pi \nu / 2} \) (Eq. B2), and so \( \Delta p_{\text{chaos}, \nu} \) decays exponentially as \( \nu \) increases, as seen in panel (c). Furthermore, \( \Delta p_{\text{chaos}, \nu} \) hits a peak value at \( \nu \sim 1 \), and then decays to zero as \( \nu \to 0 \). The peak value is
\[ \Delta p_{\text{chaos}} = \frac{1}{2} \epsilon_2 r \kappa(r) \quad (12) \]
where
\[ \kappa(r) \equiv \max_{\nu} \nu^2 |A_2, \nu(r)| \approx \begin{cases} 3.5r^{1.0} & r < 0.28 \\ 8.9r^{1.8} & r > 0.28 \end{cases} \quad . \quad (13) \]
and where the latter approximation is from a simple fit that is in error by $\sim 20\%$ near the crossover (at $r = 0.28$), and by $\lesssim 5\%$ away from the crossover. For the case shown in Fig. 5, $r = 1$ and so $\Delta p_{\text{chaos}} = \frac{1}{2} \times 0.1 \times 8.9 = 0.44$. In Fig. 5(c) we plot a green circle at this distance from the separatrix; note that we position the $\nu$ of the circle along the $\epsilon_2$-resonance rather than at the peak of $\Delta p_{\text{chaos}}$, for reasons that will be described in §4.2.2. We refer to Eq. (12) as the “reduced classical criterion.” It will prove useful for estimating the extent of chaotic zones in a PP diagram.

The remaining green dashed curves in Fig. 5(c) are calculated similarly. At $\nu > 0$, there are three additional boundaries: in the upper libration zone (i.e., just below $p = 2$), the lower libration zone, and the lower circulation zone. For the first of these, the analysis is the same as previously, except that the period is twice as long, which implies that $|\Delta p_{\text{chaos},\nu}|$ should be increased by a factor of two there. That factor of two is erroneously omitted in the literature (e.g., Chirikov 1979). The boundary in the lower libration zone must be the same as that in the upper, because the two regions depict the same orbits. And in the lower circulation zone, one should simply switch $\nu \rightarrow -\nu$ in Eq. (11)—because an orbit in the lower circulation zone with $\nu > 0$ is equivalent to one in the upper circulation zone with $\nu < 0$, and the previous analysis applies to the upper circulation zone. The remainder of the green curves, i.e., at $\nu < 0$, may be trivially obtained from those at $\nu > 0$ by antisymmetry. As seen in Fig. 5, the predicted green curves all agree moderately well with the numerical result of panel (a).

We conclude this subsection by generalizing Eqs. (9), (10), and (12) to arbitrary $\epsilon_1 \neq 1$, which may easily be done by applying the rules in footnote 3 (as well as $E \rightarrow E/\epsilon_1$). The results are as follows

$$K \approx \frac{\nu}{\sqrt{\epsilon_1}} A_{2\nu} \left( \frac{r\nu}{\sqrt{\epsilon_1}} \right)$$

(14)

$$|E - \epsilon_1| < \frac{\epsilon_2}{\epsilon_1} r^2 \nu^2 A_{2\nu} \left( \frac{r\nu}{\sqrt{\epsilon_1}} \right)$$

(15)

$$\Delta p_{\text{chaos}} = \frac{1}{2} \frac{\epsilon_2}{\sqrt{\epsilon_1}} \kappa(r)$$

(16)

and $\kappa(r)$ is left unchanged.

### 4.2.2. Improved Kick Criterion:

Although the classical criterion (Eq. 15) is adequate for predicting the chaos in the system shown in Fig. 5, it is inadequate for many resonant crossings in the PP diagram. There are two main shortcomings. First, when the chaotic region extends beyond the $\epsilon_1$ separatrix by a distance larger than the width of that resonance, one may not set $\phi_{\text{upp}}$ to its value on the separatrix. From Eq. (16), that occurs when $\epsilon_2 \kappa(r) > \epsilon_1$. And second, one must consider the chaos of the $\epsilon_2$-separatrix, which becomes dominant when $\epsilon_2 \gtrsim \epsilon_1$. In the following, we address these two shortcomings in turn.

For the first, we generalize the classical criterion by (a) evaluating $dE/dT$ in Eq. (8) with the full expression that is valid for any $E$; and (b) approximating $K$ without assuming that the trajectory is on the separatrix. We derive that improved approximation in Appendix C. The derivation is subtle, because one must distinguish between fast and slow oscillations. But the final result is simple: in Eqs. (9) and (14), one should replace $\nu \rightarrow \nu - \Delta p$, where $\Delta p$ is the height above the separatrix at $\phi = 0$, i.e., $\Delta p \equiv \sqrt{2(E + \epsilon_1)} - 2\sqrt{\epsilon_1}$. Physically, that result may be understood from the principle that the strength of the kick should depend on the difference in frequency between the perturbing $\epsilon_2$ resonance and that of the test particle at the time of the kick (see Appendix C). It is for this reason that we position the green circles in Fig. 5 (Eq. 12) along the $\epsilon_2$ separatrix: the maximum extent of chaos should occur when $\nu - \Delta p \sim 1$ rather than $\nu \sim 1$.

The resulting improved approximation for $K$ is given by Eq. (C7), for the case when $\nu > 0$, $\epsilon_1 = 1$ and the trajectory is in the upper circulation zone. That is easily generalized to arbitrary $\epsilon_1$ and to the remaining zones, following what we did for the classical criterion. To be explicit, the final “improved kick criterion” is given by Eq. (8), in which

$$K(E) \approx \begin{cases} 
\frac{(\nu - |\Delta p|)}{\sqrt{\epsilon_1}} A_{2\nu} \left( \frac{r(\nu - |\Delta p|)}{\sqrt{\epsilon_1}} \right) & \text{upper circulation} \\
\frac{(|\nu + |\Delta p|)}{\sqrt{\epsilon_1}} A_{2\nu} \left( \frac{r(\nu + |\Delta p|)}{\sqrt{\epsilon_1}} \right) & \text{libration} \\
\frac{(\nu - |\Delta p|)}{\sqrt{\epsilon_1}} A_{2\nu} \left( \frac{r(\nu - |\Delta p|)}{\sqrt{\epsilon_1}} \right) & \text{lower circulation}
\end{cases}$$

(17)

when $\nu > 0$. Now $K$ depends on $E$ via its dependence on $\Delta p$. Very near the separatrix ($E \sim \epsilon_1$), $K$ reduces to its classical expression. The case when $\nu < 0$ is found by antisymmetry. We show the improved criterion in red in Fig. 5(c). Its agreement with the numerical result in panel (a) is slightly better than the classical prediction, particularly inside the libration zone.

In Fig. 6(a)–(b), we repeat the study from Fig. 5, but now with $\epsilon_2$ increased from 0.1 to 0.8, in which case $\Delta p_{\text{chaos}} = 3.6$. That is comparable to the width of the $\epsilon_1$ resonance ($\Delta p = 4$), and so one expects the classical criterion to be inadequate. The numerical chaotic region is shown in panel (a), and it is now seen to be much larger than before. In fact, it agrees much better with the prediction of naive resonance overlap, i.e., with the analog of Fig. 5(b) after increasing to $\epsilon_2 = 0.8$. That
It differs from which we do as follows: we discard the red when it lies shown panel (c) in orange. ν and p threshold in the with 1 and 2 indices swapped in Eqs. (A8)–(A11). the “sw” subscript means those quantities are defined p now applied to both the ϵ resonances swapped. We proceed by H of the two resonances swapped. We proceed by may reuse the prior results, but with the roles matrix. To plot its improved kick criterion we proceed by first writing the Hamiltonian as $H(\phi_{sw}, p_{sw}, t) = p_{sw}^2/2 - \epsilon_2 \cos(\phi_{sw}) - \epsilon_1 \cos(p_{sw}(\phi_{sw} - \nu_{sw} t))$, where the “sw” subscript means those quantities are defined with 1 and 2 indices swapped in Eqs. (A8)–(A11). We then use the chaos criterion to determine the chaos threshold in the $p_{sw}$-$\nu_{sw}$ plane. And finally, we map that into the $p$-$\nu$ plane via the transformation $p = p_{sw} + \nu_{sw}$ and $\nu = -\nu_{sw}$. For the system in Fig. 6, the result is shown panel (c) in orange.

Finally, we must merge the red and orange regions, which we do as follows: we discard the red when it lies inside of the $\epsilon_2$ resonance, because there the $\epsilon_2$ resonance dominates the dynamics; and similarly, we discard the orange when it is within the $\epsilon_1$ resonance. That procedure discards everything in the region where both resonances overlap (e.g. the red region in Fig. 5(b)), which is incorrect: in that region, the stronger resonance dominates the dynamics. Therefore if $\epsilon_1 > \epsilon_2$ we keep the red in the overlapping region, and otherwise we keep the orange there. The resulting prediction is outlined in black in panel (c). It is seen to agree quite well with the numerical result. We also show in panel (c) the green circles from the reduced classical criterion (Eq. 12), but now for both of the resonances.

4.3. A Worked Example: The 5:3–2:3 Crossing

We use our prior results to predict the shape of the chaotic zone at the crossing between the 5:3 and 2:3 resonances in Fig. 1. The resonant integers are $j_1 = 5$, $k_1 = 2$, $j_2 = 2$, and $k_2 = 1$, and hence $r = j_2/j_1 = 2/5$. The resonant strength from the inner planet is $\epsilon_1 = \mu_1|C_1\tilde{\epsilon}_1^2|$ (Eqs. A3 and Appendix A.2), where $\mu_1$ is the planet-to-star mass ratio, $\tilde{\epsilon}_1$ is roughly the relative eccentricity between the test particle and the inner planet (See Eq. A14 for the precise definition), and $C_1$ is the Laplace coefficient for the 5:3. For the parameters of Fig. 1, $\epsilon_1 \approx 9.5 \times 10^{-7}$. A similar calculation yields $\epsilon_2 = \mu_2C_2\tilde{\epsilon}_2 \approx 3.3 \times 10^{-6}$. As explained in §3.1, $\epsilon_1$ may be scaled out of the problem, in which case the strength of the perturbing resonance becomes $\epsilon_2/\epsilon_1$, i.e., it is only the relative strengths of the two resonances that determines which orbits are chaotic. For the present case, we have $\epsilon_2/\epsilon_1 \approx 3.5$. Although we retain dependencies on $\epsilon_1$ in this subsection for completeness, the following results may be equally well understood by setting $\epsilon_1 \rightarrow 1$ everywhere.

Fig. 7 shows a surface of section of Eq. (1), when the height of the $\epsilon_2$ resonance is $\nu = 10\sqrt{\epsilon_1}$. It differs from the one shown in Fig. 3 in two notable ways. First, because $r = 2/5$ the $\epsilon_1$ resonance now has five cat’s eyes for every two of the $\epsilon_2$ resonance. And second, the large value of $\epsilon_2/\epsilon_1$ produces chaos of the $\epsilon_1$ resonance even at this large separation.

Figure 7. Surface of section of the perturbed pendulum, with the parameters of the 5:3–2:3 resonance crossing, and $\nu$ as shown.
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Figure 8. Double surface of section of the perturbed pendulum, with the parameters of the 5:3–2:3 resonance crossing. (a) Numerical result. (b) Prediction of the improved kick criterion (red) and estimate from the reduced classical criterion (green circles). (c) and (d): Same as (a) and (b), but now accounting for the initial resonance angles.

Fig. 8(a) is the numerical double surface of section, and panel (b) is the prediction of the improved kick criterion. For the prediction, the chaotic regions of both resonances have been merged, as for the black outlined region in Fig. 6(c). The prediction agrees well with the numerical result. The green circles show the rough estimates from the reduced classical kick criterion—i.e., from Eq. (16) for the top-most circle, and from the analogous equation for the right-most circle, which marks the chaos of the $\epsilon_2$ resonance. Also shown is the width of the $\epsilon_1$ separatrix, $\Delta p = 4\sqrt{\epsilon_1}$.

The final step for comparing with Fig. 1 is to transform Figs. 8(a)-(b) to the PP plane. But before doing so, we must account for the initial resonance angles ($\phi_i$ and $\psi_i$), which are determined from the initial orbital elements via the expressions in footnote 12 in Appendix A.1. We find $\phi_i \approx 1.1$ rad and $\psi_i \approx 4.8$ rad. By contrast, Fig. 8(a) is initialized at $\phi_i = \psi_i = 0$ (see footnote 4). Therefore panel (c) repeats (a), but now from integrations that start at the correct initial angles. Correspondingly, the prediction in panel (d) is determined as in panel (b), but, whereas before we converted from $E \rightarrow p$ assuming $\phi = 0$, we now use $p = \sqrt{2(E + \epsilon_1 \cos \phi_i)}$. We use an analogous expression for the $\epsilon_2$ resonance.

Fig. 9 shows the final result for this resonance crossing. Panel (a) repeats the N-body simulations of Fig. 1, zoomed in to the 5:3–2:3 crossing. Panel (b) repeats the numerical integration of the perturbed pendulum model. This panel is the same as Fig. 8(c) after a simple coordinate transformation, and after a change in the coloring to indicate Lyapunov time. (c) The analytic prediction of the improved kick criterion for the chaotic region. (d) The location of (inflated) secondary resonances (green) and where they overlap (red).

\[
\begin{align*}
\frac{P_1}{P} &\approx \frac{j_1 - k_1}{j_1} (1 + \sqrt{3} \rho) \\
\frac{P_2}{P} &\approx \frac{j_2 + k_2}{j_2} (1 + \sqrt{3} (p - \nu)) ,
\end{align*}
\]

which follows from Eqs. (A9) and (A11) after expanding to linear order in $p$ and $\nu$. And second, the chaotic region is colored to show the Lyapunov time. Comparing panels (a) and (b) shows that the perturbed pendulum model explains the bulk of the N-body chaos, albeit not the very weak chaos with Lyapunov time $\gtrsim 10^3 P$. Panel (c) shows the prediction from the improved kick theory, which results from transforming the coordinates of Fig. 8(d). The theory accounts for much of the structure seen in panels (a) and (b). Also shown in panel (c) are the widths of the resonances, and estimates of the chaotic extents. The width of the $\epsilon_1$ resonance follows from $\Delta p = 4\sqrt{\epsilon_1}$, Eq. (18), and accounting for the initial phase $\phi_i$ as described above, which together imply

\[
\Delta P_1 = 4\sqrt{3\epsilon_1} \frac{j_1 - k_1}{j_1} \left( \frac{1 + \cos \phi_i}{2} \right)^{1/2} .
\]
The ratio of widths is \( \Delta P_{\text{chaos,1}} / P \approx \sqrt{3} \frac{j_1 - k_1}{j_1} \frac{\epsilon_2}{\epsilon_1} \kappa(r) \). (21)  

For brevity, we ignore the dependence on \( \phi_i \) in the latter expression, which is appropriate when \( \Delta P_{\text{chaos,1}} \lesssim \Delta P_1 \). For an average \( \phi_i \), the ratio of the widths is \( \Delta P_{\text{chaos,1}} / \Delta P_1 \approx 0.2 \frac{\epsilon_2}{\epsilon_1} \kappa(r) \), which evaluates to 1.2 for this system. The extents of the \( \epsilon_2 \) resonance and chaotic region follow similarly, yielding

\[
\frac{\Delta P_2}{P} = 4\sqrt{3} \epsilon_2 \frac{j_2 + k_2}{j_2} \left( 1 + \cos \psi_i \right) \frac{1}{2} \quad \text{and} \quad \frac{\Delta P_{\text{chaos,2}}}{P} \approx \sqrt{3} \frac{j_2 + k_2}{j_2} \frac{\epsilon_1}{\sqrt{\epsilon_2}} \kappa \left( \frac{1}{r} \right). \quad (22, 23)
\]

The ratio of widths is \( \Delta P_{\text{chaos,2}} / \Delta P_2 \approx 0.2 \frac{\epsilon_2}{\epsilon_1} \kappa \left( \frac{1}{r} \right) \approx 2.3 \).

In sum, the improved kick criterion explains the overall shape of the chaos seen in panels (a) and (b). But it does not address the finer-scale structure. As we shall show in §5 much of that is explained by the overlap of secondary resonances. We show the final result in panel (d), but defer discussion of that panel to §5.4.

4.4. Many Crossings

We repeat the prior calculation for many more resonance crossings in Fig. 1. Fig. 10 shows the prediction of the improved criterion in red, for resonances up to 10th order. It reproduces the majority of the strong chaos seen in Fig. 1, with Lyapunov time \( \lesssim 10^4 P \). We also show the reduced classical criterion (green circles) for the largest resonance crossings. These show that the classical estimate is an adequate approximation. It improves upon naive resonance overlap when the two resonances have different sizes.

5. Theory of Overlapping Secondary Resonances

In surfaces of section such as Figs. 4 and 7, one observes that new cat’s eyes (“secondary resonances”) appear when the two primary resonances are sufficiently close. These secondary resonances correspond to 3-body resonances in the orbital problem. Here, we work out their locations and widths. We also show that the overlap of neighboring secondary resonances reproduces the improved kick criterion. Finally, we use secondary resonances to estimate the Lyapunov times.

5.1. Locations and Widths of Secondary Resonances

We analyze the perturbed pendulum Hamiltonian (Eq. 1) as in standard Hamiltonian perturbation theory (e.g. Lichtenberg & Lieberman 1983). First, the unperturbed part is rewritten in action-angle variables \((J, \theta)\):

\[
H_{\text{pend}}(\phi, p) \equiv \frac{p^2}{2} - \epsilon_1 \cos \phi \quad \rightarrow H_{\text{pend}}(J). \quad (24)
\]

Hamilton’s equations for the unperturbed motion now read \( J = \text{const.} \) and \( \dot{\theta} = \frac{dH_{\text{pend}}}{dJ} \equiv \omega = \text{const.} \), where \( \omega = 2\pi / \text{period} \). And second, the effect of the perturbation on an unperturbed trajectory with given \( J \) is studied by expanding \( H' = \epsilon_2 \cos [r(\phi - \nu t)] \) in a Fourier series in the angle, \( \theta \). Each term in the series will have a fixed frequency as the pendulum follows its unperturbed trajectory. In Appendix D, we show that the Fourier series is

\[
H'(\theta, J, t) = \epsilon_2 \sum_{M=\infty}^{\infty} c_M(J) \cos \left[ M \theta + r(\theta - \nu t) \right],
\]

where \( l = 0 \) when the unperturbed trajectory is in the libration zone, and \( l = 1 \) when it is in the circulation

\footnote{The inverse of the function \( H_{\text{pend}}(J) \) is given explicitly in Eq. (1.3.10) in Lichtenberg & Lieberman (1983).}
zone, and the Fourier coefficients are
\[
c_M(J) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \cos(r\phi_{\text{unp}}(\theta, J) - (M + l)r) d\theta.
\]
(26)

Note that we suppress functional dependencies on the parameters \((\epsilon_1, \epsilon_2, \nu, r)\). In the integrand of Eq. (26), \(\phi_{\text{unp}}(\theta, J)\) describes the pendulum as it follows its unperturbed motion; it is the same function as appears in the kick criterion (Eq. 5), except now we relabel its argument \(t \rightarrow \theta = \omega t\), and we also make its dependence on \(J\) explicit. Equation (26) may be evaluated numerically, with \(\phi_{\text{unp}}(\theta, J)\) taken from Smith & Pereira (1978). An approximation for \(c_M\) that is valid near the \(\epsilon_1\) separatrix is derived in Eq. (D9) in Appendix D, and one valid far from the separatrix is provided in Appendix D of Escande (1985).

The perturbed pendulum Hamiltonian in action-angle variables is therefore \(H(\theta, J, t) = H_{\text{pend}}(J) + H'(\theta, J, t)\), without approximation. Each cosine term in the Fourier series for \(H'\) produces a secondary resonance. If we focus on a single \(M\) term, the Hamiltonian becomes
\[
H(\theta, J, t) \approx H_{\text{pend}}(J) + \epsilon_2 c_M \cos [M\theta + r(\nu t)] .
\]
(27)

The center of the resonance is where the argument of the cosine is stationary: \((M + r)\overline{\theta} - r\nu = 0\). After setting \(\overline{\theta} = \omega\), as is valid to leading perturbative order, the \(M^\text{th}\) resonance occurs where the unperturbed pendulum has frequency
\[
\omega_M = \frac{r\nu}{M + lr} .
\]
(28)

To understand Eq. (28), consider first the case that the unperturbed pendulum lies in the circulation zone \((l = 1)\). Then the frequency of the \(\epsilon_2\) term in Hamiltonian (1) is \(r(\phi - \nu) \sim r(\omega - \nu)\). Equating that forcing frequency to an integer multiple of the unperturbed pendulum’s frequency \((\omega)\) reproduces Eq. (28) (when the integer is \(-M\)). Likewise, if the unperturbed pendulum lies in the libration zone, then the forcing frequency is \(r(\phi - \nu) \sim -r\nu\), because \(\phi\) averages to zero. Equating that to \(-M\omega\) reproduces Eq. (28) at \(l = 0\).

General secondary resonances of the Hamiltonian in Eq. (1) have resonant angle in the circulation zone\(^\text{7}\)
\[
\Phi_{[M,N]} = M\phi + N\psi
\]
(29)

\(^\text{7}\) Eq. (29) is the resonant angle when the unperturbed \(\phi\) and \(\psi\) are circulating. When the unperturbed \(\phi\) is librating and \(\psi\) is circulating, the resonant angle is \((M - Nr)\phi + N\psi\).

### Figure 11
Overlap of secondary resonances leading to chaos, for a perturbed pendulum with the same parameters as Fig. 6. (a) Locations of the \([M,1]\) secondary resonances are shown as black dashed curves, and their widths are shaded green. The \([0,1]\) is stippled because we neglect it in determining where overlap occurs. (b) \([M,1]\) secondary resonances (light green) are copied from panel (a), after inflating by \(\pi/2\) and excluding the \([0,1]\). The yellow are the same for the \([1,N]\) resonances. The region where at least two secondary resonances overlap is shown in red. The black curve is the prediction of the improved kick criterion, copied from Fig. 6(c).

for integers \(M\) and \(N\). We call these \([M,N]\) resonances, in which case Eq. (28) describes \([M,1]\) resonances. In a slight abuse of terminology, we shall also label the \(\epsilon_1\) resonance as the \([1,0]\) and the \(\epsilon_2\) as the \([0,1]\).\(^8\)

Equation (28) determines the locations of the \([M,1]\) resonances. To plot them in the \(p-\nu\) plane, i.e., in the plane...

\(^8\) It is an abuse because the argument of the \(\epsilon_2\) cosine in the perturbed pendulum differs from that of the \(M = 0\) cosine term in Eq. (25). The latter provides a slightly more accurate description of the \(\epsilon_2\) resonance; or, to be more precise, Eq. (25) with \(M = 0\) incorporates not only the \(\epsilon_2\) resonance, but also its perturbation by the \(\epsilon_1\).
plane used for double surfaces of section, at each $\nu$ we use the properties of the unperturbed pendulum to convert from $\omega_M$ to energy $E$, and thence to the value of $p$ at $\phi = 0$ (via $E = \frac{p^2}{2} - \epsilon_1$). The result is shown in Fig. 11(a) as black dashed lines, for the same system as Fig. 6.

We turn now to the widths of the resonances, which are determined by first Taylor expanding $H_{\text{pend}}(J)$ in Eq. (27) about $J_M$ (the action corresponding to $\omega_M$) which gives $H_{\text{pend}} \approx \text{const} + \omega_M(J - J_M) + \frac{1}{2} \frac{d^2 E}{dJ^2} |_{J = J_M} (J - J_M)^2$. The term linear in $J - J_M$ is removed by a canonical change of variables, and Eq. (27) is turned into a simple pendulum by dividing through by $d^2 E / dJ^2$ (and correspondingly rescaling time by the same factor). The full-width can then be read off:

$$\Delta J = 4 \left( \frac{\epsilon_2 \omega_M}{2d^2E/dJ^2} \right)^{1/2} = 4 \left( \frac{\epsilon_2 \omega_M}{d\omega/dJ} \right)^{1/2}. \quad (30)$$

We use this expression to produce the green regions in Figure 11(a), after inserting the exact $d\omega/dJ$ from Eq. (4.3.29) of Lichtenberg & Lieberman (1983).

5.2. Chaos from Secondary Resonance Overlap

Chaos is postulated to occur where secondary resonances overlap with each other. In Fig. 11(b), the overlapping region for the system in panel (a) is shaded red. That red region is made as follows: First, the green $[M, 1]$ secondary resonances from panel (a) are copied over, after inflating their width in $\Delta J$ by $\pi/2$ and changing their color to light green (to indicate their inflation); the reason for the inflation will be discussed shortly. Second, the analysis that produced the light green region is repeated, but with the roles of the $\epsilon_1$ and $\epsilon_2$ resonances swapped. That produces $[1, N]$ secondary resonances, in the notation introduced below Eq. (28), which are shown in Fig. 11(b) in yellow, after inflation.\footnote{To be more precise, the yellow regions are made by first defining the swapped quantities $p_{\omega w}$, $\phi_{\omega w}$, etc., in which the 1 and 2 indices are swapped in their definitions (as described in §4.2.2). The locations and widths are then calculated in the $p_{\omega w}$-$\phi_{\omega w}$ plane, and that result is transformed to the $p_{\nu}$-$\phi_{\nu}$ plane via the transformation in §4.2.2. Note that in calculating the $[M, 1]$ resonances, we take the unperturbed Hamiltonian to be the first and third terms in Eq. (1), rather than Eq. (27) with $M = 0$; although the latter is more accurate, we choose the former for simplicity.}

The $[M, 1]$ resonances all lie to one side of the $[1, 1]$ resonance and the $[1, N]$ lie to the other. Finally, the region where at least two of the secondary resonances overlap is colored red.

In the above procedure, three of the resonances must be treated specially: the $[1, 0]$, $[0, 1]$, and $[1, 1]$. For the $[1, 0]$, we do not include its overlap with the green regions in calculating the red. That is because the $\epsilon_1$ resonance is incorporated into $H_{\text{pend}}$ in Eq. (27), and that equation is integrable for a single $M$, i.e., two $M$’s are needed for chaos. We also neglect overlap with the $[0, 1]$ for the same reason. For the third—the $[1, 1]$—its width may be calculated in two ways, as it is both an $[M, 1]$ and a $[1, N]$ resonance. We choose it to be the $[M, 1]$ if the $\epsilon_1$ resonance is stronger ($\epsilon_1 > \epsilon_2$); otherwise we choose it to be the $[1, N]$.

Also shown in Fig. 11(b) is the prediction of the improved kick criterion (black curve), which is copied from Fig. 6(c). The two criteria (kick and overlap) are seen to largely agree, although the overlap criterion is spikier. Comparing with the numerical integration (Fig. 6a), we see that most of the spikes in the numerical plot are attributable to overlapping secondary resonances.

Although the overlap criterion is more accurate than the kick criterion throughout most of the plot, in the center of Fig. 11(c) overlap predicts less chaos; and in that region it is the kick criterion that is the more accurate, as may be seen by comparing with the numerical result. That is because resonance overlap is only accurate when the widths of the two resonances are comparable, as discussed in §2 and §4.2.2. And near the center of the figure ($|\nu| < 2$), neighboring resonances are ill-matched in size; e.g., at the value of $\nu$ pointed to by the $[0, 1]$ label in panel (a), the $[0, 1]$ has a large width in $p$, while the $[1, 1]$ is squeezed into the edges of the $\epsilon_1$ separatrix. One could, of course, improve on the overlap prediction by applying the kick method to two secondary resonances, or considering the overlap of tertiary resonances (Escande & Doveil 1981). But that lies beyond our scope.

5.3. Agreement With Improved Kick Criterion

Lichtenberg & Lieberman (1983) demonstrate analytically that the overlap and kick criteria agree with each other, subject to the approximations of the classical kick criterion. Here, we extend their analysis to the improved kick criterion. From Eq. (28), resonances $M$ and $M + 1$ differ in their frequency by $d\omega \approx \frac{r \nu}{(M + 1)^2}$, when $M \gg 1$. That translates into a spacing in actions of

$$\delta J = \frac{r \nu}{(M + 1)^2} \left| \frac{dJ}{d\omega} \right|. \quad (31)$$

Overlap between neighboring secondary resonances occurs when $\Delta J > \delta J$ where $\Delta J$ is given in Eq. (30),\footnote{Strictly speaking, overlap occurs when the sum of the half-widths of adjacent resonances exceeds $\delta J$. We ignore this subtlety because adjacent resonances have comparable widths when $M \gg 1$.}
i.e., when

$$16\epsilon_2 c_M > \frac{(rv)^2}{(M + lr)^4} \left| \frac{dJ}{d\omega} \right|.$$  \hspace{1cm} (32)

Setting $\frac{dJ}{d\omega} = \frac{d\omega}{dJ} \frac{dE}{dT} \frac{dT}{d\omega} = \omega \frac{dT}{d\omega} = -\frac{2\pi}{\epsilon}$ and $\omega$ to its resonant value (Eq. 28) then yields

$$\left| \frac{dE}{dT} \right| < \frac{16}{2\pi} \epsilon_2 r v (M + lr)c_M$$

$$\approx \frac{4}{\pi^2} \epsilon_2 r v^2 (\nu - \Delta p)A_2 [r(\nu - \Delta p)]$$  \hspace{1cm} (33)

where in the approximation we set $c_M$ to the form derived in Appendix D (Eq. D9), and for simplicity we specialize to the upper circulation zone and set $\epsilon_1 = 1$. Equation (34) reproduces the improved kick criterion (Eqs. 8 & 17), albeit with a numerical coefficient of $\frac{4}{\pi^2}$ instead of unity (as shown also in Lichtenberg & Lieberman 1983). Such a disagreement is not surprising, because both criteria are only defined up to arbitrary order-unity factors. For this reason, we plot secondary resonances with widths inflated by $\pi/2$.

5.4. The 5:3–2:3 Crossing

We return to the worked example in §4.3, the 5:3–2:3 crossing, for which we repeat the procedure leading to Fig. 11(b), and then transform to the $P_1-P_2$ plane with Eqs. (18)–(19). The result is shown in Fig. 9(d), where now we depict all of the (inflated) secondary resonances light green. The overlap region (red) is very similar to the numerical chaotic region from the perturbed pendulum model (panel b), which in turn agrees moderately well with what is found in N-body integrations (panel a). The only place panels (b) and (d) disagree significantly is where there is a large disparity in resonance sizes, which occurs in the region within the 5:3 that is also outside the 2:3. A similar effect was seen in the previous example (Fig. 11).

Much of the discrepancy between the two numerical results (panels a and b) may now be understood by comparing with panel (d). For example, the separatrix of the [1,1] is chaotic throughout panel (a), and its chaos is evidently due to its intersection with horizontal and vertical lines that represent high-order 2-body resonances. Those resonances were excluded from the perturbed pendulum model. Many of the other secondaries in panel (a) are also chaotic, due to their overlap with 2-body resonances.

5.5. Three Body Resonances

Secondary resonances in the perturbed pendulum model are three body resonances (3BR’s) in the N-body problem. Here we discuss their locations and widths in the PP plane. The 3BR resonant argument from an $[M,N]$ secondary is $M\phi + N\psi$, where for the previous example $\phi = 5\lambda - 3\lambda_1$ and $\psi = 2\lambda - 3\lambda_2$, and we neglect here the $\varpi$ terms. The [1,1] resonance is the largest secondary (see below). For the example, its argument is $\Phi_{[1,1]} = 7\lambda - 3\lambda_1 - 3\lambda_2$. Therefore, the location of the [1,1] is determined by $\frac{d\Phi_{[1,1]}}{dt} = 0 \approx \frac{7}{P} - \frac{3}{P_1} - \frac{3}{P_2}$ (continuing to neglect $\varpi$ terms), i.e., it traces out the following curve in the PP-plane:

$$\frac{P_2}{P} = \frac{3}{7} - \frac{3}{P_1},$$  \hspace{1cm} which matches what is seen in Fig. 9(a) and (d).

The width of an $[M,1]$ resonance is worked out by Escande (1985). We turn that into the 3BR width by inserting his Eq. (D.16) for $c_M$ into Eq. (30), and then converting $\Delta J$ to $\Delta P$, which yields

$$\frac{\Delta P_{[M,1]}}{P} \approx \frac{\Delta P_1}{P} \sqrt{\frac{e_2}{e_1}} \left( \frac{\epsilon_1}{8E} \right)^{M/2} \Sigma (r,M).$$  \hspace{1cm} (35)

To lowest order in $\epsilon_1/E$, where $E = p^2/2 - \epsilon_1 \cos \phi_i$, and $\phi_i$ is the initial phase (see §4.3); and $\Sigma (r,M)$ is given by Eq. (D.17) of Escande (1985) (with $\Sigma (r,M) = \Sigma^M$ in his notation). Likewise, for the [1,N] resonances,

$$\frac{\Delta P_{[1,N]}}{P} \approx \frac{\Delta P_2}{P} \sqrt{\frac{e_1}{e_2}} \left( \frac{\epsilon_2}{8E_{sw}} \right)^{N/2} \Sigma \left( \frac{1}{r}, N \right).$$  \hspace{1cm} (36)

where $E_{sw} = p_{sw}^2/2 - \epsilon_2 \cos \psi_1$, in terms of the swapped quantities described in footnote 9.

Of particular note is the dependence of the widths on $\epsilon_1$ and $\epsilon_2$, since those quantities are typically very small (of order $\mu^k$; see Eq. A3). One might naïvely have expected the $[1,1]$ width to be $\sim \sqrt{\epsilon_{12}}$, because it arises from the coupling of two MMR’s, each with width $\sim \sqrt{\epsilon}$ (Eqs. 20 and 22). That would make the width extremely small. But Eqs. (35-36) show that there is an extra factor of $E$ in the denominator, and that is typically of order $\epsilon_1$ in the region of interest. Therefore the 3BR widths are not necessarily much smaller than those of the MMR’s that generate them.

5.6. Many Crossings

For the fiducial system of Fig. 1, the secondary resonances (i.e., 3BR’s) are shown in Fig. 12 in green. And the regions where they overlap are shown in red. Comparing to Fig. 1, we see that the strong chaos is adequately predicted, and some of the finer structure is captured. Here, we consider also the overlap of secondary resonances from different two-body resonance crossings, which makes up a large portion of the chaos in the lower right of the figure. Secondary resonances also interact.
with primary resonances to produce chaos, but we omit such crossings because they are subdominant.

We may also use secondary resonances to estimate Lyapunov times. Empirically, we find that the Lyapunov time in a double surface of section is roughly constant throughout the $p$-$\nu$ plane. Therefore, for each value of the parameters of the perturbed pendulum $(r,\epsilon_1,\epsilon_2)$, we numerically evaluate the Lyapunov time at a given point in the $p$-$\nu$ plane; we choose the point where the two separatrices cross, which we find typically gives a good estimate for the Lyapunov time. We then fit the Lyapunov time to a power-law expression, which results in

$$t_{\text{lyap}} \sim \frac{11}{\sqrt{r \epsilon_1}} \left( \frac{\epsilon_1}{\epsilon_2} \right)^{0.1}$$

In Fig. 13, we show the Lyapunov times that result from the overlap of secondary resonances in Fig. 12. For the case when the two secondaries come from the same 2BR crossing, the prediction is color-coded; but for two secondaries from different 2BR crossings, we are unable to make a prediction, and those overlaps are colored black.

6. DISCUSSION

6.1. Summary

Our principal results are as follows:

- We mapped out the chaos in the PP plane, for a fiducial three-planet system where the middle planet is converted to a test particle (Fig. 1). As shown by Fig. 2, resonance overlap is at best a crude guide for where chaos occurs.

- To improve upon resonance overlap, we first reduced the dynamics near an MMR crossing to a much simpler system with 1.5 degrees of freedom: the perturbed pendulum (Eq. 1). The reduction, which is based on a novel approximation that combines many subresonances (Appendix A, Hadden (2019)), allows us to apply standard techniques from chaos theory to the planetary problem. The chaos map in the PP plane for a given MMR crossing is thereby reduced to a double surface of section of the perturbed pendulum (e.g., Figs. 5a and 9a-b).

- Two standard methods were applied to predict the chaotic zone. The first is kick theory (also known as the “separatrix map” or “whisker map”), which
predicts the chaotic zone around each resonance. But that theory, as developed in the literature, is only adequate very near the separatrix. We therefore developed an improved kick criterion that applies further away (§4.2.2 and Appendix C). A highly simplified prediction for the extent of the chaotic zones in the PP-plane is provided by Eqs. (21) and (23). For our fiducial planetary system, we combined the results from many different MMR crossings in Fig. 10, which agrees with Fig. 1 considerably better than naive resonance overlap.

- The second standard method we applied is that of overlapping secondary resonances, or equivalently overlapping 3BR’s (§5 and Appendix D). We developed an improved theory for the overlap, which parallels the improved kick theory, and showed that both improved theories agree with each other. Moreover, overlapping 3BR’s account for much of the finer structure in the PP plane. We also predicted the Lyapunov times (Eq. 37 and Fig. 13), which are in moderate agreement with those in Fig. 1.

6.2. Validity of Key Assumptions

We assess the validity of our key assumptions:

- Massless middle planet: Making the middle planet massive should not introduce fundamentally new complications. For example, the reduction to a perturbed pendulum in Appendix A proceeds virtually unchanged. One complication is that whereas we only considered MMR crossings experienced by the middle planet, one must also consider crossings experienced by the inner and outer planets. But if the three planets have comparable masses, those crossings should be subdominant—because the strongest interactions should involve the middle planet. As a check, we repeated Fig. 1, but with the middle planet having a mass of $12M_{\oplus}$ (Lissauer et al. 2011). We found very little difference from Fig. 1, beyond the slight broadening and strengthening of the chaotic regions. A second complication with a middle massive planet is its effect on the secular evolution, as discussed below.

- Three planets: Based on the reasoning of the previous point, we do not expect additional planets to introduce significant novelties. To determine whether any planet is chaotic, one need only examine its MMR’s with any two other planets.

- Coplanar planets: Allowing for modest inclinations should typically have little effect, because inclinations are weakly coupled to eccentricities. As a test, we repeated Fig. 1 but with $i = e$ for each planet, and there was little difference to the figure. See also numerical experiments by Tamayo et al. (2021).

- Pendulum model for MMR’s (see footnote 2): the pendulum approximation breaks down for first-order MMR’s at low eccentricity ($e \lesssim \mu^{1/3} \sim 0.03$, where the latter expression is for $10M_{\oplus}$ planets). In that case, the shape of the separatrix changes (Henrard & Lemaître 1983), and one would have to modify the two methods (kick and secondary overlap) presented in this paper to account for this change. That lies beyond the scope of this work.

- Neglect of secular effects: In adopting the pendulum approximation, we assume that the resonance strengths ($\epsilon_1$ and $\epsilon_2$) are constant, with values determined by the initial eccentricities. But secular evolution alters the eccentricities on a timescale of $\sim P/\mu$. Tamayo et al. (2021) show that one may account for that effect in a simple way: rather than using the initial eccentricity, one should use the maximum eccentricity as determined by secular evolution alone. Note that our fiducial system exhibits little secular evolution—because the massless planet has higher $e$ than the other planets—and hence did not require such a correction. But where such a correction is required, it is straightforward to apply.

An additional secular effect we neglect is chaos due to overlapping secular resonances. That could potentially lead to chaos on even longer timescales, as in the Solar System.

6.3. Comparison with Prior Work on Overlapping 3BR’s

Petit et al. (2020), building on Quillen (2011) and Quillen & French (2014), determine a criterion for chaos in three planet systems from the overlap of 3BR’s. In contrast to us, they assume the planets’ orbits are circular, which allows for much more closely spaced planets before chaos occurs. For example, for our fiducial example of Fig. 1, they predict that the threshold for chaos for equal-spaced planets occurs at $P_1 \approx 0.88P$ and $P_2 \approx 1.14P$, which is beyond the range of Fig. 1.

Nonetheless, it is instructive to compare their 3BR’s with ours. Their 3BR locations are the same as those of the 3BR that arise from the 1:1–1:1 crossing. The angles of the two MMR’s are $\phi = \lambda - \lambda_1$ and $\psi = \lambda - \lambda_2$, and so the crossing produces 3BR’s with angle $(M + N)\lambda - M\lambda_1 - N\lambda_2$. In the PP plane, these 3BR’s describe the curves $M_{\frac{P}{r_1}} + N_{\frac{P}{r_2}} = M + N$, all
current system is close to—not inside of—those chaotic zones. Instead, its chaos appears to be more strongly affected by a very high order resonance between Jupiter and Saturn, as well as by a secular resonance. We defer a more careful analysis to future work.

Guzzo (2005) analyzes the Solar System in a manner very similar to Fig. 14, although with more zoomed-in axes, in which the 1:3 is not evident. We have also repeated Fig. 14 with Neptune present, as did Guzzo (2005). Similar to him, we find that Neptune has a minor effect on the overall chaos, beyond introducing some extra weak chaos. Finally, we note that the specific 3BR identified by Murray & Holman (1999) is the [1,1] combination that arises from the crossing of the 5:2(Jup.-Sat.) and the 1:7(Jup.-Ura.). And although there is some chaos associated with the 1:7, there does not appear to be any chaos associated with the combination proposed by Murray & Holman (1999), even when we repeat Fig. 14 at a significantly higher resolution.
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APPENDIX

A. REDUCTION TO PERTURBED PENDULUM

A.1. Circular Planets

We consider a test particle perturbed by two resonances: a $j_1:j_1-k_1$ resonance with an inner planet (denoted with subscript 1) and a $j_2:j_2+k_2$ resonance with an outer planet (denoted with subscript 2), where the $j_i$ and $k_i$ are all positive. We derive here the test particle’s Hamiltonian when the two perturbing planets are on circular orbits (see §A.2 for the extension to eccentric planets). The Hamiltonian (or, really, energy) is

$$H = -\frac{GM}{2a} - \frac{GM}{a} \left( \mu_1 C_1 e^{k_1} \cos(j_1 \lambda - (j_1 - k_1) \lambda_1 - k_1 \omega) + \mu_2 C_2 e^{k_2} \cos(j_2 \lambda - (j_2 + k_2) \lambda_2 + k_2 \omega) \right)$$ (A1)

where $\{a, e, \lambda, \omega\}$, without subscripts, are the standard orbital elements for the test particle; subscripted orbital elements are for the planets; $M$ is the stellar mass; $\mu_i$ is the planet mass scaled to the stellar mass; and the $C_i$ are disturbing function coefficients.\(^{11}\) $C_1$ is obtained directly from Eq. (6.113) of Murray & Dermott (1999), while $C_2$ has an additional factor of $a/a_2$. For $k_i \leq 4$, Murray & Dermott (1999) provide a convenient table in their Appendix B: for example, for a second order resonance with the inner planet ($k_1 = 2$), $C_1 \rightarrow f_{33}$ in their table’s notation, and for a second order with the outer planet ($k_2 = 2$), $C_2 \rightarrow \frac{a}{a_2} f_{45}$.

The derivation of Eq. (1) proceeds as follows:

1. We adopt the pendulum approximation, in which we treat all quantities in the non-Keplerian part of Eq. (A1) as constants, except for $\lambda$ and $\lambda_i$. The validity of this approximation is examined in §6.2. Setting $\lambda_i = n_i t$ for the two planets, where $n_i$ is their mean motion, we have

$$H_{\text{res,1}} + H_{\text{res,2}} = \epsilon_1 \cos(j_1 (\lambda - n_{r,1} t)) + \epsilon_2 \cos(j_2 (\lambda - n_{r,2} t))$$ (A2)

where

$$\epsilon_1 = \mu_1 |C_1| e^{k_1}, \quad \epsilon_2 = \mu_2 |C_2| e^{k_2},$$ (A3)

$$n_{r,1} = \frac{j_1 - k_1 n_1}{j_1}, \quad n_{r,2} = \frac{j_2 + k_2 n_2}{j_2}.$$ (A4)

Here, $n_{r,i}$ is the mean motion when the test particle is at nominal resonance with the $i$th planet. We drop constant phases within the cosine arguments because they have little influence on the dynamics (although they are needed for transforming between orbital and pendulum co-ordinates).\(^{12}\)

2. We turn Eq. (A1) into a proper Hamiltonian by replacing $a$ in $H_{\text{kep}}$ with $\Lambda \equiv \sqrt{GMa}$, which is the momentum conjugate to $\lambda$. We then expand $\Lambda$ around its value at nominal resonance with either planet 1 or 2. Typically, one wishes to expand around whichever resonance has the larger effect. For definiteness, we choose planet 1 and comment on how things change with the other choice in §3.1. Therefore, we write

$$H_{\text{kep}} = -\frac{G^2 M^2}{2 \Lambda^2} \approx n_{r,1} \Lambda_{r,1} \left( \frac{\Lambda - \Lambda_{r,1}}{\Lambda_{r,1}} - \frac{3}{2} \left( \frac{\Lambda - \Lambda_{r,1}}{\Lambda_{r,1}} \right)^2 \right)$$ (A5)

where $\Lambda_{r,1} = \sqrt{GMa_{r,1}}$ and $a_{r,1} = (GM/n_{r,1}^2)^{1/3}$.

---

11 A more accurate model may be obtained by replacing the coefficients $C_i e^{k_1}$ in Eq. (A1), which approximate the resonance amplitudes at leading order in eccentricity, with the cosine amplitudes $S_{j_i,k_i}(a,e)$ defined in Eq. (23) of Hadden & Lithwick (2018), which are correct to all orders in eccentricity, then proceeding through the derivation presented here. Nonetheless, we find that the $C_i e^{k_1}$ provide sufficiently good approximations of the resonance amplitudes for all cases considered in this paper so we have chosen to work with these expressions as they are more common in the literature.

12 Without neglecting phases, the argument of each cosine term is $j_i (\lambda - n_{r,i}) - \xi_i$ where $\xi_1 = k_1 \omega_1 - (j_1 - k_1) \lambda_{1,\text{initial}}$ and $\xi_2 = -k_2 \omega_2 + (j_2 + k_2) \lambda_{2,\text{initial}}$. If $C_i < 0$, then $\xi_i \rightarrow \xi_i + \pi$. 
3. We make a canonical transformation to the new co-ordinate and momentum, \( \{ \phi, P \} = \{ j_1(\lambda - n_r t), (\Lambda - \Lambda_1)/j_1 \} \), which produces a new Hamiltonian which differs from the original only in that the first term in brackets in Eq. (A5) disappears. Then, in order to remove a relative constant factor between \( H_{\text{kep}} \) and \( H_{\text{res},i} \), we rescale both the new momentum and Hamiltonian by the same constant, \(-\Lambda_1/\sqrt{3}j_1\); although that rescaling is not canonical, it leaves the equations of motion unchanged. The result is

\[
H(\phi, p, t) = \left( n_r, j_1 \sqrt{3} \right) \times \left( \frac{p^2}{2} - \epsilon_1 \cos \phi - \epsilon_2 \cos \left( \frac{j_2}{j_1}(\phi - (n_r - n_r) j_1 t) \right) \right)
\]

(A6)

where \( p \) is the rescaled momentum (given explicitly below).

4. In order to remove the overall constant in front of Eq. (A6), we rescale time: \( t_{\text{rescale}} = t(n_r, j_1 \sqrt{3}) \). We therefore have for our final Hamiltonian:

\[
H(\phi, p, t_{\text{rescale}}) = \frac{p^2}{2} - \epsilon_1 \cos \phi - \epsilon_2 \cos(r(\phi - \nu t_{\text{rescale}}))
\]

(A7)

where

\[
r = \frac{j_2}{j_1}
\]

(A8)

\[
\nu = \frac{1}{\sqrt{3}} \frac{n_r - n_r}{n_r}
\]

(A9)

and \( \phi \) and \( p \) are related to the orbital elements and (unscaled) time via

\[
\phi = j_1(\lambda - n_r t)
\]

(A10)

\[
p = -\sqrt{3} \frac{\Lambda - \Lambda_1}{\Lambda_1} \approx -\frac{\sqrt{3}}{j_1} \frac{a - a_r}{a_r}.
\]

(A11)

A.2. Eccentric Planets

When the two planets are eccentric, each \( H_{\text{res},i} \) in Eq. (A1) becomes a sum of \( k_i \) cosine terms, e.g. \( H_{\text{res},1} = \mu_1 \left( C_{1,0}e^{k_1 \cos(\psi - k_1 \bar{\nu})} + C_{1,1}e^{k_1 \cos(\psi - \bar{\nu} - (k_1 - 1)\bar{\nu})} + \cdots \right) \) where \( \psi = j_1 \lambda - (j_1 - k_1)\lambda_1 \). If one had to consider each of those cosine terms separately, the calculations needed for this paper would be exceedingly cumbersome. But one may avoid that with a trick (Hadden 2019, hereafter H19). Following H19, we first write for the inner planet’s resonance

\[
H_{\text{res},1} = \mu_1 \text{Real} \left\{ \sum_{l=0}^{k_1} C_{1,l} \left( e_1 e^{-i\bar{\nu}_1} \right)^l \left( ee^{-i\bar{\nu}} \right)^{k_1-l} \right\} e^{i\psi}
\]

(A12)

where the Roman \( e \) is an exponential (Euler’s number). H19 showed that the square-bracketed sum in the above equation may be approximated by a single combined term. Moreover, whereas the sum apparently depends on the complex eccentricities \( ee^{-i\bar{\nu}} \) of the test particle and inner planet separately, the combined term only depends on a single combined quantity. To be explicit, H19 shows that the square-bracketed term is sufficiently well approximated by

\[
[...] \approx C_1 \left( e_1 e^{-i\bar{\nu}_1} \right)^{k_1},
\]

(A13)

where the new quantities (with tilde’s) are defined via

\[
\tilde{e}_1 e^{-i\bar{\nu}_1} = ee^{-i\bar{\nu}} - \left( \frac{a_1}{a} \right)^{0.825} e_1 e^{-i\bar{\nu}_1},
\]

(A14)

which is nearly the difference between the two complex eccentricities. We note parenthetically that H19 obtain the coefficient on the second term in the above expression by inserting Eq. (A14), with an undetermined coefficient, into
Eq. (A13), with an undetermined amplitude\(^{13}\), then expanding into \(k_1 + 1\) terms; and finally choosing the undetermined coefficients by matching term-by-term with the square-bracketed sum. Remarkably, even though there are only two fitting parameters and \(k_1 + 1\) coefficients to match, the error after the fit is performed is small. Some discussion of why this fit works can be found in §2.4 of Hadden (2019). Nonetheless, we may take advantage of this result by using for \(H_{\text{res},1}\) the term displayed in Eq. (A1), after simply replacing \(e \rightarrow \tilde{e}_1\) and \(\varpi \rightarrow \tilde{\varpi}_1\). The resonance with the outer planet proceeds in a nearly identical way: in \(H_{\text{res},2}\), one makes the replacement \(e \rightarrow \tilde{e}_2\) and \(\varpi \rightarrow \tilde{\varpi}_2\), where the variables with tildes are defined via 
\[
\tilde{e}_2 e^{-i\tilde{\varpi}_2} = e e^{-i\varpi} - (a_2/a)^{0.825} e 2 e^{-i\varpi}.
\]

The Hamiltonian with eccentric planets is therefore identical to the one with circular planets derived above (Eqs. A7–A11), except that the eccentricity that enters in \(\epsilon_1\) should be \(\tilde{e}_1\) (rather than \(e\)), and the one that enters in \(\epsilon_2\) should be \(\tilde{e}_2\).

**B. THE MELNIKOV-ARNOLD (MA) INTEGRAL**

The MA integral is\(^{14}\)

\[
A_{2r}(r\nu) \equiv \lim_{s \to \infty} \int_{-s}^{s} \cos \left[ r \left( \phi_{\text{sep}}(t') - \nu t' \right) \right] dt' 
\]  
(B1)

where \(\phi_{\text{sep}}\) is the pendulum’s phase on the separatrix (Chirikov 1979). Technically, the integral does not converge in the limit of large \(s\), but oscillates around a constant value as \(s\) increases. That constant value has the following analytic expression:

\[
[A_{2r}(r\nu)]_{\text{constant}} = \frac{2\pi}{\Gamma(2r)} \frac{e^{\pi r \nu / 2}}{\sinh(\pi r \nu)} (2r \nu)^{2r-1} (1 + f_{2r}(r\nu)) 
\]  
(B2)

where \(f_{2r}\) is given by Eq. (A.9) of Chirikov (1979); in particular, \(f_{2r} = 0\) when \(0 \leq r \leq 1\), and \(f_{2r}\) is typically order unity for \(1 < r \lesssim 2\). The dependence of \(A_{2r}\) on \(r\) (before the \(s\) limit is taken) is illustrated by the orange dotted curve in Fig. 15. At large \(s\), it oscillates around Eq. (B2) (the horizontal line). Even though Eq. (B1) is not strictly identical to Eq. (B2), we follow Chirikov (1979), and drop the “constant” label from Eq. (B2) throughout the body of the paper.

**Figure 15.** An illustration of proper integral versions of \(A_{2r}(r\nu)\) (orange dotted line) and \(\tilde{A}_{2r}(r\nu)\) (blue solid line) as functions of the integration bound, as well as the analytic expression given in Eq. (B2) (horizontal green line), with \(r = 1\) and \(\nu = 4.2\). This figure is based on Fig. 3.22 in Lichtenberg & Lieberman (1983).

The integral that appears in the classical kick criterion (§4.2.1) is not Eq. (B1), but

\[
\tilde{A}_{2r}(r\nu) \equiv \frac{1}{\nu} \lim_{s \to \infty} \int_{-s}^{s} \phi_{\text{sep}}(t') \cos \left[ r \left( \phi_{\text{sep}}(t') - \nu t' \right) \right] dt' ,
\]  
(B3)

\(^{13}\) While H19 fits for both undetermined parameters, we have found that \(C_1\) is a sufficiently good approximation for the amplitude and use it instead. This is true in all circumstances except when indirect terms are present. In our main example (Fig. 1), this is only significant for the 2:1 and 1:2 resonances, so we fit two parameters in those cases.

\(^{14}\) We set \(\epsilon_1 = 1\) throughout this appendix.
which has an extra factor of \( \dot{\varphi}_{\text{sep}} / \nu \). Unlike Eq. (B1), this integral does converge to Eq. (B2). The blue curve in Fig. 15 shows this integral and its convergence at large \( s \). We note that in the context of the classical kick criterion, the issue of integral non-convergence is merely an artifact of the standard definition of the MA integral (Eq. B1); i.e., had one chosen to adopt Eq. (B3) as the definition, no such issue would arise. We have belabored the non-convergence because it plays an important role in the improved kick criterion (Appendix C).

### C. IMPROVED KICK CRITERION

For the kick criterion, one must evaluate \( K \) in Eq. (5), which we restate here for convenience as

\[
K(E, \nu; s) = \frac{1}{2} \int_{-s}^{s} \dot{\varphi}_{\text{unp}}(t') \cos \left[ r(\phi_{\text{unp}}(t') - \nu t') \right] dt'
\]

where \( s = T/2 \) and \( T = T(E) \) is the unperturbed period. Note that we now allow \( K \) to depend explicitly on the integral limit \( s \), for reasons that will be apparent; we set \( \epsilon_1 = 1 \) for this appendix; and we explicitly display the dependence of \( K \) on \( r \) and \( \nu \), unlike in the body of the paper. For the classical criterion, one sets \( \phi_{\text{unp}} \) in this expression to be on the separatrix and \( T = \infty \). But for the improved criterion, we allow \( \phi_{\text{unp}} \) to follow a trajectory slightly displaced from the separatrix by approximating

\[
\phi_{\text{unp}}(t) \approx \phi_{\text{sep}}(t) + (\Delta p)t
\]

where \( \Delta p \) is a constant that we take to be the relative drift rate at \( t = 0 \):

\[
\Delta p = \dot{\varphi}_{\text{unp}}(0) - \dot{\varphi}_{\text{sep}}(0)
\]

\[
= \sqrt{2(E + 1)} - 2.
\]

Inserting this \( \phi_{\text{unp}} \) into Eq. (C1) leads to

\[
K(E, \nu; s) \approx \frac{1}{2} \int_{-s}^{s} \left( \dot{\phi}_{\text{sep}}(t') + \Delta p \right) \cos \left[ r(\phi_{\text{sep}}(t') - (\nu - \Delta p)t') \right] dt'.
\]

Figure 16 shows \( K \) versus \( s \) for three sets of parameters. The left panel has \( E = 1 \) (and hence \( \Delta p = 0 \)) and is the same as the blue curve in Fig. 15. In the middle panel, the trajectory is displaced from the separatrix (\( E = 1.1 \)). The solid blue curve shows the exact integral (Eq. C1); the red dotted curve shows the approximation (Eq. C5); and the black dot indicates where \( s = T/2 \). We see that the approximation agrees well for this value of \( E \) at the time of interest. The right panel shows another comparison at higher \( \nu \).

![Figure 16](image)

**Figure 16.** In each panel, we show the original definition of \( K \) as a function of \( s \) (Eq. C1) as a blue solid line. We show our approximation to \( K \) (Eq. C5) as a red dotted line. The approximation is absent from the left panel because it is identical to Eq. (C1) when \( E = 1 \). The horizontal dashed lines are given by Eq. (C7). The black points indicate the value of Eq. (C1) at \( s = T/2 \). It is absent in the left panel because \( T = \infty \) there.

Fig. 16 also illustrates an important, yet subtle, complication: the value of Eq. (C1) (i.e., the height of the black dot at time \( T/2 \)) is subject to fast oscillations, and it depends on the precise phase of the fast oscillation at that time.
Yet in truth, one wishes to average out the fast oscillations. That is because each successive kick is subject to similar fast oscillations, and so they average out after many kicks. As a result, the value of Eq. (C1) at time $T/2$ is not what should enter the kick criterion. One requires the height of the horizontal lines in the figure, rather than that of the black dots.

To calculate the horizontal lines, we start from Eq. (C5), and focus first on the $\dot{\phi}_{\text{sep}}$ term within the brackets. At large $|t|$, $\dot{\phi}_{\text{sep}}$ decays smoothly to zero ($\dot{\phi}_{\text{sep}} \approx 4e^{-|t|}$). Therefore, extending the integration limits to $s = \infty$ will remove oscillations on a timescale much faster than $T$. The second bracketed term ($\Delta p$) is subdominant to the first for $|t'| < T/2$ and is oscillatory as $s \to \infty$. Therefore, we neglect it. The net result is that Eq. (C1) should be replaced with

$$K(E, r, \nu) \approx \int_{-\infty}^{\infty} \dot{\phi}_{\text{sep}}(t') \cos(r(\phi_{\text{sep}}(t') - (\nu - \Delta p)t'))dt'$$

(C6)

$$= (\nu - \Delta p)A_2r[r(\nu - \Delta p)]$$

(C7)

where the latter equality follows from Appendix B, and $A_2$ is given by Eq. (B2). Equation (C7) is the main result of this appendix; the horizontal lines in Fig. 16 are at the values prediction by this equation. In §4.2.2, we use Eq. (C7) to produce the improved kick criterion.

The “improved” expression for $K$ differs from the classical one (Eq. 9) by the replacement $\nu \to \nu - \Delta p$. One may understand why $\nu - \Delta p$ is the relevant frequency by referring to a surface of section, such as Fig. 3. The perturbing resonance is at height $p = \nu$, and our trajectory of interest is at height $p = 2 + \Delta p$ at the critical moment when it receives its kick (i.e., when $\phi_{\text{sep}} \approx 0$). The difference between those two heights is equal to the difference in frequencies, which sets the strength of the kick. Therefore the kick strength on our trajectory of interest is almost equivalent to the kick on a trajectory on the separatrix, provided the height of the perturbing resonance is lowered from $\nu \to \nu - \Delta p$.

Fig. (17) (left panel) compares the various expressions for $K$ as a function of $E$, for $r = 1$ and $\nu = 4.2$. The horizontal dot-dashed line is the classical $K$ (Eq. 9), which is independent of $E$. The blue solid curve is the exact expression before the removal of fast oscillations (i.e., Eq. C1 at $s = T/2$). One sees that very close to the separatrix ($E - 1 \lesssim 1$), the exact expression oscillates around the classical one. The oscillations are caused by the aforementioned fast oscillations, and do not contribute to chaos. In fact, the classical expression is more accurate than the exact one at such close distances to the separatrix. But the peak in the blue curve at $E - 1 \sim 10$ is not due to fast oscillations, and the classical expression is inadequate there. The black dashed curve is the improved expression (Eq. C7). It both captures the true behavior close to the separatrix, and does an adequate job at capturing the peak—considerably better than the classical criterion. The right panel of Fig. 17 is similar, but for $r = 4$ and $\nu = 2.5$, and likewise shows how Eq. (C7) captures the broad peak while removing the fast oscillations. We note that a truer measure for how well Eq. (C7) performs can be ascertained by comparing its prediction for the transition to chaos with numerical integrations, as is done in Fig. 6 (a) and (b) for the case $r = 1$ and $\epsilon_2/\epsilon_1 = 0.8$. We have done so for many additional cases, and find that Eq. (C7) invariably produces the best match with simulations.
We conclude this Appendix with a second, more formal, derivation of Eq. (C7), based on the action-angle formalism derived in Appendix D. The rate of change of the unperturbed energy is

\[
\frac{dE}{dt} = \frac{\partial E}{\partial J} \frac{dJ}{dt} = -\omega \frac{\partial H}{\partial \theta} = \epsilon \omega \sum_{M=\infty} c_M (M + lr) \sin \left[ M \theta + r (l \theta - \nu t) + \psi^{(1)} \right]
\] (C8)

where \( \omega = 2\pi/T \); the final expression follows from the Fourier expansion of the perturbation in the angle variable (Eq. D5); and \( \psi^{(1)} \) is the forcing phase at the time of the first kick (§4.1). Integrating over an (unperturbed) orbit yields a change in energy with the form of Eq. (4) where

\[
K(\epsilon, r, \nu, \omega) = \sum_{M=\infty} \omega c_M \left( \frac{M + lr}{r} \right) \int_{-\pi/2}^{\pi/2} \cos \left[ M \theta + r (l \theta - \nu t) \right] d\theta.
\] (C9)

We keep in this sum over \( M \) only the dominating term (i.e., the one that is near-resonant) satisfying \((lr + M\omega - r\nu) = 0\). This effectively removes the fast oscillations. Next, we set \( \theta = \omega t \) and evaluate the integral to yield

\[
K(\epsilon, r, \nu, \omega) \approx 2\omega c_M \left( \frac{M + lr}{r} \right) \frac{\sin \left[ (M \omega + r(\nu - l \nu))\right]}{(M + lr)\omega - r\nu}.
\] (C10)

Using the approximation that \((lr + M\omega - r\nu) \sim 0\) and inserting Eq. (D9) for \( c_M \), we get

\[
K(\epsilon, r, \nu, \omega) \approx (\nu - \Delta p) A_{2r} [r(\nu - \Delta p)]
\] (C11)

which is identical to Eq. (C7).

### D. PERTURBED PENDULUM EXPANSION IN ACTION-ANGLE VARIABLES

For §5, we require the expansion of the perturbed piece of the Hamiltonian, \( H' \), in terms of the action-angle variables of the unperturbed pendulum. Before expanding \( H' = e_2 \cos [r(\phi - \nu t)] \), we first expand \( e^{i r \phi} \). In the libration zone of \( H_{\text{pend}} \), \( \phi \) is a periodic function of \( \theta \) (i.e. \( \phi(\theta) = \phi(\theta + 2\pi n) \) where \( n \in \mathbb{Z} \)). Hence we may expand

\[
e^{i r \phi} = \sum_M c_M e^{i M \theta}, \quad \text{where } c_M = \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{i (r \phi - M \theta)} d\theta \text{ (in libration zone)}
\] (D1)

But in the circulation zone, \( \phi \) changes by \( 2\pi \) when \( \theta \) does; i.e., it is the difference \( (\phi - \theta) \) which is a periodic function of \( \theta \). In that case, one should replace \( \phi \rightarrow \phi - \theta \) throughout Eq. (D1). Both zones may be combined by introducing

\[
l = \begin{cases} 0 \text{ in libration zone} \\ 1 \text{ in circulation zones} \end{cases}
\] (D2)

in which case

\[
e^{i r \phi} = \sum_M c_M e^{i (M + lr) \theta}, \quad \text{where } c_M = \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{i (r \phi - (M + lr) \theta)} d\theta.
\] (D3)

Note that \( c_M \) is real, which follows from the fact that \( H_{\text{pend}} \) is unchanged when \( \phi \rightarrow -\phi \). Using Eq. (D3), we write

\[
H' = e_2 \cos [r(\phi - \nu t)]
\] (D4)

\[
= e_2 \sum_{M=-\infty}^{\infty} c_M \cos \left( M \theta + r(l \theta - \nu t) \right)
\] (D5)

where

\[
c_M = \frac{1}{2\pi} \int_{-\pi}^{\pi} \cos \left[ r \phi - (M + lr) \theta \right] d\theta.
\] (D6)
Chaos in Three-Planet Systems

This expression was derived for the libration zone by Smith & Pereira (1978) and for the circulation zone by Escande & Doveil (1981). The above expressions for $H'$ and $c_M$ are exact, and are the main result of this appendix. There are several approaches to approximate/compute the integral in $c_M$: Smith & Pereira (1978) give analytic expressions for $r = \frac{1}{2}$ and $r = 1$, and show analytic solutions exist for all $2r \in \mathbb{Z}$. Escande (1985) gives approximate expressions far from the separatrix for both inside and outside of resonance, which we use for the sake of computation time to create Figs. 12 and 13.

We conclude this appendix with an approximate expression for $c_M$, which is needed for deriving the improved kick criterion with the action-angle method (Appendix C) and for quantifying secondary resonance overlap (§5.2). As was done to evaluate Eq. (C1), we set $\phi(t) \approx \phi_s(t) + (\Delta p)t$ and take the integration bounds to infinity to get

$$c_M \approx \frac{\omega}{2\pi} \int_{-\infty}^{\infty} \cos[r\phi_{sep} - (M + lr)\omega t + r\Delta p t] \, dt$$

(D7)

$$= \frac{\omega}{2\pi} A_{2r} [(M + lr)\omega - r\Delta p]$$

(D8)

where $A_m(\lambda)$ is the MA-integral given in Eq. (B2). Although the above approximation is generally a good one, it fails at $M = 0$. In that case, as $E \to \infty$ the argument of the $A_{2r}$ approaches a constant (because $\omega \to \Delta p + 2$) and the prefactor ($\omega$) increases without bound. However, in truth $\lim_{E \to \infty} c_0 = 1$. To correct for that, we change the prefactor by a quantity that is small whenever $M \neq 0$, yet yields the correct limiting behavior of $c_0$, by setting

$$c_M \approx \frac{1}{2\pi} \left[ \omega - \frac{r\Delta p}{M + lr} \right] A_{2r} [(M + lr)\omega - r\Delta p]$$

(D9)
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