CURVATURE FLOWS AND CMC HYPERSURFACES

CLAUS GERHARDT

Abstract. We give an overview of the existence and regularity results for curvature flows and how these flows can be used to solve some problems in geometry and physics.

Contents

1. Introduction 1
2. Notations and preliminary results 2
3. Evolution equations for some geometric quantities 4
4. Essential parabolic flow equations 9
5. Existence results 16
6. Curvature flows in Riemannian manifolds 28
   6.1. Curvature estimates 32
   6.11. Proof of Theorem 6.5 36
7. Foliation of a spacetime by CMC hypersurfaces 36
   7.5. Foliation of future ends 39
   7.10. First step 43
   7.11. Second step 43
   7.13. Proof of Theorem 7.4 44
   7.14. The case $\Lambda = 0$ 45
8. The inverse mean curvature flow in Lorentzian spaces 47
References 50

1. Introduction

We want to give a survey of the existence and regularity results for extrinsic curvature flows in semi-Riemannian manifolds, i.e., Riemannian or Lorentzian ambient spaces. In order to treat both cases simultaneously terminology like spacelike, timelike, etc., that only makes sense in a Lorentzian setting should be ignored in the Riemannian case.
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Those, who are already experts in the field, might still be interested in the regularity result in Theorem 5.5—especially the time independent $C^{m+2,\alpha}$ estimates—for converging curvature flows that are graphs, and in the general curvature estimates for flows in Riemannian manifolds in Section 6.

2. Notations and preliminary results

The main objective of this section is to state the equations of Gauß, Codazzi, and Weingarten for hypersurfaces. In view of the subtle but important difference that is to be seen in the Gauß equation depending on the nature of the ambient space—Riemannian or Lorentzian—we shall formulate the governing equations of a hypersurface $M$ in a semi-Riemannian $(n+1)$-dimensional space $N$, which is either Riemannian or Lorentzian. Geometric quantities in $N$ will be denoted by $(\bar{g}_{\alpha\beta}), (\bar{R}_{\alpha\beta\gamma\delta})$, etc., and those in $M$ by $(\bar{g}_{ij}), (\bar{R}_{ijkl})$, etc. Greek indices range from 0 to $n$ and Latin from 1 to $n$; the summation convention is always used. Generic coordinate systems in $N$ resp. $M$ will be denoted by $(\bar{x}^\alpha)$ resp. $(\xi^i)$. Covariant differentiation will simply be indicated by indices, only in case of possible ambiguity they will be preceded by a semicolon, i.e., for a function $u$ in $N$, $(u_\alpha)$ will be the gradient and $(u_{\alpha\beta})$ the Hessian, but e.g., the covariant derivative of the curvature tensor will be abbreviated by $\bar{R}_{\alpha\beta\gamma\delta;\epsilon}$.

We also point out that

\[(2.1) \quad \bar{R}_{\alpha\beta\gamma\delta,i} = \bar{R}_{\alpha\beta\gamma\delta,\epsilon} x^i \]

with obvious generalizations to other quantities.

Let $M$ be a spacelike hypersurface, i.e., the induced metric is Riemannian, with a differentiable normal $\nu$. We define the signature of $\nu$, $\sigma = \sigma(\nu)$, by

\[(2.2) \quad \sigma = \bar{g}_{\alpha\beta} \nu^\alpha \nu^\beta = \langle \nu, \nu \rangle.\]

In case $N$ is Lorentzian, $\sigma = -1$, and $\nu$ is timelike.

In local coordinates, $(x^\alpha)$ and $(\xi^i)$, the geometric quantities of the spacelike hypersurface $M$ are connected through the following equations

\[(2.3) \quad x^\alpha_{ij} = -\sigma h_{ij} \nu^\alpha\]

the so-called Gauß formula. Here, and also in the sequel, a covariant derivative is always a full tensor, i.e.,

\[(2.4) \quad x^\alpha_{ij} = x^\alpha_{,ij} - t^k_{ij} x^\alpha_k + t^\alpha_{\beta\gamma} x^\beta_i x^\gamma_j.\]

The comma indicates ordinary partial derivatives.

In this implicit definition the second fundamental form $(h_{ij})$ is taken with respect to $-\sigma \nu$.

The second equation is the Weingarten equation

\[(2.5) \quad \nu^\alpha_i = h^k_i x^\alpha_k,\]

where we remember that $\nu^\alpha_i$ is a full tensor.
Finally, we have the Codazzi equation
\begin{equation}
    h_{ij;k} - h_{ik;j} = R_{\alpha\beta\gamma\delta} x^\alpha_{i} x^\beta_{j} x^\gamma_{k}
\end{equation}
and the Gauß equation
\begin{equation}
    R_{ijkl} = \sigma \left\{ h_{ik} h_{jl} - h_{il} h_{jk} \right\} + R_{\alpha\beta\gamma\delta} x^\alpha_{i} x^\beta_{j} x^\gamma_{k} x^\delta_{l}.
\end{equation}

Here, the signature of $\nu$ comes into play.

2.1. Definition. (i) Let $F \in C^0(\bar{\Gamma}) \cap C^2(\Gamma)$ be a strictly monotone curvature function, where $\Gamma \subset \mathbb{R}^n$ is a convex, open, symmetric cone containing the positive cone, such that
\begin{equation}
    F|_{\partial \Gamma} = 0 \quad \text{and} \quad F|_{\Gamma} > 0.
\end{equation}
Let $N$ be semi-Riemannian. A spacelike, orientable hypersurface $M \subset N$ is called admissible, if its principal curvatures with respect to a chosen normal lie in $\Gamma$. This definition also applies to subsets of $M$.

(ii) Let $M$ be an admissible hypersurface and $f$ a function defined in a neighbourhood of $M$. $M$ is said to be an upper barrier for the pair $(F, f)$, if
\begin{equation}
    F|_{M} \geq f.
\end{equation}

(iii) Similarly, a spacelike, orientable hypersurface $M$ is called a lower barrier for the pair $(F, f)$, if at the points $\Sigma \subset M$, where $M$ is admissible, there holds
\begin{equation}
    F|_{\Sigma} \leq f.
\end{equation}
$\Sigma$ may be empty.

(iv) If we consider the mean curvature function, $F = H$, then we suppose $F$ to be defined in $\mathbb{R}^n$ and any spacelike, orientable hypersurface is admissible.

One of the assumptions that are used when proving a priori estimates is that there exists a strictly convex function $\chi \in C^2(\Omega)$ in a given domain $\Omega$. We shall state sufficient geometric conditions guaranteeing the existence of such a function. The lemma below will be valid in Lorentzian as well as Riemannian manifolds, but we formulate and prove it only for the Lorentzian case.

2.2. Lemma. Let $N$ be globally hyperbolic, $S_0$ a Cauchy hypersurface, $(x^\alpha)$ a special coordinate system associated with $S_0$, and $\bar{\Omega} \subset N$ be compact. Then, there exists a strictly convex function $\chi \in C^2(\bar{\Omega})$ provided the level hypersurfaces $\{x^0 = \text{const}\}$ that intersect $\bar{\Omega}$ are strictly convex.

Proof. For greater clarity set $t = x^0$, i.e., $t$ is a globally defined time function. Let $x = x(\xi)$ be a local representation for $\{t = \text{const}\}$, and $t_i, t_{ij}$ be the covariant derivatives of $t$ with respect to the induced metric, and $t_{\alpha}, t_{\alpha\beta}$ be the covariant derivatives in $N$, then
\begin{equation}
    0 = t_{ij} = t_{\alpha\beta} x^\alpha_{i} x^\beta_{j} + t_{\alpha} x^\alpha_{ij},
\end{equation}

\textsuperscript{1}A hypersurface is said to be orientable, if it has a continuous normal field.
and therefore,
\[ t_{\alpha\beta} x_i^\alpha x_j^\beta = - t_{\alpha} x_j^\alpha = - h_{ij} t_{\alpha} \nu^\alpha. \]

Here, \((\nu^\alpha)\) is past directed, i.e., the right-hand side in (2.12) is positive definite in \(\Omega\), since \((t_{\alpha})\) is also past directed.

Choose \(\lambda > 0\) and define \(\chi = e^{\lambda t}\), so that
\[ \chi_{\alpha\beta} = \lambda^2 e^{\lambda t} t_{\alpha} t_{\beta} + \lambda e^{\lambda t} t_{\alpha\beta}. \]

Let \(p \in \Omega\) be arbitrary, \(S = \{ t = t(p) \}\) be the level hypersurface through \(p\), and \((\eta^\alpha) \in T_p(N)\). Then we conclude
\[ e^{-\lambda t} \chi_{\alpha\beta} \eta^\alpha \eta^\beta = \lambda^2 |\eta|_0^2 + \lambda t_{ij} \eta^i \eta^j + 2 \lambda t_0 \eta^0 \eta^j, \]
where \(t_{ij}\) now represents the left-hand side in (2.12), and we infer further
\[ e^{-\lambda t} \chi_{\alpha\beta} \eta^\alpha \eta^\beta \geq \frac{1}{2} \lambda^2 |\eta|_0^2 + \frac{\lambda}{2} \sigma_{ij} \eta^i \eta^j \]
\[ \geq \frac{1}{2} \lambda (- |\eta|_0^2 + \sigma_{ij} \eta^i \eta^j) \]
for some \(\epsilon > 0\), and where \(\lambda\) is supposed to be large. Therefore, we have in \(\Omega\)
\[ \chi_{\alpha\beta} \geq c g_{\alpha\beta}, \quad c > 0, \]
i.e., \(\chi\) is strictly convex.

3. Evolution equations for some geometric quantities

Curvature flows are used for different purposes, they can be merely vehicles to approximate a stationary solution, in which case the flow is driven not only by a curvature function but also by the corresponding right-hand side, an external force, if you like, or the flow is a pure curvature flow driven only by a curvature function, and it is used to analyze the topology of the initial hypersurface, if the ambient space is Riemannian, or the singularities of the ambient space, in the Lorentzian case.

In this section we are treating very general curvature flows\(^2\) in a semi-Riemannian manifold \(N = N^{n+1}\), though we only have the Riemannian or Lorentzian case in mind, such that the flow can be either a pure curvature flow or may also be driven by an external force. The nature of the ambient space, i.e., the signature of its metric, is expressed by a parameter \(\sigma = \pm 1\), such that \(\sigma = 1\) corresponds to the Riemannian and \(\sigma = -1\) the Lorentzian case. The parameter \(\sigma\) can also be viewed as the signature of the normal of the spacelike hypersurfaces, namely,
\[ \sigma = \langle \nu, \nu \rangle. \]

Properties like spacelike, achronal, etc., however, only make sense, when \(N\) is Lorentzian and should be ignored otherwise.

\(^2\)We emphasize that we are only considering flows driven by the extrinsic curvature not by the intrinsic curvature.
We consider a strictly monotone, symmetric, and concave curvature $F \in C^{4,\alpha}(\Gamma)$, homogeneous of degree 1, a function $0 < f \in C^{4,\alpha}(\Omega)$, where $\Omega \subset N$ is an open set, and a real function $\Phi \in C^{4,\alpha}(\mathbb{R}^+)$ satisfying

\begin{equation}
\dot{\Phi} > 0 \quad \text{and} \quad \ddot{\Phi} \leq 0.
\end{equation}

For notational reasons, let us abbreviate

\begin{equation}
\tilde{f} = \Phi(f).
\end{equation}

Important examples of functions $\Phi$ are

\begin{align*}
\Phi(r) &= r, \\
\Phi(r) &= \log r, \\
\Phi(r) &= -r^{-1},
\end{align*}

or

\begin{align*}
\Phi(r) &= r^{\frac{1}{k}}, \\
\Phi(r) &= -r^{-\frac{1}{k}}, \quad k \geq 1.
\end{align*}

3.1. **Remark.** The latter choices are necessary, if the curvature function $F$ is not homogeneous of degree 1 but of degree $k$, like the symmetric polynomials $H_k$. In this case we would sometimes like to define $F = H_k$ and not $H_k^{1/k}$, since

\begin{equation}
F^{ij} = \frac{\partial F}{\partial h_{ij}}
\end{equation}

is then divergence free, if the ambient space is a spaceform, though on the other hand we need a concave operator for technical reasons, hence we have to take the $k$-th root.

The curvature flow is given by the evolution problem

\begin{equation}
\dot{x} = -\sigma(\Phi - \tilde{f})\nu, \\
x(0) = x_0,
\end{equation}

where $x_0$ is an embedding of an initial compact, spacelike hypersurface $M_0 \subset \Omega$ of class $C^{0,\alpha}$, $\Phi = \Phi(F)$, and $F$ is evaluated at the principal curvatures of the flow hypersurfaces $M(t)$, or, equivalently, we may assume that $F$ depends on the second fundamental form $(h_{ij})$ and the metric $(g_{ij})$ of $M(t)$; $x(t)$ is the embedding of $M(t)$ and $\sigma$ the signature of the normal $\nu = \nu(t)$, which is identical to the normal used in the Gaussian formula (2.3) on page 2.

The initial hypersurface should be admissible, i.e., its principal curvatures should belong to the convex, symmetric cone $\Gamma \subset \mathbb{R}^n$.

This is a parabolic problem, so short-time existence is guaranteed, cf. [20, Chapter 2.5].

There will be a slight ambiguity in the terminology, since we shall call the evolution parameter time, but this lapse shouldn’t cause any misunderstandings, if the ambient space is Lorentzian.

At the moment we consider a sufficiently smooth solution of the initial value problem (3.7) and want to show how the metric, the second fundamental form, and the normal vector of the hypersurfaces $M(t)$ evolve. All time derivatives are total derivatives, i.e., covariant derivatives of tensor fields defined over the curve $x(t)$, cf. [19, Chapter 11.5]; $t$ is the flow parameter, also referred to
as time, and \((\xi^i)\) are local coordinates of the initial embedding \(x_0 = x_0(\xi)\) which will also serve as coordinates for the the flow hypersurfaces \(M(t)\). The coordinates in \(N\) will be labelled \((x^\alpha)\), \(0 \leq \alpha \leq n\).

3.2. Lemma (Evolution of the metric). The metric \(g_{ij}\) of \(M(t)\) satisfies the evolution equation

\[
\dot{g}_{ij} = -2\sigma(\Phi - \bar{f})h_{ij}.
\]

Proof. Differentiating \(g_{ij} = \langle x_i, x_j \rangle\) covariantly with respect to \(t\) yields

\[
\dot{g}_{ij} = \langle \dot{x}_i, x_j \rangle + \langle x_i, \dot{x}_j \rangle
\]

\[
= -2\sigma(\Phi - \bar{f})\langle x_i, \nu_j \rangle = -2\sigma(\Phi - \bar{f})h_{ij},
\]
in view of the Codazzi equations. \(\square\)

3.3. Lemma (Evolution of the normal). The normal vector evolves according to

\[
\dot{\nu} = \nabla_M(\Phi - \bar{f}) = g^{ij}(\Phi - \bar{f})x_i x_j.
\]

Proof. Since \(\nu\) is unit normal vector we have \(\dot{\nu} \in T(M)\). Furthermore, differentiating \(0 = \langle \nu, x_i \rangle\) with respect to \(t\), we deduce

\[
\langle \dot{\nu}, x_i \rangle = -\langle \nu, \dot{x}_i \rangle = (\Phi - \bar{f})_i.
\]

\(\square\)

3.4. Lemma (Evolution of the second fundamental form). The second fundamental form evolves according to

\[
\dot{h}_{ij} = (\Phi - \bar{f})_{ij} + \sigma(\Phi - \bar{f})h^k_i h^i_k + \sigma(\Phi - \bar{f})\mathring{R}_{\alpha\beta\gamma\delta}x^\alpha_i x^\beta_j x^\gamma_k x^\delta_l
\]

and

\[
\dot{h}_{ij} = (\Phi - \bar{f})_{ij} - \sigma(\Phi - \bar{f})h^k_i h^i_k + \sigma(\Phi - \bar{f})\mathring{R}_{\alpha\beta\gamma\delta}x^\alpha_i x^\beta_j x^\gamma_k x^\delta_l.
\]

Proof. We use the Ricci identities to interchange the covariant derivatives of \(\nu\) with respect to \(t\) and \(\xi^i\)

\[
\frac{\partial}{\partial t}(\nu^\alpha_i) = (\dot{\nu}) = \frac{\partial}{\partial t}(\nu^\alpha_i) - R^\alpha_{\beta\gamma\delta}x^\beta_i x^\gamma_j x^\delta_k
\]

\[
= g^{kl}(\Phi - \bar{f})_{ik} x^\alpha_l + g^{kl}(\Phi - \bar{f})_{ik} x^\alpha_l - R^\alpha_{\beta\gamma\delta}x^\beta_i x^\gamma_j x^\delta_k.
\]

For the second equality we used \(3.11\). On the other hand, in view of the Weingarten equation we obtain

\[
\frac{\partial}{\partial t}(\nu^\alpha_i) = \frac{\partial}{\partial t}(h^k_i x^\alpha_k) = \dot{h}^k_i x^\alpha_k + h^k_i \dot{x}^\alpha_k.
\]
Multiplying the resulting equation with $\bar{g}_{\alpha\beta}$ we conclude

$$h^k_i g_{kj} - \sigma(\Phi - \tilde{f}) h^k_i h_{kj} = (\Phi - \tilde{f})_{ij} + \sigma(\Phi - \tilde{f}) R_{\alpha\beta\gamma\delta} \nu^\alpha x^\beta_i \nu^\gamma x^\delta_j$$

or equivalently (3.14).

To derive (3.15), we differentiate (3.19) with respect to $t$ and use (3.8).

We emphasize that equation (3.14) describes the evolution of the second fundamental form more meaningfully than (3.15), since the mixed tensor is independent of the metric.

3.5. Lemma (Evolution of $(\Phi - \tilde{f})$). The term $(\Phi - \tilde{f})$ evolves according to the equation

$$\dot{(\Phi - \tilde{f})} = \frac{d}{dt}(\Phi - \tilde{f})$$

where

$$\dot{\Phi} = \frac{d}{dr}\Phi(r).$$

Proof. When we differentiate $F$ with respect to $t$ we consider $F$ to depend on the mixed tensor $h^i_j$ and conclude

$$\dot{(\Phi - \tilde{f})} = \dot{\Phi} F^{ij} h^k_i h_{kj} - \tilde{f}_\alpha x^\alpha;$$

The equation (3.20) then follows in view of (3.7) and (3.14).

3.6. Remark. The preceding conclusions, except Lemma 3.5, remain valid for flows which do not depend on the curvature, i.e., for flows

$$\dot{x} = -\sigma(-f) \nu = \sigma f \nu,$$

where $f = f(x)$ is defined in an open set $\Omega$ containing the initial spacelike hypersurface $M_0$. In the preceding equations we only have to set $\Phi = 0$ and $\tilde{f} = f$.

The evolution equation for the mean curvature then looks like

$$\dot{H} = -\Delta f - \sigma(\mu^2 + R_{\alpha\beta\gamma\delta} \nu^\alpha \nu^\beta) f,$$

where the Laplacian is the Laplace operator on the hypersurface $M(t)$. This is exactly the derivative of the mean curvature operator with respect to normal variations as we shall see in a moment.

But first let us consider the following example.
3.7. Example. Let \( (x^\alpha) \) be a future directed Gaussian coordinate system in \( N \), such that the metric can be expressed in the form

\[
d\bar{s}^2 = e^{2\psi}(\sigma(dx^0)^2 + \sigma_{ij}dx^i dx^j).
\]

Denote by \( M(t) \) the coordinate slices \( \{x^0 = t\} \), then \( M(t) \) can be looked at as the flow hypersurfaces of the flow

\[
\dot{x} = -\sigma(-e^\psi)\bar{\nu},
\]

where we denote the geometric quantities of the slices by \( \bar{g}_{ij}, \bar{\nu}, \bar{h}_{ij} \), etc.

Here \( x \) is the embedding

\[
x = x(t, \xi^i) = (t, x^i).
\]

Notice that, if \( N \) is Riemannian, the coordinate system and the normal are always chosen such that \( \nu^0 > 0 \), while, if \( N \) is Lorentzian, we always pick the past directed normal.

Hence the mean curvature of the slices evolves according to

\[
\dot{H} = -\Delta e^\psi - \sigma(\langle A \rangle^2 + \bar{R}_{\alpha\beta\nu^\alpha\nu^\beta})e^\psi.
\]

We can now derive the linearization of the mean curvature operator of a spacelike hypersurface, compact or non-compact.

3.8. Let \( M_0 \subset N \) be a spacelike hypersurface of class \( C^4 \). We first assume that \( M_0 \) is compact; then there exists a tubular neighbourhood \( U \) and a corresponding normal Gaussian coordinate system \( (x^\alpha) \) of class \( C^3 \) such that \( \partial/\partial x^0 \) is normal to \( M_0 \).

Let us consider in \( U \) of \( M_0 \) spacelike hypersurfaces \( M \) that can be written as graphs over \( M_0 \), \( M = \text{graph} u \), in the corresponding normal Gaussian coordinate system. Then the mean curvature of \( M \) can be expressed as

\[
H = \{-\Delta u + H - \sigma v^{-2}u^\nu \partial_{\nu}\bar{h}_{ij}\}v,
\]

where \( \sigma = \langle \nu, \nu \rangle \), and hence, choosing \( u = \epsilon \varphi \), \( \varphi \in C^2(M_0) \), we deduce

\[
\frac{d}{d\epsilon} H_{|\epsilon=0} = -\Delta \varphi + \dot{H} \varphi
\]

\[
= -\Delta \varphi - \sigma(\langle A \rangle^2 + \bar{R}_{\alpha\beta\nu^\alpha\nu^\beta})\varphi,
\]

in view of \( (3.29) \).

The right-hand side is the derivative of the mean curvature operator applied to \( \varphi \).

If \( M_0 \) is non-compact, tubular neighbourhoods exist locally and the relation \( (3.31) \) will be valid for any \( \varphi \in C^2_c(M_0) \) by using a partition of unity.

The preceding linearization can be immediately generalized to a hypersurface \( M_0 \) solving the equation

\[
F_{|_{M_0}} = f,
\]
where \( f = f(x) \) is defined in a neighbourhood of \( M_0 \) and \( F = F(h_{ij}) \) is a curvature operator.

3.9. Lemma. Let \( M_0 \) be of class \( C^{m,\alpha} \), \( m \geq 2 \), \( 0 \leq \alpha \leq 1 \), satisfy (3.32). Let \( \mathcal{U} \) be a (local) tubular neighbourhood of \( M_0 \), then the linearization of the operator \( F - f \) expressed in the normal Gaussian coordinate system \( (x^\alpha) \) corresponding to \( \mathcal{U} \) and evaluated at \( M_0 \) has the form

\[
-F_{ij}u_{ij} - \sigma \{ F_{ijk}h_{kj}^i + F_{ij} \tilde{R}_{\alpha\beta\gamma\delta}^i \nu^\alpha x_\beta^i \nu^\beta x_\gamma^j + f_{\alpha} \nu^\alpha \} u,
\]

where \( u \) is a function defined in \( M_0 \), and all geometric quantities are those of \( M_0 \); the derivatives are covariant derivatives with respect to the induced metric of \( M_0 \). The operator will be self-adjoint, if \( F_{ij} \) is divergence free.

Proof. For simplicity assume that \( M_0 \) is compact, and let \( u \in C^2(M_0) \) be fixed. Then the hypersurfaces

\[
M_\epsilon = \text{graph}(\epsilon u)
\]

stay in the tubular neighbourhood \( \mathcal{U} \) for small \( \epsilon, |\epsilon| < \epsilon_0 \), and their second fundamental forms \( (h_{ij}) \) can be expressed as

\[
v^{-1}h_{ij} = -((\epsilon u)_{ij} + \tilde{h}_{ij},
\]

where \( \tilde{h}_{ij} \) is the second fundamental form of the coordinate slices \( \{x^0 = \text{const}\} \).

We are interested in

\[
\frac{d}{d\epsilon} (F - f)|_{\epsilon=0}.
\]

To differentiate \( F \) with respect to \( \epsilon \) it is best to consider the mixed form \( (h_{ij}^\epsilon) \) of the second fundamental form to derive

\[
\frac{d}{d\epsilon} (F - f) = F_{ij}^{\epsilon} \dot{h}_{ij}^\epsilon - \frac{\partial f}{\partial x^0} u = -F_{ij}u_{ij} + F_{ij}^{\epsilon} \dot{h}_{ij}^\epsilon u - \frac{\partial f}{\partial x^0} u,
\]

where the equation is evaluated at \( \epsilon = 0 \) and \( \dot{h}_{ij}^\epsilon \) is the derivative of \( h_{ij}^\epsilon \) with respect to \( x^0 \).

The result then follows from the evolution equation (3.14) for the flow (3.27), i.e., we have to replace \( (\Phi - \tilde{f}) \) in (3.14) by \( -1 \). \( \square \)

4. Essential parabolic flow equations

From (3.14) on page 6, we deduce with the help of the Ricci identities a parabolic equation for the second fundamental form
4.1. Lemma. The mixed tensor \( h_{ij}^k \) satisfies the parabolic equation
\[
\dot{h}_{ij}^k - \Phi F^{kl} h_{ij}^{kl} = \\
\sigma \Phi F^{kl} h_{rk} h_{ij}^r - \sigma \Phi F h_{r} h_{ij}^r + \sigma (\Phi - \tilde{f}) h_{ij}^k + \\
- \int_\alpha \beta x_i^\alpha x_j^\beta g^{kj} + \sigma \int_\alpha \nu x_i^\alpha h_{ij}^k + \Phi F^{kl,rs} h_{ijl}^k h_{rs} - \\
+ \dot{\Phi} F^{ij} + 2 \dot{\Phi} F^{kl} \bar{R}_{\alpha \beta \gamma \delta x_i^\alpha x_j^\beta x_k^\gamma x_l^\delta} h_{ij} - \\
- \dot{\Phi} F^{kl} \bar{R}_{\alpha \beta \gamma \delta x_i^\alpha x_j^\beta x_k^\gamma x_l^\delta} h_{ij}^r g^{ij} - \\
+ \sigma \dot{\Phi} F^{kl} \bar{R}_{\alpha \beta \gamma \delta} \nu x_i^\alpha x_j^\beta x_k^\gamma x_l^\delta h_{ij} - \sigma \dot{\Phi} F \bar{R}_{\alpha \beta \gamma \delta} \nu x_i^\alpha x_j^\beta x_k^\gamma x_l^\delta h_{ij}^m \\
- \sigma (\Phi - \tilde{f}) \bar{R}_{\alpha \beta \gamma \delta} \nu x_i^\alpha x_j^\beta x_k^\gamma x_l^\delta h_{ij}^m h_{ij}^m \\
+ \dot{\Phi} F^{kl} \bar{R}_{\alpha \beta \gamma \delta} \nu x_i^\alpha x_j^\beta x_k^\gamma x_l^\delta h_{ij}^m \\
+ \dot{\Phi} F^{kl} \bar{R}_{\alpha \beta \gamma \delta} \nu x_i^\alpha x_j^\beta x_k^\gamma x_l^\delta h_{ij}^m g^{ij}
\]
(4.1)

Proof. We start with equation (3.14) on page 6 and shall evaluate the term
\[
(\Phi - \tilde{f})_{ij}^k;
\]
(4.2)
since we are only working with covariant spatial derivatives in the subsequent proof, we may—and shall—consider the covariant form of the tensor (4.3)
\[
(\Phi - \tilde{f})_{ij}.
\]
First we have
\[
\Phi_1 = \dot{\Phi} F_1 = \dot{\Phi} F^{kl} h_{kl};
\]
(4.4) and
\[
\Phi_{ij} = \dot{\Phi} F^{kl} h_{kl;ij} + \dot{\Phi} F^{kl} h_{kl;i} F^{rs} h_{rs;ij} + \dot{\Phi} F^{kl,rs} h_{kl;i} h_{rs;ij}.
\]
(4.5)

Next, we want to replace \( h_{kl;ij} \) by \( h_{ij;kl} \). Differentiating the Codazzi equation
\[
h_{kl;i} = h_{ik,l} + \bar{R}_{\alpha \beta \gamma \delta} \nu x_i^\alpha x_j^\beta x_k^\gamma x_l^\delta,
\]
(4.6) where we also used the symmetry of \( h_{ik} \), yields
\[
h_{kl;ij} = h_{ik;lj} + \bar{R}_{\alpha \beta \gamma \delta} \nu x_i^\alpha x_j^\beta x_k^\gamma x_l^\delta \\
+ \bar{R}_{\alpha \beta \gamma \delta} \nu x_i^\alpha x_j^\beta x_k^\gamma x_l^\delta.
\]
(4.7)

To replace \( h_{kl;ij} \) by \( h_{ij;kl} \) we use the Ricci identities
\[
h_{ik;j} = h_{ik;j} + \nu a R_{\alpha \beta}^{\alpha \beta} h_{ij} + \nu a R^{a \alpha \beta} h_{kl;j}
\]
(4.8) and differentiate once again the Codazzi equation
\[
h_{ik;j} = h_{ij;ak} + \bar{R}_{\alpha \beta \gamma \delta} \nu x_i^\alpha x_j^\beta x_k^\gamma x_l^\delta.
\]
(4.9)

To replace \( \tilde{f}_{ij} \) we use the chain rule
\[
\tilde{f}_i = \tilde{f}_a x_i^a \]
(4.10)
Then, because of the Gauß equation, Gaussian formula, and Weingarten equation, the symmetry properties of the Riemann curvature tensor and the assumed homogeneity of $F$, i.e.,

$$F = F^{kl} h_{kl},$$

we deduce (4.1) from (3.14) on page 6 after reverting to the mixed representation.

4.2. Remark. If we had assumed $F$ to be homogeneous of degree $d_0$ instead of 1, then we would have to replace the explicit term $F$—occurring twice in the preceding lemma—by $d_0 F$.

If the ambient semi-Riemannian manifold is a space of constant curvature, then the evolution equation of the second fundamental form simplifies considerably, as can be easily verified.

4.3. Lemma. Let $N$ be a space of constant curvature $K_N$, then the second fundamental form of the curvature flow (3.7) on page 5 satisfies the parabolic equation

$$\dot{h}_i^j - \Phi F^{kl} h_{i;kl} = \sigma \Phi F^{kl} h_{r;kl} h_i^j - \sigma \Phi F h_{r;kl} h_i^j + \sigma (\Phi - \bar{f}) h_i^k h_k^j$$
$$- \int_\alpha \int_\beta x_\alpha^\beta x_\beta^\beta g^{kj} + \sigma \int_\alpha \int_\beta x_\alpha^\beta h_i^j + \hat{\Phi} F^{kl} h_{i;kl} h_{r;kl} h_i^j$$
$$+ \hat{\Phi} F h_{i;kl} h_{i;kl}$$
$$+ K_N \{(\Phi - \bar{f}) \delta_i^j + \hat{\Phi} F \delta_i^j - \Phi F^{kl} g_{kl} h_i^j \}. \tag{4.12}$$

Let us now assume that the open set $\Omega \subset N$ containing the flow hypersurfaces can be covered by a Gaussian coordinate system $(x^\alpha)$, i.e., $\Omega$ can be topologically viewed as a subset of $I \times S_0$, where $S_0$ is a compact Riemannian manifold and $I$ an interval. We assume furthermore, that the flow hypersurfaces can be written as graphs over $S_0$ (4.13)

$$M(t) = \{ x^0 = u(x^i) : x = (x^i) \in S_0 \};$$

we use the symbol $x$ ambiguously by denoting points $p = (x^\alpha) \in N$ as well as points $p = (x^i) \in S_0$ simply by $x$, however, we are careful to avoid confusions.

Suppose that the flow hypersurfaces are given by an embedding $x = x(t, \xi)$, where $\xi = (\xi^i)$ are local coordinates of a compact manifold $M_0$, which then has to be homeomorphic to $S_0$, then

$$x^0 = u(t, \xi) = u(t, x(t, \xi))$$
$$x^i = x^i(t, \xi). \tag{4.14}$$

The induced metric can be expressed as

$$g_{ij} = (x_i, x_j) = \sigma u_i u_j + \sigma_{kl} x_i^k x_j^l, \tag{4.15}$$

where

$$u_i = u_k x_i^k. \tag{4.16}$$
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(4.17) \[ g_{ij} = \{\sigma u_k u_l + \sigma_{kl}\} x^k x^l, \]

hence the (time dependent) Jacobian \((x^k_i)\) is invertible, and the \((\xi^i)\) can also be viewed as coordinates for \(S_0\).

Looking at the component \(\alpha = 0\) of the flow equation (3.7) on page 5 we obtain a scalar flow equation (4.18)

\[ \dot{u} = -e^{-\psi} v^{-1}(\phi - \tilde{f}), \]

which is the same in the Lorentzian as well as in the Riemannian case, where

(4.19) \[ v^2 = 1 + \sigma \sigma_{ij} u^i u^j, \]

and where

(4.20) \[ |Du|^2 = \sigma_{ij} u^i u^j \]

is of course a scalar, i.e., we obtain the same expression regardless, if we use the coordinates \(x^i\) or \(\xi^i\).

The time derivative in (4.18) is a total time derivative, if we consider \(u\) to depend on \(u = u(t, x(t, \xi))\). For the partial time derivative we obtain

(4.21) \[ \frac{\partial u}{\partial t} = \dot{u} - u_k x^k \]

in view of (3.7) on page 5 and our choice of normal \(v = (\nu^\alpha)\)

(4.22) \[ (\nu^\alpha) = \sigma e^{-\psi} v^{-1}(1, -\sigma u^i), \]

where \(u^i = \sigma^{ij} u_j\).

Controlling the \(C^1\)-norm of the graphs \(M(t)\) is tantamount to controlling \(v\), if \(N\) is Riemannian, and \(\tilde{v} = v^{-1}\), if \(N\) is Lorentzian. The evolution equations satisfied by these quantities are also very important, since they are used for the a priori estimates of the second fundamental form.

Let us start with the Lorentzian case.

4.4. Lemma (Evolution of \(\tilde{v}\)). Consider the flow (3.7) in a Lorentzian space \(N\) such that the spacelike flow hypersurfaces can be written as graphs over \(S_0\). Then, \(\tilde{v}\) satisfies the evolution equation

\[ \dot{\tilde{v}} - \tilde{\Phi} F^{ij} \tilde{v}_{ij} = -\tilde{\Phi} F^{ij} h_{ik} h_{jl} \tilde{v} + [(\Phi - \tilde{f}) - \tilde{\Phi} F] \eta_{\alpha \beta} \nu^\alpha \nu^\beta \]

(4.23) \[ -2 \tilde{\Phi} F^{ij} h^k x^i x^j x^k \eta_{\alpha \beta} - \tilde{\Phi} F^{ij} \eta_{\alpha \beta \gamma} x^\alpha x^\beta x^\gamma \]

\[ \tilde{\Phi} F^{ij} \tilde{R}_{\alpha \beta \gamma \delta} \nu^\alpha x^\beta x^\gamma x^\delta \eta_{\nu \eta} g^{kl}, \]

where \(\eta\) is the covariant vector field \((\eta_\alpha) = e^\psi(-1, 0, \ldots, 0)\).
Proof. We have \( \tilde{v} = \langle \eta, \nu \rangle \). Let \( (\xi^i) \) be local coordinates for \( M(t) \). Differentiating \( \tilde{v} \) covariantly we deduce

\[
\tilde{v}_i = \eta_{\alpha \beta} x_i^\beta \nu^\alpha + \eta_\alpha \nu_i^\alpha, \\
\tilde{v}_{ij} = \eta_{\alpha \beta \gamma} x_i^\beta x_j^\gamma \nu^\alpha + \eta_{\alpha \beta} x_j^\beta \nu_i^\alpha + \eta_{\alpha \beta} x_i^\beta \nu_j^\alpha + \eta_\alpha \nu_{ij}^\alpha
\]

The time derivative of \( \tilde{v} \) can be expressed as

\[
\dot{\tilde{v}} = \eta_{\alpha \beta} \dot{x}_i^\beta \nu^\alpha + \eta_\alpha \dot{\nu}_i^\alpha
\]

\[
= \eta_{\alpha \beta} \nu^\beta (\Phi - \tilde{f}) + (\Phi - \tilde{f})^k x_k^\alpha \eta_\alpha
\]

\[
= \eta_{\alpha \beta} \nu^\beta (\Phi - \tilde{f}) + \Phi F^k x_k^\beta \eta_\alpha - \tilde{f}_\beta x_i^\beta x_k^\alpha g^\alpha \eta_\alpha,
\]

where we have used \( (3.11) \) on page 6.

Substituting (4.25) and (4.26) in (4.23), and simplifying the resulting equation with the help of the Weingarten and Codazzi equations, we arrive at the desired conclusion. \( \square \)

In the Riemannian case we consider a normal Gaussian coordinate system \((x^\alpha)\), for otherwise we won’t obtain a priori estimates for \( v \), at least not without additional strong assumptions. We also refer to \( \tilde{r} = r \) as the radial distance function.

4.5. Lemma (Evolution of \( v \)). Consider the flow \( (\ref{evolution}) \) in a normal Gaussian coordinate system where the \( M(t) \) can be written as graphs of a function \( u(t) \) over some compact Riemannian manifold \( S_0 \). Then the quantity

\[
v = \sqrt{1 + |Du|^2} = (r_\alpha \nu^\alpha)^{-1}
\]

satisfies the evolution equation

\[
\dot{v} - \Phi F^{ij} v_{ij} = -\Phi F^{ij} h_{ik} h_j^k v - 2v^{-1} \Phi F^{ij} \dot{v}_{ij}
\]

\[
+ r_{\alpha \beta} \nu^\alpha \nu^\beta [(\Phi - \tilde{f}) - \Phi F^k] v^2 + 2 \Phi F^{ij} h_{ik} r_{\alpha \beta} x_j^\alpha x_i^\beta v^2
\]

\[
+ \Phi F^{ij} \bar{R}_{\alpha \beta \gamma \delta} x_i^\alpha x_j^\beta x_k^\gamma x_m^\delta g^{mk} v^2
\]

\[
+ \Phi F^{ij} r_{\alpha \beta} \nu^\alpha x_i^\beta \nu^\beta v^2 + \tilde{f}_\alpha x_i^\alpha g^{mk} r_{ij} \nu^\beta v^2.
\]

Proof. Similar to the proof of the previous lemma. \( \square \)

The previous problems can be generalized to the case when the right-hand side \( f \) is not only defined in \( N \) or in \( \tilde{\Omega} \) but in the tangent bundle \( T(N) \) resp. \( T(\tilde{\Omega}) \). Notice that the tangent bundle is a manifold of dimension \( 2(n+1) \), i.e., in a local trivialization of \( T(N) \) \( f \) can be expressed in the form

\[
f = f(x, \nu)
\]

with \( x \in N \) and \( \nu \in T_x(N) \), cf. [19, Note 12.2.14]. Thus, the case \( f = f(x) \) is included in this general set up. The symbol \( \nu \) indicates that in an equation

\[
F_{|\tilde{M}} = f(x, \nu)
\]
we want \( f \) to be evaluated at \((x, \nu)\), where \( x \in M \) and \( \nu \) is the normal of \( M \) in \( x \).

The Minkowski problem or Minkowski type problems are also covered by the present setting, though the Minkowski problem has the additional property that the problem is transformed via the Gauß map to a different semi-Riemannian manifold as a dual problem and solved there. Minkowski type problems have been treated in [6], [27], [23] and [21].

4.6. **Remark.** The equation (4.30) will be solved by the same methods as in the special case when \( \tilde{f} = f(x) \), i.e., we consider the same curvature flow, the evolution equation (3.7) on page 5 as before.

The resulting evolution equations are identical with the natural exception, that, when \( f \) or \( \tilde{f} \) has to be differentiated, the additional argument has to be considered, e.g.,

\[
\tilde{f}_i = \tilde{f}_\alpha x^\alpha_i + \tilde{f}_\nu x^\nu_i = \tilde{f}_\alpha x^\alpha_i + \tilde{f}_\nu x^\nu_i h^k_i 
\]

and

\[
\dot{\tilde{f}} = \tilde{f}_\alpha \dot{x}^\alpha + \tilde{f}_\nu \dot{x}^\nu = -\sigma(\Phi - \tilde{f}) \tilde{f}_\alpha \dot{x}^\alpha + \tilde{f}_\nu \sigma \dot{x}^\nu x^\beta_i (\Phi - \tilde{f}) x_j^\beta.
\]

The most important evolution equations are explicitly stated below.

Let us first state the evolution equation for \((\Phi - \tilde{f})\).

4.7. **Lemma** (Evolution of \((\Phi - \tilde{f})\)). The term \((\Phi - \tilde{f})\) evolves according to the equation

\[
(\Phi - \tilde{f})' - \Phi F^{ij}(\Phi - \tilde{f})_{ij} = \sigma \dot{\Phi} F^{ij} h_{ik} h^k_j (\Phi - \tilde{f})
\]

\[
+ \sigma \tilde{f}_\alpha \nu^\alpha (\Phi - \tilde{f}) - \tilde{f}_\nu \sigma x^\beta_i (\Phi - \tilde{f}) g^{ij}
\]

\[
+ \sigma \tilde{f} F^{ij} R_{\alpha \beta \gamma \delta} x^\alpha_i \nu^\beta x^\gamma_j (\Phi - \tilde{f}),
\]

where

\[
(\Phi - \tilde{f})' = \frac{d}{dt} (\Phi - \tilde{f})
\]

and

\[
\dot{\Phi} = \frac{d}{dr} \Phi(r).
\]

Here is the evolution equation for the second fundamental form.
4.8. Lemma. The mixed tensor \( h^i_j \) satisfies the parabolic equation

\[
\dot{h}^i_j - \Phi F^{kli} h^i_{jkl} = \sigma \Phi F h_{rj} h^i_r + \sigma (\Phi - \bar{f}) h^i_k h^k_i
\]

\[
- \bar{f}_{\alpha\beta} x^\alpha_i x^\beta_k g^{kj} + \sigma \bar{f}_{\alpha\beta} h^i_k h^k_i
- \bar{f}_{\alpha\beta} \dot{x}^\alpha_i x^\beta_k h^i_j
- \bar{f}_{\alpha\beta} \dot{x}^\alpha_k x^\beta_i h^i_j + \sigma \bar{f}_{\alpha\beta} h^i_k h^k_i
\]

(4.36)

\[
+ \Phi F^{kli} \bar{R}_{\alpha\beta\gamma\delta} x^\alpha_m x^\beta_n x^\gamma_i x^\delta_j g^{mj}
- \Phi F^{kli} \bar{R}_{\alpha\beta\gamma\delta} x^\alpha_m x^\beta_n x^\gamma_i x^\delta_j h^{mj}
+ \sigma \Phi F^{kli} \bar{R}_{\alpha\beta\gamma\delta} x^\alpha_m x^\beta_n x^\gamma_i x^\delta_j h^{mj}
\]

\[
+ \sigma (\Phi - \bar{f}) \bar{R}_{\alpha\beta\gamma\delta} x^\alpha_m x^\beta_n x^\gamma_i x^\delta_j h^{mj} + \Phi F^{kli} \bar{R}_{\alpha\beta\gamma\delta} x^\alpha_m x^\beta_n x^\gamma_i x^\delta_j h^{mj}
\]

The proof is identical to that of Lemma 4.1; we only have to keep in mind that \( f \) now also depends on the normal.

If we had assumed \( F \) to be homogeneous of degree \( d_0 \) instead of 1, then, we would have to replace the explicit term \( F \)—occurring twice in the preceding lemma—by \( d_0 F \).

4.9. Lemma (Evolution of \( \bar{v} \)). Consider the flow (3.7) in a Lorentzian space \( N \) such that the spacelike flow hypersurfaces can be written as graphs over \( S_0 \). Then, \( \bar{v} \) satisfies the evolution equation

\[
\dot{\bar{v}} - \Phi F^{ij} \bar{v}_{ij} = - \Phi F^{ij} h_{ik} h^k_j \bar{v} + \left( (\Phi - \bar{f}) - \Phi F \right) \eta_\alpha \nu^\alpha \dot{\nu}^\beta
\]

\[
- 2 \Phi F^{ij} \dot{h}^k_j x_i^\alpha x_k^\beta \eta_\alpha \nu^\beta
- \phi F^{ij} \dot{\bar{R}}_{\alpha\beta\gamma\delta} x_i^\alpha x_j^\beta x_k^\gamma x_l^\delta \eta_\alpha \nu^\beta
\]

(4.37)

where \( \eta \) is the covariant vector field \( (\eta_\alpha) = e^\nu (-1, 0, \ldots, 0) \).

The proof is identical to the proof of Lemma 4.4.

In the Riemannian case we have:

4.10. Lemma (Evolution of \( v \)). Consider the flow (3.7) in a normal Gaussian coordinate system \( (x^\alpha) \), where the \( M(t) \) can be written as graphs of a function \( u(t) \) over some compact Riemannian manifold \( S_0 \). Then the quantity

\[
v = \sqrt{1 + |Du|^2} = (r_\alpha \nu^\alpha)^{-1}
\]

(4.38)
satisfies the evolution equation

\[
\dot{v} - \dot{\Phi}^{ij} v_{ij} = -\dot{\Phi}^{ij} h^{k} h^{l} v_{kl} - 2v^{-1} \dot{\Phi}^{ij} v_{ij} \\
+ \left[ (\Phi - f) - \dot{\Phi}^{ij} r_{\alpha \beta \nu} \nu^2 \right] v^2 \\
+ 2\dot{\Phi}^{ij} h^{k} x^{\alpha}_{i} x^{k}_{i} r_{\alpha \beta} \nu^2 + \dot{\Phi}^{ij} r_{\alpha \beta \gamma i} x^{\gamma}_{j} \nu^2 v^2 \\
+ \dot{\Phi}^{ij} R_{\alpha \beta \gamma i} x^{\alpha}_{i} x^{k}_{i} x^{\gamma}_{j} x^{k}_{j} g^{k l} v^2 \\
+ \tilde{f}_{\beta} x^{\beta}_{i} x^{k}_{i} r_{\alpha} g^{k l} v^2 + \tilde{f}_{\mu} x^{\beta}_{i} x^{k}_{i} x^{\alpha}_{j} x^{k}_{j},
\]

where \( r = x^0 \) and \( (r_{\alpha}) = (1, 0, \ldots, 0) \).

5. Existence results

From now on we shall assume that ambient manifold \( N \) is Lorentzian, or more precisely, that it is smooth, globally hyperbolic with a compact, connected Cauchy hypersurface. Then there exists a smooth future oriented time function \( x_0 \) such that the metric in \( N \) can be expressed in Gaussian coordinates \((x^\alpha)\) as

\[
ds^2 = e^{2\psi} \left\{ -(dx^0)^2 + \sigma_{ij} dx^i dx^j \right\},
\]

where \( x^0 \) is the time function and the \((x^i)\) are local coordinates for \( S_0 \).

\( S_0 \) is then also a compact, connected Cauchy hypersurface. For a proof of the splitting result see [5, Theorem 1.1], and for the fact that all Cauchy hypersurfaces are diffeomorphic and hence \( S_0 \) is also compact and connected, see [4, Lemma 2.2].

One advantage of working in globally hyperbolic spacetimes with a compact Cauchy hypersurface is that all compact, connected spacelike \( C^m \)-hypersurfaces \( M \) can be written as graphs over \( S_0 \).

5.1. Lemma. Let \( N \) be as above and \( M \subset N \) a connected, spacelike hypersurface of class \( C^m \), \( 1 \leq m \), then \( M \) can be written as a graph over \( S_0 \)

\[
M = \text{graph } u_{\mid S_0}
\]

with \( u \in C^m(S_0) \).

We proved this lemma under the additional hypothesis that \( M \) is achronal, [13, Proposition 2.5], however, this assumption is unnecessary as has been shown in [29, Theorem 1.1].

We are looking at the curvature flow (3.7) on page 5 and want to prove that it converges to a stationary solution hypersurface, if certain assumptions are satisfied.

The existence proof consists of four steps:

(i) Existence on a maximal time interval \([0, T^*)\).
(ii) Proof that the flow stays in a compact subset.
(iii) Uniform a priori estimates in an appropriate function space, e.g., \( C^{4,\alpha}(S_0) \) or \( C^\infty(S_0) \), which, together with (ii), would imply \( T^* = \infty \).
(iv) Conclusion that the flow—or at least a subsequence of the flow hypersurfaces—converges if $t$ tends to infinity.

The existence on a maximal time interval is always guaranteed, if the data are sufficiently regular, since the problem is parabolic. If the flow hypersurfaces can be written as graphs in a Gaussian coordinate system, as will always be the case in a globally hyperbolic spacetime with a compact Cauchy hypersurface in view of Lemma 5.1, the conditions are better than in the general case:

5.2. Theorem. Let $4 \leq m \in \mathbb{N}$ and $0 < \alpha < 1$, and assume the semi-Riemannian space $N$ to be of class $C^{m+2,\alpha}$. Let the strictly monotone curvature function $F$, the functions $f$ and $\Phi$ be of class $C^{m,\alpha}$ and let $M_0 \in C^{m+2,\alpha}$ be an admissible compact, spacelike, connected, orientable hypersurface. Then the curvature flow (3.7) on page 5 with initial hypersurface $M_0$ exists in a maximal time interval $[0, T^*)$, $0 < T^* \leq \infty$, where in case that the flow hypersurfaces cannot be expressed as graphs they are supposed to be smooth, i.e., the conditions should be valid for arbitrary $4 \leq m \in \mathbb{N}$ in this case.

A proof can be found in [20, Theorem 2.5.19, Lemma 2.6.1].

The second step, that the flow stays in a compact set, can only be achieved by barrier assumptions, cf. Definition 2.1. Thus, let $\Omega \subset N$ be open and precompact such that $\partial \Omega$ has exactly two components

$$\partial \Omega = M_1 \cup M_2$$

where $M_1$ is a lower barrier for the pair $(F, f)$ and $M_2$ an upper barrier. Moreover, $M_1$ has to lie in the past of $M_2$

$$M_1 \subset I^- (M_2),$$

cf. [20, Remark 2.7.8].

Then the flow hypersurfaces will always stay inside $\Omega$, if the initial hypersurface $M_0$ satisfies $M_0 \subset \Omega$. [20, Theorem 2.7.9]. This result is also valid if $M_0$ coincides with one the barriers, since then the velocity $(\Phi - \tilde{f})$ has a weak sign and the flow moves into $\Omega$ for small $t$, if it moves at all, and the arguments of the proof are applicable.

In Lorentzian manifolds the existence of barriers is associated with the presence of past and future singularities. In globally hyperbolic spacetimes, when $N$ is topologically a product

$$N = I \times S_0,$$

where $I = (a, b)$, singularities can only occur, when the endpoints of the interval are approached. A singularity, if one exists, is called a crushing singularity, if the sectional curvatures become unbounded, i.e.,

$$\bar{R}_{\alpha\beta\gamma\delta} R^{\alpha\beta\gamma\delta} \to \infty$$

Recall that oriented simply means there exists a continuous normal, which will always be the case in a globally hyperbolic spacetime.
and such a singularity should provide a future resp. past barrier for the mean curvature function $H$.

5.3. **Definition.** Let $N$ be a globally hyperbolic spacetime with compact Cauchy hypersurface $S_0$ so that $N$ can be written as a topological product $N = I \times S_0$ and its metric expressed as

\[ ds^2 = e^{2\psi}(-dx^0)^2 + \sigma_{ij}(x^0,x)dx^idx^j). \]

Here, $x^0$ is a globally defined future directed time function and $(x^i)$ are local coordinates for $S_0$. $N$ is said to have a future resp. past mean curvature barrier, if there are sequences $M_k^+$ resp. $M_k^-$ of closed, spacelike, admissible hypersurfaces such that

\[ \lim_{k \to \infty} H|_{M_k^+} = \infty \quad \text{resp.} \quad \lim_{k \to \infty} H|_{M_k^-} = -\infty \]

and

\[ \lim \sup_{M_k^+} x^0 > x^0(p) \quad \forall p \in N \]

resp.

\[ \lim \inf_{M_k^-} x^0 < x^0(p) \quad \forall p \in N, \]

If one stipulates that the principal curvatures of the $M_k^+$ resp. $M_k^-$ tend to plus resp. minus infinity, then these hypersurfaces could also serve as barriers for other curvature functions. The past barriers would most certainly be non-admissible for any curvature function except $H$.

5.4. **Remark.** Notice that the assumptions (5.9) alone already implies (5.10) resp. (5.11), if either

\[ \lim \sup_{M_k^+} x^0 > a \]

resp.

\[ \lim \inf_{M_k^-} x^0 < b \]

where $(a,b) = x^0(N)$, or, if

\[ \bar{R}_{\alpha\beta\nu\beta} \geq -A \quad \forall (\nu,\nu) = -1, \]

where $A \geq 0$.

**Proof.** It suffices to prove that the relation (5.10) is automatically satisfied under the assumptions (5.12) or (5.14) by switching the light cone and replacing $x^0$ by $-x^0$ in case of the past barrier.

Fix $k$, and let

\[ \tau_k = \inf_{M_k} x^0, \]
then the coordinate slice
\[ M_{\tau_k} = \{ x^0 = \tau_k \} \]
touches \( M_k \) from below in a point \( p_k \in M_k \) where \( \tau_k = x^0(p_k) \) and the maximum principle yields that in that point
\[ H |_{M_{\tau_k}} \geq H |_{M_k}, \]
hence, if \( k \) tends to infinity the points \((p_k)\) cannot stay in a compact subset, i.e.,
\[ \limsup x^0(p_k) \to b \]
or
\[ \limsup x^0(p_k) \to a. \]
We shall show that only (5.18) can be valid. The relation (5.19) evidently contradicts (5.12).

In case the assumption (5.14) is valid, we consider a fixed coordinate slice \( M_0 = \{ x^0 = \text{const} \} \), then all hypersurfaces \( M_k \) satisfying
\[ H |_{M_0} < \inf_{M_k} H \wedge \sqrt{n-1} \Lambda < \inf_{M_k} H \]
have to lie in the future of \( M_0 \), cf. [20, Lemma 4.7.1], hence the result. □

A future mean curvature barrier certainly represents a singularity, at least if \( N \) satisfies the condition
\[ \bar{R}_{\alpha\beta \nu^\nu} \geq -\Lambda \quad \forall \langle \nu, \nu \rangle = -1 \]
where \( \Lambda \geq 0 \), because of the future timelike incompleteness, which is proved in [1], and is a generalization of Hawking’s earlier result for \( \Lambda = 0 \), [28]. But these singularities need not be crushing, cf. [26, Section 2] for a counterexample.

The uniform a priori estimates for the flow hypersurfaces are the hardest part in any existence proof. When the flow hypersurfaces can be written as graphs it suffices to prove \( C^1 \) and \( C^2 \) estimates, namely, the induced metric
\[ g_{ij}(t,\xi) = \langle x_i, x_j \rangle \]
where \( x = x(t,\xi) \) is a local embedding of the flow, should stay uniformly positive definite, i.e., there should exist positive constants \( c_i, 1 \leq i \leq 2 \), such that
\[ c_1 g_{ij}(0,\xi) \leq g_{ij}(t,\xi) \leq c_2 g_{ij}(0,\xi), \]
or equivalently, that the quantity
\[ \tilde{v} = \langle \eta, \nu \rangle, \]
where \( \nu \) is the past directed normal of \( M(t) \) and \( \eta \) the vector field
\[ \eta = (\eta_\alpha) = e^\psi(-1,0,\ldots,0), \]
is uniformly bounded, which is achieved with the help of the parabolic equation (4.37) on page 15 if it is possible at all.
However, in some special situations $C^1$-estimates are automatically satisfied, cf. Theorem 5.10 at the end of this section.

For the $C^2$-estimates the principle curvatures $\kappa_i$ of the flow hypersurfaces have to stay in a compact set in the cone of definition $\Gamma$ of $F$, e.g., if $F$ is the Gaussian curvature, then $\Gamma = \Gamma_+$ and one has to prove that there are positive constants $k_1, k_2$ such that

$$k_1 \leq \kappa_i \leq k_2 \quad \forall 1 \leq i \leq n$$

uniformly in the cylinder $[0, T^*) \times M_0$, where $M_0$ is any manifold that can serve as a base manifold for the embedding $x = x(t, \xi)$.

The parabolic equations that are used for these curvature estimates are (4.36) on page 15, usually for an upper estimate, and (4.33) on page 14 for the lower estimate. Indeed, suppose that the flow starts at the upper barrier, then

$$F \geq f$$

at $t = 0$ and this estimate remains valid throughout the evolution because of the parabolic maximum principle, use (4.36). Then, if upper estimates for the $\kappa_i$ have been derived and if $f > 0$ uniformly, then we conclude from (5.27) that the $\kappa_i$ stay in a compact set inside the open cone $\Gamma$, since

$$F|_{\partial \Gamma} = 0.$$  

To obtain higher order estimates we are going to exploit the fact that the flow hypersurfaces are graphs over $S_0$ in an essential way, namely, we look at the associated scalar flow equation (4.21) on page 12 satisfied by $u$. This equation is a nonlinear uniformly parabolic equation, where the operator $\Phi(F)$ is also concave in $h_{ij}$, or equivalently, convex in $u_{ij}$, i.e., the $C^{2,\alpha}$-estimates of Krylov and Safonov, [30, Chapter 5.5] or see [33, Chapter 10.6] for a very clear and readable presentation, are applicable, yielding uniform estimates for the standard parabolic Hölder semi-norm

$$[D^2 u]_{\beta, \bar{Q}_T}$$

for some $0 < \beta \leq \alpha$ in the cylinder

$$Q = [0, T) \times S_0,$$

independent of $0 < T < T^*$, which in turn will lead to $H^{m+2+\alpha, \frac{m+2+\alpha}{2}}(\bar{Q}_T)$ estimates, cf. [20, Theorem 2.5.9, Remark 2.6.2].

$H^{m+2+\alpha, \frac{m+2+\alpha}{2}}(\bar{Q}_T)$ is a parabolic Hölder space, cf. [31] p. 7] for the original definition and [20] Note 2.5.4 in the present context.

The estimate (5.29) combined with the uniform $C^2$-norm leads to uniform $C^{2,\beta}(S_0)$-estimates independent of $T$.

These estimates imply that $T^* = \infty$.

Thus, it remains to prove that $u(t, \cdot)$ converges in $C^{m+2}(S_0)$ to a stationary solution $\tilde{u}$, which is then also of class $C^{m+2,\alpha}(S_0)$ in view of the Schauder theory.
Because of the preceding a priori estimates \( u(t, \cdot) \) is precompact in \( C^2(S_0) \). Moreover, we deduce from the scalar flow equation (4.21) on page 12 that \( \dot{u} \) has a sign, i.e., the \( u(t, \cdot) \) converge monotonely in \( C^0(S_0) \) to \( \tilde{u} \) and therefore also in \( C^2(S_0) \).

To prove that graph \( \tilde{u} \) is a solution, we again look at (4.21) and integrate it with respect to \( t \) to obtain for fixed \( x \in S_0 \)

\[
|\tilde{u}(x) - u(t, x)| = \int_t^\infty e^{-v|\Phi - \dot{\tilde{f}}|}
\]

where we used that \((\Phi - \dot{\tilde{f}})\) has a sign, hence \((\Phi - \dot{\tilde{f}})(t, x)\) has to vanish when \( t \) tends to infinity, at least for a subsequence, but this suffices to conclude that graph \( \tilde{u} \) is a stationary solution and

\[
\lim_{t \to \infty} (\Phi - \dot{\tilde{f}}) = 0.
\]

Using the convergence of \( u \) to \( \tilde{u} \) in \( C^2 \), we can then prove:

5.5. Theorem. The functions \( u(t, \cdot) \) converge in \( C^{m+2}(S_0) \) to \( \tilde{u} \), if the data satisfy the assumptions in Theorem 5.2 since we have

\[
u \in H^{m+2+\beta, \frac{m+2+\beta}{2}}(\bar{Q}),
\]

where \( Q = Q_\infty \).

Proof. Out of convention let us write \( \alpha \) instead of \( \beta \) knowing that \( \alpha \) is the Hölder exponent in (5.29).

We shall reduce the Schauder estimates to the standard Schauder estimates in \( \mathbb{R}^n \) for the heat equation with a right-hand side by using the already established results (5.29) and

\[
u \in C^{m+2,\alpha}(S_0).
\]

Let \( (U_k) \) be a finite open covering of \( S_0 \) such that each \( U_k \) is contained in a coordinate chart and

\[
\mathrm{diam} U_k < \rho,
\]

\( \rho \) small, \( \rho \) will be specified in the proof, and let \( (\eta_k) \) be a subordinate finite partition of unity of class \( C^{m+2,\alpha} \).

Since

\[
u \in H^{m+2+\alpha, \frac{m+2+\alpha}{2}}(\bar{Q}_T)
\]

for any finite \( T, \) cf. [20] Lemma 2.6.1, and hence

\[
u(t, \cdot) \in C^{m+2,\alpha}(S_0) \quad \forall 0 \leq t < \infty
\]

we shall choose \( u_0 = u(t_0, \cdot) \) as initial value for some large \( t_0 \) such that

\[
|a^{ij}(t, \cdot) - \tilde{a}^{ij}|_{t_0, S_0} < \epsilon/2 \quad \forall t \geq t_0,
\]

where

\[
a^{ij} = v^2 \dot{\Phi} F^{ij}
\]
and $\tilde{a}^{ij}$ is defined correspondingly for $\tilde{M} = \text{graph} \, \tilde{u}$.

However, making a variable transformation we shall always assume that $t_0 = 0$ and $u_0 = u(0, \cdot)$.

We shall prove (5.33) successively.

(i) Let us first show that

\begin{equation}
D_x u \in H^{2+\alpha, \frac{2+\alpha}{2}}(\tilde{Q}).
\end{equation}

This will be achieved, if we show that for an arbitrary $\xi \in C^{m+1,\alpha}(T^{1,0}(S_0))$

\begin{equation}
\varphi = D_\xi u \in H^{2+\alpha, \frac{2+\alpha}{2}}(\tilde{Q}),
\end{equation}

cf. [20, Remark 2.5.11].

Differentiating the scalar flow equation (4.21) on page 12 with respect to $\xi$ we obtain

\begin{equation}
\dot{\varphi} - a^{ij} \varphi_{ij} + b^i \varphi_i + c \varphi = f,
\end{equation}

where of course the symbol $f$ has a different meaning then in (4.21).

Later we want to apply the Schauder estimates for solutions of the heat flow equation with right-hand side. In order to use elementary potential estimates we have to cut off $\varphi$ near the origin $t = 0$ by considering

\begin{equation}
\tilde{\varphi} = \varphi \theta,
\end{equation}

where $\theta = \theta(t)$ is smooth satisfying

\begin{equation}
\theta(t) = \begin{cases} 
1, & t > 1, \\
0, & t \leq \frac{1}{2}.
\end{cases}
\end{equation}

This modification doesn’t cause any problems, since we already have a priori estimates for finite $t$, and we are only concerned about the range $1 \leq t < \infty$. $\tilde{\varphi}$ satisfies the same equation as $\varphi$ only the right-hand side has the additional summand $\varphi \theta$.

Let $\eta = \eta_k$ be one of the members of the partition of unity and set

\begin{equation}
w = \tilde{\varphi} \eta,
\end{equation}

then $w$ satisfies a similar equation with slightly different right-hand side

\begin{equation}
\dot{w} - a^{ij} w_{ij} + b^i w_i + c w = \tilde{f}
\end{equation}

but we shall have this in mind when applying the estimates.

The $w(t, \cdot)$ have compact support in one of the $U_k$’s, hence we can replace the covariant derivatives of $w$ by ordinary partial derivatives without changing the structure of the equation and the properties of the right-hand side, which still only depends linearly on $\varphi$ and $D\varphi$.

We want to apply the well-known estimates for the ordinary heat flow equation

\begin{equation}
\dot{w} - \Delta w = \tilde{f}
\end{equation}

where $w$ is defined in $\mathbb{R} \times \mathbb{R}^n$. 
To reduce the problem to this special form, we pick an arbitrary $x_0 \in U_k$, set $z_0 = (0, x_0)$, $z = (t, x)$ and consider instead of (5.46)

\[
\dot{w} - a^{ij}(z_0)w_{ij} = \hat{f}
\]

(5.48)

\[
= [a^{ij}(z) - a^{ij}(z_0)]w_{ij} - b^i w_i - cw + \hat{f},
\]

where we emphasize that the difference

\[
|a^{ij}(z) - a^{ij}(z_0)|
\]

(5.49)

can be made smaller than any given $\epsilon > 0$ by choosing $\rho = \rho(\epsilon)$ in (5.35) and $t_0 = t_0(\epsilon)$ in (5.38) accordingly. Notice also that this equation can be extended into $\mathbb{R} \times \mathbb{R}^n$, since all functions have support in $\{t \geq \frac{1}{2}\}$.

Let $0 < T < \infty$ be arbitrary, then all terms belong to the required function spaces in $\bar{Q}_T$ and there holds

\[
[w]_{2+\alpha, \bar{Q}_T} \leq c[\hat{f}]_{\alpha, \bar{Q}_T},
\]

(5.50)

where $c = c(n, \alpha)$. The brackets indicate the standard unweighted parabolic semi-norms, cf. [20, Definition 2.5.2], which are identical to those defined in [31, p. 7], but there the brackets are replaced by kets.

Thus, we conclude

\[
[w]_{2+\alpha, \bar{Q}_T} \leq c \sup_{U_k \times (0,T)} |a^{ij}(z) - a^{ij}(z_0)|[D^2w]_{\alpha, \bar{Q}_T} + c[f]_{\alpha, \bar{Q}_T}
\]

(5.51)

\[
+ c_1 \{[D^2u]_{\alpha, \bar{Q}_T} + [Du]_{\alpha, Q_T} + [w]_{\alpha, Q_T} + [w]_{0, Q_T} + [D^2w]_{0, Q_T}\},
\]

where $c_1$ is independent of $T$, but dependent on $\eta_k$. Here we also used the fact that the lower order coefficients and $\varphi, D\varphi$ are uniformly bounded.

Choosing now $\epsilon > 0$ so small that

\[
\epsilon \leq \frac{1}{2}
\]

(5.52)

and $\rho, t_0$ accordingly such the difference in (5.49) is smaller than $\epsilon$, we deduce

\[
[w]_{2+\alpha, \bar{Q}_T} \leq 2c[f]_{\alpha, \bar{Q}_T}
\]

(5.53)

\[
+ 2c_1 \{[D^2u]_{\alpha, \bar{Q}_T} + [Du]_{\alpha, Q_T} + [u]_{\alpha, Q_T} + [w]_{0, Q_T} + [D^2w]_{0, Q_T}\}.
\]

Summing over the partition of unity and noting that $\xi$ is arbitrary we see that in the preceding inequality we can replace $w$ by $Du$ everywhere resulting in the estimate

\[
[Du]_{2+\alpha, \bar{Q}_T} \leq c_1[f]_{\alpha, \bar{Q}_T}
\]

(5.54)

\[
+ c_1 \{[D^2u]_{\alpha, \bar{Q}_T} + [Du]_{\alpha, Q_T} + [u]_{\alpha, Q_T} + [Du]_{0, Q_T} + [D^3u]_{0, Q_T}\},
\]

where $c_1$ is a new constant still independent of $T$.

Now the only critical terms on the right-hand side are $[D^3u]_{0, Q_T}$, which can be estimated by (5.57), and the Hölder semi-norms with respect to $t$

\[
[Du]_{\frac{3}{2}, \bar{T}, Q_T} + [u]_{\frac{3}{2}, \bar{T}, Q_T}.
\]

(5.55)
The second one is taken care of by the boundedness of $\dot{u}$, see (4.21) on page 12, while the first one is estimated with the help of equation (5.42) revealing

\begin{equation}
|D\dot{u}| \leq c\{\sup_{[0,T]}|u|_{3, S_0} + |f|_{0, Q_T}\},
\end{equation}

since for fixed but arbitrary $t$ we have

\begin{equation}
|u|_{3, S_0} \leq c[D^3 u]_{\alpha, S_0} + c_t |u|_{0, S_0},
\end{equation}

where $c_t$ is independent of $t$.

Hence we conclude

\begin{equation}
|Du|_{2+\alpha, Q_T} \leq \text{const}
\end{equation}

uniformly in $T$.

(ii) Repeating these estimates successively for $2 \leq l \leq m$ we obtain uniform estimates for

\begin{equation}
\sum_{l=2}^{m} [D^l u]_{2+\alpha, Q_T},
\end{equation}

which, when combined with the uniform $C^2$-estimates, yields

\begin{equation}
|u(t, \cdot)|_{m+2, \alpha, S_0} \leq \text{const}
\end{equation}

uniformly in $0 \leq t < \infty$.

Looking at the equation (4.21) we then deduce

\begin{equation}
|\dot{u}(t, \cdot)|_{m, \alpha, S_0} \leq \text{const}
\end{equation}

uniformly in $t$.

(iii) To obtain the estimates for $D^r_t u$ up to the order

\begin{equation}
[D^{m+2+2\alpha} u]
\end{equation}

we differentiate the scalar curvature equation with respect to $t$ as often as necessary and also with respect to the mixed derivatives $D^r_t D^s_x u$ to estimate

\begin{equation}
\sum_{1 \leq 2r+s < m+2+\alpha} D^r_t D^s_x u
\end{equation}

using (5.60), (5.61) and the results from the prior differentiations.

Combined with the estimates for the heat equation in $\mathbb{R} \times \mathbb{R}^n$ these estimates will also yield the necessary a priori estimates for the H"older semi-norms in $\bar{Q}$, where again the smallness of (5.49) has to be used repeatedly. □

5.6. Remark. The preceding regularity result is also valid in Riemannian manifolds, if the flow hypersurfaces can be written as graphs in a Gaussian coordinate system. In fact the proof is unaware of the nature of the ambient space.
With the method described above the following existence results have been proved in globally hyperbolic spacetimes with a compact Cauchy hypersurface. \( \Omega \subset N \) is always a precompact domain the boundary of which is decomposed as in (5.4) and (5.5) into an upper and lower barrier for the pair \((F,f)\). We also apply the stability results from [25, Section 5] and the just proved regularity of the convergence and formulate the theorems accordingly.

By convergence of the flow in \( C^{m+2} \) we mean convergence of the leaves \( M(t) = \text{graph } u(t, \cdot) \) in this norm.

5.7. **Theorem.** Let \( M_1, M_2 \) be lower resp. upper barriers for the pair \((H,f)\), where \( f \in C^{m,\alpha}(\bar{\Omega}) \) and the \( M_i \) are of class \( C^{m+2,\alpha} \), \( 4 \leq m, 0 < \alpha < 1 \), then the curvature flow

\[
\dot{x} = (H - f)\nu \\
x(0) = x_0,
\]

where \( x_0 \) is an embedding of the initial hypersurface \( M_0 = M_2 \) exists for all time and converges in \( C^{m+2} \) to a stable solution \( M \) of class \( C^{m+2,\alpha} \) of the equation

\[
H|_M = f,
\]

provided the initial hypersurface is not already a solution.

The existence result was proved in [15, Theorem 2.2], see also [20, Theorem 4.2.1] and the remarks following the theorem, and the stability result in [25, Section 5]. Notice that \( f \) isn’t supposed to satisfy any sign condition.

For spacetimes that satisfy the timelike convergence condition and for functions \( f \) with special structural conditions existence results via a mean curvature flow were first proved in [8].

The Gaussian curvature or the curvature functions \( F \) belonging to the larger class \((K^*)\), see [14] for a definition, require that the admissible hypersurfaces are strictly convex.

Moreover, proving a priori estimates for the second fundamental form of a hypersurface \( M \) in general semi-Riemannian manifolds, when the curvature function is not the mean curvature, or does not behave similar to it, requires that a strictly convex function \( \chi \) is defined in a neighbourhood of the hypersurface, see Lemma 2.2 on page 3 where sufficient assumptions are stated which imply the existence of strictly convex functions.

Furthermore, when we consider curvature functions of class \((K^*)\), notice that the Gaussian curvature belongs to that class, then the right-hand side \( f \) can be defined in \( T(\bar{\Omega}) \) instead of \( \bar{\Omega} \), i.e., in a local trivialization of the tangent bundle \( f \) can be expressed as

\[
f = f(x, \nu) \quad \land \quad \nu \in T_x(N).
\]

We shall formulate the existence results with this more general assumption.
5.8. **Theorem.** Let $F \in C^{m,\alpha}(\Gamma_+)$, $4 \leq m$, $0 < \alpha < 1$, be a curvature function of class $(K^*)$, let $0 < f \in C^{m,\alpha}(T(\bar{\Omega}))$, and let $M_1$, $M_2$ be lower resp. upper barriers for $(F,f)$ of class $C^{m+2,\alpha}$. Then the curvature flow

$$\dot{x} = (\Phi - \tilde{f})\nu$$

$$x(0) = x_0$$

where $\Phi(r) = \log r$ and $x_0$ is an embedding of $M_0 = M_2$, exists for all time and converges in $C^{m+2}$ to a stationary solution $M \in C^{m+2,\alpha}$ of the equation

$$F|_M = f$$

provided the initial hypersurface $M_2$ is not already a stationary solution and there exists a strictly convex function $\chi \in C^2(\bar{\Omega})$.

The theorem was proved in [14] when $f$ is only defined in $\bar{\Omega}$ and in the general case in [20, Theorem 4.1.1].

When $F = H_2$ is the scalar curvature operator, then the requirement that $f$ is defined in the tangent bundle and not merely in $N$ is a necessity, if the scalar curvature is to be prescribed. To prove existence results in this case, $f$ has to satisfy some natural structural conditions, namely,

$$0 < c_1 \leq f(x,\nu) \quad \text{if} \quad \langle \nu, \nu \rangle = -1,$$

$$\|f_\beta(x,\nu)\| \leq c_2(1 + \|\nu\|^2),$$

and

$$\|f_\nu\beta(x,\nu)\| \leq c_3,$$

for all $x \in \bar{\Omega}$ and all past directed timelike vectors $\nu \in T_x(\bar{\Omega})$, where $\| \cdot \|$ is a Riemannian reference metric.

Applying a curvature flow to obtain stationary solutions requires to approximate $f$ by functions $f_k$ and to use these functions for the flow.

The functions $f_k$ have the property that $\|f_{k,\beta}\|$ only grows linearly in $\|\nu\|$ and $\|f_{k,\nu}\beta(x,\nu)\|$ is bounded. To simplify the presentation we shall therefore assume that $f$ satisfies

$$\|f_\beta(x,\nu)\| \leq c_2(1 + \|\nu\|),$$

$$\|f_\nu\beta(x,\nu)\| \leq c_3,$$

and also

$$0 < c_1 \leq f(x,\nu) \quad \forall \nu \in T_x(N), \langle \nu, \nu \rangle < 0,$$

although the last assumption is only a minor point that can easily be dealt with, see [17] Remark 2.6, and [17] Section 7 and 8 for the other approximations of $f$.

Now, we can formulate the existence result for the scalar curvature operator $F = H_2$ under these provisions.
5.9. **Theorem.** Let \( f \in C^{m,\alpha}(T(\bar{\Omega})) \), \( 4 \leq m \), \( 0 < \alpha < 1 \), satisfy the conditions \( (5.72) \), \( (5.73) \), and \( (5.74) \), and let \( M_1, M_2 \) be lower resp. upper barriers of class \( C^{m+2,\alpha} \) for \( (F,f) \). Then the curvature flow for \( F \)

\[
\dot{x} = (\Phi - \tilde{f}) \\
x(0) = x_0
\]

where \( \Phi(r) = r^\frac{1}{2} \) and \( x_0 \) is an embedding of \( M_0 = M_2 \), exists for all time and converges in \( C^{m+2} \) to a stationary solution \( M \in C^{m+2,\alpha} \) of

\[
F|_M = f
\]

provided there exists a strictly convex function \( \chi \in C^2(\bar{\Omega}) \).

This theorem has been proved by Christian Enz in [9] using the curvature estimates in [24], see also Section 6 on page 28.

The first existence result for equation \( (5.76) \) was proved in [17] by considering \( \epsilon \)-regularizations of the scalar curvature function in the curvature flow and by proving rather elaborate curvature estimates. The new existence proof is much simpler and more elegant.

To conclude this section let us show which spacelike hypersurfaces satisfy \( C^1 \)-estimates automatically.

5.10. **Theorem.** Let \( M = \text{graph} \, u|_{S_0} \) be a compact, spacelike hypersurface represented in a Gaussian coordinate system with unilateral bounded principal curvatures, e.g.,

\[
\kappa_i \geq \kappa_0 \quad \forall i.
\]

Then, the quantity \( \tilde{v} = \frac{1}{\sqrt{1 - |Du|^2}} \) can be estimated by

\[
\tilde{v} \leq c(|u|, S_0, \sigma_{ij}, \psi, \kappa_0),
\]

where we assumed that in the Gaussian coordinate system the ambient metric has the form as in \( (5.1) \).

**Proof.** We suppose as usual that the Gaussian coordinate system is future oriented, and that the second fundamental form is evaluated with respect to the past directed normal. We observe that

\[
\|Du\|^2 = g^{ij} u_i u_j = e^{-2\psi} \frac{|Du|^2}{v^2},
\]

hence, it is equivalent to find an a priori estimate for \( \|Du\| \).

Let \( \lambda \) be a real parameter to be specified later, and set

\[
w = \frac{1}{2} \log \|Du\|^2 + \lambda u.
\]

We may regard \( w \) as being defined on \( S_0 \); thus, there is \( x_0 \in S_0 \) such that

\[
w(x_0) = \sup_{S_0} w.
\]
and we conclude

\(0 = w_i = \frac{1}{\|Du\|^2} u_{ij} u^j + \lambda u_i\)

in \(x_0\), where the covariant derivatives are taken with respect to the induced metric \(g_{ij}\), and the indices are also raised with respect to that metric.

Expressing the second fundamental form of a graph with the help of the Hessian of the function

\[
e^{-\psi} v^{-1} h_{ij} = -u_{ij} - \partial^0_{00} u_i u_j - \partial^0_{0i} u_j - \partial^0_{ij} u_i - \partial^0_{ij},
\]

we deduce further

\[
\lambda \|Du\|^4 = -u_{ij} u^j u^i
\]

\[
= e^{-\psi} \tilde{v} h_{ij} u^j u^i + \partial^0_{0i} \|Du\|^4
\]

\[
+ 2 \partial^0_{0j} u^j \|Du\|^2 + \partial^0_{ij} u^i u^j.
\]

Now, there holds

\[
u^i = g^{ij} u_j = e^{-2\psi} \sigma^{ij} u_j v^{-2},
\]

and by assumption,

\[
h_{ij} u^i u^j \geq \kappa_0 \|Du\|^2,
\]

i.e., the critical terms on the right-hand side of (5.84) are of fourth order in \(\|Du\|\) with bounded coefficients, and we conclude that \(\|Du\|\) can’t be too large in \(x_0\) if we choose \(\lambda\) such that

\[
\lambda \leq -c \|\partial^0_{ij}\| - 1
\]

with a suitable constant \(c\); \(w\), or equivalently, \(\|Du\|\) is therefore uniformly bounded from above. \(\square\)

Especially for convex graphs over \(S_0\) the term \(\tilde{v}\) is uniformly bounded as long as they stay in a compact set.

6. Curvature flows in Riemannian manifolds

The existence results for solutions of an equation like

\[
F|_{\mathcal{M}} = f
\]

or the long time existence of curvature flows, rely on a priori estimates. The derivation of second order estimates, i.e., curvature estimates, is usually the most difficult task and depends crucially on the curvature functions involved. However, if the ambient space is Riemannian and the right-hand side, or external force, \(f\) only depends on \(x\), \(f = f(x)\), then curvature estimates can be derived for general concave curvature functions provided lower order a priori estimates are already known, as we shall show in the following. These estimates were first proved in [24].
When proving a priori estimates for solutions of (6.1) the concavity of $F$ plays a central role. As usual we consider $F$ to be defined in a cone $\Gamma$ as well as on the space of admissible tensors such that

$$F(h_{ij}) = F(\kappa_i).$$

Notice that curvature functions are always assumed to be symmetric and if $F \in C^{m,\alpha}(\Gamma)$, $2 \leq m$, $0 < \alpha < 1$, then $F \in C^{m,\alpha}(S_\Gamma)$, where $S_\Gamma \subset T^{0,2}(M)$ is the open set of admissible symmetric tensors with respect to the given metric $g_{ij}$. The result is due to Ball, [2], see also [20, Theorem 2.1.8].

The second derivatives of $F$ then satisfy

$$F_{ij,kl} \eta_{ij} \eta_{kl} = \sum_{i,j} \frac{\partial^2 F}{\partial \kappa_i \partial \kappa_j} \eta_{ii} \eta_{jj} + \sum_{i \neq j} \frac{F_i - F_j}{\kappa_i - \kappa_j} (\eta_{ij})^2 \leq 0 \ \forall \ \eta \in S,$$

where $S \subset T^{0,2}(M)$ is the space of symmetric tensors, if $F$ is concave in $\Gamma$, cf. [12, Lemma 1.1].

However, a mere non-positivity of the right-hand side is in general not sufficient to prove a priori estimates for the $\kappa_i$ resulting in the fact that only for special curvature functions for which a stronger estimate was known such a priori estimates could be derived and the problem (6.1) solved, if further assumptions are satisfied.

Sheng et al. then realized in [34] that the term

$$\sum_{i \neq j} \frac{F_i - F_j}{\kappa_i - \kappa_j} (\eta_{ij})^2$$

was all that is needed to obtain the stronger concavity estimates under certain circumstances. Indeed, if the $\kappa_i$ are labelled

$$\kappa_1 \leq \cdots \leq \kappa_n,$$

then there holds:

6.1. Lemma. Let $F$ be concave and monotone, and assume $\kappa_1 < \kappa_n$, then

$$\sum_{i \neq j} \frac{F_i - F_j}{\kappa_i - \kappa_j} (\eta_{ij})^2 \leq \frac{2}{\kappa_n - \kappa_1} \sum_{i=1}^{n} (F_n - F_i)(\eta_{ii})^2$$

for any symmetric tensor $(\eta_{ij})$, where we used coordinates such that $g_{ij} = \delta_{ij}$.

Proof. Without loss of generality we may assume that the $\kappa_i$ satisfy the strict inequalities

$$\kappa_1 < \cdots < \kappa_n,$$

since these points are dense. The concavity of $F$ implies

$$F_1 \geq \cdots \geq F_n,$$

cf. [7, Lemma 2], where

$$F_i = \frac{\partial F}{\partial \kappa_i} > 0;$$
the last inequality is the definition of monotonicity. The inequality then follows immediately.

The right-hand side of inequality (6.6) is exactly the quantity that is needed to balance a bad technical term in the a priori estimate for \( \kappa_n \) at least in Riemannian manifolds, as we shall prove. Unfortunately, this doesn’t work in Lorentzian spaces, because of a sign difference in the Gauß equations.

The assumptions on the curvature function are very simple.

6.2. Assumption. Let \( \Gamma \subset \mathbb{R}^n \) be an open, symmetric, convex cone containing \( \Gamma_+ \) and let \( F \in C^{m,\alpha}(\Gamma) \cap C^0(\Gamma) \), \( m \geq 4 \), be symmetric, monotone, homogeneous of degree 1, and concave such that

\[
(6.10) \quad F > 0 \quad \text{in} \quad \Gamma
\]

and

\[
(6.11) \quad F|_{\partial \Gamma} = 0.
\]

These conditions on the curvature function will suffice. They could have been modified, even relaxed, e.g., by only requiring that \( \log F \) is concave, but then the condition

\[
(6.12) \quad F^{ij}g_{ij} \geq c_0 > 0,
\]

which automatically holds, if \( F \) is concave and homogeneous of degree 1, would have been added, destroying the aesthetic simplicity of Assumption 6.2.

Our estimates apply equally well to solutions of an equation as well as to solutions of curvature flows. Since curvature flows encompass equations, let us state the main estimate for curvature flows.

Let \( \Omega \subset N \) be precompact and connected, and \( 0 < f \in C^{m,\alpha}(\bar{\Omega}) \). We consider the curvature flow

\[
(6.13) \quad \dot{x} = -(\Phi - \tilde{f})\nu \quad \text{and} \quad x(0) = x_0,
\]

where \( \Phi = \Phi(r) = r \) and \( \tilde{f} = f \). \( x_0 \) is the embedding of an initial admissible hypersurface \( M_0 \) of class \( C^{m+\alpha}_0 \) such that

\[
(6.14) \quad \Phi - \tilde{f} \geq 0 \quad \text{at} \quad t = 0,
\]

where of course \( \Phi = \Phi(F) = F \). We introduce the technical function \( \Phi \) in the present case only to make a comparison with the formulas and results in the previous sections, which all use the notation for the more general flows, easier.

We assume that \( \bar{\Omega} \) is covered by a Gaussian coordinate system \( (x^\alpha) \), \( 0 \leq 1 \leq n \), such that the metric can be expressed as

\[
(6.15) \quad ds^2 = e^{2\psi} \left( (dx^0)^2 + \sigma_{ij}dx^i dx^j \right)
\]

and \( \bar{\Omega} \) is covered by the image of the cylinder

\[
(6.16) \quad I \times S_0
\]
where $S_0$ is a compact Riemannian manifold and $I = x^0(\bar{\Omega})$, $x^0$ is a global coordinate defined in $\bar{\Omega}$ and $(x^i)$ are local coordinates of $S_0$.

Furthermore we assume that $M_0$ and the other flow hypersurfaces can be written as graphs over $S_0$. The flow should exist in a maximal time interval $[0, T^*)$, stay in $\Omega$, and uniform $C^1$-estimates should already have been established.

6.3. Remark. The assumption on the existence of the Gaussian coordinate system and the fact that the hypersurfaces can be written as graphs could be replaced by assuming the existence of a unit vector field $\eta \in C^2(\bar{T}^0, \bar{\Omega})$ and of a constant $\theta > 0$ such that

$$\langle \eta, \nu \rangle \geq 2\theta$$

uniformly during the flow, since this assumption would imply uniform $C^1$-estimates, which are the requirement that the induced metric can be estimated accordingly by controlled metrics from below and above, and because the existence of such a vector field is essential for the curvature estimate.

If the flow hypersurfaces are graphs in a Gaussian coordinate system, then such a vector field is given by

$$\eta = (\eta_\alpha) = e^{\psi}(1, 0, \ldots, 0)$$

and the $C^1$-estimates are tantamount to the validity of inequality (6.17).

In case $N = \mathbb{R}^{n+1}$ and starshaped hypersurfaces one could also use the term

$$\langle x, \nu \rangle,$$

cf. [11, Lemma 3.5].

Then we shall prove:

6.4. Theorem. Under the assumptions stated above the principal curvatures $\kappa_i$ of the flow hypersurfaces are uniformly bounded from above

$$\kappa_i \leq c,$$

provided there exists a strictly convex function $\chi \in C^2(\bar{\Omega})$. The constant $c$ only depends on $|f|_{2, \Omega}$, $\theta$, $F(1, \ldots, 1)$, the initial data, and the estimates for $\chi$ and those of the ambient Riemann curvature tensor in $\bar{\Omega}$.

Moreover, the $\kappa_i$ will stay in a compact set of $\Gamma$.

As an application of this estimate our former results on the existence of a strictly convex hypersurface $M$ solving the equation (6.1), [12, 13], which we proved for curvature functions $F$ of class $(K)$, are now valid for curvature functions $F$ satisfying Assumption 6.2 with $\Gamma = \Gamma^+$. We are even able to solve the existence problem by using a curvature flow which formerly only worked in case that the sectional curvature of the ambient space was non-positive.
6.5. **Theorem.** Let \( F \) satisfy the assumptions above with \( \Gamma = \Gamma_+ \) and assume that the boundary of \( \Omega \) has two components

\[
\partial \Omega = M_1 \cup M_2,
\]

where the \( M_i \) are closed, connected strictly convex hypersurfaces of class \( C^{m+2,\alpha} \), \( m \geq 4 \), which can be written as graphs in a normal Gaussian coordinate system covering \( \Omega \), and where we assume that the normal of \( M_1 \) points outside of \( \Omega \) and that of \( M_2 \) inside. Let \( 0 < f \in C^{m,\alpha}(\bar{\Omega}) \), and assume that \( M_1 \) is a lower barrier for the pair \( (F,f) \) and \( M_2 \) an upper barrier, then the problem \((6.1)\) has a strictly convex solution \( M \in C^{m+2,\alpha} \) provided there exists a strictly convex function \( \chi \in C^2(\bar{\Omega}) \). The solution is the limit hypersurface of a converging curvature flow.

6.6. **Curvature estimates.** Let \( M(t) \) be the flow hypersurfaces, then their second fundamental form \( \tilde{h}_i^j \) satisfies the evolution equation, cf. \((4.1)\) on page \( 10 \).

6.7. **Lemma.** The mixed tensor \( \tilde{h}_i^j \) satisfies the parabolic equation

\[
\dot{\tilde{h}}_i^j - \Phi F^{kl} \tilde{h}_{i,kl}^j = \\
= \Phi F^{kl} h_{r,k} h_i^j - \Phi F h_{r,k} h_i^j + (\Phi - \tilde{\Phi}) h_i^j h_k^j \\
- \tilde{\eta}_{\alpha \beta} x^\alpha \tilde{x}^\beta \tilde{F}_i^{\gamma} + \tilde{\eta}_{\nu} \nu^n h_i^j + \Phi F^{kl,r} h_{k,l}^j h_i^j \\
+ \Phi F_{i}^{k} F_{j}^{l} + 2 \Phi F^{kl} \tilde{R}_{\alpha \beta \gamma \delta} x^\alpha_m x^\beta_k x^\gamma_l x^\delta_l h_{i,m} g_{r,j} \\
- \Phi F^{kl} \tilde{R}_{\alpha \beta \gamma \delta} x^\alpha_m x^\beta_k x^\gamma_l x^\delta_l h_{i,m} g_{r,j} - \Phi F^{kl} \tilde{R}_{\alpha \beta \gamma \delta} x^\alpha_m x^\beta_k x^\gamma_l x^\delta_l h_{i,m} g_{r,j} \\
+ \Phi F^{kl} \tilde{R}_{\alpha \beta \gamma \delta} \nu^n x^\alpha_m x^\beta_k x^\gamma_l x^\delta_l h_{i,m} g_{r,j} \\
+ (\Phi - \tilde{\Phi}) \tilde{R}_{\alpha \beta \gamma \delta} \nu^n x^\alpha_m x^\beta_k x^\gamma_l x^\delta_l h_{i,m} g_{r,j} \\
+ \Phi F^{kl} \tilde{R}_{\alpha \beta \gamma \delta} \nu^n x^\alpha_m x^\beta_k x^\gamma_l x^\delta_l h_{i,m} g_{r,j}.
\]

(6.22)

Let \( \eta \) be the vector field \((6.18)\), or any vector field satisfying \((6.17)\), and set

\[
\tilde{\nu} = (\eta, \nu),
\]

then we have:

6.8. **Lemma (Evolution of \( \tilde{\nu} \)).** The quantity \( \tilde{\nu} \) satisfies the evolution equation

\[
\dot{\tilde{\nu}} - \Phi F^{ij} \tilde{v}_{ij} = &\Phi F^{ij} h_{ik} h_{lj} \tilde{v} - [(\Phi - \tilde{\Phi}) \eta_{\alpha \beta} \nu^n x^\alpha_l x^\beta_k h_{i,j} g_{k,l}] \\
- 2 \Phi F^{ij} h_{ik} x^\alpha_l x^\beta_k \eta_{\alpha \beta} - \Phi F^{ij} \eta_{\alpha \beta} x^\alpha_l x^\beta_k \nu^n \\
- \Phi F^{ij} \tilde{R}_{\alpha \beta \gamma \delta} \nu^n x^\alpha_m x^\beta_k x^\gamma_l x^\delta_l h_{i,j} g_{k,l} \\
- \tilde{\eta}_{\alpha \beta} x^\alpha_l x^\beta_k \nu^n g_{k,l}.
\]

(6.24)
The derivation is elementary, see the proof of the corresponding lemma in the Lorentzian case, Lemma 4.4 on page 12.

Notice that \( \tilde{v} \) is supposed to satisfy (6.17), hence

\[
\phi = -\log(\tilde{v} - \theta)
\]

is well defined and there holds

\[
\dot{\phi} - \dot{\Phi} F^{ij} \phi_{ij} = -\left\{ \dot{\tilde{v}} - \dot{\Phi} F^{ij} \tilde{v}_i \right\} \frac{1}{\tilde{v} - \theta} - \dot{\Phi} F^{ij} \phi_{ij}. \tag{6.25}
\]

Finally, let \( \chi \) be the strictly convex function. Its evolution equation is

\[
\dot{\chi} - \dot{\Phi} F^{ij} \chi_{ij} = -\left\{ (\Phi - \tilde{f}) - \dot{\Phi} F \chi\alpha \nu \alpha - \dot{\Phi} F^{ij} \chi_{ij} \right\} - \dot{\Phi} F^{ij} \chi_{ij} \leq -\left\{ (\Phi - \tilde{f}) - \dot{\Phi} F \chi\alpha \nu \alpha - c_0 \dot{\Phi} F^{ij} g_{ij} \right\} \tag{6.27}
\]

where \( c_0 > 0 \) is independent of \( t \).

We can now prove Theorem 6.4:

**Proof of Theorem 6.4**

Let \( \zeta \) and \( w \) be respectively defined by

\[
\zeta = \sup \{ h_{ij} \eta^i \eta^j : \| \eta \| = 1 \}, \tag{6.28}
\]

\[
w = \log \zeta + \phi + \lambda \chi, \tag{6.29}
\]

where \( \lambda > 0 \) is supposed to be large. We claim that \( w \) is bounded, if \( \lambda \) is chosen sufficiently large.

Let \( 0 < T < T^* \), and \( x_0 = x_0(t_0) \), with \( 0 < t_0 \leq T \), be a point in \( M(t_0) \) such that

\[
\sup_{M_0} w < \sup_{M(t)} \{ \sup_{0 < t \leq T} w : 0 < t \leq T \} = w(x_0). \tag{6.30}
\]

We then introduce a Riemannian normal coordinate system \( (\xi^i) \) at \( x_0 \in M(t_0) \) such that at \( x_0 = x(t_0, \xi_0) \) we have

\[
g_{ij} = \delta_{ij} \quad \text{and} \quad \zeta = h_{n}^n. \tag{6.31}
\]

Let \( \tilde{\eta} = (\tilde{\eta}^i) \) be the contravariant vector field defined by

\[
\tilde{\eta} = (0, \ldots, 0, 1), \tag{6.32}
\]

and set

\[
\tilde{\zeta} = \frac{h_{ij} \tilde{\eta}^i \tilde{\eta}^j}{g_{ij} \eta^i \eta^j}. \tag{6.33}
\]

\( \tilde{\zeta} \) is well defined in neighbourhood of \( (t_0, \xi_0) \).

Now, define \( \tilde{w} \) by replacing \( \zeta \) by \( \tilde{\zeta} \) in (6.29); then, \( \tilde{w} \) assumes its maximum at \( (t_0, \xi_0) \). Moreover, at \( (t_0, \xi_0) \) we have

\[
\dot{\tilde{\zeta}} = \dot{h}_{n}^n, \tag{6.34}
\]

and the spatial derivatives do also coincide; in short, at \( (t_0, \xi_0) \) \( \tilde{\zeta} \) satisfies the same differential equation (6.22) as \( h_{n}^n \). For the sake of greater clarity, let us therefore treat \( h_{n}^n \) like a scalar and pretend that \( w \) is defined by

\[
w = \log h_{n}^n + \phi + \lambda \chi. \tag{6.35}
\]
From the equations (6.22), (6.26), (6.27) and (6.6), we infer, by observing the special form of \( \Phi \), i.e., \( \Phi(F) = F \), \( \Phi = 1 \), \( \tilde{f} = f \) and using the monotonicity and homogeneity of \( F \)

\[
F = F(\kappa_i) = F(\frac{\kappa_i}{\kappa_n}, \ldots, 1) \kappa_n \leq F(1, \ldots, 1) \kappa_n
\]

that in \((t_0, \xi_0)\)

\[
0 \leq -\frac{1}{2} \hat{\Phi} F^{ij} h_{ki} h_{kj} \frac{\theta}{\beta - \theta} - f h_n^i + c(\theta) \hat{\Phi} F^{ij} g_{ij} + \lambda c \\
- \lambda c \Phi F^{ij} g_{ij} - \hat{\Phi} F^{ij} \varphi_i \varphi_j + \hat{\Phi} F^{ij} (\log h_n^i)(\log h_n^j) \\
+ \frac{2}{\kappa_n - \kappa_1} \hat{\Phi} \sum_{i=1}^n (F_i - F_j)(h_n^i, h_n^j)^2 (h_n^n)^{-1}.
\]

Similarly as in [17, p. 197], we distinguish two cases

**Case 1.** Suppose that

\[
|\kappa_1| \geq \epsilon_1 \kappa_n,
\]

where \( \epsilon_1 > 0 \) is small, notice that the principal curvatures are labelled according to (6.5). Then, we infer from [17, Lemma 8.3]

\[
F^{ij} h_{ki} h_{kj} \geq \frac{1}{2} F^{ij} g_{ij} \epsilon_1^2 \kappa_n^2,
\]

and

\[
F^{ij} g_{ij} \geq F(1, \ldots, 1),
\]

for a proof see e.g., [20] Lemma 2.2.19].

Since \( Dw = 0 \),

\[
D \log h_n^i = -D \varphi - \lambda D \chi,
\]

we obtain

\[
\hat{\Phi} F^{ij}(\log h_n^i)(\log h_n^j) = \hat{\Phi} F^{ij} \varphi_i \varphi_j + 2 \lambda \hat{\Phi} F^{ij} \varphi_i \chi_j + \lambda^2 \hat{\Phi} F^{ij} \chi_i \chi_j,
\]

where

\[
|\varphi_i| \leq c |\kappa_1| + c,
\]

as one easily checks.

Hence, we conclude that \( \kappa_n \) is a priori bounded in this case.

**Case 2.** Suppose that

\[
\kappa_1 \geq -\epsilon_1 \kappa_n,
\]

Therefore, we conclude that \( \kappa_n \) is a priori bounded in this case.
then, the last term in inequality (6.37) is estimated from above by

\[ \frac{2}{1 + \epsilon_1} \dot{\Phi} \sum_{i=1}^{n} (F_n - F_i)(h_{ni})^2(h_n^n)^{-2} \leq \]

\[ \frac{2}{1 + 2\epsilon_1} \dot{\Phi} \sum_{i=1}^{n} (F_n - F_i)(h_{ni; i})^2(h_n^n)^{-2} \]

\[ + c(\epsilon_1) \dot{\Phi} \sum_{i=1}^{n} (F_i - F_n)\kappa_i^{-2} \]

where we used the Codazzi equation. The last sum can be easily balanced.

The terms in (6.37) containing the derivative of $h_n^n$ can therefore be estimated from above by

\[ - \frac{1 - 2\epsilon_1}{1 + 2\epsilon_1} \dot{\Phi} \sum_{i=1}^{n} F_i(h_{ni; i})^2(h_n^n)^{-2} \]

\[ + \frac{2}{1 + 2\epsilon_1} \dot{\Phi} F_n \sum_{i=1}^{n} (h_{ni; i})^2(h_n^n)^{-2} \]

\[ \leq \dot{\Phi} F_n \sum_{i=1}^{n} (h_{ni; i})^2(h_n^n)^{-2} \]

\[ = \dot{\Phi} F_n \| D\varphi \| + \lambda \| D\chi \|^2 \]

\[ = \dot{\Phi} F_n \{ \| D\varphi \|^2 + \lambda^2 \| D\chi \|^2 + 2\lambda \langle D\varphi, D\chi \rangle \}. \] 

Hence we finally deduce

\[ 0 \leq - \dot{\Phi} \frac{1}{2} F_n \kappa_n^2 \frac{\theta}{\sqrt{\theta}} + c\lambda^2 \dot{\Phi} F_n (1 + \kappa_n) - f\kappa_n + \lambda c \]

\[ + (c(\theta) - \lambda c_0) \dot{\Phi} F^{ij} g_{ij} \]

Thus, we obtain an a priori estimate

\[ \kappa_n \leq \text{const}, \]

if $\lambda$ is chosen large enough. Notice that $\epsilon_1$ is only subject to the requirement $0 < \epsilon_1 < \frac{1}{2}$. \hfill $\square$

6.9. **Remark.** Since the initial condition $F \geq f$ is preserved under the flow, a simple application of the maximum principle, cf. [12, Lemma 5.2], we conclude that the principal curvatures of the flow hypersurfaces stay in a compact subset of $\Gamma$.

6.10. **Remark.** These a priori estimates are of course also valid, if $M$ is a stationary solution.
6.11. **Proof of Theorem 6.5.** We consider the curvature flow (6.13) with initial hypersurface $M_0 = M_2$. The flow will exist in a maximal time interval $[0, T^*)$ and will stay in $\Omega$. We shall also assume that $M_2$ is not already a solution of the problem for otherwise the flow will be stationary from the beginning.

Furthermore, the flow hypersurfaces can be written as graphs

$$M(t) = \text{graph } u(t, \cdot)$$

over $S_0$, since the initial hypersurface has this property and all flow hypersurfaces are supposed to be convex, i.e., uniform $C^1$-estimates are guaranteed, cf. [12].

The curvature estimates from Theorem 6.4 ensure that the curvature operator is uniformly elliptic, and in view of well-known regularity results we then conclude that the flow exists for all time and converges in $C^{m+2, \beta}(S_0)$ for some $0 < \beta \leq \alpha$ to a limit hypersurface $M$, that will be a stationary solution, cf. [25, Section 6] and also Theorem 5.5 on page 21.

7. **Foliation of a spacetime by CMC hypersurfaces**

Hypersurfaces of prescribed mean curvature especially those with constant mean curvature play an important role in general relativity. In [10] the existence of closed hypersurfaces of prescribed mean curvature in a globally hyperbolic Lorentz manifold with a compact Cauchy hypersurface was proved provided there were barriers. The proof consisted of two parts, the a priori estimates for the gradient and the application of a fixed point theorem. That latter part of the proof was rather complicated.

Ecker and Huisken, therefore, gave another existence proof using an evolutionary approach, but they had to assume that the timelike convergence condition is satisfied, and, even more important, that the prescribed mean curvature satisfies a structural monotonicity condition, cf. [8]. These are serious restrictions which had to be assumed because the authors relied on the gradient estimate of Bartnik [3], who had proved another a priori estimate in the elliptic case.

We later gave an existence proof, using a curvature flow method, that works in an arbitrary globally hyperbolic spacetime without any assumptions on the ambient curvature as long as there are barriers, cf. [15].

Let $N$ be a globally hyperbolic Lorentzian manifold with a compact Cauchy hypersurface $S_0$ and a sufficiently smooth proper time function $x^0$. Consider the problem of finding a closed hypersurface of prescribed mean curvature $H$ in $N$, or more precisely, let $\Omega$ be a connected open subset of $N$, $f \in C^{0, \alpha}(\Omega)$, then we look for a hypersurface $M \subset \Omega$ such that

$$H|_M = f(x) \quad \forall x \in M,$$

where $H|_M$ means that $H$ is evaluated at the vector $(\kappa_i(x))$ the components of which are the principal curvatures of $M$. 
We assume that $\partial \Omega$ consists of two compact, connected, spacelike hypersurfaces $M_1$ and $M_2$, where $M_1$ is supposed to lie in the past of $M_2$. The $M_i$ should act as barriers for $(H, f)$, where $M_2$ is an upper and $M_1$ a lower barrier.

Notice that we do not assume $f$ to be positive, hence the mean curvature function is supposed to be defined in $\mathbb{R}^n$ and not in the usual cone $\Gamma_1$, see [20, Definition 1.2.10].

In [10, Section 6] we proved the following theorem:

7.1. **Theorem.** Let $M_1$ be a lower and $M_2$ be an upper barrier for $(H, f)$, $f \in C^{0, \alpha}(\bar{\Omega})$. Then, the problem

\[ H_{\mid_{M}} = f \]

has a solution $M \subset \bar{\Omega}$ of class $C^{2, \alpha}$ that can be written as a graph over the Cauchy hypersurface $S_0$.

The crucial point in the proof is an a priori estimate in the $C^1$-norm and for this estimate only the boundedness of $f$ is needed, i.e., even for merely bounded $f H^{2, p}$-solutions exist.

We want to give a proof of Theorem 7.1 that is based on the curvature flow method, and to make this method work, we have to assume temporarily slightly higher degrees of regularity for the barriers and right-hand side, i.e., we assume the barriers to be of class $C^{6, \alpha}$ and $f$ to be of class $C^{4, \alpha}$. We can achieve these assumptions by approximation without sacrificing the barrier conditions, cf. [20, Remark 3.5.2].

To solve (7.2) we look at the evolution problem

\[ \dot{x} = (H - f)\nu, \]

\[ x(0) = x_0, \]

where $x_0$ is an embedding of an initial hypersurface $M_0$, for which we choose $M_0 = M_2$, $H$ is the mean curvature of the flow hypersurfaces $M(t)$ with respect to the past directed normal $\nu$, and $x(t)$ is an embedding of $M(t)$, cf. Theorem 5.7 on page 25.

The existence result in Theorem 7.1 can be used to prove that a spacetime $N$, satisfying the assumptions of the previous sections, can be foliated by constant mean curvature hypersurfaces, abbreviated (CMC) hypersurfaces, or that at least important parts of $N$, like a future or past end, can be foliated by CMC hypersurfaces, and that in those parts, the mean curvature of the leaves of the foliation can be used as a new smooth time function.

Of course $N$ has to satisfy some additional conditions in order that the existence of such a foliation can be proved.

If the timelike convergence condition holds in $N$, i.e., if

\[ \hat{R}_{\alpha\beta}\nu^\alpha\nu^\beta \geq 0 \quad \forall \langle \nu, \nu \rangle = -1, \]

and if $N$ has future and past mean curvature barriers, see Definition 5.3 on page 15 for details, then we proved in [10] that $N$ can be foliated by CMC hypersurfaces. The mean curvature of the leaves can then be used as a smooth
time function at least in those parts, where the mean curvature of the slices does not vanish, cf. [13].

We later generalized this result by replacing the condition (7.4) by the weaker assumptions

\[ \bar{R}_{\alpha\beta\nu\nu} \geq -\Lambda \quad \forall \langle \nu, \nu \rangle = -1, \]

where \( \Lambda \geq 0 \) is a constant, and showed that the former results were still valid in future and past ends of \( N \), cf. [22].

We shall first present the foliation results for a spacetime satisfying the preceding weak condition on the Ricci tensor. Setting \( \Lambda = 0 \), we then immediately obtain the corresponding results for spacetimes satisfying the timelike convergence condition in those parts of \( N \) that are foliated by slices with non-zero CMC hypersurfaces. Only the possible presence of maximal hypersurfaces will require some additional arguments.

Thus let \( N \) be a \((n + 1)\)-dimensional spacetime with a compact Cauchy hypersurface, so that \( N \) is topologically a product, \( N = I \times S_0 \), where \( S_0 \) is a compact Riemannian manifold and \( I = (a, b) \) an interval.

7.2. **Definition.** A future end of \( N \), in symbols \( N_+ \), is defined by

\[ N_+ = (x^0)^{-1}[a_0, b) \]

and similarly a past end by

\[ N_- = (x^0)^{-1}(a, b_0], \]

where \( a_0 \) and \( b_0 \) belong to \( I \).

To apply the existence result in Theorem 7.1 on page 37, we need barriers, or more precisely, a future (past) mean curvature barrier, cf. Definition 5.3 on page 18.

Our first results are described in the following two theorems.

7.3. **Theorem.** Suppose that in a future end \( N_+ \) of \( N \) the Ricci tensor satisfies the estimate (7.5), and suppose that a future mean curvature barrier exists, then a slightly smaller future end \( \tilde{N}_+ \) can be foliated by CMC spacelike hypersurfaces, and there exists a smooth time function \( x^0 \) such that the slices

\[ M_\tau = \{ x^0 = \tau \}, \quad \tau_0 < \tau < \infty, \]

have mean curvature \( \tau \) for some \( \tau_0 > \sqrt{n} \Lambda \). The precise value of \( \tau_0 \) depends on the mean curvature of a lower barrier.

7.4. **Theorem.** Suppose that a future end \( N_+ = (x^0)^{-1}[a_0, b) \) of \( N \) can be covered by a time function \( x^0 \) such that the mean curvature of the slices \( M_t = \{ x^0 = t \} \) is non-negative and the volume of \( M_t \) decays to zero

\[ \lim_{t \to b}|M_t| = 0, \]
then the volume $|M_k|$ of any sequence of spacelike hypersurfaces $M_k$ that approach $b$, i.e.,

\[
\lim_{k \to \infty} \inf_{M_k} x^0 = b,
\]

(7.10)

decays to zero. Thus, in case the additional conditions of Theorem 7.3 are also satisfied, the volume of the CMC hypersurfaces $M_\tau$ converges to zero

\[
\lim_{\tau \to \infty} |M_\tau| = 0.
\]

(7.11)

$N$ is also future timelike incomplete, if there is a compact spacelike hypersurface $M$ with mean curvature $H$ satisfying

\[
H \geq H_0 > \sqrt{nA},
\]

(7.12)

due to a result in [1].

7.5. **Foliation of future ends.** Let us recall the results in Example 3.7 and Note 3.8 on page 8, which, in the present situation, can be phrased like this: In a given Gaussian coordinate system $(x^\alpha)$ the coordinate slices $M(t) = \{x^0 = t\}$ can be looked at as a solution of the evolution problem

\[
\dot{x} = -e^\psi \nu,
\]

(7.13)

where $\nu = (\nu^\alpha)$ is the past directed normal vector. The embedding $x = x(t, \xi)$ is then given by $x = (t, x^i)$, where $(x^i)$ are local coordinates for $S_0$.

Let $\hat{g}_{ij}, \hat{h}_{ij}$ and $\hat{H}$ be the induced metric, second fundamental and mean curvature of the coordinate slices, then the evolution equations

\[
\dot{\hat{g}}_{ij} = -2e^\psi \hat{h}_{ij}
\]

(7.14)

and

\[
\dot{\hat{H}} = -\Delta e^\psi + (|\hat{A}|^2 + \hat{R}_{\alpha\beta} \nu^\alpha \nu^\beta) e^\psi
\]

(7.15)

are valid.

Now, let $M_0$ be a smooth connected spacelike hypersurface and consider in a tubular neighbourhood $\mathcal{U}$ of $M_0$ hypersurfaces $M$ that can be written as graphs over $M_0$, $M = \text{graph}_u$, in the corresponding normal Gaussian coordinate system. Then the mean curvature of $M$ can be expressed as

\[
H = -\Delta u + \hat{H} + v^{-2}u^i \hat{h}_{ij},
\]

cf. equation (5.83) on page 28 and hence, choosing $u = \epsilon \varphi, \varphi \in C^2(M_0)$, we deduce

\[
\frac{d}{d\epsilon} H_{|_{\epsilon=0}} = -\Delta \varphi + \hat{H}\varphi
\]

(7.16)

\[
= -\Delta \varphi + (|\hat{A}|^2 + \hat{R}_{\alpha\beta} \nu^\alpha \nu^\beta)\varphi.
\]

Next we shall prove that CMC hypersurfaces are monotonically ordered, if the mean curvatures are sufficiently large.
7.6. Lemma. Let $M_i = \text{graph } u_i$, $i = 1, 2$, be two spacelike hypersurfaces such that the resp. mean curvatures $H_i$ satisfy

(7.18) \[ H_1 < H_2 \]

where $H_2$ is constant,\footnote{It would suffice to require $H_1 < \inf_{M_2} H_2$.} $H_2 = \tau_2$, and

(7.19) \[ \sqrt{n\Lambda} < \tau_2, \]

then there holds

(7.20) \[ u_1 < u_2. \]

Proof. We first observe that the weaker conclusion

(7.21) \[ u_1 \leq u_2 \]

is as good as the strict inequality in (7.20), in view of the maximum principle.

Hence, suppose that (7.21) is not valid, so that

(7.22) \[ E(u_1) = \{ x \in S_0: u_2(x) < u_1(x) \} \neq \emptyset. \]

Then there exist points $p_i \in M_i$ such that

(7.23) \[ 0 < d_0 = d(M_2, M_1) = d(p_2, p_1) = \sup \{ d(p, q): (p, q) \in M_2 \times M_1 \}, \]

where $d$ is the Lorentzian distance function. Let $\varphi$ be a maximal geodesic from $M_2$ to $M_1$ realizing this distance with endpoints $p_2$ and $p_1$, and parametrized by arc length.

Denote by $\bar{d}$ the Lorentzian distance function to $M_2$, i.e., for $p \in I^+(M_2)$

(7.24) \[ \bar{d}(p) = \sup_{q \in M_2} d(q, p). \]

Since $\varphi$ is maximal, $\Gamma = \{ \varphi(t): 0 \leq t < d_0 \}$ contains no focal points of $M_2$, cf. [32, Theorem 34, p. 285], hence there exists an open neighbourhood $V = V(\Gamma)$ such that $\bar{d}$ is smooth in $V$, cf. [20, Theorem 1.9.15]. $V$ is part of the largest tubular neighbourhood of $M_2$, and hence covered by an associated normal Gaussian coordinate system $(x^\alpha)$ satisfying $x^0 = \bar{d}$ in $\{ x^0 > 0 \}$, see [20, Theorem 1.9.22].

Now, $M_2$ is the level set $\{ \bar{d} = 0 \}$, and the level sets

(7.25) \[ M(t) = \{ p \in V: \bar{d}(p) = t \} \]

are smooth hypersurfaces.

Thus, the mean curvature $\bar{H}(t)$ of $M(t)$ satisfies the equation

(7.26) \[ \ddot{\bar{H}} = |\bar{A}|^2 + \bar{R}_{\alpha\beta}\nu^\alpha\nu^\beta, \]

cf. (7.15), and therefore we have

(7.27) \[ \dot{\bar{H}} \geq \frac{1}{n}|\bar{H}|^2 - \Lambda > 0, \]

in view of (7.19).
Next, consider a tubular neighbourhood \( \mathcal{U} \) of \( M_1 \) with corresponding normal Gaussian coordinates \( (x^\alpha) \). The level sets
\[
\tilde{M}(s) = \{ x^0 = s \}, \quad -\epsilon < s < 0,
\]
lie in the past of \( M_1 = \tilde{M}(0) \) and are smooth for small \( \epsilon \).

Since the geodesic \( \varphi \) is normal to \( M_1 \), it is also normal to \( \tilde{M}(s) \) and the length of the geodesic segment of \( \varphi \) from \( \tilde{M}(s) \) to \( M_1 \) is exactly \(-s\), i.e., equal to the distance from \( \tilde{M}(s) \) to \( M_1 \), hence we deduce
\[
d(M_2, \tilde{M}(s)) = d_0 + s,
\]
i.e., \( \{ \varphi(t) : 0 \leq t \leq d_0 + s \} \) is also a maximal geodesic from \( M_2 \) to \( \tilde{M}(s) \), and we conclude further that, for fixed \( s \), the hypersurface \( \tilde{M}(s) \cap \mathcal{V} \) is contained in the past of \( M(d_0 + s) \) and touches \( M(d_0 + s) \) in \( p_s = \varphi(d_0 + s) \). The maximum principle then implies
\[
H|_{\tilde{M}(s)}(p_s) \geq H|_{M(d_0 + s)}(p_s) > \tau_2,
\]
in view of (7.27).

On the other hand, the mean curvature of \( \tilde{M}(s) \) converges to the mean curvature of \( M_1 \), if \( s \) tends to zero, hence we conclude
\[
H_1(\varphi(d_0)) \geq \tau_2,
\]
contradicting (7.18). \( \square \)

7.7. Corollary. The CMC hypersurfaces with mean curvature
\[
\tau > \sqrt{n\Lambda}
\]
are uniquely determined.

**Proof.** Let \( M_i = \text{graph} \ u_i, \ i = 1, 2, \) be two hypersurfaces with mean curvature \( \tau \) and suppose, e.g., that
\[
\{ x \in S_0 : u_1(x) < u_2(x) \} \neq \emptyset.
\]
Consider a tubular neighbourhood of \( M_1 \) with a corresponding future oriented normal Gaussian coordinate system \( (x^\alpha) \). Then the evolution of the mean curvature of the coordinate slices satisfies
\[
\dot{H} = |\bar{A}|^2 + \bar{R}_{\alpha\beta} u^\alpha u^\beta \geq \frac{1}{n} |\bar{H}|^2 - \Lambda > 0
\]
in a neighbourhood of \( M_1 \), i.e., the coordinate slices \( M(t) = \{ x^0 = t \} \), with \( t > 0 \), have all mean curvature \( \dot{H}(t) > \tau \). Using now \( M_1 \) and \( M(t), t > 0 \), as barriers, we infer from Theorem 7.1 on page 37 that for any \( \tau' \in \mathbb{R}, \tau < \tau' < \dot{H}(t) \), there exists a spacelike hypersurface \( M_{\tau'} \) with mean curvature \( \tau' \), such that \( M_{\tau'} \) can be expressed as a graph over \( M_1, M_{\tau'} = \text{graph} \ u \), where
\[
0 < u < t.
\]
Writing $M_{\tau}$ as graph over $S_0$ in the original coordinate system without changing the notation for $u$, we obtain
\begin{equation}
7.36 \quad u_1 < u,
\end{equation}
and, by choosing $t$ small enough, we may also conclude that
\begin{equation}
7.37 \quad E(u) = \{ x \in S_0 : u(x) < u_2(x) \} \neq \emptyset,
\end{equation}
which is impossible, in view of the preceding result. \hfill \Box

7.8. Lemma. Under the assumptions of Theorem 7.3, let $M_{\tau_0} = \text{graph } u_{\tau_0}$ be a CMC hypersurface with mean curvature $\tau_0 > \sqrt{n}A$, then the future of $M_{\tau_0}$ can be foliated by CMC hypersurfaces
\begin{equation}
7.38 \quad I^+(M_{\tau_0}) = \bigcup_{\tau_0 < \tau < \infty} M_{\tau}.
\end{equation}
The $M_{\tau}$ can be written as graphs over $S_0$
\begin{equation}
7.39 \quad M_{\tau} = \text{graph } u(\tau, \cdot),
\end{equation}
such that $u$ is strictly monotone increasing with respect to $\tau$, and continuous in $[\tau_0, \infty) \times S_0$.

Proof. The monotonicity and continuity of $u$ follows from Lemma 7.6 and Corollary 7.7 in view of the a priori estimates.

Thus, it remains to verify the relation (7.38). Let $p = (t, y^i) \in I^+(M_{\tau_0})$, then we have to show $p \in M_{\tau}$ for some $\tau > \tau_0$.

From the existence result in Theorem 7.1, we deduce that there exists a family of CMC hypersurfaces $M_{\tau}$
\begin{equation}
7.40 \quad \{ M_{\tau} : \tau_0 \leq \tau < \infty \},
\end{equation}
since there is a future mean curvature barrier.

Define $u(\tau, \cdot)$ by
\begin{equation}
7.41 \quad M_{\tau} = \text{graph } u(\tau, \cdot),
\end{equation}
then we have
\begin{equation}
7.42 \quad u(\tau_0, y) < t < u(\tau^*, y)
\end{equation}
for some large $\tau^*$, because of the mean curvature barrier condition, which, together with Lemma 7.6, implies that the CMC hypersurfaces run into the future singularity, if $\tau$ goes to infinity.

In view of the continuity of $u(\cdot, y)$ we conclude that there exists $\tau_1$ such that $\tau_0 < \tau_1 < \tau^*$ and
\begin{equation}
7.43 \quad u(\tau_1, y) = t,
\end{equation}
hence $p \in M_{\tau_1}$. \hfill \Box
7.9. Remark. The continuity and monotonicity of \( u \) holds in any coordinate system \( (x^\alpha) \), even in those that do not cover the future completely like the normal Gaussian coordinates associated with a spacelike hypersurface, which are defined in a tubular neighbourhood.

The proof of Theorem 7.3 on page 38 is now almost finished. The remaining arguments are given in several steps.

We have to show that the mean curvature parameter \( \tau \) can be used as a time function in \( \{ \tau_0 < \tau < \infty \} \), i.e., \( \tau \) should be smooth with a non-vanishing gradient. Both properties are local properties.

7.10. First step

Fix an arbitrary \( \tau' \in (\tau_0, \infty) \), and consider a tubular neighbourhood \( \mathcal{U} \) of \( M' = M_{\tau'} \). The \( M_{\tau} \subset \mathcal{U} \) can then be written as graphs over \( M' \), \( M_{\tau} = \text{graph} \ u(\tau, \cdot) \). For small \( \epsilon > 0 \) we have

\[
M_{\tau} \subset \mathcal{U} \quad \forall \tau \in (\tau' - \epsilon, \tau' + \epsilon)
\]

and with the help of the implicit function theorem we shall show that \( u \) is smooth. Indeed, define the operator \( G \)

\[
G(\tau, \varphi) = H(\varphi) - \tau,
\]

where \( H(\varphi) \) is an abbreviation for the mean curvature of graph \( \varphi_{|M'} \). Then \( G \) is smooth and from (7.17) we deduce that \( D_2 G(\tau', 0) \varphi \) equals

\[
-\Delta \varphi + (|A|^2 + \bar{R}_{\alpha\beta} \nu^\alpha \nu^\beta) \varphi,
\]

where the Laplacian, the second fundamental form and the normal correspond to \( M' \). Hence \( D_2 G(\tau', 0) \) is an isomorphism and the implicit function theorem implies that \( u \) is smooth.

7.11. Second step

Still in the tubular neighbourhood of \( M' \), define the coordinate transformation

\[
\Phi(\tau, x^i) = (u(\tau, x^i), x^i);
\]

note that \( x^0 = u(\tau, x^i) \). Then we have

\[
\det D\Phi = \frac{\partial u}{\partial \tau} = \dot{u}.
\]

\( \dot{u} \) is non-negative; if it were strictly positive, then \( \Phi \) would be a diffeomorphism, and hence \( \tau \) would be smooth with non-vanishing gradient. To prove \( \dot{u} > 0 \), observe that the CMC hypersurfaces in \( \mathcal{U} \) satisfy an equation

\[
H(u) = \tau,
\]
where the left hand-side can be expressed as in (7.16). Differentiating both sides with respect to $\tau$ and evaluating for $\tau = \tau'$, i.e., on $M'$, where $u(\tau', \cdot) = 0$, we get

\begin{equation}
- \Delta \dot{u} + (|A|^2 + \tilde{R}_{\alpha\beta} \nu^\alpha \nu^\beta) \dot{u} = 1.
\end{equation}

In a point, where $\dot{u}$ attains its minimum, the maximum principle implies

\begin{equation}
(|A|^2 + \tilde{R}_{\alpha\beta} \nu^\alpha \nu^\beta) \dot{u} \geq 1,
\end{equation}

hence $\dot{u} \neq 0$ and $\dot{u}$ is therefore strictly positive.

7.12. **Remark.** The results in Theorem 7.3 on page 38 are also valid in a past end, if $N$ has a past mean curvature barrier. Moreover, the assumption in the future (past) mean barrier condition that the mean curvature of the barriers converge to $\infty$ resp. $-\infty$ can be easily replaced by the assumption that the limits are finite numbers as long as the absolute values of these numbers are strictly larger than $\sqrt{n}A$.

If $\Lambda = 0$, the mean curvature of future resp. past barriers are also allowed to converge to 0.

7.13. **Proof of Theorem 7.4.** Let $x^0$ be time function satisfying the assumptions of Theorem 7.4 on page 38, i.e., $N_+ = \{a_0 < x^0 < b\}$, the mean curvature of the slices $M(t) = \{x^0 = t\}$ is non-negative, and

\begin{equation}
\lim_{t \to b}|M(t)| = 0,
\end{equation}

and let $M_k$ be a sequence of connected, spacelike hypersurfaces such that

\begin{equation}
\liminf_{M_k} x^0 = b.
\end{equation}

Let us write $M_k = \text{graph } u_k$ as graphs over $\mathcal{S}_0$. Then

\begin{equation}
g_{ij} = e^{2\psi}(u_i u_j + \sigma_{ij}(u, x))
\end{equation}

is the induced metric, where we dropped the index $k$ for better readability, and the volume element of $M_k$ has the form

\begin{equation}
d\mu = \sqrt{\det(\tilde{g}_{ij}(u, x))} \, dx,
\end{equation}

where

\begin{equation}
v^2 = 1 - \sigma_{ij} u_i u_j < 1,
\end{equation}

and $(\tilde{g}_{ij}(t, \cdot))$ is the metric of the slices $M(t)$.

From (7.14) we deduce

\begin{equation}
\frac{d}{dt} \sqrt{\det(\tilde{g}_{ij}(t, \cdot))} = -e^\psi \tilde{H} \sqrt{\det(\tilde{g}_{ij})} \leq 0.
\end{equation}

Now, let $a_0 < t < b$ be fixed, then for a.e. $k$ we have

\begin{equation}
t < u_k
\end{equation}
and hence

\[ |M_k| = \int_{S_0} v \sqrt{\det(\bar{g}_{ij}(u_k, x))} \, dx \]

(7.59)

\[ \leq \int_{S_0} \sqrt{\det(\bar{g}_{ij}(t, x))} \, dx = |M(t)|, \]

in view of (7.56), (7.57) and (7.58), and we conclude

\[ \limsup |M_k| \leq |M(t)| \quad \forall a_0 < t < b, \]

and thus

\[ \lim |M_k| = 0. \]

7.14. The case \( \Lambda = 0 \). Suppose now that \( N \) satisfies the timelike convergence condition and assume that there exist closed, spacelike hypersurfaces with strictly positive and strictly negative mean curvature. Then there exists a real number \( \epsilon_0 > 0 \) and a family of \( M_{\epsilon_0} \) of closed spacelike graphs \( M_{\tau} \) of mean curvature \( \tau \) for any \( \tau \in [-\epsilon_0, \epsilon_0] \), in view of the preceding results.

The hypersurfaces can be written as graphs over \( S_0 \), \( M_{\tau} = \text{graph} \, u(\tau, \cdot) \), and

\[ \tau_1 < \tau_2 \neq 0 \implies u(\tau_1) < u(\tau_2), \]

in view of Lemma 7.6 on page 40.

In view of the a priori estimates in [10] or [15], cf. also Theorem 7.1 on page 37, the preceding monotonicity relation yields that the limit functions

\[ u_1 = \lim_{\tau \uparrow \theta_0} u(\tau) \quad \wedge \quad u_2 = \lim_{\tau \downarrow \theta_0} u(\tau) \]

(7.63)

are smooth functions the graphs of which are spacelike maximal hypersurfaces.

Moreover, any other maximal hypersurface \( M = \text{graph} \, u \) must satisfy

\[ u_1 \leq u \leq u_2. \]

(7.64)

The second inequality of this relation follows immediately from Lemma 7.6 on page 40 applied to \( u \) and any \( u(\tau) \) with \( \tau > 0 \), which in turn also proves the first inequality by switching the light cones.

7.15. Theorem. Assume that \( u_1 \neq u_2 \), then both hypersurfaces are totally geodesic and the metric in the region \( C_0 \) of \( N \) determined by

\[ C_0 = \{ (x^0, x) : u_1 \leq x^0 \leq u_2 \} \]

is stationary, i.e., the tubular neighbourhood \( U \) of \( M_1 = \text{graph} \, u_1 \) covers \( C_0 \) and in the corresponding normal Gaussian coordinate system \((x^\alpha)\) the metric has the form

\[ ds^2 = -(dx^0)^2 + \sigma_{ij}(x)dx^i dx^j, \]

(7.65)

where \( \sigma_{ij} \) is the induced metric of \( M_1 \) and is hence independent of \( x^0 \). The hypersurface \( M_2 \) is a level hypersurfaces in the new coordinate system

\[ M_2 = \{ x^0 = t_2 \}, \]

(7.66)
and the slices
\[ M_t = \{ x^0 = t \} \quad 0 \leq t \leq t_2, \]
which foliate \( \mathcal{C}_0 \), are all totally geodesic.

Thus, a foliation of \( N \) is given by
\[ \mathcal{C}_0 \cup (M_{\tau})_{\tau \neq 0}, \]
where the family \((M_{\tau})_{\tau \neq 0}\) is the foliation of \( N \backslash \mathcal{C}_0 \) by CMC hypersurfaces with non-vanishing mean curvature, the existence of which has been proved in Lemma 7.8.

**Proof.** We first note that, in view of the maximum principle, there holds either \( u_1 < u_2 \) or \( u_1 = u_2 \), hence \( u_1 < u_2 \) and their Lorentzian distance \( d_0 \) is positive.

Consider now a tubular neighbourhood \( U_\epsilon \) of \( M_1 \) for small \( \epsilon \), where \( \epsilon \) refers to the upper bound of the signed Lorentzian distance from \( M_1 \), cf. [20, Theorem 1.3.13]. We are actually more interested in the future part of \( U_\epsilon \), which is denoted by \( U_\epsilon^+ \) and consists of those points in \( U_\epsilon \) which lie in the future of \( M_1 \).

Thus, we stipulate that in this proof \( U_\epsilon \) should be defined as
\[ U_\epsilon = U_{\epsilon_1}^- \cup M_1 \cup U_\epsilon^+, \]
where \( \epsilon_1 > 0 \) is fixed and small, and \( \epsilon \) is a variable parameter, satisfying
\[ \epsilon_1 \leq \epsilon < d_0 \]
which can be chosen as large as \( d_0 \), as we shall show.

Let \((x^\alpha)\) be the normal Gaussian coordinate system associated with the tubular neighbourhood of \( M_1 \), i.e., \( x^0 \) denotes the signed Lorentzian distance from \( M_1 \) and
\[ U_\epsilon^+ = \{ p \in U_\epsilon : 0 < x^0(p) < \epsilon \}, \]
and the metric in \( U_\epsilon \) can be expressed as
\[ ds^2 = -(dx^0)^2 + \sigma_{ij}(x^0,x)dx^i dx^j. \]

Denote the coordinate slices \( \{ x^0 = t \} \), \( 0 \leq t < \epsilon \), by \( M(t) \), then these slices can also be written as graphs over the Cauchy hypersurface \( S_0 \) in the original coordinate system
\[ M(t) = \text{graph} u(t)|_{S_0}. \]

Since \( M(0) = M_1 \) there holds \( u(t) < u_2 \), if \( 0 \leq t \) is small, and we shall consider only those \( \epsilon \) such that
\[ u(t) < u_2 \quad \forall 0 \leq t < \epsilon. \]

We claim that all slices \( M(t) \) contained in \( U_\epsilon \) with \( t \geq 0 \) are totally geodesic and that the metric \( \sigma_{ij} \) in (7.73) is independent of \( x^0 \).

\[ ^5 \text{Formally, a foliation has only been proved in the future end } 0 < \tau_0 \leq \tau < \infty, \text{ but it can obviously be extended to cover } 0 < \tau < \infty, \text{ and similarly for the past end.} \]
To prove this claim, let $\bar{g}_{ij}$, $\bar{h}_{ij}$, $\bar{H}$ and $\nu$ be the corresponding geometric quantities of $M(t)$. The mean curvature satisfies the evolution equation

$$\dot{\bar{H}} = |\bar{A}|^2 + \bar{R}_{\alpha\beta}\nu^\alpha\nu^\beta,$$

cf. (7.15) on page 39 and observe that $\psi = 0$.

Hence the mean curvature is non-decreasing, i.e., $\bar{H}(t) \geq 0$. If one of the $M(t)$, say $M(t_0)$, would be not totally geodesic, then the linearization of the mean curvature operator, evaluate at $M(t_0)$ would be an isomorphism, cf. (7.17) on page 39 and the inverse function theorem would yield the existence of a hypersurface $M = \text{graph } u|_{S_0}$ in a small neighbourhood of $M(t_0)$ such that

$$H|_{M} > \bar{H}(t_0) \geq 0 \quad \wedge \quad u < u_2,$$

contradicting the results of Lemma 7.6 on page 40 notice that the mean curvature $H_1$ in that lemma need not be constant, it suffices, if the inequality

$$H_1 < \inf_{M_2} H_2$$

is valid, since this is all that is needed for the arguments in the proof.

Thus all hypersurfaces $M(t)$ are totally geodesic and hence the metric $\sigma_{ij}$ independent of $x^0$, because of the evolution equation (7.14) on page 39. In view of the a priori estimates the slices $M(t)$ are uniformly smooth and the tubular neighbourhood $U_\epsilon$ exists for all $\epsilon$ until the inequality (7.75) is violated, which will only be the case, if $\epsilon > d_0$, for let $\epsilon \leq d_0$ and suppose that $0 < t_0 < \epsilon$ is the first $t$ such that $M(t_0)$ touches $M_2$. Since both hypersurfaces are maximal, the maximum principle would yield $M(t_0) = M_2$, a contradiction, since $t_0 < d_0$ and $t_0$ is also the Lorentzian distance of $M(t_0)$ to $M_1$. □

7.16. Remark. The mean curvature of the CMC leaves $M_\tau$, $\tau \neq 0$, can be used as smooth time function. If $N$ contains just one maximal hypersurface $M_0$, then $\tau$ is smooth in all of $N$ unless $M_0$ is totally geodesic, as can be easily deduced from the arguments in Note 7.10 on page 43, where the differential operator in (7.46) has to be injective, which will be the case, if $M_0$ is not totally geodesic.

8. The inverse mean curvature flow in Lorentzian spaces

Let us now consider the inverse mean curvature flow (IMCF)

$$\dot{x} = -H^{-1}\nu$$

with initial hypersurface $M_0$ in a globally hyperbolic spacetime $N$ with compact Cauchy hypersurface $S_0$.

$N$ is supposed to satisfy the timelike convergence condition

$$\bar{R}_{\alpha\beta}\nu^\alpha\nu^\beta \geq 0 \quad \forall \langle \nu, \nu \rangle = -1.$$

Spacetimes with compact Cauchy hypersurface that satisfy the timelike convergence condition are also called cosmological spacetimes, a terminology due to Bartnik.
In such spacetimes the inverse mean curvature flow will be smooth as long as it stays in a compact set, and, if \( H \big|_{\mathcal{M}_0} > 0 \) and if the flow exists for all time, it will necessarily run into the future singularity, since the mean curvature of the flow hypersurfaces will become unbounded and the flow will run into the future of \( \mathcal{M}_0 \). Hence the claim follows from Remark 5.4 on page 18.

However, it might be that the flow will run into the singularity in finite time. To exclude this behaviour we introduced in [26] the so-called strong volume decay condition, cf. Definition 8.2. A strong volume decay condition is both necessary and sufficient in order that the IMCF exists for all time.

8.1. Theorem. Let \( N \) be a cosmological spacetime with compact Cauchy hypersurface \( \mathcal{S}_0 \) and with a future mean curvature barrier. Let \( \mathcal{M}_0 \) be a closed, connected, spacelike hypersurface with positive mean curvature and assume furthermore that \( N \) satisfies a future volume decay condition. Then the IMCF with initial hypersurface \( \mathcal{M}_0 \) exists for all time and provides a foliation of the future \( D^+(\mathcal{M}_0) \) of \( \mathcal{M}_0 \).

The evolution parameter \( t \) can be chosen as a new time function. The flow hypersurfaces \( \mathcal{M}(t) \) are the slices \( \{ t = \text{const} \} \) and their volume satisfies

\[
|\mathcal{M}(t)| = |\mathcal{M}_0| e^{-t}.
\]

Defining a new time function \( \tau \) by choosing

\[
\tau = 1 - e^{-\frac{1}{n} t}
\]

we obtain \( 0 \leq \tau < 1 \),

\[
|\mathcal{M}(\tau)| = |\mathcal{M}_0| (1 - \tau)^n,
\]

and the future singularity corresponds to \( \tau = 1 \).

Moreover, the length \( L(\gamma) \) of any future directed curve \( \gamma \) starting from \( \mathcal{M}(\tau) \) is bounded from above by

\[
L(\gamma) \leq c(1 - \tau),
\]

where \( c = c(n, \mathcal{M}_0) \). Thus, the expression \( 1 - \tau \) can be looked at as the radius of the slices \( \{ \tau = \text{const} \} \) as well as a measure of the remaining life span of the spacetime.

Next we shall define the strong volume decay condition.

8.2. Definition. Suppose there exists a time function \( x^0 \) such that the future end of \( N \) is determined by \( \{ \tau_0 \leq x^0 < b \} \) and the coordinate slices \( \mathcal{M}_\tau = \{ x^0 = \tau \} \) have positive mean curvature with respect to the past directed normal for \( \tau_0 \leq \tau < b \). In addition the volume \( |\mathcal{M}_\tau| \) should satisfy

\[
\lim_{\tau \to b} |\mathcal{M}_\tau| = 0.
\]

A decay like that is normally associated with a future singularity and we simply call it volume decay. If \( (g_{ij}) \) is the induced metric of \( \mathcal{M}_\tau \) and \( g = \)
\[
\det(g_{ij}), \text{ then we have}
\]
\[
\log g(\tau_0, x) - \log g(\tau, x) = \int_\tau^{\tau_0} 2e^\psi \bar{H}(s, x) \quad \forall x \in S_0,
\]
where \( \bar{H}(\tau, x) \) is the mean curvature of \( M_\tau \) in \((\tau, x)\). This relation can be easily derived from the relation (3.8) on page 6 and Remark 3.6 on page 7. A detailed proof is given in [16].

In view of (8.7) the left-hand side of this equation tends to infinity if \( \tau \) approaches \( b \) for a.e. \( x \in S_0 \), i.e.,
\[
\lim_{\tau \to b} \int_{\tau_0}^{\tau} e^\psi \bar{H}(s, x) = \infty \quad \text{for a.e. } x \in S_0.
\]

Assume now, there exists a continuous, positive function \( \varphi = \varphi(\tau) \) such that
\[
e^\psi \bar{H}(\tau, x) \geq \varphi(\tau) \quad \forall (\tau, x) \in (\tau_0, b) \times S_0,
\]
where
\[
\int_{\tau_0}^{b} \varphi(\tau) = \infty,
\]
then we say that the future of \( N \) satisfies a strong volume decay condition.

8.3. Remark. (i) By approximation we may assume that the function \( \varphi \) above is smooth.
(ii) A similar definition holds for the past of \( N \) by simply reversing the time direction. Notice that in this case the mean curvature of the coordinate slices has to be negative.

8.4. Lemma. Suppose that the future of \( N \) satisfies a strong volume decay condition, then there exist a time function \( \tilde{x}^0 = \tilde{x}^0(x^0) \), where \( x^0 \) is the time function in the strong volume decay condition, such that the mean curvature \( \bar{H} \) of the slices \( \tilde{x}^0 = \text{const} \) satisfies the estimate
\[
e^\psi \bar{H} \geq 1.
\]
The factor \( e^\psi \) is now the conformal factor in the representation
\[
ds^2 = e^{2\tilde{\psi}}(-\tilde{x}^0)^2 + \sigma_{ij}dx^idx^j.
\]
The range of \( \tilde{x}^0 \) is equal to the interval \([0, \infty)\), i.e., the singularity corresponds to \( \tilde{x}^0 = \infty \).

A proof is given in [26, Lemma 1.4].

8.5. Remark. Theorem 8.1 can be generalized to spacetimes satisfying
\[
R_{\alpha\beta\nu\rho} \nu^\alpha \nu^\beta \geq -\Lambda \quad \forall \langle \nu, \nu \rangle = -1
\]
with a constant \( \Lambda \geq 0 \), if the mean curvature of the initial hypersurface \( M_0 \) is sufficiently large
\[
H_{|M_0} > \sqrt{n \Lambda},
\]
cf. [29]. In that thesis it is also shown that the future mean curvature barrier assumption can be dropped, i.e., the strong volume decay condition is sufficient to prove that the IMCF exists for all time and provides a foliation of the future of $M_0$. Hence, the strong volume decay condition already implies the existence of a future mean curvature barrier, since the leaves of the IMCF define such a barrier.
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