Numerical verification method for positive solutions of elliptic problems
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Abstract

The purpose of this paper is to propose methods for verifying the positivity of a weak solution $u$ of an elliptic problem assuming $H^1_0$-error estimation $\|u - \hat{u}\|_{H^1_0} \leq \rho$ given some numerical approximation $\hat{u}$ and an explicit error bound $\rho$. We provide a sufficient condition for the solution to be positive and analyze the range of application of our method for elliptic problems with polynomial nonlinearities. We present numerical examples where our method is applied to some important problems.
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1. Introduction

Over the last several decades, numerous studies have been conducted on the semilinear elliptic equations

$$-\Delta u(x) = f(u(x)), \ x \in \Omega,$$

with appropriate boundary conditions. One such example is the Dirichlet problem

$$\begin{cases} -\Delta u(x) = f(u(x)), & x \in \Omega, \\ u(x) = 0, & x \in \partial \Omega, \end{cases}$$

where $\Omega \subset \mathbb{R}^N (N = 1, 2, 3, \cdots)$ is a bounded domain, $\Delta$ is the Laplacian, and $f : \mathbb{R} \to \mathbb{R}$ is a given nonlinear map. In particular, the investigation of positive solutions of (1) has attracted significant attention [1, 2, 3, 4, 5, 6]. Here are some important examples derived from model problems for many applications in which we are interested. Positive solutions of problem (2) with $f(t) = \lambda t + t|t|^{p-1}$, $\lambda \in [0, \lambda_1(\Omega))$, $p \in (1, p^*)$ have been investigated from various points of view — uniqueness, multiplicity, nondegeneracy, symmetricity, and so on [2, 3, 4, 5, 6], where $p^* = \infty$ when $N = 1, 2$
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and \( p^* = (N + 2)/(N - 2) \) when \( N \geq 3 \), and \( \lambda_1(\Omega) \) is the first eigenvalue of \(-\Delta\) imposed on the homogeneous Dirichlet boundary value condition; the eigenvalue problem is understood in the weak sense at least when \( \Omega \) is not regular. Another important nonlinearity is \( f(t) = e^{-2}(t - t^3) \), which corresponds to the stationary problem of the Allen-Cahn equation motivated by [7] and has been investigated by many researchers. The value \( \varepsilon > 0 \) is a small parameter related to the so-called singular perturbation. A variational method ensures that problem (2) with this nonlinearity has a positive solution when \( \varepsilon^{-2} \geq \lambda_1(\Omega) \). On the other hand, when \( \varepsilon^{-2} < \lambda_1(\Omega) \), no positive solution is admitted as we prove later. Despite these results, qualitative information about the positive solutions, such as their shape, has not been clarified analytically. Throughout this paper, positivity can be verified if we have an explicit error bound \( \rho \). Therefore, these methods have the advantage that quantitative information about solutions to a target equation is provided accurately in a strict mathematical sense. Throughout this paper, \( H^k(\Omega) \) denotes the \( k \)-th order \( L^2 \) Sobolev space. We define \( H^1_0(\Omega) := \{ u \in H^1(\Omega) : u = 0 \text{ on } \partial\Omega \} \), with the inner product \((u,v)_{H^1_0} := (\nabla u, \nabla v)_{L^2} \) and the norm \( \|u\|_{H^1_0} := \sqrt{(u,u)_{H^1_0}} \). We say that the solution \( u \) is “positive” if \( u > 0 \) in \( \Omega \), and “nonnegative” if \( u \geq 0 \) in \( \Omega \).

This paper is concerned with numerical verification (also known as verified numerical computation or computer-assisted proof) for positive weak solutions of problem (2). The target weak form of (2) will be shown explicitly at the beginning of the next section together with further regularity assumptions for nonlinearity \( f \). The pioneering research on numerical verification methods for partial differential equations began with [8, 9] and has been further developed by many researchers (see, for example, [10, 11, 12] and the references therein). In particular, studies have revealed that methods based on several fixed point theorems for Newton operators (including their simplified versions) are greatly effective. This approach is closely related to our method (see Section 5). These methods enable us to obtain an explicit ball containing exact solutions of (2). For weak solutions, this is typically done in the sense of the norm \( \|\cdot\|_{H^1_0} \), because \( H^1_0(\Omega) \) is a natural solution-space for (2) in the distributional sense. In other words, they allow us to prove, for a numerical approximation \( \hat{u} \in H^1_0(\Omega) \), the existence of an exact weak solution \( u \in H^1_0(\Omega) \) satisfying

\[
\|u - \hat{u}\|_{H^1_0} \leq \rho
\]  

for an explicit error bound \( \rho \). Hence, irrespective of how small the error bound is, the positivity of some solutions is not guaranteed without additional considerations. In particular, in the homogeneous Dirichlet case (2), it is possible for a solution that is verified by such methods to be negative near the boundary \( \partial\Omega \). When \( N \leq 3 \), positivity can be verified if we have an \( H^3 \)-norm evaluation \( \|u - \hat{u}\|_{H^3} \) with \( \hat{u} \in H^3(\Omega) \) and an explicit bound for the embedding \( H^3(\Omega) \cap H^1_0(\Omega) \hookrightarrow C^1(\overline{\Omega}) \). The bound can be evaluated by applying the bound for the embedding \( H^2(\Omega) \hookrightarrow C(\overline{\Omega}) \) to \( u \) and its derivatives \( \partial u/\partial x_i \) \((i = 1, 2, \ldots, N)\). However, for some shapes of \( \Omega \), for example, a nonconvex polygonal domain, the regularity of the solution \( u \) is in general outside \( H^3(\Omega) \). Otherwise, even if \( u, \hat{u} \in H^3(\Omega) \), evaluating \( \|u - \hat{u}\|_{H^3} \) itself is not easy, and troublesome numerical techniques for estimating the slope of \( \hat{u} \) are required to complete the proof of positivity.

In previous studies, we developed the method of verifying the positivity of solutions of (2) [13, 14, 12]. These methods succeeded in verifying the existence of positive solutions by checking simple conditions, but they required \( L^\infty \)-error estimation obtained by considering the embedding from a solution set with \( H^2 \)-regularity. This is primarily for these methods because they need
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to find a subdomain where $u$ may be negative and to evaluate the first eigenvalue of $-\Delta$ on this subdomain. For the same reasons as mentioned above, this requirement narrows the range of applications of these methods.

The main contribution of this paper is proposing methods for verifying the positivity of solutions $u$ of (2) while assuming only $H^1_0$-error estimation (3), which is more generally applicable (wider class of domains, solutions that lack $H^2$-regularity, and so on) than previous methods \[13\] \[14\] \[12\]. Theorems 2.1 and 5.2 and Corollary A.1 enable us to verify the nonnegativity of $u$ under suitable conditions. The positivity of $u$ follows from its nonnegativity using a maximum principle under appropriate conditions, such as when $f$ is a subcritical polynomial (see, for example, \[15\]). Table 1 summarizes the scope of application of our theorems to the case in which $f$ is a subcritical polynomial $f(t) = \lambda t + \sum_{i=2}^{n(p^*)} a_i |t|^{i-1}$, $\lambda, a_i \in \mathbb{R}$, $a_i \neq 0$ for some $i$. They are also applicable for more general nonlinearities other than polynomials (see Theorems 2.1 and 3.2 and Corollary A.1). The table shows that the coefficient $\lambda$ of the linear term essentially affects the existence of a positive solution of (2) and the applicability of our theorems. In particular, there exists no positive solution in two specific cases. The first case is when $\lambda \geq \lambda_1(\Omega)$ and $a_i \geq 0$ for all $i$. This can be checked by multiplying (1) with the first eigenfunction of $-\Delta$ and integrating both sides. The second case is when $\lambda < \lambda_1(\Omega)$ and $a_i \leq 0$ for all $i$. This can be checked in the same way. Our theorems are applicable to the other cases where the problem (2) may admit positive solutions (see again Table 1).

Table 1: The applicability of our theorems to a subcritical polynomial $f(t) = \lambda t + \sum_{i=2}^{n(p^*)} a_i |t|^{i-1}$, $\lambda, a_i \in \mathbb{R}$, $a_i \neq 0$ for some $i$. Here $\lambda_1(\Omega)$ is the first eigenvalue of $-\Delta$ imposed on the homogeneous Dirichlet boundary value condition.

| $a_i$ | $\lambda$ | $\geq \lambda_1(\Omega)$ | $< \lambda_1(\Omega)$ |
|-------|-----------|----------------|------------------|
| $a_i \geq 0$ for all $i$ | No positive solution | Theorem 2.1 |
| $a_i \leq 0$ for all $i$ | Theorem 3.2 | No positive solution |
| $a_i a_j < 0$ for some $i, j$ | Corollary A.1 | Theorem 2.1 |

Assuming a certain growth condition for $f$, Theorem 2.1 provides a sufficient condition on the nonnegativity of $u$ that can be checked only from $H^1_0$-evaluation as in (3). Theorem 2.1 is proved by a constructive norm estimation for the negative part $u_- := \max \{ -u, 0 \}$ of $u$ by considering the embedding corresponding to each exponent. Theorem 3.2 verifies the nonnegativity of $u$ by imposing another inequality condition on $f$, which is proved using a fundamentally different approach based on the Newton iteration. It ensures, under an appropriate condition, that a Newton sequence starting from a nonnegative function $\omega \neq 0$ remains nonnegative at every step, and as a result confirms the nonnegativity of the solution $u$ to which it converges. Known as Newton-Kantorovich’s theorem \[16\] \[17\], the convergence property of Newton’s method on function spaces has been investigated in several studies (see, for example, \[18\] \[19\] \[20\] for recent results). However, little is
known about the influence of Newton operators on the sign of functions. In this sense, Theorem
3.2 increases our understanding of Newton’s method for elliptic equations. Among the cases listed
in Table 1 when \( \lambda \geq \lambda_1(\Omega) \) and \( a_i a_j < 0 \) for some pair \( i, j \), only Corollary A.1 is applicable. In
fact, this can be applied to all the cases listed in Table 1. Although Corollary A.1 is a generalized
version of a previous theorem [14, Theorem 2.2], this still requires \( L^\infty \)-norm estimation; in this
sense, a problem still remains. However, Theorems 2.1 and 3.2 have wide application including
several important problems such as those introduced at the beginning of this section.

The remainder of this paper is organized as follows. In Section 2, we provide a method for
proving the positivity of a solution \( u \) of (2) whose existence is confirmed as in inequality (3). This
method does not restrict verification methods, but admits any methods that can prove the existence
of a solution with \( H_0^1 \)-error estimation. Section 3 provides another positivity-validation method
based on the Newton iteration that retains nonnegativity. Finally, in Section 4, we present numerical
examples where our method is applied to elliptic problems with the nonlinearities introduced
at the beginning of this section.

2. Verification of positivity — Constructive norm estimation for \( u \) when \( \lambda < \lambda_1(\Omega) \)

We begin by introducing some required notation. We denote \( V = H_0^1(\Omega) \) and \( V^* \) (the topo-
logical dual of \( V \)). For two Banach spaces \( X \) and \( Y \), the set of bounded linear operators from \( X \) to
\( Y \) is denoted by \( \mathcal{L}(X, Y) \) with the usual supremum norm \( ||T||_{\mathcal{L}(X,Y)} := \sup\{||Tu||_Y : ||u||_X : u \in X \setminus \{0\}\} \)
for \( T \in \mathcal{L}(X, Y) \). The norm bound for the embedding \( V \hookrightarrow L^{p+1}(\Omega) \) is denoted by \( C_{p+1} \), that is,
\( C_{p+1} \) is a positive number that satisfies
\[
||u||_{L^{p+1}(\Omega)} \leq C_{p+1} ||u||_V \quad \text{for all } u \in V,
\]
where \( p \in [1, \infty) \) when \( N = 1, 2 \) and \( p \in [1, p^*) \) when \( N \geq 3 \). Assuming that \( f \) is a \( C^1 \) function
satisfying
\[
|f(t)| \leq a_0|t|^p + b_0 \quad \text{for all } t \in \mathbb{R}
\]
\[
|f'(t)| \leq a_1|t|^{p-1} + b_1 \quad \text{for all } t \in \mathbb{R}
\]
for some \( a_0, a_1, b_0, b_1 \geq 0 \) and \( p < p^* \), we define the operator \( F \) by
\[
F : \begin{cases} 
    u(\cdot) & \mapsto f(u(\cdot)), \\
    V & \mapsto V^*. 
\end{cases}
\]
We then define another operator \( \mathcal{F} : V \rightarrow V^* \) by \( \mathcal{F}(u) := -\Delta u - F(u) \). More precisely, \( \mathcal{F} \) is
characterized by
\[
\langle \mathcal{F}(u), v \rangle = \langle \nabla u, \nabla v \rangle_{L^2} - \langle F(u), v \rangle \quad \text{for all } u, v \in V,
\]
where \( \langle F(u), v \rangle = \int_\Omega f(u(x))v(x)dx \). The Fréchet derivatives of \( F \) and \( \mathcal{F} \) at \( \varphi \in V \) (respectively
denoted by \( F'_\varphi \) and \( \mathcal{F}'_\varphi \)) are given by
\[
\langle F'_\varphi u, v \rangle = \int_\Omega f'(\varphi(x))u(x)v(x)dx \quad \text{for all } u, v \in V
\]
and

\[ \langle \mathcal{F}' u, v \rangle = (\nabla u, \nabla v)_{L^2} - \langle F'_\phi u, v \rangle \text{ for all } u, v \in V. \]  

(7)

Under this notation and assumption, we look for positive solutions \( u \in V \) of

\[ \mathcal{F}(u) = 0, \]  

(8)

which corresponds to the weak form of (2). We assume that some verification method succeeds in proving the existence of a solution \( u \in V \) of (8) in \( B(\hat{u}, \rho) := \{ v \in V : \| v - \hat{u} \|_V \leq \rho \} \) for some \( \hat{u} \in V \) and \( \rho > 0 \).

When \( \lambda < \lambda_1(\Omega) \), the following theorem is helpful for verifying the nonnegativity of \( u \).

**Theorem 2.1.** Let \( f \) satisfy

\[ -f(-t) \leq \lambda t + \sum_{i=1}^{n} a_i t^{p_i} \text{ for all } t \geq 0 \]  

(9)

for some \( \lambda < \lambda_1(\Omega) \), nonnegative coefficients \( a_1, a_2, \cdots, a_n \), and subcritical exponents \( p_1, p_2, \cdots, p_n \in (1, p^*) \). If

\[ \sum_{i=1}^{n} a_i C_{p_i+1}^2 (\| \hat{u} \|_{L^{p_i+1}} + C_{p_i+1}\rho)^{p_i-1} < 1 - \frac{\lambda}{\lambda_1(\Omega)}, \]  

(10)

then the verified solution \( u \in V \) of (8) in \( B(\hat{u}, \rho) \) is nonnegative.

**Remark 2.2.** The polynomial \( f(t) = \lambda t + \sum_{i=1}^{n} a_i t^{p_i} \) with \( \lambda < \lambda_1(\Omega) \) and \( a_i \in \mathbb{R} \), which were discussed in the previous section, obviously satisfies the required inequality (9). Indeed, for the set of subscripts \( \Lambda_+ \) for which \( a_i \geq 0 \) \( (i \in \Lambda_+) \) and \( a_i < 0 \) (otherwise), we have \(-f(-t) \leq \lambda t + \sum_{i \in \Lambda_+} a_i t^i \text{ for all } t \geq 0 \). Moreover, for this polynomial, the positivity of \( u \) follows from the nonnegativity via the maximum principle (see, for example, [15] for a generalized maximum principle applicable for weak solutions).

**Remark 2.3.** The formula in parentheses in (10) goes to 0 as \( \hat{u} \) approaches a nonnegative function and \( \rho \downarrow 0 \). Therefore, as long as verification succeeds for a nonnegative approximation \( \hat{u} \) with sufficient accuracy, the nonnegativity of \( u \) can be confirmed using Theorem 2.1.

**Remark 2.4.** Even if the approximation \( \hat{u} \) is negative in some parts of \( \Omega \), if it is close enough to a nonnegative function in the sense that \( B(\hat{u}, \rho) \) contains at least one nonnegative function, this theorem may work for verifying nonnegativity because it only requires the bound for \( \| \hat{u} \|_{L^{p_i+1}} \) small enough to satisfy (10). For the same reason, this theorem is applicable for \( \hat{u} \) whose nonnegativity is difficult to prove. For example, this theorem is reasonable even when long computation time is required for proving the nonnegativity of \( \hat{u} \) due to its high regularity (see Section 4).
Proof of Theorem 2.1

First we prove that, for \( p \in (1, p^*) \),

\[
\|u_-\|_{L^{p+1}} \leq \|\hat{u}_-\|_{L^{p+1}} + C_{p+1}\rho. \tag{11}
\]

We express \( u \in V \) as \( u = \hat{u} + \rho \omega \), where \( \omega \in V \) satisfies \( \|\omega\|_V \leq 1 \). Because \( b \geq (a - b)_- (:= \max\{-a + b, 0\}) \) for nonnegative numbers \( a, b \in \mathbb{R} \), we have

\[
0 \leq u_- = (\hat{u} + \rho \omega)_- = (\hat{u}_+ - \rho \omega_+ - \rho \omega_-)_- = (\hat{u}_+ + \rho \omega_+ - (\hat{u}_- + \rho \omega_-))_- \leq \hat{u}_- + \rho \omega_-,
\]

which implies (11) because \( \|\omega_-\|_{L^{p+1}} \leq C_{p+1} \|\omega_-\|_V \leq C_{p+1} \).

We then prove that the norm of \( u_- \) vanishes. Because \( u \) satisfies

\[
(\nabla u, \nabla v)_{L^2} = \langle F(u), v \rangle \quad \text{for all } v \in V,
\]

by fixing \( v = u_- \), we have

\[
\|u_-\|_V^2 \leq \int_\Omega \left\{ \lambda (u_-)(x)^2 + \sum_{i=1}^n a_i (u_-)(x)^{p_i+1} \right\} \, dx \\
= \lambda \|u_-\|_{L^2}^2 + \sum_{i=1}^n a_i \|u_-\|_{L^{p_i+1}}^{p_i+1} \\
\leq \left\{ \frac{\lambda}{\lambda_1(\Omega)} + \sum_{i=1}^n a_i C_{p_i+1}^2 \|u_-\|_{L^{p_i+1}}^{p_i+1} \right\} \|u_-\|_V^2. \tag{12}
\]

Inequalities (10) and (11) lead to

\[
\frac{\lambda}{\lambda_1(\Omega)} + \sum_{i=1}^n a_i C_{p_i+1}^2 \|u_-\|_{L^{p_i+1}}^{p_i-1} < 1, \tag{13}
\]

which ensures \( \|u_-\|_V = 0 \). Therefore, the nonnegativity of \( u \) is proved. \( \square \)

This theorem can be applied to the nonlinearity discussed at the beginning of Section 1 (see again Remark 2.2).

Corollary 2.5. Let \( f(t) = \lambda t + t|t|^{p-1} \), with \( \lambda < \lambda_1(\Omega) \) and \( p \in (1, p^*) \). If

\[
C_{p+1}^2 \left( \|\hat{u}_-\|_{L^{p+1}} + C_{p+1}\rho \right)^{p-1} < 1 - \frac{\lambda}{\lambda_1(\Omega)}, \tag{14}
\]

then the verified solution \( u \in V \) of (8) in \( B(\hat{u}, \rho) \) is positive.
3. Verification of positivity — Newton iteration retaining nonnegativity when \( \lambda \geq \lambda_1(\Omega) \)

In this section, we discuss another approach to verifying the positivity of a solution \( u \) of (8) when \( \lambda \geq \lambda_1(\Omega) \) to which Theorem 2.1 is not applicable. For this purpose, we impose another assumption on the nonlinearity \( f \):

\[
f(t) \geq f'(t)t \quad \text{for all} \quad t \geq 0.
\]  

(15)

The class of functions \( f \) satisfying (15) includes polynomials, which are ignored in Theorem 2.1, of the form

\[
f(t) = \lambda t + \sum_{i=2}^{n(<p^*)} a_i |t|^{i-1} \quad \text{with} \quad \lambda \geq \lambda_1(\Omega) \quad \text{and} \quad a_2, a_3, \cdots, a_n \leq 0.
\]  

(16)

This admits some other important cases such as \( f(t) = \varepsilon - 2(t - t^2) \) with \( \varepsilon > 0 \). Recall that there exists no positive solution when \( \lambda < \lambda_1(\Omega) \) and the coefficients \( a_i \) corresponding to super-linearity are nonpositive.

The method proposed in this section is based on the Newton iteration retaining nonnegativity. Before presenting the main theorem of this section, we introduce the affine invariant Newton-Kantorovitch theorem, which ensures the convergence of Newton’s method for a “good” starting point \( \hat{u} \). This theorem has wide applicability to verification methods for nonlinear equations, including differential equations. We discuss the positivity of a solution \( u \) whose existence is proved via this theorem.

**Theorem 3.1** ([16]). Let \( \hat{u} \in V \) be some approximation of a solution \( u \) of \( F(u) = 0 \). Suppose that there exists some \( \alpha > 0 \) satisfying

\[
\|F'(\hat{u})\|_V \leq \alpha.
\]  

(17)

Moreover, suppose that there exists some \( \beta > 0 \) satisfying

\[
\|F'(\hat{u})^{-1}(F'(v) - F'(w))\|_{\mathcal{L}(V,V)} \leq \beta \|v - w\|_V \quad \text{for all} \quad v, w \in D,
\]  

(18)

where \( D = B(\hat{u}, 2\alpha + \delta) \) is an open ball depending on the above value \( \alpha > 0 \) for small \( \delta > 0 \). If

\[
\alpha\beta \leq \frac{1}{2},
\]  

(19)

then there exists a solution \( u \in V \) of \( F(u) = 0 \) in \( \overline{B}(\hat{u}, \rho) \) with

\[
\rho = \frac{1 - \sqrt{1 - 2\alpha\beta}}{\beta}.
\]  

(20)

Furthermore, \( F'_\varphi \) is invertible for every \( \varphi \in B(\hat{u}, \rho) \), and the solution \( u \) is unique in \( \overline{B}(\hat{u}, 2\alpha) \).

The following theorem verifies the nonnegativity of \( u \) the local existence of which is confirmed by Theorem 3.1. Here, \( g \in V^* \) is called nonnegative if and only if

\[
\langle g, \varphi \rangle \geq 0 \quad \text{for all} \quad \varphi \in V \text{ with } \varphi \geq 0.
\]  

(21)
Theorem 3.2. Suppose the following:

1. \( f \) satisfies \((15)\);
2. there exist \( \alpha \) and \( \beta \) satisfying \((17)\), \((18)\), and \((19)\);
3. the minimal eigenvalue \( \mu_1(\hat{u}) \) of \( \mathcal{F}_\hat{u}' \) is positive, where \( \mu_1(\hat{u}) \) is given by
   \[
   \mu_1(\hat{u}) = \inf_{v \in V \setminus \{0\}} \frac{\langle \mathcal{F}_\hat{u}' v, v \rangle}{\|v\|_{L^2}^2};
   \]  \((22)\)
4. there exists a nonnegative function \( \omega \neq 0 \) in \( B(\hat{u}, \rho) \).

Then there exists a nonnegative solution \( u \in V \) of \( \mathcal{F}(u) = 0 \) in \( B(\hat{u}, \rho) \).

Remark 3.3. Assumption 2 can be replaced with another condition which proves the convergence of Newton’s method in a neighborhood around \( \hat{u} \) and the invertibility \( \mathcal{F}' \) in the whole of it. For example, in \([11]\) and the references therein, numerical verification methods using several fixed-point theorems were developed. By applying an appropriate fixed point theorem such as Banach’s fixed point theorem to the Newton operators starting from \( \hat{u} \) on the basis of these methods, another (but probably similar) condition can be used in place of Assumption 2. Note that the conditions proving the convergence of simplified Newton’s method, such as in \([10, 11]\), are not directly replaceable with Assumption 2, because Theorem 3.2 requires the convergence property of the original Newton’s method.

Remark 3.4. Although it is unknown whether Assumption 3 may hold for all nonlinearities \( f \) satisfying \((15)\) for some \( \hat{u} \) near to a positive function, Assumption 3 is expected to be satisfied at least for the nonlinearity \((16)\) with \( \hat{u} \) approximating a positive solution of \((8)\) with sufficient accuracy because a standard variational method ensures that the desired positive solutions are least-energy solutions.

Remark 3.5. Assumption 4 must hold for us to find a nonnegative or positive solution in \( \overline{B}(\hat{u}, \rho) \). In practice, it is useful for us to check \( \max \{\hat{u}, 0\} \in B(\hat{u}, \rho) \).

Proof of Theorem 3.2

Theorem 3.1 and Assumption 2 guarantee the existence of a solution \( u \) in \( \overline{B}(\hat{u}, \rho) \). Therefore, it remains to prove the nonnegativity of \( u \).

Assumption 3 ensures that the minimal eigenvalue \( \mu_1(\varphi) \) of \( \mathcal{F}_\varphi' \) is positive for all \( \varphi \in B(\hat{u}, \rho) \). Indeed, if \( \mu_1(\varphi) \) is nonpositive for some \( \varphi \in B(\hat{u}, \rho) \), then it follows that there exists \( \varphi_0 \in B(\hat{u}, \rho) \) such that \( \mu_1(\varphi_0) = 0 \), because \( \mu_1(\varphi) \) is continuous with respect to \( \varphi \). This contradicts the result from Theorem 3.1. It can be proved from the following discussion that the operator \( \mathcal{F}_\varphi^{-1} \) retains nonnegativity for all \( \varphi \in B(\hat{u}, \rho) \). Let \( w \in V \) satisfy \( \mathcal{F}_\varphi' w \geq 0 \) in the sense of \((21)\). By fixing \( v = w_-(= \max\{-w, 0\}) \) in \((7)\), we have

\[
0 \leq \langle \mathcal{F}_\varphi' w, w_- \rangle = -\|w_-\|_V^2 + \int_\Omega f'(\varphi(x))w_-^2(x)dx = -\langle \mathcal{F}_\varphi' w_-, w_- \rangle.
\]
Therefore, from the definition (22) of $\mu_1(\varphi)$, we have
\[
\|w_\cdot\|_{L^2}^2 \mu_1(\varphi) \leq \langle \mathcal{F}_\varphi^T w_\cdot, w_\cdot \rangle \leq 0.
\]
The positivity of $\mu_1(\varphi)$ ensures that $\|w_\cdot\|_{L^2} = 0$. Hence, $w$ is nonnegative.

We next prove that the Newton iteration in $B(\hat{u}, \rho)$ retains nonnegativity, that is, for every nonnegative $\varphi \in B(\hat{u}, \rho)$, the Newton operator
\[
T(\varphi) := \varphi - \mathcal{F}_\varphi^{-1} \mathcal{F}(\varphi)
\]
on $B(\hat{u}, \rho)$ maintains nonnegativity. For this operator, we have
\[
T(\varphi) = \varphi - \mathcal{F}_\varphi^{-1} \mathcal{F}(\varphi) = \varphi - \mathcal{F}_\varphi^{-1} \left( \mathcal{F}_\varphi^T \varphi + \mathcal{F}_\varphi' \varphi - \mathcal{F}(\varphi) \right) = \mathcal{F}_\varphi^{-1} \left( \mathcal{F}(\varphi) - \mathcal{F}_\varphi^T \varphi \right).
\]
Because Assumption 1 ensures that $\mathcal{F}(\varphi) - \mathcal{F}_\varphi^T \varphi \geq 0$ for $\varphi \geq 0$ in the sense of (21), it follows that $T(\varphi) \geq 0$ for nonnegative $\varphi \in B(\hat{u}, \rho)$ (recall that $\mathcal{F}_\varphi^{-1}$ retains nonnegativity). Therefore, Assumption 4 ensures the existence of a Newton sequence starting from nonnegative $\omega \neq 0$ that converges to a solution $u \geq 0$.

This theorem can be applied to the special case discussed at the beginning of Section 1.

**Corollary 3.6.** Let $f(t) = \varepsilon^{-2}(t - t^3)$, with $\varepsilon^{-2} \geq \lambda_1(\Omega)$. If Assumptions 2, 3, and 4 in Theorem 3.2 hold, then there exists a positive solution $u \in V$ of $\mathcal{F}(u) = 0$ in $B(\hat{u}, \rho)$.

**Proof.** The polynomial $f$ satisfies (15). Therefore, Theorem 3.2 ensures the nonnegativity of $u$. Its positivity follows from the maximum principle (see, for example, [15]).

**4. Numerical examples**

In this section, we present examples in which the positivity of solutions to (8) are verified via our method. All computations were implemented on a computer with 2.90 GHz Intel Core(TM) i9-7920X CPU, 128 GB RAM, and Ubuntu 18.04 using MATLAB 2018a with GCC version 6.3.0. All rounding errors were strictly estimated using the toolboxes INTLAB version 10.2 [21] and kv library version 0.4.47 [22]. We constructed approximate solutions of (8) for $\Omega = (0, 1)^2$ from a Legendre polynomial basis. More concretely, we constructed $\hat{u}$ as
\[
\hat{u}(x, y) = \sum_{i=1}^{N} \sum_{j=1}^{N} u_{i,j} \phi_i(x) \phi_j(y), \quad u_{i,j} \in \mathbb{R},
\]
where each $\phi_n$ ($n = 1, 2, 3, \cdots$) is defined by
\[
\phi_n(x) = \frac{1}{n(n+1)} x(1-x) \frac{d^n Q_n}{dx^n}(x) \text{ with } Q_n = \frac{(-1)^n}{n!} \left( \frac{d}{dx} \right)^n x^n(1-x)^n, \quad n = 1, 2, 3, \cdots.
\]
We define a finite dimensional subspace $V_N \subset V$ as the tensor product $V_N = \text{span} \{ \phi_1, \phi_2, \cdots, \phi_N \} \otimes \text{span} \{ \phi_1, \phi_2, \cdots, \phi_N \}$, then defining the orthogonal projection $P_N$ from $V$ to $V_N$ by
\[
(v - P_N v, v_N)_V = 0 \quad \text{for all } v \in V \text{ and } v_N \in V_N.
\]
We used [23, Theorem 2.3] to obtain an explicit interpolation-error constant $C_N$ satisfying
\[ |v - P_Nv|_V \leq C_N \| \Delta v \|_{L^2} \quad \text{for all} \quad v \in V \cap H^2(\Omega). \tag{26} \]
Recall that our method does not limit the basis functions that constitute approximate solutions, being applicable to many kinds of bases other than the Legendre polynomial basis, such as the piecewise linear finite element basis or the Fourier basis, etc.

In the following examples, the inverse norm $\| F^{-1}_\alpha \|_{L(V^*, V)}$ was estimated using the method described in [24, 25] in the finite dimensional subspace $V_N$. Moreover, we evaluated the upper bound on $\| \mathcal{F}(\hat{u}) \|_{V^*}$ by $C_2 \| \mathcal{F}(\hat{u}) \|_{L^2}$, where $C_2$ is the constant of embedding $L^2(\Omega) \hookrightarrow V^*$ which in fact coincides with the constant of embedding $V \hookrightarrow L^2(\Omega)$ (see, for example, [10]). This $L^2$-norm was computed using a numerical integration method with strict estimation of rounding errors using [22]. The embedding constant $C_2$ was calculated as $C_2 = (2\pi^2)^{-\frac{1}{2}} \approx 0.2251$ with strict estimation of rounding errors. Other embedding constants $C_{p+1}$ ($p > 1$) were evaluated via the formula in [12, Corollary A.2].

For our first example, we consider the problem of finding positive solutions to Emden’s equation
\[
\begin{aligned}
-\Delta u &= u |u|^{p-1} \quad \text{in} \quad \Omega, \\
u &= 0 \quad \text{on} \quad \partial \Omega
\end{aligned}
\tag{27}
\]
with $p = 3, 5$, the approximate solutions of which are displayed in Fig. 1. The Lipschitz constant $L$ was estimated as
\[
L \leq p(p-1)C^3_{p+1}\left(\| \hat{u} \|_{L^{p+1}} + C_{p+1}r\right)^{p-2}, \quad r = 2\alpha + \delta \quad \text{for small} \quad \delta > 0 \tag{28}
\]
via a simple calculation from the definition, where we set $r$ to be the next floating-point number of $2\alpha$. We verified the positivity of the verified solutions $u$ using Corollary [23] (or Theorem [21]). Table 2 shows the verification result. In all cases, the positivity of the verified solutions $u$ were confirmed under the condition $C^2_{p+1}\left(\| u \|_{L^{p+1}} + C_{p+1}\rho\right)^{p-1} < 1$. It should be noted that the positivity of the approximation $\hat{u}$ was not proved but, in stead of it, upper bounds for $\| \hat{u} \|_{L^{p+1}}$ were roughly estimated by dividing the domain $\Omega$ into $2^{14}$ smaller congruent squares and implementing interval arithmetic on each of them. Whereas one can infer from the shapes of $\hat{u}$ displayed in Fig. 1 that $\hat{u}$ ($p = 3, 5$) are positive in $\Omega$, we only used the rough estimation of the negative part to avoid proof of the positivity, because it requires much computational cost such as the rigorous calculation for the slope of $\hat{u}$ near the boundary $\partial \Omega$. 
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Figure 1: Approximate solutions to (27) on \( \Omega = (0, 1)^2 \) for \( p = 3, 5 \).

Table 2: Verification results for (27) on \( \Omega = (0, 1)^2 \) for \( p = 3, 5 \). The values (except for those in row \( N \)) represent strict upper bounds in decimal form.

| \( p \) | \( 3 \) | \( 5 \) |
|---|---|---|
| \( N \) | 40 | 40 |
| \( \| F\hat{u}^{-1} \|_{L^2(V^*; V)} \) | 1.70325176 | 2.36317681 |
| \( \| F(\hat{u}) \|_V \) | \( 2.64173615 \times 10^{-8} \) | \( 1.92671579 \times 10^{-3} \) |
| \( L \) | 0.67839778 | 6.47198581 |
| \( \alpha \) | \( 4.49954173 \times 10^{-8} \) | \( 4.55317005 \times 10^{-3} \) |
| \( \beta \) | 1.15548221 | 15.2944468 |
| \( \rho \) | \( 4.63295216 \times 10^{-8} \) | \( 5.47604979 \times 10^{-3} \) |
| \( C_{p+1} \) | 0.31830989 | 0.39585400 |
| \( \| \hat{u} \|_{L^{p+1}} \) | \( 4.19109326 \times 10^{-2} \) | \( 4.81952900 \times 10^{-2} \) |
| \( C_{p+1}^2 \left( \| \hat{u} \|_{L^{p+1}} + C_{p+1}\rho \right)^{p-1} \) | \( 1.77973446 \times 10^{-4} \) | \( 1.00813027 \times 10^{-6} \) |

In our next example, we consider the stationary problem of the Allen-Cahn equation

\[
\begin{cases}
- \Delta u = \varepsilon^{-2} (u - u^3) & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega,
\end{cases}
\tag{29}
\]

where \( \varepsilon > 0 \). We constructed approximate solutions \( \hat{u} \) of this problem using a Legendre polynomial basis in the same way, obtaining the figures displayed in Fig. 2. The Lipschitz constant \( L \) was estimated as

\[
L \leq 6\varepsilon^{-2} C_4^1 \left( \| \hat{u} \|_{L^2} + C_4 r \right), \quad r = 2\alpha + \delta \quad \text{for small } \delta > 0
\]

in the same manner as (28) with \( p = 3 \). Using Theorem 3.1, we again obtained \( H^1_0 \)-error estimations for solutions of (29) centered around these approximations. Table 3 shows the verification
results for $\varepsilon = 0.1, 0.05, \text{ and } 0.025$. The positivity of the verified solutions was confirmed on the basis of Corollary 3.6 (or Theorem 3.2), where the required condition $\mu_1(\hat{u}) > 0$ was ensured in all cases. The lower bounds on $\mu_1(\hat{u})$ were computed numerically by estimating all rounding errors using the method in [25] with the interpolation-error constant $C_N$ satisfying (26). Note that proving the positivity of $\hat{u}$ was also ignored in this example.

Figure 2: Approximate solutions to (29) on $\Omega = (0, 1)^2$ for $\varepsilon = 0.1, 0.05, \text{ and } 0.025$.

Table 3: Verification results for (29) on $\Omega = (0, 1)^2$ for $\varepsilon = 0.1, 0.05, \text{ and } 0.025$. The values (except for those in rows $N$ and $\mu_1(\hat{u})$) represent strict upper bounds in decimal form. The values in row $\mu_1(\hat{u})$ represent strict lower bounds in decimal form.

| $\varepsilon$ | 0.1 | 0.05 | 0.025 |
|---------------|-----|------|-------|
| $N$           | 40  | 40   | 60    |
| $\|F_{\hat{u}}^{-1}\|_{L(V;V)}$ | 2.85871420 | 4.57367687 | 26.8239159 |
| $\|F(\hat{u})\|_{L}$ | 5.57390453 $\times 10^{-10}$ | 2.15869521 $\times 10^{-6}$ | 1.99428443 $\times 10^{-6}$ |
| $L$           | 3.00408573 | 5.02704780 | 7.57229904 |
| $\alpha$      | 1.59342000 $\times 10^{-9}$ | 9.87317430 $\times 10^{-6}$ | 5.34945174 $\times 10^{-5}$ |
| $\beta$       | 8.58782250 | 22.9920923 | 2.03118712 $\times 10^2$ |
| $\rho$        | 1.59342002 $\times 10^{-9}$ | 9.87429519 $\times 10^{-6}$ | 5.37883476 $\times 10^{-5}$ |
| $\mu_1(\hat{u}) \geq$ | 1.13045870 $\times 10^{-2}$ | 3.89094819 $\times 10^{-2}$ | 1.18578735 $\times 10^{-3}$ |

5. Conclusion

In this paper, we have proposed methods for verifying the positivity of weak solutions $u$ of the elliptic problem (2) (namely, solutions of (8)) using the $H_0^1$-error estimation $\|u - \hat{u}\|_{H_0^1} \leq \rho$ for some numerical approximation $\hat{u} \in V$ and an explicit error bound $\rho$. Theorems 2.1 and 3.2 provide sufficient conditions for the solution $u$ to be nonnegative. Using the maximum principle [15], the positivity of $u$ follows from the nonnegativity. Our theorems have a wide range of applications,
including several important problems such as the elliptic problem (2) with polynomial nonlinear-

ties. Numerical examples confirmed that our approach works effectively for several important

problems.

Appendix A. The case \( \lambda \geq \lambda_1(\Omega) \) and coefficients with different signs

In this section, we discuss the method for verifying positivity in the case where the approaches

proposed in Sections 2 and 3 are not applicable. This admits the nonlinearity of the form

\[
  f(t) = \lambda t + \sum_{i=2}^{n(p')} a_i t^{i-1} \quad \text{with} \quad \lambda \geq \lambda_1(\Omega) \quad \text{and} \quad a_i a_j < 0 \quad \text{for some pair} \{i, j\}.
\]

(A.1)

However, this requires \( L^\infty \)-norm estimation of the desired solution \( u \in V \cap L^\infty(\Omega) \), namely infor-
mation about

\[
  \|u - \hat{u}\|_{L^\infty} \leq r
\]

(A.2)

with \( \hat{u} \in V \cap L^\infty(\Omega) \) and \( r > 0 \), which can be derived for highly-regular domains \( \Omega \) such as bounded

convex polygonal domains using, for example, the method described in [26]. We define a subset

\( \Omega_0 \) of \( \Omega \) where \( u \) may be negative by

\[
  \Omega_0 = \text{Interior of } [\Omega \setminus \{x \in \Omega : \hat{u} - r > 0\}].
\]

The following corollary is quite similar to Theorem 2.1. However, the assumption on \( \lambda \) is weak-
ened while requiring evaluation of a lower bound for \( \lambda_1(\Omega_0) \).

Corollary A.1. The same argument as used in Theorem 2.1 follows by replacing \( \lambda_1(\Omega) \) with

\( \lambda_1(\Omega_0) \).

Proof. The definition of \( \Omega_0 \) ensures that the negative part \( u_- \) of the verified solution \( u \) belongs
to \( H^1_0(\Omega_0) \). Therefore, replacing \( \lambda_1(\Omega) \) with \( \lambda_1(\Omega_0) \) in the proof of Theorem 2.1 maintains the
correctness of the proof.

Remark A.2. In the same manner as mentioned in Remark 2.2 by extracting nonnegative coeffi-
cients \( a_i \), the polynomial (A.1) is confirmed to satisfy the required inequality (9).

Remark A.3. It is worth noting that \( \lambda_1(\Omega_0') \leq \lambda_1(\Omega_0) \) holds for a superset \( \Omega_0' \supset \Omega_0 \). Therefore,
even when \( \Omega_0 \) has a complicated shape, one only has to estimate the lower bound for \( \lambda_1(\Omega_0') \) on such a superset \( \Omega_0' \) with a simple shape as long as \( \lambda < \lambda_1(\Omega_0') \). A lower bound for the eigenvalue

\( \lambda_1(\Omega_0') \) can be numerically evaluated using the method, for example, in [27] with a suitable basis

that spans the functions over \( \Omega_0 \), such as the finite element basis.

Remark A.4. The range of application of Corollary A.1 covers all the cases listed in Table 1 as long as we have accurate \( L^\infty \)-norm estimation as in (A.2) and can evaluate a lower bound for

\( \lambda_1(\Omega_0) \) satisfying the required inequality.
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