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Abstract. A multi-objective optimization problem is $C^r$ weakly simplicial if there exists a $C^r$ surjection from a simplex onto the Pareto set/front such that the image of each subsimplex is the Pareto set/front of a subproblem, where $0 \leq r \leq \infty$. This property is helpful to compute a parametric-surface approximation of the entire Pareto set and Pareto front. It is known that all unconstrained strongly convex $C^r$ problems are $C^{r-1}$ weakly simplicial for $1 \leq r \leq \infty$. In this paper, we show that all unconstrained strongly convex problems are $C^0$ weakly simplicial. The usefulness of this theorem is demonstrated in a sparse modeling application: we reformulate the elastic net as a non-differentiable multi-objective strongly convex problem and approximate its Pareto set (the set of all trained models with different hyper-parameters) and Pareto front (the set of performance metrics of the trained models) by using a Bézier simplex fitting method, which accelerates hyper-parameter search.

1. Introduction

Given a subset $X$ of a Euclidean space $\mathbb{R}^n$ and functions $f_1, \ldots, f_m : X \to \mathbb{R}$, a multi-objective optimization problem of minimizing a mapping $f = (f_1, \ldots, f_m) : X \to \mathbb{R}^m$ is denoted by

$$\min_{x \in X} f(x) = (f_1(x), \ldots, f_m(x)).$$

The goal of this problem is to find (or approximate) the Pareto set, i.e., the set of all Pareto solutions, and the Pareto front, i.e., the image of the Pareto set under $f$. Trade-off analysis and decision making in our real-life can be treated as a multi-objective optimization problem (e.g., manufacturing [21], optimal control [16], and multi-agent systems [17]). Presenting the entire Pareto set and front rather than a single solution gives a global perspective on the trade-off of candidate solutions and enables us to make a better decision.

There is a problem class where one can efficiently compute a parametric-surface approximation of the entire Pareto set and front with a theoretical guarantee. If a multi-objective optimization problem is $C^r$ weakly simplicial (see Section 2 for definition), then there exists a $C^r$ surjection from a simplex onto the Pareto set, as well as onto the Pareto front [8]. Any continuous mapping from a simplex to a Euclidean space can be approximated by a Bézier simplex with an arbitrary accuracy [12]. The asymptotic $L_2$-risk of Bézier simplex approximation has been evaluated [19]. For $1 \leq r \leq \infty$, all unconstrained strongly convex $C^r$ problems are $C^{r-1}$ weakly simplicial, where the solution of weighted sum scalarization problems

2020 Mathematics Subject Classification. 90C25, 90C29.

Key words and phrases. multi-objective optimization, strongly convex problem, weakly simplicial problem, sparse modeling.
gives a $C^{r-1}$ surjection from a simplex of all possible weight vectors onto the Pareto set and front [8, 9]. By approximating this surjection with a Bézier simplex, one can obtain a parametric-surface approximation of the Pareto set and front of any $C^1$ strongly convex problem.

However, there are many important problems that are strongly convex but non-differentiable. One motivating example appears in the context of sparse modeling. The elastic net [22] is a linear regression method that minimizes a weighted sum of the ordinary least square error, the $L_1$-regularization, and the $L_2$-regularization. Its hyper-parameter search, i.e., finding the preferred model among all candidate models trained with different weighting coefficients, can be written as a strongly convex non-differentiable multi-objective optimization problem. If this problem is weakly simplicial, then a Bézier simplex can be built from training results of the elastic net in order to approximate the correspondence from a simplex of all hyper-parameters onto the Pareto set of all trained models and the Pareto front of all performance metrics. Such an approximation not only reduces the number of training trials of the elastic net but also provides geometric insights to select the preferred model.

In this paper, we show all unconstrained strongly convex problems are $C^0$ weakly simplicial. In Section 2, we present some definitions and the main result (Theorem 2). By lemmas prepared in Section 3, we prove Theorem 2 in Section 4. In Section 5, Theorem 2 is applied to a hyper-parameter search problem of the elastic net: multi-objective formulation of the problem and Bézier simplex approximation are presented with numerical simulation. We conclude the paper in Section 6.

2. Main result

Throughout this paper, $m$ and $n$ are positive integers, and we denote the index set $\{1, \ldots, m\}$ by $M$.

We consider the problem of optimizing several functions simultaneously. More precisely, let $f : X \to \mathbb{R}^m$ be a mapping, where $X$ is a given arbitrary set. A point $x \in X$ is called a Pareto solution of $f$ if there does not exist another point $y \in X$ such that $f_i(y) \leq f_i(x)$ for all $i \in M$ and $f_j(y) < f_j(x)$ for at least one index $j \in M$. We denote the set consisting of all Pareto solutions of $f$ by $X^*(f)$, which is called the Pareto set of $f$. The set $f(X^*(f))$ is called the Pareto front of $f$. The problem of determining $X^*(f)$ is called the problem of minimizing $f$.

Let $f = (f_1, \ldots, f_m) : X \to \mathbb{R}^m$ be a mapping, where $X$ is a given arbitrary set. For a non-empty subset $I = \{i_1, \ldots, i_k\}$ of $M$ such that $i_1 < \cdots < i_k$, set

$$ f_I = (f_{i_1}, \ldots, f_{i_k}). $$

The problem of determining $X^*(f_I)$ is called a subproblem of the problem of minimizing $f$. Set

$$ \Delta^{m-1} = \left\{ (w_1, \ldots, w_m) \in \mathbb{R}^m \mid \sum_{i=1}^m w_i = 1, \ w_i \geq 0 \right\}. $$

We also denote a face of $\Delta^{m-1}$ for a non-empty subset $I$ of $M$ by

$$ \Delta_I = \left\{ (w_1, \ldots, w_m) \in \Delta^{m-1} \mid w_i = 0 \ (i \notin I) \right\}. $$

In this paper, $r$ is a non-negative integer or $r = \infty$. For a $C^r$ manifold $N$ (possibly with corners) and a subset $V$ of $\mathbb{R}^\ell$, a mapping $g : N \to V$ is called a $C^r$ mapping.
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(resp., a $C^r$ diffeomorphism) if $g : N \to \mathbb{R}^f$ is of class $C^r$ (resp., $g : N \to \mathbb{R}^f$ is a $C^r$ immersion and $g : N \to V$ is a homeomorphism), where $r \geq 1$. In this paper, $C^0$ mappings and $C^0$ diffeomorphisms are continuous mappings and homeomorphisms, respectively.

By referring to [8], we give the definition of (weakly) simplicial problems in this paper.

**Definition 1.** Let $f = (f_1, \ldots, f_m) : X \to \mathbb{R}^m$ be a mapping, where $X$ is a subset of $\mathbb{R}^n$. The problem of minimizing $f$ is $C^r$ simplicial if there exists a $C^r$ mapping $\Phi : \Delta^{m-1} \to X^*(f)$ such that both the mappings $\Phi|_{\Delta I} : \Delta I \to X^*(f_I)$ and $f|_{X^*(f_I)} : X^*(f_I) \to f(X^*(f_I))$ are $C^r$ diffeomorphisms for any non-empty subset $I$ of $M$, where $0 \leq r \leq \infty$. The problem of minimizing $f$ is $C^r$ weakly simplicial if there exists a $C^r$ mapping $\phi : \Delta^{m-1} \to X^*(f)$ such that $\phi(\Delta I) = X^*(f_I)$ for any non-empty subset $I$ of $M$, where $0 \leq r \leq \infty$.

A subset $X$ of $\mathbb{R}^n$ is convex if $tx + (1-t)y \in X$ for all $x, y \in X$ and all $t \in [0,1]$. Let $X$ be a convex set in $\mathbb{R}^n$. A function $f : X \to \mathbb{R}$ is strongly convex if there exists $\alpha > 0$ such that

$$f(tx + (1-t)y) \leq tf(x) + (1-t)f(y) - \frac{1}{2}\alpha t(1-t) \|x-y\|^2$$

for all $x, y \in X$ and all $t \in [0,1]$, where $\|z\|$ is the Euclidean norm of $z \in \mathbb{R}^n$. The constant $\alpha$ is called a convexity parameter of the function $f$. A mapping $f = (f_1, \ldots, f_m) : X \to \mathbb{R}^m$ is strongly convex if $f_i$ is strongly convex for any $i \in M$. The problem of minimizing a strongly convex $C^r$ mapping is called the strongly convex $C^r$ problem.

**Theorem 1** ([8, 9]). Let $f : \mathbb{R}^n \to \mathbb{R}^m$ be a strongly convex $C^r$ mapping, where $1 \leq r \leq \infty$. Then, the problem of minimizing $f$ is $C^{r-1}$ weakly simplicial.

As a practical application described in this paper, it is sufficient to consider weak simpliciality (for details, see Section 5). For the readers’ convenience, we give the following remark on simpliciality.

**Remark 1.** In Theorem 1 if the rank of the differential $df_x$ is equal to $m-1$ for any $x \in X^*(f)$, then the problem of minimizing $f$ is $C^{r-1}$ simplicial (for details, see [8, 9]).

As in [8, 9], the differentiability is essential for the proof of Theorem 1. Namely, the method of the proof of Theorem 1 does not work if we omit the differentiability. However, the following theorem asserts that all unconstrained strongly convex problems are $C^0$ weakly simplicial.

**Theorem 2.** Let $f : \mathbb{R}^n \to \mathbb{R}^m$ be a strongly convex mapping. Then, the problem of minimizing $f$ is $C^0$ weakly simplicial.

**Remark 2.** Note that (strict) convexity of a mapping does not necessarily imply that the problem is $C^0$ weakly simplicial. For example, the problem of minimizing $f : \mathbb{R} \to \mathbb{R}$ defined by $f(x) = e^x$ does not have a Pareto solution (i.e. a minimizer). Thus, it is not $C^0$ weakly simplicial although $f$ is strictly convex.

---

1In [8], the problem of minimizing $f : X \to \mathbb{R}^m$ is said to be $C^r$ weakly simplicial if there exists a $C^r$ mapping $\phi : \Delta^{m-1} \to f(X^*(f))$ satisfying $\phi(\Delta I) = f(X^*(f_I))$ for any non-empty subset $I$ of $M$. On the other hand, a surjective mapping of $\Delta^{m-1}$ into $X^*(f)$ is important to describe $X^*(f)$. Hence, the definition of weak simpliciality in this paper is updated from that in [8].
3. Preliminaries for the Proof of Theorem 2

In this section, we prepare some lemmas for the proof of Theorem 2. The following lemma follows from [14, Theorem 3.1.8 (p. 121)].

**Lemma 1.** If a function \( f : \mathbb{R}^n \to \mathbb{R} \) is strongly convex, then \( f \) is continuous.

We give the following two lemmas (Lemmas 2 and 3) in [13].

**Lemma 2** (Theorem 3.1.3 in Part II (p. 79)). Let \( f = (f_1, \ldots, f_m) : \mathbb{R}^n \to \mathbb{R}^m \) be a mapping and let \((w_1, \ldots, w_m) \in \Delta^{m-1}\). If \( x \in \mathbb{R}^n \) is the unique minimizer of the function \( \sum_{i=1}^m w_i f_i \), then \( x \in X^*(f) \).

Let \( X \) be a convex subset of \( \mathbb{R}^n \). A function \( f : X \to \mathbb{R} \) is said to be convex if \( f(tx + (1-t)y) \leq tf(x) + (1-t)f(y) \) for all \( x, y \in X \) and all \( t \in [0,1] \). A mapping \( f = (f_1, \ldots, f_m) : X \to \mathbb{R}^m \) is convex if \( f_i \) is convex for any \( i \in M \).

**Lemma 3** (Theorem 3.1.4 in Part II (p. 79)). Let \( f = (f_1, \ldots, f_m) : \mathbb{R}^n \to \mathbb{R}^m \) be a convex mapping. If \( x \in X^*(f) \), then there exists some \((w_1, \ldots, w_m) \in \Delta^{m-1}\) such that \( x \) is a minimizer of \( \sum_{i=1}^m w_i f_i \).

Now, we prepare the following three lemmas (Lemmas 4 to 6) on strongly convex functions without differentiability.

**Lemma 4.** Let \( f : \mathbb{R}^n \to \mathbb{R} \) be a strongly convex function. Then, \( f^{-1}((-\infty, f(0)]) \) is compact, where \( 0 \) is the origin of \( \mathbb{R}^n \) and \( (-\infty, f(0)] = \{y \in \mathbb{R} | y \leq f(0)\} \).

**Proof of Lemma 4** Since \( f \) is continuous by Lemma 1 and \((-\infty, f(0)]\) is closed, \( f^{-1}((-\infty, f(0)]) \) is also closed. Hence, it is sufficient to show that \( f^{-1}((-\infty, f(0)]) \) is bounded. Let \( x \in f^{-1}((-\infty, f(0)]) \) be an arbitrary element. Then, there exist some real number \( \lambda \geq 0 \) and some \( v \in S^{n-1} \) such that \( x = \lambda v \), where \( S^{n-1} \) is the \((n-1)\)-dimensional unit sphere centered at the origin. In the case \( 0 \leq \lambda \leq 1 \), we have \( \|x\| \leq 1 \). Now, we consider the case \( \lambda > 1 \). Since \( f \) is strongly convex, there exists \( \alpha > 0 \) such that

\[
    f(t \cdot 0 + (1-t)x) \leq tf(0) + (1-t)f(x) - \frac{1}{2} \alpha t(1-t) \|0-x\|^2
\]

for all \( t \in [0,1] \). Since \( 0 < \frac{\lambda - 1}{\lambda} < 1 \), by substituting \( t = \frac{\lambda - 1}{\lambda} \) into the above inequality, we have

\[
    f(v) \leq \frac{\lambda - 1}{\lambda} f(0) + \frac{1}{\lambda} f(x) - \frac{\alpha}{2} \frac{\lambda - 1}{\lambda^2} \|v\|^2.
\]

Since \( f(x) \leq f(0) \) and \( \|v\| = 1 \), we obtain

\[
    \lambda \leq \frac{2f(0) - 2f(v)}{\alpha} + 1.
\]

Since \( f \) is continuous by Lemma 1, \( S^{n-1} \) is compact and \( \|x\| = \lambda \), we have

\[
    \|x\| \leq \frac{2f(0) - 2c}{\alpha} + 1,
\]

where \( c = \min_{v \in S^{n-1}} f(v) \). Therefore, it follows that

\[
    \|x\| \leq \max \left\{ 1, \frac{2f(0) - 2c}{\alpha} + 1 \right\}
\]
for any $x \in f^{-1}(\{0\})$. Hence, $f^{-1}(\{0\})$ is bounded. \hfill \Box

**Lemma 5.** A strongly convex function $f : \mathbb{R}^n \rightarrow \mathbb{R}$ has a unique minimizer.

*Proof of Lemma 5.* Since $f^{-1}(\{0\})$ is compact by Lemma 4 and $f$ is continuous by Lemma 1, $f$ has a minimizer in $f^{-1}(\{0\})$.

We assume that $x \neq y$ for some minimizers $x$ and $y$. Then, since $f$ is strongly convex, there exists $\alpha > 0$ such that

$$f(tx + (1-t)y) \leq tf(x) + (1-t)f(y) - \frac{1}{2} \alpha t(1-t) \|x - y\|^2$$

for some $t \in (0, 1)$. Since $f(x) = f(y)$ and $\|x - y\| > 0$, we have that

$$f(tx + (1-t)y) < f(x)$$

for some $t \in (0, 1)$. This contradicts the fact that $x$ is a minimizer of $f$. Thus, a minimizer of $f$ must be unique. \hfill \Box

**Lemma 6.** Let $f : \mathbb{R}^n \rightarrow \mathbb{R}$ be a strongly convex function with a convexity parameter $\alpha > 0$ and $x_0$ be the unique minimizer of $f$. Then, we have

$$f(x_0) + \frac{\alpha}{2} \|x - x_0\|^2 \leq f(x)$$

for any $x \in \mathbb{R}^n$.

*Proof of Lemma 6.* We assume that there exists $x_1 \in \mathbb{R}^n$ such that

$$f(x_0) + \frac{\alpha}{2} \|x_1 - x_0\|^2 > f(x_1).$$

Set $\delta = f(x_1) - f(x_0) - \frac{\alpha}{2} \|x_1 - x_0\|^2$. Note that $\delta < 0$ and $x_1 \neq x_0$. Since $x_0$ is a minimizer of $f$ and the function $f$ is strongly convex, we have

$$f(x_0) \leq f(tx_1 + (1-t)x_0) \leq f(x_0) + \delta t + \frac{\alpha}{2} t^2 \|x_1 - x_0\|^2$$

for all $t \in (0, 1]$. By dividing the above inequality by $t \in (0, 1]$, we obtain

$$-\delta \leq \frac{\alpha}{2} t \|x_1 - x_0\|^2$$

for all $t \in (0, 1]$. Since

$$\lim_{t \rightarrow 0} \frac{\alpha}{2} t \|x_1 - x_0\|^2 = 0,$$

this contradicts $-\delta > 0$. \hfill \Box

By the same method as in the proof of Lemma 2.1.4 (p. 64)], we have the following.

**Lemma 7.** Let $f_i : \mathbb{R}^n \rightarrow \mathbb{R}$ be a strongly convex function with a convexity parameter $\alpha_i > 0$, where $i \in M$. Then, for any $(w_1, \ldots, w_m) \in \Delta^{m-1}$, the function

$$\sum_{i=1}^m w_i f_i : \mathbb{R}^n \rightarrow \mathbb{R}$$

is a strongly convex function with a convexity parameter $\sum_{i=1}^m w_i \alpha_i$.

*Proof of Lemma 7.* Since $f_i$ is a strongly convex function with a convexity parameter $\alpha_i > 0$ for any $i \in M$, we have that

$$f_i(tx + (1-t)y) \leq tf_i(x) + (1-t)f_i(y) - \frac{1}{2} \alpha_i t(1-t) \|x - y\|^2$$

for any $x, y \in \mathbb{R}^n$ and $t \in (0, 1]$. Therefore, $g : \mathbb{R}^n \rightarrow \mathbb{R}$ defined by $g(x) = \sum_{i=1}^m w_i f_i(x)$ is a strongly convex function with a convexity parameter $\sum_{i=1}^m w_i \alpha_i$. \hfill \Box
for all \( x, y \in \mathbb{R}^n \) and all \( t \in [0, 1] \). Since \( w_i \geq 0 \) for any \( i \in M \), we have the following inequality

\[
\sum_{i=1}^{m} w_i f_i \left((x + (1-t)y)\right) \leq t \sum_{i=1}^{m} w_i f_i (x) + (1-t) \left(\sum_{i=1}^{m} w_i f_i (y) - \frac{1}{2} \sum_{i=1}^{m} w_i \alpha_i \right) t(1-t) \|x - y\|^2
\]

for all \( x, y \in \mathbb{R}^n \) and all \( t \in [0, 1] \). Since \( \sum_{i=1}^{m} w_i = 1 \), \( \sum_{i=1}^{m} w_i \alpha_i \) is positive. Thus, \( \sum_{i=1}^{m} w_i f_i : \mathbb{R}^n \rightarrow \mathbb{R} \) is a strongly convex function with a convexity parameter \( \sum_{i=1}^{m} w_i \alpha_i \).

In order to give the last lemma (Lemma 11) in this section, which is essentially used in the proof of Theorem 2, we prepare the following three lemmas (Lemmas 8 to 10).

Let \( f : X \rightarrow \mathbb{R}^m \) be a mapping, where \( X \) is a given arbitrary set. A point \( x \in X \) is called a weak Pareto solution of \( f \) if there does not exist another point \( y \in X \) such that \( f_i(y) < f_i(x) \) for all \( i \in M \). Then, by \( X^w(f) \), we denote the set consisting of all weak Pareto solutions of \( f \).

**Lemma 8 (10).** Let \( f : \mathbb{R}^n \rightarrow \mathbb{R}^m \) be a strongly convex mapping. Then, we have \( X^*(f) = X^w(f) \).

**Lemma 9 (9).** Let \( f : X \rightarrow \mathbb{R}^m \) be a continuous mapping, where \( X \) is a topological space. Then, \( X^w(f) \) is a closed set of \( X \).

**Lemma 10.** Let \( f : \mathbb{R}^n \rightarrow \mathbb{R}^m \) be a strongly convex mapping. Then, \( X^*(f) \) is compact.

**Proof of Lemma 10.** By Lemmas 8 and 9 it follows that \( X^*(f) \) is closed. Thus, for the proof, it is sufficient to show that \( X^*(f) \) is bounded. Let \( \alpha_i > 0 \) be a convexity parameter of \( f_i \), where \( f = (f_1, \ldots, f_m) \) and \( i \in M \). By Lemma 8, \( f_i \) has a unique minimizer \( x_i \in \mathbb{R}^n \) for any \( i \in M \). Set

\[
\Omega_i = \left\{ x \in \mathbb{R}^n \mid f_i(x_i) + \frac{\alpha_i}{2} \|x - x_i\|^2 \leq f_i(x_1) \right\}.
\]

Since every \( \Omega_i \) is compact, \( \Omega = \bigcup_{i=1}^{m} \Omega_i \) is also compact. Hence, in order to show that \( X^*(f) \) is bounded, it is sufficient to show that \( X^*(f) \subseteq \Omega \). Suppose that there exists an element \( x' \in X^*(f) \) such that \( x' \notin \Omega \). Then, it follows that

\[
f_i(x_i) + \frac{\alpha_i}{2} \|x' - x_i\|^2 > f_i(x_1)
\]

for any \( i \in M \). By Lemma 8, we have

\[
f_i(x_i) + \frac{\alpha_i}{2} \|x' - x_i\|^2 \leq f_i(x')
\]

for any \( i \in M \). From (3.1) and (3.2), it follows that \( f_i(x') > f_i(x_1) \) for any \( i \in M \). This contradicts \( x' \in X^*(f) \). \( \square \)

Now, we can define a mapping from \( \Delta^{m-1} \) into \( X^*(f) \) for any strongly convex mapping \( f : \mathbb{R}^m \rightarrow \mathbb{R}^n \). Let \( w = (w_1, \ldots, w_m) \in \Delta^{m-1} \). Since \( \sum_{i=1}^{m} w_i f_i : \mathbb{R}^n \rightarrow \mathbb{R} \) is a strongly convex function by Lemma 9, the function \( \sum_{i=1}^{m} w_i f_i \) has a unique
minimizer by Lemma 9. By Lemma 2, this minimizer is contained in $X^*(f)$. Hence, we can define a mapping $x^* : \Delta^{m-1} \to X^*(f)$ as follows:

$$
(3.3) \quad x^*(w) = \arg \min_{x \in \mathbb{R}^n} \left( \sum_{i=1}^m w_i f_i(x) \right),
$$

where $\arg \min_{x \in \mathbb{R}^n} \left( \sum_{i=1}^m w_i f_i(x) \right)$ is the unique minimizer of $\sum_{i=1}^m w_i f_i$. Note that in [8, 9], $x^*$ is defined only in the case where a given strongly convex mapping $f : \mathbb{R}^n \to \mathbb{R}^m$ is of class at least $C^1$. On the other hand, by lemmas of this paper, it can be defined for any strongly convex mapping $f : \mathbb{R}^n \to \mathbb{R}^n$.

We can show the following lemma by the same argument as in the proof of [9, Lemma 12] which works only in the case where a strongly convex mapping is of class $C^1$. On the other hand, the following lemma works without differentiability.

**Lemma 11.** Let $f = (f_1, \ldots, f_m) : \mathbb{R}^n \to \mathbb{R}^m$ be a strongly convex mapping. Let $\alpha_i > 0$ be a convexity parameter of $f_i$ and $K_i$ be the maximal value of $F_i : X^*(f) \times X^*(f) \to \mathbb{R}$ defined by $F_i(x, y) = |f_i(x) - f_i(y)|$ for any $i \in M$. Then, for any $w = (w_1, \ldots, w_m), \tilde{w} = (\tilde{w}_1, \ldots, \tilde{w}_m) \in \Delta^{m-1}$, we have that

$$
||x^*(w) - x^*(\tilde{w})|| \leq \sqrt{\frac{K_0 m}{\alpha_0} \sum_{i=1}^m |w_i - \tilde{w}_i|},
$$

where $\alpha_0 = \min \{ \alpha_1, \ldots, \alpha_m \}$ and $K_0 = \max \{ K_1, \ldots, K_m \}$.

**Remark 3.** In Lemma 11, the Pareto set $X^*(f)$ is compact by Lemma 10. For any $i \in M$, since $f_i$ is continuous by Lemma 1, the function $F_i$ has the maximal value $K_i$.

**Proof of Lemma 11.** Let $w, \tilde{w} \in \Delta^{m-1}$ be arbitrary elements. By Lemma 7, the function $\sum_{i=1}^m w_i f_i : \mathbb{R}^n \to \mathbb{R}$ (resp., $\sum_{i=1}^m \tilde{w}_i f_i : \mathbb{R}^n \to \mathbb{R}$) is a strongly convex function with a convexity parameter $\sum_{i=1}^m w_i \alpha_i$ (resp., $\sum_{i=1}^m \tilde{w}_i \alpha_i$). Since $x^*(w)$ (resp., $x^*(\tilde{w})$) is the minimizer of $\sum_{i=1}^m w_i f_i$ (resp., $\sum_{i=1}^m \tilde{w}_i f_i$), by Lemma 6 we get

$$
(3.4) \quad \left( \sum_{i=1}^m w_i f_i \right) (x^*(w)) + \sum_{i=1}^m w_i \alpha_i \frac{||x^*(\tilde{w}) - x^*(w)||^2}{2} \leq \left( \sum_{i=1}^m w_i f_i \right) (x^*(\tilde{w})),
$$

$$
(3.5) \quad \left( \sum_{i=1}^m \tilde{w}_i f_i \right) (x^*(\tilde{w})) + \sum_{i=1}^m \tilde{w}_i \alpha_i \frac{||x^*(w) - x^*(\tilde{w})||^2}{2} \leq \left( \sum_{i=1}^m \tilde{w}_i f_i \right) (x^*(w)).
$$

By (3.4) and (3.5), we have

$$
(3.6) \quad \sum_{i=1}^m \frac{w_i \alpha_i}{2} ||x^*(\tilde{w}) - x^*(w)||^2 \leq \sum_{i=1}^m w_i (f_i(x^*(\tilde{w})) - f_i(x^*(w))),
$$

$$
(3.7) \quad \sum_{i=1}^m \frac{\tilde{w}_i \alpha_i}{2} ||x^*(w) - x^*(\tilde{w})||^2 \leq \sum_{i=1}^m \tilde{w}_i (f_i(x^*(w)) - f_i(x^*(\tilde{w}))),
$$

respectively. By (3.6) and (3.7), we obtain

$$
\sum_{i=1}^m \frac{(w_i + \tilde{w}_i) \alpha_i}{2} ||x^*(\tilde{w}) - x^*(w)||^2 \leq \sum_{i=1}^m (w_i - \tilde{w}_i) (f_i(x^*(\tilde{w})) - f_i(x^*(w))).
$$
By the inequality above and $\sum_{i=1}^{m} (w_i + \bar{w}_i) = 2$, it follows that

$$\alpha_0 \|x^*(\bar{w}) - x^*(w)\|^2 \leq \sum_{i=1}^{m} (w_i - \bar{w}_i) (f_i(x^*(\bar{w})) - f_i(x^*(w))).$$

(3.8)

We also obtain

$$\sum_{i=1}^{m} (w_i - \bar{w}_i) (f_i(x^*(\bar{w})) - f_i(x^*(w))) \leq \sum_{i=1}^{m} |w_i - \bar{w}_i| |f_i(x^*(\bar{w})) - f_i(x^*(w))|,$$

$$\leq \sum_{i=1}^{m} |w_i - \bar{w}_i| K_i,$$

$$\leq K_0 \sum_{i=1}^{m} |w_i - \bar{w}_i|.$$

By the inequality above and (3.8), we have

$$\alpha_0 \|x^*(w) - x^*(\bar{w})\|^2 \leq K_0 \sum_{i=1}^{m} |w_i - \bar{w}_i|.$$

Therefore, it follows that

$$\|x^*(w) - x^*(\bar{w})\| \leq \sqrt{\frac{K_0}{\alpha_0} \sum_{i=1}^{m} |w_i - \bar{w}_i|}.$$

4. PROOF OF THEOREM 2

First, we give the following essential result for the proof of Theorem 2 (for the definition of $x^*: \Delta^{m-1} \rightarrow X^*(f)$ in Proposition 1 see (3.3)).

**Proposition 1.** Let $f: \mathbb{R}^n \rightarrow \mathbb{R}^m$ be a strongly convex mapping. Then, the mapping $x^*: \Delta^{m-1} \rightarrow X^*(f)$ is surjective and continuous.

Theorem 2(2) follows from Proposition 1(1) as follows: Let $I = \{i_1, \ldots, i_k\}$ ($i_1 < \cdots < i_k$) be an arbitrary non-empty subset of $M$ as in Section 2. Since $f_I: \mathbb{R}^n \rightarrow \mathbb{R}^k$ is a strongly convex mapping, $x^*_I: \Delta_I \rightarrow X^*(f_I)$ is surjective and continuous by Proposition 1(1). Hence, the problem of minimizing $f$ is $C^0$ weakly simplicial.

By the argument above, in order to complete the proof of Theorem 2(2) it is sufficient to show Proposition 1(1).

**Proof of Proposition 2** By Lemma 3(3) the mapping $x^*$ is surjective. Now, we prove that $x^*$ is continuous. Let $\bar{w} = (\bar{w}_1, \ldots, \bar{w}_m) \in \Delta^{m-1}$ be any element. For the proof, it is sufficient to show that $x^*$ is continuous at $\bar{w}$. Let $\varepsilon$ be an arbitrary positive real number. Then, there exists an open neighborhood $V$ of $\bar{w}$ in $\Delta^{m-1}$ satisfying

$$\sqrt{\frac{K_0}{\alpha_0} \sum_{i=1}^{m} |w_i - \bar{w}_i|} < \varepsilon$$

for any $w \in V$, where $K_0$ and $\alpha_0$ are defined in Lemma 11(11). From Lemma 11(11) it follows that

$$\|x^*(w) - x^*(\bar{w})\| < \varepsilon$$

□
for any \( w \in V \).

\[ \square \]

**Remark 4.** The mapping \( x^* \) in Proposition 1 is not necessarily injective even in the case where the minimizers of \( f_1, \ldots, f_m \) are different as follows. Let \( f = (f_1, f_2) : \mathbb{R} \to \mathbb{R}^2 \) be the mapping defined by

\[
\begin{align*}
    f_1(x) &= x^2 + |x|, \\
    f_2(x) &= (x - 1)^2 + |x - 1|.
\end{align*}
\]

Then, \( f \) is strongly convex\(^2\) and non-differentiable. Since the minimizer of \( f_1 \) is \( x = 0 \) and that of \( f_2 \) is \( x = 1 \), these minimizers are different. Let \( \varphi : [0, 1] \to \Delta^1 \) be the diffeomorphism defined by \( \varphi(w_1) = (w_1, 1 - w_1) \). We can easily obtain the following:

\[
x^* \circ \varphi(w_1) = \begin{cases} 
    1 & \text{if } 0 \leq w_1 < \frac{1}{4}, \\
    \frac{3 - 4w_1}{2} & \text{if } \frac{1}{4} \leq w_1 \leq \frac{3}{4}, \\
    0 & \text{if } \frac{3}{4} < w_1 \leq 1.
\end{cases}
\]

Thus, \( x^* \) is not injective.

5. Application to elastic net

In this section, we demonstrate an application of Theorem 2 to a statistical modeling problem. First, we introduce the elastic net and reformulate it to a multi-objective optimization problem in Section 5.1. Second, we introduce the Bézier simplex and its fitting algorithm in Section 5.2. Through experiments, we show the practicality of this method in Section 5.3. Results and discussion are presented in Sections 5.4 and 5.5.

5.1. Elastic net and its multi-objective reformulation. The elastic net \(^{22}\) is a sparse modeling method that is originally a single-objective problem but can be reformulated as a multi-objective one. Let us consider a linear regression model:

\[
y = \theta_1 x_1 + \theta_2 x_2 + \cdots + \theta_n x_n + \zeta,
\]

where \( x_i \) and \( \theta_i \) (\( i = 1, \ldots, n \)) are a predictor and its coefficient, \( y \) is a response to be predicted, and \( \zeta \) is a Gaussian noise. Given a matrix \( X \) with \( m \) rows of observations and \( n \) columns of predictors, a row vector \( y \) of \( m \) responses, the (original) elastic net regressor is the solution to the following problem:

\[
(5.1) \quad \text{minimize}_{\theta \in \mathbb{R}^n} g_{\mu, \lambda}(\theta) = \frac{1}{2m} \|X\theta - y\|^2 + \mu |\theta| + \frac{\lambda}{2} \|\theta\|^2,
\]

where \( \|\cdot\| \) is the \( \ell_2 \)-norm, \( |\cdot| \) is the \( \ell_1 \)-norm, and \( \mu, \lambda \) are fixed non-negative numbers for regularization. Note that with \( \mu = \lambda = 0 \), the problem \((5.1)\) reduces to the ordinary least squares (OLS) regression: with \( \mu > 0 \) and \( \lambda = 0 \), it turns into the lasso regression \(^{20}\), which find a sparse solution that suppresses ineffective predictors; with \( \mu = 0 \) and \( \lambda > 0 \), it becomes the ridge regression \(^{11}\), which finds a stable solution against multicollinear predictors. Thus the elastic net regression, with \( \mu > 0 \) and \( \lambda > 0 \), inherits both of the lasso and ridge properties. Choosing

\(^2\)It follows from the fact that a function \( f : \mathbb{R}^n \to \mathbb{R} \) is strongly convex with a convexity parameter \( \alpha > 0 \) if and only if the function \( g : \mathbb{R}^n \to \mathbb{R} \) defined by \( g(x) = f(x) - \frac{\alpha}{2} \|x\|^2 \) is convex (for the proof of the fact, see for example \(^9\)).
appropriate values for \( \mu \) and \( \lambda \) involves a 2-D black-box search on an unbounded domain, which often requires a great deal of computational effort.

In order to avoid such an expensive hyper-parameter search, we reformulate the problem into a multi-objective strongly convex one: first, consider its weighting problem; next, make an approximation of the solution mapping (which requires fewer models to train than the original hyper-parameter search does); then, compare possible models on the approximation and find the best weight (which is computationally cheap and does not require additional training); and finally, send the best weight back to a hyper-parameter in the original problem.

For this purpose, we separate the OLS term and the regularization terms into individual objective functions:

\[
    f_1(\theta) = \frac{1}{2m} \| X\theta - y \|^2, \quad f_2(\theta) = |\theta|, \quad f_3(\theta) = \frac{1}{2} \| \theta \|^2.
\]

The functions \( f_1 \) and \( f_2 \) are convex but may not be strongly convex. We add a small amount of \( f_3 \) values to each function, making them strongly convex:

\[
    \min_{\theta \in \mathbb{R}^n} \tilde{f}(\theta) = (\tilde{f}_1(\theta), \tilde{f}_2(\theta), \tilde{f}_3(\theta))
\]

(5.2)

where \( \tilde{f}_i(\theta) = f_i(\theta) + \varepsilon f_3(\theta) \) \((i = 1, 2, 3)\).

In (5.2), we assume that \( \varepsilon \) is a positive real number. Hence, the mapping \( \tilde{f} \) in (5.2) is strongly convex but non-differentiable.

Now let us consider how to obtain the whole Pareto set and Pareto front of the problem (5.2). By Lemmas 5 and 7 the weighting problem

\[
    \min_{\theta \in \mathbb{R}^n} h_w(\theta) = w_1\tilde{f}_1(\theta) + w_2\tilde{f}_2(\theta) + w_3\tilde{f}_3(\theta)
\]

has a unique solution for every weight \( w = (w_1, w_2, w_3) \in \mathcal{D}^2 \). We denote this solution by \( \arg \min_{\theta \in \mathbb{R}^n} h_w(\theta) \). By Proposition 1, one can define a continuous surjection \( \theta^* : \mathcal{D}^2 \to X^*(\tilde{f}) \) by

\[
    \theta^*(w) = \arg \min_{\theta \in \mathbb{R}^n} h_w(\theta).
\]

(5.3)

Since \( \tilde{f} : \mathbb{R}^n \to \mathbb{R}^3 \) is continuous by Lemma 8 the mapping

\[
    \tilde{f} \circ \theta^* : \mathcal{D}^2 \to \tilde{f}(X^*(\tilde{f}))
\]

is also surjective and continuous, where the topology of \( \tilde{f}(X^*(\tilde{f})) \) is induced from \( \mathbb{R}^3 \). We define the Pareto graph of \( \tilde{f} \) by \( G^*(\tilde{f}) = \{(\theta, \tilde{f}(\theta)) \in \mathbb{R}^{n+3} \mid \theta \in X^*(\tilde{f}) \} \)

and the solution mapping by

\[
    (\theta^*, \tilde{f} \circ \theta^*) : \mathcal{D}^2 \to G^*(\tilde{f}),
\]

(5.4)

which is again surjective and continuous, where the topology of \( G^*(\tilde{f}) \) is induced from \( \mathbb{R}^{n+3} \). Since \( \theta^*(\mathcal{D}^2) = X^*(\tilde{f}_I) \) for all \( I \) satisfying \( \emptyset \neq I \subseteq \{1, 2, 3\} \), the solution mapping contains the information of the Pareto set and the Pareto front of every subproblem, i.e., the mappings

\[
    \theta^*_{|\mathcal{D}^2_I} : \mathcal{D}^2_I \to X^*(\tilde{f}_I),
\]

\[
    \tilde{f}_I \circ \theta^*_{|\mathcal{D}^2_I} : \mathcal{D}^2_I \to \tilde{f}_I(X^*(\tilde{f}_I))
\]

for all \( I \) such that \( \emptyset \neq I \subseteq \{1, 2, 3\} \) are surjective and continuous, where the topology of \( \mathcal{D}^2_I, X^*(\tilde{f}_I), \) and \( \tilde{f}_I(X^*(\tilde{f}_I)) \) are induced from \( \mathcal{D}^2, \mathbb{R}^n, \) and \( \mathbb{R}^{|I|} \), respectively.
Note that for any \( w = (w_1, w_2, w_3) \in \Delta^2 \setminus \bigtriangleup_{2,3} \), the point \( \theta^*(w) \) is the minimizer of the function \( g_{\mu(w),\lambda(w)} \) in (5.1), where

\[
\begin{align*}
\mu(w) &= \frac{w_2}{w_1}, \\
\lambda(w) &= \frac{w_3 + \varepsilon w_1}{w_1},
\end{align*}
\]

and \( \varepsilon \) is given in (5.2). In particular, the image of the mapping \( (\theta^*, \tilde{f} \circ \theta^*)|_{\bigtriangleup_I} : \Delta^2 \rightarrow G^*(\tilde{f}) \) for \( I = \{1\}, \{1, 2\}, \{1, 3\} \) approximates\(^3\) to an OLS solution, the lasso solution path, and the ridge solution path, respectively. The equations in (5.5) are easily obtained by comparing (5.1) and (5.2).

**Example 1.** Figure 1 shows the solution mapping of the elastic net for the following data:

\[
X = \begin{pmatrix}
1 & 2 & 3 \\
6 & 5 & 4 \\
7 & 8 & 9 \\
12 & 11 & 10
\end{pmatrix}, \quad y = \begin{pmatrix}
1 \\
2 \\
3 \\
4
\end{pmatrix}.
\]

\(^3\)This image does not exactly coincide with the original solutions due to \( \varepsilon \) introduced in (5.2).
By \( w = (1, 0, 0) \), an OLS solution (the red point in the figure) is obtained. With \( w = (t, 1 - t, 0) \) for \( 0 < t < 1 \), the lasso solution path (the red-green curve in the figure) is obtained. With \( w = (t, 0, 1 - t) \) for \( 0 < t < 1 \), the ridge solution path (the red-blue curve in the figure) is obtained.

5.2. Bézier simplex fitting. Let \( \mathbb{N} \) be the set of nonnegative integers and

\[
\mathbb{N}^m_d = \left\{ (i_1, \ldots, i_m) \in \mathbb{N}^m \left| \sum_{k=1}^m i_k = d \right. \right\}.
\]

An \((m - 1)\)-dimensional Bézier simplex of degree \( d \) in \( \mathbb{R}^n \) is a mapping \( b : \Delta^{m-1} \rightarrow \mathbb{R}^n \) specified by control points \( p_i \in \mathbb{R}^n \) \((i \in \mathbb{N}^m_d)\):

\[
b(w) = \sum_{i \in \mathbb{N}^m_d} \binom{d}{i} w^i p_i,
\]

where \( \binom{d}{i} = \frac{d!}{i_1! i_2! \cdots i_m!} \) and \( w^i = w_1^{i_1} w_2^{i_2} \cdots w_m^{i_m} \).

It is known that any continuous mapping from a simplex to a Euclidean space can be approximated by a Bézier simplex:

**Theorem 3 ([12, Theorem 1]).** Let \( \phi : \Delta^{m-1} \rightarrow \mathbb{R}^n \) be a continuous mapping. There exists an infinite sequence of Bézier simplices \( b^i : \Delta^{m-1} \rightarrow \mathbb{R}^n \) such that

\[
\lim_{i \rightarrow \infty} \sup_{w \in \Delta^{m-1}} \| \phi(w) - b^i(w) \| = 0.
\]

Tanaka et al. [19] proposed an algorithm for adjusting control points so that a Bézier simplex of fixed degree fits a sample of the graph of a continuous mapping \( \phi : \Delta^{m-1} \rightarrow \mathbb{R}^n \). Based on the above theorem and algorithm, one can build a Bézier simplex approximation of the solution mapping \((\theta^*, \tilde{f} \circ \theta^*) : \Delta^2 \rightarrow \mathbb{R}^{n+3}\) in (5.4) by using a sample of it, where the input is a hyper-parameter vector \( w \), and the output is a concatenation of a model parameter vector \( \theta^*(w) \) and a loss vector \( \tilde{f}(\theta^*(w)) \).

5.3. Experiments. We empirically confirmed the aforementioned theory that the solution mapping of the multi-objective elastic net can be approximated by a Bézier simplex. We used eight datasets shown in table 1 all of which are adopted from UCI Machine Learning Repository [5]. To train the elastic net for each dataset, the attributes were split into predictors and responses according to the description on the dataset’s web page. If the dataset contains two responses, the elastic net prepares two sets of all predictors, each of which predicts each response, i.e., the elastic net has 206 predictors for Residential Building and 770 predictors for Slice Localization. The predictors and responses were normalized as the range of each attribute becomes the unit interval.

For each dataset, a sample of the solution mapping was created as follows. We generated 5151 hyper-parameters as grid points on \( \Delta^2 \):

\[
w = \frac{1}{100} (n_1, n_2, n_3) \text{ such that } n_1, n_2, n_3 \in \{0, 1, \ldots, 100\}, \; n_1 + n_2 + n_3 = 100.
\]

For each point \( w \), we computed the value of \( \theta^*(w) \) and \( \tilde{f} \circ \theta^*(w) \). To do so, the weight \( w = (w_1, w_2, w_3) \) was converted to the regularization coefficient \((\mu, \lambda)\) according to (5.5), where the magnitude of perturbation \( \varepsilon \) was set to 1E-16. Then, the original elastic net problem (5.1) was solved by the coordinate descent method.
We trained Bézier simplices by the all-at-once method\cite{19} using the grid points $w$ as inputs and the elastic net results $(\theta^*(w), f \circ \theta^*(w))$ as outputs. For each setting below, 10 trials were run with different random seeds:

**Train-test split ratio:** Train : Test = 51 : 5100, 257 : 4894, 515 : 4636, 2575 : 2576, 5100 : 51.

**Degree of Bézier simplex:** $d = 1, 2, \ldots, 14, 15, 20, 25, 30$.

We carried out experiments on the ITO supercomputer\footnote{https://www.cc.kyushu-u.ac.jp/scp/eng/system/ITO/01_intro.html}. The elastic net and the Bézier simplex fitting were implemented by the Python package\cite{scikit-learn} 0.24.2 and\cite{pytorch-bsf} 0.0.1, respectively.

### 5.4. Results

Figure\ref{fig:results} shows how train and test MSEs change as the degree increases in fitting a Bézier simplex for various train-test split ratios of QSAR Fish Toxicity dataset. When the ratio is 51 : 5100 (Figure\ref{fig:results}(a)), degree $d = 4$ is optimal to minimize the average test MSE. In case of the ratio being 257:4894 (Figure\ref{fig:results}(b)), the optimal degree becomes $d = 10$, and its average test MSE is lower than that of the ratio being 51 : 5100 and $d = 4$. As the ratio goes higher (Figures\ref{fig:results}(c) to\ref{fig:results}(e)), the optimal degree keeps increasing, and its average test MSE consistently decreases. This result agrees with the approximation theorem of Bézier simplices (Theorem\cite{3}).

Next, let us visually check the quality of approximation. Figure\ref{fig:approximation} compares the ground truth and two approximations, one built from a large sample (train-test split is 5100 : 51, and degree is $d = 25$) and the other made from a small sample (train-test split is 51 : 5100, and degree is $d = 4$). In the figure, each point is colored with its corresponding weight $w$ by converting $(w_1, w_2, w_3)$-coordinates to RGB values. The color changes continuously on each surface in the ground truth (Figure\ref{fig:approximation}(a)), confirming Proposition\cite{1} that states the mapping $\theta^*$ is continuous (and thus so is $f \circ \theta^*$). The large sample approximation (Figure\ref{fig:approximation}(b)) is close to the ground truth,
Figure 2. Degree versus MSE on QSAR Fish Toxicity.
ALL UNCONSTRAINED STRONGLY CONVEX PROBLEMS ARE WEAKLY SIMPLICIAL

which means all the elastic net models trained with different hyper-parameters are represented by a Bézier simplex as well as their loss values. It is surprising that even with a small sample (Figure 3(c)), the Pareto front is still well-approximated, which enables us to conduct trade-off analysis on the approximate Pareto front for exploring the preferred hyper-parameter.

Approximation errors for all datasets are shown in table 2. In the large sample case (train-test split is 5100 : 51), setting $d = 30$ minimizes the test MSE for most of the datasets (except QSAR Fish Toxicity and Residential Building). This indicates that, as the approximation theorem (Theorem 3) implies, the Bézier simplex can approximate the solution mapping of the elastic net no matter what dataset is given. When the size of the training set is 51, setting $d = 3$ minimizes the test MSE for most of the datasets (except Blog Feedback and QSAR Fish Toxicity). This result implies that the optimal degree may be insensitive to what dataset the elastic net fits and mainly determined by the size of the training set for the Bézier simplex (i.e., the number of trained elastic net models).

5.5. Discussion. We have seen in Figure 3 that to obtain a good approximation, the Pareto set requires a large sample and high degree while the Pareto front does a
Table 2. Optimal degree \(d^*\) and its approximation error (average ± standard deviation over 10 trials).

| Dataset                  | Large sample | Small sample |
|--------------------------|--------------|--------------|
|                          | \(d^*\)      | Test MSE     | \(d^*\)      | Test MSE     |
| Blog Feedback            | 30 \(5.21E-04\) ± 4.28E-04 | 1 \(5.62E-03\) ± 1.26E-04 |
| Fertility                | 30 \(4.71E-05\) ± 1.34E-05 | 3 \(7.56E-03\) ± 1.82E-03 |
| Forest Fires             | 30 \(5.52E-05\) ± 3.08E-05 | 3 \(7.17E-03\) ± 1.11E-03 |
| QSAR Fish Toxicity      | 25 \(4.16E-05\) ± 1.09E-05 | 3 \(7.56E-03\) ± 1.41E-03 |
| Residential Building     | 25 \(3.55E-04\) ± 2.55E-04 | 3 \(6.94E-03\) ± 1.82E-03 |
| Slice Localization      | 30 \(5.95E-04\) ± 4.38E-04 | 3 \(7.17E-03\) ± 1.11E-03 |
| Wine                     | 30 \(6.71E-05\) ± 1.42E-05 | 3 \(7.00E-03\) ± 5.63E-04 |
| Yacht Hydrodynamics     | 30 \(6.75E-05\) ± 4.32E-05 | 3 \(3.51E-03\) ± 3.62E-04 |

small sample and low degree. This may be caused by the difference in the smoothness of the solution mapping. Due to variable selection by the \(L_1\)-regularization in the elastic net, the mapping \(\theta^*: \Delta^2 \rightarrow X^*(\tilde{f})\) has “corners” as shown in the middle plot of Figure 3(a). Nevertheless, as shown in the right plot of Figure 3(a) such “corners” disappear in the mapping \(\tilde{f} \circ \theta^*: \Delta^2 \rightarrow \tilde{f}(X^*(\tilde{f}))\). Similar features have been observed across all the datasets (their scatter plots are omitted due to space limitations). We expect that the required sample size and degree would be decreased if one can subdivide the Bézier simplex at non-smooth points. The development of such a subdivision algorithm is future work.

To find the best weight on the approximation, weights corresponding to typical hyper-parameters will help for comparison. If we have some hyper-parameters in the original problem, then transformation from a hyper-parameter \((\mu, \lambda)\) to a weight \((w_1, w_2, w_3)\) gives such “guiding” weights. For any \(\mu, \lambda\) such that

\[
0 \leq \mu \leq \frac{\lambda - \varepsilon}{\varepsilon},
\]

the minimizer of the function \(g_{\mu, \lambda}\) in (5.1) is the point \(\theta^*(w(\mu, \lambda))\), where \(w(\mu, \lambda) = (w_1(\mu, \lambda), w_2(\mu, \lambda), w_3(\mu, \lambda))\) is defined by

\[
w_1(\mu, \lambda) = \frac{1 + \varepsilon}{\lambda + \mu + 1},
\]

\[
w_2(\mu, \lambda) = \frac{(1 + \varepsilon)\mu}{\lambda + \mu + 1},
\]

\[
w_3(\mu, \lambda) = \frac{\lambda - \varepsilon(\mu + 1)}{\lambda + \mu + 1}.
\]

Here, by (5.6), note that \(\lambda + \mu + 1 \neq 0\) and \(w(\mu, \lambda) \in \Delta^2 \setminus \Delta^2_{\{2, 3\}}\) (see Section 5.6 which also contains the derivation of (5.6) and (5.7)).

5.6. Derivation of (5.6) and (5.7). Let us first derive the equations in (5.7) that converts \((\mu, \lambda)\) to \((w_1, w_2, w_3)\), which is true for some superset of \(\Delta^2 \setminus \Delta^2_{\{2, 3\}}\).
By $\mu = w_2/w_1$ in (5.5) and $w_1 + w_2 + w_3 = 1$, we have
\begin{align*}
w_3 & = 1 - w_1 - w_2 \\
& = 1 - w_1 - \mu w_1 \\
& = 1 - (\mu + 1)w_1.
\end{align*}
(5.8)

By $\lambda = (w_3 + \varepsilon)/w_1$ in (5.5), we have
\begin{equation}
w_3 = \lambda w_1 - \varepsilon.
\end{equation}
(5.9)

Combining (5.8) and (5.9), we have
\begin{align*}
1 - (\mu + 1)w_1 &= \lambda w_1 - \varepsilon \\
\iff (\lambda + \mu + 1)w_1 &= 1 + \varepsilon.
\end{align*}
Since $\mu, \lambda \geq 0$, we have $\lambda + \mu + 1 > 0$ and
\begin{equation}
w_1 = \frac{1 + \varepsilon}{\lambda + \mu + 1}.
\end{equation}
(5.10)

Then, we substitute (5.10) into (5.9) and obtain
\begin{align*}
w_3 &= \lambda w_1 - \varepsilon \\
&= \lambda \times \frac{1 + \varepsilon}{\lambda + \mu + 1} - \varepsilon \\
&= \frac{\lambda(1 + \varepsilon) - \varepsilon(\lambda + \mu + 1)}{\lambda + \mu + 1} \\
&= \frac{\lambda - \varepsilon \mu - \varepsilon}{\lambda + \mu + 1}.
\end{align*}
(5.11)

Finally, we have
\begin{align*}
w_2 &= 1 - w_1 - w_3 \\
&= \frac{(\lambda + \mu + 1) - (1 + \varepsilon) - (\lambda - \varepsilon \mu - \varepsilon)}{\lambda + \mu + 1} \\
&= \frac{(1 + \varepsilon)\mu}{\lambda + \mu + 1}.
\end{align*}
(5.12)

Next, let us restrict the possible range of $\mu, \lambda$ to satisfy $w(\mu, \lambda) \in \Delta^2 \setminus \Delta_{\{2,3\}}^2$, which derives (5.6). By $0 < w_1 \leq 1$, it follows from (5.10) that
\begin{equation}
1 + \varepsilon \leq \lambda + \mu + 1,
\end{equation}
which can be simplified to
\begin{equation}
\varepsilon - \lambda \leq \mu.
\end{equation}
(5.13)

By $0 \leq w_2 \leq 1$, it follows from (5.12) that
\begin{equation}
(1 + \varepsilon)\mu \leq \lambda + \mu + 1,
\end{equation}
which can be simplified to
\begin{equation}
\varepsilon \mu \leq \lambda + 1.
\end{equation}
Since $\varepsilon > 0$, we have
\begin{equation}
\mu \leq \frac{\lambda + 1}{\varepsilon}.
\end{equation}
(5.14)
By $0 \leq w_3 \leq 1$, it follows from (5.11) that
$$0 \leq \lambda - \varepsilon \mu - \varepsilon \leq \lambda + \mu + 1.$$ 
It can be simplified to
$$(5.15) \quad -1 \leq \mu \leq \frac{\lambda - \varepsilon}{\varepsilon}.$$ 
By (5.13) to (5.15) and $\mu \geq 0$, we have
$$0 \leq \mu \leq \frac{\lambda - \varepsilon}{\varepsilon}.$$ 

6. Conclusions

In this paper, we have shown that all unconstrained strongly convex problems are weakly simplicial. As an engineering application of the main theorem, we have reformulated the elastic net into a multi-objective strongly convex problem and approximated its solution mapping by a Bézier simplex. Such an approximation enables us to explore the hyper-parameter space of the elastic net within reasonable computation resources.

In future work, we plan to study what subclass of strongly convex problems are simplicial. While the question has been resolved for $C^1$ mappings [9], removing its differentiability assumption will bring us to a completely different stage where new mathematics for optimization may be waiting for discovery.
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