1. Introduction

Virtual reality (VR) can be used as a tool to analyze the interactions between the visual system of a robotic agent and the environment, with the aim of designing the algorithms to solve the visual tasks necessary to properly behave into the 3D world. The novelty of our approach lies in the use of the VR as a tool to simulate the behavior of vision systems. The visual system of a robot (e.g., an autonomous vehicle, an active vision system, or a driving assistance system) and its interplay with the environment can be modeled through the geometrical relationships between the virtual stereo cameras and the virtual 3D world. Differently from conventional applications, where VR is used for the perceptual rendering of the visual information to a human observer, in the proposed approach, a virtual world is rendered to simulate the actual projections on the cameras of a robotic system. In this way, machine vision algorithms can be quantitatively validated by using the ground truth data provided by the knowledge of both the structure of the environment and the vision system.

In computer vision (Trucco & Verri, 1998; Forsyth & Ponce, 2002), in particular for motion analysis and depth reconstruction, it is important to quantitatively assess the progress in the field, but too often the researchers reported only qualitative results on the performance of their algorithms due to the lack of calibrated image database. To overcome this problem, recent works in the literature describe test beds for a quantitative evaluation of the vision algorithms by providing both sequences of images and ground truth disparity and optic flow maps (Scharstein & Szeliski, 2002; Baker et al., 2007). A different approach is to generate image sequences and stereo pairs by using a database of range images collected by a laser range-finder (Yang & Purves, 2003; Liu et al., 2008).

In general, the major drawback of the calibrated data sets is the lack of interactivity: it is not possible to change the scene and the camera point of view. In order to face the limits of these approaches, several authors proposed robot simulators equipped with visual sensors and capable to act in virtual environments. Nevertheless, such software tools are capable of accurately simulating the physics of robots, rather than their visual systems. In many works, the stereo vision is intended for future developments (Jørgensen & Petersen, 2008; Awaad et al., 2008), whereas other robot simulators in the literature have a binocular vision system (Okada et al., 2002; Ulusoy et al., 2004), but they work on stereo image pairs where parallel axis cameras are used. More recently, a commercial application (Michel, 2004) and an open source project for cognitive robotics research (Tikhanoff et al., 2008) have been developed both capable to fixate a target, nevertheless the ground truth data are not provided.
2. The visual system simulator

Figure 1a-b shows the real-world images gathered by a binocular robotic head, for different stereo configurations: the visual axes of the cameras are kept parallel (Fig. 1a) and convergent for fixating an object in the scene (the small tin, see Fig. 1b). It is worth noting that both horizontal and vertical disparities have quite large values in the periphery, while disparities are zero in the fixation point. Analogously, if we look at the motion field generated by an agent moving in the environment (see Fig. 1c), where both still and moving objects are present the resulting optic flow is composed both by ego-motion components, due to motion of the observer, and by the independent movements of the objects in the scene.
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Fig. 1. Binocular snapshots obtained by real-world vision systems. (a)-(b): The stereo image pairs are acquired by a binocular active vision system (http://www.searise.eu/) for different stereo configurations: the visual axes of the cameras are (a) kept parallel, (b) convergent for fixating an object in the scene (the small tin). The anaglyphs are obtained with the left image on the red channel and the right image on the green and blue channels. The interocular distance is 30 cm and the camera resolution is $1392 \times 1236$ pixels with a focal length of 7.3 mm. The distance between the cameras and the objects is between 4 m and 6 m. It is worth noting that both horizontal and vertical disparities are present. (c): Optic flow superimposed on a snapshot of the relative image sequence, obtained by a car, equipped with a pair of stereo cameras with parallel visual axes, moving in a complex real environment. The resolution of the cameras is $1392 \times 1040$ pixels with a focal length of 6.5 mm, and the baseline is 33 cm (http://pspc.dibe.unige.it/drvsco/). Different situations are represented: ego-motion (due to the motion of the car) and a translating independent movement of a pedestrian (only the left frame is shown).

The aim of the work described in this chapter is to simulate the active vision system of a robot acting and moving in an environment rather than the mechanical movements of the robot itself. In particular, we aim to precisely simulate the movements (e.g. vergence and version) of the two cameras and of the robot in order to provide the binocular views and the related ground truth data (horizontal and vertical disparities and binocular motion field). Thus, our VR tool can be used for two different purposes (see Fig. 2):

1. to obtain binocular image sequences with related ground truth, to quantitatively assess the performances of computer vision algorithms;
2. to simulate the closed loop interaction between visual perception and action of the robot.

The binocular image sequences provided by the VR engine could be processed by computer vision algorithms in order to obtain the visual features necessary to the control strategy of the robot movements. These control signals act as an input to the VR engine, thus simulating the...
The proposed active vision system simulator. Mutual interactions between a robot and the environment can be emulated to validate the visual processing modules in a closed perception-action loop and to obtain calibrated ground truth data.

In the following, a detailed description of the model of a robotic visual system is presented.

### 2.1 Tridimensional environment

The 3D scene is described by using the VRML format. Together with its successor X3D, VRML has been accepted as an international standard for specifying vertices and edges for 3D polygons, along with the surface color, UV mapped textures, shininess and transparency. Though a large number of VRML models are available, e.g. on the web, they usually have not photorealistic textures and they are often characterized by simple 3D structures. To overcome this problem, a dataset of 3D scenes, acquired in controlled but cluttered laboratory conditions, has been created by using a scanner laser. The results presented in Section 6 are obtained by using the dataset obtained in our laboratory. It is worth noting that the complex 3D VRML models can be easily replaced by simple geometric figures (cubes, cones, planes) with or without textures at any time, in order to use the simulator as an agile testing platform for the development of complex computer vision algorithms.

### 2.2 Rendering

The scene is rendered in an on-screen OpenGL context (see Section 5 for details). Moreover, the `SoOffScreenRenderer` class is used for rendering scenes in off-screen buffers and to save to disk the sequence of stereo pairs. The renderer can produce stereo images of different resolution and acquired by cameras with different field of views. In particular, one can set the following parameters:

- resolution of the cameras (the maximum possible resolution depends on the resolution of the textures and on the number of points of the 3D model);
- horizontal and vertical field of view (HFOV and VFOV, respectively);
- distance from camera position to the near clipping plane in the camera’s view volume, also referred to as a viewing frustum, (nearDistance);
– distance from camera position to the far clipping plane in the camera’s view volume (\textit{farDistance});
– distance from camera position to the point of focus (\textit{focalDistance}).

2.3 Binocular head and eye movements

The visual system, presented in this Section, is able to generate the sequence of stereo image pairs of a binocular head moving in the 3D space and fixating a 3D point \((X^F, Y^F, Z^F)\). The geometry of the system and the parameters that can be set are shown in Figure 3.
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\caption{Schematic representation of the geometry of the binocular active vision system.}
\end{figure}

The head is characterized by the following parameters (each expressed with respect to the world reference frame \((X^W, Y^W, Z^W)\)):

– cyclopic position \(C = (X^C, Y^C, Z^C)\);
– nose orientation;
– fixation point \(F = (X^F, Y^F, Z^F)\).

Once the initial position of the head is fixed, then different behaviours are possible:

– to move the eyes by keeping the head (position and orientation) fixed;
– to change the orientation of the head, thus mimicking the movements of the neck;
– to change both the orientation and the position of the head, thus generating more complex motion patterns.

These situations imply the study of different perceptual problems, from scene exploration to navigation with ego-motion. Thus, in the following (see Section 6), we will present the results obtained in different situations.

For the sake of clarity and simplicity, in the following we will consider the position \(C = (X^C, Y^C, Z^C)\) and the orientation of the head fixed, thus only the ocular movements will be...
considered. In Section 3.3.1 different stereo systems will be described (e.g. pan-tilt, tilt-pan, etc.), the simulator can switch through all these different behaviours. The results presented in the following consider a situation in which the eyes can rotate around an arbitrary axis, chosen in order to obtain the minimum rotation to make the ocular axis rotate from the initial position to the target position (see Section 3.3.1).

2.4 Database of ground truth data
In the literature several database of ground truth data can be found, to quantitatively assess optic flow and disparity measures.

One of the best known and widely used is the Yosemite sequence, that has been used extensively for experimentation and quantitative evaluation of the performances of optical flow computation techniques, camera motion estimation, and structure from motion algorithms. The data was originally generated by Lynn Quam at SRI and David Heeger (Heeger, 1987) was the first to use it for optical flow experimentation. The sequence is generated by taking an aerial image of Yosemite valley and texture mapping it onto a depth map of the valley. A synthetic sequence is generated by flying through the valley.

Other simple, but widely used, image sequences with associated ground truth data are the Translating tree and the Diverging tree by (Fleet & Jepson, 1990). Moreover, it is possible to find the Marbled-Block sequence, recorded and first evaluated by (Otte & Nagel, 1995), a polyhedral scene with a moving marbled block and moving camera.

A large number of algorithms for the estimation of optic flow have been benchmarked, by using these sequences. Unfortunately, it is difficult to know how relevant these results are to real 3D imagery, with all its associated complexities (for example motion discontinuities, complex 3D surfaces, camera noise, specular highlights, shadows, atmospherics, transparency). To this aim (McCane et al., 2001) have used two methods to generate more complex sequences with ground-truth data: a ray-tracer which generates optical flow, and a Tcl/Tk tool which allows them to generate ground truth optical flow from simple (i.e. polygonal) real sequences with a little help from the user.

Nevertheless, these sequences are too simple and the needs of providing more complex situation leads to the creation of databases that include much more complex real and synthetic scenes, with non-rigid motions (Baker et al., 2007). The authors rather than collecting a single benchmark dataset (with its inherent limitations), they collect four different sets, each satisfying a different subset of desirable properties. A proper combination of these datasets could be sufficient to allow a rigorous evaluation of optical flow algorithms.

Analogously, for the estimation of binocular disparity, synthetic images have been used extensively for quantitative comparisons of stereo methods, but they are often restricted to simple geometries and textures (e.g., random-dot stereograms). Furthermore, problems arising with real cameras are seldom modeled, e.g., aliasing, slight misalignment, noise, lens aberrations, and fluctuations in gain and bias. Some well known stereo pairs, with ground truth, are used by researcher to benchmark their algorithms: the Tsukuba stereo pair (Nakamura et al., 1996), and Sawtooth and Venus created by (Scharstein & Szeliski, 2002). Though these sequence are widely used also in recent papers, in the last years the progress in the performances of stereo algorithms is quickly outfacing the ability of these stereo data sets to discriminate among the best-performing algorithms, thus motivating the need for more challenging scenes with accurate ground truth information. To this end, (Scharstein & Szeliski, 2003) describe a method for acquiring high-complexity stereo image pairs with pixel-accurate correspondence information using structured light.
Nevertheless, databases for the evaluation of the performances of active stereo systems are still missing. The stereo geometry of the existing database is fixed, and characterized by parallel axis cameras. By using the software environment we developed, it is possible to collect a large number of data in different situations: e.g. vergent stereo cameras with different fixation points and orientation of the eyes, optic flow maps obtained for different ego-motion velocities, or different gaze orientation. The true disparity and optic flow maps can be stored together with the 3D data from which they have been generated and the corresponding image sequences. These data can be used for future algorithm benchmarking also by other researchers in the Computer Vision community. A tool capable of continuously generating ground truth data can be used online together with the visual processing algorithms to have a continuous assessment of their reliability. Moreover, the use of textured 3D models, acquired in real-world conditions, can solve the lack of realism that affects many datasets in the literature.

2.5 Computer vision module
Visual features (e.g. edges, disparity, optic flow) are extracted by the sequence of binocular images by the Computer Vision module. It can implement any kind of computer vision algorithm. The faithful detection of the motion and of the distance of the objects in the visual scene is a desirable feature of any artificial vision system designed to operate in unknown environments characterized by conditions variable in time in an often unpredictable way. In the context of an ongoing research project (EYESHOTS, 2008) we aimed to investigate the potential role of motor information in the early stages of human binocular vision, the computation of disparity and optic flow has been implemented in the simulator by a distributed neuromorphic architecture, described in (Chessa et al., 2009). In such distributed representations, or population codes, the information is encoded by the activity pattern of a network of simple and complex neurons, that are selective for elemental vision attributes: oriented edges, direction of motion, color, texture, and binocular disparity (Adelson & Bergen, 1991). In this way, it is possible to use the simulator to study adaptation mechanisms of the responses of the neural units on the basis of the relative orientation of the eyes.

2.6 Control module
This module generates the control signal that is responsible for the camera/eye movements, in particular for version and vergence, and for the movement of the neck (rotation and position). By considering the neck fixed, and thus focusing on eye movements only, the simulator has been exploited to study a model of vergence control based on a dual-mode paradigm (Gibaldi et al., 2010; Hung et al., 1986). The goal of the vergence control module is to produce the control signals for the eyes to bring and keep the fixation point on the surface of the object of interest without changing the gaze direction. Since the task is to nullify the disparity in fovea, the vergence control module receives inputs from the same disparity detector population response described in Section 2.5 and converts it into the speed rotation of each eye. Other control models can be easily adopted to replace the existing one, in order to achieve different behaviours or to compare different algorithms and approaches.

3. Geometry of the stereo vision
In the literature the most frequently used methods to render stereo image pairs are (Bourke & Morse, 2007; Grinberg et al., 1994): (1) the off-axis technique, usually used
to create a perception of depth for a human observer and (2) the toe-in technique that can simulate the actual intensity patterns impinging on the cameras of a robotic head.

3.1 Off-axis technique

In the off-axis technique, the stereo images are generated by projecting the objects in the scene onto the display plane for each camera; such projection plane has the same position and orientation for both camera projections. The model of the virtual setup is shown in Figure 4a: $F$ represents the location of the virtual point perceived when looking at the stereo pair composed by $F^L$ and $F^R$.

![Geometrical sketch of the off-axis technique](image)

Fig. 4. (a) Geometrical sketch of the off-axis technique. The left and right camera frames: $(X^L, Y^L, Z^L)$ and $(X^R, Y^R, Z^R)$. The image plane $(x, o, y)$ and the focal length $Oo$. The image points $F^L$ and $F^R$ are the stereo projection of the virtual point $F$. The baseline $b$ is denoted by $O^L o^R$. (b) Geometrical sketch of the toe-in technique. The left and right camera frames: $(X^L, Y^L, Z^L)$ and $(X^R, Y^R, Z^R)$. The left and right image planes: $(x^L, o^L, y^L)$ and $(x^R, o^R, y^R)$. The left and right focal lengths: $O^L o^L = O^R o^R$, named $f_0$. The camera optical axes $O^L F$ and $O^R F$ are adjusted to fixation point $F$. The baseline $b$ is denoted by $O^L O^R$, the pan angles by $\alpha^L$ and $\alpha^R$, and the tilt angles by $\beta^L$ and $\beta^R$.
To produce a perception of depth for a human observer, it is necessary to pay attention to some specific geometrical parameters of the stereo acquisition setup (both actual and virtual) (Grinberg et al., 1994):

- the image planes have to be parallel;
- the optical points should be offset relative to the center of the image;
- the distance between the two optical centers have to be equal to the interpupillary distance;
- the field of view of the cameras must be equal to the angle subtended by the display screen;
- the ratio between the focal length of the cameras and the viewing distance of the screen should be equal to the ratio between the width of the screen and of the image plane.

This is the correct way to create stereo pairs that are displayed on stereoscopic devices for human observers. This technique introduces no vertical disparity, thus it does not cause discomfort for the users (Southard, 1992).

However, it is difficult to perceptually render a large interval of 3D space without a visual stress, since the eye of the observer have to maintain accommodation on the display screen (at a fixed distance), thus lacking the natural relationship between accommodation and vergence eye movements, and the distance of the objects (Wann et al., 1995). Moreover, the visual discomfort is also due to spatial imperfections of the stereo image pair (Kooi & Toet, 2004). The main factors yielding visual discomfort are: vertical disparity; crosstalk, that is a transparent overlay of the left image over the right image and vice versa; blur, that is different resolutions of the stereo image pair.

### 3.2 Toe-in technique

Since our aim is to simulate the actual images acquired by the vergent pan-tilt cameras of a robotic head, the correct way to create the stereo pairs is the toe-in method: each camera is pointed at a single target point (the fixation point) through a proper rotation. The geometrical sketch of the optical setup of an active stereo system and of the related toe-in model is shown in Figure 4b.

It is worth noting that, for specific application fields, the toe-in technique is also used for the perceptual rendering of the stereo image pair to a human observer. In the field of the telerobotic applications (Ferre et al., 2008; Bernardino et al., 2007), it is important to perceive veridical distances in the remote environment, and the toe-in technique allows choosing where the stereo images are properly fused and the optimal remote working area. However, the parallel axes configuration is again effective when a large workspace is necessary, e.g. for exploration vehicles. The toe-in method is also helpful in the field of stereoscopic television (Yamanoue, 2006), since the perception of the 3D scene is more easily manipulated, and the objects can be seen between the observer and the display screen, i.e. it is possible to render the crossed, zero, and uncrossed disparity.

The disparity patterns produced by the off-axis and toe-in techniques are shown in Figure 5a and Figure 5b, respectively.

### 3.3 Mathematics of the toe-in technique

Our aim is to formally describe the toe-in technique in order to generate stereo image pairs like in a pan-tilt robotic head. To this purpose, the skewed frustum (see Fig. 6a) (necessary to obtain the off-axis stereo technique) is no longer necessary. Accordingly, we introduced the possibility of pointing the left and the right optical axes at a single 3D target point, by
rotating two symmetric frustums (see Fig. 6b), in order to obtain the left and the right views both fixating a point \( F \).

In general, the two camera frames \( X^L \) and \( X^R \) are related by a rigid-body transformation in the following way:

\[
X^R = RX^L + T \tag{1}
\]

where \( R \) and \( T \) denote the rotation matrix and the translation, respectively. The coordinate transformation described by Eq. 1 can be converted to a linear transformation by using homogeneous coordinates (Ma et al., 2004). In the following, we use the homogeneous coordinates to describe the coordinate transformation that brings the cameras from a parallel axes configuration to a convergent one.

The translation for the left and the right view volume can be obtained by applying the following translation matrix:

\[
T^{L/R} = \begin{bmatrix}
1 & 0 & 0 & \pm \frac{b}{2} \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix} \tag{2}
\]

Then the azimuthal rotation \( (\alpha^L \text{ and } \alpha^R) \) and the elevation \( (\beta^L \text{ and } \beta^R) \) are obtained with the following rotation matrices:

\[
R^L/R_{\alpha} = \begin{bmatrix}
\cos \alpha^L/R & 0 & \sin \alpha^L/R & 0 \\
0 & 1 & 0 & 0 \\
-\sin \alpha^L/R & 0 & \cos \alpha^L/R & 0 \\
0 & 0 & 0 & 1
\end{bmatrix} \tag{3}
\]

\[
R^L/R_{\beta} = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & \cos \beta^L/R & -\sin \beta^L/R & 0 \\
0 & \sin \beta^L/R & \cos \beta^L/R & 0 \\
0 & 0 & 0 & 1
\end{bmatrix} \tag{4}
\]

The complete roto-translation of the view-volumes is:

\[
\begin{bmatrix}
O^{L/R} \\
1
\end{bmatrix} = R^L/R_{\beta} R^L/R_{\alpha} T^{L/R} \begin{bmatrix}
O \\
1
\end{bmatrix} \tag{5}
\]

Fig. 5. The projections of a fronto-parallel square onto the image planes, drawn in red for the left image and blue for the right. The texture applied to the square is a regular grid. (a) The projection obtained with the off-axis technique: only horizontal disparity is introduced. (b) The projection obtained with the toe-in technique: both vertical and horizontal disparities are introduced.
Thus, the projection direction is set to the target point \( F \), then the left and the right views project onto two different planes, as it can be seen in Figure 4b. In this way, it is possible to insert a camera in the scene (e.g. a perspective camera), to obtain a stereoscopic representation with convergent axes and to decide the location of the fixation point. This emulates the behavior of a couple of verging pan-tilt cameras.

### 3.3.1 Camera rotations

In general, the frame transformation can be described by consecutive rotations (and translations), the specific rotation described by Eq. 5 is the Helmholtz sequence (neglecting the torsion of the camera, i.e. the rotation around the visual axis). This rotation sequence is related to the gimbal system of the actual camera (we are simulating). In particular, the horizontal axis is fixed to the robotic head, and the vertical axis rotates gimbal fashion around the horizontal axis (Haslwanter, 1995). That is, first we rotate through \( \frac{\beta}{\alpha} \) around the horizontal axis, then we rotate through \( \frac{\alpha}{\beta} \) around the new updated vertical axis.

We can simulate a different gimbal system by using the Fick sequence (i.e., the vertical axis is fixed to the robotic head), described by:

\[
\begin{bmatrix}
O^L/R \\
1
\end{bmatrix} = R_{\beta}^L/R \; R_{\alpha}^L/R \; T_{\alpha}^L/R \; \begin{bmatrix}
O \\
1
\end{bmatrix}
\]  

(6)

It is worth noting that the fixation point is described by different values of the angles. For non conventional cameras, e.g. (Cannata & Maggiali, 2008), it is also possible to describe the camera rotation movements from the initial position to the final one through a single rotation by a given angle \( \gamma \) around a fixed axis \( a_\gamma \):

\[
\begin{bmatrix}
O^L/R \\
1
\end{bmatrix} = R_{\gamma}^L/R(a_\gamma) \; T_{\alpha}^L/R \; \begin{bmatrix}
O \\
1
\end{bmatrix}
\]  

(7)

In this way, we can study how the additive degrees of freedom of non conventional (e.g. bio-inspired) systems may have effects on the computational processing of visual features.

### 3.3.2 General camera model

A simple and widely used model for the cameras is characterized by the following assumptions: the vertical and horizontal axes of rotation are orthogonal, through the nodal points, and aligned with the image planes. However, the commercial cameras without a
careful engineering can violate the previous assumptions, and also the cameras equipped with
a zoom, since the position of the nodal point changes with respect to the position of the image
plane as a function of focal length. A general camera model (Davis & Chen, 2003; Jain et al.,
2006; Horaud et al., 2006) takes into account that the pan and tilt can have arbitrary axes, and
the image plane are rigid objects that rotate around such axes. The actual camera geometry is
described by:

\[
\begin{bmatrix}
O^{L/R} \\
1
\end{bmatrix} = T_{\text{pan}}R_{\text{pan}}T_{\text{tilt}}^{-1}R_{\text{tilt}}T_{\text{tilt}}^{-1} \begin{bmatrix}
O \\
1
\end{bmatrix}
\]

where \( R \) denotes a rotation around the tilt/pan axis, and \( T \) denotes a translation from the
origin to each axis. In particular, the following steps are performed: first a translation \( T \) to
the center of rotation, then a rotation \( R \) around the respective axis, and eventually a back
translation for allowing the projection.

Figure 7 and 8 show the horizontal and vertical disparity maps for the different gimbal
systems and for the general camera model. The stereo virtual cameras are fixating nine targets
on a fronto-parallel plane, the central target is straight ahead and the other eight targets are
symmetrically displaced at \( \pm 14^\circ \). The baseline of the cameras is 6.5 cm with a field of view of
21°, and the plane is at 65 cm from the cameras. For the general camera model, we simulated
a displacement of the nodal points of 0.6 cm, and a misalignment of the tilt and pan axes with
respect to the image plane of 3°.

4. Geometry of the motion flow

In many robotic applications it is important to know how the coordinates of a point and
its velocity change as the camera moves. The camera frame is the reference frame and
we describe both the camera motion and the objects in the environment relative to it. The
coordinates of a point \( X_0 \) (at time \( t = 0 \)) are described as a function of time \( t \) by the following
relationship (Ma et al., 2004):

\[
X(t) = R(t)X_0 + T(t)
\]

where \( R(t) \) and \( T(t) \) denote a trajectory that describes a continuous rotational and
translational motion.

From the transformation of coordinates described by Eq. 9, the velocity of the
point of coordinates \( X(t) \) relative to the camera frame (see Fig. 9) can be derived
(Longuet-Higgins & Prazdny, 1980):

\[
\dot{X}(t) = \omega(t) \times X(t) + v(t)
\]

where \( \times \) denotes the cross product, \( \omega(t) \) and \( v(t) \) denote the angular velocity and the
translational velocity of the camera, respectively.

Figure 10 shows the motion fields for different kinds of camera movements. For the sake of
simplicity, the visual axes are kept parallel and only the left frame is shown. The virtual set-up
is the same of Fig. 7 and 8.

5. Software implementation

The virtual reality tool we propose is based on a C++ / OpenGL architecture and on the
Coin3D graphic toolkit (www.coin3D.org). Coin3D is a high level 3D graphic toolkit for
developing cross-platform real time 3D visualization and visual simulation software. It is
portable over a wide range of platforms, it is built on OpenGL and uses scene graph data
structures to render 3D graphics in real time. Coin3D is fully compatible with SGI Open Inventor 2.1, the de-facto standard for 3D visualization in the scientific and engineering communities. Both OpenGL and Coin3D code co-exist in our application.

In order to obtain a stereoscopic visualization of the scene useful to mimic an active stereo system, rather than to make a human perceive stereoscopy (see Section 3 for further details), we have not used the stereo rendering of the SoCamera node in the library, since it adopts the off-axis geometry. We have created our own Cameras class, that contains a pointer to a SoPerspectiveCamera, which can be moved in the left, right and cyclopic position. The class stores the status of the head:

- 3D position of the neck;
- projection direction of the cyclopic view;

![Horizontal disparity patterns for different kinds of rotations and camera models.](image)

Fig. 7. Horizontal disparity patterns for different kinds of rotations and camera models. For each panel nine different gaze directions are shown. The disparity values are coded from red (uncrossed disparity) to blue (crossed disparity).
Fig. 8. Vertical disparity patterns for different kind of rotations and camera model. Same notation of Fig. 7

- direction of the baseline, computed as the cross product between the projection direction and the up vector;

and the status of each view:

- 3D position and rotation \((R^R \text{ and } R^L)\) computed with respect to the \((0,0,-1)\) axis;

- values of the depth buffer with respect to the actual position of the camera.

The left and the right views are continuously updated after having computed the rotation \(R^R\) and \(R^L\) necessary to fixate the target. Also the position of the neck, the projection direction, and the direction of the baseline can be updated if the neck is moving.

The scene from the point of view of the two stereo cameras is then rendered both in the on-screen OpenGL context and in the off-screen buffer. At the same time the depth buffer is read and stored. It is worth noting that, since Coin3D library does not easily allow the users to access and store the depth buffer, the `SoOffscreenRender` class has been modified in order to add this feature. After such a modification it is possible to access both the color buffer and the depth buffer.
Fig. 9. Viewer-centered coordinate frame. The relative motion between an observer and the scene can be described at each instant \( t \) as a rigid-body motion, by means of two vectors (i.e., kinetic characteristics): the translational velocity \( \mathbf{v} = (v_x, v_y, v_z)^T \), and the angular velocity \( \mathbf{\omega} = (\omega_x, \omega_y, \omega_z)^T \).

The ground truth maps can be then generated and stored.

5.1 Ground truth data generation

To compute the ground truth data it is necessary to exploit the resources available from the graphics engine by combining them through the computer vision relationships that describe a 3D moving scene and the geometry of two views, typically used to obtain a 3D reconstruction.

5.1.1 Stereo cameras

Formally, by considering two static views, the two camera reference frames are related by a rigid body transformation described by the rotation matrix \( \mathcal{R} \) and the translation \( \mathcal{T} \) (see Eq. 1), thus the two projections (left and right) are related in the following way (Ma et al., 2004):

\[
\lambda^R x^R = \mathcal{R} \lambda^L x^L + \mathcal{T}
\]  

(11)

where \( x^L \) and \( x^R \) are the homogeneous coordinates in the two image planes, and \( \lambda^L \) and \( \lambda^R \) are the depth values.

In order to define the disparity, we explicitly write the projection equations for Eq. 5 (Helmholtz sequence). The relation between the 3D world coordinates \( \mathbf{X} = (X, Y, Z) \) and the homogeneous image coordinates \( x^L = (x^L, y^L, 1) \) and \( x^R = (x^R, y^R, 1) \) for the toe-in technique is described by a general perspective projection model. A generic point \( \mathbf{X} \) in the world coordinates is mapped onto image plane points \( x^L \) and \( x^R \) on the left and right cameras, respectively. It is worth noting that the fixation point \( \mathbf{F} \) in Figure 4b is projected onto the origins of the left and right image planes, since the vergence movement makes the optical
axes of the two cameras to intersect in \( F \). For identical left and right focal lengths \( f_0 \), the left image coordinates are (Volpel & Theimer, 1995):

\[
\begin{align*}
x^L &= f_0 \frac{X_+ \cos \alpha^l + Z \sin \alpha^l}{X_+ \sin \alpha^l \cos \beta^l - Y \sin \beta^l - Z \cos \alpha^l \cos \beta^l} \\
y^L &= f_0 \frac{X_+ \sin \alpha^l \sin \beta^l + Y \cos \beta^l - Z \cos \alpha^l \sin \beta^l}{X_+ \sin \alpha^l \cos \beta^l - Y \sin \beta^l - Z \cos \alpha^l \cos \beta^l}
\end{align*}
\] (12)

where \( X_+ = X + b/2 \). Similarly, the right image coordinates are obtained by replacing \( \alpha^l, \beta^l \) and \( X_+ \) in the previous equations with \( \alpha^R, \beta^R \) and \( X_- = X - b/2 \), respectively. We can define the horizontal disparity \( d_x = x^R - x^L \) and the vertical disparity \( d_y = y^R - y^L \), that establish the relationship between a world point \( X \) and its associated disparity vector \( d \).

5.1.2 A moving camera

Considering the similarities between the stereo and motion problems, as they both look for correspondences between different frames or between left and right views, the generalizations of the two static views approach to a moving camera is in principle straightforward. Though, the description of the stereoscopically displaced cameras and of the moving camera are equivalent only if the spatial and temporal differences between frame are small enough, since the motion field is a differential concept, but not the stereo disparity. In particular, the following conditions must be satisfied: small rotations, small field of view, and \( v_Z \) small with respect to the distance of the objects from the camera. These assumptions are related to the analysis of video streams, where the camera motion is slow with respect to the frame rate (sampling frequency) of the acquisition device. Thus, we can treat the motion of the camera as continuous (Ma et al., 2004; Trucco & Verri, 1998; Adiv, 1985).

The relationship that relates the image velocity (motion field) \( \dot{x} \) of the image point \( x \) to the angular (\( \omega \)) and the linear (\( v \)) velocities of the camera and to the depth values is described by the following equation (see also Eq. 10):

\[
\dot{x} = \omega \times x + \frac{1}{\lambda} v - \frac{\dot{\lambda}}{\lambda} x
\] (13)

where \( \lambda \) and \( \dot{\lambda} \) are the depth and its temporal derivative, respectively.
For planar perspective projection, i.e. $\lambda = Z$, we have that the image motion field $\dot{x}$ is expressible as a function of image position $x = (x,y)$ and surface depth $Z = Z(x,y)$ (i.e., the depth of the object projecting in $(x,y)$ at current time):

$$\begin{bmatrix} \dot{x} \\ \dot{y} \end{bmatrix} = \frac{1}{Z} \begin{bmatrix} f_0 & 0 & -x \\ 0 & f_0 & -y \end{bmatrix} v + \begin{bmatrix} -xy/f_0 \\ -(f_0 + y^2/f_0) \\ xy/f_0 \end{bmatrix} \omega$$  \hspace{1cm} (14)

To apply the relationship described by Eqs. 11 and 13 we first read the z-buffer ($w$) of the camera through the method added in the SoOffScreenRenderer class, then we obtain the depth values with respect to the reference frame of the camera in the following way:

$$\lambda = \frac{fn}{w(f-n) - f}$$  \hspace{1cm} (15)

where $f$ and $n$ represent the values of the far and the near planes of the virtual camera, respectively.

Finally, from Eq. 11 it is possible to compute the ground truth disparity maps $d$, and from Eq. 13 it is possible to obtain the ground truth motion field $\dot{x}$.

6. Results for different visual tasks

The proposed VR tool can be used to simulate any interaction between the observer and the scene. In particular, in the following two different situations will be considered and analyzed:

1. Scene exploration, where both the head and the scene are fixed, and only ocular movements are considered.

2. Robotic navigation, by considering monocular vision, only.

6.1 Active vision - scene exploration

By keeping fixed the position and the orientation of the head, the described tool is active in the sense that the fixation point $F$ of the stereo cameras varies to explore the scene. We can distinguish two possible scenarios: (1) to use the system to obtain sequences where the fixation points are chosen on the surfaces of the objects in the scene; (2) to use the system in cooperation with an algorithm that implements a vergence/version strategy. In the first case, it is not possible to fixate beyond or in front of the objects. In the second case, the vergence/version algorithm gives us an estimate of the fixation point, the system adapts itself looking at this point and the snapshots of the scene are then used as a new visual input for selecting a new target point.

To compute the fixation point in 3D coordinates, starting from its 2D projection, the SoRayPickAction class has been used. It contains the methods for setting up a ray from the near plane to the far plane, from the 2D point in the projection plane. Then the first hit, the one that corresponds to the first visible surface, is taken as the 3D coordinates, the system should fixate.

Figure 11 shows the active exploration of an indoor scene, representing a desktop and different objects at various distances, acquired by using a laser scanner. The simulator aims to mimic the behavior of a human-like robotic system acting in the peripersonal space. Accordingly, the interocular distance between the two cameras is set to 6 cm and the distance between the cameras and the center of the scene is about 80 cm. The fixation points have been chosen arbitrary, thus simulating an active exploration of the scene, and in their proximity the disparity between the left and the right projections is zero, while getting far from the
Fig. 11. Active exploration of a scene. The position and the orientation of the head is fixed, whereas the eyes are moving in order to explore the scene. The scenario mimics a typical indoor scene. The disparity values are coded from red (uncrossed disparity) to blue (crossed disparity).
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fixation point both horizontal and vertical disparities emerge, as it can be seen in the ground truth data.

Instead of directly computing the 3D coordinates of the fixation points, it is possible to analyze the sequence of images and the corresponding disparity maps, while performing vergence movements. In Figure 12 (left) it is possible to see the red-cyan anaglyph of the stereo pairs, before having reached the fixation point (upper part of the figure) and when fixation is achieved onto a target (bottom). The plots on the right show the variation of the disparity in the center of the image at each time step (upper part) and the variation of the actual depth of the fixation point with respect to the desired value (bottom).

6.2 Robotic navigation

In this Section, the simulator is used to obtain sequences acquired by a moving observer. The position and the orientation of the head can be changed, in order to mimic the navigation in the virtual environment. For the sake of simplicity, the ocular movements are not considered and the visual axes are kept parallel. It is worth noting that the eye movements necessary to actively explore the scene, considered in the previous Section, could be embedded if necessary. Figure 13 shows the sequence of images and the related ground truth optic flow fields for the different movements of the observer.

7. Conclusion

In conclusion, a tool that uses the VR to simulate the actual projections impinging the cameras of an active visual system rather than to render the 3D visual information for a stereoscopic display, has been developed. The simulator works on the 3D data that can

![Figure 12](image.png)

Fig. 12. (left) The anaglyph images before and after a vergent movement of the cameras in order to correctly fuse the left and right images of the target object. (right) The plots show the variation of the disparity in the center of the stereo images and the related depth of actual and desired fixation point. It is worth noting that the vergence movements are synthetically generated (i.e., not driven by the visual information).
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be synthetically generated or acquired by a laser scanner and performs both cameras and robot movements following the strategies adopted by different active stereo vision systems, including bio-mimetic ones.

The virtual reality tool is capable of generating pairs of stereo images like the ones that can be obtained by a verging pan-tilt robotic head and the related ground truth data, disparity maps and motion field. To obtain such a behavior the toe-in stereoscopic technique is preferred to the off-axis technique. By proper roto-translations of the view volumes, we can create benchmark stereo sequences for testing vision algorithms under convergent-camera conditions. In more general terms, by exploiting the full knowledge of the 3D structure of the scene the proposed VR tool can be used to model active vision systems interacting with the scene. A data set of stereo image pairs and the related ground truth disparities and motion fields are available for the Robotics and Computer Vision community at the web site www.pspc.dibe.unige.it/Research/vr.html.

Although the main purpose of this work is to obtain sufficiently complex scenarios for benchmarking an active vision system, complex photo-realistic scenes can be easily obtained by using the 3D data and textures acquired by laser scanners, which capture detailed, highly accurate, and full color objects to build 3D virtual models at an affordable computational cost. In this way improving the photo-realistic quality of the 3D scene does not endanger the

**Fig. 13. Robotic navigation in an indoor scenario. Different situation are taken into account. First row: the robot has \( v_Z \) velocity, only. Thus the focus of expansion is in the center. Second and third row: positive and negative \( v_X \) are introduced, thus the focus of expansion move to the left and to the right, respectively. Fourth row: a rotation around the \( Y \) axis is combined with a translation aking \( v_Z \). Same color-coding scheme of Fig.10.**

www.intechopen.com
definition of a realistic model of the interactions between the vision system and the observed scene. As part of a future work, we plan to modify the standard pan-tilt behaviour by including more biologically plausible constraints on the camera movements (Schreiber et al., 2001; Van Rijn & Van den Berg, 1993) and to integrate vergence/version strategies in the system in order to have a fully active tool that interacts with the virtual environments.
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Technological advancement in graphics and other human motion tracking hardware has promoted pushing "virtual reality" closer to "reality" and thus usage of virtual reality has been extended to various fields. The most typical fields for the application of virtual reality are medicine and engineering. The reviews in this book describe the latest virtual reality-related knowledge in these two fields such as: advanced human-computer interaction and virtual reality technologies, evaluation tools for cognition and behavior, medical and surgical treatment, neuroscience and neuro-rehabilitation, assistant tools for overcoming mental illnesses, educational and industrial uses. In addition, the considerations for virtual worlds in human society are discussed. This book will serve as a state-of-the-art resource for researchers who are interested in developing a beneficial technology for human society.
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