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ABSTRACT. The goal of this article is to establish tauberian theorems for the $k$–summability
processes defined by germs of analytic functions in several complex variables. The proofs are
based on the tauberian theorems for $k$–summability in one variable and in monomials, and a
method of monomialization of germs of analytic functions.

1. INTRODUCTION

This paper aims to be a step towards a general theory of multisummmability in several variables,
related with the notion of asymptotic expansion with respect to an analytic germ.

More precisely, consider a wide range of analytic problems, as differential, difference equations,
or any other kind of more general functional equations. We can distinguish two situations when
we search for local solutions at a point. At non-singular points it is customary to obtain analytic
solutions under mild assumptions. It is at singular points where formal solutions occur. They can
consist of formal power series including logarithms, exponential series or even more complicated
objects. Then the question of how to associate a true solution to a formal one is of great importance
in the understanding of the given problem.

Borel summability and more generally $k$–summability are classical and have proved to be efficient
summability methods in one variable to approach such problems, see [9, 1]. For instance they
have been successfully applied to holomorphic ordinary differential equations at irregular singular
points and to families of partial differential equations in two variables of non-Kowalevskian type.
Unfortunately these methods are not powerful enough to sum all formal power series solutions of
the previous problems. A fundamental result in the theory of holomorphic ODEs at singular points
is the multisummability of its formal power series solutions: every formal solution can be built from
$k$–summable series for different values of $k$. A cornerstone in the theory of multisummability is
the following tauberian condition (see Theorem 5.1): a series $k$–summable for two different values
of $k$ is convergent.

For several variables the same questions appear when facing for instance singularly perturbed
ordinary and partial differential equations. In previous works of the authors, $k$–summability in
a monomial has been used effectively in these problems. In fact, the concept was investigated in
detail for two variables in [3] and applied to doubly singular equations. Then it was also used in
[4, 5] to sum formal power series solutions of singularly perturbed first order partial differential
equations using a Borel-Laplace analysis adapted to this situation.

Recently the notions of asymptotic expansions and $k$–summability in a germ of analytic function
have been defined and developed systematically in [8] by the second and third authors, generalizing
their previous work \cite{3} with M. Canalis-Durand for monomials. This theory has been proved to be well under blow-ups and it is also stable under the usual algebraic operations and differentiation. The authors are convinced that it is an important notion of summability in several variables useful to sum formal solutions of certain partial differential equations and in the study of normal forms and reduction of singularities of holomorphic foliations.

The tauberian theorems we present here contribute to the study of these new summability methods, extending naturally the ones for $k$–summability in one variable and the ones for monomials in \cite{3} and \cite{4}. They provide a criterion to determine when two such methods are equivalent in the sense that they sum the same formal series. It turns out that they also associate the same value to a summable series in this case. Our theorems also imply that a series summable w.r.t. two essentially different methods is convergent and provide examples of series that cannot be summed w.r.t. any of them as it had been done in one dimension. The proofs are based on the classical methods to prove tauberian properties for $k$–summability in one variable, c.f., \cite{10}, and on induction on the number of steps to monomialize the germs of analytic functions involved.

The structure of the paper is as follows: Section 2 contains the facts on monomialization of germs of analytic functions we will use during the paper, as presented in \cite{8}. Section 3 and 4 are devoted to recall the concept and main results on asymptotic expansions and germs of analytic functions we will use during the paper, as presented in \cite{8}. Section 2 contains the main results of this work, namely, the tauberian properties for these summability methods (Theorems 5.2 and 5.5).
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2. Remarks on Monomialization

Let $\mathbb{N}$ denote the set of natural numbers including 0 and $\mathbb{N}^+ = \mathbb{N} \setminus \{0\}$. We also write $\mathbb{R}^+$ for the set of positive real numbers.

Let $d \geq 2$ be an integer. We will work with $(\mathbb{C}^d, 0)$ and local coordinates $x = (x_1, \ldots, x_d)$. We will write $x' = (x_2, \ldots, x_d)$ and $x'' = (x_3, \ldots, x_d)$. $\mathcal{O} = \mathbb{C}[x]$ and $\mathcal{O} = \mathbb{C}\{x\}$ will denote the rings of formal and convergent power series in $x$ with complex coefficients, respectively. $\mathcal{O}^* = \{U \in \mathcal{O} \mid U(0) \neq 0\}$, $\mathcal{O}^* = \{U \in \mathcal{O} \mid U(0) \neq 0\}$ will denote the corresponding groups of units. If $\beta = (\beta_1, \ldots, \beta_d) \in \mathbb{N}^d$ we use the multi-index notation $|\beta| = \beta_1 + \cdots + \beta_d$, $\beta! = \beta_1! \cdots \beta_d!$, $x^\beta = x_1^{\beta_1} \cdots x_d^{\beta_d}$ and $\frac{\partial^\beta}{\partial x_1^{\beta_1} \cdots \partial x_d^{\beta_d}}$.

We will use blow-ups of codimension two smooth varieties. We choose the center of the blow-up to be $\{x_1 = x_2 = 0\}$ and we will denote by

$$M = \{(u_1, u_2, t) \in \mathbb{P}^1_\mathbb{C} \times \mathbb{C}^d | u_1 t_2 = u_2 t_1\}, \quad b : M \to \mathbb{C}^d$$

the blow-up manifold and the canonical projection over the base space $\mathbb{C}^d$, respectively. Here $\mathbb{P}^1_\mathbb{C}$ denotes the complex projective line. The set $\mathbb{P}^1_\mathbb{C} \times \{(0, 0)\} \times \mathbb{C}^{d-2}$ is called the exceptional divisor. It is connected and for $d = 2$ it is also compact.

$M$ is covered by affine charts, each one analytically equivalent to $\mathbb{C}^d$. In fact, identifying $\mathbb{P}^1_\mathbb{C} = \mathbb{C} \cup \{\infty\}$ as $[1, \xi] \equiv \xi \in \mathbb{C}$, $[0, 1] \equiv \infty$, we use the charts centered at $\xi \in \mathbb{C}$ and $\infty$,

$$\phi_\xi : M_\xi \to \mathbb{C}^d, \quad ([u_1, u_2], t) \mapsto \left(\frac{u_2}{u_1} - \xi, t_1, t''\right),$$

$$\phi_\infty : M_\infty \to \mathbb{C}^d, \quad ([u_1, u_2], t) \mapsto \left(\frac{u_1}{u_2}, t_2, t''\right),$$
Lemma 2.1. There exists a function $h : \mathcal{O} \setminus \{0\} \to \mathbb{N}$ with the following properties:

1. If $h(f) = 0$, then $f$ has normal crossings.
2. If $h(f) > 0$, then there exists a diffeomorphism $D \in \text{Diff}(\mathbb{C}^d, 0)$ such that for all $\xi = (t_{\beta})$ such that $h(f \circ D \circ b_\xi) < h(f)$, or there exists $m \in \mathbb{N}$, $m \geq 2$ such that $h(f \circ D \circ r_m) < h(f)$.

Observe that we can assume that $h(f) \leq h(f \cdot g)$, for all $f, g \in \mathcal{O} \setminus \{0\}$, by redefining $h$ such that $h(f) = N$ is the minimal number of blow ups and ramifications in any chain of diffeomorphisms, blow ups and ramifications reducing $f$ to normal crossing. Indeed, since any factors of a germ having normal crossings must have normal crossings, too, any chain of diffeomorphisms, blow ups and ramifications reducing $f \cdot g$ to normal crossing also reduces $f$.

We will need the following lemmas on convergence and associated elements under ramifications or blow-ups, see e.g., [4, p. 493]. The proof of Lemma 2.3 follows the same lines as at the end of the proof of Lemma 2.2 in [8].

Lemma 2.2. For any $\hat{f} \in \hat{\mathcal{O}}$ the following assertions are equivalent:

1. $\hat{f} \in \mathcal{O}$,
2. There exists $m \geq 2$ such that $\hat{f} \circ r_m \in \mathcal{O}$,
3. There exists $\xi = (t_{\beta})$ such that $\hat{f} \circ b_\xi \in \mathcal{O}$.

Proof. The only non-trivial statement is (3) implies (1). Consider $\tilde{f} = \sum_{\beta \in \mathbb{N}^d} f_\beta x^\beta$ and assume $\tilde{f} \circ b_\xi \in \mathcal{O}$ for some $\xi = (t_{\beta})$. Then there are coordinates $y = (y_1, y_2, y''')$ such that $\sum_{(\beta_1, \beta_2, \beta''') \in \mathbb{N}^d} f_{\beta_1 + \beta_2 + \beta'''} y_1^{\beta_1} y_2^{\beta_2} y'''^{\beta'''}$ is convergent, i.e., $|f_\beta| \leq C A^{\beta_1 + \beta_2}$ for some constants $C, A > 0$. Thus $\hat{f}$ is clearly convergent.

Lemma 2.3. Consider $f_1, f_2 \in \mathcal{O}$. Then $f_2 = U \cdot f_1$ for some $U \in \mathcal{O}^*$ if and only if one (and in fact, both) of the following situations hold:

1. There exists $m \in \mathbb{N}$, $m \geq 2$ and $U_m \in \mathcal{O}^*$ such that $f_2 \circ r_m = U_m \cdot (f_1 \circ r_m)$,
2. For every $\xi = (t_{\beta})$ there exists $U_\xi \in \mathcal{O}^*$ such that $f_2 \circ b_\xi = U_\xi \cdot (f_1 \circ b_\xi)$. 

respectively, where $M_{\xi} = M_0 = \{(u_1, u_2), t \in M | u_1 \neq 0\}$ and $M_{-\infty} = \{(u_1, u_2), t \in M | u_2 \neq 0\}$. Then the map $b$ in the charts $\phi_\xi, \phi_\infty$ takes the form

$$b_\xi = b \circ \phi^{-1}_\xi : \mathbb{C}^d \to \mathbb{C}^d, \quad v \mapsto (v_2, (\xi + v_1)v_2, v''),$$

$$b_\infty = b \circ \phi^{-1}_\infty : \mathbb{C}^d \to \mathbb{C}^d, \quad v \mapsto (v_1v_2, v_2, v'').$$

We will also use the ramifications determined by

$$r_m : \mathbb{C}^d \to \mathbb{C}^d, \quad t \mapsto (t_1^m, t'), \quad m \geq 2.$$

We say that $f \in \mathcal{O}$ has normal crossings (at the origin) if there is a diffeomorphism $D \in \text{Diff}(\mathbb{C}^d, 0)$ such that $(f \circ D)(x) = x^\beta \cdot U(x)$ for some $\beta \in \mathbb{N}^d$ and $U \in \mathcal{O}^*$. Moreover, if $f_1 \cdot f_2 \cdots f_n$ has normal crossings, then every $f_j$ has normal crossings. The converse is also true assuming that a common diffeomorphism $D$ can be found for all $f_j$. 

Using these blow-ups and ramifications it is possible to achieve normal crossings for a given holomorphic map, see [11], and [8, Lemma 2.1] for the main ideas of the proof.
Proof. Assume \( f_1 \) and \( f_2 \) are not identically zero. If (1) is true, then the function \( U_m \) is invariant under right composition with the rotation \( t \mapsto (e^{2\pi i/m}t, t') \), since the functions \( f_j \circ r_m, j = 1, 2 \) are invariant. Then \( U_m = U \circ r_m \) for some \( U \in O^* \) as we wanted to show.

If (2) holds, then for every \( \xi \in \mathbb{P}^1 \) there exists an open neighborhood \( \Omega^\xi \) of \( 0 \in \mathbb{C}^d \), where \( f_1 \circ b_\xi \), \( f_2 \circ b_\xi \) and \( U_\xi \) are defined. We consider the open neighborhoods \( \Omega^\xi = f_0^{-1}(\Omega^\xi) \) of \( (\xi, 0) \in M \) and the holomorphic function \( u_\xi : \Omega^\xi \to \mathbb{C} \) defined by \( u_\xi = U_\xi \circ \phi_\xi \). By definition, for \( \xi, \zeta \in \mathbb{P}^1 \), we have \( u_\xi(p) = u_\zeta(p) \) for \( p \in \Omega^\xi \cap \Omega^\zeta \) with \( f_1(b(p)) \neq 0 \). Since \( f_1 \) is not identically zero, this means that \( u_\xi \) and \( u_\zeta \) coincide on an open and dense subset of \( \Omega^\xi \cap \Omega^\zeta \). Therefore \( u_\xi = u_\zeta \) on this intersection and thus all \( u_\xi \), \( \xi \in \mathbb{P}^1 \), define a holomorphic function \( u : \Omega \to \mathbb{C} \), where \( \Omega \) is some neighborhood of \( \mathbb{P}^1 \times \{0\} \subseteq M \). \( \mathbb{P}^1 \) being compact, \( u \) is constant over it, so there exists a holomorphic \( U : \Omega' \to \mathbb{C} \), \( \Omega' \) a neighborhood of \( 0 \in \mathbb{C}^d \), such that \( U \circ b = u \) (apply Hartogs' Theorem). By construction, \( U \in \mathcal{O}^* \) and we have \( f_2 \circ b_\xi = (U \circ b_\xi) \cdot (f_1 \circ b_\xi) \), for all \( \xi \in \mathbb{P}^1 \). Thus we obtain that \( f_2 = U : f_1 \), as desired.

Finally, we will also make use of the monomial transformations
\[
\pi_{ij} : \mathbb{C}^d \to \mathbb{C}^d, \quad \pi_{ij}(x) = (x_1, \ldots, x_i, x_j, \ldots, x_d), \quad i, j = 1, \ldots, d, i \neq j,
\]
that correspond to the charts of the blow-up with center \( \{x_i = x_j = 0\} \) and can be obtained from \( b_0, b_\infty \) after permutations of the coordinates. We will call a monomial blow-up a finite composition of these monomial transformations.

We will work with the partial order on \( \mathbb{R}^d \) defined by \( \alpha \preceq \beta \) if \( a_j \leq b_j \), for all \( j = 1, \ldots, d \). In particular \( \alpha \nprec \beta \) if \( a_j > b_j \) for some \( j \). We will also write \( \alpha \prec \beta \) if \( a_j < b_j \), for all \( j = 1, \ldots, d \).

We consider \( \Lambda_d := (\mathbb{N}^d \setminus \{0\}) \times \mathbb{R}^+ / \sim \) where \( \sim \) is the equivalence relation defined by \( (\alpha, 1/k) \sim (\alpha', 1/k') \) if \( k\alpha = k'\alpha' \). To simplify notations we identify an element \( (\alpha, 1/k) \) and its equivalence class. On \( \Lambda_d \) we consider the partial order \( \preceq \) given by \( (\alpha, 1/k) \preceq (\alpha', 1/k') \) if \( k\alpha < k'\alpha' \). We will also write \( (\alpha, 1/k) \prec (\alpha', 1/k') \) if \( k\alpha < k'\alpha' \).

The pull-back of \( x^\alpha \) under \( \pi_{ij} \) is given by \( \pi_{ij}^\alpha(x) = x^\alpha x_i^{\alpha_j} \), for any \( \alpha \in \mathbb{N}^d \). We will also denote by \( \pi_{ij}^\alpha : \Lambda_d \to \Lambda_d \) the map given by \( \pi_{ij}^\alpha(\alpha, 1/k) := (\alpha + \alpha_je_i, 1/k) \). Here \( e_i \) is the \( i \)th vector of the canonical base of \( \mathbb{C}^d \). We use analogous notations for any monomial blow-up \( \pi : \mathbb{C}^d \to \mathbb{C}^d \).

Remark 2.4. If the entries of \( \alpha' \) are nonzero, then \( (\alpha, 1/k) \prec (\alpha', 1/k') \) if and only if
\[
\max_{1 \leq j \leq d} (\alpha_j/\alpha'_j) < k'/k.
\]

We note \( (\Lambda_d, \preceq) \) is not a totally-ordered set. However given a finite subset of it we can always apply an adequate monomial blow-up to obtain a totally-ordered set, as the following lemma shows.

Lemma 2.5. Let \( \{ (\alpha_i, 1/k_i) \}_{i=1}^n \subset \Lambda_d \) be given. Then there is a monomial blow-up \( \pi \) such that \( \{ \pi^+((\alpha_i, 1/k_i)) \}_{i=1}^n \) is totally ordered w.r.t. \( \prec \) and the entries of all the new monomials are different from zero.

Proof. It is straightforward to see that using the transformations \( \pi_{ij} \) we may assume the entries of the monomials are not zero. Then the problem is equivalent to order w.r.t. \( \prec \) the vectors \( \{ \beta_1, \ldots, \beta_n \} \subseteq (\mathbb{R}^+)^d \), where \( \beta_j = (\beta_{j,1}, \ldots, \beta_{j,d}) = k_j\alpha_j \).

We say that \( \beta_i \) and \( \beta_j \) are comparable if \( \beta_i \leq \beta_j \) or \( \beta_j \leq \beta_i \). If \( \beta_i \) and \( \beta_j \) are not comparable, there exist indices \( l \neq m \) such that \( \beta_{i,l} < \beta_{j,l} \) and \( \beta_{i,m} > \beta_{j,m} \). After the monomial blow-up \( \pi_{mi}^\alpha \) with \( N > \beta_{i,m}-\beta_{i,l} \), we obtain new vectors \( \beta_i', \beta_j' \) with \( \beta_{i,l}' = \beta_{i,l} < \beta_{j,l}' = \beta_{j,l}' \) and \( \beta_{i,m}' < \beta_{j,m}' \). Then after a finite number of such transformations, we obtain comparable vectors. Note that if two vectors are comparable, further monomial blow-ups preserve this property. \( \Box \)
Remark 2.6. If all $k_i/k_j \in \mathbb{Q}$, i.e., $k_i/k_1 = p_i/p_1$ for some integers $p_i$, take $\lambda = p_1/k_1 = p_i/k_i$. Then $(\alpha_i, 1/k_i) \sim (p_i\alpha_i, \lambda)$. In this case the problem is equivalent to monomialize the polynomial

$$
\prod_{i=1}^{d} x_i^{p_i, \alpha_i} \cdot \prod_{i<j} (x_i^{p_i, \alpha_i} - x_j^{p_j, \alpha_j}),
$$

see e.g., [2]. Let us note that this is a particular case of a toric ideal (generated by products of binomials). In this case, reduction of singularities and monomialization turns out to be much simpler than in general cases. In particular, it is combinatorial, without the need of using diffeomorphisms during the process.

We can extend the previous equivalence relation to germs of analytic functions other than monomials as follows. Consider $P_0, P_1 \in \mathcal{O} \setminus \{0\}$, $P_0(0) = P_1(0) = 0$ and $k_0, k_1 > 0$. We will write $(P_0, 1/k_0) \sim (P_1, 1/k_1)$ if we can find $p_0, p_1 \in \mathbb{N}^+, U \in \mathcal{O}^*$ such that

$$
p_0/k_0 = p_1/k_1, \quad P_0^{p_0} = U \cdot P_1^{p_1}. 
$$

This equivalence relation is preserved under ramifications and blow-ups as the following lemma shows.

Lemma 2.7. Consider $P_0, P_1 \in \mathcal{O} \setminus \{0\}$, $P_0(0) = P_1(0) = 0$ and $k_0, k_1 > 0$. Then $(P_0, 1/k_0) \sim (P_1, 1/k_1)$ if and only if one of the following statements hold:

1. There exists $m \in \mathbb{N}$, $m \geq 2$ such that $(P_0 \circ r_m, 1/k_0) \sim (P_1 \circ r_m, 1/k_1)$.
2. For every $\xi \in \mathbb{P}_C^1$, $(P_0 \circ b_\xi, 1/k_0) \sim (P_1 \circ b_\xi, 1/k_1)$.

Proof. If $(P_0, 1/k_0) \sim (P_1, 1/k_1)$, both conditions (1) and (2) clearly hold. Conversely, if (1) holds, we can find $p_0, p_1 \in \mathbb{N}^+$ and $U \in \mathcal{O}^*$, such that

$$
p_0/k_0 = p_1/k_1, \quad (P_0 \circ r_m)^{p_0} = U_m \cdot (P_1 \circ r_m)^{p_1}. 
$$

Then the relation $(P_0, 1/k_0) \sim (P_1, 1/k_1)$ follows from Lemma 2.5. Now assume that (2) holds. By definition we can find $p_0, p_1, \xi_0, \xi_1 \in \mathbb{N}^+$ and $U_\xi \in \mathcal{O}^*$, such that

$$
p_0/\xi_0 = p_1/\xi_1, \quad (P_0 \circ b_\xi)^{p_0} = U_\xi \cdot (P_1 \circ b_\xi)^{p_1}. 
$$

Now write $k_0/k_1 = p_0/p_1$ where $p_0, p_1 \in \mathbb{N}^+$ and $(p_0, p_1) = 1$. Then for each $\xi \in \mathbb{P}_C^1$ we can find $m_\xi \in \mathbb{N}^+$ such that $p_0/\xi = m_\xi p_0$ and $p_1/\xi = m_\xi p_1$. We conclude that $(P_0 \circ b_\xi)^{p_0}/(P_1 \circ b_\xi)^{p_1} \in \mathcal{O}^*$ for each $\xi \in \mathbb{P}_C^1$. Then again by Lemma 2.5 there is $U \in \mathcal{O}^*$ such that $P_0^{p_0} = U \cdot P_1^{p_1}$, i.e., $(P_0, 1/k_0) \sim (P_1, 1/k_1)$.

3. Asymptotic expansions in an analytic germ

The goal of this section is to present a summary on asymptotic expansion in a germ of analytic function, based on [8]. We have not included proofs, except for Lemma 3.2. The aim here is only to establish the necessary background to be able to state and prove the tauberian properties in Section 3.7.

Usual domains in $\mathbb{C}$ where holomorphic maps admit an asymptotic expansion are sectors at e.g., the origin. We will denote them as

$$
V(a, b; r) := \{ t \in \mathbb{C} \mid 0 < |t| < r, a < \arg(t) < b \} = S(\theta, b - a; r),
$$

emphasizing on its bisecting direction $\theta = (b + a)/2$, opening $b - a$ and radius $0 < r \leq \infty$. A subsector of $S$ is simply $S' = S(\theta', b' - a'; r')$ where $a < a' < b' < b$, $0 < r' < r$. The disk centered at the origin with radius $r$ will be denoted by $D_r = \{ t \in \mathbb{C} \mid |t| < r \}$.

We fix a Banach space $(E, \| \cdot \|)$. We will use the notation $\mathcal{O}(\Omega, E)$ and $\mathcal{O}_b(\Omega, E)$ for the space of holomorphic and holomorphic and bounded $E$-valued maps defined on an open set $\Omega \subseteq \mathbb{C}^d$. 

Let $S$ be a sector, $f \in \mathcal{O}(S, E)$ and let $\hat{f} = \sum_{n=0}^{\infty} a_n t^n \in E[[t]]$ be its asymptotic expansion on $S$ (written $f \sim \hat{f}$ as $S \ni t \to 0$), i.e., for each subsector $S'$ and each $N \in \mathbb{N}$, there exists $C_N(S') > 0$ such that
\begin{equation}
\left\| f(t) - \sum_{n=0}^{N-1} a_n t^n \right\| \leq C_N(S')|t|^N, \quad \text{on } S'.
\end{equation}

The asymptotic expansion is said to be of $s$–Gevrey type ($s > 0$ and written $f \sim_s \hat{f}$ as $S \ni t \to 0$) if we can choose $C_N(S') = C(S') A(S')^N N!^s$, for some $C(S')$, $A(S')$ independent of $N$. In this case we conclude that $f \in E[[t]]$ is a $s$–Gevrey series in $t$, i.e., there are constants $B, D > 0$ such that $\|a_n\| \leq BD^n n!^s$, for all $n \in \mathbb{N}$.

**Remark 3.1.** To have $f \sim_s \hat{f}$ as $S \ni t \to 0$ it is actually sufficient to have inequalities (1) only for the values $N = Mp$, where $M \in \mathbb{N}^+$ is fixed. The reader may check this assertion with the aid of the following lemma that we will use later.

**Lemma 3.2.** Let $V = V(a, b; r)$ be a sector, $0 < \rho < r$ and $M$ be a positive integer. There is a constant $C_V(\rho, M)$ with the following property: If $H(t) = a_0 + a_1 t + \cdots + a_M t^{M-1} \in E[t]$ is a polynomial and $K : V \to \mathbb{R}^+$ is a map such that $\|H(t)\| \leq K(|t|)$, for all $t \in V$, then $\|a_j\| \leq C_V(\rho, M)K(\rho)$, for all $j$.

**Proof.** Take $t_0, t_1, \ldots, t_{M-1}$ distinct points in $V$ with $|t_j| = \rho$ and let $G = (t_j^i)_{0 \leq i, j \leq M-1}$ the corresponding Vandermonde matrix. On $E^M$ consider the norm $\|(z_1, \ldots, z_M)^t\|_1 := \sum_{j=1}^M |z_j|$ and on $\mathbb{C}^{M \times M}$ the corresponding matrix norm $\|A\|_1 = \sup_{v \in E^M \setminus \{0\}} \|Av\|/\|v\|_1$. Then from our hypothesis we see that
\begin{align*}
\|a_j\| \leq \|(a_0, \ldots, a_{M-1})^t\|_1 = \|G^{-1}G(a_0, \ldots, a_{M-1})^t\|_1 \leq \|G^{-1}\|_1 \sum_{i=1}^M \|H(t_i)\| \leq M\|G^{-1}\|_1 K(\rho),
\end{align*}
as required. \hfill \Box

A key point to generalize asymptotic expansions in a germ is the following: $f \sim \hat{f}$ as $S \ni t \to 0$ if and only if there exists $(f_N)_{N \in \mathbb{N}} \subset \mathcal{O}_b(D_R, E)$ such that for all subsectors $S'$ and $N \in \mathbb{N}$ there are constants $C_N(S') > 0$ such that
\begin{equation}
\|f(t) - f_N(t)\| \leq C_N(S')|t|^N, \quad \text{on } S' \cap D_R.
\end{equation}

In the case $f \sim_s \hat{f}$ as $S \ni t \to 0$ we also require that $C_N(S') = C(S') A(S')^N N!^s$ and $\|f_N(t)\| \leq DB^N N!^s$, for all $|t| \leq R$ and $N \in \mathbb{N}$, for some constants $C(S')$, $A(S')$, $B, D > 0$. In any case, the series $\hat{f}$ is completely determined by $f$ since $a_n = \lim_{S' \ni t \to 0} \frac{t^n}{n!} f(t)$, for any subsector $S'$, and it is given by the limit of the Taylor series at the origin of the $f_n$, in the $m$-topology of $E[[t]]$, $m = (t)$.

For several variables, we use the notation $\mathcal{O}(E) = E[[x]]$ and $\mathcal{O}(E) = E\{x\}$ for the space of formal and convergent power series in $x$ with coefficients in $E$, respectively. For any $r = (r_1, \ldots, r_d) \in [\mathbb{R}^+]^d$, $D_r = \{x \in \mathbb{C}^d \mid |x_j| < r_j, j = 1, \ldots, d\}$ will denote the polydisk centered at the origin with polyradius $r$. If $r_j = r$, for all $j$, we will write the Cartesian product $D_r^d$ instead. We denote by $J : \mathcal{O}(D_r, E) \to \mathcal{O}(E)$ the Taylor map assigning to a function its Taylor series at the origin.

Given $\alpha \in \mathbb{N}^d \setminus \{0\}$, any power series $\hat{f} = \sum_{\beta \in \mathbb{N}^d} f_\beta x^\beta \in \mathcal{O}(E)$ can be written uniquely as
\begin{equation}
\hat{f} = \sum_{n=0}^\infty \hat{f}_{\alpha, n}(x) x^{n\alpha}, \quad \hat{f}_{\alpha, n}(x) = \sum_{\alpha \leq \beta} f_{n\alpha + \beta} x^\beta.
\end{equation}
Analogously, given $P \in \hat{O} \setminus \{0\}$, $P(0) = 0$ and an injective linear form $\ell : \mathbb{N}^d \to \mathbb{R}^+$, $\ell(\alpha) = \ell_1\alpha_1 + \cdots + \ell_d\alpha_d$, every $\hat{f} \in \hat{O}(E)$ can be written uniquely in the form

$$(3) \quad \hat{f} = \sum_{n=0}^{\infty} \hat{f}_{P,\ell,n}(x) P^n, \quad \hat{f}_{P,\ell,n}(x) \in \Delta_\ell(P, E).$$

Here the linear form $\ell$ is used to order the monomials by: $x^\alpha <_\ell x^\beta$ if $\ell(\alpha) < \ell(\beta)$. We write $\nu_\ell(\hat{f}) = \alpha$ if $x^\alpha = \min\{x^\beta | f_\beta \neq 0\}$, where the minimum is taken according to $<_\ell$ and

$$\Delta_\ell(P, E) := \left\{ \sum g_\beta x^\beta \in \hat{O}(E) \mid g_\beta = 0 \text{ if } \beta \in \nu_\ell(P) + \mathbb{N}^d \right\}.$$
Here $I_j(\sum_n f_n x^n) = \sum_n I_j(f_n)x^n$, $I_j(f)(x) = f(x_1, \ldots, x_{j-1}, x_{j+1}, \ldots, x_d)$ and $\hat{\Omega}_r(E)$ is embedded into $\hat{\Omega}_r'(E)$, $0 < r' < r$, by restriction. If $\hat{f} \in \hat{\Omega}(E)$, then $\hat{T}_\alpha \hat{f} \in \mathcal{E}_\alpha[[t]]$ and all coefficients $f_{\alpha,n} = f_{\alpha,n}$ have a common radius of convergence at the origin.

(2) For the general case we recall that a sequence $\{f_n\}_{n \in \mathbb{N}} \subset \mathcal{O}_h(D^d_r,E)$ is an asymptotic sequence for $\hat{f} \in \hat{\Omega}(E)$ if $J(f_n)$ converges in the $m$-adic topology of $\hat{\Omega}(E)$ ($m = (x)$) to $\hat{f}$. If, moreover, $J(f_n) \equiv \hat{f} \bmod P^n \hat{\Omega}(E)$, for all $n \in \mathbb{N}$, then we will say that the sequence is a $P$-asymptotic sequence for $\hat{f}$. Then we can define:

\[
\hat{\Omega}_r^P(E) := \left\{ \hat{f} \in \hat{\Omega}(E) \mid \hat{f} \text{ has a } P - \text{asymptotic sequence in } \mathcal{O}_h(D^d_r,E) \right\},
\]

\[
\hat{\Omega}_r^P(E) := \bigcup_{r > 0} \hat{\Omega}_r^P(E),
\]

\[
\mathcal{E}_{\ell,r}^P := \bigcup_{r > 0} \mathcal{E}_{\ell,r}^P.
\]

We will refer to the elements of $\hat{\Omega}_r^P(E)$ as $P$-asymptotic series. Note that $\mathcal{E}_{\ell,r}^P$ and $\mathcal{E}_{\ell,r}^P$ become Banach spaces with the norm $\|g\| = \sup_{|x| < r} \|g(x)\|$.

If $\hat{f} \in \hat{\Omega}_r^P(E)$, then $\hat{T}_{\ell,P,\ell} \hat{f} \in \mathcal{E}_{\ell,r}^P[[t]]$ and all coefficients $\hat{f}_{\ell,P,\ell,n} = f_{\ell,P,\ell,n}$ have a common radius of convergence at the origin [5 Cor. 4.10]. When necessary we will employ the notation $\hat{T}_{\ell,P,\ell}[D^d_\rho]$ to emphasize the fact that the coefficients $f_{\ell,P,\ell,n}$ are defined on $D^d_\rho$, i.e., $\hat{T}_{\ell,P,\ell}[D^d_\rho] = \sum_{n=0}^{\infty} f_{\ell,P,\ell,n} t^n \in \mathcal{E}_{\ell,r}^P[[t]]$.

In the analytic setting it is natural to work with $P$-sectors, i.e., sets of the form

\[
\Pi_P = \Pi_P(a, b; R) = \{ x \in \mathbb{C}^d \mid P(x) \neq 0, 0 < a < \arg(P(x)) < b, 0 < |x_j| < R_j, \text{ for } j = 1, \ldots, d \},
\]

where $a < b$ are real numbers and $R = (R_1, \ldots, R_d) \in (\mathbb{R}^+)^d$ is a polyradius. For $P(x) = x^\alpha$ we will simply write $\Pi_\alpha$. The values $b - a$ and $\theta = (b + a)/2$ are called the opening and the bisecting direction of the $P$-sector $\Pi_P$. We will also use the notation $\Pi_P(a, b; R) = S_P(\theta, b - a; R) = S_P$. The notion of subsector is also clear.

Here any convenient branch of arg may be used. Anyhow, we will only consider $P$-sectors of opening not greater than $2\pi$.

It is possible to construct operators $T_\alpha$ and $T_{\ell,P}$ sharing the same properties as their formal counterparts [4] for holomorphic maps defined on $x^\alpha$- and $P$-sectors, respectively. We recall this main and technical result [5 Lemma 3.8, Thm. 4.7] in the following theorem.

**Theorem 3.5.** Let $\ell : \mathbb{N}^d \to \mathbb{R}^+$ be an injective linear form and $P \in \mathcal{O} \setminus \{0\}$, $P(0) = 0$. Let $\Pi_P = \Pi_P(a, b; R)$ be a $P$-sector. Then there exists $\rho, \sigma, L > 0$ such that $P(D^d_\rho) \subset D_\sigma$ and the following properties hold:

(1) If $f : \Pi_P \to E$ is a holomorphic map, then there exists a uniquely determined holomorphic map $T_P f : V(a, b; \sigma) \times D^d_\rho \to E$ such that $J((T_{\ell,P} f)(t, \cdot)) \in \Delta_{\ell}(P, E)$ for any $t$ and

\[
(T_{\ell,P} f)(P(x), x) = f(x), \quad x \in \Pi_P, |x| < \rho.
\]

(2) Given a function $K : (0, S) \to \mathbb{R}^+$, $S \geq \sup_{x \in \Pi_P} |P(x)|$, such that $|f(x)| \leq K(|P(x)|)$ for $x \in \Pi_P$, we have

\[
||(T_{\ell,P} f)(t, x)|| \leq \frac{L}{|t|} K(|t|), \quad t \in V(a, b; \sigma), |x| < \rho.
\]
(3) If $P(x) = x^\alpha$, then we can choose $\sigma = R^\alpha$ and the inequality in (2) takes the form
\[
\| (T_\alpha f)(t,x) \| \leq \frac{R^\alpha}{|t|} K(|t|) \prod_{j=1}^{d} \left( 1 - \frac{|x_j|}{R_j} \right)^{-1}, \quad t \in V(a,b;R^\alpha), x \in DR.
\]

Finally we are in position to recall the notion of $x^\alpha$- and $P$-asymptotic expansions.

**Definition 3.1.** Let $f \in \mathcal{O}(\Pi_P, E)$, $\Pi_P = \Pi_P(a,b;R)$ and $\hat{f} \in \hat{\mathcal{O}}(E)$. We will say that $f$ has $\hat{f}$ as $P$-asymptotic expansion on $\Pi_P$ if $\hat{f} \in \hat{\mathcal{O}}^P(E)$ for some $r > 0$ and if there is a $P$-asymptotic sequence $\{f_n\}_{n \in \mathbb{N}}$ in $\mathcal{O}_b(D^d, E)$ such that for all $N \in \mathbb{N}$ and every subsector $\Pi_{P'} \subset \Pi_P$ there exists $C_N > 0$ such that
\[
\| f(x) - f_N(x) \| \leq C_N |P(x)|^N, \quad \text{on } \Pi_{P'} \cap D^d.
\]
We will denote this situation by $f \sim^P \hat{f}$ on $\Pi_P$. If $P(x) = x^\alpha$, we will write $f \sim^\alpha \hat{f}$ on $\Pi_\alpha$.

The main purpose of the operators $\hat{T}_\alpha, T_\alpha, \hat{T}_{P,\ell}$ and $T_{P,\ell}$ is to provide a characterization of $x^\alpha$- and $P$-asymptotic expansions in terms of classical asymptotic expansions in one variable, respectively. In this context, we state the following result [8, Thm. 4.9].

**Theorem 3.6.** Let $\ell : \mathbb{N}^d \to \mathbb{R}^+$ be an injective linear form. Then $f \sim^P \hat{f}$ on $\Pi_P = \Pi_P(a,b;R)$ if and only if there exists $\rho > 0$ such that $\hat{T}_{P,\ell} \hat{f} |_{D^d_P} = \sum_{n=0}^{\infty} f_{P,\ell,n} t^n \in E^{P}_{\ell_P}[t]$ and one of the following two equivalent conditions holds:

1. We can choose $f_N = \sum_{n=0}^{N-1} f_{P,\ell,n} P^n$ in Definition 3.1, i.e., for every $N \in \mathbb{N}$ and $\Pi_{P'} \subset \Pi_P$ there exists $L_N > 0$ such that
\[
\left\| f(x) - \sum_{n=0}^{N-1} f_{P,\ell,n}(x) P(x)^n \right\| \leq L_N |P(x)|^N, \quad \text{on } \Pi_{P'} \cap D^d_P.
\]

2. The function $T_{P,\ell} f$ from Theorem 3.5 is defined on $V(a,b;\sigma) \times D^d_P \to \mathbb{C}$ for some positive $\sigma$ and satisfies
\[
T_{P,\ell} f \sim \hat{T}_{P,\ell} \hat{f} |_{D^d_P} \quad \text{as } V(a,b;\sigma) \ni t \to 0.
\]

**Remark 3.7.** We remark the following facts on the notion of $P$-asymptotic expansions:

1. The previous definition is independent of the chosen $P$-asymptotic sequence with limit $\hat{f}$.
2. $P$-asymptotic expansions are stable under addition and partial derivatives. If $E$ is a Banach algebra, then $\hat{\mathcal{O}}(E)$ is an algebra. In this case $P$-asymptotic expansions are stable under products as well. This is not obvious from the definition, except for addition.
3. The $P$-asymptotic expansion of a function on a $P$-sector, if it exists, is unique. Indeed, if $f \sim^P \hat{f} = \sum f_\beta x^\beta$ on $\Pi_P$, then
\[
\lim_{\Pi_{P'} \ni x \to 0} \frac{1}{\beta!} \frac{\partial^\beta f}{\partial x^\beta}(x) = f_\beta, \quad \text{for any subsector } \Pi_{P'} \subset \Pi_P.
\]
For $\beta = 0$ the formula follows from inequality 3.6 for $N = 1$ in Theorem 3.6(2). For an arbitrary $\beta$ the limit follows using the stability of $\sim^P$ under derivatives.

4. Consider two associated elements $P, Q \in \mathcal{O} \setminus \{0\}$, i.e., $Q = U \cdot P$ where $U \in \mathcal{O}$ is a unit. Then $\hat{\mathcal{O}}^P(E) = \hat{\mathcal{O}}^Q(E)$. Furthermore, if $|x| < r$, then $\theta_1 < \arg U(x) < \theta_2$, for some $\theta_1 < \theta_2$ and $\theta_2 - \theta_1$ can be made as small as desired if $r$ is small enough. It follows that if $f \sim^P \hat{f}$ on $P_{(a,b;R)}$, then $f \sim^Q \hat{f}$ on $Q_{(a+\theta_1+b+\theta_2,R)}$, if the polyradius $R$ is taken small enough.

5. If $f \sim^P \hat{f}$ on $P_{(a,b;R)}$, then $f \circ m \sim^{P \circ m} \hat{f} \circ m$ on $P_{P \circ m}(a,b;R')$ and $f \circ b \xi \sim^{P \circ b \xi} \hat{f} \circ b \xi$ on $P_{P \circ b \xi}(a,b;R')$ for any $m \geq 2$, $\xi \in \mathbb{N}^1$ for some $R'$ is small enough.
Remark 3.8. We remark that the germ $P$ we have worked with may not depend on all $x$. To fix ideas assume $x = (x_1, x_2) \in \mathbb{C}^n \times \mathbb{C}^{d-n}$ and $P(x) = P(x_1)$. Then the variables $x_2$ are interpreted as regular parameters and instead of working in $E$ we work in the Banach space $\mathcal{O}_b(D, E)$, for some $\rho \in (\mathbb{R}^+)^{d-n}$.

4. Summability in an analytic germ

In this section we recall $P$-s–Gevrey asymptotic expansions and summability in a germ of analytic function. In particular we define $P$-s–Gevrey series and find a new characterization in Lemma 4.4 that allow us to easily prove basic properties of these series. We also include the key Lemmas 4.3 and 4.5 that will be used in the last section of the paper.

We say that $\hat{f} \in \hat{\mathcal{O}}(E)$ is a $P$-s–Gevrey series, $s \geq 0$, if there is a $P$–asymptotic sequence $\{f_n\}_{n \in \mathbb{N}} \subset \mathcal{O}_b(D^d, E)$ for $\hat{f}$, such that $\|f_n(x)\| \leq CA^n n!^s$, for all $|x| \leq r$, $n \in \mathbb{N}$. In this case we say that $\{f_n\}_{n \in \mathbb{N}}$ is a $P$-s–asymptotic sequence for $\hat{f}$. We will use the notation $\hat{\mathcal{O}}^{P,s}(E)$ for the set of $P$-s–Gevrey series. In the case $P(x) = x^n$ we will write $E[[x]]_s = \hat{\mathcal{O}}^{x^n,s}(E)$ instead.

Given any injective linear form $\ell : \mathbb{N}^d \to \mathbb{R}^+$, $\hat{f} \in \hat{\mathcal{O}}^{P,s}(E)$ if and only if there is $\rho > 0$ and a sequence $\{g_n\}_{n \in \mathbb{N}} \subset \mathcal{O}_b(D^d, E)$ with $J(g_n) \in \Delta_{\ell}(P, E)$, for all $n \in \mathbb{N}$ such that $\hat{T}_{P, \ell} \hat{f} = \sum_{n=0}^{\infty} g_n u^n$ is a $s$–Gevrey series in $t$, see [8, Def./Prop. 7.5]. In fact, the restriction on the supports of the $g_n$ can be removed, as the following lemma shows.

Lemma 4.1. Let $\hat{f} \in \hat{\mathcal{O}}(E)$ be a series. Then $\hat{f} \in \hat{\mathcal{O}}^{P,s}(E)$ if and only if there are $r, C, A > 0$ and a sequence $\{f_n\}_{n \in \mathbb{N}} \subset \mathcal{O}_b(D^d, E)$ such that $\hat{f} = \sum_{n=0}^{\infty} f_n P^n$ and $\|f_n(x)\| \leq CA^n n!^s$, for all $|x| \leq r$, $n \in \mathbb{N}$.

Proof. If $\hat{f} \in \hat{\mathcal{O}}^{P,s}(E)$, the statement follows by [8, Def./Prop. 7.5] as seen above. Conversely, let us fix an injective linear form $\ell : \mathbb{N}^d \to \mathbb{R}^+$. Using Proposition 3.3 and Remark 3.2 we can find $\rho > 0$ small enough such that for all $n \in \mathbb{N}$ we can write

$$f_n(x) = \sum_{j=0}^{\infty} f_{n,j}(x) P^j(x), \quad |x| < \rho,$$

where $f_{n,j} = R_{P, \ell} \circ Q_{P, \ell}^j(f_n)$ and $J(f_{n,j}) \in \Delta_{\ell}(P, E)$.

In particular we see that $\hat{T}_{P, \ell} \hat{f} = \sum_{n=0}^{\infty} F_N u^n$, where

$$F_N = \sum_{j=0}^{N} f_{j,N,j}.$$

Since the operators $R_{P, \ell}$ and $Q_{P, \ell}$ are linear and continuous their operator norms $\|R_{P, \ell}\|, \|Q_{P, \ell}\|$ are finite and we obtain the bound

$$\|F_N(x)\| \leq \sum_{j=0}^{N} \|R_{P, \ell}\| \|Q_{P, \ell}\|^{N-j} \sup_{|y| \leq \rho} \|f_j(y)\|$$

$$\leq \sum_{j=0}^{N} \|R_{P, \ell}\| \|Q_{P, \ell}\|^{N-j} CA^j j!^s = C\|R_{P, \ell}\| \|Q_{P, \ell}\|^{N} \sum_{j=0}^{N} \left( \frac{A}{\|Q_{P, \ell}\|} \right)^j j!^s,$$

for $|x| < \rho$. Then it is clear that we can find constants $B, D > 0$ such that $\|F_N(x)\| \leq DB^N N!^s$, for all $|x| \leq \rho$, $N \in \mathbb{N}$ and thus $\hat{f} \in \hat{\mathcal{O}}^{P,s}(E)$.

Corollary 4.2. Let $P, Q \in \mathcal{O} \setminus \{0\}$ such that $P(0) = Q(0) = 0$. The following assertions hold:

1. $\hat{\mathcal{O}}^{P,s}(E)$ is stable under sums and partial derivatives. If $E$ is a Banach algebra, then $\hat{\mathcal{O}}^{P,s}(E)$ is also stable under products.
2. For any $N \in \mathbb{N}^+$, $\hat{\mathcal{O}}^{P,N,s}(E) = \hat{\mathcal{O}}^{P,s}(E)$.
3. If $Q$ divides $P$, then $\hat{\mathcal{O}}^{P,s}(E) \subseteq \hat{\mathcal{O}}^{Q,s}(E)$.
Proof. Fix an injective linear form \( \ell : \mathbb{N}^d \to \mathbb{R}^+ \) and let \( \hat{f} \in \hat{O}^{P,s}(E) \). Then there is \( \rho > 0 \) and a sequence \( \{g_n\}_{n \in \mathbb{N}} \subseteq \mathcal{O}_b(D^d_\rho, E) \) with \( J(g_n) \in \Delta_\ell(P,E) \), for all \( n \in \mathbb{N} \) such that \( \hat{f} = \sum_{n=0}^{\infty} g_n P^n \) and \( \| g_n(x) \| \leq CA^n n! \), for all \( |x| \leq \rho, n \in \mathbb{N} \).

To prove \( 1 \) note that \( \frac{\partial f}{\partial x_j} = \sum_{n=0}^{\infty} \left( \frac{\partial g_n}{\partial x_j} + (n+1)g_{n+1}\frac{\partial P}{\partial x_j} \right) P^n \) and then \( \frac{\partial f}{\partial x_j} \in \hat{O}^{P,s}(E) \) follows from Cauchy inequalities applied to \( g_n \) and Lemma 4.1.

For \( 2 \) we recall that the limit
\[
\lim_{n \to \infty} \left( nk \right)^{1/k} = \frac{(2\pi k)^{1/2}}{\sqrt{2\pi}},
\]
allows to interchange, up to a geometric factor of \( n \), the terms \( (nk)^{1/k} \) and \( n! \). To see that \( \hat{O}^{P,s}(E) \subseteq \hat{O}^{P^N,N_s}(E) \) we let \( \hat{f} \in \hat{O}^{P,s}(E) \) as before. Then \( \hat{f} = \sum_{n=0}^{\infty} h_n P^n \), \( h_n = \sum_{j=0}^{n-1} g_{n+j} P^j \). Using the limit \( 7 \) we can find constants \( B, D > 0 \) such that \( \| h_n(x) \| \leq DB^n n! \), for all \( |x| \leq \rho, n \in \mathbb{N} \) and thus \( \hat{f} \in \hat{O}^{P^N,N_s}(E) \).

Finally to prove \( 3 \) assume \( P = Q \cdot R \), where \( R \in \mathcal{O}_b(D^d_\rho, \mathbb{C}) \). Then \( \hat{f} = \sum_{n=0}^{\infty} h_n R^n \), \( \| h_n(x) R^n(x) \| \leq CB^n n! \), \( B = A \cdot \sup_{|x| \leq \rho} |R(x)| \). Thus \( \hat{f} \in \hat{O}^{\hat{G}^s}(E) \) by Lemma 4.1. \( \square \)

For the case \( P(x) = x^\alpha \), we see that \( \hat{f} \) is a \( x^\alpha \)-s–Gevrey series in \( t \) if for some \( r > 0 \), \( \hat{T}_\alpha \hat{f} \in \mathcal{E}^\alpha[t] \) and it is a \( s \)-Gevrey series in \( t \), i. e., there are constants \( C, A > 0 \) such that \( \| f_\alpha,n \| \leq CA^n n! \), for all \( n \in \mathbb{N} \). This condition can be directly identified from the coefficients of \( \hat{f} \). The proof is the same as in \( 4 \). Lemma 3.1 but it is included here for sake of completeness. It is worth mentioning that Lemma 4.3 (2) below is the crucial point to prove our main result, namely, Theorem 5.5

Lemma 4.3. Assume the entries of \( \alpha, \alpha' \in \mathbb{N}^d \) are not zero and let \( \hat{f} = \sum f_\beta x^\beta \in \hat{O}(E) \) be a series. Then:

(1) \( \hat{f} \in E[[x]]^{\alpha} \) if and only if there are constants \( C, A > 0 \) satisfying
\[
\| f_\beta \| \leq CA^{|\beta|} \min_{1 \leq j \leq d} \beta_j^{\gamma_j / \alpha_j}, \quad \beta \in \mathbb{N}^d.
\]

In particular, we obtain again that \( E[[x]]^N_\alpha = E[[x]]^{\alpha} \) for all \( N \in \mathbb{N}^+ \).

(2) If \( \hat{f} \in E[[x]]^{\alpha'}_s \), then there exist \( r > 0 \) such that \( \hat{T}_\alpha \hat{f} \mid_{D^2_r} \) is a max\( 1 \leq j \leq d \) \( \{ \alpha_j / \alpha'_j \} \) \( s \)-Gevrey series in some \( \mathcal{E}^\gamma_{r} \).

Proof. (1) Assume there are constants \( B, D > 0 \) such that \( \| f_\alpha,n \| \leq DB^n n! \), for all \( n \in \mathbb{N} \). Given \( \gamma \in \mathbb{N}^d \), let \( n = \min_{1 \leq j \leq d} [\gamma_j] / \alpha_j \), where \( [\cdot] \) denotes the floor function. Thus \( \gamma = n \alpha + \beta \) with \( \beta_j < \alpha_j \) for some \( l \). Then by Cauchy’s inequalities we see that
\[
\| f_\gamma \| = \| f_{n \alpha + \beta} \| = \left\| \frac{1}{\beta!} \frac{\partial^n f_\alpha,n}{\partial x^\beta}(0) \right\| \leq DB^n / \beta! n!,
\]
which yields one implication. The converse follows by the same argument as in (2) above.
(2) If \( \|f_\beta\| \leq CA^{|\beta|} \min_{1 \leq j \leq d}\{\beta_j^{s/\alpha_j}\} \), for all \( \beta \in \mathbb{N}^d \), we can directly estimate the growth of the \( f_{\alpha,n} \) by means of equation (2): if \( |x| < r \), and \( rA < 1 \) we obtain

\[
\|f_{\alpha,n}(x)\| = \left\| \sum_{\alpha \in \gamma} f_{n\alpha + \gamma} x^\gamma \right\| \leq \sum_{j=1}^d \alpha_j - 1 \sum_{\beta_j = 0}^\infty \mathbb{N}\alpha_j = \beta_j \sum_{1 \leq l \leq d} \min_{1 \leq j \leq d}\{(n\alpha_j + \gamma_j)^{s/\alpha_j}\} \\
\leq \frac{CA^n\alpha}{(1 - rA)^{d-1}} \sum_{j=1}^d \sum_{\beta_j = 0}^\infty (n\alpha_j + \beta_j)^{s/\alpha_j} (rA)^{\beta_j}.
\]

If we write \( s' = \max_{1 \leq j \leq d}\{\alpha_j/\alpha_j\} \), using the limit (7) we can find constants \( B,D > 0 \) such that

\[
(n\alpha_j + \beta_j)^{s/\alpha_j} \leq (\alpha_j(n+1))^{s/\alpha_j} \leq DB^n(n+1)!^{s/\alpha_j} \leq DB^n(n+1)!^{s'} \leq D(2^{s'}B)^n!^{s'},
\]

for all \( n \in \mathbb{N} \). Then it is clear that we can find constants \( K,M > 0 \) such that \( \|f_{\alpha,n}(x)\| \leq KM^n!^{s'} \), for all \( |x| < r \) and all \( n \in \mathbb{N} \), as we wanted to show.

For convergent series, i.e., for \( s = 0 \), we also see directly that \( \hat{f} \in O(E) \) if and only if \( \hat{T}_{\alpha}\hat{f} \in \mathcal{E}_n^\alpha \{t\} \) for some \( r > 0 \). For the general case we also have \( \hat{f} \in O(E) \) if and only if \( \hat{T}_{\alpha}\hat{f} \in \mathcal{E}_n^\alpha \{t\} \) for some \( r > 0 \). One implication is the content of Remark 3.4(2). The converse follows by simply replacing \( t = P(x) \).

**Definition 4.1.** Let \( \Pi_P = \Pi_P(a,b,R) \) be a \( P \)-sector, \( f \in O(\Pi_P,E) \) and \( \hat{f} \in O(E) \). We will say that \( f \) has \( \hat{f} \) as \( P \)-s–Gevrey asymptotic expansion on \( \Pi_P \) if \( f \sim_P \hat{f} \) on \( \Pi_P \) and furthermore:

1. One of the sequences \( \{f_n\}_{n \in \mathbb{N}} \) of Definition 3.1 satisfies \( \|f_N(x)\| \leq KA^N!^{s'} \), for all \( N \in \mathbb{N} \), \( |x| < r \). In this case \( \{f_n\}_{n \in \mathbb{N}} \) is called a \( P \)-s–asymptotic sequence for \( \hat{f} \).
2. We can find constants \( C,A > 0 \) such that \( C_N = CA^N!^{s'} \), where \( C_N \) is the constant in inequality (3).

This notion is independent of the choice of the \( P \)-s–asymptotic series. We will denote this by \( f \sim_P \hat{f} \) on \( \Pi_P \). If \( P(x) = x^\alpha \), we will write \( f \sim_P \hat{f} \) on \( \Pi_\alpha \).

**Remark 4.4.** We remark the following facts on the notion of \( P \)-s–Gevrey asymptotic expansions:

1. Definition 4.1 is independent of the choice of the \( P \)-s–asymptotic sequence for \( \hat{f} \).
2. The analog of Theorem 5.6 holds in this setting: Let \( \ell : \mathbb{N}^d \to \mathbb{R}^+ \) be an injective linear form. Then \( f \sim_P \hat{f} \) on \( \Pi_P = \Pi_P(a,b,R) \) if and only if there exists \( p > 0 \) such that \( \hat{T}_{p\ell} \hat{f} \big|_{D^\rho} = \sum_{n=0}^\infty f_{p\ell,n}^{(n)} \big|_{D^\rho} \in \mathcal{E}_{p\ell}^\rho \{t\} \) is a formal \( s \)-Gevrey series and one of the following two equivalent conditions holds:
   - (a) For every \( \Pi'_P \subset \Pi_P \), there exist \( C,B > 0 \) such that for every \( N \in \mathbb{N} \)
     \[
     \left\| f(x) - \sum_{n=0}^{N-1} f_{p\ell,n}(x) P(x)^n \right\| \leq CB^N!^{s'} |P(x)|^N, \quad \text{on } \Pi'_P \cap D^\rho.
     \]
   - (b) The function \( T_{p\ell}f \) from Theorem 5.5 is defined on \( V(a,b;\sigma) \times D^\rho \) for some positive \( \sigma \) and satisfies
     \[
     T_{p\ell}f \sim_{s} T_{p\ell} \hat{f} \big|_{D^\rho} \text{ as } V(a,b;\sigma) \ni t \to 0.
     \]
3. If \( f \sim_P \hat{f} \) on \( \Pi_P = \Pi_P(a,b,R) \) and \( \hat{f} \) and \( P \) are divisible by some \( x_j \), \( j = 1, \ldots, d \), then \( x_j^{-1} f \sim_P x_j^{-1} \hat{f} \) on \( \Pi_P \). Indeed, assume that (3) holds. The hypotheses on divisibility imply that \( x_j^{-1} f_{p\ell,0}(x) \) is analytic at the origin. Thus we can divide (3) by \( x_j \) to obtain
   \[
   \left\| x_j^{-1} f(x) - x_j^{-1} f_{p\ell,0}(x) - \sum_{n=1}^{N-1} f_{p\ell,n}(x) Q(x) P(x)^n \right\| \leq CKA^N!^{s'} |P(x)|^{N-1},
   \]
where \( Q(x) = x_j^{-1}P(x) \) and \( K = \sup_{x \in \Pi_p} |Q(x)|. \)

(4) In the monomial case, if \( \hat{f} \sim^O f \) on \( \Pi_\alpha \) in the sense of Theorem 3.6 (1), then it follows from inequalities \( \mathbf{[8]} \) that \( \hat{f} \in E[|x|^\alpha] \). \( \mathbf{[8]} \) Prop. 3.11, Remark 3.12.

(5) \( P \)-asymptotic expansions are stable under addition and partial derivatives and if \( E \) is a Banach algebra, they are stable under products as well. They are stable under left composition with analytic functions as well.

We can compare asymptotic expansions in different powers of some analytic germ. On this matter we will use the following lemma, proof of which follows the same lines as in \( \mathbf{[6]} \) Prop. 3.5 for the particular case treated there.

**Lemma 4.5.** \( f \sim^P \hat{f} \) on \( \Pi_P(a,b; R) \) if and only if \( f \sim^{P_M} \hat{f} \) on \( \Pi_P(a/M,b/M; R) \) for any \( M \in \mathbb{N}^+. \)

**Proof.** Let us fix an injective linear form \( \ell : \mathbb{N}^d \to \mathbb{R}^+. \) Using Remark 3.4 (1), we see that

\[
\hat{T}_{P_M,\ell,t} = \sum_{n=0}^{\infty} (f_{P,\ell,nM} + f_{P,\ell,nM+1}P + \cdots + f_{P,\ell,nM+M-1}P^{M-1})t^n, \quad \hat{f} \in \hat{O}(E).
\]

If \( f \sim^P \hat{f} \) on \( \Pi_P(a,b; R) \), we can conclude that also \( f \sim^{P_M} \hat{f} \) on \( \Pi_P(a/M,b/M; R) \) using inequalities \( \mathbf{[6]} \) for the values \( N = Mp, p \in \mathbb{N} \) and the limit \( \mathbf{[7]} \) for \( k = M \) to adjust the constant \( L_{pM} = LB^pM^s(pM)^t \) to a constant of the form \( L'_p = L'D^pM^s. \)

Conversely, if \( f \sim^{P_M} \hat{f} \) on \( \Pi_P(a/M,b/M; R) \), this implies that inequalities \( \mathbf{[6]} \) hold only for the values \( N = pM, p \in \mathbb{N} \):

\[
\|f(x) - \sum_{n=0}^{Mp-1} f_{P,\ell,n}(x)P(x)\|^n \leq C'B^pM^s|P(x)|^{Mp}.
\]

We can apply Theorem 3.5 (2) with \( K(u) = u^{Mp} \) to conclude that

\[
\|T_{P,\ell,f}(t,x) - \sum_{n=0}^{Mp-1} f_{P,\ell,n}(x)t^n\| \leq LC'B^pM^s|t|^{Mp-1},
\]

in the corresponding sector but with \( |t| < \sigma \) and \( |x| < \rho \), where \( \sigma, \rho > 0 \) are small enough. Using \( \mathbf{[6]} \) for \( p \) and \( p + 1 \) we conclude that

\[
\|f_{P,\ell,Mp}(x)t + f_{P,\ell,Mp+1}(x)t^2 + \cdots + f_{P,\ell,Mp+M-1}(x)t^M\| \leq LC'B^pM^{s+1} + LC'B^{p+1}(p+1)|t|^{Mp},
\]

in the same domain. Applying Lemma 3.2 with \( K(u) = LC'B^pM^s(1/u + B(p+1)M^{s-M}) \) we can conclude that \( T_{P,\ell,f} \) is indeed \( s \)-Gevrey in \( t \), i.e., there are constants \( C, A > 0 \) such that

\[
\|f_{P,\ell,n}(x)\| \leq CA^n|n|^{s}, \quad \text{for all } |x| < \rho \text{ and } n \in \mathbb{N}.
\]

Using again \( \mathbf{[6]} \) for \( p \) and \( p + 1 \) it is straightforward to check that

\[
\|T_{P,\ell,f}(t,x) - \sum_{n=0}^{Mp-1} f_{P,\ell,n}(x)t^n\| \leq C''(A'')^p(pM^s)|t|^{Mp},
\]

for large enough constants \( C'', A'' > 0 \) independent of \( p \). An application of Remark 3.1 shows that \( T_{P,\ell,f} \sim \hat{T}_{P,\ell,f} \) in \( V(a,b;\sigma) \) as we wanted to show.

For Gevrey asymptotic expansions in one variable, we know that \( f \sim_s 0 \) on \( S \) if and only if for every subsector \( S' \subset S \) there are constants \( C, A > 0 \) such that \( \|f(t)\| \leq C \exp(-1/A|t|^{1/s}), t \in S' \). Furthermore the cornerstone to define \( k \)-summability in one variable is Watson’s lemma: if \( f \sim_s 0 \) on \( S(\theta, b - a; r) \) and \( b - a > s\pi \), then \( f \equiv 0 \). Then it is natural to say for \( f \in \hat{O}(E), k > 0 \) and \( \theta \in \mathbb{R} \) that:
We emphasize the following properties that will be used in the next section:

1. The series \( \hat{f} \) is \( k \)-summable on \( S = S(\theta, b-a; r) \) with sum \( f \in \mathcal{O}(S,E) \) if \( b-a > \pi/k \) and \( \hat{f} \sim_{1/k} f \) on \( S \). We also say that \( \hat{f} \) is \( k \)-summable in the direction \( \theta \). The corresponding space is denoted as \( E\{x\}_{1/k,\theta} \).

2. The series \( \hat{f} \) is \( k \)-summable if it is \( k \)-summable in all directions up to a finite number of them mod. \( 2\pi \) (the singular directions). The corresponding space is denoted as \( E\{x\}_{1/k} \).

For proofs in Section 4 we recall the following characterization of \( k \)-summability in terms of Borel-Laplace transformations.

**Proposition 4.6.** A series \( \hat{f}(x) = \sum_{n=0}^{\infty} a_n x^n \in \mathcal{E}\{x\}_{1/k} \) is \( k \)-summable in a direction \( \theta \) if and only if the following statements hold:

1. Its formal Borel transform \( g(t) = \sum_{n=0}^{\infty} a_n \xi^n / \Gamma(1 + n/k) \) is analytic in a neighborhood of the origin.
2. The function \( g \) can be continued analytically in some infinite sector \( S = V(\theta - \delta, \theta + \delta; \infty) \) containing the ray \( \arg \xi = \theta \).
3. It has exponential growth there, i.e., there are positive constants such that
   \[
   \|g(\xi)\| \leq C \cdot \exp \left( A/|\xi|^k \right), \quad \xi \in S.
   \]

Hence the Laplace integral \( f(x) = \int_{\arg \xi = \theta} e^{-(\xi/x)^k} g(\xi) d(\xi/x)^k \) defining the sum of \( \hat{f} \) converges for \( x \) in a certain sector \( V = V(\theta - \pi/2k - \delta/k, 0 < \delta < \delta) \), and suitably chosen \( \hat{\theta} \) close to \( \theta \). It satisfies \( f \sim_{1/k} \hat{f} \) on \( V \).

For null \( P \)-s--Gevrey asymptotic expansions we have the two similar statements: First, \( f \sim_{1/k} \hat{0} \) on \( \Pi_P \) if and only if for every subsector \( \Pi_P \subset \Pi_P \) there are constants \( C, A > 0 \) such that

\[
\|f(x)\| \leq C \exp(-1/A|P(x)|^k), \quad x \in \Pi_P.
\]

Second, we have a version of Watson’s lemma: If \( f \sim_{1/k} \hat{0} \) on \( \Pi_P(a,b; R) \) and \( b-a > \pi/k \), then \( f \equiv 0 \). These statements justify the following definition.

**Definition 4.2.** Let \( \hat{f} \in \hat{\mathcal{O}}(E), k > 0 \) and \( \theta \in \mathbb{R} \) be a direction.

1. The series \( \hat{f} \) is called \( P \)-\( k \)-summable on \( S_P = S_P(\theta, b-a; R) \) with sum \( f \in \mathcal{O}(S_P, E) \) if \( b-a > \pi/k \) and \( \hat{f} \sim_{1/k} f \) on \( S_P \). We also say that \( \hat{f} \) is \( P \)-\( k \)-summable in the direction \( \theta \).

The space of \( P \)-\( k \)-summable series in the direction \( \theta \) will be denoted by \( E\{x\}^P_{1/k,\theta} \).

2. The series \( \hat{f} \) is called \( P \)-\( k \)-summable, if it is \( P \)-\( k \)-summable in all directions up to a finite number of them mod. \( 2\pi \) (the singular directions). The corresponding space is denoted as \( E\{x\}^P_{1/k} \).

If \( P(x) = x^a \), we will simply write \( E\{x\}^{\alpha}_{1/k,\theta} \) and \( E\{x\}^{\alpha}_{1/k} \), respectively.

Note that both \( E\{x\}^{\alpha}_{1/k,\theta} \) and \( E\{x\}^{\alpha}_{1/k} \) are vector spaces stable by partial derivatives and they inherit naturally a structure of algebra if \( E \) is a Banach algebra.

**Remark 4.7.** We emphasize the following properties that will be used in the next section:

1. If \( P, Q \in \mathcal{O} \setminus \{0\} \), \( P(0) = Q(0) = 0 \), are associated, then it follows from Remark 3.7(4) that
   \[
   E\{x\}^P_{1/k,\theta} = E\{x\}^Q_{1/k,\theta}, \quad \text{and} \quad E\{x\}^P_{1/k} = E\{x\}^Q_{1/k}.
   \]

2. Lemma 4.5 implies that
   \[
   E\{x\}^{P_N}_{N/k,N,\theta} = E\{x\}^P_{1/k,\theta}, \quad E\{x\}^{P_N}_{N/k} = E\{x\}^P_{1/k}, \quad N \in \mathbb{N}^+.
   \]
(3) By Remark 5.7(5) we see that if \( \hat{f} \in E\{x\}_{1/k, \theta}^P \), then \( \hat{f} \circ r_m \in E\{x\}_{1/k, \theta}^{P \circ \{r_m \}} \) and \( \hat{f} \circ \xi \in E\{x\}_{1/k, \theta}^{P \circ \{\xi \}} \), for all \( m \geq 2 \) and all \( \xi \in \mathbb{P}_C^1 \). The converse is even more interesting and also true, although we will not use it in this paper.

5. TAUBERIAN PROPERTIES FOR \( P-k \)-SUMMABILITY

In one variable, we have the following classical statements providing tauberian properties for \( k \)-summability which we will generalize for \( k \)-summability in an analytic germ.

Theorem 5.1. The following statements are true for \( 0 < k < k' \) and \( 0 < k_0, k_1, \ldots, k_n \):

1. If \( \hat{f} \in E\{t\}_{1/k} \) has no singular directions, then it is convergent.
2. \( E\{x\}_{1/k} \cap E\{t\}_{1/k} = E\{t\}_{1/k} \cap E\{t\}_{1/k} = E\{t\} \).
3. Consider \( \hat{f}_j \in E\{t\}_{1/k} \) for \( j = 1, \ldots, n \) and assume that \( 0 < k_1 < \cdots < k_n \). Then \( \hat{f}_1 + \cdots + \hat{f}_n = 0 \) implies that \( \hat{f}_j \in E\{t\} \) for all \( j = 1, \ldots, n \).

We will use that, by Remark 4.4(2), a series \( \hat{f} \) is \( P-k \)-summable in some direction \( \theta \) if and only if there exist \( r = r_\theta > 0 \) such that \( \hat{T}_{P_{\ell, r}} \hat{f} |_{D^r_{\theta}} \) is \( k \)-summable in direction \( \theta \) in \( E\{t\}_{r, \ell} \) in the classical sense. Unfortunately, \( k \)-summability of a series \( \hat{f} \) does not imply that \( \hat{T}_{P_{\ell, r}} \hat{f} |_{D^r_{\theta}} \) is \( k \)-summable in \( E\{t\}_{r, \ell} \) for some fixed \( r > 0 \). For a counterexample, see [3], Section 6. Nevertheless, we have

Theorem 5.2. If \( \hat{f} \in E\{x\}_{1/k}^P \) has no singular directions, then \( \hat{f} \) is convergent.

Proof. We follow a classical proof of Theorem 5.1(1). First, choose an injective linear form \( \ell : \mathbb{N}^d \to \mathbb{R}^+ \). Let us write \( \hat{T}_{P_{\ell, r}} \hat{f}(t) = \sum_{n=0}^{\infty} f_{P_{\ell, n}} t^n \) where \( f_{P_{\ell, n}} \in E\{t\}_{r, \ell} \) with some \( R > 0 \). If \( \hat{f} \) is \( P-k \)-summable in all directions, then, by Remark 5.4(2), for all directions \( \theta \in [0, 2\pi] \), there exists some \( 0 < r_\theta \leq R \) such that \( \hat{T}_{P_{\ell, r}} \hat{f}(t) |_{D^r_{\theta}} \) is \( k \)-summable in direction \( \theta \). By Proposition 1.6, this means that for every \( \theta \in [0, 2\pi] \), there exist \( \rho_\theta, \delta_\theta > 0 \) such that the \( k \)-Borel transform \( g_\theta(x, \xi) = \sum_{n=0}^{\infty} f_{P_{\ell, n}}(x) \xi^n \) is convergent and defines by analytic continuation a holomorphic function \( g_\theta : D^d_{\rho_\theta} \times S(\theta, 2\delta_\theta) \to \mathbb{C} \). Furthermore \( g_\theta \) has exponential growth of order \( k \), i.e., there exist \( A_\theta, K_\theta > 0 \) such that

\[
\|g_\theta(x, \xi)\| \leq K_\theta \exp \left(A_\theta |\xi|^k\right), \quad \text{for all } x, \xi \in \text{the domain.}
\]

Now the open sets \( (\theta - \delta_\theta, \theta + \delta_\theta), \theta \in [0, 2\pi] \), form an open covering of the compact interval \( [0, 2\pi] \). Therefore there is a finite sub-covering, i.e., a positive integer \( N \) and \( 0 \leq \theta_1 < \cdots < \theta_N \leq 2\pi \) such that \( [0, 2\pi] \subset \bigcup_{j=1}^{N} \left[ \theta_j - \delta_\theta, \theta_j + \delta_\theta \right] \). This means that the sectors \( S(\theta_j, 2\theta_\delta) \) cover the punctured complex plane. As every \( g_{\theta_j} \) is an analytic continuation of the same germ at \( \xi = 0 \), they can be combined to a holomorphic function \( g : D^d_{\rho_\theta} \times \mathbb{C} \to \mathbb{C}, \rho = \min_{1 \leq j \leq N} \rho_{\theta_j}, \) of exponential growth \( \|g(x, \xi)\| \leq K \exp(A |\xi|^k) \), for all \( \xi \in \mathbb{C}, |x| < \rho \), with the constants \( K = \max_{1 \leq j \leq N} K_{\theta_j} \) and \( A = \max_{1 \leq j \leq N} A_{\theta_j} \).

It is well known that this implies the convergence of \( \hat{T}_{P_{\ell, r}} \hat{f} \) and hence the convergence of \( \hat{f} \). Indeed, Cauchy’s inequalities on a disk of radius \( \left(\frac{A}{K_\theta}\right)^{1/k} \) show that

\[
\|f_{P_{\ell, n}}(x)\| \leq K(Ae)^{n/k} \frac{\Gamma(1+n/k)}{(n/k)^{n/k}}, \quad \text{for all } |x| < \rho, \ n \in \mathbb{N}.
\]

An application of Stirling’s formula allows to conclude that \( \hat{f} \) is convergent.

\[\square\]

Lemma 5.3. Let \( \alpha, \alpha' \in \mathbb{N}^d \setminus \{0\} \) and \( k, k' > 0 \). The following statements hold:
Proof. (1) The second statement is indeed a consequence of the first: If \( \hat{f} \in E[[x]]_{1/k}^\alpha \) and \( T_\alpha \hat{f} \) is an \( s \)-Gevrey series with some \( s < 1/k \), then \( \hat{f} \) is convergent.

In particular, if the entries of \( \alpha \) and \( \alpha' \) are not zero and \( \max_{1 \leq j \leq d} (\alpha_j/\alpha_j') < k'/k \), then
\[
E\{x\}_{1/k}^\alpha \cap E\{x\}_{1/k'}^{\alpha'} = E\{x\}_{1/k}^\alpha.
\]

(2) \( E\{x\}_{1/k}^\alpha \cap E\{x\}_{1/k'}^{\alpha'} = E\{x\}_{1/k}^\alpha \), except in the case \( k\alpha = k'\alpha' \) where \( E\{x\}_{1/k}^\alpha = E\{x\}_{1/k'}^{\alpha'} \).

For the proof of the first statement, we follow the proof of Theorem 3.8.2 in [10]. Let us write \( \hat{h} \) the function \( \hat{h} \equiv \sum_{k=0}^{\infty} T_k \hat{f} \) and use the \( k \)-Borel transform \( g \) of \( \hat{h} \) in the form
\[
g(x, \xi) = \sum_{n=0}^{\infty} \frac{f_n(x)}{\Gamma(1+n/k)} e^{\alpha_n},
\]
Since \( \hat{h} \) is \( s \)-Gevrey with some \( s < 1/k \), as seen above Lemma 4.1, we find constants \( K, A > 0 \) such that
\[
\|f_n(x)\| \leq KA^n n!^{1/\mu}, \quad \text{for all } |x| < r, n \in \mathbb{N}, \quad 1/\mu := 1/k - s.
\]
As is well known, this implies that \( f \) is not only convergent, but defines a holomorphic function on \( D^d \times \mathbb{C} \) having exponential growth of order at most \( \mu \) with respect to \( \xi \), i.e., there are \( L, B > 0 \) such that
\[
|g(x, \xi)| \leq L \exp(B|\xi|^\mu), \quad \text{for all } |x| < r, \xi \in \mathbb{C}.
\]
Now we claim that \( \hat{f} \) is \( x^\alpha\text{-}k\text{-sum} \) mullable in all directions and hence convergent by Theorem 5.2 which proves statement (1). We give a proof by contradiction. Assume that \( \theta \) is a singular direction of \( \hat{f} \). We choose a positive \( \delta < \frac{1}{2\pi} \) such that, again by Remark 4.3(2), a certain restriction of \( \hat{T}_\alpha \hat{f} \) is \( k \)-summable in the directions \( \theta_\gamma = \theta - \delta \) and \( \theta_\delta = \theta + \delta \). By Proposition 4.6, there exist \( 0 < \rho < r \) and \( M, C > 0 \) such that the \( k \)-Borel transform \( g \) of \( \hat{T}_\alpha \hat{f} \) satisfies
\[
|g(x, \xi)| \leq M \exp(C|\xi|^k), \quad \text{for all } |x| < \rho, \arg(\xi) \in \Theta(\theta_\gamma, \theta_\delta).
\]
We want to use the Phragmén-Lindelöf principle on the sector \( \arg(t) \in \Theta(\theta_\gamma, \theta_\delta) \). We apply it to the function \( h(x, \xi) = g(x, \xi) \exp(-D(xe^{i\delta} \xi)^k) \) where \( D \) is chosen such that \( \exp(D(xe^{i\delta} \xi)^k) = \exp(Cx^k) \) for \( \tau > 0 \). This means that \( D \cos(k\delta) = C \). Therefore \( h \) is bounded on the rays \( \arg(\xi) \in \Theta(\theta_\gamma, \theta_\delta) \), satisfies \( |h(x, \xi)| \leq L \exp(B|\xi|^\mu) \), for all \( |x| < \rho, \arg(\xi) \in \Theta(\theta_\gamma, \theta_\delta) \). Finally, the opening of the sector is smaller than \( \pi/\mu \). Hence the Phragmén-Lindelöf principle yields that \( h \) is bounded on the full sector. Thus we can find constants \( M, C > 0 \) such that
\[
|g(x, \xi)| \leq M \exp(C|\xi|^k), \quad \text{for all } |x| < \rho, \arg(\xi) \in \Theta(\theta_\gamma, \theta_\delta).
\]
In particular, \( \hat{T}_\alpha \hat{f} \) is also \( k \)-summable in direction \( \theta \) by Proposition 4.6. Therefore, by Remark 4.4(2), \( \hat{f} \) is \( x^\alpha\text{-}k\text{-sum} \) mullable in direction \( \theta \) contradicting the assumption.

(2) If \( k\alpha = k'\alpha' \), then \( k/k' = p/q \) for some \( p, q \in \mathbb{N}^+, (p, q) = 1 \) and thus \( p\alpha = q\alpha' \). Then using Remark 4.7(2) we obtain
\[
E\{x\}_{1/k}^\alpha = E\{x\}_{1/k'}^{\alpha'} = E\{x\}_{1/k'}^{\alpha'}.\]
If \( k\alpha \neq k'\alpha' \) we use Lemma 2.2 to find a monomial blow-up \( \pi : \mathbb{C}^d \to \mathbb{C}^d \) such that \( (\alpha_1, 1/k) = \pi^*(\alpha, 1/k) \) and \( (\alpha_2, 1/k') = \pi^*(\alpha', 1/k') \) are comparable and the new monomials have no nonzero entries, i.e., we are in the situation of item (1) due to Remark 2.2. If \( \hat{f} \in E\{x\}_{1/k}^\alpha \cap E\{x\}_{1/k'}^{\alpha'} \), then by Remark 4.7(3) \( \hat{f} \circ \pi \in E\{x\}_{1/k}^\alpha \cap E\{x\}_{1/k'}^{\alpha'} \). By Lemma 2.2 also \( \hat{f} \in E\{x\}_{1/k}^\alpha \). □

Remark 5.4. Theorem 5.2 and Lemma 5.3 were obtained in [3, 6]. Although the statements are correct, the proofs given there were based on the false statement discussed above Theorem 5.2. This is repaired here.
Recall from Section 2 that for $P_0, P_1 \in \mathcal{O} \setminus \{0\}$, $P_0(0) = P_1(0) = 0$ and $k_0, k_1 > 0$ the couples $(P_0, 1/k_0) \prec (P_1, 1/k_1)$ if we can find $p_0, p_1 \in \mathbb{N}^*$ and $U \in \mathcal{O}^*$ such that $p_0/k_0 = p_1/k_1$, and $P_0^{p_0} U = P_1^{p_1}$. It follows from Remark 4.7(1) and (2) that if
\[
(P_0, 1/k_0) \prec (P_1, 1/k_1), \quad \text{then} \quad E\{x\}^{P_0}_{1/k_0} = E\{x\}^{P_1}_{1/k_1}.
\]
The converse is also true and in fact, we can generalize Theorem 5.1 (2) and (3) for $P$-$k$-summability as follows.

**Theorem 5.5.** Let $P_j \in \mathcal{O} \setminus \{0\}$, $P_j(0) = 0$, $k_j > 0$ for $j = 1, \ldots, n$. For each $j = 1, \ldots, n$ consider a series $\hat{f}_j \in E\{x\}^{P_j}_{1/k_j}$. If the couples $(P_j, 1/k_j)$, $j = 1, \ldots, n$ are pairwise not equivalent and $\hat{f}_1 + \cdots + \hat{f}_n = 0$, then $\hat{f}_j \in E\{x\}$, for all $j = 1, \ldots, n$.

In particular, $E\{x\}^{P_0}_{1/k_0} = E\{x\}^{P_1}_{1/k_1}$ if and only if $(P_0, 1/k_0) \prec (P_1, 1/k_1)$.

*Proof.* We proceed by induction on $n$. If $n = 1$, there is nothing to prove. Assume now that the statement is true for some $n - 1 \geq 1$. To show it holds for $n$ we proceed by induction on $N = h(\prod_{j=1}^n P_j)$, where $h$ is the function in Lemma 2.1. For $N = 0$ we can assume $P_j(x) = x^{\alpha_j}$ for all $j$. Here the hypothesis on the couples is equivalent to the fact that $(\alpha_1, 1/k_1), \ldots, (\alpha_n, 1/k_n) \in \mathbb{A}_d$ are all distinct, more precisely, the products $\alpha_k$ are totally ordered with respect to $\alpha_j$. Re-indexing if necessary we assume that $(\alpha_1', 1/k_1) \prec \cdots \prec (\alpha_n', 1/k_n)$. Using $\hat{f}_1 = -\hat{f}_2 - \cdots - \hat{f}_n$ and Lemma 1.3(2) we conclude that $\hat{f}_1 \circ \pi$ is Gevrey of some value less than $1/k_1$. As $\hat{f}_1 \circ \pi$ is $x^{\alpha_1'} - k_1$-summable, Lemma 5.3(1) applies and yields the convergence of $\hat{f}_1 \circ \pi$. By Lemma 2.2 $\hat{f}_1$ is convergent. We can apply the induction hypothesis to the $n - 1$ series $\hat{f}_1 + \hat{f}_2, \hat{f}_3, \ldots, \hat{f}_n$ to obtain the statement for the present $n$ and $N = 0$.

Now suppose the statement is true whenever we have fewer than $n$ series or if $h(\prod_{j=1}^n P_j) < N$ for some $N > 0$. By Lemma 2.1 there exists a diffeomorphism $D \in \text{Diff}(\mathbb{C}^d, 0)$ such that $h(\prod_{j=1}^n P_j \circ D \circ r_m) < N$ for some $m \geq 2$ or $h(\prod_{j=1}^n P_j \circ D \circ b_{\xi}) < N$, for all $\xi \in \mathbb{P}_C$. Let us write $Q_j = P_j \circ D$ and $\hat{g}_j = \hat{f}_j \circ D$, $j = 1, \ldots, n$. We consider the two possibilities:

1. $h(\prod_{j=1}^n Q_j \circ r_m) < N$ for some $m \geq 2$. By Remark 1.7(3) we have $\hat{g}_j \circ r_m \in E\{x\}^{Q_j \circ r_m}_{1/k_j}$, and by Lemma 2.7 the couples $(Q_j \circ r_m, 1/k_j)$ are pairwise not equivalent. By the induction hypothesis, $\hat{g}_j \circ r_m \in E\{x\}$, and so, by Lemma 2.2(2), $\hat{g}_j \in E\{x\}$ and hence $\hat{f}_j \in E\{x\}$ for all $j = 1, \ldots, n$.

2. Assume now that $h(\prod_{j=1}^n Q_j \circ b_{\xi}) < N$, for all $\xi \in \mathbb{P}_C$. By Lemma 2.7 there exists $\xi_0 \in \mathbb{P}_C$ such that $(Q_1 \circ b_{\xi_0}, 1/k_1), (Q_2 \circ b_{\xi_0}, 1/k_2)$ are not equivalent. We group the germs $\hat{g}_j \circ b_{\xi_0}$ with respect to equivalence of the couples $(Q_j \circ b_{\xi_0}, 1/k_j)$, obtaining a partition $I_1 \cup \cdots \cup I_{n'}$ of $\{1, 2, \ldots, n\}$ with $n' > 1$ because at least two of the couples are not equivalent. Observe that for each $i$ the spaces $E\{x\}^{Q_j \circ b_{\xi_0}}_{1/k_j}$, $j \in I_i$ are identical. For each $i$, we fix some $j(i) \in I_i$. Now the $n'$ couples $(Q_j(i) \circ b_{\xi_0}, 1/k(j(i)))$, $i = 1, \ldots, n'$ are pairwise not equivalent by construction. Denoting by $\hat{h}_i = \sum_{j \in I_i} \hat{g}_j \circ b_{\xi_0}$, we have $\hat{h}_1 + \cdots + \hat{h}_{n'} = 0$ and $\hat{h}_i \in E\{x\}^{Q_j(i) \circ b_{\xi_0}}_{1/k(j(i))}$, $i = 1, \ldots, n'$. Since $h(\prod_{j=1}^{n'} Q_j(i) \circ b_{\xi_0}) < N$, the induction hypothesis on $N$ yields that $\hat{h}_i \in E\{x\}$ for all $i$. By Lemma 2.2(2), we conclude that $G_i := \sum_{j \in I_i} \hat{g}_j \in E\{x\}$ for each $i$. If some $I_i$ contains more than one element, we fix such an $i$ temporarily and change some $\hat{g}_j$ to $\hat{g}_j - G_i$. Then we can apply the induction hypothesis on $n$ because $|I_i| < n$ and obtain that all $\hat{g}_j$, $j \in I_i$ converge. As $i$ is arbitrary here, we conclude that $\hat{g}_j \in E\{x\}$ and hence $\hat{f}_j \in E\{x\}$ for all $j = 1, \ldots, n$. 


Finally the principle of induction allows us to conclude the proof.

\[ \square \]

**Remark 5.6.** (1) Theorem 5.5 in particular implies that a divergent series cannot be summable with respect to two germs if they depend on different variables. This observation has been applied in [2] to obtain convergence of formal solutions of Pfaffian systems with normal crossings and giving an alternative proof of Gérard-Sibuya theorem.

(2) As a consequence of Theorem 5.5 if some formal series \( \hat{f} \) can be written in two ways

\[ \hat{f} = \hat{g}_1 + \cdots + \hat{g}_n = \hat{h}_1 + \cdots + \hat{h}_n, \]

where \( \hat{g}_j, \hat{h}_j \in E\{x\}_{1/k_j}^P \) and the couples \((P_j, 1/k_j)\) are pairwise not equivalent, then these decompositions are essentially the same in the sense that all differences \( \hat{g}_j - \hat{h}_j \) are analytic. This is a first step towards a definition of multisummability with respect to analytic germs.

Unfortunately sums of \( P_j \cdot k_j \)-summable series are not sufficient to define a multisummability compatible, e.g., with products. We give an example of a product of summable series that cannot be a sum of Gevrey series.

**Example 5.1.** Consider the series \( \hat{f}(t) = \sum_{n \geq 0} n! t^n \) which is known to be 1–summable and the product

\[ \hat{F}(x_1, x_2) = \hat{f}(x_1) \cdot \hat{f}(x_2) = \sum_{k,l \geq 0} k!l!a_1^{k}a_2^{l}. \]

Assume that \( \hat{F}(x_1, x_2) = \hat{g}_1(x_1, x_2) + \hat{g}_2(x_1, x_2) \), where \( \hat{g}_j \) is \( x_j \cdot 1 \)-Gevrey, \( j = 1, 2 \). Write \( \hat{g}_j(x_1, x_2) = \sum_k g_{jk}(x_2) x_1^k = \sum_{k,l \geq 0} g_{jk} x_1^k x_2^l \). There are constants \( C, A > 0 \) such that \( |g_{jk}(x_2)| \leq CA^k k! \), for small \( x_2 \) and for all \( k \in \mathbb{N} \). By Cauchy’s inequalities, there is another constant \( B > 0 \) such that \( |g_{jk}| \leq CA^k B^l k! \), for all \( k, l \in \mathbb{N} \). Analogously, if we write \( \hat{g}_2(x_1, x_2) = \sum_k g_{jk} x_1^k x_2^l \), we find that \( |g_{jk}| \leq CA^B k! \), for all \( k \in \mathbb{N} \). Here, without loss of generality, we use the same constants. If we consider the coefficients of \( x_1^k x_2^l \), we would have that \( k!^2 \leq 2C(AB)^k k! \), for all \( k \in \mathbb{N} \), which is impossible.

The example shows that it is desirable to have at least an analog of Remark 5.6 (2) for products of summable series. As a corollary of Theorem 5.5 we prove here the following weaker statement for the case \( E = \mathbb{C} \).

**Corollary 5.7.** Let \( P_j \in \mathcal{O} \setminus \{0\}, P_j(0) = 0, k_j > 0 \) for \( j = 1, \ldots, n \). For each \( j = 1, \ldots, n \) consider a series \( \hat{f}_j \in \mathbb{C}\{x\}_{1/k_j}^P \). If

\[ \hat{f}_0 = \hat{f}_1 \cdots \hat{f}_n \in \mathbb{C}\{x\}, \]

and the couples \((P_j, 1/k_j)\) are pairwise not equivalent, then \( \hat{f}_j \) are convergent for all \( j = 1, \ldots, n \).

**Proof.** There is a sequence \( \phi \) of monomial blow ups, ramifications and right compositions with analytic diffeomorphisms such that \( \hat{f}_0 \circ \phi \) and \( P_1 \circ \phi, \ldots, P_n \circ \phi \) are products of a monomial times a unit in \( \mathbb{C}\{x\} \). We can augment \( \phi \) by a monomial blow up such that additionally, all the monomial factors of the \( P_j \circ \phi \) contain every variable \( x_1, \ldots, x_d \). Now \( \hat{f}_0 \circ \phi = (\hat{f}_1 \circ \phi) \cdots (\hat{f}_n \circ \phi) \) and hence the \( \hat{f}_j \circ \phi \) are also products of monomials and units. Thus if we write \( (\hat{f}_j \circ \phi)(x) = x^{\alpha_j} \hat{U}_j(x) \), \( \hat{U}_j \in \hat{O}^* \) a unit, \( j = 0, 1, \ldots, n \) we must have \( \alpha_0 = \alpha_1 + \cdots + \alpha_n \). By Remark 4.3 (3), we can divide by the factors of the monomials and obtain \( \hat{U}_0 = \hat{U}_1 \cdots \hat{U}_n \), where \( \hat{U}_0 \) is convergent and the \( \hat{U}_j \) are \( (P_j \circ \phi) \cdot k_j \)-summable. Taking the logarithm, we arrive essentially at the situation of Theorem 5.5 \( \square \)
Example 5.2. There are singularly perturbed differential equations with a formal solution being not $P$-$k$-summable for any $P$ or $k > 0$. We provide an example based on the one given by J.P. Ramis and Y. Sibuya in [10] for the case of one variable.

Consider Euler’s equation $t^2y' + y = t$ and its formal solution $\hat{E}(t) := \sum_{n=0}^{\infty} (-1)^n n! t^{n+1}$. For any germ $P \in \mathcal{O} \setminus \{0\}$ such that $P(0) = 0$, the series $\hat{y} = \hat{E}(P)$ is $P$-1-summable and it satisfies the system of equations $P^2 \frac{\partial \hat{y}}{\partial x_j} + \frac{\partial P}{\partial x_j} \hat{y} = \frac{\partial P}{\partial x_j} P$, $j = 1, \ldots, d$.

Let us consider the skew-ring of differential operators $\mathbb{C}\langle\{x\}\rangle[\partial_1, \ldots, \partial_d]$, $\partial_j = \partial_{x_j}$, with product satisfying $[\partial_i, \partial_j] = 0$ and $\partial_j \cdot f = f \partial_j + \partial_j f$, for every germ $f \in \mathbb{C}\langle\{x\}\rangle$. For any $P \in \mathcal{O} \setminus \{0\}$, let $L_{P,j} := P^2 \partial_j + \partial_j P$, that verifies $L_{P,j}(\hat{E}(P)) = \partial_j P \cdot P$.

To construct an operator having $\hat{E}(P) + \hat{E}(Q)$ as solution, for fixed $P, Q \in \mathcal{O} \setminus \{0\}$, we can look for a right least common multiple of $L_{P,j}$ and $L_{Q,j}$: it must be an operator $L_j$ such that $L_j = M_{P,j}L_{P,j} = M_{Q,j}L_{Q,j}$, for some $M_{P,j}$, $M_{Q,j}$. Indeed, if $L_j = A_j \partial_j^2 + B_j \partial_j + C_j$, performing division to the right by $L_{P,j}$, we obtain

$$L_j = M_{P,j}L_{P,j} + R_{P,j}, \quad M_{P,j} = \frac{A_j}{P^2} \frac{1}{P^2} \left( B_j - \frac{A_j}{P^2} (2P + 1) \partial_j P \right),$$

and $R_{P,j} = C_j - \frac{A_j}{P^2} \partial_j^2 P - \frac{1}{P^2} \partial_j P \left( B_j - \frac{A_j}{P^2} (2P + 1) \partial_j P \right)$. If we require that $R_{P,j} = 0$ and $R_{Q,j} = 0$, then the equation $R_{P,j} = R_{Q,j}$ determines $A_j/B_j$. Thus, we can choose

$$A_j = P^2 \left( Q \partial_j P - \partial_j^2 Q \right),$$

$$B_j = \left( 2Q + 1 \right) \left( \partial_j^2 Q - \partial_j^2 Q \right),$$

and $C_j$ determined by the equalities $R_{P,j} = 0$ or $R_{Q,j} = 0$. It follows that $\hat{E}(P) + \hat{E}(Q)$ is a formal solution of the system

$$L_j(y) = M_{P,j} (P \partial_j P) + M_{Q,j} (Q \partial_j Q), \quad j = 1, \ldots, d.$$

Note that $A_j = 0$, for all $j = 1, \ldots, d$ if and only if $Q = UP$, where $U = 1 + cQ \in \mathcal{O}^*$, $c \in \mathbb{C}$. In this case we don’t obtain a new equation since $L_j = Q^2 L_{P,j} = P^2 L_{Q,j}$, for all $j$. In fact, the solution $\hat{E}(P) + \hat{E}(Q)$ is $P$-1-summable. If this is not the case, we can use Theorem 5.3 to conclude that $\hat{E}(P) + \hat{E}(Q)$ is not $P$-$k$-summable, for any $P, k$, but it is still a formal solution of the system. Finally, if $P$ and $Q$ are polynomials, so is $L_j(\hat{E}(P) + \hat{E}(Q))$, and $\hat{E}(P) + \hat{E}(Q)$ is a solution of the polynomial differential equation $\partial_j^N L_j(y) = 0$, for an appropriate $N \in \mathbb{N}$.

We refer the reader to Examples 8.1 and 8.2 in [8] for a singular ordinary and a partial differential equation with $P$-1-summable formal solutions, respectively, where $P$ is a polynomial in two variables with certain conditions. We note that due to Theorem 5.3, $P$-1-summability is essentially the only $Q$-$k$-summability method applicable to these formal solutions. In particular, monomial summability is not sufficient to sum these power series.
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