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Abstract—In this paper, we investigate a sequential dynamic team problem consisting of two agents with a nested information structure. We use a combination of the person-by-person and prescription approach to derive structural results for optimal control strategies for the team. We then use these structural results to present a dynamic programming (DP) decomposition to derive the optimal control strategies for a finite time horizon. We show that our DP utilizes the nested information structure to simplify the computation of the optimal control laws for the team at the final time step.

I. INTRODUCTION

Team theory refers to problems where a team of agents seeks to cooperatively control a state and minimize a shared cost [1], with applications including connected and automated vehicles [2], social media platforms [3], and robot swarms [4]. A key aspect of these problems is the team’s information structure, which describes the information available to each agent at any time. Various information structures are categorized as: (1) Classical: Each agent receives the same information and has perfect recall [5]. (2) Quasi-classical: If agent 1 can affect the information of agent 2, the information available to agent 1 is also available to agent 2 [6]–[10]. (3) Non-classical: All other decentralized information structures are called non-classical [11]–[14].

In this paper, we analyze a dynamic team of two agents with a nested information structure. In the nested information structure, agent 2 shares her information with agent 1 at each instance of time, but does not receive any information from agent 1. Both agents collectively control and partially observe a shared state. Thus, this is a non-classical information structure. The nested information structure is commonly found in applications with real time communication problems [15], vehicle platoons [16], and hierarchical control problems [17]. A team of two agents with a quasi-classical, partially nested information structure, is also special case of the nested team when agent 2 can affect the state of agent 1, for example [8]. The two agent team is of interest because most insights into the structure of optimal control strategies in a team of two agents can be extended teams of many agents with a similar information structure. Such partially nested teams are well understood in the literature for linear dynamics, quadratic costs, and Gaussian noise (LQG) [6]–[8] and for nonlinear dynamics with complete state observation [17]. Several dynamic program (DP) decompositions have been reported in the literature for decentralized teams [18], [19], which are reviewed in detail in [14], [20]. Furthermore, a DP that can be applied in team problems with nested information structures is the one proposed in the common information approach [11], [18], which introduces a coordinator who selects prescription functions for each agent.

Our main contribution in this paper is to present structural results for optimal control strategies in the nested information structure which cannot be derived solely using the common information approach. Our analysis uses a combination of the person-by-person approach [6]–[8], [21] and the prescription approach [13]. Similar techniques have been used in conjunction with linear dynamics [8], [22], where the dynamics ensure that the optimal control strategies depend only on the expected value of certain random variables. This ensures the tractability of the eventual DP. For nonlinear dynamics, similar techniques have been used for real time communication [15] and control sharing information structures [23] by assuming specific dynamics. However, when agents imperfectly observe their states, the optimal control strategies derived in these papers are functions of non-parametric probability distribution with a continuous support. Thus, it is challenging to actually implement these optimal strategies. In contrast, we derive optimal control strategies without assuming specific dynamics and our strategies only require tracking probability distributions with an atomic support. However, our structural results yield strategies whose domain grows in size with time and thus, can only be applied to finite time horizons. Despite this, we believe that our results may be useful in the search for approximately optimal control strategies [24] that may be time invariant. We also present a DP based on our structural results. Our DP deviates from other DPs in the literature for the final time step, where we utilize the the nested information structure to improve the computational efficiency of optimal control strategies.

The remainder of the paper proceeds as follows. In Section II, we provide the problem formulation. In Section III, we analyze a team of two agents using the person-by-person and prescription approaches, and derive structural results for optimal control strategies. In Section IV, we present a DP to derive the optimal control strategies. Finally, in Section V, we present concluding remarks and discuss ongoing work.

II. PROBLEM FORMULATION

We consider a team of two agents who select actions over \( T \in \mathbb{N} \) discrete time steps. At any time \( t = 0, \ldots, T \), the state of the team is denoted by the random variable \( X_t \) that takes values in a finite set of feasible states \( X_t \). The control action of agent \( k \in \{1, 2\} \) at each time \( t \) is denoted by the random variable \( U_t^k \) that takes values in a finite set of
feasible actions $U^*_t$. Let $U^{1:2}_t = (U^1_t, U^2_t)$. Starting with the initial state $X_0$ at $t = 0$, the system evolves as

$$X_{t+1} = f_t (X_t, U^{1:2}_t, W_t), \quad t = 0, \ldots, T - 1,$$

where the random variable $W_t$ denotes an uncontrolled disturbance to the state at time $t$ and takes values in a finite set of feasible disturbances $W_t$. At each time $t = 0, \ldots, T$, each agent $k \in \{1, 2\}$ partially observes the state as a random variable $Y^k_t$ that takes values in a finite set $Y^k_{t}$. The observation $Y^k_t$ is given by

$$Y^k_t = h^k_t(X_t, V^k_t), \quad t = 0, \ldots, T,$$

where the random variable $V^k_t$ denotes the measurement noise that takes values in a finite set of feasible noises $V^k_t$. The external disturbances $\{W_t : t = 0, \ldots, T\}$, noises in measurement $\{V^1_t, V^2_t : t = 0, \ldots, T\}$, and initial state $X_0$ are collectively called the primitive random variables of the team and their probability distributions are known a priori. We assume that each primitive random variable is independent of all other primitive random variables. This ensures that the state $X_t$ evolves as a controlled Markov chain at each time $t = 0, \ldots, T$ [5]. Next, we define the memory of each agent $k \in \{1, 2\}$ at each time $t$, which is a collection of all the data received by them. The memories of both agents determine the team’s information structure.

**Definition 1.** The memory of agent $k \in \{1, 2\}$ at each time $t = 0, \ldots, T$ is a set of random variables $M^k_t$ that takes values in a finite collection of sets $M^k$. Let $U^{k}_{0:t} = (U^{k}_0, \ldots, U^{k}_t)$, $k \in \{1, 2\}$. The memories of the two agents in the team at any time $t = 0, \ldots, T$ are given by

$$M^1_t := \{Y^1_{0:t}, U^2_{0:t-1}\},$$  
$$M^2_t := \{Y^2_{0:t}, U^1_{0:t-1}\}.$$  

In (3)-(4), we consider that each agent updates her memory before generating her action at each time $t$. Note that the memories satisfy the following properties for all $t = 0, \ldots, T$: (1) causality: $M^k_t \subseteq \{Y^1_{0:t}, U^1_{0:t-1}, U^2_{0:t-1}\}$, $k \in \{1, 2\}$; (2) perfect recall: $M^k_t \subseteq M^k_{t+1}$, $k \in \{1, 2\}$; and (3) nested information structure: $M^k_t \subseteq M^k_{t+1}$.

**Remark 1.** Causality and perfect recall are very general properties used to derive DPs for both centralized [5] and decentralized [20] teams. The nested information structure is unique to our team.

The new information of any agent $k$ at each time $t$ is the set $Z^k_t := M^k_t \setminus M^{k-1}_t$ that takes values in a finite collection of sets $Z^k_t$. Thus,

$$Z^1_t = \{Y^1_{0:t-1}, U^2_t, U^2_{t-1} \}, \quad t = 0, \ldots, T,$$
$$Z^2_t = \{Y^2_{t}, U^1_{t-1}\}, \quad t = 0, \ldots, T,$$

which implies that

$$Z^k_{t} \subseteq Z^k_{t}, \quad t = 0, \ldots, T.$$

Each agent $k \in \{1, 2\}$ at each $t = 0, \ldots, T$ selects an action $U^k_t$ as a function of her memory $M^k_t$. Thus,

$$U^k_t = g^k_t(M^k_t), \quad t = 0, \ldots, T,$$

where $g^k_t$ is the control law of agent $k$ at time $t$. The control strategy of each agent $k$ is $g^k := (g^k_0, \ldots, g^k_T)$ and the strategy profile of the team is $g := (g^1, g^2)$. The set of all feasible strategy profiles is $\mathcal{G}$. After each $k \in \{1, 2\}$ selects action $U^k_t$ at time $t$, the team incurs a cost $c_t(X_t, U^1_t, U^2_t) \in \mathbb{R}_{\geq 0}$. Then, the performance criterion for the system is

$$J(g) = \mathbb{E}_g \left[ \sum_{t=0}^{T} c_t(X_t, U^1_t, U^2_t) \right],$$

where the expectation is with respect to the joint distribution on all random variables, and $U^k_t$ is given by (8) for each agent $k \in \{1, 2\}$, at each time $t = 0, \ldots, T$. Then, we can state the optimization problem for the team as follows.

**Problem 1.** The optimization problem is $\inf_{g \in \mathcal{G}} J(g)$, given the probability distributions of the primitive random variables $\{X_0, W_t, V^1_t, V^2_t : t = 0, \ldots, T\}$, and the functions $\{c_t, f_t, h^1_2 : t = 0, \ldots, T\}$.

Our aim is to develop a DP that can tractably derive an optimal strategy profile $g^* \in \mathcal{G}$ for Problem 1 such that $J(g^*) \leq J(g)$, for all $g \in \mathcal{G}$.

**III. ANALYSIS**

**A. The Person-by-Person Approach**

In this subsection, we present a structural result for the optimal control strategy of agent 1 using the person-by-person approach. This will help us derive our DP in Section IV. We first fix a control strategy $g^2$ for agent 2, such that

$$U^2_t = g^2_t(M^2_t), \quad t = 0, \ldots, T.$$  

In this approach, given the strategy $g^2$ of agent 2, we set up a centralized problem from the perspective of agent 1. Since $M^2_t \subseteq M^2_{t+1}$ at each time $t = 0, \ldots, T$, given the control strategy $g^2$, agent 1 can derive the action $U^1_t$ using (10). Then, we can define a new state for agent 1 as

$$S^1_t := \{X_t, M^2_t\}, \quad t = 0, \ldots, T,$$

that takes values in a finite collection of sets $S^1_t$ at any time $t$. Next, we show that the new state is sufficient for input-output mapping.

**Lemma 1.** Let $g^2$ be a given control strategy of agent 2. At each time $t = 0, \ldots, T$, the state $S^1_t \in S^1_t$ is sufficient for input-output mapping by the following properties [25]:

1) There exist functions $\tilde{f}^1_t(\cdot)$ and $\tilde{h}^1_t(\cdot)$ for all $t = 0, \ldots, T - 1$, such that

$$S^1_{t+1} = \tilde{f}^1_t(S^1_t, U^1_t, W_t, V^2_{t+1}),$$
$$Z^1_{t+1} = \tilde{h}^1_t(S^1_t, U^1_t, W_t, V^2_{t+1}).$$

2) There exist functions $\tilde{c}^1_t(\cdot, \cdot)$, such that

$$c_t(X_t, U^1_t, U^2_t) = \tilde{c}^1_t(S^1_t, U^1_t), \quad t = 0, \ldots, T.$$
Proof. To prove these results, we expand the LHS in each of (12)-(14) by substituting appropriate relations from the system dynamics (1), (2), the definitions (5), (11), and (10), for each $t = 0, \ldots, T$. Thus, we can rewrite the LHS in terms of the variables in the RHS and construct appropriate functions $f_t^1(\cdot)$, $h_t^1(\cdot)$, and $c_t^1(\cdot)$ for each time $t$.

Given the strategy $g^2$, Lemma 1 leads to a centralized problem for agent 1, with state $S_t^1$, control action $U_t^1$, observation $Z_{t+1}$, and cost $c_t^1(S_t^1, U_t^1)$ at each time $t = 0, \ldots, T$. The performance criterion is solely a function of the control strategy $g^1$, as $J^1(g^1) = E^{g^1} \left[ \sum_{t=0}^{T} c_t^1(S_t^1, U_t^1) \right]$, where the expectation is with respect to the joint probability distribution on all random variables and $g = (g^1, g^2)$.

**Problem 2.** The problem for agent 1 is $\inf_{g^1} J^1(g^1)$, given the control strategy $g^2$, the probability distributions of the primitive random variables $\{X_0, W_t, V_t^1, V_t^2 : t = 0, \ldots, T\}$, and the functions $\{c_t, f_t, h_t^2 : t = 0, \ldots, T\}$.

In Problem 2 at each time $t$, the component $M_t^2$ of the state $S_t^1$ is observed by agent 1. However, the component $X_t$ of state $S_t^1$ must be inferred by agent 1 using her memory $M_t^1$. For such a problem, it is known [5, page 79] that agent 1 can estimate $X_t$ using the probability distribution

$$\Pi_t^1 := E^{g^1}(X_t \mid M_t^1), \quad t = 0, \ldots, T,$$

which takes values in the set of feasible distributions $P_t^1 := \Delta(X_t)$ at each time $t$. The distribution $\Pi_t^1$ is called an information state for agent 1 and yields the following structural result for the control strategy of agent 1 in Problem 2.

**Theorem 1.** Let $g^2$ be a given control strategy for agent 2. Then, the optimal control strategy $g^{1*}$ of agent 1 in Problem 2 has the structural form

$$U_t^1 = g^{1*}(M_t^2, \Pi_t^1), \quad t = 0, \ldots, T.$$  

Proof. This result follows from standard arguments for partially observed Markov decision processes [5, page 79].

Note that every optimal strategy profile $g^* = (g^{*1}, g^{*2})$ for Problem 2 must be a solution of Problem 2 by fixing $g^{*2}$ for agent 2 and selecting the control strategy of agent 1 as $g^{*1}$ [6]. Thus, every optimal profile $g^*$ for Problem 2 also satisfies Theorem 1. Then, in Problem 2 we can restrict our attention to strategy profiles $g \in G$ with the structural form

$$U_t^1 = g_t^1(M_t^2, \Pi_t^1), \quad t = 0, \ldots, T,$$

$$U_t^2 = g_t^2(M_t^2),$$

at each time $t = 0, \ldots, T$. To this end, we denote the set of feasible strategy profiles consistent with (17)-(18) by $G'$.

**B. The Prescription Approach**

In this subsection, we consider Problem 1 with the restriction $g \in G'$. Any strategy profile $g \in G'$ for the team is accessible to both agents. However, at any time $t = 0, \ldots, T$, agent 2 cannot generate the action $U_t^1$ using (17), because she can only access the memory $M_t^2$ and not the information state $\Pi_t^1 \in P_t^1$, which is a function of the memory $M_t^1$.

Instead, agent 2 considers that the action $U_t^1$ is generated in two stages at each time $t$: (1) agent 1 generates a function using only $M_t^2$, and (2) this function takes as an input the information state $\Pi_t^1$ to generate the action $U_t^1$. We call this function a prescription of agent 2 for agent 1 at time $t$.

**Definition 2.** A prescription of agent 2 for agent 1 at any time $t = 0, \ldots, T$ is a function $\Gamma^{[2,1]}_t : P_t^1 \rightarrow U_t^1$ that takes values in a finite set of feasible functions $F_t^{[2,1]}$.

The prescription $\Gamma^{[2,1]}_t$ is generated as

$$\Gamma^{[2,1]}_t(\Pi_t^1) = \psi_t^{[2,1]}(\Pi_t^1), \quad t = 0, \ldots, T,$$

where $\psi_t^{[2,1]} : M_t^2 \rightarrow F_t^{[2,1]}$ is called the prescription law of agent 2 for agent 1 at time $t$. We call $\psi_t^{[2,1]} := (\psi_t^{[2,1]} : t = 0, \ldots, T)$ the prescription strategy of agent 2, and denote the set of feasible prescription strategies by $\Psi^2$. Next, Lemmas 2 and 3 show that any control action $U_t^1$ can be equivalently generated using either a control strategy $g \in G'$ or an appropriate prescription strategy $\psi^2$.

**Lemma 2.** For any given control strategy $g \in G'$, we can construct a prescription strategy $\psi^2 \in \Psi^2$ such that

$$\Gamma^{[2,1]}_t(\Pi_t^1) = g_t^1(M_t^2, \Pi_t^1) = U_t^1, \quad t = 0, \ldots, T.$$  

Proof. For any control law $g_t^1$ that generates $U_t^1$ at time $t$ using (17), we can construct a prescription law $\psi_t^{[2,1]} : M_t^2 \rightarrow F_t^{[2,1]}$ as $\Gamma^{[2,1]}_t(\Pi_t^1) := \psi_t^{[2,1]}(M_t^2)(\Pi_t^1) := g_t^1(M_t^2, \Pi_t^1) = U_t^1$, for all $t = 0, \ldots, T$.

**Lemma 3.** For any given prescription strategy $\psi^2 \in \Psi^2$, we can construct a control strategy $g \in G'$ such that

$$g_t^1(M_t^2, \Pi_t^1) = \Gamma^{[2,1]}_t(\Pi_t^1) = U_t^1, \quad t = 0, \ldots, T.$$  

Proof. For any prescription strategy $\psi^2$, we construct a control strategy $g$ such that $g_t^1(M_t^2, \Pi_t^1) := \psi_t^{[2,1]}(M_t^2)(\Pi_t^1) = \Gamma^{[2,1]}_t(\Pi_t^1) = U_t^1$, for all $t = 0, \ldots, T$.

Lemmas 2 and 3 imply that every control action $U_t^1$ of an agent 1 generated through a control strategy $g^1$ can also be generated through an appropriate prescription strategy $\psi^2$ and vice versa. We always choose control and prescription strategies that satisfy (20) and (21). Thus, at each time $t$,

$$\Pi_t^1 = E^{g^1}(X_t \mid M_t^1) = E^{g, \psi^2}(X_t \mid M_t^1, \Gamma^{[2,1]}_t(\Pi_t^1)),$$

where we use Lemma 2 to construct $\psi^2$ given $g$, and we can add the history of prescriptions $\Gamma^{[2,1]}_t$ to the conditioning because they are simply functions of $M_t^2 \subseteq M_t^1$ and $\psi^2$. Using similar arguments, it holds that $J(g) = E^{g, \psi^2} \left[ \sum_{t=0}^{T} c_t(X_t, U_{t+1}^2) \right]$, where $U_t^1$ is equivalently generated using either $g_t^1(M_t^2, \Pi_t^1)$ or $\Gamma^{[2,1]}_t(\Pi_t^1)$.

**C. A New State for Agent 2**

In this subsection, we define a state sufficient for input-output mapping for agent 2. We first define the information
accessible to agent 1 but inaccessible to agent 2 at each time $t = 0, \ldots, T$ as the set of random variables
\[ L_t^{[1,2]} := M_t^1 \setminus M_t^2, \quad (23) \]
that takes values in a finite collection of sets $L_t^{[1,2]}$. For all $t$, we define an information state for agent 2 as the distribution
\[ \Pi_t^2 := \mathbb{P}(g, \psi^2)(X_t, L_t^{[1,2]} \mid M_t^2, \Gamma_t^{[2,1]}, \Gamma_{0:t-1}^1), \quad (24) \]
that takes values in the set of feasible distributions $\mathcal{P}_t^2 := \Delta(X_t \times L_t^{[1,2]})$. Next, we show that we can write the information state $\Pi_t^2$ of agent 1 in terms of $\Pi_t^2$ at each $t = 0, \ldots, T$.

**Lemma 4.** At any time $t = 0, \ldots, T$, for the pair of probability distributions $\Pi_t^1$ and $\Pi_t^2$, we can construct a function $e_t : \mathcal{P}_t^2 \times L_t^{[1,2]} \rightarrow \mathcal{P}_t^1$, such that
\[ \Pi_t^1 = e_t(\Pi_t^2, L_t^{[1,2]}). \quad (25) \]
Proof. The proof is omitted due to space constraints, but can be found in our online preprint [26, Appendix A].

Thus, at each time $t$, we can equivalently write the control action as $U_t^1 = \Gamma_t^{[2,1]}(\Pi_t^1) = \Gamma_t^{[2,1]}(e_1(\Pi_t^2, L_t^{[1,2]}))$. Next, we construct a new state for agent 2 as
\[ S_t^2 := \{ X_t, L_t^{[1,2]}, \Pi_t^2 \}, \quad t = 0, \ldots, T, \quad (26) \]
that takes values in the finite collection of sets $S_t^2$. Our goal is to set up an equivalent centralized control problem for agent 2 with the state $S_t^2$ and control action $(\Gamma_t^{[2,1]}, U_t^2)$ at each time $t$. However, we require some interim results before we can prove that the state $S_t^2$ is sufficient for input-output mapping. Next, we show that the information states $\Pi_t^2$ and $\Pi_t^1$ at all $t$ are independent from the strategies $(\mathbf{g}, \psi^2)$.

**Lemma 5.** At each time $t = 0, \ldots, T - 1$, there exists a function $f_t^2(\cdot)$ independent from $(\mathbf{g}, \psi^2)$, such that
\[ \Pi_{t+1}^2 = f_t^2(\Pi_t^2, U_t^1, U_t^2, Z_{t+1}^2), \quad (27) \]
and subsequently, for any Borel subset $P^2 \subset \mathcal{P}_t^2$,
\[ \mathbb{P}(\Pi_{t+1}^2 \in P^2 \mid M_t^2, \Gamma_{0:t}^{[2,1]}) = \mathbb{P}(\Pi_t^2 \in P^2 \mid \Pi_t^1, U_t^1, \Gamma_t^{[2,1]}). \]
Proof. The proof is omitted due to space constraints, but can be found in our online preprint [26, Appendix B].

**Lemma 6.** At each time $t = 0, \ldots, T - 1$, there exists a function $f_t^1(\cdot)$ independent from $(\mathbf{g}, \psi^2)$, such that
\[ \Pi_{t+1}^1 = f_t^1(\Pi_t^1, U_t^1, U_t^2, Z_{t+1}^2), \quad (28) \]
and subsequently, for any Borel subset $P^1 \subset \mathcal{P}_t^1$,
\[ \mathbb{P}(\Pi_{t+1}^2 \in P^1 \mid M_t^1, U_t^2) = \mathbb{P}(\Pi_{t+1}^1 \in P^1 \mid \Pi_t^1, U_t^1, U_t^2). \]
Proof. The proof is similar to Lemma 5 and is omitted.

**Lemma 7.** At each time $t = 0, \ldots, T$, there exists a function $c_t^2(\cdot)$ for each $k \in \{1, 2\}$ such that
\[ \mathbb{E}[c_t(X_t, U_t^{1:2}) \mid M_t^1, U_t^{1:2}] = c_t^2(\Pi_t^2, U_t^{1:2}), \quad (29) \]
\[ \mathbb{E}[c_t^1(\Pi_t^1, U_t^{1:2}) \mid M_t^1, \Gamma_t^{[2,1]}, U_t^2] = c_t^1(\Pi_t^1, \Gamma_t^{[2,1]}, U_t^2). \quad (30) \]
Proof. We first prove (29). Let $m_t^1, u_t^{1:2}$, and $\pi_t^1$ be the realizations of the random variables $M_t^1, U_t^{1:2}$, and the conditional distribution $\Pi_t^1$ at each time $t = 0, \ldots, T$. Then, we expand the expectation as
\[ \mathbb{E}[c_t(X_t, U_t^{1:2}) \mid m_t^1, u_t^{1:2}] = \sum_{x_t} c_t(x_t, u_t^{1:2}) \cdot \mathbb{P}(X_t = x_t \mid m_t^1, u_t^{1:2}) = \sum_{x_t} c_t(x_t, u_t^{1:2}) \cdot \mathbb{P}(X_t = x_t), \]
where we can drop the control actions $u_t^{1:2}$ from the conditioning because they are known given the strategy $\mathbf{g}$ and $m_t^1$. We prove (30) using the same arguments as above.

Next, we prove that the state $S_t^2$ is sufficient for input-output mapping from the perspective of agent 2.

**Lemma 8.** At each time $t$, the state $S_t^2 \in S_t^2$ satisfies the following properties stated by Witsenhausen [25]:
1. There exist functions $f_t^2(\cdot)$ and $h_t^2(\cdot)$ for all $t = 0, \ldots, T - 1$, such that
\[ S_{t+1}^2 = f_t^2(S_t^2, \Gamma_t^{[2,1]}(\Pi_t^1), U_t^2, W_t, V_{t+1}^{1:2}), \quad (31) \]
\[ Z_{t+1}^2 = h_t^2(S_t^2, \Gamma_t^{[2,1]}(\Pi_t^1), U_t^2, W_t, V_{t+1}^{1:2}). \quad (32) \]
2. There exist functions $\tilde{c}_t^2(\cdot)$, such that
\[ c_t(X_t, U_t^{1:2}) = \tilde{c}_t^2(S_t^2, \Gamma_t^{[2,1]}(\Pi_t^1), U_t^2), \quad t = 0, \ldots, T. \quad (33) \]
Proof. To prove these results, we expand the LHS in each of (31) and (32) to write them in terms of the variables in the RHS, and construct appropriate functions $f_t^2(\cdot), h_t^2(\cdot),$ and $\tilde{c}_t^2(\cdot)$ for each time $t$.

Lemma 8 allows us to construct a centralized stochastic control problem for agent 2 with state $S_t^2$ that evolves using (31), control action $(\Gamma_t^{[2,1]}, U_t^2)$, observation $Z_t^2$ given by (32), and cost $\tilde{c}_t^2(S_t^2, \Gamma_t^{[2,1]}, U_t^2)$ at each time $t = 0, \ldots, T$. Furthermore, the performance criterion can be written as a function of the prescription strategy $\psi^2$ and control strategy $g^2$ as $J^2(\psi^2, g^2) = \mathbb{E}^g[\sum_{t=0}^T \tilde{c}_t^2(S_t^2, \Gamma_t^{[2,1]}, U_t^2)]$.

**Problem 3.** The problem for agent 2 is $\inf_{g^2} J^1(\psi^2, g^2)$, given the probability distributions of the primitive random variables $\{X_t, W_t, V_{t+1}^{1:2} : t = 0, \ldots, T\}$, and the functions $\{f_t^2, \tilde{c}_t^2, h_t^2 : t = 0, \ldots, T\}$.

In Problem 3 at each time $t$, the component $\Pi_t^2$ of the state $S_t^2$ is completely observed by agent 2. Furthermore, the unknown component $\{X_t, L_t^{[1,2]}\}$ can be estimated by agent 2 using the probability distribution $\Pi_t^2$. This yields the following structural result for agent 2 in Problem 3.

**Theorem 2.** For agent 2 in Problem 3 without loss of optimality, we can restrict attention to prescription strategies $\psi^{2*}$ and control strategies $g^{2*}$ with the structural form
\[ \Gamma_t^{[2,1]} = \psi_t^{[2,1]}(\Pi_t^2), \quad t = 0, \ldots, T, \quad (34) \]
\[ U_t^2 = g_t^2(\Pi_t^2), \quad t = 0, \ldots, T. \quad (35) \]
Proof. This result follows from standard arguments for partially observed Markov decision processes [5, page 79].

Recall that using Lemmas 2 and 5 given a prescription strategy $\psi^{2*}$ of the form in Theorem 2 we can construct a corresponding control strategy $g^{2*}$ for agent 1 as
The control law of agent $M$ available to agent that the every strategy using the extended memory can also subsequently, the information state $T_0 \rightarrow U_T$ for agent $j$ and note that this yields the expectation in the RHS.

\[ J_T(g) \geq \mathbb{E}[(g \cdot \psi^2)] J_T^1(\Pi^2_T, U_T^2), \quad \forall g \in \mathcal{G}'' \]

\[ J_T(g) = \mathbb{E}[(g \cdot \psi^2)(c_T^1(\Pi^2_T, U_T^1), g^2(\Pi^2_T, U_T^2))] \geq \mathbb{E}[(g \cdot \psi^2)(J_T^1(\Pi^2_T, U_T^2))], \]

\[ J_T(g) = \mathbb{E}[(g \cdot \psi^2)(J_T^1(\Pi^2_T, U_T^2))] \geq \mathbb{E}[(g \cdot \psi^2)(J_T^2(\Pi^2_T))], \]

where, in the second equality, we expand the expectation in the LHS, substitute the definitions of $g^2_T$ and $J_T^1$ from (39), and note that this yields the expectation in the RHS.

Next, we show that, given the control law $g^1_T$ for agent 1, the control law $g^2_T$ is optimal for agent 2 at time $T$.

Lemma 10. 1) The value function $J_T^1$ in (39) is such that

\[ J_T(g) \geq \mathbb{E}[(g \cdot \psi^2)] J_T^1(\Pi^2_T, U_T^2), \quad \forall g \in \mathcal{G}'' \]

2) The corresponding control law $g^1_T$ is such that

\[ J_T(g) = \mathbb{E}[(g \cdot \psi^2)] J_T^2(\Pi^2_T, U_T^2)], \]

where, in the second equality, we expand the expectation in the LHS, substitute the definitions of $g^1_T$ and $J_T^1$ from (39), and note that this yields the expectation in the RHS.

\[ J_T(g) = \mathbb{E}[(g \cdot \psi^2)(J_T^1(\Pi^2_T, U_T^2))], \]

\[ J_T(g) = \mathbb{E}[(g \cdot \psi^2)(J_T^2(\Pi^2_T))], \]

where, in the second equality, we use the law of iterated expectations, and in the second inequality, we use the definition of $J_T^2$ from (39).

Next, we show that $g^1_T$ is a DP solution for agent 1 at time $T$.

\[ J_T(g) = \mathbb{E}[(g \cdot \psi^2)(J_T^1(\Pi^2_T, U_T^2))] \geq \mathbb{E}[(g \cdot \psi^2)(J_T^2(\Pi^2_T))], \]

where, in the second equality, we expand the expectation in the LHS, substitute the definitions of $g^1_T$ and $J_T^1$ from (39), and note that this yields the expectation in the RHS.

B. Optimality of the Dynamic Program

In this subsection, we prove the optimality of our DP, starting with time $T$. Let $g_t = (g_t^1, g_t^2)$ and $g_{0:T} = (g_0, \ldots, g_T)$. Furthermore, let $J_T(g) := \mathbb{E}[(g \cdot \psi^2)] \mathbb{E}_{c_t(X_t, U_{t+1}^2)} J_{t+1}(\Pi^2_T) \quad \forall g \in \mathcal{G}''. \]

Next, we show that the control law $g^1_{T+1}$ is optimal for agent 1 at time $T$.

Lemma 11. 1) The value function $J_T^1$ in (38) is such that

\[ J_T(g) = \mathbb{E}[(g \cdot \psi^2)] J_T^1(\Pi^2_T, U_T^2), \quad \forall g \in \mathcal{G}'' \]

2) The corresponding control law $g^2_T$ is such that

\[ J_T(g) = \mathbb{E}[(g \cdot \psi^2)(J_T^1(\Pi^2_T, U_T^2))] \geq \mathbb{E}[(g \cdot \psi^2)(J_T^2(\Pi^2_T))], \]

where, in the second equality, we expand the expectation in the LHS, substitute the definitions of $g^1_T$ and $J_T^1$ from (38), and note that this yields the expectation in the RHS.

Next, we show that the control law $g^1_T$ for agent 1, the control law $g^2_T$ is optimal for agent 2 at time $T$.

Therefore, we have that $g^1_T$ and $g^2_T$ are optimal control laws for agent 1 and 2 at time $T$.
Next, we show that the laws \( (\psi_1^{t[2,1]}, g_1^{t[2,1]}) \) are optimal for each \( t = 0, \ldots, T - 1 \).

**Theorem 3.** For any \( t = 0, \ldots, T - 1 \):

1) The value function \( J_t \) in (41) is such that
\[
J_t(g) \geq E(g, \psi^t)[J_t(\Pi_t^2)], \quad \forall g \in G^t. \tag{49}
\]
2) The corresponding laws \( (\psi_1^{t[2,1]}, g_1^{t[2,1]}) \) are such that
\[
J_t(g_{0:1:t-1}, g_1^{t[1]}, g_2^{t[2:t]}, g_{t+1:T}) = E(g, \psi^t)[J_t(\Pi_t^2)], \tag{50}
\]
where \( g_1^{t[1]} \) is derived from \( \psi_1^{t[2,1]} \) using Lemma 2.

**Proof.** Note the DP for time steps \( t = 0, \ldots, T - 1 \) is the same as a centralized DP for Problem 3. The optimality of such a DP can be proven using mathematical induction starting with time \( T - 1 \) in a manner similar to [2], [18]. □

**Remark 2.** At time \( T \), our DP has two sub-steps, each with a different value function. These sub-steps take advantage of the nested information structure to directly compute the control laws at time \( T \), which involves solving two optimization problems with respect to control actions. This is simpler than solving an optimization problem involving a prescription of agent 2 for agent 1, as in time steps \( t = 0, \ldots, T - 1 \). Thus, our DP presents a simpler solution for the final time step.

**V. DISCUSSION AND CONCLUSIONS**

In this paper, we introduced a dynamic team of two agents with a nested information structure and derived structural results for the optimal control strategies. Our derivation utilized a combination of the person-by-person and prescription approaches to arrive at a distinct structural form that cannot be achieved by either of the techniques alone. We also presented a DP that can be used to derive the optimal control strategies for a finite time horizon. Our DP utilized the nested information structure to simplify the computation of optimal control laws for the team at the final time step. Note that our results can be extended to teams of \( n \in \mathbb{N} \) agents with nested information, by iteratively applying the person-by-person and the prescription approach. While our results do not yield a time invariant domain for optimal control strategies, their advantage is that they only require tracking probability distributions over finite valued supports. Thus, in comparison to related results in [15], [27], it may be easier to derive approximate strategies using our results. Furthermore, there may be systems with specific dynamics where we can divide the DP into multiple sub-steps at each time step. Our ongoing work seeks to extend our results to more general information structures and to investigate decentralized minimax control problems using these techniques like those reported in [22].
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APPENDIX A - PROOF OF LEMMA 4

Let \( x_t, \gamma_t^{[2:1]}, s_t^2, m_t^2, l_t^{[1:2]}, \) and \( \pi_t^2 \) be the realizations of the random variables \( X_t, L_t^{[1:2]}, S_t^2, M_t^2, L_t^{[1:2]}, \) and the conditional probability distribution \( \Pi_k^t, \) respectively, for all \( k \in \{1, 2\}, \) for all \( t = 0, \ldots, T. \) Using (22),

\[
\pi_t^2(x_t) = \mathbb{P}(\gamma_t^{[2:1]} | x_t, m_t^2, l_t^{[1:2]}, \gamma_{0:t-1}) = \mathbb{P}(\gamma_t^{[2:1]} | x_t, m_t^2, l_t^{[1:2]}, \gamma_{0:t-1}) \cdot \mathbb{P}(x_t | m_t^2, l_t^{[1:2]}, \gamma_{0:t-1})
\]

We use Bayes’ rule to expand (51) as

\[
\mathbb{P}(\gamma_t^{[2:1]} | x_t, m_t^2, l_t^{[1:2]}, \gamma_{0:t-1}) = \mathbb{P}(\gamma_t^{[2:1]} | s_t^2, m_t^2, l_t^{[1:2]}, \gamma_{0:t-1}) \cdot \mathbb{P}(s_t^2 | x_t, l_t^{[1:2]}, \gamma_{0:t-1})
\]

where \( \mathbb{P}(\gamma_t^{[2:1]} | s_t^2, m_t^2, l_t^{[1:2]}, \gamma_{0:t-1}) \) and \( s_t^2 = \{ x_t, l_t^{[1:2]} \}. \) We expand the denominator in (52) using the law of total probability, as

\[
\mathbb{P}(\gamma_t^{[2:1]} | x_t, m_t^2, l_t^{[1:2]}, \gamma_{0:t-1}) = \sum_{s_t^2 \in S_t^2} \mathbb{P}(\gamma_t^{[2:1]} | s_t^2, m_t^2, l_t^{[1:2]}, \gamma_{0:t-1}) \cdot \mathbb{P}(s_t^2, m_t^2, l_t^{[1:2]}, \gamma_{0:t-1})
\]

where, in the second equality, we use Bayes’ law, \( \pi_t^2(s_t^2) = \mathbb{P}(\gamma_t^{[2:1]} | s_t^2) = \mathbb{P}(\gamma_t^{[2:1]} | s_t^2, m_t^2, l_t^{[1:2]}, \gamma_{0:t-1}), \) and \( \mathbb{I}(\cdot) \) is the indicator function. The result holds by substituting (52) (53) into (51) and constructing an appropriate function \( e_j(\cdot) \).

APPENDIX B - PROOF OF LEMMA 5

Let \( x_t, u_t^1, s_t^2, m_t^2, l_t^{[1:2]}, \gamma_t^{[2:1]}, \) and \( \pi_t^2 \) be the realizations of the random variables \( X_t, U_t^1, S_t^2, M_t^2, L_t^{[1:2]}, \Gamma_t^{[2:1]}, \) and the conditional probability distribution \( \Pi_k^t, \) respectively. Let \( (g, \psi^2) \) be the strategy profile for the team. Then, by definition (24),

\[
\pi_t^2(s_t^2+1) = \mathbb{P}(\gamma_t^{[2:1]} | s_t^2+1, m_t^2, l_t^{[1:2]}, \gamma_{0:t-1}) = \mathbb{P}(\gamma_t^{[2:1]} | s_t^2+1, m_t^2, l_t^{[1:2]}, \gamma_{0:t-1}) \cdot \mathbb{P}(s_t^2+1 | m_t^2, l_t^{[1:2]}, \gamma_{0:t-1})
\]

where we can add the distribution \( \pi_t^2 \) to the conditioning because it is known given \( (m_t^2, l_t^{[1:2]}, \gamma_{0:t-1}) \) and \( (g, \psi^2). \) We know that \( s_t^2+1 = \{ x_t+1, l_t^{[1:2]} \}, \) where \( l_t^{[1:2]} = l_t^{[1:2]} \cup \{ y_{t+1}, u_t^1 \}. \) Then, we can use (1), (2), and Lemma 4 to construct an appropriate function \( \phi_l(\cdot) \) such that

\[
\pi_t^{[2:1]}(s_t^2+1) = \phi_l(s_t^2, \pi_t^{[2:1]}, u_t^1, w_t, v_{t+1}^{[1:2]})
\]

We can substitute (55) into (54) to state that

\[
\pi_t^{[2:1]}(s_t^2+1) = \sum_{s_t^2, u_t^1, v_{t+1}^{[1:2]}} \mathbb{I}(\phi_l(s_t^2, \pi_t^{[2:1]}, u_t^1, w_t, v_{t+1}^{[1:2]})) \cdot \mathbb{P}(u_t^1, v_{t+1}^{[1:2]} | \gamma_t^{[2:1]}, s_t^2)
\]

where \( m_t^{[2:1]} = \{ m_t^2, z_{t+1}^2 \}. \) Then, the last term in (56) can be written as

\[
\mathbb{P}(\gamma_t^{[2:1]} | s_t^2+1, m_t^2, z_{t+1}^{[2:1]}, \gamma_{0:t}) = \mathbb{P}(\gamma_t^{[2:1]} | s_t^2+1, m_t^2, z_{t+1}^{[2:1]}, \gamma_{0:t})
\]

Note that using Bayes’ law, it holds that

\[
\mathbb{P}(\gamma_t^{[2:1]} | s_t^2+1, m_t^2, z_{t+1}^{[2:1]}, \gamma_{0:t}) = \mathbb{P}(\gamma_t^{[2:1]} | m_t^2, z_{t+1}^{[2:1]}, \gamma_{0:t})
\]

Substituting into (57).

Next, we can use (6), in addition to (1), (2), and Lemma 4 to construct an appropriate function \( \phi_l(\cdot) \) such that

\[
z_{t+1}^2 = \phi_l(s_t^2, \pi_t^{[2:1]}, \gamma_t^{[2:1]}, u_t^1, w_t, v_{t+1}^{[1:2]})
\]

which implies that

\[
\mathbb{P}(\gamma_t^{[2:1]} | s_t^2+1, m_t^2, z_{t+1}^{[2:1]}, \gamma_{0:t}) = \sum_{z_{t+1}^{[2:1]}} \mathbb{I}(\phi_l(s_t^2, \pi_t^{[2:1]}, \gamma_t^{[2:1]}, u_t^1, w_t, v_{t+1}^{[1:2]}) = z_{t+1}^{[2:1]}) \cdot \mathbb{P}(u_t^1, v_{t+1}^{[1:2]})
\]

The first result holds by substituting (58) and (60) into (56). Furthermore, for some Borel subset \( P_2 \subseteq P, \)

\[
\mathbb{P}(\Pi_t^{[2]} \in P_2 | m_t^2, \gamma_t^{[2:1]}, \gamma_{0:t}) = \sum_{z_{t+1}^{[2:1]}} \mathbb{I}(\phi_l(s_t^2, \pi_t^{[2:1]}, \gamma_t^{[2:1]}, u_t^1, w_t, v_{t+1}^{[1:2]}) = z_{t+1}^{[2:1]}) \cdot \mathbb{P}(u_t^1, v_{t+1}^{[1:2]})
\]

where \( \mathbb{I}(\cdot) \) is the indicator function. Using (59), the second term in (61) can be expanded as

\[
\mathbb{P}(\Pi_t^{[2]} = z_{t+1}^{[2:1]} | m_t^2, \gamma_t^{[2:1]}, \gamma_{0:t}) = \sum_{z_{t+1}^{[2:1]}} \mathbb{I}(\phi_l(s_t^2, \pi_t^{[2:1]}, \gamma_t^{[2:1]}, u_t^1, w_t, v_{t+1}^{[1:2]}) = z_{t+1}^{[2:1]}) \cdot \mathbb{P}(V_{t+1}^{[1:2]} = v_{t+1}^{[1:2]} \cdot \mathbb{P}(W_t = w_t) \cdot \mathbb{P}(S_t^2 = s_t^2 | m_t^2, \gamma_t^{[2:1]}, u_t^1, w_t, v_{t+1}^{[1:2]})
\]

Substituting (62) into (61), the proof is complete.