1. Introduction

The purpose of this paper is to improve stability ranges in homology and algebraic $K$-theory of elementary and special linear groups, and to apply these results to construct obstruction classes for projective modules to split off a free direct summand.

Our first result concerns a conjecture of Bass [Bas73, Conjecture XVI on p. 43]. In loc. cit. he conjectured that for a commutative noetherian ring $A$ whose maximal ideal spectrum has dimension $d$ the canonical maps

$$\pi_i BGL_n^+(A) \to \pi_i BGL_{n-1}^+(A)$$

are surjective for $n \geq d + i + 1$ and bijective for $d \geq d + i + 2$. Here, for a connected space $X$, we denote by $X^+$ Quillen’s plus-construction with respect to the maximal perfect subgroup of $\pi_1 X$, and we write $BGL_n^+(A)$ for $BGL_n(A)^+$. In
this generality, there are counterexamples to Bass’ conjecture; see [vdK76, §8]. The best general positive results to date concerning the conjecture are due to van der Kallen [vdK80] and Suslin [Sus82]. They prove that the maps are surjective for \( n - 1 \geq \max(2i, \text{sr}(A) + i - 1) \) and bijective for \( n - 1 \geq \max(2i, \text{sr}(A) + i) \) where \( \text{sr}(A) \) denotes the stable rank of \( A \) [Vas71]. Here \( A \) need not be commutative nor noetherian.

In this paper we prove Bass’ conjecture for rings with many units. Recall [NS89] that a ring \( A \) (always associative with unit) has many units if for every integer \( n \geq 1 \) there is a family of \( n \) central elements of \( A \) such that the sum of each non-empty subfamily is a unit. Examples of rings with many units are infinite fields, commutative local rings with infinite residue field and algebras over a ring with many units. Here is our first main result.

**Theorem 1.1** (Theorem 3.10). Let \( A \) be a ring with many units. Then the natural homomorphism

\[
\pi_i \text{BGL}^-_{n-1}(A) \to \pi_i \text{BGL}^+_{n-1}(A)
\]

is an isomorphism for \( n \geq i + \text{sr}(A) + 1 \) and surjective for \( n \geq i + \text{sr}(A) \).

The ring \( A \) in Theorem 1.1 is not assumed to be commutative. If \( A \) is commutative noetherian with maximal ideal spectrum of dimension \( d \) then \( \text{sr}(A) \leq d + 1 \) [Bas64, Theorem 11.1]. So, our theorem proves Bass’ conjecture in case \( A \) has many units. If \( A \) is commutative local with infinite residue field then \( \text{sr}(A) = 1 \) and the theorem admits the following refinement which shows that the stability range in Theorem 1.1 is sharp in many cases. Denote by \( K_n^{MW}(A) \) the \( n \)-th Milnor-Witt \( K \)-theory of \( A \) [Mor12, Definition 3.1] which makes sense for any commutative ring \( A \); see Definition 4.10.

**Theorem 1.2** (Theorem 5.20). Let \( A \) be a commutative local ring with infinite residue field. Then the natural homomorphism

\[
\pi_i \text{BGL}^-_{n-1}(A) \to \pi_i \text{BGL}^+_{n-1}(A)
\]

is an isomorphism for \( n \geq i + 2 \) and surjective for \( n \geq i + 1 \). Moreover, there is an exact sequence for \( n \geq 2 \)

\[
\pi_n \text{BGL}^-_{n-1}(A) \to \pi_n \text{BGL}^+_{n}(A) \to K_n^{MW}(A) \to \pi_{n-1} \text{BGL}^-_{n-1}(A) \to \pi_{n-1} \text{BGL}^+_{n}(A).
\]

Theorem 1.1 follows from the following homology stability result for elementary linear groups. Recall [Bas64, §1] that the group of elementary \( r \times r \)-matrices of a ring \( A \) is the subgroup \( E_r(A) \) of \( GL_r(A) \) generated by the elementary matrices \( e_{i,j}(a) = 1 + a \cdot e_i e_j^T \), \( a \in A \) where \( e_i \in A^r \) is the \( i \)-th standard column basis vector.

**Theorem 1.3** (Theorem 3.9). Let \( A \) be a ring with many units. Then the natural homomorphism

\[
H_i(E_{n-1}(A), \mathbb{Z}) \to H_i(E_n(A), \mathbb{Z})
\]

is an isomorphism for \( n \geq i + \text{sr}(A) + 1 \) and surjective for \( n \geq i + \text{sr}(A) \).

For a division ring \( A \) with infinite center, Theorem 1.3 proves a conjecture of Sah [Sah89, 2.6 Conjecture]. From Theorem 1.3 one easily deduces the following homology stability result for the special linear groups of commutative rings.

**Theorem 1.4** (Theorem 3.12). Let \( A \) be a commutative ring with many units. Then the natural homomorphism

\[
H_i(SL_{n-1}(A), \mathbb{Z}) \to H_i(SL_n(A), \mathbb{Z})
\]
is an isomorphism for \( n \geq i + \text{sr}(A) + 1 \) and surjective for \( n \geq i + \text{sr}(A) \).

When \( A \) is a commutative local ring with infinite residue field, Theorem 1.4 says that \( H_i(SL_n(A), SL_{n-1}(A)) = 0 \) for \( i < n \). The following theorem gives an explicit presentation of these groups for \( i = n \).

**Theorem 1.5** (Theorem 5.19). Let \( A \) be a commutative local ring with infinite residue field. Then for all \( n \geq 2 \) we have

\[
H_n(SL_n(A), SL_{n-1}(A)) \cong K_n^{MW}(A).
\]

Moreover, for \( n \) even, the map \( H_n(SL_n(A)) \to H_n(SL_n(A), SL_{n-1}(A)) \) is surjective. In particular, the map \( H_i(SL_{n-1}(A)) \to H_i(SL_n(A)) \) is an isomorphism for \( i \leq n - 2 \) and surjective (bijective) for \( i = n - 1 \) and odd (n even).

Theorems 1.4 and 1.5 generalize a result of Hutchinson and Tao [HT10] who proved them for fields of characteristic zero, though for \( n \) odd, the identification of the relative homology with Milnor-Witt \( K \)-theory is only implicit in their work. Contrary to [HT10], our proof is independent of the characteristic of the residue field, works for local rings other than fields and does not use the solution of the Milnor conjecture on quadratic forms. In Theorem 5.21 we give explicit computations of the kernel and cokernel of the stabilization map in homology at the edge of stabilization recovering and generalizing the remaining results of [HT10]. This, however, requires the solution of the Milnor conjecture.

Our proof of Theorem 1.5 uses a new presentation of the Milnor-Witt \( K \)-groups \( K_n^{MW}(A) \) for \( n \geq 2 \). Denote by \( \mathbb{Z}[A^*] \) the group ring of the group of units \( A^* \) in \( A \), and \( I[A^*] \) the augmentation ideal. For \( a \in A^* \) denote by \( \langle a \rangle \in \mathbb{Z}[A^*] \) the corresponding element in the group ring, and by \( [a] \in I[A^*] \) the element \( \langle a \rangle - 1 \). We define the graded ring \( K_n^{MW}(A) \) as the graded \( \mathbb{Z}[A^*] \)-algebra generated in degree 1 by \( I[A^*] \) modulo the two sided ideal generated by the Steinberg relations \( [a][1 - a] \) for all \( a, 1 - a \in A^* \); see Definition 4.2.

**Theorem 1.6** (Theorem 1.18). Let \( A \) be a commutative local ring. If \( A \) is not a field assume that the cardinality of its residue field is at least 4. Then the natural map of graded rings \( K_n^{MW}(A) \to K_n^{MW}(A) \) induces an isomorphism \( K_n^{MW}(A) \cong K_n^{MW}(A) \) for \( n \geq 2 \).

In particular, for a local ring \( A \) with infinite residue field, the Schur multiplier \( H_2(SL_2(A)) \) has the pleasant presentation as the quotient of \( I[A^*] \otimes A_1 \) by the Steinberg relations; compare [Moo68, Theorem 9.2], [Mat69, Corol. 5.11].

Theorems 1.4 and 1.5 are the \( SL_n \)-analog of a result of Nesterenko and Suslin [NS89]. They proved that Theorems 1.4 and 1.5 hold when \( SL_n(A) \) and \( K_n^{MW}(A) \) are replaced with \( GL_n(A) \) and Milnor K-theory \( K_n^M(A) \). Suslin and Nesterenko’s proof rests on the computation of the homology of affine groups [NS89, Theorem 1.11] which is false if one simply replaces \( GL_n(A) \) with \( SL_n(A) \). Our innovation is the correct replacement of [NS89, Theorem 1.11] in the context of \( SL_n(A) \) and of groups related to \( E_n(A) \). This is done in Section 2 whose main result is Theorem 2.4 and its Corollary 2.5. With our new presentation of Milnor-Witt \( K \)-theory in Section 3, Sections 4 and 5 more or less follow the treatment in [NS89].

The importance of homology stability and the computation of the obstruction to further stability in Theorem 1.5 lies in the following application. Let \( R \) be a
commutative noetherian ring of dimension $n$ all of whose residue fields are infinite. Let $P$ be an oriented rank $n$ projective $R$-module. In [60] we define a class
$$e(P) \in H^n_{Zar}(R, K^n_{MW})$$
such that $e(P) = 0$ if $P$ splits off a free direct summand of rank 1. Here, $K^n_{MW}$ denotes the Zariski sheaf associated with the presheaf $A \mapsto K^n_{MW}(A)$, and $H^n_{Zar}$ denotes Zariski cohomology. We prove the following.

**Theorem 1.7** (Theorem [6.18]). Let $R$ be a commutative noetherian ring of dimension $n \geq 2$. Assume that all residue fields of $R$ are infinite. Let $P$ be an oriented rank $n$ projective $R$-module. Then
$$P \cong Q \oplus R \iff e(P) = 0 \in H^n_{Zar}(R, K^n_{MW}).$$

If $R$ has dimension $n$ and is of finite type over an algebraically closed field $k$, then the canonical map $K^n_{MW} \to K^n$ of sheaves on $X$ is an isomorphism. In particular, if $R$ has dimension $n$ and is smooth over an algebraically closed field, then $H^n_{Zar}(R, K^n_{MW}) = H^n_{Zar}(R, K^n)$ is isomorphic to the Chow group of codimension $n$ cycles on $X = \text{Spec } R$, by [Ker09, Theorem 7.5], and we recover a result of Murthy [Mor94]. If $R$ is smooth over a field of characteristic not 2 (which is not assumed algebraically closed) then $H^n_{Zar}(R, K^n_{MW})$ is isomorphic to the Chow-Witt groups introduced by Barge and Morel [BM00] and studied by Fasel [Fas08].

Theorem 1.7 is a generalization of a theorem of Morel [Mor12, Theorem 8.14] who proved the result for $R$ smooth of finite type over a perfect field. Our arguments don’t use $A^1$-homotopy theory but they can be used to simplify some proofs in [Mor12]; see proof of Theorem 6.22. There is also a definition of Euler class groups in terms of generators and relations for which one can prove a result similar to Theorem 1.7 in case $R$ is smooth over an infinite perfect field [BS98] or in case $R$ contains the rational numbers [BS00]. The definitions on loc.cit. are not cohomological in nature, and the relationship with Theorem 1.7 is unclear.

The proof of Theorem 1.7 relies on Theorem 1.5 and a representability result of vector bundles on noetherian affine schemes (Theorem 6.15) which is of independent interest. There is also a version (Theorem 6.21) of Theorem 1.7 for projective modules with orientation in a line bundle other than $R$.

**Conventions.** All rings are associative with unit. The group of units of a ring $A$ is denoted $A^\times$. The stable rank [Vas71] of a ring $A$ is denoted $sr(A)$. By “space” we mean “simplicial set”. Unless otherwise stated, tensor products are over $\mathbb{Z}$ and homology has coefficients in $\mathbb{Z}$. For a commutative ring $A$ and integer $n \geq 1$, the group $SL_n(A)$ is the group of $n \times n$ matrices with entries in $A$ and determinant 1. The symbol $SL_0(A)$ will stand for the discrete set (or discrete groupoid) $A^\times$. This has the effect that for all $n \geq 0$ and any $GL_n(A)$-module $M$, we have $H_i(SL_n(A), M) = \text{Tor}_i^{GL_n(A)}(A^\times, M)$ where $\mathbb{Z}[A^\times]$ is a $GL_n(A)$-module via the determinant map $GL_n(A) \to A^\times$. Moreover, for all $n \geq 0$, we have a homotopy fibration of classifying spaces $BSL_n(A) \to BGL_n(A) \to BA^\times$.

We denote by $sSets$ the category of simplicial sets endowed with its standard Kan model structure.

---

1 Currently, the proof of [Mor12, Theorem 8.14] is only documented in the literature for infinite perfect fields; see [Mor12, Footnote on p. 5]
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2. The homology of affine groups

For a group $G$, we denote by $\mathbb{Z}[G]$ its integral group ring and we write $(g)$ for the element in $\mathbb{Z}[G]$ corresponding to $g \in G$. Furthermore, we denote by $\varepsilon : \mathbb{Z}[G] \to \mathbb{Z}$: $(g) \mapsto 1$ the augmentation ring homomorphism, and by $I[G] = \ker(\varepsilon)$ its kernel, the augmentation ideal. Let $G$ be an abelian group and $s \in \mathbb{Z}[G]$ an element in its group ring. A $G$-module $M$ is called $s$-torsion if for every $x \in M$ there is $n \in \mathbb{N}$ such that $s^n x = 0$, or equivalently if $[s^{-1}] M = 0$. The category of $s$-torsion $G$-modules is closed under taking subobjects, quotient objects and extensions in the category of all $G$-modules.

Many of our computations concern the homology $H_i(G, M)$ of a group $G$ with coefficients in a $G$-module $M$. We recall the basic functoriality of this construction [Bro82, §III.8]. Let $G, G'$ be groups, and $M, M'$ be $G, G'$-modules, respectively. A pair of maps $(\varphi, f) : (G, M) \to (G', M')$ where $\varphi : G \to G'$ is a group homomorphism and $f : M \to M'$ is a homomorphism of abelian groups with $f(gx) = \varphi(g)f(x)$ for all $g \in G$ and $x \in M$ induces a map of homology groups $(\varphi, f)_* : H_*(G, M) \to H_*(G', M')$. Given two such pairs of maps $(\varphi_0, f_0), (\varphi_1, f_1) : (G, M) \to (G', M')$. If there is an element $h \in G'$ such that $\varphi_1(g) = h\varphi_0(g)h^{-1}$ and $f_1(x) = hf_0(x)$ for all $g \in G$ and $x \in M$, then the induced maps on homology agree: $(\varphi_0, f_0)_* = (\varphi_1, f_1)_* : H_*(G, M) \to H_*(G', M')$.

For an integer $m \geq 1$, write $[m]$ for the set $\{1, ..., m\}$ of integers between 1 and $m$. Let $R_m$ be the commutative ring

$$R_m = \mathbb{Z}[X_1, ..., X_m][\Sigma^{-1}]$$

obtained by localizing the polynomial ring $\mathbb{Z}[X_1, ..., X_m]$ in the $m$ variables $X_1, ..., X_m$ at the set of all non-empty partial sums of the variables

$$\Sigma = \{X_J | \emptyset \neq J \subset [m]\}, \text{ where } X_J = \sum_{j \in J} X_j.$$

A ring which admits an $R_m$-algebra structure for every $m$ is called a ring with many units. For instance, a commutative local ring with infinite residue field has many units, and any algebra over a ring with many units has many units [NS89, Corollary 1.3].

We will denote by $s_m \in \mathbb{Z}[R_m^*]$ the following element in the group ring of $R_m^*$:

$$s_m = - \sum_{\emptyset \neq J \subset [m]} (-1)^{|J|} (X_J).$$

Note that the augmentation homomorphism sends $s_m$ to 1:

$$\varepsilon(s_m) = - \sum_{\emptyset \neq J \subset [m]} (-1)^{|J|} = (-1)^{|\emptyset|} - \sum_{J \subset [m]} (-1)^{|J|} = 1 - (1 - 1)^m = 1.$$
More generally, for an integer $t \in \mathbb{Z}$ we will write $s_{m, t}$ for the image of $s_m$ under the ring homomorphism $t : \mathbb{Z}[R_m^*] \to \mathbb{Z}[R_m^*] : \langle a \rangle \mapsto \langle a^t \rangle$, that is,

$$s_{m, t} = - \sum_{\emptyset \neq J \subseteq [m]} (-1)^{|J|} \langle (X_J)^t \rangle.$$

For an $R_m$-algebra $A$ we will also write $s_m$ and $s_{m, t}$ for the images in $\mathbb{Z}[A^*]$ of $s_m$ and $s_{m, t}$ under the ring homomorphism $\mathbb{Z}[R_m^*] \to \mathbb{Z}[A^*]$.

For an integer $k \geq 1$, we denote by $V_k(A)$ the ring $(A^{\otimes k})^\Sigma_k$ of invariants of the natural action of the symmetric group $\Sigma_k$ on $A^{\otimes k}$ permuting the $k$ tensor factors.

**Lemma 2.1.** Let $A$ be a commutative $R_m$-algebra and let $k, t \geq 1$ be integers with $k \cdot t < m$. Then the ring homomorphism $\mathbb{Z}[A^*] \to V_k(A) : \langle a \rangle \mapsto a \otimes \cdots \otimes a$ sends $s_{m, t} \in \mathbb{Z}[A^*]$ to $0 \in V_k(A)$.

**Proof.** Let $a_J$ be the image of $X_J$ under the algebra structure map $R_m \to A$. For a function $\sigma : [k] \to [m]$ we write $a^\sigma = a_{\sigma(1)} \otimes \cdots \otimes a_{\sigma(k)}$. Note that $a_\emptyset = 0$ and $(a_0)^{\otimes k} = 0$. In $V_k(A)$ we have

$$-s_m = \sum_{J \subset [m]} (-1)^{|J|} (a_J)^{\otimes k} = \sum_{J \subset [m]} (-1)^{|J|} a^\sigma = \sum_{\sigma : [k] \to [m]} a^\sigma \sum_{I \subset [m]} (-1)^{|I|} = 0$$

since for $I \subset [m]$ with $I \neq [m]$ we have

$$\sum_{I \subset [m]} (-1)^{|I|} = (-1)^{|I|} \sum_{J \subset [m] \setminus I} (-1)^{|J|} = (-1)^{|I|} (1 - 1)^{|m| - |I|} = 0.$$  

This shows that $s_m = s_{m, 1} = 0 \in V_k(A)$, that is, the case $t = 1$. For general $t \geq 1$, the lemma follows from the case $t = 1$ and the commutative diagram of rings

$$\begin{array}{ccc}
\mathbb{Z}[A^*] & \xrightarrow{t} & \mathbb{Z}[A^*] \\
\downarrow & & \downarrow \\
V_k(A) & \xrightarrow{\mu^{\otimes k}} & V_k(A)
\end{array}$$

where the top horizontal map is induced by $\langle a \rangle \mapsto \langle a^t \rangle$ and the lower horizontal arrow is induced by the $\Sigma_k$-equivariant map $\mu^{\otimes k} : (A^* \otimes \cdots \otimes A^*)^{\otimes k} \to A^{\otimes k}$ where $\mu$ is the multiplication map $\mu : A^* \otimes A^* \to A^* : a_1 \otimes \cdots \otimes a_t \mapsto a_1 \cdots a_t$. \hfill $\square$

For an integer $k \geq 1$ and an $A$-module $M$, consider the $k$-th exterior power $\Lambda^k M$ of $M$ over $\mathbb{Z}$; see [Bro82, §V.6]. This is an $A^*$-module under the diagonal action $a \cdot (x_1 \wedge \cdots \wedge x_k) = ax_1 \wedge \cdots \wedge ax_k$ where $a \in A^*$ and $x_i \in M$.

**Corollary 2.2.** Let $M$ be an $R_m$-module. Then for all integers $k, t \geq 1$ with $k \cdot t < m$ the $R_m$-module $\Lambda^k M$ is $s_{m, t}$-torsion.

**Proof.** The abelian group $\Lambda^k M$ has a natural $V_k(R_m)$-module structure [NS89, Lemma 1.7]

$$V_k(R_m) \times \Lambda^k M \to \Lambda^k M : (a_1 \otimes \cdots \otimes a_k, x_1 \wedge \cdots \wedge x_k) \mapsto a_1 x_1 \wedge \cdots \wedge a_k x_k$$

which induces the diagonal $R_m^*$-action on $\Lambda^k M$ via the ring map $\mathbb{Z}[R_m^*] \to V_k(R_m)$. The result now follows from Lemma 2.1 with $A = R_m$. \hfill $\square$

**Proposition 2.3.** Let $M$ be an $R_m$-module. Then for all integers $t, q \geq 1$ with $tq < m$ the integral homology groups $H_q(M, \mathbb{Z})$ of $M$ are $s_{m, t}$-torsion.
Proof. Choose a simplicial homotopy equivalence \( P_s \to M \) in the category of simplicial \( R_m \)-modules such that \( P_s \) is projective in each degree. Applying the classifying space-functor degree-wise, we obtain an \( R_m^* \)-equivariant weak equivalence of simplicial sets \( BP_s \to BM \) and hence \( R_m^* \)-equivariant isomorphisms \( H_q(BP_s) \cong H_q(BM) \) of integral homology groups. To the \( R_m^* \)-equivariant simplicial space \( s \mapsto BP_s \) is associated a strongly convergent first quadrant spectral sequence of \( R_m^* \)-modules

\[ E_r^{a,b} = H_r(BP_s, \mathbb{Z}) \Rightarrow H_{r+s}(BP_s, \mathbb{Z}) = H_{r+s}(BM, \mathbb{Z}) \]

where \( d^1 : H_r(P_s) \to H_r(P_{s-1}) \) is the alternating sum of the face maps of the simplicial abelian group \( s \mapsto H_r(BP_s) \). Since the ring \( R_m \) is flat over \( \mathbb{Z} \), each \( P_s \) is a torsion-free abelian group, and thus, the Pontryagin map \( \Lambda(P_s) \to H_r(BP_s) \) is an isomorphism of \( R_m^* \)-modules \cite[Theorem V.6.4.(ii)]{Bro82}. By Corollary \( 2.2 \) the \( R_m^* \)-module \( \Lambda(P_s) \) is \( s_{m,t} \)-torsion for all \( tr < m \). Since \( E_{0,s}^2 = 0 \) for \( s \geq 1 \) it follows from the spectral sequence that \( H_q(M) \) is \( s_{m,t} \)-torsion whenever \( 1 \leq tq < m \). 

Let \( A \) be a ring and \( Z(A) \) its center. Let \( q \geq 1 \) be an integer. The inclusions

\[ GL_q(A) \subset GL_{q+1}(A) \subset GL(A) : M \mapsto ( \begin{pmatrix} M & 0 \\ 0 & 1 \end{pmatrix} ) \]

define group homomorphisms \( \text{det} : GL_q(A) \to GL(A)^ab = K_1(A) \) whose kernel we denote by \( SG_q(A) \). If \( A \) is an \( R_m \)-algebra, we will need an action of \( R_m \) on the integral homology groups of \( SG_q(A) \). For that end, let \( \tilde{A}^* \) be the image in \( K_1(A) \) of the map \( Z(A)^* \subset GL_1(A) \to K_1(A) \). We denote by \( G_q(A) \) the subgroup of \( GL_q(A) \) consisting of those matrices \( T \in GL_q(A) \) whose class \( \text{det}(T) \in K_1(A) \) lies in the subgroup \( \tilde{A}^* \subset K_1(A) \). Note that \( G_q(A) \) contains all invertible diagonal matrices with entries in \( Z(A) \). In particular, the map \( \text{det} : GL_q(A) \to K_1(A) \) restricts to a surjective group homomorphism \( \text{det} : G_q(A) \to \tilde{A}^* \), and we have an exact sequence of groups

\[ 1 \to SG_q(A) \longrightarrow G_q(A) \xrightarrow{\text{det}} \tilde{A}^* \longrightarrow 1. \]

We will write \( \text{Aff}^G_{p,q}(A) \) and \( \text{Aff}^{SG}_{p,q}(A) \) for the following subgroups of \( GL_{p+q}(A) \)

\[ \text{Aff}^G_{p,q} = \left( \begin{pmatrix} G_q(A) & 0 \\ M_{p,q}(A) & 1_p \end{pmatrix} \right) \quad \text{and} \quad \text{Aff}^{SG}_{p,q} = \left( \begin{pmatrix} SG_q(A) & 0 \\ M_{p,q}(A) & 1_p \end{pmatrix} \right). \]

For any \( M \in M_{p,q}(A) \) and \( T \in GL_q(A) \), the matrices \( T \) and

\[ \left( \begin{pmatrix} T & 0 \\ M & 1_p \end{pmatrix} \right) = \left( \begin{pmatrix} 1_p & 0 \\ MT^{-1} & 1_p \end{pmatrix} \right) \left( \begin{pmatrix} T & 0 \\ 0 & 1_p \end{pmatrix} \right) \]

have the same class in \( K_1(A) \). It follows that the map \( \text{det} : GL_{p+q}(A) \to K_1(A) \) restricts to a surjective group homomorphism \( \text{Aff}^G_{p,q}(A) \to \tilde{A}^* \) with kernel the group \( \text{Aff}^{SG}_{p,q}(A) \). Hence, for integers \( q \geq 1, p \geq 0 \) the exact sequence of groups

\[ 1 \to \text{Aff}^{SG}_{p,q}(A) \longrightarrow \text{Aff}^G_{p,q}(A) \xrightarrow{\text{det}} \tilde{A}^* \longrightarrow 1 \]

makes the homology groups \( H_r(\text{Aff}^{SG}_{p,q}(A)) \) into \( \tilde{A}^* \)-modules \cite[Corollary III.8.2]{Bro82}.

For an \( R_m \)-algebra \( A \), we denote by \( s_{m,t} \in \mathbb{Z}[\tilde{A}^*] \) the image of \( s_{m,t} \in \mathbb{Z}[R_m^*] \) under the ring homomorphism \( \mathbb{Z}[R_m^*] \to \mathbb{Z}[\tilde{A}^*] \) induced by the group homomorphism \( R_m \to Z(A)^* \to \tilde{A}^* \). The following is our analog of \cite[Theorem 1.11]{NSS9}. 


Theorem 2.4. Let $A$ be an $R_m$-algebra. Let $t, q \geq 1$ be integers such that $q$ divides $t$. Then for all integers $p, r \geq 0$ such that $rt < mq$ the inclusion
\[ SG_q(A) \to \operatorname{Aff}^{SG}_{p,q}(A) : M \mapsto \left( \begin{array}{cc} M & 0 \\ 0 & 1_p \end{array} \right) \]
induces an isomorphism of $\bar{A}^*$-modules
\[ H_r(SG_q(A)) \cong s_{m,-t}^{-1} H_r(\operatorname{Aff}^{SG}_{p,q}(A)). \]

Proof. A matrix $T \in G_q(A)$ defines an automorphism of the exact sequence of groups
\[ 0 \to M_{p,q}(A) \to \left( \begin{array}{cc} SG_q(A) & 0 \\ \operatorname{M}_{p,q}(A) & 1_p \end{array} \right) \to SG_q(A) \to 1 \]
through right multiplication by $T^{-1}$ on $M_{p,q}(A)$, through conjugation by $\left( \begin{array}{cc} T & 0 \\ 0 & 1_p \end{array} \right)$ on the middle term and through conjugation by $T$ on $SG_q(A)$. This defines an action of the group $G_q(A)$ on the exact sequence and hence an action on the associated Hochschild-Serre spectral sequence
\[ E^2_{i,j} = H_i(SG_qA, H_j(M_{p,q}A)) \Rightarrow H_{i+j}(SG_q(A) 0) \]
which descends to an $\bar{A}^*$-action via the determinant map $G_q(A) \to \bar{A}^*$, in view of the basic functoriality of group homology recalled at the beginning of this section. Since the surjection in the exact sequence \eqref{2.1} splits, we have $H_i(SG_qA, Z) = E^2_{i,0} = E^\infty_{i,0}$. On the homology groups $H_i(SG_qA, H_j(M_{p,q}A))$, the element $T \in G_q(A)$ acts through conjugation on $SG_q(A)$ and right multiplication by $T^{-1}$ on $M_{p,q}(A)$. Since $q$ divides $t$, we can write $t = q \cdot k$ for some integer $k \geq 1$. For $\tilde{a} \in \bar{A}^*$, the element $\langle \tilde{a}^{-1} \rangle$ acts on the spectral sequence as the diagonal matrix $T = a^{-k} \cdot 1_q \in G_q$ where $a \in Z(A)^*$ is a lift of $\tilde{a} \in \bar{A}^*$. This element acts on the pair $(SG_qA, H_j(M_{p,q}A))$ through conjugation by $a^{-k} \cdot 1_q$ on $SG_qA$ which is the identity map, and through right translation by $T^{-1} = (a^{-k} \cdot 1_q)^{-1} = a^k \cdot 1_q$ on $M_{p,q}A$ which is the action by $\langle a^k \rangle \in Z[\bar{A}^*]$ induced by the usual left $Z(A)$-module structure on $M_{p,q}A$. In view of Proposition 2.3 it follows that for $j \geq 1$ and $kj < m$ we have
\[ s_{m,-t}^{-1} H_i(SG_qA, H_j(M_{p,q}A)) = H_i(SG_qA, s_{m,k}^{-1} H_j(M_{p,q}A)) = 0. \]
Moreover,
\[ s_{m,-t}^{-1} H_i(SG_qA, H_0(M_{p,q}A)) = H_i(SG_qA, s_{m,k}^{-1} H_0(M_{p,q}A)) = H_i(SG_qA, Z) \]
since $s_{m,k}$ acts through $\varepsilon(s_{m,k}) = 1$ on $H_0(M_{p,q}A) = Z$. Localizing the spectral sequence \eqref{2.2} at $s_{m,-t} \in Z[\bar{A}^*]$ yields a spectral sequence which satisfies
\[ s_{m,-t}^{-1} E^2_{i,j} = s_{m,-t}^{-1} E^\infty_{i,j} = 0 \]
for $tj < mq$ and $s_{m,-t}^{-1} E^2_{i,0} = s_{m,-t}^{-1} E^\infty_{i,0} = H_i(SG_qA, Z)$. The claim follows. □

It will be convenient to reinterpret this result in somewhat different notation. To that end, we introduce the rings $\Lambda$ and $\Lambda_{m,t}$ as
\[ \Lambda = Z[\bar{A}^*], \quad \Lambda_{m,t} = (s_{m,-t})^{-1} \Lambda. \]
Note that the natural maps of groups $GL_q(A) \to K_1(A)$ induce ring homomorphisms $Z[G_q(A)] \to \Lambda \to \Lambda_{m,t}$ compatible with the inclusions $G_q(A) \subset G_{q+1}(A)$.

Recall that for bounded below complexes of right, respectively left, $G$-modules $M$, respectively $N$, the derived tensor product $M \otimes_G N$ is the complex of abelian groups $P \otimes_G Q$ where $P \to M$ and $Q \to N$ are quasi-isomorphisms of bounded below complexes of right and left $G$-modules with $P_i$ and $Q_j$ projective right and
left $G$-modules, respectively. The derived tensor product is well-defined up to quasi-isomorphism of complexes. The natural maps $M \otimes_G Q \leftarrow P \otimes_G Q \rightarrow P \otimes_G N$ are quasi-isomorphisms, and one has

$$\text{Tor}^G_i(M, N) = H_i(M \otimes_G N), \quad H_i(G, N) = H_i(Z \otimes_G N).$$

**Corollary 2.5.** Let $A$ be an $R_m$-algebra. Let $t, q \geq 1$ be integers such that $q$ divides $t$. Then for all integers $p \geq 0$ the canonical inclusions of groups and rings $SG_q(A) \subset G_q(A) \subset \text{Aff}^G_{p,q}(A)$ and $\mathbb{Z} \subset \Lambda_{m,t}$ induce maps of complexes

$$\mathbb{Z} \otimes_{SG_q(A)} \mathbb{Z} \rightarrow \Lambda_{m,t} \otimes_{G_q(A)} \mathbb{Z} \rightarrow \Lambda_{m,t} \otimes_{\text{Aff}^G_{p,q}(A)} \mathbb{Z},$$

which are isomorphisms on homology groups in degrees $r < mq/t$.

**Proof.** Recall that for a subgroup $N \subset G$ of a group, we have Shapiro’s Lemma

$$\mathbb{Z}[N \backslash G] \otimes_G \mathbb{Z} = \mathbb{Z} \otimes_N \mathbb{Z}[G] \otimes_G \mathbb{Z} = \mathbb{Z} \otimes_N \mathbb{Z}$$

since $\mathbb{Z}[N \backslash G] = \mathbb{Z} \otimes_N \mathbb{Z}[G] = \mathbb{Z} \otimes_N \mathbb{Z}[G]$ as $\mathbb{Z}[G]$ is a free $N$-module. If $N$ is normal in $G$ then $G/N = N \backslash G$ is a group and $\mathbb{Z}[G/N] \otimes_G \mathbb{Z}$ is a complex of left $G/N$-modules. On homology, the isomorphism

$$H_i(\mathbb{Z}[G/N] \otimes_G \mathbb{Z}) \cong H_i(\mathbb{Z} \otimes_N \mathbb{Z}) = H_i(N)$$

is an isomorphism of $G/N$-modules where the action on $H_i(N)$ is the usual conjugation action. Applied to $N = \text{Aff}^G_{p,q}$ and $G = \text{Aff}^G_{p,q}$, we have an isomorphism

$$H_i(\mathbb{Z} \otimes_{\text{Aff}^G_{p,q}} \mathbb{Z}) \cong H_i(\text{Aff}^G_{p,q})$$

of $\Lambda$-modules. Localizing at $s_{m,-t}$ using Theorem 2.4 the result follows. \qed

### 3. Stability in Homology and $K$-Theory

Let $A$ be a ring and recall from §2 the definition of the groups $G_q(A)$ for $q \geq 1$. We set $G_0(A) = \{1\}$, the one-element group. Let $n \geq r \geq 0$ be integers. We denote by $U_r(A^n) \subset M_{n,r}(A)$ the set of left invertible $n \times r$ matrices with entries in $A$, and by $GU_r(A^n) \subset U_r(A^n)$ the subset of those left invertible matrices which can be completed to a matrix in $G_n(A)$. For instance $U_0(A^n) = GU_0(A^n) = 0$ is the one element set and $GU_n(A^n) = G_n(A)$. By convention, $U_r(A^n) = GU_r(A^n) = 0$ whenever $r \leq 0$ or $r > n$. By [NS89, Lemma 2.1] we have $U_r(A^n) = GU_r(A^n)$ for $r \leq n - sr(A)$.

We define a complex $C(A^n)$ of abelian groups whose degree $r$ component is the free abelian group $C_r(A^n) = \mathbb{Z}[GU_r(A^n)]$ generated by the set $GU_r(A^n)$. For $i = 1, \ldots, r$ one has maps of abelian groups $\delta_i^r : C_r(A^n) \rightarrow C_{r-1}(A^n)$ defined on basis elements by $\delta_i^r(v_1, \ldots, v_r) = (v_1, \ldots, \hat{v}_i, \ldots, v_r)$ omitting the $i$-th entry where $(v_1, \ldots, v_r)$ is a left invertible matrix with $i$-th column the vector $v_i$. We set

$$d_r = \sum_{i=1}^r (-1)^{i-1} \delta_i^r : C_r(A^n) \rightarrow C_{r-1}(A^n),$$

and it is standard that $d_r d_{r+1} = 0$. This defines the chain complex $C(A^n)$. 
Lemma 3.1. Let $A$ be a ring and $n \geq 0$ an integer. Then for all $i \leq n - sr(A)$ we have

$$H_i(C(A^n)) = 0.$$  

Proof. We check that the proof of [NSS9] Lemma 2.2 goes through with $G_n(A)$ in place of $GL_n(A)$. If we denote by $C(A^n)$ the complex with $C_q(A^n) = \mathbb{Z}[U_q(A^n)]$ in degree $q$ and differential given by the same formula as for $C(A^n)$, then we have an inclusion of complexes $C(A^n) \subset \tilde{C}(A^n)$ with $C_q(A^n) = \tilde{C}_q(A^n)$ for $q \leq n - sr A$, by [NSS9] Lemma 2.1. By [vdK80] 2.6. Theorem (i) we have $H_i(\tilde{C}(A^n)) = 0$ whenever $i \leq n - sr A$. Thus, it suffices to show that the boundary $dx$ of every $x \in U_{n-r+1}(A)$ is a boundary in $C(A^n)$ where $r = sr(A)$. By [NSS9] Lemma 2.1, there is a matrix $\alpha \in E_n(A) \subset G_n(A)$ such that $\alpha x = \begin{pmatrix} 1 & 0 \\ 0 & u \end{pmatrix}$ with $u \in M_{n-r,1}(A)$ and $v \in M_r(1,A)$. Left invertibility of $\alpha x$ implies that there are $T \in M_{n-r,r}(A)$ and $b \in M_{1,r}$ such that $u + T v = 0$ and $b u = 1$. The matrix $\beta = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}$ is a product of elementary matrices where $B \in M_{n-r,r}(A)$ is the matrix of whose rows equal $b$. Then $\beta \alpha x = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}$ and the matrix $w = (\beta \alpha x, e_n, e_{n-1}, \ldots)$ satisfies $\delta_{n-r+2}(w) = \beta \alpha x$. For $i = 1, \ldots, n-r+1$, the matrix $\delta_{n-r+2}(w)$ can be completed to the matrix $(\delta_{n-r+2}(w), e_{n-r+2}, \ldots, e_n) \in SG_n(A)$. It follows that

$$y = x + (-1)^{n-r+2}d \alpha^{-1} \beta^{-1} w \in C_{n-r+1}(A^n)$$

and $dy = dx$. \hfill \Box

The group $GL_n(A)$ acts on $U_r(A^n)$ by left matrix multiplication, and so does its subgroup $G_n(A)$. This makes the complex $C(A^n)$ into a complex of left $G_n(A)$-modules. We may sometimes drop the letter $A$ in the notation $G_n(A)$, $SG_n(A)$ etc when the ring $A$ is understood.

Lemma 3.2. For any ring $A$, right $G_n(A)$-module $M$ and integers $i, n \geq 0$ with $i \leq n - sr(A)$ we have

$$H_i(M \overset{L}{\otimes}_{G_n(A)} C(A^n)) = 0.$$  

Proof. This follows from Lemma 3.1 in view of the spectral sequence

$$E_p^q = \text{Tor}_p^{G_n}(M, H_q(C(A^n))) \Rightarrow H_{p+q}(M \overset{L}{\otimes}_{G_n} C(A^n)).$$  

For our arguments below we frequently need the following assumptions.

(*) Let $m \geq 1$ be an integer and $A$ be an $\mathcal{R}_m$-algebra. Let $n_0, t \geq 1, n \geq 0$ be integers such that $n_0 \cdot t < m$ and $0 \leq n \leq n_0$, and $t$ is a multiple of every positive integer $\leq n_0$. Set $\sigma = s_{m,-t} \in \mathbb{Z}[A^n]$.

For an integer $r$, we denote by $C_{\leq r}(A^n)$ the subcomplex of $C(A^n)$ which is $C_{\leq r}(A^n)_i = C_i(A^n)$ for $i \leq r$ and $C_{\leq r}(A^n)_i = 0$ otherwise. So, $C_{\leq r}(A^n)/C_{\leq r-1}(A^n)$ is $C_r(A^n)$ placed in homological degree $r$. This defines a filtration on $C(A^n)$ by complexes of $G_n(A)$-modules and thus a spectral sequence of $\Lambda$-modules

$$E_{p,q}^1(A^n) = \text{Tor}_p^{G_n}(A_{m,t}, C_q(A^n)) \Rightarrow H_{p+q}(\Lambda_{m,t} \overset{L}{\otimes}_{G_n} C(A^n)).$$  

(3.1)
with differential \(d^r\) of bidegree \((-r, -r)\). The spectral sequence \((3.1)\) comes with a filtration by \(\Lambda\)-modules

\[
0 \subset F_{p,q,0} \subset F_{p,q-1,1} \subset F_{p,q-2,2} \subset \cdots \subset F_{0,p+q} = H_{p+q}(\Lambda_{m,t} \otimes_{\Lambda} C(A^n))
\]

where \(F_{p+q-s,s}\) is the image of

\[
H_{p+q}(\Lambda_{m,t} \otimes_{\Lambda} C_{\leq s}(A^n)) \to H_{p+q}(\Lambda_{m,t} \otimes_{\Lambda} C(A^n)),
\]

and \(F_{p+q-s,s}/F_{p+q-s+1,s-1} \cong E_\infty^{p+q-s,s}(A^n)\).

**Lemma 3.3.** Assume \((*)\). Then the spectral sequence \((3.1)\) has

\[
E^1_{p,q}(A^n) = \begin{cases} 
H_p(SG_{n-q}(A), \mathbb{Z}), & 0 \leq q < n, \ p \leq n_0 \\
\Lambda_{m,t}, & p = 0, \ q = n \\
0, & q = n \text{ and } p \neq 0, \ or \ q < 0, \ or \ q > n.
\end{cases}
\]

**Proof.** By definition, the group \(G_n(A)\) acts transitively on the set \(GU_q(A^n)\) with stabilizer at \((e_{n-q+1}, \ldots, e_n) \in GU_q(A^n)\) the subgroup \(\text{Aff}^G_{q,n-q}(A)\). Recall (Shapiro’s Lemma) that for any right \(G\)-module \(M\) we have the quasi-isomorphism

\[
M \otimes_N \mathbb{Z} \to M \otimes_G \mathbb{Z}/[G/N]
\]

induced by the inclusions \(N \subset G\) and \(\mathbb{Z} \subset \mathbb{Z}/[G/N]\). For \(M = \Lambda_{m,t}\), \(G = G_n(A)\) and \(N = \text{Aff}^G_{q,n-q}(A)\) we therefore have quasi-isomorphisms

\[
\Lambda_{m,t} \otimes_{\text{Aff}^G_{q,n-q}} \mathbb{Z} \to \Lambda_{m,t} \otimes_{G_n} \mathbb{Z}/[G_n/\text{Aff}^G_{q,n-q}] = \Lambda_{m,t} \otimes_{G_n} C_q(A^n).
\]

In view of Corollary 2.5 for \(q < n\) we have the map of complexes

\[
\mathbb{Z} \otimes_{SG_{n-q}} \mathbb{Z} \to \Lambda_{m,t} \otimes_{G_n} \mathbb{Z}/[G_n/\text{Aff}^G_{q,n-q}]
\]

which induces an isomorphism on homology in degrees \(\leq n_0 < m/t \leq m(n-q)/t\).

For \(q = n\) we have \(C_n(A^n) = \mathbb{Z}[G_n]\) and thus,

\[
\Lambda_{m,t} \otimes_{G_n} C_n(A^n) = \Lambda_{m,t} \otimes_{G_n} \mathbb{Z}[G_n] = \Lambda_{m,t}.
\]

**Lemma 3.4.** Assume \((*)\). Then for \(0 < q < n\) and \(p \leq n_0\), the differential \(d^1_{p,q} : E^1_{p,q}(A^n) \to E^1_{p,q-1}(A^n)\) in the spectral sequence \((3.1)\) is zero if \(q\) is even and for \(q\) odd it is the map

\[
H_p(SG_{n-q}(A), \mathbb{Z}) \to H_p(SG_{n-q+1}(A), \mathbb{Z})
\]

induced by the standard inclusion \(SG_{n-q}(A) \to SG_{n-q+1}(A)\).

For \(q = n\) we have \(d^1_{p,n} = 0\) for \(p \neq 0\), and \(d^1_{0,n} = 0\) for \(n\) even and for \(n\) odd \(d^1_{0,n}\) is the map \(\Lambda_{m,t} \to \mathbb{Z}\) induced by the augmentation \(\varepsilon : \Lambda = \mathbb{Z}[\Lambda^*] \to \mathbb{Z}\).

**Proof.** The differential \(d^1_{p,q}\) is the map

\[
d^1_{p,q} = \sum_{j=1}^{q} (-1)^{j-1} (1 \otimes \delta^j)_* : H_p(\Lambda_{m,t} \otimes_{G_n} \mathbb{Z}[GU_q]) \to H_p(\Lambda_{m,t} \otimes_{G_n} \mathbb{Z}[GU_{q-1}])
\]

where \(\delta^j : \mathbb{Z}[GU_q] \to \mathbb{Z}[GU_{q-1}]\) is induced by the map \(\delta^j : GU_q \to GU_{q-1}\) defined by \((v_1, \ldots, v_q) \mapsto (v_1, \ldots, \hat{v}_j, \ldots, v_n)\).
Assume first that \( q < n \). Consider the diagram

\[
\begin{array}{c}
\mathbb{Z} \otimes_{SG_{n-q}} \mathbb{Z} \xrightarrow{1 \otimes u^n_q} \mathbb{Z} \otimes_{SG_{n}} \mathbb{Z}[GU_q(A^n)] \\
\Lambda_{m,t} \otimes_{G_n} \mathbb{Z}[GU_q(A^n)]
\end{array}
\]

induced by the natural inclusions of groups and rings \( SG_{n-q} \subset \text{Aff}^{SG}_{q,n-q} \subset G_n \), \( SG_{n-q} \subset SG_{n-q+1} \), \( \mathbb{Z} \subset \Lambda_{m,t} \) and where \( u^n_q : \mathbb{Z} \to \mathbb{Z}[GU_q(A^n)] \) sends \( 1 \) to the left invertible matrix \((e_{n-q+1}, \ldots, e_n)\). The horizontal compositions induce the isomorphisms in Lemma 8.3 upon taking homology in degrees \( \leq n_0 \). We will show that the outer diagram commutes upon taking homology groups. This implies the claim for \( q < n \). Since the right square commutes, it suffices to show that the left square commutes upon taking homology.

We will use the basic functoriality of group homology as recalled at the beginning of section 2. Upon taking homology, the left hand square of the diagram is the diagram

\[
\begin{array}{c}
H_\ast(SG_{n-q}, \mathbb{Z}) \xrightarrow{(i^n_{n-q}, u^n_q)_\ast} H_\ast(SG_{n}, \mathbb{Z}[GU_q]) \\
H_\ast(SG_{n-q+1}, \mathbb{Z}) \xrightarrow{(i^n_{n-q+1}, u^n_{q+1})_\ast} H_\ast(SG_{n+1}, \mathbb{Z}[GU_{q+1}])
\end{array}
\]

where \( u^n_q \) is the left invertible matrix \((e_{n-r+1}, \ldots, e_n)\) and \( i^n_r : SG_r \to SG_s \) denotes the standard embedding for \( r \leq s \). Consider the matrix

\[ h = (e_1, \ldots, e_{n-q}, \tau e_{n-q+j}, \delta^j u^n_q) \in SG_n \]

where \( \tau \in \{1, -1\} \) is chosen so that \( \text{det}(h) = 1 \in K_1(A) \). Then \( h \cdot i^n_{n-q} \cdot h^{-1} = i^n_{n-q} \) and \( \delta^j (u^n_q) = h \cdot u^n_{q-1} \). In view of the basic functoriality of group homology, the two compositions \((i^n_{n-q}, \delta^j u^n_q)_\ast\) and \((i^n_{n-q}, u^n_{q-1})_\ast\) are equal, and the square commutes. Hence the lemma for \( q < n \).

For \( q = n \) and \( p \neq 0 \) we have \( d^1_{p,n} = 0 \) since \( E^1_{p,n}(A^n) = 0 \). To prove the claim for \( q = n \) and \( p = 0 \), we need to show the commutativity of the diagram

\[
\begin{array}{c}
\Lambda_{m,t} \xrightarrow{1 \otimes u^n_n} \Lambda_{m,t} \otimes_{G_n} \mathbb{Z}[G_n(A)] \\
\mathbb{Z} \xrightarrow{1 \otimes u^n_{n-1}} \Lambda_{m,t} \otimes_{G_n} \mathbb{Z}[GU_{n-1}(A^n)]
\end{array}
\]

Since 8.3 is a spectral sequence of \( \Lambda_{m,t} \)-modules, this diagram is a diagram of \( \Lambda_{m,t} \)-modules. So, it suffices to show that the two compositions send \( 1 \in \Lambda_{m,t} \) to the same element, that is, we need to see that

\[ 1 \otimes \delta^j (u^n_n) = 1 \otimes u^n_{n-1} \in \Lambda_{m,t} \otimes_{G_n} \mathbb{Z}[GU_{n-1}(A^n)] \]

for all \( j = 1, \ldots, n \). Consider the matrix \( h_j = (\tau e_j, e_1, e_2, \ldots, e_j, \ldots, e_n) \in SG_n(A) \) where \( \tau \in \{1, -1\} \) is chosen so that \( \text{det}(h_j) = 1 \in K_1(A) \). Then \( \delta^j (u^n_n) = h_j \cdot u^n_{n-1} \) and thus

\[ 1 \otimes \delta^j (u^n_n) = 1 \otimes h_j \cdot u^n_{n-1} = h_j \otimes u^n_{n-1} = 1 \otimes u^n_{n-1} \in \Lambda_{m,t} \otimes_{G_n} \mathbb{Z}[GU_{n-1}(A^n)] \]
Lemma 3.6. The claim follows by induction on $r$.

Proof. Keeping the notations of the proof of Lemma 3.4, we will check the commutativity of the diagrams for $j = 0, 1, 2$ upon taking homology groups

$$
\begin{array}{c}
\text{Z} \overset{L}{\otimes} \text{SG}_{n-q} \xrightarrow{1 \otimes u^2} \text{Z} \overset{L}{\otimes} \text{SG}_{n-q} \text{Z}[GU_{q-2}(A^{n-2})] \xrightarrow{L \otimes \psi_j} \text{Z} \overset{L}{\otimes} \text{SG}_{n-q} \text{Z}[GU_{q-2}(A^{n-2})] \\
\text{Z} \overset{L}{\otimes} \text{SG}_{n} \xrightarrow{1 \otimes u^2} \text{Z} \overset{L}{\otimes} \text{SG}_{n} \text{Z}[GU_{q}(A^{n})] \xrightarrow{L \otimes \psi_j} \text{Z} \overset{L}{\otimes} \text{SG}_{n} \text{Z}[GU_{q}(A^{n})] \\
\end{array}
$$

(3.2)

where in the first diagram $2 \leq q < n$, and the second diagram takes care of $q = n$. Since $\psi = \psi_0 - \psi_1 + \psi_2$, commutativity of the diagrams on homology groups will imply the claim.

Proposition 3.5. Assume (*). The differentials $d^r_{p,q}$ in the spectral sequence (3.1) are zero for $r \geq 2$ and $p \leq n$.

Proof. We argue by induction on $n$. For $n = 0, 1$, the differentials $d^r$, $r \geq 2$, are zero since $E^r_{p,q}(A^n) = 0$ for $q \neq 0, 1$. Assume $n \geq 2$. Similar to \cite{NSS99}, consider the homomorphism of complexes $\psi : C(A^{n-2})[-2] \to C(A^n)$ defined in degree $q$ by $\psi = \psi_0 - \psi_1 + \psi_2$ where for $(v_1, ..., v_{q-2}) \in GU_{q-2}(A^{n-2})$ the map $\psi_i$ is given by

$$
\begin{align*}
\psi_0(v_1, ..., v_{q-2}) &= (v_1, ..., v_{q-2}, e_{n-1}, e_n) \\
\psi_1(v_1, ..., v_{q-2}) &= (v_1, ..., v_{q-2}, e_{n-1} - e_{n-1}) \\
\psi_2(v_1, ..., v_{q-2}) &= (v_1, ..., v_{q-2}, e_n - e_{n-1}).
\end{align*}
$$

The map $\psi$ commutes with differentials and is compatible with the actions by $G_{n-2}(A)$ and $G_n(A)$ via the standard inclusion $G_{n-2}(A) \subset G_n(A)$. Hence, $\psi$ induces a map of spectral sequences $E(A^{n-2})[0, -2] \to E(A^n)$. Denote by $E$ and $E^r$ the spectral sequences $E(A^n)$ and $E(A^{n-2})[0, -2]$. From Lemma 3.3 we have

$$
\tilde{E}_{p,q}^1 = E^1_{p,q-2}(A^{n-2}) = \begin{cases} 
H_p(SG_{n-q}(A), \text{Z}) & 2 \leq q < n, \ p \leq n_0 \\
\Lambda_{m,t} & q = n, \ p = 0 \\
\Lambda_{m,t} & q = n \text{ and } p \neq 0, \text{ or } q < 2, \text{ or } q > n.
\end{cases}
$$

The claim follows by induction on $r$ using the following lemma. □

Lemma 3.6. Assume (*). Under the identifications of Lemma 3.3, the homomorphism $\psi : \tilde{E}_{p,q} \to E_{p,q}$ is the identity for $2 \leq q \leq n$ and $p \leq n_0$.

Proof. Keeping the notations of the proof of Lemma 3.4, we will check the commutativity of the following diagrams for $j = 0, 1, 2$ upon taking homology groups

$$
\begin{array}{c}
\text{Z} \overset{L}{\otimes} \text{SG}_{n-q} \xrightarrow{1 \otimes u^2} \text{Z} \overset{L}{\otimes} \text{SG}_{n-q} \text{Z}[GU_{q-2}(A^{n-2})] \xrightarrow{L \otimes \psi_j} \text{Z} \overset{L}{\otimes} \text{SG}_{n-q} \text{Z}[GU_{q-2}(A^{n-2})] \\
\text{Z} \overset{L}{\otimes} \text{SG}_{n} \xrightarrow{1 \otimes u^2} \text{Z} \overset{L}{\otimes} \text{SG}_{n} \text{Z}[GU_{q}(A^{n})] \xrightarrow{L \otimes \psi_j} \text{Z} \overset{L}{\otimes} \text{SG}_{n} \text{Z}[GU_{q}(A^{n})] \\
\end{array}
$$

(3.2)

where in the first diagram $2 \leq q < n$, and the second diagram takes care of $q = n$. Since $\psi = \psi_0 - \psi_1 + \psi_2$, commutativity of the diagrams on homology groups will imply the claim.
In the first diagram the right hand square commutes, and so we are left with showing the commutativity of the left hand square on homology, that is, the commutativity of the diagram

(3.3) \[
H_p(SG_{n-q}, Z) \xrightarrow{(i_{n-q}^n, u_{q-2}^n, \psi)} H_p(SG_{n-2}, Z)[GU_{q-2}(A^{n-2})] \xrightarrow{(i_{n-2}^n, \psi)} H_p(SG_n, Z)[GU_q(A^n)].
\]

Commutativity for \( j = 0 \) is clear. For \( j = 1 \) we consider the following matrix \( h = (e_1, \ldots, e_n, e_n - e_{n-1}) \in SG_n(A) \). For \( 2 \leq q < n \) we have \( h \cdot i_{n-q}^n, h^{-1} = i_{n-q}^n \) and \( h \circ u_q^n = \psi_1(u_{q-2}^{n-2}) \), this shows commutativity of diagram (3.3) in this case. For \( j = 2 \), we replace the matrix \( h \) with the matrix \( (e_1, \ldots, e_n, e_n - e_{n-1}) \) in \( SG_n(A) \). This finishes the proof of commutativity of (3.3) for \( j = 0, 1, 2 \).

To show commutativity of the second diagram (3.2), note that it is a diagram of \( \Lambda_{m,r} \)-modules and that the horizontal and diagonal arrows are isomorphisms with inverses the multiplication maps \( \Lambda_{m,t} \otimes G \mathbb{Z}[G] \xrightarrow{\det} \Lambda_{m,t} \otimes \Lambda_{m,t} \rightarrow \Lambda_{m,t} \). Since \( \psi_j(u_{n-2}^{n-2}) = 1 = u_n^2 \in A^* \subset K_1(A) \), the claim follows.

\[ \square \]

**Theorem 3.7.** Let \( A \) be a ring with many units. Then the natural homomorphism

\[ H_1(SG_{n-1}(A), \mathbb{Z}) \rightarrow H_1(SG_n(A), \mathbb{Z}) \]

is an isomorphism for \( n \geq i + sr(A) + 1 \) and surjective for \( n \geq i + sr(A) \).

**Proof.** Choose \( n_0, m, t \) as in (\(*\)). In particular \( n \leq n_0 \). Then we have the spectral sequence (3.1) with \( E^1 \)-term given by Lemma 3.3 and \( d_{p,q}^1 \) was computed in Lemma 3.4 for \( p \leq n_0 \). By Proposition 3.5 and Lemma 3.2 we have \( E_{p,q}^2 = E_{p,q}^\infty = 0 \) for \( n \geq p + q + sr(A) \) and \( p \leq n_0 \). The claim follows. \[ \square \]

We can reformulate Theorem 3.7 in terms of elementary linear groups. Recall [Bas64, 31] that the group of elementary \( r \times r \)-matrices of a ring \( A \) is the subgroup \( E_r(A) \) of \( GL_r(A) \) generated by the elementary matrices \( e_{i,j}(a) = 1 + a \cdot e_i e_j^t \), \( a \in A \).

**Lemma 3.8.** Let \( A \) be a ring with many units. Then for \( n > sr(A) \), we have \( E_n(A) = SG_n(A) \), and this group is the commutator and the maximal perfect subgroup of \( GL_n(A) \). Moreover, the natural map \( GL_n(A) \rightarrow K_1(A) \) is surjective for \( n \geq sr(A) \).

**Proof.** We clearly have \( E_n(A) \subset SG_n(A) \). It follows from the \( GL_n \)-version of Theorem 3.6 proved in [NS89] that the natural map \( GL_n(A) \rightarrow K_1(A) \) is surjective for \( r \geq sr(A) \) and \( GL_n(A)^{ab} = K_1(A) \) for \( n > sr(A) \). Therefore, \( GL_n(A)/SG_n(A) \cong K_1(A) \) for \( r \geq sr(A) \) and \( SG_n(A) = [GL_n(A), GL_n(A)] \) for \( n > sr(A) \).

For the rest of the proof assume \( n > sr(A) \). From [Vas69, Theorem 3.2], we have \( GL_n(A)/E_n(A) = K_1(A) \), hence \( E_n(A) = SG_n(A) \). Classically, the group \( E_n(A) \) is perfect for \( n \geq 3 \) [Bas64, Corollary 1.5]. Alternatively, from Theorem 3.7, we have an isomorphism

\[ H_1(SG_n(A)) \cong H_1(E(A)) = 0 \]

since the infinite elementary linear group \( E(A) \) is perfect and \( \text{colim}_r, SG_r(A) = E(A) \). Hence, the group \( E_n(A) \) is perfect (also when \( n = 2 \)). Since the quotient \( GL_n(A)/E_n(A) = K_1(A) \) is abelian, the group \( E_n(A) \) is the maximal perfect subgroup of \( GL_n(A) \). \[ \square \]
Theorem 3.9. Let $A$ be a ring with many units. Then the natural homomorphism
\[ H_i(E_{n-1}(A), \mathbb{Z}) \to H_i(E_n(A), \mathbb{Z}) \]
is an isomorphism for $n \geq i + \text{sr}(A) + 1$ and surjective for $n \geq i + \text{sr}(A)$.

Proof. This follows from Theorem 3.7 in view of Lemma 3.8.

Denote by $BGL_n^+(A)$ the space obtained by applying Quillen’s plus construction to the classifying space $BGL_n(A)$ of $GL_n(A)$ with respect to the maximal perfect subgroup of $GL_n(A)$. The following proves a conjecture of Bass [Bas73, Conjecture XVI on p. 43] in the case of rings with many units.

Theorem 3.10. Let $A$ be a ring with many units, and let $n \geq 1$ be an integer. Then the natural homomorphism
\[ \pi_i BGL_{n-1}^+(A) \to \pi_i BGL_n^+(A) \]
is an isomorphism for $n \geq i + \text{sr}(A) + 1$ and surjective for $n \geq i + \text{sr}(A)$.

Proof. The case $i = 0$ is trivial and the case $i = 1$ follows at once from Lemma 3.8.

Now, assume $i \geq 2$ and $n \geq i + \text{sr}(A) \geq 2 + \text{sr}(A)$. Denote by $\mathcal{F}_n(A)$ the homotopy fibre of the map $BGL_{n-1}^+(A) \to BGL_n^+(A)$. It follows from Lemma 3.8 that $\mathcal{F}_n$ is also the homotopy fibre of $BE_{n-1}^+(A) \to BE_n^+(A)$. Since $E_n(A)$ and $E_n(A)$ are perfect, $\mathcal{F}_n(A)$ is connected and $\pi_1 \mathcal{F}_n(A)$ is abelian as a quotient of $\pi_2 BE_n^+(A)$. From Theorem 3.9 and the (relative) Serre spectral sequence
\[ E_2^{r,s} = H_r(BE_{n-1}^+(A), H_s(\mathcal{F}_n)) \Rightarrow H_{r+s}(BE_n^+(A), BE_{n-1}^+(A)) \]
associated to the fibration $\mathcal{F}_n \to BE_{n-1}^+(A) \to BE_n^+(A)$ with simply connected base we find
\[ H_{i-1}(\mathcal{F}_n, \text{pt}) = H_i(\text{pt}, \mathcal{F}_n) = H_i(E_n(A), E_{n-1}(A)) \]
for $i \leq n - \text{sr}(A) + 1$ where $\text{pt} \in \mathcal{F}_n(A)$ denotes the base point of $\mathcal{F}_n(A)$. By Hurewicz’s Theorem, it follows from Theorem 3.9 that the natural map
\[ \pi_{i-1}(\mathcal{F}_n(A), \text{pt}) \to H_{i-1}(\mathcal{F}_n(A), \text{pt}) \]
is an isomorphism for $i \leq n - \text{sr}(A) + 1$. In particular, we have
\[ \pi_{i-1}(\mathcal{F}_n(A), \text{pt}) = H_i(E_n(A), E_{n-1}(A)) = 0, \quad i \leq n - \text{sr}(A). \]
Hence the result.

Recall that for a commutative ring $A$ and integer $n \geq 1$, the special linear group $SL_n(A)$ of $A$ is the kernel of the determinant map $GL_n(A) \to A^*$.

Theorem 3.11. Let $A$ be a local commutative ring with infinite residue field, and let $n \geq 2$ be an integer. Denote by $\mathcal{F}_n(A)$ the homotopy fibre of the map $BGL_{n-1}^+(A) \to BGL_n^+(A)$. Then for $i \geq 1$ we have
\[ \pi_{i-1}(\mathcal{F}_n(A)) = \begin{cases} 0, & i < n \\ H_i(SL_n(A), SL_{n-1}(A)), & i = n. \end{cases} \]

Proof. Note that for $A$ as in the theorem $E_r(A) = SL_r(A)$ is the maximal perfect subgroup of $GL_n(A)$ for all $r \geq 1$. Now the proof is the same as for Theorem 3.10, the only improvement being that $\mathcal{F}_n$ is already the homotopy fibre of $BE_{n-1}(A)^+ \to BE_n(A)^+$ for $n \geq 2$. 

□
Theorem 3.12. Let $A$ be a commutative ring with many units and $n \geq 2$ an integer. Then the natural homomorphism

$$H_i(SL_{n-1}(A), \mathbb{Z}) \to H_i(SL_n(A), \mathbb{Z})$$

is an isomorphism for $n \geq i + sr(A) + 1$ and surjective for $n \geq i + sr(A)$.

Proof. For $r \geq sr(A)$, the natural map $GL_r(A) \to K_1(A)$ is surjective, by Lemma 3.8. When $A$ is commutative we have an exact sequence of groups for $r \geq sr(A)$

$$1 \to SG_r(A) \to SL_r(A) \to SK_1(A) \to 0.$$ 

Hence, for $n \geq sr(A) + 1$ we have the associated Serre spectral sequence

$$H_i(SK_1(A), H_j(SG_nA, SG_{n-1}A)) \Rightarrow H_{i+j}(SL_n(A), SL_{n-1}(A)).$$

The result now follows from Theorem 3.7. \qed

4. Milnor-Witt $K$-theory

Let $A$ be a commutative ring. Recall that we denote by $A^*$ the group of units in $A$. Elements in the integral group ring $\mathbb{Z}[A^*]$ of $A^*$ corresponding to $a \in A^*$ are denoted by $\langle a \rangle$. Note that $(1) = 1 \in \mathbb{Z}[A^*]$. We denote by $\langle a \rangle$ the element $\langle a \rangle = (a) - 1 \in \mathbb{Z}[A^*]$. Let $I[A^*]$ be the augmentation ideal in $\mathbb{Z}[A^*]$, that is, $I[A^*]$ is the kernel of the ring homomorphism $\mathbb{Z}[A^*] \to \mathbb{Z} : \langle a \rangle \mapsto 1$. We denote by $[a]$ the element $[a] = (a) - 1 \in I[A^*]$. Under the canonical embedding $I[A^*] \subset \mathbb{Z}[A^*]$, the element $[a]$ maps to $\langle a \rangle$.

Lemma 4.1. The augmentation ideal $I[A^*]$ is the $\mathbb{Z}[A^*]$-module generated by symbols $[a]$ for $a \in A^*$ subject to the relation

$$[ab] = [a] + \langle a \rangle [b].$$

Proof. Clearly, the equation $[ab] = [a] + \langle a \rangle [b]$ holds in $I[A^*]$. Let $\tilde{I}_A^*$ be the $\mathbb{Z}[A^*]$-module generated by symbols $[a]$ for $a \in A^*$ subject to the relation $[ab] = [a] + \langle a \rangle [b]$. Note that $[1] = 0 \in \tilde{I}_A^*$ because $[1 \cdot 1] = [1] + (1)[1]$ and $1 = 1 \in \mathbb{Z}[A^*]$.

Consider the $\mathbb{Z}[A^*]$-module map $\tilde{I}_A^* \to I[A^*] : \langle a \rangle \mapsto \langle a \rangle - 1$. The set consisting of $\langle a \rangle - 1 \in I[A^*]$, $a \in A^*$, $a \neq 1$, defines a $\mathbb{Z}$-basis of $I[A^*]$. This allows us to define a $\mathbb{Z}$-linear homomorphism $I[A^*] \to \tilde{I}_A^* : \langle a \rangle - 1 \mapsto [a]$. Clearly, the composition $I[A^*] \to \tilde{I}_A^* \to I[A^*]$ is the identity. Finally, the map $I[A^*] \to \tilde{I}_A^*$ is surjective because $(b)[a] = [ab] - [b]$.

Definition 4.2. Let $A$ be a commutative ring. We define the graded ring $\hat{K}_n^{MW}(A)$ as the tensor algebra of the augmentation ideal $I[A^*]$ (placed in degree 1) over the group ring $\mathbb{Z}[A^*]$ modulo the Steinberg relation $[a][1 - a] = 0$ for $a, 1 - a \in A^*$:

$$\hat{K}_n^{MW}(A) = \bigoplus_{n \geq 0} \hat{K}_n^{MW}(A) = \text{Tens}_{\mathbb{Z}[A^*]}(I[A^*])/[a][1 - a].$$

In view of Lemma 4.1, the graded ring $\hat{K}_n^{MW}(A)$ is the $\mathbb{Z}[A^*]$-algebra generated by symbols $[a]$, $a \in A^*$, in degree 1 subject to the relations

1. For $a, b \in A^*$ we have $[ab] = [a] + \langle a \rangle [b]$.
2. For $a, 1 - a \in A^*$ we have the Steinberg relation $[a][1 - a] = 0$. 


It is convenient to write \([a_1, ..., a_n]\), \(h\) and \(\varepsilon\) for the following elements in \(\tilde{K}_*^{MW}(A)\)

\[
[a_1, ..., a_n] = [a_1] \cdots [a_n] \in \tilde{K}_n^{MW}(A),
\]

\[
h = 1 + (-1), \quad \varepsilon = -(-1) \in \tilde{K}_0^{MW}(A)
\]

where \(a_1, ..., a_n \in A^*\).

**Lemma 4.3.** Let \(A\) be a commutative ring. Then in the ring \(\tilde{K}_*^{MW}(A)\) we have for all \(a, b, c, d \in A^*\) the following relations.

1. \([ab] = [a] + (a)[b]
2. \((1) = 1\) and \([1] = 0\).
3. \((ab) = (a) \cdot (b)\) and \((a)\) is central in \(\tilde{K}_*^{MW}(A)\).
4. \([\frac{a}{b}] = [a] - (\frac{a}{b})[b], \) in particular, \([b^{-1}] = -(b^{-1})[b]\).
5. \((a)[b] = (⟨⟨b⟩⟩)[a].
6. If \(a + b = 1\) then \((a)[b, c] = 0\).
7. If \(a + b = 1\) then \((a)[⟨⟨b⟩⟩][c, d] = 0\).
8. \((a)[b, c] = ⟨⟨a⟩⟩[c, b]\).

**Proof.** Items 1-3 follow from the definition of \(\tilde{K}_*^{MW}(A)\).

4. We have \([a] = \frac{a}{b} \cdot b = \frac{a}{b} + ⟨⟨b⟩⟩[a].
5. We have \([a] + (a)[b] = [ab] = [b] + (b)[a]\) which is \((a)[b] = ⟨⟨b⟩⟩[a].
6. By 5 and the Steinberg relation we have \((a)[b, c] = ⟨⟨c⟩⟩[b, a] = 0\).
7. Similarly, we have \((a)[⟨⟨b⟩⟩][c, d] = ⟨⟨c⟩⟩⟨⟨d⟩⟩[a, b] = 0\), by 5 and the Steinberg relation.
8. From 5 and 3 we have \((a)[b, c] = ⟨⟨b⟩⟩[a, c] = ⟨⟨c⟩⟩[a, b] = ⟨⟨a⟩⟩[c, b]. \qed$

**Lemma 4.4.** Let \(A\) be either a field or a commutative local ring whose residue field has at least 4 elements. Then for all \(a, b, c \in A^*\) the following relations hold in \(\tilde{K}_*^{MW}(A)\).

1. \([a][a] = [a] - a = -[a]\)
2. \([a][a] = [a] - [a] = -[a]a\)
3. \([a][b] = [a]a \) where \(\varepsilon = -(1)
4. \((a)[h] \cdot [b, c] = 0\) where \(h = 1 + (-1)
5. \([a^2][b] = h \cdot [a, b]
6. \((a^2)[b, c] = 0\) in particular, \((a^2)[b, c] = [b, c].

**Proof.** 1 First assume \(a \neq 1\) where \(a\) means reduction modulo the maximal ideal in \(A\). Then \(1 - a, 1 - a^{-1} \in A^*\) and \(-a = \frac{1}{\varepsilon} = \frac{1}{1 - a^{-1}}\). Therefore, \([a][−a] = [a][1 - a] = [a][1 - a] = -[a][1 - a] = -[a][1 - a] = 0\) where the second to last equation is from Lemma 4.3 4. This already implies the case when \(A\) is a field.

Now assume that \(A\) is local whose residue field has at least 4 elements. Assume \(a = 1\) and choose \(b \in A^*\) with \(b \neq 1\). Then \(\tilde{a}b \neq 1\). Therefore, \(0 = [a][−a] = (a) = (a)[b][a] = (a)[1 - a] = (a)[-a] = (a)[1 - a] = (a)[1 - a] = 0\) which is the second to last equation is from Lemma 4.3 4. Hence, for all \(b \neq 1\) we have \([a][−a] = -[a][b][a] = (a)[b][a] = (a)[b][a] = [b][a][a] = [b][a][a] = [b][a][a]. \) Now, choose \(b_1, b_2 \in A^*\) such that \(b_1, b_2, b_1b_2 \neq 1\). This is possible if the residue field of \(A\) has at least 4 elements. Then \([a][−a] = -[a][b][a] = (a)[b][a] = (a)[b][a] = (a)[b][a] = (a)[b][a] = (a)[b][a] = (a)[b][a] = (a)[b][a] = [b][a][a] = [b][a][a] = [b][a][a] = [b][a][a], \) Hence, \((a)[a][−a] = 0\). Multiplying with \((b_1)^{-1}\) yields the result.
Let $a$, $b$ be either a field or a commutative local ring whose residue field has at least 4 elements. Then in $K_{\ast}^{MW}(A)$ we have $[a_1, \ldots, a_n] = 0$ if $a_i + a_j = 1$ or $a_i + a_j = 0$ for some $i \neq j$.

**Proof.** This follows from the Steinberg relation and Lemma 4.4 (1) and (3). \qed

**Definition 4.6.** Let $A$ be a commutative ring. We define the ring

$$GW(A)$$

as the quotient of the group ring $\mathbb{Z}[A^\ast]$ modulo the following relations.

1. For all $a \in A^\ast$ we have $\langle\langle a\rangle\rangle h = 0$.
2. (Steinberg relation) For all $a, 1 - a \in A^\ast$ we have $\langle\langle a\rangle\rangle\langle\langle 1 - a\rangle\rangle = 0$.

**Definition 4.7.** Let $A$ be a commutative ring. We define the $\mathbb{Z}[A^\ast]$-module

$$V(A)$$

as the quotient of the augmentation ideal $I[A^\ast]$ modulo the relations

1. For all $a, b \in A^\ast$ we have $\langle\langle a\rangle\rangle \cdot h \cdot [b] = 0$.
2. (Steinberg relation) For all $a, 1 - a \in A^\ast$ we have $\langle\langle a\rangle\rangle [1 - a] = 0$.

Since $\langle\langle a\rangle\rangle [b] = \langle\langle b\rangle\rangle [a]$ in $I[A^\ast]$ and hence in $V(A)$, we see that the $\mathbb{Z}[A^\ast]$-module $V(A)$ is naturally a $GW(A)$-module.

**Proposition 4.8.** Let $A$ be commutative ring. Then the natural surjections $\mathbb{Z}[A^\ast] \to GW(A)$ and $I[A^\ast] \to V(A)$ induce a surjective map of graded rings

$$K_{\ast}^{MW}(A) \to \text{Tens}_{GW(A)} V(A) / [a][1 - a].$$

If $A$ is either a field or a local ring whose residue field has at least 4 elements then this map is an isomorphism in degrees $\geq 2$.

**Proof.** It is clear that the map in the proposition is a surjective ring homomorphism. Its kernel is the (homogeneous) ideal in $K_{\ast}^{MW}(A)$ generated by the elements of the form $\langle\langle a\rangle\rangle h (a \in A^\ast), \langle\langle a\rangle\rangle\langle\langle 1 - a\rangle\rangle$ and $\langle\langle a\rangle\rangle [1 - a]$ $(a, 1 - a \in A^\ast)$. If $A$ is a field or a local ring with residue field cardinality $\geq 4$, then this ideal is zero in degrees $\geq 2$, in view of Lemmas 4.3 (6), (7) and 4.4 (3), (4). \qed

**Remark 4.9.** Since the homomorphism of graded rings in Proposition 4.8 is surjective for any commutative ring $A$, all formulas in Lemma 4.3 also hold in the target of that map.

In case $A$ is a field the following definition is due to Hopkins and Morel [Mor12 Definition 3.1]. For commutative local rings, the definition was also considered in [GSZ15].
Lemma 4.13. Let $A$ be a commutative ring. The Milnor-Witt $K$-theory of $A$ is the graded associative ring $K^*_{MW}(A)$ generated by symbols $[a], a \in A^*$, of degree 1 and one symbol $\eta$ of degree $-1$ subject to the following relations:

1. For $a, 1-a \in A^*$ we have $[a][1-a] = 0$.
2. For $a, b \in A^*$, we have $[ab] = [a] + [b] + \eta[a][b]$.
3. For each $a \in A^*$, we have $\eta[a] = [a] \eta$, and
4. $\eta^2[-1] + 2 \eta = 0$.

Definition 4.11. Let $A$ be a commutative ring and $n$ an integer. Let $\hat{K}^n_{MW}(A)$ be the abelian group generated by symbols of the form $[\eta^m, u_1, \ldots, u_{n+m}]$ with $m \geq 0$, $n + m \geq 0$, $u_i \in A^*$, subject to the following three relations:

1. $[\eta^m, u_1, \ldots, u_{n+m}] = 0$ if $u_i + u_{i+1} = 1$ for some $i = 1, \ldots, n + m - 1$.
2. For all $a, b \in A^*$, $m \geq 0$ and $i = 1, \ldots, n + m$ we have

\[ [\eta^m, u_1, \ldots, u_{i-1}, ab, u_{i+1}, \ldots] = [\eta^m, u_1, \ldots, u_{i-1}, a, u_{i+1}, \ldots] + [\eta^m, u_1, \ldots, u_{i-1}, b, u_{i+1}, \ldots] \]

3. For each $m \geq 0$ and $i = 1, \ldots, n + m + 2$ we have

\[ [\eta^{m+2}, u_1, \ldots, u_{i-1}, -1, u_{i+1}, \ldots, u_{n+m+2}] + 2[\eta^m, u_1, \ldots, u_{i-1}, u_{i+1}, \ldots, u_{n+m+2}] = 0. \]

We make $\hat{K}^n_{MW}(A) = \bigoplus_n \hat{K}^n_{MW}(A)$ into a graded ring with multiplication $\hat{K}^n_{MW}(A) \otimes \hat{K}^m_{MW}(A) \to \hat{K}^{n+m}_{MW}(A)$ defined by

\[ [\eta^m, u_1, \ldots, u_{r+n}] \otimes [\eta^n, v_1, \ldots, v_{s+n}] \mapsto [\eta^{m+n}, u_1, \ldots, u_{r+m}, v_1, \ldots, v_{s+n}]. \]

By going through the 3 relations in Definition 4.11 this map is well-defined as map of abelian groups. The multiplication is obviously associative and unital with unit $1 = [\eta^0]$. We define a map of graded rings

\[ K^*_{MW}(A) \to \hat{K}^*_n(A) \]

by sending $\eta$ to $[\eta]$ and $[u]$ to $[\eta^0, u]$. It is easy to check that the defining relations for $K^*_{MW}(A)$ hold in $\hat{K}^n_{MW}(A)$.

Lemma 4.12. [Mor12] Lemma 3.4 For any commutative ring $A$, the maps $\hat{K}^n_{MW}(A) \to K^m_{MW}(A) : [\eta^m, u_1, \ldots, u_{n+m}] \to \eta^m[u_1] \cdots [u_{n+m}]$ define an isomorphism of graded rings

\[ \hat{K}^n_{MW}(A) \cong K^*_{MW}(A). \]

Proof. The composition $\hat{K}^*_{MW}(A) \to K^*_{MW}(A) \to \hat{K}^*_{MW}(A)$ is the identity, and the first map is surjective.

For $a \in A^*$ set $\langle a \rangle = 1 + \eta[a] \in K^0_{MW}(A)$ and $\langle \langle a \rangle \rangle = \langle a \rangle - 1 = \eta[a] \in K^0_{MW}(A)$.

Lemma 4.13. Let $A$ be a commutative ring. Then for all $a, b \in A^*$ we have in $K^*_{MW}(A)$ the following:

1. $[ab] = [a] + \langle a \rangle [b]$
2. $(1) = 1$ and $[1] = 0$,
3. $[\frac{a}{b}] = [a] - \langle \frac{a}{b} \rangle [b]$, in particular, $[b^{-1}] = -\langle b^{-1} \rangle [b]$.
4. $\langle ab \rangle = \langle a \rangle \cdot \langle b \rangle$ and $\langle a \rangle$ is central in $K^*_{MW}(A)$.
Lemma 4.14. Let \( K_0^{MW}(A) \) be a commutative ring. Then the following map defines an isomorphism of rings

\[
GW(A) \xrightarrow{\cong} K_0^{MW}(A) : \langle a \rangle \mapsto \langle a \rangle
\]

Proof. By Lemma 4.12 the map in the lemma is a surjective ring homomorphism. Using Lemma 4.13 we define the inverse by

\[
K_0^{MW}(A) \rightarrow GW(A) : [\eta^m, a_1, \ldots, a_m] \mapsto \prod_{i=1}^{m} \langle a_i \rangle
\]

It is easy to check that this also defines a surjective ring homomorphism. Since the composition \( GW(A) \rightarrow K_0^{MW}(A) \rightarrow GW(A) \) is the identity, we are done. \( \square \)

Lemma 4.15. Let \( A \) be a commutative ring. Then for \( a, b \in A^* \) we have in \( V(A) \)

1. \( \langle a \rangle b = \langle b \rangle a \)
2. \( h[b] = 2[b] + \langle b \rangle[-1] \)

Proof. 1. The equation holds in \( I[A^*] \) and hence in its quotient \( V(A) \).
2. We have \( h[b] = [b] + (-1)[b] = 2[b] + \langle -1 \rangle[b] = 2[b] + \langle b \rangle[-1] \). \( \square \)

Lemma 4.16. Let \( A \) be a commutative ring. Then we have an isomorphism of \( GW(A) = K_0^{MW}(A) \)-modules

\[
V(A) \xrightarrow{\cong} K_1^{MW}(A) : [a] \mapsto [a].
\]

Proof. By Lemma 4.13 the map in the lemma is well-defined. Using Lemma 4.12 we define the inverse by

\[
K_1^{MW}(A) \rightarrow V(A) : [\eta^m, u_1, \ldots, u_{m+1}] \mapsto \left( \prod_{i=1}^{m} \langle u_i \rangle \right) [u_{m+1}].
\]

This map preserves the relations of Definition 4.14, the last one follows from Lemma 4.15 (2) which implies \( 0 = \langle a \rangle h[b] = \langle a \rangle \langle b \rangle[-1] + 2\langle a \rangle[b] \in V(A) \). \( \square \)
For $A$ a field, the following is a remark (without proof) in [Mor12].

**Proposition 4.17.** Let $A$ be a commutative ring. The isomorphisms $GW(A) \cong K_0^{MW}(A)$ and $V(A) \cong K_1^{MW}(A)$ in Lemmas 4.14 and 4.16 extend to an isomorphism of graded rings

$$\text{Tens}_{GW(A)} V(A)/\{[[a][1-a]] a, 1-a \in A^*\} \cong K_{\geq 0}^{MW}(A).$$

**Proof.** Using Lemma 4.12, the inverse is given by the ring map

$$\tilde{K}_{\geq 0}^{MW}(A) \to \text{Tens}_{GW(A)} V(A)/\{[[a][1-a]] a, 1-a \in A^*\}$$

$$[\eta^m, u_1, \ldots, u_{m+n}] \mapsto \left(\prod_{i=1}^{m} (\langle u_i \rangle)\right) [u_{m+1}] \cdots [u_{m+n}]$$

This map is well-defined and indeed the required inverse in view of Lemma 4.15 and Remark 4.9. □

Now we come to the main result of this section. For fields, a related but different presentation is given in [HT13].

**Theorem 4.18.** Let $A$ be either a field or a local ring whose residue field has at least 4 elements. Then the homomorphism of graded $\mathbb{Z}[A^*]$-algebras

$$\tilde{K}_*^{MW}(A) \to K_*^{MW}(A) : [a] \mapsto [a]$$

induces an isomorphism for all $n \geq 2$

$$\tilde{K}_n^{MW}(A) \cong K_n^{MW}(A).$$

**Proof.** The theorem follows from Propositions 4.8 and 4.17 □

**Proposition 4.19.** Let $A$ be either a field or a local ring with residue field cardinality at least 4. Let $n \geq 1$ an integer. Then for $a_i \in A^*$ ($1 \leq i \leq n$) and $\lambda_i \in A^*$ ($1 \leq i \leq n$) with $\lambda_i \neq \lambda_j$ for $i \neq j$ ($\lambda$ denotes reduction of $\lambda$ modulo the maximal ideal), the following relation holds in $K_*^{MW}(A)$:

$$[\lambda_1 a_1, \ldots, \lambda_n a_n] = [a_1, \ldots, a_n]$$

$$= \sum_{i=1}^{n} e^{i+n} \cdot (a_i) \cdot [(\lambda_1 - \lambda_i) a_1, \ldots, (\lambda_i - \lambda_i) a_i, \ldots (\lambda_n - \lambda_i) a_n, \lambda_i].$$
Proof. We will prove the statement by induction on $n$. For $n = 1$ this is Lemma (1). For $n \geq 2$ we have

$$
\sum_{i=1}^{n-1} \varepsilon^{i+n} \cdot \langle a_i \rangle \cdot [(\lambda_1 - \lambda_i)a_1, \ldots, (\lambda_i - \lambda_i)a_i, \ldots, (\lambda_n - \lambda_i)a_n, \lambda_i]
$$

(1)

$$
\sum_{i=1}^{n-1} \varepsilon^{i+n} \cdot \langle a_i \rangle \cdot [(\lambda_1 - \lambda_i)a_1, \ldots, (\lambda_i - \lambda_i)a_i, \ldots, \lambda_n a_n, \lambda_i] + \sum_{i=1}^{n-1} \varepsilon^{i+n} \langle a_i \rangle \langle \lambda_n a_n \rangle [(\lambda_1 - \lambda_i)a_1, \ldots, (\lambda-i-1 - \lambda_i)a_n-1, 1 - \lambda_i/\lambda_n, \lambda_i]
$$

(2)

$$
(\sum_{i=1}^{n-1} \varepsilon^{i+n-1} \langle a_i \rangle [(\lambda_1 - \lambda_i)a_1, \ldots, (\lambda_i - \lambda_i)a_i, \ldots, (\lambda_n - \lambda_i)a_n-1, \lambda_i]) \langle \lambda_n a_n \rangle + \langle \lambda_n a_n \rangle \sum_{i=1}^{n-1} \varepsilon^{i+n} \langle a_i \rangle [(\lambda_1 - \lambda_i)a_1, \ldots, (\lambda_i - \lambda_i)a_i, \ldots, (\lambda_n - \lambda_i)a_n-1, 1 - \lambda_i/\lambda_n, \lambda_n]
$$

(3)

$$
[\lambda_1 a_1, \ldots, \lambda_n a_n] - [a_1, \ldots, a_{n-1}, \lambda_n a_n] + \varepsilon \langle \lambda_n a_n \rangle \sum_{i=1}^{n-1} \varepsilon^{i+n-1} \langle a_i \rangle [(\lambda_n - \lambda_i)a_1, \ldots, (\lambda_i - \lambda_i)a_i, \ldots, (\lambda_n - \lambda_i)a_n-1, 1 - \lambda_i/\lambda_n, \lambda_i]
$$

(4)

$$
[\lambda_1 a_1, \ldots, \lambda_n a_n] - [a_1, \ldots, a_{n-1}, \lambda_n] + \varepsilon \langle \lambda_n a_n \rangle \left( [(1 - \frac{\lambda_i}{\lambda_n})a_1, \ldots, (1 - \frac{\lambda_i}{\lambda_n})a_n-1, \lambda_n] - [a_1, \ldots, a_{n-1}, \lambda_n] \right)
$$

(5)

Here, equation (1) follows from

$$
[(\lambda_n - \lambda_i)a_n] = [(1 - \lambda_i/\lambda_n) \cdot \lambda_n a_n] = [\lambda_n a_n] + \langle \lambda_n a_n \rangle [1 - \lambda_i/\lambda_n],
$$

equation (2) follows from $[\lambda_i] = [\lambda_n \frac{\lambda_n}{\lambda_i}] = [\lambda_n] + \langle \lambda_n \rangle [\frac{\lambda_n}{\lambda_i}]$ together with the Steinberg relation which yields

$$
[1 - \lambda_i/\lambda_n, \lambda_i] = [1 - \lambda_i/\lambda_n, \lambda_n].
$$

Equation (3) follows from the induction hypothesis and

$$
[-a/\lambda, \lambda] = [a, \lambda] + \langle a \rangle [-1/\lambda, \lambda] = [a, \lambda] + \langle -a/\lambda \rangle [-\lambda, \lambda] = [a, \lambda].
$$

Equation (4) follows from the induction hypothesis. Equation (5) follows from

$$
[-a/\lambda, \lambda] = [a, \lambda] and \langle -1 \rangle [a, \lambda] = \langle -1 \rangle [(-\lambda)(-\frac{a}{\lambda})][\lambda] = \langle -1 \rangle [(-\lambda)(-\lambda)(-\lambda)] [\lambda] = \langle \lambda \rangle [a, \lambda] = \lambda [a, \lambda].
$$

5. The obstruction to further stability

In this section, unless otherwise stated, $A$ will be a local commutative ring with infinite residue field $k$. So, $A$ has many units and $sr(A) = 1$. In the notation of $\mathbb{K}$ we have $\mathbb{A}^* = A^*$, $\Lambda = \mathbb{Z}[A^*]$, $G_n(A) = GL_n(A)$ and $SG_n(A) = SL_n(A)$. For $a \in A$ we denote by $a \bar{1} k$ the reduction of $a$ modulo the maximal ideal in $A$.

For a (not necessarily local) commutative ring $A$, set

$$
S_n(A) = H_n(\mathbb{Z}[A^*] \otimes_{GL_n} C(A^n)).
$$
For instance, we have
\[
S_0(A) = H_0(\Lambda \mathcal{L}_{GL_0} \mathbb{Z}) = \Lambda = \mathbb{Z}[A^*], \quad \text{and}
\]
\[
S_1(A) = H_1(\Lambda \mathcal{L}_{GL_1} C(A^1)) = I[A^*]
\]
since \(\mathbb{Z}[GL_0(A)] = \mathbb{Z}, \mathbb{Z}[GL_1(A)] = \Lambda,\) and \(C(A^1)\) is the augmentation complex 
\(\varepsilon : \mathbb{Z}[A^*] \rightarrow \mathbb{Z}\) with \(\mathbb{Z}\) placed in degree 0.

Assume again that \(A\) is local. Following [NS89], let \(H_n(A)\) be the \(GL_n(A)\)-module
\[
H_n(C(A^n)) = \ker(d_n : C_n(A^n) \rightarrow C_{n-1}(A^n)).
\]
From Lemma 5.1 the canonical map \(H_n(A)[n] \rightarrow C(A^n)\) is a quasi-isomorphism of
\(GL_n(A)\)-modules, and thus,
\[
S_n(A) = H_0(\Lambda \mathcal{L}_{GL_n} H_n(A)).
\]
For \(n \geq 1\), the determinant map \(GL_n(A) \rightarrow A^*\) is surjective with kernel \(SL_n(A)\)
which, by Shapiro’s lemma, implies
\[
S_n(A) = H_0(SL_n A, H_n(A)) \quad \text{for} \quad n \geq 1.
\]
With our convention for \(SL_0(A)\) as the discrete groupoid \(A^*\), this also holds for
\(n = 0\). It will turn out that \(S(A) = \bigoplus_{n \geq 0} S_n(A)\) is a graded \(\mathbb{Z}[A^*]\)-algebra which
plays the same role as the similarly denoted graded \(\mathbb{Z}\)-algebra in [NS89].

In order to obtain a presentation of \(S_n(A)\), we need to recall from [NS89] the
definition of the complex of \(GL_n(A)\)-modules \(\tilde{C}(A^n)\). A sequence \((v_1, \ldots, v_r)\) of \(r\)
vectors in \(A^n\) is said to be in general position if any \(\min(r,n)\) of the vectors \(v_1, \ldots, v_r\)
span a free submodule of rank \(\min(r,n)\). A rank \(r\) general position sequence in \(A^n\) is a sequence
\((v_1, \ldots, v_r)\) of \(r\) vectors in \(A^n\) which are in general position. Note
that \((v_1, \ldots, v_r)\) is in general position in \(A^n\) if and only if their reduction \((\bar{v}_1, \ldots, \bar{v}_r)\)
modulo the maximal ideal in \(A\) is in general position in \(k^n\). This is because a set of vectors \(v_1, \ldots, v_s\)
spans a free submodule of rank \(s\) if and only if the matrix
\((v_1, \ldots, v_s)\) has a left inverse.

Let \(V = (v_1, \ldots, v_r)\) be a general position sequence, we call a vector \(w \in A^n\)
transversal to \(V\) if \((V, w) = (v_1, \ldots, v_r, w)\) is also in general position.

**Lemma 5.1.** Let \((A, m, k)\) be a local ring with infinite residue field \(k\). Let \(V_1, \ldots, V_s\)
be a finite set of rank \(r\) general position sequences in \(A^n\). Then there is an element
\(e \in A^n\) which is transversal to \(V_1, \ldots, V_s\).

**Proof.** Since a set of vectors is in general position in \(A^n\) if and only if it is modulo
\(m\), we can assume \(A = k\) is an infinite field. Let \(V\) be the union of the vectors
occurring in the sequences \(V_1, \ldots, V_s\). Let \(r_0 = \min(r, n) - 1\). Each subset of \(V\)
of cardinality \(r_0\) generates a \(k\)-linear subspace of dimension \(\leq r_0\). Since \(k\)
is infinite and \(r_0 < n\) there is \(e \in A^n\) which is not in any of these finitely many
subspaces. Any such \(e\) is transversal to \(V_1, \ldots, V_s\). \(\square\)

Let \(\tilde{U}_r(A^n)\) be the set of sequences \((v_1, \ldots, v_r)\) of vectors \(v_1, \ldots, v_r\) which are in
general position in \(A^n\). For integers \(r, n\) with \(n \geq 0\), let \(\tilde{C}_r(A^n) = \mathbb{Z}[\tilde{U}_r^0(A)]\) be the
free abelian group with basis the rank \(r\) general position sequences \((v_1, \ldots, v_r)\) in \(A^n\).
For instance, \(\tilde{C}_r(A^n) = 0\) for \(r < 0\), \(\tilde{C}_0(A^n) = \mathbb{Z}\) generated by the empty sequence,
and \(\tilde{C}_n(A^n) = \mathbb{Z}[GL_n(A)]\). For \(i = 1, \ldots, r\) one has maps \(\delta^i_r : \tilde{C}_r \rightarrow \tilde{C}_{r-1}\) defined
on basis elements by \( \delta_i^r(v_1, ..., v_r) = (v_1, ..., \hat{v}_i, ..., v_r) \) omitting the \( i \)-th entry. We set \( d_r = \sum_{i=1}^r (-1)^{i-1} \delta_i^r : \tilde{C}_r \to \tilde{C}_{r-1} \), and it is standard that \( d_r d_{r+1} = 0 \). This defines the chain complex \( \tilde{C}(A^n) \). The group \( GL_n(A) \) acts on this complex by left matrix multiplication.

**Lemma 5.2.** Let \( A \) be a local ring with infinite residue field. Then the complex \( \tilde{C}(A^n) \) is acyclic, that is, for all \( r \in \mathbb{Z} \) we have

\[
H_r(\tilde{C}(A^n)) = 0.
\]

**Proof.** Let \( \xi = \sum_{i=1}^s n_i V^i \in \tilde{C}_r(A^n) \) where \( V^i \) are rank \( r \) general position sequences. By Lemma 5.1 we can choose \( e \in A^n \) which is transversal to \( V^1, ..., V^s \). Set \( (\xi, e) = \sum_{i=1}^s n_i (V^i, e) \in \tilde{C}_{r+1}(A^n) \). If \( d_r \xi = 0 \) then

\[
d_{r+1}(\xi, e) = \sum_{j=1}^{r+1} (-1)^{j-1} \delta_{r+1}^j(\xi, e) = \sum_{j=1}^r (-1)^{j-1} \delta_{r+1}^j(\xi, e) + (-1)^r \delta_{r+1}^{r+1}(\xi, e) = (d_r \xi, e) + (-1)^{r} \delta_{r+1}^{r+1}(\xi, e) = (-1)^r \xi.
\]

This shows that \( \xi \) is a boundary. \( \square \)

In the following proposition, we consider the empty symbol \( [] \) as a symbol, the unique symbol of length zero.

**Proposition 5.3.** For \( n \geq 0 \), the \( \mathbb{Z}[A^*] \)-module \( S_n(A) \) has the following presentation. Generators are the symbols \([a_1, ..., a_n]\) with \( a_i \in A^* \). A system of defining relations has the form

\[
[\lambda_1 a_1, ..., \lambda_n a_n] - [a_1, ..., a_n] = \sum_{i=1}^n \epsilon^{i+n} \cdot (a_i) \cdot [(\lambda_1 - \lambda_i) a_1, ..., (\lambda_i - \lambda_j) a_i, ..., (\lambda_n - \lambda_i) a_n, \lambda_i]
\]

where \( \lambda_i \in A^* \) and \( \tilde{\lambda}_i \neq \tilde{\lambda}_j \in k \) for \( i \neq j \) and \( \epsilon = -(-1) \in \mathbb{Z}[A^*] \).

**Proof.** For \( n = 0 \), the module given by the presentation is generated by the empty symbol \( [] \) subject to the trivial relation \( [] - [] = 0 \). Hence, this module is \( \mathbb{Z}[A^*] \) which is \( S_0(A) \). For \( n = 1 \), the module given by the presentation is generated by symbols \([a]\) for \( a \in A^* \) subject to the relation \([\lambda a] - [a] = (\lambda - a) [\lambda]\) for \( a, \lambda \in A^* \). By Lemma 5.1 this module is the augmentation ideal \( I[A^*] \) which is \( S_1(A) \).

For \( n \geq 2 \), the proof is the same as in [HT10] Theorem 3.3]. We have

\[
S_n(A) = H_0(A \otimes_{GL_n} H_n(A)) = H_0(SL_n, H_n(A))
\]

since \( det : GL_n(A) \to A^* \) is surjective with kernel \( SL_n(A) \) (Shapiro’s Lemma). In view of Lemma 5.2 we have an exact sequence of \( GL_n(A) \)-modules

\[
\tilde{C}_{n+2}(A^n) \xrightarrow{d_{n+2}} \tilde{C}_{n+1}(A^n) \to H_n(A).
\]

Taking \( SL_n(A) \)-coinvariants yields a presentation of \( S_n(A) \) as \( A^* = GL_n(A) / SL_n(A) \)-module.

As \( GL_n(A) \)-sets we have equalities

\[
\tilde{U}_{n+1}(A^n) = \bigsqcup_{a_1, ..., a_n \in A^*} GL_n(A) \cdot (e_1, ..., e_n, a)
\]
where \( a = a_1e_n + \cdots + a_ne_n \) and
\[
\tilde{U}_{n+2}(A^n) = \bigsqcup_{b_1 \cdots b_n \in A^*} GL_n(A) \cdot (e_1, \ldots, e_n, a, b)
\]
where \( a = a_1e_n + \cdots + a_ne_n \), \( b = b_1e_n + \cdots + b_ne_n \) with \( a_i b_j \neq a_j b_i \) for \( i \neq j \).
In other words \( b_i = \lambda_i a_i \) for some \( \lambda_i \in A^\ast \) such that \( \lambda_i \neq \lambda_j \).

For \( i = 1, \ldots, n \) we have
\[
d^i_{n+2}(e_1, \ldots, e_n, a, b) = (e_1, \ldots, \tilde{e}_i, \ldots, e_n, a, b) = M^i(a) \cdot (e_1, \ldots, e_n, c)
\]
where \( M^i(a) \) is the matrix \((e_1, \ldots, c_i, \ldots, e_n, a)\) and
\[
c = M^i(a)^{-1}b = (((\lambda_1 - \lambda_i)a_1, \ldots, (\lambda_i - \lambda_i)a_i, \ldots, (\lambda_n - \lambda_i)a_n, \lambda_i).
\]

Since \( \det M^i(a) = (-1)^{n+i}a_i \) we have the following presentation for \( S_n(A) \) as \( \mathbb{Z}[A^\ast] \)-module. Generators are the symbols \( [a] = [a_1, \ldots, a_n] \) with \( a = a_1e_1 + \cdots + a_ne_n \) where \( a_i \in A^\ast \), the symbol \([a]\) representing the \( SL_n(A)\)-orbit of \((e_1, \ldots, e_n, a)\). The relations are
\[
0 = d^i_{n+2}(e_1, \ldots, e_n, a, b) = (-1)^n[b] - (-1)^n[a] + \sum_{i=1}^{n}(-1)^{i-1}((-1)^{n+i}a_i)[M^i(a)^{-1}b]
\]
where \( b_i = \lambda_i a_i \) with \( \lambda_i \neq \lambda_j \) for \( i \neq j \). This can be written as
\[
[b] - [a] = \sum_{i=1}^{n} z^{i+n}(a_i)[M^i(a)^{-1}b].
\]

Let \( A \) be a (not necessarily local) commutative ring. We will make
\[
S(A) = \bigoplus_{n \geq 0} S_n(A)
\]
into a graded algebra over \( \mathbb{Z}[A^\ast] \). Let \( R, R_1 \) and \( R_2 \) be rings with \( R \) commutative. Furthermore, let \( M_i \) be a complex of left \( R \) and right \( R_i \)-modules, and \( N_i \) a complex of left \( R_i \)-modules, \( i = 1, 2 \). Then we have an isomorphism of complexes of \( R \)-modules
\[
(M_1 \otimes_{R_1} N_1) \otimes_R (M_2 \otimes_{R_2} N_2) \xrightarrow{\cong} (M_1 \otimes_R M_2) \otimes_{R_1 \otimes R_2} (N_1 \otimes_{\mathbb{Z}} N_2)
\]
\[
(x_1 \otimes y_1) \otimes (x_2 \otimes y_2) \rightarrow (-1)^{|x_1||x_2|} (x_1 \otimes x_2) \otimes (y_1 \otimes y_2)
\]
where \( |x| \) denotes the degree of a homogeneous element \( x \). For \( R_1 = \mathbb{Z}[GL_m], \)
\( R_2 = \mathbb{Z}[GL_n] \), we have \( R_1 \otimes R_2 = \mathbb{Z}[GL_m \times GL_n] \). Choosing furthermore \( R = \Lambda, \)
\( M_i = \Lambda, N_1 \) and \( N_2 \) projective resolutions of \( C(A^m) \) and \( C(A^n) \) as \( GL_m(A) \)- and \( GL_n(A) \)-modules, we obtain the first map in the string of maps of complexes of \( \Lambda \)-modules
\[
\left( \Lambda \otimes_{GL_m} C(A^m) \right)^L \otimes_{\Lambda} \left( \Lambda \otimes_{GL_n} C(A^n) \right) \rightarrow \Lambda \otimes_{GL_m \times GL_n} (C(A^m) \otimes_{\mathbb{Z}} C(A^n))
\]
\[
\mu_{m,n} : \Lambda \otimes_{GL_m \times GL_n} C(A^{m+n}) \rightarrow C(A^{m+n}) : x \otimes y \mapsto (x, y)
\]
The second map \( \mu_{m,n} \) is the \( GL_m(A) \times GL_n(A) \)-equivariant map of complexes.
Lemma 5.6. Taking homology this defines the map of \(A^*\)-modules

\[ S_m(A) \otimes_A S_n(A) \to S_{m+n}(A). \]

Since the maps \(\mu_{m,n}\) are associative and unital, the graded \(A^*\)-module

\[ S(A) = \bigoplus_{n \geq 0} S_n(A) \]

is in fact an associative and unital \(\mathbb{Z}[A^*]\)-algebra.

Note that if \(A\) is local with infinite residue field, then the maps of complexes \(\mu_{m,n}\) induce maps of free \(\mathbb{Z}\)-modules \(\mu_{m,n} : H_m(A) \otimes_{\mathbb{Z}} H_n(A) \to H_{m+n}(A)\). Hence, we can replace \(C(A^n)\) and \(C(A^m)\) with the quasi-isomorphic \(H_m(A)[m]\) and \(H_n(A)[n]\) to define the \(\Lambda\)-algebra product on \(S(A)\).

Example 5.4. Let \(A\) be local commutative with infinite residue field. In \(S_2(A)\) we have the element

\[ [-1,1] = d_2(e_1, e_2, e_2 - e_1) = (e_2, e_2 - e_1) - (e_1, e_2 - e_1) + (e_1, e_2). \]

This element is central in \(S(A)\). For if \(n \geq 1\) and \(x \in H_n(A)\) is a cycle then

\[
x \cdot [-1,1] = (x, e_{n-1}, e_n) - (x, e_{n-1}, e_n - e_{n-1}) + (x, e_n, e_n - e_{n-1}) = \alpha \cdot ([-1,1] \cdot x) \equiv [-1,1] \cdot x \mod SL_n(A)
\]

where \(\alpha = (e_3, e_4, ..., e_n, e_1, e_2) \in SL_n(A)\). Note that the homomorphism of complexes \(\psi : C(A^n)[-2] \to C(A^{n+2})\) from (the proof of) Lemma 5.5 induces the map \(S_n(A) \to S_{n+2}(A)\) which is precisely (right) multiplication with \([-1,1] \in S_2(A)\).

Definition 5.5. Let \(A\) be a commutative local ring with infinite residue field. From Example 5.4 we know that \([-1,1] \cdot S(A) \subset S(A)\) is a two-sided ideal. We define \(S(A)\) as the quotient \(\mathbb{Z}[A^*]\)-algebra

\[ S(A) = S(A)/[-1,1]S(A). \]

For a group \(G\) and a subgroup \(H \leq G\), write \(C(G,H)\) for the complex of \(G\)-modules \(\mathbb{Z}[G/H] \to \mathbb{Z} : g h \to 1\) with \(\mathbb{Z}\) placed in degree 0. By Shapiro’s Lemma, we have a canonical isomorphism \(H_n(G,H;\mathbb{Z}) \cong H_n(G,C(G,H))\). For \(n \geq 2\), the inclusion \(SL_{n-1}(A) \subset \text{Aff}^{SL}_{1,n-1}(A)\) defines a sequence of complexes of \(SL_n(A)\)-modules

\[ C(SL_n(A), SL_{n-1}(A)) \to C(SL_n, \text{Aff}^{SL}_{1,n-1}) = C_{\leq 1}(A^n) \to C(A^n). \]

Taking homology \(H_n(SL_n(A), ?)\) of \(SL_n(A)\) with coefficients in these complexes yields the canonical map

\[ H_n(SL_n(A), SL_{n-1}(A)) \to S_n(A) \to \bar{S}_n(A). \]

From now on until the end of this section, \(A\) will be a local commutative ring with infinite residue field.

Lemma 5.6. Assume \((*)\) and \(n \geq 2\). Then the map \(5.2\) induces an isomorphism of \(A^*\)-modules

\[ H_n(SL_n(A), SL_{n-1}(A)) \stackrel{\cong}{\to} \sigma^{-1} \bar{S}_n(A). \]
Proof. The map in the lemma preserves the $A^*$-action since it is induced by the map of $\mathbb{Z}[A^*]$-modules obtained by applying the functor $M \mapsto H_n(A \otimes_{GL_n} M)$ to the chain of complexes of $GL_n(A)$-modules

$$C(GL_n(A), GL_{n-1}(A)) \to C(GL_n, \operatorname{Aff}_{1,n-1}^{GL}) = C_{\leq 1}(A^n) \to C(A^n).$$

By Theorem 2.4, the map $C(SL_n(A), SL_{n-1}(A)) \to C(SL_n, \operatorname{Aff}_{1,n-1}^{SL})$ induces an isomorphism $H_r(SL_n(A), SL_{n-1}(A)) \cong \sigma^{-1} H_r(SL_n(A), C_{\leq 1}(A^n))$ for $r \leq n_0$. The surjection $H_r(SL_n(A), C_{\leq 1}(A^n)) \to F_{n-1,1}(A^n)$ is an isomorphism after localization at $\sigma$, by Lemma 3.3 and Proposition 3.5.

Finally, the map $F_{n-1,1}(A^n) \to S_n/\psi(S_{n-2})$ is an isomorphism after localization at $\sigma$ by the following argument. The map of complexes $\psi : C(A^{n-2})[-2] \to C(A^n)$ induces maps of short exact sequences

$$\sigma^{-1} F_{n-s+3, s-3}(A^{n-2}) \to \sigma^{-1} F_{n-s+2, s-2}(A^{n-2}) \to \sigma^{-1} F_{n-s+2, s-2}(A^{n-2})$$
$$\downarrow \psi \quad \downarrow \psi \quad \downarrow \psi$$

$$\sigma^{-1} F_{n-s+1, s-1}(A^n) \to \sigma^{-1} F_{n-s, s}(A^n) \to \sigma^{-1} F_{n-s, s}(A^n).$$

For $s = 2$, the right vertical map is an isomorphism and the upper left corner is 0. It follows that the middle map is injective with cokernel the lower left corner $\sigma^{-1} F_{n-1,1}(A^n)$. Since the right vertical map is an isomorphism for $s \geq 2$, it follows by induction on $s$ that $\psi : \sigma^{-1} F_{n-s+2, s-2}(A^{n-2}) \to \sigma^{-1} F_{n-s, s}(A^n)$ is injective with cokernel $\sigma^{-1} F_{n-1,1}(A^n)$. The case $s = n$ is the isomorphism $\sigma^{-1} F_{n-1,1}(A^n) \to \sigma^{-1} S_n/\psi(S_{n-2})$. Since $\psi(S_{n-2}) = [1, 1]S_{n-2}$, by Example 5.4 we are done.

Remark 5.7. [NS89] Remark 3.14. Let $n \geq 1$. We describe a standard procedure which allows us to represent an arbitrary element in $S_n(A)$ as a sum of generators $[a_1, ..., a_n]$. Take an arbitrary cycle

$$x = \sum_i n_i(a_i) \in H_n(A)$$

with $n_i \in \mathbb{Z}[A^*]$ and $a_i \in GL_n(A)$ and find a vector $v \in A^n$ in general position with the column vectors of $a_i$ for all $i$. Then

$$x = (-1)^n d(x, v) = (-1)^n \sum n_i d(a_i, v).$$

We have

$$(a_i, v) = a_i \cdot (e_1, ..., e_n, a_i^{-1} v) \equiv \langle a_i \rangle \cdot (e_1, ..., e_n, a_i^{-1} v) \mod SL_n(A)$$

where $\langle a_i \rangle \in \mathbb{Z}[A^*]$ denotes the determinant of $a_i$. Hence,

$$x = \sum_i n_i(a_i) = (-1)^n \sum_i n_i(a_i)[a_i^{-1} v].$$

Proposition 5.8. The map

$$\tilde{S}_n(A) \to K_n^{MW}(A) : [a_1, ..., a_n] \mapsto [a_1, ..., a_n]$$

is a well-defined map of $\mathbb{Z}[A^*]$-algebras.
Proof. The map $S_n(A) \to \hat{K}_n^{MW}(A)$ given by the formula in the proposition is a well-defined map of $\mathbb{Z}[A^*]$-modules in view of Propositions 5.3 and 1.19. In order to check multiplicativity of this map, take $x = \sum_{i} m_i(\alpha_i) \in H_n(A)$ and $y = \sum_{j} n_j(\beta_j) \in H_n(A)$ with $m_i, n_j \in \mathbb{Z}[A^*]$ and $\alpha_i \in GL_m(A)$ and $\beta_j \in GL_n(A)$. Choose vectors $v \in A^m$ (and $w \in A^n$) which are in general position w.r.t. $\alpha_i$ (and $\beta_j$ respectively). Then $(v, w) \in A^{m+n}$ is in general position w.r.t. the frames $\alpha_i \oplus \beta_j = \left( \begin{array}{c} \alpha_i \\ 0 \beta_j \end{array} \right)$. By Remark 5.7 we have in $S(A)$

$$x \cdot y = \sum_n m_i(n_j(\alpha_i \oplus \beta_j)) = \sum_n m_i(n_j(\alpha_i)) \alpha_i^{-1}v, \beta_j^{-1}w$$

whereas

$$x = \sum_i m_i(\alpha_i) = \sum_i m_i(\alpha_i) \alpha_i^{-1}v$$

$$y = \sum_j n_j(\beta_j) = \sum_j n_j(\beta_j) \beta_j^{-1}w.$$ 

This proves multiplicativity. Since the surjective algebra map $S(A) \to \hat{K}^{MW}(A)$ sends $[-1, 1]$ to zero (Lemma 1.3), we obtain the well-defined surjective algebra map $\hat{S}(A) \to \hat{K}^{MW}(A)$.

\[
\square
\]

Lemma 5.9. For arbitrary $a_1, \ldots, a_n \in A^*$, the following formula holds in $S_n(A)$

$$[a_1] \cdots [a_n] = \sum_{1 \leq i_1 < \cdots < i_k \leq n} (-1)^k \left\{ \prod_{s=1}^k a_{i_s} \right\} [a_{i_1}, \ldots, 1, \ldots, 1, \ldots, a_n]$$

where the summand $[a_{i_1}, \ldots, 1, \ldots, 1, \ldots, a_n]$, corresponding to the index $(i_1, \ldots, i_k)$, is obtained from $[a_1, \ldots, a_n]$ by replacing $a_{i_s}$ with 1 for $s = 1, \ldots, k$.

Proof. We have $[a] = d(e_1, ae_1) = (ae_1) - (e_1)$. Hence,

$$[a_1] \cdots [a_n] = \prod_{i=1}^n ((a_i e_i) - (e_i)) = \sum_{1 \leq i_1 < \cdots < i_k \leq n} (-1)^{n-k}(e_1, \ldots, a_i e_i, \ldots, a_{i_k} e_{i_k}, \ldots, e_n)$$

The vector $v = a_1 e_1 + \cdots + a_n e_n$ is in general position with respect to this cycle. Hence,

$$[a_1] \cdots [a_n] = \sum_{1 \leq i_1 < \cdots < i_k \leq n} (-1)^k (a_i) [-\alpha_i, \ldots, -a_{i_k} v]$$

where $\alpha_{i_1, \ldots, i_k}$ is the matrix $\alpha_{i_1, \ldots, i_k} = (e_1, \ldots, a_i e_i, \ldots, a_{i_k} e_{i_k}, \ldots, e_n) \in GL_n(A)$. Since $v = a_{i_1, \ldots, i_k} \cdot (a_1, \ldots, 1, 1, \ldots, a_n) = a_{i_1, \ldots, i_k}$ we are done.

\[
\square
\]

Lemma 5.10. For $\lambda \in A^*$ such that $\bar{\lambda} \neq 1$, the element

$$s(\lambda) = 1 - (1 - \lambda) - \lambda \in \mathbb{Z}[A^*]$$

acts as a unit on the $A^*$-module $H_2(SL_2(A))$.
Proof. The proof is essentially contained in [Maz05, §2]. Let \((a_1, \ldots, a_r)\) be a sequence of units \(a_i \in A^*\). Then a sequence \((v_1, \ldots, v_r)\) of vectors \(v_i \in A^n\) is in general position if and only if the sequence \((a_1v_1, \ldots, a rv_r)\) is in general position. For \(r \geq 1\) we can therefore define the set \(\mathbb{P}U_r(A)\) as the quotient of the set \(\tilde{U}_r(A)\) by the equivalence relation \((v_1, \ldots, v_r) \sim (a_1v_1, \ldots, a rv_r)\). We define the complex \(\mathbb{P}C(A^n)\) by

\[
\mathbb{P}C_r(A^n) = A^n[\mathbb{P}U_{r+1}(A^n)]
\]

for \(r \geq 0\) and \(\mathbb{P}C_r(A^n) = 0\) for \(r < 0\) (note the shift in degree compared to \(\tilde{C}_r(A^n)\)). The differential \(\mathbb{P}C_r(A^n) \to \mathbb{P}C_{r-1}(A^n)\) is given by the same formula as for \(\tilde{C}_r(A^n)\). The action of \(GL_n(A)\) on \(A^n\) makes the complex \(\mathbb{P}C(A^n)\) into a complex of \(GL_n(A)\)-modules. The unique map \(\mathbb{P}U_1 \to pt\) defines a map of complexes \(\mathbb{P}C(A^n) \to Z\) of \(GL_n(A)\)-modules where \(pt\) is the one-element set. The proof of Lemma 9 shows that this map of complexes induces an isomorphism on homology. Hence, for \(n \geq 1\) the homology of

\[
\mathbb{Z} \otimes_{SL_n} \mathbb{P}C(A^n) \simeq \mathbb{Z}[A^]\otimes_{GL_n} \mathbb{P}C(A^n)
\]

computes the homology of \(SL_n(A)\). Let \(\mathbb{P}C_{<r}(A^n) \subset \mathbb{P}C(A^n)\) be the subcomplex with \(\mathbb{P}C_{<r}(A^n) = \mathbb{P}C_{<r}A^n\) for \(i \leq r\) and zero otherwise. This defines a filtration on \(\mathbb{Z} \otimes_{SL_n} \mathbb{P}C(A^n)\) by the complexes \(\mathbb{Z}[A^]\otimes_{GL_n} \mathbb{P}C_{<r}(A^n)\) of \(\mathbb{Z}[A^]\)-modules and thus a spectral sequence of \(\mathbb{Z}[A^]\)-modules

\[
E_{p,q}^1(A^n) = H_p(\mathbb{Z}[A^]\otimes_{GL_n} \mathbb{P}C_q(A^n)) = H_{p+q}(SL_n(A))
\]

with differentials \(d^r\) of bidegree \((r - 1, -r)\). For \(1 \leq q \leq n\), the group \(SL_q(A)\) acts transitively on the set \(\mathbb{P}U_q(A^n)\) with stabilizer at \((e_{n-q+1}, \ldots, e_n)\) the group

\[
\mathbb{P}Aff_{q,n-q}(A) = \{(M \begin{array}{l} 0 \\ N \end{array}) \mid M \in GL_{n-q}(A), D \in T_q(A), N \in M_{q,n-q}(A), \; \det M \det D = 1\}
\]

where \((A^*)^q = T_q(A) \subset GL_q(A)\) is the subgroup of diagonal matrices. By [Hum90, Lemma 9] (whose proof works for local rings with infinite residue field), the inclusion of groups

\[
\{(M \begin{array}{l} 0 \\ N \end{array}) \mid M \in GL_{n-q}(A), D \in T_q(A), \; \det M \det D = 1\} \subset \mathbb{P}Aff_{q,n-q}(A)
\]

induces an isomorphism on integral homology groups. For \(n = 2\) and \(q = 1, 2\), the left hand side is \(A^*\) and thus, its homology has trivial \(A^*\)-action. Thus, \(A^*\) acts trivially on \(E_{p,q}^1(A^n)\) for \(q \leq 1\). It follows that \(A^*\) acts trivially on \(E_{p,q}^\infty(A^n)\) for \(q \leq 1\). In particular, the element \(s(\lambda)\) acts as \(-1\), hence as a unit on \(E_{p,q}^\infty(A^n)\) for \(q \leq 1\). To finish the proof of the lemma, it suffices to show that \(s(\lambda)\) acts as a unit on the cokernel of the \(\mathbb{Z}[A^]\)-module map

\[
d^1 : E_{0,3}^1(A^2) \to E_{0,2}^1(A^2).
\]

As a \(GL_2(A)\)-set we have

\[
\mathbb{P}U_3(A^n) = GL_2(A)/D_2(A) \cdot (e_1, e_2, e_1 + e_2)
\]
where $D_2(A) = A^* \cdot 1$ is the group of invertible scalar matrices. It follows that we have isomorphisms of $A^*$-modules
\[
E_{0,2}^1(A^2) = \mathbb{Z}[A^*] \otimes_{GL_2} \mathbb{Z}[\bar{P}U_3(A^2)] \cong \mathbb{Z}[A^*] \otimes_{D_2} \mathbb{Z} \cong \mathbb{Z}[A^*/A^2_{\mathbb{A}}]
\]
where $1 \in \mathbb{Z}[A^*/A^2_{\mathbb{A}}]$ corresponds to $1 \otimes (e_1, e_2, e_1 + e_2) \in \mathbb{Z}[A^*] \otimes_{GL_2} \mathbb{Z}[\bar{P}U_3(A^2)]$. As a $GL_2(A)$-set we have
\[
\bar{P}U_4(A^2) = \bigsqcup_{a,b \in A^*, \bar{a} \neq \bar{b}} GL_2(A)/D_2(A) \cdot (e_1, e_2, e_1 + e_2, ae_1 + be_2).
\]
The map (5.4) sends the element $(e_1, e_2, e_1 + e_2, ae_1 + be_2)$ to the following element in $E_{0,2}^1(A^2)$
\[
\begin{align*}
&\begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 1 \\ 0 & 1 & 1 \end{pmatrix} - \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 1 & 0 & 1 \end{pmatrix} + \begin{pmatrix} 0 & 0 & a \\ 0 & 1 & 0 \\ 1 & 0 & 1 \end{pmatrix} - \begin{pmatrix} 0 & 0 & 1 \\ 0 & 1 & 0 \\ 1 & 0 & 1 \end{pmatrix} \\
&= (-1) \begin{pmatrix} -1 & 0 \\ 1 & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 1 \\ 0 & 1 & 1 \end{pmatrix} - \begin{pmatrix} 1 & 0 \\ 0 & 1 \\ b & 0 \end{pmatrix} \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 1 \\ 0 & 1 & 1 \end{pmatrix} + \begin{pmatrix} 1 & 0 \\ 0 & 1 \\ 0 & 0 \end{pmatrix} - \begin{pmatrix} 0 & 1 \\ 0 & 0 \\ 0 & 0 \end{pmatrix} \\
&= ((-b - a)a - (a - b)b + (ab) - (1)) (e_1, e_2, e_1 + e_2).
\end{align*}
\]
It follows that the cokernel of the map (5.4) is the quotient of $\mathbb{Z}[A^*/A^2_{\mathbb{A}}]$ modulo the $A^*$-submodule generated by $((a - b)a - (a - b)b + (ab) - (1))$ whenever $a, b \in A^*$ with $\bar{a} \neq \bar{b}$. Setting $a = 1$ and $b = \lambda$, we see that $s(\lambda) = -s(\lambda(1 - \lambda))$ acts invertibly on the cokernel of (5.4).

**Lemma 5.11.** Assume $(\ast)$. Then for any $\lambda \in A^*$ such that $\bar{\lambda} \neq 1$ we have in the $A^*$-module $\sigma^{-1}S_2(A)$ the following equality
\[
[\lambda][1 - \lambda] = 0.
\]

**Proof.** By Lemma 6.9 we have
\[
[\lambda][1 - \lambda] = [\lambda, 1 - \lambda] - (1 - \lambda)[\lambda, 1] - \langle \lambda \rangle[1, 1 - \lambda] + \langle \lambda(1 - \lambda) \rangle[1, 1].
\]
We need to show that this element is zero in $\sigma^{-1}S_2(A)$ modulo $[-1, 1]$. Recall from Proposition 5.3 that for $\alpha, \beta, s, t \in A^*$ with $\bar{\alpha} \neq \bar{\beta}$ we have
\[
(5.5) \quad [\alpha s, \beta t] - [s, t] = (t)[(\alpha - \beta)s, \beta] - (-s)[(\beta - \alpha)t, \alpha].
\]
Setting $\alpha = 1 - b\lambda^{-1}$, $\beta = 1$, $s = a\lambda$, $t = b$ (where $\bar{\lambda} \neq \bar{b}$) in (5.5), we obtain
\[
(5.6) \quad [a\lambda - ab, b] - [a\lambda, b] = [b][-ab, 1] - (-a\lambda)b^2\lambda^{-1}, 1 - b\lambda^{-1}].
\]
Setting $\alpha = \lambda$, $\beta = b$, $s = a$ and $t = 1$ (where $\bar{\lambda} \neq \bar{b}$) in (5.5), we obtain
\[
(5.7) \quad [a\lambda, b] - [a, 1] = [a\lambda - ab, b] - (-a)[b - \lambda, \lambda].
\]
Adding equations (5.6) and (5.7), cancelling common summands and multiplying with $(-a^{-1})$ we obtain
\[
(5.8) \quad \langle -a^{-1}b \rangle[-ab, 1] + \langle -a^{-1} \rangle[a, 1] = \langle \lambda \rangle[b^2\lambda^{-1}, 1 - b\lambda^{-1}] + [b - \lambda, \lambda],
\]
for any $a, b, \lambda \in A^*$ with $\bar{\lambda} \neq \bar{b}$. Note that the right hand side of (5.8) is independent of $a \in A^*$. Hence, so is the left hand side and thus it equals its evaluation at $a = -1$, that is, we have
\[
\langle -a^{-1}b \rangle[-ab, 1] + \langle -a^{-1} \rangle[a, 1] = \langle b \rangle[b, 1] + [-1, 1].
\]
Putting this into (5.12) with \(s = a\), it follows that the expression \(\sigma a\) does not depend on \(a\). In particular, it equals its evaluation at \(a = 1\), and we have
\[
\langle a^{-1}b\rangle [ab, 1] + \langle -a^{-1}\rangle [a, 1] = \langle b\rangle [b, 1] + \langle -1\rangle [1, 1],
\]
that is,
\[
[ab, 1] = -\langle -b^{-1}\rangle [a, 1] + \langle a\rangle [b, 1] + \langle -ab^{-1}\rangle [1, 1].
\]
For \(b = 1\) this yields
\[
[a, 1] = -\langle -1\rangle [a, 1] + \langle a\rangle [1, 1] + \langle -a\rangle [1, 1].
\]
Setting \(s = a\), \(\alpha = \lambda\), \(t = \beta = 1\) (where \(\lambda \neq 1\) in (5.3), we obtain
\[
[\lambda a, 1] - [a, 1] = [(\lambda - 1)a, 1] - \langle -a\rangle [(1 - \lambda), \lambda]
\]
that is,
\[
\langle -a\rangle [1 - \lambda, \lambda] = [(\lambda - 1)a, 1] - [\lambda a, 1] + [a, 1].
\]
Together with equations (5.9) and (5.10) this yields
\[
\langle -a\rangle [1 - \lambda, \lambda]
\]
\[
= -\langle (1 - \lambda)^{-1}\rangle [a, 1] + \langle -a\rangle [1 - \lambda, 1] + \langle -a(1 - \lambda)^{-1}\rangle [-1, 1]
\]
\[
+ \langle -\lambda^{-1}\rangle [a, 1] - \langle a\rangle [\lambda, 1] - \langle -a\lambda^{-1}\rangle [1, 1] + [a, 1]
\]
\[
= (1 - \langle \lambda^{-1}\rangle) - \langle ((1 - \lambda)^{-1}) \cdot [a, 1]\n\]
\[
+ \langle -a\rangle \cdot [(1 - \lambda, 1] + \langle (1 - \lambda)^{-1}\rangle [-1, 1] - \langle -1\rangle [\lambda, 1] + \langle -\lambda^{-1}\rangle [1, 1]).
\]
It follows that the expression
\[
(1 - \langle (1 - \lambda)^{-1}\rangle - \langle \lambda^{-1}\rangle) \cdot \langle -a^{-1}\rangle [a, 1]
\]
does not depend on \(a\). By Lemmas 5.6 and 5.10 the first factor is invertible in \(\sigma^{-1}S_2(A)\). It follows that the expression \(\langle a^{-1}\rangle [a, 1] \in \sigma^{-1}S_2(A)\) is independent of \(a\). Hence, for all \(a \in A^*\) we have
\[
[1, 1] = [a, 1] \in \sigma^{-1}S_2(A).
\]
Setting \(s = t = \alpha = \lambda\), \(\beta = \lambda\) with \(\lambda \neq 1\) in (5.10) yields
\[
[1, \lambda] - [1, 1] = [(1 - \lambda), \lambda] - \langle -1\rangle [\lambda - 1, 1].
\]
Putting this into (5.12) with \(a = 1\) yields the equation in \(\sigma^{-1}S_2(A)\)
\[
[1, \lambda] = -\langle -1\rangle [\lambda, 1] + [1, 1] + \langle -1\rangle [1, 1].
\]
Finally, putting \( a = -1 \) in (6.12) and using (6.14) we find for \( \lambda \in A^* \) with \( \bar{\lambda} \neq 1 \) the equation in \( \sigma^{-1}S_2(A) \)

\[
[1 - \lambda, \lambda] - \lambda[1 - \lambda, 1] - \langle 1 - \lambda \rangle [1, 1] + \langle (1 - \lambda)\lambda \rangle [1, 1] \\
= [1 - \lambda, 1] + [-1, 1] - [-\lambda, 1] - \langle 1 - \lambda \rangle [1, 1] \\
- (1 - \lambda)(-\langle -1\rangle[\lambda, 1] + [1, 1] + \langle -1 \rangle [1, 1]) + \langle (1 - \lambda)\lambda \rangle [1, 1] \\
= \langle 1 - \lambda \rangle (\langle -1 \rangle + \langle \lambda(1 - \lambda) \rangle - \langle 1 - \lambda \rangle) \cdot [1, 1] \\
= (1 - \lambda) + \langle \lambda(1 - \lambda) \rangle - \langle 1 - \lambda \rangle \cdot [-1, 1] \\
= 0.
\]

Replacing \( \lambda \) with \( 1 - \lambda \) yields the desired result. \( \square \)

**Corollary 5.12.** The following map defines a map of graded \( \mathbb{Z}[A^*] \)-algebras

\[
\tilde{K}^{MW}(A) \to \sigma^{-1}\tilde{S}(A) : [a_1, \ldots, a_n] \mapsto [a_1] \cdots [a_n]
\]

whose composition with the map from Proposition 5.8 induces the identity map \( \sigma^{-1}\tilde{K}^{MW}(A) \to \sigma^{-1}\tilde{K}^{MW}(A) \).

**Proof.** Since \( S_0(A) = \mathbb{Z}[A^*] \) and \( S_1(A) = I(A^*) \), we have a canonical map

\[
\text{Tens}_{\mathbb{Z}[A^*]} I[A^*] \to S(A) \to \sigma\tilde{S}(A)
\]

of graded \( \mathbb{Z}[A^*] \)-algebras. By Lemma 5.11 the composition sends \( [\lambda][1 - \lambda] \) to zero for \( \lambda \in A^* \) with \( \bar{\lambda} \neq 1 \). Hence, the map of graded \( \mathbb{Z}[A^*] \)-algebras in the corollary is well-defined. The rest follows from Proposition 5.8. \( \square \)

Let \( \tilde{S}_{\geq 1}(A) = \bigoplus_{n \geq 1} \tilde{S}_n(A) \subset \tilde{S}(A) \) be the ideal of positive degree elements, and define the graded ideal \( \tilde{S}(A)^{dec} \) of decomposable elements as

\[
\tilde{S}(A)^{dec} = \tilde{S}_{\geq 1}(A) \cdot \tilde{S}_{\geq 1}(A) \subset \tilde{S}(A).
\]

The algebra of indecomposable elements is the quotient

\[
\tilde{S}(A)^{ind} = \tilde{S}(A)/\tilde{S}(A)^{dec}.
\]

**Proposition 5.13.** For \( 2 \leq n \leq n_0 \) we have \( \sigma^{-1}\tilde{S}_n(A)^{dec} = \sigma^{-1}\tilde{S}_n(A) \).

The proof will be complete by the end of Lemma 5.17 and is based on [HT10] up to obvious modifications. We first need the following.

**Lemma 5.14.** Let \( n_0 \geq n \geq 2 \). Then for \( a_1, \ldots, a_n, b \in A^* \) and \( 1 \leq i \leq n \) we have in \( \sigma^{-1}\tilde{S}(A)^{ind} \)

\[
[a_1, \ldots, ba_i, \ldots, a_n] = \langle b \rangle[a_1, \ldots, a_n].
\]

**Proof.** The proof is the same as in [HT10] Theorem 6.2 and we omit the details. \( \square \)

Let \( \Sigma_1(A) \) be the free \( \mathbb{Z}[A^*] \)-module generated by the set of units \( \bar{a} \in A^* \) with \( \bar{a} \neq 1 \). Define \( \Sigma(A) \) as the tensor algebra of \( \Sigma_1(A) \) over \( \mathbb{Z}[A] \) with \( \Sigma_1(A) \) placed in degree 1. So, \( \Sigma_n(A) \) is the free \( \mathbb{Z}[A^*] \)-module generated by symbols \( [a_1, \ldots, a_n] \) with \( \bar{a}_i \in A^* \) such that \( \bar{a}_i \neq 1 \), and multiplication is given by concatenation of symbols. Similarly, let \( \Sigma^*_1(A) \) be the free \( \mathbb{Z}[A^*] \)-module generated by the set of all
units \( a \in A^* \). Define \( \tilde{\Sigma}(A) \) as the tensor algebra of \( \tilde{\Sigma}_1(A) \) over \( \mathbb{Z}[A] \) with \( \tilde{\Sigma}_1(A) \) placed in degree 1. Consider the diagram of graded \( \mathbb{Z}[A^*] \)-module maps

\[
\begin{array}{ccc}
\Sigma(A) & \xrightarrow{L} & \tilde{\Sigma}_2(A) \\
\downarrow p & & \downarrow q \\
\Sigma(A) & \xrightarrow{R} & \tilde{S}_2(A) \\
\end{array}
\]

where the maps are defined as follows. The map \( L : \Sigma(A) \to \tilde{\Sigma}_2(A) \) is the \( \mathbb{Z}[A^*] \)-algebra map induced by the \( \mathbb{Z}[A^*] \)-module homomorphism \( \Sigma_1(A) \to \tilde{\Sigma}_2(A) \) defined on generators \( a \in A^* \) of \( \Sigma_1(A) \) by

\[
L(a) = (-1)[1 - a, 1] - \langle a \rangle [1 - a^{-1}, a^{-1}] + [1, 1].
\]

The map \( R : \Sigma(A) \to \tilde{S}_2(A) \) is the \( \mathbb{Z}[A^*] \)-algebra homomorphism induced by the \( \mathbb{Z}[A^*] \)-module homomorphism

\[
\Sigma_1(A) \to \tilde{S}_2(A) : [a] \mapsto R(a) = [1, a].
\]

The map \( \Pi : \tilde{\Sigma}_2(A) \to \mathbb{Z}[A^*][T^2] \) is the \( \mathbb{Z}[A^*] \)-algebra homomorphism which is the even part of

\[
\tilde{\Sigma}(A) \to \mathbb{Z}[A^*][T] : [a_1, ..., a_n] \mapsto [a_1 \cdots a_n] T^n.
\]

The middle and right vertical maps are the \( \mathbb{Z}[A^*] \)-module homomorphisms

\[
p : \tilde{\Sigma}_n(A) \to \tilde{S}_n(A) : [a_1, ..., a_n] \mapsto [a_1, ..., a_n]
\]

and

\[
q : \mathbb{Z}[A^*] \cdot T^n \to \tilde{S}_n(A)^{ind} : T^n \mapsto [1, ..., 1].
\]

**Lemma 5.15.** The diagram (5.15) commutes.

**Proof.** Commutativity of the right hand square follows from Lemma 5.14. The proof of the commutativity of the left hand square is the same as in [HT 10, Lemma 6.6] and we omit the details. \( \square \)

**Lemma 5.16.** Proposition 5.13 is true for \( n \) even.

**Proof.** Set \( d = n/2 \geq 1 \). After localization at \( \sigma \), the map \( R \) in diagram (5.15) is zero in degrees \( \geq 1 \) because \( [1, a] = -\langle a \rangle[-1, 1] = 0 \in \sigma^{-1} \tilde{S}_2(A) \), by Equations (5.13) and (5.14). In particular, the composition of the two lower horizontal maps in diagram (5.15) is zero in degree \( d \). After localization at \( \sigma \), the right vertical map in that diagram is surjective in degree \( d \), by Lemma 5.14. For any \( r \geq 1 \), when extending scalars along \( \mathbb{Z}[A^*] \to \mathbb{Z}[A^*/A^{*r}] \), the composition of the top two horizontal arrows in the diagram becomes surjective. For if \( a \in A \) is a unit with \( a^r \neq 1 \) then \( 1 - a^{-r} = a^r - 1 \in A^*/A^{*r} \), and hence

\[
\Pi L(a^r) = (-1)/(1 - a^r) - \langle a^r \rangle(1 - a^{-r})\langle a^r \rangle + 1 = 1 \in \mathbb{Z}[A^*/A^{*r}].
\]

It follows that \( (\Pi \circ L) \otimes_A \mathbb{Z}[A^*/A^{*r}] \) is surjective in degree 1 which implies surjectivity in all degrees. We have thus shown that

\[
\sigma^{-1} \tilde{S}_n(A)^{ind} \otimes_A \mathbb{Z}[A^*/A^{*r}] = 0
\]

for all \( r \geq 1 \). Using the isomorphism \( H_n(SL_n(A), SL_{n-1}(A)) \cong \sigma^{-1} \tilde{S}_n(A) \) from Lemma 5.10 we see that \( \sigma^{-1} \tilde{S}_n(A) \) has a submodule \( M \) on which every \( a^n-1 \) acts as 1 for \( a \in A^* \), and such that every \( a^n \) acts as 1 on the quotient modulo \( M \).
for $a \in A^*$. As a quotient of $\sigma^{-1}\hat{S}_n(A)$, the same is true for $\sigma^{-1}\hat{S}_n(A)^{ind}$. In view of Equation (5.16), this implies $\sigma^{-1}\hat{S}_n(A)^{ind} = 0$. \hfill \qed

Lemma 5.17. Proposition 5.13 is true for $n$ odd.

Proof. Let $n = 2d + 1$ be odd with $d \geq 1$. Choose $\lambda_n, \lambda_1, \ldots, \lambda_d \in A^*$ such that $\lambda_i \neq \lambda_j$ for $i \neq j, \lambda_n \neq \lambda_i, \lambda_j$ for $i, j = 1, \ldots, d$. This is possible since $A$ has infinite residue field. For $i = d + 1, \ldots, 2d$ set $\lambda_i = \lambda_n - \lambda_{i-1}$. Then $\lambda_i \in A^*$ and $\lambda_i \neq \lambda_j$ for $1 \leq i \neq j \leq n$. For $1 \leq i, j < n$ we have $\lambda_j - \lambda_i = -(\lambda_{j-1} - \lambda_{j-1})$. Since $n$ is odd, for $i \neq n$ we therefore find

$$(\lambda_n - \lambda_i)\lambda_i \prod_{j \neq i, n} (\lambda_j - \lambda_i) = -\lambda_{n-i}(\lambda_n - \lambda_{n-i}) \prod_{j \neq n, n} (\lambda_j - \lambda_{n-i}).$$

The equation from Proposition 5.3 with $a_1 = \ldots = a_n = 1$ together with Lemma 5.14 then implies that $-1 = 0$ in the group $\sigma^{-1}\hat{S}_n(A)^{ind}$. Hence this group is zero. \hfill \qed

Corollary 5.18. The map in Proposition 5.8 induces an isomorphism for $n \leq n_0$

$$\sigma^{-1}\hat{S}_n(A) \xrightarrow{\cong} \sigma^{-1}\hat{K}_n^{MW}(A).$$

Proof. The composition $\sigma^{-1}\hat{K}_n^{MW}(A) \to \sigma^{-1}\hat{S}_n(A) \to \sigma^{-1}\hat{K}_n^{MW}(A)$ is the identity, by Corollary 5.12. In particular, the first map is injective. By definition, the maps are isomorphisms in degrees 0 and 1. In view of Proposition 5.13 we see that the first map is surjective in degrees $n \leq n_0$. \hfill \qed

The following theorem proves Theorem 4.5. Recall our convention for $SL_0(A)$ from the Introduction so that $H_i(SL_nA) = H_i(GL_nA, \mathbb{Z}[A^*])$ for $n \geq 0$. We set $SL_n(A) = GL_n(A) = \emptyset$ for $n < 0$.

Theorem 5.19. Let $A$ be a commutative local ring with infinite residue field. Then $H_i(SL_n(A), SL_{n-1}(A)) = 0$ for $i < n$ and the maps in Proposition 5.8 and Lemma 7.6 induce isomorphisms for $n \geq 0$

$$H_n(SL_n(A), SL_{n-1}(A)) \cong \hat{K}_n^{MW}(A).$$

Moreover, for $n$ even, the natural map

$$H_n(SL_n(A)) \to H_n(SL_n(A), SL_{n-1}(A))$$

is surjective and inclusion induces an isomorphism

$$H_{n-1}(SL_{n-1}A) \cong H_{n-1}(SL_nA).$$

Proof. For $i < n$, the vanishing of homology follows from Theorem 3.9 as $sr(A) = 1$ and $E_n(A) = SL_n(A)$.

The statement of the theorem is clear for $n \leq 1$. So, assume $n \geq 2$. Choose $m, t, n_0$ as in (*). In particular, $t$ is even and $\sigma = s_{m-t}$ acts as 1 on $\hat{K}_n^{MW}(A)$ for $n \geq 2$ since square units act as 1 on it (Lemma 4.4 (0)) and $\varepsilon(\sigma) = 1$. Therefore, $\hat{K}_n^{MW}(A) = \sigma^{-1}\hat{K}_n^{MW}(A)$ for $n \geq 2$. Hence, for $2 \leq n \leq n_0$, the theorem follows from Corollary 5.13 together with Lemma 5.6. Since we can choose $n_0$ arbitrarily large, this proves the isomorphism with Milnor-Witt $K$-theory.

For the second part, assume $n$ is even. We have maps of graded $\mathbb{Z}[A^*]$-algebras

$$\text{Tens}_{\mathbb{Z}[A^*]} H_2(SL_2(A)) \to \bigoplus_{n \geq 0} H_n(SL_n(A)) \to \bigoplus_{n \geq 0} H_n(SL_n(A), SL_{n-1}(A)) \cong \hat{K}_n^{MW}(A)$$
where $H_2(SL_2(A))$ is placed in degree 2. The multiplicative structure on the middle term is induced by
\[ GL_n(A) \times GL_m(A) \to GL_{n+m} : (M, N) \mapsto \left( \begin{array}{cc} M & 0 \\ 0 & N \end{array} \right). \]
Since the target ring $\hat{K}^{MW}(A)$ is generated in degree 1, its even part is generated in degree 2, and the composition is surjective in even degrees. The claim follows. $\square$

**Theorem 5.20.** Let $A$ be a commutative local ring with infinite residue field. Then, for $i \geq 0$, the natural homomorphism
\[ \pi_i BGL^{n+1}_{n-1}(A) \to \pi_i BGL^{n}_{n}(A) \]
is an isomorphism for $n \geq i + 2$ and surjective for $n \geq i + 1$. Moreover, for $n \geq 2$ there is an exact sequence
\[ \pi_n BGL^{n}_{n-1}(A) \to \pi_n BGL^{n}_{n}(A) \to K^{MW}_{n}(A) \to \pi_{n-1} BGL^{n}_{n-1}(A) \to \pi_{n-1} BGL^{n}_{n}(A). \]

**Proof.** The theorem follows from Theorem 5.19 in view of Theorem 3.11. $\square$

The rest of this section is devoted to an explicit computation of the kernel and cokernel of the stabilization map in homology at the edge of stabilization as was done in [HT10] for characteristic zero fields.

Assume that $A$ is a local ring for which the Milnor conjecture on bilinear forms holds, that is, the ring homomorphism defined by Milnor [Mil70] is an isomorphism
\[ (5.17) \quad K^{M}_{*}(A)/2 \cong \bigoplus_{n \geq 0} I^n(A)/I^{n+1}(A) \]
where $I(A) \subset W(A)$ is the fundamental ideal in the Witt ring of $A$. By the work of Voevodsky and collaborators [OVV07] and its extension by Kerz [Ker09, Theorem 7.10], the map (5.17) is an isomorphism if $A$ is local and contains an infinite field of characteristic not 2. The map is also an isomorphism for any henselian local ring $A$ with $\frac{1}{2} \in A$ as both sides agree with their value at the residue field of $A$. Using the isomorphism (5.17) we obtain a commutative diagram
\[ (5.18) \]
\[ K^{MW}_{n}(A) \xrightarrow{\eta^n} I^n(A) \]
\[ K^{M}_{n}(A) \rightarrow K^{M}_{n}(A)/2. \]

In the following theorem we will assume this diagram to be cartesian. By [Mor04], this is the case for fields whose characteristic is different from 2. This was generalized in [GSZ15] to regular commutative local rings containing an infinite field of characteristic different from 2 (but this should also hold without the regularity assumption).

**Theorem 5.21.** Let $A$ be a commutative local ring with infinite residue field. Assume that the map (5.17) is an isomorphism and that the diagram (5.18) is cartesian for all $n \geq 0$. Then for $n \geq 3$ odd we have exact sequences
\[ H_n(SL_{n-1}A) \to H_n(SL_nA) \to 2K^{M}_{n}(A) \to 0, \]
\[ 0 \to I^n(A) \to H_{n-1}(SL_{n-1}A) \to H_{n-1}(SL_nA) \to 0. \]

The proof requires the following lemma.
Lemma 5.22. Let \( A \) be a local ring with infinite residue field for which (5.17) is an isomorphism and the square (5.18) is cartesian for all \( n \geq 0 \). Then the following hold.

1. The following sequence is exact
   \[
   K_n^{MW}(A) \xrightarrow{h_n} K_n^{MW}(A) \xrightarrow{\eta_n} K_{n-1}^{MW}(A) \rightarrow K_{n-1}(A) \rightarrow 0
   \]
   where \( h_n \) and \( \eta_n \) are multiplication with \( h = 1 + (-1) \) and \( \eta \), respectively.

2. For \( n \geq 3 \) odd, under the isomorphism of Theorem 5.19, the boundary map
   \[
   \partial_n : H_n(SL_n A, SL_{n-1} A) \rightarrow H_{n-1}(SL_{n-1} A, SL_{n-2} A)
   \]
   of the triple \( (SL_n A, SL_{n-1} A, SL_{n-2} A) \) is multiplication with \( \eta \).

3. The following square is bicartesian for \( n \geq 3 \) odd
   \[
   \begin{array}{ccc}
   H_{n-1}(SL_{n-1} A) & \longrightarrow & H_{n-1}(SL_n A) \\
   \downarrow & & \downarrow \\
   H_{n-1}(SL_{n-1} A, SL_{n-2} A) & \longrightarrow & H_{n-1}(SL_n A, SL_{n-2} A).
   \end{array}
   \]

Proof. The sequence in (1) is exact since it is isomorphic to the exact sequence
   \[
   (5.19) \quad I^n \times_{k_n} K_n^{MW} \overset{(0,2)}{\longrightarrow} I^n \times_{k_n} K_n^{MW} \overset{(1,0)}{\longrightarrow} I^{n-1} \times_{k_{n-1}} K_{n-1}^{MW} \rightarrow K_{n-1}^{MW} \rightarrow 0
   \]
in view of the cartesian square (5.18).

We prove (2). Under the isomorphism \( \tilde{K}_n^{MW}(A) \cong K_n^{MW}(A) \) for \( n \geq 2 \) proved in Theorem 4.18, multiplication by \( \eta \in K_n^{MW}(A) \) corresponds to the map
   \[
   \eta_n : \tilde{K}_n^{MW}(A) \rightarrow \tilde{K}_{n-1}^{MW}(A) : [a_1, ..., a_n] \mapsto \langle \langle a_n \rangle \rangle [a_1, ..., a_{n-1}].
   \]
We will show that for all odd \( n \geq 1 \) the map in (2) is \( \eta_n \). This is clear for \( n = 1 \). The map
   \[
   (5.20) \quad B = \bigoplus_{n \geq 0} H_n(SL_n A) \rightarrow \bigoplus_{n \geq 0} H_n(SL_n A, SL_{n-1} A)
   \]
is a \( \mathbb{Z}[A^*] \)-algebra homomorphism which is surjective in even degrees (Theorem 5.19). Moreover, the maps in (2) assemble to a map of left \( B \)-modules
   \[
   \partial : \bigoplus_{n \geq 0} H_n(SL_n A, SL_{n-1} A) \rightarrow \bigoplus_{n \geq 0} H_n(SL_n A, SL_{n-1} A) = \tilde{K}^{MW}(A).
   \]
For \( n \geq 3 \) odd and \([a_1, ..., a_n] \in H_n(SL_n A, SL_{n-1} A) = \tilde{K}_n^{MW}(A)\) choose a lift \( b \in B_{n-1} \) of \([a_1, ..., a_{n-1}]\) for the map (5.20). Then
   \[
   \partial_n([a_1, ..., a_n]) = b \cdot \partial([a_n]) = b \cdot \langle \langle a_n \rangle \rangle = \langle \langle a_n \rangle \rangle [a_1, ..., a_{n-1}].
   \]
This proves (2).

We prove (3). The horizontal maps in diagram (3) are surjective because we have \( H_{n-1}(SL_n A, SL_{n-1} A) = 0 \). The left vertical map is surjective, by Theorem 5.19. It follows that the right vertical map is also surjective. The total complex of the square in (3) is part of a Mayer-Vietoris type long exact sequence with boundary map the composition
   \[
   H_n(SL_n A, SL_{n-2} A) \xrightarrow{\delta_n} H_n(SL_n A, SL_{n-1} A) \xrightarrow{\partial_n} H_{n-1}(SL_{n-1} A).
   \]
Thus, the square in (3) is bicartesian if and only if \( \delta_n \alpha_n = 0 \). From (1) and (2) we have \( \text{Im}(\alpha_n) = \ker(\eta_n) = \text{Im}(h_n) \). Hence, the square in (3) is bicartesian if and
only if \( \delta_n h_n = 0 \). For \( n = 3 \), the square in (3) is bicartesian since the vertical maps are isomorphisms. In particular, \( \delta_3 h_3 = 0 \). Now, the map

\[
\delta : \bigoplus_{n \geq 0} H_n(SL_n(A), SL_{n-1}A) \to \bigoplus_{n \geq 0} H_n(SL_nA)
\]

is a left \( B \)-module map. Take \([a_1, \ldots, a_n] \in K_n^{MW}(A) = H_n(SL_nA, SL_{n-1}A)\) where \( n \geq 5 \) is odd. Then the element \([a_1, \ldots, a_{n-3}] \in K_{n-3}^{MW}(A)\) lifts to \( b \in B_{n-3} \) and

\[
\delta_n(h \cdot [a_1, \ldots, a_n]) = b \cdot \delta_3 h_3([a_{n-2}, a_{n-1}, a_n]) = b \cdot 0 = 0
\]

\[ \square \]

**Proof of Theorem 5.21** From Lemma 5.22 we have (using the notation of that lemma)

\[
\ker(H_{n-1}(SL_{n-1}A) \to H_{n-1}(SL_nA)) = \text{Im}(\partial_n) = \text{Im}(\eta_n) = I^n(A)
\]

and

\[
\text{coker}(H_{n}(SL_{n-1}A) \to H_{n}(SL_nA)) = \ker(\partial_n) = \ker(\eta_n) = \text{Im}(h_n) = 2K^n(A)
\]

where the last equality follows because of the exact sequence of Lemma 5.22 (1) being isomorphic to (6.1)

6. **Euler class groups**

Let \( X \) be a separated noetherian scheme, and denote by \( \text{Open}_X \) the category of Zariski open subsets of \( X \) and inclusions thereof as morphisms. For a simplicial presheaf \( F : \text{Open}_X^{op} \to \text{sSets} \) on all stalks, \( x \in X \), and \( F_{\text{Zar}} \) is object-wise weakly equivalent to its fibrant model in the Zariski topology [BG73]. The latter means that \( F_{\text{Zar}}(\emptyset) \) is contractible and \( F_{\text{Zar}} \) sends a square

\[
U \cup V \leftarrow U
\]

\[
\uparrow \quad \uparrow
\]

\[
V \leftarrow U \cap V
\]

(6.1)

of inclusions of open subsets of \( X \) to a homotopy cartesian square of simplicial sets; see [BG73, Theorem 4].

**Example 6.1.** For the presheaf \( \text{BGL}_n \) defined by \( U \mapsto \text{BGL}_n(\Gamma(U, O_X)) \) write \( B_{\text{Zar}} \text{GL}_n \) for \( (\text{BGL}_n)_{\text{Zar}} \). Then \( B_{\text{Zar}} \text{GL}_n(X) \) is a (functorial) model of the classifying space \( B \text{Vect}_n(X) \) of the category \( \text{Vect}_n \) of rank \( n \)-vector bundles on \( X \) with isomorphisms as morphisms. For the inclusion of the automorphisms of \( O_X^p \) into \( \text{Vect}_n(X) \) induces a map of simplicial presheaves \( \text{BGL}_n \to B \text{Vect}_n \) which is a weak equivalence at the stalks of \( X \) as vector bundles over local rings are free. Moreover, \( B_{\text{Zar}} \text{GL}_n = B \text{Vect}_n \) sends the squares (6.1) to homotopy cartesian squares, by an application of Quillen’s Theorem B [Qui73], for instance. Hence,

\[
\Phi_n(X) = [X, \text{BGL}_n]_{\text{Zar}}
\]
is the set $\pi_0 B\text{Vect}_n(X)$ of isomorphism classes of rank $n$ vector bundles on $X$.

**Example 6.2.** Similar to Example 6.1, the simplicial presheaf $BSL_n$ defined by $U \mapsto B\text{SL}_n(\Gamma(U, O_X))$ has a model $B_{\text{Zar}} \text{SL}_n$ where $B_{\text{Zar}} \text{SL}_n(X)$ is the classifying space $B\text{Vect}_n(X)$ of the category $\text{Vect}_n(X)$ of oriented rank $n$-vector bundles on $X$ with isomorphisms as morphisms. Here, an oriented vector bundle of rank $n$ is a pair $(V, \omega)$ consisting of a vector bundle $V$ of rank $n$ and an isomorphism $\omega : A^* V \cong O_X$ of line bundles called orientation. Morphisms of oriented vector bundles are isomorphisms of vector bundles preserving the orientation. So, the set

$$\Phi^+_n(X) = [X, B\text{SL}_n]_{\text{Zar}}$$

is the set $\pi_0 B\text{Vect}_n^+(X)$ of isomorphism classes of rank $n$ oriented vector bundles on $X$.

**Example 6.3.** Let $n \geq 2$ be an integer, and let $F$ be a pointed simplicial presheaf such that $\pi_i(F_x) = 0$ for $i \neq n$ and $x \in X$ where $F_x$ denotes the stalk of $F$ at $x \in X$. Then there is a natural bijection of pointed sets

$$[X, F]_{\text{Zar}} \cong H^n_{\text{Zar}}(X, \overline{\pi}_n F)$$

where the right hand side denotes Zariski cohomology of $X$ with coefficients in the sheaf of abelian groups $\overline{\pi}_n F$ associated with the presheaf $U \mapsto \pi_n(F(U))$ [BG73 Propositions 2 and 3].

Denote by $\mathcal{H}_n(SL_n, SL_{n-1})$ the Zariski sheaf associated to the presheaf

$$U \mapsto H_n(SL_n(\Gamma(U, O_X)), SL_{n-1}(\Gamma(U, O_X))).$$

Similarly, denote by $\mathcal{K}_n^{\text{MW}}$ the sheaf associated to the presheaf $U \mapsto K_n^{\text{MW}}(\Gamma(U, O_X))$.

**Lemma 6.4.** Let $X$ be a scheme with infinite residue fields. Then for $n \geq 2$ there is an isomorphism of sheaves of abelian groups on $X$

$$\mathcal{H}_n(SL_n, SL_{n-1}) \cong \mathcal{K}_n^{\text{MW}}.$$  

**Proof.** Let $A$ be a commutative ring. Recall from [3] the graded $\mathbb{Z}[A^*]$-algebra $S(A) = \bigoplus_{n \geq 0} S_n(A)$. It has $S_0(A) = \mathbb{Z}[A^*]$ and $S_1(A) = [A^*]$. Denote by $\mathcal{J}(A)$ the sheaf of graded algebras associated with the presheaf $U \mapsto S(\Gamma(U, O_X))$. By Example 5.4 the element $[-1, 1] \in \mathcal{J}_2(X)$ is central in $\mathcal{J}(X)$, and we can define the quotient sheaf of algebras $\widetilde{\mathcal{J}} = \mathcal{J} / [-1, 1]. \mathcal{J}$. The map of graded algebras $\text{Tens}_{\mathbb{Z}[A^*]} [A^*] \to S(A)$ induced by the identity in degrees 0 and 1 induces the homomorphism of sheaves of algebras $\tilde{K}^{\text{MW}} \to \sigma^{-1} \widetilde{\mathcal{J}}$ for $\sigma$ as in (*) with $n_0 \geq 2$, by Lemma 6.1. The map of complexes [3.1] makes sense for any commutative ring $A$ and induces a homomorphism of sheaves

$$\mathcal{H}_n(SL_n, SL_{n-1}) \to \sigma^{-1} \widetilde{\mathcal{J}}.$$  

In the diagram of sheaves

$$\mathcal{H}_n(SL_n, SL_{n-1}) \longrightarrow \sigma^{-1} \widetilde{\mathcal{J}} \leftarrow \mathcal{K}_n^{\text{MW}}$$

the maps are isomorphisms for $\sigma$ as in (*) and $2 \leq n \leq n_0$, by Lemma 5.4 Corollary 5.18 and the proof of Theorem 5.19 Since $n_0 \geq 2$ can be any integer, we have

$$\mathcal{H}_n(SL_n, SL_{n-1}) \cong \mathcal{K}_n^{\text{MW}}$$

for all $n \geq 2$. Finally, by Theorem 4.18 the natural surjection of sheaves of graded algebras $\tilde{K}^{\text{MW}} \to \mathcal{K}^{\text{MW}} : [a] \mapsto [a]$ is an isomorphism in degrees $\geq 2$.  

\[\square\]
Lemma 6.6. Let $X = \text{Spec } R$, and $x \in X$. Let $n \geq 1$ be an integer. If $n \neq 2$ or $n = 2$ and the residue field $k(x)$ of $x$ has more than 3 elements, then the inclusion $\bar{E}_n \subset S L_n$ of presheaves induces an isomorphism on stalks at $x$

$$(\bar{E}_n)_x \cong S L_n(\mathcal{O}_{X,x}).$$

Proof. The statement is trivial for $n = 1$. So we assume $n \geq 2$. Every elementary matrix $e_{i,j}(r) \in G L_n(R)$, $r \in R$, is the evaluation at $T = 1$ of the elementary matrix $e_{i,j}(Tr) \in G L_n(R[T])$ whereas the evaluation at $T = 0$ yields 1. Therefore, on fundamental groups the natural map $B G L_n(R) \to B G L_n(\Delta R)$ sends $E_n(R)$ to 1.

If $n \geq 3$, the group $E_n(R)$ is perfect. If $n = 2$, our hypothesis implies that there is $f \in R$ such that $0 \neq f \in k(x)$ and $R_f$ has a unit $u$ such that $u + 1$ and $u - 1$ are also units. Replacing $R$ with $R_f$, we can assume that $R$ and any localization $A$ of $R$ has this property. For such rings $A$ the group $E_2(A)$ is perfect since for all $a \in A$ we have

$$\left[\begin{pmatrix} u & 0 \\ 0 & u^{-1} \end{pmatrix}, \begin{pmatrix} 1 & (1-u^2)^{-1}a \\ 0 & 1 \end{pmatrix}\right] = \begin{pmatrix} 1 & a \\ 0 & 1 \end{pmatrix},$$

and $\begin{pmatrix} u & 0 \\ 0 & u^{-1} \end{pmatrix}$ is a product of elementary matrices.

In any case, we can assume $E_n(A)$ perfect and contained in $\bar{E}_n(A)$ for all localizations $A$ of $R$. From the inclusions $E_n(A) \subset \bar{E}_n(A) \subset S L_n(A)$ we obtain the inclusions of corresponding stalks $(E_n)_x \subset (\bar{E}_n)_x \subset (S L_n)_x = S L_n(\mathcal{O}_{X,x})$. Since the composition is an isomorphism, the lemma follows.

We will write $B G L_n^+(R)$ and $B S L_n^+(R)$ for a functorial version of Quillen’s plus-construction applied to $B G L_n(R)$ and $B S L_n(R)$ with respect to the perfect normal subgroup $\bar{E}_n(R)$. See [BKT72] §6 for how to make the plus-construction functorial. The canonical inclusion $G L_{n-1}(R) \subset G L_n(R)$ induces maps $B G L_{n-1}^+ \to B G L_n^+$ and $B S L_{n-1}^+ \to B S L_n^+$.

Recall from [May67] §8 that for every integer $n \geq 0$ there is an endofunctor $P_{\leq n} : \text{sSets} \to \text{sSets}$ of the category of simplicial sets together with natural transformations $S \to P_{\leq n}S$ such that for every choice of base point $x \in S_0$, the map $\pi_i(S, x) \to \pi_i(P_{\leq n}S, x)$ is an isomorphism for $i \leq n$ and $\pi_i(P_{\leq n}S, x) = 0$ for $i > n$. Moreover, the map $S \to P_{\leq n}S$ factors naturally as $S \to P_{\leq n+1}S \to P_{\leq n}S$. If $F$ is a simplicial presheaf then $P_{\leq n}F$ denotes the presheaf $U \mapsto P_{\leq n}(F(U))$. For a pointed simplicial presheaf $F$ we denote by $\bar{\pi}_iF$ the Zariski sheaf associated with the presheaf $U \mapsto \pi_i(F(U), x_0)$ where $x_0$ is the base point of $F$. We consider the quotient $B/A$ of an inclusion of simplicial sets $A \subset B$ and $P_{\leq n}(B/A)$ pointed at $\{A\}$.

Lemma 6.6. Let $X$ be a scheme with infinite residue fields. Then for $n \geq 2$ there are isomorphisms of Zariski sheaves on $X$

$$\bar{\pi}_iP_{\leq n}(B S L_n^+/B S L_{n-1}^+) \cong \begin{cases} 0 & i \neq n \\ K^M_n & i = n. \end{cases}$$
Proof. From the properties of $P_{\leq n}$, the statement is clear for $i > n$. So, assume $i \leq n$. We have the following string of sheaves

$$\tilde{\pi}_i P_{\leq n}(BSL_n^+/BSL_{n-1}^+) \cong \tilde{\pi}_i (BSL_n^+/BSL_{n-1}^+) \to \mathcal{H}_i(SL_n, SL_{n-1})$$

where the right arrow is the Hurewicz homomorphism which is an isomorphism for $i \leq n$, by Theorem 5.19 and the fact that $BSL_n^+/BSL_{n-1}^+ R$ is simply connected for local rings $R$ (with infinite residue field). Using Lemma 6.4, the claim follows. \hfill \Box

Corollary 6.7. Let $X$ be a noetherian separated scheme with infinite residue fields. Then for $n \geq 2$, there is a natural bijection of pointed sets

$$[X, P_{\leq n}(BSL_n^+/BSL_{n-1}^+)]_{Zar} \cong H^n_{Zar}(X, \mathcal{K}_n^{MW}).$$

Proof. This is Example 6.3 and Lemma 6.6. \hfill \Box

Definition 6.8. The Euler class map (for rank $n$ oriented vector bundles) is the composition of maps of simplicial presheaves

$$e : BSL_n^+ \to BSL_n^+/BSL_{n-1}^+ \to P_{\leq n}(BSL_n^+/BSL_{n-1}^+).$$

By definition, it is trivial when restricted to $BSL_{n-1}^+$. Let $n \geq 2$. In view of Corollary 6.7, applying the functor $F \mapsto [X, F]_{Zar}$ to the sequence

$$BSL_{n-1}^+ \to BSL_n^+ \to P_{\leq n}(BSL_n^+/BSL_{n-1}^+)$$

yields the sequence

$$(6.2) \quad [X, BSL_{n-1}^+]_{Zar} \to [X, BSL_n^+]_{Zar} \xrightarrow{e} H^n_{Zar}(X, \mathcal{K}_n^{MW}).$$

A sequence $U \to V \to W$ of sets with $W$ pointed is called exact if every element of $V$ which is sent to the base point in $W$ comes from $U$.

Theorem 6.9. Let $n \geq 2$ be an integer and let $X$ be a noetherian separated scheme with infinite residue fields. Assume that the dimension of $X$ is at most $n$. Then the sequence of sets (6.2) is exact.

Proof. This follows from obstruction theory [Mor12, Corollary B.10] in view of Lemma 6.6. \hfill \Box

One would like to replace $BSL_n^+$ with $BSL_r$ for $r = n - 1, n$ in Theorem 6.9. This motivates the following.

Question 6.10. For which (affine) noetherian scheme $X$ is the canonical map

$$[X, BGL_n]_{Zar} \to [X, BGL_n^+]_{Zar}$$

a bijection?

Unfortunately, we don’t know the answer to Question 6.10 other than for $n = 1$. Instead we will prove a weaker version in Corollary 6.16 below. This will be sufficient for our application.
Lemma 6.11. Let $R$ be a commutative ring. If $f, g \in R$ with $fR + gR = R$, then the following diagram is homotopy cartesian

\[
\begin{array}{ccc}
B_{\text{Zar}}GL_n(R) & \longrightarrow & B_{\text{Zar}}GL_n(R_f) \\
\downarrow & & \downarrow \\
B_{\text{Zar}}GL_n(R_g) & \longrightarrow & B_{\text{Zar}}GL_n(R_{fg}).
\end{array}
\]

**Proof.** This follows from descent and can also be checked using Quillen’s Theorem B [Qui73]. □

For $n \in \mathbb{N}$, we write $\text{Vect}^R_n(R[T_1, \ldots, T_n])$ for the full subcategory of the category $\text{Vect}_n(R[T_1, \ldots, T_n])$ of those projective modules $P$ which are extended from $R$, that is, which are isomorphic to $Q \otimes_R R[T_1, \ldots, T_n]$ for some $Q \in \text{Vect}_n(R)$. Write $B^R_{\text{Zar}}GL_n(R[T_1, \ldots, T_n])$ for the classifying space (that is, nerve) of the category $\text{Vect}^R_n(R[T_1, \ldots, T_n])$.

Lemma 6.12. Let $R$ be a commutative ring. If $f, g \in R$ with $fR + gR = R$, then for all integers $q \geq 0$ the following diagram is homotopy cartesian

\[
\begin{array}{ccc}
B^R_{\text{Zar}}GL_n(R_q[T_1, \ldots, T_q]) & \longrightarrow & B^R_{\text{Zar}}GL_n(R_f[T_1, \ldots, T_q]) \\
\downarrow & & \downarrow \\
B^R_{\text{Zar}}GL_n(R_g[T_1, \ldots, T_q]) & \longrightarrow & B^R_{\text{Zar}}GL_n(R_{fg}[T_1, \ldots, T_q]).
\end{array}
\]

**Proof.** By Quillen’s Patching Theorem [Qui76, Theorem 1'], a projective $R[T_1, \ldots, T_q]$-module $P$ is extended from $R$ if and only if $P_f$ and $P_g$ are extended from $R_f$ and $R_g$. Hence, the lemma follows from Lemma 6.11 with $R_q[T_1, \ldots, T_q]$ in place of $R$. □

Write $B^R_{\text{Zar}}GL_n(\Delta R)$ for the diagonal of the simplicial space $q \mapsto B^R_{\text{Zar}}GL_n(\Delta q R)$.

**Corollary 6.13.** Let $R$ be a commutative ring. If $f, g \in R$ with $fR + gR = R$, then the following diagram of simplicial sets is homotopy cartesian

\[
\begin{array}{ccc}
B^R_{\text{Zar}}GL_n(\Delta R) & \longrightarrow & B^R_{\text{Zar}}GL_n(\Delta R_f) \\
\downarrow & & \downarrow \\
B^R_{\text{Zar}}GL_n(\Delta R_g) & \longrightarrow & B^R_{\text{Zar}}GL_n(\Delta R_{fg}).
\end{array}
\]

**Proof.** For $q \in \mathbb{N}$, the diagram is homotopy cartesian for $\Delta_q$ in place of $\Delta$, in view of Lemma 6.12. The Corollary now follows from the Bousfield-Friedlander Theorem [BF78, Theorem B.4] which we can apply since the simplicial set $q \mapsto \pi_0B^R_{\text{Zar}}GL_n(\Delta q R)$ of connected components is a constant simplicial set for any $R$. □

Write $B^\bullet_{\text{Zar}}GL_n^\Delta$ the simplicial presheaf

\[X \mapsto B^R_{\text{Zar}}GL_n(\Delta R), \quad \text{where } R = \Gamma(X, O_X).\]

Inclusion of its degree zero space into the simplicial space induces a map of simplicial presheaves $B_{\text{Zar}}GL_n \to B^\bullet_{\text{Zar}}GL_n^\Delta$. 

Theorem 6.14. Let $X = \text{Spec } R$ where $R$ is a noetherian ring. Then the natural maps of simplicial presheaves $BGL_n \to B_{\text{Zar}} GL_n \to B_{\text{Zar}}^* GL_n$ induce a bijection

$$[X, BGL_n]_{\text{Zar}} \cong [X, B_{\text{Zar}}^* GL_n]_{\text{Zar}}.$$  

Proof. This follows from Corollary 6.13 in view of Theorem A.2. \qed

We can reformulate the theorem as follows. For a simplicial presheaf $F$ defined on the category of schemes, we write $\text{Sing}_{A_1} F$ for the simplicial presheaf $X \mapsto (q \mapsto F(X \times \text{Spec } \Delta_q \mathbb{Z}))$. The map of simplicial rings $\mathbb{Z} \to \Delta$ induces a natural map $F \to \text{Sing}_{A_1} F$ of simplicial presheaves.

Theorem 6.15. Let $X = \text{Spec } R$ where $R$ is a noetherian ring. Then the natural map of simplicial presheaves $BGL_n \to \text{Sing}_{A_1} BGL_n$ induces a bijection

$$\Phi_n(X) = [X, BGL_n]_{\text{Zar}} \cong [X, \text{Sing}_{A_1} BGL_n]_{\text{Zar}}.$$  

Proof. This follows from Theorem 6.14 since the natural map of simplicial presheaves $\text{Sing}_{A_1} BGL_n \to B_{\text{Zar}}^* GL_n$ is a weak equivalence at the local rings of $X$. \qed

By definition of the presheaf of perfect groups $\tilde{E}_n$, the canonical map of simplicial presheaves $BGL_n \to \text{Sing}_{A_1} BGL_n$ factors through $BGL_n^+$. From Theorem 6.15 we therefore obtain the following.

Corollary 6.16. Let $X = \text{Spec } R$ be an affine noetherian scheme. Then the string of maps of simplicial presheaves $BGL_n \to BGL_n^+ \to \text{Sing}_{A_1} BGL_n$ induces the sequence of maps

$$[X, BGL_n]_{\text{Zar}} \to [X, BGL_n^+]_{\text{Zar}} \to [X, \text{Sing}_{A_1} BGL_n]_{\text{Zar}}$$

whose composition is a bijection.

Definition 6.17. Let $X$ be a scheme with infinite residue fields and $V$ an oriented rank $n$ vector bundle on $X$. The Euler class $e(V) \in H^n_{\text{Zar}}(X, K_n^{MW})$ of $V$ is the image of $[V] \in [X, BSL_n]_{\text{Zar}}$ under the canonical map

$$[X, BSL_n]_{\text{Zar}} \to [X, BSL_n^+]_{\text{Zar}} \to H^n_{\text{Zar}}(X, K_n^{MW}).$$

By construction, we have $e(W \oplus O_X) = 0$ for any rank $n-1$ oriented vector bundle $W$.

Theorem 6.18. Let $R$ be a commutative noetherian ring of dimension $n \geq 2$. Assume that all its residue fields are infinite. Let $P$ be an oriented rank $n$ projective $R$-module. Then

$$P \cong Q \oplus R \iff e(P) = 0 \in H^n_{\text{Zar}}(R, K_n^{MW}).$$

Proof. We already know that $e(Q \oplus R) = 0$. So assume $e(P) = 0$. In view of Corollary 6.10 the maps of simplicial presheaves

$$BSL_r \to BSL_r^+ \to BGL_r^+ \to \text{Sing}_{A_1} BGL_n$$
induce a commutative diagram
\[
\begin{array}{ccc}
[X, BSL_{n-1}]_{\text{Zar}} & \longrightarrow & [X, BSL_{n-1}^+]_{\text{Zar}} \\
\downarrow & & \downarrow \\
[X, BSL_n]_{\text{Zar}} & \longrightarrow & [X, BSL_n^+]_{\text{Zar}}
\end{array}
\]
where the horizontal composition is the map which forgets the orientation. The commutativity of this diagram together with Theorem 6.9 and the hypothesis \( e(P) = 0 \) implies the result. \( \square \)

**Remark 6.19.** Theorem 6.18 is a generalization of a theorem of Morel [Mor12, Theorem 8.14] who proved it for \( X \) smooth affine over an infinite perfect field. To compare the two versions, note that instead of our Milnor-Witt \( K \)-theory sheaf, Morel uses the unramified Milnor-Witt \( K \)-theory sheaf. But for a smooth \( X \) over an infinite field of characteristic not 2, the canonical map from our Milnor-Witt \( K \)-sheaf to Morel’s Milnor-Witt \( K \)-sheaf is an isomorphism which follows from the exactness of the Gersten complex for Milnor-Witt \( K \)-theory of regular local rings containing an infinite field of characteristic not 2 [GSZ15]. Moreover, Morel uses Nisnevich cohomology instead of Zariski cohomology. Again because of the exactness of the Gersten complex for \( K^{MW}_n \), the change of topology map is an isomorphism for \( X \) smooth over an infinite field of characteristic not 2:

\[
H^n_{\text{Zar}}(X, K^{MW}_n) \cong H^n_{\text{Nis}}(X, K^{MW}_n)
\]

**Remark 6.20.** Let \( L \) be a line bundle on \( X = \text{Spec} \, R \). Theorem 6.18 has an evident generalization to rank \( n \) vector bundles \( P \) with orientation \( \omega : \Lambda^n_R P \cong L \) in \( L \). Equip \( R^n \oplus L \) with the canonical orientation \( \Lambda^n_R(R^n \oplus L) \cong \Lambda^n_R R^n \oplus \Lambda^n_R L = L \), and denote by \( SL_n^L(R) \) the group of orientation preserving \( R \)-linear automorphisms of \( R^n \oplus L \). Then

\[
\Phi_n^L(X) = [X, BSL_n^L]_{\text{Zar}}
\]

is the set of isomorphism classes of rank \( n \) vector bundles on \( X \) with orientation in \( L \). Define the sheaf \( K^{MW}_n(L) \) on \( X \) as

\[
K^{MW}_n(L) = \mathcal{H}_n(SL_n^L, SL_n^L).
\]

Its stalks are, of course, the usual Milnor-Witt \( K \)-groups of the local rings of \( X \). Replacing \( SL_n \) with \( SL_n^L \) everywhere, we obtain an Euler class map as in Definition 6.8 and an Euler class \( e(P, L) \in H^n(R, K^{MW}_n(L)) \) for projective modules \( P \) with orientation in \( L \) as in Definition 6.17.

With the definitions in Remark 6.20 we have the following theorem whose proof is mutatis mutandis the same as in the case \( L = R \) in Theorem 6.18.

**Theorem 6.21.** Let \( R \) be a commutative noetherian ring of dimension \( n \geq 2 \). Assume that all its residue fields are infinite. Let \( L \) be a line bundle on \( R \). Let \( P \) be a rank \( n \) projective \( R \)-module with orientation in \( L \). Then

\[
P \cong Q \oplus L \iff e(P, L) = 0 \in H^n_{\text{Zar}}(R, K^{MW}_n(L)).
\]

For a field \( k \), denote by \( \mathcal{H}(k) \) the Morel-Voevodsky unstable \( \mathbb{A}^1 \)-homotopy category of smooth schemes over \( k \) [MV09]. Recall that \( \Phi_n(X) \) denotes the set of isomorphism classes of rank \( n \) vector bundles on the scheme \( X \). The arguments in
The proof of Theorem 6.14 can be used to give a simple proof of a theorem of Morel [Mor12, Theorem 8.1 (3)]. Note that we do not need to exclude the case $n = 2$.

**Theorem 6.22** (Morel). Let $k$ be an infinite perfect field. Then for any smooth affine $k$-scheme $X$, there is a natural bijection

$$\Phi_n(X) \cong [X, BGL_n]_{\mathcal{E}(k)}.$$ 

**Proof.** Let $R$ be a smooth $k$-algebra. For each $q \geq 0$, the simplicial presheaf $BZar GL_n \Delta_q \cong BVect_n \Delta_q$ has the affine B.G.-property for the Zariski and the Nisnevich topology (see [Mor12] for the definition), by descent, or an application of Quillen’s theorem B.

By a result of Lindel [Lin82], for any smooth $k$-algebra $R$, extension by scalars induces a bijection $\Phi_n(R) \cong \Phi_n(R[T])$. In other words, the simplicial set of connected components $q \mapsto \Phi_n(\Delta_q R) = \pi_0 BZar GL_n(\Delta_q R)$ of the simplicial space $q \mapsto BZar GL_n \Delta_q$ is constant. In view of the Bousfield-Friedlander Theorem [BF78, Theorem B.4.], it follows that the diagonal $Sing^{A^1}_{Zar} GL_n$ of the bisimplicial presheaf $q \mapsto BZar GL_n \Delta_q$ has the affine B.G.-property for the Zariski and the Nisnevich topology. By construction, the simplicial presheaf $Sing^{A^1}_{Zar} GL_n$ is $A^1$-invariant. We will show that the map of simplicial presheaves

$$Sing^{A^1}_{Zar} GL_n \to L_{A^1} Sing^{A^1}_{Zar} GL_n$$

is a weak equivalence on affine $k$-schemes, by an application of [Mor12, Theorem A.19]. We already know that the source of (6.3) is $A^1$-invariant, and satisfies the affine B.G.-property for the Zariski and the Nisnevich topology. Furthermore, $Sing^{A^1}_{Zar} GL_n = \Omega^1_x Sing^{A^1}_{Zar} GL_n$ has the affine B.G.-property for the Nisnevich topology because $Sing^{A^1}_{Zar} GL_n$ has. The $\pi_0$ sheaf of $Sing^{A^1}_{Zar} GL_n$ is trivial in the Zariski topology because over a local ring every rank $n$ vector bundle is trivial. Finally, the $\pi_1$ sheaf of $Sing^{A^1}_{Zar} GL_n$ in the Zariski topology is the $\pi_0$-sheaf of $Sing^{A^1}_{Zar} GL_n$ which is the group of units (for integral schemes), hence strongly $A^1$-invariant, since for a local ring $R$ and $n \geq 1$, we have $SL_n R = E_n R$. In view of [Mor12, Theorem A.19], the map (6.3) is a weak equivalence on affine $k$-schemes.

Now, the map $BGL_n \to Sing^{A^1}_{Zar} GL_n$ is an $A^1$-weak equivalence, and, by Lindel’s theorem, we have $\Phi_n(R) = \pi_0 BZar GL_n(\Delta R)$. This finishes the proof. □

**Remark 6.23.** Similar arguments apply to the symplectic groups $Sp_n$ in place of $GL_n$.

**Appendix A. The affine B.G. property for the Zariski topology**

**Definition A.1.** Let $X$ be a scheme and let $F : \text{Open}^*_X \to \text{sSets}$ be a simplicial presheaf on $X$. We say that $F$ has the **affine B.G.-property for the Zariski topology** if $F(\emptyset)$ is contractible and for any affine $U = \text{Spec} R \in \text{Open}_X$ and $f, g \in R$ with $(f, g) = R$, the following square of simplicial sets is homotopy cartesian

$$\begin{array}{ccc}
F(R) & \longrightarrow & F(R_f) \\
\downarrow & & \downarrow \\
F(R_g) & \longrightarrow & F(R_{fg}).
\end{array}$$

(A.1)
The aim of this appendix is to give a proof of the following result due to Marc Hoyois [Hoy15]. Whereas Hoyois’ proof uses ∞-categories, we give a proof in the framework of model categories based on standard manipulations of homotopy limits.

**Theorem A.2** (Hoyois). Let \( X \) be a noetherian separated scheme and let \( F : \text{Open}_X^{op} \to \text{sSets} \) be a simplicial presheaf on \( X \) which has the affine B.G.-property. Then for all affine \( U \in \text{Open}_X \), the following canonical map is a weak equivalence

\[
F(U) \xrightarrow{\sim} F_{\text{Zar}}(U),
\]

where \( F \to F_{\text{Zar}} \) is a fibrant replacement of \( F \) for the Zariski topology on \( X \).

The proof will occupy the rest of this appendix. We start by reviewing basic properties of homotopy limits [BK72, CS02].

Let \( f : C \to D \) be a functor between small categories. For an object \( D \) of \( D \), the category \((f \downarrow D)\) has objects pairs \((C, a)\) where \( C \) is an object of \( C \) and \( a : f(C) \to D \) is a map in \( D \). A map \((C, a) \to (C', a')\) in \((f \downarrow D)\) is a map \( C \to C' \) in \( C \) which makes the induced triangle in \( D \) commute. Composition is composition of maps in \( C \). There is a similar category \((D \downarrow f)\) whose objects are pairs \((C, a : D \to fC)\). When \( f = \text{id} : C \to C \) is the identity functor, one writes \((C \downarrow C)\) and \((C \downarrow \text{id})\) for \((id \downarrow D)\) and \((C \downarrow \text{id})\). For a small category \( C \), we denote by \( BC \) the classifying space of \( C \), that is, the Nerve simplicial set of \( C \).

Let \( F : C \to \text{sSets} \) be a functor from a small category \( C \) to simplicial sets. Assume that \( F \) is object-wise fibrant, that is, \( FC \) is a fibrant simplicial set for all objects \( C \) of \( C \). Then the homotopy limit of \( F \) over \( C \) is the simplicial set defined by the equalizer diagram

\[
\text{holim}_C F \to \prod_{C \in C} \text{Hom}(B(C \downarrow C), F(C)) \xrightarrow{\gamma} \prod_{C' \in C} \text{Hom}(B(C \downarrow C), F(C'))
\]

where \( a \) and \( b \) are induced by

\[
\text{Hom}(B(C \downarrow C), F(C)) \xrightarrow{F\gamma} \text{Hom}(B(C \downarrow C), F(C'))
\]

\[
\text{Hom}(B(C \downarrow C'), F(C')) \xrightarrow{(C_{\gamma})} \text{Hom}(B(C \downarrow C), F(C')).
\]

If \( F \) is not object-wise fibrant, we define the homotopy limit of \( F \) over \( C \) as the homotopy limit of \( \text{Ex}^\infty F \) over \( C \) as above where \( F \to \text{Ex}^\infty F \) is Kan’s fibrant replacement functor in the category of simplicial sets. So, \( F \to \text{Ex}^\infty F \) is an object-wise weak equivalence, that is, \( FC \to \text{Ex}^\infty FC \) is a weak equivalence for all \( C \in C \), and \( \text{Ex}^\infty F \) is object-wise fibrant.

The homotopy limit has the following useful properties.

**Functoriality.** The homotopy limit \( \text{holim}_C F \) is covariantly functorial in \( F \) and contravariantly functorial in \( C \). More precisely, define a category \([\text{Cat}, \text{sSets}]\) whose objects are pairs \((C, F)\) where \( C \) is a small category and \( F : C \to \text{sSets} \) is a functor. Given two objects \((C, F)\) and \((D, G)\) of \([\text{Cat}, \text{sSets}]\), a morphism \((C, F) \to (D, G)\) in \([\text{Cat}, \text{sSets}]\) is a pair \((f, \varphi)\) where \( f : C \to D \) is a functor and \( \varphi : f^*G \to F \) a natural transformation. Composition is defined as \((g, \gamma) \circ (f, \varphi) = (gf, \varphi \circ f^*(\gamma))\).

The homotopy limit defines a functor

\[
(A.2) \quad \text{holim} : [\text{Cat}, \text{sSets}]^{op} \to \text{sSets}
\]

where \( \text{holim} \) denotes the homotopy limit. The homotopy limit of \( F \) over \( C \) is defined to be \( \text{holim}_C F \).
which sends the map \((f, \varphi) : (\mathcal{C}, F) \rightarrow (\mathcal{D}, G)\) in \([\text{Cat}, \text{sSets}]\) to the map of simplicial sets

\[ (f, \varphi)^* : \text{holim}_\mathcal{D} G \rightarrow \text{holim}_\mathcal{C} F \]

which is the composition of the two maps \([\text{BK72}, \text{XI} \S 3.2]\)

\[ \text{holim}_\mathcal{D} G \xrightarrow{\text{holim}(f)} \text{holim}_\mathcal{C} f^* G \xrightarrow{\text{holim}(\varphi)} \text{holim}_\mathcal{C} F. \]

**Homotopy Lemma.** Let \(F \rightarrow F'\) be a natural transformations of functors \(F, F' : \mathcal{C} \rightarrow \text{sSets}\) such that for all \(C \in \mathcal{C}\) the map \(F(C) \rightarrow F'(C)\) is a weak equivalence of simplicial sets, then the induced map on homotopy limits is a weak equivalence \([\text{BK72}, \text{XI} \S 5.6]\):

\[ \text{holim}_\mathcal{C} F \sim \xrightarrow{\sim} \text{holim}_\mathcal{C} F'. \]

**Cofinality.** A functor \(f : \mathcal{C} \rightarrow \mathcal{D}\) between small categories is called *left cofinal* if for every \(D \in \mathcal{D}\), the classifying space of the category \((f \downarrow D)\) is contractible.

Let \(f : \mathcal{C} \rightarrow \mathcal{D}\) be a left cofinal functor. Then for every functor \(F : \mathcal{D} \rightarrow \text{sSets}\), the induced map on homotopy limits is a weak equivalence \([\text{BK72}, \text{XI} \S 9.2]\):

\[ (f, 1)^* : \text{holim}_\mathcal{D} F \sim \xrightarrow{\sim} \text{holim}_\mathcal{C} f^* F. \]

**Fubini’s theorem.** A functor \((A.3)\) \(C \rightarrow [\text{Cat}, \text{sSets}]^{\text{op}} : \mathcal{C} \mapsto (\mathcal{D}_C, F_C)\) is given by the following data:

- a functor \(\mathcal{D} : \mathcal{C}^{\text{op}} \rightarrow \text{Cat} : \mathcal{C} \mapsto \mathcal{D}_C\),
- for every object \(C \in \mathcal{C}\) a functor \(F_C : \mathcal{D}_C \rightarrow \text{sSets}\), and
- for every map \(\gamma : C_0 \rightarrow C_1\) a natural transformation \(\delta_\gamma : \mathcal{D}_C^{\gamma} F_{C_0} \rightarrow F_{C_1}\) such that \(\delta_1 = \text{id}\) and \(\delta_{\gamma_1 \gamma_0} = \delta_\gamma \delta_{\gamma_1}(\delta_{\gamma_0})\) for any two composable arrows \(\gamma_0, \gamma_1\) in \(\mathcal{C}\).

To give such data is equivalent to giving a functor \((A.4)\)

\[ F : \mathcal{C} \not\rightarrow \mathcal{D} \rightarrow \text{sSets} \]

where \(\mathcal{C} \not\rightarrow \mathcal{D} = (\mathcal{C}^{\text{op}} \not\rightarrow \mathcal{D})^{\text{op}}\) is the opposite of the Grothendieck construction on the functor \(\mathcal{D} : \mathcal{C}^{\text{op}} \rightarrow \text{Cat}\). In detail, \(\mathcal{C} \not\rightarrow \mathcal{D}\) is the category whose objects are pairs \((C, x)\) where \(C\) is an object of \(\mathcal{C}\) and \(x\) is an object of \(\mathcal{D}_C\). A map \((C_0, x_0) \rightarrow (C_1, x_1)\) in \(\mathcal{C} \not\rightarrow \mathcal{D}\) is given by a pair \((\gamma, a)\) where \(\gamma : C_0 \rightarrow C_1\) is a map in \(\mathcal{C}\) and \(a : x_0 \rightarrow D_\gamma x_1\) is a map in \(\mathcal{D}_\gamma\). Composition is defined by \((\gamma_1, a_1) \circ (\gamma_0, a_0) = (\gamma_1 \gamma_0, D_{\gamma_0}(a_1) \circ a_0)\).

The functor \((A.4)\) induced by the collection of data above sends \((C, x)\) to \(F_C(x)\) and a map \((\gamma, a)\) to \(\delta_\gamma(x_1) \circ F(a)\).

The composition of the functors \((A.2)\) and \((A.3)\) determine a functor

\[ \mathcal{C} \rightarrow \text{sSets} : \mathcal{C} \mapsto \text{holim}_{x \in \mathcal{D}_C} F_C(x) \]

which in turn defines a simplicial set

\[ \text{holim}_{C \in \mathcal{C}} \text{holim}_{x \in \mathcal{D}_C} F_C(x). \]

On the other hand, the functor \((A.4)\) also determines a simplicial set

\[ \text{holim}_{(C, x) \in \mathcal{C} \not\rightarrow \mathcal{D}} F_C(x). \]
The Fubini Theorem for homotopy limits asserts that these two simplicial sets are naturally weakly equivalent [CS02, III Theorem 26.8 and III 31.5]:

\[(A.5) \text{holim}_{C \in C} \text{holim}_{x \in D} F_C(x) \simeq \text{holim}_{(C,x) \in C \times D} F_{C(x)}(x).\]

If \(D : C^{op} \to \text{Cat}\) is a constant functor, that is, \(D \gamma = \text{id}\) for all maps \(\gamma\) in \(C\), then \(C \times D = C \times C\) and Fubini’s Theorem reduces to a weak equivalence [BK72, XI Example 4.3]

\[(A.6) \text{holim}_{C \in C} \text{holim}_{x \in D} F_C(x) \simeq \text{holim}_{(C,x) \in C \times C} F_{C(x)}(x).\]

**Homotopy pull-backs.** A commutative square of simplicial sets

\[
\begin{array}{ccc}
X & \longrightarrow & Y \\
\downarrow & & \downarrow \\
Z & \longrightarrow & W
\end{array}
\]

is homotopy cartesian if and only if the natural map, induced by the unique map from the index category to the final object in \(\text{Cat}\),

\[X \longrightarrow \text{holim}(Y \to W \leftarrow Z),\]

is a weak equivalence of simplicial sets [BK72, XI Example 4.1 (iv)].

**Extended Functoriality.** Let \((f_0, \varphi_0), (f_1, \varphi_1) : (C, F) \to (D, G)\) be morphisms in \([\text{Cat}, \text{sSets}]\). A natural transformation \(\delta : (f_0, \varphi_0) \to (f_1, \varphi_1)\) in \([\text{Cat}, \text{sSets}]\) is a natural transformation of functors \(\delta : f_0 \to f_1\) such that \(\varphi_0 = \varphi_1 \circ G(\delta) : f_0 G \to F\).

Assume that \(F\) and \(G\) are object-wise fibrant. If there is a natural transformation \(\delta : (f_0, \varphi_0) \to (f_1, \varphi_1)\) in \([\text{Cat}, \text{sSets}]\) then the induced maps on homotopy limits

\[(f_0, \varphi_0)^*, (f_1, \varphi_1)^* : \text{holim}_{D} G \to \text{holim}_{C} F\]

are homotopic.

**Proof.** The Extended Functoriality is a consequence of Cofinality as follows. Denote by \(p : C \times [1] \to C\) the projection. The two maps \((f_i, \varphi_i) : (C, F) \to (D, G)\) are the two compositions in a diagram

\[
\begin{array}{ccc}
(C, F) & \xrightarrow{(s_0, 1)} & (C \times [1], p^* F) \\
& \xrightarrow{(s_1, 1)} & (C, G)
\end{array}
\]

where \([1]\) is the poset \(0 < 1\) and \(s_i : C \to C \times [1] : C \to (C, i)\) is the obvious inclusion, \(i = 0, 1\). The functor \(p : C \times [1] \to C\) is left cofinal since for every \(C \in C\) the composition

\[(C \downarrow C) \xrightarrow{s_0} (p \downarrow C) \xrightarrow{p} (C \downarrow C)\]

is the identity whereas the the composition

\[(p \downarrow C) \xrightarrow{p} (C \downarrow C) \xrightarrow{s_0} (p \downarrow C)\]

admits a natural transformation to the identity. Since \((C \downarrow C)\) has a final object, this category and hence \((p \downarrow C)\) are contractible. By Cofinality, the map

\[(p, 1)^* : \text{holim}_{C} F \to \text{holim}_{C \times [1]} p^* F\]
is a weak equivalence. Since \((s_i, 1)^*(p, 1)^* = 1\), the two maps \((s_i, 1)^*\) are homotopic, \(i = 0, 1\). In particular, \((f_0, \varphi_0)^* = (s_0, 1)^*(f, \varphi)^*\) is homotopic to \((f_1, \varphi_1)^* = (s_1, 1)^*(f, \varphi)^*\).

Most functors we want to take a homotopy limit of factor through the category \(\text{Open}^\text{op}_X\) of open subsets of a space \(X\). Since the category \(\text{Open}^\text{op}_X\) is a poset, this simplifies the treatment, and we introduce the following category \(\text{Cat}_X\). Its objects are pairs \((\mathcal{C}, U)\) where \(\mathcal{C}\) is a small category and \(U : \mathcal{C} \to \text{Open}^\text{op}_X\) is a functor. A map \(f : (\mathcal{C}, U) \to (\mathcal{D}, V)\) in \(\text{Cat}_X\) is a functor \(f : \mathcal{C} \to \mathcal{D}\) such that \(U(C) \subset V(f(C))\) for all \(C \in \mathcal{C}\). Composition in \(\text{Cat}_X\) is composition of functors. If \(F : \text{Open}^\text{op}_X \to \text{sSets}\) is a simplicial presheaf on \(X\), then \(\text{holim} F\) defines a functor \(\text{Cat}^\text{op}_X \to \text{sSets}\) by \(\text{holim} F(\mathcal{C}, U) = \text{holim}_\mathcal{C} F(U)\). A map \(f : (\mathcal{C}, U) \to (\mathcal{D}, V)\) in \(\text{Cat}_X\) induces a map \((f, \text{can}) : (\mathcal{C}, FU) \to (\mathcal{D}, FV)\) in \([\text{Cat}, \text{sSets}]\) where \(\text{can} : f^* FV \to FU\) is the restriction map. Thus, \(F\) defines a functor

\[
F : \text{Cat}_X \to [\text{Cat}, \text{sSets}] : (\mathcal{C}, U) \mapsto (\mathcal{C}, FU)
\]

which sends natural transformations to natural transformations, and \(\text{holim} F\) is the composition \(\text{holim} \circ F\). Call two maps \(f, g : (\mathcal{C}, U) \to (\mathcal{D}, V)\) in \(\text{Cat}_X\) homotopic of there is a zigzag \(f = f_0 \to f_1 \to f_2 \to \cdots \to f_n = g\) of natural transformations of maps \((\mathcal{C}, U) \to (\mathcal{C}, V)\) in \(\text{Cat}_X\). By the Extended functoriality for homotopy limits, the functor \(\text{holim} F : \text{Cat}_X \to \text{sSets}\) sends homotopic maps to homotopic maps.

The category \(\text{Cat}_X\) has a final object, namely \((*, X)\) where \(*\) denotes the one-object-one-morphism category, that is, the final object in \(\text{Cat}\). In particular, for any \((\mathcal{C}, U)\) in \(\text{Cat}_X\), there is a natural map of simplicial sets

\[
F(X) \to \text{holim}_\mathcal{C} F(U).
\]

If \(I\) is a set, we denote by \(\mathcal{P}_0(I)\) the category of non-empty subsets \(S \subset I\) where we have a unique arrow \(S \to S'\) if \(S \subset S'\), otherwise there is no arrow. An open cover \(\mathcal{U} = \{U_i \to X\}_{i \in I}\) of \(X\) defines a functor \(U : \mathcal{P}_0(I) \to \text{Open}^\text{op}_X : S \mapsto U_S\) where \(U_S = \bigcap_{s \in S} U_s\).

**Definition A.3.** Let \(X\) be a noetherian scheme, and \(\mathcal{U} = \{U_i \to U\}_{i \in I}\) an open cover of some open subset \(U \subset X\). We say that a simplicial presheaf \(F : \text{Open}^\text{op}_X \to \text{sSets}\) has **descent** for \(\mathcal{U}\) if the following canonical map is a weak equivalence

\[
F(U) \to \text{holim}_{S \subset I} F(U_S).
\]

The following is a version of [Voe10] Lemma 5.6.

**Lemma A.4 (Refinement Lemma).** Let \(\mathcal{U} = \{U_i \to X\}_{i \in I}\) and \(\mathcal{V} = \{V_j \to X\}_{j \in J}\) be open covers of \(X\), and assume that \(\mathcal{V}\) is a refinement of \(\mathcal{U}\), that is, there is a map \(f : J \to I\) such that \(V_j \subset U_{f(j)}\) for all \(j \in J\). Let \(F\) be a simplicial presheaf on \(X\). If \(F\) has descent for \(\mathcal{V}\) and for \(\mathcal{V} \cap S = \{V_j \cap U_S \to U_S\}_{j \in I}\) for all \(S \subset I\), then \(F\) has descent for \(\mathcal{U}\).

**Proof.** Consider the diagram in \(\text{Cat}_X\)

\[
\begin{array}{ccc}
(*, X) & \xleftarrow{f} & (\mathcal{P}_0(I), U) \\
\downarrow & & \downarrow \quad p_1 \\
(\mathcal{P}_0(J), V) & \xrightarrow{p_2} & (\mathcal{P}_0(I) \times P_0(J), U \cap V).
\end{array}
\]
The square and the upper left triangle commute in Cat$_X$. We check that the lower right triangle commutes up to homotopy. To this end, consider the map in Cat$_X$

\[ g: (P_0(I) \times P_0(J), U \cap V) \to (P_0(I), U): (S, T) \mapsto S \cup f(T) \]

which is well-defined as \( U_S \cap V_T \subset U_{S \cup J(T)} \) in view of the equality \( U_{S \cup J(T)} = U_S \cap U_{J(T)} \) and the inclusion \( V_T \subset U_{J(T)} \). Now, the (unique) natural transformations \( p_I \to g \) and \( f \circ p_J \to g \) show that the lower right triangle commutes up to homotopy in Cat$_X$. Applying the functor holim \( F \) yields a diagram of simplicial sets

\[
\begin{array}{ccc}
F(X) & \longrightarrow & \text{holim}_{\emptyset \neq S \subset I} F(U_S) \\
\downarrow & & \downarrow \\
\text{holim}_{\emptyset \neq T \subset J} F(V_T) & \longrightarrow & \text{holim}_{\emptyset \neq T \subset J} F(U_S \cap V_T)
\end{array}
\]

in which the outer square and the upper triangle commute and the lower triangle commutes up to homotopy. The left vertical map is a weak equivalence, by assumption. By hypothesis, the cover then \( \text{holim}_{\emptyset \neq S \subset I} F(U_S) \to \text{holim}_{\emptyset \neq S \subset I} \text{holim}_{\emptyset \neq T \subset J} F(U_S \cap V_T) \)

induced by the maps

\[ F(U_S) \to \text{holim}_{\emptyset \neq T \subset J} F(U_S \cap V_T) \]

which are weak equivalence, by assumption. Hence both vertical maps in diagram (A.7) are weak equivalences. It follows that the diagonal map is a weak equivalence, and hence, so are the horizontal maps.

\[ \square \]

**Corollary A.5.** Let \( F \) be a simplicial presheaf on \( X \) and \( \{ U_i \to U \}_{i \in I} \) an open cover of some open \( U \subset X \). If for some \( i \in I \), the map \( U_i \to U \) is the identity, then \( F \) has descent for the cover \( \{ U_i \to U \}_{i \in I} \).

**Proof.** By hypothesis, the cover \( \{ 1 : U \to U \} \) refines \( \{ U_i \to U \} \). Since \( F \) has descent for any cover of the form \( \{ 1 : V \to V \} \), the Refinement Lemma [A.4] implies the result.

\[ \square \]

**Corollary A.6.** Let \( F \) be a simplicial presheaf on \( X \). Let \( \mathcal{U} \) and \( \mathcal{V} \) be open covers of some open \( U \subset X \). If \( \mathcal{V} \) is obtained from \( \mathcal{U} \) by repeating some open sets, then \( F \) has descent for \( \mathcal{U} \) if and only if it has descent for \( \mathcal{V} \).

**Proof.** By assumption, \( \mathcal{U} \) refines \( \mathcal{V} \) and \( \mathcal{V} \) refines \( \mathcal{U} \). The result follows from the Refinement Lemma [A.4] whose hypothesis we check using Corollary [A.5].

\[ \square \]

**Lemma A.7** (Covering Lemma). Let \( F \) be a simplicial presheaf on \( X \) and \( V \subset X \) some open subset. Let \( \{ V_i \to V \}_{i \in I} \) and \( \{ U_{i,j} \to V_i \}_{j \in J(i)} \) be open covers for \( i \in I \). For a non-empty \( S \subset I \) and function \( \sigma : S \to J \) write \( U_{\sigma} = \bigcap_{i \in S} U_{i, \sigma(i)} \). Assume that \( F \) has descent for \( \{ V_i \to V \}_{i \in I} \) and for \( \{ U_{\sigma} \to V_S \}_{\sigma : S \to J}, \emptyset \neq S \subset I \). Then \( F \) has descent for \( \{ U_{i,j} \to V_{i(j)} \}_{i,j \in I \times J} \).

**Proof.** For two sets \( S, J \) write \( J^S \) for the set of functions \( S \to J \). As before, for a non-empty \( T \subset J^S \), write \( U_T \) for \( \bigcap_{\sigma \in T} U_{\sigma} \). By assumption, we have weak equivalences of simplicial sets

\[ F(V) \sim \text{holim}_{S \in \mathcal{P}_0(I)} F(V_S) \sim \text{holim}_{S \in \mathcal{P}_0(I)} \text{holim}_{T \in \mathcal{P}_0(J^S)} F(U_T). \]
By the Fubini Theorem for homotopy limits (A.5), the right hand term is holim(C) f∗FU for the functor (map of posets)

\[ f : C = \mathcal{P}_0(I) \downarrow \mathcal{P}_0(J^r) = \{(S,T) \mid S \in \mathcal{P}_0(I), T \in \mathcal{P}_0(J^r)\} \longrightarrow \mathcal{P}_0(I \times J) \]

defined by

\[ f(S,T) = \{(i,j) \in I \times J \mid i \in S, j \in \{\sigma(i) \mid \sigma \in T\}\} \]

where FU = F ∘ U is the usual functor with

\[ U : \mathcal{P}_0(I \times J) \to \text{Open}_X : R \mapsto U_R = \bigcap_{(i,j) \in R} U_{i,j}. \]

By Cofinality, we are done once we show that the functor f is left cofinal. Thus, for \( R \in \mathcal{P}_0(J^r) \), we have to check that \( f \downarrow R \) is contractible. But the category \( (f \downarrow R) \), considered as a subcategory of \( C \), has a final object, namely \( (S_R,T_R) \) where

\[ S_R = \{i \in I \mid \exists j \in J \mid (i,j) \in R\}, \]
\[ R_i = \{ j \in J \mid (i,j) \in R \}, \]
\[ T_R = \{ \sigma : S_R \to J \mid \sigma(i) \in R_i \}. \]

Therefore, \( f \downarrow R \) is contractible, and we are done. \( \square \)

**Corollary A.8.** Let \( Y \subset X \) be an open subset of a space \( X \). If a simplicial presheaf \( F \) on \( X \) has descent for the open covers \( \{V_j \to V\}_{j \in J}, \{V \to Y, W \to Y\} \) and \( \{V_j \cap W \to V \cap W\}_{j \in J} \), then \( F \) has descent for \( \{V_j \to Y, W \to Y\}_{j \in J} \).

**Proof.** In view of the hypothesis and Corollary A.6, we can apply the Covering Lemma A.7 to \( I = \{0,1\}, V_0 = V, V_1 = W, U_{0,j} = V_j, U_{1,j} = W \). Therefore, \( F \) has descent for \( \{U_{i,j} \to Y\}_{i \in I, j \in J} \) which, after omitting repetitions, is \( \{V_j \to Y, W \to Y\}_{j \in J} \). By Corollary A.6, we are done. \( \square \)

Let \( X \) be a noetherian scheme and \( U \subset X \) an open subscheme. A finite cover \( \{U_i \to U\}_{i \in I} \) of \( U \) is called *elementary* if there exists a total order on \( I \) such that for all \( i \in I \), there are \( f,g \in \Gamma(U_{\leq i}, O_X) \) such that \( (f,g) \) generates the unit ideal in \( \Gamma(U_{\leq i}, O_X) \) and such that \( U_i = \{ u \mid (f,g) \in \mathfrak{m}(U_{\leq i}) \} \) and \( U_{\leq i} = \bigcup_{j \leq i} U_j \). Note that elementary covers are closed under taking base change. Note also that if \( U \) is affine then \( U_i, U_{< i} \) and \( U_{\leq i} \) are also affine.

**Lemma A.9.** Let \( R \) be a noetherian ring. Then any open cover of \( \text{Spec} \ R \) can be refined by a finite elementary open cover.

**Proof.** Since \( R \) is noetherian, any cover of \( X = \text{Spec} \ R \) can be refined by a finite cover. So, it suffices to prove the claim for finite covers \( \{U_i \to X\}_{i=1,...,n} \). We will prove by induction on \( n \in \mathbb{N}_{\geq 1} \) that any cover consisting of \( n \) open subsets can be refined by an elementary open cover. If \( n = 1 \) then \( U_1 = X \) and the cover is already elementary as we can choose \( f = 1 \) and \( g = 0 \). Assume now that \( n \geq 2 \). Let \( I \) and \( J \) be the vanishing ideals of \( X - U_n \) and \( X - U_{< n} \). Since \( U_n \) and \( U_{< n} \) cover \( X \), we have \( I + J = R \), and we can choose \( f \in I, g \in J \) with \( f + g = 1 \). Then \( U_f \subset U_n \) and \( U_g \subset U_{< n} \), and \( U_f \) and \( U_g \) cover \( X \). By induction hypothesis, the cover \( \{(U_i)_g \to (U_{< n})_g \} = U_g \) can be refined by an elementary cover \( \{V_i \to U_g\}_{i \in I} \). Then \( \{V_i \to X, U_f \to X\}_{i \in I} \) is an elementary cover of \( X \) which refines \( \{U_i \to X\}_{i=1,...,n} \). \( \square \)
Lemma A.10. Let $X$ be a noetherian scheme and $F$ a simplicial presheaf on $X$ which has the affine B.G.-property. Then for every open affine $U \subset X$, the simplicial presheaf $F$ has descent for all elementary open covers of $U$.

Proof. We will prove the claim by induction on the cardinality of an elementary cover of an affine open subset of $X$. If $n \leq 2$, the claim follows from the definition of the affine B.G.-property. Now assume $n \geq 3$. Let $\{U_i \to U\}_{i=1,\ldots,n}$ be an elementary cover of an open affine $U \subset X$. By induction hypothesis and the definition of elementary cover, the simplicial presheaf $F$ has descent for the covers $\{U_i \to U_{<n}\}_{i=1,\ldots,n-1}$, $\{U_i \cap U_n \to U_{<n} \cap U_n\}_{i=1,\ldots,n-1}$ and $\{U_n \to U, U_{<n} \to U\}$. By Corollary A.11, the simplicial presheaf $F$ has descent for $\{U_i \to U\}_{i=1,\ldots,n}$. □

Lemma A.11. Let $X$ be a noetherian scheme and $F$ a simplicial presheaf on $X$ which has the affine B.G.-property. Then for every open affine $U \subset X$, the simplicial presheaf $F$ has descent for all open affine covers of $U$.

Proof. Note that an elementary open cover of an affine scheme is an affine cover. Now the claim follows from Lemma A.10 and the Refinement Lemma A.4 which we can apply since elementary covers are closed under base change, and every intersection of affine open subsets in $U$ is affine. □

Denote by $\text{Sch}$ a small full subcategory of the category of schemes closed under taking open subschemes and fibre products. For instance, $\text{Sch}$ could be the category of open subsets of a given scheme, the category of finite type $S$-scheme, or smooth $S$-scheme for a noetherian scheme $S$. Let $\text{Aff} \subset \text{Sch}$ be the full subcategory of affine schemes. For a simplicial presheaf $F$ on $\text{Sch}$, its homotopy right Kan-extension from $\text{Aff}$ to $\text{Sch}$ is the simplicial presheaf $\hat{F}$ on $\text{Sch}$ defined by

$$\hat{F}(X) = \text{holim}_{U \in \text{(Aff} \downarrow X\text{)}} F(U).$$

The canonical map $((\text{Aff} \downarrow X), F) \to (*, F(X))$ in $[\text{Cat}, \text{sSets}]$ induces a map of simplicial presheaves

$$F \to \hat{F}.$$

When $U \in \text{Sch}$ is affine then this map induces a weak equivalence of simplicial sets $F(U) \simto \hat{F}(U)$ since then $(\text{Aff} \downarrow U)$ has a final object.

Lemma A.12. Let $X \in \text{Sch}$ be a scheme, let $L_i$ be line bundles on $X$, and let $f_i \in \Gamma(X, L_i)$ be global sections of $L_i$, $i = 1, \ldots, n$. Assume that $X = \bigcup_{i \in I} X_{f_i}$. If $F$ is a simplicial presheaf on $\text{Sch}$ which has the affine B.G.-property, then its homotopy right Kan extension $\hat{F}$ has descent for the open cover $\{X_{f_i} \to X\}_{i \in I}$.

Proof. Let $y : Y \to X$ be an affine map of schemes. Consider the functor

$$f : (\text{Aff} \downarrow X) \to (\text{Aff} \downarrow Y) : (V \to X) \mapsto y^* V = (V \times_X Y \to Y).$$

The induced functor on opposite categories $f^{op}$ is left cofinal because for every $w : W \to Y$ in $(\text{Aff} \downarrow Y)$, the category $(w \downarrow f^{op})^{op} = (w \downarrow f)$ has an initial object given by $y w : W \to X$ and $(1, y w) : W \to W \times_X Y$. For $\emptyset \neq S \subset I$ and $Y = U_S = \bigcap_{i \in S} X_{f_i} \to X$ the open inclusion, Cofinality for homotopy limits then yields a weak equivalence of simplicial sets

$$\text{holim}_{W \in (\text{Aff} \downarrow U_S)} F(W) \simto \text{holim}_{V \in (\text{Aff} \downarrow X)} F(V \times_X U_S).$$
Taking homotopy limit over $P_0(I)$, we obtain from the Homotopy Lemma the weak equivalence of simplicial sets
\[
\text{holim}_{S \in P_0(I)} \text{holim}_{W \in (\text{Aff} \downarrow U_S)} F(W) \xrightarrow{\sim} \text{holim}_{S \in P_0(I)} \text{holim}_{V \in (\text{Aff} \downarrow X)} F(V \times_X U_S).
\]
The left hand side is
\[
\text{holim}_{S \in P_0(I)} \hat{F}(U_S)
\]
and the right hand side is
\[
\text{holim}_{V \in (\text{Aff} \downarrow X)} \text{holim}_{S \in P_0(I)} F(V \times_X U_S) = \text{holim}_{V \in (\text{Aff} \downarrow X)} F(V) = \hat{F}(X)
\]
since $F$ has descent for open covers of $V$, by Lemma $\text{A.11}$. Thus, we have a sequence of maps in which the second map is a weak equivalence of simplicial sets
\[
\hat{F}(X) \to \text{holim}_{S \in P_0(I)} \hat{F}(U_S) \xrightarrow{\sim} \hat{F}(X).
\]
We are done once we show that the composition is homotopic to the identity. This follows from the Extended Functoriality for homotopy limits since the following diagram in $[\text{Cat}, s\text{Sets}]$ commutes up to natural transformation
\[
\begin{array}{ccc}
(P_0(I) \times (\text{Aff} \downarrow X), f^*F) & \xrightarrow{f} & (P_0(I) \hat{f}(\text{Aff} \downarrow U_I), F) \\
\downarrow & & \downarrow \\
((\text{Aff} \downarrow X), F)
\end{array}
\]
where the horizontal functor is $(S, V \to X) \mapsto (S, V \times_X U_S \to U_S)$, the diagonal functor is $(S, V \to X) \mapsto (V \to X)$ and the vertical functor is $(S, W \to U_S) \mapsto (W \to X)$ using the inclusion $U_S \subset X$. The functor $F$ sends $(S, W \to U_S)$ and $(W \to X)$ to $F(W)$. The natural transformation at $(S, V \to X)$ is the projection map $V \times_X U_S \to V$. \qed

Recall that a quasi-compact scheme $X$ admits an ample family of line bundles if the open subsets $X_f$ form a basis for the Zariski topology on $X$ where $f \in \Gamma(X, L)$ and $L$ runs through all line bundles on $X$. For instance, any quasi-affine scheme has an ample family of line bundles.

**Theorem A.13.** Let $\text{Sch}$ be a small category of noetherian schemes closed under open immersions and fibre products. Let $F$ be a simplicial presheaf on $\text{Sch}$ which has the affine B.G.-property. Then the homotopy right Kan extension $\hat{F}$ of $F$ from $\text{Aff}$ to $\text{Sch}$ has descent for all open covers of $X \in \text{Sch}$ provided $X$ has an ample family of line bundles.

**Proof.** Since $X$ has an ample family of line bundles, every open cover $U$ of $X$ can be refined by a cover as in $\text{A.12}$. Since those covers are closed under base change, Lemma $\text{A.12}$ together with the Refinement Lemma $\text{A.4}$ implies that $\hat{F}$ has descent for $U$. \qed

**Proof of Theorem A.3.** Note that $X$ and all its open subsets have an ample family of line bundles. Let $U, V \subset X$ be open subsets. By Theorem $\text{A.13}$ with $\text{Sch} = \text{Open}_X$ and $U \cup V$ in place of $X$, the simplicial presheaf $\hat{F}$ has descent for the cover $\{ U \to U \cup V, V \to U \cup V \}$ of $U \cup V$. That is, $\hat{F}$ sends the square $\text{B.1}$ to a homotopy cartesian square of simplicial sets. By $\text{BG73}$ Theorem 4, the map $\hat{F} \to \hat{F}_{\text{Zar}}$ from $\hat{F}$ to its Zariski fibrant replacement is an object-wise weak equivalence. Since $F \to \hat{F}$ is an equivalence on affine schemes, the composition $F \to \hat{F}_{\text{Zar}}$ is an
equivalence on affine schemes and a Zariski weak equivalences to a fibrant simplicial presheaf.
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