INTRINSIC METRICS UNDER CONFORMAL AND QUASIREGULAR MAPPINGS

OONA RAINIO

Abstract. The distortion of six different intrinsic metrics and quasi-metrics under conformal and quasiregular mappings is studied in a few simple domains $G \subseteq \mathbb{R}^n$. The already known inequalities between the hyperbolic metric and these intrinsic metrics for points $x, y$ in the unit ball $B^n$ are improved by limiting the absolute values of the points $x, y$ and the new results are then used to study the conformal distortion of the intrinsic metrics. For the triangular ratio metric between two points $x, y \in B^n$, the conformal distortion is bounded in terms of the hyperbolic midpoint and the hyperbolic distance of $x, y$. Furthermore, quasiregular and quasiconformal mappings are studied, and new sharp versions of the Schwarz lemma are introduced.
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1. Introduction

Geometric function theory is an important field of study focusing on boundary structures of domains, several types of mappings and geometric properties of different functions. To study these concepts, one needs to find such a way to measure distances between points in a domain that illustrates the intricate features of the geometric entities so that they can be properly observed. One key concept here is an intrinsic distance, which measures the distance between two points by taking into account how these points are located with respect to the boundary of the domain instead of just expressing how close the points are to each other.
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A most well-known metric for measuring intrinsic distances is the hyperbolic metric [2], but it is not the only one. Instead, there are numerous distance functions with similar properties called the hyperbolic type metrics or, more generally, the intrinsic metrics. Recently, these metrics have been studied, for instance, in [4, 5, 6, 10, 13, 16, 17, 18, 19].

Just like the hyperbolic metric, the intrinsic metrics are often monotonic with respect to the size of the domain, sensitive to the changes in its boundary and give increasing values for distances between two distinct points whenever the point closer to the boundary approaches it [9, pp. 191-192]. However, in spite of all these similarities, the intrinsic metrics do not generally share the most important property of the hyperbolic metric, the conformal invariance. Namely, while the distances measured with the hyperbolic metric are always preserved under conformal mappings, the values of the intrinsic metrics generally change under these types of mappings.

Thus, this leaves us with the question about how these metrics are exactly transformed under conformal mappings. Studying the distortion of different metrics under conformal mappings and other well-known classes of mappings is a significant focus of study in this field. However, while the distortion of the hyperbolic metric under the quasiconformal and quasiregular mappings has been already studied, see for instance [9, Thm 16.2, p. 300], there is not yet many results about how the newer intrinsic metrics and quasi-metrics behave under any of these mappings.

Consequently, to fill this gap, the aim of this article is to find more about the distortion of six chosen metrics and quasi-metrics. While the focus is mostly their behaviour under conformal mappings and Möbius transformations, also the quasiregular and quasiconformal mappings are introduced and studied. Furthermore, in order to make the found results understandable to the reader, all the definitions of different classes of mappings, the metrics considered and other related concepts are given and explained.

The structure of this paper is as follows. First, in Section 3, we study the inequalities between the hyperbolic metric and several intrinsic metrics in the unit ball and give new sharp bounds for these metrics depending on the absolute values of the points whose intrinsic distances are being measured. Then, we use these inequalities to give bounds for the distortion under conformal mappings defined on the unit disk in Section 4. We also consider one interesting Möbius transformation in particular and use a so-called hyperbolic midpoint rotation to bound the conformal distortion of the triangular ratio metric. Our argument here is based on the idea of the hyperbolic midpoint rotation from [18] and we use the very recent explicit formula for the hyperbolic midpoint from [21, Thm 1.4, p. 3]. Finally, in Section 5, we apply the Schwarz lemma for quasiregular and quasiconformal mappings to prove several new Hölder continuity results for the metrics studied. These results, combined with the inequalities from the earlier sections, give also new inequalities for the distortion of quasiregular maps in the Euclidean metric.
2. Preliminaries

Suppose that $G$ is a proper domain in $\mathbb{R}^n$. In other words, choose an open, non-empty and connected set $G \subseteq \mathbb{R}^n$. For any point $x \in G$, denote the Euclidean distance from it to the boundary $\partial G$ by $d_G(x) = \inf\{|x-z| \mid z \in \partial G\}$. Furthermore, for all $x \in \mathbb{R}^n$ and $r > 0$, let $B^n(x,r)$ be the $x$-centered Euclidean open ball with the radius $r$, $\overline{B}^n(x,r)$ its closure and $S^{n-1}(x,r)$ its boundary sphere. Denote the Euclidean line passing through two distinct points $x, y \in \mathbb{R}^n$ by $L(x,y)$ and the Euclidean line segment with these end points by $[x,y]$.

In this paper, we often let the domain $G$ be either the upper half-space $\mathbb{H}^n = \{(x_1, ..., x_n) \in \mathbb{R}^n \mid x_n > 0\}$, the unit ball $\mathbb{B}^n = B^n(0,1)$ or the open sector $S_\theta = \{x \in \mathbb{C} \mid 0 < \arg(x) < \theta\}$ with an angle $\theta \in (0,2\pi)$. Define the hyperbolic metric in these cases as

$$
\chi \rho_{\mathbb{H}^n}(x, y) = 1 + \frac{|x - y|^2}{2d_{\mathbb{H}^n}(x)d_{\mathbb{H}^n}(y)}, \quad x, y \in \mathbb{H}^n,
$$

$$
\sinh^2 \rho_{\mathbb{B}^n}(x, y) = \frac{|x - y|^2}{(1 - |x|^2)(1 - |y|^2)}, \quad x, y \in \mathbb{B}^n,
$$

$$
\rho_{S_\theta}(x, y) = \rho_{\mathbb{H}^2}(x^{\pi/\theta}, y^{\pi/\theta}), \quad x, y \in S_\theta.
$$

The first two formulas above are in [9] (4.8), p. 52 & (4.14), p. 55] and the third one follows from the conformal invariance of the hyperbolic metric: If $G$ is a domain and $f : G \to G' = f(G)$ is a conformal mapping, then

$$
\rho_G(x, y) = \rho_{G'}(f(x), f(y))
$$

for all points $x, y \in G$. Note also that if $n = 2$, the formulas of the hyperbolic metric can be simplified to

$$
\text{th} \frac{\rho_{\mathbb{H}^2}(x, y)}{2} = \frac{|x - y|}{|x - \overline{y}|}, \quad \text{th} \frac{\rho_{\mathbb{B}^2}(x, y)}{2} = \frac{|x - y|}{1 - x\overline{y}} = \frac{|x - y|}{A[x,y]},
$$

where $\overline{y}$ is the complex conjugate of $y$ and $A[x,y] = \sqrt{|x-y|^2 + (1 - |x|^2)(1 - |y|^2)}$ is the Ahlfors bracket, see [9] (3.17) p. 39).

Other than the hyperbolic metric, we will also need the following intrinsic metrics and quasi-metrics for a domain $G \subseteq \mathbb{R}^n$: The distance ratio metric, introduced by Gehring and Palka [8], $j_G : G \times G \to [0, \infty)$,

$$
j_G(x, y) = \log \left(1 + \frac{|x - y|}{\min\{d_G(x), d_G(y)\}}\right),
$$

the $j^*$-metric [10] 2.2, p. 1123 & Lemma 2.1, p. 1124] $j^*_G : G \times G \to [0, 1]$,

$$
j^*_G(x, y) = \text{th} \frac{j_G(x, y)}{2} = \frac{|x - y|}{|x - y| + 2 \min\{d_G(x), d_G(y)\}}.
$$
the triangular ratio metric [4, (1.1), p. 683], originally introduced by P. Hästö in 2002 [12], $s_G : G \times G \to [0, 1]$,

$$s_G(x,y) = \frac{|x-y|}{\inf_{z \in \partial G (|x-z| + |z-y|)}},$$

the point pair function [4, p. 685], [10, 2.4, p. 1124], $p_G : G \times G \to [0, 1]$,

$$p_G(x,y) = \frac{|x-y|}{\sqrt{|x-y|^2 + 4d_G(x)d_G(y)}},$$

the $w$-quasi-metric, introduced in [16], $w_G : G \times G \to [0, 1]$,

$$w_G(x,y) = \frac{|x-y|}{\min\{\inf_{\tilde{y} \in \tilde{Y}} |x-\tilde{y}|, \inf_{\tilde{x} \in \tilde{X}} |y-\tilde{x}|\}} \quad \text{with} \quad \tilde{X} = \{\tilde{x} \in S^{n-1}(x,2d_G(x)) \mid (x+\tilde{x})/2 \in \partial G\},$$

the $t$-metric, introduced in [17], $t_G : G \times G \to [0, 1]$,

$$t_G(x,y) = \frac{|x-y|}{|x-y| + d_G(x) + d_G(y)},$$

and the Barrlund metric [6], first studied in [1] and [14], $b_{G,p} : G \times G \to [0, \infty)$,

$$b_{G,p}(x,y) = \sup_{z \in \partial G} \frac{|x-y|}{(|x-z|^p + |z-y|^p)^{1/p}} \quad \text{for some} \quad p \geq 1.$$

Note that there are some domains in which the functions $p_G$ and $w_G$ are not metrics, as noted in [4 Rmk 3.1 p. 689] and [16, Ex. 4.5, p. 9]. However, they are always at least quasi-metrics in a domain $G$ if they are defined: The function $w_G$ can only be defined in convex domains $G$ [16, p. 8]. Furthermore, it follows from [6, Thm 3.15 p. 11] that, for all $x, y \in \mathbb{B}^n$,

$$b_{\mathbb{B}^n,2}(x,y) = \frac{|x-y|}{\sqrt{2 + |x|^2 + |y|^2 - 2|x+y|}}$$

and, by [16, Cor. 5.5, p. 12], for all distinct points $x, y \in \mathbb{B}^n$ such that $0 \leq |y| \leq |x| < 1$ and $x \neq 0$

$$w_{\mathbb{B}^n}(x,y) = \frac{|x-y|}{|y-x|}.$$

Consider now a few known inequalities between these intrinsic metrics.

**Lemma 2.1.** [10, Lemma 2.1, p. 1124; Lemma 2.2, p. 1125 & Lemma 2.3, p. 1125], [19, Thm 3.6, p. 4], [17, Thm 3.8, p. 7], [6, Thm 3.6 p. 7]

*For a domain $G \subseteq \mathbb{R}^n$ and for all $x, y \in G$, the following inequalities hold:*

1. $j_G^*(x,y) \leq s_G(x,y) \leq 2j_G^*(x,y)$,
2. $j_G^*(x,y) \leq p_G(x,y) \leq \sqrt{2}j_G^*(x,y)$,
(3) \( \frac{1}{\sqrt{2}} p_G(x, y) \leq s_G(x, y) \leq \sqrt{2} p_G(x, y) \),

(4) \( \frac{1}{2} \max \{s_G(x, y), p_G(x, y)\} \leq t_G(x, y) \leq j^*_G(x, y) \),

(5) \( s_G(x, y) \leq b_{G,p}(x, y) \leq 2^{1-1/p} s_G(x, y) \).

Theorem 2.2. [16 Cor. 4.9, p. 10], [10 Lemma 2.3, p. 1125] For any convex domain \( G \subseteq \mathbb{R}^n \) and all \( x, y \in G \),

\[
j^*_G(x, y) \leq w_G(x, y) \leq s_G(x, y) \leq p_G(x, y) \leq \sqrt{2} j^*_G(x, y).
\]

Lemma 2.3. [16 Cor. 4.10, p. 10], [17 Thm 3.8(1), p. 7 & Thm 3.11, p. 9] For all \( x, y \in G \in \{\mathbb{H}^n, \mathbb{B}^n\} \),

(1) \( \frac{1}{4} \rho_{\mathbb{H}^n}(x, y) \leq j^*_{\mathbb{H}^n}(x, y) \leq \rho_{\mathbb{H}^n}(x, y) = s_{\mathbb{H}^n}(x, y) = p_{\mathbb{H}^n}(x, y) = \frac{1}{2} \rho_{\mathbb{H}^n}(x, y) \),

(2) \( \frac{1}{4} \rho_{\mathbb{B}^n}(x, y) \leq j^*_{\mathbb{B}^n}(x, y) \leq \rho_{\mathbb{B}^n}(x, y) \leq s_{\mathbb{B}^n}(x, y) \leq \rho_{\mathbb{B}^n}(x, y) = \frac{1}{2} \rho_{\mathbb{B}^n}(x, y) \),

(3) \( \frac{1}{2} \rho_{G}(x, y) \leq t_G(x, y) \leq j^*_G(x, y) \leq \frac{1}{2} \rho_{G}(x, y) \).

Lemma 2.4. [18 Lemma 3.5, p. 5 & Thm 3.7 p. 6] For all \( x, y \in \mathbb{B}^n \),

\[
\max \left\{ s_{\mathbb{B}^n}(x, y), \frac{4}{\sqrt{10} + \sqrt{2}} p_{\mathbb{B}^n}(x, y) \right\} \leq b_{\mathbb{B}^n,2}(x, y) \leq \sqrt{2} s_{\mathbb{B}^n}(x, y).
\]

Remark 2.5. For every \( t \geq 0 \),

\[
\text{th}(t) = \frac{2\text{th}(t/2)}{1 + \text{th}^2(t/2)} \leq 2\text{th}(t/2).
\]

3. Inequalities for metrics

In this section, we will find inequalities between different intrinsic metrics and the hyperbolic metric defined in the unit ball \( \mathbb{B}^n \) that work for all points \( x, y \in \mathbb{B}^n \) whose absolute values are on a certain interval \([r_l, r_u] \subset [0, 1]\). In other words, we improve the bounds of Lemma 2.3(2)-(3) by taking the absolute values of the points into account. Furthermore, in Corollary 3.18 and Lemma 3.19, we will also introduce such bounds for the Barlund metric in terms of the hyperbolic metric that work for all points in the unit disk and in the upper half-space, respectively.

Remark 3.1. When studying the inequalities between the hyperbolic metric and the intrinsic metrics introduced in this paper in the unit ball or in the upper half-space, we can always suppose that \( n = 2 \) without loss of generality. Namely, the distances between the points \( x, y \in \mathbb{B}^n \) defined by these metrics only depend on how \( x, y \) are located on the intersection of the domain \( \mathbb{B}^n \) and the two-dimensional plane containing \( x, y \) and the origin. In \( \mathbb{H}^n \), the distances are determined by the location of \( x \) and \( y \) on the intersection of \( \mathbb{H}^n \) and the two-dimensional plane that contains \( x, y \) and is perpendicular to \( \partial \mathbb{H}^n \).

First, we find the bounds for the \( t \)-metric, the \( j^* \)-metric and the point pair function.
Theorem 3.2. For all $x, y \in \mathbb{B}^n$ such that $0 \leq |x| \leq |y| \leq r_u < 1$,

$$\frac{1}{2} \text{th} \frac{\rho_{\mathbb{B}^n}(x, y)}{2} \leq t_{\mathbb{B}^n}(x, y) \leq \frac{1 + r_u}{2} \text{th} \frac{\rho_{\mathbb{B}^n}(x, y)}{2}$$

and the latter part of this inequality has the best possible constant depending only on $r_u$.

Proof. By Remark 3.1, we can suppose that $n = 2$ without loss of generality. Now, 

$$t_{\mathbb{B}^2}(x, y) = \sqrt{|x - y|^2 + (1 - |x|^2)(1 - |y|^2)}$$

and $\text{th}(\rho_{\mathbb{B}^2}(x, y)/2) = \sqrt{|x - y|^2 + (1 - |x|^2)(1 - |y|^2)}$.

Denote $v = |x - y|^2$. By differentiation,

$$\frac{\partial}{\partial v} \left( \frac{\sqrt{v^2 + (1 - |x|^2)(1 - |y|^2)}}{v + 2 - |x| - |y|} \right) = \frac{(2 - |x| - |y|)v - (1 - |x|^2)(1 - |y|^2)}{(v + 2 - |x| - |y|)^2 \sqrt{v^2 + (1 - |x|^2)(1 - |y|^2)}} \geq 0$$

$$\Rightarrow \quad v \geq \frac{(1 - |x|^2)(1 - |y|^2)}{2 - |x| - |y|}$$

and, consequently, the quotient (3.3) obtains its maximum when $v$ is either at its lowest or at its greatest. By the triangle inequality, $0 \leq v \leq |x| + |y|$ and the values of the quotient (3.3) of these endpoints are

$$\frac{\sqrt{(1 - |x|^2)(1 - |y|^2)}}{2 - |x| - |y|}, \quad \text{and}$$

$$\frac{\sqrt{(|x| + |y|)^2 + (1 - |x|^2)(1 - |y|^2)}}{|x| + |y| + 2 - |x| - |y|} = \frac{1 + 2|x||y| + |x|^2|y|^2}{2} = 1 + \frac{|x||y|}{2}.$$ 

Since

$$\frac{\partial}{\partial |x|} \left( \frac{\sqrt{(1 - |x|^2)(1 - |y|^2)}}{2 - |x| - |y|} \right) = \frac{(1 - 2|x| + |x||y|)\sqrt{1 - |y|^2}}{(2 - |x| - |y|)^2 \sqrt{1 - |x|^2}}$$

$$\geq \left( \frac{1 - |x|}{2 - |x| - |y|} \right)^2 \frac{1 - |y|^2}{1 - |x|^2} > 0$$

the quotient (3.4) is increasing with respect to $|x|$. Because $|x| \leq |y|$, we will have

$$\frac{\sqrt{(1 - |x|^2)(1 - |y|^2)}}{2 - |x| - |y|} \leq \frac{(1 - |y|^2)}{2(1 - |y|)} = \frac{1 + |y|}{2},$$

which clearly greater than the value of the quotient (3.5) and increasing with respect to $|y| \leq r_u$. The latter part of the inequality in the theorem follows from this and its sharpness can be seen by considering points $x \to y^-$ and $y = r_u$. The first part of the inequality follows directly from Lemma 2.3(3). \qed
Theorem 3.6. For all \( x, y \in \mathbb{B}^n \) such that \( 0 \leq r_l \leq |x| \leq |y| \leq r_u < 1 \),
\[
\frac{1 + r_l^2}{2} \text{th} \frac{\rho_{\mathbb{B}^n}(x, y)}{2} \leq j^*_{\mathbb{B}^n}(x, y) \leq \frac{1 + r_u}{2} \text{th} \frac{\rho_{\mathbb{B}^n}(x, y)}{2}
\]
if \( r_l < \frac{(48\sqrt{33} + 208)^{1/3} - 6}{3(48\sqrt{33} + 208)^{1/3}} - \frac{1}{3} \approx 0.2955977425 \), and
\[
\frac{1 + r_l}{\sqrt{5 + 2r_l + r_l^2}} \text{th} \frac{\rho_{\mathbb{B}^n}(x, y)}{2} \leq j^*_{\mathbb{B}^n}(x, y) \leq \frac{1 + r_u}{2} \text{th} \frac{\rho_{\mathbb{B}^n}(x, y)}{2}
\]
otherwise,
and these inequalities have the best possible constants depending only on \( r_l \) and \( r_u \).

Proof. By Remark 3.1 fix \( n = 2 \). Now,
\[
\frac{j^*_{\mathbb{B}^2}(x, y)}{\text{th}(\rho_{\mathbb{B}^2}(x, y)/2)} = \frac{\sqrt{|x - y|^2 + (1 - |x|^2)(1 - |y|^2)}}{|x - y| + 2(1 - |y|)}.
\]
Suppose that \( v = |x - y| > 0 \) is fixed. Clearly, \( x \in S^1(y, v) \cap \mathbb{B}^2(0, |y|) \). The value of the smaller angle between lines \( L(0, y) \) and \( L(x, y) \) is \( k = \arg(y/(y - x)) \). By writing the distance \( |x| \) with the law of cosines, we will have
\[
\frac{j^*_{\mathbb{B}^2}(x, y)}{\text{th}(\rho_{\mathbb{B}^2}(x, y)/2)} = \frac{\sqrt{v^2 + (1 - v^2 - |y|^2 + 2|y|v \cos(k))(1 - |y|^2)}}{v + 2(1 - |y|)},
\]
which is clearly increasing with respect to \( \cos(k) \) and thus decreasing with respect to \( k \). Clearly, \( k \) is at greatest when \( |x| = |y| \) and at lowest when \( x = y - yv/|y| \). It follows from
and, if
\[
\frac{\sqrt{v^2 + (1 - |y|^2)^2}}{v + 2(1 - |y|)} \leq \frac{j^{*}_p(x, y)}{\text{th}(\rho_p^*(x, y)/2)} \leq \frac{1 + |y|v - |y|^2}{v + 2(1 - |y|)},
\]
and these bounds are sharp. By differentiation,
\[
\frac{\partial}{\partial v} \left( \frac{\sqrt{v^2 + (1 - |y|^2)^2}}{v + 2(1 - |y|)} \right) = \frac{(1 - |y|)(2v - (1 - |y|)(1 + |y|^2))}{\sqrt{v^2 + (1 - |y|^2)^2}(v + 2(1 - |y|))^2},
\]
\[
\frac{\partial}{\partial v} \left( \frac{1 + |y|v - |y|^2}{v + 2(1 - |y|)} \right) = -\left( \frac{1 - |y|}{v + 2(1 - |y|)} \right)^2 < 0.
\]

Denote \( v_0 = (1 - |y|)(1 + |y|^2)^2 / 2 \). The first derivative above is positive if \( v < v_0 \), zero if \( v = v_0 \) and either negative or positive whenever \( v > v_0 \), depending on the value of \( |y| \). Furthermore, by the triangle inequality \( 0 \leq v \leq 2|y| \). Consequently, the lower bound in (3.7) obtains its minimum value either at \( v = 2|y| \) or \( v = v_0 \), but \( v = v_0 \) is only possible if \( v_0 \leq 2|y| \). If \( v = 2|y| \), the lower bound in (3.7) is
\[
\frac{\sqrt{4|y|^2 + (1 - |y|^2)^2}}{2|y| + 2(1 - |y|)} = \frac{1 + |y|^2}{2},
\]
and, if \( v = v_0 \), this same lower bound is
\[
\frac{\sqrt{v_0^2 + (1 - |y|^2)^2}}{v_0 + 2(1 - |y|)} = \frac{\sqrt{(1 - |y|)(1 + |y|^2)^2/4 + (1 - |y|^2)^2}}{(1 - |y|)(1 + |y|^2)/2 + 2(1 - |y|)} = \frac{1 + |y|}{\sqrt{5 + 2|y| + |y|^2}}.
\]
Since
\[
\frac{1 + |y|}{\sqrt{5 + 2|y| + |y|^2}} \leq \frac{1 + |y|^2}{2} \iff (1 - 3|y| - |y|^2 - |y|^3)^2 \geq 0,
\]
the quotient (3.10) is always less than the quotient (3.9), so the minimum value of the lower bound (3.7) is (3.10) whenever \( v_0 \leq 2|y| \) and (3.9) otherwise. By the cubic formula, we will have
\[
v_0 \leq 2|y| \iff 1 - 3|y| - |y|^2 - |y|^3 \leq 0
\]
\[
\iff |y| \geq \frac{(48\sqrt{33} + 208)^{1/3}}{6} - \frac{16}{3(48\sqrt{33} + 208)^{1/3}} - \frac{1}{3} \approx 0.2955977425.
\]
It can be shown by differentiation that both the quotients (3.9) and (3.10) are increasing with respect to \( |y| \in [r_l, r_u] \), so the first parts of the inequalities in the theorem follow. Next, consider the derivative (3.8). We see from it that the upper bound in (3.7) is always decreasing with respect to \( v \) and therefore it is at greatest with \( v \to 0^+ \), so
\[
\frac{j^{*}_p(x, y)}{\text{th}(\rho_p^*(x, y)/2)} \leq \lim_{v \to 0^+} \frac{1 + |y|v - |y|^2}{v + 2(1 - |y|)} = \frac{1 + |y|}{2}.
\]
Since \( (1 + |y|)/2 \) is increasing with respect to \( |y| \), the rest of the theorem follows. \( \square \)
Theorem 3.12. For all \( x, y \in \mathbb{B}^n \) such that \( 0 \leq r_1 \leq |x| \leq |y| \leq r_u < 1 \),
\[
\frac{1 + r_1}{2} \frac{\rho_{\mathbb{B}^n}(x, y)}{\text{th}(\rho_{\mathbb{B}^n}(x, y)/2)} \leq p_{\mathbb{B}^n}(x, y) \leq \frac{1 + r_u^2}{2\sqrt{1 - 2r_u + 2r_u^2}} \frac{\rho_{\mathbb{B}^n}(x, y)}{\text{th}(\rho_{\mathbb{B}^n}(x, y)/2)}
\]
and this inequality has the best possible constants depending only on \( r_1 \) and \( r_u \).

Proof. Fix \( n = 2 \) by Remark 3.1 and consider the quotient
\begin{equation}
(3.13) \quad \frac{p_{\mathbb{B}^2}(x, y)}{\text{th}(\rho_{\mathbb{B}^2}(x, y)/2)} = \sqrt{\frac{|x - y|^2 + (1 - |x|^2)(1 - |y|^2)}{|x - y|^2 + 4(1 - |x|)(1 - |y|)}}.
\end{equation}

The expression above is increasing with respect to \( u = |x - y|^2 \) because, by differentiation,
\[
\frac{\partial}{\partial u} \left( \frac{u + (1 - |x|^2)(1 - |y|^2)}{u + 4(1 - |x|)(1 - |y|)} \right) = \frac{(1 - |x|)(1 - |y|)(2 - |x| - |y|)}{(u + 4(1 - |x|)(1 - |y|))^2} > 0.
\]

By triangle inequality, \( |y| - |x| \leq u \leq |x| + |y| \) and the both equalities are possible here. Consequently, the strictest bounds only depending on \( |x| \) and \( |y| \) for the quotient (3.13) can be written as
\begin{equation}
(3.14) \quad \frac{1 - |x||y|}{2 - |x| - |y|} = \sqrt{\frac{1 - 2|x||y| + |x|^2|y|^2}{4 - 4|x| - 4|y| + 6|x||y| + |x|^2 + |y|^2}} \leq \frac{p_{\mathbb{B}^2}(x, y)}{\text{th}(\rho_{\mathbb{B}^2}(x, y)/2)}
\end{equation}
\[
\leq \sqrt{\frac{1 + 2|x||y| + |x|^2|y|^2}{4 - 4|x| - 4|y| + 6|x||y| + |x|^2 + |y|^2}}.
\]

By differentiation,
\[
\frac{\partial}{\partial |y|} \left( \frac{1 - |x||y|}{2 - |x| - |y|} \right) = \left( \frac{1 - |x|}{2 - |x| - |y|} \right)^2 > 0,
\]
\[
\frac{\partial}{\partial |x|} \left( \frac{1 + 2|x||y| + |x|^2|y|^2}{4 - 4|x| - 4|y| + 6|x||y| + |x|^2 + |y|^2} \right)
\]
\[
= \frac{2(1 + |x||y|)(1 - |y|)(2 - |x| - |y|^2 + 3|y|(1 - |x|))}{(4 - 4|x| - 4|y| + 6|x||y| + |x|^2 + |y|^2)^2} > 0,
\]
so the lower bound in (3.14) is increasing with respect to \( |y| \) and the upper bound in (3.14) increasing with respect to \( |x| \). Consequently, it follows from \( |x| \leq |y| \) that
\[
\frac{1 + |x|}{2} = \frac{1 - |x|^2}{2(1 - |x|)} \leq \frac{p_{\mathbb{B}^2}(x, y)}{\text{th}(\rho_{\mathbb{B}^2}(x, y)/2)} \leq \sqrt{\frac{1 + 2|y|^2 + |y|^4}{4 - 8|y| + 8|y|^2}} = \frac{1 + |y|^2}{2\sqrt{1 - 2|y| + 2|y|^2}}.
\]

The both the bounds above are increasing with respect to \( |x| \) and \( |y| \), so the result follows. \( \square \)

Now, let us consider the Barrlund metric.
Theorem 3.15. For all \( x, y \in \mathbb{B}^n \) such that \( 0 \leq r_1 \leq |x| \leq |y| \leq r_u < 1 \),

\[
\sqrt{\frac{1 + r_1^2}{2}} \frac{\rho_{\mathbb{B}^n}(x, y)}{2} \leq b_{\mathbb{B}^n,2}(x, y) \leq \frac{1 + r_u}{\sqrt{2}} \frac{\rho_{\mathbb{B}^n}(x, y)}{2}
\]

and this inequality has the best possible constants depending only on \( r_1 \) and \( r_u \).

Proof. By Remark [3.1] we can suppose without loss of generality that \( n = 2 \). Now,

\[
b_{\mathbb{B}^2,2}(x, y) \frac{\rho_{\mathbb{B}^2}(x, y)/2} = \sqrt{\frac{|x - y|^2 + (1 - |x|^2)(1 - |y|^2)}{2 + |x|^2 + |y|^2 - 2|x||y|}}.
\]

Because \(|x - y|^2 = 2|x|^2 + 2|y|^2 - |x + y|^2\), this can be equivalently written as

\[
(3.16) \quad b_{\mathbb{B}^2,2}(x, y) \frac{\rho_{\mathbb{B}^2}(x, y)/2} = \sqrt{\frac{1 + |x|^2 + |y|^2 + |x|^2|y|^2 - |x + y|^2}{2 + |x|^2 + |y|^2 - 2|x||y|}}.
\]

Denote

\[
u_0 = 1 + |x|^2 + |y|^2 + |x|^2|y|^2, \quad v_0 = 2 + |x|^2 + |y|^2,
\]

and note that \( v_0 > v_1^2/4 \) because

\[
v_1^2 - 4v_0 = -|x|^2(2 - |x|^2) - |y|^2(2 - |y|^2) - 2|x||y| < 0.
\]

The argument inside the square root in (3.16) can be described with a function \( f : [0, 1) \to \mathbb{R}^+, f(u) = (v_0 - u^2)/(v_1 - 2u) \), which is increasing because

\[
f'(u) = \frac{2(u^2 - v_1u + v_0)}{(v_1 - 2u)^2} > \frac{2(u^2 - v_1u + v_1^2/4)}{(v_1 - 2u)^2} = \frac{2(u - v_1/2)^2}{(v_1 - 2u)^2} = \sqrt{2} > 0.
\]

By the triangle inequality, \(|y| - |x| \leq u \leq |x| + |y|\), where both of the equalities are clearly possible, and thus the strictest possible bounds for the quotient (3.16) with fixed choice of \(|x|, |y|\) can be written as

\[
(3.17) \quad \frac{\sqrt{1 + 2|x||y| + |x|^2|y|^2}}{2 + 2|x| - 2|y| + |x|^2 + |y|^2} \leq b_{\mathbb{B}^2,2}(x, y) \frac{\rho_{\mathbb{B}^2}(x, y)/2} \leq \frac{\sqrt{1 - 2|x||y| + |x|^2|y|^2}}{2 - 2|x| - 2|y| + |x|^2 + |y|^2}.
\]

By differentiation,

\[
\frac{\partial}{\partial |y|} \left( \frac{1 + 2|x||y| + |x|^2|y|^2}{2 + 2|x| - 2|y| + |x|^2 + |y|^2} \right) = \frac{2(1 + |x|)(1 + |x||y|)(1 - |y| - |x| + |x|^2)}{(2 + 2|x| - 2|y| + |x|^2 + |y|^2)^2} > 0,
\]

\[
\frac{\partial}{\partial |x|} \left( \frac{1 + 2|x||y| + |x|^2|y|^2}{2 + 2|x| - 2|y| + |x|^2 + |y|^2} \right) = \frac{2(1 - |y|)(1 + |x||y|)(1 - |x| - |y|(1 - |y|))}{(2 - 2|x| - 2|y| + |x|^2 + |y|^2)^2} > 0,
\]
so the lower bound in (3.17) is increasing with respect to $|y|$ and the upper bound in (3.17) is increasing with respect to $|x|$. Since $|x| \leq |y|$, it follows that

$$\frac{\sqrt{1 + |x|^2}}{2} \leq \frac{b_{B^2,2}(x, y)}{\text{th}(\rho_{B^2}(x, y)/2)} \leq \frac{1 + |y|}{\sqrt{2}},$$

from which the result follows. \hfill \Box

**Corollary 3.18.** For all points $x, y \in B^n$,

$$\frac{1}{\sqrt{2}} \text{th} \frac{\rho_{B^n}(x, y)}{2} \leq b_{B^n,2}(x, y) \leq \sqrt{2} \text{th} \frac{\rho_{B^n}(x, y)}{2}$$

and the constants here are the best ones possible.

**Proof.** The bounds follow from Theorem 3.15 by choosing $r_l = 0$ and $r_u \to 1^-$, and these limits are sharp because the inequality in Theorem 3.15 is. \hfill \Box

**Lemma 3.19.** For all points $x, y \in H^n$,

$$\text{th} \frac{\rho_{H^n}(x, y)}{2} \leq b_{H^n,2}(x, y) \leq \sqrt{2} \text{th} \frac{\rho_{H^n}(x, y)}{2}$$

and the constants here are the best ones possible.

**Proof.** By Remark 3.1, we can fix $n = 2$. From [6, Thm 3.12, p. 11], we see that

$$b_{H^2,2}(x, y) = \frac{\sqrt{2}|x - y|}{\sqrt{|x - y|^2 + \Im(x + y)^2}},$$

so we will have

$$\frac{b_{H^2,2}(x, y)}{\text{th}(\rho_{H^2}(x, y)/2)} = \frac{\sqrt{2}|x - \overline{y}|}{\sqrt{|x - \overline{y}|^2 + \Im(x + y)^2}} = \sqrt{2} \cdot \frac{\Re(x - y)^2 + \Im(x + y)^2}{\Re(x - y)^2 + \Im(x - y)^2 + \Im(x + y)^2}. $$

Clearly, the quotient above obtains its minimum value 1 when $\Re(x) = \Re(y)$ and $\Im(y) \to 0^+$, and its maximum value $\sqrt{2}$ when $\Im(x) = \Im(y)$, from which the result follows. \hfill \Box

The bounds for the $w$-quasi-metric and the triangular ratio metric can be created by using the inequalities found already earlier.

**Corollary 3.20.** For all $x, y \in B^n(0, r)$ such that $0 \leq r_l \leq |x| \leq |y| \leq r_u < 1$,

$$\frac{1 + r_l}{\sqrt{5 + 2r_l + r_l^2}} \text{th} \frac{\rho_{B^n}(x, y)}{2} \leq w_{B^n}(x, y) \leq s_{B^n}(x, y) \leq \frac{1 + r_u^2}{2\sqrt{1 - 2r_u + 2r_u^2}} \text{th} \frac{\rho_{B^n}(x, y)}{2}.$$

**Proof.** Follows from Lemma 2.3(2), Theorems 3.6 and 3.12, and the inequality (3.11). \hfill \Box
4. Conformal mappings

In this section, we will study the distortion of the intrinsic metric under conformal mappings. Our main results are Theorem 4.8 and Corollary 4.18 out of which the former gives upper and lower bounds for the distortion of six different intrinsic metrics defined in the unit disk, and the latter deals with the triangular ratio metric only. However, before moving on to these results, let us first define what a conformal mapping actually is.

4.1. Conformal mappings. [9, Def. 3.1, p. 25] Suppose that $G, G'$ are domains in $\mathbb{R}^n$ and let $f : G \to G'$ be a homeomorphism between them. In other words, choose $f$ so that it is continuous and has a continuous inverse function. Now, the function $f$ is conformal if (1) its derivative $f'$ exists and is continuous, (2) its Jacobian determinant $J_f(x)$ is non-zero at every point $x \in G$, and (3) $|f'(x)h| = |f'(x)||h|$ for all $x \in G$ and $h \in \mathbb{R}^n$.

By [9, Def. 3.7, p. 27], a continuous homeomorphism $f$ between some domains $G, G' \subset \mathbb{R}^n$ is sense-preserving if $J_f(x) > 0$ for all points $x \in G$ and sense-reversing if $J_f(x) < 0$ for all points $x \in G$ instead. It follows from the definition above that conformal mappings are either sense-preserving or sense-reversing. In the two-dimensional case, sense-preserving conformal mappings preserve both magnitude and orientation of an angle between any curves, while sense-reversing conformal mappings only preserve the magnitude but not the orientation. A translation, a rotation and a stretching by a factor $r > 0$ are examples of sense-preserving conformal mappings, while reflections and inversions in the circle are conformal mappings that do not preserve orientation. Another well-known type of conformal mappings is introduced below.

4.2. Möbius transformations. [9, Ex. 3.2, pp. 25-26 & Def. 3.6, p. 27], [3, Def., p. 298] Denote $\mathbb{R}^n = \mathbb{R}^n \cup \{\infty\}$ and let $\cdot$ be the symbol of the dot product. For any $t \in \mathbb{R}$ and $u \in \mathbb{R}^n\{0\}$,

$$P(u,t) = \{x \in \mathbb{R}^n \mid x \cdot u = t\} \cup \{\infty\}$$

is the hyperplane perpendicular at vector $u$, containing the point $t/|u|$. The reflection in this hyperplane is defined by the function $h_r : \mathbb{R}^n \to \mathbb{R}^n$,

$$h_r(x) = x - 2(x \cdot u - t)\frac{u}{|u|^2}, \quad h_r(\infty) = \infty.$$

Similarly, the inversion in the sphere $S^{n-1}(v,r)$ is $h_i : \mathbb{R}^n \to \mathbb{R}^n$,

$$h_i(x) = v + \frac{r^2(x - v)}{|x - v|^2}, \quad h_i(v) = \infty, \quad h_i(\infty) = v.$$

A Möbius transformation is a function $f : \mathbb{R}^n \to \mathbb{R}^n$, $f = h_1 \circ \cdots \circ h_m$, where each $h_j$ is either a reflection in some hyperplane or an inversion in a sphere, and $m \geq 1$ is an integer. In the extended complex plane $\mathbb{C} = \mathbb{C} \cup \{\infty\}$, the expression of a sense-preserving Möbius
transformation \( f : \mathbb{C} \to \mathbb{C} \) can be written as

\[
(4.3) \quad f(z) = \frac{sz + t}{uz + v},
\]

where \( s, t, u, v \in \mathbb{C} \) are constants such that \( sv - tu \neq 0 \).

**Remark 4.4.** (1) In the extended complex plane, the expression for the sense-reversing Möbius transformation can be obtained by replacing the variable \( z \) by its complex conjugate \( \overline{z} \) in the expression (4.3).

(2) It follows from the Schwarz lemma that a conformal mapping \( f : G \to G' = f(G) \), \( G, G' \in \{ \mathbb{B}^2, \mathbb{H}^2 \} \) is in fact a Möbius transformation.

(3) If \( G \) is a domain in \( G \subset \mathbb{R}^n, n \geq 3 \), and \( f : G \to f(G) \subset \mathbb{R}^n \) is a conformal mapping, then by *Liouville’s theorem* there is a Möbius transformation \( h \) in \( \mathbb{R}^n = \mathbb{R}^n \cup \{ \infty \} \) such that \( h(x) = f(x) \) for every \( x \in G \) [9, Rmk 3.44, p. 47].

Let us now move on to study the distortion of the intrinsic metrics under conformal mappings. Out of the different metrics and quasi-metrics studied in this paper, only the hyperbolic metric is conformally invariant but it is clear that conformal mappings cannot distort the distances of the other metrics indefinitely because these metrics have bounds in terms of the hyperbolic metric. If the domain is the upper half-space or the unit ball, the upper bound of the distortion is 2, as shown below.

**Lemma 4.5.** Suppose that \( G, G' \in \{ \mathbb{H}^n, \mathbb{B}^n \}, f : G \to G' = f(G) \) is a conformal mapping and \( d_G \) is one of the intrinsic metrics or quasi-metrics in \( \{ t_G, j_G^*, w_G, s_G, p_G \} \). Then, for all \( x, y \in G \),

\[
d_G(x, y)/2 \leq d_{G'}(f(x), f(y)) \leq 2d_G(x, y).
\]

Furthermore, for \( d_G \in \{ w_G, s_G, p_G \} \),

\[
d_G(x, y)/2 \leq d_{G'}(f(x), f(y)) \leq d_G(x, y) \quad \text{if} \quad G = \mathbb{H}^n, G' = \mathbb{B}^n, \quad \text{and}
\]

\[
d_G(x, y) \leq d_{G'}(f(x), f(y)) \leq 2d_G(x, y) \quad \text{if} \quad G = \mathbb{B}^n, G' = \mathbb{H}^n.
\]

**Proof.** From Lemma 2.3 and Remark 2.5 we see that

\[
\frac{1}{2} \text{th} \frac{\rho_G(x, y)}{2} \leq d_G(x, y) \leq \text{th} \frac{\rho_G(x, y)}{2}
\]

for all \( d_G \in \{ t_G, j_G^*, w_G, s_G, p_G \} \). Thus, by the conformal invariance of the hyperbolic metric,

\[
\frac{1}{2} d_G(x, y) \leq \frac{1}{2} \text{th} \frac{\rho_G(x, y)}{2} = \frac{1}{2} \text{th} \frac{\rho_{G'}(f(x), f(y))}{2} \leq d_{G'}(f(x), f(y)) \leq \text{th} \frac{\rho_{G'}(f(x), f(y))}{2} = \text{th} \frac{\rho_G(x, y)}{2} \leq 2d_G(x, y).
\]

By Lemma 2.3 (1), \( d_{H^n}(x, y) = \text{th}(\rho_{H^n}(x, y)/2) \) for \( d_G \in \{ w_G, s_G, p_G \} \), from which the latter part of the result follows. \( \square \)
Lemma 4.6. For any conformal mapping \( f : \mathbb{H}^n \rightarrow \mathbb{H}^n \) and all points \( x, y \in \mathbb{H}^n \),
\[
\frac{j_{\mathbb{H}^n}^*(f(x), f(y))}{j_{\mathbb{H}^n}^*(x, y)} \leq \sqrt{2}.
\]

Proof. Follows from Lemmas 2.3(1) and 2.1(2), and the conformal invariance of the hyperbolic metric.

Lemma 4.7. For any conformal mapping \( f : G \rightarrow G' = f(G) \) such that \( G, G' \in \{ \mathbb{H}^n, \mathbb{B}^n \} \) and for all \( x, y \in G \),
\[
\begin{align*}
&b_{G,2}(x, y)/\sqrt{2} \leq b_{G',2}(f(x), f(y)) \leq \sqrt{2}b_{G,2}(x, y) \quad \text{if} \quad G = G' = \mathbb{H}^n, \\
&b_{G,2}(x, y)/2 \leq b_{G',2}(f(x), f(y)) \leq \sqrt{2}b_{G,2}(x, y) \quad \text{if} \quad G = \mathbb{H}^n, G' = \mathbb{B}^n, \\
&b_{G,2}(x, y)/\sqrt{2} \leq b_{G',2}(f(x), f(y)) \leq 2b_{G,2}(x, y) \quad \text{if} \quad G = \mathbb{B}^n, G' = \mathbb{H}^n, \\
&b_{G,2}(x, y)/2 \leq b_{G',2}(f(x), f(y)) \leq 2b_{G,2}(x, y) \quad \text{if} \quad G = G' = \mathbb{B}^n.
\end{align*}
\]

Proof. Follows from Corollary 3.18, Lemma 3.19 and the conformal invariance of the hyperbolic metric.

By choosing some bounds for the absolute value of the points in the unit ball, we can find a better upper and lower bounds for the distortion under conformal mappings than 1/2 and 2.

Theorem 4.8. If \( f : \mathbb{B}^n \rightarrow \mathbb{B}^n = f(\mathbb{B}^n) \) is a conformal mapping, \( x, y \in \mathbb{B}^n \) and \( r_1, r_u, R_l, R_u \in [0, 1) \) such that \( |x|, |y| \in [r_1, r_u] \) and \( |f(x)|, |f(y)| \in [R_l, R_u] \), then
\[
\begin{align*}
&\frac{1}{1 + r_u} \leq \frac{t_{\mathbb{B}^n}(f(x), f(y))}{t_{\mathbb{B}^n}(x, y)} \leq 1 + R_u, \\
&\frac{2(1 + R_l)}{(1 + r_u)\sqrt{5 + 2R_l + R_u^2}} \leq \frac{j_{\mathbb{B}^n}^*(f(x), f(y))}{j_{\mathbb{B}^n}^*(x, y)} \leq \frac{(1 + R_u)\sqrt{5 + 2R_l + R_u^2}}{2(1 + r_l)}, \\
&\frac{\sqrt{1 - 2r_u + 2r_u^2(1 + R_l)}}{1 + r_u^2} \leq \frac{p_{\mathbb{B}^n}(f(x), f(y))}{p_{\mathbb{B}^n}(x, y)} \leq \frac{1 + R_u^2}{(1 + r_l)\sqrt{1 - 2R_u + 2R_u^2}}, \\
&\frac{\sqrt{1 + R_l^2}}{1 + r_u} \leq \frac{b_{\mathbb{B}^n, 2}(f(x), f(y))}{b_{\mathbb{B}^n, 2}(x, y)} \leq \frac{1 + R_u}{\sqrt{1 + r_l^2}}, \\
&\frac{2(1 + R_l)\sqrt{1 - 2r_u + 2r_u^2}}{(1 + r_u^2)\sqrt{5 + 2R_l + R_u^2}} \leq \frac{s_{\mathbb{B}^n}(f(x), f(y))}{s_{\mathbb{B}^n}(x, y)} \leq \frac{(1 + R_u^2)\sqrt{5 + 2r_l + r_u^2}}{2(1 + r_l)\sqrt{1 - 2R_u + 2R_u^2}}, \\
&\frac{2(1 + R_l)\sqrt{1 - 2r_u + 2r_u^2}}{(1 + r_u^2)\sqrt{5 + 2R_l + R_u^2}} \leq \frac{w_{\mathbb{B}^n}(f(x), f(y))}{w_{\mathbb{B}^n}(x, y)} \leq \frac{(1 + R_u^2)\sqrt{5 + 2r_l + r_u^2}}{2(1 + r_l)\sqrt{1 - 2R_u + 2R_u^2}}.
\end{align*}
\]

Proof. Follows from Theorems 3.2, 3.6, 3.14 and 3.15, the inequality (3.11), Corollary 3.20 and the conformal invariance of the hyperbolic metric.
Remark 4.9. By choosing \( r_l = R_l = 0 \) and \( r_u = R_u \to 1^- \), the inequalities \((1), (3)\) and \((4)\) in Theorem 4.8 are the same as the ones in Lemmas 4.5 and 4.7(2). While this not true for the other three inequalities in Theorem 4.8, we could improve their results for certain choices of \( r_l, R_l \): Recall that the bound \((1 + r_l^2)/\sqrt{5 + 2r_l + r_l^2}\) in Theorem 3.6 can be replaced with \((1 + r_l^2)/2\) in the case \( r_l < 0 \). Thus, by taking into consideration whether \( r_l, R_l \) are less than 0 or not, the other inequalities would also give sharp results in the case \( r_l = R_l = 0 \) and \( r_u = R_u \to 1^- \).

Next, consider the sense-preserving Möbius transformation
\[
T_a : \mathbb{B}^2 \to \mathbb{B}^2, \quad T_a(z) = \frac{z - a}{1 - az},
\]
where \( a \) is some fixed point from the unit disk. This hyperbolic isometry has several useful properties that can be found in [9, Ch. 3.2, pp. 35-38]. Interestingly, it seems to be fulfilling the inequality
\[
d_{\mathbb{B}^2}(T_a(x), T_a(y)) \leq (1 + |a|)d_{\mathbb{B}^2}(x, y), \quad x, y \in \mathbb{B}^2
\]
for several intrinsic metrics, including the triangular ratio metric [4, Conj. 1.6, p. 684], the Barrlund metric with \( p = 2 \) [6, Conj. 4.3, p. 25] and the \( t \)-metric [17, Conj. 4.13, p. 13]. Numerical tests suggest that this inequality would also hold for the \( j^* \)-metric, the point pair function and the quasi-metric \( w \). Furthermore, the inequality (4.11) has the best possible constant as can be see in the next lemma.

Lemma 4.12. For all \( a \in \mathbb{B}^2 \) and \( d_G \in \{t_G, j^*_G, w_G, s_G, p_G, b_G, 2\} \),
\[
\sup_{x, y \in \mathbb{B}^2} \frac{d_{\mathbb{B}^2}(T_a(x), T_a(y))}{d_{\mathbb{B}^2}(x, y)} \geq 1 + |a|.
\]

Proof. By fixing \( \mu = \arg(a) \) and \( 0 < k < 1 \), we can calculate that
\[
\lim_{k \to 0^+} \frac{d_{\mathbb{B}^2}(T_a(ke^{i\mu}), T_a(-ke^{i\mu}))}{d_{\mathbb{B}^2}(ke^{i\mu}, -ke^{i\mu})} = 1 + |a|
\]
for all \( d_G \in \{t_G, j^*_G, w_G, s_G, p_G, b_G, 2\} \), from which the result follows. \( \Box \)

According to several numerical tests, the equality holds in Lemma 4.12 for all six intrinsic metrics and quasi-metrics considered and, trivially, the inequality (4.11) would follow from this.

Corollary 4.13. For any Möbius transformation \( h : \mathbb{B}^n \to \mathbb{B}^n \), all \( x, y \in \mathbb{B}^n \) and all \( d_G \in \{j^*_G, w_G, s_G, p_G\} \),
\[
d_{\mathbb{B}^n}(h(x), h(y)) \leq \frac{2d_{\mathbb{B}^n}(x, y)}{1 + d_{\mathbb{B}^n}(x, y)^2} \leq 2d_{\mathbb{B}^n}(x, y),
\]
where the constant 2 in the second inequality is sharp.

Proof. The inequality follows from Lemma 2.3(2), Remark 2.5 and the conformal invariance of the hyperbolic metric, and the sharpness from Lemma 4.12 by letting \( a \to 1^- \). \( \Box \)
Lemma 4.14. For all $0 < r < 1$ and $a \in \mathbb{B}^2$, 
\[ B^2(0, R_t) \subset T_a(B^2(0, r)) \subset B^2(0, R_u), \]
if and only if 
\[ R_t \leq \frac{|a| - r}{1 - |a|r} \quad \text{and} \quad R_u \geq \frac{|a| + r}{1 + |a|r}. \]

Proof. From the expression (4.10), we see that $T_0$ is clearly identity transformation, so the result holds trivially if $a = 0$. Suppose then that $a \in \mathbb{B}^2 \setminus \{0\}$. By [7] Ex. 3.21(1), p. 37, 
\[ |T_a(y)| = \frac{|a - y|}{|a||y - a||a|^2} = \frac{|a - y|}{|a||y - a||a|} \]
for all $y \in \mathbb{B}^2$. If $\mu = \arg(a) - \arg(y)$, by the law of cosines, 
\[ |T_a(y)| = \sqrt{\frac{|a|^2 + |y|^2 - 2|a||y|\cos(\mu)}{1 + |a|^2|y|^2 - 2|a||y|\cos(\mu)}}, \]
and, since $|a|^2 + |y|^2 < 1 + |a|^2|y|^2$, the expression above is decreasing with respect to $\cos(\mu) \in [-1, 1]$. Consequently, 
\[ \inf_{y \in S^1(0, r)} |T_a(y)| = \frac{|a|^2 + r^2 - 2|a|r}{1 + |a|^2r^2 - 2|a|r} = \frac{|a| - r}{1 - |a|r}, \quad \sup_{y \in S^1(0, r)} |T_a(y)| = \frac{|a| + r}{1 + |a|r}, \]
from which our result follows. \(\square\)

Corollary 4.15. The Möbius transformation $f = T_a$ defined for any $a \in \mathbb{B}^2$ fulfills the inequalities of Theorem 4.8 for all $x, y \in \mathbb{B}^2$ such that $0 \leq r_t \leq |x| \leq |y| \leq r_u < 1$ with $R_t = ||a| - r_t|/(1 - |a|r_t)$ and $R_u = (||a| + r_u|)/(1 + |a|r_u)$.

Proof. Follows from Lemma 4.14. \(\square\)

Next, we will yet study the distortion of the triangular ratio metric defined on the unit disk under conformal mappings but, to able to use study these results, we need to first introduce an expression for the hyperbolic midpoint of two points in the unit disk.

Theorem 4.16. [21] Thm 1.4, p. 3 For all $x, y \in \mathbb{B}^2$, the hyperbolic midpoint $q$ of $x$ and $y$ with $\rho_{\mathbb{B}^2}(x, q) = \rho_{\mathbb{B}^2}(q, y) = \rho_{\mathbb{B}^2}(x, y)/2$ is given by 
\[ q = \frac{y(1 - |x|^2) + x(1 - |y|^2)}{1 - |x|^2|y|^2 + A[x, y]\sqrt{(1 - |x|^2)(1 - |y|^2)}}, \]
where $A[x, y] = \sqrt{|x - y|^2 + (1 - |x|^2)(1 - |y|^2)}$.

According to the results of the article [18], the triangular ratio distance for any two points $x, y \in \mathbb{B}^2$ can be estimated by rotating these points $x, y$ on the hyperbolic circle whose center is the hyperbolic midpoint $q$ of $x, y$. Namely, the value of triangular ratio metric between the points $x, y$ is at lowest when $x, y$ are rotated so that $|x| = |y|$ and at
highest when the rotation is done so that \( x, y \) are collinear with the origin. It follows from this that we have bounds for the triangular ratio distance \( s_{\mathbb{B}^n}^{|x|}(x, y) \) that can be expressed only in terms of the absolute value of the hyperbolic midpoint of \( x, y \) and the radius of the hyperbolic circle on which \( x, y \) are rotated, and this result can be extended also to the general case where \( n \geq 2 \).

**Theorem 4.17.** Choose any distinct points \( x, y \in \mathbb{B}^n \). Consider the hyperbolic sphere \( S_{\rho}(q, t) \), whose center \( q \) is the hyperbolic midpoint of \( x \) and \( y \), and radius \( t \) is the distance \( \text{th}(\rho_{\mathbb{B}^n}(x, y)/4) \). Trivially, \( x, y \in S_{\rho}(q, t) \) and the triangular ratio distance between these points fulfills the inequality

\[
\sqrt{\frac{|q|^2 + t^2}{1 + |q|^2 t^2}} \leq s_{\mathbb{B}^n}(x, y) \leq \frac{(1 + |q|)t}{1 + |q|^2 t^2}, \quad \text{if} \quad |q| < t^2
\]

\[
\frac{t(1 + |q|)}{\sqrt{(1 + t^2)(1 + |q|^2 t^2)}} \leq s_{\mathbb{B}^n}(x, y) \leq \frac{(1 + |q|)t}{1 + |q|^2 t^2}, \quad \text{otherwise}.
\]

Furthermore, these are the best bounds for \( s_{\mathbb{B}^n}(x, y) \) possible expressed only in terms \( q \) and \( t \).

**Proof.** Follows from [18, Def. 5.1, p. 17; Thm 5.3, p. 20; Thm 5.11, p. 22 & Thm 5.12, p. 23] and Remark 3.1. \( \square \)

Finally, we can prove the following corollary.

**Corollary 4.18.** For any conformal mapping \( f : \mathbb{B}^n \to f(\mathbb{B}^n) = \mathbb{B}^n \) and for all distinct points \( x, y \in \mathbb{B}^n \) with a hyperbolic midpoint \( q \) and the distance \( t = \text{th}(\rho_{\mathbb{B}^n}(x, y)/4) \),

\[
l(|q|, t) \leq \frac{s_{\mathbb{B}^n}(f(x), f(y))}{s_{\mathbb{B}^n}(x, y)} \leq u(|q|, t),
\]

where the functions \( l, u : [0, 1] \times [0, 1] \to \mathbb{R}^+ \) are defined as

\[
l(|q|, t) = \frac{1 + |q|^2 t^2}{1 + |q|} \quad \text{and} \quad u(|q|, t) = \begin{cases} 
\frac{2t}{1 + t^2} \sqrt{\frac{1 + |q|^2 t^2}{|q|^2 + t^2}} & \text{if} \ |q| < t^2, \\
\frac{2}{1 + |q|} \sqrt{\frac{1 + |q|^2 t^2}{1 + t^2}} & \text{otherwise}.
\end{cases}
\]

**Proof.** Note that the points \( x, y \) are on the hyperbolic sphere \( S_{\rho}(q, t) \) and, by Theorem 4.17, we have a lower and upper bound for the distance \( s_{\mathbb{B}^n}(x, y) \) expressed only in terms of \( |q| \) and \( t \). By Lemma 2.3(2), Remark 2.5 and the conformal invariance of the hyperbolic metric,

\[
(4.19) \quad t = \text{th}\left(\frac{\rho_{\mathbb{B}^n}(f(x), f(y))}{4}\right) \leq s_{\mathbb{B}^n}(f(x), f(y)) \leq \text{th}\left(\frac{\rho_{\mathbb{B}^n}(f(x), f(y))}{2}\right) = \frac{2t}{1 + t^2}
\]
Combining the inequality 4.19 with the bounds for \( s_{B^n}(x, y) \) in Theorem 4.17, it follows that

\[
\frac{1 + |q|t^2}{1 + |q|} \leq \frac{s_{B^n}(f(x), f(y))}{s_{B^n}(x, y)} \leq \frac{2t}{1 + t^2} \sqrt{\frac{1 + |q|^2t^2}{|q|^2 + t^2}}, \quad \text{if } |q| < t^2
\]

\[
\frac{1 + |q|t^2}{1 + |q|} \leq \frac{s_{B^n}(f(x), f(y))}{s_{B^n}(x, y)} \leq \frac{2}{1 + |q|} \sqrt{\frac{1 + |q|^2t^2}{1 + t^2}}, \quad \text{otherwise.}
\]

□

Let us yet consider the bounds of Corollary 4.18. By differentiation, it can be proved that all three quotients

\[
\frac{1 + |q|t^2}{1 + |q|}, \quad \frac{2t}{1 + t^2} \sqrt{\frac{1 + |q|^2t^2}{|q|^2 + t^2}}, \quad \text{and} \quad \frac{2}{1 + |q|} \sqrt{\frac{1 + |q|^2t^2}{1 + t^2}}
\]

are strictly decreasing with respect to \( |q| \). Furthermore, the function \( u(|q|, t) \) is continuous at \( |q| = t^2 \) because

\[
u(t^2, t) = \lim_{|q| \to (t^2)^-} = \frac{2\sqrt{1 + t^6}}{(1 + t^2)^{3/2}}.
\]

Thus, it follows that, for all \( 0 \leq |q| < 1 \) and \( 0 < t < 1 \),

\[
\frac{1}{2} < \frac{1 + t^2}{2} = l(1, t) < l(|q|, t) \leq l(0, t) = 1,
\]

\[
1 = u(1, t) < u(|q|, t) \leq u(0, t) = \frac{2}{1 + t^2} < 2.
\]

Consequently, without the information about the hyperbolic midpoint \( q \) of \( x \) and \( y \), the inequalities in Corollary 4.18 can be written as just one inequality

\[
\frac{1 + t^2}{2} \leq \frac{s_{B^n}(f(x), f(y))}{s_{B^n}(x, y)} \leq \frac{2}{1 + t^2}
\]

where \( t = \text{th}(\rho_{B^n}(x, y)/4) \). This result would also follow directly from Lemma 2.3(2), Remark 2.5 and the conformal invariance of the hyperbolic metric. Furthermore, because \( l(|q|, t) > 1/2 \) and \( u(|q|, t) < 2 \), the inequality of Corollary 4.18 is always better than the result in Lemma 4.5 for the triangular ratio metric.

Let us yet consider the results of Theorem 4.8(5) and Corollary 4.18 through one example.

**Example 4.20.** Let us fix \( a = 0.7 \), \( x = 0.1 + 0.3i \) and \( y = 0.3 + 0.5i \). We can compute that

\[
(4.21) \quad \frac{s_{B^2}(T_a(x), T_a(y))}{s_{B^2}(x, y)} \approx 1.162104,
\]
where the mapping $T_a$ is as in (4.10). Let us then fix $r_l = |x|$, $r_u = |y|$ and choose $R_l, R_u$ as in Corollary 4.15. Now, by applying Theorem 4.8(5), we will obtain bounds
\[
0.6399585 \leq \frac{s_{B^2}(T_a(x), T_a(y))}{s_{B^2}(x, y)} \leq 1.818284,
\]
which clearly contain the numerical value of the quotient (4.21). However, if we use Theorem 4.17 to first find the hyperbolic midpoint $q$ of $x, y$, Corollary 4.18 gives as the bounds
\[
0.6964436 \leq \frac{s_{B^2}(T_a(x), T_a(y))}{s_{B^2}(x, y)} \leq 1.356354,
\]
which are better bounds for the quotient (4.21) than the ones in (4.22).

In Example 4.20, we noticed that, for certain choices of $a, x, y \in B^2$, the bounds given by Corollary 4.18 were better for estimating the quotient $s_{B^2}(T_a(x), T_a(y))/s_{B^2}(x, y)$ than the bounds found by applying Theorem 4.8(5) with $r_l = |x|$, $r_u = |y|$ and $R_l, R_u$ as in Corollary 4.15. The question whether this result holds more commonly or not can be studied with computer experiments: One just needs to choose an arbitrary point $a \in B^2$ and two other points from $B^2$, name these two points to $x, y$ so that $|x| \leq |y|$ and compute the bounds as in Example 4.20 and repeat this process long enough. Out of 1,000,000 computer simulations like this, both of the lower and upper bound of Corollary 4.18 were better in 944,821 cases compared to the bounds found by applying Theorem 4.8(5) with Corollary 4.15. Thus, we can conclude that Corollary 4.18 works very often better than Theorem 4.8(5), but not always.

Remark 4.23. In the experiment above, the arbitrary points were chosen by simulating the uniform distribution on the unit disk. To do this, one must first choose the real and imaginary coordinates for a point $x$ as observations from the uniform distribution $U(-1, 1)$, then accept this point if $|x| < 1$, and repeat until there are enough points. This is because the points generated by choosing their radius from $U(0, 1)$ and their argument from $U(0, 2\pi)$ are not uniformly distributed on the unit disk.

5. Schwarz lemma for quasiregular mappings

In this section, we will yet briefly consider $K$-quasiregular and $K$-quasiconformal mappings by using the intrinsic metrics introduced earlier. The behaviour of the triangular ratio metric and other hyperbolic type metrics under quasiregular and quasiconformal mappings has been researched in some earlier works, see for instance [4, Thms 1.2 & 1.3, p. 684]. Results of this kind have been studied by many authors and there are still many open problems in this field, see [9, pp. 318-320]. Below, we briefly introduce the definitions needed but, for more details about the quasiregular mappings, the reader is referred to [9, Ch. 15, pp. 281-298].

5.1. $K$-quasiregular mappings. [9, pp. 289-288] Let $G \subset \mathbb{R}^n$ be a domain and suppose that a function $f : G \to \mathbb{R}^n$ is $ACL^n$, see definition for this from [9, p. 150]. Denote the
Jacobian determinant of \( f \) at point \( x \in G \) by \( J_f(x) \). The function \( f \) is \textit{quasiregular}, if there is a constant \( K \geq 1 \) such that \( f \) fulfills
\[
|f'(x)|^n \leq K J_f(x), \quad |f'(x)| = \max_{|h|=1} |f'(x)h|
\]
a.e in \( G \). Suppose that there is also some constant \( K \geq 1 \) such that the inequality
\[
J_f(x) \leq K \ell(f'(x))^n, \quad \ell(f'(x)) = \min_{|h|=1} |f'(x)h|,
\]
too, holds a.e in \( G \). The \textit{outer dilatation} of \( f \), denoted by \( K_O(f) \), is the smallest constant \( K \geq 1 \) for which the inequality (5.2) is true and, similarly, the \textit{inner dilatation} of \( f \), denoted by \( K_I(f) \), is the smallest constant \( K \geq 1 \) such that the inequality (5.3) holds. The function \( f \) is \( K \)-\textit{quasiregular}, if \( \max\{K_I(f), K_O(f)\} \leq K \).

Let \( F_0, F_1 \) be non-empty subsets of \( \mathbb{R}^n \) and denote the family of all closed non-constant curves joining \( F_0 \) and \( F_1 \) in \( \mathbb{R}^n \) by \( \Delta(F_0, F_1; \mathbb{R}^n) \). The Grötzsch capacity is the decreasing homeomorphism defined as \( \gamma_n : (1, \infty) \to (0, \infty) \),
\[
\gamma_n(s) = M(\Delta(\mathbb{R}^n, [se_1, \infty]; \mathbb{R}^n)), \quad s > 1,
\]
where \( e_1 \) is the first unit vector and \( M \) stands for the conformal modulus \([9, (7.17), p. 121]\). For the definition and more details about the conformal modulus, see \([9, pp. 103-131]\). In the special case \( n = 2 \), we have the explicit formulas \([9, (7.18), p. 122]\)
\[
\gamma_2(1/r) = \frac{2\pi}{\mu(r)}, \quad \mu(r) = \frac{\pi}{2} R(\sqrt{1-r^2}/R) \quad R(r) = \int_0^r \frac{dx}{\sqrt{1-x^2}(1-r^2x^2)}
\]
with \( 0 < r < 1 \). Define then an increasing homeomorphism \( \varphi_{K,n} : [0, 1] \to [0, 1] \), \([9, (9.13), p. 167]\)
\[
\varphi_{K,n}(r) = \frac{1}{\gamma_n^{-1}(K\gamma(1/r))}, \quad 0 < r < 1, \quad K > 0.
\]
Define yet a number \( \lambda_n \) by the formula \([9, (9.5) p. 157 \& (9.6), p. 158]\)
\[
\log \lambda_n = \lim_{t \to \infty} ((\gamma_n(t)/\omega_{n-1})^{1/(1-n)} - \log t),
\]
where \( \omega_{n-1} \) is the \((n-1)\)-dimensional surface area of the unit sphere \( S^{n-1}(0, 1) \). Furthermore, note that \( 4 \leq \lambda_n < 2e^{n-1} \) for each \( n \geq 2 \) and \( \lambda_2 = 4 \).

One of the most important results of the distortion theory and complex analysis in general is the Schwarz lemma. This lemma can be defined also for quasiregular mappings, see Theorem \([5, \S 4]\). Note that this result and much more other useful information related to the distortion theory can be found in \([9, Ch. 16, pp. 299-320]\).
Theorem 5.4.  If $G, G' \in \{\mathbb{H}^n, \mathbb{B}^n\}$, $f : G \to f(G) \subset G'$ is a non-constant $K$-quasiregular mapping and $\alpha = K_1(f)^{1/(1-n)}$, then

\begin{align*}
(1) \quad & \frac{\theta \rho_G(f(x), f(y))}{2} \leq \varphi_{K, n} \left( \frac{\theta \rho_G(x, y)}{2} \right) \leq \lambda_n^{1-\alpha} \left( \frac{\theta \rho_G(x, y)}{2} \right)^\alpha, \\
(2) \quad & \rho_G(f(x), f(y)) \leq K_1(f)(\rho_G(x, y) + \log 4)
\end{align*}

holds for all $x, y \in G$. Furthermore, in the planar case $n = 2$,

\begin{align*}
(3) \quad & \rho_G(f(x), f(y)) \leq c(K) \max \{\rho_G(x, y), \rho_G(x, y)^{1/K}\}
\end{align*}

for all $x, y \in G$, where

\begin{align*}
c(K) = 2\arh(\varphi_{K,2}(\theta(1/2))) \leq v(K - 1) + K, \quad v = \log(2 + 1/1) < 1.3507,
\end{align*}

as in [9] Thm 16.39, p. 313. Note that $c(K) \to 1$ when $K \to 1$ and, by the conformal invariance of the hyperbolic metric, the result (3) also holds for any two simply connected planar domains $G, G'$ because they can be mapped conformally onto the unit disk $\mathbb{B}^2$.

Below in results from Theorem 5.5 to Corollary 5.11, we prove several results using part (1) of Theorem 5.4 only and leave it for the interested reader to refine these results for the two-dimensional case using part (3) of Theorem 5.4.

Theorem 5.5. If $f : \mathbb{B}^n \to f(\mathbb{B}^n) \subset \mathbb{B}^n$ is a $K$-quasiregular mapping with inner dilatation of $K_1(f)$, then for all $x, y \in \mathbb{B}^n$ and $\alpha \leq K_1(f)^{1/(1-n)}$,

\begin{align*}
d_{\mathbb{B}^n}(f(x), f(y)) \leq \varphi_{K, n} \left( \frac{2d_{\mathbb{B}^n}(x, y)}{1 + d_{\mathbb{B}^n}(x, y)^2} \right) \leq \lambda_n^{1-\alpha} \left( \frac{2d_{\mathbb{B}^n}(x, y)}{1 + d_{\mathbb{B}^n}(x, y)^2} \right)^\alpha,
\end{align*}

where $d_{\mathbb{B}^n} \in \{j_G, w_G, s_G, p_G\}$.

Proof. If $d_{\mathbb{B}^n}$ is one of the metrics and quasi-metrics in $\{j_{\mathbb{B}^n}, w_{\mathbb{B}^n}, s_{\mathbb{B}^n}, p_{\mathbb{B}^n}\}$, then by Lemma 2.32 and Remark 2.5,

\begin{align*}
d_{\mathbb{B}^n}(x, y) \leq \frac{\theta \rho_{\mathbb{B}^n}(x, y)}{2} = \frac{2\theta \rho_{\mathbb{B}^n}(x, y)/4}{1 + \theta^2 \rho_{\mathbb{B}^n}(x, y)/4} \leq \frac{2d_{\mathbb{B}^n}(x, y)}{1 + d_{\mathbb{B}^n}(x, y)^2}
\end{align*}

for all points $x, y \in \mathbb{B}^n$. Thus, it follows directly from Theorem 5.4(1) that the inequality (5.6) holds with $\alpha = K_1(f)^{1/(1-n)}$. Note then that $\lambda_n \geq 4$ and $2d_{\mathbb{B}^n}(x, y)/(1+d_{\mathbb{B}^n}(x, y)^2) \leq 1$, so the third expression in the inequality (5.6) is decreasing with respect to $\alpha$. Consequently, $\alpha$ can be replaced by any constant smaller than $K_1(f)^{1/(1-n)}$. \hfill $\Box$

Remark 5.8. Because $K \geq K_1(f)$ for any $K$-quasiregular mapping $f$ with the inner dilatation of $K_1(f)$, we have $K^{1/(1-n)} \leq K_1(f)^{1/(1-n)}$, and Theorems 5.5 and 5.10 and Corollary 5.11 hold with $\alpha = K^{1/(1-n)}$.

We can show that the result of Theorem 5.5 is sharp, at least in the two-dimensional case.
Corollary 5.9. For all \( x, y \in \mathbb{B}^2 \), any \( d_G \in \{j_G^*, w_G, s_G, p_G\} \) and every \( K \)-quasiregular mapping \( f : \mathbb{B}^2 \to f(\mathbb{B}^2) \subset \mathbb{B}^2 \),
\[
d_{\mathbb{B}^2}(f(x), f(y)) \leq \varphi_{2K,2}(d_{\mathbb{B}^2}(x, y))^2 \leq 4^{1-1/(2K)}d_{\mathbb{B}^2}(x, y)^{1/K},
\]
and the constant \( 4^{1-1/(2K)} \) here is sharp for \( K = 1 \).

Proof. Fix \( n = 2 \) and \( \alpha = K^{1/(1-n)} = 1/K \). By Remark 5.8, the condition \( \alpha \leq K_1(f)^{1/(1-n)} \) of Theorem 5.5 holds, and the inequality (5.6) can be now written as
\[
d_{\mathbb{B}^2}(f(x), f(y)) \leq \varphi_{K,2} \left( \frac{2d_{\mathbb{B}^2}(x, y)}{1 + d_{\mathbb{B}^2}(x, y)^2} \right) \leq 4^{1-1/(2K)} \left( \frac{d_{\mathbb{B}^2}(x, y)}{1 + d_{\mathbb{B}^2}(x, y)^2} \right)^{1/K}.
\]
By [9 Ex. 7.34(1), p. 125], for every \( t \in [0, 1) \) and \( K \geq 1 \),
\[
\varphi_{2,2}(t^2) = \frac{2t}{1 + t^2} \quad \text{and} \quad \varphi_{2K,2}(t^2)^{1/K} = \frac{2t}{1 + t^2}.
\]
Thus, the inequality of our corollary follows. If \( K = 1 \), then \( 4^{1-1/(2K)} = 2 \), which is sharp by Corollary 4.13.

Note that, in Theorem 5.5, the Schwarz lemma is created for each metric or quasimetric \( d_G \in \{j_G^*, w_G, s_G, p_G\} \). However, its proof is based on the inequality (5.7) which only requires that we have a lower bound for \( \text{th}(\rho_{\mathbb{B}^n}(x, y)/2) \) and an upper bound for \( \text{th}(\rho_{\mathbb{B}^n}(x, y)/4) \). By Lemma 2.3(2), we know that the point pair function \( p_{\mathbb{B}^n} \) is the best lower bound for \( \text{th}(\rho_{\mathbb{B}^n}(x, y)/2) \) and the \( j_G^* \)-metric is the best upper bound for \( \text{th}(\rho_{\mathbb{B}^n}(x, y)/4) \), so it would be sensible to create a new result by using both of these metrical functions together.

Theorem 5.10. If \( f : \mathbb{B}^n \to f(\mathbb{B}^n) \subset \mathbb{B}^n \) is a \( K \)-quasiregular mapping with inner dilatation of \( K_1(f) \), then for all \( x, y \in \mathbb{B}^n \) and \( \alpha \leq K_1(f)^{1/(1-n)} \),
\[
\frac{|f(x) - f(y)|}{|f(x) - f(y)| + 2 - 2 \max\{|f(x)|, |f(y)|\}} \leq \varphi_{K,n} \left( \frac{|x - y|\sqrt{|x - y|^2 + 4(1 - |x|)(1 - |y|)}}{|x - y|^2 + 2(1 - |x|)(1 - |y|)} \right)^{1} \leq \lambda_n^{1-\alpha} \left( \frac{|x - y|\sqrt{|x - y|^2 + 4(1 - |x|)(1 - |y|)}}{|x - y|^2 + 2(1 - |x|)(1 - |y|)} \right)^{\alpha}.
\]

Proof. Just like the proof of Theorem 5.5, except now we use the inequality
\[
\frac{|x - y|}{|x - y| + 2 - 2 \max\{|x|, |y|\}} = j_{\mathbb{B}^n}^*(x, y) \leq \text{th} \frac{\rho_{\mathbb{B}^n}(x, y)}{2} = \frac{2\text{th}(\rho_{\mathbb{B}^n}(x, y)/4)}{1 + \text{th}^2(\rho_{\mathbb{B}^n}(x, y)/4)} \leq \frac{2\rho_{\mathbb{B}^n}(x, y)}{1 + \rho_{\mathbb{B}^n}(x, y)^2} = \frac{|x - y|\sqrt{|x - y|^2 + 4(1 - |x|)(1 - |y|)}}{|x - y|^2 + 2(1 - |x|)(1 - |y|)},
\]
which follows from 2.3(2) and Remark 2.5.
Corollary 5.11. If \( f : \mathbb{B}^n \to f(\mathbb{B}^n) \subset \mathbb{B}^n \) is a \( K \)-quasiregular mapping with inner dilatation of \( K_{f}(f) \) such that \( f(0) = 0 \), then for all \( x \in \mathbb{B}^n \) and \( \alpha \leq K_{f}(f)^{1/(1-n)} \),

\[
\frac{|f(x)|}{2 - |f(x)|} \leq \varphi_{K,n} \left( \frac{|x|(2 - |x|)}{|x|^2 - 2|x| + 2} \right) \leq \lambda_{n}^{1-\alpha} \left( \frac{|x|(2 - |x|)}{|x|^2 - 2|x| + 2} \right)^{\alpha}.
\]

Proof. Follows from Theorem 5.10 by choosing \( y = f(y) = 0 \). \( \square \)

Let us yet briefly inspect how the quasi-metric \( w_G \) behaves under different mappings defined in an open sector \( S_{\theta} \). Recall that the function \( w_G \) can be defined only in the case where the domain \( G \) is convex, so we must let the angle of the sector be \( 0 < \theta \leq \pi \). Our next lemma deals with one conformal mapping commonly used to change the angle of the sector \( S_{\theta} \).

Lemma 5.12. If \( 0 < \alpha \leq \beta \leq \pi \) and \( f : S_{\alpha} \to S_{\beta} \), \( f(z) = z^{(\beta/\alpha)} \), then the inequality

\[
w_{S_{\alpha}}(x,y) \leq w_{S_{\beta}}(f(x),f(y)) \leq \frac{\beta \sin(\alpha/2)}{\alpha \sin(\beta/2)} w_{S_{\alpha}}(x,y)
\]

holds for all \( x,y \in S_{\alpha} \) and the constants here are sharp.

Proof. Follows from Lemma [16, Lemma 4.3, p. 8] and [19, Lemma 5.11, p. 13]. \( \square \)

The final lemma in this paper is about quasiconformal mappings, so let us yet briefly define them.

5.13. \( K \)-quasiconformal mappings. [9, Rmk 15.30 & (15.6), p. 289], [20, p. VI] If \( G, G' \) are domains in \( \mathbb{R}^n \), a homeomorphism \( f : G \to G' = f(G) \) is \( K \)-quasiconformal if it fulfills the condition

\[
M(\Gamma)/K \leq M(f(\Gamma)) \leq KM(\Gamma)
\]

for all curve families \( \Gamma \) in \( G \). If the homeomorphism \( f \) is sense-preserving, it is \( K \)-quasiconformal if and only if it is \( K \)-quasiregular and injective. Consequently, the sense-preserving \( K \)-quasiconformal mappings form a subclass of the \( K \)-quasiregular mappings, but sense-reversing quasiconformal mappings are not quasiregular and non-injective quasi-regular mappings are not quasiconformal.

Our next result follows from [19, Cor. 5.10(1), p. 13], which in turn follows from the result in Theorem 5.4(3). Note that Theorem 5.4 holds trivially for all sense-preserving \( K \)-quasiconformal mappings, because they belong to \( K \)-quasiregular mappings. Furthermore, Theorem 5.4 holds more generally for all \( K \)-quasiconformal mappings, because if a \( K \)-quasiconformal mapping \( f \) is sense-reversing, then the function composition \( f \circ \sigma \) of \( f \) and any reflection \( \sigma \) is a sense-preserving \( K \)-quasiconformal mapping and hyperbolic distances are invariant under the reflection \( \sigma \).
Theorem 5.14. If $\alpha, \beta \in (0, \pi]$ and $f : S_\alpha \to S_\beta = f(S_\alpha)$ is a $K$-quasiconformal homeomorphism, the inequality
\[
\frac{\beta}{c(K)^K \pi \sin(\beta/2)} w_{S_\alpha}(x, y)^K \leq w_{S_\beta}(f(x), f(y)) \leq c(K) \left( \frac{\pi \sin \left( \frac{\alpha}{2} \right)}{\alpha} \right)^{1/K} w_{S_\alpha}(x, y)^{1/K}
\]
holds for all $x, y \in S_\alpha$ where $c(K)$ is as in Theorem 5.4.

Proof. Follows from Lemma [16, Lemma 4.3, p. 8] and [19, Cor. 5.10(1), p. 13].
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