Temperature Based Process Characterization of Pharmaceutical Freeze-Thaw Operations
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In biopharmaceutical production processes, freeze-thaw operations are used to ensure product integrity during long hold times, but they also introduce additional stresses such as freeze concentration gradients that might lead to a loss of protein activity. Process characterization of freeze-thaw operations at different scales should be conducted with attention to freezing time and boundary effects to ensure the product stability throughout the process and process development. Currently, process characterization often relies on one or very few temperature probes that detect freezing times based on raw temperature, which is largely influenced by freezing-point depression in case of concentrated solutions. A method to detect freezing based on the second derivative of temperature measurements from Fiber-Bragg-Grating sensors is presented to overcome this issue. The applicability of the method is demonstrated by process characterization of a novel small-scale freeze-thaw device with minimized boundary effects using freezing times of purified water and concentrated formulations. Freezing times varied from 35 to 81 min for temperatures between −60 and −20°C and impacted freeze concentration profiles. Furthermore, freezing time estimations based on the Plank equation revealed model limitations due to start-up temperature gradients, that can be corrected by an empirically extended Plank model. As a hypothesis, we conclude that freezing temperature, from a freeze concentration view, is less important in containers with small characteristic freezing distances such as freeze bags. Using a 2D-resolved temperature profile, a shift of the last point to freeze position from top to bottom of a container was observed when freezing above −30°C.
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INTRODUCTION

Therapeutic proteins are among the top selling pharmaceuticals. Due to their high value and production cost, activity loss of the active pharmaceutical ingredient (API) during shipment and storage has to be limited by selection of suitable formulation agents (Chang et al., 2005; Bauer et al., 2017) and storage conditions. Therefore, many biopharmaceuticals are stored in a frozen state (Singh et al., 2009; Authelin et al., 2020). While freezing slows down and reduces degradation...
reactions of the API, freezing processes expose the protein to different stresses such as cold denaturation (Privalov, 1990), freeze concentration (Bhatnagar et al., 2007), ice crystal formation (Chang et al., 1996), and potential excipient crystallization. Protein activity loss or aggregation was correlated with freeze concentration (Reinsch et al., 2015; Roessl et al., 2015). At a microscopic scale, crystallization of water molecules leads to freeze concentration of the remaining solutes within the ice crystal structure causing freezing temperature dependent phase behavior of proteins (Wöll et al., 2019a,b). In large scale freezing operations, macroscopic freeze concentration leads to non-homogeneous solute distribution profiles. During freezing of larger bulk volumes, ice fronts progress from cooled container walls toward the center of the container. While freezing, solutes are concentrated in front of the phase boundaries and partition between solid and liquid phase (Bhatnagar et al., 2007), leading to macroscopic freeze concentration. Additionally, this freeze concentration effect leads to natural convection due to density gradients (Butler, 2002) and therefore settlement of solutes. As a result, with the occurrence of freezing fronts, a typical freeze concentration profile with the peak concentration at the center bottom of a frozen bulk is unavoidable (Maity et al., 2009; Kolhe and Badkar, 2011; Roessl et al., 2014; Reinsch et al., 2015).

Freeze concentration was shown to be dependent on the freezing process rather than storage temperature (Hauptmann et al., 2019). However, investigations of freeze-thaw characterizations with a focus on heat transfer and phase change are missing (Fan et al., 2018), but necessary to ensure process scalability and to allow process optimization with regards to ideal freezing temperature. A key parameter often used for characterization of freezing processes is the ice front velocity, which impacts the maximum freeze concentration (Webb et al., 2002; Rodrigues et al., 2011; Hauptmann et al., 2019) and the total freezing time. The freezing time determination is commonly based on crude temperature measurement at the last point to freeze (LPTF), where the ice fronts come together at the end of a freezing process. This calculation relies on the assumption of ice below the freezing point temperature which is often arbitrarily set from \(-0.5\) (Rodrigues et al., 2011) to \(-5^\circ\text{C}\) (Lashmar et al., 2007) due to freezing point depression occurring in highly concentrated solutions. Furthermore, the temperature probe has to be exactly at the LPTF position. A method for determination of the freezing time independent from freeze point depression and the LPTF position has not been presented. In a recent publication, the Plank equation was suggested to model total freezing times of pharmaceutical processes (Authelin et al., 2020), which allows for process time prediction and optimization. To date, a validation of the model in pharmaceutical freezing processes, however, is missing (Authelin et al., 2020).

In the following work, a derivative-based temperature analysis for the detection of the total freezing time is presented. This method is used for process characterization of a novel small-scale freeze-thaw model with regards to freezing times at different temperatures. The applicability of the Plank equation on actively cooled pharmaceutical freezing processes is discussed to improve transferability of freezing processes to different scales and freezing setups. An extension of the Plank equation is introduced for correction of transient start-up conditions.

**MATERIALS AND METHODS**

**Sample Preparation**

All used solutions were prepared with ultrapure water (PURELAB Ultra, ELGA LabWater, Veolia Water Technologies, Saint-Maurice, France) and sterile filtered using a 0.2 \(\mu\text{m}\) filter prior to application. As Tris-(hydroxymethyl)-aminomethane (TRIS) buffer is a widely used buffer in protein formulations (Zbancik et al., 2017), TRIS buffer was prepared from TRIS purchased from Merck (Darmstadt, Germany) and Tris-(hydroxymethyl)-aminomethane-hydrochloride purchased from AppliChem (Darmstadt, Germany) at a concentration of 500 mM. The pH was adjusted to pH 7.5 \(\pm\) 0.1 using hydrochloric acid. A solution with a single component was selected to reduce component interactions and elevated concentrations were chosen for better comparability with highly concentrated pharmaceutical formulations that are usually frozen for shipment. Furthermore, freezing point depression is dependent on solute concentration, which emphasizes the need for new method for total freezing time calculation. Similar concentration effects are expected for varying solutes such as proteins and stabilizing sugars (Rodrigues et al., 2011).

**Novel Small-Scale Freeze-Thaw Device**

A novel small-scale freeze-thaw device was designed and manufactured together with Bilfinger Industrietechnik Salzburg GmbH, Schwetzingen, Germany. It is designed as a scale down model of an industrial scale freezing unit representing a slice of a larger hollow tube. The hollow cylindrical shaped freezing unit, depicted in Figure 1, is cooled by an outer cooling jacket and an inner cooling tubing, while the bottom is heated separately to minimize scale-down boundary effects. The container volume is divided into six individual chambers by an inlay made from polytetrafluoroethylene (PTFE). This inlay allows to perform up to six individual experiment at a working volume of up to 90 mL per chamber. Furthermore, the PTFE also balances the heat fluxes at the bottom of the chamber due to the low heat conductivity resulting in a temperature profile as illustrated in cross-section in Figure 1. This PTFE bottom counteracts boundary effects present due to heat conductivity of the steel walls. The outer and inner cooling walls are made from 3 mm thick, 316L stainless steel and have a radius of 38 and 100 mm, respectively. The chamber depth is 40 mm. All tubing and steel parts are insulated using 20 mm Armaflex from Armacell (Münster, Germany).

A piping and instrumentation diagram of the freeze-thaw device is depicted in Figure 1. In order to achieve the desired temperatures, the inner and outer cooling circuits of the device were merged and connected to the cryogenic device Integral XT 1590 with the cooling fluid Kryo 90, both purchased from Lauda (Lauda-Königshofen, Germany). With installed flow meters from Krohne (Duisburg, Germany), needle valves and a set system
FIGURE 1 Experimental setup. A piping and instrumentation diagram of the cryogenic device with the two individual cooling units to control the freezing chambers is displayed. Freezing chambers are visualized as a cross-section of the small-scale freeze-thaw device. Temperatures of cooling fluids and PTFE inlay are indicated by a gradient from $T_{\text{set}}$ to 0°C in blue to red, respectively. Inside the cross-section, sample temperature probes and dimensions in mm are shown as gray spots on the bent steel encapsulations in white. Pipes are represented by arrows. Hatched areas indicate solid stainless steel and PTFE.

pressure of 2 bar, a cooling fluid flux of $25 \pm 5$ L/min was achieved in the inner and outer circuit. The bottom of the container was heated by the cooling unit F25-MC used with the cooling fluid Thermal HY both purchased from Julabo (Seelbach, Germany). In a preliminary study, a constant bottom temperature of 0°C was found to be ideal for minimal boundary effects indicated by parallel freezing fronts in the container, when freezing double deionized water (data not shown). All units where operated at maximum power without any set temperature gradients. PT100 thermocouples connected to a datalogger ALMEMO 8590 by Ahlborn (Holzkirchen, Germany) measured the cooling fluid temperatures on-line at the inlet of the cryogenic device before stream division and at the two outlet streams from the inner and outer circuit. The setup allowed for set temperatures from $-60$ to $30^\circ$C. Measured data were collected and controlled using a custom app designed with MATLAB App Designer by Mathworks (Natick, MA, United States). The app automatically collected and set all temperature data on-line from the datalogger, the two cooling units and the sample temperature device described above. In the following sections, the cooling temperature $T_{\text{cooling}}$ refers to the temperature of the Kryo 90 cooling unit, while the bottom temperature was set to a constant temperature of 0°C for all experiments. The fluid temperature $T_{\infty}$ refers to the measured temperature at the inlet of the cryogenic device. The set temperature $T_{\text{set}}$ is the temperature achieved in the cooling unit ($T_{\text{cooling}}$) after cooldown.

Prior to an experiment, the gaps between the PTFE inlay and the housing were sealed using food grade silicone Ottoseal S27 from Otto-chemie (Fridolfing, Germany). For each experiment, 90 mL of the sample was pipetted into a chamber. Neighboring chambers were filled with ultra-pure water to minimize radial boundary effects. A freezing process started with a hold phase at 5°C for at least 2 h to assure equilibrium starting conditions. After equilibration, the set temperature was adjusted between $-60$ and $-20^\circ$C at maximum cooling ramp. After all sample temperature sensors measured temperatures below $-1^\circ$C, the bottom heating unit was turned off automatically to achieve minimal sample temperatures. If frozen samples were taken, a hold time of 2 h was added post-freezing to assure that the freezing process was at equilibrium. After the freezing step, thawing was initiated by setting the temperature to 30°C for at least 1 h. Timing of the different phases was automated using the app described above.

Temperature Evaluation

The sample temperature was monitored using 14 temperature sensors as shown in Figure 1 with information on the probes’ coordinates. The sensors were located on two pre-calibrated optical temperature fibers in a custom design from Loptek (Berlin, Germany) together with the interrogator SCN-46 S-line Scan 416 from Sylex (Bratislava, Slovakia). These fibers were encapsulated by a stainless-steel tubing of 1 mm diameter and contained up to nine Fiber-Bragg-Grating sensors. One fiber with six sensors was positioned 5 mm below the sample surface and a second fiber with eight sensors was positioned 5 mm above the ground of the chamber to achieve a 2D-resolved temperature field of a chamber cross-section. Temperature data were obtained every 2 s using S-line Sentinel Software from Sylex (Bratislava, Slovakia). The used temperature monitoring set-up provides the benefits of increased temperature resolution while reducing heat conduction through the sensor cables when compared to commonly used thermocouples. We do not expect, that heat conduction along the sensors influences the freezing process, as
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The cooldown time until the cooling fluid reached the set temperature was calculated based on the minimum temperature of the set temperature.

**Freezing Time Prediction**

Plank's model to calculate the total freezing time \( t_{\text{freezing}} \) (Plank, 1913), was suggested by Authelin et al. (2020) as a model in pharmaceutical freezing processes. It assumes a step decrease of the cooling fluid temperature \( T_{\text{cooling}} \) from equilibrium to set temperature and the bulk to be at melting temperature \( T_m \) prior to freezing. The equation can be written as

\[
  t_{\text{Plank}} = \frac{\rho_l \Delta h_m X}{E k_s (T_m - T_{\text{cooling}})} \left( 1 + \frac{Bi}{2} \right)
\]

where \( \rho_l \) is the density of the liquid sample, \( \Delta h_m \) is the latent heat of fusion and \( X \) is the characteristic distance between the LPTF and the heat transfer surface (Phan, 2005). The geometric factor \( E \) is 1 for infinite slabs, 2 for infinite cylinders and 3 for spheres. The Biot number \( Bi = k_s / \lambda_s \) relates the heat transfer resistance of the shell \( k_s \) to internal heat conductivity resistance of the sample with a given heat conductivity \( \lambda_s \) (Martin, 2010). For pharmaceutical solutions, the physical properties of solid water as the solvent can be used under the assumption of diluted solutions (Randall and Rossini, 1929; Kumano et al., 2007). Assuming a negligible temperature difference between the equilibrium and melting temperature and the wall temperature equals \( T_\infty \) (\( Bi \to \infty \)), which may be done for actively cooled freezing systems, the freezing time may be calculated using Eq. 2

\[
  t_{\text{freezing}} = \frac{\rho_l \Delta h_m X^2}{2 E k_s (T_m - T_{\text{cooling}})} = \frac{\beta}{-T_{\text{cooling}}}
\]

where \( \beta \) in °C·min is a function of \( \rho_l, \Delta h_m, X^2, \lambda_s \), and \( E \), summarizing all constant values for a given active freezing system.

**Frozen Bulk Analytic**

A hollow drill from Bürkle (Bad Bellingen, Germany) with an inner diameter of 8 mm has been used to take samples from the frozen bulk. A 3D-printed mount with nine drill holes in two different rows at an angle of 10.5° was placed on top of a chamber, providing reproducible drill positions across the whole chamber length. Under the assumption of negligible radial boundary effects, sampling from two different rows with overlapping sample volumes increased the sample resolution of a cross section as depicted in Figure 1 in solid and dashed lines. Samples were taken from the drill holes at three levels of 8 mm height with the last hole 2 mm above the chamber bottom. The sample above the first sample level has been discarded at all times to avoid uptake of ice fragments from the previous drilling and measuring of the freeze concentrated liquid from the center of the chamber that was pushed out where the expanding ice fronts met. The samples were transferred into 2 mL reaction tubes from Eppendorf (Hamburg, Germany) and thawed at room temperature. The buffer concentration of the samples was measured by analysis of the conductivity using a conductivity meter CDM 230 from Radiometer Analytical SAS (Lyon, France).

![Figure 2](image-url)
RESULTS

Freezing Time Analysis
In order to characterize and describe a freezing process, the total freezing time is a key process parameter. Total freezing times could be calculated from the second derivative as shown in Figure 2. While minima at the total freezing time are prominent, minima at the partial freezing time are not. With elevated freezing temperatures above −25°C, the first minima were not detected correctly at all temperature probes due to low signal to noise ratios of the temperature sensors. Therefore, the partial freezing times were determined when the temperature fell below −2°C. With the freezing times at the individual probes, ice front progression in the chamber could be monitored as presented in Figure 3. Total freezing times calculated from the second derivative of all temperature profiles resulted in standard deviations below 2 % for pure water samples and below 4 % for highly concentrated buffer samples. Looking at observed process temperatures shown in Figure 2A, the cooling temperature exceeded the set temperature by up to 3 K due to temperature regulation, whereas the fluid temperature did not, due to heat capacity of the steel housing.

Process Characterization
Purified water was frozen at different temperatures to characterize the novel freeze-thaw device with respect to heat transfer properties because of the availability for large scale process characterization. In our studies, the total freezing time of water samples shortened by 2.3-fold from 78.7 to 33.8 min when decreasing the set temperature from −20 to −60°C as shown in Figure 4. Freezing times shortened faster at higher cooling temperatures compared to an almost stagnant freezing time reduction at lower cooling temperatures. Based on Eq. 2, an estimation model has been fitted using data from −25 to −20°C, which resulted in a β-value of 1619°C·min with R² = 0.972. Solving Eq. 2 with the data at −20°C results in β = 1620°C·min. A root-mean-square error (RMSE) of 1.83 min for the model and all set temperatures was calculated, where the measured freezing times at temperatures below −25°C always exceeded the estimated freezing time. A ratio of cooldown time and total freezing time II was calculated after Eq. 3. Subtraction of empirically determined 17.3-fold II from the total freezing times reduced the RMSE to 0.96 min, where especially the estimation of freezing times at lower temperatures was improved as indicated in Figure 4.

\[ II = \frac{t_{cooldown}}{t_{freezing}} \]  

(3)

Analyzing the temperature of the heat transfer fluid inside the cooling unit, cooldown times of 4.2–4.9 min for set temperatures of −30°C and above were measured. Cooldown times greatly increased for lower set temperatures. The temperature differences between cooling fluid and the cryo-device outlet were up to 3 K after freezing process start and reduced to around 0.5 K at equilibrium state. Using a mean heat capacity of 1.5 kJ/kg/K and a density of 900 kg/m³ of the heat transfer fluid provided by the supplier and a flow rate of 25 L/min, a power loss of 330 to 100 W can be estimated at equilibrium state.

Sample Temperatures
With the help of temperature fibers, a continuous two-dimensional resolved temperature field could be observed as shown in Figure 3. Assuming frozen sample for temperatures below −2°C, the ice front progression was observed during a freezing process. When freezing 500 mM Tris buffer solution, perpendicular freezing fronts have been observed as shown in Figure 3A. The LPTF was observed at a distance of 26.5 ± 2.5 mm from the inner cooling wall at all experiments. In contrast, the vertical position of the LPTF varied with temperature as shown in Figure 3B. In experiments with set temperatures below −25°C, the freezing fronts met at the bottom of the container first and a small gap froze from the bottom to the top of the container, resulting in a LPTF position at the top of the container. This occurs as liquid is pushed to the bulk surface by the expansion of water molecules, which agrees with an observed iceberg on top of the sample bulk at the location of the LPTF. Freezing at elevated set temperatures of −25°C and above resulted in a LPTF position at the bottom of the container, where the remaining liquid froze in the form of a shrinking bell. Figure 3C shows total freezing times at the top and the bottom of the container based on temperature compared to the total freezing times calculated from temperature slopes. The slope based freezing times were similar to those observed for purified water shown in Figure 2. Differences in freezing times at the top and bottom of the freezing container were marginal for set temperatures below −25°C when compared to differences of up to 9.7 min at higher set temperatures.

Frozen Bulk Analysis
A 500 mM Tris buffer solution at pH 7.5 has been frozen at −20, −40, and −60°C to evaluate the influence of the freezing temperature on cryo-concentration and the results are shown in Figure 5.

The maximum freeze concentrated area was located at the LPTF position 25 mm away from the inner cooling wall at all freezing experiments. When increasing the temperature from −60 to −40 to −20°C, the maximum freeze concentration increase (cmax/c0) rose from 1.39 ± 0.01 to 1.52 ± 0.03 to 2.53 ± 0.04, respectively. The bulk inhomogeneity, more specifically the ratio of the maximum to the minimal concentration (cmax/cmin), summarizes freeze concentration results and high values represent high freeze concentration. The bulk inhomogeneity improved significantly when lower the freezing temperature from 8.1-fold to 3.6-fold to 3.0-fold at freezing temperatures of −20, −40, and −60°C, respectively. In general, it was observed that a concentration gradient from top to bottom was present. The authors want to mention, that the sampling method only provided averaged concentrations of the sample volume, whereas the true local peak freeze concentration is expected to be higher.
FIGURE 3 | 2D resolved temperature analysis of the chamber cross-section. (A) displays interpolated temperature data, where temperature probes are indicated by rectangles. In the lower figure, temperatures below –1°C and above are highlighted by blue and red, respectively. Panel (B) shows highlighted temperatures prior to the LPTF for –45 and –20°C. (C) Comparison of the individual freezing times at the bottom and top temperature sensor at different set temperatures. LPTF times determined by the temperature slope are plotted as bar plots for reference.

FIGURE 4 | Freezing and cooldown times at different set temperatures. Data marked points with a star were used to calibrate a model after Eq. 2 with $\beta = 1619$, where the gray area shows the 95% confidence bounds.

DISCUSSION

Freezing Time Analysis
We demonstrated a method to extract freezing times at individual positions of temperature probes and the total freezing time from the second derivative of various temperature profile. A common problem in the detection of freezing at individual probes is freezing-point depression which leads to assumptions such as solid state below –5°C (Lashmar et al., 2007). Furthermore, detection of the total freezing time based on raw temperature profile relies on the knowledge of the LPTF position. We overcome both of these issues with the approach to use the second derivative of the temperature. However, the method relies on precise and high frequency data with high differences in freezing and equilibrium temperature. With higher freezing temperatures, signal to noise ratios decreased due to lower absolute temperature gradients. Thus, standard deviations of freezing times increase with higher freezing temperatures. As a result, only LPTF freezing times were calculated by slope analysis. Individual freezing times used to calculate freezing times at the top and bottom of the container were assumed for temperatures below –2°C.

Comparing the two methods as shown in Figure 3C reveals deviations of the two methods. While derivative-based analysis shows similar trends seen for purified water, temperature-based analysis often leads to larger deviations from expected freezing times. Nonetheless, temperature-based analysis was able to indicate settling of the LPTF to the ground of the chamber as discussed in the following sections. This can be important when designing freezing processes with a single thermoelement, as this should be directed at the LPTF. Unfortunately, the fiber optic temperature sensors provided a generally lower signal to noise ratio when compared with common thermo elements. This, however, shows the applicability and robustness of the derivative based method.

Extensions of the Plank Equation
As shown above, a decrease of the freezing temperature shortens total freezing times as expected. The non-linear trend can be explained partially by thermodynamic properties of freezing processes as we showed by our model based on Plank’s model. The calculated model based on three initial freezing tests with water was able to estimate total freezing times at lower temperatures.

With lower freezing temperatures, however, larger deviations of our experimental results from the Plank model were observed. These deviations show the process related limitations of the
Plank equation. Unlike our model, the measured values are expected to approach a minimal freezing time of approximately 31 min for lower freezing temperatures, based on exponential extrapolation of all measured data. The rising cooldown times for decreasing temperatures could explain the limited behavior of the real freezing time since the Plank equation is only applicable to step-like cooling temperatures.

Therefore, a dimensionless number $\Pi$ was introduced to take the transient starting conditions of a freezing device into account. For an ideal system, with a step-like cooling temperature decrease, $\Pi$ approaches 0, whereas in real systems, $\Pi$ is expected to increase with decreasing freezing temperatures due to physical heat transfer restrictions in cooling units. If it exceeds 1, lowering the set cooling temperature will not result in a further decrease of cooldown times as the initial transient period exceeds the freezing time. Hence, cryo-concentration of solutes will not decrease either. $\Pi$ values with our setup are summarized in Table 1. $\Pi$ rises with increasing cooldown times at lower set temperatures as more enthalpy needs to be removed from the cooling fluid and as cooling units become less efficient at lower temperatures.

Empirical correction of freezing times by the calculated $\Pi$ values significantly improved the model. We therefore conclude that the Plank equation may be used to predict freezing times even at low temperatures when transient start-up conditions are considered. Furthermore, $\Pi$ should be especially important when scaling experiments are performed or different freeze-thaw processes are compared. In general, $\Pi$ is thought to be the highest for small freezing distance containers such as freeze bags, due to short total freezing times. On the other end, passively cooled systems, such as freeze-thaw bottles, will have the lowest $\Pi$ values due to their step-like cooling temperature decreasing and long freezing times. The authors therefore conclude, that from a cryo-concentration point of view, freezing temperature is highly important for systems with longer freezing times e.g., passively cooled systems and cooled vessels, which was also shown by Nidhi et al. (Miller et al., 2013). Contrarily, lowering the set temperature in fast freezing processes might only marginally improve bulk homogeneity and protein integrity as reported for freeze-thaw processes in single-use bags (Kolhe et al., 2012; Le Saout et al., 2012; Rayfield et al., 2017), with short freezing times, where transient starting conditions can play a significant role.

As an application example, the Plank model may be used for justification of a proven acceptable range in front of regulatory authorities, where lower freezing temperatures result in a wider acceptable range and thus a more robust process.

**Sample Temperature**

The parallel, perpendicular freezing fronts during the freezing observed in our setup provide valuable information on the scalability of our process. It highlights the minimized boundary effects present in our setup, which is essential for small scale models. In small scale processes with uncontrolled boundary effects such as passive freezing in bottles, freezing from the bottom occurs, which may impact the freezing front shape and the final concentration profile as seen by Kolhe and Badkar (2011), where the bottom concentration was usually lower than the layer above. In studies using actively cooled systems, boundary effects are not yet described.

Another phenomenon observed was, that the distance of the LPTF was closer to the inner cooling wall, which is a result of the smaller heat transfer area at the inner wall. A simplified energy balance between the volume from the inner cooling wall to the LPTF and the outer cooling wall and the LPTF (see Supplementary Material) leads to a theoretical LPTF distance to the inner wall of 24 mm, which agrees with our findings.

| $T_{\text{set}}$ | $\Pi$ /% |
|-----------------|--------|
| –60.0°C         | 46.6 ± 0.41 |
| –50.0°C         | 31.8 ± 0.16 |
| –40.0°C         | 19.2 ± 0.44 |
| –30.0°C         | 8.8 ± 0.06  |
| –25.0°C         | 6.4 ± 0.02  |
| –22.5°C         | 6.0 ± 0.10  |
| –20.0°C         | 5.4 ± 0.08  |

**TABLE 1 | $\Pi$ values of the freezing device.**

*Figures 5 | Offline sample analysis from frozen drill cores at temperatures from –60 to –20°C. Samples volumes are visualized in the first graph in solid and dashed rectangles, where the center of a measurement is marked by an x. Normalized concentration are visualized by a color gradient from blue to red and are interpolated between the averages from triplicates ($n = 3$).*
Apparent descending of the LPTF to the bottom of a chamber when freezing at elevated temperatures can be explained by settlement of the freeze concentrated liquid throughout the process (Singh and Nema, 2010; Kolhe and Badkar, 2011). Concentrated solution pushed to the top at the LPTF agrees with results of Hauptmann et al. (2019). Freeze concentration leads to viscosity and density gradients in the solution inducing natural convection (Butler, 2002). Furthermore, freezing-point depression occurs with increased concentration. Thus, the LPTF position will sink to the bottom, when freeze concentration is superior at elevated freezing temperatures. This effect is likely to be more pronounced in large scale applications, due to an increased convection (Authelin et al., 2020) and larger sedimentation distances. A temperature probe is placed commonly at the LPTF for process monitoring (Lashmar et al., 2007; Le Saout et al., 2012), which might result in false results when different formulations are frozen. We therefore suggest the derivative based method discussed above for process characterization based on freezing time because of the method’s flexibility with regards to position of temperature probes in the container.

**Frozen Bulk Analysis**

In general, our findings with concentration maxima of up to 2.5-fold agree with literature with actively cooled freezing devices (Webb et al., 2002; Rodrigues et al., 2011; Reinsch et al., 2015), who reported 1.3 to 2.5-fold freeze concentrations. The concentration gradient observed can be explained by the freeze-concentration due to solute exclusion (Roessl et al., 2014; Authelin et al., 2020) and the previously mentioned settlement of denser freeze concentrate (Kolhe and Badkar, 2011). The smaller reduction in bulk homogeneity when decreasing the temperature by 20°C at lower freezing temperatures can be attributed to smaller reduction in freezing time at lower temperatures due to physical limitations as seen by Plank’s model. This supports our findings, that freeze concentration and therefore freezing processes can be characterized by freezing time, which agrees with Hauptmann et al. (2019).

**CONCLUSION**

The presented results give industrially relevant guidance for freeze-thaw process design and monitoring. A novel freeze-thaw device using two individual cooling circuits is demonstrated. While the model has an increased engineering complexity, it is capable of reducing boundary effects such as freezing from the bottom. Thus, process parameters, such as temperature dependent settlement of the LPTF, can be evaluated at a small scale, which is important for process monitoring. Furthermore, a high-resolution temperature monitoring approach with process interference was combined with a derivative-based method to calculate total freezing times. The determined freezing time had a high impact on the resulting freeze concentration profile of the frozen bulk. These freezing times can be estimated for a given actively cooled system using the Plank equation by model calibration with few freezing time experiments. However, for real processes at low freezing temperatures, the Plank model has to be extended by the non-dimensional number II to consider start-up conditions present during cooldown of the heat transfer fluid and the system. II might explain, why freezing temperature plays a more important role in short distance freezing processes. Thus, the reduction of freezing temperatures might have a bigger impact on frozen bulk homogeneity for freezing processes with larger characteristic distances as seen in stainless steel vessel. Processes with shorter freezing distances such as freeze bags might not be as improved by low freezing temperatures. These findings thus have a high impact on future process analytical technology strategies for freeze-thaw operations in the pharmaceutical industry.
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