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Abstract

We provide a mathematical analysis of and a numerical framework for full-field optical coherence elastography, which has unique features including micron-scale resolution, real-time processing, and non-invasive imaging. We develop a novel algorithm for transforming volumetric optical images before and after the mechanical solicitation of a sample with sub-cellular resolution into quantitative shear modulus distributions. This has the potential to improve sensitivities and specificities in the biological and clinical applications of optical coherence tomography.

Mathematics Subject Classification (MSC2000): 35R30, 35B30.

Keywords: full-field optical coherence tomography, elastography, hybrid imaging, optimal control, high-resolution shear modulus imaging, biological tissues.

1 Introduction

Optical coherence tomography (OCT) is a non-invasive and a non-ionizing imaging technique that produces high-resolution images of biological tissues. It performs optical slicing in the sample, to allow three-dimensional reconstructions of internal structures. Conventional optical coherence time-domain and frequency-domain tomographies require transverse scanning of the illumination spot in one or two directions to obtain cross-sectional or en face images, respectively. Full-field OCT allows OCT to be performed without transverse scanning; the tomographic images are obtained by combining interferometric images acquired in parallel using an image sensor. Both the transverse and the axial resolutions are of the order of 1μm; see [9, 10]. We refer to [11] for the mathematical modeling of OCT.
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Elastography is an imaging-based technique for the estimation of the elastic properties of tissues. Given that the mechanical properties of tissues and cells are related to their structure and function, changes in those properties can reflect healthy or pathological states such as weakening of vessel walls or cirrhosis of the liver. Elastography can aid the identification of suspicious lesions, the diagnosis of various diseases and the monitoring of the effectiveness of treatments (see [15, 16]). Different imaging modalities (e.g., ultrasound and magnetic resonance imaging) can be used to measure tissue displacements and to estimate the resulting tissue stiffness and viscosity. Magnetic resonance elastography is relatively expensive, due to the high magnetic field environment, which requires specifically designed equipment. Several reconstruction approaches for elastography have been derived [3, 4, 5, 22].

In [18], elastographic contrast has been combined with full-field OCT with the aim of creating a virtual palpation map at the micrometer scale. The idea is to register a volumetric optical image before and after mechanical solicitation of the sample. Based on the assumption that the density of the optical scatterers is advected by the deformation, the displacement map can be first estimated. Then, using a quasi-incompressible model for the tissue elasticity, the shear modulus distribution can be reconstructed from the estimated displacement map.

The OCT elastography is able to perform displacement measurements with sub-cellular resolution. It enables a more precise characterization of tissues than that achieved using ultrasound or magnetic resonance elastography; therefore, it provides a more accurate assessment of microscale variations of elastic properties. A map of mechanical properties added as a supplementary contrast mechanism to morphological images could aid diagnosis. The technique costs less than other elastography techniques.

The mapping of mechanical properties was first introduced to OCT imaging by Schmitt [21], who measured displacements as small as a few micrometers in heterogeneous gelatin phantoms containing scattering particles in addition to living skin. Various subsequent applications have employed OCT methods in elastography; these include dynamic and full-field optical coherence elastography (see [14, 19, 20]).

In all of the aforementioned techniques, transforming the OCT images before and after the application of a load into quantitative maps of the shear modulus is a challenging problem.

In this paper we present a mathematical and numerical framework for the OCT-elastography experiment described in [18]. Using the set of images before and after mechanical solicitation we design a novel method to reconstruct the shear modulus distribution inside the sample.

To mathematically formulate the problem, let $\Omega_0 \subset \mathbb{R}^d, d = 2, 3$, and let $\varepsilon_0$ be the known piecewise smooth optical index of the medium, and $\mu$ be its shear modulus. In this paper we consider heterogeneous (unknown) shear modulus distributions. The medium is solicited mechanically. Since compression modulus of biological media is four order of magnitude larger than the shear modulus, it can be shown that the displacement map $u$ obeys the linearized equations of incompressible fluids or the Stokes system [3, 4, 5]. The model problem is then the following Stokes system in a heterogeneous medium which reads:

\[
\begin{align*}
\nabla \cdot (\mu(\nabla u + \nabla u^T)) + \nabla p &= 0 \quad \text{in} \quad \Omega_0, \\
\n\nabla \cdot u &= 0 \quad \text{in} \quad \Omega_0, \\
\n\nabla \cdot u &= 0 \quad \text{on} \quad \partial \Omega_0, \\
\n\n\nabla \cdot u &= f \quad \text{on} \quad \partial \Omega_0, \\
\end{align*}
\] (1.1)
where superposed $T$ denotes the transpose and the real-valued vector $\mathbf{f}$ satisfies the compatibility condition $\int_{\partial \Omega_0} \mathbf{f} \cdot \mathbf{\nu} = 0$ with $\mathbf{\nu}$ being the outward normal at $\partial \Omega_0$.

Throughout this paper, we assume that $\mu \in C^{0,1}(\overline{\Omega}_0)$ and $\mathbf{f} \in C^2(\partial \Omega_0)^d$. From [7, 12, 13], (1.1) has a unique solution $\mathbf{u} \in C^1(\overline{\Omega}_0)^d$. Moreover, there exists a positive constant $C$ depending only on $\mu$ and $\Omega_0$ such that

\[ ||\mathbf{u}||_{C^1(\overline{\Omega}_0)^d} \leq C||\mathbf{f}||_{C^2(\partial \Omega_0)^d}. \]

Using a second OCT scan, one has access to the optical index of the deformed medium $\varepsilon_u(\tilde{x})$, $\forall \tilde{x} \in \Omega_u$, where $\Omega_u$ is defined by

\[ \Omega_u = \{ \mathbf{x} + \mathbf{u}(\mathbf{x}), \mathbf{x} \in \Omega_0 \}. \]

The new optical index is linked to the original one by

\[ \varepsilon(\mathbf{x}) = \varepsilon_u(\mathbf{x} + \mathbf{u}(\mathbf{x})), \quad \forall \mathbf{x} \in \Omega_0. \tag{1.2} \]

The goal is to reconstruct the shear modulus map $\mu$ on $\Omega_0$ from the functions $\varepsilon$ and $\varepsilon_u$. We first prove that, in two dimensions, if the direction of $\nabla \varepsilon / ||\nabla \varepsilon||$ is not constant in a neighborhood of $\mathbf{x}$, then the displacement field $\mathbf{u}$ at $\mathbf{x}$ can be approximately reconstructed. In three dimensions, one shall assume that the vectors $\nabla \varepsilon(\mathbf{y}) / ||\nabla \varepsilon(\mathbf{y})||$ are not coplanar for $\mathbf{y}$ a neighborhood of $\mathbf{x}$. Hence, the reconstructed value of $\mathbf{u}(\mathbf{x})$ serves as an initial guess for the minimization of the discrepancy between computed and measured changes in the optical index. Then, we compute an element of the subgradient $\delta$ of the discrepancy functional. Finally, we implement a minimization scheme to retrieve the shear modulus map from the reconstructed displacements.

The paper is organized as follows. Section 2 is devoted to some mathematical preliminaries. In section 3 we consider piecewise smooth $\varepsilon$ functions and first derive a leading-order Taylor expansion of $\varepsilon_u$ as $||\mathbf{u}||_{C^1}$ goes to zero. Then we provide an initial guess by linearization. Finally, we prove the Fréchet differentiability of the discrepancy functional between the measured and the computed advected images. The displacement field inside the sample can be obtained as the minimizer of such functional. Section 4 is devoted to the reconstruction of the shear modulus from the displacement measurements. In section 5 we present some numerical results to highlight the viability and the performance of the proposed algorithm. The paper ends with a short discussion.

2 Preliminaries

Let $\Omega$ be a bounded smooth domain in $\mathbb{R}^d$, $d = 2, 3$. We start by defining a class of piecewise smooth functions.

**Definition 2.1** For any $k \in \mathbb{N}$, $\alpha \in [0, 1]$, for any curve $S$ of class $C^{1,\alpha}$ for some $0 < \alpha < 1$ such that $\Omega \setminus S$ is a union of connected domains $\Omega_i$, $i = 1, 2, \cdots n$, we define $C^{k,\alpha}_S(\overline{\Omega})$ to be the class of functions $f : \Omega \rightarrow \mathbb{R}$ satisfying

\[ f|_{\Omega_i} \in C^{k,\alpha}_S(\overline{\Omega_i}) \quad \forall i = 1, \cdots n. \tag{2.1} \]
Definition 2.2 We define $\text{BV}(\Omega)$ as the subspace of $L^1(\Omega)$ of all the functions $f$ whose weak derivative $Df$ is a finite Radon measure. In other terms, $f$ satisfies

$$\int_\Omega f \nabla \cdot F \leq C \sup_{x \in \Omega} |F|, \quad \forall F \in C^1_0(\Omega)^d$$

for some positive constant $C$ with $C^1_0(\Omega)$ being the set of compactly supported $C^1$ functions.

The derivative of a function $f \in \text{BV}(\Omega)$ can be decomposed as

$$Df = \nabla f \mathcal{H}^d + [f] \nu_s \mathcal{H}_S^{d-1} + D_c f,$$

where $\mathcal{H}^d$ is the Lebesgue measure on $\Omega$, $\mathcal{H}_S^{d-1}$ is the surface Hausdorff measure on a rectifiable surface $S$, $\nu_S$ is a normal vector defined a.e. on $S$, $\nabla f \in L^1(\Omega)$ is the smooth derivative of $f$, $[f] \in L^1(S, \mathcal{H}_S^{d-1})$ is the jump of $f$ across $S$ and $D_c f$ is a vector measure supported on a set of Hausdorff dimension less than $(d-1)$, which means that its $(d-1)$-Hausdorff-measure is zero; see [1].

Definition 2.3 We define $\text{SBV}(\Omega)$ as the subspace of $\text{BV}(\Omega)$ of all the functions $f$ satisfying $D_c f = 0$.

Definition 2.4 For any $1 \leq p \leq +\infty$, we define

$$\text{SBV}^p(\Omega) = \{ f \in \text{SBV}(\Omega) \cap L^p(\Omega), \ \nabla f \in L^p(\Omega)^d \}.$$

As $\text{SBV}(\Omega)$ is a good model for piecewise-$W^{1,1}$ functions, the space $\text{SBV}^p(\Omega)$ can be seen as the space of piecewise-$W^{1,p}$ functions. Here, $W^{1,p}(\Omega) = \{ f \in L^p(\Omega), \ \nabla f \in L^p(\Omega)^d \}$ for $p \geq 1$.

Note that the space $\text{SBV}^\infty(\Omega)$ is a nice definition of piecewise Lipschitz function. Note also that $C^{k,\alpha}_S(\Omega) \subset \text{SBV}^p(\Omega)$.

From now on, we assume that the optical index in the medium $\varepsilon$ belongs to $C^{k,\alpha}_S(\overline{\Omega})$, which is a simple but good model for a discontinuous medium. Some of the following propositions are true for more general maps $\varepsilon \in \text{SBV}(\Omega)$. In these propositions we only assume that $\varepsilon$ is in $\text{SBV}(\Omega)$.

3 Displacement field measurements

3.1 First order approximation

Let $\Omega \Subset (\Omega_0 \cap \Omega_u)$ be a smooth simply connected domain. On $\Omega$, we have

$$\varepsilon_u = \varepsilon \circ (I + \mathbf{u})^{-1},$$

$$\varepsilon = \varepsilon_u \circ (I + \mathbf{u}),$$

where $I$ is the $d \times d$ identity matrix.

Proposition 3.1 Let $\varepsilon \in \text{BV}(\Omega)$ and let $\mathbf{u} \in C^1(\overline{\Omega})^d$ be such that $\|\mathbf{u}\|_{C^1(\overline{\Omega})^d} < 1$. Then, for any $\psi \in C^0_0(\Omega)$, we have

$$\left| \int_\Omega (\varepsilon - \varepsilon_u) \psi - \int_\Omega \psi \mathbf{u} \cdot D\varepsilon \right| \leq C \|\mathbf{u}\|_{C^0(\overline{\Omega})^d} \|\mathbf{u}\|_{C^1(\overline{\Omega})^d} \|\psi\|_{C^0_0(\Omega)} \|\varepsilon\|_{\text{TV}(\Omega)}, \quad (3.1)$$
where the constant $C$ is independent of $\psi$ and $|\cdot|_{TV(\Omega)}$ denotes the total variation seminorm. Estimate (3.1) yields that 
\[ \frac{\varepsilon_u - \varepsilon + u \cdot D\varepsilon}{\|u\|_{C^0(\Omega)^d}} \text{ weakly converges to } 0 \text{ in } C^1_0(\Omega) \text{ when } \|u\|_{C^1(\Omega)^d} \text{ goes to } 0. \]

**Proof.** For each $t \in [0, 1]$, define $\phi_t(x)$ by $\phi_t^{-1}(x) = x + tu(x)$. Let $\eta > 0$ be a small parameter, and $\varepsilon^{(n)}$ be a smooth function such that $\|\varepsilon - \varepsilon^{(n)}\|_{L^1(\Omega)} \to 0$, and $|\varepsilon^{(n)}|_{TV(\Omega)} \to |\varepsilon|_{TV(\Omega)}$ as $\eta \to 0$. Analogously, we define $\varepsilon^{(n)}_u$ to be the smooth approximation of $\varepsilon_u$ given by 
\[ \varepsilon^{(n)}_u(x) = \varepsilon^{(n)} \circ \phi_1(x). \]
From 
\[ \varepsilon^{(n)}_u(x) - \varepsilon^{(n)}(x) = (\varepsilon^{(n)} \circ \phi_1)(x) - (\varepsilon^{(n)} \circ \phi_0)(x), \quad \forall x \in \Omega, \]
we have 
\[ \varepsilon^{(n)}_u(x) - \varepsilon^{(n)}(x) = \int_0^1 \nabla \varepsilon^{(n)}(\phi_t(x)) \cdot \partial_t \phi_t(x) dt, \quad \forall x \in \Omega. \]
Therefore, for $\psi \in C^\infty_0(\Omega)$ with $C^\infty_0(\Omega)$ being the set of compactly supported $C^\infty$ functions, 
\[ \int_\Omega \left[ \varepsilon^{(n)}_u(x) - \varepsilon^{(n)}(x) + \nabla \varepsilon^{(n)}(x) \cdot u(x) \right] \psi(x) dx = \]
\[ \int_\Omega \left[ \int_0^1 \nabla \varepsilon^{(n)}(\phi_t(x)) \cdot \partial_t \phi_t(x) dt \right] \psi(x) dx + \int_\Omega \nabla \varepsilon^{(n)}(x) \cdot u(x) \psi(x) dx, \quad \forall x \in \Omega. \quad (3.2) \]
By a change of variables in the first integral and using the fact that 
\[ \partial_t \phi_t(x) = -\partial_x \phi_t(x) \partial_t \phi_t^{-1}(y) |_{y = \phi_t(x)}, \]
we get, for all $x \in \Omega,$ 
\[ \int_0^1 \left[ \int_\Omega \nabla \varepsilon^{(n)}(\phi_t(x)) \cdot \partial_t \phi_t(x) \psi(x) dx \right] dt = \]
\[ -\int_0^1 \int_\Omega \nabla \varepsilon^{(n)}(y) \cdot \left[ \partial_x \phi_t(\phi_t^{-1}(y)) \partial_t \phi_t^{-1}(y) \right] |\det \partial_x \phi_t^{-1}(y)| \psi(\phi_t^{-1}(y)) dy dt. \]
Here, $\det$ denotes the determinant of a matrix. Since 
\[ \forall (y, t) \in \Omega \times [0, 1], \quad \partial_t \phi_t^{-1}(y) = u(y), \]
\[ \partial_y \phi_t^{-1}(y) = \mathbb{I} + t \nabla u(y), \]
and 
\[ \partial_x \phi_t(\phi_t^{-1}(y)) \partial_y \phi_t^{-1}(y) = \mathbb{I}, \]
we can write 
\[ \int_0^1 \int_\Omega \left[ \nabla \varepsilon^{(n)}(\phi_t(x)) \cdot \partial_t \phi_t(x) \psi(x) dx \right] dt = \]
\[ -\int_0^1 \int_\Omega \nabla \varepsilon^{(n)}(y) \cdot \left[ (\mathbb{I} + t \nabla u(y))^{-1} u(y) \right] |\det \mathbb{I} + t \nabla u(y)| \psi(\phi_t^{-1}(y)) dy dt, \]
\[ 5 \]
and hence,

\[
\int_{\Omega} \left[ \varepsilon^{(n)}_u(x) - \varepsilon^{(n)}(x) + \nabla \varepsilon^{(n)}(x) \cdot u(x) \right] \psi(x) dx = \\
\int_0^1 \int_{\Omega} \nabla \varepsilon^{(n)}(x) \cdot u(x) \left[ \psi(x) - \psi \left( \phi_t^{-1}(x) \right) \right] dx dt \\
+ \int_0^1 \int_{\Omega} \nabla \varepsilon^{(n)}(x) \cdot \left( (I + t \nabla u(x))^{-1} \right| \det I + t \nabla u(x) \left| - I \right| u(x) \psi \left( \phi_t^{-1}(x) \right) dx dt.
\]

The first term in the right-hand side of (3.3) can be estimated as follows:

\[
\left| \int_0^1 \int_{\Omega} \nabla \varepsilon^{(n)}(x) \cdot u(x) \left[ \psi(x) - \psi \left( \phi_t^{-1}(x) \right) \right] dx dt \right| \leq \| u \|^2_{C^0(\Omega)^d} \| \nabla \varepsilon^{(n)} \|^2_{L^1(\Omega)^d} \| \nabla \psi \|^2_{C^0(\Omega)^d}.
\]

Let \( \text{tr} \) denote the trace of a matrix. Using the fact that

\[
(I + t \nabla u)^{-1} = \sum_{i=0}^{d-1} \frac{(-1)^i}{(t \nabla u)^i},
\]

which follows from \( \| u \|_{C^1(\Omega)^d} < 1 \), and

\[
\det (I + t \nabla u) = \begin{cases} 
1 - \text{tr} t \nabla u + \text{det} t \nabla u & \text{if } d = 2, \\
1 + \text{tr} t \nabla u - \frac{1}{2} \left[ (\text{tr} t \nabla u)^2 - \text{det} (t \nabla u)^2 \right] + \text{det} t \nabla u & \text{if } d = 3,
\end{cases}
\]

we get

\[
\int_0^1 \int_{\Omega} \nabla \varepsilon^{(n)}(x) \cdot u(x) \left[ (I + t \nabla u(x))^{-1} \right| \det I + t \nabla u(x) \left| - I \right| \psi \left( \phi_t^{-1}(x) \right) dx dt \\
\leq \| u \|^2_{C^0(\Omega)^d} \| u \|^2_{C^1(\Omega)^d} \| \nabla \varepsilon^{(n)} \|^2_{L^2(\Omega)^d} \| \psi \|^2_{C^0(\Omega)^d},
\]

which is the desired estimate for the second term in the right-hand side of (3.3).

Now, we can deduce the final result by density when \( \eta \to 0 \). Since \( u \in C^1(\Omega)^d \) and \( \psi \in C_0^1(\Omega) \), we can write

\[
\int_{\Omega} \psi u \cdot \nabla \varepsilon^{(n)} = - \int_{\Omega} \nabla \cdot (\psi u) \varepsilon^{(n)}.
\]

Since \( \| \varepsilon^{(n)} \|_{L^1(\Omega)} \to 0 \), we have

\[
\int_{\Omega} \nabla \cdot (\psi u) \varepsilon^{(n)} \to \int_{\Omega} \nabla \cdot (\psi u) \varepsilon.
\]

As \( \| \varepsilon \|_{TV(\Omega)} \to \| \varepsilon \|_{TV(\Omega)} \), we arrive at (3.1) and the proof of the proposition is complete. □
3.2 Local recovery via linearization

Assuming that $\varepsilon \in SBV^2(\Omega)$, we can write

$$D\varepsilon = \nabla \varepsilon \mathcal{H}^d + [\varepsilon]_{\mathcal{S}} \nu_S \mathcal{H}^{d-1}_S,$$

where $\nu_S$ is the outward normal at the oriented surface $S$ of discontinuity of $\varepsilon$.

The data consists of $\varepsilon$ and $\varepsilon_u$ on $\Omega$. In order to reconstruct $u$, we can use the first order approximation of $\varepsilon - \varepsilon_u$:

$$\varepsilon - \varepsilon_u \approx u \cdot D\varepsilon,$$

given by Proposition 3.1. These data can be decomposed into two parts:

$$u \cdot D\varepsilon(\cdot) = u \cdot \nabla \varepsilon \mathcal{H}^d + [\varepsilon]_{\mathcal{S}} u \cdot \nu_S \mathcal{H}^{d-1}_S = d_{\text{reg}} \mathcal{H}^d + d_{\text{sing}} \mathcal{H}^{d-1}_S.$$

Let $w$ be a mollifier supported on $[-1, 1]$. For any $\delta > 0$, we define

$$w_\delta = \frac{1}{\delta^d} w \left( \frac{\cdot}{\delta} \right),$$

and introduce

$$u_\delta(x) = \int_{\Omega} u(y) w_\delta(|x - y|) dy.$$ 

Since $u$ is smooth, for any $x \in \Omega$, $u_\delta(x)$ is a good approximation of $u$ on the ball with center $x$ and radius $\delta$.

We want to find an approximate value for $u_\delta$ from the optical measurements and use it as an initial guess in an optimization procedure. For doing so, we introduce the functional $J_x : \mathbb{R}^d \rightarrow \mathbb{R}$ given by

$$u \mapsto J_x(u) = \int_{\Omega} |\nabla \varepsilon(y) \cdot u - d_{\text{reg}}(y)|^2 w_\delta(|x - y|) dy$$

$$+ \int_{\Omega} |[\varepsilon]_{\mathcal{S}} u \cdot \nu_S - d_{\text{sing}}(y)|^2 w_\delta(|x - y|) dy,$$

and look for minimizers of $J_x$ in $\mathbb{R}^d$. The gradient of $J_x$ can be explicitly computed as follows:

$$\nabla J_x(u) = 2 \int_{\Omega} (\nabla \varepsilon(y) \cdot u - d_{\text{reg}}(y)) \nabla \varepsilon(y) w_\delta(|x - y|) dy$$

$$+ 2 \int_{\Omega} ([\varepsilon]_{\mathcal{S}} u \cdot \nu_S(y) - d_{\text{sing}}(y)) [\varepsilon]_{\mathcal{S}} \nu_S(y) w_\delta(|x - y|) dy.$$ 

In the case where $\varepsilon$ has no jumps, $J_x$ is a quadratic functional and we have

$$\nabla J_x(u) = 0 \iff u^T \left( \int_{\Omega} w_\delta(|x - y|) \nabla \varepsilon(y) \nabla \varepsilon^T(y) dy \right) = \int_{x+\delta B} d_{\text{reg}}(y) w_\delta(|x - y|) \nabla \varepsilon(y) dy,$$

where $B$ is the ball with center $0$ and radius $1$.

If the matrix $\int_{\Omega} w_\delta(|x - y|) \nabla \varepsilon(y) \nabla \varepsilon^T(y) dy$ is invertible, then the minimizer is given by

$$u^T = \left( \int_{\Omega} w_\delta(|x - y|) \nabla \varepsilon(y) \nabla \varepsilon^T(y) dy \right)^{-1} \int_{x+\delta B} d_{\text{reg}} w_\delta(|x - y|) \nabla \varepsilon(y) dy.$$ (3.5)
The following proposition gives a sufficient condition for the invertibility of the matrix 
\[ \int_{\Omega} w_\delta(|x - y|) \nabla \varepsilon(y) \nabla \varepsilon^T(y) dy \]  

**Proposition 3.2** Suppose that \( \varepsilon \) has no jumps and \( d = 2 \). Assume \( x + \delta B \subset \Omega \). Then, if all vectors \( \nabla \varepsilon \) in \( \{ y : w_\delta(|y - x|) \neq 0 \} \) are not collinear, then the matrix 
\[ \int_{\Omega} w_\delta(|x - y|) \nabla \varepsilon(y) \nabla \varepsilon^T(y) dy \]

is invertible.

**Proof.** Writing 
\[ \forall y \in x + \delta B, \quad \nabla \varepsilon(y) = u(y)e_1 + v(y)e_2, \]
where \( \{e_1, e_2\} \) is the canonical basis of \( \mathbb{R}^2 \), it follows that 
\[ \nabla \varepsilon \nabla \varepsilon^T = u^2(y)e_1e_1^T + v^2(y)e_2e_2^T + u(y)v(y)(e_1e_2^T + e_2e_1^T), \quad \forall y \in x + \delta B. \]
Computing the convolution with respect to \( w_\delta \), we get 
\[ \int_{\Omega} w_\delta(|y - x|) \nabla \varepsilon(y) \nabla \varepsilon^T(y) dy = \left( \int_{\Omega} u^2(y)w_\delta(|y - x|)dy \right) e_1e_1^T + \left( \int_{\Omega} v^2(y)w_\delta(|y - x|)dy \right) e_2e_2^T + \left( \int_{\Omega} u(y)v(y)w_\delta^2(|y - x|)dy \right) (e_1e_2^T + e_2e_1^T). \]
This matrix is not invertible if and only if 
\[ \left( \int_{\Omega} u^2(y)w_\delta(|y - x|)dy \right) \left( \int_{\Omega} v^2(y)w_\delta(|y - x|)dy \right) = \left( \int_{\Omega} u(y)v(y)w_\delta(|y - x|)dy \right)^2, \]
which is exactly the equality case in weighted Cauchy-Schwarz inequality. So, if there exist two points \( y_1, y_2 \in \{ y : w_\delta(|y - x|) \neq 0 \} \) such that \( \nabla \varepsilon(y_1) \times \nabla \varepsilon(y_2) \neq 0 \), then \( u \) is not proportional to \( v \), and the matrix is invertible. \( \square \)

**Remark 3.3** Assuming that \( \nabla \varepsilon(y) \neq 0 \) for \( y \in x + \delta B \subset \Omega \), Proposition 3.2 gives that the direction of \( \frac{\nabla \varepsilon}{|\nabla \varepsilon|} \) is not constant in \( x + \delta B \subset \Omega \) if and only if 
\[ \int_{x + \delta B} \nabla \varepsilon(y) \nabla \varepsilon^T(y) dy \]

is invertible. Hence, under the above condition on \( \varepsilon \) in the neighborhood \( x + \delta B \), the displacement field \( u \) at \( x \) can be approximately reconstructed.

**Remark 3.4** By exactly the same arguments as those in two dimensions, one can prove that in the three-dimensional case, if all vectors \( \nabla \varepsilon \) in \( \{ y : w_\delta(|y - x|) \neq 0 \} \) are not coplanar, then the matrix 
\[ \int_{\Omega} w_\delta(|x - y|) \nabla \varepsilon(y) \nabla \varepsilon^T(y) dy \]
is invertible.

On the other hand, in the case where \( \varepsilon \) is piecewise smooth, one can first detect the surface of jumps of \( \varepsilon \) using for example an edge detection algorithm \([6, 17]\) and then apply the proposed local algorithm in order to have a good approximation of \( u \) in the domains where \( \varepsilon \) is smooth.
3.3 Minimization of the discrepancy functional

Let \( \varepsilon \in C^{k,\alpha}_S (\Omega) \), where \( S \) is the surface of discontinuity. For the sake of simplicity we assume that \( \Omega \setminus S \) is the union of two connected domains \( \Omega_1 \cup \Omega_2 \). Therefore, \( \varepsilon \) can be written as
\[
\varepsilon = \varepsilon_1 \chi_{\Omega_1} + \varepsilon_2 \chi_{\Omega_2}
\]
with \( \varepsilon_i \in C^1(\Omega_i) \), for \( i = 1, 2 \).

Denote \( u^* \) the applied (true) displacement on \( \Omega \) (as defined in (1.1)) and \( \tilde{\varepsilon} \) the measured deformed optical index given by
\[
\tilde{\varepsilon} = \varepsilon \circ (I + u^*)^{-1}.
\]

The following result holds.

**Proposition 3.5** Let \( \varepsilon \) verify (3.6), \( u^* \in C^1(\Omega)^d \) be the solution of (1.1), and \( \tilde{\varepsilon} = \varepsilon \circ (I + u^*)^{-1} \). Suppose that \( \Omega_2 \subseteq \Omega \). Then, the functional \( I \) defined by
\[
I : C^1(\Omega)^d \longrightarrow \mathbb{R},
\]
\[
u \mapsto I(u) = \int_{\Omega} |\tilde{\varepsilon} \circ (I + u) - \varepsilon|^2 \, dx
\]
has a nonempty subgradient. Let \( \xi \) in the dual of \( C^1(\Omega)^d \) be given by
\[
\xi : h \mapsto 2 \int_{\Omega} [\tilde{\varepsilon}(x + u) - \varepsilon(x)] h(x) \cdot D \tilde{\varepsilon} \circ (I + u)(x) \, dx.
\]

For \( ||h||_{C^1(\Omega)^d} \) small enough, we have
\[
I(u + h) - I(u) \geq (\xi, h),
\]
where \( (\cdot, \cdot) \) is the duality product between \( C^1(\Omega)^d \) and its dual, which means that \( \xi \in \partial I \) with \( \partial I \) being the subgradient of \( I \).

**Remark 3.6** It is worth emphasizing that if \( \varepsilon \) has no jump, then \( I \) is Fréchet differentiable and \( \xi \) is its Fréchet derivative.

**Remark 3.7** Under the assumptions of Proposition 3.5, if \( u^* \) is small enough (in \( C^1 \)-norm), then \( \tilde{\varepsilon} = \varepsilon \circ (I + u^*)^{-1} \) can be written as
\[
\tilde{\varepsilon} = \tilde{\varepsilon}_1 + \tilde{\varepsilon}_2 \chi_{\Omega_2},
\]
with \( \tilde{\varepsilon}_1 \in C^1(\Omega) \) and \( \tilde{\varepsilon}_2 \in C^1_0(\Omega) \). In the sequel, we shall define \( \tilde{\Omega}_i = (I + u^*) (\Omega_i) \) and \( \tilde{f}_i = \varepsilon_i \circ (I + u^*)^{-1} \). For doing so, we extend \( \tilde{f}_i \) into a function \( \tilde{\varepsilon}_1 \) defined on the whole domain such that \( \tilde{\varepsilon}_1 \in C^1(\Omega) \) and \( \tilde{\varepsilon}_1|\Omega_1 = \tilde{f}_1 \). Then, we set \( \tilde{\varepsilon}_2 = \tilde{f}_2 - \tilde{\varepsilon}_1 \) on \( \tilde{\Omega}_2 \). Finally, we extend \( \tilde{\varepsilon}_2 \) into a compactly supported \( C^1 \)-function on the whole domain \( \Omega \).

We first prove the following lemma.
Lemma 3.8 Let \( u, h \in C^1(\Omega)^d \) and let \( \tilde{e} \) be as in (3.9). Then, for \( \|u - u^*\|_{C^1(\Omega)^d} \) and \( \|h\|_{C^1(\Omega)^d} \) small enough, we have

\[
\int_{\Omega} [\tilde{e}(x + u + h) - \tilde{e}(x + u)]^2 \, dx = \int_{\Omega} \tilde{e}_2^2(x+u) |h \cdot \nu| \delta_{\Omega_2}(x+u) \, dx + o(\|h\|_{C^1(\Omega)^d}), \tag{3.10}
\]

where \( \delta_{\partial \Omega_2} \) is the Dirac distribution on \( \partial \Omega_2 \) and \( \tilde{e}_2 \) is defined in Remark 3.7.

Proof. We start by decomposing \( \tilde{e} \) as follows:

\[
\int_{\Omega} [\tilde{e}(x + u + h) - \tilde{e}(x + u)]^2 \, dx = \int_{\Omega} \left( \tilde{e}_1(x+u+h) - \tilde{e}_1(x+u) \right) + \left( \tilde{e}_2(x+u+h) - \tilde{e}_2(x+u) \right) \, dx.
\]

Now, by developing the square, the first term can be estimated by

\[
\left| \int_{\Omega} \left( \tilde{e}_1(x+u+h) - \tilde{e}_1(x+u) \right)^2 \, dx \right| \leq \|\tilde{e}_1\|_{C^1(\Omega)}^2 \|h\|_{C^1(\Omega)^d}^2.
\]

Next, we write

\[
\tilde{e}_2(x+u+h) - \tilde{e}_2(x+u) = \left[ \tilde{e}_2(x+u+h) - \tilde{e}_2(x+u) \right] \chi_{\Omega_2}(x+u+h) + \left[ \tilde{e}_2(x+u+h) - \tilde{e}_2(x+u) \right] \tilde{e}_2(x+u).
\]

Since \( \tilde{e}_1(x+u+h) - \tilde{e}_1(x+u) \tilde{e}_2(x+u) \in C_0^1(\Omega) \), Proposition 3.1 yields

\[
\leq C \left( \int_{\Omega} |h \cdot \nabla \tilde{e}_1(x+u)|^2 \, dx \right)^{1/2} \left( \int_{\Omega} |h \cdot \nu \tilde{e}_2(x+u)|^2 \delta_{\partial \Omega_2}(x+u) \, dx \right) + o(\|h\|_{C^1(\Omega)^d})^{1/2}
\]

\[
\leq C\|h\|_{C^1(\Omega)^d}^2.
\]

We now need to handle the last term

\[
\int_{\Omega} \left[ \chi_{\Omega_2}(x+u+h) - \chi_{\Omega_2}(x+u) \right] \tilde{e}_2(x+u) \, dx = \int_{\Omega} \chi_{\Omega_2}(x+u+h) - \chi_{\Omega_2}(x+u) \tilde{e}_2(x+u) \, dx.
\]

Using Proposition 3.1, we obtain that

\[
\int_{\Omega} \left[ \chi_{\Omega_2}(x+u+h) - \chi_{\Omega_2}(x+u) \right] \tilde{e}_2(x+u) \, dx = \int_{\Omega} \tilde{e}_2^2(x+u) |h \cdot \nu| \delta_{\partial \Omega_2}(x+u) \, dx + o(\|h\|_{C^1(\Omega)^d}),
\]

which completes the proof of the lemma. \(\square\)

We are now ready to prove Proposition 3.5.
Proof. If \( u \in C^1(\Omega)^d \) and \( h \in C^1(\Omega)^2 \), then we have

\[
I(u + h) - I(u) = \int_{\Omega} [\bar{\varepsilon}(x + u + h) + \varepsilon(x + u) - 2\varepsilon(x)] \left[ \bar{\varepsilon}(x + u + h) - \bar{\varepsilon}(x + u) \right] \, dx,
\]
and hence,

\[
I(u + h) - I(u) = \int_{\Omega} [\bar{\varepsilon}(x + u + h) - \bar{\varepsilon}(x + u)]^2 \, dx + 2 \int_{\Omega} [\bar{\varepsilon}(x + u) - \varepsilon(x)] \left[ \bar{\varepsilon}(x + u + h) - \bar{\varepsilon}(x + u) \right] \, dx.
\]

For any \( \eta > 0 \), let \( g^{(\eta)} \) be a smooth, compactly supported function such that

\[
\|g^{(\eta)} - [\bar{\varepsilon} \circ (I + u) - \varepsilon]\|_{L^2(\Omega)} < \eta \quad \text{and} \quad \|g^{(\eta)}|_{TV(\Omega)} - |\bar{\varepsilon} \circ (I + u) - \varepsilon|_{TV(\Omega)} < \eta;
\]
see [2].

Now, we write

\[
\int_{\Omega} [\bar{\varepsilon}(x + u) - \varepsilon(x)] \left[ \bar{\varepsilon}(x + u + h) - \bar{\varepsilon}(x + u) \right] \, dx = \int_{\Omega} g^{(\eta)}(x) \left[ \bar{\varepsilon}(x + u + h) - \bar{\varepsilon}(x + u) \right] \, dx
\]

\[
+ \int_{\Omega} [\bar{\varepsilon}(x + u) - \varepsilon(x) - g^{(\eta)}(x)] \left[ \bar{\varepsilon}(x + u + h) - \bar{\varepsilon}(x + u) \right] \, dx.
\]

Let \( \tau_h \) be the translation operator. Then, \( \tau_h \) satisfies, for any \( h \in C^1(\Omega)^d \),

\[
\|\tau_h[f] - f\|_p \leq C(\eta)\|h\|_{C^1(\Omega)^d}, \quad \forall f \in SBV^p(\Omega).
\]

Using Cauchy-Schwartz’ inequality, we get

\[
\left| \int_{\Omega} [\bar{\varepsilon}(x + u) - \varepsilon(x) - g^{(\eta)}(x)] \left[ \bar{\varepsilon}(x + u + h) - \bar{\varepsilon}(x + u) \right] \, dx \right| \leq C\eta\|h\|_{C^1(\Omega)^d},
\]

where \( C \) is a constant depending on \( \bar{\varepsilon}, u, \) and \( \Omega \).

We know that for a certain function \( \rho \) such that \( \rho(s) \to 0 \) when \( s \to 0 \):

\[
\left| \int_{\Omega} g^{(\eta)}(x) \left[ \bar{\varepsilon}(x + u + h) - \bar{\varepsilon}(x + u) \right] \, dx - \int_{\Omega} g^{(\eta)}(x) h(x) \cdot D(\bar{\varepsilon} \circ (I + u)) \, dx \right| \leq \|h\|_{C^1(\Omega)^d} \rho(\|h\|_{C^1(\Omega)^d}).
\]

(3.13)

Now, we have the following estimate:

\[
\left| \int_{\Omega} g^{(\eta)}(x) h(x) \cdot D(\bar{\varepsilon} \circ (I + u)) \, dx - \int_{\Omega} [\bar{\varepsilon}(x + u) - \varepsilon(x)] h(x) \cdot D(\bar{\varepsilon} \circ (I + u)) \, dx \right| \leq C\eta\|h\|_{C^1(\Omega)^d}.
\]

(3.14)

Indeed, since \( \bar{\varepsilon} \in C^k_\ast(\Omega) \subset SBV(\Omega), \bar{\varepsilon} \circ (I + u) \in SBV(\Omega) \) and we can write the following decomposition of \( D(\bar{\varepsilon} \circ (I + u)) \) into a continuous part and a jump part on a rectifiable surface \( S \):

\[
D(\bar{\varepsilon} \circ (I + u)) = \nabla (\bar{\varepsilon} \circ (I + u)) \mathcal{H}^d + [\bar{\varepsilon} \circ (I + u)]\nu_S \mathcal{H}^{d-1}_S,
\]
we have that
\[ \left| \int_\Omega [g^\eta(x) - [\tilde{\varepsilon}(x + u) - \varepsilon(x)]] h(x) \cdot \nabla (\tilde{\varepsilon} \circ (I + u)) (x) \, dx \right| \leq C_1 \eta \| h \|_{C^1(\Omega)^d}. \]

For the jump part, since \( S \) is a rectifiable surface and the function \( f^\eta = g^\eta - [\tilde{\varepsilon} \circ (I + u) - \varepsilon] \) is piecewise continuous, it is possible to define a trace \( f^\eta|_S \) on the surface \( S \) satisfying
\[ \| f^\eta|_S \|_{L^1(S)} \leq C_2 \| f^\eta \|_{L^1(\Omega)} \]
for some positive constant \( C_2 \) depending only on \( S \) and \( \Omega \). Then we get
\[ \left| \int_S f^\eta h(x) \cdot [\tilde{\varepsilon} \circ (I + u)] \nu S dH^d_S \right| \leq C_3 \eta \| h \|_{C^1(\Omega)^d} \]
for some positive constant \( C_3 \) independent of \( \eta \) and \( h \).

Now, the last term \( \int_\Omega [\tilde{\varepsilon}(x + u + h) - \tilde{\varepsilon}(x + u)]^2 \) can be handled using Lemma 3.8. Doing so, we obtain
\[ \int_\Omega [\tilde{\varepsilon}(x + u + h) - \tilde{\varepsilon}(x + u)]^2 = \int_\Omega \tilde{\varepsilon}_2^2(x + u) |h \cdot \nu| \delta_{\partial \tilde{\Omega}_2} (x + u) + o(\| h \|_{C^1(\Omega)^d}). \quad (3.15) \]

Combining (3.12), (3.13), (3.14), and (3.15), we get that for every \( \eta > 0 \),
\[ \left| I(u+h) - I(u) - 2 \int_\Omega [\tilde{\varepsilon}(x+u) - \varepsilon(x)] h(x) \cdot D\tilde{\varepsilon} \circ (I+u)(x) \, dx - \int_\Omega \tilde{\varepsilon}_2^2(x+u) |h \cdot \nu| \delta_{\partial \tilde{\Omega}_2} (x+u) \, dx \right| \leq C_4 \| h \|_{C^1(\Omega)^d} \left( \rho(\| h \|_{C^1(\Omega)^d}) + \eta \right) \]
for some positive constant \( C_4 \) independent of \( h \) and \( \eta \).

Finally, it follows that
\[ I(u + h) - I(u) = (\xi, h) + \int_\Omega \tilde{\varepsilon}_2^2(x + u) |h \cdot \nu| \delta_{\partial \tilde{\Omega}_2} (x + u) \, dx + o(\| h \|_{C^1(\Omega)^d}), \]
where \( \xi \) is defined by (3.8). Hence, either \( \int_\Omega \tilde{\varepsilon}_2^2(x + u) |h \cdot \nu| \delta_{\partial \tilde{\Omega}_2} (x + u) \, dx \) is of order of \( \| h \|_{C^1(\Omega)^d} \) and we get
\[ I(u + h) - I(u) \geq (\xi, h) \]
for \( \| h \|_{C^1(\Omega)^d} \) small enough or \( \int_\Omega \tilde{\varepsilon}_2^2(x + u) |h \cdot \nu| \delta_{\partial \tilde{\Omega}_2} (x + u) \, dx = o(\| h \|_{C^1(\Omega)^d}) \) and in this case, \( I \) is Fréchet differentiable and \( \xi \) is its Fréchet derivative. The proof of Proposition 3.5 is then complete. \( \square \)

**Remark 3.9** The minimization of the functional \( I \) gives a reconstruction of \( u^* \) on a subdomain \( \Omega \subset \Omega_0 \). In practical conditions, since \( u^* \) is small \( \Omega \) is almost the whole domain \( \Omega_0 \). The values of \( u^* \) on the boundary are known and, since \( u^* \) is of class \( C^1 \), it is possible to deduce the values of \( u^* \) on \( \Omega_0 \setminus \Omega \) by interpolation.
4 Reconstruction of the shear modulus

The problem is now to recover the function $\mu$ the reconstructed internal data $u$. For doing so, we use the method described in [4]. We introduce the operator $F$

$$u = F[\mu] = \begin{cases} \nabla \cdot (\mu (\nabla u + \nabla u^T)) + \nabla p = 0 & \text{in } \Omega_0, \\ \nabla \cdot u = 0 & \text{in } \Omega_0, \\ u = f & \text{on } \partial \Omega_0, \end{cases}$$

and minimize the function $K$ given by

$$K[\mu] = \frac{1}{2} \int_{\Omega_0} |F[\mu] - u|^2 \, dx.$$ 

According to [4], $K$ is Fréchet differentiable and its gradient can be explicitly computed. Let $v$ be the solution of

$$\begin{cases} \nabla \cdot (\mu (\nabla v + \nabla v^T)) + \nabla q = (K[\mu] - u) & \text{in } \Omega_0, \\ \nabla \cdot v = 0 & \text{in } \Omega_0, \\ v = 0 & \text{on } \partial \Omega_0. \end{cases}$$

Then,

$$\nabla K[\mu][h] = \int_{\Omega_0} h(\nabla v + \nabla v^T) : (\nabla u + \nabla u^T) \, dx.$$ 

A gradient descent method can be applied in order to reconstruct $\mu$ from $u$. We refer to [4] for more details.

5 Numerical experiments

We take $\Omega = [0, 1]^2$ and discretize it on a $300 \times 300$ grid, and generate a random Gaussian process to model the optical index $\varepsilon$ of the medium as shown in Figure 5.1. Given a shear modulus $\mu$ map on $\Omega$; see Figure 5 (left), we solve (1.1) on $\Omega$ via a finite element method compute the displacement field $u$. We then compute the displaced optical index $\varepsilon u$ by using a spline interpolation approach and proceed to recover the shear modulus from the data $\varepsilon$ and $\varepsilon u$ on the grid by the method described in the paper.

Using (3.5), we first compute the initial guess $u_\delta$ for the displacement field as the least-square solution to minimization of $J_x$. Figure 5.2 shows the kernel $w_\delta$ used to compute $u_\delta$. As one can see $\delta$ needs to be large enough so the matrix $w_\delta * (\nabla \varepsilon \nabla \varepsilon^T)$ is invertible at each point $x$, which is basically saying that $\delta$ must be bigger than the correlation length of $\varepsilon$. Figure 5.3 shows the conditioning of the matrix $w_\delta * (\nabla \varepsilon \nabla \varepsilon^T)$. Figure 5.4 shows the true displacement $u^*$, the result of the first order approximation (i.e., the initial guess) $u_\delta$ and then the result of the optimization process using a gradient descent method to minimize the discrepancy functional $I$.

Once the displacement inside the domain is reconstructed, we can recover the shear modulus $\mu$, as shown in Figure 5. We reconstruct $\mu$ by minimizing the functional $K$ and using a gradient descent-type method. Note that gradient of $K$ is computed with the adjoint state method, described previously. As it can be seen in Figure 5, the reconstruction is very accurate but not so perfect on the boundaries of $\Omega$, which is due to the poor estimation of $u$ on $\partial \Omega$. 
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Figure 5.1: Optical index $\varepsilon$ of the medium.

Figure 5.2: Averaging kernel $w_5$.

6 Concluding remarks

In this paper, we developed a novel algorithm which gives access not only to stiffness quantitative information of biological tissues but also opens the way to other contrasts such as mechanical anisotropy. In the heart, the muscle fibers have anisotropic mechanical properties. It would be very interesting to detect a change in fiber orientation using OCT elastographic tomography.
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