Testing the cosmic curvature at high redshifts: the combination of LSST strong lensing systems and quasars as new standard candles
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\section*{ABSTRACT}

The cosmic curvature, a fundamental parameter for cosmology could hold deep clues to inflation and cosmic origins. We propose an improved model-independent method to constrain the cosmic curvature by combining the constructed Hubble diagram of high-redshift quasars with galactic-scale strong lensing systems expected to be seen by the forthcoming LSST survey. More specifically, the most recent quasar data are used as a new type of standard candles in the range $0.036<z<5.100$, whose luminosity distances can be directly derived from the non-linear relation between X-ray and UV luminosities. Compared with other methods, the proposed one involving the quasar data achieves constraints with higher precision ($\Delta \Omega_k \sim 10^{-2}$) at high redshifts ($z \sim 5.0$). We also investigate the influence of lens mass distribution in the framework of three types of lens models extensively used in strong lensing studies (SIS model, power-law spherical model, and extended power-law lens model), finding the strong correlation between the cosmic curvature and the lens model parameters. When the power-law mass density profile is assumed, the most stringent constraint on the cosmic curvature $\Omega_k$ can be obtained. Therefore, the issue of mass density profile in the early-type galaxies is still a critical one that needs to be investigated further.
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\section*{1 INTRODUCTION}

The cosmic curvature is one of the fundamental issues in modern cosmology, which determines the evolution and structure of our Universe. Specifically, the spatial properties of our universe is not only closely connected with many important problems such as the properties of dark energy (DE) (Clarkson et al. 2007; Gong & Wang 2007), but also influences our understanding of inflationary models (Ichikawa et al. 2006; Virey et al. 2008), the most popular theories describing the evolution of early universe. More importantly, any detection of nonzero spatial curvature ($\Omega_k \neq 0$) would have significant consequences on the well-known FLRW metric, which has been investigated in many recent studies (Denissenya et al. 2018; Cao et al. 2019a). Therefore, precise measurements of spatial curvature allowing to better understand this degeneracy will have far-reaching consequences. The recent Planck 2018 results imposed very strong constraints on the curvature parameter, $\Omega_k = 0.001 \pm 0.002$, based on cosmic microwave background (CMB) anisotropy measurements (Aghanim et al. 2018). However, it should be stressed here that the curvature inferred from CMB anisotropy data is obtained by assuming some specific dark energy model (the non-flat $\Lambda$CDM model). Therefore, it is necessary to consider different geometrical methods to derive model-independent measurements of the spatial curvature.

Following this direction, great efforts have been made in the recent studies (Cai et al. 2016; Li et al. 2014; Wei & Wei 2017; Wang et al. 2017; Rana et al. 2017), with the combination of the well-known cosmic chronometers (which provide the expansion rate of the Universe (Clarkson et al. 2008)) and the observations of supernovae Ia (SNe Ia) (which provide the luminosity distances at different redshifts (Suzuki et al. 2012)). Later, such test has been implemented with updated observations of intermediate-luminosity radio quasars (Qi et al. 2019a), the angular sizes of which could provide a new type of standard rulers at higher redshifts (Cao et al. 2019b). Recently, Räsänen et al. (2014)
proposed a model-independent way to obtain constraints on the curvature, with strong gravitational lensing (SGL) data in the framework of the distance sum rule (DSR) in the FLRW metric (Takada & Doré 2015; Demisenya et al. 2013, Ooba & Sugiyama 2018). In the framework of strong gravitational lensing (SGL) (Cao et al. 2013, 2015a), the light can be bent by the gravity of massive body (at redshift $z_i$), which could produce multiple images for the distant sources (at redshift $z_s$). Supplemented with the observations of the lens central velocity dispersion, the Einstein radius measurement (Bolton et al. 2008, 2015b) will enable a precise determination of the source-lens distance ratio $d_{ls}/d_{ls}$ (Cao et al. 2011, Cao & Zhu 2012, Cao, Covone & Zhu 2012) for individual strong lensing system. In addition, one should also estimate distances at redshifts $z_i$ and $z_s$ from different astrophysical probes covering these redshifts such as SNe Ia or Hubble parameter from cosmic chronometers (Clarkson et al. 2008, 2009, Shafieloo & Clarkson 2013, Li et al. 2015). The advantage of this method is that it is purely geometrical and the curvature can be constrained directly by observational data, without any pre-assumptions concerning the cosmological model and the FLRW metric (Cao et al. 2019a). Such methodology has been first implemented with a SGL subsample from the Sloan Lens ACS Survey (SLACS) (Bolton et al. 2008), which favors a spatially closed universe with the final results that the spatial curvature parameter could be constrained to $-1.22 < \Omega_k < 0.63$ (95% C.L.) (Räsänen et al. 2015). More recently, several other studies have been carried out with enlarged galactic-scale SGL sample (Cao et al. 2015b), as well as updated observations of SNe Ia data and radio quasars as distance indicators (Cao et al. 2017a). which furthermore confirmed the robustness of such consistency test as a practical measurement of the cosmic curvature (Xia et al. 2017, Qi et al. 2019a, Zhou & Li 2020). For instance, it has been demonstrated in a recent analysis (Qi et al. 2019a) that 120 intermediate-luminosity radio quasars calibrated as standard rulers ($\sim 2.76$), in combination with 118 galactic-scale strong lensing systems, could provide an improved constraint on cosmic curvature $\Omega_k < 0.136$. However, it should be pointed out that, the previous results still suffer from the sample size of available SGL data (Räsänen et al. 2015) and the restshift limitation of distance indicators (Zhou & Li 2020).

In the framework of the DSR, the purpose of this study is to assess the constraints on the spatial curvature, which could be achieved by confronting the currently largest standard candle quasar sample with the largest compilation of SGL observations expected from the forthcoming surveys. Specifically, the Large Synoptic Survey Telescope (LSST) is expected to discover $\sim 10^5$ galaxy-scale lenses (Ozernoy & Marshall 2014, Verma et al. 2014), with the corresponding source redshift reaching $z \sim 6$. In this paper, we also take advantage of the recently compiled sample of quasar data set comprising 1598 quasars covering the redshift range of 0.036 < $z$ < 5.100 (Risaliti & Lusso 2018). Luminosity distances of these new type of standard candles are inferred from the recent method developed by Bisogni et al. (2018), based on the relation between the UV and X-ray luminosities of high-redshift quasars. This paper is organized as follows. In Sec. 2 and 3, we will briefly introduce the methodology, strong gravitational lensing models, as well as the the observational and simulated data in this analysis. In Sec. 4, we show the forecasted constraints on the cosmic curvature. Finally, conclusions and discussions are summarized in Sec. 5.

2 METHODOLOGY

2.1 Distance sum rule

On the assumption of cosmological principle, one always turn to the the FLRW metric to describe space-time of the Universe, which has the following form (in units where $c = 1$):

$$ds^2 = -dt^2 + a^2(t)(\frac{1}{1-kr^2}dr^2 + r^2d\Omega^2).$$

Here $k$ is a constant ($k = +1$, $-1$, and 0 correspond to closed, open, and flat universe) associated with the curvature parameter as $\Omega_k = -k/r_0^2H_0^2$, where $H_0$ denotes the Hubble constant. Let us introduce dimensionless comoving distances $d_i \equiv d(0, z_i)$, $d_s \equiv d(0, z_s)$ and $d_{ls} \equiv d(z_i, z_s)$. For a galactic-scale strong lensing system, the dimensionless comoving distance $d(z)$ between the lensing galaxy (at redshift $z_i$) and the background source (at redshift $z_s$) is given by

$$d(z_i, z_s) = (1+z_s)H_0D_A(z_i, z_s) = \frac{1}{\sqrt{|\Omega_k|}}f\left(\sqrt{\Omega_k}\int_{z_i}^{z_s}H_0dz'\right),$$

where

$$f(x) = \begin{cases} \sin(x) & \Omega_k < 0, \\ x & \Omega_k = 0, \\ \sinh(x) & \Omega_k > 0. \end{cases}$$

In the framework of FLRW metric, these distances are related via the distance sum rule (Bernstein et al. 2004, Clarkson et al. 2008)

$$d_{ls} = d_s \sqrt{1+\Omega_k d_l^2} - d_l \sqrt{1+\Omega_k d_s^2}.\tag{4}$$

Note that in terms of dimensionless comoving distances DSR will reduce to an additivity relation $d_s = d_l + d_{ls}$ in the flat universe ($\Omega_k = 0$). The source/lens distance ratios $d_{ls}/d_s = D_{ls}^0/D_{s}^0$ can be assessed from the observations of multiple images in SGL systems (Cao et al. 2015b). Meanwhile, if the two other two dimensionless distances $d_l$ and $d_s$ can be obtained from observations, the measurement of $\Omega_k$ could be directly obtained (Räsänen et al. 2015). In this paper we will use the distance ratios $d_{ls}/d_s$ from the simulated SCLP sample representative of the data obtainable from the forthcoming LSST survey (Collett 2015), while the distances on cosmological scales ($d_l$ and $d_s$) will be inferred from the recent multiple measurements of 1598 quasars calibrated as standard candles (Risaliti & Lusso 2018).

2.2 Strong gravitational lensing - distance ratio

With the increasing number of detected SGL systems, strong gravitational lensing has become an important astrophysical tool to derive cosmological information from individual lensing galaxies, with both high-resolution imaging and spectroscopic observations. In this paper, we will focus on a method that can be traced back to Futamase & Yoshida (2001) and
furthermore extended in recent analysis [Bolton et al. 2008; Cao et al. 2012, 2015b; Chen et al. 2019] based on different SGL samples. Specially, by combining the observations of SGL and stellar dynamics in elliptical galaxies, one could naturally measure the distance ratio \( d_{fs}/d_s \), based on the measurements of Einstein radius \((\theta_E)\) and the central velocity dispersion \(\sigma_{\text{SIS}}\) of the lens galaxies. The efficiency of such methodology lies in its ability to put constraints on the dynamic properties of dark energy [Li et al. 2016; Liu et al. 2019], the speed of light at cosmological scales (Cao et al. 2018, 2020), and the validity of the General Relativity at galactic scale (Cao et al. 2017; Collett et al. 2018). However, it should be stressed that cosmological application of SGL requires a better knowledge of the density profiles of early-type galaxies (Cao et al. 2016; Holanda et al. 2017; Collett et al. 2018), the quantitative effect which has been assessed with updated galactic-scale strong lensing samples (Chen et al. 2019). Therefore, to describe the structure of the lens we will consider three types of models, which has been extensively investigated in the literature (Qi et al. 2019a; Zhou & Li 2020).

(I) Singular Isothermal Sphere (SIS) model: For the simplest SIS model, the distance ratio is given by (Koopmans et al. 2006)

\[
\frac{d_{fs}}{d_s} = \frac{c^2 \theta_E}{4 \sigma_{\text{SIS}}^2} = \frac{c^2 \theta_E}{4 \sigma_{\text{SIS}} f_E},
\]

(5)

where \(\sigma_{\text{SIS}}\) is the dispersion velocity due to SIS lens mass distribution and \(c\) the speed of light. In this analysis we also introduce a free parameter \(f_c\) to quantify the difference between the SIS velocity dispersion \(\sigma_{\text{SIS}}\) and the observed velocity dispersion of stars \(\sigma_0\), as well as other possible systematic effects (see Ofek et al. 2003; Cao et al. 2012) for more details.

(II) Power-law model: Motivated by recent studies supporting non-negligible deviation from SIS for the slopes of density profiles of individual galaxies (Koopmans et al. 2004; Humphrey & Buote 2010; Sonnenfeld et al. 2013a), we choose to generalize the SIS model to a spherically symmetric power-law mass distribution \(\rho \sim r^{-\gamma}\). So the distance ratio for a power-law lens model can be written as (Ruff et al. 2011; Koopmans et al. 2006; Bolton et al. 2012)

\[
\frac{d_{fs}}{d_s} = \frac{c^2 \theta_E}{4 \sigma_{ap}^2} \left( \frac{\theta_{ap}}{\theta_E} \right)^{2-\gamma} f^{-1}(\gamma),
\]

(6)

where \(f(\gamma)\) is a certain function of the radial mass profile slope (see e.g. Cao et al. 2015b) for details), while the luminosity averaged line-of-sight velocity dispersion \(\sigma_{ap}\) can be measured inside the circular aperture of the angular radius \(\theta_{ap}\). Note that SIS lens model corresponds to \(\gamma = 2\).

(III) Extended power-law model: Considering the possible difference between the luminosity density profile \(\rho(r) \sim r^{-\delta}\) and the total-mass (i.e. luminous plus dark-matter) density profile \(\rho(r) \sim r^{-\alpha}\), one may solve the radial Jeans equation in spherical coordinate system to derive the dynamical mass inside the aperture radius (Koopmans et al. 2004). Therefore, the distance ratio \(-\) in the framework of this complicated lens profile \(-\) will be straightforwardly obtained, through the combination of dynamical mass and lens mass within the Einstein radius (Chen et al. 2019)

\[
\frac{d_{fs}}{d_s} = \frac{c^2}{4 \sigma_{ap}^2} \left( \frac{\theta_{ap}}{\theta_E} \right)^{2-\gamma} \times \left[ \frac{\lambda(\xi) - \beta(\xi + 2)}{\lambda(\xi)\lambda(\delta)} \right],
\]

(7)

where \(\xi = \alpha + \delta - 2\), \(\lambda(x) = \Gamma(\frac{x+1}{2})/\Gamma(\frac{x}{2})\). Note that \(\delta = \alpha\) denotes the shape of the luminosity density follows that of the total mass density, i.e., the power-law lens model. Moreover, in this model, a new parameter \(\beta(r) = 1 - \sigma_0^2/\sigma_{ap}^2\) is included to quantify the anisotropy of stellar velocity. We assume that it follows a Gaussian distribution of \(\beta = 0.18 \pm 0.13\) suggested by recent observations of several nearby early-type galaxies (Gerhard et al. 2001; Schwab et al. 2009).

2.3 Distance calibration from high-redshift quasars

In the past decades, great efforts have been made in investigating the “redshift - luminosity distance” relation in quasars for the purpose of cosmological studies, based on different relations involving the quasar luminosity (Baldwin 1977; Watson et al. 2011; Wang et al. 2013). In particular, the non-linear relation between the X-ray and UV luminosities of quasars looked very promising (Axon & Tananbaum 1986). However, suffering from the extreme variability and a wide range of luminosity, it still remains controversial whether quasars can be classified as "true" standard (or standardizable) candles in the Universe. Meanwhile, it should be pointed out that high scatter in the observed relations or the limitation of poor statistics remain the major uncertainties in most of these methods. Attempting to use these quasars by virtue of the non-linear relation between the X-ray and UV luminosities, one is usually faced with the challenge of large dispersions and observational biases. A key step forward was recently made by Risaliti & Lusso (2018), who gradually refined the selection technique and flux measurements, which provided a suitable subsample of quasars (with an intrinsic dispersion smaller than 0.15 dex) to measure the luminosity distance.

Following the approach described in Risaliti & Lusso (2015), there exits a relation between the luminosities in the X-rays \((L_X)\) and UV band \((L_{UV})\)

\[
\log(L_X) = \gamma \log(L_{UV}) + \beta,
\]

(8)

where \(\gamma\) and \(\beta\) denote the slope parameter and the intercept. Combining Eq. (8) with the well-known expression of \(L = F \times 4 \pi D_L^2\), the luminosity distance can be rewritten as

\[
\log(D_L) = \frac{1}{2 - 2\gamma} \times \left[ \log(F_{UV}) - \log(F_X) + \beta \right],
\]

(9)

a function of the respective fluxes \((F)\), the slope parameter \((\gamma)\) and the normalization constant \((\beta = \beta' + (\gamma - 1)\log_{10} \pi))\). Therefore, from theoretical point of view, the luminosity distance can be directly determined from the measurements of the fluxes of \(F_X\) and \(F_{UV}\), with a reliable knowledge of the dispersion \(\delta\) in this relation and the value for the two parameters \((\gamma, \beta)\) characterizing the \(L_X - L_{UV}\) relation. However, it has been established that the \(L_X - L_{UV}\) relation was characterized by a high dispersion.
Through the analysis of different quasar samples with multiple observations available, previous works derived a consistent value for the slope parameter ($\hat{\gamma} = 0.599 \pm 0.027$) and the intrinsic dispersion of the relation ($0.35 \sim 0.40$ dex) (Lusso et al. 2016, Young et al. 2016). It was found in subsequent analysis quantifying the observational effects (Lusso & Risaliti 2018) that the magnitude of the intrinsic dispersion can be eventually decreased to the level of $< 0.15$ dex. They identified a subsample of quasars without the major contributions from uncertainties in the measurement of the (2keV) X-ray flux, absorption in the spectrum in the UV and in the X-ray wavelength ranges, variability of the source and non-simultaneity of the observation in the UV and X-ray bands, inclination effects affecting the intrinsic emission of the accretion disc, and the selection effects due to the Eddington bias (Risaliti & Lusso 2018). Besides the lower dispersion in the relation, the reliability and effectiveness of the method strongly depend on the lack of evolution of the relation with redshift (Bisogni et al. 2018). Finally, Risaliti & Lusso (2018) produced a final, high-quality catalog of 1598 quasars, by applying several filters (X-ray absorption, dust-reddening effects, observational contaminants in the UV, Eddington bias) to the parent sample from the Sloan Digital Sky Survey (SDSS) quasar catalogues (Shen et al. 2011, Paris et al. 2017) and the XMM-Newton Serendipitous Source Catalogue (Rosen et al. 2018). The final results indicated that such refined selection of the sources could effectively mitigate the large dispersion in the $L_X - L_{UV}$ relation, with a tractable amount of scatter avoiding possible contaminants and unknown systematics (see Risaliti & Lusso (2018) for more details). More importantly, the similar analysis has supported the non-evolution of $L_X - L_{UV}$ relation with the redshift, which is supported by the subsequent study involving the intercept parameter $\beta = 8.24 \pm 0.01$, the slope parameter $\hat{\gamma} = 0.633 \pm 0.002$, and smaller dispersion $\delta = 0.24$ in a new, larger quasar sample (Risaliti & Lusso 2018).

Therefore, with the gradually refined selection technique and flux measurements, as well as the elimination of systematic errors caused by various aspects, their discovery has a major implication: based on a Hubble diagram of quasars, new measurements of the expansion rate of the Universe could be obtained in the range of $0.036 < z < 5.10$.

3 OBSERVATIONS AND SIMULATIONS

3.1 The observational quasar data

In this paper, we turn the improved “clean” sample including 1598 quasars, with reliable measurements of intrinsic X-ray and UV emissions assembled in Risaliti & Lusso (2018). The flux measurements concerning X-ray and UV emissions with the final sample is shown in Fig. 1. Possible cosmological application of these standard candles has recently been discussed in the literature (Melia 2019). More recently, the multiple measurements of high-redshift quasars have been used for testing the cosmic distance duality relation (CDDR), based on the relation between the UV and X-ray luminosities of quasars, combined with the VLBI observations of compact structure in radio quasars (Zheng et al. 2021).

According to the Eq. (6), we would be able to derive luminosity distances $D_L(z)$ and hence dimensionless co-moving distances of the lens $d_l$ and the source $d_s$ for each SGL system, from UV and X-ray fluxes of the quasars whose redshifts are equal to $z_l$ and $z_s$, respectively. However, there are two potential problems to be solved. First is a high intrinsic scatter $\delta$ in the quasars sample, based on the UV and X-ray flux measurements. Second is that $\hat{\beta}$ and $\hat{\gamma}$ parameters are unknown. Fortunately, Melia (2019) used the quasar sample to achieve cosmological test without any external calibrator, treating the slope $\hat{\gamma}$, the intercept $\hat{\beta}$, and the intrinsic scatter $\delta$ as free parameters to be fit. It was revealed that the quasar data can be self-calibrated under such individual optimization within a specified cosmology. For example in $\Lambda$CDM model one obtains: $\hat{\gamma} = 0.639 \pm 0.005$, $\hat{\beta} = 7.02 \pm 0.012$, $\delta = 0.231 \pm 0.0004$, and $\Omega_\Lambda = 0.31 \pm 0.05$. In this analysis, we will not confine ourselves to any specific cosmology, but instead we reconstruct the dimensionless co-moving distance function $d(z)$, modeled as a polynomial expansion in $z$ or logarithmic polynomial expansion of $\log(1+z)$ (Räsänen et al. 2013, Liao et al. 2017a, Li et al. 2018). For the first case, the dimensionless angular diameter distance is parameterized by a third-order polynomial function of redshift

$$d(z) = z + a_1 z^2 + a_2 z^3,$$

with the initial conditions of $d(0) = 0$ and $d'(0) = 1$. For the second case, we perform empirical fit to the quasar measurements, based on a third-order logarithmic polynomial of

$$d(z) = \ln(10)(x + b_1 x^2 + b_2 x^3),$$

with $x = \log(1+z)$. Note that in the above two parameterizations, $(a_1, a_2)$ and $(b_1, b_2)$ represent two sets of constant parameters that need to be optimized and determined by flux measurements data in X-ray and UV emissions. Meanwhile, the logarithmic parametrization, benefiting from a more rapid convergence at high redshifts with respect to the standard linear parametrization, has proved to be a more reasonable approximation at high redshifts (Risaliti & Lusso 2018).

In order to reconstruct the profile of dimensionless co-
Figure 2. Fractional uncertainty of the Einstein radius ($\Delta \theta_E/\theta_E$) determination as a function of the Einstein radius ($\theta_E$) (left panel) and the corresponding histogram plot (right panel), based on the SL2S sample with HST imaging and HST+CFHT imaging.

Figure 3. Left panel: Fractional uncertainty of the velocity dispersion ($\Delta \sigma_v/\sigma_v$) as a function of the lens surface brightness ($B$) for the SLACS sample, with the best-fitted correlation function denoted as the red solid line. Right panel: The distribution of the velocity dispersion uncertainty for the simulated SGL sample.

Figure 4. The scatter plot of the simulated lensing systems based on the standard polynomial model (left panel) and logarithmic polynomial model (right panel), with the gradient color denoting the value of the Einstein radius.
moving distance \(d(z)\) function up to the redshifts \(z = 5.0\), we make use of the publicly available code called the \textit{emcee}\footnote{https://pypi.python.org/pypi/emcee}\cite{Foreman2013}, to obtain the best-fit values and the corresponding 1\(\sigma\) uncertainties of relevant parameters \((a_1, a_2, b_1\) and \(b_2\) in our case). It is worth stressing here that one may worry that the cosmographic expansions are only valid at low redshift. However, the recent analysis of high-redshift Hubble diagram indicated that these relations are valid beyond \(z \sim 4\), although fitting a log polynomial cosmography may hide certain features of the quasar data \cite{Yang2019}. Meanwhile, our results demonstrate that a third-order polynomial function adopted in \cite{Risaliti2018} is sufficient enough to expand the luminosity distance, since the inclusion of higher orders in the polynomial expansion have negligible effect on the final reconstruction results. The chi-square \(\chi^2\) objective function we minimized is defined as

\[
\chi^2 = \sum_{i=1}^{1598} \left[ \log(F_{X,i}) - \Psi_{th}(\{F_{UV,i}\}; D_L(z_i)) \right]^2 / \sigma_{F_{X,i}}^2 + \delta^2, \tag{12}
\]

where \(\delta\) represents the global intrinsic dispersion, the \(\sigma_{F_{X,i}}\) denotes the i-th measurement error of flux \(F_{X,i}\) in X-ray waveband. The function \(\Psi_{th}\), is defined as

\[
\Psi_{th} = \hat{\beta} + \hat{\gamma} \log(F_{UV,i}) + 2(\hat{\gamma} - 1) \log(D_L(z_i)), \tag{13}
\]

in terms of the measured fluxes \((F_{X,i}, F_{UV,i})\) and the luminosity distance \(D_L(z) = c/H_0 (1+z) d(z)\). It should be pointed out that the measurement error of the flux in UV band is ignored in this analysis since \(\sigma_{F_{UV,i}}\) is insignificant comparing with \(\sigma_{F_{X,i}}\) and \(\delta\). Meanwhile, we have also assumed a fiducial value for the Hubble constant \(H_0 = 67.4\) km \(\text{s}^{-1}\) \(\text{Mpc}^{-1}\), based on the results obtained from Planck 2018 data \cite{Planck2018}. For the first case, the best-fit quasar parameters and the 68\% C.L. are determined as \(\hat{\gamma} = 0.613 \pm 0.011, \hat{\beta} = 7.970 \pm 0.312, \) and \(\delta = 0.230 \pm 0.003\). The corresponding results will change to \(\hat{\gamma} = 0.616 \pm 0.011, \hat{\beta} = 7.530 \pm 0.283, \) and \(\delta = 0.230 \pm 0.003\) for the second case.

### 3.2 The simulated SGL data from LSST

It is broadly reckoned that the future wide-area and deep surveys, such as the Large Synoptic Survey Telescope \cite{Verma2019} and the Dark Energy Survey \cite{DES2003} will revolutionize the strong lensing science, by increasing the number of known galactic lenses by orders of magnitude. More specifically, the forthcoming photometric LSST survey will discover \(\sim 10^5\) strong gravitational lenses \cite{Colett2013}, the cosmological application of which has become the focus of the forecasted yields of LSST in the near future \cite{Cao2017, Cao2018, Ma2011, Cao2020}.

Based on the publicly available simulation programs\footnote{https://github.com/tcollett/LensPop} explicitly described in \cite{Colett2013}, we simulate a realistic population of strong lensing systems with early-type galaxies acting as lenses. The singular isothermal sphere (SIS) is adopted to model the mass distributions of the lensing galaxies, the number density of which is characterized by the velocity dispersion function (VDF) from the measurements of SDSS Data Release 5 \cite{Choi2007}. Now one important issue should be emphasized in our simulations. In order to achieve our \(\Omega_k\) test with the combination of strong lensing and stellar dynamics, valuable additional information such as spectroscopic redshifts \((z_l\) and \(z_s)\) and spectroscopic velocity dispersion \((\sigma_{op})\) are necessary. Since these dedicated observations and substantial follow-up efforts for a sample of \(10^5\) SGL systems are expensive, it is more realistic to focus only on a particular well-selected subset of LSST lenses, as was proposed in the recent discussion of multi-object and single-object spectroscopy to enhance Dark Energy Science from LSST \cite{Hlozek2013, Mandelbaum2019}. Therefore, in our analysis the final SGL sample is restricted to 5000 elliptical galaxies with the velocity dispersion of 200 km/s < \(\sigma_{op} < 300\) km/s, following the recent investigation of medium-mass lenses to minimize the possible discrepancy between Einstein mass and dynamical mass for the SIS model \cite{Cao2014}. The final simulated results show that the distributions of velocity dispersions and Einstein radii are very similar to those of the current SL2S sample \cite{Sonnenfeld2013}.

Concerning the uncertainty budget, LSST could provide high-quality (sub-arcsecond) imaging data in general, especially in the g-band. However, in order to extract the full potential of LSST, obtaining high-resolution images for the lensing systems could also require additional imaging data from space-based facilities (HST), with detailed follow-up of individual SGL systems. Meanwhile, the participation of other ground-based facilities makes it possible to derive additional spectroscopic information, i.e., lens redshifts, source redshifts, and velocity dispersion measurements for individual lenses. In this analysis, different strategies will be applied to cope with the fractional uncertainty of the Einstein radius and stellar velocity dispersion, considering the possible correlations between the observational precision and other intrinsic properties of the lensing system (such as the mass or the brightness of the lens).

For the uncertainty of the Einstein radius, we turn to 32 SGL systems recently detected by Strong Lensing

![Figure 5. Redshift distribution of quasars used to assess distances and SGL systems from future LSST survey.](image-url)
Einstein radii lenses (θ_E \approx 0.5") applied in this analysis (200 km/s < \theta_E < 10"), such restricted SLACS lens sample, which falls within the velocity dispersion criteria. Meanwhile, for the full sample with HST+CFHT imaging data (i.e., CFHT image when θ_E > 1") and large Einstein radii lenses (θ_E > 1.5"), and large Einstein radii lenses (θ_E > 1.5"). Such error strategy will be implemented in the simulations of our LSST lens sample. Meanwhile, in the optimistic case, i.e. when all of the LSST lenses considered in this work will be observed with HST-like image quality, it is reasonable to take the fractional uncertainty of the Einstein radius at a level of 3% (Hilbert et al. 2009). For the uncertainty of the velocity dispersion, we turn to the optimistic case, i.e. when all of the LSST lenses (θ_E > 0.5") and the i-band magnitude are applied to our particular well-selected subset of LSST lenses (θ_E > 0.5" and m_i < 22). In this paper, we generate two SGL samples using the standard polynomial and logarithmic polynomial cosmographic reconstructions (taking the best fitted parameters of these reconstructions). The scatter plots of the simulated lensing systems based on standard polynomial and logarithmic polynomial cosmographic reconstructions are shown in Fig. 4. For a good comparison, Fig. 5 illustrates the redshift coverage of the current quasar sample and simulated SGL sample, which demonstrates the perfect consistency between the redshift range of high-z quasars and LSST lensing systems.

4 RESULTS AND DISCUSSION

The constraints on the cosmic curvature, based on the simulated SGL systems supplemented with the constructed Hubble diagram of high-redshift quasars, are obtained by maximizing the likelihood \( \chi^2 \sim \exp(-\chi^2/2) \). In our analysis, \( \chi^2 \) is constructed as

\[
\chi^2(p, \Omega_k) = \sum_{i=1}^{N} \frac{(D_{\text{obs}}(z_i; p) - D_{\text{obs}}(z_i; p))^2}{\sigma_d(z_i)^2},
\]

where \( D = d_L/d_s \) and \( N \) is the number of the data points. The theoretical distance ratio \( D_0 \) dependent on \( \Omega_k \) is given by Eq. (1), while its observational counterpart is dependent on the lens model adopted in our analysis. The free parameters in these lens model are collectively denoted as \( p \), and \( \sigma_D \) stands for the uncertainty of the distance ratio expressed as \( \sigma_D^2 = \sigma_{D,\text{SGL}}^2 + \sigma_{D,\text{QSO}}^2 \). Note that the statistical error of SGL lensing system is equal (up to some noise added) to the observed velocity dispersion reported in mock catalogs.

Let us start our analysis with the standard polynomial cosmographic reconstruction and consider three lens mass density profiles: SIS, power-law model, and extended power-law model. For the simplest SIS model, the numerical and graphical results are respectively presented in Table 1 and Fig. 7, with the best-fitted values for the parameters: \( \Omega_k = 0.002 \pm 0.035 \) and \( f_E = 1.000 \pm 0.002 \). On the one hand, one may clearly see the degeneracy between the cosmic curvature and the lens model parameters, a tendency revealed and extensively studied in the previous works (Zhou & Li 2020). The best-fitted value of \( f_E \) is exactly what one could expect knowing how the SGL data were simulated, i.e. the SIS velocity dispersion is equal (up to some noise added) to the observed velocity dispersion reported in mock catalog. This supports reliability of our procedure. On the other hands...
hand, a spatially flat universe is supported at much higher confidence levels ($\Delta \Omega_k \sim 10^{-2}$), compared with the previous results obtained in 
Xia et al. (2017), Qi et al. (2019a) by applying the above procedure to different available SGL subsamples. In the framework of power-law mass density profile, one can derive constraint on the cosmic curvature as $\Omega_k = -0.007 \pm 0.029$, with the best-fitted lens parameter and the corresponding $1\sigma$ uncertainty: $\gamma = 2.000 \pm 0.012$. In addition, it is worth noting that when the fractional uncertainty of the Einstein radius is reduced to the level of 3% (with HST imaging), the resulting constraint on the cosmic curvature becomes $\Delta \Omega_k = 0.028$. Therefore, the estimation of the spatial curvature is more sensitive to the measurements of lens velocity dispersions, which indicates the importance of deriving additional spectrosopic information for individual lenses. In the case of extended power-law lens model, we get the weakest fits on the cosmic curvature in the three types of lens models, with the best-fit value and the marginalized $1\sigma$ uncertainty $\Omega_k = 0.003 \pm 0.045$. Whereas, our analysis also yield improved constraints on the total density and luminosity density profiles, $\alpha = 2.000 \pm 0.014$ and $\delta = 2.171 \pm 0.035$. Compared with the profile of the total mass, the density of luminous baryonic mass has exhibited slight different distribution in early-type galaxies, i.e, the stellar mass profile in the inner region of massive lensing galaxies could fall off steeply than that of the total mass. Such tendency, which has been revealed and studied in detail in 
Cao et al. (2016), might helpfully contribute to the understanding of the presence of dark matter, which is differently spatially extended than luminous baryons in early-type galaxies. More importantly, besides the different degree of degeneracy between the lens model parameters, our analysis also reveals the strong correlation between $\Omega_k$ and the parameters characterizing the lens mass profiles. Therefore, the large covariances of $\Omega_k$ with the power-law parameters seen in Fig. 6 motivates the future use of auxiliary data to improve constraints on the galaxy structure parameters. Now, the question is: What is the average $\alpha$, $\delta$ and their intrinsic scatter for the overall population of early-type galaxies? One can use high-cadence, high-resolution and multi-filter imaging of the resolved lensed images, to put accurate constrains on the density profiles of galaxies 
Suyu et al. (2006), Vegetti et al. (2010), Collett & Auger (2014), Wong et al. (2013), with the newly developed state-of-the-art lens model.

| Standard polynomial         | $\Omega_k$ | $f_E$ | $\gamma$ | $\alpha$ | $\delta$ |
|-----------------------------|------------|-------|----------|----------|----------|
| SIS                         | 0.002 ± 0.035 | 1.000 ± 0.002 | □        | □        | □        |
| Power-law spherical         | −0.007 ± 0.029 | □     | 2.000 ± 0.012 | □        | □        |
| Extended power-law          | 0.003 ± 0.045 | □     | □        | 2.000 ± 0.014 | 2.171 ± 0.035 |
| Power-law spherical (with HST imaging) | −0.008 ± 0.028 | □     | 2.000 ± 0.012 | □        | □        |

Table 1. Constraints on the cosmic curvature and lens profile parameters for three types of lens models, in the framework of standard polynomial and logarithmic polynomial cosmographic reconstructions.

Figure 6. The 2-D regions and 1-D marginalized distribution with the 1-$\sigma$ and 2-$\sigma$ contours of all parameters from the standard polynomial (blue dotted line) and the logarithmic polynomial (green solid line) cosmographic reconstruction, in the framework of three lens models: SIS (left), power-law profile (middle), and extended power-law profile (right), respectively.
ing techniques and kinematic modeling methods (Suyu et al. 2012). More specifically, the joint lensing and dynamical studies of the SL2S lens sample have demonstrated that the precision of 5% could be obtained for the total-mass density slope inside the Einstein radius (Ruff et al. 2011; Sonnenfeld et al. 2013b). Hence, the LSST lenses should be technically supported by dedicated follow-up imaging of the lensed images, possibly performed with more frequent visits on Hubble telescope and smaller ground-based telescopes. Meanwhile, observations of the lens galaxy spectra are also needed in order to obtain the kinematic velocity dispersions, which could be satisfied by Adaptive optics (AO) IFU spectroscopy on 8-40m-class telescopes. Other possible solutions to this issue can simultaneously satisfy all of these needs, focusing on the combination of AO imaging with slit spectroscopy (Hložek et al. 2019).

Another important issue is the choice of the $D_L(z)$ function reconstructed from current quasar sample that served for the $\Omega_k$ estimation. Therefore, we perform a similar analysis with the logarithmic polynomial reconstruction and obtained the constraints in the parameter space of $\Omega_k$ and $(f_E, \gamma, \alpha, \delta)$ for three cases of mass density profiles. The results are also shown in Fig. 6 and Table 1. Comparing constraints based on the two different reconstructions, we see that confidence regions of different parameters (cosmic curvature and lens model parameters) are well overlapped with each other; hence our results and discussions presented above are robust. The strong degeneracies between the cosmic curvature parameter and the lens model parameters are also present as illustrated in Fig. 8. More interestingly, compared with the standard polynomial reconstruction, the advantage of the logarithmic polynomial reconstruction is that it could provide more stringent constraints on the cosmic curvature: $\Omega_k = -0.001 \pm 0.030$, $\Omega_k = -0.007 \pm 0.016$ and $\Omega_k = 0.002 \pm 0.031$, respectively in the framework of three lens mass density profiles (SIS model, power-law spherical model, and extended power-law model). Our results indicate that logarithmic parametrization is a more reasonable approximation of theoretical values up to high redshift. Such findings, which highlight the importance of choosing a reliable $D_L(z)$ parametrization to better investigate the spatial properties in the early universe, have also been noted and discussed in the previous works (Risaliti & Lusso 2013, Mehdi 2019). It should be noted that, even though we focus on the simulated data of SGL systems trying to assess the performance of the method in the future, the reconstructed distances are obtained from the real data. Hence, the best-fitted values of $\Omega_k$ somehow reflect what is supported by the observational data.

Finally, an accurate reconstruction of cosmic curvature with redshift can greatly contribute to our understanding of the inflation models and fundamental physics. In order to address this issue, we divide the full SGL sample into five groups with $\Delta z_s = 1.0$ (based on the source redshifts) and obtain the constraints on $\Omega_k$ in the framework of SIS model. The first subsample has 400 SGL with source redshifts $z_s < 0.1$, the second subsample has 2000 SGL with $1.0 < z_s < 2.0$, the third subsample has 1800 SGL with $2.0 < z_s < 3.0$, the fourth subsample has 600 SGL with $3.0 < z_s < 4.0$, and the fifth subsample contains 200 SGL with source redshifts $4.0 < z_s < 5.0$. The corresponding results are shown in Fig. 7, with the $d(z)$ function (polynomial and log-ploynomial parameterized distance) reconstructed from the full quasar sample. Compared with the previous analysis performed to test cosmic curvature with different tests involving other popular astrophysical probes including SNe Ia (Xia et al. 2017) and compact radio quasars (Qi et al. 2019b), it is suggested that our technique, i.e., using luminosity distance of quasars directly derived from the non-linear relation between X-ray and UV luminosities, will considerably improve such direct measurement of the spatial curvature in the early universe ($z \sim 5.0$).

5 CONCLUSIONS

In this paper, we re-estimate which precision can be achieved for the cosmic curvature in the near future, on the basis of the distance sum rule in the well-known FLRW metric (Rasanen et al. 2013). For the purpose, we focus on the simulated data of SGL systems expected to be detected by LSST, combined with the recently assembled catalog of 1598 high-quality quasars calibrated as standard candles. It is demonstrated that in the framework of such cosmological-model-independent way, the quasars have better coverage of redshift in SGL systems at high redshifts, which makes it possible to study the spatial properties in the early universe.

- Based on the future measurements of a particular well-selected subset of 5000 LSST lenses (with source redshifts $z \sim 5.0$), the final results show that the cosmic curvature could be estimated with the precision of $\Delta \Omega_k \sim 10^{-2}$, which is comparable to that derived from the Planck CMB power spectra (TT, TE, EE+lowP) (Aghanim et al. 2018).

It should be pointed out, even though the simulated data of SGL systems are used in our analysis, the reconstructed constraints are still relevant for future observations.
distances are obtained from the currently compiled quasar sample. In particular, no assumption on the cosmic curvature is made in the simulation of the LSST lens sample, i.e., two SGL samples using the standard polynomial and logarithmic polynomial cosmographic reconstructions. Therefore, the best-fitted values of $\Omega_k$ somehow reflect what is supported by the real observational data.

- In our analysis, three types of models, which has been extensively investigated in the literature is considered to describe the structure of the lens. Specially, one may obtain the most stringent fits on the cosmic curvature in the power-law lens model, while our $\Omega_k$ estimation will be strongly affected by the complicated extended power law model (considering the possible difference between the luminosity density profile ($\rho(r) \sim r^{-\delta}$) and the total-mass). Furthermore, our analysis also reveals the strong correlation between the cosmic curvature ($\Omega_k$) and parameters characterizing the mass profile of lens galaxies ($\gamma_s$, $\gamma_\alpha$, and $\alpha$, $\delta$), which motivates the future investigation of lens density profiles through the combination of state-of-the-art lens modeling techniques and kinematic modeling methods (Suyu et al. 2012). There are several sources of systematics that remain to be discussed and addressed in the future analysis. The first one is related to the galaxy structure parameters, especially those characterizing the stellar distribution in the lensing galaxies. In this paper, we adopted a power-law profile in the spherical Jeans equation, with the aim of connecting the observed velocity dispersion to the dynamical mass. However, many modern lens models have considered a two-component model that is the sum of a Sersic-like profile (fit to the stellar light distribution) and a NFW profile (fit to the dark matter distribution) (Navarro, Frenk & White 1997). The luminosity distribution of spherical galaxies could also be well described by the well-known Hernquist profile, whose behavior follows an inner slope of $r^{-1}$ at small radii and $r^{-4}$ at large radii (Hernquist et al. 1990). Enlightened by the most recent studies trying to quantify how cosmological constraints are altered by different luminosity density profiles (Ma et al. 2013), such effect will contribute to the scatter in our cosmic-curvature test. This also highlights the importance of auxiliary data in improving constraints on the luminosity density profile, i.e., more high-quality integral field unit (IFU) data are needed to further improve the method in view of upcoming surveys (Barnabè et al. 2013).

- Our results indicate that, properly calibrated UV - X-ray relation in quasars has a great potential of becoming an important and precise distance estimator in cosmology. Based on the two cosmographic reconstructions of $D_L(z)$ function, our findings also highlight the importance of choosing a reliable reconstruction schemes in order to better investigate the nature of space-time geometry at high redshifts. This conclusion is also confirmed by the reconstruction of cosmic curvature with the source redshift $z_s$, with accurate observations and spectral characterization of quasars observed by SDSS (Shen et al. 2011), Paris et al. 2017, and XMM (Rosen et al. 2016). Finally, this paper seeks to highlights the potential of LSST, which is expected to find extraordinary numbers of new transients every night (Smith et al. 2013). For instance, one should recall that other promising settings for SGL systems have been proposed, for example, galactic-scale strong gravitational lensing systems with Type Ia supernovae (Goobar et al. 2014) and gravitational waves (GWs) as background sources (Liao et al. 2017b, Cao et al. 2019a, Qi et al. 2019d). Benefit from LSST’s wide-field of view and sensitivity, these upcoming improvements on the precision of cosmic curvature estimation will be very helpful for revealing the physical mechanism of cosmic acceleration, or the nature of cosmic origins.
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