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ABSTRACT Clustering is an important data analysis technique, which has been applied to many practical scenarios. However, many partitioning based clustering algorithms are sensitive to the initial state of cluster centroids, may get trapped in a local optimum, and have poor robustness. In recent years, particle swarm optimization (PSO) has been regarded as an effective solution to the problem. However, it has the possibility of converging to a local optimum, especially when solving complex problems. In this paper, we propose a hybrid PSO-K-means algorithm, which uses the Gaussian estimation of distribution method (GEDM) to assist PSO in updating the population information and adopts Lévy flight to escape from the local optimum. The proposed algorithm is named a GEDM and Lévy flight based PSO-K-means (GLPSOK) clustering algorithm. Firstly, during initialization, a few particles are initialized using the cluster centroids generated by K-means, while other particles are randomly initialized in the search space. Secondly, GEDM and PSO are selected with different probability to update the population information at different optimization stages. Thirdly, Lévy flight is adopted to help the search escape from the local optimum. Finally, the greedy strategy is carried out to select the promising particles from the parents and the newly generated candidates. Experimental results on both synthetic data sets and real-world data sets show that the proposed algorithm can produce better clustering results and is more robust than existing classic or state-of-the-art clustering algorithms.

INDEX TERMS Data clustering, K-means, particle swarm optimization, Gaussian estimation of distribution method, Lévy flight.

I. INTRODUCTION

In recent years, data mining is widely used to find useful patterns and knowledge which are hidden inside Large-scale data from different sources [1]. Clustering is one of the research hotspots in the field of data mining. It is an unsupervised learning method and aims to group the objects based on the principle of maximizing the intra-cluster similarity and minimizing the inter-cluster similarity [2]. In the past few decades, various clustering algorithms [3]–[6] have been proposed. So far, clustering has been used in a number of applications, such as image segmentation [7], bioinformatics–gene expression data analysis [8], and object recognition [9]. Partitioning based clustering algorithms, such as K-means [10], Fuzzy C-means (FCM) [6], and K-Harmonic Means (KHM) [11] are widely used because of their simplicity and efficiency.
However, these algorithms also present some serious inconveniences, i.e., they are sensitive to the initial state of cluster centroids, may get trapped in a local optimum, and have poor robustness. The above inconveniences often lead to unsatisfactory clustering results. Since clustering tasks can be modeled as optimization problems, it is a natural choice to solve the clustering problems with optimization algorithms. So far, many intelligent optimization algorithms such as particle swarm optimization (PSO) [12], [13], ant colony optimization (ACO) [14], cuckoo search algorithm (CSA) [15], genetic algorithm (GA) [16], and differential evolution (DE) [17] have been regarded as effective solutions to clustering problems.

Among all the optimization algorithms, PSO has received much attention owing to its simplicity and competitiveness in finding a better solution [18]. In 2015, Liang et al. [19] proposed an adaptive clustering-based PSO, which considered the population topology and individual behavior control together to balance local and global search in an optimization process and proved the superiority of the algorithm. Furthermore, among the clustering approaches based on optimization algorithms, PSO has proven to be a strong competitor [20]. For example, the PSO-based clustering technique was firstly proposed in [21], where the initial swarm was fed by the clustering results of K-means. In 2011, Izakian and Abraham [22] proposed a clustering algorithm based on FCM and PSO, which applied FCM to the particles in each generation to improve the fitness of each particle. However, as with almost all optimization algorithms, the basic PSO algorithm also has the possibility of converging to a local optimum, especially when solving complex multimodal problems. In addition, most PSO-based clustering algorithms have the problem of low convergence efficiency.

K-means is one of the most classic clustering algorithms and is widely used for its simplicity and low computation cost. PSO is an effective global optimization algorithm and has a strong ability to search for solutions. To take full advantage of both algorithms and solve the above problems, we propose a hybrid PSO-K-means algorithm, which adopts the Gaussian estimation of distribution method (GEDM) and Lévy flight to improve the performance of the algorithm. The proposed algorithm is named a GEDM and Lévy flight based PSO-K-means (GLPSOK) clustering algorithm. Firstly, during initialization, a few particles are initialized using the cluster centroids generated by K-means to ensure that there are some relatively good particles in the initial swarm, while other particles are randomly initialized in the search space to ensure the diversity of the initial swarm. Secondly, we adopt GEDM to assist PSO in updating the population information. At the early stage of the optimization process, the GEDM is selected with a high probability to estimate a better evolution direction using promising particles. The purpose is to accelerate the convergence speed. At the later stage of the optimization process, PSO is used with a high probability to make full use of the great local search ability of PSO. The purpose is to improve the convergence accuracy. Thirdly, when the search is stagnant, the Lévy flight strategy is adopted to generate stagnation disturbance, which can increase the diversity of the population to help the search escape from the local optimum. Finally, the greedy strategy is carried out to select the promising particles from the parents and the newly generated candidates according to their fitness.

The rest of this paper is organized as follows. Section II reviews the related work of data clustering based on PSO. Section III includes the problem definition of clustering. In Section IV, the proposed clustering algorithm GLPSOK is described. Section V describes the experimental results and analysis. In Section VI, we conclude this work and indicate directions for future research.

II. RELATED WORK

In the past few decades, researchers made significant progress in PSO-based data clustering. Depending on the research method, the research carried out in this respect can be divided into two categories. The first category is the hybrid clustering approaches, which combine PSO with traditional clustering algorithms. The second category is the effective PSO variants for data clustering.

The goal of the hybrid clustering approaches is to take full advantage of PSO and traditional clustering algorithms to get better clustering results. As early as 2003, Merwe and Engelbrecht [21] proposed the first PSO-based clustering algorithm, denoted as HPSOK-means in our paper, where the initial swarm was fed with the clusters generated by K-means. In 2008, Ahmadyfard and Modares [23] proposed a clustering algorithm based on PSO and K-means. In this paper, PSO was adopted for global search at the initial stages of the optimization process and K-means was used to achieve faster convergence to an optimum solution when around global optimum. A hybrid algorithm based on PSO, ACO and K-means for cluster analysis was proposed in [24] to solve nonlinear partitioning problems in data clustering. In order to process the large-scale gene expression data generated by microarray experiments, Deepthi and Thampi [25] proposed a clustering algorithm, which adopted PSO to search for the best subset and then used k-means as a wrapper algorithm to evaluate the obtained subsets. In 2019, Xu et al. [26] proposed an accelerated two-stage particle swarm optimization (ATPSO) for clustering not-well-separated data. In ATPSO, K-means is utilized to accelerate particles convergence during the population initialization. Recently, Liu et al. [27] proposed an effective algorithm based on K-means and randomly occurring distributed delayed PSO (RODDPSO) to group patients from emergency center. To avoid falling into a local optimum, this algorithm introduced randomly occurring time-delays to the velocity updating model using a distributed form. Yang et al. [28] proposed a hybrid clustering algorithm (PSOKHM) combining K-Harmonic Means (KHM) with PSO and the experimental results indicated the superiority of the PSOKHM algorithm. A hybrid clustering algorithm based on KHM, PSO, and GA was proposed in [29], where PSO was combined with another evolutionary
algorithm such as GA to enhance the standard PSO. Bouyer and Hatamlou [1] proposed a new clustering algorithm which combined KHM with an Improved Cuckoo Search (ICS) and PSO where ICS was used to help PSO escape from the local optimum. An improved FCM clustering algorithm based on PSO was proposed in [30], in which, firstly, each object in the data set was distributed on the basis of distance to meet the constraints of FCM. And then, PSO was adopted to search for a global optimal solution. Zhao et al. [4] proposed an alternate PSO-based adaptive interval type-2 intuitionistic Fuzzy C-means clustering algorithm (A-PSO-IT2IFCM) and used it to solve a problem of image segmentation. With all, most hybrid clustering algorithms only combine PSO with traditional clustering algorithms in a simple way. Because PSO also has the possibility of converging to a local optimum, this kind of approaches cannot completely solve the problems that the traditional clustering algorithms possess, like being easily trapped in local optima and having low accuracy.

In recent years, researchers have proposed various PSO variants for data clustering. In 2008, Alam et al. [31] proposed a new algorithm called Evolutionary Particle Swarm Optimization (EPSO), which was based on the evolution of swarm generations for clustering. The swarm attempted to dynamically update itself to optimal positions during each iteration. In 2010, Szabo et al. [32] proposed a Modified Particle Swarm Clustering (mPSC) algorithm on the basis of Particle Swarm Clustering (PSC). This work modified the metaphor of natural social order to decrease the input parameters of the system and particles velocity’s memory. The purpose of this paper is to reduce the computational complexity of PSC, but Szabo has acknowledged that this improvement is not significant. A version of PSC-based algorithm was proposed by Yuwono et al. [33], in which the rapid centroid estimation (RCE) was adopted to simplify the update rules of PSC for clustering. In this algorithm, which is denoted as PSC-RCE in this paper, each particle represents the centroid of a cluster, and all particles form a solution of the problem. By introducing New Substitution Strategy, Particle Reset, Swarm Strategy, and White Noise Update Scheme, this algorithm improves the efficiency of the clustering process and could better approximate the global optimal solution. In general, the PSO variants for data clustering can reduce the possibility of getting trapped in local optima. However, this kind of algorithms also has some problems. For example, in PSO, the update of the population mainly depends on the current global optimal solution and the individual historical optimal solution, which often leads to low convergence efficiency at the early stage of the search and a significant decrease in population diversity at the later stage of the search.

In summary, although clustering algorithms based on PSO, have emerged endlessly, none of them can simultaneously solve all the three problems of premature convergence, low convergence efficiency and low clustering accuracy in a satisfactory manner.

### III. PROBLEM DEFINITION

Clustering is an unsupervised learning method that aims to organize each data point in the data set into the corresponding cluster. It is based on the principle of maximizing the intra-cluster similarity and minimizing the inter-cluster similarity. For a given data set \( \chi = \{x_i\}_{i=1}^N, x_i \in \mathbb{R}^D \), where \( N \) is the number of data points and \( D \) is the dimension of the data to be clustered, K-means clustering partitions it into \( K \) clusters \( \{C_i\}_{i=1}^K \) by minimizing the sum of the intra-cluster variances defined as Eq.(1). K-means seeks better solutions by alternately optimizing cluster centroids and the assignment of data points to clusters.

\[
\varepsilon_{sum} = \sum_{i=1}^{K} \sum_{x \in C_i} \|x - \mu_i\|^2 \tag{1}
\]

\[
\mu_i = \frac{1}{|C_i|} \sum_{x \in C_i} x \tag{2}
\]

where \( \mu_i \) is the centroid of the cluster \( C_i \), \( x \) are objects that belong to the cluster \( C_i \).

In the context of clustering, the proposed GLPSOK algorithm is used to optimize the cluster centroids. A single particle represents \( K \) cluster centroid vectors. That is, each particle \( X_t \) ( \( t = 1, 2, \ldots, S \), where \( S \) is the population size) is constructed as follows:

\[
X_t = [C_{t1}', C_{t2}', \ldots, C_{tK}']
\]

\[
C_{kt} = [M_{kt,1}, M_{kt,2}, \ldots, M_{kt,D}] \tag{4}
\]

where \( C_{kt} \) refers to the k-th cluster centroid vector of the particle \( X_t \), \( M_{kt,d} \) is the d-th dimensional position of the centroid \( C_{kt} \). \( K \) is the number of clusters, \( D \) is the dimension of the data to be clustered. For example, considering a search space with \( K = 3 \) and \( D = 3 \), the particle \([2.4, 2.7, 0.3, 1.8, 0.2, 0.8, 2.8, 2.9, 0.4]\) encodes the centroids \([2.4, 2.7, 0.3], [1.8, 0.2, 0.8] \) and \([2.8, 2.9, 0.4]\). For a more general example, Fig.1 shows the encoding of a solution that is formed by \( K \) centroids, where \( D = 3 \). Therefore, a swarm represents a number of candidate clustering results for the current data vectors.

A variety of validity metrics have been proposed as the objective functions of clustering algorithms, such as sum of Euclid Distance (SED) [34], Mean Squared Error (MSE) [1], and Jm-index[35]. In this paper, SED has been adopted as the fitness function of GLPSOK following the suggestion of Kaufman [34]. For each particle \( X_t \), its fitness function SED is defined as follows:

\[
SED = \sum_{i=1}^{K} \sum_{x \in C_i} \|x - \mu_i\| \tag{5}
\]

where \( \mu_i \) refers to the centroid vector of cluster \( C_i \) within particle \( X_t \), \( x \) are objects belonging to the cluster \( C_i \).

### IV. PROPOSED GLPSOK ALGORITHM

#### A. POPULATION INITIALIZATION

For most PSO-based clustering algorithms, two initialization methods [36] are often adopted. The first method randomly locates all initial particles throughout the search space. The
can be regarded as a search process [37]. Each particle of potential solutions, and the fly process of the particles by cooperation and competition among particles in a swarm. guides optimization search by swarm intelligence generated [12]. This algorithm imitates the process of bird foraging and PSO was first proposed by Kennedy and Eberhart in 1995

1) PARTICLE SWARM OPTIMIZATION

In PSO, the swarm of particles is considered as a set of potential solutions, and the fly process of the particles can be regarded as a search process [37]. Each particle \( i \) is associated with two vectors, i.e., the position vector \( X_i = [x_i,1, x_i,2, \ldots, x_i,d] \) and the velocity vector \( V_i = [v_i,1, v_i,2, \ldots, v_i,d] \). Particles search for new solutions by constantly adjusting their positions \( x_i,d \). For each particle, it can remember its individual historical optimal position that it has searched for, as \( pbest_i \), and the current global optimal position found by the entire particle swarm, as \( gbest \). When the two optimal positions are found, each particle updates its velocity and position according to Eq.(6) and Eq.(7), respectively.

\[
\begin{align*}
v_{i,d}(t + 1) &= \omega \cdot v_{i,d}(t) + c_1 \cdot rand_1 \cdot (pbest_{i,d} - x_{i,d}(t)) + c_2 \cdot rand_2 \cdot (gbest_d - x_{i,d}(t)) \quad (6) \\
x_{i,d}(t + 1) &= x_{i,d}(t) + v_{i,d}(t + 1) \quad (7)
\end{align*}
\]

where \( t \) represents the \( t \)-th iteration, \( d \) represents the \( d \)-th dimension of the particle, \( \omega \) is the inertia weight, \( c_1 \) and \( c_2 \) are the acceleration constants, \( rand_1 \) and \( rand_2 \) are random numbers randomly distributed in the interval \([0, 1]\).

It has been proved that the performance of PSO can be improved if the inertia weight \( \omega \) decreases linearly [38]. The linearly decreased inertia weight is given as follows:

\[
\omega = \omega_{max} - (\omega_{max} - \omega_{min}) \cdot \frac{t}{t_{max}} \quad (8)
\]

where \( \omega_{max} \) and \( \omega_{min} \) are the maximal and minimal weights, respectively; \( t \) is the number of the current iteration, and \( t_{max} \) is the number of the maximum iteration.

2) GAUSSIAN ESTIMATION OF DISTRIBUTION METHOD

The estimation of distribution algorithm (EDA) can estimate the evolution direction of the promising population using probabilistic model learning and sampling. Some studies have shown that EDA has promising performance when dealing with complex optimization problems [39] [40]. GEDM is the core component of EDA. Therefore, it has been introduced into PSO to estimate the better evolution direction for the purpose of improving the convergence speed and enhancing the local optimal avoidance ability of PSO. The model of GEDM based on the weighted covariance matrix is as follows.

\[
\begin{align*}
\omega_i &= \frac{\ln(m + 1) - \ln(i)}{\sum_{i=1}^{m} (\ln(m + 1) - \ln(i))} \\
X(t)_\text{mean} &= \sum_{i=1}^{m} \omega_i \cdot X_i(t) \quad (10) \\
Cov(t) &= \frac{1}{m - 1} \cdot \sum_{i=1}^{m} (X_i(t) - X(t)_\text{mean})(X_i(t) - X(t)_\text{mean})^T \\
X_i(t + 1) &= \text{Gaussian}(X(t)_\text{mean}, Cov(t)) + rand \cdot (X(t)_\text{mean} - X_i(t)) \quad (12)
\end{align*}
\]

In Eq.(9), \( m \) is the number of solutions that are selected as the promising solutions to estimate the evolutionary direction. The solution, which has a high rank, would have a great weight when calculating the weighted mean using Eq.(10). The set of \( \{X_1, X_2, \ldots, X_m\} \) represents the promising solutions with fitness values ranked from high to low in Eq.(10). In Eq.(11), \( Cov(t) \) is the weighted covariance matrix of the
promising solutions. When using GEDM, the population update its position using Eq. (12). The first addend of Eq. (12) corresponds to Gaussian random walk.

In order to integrate the GEDM and PSO together effectively, the GEDM and PSO are selected with different probabilities at different stages of the optimization process. At the early stage of the optimization process, the GEDM is selected with a high probability to estimate the better evolution direction using promising particles, for the purpose of accelerating the convergence speed. At the later stage of the optimization process, PSO is used with a high probability to make full use of its great local search ability, for the purpose of improving the convergence accuracy of GLPSOK. The model of the probability is as follows:

$$\gamma = \gamma_{\text{max}} - \left(\gamma_{\text{max}} - \gamma_{\text{min}}\right) \cdot \frac{t}{t_{\text{max}}}$$ (13)

where $\gamma_{\text{max}}$ and $\gamma_{\text{min}}$ are the maximal and minimal probabilities to select GEDM, respectively.

3) STAGNATION DISTURBANCE STRATEGY

The Lévy process is a stochastic process of continuous time, which was first proposed by the French scientist Paul Lévy. Researchers have found that the behavior of many animals in nature is consistent with the characteristics of the Lévy process and have proposed the Lévy flight theory [41] based on the Lévy process. Lévy flight is an optimal exploration behavior to search for randomly distributed objects. It is characterized by long-term random walks with small steps and occasionally jumping with a large step, which is similar to the global search and local search features in the intelligent optimization algorithm. Thus, Lévy flight is widely used by researchers in various optimization algorithms to generate random step sizes. In this paper, once the search is stagnant, the Lévy flight has been adopted to generate disturbance to update the population. In the search process, the average fitness value of the promising solutions is used to determine whether the search is stagnant. If the average fitness value does not change in three consecutive iterations, the search would be regarded as stagnant. Once the search process is stagnant, in order to escape from the local optimum and overcome the premature convergence of GLPSOK, the Lévy flight strategy is adopted to generate disturbance to update the population information. In addition, the stagnation disturbance strategy can also increase the diversity of the population. The model of stagnation disturbance strategy based on Lévy flight is as follows:

$$X_i(t + 1) = X_i(t) + \text{randn} \cdot \text{Levy} (X_i(t))$$

$$\text{Levy} (X_i(t)) = \alpha \cdot s \cdot (\text{gbest} - X_i(t))$$ (20)

where $\text{randn}$ is a random number following a normal distribution, and $\alpha \in [-1, 1]$ is a scale factor.

C. BOUNDARY HANDLING

Some works [43] have shown that boundary handling has a significant impact on the performance of PSO algorithms, especially when solving complex problems. In recent years, many boundary handling schemas [36] have been proposed, including those based on either periodic, absorbing, invisible, damping, reflecting, random or zoom. Among the boundary handling schemas above, the most fundamental and widely used are random and absorbing schemas. A brief description of these two fundamental schemas [43] is addressed below.

1) Random Schema: In general, this schema is adopted as the default setting in PSO programs. If a particle flies outside any dimension $j$ of the search space, a random value drawn from a uniform distribution between the lower and upper boundaries of the dimension $j$ would be assigned as the corresponding component for the particle, as follows.

$$X_t = [x_{t,1}, \ldots, x_{t,j-1}, U(b_l; b_u), x_{t,j+1}, \ldots, x_{t,n}]$$ (21)

where $t = 1, 2, \ldots, S; S$ is the population size; $b_l$ is the lower boundary of the $j$-th dimension of the $t$-th particle; $b_u$ is the upper boundary of the $j$-th dimension of the $t$-th particle; $U(a; b)$ is a random value drawn from a uniform distribution between $a$ and $b$.

2) Absorbing Schema: In this schema, when a particle flies outside any dimension $j$ of the search space, the component corresponding to the $j$-th dimension of the particle is assigned the boundary of the dimension $j$.

$$X_t = [x_{t,1}, \ldots, x_{t,j-1}, b_l \text{ (or } b_u), x_{t,j+1}, \ldots, x_{t,n}]$$ (22)

In this paper, the random schema is adopted to handle the boundary of position to prevent particles from flying out of the search space. And the absorbing schema is adopted to
handle the boundary of velocity to prevent particles from moving too fast.

Finally, the greedy strategy is adopted to select the promising particles from the parents and the newly generated candidates according to the fitness. This step can guarantee the global convergence efficiency of the proposed GLPSOK algorithm. This mechanism can fully retain the dominant particles, which can improve the convergence speed of the algorithm and obtain better clustering results.

The pseudo code of the proposed GLPSOK is described as Algorithm 1.

Algorithm 1 The Procedure of GLPSOK
1. Initialize the population (see Sect.IV-A).
2. For each particle, assign each data point to its nearest cluster \( C_j(j = 1, 2, \ldots, K) \);
3. Calculate the fitness of each particle using Eq.(5); Update the values for both \( pbest \) and \( gbest \);
4. If \( t < t_{\text{max}} \)
   - Execute step 5;
   else
   - Output the \( gbest \) one \( X^* \);
   End if;
5. Calculate \( X_{(t)}^{\text{mean}} \) and \( \text{Cov}(t) \);
6. If the search stagnates
   - Population is updated using Eq.(19);
   Else
      If \( \text{rand} > \gamma \)
         - Population is updated using PSO;
      Else
         - Population is updated using GEDM;
      End if;
   End if;
7. Boundary control;
8. For each newly generated candidate particle, assign each data point to its nearest cluster \( C_j(j = 1, 2, \ldots, K) \);
9. Calculate the fitness of each generated candidate;
10. Greedy strategy is adopted to select the promising particles;
11. Update the values for both \( pbest \) and \( gbest \);
12. \( t = t + 1 \); Execute step 4;

D. COMPUTATION COMPLEXITY ANALYSIS
The computation complexity of GLPSOK is described below. At the initialization stage (from Step 1 to Step 3), the computation complexity is \( O(N \cdot K \cdot D \cdot NP) \), where \( N \) is the number of data points to be clustered, \( K \) is the number of clusters, \( D \) is the dimension of data points, \( NP \) is the number of particles. The computation complexity of updating the population (Step 5 and Step 6) is \( O(K^2 \cdot D^2 \cdot NP) \), where the computation complexity of computing \( X(t)_{\text{mean}} \) and \( \text{Cov}(t) \) is \( O(K \cdot D \cdot NP) \) and \( O(K^2 \cdot D^2 \cdot NP) \), respectively. The computation complexity of stage from Step 7 to Step 11 is \( O(N \cdot K \cdot D \cdot NP) \). The computation complexity of stage from Step 4 to Step 12 is \( O(K \cdot D \cdot NP \cdot (K \cdot D + N) \cdot t_{\text{max}}) \), where \( t_{\text{max}} \) is the maximum number of iterations of GLPSOK. Let \( \text{MaxFEs} \) be the maximum number of the fitness evaluations of PSO-based Clustering algorithm. Then, in GLPSOK, \( \text{MaxFEs} = NP \cdot t_{\text{max}} \). Therefore, the overall computation complexity of GLPSOK can be expressed as \( O(K \cdot D \cdot (K \cdot D + N) \cdot \text{MaxFEs}) \).

Table 1 summarizes the computation complexity of GLPSOK and eight related algorithms, which are introduced in detail in Section V as comparison algorithms. In non-PSO-based clustering algorithms, such as K-means, MinMaxK-means, and K-Multiple-Means (KMM), \( \text{MaxFEs} \) represents the maximum number of calculations of the objective function of algorithms. In PSC-RCE, \( n_m \) is the number of groups in the swarm. In K-Multiple-Means, \( m \) is the number of sub-clusters and \( t_1 \) is the number of iterations of the sub-alternating system. In the actual program running, the running time of PSO-based clustering algorithms is much longer than that of non-PSO-based clustering algorithms. The number of fitness evaluations is close or equal to \( \text{MaxFEs} \) for PSO-based clustering algorithms and the number of calculations of the objective function is usually much less than \( \text{MaxFEs} \) for non-PSO-based clustering algorithms when the algorithm terminates after satisfying the algorithm termination condition.

| Algorithm          | Computation Complexity          |
|--------------------|---------------------------------|
| K-means [10][44]   | \( O(N \cdot K \cdot D \cdot \text{MaxFEs}) \) |
| BIRCH [5]          | \( O(N) \)                        |
| HPSOK-means [21]   | \( O(N \cdot K \cdot D \cdot \text{MaxFEs}) \) |
| MinMaxK-means [45] | \( O(N \cdot K \cdot D \cdot \text{MaxFEs}) \) |
| PSC-RCE [33]       | \( O(N \cdot K \cdot D \cdot n_m \cdot \text{MaxFEs}) \) |
| PSOLFK             | \( O(N \cdot K \cdot D \cdot \text{MaxFEs}) \) |
| PSOSCALFK          | \( O(N \cdot K \cdot D \cdot \text{MaxFEs}) \) |
| KMM [46]           | \( O(N \cdot ((m \cdot D + m^2 + m \cdot K) \cdot t_1 + mD) \cdot \text{MaxFEs}) \) |
| GLPSOK             | \( O(K \cdot D \cdot (K \cdot D + N) \cdot \text{MaxFEs}) \) |

V. EXPERIMENTAL RESULTS AND ANALYSIS
The proposed GLPSOK is a hybrid clustering algorithm based on PSO and K-means. In order to evaluate its effectiveness, we tested it on six synthetic data sets. For the purpose of proving its superiority, we compared it with eight classic or state-of-the-art algorithms on five real-world data sets. The experiments were conducted using the Matlab R2016a platform on a computer with 1.99 GHz Inter(R) Core (TM) i7-8565U CPU, 16 GB memory and Windows 10 operating system.

A. EXPERIMENTAL DATA SETS
Six synthetic data sets and five real-world data sets were used to evaluate the proposed algorithm. The synthetic data sets (\( S_1 - S_6 \)), which are presented in [47], [48], are generated using the Gaussian model and shown in Fig. 2a-7a. These data sets were selected for the following reasons: \( S_1 \)
shows the asymmetric case where the clusters have different shapes and different numbers of data points. $S_2 - S_4$ shows the approximately symmetric case where the clusters take the similar shape and have the same numbers of data points. The difference between $S_2$, $S_3$, and $S_4$ is that the distance between cluster boundaries decreases in order, which can help in evaluating the performance of the proposed algorithm on data sets with unclear boundaries. $S_5$ and $S_6$ have been selected to evaluate the performance of the proposed algorithm on multi-dimensional data sets and data sets with multiple clusters, respectively. The real-world data sets (Iris, Wine, Glass, WDBC, and CMC) are obtained from the famous UCI Machine Learning Repository [49]. These data sets have been selected because they come from various domains and have been widely used in the field of machine learning [1] [50]. The information of the synthetic data sets and real-world data sets are described in Table 2 and Table 3, respectively. A detailed description of all data sets is shown below.

### TABLE 2. The main properties of the selected synthetic data sets.

| Order | Dataset | Size  | Number of Features | Number of Clusters |
|-------|---------|-------|--------------------|--------------------|
| 1     | $S_1$   | 900   | 2                  | 3                  |
| 2     | $S_2$   | 1200  | 2                  | 4                  |
| 3     | $S_3$   | 1200  | 2                  | 4                  |
| 4     | $S_4$   | 1200  | 2                  | 4                  |
| 5     | $S_5$   | 300   | 3                  | 4                  |
| 6     | $S_6$   | 500   | 2                  | 10                 |

### TABLE 3. The main properties of the selected real-world data sets.

| Order | Dataset | Size  | Number of Features | Number of Clusters |
|-------|---------|-------|--------------------|--------------------|
| 1     | Iris    | 150   | 4                  | 3                  |
| 2     | Wine    | 178   | 13                 | 3                  |
| 3     | Glass   | 214   | 9                  | 6                  |
| 4     | WDBC    | 569   | 30                 | 2                  |
| 5     | CMC     | 1473  | 9                  | 3                  |

#### 1) SYNTHETIC DATA SET1 ($n = 900, d = 2, k = 3$)
This data set consists of three classes, those ones having 400,300, and 200 data points, respectively. These data points are drawn from three different bivariate Gaussian distributions with the following parameters:

$$\mu_1 = (1, 0), \mu_2 = (0, 1), \mu_3 = (0, -1),$$

$$\Sigma_1 = \Sigma_2 = \Sigma_3 = \begin{bmatrix} 0.09 & 0 \\ 0 & 0.09 \end{bmatrix}, \Sigma_4 = \begin{bmatrix} 0.04 & 0 \\ 0 & 0.04 \end{bmatrix}$$

where $\mu_i$ is the mean vector, and $\Sigma_i$ is the covariance matrix. The overall data distribution is shown in Fig.2a. Different colors in the illustration represent different classes (ground truths) of the data points.

#### 2) SYNTHETIC DATA SET2 ($n = 1200, d = 2, k = 4$)
This data set consists of four classes, each containing 300 data points. These data points are drawn from four different bivariate Gaussian distributions with the following parameters:

$$\mu_1 = (-1, 0), \mu_2 = (1, 0), \mu_3 = (0, 1), \mu_4 = (0, -1),$$

$$\Sigma_1 = \Sigma_2 = \Sigma_3 = \Sigma_4 = \begin{bmatrix} 0.04 & 0 \\ 0 & 0.04 \end{bmatrix}$$

where $\mu_i$ is the mean vector, and $\Sigma_i$ is the covariance matrix. The overall data distribution is shown in Fig.3a.

#### 3) SYNTHETIC DATA SET3 ($n = 1200, d = 2, k = 4$)
This data set consists of four classes, each containing 300 data points. These data points are drawn from four different bivariate Gaussian distributions with the following parameters:

$$\mu_1 = (-1, 0), \mu_2 = (1, 0), \mu_3 = (0, 1), \mu_4 = (0, -1),$$

$$\Sigma_1 = \Sigma_2 = \Sigma_3 = \Sigma_4 = \begin{bmatrix} 0.09 & 0 \\ 0 & 0.09 \end{bmatrix}$$

where $\mu_i$ is the mean vector, and $\Sigma_i$ is the covariance matrix. The overall data distribution is shown in Fig.4a.

#### 4) SYNTHETIC DATA SET4 ($n = 1200, d = 2, k = 4$)
This data set consists of four classes, each containing 300 data points. These data points are drawn from four different bivariate Gaussian distributions with the following parameters:

$$\mu_1 = (-1, 0), \mu_2 = (1, 0), \mu_3 = (0, 1), \mu_4 = (0, -1),$$

$$\Sigma_1 = \Sigma_2 = \Sigma_3 = \Sigma_4 = \begin{bmatrix} 0.16 & 0 \\ 0 & 0.16 \end{bmatrix}$$
where $\mu_i$ is the mean vector, and $\Sigma_i$ is the covariance matrix. The overall data distribution is shown in Fig. 5a.

$$\mu_1 = (0, 0, 0), \mu_2 = (3, 3, 2),$$
$$\mu_3 = (-3, 3, 1), \mu_4 = (0, -3, 3),$$
$$\Sigma_1 = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \Sigma_2 = \begin{bmatrix} 2 & -1 & 0 \\ -1 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix},$$
$$\Sigma_3 = \begin{bmatrix} 2 & 1 & 0 \\ 1 & 2 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \Sigma_4 = \begin{bmatrix} 2 & 1 & 0 \\ 1 & 1 & 0 \\ 0 & 0 & 2 \end{bmatrix},$$

where $\mu_i$ is the mean vector, and $\Sigma_i$ is the covariance matrix. The overall data distribution is shown in Fig. 6a.

5) SYNTHETIC DATA SET5 (n = 300, d = 3, k = 4)
This data set consists of four classes, and the mixing ratio of the four classes is [0.1, 0.2, 0.3, 0.4]. These data points are drawn from four different tripartite Gaussian distributions with the following parameters:

$$\mu_1 = (0, 0, 0), \mu_2 = (3, 3, 2),$$
$$\mu_3 = (-3, 3, 1), \mu_4 = (0, -3, 3),$$
$$\Sigma_1 = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix},$$
$$\Sigma_2 = \begin{bmatrix} 2 & -1 & 0 \\ -1 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix},$$
$$\Sigma_3 = \begin{bmatrix} 2 & 1 & 0 \\ 1 & 2 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \Sigma_4 = \begin{bmatrix} 2 & 1 & 0 \\ 1 & 1 & 0 \\ 0 & 0 & 2 \end{bmatrix}.$$
10) BREAST CANCER WISCONSIN (Diagnostic) DATA SET (n = 569, d = 30, k = 2)
This data set is denoted as WDBC in this paper. Features are computed from a digitized image of a fine needle aspirate (FNA) of a breast mass. They describe the characteristics of the cell nuclei present in the image.

11) CONTRACEPTIVE METHOD CHOICE DATA SET (n = 1473, d = 9, k = 3)
This data set is a subset of the 1987 National Indonesia Contraceptive Prevalence Survey and is denoted as CMC in this paper. The woman investigated is either not pregnant or not sure if she is pregnant. The survey is to predict the current contraceptive approach (no use, long-term methods, or short-term methods) of a woman based on her demographic and socio-economic characteristics.

B. COMPARISON ALGORITHMS
Our proposed algorithm is a hybrid clustering one based on K-means and PSO. Therefore, we have selected several classic or state-of-the-art algorithms related to K-means or PSO to carry out a convenient comparative analysis. In addition, we also chose a classic hierarchical clustering algorithm, named BIRCH. Below further details of the comparison algorithms are briefly explained.

1) K-means is one of the most popular clustering algorithms and the basis of the proposed GLPSOK algorithm. This algorithm partitions the data set into K clusters by minimizing the sum of the intra-cluster variances.

2) MinMaxK-means [45] is an effective K-means variant. This algorithm assigns weights to the corresponding clusters according to their variance and optimizes a weighted version of the objective function of K-means. Weights are learned together with the cluster assignments through an iterative procedure.

3) K-Multiple-Means (KMM) [46] is the state-of-the-art multi-prototype clustering algorithm based on K-means, which organizes the data set with multiple sub-cluster centroids into specified k clusters.

4) HPSOK-means [21] is the first work to apply PSO to data clustering. This algorithm uses PSO to find the centroids of specified k clusters, where the clusters generated by K-means are used to initialize the initial swarm of PSO.

5) PSC-RCE [33] is a famous variant of particle swarm clustering (PSC). This algorithm simplifies the update rules of PSC, and significantly reduces computational complexity by improving the efficiency of the particle trajectories.

6) PSOLF [52] is an Enhanced Particle Swarm Optimization with Lévy Flight for global optimization. In order to prove that our proposed GLPSOK clustering can outperform other partitioning based clustering methods that are assisted by present state-of-art PSO variants, we combine PSOLF and K-means in the same way used in this paper. The combination of PSOLF and K-means is denoted as PSOLFK in this paper.

7) PSOSCALF [53] is a state-of-the-art PSO variant. It is based on sine cosine algorithm and Lévy flight for solving optimization problems. Similarly, we combine PSOSCALF and K-means in the same way used in this paper for the purpose of proving that our proposed GLPSOK clustering can outperform other partitioning based clustering methods that are based on present state-of-art PSO variants. The combination of PSOSCALF and K-means is denoted as PSOSCALFK in this paper.

8) BIRCH [5] is a classic hierarchical clustering algorithm which can typically find a good clustering result only with a single data scan and improve the quality of the clustering result further with a few additional scans. The reason that we select BIRCH as the comparison algorithm is to further prove that GLPSOK can achieve superior performance over different types of clustering algorithms.

C. PARAMETER SETTINGS
To ensure the fairness of the experiments, for all PSO-based algorithms, the maximum number of fitness evaluations (MaxFEs) was set to 30000. As for other algorithms such as K-means, BIRCH, MinMaxK-means, and KMM, the maximum number of calculations for their objective functions was also set to 30000. K-means has no additional parameters. Other parameters of the other seven comparison algorithms were set as indicated in the corresponding original papers or as default values. The parameter settings of the eight algorithms are shown in Table 4. In order to avoid experimental deviations, each algorithm was run 30 times on each data set independently.

TABLE 4. Parameter setting.

| Algorithm            | Parameter Settings |
|----------------------|--------------------|
| BIRCH                | branching_factor = 50, threshold = 0.5 |
| HPSOK-means          | c_1 = c_2 = 1.49, \omega = 0.72 |
| MinMaxK-means        | p_{init} = 0, p_{max} = 0.5, p_{step} = 0.01, \beta = 0.3 |
| PSC-RCE              | swarm_num = 5, max stagnation = 200, m = 1.4 |
| PSOLFK               | c_1 = 1.2, c_2 = 1.8, \omega_{min} = 0.1, \omega_{max} = 0.8 (1-iteration/Mxtrix) |
| PSOSCALF             | c_1_{min} = c_2_{min} = 0.5, c_1_{max} = c_2_{max} = 2.5, limit = 10, \beta = 1.5, \omega_{min} = 0.4, \omega_{max} = 0.9, scale = 0.01 |
| KMM                  | k = 5 |
| GLPSOK               | \omega_{max} = 0.9, \omega_{min} = 0.5, c_1 = c_2 = 1.49445, m = NP/2, \gamma_{max} = 0.7, \gamma_{min} = 0.3, \alpha = 0.05, \beta = 0.5 |

D. EVALUATION METRIC
In order to evaluate and compare the performance of the proposed algorithm with the other six comparison algorithms, four metrics were selected. The first metric is SED as defined in Eq. (5). The other three metrics are Normalized Mutual
Information [54], F-measure [1] and Accuracy [54]. Next, these metrics are described.

1) NORMALIZED MUTUAL INFORMATION (NMI)
Suppose \( C \) represents the set of classes obtained from the ground truth and \( C' \) represents the set of clusters obtained from the algorithm. Their mutual information measure \( MI(C, C') \) is defined as follows:

\[
MI(C, C') = \sum_{c_i \in C, c'_j \in C'} p(c_i, c'_j) \cdot \log_2 \frac{p(c_i, c'_j)}{p(c_i) \cdot p(c'_j)}
\] (23)

where \( p(c_i) \) and \( p(c'_j) \) are the probabilities that an object randomly selected from the data set belongs to the class \( c_i \) and cluster \( c'_j \), respectively; and \( p(c_i, c'_j) \) is the probability that an object randomly selected from the data set belongs to \( c_i \) and also belongs to \( c'_j \). In our experiments, NMI is defined as follows:

\[
NMI(C, C') = \frac{MI(C, C')}{\max(H(C), H(C'))}
\] (24)

where \( H(C) \) and \( H(C') \) are the entropy of \( C \) and \( C' \), respectively; NMI ranges from 0 to 1. NMI = 1 if the \( C \) and \( C' \) are identical; and NMI = 0 if \( C \) and \( C' \) are mutually independent.

2) F-MEASURE
Precision and recall are two metrics that have been widely used in information retrieval and statistics. It is desirable that the precision and recall are as high as possible. However, in some cases, the two metrics contradict to each other. F-measure is an approach to consider precision and recall together. In clustering, the higher the F-measure is, the better the clustering performance is. Formally, each class \( i \) (as given by the ground truth of the input data set) is regarded as the set of \( n_i \) instances desired for a query; each cluster \( j \) (obtained from the algorithm) is regarded as the set of \( n_j \) instances retrieved from a query; \( n_{ij} \) represents the number of instances of class \( i \) within cluster \( j \). For each class \( i \) and cluster \( j \), F-measure \( (F) \), precision \( (p) \), and recall \( (r) \) are defined by means of the following equations:

\[
F = \sum_i \frac{n_{ij}}{n_i} \cdot \max_j \{F(i, j)\}
\] (25)

\[
F(i, j) = \frac{(b^2 + 1) \cdot p(i, j) \cdot r(i, j)}{b^2 \cdot p(i, j) + r(i, j)}
\] (26)

\[
p(i, j) = \frac{n_{ij}}{n_j}
\] (27)

\[
r(i, j) = \frac{n_{ij}}{n_i}
\] (28)

In Eq.(26), \( b \) is assigned 1 to keep equal weights for precision and recall.

3) ACCURACY (AC)
Given an object \( x_i \), let \( s_j \) and \( r_i \) be the ground truth of \( x_i \) and the cluster label obtained by algorithms, respectively. The definition of AC is as follows:

\[
AC = \frac{\sum_{i=1}^{n} \delta(s_i, map(r_i))}{n}
\] (29)

where \( n \) is the number of total objects; \( \delta(x, y) \) is the delta function that equals 1 if \( x = y \), 0 otherwise; and \( map(r_i) \) is the permutation mapping function which maps each cluster label \( r_i \) to the equivalent ground truth.

E. RESULTS ON SYNTHETIC DATA SETS
In this section, the experimental results of applying the proposed algorithm GLPSOK on six synthetic data sets are described.

| Data Set | F-measure | AC |
|----------|-----------|----|
|          | Mean (SD) | Mean (SD) |
|          |           |           |
| S1       | 0.9222E-01(3.3876E-16) | 0.9222E-01(4.5168E-16) |
| S2       | 0.9917E-01(6.7752E-16) | 0.9917E-01(5.6460E-16) |
| S3       | 0.8417E-01(6.7752E-16) | 0.8417E-01(1.1292E-16) |
| S4       | 0.2582E-01(4.5168E-16) | 0.2582E-01(0.0000E+00) |
| S5       | 0.5228E-01(1.1675E-02) | 0.5089E-01(1.3389E-02) |
| S6       | 0.3625E-01(1.3597E-16) | 0.3600E-01(0.0000E+00) |

Table 5 shows the overall experimental results (including the mean and standard deviation (SD) of F-measure and AC) of the proposed algorithm on six synthetic data sets. The proposed algorithm was run independently 30 times on each data set. From the table we can see that the proposed algorithm achieves good clustering results on all synthetic data sets, where the F-measure and AC on all data sets are greater than 0.92, on data set 3 are greater than 0.98, and on data set 1 and data set 2 are even greater than 0.99.

In addition, Fig.2b, Fig.3b, Fig.4b, Fig.5b, Fig.6b, and Fig.7b illustrate the clustering results of the proposed algorithm on six synthetic data sets, respectively. Each color in each figure corresponds to a cluster. Since we only care about which data points belong to the same cluster and do not care what color is used to represent a cluster, we have unified the color representation of the clustering results and ground truth of each data set to more intuitively observe the clustering performance. From the figures, we can see that the proposed algorithm can achieve good clustering results.

F. RESULTS ON REAL-WORLD DATA SETS
In this section, we test the performance of GLPSOK on five real-world data sets from the UCI Machine Learning Repository and compare it to eight comparison algorithms in terms of four evaluation metrics, namely, SED, NMI, F-measure, and AC. For each data set, we ran each algorithm 30 times independently. Tables 6-10 show the statistical results (Mean and standard deviation (SD)) obtained by all algorithms on data set Iris, Wine, Glass, WDBC, CMC, respectively. The best results are shown in bold.

Table 6 shows the experimental results on data set Iris. From this table we can see that GLPSOK outperforms the
### TABLE 6. Statistical results obtained by nine algorithms on data set Iris in 30 independent runs.

| Algorithm   | SED        | NMI        | F-measure     | AC         |
|-------------|------------|------------|---------------|------------|
|             | Mean(SD)   | Mean(SD)   | Mean(SD)      | Mean(SD)   |
| K-means     | 1.0344E+02 | 6.9425E-01 | 8.4048E-01    | 8.1044E-01 |
| BIRCH       | 1.0307E+02 | 6.7471E-01 | 7.9980E-01    | 8.1333E-01 |
| HIPSO-K-means | 1.2568E+02 | 5.7081E-01 | 7.4055E-01    | 6.1267E-01 |
| MinMax      | 9.7523E-01 | 7.4331E-01 | 8.4855E-01    | 8.8667E-01 |
| PSC-RCE     | 9.7397E+01 | 7.4634E-01 | 8.9013E-01    | 8.9156E-01 |
| PSOLFK      | 9.7281E+01 | 7.5149E-01 | 8.9177E-01    | 8.9333E-01 |
| PSOSCALFK   | 9.6915E+01 | 7.5467E-01 | 8.9614E-01    | 8.9733E-01 |
| KMM         | 1.0284E+02 | 7.2471E-01 | 8.4411E-01    | 8.3867E-01 |
| GLPSOK      | 9.6655E+01 | 7.6036E-01 | 8.9878E-01    | 9.0000E-01 |

### TABLE 7. Statistical results obtained by nine algorithms on data set Wine in 30 independent runs.

| Algorithm   | SED        | NMI        | F-measure     | AC         |
|-------------|------------|------------|---------------|------------|
|             | Mean(SD)   | Mean(SD)   | Mean(SD)      | Mean(SD)   |
| K-means     | 1.6981E+04 | 4.2189E-01 | 6.9751E-01    | 6.7378E-01 |
| BIRCH       | 1.6605E+04 | 4.1586E-01 | 7.0688E-01    | 6.9663E-01 |
| HIPSO-K-means | 1.6348E+04 | 4.2992E-01 | 7.2673E-01    | 7.1592E-01 |
| MinMax      | 1.6993E+04 | 4.2127E-01 | 6.8556E-01    | 6.6854E-01 |
| PSC-RCE     | 1.6555E+04 | 4.2837E-01 | 7.1439E-01    | 7.0187E-01 |
| PSOLFK      | 1.6350E+04 | 4.2810E-01 | 7.1590E-01    | 7.0356E-01 |
| PSOSCALFK   | 1.6292E+04 | 4.2785E-01 | 7.2595E-01    | 7.1536E-01 |
| KMM         | 2.2314E+04 | 3.3383E-01 | 6.7277E-01    | 6.1348E-01 |
| GLPSOK      | 1.6295E+04 | 4.2978E-01 | 7.2729E-01    | 7.1685E-01 |

### TABLE 8. Statistical results obtained by nine algorithms on data set Glass in 30 independent runs.

| Algorithm   | SED        | NMI        | F-measure     | AC         |
|-------------|------------|------------|---------------|------------|
|             | Mean(SD)   | Mean(SD)   | Mean(SD)      | Mean(SD)   |
| K-means     | 2.2751E+02 | 3.5125E-01 | 5.2730E-01    | 5.0903E-01 |
| BIRCH       | 2.4286E+02 | 2.9828E-01 | 5.5736E-01    | 4.9065E-01 |
| HIPSO-K-means | 3.3799E+02 | 1.8799E-01 | 4.2381E-01    | 4.1277E-01 |
| MinMax      | 2.2215E+02 | 3.4631E-01 | 5.2890E-01    | 5.0265E-01 |
| PSC-RCE     | 2.2046E+02 | 3.6084E-01 | 5.3733E-01    | 5.1729E-01 |
| PSOLFK      | 2.1632E+02 | 3.7783E-01 | 5.4635E-01    | 5.2850E-01 |
| PSOSCALFK   | 2.1620E+02 | 3.8290E-01 | 5.4743E-01    | 5.3037E-01 |
| KMM         | 2.3326E+02 | 3.5117E-01 | 5.6110E-01    | 5.0857E-01 |
| GLPSOK      | 2.1514E+02 | 3.8389E-01 | 5.5121E-01    | 5.3520E-01 |

### TABLE 9. Statistical results obtained by nine algorithms on data set WDBC in 30 independent runs.

| Algorithm   | SED        | NMI        | F-measure     | AC         |
|-------------|------------|------------|---------------|------------|
|             | Mean(SD)   | Mean(SD)   | Mean(SD)      | Mean(SD)   |
| K-means     | 1.5265E+05 | 4.2229E-01 | 8.4434E-01    | 8.5413E-01 |
| BIRCH       | 1.7176E+05 | 2.6215E-01 | 7.4385E-01    | 7.7856E-01 |
| HIPSO-K-means | 2.5144E+05 | 1.2266E-01 | 6.3034E-01    | 5.2830E-01 |
| MinMax      | 1.5606E+05 | 3.6670E-01 | 8.1707E-01    | 8.3128E-01 |
| PSC-RCE     | 1.5203E+05 | 4.2393E-01 | 8.4590E-01    | 8.5477E-01 |
| PSOLFK      | 1.5077E+05 | 4.4040E-01 | 8.5365E-01    | 8.6210E-01 |
| PSOSCALFK   | 1.4953E+05 | 4.5896E-01 | 8.6060E-01    | 8.6819E-01 |
| KMM         | 2.1576E+05 | 1.6681E-01 | 7.3213E-01    | 7.2050E-01 |
| GLPSOK      | 1.4948E+05 | 4.5869E-01 | 8.6060E-01    | 8.6819E-01 |
TABLE 10. Statistical results obtained by nine algorithms on data set CMC in 30 independent runs.

| Algorithm     | SED (Mean(SD)) | NMI (Mean(SD)) | F-measure (Mean(SD)) | AC (Mean(SD)) |
|---------------|----------------|----------------|----------------------|---------------|
| K-means       | 5.5431E+03(1.4594E+00) | 3.2432E-02(5.7265E-04) | 4.0338E-01(1.6791E-03) | 3.9819E-01(2.2462E-03) |
| BIRCH         | 5.7516E+03(9.2504E-13) | 3.1560E-02(2.1173E-17) | 4.1889E-01(1.1292E-16) | 3.9579E-01(5.6460E-17) |
| HPSOK-means   | 5.5330E+03(9.9686E-01) | 3.1660E-02(1.2540E-03) | 4.0163E-01(5.9880E-04) | 3.9613E-01(1.1098E-03) |
| MinMax        | 5.5426E+03(0.0000E+00) | 3.0597E-02(1.4115E-17) | 4.0011E-01(5.6460E-17) | 3.9712E-01(1.1292E-16) |
| PSC-RCE       | 5.5457E+03(2.9071E+00) | 3.1918E-02(7.7300E-04) | 4.0386E-01(2.3923E-03) | 3.9717E-01(3.1917E-03) |
| PSOLFK        | 5.5415E+03(9.6531E-01) | 3.2825E-02(7.0875E-18) | 4.0245E-01(2.8230E-16) | 3.9715E-01(1.6938E-16) |
| PSOSCALFK     | 5.5340E+03(1.5397E+00) | 3.1500E-02(4.0573E-04) | 4.0094E-01(7.9057E-04) | 3.9507E-01(1.1266E-03) |
| KMM           | 6.1044E+03(8.4081E+02) | 2.8181E-02(4.0513E-03) | 4.1762E-01(2.9709E-02) | 3.9396E-01(1.9413E-02) |
| GLPSOK        | 5.5323E+03(2.4391E-01) | 3.1329E-02(1.4115E-17) | 4.0054E-01(2.8230E-16) | 3.9443E-01(2.8230E-16) |

FIGURE 8. Box plots of SED, NMI, F-measure and AC obtained by nine algorithms on data set Iris with 30 independent runs.

FIGURE 9. Box plots of SED, NMI, F-measure and AC obtained by nine algorithms on data set Wine with 30 independent runs.

FIGURE 10. Box plots of SED, NMI, F-measure and AC obtained by nine algorithms on data set Glass with 30 independent runs.

other eight algorithms for all evaluation metrics. In addition, the standard deviation of experimental results obtained by GLPSOK is very small, which proves that the proposed algorithm is stable on this data set. Table 7 shows the experimental results on data set Wine. For metrics F-measure and AC, the proposed algorithm outperforms all other eight algorithms. For metric SED, PSOSCALFK achieves the best results, slightly better than our proposed algorithm. For metric NMI, HPSOK-means achieves the best results, slightly better than our proposed algorithm. Table 8 shows the
experimental results on data set Glass. For metrics SED, NMI and AC, the proposed algorithm outperforms all other eight algorithms. For metric F-measure, KMM achieves the best results, followed by BIRCH, but only a little better than our proposed algorithm. Other algorithms all get worse results than our proposed algorithm. Table 9 shows that the proposed algorithm outperforms all other comparison algorithms for all evaluation metrics on data set WDBC. Table 10 shows that GLPSOK underperforms some other algorithms in most metrics on the date set CMC. This is because the data in CMC are categorical values. For example, one of the attributes is “Wife’s now working?” where “0” represents “not working” and “1” represents “working”. However, GLPSOK is a distance-based clustering algorithm, which is suitable for continuous numeric data and not suitable for categorical data. The traditional way to treat categorical attributes as numeric does not always produce meaningful results because many categorical domains are not ordered.

To better observe the overall results and robustness of all algorithms, box plots of SED, NMI, F-measure and AC obtained by eight algorithms on data set Iris, Wine, Glass, WDBC, CMC, are shown. According to Fig.8, Fig.9, and Fig.11, compared with the eight comparison algorithms, the overall results obtained by GLPSOK are the best on the data sets Iris, Wine and WDBC. In addition, the whole distribution of experimental results obtained by our proposed algorithm is very concentrated, with almost no outliers, indicating that our proposed algorithm has strong robustness and stability on these three data sets; From Fig. 10, we can see that GLPSOK also obtains the best overall results on the data set Glass. Fig.12 shows that the clustering result of GLPSOK is at a medium level on data set CMC. In summary, GLPSOK achieves the best overall results and proved to be very robust.

In order to compare the experimental results more scientifically and comprehensively, the Wilcoxon signed rank test [55], a non-parametric hypothesis test method, was used for a paired difference test. This test can quantitatively indicate whether there is a significant difference in the performance between algorithms. It is noted that the smaller the value of SED is, the better the quality of the clustering results will be. In contrast, the larger the values of NMI, F-Measure and AC are, the better the quality of the clustering results will be. With the significance level $\alpha = 0.05$, the results of the Wilcoxon signed rank test are shown in Table 11. The meaning of each symbol in the table is explained as follows: ‘p-value’ is the probability that the random variable has values more ‘extreme’ than the currently observed value under the null hypothesis; ‘$w_+$’ is the sum of the rank greater than 0; ‘$w_-$’ is the sum of the rank less than 0; R is the result of the Wilcoxon signed rank test, where ‘$+$’ means GLPSOK outperforms other algorithms, ‘$-$’ means GLPSOK is worse than other algorithms and ‘$=$’ means GLPSOK is similar to other algorithms. As can be seen from Table 11, on the whole, GLPSOK is significantly better than the other eight algorithms.

VI. CONCLUSION AND FUTURE WORK
In this paper, we propose a hybrid PSO-K-means clustering algorithm that adopts GEDM and Lévy flight strategy to improve the performance of the algorithm. The experimental results on six synthetic data sets show that the proposed algorithm can obtain good clustering results on all synthetic
### TABLE 11.

(a) The results of the Wilcoxon signed rank test, with the significance level $\alpha = 0.05$. (b) The results of the Wilcoxon signed rank test, with the significance level $\alpha = 0.05$. (c) The results of the Wilcoxon signed rank test, with the significance level $\alpha = 0.05$.

#### (a) The results of the Wilcoxon signed rank test, with the significance level $\alpha = 0.05$.

| Metric | Dataset | K-means vs. GLPSOK | BIRCH vs. GLPSOK | HPSOK-means vs. GLPSOK |
|--------|---------|---------------------|------------------|------------------------|
|        |         | p-value w+ w- R     | p-value w+ w- R  | p-value w+ w- R        |
| Iris   | 1.24E-06 465 0 + 6.80E-08 465 0 + 1.73E-06 465 0 + | 8.94E-04 394 7 1 + |
| SED    | 4.23E-06 465 1 + 1.92E-06 465 0 + 1.73E-06 465 0 + |
| Glass  | 4.32E-08 0 465 0 + 4.32E-08 0 465 0 + 9.94E-07 0 465 0 + |
| NMI    | 1.88E-04 39 367 + 1.19E-06 0 465 0 + 1.73E-06 0 465 0 + |
| Wine   | 2.71E-05 44 421 + 6.63E-07 0 465 0 + 4.77E-07 0 465 0 + |
| WDBC   | 4.32E-08 0 465 0 + 4.32E-08 0 465 0 + 5.73E-06 377 6 0 + |
| CMC    | 7.23E-07 464 1 - 4.32E-08 465 0 - 3.49E-01 243 163 - |
| Wine   | 1.08E-06 0 465 + 6.33E-07 0 465 0 + 1.00E+00 105 105 = |
| F-measure | Glass  | 1.81E-03 66 340 + 3.06E-02 336 129 - 1.92E-06 1 464 + |
|        | WDBC   | 4.32E-08 0 465 + 4.32E-08 0 465 0 + 4.77E-07 0 465 0 + |
|        | CMC    | 7.22E-07 464 1 - 4.32E-08 465 0 - 3.99E-01 400 6 - |
|        | Ac     | 2.79E-03 51.5 273.5 + 6.66E-07 6 459 0 + 7.30E-03 322 11 0 + |
|        | WDBC   | 4.32E-08 0 465 + 4.32E-08 0 465 0 + 4.77E-07 0 465 0 + |
|        | CMC    | 1.84E-06 454 11 - 4.32E-08 465 0 - 5.73E-06 377 6 0 + |

#### (b) The results of the Wilcoxon signed rank test, with the significance level $\alpha = 0.05$.

| Metric | Dataset | MinMaxK-means vs. GLPSOK | PSC-RCE vs. GLPSOK | PSLF vs. GLPSOK |
|--------|---------|--------------------------|-------------------|-----------------|
|        |         | p-value w+ w- R          | p-value w+ w- R   | p-value w+ w- R |
| Iris   | 6.80E-06 465 0 + 1.73E-06 465 0 + 8.94E-04 394 7 1 + |
| SED    | 2.13E-05 45 26 0 + 3.88E-05 457 8 - 6.79E-03 227 49 |
| Glass  | 2.88E-05 45 0 + 1.73E-06 465 0 - 1.73E-06 465 0 + |
| WDBC   | 4.32E-08 0 465 + 4.32E-06 465 0 - 4.32E-06 465 0 - |
| CMC    | 1.84E-06 454 11 - 4.32E-06 465 0 - 4.32E-06 465 0 - |
| Wine   | 9.73E-07 0 465 + 1.41E-06 0 465 0 + 1.54E-06 3 432 + |
| F-measure | Glass  | 3.13E-03 89 376 + 3.61E-03 91 374 - 2.44E-01 82 149 + |
|        | WDBC   | 4.32E-08 0 465 + 1.09E-06 0 465 0 + 8.63E-04 46 305 + |
|        | CMC    | 4.32E-08 0 465 + 1.94E-06 0 465 0 + 4.32E-06 465 0 + |
| Iris   | 4.32E-08 0 465 + 4.32E-08 0 465 0 + 4.32E-08 0 465 0 + |
| Wine   | 6.63E-07 0 465 + 1.62E-06 0 465 0 + 2.07E-06 0 378 + |
| Ac     | 2.82E-04 15 238 + 3.27E-03 74 333 + 1.78E-01 30.5 74.5 + |
| WDBC   | 4.32E-08 0 465 + 4.32E-08 0 465 0 + 6.38E-04 37.5 287.5 + |
| CMC    | 4.32E-08 0 465 + 2.72E-04 409 56 + 4.32E-08 465 0 - |

#### (c) The results of the Wilcoxon signed rank test, with the significance level $\alpha = 0.05$.

| Metric | Dataset | PSOLFK vs. GLPSOK | KMM vs. GLPSOK |
|--------|---------|-------------------|----------------|
|        |         | p-value w+ w- R   | p-value w+ w- R |
| Iris   | 1.73E-06 465 0 + 1.66E-06 465 0 + |
| Wine   | 2.96E-03 88 377 - 1.73E-06 465 0 + |
| SED    | 1.26E-02 220 56 + 1.73E-06 465 0 + |
| Glass  | 8.92E-05 423 42 + 1.73E-06 465 0 + |
| WDBC   | 1.73E-06 465 0 + 1.73E-06 465 0 + |
| CMC    | 4.88E-04 0 78 + 3.37E-01 186 279 + |
| Wine   | 1.64E-01 34 86 + 1.69E-06 0 465 0 + |
| NMI    | 6.59E-01 123.5 152.5 + 2.61E-04 55 410 + |
| Glass  | 7.81E-03 52 3 + 2.88E-06 5 460 + |
| Ac     | 4.88E-04 0 78 + 4.34E-06 7 458 + |
| WDBC   | 1.95E-03 55 0 + 5.67E-03 367 98 - |
| CMC    | 4.88E-04 0 78 + 1.34E-04 10 243 + |
| Wine   | 1.76E-01 35 85 + 2.59E-06 0 435 + |
| F-measure | Glass  | 5.05E-01 35.5 55.5 + 2.96E-04 57 408 + |
|        | WDBC   | 0.03E-00 0 0 - 4.34E-06 7 458 + |
|        | CMC    | 1.95E-03 55 0 - 2.13E-01 127 293 + |

- $\alpha = 0.05$
data sets. In addition, the proposed algorithm was compared with several classic or state-of-the-art clustering algorithms on five real-world data sets from the UCI Machine Learning Repository. The experimental results show that the proposed algorithm can achieve better performance than the six comparison algorithms on real-world data sets and has strong robustness. However, GLPSOK consumes a lot of time when dealing with large-scale data set. Future work can be summarized into two aspects: (1) how to further improve the convergence efficiency of GLPSOK; (2) how to apply the proposed GLPSOK algorithm to practical scenarios like image segmentation, and applications including clustering in the financial, ecological, and educative domains from data pressed in natural language texts.

REFERENCES

[1] A. Bouyer and A. Hatamlou, “An efficient hybrid clustering method based on improved cuckoo optimization and modified particle swarm optimization algorithms,” Appl. Soft Comput., vol. 67, pp. 172–182, Jan. 2018.

[2] S. Zhang, Z. Yang, X. Xing, Y. Gao, D. Xie, and H.-S. Wong, “Generalized pair-counting similarity measures for clustering and cluster ensembles,” IEEE Access, vol. 5, pp. 16904–16918, 2017.

[3] L. Chen, Q. Jiang, and S. Wang, “Model-based method for projective clustering,” IEEE Trans. Knowl. Data Eng., vol. 24, no. 7, pp. 1291–1305, Jul. 2012.

[4] F. Zhao, Y. Chen, H. Liu, and J. Fan, “Alternate PSO-based adaptive interval type-2 intuitionistic fuzzy C-Means clustering algorithm for color image segmentation,” IEEE Access, vol. 7, pp. 64028–64039, 2019.

[5] T. Zhang, R. Ramakrishnan, and M. Livny, “BIRCH: An efficient data clustering method for very large databases,” ACM SIGMOD Rec., vol. 25, pp. 103–114, Jun. 1996.

[6] J. C. Dunn, “A fuzzy relative of the ISODATA process and its use in detecting compact well-separated clusters,” J. Cybern., vol. 3, no. 3, pp. 32–57, Jan. 1973.

[7] C. Wang, W. Pedrycz, J. Yang, M. Zhou, and Z. Li, “Wavelet frame-based fuzzy C-Means clustering for segmenting images on graphs,” IEEE Trans. Cybern., early access, Jul. 10, 2019, doi: 10.1109/TBCY.2019.2921779.

[8] V. Saveetha, S. Sophia, and P. D. R. Vijayakumar, “Application of effective clustering technique for gene expression datasets using GPU,” Cluster Comput., vol. 22, no. 5S, pp. 12381–12388, Sep. 2019.

[9] X. Zhang, H. Gao, G. Li, J. Zhao, J. Huo, J. Yin, Y. Liu, and L. Zheng, “Multi-view clustering based on graph-regularized nonnegative matrix factorization for object recognition,” Inf. Sci., vol. 432, pp. 463–478, Mar. 2018.

[10] J. MacQueen, “Some methods for classification and analysis of multivariate observations,” in Proc. 5th Berkeley Symp. Math. Statist. Probab., Jun. 1967, pp. 281–297.

[11] B. Zhang, M. Hsu, and U. Dayal, “K-harmonic means—A spatial clustering algorithm with boosting,” in Temporal, Spatial, and Spatio-Temporal Data Mining (Lecture Notes in Computer Science). Berlin, Germany: Springer, 2001, pp. 31–45.

[12] R. Poli, J. Kennedy, and T. Blackwell, “Particle swarm optimization,” in Particle Swarm Optimization, 2007.

[13] Y. Shi and R. C. Eberhart, “Parameter selection in particle swarm optimization,” in Proc. 2nd ACM IKDD Conf. Data Sci. CoDS, 2015, pp. 134–135.

[14] X. Zhao, J. Li, M. Zhou, J. Xu, and J. Cao, “Accelerated two-stage particle swarm optimization for clustering not-well-separated data,” IEEE Trans. Syst., Man, Cybern., early access, Jun. 29, 2019, doi: 10.1109/TSMC.2018.2839618.

[15] W. Liu, Z. Xiu, N. Zeng, and D. Bell, “A novel particle swarm optimization approach for patient clustering from emergency departments,” IEEE Trans. Evol. Comput., vol. 23, no. 4, pp. 632–644, Aug. 2019.

[16] Y. Cao, H. Zhang, W. Li, M. Zhou, Y. Zhang, and W. A. Chaovalitwongse, “A Gaussian mixture model with boosting,” in Proc. 2nd ACM IKDD Conf. Data Sci. CoDS, 2015, pp. 311–351.

[17] Y. Yu, S. Gao, Y. Wang, and Y. Todo, “Global optimum-based search differential evolution,” IEEE/CAA J. Automat. Sinica, vol. 6, no. 2, pp. 379–394, Mar. 2019.

[18] Y. Cao, H. Zhang, W. Li, M. Zhou, Y. Zhang, and W. A. Chaovalitwongse, “Comprehensive learning particle swarm optimization algorithm with local search for multimodal functions,” IEEE Trans. Evol. Comput., vol. 23, no. 4, pp. 718–731, Aug. 2019.

[19] X. Jiang, W. Li, Y. Zhang, and M. Zhou, “An adaptive particle swarm optimization method based on clustering,” Soft Comput., vol. 19, no. 2, pp. 431–448, Feb. 2015.

[20] M. Alswaitti, M. Albughdadi, and N. A. M. Isa, “Density-based particle swarm optimization algorithm for data clustering,” Expert Syst. Appl., vol. 91, pp. 170–186, Jan. 2018.

[21] D. W. van der Merwe and A. P. Engelbrecht, “Data clustering using particle swarm optimization,” in Proc. Cong. Evol. Comput. CEC, Dec 2003, pp. 215–220.

[22] H. Izakian and A. Abraham, “Fuzzy C-means and fuzzy swarm for fuzzy clustering problem,” Expert Syst. Appl., vol. 38, no. 3, pp. 1835–1838, Mar. 2011.

[23] A. Ahmadyard and H. Modares, “Combining PSO and k-means to enhance data clustering,” in Proc. Int. Symp. Telecommun., Aug. 2008, pp. 688–691.

[24] T. Niknam and B. Amiri, “An efficient hybrid approach based on PSO, ACO and k-means for cluster analysis,” Appl. Soft Comput., vol. 10, no. 1, pp. 183–197, Jan. 2010.

[25] J. MacQueen, ''Some methods for classification and analysis of multivariate observations,''' in Proc. 5th Berkeley Symp. Math. Statist. Probab., Jun. 1967, pp. 281–297.

[26] D. W. van der Merwe and A. P. Engelbrecht, ''Data clustering using particle swarm optimization and k-means,''' in Proc. 2nd ACM IKDD Conf. Data Sci. CoDS, 2015, pp. 134–135.

[27] X. Zhao, J. Li, M. Zhou, J. Xu, and J. Cao, ''Accelerated two-stage particle swarm optimization for clustering not-well-separated data,'' IEEE Trans. Syst., Man, Cybern., early access, Jun. 29, 2019, doi: 10.1109/TSMC.2018.2839618.

[28] W. Liu, Z. Xiu, N. Zeng, and D. Bell, ''A novel particle swarm optimization approach for patient clustering from emergency departments,'' IEEE Trans. Evol. Comput., vol. 23, no. 4, pp. 632-644, Aug. 2019.

[29] Y. Cao, H. Zhang, W. Li, M. Zhou, Y. Zhang, and W. A. Chaovalitwongse, “A Gaussian mixture model with boosting,” in Proc. 2nd ACM IKDD Conf. Data Sci. CoDS, 2015, pp. 311-351.
[40] Y. Li, T. Han, H. Zhao, and H. Gao, “An adaptive whale optimization algorithm using Gaussian distribution strategies and its application in heterogeneous UCAs task allocation,” IEEE Access, vol. 7, pp. 110138–110158, 2019.

[41] M. Hariya, T. Kurihara, T. Shindo, and K. Jin’no, “Lévy flight PSO,” in Proc. IEEE Congr. Evol. Comput. (CEC), May 2015, pp. 2678–2684.

[42] R. N. Mantegna, “Fast, accurate algorithm for numerical simulation of Lévy stable stochastic processes,” Phys. Rev. E, Stat. Phys. Plasmas Fluids Relat. Interdiscip. Top., vol. 49, no. 5, pp. 4677–4683, May 1994.

[43] W. Chu, X. Gao, and S. Sorooshian, “Handling boundary constraints for particle swarm optimization in high-dimensional search space,” Inf. Sci., vol. 181, no. 20, pp. 4569–4581, Oct. 2011.

[44] S. N. Chegini, A. Bagheri, and F. Najafi, “PSOSCALF: A new hybrid PSO algorithm,” Appl. Soft Comput., vol. 73, pp. 697–726, Dec. 2018.

[45] D. Cai, X. He, and J. Han, “Document clustering using locality preserving indexing,” IEEE Trans. Knowl. Data Eng., vol. 17, no. 12, pp. 1624–1637, Dec. 2005.

[46] F. Wilcoxon, “Individual comparisons by ranking methods,” Biometrics Bull., vol. 1, no. 6, pp. 80–83, 1945.

HANJIE GAO received the B.S. degree from the College of Computer Science and Technology, Jilin University, China, in 2018, where she is currently pursuing the M.S. degree. Her research interests include machine learning, evolutionary computing, and knowledge graph.

YINTONG LI received the M.S. degree from Air Force Engineering University, China, in 2019. His research interests include artificial intelligence optimization algorithms and UCAV maneuvering decision.

PETR KABALYANTS received the M.S. degree in mathematics from Kharkiv State University (now V.N. Karazin Kharkiv National University), Ukraine, in 1993, and the Ph.D. degree in engineering specialized in mathematical modeling and computational mathematics from the Kharkiv National University of Radio Electronics, in 2007. Since 2007, he has been an Assistant Professor with the Mathematics and Computer Science School, V. N. Karazin Kharkiv National University. Since 2018, he has been an Assistant Professor with the Department of Software Engineering for Computers and Computer-Based Systems, V. G. Shukhov Belgorod State Technological University, Belgorod, Russia. His research interests include developing and analyzing network growth models, random networks, probabilistic methods, and machine learning.

HAO XU received the B.S. and M.E. degrees from the College of Computer Science and Technology, Jilin University, China, in 2005 and 2008, respectively, and the Ph.D. from the Department of Information Engineering and Computer Science, University of Trento, Italy, in 2012. He is currently a Professor with the College of Computer Science and Technology, Jilin University. His research interests include human-centered AI, knowledge graph, and human-computer interaction.

RODRIGO MARTÍNEZ-BÉJAR received the M.S. degree in computer science from the University of Malaga, in 1992, and the M.S. degree in applied sociology and the Ph.D. degree from the University of Murcia, in 1997. He is currently a Professor of computer science and artificial intelligence from the Department of Information and Communication Engineering, University of Murcia. He has held visiting positions at several European, Australian, and Latin-American universities, including the Australian Universities of Adelaide and New South Wales, and the French University of Southern Paris. In 2006, he became the Head of the institutional and inter-disciplinary university research group. He has served on several Editorial Boards and has coauthored more than 100 scientific publications, most of them in peer-reviewed journals and conferences and led more than 30 national or international competitive grants and research contracts with industry.

H. Gao et al.: Novel Hybrid PSO-K-Means Clustering Algorithm Using Gaussian Estimation of Distribution Method and Lévy Flight