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Abstract

In this paper, we consider non-convex optimization problems under unknown yet safety-critical constraints. Such problems naturally arise in a variety of domains including robotics, manufacturing, and medical procedures, where it is infeasible to know or identify all the constraints. Therefore, the parameter space should be explored in a conservative way to ensure that none of the constraints are violated during the optimization process once we start from a safe initialization point. To this end, we develop an algorithm called Reliable Frank-Wolfe (Reliable-FW). Given a general non-convex function and an unknown polytope constraint, Reliable-FW simultaneously learns the landscape of the objective function and the boundary of the safety polytope. More precisely, by assuming that Reliable-FW has access to a (stochastic) gradient oracle of the objective function and a noisy feasibility oracle of the safety polytope, it finds an $\epsilon$-approximate first-order stationary point with the optimal $O(1/\epsilon^2)$ gradient oracle complexity (resp. $\tilde{O}(1/\epsilon^3)$ (also optimal) in the stochastic gradient setting), while ensuring the safety of all the iterates. Rather surprisingly, Reliable-FW only makes $\tilde{O}((d^2/\epsilon^2) \log 1/\delta)$ queries to the noisy feasibility oracle (resp. $\tilde{O}((d^2/\epsilon^4) \log 1/\delta)$ in the stochastic gradient setting) where $d$ is the dimension and $\delta$ is the reliability parameter, tightening the existing bounds even for safe minimization of convex functions. We further specialize our results to the case that the objective function is convex. For this case we show that to achieve an $\epsilon$-accurate solution the Reliable-FW method requires $\tilde{O}(1/\epsilon^2)$ stochastic gradient evaluations and $\tilde{O}((d^2/\epsilon^4)\log 1/\delta)$ queries to the noisy feasibility oracle (NFO) for the case that we have access to stochastic gradients, and $O(1/\epsilon)$ gradient computations and $\tilde{O}((d^2/\epsilon^2)\log 1/\delta)$ NFO queries for the deterministic setting. A crucial component of our analysis is to introduce and apply a technique called geometric shrinkage in the context of safe optimization.
1 Introduction

In this paper, we study a general class of constrained non-convex optimization problems in the presence of uncertainty in both the objective function and the constraint set. Specifically, we focus on

$$\min_{x \in \mathcal{D}} f(x),$$

where the objective function $f : \mathbb{R}^d \to \mathbb{R}$ is a smooth and potentially non-convex function and the constraint set $\mathcal{D} \subseteq \mathbb{R}^d$ is a compact and convex set. We focus on a scenario where we do not have access to the exact constraint set $\mathcal{D}$ nor the exact gradient oracle of the objective function $f$. Instead, noisy estimates of the feasibility of a queried point with respect to $\mathcal{D}$ as well as noisy estimates of the gradient of $f$ are assumed accessible. Our goal is to provide optimization procedures to solve problem (1) which remain safe along the entire optimization path. That is, we require all the queries to the gradient and feasibility oracles to remain within the (unknown) feasible domain $\mathcal{D}$.

This scenario, a.k.a., safe learning, encompasses a broad set of safety-critical applications ranging from autonomous systems [1], to robotics [2], and medical diagnosis [3], to name a few. For instance, in medical diagnosis, physicians seek to find the most efficient (optimal) drug combinations or therapies. For such configurations to be tested, they must lie within a set of harmless (safe) therapies. In such applications, computing the exact constraint set $\mathcal{D}$ in advance is highly expensive in terms of sample complexity, and the main challenge is to optimize with the least number of queries from the function and feasibility oracles while ensuring safety all the time.

Optimization algorithms for solving the constrained problem (1) can be divided into two major groups: (i) Projected gradient methods [4] in which the iterates are projected back to the feasible set following an optimization step. (ii) Conditional gradient methods (Frank-Wolfe methods) [5–7] in which the projection operator is replaced by a linear optimization oracle. Stochastic variants of these two classes of methods which handle uncertainty in the gradient have been studied extensively in the literature [8–15]. However, since a direct access to the feasible set is essential in both of the aforementioned methods, they are incapable of solving the safe learning problem (1) when the feasible set $\mathcal{D}$ is not explicitly given. To fill this gap, prior work [16, 17] has developed a framework for solving problem (1) under uncertain objectives and safety-critical constraints. However, as we will elaborate below, the resulting sample complexities are sub-optimal.

In this paper, we assume two types of noisy oracles accessible by the optimization procedure, namely, the Noisy Feasibility Oracle (NFO) and the Stochastic First-order Oracle (SFO). Specifically, in response to a query, NFO returns a continuous noisy measurement of the feasibility and SFO returns a gradient estimation at the query point. We seek to address the following question:

“Can we guarantee safe learning with optimal SFO complexity while relying only on NFO?”

To this aim, a non-convex variant of Frank-Wolfe named Reliable Frank-Wolfe (Reliable-FW) is proposed, which estimates the feasibility in each iteration. By ensuring that the function value is maximally reduced at each iteration (via a novel convergence analysis), Reliable-FW achieves a tight SFO complexity for general non-convex objectives. Simultaneously, Reliable-FW uses a novel technique based on a geometric shrinkage of the feasible set to keep the NFO complexity low while ensuring the feasibility of all the iterates.
Table 1: Comparisons with most related constrained safe learning methods under uncertain constraints. Abbreviations: stochastic (stoch.), deterministic (det.), and complexity (comp.)

| Ref.      | Class  | Oracle type  | Oracle comp. | Constraint | Class  | Oracle comp. |
|-----------|--------|--------------|--------------|------------|--------|--------------|
| [17]      | nonconvex | stoch. zeroth-order | $\tilde{O}(d^3/\epsilon^2)$ | general | $\tilde{O}(d^3/\epsilon^7)$ |
| This paper | nonconvex | stoch. first-order | $\tilde{O}(1/\epsilon^3)$ | linear | $\tilde{O}(d^2/\epsilon^4)$ |
| This paper | convex   | det. first-order | $O(1/\epsilon^2)$ | linear | $O(\epsilon^2)$ |
| [16]      | convex   | det. first-order | $O(1/\epsilon)$ | linear | $\tilde{O}(d^3/\epsilon^2)$ |
| This paper | convex   | stoch. first-order | $\tilde{O}(1/\epsilon^3)$ | linear | $\tilde{O}(d^3/\epsilon^2)$ |
| This paper | convex   | stoch. first-order | $\tilde{O}(1/\epsilon^2)$ | linear | $\tilde{O}(d^2/\epsilon^4)$ |

**Our contributions.** We tackle the non-convex optimization problem when the feasible set $\mathcal{D}$ is a compact polytope. Our proposed Reliable-FW method provably finds an $\epsilon$-approximate first-order stationary point by calling $O(1/\epsilon^2)$ deterministic gradient evaluations, or by calling $\tilde{O}(1/\epsilon^3)$ stochastic gradient evaluations in the case where only stochastic gradients are available. Perhaps surprisingly, these results are tight, i.e., they match the optimal results for optimization under known constraints: Our sample complexity bounds match the best known rates when the constraints our known for both cases of deterministic [18, 21] and stochastic [22, 26] gradient oracles. More importantly, under a deterministic gradient oracle, we prove that probability at least $1 - \delta$, Reliable-FW guarantees feasibility of all the iterates while making $\tilde{O}((d^2/\epsilon^2)\log 1/\delta)$ and $\tilde{O}((d^2/\epsilon^4)\log 1/\delta)$ NFO queries for deterministic and stochastic gradient settings, respectively. A comparison between our results and state-of-the-art is shown in Table 1. We also study the special case that the objective function is convex. In this case, when we have access to a stochastic gradient oracle, we show that our proposed method finds an $\epsilon$-accurate solution after $\tilde{O}(1/\epsilon^2)$ stochastic gradient evaluations and $\tilde{O}((d^2/\epsilon^4)\log 1/\delta)$ NFO queries. For the setting that access to exact gradient is possible, our proposed method finds an $\epsilon$-accurate solution after $O(1/\epsilon)$ gradient computations and $\tilde{O}((d^2/\epsilon^2)\log 1/\delta)$ NFO queries. The novelty of our results lies in designing new method that handle the interplay between uncertainties in the objective and constraints, and new analysis tools (e.g. geometric shrinkage) which enable to obtain tight bounds.

**Related Work.** The most related works to the this study are [16] and [17]. The safe learning problem in [16] was first studied in [16] for the case that $f$ is convex and $\mathcal{D}$ is a compact polytope. Specifically, [16] proposed a method named Safe Frank-Wolfe (SFW) that at each step, a certain amount of feasibility queries are made within a vicinity of the current iterates, which together with previous accumulated knowledge about $\mathcal{D}$, enable a feasible set estimation $\hat{\mathcal{D}}$. A standard Frank-Wolfe step is taken over the estimated polytope $\hat{\mathcal{D}}$ to update the iterates. Consequently, when $f$ convex and its gradient is deterministically given, to find an $\epsilon$-suboptimal solution (i.e., $x_\epsilon$ with $f(x_\epsilon) - f(x^*) \leq \epsilon$) while ensuring the feasibility of all the iterates with probability at least $1 - \delta$, SFW requires $\tilde{O}(1/\epsilon)$ gradient evaluations and $\tilde{O}((d^2/\epsilon^2)\log 1/\delta)$ NFO queries. [16] also described a simple stochastic generalization of SFW, still for the convex case, by using a
large batch in each iteration to estimate the gradient that requires $\tilde{O}(1/\varepsilon^3)$ SFO queries.

In addition, [17] studied the non-convex safe learning problem with general uncertain non-convex constraints using zeroth-order information of both the objective and the constraint functions. Specifically, [17] proposed to add a log barrier regularization to the Lagrangian of the original non-linear programming problem and then approximate the gradient of the Lagrangian via the finite-difference scheme with zeroth-order information to optimize. While the proposed 0-LBM and s0-LBM method apply to possibly all the smooth non-linear programming of interest, such generality comes at a cost of high oracle complexities. Concretely, to achieve an $\varepsilon$-approximate unscaled KKT point (an optimality criterion proposed in [17] that describes the Lagrangian gradient norm), the total zeroth-order oracle complexity of both the objective and the constraint functions is $O(d^3/\varepsilon^7)$. As highlighted in Table 1, our Reliable-FW method improves both SFO and NFO complexities of the method in [17] for nonconvex settings.

Several works study robust optimization with chance constraints [27–35]. Despite some similarities, our setting is fundamentally different as we rely on noisy queries rather than stochastic constraints.

**Notation.** In comparison to $O(\cdot)$, the notation $\tilde{O}(\cdot)$ hides logarithmic terms. We define the vector $e_j \in \mathbb{R}^d$ to have a 1 in its $j$-th element and zero otherwise. For a positive integer $m$, $[m] := \{1, \ldots, m\}$, $0_m := (0, \ldots, 0)^\top \in \mathbb{R}^m$, and $1_m := (1, \ldots, 1)^\top \in \mathbb{R}^m$. For $x, y \in \mathbb{R}^d$, $\langle x, y \rangle := x^\top y$ and $x \leq y$ means that all elements of $y-x$ are non-negative. We use $||\cdot||$ to denote the 2-norm for matrices and vectors. We use $\rho_{\min}(A)$ and $\rho_{\max}(A)$ to denote the minimum and maximum singular values of matrix $A$, respectively. For $A \in \mathbb{R}^{d \times m}$ and $B \in \mathbb{R}^{d \times n}$, $[A, B] \in \mathbb{R}^{d \times (m+n)}$ denotes the row-wise concatenated matrix. We use $\mathbb{P}\{\mathcal{R}\}$ and $\mathbb{P}\{\mathcal{R}|\mathcal{J}\}$ to denote the probability of $\mathcal{R}$ and $\mathcal{R}$ given $\mathcal{J}$, respectively. For a closed and convex set $S \subseteq \mathbb{R}^d$, the operation $\pi_S : \mathbb{R}^d \to \mathbb{R}^d$ denotes the projection on $S$, i.e., $\pi_S(x) := \arg\min_{v \in S} ||x - v||$. The covariance of a vector-valued random variable $x$ is a matrix defined as $\text{Cov}(x) := \mathbb{E}[xx^\top] - \mathbb{E}[x]\mathbb{E}[x]^\top$. We represent sequences as $\{a_t\} := (a_0, \ldots, a_t)$.

## 2 Problem Formulation

In this section, we introduce the underlying setting of our problem. Recall our main formulation in [11], where we aim to minimize the objective function $f : \mathbb{R}^d \to \mathbb{R}$ over a compact and convex set $\mathcal{D}$. We further assume that $f$ is differentiable and its gradient $\nabla f$ satisfies the following conditions.

**Assumption 1.** The objective function gradient $\nabla f$ is $L$-Lipschitz on $\mathcal{D}$, i.e., for all $x, y \in \mathcal{D}$, we have $\|\nabla f(x) - \nabla f(y)\| \leq L\|x - y\|$. Moreover, its norm is uniformly bounded by $M$, i.e., for all $x \in \mathcal{D}$, we have $\|\nabla f(x)\| \leq M$.

As mentioned earlier, we focus on the case that we are uncertain about both the objective function $f$ and the feasible set $\mathcal{D}$. Specifically, we assume that we do not have access to the exact value of the function $f(x)$ and its gradient $\nabla f(x)$, and instead we only have access to a gradient estimator (oracle) denoted by $G(x, \xi)$, where $\xi$ is a random variable representing the randomness in $G(x, \xi)$. We assume that the estimator $G(x, \xi)$ satisfies the following conditions.

**Assumption 2.** The gradient estimator $G$ satisfies the following conditions.
i) \( G(x, \xi) \) is an unbiased estimator of \( \nabla f(x) \), i.e., \( \mathbb{E}_\xi[G(x, \xi)] = \nabla f(x) \).

ii) \( G(x, \xi) \) is \( L_0 \)-Lipschitz, i.e., for all \( x, y \in \mathcal{D} \) we have \( \|G(x, \xi) - G(y, \xi)\| \leq L_0\|x - y\| \).

iii) The support of \( G(x, \xi) \) is bounded by \( \sigma_0 \), i.e., \( \|G(x, \xi) - \nabla f(x)\| \leq \sigma_0 \), for all \( x \in \mathcal{D} \), w.p.1.

In connection to what was mentioned earlier in Section \ref{sec:double}, the total number of calls to the stochastic oracle \( G(x, \xi) \) throughout the procedure is referred to as the SFO complexity.

Next, we formally discuss the conditions on our feasible set \( \mathcal{D} \), i.e., safety constraint, and clarify its nature of uncertainty. In this paper, we focus on the case that the constraint set \( \mathcal{D} \) is a polytope and defined as the intersection of \( m \) linear inequity constraints, i.e., \( \mathcal{D} = \{x \in \mathbb{R}^d : Ax - b \leq 0_m\} \), where \( A \in \mathbb{R}^{m \times d} \) and \( b \in \mathbb{R}^m \). Since \( \mathcal{D} \) is an intersection of \( m \) closed half-planes, compactness of \( \mathcal{D} \) is equivalent to its boundedness. We further assume that \( \mathcal{D} \) has a bounded diameter.

**Assumption 3.** The feasible set \( \mathcal{D} \) is compact where its diameter is bounded by \( \Lambda \) and its radius is bounded by \( \Gamma \), i.e., \( \forall x, y \in \mathcal{D} : \|x\| \leq \Gamma, \|x - y\| \leq \Lambda \).

We focus on the case that we are uncertain about the set \( \mathcal{D} \) and the matrix \( A \) and vector \( b \) are unknown. More precisely, we assume that for a given point \( x \in \mathbb{R}^d \), the feasibility of \( x \) can only be queried via a stochastic oracle called Noisy Feasibility Oracle (NFO). In response to this query, NFO returns \( y = Ax - b + \theta \in \mathbb{R}^m \) with \( \theta \) being an \( m \)-dimensional noise term. Here, \( x \) is called an NFO query point and \( y \) is called a measurement at point \( x \). The total number of queries of this type throughout our procedure is referred to as the NFO complexity. In this paper, we focus on the case that the elements of measurement noise \( \theta \) are sub-Gaussian. Note that \( X \) is called a zero mean \( \sigma \)-sub-Gaussian random variable if \( \mathbb{E}[X] = 0 \) and \( \mathbb{E}[e^{\alpha X}] \leq \exp(\alpha^2 \sigma^2/2) \) for all \( \alpha \in \mathbb{R} \).

**Assumption 4.** Each element of the measurement noise \( \theta \in \mathbb{R}^m \) is a zero mean \( \sigma \)-sub-Gaussian random variable. Moreover, every two elements of the same \( \theta \) are independent and two different \( \theta \)s in two different NFO queries are also independent.

Additionally, we assume that an initial feasible point \( x_0 \in \mathcal{D} \) is given. Having \( x_0 \), we aim to create an optimization path consisting of \( T \) iterates \( x_t \in \mathbb{R}^d \) with \( t \in \{0, \ldots, T - 1\} \) to solve \( \Pi \) (with all considerations discussed earlier in this section) such that all the following three criteria are satisfied:

i) All the iterates must be safe. This means that they must be feasible \( x_t \in \mathcal{D} \) for all \( t \).

ii) All NFO query points must lie within the \( r_0 \)-vicinity of \( \mathcal{D} \), where \( r_0 \) is called the exceeding margin. Note that \( x \in \mathbb{R}^d \) lies within the \( r_0 \)-vicinity of \( \mathcal{D} \) if there exists \( \tilde{x} \in \mathcal{D} \) such that \( \|x - \tilde{x}\| \leq r_0 \).

iii) Iterates converge to an \( \epsilon \)-approximate First-Order Stationary Point (FOSP) \( x^*_\epsilon \) of \( \Pi \), formally defined as

\[
V_D (x^*_\epsilon, f) := \max_{v \in \mathcal{D}} \langle \nabla f(x^*_\epsilon), x^*_\epsilon - v \rangle \leq \epsilon.
\]  

(2)

The function \( V_D (x^*_\epsilon, f) \) is known as the Frank-Wolfe gap. In particular, the Frank-Wolfe gap is zero for an FOSP. Hence, the definition of an \( \epsilon \)-approximate FOSP relaxes the definition of FOSP by letting the Frank-Wolfe gap be as large as \( \epsilon \).
Algorithm 1 Reliable Frank-Wolfe

Input $x_0, r_0, T, n_t, \eta_t, \rho_t$

1. $X_{-1} \leftarrow \emptyset$, $Y_{-1} \leftarrow \emptyset$
2. for $t = 0$ to $T - 1$ do
3. \hspace{1em} $(X_t, Y_t) \leftarrow \text{CollectData}(X_{t-1}, Y_{t-1}, x_t, n_t, r_0)$
4. \hspace{1em} $D_t \leftarrow \text{EstimatePolytope}(X_t, Y_t)$
5. \hspace{1em} if $t = 0$ then
6. \hspace{2em} $g_t \leftarrow G_t(x_t)$
7. \hspace{2em} else
8. \hspace{3em} $g_t \leftarrow G_t(x_t) + (1 - \rho_t)\{g_{t-1} - G_t(x_{t-1})\}$
9. \hspace{2em} end if
10. \hspace{1em} $\hat{v}_t \leftarrow \arg \min_{v \in D_t} \langle g_t, v \rangle$
11. \hspace{1em} $x_{t+1} \leftarrow x_t + \eta_t (\hat{v}_t - x_t)$
12. end for
13. $t_0 \leftarrow \text{DrawUniform}(0, T - 1)$

Return $x_{t_0}$

3 Algorithm

In Section 2, we demonstrated the problem formulation and stated the required safety and optimality criteria. In this section, we propose the Reliable Frank-Wolfe (Reliable-FW) algorithm to tackle that problem while fulfilling these safety and optimality requirements. A pseudo code for Reliable-FW is outlined in Algorithm 1. A detailed description of Reliable-FW follows.

As Algorithm 1 demonstrates, Reliable-FW starts at a given feasible point $x_0 \in \mathcal{D}$ and generates $T$ iterates denoted by $x_t$ where $t \in \{0, \ldots, T - 1\}$. At iteration $t$, it makes $n_t$ NFO queries around $x_t$ and thus receives their corresponding $n_t$ measurements $y_t$. By appending these new data collectively, a cumulative list of query points $X_t \in \mathbb{R}^{N_t \times d}$ and measurements $Y_t \in \mathbb{R}^{N_t \times m}$ with $N_t = n_0 + \ldots + n_t$ will be obtained at iteration $t$. This procedure is performed by calling a subroutine named CollectData in line 4 of Algorithm 1 whose pseudo code is illustrated in Subroutine 2. More specifically, upon the call at iteration $t$, CollectData picks $2d$ query points around $x_t$ with a distance $r_0$ away from $x_t$ along $2d$ main directions $\pm e_j$, $j \in [d]$ around $x_t$. CollectData then makes $n_t/2d$ measurements at each query point. Equivalently, the query points can be denoted by $x_{(1)}, \ldots, x_{(n_t)}$ consisting of $2d$ distinct points each of which repeated $n_t/2d$ times. Having these $n_t$ query points, NFO returns the corresponding measurements $y_{(1)}, \ldots, y_{(n_t)}$. The function AskOracle represents the NFO. It indeed accepts the list $X = [x_{(1)}, \ldots, x_{(n_t)}]^\top$ and returns $Y = [y_{(1)}, \ldots, y_{(n_t)}]^\top$. This structure of gathering data points matches the corresponding part of SFW in [10] and the only advantage here is that CollectData describes it more clearly by a proper indexing. Note that given the safety (feasibility) of $x_t$, this choice the NFO query points $x_{(1)}, \ldots, x_{(n_t)}$ ensures that all of them lie within the $r_0$-vicinity of $\mathcal{D}$ as was required by the problem formulation in Section 2. Hence, it suffices for the analysis to focus on the safety of the iterates.

Based on the earlier described cumulative list of NFO query points and their corresponding measurements at iteration $t$, namely $X_t$ and $Y_t$, Reliable-FW computes the least squares estimate of $\mathcal{D}$; see the Appendix for a detailed description. This procedure is denoted by the function Es-
Subroutine 2 CollectData

Input \( X_{t-1}, Y_{t-1}, x_t, n_t, r_0 \)

for \( k = 1 \) to \( n_t/2d \) do
  for \( j = 1 \) to \( 2d \) do
    \( \ell \leftarrow 2d(k - 1) + j \)
    if \( j \leq d \) then
      \( x(\ell) \leftarrow x_t + r_0 e_j \)
    else
      \( x(\ell) \leftarrow x_t - r_0 e_{j-d} \)
    end if
  end for
end for

\( X \leftarrow [x^{(1)}, \ldots, x^{(n_t)}]^\top \)

\( Y \leftarrow \text{AskOracle}(X) \)

\( X_t \leftarrow [X^\top_{t-1}, X^\top] \)

\( Y_t \leftarrow [Y^\top_{t-1}, Y^\top] \)

Return \( X_t, Y_t \)

The least squares method is chosen due to its statistical and algebraic advantages. Having \( X_t \) and \( Y_t \), EstimatePolytope computes \( \hat{\beta}_t = (\bar{X}^\top_t \bar{X}_t)^{-1} \bar{X}^\top_t Y_t \) where \( \bar{X}_t := [X_t, -1_{n_t}] \). As a result, by letting \( [\hat{A}_t, \hat{b}_t] := \hat{\beta}_t^\top \), the least squares estimate of \( D \) at iteration \( t \) can be written as \( \hat{D}_t := \{ x \in \mathbb{R}^d : \hat{A}_t x - \hat{b}_t \leq 0_{m_t} \} \). It is worth mentioning that exploiting a least squares method on a collective set of data points to estimate \( D \) was also used by [16].

As the next step, Reliable-FW seeks to obtain a high-quality estimation of \( \nabla f(x_t) \). To this aim, it uses the Stochastic Recursive Momentum (STORM) strategy from [36]. As stated in Section 2, we have access to a stochastic gradient estimator \( G(x, \xi) \). At iteration \( t \), STORM calls a realization of \( G(x, \xi) \), that is, \( G_t(x) = G(x, \xi_t) \) (where \( \xi_t \) is a realization of \( \xi \)) and then evaluates \( G_t(x) \) at points \( x = x_t \) and \( x = x_{t-1} \). Given a predefined step size parameter \( \rho_t \), STORM then computes \( g_t \) as a reduced-variance unbiased estimation of \( \nabla f(x_t) \) by using the step shown in line 9 of Algorithm 1.

Followed by acquiring an estimation \( g_t \) of the gradient at point \( x_t \) and an estimation \( \hat{D}_t \) of the feasible set, Reliable-FW then estimates the conditional gradient \( \hat{v}_t \) through a linear optimization over the estimated polytope \( \hat{D}_t \) in line 10 of Algorithm 1. This step, called the Frank-Wolfe step, is generally known for its advantage of avoiding projections in constrained optimization and thus reducing the complexity while preserving the quality of outcomes. Having \( \hat{v}_t \), the next iterate is then generated by taking a step towards \( \hat{v}_t \) with step size \( \eta_t \). Finally, via DrawUniform, Reliable-FW draws one of iterates uniformly at random and returns it as the output. The total number of gradient oracle calls (SFO complexity) of Algorithm 1 is \( 2T \) and its total number of feasibility oracle calls (NFO complexity) is \( N_{T-1} = n_0 + \ldots + n_{T-1} \). Note that to run Algorithm 1, we only need to specify the inputs \( x_0, r_0, T, n_t, \eta_t \), and \( \rho_t \).
4 Analysis

In this section, we first present an informal step-by-step description of our analysis and then state our main theoretical results (exact details are given in the supplementary material). Our analysis consists of two components: safety and convergence. The goal of the safety part is to obtain a sufficient condition on the number \( n_t \) of measurements at each iteration such that the feasibility of all the iterates is certified with high probability. Later, the convergence part seeks to find a sufficient condition on the number of iterations \( T \) such that the final solution satisfies (2) as desired. This also implies some more sufficient conditions on \( n_t \). Combining these two major parts, we find final expressions for \( n_t \) and \( T \) such that the requirements are fulfilled. The values \( n_t \) and \( T \) will be given in terms of the optimization stepsize \( \eta_t \). It turns out that there is a trade-off between \( T \) and \( n_t \), as the stepsize \( \eta_t \) varies. Since \( n_t \) and \( T \) directly relate to the NFO and SFO complexities, respectively, the value of \( \eta_t \) also tunes the trade-off between the NFO and SFO complexities. To obtain the best SFO complexity, the non-convex nature of the problem forces us to choose a stepsize \( \eta_t \) larger than \( \mathcal{O}(1/\sqrt{t}) \). Applying this large stepsize in the analysis of [16] leads to large NFO complexities. To resolve this issue, we introduce a novel geometric shrinkage idea to tighten the safety analysis such that larger stepsizes can be tolerated on the safety part and hence the NFO complexity is minimized. Before describing this idea, we introduce some preliminary concepts.

We next define the notion of geometric shrinkage that is a key tool for our safety analysis.

**Definition 1** (Geometric Shrinkage). Let \( \tau \in \mathbb{R} \) and \( D = \{ x \in \mathbb{R}^d : Ax - b \leq 0 \} \). Then the \( \tau \)-shrink of \( D \) is defined as \( D_{\tau} := \{ x \in \mathbb{R}^d : Ax - b + \tau I_m \leq 0 \} \).

Denote \( A = [a^1, \ldots, a^m] \top \in \mathbb{R}^{m \times d} \) and \( b = [b^1, \ldots, b^m] \top \in \mathbb{R}^d \). An active point \( v \) of the polytope \( D \) is defined as a point that lies the boundary of \( d \) linearly independent constraints. Note that \( v \) lies on the boundary of the \( i \)-th constraint if \( \langle a^i, v \rangle = b^i = 0 \). For an active point \( v \), let \( B_v = \{i_1, \ldots, i_d\} \) denote the set of \( d \) constraints on which \( v \) lies. Then define \( A^{B_v} = [a^{i_1}, \ldots, a^{i_d}] \top \) and note that \( A \) is invertible. Finally, letting \( \text{Act}(D) \) be the set of all active points of \( D \) allows us to define \( \rho_{\min}(D) := \min \rho_{\min}(A^{B_v}) : v \in \text{Act}(D) \). Further, for \( S \subseteq \mathbb{R}^d \), recall that \( \pi_S(\cdot) \) denotes the projection on \( S \), i.e., \( \pi_S(x) := \arg \min_{x \in S} \| x - v \| \), for \( x \in \mathbb{R}^d \). Next, we bound the distance between a point of \( D \) and its projection on \( D_{\tau} \).

**Lemma 1.** Consider a positive constant \( \tau > 0 \) and a polytope \( D \) such that \( D_{\tau} \neq \emptyset \). Then, for any \( x \in D \), we have \( \| x - \pi_{D_{\tau}}(x) \| \leq \alpha_D \tau \), where \( \alpha_D = \sqrt{d/\rho_{\min}(D)} \). Consequently, \( \forall x \in \mathbb{R}^d : \| x - \pi_{D_{\tau}}(x) \| \leq \| x - \pi_D(x) \| + \alpha_D \tau \).

4.1 Safety Analysis

The general structure of this part is inspired by [37,38] which was later used in [16]. However, the key component that enables us to achieve significantly improved results, is the geometric
shrinkage idea. We start by defining the confidence ellipsoid. Recall that at iteration \( t \), Algorithm I estimates the feasible set \( \mathcal{D} = \{ x \in \mathbb{R}^d : Ax - b \leq 0_m \} \) by \( \mathcal{D}_t := \{ x \in \mathbb{R}^d : \hat{A}_t x - \hat{b}_t \leq 0_m \} \) in which \( \hat{A}_t = [\hat{A}, \hat{b}]^\top \) is the least squares estimate of \( \beta = [A, b]^\top \) based on the collective NFO queries. Using high-dimensional Chebyshev-type inequalities for this estimation, a confidence ellipsoid \( \mathcal{E}_t(\zeta) \) can be constructed such that \( \mathbb{P}(\beta \in \mathcal{E}_t(\zeta)) \geq 1 - \zeta \). Considering the decomposition \( \mathcal{E}_t(\zeta) = \prod_{i=1}^n \mathcal{E}_i^t(\zeta/m) \), each marginal ellipsoid \( \mathcal{E}_i^t(\zeta/m) \) corresponds to a confidence set for \( \beta^i \) (the \( i \)-th column of \( \beta \)) centered at \( \hat{\beta}^i_t \) (the \( i \)-th column of \( \hat{\beta}_t \)). For our sub-Gaussian noise, \( \mathcal{E}_i^t(\zeta/m) \) can be written as (see [16,39]),

\[
\mathcal{E}_i^t(\zeta/m) = \left\{ z \in \mathbb{R}^{(d+1) \times m} : (\hat{\beta}^i_t - z)^\top \Sigma_t^{-1}(\hat{\beta}^i_t - z) \leq \psi^{-1}(\zeta)^2 \right\},
\]

where \( \Sigma_t \) is an estimation of \( \text{Cov}(\hat{\beta}^i_t) \) and \( \psi^{-1}(\zeta) = \mathcal{O}(\sqrt{\delta \log(1/\zeta))} \). Note that each point \( \beta_0 \in \mathcal{E}_t(\zeta) \) represents an estimation of \( \beta \). The safety set \( S_t(\zeta) \) is then defined to be the intersection of all these estimated polytopes, that is,

\[
S_t(\zeta) := \bigcap_{\beta_0 \in \mathcal{E}_t(\zeta)} \left\{ x \in \mathbb{R}^d : \beta_0^\top \left[ \begin{array}{c} x \\ -1 \end{array} \right] \leq 0 \right\}.
\]

As a result, if \( \beta \in \mathcal{E}_t(\zeta) \), then \( S_t(\zeta) \subseteq \mathcal{D} \) by definition. This means that \( \beta \in \mathcal{E}_t(\zeta) \) and \( x \in S_t(\zeta) \) together result in \( x \in \mathcal{D} \). Hence, feasibility of \( x \) can be translated to lying in \( S_t(\zeta) \). More precisely, by defining the probabilistic events \( J : \beta \in \bigcap_{t=0}^{T-1} \mathcal{E}_t(\zeta) \) and \( R : x_t \in S_t(\zeta), \forall t \in \{0, \ldots, T-1\} \) and letting \( \zeta = \delta / T \), where \( \delta \in [0,1] \) is a given confidence parameter, it can simply be shown that

\[
\mathbb{P}(R \mid J) = 1 \implies \mathbb{P}\left\{ x_0, \ldots, x_{T-1} \in \mathcal{D} \right\} \geq 1 - \delta.
\]

From (5) it follows that to guarantee safety, it suffices to ensure \( \mathbb{P}(R \mid J) = 1 \). To this aim, an algebraic form of \( S_t(\zeta) \) is obtained, that is,

\[
S_t(\zeta) = \left\{ x \in \mathbb{R}^d : \kappa(\zeta)^2 \left( \frac{1}{N_t} + (x - \bar{x}_t)^\top Q_t (x - \bar{x}_t) \right) \leq \min_{i \in [m]} \hat{e}^i_t(x)^2 \right\},
\]

where \( N_t = n_0 + \ldots + n_t \) is the number of NFO queries up to \( t \), \( \hat{e}^i_t(x) := \hat{b}^i_t - \langle \hat{a}^i_t, x \rangle \) is the residual term for the \( i \)-th constraint. Moreover, \( Q_t^{-1} := \sum_{i=1}^{N_t} (x(i) - \bar{x}_t)^\top (x(i) - \bar{x}_t)^\top \), where \( x(1), \ldots, x(N_t) \) denotes all the NFO query points up to \( t \) and \( \bar{x}_t \) is their average, and \( \kappa(\zeta) = \mathcal{O}(\sqrt{\log(1/\zeta)}) \).

The analysis then proceeds as follows: Given \( J \), to ensure \( \mathbb{P}(R \mid J) = 1 \), we want \( x_0, \ldots, x_{T-1} \in S_t(\zeta) \) for \( \zeta = \delta / m \). To this aim, \( x_0, \ldots, x_{T-1} \) must satisfy (6). To ensure that, we first upper-bound the left-hand side of (6) by \( \kappa(\zeta)^2 (1 + d \Lambda^2 / \nu^2) / N_t \) and then lower-bound the right-hand side of (6) by \( h^2(\{\eta_t\}, \{N_t\}) \), following the notation \( \{N_t\} = (N_0, \ldots, N_t) \). Finally, it suffices to determine \( \{\eta_t\} \) and \( \{N_t\} \) such that \( \kappa(\zeta)^2 (1 + d \Lambda^2 / \nu^2) / N_t \leq h^2(\{\eta_t\}, \{N_t\}) \).

We obtain improved sample complexity results because we find a sharp lower bound on \( \min_{i \in [m]} \hat{e}^i_t(x_i) \), i.e., \( h(\{\eta_t\}, \{N_t\}) \) which leads to an optimal value for \( T \) (SFO complexity) while we keep \( \{N_t\} \) (NFO complexity) decent. This is where the geometric shrinkage technique plays its key role. To lower-bound the residual of \( x \) over \( \mathcal{D}_t \), i.e., \( \hat{e}^i_t(x_i) \), we first relate it to its residual over \( \mathcal{D} \), that is, we show \( \hat{e}^i_t(x_i) \geq e^i_t(x_i) - \mathcal{O}(\sqrt{\delta}) / \sqrt{N_t} \), where \( e^i_t(x_i) := b^i - \langle a^i, x_i \rangle \) and thus, as the next step, we seek to lower-bound \( e^i_t(x_i) \). Consider the Frank-Wolfe direction \( \hat{u}_{t-1} \) and the optimization step \( x_t = x_{t-1} + \eta_t(\hat{u}_{t-1} - x_{t-1}) \) from Algorithm I. Now by replacing \( x_t \)
from this expression in $\epsilon^i(x_t)$, we can write $\epsilon^i(x_t) = (1 - \eta_t - 1)(\hat{b}^i - \langle a^i, x_t^{-1} \rangle) + \eta_t - 1(\hat{b}^i - \langle a^i, \hat{v}_t^{-1} \rangle)$. As the next step, add and subtract from $\hat{v}_t^{-1}$, its projection on $D_t$ to get

$$e^i(x_t) = (1 - \eta_t - 1)e^i(x_t^{-1}) + \eta_t - 1(\hat{b}^i - \langle a^i, \pi_{D_t}(\hat{v}_t^{-1}) \rangle) - \eta_t - 1(\hat{b}^i, \hat{v}_t^{-1} - \pi_{D_t}(\hat{v}_t^{-1})).$$

To lower-bound this expression, first note that $\hat{b}^i - \langle a^i, \pi_{D_t}(\hat{v}_t^{-1}) \rangle \geq \tau$ by definition. In addition,

$$\|\hat{v}_t^{-1} - \pi_{D_t}(\hat{v}_t^{-1})\| \leq \|\hat{v}_t^{-1} - \pi_D(\hat{v}_t^{-1})\| + \alpha_D \tau \leq \frac{C_1}{\sqrt{N_t}} + \alpha_D \tau,$$

where the first inequality follows from Lemma 1 and since $\hat{v}_t \in \hat{D}_t$, the second inequality follows from the fact that we can bound the distance between any point in $\hat{D}_t$ and its projection on $D$ with $C_1/\sqrt{N_t}$, where $C_1 = O(d)$. Lower-bounding the second and third terms on the right-hand side of (8). Since $v_t$ is not known, we instead upper-bound $\langle g_t, x_t - v_t \rangle$ on the right-hand side of (8). Since $v_t$ is not known, we instead upper-bound $\langle \nabla f(x_t), x_t - \hat{v}_t \rangle$ based on L-Lipschitz continuity of $\nabla f$ while controlling the difference between $\langle g_t, x_t - v_t \rangle$ and $\langle \nabla f(x_t), x_t - \hat{v}_t \rangle$ using the fact that the distance between a point of $D$ and its projection on $\hat{D}_t$ can be bounded by $O(d)/\sqrt{N_t}$. This results in

$$V_D(x_t, f) \leq \frac{f(x_t) - f(x_{t+1})}{\eta} + \|\nabla f(x_t) - g_t\| \left( \frac{C_1}{\sqrt{N_t}} + 2\Lambda \right) + \|g_t\| \frac{C_1}{\sqrt{N_t}} + \frac{L\eta}{2} \left( \frac{C_1}{\sqrt{N_t}} + \Lambda \right)^2.$$

The first term on the right-hand side is related to the optimization step, the second term is related to the gradient estimation error, and the third and fourth terms can be controlled by $N_t$ and $\eta_t$. To fulfill (2), we require a large enough $T$ and small enough $\eta_t$ to make these four terms sufficiently small.

### 4.3 Main Result

Next, we provide our main theoretical results (exact constants are in the Appendix).

**Theorem 1.** Consider Problem 1 under Assumptions 1, 2. Suppose $\epsilon > 0$ is given and let $\eta_t = \rho_t = (t + 2)^{-2/3}$, $\eta_t = O(d^2(t + 1)^{1/3} \log(1/\delta))$, and $T = O(\epsilon^{-3})$. Then, with probability at least $1 - \delta$, in Algorithm 1, all the iterates are safe, i.e., $x_0, \ldots, x_{T-1} \in \hat{D}$, all the query points lie within $\tau_0$-vicinity of $D$, and $\mathbb{E}_{[t]}[\epsilon_{0:t-1} | V_D(x_t, f)] \leq \epsilon$, where the expectation $\mathbb{E}_{0:t-1}$ is taken over all the randomness in Algorithm 1 through iterations 0 to $t - 1$ and $\mathbb{E}_{[t]}$ is taken over choosing $t_0$ from $\{0, \ldots, T - 1\}$ uniformly at random.
Then, with probability at least $1 - \delta$ and finds an $\epsilon$-FOSP in expectation with a total of $\tilde{O}(d^2 \log(1/\delta)/\epsilon^4)$ NFO and $\tilde{O}(1/\epsilon^2)$ SFO queries. Next we study the case that exact gradient $\nabla f$ is available.

**Theorem 2.** Consider Problem (1) under Assumptions (4) and (5) and assume we have access to $\nabla f$. Suppose $\epsilon > 0$ is given and let $\eta_t = (t + 2)^{-1/2}$, $\rho_t = 1$, $n_t = \tilde{O}(d^2(t + 1)\log(1/\delta))$, and $T = \tilde{O}(\epsilon^{-2})$. Then, with probability at least $1 - \delta$, in Algorithm (4) all the iterates are safe, i.e., $x_0, \ldots, x_{T-1} \in D$, all the query points lie within $r_0$-vicinity of $D$, and $E_{[t_0]}[V_D(x_t, f)] \leq \epsilon$, where $E_{[t_0]}$ and $E_{[t_0]}$ are specified in Theorem (7).

Theorem 2 shows Reliable-FW (with gradients) guarantees all iterates are safe at least with probability $1 - \delta$ and finds an $\epsilon$-FOSP in expectation with a total of $\tilde{O}(d^2 \log(1/\delta)/\epsilon^2)$ NFO and $\tilde{O}(1/\epsilon^2)$ SFO queries. Next, we consider a setting in which the objective function is convex with a stochastic gradient estimator.

**Theorem 3.** Consider Problem (1) under Assumptions (4) and (5) and assume $f$ is convex. Suppose $\epsilon > 0$ is given and let $\eta_t = \rho_t = (t + 2)^{-1}$, $n_t = \tilde{O}(d^2(t + 1)\log(1/\delta))$, and $T = \tilde{O}(\epsilon^{-2})$. Then, with probability at least $1 - \delta$, in Algorithm (4) all the iterates are safe, i.e., $x_0, \ldots, x_{T-1} \in D$, all the query points lie within $r_0$-vicinity of $D$, and $f(x_{T-1}) - f(x^*) \leq \epsilon$.

Based on Theorem 3 when $f$ is convex, Reliable-FW guarantees all iterates are safe at least with probability $1 - \delta$ and finds an $\epsilon$-suboptimal solution with a total of $\tilde{O}(d^2 \log(1/\delta)/\epsilon^4)$ NFO and $\tilde{O}(1/\epsilon^2)$ SFO queries. Finally, we study the case in which $f$ is convex and $\nabla f$ is known.

**Theorem 4.** Consider Problem (1) under Assumptions (4) and (5). Moreover, assume $f$ is convex and we have access to $\nabla f$. Suppose $\epsilon > 0$ is given and let $\eta_t = 2(t + 2)^{-1}$, $\rho_t = 1$, $n_t = \tilde{O}(d^2(t + 1)\log(1/\delta))$, and $T = \tilde{O}(\epsilon^{-1})$. Then, with probability at least $1 - \delta$, in Algorithm (4) all the iterates are safe, i.e., $x_0, \ldots, x_{T-1} \in D$, all the query points lie within $r_0$-vicinity of $D$, and $f(x_{T-1}) - f(x^*) \leq \epsilon$.

According to Theorem 4 when $f$ is convex, Reliable-FW (with gradients) guarantees all iterates are safe at least with probability $1 - \delta$ and finds an $\epsilon$-suboptimal solution with a total of $\tilde{O}(d^2 \log(1/\delta)/\epsilon^2)$ NFO and $\tilde{O}(1/\epsilon)$ SFO queries.

5 Experiments

We consider a similar non-convex optimization problem used in [17] which models a cutting machine from [40]. Consider the following problem

$$\min_{(x,y) \in \mathbb{R}^2} \frac{22}{xy} \left(50 + \frac{40}{h_1(x,y)}\right), \quad \text{s.t.} \quad h_2(x,y) \leq 0, \ 100 \leq x \leq 200, \ 0.08 \leq y \leq 0.16,$$

where, $h_1(x,y) = 127.5365 - 0.84629x - 144.21y + 0.001703x^2 + 0.3656xy$ and $h_2(x,y) = 0.0844 - 0.010035x + 7.0877y$. We set $\sigma_0 = 0.001$ and $r_0 = 0.01$. For 0-LBM and $s_0$-LBM, we used $\eta_t = 0.1$, $L = 7$, $M = 5$, and $\delta = 0.01$. We used $x_0 = [150, 0.09]^T$ and $\sigma = 0.01$ for Figure 2 (a) and (b) and $x_0 = [130, 0.09]^T$ and $\sigma = 0.06$ for Figure 2 (c).

Figure 2 (a) shows function-value in terms of NFO calls for Reliable-FW versus $s_0$-LBM. Note that $s_0$-LBM uses zeroth-order objective function queries opposite to first-order queries.
Figure 2: Safety, convergence, and comparison of Reliable-FW versus s0-LBM ans 0-LBM.

in Reliable-FW. Hence, for a fair comparison and to ensure that the performance difference is not affected by the choice of gradient estimator, we apply the (stochastic) gradient estimator of s0L-BM to Reliable-FW and compare only those function calls that have not been used for a gradient approximation.

In Figure 2(b), function value with respect to objective function calls for Reliable-FW vs 0-LBM have been plotted. Similar to the previous experiment, we use the same gradient estimation for both methods. Note that since the Frank-Wolfe step in Reliable-FW is linear optimization of a stochastic vector over a stochastic set, our update is inherently random which result in some oscillation of function-value specially after reaching a local optimum which can also be seen in Figure 2(a) and (b). Figure 2(c) illustrates the convergence and safety (feasibility) of iterates of Reliable-FW (marked with "x"), where the original feasible set is depicted in solid and its corresponding estimations during the algorithm are shown in dashed lines.

Conclusion

We proposed Reliable-FW to tackle non-convex learning under uncertain constraints while ensuring the safety of iterates. We incorporated a novel analysis, specifically, a mathematical technique called the geometric shrinkage, to obtain outperforming feasibility and gradient oracle complexities. Finally, we numerically verified the performance of Reliable-FW.
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A Proof of Lemma 1

Recall from Section 4 the definition of an active point $v$ and the related concepts including its set of active constraints $B_v$, $A^B_v$, the set of active points $\text{Act}(\mathcal{D})$, and $\rho_{\text{min}}(\mathcal{D})$. Before we start the proof of Lemma 1 we mention some observations regarding these concepts. Letting $b^{B_v} = [b^{b_1}, \ldots, b^{b_d}]^\top \in \mathbb{R}^d$, we have $A^B_v v = b^{B_v}$. Based on the fact that $A^B_v \in \mathbb{R}^{d \times d}$ is invertible, we can write $v = (A^B_v)^{-1} b^{B_v}$. Moreover, note that an active point of $\mathcal{D}$ may or may not belong to $\mathcal{D}$. Indeed, vertices of $\mathcal{D}$ are those active points of $\mathcal{D}$ which belong to $\mathcal{D}$ and hence $\text{Vert}(\mathcal{D}) \subseteq \text{Act}(\mathcal{D})$. Finally, it is important to note that the compactness of $\mathcal{D}$ results in $\rho_{\text{min}}(\mathcal{D}) > 0$. The proof of Lemma 1 can now be presented as follows.

Proof. Since the faces of $\mathcal{D}_\tau$ are parallel to the faces of $\mathcal{D}$, the maximum distance between a point $x \in \mathcal{D}$ and its projection $\pi_{\mathcal{D}_\tau}(x) \in \mathcal{D}_\tau$ obviously occurs at some vertex $v \in \text{Vert}(\mathcal{D})$. In other words, we have $\arg \max_{x \in \mathcal{D}} \|x - \pi_{\mathcal{D}_\tau}(x)\| \in \text{Vert}(\mathcal{D})$. Note that $B_v$ consists of $d$ independent hyper-plains that intersect at $v$. Now consider their shifted versions in $\mathcal{D}_\tau$. These shifted hyper-plains are also independent. Denote their intersection by $u$. Note that $B_v = B_u$. Therefore, for any $v \in \text{Vert}(\mathcal{D})$, it follows that

$$A^{B_v} v - b^{B_v} = 0 \quad \Rightarrow \quad v = (A^{B_v})^{-1} b^{B_v},$$

$$A^{B_u} u - b^{B_u} + \tau \mathbb{1}_{|B_u|} = 0 \quad \Rightarrow \quad u = (A^{B_u})^{-1} (b^{B_u} - \tau \mathbb{1}_{|B_u|}).$$

By subtracting two previous lines and noting that $B_v = B_u$, for any $v \in \text{Vert}(\mathcal{D})$, we conclude that

$$\|v - \pi_{\mathcal{D}_\tau}(v)\| \leq \|v - u\| = \tau \left\| \left( A^{B_v} \right)^{-1} \mathbb{1}_{|B_v|} \right\| \leq \tau \sqrt{d} \left\| \left( A^{B_v} \right)^{-1} \right\| = \frac{\tau \sqrt{d}}{\rho_{\text{min}}(A^{B_v})} \leq \frac{\tau \sqrt{d}}{\rho_{\text{min}}(\mathcal{D})},$$

where in the last inequality, we used the fact that $\text{Vert}(\mathcal{D}) \subseteq \text{Act}(\mathcal{D})$. Hence, for all $x \in \mathcal{D}$, $\|x - \pi_{\mathcal{D}_\tau}(x)\| \leq \alpha_{\mathcal{D}} \tau$, where $\alpha_{\mathcal{D}} = \sqrt{d}/\rho_{\text{min}}(\mathcal{D})$. 
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Moreover, note that $\pi_{\mathcal{D}_r}(\pi_{\mathcal{D}}(x)) \in \mathcal{D}_r$. Thus, for every $x \in \mathbb{R}^d$, we have $\|x - \pi_{\mathcal{D}_r}(x)\| \leq \|x - \pi_{\mathcal{D}}(x)\|$ based on the definition of projection on $\mathcal{D}_r$. Therefore, for every $x \in \mathbb{R}^d$,

$$
\|x - \pi_{\mathcal{D}_r}(x)\| \leq \|x - \pi_{\mathcal{D}_r}(\pi_{\mathcal{D}}(x))\| \leq \|x - \pi_{\mathcal{D}}(x)\| + \|\pi_{\mathcal{D}}(x) - \pi_{\mathcal{D}_r}(\pi_{\mathcal{D}}(x))\|.
$$

(9)

Based on the earlier argument, since $\pi_{\mathcal{D}}(x) \in \mathcal{D}$, we have $\|\pi_{\mathcal{D}}(x) - \pi_{\mathcal{D}_r}(\pi_{\mathcal{D}}(x))\| \leq \alpha_D \tau$. This together with (9) results in $\|x - \pi_{\mathcal{D}_r}(x)\| \leq \|x - \pi_{\mathcal{D}}(x)\| + \alpha_D \tau$. ☐

**Remark 1.** Note that $\alpha_D$ is a parameter of the polytope $\mathcal{D}$ and does not depend on $\tau$. Figure 1 illustrates the geometrical meaning of $\alpha_D$ for a simple polytope (here a triangle) in two dimensions. As it can be seen, the faces of $\mathcal{D}_r$ are parallel to the faces of $\mathcal{D}$ with a distance less than $\tau$ but not necessarily equal to $\tau$.

### B Problem Normalization

For the ease of analysis, we consider a normalization in which $\bar{A} = (2\alpha_DL_A')^{-1}A$ and $\bar{b} = (2\alpha_DL_A')^{-1}b$, where $L_A := \max_{i \in [m]} \|a_i\|$. Based on this normalization, $\mathcal{D} = \{x : \bar{A}x - \bar{b} \leq 0\}$. Denoting $\bar{A} = [\bar{a}_1, \ldots, \bar{a}_m]^{\top}$, we now have $L_A := \max_{i \in [m]} \|\bar{a}_i\| = 1/(2\alpha_D)$. For the compatibility with the NFO measurements, the variance $\sigma$ needs to be replaced with $\bar{\sigma} := (2\alpha_DL_A')^{-1}\sigma$. For the ease of notation and without loss of generality, we use $A$ and $b$ instead of $\bar{A}$ and $\bar{b}$. Hence, from now on, we consider

$$
L_A = \max_{i \in [m]} \|a_i\| = \frac{1}{2\alpha_D}, \quad \bar{\sigma} = \frac{\sigma}{2\alpha_DL_A'},
$$

(10)

and measurements can be written as $y(x) = Ax - b + \theta$, where $\theta$ is a zero mean $\bar{\sigma}$-sub-Gaussian noise vector.

### C Safety Analysis

In this section, we first discuss in detail the task of \textsc{EstimatePolytope} in Algorithm 1, i.e., the least squares estimation of the feasible set. We then construct a confidence ellipsoid for this estimate. Based on this confidence ellipsoid, the safety set will be defined and an algebraic form for such a set will be derived. This algebraic form then helps us to acquire a sufficient condition on NFO complexity to achieve the safety of all the iterates. The general structure of this section is inspired by [37][38] and was later used in [16]. Specifically, Lemma 2 and 4 and their proofs are taken from [16]. However, the key component in achieving the improved results is the geometric shrinkage idea discussed in the proof of Proposition 1.

#### C.1 Polytope Estimation

Suppose we have $N_t$ measurements from the described noisy oracle at query points $x_{(1)} \ldots x_{(N_t)}$. Then for $i \in [N_t]$, $y(x_{(i)})^{\top} = x_{(i)}^{\top}A^{\top} - b^{\top} + \theta_{(i)}^{\top}$.

$$
y(x_{(i)})^{\top} = x_{(i)}^{\top}A^{\top} - b^{\top} + \theta_{(i)}^{\top}.
$$

(11)
Now by concatenating the quantities, we define
\[
Y_t := \begin{bmatrix}
y(x_1)^	op \\
\vdots \\
y(x_{N_t})^	op
\end{bmatrix} =: [y_t^1, \ldots, y_t^m] \in \mathbb{R}^{N_t \times m}, \quad X_t = \begin{bmatrix} x_t^1 \\
\vdots \\
x_t^{N_t}
\end{bmatrix} \in \mathbb{R}^{N_t \times d}.
\]

Also,
\[
H_t := \begin{bmatrix} \theta_{(1)}^	op \\
\vdots \\
\theta_{(N_t)}^	op
\end{bmatrix} =: [\theta_t^1, \ldots, \theta_t^m] \in \mathbb{R}^{N_t \times m},
\]
together with
\[
\beta = \begin{bmatrix} A^\top \\
b^\top
\end{bmatrix} =: [\beta^1, \ldots, \beta^m] \in \mathbb{R}^{(d+1) \times m}.
\]

Concatenation of equalities in (11) now can be written as
\[
Y_t = X_t A^\top - 1 b^\top + H_t.
\]

In order to write (12) column-wise, let
\[
A = \begin{bmatrix} (a^1)^	op \\
\vdots \\
(a^m)^	op
\end{bmatrix}, \quad b = \begin{bmatrix} b^1 \\
\vdots \\
b^m
\end{bmatrix},
\]
where for \(a^i \in \mathbb{R}^d\) and \(b^i \in \mathbb{R}\) for \(i \in [m]\). As a result, we get
\[
y_t^i = X_t a^i - b^i 1 + \theta_t^i = [X_t, -1] \begin{bmatrix} a^i \\
b^i
\end{bmatrix} + \theta_t^i = \bar{X}_t \beta^i + \theta_t^i,
\]
where \(\bar{X}_t := [X_t, -1]\). Briefly, we have
\[
y_t^i = \bar{X}_t \beta^i + \theta_t^i, \quad \forall i \in [m].
\]

The least squares estimate of \(\beta^i\) from (13) is
\[
\hat{\beta}_t^i = \left[\bar{X}_t^\top \bar{X}_t\right]^{-1} \bar{X}_t^\top y_t^i, \quad \forall i \in [m].
\]

We use the following notation
\[
\hat{\beta}_t = \begin{bmatrix} \hat{\beta}_t^1 \\
\vdots \\
\hat{\beta}_t^m
\end{bmatrix} = \begin{bmatrix} \hat{A}_t^\top \\
\hat{b}_t^\top
\end{bmatrix} = \begin{bmatrix} \hat{a}_t^1 \\
\vdots \\
\hat{a}_t^m \\
\hat{b}_t^1 \\
\vdots \\
\hat{b}_t^m
\end{bmatrix}.
\]
Therefore, based on the estimation in (14), the estimated polytope will be
\[
\hat{D}_t = \{ x \in \mathbb{R}^d : \hat{A}_t x - \hat{b}_t \leq 0 \}, \quad \text{where} \quad \left[\hat{A}_t, \hat{b}_t\right]^\top = \hat{\beta}_t.
\]
C.2 Confidence Ellipsoids and Safety Sets

Using the notation of Section C.1, the goal in this part is to construct a confidence ellipsoid $E_t(\zeta)$ such that $P\{\beta \in E_t(\zeta)\} \geq 1 - \zeta$. Based on (16, 39), such a confidence set can be written as

$$E_t(\zeta) := \prod_{i=1}^{m} E_i\left(\frac{\zeta}{m}\right),$$

where each marginal ellipsoid $E_i(\zeta/m)$ corresponds to a confidence set for $\beta^i$ centered at $\hat{\beta}_t^i$. For our sub-Gaussian noise, these marginal ellipsoids can be written as

$$E_i(\zeta/m) = \left\{ z \in \mathbb{R}^{(d+1)\times m} : (\hat{\beta}_t^i - z)^\top \Sigma_t^{-1}(\hat{\beta}_t^i - z) \leq \psi^{-1}(\zeta)^2 \right\},$$

where $\Sigma_t = \hat{\sigma}^2(\hat{X}_t^\top \hat{X}_t)^{-1}$ is an estimation of $\text{Cov}(\hat{\beta}_t^i)$. Moreover, if $N_t \geq e^{1/16}\zeta$, then under the sub-Gaussian noise, $\psi^{-1}(\cdot)$ can be chosen as

$$\psi^{-1}(\zeta) = \max\left\{ \sqrt{128d \log N_t \log \left( \frac{N_t^2}{\zeta} \right)}, \frac{8}{3} \log \frac{N_t^2}{\zeta} \right\}. \quad (16)$$

Having this construction, it follows that $P\{\beta^i \in E_i(\zeta/m)\} \geq 1 - \zeta/m$. As a result, we have

$$P\{\beta \in E_t(\zeta)\} \geq 1 - \zeta, \quad \forall \zeta \in [0, 1]. \quad (17)$$

Note that each point $\beta_0 \in E_t(\zeta)$ represents an estimation of the polytope $D$. The safety set $S_t(\zeta)$ is then defined to be the intersection of all these estimated polytopes, that is,

$$S_t(\zeta) := \bigcap_{\beta_0 \in E_t(\zeta)} \left\{ x \in \mathbb{R}^d : \beta_0^\top \begin{bmatrix} x \\ -1 \end{bmatrix} \leq 0 \right\}. \quad (19)$$

Note that if $\beta \in E_t(\zeta)$, then $S_t(\zeta) \subseteq D$. This means that $\beta \in E_t(\zeta)$ and $x \in S_t(\zeta)$ together result in $x \in D$. Hence,

$$P\{ x \in D \mid x \in S_t(\zeta), \beta \in E_t(\zeta) \} = 1. \quad (18)$$

Based on (18), the safety of the iterates can be translated to lying in $S_t(\zeta)$. To this aim, for a given confidence parameter $\delta \in [0, 1]$, let $\zeta = \delta/T$ and define the following probabilistic events:

$$\mathcal{J} : \beta \in \bigcap_{t=0}^{T-1} E_t(\zeta), \quad \mathcal{R} : x_t \in S_t(\zeta), \forall t \in \{0, \ldots, T-1\}. \quad (19)$$

Then assuming $P\{\mathcal{R} \mid \mathcal{J}\} = 1$, it follows that

$$P\{x_0, \ldots, x_{T-1} \in D\} \geq P\{x_0, \ldots, x_{T-1} \in D \mid \mathcal{R}, \mathcal{J}\} P\{\mathcal{R}, \mathcal{J}\} \overset{(18)}{=} P\{\mathcal{R}, \mathcal{J}\} = P\{\mathcal{J}\} P\{\mathcal{R} \mid \mathcal{J}\} = P\{\mathcal{J}\} \overset{(17)}{=} 1 - \sum_{t=0}^{T-1} P\{\beta \notin E_t(\zeta)\} \geq 1 - T\zeta = 1 - \delta. \quad (20)$$

Hence,

$$P\{\mathcal{R} \mid \mathcal{J}\} = 1 \implies P\{x_0, \ldots, x_{T-1} \in D\} \geq 1 - \delta. \quad (21)$$
C.3 Intermediate Lemmas

From (21) it follows that to guarantee safety, it suffices to ensure \( P\{R \ | \ F \} = 1 \). To this aim, some intermediate steps will be taken. First, an algebraic form for \( S_t(\zeta) \) will be computed in Lemma 2. Next, an upper-bound for an essential component of this algebraic form will be obtained in Lemma 3. Having these, the distance between a point in \( D_t \) and its projection on \( D \) will be upper-bounded in Lemma 4. Finally, based on the analysis provided in this section, the final safety result will be obtained in Section C.4. We start with the following lemma from [16].

**Lemma 2.** Let \( Q_t^{-1} := \sum_{i=1}^{N_t} (x_{t(i)} - \bar{x}_t)(x_{t(i)} - \bar{x}_t)^\top \), where \( x_{t(1)}, \ldots, x_{t(N_t)} \) are all the query points of Algorithm 1 up to iteration \( t \) with \( \bar{x}_t \) denoting their average. Further, let \( \hat{\beta}_t^{ \top} := \hat{\beta}_t - \langle \hat{\beta}_t^*, x \rangle \) and \( \kappa = \kappa(\zeta) := \hat{\sigma} \psi^{-1}(\zeta/m) \), where \( \hat{\sigma} \) and \( \psi^{-1}(\cdot) \) are defined in (10) and (10), respectively. Then under Assumption 4, we have

\[
S_t(\zeta) = \left\{ x \in \mathbb{R}^d : \kappa^2 \left( \frac{1}{N_t} + (x - \bar{x}_t)^\top Q_t (x - \bar{x}_t) \right) \leq \min_{i \in [m]} \hat{\epsilon}_i^t(x)^2 \right\}.
\]

**Proof.** We start with re-parametrizing \( \mathcal{E}_t^i \). Note that due to Lemma 4, we can rewrite (13) as

\[
\mathcal{E}_t^i \left( \frac{\zeta}{m} \right) = \left\{ \hat{\beta}_t^i - \psi^{-1} \left( \frac{\zeta}{m} \right) \Sigma_t^{1/2} u : u \in \mathbb{R}^d, \|u\| \leq 1 \right\}.
\]

Using (22), the safety set can be rewritten as

\[
S_t(\zeta) = \left\{ x \in \mathbb{R}^d : \forall i \in [m] \forall \beta^i \in \mathcal{E}_t^i \left( \frac{\zeta}{m} \right) : \beta^i \top \left[ \begin{array}{c} x \\ -1 \end{array} \right] \leq 0 \right\}
\]

\[
= \left\{ x \in \mathbb{R}^d : \forall i \in [m] \forall u \in \mathbb{R}^d, \|u\| \leq 1 : \left( \hat{\beta}_t^i - \psi^{-1} \left( \frac{\zeta}{m} \right) \Sigma_t^{1/2} u \right) \top \left[ \begin{array}{c} x \\ -1 \end{array} \right] \leq 0 \right\}.
\]

Note that

\[
\left( \hat{\beta}_t^i - \psi^{-1} \left( \frac{\zeta}{m} \right) \Sigma_t^{1/2} u \right) \top \left[ \begin{array}{c} x \\ -1 \end{array} \right] = \hat{\beta}_t^i \top \left[ \begin{array}{c} x \\ -1 \end{array} \right] - \psi^{-1} \left( \frac{\zeta}{m} \right) u \top \Sigma_t^{1/2} \left[ \begin{array}{c} x \\ -1 \end{array} \right].
\]

Therefore, for any given \( u \) with \( \|u\| \leq 1 \), we have

\[
u \top \Sigma_t^{1/2} \left[ \begin{array}{c} x \\ -1 \end{array} \right] \geq -\|u\| \|\Sigma_t^{1/2} \left[ \begin{array}{c} x \\ -1 \end{array} \right]\| \geq -\|\Sigma_t^{1/2} \left[ \begin{array}{c} x \\ -1 \end{array} \right]\|.
\]

Hence,

\[
\forall u \in \mathbb{R}^d, \|u\| \leq 1 : \left( \hat{\beta}_t^i - \psi^{-1} \left( \frac{\zeta}{m} \right) \Sigma_t^{1/2} u \right) \top \left[ \begin{array}{c} x \\ -1 \end{array} \right] \leq 0,
\]

if and only if

\[
\hat{\beta}_t^i \top \left[ \begin{array}{c} x \\ -1 \end{array} \right] + \psi^{-1} \left( \frac{\zeta}{m} \right) \|\Sigma_t^{1/2} \left[ \begin{array}{c} x \\ -1 \end{array} \right]\| \leq 0.
\]

As a result,

\[
S_t(\zeta) = \left\{ x \in \mathbb{R}^d : \forall i \in [m] : \hat{\beta}_t^i \top \left[ \begin{array}{c} x \\ -1 \end{array} \right] + \psi^{-1} \left( \frac{\zeta}{m} \right) \|\Sigma_t^{1/2} \left[ \begin{array}{c} x \\ -1 \end{array} \right]\| \leq 0 \right\}.
\]
It now remains to compute and replace $\Sigma_t$ in (24). It follows that

$$
\tilde{X}_t^T \tilde{X}_t = \begin{bmatrix}
X_t^T \quad -1^T
\end{bmatrix} [X_t, -1] = \begin{bmatrix}
X_t^T X_t & -X_t^T \cdot 1
\end{bmatrix}.
$$

Define

$$
\begin{bmatrix}
O_{11} & O_{12} \\
O_{21} & O_{22}
\end{bmatrix} := (X_t^T X_t)^{-1}.
$$

In order to compute the elements of this block matrix, define $\bar{x}_t = (x_{(1)} + \cdots + x_{(N_t)})/N_t = X_t^T \cdot 1/N_t$ and note that due to Lemma 8, we have

$$
O_{11} = \left( X_t^T X_t - (-X_t^T \cdot 1) \cdot \frac{1}{N_t} \right) \left( -1^T X_t \right)^{-1} = (X_t^T X_t - N_t \bar{x}_t \bar{x}_t^T)^{-1} =: Q_t,
$$

$$
O_{22} = \left( N_t - (-1^T X_t) \left( X_t^T X_t \right)^{-1} \left(-X_t^T \cdot 1\right) \right)^{-1} = \left( N_t - N_t^2 \bar{x}_t^T \left( X_t^T X_t \right)^{-1} \bar{x}_t \right)^{-1}
$$

$$
= N_t^{-1} + N_t^{-1} N_t^2 \bar{x}_t^T \left( X_t^T X_t - \bar{x}_t N_t^{-1} N_t^2 \bar{x}_t \right)^{-1} \bar{x}_t N_t^{-1}
$$

$$
= \frac{1}{N_t} + \bar{x}_t^T Q_t \bar{x}_t, 
$$

$$
O_{12} = -Q_t \left(-X_t^T \cdot 1\right) \frac{1}{N_t} = Q_t \bar{x}_t,
$$

$$
O_{21} = -\frac{1}{N_t} (-1^T X_t) Q_t = \bar{x}_t^T Q_t,
$$

where (24) holds due to Lemma 7. Moreover, we have

$$
Q_t = \left( X_t^T X_t - N_t \bar{x}_t \bar{x}_t^T \right)^{-1} = \left( [x_{(1)}, \cdots, x_{(N_t)}] \begin{bmatrix}
x_{(1)}^T \\
\vdots \\
x_{(N_t)}^T
\end{bmatrix} - N_t \bar{x}_t \bar{x}_t^T \right)^{-1}
$$

$$
= \left( \sum_{i=1}^{N_t} x_{(i)} x_{(i)}^T - N_t \bar{x}_t \bar{x}_t^T \right)^{-1} = \left( \sum_{i=1}^{N_t} (x_{(i)} - \bar{x}_t) (x_{(i)} - \bar{x}_t)^T \right)^{-1}. 
$$

Putting things together leads to

$$
\Sigma_t = \sigma^2 \left( \tilde{X}_t^T \tilde{X}_t \right)^{-1} = \sigma^2 \left[ Q_t \bar{x}_t \frac{Q_t \bar{x}_t}{N_t} + \bar{x}_t^T Q_t \tilde{x}_t \right].
$$

Having the algebraic form of $\Sigma_t$ in (26), we now derive an algebraic form for $S_t(\zeta)$. Note that based on (23), $x \in S_t(\zeta)$ if and only if

$$
\forall i \in [m]: \quad \psi^{-1} \left( \frac{\zeta}{m} \right) \left\| \Sigma_t^{1/2} \begin{bmatrix}
x \\
-1
\end{bmatrix} \right\| \leq -\beta_i^T \begin{bmatrix}
x \\
-1
\end{bmatrix} = \hat{b}_i -  \langle \hat{a}_i, x \rangle.
$$
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Recall that $\hat{e}_t(x) = \hat{b}_t^j - \langle \hat{a}_t^j, x \rangle$ and $\kappa = \sigma \psi^{-1}(\zeta/m)$. Therefore,

$$x \in S_t(\zeta) \iff \forall i \in [m]: \psi^{-1}\left(\frac{\zeta}{m}\right)^2 \left[ \begin{array}{c} x \\ -1 \end{array} \right]^\top \Sigma_t \left[ \begin{array}{c} x \\ -1 \end{array} \right] \leq \hat{e}_t(x)^2$$

$$\iff \forall i \in [m]: \sigma^2 \psi^{-1}\left(\frac{\zeta}{m}\right)^2 \left( \frac{1}{N_t} + (x - \bar{x}_t)^\top Q_t (x - \bar{x}_t) \right) \leq \hat{e}_t(x)^2$$

$$\iff \kappa^2 \left( \frac{1}{N_t} + (x - \bar{x}_t)^\top Q_t (x - \bar{x}_t) \right) \leq \min_{i \in [m]} \hat{e}_t(x)^2.$$  

Hence,

$$S_t(\zeta) = \left\{ x \in \mathbb{R}^d : \kappa^2 \left( \frac{1}{N_t} + (x - \bar{x}_t)^\top Q_t (x - \bar{x}_t) \right) \leq \min_{i \in [m]} \hat{e}_t(x)^2 \right\} \tag{28}$$

Prior to our next step, consider the matrix inequality notation $\succ$ based on the Loewner order, meaning that $A \succ B$ if and only if $A - B$ is a positive semi-definite matrix. Having this, the next lemma, provides an upper-bound on $\|Q_t\|$. 

**Lemma 3.** Consider Subroutine 2. Then for $Q_t$ defined in Lemma 2, we have $\|Q_t\| \leq d/(N_t r_0^2)$. 

**Proof.** By substituting in $Q_t$ the indexing introduced by Subroutine 2, we can write

$$Q_t^{-1} = \sum_{i=1}^{N_t} \left( x(i) - \bar{x}_t \right) \left( x(i) - \bar{x}_t \right)^\top$$

$$= \sum_{s=0}^{t \frac{N_s}{2d} - 1} N_{s-1 + 2dk + 2d} \left( x(\ell) - \bar{x}_t \pm x_s \right) \left( x(\ell) - \bar{x}_t \pm x_s \right)^\top$$

$$= \sum_{s=0}^{t \frac{N_s}{2d} - 1} \left( \sum_{k=0}^{N_{s-1 + 2dk + 2d}} x(\ell) - x_s \right) \left( x(\ell) - x_s \right)^\top$$

$$\geq \sum_{s=0}^{t \frac{N_s}{2d} - 1} \sum_{k=0}^{d} 2r_0^2 e_j e_j^\top$$

$$= \sum_{s=0}^{t \frac{N_s}{2d} - 1} 2r_0^2 I = \sum_{s=0}^{t \frac{N_s}{2d} - 1} 2r_0^2 \sum_{k=0}^{d} 2r_0^2 I = \frac{N_t r_0^2}{d} I, \tag{30}$$

where step (28) holds due to the fact that

$$x_s = \frac{1}{2d} \sum_{\ell = N_{s-1 + 2dk + 2d}}^{N_{s-1 + 2dk + 2d}} x(\ell).$$

Further, step (29) follows from the fact that for fixed $k$ and $d$, we have

$$\left( x(\ell) - x_s \right) \left( x(\ell) - x_s \right)^\top = r_0^2 e_j e_j^\top, \quad \text{when} \quad j \in \{ \ell - N_{s-1} - 2dk; \ell - N_{s-1} - 2dk - d \}. \tag{30}$$
Having (20), we conclude that
\[ \rho_{\min}(Q_{t}^{-1}) \geq \frac{N_t}{d} r_0^2 \quad \Rightarrow \quad \|Q_t\| = \rho_{\max}(Q_t) = \frac{1}{\rho_{\min}(Q_{t}^{-1})} \leq \frac{d}{N_t r_0^2}. \]

Next, we restate the following lemma from [16] with a slight modification to bound the distance between a point of \( D \) and its projection on \( \hat{D}_t \) and vice versa.

**Lemma 4.** Consider Problem (1) under Assumptions 3 and 4. Moreover, let \( \beta \in E_t(\zeta) \) and \( N_t \geq C_t^2/(1 + \Gamma)^2 \), where
\[
C_1 := \frac{2\kappa d (1 + \Gamma)}{\rho_{\min}(D)} \sqrt{\frac{1 + \Gamma^2}{r_0^2}} + 1. \tag{31}
\]

Then
\[
\forall x \in \hat{D}_t : \quad \|x - \pi_D(x)\| \leq \frac{C_1}{\sqrt{N_t}}, \tag{32}
\]
\[
\forall x \in D : \quad \|x - \pi_{\hat{D}_t}(x)\| \leq \frac{C_1}{\sqrt{N_t}}, \tag{33}
\]

**Proof.** Using Lemma 3 and (26), we can bound \( \|\Sigma_t^{1/2}\| \) as follows.
\[
\|\Sigma_t^{1/2}\| = \|\Sigma_t\|^{1/2} = \tilde{\sigma} \left\| \begin{bmatrix} Q_t & Q_t \tilde{x}_t \\ \tilde{x}_t^T Q_t & \frac{\tilde{x}_t^T}{N_t} + \frac{\tilde{x}_t^T Q_t \tilde{x}_t}{N_t} \end{bmatrix} \right\|^{1/2}
\]
\[
= \tilde{\sigma} \left\| \begin{bmatrix} I & 0 \\ \tilde{x}_t^T & 0 \end{bmatrix} Q_t \begin{bmatrix} I \\ \tilde{x}_t \end{bmatrix} + \begin{bmatrix} 0 & 0 \\ 0 & \frac{1}{N_t} \end{bmatrix} \right\|^{1/2}
\]
\[
\leq \tilde{\sigma} \sqrt{\|Q_t\|^2 + \frac{1}{N_t} = \tilde{\sigma} \sqrt{\left(1 + \|\tilde{x}_t\|^2\right)^2} \|Q_t\| + \frac{1}{N_t}} \tag{34}
\]
\[
\leq \tilde{\sigma} \sqrt{(1 + \Gamma^2) \frac{d}{N_t r_0^2} + \frac{1}{N_t}} = \sigma \sqrt{\frac{d}{N_t} \left[1 + \frac{1 + \Gamma^2}{r_0^2} + \frac{1}{d} \right]} \leq \sigma \sqrt{\frac{d}{N_t} \left[1 + \frac{1 + \Gamma^2}{r_0^2} \right] + 1}, \tag{35}
\]
where the equality in (35) holds due to Lemma 9. Therefore, we showed
\[
\|\Sigma_t^{1/2}\| \leq \frac{\tilde{\sigma} C_0}{\sqrt{N_t}}, \tag{36}
\]
where
\[
C_0 := \sqrt{d \left(\frac{1 + \Gamma^2}{r_0^2} + 1\right)}. \tag{37}
\]

At this stage, we aim to bound the distance between vertices of \( D \) and their corresponding estimation on \( \hat{D}_t \). Consider \( u \in \text{Act}(D) \) and let \( B = B_u = \{i_1, \ldots, i_d\} \). Also, let \( \hat{A}_t^B \) and
\( \hat{b}_t^B \) respectively be the corresponding estimations of \( A^B \) and \( b^B \). Moreover, by \( \hat{u}_t \) denote the intersection of the constraints of \( \mathcal{D}_t \) with indices in \( B \). In other words,\[
\begin{bmatrix}
\hat{A}_t^B, \hat{b}_t^B
\end{bmatrix} = \begin{bmatrix}
\hat{\beta}_t^1, \ldots, \hat{\beta}_t^d
\end{bmatrix}^T.
\]
Further, define \( \gamma_t = \hat{b}_t^B - b^B \) and \( R_t = \hat{A}_t^B - A^B \).\[
\hat{u}_t - u = \left( \hat{A}_t^B \right)^{-1} \hat{b}_t^B - (A^B)^{-1} b^B \\
= (A^B + R_t)^{-1} (b^B + \gamma_t) - (A^B)^{-1} b^B \\
= \left( (A^B)^{-1} - (I + (A^B)^{-1} R_t) (A^B)^{-1} R_t \right) \left( b^B + \gamma_t \right) - (A^B)^{-1} b^B \tag{38}
\]
where (38) holds due to Lemma \([10]\). Therefore,\[
\|\hat{u}_t - u\| \leq \left\| (A^B)^{-1} \gamma_t \right\| + \left\| (I + (A^B)^{-1} R_t)^{-1} \right\| \left\| (A^B)^{-1} R_t \right\| \left\| u + (A^B)^{-1} \gamma_t \right\|. \tag{39}
\]
We now bound the terms appearing on the right-hand side of (39). Note that if \( \beta \in \mathcal{E}_t(\zeta) \), then \( \forall i \in [m] : \beta^i \in \mathcal{E}_t^i(\zeta/m) \). As a result,\[
\sqrt{\|\hat{\alpha}_t^i - a^i\|^2 + \|\hat{b}_t^i - b^i\|^2} = \|\hat{\beta}_t^i - \beta^i\| \leq \psi^{-1} \left( \frac{\zeta}{m} \right) \left\| \Omega_t^{1/2} \right\| \leq \frac{C_0}{\sqrt{N_t}}. \tag{40}
\]
It then immediately follows that\[
\|\hat{\alpha}_t^i - a^i\| \leq \frac{C_0}{\sqrt{N_t}}, \quad \|\hat{b}_t^i - b^i\| \leq \frac{C_0}{\sqrt{N_t}}.
\]
Moreover,\[
\|R_t\| \leq \|R_t\|_F = \sqrt{\sum_{i \in B} \|\hat{\alpha}_t^i - a^i\|^2} \leq \sqrt{d} \psi^{-1} \left( \frac{\zeta}{m} \right) \left\| \Omega_t^{1/2} \right\| \leq \kappa \sqrt{d} \frac{C_0}{\sqrt{N_t}},
\]
\[
\|\gamma_t\| = \sqrt{\sum_{i \in B} \|\hat{b}_t^i - b^i\|^2} \leq \sqrt{d} \psi^{-1} \left( \frac{\zeta}{m} \right) \left\| \Omega_t^{1/2} \right\| \leq \kappa \sqrt{d} \frac{C_0}{\sqrt{N_t}},
\]
\[
\|(A^B)^{-1}\| = \rho_{\max} \left( (A^B)^{-1} \right) = \frac{1}{\rho_{\min}(A^B)} \leq \frac{1}{\rho_{\min}(D)}.
\]
These equalities lead to\[
\|\hat{A}_t^B \gamma_t\| \leq \|A^B\|^{-1} \|\gamma_t\| \leq \frac{\kappa \sqrt{d}}{\rho_{\min}(D)} \frac{C_0}{\sqrt{N_t}},
\]
\[
\|\hat{A}_t^B R_t\| \leq \|A^B\|^{-1} \|R_t\| \leq \frac{\kappa \sqrt{d}}{\rho_{\min}(D)} \frac{C_0}{\sqrt{N_t}}.
\]
Now letting
\[ U := \frac{\kappa \sqrt{d} C_0}{\rho_{\min}(D)} = \frac{\kappa d}{\rho_{\min}(D)} \left( \frac{1 + \Gamma^2}{r_0^2} + 1 \right), \]
results in
\[ \left\| (A^B)^{-1} \gamma_t \right\| \leq \frac{U}{\sqrt{N_t}}, \quad \left\| (A^B)^{-1} R_t \right\| \leq \frac{U}{\sqrt{N_t}}. \] (41)

Assuming \( N_t \geq 4U^2 \) now gives \( U/\sqrt{N_t} \leq 1/2 \). As a result, due to Lemma 11, it follows that
\[ \left\| (I + A^B R_t)^{-1} \right\| \leq \frac{1}{1 - \|A^B R_t\|} \leq \frac{1}{1 - 1/2} = 2. \] (42)

Moreover,
\[ \left\| u + (A^B)^{-1} \gamma_t \right\| \leq \|u\| + \left\| (A^B)^{-1} \gamma_t \right\| \leq \Gamma + \frac{U}{\sqrt{N_t}} \leq \Gamma + \frac{1}{2}. \] (43)

We now can substitute (41), (42), and (43) into (39) to obtain
\[ \left\| \hat{u}_t - u \right\| \leq \frac{U}{\sqrt{N_t}} + 2 \frac{U}{\sqrt{N_t}} \left( \Gamma + \frac{1}{2} \right) = \frac{2U}{\sqrt{N_t}} (\Gamma + 1) = \frac{C_1}{\sqrt{N_t}}, \] (44)
where the last equality holds because
\[ C_1 = 2U(\Gamma + 1) = \frac{2\kappa \sqrt{d} C_0 (1 + \Gamma)}{\rho_{\min}(D)} = \kappa \frac{d (1 + \Gamma)}{\rho_{\min}(D)} \sqrt{\frac{1 + \Gamma^2}{r_0^2}} + 1. \]

Recall the assumption \( N_t \geq 4U^2 = C_1^2/(1 + \Gamma)^2 \) and note that it coincides with the condition mentioned in the statement. Finally, having (44) and noting that any point in a convex polytope can be written as a convex combination of the polytope’s vertices, it follows that
\[ \forall x \in \hat{D}_t : \quad \|x - \pi_{\hat{D}_t}(x)\| \leq \frac{C_1}{\sqrt{N_t}}, \]
\[ \forall x \in D : \quad \|x - \pi_D(x)\| \leq \frac{C_1}{\sqrt{N_t}}. \]

C.4 Final Safety Results

For the ease of statement of our main safety result, we recall some previously used constants in the following definition together with introducing the constant \( \epsilon_0 \).

**Definition 2.** Given the confidence parameter \( \delta \in (0, 1) \), define
\[ \epsilon_0 := \min_{i \in [m]} b_i - \langle a^i, x_0 \rangle, \quad L_A := \frac{\rho_{\min}(D)}{2\sqrt{d}}, \quad \kappa := \frac{\sigma L_A \psi^{-1}(\delta/m)}{\max_{i \in [m]} \|a^i\|}, \quad C_0 := \sqrt{d \left( \frac{1 + \Gamma^2}{r_0^2} + 1 \right)}, \quad C_1 := \frac{\kappa (1 + \Gamma) C_0}{L_A}. \]
Next, we state our final safety result in the following proposition.

**Proposition 1.** Consider Problem (1) under Assumptions 3 and 4 and the constants in Definition 2. Further, suppose $\tau > 0$ is such that $D_\tau \neq \emptyset$ and let $N_t = n_0 + \ldots + n_t$. Then with probability at least $1 - \delta$, all the iterates of Algorithm 1 are safe, i.e., $x_0, \ldots, x_{T-1} \in D$, if for all $t \in \{1, \ldots, T-1\}$, $N_t \geq C_1^2/(1 + \Gamma)^2$ and $\{N_t\}$ satisfy the following inequality:

$$
\frac{\kappa^2}{N_t} \left(1 + \frac{d\lambda^2}{\tau_0}\right) \leq h^2(\{\eta_t\}, \{N_t\}), \tag{45}
$$

where

$$
h(\{\eta_t\}, \{N_t\}) := \epsilon_0 \prod_{j=0}^{t-1} (1 - \eta_j) + \sum_{k=0}^{t-1} \left(\frac{\tau}{2} - \frac{C_1 L_A}{\sqrt{N_k}}\right) \eta_k \prod_{j=k+1}^{t-1} (1 - \eta_j) - \frac{C_0}{\sqrt{N_t}}. \tag{46}
$$

**Proof.** From (21), it follows that to ensure the safety of the iterates with probability at least $1 - \delta$, it suffices to ensure $P\{R \mid J\} = 1$. To this end, we assume that $J$ holds and seek to find a sufficient condition such that $R$ holds. To find such a sufficient condition, note that $R$ holds if and only if $x_t$ satisfy the inequality in Lemma 2. To achieve this we use Lemma 4 along the way. Note that having $J$ together with the assumption $N_t \geq C_1^2/(1 + \Gamma)^2$ allows us to use Lemma 4 for all $t \in \{0, \ldots, T-1\}$. Letting $\epsilon^i(x) = b^i - \langle a^i, x \rangle$, the proof starts by relating $\hat{\epsilon}^i_t(x)$ in Lemma 2 to $\epsilon^i(x)$ as follows:

$$
\hat{\epsilon}^i_t(x) = b^i - \langle \hat{a}^i_t, x \rangle = -\langle \hat{\beta}^i_t, \begin{bmatrix} x \\ -1 \end{bmatrix} \rangle = -\langle \beta^i - \hat{\beta}^i_t, \begin{bmatrix} x \\ -1 \end{bmatrix} \rangle \geq \epsilon^i(x) - \|\beta^i - \hat{\beta}^i_t\| \|\begin{bmatrix} x \\ -1 \end{bmatrix}\| \tag{47}
$$

Therefore, in order to lower-bound $\hat{\epsilon}^i_t(x)$, it suffices to lower-bound $\epsilon^i(x)$. To this aim, note that

$$
\epsilon^i_t(x) = b^i - \langle a^i, x_t \rangle = b^i - \langle a^i, x_{t-1} + \eta_{t-1} (\hat{v}_{t-1} - x_{t-1}) \rangle \\
= (1 - \eta_{t-1}) (b^i - \langle a^i, x_{t-1} \rangle) + \eta_{t-1} (b^i - \langle a^i, \hat{v}_{t-1} \rangle) \\
= (1 - \eta_{t-1}) \epsilon^i(x_{t-1}) + \eta_{t-1} (b^i - \langle a^i, \hat{v}_{t-1} \pm \pi_{D_\tau} (\hat{v}_{t-1}) \rangle) \\
= (1 - \eta_{t-1}) \epsilon^i(x_{t-1}) + \eta_{t-1} (b^i - \langle a^i, \pi_{D_\tau} (\hat{v}_{t-1}) \rangle) - \eta_{t-1} \langle a^i, \hat{v}_{t-1} - \pi_{D_\tau} (\hat{v}_{t-1}) \rangle \\
\geq (1 - \eta_{t-1}) \epsilon^i(x_{t-1}) + \eta_{t-1} (b^i - \langle a^i, \pi_{D_\tau} (\hat{v}_{t-1}) \rangle) - \eta_{t-1} L_A \|\hat{v}_{t-1} - \pi_{D_\tau} (\hat{v}_{t-1})\|. \tag{48}
$$

Note that $\pi_{D_\tau} (\hat{v}_{t-1}) \in D_\tau$. Therefore, from Definition 4 it follows that

$$
b^i - \langle a^i, \pi_{D_\tau} (\hat{v}_{t-1}) \rangle \geq \tau. \tag{49}
$$

Further from Lemma 1 for any $x \in \mathbb{R}^d$, we can write

$$
\|x - \pi_{D_\tau} (x)\| \leq \|x - \pi_{D} (x)\| + \alpha_{D_\tau}. \tag{50}
$$
By replacing $x = \hat{v}_{t-1}$ into the previous line, it follows that
\[
\|\hat{v}_{t-1} - \pi_{D^{\tau}}(\hat{v}_{t-1})\| \leq \|\hat{v}_{t-1} - \pi_{D}(\hat{v}_{t-1})\| + \alpha_{D}\tau \leq \frac{C_1}{\sqrt{N_{t-1}}} + \alpha_{D}\tau. \tag{50}
\]
Replacing the bounds in (49) and (50) into (48), then results in
\[
\epsilon_t(x_t) \geq (1 - \eta_{t-1}) \epsilon_t(x_{t-1}) + \tau \eta_{t-1} (1 - \alpha_D L_A) - \eta_{t-1} L_A \frac{C_1}{\sqrt{N_{t-1}}},
\]
where the last equality is due to the fact that $L_A = 1/2\alpha_D$. Note that (51) introduces a recursion in terms of $t$. Continuing this recursion leads to an explicit bound for $\epsilon_t(x_t)$ as follows
\[
\epsilon_t(x_t) \geq \epsilon_t(x_0) \prod_{j=0}^{t-1} (1 - \eta_j) + \tau \frac{\eta_{t-1}}{2} \sum_{k=0}^{t-1} \eta_k \prod_{j=k+1}^{t-1} (1 - \eta_j) - C_1 L_A \sum_{k=0}^{t-1} \eta_k \prod_{j=k+1}^{t-1} (1 - \eta_j). \tag{52}
\]
As the next step, by replacing (52) into (47) and letting $\epsilon_0 := \min_{i \in [m]} \epsilon_t(x_0)$, it follows that
\[
\min_{i \in [m]} \hat{\epsilon}_t(x_t) \geq h(\{\eta_t\}, \{N_t\}), \tag{53}
\]
where
\[
h(\{\eta_t\}, \{N_t\}) := \epsilon_0 \prod_{j=0}^{t-1} (1 - \eta_j) + \sum_{k=0}^{t-1} \left( \frac{\tau}{2} - \frac{C_1 L_A}{\sqrt{N_k}} \right) \eta_k \prod_{j=k+1}^{t-1} (1 - \eta_j) - \kappa \frac{C_0}{\sqrt{N_t}}. \tag{54}
\]
Recall that we seek to find a sufficient condition such that $\mathcal{R}$ holds, i.e., $x_t \in S_t(\zeta)$ for all $t$. Now consider the inequality in the algebraic expression of $S_t(\zeta)$ in Lemma 2. The expression (53) gives a lower-bound for the right-hand side of this inequality. An upper-bound for the left-hand side of this inequality can also be found as follows:
\[
\kappa^2 \left( \frac{1}{N_t} + (x - \bar{x}_t)^\top Q_t (x - \bar{x}_t) \right) \leq \kappa^2 \left( \frac{1}{N_t} + \|Q_t\| \|x_t - \bar{x}_t\|^2 \right) \leq \kappa^2 \frac{1 + d\Lambda^2}{r_0^2} \tag{55},
\]
where the last inequality follows from Lemma 3. Hence, by comparing (53), (55), and Lemma 2 in order to ensure $\mathcal{R}$, it suffices to have
\[
\kappa^2 \frac{1 + d\Lambda^2}{r_0^2} \leq h^2(\{\eta_t\}, \{N_t\}).
\]

\begin{proof}
\end{proof}

D Convergence Analysis

The main result regarding the convergence part of Algorithm 1 is presented below.
Proposition 2. Consider Problem (11) under Assumptions 1, 2, 3, and 4. Consider Problem (1). Suppose at iteration $t$ of Algorithm 1, we have $D_t$, $\nabla f_t$, and $x_t \in D$. Then

$$
V_D(x_t, f) \leq \frac{f(x_t) - f(x_{t+1})}{\eta_t} + \|\nabla f(x_t) - g_t\| (\frac{C_1}{\sqrt{N_t}} + 2\Lambda) + \|g_t\| (\frac{C_1}{\sqrt{N_t}} + \frac{L\eta_t}{2} (\frac{C_1}{\sqrt{N_t}} + \Lambda)^2).
$$

Proof. Consider

$$
v_t := \arg\min_{v \in D} \langle \nabla f(x_t), v \rangle, \tag{56}
\hat{v}_t := \arg\min_{v \in D_t} \langle g_t, v \rangle. \tag{57}
$$

The goal here is to find the number of iterations $T$ in terms of the accuracy $\epsilon$. Note that

$$
V_D(x_t, f) = \langle \nabla f(x_t), x_t - v_t \rangle = \langle \nabla f(x_t) - g_t, x_t - v_t \rangle + \langle g_t, x_t - v_t \rangle \leq \|\nabla f(x_t) - g_t\| \Lambda + \langle g_t, x_t - v_t \rangle. \tag{58}
$$

We need to bound the right-hand side of (58). To this aim, note that $L$-smoothness of $f$ implies

$$
f(x_{t+1}) \leq f(x_t) + \langle \nabla f(x_t), x_{t+1} - x_t \rangle + \frac{L}{2} \|x_{t+1} - x_t\|^2 = f(x_t) + \eta_t \langle \nabla f(x_t), \hat{v}_t - x_t \rangle + \frac{L\eta_t^2}{2} \|\hat{v}_t - x_t\|^2. \tag{59}
$$

In order to bound the terms appearing on the right-hand side of (59), we can write

$$
\|\hat{v}_t - x_t\| \leq \|\hat{v}_t - \pi_D(\hat{v}_t)\| + \|\pi_D(\hat{v}_t) - x_t\| \leq \frac{C_1}{\sqrt{N_t}} + \Lambda. \tag{60}
$$

Further, note that

$$
\langle \nabla f(x_t), \hat{v}_t - x_t \rangle = \langle \nabla f(x_t) - g_t, \hat{v}_t - x_t \rangle + \langle g_t, \hat{v}_t - v_t \rangle + \langle g_t, v_t - x_t \rangle. \tag{61}
$$

To bound the right-hand side of (61), we have

$$
\langle \nabla f(x_t) - g_t, \hat{v}_t - x_t \rangle \leq \|\nabla f(x_t) - g_t\| \|\hat{v}_t - x_t\| \leq \|\nabla f(x_t) - g_t\| \left(\frac{C_1}{\sqrt{N_t}} + \Lambda\right). \tag{62}
$$

Further, to bound $\langle g_t, \hat{v}_t - v_t \rangle$, first note that

$$
\langle g_t, \pi_{\hat{D}_t}(v_t) - v_t \rangle \leq \|g_t\| \left\|\pi_{\hat{D}_t}(v_t) - v_t\right\| \leq \|g_t\| \frac{C_1}{\sqrt{N_t}}. \tag{63}
$$

Hence,

$$
\langle g_t, \hat{v}_t \rangle \leq \langle g_t, \pi_{\hat{D}_t}(v_t) \rangle \leq \langle g_t, v_t \rangle + \|g_t\| \frac{C_1}{\sqrt{N_t}} \Rightarrow \langle g_t, \hat{v}_t - v_t \rangle \leq \|g_t\| \frac{C_1}{\sqrt{N_t}}. \tag{64}
$$
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Now replacing (64) and (62) into (61) implies

\[
\langle \nabla f(x_t), \hat{v}_t - x_t \rangle \leq \langle g_t, v_t - x_t \rangle + \|\nabla f(x_t) - g_t\| \left( \frac{C_1}{\sqrt{N_t}} + \Lambda \right) + \|g_t\| \frac{C_1}{\sqrt{N_t}}. \tag{65}
\]

Moreover, substituting (60) and (65) into (59) results in

\[
\langle g_t, x_t - v_t \rangle \leq f(x_t) - f(x_{t+1}) + \|\nabla f(x_t) - g_t\| \left( \frac{C_1}{\sqrt{N_t}} + 2\Lambda \right) + \|g_t\| \frac{C_1}{\sqrt{N_t}} + \frac{L\eta_t}{2} \left( \frac{C_1}{\sqrt{N_t}} + \Lambda \right)^2.
\]

Finally, substituting this into (58) leads to

\[
V_D(x_t, f) \leq f(x_t) - f(x_{t+1}) + \|\nabla f(x_t) - g_t\| \left( \frac{C_1}{\sqrt{N_t}} + 2\Lambda \right) + \|g_t\| \frac{C_1}{\sqrt{N_t}} + \frac{L\eta_t}{2} \left( \frac{C_1}{\sqrt{N_t}} + \Lambda \right)^2.
\]

\[\square\]

### E Proofs of The Main Results

In this section, based on the general results from the safety and convergence analysis, i.e., Propositions 1 and 2, we obtain sufficient values for the stepsize \(\eta_t\), the number of NFO queries per iteration \(n_t\), and the total number of iterations \(T\) such that all the requirements determined in Section 2 are fulfilled. More specifically, previously mentioned Theorems 1 and 2 (in Section 4) are precisely presented and proved below. Moreover, our result under a convex objective function is provided in Theorem 4. We start with introducing the following notation.

**Notation.** Let \(F(x_t)\) be any function of the iterate \(x_t\). For \(0 \leq t' < t\), we denote by \(\mathbb{E}_{0:t'}[F(x_{t'})]\), the expectation over all the randomness in Algorithm 1 through iterations \(0\) to \(t'\). Further, \(\mathbb{E}_{[t_0]}[F(x_t)]\) denotes the expectation over choosing \(t_0\) from \(\{0, \ldots, T-1\}\) uniformly at random, that is, \(\mathbb{E}_{[t_0]}[F(x_t)] = (F(x_0) + \ldots + F(x_{T-1}))/T\).

Next, we define constants that will be later used in our main theorems.

**Definition 3.** Consider the constants in Definition 2 and a given constant \(\tau > 0\). Then define

\[
C_2 := \max \left\{ \left( \frac{4C_1L}{\tau} \right)^2, \left( \frac{8\kappa C_0}{\tau} \right)^2, \frac{64\kappa^2}{\tau^2} \left( 1 + \frac{d\Lambda^2}{r_0^2} \right), C_1^2 \right\}. \tag{66}
\]

\[
C_3 := 18\sqrt{2}(2\Lambda + 1)(\sigma_0 + L_0\Lambda) \sqrt{\log \left( \frac{4}{\delta} \right)}, C_4 := (9(M + \sigma_0) + 6L(1 + \Lambda)^2)^{\frac{3}{2}}, \tag{67}
\]

\[
C_5 := (4M + 2L(1 + \Lambda^2))^2, \tag{68}
\]

\[
C_6 := \left( 2 \max \left\{ 16\sqrt{2}(1 + \Lambda)(L_0\Lambda + \sigma_0) \sqrt{\log \left( \frac{4}{\delta} \right)}, 4\sqrt{2}(M + \sigma_0), 2L^2(\Lambda + 2) \right\} \right)^2. \tag{69}
\]

Next, we restate the following lemma from [41], in which the proof is also provided.
Lemma 5. Consider the STORM estimator in Algorithm 7 with \( \eta_t = \rho_t = (t + 2)^{-\alpha} \) for some \( \alpha \in (0, 1] \) and let \( \delta \in (0, 1) \). Then under Assumption 2 for any \( t \in \{0, \ldots, T-1\} \), with probability at least \( 1 - \delta \),

\[
\|g_t - \nabla f(x_t)\| \leq \frac{2}{(t + 2)^{\frac{3\alpha}{2}}} \left( 2L_0 \Lambda + \frac{3^5\sigma_0}{3^3 - 1} \right) \sqrt{2 \log \left( \frac{4}{\delta} \right)}. \tag{70}
\]

The following theorem evaluates Algorithm 1 in solving Problem 1.

Theorem 1. Consider Problem 1 under Assumptions 2-4. Suppose \( \epsilon > 0 \) is given and let \( \tau > 0 \) be such that \( D_r \neq \emptyset \). Further, let \( \eta_t = \rho_t = (t + 2)^{-2/3} \), \( n_t = 2C_2(t + 1)^{\frac{4}{3}} \), and

\[
T = \max \left\{ \frac{216}{c^3} (f(x_0) - f(x^*))^3, \frac{C_3}{c^3}, \frac{C_4}{c^2} \right\}, \tag{71}
\]

where \( C_2, C_3, \) and \( C_4 \) are given in Definition 3. Then, with probability at least \( 1 - \delta \), in Algorithm 1 all the iterates are safe, i.e., \( x_0, \ldots, x_{T-1} \in D \), all the query points lie within \( r_0 \)-vicinity of \( D \), and \( \mathbb{E}_{t_0 \in [0,1]} [V_D(x_t, f)] \leq \epsilon \).

Proof. Note that if \( x_0, \ldots, x_{T-1} \in D \), then all the query points lie within \( r_0 \)-vicinity of \( D \) due to the construction of Subroutine 2. Now to achieve \( x_0, \ldots, x_{T-1} \in D \) with probability at least \( 1 - \delta \), based on Proposition 1 it suffices to have \( N_t \geq C^2/(1 + \Gamma)^2 \) and (15). For these to hold, we prove that it suffices to choose \( \eta_t = \rho_t = (t + 2)^{-2/3} \) and \( n_t = 2C_2(t + 1)^{\frac{4}{3}} \). To this aim, we let \( N_t = C(t + 1)^{\frac{4}{3}} \) and show that it suffices to have \( C = C_2 \). As a result, to get \( N_t \geq C_2(t + 1)^{\frac{4}{3}} \), it then suffices to choose \( n_t = 2C_2(t + 1)^{\frac{4}{3}} \), where \( N_t = n_0 + \ldots + n_t \). As the first step, note that

\[
\forall t \in \{0, \ldots, T - 1\} :\ N_t = C(t + 1)^{\frac{4}{3}} \geq \frac{C_1^2}{(1 + \Gamma)^2} \iff C \geq \frac{C_1^2}{(1 + \Gamma)^2}. \tag{72}
\]

Now, let \( h_1 \) be the second term in the right-hand side of (46), i.e.,

\[
h_1 (\{\eta_t\}, \{N_t\}) := \sum_{k=0}^{t-1} \left( \frac{\tau}{2} - \frac{C_1 L A}{\sqrt{N_k}} \right) \eta_k \prod_{j=k+1}^{t-1} (1 - \eta_j). \tag{73}
\]

To get a sufficient condition on \( C \), we now enforce

\[
\forall t \in \{0, \ldots, T - 1\} :\ \frac{\tau}{2} - \frac{C_1 L A}{\sqrt{N_t}} \geq \frac{C_1 L A}{\sqrt{C(t + 1)^{\frac{4}{3}}}} \geq \frac{\tau}{4} \iff C \geq \left( \frac{4C_1 L A}{\tau} \right)^2. \tag{74}
\]

Replacing (74) and the values of \( \eta_t \) and \( N_t \) into (73), results in

\[
h_1 (\{\eta_t\}, \{N_t\}) \geq \frac{\tau}{4} \left( \frac{2^4}{(t + 1)^{\frac{4}{3}}} \right) \left( 1 - \left( 1 - \frac{1}{2^4} \right)^t \right) \geq \frac{\tau}{4 (t + 1)^{\frac{4}{3}}}. \tag{75}
\]

As a result, having (75) and (46), we can write

\[
h_1 (\{\eta_t\}, \{N_t\}) \geq h_1 (\{\eta_t\}, \{N_t\}) - \frac{\kappa C_0}{\sqrt{N_t}} \geq \left( \frac{\tau}{4} - \frac{\kappa C_0}{\sqrt{C}} \right) \frac{1}{(t + 1)^{\frac{4}{3}}}. \tag{76}
\]
To get another sufficient condition on $C$, we enforce
\[ \frac{\tau}{4} - \frac{\kappa C_0}{\sqrt{C}} \geq \frac{\tau}{8} \iff C \geq \left( \frac{8\kappa C_0}{\tau} \right)^2. \] (77)

Substitute (77) into (76) to obtain
\[ h(\{\eta_t\}, \{N_t\}) \geq \frac{\tau}{8 (t + 1)^{\frac{3}{2}}}. \] (78)

Replacing (78) into (45) leads to another sufficient condition on $C$, that is,
\[ C \geq \frac{64 \kappa^2}{\tau^2} \left(1 + \frac{d\Lambda^2}{r_0^2}\right). \] (79)

Note that (72), (74), (77), and (79) together guarantee that $N_t \geq C_1^2/(1 + \Gamma)^2$ and (45) hold. Therefore, due to Proposition 1 with probability at least $1 - \delta$, we have $x_0, \ldots, x_{T-1} \in D$. Now the construction of Subroutine 2 ensures that all the query points lie within $r_0$-vicinity of $D$.

Next, we show the convergence. Recall the notation in (19) and note that under the assumptions of Proposition 1, it ensures that $P\{R | J\} = 1$ and thus from (20), it follows that having $J$ results in $x_0, \ldots, x_{T-1} \in D$. Knowing that $J$ holds with probability at least $1 - \delta$, to show that convergence holds simultaneously with the safety together with probability at least $1 - \delta$, it suffices to show that the convergence holds under having $J$. To this aim, suppose $J$ holds. Having $J$ and (72) together, we conclude from Lemma 4 that (32) and (33) hold for every $t \in \{0, \ldots, T-1\}$. Therefore, from Proposition 2, for every $t \in \{0, \ldots, T-1\}$, we have
\[ V_D(x_t, f) \leq \frac{f(x_t) - f(x_{t+1})}{\eta_t} + \|\Delta f(x_t) - g_t\| \left(\frac{C_1}{\sqrt{N_t}} + 2\Lambda\right) + \|g_t\| \left(\frac{C_1}{\sqrt{N_t}} + \Lambda\right)^2. \]

To simplify, we enforce the following sufficient condition:
\[ \frac{C_1}{\sqrt{C}} \leq 1 \iff C \geq C_1^2. \] (80)

From Assumption 2 it follows that $\|g_t\| \leq M + \sigma_0$. By replacing this together with (80) and the values of $N_t$ and $\eta_t$ in the above expression, we arrive at
\[ V_D(x_t, f) \leq (t + 2)^{\frac{3}{2}} (f(x_t) - f(x_{t+1})) + \|\Delta f(x_t) - g_t\| (2\Lambda + 1) + \frac{1}{(t+1)^{\frac{3}{2}}} \left(M + \sigma_0 + \frac{L}{2} (1 + \Lambda)^2\right). \]

As the next step, taking the expectation of both sides from 0 to $t - 1$ implies
\[ \mathbb{E}_{0:t-1} [V_D(x_t, f)] \leq (t + 2)^{\frac{3}{2}} (\mathbb{E}_{0:t-1} [f(x_t)] - \mathbb{E}_{0:t} [f(x_{t+1})]) + \mathbb{E}_{0:t} [\|\Delta f(x_t) - g_t\| (2\Lambda + 1)] + \frac{1}{(t+1)^{\frac{3}{2}}} \left(M + \sigma_0 + \frac{L}{2} (1 + \Lambda)^2\right). \]
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Note that Algorithm 1 picks \( t_0 \) uniformly at random from \( \{0, \ldots, T - 1\} \). Taking the expectation over this \( t_0 \) then leads to

\[
E_{[t_0]}E_{0:t-1}[VD(x_t, f)] \leq \frac{(T + 1)^2}{T} (f(x_0) - f(x^*)) + \frac{2\Lambda + 1}{T} \sum_{t=0}^{T-1} E_{0:t} [\|\nabla f(x_t) - g_t\|] \\
+ \frac{1}{T} \sum_{t=0}^{T-1} \frac{1}{(t + 1)^{3/2}} \left(M + \sigma_0 + \frac{L}{2} (1 + \Lambda)^2\right).
\]

(81)

The idea for the rest of this proof is to bound the right-hand side of (81) by \( \epsilon \) and see what sufficient conditions will be enforced on \( T \). To this end, it suffices to bound each term by \( \epsilon/3 \).

Applying this bound on the first term, results in

\[
\frac{2}{T^{3/2}} (f(x_0) - f(x^*)) \leq \frac{\epsilon}{3} \quad \Leftrightarrow \quad T \geq \frac{216}{\epsilon^3} (f(x_0) - f(x^*))^3 \leq T.
\]

(82)

To apply the \( \epsilon/3 \) bound to the second term, by replacing \( \alpha = 2/3 \) in Lemma 5, it suffices to have

\[
\frac{1}{T} \sum_{t=0}^{T-1} \frac{2(2\Lambda + 1)}{(t + 2)^{3/2}} \left(2L_0\Lambda + \frac{3\sigma_0}{3^{3/2} - 1}\right) \sqrt{2 \log \left(\frac{4}{\delta}\right)} \leq 6(2\Lambda + 1)(\sigma_0 + L_0\Lambda) \sqrt{2 \log \left(\frac{4}{\delta}\right)} \leq \frac{\epsilon}{3}.
\]

Hence, it suffices to have

\[
C_3 \leq T.
\]

(83)

Moreover, to apply the \( \epsilon/3 \) bound to the third term, we can write

\[
\frac{1}{T} \sum_{t=0}^{T-1} \frac{1}{(t + 1)^{3/2}} \left(M + \sigma_0 + \frac{L}{2} (1 + \Lambda)^2\right) \leq \frac{3(M + \sigma_0) + 2L(1 + \Lambda)^2}{T^{3/2}} \leq \frac{\epsilon}{3}.
\]

Thus, it suffices to have

\[
C_4 \leq T.
\]

(84)

Finally, from (82), (83), and (84), it suffices to choose \( T \) as (71). Further, by putting together (72), (74), (77), (79), and (80), it suffices to choose \( C = C_2 \).

Under having access to the gradient of the objective function, we present the following result:

**Theorem 2.** Consider Problem (1) under Assumptions (i) and (ii) and assume we have access to \( \nabla f \). Suppose \( \epsilon > 0 \) is given and let \( \tau > 0 \) be such that \( D_\tau \neq \emptyset \). Further, let \( \eta_t = (t + 2)^{-1/2} \), \( \rho_t = 1 \), \( n_t = C_2 \), and

\[
T = \frac{1}{\epsilon^2} \max \left\{8 (f(x_0) - f(x^*))^2, C_5 \right\},
\]

(85)

where \( C_2 \) and \( C_5 \) are given in Definition 3. Then, with probability at least \( 1 - \delta \), in Algorithm 1, all the iterates are safe, i.e., \( x_0, \ldots, x_{T-1} \in D \), all the query points lie within \( r_0 \)-vicinity of \( D \), and

\[
E_{[t_0]}E_{0:t-1}[VD(x_t, f)] \leq \epsilon.
\]
Proof. Note that if \( x_0, \ldots, x_{T-1} \in \mathcal{D} \), then all the query points lie within \( r_0 \)-vicinity of \( \mathcal{D} \) due to the construction of Subroutine 2. Now to achieve \( x_0, \ldots, x_{T-1} \in \mathcal{D} \) with probability at least \( 1 - \delta \), based on Proposition 11, it suffices to have \( N_t \geq C_1^2/(1 + \Gamma)^2 \) and (45). For these to hold, we prove that it suffices to choose \( \eta_t = (t + 2)^{-1/2} \) and \( N_t \geq C_2(t + 1) \). To this aim, we let \( N_t = C(t + 1) \) and show that it suffices to have \( C = C_2 \). As a result, to get \( N_t \geq C_2(t + 1) \), it then suffices to choose \( \eta_t \) and \( N_t \). As the first step, note that

\[
\forall t \in \{0, \ldots, T - 1\} : N_t = C(t + 1) \geq \frac{C_1^2}{(1 + \Gamma)^2} \iff C \geq \frac{C_1^2}{(1 + \Gamma)^2}. \tag{86}
\]

Now, let \( h_1 \) be the second term in the right-hand side of (46), i.e.,

\[
h_1(\{\eta_t\}, \{N_t\}) := \sum_{k=0}^{t-1} \left( \frac{\tau}{2} - \frac{C_1 L_A}{\sqrt{N_k}} \right) \eta_k \prod_{j=k+1}^{t-1} (1 - \eta_j). \tag{87}
\]

To get a sufficient condition on \( C \), we now enforce

\[
\forall t \in \{0, \ldots, T - 1\} : \frac{\tau}{2} - \frac{C_1 L_A}{\sqrt{N_t}} = \frac{\tau}{2} - \frac{C_1 L_A}{\sqrt{C(t + 1)}} \geq \frac{\tau}{4} \iff C \geq \left( \frac{4C_1 L_A}{\tau} \right)^2. \tag{88}
\]

Replacing (88) and the values of \( \eta_t \) and \( N_t \) into (87), results in

\[
h_1(\{\eta_t\}, \{N_t\}) \geq \frac{\tau}{4} \sqrt{\frac{2}{t + 1}} \left( 1 - \left( 1 - \frac{1}{\sqrt{2}} \right)^t \right) \geq \frac{\tau}{4} \sqrt{t + 1}. \tag{89}
\]

As a result, having (89) and (45), we can write

\[
h (\{\eta_t\}, \{N_t\}) \geq h_1(\{\eta_t\}, \{N_t\}) - \kappa \frac{C_0}{\sqrt{N_t}} \geq \left( \frac{\tau}{4} - \kappa \frac{C_0}{\sqrt{C}} \right) \frac{1}{\sqrt{t + 1}} \tag{90}
\]

To get another sufficient condition on \( C \), we enforce

\[
\frac{\tau}{4} - \kappa \frac{C_0}{\sqrt{C}} \geq \frac{\tau}{8} \iff C \geq \left( \frac{8 \kappa C_0}{\tau} \right)^2. \tag{91}
\]

Substitute (91) into (90) to obtain

\[
h (\{\eta_t\}, \{N_t\}) \geq \frac{\tau}{8 \sqrt{t + 1}}. \tag{92}
\]

Replacing (92) into (45) leads to another sufficient condition on \( C \), that is,

\[
C \geq \frac{64 \kappa^2}{\tau^2} \left( 1 + \frac{d A^2}{r_0^2} \right). \tag{93}
\]

Note that (86), (88), (91), and (93) together guarantee that \( N_t \geq C_1^2/(1 + \Gamma)^2 \) and (45) hold. Therefore, due to Proposition 11 with probability at least \( 1 - \delta \), we have \( x_0, \ldots, x_{T-1} \in \mathcal{D} \). Now the construction of Subroutine 2 ensures that all the query points lie within \( r_0 \)-vicinity of \( \mathcal{D} \).
Next, we show the convergence. Recall the notation in (19) and note that under the assumptions of Proposition 1, it ensures that \( P\{\mathcal{R} \mid \mathcal{J}\} = 1 \) and thus from (20), it follows that having \( \mathcal{J} \) results in \( x_0, \ldots, x_{T-1} \in \mathcal{D} \). Knowing that \( \mathcal{J} \) holds with probability at least \( 1 - \delta \), to show that convergence holds simultaneously with the safety together with probability at least \( 1 - \delta \), it suffices to show that the convergence holds under having \( \mathcal{J} \). To this aim, suppose \( \mathcal{J} \) holds. Having \( \mathcal{J} \) and (86) together, we conclude from Lemma 4 that (32) and (33) hold for every \( t \in \{0, \ldots, T-1\} \). Therefore, from Proposition 2, for every \( t \in \{0, \ldots, T-1\} \), we have
\[
V_D(x_t, f) \leq f(x_t) - f(x_{t+1}) + \|\nabla f(x_t)\| \frac{C_1}{\sqrt{N_t}} + \frac{L \eta_t}{2} \left( \frac{C_1}{\sqrt{N_t}} + \Lambda \right)^2.
\]
To simplify, we enforce the following sufficient condition:
\[
\frac{C_1}{\sqrt{C}} \leq 1 \iff C \geq C_1^2. 
\tag{94}
\]
By replacing \( \|\nabla f(x_t)\| \leq M \), the condition (94), and the values of \( N_t \) and \( \eta_t \) in the above expression, we arrive at
\[
V_D(x_t, f) \leq \sqrt{t+2} (f(x_t) - f(x_{t+1})) + \frac{1}{\sqrt{t+1}} \left( M + \frac{L}{2} (1 + \Lambda)^2 \right).
\]
As the next step, taking the expectation of both sides from 0 to \( t-1 \) implies
\[
\mathbb{E}_{0:t-1} [V_D(x_t, f)] \leq \sqrt{t+2} (\mathbb{E}_{0:t-1} [f(x_t)] - \mathbb{E}_{0:t} [f(x_{t+1})]) + \frac{1}{\sqrt{t+1}} \left( M + \frac{L}{2} (1 + \Lambda)^2 \right).
\]
Note that Algorithm 1 picks \( t_0 \) uniformly at random from \( \{0, \ldots, T-1\} \). Taking the expectation over this \( t_0 \) then leads to
\[
\mathbb{E}_{[t_0]} \mathbb{E}_{0:t-1} [V_D(x_t, f)] \leq \frac{\sqrt{T+1}}{T} (f(x_0) - f(x^*))
+ \frac{1}{T} \sum_{t=0}^{T-1} \frac{1}{\sqrt{t+1}} \left( M + \frac{L}{2} (1 + \Lambda)^2 \right). 
\tag{95}
\]
The idea for the rest of this proof is to bound the right-hand side of (95) by \( \epsilon \) and see what sufficient conditions will be enforced on \( T \). To this end, it suffices to bound each term by \( \epsilon/2 \). Applying this bound on the first term, results in
\[
\frac{\sqrt{2}}{\sqrt{T}} (f(x_0) - f(x^*)) \leq \frac{\epsilon}{2} \iff \frac{8}{\epsilon^2} (f(x_0) - f(x^*))^2 \leq T. 
\tag{96}
\]
Moreover, to apply the \( \epsilon/2 \) bound to the second term, we can write
\[
\frac{1}{T} \sum_{t=0}^{T-1} \frac{1}{\sqrt{t+1}} \left( M + \frac{L}{2} (1 + \Lambda)^2 \right) \leq \frac{2M + L (1 + \Lambda)^2}{\sqrt{T}} \leq \epsilon. 
\]
Thus, it suffices to have
\[
\frac{C_2}{\epsilon^2} \leq T. \tag{97}
\]
Finally, from (96) and (97), it suffices to choose \( T \) as (85). Further, by putting together (86), (88), (91), (93), and (94), it suffices to choose \( C = C_2 \). \( \square \)
The following theorem considers the problem under a convex objective function with a stochastic gradient estimator.

**Theorem 3.** Consider Problem (1) under Assumptions (1) and assume $f$ is convex. Suppose $\epsilon > 0$ is given and let $\tau > 0$ be such that $D_\tau \neq \emptyset$. Further, let $\eta_t = \rho_t = (t+2)^{-1}$, $n_t = 2C_2(t+1)$, and

$$T = \frac{1}{c^2} \max\{4(f(x_0) - f(x^*))^2, C_0\}$$

(98)

where $C_2$ is given in Definition (3). Then, with probability at least $1 - \delta$, in Algorithm $\mathcal{A}$ all the iterates are safe, i.e., $x_0, \ldots, x_{T-1} \in \mathcal{D}$, all the query points lie within $r_0$-vicinity of $\mathcal{D}$, and $f(x_{T-1}) - f(x^*) \leq \epsilon$.

**Proof.** Note that if $x_0, \ldots, x_{T-1} \in \mathcal{D}$, then all the query points lie within $r_0$-vicinity of $\mathcal{D}$ due to the construction of Subroutine $\mathcal{S}$. Now to achieve $x_0, \ldots, x_{T-1} \in \mathcal{D}$ with probability at least $1 - \delta$, based on Proposition (1) it suffices to have $N_t \geq C_2^2/(1 + \Gamma)^2$ and (45). For these to hold, we prove that it suffices to choose $\eta_t = (t + 2)^{-1}$ and $N_t \geq C_2(t + 1)^2$. To this aim, let $N_t = C(t + 1)^2$ and show that it suffices to have $C = C_2$. As a result, to get $N_t \geq C_2(t + 1)^2$, it then suffices to choose $n_t = 2C_2(t + 1)$, where $N_t = n_0 + \ldots + n_t$. As the first step, note that

$$\forall t \in \{0, \ldots, T-1\} : N_t = C(t + 1) \geq \frac{C_2^2}{(1 + \Gamma)^2} \iff C \geq \frac{C_2^2}{(1 + \Gamma)^2}. \quad (99)$$

Now, let $h_1$ be the second term in the right-hand side of (46), i.e.,

$$h_1(\{\eta_t\}, \{N_t\}) := \sum_{k=0}^{t-1} \left( \frac{T}{2} - \frac{C_1L_A}{\sqrt{N_k}} \right) \eta_k \prod_{j=k+1}^{t-1} (1 - \eta_j). \quad (100)$$

To get a sufficient condition on $C$, we now enforce

$$\forall t \in \{0, \ldots, T-1\} : \frac{T}{2} - \frac{C_1L_A}{\sqrt{N_t}} = \frac{T}{2} - \frac{C_1L_A}{\sqrt{C(t + 1)}} \geq \frac{T}{4} \iff C \geq \left( \frac{4C_1L_A}{T} \right)^2. \quad (101)$$

Replacing (101) and the values of $\eta_t$ and $N_t$ into (100), results in

$$h_1(\{\eta_t\}, \{N_t\}) \geq \sum_{k=0}^{t-1} \eta_k \prod_{j=k+1}^{t-1} (1 - \eta_j) \geq \frac{T}{4(t + 1)}. \quad (102)$$

As a result, having (102) and (46), we can write

$$h(\{\eta_t\}, \{N_t\}) \geq h_1(\{\eta_t\}, \{N_t\}) - \frac{\kappa C_0}{\sqrt{N_t}} \geq \left( \frac{T}{2} - \frac{\kappa C_0}{\sqrt{C}} \right) \frac{1}{t + 1}. \quad (103)$$

To get another sufficient condition on $C$, we enforce

$$\frac{T}{2} - \frac{\kappa C_0}{\sqrt{C}} \geq \frac{T}{4} \iff C \geq \left( \frac{4\kappa C_0}{T} \right)^2. \quad (104)$$
Substitute (104) into (103) to obtain
\[ h(\{\eta_t\}, \{N_t\}) \geq \frac{\tau}{8(t + 1)}. \] (105)
Replacing (105) into (45) leads to another sufficient condition on \( C \), that is,
\[ C \geq \frac{16 \kappa^2}{\tau^2} \left( 1 + \frac{d \Lambda^2}{r_0^2} \right). \] (106)
Note that (99), (101), (104), and (106) together guarantee that \( N_t \geq C_t^2/(1 + \Gamma)^2 \) and (55) hold. Therefore, due to Proposition 1 with probability at least \( 1 - \delta \), we have \( x_0, \ldots, x_{T-1} \in D \). Now the construction of Subroutine 2 ensures that all the query points lie within \( r_0 \)-vicinity of \( D \).

Next, we show the convergence. Recall the notation in (19) and note that under the assumptions of Proposition 1 it ensures that \( P(\{R \mid J\} = 1 \text{ and from (20), it follows that having } J \text{ results in } x_0, \ldots, x_{T-1} \in D \). Knowing that \( J \) holds with probability at least \( 1 - \delta \), to show that convergence holds simultaneously with the safety together with probability at least \( 1 - \delta \), it suffices to show that the convergence holds under having \( J \). To this aim, suppose \( J \) holds. Having \( J \) and (86) together, we conclude from Lemma 4 that (32) and (33) hold for every \( t \in \{0, \ldots, T-1\} \). Using (32) and (33), the convergence can be proved as follows: First consider
\[ v_t := \arg \min_{v \in D_t} \langle \nabla f(x_t), v \rangle, \] (107)
\[ \hat{v}_t := \arg \min_{v \in D_t} \langle g_t, v \rangle. \] (108)
Next, based on the concept of curvature constant for the convex function \( f \) over \( D \), we can proceed as follows (see [6]):
\[ f(x_{t+1}) \leq f(x_t) + \eta_t \langle \nabla f(x_t), \hat{v}_t - x_t \rangle + \frac{\eta_t^2}{2} L^2 \Lambda_t \]
\[ \leq f(x_t) + \eta_t \langle \nabla f(x_t), \hat{v}_t - v_t \rangle + \eta_t \langle \nabla f(x_t), v_t - x_t \rangle + \frac{\eta_t^2}{2} L^2 \Lambda_t, \] (109)
where \( \Lambda_t \) is the diameter of \( \hat{D}_t \) and it can be simply shown that \( \Lambda_t \leq \Lambda + 2C_1/\sqrt{N_t} \). Further, to bound \( \langle \nabla f(x_t), \hat{v}_t - v_t \rangle \), first note that
\[ \langle \nabla f(x_t), \hat{v}_t - v_t \rangle = \langle \nabla f(x_t) - g_t, \hat{v}_t - v_t \rangle + \langle g_t, \hat{v}_t - v_t \rangle. \] (110)
To bound the first term in the right-hand side of (110), we can write
\[ \langle \nabla f(x_t) - g_t, \hat{v}_t - v_t \rangle \leq \| \nabla f(x_t) - g_t \| (\| \hat{v}_t - \pi_D(\hat{v}_t) \| + \| \pi_D(\hat{v}_t) - v_t \|) \]
\[ \leq \| \nabla f(x_t) - g_t \| \left( \frac{C_1}{\sqrt{N_t}} + \Lambda \right). \] (111)
Moreover, the second term in the right-hand side of (110) can be bounded as follows: First,
\[ \langle g_t, \pi_{\hat{D}_t}(v_t) - v_t \rangle \leq \| g_t \| \| \pi_{\hat{D}_t}(v_t) - v_t \| \leq \| g_t \| \frac{C_1}{\sqrt{N_t}}. \] (112)
Then,
\[
\langle g_t, \hat{v}_t \rangle \leq \langle g_t, \pi_{\mathcal{F}_t}(v_t) \rangle \leq \langle g_t, v_t \rangle + \|g_t\| \frac{C_1}{\sqrt{N_t}},
\]
which results in
\[
\langle g_t, \hat{v}_t - v_t \rangle \leq \|g_t\| \frac{C_1}{\sqrt{N_t}},
\]
(113)
Replace (113) and (111) into (110), then results in
\[
\langle \nabla f(x_t), \hat{v}_t - v_t \rangle \leq \|\nabla f(x_t) - g_t\| \left( \frac{C_1}{\sqrt{N_t}} + \Lambda \right) + \|g_t\| \frac{C_1}{\sqrt{N_t}},
\]
(114)
Replacing into (109), the inequality (114), the bound on \(\Lambda_t\), and the fact that \(f\) is convex, leads to
\[
f(x_{t+1}) - f(x^*) \leq (1 - \eta_t) (f(x_t) - f(x^*)) + \eta_t \|\nabla f(x_t) - g_t\| \left( \frac{C_1}{\sqrt{N_t}} + \Lambda \right)
+ \eta_t \|g_t\| \frac{C_1}{\sqrt{N_t}} + \frac{\eta_t^2}{2} L^2 (\Lambda + 2C_1) / \sqrt{N_t},
\]
(116)
where \(x^* = \arg\min_{x \in \mathcal{D}} f(x)\). To simplify, we enforce the following sufficient condition:
\[
\frac{C_1}{\sqrt{C}} \leq 1 \iff C \geq C_1^2,
\]
(115)
and we consider the bound on \(\|g_t\|\) and the bound on \(\|\nabla f(x_t) - g_t\|\) from Lemma 5 (with \(\alpha = 1\)). These lead to
\[
f(x_{t+1}) - f(x^*) \leq (1 - \eta_t)(f(x_t) - f(x^*)) + \eta_t \frac{C_7}{\sqrt{t + 2}} (1 + \Lambda) + \eta_t \frac{M + \sigma_0}{\sqrt{t + 1}} + \frac{\eta_t^2}{2} L^2 (\Lambda + 2),
\]
(116)
where
\[
C_7 := 4 (L_0\Lambda + \sigma_0) \sqrt{2 \log \left( \frac{4}{\delta} \right)}.
\]
(117)
Now define
\[
C_8 := \max\{f(x_0) - f(x^*), 4C_7(1 + \Lambda), 4\sqrt{2} (M + \sigma_0), L^2(\Lambda + 2)\}.
\]
(118)
We claim that \(f(x_t) - f(x^*) \leq 2C_8 / \sqrt{t + 2}\) holds for all \(t\). To show this claim by induction, note that it clearly holds for \(t = 0\) and using (116), we can write
\[
f(x_{t+1}) - f(x^*) \leq \left( 1 - \frac{1}{t + 2} \right) \frac{2C_8}{\sqrt{t + 2}} + \frac{C_8}{4(t + 2)^{3/2}} + \frac{C_8}{4(t + 2)^{1/2}} + \frac{C_8}{2(t + 2)^{1/2}}
\leq \frac{2C_8}{(t + 2)^{1/2}} \left( t + \frac{3}{2} \right) \leq \frac{2C_8}{\sqrt{t + 3}}.
\]
Hence, \( f(x_{T-1}) - f(x^*) \leq 2C_8/\sqrt{T} + 1 \leq 2C_8/\sqrt{T} \). Thus, we can write
\[
f(x_{T-1}) - f(x^*) \leq \frac{2C_8}{\sqrt{T}} \leq \epsilon \iff \frac{4C_8^2}{\epsilon^2} \leq T.
\]
Note that \( C_8^2 = \max\{f(x_0) - f(x^*)^2, C_6\} \). Further, by putting together (99), (101), (104), (106), and (115), it suffices to set \( C = C_2 \).

Finally, the following theorem studies the problem under a convex objective function with a known gradient.

**Theorem 4.** Consider Problem (1) under Assumptions 1, 3, and 4. Moreover, assume \( f \) is convex and we have access to \( \nabla f \). Suppose \( \epsilon > 0 \) is given and let \( \tau > 0 \) be such that \( \mathcal{D}_\tau \neq \emptyset \). Further, let \( \eta_t = 2(t + 2)^{-1}, \rho_t = 1, n_t = 2C_2(t + 1), \) and
\[
T = \frac{2}{\epsilon} \max\{f(x_0) - f(x^*), 4M, 2L^2(\Lambda + 2)\},
\]
where \( C_2 \) is given in Definition 3. Then, with probability at least \( 1 - \delta \), in Algorithm 1 all the iterates are safe, i.e., \( x_0, \ldots, x_{T-1} \in \mathcal{D} \), all the query points lie within \( r_0 \)-vicinity of \( \mathcal{D} \), and \( f(x_{T-1}) - f(x^*) \leq \epsilon \).

**Proof.** Note that if \( x_0, \ldots, x_{T-1} \in \mathcal{D} \), then all the query points lie within \( r_0 \)-vicinity of \( \mathcal{D} \) due to the construction of Subroutine 2. Now to achieve \( x_0, \ldots, x_{T-1} \in \mathcal{D} \) with probability at least \( 1 - \delta \), based on Proposition 1 it suffices to have \( N_t \geq C_1^2/(1 + \Gamma)^2 \) and (15). For these to hold, we prove that it suffices to choose \( \eta_t = 2(t + 2)^{-1} \) and \( n_t \geq C_2(t + 1)^2 \). To this aim, we let \( N_t = C(t + 1)^2 \) and show that it suffices to have \( C = C_2 \). As a result, to get \( N_t \geq C_2(t + 1)^2 \), it then suffices to choose \( n_t = 2C_2(t + 1) \), where \( N_t = n_0 + \ldots + n_t \). As the first step, note that
\[
\forall t \in \{0, \ldots, T - 1\} : N_t = C(t + 1) \geq \frac{C_1^2}{(1 + \Gamma)^2} \iff C \geq \frac{C_1^2}{(1 + \Gamma)^2}. \tag{120}
\]
Now, let \( h_1 \) be the second term in the right-hand side of (46), i.e.,
\[
h_1 (\{\eta_t\}, \{N_t\}) := \sum_{k=0}^{t-1} \left( \frac{\tau}{2} - \frac{C_1 L_A}{\sqrt{N_k}} \right) \eta_k \prod_{j=k+1}^{t-1} (1 - \eta_j). \tag{121}
\]
To get a sufficient condition on \( C \), we now enforce
\[
\forall t \in \{0, \ldots, T - 1\} : \frac{\tau}{2} - \frac{C_1 L_A}{\sqrt{N_t}} = \frac{\tau}{2} - \frac{C_1 L_A}{\sqrt{C(t + 1)}} \geq \frac{\tau}{4} \iff C \geq \left( \frac{4C_1 L_A}{\tau} \right)^2. \tag{122}
\]
Replacing (122) and the values of \( \eta_t \) and \( N_t \) into (121), results in
\[
h_1 (\{\eta_t\}, \{N_t\}) \geq \frac{\tau}{4} \sum_{k=0}^{t-1} \eta_k \prod_{j=k+1}^{t-1} (1 - \eta_j) \geq \frac{\tau}{2(t + 1)}. \tag{123}
\]
As a result, having (123) and (46), we can write
\[
h (\{\eta_t\}, \{N_t\}) \geq h_1 (\{\eta_t\}, \{N_t\}) - \kappa \frac{C_0}{\sqrt{N_t}} \geq \left( \frac{\tau}{2} - \frac{C_0}{\sqrt{C}} \right) \frac{1}{t + 1}. \tag{124}
\]

To get another sufficient condition on \( C \), we enforce
\[
\frac{\tau}{2} - \frac{C_0}{\sqrt{C}} \geq \frac{\tau}{4} \iff C \geq \left( \frac{4\kappa C_0}{\tau} \right)^2. \tag{125}
\]

Substitute (125) into (124) to obtain
\[
h (\{\eta_t\}, \{N_t\}) \geq \frac{\tau}{4(t + 1)}. \tag{126}
\]

Replacing (126) into (45) leads to another sufficient condition on \( C \), that is,
\[
C \geq \frac{16 \kappa^2}{\tau^2} \left( 1 + \frac{d\Lambda^2}{\frac{\tau^2}{2}} \right). \tag{127}
\]

Note that (120), (122), (125), and (127) together guarantee that \( N_t \geq C_1^2/(1 + \Gamma)^2 \) and (45) hold. Therefore, due to Proposition 1, with probability at least \( 1 - \delta \), we have \( x_0, \ldots, x_{T-1} \in D \). Now the construction of Subroutine 2 ensures that all the query points lie within \( r_0 \)-vicinity of \( D \).

Next, we show the convergence. Recall the notation in (19) and note that under the assumptions of Proposition 1, it ensures that \( P \{ R | J \} = 1 \) and thus from (20), it follows that having \( J \) results in \( x_0, \ldots, x_{T-1} \in D \). Knowing that \( J \) holds with probability at least \( 1 - \delta \), to show that convergence holds simultaneously with the safety together with probability at least \( 1 - \delta \), it suffices to show that the convergence holds under having \( J \). To this aim, suppose \( J \) holds. Having \( J \) and (86) together, we conclude from Lemma 4 that (32) and (33) hold for every \( t \in \{0, \ldots, T-1\} \). Using (32) and (33), the convergence can be proved as follows: First consider
\[
v_t := \arg \min_{v \in D} \left\langle \nabla f (x_t), v \right\rangle, \tag{128}
\]
\[
\hat{v}_t := \arg \min_{v \in \hat{D}_t} \left\langle \nabla f (x_t), v \right\rangle. \tag{129}
\]

Next, based on the concept of curvature constant for the convex function \( f \) over \( D \), we can proceed as follows (see [6]):
\[
f(x_{t+1}) \leq f(x_t) + \eta_t \left\langle \nabla f (x_t), \hat{v}_t - x_t \right\rangle + \frac{\eta_t^2}{2} L^2 \Lambda_t \\
\leq f(x_t) + \eta_t \left( \left\langle \nabla f (x_t), \hat{v}_t - v_t \right\rangle + \eta_t \left\langle \nabla f (x_t), v_t - x_t \right\rangle \right) + \frac{\eta_t^2}{2} L^2 \Lambda_t, \tag{130}
\]

where \( \Lambda_t \) is the diameter of \( \hat{D}_t \) and it can be simply shown that \( \Lambda_t \leq \Lambda + 2C_1/\sqrt{N_t} \). Further, to bound \( \left\langle \nabla f (x_t), \hat{v}_t - v_t \right\rangle \), first note that
\[
\left\langle \nabla f (x_t), \pi_{\hat{D}_t} (v_t) - v_t \right\rangle \leq \left\| \nabla f (x_t) \right\| \left\| \pi_{\hat{D}_t} (v_t) - v_t \right\| \overset{[33]}{\leq} M \frac{C_1}{\sqrt{N_t}}. \tag{131}
\]
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Hence,
\[ \langle \nabla f(x_t), \hat{v}_t \rangle \leq \langle \nabla f(x_t), \pi_{\mathcal{D}_t}(v_t) \rangle \leq \langle \nabla f(x_t), v_t \rangle + M \frac{C_1}{\sqrt{N_t}}, \]

which results in
\[ \langle \nabla f(x_t), \hat{v}_t - v_t \rangle \leq M \frac{C_1}{\sqrt{N_t}}, \quad (132) \]

Replacing into (130), the inequality (132), the bound on \( \Lambda_t \), and the fact that \( f \) is convex, leads to
\[ f(x_{t+1}) - f(x^*) \leq (1 - \eta_t) (f(x_t) - f(x^*)) + \eta_t \frac{MC_1}{\sqrt{N_t}} + \frac{\eta^2}{2} L^2 \left( \Lambda + \frac{2C_1}{\sqrt{N_t}} \right), \]

where \( x^* = \arg \min_{x \in \mathcal{D}} f(x) \). To simplify, we enforce the following sufficient condition:
\[ \frac{C_1}{\sqrt{C}} \leq 1 \iff C \geq C_1^2, \quad (133) \]

which results in
\[ f(x_{t+1}) - f(x^*) \leq (1 - \eta_t) (f(x_t) - f(x^*)) + \eta_t \frac{M}{t+1} + \frac{\eta^2}{2} L^2 (\Lambda + 2). \]

Now define
\[ C_9 := \max\{f(x_0) - f(x^*), 4M, 2L^2(\Lambda + 2)\}. \quad (134) \]

We claim that \( f(x_t) - f(x^*) \leq 2C_9/(t + 2) \) holds for all \( t \). To show this claim by induction, note that it clearly holds for \( t = 0 \) and
\[
\begin{align*}
f(x_{t+1}) - f(x^*) &\leq \left(1 - \frac{2}{t + 2}\right) \frac{2C_9}{t + 2} + \frac{4}{(t + 2)^2} M + \frac{1}{2} \left(\frac{2}{t + 2}\right)^2 L^2 (\Lambda + 2) \\
&\leq \left(1 - \frac{2}{t + 2}\right) \frac{2C_9}{t + 2} + \frac{C_9}{(t + 2)^2} + \frac{C_9}{4} \left(\frac{2}{t + 2}\right)^2 \\
&= \frac{2C_9(t + 1)}{(t + 2)^2} \leq \frac{2C_9}{(t + 3)}.
\end{align*}
\]

Hence, \( f(x_{T-1}) - f(x^*) \leq 2C_9/(T + 1) \leq 2C_9/T \). Thus, we can write
\[ f(x_{T-1}) - f(x^*) \leq \frac{2C_9}{T} \leq \epsilon \iff \frac{2C_9}{\epsilon} \leq T. \]

Further, by putting together (120), (122), (125), (127), and (133), it suffices to set \( C = C_2 \).
F Linear Algebra Lemmas

In this section, we provide some lemmas from linear algebra which were previously used in Appendix.

**Lemma 6** (Re-parametrization of an ellipsoid). Suppose \( x_0 \in \mathbb{R}^d \) and \( \Sigma \in \mathbb{R}^{d \times d} \) is positive definite. Then

\[
E = \left\{ x \in \mathbb{R}^d : (x - x_0)^\top \Sigma^{-1} (x - x_0) \leq r^2 \right\} = \left\{ x_0 - r \Sigma^{1/2} u : u \in \mathbb{R}^d, \|u\| \leq 1 \right\}.
\]

**Proof.** Define

\[
u := \frac{1}{r} \Sigma^{-1/2} (x_0 - x).
\]

Therefore,

\[
x \in E \iff x = x_0 - r \Sigma^{1/2} u, \quad r^2 u^\top u \leq r^2
\]

\[
\iff x = x_0 - r \Sigma^{1/2} u, \quad \|u\| \leq 1.
\]

\qed

**Lemma 7** (Sherman Morrison Woodbury Formula). Suppose \( A, B, \) and \( C \) are matrices such that \( A, C, \) and \( A + BCD \) are well-defined and invertible. Then

\[
(A + BCD)^{-1} = A^{-1} - A^{-1}B (C^{-1} + DA^{-1}B)^{-1} DA^{-1}.
\]

**Proof.** Note that if \( P \) is a square matrix such that \( I + P \) is invertible, then

\[
(I + P)(I - (I + P)^{-1}P) = I + P - P = I \quad \Rightarrow \quad (I + P)^{-1} = I - (I + P)^{-1}P. \tag{135}
\]

Also, note that if \( U \) and \( V \) are such that \( I + UV \) is invertible, then \( I + VU \) is also invertible. To see that, suppose \( (I + VU)x = 0 \). We need to show that \( x = 0 \). We have

\[
(I + VU)x = 0 \Rightarrow U(I + VU)x = 0 \Rightarrow (I + UV)Ux = 0 \iff (I + UV)^{-1} Ux = 0. \tag{136}
\]

Thus,

\[
(I + VU)x = 0 \Rightarrow x = -V(Ux) = 0.
\]

Hence, if \( U \) and \( V \) are such that \( I + UV \) is invertible, then \( I + VU \) is invertible and we can write

\[
(I + UV)U = U(I + VU) \quad \Rightarrow \quad U(I + VU)^{-1} = (I + UV)^{-1} U. \tag{137}
\]

Moreover, we can conclude that under these assumptions,

\[
(I + UV)^{-1} = I - (I + UV)^{-1}UV = I - U(I + VU)^{-1}V. \tag{138}
\]

Now by replacing \( U = A^{-1}B \) and \( V = CD \), \([138]\) results in

\[
(A + BCD)^{-1} = (I + A^{-1}BCD)^{-1} A^{-1} = \left( I - A^{-1}B (I + CDA^{-1}B)^{-1} CD \right) A^{-1}
\]

\[
= A^{-1} - A^{-1}B (I + CDA^{-1}B)^{-1} CDA^{-1}
\]

\[
= A^{-1} - A^{-1}B (C^{-1} + DA^{-1}B)^{-1} DA^{-1}.
\]

\qed
Lemma 8. If the right-hand side of (139) is well-defined, we have
\[
\begin{bmatrix}
A & B \\
C & D
\end{bmatrix}^{-1} = \begin{bmatrix}
(A - BD^{-1}C)^{-1} & -(A - BD^{-1}C)^{-1} BD^{-1} \\
-D^{-1}C(A - BD^{-1}C)^{-1} & (D - CA^{-1}B)^{-1}
\end{bmatrix}.
\] (139)

Proof. Simply through a matrix multiplication and using Lemma 7.

Lemma 9. Consider \( x \in \mathbb{R}^d \) and the identity matrix \( I \in \mathbb{R}^{d \times d} \). Then
\[
\| [I, x] \| = \sqrt{1 + \| x \|^2}.
\]

Proof. Let \( \lambda_{\text{max}}(\cdot) \) denote the maximum eigenvalue of the corresponding matrix. Then
\[
\| [I, x] \| = \sqrt{\lambda_{\text{max}} \left( [I, x] \begin{bmatrix} I \\ x^T \end{bmatrix} \right)} = \sqrt{\lambda_{\text{max}}(I + xx^T)} = \sqrt{I + \lambda_{\text{max}}(xx^T)} = \sqrt{1 + \| x \|^2}.
\]

Lemma 10. Suppose \( A \) and \( B \) are matrices such that \( A \) and \( A + B \) are well-defined and invertible. Then
\[
(A + B)^{-1} = A^{-1} - (I + A^{-1}B)^{-1} A^{-1} BA^{-1}.
\]

Proof. Replace \( P = A^{-1}B \) in (135) to get
\[
(A + B)^{-1} = (I + A^{-1}B)^{-1} A^{-1} \overset{(135)}{=} \left( I - (I + A^{-1}B)^{-1} A^{-1} B \right) A^{-1}
\[
= A^{-1} - (I + A^{-1}B)^{-1} A^{-1} BA^{-1}.
\]

Lemma 11. If \( \| A \| \leq 1 \), then \( \| (I + A)^{-1} \| \leq \frac{1}{1 - \| A \|} \).

Proof. Note that
\[
\| (I + A)^{-1} \| \overset{(135)}{=} \| I - (I + A)^{-1} A \| \leq 1 + \| (I + A)^{-1} \| \| A \| \Rightarrow \| (I + A)^{-1} \| (1 - \| A \|) \leq 1.
\]
Since \( \| A \| \leq 1 \), we get \( \| (I + A)^{-1} \| \leq \frac{1}{1 - \| A \|} \).
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