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Abstract—The vulnerability against presentation attacks is a crucial problem undermining the wide-deployment of face recognition systems. Though presentation attack detection (PAD) systems try to address this problem, the lack of generalization and robustness continues to be a major concern. Several works have shown that using multi-channel PAD systems could alleviate this vulnerability and result in more robust systems. However, there is a wide selection of channels available for a PAD system such as RGB, Near Infrared, Shortwave Infrared, Depth, and Thermal sensors. Having a lot of sensors increases the cost of the system, and therefore an understanding of the performance of different sensors against a wide variety of attacks is necessary while selecting the modalities. In this work, we perform a comprehensive study to understand the effectiveness of various imaging modalities for PAD. The studies are performed on a multi-channel PAD dataset, collected with 14 different sensing modalities considering a wide range of 2D, 3D, and partial attacks. We used the multi-channel convolutional network-based architecture, which uses pixel-wise binary supervision. The model has been evaluated with different combinations of channels, and different image qualities on a variety of challenging known and unknown attack protocols. The results reveal interesting trends and can act as pointers for sensor selection for safety-critical presentation attack detection systems. The source codes and protocols to reproduce the results are made available publicly making it possible to extend this work to other architectures.
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1 INTRODUCTION

Biometric systems enable a secure and convenient way for access control. Among the biometric systems, face recognition systems have received significant attention in the past years due to its ease of use and non-contact nature. Even though face recognition systems have achieved human parity in “in the wild” datasets [1], their vulnerability to presentation attacks limits its reliable use in secure applications [2], [3]. The ISO standard [4] defines a presentation attack as “a presentation to the biometric data capture subsystem with the goal of interfering with the operation of the biometric system”. For example, the presentation of a photo of a person in front of a face recognition system constitutes a 2D presentation attack. The attacks could be simple 2D prints or replays, or more sophisticated 3D masks and partial masks. There are many works in the literature that shows the vulnerability of face recognition systems against presentation attacks [5] [6] [7] [8] [9].

To alleviate this vulnerability, there have been several works on presentation attack detection, which tries to protect biometric systems against spoofing attempts [10], [11], [12]. The majority of the literature in face PAD focuses on data collected with RGB channel [13], [14], [15], [16], [17], [18]. Though this is important to have methods that work with legacy RGB data, it is clear that the accuracy of these PAD methods against even print or replay attacks has limits, in addition to poor generalization capacity [19], [20]. Several approaches such as multi-adversarial deep domain generalization [21], [22] and disentangled representation learning [23], [24], has been proposed to improve the generalization of face PAD methods. However, detecting attacks becomes more challenging as the quality of presentation attacks improves over time [17], [25], [26].

Methods based on extended range imaging offers an alternative approach to improve the robustness of PAD systems. It has been shown that mere fusion of multi-channel
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**Fig. 1.** Different channels from HQ-WMCA dataset, first row shows the color, depth and thermal channels; second row shows the channel-wise normalized images from four NIR wavelengths, and the third row shows the channel-wise normalized images from different SWIR wavelengths. Note that the wavelengths 940nm and 1050nm were captured by both NIR and SWIR sensors.
systems could readily improve the results as compared to RGB only counterparts \[27, 28, 29, 30, 31, 32, 33, 34\]. Indeed, it can be seen that it is harder to attack systems relying on multiple channels of information. Recently, there have been several CNN based methods that leverage multi-channel information for PAD. In addition to legacy RGB data, several works have suggested the use of depth, thermal \[27, 35, 36, 37, 38\], near-infrared (NIR), shortwave infrared (SWIR), laser speckle imaging, light field imaging \[40, 41\] and so on. However, the effectiveness of these channels on a wide variety of attacks has not been studied comprehensively. The channels used should contain discriminative information useful for PAD, and at the same time reduce redundant information. Multi-channel PAD methods provide better performance and robustness in safety-critical applications. However, for practical deployment scenarios adding more channels increases the cost of the systems. An understanding of the performance of various channels is essential to decide which channels need to be used for a robust PAD system. Indeed, the channels used should perform well in both known and unseen attack scenarios, while remaining cost-effective.

In this work, the objective is to analyze the performance of multi-channel presentation attack detection systems against a wide variety of attacks. Specifically, we consider the static scenario where PAD output can be obtained with a single sample, consisting of either single or multi-channel images. An extensive set of experiments have been performed to understand the change in performance and robustness of the PAD systems with different combinations of channels and image resolutions. We use our recently publicly available dataset HQ-WMCA \[30\] for this analysis, which contains a wide range of attacks collected with a wide variety of acquisition devices. In fact, for each sample, data collected from 14 distinct imaging modalities are available with the dataset. We hope that the results and insights from the analysis could act as pointers in selecting the channels to be used with robust PAD systems.

The objectives of this work are summarized as follows:

- Identify important subsets of channels, which contain discriminative information for PAD (as cost vs performance trade-off) by analyzing the performance in a wide range of experimental protocols.
- Identify the minimum quality requirements, in terms of resolution for the channels used.
- Evaluate the robustness of various channels against unseen attacks.

Here, the term channel refers to various imaging modalities like RGB, Thermal, Depth, NIR, and SWIR spectra.

For this work, we use the multi-channel extension of Pixel-wise Binary Supervision \[15\] as presented in our recent work \[30\] adapting it to all channels available in HQ-WMCA dataset. We selected this PAD model due to its capacity to accept a varying number of input channels, ease of implementation, and excellent performance against a wide range of attacks. In our previous work \[30\], we mainly analyzed various combinations of SWIR channels and their effectiveness in various known attack protocols. In the current contribution, we comprehensively analyze the performance of multiple channels, different channel combinations, different sensor resolutions, different fusion strategies, and different CNN-based as well as feature-based methods. Further, in addition to studies in known attack protocols, we also present experiments in challenging leave-one-out protocols, enabling us to evaluate the performance of the algorithms in unseen attack scenarios. In essence, we comprehensively compare the effectiveness of different sensing modalities, considering a cost versus performance trade-off.

Additionally, the source code to reproduce the results are available publicly1 to extend the present work with any other architecture. The framework and methodology used for this study are detailed in Section 5.

The rest of the paper is organized as follows. Section 2 describes the different components of the study performed. Section 3 presents the details of the hardware used, the dataset, and the newly introduced protocols. Section 4 describes the details of the PAD framework used. Section 5 consists of all the experiments and results. Finally, Section 6 concludes the paper.

## 2. Details of Study

The objective of this study is to understand the performance of a PAD system with various combinations of imaging modalities and with different quality in terms of image resolutions. All the combinations are evaluated in the created protocols to understand their performance in known and unseen attack performance. The motivations of this study are described in the following section.

From a practical viewpoint, it is challenging to collect data from a lot of sensors at once as it increases the cost significantly. For instance, the cost of Xenics Bobcat SWIR sensor is around $31500 and the cost of Xenics Gobi thermal camera is around $10500. There could be correlated factors among the different sensors and channels. There could be channels with no discriminative information for PAD, and it might result in over-fitting. Getting rid of redundant information might make a PAD model less prone to over-fitting and more robust. A larger number of channels increase the parameters of the model, which again increases the chance of over-fitting. This is especially true for cases with a limited amount of training data. In addition, the image resolution required for the PAD system to achieve a prescribed performance may be lower than what is used.

In summary, while designing a sensor suite for real-world deployment, the system has to meet certain cost-vs-performance criteria. However, to the best of the knowledge of the authors, there exists no previous work which studies the effectiveness of various combinations of channels against a challenging variety of attacks in a comprehensive manner. This warrants a rigorous analysis of the performance of the PAD system with these covariates.

Specifically, the important questions which this study is trying to reveal are:

- Which channels or combinations of channels contain discriminative information for PAD?
- How does the performance of the PAD system change with the change in the resolution of images?

1. Available upon acceptance
- Which channels or combinations of channels are robust against unseen attacks?
- Is the fusion of channels at the model-level better than fusion at the score level?

To answer these questions, we performed several sets of experiments, and the details of each analysis are provided below. A flowchart of the study is provided in Fig. 2.

2.1 Channel Selection studies
The objective of this study is to identify important channels for deploying a reliable PAD system. The cost of using all the channels in a PAD system is high, and hence the understanding of different combinations of these channels as a cost vs performance trade-off could be useful in selecting sensors for practical deployment scenarios.

The PAD model used in this study can be adapted to a different number of input channels. In the channel selection study, we perform experiments with a different combination of channels as the input to the model.

As described in the preprocessing sub-section 4.2, the input after the preprocessing stage is a data cube of size $224 \times 224 \times 16$ which consists of all channels present in the dataset, i.e., $RGB$-Depth-Thermal-NIR$(4)$-SWIR$(7)$ stacked together depth-wise. Now, if we want to perform the experiment with $RGB$ alone, we keep only the first 3 channels and run the complete experimental pipeline (training the PAD model, evaluation, and scoring). Similarly, if we want to perform the experiment with $RGB$ and $SWIR$, we stack the first 3 channels and the last 7 channels and run the experimental pipeline. In a similar manner, we can perform experiments with different combinations of channels present in the dataset. The results from this experiment could point to the effectiveness of a PAD model with a particular channel or a combination of channels for different protocols, emulating practical scenarios.

2.2 Score Fusion Experiments
In the Channel Selection studies (Subsection 2.1), when two channels are used together, they are stacked together at the input (fusion at the model level). Another way to combine different models is to perform score level fusion [42]. If we want to perform a fusion of $RGB$-$SWIR$, we train two different PAD models for $RGB$ and $SWIR$ separately, and score level fusion is performed on the scores returned by each of the models. In addition to score fusion, we perform experiments with feature fusion as well. The objective of these set of experiments is to analyze the performance of score level fusion and feature level fusion, as opposed to early fusion as used in the channel selection study.

2.3 Effect of changing quality (image resolution)
From a practical deployment point of view, the cost of the sensors varies significantly with image resolution. This is particularly evident when considering the SWIR channel, as high-resolution SWIR sensors are rather expensive. Hence we perform a set of experiments to evaluate the change in performance with respect to image resolution. To emulate a lower resolution sensor, we have down-sampled the original image by various scaling factors. We repeated all the experiments with the scaled images, so as to emulate the PAD performance with a lower resolution sensor.

2.4 Unseen attack robustness
One important requirement of the PAD system is the robustness against unseen attacks. This is particularly important since at the time of training a PAD system the designer may not know of all the types of novel attacks the system could encounter in a real-world scenario. To understand the robustness of the system to such adverse conditions, we emulate the performance of the system on previously unseen attacks by systematically removing some attacks in the training set. These systems are then exposed to attacks that were not seen in the training phase. This analysis reveals important aspects of different channels in terms of unseen attack robustness.

3 The HQ-WMCA Dataset
The dataset used in our study is the recently available High-Quality Wide Multi-Channel Attack dataset (HQ-WMCA)[30]. The dataset is publicly available[32]. The dataset contains a wide variety of 2D, 3D, and partial attacks. Some samples of the attacks are shown in Fig. 2. The attacks consist of both obfuscation and impersonation attacks. For each video, the data collected includes $RGB$, $NIR$ (4 wavelengths), $SWIR$ (7 wavelengths), thermal, and depth channels.

The sensor suite used for the data collection is shown in Table 1. The details and the specifications of the sensors are shown in Table 1.

| Sensor name          | Modality       | Resolution | Frame rate | Cost (USD) |
|----------------------|----------------|------------|------------|------------|
| Basler acA1921-150uc  | Color          | 1920×1200  | 30         | 1,300      |
| Basler acA1920-150um  | NIR            | 1920×1200  | 90         | 1,250      |
| Xenics Bobcat-640-GigE | SWIR          | 640×512   | 90         | 31,500     |
| Xenics Gobi-640-GigE  | Thermal        | 640×480   | 30         | 10,500     |
| Intel RealSense D415  | Depth          | 720×1280  | 30         | 150        |

The data was collected at different sessions, and under different lighting conditions. The details of the data collection can be found in our previous work [30].

The high quality and the wide variety of channels, along with the variety of attacks present in the HQ-WMCA dataset make it a suitable candidate for performing the evaluation. The normalized images from different channels are shown in Fig. 2.

3.1 Reprojection-based registration
As discussed earlier, there are several sensors present in the sensor suite which captures information in a time-synchronized manner. However, to utilize the information from all channels together, the images captured by the sensors should be registered accurately. A 3D Re-projection method is used for the robust registration between the sensors.

Re-projection is a process allowing synchronized video streams from different cameras or sensors to be precisely

2. https://www.idiap.ch/dataset/hq-wmca
Fig. 2. The framework for the channel selection and image resolution selection study. Each set of experiments is repeated in several challenging protocols to evaluate the robustness.

Fig. 3. Sensor suite used for the data collection in HQ-WMCA dataset.

aligned despite cameras being at different spatial positions. For this algorithm to be functional, the precise relative rotations and positions of the cameras, also known as extrinsic parameters, as well as the lens distortion coefficients and projection matrix, or intrinsic parameters, have to be inferred. This is achieved by capturing a series of images of a chosen pattern, for instance, a flat checkerboard target, by all cameras. Both intrinsic and extrinsic parameters can be calculated by detecting positions of the target’s features on the images, and using OpenCV’s camera calibration module [44].

Fig. 4. Diagram of the reprojection based registration of images from multiple sensors.

The set of cameras is assumed to have a depth-sensing device, for the present discussion this is achieved by a pair of NIR sensing cameras. The diagram of the registration process is shown in Fig. 4. An example of the stereo image computed and registered channels are shown in Fig. 5. The

NIR cameras have an extra calibration step, adapting their intrinsic and extrinsic parameters such that they are properly aligned for depth reconstruction, these views are called rectified left and right in the following, respectively. The depth reconstruction is performed using a block matching algorithm [44], that measures the disparity between the pair of images. The latter is transformed to a point cloud, yielding a point in 3D space for each pixel in the left image. The re-projection algorithm then proceeds by projecting the point cloud, with points tagged by their coordinates on the left rectified image, on the virtual image plane of the remain-
ing cameras. This procedure thus creates a set of maps from the left rectified image plane to the other cameras’ images planes, by inverting these maps the video streams can be precisely aligned together, for instance to the reference left stream. A screen-shot of the graphical user interface (GUI) developed for viewing the alignment process is shown in Fig. 6.

3.2 Protocols

The HQ-WMCA dataset is distributed with three different protocols, namely grand-test, impersonation and obfuscation. In each of these protocols, there are three folds, namely train, validation, and test sets. These folds contain both bonafide samples and attacks (Fig. 2) with a disjoint set of identities across the three sets. The bonafide and attacks are roughly equally distributed across the folds and each video contain 10 frames, sampled uniformly from the captured data.

We also noticed that some attacks are questionable and may be considered as “occluded” bonafide which could potentially confound the analysis. Specifically, these borderline cases are:

- **Wigs**: The wigs do not occlude a lot of face regions in most of the cases, and since the PAD and face recognition module removes the non-face region in the preprocessing stage itself, its effect in spoofing face recognition system is not clear. Hence we removed wigs from all the protocols to avoid any bias.

- **Retro-glasses**: These are similar to normal medical glasses and is identical to a bonafide subject wearing a medical glass and hence we removed this attack from all our new protocols.

- **Light makeup**: In the original data collected, for each subject, for each makeup session, three samples were collected at different levels of makeup, namely level 0, level 1, and level 2 depending on the level of makeup applied to the subject. The level of makeup in level 0 is very insignificant and could be identical to routine makeup present in bonafide samples. Hence we have removed the level 0 makeup samples from the newly created protocols to have a consistent set of ground truths.

Three experiment protocols were newly created, as curated versions of the protocols provided with the dataset [30]. The newly created curated protocols are hence appended with “-c” to emphasize the difference from the original protocols shipped with the dataset, i.e., the adapted and newly created protocols are referred to as, Grandtest-c, Impersonation-c and Obfuscation-c protocols.

In addition, we have also created a set of leave-one-out protocols (LOO), to emulate the unseen attack scenarios. The distribution of attacks in this protocol can be found in Table 2.

Overall there are 360,080 images considering all the modalities after excluding the borderline attacks. The statistics of bonafide and attacks in each of the folds in each protocol are given in Table 2. The distribution of attack types, in the three main protocols, are shown in Table 3.

4 PRESENTATION ATTACK DETECTION APPROACH

The objective of this work is to analyze the performance of a PAD system against a wide variety of attacks, with different combinations of channels. This analysis requires a competitive framework for performing the experiments. CNN based methods generally outperform feature-based baselines in the PAD task and it is more evident in multi-channel scenarios as well [27], [29]. Hence, we perform the experiments on a competitive CNN architecture. We have selected MC-PixBIS [30], due to its excellent PAD performance and ease of implementation. The training and inference stages are rather straightforward, and the framework itself is adaptable to a varying number of input channels, making the experiments with different combinations of channels possible. Moreover, the source code for the architecture is available publicly. The details of the architecture are outlined in the following sections.

4.1 Network Architecture

The architecture used is the multi-channel extension of [15], as in [30]. From our previous work, it was observed that out of the architectures we considered, MC-PixBIS obtained much better accuracy, with a relatively smaller model size.
Fig. 7. (a) Print, (b) Replay, (c) Rigid mask, (d) Paper mask, (e) Flexible mask, (f) Mannequin, (g) Glasses, (h) Makeup, (i) Tattoo and (j) Wig. Image taken from [30].

TABLE 2

Distribution of bonafide and attack in the various protocols.

| Protocol | Train Bonafide | Attacks | Validation Bonafide | Attacks | Test Bonafide | Attacks |
|----------|----------------|---------|---------------------|---------|--------------|---------|
| Grandtest-c | 228 | 618 | 145 | 767 | 182 | 632 |
| Impersonation-c | 228 | 364 | 145 | 464 | 182 | 404 |
| Obfuscation-c | 228 | 384 | 145 | 303 | 182 | 192 |
| LOO_Flexiblemask | 228 | 528 | 145 | 681 | 182 | 48 |
| LOO_Glasses | 228 | 562 | 145 | 729 | 182 | 36 |
| LOO_MakeUp | 228 | 444 | 145 | 526 | 182 | 132 |
| LOO_Mannequin | 228 | 598 | 145 | 729 | 182 | 77 |
| LOO_Papermask | 228 | 590 | 145 | 743 | 182 | 49 |
| LOO_Rigidmask | 228 | 456 | 145 | 649 | 182 | 140 |
| LOO_Tattoo | 228 | 594 | 145 | 743 | 182 | 24 |
| LOO_Replay | 228 | 582 | 145 | 667 | 182 | 126 |

Fig. 8. MC-PixBiS architecture with pixel-wise supervision. All the channels are stacked together to form a 3D volume, and fed as the input to the network. At train time, both binary and pixel-wise binary loss functions are used to supervise learning. At test time, the average of the score map is used as the final PAD score.

Hence, the rest of the analysis in this work utilizes the MC-PixBiS architecture proposed in our previous work [30].

The main idea in MC-PixBiS is to use pixel-wise supervision as auxiliary supervision for training a multi-channel PAD model. The pixel-wise supervision forces the network to learn shared representations, and it acts like a patchwise method (see Figure 8) depending on the receptive field of the convolutions and pooling operations used in the network.

The method proposed in [45] is used to initialize the newly formed first layers, i.e. averaging the filters in the first layer and replicating the weights for different channels. This makes the network very flexible to perform the experiments since we can arbitrarily change the number of input channels and the number of filters in the first convolutional layer. The number of parameters of the rest of the layers remains identical for all the experiments. An increase in the input channel changes the size of the kernels of the first convolutional layer, and hence the parameter size does not increase drastically with newly added channels.

The details of the architecture except for the first layer can be found in [15]. The output from the eighth layer is a map of size $14 \times 14$ with 384 features. A $1 \times 1$ convolution layer is added along with sigmoid activation to produce the binary feature map and another fully connected layer on top for binary supervision.

The loss to be minimized in the training is a weighted combination of the binary and pixel-wise binary loss:
TABLE 3
Distribution of attacks in the different protocols.

| Attack type     | Train | Validation | Test  |
|-----------------|-------|------------|-------|
| Grandtest-c     |       |            |       |
| Flexiblemask    | 90    | 86         | 48    |
| Makeup          | 174   | 241        | 132   |
| Mannequin       | 20    | 38         | 77    |
| Papermask       | 28    | 24         | 49    |
| Print           | 36    | 100        | 126   |
| Replay          | 162   | 118        | 140   |
| Tattoo          | 24    | 24         | 24    |
| Bonafide        | 228   | 145        | 182   |
| Impersonation-c |       |            |       |
| Flexiblemask    | 90    | 86         | 48    |
| Mannequin       | 20    | 38         | 77    |
| Papermask       | 28    | 24         | 49    |
| Print           | 48    | 98         | 0     |
| Replay          | 36    | 100        | 126   |
| Rigidmask       | 162   | 118        | 140   |
| Bonafide        | 228   | 145        | 182   |
| Obfuscation-c   |       |            |       |
| Glasses         | 36    | 38         | 36    |
| Makeup          | 174   | 241        | 132   |
| Tattoo          | 24    | 24         | 24    |
| Bonafide        | 228   | 145        | 182   |

\[
\mathcal{L} = 0.5\mathcal{L}_{pix} + 0.5\mathcal{L}_{bin} \tag{1}
\]

where \(\mathcal{L}_{pix}\) is the binary cross-entropy loss applied to each element of the 14 \times 14 score map and \(\mathcal{L}_{bin}\) is the binary cross-entropy loss on output after the fully connected layer.

At test time, the average of the score map is used as the final PAD score.

4.2 Preprocessing

The preprocessing stage assumes the data from different channels to be registered to each other. This is made sure by the reprojection method described in section 3.1. After acquiring the registered data, the face images are aligned with face detection and landmark detection. MTCNN [46] face detector was used in RGB channel to localize face and facial landmarks. This is followed by a warping based alignment so that the positions of eyes are at the predefined position, post the transformation. The aligned face images are resized to a fixed resolution of 224 \times 224. This process is repeated for each channel individually.

In addition to spatial alignment, another normalization is applied to different channels in a case by case basis. The objective of this normalization is to convert all channels to an 8-bit format preserving the maximum dynamic range. The RGB images do not need this normalization stage since it is already in an 8-bit format. The depth and thermal channels are converted to 8-bit range using Median of Absolute Deviation (MAD) based normalization as described in our earlier work [27]. However, NIR and SWIR channels required a special treatment due to their spectral nature. Specifically, we have performed pixel-wise unit normalization for NIR and SWIR spectra.

Consider the SWIR spectra cube \(S\) of size \(W \times H \times C\), where \(W\) and \(H\) are the width and height and \(C\) the number of wavelengths \((C = 7)\). Now a pixel-spectra \(\vec{X} = S(i, j, 1..C)\), a vector of dimension \(C\) \((\vec{X} \in \mathbb{R}^C)\).

Now each of this pixel \(\vec{X}\) is divided by the norm of this vector to form the normalized spectra.

\[
\vec{z} = \frac{\vec{X}}{\|\vec{X}\|_2} \tag{2}
\]

This normalization is performed independently for NIR and SWIR channels.

We stack all the normalized channels (i.e., RGB, depth, thermal, NIR, SWIR) into a 3D volume of dimension 224 \times 224 \times 16, which is fed as the input to the network. This is equivalent to the early fusion approach where channels are stacked at the input level.

4.3 Implementation details

We used data augmentation using random horizontal flips with a probability of 0.5. Adam Optimizer [47] was used as the optimizer with a learning rate of \(1 \times 10^{-4}\) and a weight decay parameter of \(1 \times 10^{-5}\). We trained the network for 30 epochs on a GPU with a batch size of 32. The final model was selected based on the best validation loss in each of the experiments. The framework was implemented using PyTorch [48] and all the experimental pipelines were implemented using Bob toolbox [49]. The source code to reproduce the results is available in the following link [3].

5 EXPERIMENTS & RESULTS

This section provides details about the experiments and the analysis of the results.

5.1 Metrics

We have used the standardized ISO metrics for the performance comparison of the various configurations. The Attack Presentation Classification Error Rate (APCER) which is defined as probability of a successful attack:

\[
APCER = \frac{\# \text{ of falsely accepted attacks}}{\# \text{ of attacks}} \tag{3}
\]

and Bonafide Presentation Classification Error Rate (BPCER) is the probability of bonafide sample being classified as an attack.

\[
BPCER = \frac{\# \text{ of rejected real attempts}}{\# \text{ of real attempts}} \tag{4}
\]

Since we are dealing with a wide range of attacks, and comparison purposes we group all the attacks together while computing the Average Classification Error Rate (ACER), which is different from the ISO/IEC 30107-3 standard [50], where each attack needs to be considered separately. However, we report in ACER in an aggregated manner, since its easier to understand the variation in performance over a large search space of configurations.

\[
ACER = \frac{APCER + BPCER}{2} \% \tag{5}
\]

In this work, a BPCER threshold of 1% is used in the dev set to find the threshold. This threshold is applied to the test set to compute the ACER in the test set, as in [27].
5.2 Channel-wise Experiments

While the HQ-WMCA dataset contains a lot of channels, many of them could be redundant for the PAD task. Also, considering the cost of hardware, it is essential to identify the important channels; respecting the cost factor. Given the set of channels, we perform an ablation study in terms of the important channels; respecting the cost factor. The change in number of parameters and computations are very minimal. 

We have performed experiments with individual channels as well as with the combination of channels in the “grandtest-c” protocol. We could not perform experiments involving MC-CDCN in some channel combinations due to the huge increase in parameter and computational complexity with the increase in the number of input channels. The change in number of parameters and computations are shown in Table. 5. This also shows a practical advantage of fusing channels at input level as the computational and parameter increase are very minimal.

The experimental results with three methods are shown in Table. 6, in all three baselines the SWIR channel achieves the best individual performance, followed by RGB channel. The final feature vectors are obtained by concatenating features from all grids across all the channels. An SVM framework is used together with these features for the PAD task.

### 5.2.1 Additional baselines

In addition to the MC-PixBiS Network, we have added two additional PAD baselines in this section. The objective is to identify the performance change with different channels when different models are used. We add one feature based baseline and another recent CNN based PAD method for this comparison. These baselines are listed below.

- **MC-RDWT-Haralick-SVM**: This is the handcrafted feature baseline we have considered. This is a multi-channel extension of the RDWT-Haralick-SVM method in [33]. In our setting, for the multi-channel images, each channel is divided into a $4 \times 4$ grid first. Haralick [51] features from RDWT decompositions are extracted from each of these patches. The final feature vectors are obtained by concatenating features from all grids across all the channels. A SVM framework is used together with these features for the PAD task.

| Channels | Grandtest-c | Impersonation-c | Obfuscation-c | Mean |
|----------|-------------|-----------------|---------------|------|
| RGB      | 4.6         | 0.6             | 14.8          | 6.6  |
| D-Stereo | 26.7        | 3.8             | 48.7          | 26.4 |
| D-Intel  | 29.0        | 10.2            | 41.8          | 27.0 |
| T        | 44.9        | 0.9             | 50.0          | 31.9 |
| NIR      | 9.7         | 0.1             | 39.6          | 16.4 |
| SWIR     | 4.1         | 1.8             | 9.2           | 5.0  |
| RGB-SWIR | 0.3         | 2.0             | 0.0           | 2.7  |
| RGB-D-T-SWIR | 0.0       | 2.5             | 0.0           | 1.0  |
| RGB-D-T-NIR-SWIR | 0.0 | 0.7             | 2.3           | 1.0  |
| RGB-NIR  | 0.7         | 0.0             | 7.4           | 2.7  |
| NIR-SWIR | 2.7         | 0.4             | 8.4           | 3.8  |
| RGB-D    | 6.4         | 1.7             | 12.4          | 6.8  |
| RGB-D-T-NIR | 3.4       | 0.1             | 17.4          | 6.9  |
| RGB-T    | 6.9         | 2.5             | 17.6          | 9.0  |
| RGB-D-T  | 6.2         | 3.4             | 20.1          | 9.9  |
| D-T      | 17.0        | 4.1             | 49.9          | 23.6 |

It is to be noted that, the multi-spectral modalities NIR and SWIR might contain redundant channels, however, this is not considered at this stage since the cost of adding or subtracting another wavelength in the NIR and SWIR is minimal, i.e., only the cost of LED illuminators is added. We treat the channels as “Blocks” which come from a specific device. This was done since the objective is to reduce/ select an optimal subset of devices.

### TABLE 4

Performance of different models in the Grandtest-c, Impersonation-c and Obfuscation-c protocols in HQ-WMCA, with reprojection and unit spectral normalization. ACER in the test set corresponding to BPCER 1% threshold in validation set is shown in the table. The notation “D” indicates “D-Stereo” in all the experiments.
This trend is common for both CNN based and feature based baselines. From the channel combinations models involving RGB and SWIR channel obtains the best results for both MC-PixBiS and Haralick-SVM baselines. In general, CNN based methods are outperforming feature based baseline in all the combinations. We have used the MC-PixBiS model for the further experiments as it obtains good results with a minimal parameter and computational complexity.

| Channels | MC-PixBiS | MC-CDCN |
|----------|-----------|---------|
|          | Compute   | Parameters | Compute   | Parameters |
| 1        | 4.52 GMac | 3.19 M    | 47.48 GMac | 2.32 M    |
| 2        | 4.58 GMac | 3.19 M    | 94.96 GMac | 4.64 M    |
| 3        | 4.64 GMac | 3.20 M    | 142.44 GMac| 6.95 M    |
| 4        | 4.70 GMac | 3.20 M    | 189.91 GMac| 9.27 M    |
| 5        | 4.76 GMac | 3.21 M    | 237.39 GMac| 11.59 M   |
| 6        | 4.81 GMac | 3.21 M    | 284.87 GMac| 13.90 M   |
| 7        | 4.87 GMac | 3.22 M    | 332.35 GMac| 16.22 M   |
| 8        | 4.93 GMac | 3.22 M    | 379.83 GMac| 18.54 M   |
| 9        | 4.99 GMac | 3.23 M    | 427.30 GMac| 20.85 M   |
| 10       | 5.05 GMac | 3.23 M    | 474.78 GMac| 23.17 M   |
| 11       | 5.11 GMac | 3.24 M    | 522.56 GMac| 25.49 M   |
| 12       | 5.17 GMac | 3.24 M    | 569.74 GMac| 27.80 M   |
| 13       | 5.23 GMac | 3.25 M    | 617.21 GMac| 30.12 M   |

In each of the combinations, we carried out model training and evaluation on all the protocols. The results in each of the protocols are tabulated in Table 5.

5.2.2 Results in Grandtest-c protocol
The Grandtest-c protocol emulates the performance of a system under a wide variety of attacks, in a known attack scenario.

Out of individual channels (Table 4), the SWIR channel performs the best closely followed by the RGB channel. Both these channels could detect the attacks very well even in the presence of a wide variety of attacks.

Not surprisingly, the combination of RGB-SWIR achieves very good results with an ACER of 0.3 %, which is better than their independent error rates, indicating the complementary nature of the information gained by the combination. The combinations RGB-D-T-NIR-SWIR and RGB-D-T-SWIR achieve perfect separation, however, these are supersets of RGB-SWIR combination and the addition of other channels does not contribute much to the performance overall. Another combination that fares well is RGB-NIR, which achieves a notable ACER of 0.7%.

The t-SNE plots for different combinations of channels is shown in Fig. 9. From the plots, it can be seen that combining different channels improves the separation between bona fide and attack samples.

5.2.3 Results in Impersonation-c protocol
The Impersonation-c protocol mostly consists of attacks aimed at impersonating another subject. From the experimental results, it can be seen that this is by far the easiest protocol among the three protocols considered.

NIR channel performs the remarkably well followed by the RGB channel. However, it is to be noted that most of the combinations of channels performed reasonably well in this protocol.

Consequently, the RGB-NIR combination achieves perfect performance in the impersonation protocol. Several other combinations also perform reasonably well in this protocol.

5.2.4 Results in Obfuscation-c protocol
The Obfuscation-c protocol emulates the detection of obfuscation attacks such as makeup, glasses, and tattoos. This is by far the most difficult protocol among the three protocols considered. Most of the cases, the attacks are partial and appear only in a part of the face. This makes it harder to detect these attacks in general.

In this protocol, the SWIR channel performs better compared to other channels, followed by the RGB channel. Most of the other channels perform poorly. The success of the SWIR channel could be due to the specific spectral properties of skin, as compared to other PAIs.

There is a quick jump in performance when channels are used together. In fact, the RGB-SWIR combination achieves an ACER of 0.7 % in this challenging protocol, indicating the complementary nature of these channels. Another notable combination is RGB-NIR with an ACER of 7.4 %.

5.2.5 Summary of channel-wise study
Among the three different protocols with different difficulties and challenges, out of individual channels, SWIR channels seem to perform the best. However, interestingly, it is followed closely by RGB. The usefulness of these channels is visible in the combinations as well, with RGB-SWIR achieving the best average results across the three protocols. This also indicates the complementary nature of discriminative information present in these channels for PAD. Another notable combination is RGB-NIR which achieves an average error rate of 2.7%. We have experimented with the depth coming from Intel Realsense (D-Intel) and the stereo depth computed (D-stereo), and have observed that the depth from stereo is slightly better in performance. The stereo camera obviates the requirement for an additional depth camera and hence we have used the depth coming from stereo for all the subsequent experiments.

5.3 Score Fusion Experiments
So far in the channel selection experiments, for combining channels we have stacked them at the input stage. This could have some disadvantages in case a channel is faulty or missing at test time. Also, the stacked model could have more parameters and could be more prone to over-fitting, while trained with a small dataset.

The objective here is to evaluate the performance of various models with score-level fusion and feature-level fusion and to contrast the performance as compared to model-level. Instead of training CNNs with stacked channels, we performed fusion experiments on CNN models trained on individual channels separately. For score-level fusion, scores from individual systems are used as features to train a fusion model. For feature fusion, features extracted from each individual model are concatenated and combined with
Performance of three different models in the Grandtest-c protocol in HQ-WMCA. ACER in the test set corresponding to BPCER 1% threshold in validation set is shown in the table.

| Channels        | MC-PixBiS | Haralick-SVM | MC-CDCN |
|-----------------|-----------|--------------|---------|
| RGB             | 4.6       | 16.1         | 12.7    |
| D               | 26.7      | 35.2         | 36.9    |
| T               | 44.9      | 50.0         | 19.1    |
| NIR             | 9.7       | 24.3         | 21.3    |
| SWIR            | 4.1       | 5.8          | 1.6     |
| RGB-SWIR        | 0.3       | 2.5          | -       |
| RGB-D-T-SWIR    | 0.0       | 1.8          | -       |
| RGB-D-T-NIR-SWIR| 0.0      | 1.5          | -       |
| RGB-NIR         | 0.7       | 11.6         | 6.0     |
| NIR-SWIR        | 2.7       | 4.3          | -       |
| RGB-D           | 6.4       | 18.8         | 11.2    |
| RGB-D-T-NIR     | 3.4       | 11.0         | 5.8     |
| RGB-T           | 6.9       | 10.4         | 11.0    |
| RGB-D-T         | 6.2       | 13.4         | 9.3     |
| D-T             | 17.0      | 26.2         | 16.4    |

SVM to obtain the final scores. This allows redundancy if a channel is missing at the deployment stage.

We used four different fusion models trained on top of the scalar scores returned by the component CNN’s. The score fusion models used are:

- **GMM**: Gaussian Mixture Model
- **Mean**: Simple mean of different model outputs
- **LLR**: Linear Logistic Regression
- **MLP**: Multi-layer Perceptron

The results from the score fusion, and feature fusion models on the Grandtest-c protocol are summarized in Table 7. The channels column shows the channels corresponding to individual CNN’s used in the model, and the performance with different fusion models are tabulated. From the results and comparing the results of score fusion, feature fusion and early fusion with the same combination of channels (as in Table 4), it can be seen that in most of the cases, early fusion performs better except for NIR-SWIR, RGB-D and RGB-T combinations where score fusion performs better.
This shows that score level fusion and feature level fusion fails to capture inter-channel dependencies in many cases which could be done with an early fusion approach. Nevertheless, the fusion method is still interesting from a deployment point of view.

5.4 Evaluation on Varying Image Resolutions

This subsection discusses the variation of the performance with respect to the image resolution of different imaging modalities. To emulate a lower resolution sensor, we have systematically down-sampled the source image to a lower resolution followed by scaling as required by the framework.

The average face size in the RGB channel in HQ-WMCA dataset was 819.5(±94.3) × 614.1(±63.9) pixels. The MC-PixBiS model requires an input of size 224 × 224, and hence the resolution of the original image is much higher than what is required for the framework. This also means that we can safely scale the images up to a scaling factor close to 0.3 without causing much degradation in the preprocessed files. For different scaling factors, the source image (not just the face part) is down-sampled with the scaling factor first to emulate a low-resolution sensor. The rest of the processing is performed with this scaled image, i.e., face detection and resizing of cropped face region to 224 × 224 image in the scaled raw image. In summary, the raw image undergoes two scaling steps, i.e., first to emulate a low-resolution sensor and then resizing the cropped face region. This introduces some minor artifacts, due to the interpolation stages (even with scale factors greater than 0.3). The image quality after preprocessing, with different scaling factors, is shown in Fig. 10. All the channels are first aligned to the RGB channel spatially, and the scaling is applied uniformly to all the aligned channels.

The SWIR channel is the most expensive sensor, by far from other acquisition channels in the sensor suite. Typically available sensor resolutions for SWIR are, 640 × 512, 320 × 256, 128 × 128 and 64 × 64 (based on availability in market), approximately corresponding to the scale factors of 1, 0.5, 0.2, and 0.1 respectively in this study. We have performed the experiments in all the protocols with different scaling factors and the results are tabulated in Table 8, 9 and 10.

From the results, it can be seen that the performance degradation occurs only at very low resolutions. We observed that the performance starts degrading greatly at a very low scaling factor like 0.0125.

Surprisingly, in some cases, it can be seen that the performance even gets better at lower resolutions. This can be due to the removal of high-frequency signals, which may not be relevant in the specific scenarios. In some cases, the spectra are more important compared to the spatial information, and in such scenarios, the performance improves when the resolution is low so that some amount of over-fitting which could have been occurred in original resolution goes away. One way to use this information is to use blurring as a data augmentation strategy while training future models with these channels.

Another interesting point to note in the tables is that, in all the protocols, the SWIR channel performance is largely unaffected by the scaling. The performance degrades only at very low resolutions. This is remarkable since the SWIR sensor is the most costly sensor among the sensors in the hardware suite. If the SWIR channel could operate at a lower...
resolution, this would significantly reduce the cost of the entire sensor suite. One reason for this performance is the spectral nature of the SWIR channel, as compared to the spatial nature of other channels. The spectral nature of SWIR channel could be important for identifying skin pixels. In such a scenario, a very low resolution such as $64 \times 64$ could be enough to achieve the desired performance. This is a very important result since it reduces the cost of the entire sensor suite by a significant amount. Besides, the combination of RGB-SWIR performs best overall.

5.5 Unseen Attack Experiments

So far, all the experiments considered known attack scenarios. In this set of experiments, we evaluate the robustness of the PAD systems in unseen attack scenarios. Specifically, different sub-protocols were created, which systematically exclude one specific attack in the training and validation sets. The test set consists of bonafide samples and the attack which was left out of the training set. This emulates actually encountering an unseen attack in a real-world environment. The performance of various combinations of channels is shown in Table 11.

From Table 11 it can be seen that out of individual channels, the SWIR channel achieves the best individual average ACER. For the channel combinations, RGB-SWIR achieves the best performance with an average ACER of 6.9%. Among the different attacks, makeups, tattoos, and glasses appears to be the most difficult attacks to detect if they are not seen in the training set. The RGB-NIR model works best in detecting tattoos. Surprisingly, the RGB-SWIR combination achieved reasonable performance in both seen and unseen attack protocols.

We have also added a figure (Fig. 11) showing the performance in terms of average ACER in the unseen attack protocols against the cost of the sensors used. The cost and performance were calculated based on the original sensor resolutions as available with the dataset. However, the cost would further reduce with lower resolution sensors.

5.6 Performance with different Wavelengths in NIR and SWIR

The channel wise study in section 5.2 aimed to identify the best channels as groups. However based on the interesting results, we investigated the importance of different wavelengths in different SWIR and NIR channels. Specifically, since RGB-SWIR and RGB-NIR were performing well, we conducted additional experiments with different combinations of RGB and individual wavelengths from NIR.
TABLE 10
ACER in the test for various scaling values in the Obfuscation-c protocol in HQ-WMCA, with reprojection and unit spectral normalization.

| Channels | Channels | Channels | Channels | Channels | Channels |
|----------|----------|----------|----------|----------|----------|
| | | | | | |
| RGB | 0.0125 | 0.025 | 0.05 | 0.1 | 0.2 |
| | 28.2 | 21.3 | 16.6 | 20.3 | 16.7 | 12.2 | 12.5 | 14.8 |
| D | 47.3 | 48.9 | 46.0 | 48.2 | 45.1 | 50.0 | 47.9 | 48.7 |
| T | 48.6 | 49.7 | 49.9 | 49.6 | 48.2 | 49.8 | 49.9 | 50.0 |
| NIR | 45.5 | 41.1 | 41.5 | 39.6 | 34.6 | 42.3 | 40.6 | 39.6 |
| SWIR | 11.6 | 5.6 | 6.1 | 5.6 | 4.7 | 6.5 | 7.1 | 9.2 |
| RGB-D | 30.3 | 20.5 | 21.4 | 20.6 | 16.7 | 20.0 | 23.6 | 12.4 |
| RGB-T | 35.7 | 26.7 | 19.4 | 20.0 | 16.4 | 22.6 | 23.2 | 17.6 |
| D-T | 48.1 | 49.5 | 50.0 | 50.0 | 49.9 | 48.8 | 50.0 | 49.9 |
| RGB-D-T | 35.2 | 31.2 | 22.8 | 18.2 | 18.0 | 25.8 | 25.6 | 20.1 |
| RGB-D-T-SWIR | 9.0 | 1.7 | 4.8 | 0.1 | 0.0 | 0.0 | 0.0 | 0.0 |
| RGB-D-T-NIR | 28.9 | 26.4 | 18.7 | 13.9 | 17.8 | 19.9 | 17.4 | 17.4 |
| RGB-SWIR | 3.7 | 0.3 | 0.0 | 0.0 | 0.0 | 0.0 | 0.1 | 0.0 |
| RGB-NIR | 21.5 | 18.5 | 16.3 | 12.1 | 10.1 | 13.7 | 12.2 | 7.4 |
| NIR-SWIR | 7.2 | 8.8 | 6.7 | 7.9 | 10.1 | 12.5 | 7.9 | 8.4 |
| RGB-D-T-NIR-SWIR | 3.0 | 3.4 | 0.5 | 2.1 | 2.1 | 0.0 | 0.0 | 2.3 |

TABLE 11
ACER in the test for various unseen attack protocols, with reprojection based alignment and unit normalization, with original resolution

| Channels | FlexMask | Glasses | Makeup | Mannequin | Papermask | Rigidmask | Tattoo | Replay | Mean | Std |
|----------|----------|---------|--------|-----------|-----------|-----------|--------|--------|------|-----|
| RGB | 11.0 | 49.3 | 32.3 | 0.0 | 0.5 | 28.2 | 46.4 | 2.3 | 21.2 | 20.4 |
| D | 41.6 | 49.1 | 50.1 | 34.8 | 18.1 | 49.7 | 41.3 | 8.6 | 36.6 | 15.5 |
| T | 47.3 | 50.3 | 49.9 | 28.2 | 50.0 | 3.1 | 50.0 | 0.4 | 34.9 | 21.7 |
| NIR | 26.6 | 48.3 | 46.5 | 0.4 | 0.0 | 15.7 | 41.0 | 3.0 | 22.6 | 20.7 |
| SWIR | 0.0 | 44.6 | 38.6 | 0.4 | 0.0 | 3.0 | 47.3 | 0.0 | 16.6 | 22.3 |
| RGB-D-T-NIR | 4.2 | 50.0 | 41.7 | 0.0 | 0.0 | 33.3 | 38.0 | 0.0 | 20.9 | 21.7 |
| RGB-D-T | 28.3 | 50.0 | 33.8 | 3.7 | 0.0 | 40.2 | 41.6 | 6.5 | 25.5 | 19.4 |
| RGB-D-T-SWIR | 0.4 | 6.1 | 26.5 | 0.0 | 0.0 | 0.3 | 41.8 | 0.0 | 9.3 | 15.9 |
| D-T | 26.5 | 50.0 | 50.5 | 46.2 | 0.0 | 44.2 | 33.7 | 50.0 | 41.4 | 42.8 | 8.6 |
| RGB-D-T-NIR-SWIR | 0.6 | 1.4 | 28.4 | 0.0 | 0.0 | 0.4 | 44.9 | 0.0 | 9.4 | 17.3 |
| RGB-T | 25.5 | 50.0 | 34.8 | 15.8 | 0.0 | 1.7 | 32.9 | 0.2 | 20.1 | 18.7 |
| NIR-SWIR | 0.0 | 47.2 | 31.6 | 0.0 | 0.0 | 1.7 | 50.0 | 0.0 | 16.3 | 22.6 |
| RGB-D | 12.7 | 47.4 | 29.1 | 0.9 | 0.0 | 42.1 | 20.8 | 4.1 | 19.6 | 18.4 |
| RGB-NIR | 13.5 | 41.4 | 46.2 | 0.6 | 0.1 | 29.6 | 2.4 | 0.1 | 16.7 | 19.5 |
| RGB-SWIR | 0.3 | 0.5 | 23.1 | 0.8 | 0.6 | 1.2 | 27.4 | 1.3 | 6.9 | 11.3 |

Fig. 11. Cost of the hardware vs. average ACER in unseen attack protocol, cost and performance was calculated based on the original sensor resolutions as available with the dataset.

and SWIR, one at a time. The results from the unseen attack protocols are tabulated in Table 12. Surprisingly, the RGB_SWIR_1450nm alone performs comparable to or better than RGB-SWIR combination. Indeed, the 1450nm is closer to water absorption frequency \[54\], which is characteristic to human skin \[55\] which could explain the robustness of this frequency. This wavelength was also observed to be important in previous studies as well \[30\].

Also, we have performed the same set of experiments with the known attack protocols as well, and the results are tabulated in Table. 13. In this set of experiments, RGB_SWIR_1550nm appears to perform the best on average, closely followed by RGB_SWIR_1650nm and RGB_SWIR_1450nm. And among NIR channels, RGB_NIR_735nm performs the best as with the unseen attack protocols.

5.7 Discussions

From the experiments, the findings from different analyses and overall observations are summarized in this section.

From the channel wise selection experiments, it was clear that combining different channels improves the performance. Even when the performance of individual channels is poor, the combinations of channels were found to improve the performance even in most challenging scenarios. In general, the SWIR channel was found to be very beneficial for a wide variety of scenarios, followed by the RGB channel. Also, combining RGB and SWIR improved the performance greatly, and it could achieve significant performance improvement in most of the challenging scenarios. RGB and SWIR, one at a time. The results from the unseen attack protocols are tabulated in Table 12. Surprisingly, the RGB_SWIR_1450nm alone performs comparable to or better than RGB-SWIR combination. Indeed, the 1450nm is closer to water absorption frequency \[54\], which is characteristic to human skin \[55\] which could explain the robustness of this frequency. This wavelength was also observed to be important in previous studies as well \[30\].

Also, we have performed the same set of experiments with the known attack protocols as well, and the results are tabulated in Table 13. In this set of experiments, RGB_SWIR_1550nm appears to perform the best on average, closely followed by RGB_SWIR_1650nm and RGB_SWIR_1450nm. And among NIR channels, RGB_NIR_735nm performs the best as with the unseen attack protocols.

4. SWIR<sub>w</sub> and NIR<sub>w</sub>, denote the images captured at a wavelength of \(w\) nanometers.
TABLE 12
ACER in the test for various unseen attack protocols, with reprojection based alignment and unit normalization, with original resolution

| Channels  | FlexMask | Glasses | Makeup | Mannequin | Papermask | Rigidmask | Tattoo | Replay | Mean | Std |
|-----------|----------|---------|--------|-----------|-----------|-----------|--------|--------|------|-----|
| RGB       | 11.0     | 49.3    | 32.3   | 0.0       | 0.5       | 28.2      | 46.4   | 2.3    | 21.2 | 20.4|
| RGB_NIR_735nm | 10.1 | 42.0 | 39.7 | 0.0 | 0.0 | 26.6 | 4.5 | 0.0 | 15.3 | 18.0 |
| RGB_NIR_850nm | 13.2 | 45.6 | 33.0 | 0.2 | 0.0 | 4.1 | 46.7 | 7.2 | 18.7 | 19.9 |
| RGB_NIR_940nm | 0.4 | 49.3 | 43.2 | 0.7 | 0.0 | 28.3 | 13.6 | 4.1 | 17.4 | 20.2 |
| RGB_NIR_1050nm | 22.3 | 50.0 | 29.2 | 0.9 | 0.0 | 31.8 | 36.1 | 0.3 | 21.3 | 19.0 |
| RGB_SWIR_940nm | 8.1 | 48.8 | 32.6 | 0.3 | 0.6 | 21.5 | 32.4 | 7.0 | 18.9 | 17.7 |
| RGB_SWIR_1050nm | 0.0 | 14.5 | 29.7 | 0.0 | 0.0 | 1.7 | 49.8 | 0.0 | 9.6 | 16.7 |
| RGB_SWIR_1300nm | 0.0 | 42.5 | 29.5 | 0.0 | 0.0 | 0.1 | 4.9 | 0.0 | 9.6 | 16.7 |
| RGB_SWIR_1450nm | 0.1 | 4.2 | 25.2 | 0.3 | 0.5 | 0.0 | 24.1 | 0.0 | 6.8 | 11.1 |
| RGB_SWIR_1550nm | 0.6 | 13.4 | 26.8 | 1.2 | 0.3 | 0.2 | 37.9 | 0.5 | 10.1 | 14.7 |
| RGB_SWIR_1650nm | 0.3 | 14.7 | 29.5 | 0.0 | 0.4 | 0.0 | 35.2 | 0.4 | 10.0 | 14.7 |

TABLE 13
ACER in the test for the main three protocols with sub channel performance

| Channels  | Grandtest-c | Impersonation-c | Obfuscation-c | Mean |
|-----------|-------------|-----------------|---------------|------|
| RGB       | 4.6         | 0.6             | 14.8          | 6.6  |
| NIR       | 9.7         | 0.1             | 39.6          | 16.4 |
| SWIR      | 4.1         | 1.8             | 9.2           | 5.0  |
| RGB_NIR_735nm | 0.9 | 0.0 | 4.4 | 1.7 |
| RGB_NIR_850nm | 4.7 | 0.2 | 10.6 | 5.1 |
| RGB_NIR_940nm | 3.1 | 0.0 | 16.3 | 6.4 |
| RGB_NIR_1050nm | 3.8 | 0.0 | 18.1 | 7.3 |
| RGB_SWIR_940nm | 1.2 | 0.7 | 8.4 | 3.4 |
| RGB_SWIR_1050nm | 0.9 | 1.9 | 5.2 | 2.6 |
| RGB_SWIR_1200nm | 1.2 | 1.1 | 7.5 | 3.2 |
| RGB_SWIR_1300nm | 0.2 | 0.9 | 6.9 | 2.6 |
| RGB_SWIR_1450nm | 0.2 | 1.1 | 1.0 | 0.7 |
| RGB_SWIR_1550nm | 0.3 | 0.6 | 0.0 | 0.3 |
| RGB_SWIR_1650nm | 0.5 | 0.5 | 0.8 | 0.6 |

NIR combination also works very well in some cases. As for the attacks in impersonation attack protocols, most of the channel seems to work well. Most of the methods fail to correctly identify obfuscation attacks, and they are indeed much harder to identify.

The fusion experiments performed show that using channels together in an early fusion strategy provides more accurate results compared to score fusion and feature fusion in general. In most cases, the performance degraded when the models were fused in score level or feature level as opposed to stacking at the input level.

Experiments with different image resolutions reveal important aspects useful for practical deployment scenarios. The accuracy of the models degraded only at very low resolutions, meaning that PAD systems could achieve competitive performance with a low-resolution SWIR sensor in the hardware, since the cost of the sensor decreases a lot with a lower sensor resolution.

For reliable use of face recognition, the PAD modules used should be robust against unseen attacks. Hence the evaluation of various channels against unseen attacks is of specific importance from a security perspective. It was observed that the RGB-SWIR model achieves remarkable performance in unseen attack protocol.

Intrigued by the success of SWIR, and specifically RGB-SWIR models, we performed further experiments to understand which wavelength is more informative. This experiment was performed in both NIR and SWIR channels (Table. 13 and Table. 12). Interestingly, RGB_SWIR_1450nm achieved comparable performance to RGB-SWIR in both unseen and known attack protocol. Not surprisingly, the SWIR wavelength 1450nm is closer to a characteristic feature of water absorption, which explains the robustness of this particular wavelength. Indeed, this makes the separation of skin from other attack instruments easier, even when the sensor resolution is low. One could opt for a low-resolution SWIR camera with a high-resolution RGB camera, keeping the cost low retaining the good performance.

In this study, we have focused on the analysis of channels and image resolutions. Further, this study can be extended to other image degradations like quantization of channels, the dynamic range of sensors, and the effect of noise.

6 CONCLUSIONS

In this work, we analyze the usage of different channels in PAD and perform an extensive set of experiments in terms of channels used and the resolution requirements of channels. We have shown that the combination of RGB and SWIR leads to excellent performance in both seen and unseen attacks. In general, the SWIR channel performs well in detecting challenging obfuscation attacks, and the NIR channel performs well in detecting impersonation attacks. The combination of RGB and SWIR shows excellent performance gain compared to the performance of their individual performance. Further, it was observed that the resolution requirements for the SWIR channel can be very low and this paves the way for designing compact and cheap multi-channel systems for PAD in high-security applications. We hope that the results from the experiments reported in this paper will act as pointers for sensor selection for secure face recognition applications. Though the experiments have been conducted on one architecture only, the source code to perform these experiments are made publicly available making it possible to reproduce and extend the work with new architectures.
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