The superfluid insulator transition of ultra-cold bosons in disordered 1d traps

Ronen Vosk and Ehud Altman
Department of Condensed Matter Physics, The Weizmann Institute of Science, Rehovot, 76100, Israel
(Dated: January 19, 2013)

We derive an effective quantum Josephson array model for a weakly interacting one-dimensional condensate that is fragmented into weakly coupled puddles by a disorder potential. The distribution of coupling constants, obtained from first principles, indicate that weakly interacting bosons in a disorder potential undergo a superfluid insulator transition controlled by a strong randomness fixed point [Phys. Rev. Lett. 93, 150402 (2004)]. We compute renormalization group flows for concrete realizations of the disorder potential to facilitate finite size scaling of experimental results and allow comparison to the behavior dictated by the strong randomness fixed point. The phase diagram of the system is obtained with corrections to mean-field results.

I. INTRODUCTION

A number of recent experiments have investigated the properties of Bose condensates in disordered traps\(^1\)\(^-\)\(^3\) and thereby revived the theoretical interest\(^4\)\(^-\)\(^7\) in a fundamental unsolved problem: what is the fate of Anderson localization in the presence of interactions and strong quantum correlations? The problem is particularly intriguing in one dimension where disorder alone or interactions alone would have a profound effect on the physics.

One way to tackle the problem is to start from the harmonic fluid (Luttinger liquid) description of a uniform interacting Bose gas\(^8\), then add disorder to it as a small perturbation. Using this approach Giamarchi and Schultz\(^9\) predicted a superfluid-insulator quantum phase transition that occurs at a universal value of the Luttinger parameter, or correlation decay exponent. This approach is justified a priori if the chemical potential set by the interactions is much larger than the disorder strength. However, most experiments are in the opposite limit of weak interactions, where the disorder acts to fragment the condensate invalidating the Luttinger liquid description. The non-interacting ground state is also a bad starting point. This state, in which all particles occupy the lowest single-particle localized state, is unstable to adding even the weakest interaction. The absence of a simple basis from which to formulate a perturbation expansion makes the limit of weakly interacting bosons inherently strongly correlated.

In this paper we derive from first principles a low energy effective model of the disordered quantum gases in the form of a random Josephson junction array. Such a model was assumed in previous work, coauthored by one of us\(^4,10,11\), as a starting point for a real-space renormalization group (RSRG) analysis\(^12,13\). This analysis predicts a superfluid insulator transition controlled by a strong randomness fixed point, distinct from the transition described by Giamarchi and Schultz\(^9\). However the connection between the quantum gas in the disorder potential and the effective Josephson array model has not been established.

Starting from the microscopic random potential for the atoms, we show how the condensate fragments into mesoscopic puddles. We derive the distribution of Josephson couplings between the puddles and of the charging energies within them. This is done for two different regimes of the disorder potential: rough and smooth potential as compared to the healing length and to the single particle localization length of the condensate (see Fig. 1). Remarkably in both cases the distribution of weak links is determined by atypical long barriers.

![FIG. 1: Schematic sketch of the disorder potential and condensate fragmentation. (a) Regime of smooth disorder – typical puddles are much larger than the healing length. (b) A rough disorder is effectively smoothed by the healing length or single particle localization length. In both cases the distribution of weak links is determined by atypical long barriers.](image-url)
II. THE MODEL AND MAPPING TO JOSEPHSON ARRAY MODEL

Our starting point for the theoretical analysis is the continuum boson hamiltonian

\[ H = \int dx \psi^\dagger \left( -\frac{\nabla^2}{2m} - V(x) - \mu \right) \psi + u \psi^\dagger \psi^\dagger \psi \psi \]  

(1)

Here \( u \) is the effective contact interaction and \( V(x) \) is a random potential assumed to be gaussian and characterized by the auto-correlation function \( \langle V(x)V(x') \rangle = V_0^2 e^{-(|x-x'|^2)/\sigma} \).

For a given chemical potential, the potential landscape is filled with particles up to the chemical potential, forming local superfluid puddles (see Fig. 1(a)). Each puddle is assumed to be characterized by a single phase \( \varphi_i \) and occupation number \( N_i \) which are non-commuting operators. We would like to map the physics of this system to an effective random Josephson junction array model

\[ H = \frac{1}{2} \sum_i U_i N_i^2 - \sum_i J_i \cos(\varphi_{i+1} - \varphi_i) \]  

(2)

Here \( U_i \) is the inverse capacitance, or charging energy of a puddle \( i \) and \( J_i \) is the Josephson coupling between puddles \( i \) and \( i + 1 \).

The Josephson couplings can be obtained from the mean field Gross-Pitaevskii (GP) solution of (1). The formula for the superfluid stiffness of a one-dimensional condensate in terms of the GP wavefunction \( \psi \) is (see appendix A and Ref. 14)

\[ \rho_{MF}^{-1} = \frac{m}{\hbar^2} \int_0^L dx \frac{1}{|\psi|^2} \]  

(3)

This integral is dominated by deep minima of \( \psi \) that occur between neighboring puddles. We can compute the stiffness as a sum over those saddle point contributions \( \rho_{MF}^{-1} = 1/N_{sp} \sum J_i^{-1} \), where the \( J_i \) are interpreted as the Josephson couplings between puddles and \( N_{sp} \) is the number of deep minima. More generally, the integral (3) can be subdivided into sub-regions of order of the correlation of \( |\psi(x)|^2 \) to obtain a distribution of local phase stiffness. The same analysis can be used to obtain the effective Josephson array from a density profile measured in experiment. We emphasize that this is a method to obtain the local phase stiffness \( J_i \) between puddles, which enter the effective Hamiltonian (2). The true thermodynamic stiffness can then be calculated only within the quantum Hamiltonian (2). In general it will be renormalized downward compared to the mean field stiffness (3) because of phase slips induced by the charging terms \( U_i \).

We shall compute \( \psi(x) \) using a simple approximation to the GP equation, which allows us to obtain analytic results for the distributions of coupling constants. The results will be checked against the distributions obtained by exact numerical calculation of the GP ground state.

We distinguish two regimes according to the ratio between the length scale \( \sigma \) of disorder potential fluctuations to the natural correlation length on which the condensate amplitude \( |\psi|^2 \) can adopt to the external changes. The latter is determined by the minimum of two natural scales: (i) the localization length of non interacting particles at zero energy \( \zeta = (\hbar^4/V_0^2\sigma m^2)^{1/3} \) and (ii) The healing length of the condensate \( \xi_h = \hbar/\sqrt{m(\mu + V_0)} \).

The case of smooth disorder, where \( \sigma \) is the largest scale is conceptually somewhat simpler, and we shall therefore start the analysis from this regime. Later we will show that the rough disorder limit can be treated in an analogous way.

A. Smooth disorder

In a smooth potential, the condensate has appreciable amplitude only where the potential dips below the chemical potential. These regions define the superfluid puddles as illustrated in Fig. 1(a). Josephson coupling between puddles is induced by tunneling under the potential barriers separating them.

Using Eq. (3) and the WKB approximation (see appendix B) we obtain the coupling constants:

\[ J = \sqrt{\frac{|V_1 V_2|}{\pi \mu}} \frac{0.64\hbar^2}{mu} e^{-\frac{1}{2} \int_{x_1}^{x_2} dx \sqrt{2m(V(x)-\mu)}}. \]  

(4)

Here \( x_i \) denote the two edges of the barrier, defined by \( V(x_i) - \mu = 0 \) and \( V_i = (dV/dx)_{x=x_i} \). Hence the Josephson coupling is composed as a product of three random variables \( J \sim y_1 y_2 T \), where \( y_i = \sqrt{|V_i|} \) and \( T \) is the exponential factor.

The macroscopic stiffness of the chain is determined by weak Josephson links that arise from atypically large barriers, much longer than the disorder correlation length \( \sigma \). For such barriers, the variables \( y_1 \), which depends on the left edge of the barrier, \( y_2 \) which depends on the right edge of it, and \( T \) which depends on the potential in the bulk of the barrier, are essentially independent. We can therefore obtain the distribution of each of the three variables separately in order to construct the distribution of \( J \).

To compute the statistics of the exponential factor in (4) for long barriers, we can split the integral to a sum on segments of size \( \sigma \) on which the potential is approximately constant

\[ I = \int_{x_1}^{x_2} dx \sqrt{2m(V(x)-\mu)} \approx \sigma \sum_{i=1}^{l} \sqrt{2m(V_i - \mu)}. \]  

(5)

Here \( V_i > \mu \) are independent random variables, distributed as

\[ P_\mu(V) = \frac{1}{q_\mu \sqrt{2\pi V_0^2}} e^{-V^2/2V_0^2}. \]  

(6)
\[ q_\mu = (2\pi)^{-1/2} \int_{0}^{\infty} \frac{d\mu}{\sqrt{V_0 \mu}} \exp(-\lambda^2/2) \] is the probability to find a potential \( V(x) > \mu \). At the same time, the probability for a barrier of length \( l \) is \( p(l) = \frac{\mu}{\sqrt{V_0 \mu}} \exp(-\lambda l/\mu) \), that is, the probability of having \( l \) consecutive segments with \( V_i > \mu \). Note that in the 2nd (approximate) equality we moved to a continuous (approximate) equality we moved of the distribution below \( \Omega_0 \).

The tail of the distribution of the sum \( I \) is dominated by large \( \delta l \) (not by large \( N \) since the distribution of \( V \) has a much faster decay). We can therefore apply the central limit theorem to express \( I \) as a function of just two independent random variables \( I(l, \eta) = \sigma (k l + y \delta \kappa \sqrt{l}) \), where \( \kappa \) and \( \delta \kappa \) are the average and standard deviation respectively of \( \sqrt{2m(V - \mu)} \) over the distribution \( P_\mu(V) \). \( y \) is a gaussian variable with zero mean and unit variance.

Given the distributions of \( l \) and \( \eta \) it is a straightforward exercise to compute the probability distribution of the exponential factor \( T = \exp(-I(l, \eta)/\hbar) \). In the limit of small \( T \) we find \( P(T) = AT^n \), with the exponent \( \chi \)

\[ \chi = -1 + \frac{1}{\sqrt{2}} \left( \frac{\zeta}{\sigma} \right)^3 \delta \kappa^2 \left( \sqrt{\delta \kappa^2 \ln q_\mu - \kappa} \right) \] (7)

and the pre-factor

\[ A = -\ln q_\mu - \frac{1}{2} \left( \frac{\zeta}{\sigma} \right)^3 (\sqrt{\delta \kappa^2 \ln q_\mu - \kappa})^{-1/2} \] (8)

as expressed in terms of the rescaled parameters \( \kappa = \sqrt{2mV_0} \delta \kappa (\mu/V_0) \) and \( \delta \kappa = \sqrt{2mV_0} \delta \kappa (\mu/V_0) \). A rigorous derivation of the distribution \( P(T) \) (see appendix C) gives essentially the same result as the more heuristic derivation presented above.

The distribution of Josephson couplings may depend also on the distribution of the pre-factors \( y_i = \sqrt{|V_i^*|} \). Because the potential is a gaussian variable, \( y_i \) is distributed as \( p(y) \propto y \) at small values of \( y \). Consequently, the distribution of Josephson coupling at small values of \( J \) is given by \( J = y_1 y_2 \sigma = (A/\Omega_0)(J/\Omega_0)^\alpha \) with \( \alpha = \min(\chi, 1) \). The power-law holds up to the cutoff scale \( \Omega_0 \) determined by the pre-factor of (4). Using the typical value \( V^* \sim V_0/\sigma \) we have \( \Omega_0 \approx 0.4(\hbar^2/\sigma)(V_0/\sigma u) \).

Note that some of the junctions in the effective model are actually formed with \( V > \Omega_0 \) and therefore lie beyond the power-law distribution. However puddles separated by these strong junctions can be made to join by making larger effective puddles in the same spirit of the real-space RG. If the charging energies are concentrated well below \( \Omega_0 \), which we shall see is the natural situation in experiments, then the process of removing strong links does not modify the exponent \( \alpha \) of the distribution below \( \Omega_0 \) and we only obtain a normalized distribution for \( J \in [0, \Omega_0] \):

\[ P_0(J) = \Omega_0^{-1}(\alpha + 1)(J/\Omega_0)^\alpha. \] (9)

When comparing to experiments it is important to take into consideration the physical length of the condensate and translate it to the number of junctions in the effective Josephson array. By dividing the total length \( L \) to the average size of a junction and barrier we find the number \( N_\ast = (L/\sigma)q_\mu(1 - q_\mu) \). But as noted, some of the junctions lie above the cutoff \( \Omega_0 \). After removing the strong junctions, as described above, we are left with \( N_0 = N_\ast \int_0^{\Omega_0} dJ P(J) = N_\ast (\alpha + 1) \) junctions which follow the pure power-law distribution (9). This number turns out to be only slightly \( (\approx 10) \) lower than the total number of junctions \( N_\ast \) for chemical potentials \( \mu \lesssim V_0 \). In practice it is therefore sufficient to take \( N_\ast \) as the starting number of junctions.

The charging energy of a puddle can be found using Thomas-Fermi approximation for the wavefunction of the puddle \( \psi(x) = \sqrt{[\mu - V(x)]/\hbar} \). The total number of particles is \( N_i = \int_{x_1,i}^{x_2,i} |\psi|^2 dx \) and the total energy of the puddle is \( E_i = \frac{\mu}{2} \int_{x_1,i}^{x_2,i} |\psi|^4 dx \) where \( x_1,i \) and \( x_2,i \) are the edges of the puddle. The charging energy is related to the chemical potential by \( \mu = U_i N_i \). Using the equations for \( N_i \) and \( E_i \) one can show that

\[ U_i = N_i^{-1} \frac{\partial E_i}{\partial N_i} - N_i^{-1} \frac{\partial E_i}{\partial \mu} \left[ \frac{\partial N_i}{\partial \mu} \right]^{-1} = u/L_i \] (10)

which depends on the length of the puddle \( L_i \) but not on the puddle’s shape.

We can compute the distribution of charging energies \( U_i \) in the array from that of the lengths \( L_i \) of the superfluid puddles. Since puddles are exactly complementary to barriers, the distribution of puddle sizes is the same as that computed above for the barrier lengths with \( \mu \) replaced by \( 1 - q_\mu \). The resulting distribution of charging energies is

\[ F_0(U) = \frac{f_0}{\Omega_0} \left( \frac{\Omega_0}{U} \right)^2 e^{-f_0 \Omega_0/U + f_0}, \]

\[ f_0 = -u/(\sigma \Omega_0) \ln(1 - q_\mu) \] (11)

where the cutoff scale \( \Omega_0 \) was estimated above.

The distributions of the charging energies (11) and of the Josephson coupling constants (9) are precisely the stable solutions of the RG equations for the disorder distributions. The flow of these distributions, substituted as initial conditions to the RG equations will therefore be greatly simplified: from the full functional flow to a flow of only two parameters \( \alpha \) and \( f_0 \). Such analysis will be described in section III.

Finally we note that the results above are written in terms of the chemical potential, whereas the average density is often easier to obtain from experiments. Given the gaussian distribution of the potential and using the Thomas-Fermi approximation it is straight forward to obtain the relation between the two as

\[ \rho = \frac{V_0}{u} \left[ \frac{\mu}{V_0} (1 - q_\mu) + \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2} \left( \frac{\mu}{V_0} \right)^2} \right]. \] (12)
the same analysis, using Eq. (3), can be done to translate in-situ density profiles measured in experiments to a distribution of Josephson coupling constants. The inset of Fig. 2 shows the exponent of the power-law as a function of the chemical potential derived from both the analytic and the numerical solutions. The approximate analytic result is seen to be in almost perfect agreement with the exact numerical calculation, though the former is rigorously controlled only for positive values of the chemical potential.

III. RG FLOW AND RELATION TO EXPERIMENTS

We have now derived an effective Josephson array model for bosons in a disorder potential that can be fed into the real-space RG framework of Ref. 4. The real-space RG consists of gradually eliminating sites with the largest charging energy $U_i$ or Josephson coupling $J_i$. The remaining sites are described by the same Hamiltonian (2) with renormalized probability distribution of the charging energies and the Josephson coupling constants.

The flow of the effective disorder with decreasing energy scale is described by a set of integro differential equations for the distributions of coupling constants. Remarkably the distributions of coupling constants $P_0(J)$ and $P_0(U)$, derived above from the microscopics, are precisely self similar solutions to these equations$^4$. Therefore, when feeding these distributions as initial conditions to the RG equations the physics is fully determined by the flow of the two parameters $f_0(\Gamma)$ and $\alpha(\Gamma)$ with the running RG scale

$$\frac{df_0(\Gamma)}{d\Gamma} = f_0(\Gamma) - f_0(\Gamma) [\alpha(\Gamma) + 1]$$

$$\frac{d\alpha(\Gamma)}{d\Gamma} = -[\alpha(\Gamma) + 1] f_0(\Gamma)$$

where $\Gamma = \log (\Omega_0/\Omega)$.

The flow proceeds along the trajectories

$$f_0 = \alpha - \ln [\alpha + 1] + \epsilon$$

shown in Fig. 3, where $\epsilon$ labels the trajectory. The initial conditions $f_0(\Gamma = 0)$ and $\alpha(\Gamma = 0)$ of the flow were derived above from the microscopic potential. The phase transition is crossed by changing the chemical potential or the disorder strength, which moves the initial point across the separatrix $\epsilon = 0$.

In Fig. 3 we demonstrate the RG flow derived for two realistic setups of $^{87}$Rb condensates with disorder produced by a random speckle potential similar to Ref. 1. Trap parameters are detailed in the figure caption and the disorder correlation length is taken to be the speckle size $\sigma \approx 0.26 \mu m$. The system is in the rough disorder regime in both cases. Experiments with atom-chip traps are in the opposite, smooth disorder, regime$^{18}$. But as we have shown, this leads to the same universal behavior on large scales.
We also note that the specific structure of speckle potentials, non-gaussianity and spatial correlations, has known implications on Anderson localization. For example, emergence of pseudo mobility edges\textsuperscript{19,20}. However the exact structure of the speckle potential does not significantly affect the calculation of the Josephson elements. First, the Josephson elements are induced by tunneling of states under a long barrier and do not involve high energy states near the effective mobility edges. Second the exact probability distribution of \( V \) and in particular the fact that it is asymmetric does not enter the calculation in any important way. For our general framework to be applicable, the probability distribution of \( V \) should decay faster than \( e^{-\sqrt{V/V_0}} \) at large positive \( V \). If the decay is slower, then the weak links are not determined by rare long barriers but rather by the less rare high barriers. Using the exact structure of speckle potential in place of the Gaussian potentials used here, will result in a small change of the computed parameters \( \alpha \) and \( f_0 \), but not to a change in the form of the distributions.

We can now also address the finite size of the system. For condensates of increasing length the RG flow should be terminated at decreasing energy scales, i.e. further along the flow, when all the elements in the effective Josephson array have been eliminated. The red squares on the flow trajectories in Fig. 3 demonstrate termination points corresponding to condensates of length 20, 100 and 500 \( \mu m \). The calculated values of physical observables, such as the superfluid stiffness or the compressibility\textsuperscript{11}, should be recorded at the termination points and compared to the experimental measurements. To further characterize the critical point it would be interesting to study the coherence properties of the disordered condensate that can be extracted from interference experiments\textsuperscript{21}. This will require a generalization of the theory of fringe statistics\textsuperscript{22,23} to the case of disordered condensates.

### IV. PHASE DIAGRAM

Above we have established a direct link between the microscopic model of bosons in a disordered potential and the renormalization group flow of the random Josephson array at strong disorder. This now allows us to compute the phase diagram in the space of microscopic parameters, the dimensionless interaction and the disorder strength, at strong disorder. The transition line in that space is given by the set of models that map onto points on the separatrix as initial conditions for the RG flow in Fig. 3.

The separatrix is given in terms of the RG flow parameters by Eq. (14) with \( \epsilon = 0 \). We replace \( f_0 \) by its value as a function of the microscopic parameters (11) to obtain

\[
\alpha(\mu) - \ln [\alpha(\mu) + 1] = -\frac{4}{3} \hat{u}^2 \ln (1 - q_\mu). \tag{15}
\]

where \( \mu = \mu/E_s \) and \( \hat{u} = u/E_s \zeta_c \). The right hand side of the equation encodes the effect of quantum fluctuations, induced by the charging energies, which cause the bending of the separatrix to positive values of \( \alpha \). By contrast, the mean field stiffness vanishes only for \( \alpha \leq 0 \).

The difference between the actual transition and the mean field approximation is most apparent when we plot the phase boundary in the space \( \mu \) versus \( \hat{u} \). In the regime of rough disorder, the disorder strength enters only through the energy \( E_s \). Therefore in this limit Eq. (15) charts a universal phase boundary in the space \( (\mu, \hat{u}) \). We can change \( \mu \) independently of the interaction \( u \) by tuning the density. However in the classical (Gross-Pitaevskii) solution the interaction enters only through the chemical potential, and so within this approximation the system becomes insulating below a critical chemical potential \( \mu_\ast \approx 0.47 \) independent of \( \hat{u} \). On the other hand the condition (15) gives the transition line

\[
\hat{u}(\mu) = \mu_\ast + 0.89\hat{u} - 0.54\hat{u}^2 + O(\hat{u}^3) \tag{16}
\]

showing a non trivial dependence on \( \hat{u} \) as a correction to the mean field result. The system is insulating for chemical potentials below the transition line. To obtain the formula (16) we have expanded both sides of Eq. (15) to quadratic order in \( \mu - \mu_\ast \).

We stress that the quantum corrections stem from quantum phase slips, generated by the charging term in the effective Hamiltonian (2). The RG flow accounts for such phase slips through decimation of sites with large

\[
\text{FIG. 3: Real-space RG flow obtained from realistic setups with disorder produced by speckle potentials. The two sets of trajectories correspond to different values of the transverse frequency } \omega_L \text{ of the quasi one-dimensional trap potential and } 1d \text{ boson density } \rho, \omega_L = 0.66 \text{ KHz(2 KHz) and } \rho = 25(4) \text{ atoms per } \mu \text{m in the upper (lower) trajectories. The transition (thick line) is crossed by varying the intensity of the speckle potential } V_0 \text{ as shown on the figure. The red boxes on the upper (red) trajectories mark where the flow should be terminated for condensates of total length 20, 100 and 500 } \mu \text{m.}
\]
charging energies, which is accompanied by renormalization of the local Josephson couplings. By contrast Bogoliubov theory, being a quadratic expansion around the GP solution, cannot give rise to renormalization of the stiffness and therefore does not result in a correction to the mean field phase diagram.

We can now find the phase diagram in the space of disorder strength versus interaction. The disorder in the rough limit is parameterized by \( D = V_0^2 \sigma = E_0^2 \xi_0 \). To obtain a universal phase diagram (i.e. independent of density and particle species) we turn to dimensionless parameters normalizing energies by the degeneracy scale \( T_d = \hbar^2 \rho^2 / 2m \) and length scales by the inverse density. Hence we use \( \tilde{D} = D \rho / T_d^2 \) and \( \tilde{u} = u \rho / T_d \).

As a first step we express Eq. (16) as a condition on the density rather than the chemical potential by using the equation of state (12)

\[
\dot{\rho} \approx 0.49 / \tilde{u} + 1.00 - 0.54 \tilde{u} + O \left( \tilde{u}^2 \right) \tag{17}
\]

where \( \dot{\rho} = \rho \zeta \). Finally, noting that \( u = \tilde{u} / \rho \) and \( D = 1 / \rho^2 \) we can obtain the phase boundary in terms of \( \tilde{u} \) and \( \tilde{D} \) from (17) using a simple change of variables. This gives the asymptotic phase boundary for weak interactions

\[
\sqrt{\tilde{D}} \approx 1.70 \tilde{u}^{3/4} - 1.81 \tilde{u}^{5/4} + O \left( \tilde{u}^{7/4} \right). \tag{18}
\]

In order to obtain the phase boundary at larger interaction strengths we take the exact form of the separatrix from Eq. (15) and use the exact equation of state (12) and solve the equation numerically. The phase boundary obtained in this way is shown in Fig. 4. It has the asymptotic form given by Eq. (18) at weak interactions. The mean field criterion \( \alpha = 0 \), without the quantum corrections, gives only the first term in the expansion (18), i.e. \( \sqrt{\tilde{D}}_{MF} \approx 1.70 \tilde{u}^{3/4} \). This mean field transition line, previously found in Refs. [24] and [6] is also plotted on Fig. 4 for comparison with the actual transition.

The phase boundary calculated using the mapping to a random Josephson array cannot be continued to arbitrarily strong interactions. Moving on the line given by Eq. (18) toward stronger interactions corresponds to moving the initial point of the RG flow on the separatrix shown in Fig. 3 from the point \( \alpha = f_0 = 0 \) toward higher values of \( \alpha \). This is tantamount to decreasing the disorder on the effective Josephson array, which makes the starting point of the RG flow gradually less controlled. Specifically, at the dimensionless interaction strength \( \tilde{u} \gtrsim 1.5 \) the exponent \( \alpha \) reaches the value \( \alpha \sim 1 \). This can serve as a characteristic value beyond which the distribution of Josephson links becomes narrow and where the real space RG approach is not justified a priori.

To complement the phase diagram found in the weak interaction limit, we also obtain the phase boundary between the superfluid and the insulator in the regime of weak disorder. This is done using the perturbative RG flow of Giamarchi and Schulz\(^9\)

\[
\frac{dK}{dl} = \frac{1}{2} \tilde{D}, \quad \frac{d\tilde{D}}{dl} = (3 - 2K^{-1}) \tilde{D} \tag{19}
\]

Here we used the convention of Ref. [9] for the Luttinger parameter \( K \). By dividing the two equations, the separatrix of the flow is easily found to be given by \( \tilde{D} = 6(K - K_0) - 4 \ln(K/K_0) \), where \( K_0 = 2/3 \) is the value of the Luttinger parameter at the fixed point. Now, using the relation of the bare Luttinger parameter (i.e. \( K \) of the clean system) to the microscopic interaction in the relevant regime \( K^{-1} \approx 1 + 4 / \tilde{u} \),\(^{25}\) we obtain the approximate phase boundary \( \sqrt{\tilde{D}} \approx (8 - \tilde{u}) / 12 \sqrt{2} \). Of course this approach is justified only as long as the disorder strength \( \tilde{D} \) is smaller than 1. The global phase diagram inferred from both the strong and weak disorder limits is plotted in Fig. 4.

V. CONCLUSIONS

In this paper we derived an effective quantum Josephson array model starting from a realistic microscopic model of bosons in a one dimensional random potential. The distributions (9) and (11) of the effective coupling constants obtained in this way are precisely the stable solutions of the real-space RG found in Ref. 4. Their flow is determined by a strong randomness fixed point, which controls a quantum phase transition between a superfluid and insulating phase.
The ab-initio mapping from microscopic models of bosons in a random potential to precise initial conditions for the RG flow allows to make quantitative predictions and thereby can facilitate experimental detection of the new critical point. This can be done for example by measuring the finite size scaling behavior of the phase correlations in interference experiments. The results can be directly checked for consistency with the finite size scaling implied by the RG flow near the critical point.

Bridging the gap between the microscopic physics and the RG flow of the Josephson array model allowed us to predict a phase diagram (Fig. 4) in the space of microscopic parameters, disorder and interaction strength, which is valid in the regime of weak interactions. The microscopic parameters, disorder and interaction strength, the RG flow of the Josephson array model allowed us directly checked for consistency with the finite size scalings in interference experiments. The results can be ensuring the finite size scaling behavior of the phase correlation for the RG flow allows to make quantitative predictions for the bosons in a random potential to precise initial conditions.

Appendix A: Superfluid Stiffness

The Gross-Pitaevskii energy functional of the wavefunction $\psi(x) = \sqrt{\rho(x)} e^{i\varphi(x)}$ can be written as:

$$E_\Phi[\rho, \varphi] = \int_0^L dx \left( \frac{\rho}{2m}(\partial_x \varphi)^2 - \lambda \int_0^L dx \partial_x \varphi \right) + \int_0^L dx \left( \frac{(\partial_x \rho)^2}{4m\rho} + V(x)\rho + \frac{1}{2}\mu \rho^2 \right)$$

(A1)

where $\lambda$ is a Lagrange multiplier that can be used used to enforce a phase twist $\Phi = \int_0^L \partial_x \varphi$ along the length of the condensate. For $\Phi = 0$ the ground state has uniform phase and can be chosen to be real $\psi_0 = \sqrt{\rho_0}$. The energy of this state is $E_0 = E_0[\rho_0]$.

The superfluid stiffness is proportional to the quadratic change of the energy with a small twist $\Phi$

$$\rho_s = L \left( \frac{\partial^2 E}{\partial \Phi^2} \right)_{\Phi=0}.$$ 

(A2)

To compute $\rho_s$ we write the ground state wave-function in presence of the twist as $\psi_\Phi(x) = \sqrt{\rho_0 + \delta \rho(x)} e^{i\varphi(x)}$, and expand the energy to quadratic order in the changes $\delta \rho$ and $\partial_x \varphi$

$$E_\Phi = E_0 + O(\delta \rho)^2 + \int_0^L dx \left( \frac{\rho_0}{2m}(\partial_x \varphi)^2 - \lambda \partial_x \varphi \right).$$

(A3)

We now note that the phase twist $\Phi$ led to a proportional phase gradient $\partial_x \varphi$, while the change in the local density must be quadratic $\delta \rho \propto \Phi^2$. This is because $\rho$ is even under time-reversal whereas $\Phi$ is odd. Therefore the change in energy due to distortion of the density by the twist is proportional to $\Phi^4$ and does not contribute to the stiffness.

Minimizing (A3) with respect to the phase gradient we have

$$\partial_x \varphi(x) = -\frac{m}{\hbar^2} \frac{\lambda}{|\psi_0|^2}$$

(A4)

and $\lambda = -\frac{\hbar^2}{m} \frac{\Phi}{\int_0^L |\psi_0|^{-2} dx}$ is obtained by imposing the constraint. By substituting back in Eq. (A3) we finally obtain the superfluid stiffness

$$\rho_s = \frac{\hbar^2}{m} \frac{1}{\int_0^L |\psi_0|^{-2} dx}.$$ 

(A5)

Appendix B: Josephson Coupling

Using the above equation for the SF-stiffness, we may calculate the effective Josephson coupling of two neighboring SF puddles. The energy of the coupled puddles is $E \sim J \cos(\Phi_1 - \Phi_2)$. Therefore, it can be related to the SF stiffness of the system in the region between the two puddles by

$$J_{12} = \rho_s/L = \frac{\hbar^2}{m} \frac{1}{\int_{x_1}^{x_2} |\psi_0|^{-2} dx},$$

(B1)

where $x_1$ ($x_2$) is the left (right) edge of the barrier between the two SF puddles. We are left with the problem of finding the wave-function in the region between the two puddles. This is done in a way similar to the calculation in Ref. 27.

since the wave-function amplitude is small under the barrier, the interaction term $u|\psi|^2$ is negligible. The wavefunction follows a linear Schrödinger equation and it can be approximated using the WKB approximation

$$\psi_0(x) = \frac{C_1}{\sqrt{\kappa(x)}} e^{-\int_{x_1}^{x} dy \kappa(y)} + \frac{C_2}{\sqrt{\kappa(x)}} e^{\int_{x}^{x_2} dy \kappa(y)}$$

(B2)

with $\kappa(x) = \sqrt{\frac{2m}{\hbar^2} \left[ \mu - V(x) \right]}$ and $\mu$ the chemical potential. The effect of the puddles enters through the prefactors $C_1$ and $C_2$. These are determined by the matching conditions of the WKB wave-function with the wavefunction inside the puddles.
In the regime where the healing length of the puddles $\xi_h$ is smaller than the size of the puddles, we may use the Thomas-Fermi (TF) wave-function inside the puddles $\psi_0(x) = \sqrt{\frac{\mu-V(x)}{u}}$. However, the TF-approximation breaks down at distances closer than $\sim \xi_h$ from the edge of the puddles. In this narrow region the potential can be taken to be linear, and since the amplitude is small we can again drop the interaction term. The solutions to the Schrödinger equation in this region are Airy functions, which we can match with the WKB wavefunction and with the TF wave-functions on the two sides. This gives the constants:

$$C_i = \sqrt{\frac{|V'(x_i)|}{2\mu}} e^{i/3} A_i \left[ \frac{2^{-2/3}}{A_i} \right] \approx 0.4 \sqrt{|V'(x_i)| / \mu}. \quad (B3)$$

Having obtained the wave-function $\psi_0(x)$ we are in position to compute the superfluid stiffness using (B1). Because $\psi_0$ is exponentially suppressed in the middle of the barrier the integrand $|\psi_0|^2$ is strongly peaked suggesting the use of a saddle point approximation to evaluate the integral. We write the integral as $\int dx |\psi_0(x)|^2 = \int dx \sqrt{x} e^{f(x)} \approx \int dx \delta(x) e^{f(x) + i/2} f'(x) |x-x_0|^2$, with the obvious definition of $f(x)$. We approximate it using a saddle point approximation around $x_0$ which is the position of the maximum of $f(x)$. By differentiating $f(x)$ one can show that $x_0$ satisfies $f''(x_0) = -2k^2(x_0)$ and $e^{-i/2} f'(x_0) = 2\sqrt{C_i C_2 e^{-i/2} f'_s(x_0)}$. Using these in the saddle point approximation, the Josephson coupling is found by gaussian integration

$$J_{12} = \frac{4}{\sqrt{\pi}} \frac{\hbar^2}{m} C_1 C_2 e^{-\int_s^2 dx \delta(x)}. \quad (B4)$$

$J$ is the product of the tunneling coefficient, denoted by $T$, and a non-trivial pre-factor.

**Appendix C: Distribution of the tunneling coefficient**

The tunneling coefficient $T$ is the exponential factor in eq. (B4)

$$T = e^{-\int_s^2 dx \sqrt{\frac{2m}{\hbar^2} [\mu-V(x)]}}. \quad (C1)$$

We shall approximate the integral in the exponent as a sum on segments of size $\sigma$, the correlation length of the potential, and take $V(x) = V_i$, a constant on each segment

$$I = \int_{x_1}^{x_2} dx \sqrt{\frac{2m}{\hbar^2} [V(x) - \mu]} \approx \sigma \sum_{i=1}^I \sqrt{\frac{2m}{\hbar^2} [V_i - \mu]} \equiv \sum_{i=1}^I z_i. \quad (C2)$$

The distribution of the potential in each segment is given by the conditional probability

$$P_{\mu}(V) = P(V \mid \mu) = \frac{1}{q_{\mu} \sqrt{2\pi V_0^2}} e^{-V^2/2V_0^2}, \quad (C3)$$

where $q_{\mu} = P(V > \mu)$ is the integrated probability for the potential to be higher than the chemical potential $\mu$. The number of summands $I = (x_2 - x_1) / \sigma$ is a random variable in itself with the distribution

$$p(I) = \frac{1}{q_{\mu}^I} (1 - q_{\mu}) \approx |\ln q_{\mu}| \exp(-|\ln q_{\mu}|) \quad (C4)$$

In the last equality we have taken the continuum limit of $I$. This is not expected to affect the distribution of $T$ in the limit of small $T$, since this tail is controlled by large values of $I$.

We can now derive the probability distribution of the sum $I$. Formally it is given by

$$P(I) = \int_0^\infty dp(I|l)p(l) \quad (C5)$$

where $p(I|l)$ is the conditional probability of $I$ given a barrier length $l$. Since $I$ for a given $l$ is a sum of independent identically distributed random variables the characteristic function $\Phi_I$ is simply related to the characteristic function of each term $z_i$ as $\Phi_I(t) = \phi_z(t)^I$. The conditional distribution $p(I|l)$ is given by the inverse fourier transform of the characteristic function

$$p(I|l) = \frac{1}{2\pi} \int_{-\infty}^{\infty} dt \exp(-itI)\phi_z(it)^l \quad (C6)$$

Putting together Eqs. (C4), (C5) and (C6) we get

$$p(I) = \frac{1}{2\pi} \int_0^\infty dl \int_{-\infty}^{\infty} dt e^{-ilt} \phi_z(t)^l |\ln q_{\mu}| e^{-|\ln q_{\mu}|} = \frac{|\ln q_{\mu}|}{2\pi} \int_{-\infty}^{\infty} dt \int_{-\infty}^{\infty} dl e^{-l|\ln q_{\mu} - \ln \phi_z(t)|} = \frac{|\ln q_{\mu}|}{2\pi} \int_{-\infty}^{\infty} dl e^{-l\ln |\ln q_{\mu} - \ln \phi_z(t)|} = \frac{1}{2\pi i} \int_{-\infty}^{\infty} dl e^{-\tau l\ln |\ln q_{\mu} - \ln \phi_z(-\tau)|}.$$

In the last line we changed variable $\tau = it$, and integrated over the imaginary axis in the complex plane.

We can close the integration contour at infinity over the right semi-circle, where the integrand decays exponentially, without changing the integral (see Fig. 5). The contributions to the integral then come from the poles at the points $\tau_i$ having a positive real part

$$p(I) = \sum_{i, \Re(\tau_i) > 0} e^{-\tau_i I} \text{Res} \left( \frac{1}{\ln q_{\mu} + \ln \phi_z(-\tau)} \right)_{\tau_i}. \quad (C7)$$

The points $\tau_i$ are zeros of the denominator and therefore obey the equation $\phi_z(-\tau) = 1/q_{\mu}$. We shall now prove a theorem regarding the solutions of the above equation. This theorem will enable us to predict the tail of the distribution of $T$.

**Theorem 1.** The pole condition $\phi_z(-\tau) = 1/q_{\mu}$ has a real solution $\tau_0 > 0$. All other solutions $\tau_i$ satisfy $\Re \tau_i > \tau_0$. 

Proof. First, we prove the first part of the theorem. Using the definition of the characteristic functions with real argument \( \tau \) we get the pole condition

\[
\int_0^\infty dz e^{\tau z} p(z) = 1/q_\mu. \tag{C8}
\]

Note that the lower limit of the integration is zero and not \(-\infty\) since \( p(z < 0) = 0 \). \( q_\mu \) is a probability, hence the R.H.S. of (C8) is larger than 1. The integral on the L.H.S. converge for any real \( \tau \) since \( p(z) \) decays faster then any exponential. By differentiation one can show that this integral is a monotonically increasing smooth function of \( \tau \). For \( \tau = 0 \) it is 1. Therefore, there is always some real \( \tau_0 > 0 \) which satisfies the pole condition.

We prove the second part of the theorem by contradiction. Let us assume that there is a complex pole at \( \tau_i = a + ib \) with \( a \leq \tau_0 \). Both \( \tau_i \) and \( \tau_0 \) obey the pole condition, and so \( \phi(-i\tau_0) = 1/q_\mu = \phi(-i\tau_i) \). Using the definition of the characteristic functions this equality can be written as:

\[
0 = \int_0^\infty dz (e^{\tau_0 z} - e^{\tau i z}) p(z)
= \int_0^\infty dz e^{az} (e^{(\tau_0-a)z} - e^{ibz}) p(z) \tag{C9}
\]

Now, by our assumption that \( a \leq \tau \) the real part of the expressions in the brackets above is positive (it may be zero on a discrete set of points if \( a = \tau_0 \)). Since all other factors in the integrand are non-negative, we conclude that the integral cannot vanish, which contradicts our assumption. Therefore we must have \( a = Re \tau_i > \tau_0 \). \( \Box \)

The distribution of \( T \) as \( T \to 0 \) is determined by the tail of the distribution \( p(I) \) and it is therefore dominated by the pole \( \tau_0 \) with smallest real part. This pole must be real according to the above theorem. It follows, by change of variables, that the distribution of \( T \) behaves as a power-law in the limit of small \( T \). That is, \( P(T) = AT^{\tau_0 - 1} \), where \( A \) is the residue of the pole at \( \tau_0 \).

To obtain the numerical value of the exponent we have to find a real solution to the pole condition. This is done by expanding the log of the characteristic function in powers of \( \tau \)

\[
\ln[\phi(\tau)] = \sum_{n=1}^{\infty} \frac{\tau^n}{n!} \kappa_n, \tag{C10}
\]

where \( \kappa_n \) is the \( n^{th} \) cumulant of the distribution \( p(z_i) \). The first two cumulants are \( \kappa_1 = \langle z_i \rangle = \bar{z}_i \) and \( \kappa_2 = \langle z_i^2 \rangle - \langle z_i \rangle^2 = \delta z_i^2 \). In general, the expansion has some finite radius of convergence. We will come back to this point later.

Plugging the expansion in the pole condition \( \phi(-i\tau) = 1/q_\mu \) gives the infinite series equation

\[
\sum_{n=1}^{\infty} \frac{\tau^n}{n!} \kappa_n + \ln q_\mu = 0. \tag{C11}
\]

To approximate the real zero we truncate the series and find the zeros of the resulting polynomial. The zeros of the truncated polynomials have the following properties\(^{28} \):

1. If the zero is within the radius of convergence, the truncated polynomial will converge to the true zero as the length of the polynomial is increased.
2. If the zero is outside the radius of convergence, it will not be found.
3. Zeros of the polynomial which are not really zeros of the infinite series will cluster along the radius of convergence. We call these zeros spurious zeros.

Since the real zero that we look for is generally within the radius of convergence, we may truncate the series to approximate its value. We keep only the first two terms of the cumulant expansion, which gives us a 2nd order
polynomial, with the positive solution
\[ \tau_0 \approx -\bar{z}_i + \sqrt{\bar{z}_i - 2\delta \bar{z}_i^2 \ln q_\mu}, \tag{C12} \]

and the residue, which is also the pre-factor of the power-law tail
\[ \text{Res} \left( \frac{1}{\ln q_\mu - \ln (\phi_i(\tau))} \right) \approx -\ln q_\mu \frac{1}{\sqrt{\bar{z}_i - 2\delta \bar{z}_i^2 \ln q_\mu}}, \tag{C13} \]

Taking higher orders of the polynomial changes the position of the real pole only slightly. In fact, \( \tau_0 \) is approximated by (C12) with less than 0.03% error. All other zeros of the polynomial cluster along the radius of convergence, as expected. This is demonstrated for expansion up to 31st order in fig. 6 for \( \mu = 0 \).
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