Studying chirality imbalance with quantum algorithms
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To describe the chiral magnetic effect, the chiral chemical potential \( \mu \) is introduced to imitate the impact of topological charge changing transitions in the quark-gluon plasma under the influence of an external magnetic field. We employ the \((1+1)\) dimensional Nambu-Jona-Lasinio (NJL) model to study the chiral phase structure and chirality charge density of strongly interacting matter with finite chiral chemical potential \( \mu \). In a quantum simulator. By performing the Quantum imaginary time evolution (QITE) algorithm, we simulate the \((1+1)\) dimensional NJL model on the lattice at various temperature \( T \) and chemical potentials \( \mu \). We find that the quantum simulations are in good agreement with analytical calculations as well as exact diagonalization of the lattice Hamiltonian.

I. INTRODUCTION

In quantum chromodynamics (QCD), several major challenges have gained considerable attention, including how the vacuum structures of QCD are affected in extreme environments [1]. QCD research in hot and dense conditions is of great importance, not only from a purely theoretical perspective, but also for its numerous applications to the studies of the quark matter in the ultradense compact stars [2–8], and the Quark-Gluon Plasma (QGP) which is abundantly produced in relativistic collisions of heavy ions [9, 10].

Besides the effects of finite \( T \) and \( \mu \), the influence of a strong magnetic field \( B \) is an exciting topic relevant to phenomenology in relativistic heavy-ion collisions, where strong magnetic fields are generated in non-central collisions [12–17]. Many studies have been conducted on the effect of magnetic fields on the QCD vacuum [18–24], and it has been determined that magnetic fields \( B \) act as a catalyst of dynamical chiral symmetry breaking [25–27]. In the presence of a magnetic field, a finite current is induced along the direction of the field lines due to the anomalous production of an imbalance between right- and left-handed quarks, namely that the number of right-handed quarks \( N_R \) is not equal to the number of left-handed quarks \( N_L \). This effect is known as the Chiral Magnetic Effect (CME) [28–30].

The axial anomaly and topological objects in QCD are
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More precisely, \( N_R \) the number of right-handed quarks minus the number of left-handed antiquarks, with \( N_L \) defined analogously.
phase transition, the Nambu-Jona-Lasinio (NJL) model [59, 60] has been playing an important role for many years [5, 61–70]. As an effective model for QCD, the NJL model is amenable to analytical calculations at finite temperature $T$ and chemical potentials $\mu$ and $\mu_5$.

In recent years, lattice QCD simulations have significantly improved our understanding of the QCD phase diagram at zero or small chemical potentials $\mu$ [71–76]. However, as a result of the sign problem [77], at finite $\mu$, Monte-Carlo simulation is unable to be directly applied because the fermion determinant becomes complex, and its phase fluctuations prohibit its interpretation as a probability density [71]. As a result, the sign problem is a fundamental impediment to comprehending the phase structure of nuclear matter. This is, however, not a flaw in QCD theory, but rather in the attempt to mimic quantum statistics via the functional integral using a classical Monte Carlo approach.

Fortunately, as indicated in [56, 78], the statistical properties of a quantum computer can be used to obviate the necessity for a Monte Carlo study by modeling the lattice system on a quantum computer. And there have been abundant developments in applying quantum computing to solving physics problems. In recent years, it has been shown that using the current generation of Noisy Intermediate-Scale Quantum (NISQ) technology that quantum computers can solve complex problems like simulating thermal properties [79–89], evaluating ground states and real-time dynamics [78, 90–104], modeling many-body systems and relativistic effects [105–145], etc. Though digital quantum simulations on thermal physical systems were researched earlier on, finite-temperature physics is less well-known and still has to be improved on quantum computers [146]. Several algorithms for imaginary time evolution on quantum computers, both with and without ansatz dependency, have been introduced in recent years. In particular, the Quantum Imaginary Time Evolution (QITE) algorithm applies a unitary operation to simulate imaginary time evolution and has been performed to simulate energy and momentum Imaginary Time Evolution (QITE) algorithm used for the quantum simulation.

Next, we provide a brief introduction of the (1 + 1)-dimensional Nambu-Jona-Lasinio (NJL) model, and present the lattice discretization of the NJL Hamiltonian. In Sec. II, we first briefly introduce the (1 + 1)-dimensional Nambu-Jona-Lasinio (NJL) model, and present the lattice discretization of the NJL Hamiltonian. Next, we provide a brief introduction of the QITE algorithm used for the quantum simulation.

A. The NJL model in (1 + 1) dimensions

The NJL model was defined in [59, 60] with the Lagrangian density

$$\mathcal{L}_{\text{NJL}} = \bar{\psi}(i\partial - m)\psi + g \left[ (\bar{\psi}\psi)^2 + (\bar{\psi}i\gamma_5\psi)^2 \right],$$

where $m$ and $g$ represent the bare quark mass and coupling constant, respectively, and $\partial \equiv \gamma^\mu \partial_\mu$. The explicit representation of the (1 + 1)-dimensional Clifford algebra \(\{\gamma^\mu, \gamma^\nu\} = 2\eta^{\mu\nu}\) used in this work is

$$\gamma_0 = Z, \quad \gamma_1 = -iY, \quad \gamma_5 = \gamma_0\gamma_1 = -X$$

where the Pauli gates are

$$X = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad Y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad Z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$$

A simplified version of the NJL Model, the Gross-Neveu (GN) model [149], is given by

$$\mathcal{L} = \bar{\psi}(i\partial - m)\psi + g(\bar{\psi}\psi)^2.$$  

To study the chiral phase transition and chirality imbalance in the GN model, we introduce additional terms related to non-zero chemical potential $\mu$ and chiral chemical potential $\mu_5$, which mimics the chiral imbalance between right- and left-chirality quarks coupled with the chirality charge density operator $n_5 = \bar{\psi}\gamma_0\gamma_5\psi$. Therefore, the modified Lagrangian is

$$\mathcal{L} = \bar{\psi}(i\partial - m)\psi + g(\bar{\psi}\psi)^2 + \mu\bar{\psi}\gamma_0\psi + \mu_5\bar{\psi}\gamma_0\gamma_5\psi.\quad (5)$$

In our previous work [148], we have studied the behavior of the chiral condensate $\langle \bar{\psi}\psi \rangle$ at $\mu_5 = 0$ with finite and non-zero temperature $T$ and chemical potential $\mu$. The Hamiltonian $\mathcal{H} = i\bar{\psi}\partial_\lambda\psi - \mathcal{L}$ corresponding to Eq. (5) is given by

$$\mathcal{H} = \bar{\psi}(i\gamma_1\partial_1 + m)\psi - g(\bar{\psi}\psi)^2 - \mu\bar{\psi}\gamma_0\psi$$

$$- \mu_5\bar{\psi}\gamma_0\gamma_5\psi. \quad (6)$$

For clarification, when we mention “NJL model” in this work, we refer to the Hamiltonian given in Eq. (6).
As in our previous work [148], we first use a staggered fermion field \( \chi_{2n} \), \( \chi_{2n+1} \) to discretize the Dirac fermion field \( \psi(x) \). With the lattice spacing \( a \) and \( n = 0, \ldots, N/2 - 1 \) where \( N \) is an even integer, one has [150–155]

\[
\psi(x) = \frac{1}{\sqrt{a}} \left( \begin{array}{c} \chi_{2n} \\ \chi_{2n+1} \end{array} \right) .
\] (7)

Therefore, one obtains the following discrete approximations of the various operators appearing in the Hamiltonian \( H = \int dx \mathcal{H} \) where periodic boundary conditions are considered,

\[
\int dx \bar{\psi} i \gamma_1 \partial_1 \psi = a \sum_{n=0}^{N/2-1} \psi_n^\dagger i \gamma_0 \partial_1 \psi_n
\]

\[
= -\frac{i}{2a} \left[ \sum_{n=0}^{N/2-1} \left( \chi_n^\dagger \chi_{n+1} - \chi_{n+1}^\dagger \chi_n \right) \right]
\]

\[
+ \left( \chi_{N-1}^\dagger \chi_0 - \chi_0^\dagger \chi_{N-1} \right) ,
\] (8)

\[
\int dx \bar{\psi} \psi = a \sum_{n=0}^{N/2-1} (\psi_n^\dagger \gamma_0 \psi_n)^2
\]

\[
= \frac{1}{a} \sum_{n=0}^{N/2-1} \left( \chi_{2n}^\dagger \chi_{2n} - \chi_{2n+1}^\dagger \chi_{2n+1} \right)^2
\]

\[
- \frac{2}{a} \sum_{n=0}^{N/2-1} \left( \chi_{2n}^\dagger \chi_{2n+1}^\dagger \chi_{2n+1} \chi_{2n} \right)
\]

\[
+ \frac{1}{a} \sum_{n=0}^{N/2-1} \left( \chi_n^\dagger \chi_n \right)^2 ,
\] (9)

\[
\int dx (\bar{\psi} \psi)^2 = a \sum_{n=0}^{N/2-1} (\psi_n^\dagger \gamma_0 \psi_n)^2
\]

\[
= \frac{1}{a} \sum_{n=0}^{N/2-1} \left( \chi_{2n}^\dagger \chi_{2n} - \chi_{2n+1}^\dagger \chi_{2n+1} \right)^2
\]

\[
- \frac{2}{a} \sum_{n=0}^{N/2-1} \left( \chi_{2n}^\dagger \chi_{2n+1}^\dagger \chi_{2n+1} \chi_{2n} \right)
\]

\[
+ \frac{1}{a} \sum_{n=0}^{N/2-1} \left( \chi_n^\dagger \chi_n \right)^2 ,
\] (10)

\[
\int dx \bar{\psi} \gamma_0 \psi = a \sum_{n=0}^{N/2-1} \psi_n^\dagger \gamma_0 \psi_n
\]

\[
= \sum_{n=0}^{N/2-1} \chi_n^\dagger \chi_n ,
\] (11)

\[
\int dx \bar{\psi} \gamma_0 \gamma_5 \psi = a \sum_{n=0}^{N/2-1} \psi_n^\dagger \gamma_5 \psi_n
\]

\[
= - \sum_{n=0}^{N/2-1} \left( \chi_{2n}^\dagger \chi_{2n+1} + \chi_{2n+1}^\dagger \chi_{2n} \right) .
\] (12)

Subsequently, the Hamiltonian in Eq. (6) becomes

\[
H = \int dx \left[ m + i \gamma_1 \partial_1 - \mu \gamma_0 - \mu_5 \gamma_0 \gamma_5 \right] \psi - g (\bar{\psi} \psi)^2
\]

\[
= m \sum_{n=0}^{N/2-1} (-1)^n \chi_n^\dagger \chi_n - \frac{i}{2a} \left[ \sum_{n=0}^{N/2-1} \left( \chi_n^\dagger \chi_{n+1} - \chi_{n+1}^\dagger \chi_n \right) \right]
\]

\[
+ \left( \chi_{N-1}^\dagger \chi_0 - \chi_0^\dagger \chi_{N-1} \right) - \mu \sum_{n=0}^{N/2-1} \chi_n^\dagger \chi_n
\]

\[
+ \mu_5 \sum_{n=0}^{N/2-1} \left( \chi_{2n}^\dagger \chi_{2n+1} + \chi_{2n+1}^\dagger \chi_{2n} \right) - \frac{g}{a} \sum_{n=0}^{N/2-1} \left( \chi_n^\dagger \chi_n \right)^2
\]

\[
+ \frac{2g}{a} \sum_{n=0}^{N/2-1} \left( \chi_{2n}^\dagger \chi_{2n+1} \chi_{2n+1}^\dagger \chi_{2n} \right)^2 .
\] (13)

In order to implement the Hamiltonian to a quantum circuit, we write down the spin representation of the Hamiltonian using the Jordan-Wigner transformation [156],

\[
\chi_n = \frac{X_n - iY_n}{2} \prod_{\mu=0}^{n-1} (-iZ_\mu) ,
\] (14)

where \( X_n \), \( Y_n \) and \( Z_n \) are the Pauli-X, Y and Z matrices acting on the \( n \)-th lattice site. In such spin representation, the discrete approximations of the relevant operators are then given by

\[
\int dx \bar{\psi} i \gamma_1 \partial_1 \psi = \sum_{n=0}^{N/2-1} \frac{1}{4a} (X_n X_{n+1} + Y_n Y_{n+1})
\]

\[
+ \frac{(-1)^{N/2}}{4a} (X_{-N-1} X_0 + Y_{-N-1} Y_0) \prod_{i=1}^{N/2-2} Z_i ,
\] (15)

\[
\int dx \bar{\psi} \psi = \sum_{n=0}^{N/2-1} (-1)^n Z_n ,
\] (16)

\[
\int dx (\bar{\psi} \psi)^2 = -\frac{1}{2a} \sum_{n=0}^{N/2-1} (\mathbb{1} + Z_{2n})(\mathbb{1} + Z_{2n+1})
\]

\[
+ \frac{1}{2a} \sum_{n=0}^{N/2-1} (\mathbb{1} + Z_n) ,
\] (17)

\[
\int dx \bar{\psi} \gamma_0 \psi = \sum_{n=0}^{N/2-1} Z_n ,
\] (18)

\[
\int dx \bar{\psi} \gamma_0 \gamma_5 \psi = \frac{1}{2} \sum_{n=0}^{N/2-1} (X_{2n} Y_{2n+1} - Y_{2n} X_{2n+1}) .
\] (19)

In Eqs. (15) and (17), we have imposed periodic boundary conditions. With the relations in Eqs. (15)–(19), we decompose the total \((1+1)\)-dimensional NJL Hamiltonian into 6 pieces, writing \( H = \sum_{j=1}^{6} H_j \) with

\[
H_1 = \sum_{n=0}^{N/2-1} \frac{1}{4a} (X_{2n} X_{2n+1} + Y_{2n} Y_{2n+1}) ,
\] (20)

\[
H_2 = \sum_{n=1}^{N/2-1} \frac{1}{4a} (X_{2n-1} X_{2n} + Y_{2n-1} Y_{2n})
\]

\[
+ \frac{(-1)^{N/2}}{4a} (X_{-N-1} X_0 + Y_{-N-1} Y_0) \prod_{i=1}^{N/2-2} Z_i ,
\] (21)
\[ H_3 = \frac{m}{2} \sum_{n=0}^{N-1} (-1)^n Z_n, \]  
\[ H_4 = \frac{g}{2a} \left( \sum_{n=0}^{N-1} (1 + Z_2n)(1 + Z_{2n+1}) - \sum_{n=0}^{N-1} (1 + Z_n) \right) \]  
\[ H_5 = -\frac{\mu}{2} \sum_{n=0}^{N-1} Z_n, \]  
\[ H_6 = -\frac{H_5}{2} \sum_{n=0}^{N-1} (X_{2n}Y_{2n+1} - Y_{2n}X_{2n+1}). \]  

Finally, with the decomposition of the Hamiltonian shown in Eqs. (20)–(25), we are able to perform the Suzuki-Trotter decomposition [157, 158] to study the effects of the chiral chemical potential \( \mu \) and chirality charge density \( n_5 \) of the \((1+1)\)-dimensional NJL model on a quantum simulator.

### B. Quantum imaginary time evolution algorithm

In this section, we introduce the quantum imaginary time evolution (QITE) algorithm [159], which is use for evaluating the temperature dependence of the NJL model for various values of the baryochemical potential \( \mu \) and chiral chemical potential \( \mu_5 \). As pointed out in [159], compared with other techniques for quantum thermal averaging procedures [160–163], the QITE algorithm is advantageous in generating thermal averages of observables without any ancillae or deep circuits. Moreover, the QITE algorithm is more resource-efficient and requires exponentially less space and time in each iteration than its classical equivalents.

Generally, for a given Hamiltonian \( H \), one can approximate the (Euclidean) evolution operator \( e^{-\beta H} \) by applying the Suzuki-Trotter decomposition [157, 158]

\[ e^{-\beta H} = \left( e^{-\Delta \beta H} \right)^N + O(\Delta \beta^2), \]  

where \( \Delta \beta \) is a chosen imaginary time step and \( N = \beta / \Delta \beta \) is the number of iterations needed to reach imaginary time \( \beta = 1/T \) with temperature \( T \). However, since the evolution operator \( e^{-\Delta \beta H} \) is not unitary, it cannot be implemented as a sequence of unitary quantum gates. In order to compute the Euclidean time evolution of a state \( |\Psi\rangle \) on a quantum computer, one needs to approximate the action of the operator \( e^{-\Delta \beta H} \) by some unitary operator. Fortunately, the QITE algorithm provides a procedure for doing this.

In the QITE algorithm, to approximate the Euclidean time evolution of \( |\Psi\rangle \), a Hermitian operator \( \hat{A} \) is introduced such that the effect of the non-unitary operator \( e^{-\Delta \beta H} \) on a quantum state \( |\Psi\rangle \) is replicated by the unitary operator \( e^{-i\Delta \beta A} \), namely

\[ \frac{1}{\sqrt{c(\Delta \beta)}} e^{-\Delta \beta H} |\Psi\rangle \approx e^{-i\Delta \beta A} |\Psi\rangle, \]  

where the normalization \( c(\Delta \beta) = \langle \Psi | e^{-2\Delta \beta H} |\Psi\rangle \).

When \( \Delta \beta \) is very small, one is able to expand Eq. (27) up to \( O(\Delta \beta) \), truncating after the first nontrivial term. Then at imaginary time \( \beta \), the change of the quantum states under the operators \( e^{-\Delta \beta H} \) and \( e^{-i\Delta \beta A} \) per small imaginary time interval \( \Delta \beta \) can be represented by

\[ |\Delta \Psi_H(\beta)\rangle = \frac{1}{\Delta \beta} \left( \frac{1}{\sqrt{c(\Delta \beta)}} e^{-\Delta \beta H} |\Psi(\beta)\rangle - |\Psi(\beta)\rangle \right), \]  

\[ |\Delta \Psi_A(\beta)\rangle = \frac{1}{\Delta \beta} \left( e^{-i\Delta \beta A} |\Psi(\beta)\rangle - |\Psi(\beta)\rangle \right). \]

As proposed in [159], to determine the Hermitian operator \( \hat{A} \), we first parameterize it in terms of Pauli matrices as below

\[ A(\alpha) = \sum_{\mu} a_\mu \hat{\sigma}_\mu. \]  

Here \( \hat{\sigma}_\mu = \prod_l \sigma_{\mu,l} \) is a Pauli string and the subscript \( \mu \) labels the various Pauli strings. To evaluate the Hermitian operator \( \hat{A} \), we need to minimize the objective function \( F(\alpha) \) defined by

\[ F(\alpha) = ||| \langle \Delta \Psi_H(\beta) \rangle - \langle \Delta \Psi_A(\beta) \rangle |||^2 \]

\[ = \left( || \Delta \Psi_H(\beta) ||^2 + \sum_{\mu,\nu} a_\mu a_\nu \langle \Psi(\beta) \rangle \hat{\sigma}_\mu^\dagger \hat{\sigma}_\nu \langle \Psi(\beta) \rangle \right) + i \sum_{\mu} \frac{a_\mu}{\sqrt{c(\Delta \beta)}} \langle \Psi(\beta) \rangle \langle H \hat{\sigma}_\mu - \hat{\sigma}_\mu^\dagger H | \Psi(\beta) \rangle. \]

The first term \( || \langle \Delta \Psi_H(\beta) \rangle ||^2 \) is irrelevant to \( a_\mu \). Thus, we take the derivative with respect to \( a_\mu \) and set it equal to zero, yielding the linear equation \((S + ST) \alpha = b\), where the matrix \( S \) and vector \( b \) are defined by

\[ S_{\mu\nu} = \langle \Psi(\beta) \rangle \hat{\sigma}_\mu^\dagger \hat{\sigma}_\nu \langle \Psi(\beta) \rangle, \]

\[ b_\mu = -\frac{i}{\sqrt{c(\Delta \beta)}} \langle \Psi(\beta) \rangle \langle H \hat{\sigma}_\mu + \hat{\sigma}_\mu^\dagger H | \Psi(\beta) \rangle. \]

From this equation, we are able to solve for \( a_\mu \) and evolve an initial quantum state under the unitary operator \( e^{-i\Delta \beta A} \) to any imaginary time \( \beta \) by Trotterization.

\[ |\Psi(\beta)\rangle = \left( e^{-i\Delta \beta A} \right)^N |\Psi(0)\rangle + O(\Delta \beta). \]

In the remainder of this section, we compare the performance of the QITE algorithm to the Variational Quantum

2 Recall that quantum states are represented by rays \( \{ \alpha |\Psi\rangle : \alpha \in \mathbb{C} \} \) in a Hilbert state, not by the vectors themselves, since the normalization/phase of the state vectors are nonphysical.
Eigensolver (VQE) algorithms in obtaining the ground-state energy of the (1+1)-dimensional NJL model defined above. As pointed out in [159], the QITE algorithm is efficient for calculating ground-state energies. In Fig. 1, we plot the ground-state energy with bare mass $m = 100$ MeV, chemical potentials $\mu = 100$ MeV and $\mu_5 = 10$ MeV at $g = 1$ and $g = 5$, respectively, as a function of the number of operation steps performed by the various algorithms. The VQE algorithms have been used to obtain many stellar results on NISQ hardware [164–167], sparking a lot of attention recently. However, the reliance on an ansatz limits the effectiveness of the algorithm, as the part of the Hilbert space that the VQE can scan is influenced by the specific variational ansatz used, and the classical component of the algorithm requires optimization as well. The QITE algorithm, on the other hand, does not need an ansatz and evolves the prepared state closer to the ground state after each time-step in a controlled manner. The state should converge to the ground state provided the initial state has some overlap with it, with a quantifiable error.

As presented in Fig. 1, we plot 500 operation steps for both QITE (blue points with curve) and VQE algorithms (light-blue, green and orange curves for various optimizers). For the QITE algorithm, we chose imaginary time step $\Delta \beta = 0.001$ and the quantum circuit is implemented in QFORTE [168], a quantum algorithms library based on PYTHON. For the VQE algorithm, operation steps are the optimizer steps and the results are given by VQE [169] of IBMQ [170], where various optimizers are applied for comparison with QITE simulations. One can find that the QITE algorithm reaches the ground-state energy at a higher accuracy in less operation steps compared to the optimizers of VQE shown in the plot. In fact, one can see that the error of the VQE implementations “levels off” at around 1%, a consequence of the variational ansatz scanning a set that is a finite distance from the true vacuum.

Besides calculating the ground state energy, another powerful application of the QITE algorithm is to simulating the temperature dependence of a thermal process. In this work, we will use the QITE algorithm introduced above to generate the thermal state $|\psi(\beta/2)\rangle$, then apply the following relation to obtain the thermal average of an observable $\hat{O}$,

$$\langle \hat{O} \rangle_\beta = \frac{\text{Tr}(e^{-\beta \hat{H}} \hat{O})}{\text{Tr}(e^{-\beta \hat{H}})} = \frac{\sum_{i \in S} \langle i | e^{-\beta \hat{H}/2} \hat{O} e^{-\beta \hat{H}/2} | i \rangle}{\sum_{i \in S} \langle i | e^{-\beta \hat{H}} | i \rangle}.$$  

(35)

Here $S$ is a complete set as the basis of the ground state [159]. Specifically, we will choose $\hat{O} = \bar{\psi} \gamma_0 \gamma_5 \psi$ and $\hat{O} = \bar{\psi} \gamma_0 \gamma_5 \gamma_5 \bar{\psi}$ for calculating the thermal average of chiral condensate $\langle \psi \bar{\psi} \rangle$ and chirality charge density $n_5 = \langle \bar{\psi} \gamma_0 \gamma_5 \gamma_5 \psi \rangle$.

![Energy convergence for QITE and VQE (g=1)](image)
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**FIG. 1.** Comparison between the QITE algorithms and VQE of various optimizers (QOBYLA, L_BFGS_B and SLSQP) for $g = 1$ (top panel) and $g = 5$ (bottom panel) to reach the ground state energy of the NJL Hamiltonian. We use 4 qubits for the NJL model with $m = 100$ MeV, $g = 1$, $\mu = 100$ MeV and $\mu_5 = 10$ MeV. For the VQE algorithm, the $x$-axis represents the number of optimization steps while for the QITE algorithms, the $x$-axis is the number of thermal evolution steps $x = \beta/\Delta \beta$ ($\Delta \beta = 0.001$). We chose three optimizers provided by QISKIT and set the maximum optimization steps as 500 for all optimizers.

**III. ANALYTICAL CALCULATION**

In this section, before reaching out to quantum simulations, we first provide the analytical calculations for the chiral condensate and chirality charge density at finite temperature $T$, baryochemical potential $\mu$ and chiral chemical potential $\mu_5$ using the Lagrangian provided in Eq. (5) by minimizing the thermodynamic (Landau) potential.
the Lagrangian is given by $\mathcal{L} = \mathcal{L}_{\text{eff}} + \mathcal{O}(\sigma^2)$, where

$$\mathcal{L}_{\text{eff}} = \bar{\psi}(i\slashed{D} - M + \mu \gamma_0 + \mu_5 \gamma_5) \psi - \frac{(M - m)^2}{4g}$$

$$= \mathcal{L}_{\text{Dirac}} - \mathcal{V},$$

where the potential $\mathcal{V}$ is related to the chiral condensate as well as the effective mass

$$\mathcal{V} = g(\bar{\psi}\psi)^2 = (M - m)^2/4g. \quad (39)$$

Following [2, 77], the Grand Canonical Potential $\Omega_{\text{Dirac}}$ of $\mathcal{L}_{\text{Dirac}}$ with mass $M$ is given in the following form

$$\Omega_{\text{Dirac}}(\mu, \mu_5, T; M) = \frac{2}{\pi} \sum_{s=\pm 1} \int_0^\infty \left[ T \ln(1 + e^{-\beta(\omega_{k,s} + \mu)}) + T \ln(1 + e^{-\beta(\omega_{k,s} - \mu)}) + \omega_{k,s} \right] dk,$$

where the energy spectrum of the free fermions $\omega_{k,s} = \sqrt{(k + s\mu_5)^2 + M^2}$ with $s = \pm 1$. Then, by adding the potential $\mathcal{V} = (M - m)^2/4g$, we obtain the grand canonical potential for the NJL model as follows

$$\Omega(\mu, \mu_5, T; M) = \mathcal{V} - \frac{2}{\pi} \sum_{s=\pm 1} \int_0^\infty \left[ T \ln(1 + e^{-\beta(\omega_{k,s} + \mu)}) + T \ln(1 + e^{-\beta(\omega_{k,s} - \mu)}) + \omega_{k,s} \right] dk. \quad (41)$$

Due to the divergent behavior of this quantity, one has to regularize it. In this work, for comparison with numerical results with the lattice spacing $a$, the natural momentum cutoff is $\Lambda = \pi/a$. With this hard momentum cutoff imposed for the integral shown in Eq. (41), one is able to determine the effective mass $M$ at fixed values of $\mu$, $\mu_5$ and $T$ numerically by minimizing $\Omega(\mu, \mu_5, T; M)$ in regard to $M$, namely solving the gap equation,

$$\frac{\partial \Omega(\mu, \mu_5, T; M)}{\partial M} = 0. \quad (42)$$

Then the chiral condensate is given by $\langle \bar{\psi}\psi \rangle = (m - M)/2g$ following Eq. (37).

As an example, in Fig. 2, we present the effective mass $M$ plot as a function of temperature $T$ and chiral chemical potential $\mu_5$ with bare mass $m = 100$ MeV, coupling constant $g = 5$, lattice spacing $a = 1$ MeV$^{-1}$ and chemical potential $\mu = 50$ MeV. As expected, at high $\mu_5$ or $T$, one has $M \to m$, corresponding to a restoration of chiral symmetry. Conversely, at low $\mu_5^2 + T^2$, one finds a dynamically generated mass of around $\Delta m \equiv M - m \sim 20$ MeV. Therefore, a free field theory is expected at asymptotically high temperatures/chemical potentials [149].

**B. The chirality charge density**

In a magnetic field, under the imbalance of right/left-handed chirality, a finite induced current is produced
along the magnetic field. Specifically, when the number of right-handed quarks, $N_R$ is unequal to that of the left-handed quarks $N_L$, positive charge is separated from negative charge along the magnetic field, which is the so-called “Chiral Magnetic Effect” [28–30]. The axial anomaly and topological objects in QCD are the fundamental physics of the CME. Unbalanced left- and right-handed quarks can produce observable effects that can be used to investigate topological $P$- and $CP$-odd excitations [36–39].

In Eq. (5), we have introduced an additional term with the chiral chemical potential $\mu_5$ coupled with the chirality charge density operator $n_5 = \bar{\psi}\gamma_0\gamma_5\psi$, which has been known as a distinctive characteristic in hot and dense QCD matter and is not conserved as a consequence of the chiral anomaly. In the presence of a chiral chemical potential $\mu_5$, a manifestation of the chiral imbalance, the non-vanishing finite chirality charge density $n_5$ is required for the CME effect and recognized as a unique property of hot and dense QCD matter. Despite the fact that the chiral chemical potential $\mu_5$ is introduced for studying topological charge fluctuations, it is considered as a time-independent quantity that represents the chiral imbalance. And the chirality charge density $n_5 = \langle \bar{\psi}\gamma_0\gamma_5\psi \rangle$ is a constant in the coordinates like the chiral condensate $\langle \bar{\psi}\psi \rangle$.

When describing the induced electric current density as a function of the chirality density, the relationship between $n_5$ and $\mu_5$ is important and the chirality charge density $n_5$ can be calculated by [1]

$$n_5 = -\frac{\partial \Omega(\mu, \mu_5, T; M)}{\partial \mu_5},$$

(43)

where the grand potential $\Omega(\mu, \mu_5, T; M)$ is given in Eq. (41). In the next section, we will present the analytical calculations of $n_5$ in comparison with QITE and exact diagonalization results.

IV. RESULTS

In this subsection, we study the finite temperature behaviors of the chiral condensate $\langle \bar{\psi}\psi \rangle$ and chirality charge density $n_5 = \langle \bar{\psi}\gamma_0\gamma_5\psi \rangle$ in the $(1+1)$-dimensional NJL model given in Eq. (13). As emphasized in previous sections, we apply a quantum algorithm to simulate the thermal behaviours of physical observables. To demonstrate the reliability of our simulations, we will provide all the result from three different approaches:

1. **QITE simulations** of the thermal observable;

2. **Exact diagonalizations** from the discretization of the NJL Hamiltonian;

3. **Analytical Hamiltonian** given by solving the gap equation numerically.

For the consistency among the three procedures, we have chosen the same bare mass $m = 100$ MeV and lattice spacing $a = 1$ MeV$^{-1}$. The coupling constant $g$ at $g = 1$ and $g = 5$ are applied for testing the effects of the four-fermion interaction term in the Lagrangian.

To apply the quantum circuits, many quantum simulation packages have been developed and give similar results for quantum simulations. These quantum simulators, such as **PYQUILL** [179] (Rigetti), **TEQUILA** [180], **Q#** [181] (Microsoft), **QISKIT** [182] (IBM), **QFORTE** [168], **XACC** [183], **FQE** [184] **CIRQ** [185], are **PYTHON** software libraries and the outputs are the expected outputs of an ideal quantum computer. One can find a list of general quantum simulation packages in [186] and some implementations of the quantum algorithms are listed in [187]. To execute the QITE algorithm, we construct a quantum circuit using the open-source software package **QFORTE** [168], where many useful quantum algorithms have been implemented.

A. Chiral condensate

To study the effects of the chiral imbalance on the chiral condensate at finite temperatures and chemical potentials, we present plots of the effective mass $M$ at various chemical potentials $\mu$, $\mu_5$ and temperatures $T$ in Figs. 3, 4 and 5, respectively. In Fig. 3, we compare the temperature dependence of the effective mass $M$ at $g = 1$ and $g = 5$ as a function of temperature $T$ at chiral chemical potential $\mu_5 = 0, 10, 30$ and $50$ MeV with a fixed baryochemical potentials $\mu \in \{0, 50, \cdots, 250\}$ MeV in each panel, where filled diamond points are given by the QITE algorithm, hollow circle points are from exact diagonalization and solid curve results are calculated analytically. Between $\mu = 100$ MeV and $\mu = 150$ MeV panels, the pattern of the effective mass changed from decreasing ($\mu \leq 100$ MeV) to increasing with temperature ($\mu \geq 150$ MeV). Also for $\mu \leq 100$ MeV panels, the effective mass $M$ at smaller $\mu_5$ is larger, while for $\mu \geq 150$ MeV panels, the effective mass $M$ at smaller $\mu_5$ is smaller.

In Fig. 4, we fix the value of chiral chemical potentials $\mu_5$ in each panel and plot the $M-T$ curves at various baryochemical potentials $\mu = 0, 50, \cdots, 250$ MeV at $g = 1$ and $g = 5$. A non-trivial phase transition at $100 < \mu < 150$ MeV is observed in all the panels and this has also been pointed out when interpreting Fig. 4. The patterns look similar at various $\mu_5$ and we find that at smaller $\mu_5$, the effective mass $M$ changes more rapidly as a function of $T$.

To better illustrate the effects of $\mu_5$, we present the effective mass $M$ as a function of chiral chemical poten-
Circle points are from exact diagonalization and solid curves QITE. Filled diamond points are given by \( \mu T \) (top panel) and \( \mu T \) (bottom panel) at a fixed chiral chemical potential \( \mu_5 \) in each panel.

FIG. 3. Chiral Condensate \( \langle \bar{\psi} \psi \rangle \) as a function of temperature \( T \) MeV at coupling constant \( g = 1 \) (top panel) and \( g = 5 \) (bottom panel) with a fixed chemical potential \( \mu \) in each panel. Filled diamond points are given by QITE algorithm, hollow circle points are from exact diagonalization and solid curves are calculated analytically.

FIG. 4. Chiral Condensate \( \langle \bar{\psi} \psi \rangle \) as a function of temperature \( T \) MeV at coupling constant \( g = 1 \) (top panel) and \( g = 5 \) (bottom panel) at a fixed chiral chemical potential \( \mu_5 \) in each panel. Filled diamond points are given by QITE algorithm, hollow circle points are from exact diagonalization and solid curves are calculated analytically.

FIG. 5. Chiral Condensate \( \langle \bar{\psi} \psi \rangle \) as a function of temperature \( T \) MeV at coupling constant \( g = 1 \) and \( g = 5 \). The effective mass changes slightly as the chiral chemical potential increases, indicating that the chiral chemical potential plays a lesser role in chiral symmetry breaking than the temperature and chemical potential, at least in this model. At \( \mu \leq 100 \) MeV, \( M \) is lower for higher temperature, which is expected by the asymptotic freedom. While as \( \mu \) increases, the effective mass \( M \) becomes smaller at lower temperatures.

B. Chirality charge density

In this subsection, we present the results for the chirality charge density \( n_5 \) using the QITE algorithm in comparison with analytical calculations as introduced in Sec. III B and exact diagonalization.

In Fig. 6, we plot the chirality charge density as a function of temperature \( T \) at coupling constant \( g = 1 \) and \( g = 5 \).
and $g = 5$. We use different colors to distinguish various chiral chemical potentials $\mu_5 = 0, 10, 30$ and 50 MeV and in each panel, the chemical potential $\mu$ is fixed at 0, 50, 100, $\cdots$ or 250 MeV. At $\mu_5 = 0$ MeV, one obtains $n_5 = 0$ since there is no other mechanism for generating a nonzero $N_5 = \bar{\psi}\gamma_0\gamma_5\psi = \psi_R^\dagger\psi_R - \psi_L^\dagger\psi_L$. As a result, only when $\mu_5 \neq 0$, there exists non-zero $n_5 = \langle N_5 \rangle.$

Similar to what was observed in the effective mass plots in Fig. 3, a non-trivial phase transition is observed between $\mu = 100$ MeV and $\mu = 150$ MeV. For $\mu \leq 100$ MeV, the chirality charge density decreases as temperature rises, while for $\mu \geq 150$ MeV, the chirality charge density first increases then drops and converges to 0 with
the increasing of temperature.

In Fig. 7, we plot the chirality charge density $n_5$ as a function of temperature $T$ at coupling constants $g = 1$ and $g = 5$. We use different colors to distinguish various chemical potentials $\mu \in \{0, 50, \cdots, 250\}$ MeV and in each panel, the chemical potential $\mu_5$ is fixed at 0, 10, 30 or 50 MeV. At $\mu_5 = 0$ MeV, the chirality charge density is 0 at all temperatures and chemical potentials, as expected from the previous figure. At non-zero $\mu_5$ values, the phase transition between $\mu = 100$ MeV and $\mu = 150$ MeV can also be observed: for $\mu \leq 100$ MeV, the chirality charge density begins at some non-zero value at $T = 0$ MeV and decreases with temperature, while for curves $\mu \geq 150$ MeV, the chirality charge density begins at 0 at $T = 0$ MeV and first increases before decreasing and converging to 0 with increasing temperature. At greater values of $\mu_5$, curves with $\mu \leq 100$ MeV begin at higher chirality charge densities.

In Fig. 8, we plot the chirality charge density $n_5$ as a function of chiral chemical potential $\mu_5$ at $g = 1$ (top panel) and $g = 5$ (bottom panel) with a fixed temperature $T$ in each panel.

or 200 MeV, and the chemical potential is fixed at $\mu = 0, 50, \cdots, 250$ MeV in each panel. At all chemical potentials $\mu$ and temperatures $T$, we see that (approximately) $n_5 \propto \mu_5$: the chirality charge density $n_5$ begins at 0 MeV at $\mu_5 = 0$ MeV, and increases linearly with $\mu_5$. The chiral chemical potential $\mu_5$, at least in this model, is thus a direct measure of chiral imbalance in the plasma.
Higher chemical potentials $\mu$ result in a slower increase of $n_5$ with $\mu_5$. Once again, a phase transition can be observed between $\mu \leq 100$ MeV and $\mu \geq 150$ MeV. For $\mu \leq 100$ MeV, at each $\mu_5$, $n_5$ decreases with increasing temperature. For $\mu \geq 150$ MeV, $n_5$ first increases with temperature from $T = 50$ MeV to $T = 100$ MeV, but then decreases from $T = 100$ MeV to $T = 200$ MeV.

V. CONCLUSION

In conclusion, using the QITE algorithm, we performed a quantum simulation for the chiral phase transition of the 1+1 dimensional NJL model at finite temperature, baryochemical potential and chiral chemical potential. Specifically, we use a 4-qubit quantum circuit to simulate the NJL Hamiltonian and find that the results among the digital quantum simulation, exact diagonalization, and analytical analysis are all consistent, implying that quantum computing will be a promising tool in simulating finite-temperature behaviors in the future for QCD.

The quantum simulations’ efficacy has been shown to be insensitive to the chemical potentials $\mu$ and $\mu_5$ (and possibly other external parameters), which opens up new possibilities for studying finite density effects in QCD and other field theories. Owing to technological constraints (nonperturbative dynamics, Monte Carlo failure due to the sign problem, etc.) restricting the use of typical computing methods, this element of quark physics remains substantially unexplored in comparison to other fields. With the development of scalable quantum computing technologies on the horizon, Lattice QCD calculations on quantum computers are becoming not only conceivable, but also practical.

This research, together with prior research, shows that NISQ quantum computers may produce consistent and correct answers to physical issues that cannot be solved efficiently or effectively using classical computing algorithms, reflecting bright prospects for future applications of quantum computing to non-perturbative QCD in the NISQ era and beyond.
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