Limiting Spectral Distribution of High-dimensional Hayashi-Yoshida Estimator of Integrated Covariance Matrix

Arnab Chakrabarti¹ | Rituparna Sen*²

¹Misra Centre for Financial Markets and Economy, Indian Institute of Management, Ahmedabad, GJ, India
²Applied Statistics Division, Indian Statistical Institute, Bangalore, KA, India

Correspondence
*Rituparna Sen, Indian Statistical Institute, Bangalore, KA, India. Email: ritupar.sen@gmail.com

Summary
In this paper, the estimation of the Integrated Covariance matrix from high-frequency data, for high-dimensional stock price process, is considered. The Hayashi-Yoshida covolatility estimator is an improvement over Realized covolatility for asynchronous data and works well in low dimensions. However, it becomes inconsistent and unreliable in the high dimensional situation. We study the bulk spectrum of this matrix and establish its connection to the spectrum of the true covariance matrix in the limiting case where the dimension goes to infinity. The results are illustrated with simulation studies in finite, but high, dimensional cases. An application to real data with tick-by-tick data on 50 stocks is presented.
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INTRODUCTION

Intraday financial data of multiple stocks are almost always nonsynchronous in nature. If not adjusted appropriately, nonsynchronous trading can affect multivariate stock price data analysis and the resulting inference quite heavily. The analysis of (intraday) financial data would fail to capture the reality of the financial market if the effect of asynchronicity is ignored. Despite this problem, intraday data are important to measure the (co)variance of daily log returns of a given set of securities and can offer additional information compared to the estimate obtained from daily financial data. This covariance is called integrated (co)variance (or integrated (co)volatility). For low-dimensional stock-price process, integrated covariance can be accurately estimated by the Hayashi-Yoshida estimator. But in case of high-dimensional data, it suffers from the same problems as any sample covariance matrix under high-dimensional set up. As a consequence, its eigenvalue spectrum deviates considerably from the population counterpart. In this study, we derive the limiting spectral distribution of the Hayashi-Yoshida estimator for high-dimensional data.

In 1979, T. W. Epps reported that stock return correlations decrease as the sampling frequency of data increase. This is one of the earliest manifestations of the problems caused by asynchronicity and is known as the Epps effect. Later the phenomenon has been reported in several studies of different stock markets and foreign exchange markets. This is primarily a result of asynchronicity of price observations and the existing lead-lag relation between asset prices. Empirical results showed that considering only the synchronous or nearly synchronous ticks mitigates the problem significantly. In several studies it was shown that asynchronicity can induce potentially serious bias in the estimates of moments and co-moments of asset returns, such as their means, variances, covariances, betas, and autocorrelation and cross-autocorrelation coefficients.
Integrated volatility is defined as the variance of the log return over a day of a given security. In fact, due to its high frequency, intraday financial data has been proven to be more efficient in measuring daily volatility when compared to daily financial data. For a single stock, Merton (1980) showed that the variance over a fixed interval can be estimated accurately as sum of squared realization as long as the data are available at sufficiently high sampling frequency. This estimator is known as Realized volatility. But often univariate modeling is not sufficient, it is also important to model the correlation dynamics between several assets. Hence one of the parameters of interest, to accurately estimate and infer about, is the integrated co-volatility or integrated covariance matrix. Analogous to the realized volatility, for a multivariate stock price process, the realized co-volatility matrix realized covariance matrix is defined. But the realized co-volatility matrix relies upon synchronous observations and can not be readily extended for asynchronous data. Therefore in order to evaluate the realized co-volatility, we have to first “synchronize” the data. Fixed clock time and refresh time samplings are two such synchronizing algorithms widely used in practice. But the realized covariance, evaluated on a synchronous grid, is biased. proposed an unbiased estimator of the Integrated co-volatility that is applicable on intraday data without a need for synchronization. We will call this estimator as the Hayashi-Yoshida estimator. Although in presence of microstructure noise Hayashi-Yoshida estimator is also biased, a bias-corrected version was developed.

Hayashi-Yoshida estimator has good asymptotic properties as long as the data comes from an underlying low-dimensional diffusion process. But as the dimension of the data increases the estimator becomes inefficient. Developing a good estimator of high dimensional co-volatility is challenging unless we impose some structure. A consistent and positive definite estimator is proposed based on blocking and regularization technique. The central idea is to obtain one large covariance matrix from a series of smaller covariance matrices, each based on different sampling frequency. Shrinkage estimator of the covariance matrix with optimal shrinkage intensity, which is also important for portfolio optimization, also reduces the estimation error significantly. Many other modified shrinkage estimator with good asymptotic properties are proposed and applied in financial context. The mixed frequency factor models, which uses high-frequency data to estimate factor co-volatility and low-frequency data to estimate the factor loadings, are also used to estimate high dimensional covariance matrices. The composite realized Kernel approach that estimates each entry of ICV matrix optimally (in terms of bandwidth and data loss) has been proposed and asymptotic properties are established. High-dimensionality affects the subsequent calculations of many important quantities based on covariance matrix showed that high-dimensionality affects the solution of Markowitz problem and results in underestimation of risk.

Instead of imposing a structure, an alternative avenue of investigating a high dimensional covariance matrix is to study its spectral distribution. established the limiting spectral distribution of realized covariance matrix obtained from synchronized data. Recently an asymptotic relationship has been established between the limiting spectral distributions of the true sample covariance matrix and noisy sample covariance matrix. studied the estimation of integrated covariance matrix based on noisy high-frequency data with multiple transactions using random matrix theory. obtained the limiting spectral distribution of the covariance matrices of time-lagged processes. The limiting spectral distribution of sample covariance matrix was also derived under VARMA(p,q) model assumption. In this paper, we establish the limiting spectral distribution for the Hayashi-Yoshida estimator which has not yet been studied. Rest of the paper is organized as follows. In section we discuss the background of the problem. Section deals with a very brief introduction to random matrix theory. In section we determine the limiting spectral distribution of high-dimensional Hayashi-Yoshida estimator. Simulated data analysis results are presented in section. The summary of this work and a brief discussion on some further directions are given in section.

2 INTEGRATED COVARIANCE MATRIX AND ASYNCHRONICITY

Suppose, we have $p$ stocks, whose price processes are denoted by $S^j_t$ for $j = 1, ..., p$. and define the $j$th log price process as $X^j_t := \log S^j_t$. Let $X_t = (X^1_t, ..., X^p_t)^T$. Then we can model $X_t$ as a $p$-dimensional diffusion process described as

$$dX_t = \mu_t dt + \sigma dW_t,$$

where $\mu_t$ is a $p$ dimensional drift process and $\sigma$ is a $p \times p$ matrix, called instantaneous co-volatility process. $W_t$ is a $p$ dimensional standard Brownian motion. The Integrated covariance (ICV) matrix, our parameter of interest, is defined by

$$\Sigma_p = \int_0^1 \sigma \sigma^T dt.$$
In univariate case, the most widely used estimator of integrated variance is called the \textit{Realized variance}. For \( p \) stocks, analogous covariance estimator can be defined in the following way.

### 2.1 Realized covariance

Note that the transactions in each stock occur at random time points. Let \( n_i \) be the number of observations for the \( i \)th stock. The arrival time of the \( l \)th observation of the \( i \)th stock is denoted by \( t_{i,l} \). When the observations are assumed to be synchronous i.e. \( t_{i,l} = t_l \) for \( \forall i \), the Realized Covariance (RCV) matrix can be defined as the following:

\[
\Sigma^{RCV}_p = \sum_{i=1}^{n} \Delta X_i \Delta X_i^T , \text{ where } \\
\Delta X_i = \begin{pmatrix} 
\Delta X_{1,i} \\
\Delta X_{2,i} \\
\vdots \\
\Delta X_{p,i}
\end{pmatrix} = \begin{pmatrix} 
X_{t_i} - X_{t_{i-1}} \\
X_{t_i} - X_{t_{i-1}} \\
\vdots \\
X_{t_i} - X_{t_{i-1}}
\end{pmatrix}
\]

### 2.2 Hayashi-Yoshida estimator

For asynchronous intraday data, the Realized covariance can not be directly calculated unless we synchronize the data by some ad hoc method. This means that we have to throw away some of the observations such that synchronized vectors of observations.
2.2.1 Hayashi-Yoshida covariance and Refresh-time sampling

Even though the Hayashi-Yoshida estimator does not require prior synchronization of intraday data, we will show that the estimator still throws away some of the data points. Moreover these data-points are exactly the same as thrown by refresh-time sampling. To see this let us consider the case as shown in Fig. 4. The Hayashi-Yoshida estimate is:

\[ \sigma^{HY}(X,Y) = \Delta x_1 \Delta y_1 + \Delta x_2 \Delta y_1 + \Delta x_2 \Delta y_2 + \Delta x_2 \Delta y_3 + \Delta x_3 \Delta y_3 + \Delta x_4 \Delta y_3 + \Delta x_5 \Delta y_3 \]
\[ = \Delta x_1 \Delta y_1 + \Delta x_2 \Delta y_1 + \Delta x_2 \Delta y_2 + \Delta x_2 \Delta y_3 + \Delta x_3 \Delta y_3 + \Delta x_4 \Delta y_3 + \Delta x_5 \Delta y_3 \]

But \( \Delta x_3 + \Delta x_4 + \Delta x_5 \) is just the difference between log-price at \( t_1 \) and log-price at \( t_1 \) which doesn’t require any information on stock price anytime in between. Therefore, although the Hayashi-Yoshida estimator doesn’t require presynchronization, it

\[ \text{FIGURE 2 Illustration of asynchronous arrival or transaction times for two stocks are shown. The opens at } t_0 = 0 \text{ and the corresponding stock price at time 0 can be taken as previous day’s closing price. Transaction times of the second stock are shown by rectangles. The returns on each interarrival (shown by braces) are denoted by } \Delta x_k = x_k - x_{k-1} \text{ and } \Delta y_l = y_l - y_{l-1}. \text{ When the intervals } (t_{i-1}^l, t_i^l) \text{ and } (t_{j-1}^l, t_j^l) \text{ have a nonempty intersection, } \Delta x_k \times \Delta y_l \text{ will contribute to the Hayashi-Yoshida covariance.} \]

1For this reason, synchronization methods can be expressed as a problem of choosing a set of sampling times \( \{t_1, t_2, ..., t_p\} \), from the set \( T = \{t_0^l, t_1^l, t_2^l, ..., t_n^l\} \). The corresponding price of each stock at \( t_i \) is taken as the price observed previous to \( t_i \).
actually throws away the exact same observation as thrown by refresh-time sampling. As a consequence, the value of Hayashi-Yoshida covariance on full data will be equal to Hayashi-Yoshida estimator on the set of refresh-time pairs. Synchronizing the data using refresh-time sampling before computing the covariance can reduce the computational cost quite significantly.

When we move away from bivariate case to higher dimension, synchronize every pair of variables separately would not be very efficient. It would be preferable to synchronize the data for all the stocks simultaneously. This can be achieved by applying “all refresh method” which results in a synchronous sampled time points \( \{ \tilde{t}_1, \tilde{t}_2, ..., \tilde{t}_n \} \) defined in the following way:

\[
\tilde{t}_{j+1} = \max_{1 \leq i \leq p} \tilde{t}_{N_i(j)},
\]

where \( N_i(t) \) is the number of observation before time \( t \). In this paper, we will define the Hayashi-Yoshida estimator on refresh time sampling times. The theoretical implication is that- given the synchronized data, we can now assume the number of observations of each stock to be the same. We will denote this common sample size as \( n \).

For \( p \) stocks the Hayashi-Yoshida estimator is defined as the following:

\[
\Sigma^{HY}_{p} = \sum_{k,l} \Delta X_k \Delta X_l^T \circ I(k,l),
\]

where \( I(k,l) \) is a \( p \times p \) matrix with \( (i,j) \)th element is the indicator function involving \( i \)th interarrival of \( k \)th stock and \( l \)th interarrival of \( j \)th stock: \( I(I_k \cap I_j \neq \phi) \), where \( I_k = (t_{i-1}^k, t_i^k) \). In other words if two interarrivals intersect then product \( \Delta X^T_k \Delta X^T_l \) will contribute to the sum. In Fig. 2, \( I_k = (t_{i-1}^k, t_i^k) \), \( t_{i-1}^1, t_1^2 \), \( k \in \{1, 2, 3, 4, 5\} \) and \( I_l = (t_{i-1}^l, t_i^l) \), \( l \in \{1, 2, 3\} \) are shown.

### 2.3 Scaled Realized Covariance estimator

In this section we show the “closeness” of the Hayashi-Yoshida estimator with a scaled realized estimator which is motivated from the intraday covariance estimator proposed in Chakrabarti and Sen. We determine the scaling coefficients for the bivariate case. The result will be key in our proof of the Limiting Spectral distribution. For the bivariate case, let us denote the log price for two stocks at a particular time \( t \) as \((X_t, Y_t)\). Following Chakrabarti and Sen, we synchronize the data for two stocks in the following fashion:

![Algorithm](image)

The pairs created by this algorithm are identical to the pairs created by refresh time sampling but accommodates more information by retaining the actual transaction times. To see this, note that in Eq. (9), a common set of synchronized points \( \{ \tilde{t}_1, ..., \tilde{t}_n \} \) are defined for all stocks. For each stock the last observed stock price prior to \( t \) was taken to be the price at \( t \). Therefore, from the refresh time sampling it is not possible to retrieve the actual transaction times of the synchronized pairs. Algorithm \( \mathcal{A}_0 \), on the other hand, keep these information. Instead of writing \((X_{\tilde{t}_i}, Y_{\tilde{t}_i})\) we shall henceforth write \((X_{\hat{t}(k)}, Y_{\hat{t}(k)})\).

### 2.3.1 Overlapping and non-overlapping regions for return construction

For two such consecutive synchronized pairs of stock-prices, we can now consider the bivariate return as: \( \{(X_{\hat{t}(k)} - X_{\hat{t}(k-1)}), (Y_{\hat{t}(k)} - Y_{\hat{t}(k-1)}) : i = 1, 2, ..., n\} \). Note that, in this bivariate return vector, the first component (for \( X \)) is defined.
on the interval \((t(k_{i-1}^1), t(k_i^1))\) and the return on the Y is defined on the interval \((t(k_{i-1}^2), t(k_i^2))\). It can be shown the overlap and nonoverlapping parts of these two intervals play a crucial role in bias of the estimated covariance\(^{36}\). To define the overlap we first illustrate four possible configurations of the intervals. In Fig. 3 we show four such configurations of intervals corresponding to a particular return vector, constructed from synchronized pairs of observations. More formally, suppose \(X_{n(k_i^1)} - X_{n(k_{i-1}^1)} = \sum_{i=m}^{l} (X_{t_{i+1}} - X_{t_i})\) for some \(m\) and \(l\). Then one of these four configurations is true:

\[
\begin{align*}
1. & \quad Y_{n(k_i^1)} - Y_{n(k_{i-1}^1)} = \sum_{i=m+1}^{l-1} (Y_{t_{i+1}} - Y_{t_i}) \\
2. & \quad Y_{n(k_i^1)} - Y_{n(k_{i-1}^1)} = \sum_{i=m}^{l-1} (Y_{t_{i+1}} - Y_{t_i}) \\
3. & \quad Y_{n(k_i^2)} - Y_{n(k_{i-1}^2)} = \sum_{i=m+1}^{l+1} (Y_{t_{i+1}} - Y_{t_i}) \\
4. & \quad Y_{n(k_i^2)} - Y_{n(k_{i-1}^2)} = \sum_{i=m+1}^{l} (Y_{t_{i+1}} - Y_{t_i})
\end{align*}
\]

(8)

Given this set of possible configurations, we define a random variable \(L_i\), denoting the overlapping time interval of \(i\)th interarrivals corresponding to \(X_{n(k_i^1)} - X_{n(k_{i-1}^1)}\) and \(Y_{n(k_i^2)} - Y_{n(k_{i-1}^2)}\) as

\[
L_i = \begin{cases} 
 t(k_i^2) - t(k_{i-1}^2) & \text{if } Y_{n(k_i^2)} - Y_{n(k_{i-1}^2)} = \sum_{i=m+1}^{l-1} (Y_{t_{i+1}} - Y_{t_i}) \\
 t(k_i^2) - t(k_{i-1}^2) & \text{if } Y_{n(k_i^2)} - Y_{n(k_{i-1}^2)} = \sum_{i=m}^{l-1} (Y_{t_{i+1}} - Y_{t_i}) \\
 t(k_i^1) - t(k_{i-1}^1) & \text{if } Y_{n(k_i^1)} - Y_{n(k_{i-1}^1)} = \sum_{i=m+1}^{l+1} (Y_{t_{i+1}} - Y_{t_i}) \\
 t(k_i^1) - t(k_{i-1}^1) & \text{if } Y_{n(k_i^1)} - Y_{n(k_{i-1}^1)} = \sum_{i=m+1}^{l} (Y_{t_{i+1}} - Y_{t_i})
\end{cases}
\]

(9)

Fig. 3 illustrates the overlapping regions for all four configurations described in Eq. 8.

The next theorem says that in presence of high-frequency data, the performance of Hayashi-Yoshida covariance would be very similar to a scaled realized covariance. We make the following set of assumptions:

(C\(_1\)): The log return process follows independent and stationary increment property.

(C\(_2\)): The observation times (arrival process) of two stocks are independent Renewal processes and \(n \to \infty\) as \(n_1, n_2 \to \infty\).

(C\(_3\)): Estimation is based on paired data obtained by algorithm \(A_0\).
Define a scaled (pairwise) realized covariance (SRCV) on a synchronized data \( \{ (X_{t(k_i^1)}, Y_{t(k_i^2)}) : i = 1, 2, ..., n \} \) as follows:

\[
\text{SRCV}(X, Y) = \sum_{i} \psi_i \Delta X_{t(k_i^1)} \Delta Y_{t(k_i^2)},
\]

(10)

where \( \psi_i = \sqrt{(t(k_i^1) - t(k_{i-1}^1))(t(k_i^1) - t(k_{i-1}^1))}. \)

The following theorem says that for all practical purposes this estimator performs as good as the Hayashi-Yoshida estimator.

**Theorem 1.** Under the assumptions \( C_1 - C_3 \), SRCV is a consistent estimator of the pairwise integrated covariance.

Proof of Theorem 1 will be along the same line as in Theorem 1 of \[36\].

The \( \psi_i \)’s in Eq. (10) are the scaling coefficients which are functions of the arrival (transaction) times only (does not depend on the stock prices at those time points). The conventional refresh-time periods \( \tilde{t}_j \)’s in Eq. (6) do not allow us to calculate these scaling coefficients. The algorithm \( \mathcal{A}_0 \), on the other hand, enable us to calculate the scaling coefficients as it preserves the actual arrival times of the synchronized pairs. The importance of this estimator will be evident in

As both Hayashi-Yoshida (pairwise) covariance and SRCV are consistent estimators, in presence of sufficient amount of data, they would be “close” to each other. For \( p \)-dimensional process, the SRCV matrix can be written as the following:

\[
\text{SRCV}_p = \sum_{i=1}^{n} (\Delta X_i \Delta X_i^T \circ \Psi_i),
\]

(11)

where \( \psi_i \) is a \( p \times p \) symmetric matrix consisting of the pairwise scaling coefficients. This matrix will help us to make an important assumption necessary to determine the LSD of Hayashi-Yoshida matrix.

### 2.4 Inconsistency in high-dimension

From multivariate statistical theory we know that the sample covariance matrix is consistent for the population covariance matrix. In high-dimensional scenario, when the dimension grows at the same or a higher rate as the number of observations, this properties do not hold anymore. It can be shown that under a high-dimensional setup the following is true:

\[
\| S - \Sigma \| \nrightarrow 0,
\]

where \( \| . \| \) is the operator norm, \( S \) is the usual sample covariance matrix and \( \Sigma \) is the population covariance matrix.

But what impact would this inconsistency of sample covariance matrix make on the eigenvalues and the eigenvectors? Weyl’s theorem and Davis-Kahan theorems show that when the sample covariance matrix is not consistent, neither the sample eigenvalues and the eigenvectors are going to converge to their true counterpart.\[34,37\] Therefore it is worthwhile to study the limiting distribution of sample eigenvalues and its relation to the distribution of true eigenvalues.

For low dimensions, the Hayashi’s estimator is consistent estimator of ICV matrix. But for high dimensional stock price process, when the dimension grows at the same or a higher rate as the number of observations, neither RCV nor Hayashi-Yoshida estimator is consistent anymore. It is evident from the above discussion that the sample spectrum of Hayashi-Yoshida estimator deviates significantly form the true spectrum. In this paper, we study the asymptotic behavior of the distribution of eigenvalues of the Hayashi-Yoshida matrix.

### 3 Spectral Distribution

The empirical spectral distribution (ESD) of a symmetric (more generally Hermitian) matrix \( A_{p \times p} \) is defined as

\[
F_p^A(x) = \frac{1}{p} \# \{ j \leq p : \lambda_j \leq x \}
\]

where \( \lambda_j \)’s are the eigenvalues of the matrix \( A \) and \( \# E \) denotes the cardinality of set \( E \). The limit distribution \( (F) \) of ESD is called the limiting spectral distribution (LSD). One commonly used method of finding LSD is through Stieltjes transform.
**Stieltjes transform:** Let $A_{p \times p}$ be a Hermitian matrix and $F_p^A$ be its ESD. Then the Stieltjes transform of $F_p^A$ is defined as

$$s_p(z) = \int \frac{1}{x-z} dF_p^A(x)$$

$$= \frac{1}{p} \text{tr}(A-zI)^{-1}$$

where $z \in D = \{z \in \mathbb{C} | \text{Im}(z) > 0\}$, $\text{Im}(z)$ being the imaginary part of $z$. The importance of Stieltjes transformation in Random Matrix Theory is due to Theorem B.9 and Theorem B.10.

These theorems suggest that in order to determine the LSD, it is enough to obtain the limit of the Stieltjes transform.

### 4 Spectral Analysis of High Dimensional Hayashi's Estimator

Based on our model (Eq. 1), the distribution of $\Delta X_i$ can be written like the following:

$$\Delta X_i = \sigma \begin{pmatrix}
  f_{i,1}^{p} dW_1 \\
  f_{i,1}^{p} dW_2 \\
  \vdots \\
  f_{i,p}^{p} dW_p
\end{pmatrix}^d = \sigma D_i Y_i,$$

where $D_i = \text{diag}\left(\sqrt{t(k_1^1)-t(k_{i-1}^1)}, \sqrt{t(k_2^2)-t(k_{i-1}^2)}, \ldots, \sqrt{t(k_p^p)-t(k_{i-1}^p)}\right)$ is a $p \times p$ diagonal matrix and $Y_i$ is a $p$-dimensional vector with its components being iid standard normal distribution. As a consequence, the Hayashi-Yoshida estimator has the same distribution as that of $S_0$:

$$S_0 = \sum_k \sum_l \sigma D_k Y_k^T D_l \sigma I(k, l).$$

Hence, to determine the LSD of Hayashi-Yoshida estimator, it is enough to find the limit of the Stieltjes transform of $S_0$.

The set of assumptions (A) necessary for determining the limiting spectral distribution of Hayashi-Yoshida estimator are given below:

1. $c_n = \frac{p}{n} \to c > 0$ as $p \to \infty$.
2. $F \Rightarrow H$ (≠ delta measure at 0) a.s. and $H$ has a finite second order moment.
3. $Y_i^j$’s $(j = 1(1)p)$ are iid with mean 0, variance 1 and finite moments of all orders.
4. $\exists \tau_l \in \mathbb{R}^+$ and let $S = \sum_l \tau_l \Sigma^2 Y_i^T Y_i^T$ such that
   $$\text{tr}(S_0 - S)^2 = o(p) \text{ a.s.}$$

   and
   $$\text{tr}((S_0 - zI)^{-1}(S - zI)^{-1}) = O(p) \text{ a.s.}$$

   where $z = i. v$ with $v$ is a sufficiently large positive number $(S_0 - zI)^{-1}(S - zI)^{-1}$ being positive semidefinite.

5. There exists $\kappa$, such that $\max_{n} \text{max}_{i}(n \tau_i) \leq \kappa$. Also there exists a nonnegative cadlag process $\tau'_{i1}$ such that
   $$\lim_{n \to \infty} \sum_{i=1}^{n} \frac{1}{n} \int_{\frac{i-1}{n}}^{\frac{i}{n}} |n \tau_{i1} - \tau'_{i1}| dt = 0.$$ 

6. There exists a $K < \infty$ and $\delta < 1/6$ such that for all $p$, $\|\Sigma\| \leq K p^\delta$ almost surely.

Before stating the main theorem, we present a brief motivation of the assumption A4. In Sec. 2.3, we have seen that under a low dimensional setup, SRCV is also a consistent estimator for ICV. Therefore with high frequency data we can expect $S_0$ and $SRCV$ to be “close” to each other. The matrix $S$ replaces the matrix $\Psi_i$ in Eq. 11 with a constant matrix where each element
of the matrix is $\tau_i$. Assumption $A_4$ claims that under high-dimensional setup, even when both $S_0$ and $SRCV$ are inconsistent, upon choosing the $\tau_i$'s, $S$ and $S_0$ have a closeness in the sense expressed by Eq. (12) & Eq. (13).

Now we state our main theorem.

**Theorem 2.** Under the assumptions (A), almost surely, ESD of $S_0$ converges in distribution to a probability distribution with Stieltjes transform

$$s(z) = \frac{1}{z} \int \frac{1}{1 + \frac{\lambda}{z} f_1} dH(\lambda),$$

where $\tilde{s}(z)$ can be solved by the equation:

$$\tilde{s}(z) = \frac{1}{z} \int \frac{\lambda}{1 + \frac{\lambda}{z} f_1} dH(\lambda).$$

This theorem establishes the Limiting spectral distribution of Hayashi-Yoshida estimator by determining its spectral distribution through the limiting spectral distribution of $\Sigma$. In other words the theorem establishes the link between the limiting spectral distributions of $\Sigma$ and Hayashi-Yoshida estimator through its Stieltjes transform.

See Appendix for the lemmas that would lead to the theorem.

Now we are ready to prove Theorem 2.

**Proof.** Define

$$S^* = \Sigma \sum_{i=1}^n \frac{t_i}{1 + \tau_i a_i},$$

where $a_i = Y_i^t \Sigma_1 (S_i - zI)^{-1} \Sigma_1 Y_i$ and $S_i = \sum_{j \neq i} \Sigma_2 Y_i Y_j^t \Sigma_2$. We denote the Stieltjes transform of $F^S$ by $s_n$.

$$s_n := s_n(z) = \frac{tr((S - zI)^{-1})}{p}.$$

Similarly, Stieltjes transform of $F^{S_0}$ and Stieltjes transform of $F^{S^*}$ are denoted by $s_n^0$ and $s_n^*$ respectively.

In order to show the convergence of $s_n(z)$ it is enough to show for all $z = iu$ with $u > 0$ sufficiently large and the condition, in Lemma 8, is satisfied.

We will start by showing that $s_n^0$ and $s_n^*$ converge to the same limit.

$$s_n^* - s_n^0 = \frac{1}{p} tr[(S^*-zI)^{-1} - (S_0-zI)^{-1}]$$

$$= \frac{1}{p} tr[(S^* - zI)^{-1}(S - S^*)(S - zI)^{-1}] + \frac{1}{p} tr[(S - zI)^{-1}(S_0 - S)(S_0 - zI)^{-1}]$$

$$tr[(S^* - zI)^{-1}(S - S^*)(S - zI)^{-1}]$$

$$= tr[\Sigma \sum_{i=1}^n \frac{t_i}{1 + \tau_i a_i} - zI]^{-1} \sum_{i=1}^n \frac{t_i}{1 + \tau_i a_i} Y_i \Sigma_1 Y_i^t \Sigma_1^{-1} - \Sigma \sum_{i=1}^n \frac{t_i}{1 + \tau_i a_i} (S - zI)^{-1}]$$

$$= tr[\Sigma \sum_{i=1}^n \frac{t_i}{1 + \tau_i a_i} - zI]^{-1} \sum_{i=1}^n \frac{t_i}{1 + \tau_i a_i} Y_i \Sigma_1 Y_i^t \Sigma_1^{-1} - \Sigma \sum_{i=1}^n \frac{t_i}{1 + \tau_i a_i} (S - zI)^{-1}]$$

$$= \sum_{i=1}^n \frac{t_i}{1 + \tau_i a_i} (Y_i \Sigma_1 zI - zI)^{-1} (\Sigma \sum_{i=1}^n \frac{t_i}{1 + \tau_i a_i} - zI)^{-1} \Sigma_1 Y_i$$

$$- tr[\Sigma_1 zI (S - zI)^{-1} (\Sigma \sum_{i=1}^n \frac{t_i}{1 + \tau_i a_i} - zI)^{-1} \Sigma_1 zI]]$$

$$tr[(S - zI)^{-1}(S_0 - S)(S_0 - zI)^{-1}] \leq \sqrt{tr(S_0 - S)^2 \times tr((S - zI)^{-1}(S_0 - zI)^{-1})^2}$$
According to our assumption, \( A_{6} \), \( \sum_{i=1}^{n} \frac{\tau_i}{1 + \tau_i} \leq n \max(\tau) \leq \kappa \).

It is enough to show that

\[
\Xi = \frac{1}{p} \max(\bar{Y}^t \bar{\Sigma}^\frac{1}{2}(S_i - zI)^{-1}(\Sigma \sum_{i=1}^{n} \frac{\tau_i}{1 + \tau_i a_i} - zI)^{-1} \Sigma^\frac{1}{2}Y_i)
- tr[\Sigma^\frac{1}{2}(S - zI)^{-1}(\Sigma \sum_{i=1}^{n} \frac{\tau_i}{1 + \tau_i a_i} - zI)^{-1} \Sigma^\frac{1}{2}]) \rightarrow 0 \text{ a.s.}
\]

We write \( \Xi = I + II + III + IV \) where

\[
I = \frac{1}{p} \max(\bar{Y}^t \bar{\Sigma}^\frac{1}{2}(S_i - zI)^{-1}(\Sigma \sum_{i=1}^{n} \frac{\tau_i}{1 + \tau_i a_i} - zI)^{-1} \Sigma^\frac{1}{2}Y_i)
- Y^t \bar{\Sigma}^\frac{1}{2}(S_i - zI)^{-1}(\Sigma \sum_{j \neq i}^{n} \frac{\tau_j}{1 + \tau_j b^j} - zI)^{-1} \Sigma^\frac{1}{2}Y_i)
\]

\[
II = \frac{1}{p} \max(\bar{Y}^t \bar{\Sigma}^\frac{1}{2}(S_i - zI)^{-1}(\Sigma \sum_{j \neq i}^{n} \frac{\tau_j}{1 + \tau_j b^j} - zI)^{-1} \Sigma^\frac{1}{2}Y_i)
- tr[\Sigma^\frac{1}{2}(S_i - zI)^{-1}(\Sigma \sum_{j \neq i}^{n} \frac{\tau_j}{1 + \tau_j b^j} - zI)^{-1} \Sigma^\frac{1}{2}])
\]

\[
III = \frac{1}{p} \max(tr[\Sigma^\frac{1}{2}(S_i - zI)^{-1}(\Sigma \sum_{j \neq i}^{n} \frac{\tau_j}{1 + \tau_j b^j} - zI)^{-1} \Sigma^\frac{1}{2}]
- tr[\Sigma^\frac{1}{2}(S_i - zI)^{-1}(\Sigma \sum_{j \neq i}^{n} \frac{\tau_j}{1 + \tau_j b^j} - zI)^{-1} \Sigma^\frac{1}{2}])
\]

\[
IV = \frac{1}{p} \max(\bar{Y}^t \bar{\Sigma}^\frac{1}{2}(S_i - zI)^{-1}(\Sigma \sum_{i=1}^{n} \frac{\tau_i}{1 + \tau_i a_i} - zI)^{-1} \Sigma^\frac{1}{2}Y_i)
- tr[\Sigma^\frac{1}{2}(S - zI)^{-1}(\Sigma \sum_{i=1}^{n} \frac{\tau_i}{1 + \tau_i a_i} - zI)^{-1} \Sigma^\frac{1}{2}])
\]

where \( b^j = Y^t \bar{\Sigma}^\frac{1}{2}(S_{jj} - zI)^{-1} \Sigma^\frac{1}{2}Y_j \) with \( S_{jj} = \sum_{i \neq j} \Sigma^\frac{1}{2}Y_i Y^t \bar{\Sigma}^\frac{1}{2}Y_j \).

It is sufficient to show that I, II, III, IV \( \rightarrow 0 \text{ a.s.} \)

Convergence of I and II are followed by Lemma \[ \text{[10]} \] and Lemma \[ \text{[11]} \]. Convergence of III and IV can be proved similarly.

Now due to Assumption 5, we have

\[
\frac{1}{p} tr(\sum_{i=1}^{n} \frac{\tau_i}{1 + \tau_i a_i} \Sigma - zI)^{-1} \rightarrow -\frac{1}{z} \int \frac{1}{1 - \frac{1}{z} \int^{1}_{0} \left( \frac{r^t}{1 + rz(\Sigma)} \right) dt} dH(\lambda).
\]

As

\[
\frac{1}{p} tr(\sum_{i=1}^{n} \frac{\tau_i}{1 + \tau_i a_i} \Sigma - zI)^{-1} = \frac{1}{p} tr(S - zI)^{-1} \rightarrow 0.
\]

we get

\[
s(z) = -\frac{1}{z} \int \frac{1}{1 - \frac{1}{z} \int^{1}_{0} \left( \frac{r^t}{1 + rz(\Sigma)} \right) dt} dH(\lambda).
\]

(17)

The fact that \( \int^{1}_{0} \left( \frac{r^t}{1 + rz(\Sigma)} \right) dt \neq 0 \) and \( Real(\int^{1}_{0} \left( \frac{r^t}{1 + rz(\Sigma)} \right) dt) \geq 0 \) implies \( |s(z)| \leq \frac{1}{|z|} \) and therefore \( 1 + zs(z) \neq 0 \). So from Lemma 5, it is clear that \( \tilde{s}(z) \neq 0 \).
Now
\[
\int_0^1 \frac{\tau'_t}{1 + c\tilde{s}(z)\tau'_t} dt = \frac{1}{c\tilde{s}(z)}(1 - \int_0^1 \frac{1}{1 + c\tilde{s}(z)\tau'_t} dt) \\
= \frac{1}{c\tilde{s}(z)}(1 - (1 - c(1 + zs(z)))) \\
= \frac{1}{1 + zs(z)}
\]

Also, equation [17] implies
\[
1 + zs(z) = -\frac{1}{z} \int_0^1 \frac{\tau'_t}{1 + c\tau'_t\tilde{s}(z)} dt \int_0^1 \frac{\lambda}{1 - \frac{\lambda}{z} \int_0^1 \frac{\tau'_t}{1 + c\tau'_t\tilde{s}(z)} dt} dH(\lambda)
\]
\[
\Rightarrow \int_0^1 \frac{\tau'_t}{1 + c\tilde{s}(z)\tau'_t} dt = -\frac{1}{z\tilde{s}(z)} \int_0^1 \frac{\tau'_t}{1 + c\tau'_t\tilde{s}(z)} dt \int_0^1 \frac{\lambda}{1 - \frac{\lambda}{z} \int_0^1 \frac{\tau'_t}{1 + c\tau'_t\tilde{s}(z)} dt} dH(\lambda)
\]
\[
\Rightarrow \tilde{s}(z) = -\frac{1}{z} \int_0^1 \frac{\lambda}{1 - \frac{\lambda}{z} \int_0^1 \frac{\tau'_t}{1 + c\tau'_t\tilde{s}(z)} dt} dH(\lambda)
\]

Due to Lemma 6 and Lemma 7, \(-\frac{1}{z} \sum_{t=1}^{n} \frac{\tau'_t}{1 + cr_t\tilde{s}(z)} \in Q_1 \) and \(-\frac{1}{z} tr(S - zI)^{-1} \in Q_1 \). Same will be true for their limits. Now to show that \(s(z)\) is not unique it is enough to show that if there are two solutions \(s_1(z)\) and \(s_2(z)\) (and therefore \(\tilde{s}_1(z), \tilde{s}_2(z)\)) then \(s_1 = s_2\). If possible let there are two limiting spectral distributions \(s_1\) and \(s_2\) such that \(s_1 \neq s_2\). To show the contradiction, it is enough to show \(\tilde{s}_1(z) = \tilde{s}_2(z)\).

Note that,
\[
\int_0^1 \frac{\tau'_t}{1 + c\tau'_t\tilde{s}_1(z)} dt - \int_0^1 \frac{\tau'_t}{1 + c\tau'_t\tilde{s}_2(z)} dt = \int_0^1 \frac{c(\tau'_t)^2(\tilde{s}_2(z) - \tilde{s}_1(z))}{(1 + c\tau'_t\tilde{s}_1(z))(1 + c\tau'_t\tilde{s}_2(z))} dt
\]

But,
\[
\tilde{s}_1(z) - \tilde{s}_2(z) = -\frac{1}{z} \int_{R} \left[ \frac{\lambda}{1 - \frac{\lambda}{z} \int_0^1 \frac{\tau'_t}{1 + c\tau'_t\tilde{s}_1(z)} dt} - \frac{\lambda}{1 - \frac{\lambda}{z} \int_0^1 \frac{\tau'_t}{1 + c\tau'_t\tilde{s}_2(z)} dt} \right] dH(\lambda)
\]

On simplification, this gives
\[
1 = \frac{c}{z^2} \int_0^1 \frac{(\tau'_t)^2}{(1 + c\tau'_t\tilde{s}_1(z))(1 + c\tau'_t\tilde{s}_2(z))} dt \times \int_0^1 \frac{\lambda^2}{(1 - \frac{\lambda}{z} \int_0^1 \frac{\tau'_t}{1 + c\tau'_t\tilde{s}_1(z)} dt)(1 - \frac{\lambda}{z} \int_0^1 \frac{\tau'_t}{1 + c\tau'_t\tilde{s}_2(z)} dt)} dH(\lambda)
\]
(18)

As \(\tilde{s}_1, \tilde{s}_2 \in Q_1\),
\[
\left| \int_0^1 \frac{(\tau'_t)^2}{(1 + c\tau'_t\tilde{s}_1(z))(1 + c\tau'_t\tilde{s}_2(z))} dt \right| \leq \int (\tau'_t)^2 dt < \infty.
\]

And \(-\frac{1}{z} \int_0^1 \frac{\tau'_t}{1 + c\tau'_t\tilde{s}(z)} dt, i = 1, 2\) implies
\[
\left| \int_0^1 \frac{\lambda^2}{(1 - \frac{\lambda}{z} \int_0^1 \frac{\tau'_t}{1 + c\tau'_t\tilde{s}_1(z)} dt)(1 - \frac{\lambda}{z} \int_0^1 \frac{\tau'_t}{1 + c\tau'_t\tilde{s}_2(z)} dt)} dH(\lambda) \right| \leq \int \lambda^2 dH(\lambda) < \infty.
\]

So for \(z = iv\), with \(v\) sufficiently large, Eq. [18] can not be true. So \(s(z)\) is unique. \(\square\)

The above theorem is true for time-varying instantaneous covolatility process with a little stronger set assumptions. Following[22], we can assume that time varying covolatility process can be decomposed in two parts: a time varying \textit{cadlag} process and a symmetric matrix that is not varying with time. Formally, \(\sigma_t = \gamma_t \Sigma \dot{\gamma}_t\) where \(\Sigma \dot{\gamma}_t\) does not depend on time and as mentioned \(\gamma_t\)
is a time-varying cadlag process.

If we assume this, then $\Delta X_t$ has the same distribution as the following-

$$\Delta X_t = \Sigma^{1/2} \left( \int_{t_{l-1}}^{t_l} y_i dW_i \right)$$

where

$$Y_t^p = (Y_t^j)_{s \leq s_0}; Y_t^j's$$

are iid normal with mean 0 and variance 1 for $p = 1, 2, \ldots$ and $1 \leq l \leq n$ and $A = (a_{ij})$ when

$$a_{ij} = \int_{t_{l-1}}^{t_l} \gamma_s^2 I((t_{l-1}, t_l) \cap I(t_{l-1}, t_l)) ds;$$

and

$$D_t = \text{diag}(\sqrt{\int_{t_{l-1}}^{t_l} \gamma_s^2 ds}, \sqrt{\int_{t_{l-1}}^{t_l} \gamma_s^2 ds}, \ldots, \sqrt{\int_{t_{l-1}}^{t_l} \gamma_s^2 ds}).$$

Therefore we are interested in the spectral distribution of

$$S_0 = \sum_k \sum_l \{(\Sigma^{1/2} \circ A)D_k X_t^j X_t^j D_l (\Sigma^{1/2} \circ A) \circ I(k, l)\}$$

as both $S_0$ and $\Sigma^{HY}$ have the same LSD.

Suppose now we denote the Limiting spectral distribution of $\tilde{S}$ as $H$. Then along with other assumptions of $A$ we need the following additional assumptions

$$(A_7) \quad \sigma_i = \gamma_i \tilde{\Sigma}^{1/2}$$

where $\tilde{\Sigma}^{1/2}$ does not depend on time and $\gamma_i$ is a time-varying cadlag process.

$$(A_8) \quad \int_{t_{l-1}}^{t_l} \gamma_s^2 ds$$

are independent of $Y_t$.

Then the result holds for time-varying covolatility process. How these conditions impose constraints on the time-varying covolatility or more specifically the cadlag process is a separate but interesting question to study. We write the theorem below

**Theorem 3.** Under the assumptions $(A_1-A_8)$, almost surely, ESD of $S_0$ converges in distribution to a probability distribution with Stieltjes transform given by equations (15), (16).

### 5 | SPECTRAL ANALYSIS OF HAYASHI’S ESTIMATOR WHEN $P/N \to 0$

Due to the fact that Hayashi’s estimator is unbiased we will be concerned about the following matrix (let us call $\tilde{S}$),

$$\tilde{S} = \sqrt{\frac{1}{P} \left( \frac{S_0 - n}{n} \right)}.$$

Like the previous chapter here also we have to take some assumptions, we will call it $B$.

$$(B1) \quad \lim \frac{\tilde{S}}{n} \to 0 \text{ as } P \to \infty \text{ and } n \to \infty.$$

$$(B2) \quad Z_{ij} (1 \leq i \leq p, 1 \leq j \leq n) \text{ are iid Gaussian random variables with } E(Z_{ij}) = 0, E|Z_{ij}|^2 = 1.$$

$$(B3) \quad F^{\tilde{S}^2} \xrightarrow{L} F^H(\neq \delta_{(0)}) \text{ as } P \to \infty \text{ where } F^H \text{ is a distribution function.}$$

$$(B4) \quad \text{Define, } \tilde{S} = \sqrt{\frac{1}{P} \left( \frac{S_0 - n}{n} \right)}.$$

Then $\tilde{S} - \tilde{S}, (\tilde{S} - zI)^{-1}$ and $(\tilde{S} - zI)^{-1}$ are positive definite, $tr(S_0 - S) = O(p), tr(\tilde{S} - zI)^{-1} = O(1), tr(\tilde{S} - zI)^{-1} - O(1)$ and $(1 - n \sum_{i=1}^{p} \tau_i)tr(\Sigma) = O(p).$

$$(B5) \quad ||\text{diag}(\tau_1, \tau_2, \ldots, \tau_n)|| \text{ is bounded above.}$$

$$(B6) \quad \frac{1}{n}(\sum_{i=1}^{p} \tau_i) \to \tau > 0 \text{ and } \frac{1}{n}(\sum_{i=1}^{p} \tau_i^2) \to \bar{\tau} > 0 \text{ as } n \to \infty.$$

Now we are ready to state the main theorem.
**Theorem 4.** If the above assumptions (B) are true then the empirical spectral distribution of \( \sqrt{p_n} (S_0 - \frac{1}{n} \Sigma_p) \) almost surely converges weakly to a nonrandom distribution \( F \) as \( n \to \infty \), whose Stieltjes transform \( s(z) \) is determined by the following system of equations:

\[
\begin{align*}
    s(z) &= -\int \frac{dH(\lambda)}{z + \beta(\lambda)} \\
    \beta(z) &= -\int \frac{dH(\lambda)}{z + \beta(\lambda)}
\end{align*}
\]

for any \( z \in C_+ \).

Proof of this theorem will be in the similar path as in [9]. Before proving the theorem we will define some quantities and make some observations. Let \( \Sigma = U^* \Lambda U \) be the spectral decomposition of \( \Sigma \). Now define,

\[
W = U \Sigma^\frac{1}{2} \{ \sum_i \frac{1}{\tau_i^2} Z_i e_i^p \}.
\]

Let \( w_k \) be the \( k \)th row of \( W \) and \( W_k \) be the matrix after deleting the \( k \)th row. Define,

\[
\begin{align*}
    h_k &= \sqrt{\frac{n}{p}} W_k w_k, \\
    M &= \sqrt{\frac{n}{p}} (WW^* - (\sum_i \tau_i) \Lambda), \\
    M_k &= \sqrt{\frac{n}{p}} (W_k W^* - (\sum_i \tau_i) \Lambda_k), \\
    \tilde{M}_k &= \sqrt{\frac{n}{p}} (W_k W_k^* - (\sum_i \tau_i) \Lambda_k), \\
    t_{kk} &= \sqrt{\frac{n}{p}} (w_k w_k^* - (\sum_i \tau_i) \lambda_k),
\end{align*}
\]

where \( \Lambda_k \) is the matrix obtained by deleting \( k \)th diagonal element of \( \Lambda \).

Now we will make some remarks. Justifications of the remarks are given in the appendix.

Remark 1: \( M = \sum_{k=1}^p e_k (h_k + t_{kk} e_k)^* \) and \( M_k = e_k (h_k + t_{kk} e_k)^* \).

Remark 2: \( tr(I + z(M - zI)^{-1}) = \sum_{k=1}^p \left[ (h_k + t_{kk} e_k)^*(M_k - zI)^{-1} e_k \right] / \left[ 1 + (h_k + t_{kk} e_k)^*(M_k - zI)^{-1} e_k \right] \).

Remark 3: \( (h_k + t_{kk} e_k)^*(M_k - zI)^{-1} e_k = h_k^*(\tilde{M}_k - zI)^{-1} h_k - t_{kk} / z \).

Remark 4: \( E(h_k^*(\tilde{M}_k - zI)^{-1} h_k - (\sum_{i=1}^p \tau_i^2) \lambda_k tr((\tilde{M}_k - zI)^{-1} \Lambda_k) / np) = 0 \).

Now we are ready to prove Theorem 4.

**Proof of Theorem 4** Suppose the Stieltjes transform of \( \tilde{S}_n \) is \( \tilde{s}_n(z) \). So \( \tilde{s}_n(z) = \frac{1}{p} tr(\tilde{S}_n - zI)^{-1} \).

Observe that, \( z^{-1} I + (\tilde{S}_n - zI)^{-1} = z^{-1} \tilde{S}_n (\tilde{S}_n - zI)^{-1} \). This implies the following:

\[
(\tilde{S}_n - zI)^{-1} = z^{-1} \tilde{S}_n (\tilde{S}_n - zI)^{-1} - z^{-1} I
\]

\[
\Rightarrow \quad \tilde{s}_n(z) = -z^{-1} + \frac{z^{-1}}{p} tr(\tilde{S}_n (\tilde{S}_n - zI)^{-1}).
\]

Notice that,

\[
\begin{align*}
\tilde{s}_n(z) - \tilde{s}_n(z) &= \frac{1}{p} [tr(\tilde{S}_n - zI)^{-1} - tr(\tilde{S}_n - zI)^{-1}]
&= \frac{1}{p} tr[(\tilde{S}_n - \tilde{S}_n)(\tilde{S}_n - zI)^{-1}(\tilde{S}_n - zI)^{-1}]
&\leq \frac{1}{p} tr(S_n - S_n) tr(S_n - zI)^{-1} tr(S_n - zI)^{-1}
\end{align*}
\]
Now,
\[
\text{tr}(S_n - S_n) = \text{tr} \left[ \sqrt{\frac{n}{p}} \left\{ (S_0/n - S/n) - \left( \frac{1}{n} \Sigma - \left( \sum_{i=1}^{n} \tau_i \right) \Sigma \right) \right\} \right] \\
= \sqrt{\frac{1}{np}} \text{tr}(S_0 - S) - \sqrt{\frac{1}{np}} \left\{ 1 - n \left( \sum_{i=1}^{n} \tau_i \right) \text{tr}(\Sigma) \right\} \\
= o(p) \text{ a.s.}
\]

The last line of the above derivation is a consequence of Assumption B4. Moreover as \(\text{tr}(S - zI)^{-1} = O(1)\) and \(\text{tr}(S - zI)^{-1} = O(1)\), we have \(\hat{s}_n(z) - \tilde{s}_n(z) \to 0\), a.s.

This means that we can derive valuable information about \(\hat{s}_n(z)\) by studying the spectral distribution of \(S_n(z)\).

Note that, according to our definitions
\[
\text{tr}(\tilde{S}_n - zI)^{-1} = \text{tr} \left[ \sqrt{\frac{n}{p}} \left\{ \sum_t \tau_t^2 Y_t e_t^* \right\} (\Sigma^{\frac{1}{2}} - \left( \sum_{i=1}^{n} \tau_i \right) \Sigma) - zI \right]^{-1} \\
= \text{tr} \left[ \sqrt{\frac{n}{p}} U^* (\Sigma^{\frac{1}{2}} - \left( \sum_{i=1}^{n} \tau_i \right) \Sigma) U - zI \right]^{-1} \\
= \text{tr} \left[ \sqrt{\frac{n}{p}} (WW^* - (\sum_t \tau_t)\Lambda) - zI \right]^{-1}.
\]

Now from Eq. (19) we have,
\[
\tilde{s}_n(z) = -z^{-1} + \frac{z^{-1}}{p} \text{tr} \left( \sqrt{\frac{n}{p}} (WW^* - (\sum_t \tau_t)\Lambda) \right) \left( \sqrt{\frac{n}{p}} (WW^* - (\sum_t \tau_t)\Lambda) - zI \right)^{-1} \\
= -z^{-1} + \frac{z^{-1}}{p} \text{tr} \{ M(M - zI)^{-1} \} \\
= -z^{-1} + \frac{z^{-1}}{p} \sum_{k=1}^{p} \frac{1}{1 + (h_k + t_{kkk})^2 (M_k - zI)^{-1}} e_k \\
= -\frac{1}{p} \sum_{k=1}^{p} \frac{1}{z - t_{kk} + \frac{n \lambda_k (\sum_{i=1}^{n} \tau_i^2) \text{tr}(\Lambda_k (M_k - zI)^{-1})}{p}} + e_k.
\]

Define \(\beta_n = \frac{1}{p} \text{tr}(\tilde{S}_n - zI)^{-1} \Sigma\), then similar derivation will lead to
\[
\beta_n(z) = -\frac{1}{p} \sum_{k=1}^{p} \frac{\lambda_k}{z + h_k^* (\tilde{M}_k - zI)^{-1} h_k - t_{kk}}.
\]

But again,
\[
\beta_n(z) = \frac{1}{p} \text{tr}(S_n - zI)^{-1} \\
\Rightarrow \beta_n(z) = \frac{1}{p} \text{tr}(\tilde{S}_n - zI)^{-1} U^* \Lambda U \^{-1} \\
\Rightarrow \beta_n(z) = \frac{1}{p} \text{tr}(M - zI)^{-1} \Lambda \quad \text{by Eq. (20)} \\
\Rightarrow \lambda_k \left( \sum_{i=1}^{n} \tau_i^2 \right) \beta_n(z) = \lambda_k \left( \sum_{i=1}^{n} \tau_i^2 \right) \frac{1}{p} \text{tr}(\Lambda (M - zI)^{-1}).
\]

By Remark 4, we know that \(h_k^* (\tilde{M}_k - zI)^{-1} h_k = n \left( \sum_{i=1}^{n} \tau_i^2 \right) \lambda_k \text{tr}(\Lambda_k (\tilde{M}_k - zI)^{-1}) / p + e_k\). Define, \(e_{2k} = \lambda_k \left( \sum_{i=1}^{n} \tau_i^2 \right) E(\beta_n(z)) - h_k^* (\tilde{M}_k - zI)^{-1} h_k\). Therefore from Eq. (21),
\[
\beta_n(z) = -\frac{1}{p} \sum_{k=1}^{p} \frac{\lambda_k}{z + \lambda_k \left( \sum_{i=1}^{n} \tau_i^2 \right) E(\beta_n(z))} + \\
\left\{ -\frac{1}{p} \sum_{k=1}^{p} \frac{\lambda_k}{z + \lambda_k \left( \sum_{i=1}^{n} \tau_i^2 \right) E(\beta_n(z))} - t_{kk} - e_{2k} + \frac{1}{p} \sum_{k=1}^{p} \frac{\lambda_k}{z + \lambda_k \left( \sum_{i=1}^{n} \tau_i^2 \right) E(\beta_n(z))} \right\}.
\]
Let us consider the second part of the right hand side. This equals

\[
\frac{1}{p} \sum_{k=1}^{p} \frac{-\lambda_k(t_{kk} + e_{2k})}{(z + \lambda_k n(\sum_{i=1}^{n} \tau_i^2)E(\beta_n(z)))^2} + \frac{1}{p} \sum_{k=1}^{p} \frac{-\lambda_k(t_{kk} + e_{2k})}{(z + \lambda_k n(\sum_{i=1}^{n} \tau_i^2)E(\beta_n(z)))^2(z + \lambda_k n(\sum_{i=1}^{n} \tau_i^2)E(\beta_n(z)) - t_{kk} - e_{2k})} \\
- \frac{1}{p} \sum_{k=1}^{p} \frac{-\lambda_k(t_{kk} + e_{2k})}{(z + \lambda_k n(\sum_{i=1}^{n} \tau_i^2)E(\beta_n(z)))^2} + \frac{1}{p} \sum_{k=1}^{p} \frac{\lambda_k(e_{2k} + t_{kk})}{(z + \lambda_k n(\sum_{i=1}^{n} \tau_i^2)E(\beta_n(z)))^2(z + \lambda_k n(\sum_{i=1}^{n} \tau_i^2)E(\beta_n(z)) - t_{kk} - e_{2k})} \\
= \sum_{k=1}^{p} \frac{-\lambda_k(t_{kk} + e_{2k})}{(z + \lambda_k n(\sum_{i=1}^{n} \tau_i^2)E(\beta_n(z)))^2(z + \lambda_k n(\sum_{i=1}^{n} \tau_i^2)E(\beta_n(z)) - t_{kk} - e_{2k})} \\
= e_{2k} + e_{4k}.
\]

We try to argue that \(|E(e_{2k})| \to 0\) as \(p \to \infty\).

\[
|E(e_{2k})| = |E(\lambda_k \sum_{i=1}^{n} \tau_i^2 E(\beta_n(z)) - h_k^* \hat{M}_k(z)^{-1} h_k)| \\
= |\lambda_k \sum_{i=1}^{n} \tau_i^2 E[tr((M(z)^{-1} - \hat{M}_k(z)^{-1}) (\Lambda - \lambda_k e_k e_k^*) - e_{1k}| \\
= |\lambda_k \sum_{i=1}^{n} \tau_i^2 E[tr((M(z)^{-1} - \hat{M}_k(z)^{-1}) (\Lambda - \lambda_k z)]) - e_{1k}| \\
\leq \frac{\lambda_k \sum_{i=1}^{n} \tau_i^2 E[tr((M(z)^{-1} - \hat{M}_k(z)^{-1}) (\Lambda)])}{znp} + \frac{\lambda_k \sum_{i=1}^{n} \tau_i^2}{np} |e_{1k}|.
\]

It can be shown that the above expression is \(o(p)\) (see(9)).

\[
E(|e_{2k} + t_{kk}|^2) = E|e_{2k} + t_{kk} - E(e_{2k})|^2 + |E(e_{2k})|^2 \\
= E| - h_k^* \hat{M}_k(z)^{-1} h_k + t_{kk} + (\sum_{i=1}^{n} \tau_i^2) \lambda_k tr E(\Lambda_k \hat{M}_k(z)^{-1} / np)|^2 + |E(e_{2k})|^2 \\
= E| - h_k^* \hat{M}_k(z)^{-1} h_k + t_{kk} + (\sum_{i=1}^{n} \tau_i^2) \lambda_k tr E(\hat{M}_k(z)^{-1} / np|^2 \\
+ E| (\sum_{i=1}^{n} \tau_i^2) \lambda_k tr E(\Lambda_k \hat{M}_k(z)^{-1}) / np - (\sum_{i=1}^{n} \tau_i^2) \lambda_k tr (\hat{M}_k(z)^{-1}) / np|^2 + |E(e_{2k})|^2.
\]

It can be shown that all three terms is \(o(p)\).

We further observe that

\[
|z + \lambda_k \frac{\sum_{i=1}^{n} \tau_i^2}{n} E(\beta_n(z))| \geq Im(z + \lambda_k \frac{\sum_{i=1}^{n} \tau_i^2}{n} E(\beta_n(z))) \geq Im(z) = v > 0
\]

and

\[
|z + \lambda_k \frac{\sum_{i=1}^{n} \tau_i^2}{n} E(\beta_n(z)) - t_{kk} - e_{2k}| \geq |z + h_k^* \hat{M}_k^{-1} h_k - t_{kk}| \geq v.
\]

This implies \(e_{2k} \to 0\) a.s.

With this we showed that

\[
E(\beta_n(z)) = -\frac{1}{p} \sum_{k=1}^{p} \frac{\lambda_k}{z + \lambda_k \frac{\sum_{i=1}^{n} \tau_i^2}{n} E(\beta_n(z))} + d_n,
\]

where \(d_n \to 0\) as \(n \to \infty\).

If we replace \((x_{11}, \ldots, x_{nn})\) by \((x'_{11}, \ldots, x'_{nn})\) and call the resulting new \(\bar{s}_n\) by \(s'_n\) (similarly \(\beta_n\) by \(\beta'_n(z)\)) then it is easy to show that

\[
|\bar{s}_n(z) - s'_n(z)| \leq \frac{c_1}{pu}.
\]
and
\[ |\hat{\beta}_n(z) - \beta_n(z)| \leq \frac{c_1}{n^{1/2}}. \]

Hence by Lemma 9,
\[ \sum_n P(|\hat{s}_n(z) - s_n'(z)| > \delta) < \infty \]

and
\[ \sum_n P(|\hat{\beta}_n(z) - \beta_n(z)| > \delta) < \infty. \]

By Borel-Cantelli lemma, \( \tilde{s}_n(z) - E(\tilde{s}_n) \to 0 \) a.s. and \( \hat{\beta}_n(z) - E(\hat{\beta}_n(z)) \to 0 \) a.s. and thus we also have \( \tilde{s}_n(z) - E(\tilde{s}_n) \to 0 \). Now as \( \max_k |\lambda_k| \leq a_0 \) and \( |z + \lambda_k n(\sum_{i=1}^p \gamma_i^2) E(\hat{\beta}_n(z))| \geq v \) is bounded, \( E(\hat{\beta}_n(z)) \) is bounded. So by dominated convergence theorem \( E(\hat{\beta}_n(z)) \) converges to \( \beta(z) \). But as \( \hat{\beta}_n(z) - E(\hat{\beta}_n(z)) \to 0 \) a.s., we have \( \hat{\beta}_n(z) \to \beta(z) \) a.s. Similarly for \( s_n(z) \to s(z) \) a.s. So \( s_n(z) \) can be evaluated by the following two equations,
\[
s(z) = - \int \frac{dH^2(\lambda)}{z + n(\sum_i \gamma_i^2) \lambda E(\beta(z))},
\]
\[
\beta(z) = - \int \frac{\lambda dH^2(\lambda)}{z + n(\sum_i \gamma_i^2) \lambda E(\beta(z))}.
\]

\[ \square \]

6 | DATA ANALYSIS

6.1 Simulated Data Analysis

Although we are working with a high-dimensional setup, the computational complexity of the Hayashi’s estimator is worth paying attention to. The fact that the time to compute the Hayashi’s estimator is much greater compared to the Realized covariance estimator, restricts us to a moderate dimension and sample size in the simulation study. We simulated 30 stocks with each 500 observations where the spot volatility matrix is taken to be \( I \). The empirical cdf of Hayashi-Yoshida estimator and the cdf of integrated covariance matrix are shown in Fig. 4. The red line is obtained by generating data from the same underlying process on sufficiently fine synchronous grid and calculating the realized covariance for such data. It serves as the proxy of the spectrum of Integrated covariance matrix. One limitation of the simulation study is that we have taken same number of observations for each stock. This is of course not a practical assumption but as discussed in Sec. 2.2.1 it corresponds to the refresh time sampling.

We create the nonsynchronous data using the following algorithm.

Algorithm

1. Initialise \( p \) (the number of stocks), \( n_1, n_2, n_3, ..., n_p \) (the number of observations in each stock) and \( D \) (the interval \( [0, D] \) represents a day).

2. Draw a sample of size \( n = \sum n_j \) from a uniform distribution on \( [0, D] \) where \( [0, D] \) represents a day. Denote it by \( T = \{t_1, ..., t_n\} \). Assume \( t_0 = 0 \).

3. Generate \( n \) random vectors \( (x_{j}, j = 1(1)n) \) from a \( p \)-dimensional distribution. Denote them by \( x_{j}, j = 1(1)n \). Scale the \( x_j \)’s appropriately to represent the increment in returns for the interval \( (t_{j} - t_{j-1}); x_{j} = x_{j}\sqrt{t_{j} - t_{j-1}} \).

4. Define \( y_k = \sum_{j=1}^k x_{j} \quad \forall k \in \{1, 2, ..., n\} \)

5. for \( i = 1(1)p \)
   
   From \( T \) take a random subset of size \( n_i \). Denote it by \( T_i \).
   
   Data for \( i \)th stock is \( \{(x_{i,j}, t_{j}), j = 1(1)n_i\} \)

   Update \( T = T - T_i \) i.e. removing the time points chose for \( T_i \) from \( T \).
We want to see the effect of $\gamma$, that is the ratio of $p/n$ on the empirical spectral distribution. So we repeat the simulation with $p = 30$ and $n = 60$. The result is given in the left panel of Fig. 5.

Next, we create a similar plot when the stocks are dependent. We have taken a 30-dimensional positive semi-definite covariance matrix with $p = 30$ stocks. As nontrivial high-dimensional covariance matrix is difficult to prefix, we take the $30 \times 30$ principal sub-matrix of the estimated covariance matrix from real data (Sec. 6.2). The right panel of Fig. 5 shows the distribution of the eigenvalues. We can see that for general covariance matrix Hayashi-Yoshida estimator may not be positive definite.

It is clear from the algorithm that the time points are generated by a Poisson Process with different intensity parameter. For computational convenience we have taken all $n_i$’s to be same ($= n$).
6.2 | Real Data analysis

The limiting spectral distribution is particularly useful to test for deviation from null model, for example, whether the covolatility process is $I$ or not. Spectrum of integrated covariance matrix also helps to understand some of the key properties of the interacting units of the intraday-financial-network\cite{10}. The extreme (highest) eigenvalue, for example, gives us significant insight about the market mode or the collective overall response of the market to some external information. Spectral analysis, therefore, reveals broadly three types of fluctuations: (i) common to all stocks (i.e., due to market), (ii) related to a particular business sector (e.g. sectoral) and (iii) limited to an individual stock (i.e., idiosyncratic). These can be captured by simply segregating the network spectrum into the following parts; (i) the extreme eigenvalue (ii) eigenvalues deviating from the theoretical spectral distribution and (iii) bulk of the spectrum \cite{41,42,43}. Limiting spectral distribution of Hayashi-Yoshida estimator would help us to identify the sectoral mode of intraday financial network.

We collect intraday tick by tick Bloomberg data of equities in Nifty 50 for several days. Here we present the results for three consecutive days starting from 22-12-2020 which are fairly representative. In Fig. 6 we have plotted the scree plots of eigenvalues for these 50 stocks for the three days on the left panel. We see that the impact of the market mode makes the largest eigenvalue away from the bulk. On the right panel some of the eigenvectors, for the corresponding days, are plotted. Specifically, these are the eigenvector 3 of day 1, eigenvector 2 of day 2 and eigenvector 3 of day 3. Each of these has high contributions from stocks 2, 4, 13, 14, 36 with same sign. These stocks are all from IT sector and there are no other stocks from IT sector in our dataset. This suggests that the IT sector mean (same sign) is the next big component that drives the market after the overall mean (market mode).
CONCLUSION AND FURTHER DIRECTIONS

In this work we have determined the limiting spectral distribution of high dimensional Hayashi-Yoshida estimator for non-synchronous intraday data. Limiting spectral distribution can help to construct a shrinkage estimator of high-dimensional integrated covariance matrix (see[41]). It can also be used for testing for a particular structure in spot volatility matrix.

In this paper we have only considered asynchronicity but not the presence of microstructure noise, which is also a feature of intraday stock-price data. So a natural direction to extend this work is by adding microstructure noise to it. Significant insights can be obtained from[28] where the same was derived for realized (co)volatility matrix. In presence of noise the spectral distribution may deviate from the ideal situation in significant ways. We have restricted ourselves to the simple Black-Scholes setup. Geometric Brownian motion models are not always very realistic models to describe financial data. One can try to go beyond that and investigate into the spectral analysis of Hayashi’s estimator for more complex models. One can also try to extend the results for a general class of time varying covolatility processes (for more details, see[27,28]). Changes due to leverage effects can also be quite serious and so worth looking into.
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APPENDIX

A LEMMAS

Lemma 1. Let $w_1, w_2 \in \mathbb{C}$, with $Re(w_1) \geq 0$ and $Re(w_2) \geq 0$, $A$ is a $p \times p$ Hermitian and matrix, $B$ being any $p \times p$ matrix, and $q \in \mathbb{C}^p$, then

$$|q^* B(w_1 A + I)^{-1} q - q^* B(w_2 A + I)^{-1} q| \leq |w_1 - w_2| |q|^2 \|B\| \|A\|.$$  

For proof, see.\textsuperscript{45}

Lemma 2. Let $z \in \mathbb{C}$, with $v = I(z) > 0$, $A$ and $B$ are $p \times p$ matrices, with $B$ being Hermitian, and $q \in \mathbb{C}^p$. Then

$$|tr(((B - z I)^{-1} - (B + \theta qq^* - z I)^{-1}) A)| \leq \frac{\|A\|}{v}$$

for all $\theta \in \mathbb{R}$.

For proof, see.\textsuperscript{38}

Lemma 3. For any Hermitian matrix $A$ and $z \in \mathbb{C}$, with $Im(z) = v > 0$-

$$||(A - z I)^{-1}|| \leq 1/v.$$  

For proof, see.\textsuperscript{38}
Lemma 4. For $X = (X_1, X_2, ..., X_p)^T$ where $X_j$’s are iid random variables such that $E(X_1) = 0$, $E|X_1|^2 = 1$, and $E|X_1|^{2k} < \infty$ for some $2 \leq k \in \mathbb{N}$, there exists $C_k \geq 0$, depending only on $k$, $E|X_1|^4$ and $E|X_1|^{2k}$, such that for any $p \times p$ nonrandom matrix $A$,

$$
E|X^* A X - \text{tr}(A)|^{2k} \leq C_k (\text{tr}(A A^*))^k \leq C_k p^k \|A\|^{2k}.
$$

(A1)

For proof, see[27].

Lemma 5. Suppose $S$ is a matrix defined as assumption $\mathcal{A}_4$, $z \in \mathbb{C}$ and $\frac{1}{p} \text{tr}(S_n - zI)^{-1} \rightarrow s(z)$, then

$$
\sum_{i=1}^{n_k} \frac{\tau_i}{1 + \tau_i a_i} \rightarrow \int_0^1 \frac{\tau'_i}{1 + c \tau'_i \tilde{s}(z)} \, dt \neq 0,
$$

where $a_i = Y'_i \Sigma^\frac{1}{2} \left( \sum_{j \neq i} \Sigma^\frac{1}{2} Y_j \Sigma^\frac{1}{2} - zI \right)^{-1} \Sigma^\frac{1}{2} Y'_i$ (Y_i is defined as assumption $\mathcal{A}_4$) and $\tilde{s}(z)$ is the unique solution in $Q_1$ to the following equation:

$$
\int_0^1 \frac{\tau'_i}{1 + c \tau'_i \tilde{s}(z)} \, dt = 1 - c(1 + zs(z)).
$$

For proof, see[27].

Lemma 6. Let $z = iv \in \mathbb{C}$, with $v > 0$, $A$ be any $p \times p$ matrix, and $B$ be a $p \times p$ Hermitian nonnegative definite matrix. Then

$$
\text{tr}(A(B - zI)^{-1} A^*) \in Q_1.
$$

For proof, See[27].

Lemma 7. Let $z = iv \in \mathbb{C}$ with $v > 0$, $A$ be a $p \times p$ Hermitian nonnegative definite matrix, $q \in \mathbb{C}^p$, $a > 0$. Then

$$
\frac{1}{z(1 + aq(A - zI)^{-1}q)} \in Q_1 = \{ z \in \mathbb{C} : \Re(z) \geq 0, \Im(m(z)) \geq 0 \}.
$$

(A2)

For proof, see[27].

Lemma 8. Suppose that $P_n$ are real probability measures with Stieltjes transforms $s_n(z)$. Let $K \subset \mathbb{C}_+$ be an infinite set with limit points in $\mathbb{C}_+$. If $\lim_{n} s_n(z) = s(z)$ exists for all $z \in K$, then there exists a Probability measure $P$ with Stieltjes transform $m(z)$ if and only if

$$
\lim_{n \rightarrow \infty} \{v, n(s(iv) = -1)
$$

in which case $P_n \rightarrow P$.

For proof, see[27].

The next Lemma is known as McDiarmid Inequality[27].

Lemma 9. Let $Y_1, Y_2, ..., Y_m$ be independent random vectors taking values in $\mathcal{X}$. Suppose that $f : \mathcal{X}^k \rightarrow \mathbb{R}$ is a function of $Y_1, Y_2, ..., Y_m$ satisfying $\forall y_1, y_2, ..., y_m, y'_i$,

$$
|f(y_1, y_2, ..., y_m) - f(y_1, y_2, ..., y'_i, y_m)| \leq c_i,
$$

Then for all $\epsilon > 0$,

$$
P(|f(y_1, y_2, ..., y_m) - f(y_1, y_2, ..., y_m)| > \epsilon) \leq 2 \exp(-\frac{2\epsilon^2}{\sum_{i=1}^{m} c_i^2}).
$$

Lemma 10. [14] For $Y_i$, $\Sigma$, $\tau_i$ described as Assumption $\mathcal{A}$ and $z = iv$, define,

$$
M_1 = Y'_i \Sigma^\frac{1}{2} (S_i - zI)^{-1} (\sum_{i=1}^{n} \frac{\tau_i}{1 + \tau_i a_i} - zI)^{-1} \Sigma^\frac{1}{2} Y'_i
$$

and

$$
M_2 = Y'_i \Sigma^\frac{1}{2} (S_i - zI)^{-1} (\sum_{j \neq i} \frac{\tau_j}{1 + \tau_j b_j} - zI)^{-1} \Sigma^\frac{1}{2} Y'_i.
$$

[1] Lemma [10] and [11] can be found in Theorem 1 and[20] in slightly different form.
Then,
\[
\frac{1}{p} \max(Y, M_1 - M_2) \to 0 \text{ a.s.}
\]

**Proof of Lemma 10**

\[
\frac{1}{p} \max Y'\Sigma^5(S - zI)^{-1}(\Sigma (\sum_{i=1}^{n} \frac{r_i}{1+\tau_i} - zI)^{-1} \Sigma^5 Z_i - Y'\Sigma^5(S - zI)^{-1}(\Sigma (\sum_{j\neq l} \frac{r_j}{1+\tau_j b_j^l} - zI)^{-1} \Sigma^5 Y_i)
\]

\[
= \frac{1}{p} \max Y'\Sigma^5(S - zI)^{-1}(\Sigma (\sum_{i=1}^{n} \frac{r_i}{1+\tau_i a_i} + I)^{-1} \Sigma^5 Y_i
\]

\[
- Y'\Sigma^5(S - zI)^{-1}(\Sigma (\sum_{j\neq l} \frac{r_j}{1+\tau_j b_j^l} + I)^{-1} \Sigma^5 Y_i)
\]

\[
\leq \frac{1}{p} \max Y'| \frac{1}{z} \sum_i \frac{r_i}{1+\tau_i a_i} + \frac{1}{z} \sum_{j\neq l} \frac{r_j}{1+\tau_j b_j^l} ||\Sigma^5 Y_i||^2 C p^6
\]

The last inequality is due to Lemma 1 (where \( q = \Sigma^5 Y_i, B = (S - zI)^{-1}, A = \Sigma, w_1 = -\frac{1}{z} \sum_{i=1}^{n} \frac{r_i}{1+\tau_i a_i}, w_2 = -\frac{1}{z} \sum_{j\neq l} \frac{r_j}{1+\tau_j b_j^l} \)), and Assumption 6.

Applying Markov Inequality and Lemma 4,

\[
P(|Y'\Sigma Y - tr(S)|/p) \leq \frac{E|Y'\Sigma Y - tr(S)|^{2k}}{(pe)^{2k}}
\]

\[
\leq \frac{C_k p^6 ||\Sigma||^{2k}}{(pe)^{2k}}
\]

\[
\leq \frac{CC_k p^{2k}}{(pe)^{2k}}
\]

Choosing \( k > \frac{2}{1-2q} \), and using Borel Cantelli lemma, we get \( \max Y'\Sigma Y - tr(S)/p \to 0 \) a.s. As a consequence \( \max Y'\Sigma Y/p < M \forall n > n_0 \) for some \( n_0 \).

Define, \( c = tr(\Sigma^5(S - zI)^{-1} \Sigma^5) \), and consider

\[
\max p^6 | \sum_i \frac{r_i}{1+\tau_i a_i} - \sum_{j\neq l} \frac{r_j}{1+\tau_j b_j^l} |
\]

\[
= \max p^6 | \sum_i \frac{r_i}{1+\tau_i a_i} - \sum_{j\neq i} \frac{r_j}{1+\tau_j c} + \sum_{j\neq i} \frac{r_j}{1+\tau_j c} - \sum_{j\neq l} \frac{r_j}{1+\tau_j b_j^l} + \sum_{j\neq l} \frac{r_j}{1+\tau_j b_j^l} |
\]

\[
\leq \max p^6 | \sum_i \frac{r_i}{1+\tau_i a_i} - \sum_{j\neq i} \frac{r_j}{1+\tau_j c} | + \max p^6 | \sum_{j\neq l} \frac{r_j}{1+\tau_j c} - \sum_{j\neq l} \frac{r_j}{1+\tau_j b_j^l} | + \max p^6 | \sum_{j\neq l} \frac{r_j}{1+\tau_j b_j^l} |
\]

\[
= \max p^6 | \sum_i \frac{r_i}{1+\tau_i a_i} - \sum_{j\neq i} \frac{r_j}{1+\tau_j c} | + \max p^6 | \sum_{j\neq l} \frac{r_j}{1+\tau_j c} |
\]

\[
\max p^6 | \frac{r_j}{1+\tau_j c} | \leq \max p^6 | \frac{nr}{n(1+\tau_j c)} | \leq \frac{p}{n} \to 0
\]

Now we will consider the third part of the above equation,

\[
\max p^6 | \sum_{j\neq l} \frac{r_j}{1+\tau_j b_j^l} |
\]

\[
= \max p^6 | \sum_{j\neq l} \frac{r_j^2}{(1+\tau_j b_j^l)(1+\tau_j c)} |
\]

\[
= \max p^6 | \sum_{j\neq l} \frac{r_j^2 p(c - b_j^l)}{(1+\tau_j b_j^l)(1+\tau_j c)} |
\]

\[
\max | \sum_{j\neq l} \frac{r_j^2}{(1+\tau_j b_j^l)(1+\tau_j c)} | \leq \frac{p}{n^2} \text{ by Assumption 1 and 6},
\]
\[
\max, \max_{j \neq l} p^r |b_j / p - c / p| \\
= \max, \max_{j \neq l} p^r |Y_j \Sigma_i^z (S_{j,l} - zI)^{-1} \Sigma_i^z Y_j / p - tr(\Sigma_i^z (S - zI)^{-1} \Sigma_i^z / p)| \\
= \max, \max_{j \neq l} p^r |Y_j \Sigma_i^z (S_{j,l} - zI)^{-1} \Sigma_i^z Y_j / p - tr(\Sigma_i^z (S_{j,l} - zI)^{-1} \Sigma_i^z / p)| \\
+ \max, \max_{j \neq l} p^r |tr(\Sigma_i^z (S_{j,l} - zI)^{-1} \Sigma_i^z / p) - tr(\Sigma_i^z (S - zI)^{-1} \Sigma_i^z / p)|
\]

Use of Lemma 4, Lemma 3 with Borel Cantelli Lemma will give us for \( \epsilon < \frac{1}{2} - \delta \) and \( k > \frac{3}{1-2\delta-2\epsilon} \),

\[
\max, \max_{j \neq l} p^r |Y_j \Sigma_i^z (S_{j,l} - zI)^{-1} \Sigma_i^z Y_j / p - tr(\Sigma_i^z (S_{j,l} - zI)^{-1} \Sigma_i^z / p)| \to 0 \text{ a.s.}
\]

Also,

\[
\max, \max_{j \neq l} p^r \left[ \frac{1}{p} tr(\Sigma_i^z (S_{j,l} - zI)^{-1} \Sigma_i^z) - \frac{1}{p} tr(\Sigma_i^z (S - zI)^{-1} \Sigma_i^z) \right] \\
= \max, \max_{j \neq l} p^r \left[ \frac{1}{p} tr[\Sigma_i^z ((S_{j,l} - zI)^{-1} - (S - zI)^{-1}) \Sigma_i^z] \right] \\
\leq \max, \max_{j \neq l} p^r \left[ \frac{1}{p} ||\Sigma|| \right] \\
\leq \frac{1}{p} C p^{\alpha_c} \to 0 \text{ a.s.}
\]

The first and second inequalities are result of application of Lemma 2 and Assumption 6 respectively. This proves out claim. \( \square \)

**Lemma 11.** For \( Y_i, \Sigma, \tau_i \) described as Assumption \( A \) and \( z = iv \), define,

\[
M_3 = Y_i \Sigma_i^z (S_i - zI)^{-1} (\Sigma \sum_{j \neq l} \frac{\tau_j}{1 + \tau_j b_j^l} - zI)^{-1} \Sigma_i^z Y_i
\]

and

\[
M_4 = tr[\Sigma_i^z (S_i - zI)^{-1} (\Sigma \sum_{j \neq l} \frac{\tau_j}{1 + \tau_j b_j^l} - zI)^{-1} \Sigma_i^z].
\]

Then

\[
\frac{1}{p} \max |M_3 - M_4| \to 0 \text{ a.s.}
\]

**Proof of Lemma [11]** Using Lemma 4 and and Markov Inequality it is easy to show that,

\[
E(Y_i \Sigma_i^z (S_i - zI)^{-1} (\Sigma \sum_{j \neq l} \frac{\tau_j}{1 + \tau_j b_j^l} - zI)^{-1} \Sigma_i^z Y_i - tr[\Sigma_i^z (S_i - zI)^{-1} (\Sigma \sum_{j \neq l} \frac{\tau_j}{1 + \tau_j b_j^l} - zI)^{-1} \Sigma_i^z])
\]

\[
\leq C_k p^{\alpha k} p^{2\alpha k} v^{2k}
\]

After choosing appropriate value of \( k \) and using Borel Cantelli Lemma we can get the claim. \( \square \)
B PROOF OF THE REMARKS:

Proof of Remark 1.

\[ M = \sqrt{\frac{n}{p}} (W W^* - (\sum \tau_i) \Lambda) \]
\[ = \sqrt{\frac{n}{p}} (\sum_{k=1}^{p} e_k^* w_k^* W - (\sum \tau_i) \Lambda) \]
\[ = \sqrt{\frac{n}{p}} (\sum_{k=1}^{p} e_k^* w_k^* (W + w_k e_k^*) - \sqrt{\frac{n}{p}} (\sum \tau_i) \Lambda) \]
\[ = \sqrt{\frac{n}{p}} (\sum_{k=1}^{p} e_k^* w_k^* W + \sqrt{\frac{n}{p}} (\sum_{k=1}^{p} e_k^* w_k e_k^*) - \sqrt{\frac{n}{p}} (\sum \tau_i) \sum \lambda_k e_k e_k^* \]
\[ = \sum_{k=1}^{p} e_k^* h_k^* + \sqrt{\frac{n}{p}} (\sum_{k=1}^{p} e_k^* v_k e_k^*) - \sqrt{\frac{n}{p}} (\sum \tau_i) \sum \lambda_k e_k e_k^* \]
\[ = \sum_{k=1}^{p} e_k^* (h_k + t_k e_k)^* \]

also it is easy to see that,

\[ M = \sqrt{\frac{n}{p}} (W W^* - (\sum \tau_i) \Lambda) \]
\[ = \sqrt{\frac{n}{p}} (W_k W^* + e_k^* w_k^* W^* - (\sum \tau_i) \Lambda_k - (\sum \tau_i) e_k^* e_k^* \lambda_k) \]
\[ = \sqrt{\frac{n}{p}} (W_k W^* - (\sum \tau_i) \Lambda_k) + \sqrt{\frac{n}{p}} [e_k^* w_k^* (W_k^* + w_k e_k^*) - (\sum \tau_i) e_k^* e_k^* \lambda_k] \]
\[ = M_k + e_k^* h_k^* + \sqrt{\frac{n}{p}} e_k^* w_k e_k^* - \sqrt{\frac{n}{p}} (\sum \tau_i) e_k^* \lambda_k \]
\[ = M_k + e_k^* h_k^* + (t_k e_k)^* \]
\[ = M_k + e_k^* (h_k + t_k e_k)^* \]

\[ \square \]

Proof of Remark 2:

\[ tr[e_k^* (h_k + t_k e_k)^* (M_k - z I)^{-1} (h_k + t_k e_k)^* (M_k - z I)^{-1} e_k] \]
\[ = (h_k + t_k e_k)^* (M_k - z I)^{-1} e_k tr[e_k^* (h_k + t_k e_k)^* (M_k - z I)^{-1}] \]
\[ = ((h_k + t_k e_k)^* (M_k - z I)^{-1} e_k) ((h_k + t_k e_k)^* (M_k - z I)^{-1} e_k) \]
\[ = ((h_k + t_k e_k)^* (M_k - z I)^{-1} e_k)^2 \]
and

\[ \text{tr}(e_k(h_k + t_{kk}e_k)^*(M_k - zI)^{-1}e_k(h_k + t_{kk}e_k)^*(M_k - zI)^{-1}] \\
= \text{tr}(h_k + t_{kk}e_k)^*(M_k - zI)^{-1}e_k(h_k + t_{kk}e_k)^*(M_k - zI)^{-1}e_k \\
= ((h_k + t_{kk}e_k)^*(M_k - zI)^{-1}e_k)^2. \]

So,

\[ LHS = \text{tr}(M(M - zI)^{-1}) \]

\[ = \text{tr}(e_k(h_k + t_{kk}e_k)^*(M_k - zI + e_k(h_k + t_{kk}e_k)^*(M_k - zI)^{-1}) \]

\[ = \text{tr}(e_k(h_k + t_{kk}e_k)^*(M_k(z)^{-1} - \frac{(M_k - zI)^{-1}e_k(h_k + t_{kk}e_k)^*(M_k - zI)^{-1})}{1 + (h_k + t_{kk}e_k)^*(M_k - zI)^{-1}e_k}) \]

\[ = \text{tr}(e_k(h_k + t_{kk}e_k)^*((M_k - zI)^{-1}(1 + (h_k + t_{kk}e_k)^*(M_k - zI)^{-1}e_k) - (M_k - zI)^{-1}e_k(h_k + t_{kk}e_k)^*(M_k - zI)^{-1})}{1 + (h_k + t_{kk}e_k)^*(M_k(z)^{-1}e_k} \]

\[ = \frac{(h_k + t_{kk}e_k)^*(M_k - zI)^{-1}e_k}{1 + (h_k + t_{kk}e_k)^*(M_k - zI)^{-1}e_k} \]

\[ = \frac{(h_k + t_{kk}e_k)^*(M_k - zI)^{-1}e_k}{1 + (h_k + t_{kk}e_k)^*(M_k - zI)^{-1}e_k} \]

\[ \square \]

**Proof of Remark 3.** To see this, manipulate the left hand side the following way-

\[(h_k + t_{kk}e_k)^*(M_k - zI)^{-1}e_k = (h_k + t_{kk}e_k)^*(\sqrt{\frac{n}{p}}(W_kW_k^* - (\sum_i \tau_i)\Lambda_k) - zI)^{-1}e_k \]

\[ = (h_k + t_{kk}e_k)^*(\sqrt{\frac{n}{p}}(W_kW_k^* + W_kw_ke_k^* - (\sum_i \tau_i)\Lambda_k) - zI)^{-1}e_k \]

\[ = (h_k + t_{kk}e_k)^*(\sqrt{\frac{n}{p}}(W_kW_k^* - (\sum_i \tau_i)\Lambda_k) - zI + \sqrt{\frac{n}{p}}W_kw_ke_k^*)^{-1}e_k \]

\[ = (h_k + t_{kk}e_k)^*((M_k - zI) + h_k e_k^*)^{-1}e_k \]

\[ = (h_k + t_{kk}e_k)^*((\tilde{M}_k - zI)^{-1} - \frac{(\tilde{M}_k - zI)^{-1}h_k e_k^*(\tilde{M}_k - zI)^{-1}e_k}{1 + e_k^*(\tilde{M}_k - zI)^{-1}h_k} \]

\[ = (h_k + t_{kk}e_k)^*\tilde{M}_k(z)^{-1}e_k - \frac{(h_k + t_{kk}e_k)^*(\tilde{M}_k - zI)^{-1}h_k e_k^*(\tilde{M}_k - zI)^{-1}e_k}{1 + e_k^*(\tilde{M}_k - zI)^{-1}h_k} \]

\[ \text{Observe that } h_k^*e_k = e^*h_k = 0 \text{ because } W_k^*e_k = 0. \text{ So,} \]

\[ (\tilde{M}_k - zI)e_k = \sqrt{\frac{n}{p}}(W_kW_k^* - (\sum_i \tau_i)\Lambda_k)e_k - ze_k \]

\[ = \sqrt{\frac{n}{p}}(W_kW_k^*e_k - (\sum_i \tau_i)e_k) - ze_k \]

\[ = -ze_k. \]
As a consequence $e_k^*(\tilde{M}_k - zI)^{-1}h_k = -e_k^*h_k/z = 0$. And,

$$(h_k + t_{kk}e_k)^*(\tilde{M}_k - zI)^{-1}e_k = (h_k + t_{kk}e_k)^*(\tilde{M}_k - zI)^{-1}h_k e_k^* e_k /z$$

$$= -t_{kk} /z + (h_k + t_{kk}e_k)^*(\tilde{M}_k - zI)^{-1}h_k /z$$

$$= -t_{kk} + h_k^*(\tilde{M}_k - zI)^{-1}h_k + t_{kk}e_k^*(\tilde{M}_k - zI)^{-1}h_k$$

$$= -t_{kk} + h_k^*(\tilde{M}_k - zI)^{-1}h_k.$$