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Abstract Single- and double-differential inclusive dijet cross sections in neutral current deep inelastic ep scattering have been measured with the ZEUS detector using an integrated luminosity of 374 pb$^{-1}$. The measurement was performed at large values of the photon virtuality, $Q^2$, between 125 and 20000 GeV$^2$. The jets were reconstructed with the $k_T$ cluster algorithm in the Breit reference frame and selected by requiring their transverse energies in the Breit frame, $E_{T,B}^\text{jet}$, to be larger than 8 GeV. In addition, the invariant mass of the dijet system, $M_{jj}$, was required to be greater than 20 GeV. The cross sections are described by the predictions of next-to-leading-order QCD.

1 Introduction

Measurements of jet cross sections are a well established tool for QCD studies and have been performed for many different observables at HERA [1–17]. For jet analyses in neutral current (NC) deep inelastic scattering (DIS), the Breit reference frame [18, 19] is preferred, since it provides a maximal separation between the products of the beam frag-
mentation and the hard jets. In this frame, the exchanged space-like virtual boson has 3-momentum $q = (0, 0, -Q)$ and is collinear with the incoming parton. While retaining hard QCD processes at leading order in the strong coupling constant $\alpha_s$, the contribution from the parton-model process can be suppressed by requiring the production of jets with high transverse energy in the Breit frame. Therefore, measurements of jet cross sections in the Breit frame are directly sensitive to hard QCD processes, allowing tests of perturbative QCD (pQCD), of the factorisation ansatz and of the parton distribution functions (PDFs) of the proton.

At large boson virtualities, $Q^2$, the experimental and theoretical systematic uncertainties are small and, thus, use of the large HERA data sample can provide powerful physical constraints. Jet cross-section data from the high-$Q^2$ region have been included in the ZEUS PDF fit, thereby significantly reducing the uncertainty on the gluon density in the medium- to high-$x$ region [20].

Measurements of dijet production in DIS at HERA have so far been performed with either smaller data sets [1, 2, 7] or normalised to the inclusive NC DIS cross section [9]. In this paper, measurements of inclusive dijet production at large values of $Q^2$ are presented using an integrated luminosity of 374 pb$^{-1}$. Here, differential dijet cross sections as a function of $Q^2$, of the mean jet transverse energy of the dijet system in the Breit frame, $E^\text{jet}_{T,B}$, of the dijet invariant mass, $M_{jj}$, of the half-difference of the jet pseudo-rapidities in the Breit frame, $\eta = |\eta_{\text{jet}1} - \eta_{\text{jet}2}|/2$, of the fraction of the proton momentum taken by the interacting parton, $x = x_{Bj}(1 + (M_{jj})^2/Q^2)$, and of $x_{Bj}$ are presented. Here, $x_{Bj}$ is the Bjorken scaling variable that defines, for the parton-model process, the fraction of the proton momentum carried by the struck massless parton. Measurements of the dijet cross section as a function of $\xi$ and $E^\text{jet}_{T,B}$ are also shown for different regions of $Q^2$.

The measured single- and double-differential cross sections are compared with next-to-leading-order (NLO) QCD calculations.

## 2 Experimental set-up

A detailed description of the ZEUS detector can be found elsewhere [21]. A brief outline of the components that are most relevant for this analysis is given below.

Charged particles were tracked in the central tracking detector (CTD) [22–24], which operated in a magnetic field of 1.43 T provided by a thin superconducting solenoid. The CTD consisted of 72 cylindrical drift-chamber layers, organised in nine superlayers covering the polar-angle region $15^\circ < \theta < 164^\circ$. For data taken during the years 1998 to 2000, tracks were reconstructed using the CTD only. Starting from the year 2004, the CTD and a silicon microvertex detector (MVD) [25], installed between the beam-pipe and the inner radius of the CTD, were used.

The high-resolution uranium–scintillator calorimeter (CAL) [26–29] covered 99.7% of the total solid angle and consisted of three parts: the forward (FCAL), the barrel (BCAL) and the rear (RCAL) calorimeters. Each part was subdivided transversely into towers and longitudinally into one electromagnetic section (EMC) and either one (in RCAL) or two (in BCAL and FCAL) hadronic sections (HAC). The smallest subdivision of the calorimeter is called a cell. Under test-beam conditions, the CAL single-particle relative energy resolutions were $\sigma(E)/E = 0.18/\sqrt{E}$ for (anti-)electrons and $\sigma(E)/E = 0.35/\sqrt{E}$ for hadrons, with $E$ in GeV.

The luminosity was measured using the Bethe–Heitler reaction $ep \rightarrow e\gamma p$ by the luminosity detector which consisted of a lead-scintillator [30–32] calorimeter and, in the 2004–2007 running period, an independent magnetic spectrometer [33].

The electron$^1$ beam in HERA was naturally transversely polarised through the Sokolov–Ternov effect [34, 35]. The characteristic polarisation build-up time for the HERA accelerator was approximately 40 minutes. Starting from the year 2004, spin rotators on either side of the ZEUS detector changed the transverse polarisation of the beam into longitudinal polarisation and back again. The electron beam polarisation was measured using two independent polarimeters, the transverse polarimeter (TPOL) [36] and the longitudinal polarimeter (LPOL) [37]. Both devices exploited the spin-dependent cross section for Compton scattering of circularly polarised photons off electrons to measure the beam polarisation. The luminosity and polarisation measurements were made over time intervals that were much shorter than the polarisation build-up time.

## 3 Event selection and reconstruction

The data used in this analysis were collected during the periods 1998–2000 and 2004–2007, when HERA operated with protons of energy $E_p = 920$ GeV and electrons or positrons of energy $E_e = 27.5$ GeV, and correspond to an integrated luminosity of 203 pb$^{-1}$ for the electron data and 171 pb$^{-1}$ for the positron data. The mean luminosity-weighted average polarisation of the data was $-0.03$.

A three-level trigger system was used to select events online [21, 38, 39]. At the third level, NC DIS events were accepted on the basis of the identification of a scattered-electron candidate using localised energy depositions in the calorimeter.

1Here and in the following, the term “electron” denotes generically both the electron and the positron unless otherwise stated.
CAL. At the second level, charged-particle tracks were reconstructed online by using the ZEUS global tracking trigger [40], which combined information from the CTD and MVD. These online tracks were used to reconstruct the interaction vertex and reject non-ep background. At the first level, only coarse calorimeter and tracking information was available. Events were selected using criteria based on the energy and transverse energy measured in the CAL. Starting from the year 2004, additional tracking requirements were introduced to adapt the trigger rates to the higher instantaneous luminosity.

Events were selected offline using criteria which were slightly changed with respect to those used in the previous ZEUS dijet measurement [7]. These changes reflect the new phase-space definition of the measurements adopted here. The main steps of the selection are briefly listed below.

The scattered-electron candidate was identified from the pattern of energy deposits in the CAL [41, 42]. The energy, \( E'_e \), the polar \( \theta_e \) angle, and the azimuthal angle, \( \phi_e \), of the electron candidate were determined from the CAL measurements. For events in which the electron was found inside the CTD acceptance, the angles \( \theta_e \) and \( \phi_e \) were reconstructed from the associated electron track. The photon virtuality \( Q^2 \) and the Bjorken scaling variable \( x_B \) were reconstructed using the double angle (DA) method [43, 44]. The inelasticity variable \( y \) was determined from the condition:

\[
\frac{Q^2}{x_B s} = E_e,\phi_e
\]

where \( s \) is the square of the centre-of-mass energy.

### 3.1 Inclusive event selection

The phase space of the measurement was \( 125 < Q^2 < 20000 \text{ GeV}^2 \) and \( 0.2 < y < 0.6 \).

Events were selected if:

- An electron candidate of energy \( E'_e > 10 \text{ GeV} \) was found. This requirement ensured a high and well understood electron-finding efficiency and suppressed background from photoproduction events in which the scattered electron escapes down the rear beampipe.
- The total energy not associated with the electron candidate within a cone of radius 0.7 units in the pseudorapidity–azimuth \( (\eta–\phi) \) plane around the electron direction was less than 10% of the electron energy. This condition removed photoproduction and DIS events in which part of a jet was falsely identified as the scattered electron.
- A track matched to the energy deposit in the CAL was found in events in which an electron was reconstructed within the acceptance of the tracking detectors. This was done by restricting the distance of closest approach between the track extrapolated to the CAL surface and the energy cluster position to within 10 cm, and requiring an electron track momentum greater than 3 GeV.
- The vertex position along the beam axis was in the range that was given by the nominal vertex position plus minus three times the width of the vertex distribution approximated by a Gaussian. Both the nominal vertex position and the width of the distribution varied between the different data-taking periods. Typical values were \( |Z_{\text{vtx}}| < 30 \text{ cm} \). This condition helped to select events consistent with ep interactions.
- \( P_T,\text{miss}/\sqrt{E_T} < 2.5 \text{ GeV}^{1/2} \), where \( P_T,\text{miss} \) is the missing transverse momentum as measured with the CAL and \( E_T \) is the total transverse energy in the CAL. This cut removed cosmic-ray events and beam-related background.
- \( 38 < (E – P_Z) < 65 \text{ GeV} \), where \( E \) is the total energy, \( E = \Sigma E_i \), and \( P_Z \) is the Z-component of the vector \( P = \Sigma p_i \). The sums run over all clusters of energy deposits in the CAL. This cut removed events with large initial-state radiation and further reduced the background from photoproduction.

In addition, events were rejected if a second electron candidate with azimuthal separation \( \Delta \phi > 3 \) from the first candidate was found, a ratio of transverse momenta of the two candidates between 0.8 and 1.2 was measured, and, in addition, the rest of the CAL energy, besides the two electromagnetic energy clusters, was below 3 GeV. This condition removed elastic Compton scattering events (ep \( \rightarrow e\gamma p \)).

### 3.2 Jet selection

The \( k_T \) cluster algorithm [45] was used in the longitudinally invariant inclusive mode [46] to reconstruct jets in the hadronic final state assuming massless objects. In data, the algorithm was applied to the CAL cells after excluding those associated with the scattered-electron candidate. The jet search was performed in the \( \eta–\phi \) plane of the Breit frame. The jet variables were defined according to the Snowmass convention [47].

After reconstructing the jet variables in the Breit frame, the massless four-momenta were boosted into the laboratory frame, where the transverse energy, \( E_{T,LAB}^{\text{jet}} \), and the pseudorapidity, \( \eta_{LAB}^{\text{jet}} \), of each jet were calculated. Energy corrections [3, 48, 49] were then applied to the jets in the laboratory frame and propagated into \( E_{T,B}^{\text{jet}} \), the transverse jet energy in the Breit frame, in order to compensate for energy losses in the inactive material in front of the CAL.

The following cuts were applied to select a clean sample of high-\( Q^2 \) DIS jet events:

- Events were removed from the sample if the distance \( \Delta R \) of any of the jets to the electron candidate in the
\( \eta - \varphi \) plane of the laboratory frame was smaller than 1 unit, \( \Delta R = \sqrt{(|\eta_{\text{jet}}^{\text{LAB}} - \eta_e|^2 + (|\varphi_{\text{jet}}^{\text{LAB}} - \varphi_e|^2)^2} < 1 \), where \( \varphi_e \) and \( \eta_e \) are the azimuthal angle and pseudorapidity of the scattered-electron candidate, respectively. This requirement removed some background from photoproduction and improved the purity of the sample.

- Events were removed from the sample if a jet was in the backward region of the detector \( (\eta_{\text{jet}}^{\text{LAB}} < -1) \). This requirement removed events in which a radiated photon from the electron was misidentified as a jet in the Breit frame.
- \( E_{\text{jet}}^{T, \text{LAB}} > 3 \) GeV. This cut removed a small number of jets for which the uncertainty on the energy correction was large.

The dijet sample was then selected requiring the events to fulfil the following conditions (which also define the dijet phase space of the measurement):

- At least two jets in the pseudorapidity range \(-1 < \eta_{\text{jet}}^{\text{LAB}} < 2.5 \) were found.
- Of these jets, the two with the highest transverse energies in the Breit frame were required to have \( E_{\text{jet}}^{T, \text{B}} > 8 \) GeV.
- The invariant dijet mass, \( M_{jj} \), of the two highest-transverse-energy jets in the event was required to exceed 20 GeV. This requirement was introduced to make the theoretical calculations infrared insensitive. Despite this cut the NLO QCD calculations in the region \( 0.65 < \eta^* < 2 \) still exhibited infrared sensitivity (Sect. 5).

The final sample consisted of 31 440 dijet events.

4 Monte Carlo simulations and data corrections

Samples of Monte Carlo (MC) events were generated to determine the response of the detector to jets of hadrons and the correction factors necessary to obtain the hadron-level jet cross sections. The hadron level is defined in terms of hadrons with lifetime \( \tau \geq 10 \) ps. The generated events were passed through the Geant-based \cite{50} ZEUS detector- and trigger-simulation programs \cite{21}. They were reconstructed and analysed by the same program chain as the data.

Neutral current DIS events including radiative effects were simulated using the HERACLES 4.6.1 \cite{51, 52} program with the DJANGOH 1.1 \cite{53, 54} interface to the hadronisation programs. HERACLES includes corrections for initial- and final-state radiation, vertex and propagator terms, and two-boson exchange. The QCD cascade is simulated using the colour-dipole model (CDM) \cite{55–58} including the LO QCD diagrams as implemented in ARIADNE 4.08 \cite{59, 60} and, alternatively, with the matrix-element plus parton-shower (MEPS) approach of LEPTO 6.5 \cite{61}. The CTEQ5D \cite{62} proton PDFs were used for these simulations. Fragmentation into hadrons is performed using the Lund string model \cite{63} as implemented in JETSET 7.4 \cite{64–67}.

The jet search was performed on the MC events using the energy measured in the CAL cells in the same way as for the data. The same jet algorithm was also applied to the final-state particles (hadron level) and to the partons available after the parton shower simulation (parton level).

The data were corrected to the hadron level and for QED-radiative effects using bin-by-bin correction factors obtained from the MC samples. For this approach to be valid, the uncorrected distributions of the data must be well described by the MC simulations. This condition was in general satisfied by both the ARIADNE and LEPTO MC. Figures 1, 2, and 3 show comparisons of data with MC simulations for all observables in which cross sections are presented in this paper. The MC simulations give a good description of all the data distributions. The LEPTO model gives a slightly better description of the data and was thus used as the default model; ARIADNE was then used to estimate the systematic effect on the correction procedure due to the parton-shower model. In all cases, the correction factors differed from unity by (5–30)%. These correction factors took into account the efficiency of the trigger, the selection criteria and the purity
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Fig. 1 Uncorrected data distributions for inclusive dijet production (dots). For comparison, the predictions of the ARIADNE (dashed histograms) and LEPTO (solid histograms) MC models are also included.
and efficiency of the jet reconstruction. The QED corrections typically amounted to between 3 and 6%.

Starting in 2004, HERA provided longitudinally polarised lepton beams. The effect of the polarisation on the measured data events was corrected for by adjusting the data event weights with the ratio of the predictions for the unpolarised and polarised cross sections as determined with the HECTOR program [68].

5 NLO QCD calculations

Next-to-leading-order ($O(\alpha_s^2)$) QCD calculations were obtained using the program NLOJET++ [69]. The calculations were performed in the MS renormalisation and factorisation schemes. The number of flavours was set to five and the factorisation scale was chosen to be $\mu_F = \mu_R = Q$. Calculations with different choices of the renormalisation scale, $\mu_R$, were performed: the default choice was $\mu_R^2 = Q^2 + E_{T,B}^\text{jet}$. Alternatively, the scales $Q^2$ and $E_{T,B}^\text{jet}$ were investigated. The strong coupling constant was calculated at two loops with $\Lambda_{\text{MS}}^{(5)} = 226$ MeV, corresponding to $\alpha_s(M_Z) = 0.118$.

The calculations were performed using the CTEQ6.6 [70] parameterisations of the proton PDFs. The $k_T$ cluster algorithm was also applied to the partons in the events generated by NLOJET++ in order to obtain the jet cross-section predictions. The predictions of NLOJET++ were cross-checked with the DISENT program [71]. Both programs agreed to better than 1%.

The lack of sensitivity to the infrared cutoff of the NLO QCD calculations was verified by determining the total inclusive dijet cross section as a function of the $M_{jj}$ cut in each analysis bin separately. Except for the two highest $\eta^*$ bins, the theoretical predictions were found to be infrared insensitive [72].

The data presented in this paper are, among others, intended for the use in QCD PDF fits, aiming specifically at a further improvement of the uncertainty on the gluon density at large values of $x$. In order to demonstrate the usefulness of the data for this purpose, Figs. 4 and 5 show, as a function of the variables $\xi$ and $E_{T,B}^\text{jet}$ in different regions of $Q^2$, the NLO predictions for the fraction of events which are initiated by a gluon from the proton using the CTEQ6.6 PDFs. This gluon fraction ranges from about 75% at $125 < Q^2 < 250$ GeV$^2$
Fig. 4 The fraction of gluon-induced events as a function of $\log_{10}(\xi)$ as predicted by the CTEQ6.6 PDFs in different regions of $Q^2$ and small $\xi$ to about 5% at the highest $Q^2$ above 5000 GeV$^2$, where $\xi$ is approximately confined to values above 0.1. In the lower $Q^2$ regions, the gluon fraction is also significant for large values of $\xi$. Since this region is not statistically limited, precise input for the PDF fits can be expected. Figure 6 shows the relative CTEQ6.6 PDF uncertainty, the uncertainty due to missing higher orders in the calculation estimated by variation of $\mu_R$ and the theoretical predictions from MSTW2008 [73], ZEUS-JETS [20] and ZEUS-S [74]. The corresponding uncertainties for the latter three PDF sets are not shown. The CTEQ6.6 PDF uncertainty and the observed spread between the various PDF sets is in some regions of the considered dijet phase space larger than the uncertainty arising from missing higher orders.

The measurements refer to jets of hadrons, whereas the NLO QCD calculations refer to jets of partons. The QCD predictions were corrected to the hadron level using the MC hadronisation model described in the previous section to give multiplicative factors, $C_{\text{hadr}}$, defined as the ratio of the cross section for jets of hadrons over that for jets of partons. The ratios obtained with ARIADNE and LEPTO were averaged to obtain the $C_{\text{hadr}}$ factors, which differ from unity by less than 5%.

Neither NLOJET++ nor DISENT includes the contributions from $Z^0$ exchange; MC simulated events with and without $Z^0$ exchange were used to include this effect in the pQCD predictions. In the following, pQCD calculations refer to the fully corrected predictions, unless otherwise stated.

Several sources of uncertainty in the theoretical predictions were considered:

- The uncertainty on the NLO QCD calculations due to terms beyond NLO, estimated by varying $\mu_R$ by a factor of two up and down, was below $\pm 6\%$ at low $Q^2$ and low $E_{T,h}^\text{jet}$ and decreased to below $\pm 3\%$ in the highest-$Q^2$ region.
- The uncertainty on the NLO QCD calculations due to that on $\alpha_s(M_Z)$ was estimated by repeating the calculations using two additional sets of proton PDFs, CTEQ6.6A3 and CTEQ6.6A2, determined assuming $\alpha_s(M_Z) = 0.114$ and 0.122, respectively. The difference between the calculations using these sets and CTEQ6.6 was scaled to reflect the current uncertainty on $\alpha_s$ [75]. The resulting uncertainty on the cross sections was mostly below $\pm 3\%$.
- The uncertainty on the modelling of the parton shower was estimated as half the difference between the correction factors calculated from the LEPTO and ARIADNE models. The resulting uncertainty on the cross sections was typically less than 2%.
- The uncertainty on the NLO calculations due to the proton PDFs was estimated by repeating the calcula-
The relative CTEQ6.6 PDF uncertainty, the relative uncertainty due to missing higher orders estimated by a variation of $\mu_R$ and the theoretical predictions from different PDF sets relative to those obtained with CTEQ6.6 as functions of $\log_{10}(\xi)$ in different regions of $Q^2$.

• The uncertainty of the calculations in the value of $\mu_F$ was estimated by repeating the calculations with $\mu_F = Q/2$ and $2Q$. The effect on the calculations was negligible.

The total theoretical uncertainty was obtained by adding in quadrature the individual uncertainties listed above.

6 Experimental uncertainties

The following sources of systematic uncertainty were considered for the measured cross sections [72]:

• The uncertainty on the absolute energy scale of the jets was estimated to be $\pm 1\%$ for $E_{T,\text{LAB}}^{\text{jet}} > 10$ GeV and $\pm 3\%$ for lower $E_{T,\text{LAB}}^{\text{jet}}$ values [4, 49, 72, 76]. The resulting uncertainty on the cross sections was about $\pm 4\%$ and increased to approximately $\pm 6\%$ in certain regions of the dijet phase space.

• The uncertainty in the absolute energy scale of the electron candidate was estimated to be $\pm 1\%$ [77] ($\pm 2\%$ [78]) for the data from the years 1998–2000 (2004–2007). The resulting uncertainty was below $\pm 1\%$.

• The differences in the results obtained by using either ARIADNE or LEPTO to correct the data for detector effects were typically below $\pm 5\%$.

• The analysis was repeated using an alternative technique [79] to select the scattered-electron candidate. The resulting uncertainty was typically below $\pm 1\%$.

• The $E_{T,\text{LAB}}^{\text{jet}}$ cut was changed to 2 and 4 GeV. The resulting uncertainty was mostly smaller than $\pm 1\%$.

• The uncertainty due to the selection cuts was estimated by varying the values of the cuts within the resolution of each variable. The effect on the cross sections was in general below $\pm 2\%$.

• The combined, luminosity-weighted systematic error on the polarisation measurement was $3.9\%$. The effect on the cross sections was negligible.

• The simulation of the first-level trigger was corrected in order to match the measured efficiency in the data. The systematic effect on the cross sections was typically less than $1\%$.

The systematic uncertainties not associated with the absolute energy scale of the jets were added in quadrature. Figure 7 shows the statistical uncertainty, the correlated systematic uncertainty which is caused by the jet energy scale and the quadratic sum of the correlated and uncorrelated systematic uncertainties as a function of $Q^2$. Except for the high-$Q^2$ region, the correlated uncertainty was the dominating contribution to the total experimental uncertainty. In addition, there was an overall normalisation uncertainty of $\pm 2.2\%$ for the 1998–2000 data and of $\pm 2.6\%$ for the 2004–2007 data. Therefore, the combined, luminosity-weighted average systematic uncertainty on the luminosity measurement was $\pm 2.5\%$, which was not included in the cross-section figures or the tables.

7 Results

The differential inclusive dijet cross sections were measured in the kinematic region $125 < Q^2 < 20000$ GeV$^2$ and $0.2 < y < 0.6$. The jets were reconstructed using the $k_T$ cluster algorithm in the longitudinally invariant inclusive mode and the cross sections refer to jets with $E_{T,\text{LAB}}^{\text{jet}} > 8$ GeV and $-1 < \eta_{\text{LAB}}^{\text{jet}} < 2.5$. The invariant dijet mass of the two highest-transverse-energy jets in the event was required to be greater than 20 GeV. These cross sections were corrected for detector and QED radiative effects and the running of $\alpha_{\text{em}}$. 

---

Fig. 6 The relative CTEQ6.6 PDF uncertainty, the relative uncertainty due to missing higher orders estimated by a variation of $\mu_R$, and the theoretical predictions from different PDF sets relative to those obtained with CTEQ6.6, as functions of $\log_{10}(\xi)$ in different regions of $Q^2$. 

---
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7.1 Single-differential dijet cross sections

The measurements of the single-differential inclusive dijet cross sections are presented in Figs. 8 to 10 and Tables 1, 2, 3, 4, 5, and 6 as functions of several kinematic and dijet variables. Single-differential cross sections are shown for $Q^2$, $x_{Bj}$, the mean transverse jet energy in the Breit frame of the two jets, $E_{jet}^{T,B}$, the dijet invariant mass, $M_{jj}$, the half-difference of the jet pseudorapidities in the Breit frame, $\eta^*$, and the logarithm of the variable $\xi$. The data are compared to NLO QCD calculations. The relative differences between the measured differential cross sections and the NLO QCD calculations are also shown.

The single-differential dijet cross-sections $d\sigma/dQ^2$ and $d\sigma/dx_{Bj}$ are shown in Figs. 8a and b. The cross-section $d\sigma/dQ^2$ has total experimental systematic uncertainties of the order of 5% (7%) at low (high) values of $Q^2$. The total theoretical uncertainty is of the order of 7% (4%) at low (high) $Q^2$.

For the cross-section $d\sigma/dx_{Bj}$, most of the data points have experimental uncertainties of less than 5%, and also the precision of the theory predictions is better than 5% over most of the $x_{Bj}$ range.

Figures 9a and b show the single-differential dijet cross-sections $d\sigma/dE_{jet}^{T,B}$ and $d\sigma/dM_{jj}$. These measurements are particularly well suited for testing the matrix elements in the perturbative calculations. Mean transverse jet energies $E_{jet}^{T,B}$ (dijet invariant masses $M_{jj}$) of up to 60 GeV (120 GeV) are reached with this measurement. At the largest values of $E_{jet}^{T,B}$ ($M_{jj}$), experimental uncertainties of 8% (5%) are achieved; for smaller values, the uncertainties are even smaller. The theoretical uncertainties are approximately constant over the range studied and are of the order of (5–7)%.

The differential dijet cross-section as a function of $\eta^*$ is shown in Fig. 3a. The experimental uncertainties are always below 5%, the total theoretical uncertainty is also typically around 5%. The theoretical predictions for the last two $\eta^*$ bins were removed from the plot due to infrared sensitivity.

The cross-section $d\sigma/d\log_{10}(\xi)$ (Fig. 3b) has similar uncertainties as the distributions described before and shows a maximum around $\log_{10}(\xi) = -1.5$. At lower and higher values, the cross section reflects the suppression by the transverse energy requirements in the selection and the decreasing quark and gluon densities, respectively.

All the measured differential cross sections are well described by NLO QCD predictions.

7.2 Double-differential dijet cross sections

Figures 11, 12, 13, and 14 show the measurements of double-differential dijet cross sections as functions of $E_{jet}^{T,B}$ and $\log_{10}(\xi)$ in different $Q^2$ regions (see Tables 7 and 8). These cross sections will provide valuable input for the extraction of the proton PDFs.

The $\log_{10}(\xi)$ distributions in different $Q^2$ regions in Fig. 11 show the same behaviour as the integrated $\log_{10}(\xi)$ distribution in Fig. 10b, with a distinct maximum at values that increase with increasing $Q^2$. The data are very precise—even in the highest $Q^2$ bin from 5000 to 20000 GeV$^2$ the experimental uncertainties are between 10 and 15% and originate equally from the statistical and the systematical uncertainty. At lower $Q^2$ values, the experimental uncertainties become as small as (2–3)%. Fig-
The measured differential cross-sections $d\sigma/dQ^2$ and $d\sigma/dx_B$ for inclusive dijet production with $E_{T,J} > 8$ GeV, $M_J > 20$ GeV and $-1 < \eta_{LAB} < 2.5$ (dots), in the kinematic range given by $0.2 < y < 0.6$ and $125 < Q^2 < 20000$ GeV$^2$. The inner error bars represent the statistical uncertainty. The outer error bars show the statistical and systematic uncertainties, not associated with the uncertainty on the absolute energy scale of the jets, added in quadrature. The shaded bands display the uncertainties due to the absolute energy scale of the jets. The NLO QCD calculations with $\mu_R^2 = Q^2 + E_{T,J}^2$ (solid lines), $\mu_R^2 = Q^2$ (dashed lines) and $\mu_R^2 = E_{T,J}^2$ (dotted lines), corrected for hadronisation effects and $Z^0$ exchange and using the CTEQ6.6 parameterisations of the proton PDFs, are also shown. The lower parts of the figures show the relative differences with respect to the NLO QCD calculations with $\mu_R^2 = Q^2 + E_{T,J}^2$. The hatched bands display the total theoretical uncertainty.

Table 1 The measured differential cross-sections $d\sigma/dQ^2$ for inclusive dijet production. The statistical, uncorrelated systematic and jet-energy-scale (ES) uncertainties are shown separately. The multiplicative corrections, $C_{\text{QED}}$, which have been applied to the data and the corrections for hadronisation and $Z^0$ effects to be applied to the parton-level NLO QCD calculations, $C_{\text{had}} \cdot C_{Z^0}$, are shown in the last two columns.

| $Q^2$ bin (GeV$^2$) | $d\sigma/dQ^2$ (pb/GeV$^2$) | $\delta_{\text{stat}}$ | $\delta_{\text{syst}}$ | $\delta_{\text{ES}}$ | $C_{\text{QED}}$ | $C_{\text{had}} \cdot C_{Z^0}$ |
|--------------------|----------------------------|----------------|----------------|----------------|----------------|----------------|
| 125–250            | 0.3843                     | ±0.0036       | +0.0039        | +0.0215        | 0.97           | 0.95           |
| 250–500            | 0.1193                     | ±0.0015       | +0.0019        | +0.0055        | 0.95           | 0.96           |
| 500–1000           | 0.03372                    | ±0.00053      | +0.00065       | +0.00135       | 0.94           | 0.96           |
| 1000–2000          | 0.00855                    | ±0.00018      | +0.00010       | +0.00029       | 0.93           | 0.98           |
| 2000–5000          | 0.001523                   | ±0.000043     | +0.000033      | +0.000030      | 0.93           | 1.03           |
| 5000–20000         | 0.0000875                  | ±0.0000046    | +0.0000058     | +0.000014      | 0.92           | 1.09           |

Figure 12 shows the level of agreement between data and predictions: the theoretical uncertainties are typically between 5 and 10% and, within the combined uncertainties, the data are very well described by the theory.

The cross sections as functions of $E_{T,J}^2$ in different regions of $Q^2$, shown in Fig. 13, fall over 2 to 3 orders of magnitude in the range considered, with a smaller slope for higher $Q^2$ values. The statistical precision of the data is between 2% at the lowest $E_{T,J}^2$ and $Q^2$ and slightly above 10% at the highest values of these variables. The systematic uncertainties are mostly of the order of 3 to 5%. The theoretical uncertainties (Fig. 14) are approximately constant in $E_{T,J}^2$. 
### Table 2: Inclusive dijet cross-sections \( \frac{d\sigma}{dx_{\text{BJ}}} \). Other details as in the caption to Table 1

| \( x_{\text{BJ}} \) bin | \( \frac{d\sigma}{dx_{\text{BJ}}} \) (pb) | \( \delta_{\text{stat}} \) | \( \delta_{\text{syst}} \) | \( \delta_{\text{ES}} \) | C\(_{\text{QED}}\) | C\(_{\text{hadr}} \cdot C_{Z^0}\) |
|------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| 0.0001–0.01           | 6580 ±54        | +44             | +351            | +317            | 0.96            | 0.95            |
| 0.01–0.02             | 2229 ±31        | +44             | +98             | +94             | 0.94            | 0.95            |
| 0.02–0.035            | 711 ±14         | +19             | +27             | −20             | 0.94            | 0.96            |
| 0.035–0.07            | 193.8 ±4.6      | +2.8            | +5.1            | −5.7            | 0.93            | 0.99            |
| 0.07–0.1              | 64.4 ±2.8       | +3.8            | +1.0            | −1.4            | 0.92            | 1.03            |

### Table 3: Inclusive dijet cross-sections \( \frac{d\sigma}{dE_{T,\text{B}}^\text{jet}} \). Other details as in the caption to Table 1

| \( E_{T,\text{B}}^\text{jet} \) (GeV) | \( \frac{d\sigma}{dE_{T,\text{B}}^\text{jet}} \) (pb/GeV) | \( \delta_{\text{stat}} \) | \( \delta_{\text{syst}} \) | \( \delta_{\text{ES}} \) | C\(_{\text{QED}}\) | C\(_{\text{hadr}} \cdot C_{Z^0}\) |
|--------------------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| 8–15                                | 10.650 ±0.083   | +0.174          | +0.549          | 0.95            | 0.95            |
| 15–22                               | 3.595 ±0.046    | +0.011          | +0.025          | 0.95            | 0.98            |
| 22–30                               | 0.848 ±0.020    | +0.0005         | +0.0041         | 0.95            | 0.99            |
| 30–60                               | 0.0896 ±0.0031  | +0.0005         | −0.0031         | 0.95            | 0.99            |

### Table 4: Inclusive dijet cross-sections \( \frac{d\sigma}{dM_{\text{jj}}} \). Other details as in the caption to Table 1

| \( M_{\text{jj}} \) (GeV) | \( \frac{d\sigma}{dM_{\text{jj}}} \) (pb/GeV) | \( \delta_{\text{stat}} \) | \( \delta_{\text{syst}} \) | \( \delta_{\text{ES}} \) | C\(_{\text{QED}}\) | C\(_{\text{hadr}} \cdot C_{Z^0}\) |
|--------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| 20–30                    | 5.048 ±0.049    | +0.079          | +0.236          | 0.95            | 0.95            |
| 30–45                    | 2.693 ±0.028    | +0.0009         | +0.031          | 0.95            | 0.97            |
| 45–65                    | 0.726 ±0.012    | +0.0005         | +0.0032         | 0.95            | 0.98            |
| 65–120                   | 0.0681 ±0.0020  | −0.0005         | −0.0031         | 0.95            | 0.97            |

### Table 5: Inclusive dijet cross-sections \( \frac{d\sigma}{d\eta^*} \). Other details as in the caption to Table 1

| \( \eta^* \) bin | \( \frac{d\sigma}{d\eta^*} \) (pb) | \( \delta_{\text{stat}} \) | \( \delta_{\text{syst}} \) | \( \delta_{\text{ES}} \) | C\(_{\text{QED}}\) | C\(_{\text{hadr}} \cdot C_{Z^0}\) |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| 0–0.2           | 106.1 ±1.6      | +0.9            | +4.3            | 0.95            | 0.96            |
| 0.2–0.4         | 105.4 ±1.6      | +0.9            | +4.3            | 0.95            | 0.96            |
| 0.4–0.65        | 101.0 ±1.4      | +0.6            | +4.1            | 0.96            | 0.97            |
| 0.65–0.95       | 78.2 ±1.1       | +0.3            | +3.3            | 0.95            | 0.98            |
| 0.95–2          | 17.14 ±0.27     | +0.42           | +1.06           | 0.95            | 0.93            |

### Table 6: Inclusive dijet cross-sections \( \frac{d\sigma}{d\log_{10}(\xi)} \). Other details as in the caption to Table 1

| \( \log_{10}(\xi) \) bin | \( \frac{d\sigma}{d\log_{10}(\xi)} \) (pb) | \( \delta_{\text{stat}} \) | \( \delta_{\text{syst}} \) | \( \delta_{\text{ES}} \) | C\(_{\text{QED}}\) | C\(_{\text{hadr}} \cdot C_{Z^0}\) |
|--------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| −2–(−1.6)                | 62.63 ±0.91     | +0.81           | +3.27           | 0.97            | 0.95            |
| −1.6–(−1.45)             | 143.3 ±2.1      | +2.5            | +7.1            | 0.96            | 0.95            |
| −1.45–(−1.3)             | 143.0 ±2.1      | +1.0            | +7.3            | 0.95            | 0.96            |
| −1.3–(−1.1)              | 109.9 ±1.5      | +2.9            | +4.9            | 0.95            | 0.96            |
| −1.1–0                   | 17.40 ±0.24     | +0.11           | +0.65           | 0.94            | 0.98            |
Fig. 9 The measured differential cross-sections $a \frac{d\sigma}{dE_{T,\text{jet}}}$ and $b \frac{d\sigma}{dM_{jj}}$ for inclusive dijet production. Other details as in the caption to Fig. 8.

Fig. 10 The measured differential cross-sections $a \frac{d\sigma}{d\eta^*}$ and $b \frac{d\sigma}{d\log_{10}(\xi)}$ for inclusive dijet production. In the last $\eta^*$ bins the NLO QCD predictions are not plotted for reasons explained in the text. Other details as in the caption to Fig. 8.
Fig. 11  The measured differential cross-section $d\sigma/d\log_{10}(\xi)$ for inclusive dijet production in different regions of $Q^2$. Other details as in the caption to Fig. 8

Fig. 12  Relative differences between the measured differential cross-sections $d\sigma/d\log_{10}(\xi)$ presented in Fig. 11 and the NLO QCD calculations with $\mu_R^2 = Q^2 + E_T^{jetT}$. Other details as in the caption to Fig. 8
Fig. 13  The measured differential cross-section $d\sigma/dE_{T,\text{jet}}^2$ for inclusive dijet production in different regions of $Q^2$. Other details as in the caption to Fig. 8.

Fig. 14  Relative differences between the measured differential cross-sections $d\sigma/dE_{T,\text{jet}}^2$ presented in Fig. 13 and the NLO QCD calculations with $\mu_R^2 = Q^2 + E_{T,\text{jet}}^2$. Other details as in the caption to Fig. 8.
they are of the order of 5 to 10%, with the smaller values at higher $Q^2$. Data and theory are in good agreement over the whole measured range.

8 Summary and conclusions

Measurements of single- and double-differential cross sections for dijet production at high-$Q^2$ NC DIS were made using an integrated luminosity of 374 pb$^{-1}$. The measurements have very small statistical and systematic uncertainties and the description of the data by the predictions of NLO QCD is very good, giving a powerful and stringent justification of the theory. These data will provide useful precision information for the determination of the strong coupling constant and the extraction of the proton PDFs.
Table 8  Inclusive dijet cross-sections $d\sigma/dE_{T,B}^{jet}$ in different regions of $Q^2$. Other details as in the caption to Table 1

| $E_{T,B}^{jet}$ bin (GeV) | $d\sigma/E_{T,B}^{jet}$ (pb/GeV) | $\delta_{stat}$ | $\delta_{syst}$ | $\delta_{ES}$ | $C_{QED}$ | $C_{had} \cdot C_{Z^0}$ |
|--------------------------|---------------------------------|----------------|----------------|-------------|----------|----------------|
| 125 < $Q^2$ < 250 GeV$^2$ |                                 |                |                |             |          |                |
| 8–15                     | 5.050 ±0.057 ±0.057             | +0.071         | +0.070         | 0.311       | 0.97     | 0.95          |
| 15–22                    | 1.385 ±0.028 ±0.028             | +0.037         | -0.038         | 0.63        | 0.97     | 0.96          |
| 22–30                    | 0.292 ±0.012 ±0.012             | +0.012         | -0.013         | 0.09        | 0.97     | 0.96          |
| 30–60                    | 0.0241 ±0.0016 ±0.0016           | +0.0009        | +0.0070        | 0.0011      | 0.97     | 0.95          |
| 250 < $Q^2$ < 500 GeV$^2$ |                                 |                |                |             |          |                |
| 8–15                     | 2.937 ±0.046 ±0.046             | +0.076         | -0.076         | 0.146       | 0.95     | 0.95          |
| 15–22                    | 0.998 ±0.026 ±0.026             | +0.011         | -0.011         | 0.040       | 0.95     | 0.98          |
| 22–30                    | 0.215 ±0.011 ±0.011             | +0.008         | -0.008         | 0.006       | 0.96     | 0.97          |
| 30–60                    | 0.0195 ±0.0016 ±0.0016           | +0.0015        | -0.0015        | 0.0010      | 0.93     | 0.95          |
| 500 < $Q^2$ < 1000 GeV$^2$|                                 |                |                |             |          |                |
| 8–15                     | 1.502 ±0.031 ±0.031             | +0.055         | -0.054         | 0.064       | 0.94     | 0.95          |
| 15–22                    | 0.629 ±0.019 ±0.019             | +0.008         | -0.009         | 0.023       | 0.95     | 0.99          |
| 22–30                    | 0.1665 ±0.0089 ±0.0089          | +0.0041        | -0.0041        | 0.0054      | 0.96     | 0.98          |
| 30–60                    | 0.0194 ±0.0015 ±0.0015           | +0.0010        | -0.0010        | 0.0007      | 0.95     | 0.99          |
| 1000 < $Q^2$ < 2000 GeV$^2$|                                 |                |                |             |          |                |
| 8–15                     | 0.701 ±0.020 ±0.020             | +0.017         | -0.017         | 0.025       | 0.93     | 0.95          |
| 15–22                    | 0.352 ±0.014 ±0.014             | +0.012         | -0.013         | 0.011       | 0.94     | 1.01          |
| 22–30                    | 0.0943 ±0.0064 ±0.0064          | +0.0063        | -0.0063        | 0.0025      | 0.94     | 1.02          |
| 30–60                    | 0.0136 ±0.0012 ±0.0012           | +0.0003        | -0.0004        | 0.0006      | 0.94     | 1.04          |
| 2000 < $Q^2$ < 5000 GeV$^2$|                                 |                |                |             |          |                |
| 8–16                     | 0.350 ±0.013 ±0.013             | +0.009         | -0.009         | 0.004       | 0.92     | 1.00          |
| 16–28                    | 0.1191 ±0.0058 ±0.0058          | +0.0023        | -0.0022        | 0.0030      | 0.93     | 1.07          |
| 28–60                    | 0.01040 ±0.00097 ±0.00097       | +0.00053       | -0.00049       | 0.00044     | 0.94     | 1.08          |
| 5000 < $Q^2$ < 20000 GeV$^2$|                                 |                |                |             |          |                |
| 8–16                     | 0.0995 ±0.0076 ±0.0076          | +0.0092        | -0.0092        | 0.0012      | 0.93     | 1.05          |
| 16–28                    | 0.0354 ±0.0031 ±0.0031          | +0.0023        | -0.0021        | 0.0003      | 0.89     | 1.14          |
| 28–60                    | 0.00368 ±0.00053 ±0.00053       | +0.00015       | -0.00023       | 0.00016     | 0.95     | 1.20          |
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