Deep Learning-Guided Production Quality Estimation for Virtual Environment-Based Applications

Akm ASHIQUZZAMAN, Hyunmin LEE*, Tai-Won UM, Kwangki KIM, Hye-Young KIM, Jinsul KIM*

Abstract: In modern smart factories, quality estimation is vital for maximum productivity. However, quality estimation by definition relies on an imbalanced dataset, as most smart factories are highly efficient. In this research, we propose a guided quality estimation system that can recognize faulty data among a highly imbalanced production dataset. We also propose a customized LSTM model that is trained to ensure high accuracy in the quality estimation system. This is achieved by our proposed batch-wise balanced training method. Moreover, traditional means of evaluation for this type of method are not suitable, again due to the highly imbalanced nature of the dataset. Thus, a proper evaluation metric is also discussed. The proposed customized LSTM model with custom batch-wise SMOTE + ENN achieved 99.9% accuracy with an F1 score of 95%. This new proposed method for the imbalanced smart factory quality estimation will improve drastically and give pathway to more improved quality. Finally, we discuss practical implementation for the edge server consisting of the proposed guided production estimation system and real-time visualization. Feasibility analysis of this virtual environment-based application of the proposed framework ensured low computational overhead and faster processing.
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1 INTRODUCTION

Smart factories represent a new, technology-driven approach that utilizes internet-connected machinery to monitor and estimate production-based forecasting [1]. Rapid network development and the growth of modern edge-based solutions for faster computing have given rise to a new generation of smart factories. Most of the newest factories or production houses, also known as smart factories, have gradually shifted into fully cloud-based solutions to achieve full automation in production. This type of automation is done by incorporating IoT (Internet of Things)-based devices into the internal production itself. IoT devices grant the ability to expand smart factory production related computation to transfer over the edge and in open remote environments. Mohammadi et al. [2] estimated that the total market share of smart factory related applications will surpass $2.7 trillion by 2021. This rise of smart factories will eventually require a great deal of modern prediction and monitoring-related support to ensure optimal production values.

A smart factory can analyse patterns in the data and verify steps in those processes. This is commonly referred to as a smart factory-based Quality Estimation System (QES). Human quality checking is prone to error and biases, and can sometimes fail due to simple negligence. In a high-precision production line, such as that used to produce semiconductors or automobile/airplane parts, these IoT-based smart factory QESs can go far in maximizing production. Also, this machine-driven system usually works thousands to millions of times faster than their human counterparts, resulting in a faster production timeline. Quality estimation or production quality estimation is not new. Essentially, QES involves measurement of various production-related and environmental conditions to produce statistical predictions. Historically, this was accomplished with a statistical quality control process [3], in which process control data is used to determine a statistical range based on the probability distribution of the data and the samples collected. However, the idea of using deep learning to estimate this process has not been extensively researched or explored.

There is, however, much research on data load distribution and QoS (Quality of Service) prediction [4]. The usage of cloud-based deep learning prediction for intelligent prediction and monitoring in modern smart factories has not been properly researched [5]. The main drawback to neural network-based monitoring and anomaly prediction is the huge computational overhead, which is not always possible to provide in a remote factory setting. This shortcoming of traditional approaches encourages the development of newer algorithms and frameworks, in particular, cloud-based platforms that enable deep learning [6]. Such systems process data in real time and give predictions based on the results [7]. A standard cloud-based virtual platform with the support of edge-based server-driven computational load balancing can be used to create a neural network for real-time prediction of production data, which can be monumental for smart factory-based applications. Smart factory-based production has seen very little improvement in the current research landscape. The main drawback of this approach is the lack of a framework that combines a virtual platform with edge-based servers and deploys this system in the field as a fast, high-quality prediction system.

To address the limitations and problems that currently exist in smart factory-based production quality estimation and monitoring systems, we proposed a new ensemble model that combines multiple deep learning models and training strategies to create a new kind of production quality estimation system. Our proposed model both collects sensor data from the factory in real-time and processes this data. Later, we propose various deep learning models that enable quality estimation for the final factory products. We also introduce an edge server-based application and micro-services on a virtual platform in the mobile edge for faster response.

2 RELATED WORKS

Use of the QES program for factories is not a new concept. Numerous systems have been used for factory production quality control. Some legacy programs rely heavily on traditional statistical methods. In the Fourth Industrial Revolution, the widespread use of computing
power enables data processing on a much larger scale than before. Also, real-time visualization and neural network-based prediction is a very recent convergent technology. This topic has not seen much in-depth research [8]. However, there has been some recent research on neural network-based production monitoring and intelligent prediction [1]. In the 1950s, Nathaniel Rochester of IBM Research Labs led the first attempt to model a neural network [9]. But the research algorithms that lacked multi-layered perceptrons, which were the precursors of modern neural networks, could not achieve the necessary training and accuracy. A back-propagation algorithm developed in 1989 was used to train neural networks and gave rise to the new generation of neural networks [10]. On the other side, cloud computing and virtual platform-based edge computing technology has been quite thoroughly researched [11]. IoT-based applications equipped with deep learning capabilities have been researched as means of improving service quality and resource optimization [12].

Guided quality estimation systems (QESs) have not yet been thoroughly studied for development of highly effective frameworks. Relevant data processing techniques and methods of tackling imbalanced datasets to ensure proper training have not been addressed in any current research [13]. By utilizing research on malicious detection with a custom data-Rebalancing scheme, a new type of guided production system can be derived that addresses these problems in smart factory-based production quality estimation and monitoring systems. We propose a new ensemble model that combines multiple deep learning models and training strategies into a new kind of production quality estimation system. Our proposed model is a combination system that collects sensor data from the factory in real-time and processes this data to obtain pre-processed data. Then we propose various deep learning models to obtain the final production quality estimation. We also introduce an edge-server-based application and micro-services that rely on a virtual platform for faster response times.

3 PROPOSED METHOD

The proposed system can be divided into three main parts. The first two steps are data collection and processing. As data collected in a factory mostly consists of categorical quality reports, most of the time the data needs to be processed into a distinctive categorical dataset. So, the final part of the model involves detection of the given data inputs in real time. Fig. 1 shows the whole system in a basic block diagram. The deep learning system reads the data and predicts the output; the data is then reviewed to detect potential quality control problems in real time. The data is then pre-processed for both the balancing technique and the final online detection scheme. The second part of the system entails customized data balancing via machine learning. The model is then tweaked according to the performance evaluation. Finally, real-time data is fed into the online-based application and the program detects faulty data in real time. The basics premise of the common QES algorithm is rather simple. The previous estimation methods can be expressed with some simplified equations.

\[
Q_{es} = w_1 \cdot x_1 + w_2 \cdot x_2 + \ldots + w_n \cdot x_n
\]  

(1)

where \(w_i\) is a weight factor or coefficients for each judge/quality checker value. Now, if we assume that \(Q_{es}\) is a non-linear estimate which can be calculated based on a threshold value of any non-linear function, we can rewrite the whole equation as follows:

\[
Q_{es} = f \left( w_1 \cdot x_1 + w_2 \cdot x_2 + \ldots + w_n \cdot x_n \right)
\]  

(2)

If there are \(x_1, x_2, x_3, \ldots, x_n\) observed production-related elements and the final quality estimation is \(Q_{es}\), we can express the relationship between these entities as:

\[
Q_{es} = w_1 \cdot x_1 + w_2 \cdot x_2 + \ldots + w_n \cdot x_n
\]  

(1)

here, \(w_1, w_2, w_3, \ldots, w_n\) are the weight factors or coefficients for each judge/quality checker value. Now, if we assume that \(Q_{es}\) is a non-linear estimate which can be calculated based on a threshold value of any non-linear function, we can rewrite the whole equation as follows:

\[
Q_{es} = f \left( w_1 \cdot x_1 + w_2 \cdot x_2 + \ldots + w_n \cdot x_n \right)
\]  

(2)

where \(y = f(x)\) is the activation function. This linear function can be used to predict the proper estimation base on the error minimization of the data fitting. Previous works on QES relied heavily on the statistical estimation process for each input and gave the weights based on calculations that had previously been done by sampling. However, in our proposed system, this output is given by the combined hybrid DNN and LSTM together with the weighted average of their perspective training time accuracy and, finally, the softmax function for the final result. DNN and LSTM each have particular advantages over different kinds of algorithms; many researchers have reported improved results with this kind of hybrid ensemble [14]. The combination of RNN and LSTM has shown superior performance compared to benchmark neural network ensembles [15]. Given our research and previous literature reviews, a hybrid model that combines both LSTM with DNN is proposed for the hybrid neural network. A recurrent neural network (RNN) is a sequence based learning algorithm. Repetitive structures or recurrent input or data flows classify a network as a recurrent structure. RNNs are designed to process information in sequence. In a typical neural network, all inputs and outputs are considered to be independent of each other, but that assumption does not always hold true. RNN gives special advantages in processing data with chronological patterns. An RNN has a "memory" which stores details about what has been measured up to the present point in time. In theory, RNNs can underline series data with indefinitely long sequences. But in practice, they are...
limited to looking back over only a few steps [16]. Long short-term memory (LSTM) is a special kind of RNN [17] that was first proposed by Hochreiter et al. [18]. LSTM is a specialized type of RNN with a memory cell, making it capable of learning from very long sequences [19]. The equations below describe how a layer of memory cells is updated at every time step \( t \), where \( x_t \) is the input to the memory cell layer at time \( t \); \( W_o, W_f, W_c, U_o, U_f, U_c, U_i, U_o \) and \( V_o \) are weight matrices; \( b_i, b_o, b_c, b_f \) and \( b_o \) are bias vectors; \( I_t \) is the input gate; and \( \tilde{C}_t \) is a candidate value for the state of the memory cells.

\[
I_t = \sigma(W_c \cdot x_t + U_c \cdot h_{t-1} + b_t) \\
\tilde{C}_t = \tanh(W_c \cdot x_t + U_c \cdot h_{t-1} + b_c) \\
C_t = I_t \cdot \tilde{C}_t + f_t \cdot C_{t-1} \\
O_t = \sigma(W_o \cdot x_t + U_o \cdot h_t + V_o \cdot C_t + b_o) \\
h_t = O_t \cdot \tanh(\tilde{C}_t)
\]

By design, LSTM does not have the vanishing or exploding gradient problems [20]. LSTM is also difficult as it requires more computation to complete one training loop than a general DNN. However, use of proper weight initialization with a suitable activation function is effective at creating a faster LSTM [21].

The proposed neural network combines DNN and LSTM into a single architecture that makes use of the advantages of both models. The proposed neural network has not been designed to be too deep or to have too many hidden layers, as the dataset it uses has comparatively few dimensions. The production quality cycle data used in this study has 16 features, as described in detail in later sections. So, the proposed model has those 16 features as input, and the output LSTM node of the first consecutive layer has 20 nodes with 1 step time sequencing return. This LSTM then works as the input of the next layer, which consists of 15 LSTM node layers that goes to the first fully connected dense general network layer with 10 nodes. A prior study suggested that neural network-based binary classification gives better results if the output classification is trained as a two-class classification. This is due to easy separation of the data dimensions [22]. The proposed neural network follows the same general principle, in that it gives 2-node output with softmax activation. The fully connected layers used in this neural network had ReLU activation [23]. The main addition in this ensemble is the introduction of batch normalization [24] to reduce overfitting and convergence of data during training. A simplified block diagram of the network is shown in Fig. 2. Adjustment of the hyper-parameters for the learning model also includes selection according to the experience of a few primary hyper-parameters, the designation of candidate values, and then several parallel experiments to determine the values that lead to a good result. The results are always very significant. Hyper-parameter optimization is critical for deep learning. So, for this ensemble, we selected the hyper-parameters based on a small sub-data set with limited iteration to identify the most effective hybrid DNN parameters. Tab. 1 describes the process of algorithm hyper-parameter selection based on grid searching.

The output of the proposed method is slightly different from the general regression of the activation-based model. Because of the highly imbalanced nature of the dataset, a new approach to output prediction was taken. The LSTM module transfers the data into a classical fully connected layer or a dense branch. These layers detect or classify the class or label, and the final output layer has two nodes that give a soft max-based output of the given input. The detailed layer-wise implemented model is shown in Tab. 2.

![Figure 2 Proposed Hybrid Network](image)

The main dataset on production quality control in the automotive industry, which is a large database, consists of 20 separate columns with multiple data types and 10382 rows of data. The main column and the data types are shown below. The whole model for the raw data contains 20 distinct columns, and some of the data has missing values. These data are then transferred into the new clearing and processing model. Not all data points in this database have the same degree of importance for model learning and processing. So, some hand picking was done to reduce the amount of insignificant data. After the

| Hyper-Parameters | Considered Values | Adopted Values |
|------------------|-------------------|----------------|
| LSTM Nodes       | 20, 15, 10        | 20             |
| LSTM Activation  | tanh, sigmoid, Relu | Sigmoid        |
| Batch Normalization Momentum | 0.75, 0.80, 0.99 | 0.99           |
| Batch Normalization Epsilon | 0.01, 0.001, 0.0001 | 0.001          |
| Fully Connected Layer Node Number | 5,10,15 | 10             |
| Fully Connected Layer Activation | tanh, sigmoid, Relu | Relu           |
selection of relevant data, 16 columns were selected that have the most significant values and contain data that is important to show and display. After determining the 16 columns for the main display and learning process, the values in the 16 columns were called, extracted and saved.

Table 2 Proposed Neural Network Configuration

| Layer Style   | Nodes in Layer | Comment            |
|---------------|----------------|--------------------|
| Data-Input    | 16             | Input Features     |
| LSTM          | 20             | Input Layer        |
| LSTM          | 15             | Hidden Layer       |
| Dense-Layer   | 10             | Hidden Layer       |
| Dense-Layer   | 2              | Output Layer       |

Tab. 3 shows the dataset in columns. All of the data are categorical except for the SAMPLE_COUNT, MIN, MAX, INSP_CYCLE and all VALUES. The data were transformed into numerical key pair values and transferred for pre-processing. Here, JUDGE_CODE is the final output of the quality pass report. In this example, we have 10342 instances, of which only 40 instances are faulty. Fig. 4 shows the feature-wise histogram of the data. The dataset is very diverse, with each feature having a relatively wide scale of values. For this reason, the dataset is scaled to normalize the input. The scaled dataset is easier for a machine learning model to process. Feature scaling was done by standardization. It was done in a column-wise manner, as whole-matrix scaling often destroys feature divergence. As the data are highly inconsistent and broad ranging, as seen in Fig. 3, it is important to normalize the data across all columns or data feature spans.

Table 3 Data Column Name and Index

| Column Index | Column Name   |
|--------------|---------------|
| 0            | QMSINDEX      |
| 1            | SAMPLECOUNT   |
| 2            | INSPMETHOD    |
| 3            | INSPCYCLE     |
| 4            | MIN           |
| 5            | MAX           |
| 6            | VALUE01       |
| 7            | JUDGE01       |
| 8            | VALUE02       |
| 9            | JUDGE02       |
| 10           | VALUE03       |
| 11           | JUDGE03       |
| 12           | VALUE04       |
| 13           | JUDGE04       |
| 14           | VALUE05       |
| 15           | JUDGE05       |
| 16           | JUDGECODE     |

Imbalanced groups are a common problem in machine learning classification where the classes have unequal numbers of observations. The solution to this underlying problem is to re-balance the dataset for proper training. The most famous and frequently used technique is the over- and under-sampling technique. This attempts to rebalance the ratios in an imbalanced dataset of different classes. Natural under-sampling eliminates a percentage of majority cases based on the number of minority instances. In an extremely imbalanced dataset, certain important trends may be discarded behind the majority of instances. Furthermore, the decrease in the total number of cases in the undersized training dataset may limit the recognition capability of the algorithm. In contrast, some randomly selected minority instances replicate over-sampling, which is prone to over-fitting. These make the general balancing techniques impractical for our proposed ensemble. SMOTE was proposed to improve over-sampling at random. It utilizes approximation to create new synthetic cases based on the spatial distribution of existing minority instances [25].

Algorithm 1 Batch-wise Data SMOTE+ENN Re-sampling Technique

\[
\text{Batch } S = s \\
\text{Input: } (X, y) \\
\text{procedure BATCHSMOTENN}(S, X, y) \\
\quad \text{initialize the dataset} \\
\quad (X, y) \leftarrow \text{generate sub-samples randomly} \\
\quad \text{data}(X, y) \leftarrow \text{SMOTE+ENN}(X, y, S) \\
\quad \text{Output: } (X, y)
\]

This algorithm first takes a minority instance \(x_0\) and makes a list of its \(k\)-nearest minority neighbours. The new function values can then be determined from the original and its minority neighbours. SMOTE has shown lasting effectiveness in many different applications, but it is associated with certain cluster initialization problem since it creates new minority instances based on a plurality of the preceding instances. Wilson’s ENN rule is a simple yet effective technique that gives re-saliency to label balancing [26]. According to ENN, for each artificial instance, its three nearest neighbours can be found. An instance to which more than two neighbours belong is marked as the predicted class instance. If the predicted class contradicts an instance’s actual class, it should be removed. This creates boundaries for SMOTE data generation and ensures a robust dataset that enables ensemble learning. The newly proposed batch-wise SMOTE+ENN method works as described in Algorithm 1. Batch-wise data is generated randomly from the training dataset. The data is then cycled through the hybrid ensemble to learn the underline patterns to classify the different labels. A comparison of the original dataset labels with the dataset labels after application of SMOTE and ENN can be seen in Fig. 3, below.

Figure 3 Batch-wise SMOTE+ENN Re-sampling Algorithm

Figure 4 Comparison of the original dataset vs. the dataset after application of proposed SMOTE+ENN method (orange, good products; blue, faulty products)

An edge server-based application is essentially a quick compartmentalized program that is effective in terms of both memory and computation and has the versatility to deploy without a significant degree of reprocessing or
preparation. It also has the ability to scale up as required. This scaling up and load balancing can be achieved by the virtual environment. Nowadays, a virtual environment-based module is a common application-based service deployment medium. A virtual machine (VM)-based server is not bound to traditional hardware limitations and backward compatibility. Most traditional programming languages do not allow for development of this type of application for cloud-based micro-services. On the other hand, Python programming allows for creation of virtual environments and cloning of those environments with relative ease. As a result, developing our proposed algorithm in a Python-based application opened the doorway to development of machine learning services and deployment in a smart factory-based edge micro services system. Fig. 4 shows the multiple creations that arose from single hardware instances in a remote edge where multiple VMs provided separate micro-services.

Figure 5 Creation of Multiple Virtual Machines (VM) in a Single Server.

A cloud-based virtual platform for real-time product monitoring and prediction is crucial for automation of modern entities. The edge-based servers and cloud platform enable low latency and high performance in the real-time environmental status monitoring system. This cloud-based module uses the open-source OpenStack framework. This virtual platform, which is created on the server site for multiple instances, gives the program a great deal of flexibility. The data processed and guided application database development in and Python-based program is durable and future-proof in a sense that for future review in the cloud platform based on OpenStack [27] cloud computing instances, it can be easily modified and auto scaled. This enables the whole model to be deployed in the virtual platform-based module Docker [28] and compartmentalized to achieve a proper edge-based servers-based application for factory environments. To facilitate such a scenario, this study proposes a layered architecture with a VM, as shown in Fig. 5, below.

The proposed application has 4 layers, which were created by partial virtualization and physical methods. The bottom layer contains the core data and factory production information; that information is then fed to the Edge layer, which consists of the Edge processor. This data pre-processing program was developed according to the standard set in data pre-processing research. These modules are open stack-based Docker containers that have Python scripts running in the virtual environment. These programs are run and trained on the Edge layer, and the learned model and weight with the final processed data frame are saved in the cloud layer. The information can then be used for future prediction and production visualization. The outermost layer is a virtual layer that can be used to improve predictive analysis and production quality estimation.

4 RESULTS

Throughout this paper, the virtual framework used to simulate the proposed process in a smart factory edge-based environment has been thoroughly explained for reproduction. A Python-based virtual environment (Anaconda) creator was used to develop the neural network module. A Python-based Keras [29] with a Tensor flow backend library were then used for neural network design. A dadelta optimization and a categorical cross entropy loss function were chosen to maximize accuracy. The batch size for the neural network was 200, and it was trained on 300 epochs or iterations. The main addition in this ensemble is the introduction of batch normalization [24] to reduce over-fitting and convergence of data during training.

Figure 6 Virtual Environment-Based Multi-layered Quality Estimation System Equipped Smart Factory Architecture.

In this section, the efficacy of the suggested hybrid ensemble is tested by analysing the impact on the overall detection efficiency of different components. Some recommendations for further enhancement of the proposed
detector’s efficiency are also given based on the results. It is assumed that accuracy cannot adequately characterize the output of a machine learning model in the sense of an imbalanced classification [30]. This is primarily because both groups are treated with the same care in the precision calculations. Nevertheless, the performance applicable to malicious instances is typically greater with respect to guided production quality estimation detection. Since \( f_i \), the harmonic mean of the precision \( P \) and the recall \( R \), can be used to evaluate the ensemble from the perspective of negative or, in this case, faulty automobile parts, it is more suitable as a performance indicator for guided quality estimation systems. \( TP \) is the number of true positives, i.e., the number of correctly classified faulty instances. \( FP \) is the number of false positives, i.e., the number of normal instances which are wrongly classified as faulty ones. \( FN \) stands for false negatives, which is the number of faulty instances classified as normal ones. The properly labelled cases are denoted as True Negative, \( TN \). Receiving operating characteristic (ROC) curves can be used to compare the general learning capability of different underlying algorithms. In Fig. 6, below, the x-axis shows the false positive rate (\( FPR \)) and the y-axis is the true positive rate (\( TPR \)) (from Eq. (9) and Eq. (10)).

The ROC curve can first be over-sampled by minority instances (if necessary, plurality instances) and then by sequential under-sampling. The optimal value of the ROC curve is (0, 1). This point indicates accurate classification of all positive and negative instances. The algorithm with the largest area under the curve (AUC) is often taken as having the best overall learning power of different learning algorithms. The line \( y = x \) is the spontaneous devaluation case. Anything important is discovered by an algorithm with an ROC curve that is below the diagonal from bottom left to the top right, as shown in Fig. 6.

\[
\begin{align*}
FPR &= FP/(TN + FP) \\
TPR &= TP/(TP + FN)
\end{align*}
\]

As shown in Tab. 4, the \( f_i \) score is only 0.237 in the test case where no data rebalancing is done. This poor result is probably due to insufficient data regarding the bad class in the distribution, as approximately 80% of the malicious instances are overwhelmed by the normal class instances, without misclassification of a single normal instance.

When SMOTE variants are employed, a huge boost is achieved; this is demonstrated by the \( f_i \) score, which verifies the effectiveness of the proposed detector’s data re-balancing procedure. However, the data was still somewhat imbalanced, and the learning was not robust enough to use as a trustworthy quality estimation ensemble. Introduction of the proposed batch-wise SMOTE + ENN training to the hybrid model drastically improves the \( f_i \) score and gives the best results with our dataset. Notably, the accuracy of all methods is not severely affected. As a matter of fact, introduction of SMOTE improves the accuracy in exchange for lower recall. This effect can be explained by the offer-fitting of the mode. However, the difference in accuracy between SMOTE and our proposed method is virtually non-existent, but all other metrics, such as recall, precision and \( f_i \) score, drastically improve, further proving the correct evaluation selection. The indifference of the accuracy over learning is readily explained by the definition of accuracy itself. It is simply a ratio of correctly predicted observations to total observations. This does not take class difference into account, thus making it virtually useless in highly imbalanced binary classification problems.

Modern deep learning methods are highly focused on error loss and accuracy improvement [31]. Training accuracy and loss are most often the evaluation metrics used for this type of typical setup. But the detailed experiment of our performance metrics and hybrid ensemble actually contradict the traditional approach. The data shown above prove that this type of training edge-based server mechanism for a general neural network can be rendered useless in a highly imbalanced dataset. So, naturally, from this point forward, a connection should be made between the training and testing \( f_i \) based evaluation metric and the performance analysis to understand how the general neural network training process can be improved based on this result. Moreover, the tuning hyper-parameter in a neural network also relies solely on accuracy. Tuning based on a different metric may further improve the results.

5 DISCUSSION

Modern deep learning research has been focused solely on accuracy-based classification and regression. Given the growth of image-based data, size and computational complexity are also increasing rapidly. In this research, we introduced the classical QES as a deep learning problem. QES is traditionally focused on classical machine learning or statistical process control approaches. So, first, applying a deep learning module is easier as it eliminates the necessity of human intervention for each measurement. Secondly, it speeds up the process by eliminating human intervention and making computation faster. The later sections of the research discussed the main problem of this deep learning-based QES. With an imbalanced dataset, accuracy-based training for neural networks and evaluation is rendered useless, as a deep learning module cannot reliably detect imbalanced classes. On the other hand, modern QES applications are improving, making the proportion of faulty data smaller. Because of the nature of the dataset, a new method of training and testing needs to be developed. Our proposed system takes an imbalanced dataset, makes it into a balanced dataset, and trains the hybrid model to learn from the data to ensure proper detection. This model needs to be evaluated with non-traditional accuracy metrics. So, an evaluation metric was discussed and the high performance of the module was interpreted based on the evaluation criteria. This study also provides insight into the theoretical limits of these kinds of models. A deep learning model essentially learns by examining the variation in the features, and the proposed method achieves its accuracy by utilizing the dataset to generate data from samples; this can
sometimes generate data that has virtually the same features. Naturally, there is a tipping point of the model regarding how long this process can be used to successfully distinguish between different classes. Another interesting application for this learning is reinforcement-based training. Rewards based on an imbalanced dataset will increase the scope of learning of the neural network as compared to a general training strategy. This will pave the way for future work in reinforcement learning-based QES systems in future.

6 CONCLUSION

In the near future, cloud-based edge servers for predicting and monitoring resources will be in high demand due to the ever-growing array of smart markets and factories. Cloud-based real-time process management can be very useful for this type of system. In this research, we proposed a new method of collecting factory-based production quality data and discussed how these data can be applied at scale to implement machine learning algorithms. As the dataset was strongly imbalanced, we launched our novel small-batch data balancing scheme. Moreover, this research described a radical new deep learning neural network ensemble that takes production condition data from a smart factory and predicts production data, making it a truly unbiased QES system. To the best of our knowledge, the results and the proposed algorithm are novel and the system represents the most accurate framework for guided quality estimation that has been developed to date. Accuracy alone cannot adequately characterize the output of a machine learning model when applied to classification of an imbalanced dataset. The evaluation metrics of various models and the future work for this type of model may benefit greatly from our baseline research in this field. Finally, we discussed the implementation strategy and the edge service implementation of the proposed framework.
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