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ABSTRACT

We introduce federated marginal personalization (FMP), a novel method for continuously updating personalized neural network language models (NNLMs) on private devices using federated learning (FL). Instead of fine-tuning the parameters of NNLMs on personal data, FMP regularly estimates global and personalized marginal distributions of words, and adjusts the probabilities from NNLMs by an adaptation factor that is specific to each word. Our presented approach can overcome the limitations of federated fine-tuning and efficiently learn personalized NNLMs on devices. We study the application of FMP on second-pass ASR rescoring tasks. Experiments on two speech evaluation datasets show modest word error rate (WER) reductions. We also demonstrate that FMP could offer reasonable privacy with only a negligible cost in speech recognition accuracy.
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1. INTRODUCTION

In recent years, there has been a rise in the popularity of a distributed learning technique called federated learning (FL) [1, 2, 3, 4]. It protects the privacy of data by training a shared machine learning model in a decentralized manner on users’ local devices, so that raw data never leaves physical devices. Each client model takes a global model from the central server for parameters initialization, and trains its own private local model using personal data. FL has been applied in many fields including recommendation [5], keyboard suggestion [6], keyword spotting [7], phenotyping [8] and health care [9].

Among these applications, language modeling is one of the most common tasks and serves as an important module in automatic speech recognition (ASR) [10]. In particular, neural network language models (NNLMs) typically outperform traditional n-gram language models in better keeping track of long range dependency [11, 12], and are widely used in the second-pass decoding via N-best or lattice rescoring [13].

A common issue arising after deploying an ASR model on user device is the discrepancy between training data and actual data received on local devices. In the case of language modeling, the language and style of real users’ utterances can be very different from those of generic training corpus. The most general method to address this challenge is integrating a separate personalized language model trained on device in the FL framework. Particularly, the method of federated fine-tuning on private data has been explored in recent literature [14, 15, 16, 17], where we start with a general language model downloaded from the central server and have it continuously updated on devices using distributed parameter fine-tuning.

However, there exists several limitations confronting this federated fine-tuning method: (1) If each user only generates a very small number of utterances, such data by itself cannot be used for updating the general language model; (2) Fine-tuning a large pre-trained general language model on personal data tends to suffer from overfitting, or catastrophic forgetting [18]; (3) Training neural models on user devices typically has resource constraints and could be computationally expensive.

In this paper, we introduce federated marginal personalization (FMP), a novel approach for continuously updating personalized NNLMs on private devices using FL. Instead of fine-tuning the parameters of NNLMs on user personal data from first-pass ASR decoded words, FMP regularly estimates and updates global (server side) and personalized (client side) unigram distributions, and multiplies the probabilities from on-device NNLMs by a factor specific to each word. Then the resulting adapted language models are utilized in the second-pass ASR rescoring. Our proposed method can overcome the limitations of federated fine-tuning framework and efficiently learn personalized NNLMs. We also demonstrate that FMP satisfies utterance-level differential privacy (DP) [19, 20] with only a negligible cost in speech recognition accuracy.

The idea of leveraging word frequencies to bias language model probabilities was originally presented in [21], further studied in [22], and authors in [23] adopt such fast marginal adaptation framework to adapt recurrent neural network language models. In our work, we continue this line of research and take advantage of FL to interpolate global and personalized marginals of word distributions for on-device NNLM personalization. To the best of our knowledge, our paper is the first one that leverages FL to explore fast marginal language model personalization with its application in ASR rescoring.

The rest of the paper is organized as follows. In Section 2, we introduce the FMP approach for ASR rescoring tasks. We evaluate the proposed method in Section 3 and demonstrate privacy analysis in Section 4. We conclude in Section 5.
2. METHODS

In this section, we describe the FMP approach on second-pass ASR rescoring tasks. To start with, we train a general NNLM \( p_{\text{nnlm}}(w|h) \) using background corpus on the server side, and deploy this model to each physical device for second-pass N-best rescoring. Here, \( w \) stands for any word and \( h \) represents the context history. Let \( u(w) \) be the discrete unigram distribution estimated from the background corpus. It is delivered to each local device as well along with the initial deployment of ASR model and second-pass NNLM rescorer.

Our approach can be outlined in Algorithm 1 with details provided in Sections 2.1, 2.2 and 2.3.

**Algorithm 1:** FMP approach for ASR rescoring.

| hyper-parameters \( \lambda, \alpha, \beta, \sigma \); |
| initialize \( p_{\text{nnlm}}(w|h), u(w) \); |
| for each FL round \( t = 0, 1, 2, \ldots \) do |
| for each client \( i = 1, 2, \ldots, n \) do |
| if \( t = 0 \) then |
| \( p_{i,\text{nnlm}}^{t}(w|h) \leftarrow p_{\text{nnlm}}(w|h) \); |
| else |
| \( p_{i,\text{nnlm}}^{t}(w|h) \leftarrow \text{according to Eq. (1)} \); |
| end |
| conduct ASR rescoring using \( p_{i,\text{nnlm}}^{t}(w|h) \); |
| \( q_{i}^{t}(w) \leftarrow \text{according to Eq. (4)} \); |
| \( c_{i}^{t} \leftarrow \text{according to Eq. (5)} \); |
| end |
| \( \bar{q}_{i}^{t}(w) \leftarrow \text{according to Eq. (6)} \); |
| end |

### 2.1. Client-side model update

Each client \( i \) receives the global unigram distribution \( \bar{q}_{i}^{t}(w) \) from server by the end of round \( t \) and performs the following update on client-side NNLM in round \( t + 1 \)

\[
p_{i,\text{nnlm}}^{t+1}(w|h) = \frac{1}{Z_{i}^{t}(h)} \left( \frac{\bar{q}_{i}^{t}(w)}{u(w)} \right)^{\lambda} \cdot p_{\text{nnlm}}(w|h),
\]

where

\[
g_{i}^{t}(w) := (1-\alpha-\beta) \cdot u(w) + \alpha \cdot \bar{q}_{i}^{t}(w) + \beta \cdot q_{i}^{t}(w).
\]

Here, \( g_{i}^{t}(w) \) is the personalized unigram distribution for user \( i \) estimated from ASR decoded text in an unsupervised manner, hyper-parameter \( \lambda \geq 0 \) controls the scaling factor of marginal adaptation, and \( Z_{i}^{t}(h) \) is a normalization constant. We defer the estimation method of \( g_{i}^{t}(w) \) to Section 2.2.

Notice that the numerator of the scaling factor, \( g_{i}^{t}(w) \), is a linear interpolation of background unigram estimates \( u(w) \), global unigram estimates \( \bar{q}_{i}^{t}(w) \), and personalized unigram estimates \( q_{i}^{t}(w) \), with interception weights of \( 1-\alpha-\beta \geq 0 \), \( \alpha \geq 0 \) and \( \beta \geq 0 \), respectively. Here, our intuition is that the updated NNLM should respect the general words, *in-domain* or globally trending words, as well as personalized words that are particularly uttered by user \( i \). For example, in voice search applications, once initial models are shipped to local devices, we use global unigram distribution to adapt live traffic, and personalized unigram distribution to account for user-level language and style. Also, we still require general background unigram distribution in the interpolation to prevent NNLMs from overfitting on the decoded text received on the devices.

For efficiency purposes in ASR rescoring tasks, we use an unnormalized version of Equation (1) to adjust the NNLM output word probabilities during second-pass rescoring.

### 2.2. Estimation of personalized unigram distribution

After a word is spoken, there is more chances that it is spoken again by the same user. For each user \( i \), personalized unigram distribution \( q_{i}^{t}(w) \) exploits the word distribution of historical context up to FL round \( t \). In particular, we maintain a running “cache” that keeps track of the word counts from historical ASR decoded text, and estimate the corresponding unigram distribution by counts normalization and smoothing.

For unigram counting, we can leverage the decoded words from all the \( N \)-best hypotheses obtained from first-pass ASR decoding, with the use of Gaussian kernel weighting

\[
K(s) = \exp \left( -\frac{(\text{rank}(s) - 1)^2}{2\sigma^2} \right).
\]

Here \( s \) represents an ASR decoded hypothesis, rank \( (s) \) stands for the rank of \( s \) among the \( N \)-best list, and the bandwidth hyper-parameter \( \sigma \) controls the weighting scale. Notice that as \( \sigma \) approaches infinity, we approximately have uniform weights over \( N \)-best list; when \( \sigma \) is close to zero, we put zero weights on all hypotheses except the 1-best hypothesis.

Personalized unigram distribution can be estimated by

\[
q_{i}^{t}(w) = \text{Smoothing} \left( \sum_{s \in S_{i}^{t}} K(s) \cdot c_{s}(w) / c_{i}^{t} \right),
\]

\[
c_{i}^{t} := \sum_{s \in S_{i}^{t}} K(s) \cdot c_{s}(w),
\]

where \( S_{i}^{t} \) contains all the hypotheses generated from user \( i \) by the end of round \( t \), and \( c_{s}(w) \) computes the count of word \( w \) among the hypothesis \( s \). It is worth noting that in practice the personalized unigram distribution \( q_{i}^{t}(w) \) can be estimated continuously to allow finer personalization, for example, it can be refreshed every time that the ASR model transcribes a new utterance on device, instead of being updated only once per each FL round.

In our application of second-pass ASR rescoring, NNLMs adapt the text data that is labeled by first-pass ASR decoding in an unsupervised manner. An alternative approach is to take advantage of the *soft labels* predicted by ASR models \[24\] and estimate unigram distributions accordingly. This method is beyond the scope of this study.
2.3. Server-side model update

After on-device estimation for round $t$, these locally updated unigram distributions $q_t^i(w)$ are sent to the central server for global aggregation. We adopt the following global update rule of federated averaging [3]:

$$q^t(w) = \frac{\sum_{i=1}^{n} c_t^i q_t^i(w)}{\sum_{i=1}^{n} c_t^i}, \quad (6)$$

where $q_t^i(w)$ is the estimated unigram distribution for user $i$ and round $t$, and $c_t^i$ is the corresponding sum of word pseudo-counts which serves as the weight for averaging. Notice that after updating, the global unigram distribution $q^t(w)$ will be sent back to local devices and utilized in round $t + 1$.

In practical implementation, instead of sending each local personalized unigram distribution to the server, user devices can send distribution deltas [25], i.e., the difference between current personalized distribution and the global distribution before updating. Moreover, in real-world applications where there is a large number of user devices, we typically sample only a subset of users before performing federated averaging.

3. EXPERIMENTS

3.1. Datasets

In our experiments, the first-pass ASR model is trained using the in-house video ASR datasets (14K hours), which are sampled from public social media videos and de-identified before transcription; both transcribers and researchers do not have access to any user-identifiable information (UII). For second-pass rescoring, the general background text that we use to train NNLM is a corpus of public Facebook posts and comments, which contains around 30M English sentences.

We evaluate the proposed method on two speech datasets. The first is a curated set of carefully select very clean videos. Each video is segmented into multiple chunks of utterances. The second dataset is the Augmented Multi-Party Interaction (AMI) Meeting data [26]. It includes scenario meetings (with roles assigned for participants) and non-scenario meetings (where participants were free to choose topics). For scenario meetings, each session is divided into 4 one-hour meetings. Each meeting has 4 participants. The sizes of these datasets are summarized in Table 1.

| Feature                  | Curated Video | AMI Meeting |
|--------------------------|---------------|-------------|
| Num. of videos/meetings  | 78            | 63          |
| Num. of utterances       | 1,015         | 12,643      |
| Num. of words            | 74,248        | 89,666      |

3.2. Setups

For the first-pass ASR model, we use connectionist temporal classification (CTC) [27] criterion to learn an encoder-only model and is further composed with a 5-gram language model in a standard weighted finite-state transducers (WFST) framework. Here we adopt a latency-control bi-directional LSTM (LC-BLSTM) encoder with 6 layers of 1000 hidden units. For second-pass rescoring, we utilize a Transformer [28] based language model with word embeddings dimension 256, feed-forward network (FFN) dimension of 1024, 3 decoder blocks, 4 attention heads, and dropout of 0.10.

In our experiments, the baseline method is the first-pass ASR decoding with second-pass N-best rescoring using the general background NNLM. For each utterance, we generate 100-best hypotheses for Curated Video and 20-best hypotheses for AMI Meeting datasets. For each hypothesis, its NNLM score is linearly combined with the score from first-pass 5-gram language model using interpolation weight 0.50.

To simulate the server-client environments for evaluating FL based approaches, we treat each video in Curated Video data (or each meeting in AMI Meeting data) as a client, and any utterances that belong to the same video (or meeting) are thus considered as being received on devices and transcribed by client-side first-pass ASR model with second-pass NNLM rescoring. Utterances from the same video (or meeting) are ranked based on the starting timestamp of recording. For the proposed FMP method with total number of FL rounds being $T$ (varied in our experiments), we evenly partition utterances from the same video (or meeting) into $T + 1$ groups, and assume all utterances from group $t$ are received and processed in round $t − 1$ of FL, where $t = 1, \ldots, T + 1$.

3.3. Evaluation results

We evaluate the proposed FMP method by ASR rescoring task on Curated Video and AMI Meeting datasets. We set hyper-parameters $\alpha = 0.5$, $\beta = 0.25$, and $\sigma = 5.0$; $\lambda$ is tuned on a small validation set and kept as the same across all our experiments. We measure the impact of different choices of hyper-parameters in Section 3.4. Table 2 presents the word error rate (WER) results of FMP with various numbers of FL rounds $T$ comparing to the baseline approach. We can see that FMP improves WERs consistently on both datasets (relatively 2.4% gain on Curated Video and 4.8% gain on AMI Meeting datasets). In particular, the improvement becomes slightly larger as $T$ increases, which is expected since we can better leverage global marginals by more frequent updates.

3.4. Comparison of different hyper-parameters

Table 3 shows the WERs comparison results among various hyper-parameters of the proposed FMP method ($T = 2$ for Curated Video data and $T = 10$ for AMI Meeting data). For the interpolation weights $\alpha$ and $\beta$ in marginal adaptation, we
can see that both of them play their crucial roles and perform better than only using either of them. Regarding the Gaussian kernel bandwidth $\sigma$, we can see that $\sigma = 1$ achieves the best results on both datasets, better than only using the 1-best hypothesis ($\sigma = 0.1$) or all $N$-best hypotheses with equal weights ($\sigma = 100$) to estimate personalized distributions.

### Table 3. WERs comparison among various hyper-parameters (interpolation weights $\alpha$, $\beta$; bandwidth $\sigma$) of FMP method.

| Hyper-Parameters of FMP | Curated Video | AMI Meeting |
|-------------------------|---------------|-------------|
| $\sigma = 5$            | 7.66          | 31.24       |
| $\sigma = 0.1$         | 7.67          | 31.02       |
| $\sigma = 1$           | 7.65          | 30.96       |
| $\sigma = 10$          | 7.66          | 31.38       |
| $\sigma = 100$         | 7.67          | 31.42       |
| $\alpha = 0.5, \beta = 0.25$ |            |             |
| $\alpha = 0.0, \beta = 0.75$ |             |             |
| $\alpha = 0.75, \beta = 0.0$ |             |             |

### 4. PRIVACY ANALYSIS

A differentially private mechanism enables the public release of model parameters with a strong privacy protection [19, 20].

**Definition 4.1 (DP)** A randomized mechanism $\mathcal{M}$ with a domain $D$ and range $S$ satisfies $(\epsilon, \delta)$-DP if for any two adjacent datasets $d, d' \in D$ and for any subset $S \subseteq S$, it holds that

$$P(\mathcal{M}(d) \in S) \leq e^\epsilon P(\mathcal{M}(d') \in S) + \delta. \quad (7)$$

Here $d$ and $d'$ are defined to be adjacent if $d'$ can be formed by adding or removing a single training example from $d$.

In order to achieve DP, some randomness must be introduced to the algorithm. We use the Laplace mechanism [29] which adds a Laplace noise to the output of a query function

$$q_{\epsilon, DP}(w) = \frac{\sum_{i=1}^{n} c_i q_i(w) + r_\epsilon^l(w)}{\sum_{i=1}^{n} c_i + \sum_{w} r_\epsilon^l(w)}, \quad (8)$$

where $\text{Laplace}(b)$ stands for a Laplace distribution with mean 0 and variance $2b^2$, and parameter $\epsilon$ controls the strength of privacy protection. Intuitively, a larger $\epsilon$ leads to stronger privacy protection, but can degrade the model accuracy.

Note that count has sensitivity $1$, i.e. maximum difference in the query function output from adjacent datasets. For simplicity, we assume that any sensitive word is uttered at most once in any utterance. It is straightforward to show (see [29]) that randomized FMP with the server-side update provided in Equation (8) satisfies $(\epsilon, 0)$-DP at utterance level.

It is worth noting that the definition of adjacent datasets in Definition 4.1 depends on the application. Most prior work on DP deals with example level (or utterance level in our case). For ASR tasks, a better definition is user-level adjacency for protecting whole user histories in the training set [14], since a sensitive word may be uttered several times by an individual user. In such case, we need counting capping to give upper bounds of sensitivity. We leave this for future work.

We evaluate our approach using $\epsilon$ values from 0.1 to 2.0. Here, we use the 1-best hypothesis for personalized unigram estimation ($\sigma = 0.1$), and set $T = 2$ for Curated Video data and $T = 10$ for AMI Meeting data. Table 4 shows the WERs comparison results, where we can see that randomized FMP can offer reasonable utterance-level privacy protection with a relatively small cost in speech recognition accuracy. Particularly, the WER degradation is less than 1% with $\epsilon \geq 0.5$.

### Table 4. WERs comparison among various randomized FMP methods ($\alpha = 0.5, \beta = 0.25, \sigma = 0.1$) satisfying $(\epsilon, 0)$-DP.

| Method | Curated Video | AMI Meeting |
|--------|---------------|-------------|
| FMP w/ DP not satisfied | 7.67 | 31.02 |
| FMP w/ (2.0, 0)-DP satisfied | 7.67 (+0.0%) | 31.09 (+0.2%) |
| FMP w/ (1.0, 0)-DP satisfied | 7.67 (+0.0%) | 31.17 (+0.5%) |
| FMP w/ (0.5, 0)-DP satisfied | 7.68 (+0.1%) | 31.26 (+0.8%) |
| FMP w/ (0.1, 0)-DP satisfied | 7.74 (+0.9%) | 31.59 (+1.8%) |

### 5. CONCLUSION

In this work, we leverage FL to study fast marginal language model personalization with its application in ASR rescoring. Our approach could overcome the cold start and catastrophic forgetting issues confronting traditional federated fine-tuning, and efficiently learn personalized NNLMs on local devices. Experiments on two speech evaluation datasets show modest WER reductions. In the future, we plan to explore higher order of $n$-gram distribution for deeper personalization.
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