Stochastic differential game for management of non-renewable fishery resource under model ambiguity
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ABSTRACT
A new bio-economic model for managing population of non-renewable inland fishery resource in uncertain environment is presented. Population dynamics of the resource is described with stochastic differential equations (SDEs) having ambiguous growth and mortality rates. The performance index to be maximized by the manager of the resource while minimized by nature is presented in the context of differential game theory. The dynamic programming principle leads to a Hamilton–Jacobi–Bellman–Isaacs (HJBI) equation that governs the optimal resource management strategy under the ambiguity. The main contribution of this paper is a series of theoretical analysis on the reduced HJBI equation for non-renewable fishery resources in a broad sense, indicating that the ambiguity critically affects the resulting optimal controls. Practical implications of the theoretical analysis results are also presented focusing on artificially hatched Plecoglossus altivelis (Ayu), an important inland fishery resource in Japan.

1. Introduction
Fishery resources in inland waters are of importance from social, economic, ecological, and environmental viewpoints [40], and their sustainable use and conservation have been recent major concerns [12,39]. We are interested in establishment of a sound management strategy for inland fishery resources, which is an urgent problem in the world [6,13,36,57].

Mathematical modelling, especially optimization and optimal control [22,26,66], is a central tool for comprehension and assessment of population dynamics of biological resources from macroscopic viewpoints. Castro-Santis et al. [9] analysed feasibility of regulated fisheries subject to impulsive harvesting strategies. De Zeeuw and He [15] formulated an optimization problem of harvested population subject to catastrophic regime shift. Doyen and Péreau [17] applied static game theory to cooperative management of renewable commons like fishery resources subject to bio-economic constraints. Fenichel and Abbott [19] considered recreational fishing from the standpoint of resource management and analysed feedbacks between policy instruments and angler behaviour. Nowak [53] investigated a multi-generational dynamic game of resource extraction having exact
solutions. Stochastic process models have been widely used for describing population
dynamics of fishery resources, which are inherently stochastic due to unresolved ecological
and environmental processes [31,48,67,76,81,82].

Ambiguity of parameters and coefficients arising from the unresolved processes and/or
lack of data is an inevitable issue for identification and operation of a population dynamics
model. A possible way for modelling optimal control of population dynamics consider-
ing the model ambiguity is to formulate a problem based on the multiplier robust control
[23,24]. This mathematical concept handles the model ambiguity in the context of a worst-
case, min–max differential game formalism where nature controls the ambiguity. This
formalism is based on a penalized performance index to deal with the model ambiguity and
has been effectively employed for decision-making problems in economic research areas
[21,30,49,53]. The multiplier robust control would potentially serve as a useful mathemat-
ical tool for resource management with the potential model ambiguity; however, it has not
been applied to management of inland fishery resources so far, which is a strong motivation
of our research.

The objectives of this paper are formulation and theoretical analysis of a new bio-
economic model for managing non-renewable inland fishery resources, which is a central
fisheries problem worldwide including Japan [29,62]. The word ‘non-renewable’ here
means that the resource cannot naturally reproduce. Problems of non-renewable fishery
resources that the present model may apply to involve aquacultured fishes, and farmed
fishes released into natural environment. Some of these resources, even though they are
non-renewable, have indispensable economic, ecological, and social roles [2,67,68,75].
Non-renewability of the population distinguishes the present model from the conventional
ones for renewable resources. Several researchers have approached optimal management
of non-renewable resources from social and economic viewpoints indicating their high
importance [3,16,18,35,37,50,63].

The problem focused on in this paper is to find an effective strategy to manage released
fish into a river like artificially hatched Plecoglossus altivelis (Ayu) released into rivers in
Japan, an important inland fishery resource in the country [62,67,68]. The released P.
alivelis can be seen as a non-renewable fishery resource because they are not successful
in spawning due to genetic reasons [61]. Nevertheless, this non-renewable inland fishery
resource has been a central aquatic species for inland fisheries in Japan [62,67,68]. There-
fore, exploring effective management policies of their population is currently an important
topic for the inland fishery sector in the country. Our problem has thus fisheries, social,
economic, and ecological backgrounds, and relies on a different mathematical formulation
based on the multiplier robust control as a new attempt as explained below.

The goal of the present mathematical model is to find the optimal harvesting strategy
of a non-renewable fishery resource subject to stochastic population dynamics driven by
a Brownian motion and a Lévy process [54], which represent different stochastic fluctua-
tions involved in the dynamics with each other. The population dynamics is also subject
to ambiguous mortality and growth rates. The performance index, which is maximized by
the manager of the fishery resource while minimized by nature through controlling the
ambiguity, is formulated from economic, social and ecological standpoints. Based on the
multiplier robust control [24], optimization of the performance index ultimately reduces
to solving a terminal and boundary value problem of a Hamilton–Jacobi–Bellman–Isaacs
(HJBI) equation. The optimal management strategy under the model ambiguity is derived
by solving the HJBI equation. Several differential game problems driven by Lévy processes and the associated HJBI equations have been studied in finance and insurance research areas [14,46,70,80]. The present HJBI equation is exactly solvable under a certain condition where it has a solution of a separation of variables type. The main contribution of this paper is a series of theoretical analysis on the HJBI equation for non-renewable fishery resources in a broad sense. Practical implications of the theoretical analysis results are presented focusing on *P. altivelis*. Numerical analysis under a more realistic setting is carried out as well. From a standpoint of robust fishery resources management, this paper thus theoretically supports the results that the practitioners have found so far, which have not been achieved in previous studies. This paper can therefore be a first such attempt from a theoretical side to the authors’ knowledge.

The rest of this paper is organized as follows. Section 2 presents the mathematical model used in this paper, and derives the HJBI equation and its reduced counterpart: the main equations. Section 3 performs theoretical analysis on an exactly solvable case where parameter dependence of a solution to the reduced HJBI equation and the associated optimal strategies is tractable. Section 4 focuses on a more realistic case where numerical techniques are required for solving the equation. Section 5 gives conclusions and future perspectives of our research. Appendix A contains the proofs of several propositions in Section 2. Similarly, Appendix B contains the proofs of several propositions in Section 3. Appendix C summarizes theoretical results on a related problem.

2. Mathematical model

The core of the present mathematical model is the HJBI equation, which is derived from a system of stochastic differential equations (SDEs) for population dynamics of a non-renewable fishery resource and a performance index to decide its management strategy. The SDEs, performance index, HJBI equation, and its reduced counterpart are formulated below. Table 1 presents the explanation of the model parameters.

### 2.1. Stochastic differential equations

Population dynamics of a non-renewable inland fishery resource in a closed habitat is considered. The time is denoted as $t$. The state of the population at $t$ is specified with the

### Table 1. Explanation of the model parameters. All the parameters are positive.

| Parameter | Explanation |
|-----------|-------------|
| $T$       | Terminal time of the problem considered |
| $R$       | Natural mortality rate |
| $c_{\text{max}}$ | Maximum harvesting pressure |
| $\gamma$ | Jump intensity |
| $K$       | Maximum body weight of the fish under no noise and ambiguity. This is referred to as the capacity. |
| $\vartheta$ | Shape parameter of the growth rate $g$ |
| $r$       | Intrinsic growth rate of the body weight |
| $\sigma$  | Environmental noise intensity |
| $\alpha$  | Sensitivity constant with $0 < \alpha < 1$ |
| $w$       | Weight parameter for the profit by harvesting |
| $a$       | Weight parameter that quantifies the knowledge of the human on the dynamics of $N_t$ |
| $b$       | Weight parameter that quantifies the knowledge of the human on the dynamics of $X_t$ |
total number of population $N_t(\geq 0)$ in the habitat and their representative body weight $X_t(\geq 0)$, both of which evolve stochastically in time. Temporal evolution of $N_t$ is assumed to be density-independent, which is valid if there exist not too much individuals in the habitat.

Let $B_t$ with $t \geq 0$ be a standard 1-D Brownian motion on the complete probability space as in the usual setting [54]. Let $Z_t$ with $t \geq 0$ be a subordinator having a mean value with the Lévy’ measure $\nu$, which is a Lévy process having non-negative jumps on the complete probability space [Definition 1.7, of 1]. The simplest example of a subordinator is a standard Poisson process. Mathematical foundation of jump diffusion processes has been well-established [1,54] and is not discussed in detail here, so that this paper does not become too mathematical.

In the present setting, the process $Z_t$ should be a subordinator as assumed above since the population is non-renewable, meaning that $N_t$ decreases with respect to $t$. Since there exist a variety of subordinators [1], the present model would have applicability to wide range of resource management problems. Hereafter, the increment of $Z_t$ is assumed to be in the bounded range $(0, \gamma^{-1})$, so that $N_t \geq 0$ for $t \geq 0$ almost surely when $N_0 \geq 0$ [Chapter 1.5 of 54]. This kind of restriction on the jump intensity exists even for simpler cases to have $N_t \geq 0$ as the analytical examples suggest [Chapter 15 of 56]. The boundedness of the increment of $Z_t$ is necessary to derive the exact solution in Section 3. The process $N_t$ is replaced by 0 once it vanishes ($N_t = 0$). The same applies to $X_t$.

We consider a differential game between the two players: the human as the manager of the fishery resource and nature. The present model deals with the situation where the population dynamics is inherently stochastic and the human is aware of it, but the dynamics is subject to ambiguity controlled by nature. The multiplier robust control [24] effectively handles such a situation with a game-theoretic setting.

Assume that the initial condition $(N_0, X_0)$ is given where the notation $\varepsilon = 0$ represents the left-side limit of $\varepsilon \in \mathbb{R}$ and $-0$ for $\varepsilon = 0$. The governing equations of $N_t$ and $X_t$ for $t \geq 0$ are the jump-diffusion Itô’s SDEs

$$dN_t = -N_{t-0}((R + c_t + \eta_t)dt + \gamma dZ_t) \quad (1)$$

and

$$dX_t = X_{t-0}[(g(X_t) - \omega_t)dt + \sigma dB_t], \quad g(X_t) = r \left(1 - \left(\frac{X_t}{K}\right)^\theta\right), \quad (2)$$

where $R > 0$ is the natural mortality rate, $\sigma > 0$ is the environmental noise intensity, $g$ is the growth rate of the generalized logistic type [52,58,59], $r > 0$ is the intrinsic growth rate, $K > 0$ represents the maximum body weight of the fish under no noise and ambiguity and is hereafter referred to as the capacity, and $\theta > 0$ is the shape parameter. The variables $c_t$, $\eta_t$, and $\omega_t$ for $t \geq 0$ are measurable and adapted variables to be controlled, so that a performance index defined later is optimized. The control variable $c_t$ with the range $[0, c_{\text{max}}]$ is the harvesting pressure from the human to the population where $c_{\text{max}} > 0$ represents the maximum harvesting pressure. The variables $\eta_t$ and $\omega_t$ having the range $\mathbb{R}$, which are controlled by nature, represent the model ambiguities involved in the dynamics of $N_t$ and $X_t$, respectively. Unless otherwise specified, the subscript of the control variables is omitted for the sake of simplicity of descriptions. It is shown later that the optimized $\eta$ and $\omega$
are non-negative. The SDE(2) without the model ambiguity has been successfully applied
to growth of aquacultured fish in an artificial pool [72,73]. Mean-reverting SDEs like (2),
such as the mean-reverting Lévy–Ornstein–Uhlenbeck type [Chapter 1 of 54], have been
used in finance. The simpler case \( g = r \) is regarded as the limit \( \lim_{K \to +\infty} g = r \). The general-
ized logistic model serves as a flexible model for growth of organisms. We assume that
\( \sigma \) is sufficiently small, which is a key to have \( X_t \geq 0 \) for \( t \geq 0 \) almost surely when
\( X_{-0} \geq 0 \) [9]. However, this does not provide a sufficient condition to have ‘\( X_t \geq 0 \) for \( t \geq 0 \)’. The main
difficulty is the unboundedness of \( \omega_t \); if its range is set to be compact, directly follow-
ning the existing results [Section 3 of 9], we can show \( X_t \geq 0 \) for \( t \geq 0 \) almost surely when
\( X_{-0} \geq 0 \). We believe that the fact \( \sigma \) is sufficiently small serves as the sufficient condition
as well, but its proof can be complicated, which is beyond the scope of this paper. There-
fore, hereafter it is assumed that we have \( X_t \geq 0 \) for \( t \geq 0 \) almost surely when
\( X_{-0} \geq 0 \).

Later, it is demonstrated that the optimized \( \omega \) is bounded for some cases, implying that
the above-mentioned assumption can be justified. Finally, the term \(-\gamma N_{t-0}dZ_t\) with the intensity \( \gamma > 0 \) represents irregular population decrease due to invasions by predators like
waterfowls whose dynamics is stochastic [60,67].

2.2. Performance index

The performance index is a utility to be maximized by the human while minimized by
nature, which is optimized by the three control variables \( c, \eta, \) and \( \omega \). The performance index
is formulated so that the utility by the harvesting and the penalization due to the ambigu-
ity are quantified, and the resulting optimization problem can be analysed mathematically
under certain additional assumptions. The period considered for managing the fishery
resource is \([0, T)\) with a fixed terminal time \( T > 0 \). The performance index is formulated as

\[
\phi(t, n, x; c, \eta, \omega) = E^{n,x} \left[ \int_t^T \frac{(N_sX_s)^{1-\alpha}}{1-\alpha} (J_1 + J_2 + J_3) ds \right] 
\]

with

\[
J_1 = wc_s^{1-\alpha}, \quad J_2 = a_2 \frac{\eta^2_s}{2}, \quad \text{and} \quad J_3 = \frac{b}{2} \omega^2_s \]

where \( E^{n,x} \) represents the expectation conditioned on \( (N_{t-0}, X_{t-0}) = (n, x) \) with \( n, x \geq 0, \)
0 < \( \alpha < 1 \) is a sensitivity constant, \( w, a, \) and \( b \) are positive weight parameters. \( \phi \) represents
the utility of the human accumulated during the period \([t, T)\).

Meaning of each term in the right-hand side of (3) is as follows. The first term repre-
sents the utility by harvesting the fish, which is assumed to be concave and increasing with
respect to the biomass \( N_sX_s \), having the form of the conventional Constant Relative Risk
Aversion (CRRA) utility function widely-used in financial problems [5,38,55]. As in the
case of \( P. \) altivelis in Japan, the harvested fish would be eaten by anglers, sold in market,
or used for ecological education to the residents in some cases [74]. This term therefore
evaluates economic, ecological, and social utilities of the harvesting in a lumped manner.
The second term represents the penalization due to the ambiguity in the dynamics of \( N_t \)
following the multiplier robust control approach [23]. The coefficient \( a > 0 \) quantifies the
knowledge of the human on the dynamics of \( N_t \), and formally larger \( a \) represents smaller
ambiguity of the dynamics. Similarly, the third term represents the penalization due to
the ambiguity in the dynamics of $X_t$. The coefficient $b > 0$ quantifies the knowledge of the human on the dynamics of $X_t$ as in the second term. In the present model, $J_2$ and $J_3$ serve as the penalty terms arising from the model ambiguity [24]. They are penalty terms, but we assumed that their magnitudes can be mitigated through improving the knowledge of the decision-maker: namely, through increasing $a$ and $b$. In addition, it is shown that the two terms $J_2$ and $J_3$ actually serve as the penalty to decrease $\phi$ under the present differential game formulation by directly following the equation (14) of Yoshioka and Yaegashi [77]. The coefficient $\left(1 - \alpha\right)^{-1} (N_s X_s)^{1-\alpha}$ multiplied by the second and third terms, which is increasing with respect to the biomass $N_s X_s$, implies that the human has more knowledge on the population dynamics when $N_s X_s$ is larger. This functional form of the coefficient is partly for a technical reason to make the reduced HJI equation, which is presented later, exactly solvable. However, this is a reasonable assumption since the human can less effectively observe the state of the fishery resource when there exists only small biomass. State-dependent coefficients considering problem characteristics as in the present case have been used for the ambiguity penalization [21,41,64].

The value function $\Phi(t, n, x)$ is defined as the optimized performance index:

$$\Phi = \sup_c \inf_{\eta, \omega} \phi(t, n, x; c, \eta, \omega).$$

This $\Phi$ is an optimized value of $\phi$ minimized by nature while maximized by the human simultaneously. The optimal $c$, $\eta$, and $\omega$ to give $\Phi$ are denoted as $c^*, \eta^*$, and $\omega^*$, respectively. By (5), the net utility $P$ obtained during the period $[0, T)$ subject to the initial condition $(N_0, X_0) = (n, x)$ is expressed as

$$P = \Phi(0, n, x).$$

Hereafter in this section, we assume that $N_t$, $X_t$, and $\Phi$ are sufficiently regular so that the following theoretical analysis is valid. This assumption is satisfied at least for the exactly solvable case in Section 3, and seems to be true for a more realistic case in Section 4. The value function $\Phi$ is bounded from below and above since $\Phi \geq 0$ by its functional form and the inequality

$$\Phi = \sup_c \inf_{\eta, \omega} \phi(t, n, x; c, \eta, \omega)$$

$$\leq \sup_c \phi(t, n, x; c, 0, 0)$$

$$\leq \frac{w \max X_1^{1-\alpha}}{1 - \alpha} \mathbb{E}^{n,x} \left[ \int_s^T X_{s,0}^{1-\alpha} \, ds \right]$$

$$< +\infty$$

where $X_{t,0}$ represents the solution to the SDE(2) with $\omega_t = 0$ ($t \geq 0$). This inequality, especially its first and second lines, means an important fact that the ambiguity always reduces the value function as discussed in Yoshioka and Yaegashi [77] for river environmental management.

The following propositions theoretically characterize dependence of $\Phi$ on the variables and parameters. We demonstrate that they have clear and intuitive implications. The proofs of Propositions 2.1, 2.2, and 2.3 are presented in Appendix A.
Proposition 2.1: \( \Phi \) is not decreasing with respect to \( x \geq 0 \) and \( n \geq 0 \).

Proposition 2.2: \( \Phi \) is not decreasing with respect to \( r \) and \( K \).

Proposition 2.3: \( \Phi \) is not decreasing with respect to \( w, a, \) and \( b \).

Propositions 2.1 means that the net utility is larger for larger available biomass.

Proposition 2.2 shows that the net utility increases as the fishery resource grows better. The human can gain larger utility if the harvesting is more beneficial and he/she has more knowledge about the population dynamics as indicated in Proposition 2.3. The qualitative mathematical analysis results derived in the above-presented propositions can be interpreted as that releasing a larger amount of fish with better quality results in higher profit, which are intuitively reasonable results, and will be quantified later. The most important results of the propositions, which cannot be derived from a model without ambiguity, is that the ambiguity should be made small to achieve successful management of the fish (Proposition 2.3). This implies that, if it is not so costly, then the decision-maker should try to identify the model more accurately so that he/she can employ large \( a \) and \( b \). If such a trial is costly, then the performance index would have a term on the learning cost as in the literature on stochastic controls under incomplete information \([49,39]\).

For the two terminal times \( T_1 \leq T_2 \), by (3), we have \( \phi_{T=T_1} \leq \phi_{T=T_2} \) for \( 0 \leq t \leq \min\{T_1, T_2\} \). Furthermore, by the time-homogeneity of the SDEs (1)-(2), we have \( \phi_{t=t_1} \geq \phi_{t=t_2} \) for \( 0 \leq t_1 \leq t_2 \leq T \). These observations directly lead to the following proposition, which state that \( \Phi \) is larger for a larger period of harvesting.

Proposition 2.4: \( \Phi \) is not decreasing and not increasing with respect to \( T \) and \( t \) (\( 0 \leq t < T \)).

Remark 2.1: Statements of Propositions 2.1 through 2.3 also hold when the coefficient \( (1 - \alpha)^{-1}(N_t X_s)^{1-\alpha} \) is replaced by a sufficiently regular function \( h = h(N_t, X_s) \) that is increasing with respect to the first and second arguments if \( \Phi \) remains bounded. Therefore, Propositions 2.1 through 2.3 hold for wider class of the functional forms of the performance index. In addition, Propositions 2.1 and 2.4 imply \( \frac{\partial \Phi}{\partial x} \geq 0 \), \( \frac{\partial \Phi}{\partial n} \geq 0 \), and \( \frac{\partial \Phi}{\partial t} \leq 0 \) if \( \Phi \) is partially differentiable with respect to the independent variables.

Remark 2.2: A remark on economic aspects of the present mathematical model are presented based on the results obtained in this section. Firstly, the boundedness of the value function \( \Phi \) in (7) seems to be somewhat not intuitive since it means that \( \Phi \) is bounded for arbitrary and possibly unbounded \( T \) even if there exists no explicit discount factor as in the standard optimal control models \([8,25,34]\). This property distinguishes the present model for management of non-renewable resources from the existing ones for renewable ones. The reason of this property of the present model lies in the fact that the governing equation of \( N_t \) is that of a death process, and the factor \( N_s^{1-\alpha} \) implicitly serves as a time-inhomogeneous discount factor \([42,43]\). This implies an economic linkage between the present and existing models that the problem for non-renewable fishery resources can be formally seen as a discounted problem for renewable resources.
2.3. Hamilton–Jacobi–Bellman–Isaacs (HJBI) equation

The HJBI equation governs evolution of the value function $\Phi$. The domain of $\Phi$ is $(t, n, x)$ with $n > 0$, $x > 0$, $0 < t < T$. Hereafter, the parameter value $w = 1$ has been specified without any loss of generality of analysis. This is because what is important here is not the values of the weights $w$, $a$, and $b$, but the ratios $aw^{-1}$ and $bw^{-1}$. Therefore, setting $w = 1$ does not critically affect the model structure and the analysis results of this paper.

Straightforward calculation with the application of the dynamic programming principle [24,54] to (5) formally leads to the HJBI equation

$$-rac{\partial \Phi}{\partial t} + \min_{c \in [0, c_{\text{max}}]} \max_{\eta, \omega \in \mathbb{R}} L_{c, \eta, \omega} \Phi = 0, \quad n > 0, \ x > 0, \ 0 < t < T$$

(8)

with the degenerate elliptic partial integro-differential operator $L_{c, \eta, \omega}$ defined for generic sufficiently regular $f = f(t, n, x)$ as

$$L_{c, \eta, \omega} f = (R + c + \eta)n \frac{\partial f}{\partial n} + (\omega - g(x))x \frac{\partial f}{\partial x} - \frac{\sigma^2 x^2}{2} \frac{\partial^2 f}{\partial x^2} - \int_0^{\gamma^{-1}} \left[ f(t, n(1 - \gamma y), x) - f(t, n, x) \right] \nu(dy) - \frac{(nx)^{1-\alpha}}{1 - \alpha} \left( c^{1-\alpha} + \frac{a}{2} \eta^2 + \frac{b}{2} \omega^2 \right).$$

(9)

The HJBI equation (8) is subject to the terminal and boundary conditions

$$\Phi = 0 \text{ for } nx(T - t) = 0.$$  

(10)

Since the ‘max’ and ‘min’ terms in (8) are separable with each other, following the standard approach to obtain optimal controls [24,54], the optimal controls $c^*$, $\eta^*$, and $\omega^*$ to be chosen for each state $(t, n, x)$ are analytically expressed with $\Phi$ and its partial derivatives as

$$c^* = \min \left\{ c_{\text{max}}, \left( \frac{(nx)^{1-\alpha}}{n} \left( \frac{\partial \Phi}{\partial n} \right)^{-1} \right)^{-1/\alpha} \right\}, \quad \eta^* = \frac{(1 - \alpha) x \frac{\partial \Phi}{a(nx)^{1-\alpha}}}{\frac{\partial \Phi}{b(nx)^{1-\alpha}}}, \quad \omega^* = \frac{(1 - \alpha) n \frac{\partial \Phi}{\partial n}}{b(nx)^{1-\alpha}}.$$

(11)

Thus, finding the optimal controls reduces to solving the HJBI equation (8). In (11), we assumed that $\frac{\partial \Phi}{\partial n}$ is not negative by Proposition 2.1.

2.4. Reduced HJBI equation

The reduced HJBI equation that governs a solution of the HJBI equation of a separation of variables type is derived. Based on the functional form of $\phi$ in (3), we examine the functional form of the value function

$$\Phi(t, n, x) = \frac{n^{1-\alpha}}{1 - \alpha} \Psi(t, x)$$

(12)

with a bi-variate function $\Psi = \Psi(t, x)$. This ansatz is based on the functional form of the performance index $\phi$ and the linearity of the SDE (1) with respect to $N_t$. The domain of $\Psi$
is \((t, x)\) with \(x > 0, \ 0 \leq t < T\). Substituting (12) into (8) yields the reduced HJBI equation

\[ -\frac{\partial \Psi}{\partial t} + \min_{c \in [0, c_{\text{max}}]} \max_{\eta, \omega \in \mathbb{R}} \hat{L}_{c, \eta, \omega} \Psi = 0, \quad x > 0, \ 0 \leq t < T \quad (13) \]

with the degenerate elliptic operator \(\hat{L}_{c, \eta, \omega}\) defined for generic sufficiently regular \(f = f(t, x)\) as

\[
\hat{L}_{c, \eta, \omega} f = [(1 - \alpha)(R + c + \eta) + \lambda] f + (\omega - g(x)) x \frac{\partial f}{\partial x} - \frac{\sigma^2 x^2}{2} \frac{\partial^2 f}{\partial x^2} \\
- x^{1-\alpha} \left( c^{1-\alpha} + \frac{a}{2} \eta^2 + \frac{b}{2} \omega^2 \right) \quad (14)
\]

with

\[
\lambda = -\int_0^{\gamma^{-1}} [(1 - \gamma y)^{1-\alpha} - 1] v(dy) > 0. \quad (15)
\]

The quantity \(-[(1 - \gamma y)^{1-\alpha} - 1]\) in (15) is non-negative and increasing with respect to \(\gamma > 0\) for \(0 \leq y \leq \gamma^{-1}\). The reduced HJBI equation (14) is subject to the terminal and boundary conditions

\[ \Psi = 0 \text{ for } x(T - t) = 0, \quad (16) \]

which are compatible with (10). By (11), the optimal controls \(c^*, \eta^*, \omega^*\) to be chosen for the state \((t, x)\) are expressed with \(\Psi\) as

\[
c^* = \min \left\{ c_{\text{max}}, \left( \frac{x^{1-\alpha}}{\Psi} \right)^{-1/\alpha} \right\}, \quad \eta^* = \frac{1}{a} x^{\alpha} \frac{\partial \Psi}{\partial x}, \quad \omega^* = \frac{1 - \alpha}{b} \frac{\Psi}{x^{1-\alpha}}. \quad (17)
\]

**Remark 2.3:** The optimal controls \(c^*, \eta^*, \omega^*\) are independent from \(n\) by (17) due to the assumption of the density independent population dynamics. In addition, Proposition 2.1 at least formally leads to that \(c^*, \eta^*, \omega^*\) are non-negative.

**Remark 2.4:** The HJBI equation (9) is a parabolic partial integro-differential equation, while the reduced counterpart (14) is a parabolic partial differential equation more convenient to handle both from mathematical and numerical viewpoints. This is a technical advantage of considering the present functional forms of the population dynamics model and the performance index.

**Remark 2.5:** The main difference between the present model and that of Yaegashi et al. [69] is that the former considers the model ambiguity and jump, while the latter does not. Therefore, the model of Yaegashi et al. [69] assumes that it has no ambiguity and no jump, which thus deals with a more restricted problem than that in this paper. In addition, although it may be a technical difference, the present mathematical model is at least partly tractable and its properties can be analysed exactly by the mathematical analysis carried out later. On the other hand, for the latter model, due to its model complexity, the behaviour of the value function and the optimal controls are analysed solely from numerical viewpoints. Mathematically exact and explicit results, even if they are somewhat idealized, can
effectively characterize the fishery resource dynamics and its optimal management policy as the previous studies on the resources management show [11,45,65].

**Remark 2.6:** Although this paper focuses on fishery resources management in rivers under ambiguity, the present framework of mathematical modelling can also be applied to effectively handling problems in aquaculture systems [7,32,73,78], in which the population dynamics is seen as non-renewable. Robust management of the aquacultured fishery resources can be analysed by considering ambiguities of the body growth rate and the decrease of the population.

3. **Theoretical analysis**

An exactly solvable case of the reduced HJBI equation (13) is theoretically analysed in this section from a broad sense, and its practical implications are discussed focusing on *P. altivelis* in Japan. The problem discussed here is simpler than that dealt with numerically in the next section, but has clear practical implications.

3.1. **Mathematical analysis results**

The authors carried out interviews to officers of Hii River Fisheries Cooperatives, San-in area, Japan (December 15, 2017 at their office). The officers said that ‘We put importance on managing the predation from the waterfowl such as a cormorant to *P. altivelis* and riverbed conditions of the habitat of *P. altivelis* in Hii River.’ They also said that ‘We want to evaluate their effects on the population dynamics of *P. altivelis*’. In the context of the present model, this means that they put importance on the parameters *r*, *R*, and *γ*. Analysing their influences on the value function and the resulting optimal controls can show how they should manage the fishery resources under various conditions. This motivates the following sensitivity analysis of the present model on its parameters.

In this section, we assume \( g = r > 0 \), meaning that the growth of the fishery resource is governed by an SDE of a Geometric Brownian type. The assumption of the constant growth rate \( g = r \) leads to more optimistic results than the generalized logistic model in (2) since the growth with the former is not limited by the capacity \( K \); namely, \( rx(1 - (x/K)^\theta) \) for \( x > 0 \) is increasing with respect to \( K \). We also assume that most of the population is out of the system by the terminal time \( t = T \) due to harvesting, natural death, or predation. This assumption allows us to consider the limit \( T \to +\infty \). Then, the problem is formulated in an infinite time horizon where the terminal condition is not required and the first term of (13) is dropped. The present exact solution is useful for comprehension of behaviour of the value function and optimal controls because their parameter dependence is clearly evaluated.

We guess the solution to the reduced HJBI equation (13) having the form

\[
\Psi = x^{1-\alpha}z
\]  

with a constant \( \hat{z} > 0 \). The ansatz is based on the functional form of the performance index \( \phi \) and the formal linearity of the SDE (2) \( g = r \) with respect to \( X_t \). Under the stated assumptions, substituting (18) into (13) shows that the solution of the form (18) exists.
and is unique if \( z = \hat{z} > 0 \) solves

\[
Az^2 - \hat{c}^{1-\alpha} + (1 - \alpha)\hat{c}z - Bz = 0, \quad \hat{c} = \hat{c}(z) = \min\{c_{\max}, z^{-1/\alpha}\}
\]

(19) with

\[
A = \frac{(1 - \alpha)^2}{2} \left( \frac{1}{a} + \frac{1}{b} \right) > 0 \quad \text{and} \quad B = (1 - \alpha) \left( r - R - \frac{\alpha \sigma^2}{2} \right) - \lambda. \quad (20)
\]

By (17), the optimal controls are expressed with \( \hat{z} \) as

\[
\hat{c}^* = \hat{c}, \quad \eta^* = \frac{1 - \alpha}{a} \hat{z}, \quad \omega^* = \frac{1 - \alpha}{b} \hat{z},
\]

(21) which are now positive constants.

The following propositions hold for the equation (19). Proofs of the Propositions 3.1, 3.3, and 3.4 are provided in Appendix B. The proof of Proposition 3.2 is not provided since it can be checked by direct substitutions. Theoretical results for a problem with the discount are presented in Appendix C. It should be noted that the following propositions are universally valid for \( 0 < \alpha < 1 \). In this paper, a classical solution is a solution to (8) or (13) that is continuously differentiable with respect to \( t \) and twice continuously differentiable with respect to \( x \).

**Proposition 3.1:** There exists a unique \( z = \hat{z} > 0 \) that solves (19).

**Proposition 3.2:** \( \Psi \) in (18) is a time-independent classical solution to (13) that satisfies the boundary condition. In addition, \( \Phi \) with this \( \Psi \) is a time-independent classical solution to (8) that satisfies the boundary condition.

**Remark 3.1:** The existence of the second and third terms in (3) on the penalization is indispensable to have the non-trivial solution. Without this term (\( a = b = 0 \)), the equation (19) reduces to

\[
- \hat{c}^{1-\alpha} + (1 - \alpha)\hat{c}z - Bz = 0, \quad (22)
\]

which does not have positive solutions when \( B \geq 0 \).

**Remark 3.2:** \( \Psi \) in (18) is actually a time-independent continuous viscosity solution [Definition 4.2 of 20] to (13) that satisfies the boundary condition as well. Here, a viscosity solution is a ‘weak’ solution to (13) that may not be defined in the classical sense but complies with certain inequalities [20]. Since a classical solution is always a viscosity solution, the first sentence of this Remark seems to be trivial. However, this is an important result that characterizes the derived solution since solutions to elliptic and parabolic equations arising in stochastic control and differential game problems have been discussed from the viewpoint of viscosity solutions.

Analysis of \( \Psi \) in (18) thus reduces to analysis of the parameter dependence of the coefficient \( \hat{z} \). The following proposition holds for the coefficient \( \hat{z} \) as a function of the parameters.
Proposition 3.3:

\[
\frac{\partial \hat{z}}{\partial r}, - \frac{\partial \hat{z}}{\partial R}, - \frac{\partial \hat{z}}{\partial \gamma}, - \frac{\partial \hat{z}}{\partial (\sigma^2)}, - \frac{\partial \hat{z}}{\partial a}, - \frac{\partial \hat{z}}{\partial b} > 0.
\]

Remark 3.3: Proposition 3.3 complies with Propositions 2.1 through 2.3.

Proposition 3.4 leads to the following key proposition on the optimal controls.

Proposition 3.4: \(\frac{\partial \mu}{\partial r}, - \frac{\partial \mu}{\partial R}, - \frac{\partial \mu}{\partial \gamma}, - \frac{\partial \mu}{\partial (\sigma^2)}, - \frac{\partial \mu}{\partial a}, - \frac{\partial \mu}{\partial b} > 0\) where \(\mu\) represents \(\eta^*\) or \(\omega^*\). In addition, these inequalities hold for \(-c^*\) when ‘>’ is replaced by ‘\(\geq\)’.

The following proposition characterizes parameter dependence of \(\hat{z}\), the value function, and the optimal controls on the maximum harvesting pressure \(c_{\text{max}}\).

Proposition 3.5: Let \(\mu\) represent \(-c^*, \eta^*, \) or \(\omega^*\). Assume \(\hat{z} \geq c_{\text{max}}^{-\alpha}\). Then, \(\frac{\partial \hat{z}}{\partial c_{\text{max}}} = 0\) and \(\frac{\partial \mu}{\partial c_{\text{max}}} = 0\). On the other hand, assume \(\hat{z} < c_{\text{max}}^{-\alpha}\). Then, \(\frac{\partial \hat{z}}{\partial c_{\text{max}}} > 0\) and \(\frac{\partial \mu}{\partial c_{\text{max}}} > 0\).

Proof of Proposition 3.5 is essentially the same with that of Proposition 3.4, and is therefore not presented.

Figure 1 presents \(\hat{z}\) for \(\alpha = 0.5\) as a function of \(A\) and \(B\) where \(c_{\text{max}}\) is replaced by 1 without any loss of generality. This treatment corresponds to the following non-dimensionalization: \(A \rightarrow Ac_{\text{max}}^{1+\alpha}, B \rightarrow Bc_{\text{max}}, z \rightarrow zc_{\text{max}}^{-\alpha}\). Figure 1 actually contains dependence of \(\hat{z}\) on each model parameter, since \(A\) and \(B\) are monotone functions of the model parameters as shown in (20). In addition, (21) presents explicit linkages among the optimal controls, model parameters, and \(\hat{z}\). Therefore, this figure can be useful for graphically understanding the theoretical results. Figure 1 verifies the monotone dependence of \(\hat{z}\) on the model parameters as indicated in Propositions 3.3 through 3.5, and Appendix B. The behaviour of \(\hat{z}\) for other values of \(0 < \alpha < 1\) has been checked to be qualitatively the same.

Figure 1. Dependence of \(\hat{z}\) on \(A\) and \(B\).
3.2. Practical implications

Implications of the theoretical analysis results for the exactly solvable case from practical viewpoints are presented focusing on the artificially hatched *P. altivelis* in Japan, which is one of the most economically and culturally important inland fishery resources in the country. The explanation on the life history of the fish follows that of Yaegashi et al. [68]. The adult fishes spawn during autumn in downstream reaches of a river, and die afterwards. Hatched larvae descend to the downstream coastal areas, which is the sea or an estuary. They ascend into the midstream of the river in the coming spring until the next autumn to mature. The life history of artificially hatched *P. altivelis* is somewhat different from that of the natural one [29,62,67]. They are grown up in breeding facilities during winter, and released into a river in the coming spring by inland fishery cooperatives. The artificially hatched *P. altivelis* is thought to be non-renewable because they are unsuccessful in reproduction due to genetic issues [61].

Proposition 3.3 and 3.4 have significant importance for management of non-renewable fishery resources including the artificially hatched *P. altivelis*. Proposition 3.3 reveals dependence of \( \hat{z} \), which is equivalent to the net utility for given \((n, x)\), on the environmental and ecological conditions. From Proposition 3.3, we see that \( \hat{z} \) is larger for the larger growth rate, smaller mortality rate, smaller predation pressure, or smaller stochastic fluctuation of the growth. \( \hat{z} \) is larger if the human has more knowledge on the population dynamics as well. In the real-world context focusing on *P. altivelis*, the above theoretical results indicate that the human can potentially gain larger utility when the following conditions are realized; there exist much diatoms, the staple food of the fish in the habitat. Predation by the waterfowls [47] and invasive fishes [10] should be suppressed to reduce the predation pressure, so that the net utility potentially increases. River water quality, such as water temperature and suspended sediment concentration, should be kept within appropriate ranges, outside which the mortality rate of the fish significantly increases [27,51]. Proposition 3.4, the statement on the key parameters \( a \) and \( b \), shows that the resulting ambiguities are smaller and the optimal harvesting pressure is larger if the human has more knowledge on the population dynamics of the fish. This theoretical result indicates the critical importance to have an accurate estimate on the population dynamics for the fisheries management. For example, regular monitoring, if it is simple and not costly, of river environment and ecology would be helpful for accumulating the knowledge on the fish population dynamics.

Proposition 3.5 shows that the optimal controls and the value function do not explicitly depend on \( c_{\text{max}} \) if it is sufficiently large. This condition is satisfied when the model ambiguity, which is modulated by the parameters \( a^{-1} \) and \( b^{-1} \), is sufficiently small by (A7) of Appendix B. Otherwise, harvesting the fish with the maximum harvesting pressure \( c_{\text{max}} \) results in optimal. Proposition 3.5 thus implies that to have sufficient knowledge on the population dynamics is crucial for their management with a not maximum level of the harvesting pressure.

Comparisons between the obtained results and the existing ones are briefly carried out. To the authors’ knowledge, similar problems (robust optimal control of the population of *P. altivelis*) to ours have not been addressed so far. There exist similar models without ambiguity, which are presented in Yaegashi et al. [68] and Yoshioka and Yaegashi [75]. These models do not have jumps in the population dynamics. The short paper Yoshioka...
and Yaegashi [75] discussed a deterministic variant of the present model without model ambiguity, carried out its qualitative mathematical analysis. This paper concluded that managing river environment with less predation and much staple food is essential for current inland fishery resources, especially *P. altivelis*. This is qualitatively consistent with the present mathematical analysis results. In addition, Yaegashi et al. [68], although not mathematically but numerically, carried out sensitivity analysis of a value function and statistical indices for assessing the performance of the management policy of the released *P. altivelis*. They reported qualitatively the same results with those stated in Proposition 3.3 on the parameters $R$, $\gamma$, and $\sigma$ from a standpoint of the present model. The above-mentioned previous papers did not simultaneously address qualitative analysis and numerical analysis, while the present mathematical analysis is both qualitative and quantitative since it is exactly solvable, and at least partly supports their results theoretically. Although not a research on fishery management, Evatt et al. [18] numerically showed for a non-renewable resource extraction problem that increasing the parameter $\sigma$ results in a decreased total profit as in Proposition 3.3. The computational results presented in the next section quantify the fishery resources management under different environmental conditions.

4. Numerical analysis

The reduced HJBI equation (13) is numerically solved to analyse the problem under a more realistic condition.

4.1. Computational method

The reduced HJBI (13) is a degenerate parabolic partial differential equation whose form is suited to numerically solve with the 1-D Petrov-Galerkin finite element scheme [71]. The scheme can handle degenerate parabolic equations in a stable manner, and has been successfully applied to degenerate parabolic partial differential equations such as Hamilton–Jacobi–Bellman equations arising in ecological and fisheries problems [67,68,73,76]. The true spatial domain $(0, +\infty)$ to define the reduced HJBI (13) is unbounded, but is truncated as $(0, X_{\text{max}})$ with a sufficiently positive large number $X_{\text{max}} > K$ where the homogeneous Neumann condition $\frac{\partial \Psi}{\partial x} |_{x=X_{\text{max}}} = 0$ is specified, since practical interest would be in and near the sub-domain $(0, K)$. Therefore, this paper employs the value $X_{\text{max}} = 4K$ in what follows, which was preliminary found to be sufficiently large for approximating solutions in and near $(0, K)$. A similar numerical treatment has already been employed in Yoshioka and Yaegashi [73]. The computational domain is uniformly discretized into 800 and 24,000 intervals, which is found to be sufficiently fine resolution for approximating solutions to the reduced HJBI equation. The equation is integrated backward in time with the terminal and boundary conditions directly specified.

4.2. Computational conditions

The model parameters are estimated from the previous research results on the artificially hatched *P. altivelis* released into Hii River, Japan [67,68]. The growth of the fish has been successfully modelled with the conventional logistic model $g(X_t) = r(1 - X_t/K) (\theta = 1)$ [72,73]. The process $Z_t$ is assumed to be a standard Poisson process with $\lambda = 1.0 \times 10^{-2}$
Table 2. Specified model parameter values.

| Parameter | Nominal value | Non-dimensionalized value |
|-----------|---------------|---------------------------|
| $T$       | 120 (day)     | $1$                       |
| $K$       | $5.1 \times 10^{-2}$ (g) | $1$                       |
| $R$       | $3.9 \times 10^{-3}$ (1/day) | $4.7 \times 10^{-1}$       |
| $r$       | $7.1 \times 10^{-2}$ (1/day) | $8.5 \times 10^{0}$        |
| $c_{\text{max}}$ | $1.0 \times 10^{-1}$ (1/day) | $1.2 \times 10^{0}$        |
| $\lambda$ | $5.0 \times 10^{-3}$ (1/day) | $6.0 \times 10^{-1}$       |
| $\sigma$ | $1.0 \times 10^{-1}$ (1/day$^{1/2}$) | $1.1 \times 10^{1}$       |
| $a$       | 500 (day$^{3/2}$) | $3.8 \times 10^{-1}$       |
| $b$       | 500 (day$^{3/2}$) | $3.8 \times 10^{-1}$       |

(1/day) for the sake of simplicity of analysis, which corresponds to the same level of predation that is considered in Yaegashi et al. [67,68]. $P. altivelis$ is introduced into Hii River in each May. Since the period allowed to harvest the fish in Hii River starts at the beginning of July and most of the fish population disappears from the river at the end of coming October, $T = 120$ (day) is specified. Table 2 provides the above-presented and the other nominal model parameter values. The nominal values of the parameters $a$ and $b$, which do not appear in Yaegashi et al. [68], have been specified so that the magnitudes of the resulting $\eta^*$ and $\omega^*$ are less than or equal to those of $c_{\text{max}}$ and $r$. $\alpha$ is set as 0.5.

For the sake of brevity of descriptions, the following non-dimensionalization is employed in what follows: $tT^{-1} \rightarrow t$, $xK^{-1} \rightarrow x$, $\mu T \rightarrow \mu$ where $\mu$ represents $R$, $r$, $\sigma^2$, $\lambda$, $c_{\text{max}}$, or $c$, $aT^{1+\alpha} \rightarrow a$, $bT^{1+\alpha} \rightarrow b$, and $K^{\alpha-1} T^{-\alpha} \Psi \rightarrow \Psi$. The reduced HJBI equation (14) is now written with the non-dimensional variables and parameters as

$$-\frac{\partial \Psi}{\partial t} + \min_{c \in [0,1]} \max_{\eta,\omega \in \mathbb{R}} \hat{L}_{c,\eta,\omega} \Psi = 0,$$

where

$$\hat{L}_{c,\eta,\omega} \Psi = (D + c + \eta) \Psi + (\omega - r(1-x)) x \frac{\partial \Psi}{\partial x} - \frac{\sigma^2 x^2}{2} \frac{\partial^2 \Psi}{\partial x^2} - x^{1-\alpha} \left( c^{1-\alpha} + \frac{a}{2} \eta^2 + \frac{b}{2} \omega^2 \right).$$

with $D = (1 - \alpha) R + \lambda$, demonstrating that the effective non-dimensional model parameters are $D$, $\sigma$, $r$, $a$, and $b$.

4.3. Computational results

Figures 2–5 show the computed $\Psi$ and the optimal controls $c^*$, $\eta^*$, and $\omega^*$ for the nominal parameter values in Table 2. Figure 2 shows that the computed $\Psi$ is increasing and decreasing with respect to $x$ and $t$, respectively, as theoretically indicated in Propositions 2.1 and 2.4. In addition, the computed $\Psi$ seems to be concave with respect to $x$ as in the exactly solvable case. The concavity of $\Psi$, however, is not a trivial fact due to the not simple functional shape of the objective function and the nonlinearity of the drift term of the SDE(2). Figure 3 shows that the optimal $c^*$ is increasing with respect to $x$ and implies that the harvesting should not be performed at the maximum rate when they do not sufficiently grow.
up except for the period near the terminal time $t = 1$. This result means that it is more beneficial not to harvest the fish with small body weight near the initial time because the fish would have enough time to grow up during the period considered. Figures 4 and 5 show that the resulting $\eta^*$ and $\omega^*$ are smaller for better-grown fish. The computational results presented in Figures 4 and 5 indicate that $\eta^*$ and $\omega^*$ for each $x$ are decreasing with respect to $t$, meaning that the model ambiguity decreases as the time elapses. This is in accordance
with the intuition that the knowledge about the population dynamics would increase as the time elapses and as the fish grows up. Figures 4 and 5 also indicate that $\eta^*$ and $\omega^*$ are significantly large for small $x$ and $t$, implying huge ambiguity is involved in the population dynamics. The result recommends to grow up the fish well especially at the beginning of the period. It should be noted that state-dependence of the optimal controls $c^*$, $\eta^*$, and $\omega^*$, as in the present case, does not result from the exactly solvable case that deals with a simpler situation with the constant growth rate $g = r$. In addition, the computational results

Figure 4. Computed optimal control $\eta^*$ with the parameter values in Table 2.

Figure 5. Computed optimal control $\omega^*$ with the parameter values in Table 2.
Figure 6. Computed net utility for different values of $D$. In this figure, the values of $D$ are specified as 0.60 (red), 0.75 (brown), 0.90 (light green), 1.05 (deep green), and 1.20 (blue).

Figure 7. Computed net utility for different values of $\sigma$. In this figure, values of $\sigma$ are specified as 0.88 (red), 1.75 (brown), 2.63 (light green), 3.51 (deep green), and 4.38 (blue).

demonstrate that the present finite element scheme can handle the reduced HJBI equation in a stable manner since the numerical solutions do not have spurious oscillations.

The quantity $\Psi(0, x)$, which has a similar meaning with the net utility $P$ since $P = (1 - \alpha)^{-1} n^{1 - \alpha} \Psi(0, x)$, is computed to see its dependence on the non-dimensional parameters $D$, $\sigma$, $r$, $a$, and $b$. The notation $\Psi = \Psi(0, x)$ is utilized for the sake of simplicity of descriptions in what follows. Figures 6 through 10 plot the computed $\Psi$ for different values of the non-dimensional parameters $D$, $\sigma$, $r$, $a$, and $b$. Figures 6 and 7 show that $\Psi$ decreases as $D$ increases or $\sigma$ increases, and Figures 8–10 indicate that $\Psi$ increases as $r$, $a$ or $b$ increases. Figures 9 and 10 further imply that the impacts of the parameters $a$ and $b$ on $\Psi$ are not significant and reach a plateau curve when they are sufficiently large ($a$, $b \rightarrow +\infty$). Therefore, the results recommend that the human should try to reduce the mortality and increase the growth rate of the fish if they have sufficient knowledge about
Figure 8. Computed net utility for different values of $r$. In this figure, values of $r$ are specified as 2.4 (red), 4.8 (brown), 7.2 (light green), 9.6 (deep green), and 12.0 (blue).

Figure 9. Computed net utility for different values of $a$. In this figure, values of $a$ are specified as $7.6 \times 10^{-3}$ (red), $7.6 \times 10^{-2}$ (brown), $7.6 \times 10^{-1}$ (light green), $7.6 \times 10^0$ (deep green), and $7.6 \times 10^1$ (blue).

the fish. The computational results thus indicate monotone dependence of $P$ on the nondimensional parameters except for that with $r$ in Figure 8. The result for $r$ indicates that $\Psi$ for large $X_0 = x > 1.2K$ is decreasing with respect to $r$, which is somewhat counterintuitive. However, such a situation would not be realized in the real world at least for the case of $P. altivelis$ where juveniles ($X_0 = x < K$) are introduced into rivers. The computational results thus demonstrate that the computed $\Psi$ with the logistic growth has qualitatively similar dependence on the model parameters with that of the exactly solvable case for not large $x$. These computational results also suggest that the exact solution (18) is valuable for comprehension of the qualitative solution behaviour. Furthermore, the obtained computational results in Figures 6–8 are consistent with the analysis results of Yaegashi et al. [68,69] and Yoshioka and Yaegashi [75] on the continuous population dynamics models of non-renewable fishery resources without model ambiguity and jump. This implies that,
although they employ different mathematical formulations, there exists some underlying universal principle for the population management of released fish as a non-renewable resource.

A comment on a consistency between the theoretical and numerical results are finally provided. The propositions in Section 3 are on theoretical results for the simplified model with $g = r$, while the numerical results are for the general model where $g$ is not a constant. Nevertheless, there are some consistency between the theoretical and numerical results. In fact, the parameter dependence of $\Psi$ presented in Figures 6 through 10 agree with the theoretical result of Proposition 3.3 except for large $x$ where $g < 0$. This agreement would be because of the fact that the present $g$ approaches the constant $r$ when the body weight is small, namely when $x$ is small.

The computational results assess the impacts on the environmental and ecological model parameters on the fishery resource management from both qualitative and quantitative viewpoints. From a standpoint of robust fishery resources management, the obtained results theoretically support the empirics that the practitioners know. This paper can therefore be a first such attempt from a theoretical side.

5. Conclusions

A new stochastic differential game for management of non-renewable fishery resources subject to model ambiguity was formulated, and behaviour of the solutions to the HJBI equation and the associated optimal controls was analysed theoretically and numerically. The theoretical analysis with the exact solution implied the following things; to obtain higher net utility requires that the environment where the fishery resource is introduced is appropriately managed and the decision-maker has satisfactory knowledge about their population dynamics, so that the model ambiguity becomes small enough. The numerical analysis was also performed under a more realistic condition. The present mathematical modelling is a new attempt for effective management of non-renewable fishery resources. The exact and numerical solutions would be helpful for establishment of their management.
strategy. From the standpoint of robust fishery resources management, the mathematical and numerical analysis results in this paper supported the results that the practitioners have found.

Future research will focus on a problem where a part of a fishery resource is introduced into inland waters while the others are aquacultured. This kind of mixed management strategy is currently employed for *P. altivelis* in many inland fisheries cooperatives in Japan. The population dynamics model and the performance index will be then extended, so that the population dynamics of the released and aquacultured fishery resources [33,72] are concurrently managed. Human activities that were not focused on in this paper, such as taking countermeasures to suppress predation, can be handled with the present model. Another important topic to be addressed in future is coupling the present population dynamics model with a socio-economic model [4,44], so that fragility of the economy and society that rely on the fishery resources can be analysed. Modelling fishery resources management subject to catastrophic regime shifts [15,79] is also an interesting future research topic. For *P. altivelis*, sudden decrease of river water temperature triggers the fatal cold-water disease [28]. The presented model would serve as a key stone for approaching these advanced problems.
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Appendices

Appendix A: Proofs of Propositions 2.1, 2.2, and 2.3.

This appendix provides proofs of Propositions 2.1, 2.2, and 2.3.

Proof of Proposition 2.1: The statement for  \( x \) is firstly proven. Given a triplet of controls \((c, \eta, \omega)\) and \( x_2 \geq x_1 \geq 0 \), the two solutions \( X_2(s) \), \( X_1(s) \) \((t \leq s \leq T)\) to the SDE(2) subject to the initial conditions \( x_2, x_1 \) at \( s = t - 0 \) satisfy \( X_2(s) \geq X_1(s) \geq 0 \) almost surely for \( s \geq t \). This comparison result follows from a slight modification of Theorem 3 in Castro-Santis et al. [9] since both their and our problems are of the stochastic logistic type. The triplet of the optimizers \((c^*, \eta^*, \omega^*)\) for \( \phi(t, n, x; c, \eta, \omega) \) is denoted as \((c^{i*}, \eta^{i*}, \omega^{i*})\) \((i = 1, 2)\). Then, \( \phi(t, n, x_2; c, \eta, \omega) \geq \phi(t, n, x_1; c, \eta, \omega) \) by the form of \( \phi \) in (3). We have

\[
\phi(t, n, x_1; c, \eta^{2*}, \omega^{2*}) \geq \phi(t, n, x_1; c, \eta^{1*}, \omega^{1*}) \quad (A1)
\]

and

\[
\phi(t, n, x_2; c, \eta^{2*}, \omega^{2*}) \geq \phi(t, n, x_1; c, \eta^{2*}, \omega^{2*}). \quad (A2)
\]

Combining (A1) and (A2) yields

\[
\phi(t, n, x_2; c, \eta^{2*}, \omega^{2*}) \geq \phi(t, n, x_1; c, \eta^{2*}, \omega^{2*}) \geq \phi(t, n, x_1; c, \eta^{1*}, \omega^{1*}), \quad (A3)
\]

and thus

\[
\phi(t, n, x_2; c^{2*}, \eta^{2*}, \omega^{2*}) \geq \phi(t, n, x_2; c^{1*}, \eta^{2*}, \omega^{2*}) \geq \phi(t, n, x_1; c^{1*}, \eta^{1*}, \omega^{1*}). \quad (A4)
\]

This shows \( \Phi(t, n, x_2) \geq \Phi(t, n, x_1) \) and the statement of the proposition for \( x \) therefore follows. The statement for \( n \) follows in the same way by observing that the two solutions \( N_2^{(2)}, N_2^{(1)} \) \((t \leq s \leq T)\)
to the SDE (1) subject to the initial conditions \( n_2, n_1 \geq 0 \) at \( s = t - 0 \) satisfy \( N_t^{(2)} \geq N_s^{(1)} \geq 0 \) almost surely for \( s \geq t \).

**Proof of Proposition 2.2:** The statement for \( r \) is firstly proven. Given a triple of controls \( (c, \eta, \omega) \) and \( r_2 \geq r_1 > 0 \), the two solutions \( X_t^{(2)}, X_t^{(1)} \) \( (t \leq s \leq T) \) to the SDE (2) subject to the initial conditions \( X_{t-0}^{(1)} = X_{t-0}^{(2)} = x \) at \( s = t - 0 \) satisfy \( X_t^{(2)} \geq X_t^{(1)} \geq 0 \) almost surely for \( s \geq t \) as in the proof of Proposition 2.1. \( \phi \) with \( r = r_1 \) is denoted as \( \phi_1 \) \((i = 1, 2)\). The optimizer \( (c^*, \eta^*, \omega^*) \) of \( \phi_i \) is denoted as \( (c^{*i}, \eta^{*i}, \omega^{*i}) \) \((i = 1, 2)\). Then, \( \phi_2 \geq \phi_1 \) by (3). Straightforward calculation essentially the same with that of the proof of Proposition 2.1 proves the statement for \( r \). The statement for \( K \) follows in the same way.

**Proof of Proposition 2.3:** Given a triple of controls \( (c, \eta, \omega) \), the integrand in (3) is increasing with respect to \( \nu, \alpha, \) and \( \beta \). The statement follows with a proof essentially the same with those of the Propositions 2.1 and 2.2.

**Appendix B: Proofs of Propositions 3.1, 3.3, and 3.4.**

This appendix provides proofs of Propositions 3.1, 3.3, and 3.4 stated in Section 3. Firstly, the proof of Proposition 3.1 is presented.

**Proof of Proposition 3.1:** For \( z > 0 \), (19) can be expressed as

\[
z = F(z) = \frac{1}{A}(\alpha z^{-1/\alpha} + B)
\]

when \( z \geq c_{\text{max}}^{-\alpha} \) and

\[
G(z) = Az^2 + [(1 - \alpha)c_{\text{max}} - B]z - c_{\text{max}}^{1-\alpha} = 0
\]

when \( 0 < z < c_{\text{max}}^{-\alpha} \). We have \( z - F(z) \to -\infty \) for \( z \to +0 \) and \( z - F(z) \to +\infty \) for \( z \to +\infty \), and \( z - F(z) \) is strictly increasing with respect to \( z > 0 \). Therefore, the classical intermediate value theorem shows that the equation (A5) has a unique positive solution \( z = z_1 > 0 \). By the above-mentioned geometric property of \( z - F(z) \), the solution \( z_1 \) satisfies the condition \( z_1 \geq c_{\text{max}}^{-\alpha} \) when \( c_{\text{max}}^{-\alpha} - F(c_{\text{max}}^{-\alpha}) \geq 0 \), namely when

\[
A \geq c_{\text{max}}^{\alpha}(\alpha c_{\text{max}} + B).
\]

Next, on (A6), its positive solution \( z = z_2 \) exists uniquely and is expressed as

\[
z_2 = \frac{-u + \sqrt{u^2 + 4Ac_{\text{max}}^{1-\alpha}}}{2A}
\]

with

\[
u = (1 - \alpha)c_{\text{max}} - B.
\]

The solution \( z_2 \) satisfies the condition \( 0 < z_2 < c_{\text{max}}^{-\alpha} \) when

\[
0 < \frac{-u + \sqrt{u^2 + 4Ac_{\text{max}}^{1-\alpha}}}{2A} < c_{\text{max}}^{-\alpha}.
\]

This condition is rewritten as

\[
A < c_{\text{max}}^{\alpha}(\alpha c_{\text{max}} + B),
\]

which is the complement of (A7). Therefore, we have shown that the solution to the equation (19) exists and is unique for both \( z \geq c_{\text{max}}^{-\alpha} \) and \( 0 < z < c_{\text{max}}^{-\alpha} \). This completes the proof.

**Remark B.1:** The unique solution \( z = \hat{z} \) to the equation (19) is \( z_1 \) when (A7) and \( z_2 \) when (A11). Secondly, the proof of Proposition 3.3 is presented.
Proof of Proposition 3.3: The proof is separated into the two cases, which are Case A: \( z \geq c^{-\alpha}_{\max} \) and Case B: \( 0 < z < c^{-\alpha}_{\max} \). For Case A, partially differentiating both-hand sides of (A5) for \( z = \hat{z} \) with respect to \( A \) yields

\[
\frac{\partial \hat{z}}{\partial A} = -\frac{1}{A^2} (\alpha \hat{z}^{-1/\alpha} + B) - \frac{1}{A} \hat{z}^{-(1+1/\alpha)} \frac{\partial \hat{z}}{\partial A} \tag{A12}
\]

which can be rewritten as

\[
\frac{\partial \hat{z}}{\partial A} = -\frac{\hat{z}}{A + \hat{z}^{-(1+1/\alpha)}} < 0. \tag{A13}
\]

Similarly, partially differentiating both-hand sides of (A5) for \( z = \hat{z} \) with respect to \( B \) yields

\[
\frac{\partial \hat{z}}{\partial B} = \frac{1}{A + \hat{z}^{-(1+1/\alpha)}} > 0. \tag{A14}
\]

The inequalities (A13) and (A14) prove the proposition for Case A. Indeed, (20) shows

\[
\frac{\partial A}{\partial a} = -\frac{(1 - \alpha)^2}{2a^2} < 0 \tag{A15}
\]

and thus

\[
\frac{\partial \hat{z}}{\partial a} = \frac{\partial \hat{z}}{\partial A} \frac{\partial A}{\partial a} > 0. \tag{A16}
\]

The statements on the other inequalities for Case A follow in the same way.

For Case B, the formula (A8) directly proves the proposition since

\[
z_2 = \frac{-u + \sqrt{u^2 + 4Ac_{\max}^{1-\alpha}}}{2A} = \frac{2c_{\max}^{1-\alpha}}{u + \sqrt{u^2 + 4Ac_{\max}^{1-\alpha}}} \tag{A17}
\]

whose right-hand side is strictly decreasing with respect to \( A \) and \( u \). This observation with (20) and (A9) prove the proposition for Case B. ■

Finally, the proof of Proposition 3.4 is presented.

Proof of Proposition 3.4: The statements for the optimal controls are obvious due to their dependence on \( \hat{z} \), except for the dependence of \( \eta^* \) on \( a \) and that of \( \omega^* \) on \( b \). Namely, we prove \( \frac{\partial \eta^*}{\partial a} > 0 \) and \( \frac{\partial \omega^*}{\partial b} > 0 \). Here, only the proof of the former is provided since the proof of the latter follows in the same way. The proof is separated in to the two cases, Case A: \( z \geq c^{-\alpha}_{\max} \) and Case B: \( 0 < z < c^{-\alpha}_{\max} \), as in the proof of Proposition 3.3. For both cases, we have

\[
\frac{\partial \eta^*}{\partial a} = \frac{1 - \alpha}{a} \frac{1}{\hat{z}} \frac{\partial \hat{z}}{\partial A} - \frac{1}{a}, \tag{A18}
\]

and we show that the quantity \( \frac{1}{\hat{z}} \frac{\partial \hat{z}}{\partial A} - \frac{1}{a} \) is negative.

For Case A, a direct computation with (A17) leads to

\[
\frac{1}{\hat{z}} \frac{\partial \hat{z}}{\partial A} = -\frac{1}{\hat{z}} \frac{\hat{z}^2}{\sqrt{u^2 + 4Ac_{\max}^{1-\alpha}}} = \frac{(1 - \alpha)^2}{2a^2} \frac{\hat{z}}{\sqrt{u^2 + 4Ac_{\max}^{1-\alpha}}} < \frac{A\hat{z}}{a\sqrt{u^2 + 4Ac_{\max}^{1-\alpha}}}. \tag{A19}
\]
Notice the relationship that is derived from (A8):
\[ 2A\dot{z} + u = \sqrt{u^2 + 4Ac_{\text{max}}^{1-\alpha}} > 0. \]  
(A20)

Combining (A19) and (A20) yields
\[ a \left( \frac{1}{\dot{z}} \frac{\partial \dot{z}}{\partial a} - \frac{1}{a} \right) < \frac{A\dot{z}}{2A\dot{z} + u} - 1 \]
\[ = -\frac{(A\dot{z} + u)}{2A\dot{z} + u}. \]  
(A21)

If \( u \geq 0 \), then (A21) shows
\[ a \left( \frac{1}{\dot{z}} \frac{\partial \dot{z}}{\partial a} - \frac{1}{a} \right) < 0, \]  
(A22)
which is the inequality to be proven. If \( u < 0 \), by \( 0 < z < c_{\text{max}} - \alpha \), the right-hand side of (A21) is evaluated as
\[ -\frac{(A\dot{z} + u)}{2A\dot{z} + u} < \frac{-\left(Ac_{\text{max}}^{1-\alpha} + u\right)}{2Ac_{\text{max}}^{1-\alpha} + u} \]  
(A23)

since \( -\frac{(A\dot{z} + u)}{2A\dot{z} + u} \) is increasing with respect to \( z \) when \( 2A\dot{z} + u > 0 \). The condition (A11) then leads to
\[ -(Ac_{\text{max}}^{1-\alpha} + u) < -u - \frac{\alpha}{1 - \alpha} - B = -\frac{(1 - \alpha)c_{\text{max}} + \alpha}{1 - \alpha} < 0, \]  
(A24)
which again shows the desired inequality (A22).

For Case B, (A13) leads to
\[ \frac{1}{\dot{z}} \frac{\partial \dot{z}}{\partial a} - \frac{1}{a} = \frac{1}{\dot{z}} \frac{\partial A}{\partial a} A + \dot{z}^{-\left(1+1/\alpha\right)} - \frac{1}{a} \]
\[ = \frac{1}{a} \left( \frac{(1 - \alpha)^2}{2a} A + \dot{z}^{-\left(1+1/\alpha\right)} - 1 \right) \]
\[ < \frac{1}{a} \left( \frac{A}{A + \dot{z}^{-\left(1+1/\alpha\right)}} - 1 \right) \]
\[ = -\dot{z}^{-\left(1+1/\alpha\right)} a(A + \dot{z}^{-\left(1+1/\alpha\right)}) \]
\[ < 0, \]  
(A25)
which is the desired inequality. The proof is thus completed. ■

Appendix C: Discounted problem

This appendix gives theoretical results on a discounted problem, which seeks to optimize the performance index
\[ \phi(t, n, x; c, \eta, \omega) = E^{\eta, \omega} \left[ \int_t^T \frac{\left(N_sX_s\right)^{1-\alpha}}{1 - \alpha} (J_1 + J_2 + J_3) \exp(-\delta(s - t))ds \right] \]  
(A26)

where \( \delta > 0 \) is a discount factor, meaning that the fishery resource is managed from longer viewpoint with larger \( \delta \). With the discounted performance index (A26), the HJBI equation and its reduced
counterpart are derived as
\[- \frac{\partial \Phi}{\partial t} + \delta \Phi + \min_{c \in [0,c_{\text{max}}]} \max_{\eta,\omega \in \mathbb{R}} L_{c,\eta,\omega} \Phi = 0 \] (A27)

and
\[- \frac{\partial \Psi}{\partial t} + \delta \Psi + \min_{c \in [0,c_{\text{max}}]} \max_{\eta,\omega \in \mathbb{R}} \hat{L}_{c,\eta,\omega} \Psi = 0, \] (A28)

respectively. The equations (A27) and (A28) have the corresponding linear decay terms. The reduced counterpart (A28) has mathematically the same structures with the non-discounted ones with an appropriate replacement of the parameters such as \((1 - \alpha)R \rightarrow (1 - \alpha)R + \delta\).

A quantity \(\rho\) with the discount \(\delta > 0\) is denoted as \(\rho_\delta\). The quantity without the discount is expressed as \(\rho_0\). The definition (A26) of the discounted performance index and the above theoretical observation show the following results hold. **Proposition C.1** is on the value function for the generalized logistic type \(g\) and **Proposition C.2** is on the exactly solvable case discussed in Section 3.

**Proposition C.1:** \(\Phi_\delta\) is decreasing with respect to \(\delta\).

**Proposition C.2:** \(\frac{\partial \mu}{\partial \delta} < 0\) where \(\mu\) represents \(\hat{z}_\delta, -\eta^*_\delta,\) or \(-\omega^*_\delta\). In addition, \(\frac{\partial c^*_\delta}{\partial \delta} \leq 0\).

All the propositions in the main text also hold for the discounted problem.