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Abstract
Let $C_{k_1}, \ldots, C_{k_n}$ be cycles with $k_i \geq 2$ vertices ($1 \leq i \leq n$). By attaching these $n$ cycles together in a linear order, we obtain a graph called a polygon chain. By attaching these $n$ cycles together in a cyclic order, we obtain a graph, which is called a polygon ring if it can be embedded on the plane; and called a twisted polygon ring if it can be embedded on the Möbius band. It is known that the sandpile group of a polygon chain is always cyclic. Furthermore, there exist edge generators. In this paper, we not only show that the sandpile group of any (twisted) polygon ring can be generated by at most three edges, but also give an explicit relation matrix among these edges. So we obtain a uniform method to compute the sandpile group of arbitrary (twisted) polygon rings, as well as the number of spanning trees of (twisted) polygon rings. As an application, we compute the sandpile groups of several infinite families of polygon rings, including some that have been done before by ad hoc methods, such as, generalized wheel graphs, ladders and Möbius ladders.
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1 Introduction

The abelian sandpile models were firstly introduced in 1987 by three physicists, Bak et al. [4], who studied it mainly on the integer grid graphs. In 1990, Dhar [20] generalized their model from grids to arbitrary graphs. The abelian sandpile model of Dhar begins with a connected graph $G = (V, E)$ and a distinguished vertex $q \in V$, called the sink. A configuration of $(G, q)$ is a vector $\overline{c} \in \mathbb{N}^{V-q}$. A non-sink vertex $v$ is stable if its degree satisfies $d(v) > \overline{c}(v)$; otherwise it is unstable. Moreover, a configuration is stable if every vertex $v$ in $V - q$ is stable. Toppling an unstable vertex $u \in V - q$ in $\overline{c}$ is the operation performed by decreasing $\overline{c}(u)$ by the degree $d(u)$, and for each neighbour $v$ of $u$ different from $q$, adding the multiplicity $m(u, v)$ of the edge $uv$ to $\overline{c}(v)$. Starting from any initial configuration $\overline{c}$, by performing a sequence of topplings, we eventually arrive at a stable configuration. It is not hard to see that the stabilization of an unstable configuration is unique [9, 20]. The stable configuration associated to $\overline{c}$ will be denoted by $s(\overline{c})$. Now, let $(\overline{c} + \overline{d})(u) := \overline{c}(u) + \overline{d}(u)$ for all $u \in V - q$ and $\overline{c} \oplus \overline{d} := s(\overline{c} + \overline{d})$. A configuration $\overline{c}$ is recurrent if it is stable and there exists a non-zero configuration $\overline{r}$ such that $s(\overline{c} + \overline{r}) = \overline{c}$. Dhar [20] proved that the number of recurrent configurations is equal to the number of spanning trees of $G$, and that the set of recurrent configurations with $\oplus$ as a binary operation forms a finite abelian group, which is called the sandpile group of $G$. Soon after that, it was found that the sandpile group is isomorphic to a number of ‘classical’ abelian groups associated with graphs, such as the group of components in Arithmetic Geometry [30], Jacobian group and Picard group in Algebraic Geometry [5], the determinant group in lattice theory [2], the critical group of a dollar game [8, 9].

As an abstract abelian group, the structure of the sandpile group is independent of the choice of the sink $q$. We denote the sandpile group of $G$ by $S(G)$. The classification theorem for finite abelian groups asserts that $S(G)$ has a direct sum decomposition

$$S(G) = \mathbb{Z}_{d_1} \oplus \mathbb{Z}_{d_2} \oplus \cdots \oplus \mathbb{Z}_{d_r},$$

where the integers $d_1, \ldots, d_r$, called the invariant factors of $S(G)$, satisfy $d_1 \geq 2$ and $d_i \mid d_{i+1}$ for $i = 1, \ldots, r-1$. The number of factors $r$ is the minimum number of generators of $S(G)$, and is denoted by $\mu(G)$.

The standard method of obtaining invariant factors of a finite abelian group is first to choose a presentation of the group, and then compute the Smith Normal From (SNF) of the matrix of relations. For the sandpile group, it is well known that the Laplacian matrix is one of its relation matrices. By computing the SNF of the Laplacian matrix, the sandpile groups for many special families of regular or near regular graphs have been completely or partially determined in the last 20 years, such as wheel graphs, complete multipartite graphs, Cartesian product of complete graphs $K_n \square K_m$, the ladder $K_2 \square C_n$, the Möbius ladder graph, a Cayley graph $D_n$ of dihedral group, the squared cycle $C_n^2$, the thick cycle, etc.; see [1, 3, 7, 10–12, 14–16, 19, 21–29, 31–36] and references therein.

However, for families of irregular graphs, the SNF of the Laplacian matrix is not easy to get in general. So in [13], the authors of the present paper determined the
sandpile group of a family of irregular graphs by using the relations determined by the cycles and cuts of the graph. Using this method, it is easy to show that the sandpile group of a polygon chain is always cyclic, which has been proved earlier in [6, 28]. Here, we shall follow this idea to study the sandpile group of a (twisted) polygon ring. We first show that the sandpile group of any (twisted) polygon ring can be generated by at most three edges, and then we give an explicit relation matrix among these edges. So the sandpile group of any (twisted) polygon ring is the direct sum of at most three cyclic groups. Our result can be used for computing sandpile groups of various infinite families of (twisted) polygon rings, by computing the Smith Normal Form of the relation matrix. Examples include many known families, such as generalized wheel graphs, ladder graphs, Möbius ladders, etc. [15, 18, 19].

The paper is organized as follows. In Sect. 2, we cover preliminaries. In Sect. 3, by using the structure properties of (twisted) polygon rings, we not only show that the sandpile group of any polygon ring can be generated by at most three edges (see Theorem 3), but also give a relation matrix for these generators (see Theorem 4). This is the most valuable aspect of this study, since these results provide a uniform method to compute the sandpile group of any (twisted) polygon ring. As applications, we give in Sect. 4 the explicit relation matrices for a special family of polygon rings. In Sects. 5 and 6, we determine the structure of sandpile groups by computing the Smith Normal Form of the matrices given in Sect. 4 for polygon rings and twisted polygon rings, respectively.

2 Preliminaries

Let \( G = (V, E) \) be a connected graph with \( n \) vertices and \( m \) edges. Given an arbitrary orientation \( \mathcal{O} \) of \( E \), and an oriented edge \( e = (u, v) \), \( v \) is called the head of \( e \), denoted by \( h(e) \), and \( u \) is called the tail of \( e \), denoted by \( t(e) \). As the convention, if \( e = (u, v) \), then \(-e = (v, u)\). Let \( ZV, ZE \) denote the free abelian groups on \( V \) and \( E \), respectively. More clearly, every element \( x \in ZV \) is identified with the formal sum \( \sum_{v \in V(G)} x(v)v \), where \( x(v) \in \mathbb{Z} \), and similarly for \( y \in ZE \).

Consider a cycle \( C = v_1e_1v_2e_2\cdots v_ke_kv_1 \) in the undirected graph \( G \). The sign of an edge \( e \) in \( C \) with respect to the orientation \( \mathcal{O} \) is \( \sigma(e; C) = 1 \) if \( C = vve \) is a loop at the vertex \( v \), and otherwise

\[
\sigma(e; C) = \begin{cases}
1, & \text{if } e \in C \text{ and } t(e) = v_i, h(e) = v_{i+1} \text{ for some } i; \\
-1, & \text{if } e \in C \text{ and } t(e) = v_{i+1}, h(e) = v_i \text{ for some } i; \\
0, & \text{otherwise (} e \text{ does not occur in } C). 
\end{cases}
\]

Here we interpret indices module \( k \), i.e., \( v_{k+1} = v_1 \). We then identify \( C \) with the formal sum \( \sum_{e \in E} \sigma(e; C)e \in ZE \).

For each nonempty \( U \subset V \), the cut corresponding to \( U \), denoted by \( c_U \), is the collection of edges with one end vertex in \( U \) and the other in the complement \( \overline{U} \). For each \( e \in E \), define the sign of \( e \) in \( c_U \) with respect to the orientation \( \mathcal{O} \) by

\[
\sigma(e; c_U) = \begin{cases}
1, & \text{if } e \in c_U \text{ and } t(e) = v_i, h(e) = v_{i+1} \text{ for some } i; \\
-1, & \text{if } e \in c_U \text{ and } t(e) = v_{i+1}, h(e) = v_i \text{ for some } i; \\
0, & \text{otherwise (} e \text{ does not occur in } c_U). 
\end{cases}
\]
\[
\sigma(e; c_U) = \begin{cases} 
1, & \text{if } t(e) \in U \text{ and } h(e) \in \overline{U}; \\
-1, & \text{if } t(e) \in \overline{U} \text{ and } h(e) \in U; \\
0, & \text{otherwise (e does not occur in } c_U\). 
\end{cases}
\]

We then identify \(c_U\) with the formal sum \(\sum_{e \in E} \sigma(e, c_U) e \in \mathbb{Z}E\).

A vertex cut is the cut corresponding to a single vertex, \(U = \{v\}\), and we write \(c_v\) for \(c_U\) in this case.

**Definition 1** The (integral) cycle space, \(\mathcal{C} \subseteq \mathbb{Z}E\), is the \(\mathbb{Z}\)-span of all cycles. The (integral) cut space, \(\mathcal{B} \subseteq \mathbb{Z}E\), is the \(\mathbb{Z}\)-span of all cuts.

Let \(L(G)\) be the Laplacian matrix of \(G\). It can be viewed as a (linear) mapping \(L : \mathbb{Z}V \to \mathbb{Z}V\). We also define a mapping \(\rho : \mathbb{Z}V \to \mathbb{Z}\) as \(\rho(\sum_{v \in V} x(v)v) = \sum_{v \in V} x(v)\).

Obviously, both \(L\) and \(\rho\) are group homomorphisms. Then we have the following well-known results.

**Theorem 1** Let \(G = (V, E)\) be a graph. With the notation defined above, we have

\[
S(G) \cong \frac{\text{Ker}(\rho)}{\text{Im}(L)} \cong \frac{\mathbb{Z}E}{\mathcal{C} \oplus \mathcal{B}},
\]

where \(\text{Ker}(\cdot)\) and \(\text{Im}(\cdot)\) denote the kernel and the image of a mapping.

The middle presentation of the sandpile group in Theorem 1 is the well-known Jacobian group (also known as Picard group) of the graph. The Jacobian presentation has a natural set of generators for \(S(G)\), for which the Laplacian matrix \(L(G)\) of \(G\) is a relation matrix. For more details, see [9].

Here we mainly focus on the second presentation. For any \(e \in E\), let \(\delta_e = \sum_{f \in E} \delta_v(f) f \in \mathbb{Z}E\), where \(\delta_v(f) = 1\) if \(e = f\) and 0 otherwise. Then the collection of all \(\delta_e\) is a natural set of generators of the sandpile group \(S(G)\), and the relations are given by the elements in \(\mathcal{C} \oplus \mathcal{B}\). So to find a relation matrix, we only need to find a basis of the cycle space \(\mathcal{C}\) and a basis of the cut space \(\mathcal{B}\), respectively.

By considering an edge \(e\) of the graph as the element \(\delta_e\) of \(\mathbb{Z}E/(\mathcal{C} \oplus \mathcal{B})\), we consider the edges as particular elements of the sandpile group. We say that a set \(F\) of edges generates the sandpile group if \(S(G)\) is generated by the set \(\{\delta_e \mid e \in F\}\).

Now we recall the definition and basic properties of the Smith Normal Form (SNF) of an integer matrix. Let \(M, N\) be two \(n \times n\) integer matrices. The two matrices are called equivalent if there exist invertible integer matrices \(P\) and \(Q\) (i.e., \(|\det(P)| = |\det(Q)| = 1\)) such that \(PMQ = N\). We have the following well-known results.

**Theorem 2**

1. Each integer matrix \(M\) with rank \(r\), is equivalent to a diagonal matrix \(\text{diag}(d_1, \ldots, d_r, 0, \ldots, 0)\), where \(d_i | d_{i+1}, i = 1, \ldots, r - 1,\) and all these integers are positive. Furthermore, the \(d_i\) are uniquely determined by...
\[
d_i = \frac{\Delta_i}{\Delta_{i-1}}, \quad i = 1, \ldots, r,
\]

where \(\Delta_i\) (called \(i\)-th determinant divisor) equals the greatest common divisor of all \(i \times i\) minors of the matrix \(M\) \((1 \leq i \leq r)\) and \(\Delta_0 = 1\).

(2) Let \(A\) be a finite abelian group with presentation \(A = \{g_1, \ldots, g_n \mid \sum_{j=1}^{n} m_{ij}g_j = 0, i = 1, \ldots, n\}\). If \(M = (m_{ij})\) is equivalent to the diagonal matrix \(\text{diag}(d_1, \ldots, d_r, 0, \ldots, 0)\) then
\[
A \cong \mathbb{Z}_{d_1} \oplus \cdots \oplus \mathbb{Z}_{d_r}.
\]

The diagonal matrix in Theorem 2(1) is called the Smith Normal Form of \(M\), and the integers \(d_i\) are called invariant factors of \(M\). The matrix \(M\) related to a presentation of the abelian group \(A\) in part (2) of Theorem 2 is called the relation matrix of \(A\).

From (1) of the above theorem, we see that equivalent matrices have the same invariant factors. And (2) says that the invariant factors of \(A\) are just the non-trivial invariant factors (those that are \(\geq 2\)) of its arbitrary relation matrix. So, to determine the structure of a finite abelian group, it is sufficient to find a set of generators and a complete set of relations among them, then compute the Smith Normal Form of the corresponding relation matrix. In this paper, we shall start from the natural set of generators \(\delta_v\) \((e \in E(G))\) to study the sandpile groups of polygon rings.

Let \(a_1, \ldots, a_n\) and \(b_1, \ldots, b_n\) be sequences of non-negative integers, and let \(a = \sum_{i=1}^{n} a_i\) and \(b = \sum_{i=1}^{n} b_i\). Take two paths, \(Q^1 = x_0x_1 \ldots x_a\) of length \(a\) and \(Q^2 = y_0y_1 \ldots y_b\) of length \(b\). For \(f = 0, 1, \ldots, n\), define the vertex \(v_i\) to be the vertex \(x_t\), where \(t = \sum_{i=1}^{f} a_i\). Similarly, define the vertex \(u_i\) to be the vertex \(y_t\), where \(t = \sum_{i=1}^{f} b_i\). In particular, \(v_0 = x_0\) and \(v_n = x_a\). We now define the polygon chain \(G_n = G_n(a_1, \ldots, a_n; b_1, \ldots, b_n)\) as the graph obtained from the union \(Q^1 \cup Q^2\) by adding edges \(v_iu_i\) for \(i = 0, 1, \ldots, n\).

Let \(k_i = a_i + b_i + 2\). The polygon chain defined above consists of a sequence of polygons with \(k_1, \ldots, k_n\) sides. The first one of these polygons is a cycle \(C_{k_1}\) of length \(k_1\) and the last one is the cycle \(C_{k_n}\). These two are called end-polygons. The edges \(v_0u_0\) and \(v_nu_n\) in the end-polygons are called free edges of \(G_n\) (see Fig. 1). By identifying \(v_0\) with \(v_n\), \(u_0\) with \(u_n\), and thus identifying \(v_0u_0\) with \(v_nu_n\), we obtain a polygon ring, denoted by \(R_n\) (see Fig. 2a). If we identify \(v_0\) with \(u_n\), \(u_0\) with \(v_n\) we obtain a twisted polygon ring \(T_n\) (see Fig. 3a).

**Fig. 1** Polygon chain \(G_5(21103; 20201)\) with its free edges \(e_0, e_5\) drawn thick

\[\text{Springer}\]
As we mentioned before, the sandpile group of any polygon chain is cyclic. Moreover, the sandpile group $S(G_n)$ only depends on $(k_1,\ldots,k_n)$, and it is independent of the way that the polygons are stacked together [6, 28]. We shall prove that the sandpile group of a (twisted) polygon ring $R_n(T_n)$ is always the direct sum of at most three cyclic groups by showing it can be generated by at most three edges. However, it should be noted that, unlike the polygon chain, the structure of the sandpile group of a polygon ring depends on the way that the polygons are stacked together.

Finally, recall that for any connected graph $G$, the cuts $c_v, v \in V(G)$ generate the whole cut space of $G$, and deleting any one of them, the remaining cuts are independent and still spanning. While for any plane graph, the cycles corresponding to the faces generate the whole cycle space of $G$, and deleting any one of them, the remaining cycles are independent and still spanning. For convenience, we fix the basis of cut spaces and cycle spaces of $R_n$ and $T_n$ as follows:

1. the basis for the cut spaces of $R_n$ and $T_n$:
   $$c_v, \ v \in V(R_n) \setminus \{u_n\}.$$  

2. the basis for the cycle space of $R_n$:
   $$C_{k_i}, \ i = 1,\ldots,n; C$$
   where $C$ is the cycle corresponding to the boundary of outer face of $R_n$.

3. the basis for the cycle space of $T_n$:
   $$C_{k_i}, \ i = 1,\ldots,n; C'$$
   where $C'$ is the cycle with edges $C \cup \{e_n\}$.

Fig. 2  a The polygon ring $R_5(2\ 1\ 0\ 3;\ 2\ 0\ 2\ 0\ 1)$ obtained from $G_5$ in Fig. 1 by identifying $e_0$ and $e_5$. b The oriented polygon ring $R_5$
Note that $R_n$ and $T_n$ have the same cyclomatic number, and it is easy to see that the cycles in (3) are independent. Hence they constitute a basis.

In the following, we write $e$ instead of $d_e$ for simplicity. Given integers $a_1, \ldots, a_t$, we write $\gcd(a_1, \ldots, a_t)$ for their greatest common divisor.

3 The Minimum Number of Generators of $S(R_n)$ and $S(T_n)$

In this section, we shall discuss the sandpile group of a polygon ring. Let $n \geq 2$ and $a_1, \ldots, a_n, b_1, \ldots, b_n, a, b$, and $k_1, \ldots, k_n$ be integers as used in the definition of a polygon chain. For the corresponding polygon chain $G_n$, let $e_i = u_i v_i$ ($i = 0, 1, \ldots, n$) and the polygons be $C_{k_i}$, $i = 1, \ldots, n$. Recall that $k_i = a_i + b_i + 2$ for $1 \leq i \leq n$. Let $R_n = R_n(a_1, \ldots, a_n; b_1, \ldots, b_n)$ be the polygon ring and $T_n = T_n(a_1, \ldots, a_n; b_1, \ldots, b_n)$ be the corresponding twisted ring.

Now we fix an orientation $\mathcal{E}$ of $E(R_n)$ as follows. We orient all edges in $Q^1$ from $v_0$ towards $v_n$ and all edges in $Q^2$ in the opposite way from $u_n$ towards $u_0$, while each edge $e_i = (u_i, v_i)$ is oriented from $u_i$ to $v_i$, $1 \leq i \leq n$. See Fig. 2b for an example. We use the same orientation for $T_n$, where the identified free edge is oriented from $u_0$ to $v_0$ (see Fig. 3b).

**Theorem 3** Let $R_n = R_n(a_1, \ldots, a_n; b_1, \ldots, b_n)$ and $T_n = T_n(a_1, \ldots, a_n; b_1, \ldots, b_n)$. The minimum number of generators of their sandpile group $S(R_n)$ (resp. $S(T_n)$) is at most 3.

**Proof** We first prove the result for $R_n$.

It is sufficient to show that there exist at most three edges such that every edge $e \in E(R_n)$ can be expressed by them (viewed as an element in $S(R_n) = \mathbb{Z}E_{\delta(e)}$). We shall use the relations determined by cuts $c_v, v \in V(R_n)$ and polygons $C_{k_i}$.
alternatively to prove the result. Let us recall the following simple fact, which we shall use repeatedly without pointing it out every time. If \( e \) and \( f \) are two edges incident with a vertex \( v \) of degree 2 and \( h(e) = t(f) = v \), then

\[
e \equiv f \pmod {c_v}.
\]

So bear in mind \( f_i = f_i,1 \equiv \cdots \equiv f_i, a_i \) and \( g_i = g_i,1 \equiv \cdots \equiv g_i, b_i \).

Also note that, under the given orientation \( C \), the cycle \( C_{k_i} \) (see Fig. 4) can be expressed as follows:

\[
C_{k_i} = e_{i-1} + f_{i,1} + \cdots + f_{i,a_i} + e_i + g_{i,1} + \cdots + g_{i,b_i}, \quad i = 1, \ldots, n.
\]

That is

\[
C_{k_i} = e_{i-1} + a_i f_i - e_i + b_i g_i, \quad i = 1, \ldots, n. \tag{4}
\]

In (4), if \( a_i = 0 \), then \( f_i \) is not defined, and we treat the term \( a_i f_i \) as being zero. The same convention applies when \( b_i = 0 \).

For clarity, we split the proof in four cases.

(i) There exists some \( k \) such that \( a_k > 0, b_k > 0 \). Without loss of generality, we may assume that \( a_1 > 0 \) and \( b_1 > 0 \). We will show that every edge (as an element of \( ZE/(B \oplus C) \)) can be expressed by the three edges \( e_1, f_1, g_1 \).

Now we start from the cuts \( c_{v_1}, c_{u_1} \) and the cycle \( C_{k_i} \):

\[
c_{v_1} = f_1 + e_1 - f_2 \quad \text{(if } a_2 > 0),
\]

\[
c_{u_1} = g_1 + e_1 - g_2 \quad \text{(if } b_2 > 0),
\]

\[
C_{k_2} = e_1 + a_2 f_2 + b_2 g_2 - e_2.
\]

From here it is easy to see that \( e_2, f_2, g_2 \) can be expressed by \( e_1, f_1, g_1 \). (We use the first and the second equality only when \( a_2 \) and \( b_2 \) are nonzero, respectively.) Thus, the same holds for every edge in \( E(C_{k_2}) \).

![Fig. 4 The cycle \( C_{k_i} \) (\( i < n \)) in an oriented polygon ring](image-url)
Now the proof proceeds by induction on $i$. Suppose that the edges in $E_{i-1} = \bigcup_{j=2}^{i-1} E(C_{k_j})$ have been expressed by $e_1, f_1, g_1$. If $a_i > 0$ and $b_i > 0$, then

$$c_{v_{i-1}} = f_i - \sum_{e \in E_{i-1}, h(e) = v_{i-1}} e \quad \text{and} \quad c_{u_{i-1}} = g_i - \sum_{e \in E_{i-1}, l(e) = u_{i-1}} e. \quad (5)$$

By the induction, $f_i$ and $g_i$ can be expressed by $e_1, f_1, g_1$. Then by (4), so does $e_i$. Thus, all edges in $C_{k_i}$ can be expressed in this case. The proof is basically the same when at least one of conditions $a_i = 0$ or $b_i = 0$ or $a_i = b_i = 0$ holds. The details are left to the reader.

(ii) $a_1 = \cdots = a_n = b_1 = \cdots = b_n = 0$. In this case, by (4), $e_1 \equiv \cdots \equiv e_n$. So $\mu(R_n) = 1$.

(iii) $a_1 = \cdots = a_n = 0$ but there exists some $k$ with $b_k > 0$, or $b_1 = \cdots = b_n = 0$ but there exists some $k$ with $a_k > 0$. Without loss of generality, suppose $a_1 > 0$ and $b_1 = \cdots = b_n = 0$. By a similar argument as in (i), it is easy to show that every edge $e \in E(R_n)$ can be expressed by $e_1$ and $f_1$. So in this case, $\mu(R_n) \leq 2$.

(iv) $a_i \cdot b_i = 0$ for $1 \leq i \leq n$, but there exist $k$ and $l$ such that $a_k > 0$ and $b_l > 0$. Suppose $a_1 > 0$ and $b_1 = \cdots = b_{l-1} = 0$, but $b_l > 0$. In this case, every edge $e \in E(R_n)$ can be expressed by $e_1, f_1$ and $g_1$.

Combining the above together, we obtain the result for $R_n$.

Since the relations determined by cuts $c_{u_i}, c_{v_i}$ ($i = 1, \ldots, n-1$) and cycles $C_{k_j}$ ($j = 2, \ldots, n-1$) in $R_n$ and $T_n$ are the same, it is easy to see that all edges in $T_n$ except $e_n$ can be expressed by $e_1, f_1, g_1$ with the same procedure as in $R_n$. While $e_n$ is determined by the relation

$$e_n = -(e_{n-1} + a_n f_n + b_n g_n).$$

So the result holds for $T_n$, too. \hfill \Box

Note that in the above expressing process, we only use the cycles $C_{k_i}$ ($2 \leq i \leq n$) in (2) or (3) and cuts $c_{v_i}, v \in V(R_n) \setminus \{u_i, v_i\}$ in (1). So there are three independent elements that have not been used: two in the cycle space and one in the cut space. They give a relation matrix for the three generators $e_1, f_1, g_1$.

For $R_n$, they are:

$$C_{k_i} = a_1 f_1 + e_n + b_1 g_1 - e_1, \quad C = a_1 f_1 + a_2 f_2 + \cdots + a_n f_n \quad \text{and} \quad c_{v_i} = f_n + e_n - f_i. \quad (6)$$

For $T_n$, they are:

$$C_{k_i} = a_1 f_1 + e_n + b_1 g_1 - e_1, \quad C' = a_1 f_1 + a_2 f_2 + \cdots + a_n f_n + e_n \quad \text{and} \quad c_{v_n} = -g_n + e_n - f_1. \quad (7)$$

Recall that the expressions for the edges are the same in $R_n$ and $T_n$ in terms of $e_1, f_1, g_1$, but different for $e_n$, which satisfies $e_n(T_n) = -e_n(R_n)$ in the form. So suppose in $R_n$
Then we have in $T_n$

$$\begin{pmatrix} f_n \\ e_n \\ g_n \end{pmatrix} = \begin{pmatrix} a_{11} & a_{12} & a_{13} \\ a_{21} & a_{22} & a_{23} \\ a_{31} & a_{32} & a_{33} \end{pmatrix} \begin{pmatrix} f_1 \\ e_1 \\ g_1 \end{pmatrix}.$$ 

By expressing

$$a_1 f_1 + a_2 f_2 + \cdots + a_n f_n = c_1 f_1 + c_2 e_1 + c_3 g_1,$$

we obtain the following result.

**Theorem 4** Let the integers $a_{ij}$ and $c_i$ ($1 \leq i \leq 3$, $1 \leq j \leq 3$) be as introduced above. Then the following holds.

1. For the polygon ring $R_n$, the generators $e_1, f_1$ and $g_1$ of its sandpile group $S(R_n)$ have the relation matrix:

$$M = \begin{pmatrix} a_{11} - a_1 - 1 & a_{12} + 1 & a_{13} - b_1 \\ a_{21} + a_1 & a_{22} - 1 & a_{23} + b_1 \\ c_1 & c_2 & c_3 \end{pmatrix}.$$

2. For the twisted polygon ring $T_n$, the generators $e_1, f_1$ and $g_1$ of its sandpile group $S(T_n)$ have the relation matrix:

$$T = \begin{pmatrix} a_{31} + a_1 + 1 & a_{32} - 1 & a_{33} + b_1 \\ a_{21} - a_1 & a_{22} + 1 & a_{23} - b_1 \\ c_1 - a_1 & c_2 + 1 & c_3 - b_1 \end{pmatrix}.$$

**Proof** Given the notation, it is easy to see the coefficient matrices of (6) and (7) are

$$M_1 = \begin{pmatrix} a_{11} + a_{21} - 1 & a_{12} + a_{22} & a_{13} + a_{23} \\ a_{21} + a_1 & a_{22} - 1 & a_{23} + b_1 \\ c_1 & c_2 & c_3 \end{pmatrix},$$

$$\sim \begin{pmatrix} a_{11} - a_1 - 1 & a_{12} + 1 & a_{13} - b_1 \\ a_{21} + a_1 & a_{22} - 1 & a_{23} + b_1 \\ c_1 & c_2 & c_3 \end{pmatrix} = M.$$
\[ T_1 = \begin{pmatrix}
  a_{31} + a_{21} + 1 & a_{32} + a_{22} & a_{33} + a_{23} \\
  a_{21} - a_1 & a_{22} + 1 & a_{23} - b_1 \\
  c_1 - a_{21} & c_2 - a_{22} & c_3 - a_{23}
\end{pmatrix}
\sim \begin{pmatrix}
  a_{31} + a_1 + 1 & a_{32} - 1 & a_{33} + b_1 \\
  a_{21} - a_1 & a_{22} + 1 & a_{23} - b_1 \\
  c_1 - a_1 & c_2 + 1 & c_3 - b_1
\end{pmatrix} = T. \]

Since the number of spanning trees \( \tau(R_n) = \det(M) \) and \( \tau(T_n) = \det(T) \), we can get a general relation between \( \tau(R_n) \) and \( \tau(T_n) \) from the above theorem. In the next section, we shall proceed to give explicit relation matrices among generators for a family of special (twisted) polygon rings: \( R_n(a \ldots a; b \ldots b) \) and \( T_n(a \ldots a; b \ldots b) \), that is, \( a_1 = \cdots = a_n = a \) and \( b_1 = \cdots = b_n = b \). In this case we will use a simplified notation \( R_n(a, b) \) and \( T_n(a, b) \) (see Fig. 5 for examples). Note that \( R_n(0, 0) \) is just the 2-vertex graph with \( n \) parallel edges. The graph \( R_n(a, 0) \) (\( a > 0 \)) is the generalized wheel graph, and \( R_n(1, 1) \) and \( T_n(1, 1) \) are the ladder and the Möbius ladder graphs, respectively. The sandpile groups of these graphs were discussed in many papers as we mentioned in the introduction.

### 4 The Relation Matrices of \( R_n(a, b) \) and \( T_n(a, b) \)

In this section, we focus on the explicit expressions for the relation matrices given in Theorem 4 for \( R_n(a, b) \) and \( T_n(a, b) \).

**Lemma 1** Let \( a \geq b \) be non-negative integers with \( a > 0 \). Let \( (\tau_n)_{n \geq 1} \) be the integer sequence satisfying \( \tau_n = (a + b + 2)\tau_{n-1} - \tau_{n-2} \) with initial values \( \tau_{-1} = -1 \) and \( \tau_0 = 0 \). Let
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**Fig. 5** a The polygon ring \( R_4(2, 0) \). b The polygon ring \( R_4(3, 1) \). c The twisted polygon ring \( T_4(3, 1) \)
\[ A = \begin{pmatrix} 1 & 1 & 0 \\ a & a + b + 1 & b \\ 0 & 1 & 1 \end{pmatrix} . \]

Then
\[ A^n = \begin{pmatrix} \frac{b}{a + b} + \frac{a}{a + b} \left( \tau_n - \tau_{n-1} \right) & \tau_n & - \frac{b}{a + b} + \frac{b}{a + b} \left( \tau_n - \tau_{n-1} \right) \\ \frac{a \tau_n}{a + b} & \tau_{n+1} - \tau_n & b \tau_n \\ - \frac{a}{a + b} + \frac{a}{a + b} \left( \tau_n - \tau_{n-1} \right) & \tau_n & \frac{a}{a + b} + \frac{b}{a + b} \left( \tau_n - \tau_{n-1} \right) \end{pmatrix}. \]

**Proof** We prove the result by induction on \( n \). It is trivial to check that the result holds for \( n = 0, 1 \). Suppose the result holds for \( n = k \). Let us write \( m = \frac{s_k}{C_0} - \frac{s_k}{C_0} + 1 \) and \( m_0 = \frac{s_k}{C_0} + \frac{1}{C_0}. \) \( m_0 = m + \left( \frac{a + b}{a+b} \right) \left( \frac{s_k}{C_0} - \frac{s_k}{C_0} + 1 \right) \).

Now it is easy to verify the following:
\[ A^{k+1} = A^k A \]
\[ = \begin{pmatrix} \frac{b}{a + b} + \frac{a}{a + b} \left( \frac{s_k}{C_0} - \frac{s_k}{C_0} + 1 \right) & (a + b + 2) \frac{s_k}{C_0} - \frac{s_k}{C_0} + 1 & - \frac{b}{a + b} + \frac{b}{a + b} \left( \frac{s_k}{C_0} - \frac{s_k}{C_0} + 1 \right) \\ \frac{a \frac{s_k}{C_0} + \frac{1}{C_0}}{a + b} & (a + b + 1) \frac{s_k}{C_0} - \frac{s_k}{C_0} + 1 - \frac{b}{a + b} \left( \frac{s_k}{C_0} - \frac{s_k}{C_0} + 1 \right) \\ - \frac{a}{a + b} + \frac{a}{a + b} \left( \frac{s_k}{C_0} - \frac{s_k}{C_0} + 1 \right) & (a + b + 2) \frac{s_k}{C_0} - \frac{s_k}{C_0} + 1 & \frac{a}{a + b} + \frac{b}{a + b} \left( \frac{s_k}{C_0} - \frac{s_k}{C_0} + 1 \right) \end{pmatrix}. \]

This completes the proof. \( \square \)

**Remark 1** Let \( G_n \) be the polygon chain \( G_n(s, \ldots, s) \), where \( s = a + b + 2 \). Then it is easy to see that \( \tau_n \) in Lemma 1 is equal to the number of spanning trees of \( G_{n-1} \) \((n > 0)\) since they satisfy the same linear recurrence relation with the same initial values. Solving the linear recurrence relation, we have
\[ \tau_n = \frac{1}{\sqrt{s^2 - 4}} \left( \lambda_1^n - \lambda_2^n \right), \]
where
\[ \lambda_1 = \frac{s + \sqrt{s^2 - 4}}{2}, \quad \lambda_2 = \frac{s - \sqrt{s^2 - 4}}{2} \]
are the roots of \( x^2 - sx + 1 = 0 \). From (8), it is easy to deduce that
Let us consider the relation matrix:

\[
\begin{pmatrix}
\frac{a}{a+b} (\tau_n - \tau_{n-1} - 1) & \tau_n & \frac{b}{a+b} (\tau_n - \tau_{n-1} - 1) \\
\frac{a}{a+b} (a\tau_{n-1} + 1) & \tau_n - \tau_{n-1} - 1 & \frac{b}{a+b} (a\tau_{n-1} + 1) \\
\frac{a}{a+b} (ab + a\tau_{n-1}) & \frac{a}{a+b} (\tau_n - \tau_{n-1} - 1) & \frac{b}{a+b} (-na + a(\tau_n - 1))
\end{pmatrix}.
\]

(2) For the polygon ring \( R_n(a,0) \) with \( a > 0 \), the generators \( e_1, f_1 \) have the relation matrix:

\[
N = \begin{pmatrix}
\tau_n - \tau_{n-1} - 1 & \tau_n \\
\frac{a}{a+b} (\tau_n - \tau_{n-1} - 1) & \tau_n - \tau_{n-1} - 1
\end{pmatrix}.
\]

(3) For the twisted polygon ring \( T_n(a,b) \) with \( a \geq b > 0 \), the generators \( e_1, f_1 \) have the relation matrix:

\[
T = \begin{pmatrix}
\frac{a}{a+b} (\tau_n - \tau_{n-1} - 1) + 1 & \tau_n & \frac{b}{a+b} (\tau_n - \tau_{n-1} - 1) + 1 \\
\frac{a}{a+b} (a\tau_{n-1} - 1) & \tau_n - \tau_{n-1} + 1 & \frac{b}{a+b} (a\tau_{n-1} - 1) \\
\frac{a}{a+b} (ab + a - b\tau_{n-1}) & -\frac{b}{a+b} (\tau_n - \tau_{n-1} - 1) - 1 & \frac{b}{a+b} (-na + a - b\tau_{n-1})
\end{pmatrix}.
\]

Proof} Let us first consider the polygon ring \( R_n(a,b) \). By Theorem 3, we know that \( e_1, f_1 \) and \( g_1 \) generate the sandpile group \( S(R_n) \). Moreover, by (4) and (5), for \( i > 1 \), we have

\[
f_i = f_{i-1} + e_{i-1},
\]

\[
g_i = e_{i-1} + g_{i-1},
\]

\[
e_i = e_{i-1} + af_i + bg_i = af_{i-1} + (a + b + 1)e_{i-1} + bg_{i-1}.
\]

Let \( x_i = (f_i, e_i, g_i)^t \). Then the above relation can be expressed as \( x_i = Ax_{i-1} \), where \( A \) is the matrix in Lemma 1. So

\[
x_i = A^{i-1} x_1, \quad i \geq 1.
\]

Furthermore, by (8) and (9), we have
\[ C^1 = a(f_1 + f_2 + \cdots + f_n) \]
\[ = \frac{a}{a + b} \left[ (nb + a(\tau_{n-1} + 1))f_1 + (\tau_n - \tau_{n-1} - 1)e_1 + (-nb + b(\tau_{n-1} + 1))g_1 \right]. \]

Then the matrices \( M_1 \) and \( T_1 \) in Theorem 4 have the form \( M \) and \( T \) in (1) and (3), respectively.

Part (2) follows from (1) by letting \( b = 0 \) and deleting the third relation. \( \square \)

From the above theorem, we immediately derive the following corollary.

**Corollary 1** Let \( R_n = R_n(a, b) \) be a polygon ring, and let \( T_n = T_n(a, b) \) be a twisted polygon ring. The number of spanning trees of these graphs is given by the formula:

\[ \tau(R_n) = |S(R_n)| = \left\{ \begin{array}{ll}
\frac{nb}{a + b} (\tau_{n+1} - \tau_{n-1} - 2) = \frac{nb}{a + b} (\frac{\tau_n}{a + b} (\tau_n - 1) - 2), & \text{if } a > 0, \ b > 0 \\
\tau_{n+1} - \tau_{n-1} - 2 = \frac{\tau_n}{a + b} (\tau_n - 1) - 2, & \text{if } a > 0, \ b = 0
\end{array} \right. \]

and

\[ \tau(T_n) = |S(T_n)| = \frac{nb}{a + b} (\tau_{n+1} - \tau_{n-1} - 2) + \frac{4nab}{a + b} + \frac{(a - b)^2}{a + b} \tau_n. \]

**Proof** We only give the proof for \( R_n(a, b) \) with \( a > 0, \ b > 0 \). The other cases can be deduced similarly. By Theorem 5, \( M \) is a relation matrix of \( S(R_n) \) for \( a > 0, \ b > 0 \). So

\[ \tau(R_n) = |S(R_n)| = |\text{det}(M)| \]
\[ = \left| \begin{array}{ccc}
\frac{a}{a + b} (\tau_n - \tau_{n-1} - 1) & \tau_n & \frac{b}{a + b} (\tau_n - \tau_{n-1} - 1) \\
a(\tau_{n-1} + 1) & \tau_n - \tau_{n-1} - 1 & \frac{b}{a + b} (\tau_n - \tau_{n-1} - 1) \\
a(\tau_{n-1} + 1 + nb + a(\tau_{n-1} + 1)) & \frac{a}{a + b} (\tau_n - \tau_{n-1} - 1) & \frac{b}{a + b} (-na + a(\tau_{n-1} + 1)) \\
\frac{a}{a + b} (\tau_n - \tau_{n-1} - 1) & \tau_n & 0 \\
a(\tau_{n-1} + 1) & \tau_n - \tau_{n-1} - 1 & 0 \\
\frac{a}{a + b} (\tau_n - \tau_{n-1} - 1) & \frac{a}{a + b} (\tau_n - \tau_{n-1} - 1) & -nb \\
- \frac{nb}{a + b} (\frac{\tau_n}{a + b} (\tau_n - 1) - 2) & \frac{nb}{a + b} (\tau_n - 1) - 2 & \frac{nb}{a + b} (\frac{\tau_n}{a + b} - 2)
\end{array} \right| \]

where the next to the last equality is obtained from the recurrence relation and (10). \( \square \)
Remark 2 Recall that \( s_n \) is equal to the number of spanning trees of polygon chain \( G_{n-1} = G_{n-1}(a + b + 2, \ldots, a + b + 2) \). As a by-product, we have the following elegant relations:

\[
\tau(R_n(a, b)) = \begin{cases} 
\frac{nab}{a+b} (\tau(G_n) - \tau(G_{n-2}) - 2), & \text{if } a > 0, b > 0; \\
\tau(G_n) - \tau(G_{n-2}) - 2, & \text{if } a > 0, b = 0;
\end{cases}
\]

\[
\tau(T_n(a, b)) = \tau(R_n(a, b)) + \frac{4nab}{a+b} + \frac{(a-b)^2}{a+b} t_n.
\]

Specially, \( \tau(T_n(a, a)) = \tau(R_n(a, a)) + 2na. \)

In the next two sections, we shall determine the sandpile group of \( R_n(a, b) \) and \( T_n(a, b) \) by computing the Smith Normal Forms of the matrices \( M \) and \( T \).

5 The Sandpile Group of \( R_n(a,b) \)

In this section, we shall focus on the Smith Normal Form of \( M \) in Theorem 5. First we give some divisibility properties of \( \tau_n \). Recall that \( \tau_n \) is an integer sequence satisfying \( \tau_n = (a + b + 2) \tau_{n-1} - \tau_{n-2} \) with initial values \( \tau_{-1} = -1 \) and \( \tau_0 = 0 \). For clarity, we define three new integer sequences \( \beta_n, \gamma_n, \delta_n \) that satisfy the same linear recurrence relation as \( \tau_n \) with initial values

\[
\beta_0 = 2, \quad \beta_1 = a + b + 2; \\
\gamma_0 = -1, \quad \gamma_1 = 1; \\
\delta_0 = 1, \quad \delta_1 = a + b + 1.
\]

Let \( s = a + b + 2 \) and \( t = \sqrt{s^2 - 4} \). Then the two roots of \( x^2 - sx + 1 = 0 \) are

\[
\lambda_1 = \frac{s + t}{2}, \quad \lambda_2 = \frac{s - t}{2}
\]

and

\[
\tau_n = \frac{1}{t} (\lambda_1^n - \lambda_2^n), \\
\beta_n = \lambda_1^n + \lambda_2^n, \\
\gamma_n = \frac{-(a + b) + t}{2(a + b)} \lambda_1^n - \frac{(a + b) + t}{2(a + b)} \lambda_2^n, \\
\delta_n = \frac{a + b + 4 + t}{2(a + b + 4)} \lambda_1^n + \frac{a + b + 4 - t}{2(a + b + 4)} \lambda_2^n.
\]

Furthermore, we write
\[ \rho_n = \frac{\tau_n - \tau_{n-1} - 1}{a + b}, \quad s_n = \frac{\tau_{n+1} - \tau_{n-1} - 2}{a + b}. \]

Then we have the following results.

**Lemma 2**

1. If \( n \) is even, then
   \[ \begin{align*}
   \tau_n &= \frac{\tau_2 \beta_2}{2}; \\
   \tau_{n-1} + 1 &= \frac{\tau_2 \beta_{n-1}}{2}; \\
   \tau_{n-1} - 1 &= \frac{\tau_2 \beta_{n-1}}{2}; \\
   \rho_n &= \tau_2 \gamma_2; \\
   s_n &= (a + b + 4) \tau_2^2.
   \end{align*} \]

2. If \( n \) is odd, then
   \[ \begin{align*}
   \tau_n &= \frac{\gamma_{2n-1} \delta_{n-1}}{2}; \\
   \tau_{n-1} + 1 &= \frac{\gamma_{2n-1} \delta_{n-1}}{2}; \\
   \tau_{n-1} - 1 &= \frac{\gamma_{2n-1} \delta_{n-1}}{2}; \\
   \rho_n &= \frac{\tau_{2n-1} \gamma_{n-1}}{2}; \\
   s_n &= \gamma_{2n-1}^2.
   \end{align*} \]

**Proof** Using the facts \( \lambda_1 \lambda_2 = 1, \lambda_1 + \lambda_2 = s, \lambda_1 - \lambda_2 = t \), the identities are easy to check. \( \Box \)

**Lemma 3** For \( \tau_n, \beta_n, \gamma_n, \delta_n \) as defined above, we have
\[ \gcd(\tau_n, \tau_{n-1}) = \gcd(\gamma_n, \gamma_{n-1}) = \gcd(\delta_n, \delta_{n-1}) = 1 \]
and
\[ \gcd(\beta_n, \beta_{n-1}) = \begin{cases} 
1, & \text{if } a + b \text{ is odd}, \\
2, & \text{if } a + b \text{ is even}.
\end{cases} \]

**Proof** We only need to notice that, for any sequence \( x_n \) satisfying \( x_n = (a + b + 2)x_{n-1} - x_{n-2} \),
\[ \gcd(x_n, x_{n-1}) = \gcd(x_{n-1}, x_{n-2}) = \cdots = \gcd(x_1, x_0). \]
Then the results follow directly. \( \Box \)

**Theorem 6** Let \( a > 0 \) be an integer. The sandpile group of \( R_n(a, 0) \) is equal to
\[ S(R_n(a, 0)) = \begin{cases} \mathbb{Z}_{\tau_n} \oplus \mathbb{Z}_{a(a+4)\tau_n}, & \text{if } n \text{ is even and } a \text{ is odd;} \\ \mathbb{Z}_{2\tau_n} \oplus \mathbb{Z}_{a(a+4)\tau_n}, & \text{if } n \text{ is even and } a \text{ is even;} \\ \mathbb{Z}_{\tau_{m+1}} \oplus \mathbb{Z}_{a\tau_{m+1}}, & \text{if } n = 2m + 1 \text{ is odd.} \end{cases} \]

**Proof** By Theorem 5, the relation matrix of \( R_n(a, 0) \) is

\[
N = \begin{pmatrix}
\tau_n - \tau_{n-1} - 1 & \tau_n \\
\tau_n - \tau_{n-1} - 1 & \tau_n \\
a\tau_n & (a + 1)\tau_n - \tau_{n-1} - 1 \\
\tau_n - \tau_{n-1} - 1 & \tau_n \\
a\tau_n & (a + 1)\tau_n - \tau_{n-1} - 1 \\
\end{pmatrix}.
\]

So the determinant factors of \( N \) are \( \Delta_1 = \gcd(\tau_n, \tau_{n-1} + 1) \) and \( \Delta_2 = \tau_{n+1} - \tau_{n-1} - 2 \). Then the result follows directly from Theorem 2 and Lemmas 2 and 3. \( \square \)

**Remark 3** Note that \( R_n(1, 0) \) is just the wheel graph \( W_n \), whose sandpile group has been determined before, see [9]:

\[
S(W_n) = \begin{cases} \mathbb{Z}_{\eta_n} \oplus \mathbb{Z}_{5\eta_n}, & \text{if } n \text{ is even; } \\ \mathbb{Z}_{\eta_{n+1} + \eta_{n-1}} \oplus \mathbb{Z}_{\eta_{n+1} + \eta_{n-1}}, & \text{if } n \text{ is odd;} \end{cases}
\]

where \( \eta_n = \frac{1}{\sqrt{5}} \left( (\frac{1+\sqrt{5}}{2})^n - (\frac{1-\sqrt{5}}{2})^n \right) \) are Fibonacci numbers. In [32], the authors considered the sandpile group of subdivided wheel graphs isomorphic to \( R_n(2, 0) \). It is easy to check that our results are consistent with the known results in both cases \( a = 1 \) and \( a = 2 \). Here, we obtain the general result by using a completely different method. Theorem 6 also tells us that the minimum number of generators of \( S(R_n(a, 0)) \) is 2 if \( n \geq 3 \).

Now for the sandpile groups of \( R_n(a, b) \) with \( a \geq b > 0 \). First we simplify the relation matrix \( M \) in Theorem 5 as follows: first adding \( a + b \) times and \( a \) times the first row to the second and the last row, respectively, we have

\[
M \sim \begin{pmatrix}
\frac{a \cdot \tau_n - \tau_{n-1} - 1}{a + b} & \tau_n \\
\tau_n - \tau_{n-1} - 1 & \tau_n \\
\frac{a \cdot \tau_n - \tau_{n-1} - 1}{a + b} & \tau_n - \tau_{n-1} - 1 \\
\frac{a \cdot \tau_n - \tau_{n-1} - 1}{a + b} & \tau_n - \tau_{n-1} - 1 \\
\frac{(a + b) \rho_{n-1} + b \rho_n}{a + b} & b \rho_n \\
\frac{(a + b) \rho_{n+1}}{a + b} & b \rho_n \\
\frac{(a + b) \rho_{n+1}}{a + b} & ab \tau'_n \\
\frac{a \rho_{n+1}}{a + b} & \tau'_n \\
\frac{a \rho_{n+1}}{a + b} & \tau'_n \\
\end{pmatrix} = M',
\]

where \( \tau'_n = \frac{\tau_n}{a + b} = \rho_n + \rho_{n-1} + \cdots + \rho_1 \) are integers.

In order to obtain the determinant factors of \( M' \), we compute all order-2 minors of \( M' \). Let \( M'_{ijkl} \) denote the minor corresponding to rows \( i, j \) and columns \( k, l \). First, by using (3.5) and \( \tau_{n+1} = (a + b + 2)\tau_n - \tau_{n-1} \), it is easy to check that
\[
\rho_{n+1} = \tau_n + \rho_n; \quad \tau_n^2 - (a + b)\rho_n\rho_{n+1} = s_n. \tag{11}
\]

Bearing in mind (11) and \(\tau_n - (a + b)\tau'_n = n\), we have

\[
M'_{12;12} = -as_n; \quad M'_{12;13} = 0; \quad M'_{12;23} = bs_n;
\]
\[
M'_{13;12} = -a \cdot \frac{as_n + nb\tau_n}{a + b} = -as_n + ab \cdot \frac{s_n - n\tau_n}{a + b};
\]
\[
M'_{13;13} = -nab\rho_n; \quad M'_{13;23} = ab \cdot \frac{s_n - n\tau_n}{a + b};
\]
\[
M'_{23;12} = -nab\rho_{n+1} = -nab(\tau_n + \rho_n); \quad M'_{23;13} = -nab\tau_n; \quad M'_{23;23} = -nab\rho_{n+1}.
\]

So it is not difficult to deduce that

\[
\Delta_1(M') = \gcd(\tau_n, a\rho_n, a\rho_n, ab\tau'_n) = \gcd(\tau_n, \tau_{n-1} + 1, a\rho_n, ab\tau'_n);
\]
\[
\Delta_2(M') = \gcd\left(nab\tau_n, nab\rho_n, as_n, bs_n, ab \cdot \frac{s_n - n\tau_n}{a + b}\right);
\]
\[
\Delta_3(M') = nab \cdot s_n.
\]

**Lemma 4** Suppose that \(\tau_n, \beta_n, \gamma_n\) and \(\delta_n\) are as above. Let

\[
\tau'_n = \frac{\tau_n - n}{a + b}, \quad \beta'_n = \frac{\beta_n - 2}{a + b}, \quad \gamma'_n = \frac{\gamma_n - 2n + 1}{a + b}, \text{ and } \delta'_n = \frac{\delta_n - 1}{a + b}.
\]

Then \(\tau'_n, \beta'_n, \gamma'_n\) and \(\delta'_n\) are integers.

**Proof** Note that \(\tau_n, \beta_n, \gamma_n\) and \(\delta_n\) all satisfy the recurrence relation \(x_n = (a + b + 2)x_{n-1} - x_{n-2}\). So they can be expressed as the polynomials of \(a + b\). It is easy to show that their constant terms are \(n, 2, 2n - 1\) and \(1\), respectively. So the results follow directly. \(\square\)

**Theorem 7** Let \(a \geq b > 0\) be integers. Then the sandpile group of \(R_n(a, b)\) is equal to

\[
S(R_n(a, b)) = \mathbb{Z}_{\Delta_1} \oplus \frac{\mathbb{Z}_{\Delta_2}}{M_1} \oplus \frac{\mathbb{Z}_{\Delta_2}}{M_2},
\]

where

\[
\Delta_1 = \begin{cases} 
\gcd(\gcd(2, a, b)\tau_m, 2ab\tau'_m), & \text{if } n = 2m, \\
\gcd(\gamma_{m+1}, ab\gamma'_m), & \text{if } n = 2m + 1;
\end{cases}
\]
\[
\Delta_2 = \begin{cases} 
\tau_m \cdot \gcd(\gcd(a, b)(a + b + 4)\tau_m, ab \cdot \gcd(2m, (a + b + 4)\tau'_m + m)), & \text{if } n = 2m, \\
\gamma_{m+1} \cdot \gcd(\gcd(a, b)\gamma_{m+1}, ab \cdot \gcd(2m + 1, \gamma'_m + m)), & \text{if } n = 2m + 1;
\end{cases}
\]

and
\[
\Delta_3 = \begin{cases} 
 nab(a + b + 4)\tau_m^2, & \text{if } n = 2m, \\
 nab\gamma_{m+1}^2, & \text{if } n = 2m + 1.
\end{cases}
\]

**Proof** We only need to show that the determinant factors of \(M'\) have the claimed form in the theorem.

(i) If \(n = 2m\) is even, then by Lemma 2, we have

\[
\tau_n = \tau_m\beta_m; \quad \tau_{n-1} + 1 = \tau_m\beta_{m-1},
\]

\[
\rho_n = \tau_m\gamma_m; \quad s_n = (a + b + 4)\tau_m^2.
\]

Recall from Lemma 3 that \(gcd(\beta_n, \beta_{n-1}) = 2\) if \(a + b + 2\) is even, and \(gcd(\beta_n, \beta_{n-1}) = 1\), otherwise. And \(\gamma_n\) are all odd. Combining the above facts together, we deduce that

\[
\Delta_1(M') = \gcd(\tau_n, \tau_{n-1} + 1, a\rho_n, ab\tau'_n)
\]

\[
= \begin{cases} 
 \gcd(gcd(2, a)\tau_m, ab\tau'_n), & \text{if } a + b \text{ is even}; \\
 \gcd(\tau_m, ab\tau'_n), & \text{if } a + b \text{ is odd}.
\end{cases}
\]

\[
= \gcd(gcd(2, a)\tau_m, ab\tau'_n)
\]

\[
= \gcd(gcd(2, a)\tau_m, 2ab\tau'_m).
\]

The last equality was obtained by using Lemma 4, since

\[
\tau'_n = \frac{\tau_{2m} - 2m}{a + b} = \frac{\tau_m\beta_m - 2m}{a + b} = \frac{\tau_m((a + b)\beta'_m + 2) - 2m}{a + b} = \tau_m\beta'_m + 2\tau'_m.
\]

From the fact that \(gcd(\tau_n, (a + b)\rho_n) = gcd(\tau_n, \tau_{n-1} + 1) = \tau_m \cdot gcd(2, a + b)\), we deduce that \(gcd(\tau_n, \rho_n) = \tau_m \cdot gcd(\beta_m, \gamma_m) = \tau_m\). So,

\[
\Delta_2(M') = \tau_m \cdot \gcd\left(nab, gcd(a, b)(a + b + 4)\tau_m, ab \cdot \frac{(a + b + 4)\tau_m - n\beta_m}{a + b}\right).
\]

Using Lemma 4 again, we have

\[
\frac{(a + b + 4)\tau_m - n\beta_m}{a + b} = \frac{(a + b + 4)((a + b)\tau'_m + m) - n((a + b)\beta'_m + 2)}{a + b} = (a + b + 4)\tau'_m + m - n\beta'_m.
\]

Hence,

\[
\Delta_2(M') = \tau_m \cdot gcd( gcd(a, b)(a + b + 4)\tau_m, ab \cdot gcd(2m, (a + b + 4)\tau'_m + m)),
\]

\[
\Delta_3(M') = nab(a + b + 4)\tau_m^2.
\]

(ii) If \(n = 2m + 1\) is odd, then by Lemma 2 again, we have
\[ \tau_{n} = \gamma_{m+1} \delta_{m}, \quad \tau_{n-1} + 1 = \gamma_{m+1} \delta_{m-1}, \]
\[ \rho_{n} = \gamma_{m+1} \tau_{m}, \quad s_{n} = \gamma_{m+1}^{2}. \]

In this case, first note that
\[ \gcd(\tau_{n}, (a + b)\rho_{n}) = \gcd(\tau_{n}, \tau_{n-1} + 1) = \gamma_{m+1} = \gcd(\tau_{n}, \rho_{n}) \]
and
\[ \tau'_{n} = \frac{\gamma_{m+1} \delta_{m} - 2m - 1}{a + b} = \frac{\gamma_{m+1}((a + b)\delta'_{m} + 1) - 2m - 1}{a + b} = \gamma_{m+1} \delta'_{m} + \gamma_{m+1}. \]

So
\[ \Delta_{1}(M') = \gcd(\gamma_{m+1}, ab\tau'_{n}) = \gcd(\gamma_{m+1}, ab\gamma'_{m+1}); \]
\[ \Delta_{2}(M') = \gamma_{m+1} \cdot \gcd\left(nab, \gcd(a, b) \cdot \gamma_{m+1}, ab \cdot \frac{\gamma_{m+1} - n\delta_{m}}{a + b}\right) \]
\[ = \gamma_{m+1} \cdot \gcd\left(nab, \gcd(a, b) \cdot \gamma_{m+1}, ab \cdot \frac{(a + b)\gamma'_{m+1} + 2m + 1 - n((a + b)\delta'_{m} + 1)}{a + b}\right) \]
\[ = \gamma_{m+1} \cdot \gcd(\gcd(a, b) \cdot \gamma_{m+1}, ab \cdot \gcd(n, \gamma'_{m+1})); \]
\[ \Delta_{3}(M') = nab\gamma'_{m+1}. \]

This completes the proof. \[\square\]

Note that Theorem 6 can be viewed as a special case of Theorem 7 with \( b = 0 \). Considering two cases, \( a = b \) and \( a > b = 1 \), we obtain the following corollaries.

**Corollary 2** Let \( a > 0 \) be an integer. Then for the sandpile group of \( R_n(a, a) \), we have
\[ S(R_n(a, a)) = \mathbb{Z}_{\Delta_{1}} \oplus \mathbb{Z}_{\Delta_{2}} \oplus \mathbb{Z}_{\Delta_{3}} \]
where
\[ \Delta_{1} = \begin{cases} \gcd(\gcd(2, a)\tau_{m}, am), & \text{if } n = 2m, \\ \gcd(\gamma'_{m+1}, a(2m + 1)), & \text{if } n = 2m + 1; \end{cases} \]
\[ \Delta_{2} = \begin{cases} a\tau_{m} \cdot \gcd(4m, 2ma, (a + 2)\tau_{m} - 2m), & \text{if } n = 2m, \\ a\gamma'_{m+1} \cdot \gcd(2m + 1, \gamma_{m+1}), & \text{if } n = 2m + 1; \end{cases} \]
\[ \Delta_{3} = \begin{cases} 4ma^{2}(a + 2)\tau_{m}^{2}, & \text{if } n = 2m, \\ (2m + 1)a^{2}\gamma_{m+1}^{2}, & \text{if } n = 2m + 1. \end{cases} \]

**Proof** (i) Note that if \( a = b \), then \( \tau_{m} = 2a\tau'_{m} + m \) and \( \gamma_{m+1} = 2a\gamma'_{m+1} + 2m + 1 \), that is \( \gcd(\gamma'_{m+1}, a\gamma'_{m+1}) = \gcd(\gamma'_{m+1}, 2m + 1) \). So
\[
gcd(\gcd(2, a) \tau_m, 2a^2 \tau'_m) = \gcd(\gcd(2, a) \tau_m, a(\tau_m - m)) = \gcd(\gcd(2, a) \tau_m, am)
\]
and
\[
gcd(\gamma_{m+1}, a^2 \gamma'_{m+1}) = \gcd(\gamma_{m+1}, a(2m + 1)).
\]
Similarly, we can simplify \(\Delta_2\) and \(\Delta_3\) to obtain the claimed expressions. \(\square\)

**Corollary 3** Let \(a > 1\) be an integer. Then for the sandpile group of \(R_n(a, 1)\), we have

\[
S(R_n(a, 1)) = \mathbb{Z}_{\Delta_1} \oplus \mathbb{Z}_{\Delta_2} \oplus \mathbb{Z}_{\Delta_3},
\]
where

- \(\Delta_1 = \begin{cases} 
\gcd(\tau_m, 2a \gamma'_m), & \text{if } n = 2m, \\
\gcd(\gamma_{m+1}, a \gamma'_{m+1}), & \text{if } n = 2m + 1;
\end{cases}\)
- \(\Delta_2 = \begin{cases} 
\tau_m \cdot \gcd(\tau_m + 4m, 2ma), & \text{if } n = 2m, \\
\gamma_{m+1} \cdot \gcd(\gamma_{m+1}, a \gamma'_{m+1}), & \text{if } n = 2m + 1;
\end{cases}\)
- \(\Delta_3 = \begin{cases} 
2ma(a + 5) \tau'_m, & \text{if } n = 2m, \\
(2m + 1) a \gamma'_{m+1}, & \text{if } n = 2m + 1.
\end{cases}\)

**Remark 4** Note that the dual of a polygon ring is just a generalized suspension of a cycle. So the results obtained above are all applicable to the generalized suspension of cycles since the sandpile groups of a connected planar graph and its dual are isomorphic [17].

### 6 The Sandpile Group of \(T_n(a,b)\)

Similarly, for the relation matrix \(T\) in Theorem 5, by first adding \(a + b\) times and \(a\) times the first row to the second and the last row, respectively, we have

\[
T \sim \begin{pmatrix}
ap \rho_n + 1 & \tau_n & b \rho_n + 1 \\
\alpha \tau_n - (a - b) & (a + b) \rho_{n+1} + 2 & b \tau_n + a - b \\
\alpha \tau_n - ab \gamma'_n - \alpha \tau_{n-1} + a & \alpha \rho_{n+1} - \tau_n + \tau_{n-1} & ab \gamma'_n - b \tau_{n-1} + a
\end{pmatrix}
\]

Then for the sandpile group of \(T_n(a,b)\), we have

\[
T' \sim \begin{pmatrix}
ap \rho_n + 1 & \tau_n & b \rho_n + 1 \\
\alpha \tau_n - (a - b) & (a + b) \rho_{n+1} + 2 & b \tau_n + a - b \\
\alpha - b - ab \gamma'_n & -b \rho_{n+1} - 1 & ab \gamma'_n - b \tau_n
\end{pmatrix}
\]

It is easy to see that

\[
\begin{array}{c}
\end{array}
\]

\(\square\) Springer
\[ \Delta_1(T') = \gcd(\tau_n, \ a\rho_n + 1, \ ab\tau_n', \ a - b); \quad \Delta_3(T') = nab\tau_n + \frac{4nab}{a + b} + \frac{(a - b)^2}{a + b} \tau_n. \]

But the expression for \( \Delta_2(T') \) is cumbersome. So we only give the result for \( a = b \).

In this case
\[
\begin{align*}
T'_{12;12} &= -T'_{12;23} = as_n + 2; \\
T'_{13;12} &= a \cdot \frac{s_n - n\tau_n}{2} + 1; \\
T'_{13;23} &= a \cdot \frac{s_n - n\tau_n}{2} - as_n - 1; \\
T'_{23;12} &= T'_{23;23} = -na(a\rho_n + 1); \\
T'_{23;13} &= -na^2\tau_n.
\end{align*}
\]

Hence
\[
\begin{align*}
\Delta_1 &= \gcd(\tau_n, \ a\rho_n + 1, \ a^2\tau_n'); \\
\Delta_2 &= \gcd(na^2\tau_n, \ as_n + 2, \ na(a\rho_n + 1), \frac{as_n + 2 - na\tau_n}{2}); \\
\Delta_3 &= na(as_n + 2).
\end{align*}
\]

**Theorem 8** Let \( a > 0 \) be an integer. Then for the sandpile group of \( T_n(a, a) \), we have
\[
S(T_n(a, a)) = \mathbb{Z}_{\Delta_1} \oplus \mathbb{Z}_{\Delta_2} \oplus \mathbb{Z}_{\Delta_3},
\]
where
\[
\Delta_1 = \begin{cases} 
\gcd(b_m/2, \ am); & \text{if } n = 2m, \\
\gcd(\delta_m, \ a(2m + 1)); & \text{if } n = 2m + 1.
\end{cases}
\]
\[
\Delta_2 = \begin{cases} 
\frac{b_m}{2} \cdot \gcd(na, \ b_m, \ b_m/2 - na\gamma_m); & \text{if } n = 2m, \\
\delta_m \cdot \gcd(na, \ b_m + b_{m+1}, \ b_m + \frac{b_{m+1} - 2na\gamma_{m+1}}{4}); & \text{if } n = 2m + 1;
\end{cases}
\]
and
\[
\Delta_3 = \begin{cases} 
ma\beta_m^2; & \text{if } n = 2m; \\
(2m + 1)a \cdot \frac{\delta_m}{2}(\beta_m + \beta_{m+1}); & \text{if } n = 2m + 1.
\end{cases}
\]

**Remark 5** Note that the polygon ring is obtained by identifying two free edges of a polygon chain. It is known that any free edge can generate the sandpile group of the polygon chain. So we wonder whether the result we obtained above may hold in a more general setting. That is, let \( H \) be a plane graph with cyclic sandpile group, and \( e \) and \( f \) be two generating edges on the outer face. Let \( G \) be the graph obtained from \( H \)
by identifying $e$ and $f$. Does it follow that the sandpile group of $G$ is the direct sum of at most three cyclic groups?

**Remark 6** From the above results, we see that, unlike polygon chains, the sandpile group of a polygon ring depends on the way that the polygons are stacked together. This may be explained by an old result of David Wagner (see Section 7 of arxiv.org/abs/math/0010241 “The critical group of a directed graph”) which says $S(G)$ depends only upon the matroid of $G$. Obviously, all of polygon chains with polygons of a fixed list of sizes are connected by applying a sequence of Whitney’s 2-isomorphisms that preserve the matroid, while the rings $R_n$ and twisted rings $T_n$ are 3-connected, so that no 2-isomorphisms can be applied.
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