COMPACT PERTURBATIONS OF OPERATOR SEMIGROUPS

TOMASZ KOCHANEK

Abstract. We study lifting problems for operator semigroups in the Calkin algebra \( \mathcal{Q}(\mathcal{H}) \), our approach being mainly based on the Brown–Douglas–Fillmore theory. With any normal \( C_0 \)-semigroup \((q(t))_{t \geq 0}\) in \( \mathcal{Q}(\mathcal{H}) \) we associate an extension \( \Gamma \in \text{Ext}(\Delta) \), where \( \Delta \) is the inverse limit of certain compact metric spaces defined purely in terms of the spectrum \( \sigma(A) \) of the generator of \((q(t))_{t \geq 0}\). By using Milnor’s exact sequence, we show that if each \( q(t) \) has a normal lift, then the question whether \( \Gamma \) is trivial reduces to the question whether the corresponding first derived functor vanishes. With the aid of the CRISP property and Kasparov’s Technical Theorem, we provide geometric conditions on \( \sigma(A) \) which guarantee splitting of \( \Gamma \). If \( \Delta \) is a perfect compact metric space, we obtain in this way a \( C_0 \)-semigroup \((Q(t))_{t \geq 0}\) which lifts \((q(t))_{t \geq 0}\) on dyadic rationals.
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1. Introduction

Throughout the paper, $\mathcal{H}$ stands for an infinite-dimensional separable Hilbert space, $\mathcal{B}(\mathcal{H})$ and $\mathcal{K}(\mathcal{H})$ denote the algebras of all bounded linear operators on $\mathcal{H}$ and all compact linear operators on $\mathcal{H}$, respectively. The Calkin algebra is defined by $\mathcal{Q}(\mathcal{H}) = \mathcal{B}(\mathcal{H}) / \mathcal{K}(\mathcal{H})$ and $\pi : \mathcal{B}(\mathcal{H}) \to \mathcal{Q}(\mathcal{H})$ stands for the canonical quotient map. Typically, we write $\mathbb{H}$ for a Hilbert space of density continuum, on which we sometimes represent the Calkin algebra. We will also use standard notions and facts from the theory of $C_0$-semigroups which can be found, e.g., in [14].

There is a big area of lifting problems in the Calkin algebra, or more general corona algebras (see the recent book [16]), the basic question being whether a $n$ abelian $C^*$-subalgebra $A$ of $\mathcal{Q}(\mathcal{H})$ admits an abelian lift, that is, a commutative $C^*$-subalgebra $B \subset \mathcal{B}(\mathcal{H})$ with $\pi[B] = A$. This problem goes back to the famous Weyl–von Neumann–Berg–Sikonia theorem ([3], [27]), and it is known that separable commutative $C^*$-subalgebras of $\mathcal{Q}(\mathcal{H})$ which admit a lift are characterized as subalgebras of real rank zero $C^*$-subalgebras of $\mathcal{Q}(\mathcal{H})$, whereas the nonseparable case is more problematic (see [18] and [26]).

In this paper, we are interested in various lifting problems for operator semigroups. One way of formulating such a problem is to assume that $(Q(t))_{t \geq 0} \subset B(\mathcal{H})$ is a collection of normal operators which satisfy the semigroup condition modulo the compact operators, that is,

\begin{equation}
Q(s + t) - Q(s)Q(t) \in K(\mathcal{H}) \quad \text{for all } s, t \geq 0.
\end{equation}

By defining $q(t) = \pi Q(t)$, we obtain an operator semigroup $(q(t))_{t \geq 0}$ in $\mathcal{Q}(\mathcal{H})$, and a natural regularity condition is to assume that this is a $C_0$-semigroup. Obviously, speaking about $C_0$-semigroups in the Calkin algebra makes sense only in reference to some fixed representation of $\mathcal{Q}(\mathcal{H})$ on a Hilbert space $\mathbb{H}$. Section 4 is devoted to the study of classical Calkin’s representations and conditions guaranteeing that the semigroup in question is in fact $\text{SOT}$-continuous.

Alternatively, we can forget about the operators $Q(t)$ and just assume that $(q(t))_{t \geq 0}$ is a $C_0$-semigroup of normal elements in $\mathcal{Q}(\mathcal{H})$. In this case, however, because of usual Fredholm index issues, $q(t)$ may not lift to a normal operator in $\mathcal{B}(\mathcal{H})$. For the same reason the $C^*$-subalgebra $C^*(\pi(s)) \cong C(T)$ of $\mathcal{Q}(\mathcal{H})$, where $s$ is the unilateral shift, does not have a lift to a commutative $C^*$-subalgebra of $\mathcal{B}(\mathcal{H})$. Similarly, if we pick any essentially normal, Fredholm operator $T \in B(\mathcal{H})$ with nonzero index ($T = s$ is a good choice), then by a result of Eisner [13], there is a $C_0$-semigroup $(q(t))_{t \geq 0} \subset B(\mathbb{H})$ with $q(1) = \pi T$. On the other hand, no compact perturbation of $T$ is embeddable into a $C_0$-semigroup, as for any $K \in \mathcal{K}(\mathcal{H})$ we have $\text{ind}(T + K) = \text{ind}(T) \neq 0$ and nonbijective Fredholm operators are not embeddable into $C_0$-semigroups (see [13] Cor. 3.2).

Our approach is generally based on the theory of extensions of compact metric spaces developed by Brown, Douglas and Fillmore in their famous work [7], where using some deep connections between homotopy theory, Fredholm index theory, and theory of extensions, they showed that an operator $T \in B(\mathcal{H})$ is of the form ‘normal plus compact’ if and only if $\text{ind}(\lambda I - T) = 0$ for every $\lambda \in \mathbb{C} \setminus \sigma_{\text{ess}}(T)$. One of our basic results (Proposition 3.1) says
that with every normal $C_0$-semigroup in $Q(H)$ one can associate an extension $\Gamma \in \text{Ext}(\Delta)$ of a certain inverse limit $\Delta = \lim \Omega_n$ of compact metric spaces $\Omega_n$. We then also have Milnor’s exact sequence of the form

\[
0 \longrightarrow \lim \text{Ext}_2(\Omega_n) \longrightarrow \text{Ext}(\Delta) \longrightarrow \lim \text{Ext}(\Omega_n) \longrightarrow 0.
\]

In Proposition 3.4 we show that the classical BDF condition quoted above, assumed for each $q(2^{-n})$, $n = 0, 1, 2, \ldots$, guarantee that the resulting extension $\Gamma$ lies in the kernel of $P$. Therefore, in order to ensure that $\Gamma$ splits, it suffices to show that the first derived functor in (1.2) vanishes, and this is the topic of Section 5 (see Theorems 5.2 and 5.5). We denote by $\Theta$ the zero element of the group $\text{Ext}(\Delta)$.

**Summary of the main results.** Let $(Q(t))_{t \geq 0}$ be a collection of normal operators in $\mathcal{B}(H)$ satisfying (1.1). Assume that $(q(t))_{t \geq 0} \subset Q(H)$, defined by $q(t) = \pi Q(t)$ for $t \geq 0$, is a $C_0$-semigroup with respect to some faithful $^*$-representation $\gamma : Q(H) \to \mathcal{B}(\mathbb{H})$. Let also $\mathcal{A}$ be its infinitesimal generator, densely defined on $H$.

(i) The spectrum of the $C^*$-algebra $C^*(q(2^{-n}), 1_{Q(H)})$ is homeomorphic to the inverse limit $\Delta = \{ \lim \Omega_n, p_n \}$, where $p_n(z) = z^2$ and

\[
\Omega_n = \exp(2^{-n}\sigma(\mathcal{A})) \quad (n = 0, 1, 2, \ldots).
\]

(ii) There is an extension $\Gamma \in \text{Ext}(\Delta)$ such that $\Gamma = \Theta$ implies that there exists a semigroup $(T(t))_{t \in \mathbb{D}} \subset \mathcal{B}(H)$, defined on positive dyadic rationals, such that $\pi T(t) = q(t)$ for every $t \in \mathbb{D}$.

(iii) We have the Milnor exact sequence of the form (1.2), and $\Gamma \in \text{ker} P$.

(iv) Assuming that for each $n \in \mathbb{N}$, the set $\mathcal{A}(\Omega_n) = \{ z \in \Omega_n : -z \in \Omega_n \}$ satisfies

\[
\overline{\Omega_n \setminus \mathcal{A}(\Omega_n) \cap \mathcal{A}(\Omega_n)} = \emptyset,
\]

and that $\Omega_n$ satisfies either an ‘empty direction’ condition, or a ‘cross retract’ condition (for details, see Theorems 5.2 and 5.5), we have $\Gamma = \Theta$.

(v) If $\Delta$ is a perfect compact metric space, and $\gamma$ is one of Calkin’s representations of $Q(H)$, then the obtained lifting $(T(t))_{t \in \mathbb{D}}$ is SOT-continuous and it extends to a $C_0$-semigroup $(T(t))_{t \geq 0} \subset \mathcal{B}(H)$.

The above list of assertions is a combination of Propositions 3.1, 3.4, Lemmas 2.6, 5.1, and Theorems 4.7, 5.2 and 5.5. There are plenty of examples of $\sigma(\mathcal{A})$ for which one of the conjunctions mentioned in assertion (iv) is satisfied. Some of them are listed in the corollary below. Interestingly, there are also situations where Milnor’s exact sequence on its own allows us to conclude that $\Gamma = \Theta$, even though neither the ‘empty direction’ nor
‘cross retract’ condition is satisfied. A suitable example is given by the 2-adic solenoid \( \Sigma_2 = \lim\{T, z^2\} \); see Example 2.9

**Corollaries from the main results.** Assume \((Q(t))_{t \geq 0}, (q(t))_{t \geq 0}, A\) are as above, and let \(\Omega_n (n = 0, 1, 2, \ldots)\) be defined as in (i). In each of the following cases there exists a semigroup \((T(t))_{t \in \mathbb{D}} \subset B(\mathcal{H})\) such that \(\pi T(t) = q(t)\) for every \(t \in \mathbb{D}\):

- \(\sup\{|\text{Im } z|: z \in \sigma(A)\} < +\infty\);
- the set \(\text{Re } \sigma(A)\) is finite and every ‘circle section’ \(\Omega_n \cap \{|z| = r\}\) is a symmetric set whose each connected component has length smaller than \(\pi r\);
- the set \(\text{Re } \sigma(A)\) is either finite or an interval, and for every \(s \in \text{Re } \sigma(A)\), the section \(\{t \in \mathbb{R}: s + it \in \sigma(A)\}\) is a half-line.

For the proof, see Corollaries 6.1 and 6.2.

We also distinguish the class of compact metric spaces arising as inverse limits of the same form as \(\Delta\) in assertion (i) above, and call them *admissible*. In Subsection 4.1 we study such spaces *per se*, and we provide necessary and sufficient conditions for the trivial extension \(\Theta \in \text{Ext}(X)\) to induce a \(C_0\)-semigroup in \(Q(\mathcal{H})\), where \(X\) is an admissible compact metric space \(X\).

## 2. Preliminaries and tools

### 2.1. Connections with the BDF theory

Here, we shall collect some necessary basic facts from the Brown–Douglas–Fillmore theory of extensions, and explain its relation to our results. For more details on the BDF theory, the reader is referred to the seminal paper [7] or to nice expositions of that theory in [4, Ch. VII] or [9, Ch. IX].

Let \(X\) be a compact metric space. By an *extension* of \(C(X)\) (by \(\mathcal{K}(\mathcal{H})\)) we mean any pair \((\mathcal{A}, \varphi)\), where \(\mathcal{A}\) is a \(C^\ast\)-subalgebra of \(B(\mathcal{H})\) containing the compact operators and the identity operator, and \(\varphi: \mathcal{A} \to C(X)\) is a \(\ast\)-homomorphism such that

\[
\begin{array}{cccc}
0 & \longrightarrow & \mathcal{K}(\mathcal{H}) & \overset{\iota}{\longrightarrow} & \mathcal{A} & \overset{\varphi}{\longrightarrow} & C(X) & \longrightarrow & 0
\end{array}
\]

is an exact sequence, where \(\iota\) is the inclusion map. To every extension one can associate the so-called *Busby invariant* which is a unital \(\ast\)-monomorphism \(\tau: C(X) \to Q(\mathcal{H})\) defined as \(\tau = \pi \varphi^{-1}\), which is the inverse of the identification \(\mathcal{A}/\mathcal{K}(\mathcal{H}) \cong C(X)\). Conversely, any such \(\ast\)-monomorphism gives rise to an extension \((\pi^{-1} \tau(C(X)), \tau^{-1} \pi)\). In this setting, two extensions of \(C(X)\) are called *equivalent* if the associated Busby invariants \(\tau_1\) and \(\tau_2\) satisfy \(\tau_2 = \pi(U) \ast \tau_1 \pi(U)\) for some unitary \(U \in B(\mathcal{H})\). We write \([\tau]\) for the extension (equivalence class) generated by a unital \(\ast\)-monomorphism \(\tau: C(X) \to Q(\mathcal{H})\).

Of fundamental importance is the fact that the collection \(\text{Ext}(X)\) of all equivalence classes of extensions of \(C(X)\) forms a group when equipped with an operation \(+\) defined in terms of \(\ast\)-monomorphisms \(C(X) \to Q(\mathcal{H})\) as \([\tau_1] + [\tau_2] = [\tau_1 \oplus \tau_2]\). Here, we use an isomorphism \(\mathcal{H} \oplus \mathcal{H} \cong \mathcal{H}\) which allows us to identify the matrix algebra \(M_2(Q(\mathcal{H}))\) with \(Q(\mathcal{H})\), as \(M_2(\mathcal{K}(\mathcal{H}))\) is mapped onto \(\mathcal{K}(\mathcal{H})\). The zero element of that group can be constructed as follows. Take any infinite direct sum decomposition \(\mathcal{H} = \bigoplus_{i=1}^{\infty} \mathcal{H}_i\), where...
each $\mathcal{H}_i$ is infinite-dimensional, pick a countable dense subset $\{\xi_i : i \in \mathbb{N}\}$ of $X$ and define $\sigma : C(X) \to \mathcal{B}(\mathcal{H})$ by

\[(2.1) \quad \sigma(g) = \bigoplus_{i=1}^{\infty} g(\xi_i) I_i,\]

where $I_i$ is the identity operator on $\mathcal{H}_i$. Plainly, there are no nonzero compact operators in the range of $\sigma$, which implies that $\pi\sigma : C(X) \to \mathcal{Q}(\mathcal{H})$ is a $*$-monomorphism admitting the section $\sigma$, hence it determines the trivial extension of $C(X)$. That all trivial extensions are equivalent follows from the celebrated Weyl-von Neumann–Berg theorem; see [3] and [9] Thms. II.4.6 and IX.2.1. Throughout this paper, we denote by $\Theta \in \text{Ext}(X)$ the zero element in the group of extensions of $X$, i.e. $\Theta = [\sigma]$, where $\sigma$ is given as in (2.1). The property that each $[\tau] \in \text{Ext}(X)$ has an inverse, that is, there exists a Busby invariant $\sigma$ with $[\tau \oplus \sigma] = \Theta$, is based on the lifting property of positive unital maps on $C(X)$ and Naimark’s dilation theorem (see [9] Thm. IX.5.1).

In this paper, we shall be concerned with extensions of some special projective limits of compact subsets of the complex plane. Recall that the projective (inverse) limit of an inverse system $\{X_n, f_{n,m}\}_{n \geq 0}$, that is, a sequence of topological spaces and continuous maps $f_{n,m} : X_{n+1} \to X_n$, is defined as

$$\varprojlim X_n = \left\{ x = (x_n)_{n=0}^{\infty} \in \prod_{n=0}^{\infty} X_n : f_{n,m}(x_{n+1}) = x_n \quad \text{for} \quad n \geq 0 \right\}.$$ 

We denote by $\pi_n : \varprojlim X_n \to X_n$ the projection onto the $n^{\text{th}}$ coordinate, that is, $\pi_n(x) = x_n$ for $x = (x_n)_{n=0}^{\infty}$. The topology on $\varprojlim X_n$ is the weakest topology under which all the maps $\pi_n$ are continuous.

As we will see, certain inverse limits of compact metric spaces arise naturally when considering operator semigroups indexed by positive dyadic rational numbers. We denote by $\mathbb{D}$ the set of such numbers, i.e. $\mathbb{D} = \{k2^{-m} : k, m \in \mathbb{N}\}$. The following observation will be used several times in the sequel. Namely, if $(q(2^{-n}))_{n \geq 0}$ is a sequence of elements of any $C^*$-algebra $\mathcal{A}$ such that $q(2^{-(n+1)})^2 = q(2^{-n})$ for each $n = 0, 1, 2, \ldots$, then for any $t \in \mathbb{D}$ written in the form $t = t_0 + \sum_{i=1}^{j} 2^{-m_i}$ with integers $t_0, j \geq 0$ and $1 \leq m_1 < \ldots < m_j$, we define $q(t) = q(t_0) q(2^{-m_1}) \cdots q(2^{-m_j})$. It is then readily seen that $q(s+t) = q(s)q(t)$ for all $s, t \in \mathbb{D}$, hence we have extended $(q(2^{-n}))_{n \geq 0}$ to a semigroup $(q(t))_{t \in \mathbb{D}}$, to which we shall refer as a dyadic semigroup. Obviously, such an extension is unique if we wish to preserve the semigroup property. Given a faithful $^*$-representation $\gamma$ of $\mathcal{A}$ on a Hilbert space $\mathbb{H}$, we call $(q(t))_{t \in \mathbb{D}}$ a $C_0$-semigroup, provided that there exists a $C_0$-semigroup $(T(t))_{t \geq 0} \subset \mathcal{B}(\mathbb{H})$ such that $T(t) = \gamma(q(t))$ for every $t \in \mathbb{D}$. In particular, if $(Q(t))_{t \in \mathbb{D}} \subset \mathcal{B}(\mathcal{H})$ is a dyadic semigroup, we say that $(Q(t))_{t \in \mathbb{D}}$ is a $C_0$-semigroup if it can be extended to a $C_0$-semigroup in $\mathcal{B}(\mathcal{H})$ (in the usual sense) defined on $[0, \infty)$. This can be done if and only if $(Q(t))_{t \in \mathbb{D}}$ is SOT-continuous and uniformly bounded on every bounded set of dyadic rationals (see Remark 4.2 below).

Anticipating our considerations presented in the next sections we distinguish the following two classes of compact metric spaces.
**Definition 2.1.** (a) We call a compact metric space $X$ **admissible** if $X = \lim_{\leftarrow} \{X_n, f_n\}_{n \geq 0}$ for some compact subsets $X_n$ of $\mathbb{C}$ being of the form

\[(2.2) \quad X_n = \exp(2^{-n}Z) \quad (n = 0, 1, 2, \ldots),\]

where $Z \subset \mathbb{C}$ is a fixed closed set such that $\sup_{z \in Z} \Re z < \infty$, and the connecting maps are all given by $f_n(z) = z^2$.

(b) Let $\gamma: \mathcal{Q}(H) \to \mathcal{B}(\mathbb{H})$ be a faithful $^*$-representation of the Calkin algebra. An admissible compact metric space $X = \lim_{\leftarrow} \{X_n, f_n\}$ is said to have a $\gamma$-$C_0$-lifting property, provided that the following condition holds true: For every $C_0$-semigroup $(q(t))_{t \in \mathbb{D}}$ with generator $A$ such that $\sigma(A) = Z$, where $Z$ satisfies (2.2), every dyadic semigroup $(Q(t))_{t \in \mathbb{D}}$ satisfying:

- $\pi Q(t) = q(t)$, and
- $\|Q(t)\| \leq Ce^{\zeta t}$ for every $t \in \mathbb{D}$,

with some constants $C, \zeta < \infty$, is SOT-continuous and therefore it is a $C_0$-semigroup.

The main starting point for our considerations is the fact that every normal $C_0$-semigroup in $\mathcal{Q}(H)$ gives rise to an extension of an admissible compact metric space which is completely described in terms of the spectrum of the infinitesimal generator. This will be proved in details in Section 3 (see Proposition 3.1). For now, we note that with every such extension one can naturally associate a dyadic operator semigroup in $\mathcal{Q}(H)$.

**Definition 2.2.** Let $X$ be an admissible compact metric space and let $\Gamma \in \text{Ext}(X)$ be the extension induced by a Busby invariant $\tau: C(X) \to \mathcal{Q}(H)$. We say that $\Gamma$ **induces a dyadic semigroup** $(q(t))_{t \in \mathbb{D}} \subset \mathcal{Q}(H)$, provided that $(q(t))_{t \in \mathbb{D}}$ is the unique semigroup extension of $(q(2^{-n}))_{n \geq 0}$ given by

$$q(2^{-n}) = \tau(\pi_n) \quad (n = 0, 1, 2, \ldots),$$

where $\pi_n \in C(X)$ is the projection onto the $n^{th}$ coordinate.

**Remark 2.3.** If $X$ is an inverse limit of sets $X_n \subset \mathbb{C}$ given by (2.2), then since any Busby invariant (being a $^*$-monomorphism) is an isometry, the dyadic semigroup $(q(t))_{t \in \mathbb{D}}$ induced by an arbitrary element of $\text{Ext}(X)$ satisfies the estimate

$$\|q(2^{-n})\| \leq \exp(2^{-n}\zeta) \quad (n = 0, 1, 2, \ldots),$$

where $\zeta = \sup_{z \in Z} \Re z$.

It is not obvious at all whether the dyadic semigroup induced by means of Definition 2.2 is SOT-continuous or, assuming it is SOT-continuous and admits a lift to an operator semigroup in $\mathcal{B}(\mathbb{H})$, whether this lift must be a $C_0$-semigroup. We shall deal with these two problems in Section 4 where we investigate a special class of representations of $\mathcal{Q}(H)$ introduced by Calkin [8]. In particular, we show there that every admissible compact metric space with no isolated points has the $\gamma$-$C_0$-lifting property (see Theorem 4.7).

**Definition 2.4.** For an admissible compact metric space $X$ and a faithful $^*$-representation $\gamma: \mathcal{Q}(H) \to \mathcal{B}(\mathbb{H})$, we define $\text{Ext}_{C_0, \gamma}(X) \subseteq \text{Ext}(X)$ to be the set of extensions inducing $C_0$-semigroups in $\mathcal{Q}(H)$. 
Remark 2.5. The above definition is correctly posed in the sense that the question whether a given \([a] \in \operatorname{Ext}(X)\) induces a \(C_0\)-semigroup does not depend on the choice of representative. For, suppose \(U \in B(H)\) is unitary and \(\tau = \pi(U)^* \sigma \pi(U)\). Then, for any \(x \in H\), \(m, n \in \mathbb{N}\), and any complex polynomials \(P, P_m \in \mathbb{C}[z]\), we have

\[
\gamma[\pi(U)^* \sigma(P_m \circ \pi_m) \pi(U)]x - \gamma(\sigma(P \circ \pi_n))x = \gamma[\pi(U)^* \sigma(P_m \circ \pi_m - P \circ \pi_n) \pi(U)]x \xrightarrow[m \to \infty]{} 0,
\]

provided that \(\sigma\) induces a \(C_0\)-semigroup and \(P_m \circ \pi_m\) converge pointwise on \(X\) to \(P \circ \pi_n\). This shows that \(\tau\) generates a \(C_0\)-semigroup if and only if so does \(\sigma\). We have used here an observation that each element of the induced dyadic semigroup corresponds, as in Definition 2.2, to a complex polynomial on the \(n^{th}\) coordinate of \(X\), for some \(n \in \mathbb{N}\) (see also the proof of Lemma 2.6).

2.2. Lifting problems. We shall now briefly explain how the lifting problem for operator semigroups is related to the lifting problem for separable abelian \(C^*\)-subalgebras of \(Q(H)\). We start with a lemma saying that, apart from the continuity issue, our lifting problem is really about deciding whether the induced extension is the trivial one.

**Lemma 2.6 ("Lifting lemma").** Let \(X\) be an admissible compact metric space having the \(\gamma\)-\(C_0\)-lifting property, for a fixed faithful \(*\)-representation \(\gamma\colon Q(H) \to B(H)\), and let \(\Gamma \in \operatorname{Ext}_{\gamma}(X)\). Then \(\Gamma = \Theta\) if and only if the dyadic semigroup \((q(t))_{t \in \mathbb{D}} \subset Q(H)\) induced by \(\Gamma\) admits a lift to a dyadic \(C_0\)-semigroup of normal operators \((Q(t))_{t \in \mathbb{D}} \subset B(H)\) (i.e. \(\pi Q(t) = q(t)\) for every \(t \in \mathbb{D}\)) such that the spectra of \(q(2^{-n})\) and \(Q(2^{-n})\) coincide for each \(n \in \mathbb{N}\).

**Proof.** The necessity follows almost directly from Definitions 2.1(b) and 2.4. Indeed, suppose that \(\Gamma = \Theta\) is given by a Busby invariant \(\sigma\colon C(X) \to Q(H)\), \(\sigma = \pi \varphi^{-1}\), where \(\varphi\) is the quotient map. Let \(\rho\colon C(X) \to B(H)\) be the right section, that is, \(\varphi \rho = \text{id}_{C(X)}\), and define \(Q(2^{-n}) = \rho(\pi_n)\) for \(n = 0, 1, 2, \ldots\). Next, let \((Q(t))_{t \in \mathbb{D}} \subset B(H)\) be the dyadic extension. Notice that \(\pi Q(2^{-n}) = \pi \varphi^{-1} \rho(\pi_n) = \pi \varphi^{-1}(\pi_n) = \sigma(\pi_n) = q(2^{-n})\) for each \(n = 0, 1, 2, \ldots\), and that the analogous relation holds true for all dyadic numbers. Indeed, if \(\mathbb{D} \ni t = t_0 + \sum_{i=1}^{j} 2^{-m_i}\), where \(t_0, j \geq 0\) and \(1 \leq m_1 < \ldots < m_j\) are integers, then \(q(t) = q(1)^{t_0} q(2^{-m_1}) \cdots q(2^{-m_j})\). Since \(q(2^{-k}) = q(2^{-m_j}) q(2^{-m_j}) 2^{m_j - k}\) for every \(k \leq m_j\), we have \(\pi Q(t) = \sigma(\pi_{N_{m_j}}) = q(t)\), where \(N = t_0 2^{m_j} + \sum_{i=1}^{j} 2^{m_j - m_i}\). Moreover, as \(Q(t) = \rho(\pi_{m_j})\) and \(\rho\) is an isometry, we infer that \(\|Q(t)\| \leq \exp(\sum_{i=1}^{j} 2^{m_j - m_i}) = \exp(t \zeta)\) with \(\zeta\) as in Remark 2.3. Therefore, since \(X\) has the \(\gamma\)-\(C_0\)-lifting property, \((Q(t))_{t \in \mathbb{D}}\) is a \(C_0\)-semigroup. Notice also that the spectrum of \(Q(2^{-n})\) is the same as the one of \(q(2^{-n})\), as \(\rho\) is a unital \(*\)-monomorphism.

For the converse, let again \(\sigma\) be the Busby invariant for \(\Gamma\), \(\varphi\) be the quotient map, and assume that the dyadic semigroup determined by the formula \(q(2^{-n}) = \sigma(\pi_n)\) \((n = 0, 1, 2, \ldots)\) admits a lifting to a \(C_0\)-semigroup \((Q(t))_{t \in \mathbb{D}}\). Write \(X = \lim X_n\) and let \(A \subset C(X)\) be the \(*\)-subalgebra of functions which coincide with a polynomial in variables \(z, \overline{z}\) on some \(X_n\), that is, \(A = \{P \circ \pi_n: P \in \mathbb{C}[z, \overline{z}], n \in \mathbb{N}\}\). Note that \(A\) is closed under addition and multiplication due to the fact that every polynomial acting on \(X_n\) is also a polynomial
on $X_m$, for every $m > n$. Define $\rho$ on $A$ by $\rho(f) = P(Q(2^{-n}), Q(2^{-n})^*)$ for $f = P \circ \pi_n$. Since addition, multiplication and involution in $A$ reduce to the same operations on polynomials on some $X_n$, we see that $\rho: A \to B(H)$ is a unital $^*$-homomorphism. Moreover, for any $f \in A$ as above, $\|\rho(f)\|$ equals the supremum of $|P(z, \overline{z})|$ over $z$ in the spectrum of $Q(2^{-n})$, which is the same as the spectrum of $q(2^{-n})$, and hence $\|\rho(f)\| = \sup\{|P(z, \overline{z}) : z \in X_n\} = \|f\|_\infty$, the supremum norm in $C(X)$. By the Stone–Weierstrass theorem, $A$ is dense in $C(X)$, thus there exists a unique continuous extension of $\rho$ to a $^*$-homomorphism. Since for every $f \in A$, $f = P \circ \pi_n$, we have

$$\varphi\rho(f) = \varphi\left[P(Q(2^{-n}), Q(2^{-n})^*)\right] = P[\varphi(Q(2^{-n})), \varphi(Q(2^{-n}))^*] = P[\varphi(\pi_n), \overline{\varphi(\pi_n)}] = P(\pi_n, \overline{\pi_n}) = f,$$

we conclude that the obtained extension is a right section for $\Gamma$. Hence, $\Gamma = \Theta$. 

Given a $C^*$-subalgebra of $Q(H)$ generated by some elements of an operator semigroup, our goal is to find a lift in $B(H)$ which preserves all the algebraic relations in the original semigroup (and possibly preserves SOT-continuity). Such approach can be regarded as a ‘semigroup’ version of the usual lifting problem which is now quite well understood. By a lift of a $C^*$-subalgebra $A \subseteq Q(H)$ we mean any $C^*$-subalgebra $E \subseteq B(H)$ such that $\pi[E] = A$. The algebra $C^*(\pi(S)) \cong C(T)$, where $S$ is the unilateral shift, is the prototypical example of a commutative $C^*$-subalgebra of $Q(H)$ with no abelian lift (see [16, Prop. 12.4.3]). On the other hand, subalgebras which admit an abelian lift are completely characterized with the aid of the Weyl–von Neumann–Berg–Sikonia theorem.

**Theorem 2.7** (see [16, Cor. 12.4.5]). A separable commutative $C^*$-subalgebra of $Q(H)$ has an abelian (diagonalizable) lift if and only if it is included in a commutative $C^*$-subalgebra of $Q(H)$ of real rank zero.

Not surprisingly, there are some similarities between the ‘usual’ and the ‘semigroup’ versions of the lifting problem. Recall that a commutative $C^*$-algebra $C_0(X)$ has real rank zero if and only if $X$ is zero-dimensional, and hence every separable commutative $C^*$-subalgebra of $Q(H)$ with zero-dimensional spectrum has an abelian lift. Similarly, according to [7, Thm. 1.15], for any zero-dimensional compact metric space $X$, we have $\text{Ext}(X) = 0$. This means that every normal $C_0$-semigroup in $Q(H)$ which induces an extension of a zero-dimensional space (as in Proposition 3.1) admits a semigroup lift, which may also be SOT-continuous depending on whether Lemma 2.6 and the results of Section 4, are applicable.

**Example 2.8.** Let $Z = \{2k\pi i : k \in \mathbb{Z}\}$ and

$$X_n = \exp(2^{-n}Z) = \{\exp(2^{-n+1}k\pi i) : k = 0, 1, \ldots, 2^n - 1\},$$

which is the set of all roots of unity of degree $2^n$, for $n = 0, 1, 2, \ldots$. Let also $f_n: X_{n+1} \to X_n$ be given by $f(z) = z^2$. Then $X = \lim_{n \to \infty}\{X_n, f_n\}_{n \geq 0}$ is homeomorphic to the Cantor set, hence $\text{Ext}(X) = 0$. Consequently, any normal $C_0$-semigroup in $Q(H)$ whose infinitesimal generator has spectrum $Z$ admits a semigroup lift to $B(H)$ (see Proposition 3.1).
Example 2.9. Let $Z = i\mathbb{R}$ be the imaginary axis, so that $X_n = \exp(2^{-n}Z) = S^1$ for every $n = 0, 1, 2, \ldots$ Let again each $f_n: S^1 \to S^1$ be given by $f_n(z) = z^2$. Then, the inverse limit

$$\Sigma_2 = \lim_{\leftarrow} \{ S^1, z^2 \}$$

is the 2-adic solenoid. It is known (see [19]) that $\text{Ext}(\Sigma_2) = 0$. This can be proved, for example, by using Milnor’s exact sequence (quoted below in Theorem 3.2), which in this case has the form

$$0 \longrightarrow \lim_{\leftarrow} \text{Ext}(S^2) \longrightarrow \text{Ext}(\Sigma_2) \longrightarrow \lim_{\leftarrow} \mathbb{Z} \longrightarrow 0.$$  

By the well-known result [7, Cor. 7.1], we have $\text{Ext}(S^2) = 0$, and since the connecting maps $\mathbb{Z} \to \mathbb{Z}$ in the quotient group are all given by $x \mapsto 2x$, we obviously have $\lim_{\leftarrow} \mathbb{Z} = 0$. Therefore, $\text{Ext}(\Sigma_2)$ is trivial and hence any normal $C_0$-semigroup in $\mathcal{Q}(\mathcal{H})$ whose generator has spectrum $i\mathbb{R}$ admits a semigroup lift to $B(\mathcal{H})$.

We will return to this example in Section 4 to show the lack of SOT-continuity, despite the fact that all extensions of $\Sigma_2$ are trivial (see Example 4.5). Roughly speaking, the reason is that in the infinite coin toss, both outcomes occur infinitely often almost surely.

3. Extensions generated by semigroups

3.1. An inverse limit associated with the spectrum. As we have already announced, normal $C_0$-semigroups in the Calkin algebra naturally generate extensions of admissible compact metric spaces. Of course, to speak sensibly about $C_0$-semigroups we need to choose a faithful $^*$-representation of $\mathcal{Q}(\mathcal{H})$ on a Hilbert space $\mathbb{H}$. In the results of the present section, the choice of representation is arbitrary.

Below, we can either assume that $(q(t))_{t \geq 0}$ is a $C_0$-semigroup of normal elements of $\mathcal{Q}(\mathcal{H})$, or assume a weaker condition that the dyadic semigroup $(q(t))_{t \in \mathbb{D}}$ is a $C_0$-semigroup (i.e. it can be extended to a $C_0$-semigroup $(T(t))_{t \geq 0} \subset B(\mathbb{H}))$, however, we then need to assume that all $T(t)$ are normal operators. The reason is that we apply the spectral mapping theorem for normal $C_0$-semigroups (see [14, Cor. 2.12]).

**Proposition 3.1.** Let $(q(t))_{t \geq 0} \subset \mathcal{Q}(\mathcal{H})$ be a $C_0$-semigroup of normal operators in the Calkin algebra. Let

$$\mathcal{A}_0 = C^*\left( \{ q(2^{-n}) : n = \infty, 0, 1, 2, \ldots \} \right)$$

be the $C^*$-subalgebra of $\mathcal{Q}(\mathcal{H})$ generated by the identity and all $q(2^{-n})$ for $n \in \mathbb{N}_0$, and let

$$\mathcal{E} = \pi^{-1}(\mathcal{A}_0)$$

be the $C^*$-subalgebra of $B(\mathcal{H})$ generated by $\{ q(2^{-n}) : n = \infty, 0, 1, 2, \ldots \} + \mathcal{K}(\mathcal{H})$.

(a) Let $A$ be the generator of $(q(t))_{t \geq 0}$ and define

$$\Omega_n = \exp(2^{-n}\sigma(A)) \quad (n = 0, 1, 2, \ldots)$$

Then, $\mathcal{A}_0$ is a commutative $C^*$-algebra and its maximal ideal space $\Delta$ is homeomorphic to the projective limit of the inverse system $\{ \Omega_n, p_n \}_{n \geq 0}$, where $p_n(z) = z^2$ for each $n = 0, 1, 2, \ldots$. 

(b) The C*-algebra \( E \) contains \( \mathcal{K}(\mathcal{H}) \) as an ideal and there is an exact sequence

\[
0 \longrightarrow \mathcal{K}(\mathcal{H}) \xrightarrow{i} E \xrightarrow{\theta} C(\Delta) \longrightarrow 0,
\]

where \( \theta(T) = \widehat{\pi(T)} \) and \( A_0 \ni q \longmapsto \widehat{q} \in C(\Delta) \) is the Gelfand transform.

**Proof.** (a) First, observe that since there exists \( \zeta < \infty \) such that \( \text{Re} \lambda \leq \zeta \) for each \( \lambda \in \sigma(A) \), all the sets \( \Omega_n \) are compact subsets of \( \mathbb{C} \). Moreover, \( A \) is normal and if \( E^A \) stands for the spectral decomposition of \( A \), then each \( q(t) \) can be calculated via functional calculus in \( L_\infty(E^A) \) by

\[
q(t) = \int_{\sigma(A)} e^{t\lambda} dE^A(\lambda) \quad (t \geq 0),
\]
as \( |e^{t\lambda}| \leq e^{t\zeta} \) and hence the function under the integral is bounded. Plainly, \( q(s), q(t), q(t)^* \) commute for all \( s, t \geq 0 \), thus \( A_0 \) is commutative.

The joint spectrum of the set \( \{q(2^{-n}) : n = 0, 1, 2, \ldots \} \) is a compact subset of \( \mathbb{C}^\infty \) defined by

\[
\sigma_{A_0}(q(2^{-n}) : n = 0, 1, 2, \ldots) = \{(\varphi(q(2^{-n})))_{n=0}^\infty : \varphi \in \Delta\}
\]
and the map

\[
\Delta \ni \varphi \longmapsto (\varphi(q(2^{-n})))_{n=0}^\infty
\]
is a homeomorphism between \( \Delta \) and \( \sigma_{A_0}(q(2^{-n}) : n = 0, 1, 2, \ldots) \) (see [24, Cor. 3.1.13]).

On the other hand, a sequence \( \lambda = (\lambda_n)_{n=1}^\infty \in \mathbb{C}^\infty \) belongs to \( \sigma_{A_0}(q(2^{-n}) : n = 0, 1, 2, \ldots) \) if and only if

\[
q(\lambda) := \sum_{n=0}^\infty 2^{-n} \frac{(\lambda_n I - q(2^{-n}))^*(\lambda_n I - q(2^{-n}))}{\|\lambda_n I - q(2^{-n})\|^2}
\]
is not invertible in \( \mathcal{Q}(\mathcal{H}) \). Indeed, as each summand is a positive operator, we infer that for every linear multiplicative functional \( \varphi \in \Delta \) we have \( \varphi(q(\lambda)) = 0 \) if and only if \( \varphi(q(2^{-n})) = \lambda_n \) for each \( n = 0, 1, 2, \ldots \). Hence, if \( q(\lambda) \) is not invertible we pick \( \varphi \in \Delta \) so that \( \varphi(q(\lambda)) = 0 \) to see that \( \lambda \) belongs to the joint spectrum. Conversely, if \( q(\lambda) \) is invertible, then we have \( \varphi(q(\lambda)) \neq 0 \) for every \( \varphi \in \Delta \), thus \( \lambda \) is not in the joint spectrum.

Fix any \( \lambda = (\lambda_n)_{n=0}^\infty \in \mathbb{C}^\infty \). The operator \( (\lambda_n I - q(2^{-n}))^*(\lambda_n I - q(2^{-n})) \) corresponds via functional calculus to the map \( \phi_n \in L_\infty(E^A) \) given by

\[
\phi_n(\lambda) = |\lambda_n - \exp(2^{-n}\lambda)|^2.
\]
For every \( \lambda \in \sigma(A) \), we have \( \text{Re} \lambda \leq \zeta \) and hence

\[
\|\phi_n\|_\infty \leq (|\lambda_n| + \exp(2^{-n}\zeta))^2
\]
which implies that each denominator in formula (3.1) is majorized by a constant and cannot become arbitrarily large after applying functional calculus and varying \( \lambda \) over \( \sigma(A) \). Hence, \( q(\lambda) \) is noninvertible if and only if 0 lies in the closure of the range of the map

\[
\sigma(A) \ni \lambda \longmapsto \sum_{n=0}^\infty 2^{-n} \frac{\phi_n(\lambda)}{\|\phi_n\|_\infty},
\]
which implies that each $\lambda_n$ must belong to the closure of $\exp(2^{-n}\sigma(A))$ which is denoted by $\Omega_n$. Moreover, for any $n = 0, 1, 2, \ldots$ we can pick $z \in \sigma(A)$ so that both $\phi_n(z)$ and $\phi_{n+1}(z)$ are arbitrarily close to zero. Since $\exp(2^{-n-1}z)^2 = \exp(2^{-n}z)$, we infer that for $q(\lambda)$ being noninvertible we also must have $\lambda_{n+1}^a = \lambda_n$ ($n = 0, 1, \ldots$). This means that every element of the joint spectrum belongs to the inverse limit $\lim_{\leftarrow} \Omega_n$.

Conversely, fix any $\lambda \in \lim_{\leftarrow} \Omega_n$ and any $\varepsilon > 0$. Take $C > 1$ such that $|\lambda_n + \exp(2^{-n}z)| \leq C$ for all $n \in \mathbb{N}_0$ and $z \in \sigma(A)$, and define

$$W_n = \{ z \in \sigma(A) : |\lambda_n - \exp(2^{-n}z)| \leq C^{-n}\varepsilon \} \quad (n = 0, 1, 2, \ldots).$$

Observe that for $z \in W_n$, we have

$$|\lambda_{n-1} - \exp(2^{-n+1}z)| = |\lambda_{n}^2 - \exp(2 \cdot 2^{-n}z)| = |\lambda_n - \exp(2^{-n}z)| \cdot |\lambda_n + \exp(2^{-n}z)| \leq C^{-n+1}\varepsilon$$

which shows that $z \in W_{n-1}$ and, similarly, $z \in W_{n-2}, \ldots, W_0$. Therefore, $\bigcap_{j=0}^n W_j \neq \emptyset$. This means that the identity map

$$\text{id} : \sigma(A_0)(q(2^{-n}) : n = 0, 1, \ldots) \longrightarrow \lim_{\leftarrow} \Omega_n$$

has dense range. Thus, it is an onto homeomorphism, as both topologies are the product topology which is compact and Hausdorff. Consequently, $\Delta$ is homeomorphic to $\lim_{\leftarrow} \Omega_n$.

(b) Of course, $\mathcal{K}(\mathcal{H})$ forms an ideal in $\mathcal{E}$. For every $T \in \mathcal{E}$, we have $\pi(T) \in \mathcal{A}_0$ and each element in $\mathcal{A}_0$ is of this form. Hence, the formula $\theta(T) = \pi(T)$ yields an *-homomorphism onto $C(\Delta)$. Obviously, $T \in \ker \theta$ if and only if $\pi(T) = 0$, i.e. $T \in \mathcal{K}(\mathcal{H})$. ~\(\square\)

Having established the fact that every normal $C_0$-semigroup $(q(t))_{t \geq 0}$ in $\mathcal{Q}(\mathcal{H})$ generates an extension of $C(\Delta)$ by $\mathcal{K}(\mathcal{H})$, with $\Delta$ depending only on the spectrum of the generator of $(q(t))_{t \geq 0}$, we now describe the strategy of finding conditions which would guarantee that the resulting extension is the trivial one. To this end, we need to recall some more facts from the BDF theory.

Given two compact metric spaces $X$ and $Y$, and a continuous map $f : X \to Y$, there is an induced map $f_* : \text{Ext}(X) \to \text{Ext}(Y)$ defined as

$$f_*(\tau)(g) = \tau(g \circ f) \oplus \sigma(g) \quad (g \in \text{C}(Y)),$$

where $\sigma$ is any *-monomorphism corresponding to the trivial extension of $\text{C}(Y)$. We add the second direct summand in order to guarantee that the resulting map $f_*(\tau)$ is injective. One can verify that $(fg)_* = f_* g_*$ whenever these compositions make sense.

Recall that for any compact metric space $X$, the cone $CX$ over $X$ is obtained from $X \times \{0\}$ to a single point, where $I = [0, 1]$. The suspension $SX$ is obtained from $X \times I$ by collapsing $X \times \{0\}$ to a single point, where $I = [0, 1]$. The suspension $SX$ is obtained from $X \times I$ by collapsing $X \times \{0\}$ and $X \times \{1\}$ to two distinct points.

The extension functor is defined for ranks $q \leq 1$ by $\text{Ext}_q(X) = \text{Ext}(S^{1-q}X)$. It was shown in [7], §6] that, analogously to Bott’s periodicity in $K$-theory, there exist isomorphisms

$$\text{Per}_r : \text{Ext}_{q-2}(X) \to \text{Ext}_q(X) \quad (r \leq 1).$$
This allows us to extend the definition of Ext to all integer dimensions:

\[
\text{Ext}_q(X) = \begin{cases} 
\text{Ext}(X) & \text{if } q \text{ is odd}, \\
\text{Ext}(SX) & \text{if } q \text{ is even}.
\end{cases}
\]

Since every continuous map \( f: X \to Y \) naturally induces a map \( Sf: SX \to SY \) by appropriately quotienting \( f \times \text{id}: X \times I \to Y \times I \), there is an induced homomorphism \( f_*: \text{Ext}_q(X) \to \text{Ext}_q(Y) \), for any \( q \in \mathbb{Z} \). We also define extensions of compact pairs by the obvious formula \( \text{Ext}_q(X, A) = \text{Ext}_q(X/A) \). Therefore, for any admissible map \( f: (X, A) \to (Y, B) \) between compact pairs (i.e. \( f \) is continuous and \( f(A) \subseteq B \)), there is an induced homomorphism \( f_*: \text{Ext}_q(X, A) \to \text{Ext}_q(Y, B) \).

Suppose \( \{X_n, p_n\}_{n=0}^{\infty} \) is an inverse system of compact metric spaces. Let \( X = \lim \leftarrow X_n \) and \( q_n: X \to X_n \) stand for the coordinate maps, for \( n \in \mathbb{N}_0 \), so that \( p_n q_{n+1} = q_n \). Hence, we have another inverse system of groups \( \{\text{Ext}(X_n), p_n*\}_{n=0}^{\infty} \). Since \( p_n* q_{(n+1)*} = q_{n*} \), we can define an induced map

\[
P: \text{Ext}(X) \to \lim \leftarrow \text{Ext}(X_n), \quad P(\tau) = (q_n* \tau)_{n=0}^{\infty}.
\]

By [6, Thm. 8.4], the induced map is always surjective, but in general not injective. However, Milnor [21] showed that for any homology theory satisfying the Steenrod axioms, except the dimension axiom (see [12]), one can build an exact sequence which measures the lack of continuity of the Ext-functor with respect to inverse limit (see [10, §5]).

**Theorem 3.2** (see [21, Thm. 4] and [7, Cor. 7.4]). For any inverse system \( \{X_n\} \) of compact metric spaces, and any \( k \in \mathbb{Z} \), there exists an exact sequence

\[
0 \longrightarrow \lim (1) \text{Ext}_{k+1}(X_n) \longrightarrow \text{Ext}_k(\lim \leftarrow X_n) \longrightarrow P \lim (1) \text{Ext}_k(X_n) \longrightarrow 0
\]

where \( \lim (1) \) is the first derived functor of inverse limit.

Applying Milnor’s theorem to the inverse system \( \{\Omega_n, p_n\}_{n=0}^{\infty} \) produced by Proposition 3.1 (and \( k = 1 \)), we arrive at the functor \( \lim (1) \text{Ext}(S\Omega_n) \), at which we shall have a closer look in Section 5. We provide therein geometric conditions on \( \sigma(A) \) which imply that the corresponding connecting maps are surjective. Those conditions are later applied in Section 6, where we verify that in some situations the first derived functor vanishes.

Our next step at this point is to decide when the element of \( \text{Ext}(\Omega) \) produced via Proposition 3.1 actually belongs to the kernel of \( P \).
$G_0(C(X))$ be the equivalence class of the constant one function. By $\pi^1(X)$ we denote the group $G(C(X))/G_0(C(X))$ of homotopy classes of invertible functions.

**Theorem 3.3** ([4] Thm. 10.5; see also [9] Thm. IX.7.2). For any compact set $X \subset \mathbb{C}$, there is a well-defined map

$$\gamma: \text{Ext}(X) \to \text{Hom}(\pi^1(X), \mathbb{Z}), \quad \gamma([\tau]) = \text{index } \tau(f)$$

which is a group isomorphism.

**Proposition 3.4.** Let $(q(t))_{t \geq 0} \subset \mathcal{Q}(\mathcal{H})$ be a $C_0$-semigroup of normal operators and let

$$P: \text{Ext}(\Omega) \to \varprojlim \text{Ext}(\Omega_n), \quad \text{where } \Omega = \varprojlim \Omega_n \approx \Delta,$$

be the induced surjective map. Then, $(\mathcal{E}, \theta) \in \ker P$ if and only if

$$\text{index}(\lambda I - q(2^{-n})) = 0 \quad \text{for all } n \in \mathbb{N}_0, \lambda \notin \Omega_n.$$

**Proof.** First of all, notice that since each $q(t)$ is normal, the semigroup $(q(t))_{t \geq 0}$ satisfies the spectral mapping theorem, that is, $\sigma(q(2^{-n})) = \Omega_n$ (see [14] Cor. V.2.12).

For any $n \in \mathbb{N}_0$, choose a $^*$-monomorphism $\sigma_n: C(\Omega_n) \to \mathcal{B}(\mathcal{H})$ determining the zero element of the group $\text{Ext}(\Omega_n)$. The extension $(\mathcal{E}, \theta)$ produced by $(q(t))_{t \geq 0}$ as in Proposition 3.1 is generated by the $^*$-monomorphism $\tau: C(\Delta) \to \mathcal{Q}(\mathcal{H})$ given by $\tau(f) = \pi \theta^{-1}(f)$. Since $\Delta \approx \Omega$, there is the corresponding $^*$-monomorphism $\tilde{\tau}: C(\Omega) \to \mathcal{Q}(\mathcal{H})$. By the definition of $P$, we have

$$P(\tilde{\tau}) = (q_{n*}(\tilde{\tau}))_{n=0}^{\infty} \in \varprojlim \text{Ext}(\Omega_n),$$

where $q_n$ is the $n^{th}$ coordinate map for the inverse system $\{\Omega_n, p_n\}_{n=0}^{\infty}$. Hence, $\tilde{\tau} \in \ker P$ if and only if for every $n \in \mathbb{N}_0$, $q_{n*}(\tilde{\tau})$ determines the trivial extension of $C(\Omega_n)$ which is in turn equivalent to the condition that for each $n \in \mathbb{N}_0$ there is a unitary operator $U_n \in \mathcal{B}(\mathcal{H})$ such that

$$\pi(U_n)^* [\tilde{\tau}(g \circ q_n) \oplus \pi \sigma_n(g)] \pi(U_n) = \pi \sigma_n^{(2)}(g) \quad \text{for every } g \in C(\Omega_n),$$

where $\pi \sigma_n^{(2)}$ stands for the amplification of $\pi \sigma_n$ to $\mathbb{M}_2(\mathcal{Q}(\mathcal{H}))$, which yields the zero element of $\text{Ext}(\Omega_n)$ under the identification $\mathcal{H} \cong \mathcal{H} \oplus \mathcal{H}$. Comparing the two blocks in (3.2), we can rewrite that condition as

$$\pi(U_n)^* \tilde{\tau}(g \circ q_n) \pi(U_n) = \sigma_n(g) \quad \text{for every } g \in C(\Omega_n).$$

Therefore, $\tilde{\tau} \in \ker P$ if and only if for every $n \in \mathbb{N}_0$, the $^*$-monomorphism

$$C(\Omega_n) \ni g \mapsto \tilde{\tau}(g \circ q_n) \in \mathcal{Q}(\mathcal{H}),$$

yields the trivial extension of $C(\Omega_n)$.

Now, for any $n \in \mathbb{N}_0$, consider the isomorphism given by Theorem 3.3, that is,

$$\gamma_n: \text{Ext}(\Omega_n) \to \text{Hom}(\pi^1(\Omega_n), \mathbb{Z}), \quad \gamma_n([\mu]) = \text{index } \mu(f).$$
Appealing to the fact that the group of homotopy classes $\pi^1(\Omega_n)$ is the free abelian group generated by $\{[z - \lambda_j]\}$, with one $\lambda_j$ in each bounded component of $\mathbb{C} \setminus \Omega_n$ (see [2] Thm. IX.7.1), we infer that (3.3) yields the trivial extension if and only if
\[
\text{index} \tilde{\tau}(x \mapsto x_n - \lambda) = 0
\]
for any $\lambda$ lying in a bounded component of $\mathbb{C} \setminus \Omega_n$.

Recall that $\Delta$ and $\Omega$ are homeomorphic via the map $\varphi: \varphi \mapsto (\varphi(q(2^{-n})))_{n=0}^\infty$ (see the proof of Proposition 3.1). Let $\psi: C(\Delta) \to C(\Omega)$ be the isomorphism given by $\psi(f) = f \circ \varphi^{-1}$, so that we have the corresponding extension $(\mathcal{E}, \psi \theta)$ of $C(\Omega)$. Notice that for any $T \in \mathcal{E}$ we have:
\[
\psi \theta(T) = q_n \iff \psi(\widehat{\pi(T)}) = q_n \iff \widehat{\pi(T)}(\varphi^{-1}(x)) = x_n \quad (x \in \Omega) \iff \widehat{\pi(T)}(\varphi) = \varphi(q(2^{-n})) \quad (\varphi \in \Delta) \iff \widehat{\pi(T)}(\varphi) = \varphi(q(2^{-n}))(\varphi) \quad (\varphi \in \Delta) \iff \pi(T) = q(2^{-n}).
\]
Therefore, $\pi(\psi \theta)^{-1}(q_n) = q(2^{-n})$ for each $n \in \mathbb{N}_0$. Since $\tilde{\tau} = \pi(\psi \theta)^{-1}$, we can rewrite (3.4) as $\text{index}(\lambda I - q(2^{-n})) = 0$ for any $\lambda$ from a bounded component of $\mathbb{C} \setminus \Omega_n$. Of course, since the Fredholm index is continuous and $\lambda I - q(2^{-n})$ is invertible for $\lambda$ sufficiently large, we conclude that the last equality holds true for every $\lambda \in \mathbb{C} \setminus \Omega_n$.

The condition occurring in Proposition 3.4 is exactly the same as the one in the famous Brown–Douglas–Fillmore theorem which says that an operator $T \in \mathcal{B}(\mathcal{H})$ is of the form ‘normal plus compact’ if and only if it is essentially normal (i.e. $T^*T - TT^* \in \mathcal{K}(\mathcal{H})$) and $\text{index}(\lambda I - T) = 0$ for every $\lambda$ outside of the essential spectrum of $T$ (i.e. $\lambda \in \mathbb{C} \setminus \sigma(\pi T)$).

**Corollary 3.5.** Suppose that $(Q(t))_{t \geq 0} \subset \mathcal{B}(\mathcal{H})$ is a collection of normal operators which satisfy the semigroup property modulo the compacts, that is,
\[
Q(s + t) - Q(s)Q(t) \in \mathcal{K}(\mathcal{H}) \quad (s, t \geq 0).
\]
Assume also that $(q(t))_{t \geq 0} = (\pi Q(t))_{t \geq 0} \subset \mathcal{Q}(\mathcal{H})$ is a $C_0$-semigroup under any faithful $^*$-representation of $\mathcal{Q}(\mathcal{H})$. Then, there exists a dyadic semigroup $(T(t))_{t \in \mathbb{D}} \subset \mathcal{B}(\mathcal{H})$ such that $Q(t) - T(t) \in \mathcal{K}(\mathcal{H})$ for each $t \in \mathbb{D}$, whenever
\[
\lim_{(1)} \text{Ext}(S\Omega_n) = 0.
\]

**Proof.** By the assumption, each $q(t)$ has a normal lift and therefore the condition of Proposition 3.4 is satisfied. Hence, the extension of $\Omega$ produced by Proposition 3.1 belongs to $\ker P$. A glance at Milnor’s exact sequence now shows that (3.5) implies that the resulting extension is trivial. It remains to apply the lifting lemma (Lemma 2.6 without the continuity assertions). \qed
4. Continuity of lifting

4.1. Calkin representation and the zero element. We will be now dealing with $C_0$-semigroups in $Q(H)$ with respect to some concrete representations of $Q(H)$ as subalgebras of $B(H)$ for a Hilbert space $H$. The original construction by Calkin [8] goes as follows.

Let $\mathcal{U}$ be any nonprincipal ultrafilter on $\mathbb{N}$ which we keep fixed for the rest of the paper. The limit along $\mathcal{U}$ gives rise to a positive functional $\text{LIM}_{\mathcal{U}} \in \ell_\infty^*$ which satisfies $\liminf_n a_n \leq \text{LIM}_{\mathcal{U},\mathcal{U}} a_n \leq \limsup_n a_n$ for every real valued $(a_n) \in \ell_\infty$. Let $\mathcal{U}$ be the collection of all weakly null sequences in $H$ on which we consider an equivalence relation $(x_n) \sim (y_n)$ defined by $\lim_n \|x_n - y_n\| = 0$. We write $\mathcal{U}^\sim$ for the collection of all equivalence classes and $[(x_n)]^\sim$ for the equivalence class of a sequence $(x_n) \in \mathcal{U}$. The formula

$$\langle [(x_n)]^\sim, [(y_n)]^\sim \rangle = \text{LIM}_{n,\mathcal{U}} (\langle x_n, y_n \rangle)_{n=1}^\infty$$

gives rise to an inner product in $\mathcal{U}^\sim$. Notice that, by the Cauchy–Schwarz inequality, the right-hand side does not depend on the choice of representatives. Also, if $(x_n)$ is not a null sequence, then $\langle [(x_n)]^\sim, [(x_n)]^\sim \rangle > 0$.

Let $H$ be the completion of $\mathcal{U}^\sim$ under the norm $\|[(x_n)]^\sim\| = \text{LIM}_{n,\mathcal{U}}\|x_n\|$. Then, $H$ is a Hilbert space of density $\mathfrak{c}$ such that $Q(H)$ can be faithfully represented on $B(H)$ in the following way. For any $T \in B(H)$, define $\Phi_0(T)$ to be the linear operator on $\mathcal{U}^\sim$ given by $\Phi_0(T)[(x_n)]^\sim = [(Tx_n)]^\sim$. Since $\|\Phi_0(T)\| \leq \|T\|$, there is a unique extension of $\Phi_0(T)$ to a bounded linear operator on $H$ which we denote by $\Phi(T)$. Obviously, the map $T \mapsto \Phi(T) \in B(H)$ is a $^*$-homomorphism and since $\ker \Phi = \mathcal{K}(H)$, we can define an induced map

$$\gamma: Q(H) \to B(H), \quad \gamma(\pi(T)) = \Phi(T) \quad (T \in B(H)),$$

which is a faithful representation of $Q(H)$. In what follows, we shall call $\gamma$ the Calkin representation. If we want to stress that it comes from the ultrafilter $\mathcal{U}$, we call it the $\mathcal{U}$-Calkin representation. A thorough study of Calkin’s representations was done by Reid in [23], whereas other, more subtle representations, with type $\Pi_\infty$ factor as the range, were constructed by Anderson and Bunce (see [1] and [2]).

The next technical lemma refers to the well-known criterion for SOT-continuity of an operator semigroup $(T(t))_{t \geq 0}$ on a Banach space $X$, which requires $T(t)$ to be uniformly bounded on an interval $[0, \delta]$ and converge in norm pointwise on a dense subset of $X$ (see [14] Prop. 1.3).

Lemma 4.1. Let $X$ be an admissible compact metric space and let $\Gamma \in \text{Ext}(X)$ induce a dyadic semigroup $(q(t))_{t \in D} \subset Q(H)$. Let also $\gamma$ be a faithful $^*$-representation of $Q(H)$ on a Hilbert space $H$. Assume that for some dense set $D \subset H$ we have

$$\lim_{t \in D, t \to 0} \gamma(q(t))x = x \quad \text{for each } x \in D.$$

Then $\text{SOT-lim}_{t \in D, t \to 0} \gamma(q(t)) = I_H$ and there is a $C_0$-semigroup $(T(t))_{t \geq 0} \subset B(H)$ which extends $(\gamma(q(t)))_{t \in D}$.

Proof. For any sequence $(t_n)_{n=1}^\infty \subset D$ with $t_n \to 0$, consider the compact set $K = \{0\} \cup \{t_n: n \in \mathbb{N}\}$ and notice that the map $K \ni t \mapsto \gamma(q(t))$, where $\gamma(q(0)) = I_H$, is norm
bounded and such that $K \ni t \mapsto \gamma(q(t))x$ is continuous on $K$ for $x \in D$. Fix $y \in \mathbb{H}$, $\varepsilon > 0$, and pick $x \in D$, $\delta > 0$ and $M > 0$ such that $\|x - y\| < \varepsilon$, $\|\gamma(q(t))x - x\| < \varepsilon$ for $t \in K$ with $t < \delta$, and $\|\gamma(q(t))\| \leq M$ for every $t \in K$. Then, by triangle inequality, $\|\gamma(q(t))y - y\| < (M + 2)\varepsilon$ for each $t \in K$, $t < \delta$, which shows that $\operatorname{SOT-lim}_{n \to \infty} \gamma(q(t)) = I_H$ and hence $\operatorname{SOT-lim}_{t \to 0} \gamma(q(t)) = I_H$.

Fix any $x \in \mathbb{H}$ and notice that in view of Remark 2.3, for any $s, t \in \mathbb{D}$, $s < t$, we have

$$\|\gamma(q(t))x - \gamma(q(s))x\| \leq \|q(s)\| \cdot \|\gamma(q(t))x - x\| \leq e^{\varepsilon t} \|\gamma(q(t))x - x\|.$$

Hence, the map $D \ni t \mapsto \gamma(q(t))x$ is uniformly continuous on $[0, T] \cap \mathbb{D}$ for any $T > 0$. We denote its continuous extension to the whole of $[0, \infty)$ by $T(\cdot)x$, so that for every $x \in \mathbb{H}$ we have a continuous function $[0, \infty) \ni t \mapsto T(t)x$. Since for any $t \in [0, \infty) \setminus \mathbb{D}$ and $x \in \mathbb{H}$, we have $T(t)x = \lim_{u \to t} \gamma(q(u))x$, the map $x \mapsto T(t)x$ is a bounded linear operator on $\mathbb{H}$. Therefore, $(T(t))_{t \geq 0}$ is a $C_0$-semigroup in $\mathcal{B}(\mathbb{H})$ which satisfies $T(t) = \gamma(q(t))$ for $t \in \mathbb{D}$.

Remark 4.2. Of course, the same proof as above works also in a simpler situation, where $(Q(t))_{t \in \mathbb{D}} \subset \mathcal{B}(\mathcal{H})$ is a dyadic semigroup satisfying:

- $\sup_{t \in [0, s]} \|Q(t)\| < \infty$ for every $s > 0$;
- $\operatorname{SOT-lim}_{t \to 0} Q(t) = I$.

Then there is a $C_0$-semigroup $(Q(t))_{t \geq 0} \subset \mathcal{B}(\mathcal{H})$ which extends the given one.

Theorem 4.3. Let $X$ be an admissible compact metric space, $X = \varinjlim X_n$, where each $X_n$ is given by (2.2) and $Z \subset \mathbb{C}$ a closed set with

$$\eta := \inf_{z \in Z} \operatorname{Re} z \leq \sup_{z \in Z} \operatorname{Re} z =: \zeta < \infty.$$

(i) In order that $\Theta \in \operatorname{Ext}_{C_{0}(\mathbb{H})}(X)$ for the fixed $\mathcal{U}$-Calkin representation, it is necessary that $-\infty < \eta \leq \zeta < \infty$ and $\lim_{n \to \infty} |1 - \pi_n(\xi)| = 0$ for every $\xi \in X$.

(ii) In order that $\Theta \in \operatorname{Ext}_{C_{0}(\mathcal{H})}(X)$ for all $\mathcal{U}$-Calkin representations, with any $\mathcal{V} \in \mathbb{B}(\mathcal{H})$, it suffices that $|1 - \pi_n(\xi)| = O(2^{-n})$ uniformly for $\xi \in X$.

(iii) We have $\Theta \in \operatorname{Ext}_{C_{0}(\mathcal{H})}(X)$ for all $\mathcal{V}$-Calkin representations, with any $\mathcal{V} \in \mathbb{B}(\mathcal{H})$, if and only if for one (equivalently: for every) dense subset $\{\xi_k: k \in \mathbb{N}\} \subset X$, and any sequences $(L_n)_{n=1}^\infty$, $(S_n)_{n=1}^\infty$ of positive integers satisfying $\lim_{n \to \infty} 2^{-L_n} S_n = 0$, we have

$$\left(1 - \pi_{L_n}(\xi_k) S_n\right)_{k=1}^\infty \xrightarrow{\ell_\infty} 0 \text{ in } \ell_\infty.$$

Proof. As we know, the zero element $\Theta$ is determined by a Busby invariant $\tau = \pi \sigma$, where $\sigma: C(X) \to \mathcal{B}(\mathcal{H})$ is a *-homomorphism given by $\sigma(f) = \bigoplus_{k=1}^\infty f(\xi_k)I_{H_k}$, where $\{\xi_k: k \in \mathbb{N}\}$ is an arbitrary dense subset of $X$ and $\mathcal{H} \cong \bigoplus_{k=1}^\infty H_k$ is a decomposition into infinite-dimensional subspaces. Recall also that the dyadic semigroup $(q(t))_{t \in \mathbb{D}}$ generated by $\Theta$ is the extension of the semigroup $(q(t))_{n \geq 0}$ given by $q(t) = \tau(\pi_{\ell_1} \cdots \pi_{\ell_k})$.

Consider any $t \in \mathbb{D}$ of the form $t = 2^{-\ell_1} + \ldots + 2^{-\ell_k}$, where $1 \leq \ell_1 < \ldots < \ell_k$ are integers. Then

$$q(t) = q(2^{-\ell_1}) \cdots q(2^{-\ell_k}) = \tau(\pi_{\ell_1} \cdots \pi_{\ell_k})$$
and since
\begin{equation}
\pi^2_i \ell = \pi^i_i \quad \text{for each} \ 1 \leq i \leq k,
\end{equation}
we can write \( q(t) = \tau(\pi^\alpha_i) \), where \( s = \sum_{i=1}^{k} 2^{\ell_i - \ell_i} \). Now, let \((t_n)_{n=1}^\infty \subset \mathbb{D}\) be any sequence converging to zero,\( t_n = 2^{-\ell_n,1} + \ldots + 2^{-\ell_n,k} \quad (n \in \mathbb{N}) \)
with integers \( 1 \leq \ell_n,1 < \ldots < \ell_n,k \), and define:
\begin{equation}
F_n = \ell_n,1, \quad L_n = \ell_n,k, \quad S_n = \sum_{i=1}^{k} 2^{\ell_n,i-F_n} \quad (n \in \mathbb{N}).
\end{equation}
Note that \( t_n \rightarrow 0 \) if and only if \( F_n \rightarrow \infty \). Observe also that \( S_n = 1 + \sum_{m \in M} 2^m \) for some \( M \subseteq \{1,2,\ldots,L_n - F_n\} \), hence \( 1 \leq S_n \leq 2^{L_n-F_n+1} - 1 \) from which it follows that \( 2^{-L_n} S_n \rightarrow 0 \) as \( n \rightarrow \infty \). Applying (4.1) to \( t_n \) we obtain \( q(t_n) = \tau(\pi^S_n) \) for each \( n \in \mathbb{N} \). Therefore, for any \( x = [(x_j)]_\sim \in \mathcal{W}^\sim \) and \( n \in \mathbb{N} \), we have
\begin{align*}
x - \gamma(q(t_n))x &= x - \gamma \left\{ \bigoplus_{k=1}^{\infty} \pi^S_n (\xi_k) S_n I_{H_k} \right\} x \\
&= \left[ \left( \bigoplus_{k=1}^{\infty} (1 - \pi^S_n (\xi_k) S_n) I_{H_k} x_j \right)^\sim \right] \\
&= \left[ \left( \sum_{k=1}^{\infty} (1 - \pi^S_n (\xi_k) S_n) P_k x_j \right)^\sim \right],
\end{align*}
where \( P_k \) is the orthogonal projection onto \( H_k \). Set \( \omega_j,k = ||P_k x_j||^2 \) and notice that if \( (x_j) \) runs through the collection of all weakly null sequences in \( H \), then \( \varpi = (\omega_j,k)_{j,k \in \mathbb{N}} \) is a matrix of nonnegative entries such that \( \sup_j \sum_{k=1}^{\infty} \omega_j,k < \infty \), as \( \sum_{k=1}^{\infty} \omega_j,k = \sum_{k=1}^{\infty} ||P_k x_j||^2 = ||x_j||^2 \) for every \( j \in \mathbb{N} \). Conversely, since all the \( H_k \) are infinite-dimensional, every such matrix corresponds to some weakly null sequence \( (x_j) \subset H \). Therefore, the condition
\begin{equation}
\lim_{n \rightarrow \infty} ||x - \gamma(q(t_n))x||_{\mathcal{W}} = 0 \quad \text{for every} \quad x \in \mathcal{W}^\sim
\end{equation}
is equivalent to saying that
\begin{equation}
\lim_{n \rightarrow \infty} \text{LIM}_{j,\mathcal{W}} \sum_{k=1}^{\infty} \omega_j,k |1 - \pi^S_n (\xi_k) S_n|^2 = 0
\end{equation}
for every matrix \( \varpi \) as described above.

For any \( n \in \mathbb{N} \), the fixed dense set \( \{\xi_k: k \in \mathbb{N}\} \subset X \) and \( (t_n) \subset \mathbb{D} \) with \( t_n \rightarrow 0 \), define
\begin{equation}
\xi^{(n)} = (|1 - \pi^S_n (\xi_k) S_n|)^\infty_{k=1} \in \ell^\infty.
\end{equation}
notice that this is indeed a bounded sequence, as
\[
\|\xi^{(n)}\|_\infty = \sup_{k \in \mathbb{N}} |1 - \pi_{L_n}(\xi_k)^{S_n}| \\
= \sup \{|1 - z^{S_n}| : z \in \exp\left(2^{-L_n}Z\right)\} \leq 1 + \exp\left(2^{-L_n}S_n\zeta\right).
\]
(4.6)

Putting \(\omega_{j,k} = c_k\) for all \(j, k \in \mathbb{N}\) in condition (4.4), where \(c_k \geq 0\) and \(\sum_{k=1}^{\infty} c_k = 1\), we obtain \(\sum_{k=1}^{\infty} c_k \xi_k^{(n)} \to 0\) as \(n \to \infty\) from which it follows that \((\xi^{(n)})_{n=1}^{\infty}\) converges to zero in the weak* topology on \(\ell_\infty\). Note that if \(\eta = -\infty\), we would have \(0 \in X_n\) for each \(n \geq 0\), hence \(0 = (0, 0, \ldots) \in X\) and taking e.g. \(\xi_1 = 0\) we see that the \((\xi^{(n)})_{n=1}^{\infty}\) would not converge weak* to zero, hence we must have \(\eta > -\infty\). Finally, for any \(\zeta < \infty\), (4.6) shows that \(\sup_{n \in \mathbb{N}} \|\xi^{(n)}\|_\infty\) is finite, thus the weak* convergence of this sequence is equivalent to coordinatewise convergence. This finishes the proof of assertion (i).

Next, we shall prove assertion (iii). According to Lemma 4.1, we have \(\Theta \in \text{Ext}_{(\alpha, \gamma)}(X)\) under a \(\mathcal{V}\)-Calkin representation \(\gamma\) if and only if condition (4.3) is valid for every sequence \((t_n)_{n=1}^{\infty} \subset \mathbb{D}\) with \(t_n \to 0\). This is in turn equivalent to condition (4.4) being valid for:

- every \(\mathcal{V} \in \beta \mathbb{N} \setminus \mathbb{N}\) in place of \(\mathcal{W}\),
- every matrix \(\mathcal{W} = (\omega_{j,k})_{j,k \in \mathbb{N}}\) with nonnegative entries such that \(\sup_j \sum_{k=1}^{\infty} \omega_{j,k} < \infty\),
- and every dense set \(\{\xi_k : k \in \mathbb{N}\} \subset X\).

Of course, it does not depend on the particular choice of \(\{\xi_k : k \in \mathbb{N}\}\), as we know that the property of inducing a SOT-continuous semigroup is preserved by taking an equivalent extension (see Remark 2.5). Moreover, the first two quantifiers can be replaced by saying simply that
\[
\lim_{n \to \infty} \text{LIM}_{k, \mathcal{V}} \xi_k^{(n)} = 0 \quad \text{for every } \mathcal{V} \in \beta \mathbb{N}.
\]
(4.7)

To see this, note that for every choice of \(\mathcal{V}\) and \(\mathcal{W}\), the map \(\ell_\infty \ni \xi \mapsto \text{LIM}_{j, \mathcal{V}} \sum_{k=1}^{\infty} \omega_{j,k} \xi_k\) is an element of \(\ell_\infty\), therefore (4.4) assumed for all choices of \(\mathcal{V}\) and \(\mathcal{W}\) is (formally) weaker than saying that \((\xi^{(n)})_{n=1}^{\infty}\) converges weakly to zero (here, we can obviously omit the square). On the other hand, taking \(\omega_{j,k} = 1\) for any \(j = k \in \mathbb{N}\) and \(\omega_{j,k} = 0\) otherwise, we see that (4.4) implies (4.7) (we can include \(\mathcal{V} \in \mathbb{N}\) in that condition, as we have already observed that (4.4) implies the coordinatewise convergence). Therefore, if \(\Theta \in \text{Ext}_{(\alpha, \gamma)}(X)\) for every \(\mathcal{V}\)-Calkin representation, then, as we have seen in part (i), the sequence \((\xi^{(n)})_{n=1}^{\infty}\) is uniformly bounded and, by (4.7), we have \(\lim_{n \to \infty} \xi^{(n)}(\mathcal{V}) = 0\) for every \(\mathcal{V} \in \beta \mathbb{N}\). As it is well-known, boundedness and pointwise convergence of sequences in \(C(K)\)-spaces implies weak convergence (see, e.g., [15, Cor. 3.138]), therefore \(\xi^{(n)} \overset{w}{\to} 0\).

Recall that the parameters \(L_n\) and \(S_n\) were defined in terms of \(t_n \in \mathbb{D}\) and since \((t_n)_{n=1}^{\infty}\) was an arbitrary sequence of positive dyadic numbers converging to zero, it is easily seen that the above condition must be valid for \((\xi^{(n)})_{n=1}^{\infty}\) defined by (4.5) with arbitrary sequences \((L_n)_{n=1}^{\infty}\), \((S_n)_{n=1}^{\infty} \subset \mathbb{N}\) satisfying \(2^{-L_n}S_n \to 0\). Indeed, if we suppose that this is not true for some choice of such sequences, then, by passing to subsequences, we could assume that \(2^{-L_n}S_n < 2^{-n}\) \((n \in \mathbb{N})\) are such that condition (4.4) fails to hold for every \(\mathcal{W}\) and every \(\mathcal{V} \in \beta \mathbb{N}\) in place of \(\mathcal{W}\). But then, for each \(n \in \mathbb{N}\), we define \(t_n \in \mathbb{D}\) by
$t_n = 2^{-n} + \varepsilon_1 2^{-(n+1)} + \ldots + \varepsilon_{L_n-n} 2^{-L_n}$ with $\varepsilon_i \in \{0, 1\}$ arranged so that $S_n = 1 + \sum_{i=1}^{L_n-n} \varepsilon_i 2^i$. This is, of course, possible since $1 \leq S_n < 2^{L_n-n}$. In this way we obtain a sequence $(t_n)_{n=1}^{\infty} \subset \mathbb{D}$ with $t_n \to 0$ and such that $F_n = n$, $L_n$ and $S_n$ $(n \in \mathbb{N})$ correspond to $t_n$ via definition (4.2). But for all such sequences condition (4.3) is true, a contradiction.

Conversely, if for all sequences $(L_n)_{n=1}^{\infty}, (S_n)_{n=1}^{\infty} \subset \mathbb{N}$ satisfying $2^{-L_n} S_n \to 0$ and any dense set $\{\xi_k : k \in \mathbb{N}\} \subset X$, we have $\xi^{(n)}_{\psi(n)} \to 0$, then (4.3) holds true for every $(t_n)_{n=1}^{\infty} \subset \mathbb{D}$ and $\gamma$ being any $\mathcal{Y}$-Calkin representation, which, as we know from Lemma 4.4 guarantees that $\Theta \in \text{Ext}_{C_0, \gamma}(X)$. This finishes the proof of assertion (iii).

In order to show (ii), fix any sequences $(L_n)_{n=1}^{\infty}, (S_n)_{n=1}^{\infty} \subset \mathbb{N}$ with $2^{-L_n} S_n \to 0$. For any $\xi \in X$, we have

\begin{equation}
|1 - \pi_L (\xi)^{S_n}| = |1 - \pi_L (\xi)| \cdot |1 + \pi_L (\xi) + \pi_L (\xi)^2 + \ldots + \pi_L (\xi)^{S_n-1}|.
\end{equation}

For any sequence $(\varepsilon_n)_{n=1}^{\infty}$ of arbitrarily small positive numbers, and $n \in \mathbb{N}$, we may pick $z_n \in Z$ such that $|\pi_L (\xi) - \exp(2^{-L_n} z_n)| < \varepsilon_n$. By subtracting suitable integer multiples of $2\pi i$ from each $z_n$, we may also assume that $2^{-L_n} z_n \to 0$ (though $z_n$ may now not belong to $Z$). Next, by increasing $\varepsilon_n$’s, we see that the second factor in (4.8) can be arbitrarily close to

\[
\left| \frac{1 - \exp(2^{-L_n} S_n z_n)}{1 - \exp(2^{-L_n} z_n)} \right| = \left| \frac{1 - \exp(2^{-L_n} S_n z_n)}{2^{-L_n} S_n z_n} \right| \cdot \left| \frac{2^{-L_n} z_n}{1 - \exp(2^{-L_n} z_n)} \right| \cdot S_n = O(S_n)
\]

(we may, of course, consider only those $n$ for which all the denominators are nonzero). By the assumption of (ii), the first factor in (4.8) is $O(2^{-L_n})$. Hence,

\[
|1 - \pi_L (\xi)^{S_n}| = O(2^{-L_n} S_n) = o(1)
\]

uniformly for $\xi \in X$, which obviously implies that the condition of weak convergence in assertion (iii) holds true. \hfill \Box

**Example 4.4.** Observe that the sufficient condition in assertion (ii) above is compatible with the well-known asymptoticity $\lim_{n \to \infty} n(\sqrt{a} - 1) = \log a$ for any $a > 0$. For instance, let $Z = \{s + it : (s, t) \in [-1, 0] \times [-\pi, \pi]\}$. Then $X_n = \exp(2^{-n} Z)$ is the set of complex numbers $z$ with $e^{-2^{-n}} \leq |z| \leq 1$ and $-2^{-n} \pi \leq \text{Arg} z \leq 2^{-n} \pi$. Hence, for any $\xi \in X$ we have

\[
|1 - \pi_n (\xi)| = \max \{ |1 - e^{-2^{-n} \pi i}|, |1 - e^{-2^{-n}(1+\pi i)}| \}
\]

which for $n$ large enough (so that $2^{-n}$ is smaller than the smallest positive root of the equation $1 + e^{-x} = 2 \cos \pi x$) equals

\[
|1 - e^{-2^{-n}(1+\pi i)}| = \sqrt{(1 - e^{-2^{-n}})^2 + 2e^{-2^{-n}}(1 - \cos 2^{-n} \pi)} = O(2^{-n}).
\]

Obviously, it follows from this example that the sufficient condition from assertion (ii) is satisfied for $Z$ being an arbitrary compact subset of the complex plane.

**Example 4.5.** As in Example 2.9 let $Z = i\mathbb{R}$ and $X_n = \exp(2^{-n} Z) = S^1$ for $n = 0, 1, 2, \ldots$. Notice that each element $\xi$ of $\Sigma_2 = \lim_{\xi \to 0} \{ S^1, z^2 \}$ is uniquely determined by a choice of $\pi_0 (\xi) \in S^1$ and a sequence $(\varepsilon_n)_{n=1}^{\infty} \in \{0, 1\}^N$, in the sense that for each $n \in \mathbb{N}$, if $\pi_{n-1} (\xi) = 0$ then $\pi_n (\xi) = 1$ and vice versa.
$e^{it}$, then $\pi_n(\xi) = e^{i(t+2\varepsilon n\pi)/2}$. Obviously, for almost all choices of $(\varepsilon_i)_{i=1}^\infty$, the sequence $(\pi_n(\xi))_{n=0}^\infty$ diverges, thus the necessary condition in Theorem 4.3(i) is not satisfied. Hence, we have $\Theta \not\in \text{Ext}_{\mathcal{C}_0,\gamma}(\Sigma)$.

It is known that weak convergence in $B(\Sigma)$-spaces, that is, Banach spaces of bounded measurable functions, where $\Sigma$ is a $\sigma$-algebra on some set $A$, can be characterized in terms of quasi-uniform convergence; see [11] §VI.6. Namely, a sequence $(f_n)_{n=1}^\infty \subset B(\Sigma)$ is weakly null if and only if it is bounded, pointwise convergent to zero and every its subsequence $(f_{n_k})_{k=1}^\infty$ satisfies the following condition: for each $\varepsilon > 0$ and $k_0 \in \mathbb{N}$ there are indices $k_0 \leq k_1 < \ldots < k_j$ such that $\min_{1 \leq i \leq j} |f_{n_{k_i}}(a)| < \varepsilon$ for every $a \in A$ (see [11] Thm. VI.6.31). We can therefore reformulate the characterization in assertion (iii) into perhaps a more directly applicable form.

**Corollary 4.6.** Let $X$ be an admissible compact metric space, $X = \lim X_n$, where each $X_n$ is given by (2.2) and $Z$ is a closed subset of $\{z \in \mathbb{C}: \Re z \leq \zeta < \infty\}$. Then $\Theta \in \text{Ext}_{\mathcal{C}_0,\gamma}(X)$ for all $\mathcal{V}$-Calkin representations, with any $\mathcal{V} \in \beta\mathbb{N} \setminus \mathbb{N}$, if and only if the following two conditions hold true:

- $\lim_{n \to \infty} |1 - \pi_n(\xi)| = 0$ for every $\xi \in X$;
- for any sequences $(L_n)_{n=1}^\infty$, $(S_n)_{n=1}^\infty$ of positive integers satisfying $\lim_{n \to \infty} 2^{-L_n}S_n = 0$, and $\varepsilon > 0$ and $n_0 \in \mathbb{N}$, there exist indices $n_0 \leq n_1 < \ldots < n_k$ such that

\[
\min_{1 \leq i \leq k} |1 - \pi_{L_{n_i}}(\xi)| < \varepsilon \quad \text{for every } \xi \in X.
\]

**Proof.** The necessity follows directly from Theorem 4.3(iii) which yields (4.9) for $\xi_k$ from a dense subset of $X$ in place of $\xi$, but this, of course, implies that the estimate is valid for every $\xi \in X$. For sufficiency, recall that by (4.6), the assumption $\zeta = \sup_{z \in Z} \Re z < \infty$ implies that for any dense set $\{\xi_k: k \in \mathbb{N}\} \subset X$ and any $(L_n)_{n=1}^\infty$, $(S_n)_{n=1}^\infty$, as above, the sequence $(\xi^{(n)})_{n=1}^\infty \subset \ell_\infty$ given by (4.5) is bounded. Also, since we allow $(L_n)_{n=1}^\infty$ and $(S_n)_{n=1}^\infty$ to be arbitrary sequences satisfying $2^{-L_n}S_n \to 0$, every subsequence of $(\xi^{(n)})_{n=1}^\infty$ has the property of quasi-uniform convergence. Therefore, it is weakly convergent to zero due to the above quoted characterization [11] Thm. VI.6.31. The result now follows from Theorem 4.3(iii). \[\square\]

### 4.2. Lifting to a $C_0$-semigroup

Now, we show that (under Calkin’s representation) any semigroup lifting preserves SOT-continuity, provided that the underlying inverse limit is a perfect compact metric space.

**Theorem 4.7.** Let $(q(t))_{t \geq 0} \subset Q(\mathcal{H})$ be a $C_0$-semigroup of normal operators under Calkin’s representation, which corresponds to the zero extension $\Theta$ of the inverse limit $\Delta$ as in Proposition 3.7. If $\Delta$ has no isolated points, then $(q(t))_{t \in \mathbb{D}}$ admits a lift to a $C_0$-semigroup $(Q(t))_{t \in \mathbb{D}} \subset B(\mathcal{H})$.

\[\text{More generally, we may assume that } (q(t))_{t \in \mathbb{D}} \subset Q(\mathcal{H}) \text{ is a } C_0\text{-semigroup such that its } C_0\text{-extension } (T(t))_{t \geq 0} \subset B(\mathcal{H}) \text{ consists only of normal operators; see the analogous remark before Proposition 3.7.}\]
Proof. For readability we divide the proof into several parts.

**Part 1.** Using the notation from Proposition 3.1, consider a splitting unital $\ast$-homomorphism $\rho : C(\Delta) \to E$ so that in the diagram below

$$
0 \longrightarrow K(H) \xrightarrow{\iota} E \xrightarrow{\theta} C(\Delta) \longrightarrow 0
$$

we have $\theta \rho = \text{id}_{C(\Delta)}$. Let $A_0 = C^\ast(\{q(2^{-n})\}_{n \geq 0}, 1_{Q(H)})$. Then $A = \gamma(A_0)$ is a separable commutative $C^\ast$-subalgebra of $B(H)$; we denote by $E$ be its spectral measure. According to the spectral theorem, the inverse of the Gelfand transform of $A$, which we call $\Psi$, extends to an isometric $\ast$-isomorphism of $L^\infty(E)$ onto a $C^\ast$-subalgebra $B \subset B(H)$.

For $x, y \in H$, let $E_{x,y}$ be the corresponding scalar measure induced by $E$, so that we have

$$
\langle Tx, y \rangle = \int_\Delta \gamma^{-1}(T) \, dE_{x,y} \quad (T \in A).
$$

Define $f_n = \overline{q(2^{-n})}$ for $n = 0, 1, 2, \ldots$ and note that

$$
\text{SOT-}\lim_{n \to \infty} \Psi(f_n) = \text{SOT-}\lim_{n \to \infty} \gamma(q(2^{-n})) = I,
$$

as $(q(t))_{t \geq 0}$ is a $C_0$-semigroup.

**Claim 1.** For every $n = 0, 1, 2, \ldots$, we have $\Psi(f_n) = \gamma(\pi(\rho(f_n)))$.

To see this, recall that $\theta \rho = \text{id}_{C(\Delta)}$, thus for each $n = 0, 1, 2, \ldots$, we have $\pi \rho(f_n) = f_n$ and hence $\pi \rho(f_n) = q(2^{-n})$ as the Gelfand transform is injective. Composing with $\gamma$ we obtain our claim.

**Claim 2.** For every $x \in H$, we have $f_n \rightharpoonup 1$ in $L^2(\Delta, E_{x,x})$.

By Claim 1, $\text{SOT-}\lim_{n \to \infty} \Psi(f_n) = I$ and hence for any fixed $x \in H$, we have

$$
\lim_{n \to \infty} \|\Psi(f_n - 1)x\| = 0.
$$

On the other hand,

$$
\|\Psi(f_n - 1)x\|^2 = \langle \Psi(f_n - 1)x, \Psi(f_n - 1)x \rangle
$$

$$
= \langle \Psi(|f_n - 1|^2)x, x \rangle = \int_{\Delta} |f_n - 1|^2 \, dE_{x,x}
$$

which, jointly with (4.12), proves our claim.

**Part 2.** Now, coming back to the splitting sequence [10], let $E_0 = \rho(C(\Delta))$. As $\rho$ is a representation of $C(\Delta)$ on the separable Hilbert space $H$, there exists a regular Borel measure $\mu$ on $\mathcal{M} := E_0'' \subset B(H)$ such that $\mathcal{M}$ is $\ast$-isomorphic to $L^\infty(\mu)$ via a homeomorphism...
between $\mathcal{M}$ with the weak operator topology and $L^\infty(\mu)$ with the weak* topology (see [9, Thm. II.2.5]). Moreover, $\mu$ is obtained by the formula $\mu = \sum_{n=1}^\infty 2^{-n}\mu_n$ corresponding to a decomposition $\rho = \bigoplus_n \rho_n$ into at most countably many cyclic subrepresentations of $\rho$; each $\mu_n$ is the representing measure for the functional $C(\Delta) \ni g \mapsto \langle \rho(g)x_n,x_n \rangle$, where $x_n \in \mathcal{H}$ is a fixed unit cyclic vector of $\rho_n$.

Consider the following two statements:

\((\ast)\) For every $x \in \mathcal{H}$, there is $x \in \mathbb{H}$ such that the representing measure for the functional $C(\Delta) \ni g \mapsto \langle \rho(g)x,x \rangle_\mathcal{H}$ is absolutely continuous with respect to the representing measure for the functional $C(\Delta) \ni g \mapsto \langle \gamma \circ \pi \circ \rho(g)x,x \rangle_\mathbb{H}$.

\((\ast\ast)\) For every $x \in \mathcal{H}$, there is $x \in \mathbb{H}$ such that

$$\langle \rho(g)x,x \rangle_\mathcal{H} \leq \langle \gamma \circ \pi \circ \rho(g)x,x \rangle_\mathbb{H}$$

for any function $g \in C(\Delta)$, $g \geq 0$.

Suppose, for a moment, that condition \((\ast)\) is satisfied and for each cyclic vector $x_n$, corresponding to the above-mentioned decomposition $\rho = \bigoplus_n \rho_n$, pick a unit vector $x_n \in \mathbb{H}$ such that

$$\mu_n \ll \lambda_n, \quad \text{where} \quad \langle \gamma \circ \pi \circ \rho(g)x_n,x_n \rangle_\mathbb{H} = \int_\Delta g \, d\lambda_n \quad (g \in C(\Delta)).$$

Then, obviously,

$$\mu \ll \lambda := \sum_n 2^{-n}\lambda_n$$

(as before, the sum has finitely or countably many terms).

\textbf{Claim 3.} $f_n \xrightarrow{w^*} 1$ in $L^\infty(\lambda)$ and $f_n \rightarrow 1$ in $L^2(\lambda)$.

To see this, first note that $M := \sup_n \|f_n - 1\|_\infty < \infty$ which follows from the fact that $\|f_n\|_\infty = \|q(2^{-n})\| = \|\exp(2^{-n}A)\| \leq \max\{1, \exp(\sup_{z \in \sigma(A)} \text{Re } z)\}$, where $A$ is the generator of $(q(t))_{t \geq 0}$. Now, fix any $h \in L^1(\lambda)$, that is,

$$\sum_n 2^{-n} \int_\Delta |h| \, dE_{x_n,x_n} < \infty.$$

(Notice that in view of (4.11) and (4.13), each $\lambda_n$ is in fact $E_{x_n,x_n}$, so that $\lambda = \sum_n 2^{-n}E_{x_n,x_n}$.) For any $\varepsilon > 0$, pick $N \in \mathbb{N}$ so large that $\sum_{j>N} 2^{-j}\|h\|_{L^1(\lambda_j)} < \varepsilon/M$ and then, using Claim 2, pick $n_0 \in \mathbb{N}$ such that $\left| \int_\Delta (f_n - 1)h \, d\lambda_j \right| < \varepsilon$ for all $n \geq n_0$ and $1 \leq j \leq N$. Then, we have

$$\left| \int_\Delta (f_n - 1)h \, d\lambda \right| = \sum_{j=1}^\infty 2^{-j} \left| \int_\Delta (f_n - 1)h \, d\lambda_j \right| \leq \sum_{j=1}^N 2^{-j} \left| \int_\Delta (f_n - 1)h \, d\lambda_j \right| + M \sum_{j=N+1}^\infty 2^{-j}\|h\|_{L^1(\lambda_j)} < 2\varepsilon.$$
which proves the first part of our claim. The second one is proved by a similar calculation.

Consequently, once (4.14) has been proved, Claim 3 implies that we also have \( f_n \xrightarrow{w*} 1 \) in \( L^\infty(\mu) \), as well as \( f_n \to 1 \) in \( L^2(\mu) \). Indeed, if \( h = d\mu/d\lambda \in L^1(\lambda) \) is the Radon–Nikodym derivative, then for any bounded Borel function \( g: \Delta \to \mathbb{C} \), we have \( gh \in L^1(\lambda) \) and by Claim 3,

\[
\int_\Delta (f_n - 1) g \, d\mu = \int_\Delta (f_n - 1) gh \, d\lambda \xrightarrow{n \to \infty} 0.
\]

Using the fact that every bounded sequence in a dual Banach space \( X^* \) which is pointwise convergent on a dense subset of \( X \) must be weak* convergent, jointly with the fact that bounded Borel functions are dense in \( L^1(\mu) \), we obtain the first assertion. For showing the \( L^2 \)-convergence, we note that a simple argument, similar to the one in the proof of Claim 3, yields

\[
\int_\Delta |f_n - 1|^2 \, d\mu = \int_\Delta |f_n - 1|^2 h \, d\lambda \xrightarrow{n \to \infty} 0.
\]

According to the remarks from the first paragraph of this part of the proof, we conclude that condition (\( \ast \)) implies that \( (\rho(f_n))_{n=0}^\infty \) converges in the weak operator topology to the identity \( I \in \mathcal{B}(\mathcal{H}) \). However, the fact that \( f_n \to 1 \) in \( L^2(\mu) \) implies that the corresponding multiplication operators converge in the strong operator topology (cf. [9, Thm. II.2.5 and Lemma II.2.3]), and in fact we have

\begin{equation}
(4.15) \quad \text{SOT-}\lim_{n \to \infty} \rho(f_n) = I \quad \text{in} \quad \mathcal{B}(\mathcal{H}).
\end{equation}

**Part 3.** Using the operators \( Q(2^{-n}) := \rho(f_n) = \rho\hat{q}(2^{-n}) \) we can now define \( (Q(t))_{t \geq 0} \) on the set \( \mathbb{D} \) of positive dyadic rationals by the formula \( Q(t) = Q(1)^{t_0} Q(2^{-m_1}) \ldots Q(2^{-m_j}) \) for any \( t \in \mathbb{D} \) written in the form \( t = t_0 + \sum_{i=1}^j 2^{-m_i} \), where \( t_0, j \geq 0 \) and \( 1 \leq m_1 < \ldots < m_j \) are integers. Then \( (Q(t))_{t \in \mathbb{D}} \) is a dyadic semigroup which, in view of (4.15), satisfies SOT-lim_{n \to \infty} Q(2^{-n}) = I.

Now, fix any \( t \in \mathbb{D} \) and any sequence \( (t_n)_{n=1}^\infty \subset \mathbb{D} \), \( t_n \to t \). Instead of the sequence \((f_n)_{n=0}^\infty \) considered above, we define \( g_n \in C(\Delta) \) to be the Gelfand transform of \( q(t_n) \), for \( n \in \mathbb{N} \). Modifying Claims 1–3 in obvious ways we obtain:

- \( \Psi(g_n) = \gamma(\pi(\rho(g_n))) \) for \( n \in \mathbb{N} \);
- SOT-lim_{n \to \infty} \Psi(g_n) = \gamma(q(t));
- \( g_n \to \hat{q}(t) \) in \( L^2(\Delta, \mathbb{E}_{x,x}) \), for every \( x \in \mathbb{H} \);
- \( g_n \to \hat{q}(t) \) in \( L^2(\lambda) \),

and, likewise for \((f_n)_{n=0}^\infty \), the last assertion implies that \( g_n \to \hat{q}(t) \) in \( L^2(\mu) \) which in turn yields

\[
Q(t) = \rho\hat{q}(t) = \text{SOT-}\lim_{n \to \infty} \rho(g_n) = \text{SOT-}\lim_{n \to \infty} Q(t_n).
\]
Therefore, \((Q(t))_{t \in \mathbb{D}}\) is a SOT-continuous semigroup and hence it is a \(C_0\)-semigroup (see Remark 4.2). Moreover, for any \(t \in \mathbb{D}\), we have
\[
\pi Q(t) = \pi p g(t) = \theta p g(t) = q(t),
\]
hence \(\pi Q(t) = q(t)\) and \((Q(t))_{t \in \mathbb{D}}\) is a lift of \((q(t))_{t \in \mathbb{D}}\). Consequently, in order to finish the proof we need to show that condition (\(\star\)) is satisfied for Calkin’s representation.

**Part 4.** First, we reduce our task to showing (\(\star\)).

**Claim 4.** (\(\star\)) implies (\(\star\)).

For any \(x \in \mathcal{H}\) and \(x \in \mathbb{H}\), denote the two functionals mentioned in (\(\star\)) by \(\Lambda_{\pi}^x\) and \(\Phi_{\pi}^x\), respectively, i.e. \(\Lambda_{\pi}^x g = \langle \rho(g) x, x \rangle\) and \(\Phi_{\pi}^x g = \langle \gamma \circ \pi \circ \rho(g) x, x \rangle\). We regard them as positive functionals on the space \(C(\Delta)_{\mathbb{R}}\) of real-valued continuous functions on \(\Delta\). The measures corresponding to \(\Lambda_{\pi}^x\) and \(\Phi_{\pi}^x\) via the Riesz representation theorem are defined on open set by \(\kappa(V) = \sup \Lambda_{\pi}^x g\) and \(\nu(V) = \sup \Phi_{\pi}^x g\), where the supremas are taken over all \(g \in C(\Delta)_{\mathbb{R}}\) such that \(0 \leq g \leq 1\) and \(\text{supp}(g) \subset V\) (see, e.g., [25] Thm. 2.14). Since they are also regular, we infer that for condition (\(\star\)) to hold it suffices that \(\Phi_{\pi}^x - \Lambda_{\pi}^x\) is a positive functional as stated in (\(\star\)).

**Claim 5.** (\(\star\)) holds true.

Recall that for every \(T \in \mathcal{B}(\mathcal{H})\) we have \(\gamma(\pi(T))x = \[(T\xi_n)\]_{\sim}\) for any equivalence class \(x = [(\xi_n)]_{\sim} \subset \mathcal{Y}^\sim\). Our goal is to show that for any fixed unit vector \(x_0 \in \mathcal{H}\) there is a weakly null sequence \(w(x_0) \subset \mathcal{H}\) such that for every \(T \in \mathcal{E}_0 = \rho(C(\Delta))\), \(T \geq 0\), we have
\[
\langle Tx_0, x_0 \rangle \leq \text{LIM} \left( \langle Tw(x_0)_n, w(x_0)_n \rangle \right)_{n=1}^{\infty}.
\]

This condition can be rewritten in terms of the spectral measure \(E^0\) of \(\mathcal{E}_0\). Namely, since for any \(x \in \mathcal{H}\) we have \(\langle Tx, x \rangle = \int_{\Delta} \overline{T} \, dE^0_{x,x}\), condition (4.16) is equivalent to
\[
\int_{\Delta} \int_{\Delta} f \, dE^0_{w(x_0)_n, w(x_0)_n} \leq \text{LIM} \left( \int_{\Delta} f \, dE^0_{w(x_0)_n, w(x_0)_n} \right)_{n=1}^{\infty} \quad \text{for every } f \in C(\Delta), f \geq 0.
\]

In order to find a desired map \(x \mapsto w(x) \in \mathcal{Y}^\sim\), pick a sequence \((\mathcal{F}_n)_{n=1}^\infty\) of partitions \(\mathcal{F}_n = \{F_{n,1}, \ldots, F_{n,k_n}\}\) of \(\Delta\) into pairwise disjoint Borel sets such that for all \(n \in \mathbb{N}\) and \(1 \leq j \leq k_n\), we have \(\text{int} F_{n,j} \neq \emptyset\) and \(\text{diam} F_{n,j} < \frac{1}{n}\). To see that such a sequence exists, fix \(n \in \mathbb{N}\) and pick any finite open cover \(\{U_i\}_{i=1}^N\) of \(\Delta\) such that \(\text{diam} U_i < \frac{1}{n}\) for each \(1 \leq i \leq N\). After replacing each \(U_i\) by \(\text{int} \text{cl} U_i\) we may assume that all \(U_i\)’s are regularly open. Let \(\mathcal{F} = \{F_j\}_{j=1}^M\) be the collection of all nonempty minimal (with respect to inclusion) sets belonging to the \(\sigma\)-algebra generated by \(\{U_i\}_{i=1}^N\). Plainly, each \(F_j\) is of the form
\[
F_j = \bigcap_{i \in I} U_i \cap \bigcap_{i \in J} (\Delta \setminus U_i) \quad \text{for some } I, J \subseteq \{1, \ldots, N\},
\]
hence \(\mathcal{F}\) is a partition of \(\Delta\) into pairwise disjoint Borel sets, each of which has diameter smaller than \(\frac{1}{n}\). It remains to show that each \(F_j\) has nonempty interior. Suppose the
contrary and, assuming $F_j$ is given by (4.18), pick the smallest $i_0 \in J$ such that

$$\int \left( \bigcap_{i \in I} U_i \cap \bigcap_{i,j \leq i_0} (\Delta \setminus U_i) \right) = \emptyset.$$ 

This means that $V := \int \left( \bigcap_{i \in I} U_i \cap \bigcap_{i,j < i_0} (\Delta \setminus U_i) \right)$ is a nonempty open set such that $\int (V \setminus U_{i_0}) = \emptyset$. Hence, $V \subseteq \text{cl} U_{i_0}$ and since $U_{i_0}$ is regularly open, we would obtain $V \subseteq U_{i_0}$ which contradicts the fact that $F_j$ is nonempty.

For every $F_{n,j} \in \mathcal{F}_n$ pick a point $\xi_{n,j} \in F_{n,j}$. Then, for any $f \in C(\Delta)$, we have

$$\int_{\Delta} f \, dE_{x_0,x_0}^0 = \lim_{n \to \infty} \sum_{j=1}^{k_n} f(\xi_{n,j}) \| E^0(F_{n,j}) x_0 \|^2. \tag{4.19}$$

Now, we are going to use the assumption that $\Delta$ has no isolated points. It implies that every nonempty set $\mathcal{U} \subseteq \Delta$ contains infinitely many disjoint nonempty sets, hence $E^0(\mathcal{U})$ is a projection onto an infinite-dimensional subspace of $\mathcal{H}$. Fix $n \in \mathbb{N}$ and assume that we have already defined pairwise orthogonal unit vectors $w(x_0)_{i,1}, \ldots, w(x_0)_{n-1} \in \mathcal{H}$ such that $\| E^0(F_{i,j}) x_0 \| = \| E^0(F_{i,j}) w(x_0)_i \|$ for all $1 \leq i < n$ and $1 \leq j \leq k_i$. Define $Z = \text{span}\{w(x_0)_{1}, \ldots, w(x_0)_{n-1}\}^\perp$. For each $1 \leq j \leq k_n$, the subspace $\text{rg} E^0(F_{n,j})$ is infinite-dimensional, whereas $Z$ is finite-codimensional, hence $\dim(\text{rg} E^0(F_{n,j}) \cap Z) = \infty$. We can therefore find a sequence of orthogonal unit vectors $(v_j)_{j=1}^{k_n} \subset Z$ such that $v_j \in \text{rg} E^0(F_{n,j}).$

Define

$$w(x_0)_n = \sum_{j=1}^{k_n} \| E^0(F_{n,j}) x_0 \| v_j,$$

which is a unit vector (recall that $\| x_0 \| = 1$, thus $\| E^0(\cdot) x_0 \|^2$ is a probabilistic measure), orthogonal to each of $w(x_0)_1, \ldots, w(x_0)_{n-1}$ and satisfying

$$\| E^0(F_{n,j}) x_0 \| = \| E^0(F_{n,j}) w(x_0)_j \| \quad \text{for each} \quad 1 \leq j \leq k_n. \tag{4.20}$$

In this way, we obtain an orthogonal sequence $(w(x_0)_n)_{n=1}^\infty \subset \mathcal{H}$ of unit vectors, hence a weakly null sequence, satisfying (4.20) for every $n \in \mathbb{N}$.

For any $f \in C(\Delta)$ and $\varepsilon > 0$, by appealing to (4.19) and (4.20), we can pick $n_0 \in \mathbb{N}$ such that for both integrals with respect to $dE_{x_0,x_0}$ and $dE_{w(x_0)_{n},w(x_0)_{n}}$, we have

$$\left| \int_{\Delta} f - \sum_{j=1}^{k_n} f(\xi_{n,j}) \| E^0(F_{n,j}) w(x_0)_j \|^2 \right| < \varepsilon \quad \text{for each} \quad n \geq n_0.$$

This shows that our choice of the map $x_0 \mapsto w(x_0)$ guarantees that (4.17) holds true with equality, which completes the proof of Claim 5.

The last two claims show that Calkin’s representation satisfies ($*$) which, as we explained in Part 3, completes the proof of the theorem. \hfill $\Box$

As we have seen in the above proof, the issue of continuity of a lift of $(q(t))_{t \geq 0}$ can be reduced to verification of condition ($**$) which, for Calkin’s representation, happens to hold true with equality. However, keeping that condition in its original form gives us
a more general abstract criterion for SOT-continuity, which may be useful for possible future reference.

5. Geometric conditions on the spectrum

5.1. Twisting maneuver. The main goal of this section is to provide geometric conditions on the spectrum $\sigma(A)$ which guarantee surjectivity of the connecting maps corresponding to the first derived functor $\lim \lim (-1)^{\cdot} \text{Ext}_2(\Omega_n)$ in Milnor’s exact sequence applied to the inverse system $\{\Omega_n, p_n\}_{n \geq 0}$ described in Proposition 3.1. Recall that by Milnor’s Theorem 3.2, we have an exact sequence

$$0 \xrightarrow{} \lim \lim (-1)^{\cdot} \text{Ext}(\Omega_n) \xrightarrow{} \text{Ext}(\lim \lim \Omega_n) \xrightarrow{\beta} \lim \lim \text{Ext}(\Omega_n) \xrightarrow{} 0 \quad (5.1)$$

associated with any $C_0$-semigroup $(q(t))_{t \geq 0} \subset \mathcal{Q}(\mathcal{H})$ of normal operators. The connecting maps in the inverse system of suspensions $\{\Omega_n, (Sp_n)_n\}_{n \geq 0}$ are defined as

$$(Sp_n)_* : \text{Ext}(\Omega_{n+1}) \rightarrow \text{Ext}(\Omega_n), \quad (Sp_n)_* \tau(g) = \tau(g \circ Sp_n) \quad (5.2)$$

for every $[\tau] \in \text{Ext}(\Omega_{n+1})$ and $g \in C(\Omega_n)$. Note that since $Sp_n$ is surjective, we do not need to add the trivial extension to guarantee that $(Sp_n)_* \tau$ given by formula (5.2) is a *-monomorphism. Hence, to show that $(Sp_n)_*$ is surjective, we need to ensure that for every unital *-monomorphism $\lambda : C(\Omega_n) \rightarrow \mathcal{Q}(\mathcal{H})$ there is a unital *-monomorphism $\tau : C(\Omega_{n+1}) \rightarrow \mathcal{Q}(\mathcal{H})$ satisfying

$$\tau(g \circ Sp_n) = \lambda(g) \quad \text{for every } g \in C(\Omega_n), \quad (5.3)$$

where the equality is understood as unitary equivalence between the both sides regarded as *-homomorphisms on $C(\Omega_n)$. In the sequel, we will denote elements of any suspension space $SX$ by $[x, t] (x \in X, t \in I)$, remembering that $X \times \{0\}$ and $X \times \{1\}$ collapse to two distinct points.

Our first step is to show that the question of surjectivity of $(Sp_n)_*$ can be reduced to a certain problem of extending *-homomorphisms into the Calkin algebra. Notice that all functions of the form $g \circ Sp_n$ occuring in (5.3) have the property of preserving antipodal points, that is,

$$(g \circ Sp_n)([x, t]) = (g \circ Sp_n)([-x, t]),$$

whenever both $[x, t]$ and $[-x, t]$ belong to $\Omega_{n+1}$. We are now going to enlarge this class of functions in $C(\Omega_{n+1})$.

Fix $n \in \mathbb{N}_0$ and for any $\alpha \in [0, 2\pi)$, define a section of $\Omega_n$ by

$$S_n = \{[re^{i\alpha}, t] \in \Omega_n : r > 0, \ 0 < t < 1\}. \quad (5.4)$$

Next, we define two sections of $\Omega_{n+1}$ corresponding to the two (antipodal) square roots of $e^{i\alpha}$, that is,

$$\mathcal{R}_\pm = \{[\pm re^{i\alpha/2}, t] \in \Omega_{n+1} : r > 0, \ 0 < t < 1\}. \quad (5.5)$$

Let also

$$\mathcal{R}' = \{[x, t] \in \mathcal{R}_+ \cup \mathcal{R}_- : [-x, t] \in \Omega_{n+1}\}. \quad (5.6)$$
Now, we consider a subalgebra of $C(S\Omega_{n+1})$ defined by

$$A_0 = \{ f \in C(S\Omega_{n+1}) : f([x,t]) = f([-x,t]) \text{ for every } [x,t] \in R' \}.$$ 

Clearly, we have $A_0 \cong C(S\Omega_{n+1}^\sim)$, where $S\Omega_{n+1}^\sim = S\Omega_{n+1}/\sim$ is the quotient space defined by the relation $[re^{i\alpha/2}, t] \sim [-re^{i\alpha/2}, t]$.

Of course, equation (5.3) cannot serve as a definition of $\tau$ because the functions $g \circ Sp_n$ do not exhaust the whole of $C(S\Omega_{n+1})$. As we will see below, we can get rid of the restriction of preserving antipodal points for all pairs of such points except those which correspond to the direction $\alpha/2$, i.e. the pairs $(re^{i\alpha/2}, -re^{i\alpha/2})$. To this end, for any $r > 0$, consider the ‘circle section’ of $\Omega_{n+1}$ defined as $\Omega_{n+1} \cap \mathbb{T}_r$, where $\mathbb{T}_r = \{ z \in \mathbb{C} : |z| = r \}$, and proceed with the following ‘twisting maneuver’. Namely, we cut $\mathbb{T}_r$ at the two antipodal points $\pm re^{i\alpha/2}$, twist both parts to circles of radii $r^2$ by identifying the cutting points, and glue them together at the one point corresponding to $\pm re^{i\alpha/2}$. In other words, we replace $\mathbb{T}_r$ by the wedge sum $\mathbb{T}_{r^2} \vee \mathbb{T}_{r^2}$. Any function on $\mathbb{T}_r$ which preserved just one pair of antipodal points can be now identified with a function on $\mathbb{T}_{r^2} \vee \mathbb{T}_{r^2}$ which preserves all pairs of antipodal points. We can extend this procedure naturally to the suspension $S\Omega_{n+1}$. This maneuver, on one circle section of $\Omega_{n+1}$ is illustrated on figure 1 below.

![Twisting maneuver on one circle section of $\Omega_{n+1}$](image_url)

Formally, our operation is described as follows. Let $T_\pm$ be the ‘upper’/‘lower’ semicircles of the unit circle $\mathbb{T}$ which are determined by the antipodal points $\pm e^{i\alpha/2}$, that is, $T_+ = \{ e^{i(\alpha/2 + t\pi)} : 0 \leq t < 1 \}$ and $T_- = \mathbb{T} \setminus T_+$. For $x \in \Omega_n$, let $\sqrt{x}$ be the set of square roots of $x$, and let $s_0(x) \in \sqrt{x}$ be determined by the condition

$$s_0(x) \in \begin{cases} \sqrt{|x|}T_+ & \text{if } \sqrt{|x|}T_+ \cap \Omega_{n+1} \neq \emptyset \\ \sqrt{|x|}T_- & \text{otherwise.} \end{cases}$$
We define \( s_1(x) \) similarly by swapping \( T_+ \) and \( T_- \). Then, for \( j = 0, 1 \) and \( f \in \mathcal{A}_0 \), we set
\[
\Delta_j f([x,t]) = f([s_j(x), t]) \quad ([x,t] \in S\Omega_n).
\]

In the next lemma, we introduce the first geometric condition which requires that the subset of \( \Omega_{n+1} \) consisting of points whose antipodes are not in \( \Omega_{n+1} \) is separated from its complement. For any set \( E \subseteq \mathbb{C} \), we denote by \( \mathcal{A}(E) \) the set of those \( z \in E \) for which \( -z \in E \). Of course, \( \mathcal{A}(E) \) is closed provided \( E \) is closed.

**Lemma 5.1.** Suppose that for the fixed \( n \in \mathbb{N}_0 \), we have
\[
\Omega_{n+1} \setminus \mathcal{A}(\Omega_{n+1}) \cap \mathcal{A}(\Omega_{n+1}) = \emptyset.
\]
Then for every \( f \in \mathcal{A}_0 \), \( \Delta_j f \) are continuous on \( S\Omega_n \) (\( j = 0, 1 \)).

**Proof.** Consider the case \( j = 0 \) and notice that \( \mathcal{A}(\Omega_{n+1}) \) naturally imbeds into \( S\Omega_{n+1} \).
We duplicate the ‘upper half’ of \( f \) by defining \( f' \in C(\mathcal{A}(\Omega_{n+1})) \) by
\[
f'([x,t]) = \begin{cases} f([x,t]) & \text{if } x \in |x|T_+ \\ f([-x,t]) & \text{if } x \in |x|T_- \end{cases}
\]
Of course, continuity of \( f' \) follows from the fact that \( f \in \mathcal{A}_0 \). Observe that for every \([x,t] \in \mathcal{A}(\Omega_{n+1})\), we have \( \Delta_0 f([x,t]) = f'([\sqrt{x},t]) \), where we can choose any element of \( \sqrt{x} \) as \( f' \) coincides on antipodal points. This shows that \( \Delta_0 f \) is continuous on \( \mathcal{A}(\Omega_{n+1}) \) (recall that \( p_n(z) = z^2 \)). By a similar argument, duplicating the ‘lower half’ of \( f \), we show that \( \Delta_0 f \) is continuous on \( \mathcal{A}(\Omega_{n+1}) \). According to our assumption (5.5), these two sets are separated except possibly the two vertices of \( S\Omega_n \), but then \( \Delta_0 f \) is plainly continuous because so is \( f \). \( \square \)

Concluding, under assumption (5.5), we have two maps \( \Delta_0, \Delta_1 : \mathcal{A}_0 \to C(S\Omega_n) \) and therefore we can consider *-homomorphisms
\[
C(\Omega_{n+1}) \supset \mathcal{A}_0 \ni f \longmapsto \lambda(\Delta_j f) \quad (j = 0, 1).
\]
Notice that for every \( f \in C(\Omega_{n+1}) \) which preserves antipodal points, i.e. \( f([x,t]) = f([-x,t]) \) for every \([x,t] \in \Omega_{n+1} \), we have \( \Delta_0 f = \Delta_1 f \), so if \( f = g \circ p_n \) for some \( g \in C(S\Omega_n) \), then \( \lambda(\Delta_j f) = \lambda(g) \) for \( j = 0, 1 \). Consequently, our task is to extend the *-homomorphisms (5.6) (modulo unitary equivalence) to the whole of \( C(\Omega_{n+1}) \), which will be the topic of the two subsequent subsections. The first approach involves Calkin’s representation \( \gamma \) and splitting the composition \( \gamma \circ \lambda \) into cyclic representations.

**5.2. An empty direction and the CRISP property.** In order to show that the connecting maps in the inverse system \( \{\text{Ext}(\Omega_n), (S_p)_*\}\) are surjective, we use a standard technique of extending representations (see, e.g., [5 Prop. II.6.4.11]). However, the main difficulty is to ensure that the range algebra do not get larger in the process of extending. This will require some additional geometric conditions on the sets \( \Omega_n \), as well as some special properties of the Calkin algebra.
In this subsection, we will use the fact that \( \mathcal{Q}(\mathcal{H}) \) has the countable Riesz separation property (CRISP) which means that for arbitrary sequences \((x_n)_{n=1}^\infty \) and \((y_n)_{n=1}^\infty \) of self-adjoint elements of \( \mathcal{Q}(\mathcal{H}) \) satisfying

\[
\ldots \leq x_n \leq x_{n+1} \leq \ldots \leq y_{n+1} \leq y_n \leq \ldots
\]

there exists a self-adjoint \( z \in \mathcal{Q}(\mathcal{H}) \) such that \( x_n \leq z \leq y_n \) for each \( n \in \mathbb{N} \). (Olsen and Pedersen proved that every corona algebra has the CRISP property; see [22, Thm. 3.1].)

Fix \( n \in \mathbb{N}_0 \). Below, we will use the notation introduced in the previous subsection. We also fix Calkin’s \(*\)-representation \( \gamma: \mathcal{Q}(\mathcal{H}) \to \mathcal{B}(\mathbb{H}) \).

For the fixed unital \(*\)-monomorphism \( \lambda: C(S\Omega_n) \to \mathcal{Q}(\mathcal{H}) \), consider \( \varrho := \gamma \circ \lambda \) which is a \(*\)-representation of \( C(S\Omega_n) \) on \( \mathbb{H} \). By passing to the essential subspace of \( \varrho \), if necessary, we may assume that \( \varrho \) is nondegenerate and write \( \varrho = \bigoplus_{i \in I} \varrho_i \), where each \( \varrho_i: C(S\Omega_n) \to \mathcal{B}(\mathbb{H}_i) \) is a cyclic representation on some \( \mathbb{H}_i \subseteq \mathbb{H} \).

Fix an arbitrary \( i \in I \) and pick a unit cyclic vector \( \xi_i \in \mathbb{H}_i \) for \( \varrho_i \). Let \( \varphi_i \) be the corresponding vector state, i.e. \( \varphi_i(g) = \langle \varrho_i(g)\xi_i, \xi_i \rangle \) \((g \in C(S\Omega_n))\), and \( \mu_i \) be the probabilistic Borel measure on \( S\Omega_n \) that represents \( \varphi_i \). It is well-known that \( \varrho_i \), being a cyclic representation, is unitarily equivalent to the representation given by multiplication operators on the space \( L^2(S\Omega_n, \mu_i) \). More precisely, the operator \( U_i: C(S\Omega_n) \to \mathbb{H}_i \) defined by \( U_i(g) = \varrho_i(g)\xi_i \) extends uniquely to a unitary operator from \( L^2(S\Omega_n, \mu_i) \) onto \( \mathbb{H}_i \), which we still denote by \( U_i \). We then have

\[
\varrho_i(g) = U_i M^\mu_i U_i^* \quad (g \in C(S\Omega_n)),
\]

where \( M^\mu_i(f) = fg \) (see the proof of [9, Thm. II.1.1]).

Recall that for any \( \alpha \in [0, 2\pi) \), we defined

\[
S_\alpha = \{ [re^{i\alpha}, t] \in S\Omega_n : r > 0, 0 < t < 1 \}.
\]

For a fixed \( i \in I \), one can obviously find \( \alpha \) such that \( \mu_i(S_\alpha) = 0 \), as \( \{S_\beta : 0 \leq \beta < 2\pi\} \) is an uncountable collection of pairwise disjoint Borel subsets of \( S\Omega_n \). In the next result, however, we require that one can pick \( \alpha \) common for all \( i \in I \). This is a rather technical assumption, but observe that it is trivially satisfied if the set \( \Omega_n \) simply omits the direction determined by \( \alpha \), that is, if \( S_\alpha \cap S\Omega_n = \emptyset \). Another situation when this condition is satisfied is when \( \rho \) decomposes as the direct sum of countably many cyclic representations.

**Theorem 5.2.** Assume that condition (5.5) is satisfied, and there exists \( \alpha \in [0, 2\pi) \) such that \( \mu_i(S_\alpha) = 0 \) for all \( i \in I \). Then, the homomorphism \( (S\Omega_n)_\alpha: \text{Ext}(S\Omega_{n+1}) \to \text{Ext}(S\Omega_n) \) is surjective.

**Proof.** Recall that, by Lemma 5.1, we have defined maps \( \Delta_1, \Delta_2: \mathcal{A}_0 \to C(S\Omega_n) \). Consider two representations of \( \mathcal{A}_0 \) given by

\[
C(S\Omega_{n+1}) \ni \mathcal{A}_0 \ni f \mapsto \tau^{(j)}_{\alpha, i}(f) := \varrho_i(\Delta_j f) \quad (j = 0, 1).
\]
Obviously, $\xi_i$ is again a cyclic vector, as we have $[\tau_{0,i}^{(j)}(A_0)\xi_i] = [g_i(C(S\Omega_n))\xi_i] = H_i$. Hence, the corresponding vector state is given by

$$\varphi^{(j)}(f) = \langle \tau_{0,i}^{(j)}(f)\xi_i, \xi_i \rangle = \langle g_i(\Delta_j f)\xi_i, \xi_i \rangle = \int_{S\Omega_n} \Delta_j f \, d\mu_i.$$  

For $j = 0, 1$ define $\Phi_j : S\Omega_n \to S\Omega_{n+1}^\sim$ by $\Phi_j([x, t]) = [s_j(x), t]_\sim$. Let $\tilde{\nu}_i^{(j)}$ be the pull-back Borel measure on $S\Omega_{n+1}^\sim$ defined by

$$\tilde{\nu}_i^{(j)} = \mu_i \circ \Phi_j^{-1}.$$ 

Then, applying a simple change of variables in (5.7), we obtain

$$\varphi^{(j)}(f) = \int_{S\Omega_{n+1}^\sim} f \, d\tilde{\nu}_i^{(j)} \quad (f \in A_0, j = 0, 1).$$

The measure $\tilde{\nu}_i^{(j)}$ naturally induces a Borel probabilistic measure $\nu_i^{(j)}$ on $S\Omega_{n+1}$ obtained by ‘unsticking’ the points identified by the relation $\sim$. Namely, for any Borel set $E \subseteq S\Omega_{n+1}$, we define

$$\nu_i^{(j)}(E) = \tilde{\nu}_i^{(j)}(E \setminus (R_+ \cup R_-)), $$

where the latter set is understood formally as an equivalence class. Notice that in fact we have $\nu_i^{(j)}(E) = \tilde{\nu}_i^{(j)}([E]_\sim)$, since $\tilde{\nu}_i^{(j)}([R_\pm]_\sim) = 0$ which follows from $\mu_i(S_\alpha) = 0$.

Similarly as for the representation $\varphi_i$, we note that the operator

$$U_i^{(j)} : C(S\Omega_{n+1}^\sim) \longrightarrow H_i, \quad U_i^{(j)}(f) = \tau_{0,i}^{(j)}(f)\xi_i$$

extends uniquely to a unitary operator from $L^2(S\Omega_{n+1}^\sim, \tilde{\nu}_i^{(j)})$ onto $H_i$, still denoted by $U_i^{(j)}$, and such that

$$\tau_{0,i}^{(j)}(f) = U_i^{(j)} M_f^* U_i^{(j)*} \quad (f \in A_0 \cong C(S\Omega_{n+1}^\sim)).$$

Consider an operator

$$\iota : L^2(S\Omega_{n+1}, \nu_i^{(j)}) \longrightarrow L^2(S\Omega_{n+1}^\sim, \tilde{\nu}_i^{(j)}), \quad \iota(f)([x, t]_\sim) = \begin{cases} f([x, t]) & \text{if } [x, t] \not\in R_\pm \\ 0 & \text{if } [x, t] \in R_\pm. \end{cases}$$

Now, we can extend the representation $\tau_{0,i}^{(j)}$ to the whole of $C(S\Omega_{n+1})$ with the aid of the following diagram

$$\begin{array}{ccc}
L^2(S\Omega_{n+1}, \nu_i^{(j)}) & \xrightarrow{\iota} & L^2(S\Omega_{n+1}^\sim, \tilde{\nu}_i^{(j)}) \\
\downarrow M_f & & \downarrow U_i^{(j)} \\
L^2(S\Omega_{n+1}, \nu_i^{(j)}) & \xrightarrow{\iota^*} & L^2(S\Omega_{n+1}^\sim, \tilde{\nu}_i^{(j)}) \\
& & \downarrow U_i^{(j)*}
\end{array}$$

that is, for any $f \in C(S\Omega_{n+1})$, we set

$$\tau_i^{(j)}(f) = U_i^{(j)} \iota M_f (U_i^{(j)*})^*,$$

where

$$\iota(f)([x, t]_\sim) = \begin{cases} f([x, t]) & \text{if } [x, t] \not\in R_\pm \\ 0 & \text{if } [x, t] \in R_\pm.$$


where \(M_f\) is the multiplication operator on \(L^2(S\Omega_{n+1}, \nu_i^{(j)})\) given by \(f\). This formula gives rise to representations \(\tau_i^{(j)} : C(S\Omega_{n+1}) \to \mathcal{B}(\mathbb{H}_i)\), for \(j = 0, 1\). Finally, we define

\[
\tau_i : C(S\Omega_{n+1}) \to M_2(\mathcal{B}(\mathbb{H}_i)), \quad \tau_i = \begin{pmatrix} \tau_i^{(0)} & 0 \\ 0 & \tau_i^{(1)} \end{pmatrix}
\]

Given any \(j \in \{0, 1\}\) and \(f \in C(S\Omega_{n+1})\), consider the operator \(T_f := \iota M_f \iota^*\). For any \(g \in L^2(S\Omega_{n+1}^-)\) and \(h \in L^2(S\Omega_{n+1})\) we have

\[
\langle h, \iota^*(g) \rangle = \langle \iota(h), g \rangle = \int_{S\Omega_{n+1}^-} \iota(h)\tilde{\nu}_i^{(j)} = \int_{S\Omega_{n+1}^-} h\tilde{\nu}_i^{(j)} = \langle h, g \rangle,
\]

where in the last two expressions we regard \(g\) naturally as a function on \(S\Omega_{n+1}^-\) by putting the value zero on \(\mathcal{R}_\pm\). Therefore, what the operator \(T_f\) does is first ‘unsticking’ the points identified by \(\sim\), multiplying by \(f\), and finally gluing the points of \(\mathcal{R}_\pm\) back together. But this is nothing else than multiplication by \(f\) on \(L^2(S\Omega_{n+1}^-)\), with \(f\) regarded as a (not necessarily continuous) function on \(S\Omega_{n+1}^-\) (the values on \(\mathcal{R}_\pm\) being ignored).

**Claim 1.** For any \(j \in \{0, 1\}\), and \(f \in C(S\Omega_{n+1})\), there is a sequence \((f_k)_{k=1}^\infty \subset \mathcal{A}_0\) such that

\[
f_k([x, t]) \to f([x, t]) \quad \nu_i^{(j)}\text{-a.e. on } S\Omega_{n+1} \quad (i \in I).
\]

Indeed, as we have already observed, \(\mathcal{R}_+ \cup \mathcal{R}_-\) is of measure zero, so it is enough to guarantee pointwise convergence on \(S\Omega_{n+1} \setminus (\mathcal{R}_+ \cup \mathcal{R}_-)\). To this end, take any continuous map \(\beta : [0, 1] \to [0, \frac{\pi}{2}]\) with \(\beta(0) = \beta(1) = 0\) and positive elsewhere. Define

\[
V(\beta) = \{[x, t] \in S\Omega_{n+1}^\circ : |\arg(xe^{-i\alpha/2})| < \beta(t) \text{ or } |\arg(-xe^{-i\alpha/2})| < \beta(t)\},
\]

where we adopt any convention for \(\arg(0)\) so that \([0, t] \not\in V(\beta)\) for any \([0, t] \in S\Omega_{n+1}\). Note that the vertices \(t_0\) and \(t_1\) of \(S\Omega_{n+1}\) do not belong to \(V(\beta)\) either, and \(V(\beta)\) is an open subset of \(S\Omega_{n+1}\). Let \(F(\beta) = (S\Omega_{n+1} \setminus V(\beta)) \cup \mathcal{R}_+ \cup \mathcal{R}_-\), which is a closed subset of \(S\Omega_{n+1}\), and define a map \(f_\beta : F(\beta) \to \mathbb{C}\) by

\[
f_\beta([x, t]) = \begin{cases} f([x, t]) & \text{if } [x, t] \in S\Omega_{n+1} \setminus V(\beta) \\ f([0, t]) & \text{if } [x, t] \in \mathcal{R}_+ \cup \mathcal{R}_- \text{ and } 0 \in \Omega_{n+1} \\ (1 - t)f(t_0) + tf(t_1) & \text{if } [x, t] \in \mathcal{R}_+ \cup \mathcal{R}_- \text{ and } 0 \not\in \Omega_{n+1}.
\end{cases}
\]

It is easy to see that \(f_\beta\) is continuous. We take any continuous extension to \(S\Omega_{n+1}\) and denote it by the same symbol. Then, by the very definition, \(f_\beta \in \mathcal{A}_0\). Take any sequence of functions \((\beta_k)_{k=1}^\infty\) as above, pointwise convergent to zero on \([0, 1]\). Then, \((f_{\beta_k})_{k=1}^\infty \subset \mathcal{A}_0\) converges pointwise to \(f\) outside \(\mathcal{R}_+ \cup \mathcal{R}_-\), as desired.

By manipulating with maxima and minima, we may also guarantee that the sequence \((f_k)_{k=1}^\infty\) is pointwise increasing and \(f_k \leq f\) for each \(k \in \mathbb{N}\), and conversely, that it is pointwise decreasing and \(f_k \geq f\) for each \(k \in \mathbb{N}\). Hence, for a fixed \(f \in C(S\Omega_{n+1})\) and \(j \in \{0, 1\}\), let us choose \((f_k)_{k=1}^\infty, (g_k)_{k=1}^\infty \subset \mathcal{A}_0\) so that

\[
f_k([x, t]), g_k([x, t]) \to f([x, t]) \quad \nu_i^{(j)}\text{-a.e. on } S\Omega_{n+1} \quad (i \in I),
\]
and \( \ldots \leq f_k \leq f_{k+1} \leq \ldots \leq g_{k+1} \leq g_k \leq \ldots \)

For any \( i \in I \), by Lebesgue’s theorem, we have \( f_k, g_k \xrightarrow{w^*} f \) in \( L^\infty(S\Omega_{n+1}^\sim) \) and hence,

\[
\text{WOT-}\lim_{k \to \infty} \iota M_{f_k} t^* = \text{WOT-}\lim_{k \to \infty} \iota M_{g_k} t^* = \iota M_f t^*
\]

(see [9, Lemma II.2.3]). Combining (5.8) and (5.9), and using the fact that multiplication is separately weakly continuous, we infer that

\[
\text{WOT-}\lim_{k \to \infty} \tau_i^{(j)}(f_k) = \text{WOT-}\lim_{k \to \infty} \tau_i^{(j)}(g_k) = \tau_i^{(j)}(f).
\]

Also, note that \( \iota M_{f_k} t^* \) and \( \iota M_{f_k} e^* \) are multiplication operators given by continuous functions on \( S\Omega_{n+1}^\sim \). Therefore, under natural identification, we have \( \tau_i^{(j)}(f_k) = \tau_{0,i}^{(j)}(f_k) = \varrho_i(\Delta_j f_k) \) for \( k \in \mathbb{N} \), whence

\[
\bigoplus_{i \in I} \tau_i^{(j)}(f_k) = \bigoplus_{i \in I} \varrho_i(\Delta_j f_k) = \varrho(\Delta_j f_k) \in \gamma \circ \lambda(C(S\Omega_n)) \quad (k \in \mathbb{N}),
\]

and similarly for the functions \( g_k \). Hence, we can define \( x_k, y_k \in \mathcal{Q}(\mathcal{H}) \) \((k \in \mathbb{N})\) by

\[
x_k = \gamma^{-1}\left\{ \bigoplus_{i \in I} U_i^{(j)} M_{f_k} U_i^{(j)*} \right\}, \quad y_k = \gamma^{-1}\left\{ \bigoplus_{i \in I} U_i^{(j)} M_{g_k} U_i^{(j)*} \right\}.
\]

Of course, \( x_k \leq x_{k+1} \leq y_{k+1} \leq y_k \) for every \( k \in \mathbb{N} \). By the CRISP property, we may find \( z \in \mathcal{Q}(\mathcal{H}) \) such that \( x_k \leq z \leq y_k \) for \( k \in \mathbb{N} \). Notice that \( \gamma(z) \) is an upper bound for the operators \( \bigoplus_{i \in I} U_i^{(j)} M_{f_k} U_i^{(j)*} \in \mathcal{B}(\mathcal{H}) \) and a lower bound for \( \bigoplus_{i \in I} U_i^{(j)} M_{g_k} U_i^{(j)*} \in \mathcal{B}(\mathcal{H}) \) \((k \in \mathbb{N})\). These sequence converge in the strong operator topology to their supremum and infimum, respectively (see, e.g., [9, Lemma 1.6.4]). Hence, by (5.10), we obtain \( \bigoplus_{i \in I} \tau_i^{(j)}(f) = z \).

Therefore, in view of (5.9), we conclude that the formula

\[
\tau^{(j)}(f) = \gamma^{-1}\left\{ \bigoplus_{i \in I} \left(U_i^{(j)} \iota M_f t^* U_i^{(j)*}\right)(f) \right\} \quad (f \in C(S\Omega_{n+1}^\sim))
\]

yields an extension of \( \gamma^{-1}\left\{ \bigoplus_{i \in I} \tau_{0,i}^{(j)} \right\} = \lambda \circ \Delta_j \) to a \( * \)-homomorphism into \( \mathcal{Q}(\mathcal{H}) \). The whole procedure was done for any fixed \( j \in \{0, 1\} \). Take, for example, \( j = 0 \) and let \( [\sigma] \) be the trivial extension of \( S\Omega_{n+1} \). Then \( [\tau^{(0)} \oplus \sigma] \in \text{Ext}(S\Omega_{n+1}) \) is an extension satisfying \( (Sp_n)_*([\tau^{(0)} \oplus \sigma]) = [\lambda] \), as desired.

5.3. A cross retract and Kasparov’s technical theorem. The approach presented in this subsection is based on a ‘cutting lemma’ which, roughly speaking, allows us to extend \( * \)-homomorphisms from \( C(X) \) into corona algebras by cutting the spectrum \( X \) along its retract. The main tool here is Kasparov’s theorem (see, e.g., [20, Lemma 11.3.5]); we need a special case of that result which we recall below.

**Theorem 5.3 (Kasparov’s Technical Theorem).** Let \( E \) be a \( \sigma \)-unital \( C^* \)-algebra and \( \mathcal{C}(E) = \mathcal{M}(E)/E \) be the corona algebra. Suppose that \( D \) is a separable subset of \( \mathcal{C}(E) \). If \( x, y \in \mathcal{C}(E) \cap D' \) satisfy \( x, y \geq 0 \) and \( xy = 0 \), then there exists \( 0 \leq z \leq 1 \), \( z \in \mathcal{C}(E) \cap D' \) such that \( zx = 0 \) and \( zy = y \).
Our idea is based on the cutting lemma quoted below (see [20, Lemma 18.1.2]). We use the same notation as in [20, Ch. 18]: if \( X \) is a compact metric space and \( X_0, X_1 \subseteq X \) are closed subspaces, we write \( X = X_0 \cup_Z X_1 \) for the ‘join over \( Z \)’ which means that \( X_0 \cap X_1 = Z \) and there exist retractions \( r_j : X_j \to Z \) \((j = 0, 1)\). If this is the case, we also have retractions \( \eta : X \to Z \) and \( \eta_j : X \to X_j \), for \( j = 0, 1 \), defined by
\[
\eta(x) = \begin{cases} r_0(x), & x \in X_0 \\ r_1(x), & x \in X_1 \end{cases}, \quad \eta_0(x) = \begin{cases} x, & x \in X_0 \\ r_1(x), & x \in X_1 \end{cases}, \quad \eta_1(x) = \begin{cases} r_0(x), & x \in X_0 \\ x, & x \in X_1. \end{cases}
\]
Let also \( \hat{\eta}, \hat{\eta}_0, \hat{\eta}_1 : C(X) \to C(X) \) be the corresponding composition maps, i.e. \( \hat{\eta}(f) = f \circ \eta \) and \( \hat{\eta}_j(f) = f \circ \eta_j \) for \( j = 0, 1 \).

Define open disjoint sets \( V_0, V_1 \subset X \) by \( V_j = X \setminus X_j \); define also:

- \( \hat{X} = X_0 \sqcup X_1 \) (the disjoint union)
- \( \hat{X} = \{(x, t) \in X \times [0, 1] : x \in V_i \implies t = i\} \);

the latter set can also be regarded as a subset of \( X \times [0, 1] \), specifically, \( \hat{X} = X_0 \times \{0\} \cup X_1 \times \{1\} \).

**Lemma 5.4** (‘Cutting lemma’). Let \( X \) be a compact metric space which is a join over a closed set \( Z \subseteq X \), i.e. \( X = X_0 \cup_Z X_1 \), and let \( E \) be a \( \sigma \)-unital \( C^* \)-algebra. For every \( * \)-homomorphism \( \varphi : C(X) \to \mathcal{C}(E) \), there is a unitary equivalence between
\[
\varphi \oplus (\varphi \circ \hat{\eta}) : C(X) \to \mathbb{M}_2(\mathcal{C}(E))
\]
and
\[
(\varphi \circ \hat{\eta}_0) \oplus (\varphi \circ \hat{\eta}_1) : C(X) \to \mathbb{M}_2(\mathcal{C}(E))
\]
In particular, there is an extension of \( \varphi \oplus (\varphi \circ \hat{\eta}) \) to \( C(\hat{X}) \).

Fix \( n \in \mathbb{N}_0 \). Using the same notation as in Subsection 5.1, we have the \( * \)-monomorphism
\[
C(S\Omega_{n+1}) \cong \mathcal{A}_0 \ni f \mapsto \varphi(f) := \lambda(\Delta_0 f) \oplus \lambda(\Delta_1 f) \in \mathbb{M}_2(\mathcal{Q}(\mathcal{H})),
\]
as well as the modified version defined by \( \tilde{\varphi}(f) = \lambda(\Delta_0 f) \oplus \sigma(f) \), where \([\sigma]\) is the zero element of \( \Ext(S\Omega_{n+1}) \).

For any \( 0 \leq \theta < 2\pi \), the line \( \mathbb{R}e^{i\theta} \) splits the plane into two closed half-planes \( H_0 \) and \( H_1 \) such that \( H_0 \cap H_1 = \mathbb{R}e^{i\theta} \). For any set \( W \subset \mathbb{C} \), we call \( W \cap H_0 \) and \( W \cap H_1 \) the ‘left’ part and the ‘right’ part of \( W \), respectively (the order of \( H_0 \) and \( H_1 \) is irrelevant). In the theorem below we assume that \( \Omega_{n+1} \) has two different line sections, both of which are retracts of their both left and right parts of \( \Omega_{n+1} \), as shown on figure 2.

**Theorem 5.5.** Assume that condition (5.5) is satisfied, and there exist \( \alpha, \theta \in [0, 2\pi) \), \( \frac{\theta}{2} \not\in \{\theta, \theta - \pi\} \) such that each of the sections
\[
S_{n/2} = \mathbb{R}e^{i\alpha/2} \cap \Omega_{n+1}, \quad S_\theta = \mathbb{R}e^{i\theta} \cap \Omega_{n+1}
\]
is a retract of both the corresponding left and the right part of \( \Omega_{n+1} \). Then, both \( \varphi \) and \( \tilde{\varphi} \) can be extended to \( * \)-monomorphisms \( C(S\Omega_{n+1}) \to \mathcal{Q}(\mathcal{H}) \) and the homomorphism \( (S\varphi)_* : \Ext(S\Omega_{n+1}) \to \Ext(S\Omega_{n}) \) is surjective.
Proof. We work with the compact metric space $X = S^1$ which is split into its left and right part. To be more specific, define

$$X_0 = \{[re^{i\beta}, t] \sim \in S^1: r \geq 0, \frac{\alpha}{2} - \pi \leq \beta \leq \frac{\alpha}{2}, t \in I\}$$

and the other side by

$$X_1 = \{[re^{i\beta}, t] \sim \in S^1: r \leq 0, \frac{\alpha}{2} - \pi \leq \beta \leq \frac{\alpha}{2}, t \in I\}.$$

Let $H_0, H_1$ be the left and the right part of $S^1$ corresponding to the section $S^1$. It follows from our assumption that the 'cross' $S^1 \cup S^1$ is a retract of $H_0$ and $H_1$. Indeed, for $z$ belonging to the 'quadrant' given by the left parts with respect to $\alpha/2$ and $\theta$, we can define

$$r(z) = \frac{\text{dist}(z, S^1) r_\theta(z) + \text{dist}(z, S^1) r_{\alpha/2}(z)}{\text{dist}(z, S^1) + \text{dist}(z, S^1)}$$

(and $r(0) = 0$), where $r_{\alpha/2}$ and $r_\theta$ are the retractions corresponding to the both sections. A similar formula works for other quadrants. Passing to the suspension and taking the quotient space, we see that the set

$$Z := \{[x, t] \sim \in S^1: x \in S^1, t \in I\}$$

is a retract of $X_0$ and $X_1$, so that we have $X = X_0 \cup_Z X_1$. In what follows, we use the notation introduced before Lemma 5.4 and we work with the $\ast$-monomorphism $\varphi$; similar calculations go through for $\bar{\varphi}$.

Let $\mu: C(X) \to C(X)$ be the embedding given by $\mu(f)(x, v) = f(x)$ for $x = [x, t] \sim \in X$ and $v \in I$. We treat $\mu \otimes id$ as a homomorphism $\mathbb{M}_2(C(X)) \to \mathbb{M}_2(C(X))$. Define also

$$\Phi = id \oplus \tilde{\eta}: C(X) \to \mathbb{M}_2(C(X)),$$

$$\Psi = \tilde{\eta}_0 \oplus \tilde{\eta}_1: C(X) \to \mathbb{M}_2(C(X)).$$
Claim 1. There exists \( u \in U_2(C(\tilde{X})) \), that is, a unitary \( 2 \times 2 \) matrix with entries from \( C(\tilde{X}) \), such that

\[
\text{ad}_u[(\mu \otimes \text{id}) \circ \Phi] = (\mu \otimes \text{id}) \circ \Psi.
\]

To prove this claim, consider the matrices \( U, R_v \in U_2 \), for \( 0 \leq v \leq 1 \), given by

\[
U = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ -1 & 1 \end{pmatrix}, \quad R_v = U^* \begin{pmatrix} 1 & 0 \\ 0 & e^{i \pi v} \end{pmatrix} U.
\]

In other words, \( R_v = U^*(I_1 \oplus e^{i \pi v} I_1)U \) and \([0, 1] \ni v \mapsto R_v \) is a continuous path in \( U_2 \) connecting the identity matrix \( I_2 \) with

\[
R_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}.
\]

For every \( (x, v) \in \tilde{X} \), we then have

\[
R_v[f(x)I_1 \oplus f(\eta(x))I_1]R_v^* = f(\eta_0(x))I_1 \oplus f(\eta_1(x))I_1.
\]

This can be verified directly in the same manner as in [20, Lemma 18.1.2].

Next, define \( u(x, v) = R_v \) for any \( (x, v) \in \tilde{X} \). Then, for every \( f \in C(X) \) and \( (x, v) \in \tilde{X} \), formula (5.12) implies that

\[
\{u(\mu \otimes \text{id}) \circ \Phi(f)u^*\}(x, v) = R_v(\mu \otimes \text{id})[f(x)I_2 \oplus f(\eta(x))I_2]R_v^* = (\mu \otimes \text{id})(f(\eta_0(x))I_1 \oplus f(\eta_1(x))I_1)
\]

which shows that formula (5.11) holds true, and finishes the proof of our claim.

Next, as in [20, Lemma 18.1.1], we extend both summands \( f \mapsto \lambda(\Delta_j f) \) \((j = 0, 1)\) of \( \varphi \) to *-homomorphisms defined on \( C(\tilde{X}) \) and taking values in \( \mathcal{Q}(\mathcal{H}) \). More precisely, pick any functions \( f_0, f_1 \in C(X) \) such that \( f_i(x) > 0 \) if and only if \( x \in V_i = X \setminus X_i \). As for each \( j = 0, 1 \), \( \lambda(\Delta_j f_0) \) and \( \lambda(\Delta_j f_1) \) are positive and orthogonal elements of \( \mathcal{Q}(\mathcal{H}) \), we can apply Kasparov’s Theorem 5.3 to the separable set \( D = \text{rg} (\lambda \circ \Delta_0) \cup \text{rg} (\lambda \circ \Delta_1) \). Thus, we obtain \( \delta_0, \delta_1 \in \mathcal{Q}(\mathcal{H}) \cap D' \) with \( 0 \leq \delta_0, \delta_1 \leq 1 \) such that

\[
\begin{cases} 
\delta_j \lambda(\Delta_j f_0) = 0 \\
\delta_j \lambda(\Delta_j f_1) = \lambda(\Delta_j f_1) 
\end{cases} \quad (j = 0, 1).
\]

Then, for \( j = 0, 1 \), we consider the *-homomorphism

\[
\Lambda_j: C(X \times I) \to \mathcal{Q}(\mathcal{H}), \quad \Lambda_j(f \otimes g) = \lambda(\Delta_j f)g(\delta_j),
\]

with the latter factor given by functional calculus. Equations (5.13) imply that \( \Lambda_j \) vanishes on the ideal \( C_0((V_0 \times (0, 1]) \cup (V_1 \times [0, 1])) \) (see the proof of [20, Lemma 18.1.1]), from
which it follows that $\Lambda_j$ defines an extension of $\lambda \circ \Delta_j$ to $C(\tilde{X})$. For simplicity, we denote this extension by $\Lambda_j$ keeping in mind that $\Lambda_j(f - h) = 0$ whenever $f$ and $g$ agree on $\tilde{X}$. Therefore,

$$\varphi: C(\tilde{X}) \rightarrow M_2(\mathcal{Q}(\mathcal{H})), \quad \varphi = \Lambda_0 \oplus \Lambda_1$$

is an extension of $\varphi$.

Now, define $\mathbf{w} \in M_4(\mathcal{Q}(\mathcal{H}))$ by $\mathbf{w} = (\varphi \otimes \text{id})(\mathbf{u})$, where $\mathbf{u} \in U_2(C(\tilde{X}))$ is produced by Claim 1. Here, we have $\text{id}: M_2(\mathbb{C}) \rightarrow M_2(\mathbb{C})$. Then, using (5.11), we obtain

$$\text{ad}_\mathbf{w}[(\varphi \otimes \text{id}) \circ \Phi] = \text{ad}_\mathbf{w}[(\varphi \otimes \text{id}) \circ (\mu \otimes \text{id}) \circ \Phi] = (\varphi \otimes \text{id}) \circ (\mu \otimes \text{id}) \circ \Psi = (\varphi \otimes \text{id}) \circ \Psi = (\varphi \circ \eta_0) \oplus (\varphi \circ \eta_1).$$

Hence,

$$\varphi \oplus (\varphi \circ \eta) = \text{ad}_\mathbf{w}^*[((\varphi \circ \eta_0) \oplus (\varphi \circ \eta_1)].$$

On the other hand, recall that

$$\mathbf{u}(x, v) = U^* \begin{pmatrix} 1 & 0 \\ 0 & e^{i\pi v} \end{pmatrix} U = \frac{1}{2} \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix} + \frac{1}{2} e^{i\pi v} \begin{pmatrix} 1 & -1 \\ -1 & 1 \end{pmatrix},$$

which means that

$$\mathbf{u} = \frac{1}{2} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \otimes \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix} + \frac{1}{2} e^{i\pi v} \otimes \begin{pmatrix} 1 & -1 \\ -1 & 1 \end{pmatrix},$$

where $1 \in C(\tilde{X})$ is the constant 1 function. Notice that $\varphi(1) = 1_{\mathcal{Q}(\mathcal{H})} \oplus 1_{\mathcal{Q}(\mathcal{H})} \in M_2(\mathcal{Q}(\mathcal{H}))$, whereas

$$\varphi(e^{i\pi v}) = (\Lambda_0 \oplus \Lambda_1)(1 \otimes e^{i\pi v}) = \begin{pmatrix} \exp(i\pi \tilde{z}_0) & 0 \\ 0 & \exp(i\pi \tilde{z}_1) \end{pmatrix} \in M_2(\mathcal{Q}(\mathcal{H})).$$

Therefore,

$$\mathbf{w} = \frac{1}{2} (\varphi \otimes \text{id}) \mathbf{1} \otimes \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix} + \frac{1}{2} (\varphi \otimes \text{id}) e^{i\pi v} \otimes \begin{pmatrix} 1 & -1 \\ -1 & 1 \end{pmatrix}$$

$$= \frac{1}{2} \begin{pmatrix} 1 + \exp(i\pi \tilde{z}_0) & 0 & 1 - \exp(i\pi \tilde{z}_0) & 0 \\ 0 & 1 + \exp(i\pi \tilde{z}_1) & 0 & 1 - \exp(i\pi \tilde{z}_1) \\ 1 - \exp(i\pi \tilde{z}_0) & 0 & 1 + \exp(i\pi \tilde{z}_0) & 0 \\ 0 & 1 - \exp(i\pi \tilde{z}_1) & 0 & 1 + \exp(i\pi \tilde{z}_1) \end{pmatrix}.$$
Calculating the first $2 \times 2$ direct summand of the right-hand side of (5.14), we obtain
\[
\varphi = \frac{1}{2} \left[ (1 + \cos(\pi z_0)) \lambda \circ \Delta_0 \circ \hat{\eta}_0 + (1 - \cos(\pi z_0)) \lambda \circ \Delta_0 \circ \hat{\eta}_1 \right] \\
\oplus \frac{1}{2} \left[ (1 + \cos(\pi z_1)) \lambda \circ \Delta_1 \circ \hat{\eta}_0 + (1 - \cos(\pi z_1)) \lambda \circ \Delta_1 \circ \hat{\eta}_1 \right].
\]
By virtue of this formula, we may extend $\varphi$ to a $^*$-monomorphism $\widehat{\varphi}: C(X_0 \sqcup X_1) \to \mathcal{Q}(\mathcal{H})$. Indeed, for any $\hat{f} = \hat{f}_0 \sqcup \hat{f}_1 \in C(X_0 \sqcup X_1)$, we define
\[
\widehat{\varphi}(\hat{f}) = \frac{1}{2} \left[ (1 + \cos(\pi z_0)) \lambda \circ \Delta_0 (\hat{f}_0 \circ \eta_0) + (1 - \cos(\pi z_0)) \lambda \circ \Delta_0 (\hat{f}_1 \circ \eta_1) \right] \\
\oplus \frac{1}{2} \left[ (1 + \cos(\pi z_1)) \lambda \circ \Delta_1 (\hat{f}_0 \circ \eta_0) + (1 - \cos(\pi z_1)) \lambda \circ \Delta_1 (\hat{f}_1 \circ \eta_1) \right],
\]
where $\hat{f}_j$ is any continuous extension of $\hat{f}_j$ to $X$. The map $\hat{f}$, being defined for every continuous function on the disjoint union of $X_0$ and $X_1$, is in particular defined for every $f \in C(S\Omega_{n+1})$. This follows from the observation that tearing $S\Omega_{n+1}$ along the ‘cross’ $Z$ we get rid of any pairs of antipodal points.

Denote by $\tau_0, \tau_1: C(S\Omega_{n+1}) \to \mathcal{Q}(\mathcal{H})$ the above obtained extensions of $\lambda \circ \Delta_0$ and $\lambda \circ \Delta_1$, respectively. As we have observed earlier, $\tau_j(g \circ S\Omega_n) = \lambda(g)$ for $j = 0, 1$ and for every $g \in C(S\Omega_n)$. Hence, taking the zero extension $[\sigma]$ of $S\Omega_{n+1}$ we obtain $[\tau_0 \oplus \sigma] \in \text{Ext}(S\Omega_{n+1})$ satisfying $(S\Omega_n)_*([\tau_0 \oplus \sigma]) = [\lambda]$, which completes the proof. 

6. Applications

Given a $C_0$-semigroup $(q(t))_{t \geq 0} \subset \mathcal{Q}(\mathcal{H})$, Proposition 3.1 produces an extension $\Gamma \in \text{Ext}(\Delta)$, where $\Delta = \varprojlim \Omega_n$ is described exclusively in terms of the spectrum $\sigma(\Delta)$ of $\Delta$. Moreover, under natural ‘BDF-type’ conditions, Proposition 3.4 says that $\Gamma \in \ker P$, where $P$ is the induced map onto the inverse limit of the groups $\text{Ext}(\Omega_n)$ ($n = 0, 1, 2, \ldots$). Hence, in order to guarantee that $\Gamma = \Theta$, it is enough to show that the first derived functor in Milnor’s exact sequence vanishes. If this is indeed the case, then by Lemma 2.6 there exists a lift of $(q(t))_{t \in D}$ to a dyadic semigroup in $\mathcal{B}(\mathcal{H})$. By virtue of Theorem 4.7, the obtained lifting is SOT-continuous, provided that the spectrum $\Delta$ has no isolated points.

Recall that, by definition, the functor $\varprojlim^{(1)}$ applied to an inverse system of groups $\{G_n, p_n\}_{n=0}^{\infty}$ returns the cokernel of the map
\[
\prod_{n=0}^{\infty} G_n \ni (a_0, a_1, \ldots) \mapsto (a_0 - p_0(a_1), a_1 - p_1(a_2), \ldots)
\]
defined on the full direct product of all the $G_n$. That is,
\[
\varprojlim^{(1)} G_n = \prod_{n=0}^{\infty} G_n / S\left( \prod_{n=0}^{\infty} G_n \right)
\]
which measures how big is the loss of information in passing from $\{G_n\}$ to the inverse limit $\varprojlim G_n$. Clearly, the first derived functor is trivial whenever all the connecting maps are
surjective. There is also a more subtle condition guaranteeing that \( \lim^{(1)} G_n = 0 \). Namely, for \( 0 \leq n < k \) define \( p^k_n : G_k \to G_n \) as \( p^k_n = p_n \circ p_{n+1} \circ \ldots \circ p_{k-1} \), so that for all \( n < k < \ell \), we have \( p^k_n = p^\ell_n \circ p^k_n \). We say that the inverse system \( \{ G_n, p^k_n \} \) is semistable or satisfies the Mittag-Leffler condition, provided that for each \( n \in \mathbb{N}_0 \) there is \( \nu(n) \geq n \) such that for each \( k \geq \nu(n) \), the range of \( p^k_n \) is the same as the range of \( p^n_\nu(n) \). By virtue of [17, Thm. 11.3.2], if \( \{ G_n, p^k_n \} \) is semistable, then \( \lim^{(1)} G_n = 0 \).

The results of Section 5 possibly provide some tools to verify that the connecting maps corresponding to \( \lim^{(1)} \Ext(S\Omega_n) \) satisfy the Mittag-Leffler conditions, even though they are not all surjective. At this point, however, let us note that under the conditions of Theorems 5.2 and 5.5, assumed for all \( n = 0, 1, 2, \ldots \), every connecting map \( \Ext_2(\Omega_{n+1}) \to \Ext_2(\Omega_n) \) is surjective. Hence, assuming either the conjunction of (5.5) and the ‘empty direction’ condition, or the conjunction of (5.5) and the ‘cross retract’ condition, we obtain that the extension \( \Gamma \in \Ext(\Delta) \) is the trivial one.

**Corollary 6.1.** Let \( (Q(t))_{t \geq 0} \) be a collection of normal operators in \( \mathcal{B}(\mathcal{H}) \) satisfying (1.1). Assume that \( (q(t))_{t \geq 0} \subset Q(\mathcal{H}) \), defined by \( q(t) = \pi Q(t) \) for \( t \geq 0 \), is a \( C_0 \)-semigroup with respect to some faithful *-representation \( \pi : \mathcal{Q}(\mathcal{H}) \to \mathcal{B}(\mathbb{H}) \). Suppose that the spectrum of the generator \( A \) satisfies one of the following conditions:

(i) \( \sup \{|\Im z| : z \in \sigma(A)\} < +\infty \);

(ii) the set \( \Re \sigma(A) \) is finite and for any large enough \( n \in \mathbb{N} \), every circle section \( \Omega_n \cap \mathbb{T}_r \) is a symmetric set whose each connected component has length smaller than \( \pi r \).

Then, there exists a semigroup \( (T(t))_{t \in \mathbb{D}} \subset \mathcal{B}(\mathcal{H}) \) such that \( \pi T(t) = q(t) \) for every \( t \in \mathbb{D} \).

**Proof.** First, notice that if the homomorphisms \( (Sp_n)_* : \Ext(S\Omega_{n+1}) \to \Ext(S\Omega_n) \) are surjective for all sufficiently large \( n \in \mathbb{N} \), then the inverse system \( \{ \Ext(S\Omega_n), (Sp_n)_* \}_{n=0}^{\infty} \) satisfies the Mittag-Leffler condition, hence \( \lim^{(1)} \Ext(S\Omega_n) = 0 \).

Assuming (i) we see that for large enough \( n \in \mathbb{N} \), we have \( |\arg(z)| < \frac{\pi}{2} \) for every \( z \in \Omega_n \) which implies condition (5.5) as for any such \( n \) we simply have \( A(\Omega_n) = \emptyset \). Also, the section \( S_\alpha \) defined by (5.4) is empty e.g. for \( \alpha = \pi \). Therefore, our result follows by combining Theorem 5.2 with Corollary 3.5.

Under assumption (ii) we have \( A(\Omega_n) = \Omega_n \) for sufficiently large \( n \in \mathbb{N} \), hence condition (5.5) is again satisfied. Moreover, for any such \( n \) an arbitrary section \( S_\beta = \mathbb{R}e^{i\beta} \cap \Omega_{n+1} \) is a retract of both the corresponding left and the right part of \( \Omega_{n+1} \). Indeed, we have only finitely many nonempty circle sections \( \Omega_{n+1} \cap \mathbb{T}_r \), none of which can contain a whole arc joining \( \pm re^{i\beta} \). Hence, on both these two arcs we can find open arcs, say \( U \) and \( V \) lying in the left and the right part of \( \Omega_{n+1} \), respectively, such that \( (U \cup V) \cap \Omega_{n+1} = \emptyset \). Then, a retraction \( \rho \) from the left part onto \( S_\beta \) can be defined on the section \( \Omega_{n+1} \cap \mathbb{T}_r \), by \( \rho(w) = re^{i\beta} \) for \( w \in \Omega_{n+1} \) lying on an arc starting at \( re^{i\beta} \) and disjoint from \( U \), and \( \rho(z) = -re^{i\beta} \) otherwise. Similarly we define a retraction from the right part of \( \Omega_{n+1} \). Therefore, by Theorem 5.5, for every sufficiently large \( n \in \mathbb{N} \), the homomorphism \( (Sp_n)_* : \Ext(S\Omega_{n+1}) \to \Ext(S\Omega_n) \) is surjective. As we have already explained, this fact in combination with Corollary 3.5 yields the result.
It is not difficult to produce many examples of spectrum for which the assumption (ii) above is satisfied. For instance, for any finite sets \( \{s_1, \ldots, s_m\} \subset \mathbb{R} \) and \( \{\alpha_1, \ldots, \alpha_m\} \subset [0, \frac{\pi}{2}] \) one can take

\[
\sigma(A) = \bigcup_{j=1}^{m} \left\{ s_j + it : t \in \bigcup_{k \in \mathbb{Z}} ([\alpha_j, \alpha_j + \frac{\pi}{2}] \cup [\alpha_j + \pi, \alpha_j + \frac{3\pi}{2}]) + 2k\pi \right\}.
\]

Arguing similarly as in Examples 2.8 and 2.9, we obtain another class of examples of \( \sigma(A) \) for which there exists a semigroup lift, even though neither the ‘empty direction’ nor the ‘cross retract’ condition is satisfied.

**Corollary 6.2.** Under the above assumptions on \( (Q(t))_{t \geq 0} \) and \( (q(t))_{t \geq 0} \), if

(iii) the set \( \text{Re} \sigma(A) \) is either finite or an interval, and for every \( s \in \text{Re} \sigma(A) \), the section \( \{t \in \mathbb{R} : s + it \in \sigma(A) \} \) is a half-line,

then there exists a semigroup \( (T(t))_{t \in \mathbb{D}} \subset \mathcal{B}(\mathcal{H}) \) such that \( \pi T(t) = q(t) \) for every \( t \in \mathbb{D} \).

**Proof.** First, assume that \( \text{Re} \sigma(A) = \{s_1, \ldots, s_m\} \). Then each \( \Omega_n \) is a disjoint union of \( m \) circles and according to [7, Lemma 2.12] we have \( \text{Ext}(\Omega_n) = \mathbb{Z} \oplus \cdots \oplus \mathbb{Z} \) (\( m \)-fold product). In this case, Milnor’s exact sequence (5.1) has the form

\[
0 \longrightarrow \lim_{\leftarrow} (1) \text{Ext}(S^2 \sqcup \cdots \sqcup S^2) \longrightarrow \text{Ext}(X) \longrightarrow \lim_{\leftarrow} \mathbb{Z} \oplus \cdots \oplus \mathbb{Z} \longrightarrow 0
\]

and since \( \text{Ext}(S^2) = 0 \) and \( \lim_{\leftarrow} \mathbb{Z} \oplus \cdots \oplus \mathbb{Z} = 0 \), we obtain \( \text{Ext}(X) = 0 \).

Assuming \( \text{Re} \sigma(A) \) is an interval, we see that each \( \Omega_n \) is an annulus, thus homotopy equivalent to the circle \( S^1 \). Similarly, \( S\Omega_n \) is homotopy equivalent to \( S^2 \). Hence, in view of [7, Thm. 2.14], the corresponding extension groups are the same as the ones for \( S^1 \) and \( S^2 \) and the resulting Milnor’s exact sequence is the same as the one in Example 2.9. Therefore, \( \text{Ext}(X) = \text{Ext}(\Sigma_2) = 0 \) and appealing to Corollary 3.5 concludes the proof. \( \square \)
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