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Abstract—In this paper, we present a robust and efficient Structure from Motion pipeline for accurate 3D reconstruction under challenging environments by leveraging the camera pose information from a visual-inertial odometry. Specifically, we propose a geometric verification method to filter out mismatches by considering the prior geometric configuration of candidate image pairs. Furthermore, we introduce an efficient and scalable reconstruction approach that relies on batched image registration and robust bundle adjustment, both leveraging the reliable local odometry estimation. Extensive experimental results show that our pipeline performs better than the state-of-the-art SfM approaches in terms of reconstruction accuracy and robustness for challenging sequential image collections.

Index Terms—3D Reconstruction, Structure from Motion, Visual-Inertial Odometry

I. INTRODUCTION

3D reconstruction with accurate geometry is desired for many different applications, such as robot navigation and industrial inspection. Structure from Motion (SfM) is a common technique to achieve this goal, which aims to recover 3D geometry and camera poses from image collections of a target scene [1], [2]. Given well-conditioned image collections, SfM can achieve highly precise 3D reconstruction assured by accurate camera pose estimation using rich local feature correspondences [3], [4] and subsequent global bundle adjustment [5] that refines the camera poses and structures. However, these approaches are vulnerable to the degradation of visual information such as the absence of textures and lack of overlapping views, consequently fail to find a good initial pose, resulting in incomplete or broken 3D structure (cf. Fig. 1).

On the other hand, thanks to the progress of sensor technology, imaging devices equipped with other built-in sensors such as inertial measurement unit (IMU), become widely available [6], [7]. In the field of robotics perception, various visual-inertial odometry (VIO) algorithms [7]–[10] have been proposed to provide an accurate local camera pose estimation by fusing IMU measurements to image information. Even when the images cannot provide information about camera motion, VIO can still estimate the camera motion properly in a short time solely dependent on IMU measurements [10]. Estimated camera poses, however, do not necessarily satisfy consistencies in the whole scene since online VIO systems rarely perform global bundle adjustment. Thus, due to noises of IMU measurements, VIO often suffers from significant accumulated odometry errors. In addition, because of its purpose, VIO only produces a rather small 3D map for each frame than a globally consistent 3D structure obtained via SfM.

In this paper, we aim to achieve a robust and accurate 3D reconstruction that can produce a globally consistent 3D model. Assuming an input of sequential images and IMU measurements, we propose an SfM-based reconstruction pipeline that incorporates VIO estimation (illustrated in Fig. 2). Ex-
exploiting its robustness and local consistency, our system firstly estimates the camera odometry via a VIO algorithm and then integrates the relative camera poses into each step of the SfM pipeline. This allows us to robustly construct 3D scene representations even in visually severe situations. Furthermore, our batch-wise image registration scheme with a new global bundle adjustment process, also aided by VIO estimation, ensures the global consistency of the obtained model at the marginal computational overhead. Fig. 1 provides a bird view sample of the 3D scene model obtained by our proposed method in a challenging scenario. Compared to an existing SfM-based reconstruction system [2], our method can produce an accurate 3D reconstruction, while dealing with repetitive scene natures and image sequences which has poor visual connectivity to each neighbor.

Our contributions can be divided into three components:

1. We propose a new geometric verification method that discards wrongly matched image pairs using a prior of geometric configuration from VIO. This scheme is especially effective in the presence of dominant repetitive structures in the scene.

2. Each image frame in the input is incrementally registered to the model by initializing its pose using VIO estimation. We then introduce a new cost function of bundle adjustment that refines the camera poses and 3D structures while balancing the vision-based and VIO-based penalties. Also, we effectively manage the computational cost for incrementally running the global bundle adjustment by designing the reconstruction pipeline in a batch-wise manner, while preserving the accuracy of the model.

3. Finally, we evaluate the performance of the proposed pipeline using publicly available image (and IMU measurement) datasets which include various challenging situations such as weakly textured indoor scenes, industrial scenes dominated by repetitive structures, and poor lighting conditions. Compared with SfM-based and VIO-based methods, the proposed method provides further accurate camera pose estimation, which results in a globally consistent 3D model.

II. RELATED WORK

SfM has been widely used as a vision-based 3D reconstruction tool [2], [11], because of its robustness to various input scenarios [1], [12], [13] including un-ordered internet photos [14]. Several works achieved an accurate reconstruction for both camera motion and 3D structure, evolving each of subsystems in SfM such as feature detection and matching [4], [15], camera pose initialization [2], [16], [17], multi-view triangulation [18], [19] and bundle adjustment [5], [11], [20]. On the other hand, Simultaneous Localization and Mapping (SLAM) system has been developed as an alternative approach for vision-based 3D reconstruction, which is motivated to track the sequential image series input from a moving camera [21]–[25]. Ensuring its availability for real-time processing, SLAM usually employs on-the-fly consecutive camera poses estimation, and then refines them in post-processing, e.g., by loop closure [26]–[28].

One common shortage of these vision-based 3D reconstruction is the lack of relevance in the absence of visual information. Potential approach to address the issue is to collect auxiliary camera pose information from other systems such as Global Positioning System (GPS) and Inertial Navigation System (INS), and utilize them for the initial structure and camera poses [29], [30]. These methods still rely on high-precision GPS/INS measurements to provide a good global initialization. Cui et al. try to eliminate the dependence using a track selection strategy and performing iterative triangulation and bundle adjustment [31].

In both computer vision and robotics perception, several VIO systems have been proposed to obtain more robust and accurate camera poses by fusing raw image information and IMU measurements in a single pose estimator [7]–[10], [32], [33]. VIO systems usually seek the locally optimal cameras in a sliding-window fashion, i.e., considering only recent measurements [9], [10], [34]. This configuration, however, loses global information and sometimes causes a long-term drifting in estimated poses, i.e., cameras in the global coordinate system appears erroneous trajectories. Several works address
III. 3D RECONSTRUCTION BY VIO-AIDED SFM

Fig. 2 illustrates our proposed pipeline for sparse 3D reconstruction from sequential image collections and associated IMU measurements. In what follows, we describe each part of our SfM-based reconstruction pipeline that incorporates the initial camera poses provided by a VIO system [10]. First, we obtain camera poses of each image through an existing VIO system [10]. Though the original system offers absolute camera poses in the scene, we extract relative camera poses for utilizing in latter processes. Second, the camera poses are utilized as prior information for geometric verification of image pairs (Sec. III-A). Third, we register images into the global 3D model in a batch-wise incremental manner that iteratively expands the model using local geometries of a subset of images (Sec. III-B). In the end of each batched process, both obtained scene structure and registered camera poses are jointly optimized by also considering the VIO odometry to achieve both local and global consistency. The batch process is repeated until all images are registered.

A. VIO-Aided Geometric Verification

The accuracy of the 3D structure reconstructed by SfM highly depends on the detected correspondences between images. After getting tentative matches from local feature matching, SfM systems generally introduce an outlier rejection scheme such as RANSAC that fits a transformation model between image points computed from randomly sampled matches [3], [19]. However, as illustrated in Fig. 3 (a), an incorrect transformation can still be estimated when the dominant matches support a wrong model. This typically happens in weakly textured indoor scenes, which also include visually similar objects in different places, e.g., corridors, standardized doors, and furniture. Wrongly matched images offer false connections between actually distant places and can result in a collapsed 3D model (cf. Fig. 1).

We address such ambiguous matches by exploiting the robust camera pose estimation of the VIO system. Given an image pair \((I_t, I_{t'})\), VIO estimates the relative pose of \(I_t\) with respect to \(I_{t'}\), which consists of a rotation matrix \(\hat{R}\) and a translation vector \(\hat{t}\). Using this prior knowledge of camera motions, we introduce the pixel-based Epipolar Error (EE) that evaluates the local feature correspondences between images:

\[
EE(f_{k,t}, f_{k,t'}) = d(f_{k,t}, \hat{F} f_{k,t'}),
\]

where \(\hat{F} = K^{-T} \hat{t} \times \hat{R} K^{-1}\).

(1)

\(f_{k,t}\) and \(f_{k,t'}\) are the corresponding feature points between the image pair, and \(K\) is the camera intrinsic matrix. \(\times\) denotes the matrix representation of the cross product and
$d(\cdot)$ denotes the perpendicular Euclidean distance between image point and line. Feature correspondence \{\(f_{k,i},f_{k,I_i}\}\) is marked as outliers if the EE is larger than the threshold \(T_{EE}\). Here \(\hat{F}\) is the fundamental matrix that projects the image point \(f_{k,i}\) using known properties of the image intrinsic and the given prior camera poses. Consequently, EE evaluates the distances between image point \(f_{k,i}\) and the epipolar line \(\hat{F}f_{k,I_i}\), which presents the consistency between VIO-based geometric configuration and vision-based local correspondence. Therefore, the image pair giving a higher outlier ratio is more likely to build wrong visual matches. We assume the image pair is wrongly matched if the ratio of outliers exceeds 0.5.

Fig. 3 provides a typical sample on which EE can effectively help discarding a wrongly matched image pair. In the left sample, due to the visual similarity of the two different places captured in each of the images, most of the tentative matches support a false transformation model built via RANSAC [3], [19]. In contrast, we build a transformation model using fairly correct camera poses obtained via VIO, thus can identify the wrong pair dominated by more than 50% outliers.

Offering the new image-level verification strategy, we design a two-step geometric verification scheme. We firstly build candidates of image pair for feature matching. For each image, we choose \(N_1\) neighboring images based on timestamp and \(N_2\) visually similar images by image retrieval. The tentative correspondences between these pairs are obtained by standard feature matching scheme [4]. As for the first stage, we verify each image pair based on its matches and a given prior fundamental matrix \(\hat{F}\). A wrong image pair detected based on the ratio of outliers is discarded and not anymore be used in latter processes. To get a more strictly verified set of feature correspondences, we next evaluate the tentative matches of the remaining candidates by a RANSAC-based outlier rejection scheme [3], [19] which estimates an epipolar transformation between images. The candidates are finally approved if sufficient numbers of inlier matches exist.

### B. Batched Incremental Reconstruction

We are next to register all images into the global coordinate system and build 3D scene points for recovering the target scene. Given initial camera poses obtained via VIO, the simplest strategy to achieve this goal is to register all images at once using absolute camera poses from VIO and triangulate 3D points using feature correspondences [29], [30]. However, as mentioned in Sec. II, VIO usually suffers from significant odometry drifts which turns into inaccurate absolute camera poses. Instead, we utilize the relative camera pose of the image with respect to the previous frame and incrementally build up the model. We also introduce to perform the image registration in a batched manner, which suppresses the additional computation costs in a marginal range.

**Batched Image Registration.** We divide the sequential images into several consecutive \(k\)-frame batches in time order. The batch size \(k\) controls the final accuracy and computation time of our approach, which will be further discussed in Sec. IV-A. The initial camera pose set of batch \(i\) is denoted as \(P_i = \{p\}\). In the \(i\)-th iteration, we register \(P_i\) by computing a rigid transformation \(T_i\) to align this batch of images to the current model. We directly compute \(T_i\) as the relative camera pose between the first image in \(P_i\) to the last image in \(P_{i-1}\), which proves to be fast and effective. After each batched image registration, we triangulate new 3D scene points using feature matches between verified image pairs.

**Bundle Adjustment with Relative Pose Constraints.** After each batched image registration and triangulation, we refine the cameras and scene points to guarantee the global consistency of the reconstruction. One general scheme for this purpose is global bundle adjustment [5] that minimizes the reprojection errors of the 3D scene points with respect to the estimated cameras and its observed feature points. We propose a new joint objective for bundle adjustment that relies not only on the visual information but also on the camera motion obtained via VIO:

$$
\arg\min_{p_i,X,K} \sum_i E_v(p_i,X_j,K) + \sum_i w_{i,i+1} E_r(p_i,p_{i+1}|\hat{p}_{i,i+1}).
$$

Here, \(E_v\) is the standard bundle adjustment objective for SFM which is formulated as:

$$
E_v(p_i,X_j,K) = \rho \left( \|z_{ij} - \pi(p_i,X_j,K)\|^2 \right),
$$

where \(p_i\) is the 6D absolute pose of the \(i\)-th camera and \(z_{ij}\) is the feature point corresponding to the 3D point \(X_j\) observed by the \(i\)-th camera. \(\pi(\cdot)\) denotes the projection function which projects scene points to the image plane and \(\rho\) is the robust function, e.g., Cauchy function. This objective, purely based on visual information, sometimes gives unstable results due to the weak visual connectivity between the scene points and images, i.e., lack of image features. We thus introduce a relative pose constraint term \(E_r\) that penalizes the residuals of the camera motion with respect to the prior knowledge of the relative poses:

$$
E_r(p_i,p_{i+1}|\hat{p}_{i,i+1}) = \|\log(p_{i+1},\hat{p}_{i,i+1})\|^2,
$$

where \(p_i,p_{i+1}\) is the 6D relative camera pose computed by \(p_i\) and \(p_{i+1}\), and \(\hat{p}_{i,i+1}\) is the prior relative pose obtained from VIO. \(\log(\cdot)\) denotes the log representation of the difference of two transformations. Please notice that \(E_r\) becomes a dominant term for determining \(i\)-th camera when the camera observes few 3D points, which penalizes the deviation between the estimated relative pose and its observation from VIO. Also considering the noisy nature of VIO estimation, we design the balancing factor \(w_{i,i+1}\) as a self-adaptive function formulated by:

$$
w_{i,i+1} = \alpha e^{-\beta c_{i,i+1}},
$$

where \(c_{i,i+1}\) is the number of verified feature correspondences between two consecutive frames, and \(\alpha\) and \(\beta\) are hyper parameters. Consequently, the objective heavily depends on the vision-based penalty \(E_v\) when there is sufficient visual connectivity between cameras. We use Ceres Solver [38] for
solving this nonlinear problem. After the bundle adjustment, the scene points with large projection errors or small triangulation angles are filtered out for further robustness.

IV. Experiments

Datasets. We collect several challenging sequences under different environments from two publicly available datasets [39], [40]: EuRoC Dataset [39] contains sequences of images in 20Hz and IMU measurements in 200Hz captured mainly in indoor scenes. It also provides a ground-truth camera pose of each image which is obtained via VICON and Leica MS50. Each sequence is labeled as easy, medium, or difficult according to the illumination and camera motion. We use seven sequences labeled with medium and difficult for evaluation, which capture separated scenes shown in Fig. 4; Similarly, OIVIO Dataset [40] consists of 36 sequences of images in 30Hz and IMUs in 200Hz recorded in weakly lighted environments. Since the dataset does not provide ground-truth poses for all images, we only report qualitative samples of reconstruction results for two selected sequences named as “TUNNEL HANDHELD 3” and “MINE HANDHELD 1” (denoted by “Tunnel” and “Mine”) in Fig. 7. For both datasets, we arrange image sequences by removing the static frames at the beginning and the end, and downsampling to 10Hz.

Implementation. We construct our reconstruction system based on COLMAP, an existing SfM tool [2] implemented in C++. N1 and N2 controlling the number of image pairs to match, is set to 40 and 30, which are reasonably fit to the frequency of the input image sequence (10Hz). Also considering errors of VIO estimation, we empirically set a relatively loose threshold of EE for our VIO-aided geometric verification: $T_{EE} = 20$ pixels. Batch size $k$ controlling the reliability of our incremental SfM onto the initial VIO estimation is set to 50 frames. We also report a validation of $k$ in Sec. IV-A. The hyper parameters $\alpha$ and $\beta$ in Eq. (5) are set to 1e3 and 0.003. All experiments are conducted on a desktop PC with an Intel Core i7-6700 CPU and a GeForce GTX 980Ti GPU.

A. Quantitative Evaluation for Reconstructed Odometry

We first evaluate the accuracy of the reconstructed cameras on the 7 sequences from EuRoC dataset where the camera location ground truth is available. We compare our approach with other visual and visual-inertial methods including COLMAP [2], ORB-SLAM2 [23], DSO [25], OKVIS [9] and VINS-Mono [10], using implementations provided by authors. Before evaluation, we compute a similarity transformation [41] to align the estimated trajectory to the ground-truth.

Tab. I reports the quantitative comparisons of reconstructed trajectories. Our method produces smaller errors than other existing visual-inertial methods, which locally estimate the camera motion, and shows the best performance in all comparisons on five sequences. Typical improvements can be seen in the first four sequences which include many aggressive and complex movements. Vision-based SfM (COLMAP) shows the second-best performances on these sequences, but fails to estimate a full trajectory in V2_03_difficult (missing 14 frames highlighted in Fig. 5 (a)) due to strong motion blur and texture-less areas in the sequence. On the other hand, our batched image registration succeeds to register all images by using the initial trajectory of each batched section provided by VIO.

Fig. 5 shows the camera trajectories estimated by our method and others consisting each component of our full pipeline. Our SfM-based method (d) generates a highly accurate and complete trajectory using both visual and inertial information, whereas purely vision-based SfM (a) fails to track all cameras. Please also notice that VINS-Mono (b), which provides the initial camera motions in our method, gives a globally inconsistent trajectory, and our method shows a remarkable boost in accuracy. This fact demonstrates that our batched image registration can effectively deal with accumulated drifts of the initial camera poses by dividing sequences and using camera motions only in the local section. We also construct a variant of our method (c) that employs a standard BA ignoring the relative pose constraint (Eq. (4)). This variant results in a locally erroneous camera trajectory compared to our full pipeline (d), suffering from the lack of proof of camera poses when there is less visual connectivity to neighboring images.

Influence of Batch Size. Second, we analyze the influence of batch size $k$ by evaluating our method with varying the parameter. The experiment is carried out on the V2_02_medium sequence from the EuRoC dataset, which contains 1025 images. Fig. 6 shows the RMSE of the recovered camera trajectory and execution time of reconstruction with various settings of the batch size. In general, a smaller batch size can bring a higher accuracy, but at the cost of computation time since the number of bundle adjustment increases. We find that when the batch size is smaller than a certain value, the accuracy does not change significantly. On the other hand, the execution time increases tremendously when the batch size is extremely small. This can be attributed to the computational costs for bundle
| Sequence         | Name       | Frames | Mean | Median | RMSE  | ME   | RMSE  | ME   | RMSE  | ME   | RMSE  | ME   | RMSE  | ME   | RMSE  | ME   |
|------------------|------------|--------|------|--------|-------|------|-------|------|-------|------|-------|------|-------|------|-------|------|
| V1_02_medium     | COLMAP [2] | 756    | 0.043 | 0.040  | 0.064 | 0.0065 | 0.598 | 0.213 | 0.067 | 0.062 | 0.060 | 0.057 | 0.022 | 0.019 |
|                  | ORB-SLAM2 [23] | 916    | 0.054 | 0.051  | 0.531 | 0.235 | 0.925 | 0.935 | 0.105 | 0.089 | 0.173 | 0.131 | 0.043 | 0.032 |
|                  | DSO [25]   | 1025   | 0.029 | 0.032  | 0.056 | 0.056 | 0.092 | 0.080 | 0.081 | 0.058 | 0.124 | 0.103 | 0.014 | 0.012 |
|                  | OKVIS [9]  |        |       |        |       |       |       |       |       |       |       |       |       |       |       |
|                  | VINS-Mono [10] |      |       |        |       |       |       |       |       |       |       |       |       |       |       |
|                  | Ours       |        |       |        |       |       |       |       |       |       |       |       |       |       |       |
| V2_03_difficult  | COLMAP [2] | 1028   | 0.041 | 0.036  | 0.079 | 0.073 | 1.386 | 1.008 | -     | -     | 0.191 | 0.153 | 0.029 | 0.021 |
|                  | ORB-SLAM2 [23] |      |       |        |       |       |       |       |       |       |       |       |       |       |       |
|                  | DSO [25]   |        |       |        |       |       |       |       |       |       |       |       |       |       |       |
|                  | OKVIS [9]  |        |       |        |       |       |       |       |       |       |       |       |       |       |       |
|                  | VINS-Mono [10] |      |       |        |       |       |       |       |       |       |       |       |       |       |       |
|                  | Ours       |        |       |        |       |       |       |       |       |       |       |       |       |       |       |
| MH_03_medium     | COLMAP [2] | 968    | 0.040 | 0.034  | 0.038 | 0.032 | 0.172 | 0.135 | 0.146 | 0.143 | 0.080 | 0.067 | 0.035 | 0.029 |
|                  | ORB-SLAM2 [23] |      |       |        |       |       |       |       |       |       |       |       |       |       |       |
|                  | DSO [25]   |        |       |        |       |       |       |       |       |       |       |       |       |       |       |
|                  | OKVIS [9]  |        |       |        |       |       |       |       |       |       |       |       |       |       |       |
|                  | VINS-Mono [10] |      |       |        |       |       |       |       |       |       |       |       |       |       |       |
|                  | Ours       |        |       |        |       |       |       |       |       |       |       |       |       |       |       |
| MH_04_difficult  | COLMAP [2] | 681    | 0.095 | 0.078  | 0.099 | 0.049 | 0.172 | 0.171 | 0.138 | 0.131 | 0.124 | 0.123 | 0.092 | 0.077 |
|                  | ORB-SLAM2 [23] |      |       |        |       |       |       |       |       |       |       |       |       |       |       |
|                  | DSO [25]   |        |       |        |       |       |       |       |       |       |       |       |       |       |       |
|                  | OKVIS [9]  |        |       |        |       |       |       |       |       |       |       |       |       |       |       |
|                  | VINS-Mono [10] |      |       |        |       |       |       |       |       |       |       |       |       |       |       |
|                  | Ours       |        |       |        |       |       |       |       |       |       |       |       |       |       |       |
| MH_05_difficult  | COLMAP [2] | 701    | 0.084 | 0.064  | 0.068 | 0.055 | 0.102 | 0.093 | 0.261 | 0.227 | 0.133 | 0.110 | 0.083 | 0.072 |
|                  | ORB-SLAM2 [23] |      |       |        |       |       |       |       |       |       |       |       |       |       |       |
|                  | DSO [25]   |        |       |        |       |       |       |       |       |       |       |       |       |       |       |
|                  | OKVIS [9]  |        |       |        |       |       |       |       |       |       |       |       |       |       |       |
|                  | VINS-Mono [10] |      |       |        |       |       |       |       |       |       |       |       |       |       |       |
|                  | Ours       |        |       |        |       |       |       |       |       |       |       |       |       |       |       |

TABLE I: Performance of reconstructed trajectory. For each comparison in the column, we report the root mean square error (RMSE) and the median error (ME) of the reconstructed camera positions in meters. Best results are presented in bold and the second best are in blue. We additionally report the number of reconstructed cameras where the method does not provide a full trajectory for the input sequences.

**Fig. 5:** Recovered camera trajectories on V2_03_difficult sequence from EuRoC Dataset [39]. The estimated camera trajectories are presented as line segments colored by the absolute position error (meters) with respect to the ground-truth camera trajectory (gray line). ’w/o RPC’ means using a standard BA without relative pose constraint in the proposed method. RMSE of each trajectory is (a) 0.041, (b) 0.191, (c) 0.043 meters, (d) 0.029 meters, respectively.

**Fig. 6:** Trajectory RMSE and execution time with respect to the batch size. The trajectory RMSE and the execution time of COLMAP [2] are also shown by dotted lines for comparison.

adjustment which runs in each batched reconstruction process. The smaller batch size leads the more iteration number and consequently produces further complexities in latter iterations which refine a large number of registered cameras and points. Considering the trade-off between accuracy and efficiency, we finally select 50 as the batch size in our experiments.

### B. Qualitative Evaluation for Reconstructed 3D Models

We finally provide some visual samples of the reconstructed cameras and 3D points for challenging image sequences from the OIVIO dataset [40]. Fig. 7 shows the reconstruction results obtained by our method, COLMAP [2], ORB-SLAM2 [23], OKVIS [9] and VINS-Mono [10]. Since OKVIS [9] and VINS-Mono [10] do not output 3D points, we additionally obtain 3D points for them by triangulating feature tracks approved by our geometric verification. We exclude DSO [25] from this comparison because it fails to estimate complete trajectories for these sequences. For both of the scenes, COLMAP [2] fails to construct the continuous camera trajectories (pointed by blue arrows) due to the weak visual connectivity of the sequences. This especially happens in the Mine sequence, which has a longer trajectory, resulting in an inconsistent 3D model with duplicated structures (Fig. 7 (b)). On the other hand, we build a continuous camera trajectory.

1We do not report results of OKVIS on V2_03_difficult because despite our best efforts, it fails to estimate a reasonable trajectory for the sequence.
by initializing camera poses using VIO estimation. Please also note that other SLAM or visual-inertial methods, including ORB-SLAM2 [23], OKVIS [9] and VINS-Mono [10], suffer from inconsistent model reconstruction, e.g., drifted and duplicated structures, because they estimate a locally consistent camera trajectory mainly based on feature matching only against to neighboring frames. In contrast, our system provides globally consistent 3D models by employing global bundle adjustment after registering each batched trajectory.

To sum up, we achieve the globally consistent 3D reconstruction that introduces the camera trajectory from VIO to an SfM pipeline. Experiments demonstrate that our method deals with challenging scenes providing less visual information while effectively utilizing the prior knowledge of camera poses from a locally consistent VIO estimation.

V. CONCLUSION

In this paper, we have proposed a SfM-based 3D reconstruction pipeline that effectively takes advantage of the camera pose information from a VIO. In contrast to existing SLAM-based visual-inertial reconstruction methods, we aim to construct a globally consistent and complete 3D model including...
camera poses and 3D points. Our method consists of a simple combination of VIO-aided camera poses initialization and SFM-based images-points reconstruction, still gives a great margin in terms of accuracy of the reconstructed model. Experiments on publicly available datasets demonstrate that our system can achieve an accurate and robust 3D reconstruction in challenging environments where the images provide less visual evidences for reconstruction. Also, we have shown that the computational time for the reconstruction can effectively be reduced by a batched incremental reconstruction process. One of the future works would be the detailed analysis for determining several parameters in our system that are highly relevant to its feasibility to noisy IMUs and consequent erroneous VIO estimation. Although we are currently tuning these parameters empirically, we believe that this work still suggests that the prior knowledge of camera motion can benefit existing vision-based 3D reconstruction systems and implies there is significant room for improvement towards accurate 3D reconstruction.
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