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Abstract—This paper presents a downlink reconfigurable intelligent surface (RIS)-assisted half-duplex (HD) cooperative rate-splitting multiple access (C-RSMA) networks. The proposed system model is built up considering one base station (BS), one RIS, and two users. With the goal of minimizing the network energy consumption, a joint framework to optimize the precoding vectors at the BS, common stream split, relaying device transmit power, the time slot allocation, and the passive beamforming at the RIS subject to the power budget constraints at both the BS and the relaying node, the quality of service (QoS) constraints at both users, and a common stream rate constraint is proposed. The formulated problem is a non-convex optimization problem due to the high coupling among the optimization variables. To tackle this challenge, an efficient algorithm is presented by invoking the alternating optimization (AO) technique, which decomposes the original problem into two sub-problems; namely, sub-problem-1 and sub-problem-2, which are alternatively solved. Specifically, sub-problem-1 jointly optimizes the precoding vectors, common stream split, and relaying device power. Meanwhile, sub-problem-2 is to optimize the phase shift matrix at the RIS. In order to solve sub-problem-1, an efficient low-complexity solution based on the successive convex approximation (SCA) is proposed. Meanwhile, and with the aid of difference-of-convex (DC) rank-one representation and the SCA approach, an efficient solution for the phase shift matrix at the RIS is obtained. The simulation results demonstrate that the proposed RIS-assisted HD C-RSMA achieves a significant gain in minimizing the total energy consumption compared to the RIS-assisted RSMA scheme, RIS-assisted HD cooperative non-orthogonal multiple access (C-NOMA), RIS-assisted NOMA, HD C-RSMA without RIS, and HD C-NOMA without RIS.
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I. INTRODUCTION

A. Background & Motivation

Connecting the unconnected is an overriding goal of the next-generation cellular network (6G) that is driving research to provide seamless and ubiquitous connectivity to every device, given the continued exponential growth of Internet-of-Things (IoT) devices in the next decade. Substantive research programs are being developed on a global scale to shape and establish the vision of 6G including “6G Hubs” in Germany, “6G Flagship” in Finland, Terahertz (THz) communication studies in the USA, “Broadband Communications and New Networks” in China, etc [1]

In order to support the different IoT use cases and the new emerging applications requirements such as augmented reality, 4k videos, online gaming, etc., 6G should accommodate a much higher density of connectivity (estimated to be \(10^6\) devices per km\(^2\)), provide 5-10, and 10-100 times of the spectral efficiency and energy efficiency in comparison with the ones that 5G can achieve, 0.9999999 reliability, and support latency in terms of microseconds [1]. In order to achieve the aforementioned strict goals, one of the most fundamental issues is to design sophisticated multiple access techniques for the forthcoming wireless networks denoted as next-generation multiple access (NGMA) [2].

Enhancing the network spectral efficiency and supporting massive access of users necessitate novel multiple access mechanisms which can potentially serve multiple users in the same resource. In order to accommodate multiple users in the same resource block, one of the potential approaches is to utilize space division multiple access (SDMA). In SDMA, multiple users can share the same time-frequency resource by taking advantage of spatial resources and the multi-antenna processing at the transmitter. Moreover, each user can decode the intended data streams by treating residual interference as noise. However, the performance of SDMA is sensitive to the user channel orthogonality and strengths and it requires the scheduler to pair users with nearly orthogonal channels and relatively similar channel strengths. Consequently, multiple access has progressed toward the direction of non-orthogonal multiple access (NOMA), where users are superposed in the same time-frequency resources via the power domain (e.g., power-domain NOMA) or code domain (e.g., sparse code multiple access) [3]. NOMA has been considered one of the most powerful multiple access techniques to accommodate thousands of users with good interference management [4]. However, user ordering is a big challenge in a multi-antenna NOMA system. It is because there exists no standard decoding order for the users’ channels in multi-antenna NOMA [5].

Rate-splitting multiple access (RSMA) has been envisioned as a contender non-orthogonal transmission mechanism for the next-generation wireless networks [2], [6]. RSMA is a generalized joint framework of the space division multiple access (SDMA) and the non-orthogonal multiple access...
(NOMA) and is capable of outperforming both SDMA and NOMA in terms of network energy efficiency, network spectral efficiency, and multiplexing gain [2]. Specifically, the main concept of RSMA is to split the user messages into common and private parts wherein the common parts are encoded into common streams, meanwhile, the private parts are encoded into private streams [2]. It is worth mentioning that the common streams are required to be decoded by multiple users whereas the private streams are needed to be decoded by the corresponding users [5], [7]. Accordingly, RSMA provides a versatile interference management feature that allows for partial decoding and partial treatment of interference as noise [8].

Note that, in RSMA, the achievable data rate of the common stream is constrained by the rate of the worst user’s performance, i.e., the user having the worst channel conditions, which may negatively affect the overall system performance [8]. As a result, in settings where users experience heterogeneous channel conditions with the transmitter, i.e., the base station (BS), the common stream rate may drop [8]. In order to tackle this limitation, cooperative communications have been recently incorporated with RSMA to improve the common stream rate, which is known as cooperative RSMA (C-RSMA) [8]. In particular, since the common stream may carry a portion of each user equipment (UE)’s message, each UE will be able to have prior information about the portion of the messages intended for other UEs. C-RSMA exploits the availability of this prior information about the messages intended for other UE to improve the common stream rate as well as to enhance the reception reliability. To achieve that, the UEs with good channel gains can act as cooperative relays to assist the BS in transmitting the common stream message to the UEs with bad channel conditions. While RSMA/C-RSMA is expected to unleash the potential of 6G networks, another new degree of freedom can be added by configuring and controlling the wireless propagation environment, which can be realized through the reconfigurable intelligent surface (RIS) [9].

RIS has recently been envisioned as a promising technology to intelligently reconfigure the wireless propagation environment. RIS is composed of a large number of passive low-cost elements, each of which is capable of independently tuning the phase shift of the impinging radio waves [10], [11]. This technology is envisaged to be deployed as a planar surface on the facades, walls, or ceilings of buildings to reflect the impinging radio waves towards the intended receiver, and hence, can create a virtual line-of-sight (LoS) between the source and the destination. When deployed in wireless systems, RIS has the potential of altering the wireless environment from being highly probabilistic in nature to becoming a more controllable and partially deterministic space referred to as a smart radio environment or “Wireless 2.0” [9]. Motivated by the above benefits of both C-RSMA and RIS, this paper investigates the potential gains brought by integrating RIS with C-RSMA. Nevertheless, this amalgamation between C-RSMA and RIS can provide a vital paradigm for the forthcoming wireless networks by controlling the wireless propagation through RIS and improving the network connectivity as well as network spectral and energy efficiencies through RSMA.

B. State-of-the-Art

1) RSMA-Empowered Wireless Networks: Recently, many works have been devoted to studying and characterizing the potential gains of RSMA-empowered next-generation cellular networks in terms of spectral efficiency, energy efficiency, network coverage, and user fairness [2]. The authors in [12] studied the joint optimization of beamforming and rate in order to maximize both energy and spectral efficiencies. An optimization problem with the objective of maximizing the minimum achievable rate has been studied in [13] for a multi-group multi-cast downlink multiple-input single-output (MISO) system. The authors in [14] investigated the performance of RSMA in a massive multiple-input multiple-output (MIMO)-enabled multi-cell scenario to maximize the weighted sum rate. The authors in [15] studied the sum-rate maximization problem with the consideration of partial channel state information (CSI). The authors in [16] evaluated the performance of rate splitting in terms of bit error rate (BER) in a MISO system, meanwhile [17] measured the BER of RSMA in a multi-antenna multi-carrier based cognitive radio systems. In [18], a RIS-assisted wireless network is studied with the objective to maximize the energy efficiency of the system by jointly optimizing beamforming vectors at BS and RIS phase shift elements.

Different solution approaches for optimization have been explored to solve the optimization problem in RIS-assisted wireless systems. Such as in [19], the authors solved transmit power minimization problem by optimizing beamforming vector from the BS and phase shift matrices of RIS by utilizing semidefinite relaxation (SDR) and alternating optimization. However, SDR is limited by the dropping of the rank-one constraint, which negatively affects the performance of the system. In order to overcome this problem, there are multiple effective solution approaches that have been reported in the literature. For example: in [20], authors proposed an alternating DC-based solution for phase shift optimization. They also showed via simulation that the alternating DC approach can outperform the alternating SDR approach in terms of minimum transmit power. Another efficient and popular approach to solving this type of optimization problem is to use Riemannian Manifold method. It was first introduced in [21], where the objective was to maximize spectral efficiency by optimizing phase shift matrices and beamforming vectors. Recently, there are several solution approaches have been proposed by utilizing the aforementioned approaches or with little modification. For instance: [22] solved a maximum energy efficiency problem to optimize a beamforming vector utilizing SCA, SDR, and DC by applying majorization, minimization (MM), and Dinkelnich approach, and phase shift matrices are optimized using a penalty-based iterative algorithm.

2) C-RSMA-Empowered Wireless Networks: With the objective of improving the far user performance, and hence, enhancing the overall system performance, C-RSMA with the assistance of half-duplex (HD) and full-duplex (FD) user relaying mode has been recently investigated [8], [23], [24], [25]. Specifically, the authors in [23] jointly optimized the transmit beamforming at the BS, the transmit power at the near
user, the resource allocation, and the common-stream split in a two-user HD C-RSMA network. The authors in [8] jointly optimize the BS precoders vectors, the near user’s transmit power, the time slot fraction, and the common stream split aiming at maximizing the minimum achievable rate in two-user HD C-RSMA enabled one MISO BS cellular system. On the other hand, the authors in [24] and [25] considered a FD C-RSMA to enhance the system performance in terms of network power consumption [24] and user fairness [25].

3) RIS-Assisted RSMA-Based Wireless Networks: The research on RIS-enabled RSMA-based wireless networks is gaining momentum to enhance different performance metrics [26], such as network energy efficiency [18], [27], network spectral efficiency [28], [29], and network outage probability [30]. Specifically, in [28], the authors studied a downlink RIS-assisted wireless communication to maximize the sum rate. The authors in [18] investigated a RIS-assisted downlink multi-user communication in order to enhance the energy efficiency by considering the QoS constraints of each user. The authors in [27] evaluated the energy efficiency maximization in a RIS-assisted RSMA network with the optimization of the phase shift matrices and beamforming vectors of BS. A framework to leverage the interplay between the RIS and the RSMA is introduced in [30] and a closed-form expression for the outage probability of the cell-edge users is derived. In order to maximize the sum rate, the authors in [29] proposed a fully connected RIS-assisted RSMA network by optimizing the phase shift matrices of RS and beamforming vectors. The authors in [31] utilized the RSMA technique in a RIS-assisted cloud radio access network (C-RAN) system to improve network energy efficiency. A study on a two-layer RSMA-based multi-RIS system is carried out in [32] where each RIS is deployed on a cell-edge boundary to assist the cell-edge users.

To the best of our knowledge, all the aforementioned research has only studied the performance of integrating RIS with RSMA technique without adopting the user relaying operation, meanwhile, there is a clear gap in the existing literature on the performance of C-RSMA when the RIS is deployed in the network. In addition, most of the works studying the potential gains of HD C-RSMA in cellular networks devoted their attention to improving the network spectral efficiency as they considered the network spectral efficiency as the key performance indicator for the optimization and design of the wireless systems. However, with the overwhelming rise of mobile devices and traffic data, network energy consumption has severe implications on the economic cost and becomes a major issue in the next-generation wireless networks. Consequently, the energy savings should also attract much attention to a green cellular network, which is the main focus of this paper.

C. Contributions

To the best of our knowledge, the integration of RIS with C-RSMA has not been studied in the literature. Moreover, this paper is one of the earliest attempts to investigate the energy consumption minimization problem in RIS-assisted downlink MISO C-RSMA cellular networks. Against the above background and driven by the aforementioned observations, the main contributions of this paper can be summarized as follows.

- A MISO downlink RIS-assisted HD C-RSMA system that consists of one multi-antenna BS, one RIS, and two single antenna-based users, i.e., one far user and one near user, is considered. In this model, we allow the near user to assist the far user transmission by relaying the common stream to this user via a user relaying link. In this regard, a framework to optimize the active beamforming at the BS, the power allocation at the near user, the time-slot allocation, the common stream split, and the RIS phase-shift matrix is investigated. This framework is formulated as an optimization problem to minimize the network energy consumption while guaranteeing the QoS requirements for both cellular users and the power constraints of both the BS and the relaying device.

- Due to the high coupling between the different optimization variables, the formulated total energy consumption minimization problem is a non-convex optimization problem, which is challenging to solve directly. In order to overcome this challenge, we invoke the alternating optimization (AO) method in which the main optimization problem is decomposed into two sub-problems, namely, sub-problem-1: joint optimization of precoding vectors and resource allocation; and sub-problem-2: RIS phase shift matrix optimization.

- We solve sub-problem-1 in an iterative way using SCA by jointly optimizing precoding vectors, common stream split, and relaying device power for a given phase shift matrix at the RIS and a given time slot allocation. Meanwhile, for given precoding vectors, common stream split, time slot allocation, and transmit relaying device power, with matrix lifting and change-of-variables, the passive beamforming optimization sub-problem is reformulated as a rank-one constrained optimization problem. As the rank-one constraint is a non-convex term, a DC representation, as well as an efficient SCA algorithm, are considered to solve the reformulated problem in order to obtain a feasible rank-one solution. Furthermore, computational complexity analysis is provided for the overall algorithm. Note that, the optimal time slot allocation is obtained using an exhaustive search over the region from the minimum value to the maximum value of time slot allocation.

Simulations are performed to assess the performance of the proposed RIS-assisted HD C-RSMA framework. The efficacy of the proposed scheme is verified by taking RSMA with RIS, NOMA with RIS, HD C-NOMA with RIS, HD C-RSMA without RIS, and HD C-NOMA without RIS as benchmark schemes. The simulation results reveal that the proposed RIS-assisted HD C-RSMA scheme can outperform the other five schemes in terms of network energy consumption.

D. Paper Organization and Notations

The rest of the paper is organized as follows. Section II presents the network and the transmission models. Section III presents the signal-to-interference-plus-noise-ratio (SINR) model and rate analyses. Section IV discusses the formulated optimization problem and the proposed solution roadmap. Section V presents the proposed solution approach. Finally,
TABLE I

| Symbol | Description |
|--------|-------------|
| $N_t, M$ | Number of antennas, number of reflecting elements |
| $p_c, P_1, P_2, P$ | Precoding vectors for the common stream, private stream for near user, private stream for far user, and precoding matrix |
| $h_{b_1, b_2}, H_{b_1, b_2}, h_{r_1, r_2}, h_{r_1, r_2}, h_{r_1}, h_{r_2}, h_{r_1, r_2}, h_{r_1, r_2}$ | Channel coefficient of BS $\rightarrow$ near user, BS $\rightarrow$ far user, BS $\rightarrow$ RIS, RIS $\rightarrow$ near user in direct transmission phase, RIS $\rightarrow$ far user in direct transmission phase, near user $\rightarrow$ RIS, RIS $\rightarrow$ far user in cooperative transmission phase, near user $\rightarrow$ far user |
| $\Theta[1], \Theta[2]$ | Phase shift matrices for direct and cooperative transmission phases |
| $\Theta[1], \Theta[2]$ | Phase shift in direct and cooperative transmission phases |
| $\delta$ | Time slot duration |
| $\text{SINR}_{c_1}^{\text{RIS}}, \text{SINR}_{c_2}^{\text{RIS}}$ | SINR of the common stream at near and far users during direct transmission phase |
| $\text{SINR}_{p_1}^{\text{RIS}}, \text{SINR}_{p_2}^{\text{RIS}}$ | SINR of private streams at near and far users during direct transmission phase |
| $R_{c_1}^{\text{RIS}}, R_{c_2}^{\text{RIS}}$ | Rate of the common stream at near and far users during direct transmission phase |
| $R_{p_1}^{\text{RIS}}, R_{p_2}^{\text{RIS}}$ | Rate of private streams at near and far users during direct transmission phase |
| $\text{SINR}_{c_1}^{\text{RSMA}}$ | SINR of the common stream at far user during cooperative transmission phase |
| $R_{c_1}^{\text{RSMA}}$ | Rate of the common stream at far user during cooperative transmission phase |

Fig. 1. RIS-based C-RSMA System Model.

the simulation results and the conclusion are discussed in Sections VI and VII, respectively.

Matrices and vectors are denoted by bold-face upper-case and lower-case letters, respectively. For any complex-valued vector $x$, $|x|$ refers to the Euclidean norm of $x$ and $\text{diag}(x)$ denotes the diagonal matrix which has $x$ as diagonal. For any square matrix $S$, $\text{tr}(S)$ refers to as its trace, meanwhile $S \succeq 0$ means that $S$ is a positive semi-definite (PSD) matrix. For any matrix $M$, $\text{rank}(M)$ and $M^H$ refer to its rank and its conjugate transpose, respectively. Furthermore, the distribution of a circularly symmetric complex Gaussian random variable with a mean $\mu$ and a variance $\sigma^2$ is denoted by $\mathcal{CN}(\mu, \sigma^2)$. In addition, for any matrix, $M$, $\|M\|_*$ and $\|M\|_2$ presents the nuclear norm and spectral norm, respectively. Finally, $j$ represents the complex number, $e^{jx}$ denotes the exponential function, $[h]_n$ is the $n$th entry of $h$, and $\mathbb{R}\{x\}$ is the real part of the complex term $x$. A symbol table TABLE I is provided for the reader’s convenience.

II. SYSTEM MODEL

A. Network Model

We consider a downlink transmission in a RIS-assisted C-RSMA system consisting of one BS with $N_t$ number of antennas, two single-antenna users equipment (UEs), and one RIS with $M$ reflecting elements as shown in Fig. 1. In this model and similar to [23], we assume that user-1, which is near to the BS, has a better channel condition than user-2 which is located far from the BS. Consequently, and based on the distance from BS, user-1 is considered a near user, and user-2 is deemed as a far user [8]. By utilizing the principle of C-RSMA and with the assistance of RIS, the BS serves two users. The near user acts as an HD Non-regenerative Decode-and-Forward (NDF) relay to assist the transmission of the common stream from the BS to the far user. Finally, we assume that the channel state information (CSI) for all these wireless links is perfectly known at the BS.

In our work, we utilized passive RIS which does not contain any active transmitters or receivers. In a fully passive RIS, it is a challenging task to estimate the channels. To tackle this issue, several low-complexity methods have been proposed so far in the literature. For example, the authors in [33] proposed an anchor-aided cascaded channel scheme for a RIS-assisted wireless system where two dedicated anchor nodes are deployed near the RIS. The anchor nodes assist in transmitting and receiving pilots and feedback in BS-RIS link. By obtaining CSI of the common BS-RIS link, dynamic RIS-user channels can be efficiently estimated using the least square (LS) method which reduces real-time training overhead. Given that the algorithm in [33] is a low complexity one, a similar approach can be applied to estimate cascaded channels of the near user-RIS-far user link. More precisely, anchor nodes can be placed near the RIS, and then with the exchange of pilots and feedback signals, the channel between the near user-RIS can be estimated. After obtaining the near user-RIS channel estimation, the channel between RIS-far user can be estimated using the LS method. However, in this work, we assume perfect CSI and hence the channel estimation is out of the scope of this paper. In the next section, we start to define the received SINRs and the corresponding achievable data rate at the near and far users.

B. Transmission Model

In order to proceed, the main operation and transmission phases of the C-RSMA should be first detailed. The transmission model in HD C-RSMA can be executed over...
two transmission phases, which are denoted as the direct transmission phase and the cooperative transmission phase. As shown in Fig. 1, since the near user adopts HD NDF relaying mode, the two phases may not have equal time allocation. Consequently, we denote the time fractions that are allocated to the direct transmission phase and the cooperative transmission phase as $\delta$ and $(1 - \delta)$, respectively. The two transmission phases can be detailed as follows.

- **Direct transmission phase**: Following the principle of rate splitting, the BS first splits the message of each UE, i.e., near user, and far user, into common and private parts. The common parts are then combined and subsequently encoded into a common stream. Meanwhile, the private parts of the two UEs are independently encoded into private streams. Afterward, the BS transmits the common and private streams to the near and far users. The transmitted signal from the BS also reaches the RIS and is reflected back to the two users. After that, the common stream is decoded by the near user by treating the private streams as interference. Finally, the successive interference cancellation (SIC) process is applied to remove the common stream from the total received signal, and then, each UE decodes its private stream while treating the private stream for the other user as interference.

- **Cooperative transmission phase**: By adopting the NDF HD relaying protocol, the near user relays the common stream to the far user. Consequently, at the far user’s side, two signals of the common stream are received, i.e., one coming from the near user transmission and the other one coming from the reflection of the RIS. Finally, at the far user side, those two received signals are combined and the common stream is then decoded.

Note that the direct transmission phase occurs in the first time slot with a time duration $\delta$; meanwhile, the cooperative transmission phase occurs in the second time slot which has a duration of $(1 - \delta)$.

### III. SINR Model and Achievable Rate Analysis

In this section, we discuss the analysis of both the SINRs and the achievable data rates for an HD C-RSMA-based cellular network assisted by RIS. In this regard, we first discuss the data transmission process by the BS and the near user, and then, the data reception process at the two cellular users. First, at the BS and as we mentioned earlier, the messages for both the near and the far users are split into common $W_{c,1}$ and $W_{c,2}$, respectively, and private parts $W_{p,1}$ and $W_{p,2}$, respectively. All common parts are encoded together using a common codebook, and then, converted into a common stream $s_c$. Meanwhile, the private parts, i.e., $W_{p,1}$, $W_{p,2}$, are encoded independently and transformed into two private streams $s_1$ and $s_2$, respectively. Note that, the common stream is intended for all users; however, the private streams are intended only for their corresponding users. Based on the above, the signal transmitted by the BS can be expressed as:

$$x = s_c p_c + s_1 p_1 + s_2 p_2.$$  \hspace{1cm} (1)

We denote $s = [s_c, s_1, s_2]^T$ and assume that $E[ss^H] = I$. Here, the precoding vector adopted by the BS is represented by $P = [p_c, p_1, p_2]$. Consequently, the received signal at the near user in the first time slot can be written as

$$y_1 = (h_{b,1}^H + h_{r,1}^H \Theta^{[1]} H_{b,r}^H)x + \omega_1,$$  \hspace{1cm} (2)

where $\omega_1$ represents the additive white Gaussian noise with $CN(0, \sigma_1^2)$ at near user in the first time slot. Moreover, $\Theta^{[1]} = \text{diag}(\phi^{[1]}_1, \phi^{[1]}_2, \ldots, \phi^{[1]}_M)$ is the phase shift matrix of the RIS, where $\forall m \in [1, M], \phi^{[1]}_m = \alpha^{\theta^{[1]}_m}$ such that $\theta^{[1]}_m \in [0, 2\pi]$ denotes the phase shift of the $m$-th reflective element in the first time slot. Consequently, the received SINR and the corresponding achievable data rate at the near user to decode the common stream at the first time slot can be given by,

$$\text{SINR}_{c,1}^{[1]}(\theta^{[1]}_1, P) = \frac{|(h_{b,1}^H + h_{r,1}^H \Theta^{[1]} H_{b,r}^H)p_{c1}|^2}{\sum_{k=1}^2 |(h_{b,1}^H + h_{r,1}^H \Theta^{[1]} H_{b,r}^H)p_{k2}|^2 + \sigma_2^2},$$  \hspace{1cm} (3)

$$R_{c,1}^{[1]}(\theta^{[1]}_1, P) = \delta \log_2 \left(1 + \text{SINR}_{c,1}^{[1]} \right).$$  \hspace{1cm} (4)

On the other hand, the received signal at the far user at the first time slot can be expressed by

$$y_2 = (h_{b,2}^H + h_{r,2}^H \Theta^{[1]} H_{b,r}^H)x + \omega_2^{[1]},$$  \hspace{1cm} (7)

where $\omega_2^{[1]}$ denotes the additive white Gaussian noise with $CN(0, \sigma_2^2)$ at the far user in time slot 1. Therefore, the SINR expression and the achievable data rate at the far user to decode the common stream at time slot 1 can be given by

$$\text{SINR}_{c,2}^{[1]}(\theta^{[1]}_2, P) = \frac{|(h_{b,2}^H + h_{r,2}^H \Theta^{[1]} H_{b,r}^H)p_{c2}|^2}{\sum_{k=1}^2 |(h_{b,2}^H + h_{r,2}^H \Theta^{[1]} H_{b,r}^H)p_{k1}|^2 + \sigma_2^2},$$  \hspace{1cm} (8)

$$R_{c,2}^{[1]}(\theta^{[1]}_2, P) = \delta \log_2 \left(1 + \text{SINR}_{c,2}^{[1]} \right).$$  \hspace{1cm} (9)

Moreover, the SINR expression and the achievable data rate at the far user to decode its private stream at the first time slot can be expressed as

$$\text{SINR}_{p,2}^{[1]}(\theta^{[1]}_2, P) = \frac{|(h_{b,2}^H + h_{r,2}^H \Theta^{[1]} H_{b,r}^H)p_{21}|^2}{|h_{b,2}^H + h_{r,2}^H \Theta^{[1]} H_{b,r}^H|p_{12}|^2 + \sigma_2^2},$$  \hspace{1cm} (10)

$$R_{p,2}^{[1]}(\theta^{[1]}_2, P) = \delta \log_2 \left(1 + \text{SINR}_{p,2}^{[1]} \right).$$  \hspace{1cm} (11)

---

1We assume that the relaying UE uses energy from its own battery to assist the transmission, which is commonly considered in the context of both C-RSMA and C-NOMA [23], [34]. However, as a future extension of this work, we aim to utilize recent technologies such as simultaneous wireless information and power transfer (SWIPT), wireless power transfer (WPT) to help the near user in harvesting energy to be utilized for transmitting the common stream to the far user.
After we characterize the transmission model, the received signal at both UEs, the received SINRs, and the corresponding achievable rate in the first time slot due to the transmission of the BS, we now direct our attention toward analyzing the network model in the second time slot. At time slot 2, the near user starts to transmit the common stream to the far user as mentioned in the cooperative transmission phase. The near user utilizes NDF protocol for relaying operation. After receiving the signal from the BS during the direct transmission phase, the near user decodes the common message. However, the near user re-encodes it using a different code book from that used by the BS and transmits the re-encoded common message to the far user [35]. Hence, the received signal at the far user in time slot 2 can be expressed as:

\[ y_2 = (h_{1,2} + h_{c,2}^R \Theta_{c,2}^{[2]} h_{1,2}, r) \sqrt{P_d c} + \omega_2^{[2]}, \]  

where \( \omega_2^{[2]} \) denotes the additive white Gaussian noise with \( \mathcal{CN}(0, \sigma_2^2) \) at far user in time slot 2. Furthermore, \( \Theta_2^{[2]} = \text{diag}(\phi_1^{[2]}, \ldots, \phi_M^{[2]}) \) is the phase shift matrix of the RIS at time slot 2 such that \( \forall m \in [1, M], \phi_m^{[2]} = e^{j\theta_m^{[2]}} \). In order to decode the common stream at time slot 2, the SINR and the achievable rate at the far user can be given by

\[ \text{SINR}_2^{[2]} = \frac{|(h_{1,2} + h_{c,2}^R \Theta_{c,2}^{[2]} h_{1,2}, r)|^2 P_d}{\sigma_2^2}, \]  

\[ R_2^{[2]} (\theta^{[2]}, P_d) = (1 - \delta) \log_2 (1 + \text{SINR}_2^{[2]}). \]  

Since the near user adopts NDF relaying mode, the common stream at the far user can be expressed by [36] and [37].

\[ R_{c,2}^{\text{NDF}} (\theta^{[1]}, \theta^{[2]}, P, P_d) = R_{c,1}^{[1]} (\theta^{[1]}, P) + R_{c,2}^{[2]} (\theta^{[2]}, P, P_d). \]

Finally, the achievable data rate to decode the common stream for both users can be expressed by

\[ R_c = \min \left( R_{c,1}^{[1]} (\theta^{[1]}, P), R_{c,2}^{\text{NDF}} (\theta^{[1]}, \theta^{[2]}, P, P_d) \right). \]  

Specifically, \( R_c \) guarantees the successful decoding of the common stream at both users. Since \( R_c \) is distributed among the two users, hence, for the common stream \( s_c, R_c \) should satisfy \( R_c = \sum_{k \in K} C_k, \forall k \in \{1, 2\} \), \( C_k \) represents the portion of the common stream that is allocated to UE \( k \). Note that the achievable rate of the common stream, \( R_c \) is shared by all users. This is because the common stream may contain information from each user. Hence, it is necessary to define the portion of the common message for each user (near and far) that can be allocated from the achievable rate of the common message, \( R_c \). It is worth mentioning that the joint optimization of the common stream vector \( c = [C_k], \forall k \in \{1, 2\} \) is needed to achieve the maximum achievable rate of the worst-case scenario [8].

IV. PROBLEM FORMULATION AND SOLUTION ROADMAP

A. Problem Formulation

In this paper, we investigate the joint optimization of the precoding vectors at the BS, i.e., \( P \), the common stream split, i.e., \( c \), the time slot allocation, i.e., \( \delta \), the user relaying power, i.e., \( P_d \), and the phase shift matrix at the RIS in the first and the second time slots, i.e., \( \Theta^{[1]}, \Theta^{[2]} \), with the objective of minimizing the total energy consumption while guaranteeing the power budget constraints at both the BS and the near user, the required QoS in terms of the minimum achievable data rate, the common stream rate, and the RIS phase-shift unit-modulus constraint. We aim to minimize the total dynamic energy consumption of the network in terms of the total transmission power at the BS and relaying user. More specifically, our main objective is to minimize the amount of transmission power (BS and device) that is consumed in a period of time (time slot 1 and time slot 2). We assume that hardware static power consumption at the BS and RIS is negligible in comparison to the transmission power of signals. Hence, hardware static power consumption is omitted in our work. Accordingly, the network energy consumption minimization problem for RIS-assisted HD C-RSMA can be formulated as follows.

\[ P_1 : \min_{P, c, \delta, P_d, \theta^{[1]}, \theta^{[2]}} \delta (||P_1||^2 + ||P_2||^2 + ||P_c||^2) + (1 - \delta) P_d, \]  

s.t. \( ||P_1||^2 + ||P_2||^2 + ||P_c||^2 \leq P_{BS}, \)  

\( 0 \leq P_d \leq P_{De}, \)  

\( C_k \geq 0, \forall k \in \{1, 2\}, \)  

\( C_k + R_{th,k}^{[1]} (\theta^{[1]}, P) \geq R_{th,k}, \forall k \in \{1, 2\}, \)  

\( C_1 + C_2 \leq R_c (\theta^{[1]}, \theta^{[2]}, P, P_d), \)  

\( |\phi_1^{[m]}| = 1, \forall m \in [1, M], \)  

\( |\phi_2^{[m]}| = 1, \forall m \in [1, M], \)  

where (17b) and (17c) refer to the power budget at the BS and the relaying device, respectively, where \( P_{De} \) denotes the maximum transmit power at the relaying device. (17e) represents the QoS constraints for UE \( k \), where \( R_{th,k} \) represents the required data rate threshold at UE \( k \).

In order to minimize the network energy consumption, the precoding vectors at the BS, the time slot allocation, the common stream vector split, the transmit power at the relaying user, and the passive beamforming at the RIS should be jointly optimized. Because of the coexistence and the high coupling of the optimization variables, both the objective function and the considered constraints of the optimization problem \( P_1 \) are non-convex. In other words, it can be easily observed that the formulated optimization problem is a non-convex optimization problem that is difficult to solve directly. As a result, it is necessary to divide problem \( P_1 \) into some tractable sub-problems which can be solved alternately and separately over multiple iterations. In doing so, we resort to the AO method to solve the original problem \( P_1 \) in an efficient manner which will be presented in the following part.

B. Solution Roadmap

Due to its intractability, and for a given value of time slot allocation, i.e., \( \delta \), problem \( P_1 \) is decomposed into
two sub-problems, namely, joint optimization of precoding vectors and resource allocation sub-problem (referred to as sub-problem-1), and a passive beamforming optimization sub-problem, which is referred to as sub-problem-2. It is worth mentioning that the two sub-problems are non-convex optimization problems, and with the aid of the AO technique, the two sub-problems are solved in an alternating way [38], [39]. Precisely, we optimize the time slot allocation, \( \delta \in [0,1] \) through an exhaustive search method. In other words, we obtain the network energy consumption value for each given \( \delta \), and then, we select the value of \( \delta \) that can achieve the minimum network energy consumption. Note that, for each value of \( \delta \) and with the aid of the AO approach, the two sub-problems are solved as follows. At the first iteration, a random phase shift matrix at the RIS is generated and fed into sub-problem-1. After that, the resulting problem is solved and the optimized precoding vectors at the BS, the transmit power at the near user, and the common stream split vector are fed into the second sub-problem, i.e., sub-problem-2. Then, the derived passive beamforming sub-problem is solved and the optimized phase shift matrix is obtained, which will be then input to the first sub-problem at the second iteration. Note that, the same steps of the first iteration are repeated. This procedure, which is denoted as the iterative AO method, will keep running until convergence. Toward that end, the formulated sub-problems are shown below.

C. Sub-Problem-1: Joint Optimization of Precoding Vectors and Resource Allocation

In this section, for a given value of the phase-shift matrix in each time period, i.e., \( \Theta^{[1]} \) and \( \Theta^{[2]} \), we study the power allocation policy, which includes the precoding vectors and the near user transmit power and the common stream split vector. This problem can be formulated as follows.2

\[
\begin{align*}
\mathcal{P}_2 : \quad \min_{\mathbf{p}_c \in \mathbb{C}} & \quad \delta \left( \| \mathbf{p}_1 \|^2 + \| \mathbf{p}_2 \|^2 + \| \mathbf{p}_c \|^2 \right) + (1 - \delta) \mathcal{P}_3, \\
(17b) - (17f). & \\
\end{align*}
\]

One can see that problem \( \mathcal{P}_2 \) is neither concave nor quasi-concave due to the non-convex rate constraints, and hence, the optimal solution for problem \( \mathcal{P}_2 \) is challenging to obtain in practice. In order to tackle this issue, we provide an efficient solution, which is based on the SCA method, in Section V-A.

D. Sub-Problem-2: Passive Beamforming at the RIS

In this sub-problem, and for given values of the precoding vectors at the BS, the transmit power at the near user, and the common stream split vector, we need to obtain the phase shift matrix of the RIS in the first and the second time slots. Accordingly, the passive beamforming optimization problem can be presented as follows.

\[
\begin{align*}
\mathcal{P}_3 : \quad \text{find} & \quad \Theta^{[1]}, \Theta^{[2]}, \\
(17e) - (17h). & \\
\end{align*}
\]

One can see that problem \( \mathcal{P}_3 \) is a feasibility check problem (finding the phase shift for each reflecting element such that the required QoS are guaranteed). However, problem \( \mathcal{P}_3 \) is a non-convex optimization problem due to the non-convex unit modulus constraints (17g) and (17h). In order to resolve this challenge, we provide an efficient solution for this problem in Section V-B.

V. PROPOSED SOLUTION APPROACH

We present the proposed solution approach for both sub-problem-1 and sub-problem-2. We start by solving sub-problem-1, and then, we provide the solution approach for sub-problem-2.

A. Joint Optimization of Precoding Vectors and Resource Allocation: Solution Approach

For sub-problem-1, we assume that phase shift matrices \( \Theta^{[1]} \) and \( \Theta^{[2]} \) are fixed. Now, for the sake of simplicity, we denote the following terms as follows:

\[
\begin{align*}
& h_{k,r}^H = h_{b,k}^r + h_{r,k}^r \Theta^{[1]} H_{k,r}, \\
& \hat{h}_{1,2} = h_{1,2} + \hat{h}_{r,2} \Theta^{[2]} h_{1,1}, \\
& \eta = \delta(\| \mathbf{p}_1 \|^2 + \| \mathbf{p}_2 \|^2 + \| \mathbf{p}_c \|^2) + (1 - \delta) P_d. \\
\end{align*}
\]

In order to tackle the non-convex constraints in (17e), we introduce slack variables \( \gamma_p = [\gamma_{p,k}], \forall k \in \{1,2\} \), where they represent the SINRs for the private streams. Consequently, (17e) can be reformulated as follows.

\[
C_k + \delta \log_2(1 + \gamma_{p,k}) \geq R_{th,k}, \quad \forall k \in \{1,2\},
\]

\[
\sum_{j \in \mathcal{K}, j \neq k} |h_{k,j}^H p_j|^2 + \sigma_k^2 \geq \gamma_{p,k}, \quad \forall k \in \{1,2\}.
\]

However, (24) is still non-convex, and hence, a new slack variable \( \beta_p = [\beta_{p,k}], \forall k \in \{1,2\} \) is introduced that represents the interference-plus-noise term for the private streams. Therefore, (24) can be transformed as follows.

\[
\frac{|h_{k,j}^H p_j|^2}{\beta_{p,k}} \geq \gamma_{p,k}, \quad \forall k \in \{1,2\},
\]

\[
\beta_{p,k} \geq \sum_{j \in \mathcal{K}, j \neq k} |h_{k,j}^H p_j|^2 + \sigma_k^2, \quad \forall k \in \{1,2\}.
\]

Similarly, for constraint (17f), we introduce slack variables \( \gamma_c = [\gamma_{c,k}], \forall k \in \{1,2\} \), and \( \beta_c = [\beta_{c,k}], \forall k \in \{1,2\} \), where \( \gamma_c \) represents the SINRs of common stream and \( \beta_c \) represents the interference-plus-noise term for the common stream. Therefore, (17f) can be rewritten as follows.

\[
C_1 + C_2 \leq \delta \log_2(1 + \gamma_{c,1}),
\]

\[
C_1 + C_2 \leq \delta \log_2(1 + \gamma_{c,2}) + (1 - \delta) \log_2(1 + \frac{|\hat{h}_{1,2}|^2 P_d}{\sigma_2^2}),
\]

\[
\frac{|h_{k,c}^H p_c|^2}{\beta_{c,k}} \geq \gamma_{c,k}, \quad \forall k \in \mathcal{K},
\]

\[
\beta_{c,k} \geq \sum_{j \in \mathcal{K}} |h_{k,j}^H p_j|^2 + \sigma_c^2.
\]

However, non-convex terms still exist in (25) and (27c). Note that, the terms \( \frac{|h_{k,c}^H p_c|^2}{\beta_{c,k}} \) and \( \frac{|h_{k,j}^H p_j|^2}{\beta_{p,k}} \) follow a generic form as,
Algorithm 1 SCA-Based Algorithm for Problem \((P_3)\)

**Input:** Time slot allocation \(\delta\), tolerance \(\epsilon_1\), \(\theta^{[1]}\), and \(\theta^{[3]}\).

1. Initialize: \(P^0, \eta^0, \beta^0_p, \beta^0_{\epsilon}\).
2. \(n = 0;\)
3. while \(|\eta^n - \eta^{n-1}| > \epsilon_1\) do
   4. \(n = n + 1;\)
   5. solve \(P_4\) using \(P^{n-1}, \eta^{n-1}, \beta^{n-1}_p, \beta^{n-1}_{\epsilon};\)
   6. Find the optimization variables \(P^*, \eta^*, \beta^*_p, \beta^*_\epsilon;\)
   7. Update \(P^n \leftarrow P^*, \eta^n, \eta^*, \beta^n_p \leftarrow \beta^*_p, \beta^n_{\epsilon} \leftarrow \beta^*_\epsilon;\)
4. end

Transmission phase can be obtained as follows [34], [41].

\[
\theta^{[2]}_m = \arg(h_{1,2}) - \arg\left([h_{1,r}]_m, [h_{r,2}]_m\right), \quad (30) \]

\[
\sin^{[2]}_e = \frac{\left([h_{1,2}] + \sum_{m=1}^{M} [h_{1,r}]_m [h_{r,2}]_m\right)^2}{\sigma^2}, \quad (31) \]

After obtaining \(\theta^{[2]}\), one can see that problem \(P_3\) is still non-convex. This is because there still exists the unit modulus constraint in (17g) and (17h). To tackle this challenge and to determine the phase shift matrix in the first time slot, we reformulate \(P_3\) as a rank-one constrained optimization problem via matrix lifting and change-of-variables. Afterward, the rank-one constraint is converted to a DC problem. In the end, an effective SCA approach is adopted to solve the rank-one constraint optimization in an iterative manner.

C. Rank-One Constrained Optimization Problem

We define \(\nu \doteq \left[\varphi^{[1]}_1, \varphi^{[1]}_2, \ldots, \varphi^{[1]}_M\right]^H\) where \(\forall m = 1, \ldots, M, h_{r,k}^H p_j = b_{k,j}.\) Now, by applying a change-of-variables \(h_{r,k}^H \Theta^H b_{k,j} p_j = \nu^H a_{k,j}\) where \(a_{k,j} = \text{diag}(h_{r,k}) H_{b_{k,j}}^H p_j.\) Now, we introduce an auxiliary variable \(t\), problem \(P_3\) can be rewritten as follows:

\[P_5: \text{Find } V, \]
\[
|b_{k,j}|^2 + \nu^H (Q_{k,j} V) + \mu_{c,1} \sum_{j \neq k} \text{tr} (Q_{k,j} V) + \mu_{c,1} \sum_{j \neq k} |b_{k,j}|^2 + \mu_{c,1} \sum_{k=1}^2 \text{tr} (Q_{k,j} V) + \mu_{c,2} \sum_{k=1}^2 |b_{k,j}|^2 + \sigma_k^2, \quad \forall k \in \{1, 2\}, \quad (32a)\]
\[
|b_{k,c}|^2 + \nu^H (Q_{k,c} V) + \mu_{c,1} \sum_{k=1}^2 \text{tr} (Q_{k,c} V) + \mu_{c,1} \sum_{k=1}^2 |b_{k,c}|^2 + \sigma_k^2, \quad \forall k \in \{1, 2\}, \quad (32b)\]
\[
|b_{k,c}|^2 + \nu^H (Q_{k,c} V) + \mu_{c,1} \sum_{k=1}^2 \text{tr} (Q_{k,c} V) + \mu_{c,1} \sum_{k=1}^2 |b_{k,c}|^2 + \sigma_k^2, \quad \forall k \in \{1, 2\}, \quad (32c)\]
\[
|V|_{m,m} = 1, \quad m = 1, \ldots, M + 1, \quad (32e)\]
\[
V \succeq 0, \quad (32f)\]
\[
\text{rank}(V) = 1. \quad (32g)\]

One can see that problem \(P_4\) is a convex second-order cone program (SOCP) that can be solved using any convex optimization solver such as YALIMP or CVX. The SCA-based algorithm to solve \(P_4\) is detailed in Algorithm 1.

B. Sub-Problem-2: Phase Shift Optimization: Solution Approach

In this section, we discuss the phase shift optimization of the RIS during both the direct and cooperative transmission phases. It should be noted that the main objective of the RIS is to provide additional paths to construct a stronger combined channel gain at the intended receiver. Consequently, the best channel gain at the far user, in the second time slot, can be achieved when the reflected signals from the RIS’s meta-atoms can be constructively added at the far user and be aligned with the user relaying link from the near user to the far user. As a result, the optimal phase-shift coefficient in the cooperative transmission phase can be obtained as follows [34], [41].

\[
\theta^{[2]}_m = \arg(h_{1,2}) - \arg\left([h_{1,r}]_m, [h_{r,2}]_m\right), \quad (30) \]

\[
\sin^{[2]}_e = \frac{\left([h_{1,2}] + \sum_{m=1}^{M} [h_{1,r}]_m [h_{r,2}]_m\right)^2}{\sigma^2}, \quad (31) \]

Note that Eqn. (30) is only applicable for a single-input single-output (SISO)-based system, where a single antenna-based source transmits a signal to a single antenna-based destination. More particularly, in a SISO system where the signal from the source node hits the RIS and RIS reflects the signal to the destination. At the destination node, the reflected signals from RIS can be constructively added and aligned with the direct link from source to destination [34], [41]. The optimality of Eqn. (30) is proven in [41].
and, \( \mu_k = 2\frac{\mu_k}{c_k - c_k} - 1 \), \( \mu_{c,1} = 2\frac{C_1 + C_2}{c_1 + c_2 - c_{c,2}} - 1 \), and \( \mu_{c,2} = 2\frac{C_1 + C_2 - c_{c,2}}{c_1 + c_2 - c_{c,2}} - 1 \). It should be noted that \( V \triangleq \bar{v}\bar{v}^H \) is required to satisfy rank-one constraint. Due to the non-convex nature of the rank-one constraint, it is still hard to solve \( P_3 \) in a straightforward manner. One popular approach considered in the literature to resolve the rank-one constraint is to adopt a semi-definite relaxation (SDR). By dropping the rank-one constraint, the obtained optimization problem ends up with convex semidefinite programming (SDP) which can be efficiently solved by traditional convex optimization solvers such as YALIMP or CVX. However, applying the SDR approach to solve a feasibility check problem during the AO approach does not guarantee the feasibility of the given solution [42], [43]. In specific, the rank-one solution achieved by the Gaussian randomization (GR) method is not guaranteed to maintain the QoS constraints, which causes an early stopping of the AO iterations [42], [43].

**D. DC Representation for Rank-One Constraint**

To deal with the drawbacks resulting from eliminating the rank-one constraint and with the aim to enhance the performance degradation in the SDR technique, we develop a DC format of rank-one constraint. This format ensures a feasible solution for the phase-shift optimization problem. It should be noted that for a PSD matrix \( V \in \mathbb{C}^{(M+1)\times(M+1)} \), rank one constraint means that \( \sigma_1(V) \geq 0 \) and \( \sigma_m(V) = 0 \) for all \( m \in [2, M+1] \), where \( m \in [1, M+1] \), \( \sigma_m(V) \) denotes the \( m \)-th largest eigenvalue of \( V \). Accordingly, we can represent the rank-one constraint as follows.

\[
\text{rank}(V) = 1 \iff ||V||_* - ||V||_2 = 0, \tag{34}
\]

where \( ||V||_* = \sum_{m=1}^{M} \sigma_m(V) \) and \( ||V||_2 = \sigma_1(V) \) represent the nuclear and the spectral norms of \( V \), respectively. Consequently, problem \( P_3 \) can be reformulated as follows:

\[
P_6 : \min_V ||V||_* - ||V||_2, \tag{32b} - (32f).
\]

It can be seen from \( P_6 \) that a rank-one feasible solution can be obtained when the objective of (35) reaches zero. Note that, since \( ||V||_2 \) is a convex function, the \( P_6 \) is still non-convex optimization problem. Hence, we can apply SCA to solve it in an iterative manner. In particular, by linearizing the convex term, all that remains is to solve the following optimization problem.

\[
P_7 : \min_V ||V||_* - \left( \partial_{V^{[r-1]}} \left\| V^{[r-1]} \right\|_2, V \right), \tag{36a}
\]

\[
(32b) - (32f).
\]

where \( V^{[r-1]} \) is the obtained solution at iteration \( r - 1 \), \( \partial_{V^{[r-1]}} \left\| V^{[r-1]} \right\|_2 \) is the sub-gradient of the spectral norm at point \( V^{[r-1]} \), \( \left< \cdot, \cdot \right> \) denotes the inner product that is given by \( \left< V, Z \right> = \Re \left( \text{tr} \left( V^H Z \right) \right) \). We can evaluate \( \partial_{V^{[r-1]}} \left\| V^{[r-1]} \right\|_2 \) as \( v_1 v_1^H \) where \( v_1 \) is the eigenvector corresponding to the largest singular value \( \sigma_1(V) \). Given an initial value of \( V^{[0]} \) and by iteratively solving problem \( P_7 \) until the objective reaches zero, we can guarantee an exact rank-one solution for the phase shift matrix. One possible stopping criterion for problem \( P_7 \) is given by \( ||V||_* - ||V||_2 \leq \zeta_{\text{DC}} \), where \( \zeta_{\text{DC}} > 0 \) is a sufficiently small constant [42]. The overall algorithm which is referred to as AO-based RIS-assisted HD C-RSMA is described in Algorithm 2. Particularly, Algorithm 2 optimizes precoding vectors, common stream split, relaying device power, and phase shift matrices in an alternating manner by performing an exhaustive search over time slot allocation. In Algorithm 2, after \( V \) is obtained through solving problem \( P_7 \), we have to decompose it to recover the phase shift values of the RIS elements through the utilization of Cholesky decomposition as indicated in line 10 of Algorithm 2. After obtaining \( \bar{v} \), line 11 of Algorithm 2, helps us to obtain the phase shift matrix in the first time slot by extracting the first \( M \) elements from the resulted vector from the decomposition operation and putting it in a matrix format via the diagonalization operation.

**E. Computational Complexity Analysis**

In order to measure the computational complexity of Algorithm 2, we need to analyze the complexity of the exhaustive search, sub-problem-1, and sub-problem-2. Note that, we consider the exhaustive search over the interval of \((0, 1]\) with a step size of value 0.1. In each iteration of the exhaustive search, Algorithm 2 is solved. For sub-problem-1,
the complexity burden stems from solving the process of SCA. $P_2$ is a second-order cone program with a complexity of $(S_1^2S_2)$, where $S_1 = (5 + N_1)K + N_f^t + 2$ is the total number of variables and $S_2 = 7K + 2$ is the total number of constraints [8], where $K$ is the number of users, i.e., $K = 2$. Therefore, the complexity of the Algorithm 1 can be obtained by $O(N^2K^{3.5})$ [8]. On the other hand, the computational complexity for sub-problem-2 can be obtained as follows. Since the phase shift optimization problem is SDP, interior points methods are widely utilized to solve the SDP problem [44]. According to the Theorem 3.12 of [44], the computational complexity of the SDP problem, with $l$ SDP constraints which have $b \times b$ PSD matrix, can be calculated as $O((b^3 + l^2b^2 + l^3))$, where $b$ represents the solution accuracy. In $\mathcal{P}_7$, there are $b = M + 1$ and $l = 4K + M + 1$. Therefore, the approximate complexity of the phase shift optimization subproblem can be obtained by $O(J_2\log(1/\epsilon_3))M^{4.5}$. $J_2$ is the maximum number of iterations that are required until the objective goes below the adopted threshold. Therefore, the approximated total complexity of the overall algorithm can be given by $O(N_{itr}J_1(N^2K^{3.5} + J_2\log(1/\epsilon_3))M^{4.5})$, where $N_{itr}$ represents the number of steps that is required for the exhaustive search. On the other hand, the computational complexity of an alternating-SDR-based algorithm with Gaussian randomization is $O((M + 1)^6)$, $M$ is the number of RIS elements [19], [20]. It can be seen that our proposed algorithm which is based on alternating DC-based approximation and alternating-SDR-based algorithm with Gaussian randomization almost has a similar complexity. However, from [20], it is evident that alternating DC-based approximation can achieve higher performance gain than the alternating SDR-based Gaussian randomization method.

VI. Simulation Results and Discussions

In this section, we evaluate the performance of the proposed RIS-assisted HD C-RSMA cellular networks. In order to evaluate the efficacy of the proposed scheme, we compare it with five benchmark schemes under various system parameters by varying the rate threshold at the far UE, the number of RIS elements, and the location of the RIS. These benchmark schemes can be detailed as follows.

- **RSMA with RIS** [27]: A multi-antenna BS-based general RIS-assisted RSMA framework without user cooperation is applied in the considered two-user scenario. This scheme can be obtained from the proposed framework by excluding the near user power transmit from the optimization and setting the value of $P_{ll} = 0$.

- **NOMA with RIS** [45]: A multi-antenna BS-based general RIS-assisted non-orthogonal multiple access (NOMA) scheme without user relaying cooperation is assumed for the adopted two-users case.

- **HD C-NOMA with RIS** [34]: A multi-antenna BS-based RIS-assisted HD Cooperative NOMA (C-NOMA) scheme is considered. During the cooperative transmission phase and by utilizing the D2D link, the near user relays the information of the far user using HD user relaying mode.

- **HD C-RSMA without RIS** [8]: This scheme follows a similar mechanism to our proposed scheme without utilizing the RIS. Consequently, it is only required to solve sub-problem-1 by eliminating the effect of the RIS from the channel gain.

- **HD C-NOMA without RIS** [46]: This scheme is a typical HD C-NOMA scheme without the assistance of the RIS.

A. Simulation Settings

Our simulation setting includes one BS, one RIS, one near user, and one far user, and their locations are given in a three-dimensional coordinate system as follows: (0, 0, 00), (80m, 0, 0), (40m, 0, 0), and (80m, 0, 0), respectively. For the communication links, we consider both small-scale and large-scale fading. The large-scale fading follows a distance-based path-loss model such as $PL(d^c) = \rho_0(d^c/d_0)^{-\eta_c}$, where $\rho_0$ represents the path-loss exponent at a reference distance $d_0$, $\eta_c$ represents the path-loss exponent, and $d_x$ represents the distance between two nodes. It is assumed that line-of-sight (LoS) communication links exist between the BS and the RIS ($H_{b,r}$) and the communication link between the RIS and the far user ($h_{r,2}$). Therefore, they experience small-scale fading that follows a Ricean fading. Now, we can express the channel coefficients as $h_x = \sqrt{PL(d^c)} \left( \frac{1}{1 + \lambda_x} m_x + \frac{\lambda_x}{1 + \lambda_x} \tilde{m}_x \right)$, where $\lambda_x$ represents the Ricean factor, $m_x$ represents the LoS channel, and $\tilde{m}_x$ represents the Non-LoS (NLoS) channel that follows a Rayleigh distribution with zero mean and variance one. The following communication links follow Rayleigh distribution with zero mean and unit variance: $h_{b,1}$, $h_{b,2}$, $h_{r,1}$. Hence, the channel coefficients for these links can be expressed as $h_{b,1} = q_{b,1}\sqrt{PL(d_{b,1})}$, $h_{b,2} = q_{b,2}\sqrt{PL(d_{b,2})}$, $h_{r,1} = q_{r,1}\sqrt{PL(d_{r,1})}$. Here, $q_x$ represents the Rayleigh fading with zero mean and unit variance, and $PL(d^c)$ represents the large-scale path-loss component for the communication link $x$. The simulations are performed on a desktop with an Intel Core 12th Gen i7-12700K 3.60 GHz CPU and 32GB RAM and MATLAB R2020b is used for the proposed algorithm.

Fig. 2 describes the convergence behavior of the proposed RIS-assisted HD C-RSMA with the system parameters $M = 50$, $R_{th,1} = 1$ bps / Hz, and $R_{th,2} = 3$ bps / Hz, number of antennas at base station $N = 2$, a power budget of the device is $P_{De} = 30$ dBm and power budget of BS is $P_{BS} = 53$ dBm. We have plotted the graph with the total energy consumption (our objective) versus the number of iterations that takes to converge the proposed algorithm. It can be observed that the proposed RIS-assisted HD C-RSMA algorithm converges in about 6 to 7 iterations.

B. The Impact of The Far User QoS Requirements

Fig. 3 demonstrates the total energy consumption for the proposed scheme and the five baseline schemes vs the data rate threshold of the far user when $M = 40$. It can be seen that the total energy consumption of the proposed scheme is lower than the HD C-RSMA without the RIS scheme.
TABLE II
SIMULATION PARAMETERS

| Parameter                                         | Symbol  | Value |
|---------------------------------------------------|---------|-------|
| Path-loss exponent for the BS-RIS and RIS-far user| \( \eta_b, \eta_f \) | 2.2   |
| Path-loss exponent for the BS-far user            | \( \eta_f \) | 4     |
| Path-loss exponent for the near user-RIS and near user-far user | \( \eta_{nr}, \eta_{nf} \) | 3     |
| Path-loss exponent for the BS-near user           | \( \eta_{bn} \) | 3.5   |
| Noise power at near and far user                  | \( \sigma^2_n, \sigma^2_f \) | -120 dB |
| Path loss exponent at reference distance of 1 m   | \( \rho_0 \) | -30 dB |
| BS power budget                                   | \( P_B \) | 53 dBm |
| Relaying device power budget                      | \( P_{Dn} \) | 30 dBm |

The main reason behind this is that the great improvement in the channel gains due to the RIS and the high spectral efficiency provided by the C-RSMA both allow the BS as well as the near user to reduce their transmit power, which leads to lower energy consumption. In the first time slot, the systems with cooperation, the BS transmits the signal and both users benefit from the transmission of the BS as well as the reflection of the RIS due to that transmission. In the second time slot, the near user relays the common stream to the far user via the user relaying link. Note that the near user transmission also reaches the RIS and, with the proper configuration of the RIS, the RIS reflects that signal to the far user in a constructive way. Therefore, the far user benefits from both RIS and user cooperation. Furthermore, it can also be seen from the figure that when the far user data rate is near 1 bps/Hz, HD C-RSMA with RIS and HD C-NOMA with RIS have almost similar performance. This observation is also valid for the case between RSMA with RIS and NOMA with RIS, and between HD C-RSMA without RIS and HD C-NOMA without RIS. However, as the data rate threshold of the far user increases, the gap between the base schemes also increases. This is due to the fact that RSMA has the capability to lower energy consumption by treating the multi-user interference either as interference or noise. Meanwhile, in NOMA, multi-user interference is considered pure interference, and every user is impelled to decode the message of all other users. On the contrary, for the case of general RSMA and NOMA with RIS where cooperation does not exist, the BS needs to transmit with more power to achieve the required data rate which results in high energy consumption.

C. The Impact of The Number of the RIS Elements

Fig. 4 depicts the impact of the number of the RIS elements vs the total energy consumption of our proposed scheme as well as the five baseline schemes. It can be seen from Fig. 4 that as the number of RIS elements increases, the total energy consumption decreases for all schemes utilizing the RIS. This observation is expected due to the fact that a large number of RIS elements can obtain higher combined channel gains, which results in higher passive array gains. Higher RIS elements provide additional degrees of freedom to the transmitted signal during the direct and cooperative phases. It is also visible from the figure that as the number of RIS elements increases the gap between the HD C-RSMA and HD C-NOMA decreases. It is due to the fact that both schemes can leverage the benefits of the high number of RIS elements and user cooperation. However, the proposed HD C-RSMA with RIS still defeats the HD C-NOMA when the number of RIS elements is large for both schemes. Furthermore, it can also be observed from the figure that a large number of RIS elements allows the non-cooperative schemes (RSMA with RIS and NOMA with RIS) to beat the cooperative ones without RIS (HD C-RSMA without RIS and HD C-NOMA without RIS) at a moderate and high number of RIS elements. However, the proposed HD C-RSMA can significantly outperform other schemes which illustrates the superiority of integrating RIS
with the C-RSMA. Finally, one can see that HD C-NOMA requires a high number of RIS elements to achieve the same performance as the HD C-RSMA.

D. Impact of the RIS Location

Fig. 5(a) and 5(b) present the impact of the RIS’s location on the total energy consumption of four schemes that benefit from the RIS. The coordinate of RIS is set at $(X_{RIS}, 10m, 0)$. We move the RIS location in the X-axis from $0m$ to $100m$. When RIS is at $0m$, it is at the same location as the BS. It can be observed that when RIS moves near the BS, the energy consumption becomes lower than the situation when RIS is located comparatively far from the base station. It is because when the RIS is placed near the BS, RIS gets the opportunity to assist the BS directly during the transmission, and hence, the combined channel gains between BS $\rightarrow$ RIS $\rightarrow$ near user and BS $\rightarrow$ RIS $\rightarrow$ far user get enhanced. Similarly, when RIS becomes closer to the near user the energy consumption starts to get lower, and at $40m$ on X-axis, it shows lower energy consumption and starts to move up when it moves away from the near user. It is due to the fact that when the RIS is placed close to the near user, it helps the transmission from the BS during the first time slot to the near user and it helps the near user transmission to the far user in the second time slot to transmit with low power, which reduces the total energy consumption. And finally, when it moves closer to the far user, the energy consumption starts to lower again and when RIS is at the same location as the far user ($80m$ on X-axis) it achieves the lowest energy consumption. It is because when the RIS is closer to the far user, the received SINR at the far user gets a supplementary boost in addition to the cooperation. However, the energy consumption starts to go up when the RIS moves far from the far user. Hence, it is evident that the best location to place the RIS is near the BS, the near user, and the far user.

Moving on to Fig. 5(b) shows that in the case of general RSMA and NOMA (without cooperation), it is better to put the RIS beside the BS or close to the user with a weak channel gain (for this simulation, we also move the location of RIS on X-axis from $0m$ to $100m$). This is because the BS receives a boost in its transmission when the RIS is near to it. On the other hand, if the RIS is situated close to the weak user which has a low channel gain, the combined channel gain between BS, RIS, and weak user improves significantly, which makes the total energy consumption goes down.

VII. Conclusion and Future Work

In this paper, we investigate an RIS-assisted C-RSMA cellular network. We aim at jointly optimizing the precoding vectors at the BS, the common stream split, the relaying device power, the time slot allocation, and the phase shift matrix of RIS with the objective to minimize the total energy consumption. Due to the high coupling among the optimization variables, the formulated problem is a non-convex optimization problem. Hence, we decompose the originally formulated problem into two sub-problems: sub-problem-1 and sub-problem-2. The first sub-problem is solved using an SCA-based low-complexity algorithm with a given phase shift matrix. Meanwhile, the second sub-problem is reformulated as a rank-one constrained optimization problem which is also solved using SCA. Utilizing the AO technique, the two sub-problems are solved alternately until convergence. Furthermore, to show the benefits of our proposed scheme, we compare our scheme with five other benchmark schemes, including the RSMA with RIS, NOMA with RIS, HD C-NOMA with RIS, HD C-RSMA without RIS, and HD C-NOMA without RIS. Simulation results demonstrated that the amalgamation of RIS with HD C-RSMA enhances the system performance in terms of network energy consumption in comparison with the five benchmark schemes.

In this work, we studied the performance gains for RIS-assisted two-user C-RSMA cellular systems. However, it is worthy to extend the proposed system to a multi-user scenario. This can be achieved by introducing a novel pairing scheme where $K$ users can be mapped into $K/2$ possible pairs. Once the pairing decision is made, an RIS can be deployed to each pair to further enhance the system’s performance. The proposed solution approach can then be applied to each constructed pair. In conclusion, extending our framework to a multi-user and multi-RIS scenario would be an interesting research direction worthy of investigation.
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