Dynamic detection method for falling ears of maize harvester based on improved YOLO-V4
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Abstract: Traditional maize ear harvesters mainly rely on manual identification of fallen maize ears, which cannot realize real-time detection of ear falling. The improved You Only Look Once-V4 (YOLO-V4) algorithm was combined with the channel pruning algorithm to detect the dropped ears of maize harvesters. K-means clustering algorithm was used to obtain a prior box matching the size of the dropped ears, which improves the Intersection Over Union (IOU). Compare the effect of different activation functions on the accuracy of the YOLO-V4 model, and use the Mish activation function as the activation function of this model. Improve the calculation of the regression positioning loss function, and use the CEIOU loss function to balance the accuracy of each category. Use improved Adam optimization function and multi-stage learning optimization technology to improve the accuracy of the YOLO-V4 model. The channel pruning algorithm was used to compress the model and distillation technology was used in the fine-tuning of the model. The final model size was only 10.77% before compression, and the test set mean Average Precision (mAP) was 93.14%. The detection speed was 112 fps, which can meet the need for real-time detection of maize harvester ears in the field. This study can provide a technical reference for the detection of the ear loss rate of intelligent maize harvesters.
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1 Introduction

Maize ears would drop when the maize harvester is working. Excessive maize ear loss directly affects the maize harvest quality, and the maize ear loss rate is an important indicator to measure harvest quality. At present, the detection of fallen maize ears is labor-intensive and subjective by manual identification, and when too many fallen maize ears are found, the harvester has been working for a long time and has lost its timeliness. Real-time detection of fallen maize ears can determine the ear loss rate in real-time. When the ear loss rate is too high, the driver will be notified to stop and check immediately, so as to avoid greater ear loss. Therefore, it is necessary that real-time detection of falling ears by deep learning technology when harvesting maize.

Deep learning is playing a crucial role in precision agriculture to improve crop yields[1]. Many scholars have done a lot of research with excellent results. For example, Tian et al.[2] used the YOLO-V3 algorithm to recognize apples during different growth periods. The model has a resolution of 3000×3000 pixels, and the average detection time is 0.304 s per frame which meets the real-time detection requirements. Lyu et al.[3] combined the advantages of ear detection based on deep learning and photogrammetry based on consumer UAV, proposed a deep learning model based on Mask R-CNN to detect the number of rice ears in complex scenes of paddy field. Scores, precision, recall, Average Precision (AP), and F1-score of the Mask R-CNN are 82.46%, 80.60%, 79.46%, and 79.66%, respectively. In the study of Yang et al.[4], a method that first segments object pests in two color spaces using the Prewitt operator in I component of the hue-saturation-intensity (HSI) color space and the Canny operator in the B component of the Lab color space was proposed, the segmented results for the two-color spaces were summed and achieved 91.57% segmentation accuracy.

For field crop maize, the target detection research is performed in sowing, field management, harvesting, and various segments. For example, Pang et al.[5] used an improved deep neural network to detect early maize rows and adopt the new MaxArea Mask Scoring RCNN algorithm. The crop rows could be segmented in each image, and the accuracy of estimating the emergence rate was 95.8%. Monhollem et al.[6] built a machine vision image system, which used Fast R-CNN target detection algorithm to detect the falling maize grain from maize harvest for grain loss analysis, which could be used to detect the loss in a larger sampling area and save labor. Ni et al.[7] proposed an automatic maize screening machine based on double-sided nuclear images, and embedded a deep CNN algorithm in the machine. The accuracy of maize kernel prediction in the laboratory reached 98.2%. Although the above researches are based on deep learning on maize, the detection of lost maize ears based on deep learning has not been
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However, the high predictive performance of large models is often at the expense of high storage and computational costs\cite{8}, which is impractical for application to low memory and low energy-consuming edge devices. But the actual application can often only use edge equipment, so scholars have done many studies on deep model compression to reduce the size of the model and speed up the operation. For example, Wu et al.\cite{9} proposed a YOLO-V4 deep learning algorithm based on channel pruning to detect apple blossoms in the natural environment in real-time accurately. This method performed channel on the trained YOLO-V4 model. After pruning, the number of model parameters was reduced by 96.74\%, the model size was reduced by 231.5 MB, and the recognition accuracy was almost unchanged. Run et al.\cite{10} used real-time mango monitoring by the YOLO pruning network and peeled off one subnetwork in a large-scale detection network using generalized attributional pruning monitoring method to achieve real-time accurate detection of mango in order to meet the real-time demand of low-power processors for mobile devices. Fountsop et al.\cite{11} applied model pruning and quantification in LeNet5, VGG16, and AlexNet for plant seedling classification and validated on the Flavia dataset, showing that the model size was compressed 38-fold without considerable loss of accuracy. Although all of the above studies applied deep learning model compression to agricultural scenarios, the detection of lost maize from maize harvest on the deep learning pruning model has rarely been reported.

The objective of this study was to develop a detection method for maize ears falling after harvest based on the YOLO-V4 pruning model. Firstly, collect pictures of maize ears falling during the maize harvest to build a data set. After expanding the data set, the K-means algorithm is used to cluster the labeled maize samples to determine the appropriate aspect ratio of anchor, so as to improve the matching degree between a priori frame and feature layer; Then, the YOLO-V4 model is improved to calculate the regression positioning loss method to select the CEIOU function, and the extended IOU (EIOU)\cite{12} function is improved to add the category weight. The optimizer of this model is improved, the adaptive coefficient calculation method is adopted for the search direction of the first momentum of the Adam\cite{13} optimizer, and the multi-stage learning optimization technology of the Adam optimizer and the stochastic gradient descent (SGD)\cite{14} optimizer is adopted. Furthermore, the original YOLO-V4 model is pruned to reduce the model size and speed up the detection speed. Finally, the test set images are used for detection, and the result is that the pruning model is better than YOLO-V4 and V3 in this application. This method can realize the rapid and accurate detection of maize ear falling after harvest, meet the requirements of practical application, and provide a reference for the intelligent ear falling detection of maize harvester.

2 Materials and methods

2.1 Image acquisition and processing

The maize ear images were collected in October 2019 from the experimental field located in Shandong Agricultural University in Nanqiu village, Bianyuan Town, Feicheng City, twice under the conditions of suitable maize harvest and good weather. A smartphone with 12 million pixels was used for shooting to finish image acquisition. First, the images were collected from different angles and shooting distances of 0.3-0.5 m from the ground, and then a total of 1800 sample images were collected. Through the analysis of the data set, maize ears were divided into two categories: maize ears with skin and maize ears without skin. Some of the collected samples are shown in Figure 1. In order to assist the computer in processing the data set used in this paper, the collected images were uniformly scaled to 720×406 pixels, while the target area was labeled with the LabelImg annotation tool. In order to enrich the image data set, reduce over-fitting, better extract maize image features and improve the generalization ability of the model, the data enhancement technology was used to expand the data set. The maize ear images were processed by enhanced contrast, horizontal flip, Gaussian noise, translation, and enhanced brightness. The results of data enhancement are shown in Figure 2. Finally, there were 6000 images in the expanded data set. After expansion, Labelling labeling tool was used to label the target area, and the data set was made into VOC format. 80\% of the images were used for the training of the YOLO-V4 maize ear detection model, and 20\% of the images were used to test the detection effect of the model.

![a. Maize ears without rind](image1.jpg)

![b. Maize ears with rind](image2.jpg)

Figure 1 Images of dropped ear of maize
2.2 Detection method of maize ear based on YOLO-V4 pruning model

2.2.1 Technical route of maize ear detection model

Figure 3 shows the flowchart of the YOLO-V4 channel pruning based maize detection model proposed in this study. Firstly, the image data were obtained, and then the data preprocessing was carried out which included scaling and data enhancement of the images in the data set, making the data set into the format required by the maize ear detection model, while dividing the data set into a training set and a test set. Then the YOLO-V4 maize ear detection model was performed normal training on the preprocessed data, the initial weight and the number of training iterations were set, and the trained model after the model training was saved. The trained model was sparsely trained and then pruned. After the pruning was completed, the model was fine-tuned to restore it to model accuracy. The test set image was used to test and evaluate the completed pruning and fine-tuning model to complete the maize ear detection.

Figure 3 Flow chart of maize ear detection model

2.2.2 Maize ear detection algorithm based on YOLO-V4 network model

The YOLO-V4 network model was the fourth generation of the You Only Look Once (YOLO) series, and had higher accuracy and faster running speed than YOLO-V3[19]. Compared with the two-stage target detection Faster R-CNN, the detection speed was greatly improved[16]. The YOLO-V4 network enabled cheap 1080Ti or 2080Ti GPUs to train ultra-fast and accurate object detectors that changed the most advanced algorithms to make them more effective and more suitable for single GPU training. The current target detection model generally consisted of Input, Backbones, Neck, and Heads[15]. As shown in Figure 4, based on the YOLO-V4 maize ear detection network model structure diagram, the Backbones were Cross Stage Partial Darknet53 (CSPDarknet53)[17], Neck: Spatial Pyramid Pooling (SPP)[18], and Path Aggregation Network (PAN)[19], Head: YOLO-V3.

The backbone extraction network of YOLO-V4 was CSPDarknet53 which was the improvement of backbone extraction network YOLO-V3 Darknet53. The activation function of DarknetConv2D was changed from Leaky-ReLU[20] to Mish[21], the convolution block was changed from DarknetConv2D_ BN_Leaky to DarknetConv2D_BN_Mish, and the structure of Resblock_body was modified using the Cross Stage Partial net (CSPnet) structure.

YOLO-V4 used the SPP structure and the PAN structure in the feature pyramid. The SPP structure performed three DarknetConv2D_BN_Mish convolutions on the last feature layer of CSPDarknet53 and used four different scales of maximum pooling for processing, which increased the field of perception and facilitated the separation of most notable contextual features. In YOLO-V4, the PAN structure was used on the main three effective feature layers to promote the flow of information. The PAN structure was characterized by repeated feature extraction through bottom-up path enhancement, and accurate low-level positioning signals to enhance the entire feature Hierarchy, thereby shortening the information path between low-level and top-level features[22].

YOLO-V4 used the probe head of YOLO-V3 as a multi-feature layer to detect the target. Three feature layers were respectively the middle layer, the middle and lower layer, and the bottom layer. It was extracted by a 3×3 convolutional layer and adjusted to the required number of channels by 1×1 convolution. The number of output channels was 3K+15, where 3 represented the three sizes of anchor boxes set for each layer; K represented the number of categories; 5 could be divided into 4+1, which were 4
parameters of the target box and 1 parameter to judge whether there was an object in the box\[^{[23]}\].

Compared with YOLO-V3, YOLO-V4 improved the loss of Bounding Box (BBox) region by using Complete Intersection Over Union (CIOU)\[^{[24]}\] instead of Mean Square Error (MSE) as the regression function of the box. CIOU considers not only the distance center of the two detection frames, but also the scale information of the overlapping area and the aspect ratio, which enabled the rectangular BBox to achieve better convergence in the regression problem, and the penalty term could be defined as the follows:

$$L_{\text{CIOU}} = R_{\text{CIOU}} + \alpha v$$

where, $\rho$ is Euclidean distance between two center points; $b$ is the center point of prediction box; $b_{gt}$ is the center point of the real frame; $c$ is Euclidean distance between two center points; $v$ measures the consistency of aspect ratio; $\alpha$ is a positive trade-off parameter.

$$\alpha = \frac{v}{(1 - \text{IOU}) + v}$$

$$v = \frac{4}{\pi} \left( \arctan \left( \frac{w_{gt}}{h_{gt}} \right) - \arctan \left( \frac{w}{h} \right) \right)$$

The loss function could be defined as:

$$L_{\text{CIOU}} = 1 - \text{IOU} + \frac{\rho^2(b, b_{gt})}{c^2} + \alpha v$$

where, IOU is the ratio of intersection and union of prediction frame and real frame; $w_{gt}$ is the width of the real box; $h_{gt}$ is the height of the real box; $w$ is the width of prediction box; $h$ is the height of prediction box.

### 2.2.3 Improvement of maize ear detection model based on YOLO-V4

(1) Regional suggestion network based on K-means algorithm

Since the data type and the number of the self-built maize ear data set were very different from the MSCOCO data set used in the original model test, if the original anchor box aspect ratio was continued to be used, the YOLO detection head would calculate the intersection and compare the IOU screening the accuracy of BBoxdecreases, which affected the detection performance. Therefore, the K-means\[^{[25]}\] algorithm was used to cluster the aspect ratio of the anchor box, and find the most suitable anchor box aspect ratio to improve the adaptability of the model.

First, multiple clustering was performed on the aspect ratio value of the maize ear position frame marked in the self-built maize ear data set with the $K$ value between 2-10, and the elbow method was used to estimate the best $K$ value, which was, the most obvious change in the slope of the curve was the best $K$ value, as shown in Figure 5. It could be seen that the change was the most obvious when $K=6$, and finally the $K$ value was selected as 6 for cluster analysis, and the result was 6 cluster centers. Finally, it was determined that the aspect ratio of the anchor was 0.8, 1.6, 2.0, 3.0, 3.8, 4.9, and the size would not be changed.

![Figure 5](image-url)  
**Figure 5** Change curve of average IOU and $K$ value

(2) Improvement of activation function, BBox regression loss, and optimization function of YOLO-V4 model

The role of activation function was to introduce nonlinearity into the network model and strengthen the learning ability of the neural network. A good activation function could make the gradient propagate more effectively without too much additional computational cost. In order to select the activation function suitable for the YOLO-V4 model in this study, Mish function\[^{[21]}\], Leaky ReLU function\[^{[20]}\], and Swish function\[^{[26]}\] were used as the comparison test of the activation function of the YOLO-V4 model in this study.

A better positioning regression loss was set to solve the problem of inaccurate regression of different shapes of objects, thereby the faster convergence and the better performance were achieved. For the regression positioning loss YOLO-V4 used CIOU, the CIOU loss function would produce unreasonable updates when updating the width and height of the prediction box, and the calculation of "$v$" in the equation was too complicated, so the EIOU\[^{[27]}\] loss function was introduced. EIOU included IOU Loss, distance loss, and aspect ratio loss, an equation similar to distance loss was used to describe the aspect ratio loss, which was defined as Equation (5).
\[
L_{CEIOU} = L_{IOU} + L_{distance} + L_{apect}
\]

\[
= 1 - IOU + \frac{\beta^2(A, B) + \rho^2(w', w^b) + \rho^2(h', h^b)}{C_\beta}
\]

(5)

where, \(C_\beta\) is the width of the minimum closing box of two bounding boxes; \(C_\gamma\) is the height of the minimum closing box of two bounding boxes.

Through preliminary test data, the experimental data are shown in Figure 6. The recognition effect of maize ears with skins was not very satisfactory, which was lower than that of maize ears without skins. By analyzing the images of maize ears with skins in the data set, the maize with skins could be recognized. The color of the ears was not much different from the background color, and some of the skins were similar to the maize ears with the skin, which increased the difficulty of detecting the maize ears with the skin. Therefore, an improved method of CEIOU was proposed. CEIOU added weight to the category of maize ears with skin. In order to improve the accuracy of its detection, the equation was as follows:

\[
L_{CEIOU} = A_{ce}L_{IOU}
\]

(6)

where, \(A_{ce}\) refers to the weights represented by different categories. The ear category of maize with skin is set to 1.3, and the category of maize ear without skin is set to 1.0.

In the process of model training, each forward propagation would get the loss value of output value and real value. Generally, the optimization function was used to find the local minimum loss value. By calculating the gradient of error function relative to the weight parameter, the weight parameter was updated in the opposite direction of the loss function gradient to optimize the model. The Adam optimization function was advanced and more computationally efficient. It could automatically update the neural network weights iteratively. The Adam optimization function formula was as followings, assuming that the objective function \(f(\theta)\) was a random function of the parameter \(\theta\) in the \(t\) iteration, the optimization process of the YOLO model was to find a suitable \(\theta\) to make \(f(\theta)\) the minimum value, with the help of small batch gradient method of the sample function[27]. The equation was as follows:

\[
g_t = V_t f(\theta) \quad (7)
\]

where, \(g_t\) represents the gradient of \(f(\theta)\) with respect to \(\theta\), that is, the partial derivative vector of \(f(\theta)\) with respect to \(\theta\) under the number of iterations \(t\).

\[
m_t = \beta_1 m_{t-1} + (1 - \beta_1) g_t \
\hat{m}_t = \frac{m_t}{1 - \beta_1} \quad (8)
\]

\[
v_t = \beta_2 v_{t-1} + (1 - \beta_2) g_t^2 \
\hat{v}_t = \frac{v_t}{1 - \beta_2} \quad (9)
\]

where, \(m_t\) is the exponential moving mean; \(v_t\) is the square gradient, and \(\beta_1, \beta_2 \in [0,1)\) represent the decay rate of the exponential moving mean.

The first-order moment estimation of the gradient was used for the moving mean itself. However, when these moving mean values were initialized, especially when the initial time and decay rate were very small, the deviation of the moment estimation tended to be 0, so the deviation shall be corrected to some extent: for each iteration, the parameter value would be updated once. The formula is as follows:

\[
\theta_{t+1} = \theta_t - \eta \frac{\hat{m}_t}{\sqrt{\hat{v}_t} + \epsilon} \quad (12)
\]

where, \(\eta\) represents the learning rate; \(\epsilon\) is a parameter constant.

For this reason, when calculating the gradient of the first momentum, the difference between \(m_t\) and \(g_t\) was checked. The ratio of \(\beta_1\) according to the degree of difference was adjusted between them, so that the force of \(g_t\) in \(m_{t-1}\) was minimized in the next iteration of calculation[29]. This mechanism is defined as:

\[
m_t = \beta_1 m_{t-1} + (1 - \beta_1) g_t
\]

where, \(\beta_2\) is the adaptive coefficient, defined as:

\[
\beta_2 = \frac{g_t}{m_t}
\]

(14)

A determined the proportion of their differences accumulated by B. The calculation formula is as follows:

\[
\beta_2 = \frac{H_{t-1}}{H_{t-1} + h_t}
\]

where, \(h_t\) represents the similarity between \(g_t\) and \(m_{t-1}\), measured by the following equation:

\[
h_t = 2d \left(1 - \frac{d + \sum_{j=1}^{d} \left(g_{t-1,j} - m_{t-1,j}\right)^2}{v_{t-1,j} + \epsilon} \right)^{-1}
\]

(16)

where, \(m_{t-1}\) and \(v_{t-1}\) are the first and second momentum calculated in the previous step, namely \(t\).

The research results showed that in a complex solution space, a hybrid compensation method combining multiple strategies could significantly improve the search for approximate optimal solutions[30]. After experimentation, it was found that when the SGD optimization algorithm was used alone, the learning rate was too large and the algorithm was difficult to converge, and the learning rate was too small, which would cause the algorithm to converge very slowly when the Adam optimization algorithm was used alone, the final training, the result was often worse than using SDG alone, but the advantage was that it had a self-applicable learning rate and the algorithm converged quickly. Therefore, this article combined the advantages of the two
optimization algorithms and proposed a multi-stage optimization algorithm that adapted to this data set. The Adam optimization algorithm was used for the first 200 rounds, and the optimization algorithm for the next 100 rounds was SGD in the second paragraph. The initial learning rate was set to 0.0001 and the momentum parameter was set to 0.9 in all trails. After each generation, the learning rate was reduced to the original 0.9.

2.2.4 Compression of maize ear detection model based on YOLO-V4

The practical application scenario of maize ear detection was that a maize harvester, it could only run on embedded devices for the desktop computer was too large to be installed and used, while the amount of computation required for the trained depth model was too large for embedded devices. The model needed to be compressed to minimize the amount of storage and reasoning calculations occupied by the model while ensuring a small loss of accuracy. The essence of the channel pruning algorithm was to eliminate unimportant channels and their associated input-output relationships by identifying network channels[8]. Therefore, the maize ear detection model of YOLO-V4 network model was used for network pruning and knowledge distillation was used in fine-tuned pruning network.

As shown in Figure 8, the output channels convoluted by different layers were sparsely regularized on the left, and the Batch Normalization layer was sparsely trained to get a set of weights. The channels with smaller weights (yellow) in the output channel and the neurons with smaller contributions (red) were clipped. The pruned network retained the higher weight channels (blue) as shown on the right side of Figure 8. The training objective function of the model pruning method is

\[ L(w) = \sum_{(x,y)} C(Net(x;W), y) + \lambda \sum_{y} g(\gamma) \]  

(17)

where, \((x, y)\) is the training input and output; \(\gamma\) is the scaling factor; \(W\) is the trainable weight, the first term is the normal training of the corresponding convolutional network; \(g()\) function is the punishment of the sparse scaling factor; \(\lambda\) is the balance factor of the two terms.

Figure 8  Schematic diagram of neural network pruning

Knowledge distillation[31] is a way for teachers to guide students in model transfer training. Its structure is shown in Figure 9. The purpose was to use high-precision large models to guide small model training to improve its accuracy. In this study, the model before pruning was used as the teacher model, and the model after pruning was used as the student model. In the training, boxloss and classloss were distinguished, and students did not directly learn from teachers. Students, teachers, and GT found the distance of L2 respectively, and added a loss of student and GT when the student was greater than the teacher.

The main steps of compression of the maize ear detection model based on YOLO-V4 are as follows:

1) Sparse training. A scale factor was introduced to each channel and it was multiplied by the output of the channel, a sparsity penalty term L1 was added to each convolutional layer backpropagation process, which was used to constrain the scale factor of the BN layer of the maize ear measurement model. The model structure was sparse, and the global scale attenuation method was adopted. The scale attenuation was 100 times when epochs were performed 0.6 iterations.

2) Channel pruning. After the sparse training was completed, the importance of the channel was determined according to the size of the scale factor, and the channel was pruned according to different pruning rates.

3) Fine-tune the trimmed model. In order to avoid excessive loss of model accuracy after pruning, it was necessary to perform secondary training and fine-tuning, and use knowledge distillation in the fine-tuning to help the model accuracy rise. The main parameter settings of the maize ear detection model compression are listed in Table 1.

After sparse training, different pruning rates were selected to perform channel pruning and knowledge distillation strategy fine-tuning model for the maize ear detection model of YOLO-V4. A large number of experiments showed that different pruning rates had different effects on the compression and accuracy of the model. The experiment chose three pruning rates of 0.60, 0.75, and 0.90 to perform channel pruning on the model, and the changes in the size and accuracy of the model are shown in Figure 10. It could be seen that the method with a pruning rate of 0.90 had the highest compression rate of the model, and the method with a pruning rate of 0.60 had the highest average accuracy rate of the model after pruning. In the fine tuning, the accuracy of the model after knowledge distillation was improved compared with that without knowledge distillation. Through the above comparative test results, the reliability of this method could be proved.

To consider the combined effects of three factors: the size of

![Figure 9 Model of network slimming](image-url)
the model after pruning, the average accuracy, and the test time of a single image, the final pruning rate was set to 0.75, the knowledge distillation strategy fine-tuned model size was 26.3 MB, and the average progress of the test set was 93.14%. As shown in Figure 11, the channel changes in each layer of YOLO-V4 maize ear detection model after pruning, red was the number of channels without pruning, and green was the number of channels remaining after pruning. It was obvious that the number of each channel was decreasing after pruning. After 50 layers of channel layer, the number of channels in each layer was greatly reduced, so the maize ear detection model of YOLO-V4 was compressed after using channel pruning.

![Model size comparison diagram](image1.png) ![Average precision comparison chart](image2.png)

**Figure 10** Comparison diagram of model size and average precision

**Figure 11** Model channel parameters before and after pruning

### 2.5 Test environment and evaluative index

In this study, the hardware test environment processing platform was a desktop computer, the processor was Intel Pentium G4560, the main frequency was 3.5 GHz, and the GPU was GeForce GTX 1060 8 G. The software test environment was Ubuntu (18.04) Linux system, the machine learning library was Pytorch 1.5.2, and the parallel computing architecture was CUDA 10.2.

In order to analyze and evaluate the performance of the training model in this study, Recall, Precision, $F_1$ score and mAP were calculated. The indexes were defined as follows:

$$P = \frac{T_P}{T_P + F_R} \times 100\%$$  \hspace{1cm} (18)

$$R = \frac{T_P}{T_P + F_N} \times 100\%$$  \hspace{1cm} (19)

$$AP = \int_{R} P(R)dR$$  \hspace{1cm} (20)

$$F_1 = \frac{2 \times P \times R}{P + R} \times 100\%$$  \hspace{1cm} (21)

$$mAP = \frac{T_P + T_N}{T_P + T_N + F_P + F_N} \times 100\%$$  \hspace{1cm} (22)

where, $P$ is precision rate; $R$ is recall rate; $T_P$ is the number of positive samples that were correctly predicted; $F_R$ is the number of sub-samples predicted to be positive samples; $F_N$ is the number of positive samples that were predicted to be negative samples; $F_1$ is measurement of average precision $P$ and recall rate $R$, %; AP is average precision; mAP is the average value of the average precision.

### 3 Results and discussion

#### 3.1 Different model results and analysis

In the case of the same hardware environment and software environment, the existing advanced target detection model with the YOLO-V4 model was compared. The benchmark data set PASCAL VOC2007 was used in the test data set, because the optimal hyperparameters of each model were different. Finally, the optimal detection results of each model were selected as shown in Table 2. It could be seen from Table 2 that in the two-level target detection algorithm Faster R-CNN$^{[32]}$, different feature extraction networks had different detection accuracy. Using ResNet101$^{[33]}$ as the feature extraction network Faster R-CNN was higher than the average detection accuracy of using ResNet50$^{[33]}$ as the feature extraction network, which showed that the ResNet network after using the residual network had a higher accuracy of feature extraction with the deepening of the number of layers. In the first-level target detection algorithm, the average detection accuracy of YOLO-V4-EIOU was 2.1% higher than the average
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Table 2  Comparison test results of different recognition models

| Model         | Backbone | Detection speed/fps | mAP/% |
|---------------|----------|---------------------|-------|
| Faster R-CNN  | ResNet50 | 6                   | 73.5  |
| Faster R-CNN  | ResNet101| 5                   | 74.7  |
| YOLO-V3       | Darknet-53| 28                  | 75.1  |
| YOLO-V4       | CSPDarknet-53| 32                | 76.0  |
| YOLO-V4-EIOU  | CSPDarknet-53| 33                | 77.2  |

Table 3  Experimental results were compared with different activation functions, BBox regression loss and optimization functions

| Activation function | Grain type | R%  | P%  | F1%  | mAP%  |
|---------------------|------------|-----|-----|------|-------|
| Mish                | Band skin  | 88.3| 95.7| 91.9 | 93.9  |
|                     | Without skin| 83.7| 97.9| 90.2 | 97.3  |
|                     | All        | 86.0| 96.8| 91.1 | 95.6  |
| Leaky ReLU          | Band skin  | 83.4| 90.6| 86.8 | 91.7  |
|                     | Without skin| 81.6| 88.0| 84.0 | 93.1  |
|                     | All        | 82.5| 89.3| 85.8 | 92.4  |
| Swish               | Band skin  | 95.1| 87.4| 86.2 | 94.3  |
|                     | Without skin| 81.7| 84.0| 82.8 | 93.1  |
|                     | All        | 83.4| 85.7| 84.5 | 93.7  |

This study selected three calculation IOU variants such as DIOU, CIOU, EIOU, and EIOU’s improved CEIOU for comparative experiments. The results are listed in Table 4. The recall rate, precision, F1 score, and average precision were quantitatively evaluated. The performance of different calculated IOU variants was different. In the recall rate, YOLO-V4-CEIOU had the highest score of 94.1% for maize ears with skin, and the lowest score of YOLO-V4-CIOU was 83.7% for maize ears without skin, with accuracy. YOLO-V4-CIOU performed best, and F1 score was YOLO-V4-CIOU performed best. Using the CEIOU model to identify maize ears with skin mAP had increased by 1.4% compared with the EIOU model for identifying ears of maize with skin. At the same time, the average accuracy of maize ears with skin using the CEIOU model differed by only 0.3% from the mAP without maize skin. It demonstrated that the increased weight for the maize ear category with the skin improved its detection accuracy and balanced the recognition accuracy of the two categories.

Table 4  Experimental results of different IOU

| Grain type | R%  | P%  | F1%  | mAP%  |
|------------|-----|-----|------|-------|
| Band skin  | 90.7| 90.2| 90.4 | 91.9  |
| Without skin| 89.5| 87.2| 88.3 | 93.1  |
| All        | 90.1| 88.7| 89.4 | 92.5  |
| Band skin  | 88.3| 95.7| 91.9 | 93.9  |
| Without skin| 83.7| 97.9| 90.2 | 97.3  |
| All        | 86.0| 96.8| 91.1 | 95.6  |
| Band skin  | 94.2| 89.9| 92.1 | 95.3  |
| Without skin| 92.0| 86.9| 89.4 | 97.2  |
| All        | 93.1| 88.4| 90.7 | 96.1  |
| Band skin  | 93.4| 89.4| 91.4 | 96.8  |
| Without skin| 94.4| 89.8| 92.2 | 96.5  |
| All        | 93.7| 89.6| 91.8 | 96.8  |

In this study, The IAdam optimizer was used to verify its performance after improvement. As shown in Table 5, the accuracy of the YOLO-V4 model of the three optimizers of SGD, Adam, and IAdam in 300 epochs was compared under different learning rates. It could be seen that the accuracy of the model was different under different learning rates. On the whole, the SGD optimizer could not obtain a good accuracy rate when the learning rate was small, and the IAdam accuracy rate should exceed the Adam optimizer when the learning rate was appropriate. The accuracy of IAdam had achieved good results under different learning rates. The learning rate was 1e−3, and the highest accuracy was 96.8%, which showed the superiority of the improved optimizer.

At the same time, a qualitative analysis of the optimizer’s accuracy and training loss was conducted in different epochs. The accuracy of the Adam, SGD, and IAdam optimizers under different iterations of the YOLO-V4 model is shown in Figure 12a. In 300 epochs, the verification accuracy had reached the highest level, and the verification accuracy of IAdam was higher than that of Adam and SGD. Figure 12b shows the loss curves of Adam, SGD, and IAdam optimizers under different iterations of the YOLO-V4 model. It could be seen that the three optimizers were all less than 0.1 in the later stage of training loss. The Adam optimizer converged quickly, and with the IAdam optimizer a smaller loss was achieved.

Table 5  Experimental results of optimizer with different learning rates

| Learning rate | Adam Optimizers | SGD | IAdam |
|---------------|-----------------|-----|-------|
| 1e−1          | 96.5            | 95.6| 96.4  |
| 1e−2          | 96.5            | 95.6| 96.6  |
| 1e−3          | 96.5            | 95.6| 96.6  |
| 1e−4          | 96.5            | 94.5| 96.6  |
| 1e−5          | 95.4            | 94.5| 96.6  |
| 1e−6          | 95.4            | 94.5| 96.6  |
| 1e−7          | 95.1            | 93.8| 96.4  |
| 1e−8          | 95.1            | 93.8| 96.1  |
| 1e−9          | 95.1            | 93.8| 96.1  |
| 1e−10         | 95.1            | 93.8| 96.1  |

Note: The activation function of both groups was mish.
In the maize ear detection model of YOLO-V4, the activation function was Mish function, the optimization function was IAdam function, the pruning rate was 0.75, and the final model size was 26.3 MB. In order to further illustrate the reliability of the model after pruning, this study conducted a comparative test between YOLO-V3, YOLO-V4, YOLO-V4-tiny and YOLO-V4 pruning models, and $R$, $P$, $F_1$ and mAP were quantitatively evaluated. The test results were shown in Table 6. The size of this model was 26.3 MB, the total $F_1$ was 91.4%, and the total mAP was 93.14%. The mAP of maize ears without skin was 3.4% higher than that of maize ears with skin, and the frame rate was 112 fps, which was 3.5 times higher than that of YOLO-V4 model, and the total mAP was only 1.3% different. In the comparison test, the minimum value of the YOLO-V4-tiny model in the model size category was 22.5 MB, but the scores of $P$, $F_1$ and mAP in the test were the lowest in comparison. The smallest frame speed category was the YOLO-V3 model, which was 28 frames, and could not meet the use requirements of embedded devices. Although the frame rate of this model was not as high as that of the YOLO-V4-tiny model, the total $F_1$ was 2.6 percentage points higher and the total mAP was 1.44 percentage points higher than that of the YOLO-V4-tiny model. The detection speed of 112 fps of this model could meet the requirements of embedded devices.

The maize ear recognition effect diagrams are shown in Figure 13. The four different models of YOLO-V3, YOLO-V4, YOLO-V4-tiny and this model could reach a recognition accuracy of more than 0.7 for a single maize ear. As far as the overall recognition accuracy is concerned, the recognition accuracy of YOLO-V4 was the highest and missing ear detection in YOLO-V4 did not happen, but when there were two maize ears in a picture, both YOLO-V3 and YOLO-V4-tiny had missed maize ear detection. Although the recognition accuracy of this model decreased when there were two maize ears in a picture, there was no missed detection, which further illustrated the effectiveness of this model.

### Table 6 Comparison test results of model before and after compression

| Model          | Model size /MB | Frame rate/s | Grain type | $R/\%$ | $P/\%$ | $F_1/\%$ | mAP/\% |
|----------------|----------------|--------------|------------|--------|--------|----------|--------|
| YOLO-V3        | 235            | 28           | Band skin  | 71.5   | 96.4   | 82.1     | 92.5   |
|                |                |              | Without skin | 67.3   | 98.6   | 80.0     | 94.9   |
|                |                |              | All        | 69.4   | 97.5   | 80.1     | 93.7   |
| YOLO-V4-CIOU   | 244            | 32           | Band skin  | 88.3   | 95.7   | 91.9     | 93.9   |
|                |                |              | Without skin | 83.7   | 97.9   | 90.2     | 97.3   |
|                |                |              | All        | 86.0   | 96.8   | 91.1     | 95.6   |
| YOLO-V4-tiny   | 22.5           | 250          | Band skin  | 55.5   | 97.5   | 70.7     | 91.2   |
|                |                |              | Without skin | 81.0   | 98.4   | 88.8     | 92.2   |
|                |                |              | All        | 68.1   | 97.9   | 79.8     | 91.7   |
| YOLO-V4-pruning| 26.3           | 112          | Band skin  | 86.6   | 97.5   | 91.7     | 92.6   |
|                |                |              | Without skin | 86.8   | 97.8   | 92.0     | 96.0   |
|                |                |              | All        | 86.7   | 97.7   | 91.9     | 94.3   |
4 Conclusions

In this study, a method for detecting fallen ears of maize based on the YOLO-V4 pruning model was proposed. The existing classic target detection methods were comprehensively discussed and comparative experiments were made to analyze the advantages and disadvantages of the models. The $K$-means algorithm was used to cluster the proportions of anchor frames. The anchor frames suitable for this data set were selected. Secondly, the performance of different activation functions in the model was compared and Mish activation function was selected to optimize the Mish activation function. The CEIOU function was improved in EIOU function, which added weight to the category of peeled maize ear and balanced the recognition accuracy of the two categories. The optimizer of this model was improved, the multi-stage learning optimization technology of Adam optimizer combined with SGD optimizer was adopted, and the adaptive coefficient calculation method for the search direction of the first momentum of Adam optimizer was adopted, so that the YOLO-V4 maize detection model could achieve the best speed and accuracy.

The maize ear detection model of YOLO-V4 was sparsely trained, pruned and fine-tuned, and the distillation knowledge was used in the process of fine tuning. Finally, the compressed model size after pruning and knowledge distillation was only 10.77% of the original model. The model was 10.77%, the accuracy rate in the test set was 93.14%, and the detection speed was 112 fps. The result proved that the speed of the maize falling ear target detection method based on the YOLO-V4 pruning model and the detection accuracy rate met the requirements.

In this study, the method for detecting maize falling ears based on the YOLO-V4 pruning model was proposed which could achieve the accuracy and the speed of practical application through training and learning and test bench testing, so further research could be done on the basis of this research. In the future, the YOLO-V4 pruning model would be transplanted to embedded applications like Jensen nano, and installed on the maize harvester to improve its practical application value.
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