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1 Introduction

Bass (1969) proposed a model (the Bass model) for the timing of adoptions of a new product, where the adoption rate increases with the number of past adoptions. This model has been widely used in marketing and operations management literature to model new product demand over time. In this note, we provide a simple approach to estimate the Bass model parameters and prove the convergence rate.

2 The model

We define \((\Omega, \mathcal{F}, \mathbb{P}, \{\mathcal{F}_t\}_{t \geq 0})\) as a filtered probability space endowed with a cumulative adoption process \(D = \{D_t, t \geq 0\}\) where \(D_t\) is the cumulative adoptions by time \(t\). Let \(m\) be a positive integer that denotes the market size of potential customers. Hence, \(D_t : \Omega \mapsto \{0, 1, \ldots, m\}\). Since adoptions can only occur in unit increments, \(D\) is a counting process. Let \(\{\mathcal{F}_t, t \geq 0\}\) be the history or filtration associated with the process of prices and adoptions, with \(\mathcal{F}_t = \sigma((r_s, D_s), s \in [0, t])\). We say that \(\pi\) is a non-anticipating pricing policy if the price \(r_{\pi t}\) offered by \(\pi\) at time \(t\) is \(\mathcal{F}_t\)-measurable. If customers are price-sensitive, a price change results in a change in the adoption rate. To explicitly state the dependence in price, we will henceforth refer to the cumulative adoption as \(D^{\pi}\) instead of \(D\). Without loss of generality, we assume that \(D_0^{\pi} = 0\) for any \(\pi\), thus none of the consumers has purchased before time \(t = 0\).

We denote the parameters of the Bass model as \(\theta := (\alpha, \beta)\), where \(\alpha, \beta > 0\). If at time \(t\), the cumulative number of adoptions is \(j\) and the seller sets price \(r_t\), then the transition rate to the next \((j + 1)\)-st adoption is

\[
\lambda(j, r_t) := \xi(j) \cdot x(r_t), \quad \text{for } j = 0, 1, \ldots, m,
\]

where

\[
\xi(j) := (m - j) \left(\alpha + \beta \cdot \frac{j}{m}\right).
\]

Note that \(\xi(j)\) is the portion of the adoption rate unaffected by price.
3 Estimation

Agrawal et al. (2021) proved that the expected mean squared estimation error of parameter $\beta$ cannot be better than $\Omega(m^2/n^3)$ given that $n$ is the number of adoptions (Lemma E.3). However, in what follows, we show that through a proper parameter transformation, the estimation error of $\beta$ under maximum likelihood estimation (MLE) is $O(1/n)$.

We first conduct parameter transformation of the problem so that the variance of ML estimators does not grow infinitely as $d/m$ approaches zero and the second-order derivatives of the log-likelihood with respect to the unknown parameters do not interact with each other. We let $\alpha' := \alpha - \beta$ and $\beta' := \frac{\beta}{\alpha - \beta}$ so $\beta$ can be calculated from $\beta = \beta' \alpha'$ and $\alpha$ can be calculated from $\alpha = \alpha' + \beta' \alpha'$. Then, we have
\[
\ln \xi(d; \alpha, \beta) = \ln(m - d) + \ln \left( \alpha + \beta \frac{d}{m} \right) = \ln(m - d) + \ln \left( \alpha' \left( 1 + \frac{d}{m} \beta' \right) \right) = \ln(m - d) + \ln \alpha' + \ln \left( 1 + \frac{d}{m} \beta' \right).
\]

We let both $\alpha', \beta'$ unknown and let $\hat{\alpha}', \hat{\beta}'$ denote the estimated values from MLE at time $t$. The likelihood function is convenient to calculate under the Markovian Bass model. We denote the continuously observed sequence of prices and cumulative sales at time $t$ as
\[
\hat{U}_t := \left\{ \left( \hat{r}_s, \hat{D}_s \right), 0 \leq s \leq t \right\}.
\]
Since the adoption process follows a continuous-time Markov chain, the inter-adoption times are conditionally independent given the previous state information. Let $t_i$ be the time of the $i$th product adoption, where $i = 0, 1, 2, \ldots$ That is, at time $t_k$, the cumulative adoption is $\hat{D}_{t_k} = k$. The log-likelihood of $\hat{U}_t$ under a Markovian Bass model with parameters $\alpha', \beta'$ is
\[
\mathcal{L}_t(\hat{U}_t | \alpha', \beta') = \sum_{i=0}^{\hat{D}_{t_i} - 1} \ln x(\hat{r}_{i+1}) + \sum_{i=0}^{\hat{D}_{t_i} - 1} \ln (m - i) + \sum_{i=0}^{\hat{D}_{t_i} - 1} \ln \alpha' + \sum_{i=0}^{\hat{D}_{t_i} - 1} \ln \left( 1 + \frac{i}{m} \beta' \right) - \sum_{i=0}^{\hat{D}_{t_i} - 1} \int_{\hat{D}_i}^{t_{i+1}} (m - i) \left( \alpha' \left( 1 + \frac{i}{m} \beta' \right) \right) x(\hat{r}_s) \, ds
\]
\[
- \int_{\hat{D}_i}^{t} (m - \hat{D}_i) \left( \alpha' \left( 1 + \frac{\hat{D}_i}{m} \beta' \right) \right) x(\hat{r}_s) \, ds.
\]
Therefore, the ML estimators $\hat{\alpha}', \hat{\beta}'$ are chosen such that the log-likelihood function $\mathcal{L}_t(\hat{U}_t | \alpha', \beta')$ is maximized at $\hat{\alpha}', \hat{\beta}'$. The following result bounds the estimation error of $\hat{\alpha}', \hat{\beta}'$.

**Theorem 1.** We let $\alpha_0', \beta_0'$ denote the true values. For any fixed time $t > 0$ and $k \geq 2$,
\[
\mathbb{E}_{\alpha_0', \beta_0'} \left( \left( \hat{\alpha}' - \alpha_0' \right)^2 + \left( \hat{\beta}' - \beta_0' \right)^2 \mid D_t^r = n \right) \leq \frac{\alpha_\theta}{n + 1},
\]
for some $\alpha_\theta > 0$ that is independent of $m, t$ and $k$.

**Proof.** For simplicity of notation, we will use $D_t$ instead of $D_t^r$ to denote the cumulative adoptions at time $t$.  


The ML estimators are finite since, from (4), if either $\alpha'_i = +\infty$ or $\hat{\beta}' = +\infty$, then the likelihood function is 0. Hence, there exist finite $\hat{\delta}_1, \hat{\delta}_2$ such that $\hat{\alpha}'_i \leq \alpha'_0(1 + \hat{\delta}_1), \hat{\beta}'_i \leq \beta'_0(1 + \hat{\delta}_2)$. Note that the ML estimator $\hat{\theta}_t = (\hat{\alpha}'_i, \hat{\beta}'_i)$ can be written as

$$\hat{\theta}_t = \arg \max_{\theta \geq 0} L_t(\hat{U}_t; \theta) = \theta_0 + \arg \min_{u \geq -\theta_0} \frac{\sum_{i=0}^{D_t} \ln \frac{f_i(\theta_0 + u)}{f_i(\theta_0)}}{\sum_{i=0}^{D_t} \ln \frac{f_i(\theta_0 - u)}{f_i(\theta_0)}}$$

where $u = (u_{\alpha'}, u_{\beta'})$, $\theta_0 = (\alpha'_0, \beta'_0)$, and $f_i(\theta)$ is defined as follows:

$$f_i(\theta) := \begin{cases} (m - i) (\alpha' (1 + (1 + \frac{1}{m})\beta')) x(\tau_{i+1}) \exp \left( -(m - i) (\alpha' (1 + (1 + \frac{1}{m})\beta')) \int_{\tau_i}^{\tau_{i+1}} x(\tau_s) d\tau_s \right), & \text{if } i = 0, 1, \ldots, D_t - 1, \\ \exp \left( -(m - D_t) (\alpha' (1 + (1 + \frac{1}{m})\beta')) \int_{\tau_{D_t}}^{\tau_{\tau_{D_t}}} x(\tau_s) d\tau_s \right), & \text{if } i = D_t. \end{cases}$$

If we denote the optimizer of the right-hand side as $\hat{u} = (\hat{u}_{\alpha'}, \hat{u}_{\beta'})$, then $\hat{\theta}_t = \theta_0 + \hat{u}$.

We analyze the estimation error $|\hat{\alpha}'_i - \alpha'_0|$ first. Suppose $|\hat{\alpha}'_i - \alpha'_0| > \delta$ for some $\delta_1 \alpha'_0 \geq \delta > 0$. This implies that $\hat{u}_{\alpha'}$ lies outside $[-\delta, \delta]$. Since the objective function on the right-hand-side is 0 when $u = 0$, and since the log-likelihood function is continuous and element-wise concave in $\alpha'$, then either

$$- \sum_{i=0}^{D_t} \ln \frac{f_i(\theta_0 + \delta e_1)}{f_i(\theta_0)} \leq 0 \text{ or } - \sum_{i=0}^{D_t} \ln \frac{f_i(\theta_0 - \delta e_1)}{f_i(\theta_0)} \leq 0,$$

where $e_1 := (1, 0)$. Note that under the Markovian Bass model, the value $f_i(\theta)$ for any $\theta$ is stochastic since its value depends on $t_i$ and $t_{i+1}$, which are random adoption times. Here, $t_i$ denotes the time of the $i$-th adoption, where $i = 0, \ldots, D_t$.

Let $P_{\theta_0}(\cdot)$ denote the probability under a demand process that follows a Markovian Bass model with parameter vector $\theta_0 = (\alpha'_0, \beta'_0)$. Therefore,

$$P_{\theta_0}(|\hat{\alpha}'_i - \alpha'_0| > \delta) \leq P_{\theta_0} \left\{ - \sum_{i=0}^{D_t} \ln \frac{f_i(\theta_0 + \delta e_1)}{f_i(\theta_0)} \leq 0 \right\} + P_{\theta_0} \left\{ - \sum_{i=0}^{D_t} \ln \frac{f_i(\theta_0 - \delta e_1)}{f_i(\theta_0)} \leq 0 \right\}$$

$$\leq 2P_{\theta_0} \left\{ - \sum_{i=0}^{D_t} \ln \frac{f_i(\theta_0 + \delta e_1)}{f_i(\theta_0)} \leq 0 \right\} = 2P_{\theta_0} \left\{ \prod_{i=0}^{D_t} \frac{f_i(\theta_0 + \delta e_1)}{f_i(\theta_0)} \geq 1 \right\}$$

$$= 2E_{\theta_0} \left( \prod_{i=0}^{D_t} \frac{f_i(\theta_0 + \delta e_1)}{f_i(\theta_0)} \right) \leq 2E_{\theta_0} \left( \prod_{i=0}^{D_t} \frac{f_i(\theta_0 + \delta e_1)}{f_i(\theta_0)} \right).$$

The second inequality is because $f_i$ is an increasing function in $\alpha'$. The last equality is due to the law of iterated expectations.
We next analyze (6) starting from the innermost conditional expectation. We have

\[
\mathbb{E}_\theta \left( \prod_{i=0}^{D_i} \frac{f_i(\theta_0 + \delta e_1)}{f_i(\theta_0)} \mid \mathcal{F}_{t_{D_i-1}} \right) = \mathbb{E}_\theta \left( \prod_{i=0}^{D_i-1} \frac{f_i(\theta_0 + \delta e_1)}{f_i(\theta_0)} \mathbb{E}_\theta \left( \frac{f_{D_i}(\theta_0 + \delta e_1)}{f_{D_i}(\theta_0)} \mid \mathcal{F}_{t_{D_i-1}} \right) \right)
\]

\[
= \prod_{i=0}^{D_i-1} \frac{f_i(\theta_0 + \delta e_1)}{f_i(\theta_0)} \left( \int_{t_{D_i-1}}^{\infty} \frac{f_{D_i}(\theta_0 + \delta e_1)}{f_{D_i}(\theta_0)} f_{D_i}(\theta_0) d\theta \right)
\]

(7)

The first equality is because \{f_i(\theta), i = 0, \ldots, D_i - 1\} are all \mathcal{F}_{t_{D_i-1}}-measurable. The second equality is because, given the information set \mathcal{F}_{t_{D_i-1}}, f_{D_i}(\theta_0) is the conditional probability density of the adoption time \(t_{D_i}\) under a Markovian Bass model with parameter \(\theta_0\). Hence, we next want to derive a bound on \(\int_{t_{D_i-1}}^{\infty} \sqrt{f_{D_i}(\theta_0 + \delta e_1)} f_{D_i}(\theta_0) d\theta\).

Note that

\[
\frac{1}{2} \int_{t_{D_i-1}}^{\infty} \left( \sqrt{f_{D_i}(\theta_0 + \delta e_1)} - \sqrt{f_{D_i}(\theta_0)} \right)^2 d\theta_i
\]

\[
= \frac{1}{2} \int_{t_{D_i-1}}^{\infty} \left( f_{D_i}(\theta_0 + \delta e_1) + f_{D_i}(\theta_0) - 2 \sqrt{f_{D_i}(\theta_0 + \delta e_1)} f_{D_i}(\theta_0) \right) d\theta_i
\]

\[
= 1 - \int_{t_{D_i-1}}^{\infty} \sqrt{f_{D_i}(\theta_0 + \delta e_1)} f_{D_i}(\theta_0) d\theta_i,
\]

where the last equality is because the integral of the probability density function \(\int_{t_{D_i-1}}^{\infty} f_{D_i}(\theta) d\theta_i\) is equal to 1 for any \(\theta\). Therefore,

\[
\int_{t_{D_i-1}}^{\infty} \sqrt{f_{D_i}(\theta_0 + \delta e_1)} f_{D_i}(\theta_0) d\theta_i = 1 - \frac{1}{2} \int_{t_{D_i-1}}^{\infty} \left( \sqrt{f_{D_i}(\theta_0 + \delta e_1)} - \sqrt{f_{D_i}(\theta_0)} \right)^2 d\theta_i.
\]

(8)

The integral on the right-hand side is the Hellinger distance between \(f_{D_i}(\theta_0 + \delta e_1)\) and \(f_{D_i}(\theta_0)\), which are probability densities of the adoption time \(t_{D_i}\).

Note that the Hellinger distance can be lower bounded by the K-L divergence (corollary 4.9 in [Taneja and Kumar 2004]) provided the following condition holds. Specifically,

\[
\frac{1}{2} \int_{t_{D_i-1}}^{\infty} \left( \sqrt{f_{D_i}(\theta_0 + \delta e_1)} - \sqrt{f_{D_i}(\theta_0)} \right)^2 d\theta_i \geq \frac{1}{4R} \mathbb{E}_\theta \left( \ln \frac{f_{D_i}(\theta_0)}{f_{D_i}(\theta_0 + \delta e_1)} \mid \mathcal{F}_{t_{D_i-1}} \right),
\]

(9)

where \(R\) is a constant such that \(R \geq \max_{\delta \in [0, \delta_0]} \frac{1}{f_{D_i}(\theta_0 + \delta e_1)} \). Here, we can choose \(R = 1/(\alpha'_0 + \alpha'_0 \beta'_0)\) since \(\max_{\delta \in [0, \delta_0]} \frac{1}{f_{D_i}(\theta_0 + \delta e_1)} \leq 1/(m(\alpha'_0 + \alpha'_0 \beta'_0)) \leq 1/(\alpha'_0 + \alpha'_0 \beta'_0)\). Hence, with this choice, \(R\) is independent of \(m\) and of \(t\). We will next bound the right-hand side of (9).

Define \(C_I := (\alpha'_0(1 + \delta_1))^2\). Note that

\[
\frac{\partial^2}{\partial \delta^2} \ln \frac{f_{D_i}(\theta_0)}{f_{D_i}(\theta_0 + \delta e_1)} = \frac{1}{(\alpha'_0 + \delta)^2} \geq \frac{1}{(\alpha'_0(1 + \delta_1))^2} = \frac{1}{C_I},
\]

where the inequality is because \(\alpha'_0 + \delta \leq \alpha'_0(1 + \delta_1)\).
Furthermore, since the expectation of the Fisher score under the true parameter is zero, we have

$$\mathbb{E}_{\theta_0} \left( \frac{\partial}{\partial \theta} \ln \frac{f_D_t(\theta_0)}{f_D_t(\theta_0 + \delta e_1)} \mid F_{tD_{t, -1}} \right) = 0.$$  

Hence, we have

$$\mathbb{E}_{\theta_0} \left( \ln \frac{f_D_t(\theta_0)}{f_D_t(\theta_0 + \delta e_1)} \mid F_{tD_{t, -1}} \right) = \mathbb{E}_{\theta_0} \left( \int_0^\delta \frac{\partial}{\partial \theta} \ln \frac{f_D_t(\theta_0)}{f_D_t(\theta_0 + \delta e_1)} \, dz \mid F_{tD_{t, -1}} \right)$$

$$\quad = \mathbb{E}_{\theta_0} \left( \int_0^\delta \left( \frac{\partial}{\partial \theta} \ln \frac{f_D_t(\theta_0)}{f_D_t(\theta_0 + \delta e_1)} \right) \, dz \mid F_{tD_{t, -1}} \right)$$

$$\quad = \mathbb{E}_{\theta_0} \left( \int_0^\delta \int_0^\delta \frac{\partial^2}{\partial \theta^2} \ln \frac{f_D_t(\theta_0)}{f_D_t(\theta_0 + \delta e_1)} \, dz' \mid F_{tD_{t, -1}} \right) \geq \frac{1}{2C_I} \delta^2.$$  

Therefore, (9) reduces to

$$\frac{1}{4\sqrt{RC_I}} \delta^2 \leq \int_{t_{D_{t, -1}}}^\infty \left( \sqrt{f_D_t(\theta_0 + \delta e_1)} - \sqrt{f_D_t(\theta_0)} \right)^2 \, dt_{D_t}.$$  

Hence, from (8), we have

$$\int_{t_{D_{t, -1}}}^\infty \sqrt{f_D_t(\theta_0 + \delta e_1)f_D_t(\theta_0)} \, dt_{D_t} = 1 - \frac{1}{2} \int_{t_{D_{t, -1}}}^\infty \left( \sqrt{f_D_t(\theta_0 + \delta e_1)} - \sqrt{f_D_t(\theta_0)} \right)^2 \, dt_{D_t}$$

$$\quad \leq \exp \left( -\frac{1}{2} \int_{t_{D_{t, -1}}}^\infty \left( \sqrt{f_D_t(\theta_0 + \delta e_1)} - \sqrt{f_D_t(\theta_0)} \right)^2 \, dt_{D_t} \right) \leq \exp \left( -\frac{1}{2C_I} \delta^2 \right),$$

where the first inequality is because $e^{-x} \geq 1 - x$ for all $x$. The second inequality is from (10). Hence, from (7), we have

$$\mathbb{E}_{\theta_0} \left( \prod_{i=0}^{D_t-1} f_i(\theta_0 + \delta e_1) \mid F_{tD_{t, -1}} \right) \leq \prod_{i=0}^{D_t-1} \frac{f_i(\theta_0 + \delta e_1)}{f_i(\theta_0)} \cdot \exp \left( -\frac{1}{8\sqrt{RC_I}} \delta^2 \right).$$  

This provides a bound for the innermost conditional expectation in (6).

Observe that all the terms in the bound (11) are $F_{tD_{t, -2}}$-measurable, except for the term

$$\sqrt{f_D_t(\theta_0 + \delta e_1)/f_D_{t, -1}(\theta_0)}.$$  

Taking the conditional expectation of both sides in (11) given $F_{tD_{t, -2}}$, and using the same logic as the above arguments to bound the right-hand side, we have

$$\mathbb{E}_{\theta_0} \left( \prod_{i=0}^{D_t-1} f_i(\theta_0 + \delta e_1) \mid F_{tD_{t, -1}} \right) \leq \prod_{i=0}^{D_t-2} \frac{f_i(\theta_0 + \delta e_1)}{f_i(\theta_0)} \cdot \exp \left( -\frac{2}{8\sqrt{RC_I}} \delta^2 \right) \cdot \mathbb{E}_{\theta_0} \left( \frac{f_{D_t(\theta_0 + \delta e_1)}}{f_{D_{t, -1}(\theta_0)}} \mid F_{tD_{t, -1}} \right).$$  

We can proceed iteratively to evaluate (6) as we take conditional expectations given $F_{tD_{t, -3}}, F_{tD_{t, -4}}, F_0$.  

resulting in
\[
E_{\theta_0} \left( \left[ \frac{D_t}{\prod_{i=0}^{D_t} f_i(\theta_0 + \delta e_i)} \right] \right) \leq E_{\theta_0} \left( \exp \left( \frac{D_t + 1}{8 \sqrt{RC_t}} \beta^2 \right) \right)
\]

Hence, we have that
\[
P_{\theta_0} \{|\hat{\alpha}'_t - \alpha'_0| > \delta | D_t = k\} \leq 2E_{\theta_0} \left( \left[ \frac{D_t}{\prod_{i=0}^{D_t} f_i(\theta_0 + \delta e_i)} \right] | D_t = k \right) \leq 2 \exp \left( - \frac{k + 1}{8 \sqrt{RC_t}} \beta^2 \right)
\]
if $\delta \leq \delta_1 \alpha'_0$ and otherwise, $P_{\theta_0} \{|\hat{\alpha}'_t - \alpha'_0| > \delta | D_t = k\} = 0$. This implies that
\[
E_{\theta_0} \left[ (\hat{\alpha}'_t - \alpha'_0)^2 | D_t = n \right] = \int_0^\infty P_{\theta_0} \left\{ (\hat{\alpha}'_t - \alpha'_0)^2 > \delta | D_t = n \right\} d\delta = \int_0^\infty P_{\theta_0} \left\{ (\hat{\alpha}'_t - \alpha'_0)^2 > \sqrt{\delta} | D_t = n \right\} d\delta \leq \int_0^\infty 2 \exp \left( - \frac{k + 1}{16 \sqrt{RC_t}} \delta \right) d\delta = \frac{8 \sqrt{RC_I}}{n + 1} = O \left( \frac{1}{n + 1} \right).
\]

Thus, we have that $E_{\theta_0} \left[ (\hat{\alpha}'_t - \alpha'_0)^2 | D_t = n \right] \leq \frac{\alpha_{\bar{\delta}t'}}{n + 1}$ where $\alpha_{\bar{\delta}t'} := \frac{8 (\alpha^2(t + \bar{\delta}))}{\sqrt{\alpha_{\bar{\delta}t'} + \alpha_0}}$ is independent of $m$ and of $t$.

Hence, to prove the lemma, we only need to show a similar bound for $\hat{\beta}'_t$. Similar bounds can be obtained for $\hat{\beta}'_t$ following the same steps with the only difference on the definition of $C_I$. We can safely write the second order derivative of the log-likelihood function with respect to $\beta'$. We have
\[
E_{\theta_0} \left[ \frac{\partial^2}{\partial \bar{\delta}^2} \ln \frac{f_{D_t}(\theta_0)}{f_{D_t}(\theta_0 + \bar{\delta} e_2)} | F_{t|D_{t-1}} \right] = E_{\theta_0} \left[ \frac{(1 + \frac{D_t}{m})^2}{(1 + (1 + \frac{D_t}{m}) (\beta'_0 + \bar{\delta}))^2} | F_{t|D_{t-1}} \right] \geq E_{\theta_0} \left[ \frac{(1 + \frac{D_t}{m})^2}{(1 + (1 + \frac{D_t}{m}) (\beta'_0(1 + \delta_2)))^2} | F_{t|D_{t-1}} \right],
\]
where the inequality is because $\beta'_0 + \delta \leq \beta'_0(1 + \delta_2)$. Defining $C_I := (1 + \beta'_0(1 + \delta_2))^2$, we have that
\[
E_{\theta_0} \left[ \frac{(1 + \frac{D_t}{m})^2}{(1 + (1 + \frac{D_t}{m}) (\beta'_0(1 + \delta_2)))^2} | F_{t|D_{t-1}} \right] \geq \frac{1}{(1 + \beta'_0(1 + \delta_2))^2} = \frac{1}{C_I}.
\]

Following the same steps in bounding the estimation error of $\hat{\alpha}'_t$, we know
\[
P_{\theta_0} \{|\hat{\beta}'_t - \beta'_0| > \delta | D_t = n\} \leq 2E_{\theta_0} \left( \left[ \frac{D_t}{\prod_{i=1}^{D_t} f_i(\theta_0 + \delta e_i)} \right] | D_t = n \right) \leq 2 \exp \left( - \frac{k + 1}{8 \sqrt{RC_t}} \beta^2 \right).
\]

This implies that
\[
E_{\theta_0} \left[ (\hat{\beta}'_t - \beta'_0)^2 | D_t = n \right] = \int_0^\infty P_{\theta_0} \left\{ (\hat{\beta}'_t - \beta'_0)^2 > \delta | D_t = n \right\} d\delta = \int_0^\infty P_{\theta_0} \left\{ (\hat{\beta}'_t - \beta'_0)^2 > \sqrt{\delta} | D_t = n \right\} d\delta \leq \int_0^\infty 2 \exp \left( - \frac{n + 1}{16 \sqrt{RC_t}} \delta \right) d\delta = \frac{8 \sqrt{R(C_I(1 + \beta'_0(1 + \delta_2))^2)}}{n + 1} = \frac{8 \sqrt{R(C_I + \beta'_0(1 + \delta_2)^2)}}{n + 1}.
\]

Thus, we have that $E_{\theta_0} \left[ (\hat{\beta}'_t - \beta'_0)^2 | D_t = n \right] \leq \frac{\alpha_{\bar{\delta}t'}}{n + 1}$ where $\alpha_{\bar{\delta}t'} := 8 \sqrt{R(C_I + \beta'_0(1 + \delta_2)^2)}$ is independent
of $m$ and of $t$.

Hence, we prove the lemma with $\alpha_\theta := 8\sqrt{R}\max \left\{ (1 + \tilde{\delta}_1)\alpha_0', (1 + \beta_0'(1 + \tilde{\delta}_2))^2 \right\}$, and $R = 1/(\alpha_0' + \alpha_0' + \beta_0')$. Note that $\alpha_\theta$ does not depend on $t$ and $m$.

Note that we can also analyze the variance of $\hat{\beta}'_t$ under MLE. To do that, we need to analyze the bounds of the inverse of the fisher information:

$$-\sum_{d=1}^n \frac{1}{(1 + (1 + 1)\beta')^2} \ln \xi(d; \alpha', \beta') = 1/\sum_{d=1}^n \left( \frac{(1 + d/m)^2}{(1 + (1 + d/m)\beta')^2} \right).$$

We know that

$$\sum_{d=1}^n \frac{1}{(1 + (1 + 1)\beta')^2} \leq \sum_{d=1}^n \left( \frac{(1 + d/m)^2}{(1 + (1 + d/m)\beta')^2} \right) \leq \sum_{d=1}^n \frac{2}{(1 + \beta')^2}.$$

Thus, the variance of $\hat{\beta}'_t$ is upper bounded by

$$-\sum_{d=1}^n \frac{\beta'^2}{\beta'} \ln \xi(d; \alpha', \beta') \leq 1/\sum_{d=1}^n \frac{1}{(1 + (1 + 1)\beta')^2} = O(1/n).$$

This is consistent with the bound of mean squared error derived in Theorem 1.

We note that transforming parameters from $\alpha, \beta$ to $\alpha', \beta'$ is the same as pre-processing the data. Pre-processing the data could help with the estimation. For example, by our transformation of the parameters, we are actually viewing $1 + D_t/m$ as the data multiplied to $\beta'$, which avoids the issue of the large estimation variance of $\hat{\beta}_t$ if we directly estimate $\beta$ from MLE. This is a common practice in parameter estimation when data values tend to be small.
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