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Abstract

Comparing two groups under different conditions is ubiquitous in the biomedical sciences. In many cases, samples from the two groups can be naturally paired; for example a pair of samples may come from the same individual under the two conditions. However samples across different individuals may be highly heterogeneous. Traditional methods often ignore such heterogeneity by assuming the samples are identically distributed. In this work, we study the problem of comparing paired heterogeneous data by modeling the data as Gaussian distributed with different parameters across the samples. We show that in the minimax setting where we want to maximize the worst-case power, the sign test, which only uses the signs of the differences between the paired sample, is optimal in the one-sided case and near optimal in the two-sided case. The superiority of the sign test over other popular tests for paired heterogeneous data is demonstrated using both synthetic data and a real-world RNA-Seq dataset.

1 INTRODUCTION

A common form of scientific experimentation is the comparison of two groups. Suppose we collected 2n samples \( \{X^A_i\}_{i=1}^n, \{X^B_i\}_{i=1}^n \) under two conditions A and B. The conditions may be sick v.s. healthy, pre- v.s. post- treatment, etc. In the traditional homogeneous setting, samples within each group are assumed to be independently and identically distributed (i.i.d.), i.e.

\[
X^A_i \overset{\text{i.i.d.}}{\sim} P_A, \quad X^B_i \overset{\text{i.i.d.}}{\sim} P_B, \quad \forall \ i = 1, \ldots, n,
\]

where the distributions \( P_A \) and \( P_B \) typically come from some common distribution families like Gaussian or Poisson. The goal is to infer whether there is a difference between the mean of the two groups, i.e. if \( \mathbb{E}[X^A_i] \neq \mathbb{E}[X^B_i] \). One of the most commonly used test in this case is the two-sample t-test, which assumes the distributions \( P_A \) and \( P_B \) are Gaussian and is based on the t-statistic [5]. However, in many real-world applications, the data are paired and heterogeneous. The paired structure means that for each \( i \), the samples \( X^A_i, X^B_i \) are similar due to some shared properties. The heterogeneity means that the data within the same group, \( \{X^A_i\} \) or \( \{X^B_i\} \), may be non-identically distributed. As a result, the paired differences \( X^B_i - X^A_i \) may also be non-identically distributed.

Such paired heterogeneous data may occur in many scenarios. For example, in pre- v.s. post-treatment studies [16], samples were taken before and after the treatment from the same individuals. Samples from the same person are similar and thus can be paired, while samples from different individuals may be very different due to individual-level heterogeneity. In another study, samples were obtained from the same person over a long period time to study viral infection disease (VID) [3]. Samples under different conditions (sick/healthy) can be paired if they are close to each other in time. As the person may change a lot over time, within-pair samples are more similar than within-group samples that are far from one another in time[1]. See the following example.

[1] One may argue that a time-series analysis is more appropriate [1]. However, when we are not interested in the time-series pattern, the differential expression analysis by two-group comparison is still a valid method and has been used in various studies. Second, many RNA-Seq datasets including VID are noisy and have very few
Example 1. (Heterogeneity in VID data) We present a visualization on VID to illustrate the presence of the heterogeneity in data. In this dataset, a sample $X_i \in \mathbb{R}^{23,231}$ is a measurement of the gene expression level of 23, 231 genes, and samples are taken from one person over 1124 days under two conditions, healthy and sick (see Fig. 3). We match samples close to each other in time, one from each group (healthy/infected), as pairs. We plot the histogram of the pairwise difference of within-pair samples and of within-group samples (see the details in Supp. Sec. 1). As can be seen in Figure 1, the within-pair difference is systematically smaller than the within-group difference, indicating that the within-pair samples are more similar than within-group samples.

A popular treatment to the paired heterogeneous data is to allow each data point to have a different distribution but assume that the paired differences $X^B_i - X^A_i$ are i.i.d. If the paired differences are Gaussian, then the paired t-test is most powerful [19]. The Gaussian assumption is quite reasonable and used in many applications, e.g. the RNA-Seq data [11]. However, given the heterogeneity across data pairs, it is hard to justify that the paired differences are actually identically distributed. For example, in the pre- and post- treatment studies, different individuals may have different responses to the treatment, and hence the paired differences may not be i.i.d.

In this work we keep the Gaussian assumption but allow the paired differences to be non-identically distributed. To characterize the systematic difference between the two group means, we assume the probability of increase/decrease from one group to the other is the same across all pairs. Specifically, we assume:

1. Independently Gaussian (possibly non-identical):
   \[ X^A_i \sim \mathcal{N}(\nu^A_i, (\sigma^A_i)^2), \quad X^B_i \sim \mathcal{N}(\nu^B_i, (\sigma^B_i)^2), \quad \forall i. \]
2. The “tendency of shift” is the same across all data pairs: $P(X^B_i \geq X^A_i) = \theta, \forall i.$

The tendency assumption is weaker than the previous i.i.d. assumption and allows the paired differences to be non-identically distributed. In the Gaussian case, it implies a natural scaling for the paired differences $X^B_i - X^A_i$; their means being proportional to their standard deviations. Even if the tendency assumption violated, the proposed test in this manuscript will still maintain a good power and be minimax optimal under certain conditions. See Remark 7 for details.

Then the problem of interest is to test if $\theta = 0.5$. We seek robust tests that consistently produce high power under different levels of heterogeneity. A natural approach is to consider the minimax setting, where we fix the level of shift $\theta$ and maximize the worst-case power over all values of nuisance parameters.

Contributions. The main contribution of the paper is to identify the optimal test for our minimax setting, which turns out to be the sign test [12]. The sign test uses the number of times of the paired differences being positive as the summary statistics, i.e. $W = \sum_i I(X^B_i - X^A_i > 0)$. Our result shows that the sign test is maximin in the one-sided case where we want to test $\theta = 0.5$ against $\theta > 0.5$ in samples. In those cases, the two-group comparison can produce more stable results compared to the time-series analysis.
According to empirical studies, the RNA-Seq data can be modeled as Gaussian random variables. The motivating application for the present work is RNA-Seq experiments. In RNA-Seq experiments, the gene expression level of people under different conditions are measured and the task is to especially under the minimax setting.

$X_i$ example, when the differences

Most of the existing results for the above tests are based on the i.i.d. (homogeneous) scenario. For classical statistical literature.

### Related works

This work has a very classical flavor. Some related topics are testing within-group heterogeneity [1], robust tests for paired data [2], and rank-based tests [13]. In the literature, paired t-test and the Wilcoxon signed-rank test are compared most often to the sign test [19]. The paired t-test assumes the paired differences $X_i^B - X_i^A$ are i.i.d. Gaussian and uses the t-statistic [3]. Let $S_i$ be the sign of $X_i^B - X_i^A$ and $R_i$ be the rank of $|X_i^B - X_i^A|$ among all pairs. The Wilcoxon test uses the sign-rank statistic [3].

\begin{equation}
\text{Paired t-test : } T = \sqrt{n} \frac{\text{mean}(X_i^B - X_i^A)}{\text{std}(X_i^B - X_i^A)},
\end{equation}

\begin{equation}
\text{Wilcoxon test : } U = \sum_{i=1}^{n} S_i R_i.
\end{equation}

Most of the existing results for the above tests are based on the i.i.d. (homogeneous) scenario. For example, when the differences $X_i^B - X_i^A$ are i.i.d. Gaussian, the paired t-test is known to be most powerful and the relative efficiency of the sign test v.s. the paired t-test is $2/\pi$ (Table 14.1,[19]), and $3/\pi$ for Wilcoxon test (an extension of the former). Results are rare on the heterogeneous case, especially under the minimax setting.

The motivating application for the present work is RNA-Seq experiments. In RNA-Seq experiments, the gene expression level of people under different conditions are measured and the task is to
identify genes differentially expressed under the two conditions. In related works, within-group heterogeneity is usually modeled by assuming some prior distribution on the expression level, e.g. gamma distribution \([4, 10]\). The paired structure is modeled by the design matrix in the generalized linear model \([11, 14]\), or by assigning same expression level parameters to samples in the same pair \([4, 10]\). All above methods assume some complex models for the data, e.g. Bayesian hierarchical model in \([4]\) or some mean-variance function shared across genes in \([17, 14]\). This leads to the lack of thorough theoretical understanding and, consequently, difficulty in establishing theoretical guarantees.

“Those methods treat the estimated parameters as if they were known parameters, without allowing for the uncertainty of estimation, and this leads to statistical tests that are overly liberal in some situations” \([18]\).

In fact, no theoretical result is yet available for the RNA-Seq data analysis \([11]\). On the contrary, the sign test is theoretically justified in this manuscript. As shown in the experiments, it can be easily applied to the RNA-Seq data after simple normalization. Moreover, despite its simplicity, it yields reasonable results compared to other much more complex methods.

The rest of the paper is organized as follows. After the problem formulation in Sec. 2, we prove the optimality of the sign test in Sec. 3 followed by a theoretical comparison of the sign test with the paired t-test in SubSec. 3.3. Finally, we present numerical experiments on both synthetic data and real-world data in Sec. 4. We postpone the proofs to the supplementary materials.

2 PROBLEM FORMULATION

Consider \(n\) paired data points \(\{X_i^A, X_i^B\}_{i=1}^n\), where \((X_i^A, X_i^B)\) denotes the \(i\)-th sample pair in groups \(A\) and \(B\). Our goal is to detect whether there is a systematic difference between samples in two groups. We assume that 1. the samples are independently and normally distributed; 2. the “tendency of shift” is the same across all sample pairs. Let \([n]\) denote the set \(\{1, 2, \ldots, n\}\). Then mathematically the above assumptions can be written as

\[
X_i^A \sim \mathcal{N}(\nu_i^A, (\sigma_i^A)^2), \quad X_i^B \sim \mathcal{N}(\nu_i^B, (\sigma_i^B)^2), \quad \forall i \in [n],
\]

\[
P(X_i^B \geq X_i^A) = P(X_j^B \geq X_j^A) \triangleq \theta, \quad \forall i, j \in [n],
\]

The range of parameters are

\[
\{\nu_i^A, \nu_i^B \in \mathbb{R}, \sigma_i^A, \sigma_i^B \in \mathbb{R}_{\geq 0}, \text{s.t. } P(X_i^B \geq X_i^A) = \theta\},
\]

where \(\mathbb{R}_{\geq 0}\) denotes the set of non-negative real numbers. Clearly, \(\theta = 0.5\) means that there is no systematic shift from group \(A\) to group \(B\), and \(\theta \neq 0.5\) indicates that such systematic difference exists. Hence, our null hypothesis is \(\theta = 0.5\). For the alternative hypothesis, if we have some prior knowledge on the shifting direction, we can test a one-sided alternative \(\theta > 0.5\). Otherwise, a two-sided alternative, \(\theta \neq 0.5\), is appropriate.

Let us represent our statistical model in a more tractable way. Let \(\Phi(\cdot)\) be the cumulative density function of the standard normal distribution. Since \(\forall i, P(X_i^B \geq X_i^A) = \Phi(-\frac{\nu_i^B - \nu_i^A}{\sqrt{(\sigma_i^A)^2 + (\sigma_i^B)^2}}) = \theta,\) we obtain \(\forall i, j, \frac{\nu_i^B - \nu_i^A}{\sqrt{(\sigma_i^A)^2 + (\sigma_i^B)^2}} = \frac{\nu_j^B - \nu_j^A}{\sqrt{(\sigma_j^A)^2 + (\sigma_j^B)^2}}\). Let \(\delta \triangleq \frac{\nu_i^B - \nu_i^A}{\sqrt{(\sigma_i^A)^2 + (\sigma_i^B)^2}}\). Clearly, \(\theta = \Phi(\delta)\), and by defining \(\mu_i \triangleq \sqrt{(\sigma_i^A)^2 + (\sigma_i^B)^2}\), \(\rho_i \triangleq \frac{\sigma_i^B}{\sqrt{(\sigma_i^A)^2 + (\sigma_i^B)^2}}\), \(\nu_i \triangleq \nu_i^A\), the above model becomes

\[
X_i^A \sim \mathcal{N}(\nu_i, \mu_i^2), \quad X_i^B \sim \mathcal{N}(\nu_i + \delta \mu_i, (1 - \rho_i)\mu_i^2), \quad i \in [n],
\]

where \(\nu_i \in \mathbb{R}, \mu_i \in \mathbb{R}_{\geq 0}, \rho_i \in [0, 1]\). Here \(\mathbb{R}_{\geq 0}\) is the set of positive real numbers and the tendency assumption prevents \(\mu_i\) to be 0. It is not hard to see that in this equivalent representation, we test the null hypothesis \(H_0 : \delta = 0\) against the alternative hypothesis \(H_1 : \delta > 0\) (one-sided) or \(H_1 : \delta \neq 0\) (two-sided). To quantify the size and the power, we let \(\delta\) have some fixed unknown magnitude. For the two-sided case, it may be either positive or negative with the sign \(s_\delta\). Since we have no knowledge about the nuisance parameters \(\{\nu_i, \mu_i, \rho_i, s_\delta\}_{i=1}^n\), a natural formulation is to look for the maximin test that maximizes the worst-case power over all possible values of the nuisance parameters.
Let the data vectors $X^A \triangleq \{X^A_i\}_{i=1}^n$ and $X^B \triangleq \{X^B_i\}_{i=1}^n$ be data points obtained by model $\{\mathcal{M}_i\}_{i=1}^5$. We use $\phi(X^A, X^B) : \mathbb{R}^n \times \mathbb{R}^n \rightarrow [0, 1]$ to denote a test that rejects the null hypothesis with probability $\phi(X^A, X^B)$ when the data are $X^A, X^B$. Given the nuisance parameters $\gamma \triangleq \{\nu_i, \mu_i, \rho_i, s_i\}_{i=1}^n$, the size is given by $\mathbb{E}_{\mathbb{P}_0(\gamma)}[\phi(X^A, X^B)]$, where the expectation is taken with respect to the null distribution $\mathbb{P}_0(\gamma)$ with the given nuisance parameters $\gamma$. Similarly, the power of the test is given by $\mathbb{E}_{\mathbb{P}_1(\gamma)}[\phi(X^A, X^B)]$. We call a test $\phi^*(\cdot, \cdot)$, a level-$\alpha$ maximin test if for any other test $\phi$,

$$\inf_{\gamma} \mathbb{E}_{\mathbb{P}_1(\gamma)}[\phi^*(X^A, X^B)] \geq \inf_{\gamma} \mathbb{E}_{\mathbb{P}_1(\gamma)}[\phi(X^A, X^B)],$$

$$\sup_{\gamma} \mathbb{E}_{\mathbb{P}_0(\gamma)}[\phi^*(X^A, X^B)] \leq \alpha.$$

In other words, $\phi^*$ has the best worst-case power among all tests with size smaller than $\alpha$ over all values of the nuisance parameters $\gamma$. Equivalently, the problem can be stated as

$$\phi^* \in \arg \max_{\phi} \inf_{\gamma} \mathbb{E}_{\mathbb{P}_1(\gamma)}[\phi(X^A, X^B)],$$

$$\text{s.t.} \quad \sup_{\gamma} \mathbb{E}_{\mathbb{P}_0(\gamma)}[\phi(X^A, X^B)] \leq \alpha. \quad (5)$$

For the sake of notational simplicity, we abbreviate the expressions as follows. Given two vectors $a$ and $b$, let $a \circ b$ be the vector of the same dimension that contains the element-wise product of $a$ and $b$. Also by the inequalities $a > b$ we refer to element-wise comparison, i.e., $a_i > b_i, \forall i$. For two tests $\phi$ and $\psi$, we use $\phi \equiv \psi$ to denote that the two tests have $\epsilon$-similar performance,

$$|\inf_{\gamma} \mathbb{E}_{\mathbb{P}_1(\gamma)}[\phi(X^A, X^B)] - \inf_{\gamma} \mathbb{E}_{\mathbb{P}_1(\gamma)}[\psi(X^A, X^B)]| \leq \epsilon$$

and

$$|\sup_{\gamma} \mathbb{E}_{\mathbb{P}_0(\gamma)}[\phi(X^A, X^B)] - \sup_{\gamma} \mathbb{E}_{\mathbb{P}_0(\gamma)}[\psi(X^A, X^B)]| \leq \epsilon. \quad (6)$$

As a natural extension, $\phi \equiv \psi$ means that the two tests have the same performance, i.e., $\phi \equiv_0 \psi$.

Similarly, $\phi \leq \psi$ means $\phi$ has no better performance as $\psi$; in other words,

$$\inf_{\gamma} \mathbb{E}_{\mathbb{P}_1(\gamma)}[\phi(X^A, X^B)] \leq \inf_{\gamma} \mathbb{E}_{\mathbb{P}_1(\gamma)}[\psi(X^A, X^B)]$$

and

$$\sup_{\gamma} \mathbb{E}_{\mathbb{P}_0(\gamma)}[\phi(X^A, X^B)] \geq \sup_{\gamma} \mathbb{E}_{\mathbb{P}_0(\gamma)}[\psi(X^A, X^B)].$$

Finally, we will use $E_0$ and $E_1$ as shorthand representations for $\mathbb{E}_{\mathbb{P}_0(\gamma)}$ and $\mathbb{E}_{\mathbb{P}_1(\gamma)}$, respectively.

## 3 Optimality of Sign Test

Let us start by showing the location-scale invariance of the minimax problem $\{\mathcal{M}_i\}_{i=1}^5$. Generally speaking, the worst-case performance of a test $\phi(\cdot, \cdot)$ does not change under any shifting or scaling of the input:

**Fact 2.** Let $\phi(X^A, X^B) : \mathbb{R}^n \times \mathbb{R}^n \rightarrow [0, 1]$ be an arbitrary test. For any $a \in \mathbb{R}^n$, $b \in \mathbb{R}^n_{\geq 0}$, let $\psi(X^A, X^B) = \phi(a \circ X^A, a + b \circ X^B)$. Then, $\phi \equiv \psi$.

See Supp. Sec. 2 for the proof. Fact 2 leads to two conjectures. First, any data shifting does not affect the performance, suggesting that the absolute offset may be redundant and we should only focus on the relative difference $Y \triangleq X^B - X^A$. Second, any data scaling does not affect the performance either. This suggests that the magnitude of the data, $|Y|$, may also be redundant. Then, intuitively what remains, namely the signs of the difference $S_i \triangleq \text{sgn}(Y_i)$, is the actual informative part for the minimax problem.

For the most powerful test using only the sign information, a sufficient statistic is the number of positive signs $W = \sum_{i=1}^n I(Y_i > 0)$. Clearly, under the null distribution, $W \sim \text{Bin}(n, 0.5)$. Then the sign test $\phi^S(X^A, X^B)$ can be written as

$$\text{one-sided: } I_{\{W > c_1\}} + p_1 I_{\{W = c_1\}}, \quad (7)$$

$$\text{two-sided: } I_{\{|W-n/2| > c_2\}} + p_2 I_{\{|W-n/2| = c_2\}}, \quad (8)$$

where $c_1, c_2, p_1, p_2$ are some constants calculated according to $W \sim \text{Bin}(n, 0.5)$ and the level $\alpha$. Note that $p_1, p_2 \in [0, 1]$. In addition, the distribution of $W$ and the power of the sign test does not depend on the values of the nuisance parameters. We next prove the optimality of the sign test in the one-sided case and near optimality in the two-sided case.
3.1 One-sided Case

In the one-sided case, let us assume \( \theta \geq 0.5 \) (\( \delta \geq 0 \)). Then the nuisance parameters are just
\[ \gamma \triangleq \{ \nu_i, \mu_i, \rho_i \}_{i=1}^n. \]
Our main result below confirms that the sign test is indeed maximin in the sense of (5).

**Theorem 3.** Let \( B_{n \times n} \) be the class of Borel measurable functions that maps \( \mathbb{R}^n \times \mathbb{R}^n \) to \([0, 1]\). Then the one-sided sign test, as given in (7), is maximin among all tests \( \phi(X^A, X^B) \in B_{n \times n}. \)

Recall from Section 2 that our statistical model is
\[
X_i^A \sim N(\nu_i, \rho_i \mu_i^2), \quad X_i^B \sim N(\nu_i + \delta \mu_i, (1 - \rho_i) \mu_i^2).
\]

Paired tests literatures suggest us to look at only the difference \( Y_i = X_i^B - X_i^A \sim N(\delta \mu_i, \mu_i^2) \) to get rid of the nuisance parameters \( \nu_i \)'s and \( \rho_i \)'s, which is not surprising. Here let us take the case \( n = 1 \) as an example to give some high-level intuitions why we can further reduce the sufficient statistics from \( Y_i \)'s to \( S_i \)'s.

According to Theorem 8.1.1 and the Neyman-Pearson lemma in (author?) [12], to show the sign test is maximin, it suffices to find a prior on \( \mu_i \) where \( S_i \) is a sufficient statistic. However, a careful inspection of the proof of Lemma 5 especially on (25), reveals that there is no such single prior on \( \mu_i \) for which \( S_i \) is a sufficient statistic. However, there is in fact a sequence of priors on \( \mu_i \) such that fixing the observation \( Y_1, S_i \) is asymptotically a sufficient statistic. For \( k = 1, 2, \ldots \), consider the sequence of priors \( g_k(\mu_1) = c_k / \mu_1 \) for \( \mu_1 \in (1/k, k) \) and some normalizing constant \( c_k \).

Let \( f_0(\cdot; \mu), f_1(\cdot; \mu) \) be the densities of \( N(0, \mu^2), N(\delta \mu, \mu^2) \) respectively and let \( f_0, f_1 \) be that of \( N(0, 1), N(\delta, 1) \). A direct calculation (by change of variable \( \mu' = \frac{\mu}{\delta} \)) shows that as \( k \to \infty \), the likelihood ratio
\[
\frac{f(Y_1 | H_1)}{f(Y_1 | H_0)} = \frac{\int_{\frac{Y_1}{\delta}} f_1(Y_1; \mu) \frac{1}{\mu} d\mu}{\int_{\frac{Y_1}{\delta}} f_0(Y_1; \mu) \frac{1}{\mu} d\mu} = \frac{\int_{\frac{Y_1}{\delta}} f_1(Y_1; \mu) \frac{1}{\mu} d\mu \mu' = \frac{\mu}{\delta}}{\int_{\frac{Y_1}{\delta}} f_0(Y_1; \mu) \frac{1}{\mu} d\mu} = \frac{\int_{\frac{Y_1}{\delta}} f_1(\mu') d\mu'}{\int_{\frac{Y_1}{\delta}} f_0(\mu') d\mu'} \quad \text{as} \quad k \to \infty \to \infty \left[ \theta I_{\{S_i = +\}} + (1 - \theta) I_{\{S_i = -\}} \right].
\]

Then asymptotically, the likelihood ratio of the observation \( f(Y_1 | H_1) / f(Y_1 | H_0) \) depends only on \( S_1 \), implying that \( S_1 \) is indeed asymptotically a sufficient statistic.

We note the above argument serves only as a high-level intuition and is by no means rigorous. More specifically, here we only show that for each \( Y_1, S_i \) is asymptotically a sufficient statistic for the sequence of priors \( g_1, g_2, \ldots \), which is essentially a point-wise convergence result. However, a uniform convergence is needed to actually prove the final result. The rigorous proof is as follows.

**Proof.** (Proof sketch of Theorem 3) The idea is to show any test in \( B_{n \times n} \) performs no better than the sign test. The proof is composed of three main steps. We state the lemmas being used right after the corresponding steps, and relegate their proofs to the supplementary material. We recall that inequalities on vectors are element-wise, e.g. \( a \geq b \) means \( a_i \geq b_i \) for all \( i \).

**Step 1:** Define the set of Borel measurable tests:
\[
B_n = \{ f : \mathbb{R}^n \to [0, 1], \ f \text{ is Borel measurable} \}.
\]

Lemma 4 implies that it suffices to show that the sign test is maximin among all tests \( \phi(Y) \in B_n. \)

**Lemma 4.** For any test \( \phi(X^A, X^B) \in B_{n \times n} \), there exists a Borel measurable test \( \psi(Y) \in B_n \), such that \( \phi \leq \psi \). Moreover, if \( \phi \) is symmetric, then \( \psi \) is also symmetric.

**Step 2:** We show the sign test is maximin over the set of “simple test” \( S \subset B_n \), which is defined as follows. Let \( \mathcal{O} = \{-, +\}^n \) be the set of \( 2^n \) orthonaths in \( \mathbb{R}^n \) and let \( \mathbf{o} = (o_1, \ldots, o_n) \in \mathcal{O}. \) Consider any \( \omega > 0. \) For any \( b \in \mathbb{Z} \), let the 1-D intervals be \( I^b_\omega = ((1 + \omega)^b, (1 + \omega)^{b+1}] \) and

\[ \omega \]
Moreover, when

Theorem 8. (Two-sided case) Let \( I_b = [-1 + \omega)^{b+1}, -(1 + \omega)^b \). Define the n-D box, specified by the orthant index \( o \) and the interval index \( b = (b_1, \ldots, b_n) \), as \( I_b^n = I_{b_1} \times \cdots \times I_{b_n} \). Then define the set of simple tests, denoted by \( S(\omega) \), to be the test that are piece-wise constant on the boxes \( I_b^n \)’s:

\[
S(\omega) = \{ \phi : \phi = \sum_{o \in \mathcal{O}} \sum_{-\infty < b < \infty} \phi_o^b I_b + \phi_0 I_0(0), \quad \text{for some } 0 \leq \phi_0^b \leq 1, 0 \leq \phi_0 \leq 1 \},
\]

and let \( S = \bigcup_{\omega > 0} S(\omega) \). By Lemma 5, the sign test is maximin among all tests in \( S \).

**Lemma 5.** The one-sided sign test \( S \) is maximin among all \( \alpha \)-level tests in \( S \).

**Step 3:** We show that \( S \) approximates \( B_n \) arbitrarily well in terms of testing performance as defined in (9), and hence establish the optimality of the one-sided sign test in \( B_n \). Specifically, by Lemma 6, \( \forall \phi \in B_n, \epsilon > 0, \exists \psi \in S, \text{ s.t. } \phi = \psi \). Letting \( \epsilon \downarrow 0 \) we have that \( \phi^S \) is maximin among all tests in \( B_n \), concluding the proof.

**Lemma 6.** Let \( B_n \) be the set of Borel measurable functions \( f : \mathbb{R}^n \to [0, 1] \). For any \( \phi(Y) \in B_n \) and any \( \epsilon > 0 \), there exists a measurable function \( \psi \in S \) such that \( \phi = \psi \).

**Remark 7.** Under the alternative distribution, the testing statistics \( W \) will follow a binomial distribution \( \text{Bin}(n, \theta) \). If the tendency assumption is violated, i.e. each pair has a different \( \theta_i \), it will instead follow a Poisson binomial distribution with parameter \( (\theta_1, \ldots, \theta_n) \), which has a tail property similar to that of the binomial distribution. Hence the sign test will still maintain a good power.

Moreover, when \( \theta_i \)'s are different, one can consider a minimax setting over \( \theta_i \)'s by defining the nuisance parameters to be \( \{\mu_i, \rho_i, \nu_i\} \cup \{\theta_i : \theta_i \geq \theta_0\} \) for some \( \theta_0 > 0 \). It is not hard to see that the one-sided sign test is still maximin in this case. Specifically, the power will increase with the increase of any \( \theta_i \), and hence the worst-case is when \( \theta_i = \theta_0 \forall i \), which reduces to the setting where \( \theta_i \)'s are same.

### 3.2 Two-sided Case

Now we extend our result to the two-sided case, where we want to test \( \theta = 0 \) v.s. \( \theta \neq 0 \). Recall that in this case, we can no longer assume \( \delta \geq 0 \) for the distribution in (4). So we modify the formulation in Section 2 by letting \( s_{\delta} \in \{-1, 1\} \) to be the sign of \( \delta \), and letting the nuisance parameter be \( \gamma = \{\nu_i, \mu_i, \rho_i, s_{\delta}\} \). We fix the magnitude \( |\delta| \) and consider the maximin problem (5). Without loss of generality assume \( \alpha < 0.5 \). Let \( \tilde{\phi}^S \) be the \( \frac{\alpha}{2} \)-level one-sided sign test. The \( \alpha \)-level two-sided sign test \( \phi^S \) can be written as

\[
\phi^S = \tilde{\phi}^S(Y) + \tilde{\phi}^S(-Y)
\]

The following theorem shows in the two-sided case, the sign test is near optimal. See Supp. Subsec. 3.1 for the proof.

**Theorem 8.** (Two-sided case) Let \( B_{n \times n} \) be the class of Borel measurable functions that maps \( \mathbb{R}^n \times \mathbb{R}^n \) to \([0, 1] \), and let \( \phi^S \) be the two-sided sign test as defined in (10). For any \( \alpha \)-level test \( \phi \in B_{n \times n} \), the worst-case power satisfies

\[
\inf_{\gamma} \mathbb{E}_1[\phi] \leq \inf_{\gamma} \mathbb{E}_1[\phi^S] + \frac{\alpha}{2} \exp(-\frac{n|\delta|^2}{2}).
\]

If \( \alpha = 0.05 \) and \( \delta = \frac{3}{\sqrt{n}} \), the additive term is 2.7e-4, almost negligible.

**Remark 9.** The proofs in both cases mainly use two properties of the Gaussian distribution. The first is the location-scale invariance, i.e., if we scale or shift the data points, the distribution still lies within the family of interest. This is used in the proof of Fact 12, Lemma 4 and Lemma 5. The second is the sub-Gaussian tail property. This is used in the proof of Lemma 6 and Theorem 8. Specifically, if we have a heavy-tailed distribution but the tail probability still vanishes, Lemma 6 will still hold, while the exponential term on the RHS of Theorem 8 will become a term with a slower vanishing speed that depends on the tail property of the distribution under consideration.
To generalize to result, in order for the sign test to be maximin in some family of distribution, the family needs to have location-scale invariance and sub-Gaussian tail property. Our conjecture is that these two are also sufficient for the minimaxity of the sign test.

3.3 Comparison with Paired T-test

Besides the minimaxity of the sign test, it is interesting to identify (realistic) conditions on the nuisance parameters such that the sign test outperforms other popular tests. We demonstrate this by comparing the asymptotic power of the sign test with that of the paired t-test, whose test statistic is given in (2). Since both the sign test and the paired t-test only use \( Y = X_B - X_A \) to compute the test statistics, we can only consider \( Y \) as the input, which is generated by \( \mu_i \)'s according to \( Y_i \sim \mathcal{N}(\delta \mu_i, \mu_i^2) \), \( \forall \ i \). Let \( m_1 = \frac{1}{n} \sum_i \mu_i \) and \( m_2 = \frac{1}{n} \sum_i (\mu_i - m_1)^2 \) be the mean and the variance of \( \mu_i \)'s. In the homogeneous case, \( \mu_i \)'s are the same and thus \( m_2 = 0 \). In the presence of within-group heterogeneity, however, \( \mu_i \)'s are different and \( m_2 \) may be large. Hence, intuitively, it is reasonable to look at the coefficient of variation \( c_v = m_2 / m_1^2 \), as a measure for within group heterogeneity. In fact, as shown below, it is the determining factor for the testing performance.

**Theorem 10.** Let \( n \to \infty \) and scale \( \delta \) with \( n \) such that \( \delta \sqrt{n} \) remains constant. Also assume that by increasing \( n \) the values of \( m_1 \) and \( m_2 \) remain constant. Then, the asymptotic power of the \( \alpha \)-level two-sided sign test and the \( \alpha \)-level two-sided paired t-test are given by

\[
\text{Power of sign test: } Q \left( z_{\alpha/2} - \frac{\sqrt{\frac{2}{\pi}} \sqrt{n} \delta}{m_1} \right),
\]

\[
\text{Power of paired t-test: } Q \left( z_{\alpha/2} - \frac{\sqrt{n} \delta}{\sqrt{1 + c_v}} \right),
\]

where \( Q(\cdot) \) is the tail function of the standard normal distribution and \( z_{\alpha/2} \) is the \( (1 - \alpha/2) \)-th quantile of the standard normal distribution.

**Remark.** As shown in Theorem 10, \( c_v \) is the key quantity that determines the performance of the paired t-test as compared to the signed test. The condition \( c_v \geq \pi/2 - 1 \) is quite general, implying under a variety of the nuisance parameters, the sign test can outperform the paired t-test.

4 NUMERICAL EXPERIMENTS

In this section, we provide numerical evidence on the theoretical optimality and the practicality of our results. First, we evaluate our results on the synthetic data. Then, the viral infection disease dataset \cite{3} is used to further evaluate the practicality of our theoretical findings.
Table 1: Number of common discoveries across various methods: the sign test (Sign), Wilcoxon signed-rank test (Wil), paired t-test (Pair T), paired-mode DESeq2 (DESeq 2), paired-mode Voom (Voom).

|        | Sign | Wil | Pair T | DESeq2 | Voom |
|--------|------|-----|--------|--------|------|
| Sign   | 225  | 156 | 140    | 66     | 193  |
| Wil    | 267  | 223 | 95     | 260    |      |
| Pair T | 292  |     | 97     | 282    |      |
| DESeq2 |      |     | 170    | 163    |      |
| Voom   |      |     |        |        | 628  |

4.1 Synthetic Data

Here, we compare the performance of sign test with two other popular tests for paired data: the paired t-test and the Wilcoxon signed rank test [19]. All three tests calculate the test statistic using only \(Y\). Hence we only consider different values of \(\{\mu_i\}_{i=1}^n\) and generate the samples \(Y\) according to \(Y_i \sim N(\delta \mu_i, \mu_i^2)\), for \(i = 1, \ldots, n\). In all experiments, we fix the sample size \(n = 20\), \(\delta = 3/\sqrt{n}\), and the size of the tests \(\alpha = 0.05\). We repeat experiments under each parameter setting 10,000 times, and plot the corresponding 3 std confidence intervals.

Recall that, according to Theorem [10] the coefficient of variation \(c_v = m_2/m_1^2\) determines the power of the paired t-test. Our first experiment examines if \(c_v\) can quantify the within-group heterogeneity level reasonably for finite values of \(n\). In this experiment, we generated \(\mu\) using the two-group model [7], where the \(\mu_i\)’s are 50/50 with values 1 \(\times\) and 10 \(\times\) of some given magnitudes. We plot the corresponding powers for different values of the given magnitudes while the corresponding \(c_v\)’s are kept fixed to the value 0.7. As shown in Fig. 2(a), for all 3 tests, the powers are the same for experiments under different magnitudes, implying that same value of \(c_v\) always results in the same power regardless of the values of other parameters. Hence, it is reasonable to assume that \(c_v\) can well quantify the level of heterogeneity.

In the other two experiments, we use \(c_v\) to represent heterogeneity level and plot the power of different test versus different values of \(c_v\). In Fig. 2(b), the value of \(\mu\) is also generated by the two-group model as before. As can be seen in this figure, the sign test outperforms the paired t-test when \(c_v\) exceeds 0.58. This phenomenon is consistent with the condition in Theorem [10] where the threshold is computed as \(c_v \geq \frac{\sqrt{2}}{2} \approx 0.57\). In Fig. 2(c), \(\mu\) is generated according to the multi-group model with 5 groups of different values. As can be seen in the figure, the sign test has a better power than the Wilcoxon test when \(c_v\) exceeds 2.3. In addition, as \(c_v\) increases, the power of both the paired t-test and the Wilcoxon signed test decreases, but the later decreases much slower than the former. This is in line with our intuition since the Wilcoxon signed-rank test statistic uses the sign information and is more robust to the within-group heterogeneity than the paired t-test statistic.

4.2 The Viral Infection Dataset

In VID [3], one subject went through 6 viral infection periods in an overall time period of 1124 days. During this period, 57 RNA-Seq blood samples were collected under two conditions, healthy and
The task is to find differentially-expressed genes under the two conditions. We manually pair the samples under the two conditions that are close to each other in time; and altogether acquire 20 data pairs. As shown in Fig. 1 in the beginning of this manuscript, within-pair samples are more similar to each other than within-group samples. We compare the performance of the two-sided sign test (8), the Wilcoxon test (3), the paired t-test (2). We also report the performance of two popular differential expression analysis packages paired-mode DESeq2 (14) and paired-mode Voom (11). According to (15), they have the most promising performance among differential expression analysis tools. Prior to testing, genes with the total number of counts less than 50 or having some counts less than or equal to 1 are removed since we do not have enough observations of them. For the sign test and the paired t-test, we used the size factor normalization method as in DESeq2. For all methods, after the p-value calculation, the BH procedure (2) is used to control the false discovery rate (FDR) at the level of 0.1.

We present our results in Table 1, where the $ij$-th entry of this table is the number of genes discovered by both methods $i$ and $j$. There are 26 genes discovered only by the sign test. We plot the paired differences $Y = X^B - X^A$ for 4 of these 26 genes with smallest p-values in Fig. 4, where the signals for differential expression are very strong. For genes ANXA7, PITRM1, ST6GALNAC6, sample 20 has the opposite direction and a magnitude much larger than others. This prevents other methods that use the magnitude from discovering these genes. But the sign test is robust to the heterogeneity in the magnitude and discovers them.

In Table 1, the paired t-test has more discoveries than the sign test and the Wilcoxon test. A possible explanation is that the within-group heterogeneity level is not high enough due to the fact that the samples were all drawn from the same person. Voom makes more discoveries because it makes a strong assumption that a mean-variance function is shared across the genes (which also could lead to false discoveries).
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Supplemental Materials

1 The details of the visualization

For any two samples $X_i$, $X_j$, we can calculate the histogram of the $k$ values $\log |X_i - X_j| \in \mathbb{R}^k$. Concentration in small values indicates $X_i$, $X_j$ are similar. The histogram is averaged over all sample pairs for the within-pair difference and over all size-2 subsets of samples from the same group for the within-group difference.

2 Proof of Fact \[2\]

Proof. (Proof of Fact 2) It suffices to show that
\[
\sup_{\gamma} E_0[\phi] = \sup_{\gamma} E_0[\psi], \quad \text{and} \quad \inf_{\gamma} E_1[\phi] = \inf_{\gamma} E_1[\psi]. \tag{13}
\]

Now we prove the first equation in (13). Let $\{Z_i^A, Z_i^B\}_{i=1}^n \overset{i.i.d.}{\sim} N(0, 1)$. Then by (4) we can write
\[
X^A = \nu + \mu \circ \sqrt{\rho} \circ Z^A, \quad X^B = \nu + \delta \mu + \mu \circ \sqrt{1 - \rho} \circ Z^B.
\]

Similarly, we can write the transformed data as
\[
a + b \circ X^A = \nu' + \mu' \circ \sqrt{\rho} \circ Z^A
\]
\[
a + b \circ X^B = \nu' + \delta \mu' + \mu' \circ \sqrt{1 - \rho} \circ Z^B,
\]

for $\nu' \triangleq a + b \circ \nu$ and $\mu' \triangleq b \circ \mu$.

The key idea for proving the first equation in (13) is that $\{\nu, \mu\}$ and $\{\nu', \mu'\}$ actually consist of the same parameter space $\mathbb{R}^n \times \mathbb{R}^n_{\geq 0}$. To be more exact, notice that under the null hypothesis $\delta = 0$. We have
\[
\sup_{\nu, \mu, \rho} E_0[\psi(X^A, X^B)] = \sup_{\nu, \mu, \rho} E[\phi(\nu' + \mu' \circ \sqrt{\rho} \circ Z^A, \nu' + \mu' \circ \sqrt{1 - \rho} \circ Z^B)] = \sup_{\nu', \mu', \rho} E[\phi(\nu' + \mu' \circ \sqrt{\rho} \circ Z^A, \nu' + \mu' \circ \sqrt{1 - \rho} \circ Z^B)] = \sup_{\nu, \mu, \rho} E_0[\phi(X^A, X^B)],
\]

where in the second equation we use the fact that $\{\nu, \mu\}$ and $\{\nu', \mu'\}$ consist of the same parameter space. The second equation of (13) can be shown similarly. Then $\phi = \psi$. \qed

3 Proof of Theorems

3.1 Proof of Theorem \[8\]

Proof. (Proof of Theorem 8) First, for this problem, we should restrict ourselves to symmetrical tests, i.e. any $\phi$ such that $\phi(X^A, X^B) = \phi(-X^A, -X^B)$. This is because for any $(X^A, X^B)$, the distribution $(-X^A, -X^B)$ is also valid for the maximin problem. Second, according to Lemma 4 it suffices to consider the symmetrical tests using only $Y$.

Now consider any $\alpha$-level symmetrical test that uses only $Y$, namely $\phi(Y)$. For any set of nuisance parameters $\gamma$, let $f_{0, \gamma}(\cdot)$, $f_{1, \gamma}(\cdot)$ be the density function under the null and the alternative hypothesis respectively. Define
\[
Y^+ = \{ y : f_{1, \gamma}(y) > f_{1, \gamma}(-y) \},
\]
\[
Y^- = \{ y : f_{1, \gamma}(y) < f_{1, \gamma}(-y) \}.
\]
Then by explicitly writing out the density function, it is not hard to see that for any \( y \in Y^+ \), we have \(-y \in Y^-\). As the null distribution is symmetrical around 0, we have

\[
\sup_{\gamma} \mathbb{E}_0[\phi(Y)1_{\{Y \in Y^+\}}] = \sup_{\gamma} \mathbb{E}_0[\phi(Y)1_{\{Y \in Y^-\}}] \leq \frac{\alpha}{2} \tag{14}
\]

Next consider the power of \( \phi \). As \( \phi(Y)1_{\{Y \in Y^+\}} \) is a \( \frac{\alpha}{2} \)-level test, by the optimality of the one-sided sign test, \( \forall \epsilon > 0, \exists \gamma^*, \) s.t.,

\[
\mathbb{E}_{1,\gamma^*}[\phi(Y)1_{\{Y \in Y^+\}}] - \epsilon < \inf_{\gamma} \mathbb{E}_1[\phi(Y)1_{\{Y \in Y^+\}}] \leq \inf_{\gamma} \mathbb{E}_1[\phi^S(Y)] \tag{15}
\]

Also we have

\[
\mathbb{E}_{1,\gamma^*}[\phi(Y)1_{\{Y \in Y^-\}}] = \int_{y^-} \phi(y)f_{1,\gamma^*}(y)dy = \int_{y^-} \phi(y)f_{0,\gamma^*}(y)f_{1,\gamma^*}(y)dy \leq \sup_{y \in Y^-} \left( \frac{f_{1,\gamma^*}(y)}{f_{0,\gamma^*}(y)} \right) \sup_{\gamma} \mathbb{E}_0[\phi(Y)1_{\{Y \in Y^-\}}] \leq \frac{\alpha}{2} \exp(-\frac{\delta^2m}{2}). \tag{16}
\]

In the last inequality of (16), the first term is due to the fact that if \( y \in Y^- \), we have \( \frac{f_{1,\gamma^*}(y)}{f_{0,\gamma^*}(y)} \leq 1 \), giving \( \delta \sum_{i=1}^n \frac{y_i}{\mu_i} \leq 0 \), which further gives \( \forall y \in Y^- \),

\[
\frac{f_{1,\gamma^*}(y)}{f_{0,\gamma^*}(y)} = \exp(-\frac{\delta^2y^2}{2} + \delta \sum_{i=1}^n \frac{y_i}{\mu_i}) \leq \exp(-\frac{\delta^2m}{2}).
\]

The second term is due to (14). Finally, combining (15) and (16), we reach that the power of \( \phi \)

\[
\inf_{\gamma} \mathbb{E}_1[\phi(Y)] \leq \mathbb{E}_{1,\gamma^*}[\phi(Y)] = \mathbb{E}_{1,\gamma^*}[\phi(Y)1_{\{Y \in Y^+\}} + \phi(Y)1_{\{Y \in Y^-\}}] \leq \inf_{\gamma} \mathbb{E}_1[\phi^S(Y)] + \frac{\alpha}{2} \exp(-\frac{\delta^2m}{2}) + \epsilon \leq \inf_{\gamma} \mathbb{E}_1[\phi^S(Y)] + \frac{\alpha}{2} \exp(-\frac{\delta^2m}{2}) + \epsilon,
\]

where we recall that \( \phi^S \) is the two-sided sign test as defined in (10). Finally, let \( \epsilon \to 0 \) to complete the proof.

3.2 Proof of Theorem 10

**Proof.** (Proof of Theorem 10) Let us start by defining the following notations: we will use \( d \) and \( \Rightarrow \) to denote convergence in distribution and convergence in probability, respectively. Next, we first compute the power of the two-sided sign test. Let us consider the sufficient statistics \( W = \sum_i 1_{\{Y_i > 0\}} \) for the sign test. Clearly, under the null distribution, \( \frac{W - 0.5n}{\sqrt{0.25m}} \Rightarrow \mathcal{N}(0, 1) \) due to the standard central limit theorem. Thus the two-sided sign test asymptotically rejects when \( |\frac{W - 0.5n}{\sqrt{0.25m}}| \geq z_{\frac{\alpha}{2}} \). Furthermore, under the alternative hypothesis, by Taylor’s expansion, we have

\[
\theta = \mathbb{P}(Y_i \geq 0) = Q(-\delta) = 0.5 + \frac{1}{\sqrt{2\pi}} \delta + O(\delta^2).
\]

Without loss of generality assume that \( \delta > 0 \). Then the power of the test can be computed as

\[
\mathbb{P}(|\frac{W - 0.5n}{\sqrt{0.25m}}| \geq z_{\frac{\alpha}{2}}) = \mathbb{P}(\frac{W - 0.5n}{\sqrt{0.25m}} \geq z_{\frac{\alpha}{2}}),
\]

where by using the approximately equality we neglect the lower tail, a small quantity that decreases exponentially with \( \alpha \). This power can be further computed as

\[
Q\left(z_{\frac{\alpha}{2}} - \frac{\sqrt{2\pi}}{\sqrt{n\delta}}\right). \tag{17}
\]

On the other hand, for the paired t-test, we can asymptotically write the numerator and the denominator of the \( T \)-statistics as

\[
\sqrt{n\bar{Y}} \overset{d}{\to} \mathcal{N}(\sqrt{n\delta}m_1, m_1^2 + m_2) \quad \frac{1}{n-1} \sum_i (Y_i - \bar{Y})^2 \overset{d}{\to} m_1^2 + m_2,
\]
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where we recall that $\sqrt{n}\delta$ is some given constant by appropriate scaling of $\delta$. Therefore, under the null distribution, we have $T \overset{d}{\rightarrow} \mathcal{N}(0, 1)$. Consequently, the paired t-test rejects when $|T| \geq z_{\alpha/2}$. Again by assuming $\delta > 0$ under the alternative hypothesis, the power of the test can be written as

$$
P(|T| \geq z_{\alpha/2}) = 1 - \Phi(z_{\alpha/2} - \frac{\sqrt{n}\delta}{\sqrt{1 + c_0}}).
$$

Combining (17) and (18) will complete the proof. \qed

4 Proofs of Lemmas

4.1 Proof of Lemma 4

Proof. Since $X^B = X^A + Y$, $\phi$ can be equivalently represented as $\tilde{\phi}(Y, X^A) = \phi(X^A, Y + X^A)$. Let $\psi(Y) = \phi(Y, 0)$. If $\phi$ is symmetric, then

$$
\psi(Y) = \tilde{\phi}(Y, 0) = \phi(0, X^B - X^A) = \phi(0, X^A - X^B) = \tilde{\phi}(-Y, 0) = \psi(-Y),
$$

(19)
giving that $\psi$ is also symmetric.

We next show that $\tilde{\phi} \leq \psi$. First notice that for each $i$, $(X^A_i, Y_i)$ follows a joint Gaussian distribution:

$$
\left[ \begin{array}{c}
X^A_i \\
Y_i
\end{array} \right] \sim \mathcal{N}\left( \left[ \begin{array}{c}
\mu_i \\
\delta \mu_i
\end{array} \right], \left[ \begin{array}{cc}
\rho_i \mu_i^2 & -\rho_i \mu_i^2 \\
-\rho_i \mu_i^2 & \mu_i^2
\end{array} \right] \right),
$$

and the samples are independent across all indices $i = 1, \ldots, n$. Then $X^A_i | Y_i = y_i \sim \mathcal{N}(\mu_i - \rho_i y_i + \rho_i \delta \mu_i, \rho_i (1 - \rho_i) \mu_i^2)$ and $\forall i \neq j$, $X^A_i \perp X^A_j | Y_i$, where we note that $[X^A_i | Y_i = y_i, \nu_i = \rho_i = 0] = 0$. For the worst-case size,

$$
sup_{\mu, \nu, \rho} \mathbb{E}_0[\phi] = \sup_{\mu, \nu, \rho} \mathbb{E}_{0, Y}[\mathbb{E}_{0, X^A | Y}[\tilde{\phi}(Y, X^A) | Y]]
\geq \sup_{\mu, \nu, \rho} \mathbb{E}_{0, Y}[\mathbb{E}_{0, X^A | Y}[\tilde{\phi}(Y, X^A) | Y]] = \sup_{\mu, \nu, \rho} \mathbb{E}_{0, Y}[\mathbb{E}_{0, X^A | Y}[\psi(Y) | Y]] = \sup_{\mu, \nu, \rho} \mathbb{E}_{0, Y}[\psi(Y)],
$$

(20)

where the last equality is because $\psi(Y)$ does not depend on $\nu, \rho$. Similarly, the power of the two tests can be related by

$$
\inf_{\mu, \nu, \rho, s_i} \mathbb{E}_1[\tilde{\phi}] = \inf_{\mu, \nu, \rho, s_i} \mathbb{E}_{1, Y}[\mathbb{E}_{1, X^A | Y}[\tilde{\phi}(Y, X^A) | Y]]
\leq \inf_{\mu, \nu, \rho = 0, s_i} \mathbb{E}_{1, Y}[\mathbb{E}_{1, X^A | Y}[\tilde{\phi}(Y, X^A) | Y]] = \inf_{\mu, \nu, \rho = 0, s_i} \mathbb{E}_{1, Y}[\mathbb{E}_{1, X^A | Y}[\psi(Y) | Y]] = \inf_{\mu, \nu, \rho, s_i} \mathbb{E}_{1, Y}[\psi(Y)] = \inf_{\mu, \nu, \rho, s_i} \mathbb{E}_{1, Y}[\tilde{\phi}(Y) | Y] = \inf_{\mu, \nu, \rho, s_i} \mathbb{E}_{1, Y}[\tilde{\phi}(Y) | Y] = \inf_{\mu, \nu, \rho, s_i} \mathbb{E}_{1, Y}[\tilde{\phi}(Y)] = \inf_{\mu, \nu, \rho, s_i} \mathbb{E}_{1, Y}[\tilde{\phi}(Y) | Y] = \inf_{\mu, \nu, \rho, s_i} \mathbb{E}_{1, Y}[\tilde{\phi}(Y)],
$$

(21)

where $s_i = 1$ for the one-sided case and $s_i \in \{1, -1\}$ for the two-sided case. Combining (20) and (21) we conclude $\phi \leq \psi$. \qed

4.2 Proof of Lemma 5

Proof. Let $Z_1, \ldots, Z_n \overset{i.i.d.}{\sim} \mathcal{N}(0, 1)$, and let $P_0, P_1$ denote the $n$-D product probability measure of $Z = (Z_1, \ldots, Z_n)$ and $Z + \delta = (Z_1 + \delta, \ldots, Z_n + \delta)$ respectively. In addition, denote the probability of orthant $o$ under measure $P_0$ and $P_1$ by $P_0^o$ and $P_1^o$ respectively. Notice that $\sum_{o \in \mathcal{O}} P_0^o = \sum_{o \in \mathcal{O}} P_1^o = 1$, and for any $o \in \mathcal{O}$, $P_0^o = 2^{-n}. $
Depending only on the sign of the data, the sign test has constant value on each orthant. In fact, it is not hard to see that the level-α one-sided sign test \( \phi^\mu(Y) \) maximizes its power by assigning 1 to orithants with larger values of \( P^\mu_{\theta} \) until the corresponding size reaches \( \alpha \). We next show that such procedure has a power that upper bounds the power of any level-α test in \( S \), which proves the lemma.

We first define some useful quantities. Now consider any 
for every 
We next show the key step of the proof:

\[
\alpha(\mu) = E[\phi(\mu \circ Z)] = \int_{\mathbb{R}^n} \phi(\mu \circ z)f(z)dz = \sum_{o \in O} \phi^0_{o+d+b}P_0(I^0_{b}),
\]

\[
\beta(\mu) = E[\phi(\mu \circ (Z + \delta))] = \int_{\mathbb{R}^n} \phi(\mu \circ z)f(z-\delta)dz = \sum_{o \in O} \phi^0_{o+d+b}P_1(I^0_{b}).
\]

Moreover, we can write the size and power corresponding to orthant \( o \) as 

\[
\alpha^o(\mu) = \sum_{-\infty < b < \infty} \phi^0_{o+d+b}P_0(I^0_{b}), \quad \beta^o(\mu) = \sum_{-\infty < b < \infty} \phi^0_{o+d+b}P_1(I^0_{b}),
\]

where we note that \( \alpha(\mu) = \sum_{o \in O} \alpha^o(\mu) \) and \( \beta(\mu) = \sum_{o \in O} \beta^o(\mu) \). Next, for each orthant \( o \) and any positive integer \( m \), define the \( m \)-th approximation of the probability measure \( P^\mu_{\theta}, P^\mu_{1} \), the size \( \alpha^o(\mu) \) and the power \( \beta^o(\mu) \) to be

\[
P^o_{0,m} = \sum_{-m \leq b \leq m} P^\mu_{0}(I^0_{b}), \quad P^o_{1,m} = \sum_{-m \leq b \leq m} P^\mu_{1}(I^0_{b})
\]

\[
\alpha^o_{m}(\mu) = \sum_{-m \leq b \leq m} \phi^0_{o+d+b}P^\mu_{0}(I^0_{b}), \quad \beta^o_{m}(\mu) = \sum_{-m \leq b \leq m} \phi^0_{o+d+b}P^\mu_{1}(I^0_{b}),
\]

where the summation is over all indices \( b \in \mathbb{Z}^n \) with elements all between \(-m \) and \( m \). It is not hard to see that \( P^o_{0,m} \uparrow P^\mu_{0}, P^o_{1,m} \uparrow P^\mu_{1}, \alpha^o_{m}(\mu) \uparrow \alpha^\mu(\mu), \) and \( \beta^o_{m}(\mu) \uparrow \beta^\mu(\mu) \).

We next show the key step of the proof: for every \( m \),

\[
\sup_{\mu \in D} \sum_{o \in O} \beta^o_{m}(\mu) \leq \sup_{\mu \in D} \sum_{o \in O} \alpha^o_{m}(\mu).
\]

Recall that \( \mu = (\mu_1, \cdots, \mu_n) \), for \( \mu_i = (1 + \omega)^d_i \). We can write,

\[
\sup_{\mu \in D} \sum_{o \in O} \alpha^o_{m}(\mu) - \inf_{\mu \in D} \sum_{o \in O} \beta^o_{m}(\mu) = \lim_{l \to \infty} \left[ \sup_{-l \leq d \leq l} \sum_{o \in O} \phi^0_{o+d+b}P^\mu_{0}(I^0_{b}) - \inf_{-l \leq d \leq l} \sum_{o \in O} \phi^0_{o+d+b}P^\mu_{1}(I^0_{b}) \right]
\]

\[
\geq \lim_{l \to \infty} \frac{1}{(2l + 1)^n} \left[ \sum_{-l \leq d \leq l} \phi^0_{o+d+b}P^\mu_{0}(I^0_{b}) - \sum_{-l \leq d \leq l} \phi^0_{o+d+b}P^\mu_{1}(I^0_{b}) \right]
\]

\[
\geq \lim_{l \to \infty} O\left( \frac{l}{l} \right) = 0,
\]

which gives (25). The first equality is because \( D = \lim_{l \to \infty} \{ \mu : \mu_i = (1 + \omega)^{d_i}, -l \leq d \leq l \} \). The second equality is because of (24). The first inequality is obtained by replacing \( \sup \) and \( \inf \) by averaging. The second inequality is a little tricky. Inside the square brackets, both the first and the second big term can be rearranged by \( \phi^0_{o} \) to have the form \( \sum_{-m \leq b \leq m} \phi^0_{o+d+b} \). A careful inspection reveals that \( c_1 = 1 \) for any \( -l + m \leq j \leq l - m \). Indeed, e.g. for the first big term, as long as \( -l + m \leq j \leq l - m, \phi^0_{o} \) will be multiplied by \( P^\mu_{0}(I^0_{b}) \) once for each \( -m \leq b \leq m \), and the sum of those coefficients, \( \sum_{-m \leq b \leq m} P^\mu_{0}(I^0_{b}) \), exactly equals the denominator \( P^0_{\theta} \), according to (23). Thus,
for all \(-l + m \leq j \leq l - m\), \(\phi_j^o\) will have the same coefficients for both the first big term and the second big term, resulting altogether \((2l - 2m + 1)^n\) terms canceling each other. As a result, there remain \((2l + 2m + 1)^n - (2l - 2m + 1)^n = O(m^{n-1})\) terms, whose corresponding summation can be upper bounded by \(O\left(\frac{m}{n}\right)\) because of the multiplicative factor \(\frac{1}{(2l+1)^n}\) outside the square brackets. Finally, \(O\left(\frac{m}{n}\right)\) vanishes as \(l \to \infty\).

Next we prove the limiting case of (25):

\[
\inf_{\mu \in D} \sum_{o \in O} \frac{\beta^o(\mu)}{P_{0}^{o}} \leq \sup_{\mu \in D} \sum_{o \in O} \frac{\alpha^o(\mu)}{P_{0}^{o}}
\]  

by showing

\[
\lim_{m \to \infty} \sup_{\mu \in D} \sum_{o \in O} \frac{\alpha^o_m(\mu)}{P_{0,m}^{o}} = \sup_{\mu \in D} \sum_{o \in O} \frac{\alpha^o(\mu)}{P_{0}^{o}}
\]

(27)

\[
\lim_{m \to \infty} \inf_{\mu \in D} \sum_{o \in O} \frac{\beta^o_m(\mu)}{P_{1,m}^{o}} = \inf_{\mu \in D} \sum_{o \in O} \frac{\beta^o(\mu)}{P_{1}^{o}}.
\]  

(28)

Proving (27). Because \(P_{0,m}^{o} \uparrow P_{0}^{o}\) not depending on \(\mu\), \(P_{0}^{o}\) bounded away from 0, and \(\alpha^o_m(\mu) \leq 1\), we have that for any \(\epsilon_0 > 0\), there exists \(m_0\) such that for all \(m > m_0\), \(\mu \in D\),

\[
\sum_{o \in O} \frac{\alpha^o_m(\mu)}{P_{0,m}^{o}} \leq \sum_{o \in O} \frac{\alpha^o_m(\mu)}{P_{0,m}^{o}} < \sum_{o \in O} \frac{\alpha^o_0(\mu)}{P_{0}^{o}} + \epsilon_0,
\]

giving

\[
\lim_{m \to \infty} \sup_{\mu \in D} \sum_{o \in O} \frac{\alpha^o_m(\mu)}{P_{0,m}^{o}} = \lim_{m \to \infty} \sup_{\mu \in D} \sum_{o \in O} \frac{\alpha^o_m(\mu)}{P_{0,m}^{o}}.
\]  

(29)

Next, as \(\alpha^o_m(\mu) \uparrow \alpha^o(\mu)\), we have \(\sum_{o \in O} \frac{\alpha^o_0(\mu)}{P_{0}^{o}} \uparrow \sum_{o \in O} \frac{\alpha^o(\mu)}{P_{0}^{o}}\), giving

\[
\lim_{m \to \infty} \inf_{\mu \in D} \sum_{o \in O} \frac{\beta^o_m(\mu)}{P_{1,m}^{o}} \leq \inf_{\mu \in D} \sum_{o \in O} \frac{\beta^o(\mu)}{P_{1}^{o}}.
\]

On the other hand, for any \(\epsilon_1 > 0\), let

\[
E = \{ \mu : \sum_{o \in O} \frac{\alpha^o(\mu)}{P_{0}^{o}} > \sup_{\mu \in D} \sum_{o \in O} \frac{\alpha^o(\mu)}{P_{0}^{o}} - \epsilon_1 \}
\]

\[
E_m = \{ \mu : \sum_{o \in O} \frac{\alpha^o_m(\mu)}{P_{0,m}^{o}} > \sup_{\mu \in D} \sum_{o \in O} \frac{\alpha^o_m(\mu)}{P_{0,m}^{o}} - \epsilon_1 \}.
\]

Notice that \(\sum_{o \in O} \frac{\alpha^o_m(\mu)}{P_{0,m}^{o}} \uparrow \sum_{o \in O} \frac{\alpha^o(\mu)}{P_{0}^{o}}\), we have \(E_m \subset E_{m+1}, \forall \, n\), and \(E = \bigcup_m E_m\). Therefore, for any \(\epsilon_1 > 0\), \(\exists \, m_1\) such that for all \(m > m_1\), \(E_m \neq \emptyset\), which implies

\[
\lim_{m \to \infty} \sup_{\mu \in D} \sum_{o \in O} \frac{\alpha^o_m(\mu)}{P_{0,m}^{o}} = \sup_{\mu \in D} \sum_{o \in O} \frac{\alpha^o(\mu)}{P_{0}^{o}}.
\]  

(30)

Combining (29) and (30) to have (27).

Proving (28). Due to the same reason of (29) we have

\[
\lim_{m \to \infty} \inf_{\mu \in D} \sum_{o \in O} \frac{\beta^o_m(\mu)}{P_{1,m}^{o}} = \lim_{m \to \infty} \inf_{\mu \in D} \sum_{o \in O} \frac{\beta^o_m(\mu)}{P_{1,m}^{o}}.
\]  

(31)
Since $\beta_m(\mu) \uparrow \beta(\mu)$, we have $\sum_{\alpha \in \mathcal{O}} \frac{\beta^\alpha(\mu)}{P_0^\alpha} \uparrow \sum_{\alpha \in \mathcal{O}} \frac{\beta^\alpha(\mu)}{P_1^\alpha}$, giving
\[
\lim_{m \to \infty} \inf_{\mu \in D} \sum_{\alpha \in \mathcal{O}} \frac{\beta_m^\alpha(\mu)}{P_0^\alpha} \leq \inf_{\mu \in D} \sum_{\alpha \in \mathcal{O}} \frac{\beta^\alpha(\mu)}{P_1^\alpha}.
\] (32)

Define $c_m = \sum_{\alpha \in \mathcal{O}} \sum_{b < -m \text{ or } b > m} P_0(\mu)_{b}$. Then $c_m \downarrow 0$ and $\forall \mu \in D$, $\sum_{\alpha \in \mathcal{O}} \frac{\beta^\alpha(\mu)}{P_0^\alpha} + c_m \downarrow \sum_{\alpha \in \mathcal{O}} \frac{\beta^\alpha(\mu)}{P_1^\alpha}$. Furthermore, for any $\epsilon_1 > 0$, let
\[
E = \{\mu : \sum_{\alpha \in \mathcal{O}} \frac{\beta^\alpha(\mu)}{P_1^\alpha} < \lim_{m \to \infty} \inf_{\mu \in D} \left( \sum_{\alpha \in \mathcal{O}} \frac{\beta_m^\alpha(\mu)}{P_0^\alpha} + c_m \right) + \epsilon_1 \}.
\]
\[
E_m = \{\mu : \sum_{\alpha \in \mathcal{O}} \frac{\beta_m^\alpha(\mu)}{P_0^\alpha} + c_m < \lim_{m \to \infty} \inf_{\mu \in D} \left( \sum_{\alpha \in \mathcal{O}} \frac{\beta_m^\alpha(\mu)}{P_0^\alpha} + c_m \right) + \epsilon_1 \}.
\]

Since $\sum_{\alpha \in \mathcal{O}} \frac{\beta^\alpha(\mu)}{P_0^\alpha} + c_m \downarrow \sum_{\alpha \in \mathcal{O}} \frac{\beta^\alpha(\mu)}{P_1^\alpha}$, we have $E_m \subset E_{m+1}, \forall m$, and $E = \bigcup_m E_m$. For any $\epsilon_1 > 0$, since for any $m$, $E_m \neq \emptyset$, we have $E \neq \emptyset$ and hence
\[
\inf_{\mu \in D} \sum_{\alpha \in \mathcal{O}} \frac{\beta^\alpha(\mu)}{P_0^\alpha} \leq \lim_{m \to \infty} \inf_{\mu \in D} \left( \sum_{\alpha \in \mathcal{O}} \frac{\beta_m^\alpha(\mu)}{P_0^\alpha} + c_m \right) = \lim_{m \to \infty} \inf_{\mu \in D} \sum_{\alpha \in \mathcal{O}} \frac{\beta_m^\alpha(\mu)}{P_0^\alpha}.
\] (33)

Combining (32) and (33) we obtain
\[
\inf_{\mu \in D} \sum_{\alpha \in \mathcal{O}} \frac{\beta^\alpha(\mu)}{P_0^\alpha} = \lim_{m \to \infty} \inf_{\mu \in D} \sum_{\alpha \in \mathcal{O}} \frac{\beta_m^\alpha(\mu)}{P_0^\alpha}.
\] (34)

Combining (31) and (34) to have (28). Then finally we proved (26).

**Finally we show the power of the sign test upper bounds that of any test in $S(\omega)$ using (26).** (26) further gives
\[
\inf_{\mu > 0} \sum_{\alpha \in \mathcal{O}} \frac{\beta^\alpha(\mu)}{P_0^\alpha} \leq \inf_{\mu > 0} \sum_{\alpha \in \mathcal{O}} \frac{\beta^\alpha(\mu)}{P_0^\alpha} \leq \sup_{\mu > 0} \sum_{\alpha \in \mathcal{O}} \frac{\alpha^\alpha(\mu)}{P_0^\alpha} \leq \sup_{\mu > 0} \sum_{\alpha \in \mathcal{O}} \frac{\alpha^\alpha(\mu)}{P_0^\alpha}.
\] (35)

Recall that for every orthant $\alpha$, $P_0^\alpha = 2^{-\alpha}$. Multiplying both sides of (35) by $2^{-\alpha}$ we have
\[
\inf_{\mu > 0} \sum_{\alpha \in \mathcal{O}} \frac{\beta^\alpha(\mu)}{P_0^\alpha} \leq \sup_{\mu > 0} \sum_{\alpha \in \mathcal{O}} \frac{\alpha^\alpha(\mu)}{P_0^\alpha} \leq \alpha,
\] (36)

where $\alpha$ is the size of the test. For any $\epsilon > 0$, there exists an $\mu'$ such that $2^{-\alpha} \sum_{\alpha \in \mathcal{O}} \frac{\beta^\alpha(\mu')}{P_0^\alpha} \leq \alpha + \epsilon$.

For this specific $\mu'$, the power for each orthant is weighted by $1/P_0^\alpha$ in the upper bound. To maximize the overall power $\beta(\mu') = \sum_{\alpha \in \mathcal{O}} \beta^\alpha(\mu')$, we start from the orthant with the largest $P_0^\alpha$, maximizing its power $\beta^\alpha(\mu')$ by letting the test $\phi$ to be 1 for that orthant. Then we go to the second largest and keep doing it until the inequality becomes equal. This is indeed the sign test, giving that $\beta(\mu')$ is no larger than the power of the sign test. Together with the fact that $\beta(\mu')$ serves as an upper bound for the worst-case power of $\phi$, it implies that $\phi^S$ is maximin among all tests in $S(\omega)$. Furthermore, for any $\phi \in S$, $\exists \omega$ such that $\phi \in S(\omega)$. By noting that $\phi^S$ is a maximin $\alpha$-level test in any $S(\omega)$ we complete the proof. \qed

### 4.3 Proof of Lemma 6

**Proof.** Consider any $\phi(Y) \in B_n$. For any $\omega > 0$, define $\psi_{(\omega)} = \sum_{\alpha \in \mathcal{O}} \sum_{-\infty \leq b_i \leq \omega} \psi^\alpha_b d_{\alpha}$, where $\psi^\alpha_b = \frac{\left| I_{\omega}^b \right|}{\left| I_{\omega}^b \right|} \int_{I_{\omega}^b} \phi(y)$ and $\left| I_{\omega}^b \right|$ is the volume of the box $P_0^\alpha$. We next show that there exists a small enough $\omega$ such that $\phi \equiv \psi_{(\omega)}$.

Notice that by fixing $\omega \in \mathbb{R}$, any real positive vector $\mu = (\mu_1, \cdots, \mu_n)$ can be written as $\mu_j = (1 + \omega)\beta(1 + \omega')$, for $d = (d_1, \cdots, d_n)$ and $\omega' = (\omega_1', \cdots, \omega_n')$, where $0 \leq \omega' < \omega$ and we recall that the inequality of the vector $\omega'$ is element-wise. Similar to Step 2 in the proof sketch
of Theorem 3, define $\tilde{I}_b^+(\omega') = \frac{1}{1+\omega} I_b^+ = (1+\omega)^b, (1+\omega)^{b+1}$ and $\tilde{I}_b^-(\omega') = \frac{1}{1+\omega} I_b^- = -\frac{(1+\omega)^b}{1+\omega}, -\frac{(1+\omega)^{b+1}}{1+\omega}$. Then we can define the rescaled box $\tilde{I}_b^0 = \tilde{I}_b^{n_1}(\omega_1') \times \cdots \times \tilde{I}_b^{n_n}(\omega_n')$. Note that the element-wise multiplication by $\mu$ maps the rescaled box $\tilde{I}_b^0$ to the original box $I_{b+d}$.

First, for any index $b$, we have

$$\int_{\tilde{I}_b^0} [\phi(\mu \circ z) - \psi(\mu \circ z)] \, dz = \int_{\tilde{I}_b^0} \phi(\mu \circ z) \, dz - |\tilde{I}_b^0| \psi_{b+d}$$

Let us define $f^o_{\omega'}(z) = \inf_{z \in I_{b}} f(z)$. For any $\mu$ specified by $d$ and $\omega'$, the difference of the sizes of the two tests $\phi$ and $\psi$ can be upper bounded as

$$|E_0[\phi(Y) - \psi(Y)]| = \left| \int_{\tilde{I}_b^0} [\phi(\mu \circ z) - \psi(\mu \circ z)] \, f(z) \, dz \right|$$

As $\omega \to 0$ and $m \to \infty$, the above expression goes uniformly to zero for all $\forall \omega' < \omega$. Therefore $\exists \omega_0, m_0$, such that $\forall \omega < \omega_0, m > m_0$, we have

$$\sum_{\mu \in \mathcal{O} - m \leq \mu \leq m} \int_{\tilde{I}_b^0} [f(z) - f^o_{\omega'}] \, dz \leq \frac{\epsilon}{2}, \forall \omega' < \omega,$$

$$\sum_{\mu \in \mathcal{O} - m \leq \mu \leq m} \int_{\tilde{I}_b^0} [f(z) - f^o_{\omega'}] \, dz \leq \frac{\epsilon}{2}$$

Thus $\forall \mu > 0$, $|E_0[\phi(Y) - \psi(Y)]| \leq \epsilon$, which implies that the sizes of the two tests are within $\epsilon$-distance of each other.

Similarly, we can bound the difference between the power of the two tests. Let $f^o_{\omega'}(z) = \inf_{z \in I_{b}} f(z - \delta)$. For any $\mu$ specified by $d$ and $\omega'$, the difference of the power of $\phi$ and $\psi$ can be written as

$$|E_1[\phi(Y) - \psi(Y)]| = \left| \int_{\tilde{I}_b^0} [\phi(\mu \circ z) - \psi(\mu \circ z)] \, f(z - \delta) \, dz \right|$$
Similar to the argument in the previous case, as $\omega \to 0$ and $m \to \infty$, the above expression goes uniformly to zero for all $\omega' < \omega$. Hence there exists $\omega_1, m_1$, such that $\forall \omega < \omega_1, m > m_1,$

$$\sum_{\omega \in \mathcal{O}} \sum_{-m \leq b \leq m} \int_{I_b} \left[ f(z - \delta) - \hat{f}_b(\omega') \right] dz < \frac{\epsilon}{2}, \quad \forall \omega' < \omega,$$

$$\sum_{\omega \in \mathcal{O}} \sum_{b : |b| > m} \int_{I_b} \left[ f(z - \delta) - \hat{f}_b(\omega') \right] dz < \frac{\epsilon}{2}.$$

Thus $\forall \mu > 0, |\mathbb{E}_1[\phi(Y) - \psi(Y)]| \leq \epsilon$ which implies the distance between the power of the two tests is bounded by $\epsilon$. Therefore, for any $\epsilon > 0$, by selecting $\omega < \min(\omega_0, \omega_1)$ and $m > \max(m_0, m_1)$, we have a test $\psi(\omega) \in \mathcal{S}$, such that $\forall \mu > 0, |\mathbb{E}_0[\phi(Y) - \psi(Y)]| \leq \epsilon$ and $|\mathbb{E}_1[\phi(Y) - \psi(Y)]| \leq \epsilon$.

As a result, $\phi \equiv \psi(\omega)$. \qed