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SUMMARY A safe prime \( p \) is a prime such that \( (p - 1)/2 \) is also a prime. A primality test or a safe primality test is normally a combination of trial division and a probabilistic primality test. Since the number of small odd primes used in the trial division affects the performance of the combination, researchers have studied how to obtain the optimal number of small odd primes to be used in the trial division and the expected running time of the combination for primality tests. However, in the case of safe primality tests, the analysis of the combination is more difficult, and thus no such results have been given. In this paper, we present the first probabilistic analysis on the expected running time and the optimal number of small odd primes to be used in the trial division for optimizing the tests. Experimental results show that our probabilistic analysis estimates the behavior of the safe primality tests very well.
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1. Introduction

A safe prime \( p \) is a prime such that \( (p - 1)/2 \) is also a prime. Generating large primes is important in cryptography: Cryptographic algorithms such as RSA[1] cryptosystem and ElGamal[2] cryptosystem and signature schemes such as DSS[3] require generating large (512-bit or 1024-bit) primes. Safe primes are also important in cryptography and have been studied extensively. The traditional DH key agreement protocol[4] uses safe primes to protect itself from the subgroup attacks. Recently, many cryptosystems and signature schemes require safe primes to guarantee their securities: The secure coalition-resistant group signature suggested by Ateniese et al.'s[5] and Cramer and Shoup's signature scheme[6] require safe primes. Gennaro et al.'s hash-and-sign signature[7] and Gennaro et al.'s undeniable signature[8] also require safe primes. Besides, Shoup's threshold signature[9], Camenisch and Lysyanskaya's credential system[10], and Fujisaki and Okamoto's zero-knowledge protocol[11] require safe primes. Sharing and verifying safe primes also have been studied: Algesheimer et al.[12] and One and Kubiatowicz[13] studied generation of shared safe prime (products). Camenisch and Michels[14] presented a zero-knowledge proof that a number is the product of two safe primes. Ibrahim[15] suggested a verifiable threshold sharing of a safe prime. In addition, distributed computation of the RSA function[16]–[18] relies heavily on distributed primality tests of safe primes. Thus, safe primes have been used extensively and are important in cryptography.

Generating an \( n \)-bit prime is an iterative application of odd random number generation and primality test. Odd random numbers are mostly generated by random search or incremental search[19]. The random search is the traditional and basic method for prime generation. In each iteration, it generates an odd random number \( r \) and test its primality. Thus, it generates a prime with a uniform probability over the entire given interval. The incremental search sacrifices uniformity slightly for speedup. It generates an odd random number \( r \) only once, and test whether \( r + 2(i - 1) \) is prime or not in the \( i \)-th, \( (i \geq 1) \) iteration. In addition, the incremental search has many variants which are optimized for various situations. Furthermore, both random search and any incremental search are much faster than the primality test.

Since the random number generation is much faster than the primality test, most of the running time of the prime generation is consumed by the primality test. There are several deterministic primality tests such as trial division[20], Pocklington's test[21], Maurer's algorithm[22] and AKS test[23] and probabilistic primality tests such as Solovay-Strassen test[24], Fermat test[20], and Miller-Rabin test[25],[26]. Generally, several primality tests are combined to speed up the primality test and the most widely used combination is the combination of the trial division and a probabilistic primality test such as Fermat test and Miller-Rabin test. The speed of the combination is affected by \( k \), i.e., the number of primes used in the trial division. Maurer[22] analyzed the combination and presented formulas to estimate the expected running time of the combination and \( k_{opt} \), the optimal number of small odd primes to be used in the trial division for optimizing the combination when odd random numbers are generated by random search. Later, for a variant of incremental search, Brandt et al.[27] studied optimization and expected running time of the combination. In the case of safe prime generation, the analysis is far more difficult so no analysis has been given even for...
the random search, not to mention the incremental search.

In this paper, we present the first probabilistic analysis on the expected running time and \( k_{opt} \) for the safe primality test based on random search. The results are convenient to use in practice because the expected running time is given as a function of \( \text{div}_n \), \( \text{ppt}_n \), and \( k \) where \( \text{div}_n \) is the time required for dividing an \( n \)-bit number by a word-sized prime, \( \text{ppt}_n \) is the time required for performing a probabilistic primality test on an \( n \)-bit integer, and \( k \) is the number of small primes used in the trial division. Thus, once \( \text{div}_n \) and \( \text{ppt}_n \) are measured, one can easily estimate the expected running time and \( k_{opt} \).

This paper is organized as follows. We show how to compute the expected running time in Sect. 2 and \( k_{opt} \) in Sect. 3. In Sect. 4, we present some experimental results and compare them with the expectation by our analysis. In Sect. 5, we conclude.

2. Expected Running Time

We first introduce the safe primality test based on random search\([28], [29]\). Let \( r \) denote a random odd integer and \( p_i \)'s (\( 1 \leq i \leq k \)) are small odd primes.

1. Trial division on \( r \) and \( (r - 1)/2 \): Check if \( r \neq 0, 1 \pmod{p_i} \) for each prime \( p_1 < p_2 < \cdots < p_k \). Note that checking if \( r \neq 1 \pmod{p_i} \) is the same as checking if \( (r - 1)/2 \equiv 0 \pmod{p_i} \).

2. Probabilistic primality test on \( r \).

3. Probabilistic primality test on \( (r - 1)/2 \).

For the safe primality test above, we present a probabilistic analysis on the expected running time (denoted by \( S_n(k) \)) on an odd \( n \)-bit integer \( r \) when \( k \) smallest odd primes are used in the trial division.

**Theorem 1.**

\[
S_n(k) = \sum_{i=1}^{k} \left( \Pr(X_i) \cdot \text{div}_n(i) \right) + \Pr(Y) \cdot \text{ppt}_n + \Pr(Y') \cdot \text{ppt}_{n-1}.
\]

We show how to compute \( \Pr(X_i) \), \( \Pr(Y) \), and \( \Pr(Y') \). We first consider the probability \( \Pr(X_i) \) that we divide an \( n \)-bit integer \( r \) by \( p_i \) in the trial division. We divide \( r \) by \( p_i \) if and only if \( r \not\equiv 0, 1 \pmod{p_k} \) for all \( 1 \leq j \leq i - 1 \). Hence, the probability \( \Pr(X_i) \) is

\[
\Pr(X_i) = \prod_{j=1}^{i-1} \left( 1 - \frac{2}{p_j} \right). \tag{2}
\]

The probability \( \Pr(Y) \) that we perform the probabilistic primality test on \( r \) is the probability that \( r \not\equiv 0, 1 \pmod{p_j} \) for all \( 1 \leq j \leq k \). Hence, the probability \( \Pr(Y) \) is

\[
\Pr(Y) = \prod_{i=1}^{k} \left( 1 - \frac{2}{p_i} \right). \tag{3}
\]

Consider the probability \( \Pr(Y') \) that we perform the probabilistic primality test on \( (r - 1)/2 \) if and only if \( r \) is a prime and \( (r - 1)/2 \) is not divisible by any primes up to \( p_k \). (We assume that the error probability of the primality test is equal to 0.) We consider the probability that \( (r - 1)/2 \) is not divisible by any primes up to \( p_k \) when \( r \) is a prime. It should be noted that \( r \) is a prime already implies \((r - 1)/2 \not\equiv -1 \cdot 2^{k-1} \pmod{p_i} \) because \( r \not\equiv 0 \pmod{p_i} \). Hence the probability that \( (r - 1)/2 \not\equiv 0 \pmod{p_i} \) when \( r \) is a prime is \( 1 - 1/(p_i - 1) \) and the probability \( \Pr(Y') \) is

\[
\Pr(Y') \approx \frac{2}{n \ln 2} \cdot \prod_{i=1}^{k} \left( 1 - \frac{1}{p_i - 1} \right). \tag{5}
\]

Hence, by replacing \( \Pr(X_i) \), \( \Pr(Y) \), and \( \Pr(Y') \) in Eq. (1) by Eqs. (2) - (5), we get the following approximation.

\[
S_n(k) \approx \sum_{i=1}^{k} \left( \prod_{j=1}^{i-1} \left( 1 - \frac{2}{p_j} \right) \cdot \text{div}_n(i) \right) + \prod_{i=1}^{k} \left( 1 - \frac{2}{p_i} \right) \cdot \text{ppt}_n + \frac{2}{n \ln 2} \cdot \prod_{i=1}^{k} \left( 1 - \frac{1}{p_i - 1} \right) \cdot \text{ppt}_{n-1}.
\]

We can simplify \( S_n(k) \) further in real situation. Since \( n \) is quite large (512, 1024 or 2048), \( \text{ppt}_n \approx \text{ppt}_{n-1} \) and thus \( \text{ppt}_{n-1} \) can be replaced by \( \text{ppt}_n \). In addition, \( \text{div}_n(i) \approx \text{div}_n(j) \) for \( 1 \leq i, j \leq k \) because \( p_i \) and \( p_j \) are normally stored in a word of a machine and thus both \( \text{div}_n(i) \) and
3. Finding the Optimal Number of Primes Used in the Trial Division

We compute the optimal value \(k_{\text{opt}}\) minimizing \(S_n(k)\), i.e., the optimal number of primes used in the trial division to make the safe primality test fastest.

**Theorem 2.** The expected running time \(S_n(k)\) is minimized at \(k_{\text{opt}}\), which satisfies

\[
\frac{2}{p_{k_{\text{opt}}}} \left( 1 + \frac{1}{n \ln 2} \prod_{i=1}^{k_{\text{opt}}} \frac{p_i}{p_i - 1} \right) = \frac{\text{div}_n}{\text{ppt}_n}.
\]

**Proof.** We first compute \(\Delta S_n(k) = S_n(k) - S_n(k-1)\), then show \(\Delta S_n(k)<0\) when \(k < k_{\text{opt}}\), zero at \(k_{\text{opt}}\) and positive when \(k > k_{\text{opt}}\), which means \(S_n(k)\) is minimized at \(k_{\text{opt}}\).

\[
\Delta S_n(k) \approx \sum_{i=1}^{k} \left( 1 - \frac{2}{p_j} \right) \text{div}_n
\]

\[
+ \left( \prod_{i=1}^{k} \left( 1 - \frac{2}{p_i} \right) + \frac{2}{n \ln 2} \prod_{i=1}^{k} \left( 1 - \frac{1}{p_i - 1} \right) \right) \text{ppt}_n
\]

\[
- \left( \sum_{i=1}^{k-1} \left( 1 - \frac{2}{p_j} \right) \text{div}_n + \left( \prod_{i=1}^{k-1} \left( 1 - \frac{2}{p_i} \right) \right) \text{ppt}_n
\]

\[
+ \frac{2}{n \ln 2} \prod_{i=1}^{k-1} \left( 1 - \frac{2}{p_i - 1} \right) \text{ppt}_n
\]

\[
= \left( \prod_{i=1}^{k} \left( 1 - \frac{2}{p_i} \right) \right) \text{div}_n - \left( \prod_{i=1}^{k-1} \left( 1 - \frac{2}{p_i} \right) \right) \frac{2}{p_k}
\]

\[
+ \frac{2}{n \ln 2} \prod_{i=1}^{k-1} \left( 1 - \frac{1}{p_i - 1} \right) \left( \frac{1}{p_k - 1} \right) \text{ppt}_n
\]

\[
= \prod_{i=1}^{k-1} \left( 1 - \frac{2}{p_i} \right) \left( \text{div}_n - \frac{2}{p_k}
\]

\[
+ \frac{2}{n \ln 2} \prod_{i=1}^{k-1} \left( 1 - \frac{1}{p_i - 1} \right) \left( \frac{1}{p_k - 1} \right) \text{ppt}_n
\]

\[
= \prod_{i=1}^{k-1} \left( 1 - \frac{2}{p_i} \right) \left( \text{div}_n
\]

\[
- \frac{2}{p_k} \left( \prod_{i=1}^{k} \frac{p_i}{p_i - 1} \right) \text{ppt}_n
\]

By definition, \(\Delta S_n(k) = 0\) at \(k_{\text{opt}}\). It remains to show \(\Delta S_n(k)<0\) when \(k < k_{\text{opt}}\) and positive when \(k > k_{\text{opt}}\).

Let \(\alpha(k)\) denote \(\frac{1}{p_k} \left( 1 + \frac{1}{n \ln 2} \prod_{i=1}^{k} \frac{p_i}{p_i - 1} \right)\). Then, \(\Delta S_n(k)\) in Eq. (6) can be represented as follows.

\[
\Delta S_n(k) = \prod_{i=1}^{k-1} \left( 1 - \frac{2}{p_i} \right) \left( \text{div}_n - 2\alpha(k)\text{ppt}_n \right)
\]

Since \(\text{ppt}_n >> \text{div}_n\), \(\text{div}_n - 2\alpha(k)\text{ppt}_n\) is negative when \(k\) is sufficiently small. We show \(\alpha(k)\) decreases as \(k\) grows bigger, which implies \(\alpha(k)\) increases and thus \(\Delta S_n(k)\) is negative when \(k < k_{\text{opt}}\) and positive when \(k > k_{\text{opt}}\). We can show \(\alpha(k)\) decreases by showing \(\alpha(k)/\alpha(k-1) < 1\) because it is positive.

\[
\frac{\alpha(k)}{\alpha(k-1)} = \frac{1 + \frac{1}{n \ln 2} \prod_{i=1}^{k} \frac{p_i}{p_i - 1}}{1 + \frac{1}{n \ln 2} \prod_{i=1}^{k-1} \frac{p_i}{p_i - 1}}
\]

\[
= \frac{p_{k-1}}{p_k} \cdot \frac{1 + A \cdot \frac{p_k}{p_k-1}}{1 + A}
\]

where \(A = \frac{1}{n \ln 2} \prod_{i=1}^{k-1} \frac{p_i}{p_i - 1}\).

Since \(p_k/(p_k-1) > 1\) and \(A > 0\),

\[
\frac{1 + A \cdot \frac{p_k}{p_k-1}}{1 + A} < \frac{p_k}{p_k-1}
\]

This inequality can be shown easily by subtracting the left-hand side from the right-hand side. Using this inequality, we get the following inequality.

\[
\frac{\alpha(k)}{\alpha(k-1)} < \frac{p_{k-1}}{p_k} \cdot \frac{p_k}{p_k-1} = \frac{p_{k-1}}{p_k-1}
\]

Since both \(p_k\) and \(p_{k-1}\) are odd primes, \(p_k > p_{k-1} + 1\) and \(\frac{p_{k-1}}{p_k-1} < 1\) and \(\alpha(k)/\alpha(k-1) < 1\). Now, we showed \(\alpha(k)\) decreases, which means \(\Delta S_n(k)\) is negative when \(k < k_{\text{opt}}\) and positive when \(k > k_{\text{opt}}\).

The last one we would show is there exists \(k_{\text{opt}}\) satisfying \(\Delta S_n(k_{\text{opt}}) = 0\) in every case. We already showed that \(\alpha(k)\) decreases, however, this does not imply \(k_{\text{opt}}\) always exists.

Consider that \(\lim_{k \to \infty} \alpha(k) = C\) for some \(C > 0\). If \(C > \text{div}_n/(2 \text{ppt}_n)\), \(\text{div}_n - 2\alpha(k)\text{ppt}_n\) (thus \(\Delta S_n(k)\)) is negative for all \(k\)'s and thus \(k_{\text{opt}}\) satisfying \(\Delta S_n(k_{\text{opt}}) = 0\) does not exist. Therefore, we will show \(\lim_{k \to \infty} \alpha(k) = 0\) which means \(\lim_{k \to k_{\text{opt}}} \Delta S_n(k) > 0\) and there always exists \(k_{\text{opt}}\) satisfying \(\Delta S_n(k_{\text{opt}}) = 0\).

Recall that

\[
\alpha(k) = \frac{1}{p_k} \left( 1 + \frac{1}{n \ln 2} \prod_{i=1}^{k} \frac{p_i}{p_i - 1} \right)
\]

We first show that \(\prod_{i=1}^{k} \frac{p_i}{p_i - 1} = O(\ln p_{k-1})\) as follows.
We show that the expression \(1 + \frac{1}{n \ln 2} \prod_{i=1}^{k} \frac{p_i}{p_i - 1}\) in Theorem 2 is close to 1 on condition that \(n \geq 1,024\) and 
\[k_{\text{opt}} \leq 100,000.\] Since each \(\frac{p_i}{p_i - 1}\) is bigger than 1, \(\prod_{i=1}^{k_{\text{opt}}} \frac{p_i}{p_i - 1}\) increases as \(k_{\text{opt}}\) grows bigger and since \(\prod_{i=1}^{100,000} \frac{p_i}{p_i - 1} < 12.54\), \(\prod_{i=1}^{k_{\text{opt}}} \frac{p_i}{p_i - 1}\) is at most 12.54. From the fact \(\prod_{i=1}^{k_{\text{opt}}} \frac{p_i}{p_i - 1}\) is at most 12.54 and that \(n \geq 1,024\), one can easily derive that 
\[0 < \frac{1}{n \ln 2} \prod_{i=1}^{k_{\text{opt}}} \frac{p_i}{p_i - 1} < 0.018\] and thus 
\[1 + \frac{1}{n \ln 2} \prod_{i=1}^{k_{\text{opt}}} \frac{p_i}{p_i - 1} \approx 1.\] (Note that \(\frac{1}{n \ln 2} \prod_{i=1}^{k_{\text{opt}}} \frac{p_i}{p_i - 1}\) decreases, as \(n\) increases: When \(n = 2,048\), \(\frac{1}{n \ln 2} \prod_{i=1}^{k_{\text{opt}}} \frac{p_i}{p_i - 1} < 0.009\).) Hence, we can replace the expression \('1 + \frac{1}{n \ln 2} \prod_{i=1}^{k_{\text{opt}}} \frac{p_i}{p_i - 1}'\) in Theorem 2 by 1, and we get 
\(p_{k_{\text{opt}}} \approx 2 \cdot \text{ppt}_n / \text{div}_n.\) \(\square\)

We can practically compute an approximate \(p_{k_{\text{opt}}}\) when \(n \geq 1,024\) in the following way. We first compute \(p_{k_{\text{opt}}}\) by Theorem 3. If it is bigger than 1,299,791, it is abandoned. Otherwise (if the computed \(p_{k_{\text{opt}}}\) is 1,299,791 or less), we check if it is a real approximation. (Note that Theorem 3 does not preclude the rare possibility that the computed \(p_{k_{\text{opt}}}\) is 1,299,791 or less even though the real \(p_{k_{\text{opt}}}\) is bigger than 1,299,791.) Thus, we check if the computed \(p_{k_{\text{opt}}}\) satisfies the equation in Theorem 2 approximately. If so, it is a real approximation. Otherwise, it is abandoned. Note that calculating both sides of the equation in Theorem 2 is not difficult, once \(p_{k_{\text{opt}}}\) is given.

It should be noted Theorem 3 gracefully degrades when \(n < 1,024\). For example, when \(n = 512\), 
\[0 < \frac{1}{n \ln 2} \prod_{i=1}^{k_{\text{opt}}} \frac{p_i}{p_i - 1} < 0.036,\] which implies the approximation is still useful even though it is a little less accurate.

4. Experimental Results

We measured the running time of the safe primality test, in which Miller-Rabin test is used for probabilistic primality test, with various number of primes being used in the trial division and compared them with the expected running time for each case by Theorem 1 (Fig. 1). We did experiments on generating 1024-bit and 2048-bit primes by implementing and running a C program on a PC with an Intel 2.4 Ghz Core2Duo 6600 CPU and 2 GB main memory.

In the graphs, X-axis means the number of smallest odd primes used in the trial division and Y-axis means the safe prime generation time in seconds. Solid lines are experimental results, which are average measured running times of 1,000 safe primality tests for each case. Dashed lines are expected running times computed by Theorem 1 from \(\text{div}_{1,024} = 734\) ns and \(\text{ppt}_{1,024} = 7.875\) μs for 1024 bits and \(\text{div}_{2,048} = 1,328\) ns and \(\text{ppt}_{2,048} = 56.062\) μs for 2048 bits. In this figure, the expected running times are very close to the measured running times.

We also computed \(k_{\text{opt}}\) and compared it with the measured data. For 1,024 bits, the \(k_{\text{opt}}\) computed from \(\text{div}_{1,024}\) and \(\text{ppt}_{1,024}\) by Theorem 2 is 2,436 where \(p_{2,436} = 21,727\). This computed optimal value corresponds to the experimental results because the measured running time is fastest around 2,436 primes in Fig.1(a). For 2,048 bits, the computed \(k_{\text{opt}}\) is 8,280 and the measured running time is also fastest around 8,280 primes where \(p_{8,280} = 85,037\).
In the preliminary version of this paper [31], we also presented an analysis of another safe primality test used in OpenSSL [32] which is not included in this paper. That safe primality test is similar to the one analyzed in this paper except that it does two trial divisions, each of which is on \( r \) and \( (r – 1)/2 \), respectively. Obviously, it is inferior to the one analyzed in this paper and, in addition, its analysis is very similar to the analysis given in this paper. Thus, we did not include the analysis of the inferior test in this paper.

Our future work is to analyze the expected running time and \( k_{opt} \) of incremental search for safe prime generation based on the analysis on random search, which is harder to analyze.
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