Abstract—The importance of power-law distributions is attributed to the fact that most of the naturally occurring phenomenon exhibit this distribution. While exponential distributions can be derived by minimizing K-L-divergence w.r.t some moment constraints, some power law distributions can be derived by minimizing some generalizations of K-L-divergence (more specifically some special cases of Csiszár f-divergences). Divergence minimization is very well studied in information theoretical approaches to statistics. In this work we study properties of minimization of Tsallis divergence, which is a special case of Csiszár f-divergence. In line with the work by Shore and Johnson (IEEE Trans. IT, 1981), we examine the properties exhibited by these minimization methods including the Pythagorean property.

I. INTRODUCTION

Shannon measure of information, also called entropy, is central to information theory which has wide range of applications spanning, communication theory, statistical mechanics, probability theory, statistical inference etc. [1]. It quantifies uncertainty or information that is associated with a discrete random variable by taking an average of uncertainty (Hartley information) associated with each state. The first generalization of this measure of information was suggested by Rényi [2]. He replaced the linear averaging by K-N averages (Kolmogrov-Nagumo averages) and imposed additivity constraint. Havrda and Charvat [3] introduced one more generalization which is now known as nonextensive entropy or Tsallis entropy [4], [5], [6], which has been studied in statistical mechanics.

Another important notion is that of finding the distance or divergence between two probability distributions. The information measure capturing this is KL-divergence, which is the directed distance between two probability distributions. KL-divergence is a special case of Tsallis divergence, which in turn is a special case of Csiszár f-divergence [7]. KL-divergence plays a central role in Kullback’s minimum divergence principle, Which is a means of estimating the probability distribution of a system. It suggests the minimization of KL-divergence using a given prior distribution, subject to moment constraints as the estimation technique. Kullback’s minimum divergence principle reduces to Jaynes maximum entropy principle when we use uniform distribution as the prior. Kullback’s minimum divergence principle can be extended to generalized divergences. When applied to classical KL-divergence, this yields a distribution from the exponential family. Whereas applying Kullback’s principle to Tsallis divergence gives a power-law distribution.

Exponential distributions are very important class of distributions and many problems have been successfully modeled using this [8]. Though exponential distributions are used in many modeling problems [9] due to theoretical tractability, many naturally occurring phenomena exhibit power-law distributions. It is of great practical and theoretical interest to study both these family of distributions. In this work we have been able to establish many properties for Tsallis divergence. We have established the property of transformation invariance and subset independence. In addition we have found some properties for Tsallis divergence minimization in classical constraints viz. uniqueness, reflexiveness, idempotence, invariance, weak subset independence and subset aggregation. In this work we have also attempted to derive a Pythagorean property. In addition we have proposed a q ↔ 2 – q additive transformation for Tsallis divergence.

The paper is organized as follows. In Section II we introduce the preliminaries and basics required for understanding the results. Sections III through V are dedicated to the results and observations made. In these sections we perform Tsallis divergence minimization for classical constraints and we follow it up with the analysis of the properties exhibited by the same. In particular we are study about the Shore and Johnson properties. In the subsequent section we discuss about the a transformation relation which we established.

II. PRELIMINARIES AND BACKGROUND

A. Exponential family and KL Divergence

In many of the problems we might have a prior estimate of the probability distribution and given such a prior we are interested in finding the probability distribution that is closest to this prior, which also satisfies the set of linear constraints. To define the notion of closeness we
need a distance measure between two distributions. One such distance measure is KL divergence \[10\] defined as

\[ I(p||r) = \sum_{x \in X} p(x) \ln \left( \frac{p(x)}{r(x)} \right), \]

where \( r \) is the prior. The minimization of KL-divergence results in a posterior which is from the exponential family.

**B. Power-Law distribution and Generalized Divergence**

\( f \)-divergence is a generalized measure of divergence, that was introduced by Csiszar \[17\] and independently by Ali & Silvey \[11\]. Let \( f(t) \) be a real valued convex function defined for \( t > 0 \), with \( f(1) = 0 \). The \( f \)-divergence of a distribution \( p \) from \( r \) is defined by

\[ D_f(p||r) = \sum_{x \in X} r(x)f\left( \frac{p(x)}{r(x)} \right). \]

Here we take \( 0f\left( \frac{0}{0} \right) = 0, f(0) = \lim_{t \to 0} f(t) \). \( f \)-divergence has many important properties like non-negativity, monotonicity and convexity. This has been used in many applications like speech recognition \[12\], analysis of contingency tables \[17\], etc. By specializing \( f \) to various functions we get different divergences like KL-divergence, \( \chi^2 \)-divergence, Hellinger distance, variational distance, Tsallis-divergence, etc. On setting \( f(t) = t \ln_t t \) we get Tsallis divergence \[4\], defined as

\[ I_q(p||r) = -\sum_{x \in X} p(x) \ln_q \left( \frac{p(x)}{r(x)} \right), \]

where \( \ln_q \) is \( q \)-logarithm function \[13\], defined as, \( \ln_q x = \frac{x^{1-q}-1}{1-q} \) \( (x > 0, q \in \mathbb{R}) \). Tsallis divergence recovers KL-divergence for \( q \to 1 \) i.e., \( \lim_{q \to 1} I_q(p||r) = I(p||r) \). For values of \( q > 0 \) we have \( I_q(p||r) \geq 0 \) and Tsallis divergence becomes a convex function of both the parameters. Tsallis divergence also exhibits pseudo additivity property, i.e., \( I_q(X_1 \times X_2)||Y_1 \times Y_2) = I_q(X_1||X_2) \oplus_q I_q(Y_1||Y_2) \), where \( X_1 \) and \( X_2 \) are independent, so are \( Y_1 \) and \( Y_2 \). Here \( \oplus_q \) is addition in \( q \)-deformed algebra \[13\] defined as, \( x \oplus_q y = x + y + (1-q)xy \). In the minimization of Tsallis divergence the choice of constraints play an important role \[14\].

Tsallis Divergence minimization with respect to \( q \)-expectation constraint has been studied by \[15\]. In this case Pythagoras theorem is established by \[16\], \[17\], \[18\] and proved in differential geometric setup by Ohara \[19\]. Tsallis divergence minimization with normalized constraints gives probability distribution which is self referential in nature, i.e., \( p(x) \) depends of \( p(x) \). Here too we have nonextensive Pythagoras property \[16\], \[17\] exhibited by Tsallis-divergence.

In this paper we are going to study this minimization with respect to classical expectations, as it has the important property of convexity, ensuring a unique solution.

III. Basic Shore and Johnson Properties

Shore and Johnson \[20\] in their work in 1981 had discussed many of the important properties of KL-divergence minimization. We have found that many of those properties hold in the case of Tsallis divergence. In this section we shall discuss about the properties that pertain to Tsallis divergence, i.e., regardless of minimization.

In this section and section \[V\] we shall be using the following notation.

Let \( p \) be a pmf. on random variable \( X \) taking values from \( X \). We would like to impose the following linear equality and inequality constraints on it.

\[ \sum_{x \in X} p(x) = 1, \] (1)

\[ \sum_{x \in X} p(x)u_m = \langle u_m \rangle \quad m = 1 \ldots M, \] (2)

\[ \sum_{x \in X} p(x)w_n \geq \langle w_n \rangle \quad n = 1 \ldots N. \] (3)

Equations (1), (2) and (3) constitute the constraint set. This can also be considered as the information available about the probability distribution. We shall denote a constraint set by \( C \), and a subscript to distinguish between different constraint sets.

Hence the task of divergence minimization can be viewed as, given a prior probability distribution \( q(x) \) and constraint set \( C \) finding the probability distribution \( p_{min} \) such that \( p_{min} = \arg \min_{p \in C} I_q(p||r) \). It can be easily verified that the constraint set \( C \) constitutes a convex set. We would like to inform that some of these notation have been borrowed from \[20\].

Invariance of KL-divergence to coordinate transformations enables us to generalize KL-divergence to continuous random variables. We have observed that the invariance property holds true in the case of Tsallis divergence too.

**Proposition 1 (Invariance):** Let \( \Gamma \) be a coordinate transformation from \( x \in X \) to \( y \in X' \) with \( (\Gamma p)(y) = J^{-1}p(x) \), where \( J \) is the Jacobian \( J = \partial(y)/\partial(x) \). Let \( \Gamma X' \) be the set of densities \( \Gamma p \) corresponding to densities \( p \in X \). Let \( (\Gamma C) \subseteq (\Gamma X) \) correspond to \( C \subseteq X \). Then, given a prior distribution \( r \)

\[ \arg \min_{p \in (\Gamma C)} I_q(p||\Gamma r) = \arg \min_{s \in (\Gamma C)} I_q(s||r), \] (4)

and \( I_q(\Gamma p_{min}||\Gamma r) = I_q(p_{min}||r) \), (5)

hold. where \( \Gamma p_{min} = \arg \min_{p \in (\Gamma C)} I_q(p||\Gamma r) \) and \( p_{min} = \arg \min_{s \in (\Gamma C)} I_q(s||r) \).
Proof: We have \((\Gamma p)(y) = J^{-1}p(x)\), where \(J\) is the Jacobian \(J = \partial(y)/\partial(x)\).

\[
I_q(\Gamma p||\Gamma r) = -\int_X \Gamma p(y) \ln_q \left( \frac{\Gamma r(y)}{\Gamma p(y)} \right) dy
= -\int_X J^{-1}p(x) \ln_q \left( \frac{J^{-1}r(x)}{J^{-1}p(x)} \right) Jdx
= -\int_X p(x) \ln_q \left( \frac{r(x)}{p(x)} \right) dx
= I_q(p||r)
\]

This proves (5). From (5) it also follows that the minimum in \(\Gamma C\) corresponds to the minimum in \(C\), which proves (4).

Proposition 2 (Subset Independence): Let \(S_1, S_2, \ldots, S_n\) be a partition of \(X\). Let the new information \(C\) comprise about each of the conditional densities \(p(x|x \in S_i), i = 1 \ldots n\). Thus, \(C = C_1 \cap C_2 \cap \cdots \cap C_n\), where \(C_i\) is the constraint set on the conditional densities of \(S_i\). Let \(M\) be the new information giving the probability of being in each of the \(n\) subsets, which is the constraint

\[
\sum_{x \in S_i} p(x) = m_i, \quad i = 1 \ldots n
\]

where \(m_i\) are known values. Then given the prior distribution \(r\),

\[
p_{CM}^{min}(x|x \in S_i) = \arg \min_{p \in C_i} I_q(p||r_i), \quad q \in (0, 1), \quad (6)
\]

and

\[
I_q(p_{CM}^{min}||r) = \sum_{i=1}^n m_i I_q(p_i||r_i) - \sum_{i=1}^n m_i \ln_q \frac{s_i}{m_i}
+ (1 - q) \sum_{i=1}^n \left( m_i \ln_q \frac{s_i}{m_i} I_q(p_i||r_i) \right) \quad (7)
\]

hold, where

\[
p_{CM}^{min} = \arg \min_{p \in \mathcal{C} \cap \mathcal{M}} I_q(p||r), \quad p_i(x) = p_{CM}^{min}(x|x \in S_i), \quad r_i(x) = r(x|x \in S_i),
\]

and \(s_i\) are the prior probability of being in each subset, given by \(s_i = \sum_{x \in S_i} r(x)\).

Proof:

\[
I_q(p_{CM}^{min}||r) = -\sum_{i=1}^n \sum_{x \in S_i} m_i p_i(x) \ln_q \frac{s_i r_i(x)}{m_i r_i(x)}
\]

Using the relation \(\ln_q(xy) = \ln_q x + \ln_q y + (1 - q) \ln_q x \ln_q y\), we get

\[
I_q(p_{CM}^{min}||r) = -\sum_{i=1}^n \sum_{x \in S_i} m_i p_i(x) \left( \ln_q \frac{s_i}{m_i} + \ln_q \frac{r_i(x)}{p_i(x)} \right)
+ (1 - q) \sum_{i=1}^n m_i \ln_q \frac{s_i}{m_i}
\]

this proves (7). To prove (6) it may be noted that each of the terms \(m_i \ln_q \frac{s_i}{m_i}\) is a constant. Hence minimizing rhs of (7) is independent of the values taken by it. i.e for \(q \in (0, 1)\) minimizing \(I_q(p_{CM}^{min}||r)\) is equivalent to minimizing each of the terms, \(I_q(p_i||r_i)\).

Let us further analyze equation (6) and try to interpret it. What this means is that, given a system which naturally partitions into subsets, we can find the posterior densities in two different ways:

1) We can find the posterior \(p_{CM}^{min}\) and condition it on the different subsets \(S_i\) or
2) We can condition the prior \(r\) on the different subsets \(S_i\) and use that as a prior to minimize in the constraint set \(C_i\).

By (6) both these approaches should give the same result.

IV. TSALLIS DIVERGENCE MINIMIZATION - CLASSICAL

The task of minimization can be defined as follows: Minimize \(I_q(p||r)\) subject to the constraints

\[
\sum_{x \in X} p(x) = 1, \quad (8)
\]

\[
p(x) \geq 0, \quad \sum_{x \in X} u_m(x)p(x) = \langle u_m \rangle, \quad m = 1, \ldots, M.
\]

By choosing the Lagrangian for the minimization problem as

\[
\mathcal{L} = \sum_{x \in X} p(x) \left[ \frac{p(x)}{q-1} \right]^{q-1} - \left( \frac{q-1}{q-1} \right) (\sum_{x \in X} p(x) - 1)
- \sum_{m=1}^M q \lambda_m (\sum_{x \in X} u_m(x)p(x) - \langle u_m \rangle),
\]

The distribution that we get after minimization is

\[
p(x) = r(x) \left[ \lambda (1 + (q-1) \sum_{m=1}^M \beta_m u_m(x)) \right]^{\frac{1}{q-1}}.
\]
Substituting (9) in (8) we get
\[
\lambda^{1+1} - \frac{1}{\sum_{x \in X} \left[ r(x) \left( 1 - (1 - q) \sum_{m=1}^{M} \beta_m u_m(x) \right)^{-q^{-1}} \right]}
\]
Substituting in (9) we get
\[
p(x) = \frac{r(x) \left( 1 - (1 - q) \sum_{m=1}^{M} \beta_m u_m(x) \right)^{1+1}}{\hat{Z}}, \quad (10)
\]
where
\[
\hat{Z} = \sum_{x \in X} \left[ r(x) \left( 1 - (1 - q) \sum_{m=1}^{M} \beta_m u_m(x) \right)^{-q^{-1}} \right].
\]
equation (10) can be rewritten as
\[
p(x) = \frac{r(x) \left( 1 - (1 - q) \sum_{m=1}^{M} \beta_m u_m(x) \right)}{\hat{Z} \exp_q \left( - \sum_{m=1}^{M} \beta_m u_m(x) \right)}, \quad (11)
\]
Where Where \( \exp_q \) is exponentiation in \( q \)-deformed algebra [13], and is defined as,
\[
\exp_q(x) = \begin{cases} 
[1 + (1 - q)x]^{-1} & \text{if } 1 + (1 - q)x \geq 0 \\
0 & \text{otherwise}
\end{cases}
\]
using the relation \( \frac{1}{\exp_q(x)} = \exp_q \left( \frac{-x}{1 + (1 - q)x} \right) \), we get
\[
p(x) = \frac{r(x)}{\hat{Z} \exp_q \left( \frac{\sum_{m=1}^{M} \beta_m u_m(x)}{1 - (1 - q) \sum_{m=1}^{M} \beta_m u_m(x)} \right)}, \quad (12)
\]
Note that we need an extra condition known as Tsallis cut-off condition to prevent negative values for \( p(x) \). We have assumed this condition to be implicit.

V. SHORE AND JOHNSON PROPERTIES INVOLVING MAXIMUM ENTROPY

In this section we shall discuss properties which depend on the formalism employed.

Proposition 3 (Uniqueness): For \( q > 0 \) given a prior, the posterior probability distribution is unique.
Proof: For \( q > 0 \) Tsallis divergence is a convex function, for both its parameter. Since the constraint set \( C \) is a convex set, the minimization is always unique. ■
Proposition 4 (Reflexiveness): For \( q > 0 \), given a prior \( r \) and constraint set \( C \), the posterior obtained by minimizing the Tsallis divergence is same as \( r \) if and only if \( r \in C \)
Proof: This property follows directly from the following facts \( I_q(p||r) = 0 \) iff \( p = r \) and \( I_q(p||r) > 0 \) for \( q > 0 \). ■
Proposition 5 (Idempotence): Given a prior \( r \) and constraint set \( C \), let \( p \) be the posterior obtained, then \( \arg \min_{u \in C} I_q(u||p) = p \), i.e., taking the same information into account twice has the same effect as taking it into account once.
Proof: This is a simple corollary of proposition 4 since \( p \in C \) the posterior obtained by taking \( p \) as prior and \( C \) as constraint, will also be \( p \). ■
Proposition 6 (Invariance): Given a prior \( r \) consider the constraint sets \( C_1 \) and \( C_2 \), let \( p = \arg \min_{u \in C_1} I_q(u||r) \), then following relations hold
\[
p = \arg \min_{u \in C_1 \cap C_2} I_q(u||r), \quad (13)
\]
\[
= \arg \min_{u \in C_1 \cap C_2} I_q(u||p), \quad (14)
\]
\[
= \arg \min_{u \in C_2} I_q(u||p). \quad (15)
\]
Proof: \( p \in C_1 \) and \( p \in C_2 \) hence \( p \in C_1 \cap C_2 \) so from proposition 4 both, (14) and (15) follow. We know that \( p = \arg \min_{u \in C_1} I_q(u||r) \) and \( p \in C_1 \cap C_2 \) from the above two, (15) follows. ■
The result shows that if the posterior obtained from \( C_1 \) is an element of \( C_2 \), then applying \( C_2 \) on the posterior in different ways does not result in any change.
Proposition 7 (Weak Subset Independence): Let \( S_1, S_2, \ldots, S_n \) be a partition of \( X \). Let the new information \( C \) comprise about each of the conditional densities \( p(x|x \in S_i), \quad i = 1 \ldots n \). Thus, \( C = C_1 \cap C_2 \cap \cdots \cap C_n \), where \( C_1 \) is the constraint set on the conditional densities of \( S_1 \). Then given the prior distribution \( r \)
\[
p_C^{\text{min}}(x|x \in S_i) = \arg \min_{p \in C_1} I_q(p||r_i), \quad q \in (0, 1),
\]
and
\[
I_q(p_C^{\text{min}}||r) = \sum_{i=1}^{n} u_i I_q(p_i||r_i) - \sum_{i=1}^{n} u_i \ln_q \frac{s_i}{u_i} + (1 - q) \sum_{i=1}^{n} \left( u_i \ln_q \frac{s_i}{u_i} I_q(p_i||r_i) \right),
\]
hold where
\[
p_C^{\text{min}} = \arg \min_{p \in C} I_q(p||r), \quad p_C^{\text{min}}(x|x \in S_i),
\]
\[
r_i(x) = r(x|x \in S_i).
\]
si are the prior probability of being in each subset, given by \( s_i = \sum_{x \in S_i} r(x) \), and \( u_i \) are the posterior probability of being in each subset, given by \( u_i = \sum_{x \in S_i} p_C^{\text{min}}(x) \).
Proof: Let \( R \) be the information defined by the constraint \( \sum_{x \in S_i} p(x) = u_i \), then it follows from proposition 6 that
\[
\arg \min_{p \in C} I_q(p||r) = \arg \min_{p \in C \cap R} I_q(p||r).
\]
Now we can apply proposition 2 to get (16) and (17). This result is same as proposition 2 and has the same interpretation. This difference here lies in the fact that we do not have a prior information \( M \) regarding the total probability in each subset.

Proposition 8 (Subset Aggregation): Let \( S_1, S_2, \ldots, S_n \) be a partition of \( X \). Let \( \Gamma \) be a transformation which converts a given distribution \( p \) to discrete distribution over \( S_i \), the transformation is defined by

\[
p'(x_i) = \Gamma p = \int_{S_i} p(x) dx ,
\]

where \( x_i \) is a discrete state corresponding to \( x \in S_i \). Let \( C' \) be the new information about the distribution \( \Gamma p \). Then for a given prior \( r \), then

\[
\begin{align*}
  r(x/x \in S_i) &= p_{\text{min}}(x/x \in S_i) , \\
  \Gamma p_{\text{min}} &= \Gamma(p_{\text{min}}) , \\
  \text{and } I_q(\Gamma p_{\text{min}}|r) &= I_q(p_{\text{min}}|r) ,
\end{align*}
\]

where \( p_{\text{min}} = \arg \min_{p \in \Gamma^{-1}(C')} I_q(p|r) \).

Proof: The constraint set \( C' \) is defined by a set of expectations

\[
\sum_{i=1}^{n} p'(x_i) u_m(x_i) = \langle u_m \rangle \quad m = 1 \ldots M .
\]

In terms of \( p = \Gamma p' \) the constraint set can be represented as

\[
\int_X p(x) w_m(x) = \langle u_m \rangle \quad m = 1 \ldots M ,
\]

where \( w_m \) is defined as

\[w_m(x) = u_m(x_i), \quad \text{for } x \in S_i, \quad i = 1 \ldots n ,\]

i.e., \( w_m \) is constant in each of the subsets \( S_i \). From (11) we get

\[
p_{\text{min}}(x) = \frac{r(x)}{\bar{Z}} \exp_q \left( - \sum_{m=1}^{M} \beta_m w_m(x) \right) .
\]

Since \( w_m \) is a constant within each subset \( S_i \) and \( i z \) is a constant in itself. So equation (21) reduces to:

\[p_{\text{min}}(x) = K_i r(x) ,\]

where \( K_i \) is a constant for each subset. Now we have

\[
r(x/x \in S_i) = r(x) \int_{y \in S_i} r(y) = p_{\text{min}}(x/x \in S_i) .
\]

This proves (18). Now consider the relation

\[
I_q(p_{\text{min}}|r) = \sum_{i=1}^{n} u_i I_q(p_i||r) - \sum_{i=1}^{n} u_i \ln_q \frac{s_i}{u_i}
\]

\[
= (1 - q) \sum_{i=1}^{n} u_i \ln_q \frac{s_i}{u_i} I_q(p_i||r) ,
\]

which follows from (17) where

\[
p_i(x) = p_{\text{min}}(x/x \in S_i) ,
\]

\[
r_i(x) = r(x/x \in S_i) ,
\]

\[
s_i = \sum_{x \in S_i} r(x) ,
\]

and \( u_i = \sum_{x \in S_i} p_{\text{min}}(x) \).

From (18) we have that \( p_i(x) = r_i(x) \) and hence \( I_q(p_i||r_i) = 0 \). Now equation (22) reduces to

\[
I_q(p_{\text{min}}|r) = \sum_{i=1}^{n} u_i \ln_q \frac{s_i}{u_i}
\]

\[
= I_q(\Gamma p_{\text{min}}|r) .
\]

This proves (19) and (20).

VI. SOME OBSERVATIONS ON DUALITY AND PYTHAGORAS

A. Pythagorean Property

Because of its extensive use in many problems, Pythagorean property is very important. It has been shown to exist for both second and third formalisms, involving \( q \)-expectation and normalized \( q \)-expectation respectively. In this section we have attempted to find the equivalent result for the classical expectation. The result we got is not promising but we present it here for future reference, and to introduce an alternative way to manipulate the Lagrange multipliers. Let’s formally state our problem at hand:

a) Problem statement : : Let \( r \) be the prior distribution and let \( p \) be the posterior got by minimizing the Tsallis divergence subject to the constraint set \( C \)

\[
\sum_{x \in X} p(x) u_m(x) = \langle u_m \rangle \quad m = 1 \ldots M .
\]

Let \( l \) be another distribution satisfying the constraint

\[
\sum_{x \in X} l(x) u_m(x) = \langle w_m \rangle \quad m = 1 \ldots M .
\]

We are interested in finding the relation between \( \langle u_m \rangle \) and \( \langle w_m \rangle \) so as to minimize the divergence \( I_q(l||p) \).
b) Solution: To find a solution to this problem we shall minimize the Tsallis divergence in a different manner. We start the minimization with the following Lagrangian

$$\mathcal{L} = \sum_{x \in \mathcal{X}} p(x) \left[ \frac{p(x)}{q-1} - (1 - q) \lambda \left( \sum_{x \in \mathcal{X}} p(x) - 1 \right) \right] \sum_{m=1}^{M} q \beta_m \left( \sum_{x \in \mathcal{X}} u_m(x) p(x) - \langle u_m \rangle \right),$$

differentiating $\mathcal{L}$ with respect to $p(x)$ and equating to 0, we get

$$\ln_q \left( \frac{r(x)}{p(x)} \right) = \lambda - \sum_{m=1}^{M} \beta_m u_m(x),$$

where $\hat{p}_{\min} = p(x) = \exp_q \left( \lambda - \sum_{m=1}^{M} \beta_m u_m(x) \right).$

Differentiating $I_q^{\min}$ with respect to $\beta_m$ and equating to 0 we get

$$\frac{\partial \ln_q \hat{Z}}{\partial \beta_m} = \langle u_m \rangle.$$

Equations (25) and (27) are the Legendre transform relations. Given the relations and the divergence minimization let us look at the Pythagorean property.

We want to minimize the divergence $I_q(l||p)$. For this we will proceed as follows

$$I_q(l||r) - I_q(l||p) = - \sum_{x \in \mathcal{X}} l(x) \left[ \ln_q \frac{r(x)}{l(x)} - \ln_q \frac{p(x)}{l(x)} \right],$$

using the relation $\ln_q \left( \frac{z}{y} \right) = y^{q-1} (\ln_q x - \ln_q y)$, we get

$$I_q(l||r) - I_q(l||p) = - \sum_{x \in \mathcal{X}} l(x) \left[ \ln_q \frac{r(x)}{p(x)} \left( 1 + (1 - q) \ln_q \frac{p(x)}{l(x)} \right) \right],$$

using equation (23)

$$I_q(l||r) - I_q(l||p) = \lambda - \sum_{m=1}^{M} \beta_m \langle w_m \rangle - (1 - q) \lambda I_q(l||p) - (1 - q) \sum_{x \in \mathcal{X}} l(x) \ln_q \frac{p(x)}{l(x)} \sum_{m=1}^{M} \beta_m u_m(x) \right).$$

The minimum of $I_q(l||p)$ is achieved for

$$\frac{\partial I_q(l||p)}{\partial \beta_m} = 0.$$

Differentiating (28) we get

$$\frac{\partial \lambda}{\partial \beta_m} - \langle w_m \rangle - (1 - q) I_q(l||p) \frac{\partial \lambda}{\partial \beta_m} - (1 - q) \sum_{x \in \mathcal{X}} l(x) \frac{\partial}{\partial \beta_m} \left( \ln_q \frac{p(x)}{l(x)} \sum_{m=1}^{M} \beta_m u_m(x) \right) = 0.$$
Using equation (27) we get
\[ \langle u_m \rangle - \langle u_m \rangle I_q(l||p) = (1-q) \sum_{x \in X} l(x) \frac{\partial}{\partial \beta_m} \left[ \ln_q \left( \frac{p(x)}{l(x)} \right) \sum_{m=1}^{M} \beta_m u_m(x) \right] \]
\[ = (1-q) \sum_{x \in X} l(x) \left[ \beta_m \ln_q \left( \frac{p(x)}{l(x)} \right) + \sum_{m=1}^{M} \beta_m u_m(x) \right] \frac{\partial}{\partial \beta_m} \left( \ln_q \left( \frac{p(x)}{l(x)} \right) \right) . \]

Evaluating it further we by using the relations \( \ln_q \left( \frac{x}{y} \right) = \frac{\ln_y x - \ln_y y}{1+(1-q) \ln_q y} \) and \( p(x) = \frac{r(x)}{\sum_{m=1}^{M} \beta_m u_m(x)} \). We get
\[ \langle u_m \rangle = \langle u_m \rangle (1-I_q(l||p)) + (1-q) \beta_m I_q(l||p) \]
\[ - \sum_{x \in X} l^q(x) (u_m(x) - \langle u_m \rangle) \Psi \] \[ = \sum_{x \in X} l^q(x) \left( u_m(x) - \langle u_m \rangle \right) \Psi \] \[ = \sum_{x \in X} l^q(x) \left( u_m(x) - \langle u_m \rangle \right) \Psi . \] \[ (29) \]

where \( \Psi = (1+(1-q) \ln_q r(x)) \sum_{m=1}^{M} \beta_m u_m(x) \). Note that in this expression \( r(x) \) can be replaced in terms of \( p(x) \).

Though this relation does not seem promising, we have mentioned it here for the sake of completion.

**B. Additive transformation - \( q \leftrightarrow 2-q \)**

In \( q \)-deformed algebra there exists a \( q \leftrightarrow 2-q \) duality. Which is the following:
\[ \ln_q(1/x) = \ln_{2-q}(x) , \] \[ \exp_q(-x) = \frac{1}{\exp_{2-q}(x)} . \] \[ (31) \] \[ (32) \]

Using this duality Tsallis entropy has been well studied, i.e., various properties of \( S_{2-q} \) has been studied. Initial observations regarding \( S_{2-q} \) were made by Baldovin and Robledo [21]. Naudts [22] has further analyzed both the dualities. More study has been carried forward by Wada and Scarfone [23], they have found relations between the Lagrange multipliers of both the dualities. In this section we introduce a similar transformation for Tsallis divergence.

Given a prior \( r \) and the constraints set \( \mathcal{C} \) defined by
\[ \sum_{x \in X} p(x) = 1 , \]
\[ p(x) \geq 0 , \]
\[ \sum_{x \in X} u_m(x)p(x) = \langle u_m \rangle , \quad m = 1, \ldots, M . \]

from equation (11) we have
\[ p(x) = \frac{r(x)}{\hat{Z}} \exp_q \left( -\sum_{m=1}^{M} \beta_m u_m(x) \right) , \]
and using the relation (32) it becomes
\[ p(x) = \frac{r(x)}{\hat{Z}} \exp_{2-q} \left( \sum_{m=1}^{M} \beta_m u_m(x) \right) . \]

This form for the posterior is very good and is the basis for the \( q \leftrightarrow 2-q \) transformation. Note that
\[ 2-(2-q) = q , \]
i.e if we minimize \( I_{2-q}(p||r) \) instead of \( I_q(p||r) \), we have.
\[ p(x) = \arg \min_{p \in \mathcal{P}} I_{2-q}(p||r) \]
\[ = \frac{r(x)}{\hat{Z}} \exp_q \left( \sum_{m=1}^{M} \beta_m u_m(x) \right) . \]

**VII. Conclusion**

In this work we explored Shore and Johnson properties for Tsallis formalism of the third kind involving normalized \( q \)-expectation, it was observed that none of these properties hold for the formalism. Whereas in the study of first formalism involving classical expectation, we have been able to establish substantial number of Shore and Johnson properties. We were also able to establish a crude form of Pythagorean relation. We have also been found a \( q \leftrightarrow 2-q \) additive transformation, which gives a very good form for the posterior distribution. We conclude from these observations that the first formalism is of stronger theoretical and practical significance; and these results along with the \( q \leftrightarrow 2-q \) additive transformation also provides some ground work for definition of a power law family.
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