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Abstract
The recent incidents involving Dr. Timnit Gebru, Dr. Margaret Mitchell, and Google have triggered an important discussion emblematic of issues arising from the practice of AI Ethics research. We offer this paper and its bibliography as a resource to the global community of AI Ethics Researchers who argue for the protection and freedom of this research community. Corporate, as well as academic research settings, involve responsibility, duties, dissent, and conflicts of interest. This article is meant to provide a reference point at the beginning of this decade regarding matters of consensus and disagreement on how to enact AI Ethics for the good of our institutions, society, and individuals. We have herein identified issues that arise at the intersection of information technology, socially encoded behaviors, and biases, and individual researchers’ work and responsibilities. We revisit some of the most pressing problems with AI decision-making and examine the difficult relationships between corporate interests and the early years of AI Ethics research. We propose several possible actions we can take collectively to support researchers throughout the field of AI Ethics, especially those from marginalized groups who may experience even more barriers in speaking out and having their research amplified. We promote the global community of AI Ethics researchers and the evolution of standards accepted in our profession guiding a technological future that makes life better for all.

1 Introduction

We are living in the era of Artificial Intelligence (AI) where almost everyone in society is interacting with AI embedded services or products, whether knowingly or unknowingly. In addition, AI poses unique challenges due to its scalability and exponential growth in the number of applications in society. We view AI Ethics research as being in an early stage, characterized by awareness of issues such as trustworthiness, transparency, accountability, diversity, and non-discrimination along with initial ideas on practical ways to address ethical problems. While we are developing rapidly as a field and in this context, it is important to note that AI Ethics is at a crossroads. Like all fields of knowledge, it is
subject to power relations, political interests, and business objectives such as quarterly earnings goals. We are making progress on the ethical basics, but when it comes to application production and implementation, we face known issues of who writes the narrative and defines the discursive frameworks. Ethics is increasingly discussed at AI conferences and in journals, and many researchers in academics and technology companies are creating frameworks and technical processes for detecting AI ethical issues in data collection, model building, and implementation processes, but we have substantial work to do as a field.

The firings of Drs. Timnit Gebru and Margaret Mitchell from Google [1–3] bring into sharp focus many of the challenges we face as a field and make clear the need to establish an AI Ethics culture and safe processes in the workplace for AI Ethics researchers [4]. We note a number of relevant aspects of this highly publicized case:

- Internal communications revealed that at least three authors of an AI Ethics-related paper, including Gebru and Mitchell were told to refrain from casting Google’s technologies in a negative light [2, 3].
- The research results in their paper focused on large language models such as the Bidirectional Encoder Representations from Transformers (BERT) [5], which affects billions of people as part of Google’s search engine.
- Multinational companies such as Google and others can have massive impacts across the globe and leverage their market position and resources across multiple jurisdictions.
- Bias and discrimination are recognized, serious problems related to the use of AI; systemic racism across many organizations creates factors that are involved in undermining diverse, and particularly black, voices. A much more systematic and thorough analysis is needed to understand them and how they interact and create negative impacts. Such factors have been reported in news sources as being lack of promotion opportunities, inequitable remuneration, lack of sponsorship, incidences of harassment, inequitable HR practices, and more rigid disciplining, some of which are reportedly extended to their internal allies. It is necessary to understand to what extent these factors are present despite the diversity, equity and inclusion programmes undertaken by organisations, and why such programmes fail to prevent environments being seen as hostile to black and other underrepresented employees.
- Big Tech corporations are employing a significant part of the best researchers around the world (e.g., Google, Apple, Facebook, Amazon, and Microsoft (GAFAM) hired about 100,000 employees coming from top US universities [6]), and therefore they have acquired a certain responsibility for independent science, a role which traditionally is played by universities and other academic institutions.
- Certain minority groups are significantly underrepresented in the workforce at GAFAM companies (and generally in roles relating to AI), risking a lack of regard for the value of different perspectives and lived experiences within research projects, and resulting in inequitable work cultures and practices which place minority researchers at greater risk of suppression.

In 2013, the European Environment Agency (EEA) explained in a report [7] that many of its case studies revealed “the problems faced by early warning scientists who have been harassed for their pioneering work, including bans on speaking out or publishing, loss of funding, legal or other threats, and demotion” and concluded that one obvious solution is “that scientists in these situations should receive better protection either via an extension of ‘whistle blowing’ and discrimination laws, or by independent acknowledgement of the value of their work”. This statement rings true today also with regards to AI Ethics research. In 2020, Gebru stated in an interview “I don’t think the lesson is that there should be no AI ethics research in tech companies, but I think the lesson is that a) there needs to be a lot more independent research and b) there needs to be oversight of tech companies” [2].

Now is the time to provide better protection to AI ethics researchers and scientists as a first concrete step in operationalizing recent AI principles, and that includes improving whistleblowing protections. Whistleblowers are now a recognized essential mechanism for uncovering unethical behavior such as fraud [8], and while recent improvements have been made to whistleblowing laws, we need to adopt unified whistleblowing laws to simplify and facilitate the existing complex legal process we face [7], including an equal level of protection and remedies against retaliation. Collecting data on ethical attributes of companies could identify correlations with stock values to test the importance of ethical reputations of corporations. A large part of AI research is done by industry [6], so AI ethics research must also be conducted there, not just in academic research institutions.

### 2 A (very) short history of AI ethics

During the past decade, much attention has been given to ethics of AI, in academia (e.g., Benjamin [8]; Bodington [9]; Bostrom [10]; Buolamwini [11]; Coeckelbergh [12]; Mittelstadt [13]; Noble [4]; Wachter et al. [14]), in public policy (e.g., European Commission, UK House of Lords, U.S., Korea, China), and in the corporate world, where large corporations such as Google and Microsoft have taken
initiatives around AI ethics that focus on self-regulation. This has delivered more public attention to ethics of AI and has produced many frameworks with principles for ethical AI. However, some of these initiatives in the public and private sector have been called “ethics washing” and even “ethics shopping” (Wagner [15]); ethical frameworks and initiatives are then used to avoid regulation and emphasize the role of the private sector. Nevertheless, companies and governments have hired ethicists who often do well-intended work aimed at more ethical and responsible AI within their organizations.

In theory, these ethicists can take at least two roles:

1. One is constructive and aims to implement ethics into the technological development or
2. Another one is that of whistleblowers.

In 2018, more CEOs were dismissed for ethical lapses than for financial performance or board struggles [16] and thus heightening concern in corporate leadership for discussions of AI Ethics. The discussion on the social responsibilities of businesses and tech companies has only intensified with the increased use of AI technology. As many guidelines for ethical development and deployment of AI systems take shape and are formalized into technological solutions (e.g. the IBM Explainability and Fairness 360 tools), questions arise about how industry can ensure that AI ethical frameworks can be translated into actual alterations of innovation policies and strategic decision making. Many business leaders acknowledged that AI will substantially transform their industries and agreed on ethics as a dominant concern regarding this transformation [17–20, 23]. Since then, the attention for ethical concerns has only increased and industry leaders are either considering or adopting policies about AI ethics, although the way frameworks influence business practices is often opaque.

In October 2020, 31 scientists wrote a scathing letter to the science journal Nature [21]. The journal had published a study earlier that year chronicling Google Health’s account of an AI system that searched medical images to diagnose breast cancer. In their letter, the scientists argued that this study was simply a commercial for proprietary tech, rather than being a rigorous study. “When we saw that paper from Google, we realized that it was yet another example of a very high-profile journal publishing a very exciting study that has nothing to do with science,” wrote Benjamin Haibe-Kains, the lead author of the response. “It’s not about this study in particular—it’s a trend we’ve been witnessing for multiple years now that has started to really bother us.” A primary problem with the study was its lack of reproducibility. In their article, the researchers shared so few details about how the AI system achieved its outcome that they could not try to replicate its results. Reproducibility weeds out studies of lower caliber and is a key part of publication science.

To achieve reproducibility in AI, researchers must provide transparency into specific aspects of how their models were trained. These specificities will vary by use case, so given the nuances of each model, researchers need to share how the models were trained and any barriers in the development process. This pragmatic part of AI Ethics, seeking to apply the findings and concerns to real-world phenomenology, is the focus of our current article.

### 3 Some key problems

AI Ethics professionals are becoming actively engaged in discussing organizational responsibility [22–25, 25–36, 38, 39, 44], and we encourage even more widespread attention to issues such as the following:

a. A fundamental conflict of interest exists in corporate in-house and corporate-funded AI Ethics research. We can as a community raise and make visible how AI ethics research is seen in the industry, academia, and the broader civil society. Several recent works have explored the tension between the goals of private corporations and unbiased AI ethics research. Indeed, if an ethical AI analysis uncovers potential issues with the sponsoring company’s own product, the company has little incentive to acknowledge the issue and therefore provides little oversight on its resolution. This can be attributed in part to the lack of a national or global framework for ethical AI and lack of formalized regulation. To expect corporations to conform to ethical standards is naïve when those standards are not agreed upon or societally binding. Thus, we must take a multi-faceted approach not hinging entirely on corporate self-governance. Independent audits of AI systems have emerged as a critical component of measuring issues such as systematic biases, and some work has shown that these audits result in quantifiable reductions in bias [25, 26]. As a professional community, we should encourage corporations to allow their AI ethics researchers to work with independent researchers to undertake these audits with the expectations of publishing the results. Similarly, we should advocate for more concrete definitions of algorithmic harm and appropriate governmental policy, as this will provide additional external pressure on corporations to prioritize AI ethics work and bring additional public attention to these issues. AI must be seen societally and legally as a profession with fiduciary duties to the public, much like how the field of medicine has a strong history of professional ethical norms [7].
b. Problems of systemic racism and other culturally deeply encoded discriminatory mechanisms multiply the severity of such conflicts of interest insignificant, perhaps non-linear and even counter-intuitive ways [22, 24, 36, 38, 39, 44]. AI Ethics research becomes a site where both problems intersect. An AI Ethics researcher carries a responsibility to surface such pernicious dynamics and is therefore particularly vulnerable to being attacked from multiple angles with exactly the mechanisms they are tasked to uncover and try to remedy. These efforts will significantly aid in ensuring a robust AI ethics research community, but we cannot ignore the intersection of AI ethics with issues of systemic racism and other culturally encoded discriminatory mechanisms. It is well known that racial minorities, women, LGBTQ+ individuals, and other groups are underrepresented in AI research and other key technical roles [24]. This means that often AI ethics researchers raising concerns about these populations are raising them to people who are not directly affected by the issue and may, in fact, have other personal or corporate stakes in the project. The nature of AI ethics work necessitates being able to analyze and critique systems of power, and this act often puts researchers in a highly vulnerable position if their work is not properly contextualized or responded to. This is true of AI ethics researchers within industry and those in academia, who can still face personal and professional consequences for speaking out.

c. The urgency of ensuring that AI Ethics researchers can do their jobs for the benefit of everyone means they need an extra layer of protection, independent of where they work. A serious reflection on normal corporate research environments would be very important. The fact that corporations check scientific publications for, from any perspective, sensitive material is a general practice. Many corporate researchers are used to that—edits happen and sometimes publications are blocked. So, scrutinizing a research publication by a corporation is not the main point and not necessarily always a problem per se.

4 What is at stake?

Potentially enormous negative and lasting impacts on a variety of stakeholders can be described in the following three key areas:

4.1 Danger of dividing the AI Ethics research community

The 2020 NeurIPS Conference (although itself sponsored mainly by Big Tech) held a “Resistance to AI Workshop” with Dr. Gebru and other vocal researchers concluded that, “AI research has been concentrating power in the hands of governments and companies and away from marginalized communities” [25]. In a recent public departure from collaboration, Access Now has resigned from Partnership on AI [39], stating that they “did not find that Partnership on AI to Benefit People and Society (PAI) [34] influenced or changed the attitude of member companies or encouraged them to respond to or consult with civil society on a systematic basis.”. PAI was established in 2016 by Apple, Amazon, DeepMind and Google, Facebook, IBM, and Microsoft to “study and formulate best practices on AI technologies, to advance the public’s understanding of AI, and to serve as an open platform for discussion and engagement about AI and its influences on people and society.” Access Now’s departure is not the first criticism. In 2018, some Media Lab employees raised concerns that “PAI’s association with ACLU, MIT and other academic/non-profit institutions practically ends up serving a legitimating function. Neither ACLU, MIT, nor any non-profit has any power in PAI”. The threat, therefore, is a split between organizations representing the interests of civil society and its diverse community and the technological actors themselves. Instead of informing each other’s research and reference systems, there is a risk of creating echo chambers on both sides.

4.2 Independence and direction of research

Requirements attached to the funding of both the in-house and external research, as well as the control of dissemination research, has the potential to impact not only the independence of research but also the direction of research and innovation. Corporate-funded research usually comes with the requirement that projects be aligned with a company’s business interests and can be protected by non-disclosure agreements. GAFAM and defense companies employ a significant part of the best researchers around the world and fund a considerable part of top AI researchers [3]. As funders, they can decide what should and should not be researched. Corporate funding does not imply that researchers could not act with integrity or ethics; however, the gatekeeping power of corporations in deciding the research questions can cut through the promise of the “do good” motto in Silicon Valley and the fundamental goal of AI ethics to contribute towards a fairer, more equitable society that respects human rights. Margaret Mitchell commented that “If we are researching the appropriate thing given our expertise, and we are not permitted to publish that on grounds that are not in line with high-quality peer review, then we’re getting into a serious problem of censorship” [18]. Gatekeeping can allow these funders to “brush aside the moral complexities” of these emerging technologies. Even the many published AI ethics principles and guidelines rarely question the business culture, revenue models, and incentive mechanisms that continuously push questionable or harmful AI products into the markets [19].
Perceived (and often real) negative or even hostile attitudes towards research in AI Ethics stem from people from diverse backgrounds. As another example, many large corporations have developed AI applications which can be used to support disabled people. Day-to-day applications include speech technology to operate the computer, on smartphones and to answer questions, play music and help with general organizational activities. Many of these applications offer great support and value to disabled individuals; however, they also can fail to live up to their promise and be frustrating [45]. Such corporations have an obligation to involve the disabled community in the co-design of AI products – and to reflect on the ethics of doing so. Of course, this is not easy to achieve. Any community is ultimately diverse, complex and difficult to define. However, this does not mean that corporations and technology providers/designers should not attempt to involve as many disabled individuals as possible, covering as many disabilities as possible, in the design of their products and the entire value chain, including AI Ethics research done by researchers with diverse experiences. Inclusion and exclusion are at stake when it comes to who is “allowed” to speak in AI Ethics research. At the same time, inclusion and exclusion are research categories of AI Ethics. The result is a potentially self-replicating and -scaling circular research practice, undermining the very mechanisms AI ethics research sets out to uncover and propose remedies for. There clearly are political implications of this: legacies of inclusion and exclusion from political and economic power are now at the cusp of being “baked into” technological means of decision support or even autonomous decision-making with a realistic possibility of remedy questionable, once such systems are deployed and widely used in fields such as human resources, policing, the judiciary, education, healthcare and others fundamental to the functioning of society and the rights of its citizens.1

4.3 Diversity and representation

Inclusion and exclusion are at stake when it comes to who is “allowed” to speak in AI Ethics research. At the same time, inclusion and exclusion are research categories of AI Ethics. The result is a potentially self-replicating and -scaling circular research practice, undermining the very mechanisms AI ethics research sets out to uncover and propose remedies for. There clearly are political implications of this: legacies of inclusion and exclusion from political and economic power are now at the cusp of being “baked into” technological means of decision support or even autonomous decision-making with a realistic possibility of remedy questionable, once such systems are deployed and widely used in fields such as human resources, policing, the judiciary, education, healthcare and others fundamental to the functioning of society and the rights of its citizens.1

5 The way forward

We end this paper with an initial set of concrete, actionable ideas that we urge our global professional community to research and discuss. The future of AI research and development will have huge positive and negative impacts on global citizens and societies, and we must start now to mitigate the dangers. AI Ethics research is fundamental to this.

Given the potential ethical challenges of AI, relevant research communities should be supported for research on the ethical and societal problems raised by AI in a way that attends to problems regarding exclusion and inclusion, creates bridges between academia and corporate initiatives, and implements ethics in the relevant engineering and computer science curricula. An active and aware AI Ethics research community can work to raise the standard of how AI Ethics research and its workers are seen and treated. We propose a strategic research agenda around topics such as:

- AI Ethics research and Societal Problems (exclusion and inclusion).
- Corporate Risk Governance and AI Ethics Research.
- AI Ethics Research in Engineering Curricula.
- AI Ethics Research and De-risking Big Data for AI.
- The Role of AI Ethics Research in Publicly Funded Research and Industry Collaboration.
- How-to Guidelines for Companies incorporating AI Ethics Research.

In particular, we propose the following action points:

a. Make sure all people are treated with respect, researchers or not, inside institutions. That implies to listen to their points of view and be treated ethically, giving a reasonable explanation for decisions that affect the person, within the bounds and limitations of relevant employment law protections.

b. Organize ethical governance, for example by implementing Ethics boards in companies and universities with at least 50% external members, particularly for research projects, user studies, and even products. Organizations should have in place an appropriate governance framework that allows them to address research findings internally or with external peers in a safe and confidential manner.

c. AI ethics research could be mainstreamed by funding agencies (like the NSF in the U.S. or ERC in the EU, MEXT in Japan, NSFC in China, and so on) for example, through requiring a percentage of funding for AI research going to AI Ethics research for a given project.

d. Advocate for companies and in particular large organizations, to make their Ethical AI guidelines and best practices publicly available, and to provide information on compliance, for example in their annual reports.

e. The AI Community could make it the norm that AI Ethics Research comes with a statement of COI and transparency about who funds and who green-lights...
A. Implement a protocol that allows whistleblowers to submit anonymous consultative reports to a central (or decentralized blockchain) database. This would serve as a record that can help in addressing corporate and institutional accountability. Note, however, that the role of DLT is not an easy “tech fix” for all ethical concerns. As such this could also serve as a strong incentive for corporations to design their systems with this in mind. (For a discussion of whistleblowing in bioethics see [31].)

B. Providing space in academic journals for the “Ethics of AI Ethics Research” and perhaps publishing options for designated “investigative pieces” or “witness pieces” that diverge from the regular academic format and yet can be fact-checked.

C. Actively giving a platform to under-represented, discriminated-against, or censored members of our community, knowing that they take a bigger risk in speaking out, and consequently making an extra effort to support them.

D. Mentorship for AI Ethics Researchers working in challenging settings.

E. Establishing a central mechanism that requires researchers and/or funders to submit the details of research funding to a central (or decentralized blockchain) database when any paper is submitted. We need transparency in corporate, governmental, and academic research funding for evaluating impacts and reach. Published papers will help disseminate needed information, but a broader picture is obtained by the allocation of resources by our institutions and corporations.

F. Explore technological solutions that implement ethical AI. For example, a standard of secure, immutable, and verifiable records of when and for what certain algorithms are used in corporate or public applications (such as HR, healthcare, judiciary, social media) could drastically increase trustworthiness of such records and restore independent verifiability of certain ethics claims. As such this could also serve as a strong incentive for corporations to design their systems with this in mind. Note, however, that DLT is not an easy “tech fix” for a set of problems that are at their roots behavioral and societal ones. DLT comes with its own set of ethical issues and care must be taken to not import these and make things worse rather than better. Here, too, breaking down boundaries between disciplines is the only realistic way forward.

6 Summary and conclusions

Compelled by recent events, we propose a renewed effort by the global community of AI Ethics researchers to promote the positive uses and mitigate the harmful effects of AI research and development. We need clear and actionable standards in our profession to guide a technological future providing better lives for individuals and society. Corporate as well as academic research settings require responsibility, duties, dissent, and conflicts of interest. The article is meant to provide a reference point at the beginning of this decade regarding matters of consensus and disagreement on how to enact AI Ethics for the good of our institutions, society and individuals. We have identified issues that arise at the intersection of the information technology industry, socially encoded behaviours and biases, and individual researchers’ work and responsibilities. The legitimate goals of corporate, governmental, and academic research organizations must allow for the governance of AI technologies as they impact our future.

The role of “big tech” companies, both in their development and use of A.I., and their recruitment, employment, and treatment of A.I. researchers, places a great responsibility on them which they must now acknowledge and meet. It has become clear that social media platforms have used A.I.-based pattern-matching algorithms which were originally developed or consumer profiling to target users with information, and misinformation, which is likely to keep them online longer. In September 2020, Tim Kendall, formerly a senior executive, gave testimony to a Congressional Hearing entitled “Mainstreaming Extremism: Social Media’s Role in Radicalizing America.” [44]. During his testimony, Kendall asserted that the deliberate use of A.I to “addict” users, keeping them online as long as possible to maximise commercial advantage – and that targeting users with misinformation was part of this process. Kendall passionately described how damaging he felt this strategy was to society, and analogised it to the behaviour of “big tobacco” from the 1950s through to the 1980s (and arguably even the present day) who concealed the dangers of smoking and the addictive nature of nicotine whilst at the same time adding ingredients to their products (sugar, menthol) to increase the addiction they denied [22, 45]. There is even a parallel to be drawn with the automotive industry, which resisted introducing safety measures such as seat belts despite overwhelming evidence of the need for such measures from road traffic accident data [46]. They were, finally, forced to confront these issues when “whistleblowers” such as Ralph Nader went public with the information which the automotive manufacturers were suppressing [47].

Will “big tech” become the “big tobacco” or “big auto” of our time? Will social media and browser mega-corporates stand up and take their responsibilities for how they develop and use A.I., and how they treat the researchers they employ—including those who want to raise questions about the impact of these technologies, in ethical and moral terms? It seems the key question is one of trust. Can we trust “big tech” to do the right thing of their own accord—unlike big tobacco and big auto— or must they be forced, through regulation, oversight, and legislation—to
do so? This question of trust is pivotal to the role “big tech” is already playing in our society, and their use of AI is central. The UK’s House of Lords recently held a Select Committee under the leadership of Lord David Puttnam, who has addressed this issue of trust directly in his Committee’s report “Digital Technology and the Resurrection of Trust” [48]. Lord Puttnam states that we face an even greater threat to society than the blight of the COVID-19 pandemic, namely: “...a virus that affects all of us in the UK—a pandemic of ‘misinformation’ and ‘disinformation’. If allowed to flourish these counterfeit truths will result in the collapse of public trust, and without trust democracy as we know it will simply decline into irrelevance.”

Intellectual freedom is a sine qua non for AI ethics research to lay the foundations for a trustworthy, safe, and equitable data economy. There may be perceived short-term corporate or state actor advantages gained through enforcing limitations on intellectual freedom. In the medium and long term, however, the negative externalities of such limitations will disproportionately outweigh any gains. It will sow suspicion and doubt where trust must be built and earned.

Because a thriving, diverse, and intellectually rigorous field of AI ethics is of such fundamental importance to safeguarding society’s legitimate democratic interests alongside technological advances, its researchers’ intellectual freedom requires special protection. While measured regulatory approaches will be necessary and helpful, it is ultimately a strong, open, and communicative global AI ethics community that can raise the standard of how corporations, universities, governments, and other stakeholders treat one of their most valuable assets in a rapidly changing economy. An economy, to be sure, that is built increasingly on and with the help of artificial intelligence. Therefore, it is incumbent upon all of us, all stakeholders, to play a part in coming together as a community, to demand and protect intellectual freedom in AI ethics research, whatever the setting. Explicitly, corporate responsibility towards protecting intellectual freedom of the researchers funded and employed by them cannot be a “nice to have”—it must be enshrined as a matter of principle. We experience a moment in history, and an opportunity to do the right things, that may never return.
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