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Abstract:
We introduce SCOD (Sensory Commutativity Object Detection), an active method for movable and immovable object detection. SCOD exploits the commutative properties of action sequences, in the scenario of an embodied agent equipped with first-person sensors and a continuous motor space with multiple degrees of freedom. SCOD is based on playing an action sequence in two different orders from the same starting point and comparing the two final observations obtained after each sequence. Our experiments on 3D realistic robotic setups (iGibson) demonstrate the accuracy of SCOD and its generalization to unseen environments and objects. We also successfully apply SCOD on a real robot to further illustrate its generalization properties. With SCOD, we aim at providing a novel way of approaching the problem of object discovery in the context of a naive embodied agent. We provide code and a supplementary video.

1 Introduction

The role of active movement in object discovery is crucial in the cognitive development of children [7, 17] and is considered a key aspect in theories of perception [11]. Children and animals gradually construct their perception of the environment, relying on basic mechanisms such as eyes movement and motor babbling [2]. By actively interacting with its environment and observing the resulting changes in sensory stimuli, the subject gradually learns about the boundaries, objects, and free spaces of its environment.

The learning scenario we consider consists in embodied agents situated in realistic environments, i.e. agents that face partial observability, coherent physics, first-person view with high-dimensional state space, and low-level continuous motor (i.e. action) space with multiple degrees of freedom. These embodied agents, act in such environments by producing a stream of sensorimotor data, composed of successions of motor states and sensory information. The agent actively moves in the environment to manipulate this stream of data and learn about its surroundings.

The present work introduces an object discovery method for such embodied agents termed SCOD (Sensory Commutativity Object Discovery), based on movement and the sensory commutativity properties of action sequences. Starting from the sensory commutativity experiment (SC-experiment) [6], which consists in playing an action sequence in two different orders from the same starting point, we aim at extracting information about what the agent can interact with in the environment.

We assess commutativity properties by comparing the two final observations \((obs_1, obs_2)\) obtained after each sequence. Based on previous work that study sensory commutativity [24, 22], we posit that there are three potential outcomes when comparing \(obs_1\) and \(obs_2\): they are either completely different, identical, or identical up to moved objects. We thus provide the agent with a basic ability: being able to compare two images. The agent acquires this skill in a pre-training phase where a mask predictor is learned, which architecture is based on optical flow prediction. Studies in cognitive science indicate that children are capable of doing this differentiation at a very young age (1 month old) [18, 17], so equipping the naive agent with this basic ability is a reasonable assumption. The
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Figure 1: Intuition for our approach SCOD for object discovery. 3 scenarios are possible after a SC-experiment (i.e. playing an action sequence in two different orders from the same starting point), depending on the surroundings of the agent. If the agent is surrounded by free-space then the two final observations $obs_1$ and $obs_2$ will be identical, whereas if it is surrounded by immovable objects (walls, sofa) then $obs_1$ and $obs_2$ will probably be different (because of the different interactions with the immovable objects). If the agent is surrounded by movable objects, $obs_1$ and $obs_2$ will be identical up to moved objects that have been interacted with in different manner in the two action sequences.

mask predictor takes two images as input, and outputs two masks corresponding to what has moved between the two observations. Combining the mask predictor and the SC-experiments allows the agents to discover immovable and movable objects in its surroundings. The intuition behind the approach are presented in Fig.1 and on the supplementary video.

We use the iGibson interactive environment [28] for simulating this embodied agent scenario. We control the 10-DOF robot Fetch [30], in iGibson’s 3D scenes reconstructed from real homes. Our results qualitatively and quantitatively showcase the accuracy and generalization properties of SCOD. We also provide a review on object detection and discovery, and compare our work to current state-of-the-art object detection methods, video object segmentation and tracking methods and methods from the robotics literature.

Our contributions are the following:

- We propose SCOD, a novel object discovery method based on sensory commutativity of action sequences.
- We demonstrate the accuracy and generalization properties of SCOD on 3D realistic robotic setups by using the Fetch robot in the iGibson interactive simulator. We also provide real-life generalization examples.
- We compare SCOD to the current landscape of object detection methods. We provide analysis and comparisons to better understand how novel the approach is.

2 SCOD: Object Discovery using Sensory Commutativity

2.1 Background on sensory commutativity

Our work is based on the concept of sensory commutativity, which studies the commutative properties of action sequences with respect to sensory information. It is concerned with the questions of how an embodied agent learns the properties of its environment and its own body. The theory has a proper theoretical grounding [22, 6] and has applications such as understanding the concept and dimensionality of space [23] or gaining information about the body of the agent [6].
Figure 2: Overview of our approach SCOD for object discovery. The agent plays an action sequence in two different order from the same starting point (SC-experiment). From the two resulting final observations \( (obs_1, obs_2) \), we aim at learning about objects in the surroundings of the agent, see Fig. 1 for the reasoning behind this idea. For that, a mask predictor is pretrained on procedurally generated data, and applied on \((obs_1, obs_2)\). The mask predictor outputs two binary "difference" masks that represent the semantic difference between \((obs_1, obs_2)\): either identical (all zeros), completely different (all ones) or identical up to moved objects (segmentation masks).

SCOD is based on the properties of sensory commutativity, learned through Sensory Commutativity-experiment (SC-experiment), which consists in having the agent play an action sequence in two different orders from the same starting point and comparing the two outcomes in observations (are the observations identical or not?). SC-experiments are usually the basis for studying sensory commutativity.

2.2 Motivation

We propose to rely on an analysis of the differences between the two observations \( obs_1 \) and \( obs_2 \) resulting from an SC-experiment.

We posit that comparing \( obs_1 \) and \( obs_2 \) leads to three possible outcomes from which the agent can learn about immovable and movable objects in the environment (these scenarios are illustrated in Fig. 1):

- \( obs_1 \) and \( obs_2 \) are different: the two action sequences from this starting position do not commute, because the robot interacted with immovable objects. Consider for instance the robot in a still stance with its arm straight such that the robot stand with a wall at its right. Rotating the base of the robot to the left then to the right would end up with observation \( obs_1 \), which is the same observation as the starting situation. Now if the robot rotates its base right then left, since it’s blocked by the wall from trying to right first, the robot will end up left to where it started, and it will observe \( obs_2 \neq obs_1 \). Using the position of the agent, we can now map immovable objects in the environment.

- \( obs_1 \) and \( obs_2 \) are identical: the two action sequences from this starting position commute, because the robot did not interact with anything in the environment (free movement). An example would be the same situation as in the last paragraph, but with a starting position where the robot is not next to a wall, and stands in a place where there is free space. Rotating left then right, or right then left yields the same observations \( obs_1 = obs_2 \). Using the position of the agent, we know that there are no objects in the current space around the robot.

- \( obs_1 \) and \( obs_2 \) are identical except for an object that has been moved: it’s the case where the robot has interacted with a movable object that did not block the robot’s movement. An example would be having the robot with a movable object to its right in its sight. Rotating left then right would leave no changes in observations, while rotating right then left would push the object out of its sight. Hence the two action sequences did commute, except for the object that has been moved. We can learn to detect this moving object and track it.
We therefore posit that from these outcomes, the robot can discover and map immovable and movable objects in the environment.

### 2.3 Object discovery method

In order to verify the aforementioned intuition, the robot needs to be able to perform an SC-experiment and then detect: 1) if the two resulting observations are identical or not, 2) if they are identical except for the parts of an image corresponding to an object that moved. For that, we equip the agent with a vision system that gets two observations as input and outputs two masks which will be all zeros if the two observations are identical, all ones if they are different, and the mask of an object if this object moves. Children are capable of this at a very young age so we consider this ability as innate and not acquired [18, 17].

**Mask predictor training.** We thus train a neural network (whose architecture is discussed in the next section) with generated data to predict those two masks with two observations as input. We refer to this model as the “mask predictor”. The data to train this model is collected by starting at a random position in the environment (observation $obs_1$) and then collecting data for the three possible outcomes.

- no difference: it suffices to keep the same observation and the corresponding masks are all zeros. The data is $(obs_1 + \text{all zeros mask}, obs_1 + \text{all zeros mask})$.
- completely different: we move the robot and get a different observation $obs_2$, the corresponding masks are all ones. The data is $(obs_3 + \text{all ones mask}, obs_2 + \text{all ones mask})$.
- no difference except moved objects: we randomly disturb the orientation and position of some movable objects and get a new observation $obs_2$ identical to $obs_1$ up the moved objects. The data is $(obs_1 + \text{moving objects mask}, obs_2 + \text{moving objects mask})$

The resulting dataset is illustrated in Fig.3.

![Figure 3: Top: dataset for training the mask predictor. Bottom: inference results on data collected with SC-experiments (each image is the result of one action sequence). The dataset is procedurally generated to simulate the three possible scenarios resulting from a SC-experiment. Left: scenario where there are no changes in the observations. Middle: scenario where the observations are different. Right: scenario where the observations are identical up to moved objects.](image)

**Object discovery inference.** Once the mask predictor is trained, we place the agent in a random position in the environment and perform SC-experiments where we let it play an action sequence in different orders from the same starting point. Then, the goal is for the agent to detect immovable and movable objects using the generated data from the SC-experiments and the mask predictor.

To summarize, our object discovery method SCOD is divided in two steps:

- Step 1: Train the mask predictor on procedurally generated data.
- Step 2: Discover movable and immovable objects by letting the agent perform SC-experiments and use the trained mask predictor on the resulting observations.
3 Experimental setup

3.1 Simulation and environment

We use the iGibson interactive environment [28] for simulating this embodied agent scenario. This simulation has various realistic indoor environments captured inside human habitations and numerous objects to interact with. In our experiments, we control Fetch, a 10-DOF real robot [30] equipped with a 7-DOF articulated arm, a base with two wheels, a lifttable torso and a RGB camera in its eye.

3.2 Mask predictor training (step 1)

Architecture choice reasoning. Predicting the masks given the observations is a process similar to predicting the optical flow of two consecutive frames in a video. In this problem, the state-of-the-art neural network architecture predict the optical flow field ($2 \times W \times H$) using two consecutive RGB frames of a video as input ($2 \times 3 \times W \times H$). The optical flow field is a projection of the motion field, i.e. the real world 3D motion between the two frames. Thus, the optical flow field corresponds to the displacement of pixels between the two frames. This type of architecture is adapted to our problem since we aim at predicting two binary masks ($2 \times W \times H$), using the two final observations ($obs_1, obs_2$) from the SC-experiment as input ($2 \times 3 \times W \times H$). The mask predictor estimates the displacement of objects between the two frames, a similar goal as in optical flow prediction.

For selecting the architecture, we first tested the FlowNet-S architecture [10], a popular baseline for optical flow prediction, as a proof of concept. We then adopted the state-of-the-art RAFT model [29], which performed better. We provide comparisons of the two model performances in the experiments.

Datasets. For training the mask predictor, we procedurally generate 40k training data in the format of tuples ($obs_1, obs_2, mask_1, mask_2$), as described in Sec.2.3. We use the Placida environment, augmented with 40 objects from the YCB object benchmark [5].

Training. For both the Flownet and RAFT model, we train the models using the same architecture and optimization process as proposed by their authors, except for the loss function and the output activation function. We change the loss function to a binary cross-entropy loss between the ground truth mask and the output mask of the network. We select the sigmoid function as output activation function so that the model outputs binary masks instead of the original optical flow map output ($2 \times W \times H$). All training details are available in the original open-source implementations we used.\(^2\)

\(^2\)Link to RAFT and link to FlowNet implementations
3.3 Object discovery using SC-experiments (step 2)

SC-experiments. The second part of our object discovery pipeline is to compute SC-experiments and use the trained mask predictor. For the SC-experiments, we play an action sequence in two different orders from the same starting point. We do this by resetting the environment between two action sequences.

To illustrate our results, the action sequences we consider are composed of random (sign, amplitude) motor commands for the DOF of the arm that is closest to the body of the agent. Each action is applied for $\frac{1}{10}$th of a second, and the length of action sequences is set to 20. Note that the choice of DOF is arbitrary, and any other DOF would have worked also. Yet, for illustrative purposes, this DOF empirically allows to have a well balanced mix of all the three possible scenarios of the SC-experiments.

We test our object discovery method in the Placida environment, as well as different environments not seen during training, such as the Bolton or RS environment. Similarly, in the object discovery step, the objects to detect are not necessarily seen during training, and come from the YCB object benchmark [5].

Evaluation. For qualitative and quantitative evaluation, we manually create a test set with 50 tuples $(obs_1, obs_2, mask_1, mask_2)$ of the three possible scenario resulting from a SC-experiment. We cannot construct this dataset automatically, as the mask has to be manually created by either assessing if the two observations are different or identifying which object has moved between the two observations. Using this dataset, we can first assess the prediction accuracy among the three possible outcomes of a SC-experiment.

In the case where an object has moved (see example in lower right corner of Fig.3), we can further analyze the accuracy of the predicted mask using the Jaccard index, or Intersection over Union (IoU), which is usually used in object segmentation literature [1]. It quantifies the overlap between predicted ($p_1, p_2$) and ground-truth ($gt_1, gt_2$) masks. It is defined as $IoU_i = \frac{|p_i \cap gt_i|}{|p_i \cup gt_i|}$.

4 Results

Our results are best illustrated in video, which we provide as supplementary material\footnote{https://youtu.be/Bc5fwZH-CQU}. We now present a qualitative and quantitative evaluation of the results.

Table 1: Quantitative results for movable objects, immovable objects and free space detection using Flownet and RAFT architecture for the mask predictor. Both methods are tested on a test set for training, and on a test set for generalization to unseen environments and objects.

| Mask predictor | Generalization test set |
|----------------|-------------------------|
|                | Movable object | Immovable object | Free space | Movable object | Immovable object | Free space |
| FlowNet        | 0.84 (IoU) | 66.3% (accuracy) | 95.9% (accuracy) | 0.61 (IoU) | 73.0% (accuracy) | 99.3% (accuracy) |
| RAFT           | 0.97 (IoU) | 90.4% (accuracy) | 96.1% (accuracy) | 0.84 (IoU) | 90.9% (accuracy) | 96.6% (accuracy) |

4.1 Quantitative results

We present the quantitative results on the manually collected test set in Tab.1 (see non-generalization test set column). With the RAFT architecture for the mask predictor, we reach an average Jaccard index of 0.97 for movable object detection and respectively 90.4% and 96.1% for immovable object and freespace detection. These results highlights the efficiency of SCOD for all three tasks.

Regarding the choice of mask predictor architecture, RAFT overall performance is significantly better than than FlowNet. This justifies the adoption of RAFT for the mask predictor. We also provide qualitative comparison of RAFT vs. Flownet predictions in App.A which further highlights the superiority of RAFT in the accuracy of prediction.
4.2 Qualitative results

Can SCOD detect movable objects? Results presented in Fig.3 & 4 illustrate that using the mask detector with the outcome of these SC-experiments allows to detect objects that have been moved. Note that the mask detector only detects objects that have moved between the two resulting observations, rightfully ignoring the other potential objects that were not moved.

Object tracking after detection. After this detection, we can then use semi-supervised tracking algorithms in order to track the detected object. The results are illustrated in App.B and in the supplementary video\(^3\). These methods takes as input a video and the object mask of the first frame. We predict the first mask using SCOD, and then track the detected object using Space-Time memory networks [21]. We obtain a quasi-perfect automatic tracking of the detected object.

Can SCOD detect immovable objects and free spaces? Results presented in Fig.3 illustrate that the mask predictor is also able to accurately predict when the observations are different or identical. By isolating those two cases from the case where only one or a few objects have moved, we can map the starting position of the agent with the probability that an SC-experiment will commute. In Fig.5, each dot represent a starting position, and the dot’s color is the probability of observing the outcome "different" when playing a SC-experiment at this position (darker is higher). Regions with dark dots correspond to regions where there are walls and immovable objects in the way of Fetch’s arm, whereas regions with white dots correspond to free spaces.

Indeed, in the kitchen part (room at the top), the space is cramped and so most of the positions indicate low commutation probability (less than 0.4) because of the interactions induced with the furniture. In the living room (main room) and the bedroom (at the left), most empty space show high probability (around 0.8 and 1.0). We thus obtain a mapping of immovable objects and free spaces using SCOD predictions.

4.3 Generalization study

Does SCOD generalize to unseen environments and objects? In principle, SCOD only relies on having a precise mask predictor, which could thus work in any environment, any objects and any field of view. We thus performed a generalization study of our method. We manually created a generalization test set (150 instances) with data consisting of objects, environments and field of view that were not shown during training. For this study, we selected the Bolton environment, 20 objects from the YCB benchmark that were not shown during training, and a bigger field of view (90 versus 45 for training). In Fig.4 and Tab.1, we show results for the generalization study, which indicate that the mask predictor can indeed be used with environments, objects, and field of view that have been not shown during training.

Qualitatively, the mask predictor is able to precisely predict which objects has moved, regardless of the shape of the object, and of the nature of the background and field of view. Quantitatively, the precision of SCOD shows strong generalization. We reach an average Jaccard index of 0.84 for movable object detection. For immovable object detection and freespace detection, the performance is similar between the generalization and non-generalization test set. Hence, the low performance drop between in-distribution and out-of-distribution test sets allows us to conclude that SCOD generalizes to new environments, objects and field of view.

Real robot generalization. As a last generalization test, we performed SC-experiments in real-life by using a Turtlebot robot. Qualitative results are presented on Fig. 9 in Appendix D and illustrated on the supplementary video\(^3\). We use the same mask predictor, which has been trained on synthetic images solely, and we obtain satisfying qualitative results. The methods seems able to bridge the reality gap.
5 Related work

5.1 Passive object detection

Object detection on still images. Passive object detection method rely on largely annotated databases of object classes that allow to train fast and accurate predictive models for bounding boxes and segmentation masks. Pascal VOC [9] and COCO [19] are examples of the most used datasets, and popular methods like Mask R-CNN [16] or YOLO [25] and their variants have shown to be very efficient at solving object detection and segmentation tasks.

These models are by far the most used in practice: they are extremely useful for a number of real-life applications. Yet, these methods are not suited for open-ended object detection for an agent. The methods are not object-agnostic: they detect objects based on their similarity to objects seen during training. Objects exists in various shapes, colors and sizes in open-world exploration, and while a sufficiently large datasets might do the trick, this design does not seem suited for this type of experience.

5.2 Active object detection

In robotics, there is a large body of work on active object detection (AOD) [4], which is closer to SCOD. The goal is generally to perform active movements, such as poking and pushing in order to learn about movable objects. AOD methods are either based on fix viewpoint or first-person viewpoint.

AOD with fixed viewpoint. In the fix viewpoint scenario, we usually find a robotic arm (without a body or head) in front of a table with multiple objects to interact with [27, 13, 20, 12, 8]. This particular setup is the most common in AOD, as it has many real-life applications (in logistics for instance). However, it comes with constrains that do not apply to embodied agents, who face first-person viewpoints with partial observability of scenes.

AOD with first-person viewpoint. This setup is the closest to ours. The most common strategy is for the agent to push an object and then update its knowledge of movable objects [3, 26]. This movement is complex for a robot with multiple DOF, which is why this movement is pre-programmed in those methods. In SCOD, we propose an alternative that only relies on random movements and do not make assumptions about available manipulation movements. Also, some methods do not use RGB as input for the object detection methods, but instead 3D cameras [31]. This enhanced input allows to perform object detection in real time, which might be useful for application but does not resolve the problem of learning visual perception from RGB images.

6 Discussion and conclusion

Limitations. We deployed SC-experiments in real-life with Turtlebot as a demonstration, but there are a few difficulties for a more advanced real-life deployment of SCOD. We need the agent to play two action sequences from the same starting point. In real-life, the method has to overcome stochasticity and irreversible actions (e.g. breaking a glass) which break that assumption. Also, if an object is moved, you would have to place it back to its original position. However, this could be countered by learning an accurate forward model of the environment that allows the agent to predict what will happen when it plays an action sequence. The forward model would act as a proxy for one of the sequence, and the robot would perform the other sequence in real life, therefore performing SC-experiments by comparing real experience with imagination. Recent works have made significant progress in this direction [14, 15]. We believe this is an important future work for using sensory commutativity to build perception for artificial agents. Finally, we also discuss in Appendix C the algorithm design alternatives for the SCOD algorithm.

Conclusion. We proposed SCOD, an object detection method based on sensory commutativity of action sequences. By playing an action sequence in two different orders from the same starting point, and comparing the two resulting observations using a mask predictor, the agent can learn a segmentation mask of movable objects, and detect walls, immovable objects and free spaces. SCOD departs from usual passive object detection methods, and provide a novel approach for active object detection in embodied scenarios.
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### A Flownet vs RAFT mask prediction qualitative comparison

In Fig.6, we provide a qualitative comparison between object mask prediction of Flownet and RAFT. Both models are able to detect the moved object, hence they are suited for the SCOD method. However, the quantitative gap shown in Tab.1 is explained by the higher accuracy of RAFT over Flownet. The exact shape of the objects is not perfectly captured by Flownet. On the contrary, RAFT is often able to predict the exact shape of the moved objects.

![Comparison of mask predictions between Flownet and RAFT. While Flownet is able to roughly predict the object mask, RAFT has a better accuracy.](#)

### B Object tracking results

Fig.7 illustrates the detection + tracking pipeline using SCOD and STM [21]. Video illustrations are also available in the supplementary video joint to the paper.

![Object detection and tracking pipeline. We first use SCOD to detect an object, and use the learned mask to track it using STM, a semi-supervised video object segmentation algorithm.](#)

---

4https://youtu.be/Bc5fwZHQJCU
C Algorithm design alternatives

We question design choices in the SCOD algorithm. First, we question the use of SC-experiments compared to simpler alternatives such as just playing an action sequence and comparing the first and last observations. This method would rarely detect objects because most experiments would result in a complete image change where the SC-experiments would highlight only a particular object, as illustrated in Fig.8. Another alternative would be to start in a position, play an action sequence, and then go back to this starting point and compare what’s changed. While this approach would be comparable for movable object detection, this would not allow detecting immovable objects and free-space.

Second, an alternative to the use of a mask predictor would be to use a naive image subtraction between the two observations resulting from the SC-experiment. However, if one object has moved, the naive image subtraction results in two masks (one for each position of the object that has moved). These masks can overlap, and thus be hard to distinguish. Then if more than one object has moved, the subtraction will prove difficult to interpret. This issue is illustrated in Fig.8. We initially tried this, and then switched to the mask predictor which ended up being more efficient.

| SCOD ALTERNATIVES |
|-------------------|
| X Comparing first and final observation |
| final observation 1 |
| first observation |
| final observation 2 |
| Naive subtraction instead of mask predictor |
| final observation 1 |
| final observation 2 |
| Naive subtraction |

Figure 8: Algorithm design alternatives for SCOD. Comparing first and last observations fails, or replacing the mask predictor by naive subtraction are not viable options, which justifies the use of SC-experiments and mask predictor in SCOD. For comparison we provide the masks computed by SCOD over the final observations.

D Real robot results illustration
Figure 9: Object detection on Turtlebot using SCOD: the robot performed a SC-experiment which led to a moved object that is detected by SCOD, see supplementary video. We present the two resulting observations from the SC-experiment, and the predicted masks below. The algorithm has solely been trained on synthetic images, and generalizes to real-life scenarios.