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Abstract
In recent years, an approach to extremum seeking control made it possible to design control vector fields that lead to asymptotic stability of the minimum point provided that the minimum value of the function is known a priori. In this work we aim to relax that assumption. We propose an extremum seeking control law that converges to the minimum point with vanishing control oscillations, without access to the minimum value of the cost function. We provide a numerical example to support our results.
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1 Introduction
Extremum seeking control is an adaptive control technique that drives the steady-state response of a dynamical system to a neighborhood of the minimum point of a cost function in the absence of direct access to gradient information. For more details, the reader is referred to [1,14,19,21] and the references therein. In this paper, we focus on extremum seeking systems that exploit high amplitude, high frequency, sinusoidal signals. This type of signal is prominently used in motion planning of nonholonomic systems [7,10,13], and techniques from averaging theory are typically applied for analysis [11,12]. The first connection to the motion planning framework appears in the reference [4]. Thenceforth, several authors have contributed to this line of work, e.g. [2,3,5,6,9,15–18,20].

Traditional extremum seeking [4,8] suffers from persistent oscillations of the steady state response around the minimum point. A solution was proposed in [16], where the authors extended the averaging techniques in [11] to nonsmooth systems, which enabled analysis for a set of nonsmooth control vector fields with useful properties such as vanishing at minimum points. A different set of nonsmooth control functions was proposed in [20], which allowed asymptotic stability of the minimum point. Later, it was shown in [6] that both sets of control functions proposed in [16,20] belong to a unifying class of generating vector fields. Nevertheless, one of the main assumptions in all these efforts [5,6,16,20] to guarantee asymptotic convergence to the minimum is that the function value at the minimum point is known a priori. This was pointed out explicitly in several locations, for instance in [5,6].

The contribution of this paper is to provide an extension of the results highlighted so far to the case when the minimum value of the function is unknown. Specifically, we prove asymptotic convergence to the minimum point with bounded amplitude and frequency, for all initial conditions in a subset of the epigraph of the cost function.

2 Main Theorem

Notations: We use bold characters to distinguish vectors and vector valued maps from scalars. Let $D \subset \mathbb{R}^n$ be a subset. We denote the set of $k$-times continuously differentiable real-valued functions on $D$ by $C^k(D;\mathbb{R})$. We denote by $e_j$ the $j^{th}$ canonical unit vector in $\mathbb{R}^n$. The set of vector fields with regularity $\nu \in \mathbb{N}$ on $\mathbb{R}^n$ is denoted by $\Gamma^\nu(\mathbb{R}^n)$. The Lie derivative of a function $g \in C^1(\mathbb{R}^n;\mathbb{R})$ along a vector field $f \in \Gamma^\nu(\mathbb{R}^n)$ is written as $L_f g(x)$. The Lie bracket between two vector fields $f_1, f_2 \in \Gamma^1(\mathbb{R}^n)$ is computed as $[f_1, f_2](x) = J_{f_2}(x)f_1(x) - J_{f_1}(x)f_2(x)$, where $J_f(x)$ is the standard Jacobian of $f$ in the $x$-coordinates.
Let $D \subset \mathbb{R}^n$ be a bounded subset with a nonempty interior. Suppose that $J : D \to \mathbb{R}$ is a cost function that has the following properties:

**Assumption 2.1.** Assume that $J \in C^3(D; \mathbb{R})$ and there exists a unique point $x^* \in D$, such that $J(x) = J(x) - J^* > 0 \forall x \neq x^*$, where $J^* = J(x^*)$ and

$$\begin{align*}
\kappa_1 J(x)^{2-\frac{m}{n}} &\leq \|\nabla J(x)\|^2 \leq \kappa_2 J(x)^{2-\frac{m}{n}} \quad \text{and} \\
\gamma_1 J(x)^{1-\frac{m}{n}} &\leq \|\nabla^2 J(x)\| \leq \gamma_2 J(x)^{1-\frac{m}{n}}
\end{align*}$$

where $\kappa_i, \gamma_i > 0$ and $m \geq 1$.

Next, define the epigraph and strict epigraph of $J$

$$\begin{align*}
epi(J) &= \{(x, z) \in D \times \mathbb{R} | J(x) - z \leq 0 \}  \\
\epi_s(J) &= \{(x, z) \in D \times \mathbb{R} | J(x) - z < 0 \},
\end{align*}$$

Let $\theta = (x, z) \in \epi_s(J)$, and define the functions $g_i : \epi_s(J) \to \mathbb{R}$, $i \in \{1, 2, 3\}$

$$\begin{align*}
g_1(\theta) &= \tilde{J}(x) - J_0, \quad g_2(\theta) = z - J^* - z_0 \\
g_3(\theta) &= \frac{\tanh(\tilde{J}(x)^{2-\frac{1}{n}})}{z - J(x)} - y_0
\end{align*}$$

(2.1)

where $J_0, y_0, z_0$ are positive constants. Let $\epsilon > 0$ and define the domains

$$\begin{align*}
\Delta_0 &= \{ \theta \in \epi_s(J) | g_i(\theta) \leq 0, \forall i \in \{1, 2, 3\} \} \\
\Delta_\epsilon &= \{ \theta \in \epi_s(J) | g_i(\theta) \leq \epsilon, \forall i \in \{1, 2, 3\} \}
\end{align*}$$

Let $\Lambda$ denote the set of all ordered pairs $(j, s)$, where $j \in \{1, \ldots, n\}, s \in \{1, 2\}$. Then, consider the dynamical system

$$\begin{align*}
\dot{\theta} &= f_0(\theta) + \sum_{\lambda \in \Lambda} f_\lambda(\theta) u_\lambda(t) \\
f_0(\theta) &= -(z - J(x)) e_n + 1 \\
f_{j,s}(\theta) &= F_j(z - J(x)) e_j
\end{align*}$$

(2.2)

and the functions $u_{j,1}, u_{j,2}$ (the dithers) are given by

$$\begin{align*}
u_{j,1}(t) &= 2\sqrt{\pi}\omega_j \sin(2\pi \omega_j t) \\
u_{j,2}(t) &= 2\sqrt{\pi}\omega_j \cos(2\pi \omega_j t)
\end{align*}$$

(2.3)

where $\omega \in (0, \infty)$, $\omega_j \in \mathbb{N}$, $\forall j \in \{1, 2, \ldots, n\}$, and the functions $F_1(\cdot), F_2(\cdot)$ are given by:

$$\begin{align*}
F_1(y) &= \sqrt{y} \sin(\log(y)) \\
F_2(y) &= \sqrt{y} \cos(\log(y))
\end{align*}$$

(2.4)

Note that other choices for $F_1(\cdot)$ are possible [6]. Also note that the second equation in system (2.2) is similar to the approach in [17].

**Theorem 2.2.** Suppose that the function $J$ satisfies Assumption 2.1, and consider the system defined by (2.2), (2.3) and (2.4). Fix a choice for the collection of frequencies $\omega_j \in \mathbb{N}$, $\forall j \in \{1, 2, \ldots, n\}$ such that $\forall i \neq j$, $\omega_i \neq \omega_j$. Then, $\exists \omega^* \in (0, \infty)$ such that $\forall \omega \in (\omega^*, \infty)$, $\forall \theta(0) \in \Delta_0$ we have:

$$\begin{align*}
(1) \quad &\theta(t) \in \Delta_\omega, \forall t \in [0, \infty), \\
(2) \quad &\theta(t) \to (x^*, J^*) \; \text{as} \; t \to \infty.
\end{align*}$$

**PROOF.** The proof is in appendix B. Note that we outline a procedure to estimate a sufficiently high frequency $\omega^*$ in Lemmas A.2 and A.3.

**Remark 2.3.** Since $J(x(0))$ is available via measurement, it is always possible to place $z(0)$, which is an internal state of the controller, such that the initial condition strictly lies in $\Delta_0$. We emphasize that this does not require additional information other than online measurement of the function value.

3 Numerical Simulations

**Example 3.1.** Let $x \in \mathbb{R}^2$, and consider the dynamical system

$$\begin{align*}
\dot{x} &= A(t)(x - x^*) + Bu \\
J(x, t) &= \frac{3}{2} \|x - x^*\|^2 + 5(1 + \exp(-t))
\end{align*}$$

(3.1)

where $u \in \mathbb{R}^2$ is the control input, $x^* = (1, -1)$, and

$$A(t) = \begin{bmatrix} \cos(t)^2 & \sin(t)^2 \\ -\sin(t)^2 & \cos(t)^2 \end{bmatrix}, \quad B = \begin{bmatrix} 1 & 1 \\ -1 & 1 \end{bmatrix}$$

![Fig. 1. (left): Illustration of $\Delta_\omega, \Delta_\epsilon$ and sample trajectories, (right): Numerical results of Example 3.1 for the approach in [6] (top), and our approach (bottom)](image)

The numerical results for the proposed control law are shown in Fig.(1), where we used the initial conditions $x(0) = (-3, 3)$, $z(0) = J(x(0)) + 3 = 61$, and the frequency parameters $\omega = 4$, $\omega_1 = 1$, $\omega_2 = 2$. 
Remark 3.2. We remark that the proposed method can tolerate bounded monotonic decrease of the minimum value of the function as demonstrated in the provided example. However, we emphasize that it does not tolerate general time-dependent variations of the cost function in the current formulation. This is due to the nature of the dynamic upper bound on the cost function (i.e., z(t)).

4 Conclusion and Future work

In this brief note, we propose an extension to extremum seeking control via Lie bracket approximations that allows asymptotic convergence to the minimum point for a cost function in the absence of information on its minimum value. The proposed control law leads to bounded control signals that vanish as the system converges to the minimum point, and bounded frequency of oscillation. We also provide a procedure to obtain an estimate on the required frequency. Numerical simulations show that similar results may hold for the case of a dynamic cost function under appropriate assumptions on the dynamics.
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Appendix A Preliminary Results

Consider the Initial Value Problem (IVP)

$$\dot{\xi}(t) = f_0(\xi(t)) + \sum_{\lambda \in \Lambda} f_\lambda(\xi(t)) u_\lambda(t), \quad \xi(0) \in \Xi_0 \quad (1.1)$$

where $\Xi_0 \subseteq \Xi \subseteq \mathbb{R}^n$, $\Lambda$ is the set of all ordered pairs $(j, s)$, $j \in \{1, 2, ..., n\}$, $s \in \{1, 2\}$, $f_0, f_\lambda \in \Gamma^2(\Xi)$ and the dither signals $u_\lambda(\cdot)$ are defined by Eq. (2.3)

Lemma A.1. [4,11,17] Let $g \in C^3(\Xi; \mathbb{R})$. Then, for every solution $\xi : I \rightarrow \Xi$ of (1.1), the function $g \circ \xi : I \rightarrow \mathbb{R}$ satisfies

$$g(\xi(t))|_{t_1}^{t_2} = R_1^g(\xi(t), t)|_{t_1}^{t_2} + \int_{t_1}^{t_2} \left(F^g(\xi(t)) + R_2^g(\xi(t), t)\right) dt$$

where $I$ is the interval of existence and uniqueness of $\xi(\cdot)$, $t_1, t_2 \in I$, $t_2 > t_1$, and

$$F^g(\xi) = L_{f_0} g(\xi) - \sum_{j=1}^n L_{f_{j,1}} L_{f_{j,2}} g(\xi)$$

$$R_1^g(\xi, t) = \sum_{\lambda \in \Lambda} L_{f_0} g(\xi) U_\lambda(t)$$

$$R_2^g(\xi, t) = -\sum_{\lambda \in \Lambda} L_{f_0} L_{f_\lambda} g(\xi) U_{\lambda_1, \lambda_2}(t)$$

Remark 3.2. Let $\Xi \subseteq \mathbb{R}^n$, $g_i \in C^3(\Xi; \mathbb{R}) \forall i \in \{1, 2, ..., r\}$. Let $\epsilon > 0$ and define

$$\Delta_0 = \{\xi \in \Xi | g_i(\xi) \leq 0, \forall i \in \{1, 2, ..., r\}\}$$

$$\Delta_\epsilon = \{\xi \in \Xi | g_i(\xi) \leq \epsilon, \forall i \in \{1, 2, ..., r\}\}$$

and the subsets $\Delta^*_i = \{\xi \in \Delta_\epsilon | 0 \leq g_i(\xi) \leq \epsilon\}$. Suppose that $\forall i \in \{1, 2, ..., r\}$, whenever $\xi \in \Delta_i$ the following bounds hold

$$\|R_1^g(\xi, t)\| \leq \frac{c_1^{g_i}}{\sqrt{\omega}}, \quad \|R_2^g(\xi, t)\| \leq \frac{c_2^{g_i}}{\sqrt{\omega}}, \quad F^g(\xi) \leq -b^{g_i}$$

$\forall t \in \mathbb{R}$, where $c_1^{g_i}, c_2^{g_i}, b^{g_i} > 0$ are constants. Then $\exists \omega^* \in (0, \infty)$ such that $\forall \omega \in (\omega^*, \infty)$, $\forall \xi(0) \in \Delta_0$ and maximal solution $\xi : I \rightarrow \Delta_\epsilon$ for the IVP (1.1), where $0 \in I = (t^*_\epsilon, t^*_\epsilon)$,

$$\limsup_{\tau \rightarrow t^*_\epsilon} g_i(\xi(\tau)) < \epsilon, \forall i \in \{1, 2, ..., r\}$$

Proof. Fix $\delta \in (0, \epsilon)$. If $g_i(\xi(t_1)) < \delta, \forall t \in [0, t^*_\epsilon)$, the proof is complete. If not, then, by continuity of $g_i \circ \xi$ and the Intermediate Value Theorem, $\exists t_1, t_2 \in I, t_2 > t_1 \geq 0$, where $g_i(\xi(t_1)) = 0, g_i(\xi(t_2)) = \delta,$ and $\xi(t) \in \Delta_i, \forall t \in [t_1, t_2]$. Using the bounds on $R_1^g, R_2^g, F^g$, and Lemma A.1, we get

$$g_i(\xi(t_2)) \leq g_i(\xi(t_1)) + \int_{t_1}^{t_2} \left(-b^{g_i} + \frac{c_2^{g_i}}{\sqrt{\omega}}\right) dt$$
We define
\[ \omega^* = \max_{i \in \{1, 2, ..., r\}} \left\{ \left( \frac{2c_1^0}{\delta} \right)^2, \left( \frac{c_2^0}{\delta} \right)^2 \right\} \]
and observe that \( \forall \omega \in (\omega^*, \infty), \forall i \in \{1, 2, ..., r\}, \) we have
\[ g_i(\zeta(t_2)) < \delta \implies \limsup_{\tau \to t_2^-} g_i(\zeta(\tau)) < \epsilon. \]

Note that \( \omega^* \) in the proof of Lemma A.2 gives an estimate of the required frequency of oscillation in terms of the constants \( c_1^0, c_2^0, b_0, \) and a choice of \( \delta \in (0, \epsilon). \) Thus, to choose a sufficiently large frequency, one needs to know the constants \( c_1^0, c_2^0, b_0. \) In the next lemma, we outline a procedure to estimate these constants under Assumption 2.1 for the static case. In fact, for a general dynamical system, if one can establish these bounds on the remainders, then the conclusions of Theorem 2.2 hold, as demonstrated by the numerical results provided above.

**Lemma A.3.** Consider the system (2.2) and the functions (2.1). Then, there exists constants \( c_1^0, c_2^0 > 0 \) such that, \( \forall \theta \in \Delta_3, i \in \{1, 2, 3\} \) and \( \forall t \in \mathbb{R}: \)
\[ \| R_1^0(\theta, t) \| \leq \frac{c_1^0}{\sqrt{\omega}}, \quad \| R_2^0(\theta, t) \| \leq \frac{c_2^0}{\sqrt{\omega}}. \]

**PROOF.** Via direct integration, the following bounds can be established
\[ |U_{\lambda_1}(t)| \leq \frac{a_1}{\sqrt{\omega}}, \quad |U_{\lambda_1, \lambda_2}(t)| \leq \frac{a_1}{\omega}, \]
\[ |U_{\lambda_1, \lambda_2}(t)u_{\lambda_2}(t)| \leq \frac{a_1}{\sqrt{\omega}}. \]
\( \forall \lambda_1, \lambda_2, \lambda_3 \in \Lambda, \forall t \in \mathbb{R}, \) where \( a_1 \) depends on the choice of the frequencies \( \omega_j. \) Due to space constraints, we only show how to establish a bound on one of the highest order terms in \( R_2^0(\cdot, \cdot). \) The rest of the bounds can be established following the same approach. Let \( y = z - J(x). \) We compute
\[ L_{f_{i,1}}, L_{f_{i,1}}, L_{f_{i,1}}g_3(\theta) = \partial_3^3 g_3(\theta) F_1(y)^3 - 2 \partial_3^2 g_3(\theta) \times F_1(y) F_1(y)^2 \partial_3 J(x) - \partial_3^2 g_3(\theta) F_1(y)^3 \partial_3 J(x) + \partial_3 g_3(\theta) F_1(y)^2 \partial_3 J(x)^2 + \partial_3 g_3(\theta) F_1(y)^2 \times F_1(y) \partial_3 J(x)^2 - \partial_3 g_3(\theta) F_1(y)^3 \partial_3 y^2 J(x) \]
It can be shown by direct computation that, for \( y > 0, \) we have
\[ |F_1(y)| \leq \sqrt{y}, \quad |F_1'(y)| \leq \frac{2}{y^{\frac{1}{2}}}, \quad |F_1''(y)| \leq \frac{2}{y^{\frac{3}{2}}}, \quad |F_1'''(y)| \leq \frac{2}{y^{\frac{5}{2}}}. \]
\[ \partial_i g_3(\theta) = \left( 2 - \frac{1}{m} \right) \frac{J(x)^{1 - \frac{1}{\theta}}}{z - J(x)^{\frac{1}{\theta}}} \operatorname{sech} \left( \frac{J(x)^{2 - \frac{1}{\theta}}}{z - J(x)^{\frac{1}{\theta}}} \right)^2 + \frac{\tanh \left( J(x)^{2 - \frac{1}{\theta}} \right)}{z - J(x)^{\frac{1}{\theta}}} \partial_3 J(x) \]
\[ |\partial_i g_3(\theta)| \leq \frac{2}{\sqrt{\omega}} \left( \frac{J(x)^{1 - \frac{1}{\theta}}}{z - J(x)^{\frac{1}{\theta}}} |\partial_i J(x)| + \frac{J(x)^{2 - \frac{1}{\theta}} |\partial_i J(x)|}{z - J(x)^{\frac{1}{\theta}}} \right). \]
Using Assumption 2.1, we can see that
\[ |\partial_i J(x)| \leq \| \nabla J(x) \| \leq \sqrt{\kappa_2} J(x)^{1 - \frac{1}{\theta}} \]
Moreover, we know that
\[ \frac{\tanh( J(x)^{2 - \frac{1}{\theta}} )}{z - J(x)} \leq y_0 + \epsilon, \quad \forall \theta \in \Delta_3 \]
Thus, it holds that
\[ |\partial_i g_3(\theta)| \leq \sqrt{\kappa_2} (y_0 + \epsilon) \frac{J(x)^{2 - \frac{1}{\theta}}}{\tanh( J(x)^{2 - \frac{1}{\theta}} )} (2 + J(x)) \]
For \( \theta \in \Delta_3, \) we have \( J(x) \leq J_0, \) and \( |F'(y) F(y)| \leq 2. \) Thus, we have:
\[ |\partial_i g_3(\theta) F'(y) F(y) \partial_i J(x)| \leq a_2 \frac{J(x)^{2 - \frac{1}{\theta}}}{\tanh( J(x)^{2 - \frac{1}{\theta}} )} \]
where \( a_2 = \kappa_2 J_0^{1 - \frac{1}{\theta}} (y_0 + \epsilon) (2 + J_0). \) Finally, it can be shown that
\[ \frac{J(x)^{2 - \frac{1}{\theta}}}{\tanh( J(x)^{2 - \frac{1}{\theta}} )} \leq J(x)^{2 - \frac{1}{\theta}} + 1 \]
This leads to the bound:
\[ |\partial_i g_3(\theta) F'(y) F(y) \partial_i J(x)| \leq a_3 \]
where \( a_3 = a_2 (1 + J_0^{2 - \frac{1}{\theta}}). \) Following a similar approach, it can be shown that all the terms in the Lie derivative are bounded, \( |L_{f_{i,1}}, L_{f_{i,1}}, L_{f_{i,1}} g_3(\theta)| \leq a_4, \) where \( a_4 > 0 \) is the sum of all the bounds on the individual terms. Consequently, we have established the bound
\[ |L_{f_{i,1}}, L_{f_{i,1}}, L_{f_{i,1}} g_3(\theta) U_{(1,1),(1,1)}(t) u_{(1,1)}(t)| \leq a_5 \sqrt{\omega} \]
\( \forall \theta \in \Delta_3, \forall t \in \mathbb{R}, \) where \( a_5 = a_1 a_4 > 0. \) Following this procedure for each individual term in the remainders will give the explicit bounds on \( R_1^0, R_2^0, i \in \{1, 2, 3\} \) in terms of the constants \( \kappa_1, \kappa_2, \gamma_1, \gamma_2, \epsilon, J_0, y_0, \omega_j. \)
Appendix B  Proof of Main Theorem

PROOF. Let \( J_0 > 0 \) be such that the level set
\[
\mathcal{L}_{J_0} = \{ x \in \mathbb{R}^n \mid J(x) \leq J_0 \} \subset D
\]
Fix an \( \epsilon > 0 \), and let
\[
y_0 = \frac{1}{2\kappa_1}(1 + \sqrt{1 + 8\kappa_1\epsilon}), \quad z_0 > J_0 + y_0
\]
The functions \( F_s(\cdot), s \in \{1, 2\} \) are locally Lipschitz in \( \Delta_\epsilon \). Hence, absolutely continuous maximal solutions of (2.2) with \( \theta(0) \in \Delta_\epsilon \) exist and are unique. We consider a maximal solution \( \theta : I \to \Delta_\epsilon \) of (2.2) with \( \theta(0) \in \Delta_0 \) and apply Lemma A.1 to the functions \( g_i, i \in \{1, 2, 3\} \) defined by Eq. (2.1). The next step is to establish the bounds on \( F_{g_1}, R_{g_1}, R_{g_2} \) in Lemma A.2 for \( g_i(\cdot), i \in \{1, 2, 3\} \).

We note that the only remaining boundary in the definitions of \( \Delta_0, \Delta_\epsilon \) is the point \((x^*, J(x^*))\). Clearly \( \dot{z}(t) < 0 \). Moreover, we have that
\[
\dot{z} = -z + J(x) \geq -z + J(x^*) \implies \dot{z}(t) \geq \bar{z}(0)e^{-t} > 0
\]
where \( \bar{z}(t) = z(t) - J(x^*) \). Thus for any finite \( t^*_\epsilon > 0 \), we have that
\[
\lim_{\tau \to t^*_\epsilon} z(\tau) - J(x(\tau)) > 0
\]
This implies that \( \forall \omega \in (\omega^*, \infty) \), maximal solutions that start inside \( \Delta_0 \) do not escape \( \Delta_\epsilon \) in any finite time, hence \( 0, \infty \in I \). Moreover, since \( z(t) \) is bounded below and strictly decreasing, we have that
\[
\lim_{\tau \to +\infty} z(\tau) - J(x(\tau)) = 0
\]
Consequently, we see that due to the definition of \( g_3(\cdot) \), it must be true that
\[
\lim_{\tau \to +\infty} \eta(J(x(\tau))^2 - \frac{1}{\tau}) = 0 \implies \lim_{\tau \to +\infty} x(\tau) = x^*
\]
Combining all of the above, we conclude that
\[
\lim_{\tau \to +\infty} \theta(\tau) = (x^*, J(x^*))
\]
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