Rapid and Non-Destructive Analysis of Corky Off-Flavors in Natural Cork Stoppers by a Wireless and Portable Electronic Nose

José Pedro Santos 1,*, Isabel Sayago 1, José Luis Sanjurjo 1, María Soledad Perez-Coello 2 and María Consuelo Díaz-Maroto 2

1 Instituto de Tecnologías Físicas y de la Información (ITEFI), Consejo Superior de Investigaciones Científicas, Serrano 144, 28006 Madrid, Spain; i.sayago@csic.es (I.S.); jl.s.m@csic.es (J.L.S.)
2 Food Technology, Facultad de Ciencias y Tecnologías Químicas, Instituto Regional de Investigación Científica Aplicada (IRICA), Universidad de Castilla-La Mancha, 13071 Ciudad Real, Spain; soledad.perez@uclm.es (M.S.P.-C.); mariaconsuelo.diaz@uclm.es (M.C.D.-M.)

* Correspondence: jp.santos@csic.es; Tel.: +34-913918972

Abstract: This article discusses the use of a handheld electronic nose to obtain information on the presence of some aromatic defects in natural cork stoppers, such as haloanisoles, alkylmethoxypyrazines, and ketones. Typical concentrations of these compounds (from 5 to 120 ng in the cork samples) have been measured. Two electronic nose prototypes have been developed as an instrumentation system comprise of eight commercial gas sensors to perform two sets of experiments. In the first experiment, a quantitative approach was used whist in the second experiment a qualitative one was used. Machine learning algorithms such as k-nearest neighbors and artificial neural networks have been used in order to test the performance of the system to detect cork defects. The use of this system tries to improve the current aromatic defect detection process in the cork stopper industry, which is done by gas chromatography or human test panels. We found this electronic nose to have near 100% accuracy in the detection of these defects.
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1. Introduction

Cork stoppers are the main closures chosen to seal the wine bottles, and will influence the quality of the wine, mainly those that require long stays in the bottle. For this reason, the cork industry has strict quality systems, the goal of which is the total absence of defects. In this sense, one of the main problems of the cork industry is the detection of the defect known as “cork taint”.

Halogenated aromatic compounds have been identified as the typical cause of the “cork taint” defect, specifically the 2,4,6-trichloroanisol (TCA) and, to a lesser extent, 2,4,6-tribromoanisol (TBA) and 2,3,4,6-tetrachloroanisol (TeCA) [1,2]. However, apart from these halogenated derivatives, cork presents other volatile compounds with negative effects such as geosmin, with a strong smell of mold and wet earth, guaiacol with phenolic olfactory notes, 1-octen-3-ol and 1-octen-3-one, with a strong mushroom and earthy odor, or 2-methoxy-3,5-dimethylpyrazine (MDMP) with a characteristic musty and moldy odor [3–5].

Most of the cork industries have a gas chromatography system coupled with mass spectrometry, which allows the quantification of different corky off-flavors in cork stoppers. This technique needs a previous step of sample preparation, usually destructive and time-consuming, that sometimes requires the use of organic solvents, such as purge and trap, solid phase microextraction, soxhlet extraction, stir bar sorption, or pressurized fluids [5–7].

The control of the presence of typical and atypical compounds responsible for “cork taint” by chromatographic techniques is very useful, although due to their time-consuming
and destructive character, only can be applied to a representative sample of cork stoppers and cannot be included in the production lines. Also, some industries have a system for detecting olfactory defects by the human sense, with a great degree of subjectivity. In this sense, it is of special interest to introduce in the quality control of the cork industry a non-destructive analytical technique of the aroma that allows the rapid and precise analysis of many cork samples in a relatively short time. Among the available techniques, the electronic nose (Enose) stands out. An Enose is an instrument composed of a set of chemical gas sensors with partial specificity and an appropriate pattern recognition system, capable of recognizing simple or complex odors [8]. These sensors can be used for the analysis of volatile compounds in different matrices, by transducing chemical signals into electrical signals [9]. In the bibliography, there are several studies about the use of this analytical tool in the wine industry, including aging control, wine discrimination, or grape ripening monitoring [10–12]. However, there are practically no studies on their use in the cork industry. It is worth highlighting the determination of TCA in wines using a coupled system of headspace and mass spectrometry [13], or the use of a miniaturized sensor module to detect TCA in cork stoppers [14].

In this work, the feasibility of a small wireless and portable Enose (WiNOSE 6), capable of measuring up to eight microsensors, to detect typical and atypical off-flavor compounds in natural cork stoppers, has been studied. The selected compounds belong to three different chemical families, haloanisoles, alkylmethoxypyrazines and ketones, TCA, MDMP, and 1-octen-3-one, and they present a strong musty, moldy and earthy odor. The concentrations chosen to contaminate the corks were selected according to bibliographic data. Problematic batches of corks had until 14.0 ng per cork of TCA, while batches considered acceptable had values between 2.8 and 4.7 ng per cork [15]. Regarding MDMP, a value of less than 5 ng per cork is considered to present no risk of contamination, while concentrations greater than 15.1 ng per cork are a significant risk to the wine [5]. Finally, for 1-octen-3-one, similar concentrations were selected. This compound was chosen since it is one of the most frequent off-odor, after TCA, detected in tainted wines [16].

2. Materials and Methods

2.1. Cork Samples

Flower quality natural cork stoppers without sensorial deviant odors were kindly provided by Gruart La Mancha S.A. (Valdepeñas, Ciudad Real, Spain). The cork stoppers became contaminated, by triplicate, with increasing amounts (5, 15, 30, and 60 ng per cork) of 2,4,6-thichoroanisole (TCA) (Merck KGaA, Darmstadt, Germany), 2-methoxy-3,5-dimethylpyrazine (MDMP) (Enamine Ltd., Kyiv, Ukraine), and 1-octen-3-one (Merck KGaA, Darmstadt, Germany). In the case of 1-octen-3-one, the cork stoppers became contaminated with 5, 15, 30, 60, and 120 ng per cork. To reduce the atmospheric oxygen and prevent the volatile components from evaporation, once the cork stoppers were contaminated, they were stored under a vacuum in 150 μm thick food vacuum bags (TED packaging, Dongguan, China) until their analysis.

2.2. Electronic Nose

A schematic and a photograph of the Enose used (WiNOSE 6) are shown in Figure 1. The Enose is a handheld instrument that has the possibility to measure up to eight resistive microsensors. It is a stand-alone instrument with all the fluidics elements to take samples from the outside (pump, electrovalve). A disposable filter allows a clean air path to establish a baseline for the sensors. Temperature and humidity are measured both inside the sensors chamber and outside the Enose. Depending on the application, several sets of sensors can be used. For this study, we have used microsensors from several manufacturers: MICS (SGX Sensortech, Bern, Switzerland), CCS (AMS, Premstaetten, Austria), and TGS (Figaro Engineering Inc, Osaka, Japan). We have used two prototypes each one with its own sensor configuration (Table 1). The sensors have integrated heaters, capable of reaching 500 °C with low power consumption (typically from 10 to 80 mW).
The Enose is a handheld instrument that has the possibility to measure up to eight resistive microsensors. It is a stand-alone instrument with all the fluidics elements to take samples from the outside (pump, electrovalve). A disposable filter allows a clean air path to establish a baseline for the sensors. Temperature and humidity are measured both inside the sensors chamber and outside the Enose. Depending on the application, several sets of sensors can be used. For this study, we have used microsensors from several manufacturers: MICS (SGX Sensortech, Bern, Switzerland), CCS (AMS, Premstaetten, Austria), and TGS (Figaro Engineering Inc, Osaka, Japan). We have used two prototypes each one with its own sensor configuration (Table 1). The sensors have integrated heaters, capable of reaching 500 °C with low power consumption (typically from 10 to 80 mW).

### Table 1. Sensor setup.

| Set 1                  | Set 2                  |
|------------------------|------------------------|
| MICS–2714              | CCS801                 |
| MICS–5524              | CCS803                 |
| MICS–4514–OX           | MICS–4514–OX           |
| MICS–4514–RED          | MICS–4514–RED          |
| MICS–5914              | TGS8100                |
| MICS–6814–OX           | MICS–6814–OX           |
| MICS–6814–RED          | MICS–6814–RED          |
| MICS–6814–NH3          | MICS–6814–NH3          |

The instrument can be operated through its LCD touch screen but in this work, we controlled them by a PC with a home developed LabVIEW program (version 18, National Instruments, Austin, TX, USA). Measurements are stored both internally on a uSD card and externally on the PC.

### 2.3. Measurement Protocol

We used three replicates of the corks for each defect concentration. Corks were introduced in 50 mL vials with two orifices in the top, one for atmospheric air and the other connected to the Enose. Each measurement cycle consists of a desorption phase of 9 min followed by an adsorption phase of 1 min. For each sample, cycles are repeated several times. Sample measurements were randomized during the experiments. We used a randomized block design (RBD): the samples are divided into three groups or blocks, one for each replicate. Separate randomization is used in each block generating a table of random numbers. In our case, each block is composed of 14 cork samples (1 blank and 13 contaminated corks). We used two Enose prototypes to perform two different experiments. In the first experiment, a quantitative approach was used. We measured all concentrations of cork contaminants. The scope was to use the Enose in such a way as a traditional analytical instrument with numerical output values. In the second experiment, a qualitative approach was used. We only measured the maximum concentrations of...
contaminants. In this case, the scope was to have a quick field instrument to assess if the cork has a defect and the type of defect. The offline data processing means that the data are saved for further analysis on another PC with the appropriate software while online data processing means that the data are processed inside the Labview program that controls the Enose. Once trained the program will automatically classify each measurement. In the offline experiment, 8 measurements were performed for each class while in the online experiment 15 measurements were obtained for each class.

The sensor responses were calculated as the relation between the resistance value at the end of the air cycle, \( R_a \), and the equilibrium resistance value at the end of the sample cycle \( R_s \):

\[
r = \frac{R_a}{R_s}
\]

2.4. Data Processing

Several multivariate data processing techniques have been used: a linear unsupervised one, principal component analysis (PCA) and nonlinear supervised K-nearest neighbors (kNN) [17], and two types of artificial neural networks: multilayer feed forward neural network (MLFF) [18] and Radial basis neural networks (RBF) [19].

A principal component analysis is a technique included in the set of unsupervised learning algorithms used to describe a multivariate data set by converting the original data set that may be related to each other into new uncorrelated variables. This technique is used to reduce dimensionally the feature matrix. In addition, it allows us to visualize the structure of the data using graphs, which allows us to have a better understanding of the data set or some of the variables separately. Therefore, with this algorithm, we obtain a vector of data of smaller dimensions than the original one and more descriptive variables, called principal components. The principal components are chosen in such a way that in the smallest number of these reside the highest possible variance, being orthogonal to each other, which means that there is no correlation between each component. Usually, a few principal components are used to train the artificial neural networks in order to reduce the computational time. In our case, the three first principal components are used.

To evaluate the performance of the multivariate techniques they have to be validated. Usually, the data set is divided into three sets: training set, to adjust the algorithm parameters during the training stage; cross-validation set, to adjust the algorithm parameters during the training stage and evaluation set, to evaluate the final model. When there are few data available k-fold cross-validation is used. In its simplest form, cross-validation consists of dividing the data set into k sets. Of these, one plays the role of the evaluation set and the rest are merged to play the role of the training set, resulting in a model that is evaluated with a metric. This process is repeated k times, so that each set plays the role of an evaluation set, and k models are produced, each with a different score. To evaluate the effectiveness of the system, the scores of the k models obtained are weighted. In the case that k equals the total number of measurements we call it leave one out cross-validation [17].

Some algorithms reduce the classification and clustering problems to optimization and minima search problems. To facilitate convergence and the correct fitting of the model parameters, a prior operation is to rescale the sample variables in what is known as data normalization. Depending on the range, algorithm, and structure of the data, one normalization or another is used. It is common to work with data that give mean \( \mu = 0 \) and standard deviation \( \sigma = 1 \) to avoid very uneven data. In this case, the normalized response \( r_i \) is calculated as:

\[
r_i = \frac{r_i - \bar{r}_i}{\sigma_i}
\]

where the subscript \( i \) refers to the \( i \)-th variable.

In the offline experiment, PCA was performed by OriginPro (2019 version, OriginLab Corporation, Northampton, MA, USA), and kNN, RBF, and MLFF were performed in Matlab (version 12, Mathworks Inc., Natick, MA, USA).

In the online experiment, all the classification algorithms were written in Labview using the Machine Learning Toolkit (MLT) [20].
3. Results

In order to test the stability of the sensors, we show, as an example, in Figure 2 resistance variations of set 1 sensors exposed to blank cork samples during 8 measurement cycles.

![Figure 2](image1.png)

Figure 2. Resistance variations of sensors exposed to blank cork samples. Dashed lines correspond to the sampling electrovalve status (ON/OFF).

Resistances are quite stable during the eight measurement cycles although some drift can be observed for the low resistance sensors (MICS-2714, MICS-4514OX, and MICS-6814OX).

PCA analysis showed that more than 90% of the variance is explained by the first two principal components arriving at 99% taking into account the first three principal components in all experiments. The curves with a 90% probability are represented as ellipses in the score plots assuming a Gaussian data distribution.

Figures 3–5 show the PCA score plots of the two principal components for the three defects.
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Figure 3. PCA score plot for MDMP.
In general, data are more dispersed for the intermediate defect concentrations and, in fact, this will be reflected in the machine learning classification results. From the above plots, a better separation of classes was obtained for MDMP and TCA. The poor class separation among classes for 1-octen-3-one will lead to the worst performance of the classifiers.

Figure 6 shows the PCA score plot for all the measurements considering each defect as a separate class. In this case, a 3D representation has been chosen for clarity.
Figure 5. PCA score plot for 1-octen-3-one.

In general, data are more dispersed for the intermediate defect concentrations and, in fact, this will be reflected in the machine learning classification results. From the above plots, a better separation of classes was obtained for MDMP and TCA. The poor class separation among classes for 1-octen-3-one will lead to the worst performance of the classifiers.

Figure 6 shows the PCA score plot for all the measurements considering each defect as a separate class. In this case, a 3D representation has been chosen for clarity.

Figure 6. PCA score plot for all measurements.

In order to evaluate the performance of the different models, we have to calculate the success rate i.e., the percentage of correctly classified samples. This rate can be obtained from the confusion matrix. In the confusion matrix, the actual values are in the rows whilst the predicted value are in the columns. Therefore, correctly predicted values are in the diagonal of the matrix. The success rate is calculated by dividing the number of correct classified values by the total number of values. This term is often called accuracy. If each class corresponds to a numerical value (defect concentration), we calculated the quantitative success rate. For example, Table 2 shows the confusion matrix of the TCA measurements processed with the RBF neural network. From the diagonal, the correct classified measurements are 39 and the total number of measurements is 40, so the success rate is 97.5%.

Table 2. Confusion matrix for the TCA measurements with the RBF neural network. Actual values (rows); predicted values (columns).

|         | Blank | 5 ng | 15 ng | 30 ng | 60 ng |
|---------|-------|------|-------|-------|-------|
| Blank   | 8     | 0    | 0     | 0     | 0     |
| 5 ng    | 0     | 8    | 0     | 0     | 0     |
| 15 ng   | 0     | 0    | 7     | 1     | 0     |
| 30 ng   | 0     | 0    | 0     | 8     | 0     |
| 60 ng   | 0     | 0    | 0     | 0     | 8     |

If we consider each defect a separated class independently of their concentration we calculate a qualitative success rate.

3.1. Offline Experiments

The success rate are shown on Table 3.

We can see we obtained very good accuracy (near 100%) for the quantitative case for the MLFF algorithm except in the case of the 1-octen-3-one, which obtained a 77% success rate. For the qualitative case, both MLFF and RBF algorithms reached near 100% accuracy.
for all compounds. kNN performed well for the qualitative case but it was not accurate for the quantitative one except for the detection of MDMP.

### Table 3. Success rate for the different pattern recognition techniques for the offline experiments. Units in percentage.

| Defect  | Qualitative | Quantitative |
|---------|-------------|--------------|
|         | kNN | MLFF | RBF | kNN | MLFF | RBF |
| MDMP    | 100 | 100  | 100 | 98  | 100  | 100 |
| TCA     | 98  | 100  | 100 | 82  | 100  | 98  |
| 1-octen-3-one | 90  | 97  | 97  | 49  | 77  | 54  |
| All     | 85  | 99   | 99  | 50  | 98   | 95  |

#### 3.2. Online Experiments

In this experiment, the Enose uses the set 2 sensor configuration. Only the maximum concentration of each compound is measured. In this case, we have enough measurements to split the data in train + validation (70%) and test (30%). The multivariate data processing techniques have been developed in Labview in order to integrate the measurement, control, and data processing in one program. The qualitative success rate is 100% for all techniques. The quantitative success rate is shown in Table 4.

### Table 4. Success rate for the different pattern recognition techniques for the online experiments. Units in percentage.

| Method | Success Rate |
|--------|--------------|
| kNN    | 96           |
| MLFF   | 99           |
| RBF    | 98           |

As can be seen in Table 4, MLFF is the best classification technique, as in the offline experiment, although the other two give also an excellent performance. Once selected the best technique for the application the system is ready to perform measurement classification in real time. In order to test the performance of the system, we made a simplified triangle test which is a discriminative method used in sensory science to assess if an overall difference is present between two products [21]. In this test, we used the blank sample (B) and the TCA sample (T) The Enose measured the samples in the following order: BBT, BTB, and TBB. The system gave the correct answer for all the sequences.

Very low concentration and high volatility of typical and atypical corky off-flavors, together with the matrix effect, make the determination of these compounds in corks a really difficult task. Gas chromatography-mass spectrometry (GC-MS) has been the most used analytical technique [7]. However, this technique does not allow on-site monitoring since it requires a previous step to extract volatile compounds, which is normally tedious and time-consuming, and sometimes requires high volumes of organic solvents [4,5,7]. There are several direct methods for the analysis of corky compounds in corks by GC, which are normally solvent-free, although some require heating and usually grinding of the corks, therefore only a small fraction of the stopper is analyzed [22–24]. For these reasons, different several cork industries have included in their quality control system sensorial methods as an alternative to GC for fast screening of corks. Sensory analysis requires a hard prior training of the tasters to reduce the subjectivity of the results [25]. In addition, it does not allow the analysis of a large number of samples since it implies significant fatigue of the tasters.

The Enose used has significant advantages over traditional analytical and sensorial methods. It is a rapid and efficient alternative for on-site monitoring, requires no heating
or sample preparation, and allows whole corks to be analyzed. The results demonstrate the ability of this Enose to differentiate natural corks contaminated with different concentrations of TCA or MDMP, even as low as 5.0 ng. This is especially interesting since both compounds are the main ones responsible for the olfactory defect in wines called “cork taint”. MDMP has a low odor threshold (2.1 ng/L in white wine) and a great affinity for wine, even higher than TCA, with a detection threshold of 4.3 ng/L in white wine [4,5,25]. In the case of MDMP, it is considered a very low risk of wine contamination if its concentration in the cork is less than 5.0 ng [5]. While for TCA, a mean percentage of migration from cork to wine of 4.7% [26] has been estimated, which shows that the Enose can detect TCA in corks at concentrations below those that could cause olfactory defects in wines.

4. Conclusions

The nose used in this work, composed of non-specific cross-sensitivity sensors that respond to a wide variety of compounds, can be applied in the wine industry to provide qualitative information about the sample and predict or detect the presence of cork-associated anomalies. The electronic nose has many advantages over traditional methods (gas chromatography, test panels), mainly its speed and the absence of sample preparation. In addition, this sensory method could easily be applied to other beverages where cork odors or other off-flavors might be present. The system presented here has been demonstrated to be very useful in the detection of aromatic defects in natural cork stoppers. We obtained near 100% classification rates in the discrimination of defects such as MDMP, TCA, and 1-octen-3-one. Real time sample classification has been developed with this prototype. Electronic noses will probably not completely replace complex analytical instruments, but it offers fast real time detection and discrimination solutions and opens the way for their adaptation and integration into the internet of things.

Author Contributions: Conceptualization, J.P.S.; Data curation, J.L.S.; Formal analysis, M.S.P.-C.; Investigation, J.L.S. and M.C.D.-M.; Methodology, I.S. and M.S.P.-C.; Supervision, J.P.S.; Writing—original draft, J.P.S.; Writing—review & editing, I.S., M.S.P.-C. and M.C.D.-M. All authors have read and agreed to the published version of the manuscript.

Funding: The authors are grateful to the Junta de Comunidades de Castilla-La Mancha (JCCM, Spain) for supporting their research under the Project SBPLY-17-180501-000445.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Acknowledgments: Authors thank to Gruart La Mancha (S.A.) for the high-quality natural corks.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Sefton, M.A.; Simpson, R.F. Compounds causing cork taint and the factors affecting their transfer from natural cork closures to wine—A review. Aust. J. Grape Wine Res. 2005, 11, 226–240. [CrossRef]
2. Simpson, R.F.; Sefton, M.A. Origin and fate of 2,4,6-trichloroanisole in cork bark and wine corks. Aust. J. Grape Wine Res. 2007, 13, 106–116. [CrossRef]
3. Amon, J.M.; Vandepeer, J.M.; Simpson, R.F. Compounds responsible for cork taint in wine. Aust. N. Z. Wine Ind. 1989, 4, 62–69.
4. Simpson, R.F.; Capone, D.L.; Sefton, M.A. Isolation and identification of 2-methoxy-3,5-dimethylpyrazine, a potent musty compound from wine corks. J. Agric. Food Chem. 2004, 52, 5425–5430. [CrossRef]
5. Chatonnet, P.; Fleury, A.; Boutou, S. Origin and incidence of 2-methoxy-3,5-dimethylpyrazine, a compound with a “fungal” and “corky” aroma found in cork stoppers and oak chips in contact with wines. J. Agric. Food Chem. 2010, 58, 12481–12490. [CrossRef]
6. Gómez-Arizá, J.L.; García-Barrera, T.; Lorenzo, F.; González, A.G. Optimisation of a pressurised liquid extraction method for haloanisoles in cork stoppers. Anal. Chim. Acta 2005, 540, 17–24. [CrossRef]
7. Tarasov, A.; Rauhut, D.; Jung, R. “Cork taint” responsible compounds. Determination of haloanisoles and halophenols in cork matrix: A Review. Talanta 2017, 175, 82–92. [CrossRef]
8. Mielle, P. “Electronic nose” towards the objective instrumental characterization of food aroma. *Trends Food Sci. Technol.* 1996, 7, 432–438. [CrossRef]

9. Karakaya, D.; Ulucan, O.; Turkan, M. Electronic nose and its applications: A survey. *Int. J. Autom. Comput.* 2020, 17, 179–209. [CrossRef]

10. Aleixandre, M.; Lozano, J.; Gutiérrez, J.; Sayago, I.; Fernández, M.J.; Horrillo, M.C. Portable e-nose to classify different kinds of wine. *Sens. Actuators B Chem.* 2008, 131, 71–76. [CrossRef]

11. Lozano, J.; Arroyo, T.; Santos, J.P.; Cabellos, J.M.; Horrillo, M.C. Electronic nose for wine aging detection. *Sens. Actuators B Chem.* 2008, 133, 180–186. [CrossRef]

12. Aleixandre, M.; Santos, J.P.; Sayago, I.; Cabellos, J.M.; Arroyo, T.; Horrillo, M.C. A wireless and portable electronic nose to differentiate musts of different ripeness degree and grape varieties. *Sensors* 2015, 15, 8429–8443. [CrossRef] [PubMed]

13. Martí, M.; Boqué, R.; Riu, M.; Bustó, O.; Guasch, J. Fast screening method for determining 2,4,6-trichloroanisole in wines using a Headspace-mass spectrometry (HS-MS) system and multivariate calibration. *Anal. Bioanal. Chem.* 2003, 376, 497–501. [CrossRef] [PubMed]

14. Melendez, F.; Arroyo, P.; Herrero, J.L.; Fernandez, J.A.; Carmona, P.; Rodriguez, S.; Lozano, J. Fast detection of TCA in cork stoppers by means of electronic noses. In Proceedings of the IEEE International Symposium on Circuits and Systems (ISCAS), Seville, Spain, 12–14 October 2020; pp. 1–4. [CrossRef]

15. Álvarez-Rodriguez, M.L.; Recio, E.; Coque, J.J.R. The analysis of natural cork stoppers in transversal sections as an effective tool to determine the origin of the taint by 2,4,6-trichloroanisole. *Eur. Food Res. Technol.* 2009, 230, 135–143. [CrossRef]

16. Simpson, R.F. Cork taint in wine: A review of the causes. *Aust. N. Z. Wine Ind. J.* 1990, 5, 286–296.

17. Gutierrez-Osuna, R. Pattern Analysis for Machine Olfaction: A Review. *IEEE Sens. J.* 2002, 2, 189–202. [CrossRef]

18. Duda, R.O.; Hart, P.E.; Stork, D.G. *Pattern Classification*; John Wiley & Sons: Hoboken, NJ, USA, 2001; ISBN 978-0-471-05669-0.

19. Wu, Y.; Wang, H.; Zhang, B.; Du, K.-L. Using Radial Basis Function Networks for Function Approximation and Classification. *Int. Sch. Res. Not.* 2012, 2012, 324194. [CrossRef]

20. LabVIEW Machine Learning Toolkit NI Labs Toolkits 2011–2018. Available online: https://forums.ni.com/t5/NI-Labs-Toolkits/LabVIEW-Machine-Learning-Toolkit/ta-p/3514074 (accessed on 3 March 2021).

21. Sinkinson, C. Chapter 7—Triangle Test. In *Discrimination Testing in Sensory Science*; Rogers, L., Ed.; Woodhead Publishing: Sawston, UK, 2017; pp. 153–170. ISBN 9780081010099. [CrossRef]

22. Bianchi, F.; Careri, M.; Mangia, A.; Musci, M. Optimization of headspace sampling using solid-phase microextraction for chloroanisoles in cork stoppers and gas chromatography-ion-trap-tandem mass spectrometry analysis. *J. Sep. Sci.* 2003, 26, 369–375. [CrossRef]

23. Ezquerro, O.; Tena, M.T. Determination of odour-causing volatile organic compounds in cork stoppers by multiple headspace solid-phase microextraction. *J. Chromatogr. A* 2005, 1068, 201–208. [CrossRef]

24. Márquez-Sillero, I.; Cárdenas, S.; Valcárcel, M. Headspace-multicapillary column-ion mobility spectrometry for the direct analysis of 2,4,6-trichloroanisole in wine and cork samples. *J. Chromatogr. A* 2012, 1265, 149–154. [CrossRef]

25. Cravero, M.C.; Bonello, F.; Alvarez, M.C.P.; Isolakis, C.; Borsa, D. The sensory evaluation of 2,4,6-trichloroanisole in wines. *J. Inst. Brew.* 2015, 121, 411–417. [CrossRef]

26. Juanola, R.; Subirà, D.; Salvadó, V.; Regueiro, J.A.G.; Anticó, E. Migration of 2,4,6-trichloroanisole from cork stoppers to wine. *Eur. Food Res. Technol.* 2005, 220, 347–352. [CrossRef]