Matchtigs: minimum plain text representation of kmer sets

Sebastian Schmidt¹*, Shahbaz Khan¹, Jarno Alanko¹,² and Alexandru I. Tomescu¹*

Abstract

Kmer-based methods are widely used in bioinformatics, which raises the question of what is the smallest practically usable representation (i.e. plain text) of a set of kmers. We propose a polynomial algorithm computing a minimum such representation (which was previously posed as a potentially NP-hard open problem), as well as an efficient near-minimum greedy heuristic. When compressing genomes of large model organisms, read sets thereof or bacterial pangenomes, with only a minor runtime increase, we decrease the size of the representation by up to 60% over unitigs and 27% over previous work. Additionally, the number of strings is decreased by up to 97% over unitigs and 91% over previous work. Finally we show that a small representation has advantages in downstream applications, as it speeds up queries on the popular kmer indexing tool Bifrost by $1.66 \times$ over unitigs and $1.29 \times$ over previous work.
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1 Background

Motivation. The field of kmer-based methods has seen a surge of publications in the last years. Examples include alignment-free sequence comparison [1, 2, 3], variant calling and genotyping [4, 5, 6, 7, 8], transcript abundance estimation [9], metagenomic classification [10, 11, 12, 13], abundance profile inference [14], indexing of variation graphs [15, 16], estimating the similarity between metagenomic datasets [17], species identification [18, 19] and sequence alignment to de Bruijn graphs [20, 21, 22, 23]. All these methods are based mainly on kmer sets, i.e. on the existence or non-existence of kmers. They ignore further information like for example predecessor and successor relations between kmers which are represented by the topology of a de Bruijn graph [24, 25, 26].

On the other hand, many classical methods such as genome assemblers [26, 27, 28, 29, 30, 31, 32, 33, 34, 35] and related algorithms [36, 37, 38], are based on de Bruijn graphs and their topology. To increase the efficiency of these methods, the graphs are usually compacted by contracting all paths where all inner nodes have in- and outdegree one. These paths are commonly known as unitigs, and their first usage can be traced back to [39]. Since unitigs contain no branches in their inner nodes, they do not alter the topology of the graph, and in turn enable the exact same set of analyses. There are highly engineered solutions available to compute a compacted de Bruijn graph by computing unitigs from any set of strings in memory [23] or with external memory [33]. Incidentally, the set of unitigs computed from a set of strings is also a way to store a set of kmers without repetition, and thus in reasonably small space. However, the necessity to preserve the topology of the graph makes unitigs an inferior choice to represent kmer sets, as the sum of their length is still far from optimal, and they consist of many separate strings. The possibility to ignore the topology for kmer-based methods opens more leeway in their representation that can be exploited to reduce the resource consumption of existing and future bioinformatics tools.

The need for such representations becomes apparent when observing the amount of data available to bioinformaticians. For example, the number of complete bacterial genomes available in RefSeq [40] more than doubled between May 2020 and July 2021 from around 9000 [41] to around 21000[1]. And with the ready availability of modern sequencing technologies, the amount of genomic data will increase further in the next years. In turn, analysing this data requires an ever growing amount of computational resources. But this could be relieved through a smaller representation that reduces the RAM usage and speeds up the analysis tools, and thereby allows to run larger pipelines using less computational resources. To fulfil this goal, a plain text representation would be the most useful: if the representation has to be decompressed before usage, then this likely erases the savings in RAM and/or adds additional runtime overhead. Formally, a plain text representation is a set of strings that contains each kmer from the input strings (forward, reverse-complemented, or both) and no other kmer. We denote such a set as a spectrum preserving string set (SPSS), borrowing the naming from [42] and redefining it slightly[2]. Such a

[1] Our own observation.
[2] While in [42], an SPSS must not contain a kmer twice and must not contain its reverse complement, in our definition (Definition 1 in Section 5.2) these repetitions are explicitly allowed.
plain text representation has the great advantage that some tools (like e.g. Bifrost's query\cite{23}) can use it without modification, and we expect that even those tools that require modifications would not be hard to modify.

**Related work.** There are two recent attempts at giving a small plain text representation of a kmer set. Both \textsc{simplitigs} computed by ProphAsm\cite{41}, and \textsc{UST-tigs}\cite{3} computed by the UST algorithm\cite{42} greedily compute a node-disjoint path cover of the de Bruijn graph of the kmer set. They are a simultaneous discovery of the same concept, and differ only in some details as well as in the implementation. Both greatly reduce the number of strings (\textit{string count}, SC) as well as the total amount of characters in the strings (\textit{cumulative length}, CL) required to store a kmer set. In [41] the authors show that both SC and CL are greatly reduced for very tangled de Bruijn graphs, like graphs for single large genomes with small kmer length and pangenome graphs with many genomes. The authors of [42] show a significant reduction in SC and CL on various data sets as well as further merits in downstream applications. Specifically, the authors of [41] show an improvement in run time of kmer queries using general-purpose text indexing tools.

In [42] the authors also prove a lower bound on the cumulative length of an SPSS (under their more restricted definition of an SPSS\cite{2}), and show that the length of their SPSS is very close to the lower bound. Further, the authors of both [41] and [42] consider whether computing such a minimum SPSS without repeating kmers might be NP-hard. All these suggest that no further progress might be possible under their restricted SPSS definition.

In the wider field of finding small representations of kmer sets that are not necessarily in plain text, there exists for example ESSCompress\cite{43}, which uses an extended DNA alphabet to encode similar kmers in smaller space. Another non-plain text representation is REINDEER\cite{44}, which uses substrings of unitigs with kmers of similar abundance to not just store the existence of kmers, but also their abundance in each single genome of a pangenome. Lastly, in [45] the authors use an algorithm similar to ProphAsm and UST to compress multiple kmer sets by separating the unique kmer content of each set from the kmer content shared with other sets.

**Our contribution.** In this paper we propose the first algorithm to find an SPSS of minimum size (CL). Moreover, in contrast to the potential NP-hardness of the restricted definition of an SPSS by [41, 42] (forbidding repeated kmers), we show that the SPSS problem allowing repeated kmers is polynomially solvable, based on a many-to-many min-cost path query and a min-cost perfect matching approach. We further propose a faster and more memory-efficient heuristic to compute a small SPSS that skips the optimal matching step, but still produces close to optimal results in CL, and even better results in terms of SC.

Our experiments over references and read datasets of large model organisms and bacterial pangenomes show that the CL decreases by up to 27% and the SC by up to 35\%\textsuperscript{5}.

\textsuperscript{5}The paper does not give any specific name for the resulting strings of the UST algorithm, so we named them ourselves.
to 91% over UST\cite{4}. Compared to unitigs, the CL decreases by up to 60% and SC by up to 97%. These improvements come often at just minor costs, as computing our small representation (which includes a run of BCALM2) takes less than twice as long than computing unitigs with BCALM2, and takes less than 35% longer in most cases. Even if the memory requirements for large read datasets increase, they stay within the limits of a modern server.

Finally we show that besides the smaller size of a minimum SPSS, it also has advantages in downstream applications. As an example of a kmer-based method, we query our compressed representation with the tool Bifrost \cite{23}. This is a state-of-the-art tool supporting kmer-based queries in genomic sequences, using a representation of a kmer set as a set of unitigs. By simply replacing unitigs with greedy matchtigs (and without modifying Bifrost in any way), we get a speedup of 1.66$\times$ over unitigs, and 1.29$\times$ over UST-tigs and simplitigs.

## 2 Results

### 2.1 Matchtigs as a minimum plain text representation of kmer sets

We introduce the matchtig algorithm that computes a character-minimum SPSS for a set of genomic sequences. While former heuristics (ProphAsm, UST) did not allow to repeat kmers, our algorithm explicitly searches for all opportunities to reduce the character count in the SPSS by repeating kmers. Consider for example the arc-centric de Bruijn graph in Figure 1a. When representing its kmers without

---

\*ProphAsm supports only $k \leq 32$ such that a comparison is often impossible. But where it is possible, it performs only slightly better than UST in terms of CL and SC.
repetition as in Figure 1b, we need 43 characters and 7 strings. But if we allow
to repeat kmers as in Figure 1d, we require only 39 characters and 5 strings. It
turns out that structures similar to this example occur often enough in real genome
graphs to yield significant improvements in both character and string count of an
SPSS.

Similar to previous heuristics, our algorithm works on the compacted bidirected
de Bruijn graph of the input sequences. However, we require an arc-centric de
Bruijn graph, but this can be easily constructed from the node-centric variant (see
Section 5.3). In this graph we find a min-cost circular biwalk that visits each biarc
at least once, and that can jump between arbitrary nodes at a cost of \( k - 1 \). This
formulation is very similar to the classic Chinese postman problem [46], formulated
as follows: find a min-cost circular walk in a directed graph that visits each arc
at least once. This similarity allows us to adapt a classic algorithm from Edmonds
and Johnson that solves the Chinese postman problem [47]. They first reduce the
problem to finding a min-cost Eulerisation via a min-cost flow formulation, and then
further reduce that to min-cost perfect matching using a many-to-many min-cost
path query between unbalanced nodes. It is also similar to a previous theoretical
work [48], where the authors solve the Chinese postman problem in a bidirected
de Bruijn graph by finding a min-cost Eulerisation via a min-cost flow formulation.
As opposed to Edmonds and Johnson and us, in [48] the authors propose to solve
the min-cost flow problem directly with a min-cost flow solver. We believe this to
be infeasible for our problem, since the arbitrary jumps between nodes require the
graph in the flow formulation to have arcs quadratic in the number of nodes.

Our resulting algorithm is polynomial but while it runs fast for large bacterial
pangenomes, it proved practically infeasible to build the matching instance for very
large genomes (\( \geq 500\text{Mbp} \)). This is because each of the min-cost paths found trans-
lates into roughly one edge in the matching graph, and the number of min-cost
paths raises quadratically if the graph gets denser. Thus, our algorithm ran out of
memory when constructing it for larger genomes. Hence, for practical purposes, we
introduce a greedy heuristic to compute approximate matchtigs. This heuristic does
not build the complete instance of the matching problem, but just greedily chooses
the shortest path from each unbalanced node to Eulerise the graph. This reduces
the amount of paths per node to at most one, and as a result, the heuristic uses sig-
nificantly less memory, runs much faster, and achieves near optimal speedups when
run with multiple threads (see Additional file 5). While it can in theory produce
suboptimal results as in Figure 1c, in practice, the size of the greedily computed
strings is very close to that of matchtigs, and the number of strings is always smaller.

Moreover, the minimality of matchtigs allows us to exactly compare, for the first
time, how close heuristic algorithms for SPSS are to the optimum (on smaller
genomes and on bacterial pangenomes, due to the resource-intensiveness of opti-
mal matchtigs).

Our implementations are available[5] as both a library and a command line tool,
both written in Rust.
Table 1  Quality and performance of compressing model organisms

| genome    | algorithm  | CL ratio | SC ratio | time [s] | memory [GiB] |
|-----------|------------|----------|----------|----------|--------------|
| C. elegans | unitigs    | 1.00     | 1.00     | 2716     | 5.94         |
|           | UST-tigs   | 0.58     | 0.38     | 3738     | (1.38) 15.2 (2.55) |
|           | gMatchtigs | 0.45 (0.77) | 0.11 (0.30) | 4246     | (1.56) 73.3 (12.3) |
| B. mori   | unitigs    | 1.00     | 1.00     | 8467     | 9.32         |
| (reads)   | UST-tigs   | 0.55     | 0.36     | 11738    | (1.39) 52.4 (5.62) |
|           | gMatchtigs | 0.40 (0.73) | 0.06 (0.18) | 16331    | (1.93) 227 (24.3) |
| H. sapiens| unitigs    | 1.00     | 1.00     | 127516   | 12.9         |
| (reads)   | UST-tigs   | 0.72     | 0.49     | 128345   | (1.01) 16.4 (1.27) |
|           | gMatchtigs | 0.63 (0.87) | 0.27 (0.55) | 131534   | (1.03) 77.9 (6.02) |

We chose $k = 51$ and a min abundance of 10 for Homo sapiens reads and 1 for all others. The CL and SC ratios are between compressed strings and unitigs, and in parentheses are the ratios between our algorithm and the best competitor (UST). For time and memory, we report the total time and maximum memory required to compute the tigs from the respective data set. BCALM2 directly computes unitigs, while UST, gMatchtigs and matchtigs require an additional tool to be run on the unitigs. The number in parentheses behind time and memory indicates the slowdown/increase over computing just unitigs with BCALM2. All algorithms were run with 28 threads, except for UST which supports only one thread (the preceding run of BCALM2 was still executed with 28 threads). Matchtigs run out of memory for all but C. elegans, so only the corresponding runs are shown. We could not compare against ProphAsm, as it only handles $k \leq 32$. The lengths of the genomes are 100Mbp for C. elegans, 482Mbp for B. mori and 3.21Gbp for H. sapiens and the read data sets have a coverage of 64x for C. elegans, 58x for B mori and 300x for H. sapiens.
2.2 Compression of model organisms

We evaluate the performance of our proposed algorithms on three model organisms: C. elegans, B. mori and H. sapiens. We benchmark the algorithms on both sets of short reads (average length 300 for C. elegans and B. mori, and 296 for H. sapiens) and reference genomes of these organisms. On human reads, we filter the data during processing so that we keep only kmers that occur at least 10 times (min abundance = 10).

We use the metrics cumulative length (CL) and string count (SC) as in [41]. The CL is the total number of characters in all strings in the SPSS, and the SC is the number of strings. We evaluate our algorithms against the same large genomes as in [41], using both the reference genome and a full set of short reads of the respective species (see Table 1 for the results). Since UST as well as matchtigs and greedy matchtigs require unitigs as input, and specifically UST needs some extra information in a format only output by BCALM2 [33], we run BCALM2 to compute unitigs from the input strings. Due to the size of the genomes we chose $k = 51$, which is not supported by ProphAsm. Further, for all data sets but the C. elegans reference genome the matchtigs algorithm ran out of memory, so we only compute greedy matchtigs for those.

On read data sets where we keep all kmers, our greedy heuristic achieves an improvement of up to 27% CL and 82% SC over the best competitor (UST-tigs). The human read data set has smaller improvements, however it was processed with a min abundance of 10, yielding longer unitigs with less potential for compression. On reference genomes the improvement in CL is smaller with up to 7%, however the improvement in SC is much larger with up to 91%.

On reference genomes our greedy heuristic achieves an improvement of up to 7% CL and 91% SC over the best competitor (UST-tigs). For C. elegans, where computing matchtigs is feasible as well, we observe that they yield no significant improvement in CL, but are even slightly worse in SC than the greedy heuristic. See Additional file 1 for more quality measurements with different kmer size and min. abundance.

We assume that the improvements correlate inversely with the average length of maximal unitigs of the data set. Our approach achieves a smaller representation by joining unitigs with overlapping ends, avoiding the repetition of those characters. This has a natural limit of saving at most $k - 1$ characters per pair of unitigs joint together, so at most $k - 1$ characters per unitig. In turn, the maximum fraction of characters saved is bound by $k - 1$ divided by the average length of unitigs. In Additional file 1 we have varied the kmer size and min. abundance for our data sets to vary the average length of unitigs. This gives us visual evidence for a correlation between average unitig length and decrease in CL.

Our improvements come at often negligible costs in terms of time and memory. Even for read sets, the run time at most doubles compared to BCALM2 in the worst case. However, the memory consumption rises significantly for read sets. This is due to the high number of unitigs in those graphs and the distance array of Dijkstra’s algorithm, whose size is linear in the number of nodes and the number of threads. See Additional file 2 for more performance measurements with different kmer size and min. abundance.

See Additional file 1 for more quality measurements with different kmer size and

[5] https://github.com/algbio/matchtigs
Table 2 Quality and performance of compressing pangenomes

| pangenome   | tigs     | CL ratio | SC ratio | time [s] | memory [MiB] |
|-------------|----------|----------|----------|----------|--------------|
| 1102x       |          |          |          |          |              |
| N. gonorrhoeae | unitigs  | 1.00     | 1.00     | 33.5     | 5235         |
|             | UST-tigs | 0.63     | 0.35     | 35.1     | (1.05) 5235 |
|             | simplitigs | 0.62    | 0.33     | 894      | (26.7) 181  |
|             | gMatchtigs | 0.57    | 0.18     | 35.6     | (1.06) 5235 |
|             | matchtigs | 0.57     | 0.18     | 36.6     | (1.09) 5235 |
| 616x        |          |          |          |          |              |
| S. pneumoniae | unitigs  | 1.00     | 1.00     | 25.4     | 3165         |
|             | UST-tigs | 0.61     | 0.35     | 31.5     | (1.24) 3165 |
|             | simplitigs | 0.60    | 0.33     | 494      | (19.4) 476  |
|             | gMatchtigs | 0.53    | 0.13     | 31.2     | (1.23) 3165 |
|             | matchtigs | 0.52     | 0.14     | 46.9     | (1.84) 3165 |
| 3682x       |          |          |          |          |              |
| E. coli     | unitigs  | 1.00     | 1.00     | 742      | 7013         |
|             | UST-tigs | 0.60     | 0.35     | 819      | (1.10) 7013 |
|             | simplitigs | 0.59    | 0.32     | 10677    | (14.4) 8075 |
|             | gMatchtigs | 0.51    | 0.11     | 853      | (1.15) 7765 |
|             | matchtigs | 0.50     | 0.12     | 1342     | (1.81) 8301 |

We chose \( k = 31 \) and a min abundance of 1. The CL and SC ratios are between compressed strings and unitigs, and in parentheses are the ratios between our algorithm and the best competitor (simplitigs). For time and memory, we report the total time and maximum memory required to compute the tigs from the respective data set. BCALM2 directly computes unitigs, while UST, gMatchtigs and matchtigs require an additional tool to be run on the unitigs and simplitigs are computed directly from the source data. The number in parentheses behind time and memory indicates the slowdown/increase over computing just unitigs with BCALM2. All algorithms were run with 28 threads, except for UST and ProphAsm which support only one thread (for UST, the preceding run of BCALM2 was still executed with 28 threads). The N. gonorrhoeae pangenome contains 8.36 million unique kmers, the S. pneumoniae pangenome contains 19.3 million unique kmers and the E. coli pangenome contains 341 million unique kmers.

2.3 Compression of pangenomes

In addition to model organisms with large genomes, we evaluate our algorithms on bacterial pangenomes of *N. gonorrhoeae*, *S. pneumoniae* and *E. coli*. We use the same metrics as for model organisms and since the genomes are bacterial, we choose \( k = 31 \). We show the results in Table 2. See Additional file 3 for more quality measurements with different kmer size and min. abundance, and Additional file 4 for more quality measurements with different kmer size and min. abundance.

Our algorithms improve CL up to 15% (using matchtigs) over the best competitor and SC up to 67% (using greedy matchtigs). Matchtigs always achieve a slightly lower CL and slightly higher SC than greedy matchtigs, but the CL of greedy matchtigs is always at most 2% worse than that of matchtigs. We again assume that the improvements are correlated inversely to the average size of unitigs, as suggested by the experiments in Additional file 3. These improvements come at negligible costs, using at most 23% more time and 11% more memory than BCALM2 when computing greedy matchtigs. For matchtigs, the time increases by less than a factor of two and memory by at most 18% compared to BCALM2.

2.4 Kmer-based short read queries

Matchtigs have further applications beyond merely reducing the size required to store a set of kmers. Due to their smaller size and lower string count, they can make downstream applications more efficient. For example, the kmer-based query tool Bifrost [23] achieves speedups of 1.66 when using matchtigs instead of unitigs, and 1.29 when using matchtigs instead of simplitigs (see Table 3 for the detailed results). Note that we measure the speedup of the search phase only, since the index phase is independent of the query and therefore could be moved into a separate preprocessing.
Table 3 Performance characteristics of querying different tigs with Bifrost.

| genome | tigs     | indexing [s] | searching [s] | total [s] | search speedup | mem [GiB] |
|--------|----------|--------------|---------------|-----------|----------------|-----------|
| 3682   | E. coli  |              |               |           |                |           |
|        | unitigs  | 21.00        | 336.79        | 360.37    | 1.00           | 2.39      |
|        | UST-tigs | 16.11        | 267.02        | 285.52    | 1.26           | 2.13      |
|        | simpltigs| 15.55        | 261.65        | 278.91    | 1.29           | 2.10      |
|        | gMatchtigs| 16.19       | 208.10        | 226.23    | (1.26)         | 2.12      |
|        | matchtigs| 16.33        | 202.71        | 220.73    | (1.29)         | 2.09      |

The Bifrost query command is run with 16 threads and default settings. 3682 E.coli genomes are queried with all raw reads used to assemble 30 of the genomes. All columns are averages of 10 experiments. The search speedup is with respect to unitigs, and the search speedup in parentheses is with respect to simpltigs. Indexing is the time required to build the minimizer index within Bifrost, and searching is the time required to check if a read is in the pangenome using the minimizer index. The total time is the wall-clock time of bifrost.

We also achieve our speedups without modifying our query tool Bifrost\(^6\), but just by passing Bifrost a file with our tigs instead of unitigs. This works because for the query, Bifrost does not require any topology information, but just a set of kmers. It builds a minimizer index over the input tigs to efficiently find a given kmer. This process is sped up by the smaller input size, and the lower number of strings. Then, when querying, it iterates over the kmers of the query. It finds the tig containing the kmer using the minimizer index and then extends that match until the query and the tig differ, or the query or tig ends. In that case, it again queries the minimizer index, until all query kmers are checked. This process can be sped up by longer tigs, since then the end of a containing string is reached more rarely.

Further, a smaller representation decreases the memory consumption, however does not decrease further when changing from simpltigs or UST-tigs to matchtigs or greedy matchtigs. We assume that this is due to the longer strings requiring more memory while being loaded block-wise in ASCII format before they get stored in a two-bits-per-character compressed format.

3 Discussion

Kmer-based methods have found widespread use in many areas of bioinformatics over the past years. However, they usually rely on unitigs to represent the kmer sets, since they can be computed efficiently with standard tools \(33, 23\). Unitigs have the additional property that the de Bruijn graph topology can easily be reconstructed from them, since they do not contain branching nodes other than on their first and last kmer. However, this property is not usually required by kmer-based methods, which has opened the question if a smaller set of strings other than unitigs can be used to represent the kmer sets. If such a representation was in plain text, it should be usable in most kmer-based tools, by simply feeding it to the tool instead of unitigs.

Previous work has relaxed the unitig requirement of the representation of the kmer sets to arbitrary strings without kmer repetitions. This resulted in a smaller representation, leading to improvements in downstream applications. Additionally, previous work considered whether finding an optimal representation without

\(^6\)We did need to add code to measure index and search time separately.
repeated kmers is NP-hard. We have shown that finding that kind of optimum is not necessary, since we get a polynomial algorithm that achieves better compression and improvements in downstream applications if we allow the representation to repeat kmers.

4 Conclusions

Our optimum algorithm compresses the representation significantly more than previous work. For practical purposes we also propose a greedy heuristic that achieves near-optimum results, while being suitable for practical purposes in runtime and memory. Specifically, our algorithms achieve a decrease of 27% in size and 91% in string count over UST. Additionally we have shown that our greedy representation speeds up downstream applications, giving an example with a factor of 1.29 compared to previous compressed representations.

Our implementation is available as a stand-alone command-line tool and as a library. We hope that our efficient algorithms result in a widespread adoption of near-minimum plain-text representations of kmer sets in kmer-based methods, resulting in more efficient bioinformatics tools.

5 Methods

We first give some preliminary definitions in Section 5.1 and define our problem in Section 5.2. Note that to stay closer to our implementation, our definitions of bidirected de Bruijn graphs differ from those in e.g. [48]. However, the concepts are fundamentally the same. Then in Sections 5.3 to 5.7 we describe how to compute matchtigs. The whole algorithm is summarised by an example in Figure 2. For simplicity, we describe the algorithm using an uncompacted de Bruijn graph. However, in practice it is much more efficient to use a compacted de Bruijn graph, but our algorithm can be adapted easily: simply replace the costs of 1 for each original arc with the number of uncompacted arcs it represents. In Section 5.8 we describe the greedy heuristic.

5.1 Preliminaries

We are given an alphabet $\Gamma$ and all strings in this work have only characters in $\Gamma$. Further, we are given a bijection $\text{comp}: \Gamma \rightarrow \Gamma$. The reverse complement of a string $s$ is $s^{-1} := \text{rev}(\text{comp}^*(S))$ where $\text{rev}$ denotes the reversal of a string and $\text{comp}^*$ the character-wise application of $\text{comp}$. For an integer $k$, a string of length $k$ is called a kmer. From here on, we only consider strings of lengths at least $k$, i.e. strings that have at least one kmer as substring. We denote the prefix of length $k-1$ of a kmer $s$ by $\text{pre}(s)$ and its suffix of length $k-1$ by $\text{suf}(s)$. The spectrum of a set of strings $S$ is defined as the set of all kmers and their reverse complements that occur in at least one string $s \in S$, formally $\text{spec}_k(S) := \{ r \in \Gamma^k \mid \exists s \in S : r \text{ or } r^{-1} \text{ is substring of } s \}$.

An arc-centric de-Bruijn graph (or short de-Bruijn graph) $\text{DBG}_k(S) = (V, E)$ of order $k$ of a set of strings $S$ is defined as a standard directed graph with nodes $V := \{ \text{pre}(s) \mid s \in \text{spec}_k(S) \} \cup \{ \text{suf}(s) \mid s \in \text{spec}_k(S) \}$ and arcs $E := \{ (\text{pre}(s), \text{suf}(s)) \mid s \in \text{spec}_k(S) \}$. On top of this, we use the following notions of bidirectedness. An ordered pair of reverse-complementary nodes $[v, v^{-1}] \in V \times V$ is called a binode and
Figure 2 We first build a compacted de Bruijn graph (for simplicity, the reverse complements of the nodes and arcs have been left out), in which we then compute the bi-imbalances (for simplicity, we left out the bi-imbalances of source and sink nodes). Between nodes with nonzero bi-imbalance we compute the min-cost paths and build a min-cost perfect matching instance from the paths (solution edges highlighted in bold). Then we biEulerise the de Bruijn graph by multiplying the bi-arcs corresponding to solution edges of the matching problem, and inserting arbitrary breaking arcs between remaining unmatched nodes. Finally we compute a biEulerian cycle in the resulting graph, and cut it apart at all breaking arcs to create the matchtigs.

An example of the matchtigs algorithm

| Genomic sequences | Compacted de Bruijn graph (k = 5) |
|-------------------|-----------------------------------|
| ACTGTTC          | [ACTGT-][CTGTT-][GTTTC]           |
| ACTGTTA          | [AGTTTGT][CGGTTGAC][TGTTGAC]     |
| CCGTTTTC         |                                  |
| AGGTTT           |                                  |
| TGTGTTT          |                                  |
| CGGTTGAG         |                                  |
| TGTTGAC          |                                  |

| Biimbalances     |
|------------------|
| a = -1 a^{-1} = 1 |
| b = 1 b^{-1} = -1 |
| c = -1 c^{-1} = 1 |
| d = 1 d^{-1} = -1 |

| Min-cost paths   |
|------------------|
| (a, b) = 2       |
| (b^{-1}, a^{-1}) = 2 |
| (c, d) = 2       |
| (d^{-1}, c^{-1}) = 2 |
| (c, b) = 1       |
| (b^{-1}, c^{-1}) = 1 |

| Min-cost perfect matching |
|---------------------------|
| a | b | c | d |
| 2 | 1 | 2 | 4 |
| 4 | 4 | 4 | 4 |

| BiEulerised de Bruijn graph (k = 5) |
|-------------------------------------|
| ACTGTTC | CTGTTTC | GTTTC |
| AGTTTGT | CGGTTGAC | TGTTGAC |

| Matchtigs |
|-----------|
| ACTGTTTA |
| CCGTTTTC |
| AGGTTTGT |
| CGGTTGAC |
| TGTTGAC |

an ordered pair of reverse-complementary arcs \([(a, b), (b^{-1}, a^{-1})] \in E \times E\) is called a biarc. Even though these pairs are ordered, reversing the order still represents the same binode/biarc, just in the other direction. If an arc or a node is its own reverse-complement (called self-complemental), then it is written as biarc \([(a, b)]\) or binode \([v]\). See Figure 3 for examples of different bigraphs.

Since de Bruijn graphs are defined as standard directed graphs, we use the following standard definitions. The set of incoming (outgoing) arcs of a node is denoted by \(E^-(v) (E^+(v))\), and the indegree (outdegree) is \(d^-(v) := |E^-(v)|\) \((d^+(v) := |E^+(v)|)\). A walk in a de Bruijn graph is a sequence of adjacent arcs (followed in the forward direction) and a unitig is a walk in which all inner nodes (nodes with at least two incident walk-arcs) have exactly one incoming and one outgoing arc. The length \(|w|\) of a walk \(w\) is the length of the sequence (counting repeated arcs as often as they are repeated). A compacted de-Bruijn graph is a de Bruijn graph in which all maximal unitigs have been replaced by a single arc. A
5.2 Problem overview

We are given a set of input strings $I$ where each string has length at least $k$, and we want to compute a minimum spectrum preserving string set, defined as follows.

**Definition 1** (SPSS) A spectrum preserving string set (or SPSS) of $I$ is a set $S$ of strings of length at least $k$ such that $\text{spec}_k(I) = \text{spec}_k(S)$, i.e. both sets of strings contain the same kmers, either directly or as reverse complement.

Note that our definition allows kmers and their reverse complements to be repeated in the SPSS, both in the same string and in different strings. This is the only difference to the definition for UST [42] and simplitigs [41], which can be formalised as a set of strings $S_{UST}$ of length at least $k$ such that for each kmer in the spectrum, either itself or its reverse complement (but not both) occurs exactly once in exactly one string in $S_{UST}$.

**Definition 2** (Minimum SPSS) The size $|S|$ of an SPSS $S$ is defined as

$$|S| = \sum_{s \in S} |s|,$$

where $|s|$ denotes the length of string $s$. A minimum SPSS is an SPSS of minimum size.
On a high level, our algorithm functions as follows (see also Figure 2).

1. Create a bidirected de Bruijn graph from the input strings (see Section 5.3).
2. Compute the bi-imbalances of each node (see Section 5.5).
3. Compute the min-cost bipaths of length at most $k - 1$ from all nodes with negative bi-imbalance to all nodes with positive bi-imbalance (see Section 5.7).
4. Solve a min-cost matching instance with costs for unmatched nodes to choose a set of shortest bipaths with minimum cost by reduction to min-cost perfect matching (see Section 5.6).
5. BiEulerise the graph with the set of bipaths as well as arbitrary arcs between unmatched nodes.
6. Compute a biEulerian cycle in the resulting graph (see Section 5.5).
7. Break the cycle into a set of biwalks and translate them into a set of strings, which is the output minimum SPSS (see Section 5.4).

Note that in our implementation, a substantial difference is that we do not build the de Bruijn graph ourselves, but we use a compacted de Bruijn graph that we build from a set of maximal unitigs computed with BCALM2.

### 5.3 Building a compacted bidirected arc-centric de Bruijn graph from a set of strings

When building the graph we first compute unitigs from the input strings using BCALM2. Then we initialise an empty graph and do the following for each unitig:

1. We insert the unitig’s first $k - 1$-mer and its reverse complement as binode by inserting the two nodes separately and marking them as a bidirected pair, if it does not already exist. The existence is tracked with a hashmap, storing the two nodes corresponding to a kmer and its reverse complement if it exists.
2. We do the same for the last $k - 1$-mer of the unitig.
3. We add a biarc between the two binodes by inserting one forward arc between the forward nodes of the binodes, and one reverse arc between the reverse complement nodes of the binodes. The forward arc is labelled with the unitig, and the reverse arc is labelled with its reverse complement.

To save memory, we store the unitigs in a single large array, where each character is encoded as two-bit number. The keys of the hashmap and the labels of the arcs are pointers into the array, together with a flag for the reverse complement. Nodes do not need a label, as their label can be inferred from any of its incident arcs’ label.

Recall that in the description of our algorithm, we use an uncompacted graph only for simplicity.

### 5.4 Reduction to the bidirected partial-coverage Chinese postman problem

We first compute the arc-centric de-Bruijn graph $\text{DBG}_k(I)$ of the given input string set $I$ as described in Section 5.3. In $\text{DBG}_k(I)$, an SPSS $S$ is represented by a biarc-covering set of biwalks $W$ (the reverse direction of a biarc does not need to be covered separately). That is a set of biwalks such that each biarc is element of at least one biwalk (see Figure 3a). According to the definition of spell, the size of $S$ is related to $W$ as follows:

$$||S|| = \sum_{w \in W} |\text{spell}(w)| = |W|(k - 1) + \sum_{w \in W} |w|. \quad (1)$$
Each walk costs $k - 1$ characters because it contains the node $a$ from its first biarc $[(a, b), (b^{-1}, a^{-1})]$ (or $[(a, b)]$), and it additionally costs one character per arc.

To minimise $|S|$, we transform the graph by adding all arcs in $(V \times V) \setminus E$ and marking them as breaking arcs. We additionally add a cost function that assigns all original (non-breaking) biarcs a cost of 1 and all breaking biarcs a cost of $k - 1$.

In the transformed graph we find a circular biwalk $w^*$ of minimum cost that covers at least all original biarcs. This is similar to the directed Chinese postman problem (DCPP). In the DCPP, the task is to find a circular min-cost arc-covering walk in a directed graph. It is a classical problem, known to be solvable in $O(n^3)$ time [50] with a flow-based algorithm using e.g. [51] to compute min-cost flows. The partial coverage variant of the DCPP (requiring to cover only a subset of the arcs) is also known as the rural postman problem [52]. Further, the bidirected variant of the DCPP was discussed before in [48], and the authors also solved it using min-cost flow in $O(n^2 \log^2(n))$ time.

We break the resulting biwalk at all breaking biarcs if it contains any. In that case, the strings spelled by the resulting biarcs form an SPSS since they cover all original biarcs in the graph, and due to the choice of the cost function, the SPSS is minimum. If the resulting biwalk contains no breaking biarcs, we search for a longest sequence of biarcs that are repeated in forward or reverse. Then we break the circular biwalk into a linear one by removing those kmers. Since we have chosen a longest sequence of kmers, the resulting SPSS is minimum again. If the resulting biwalk repeats no biarc either, then we break it at an arbitrary node without removing any biarc. Since there is no repetition, the resulting SPSS is minimum again.

5.5 Solving the bidirected partial-coverage Chinese postman problem with min-cost integer flows

Edmonds and Johnson [47] introduced a polynomial-time flow-based approach that is adaptable to solve our variant of the DCPP. They show that finding a minimum circular arc-covering walk in a directed graph is equivalent to finding a minimum Eulerisation of the graph, and then any Eulerian cycle in the Eulerised graph. A Eulerisation is a multiset of arc-copies from the graph that makes the graph Eulerian if added[7], and a minimum Eulerisation is one whose sum of arc costs is minimum among all such multisets. To find such a minimum cost set of arcs, they formulate a min-cost flow problem as an integer linear program as follows:

$$\min \sum_{e \in E} c_e x_e \text{ s.t. }$$

$$x_e \text{ are non-negative integers, and }$$

$$\forall v \in V : \sum_{e \in E^-(v)} x_e - \sum_{e \in E^+(v)} x_e = d^+(v) - d^-(v).$$

The variables $x_e$ are interpreted as the amount of flow through arc $e$, and the variables $c_e$ denote the cost for assigning flow to an arc. The costs are equivalent to the arc costs in the weighted graph specified by the DCPP instance. Objective (2) [7] Either by connecting nodes with missing outgoing arcs directly to nodes with missing incoming arcs, or by connecting them via a path of multiple arcs.
minimises the costs of inserted arcs as required. To ensure that the resulting flow can be directly translated into added arcs, Condition (3) ensures that the resulting flow is non-negative and integral. Lastly, Equation (4) is the balance constraint, ensuring that the resulting flow is a valid Eulerisation of the graph. This constraint makes nodes with missing outgoing arcs into sources, and nodes with missing incoming arcs into sinks, with demands matching the number of missing arcs. Note that in contrast to classic flow problems, this formulation contains no capacity constraint. For a solution of this linear program, the corresponding Eulerisation contains \( x_e \) copies of each arc \( e \).

To adapt this formulation to our variant of the DCPP, we need to make three modifications, namely: allow for partial coverage, adjust the balance constraint for biwalks and ensure that the resulting flow is bidirected, i.e. that the flow of each arc equals the flow of its reverse complement.

**Partial coverage.** In the partial coverage Chinese postman problem, we are additionally given a set \( F \subseteq E \) of arcs to be covered. In contrast to the standard DCPP, a solution walk only needs to cover all the arcs in \( F \). In our case, the set \( F \) is the set of original arcs of the graph before Eulerisation. To solve the partial coverage Chinese postman problem we define outgoing covered arcs \( F^+(v) := F \cap E^+(v) \), and incoming covered arcs \( F^-(v) := F \cap E^-(v) \) for a node \( v \), as well as the covered outdegree \( d^+_F(v) := |F^+(v)| \) and the covered indegree \( d^-_F(v) := |F^-(v)| \). Then we reformulate the balance constraint as:

\[
\forall v \in V : \sum_{e \in E^-(v)} x_e - \sum_{e \in E^+(v)} x_e = d^+_F(v) - d^-_F(v).
\]

The resulting set of arcs is a minimum Eulerisation of the graph \((V, F)\), and a Eulerian walk in this graph is equivalent to a minimum circular \( F \)-covering walk in the original graph.

**Bidirected balance.** In contrast to Edmonds and Johnson, we are interested in a minimum circular biwalk that covers each original biarc. Analogue to the formulation for directed graphs, we define a biEulerian cycle to be a bidirected cycle that visits each biarc exactly once. Further, we define a biEulerian graph to be a graph that admits a biEulerian cycle, and a biEulerisation to be a multiset of biarc-copies from the graph that makes a graph biEulerian if added, and a minimum biEulerisation is one whose sum of arc costs is minimum among all such multisets.

We can compute a biEulerisation in the same way as we compute a Eulerisation, the only change is in the balance constraint. Observe that for a Eulerian graph, the imbalance \( i_v := d^+(v) - d^-(v) \) is zero for each node \([53]\), because each node is entered exactly as often as it is exited. For binodes, the definition of the bi-imbalance \( bi_v \) of a binode \([v, v^{-1}]\) or \([v]\) follows the same idea. However, in contrast to directed graphs, there are two (mutually exclusive\([8]\)) special cases.

\([8]\)Since the labels of an arc are of length \( k \) and those of a node are of length \( k-1 \), only one can have even length, so only one can be self-complemental for DNA alphabets.
Binodes $\phi = [v, v^{-1}] \in V \times V$ with $v \neq v^{-1}$ may have incident self-complemental arcs $[(v, v^{-1})]$ and/or $[(v^{-1}, v)]$ (see Figure 3c for an example). If e.g. only $[(v, v^{-1})]$ exists, then to traverse it, a biwalk needs to enter $v$ twice. First, it needs to reach $[v, v^{-1}]$ via some biarc, and after traversing $[(v, v^{-1})]$, it needs to leave $[v^{-1}, v]$ via a different biarc, whose reverse complement enters $[v, v^{-1}]$. If only $[(v^{-1}, v)]$ exists, then the situation is symmetric. Therefore, for balance of $[v, v^{-1}]$, the self-complemental biarc $[(v, v^{-1})]$ requires two biarcs entering $[v, v^{-1}]$ and the self-complemental biarc $[(v^{-1}, v)]$ requires two biarcs leaving $[v, v^{-1}]$. If both self-complemental arcs exist (e.g. both $[(ATA, TAT)]$ and $[(TAT, ATA)]$ for a binode $[ATA, TAT]$), then a biwalk can traverse them consecutively from e.g. $[v, v^{-1}]$ by traversing first $[(v, v^{-1})]$ and then $[(v^{-1}, v)]$, ending up in $[v, v^{-1}]$ again, such that the self-complemental arcs have a neutral contribution to the bi-imbalance. Resulting, the bi-imbalance of $\phi$ is

$$bi_v = d^+(v) - d^-(v) + (\mathbb{1}_{(v,v^{-1})} \in E^+(v)) - \mathbb{1}_{(v^{-1},v) \in E^-(v)},$$

where $\mathbb{1}_P$ is 1 if the predicate $P$ is true and 0 otherwise.

For self-complemental binodes $\psi = [v] \in V$, there is no concept of incoming or outgoing biarcs, since any biarc can be used to either enter or leave $[v]$ (see Figure 3b for an example). Therefore, for balance, biarcs need to be paired arbitrarily, resulting in the bi-imbalance

$$bi_v \equiv d^+(v) \mod 2.$$

Finally, we include partial coverage to above bi-imbalance formulations by limiting the incoming and outgoing arcs to $F$. Further, to distinguish between self-complemental binodes and others, we denote the set of self-complemental binodes as $S \subseteq V$ and the set of binodes that are not self-complemental as $T := V \setminus S$. Then we get the following modified coverage constraint:

$$\forall v \in T : \sum_{e \in E^-(v)} x_e - \sum_{e \in E^+(v)} x_e = d^+_F(v) - d^-_F(v) + (\mathbb{1}_{(v,v^{-1})} \in F^+(v)) - \mathbb{1}_{(v^{-1},v) \in F^-(v)},$$

and

$$\forall v \in S : \sum_{e \in E^+(v)} x_e + d^+_F(v) \equiv 0 \mod 2. \quad (5)$$

Valid bidirected flow. To adapt Edmonds’ and Johnson’s formulation to biwalks, we additionally need to ensure that the resulting flow yields a set of biarcs, i.e. that each arc has the same flow as its reverse complement:

$$\forall e \in E : x_e = x_{e^{-1}}. \quad (7)$$

Adapted flow formulation. With the modifications above, we can adapt the formulation of Edmonds and Johnson to solve the bidirected partial-coverage Chinese postman problem. We define $F$ to be the arcs in the original graph, and set
\( E := V \times V \). We further set \( c_e = 1 \) for \( e \in F \) and \( c_e = k - 1 \) otherwise. Lastly we define \( S \) and \( T \) as above. Then we get the following modified formulation:

\[
\min \sum_{e \in E} c_e x_e \ \text{s.t.} \quad (2)
\]
\[
\begin{align*}
& x_e \text{ are non-negative integers, and} \\
& \forall v \in T : \sum_{e \in E^{-}(v)} x_e - \sum_{e \in E^{+}(v)} x_e \\
& = d_F^+(v) - d_F^-(v) + \left( \mathbf{1}_{(v,v^{-1}) \in E^+(v)} - \mathbf{1}_{(v^{-1},v) \in E^-(v)} \right), \text{ and} \\
& \forall v \in S : \sum_{e \in E^{+}(v)} x_e + d_F^+(v) \equiv 0 \mod 2, \text{ and} \\
& \forall e \in E : x_e = x_{e-1}.
\end{align*}
\]

In this min-cost integer flow formulation\(^9\) of the bidirected partial-coverage Chinese postman problem, analogue to the formulation of Edmonds and Johnson, sources and sinks are nodes with missing outgoing or incoming arcs with demands matching the number of missing arcs in \( F \). Our formulation would not be solvable for practical de-Brujin graphs because inserting a quadratic amount of arcs into the graph is infeasible. However, most of the breaking arcs are not needed, since in a minimum solution they can only carry flow if they directly connect a source to a sink: otherwise, the longer source-sink path they are part of could be replaced with a single breaking arc that directly connects a source to a sink to create a solution with lower costs. But even reducing the number of breaking arcs like this might not be enough if the graph contains too many sources and sinks. We therefore reduce the linear program to a min-cost matching instance, similar to Edmonds and Johnson.

5.6 Solving the min-cost integer flow formulation with min-cost matching

To solve the bidirected partial-coverage Chinese postman problem with min-cost matching, we observe that flow traverses the graph from a source to a sink only via min-cost paths, since all arcs have infinite capacity. Due to the existence of the breaking arcs with low cost \((k - 1)\), we can further restrict it to use only paths of length at most \( k - 2 \) without affecting minimality. However, since we are interested in a low number of strings in our minimum SPSS, we also allow paths of length \( k - 1 \). We can precompute these min-cost paths efficiently in parallel (see Section 5.7 below). Then it remains to decide which combination of min-cost paths and breaking arcs yield a minimum solution.

To simplify this problem, observe that the pairing of sources and sinks that are connected via breaking arcs does not matter. Any pairing uses the same amount of breaking arcs, and therefore has the same costs. It only matters that these nodes are not connected by a lower-cost path that does not use any breaking arcs. As a

\(^9\)It is conceptually similar to that proposed in [48], however different because the basic definitions differ, and we further allow for special arcs that do not need to be covered.
result, we can ignore breaking arcs when searching a minimum solution, and instead introduce costs for unmatched nodes. Using this, we can formulate a min-cost matching problem with penalty costs for unmatched nodes, which can be reduced to a min-cost perfect matching problem.

For the construction of our undirected matching graph $M$, we define the set of sources $A \subseteq T$ as all nodes with negative bi-imbalance, and the set of sinks $B \subseteq T$ as all nodes with positive bi-imbalance. Then we add $|b_i|$ (absolute value of the bi-imbalance of $v$) copies of each node from $A$, $B$ and $S$ to $M$. Further, for each min-cost path from a node $a \in A \cup S$ to a node $b \in B \cup S$ we add an edge (undirected arc) from each copy of $a$ to each copy of $b$ in $M$ with costs equal to the costs of the path. We ignore self loops at nodes in $S$ since they do not alter the imbalance, and nodes in $A$ and $B$ cannot have self loops. Then, to fulfill Condition (7) and to reduce the size of the matching problem, we merge all nodes and arcs with their reverse complement (the unmerged graph is built here to simplify our explanations, in our implementation we directly build the merged graph). Lastly, we assign each unmatched node the costs $(k - 1)/2$, as each pair of unmatched nodes produces costs $k - 1$ for using a breaking arc.

We reduce $M$ to an instance of the min-cost perfect matching problem using the reduction described in [54]. For that we duplicate the graph, and add an edge with costs $k - 1$ between each node and its copy.\footnote{By duplicating the graph, virtually each edge’s costs are doubled, since each edge exists twice afterwards. However, the edges between nodes and their duplicate exist only once, so their costs require doubling.}

After this reduction, we use Blossom V [55] to compute a solution. This gives us a multiset of arcs that we complete with the breaking arcs required to balance the unmatched nodes to create a biEulerisation of the input graph. Following the approach from Edmonds and Johnson, we find a biEulerian cycle in the resulting graph which is a solution to the bidirected partial-coverage Chinese postman problem as required.

### 5.7 Efficient computation of many-to-many min-cost paths

Apart from solving the matching problem, finding the min-cost paths between sources and sinks is the most computationally heavy part of our algorithm.

We solve it using Dijkstra’s shortest path algorithm [56] in a one-to-many variant and execute it in parallel for all sources. To be efficient, we create a queue with blocks of source nodes, and the threads process one block at a time. A good block size balances between threads competing for access to the queue, and threads receiving a very imbalanced workload. Since our min-cost paths are short (at most $k - 1$ arcs), in most executions of Dijkstra’s algorithm only a tiny fraction of the nodes in the graph are visited. But Dijkstra’s algorithm wastefully loops over all nodes to reset their costs before each execution. To save time, we introduce an epoch value for each node together with a global expected epoch value, and instead of resetting all nodes before each execution, we increment the expected epoch value. Then, when reading the costs of a node, we reset it if the node has an outdated epoch value.

Additionally, whenever the costs of a node are read or written, we set its epoch value to the expected epoch value. As another optimisation, we abort the execution...
early when Dijkstra reaches costs greater than $k - 1$, since we are only interested in paths up to costs $k - 1$.

Finally, in our implementation, we do not compute the actual sequences of arcs of the paths. Instead of copying the path arcs when biEulerising the graph, we insert special dummy arcs with a length equal to the length of the path. When breaking the final biEulerian cycle, if there are no breaking arcs but dummy arcs, then we break at a longest dummy arc to produce a minimum solution. If there are neither breaking nor dummy arcs, we proceed as described above. Then, when reporting the final set of strings, we define $\text{spell}(\cdot)$ to append the last $\ell$ characters of $b$ when encountering a dummy biarc $[(a, b), (b - 1, a - 1)]$ (or $[(a, b)]$) of length $\ell$.

5.8 Efficient computation of the greedy heuristic

The greedy heuristic biEulerises the graph by greedily adding min-cost paths between unbalanced nodes, as opposed to choosing an optimal set via min-cost matching like our main algorithm. It then continues like the main algorithm, finding a biEulerian cycle, breaking it into walks and spelling out the strings.

To be efficient, the min-cost paths are again computed in parallel, and we apply all optimisations from Section 5.7. The parallelism however poses a problem for the greedy computation: if a binode with one missing incoming biarc is reached by two min-cost paths in parallel, then if both threads add their respective biarcs, we would overshoot the bi-imbalance of that binode. To prevent that, we introduce a lock for each node, and before inserting a biarc into the graph we lock all (up to) four incident nodes. By locking the nodes in order of their ids we ensure that no deadlock can occur. Since the number of threads is many orders of magnitude lower than the number of nodes, we assume that threads almost never need to wait for each other. In addition to the parallelisation, we abort Dijkstra’s algorithm early when we have enough paths to fix the imbalance for the binode. This sometimes requires to execute Dijkstra’s algorithm again if a potential sink node was used by a different thread in parallel. But again, since the number of threads is many orders of magnitude lower than the number of nodes, we assume that this case almost never occurs.

5.9 Minimising string count

In the paper we studied SPSSes of minimum total length (minimum CL). In this section we note that an SPSS with a minimum number of strings (minimum SC), and with no constraint on the total length, is also computable in polynomial time.

The high-level idea, ignoring reverse complements, is as follows. Given the arc-centric de Bruijn graph $G$, construct the directed acyclic graph $G^*$ of strongly connected components (SCCs) of $G$. In $G^*$, every SCC is a node, and we have as many arcs between two SCCs as there are pairs of nodes in the two SCCs with an arc between them. Clearly, all arcs in a single SCC are coverable by a single walk. Moreover, for two SCCs connected by an arc, their two covering walks can be connected via this arc into a single walk covering all arcs of both SCCs. Thus, the minimum number of walks needed to cover all arcs of $G^*$ (i.e., minimum SC SPSS) equals the minimum number of paths needed to cover all arcs of the acyclic graph $G^*$. This is a classic problem solvable in polynomial time with network flows (see e.g. [57] among many).
However, such an SPSS of minimum SC very likely has a large CL, because covering an SCC with a single walk might repeat quadratically many arcs, and connecting the covering walks of two adjacent SCCs might additionally require to repeat many arcs to reach the arc between them.

5.10 Experimental evaluation

We ran our experiments on a server running Linux with two 64-core AMD EPYC 7H12 processors with 2 logical cores per physical core, 1.96TiB RAM and an SSD. We downloaded the genomes of the model organisms from RefSeq [40]: Caenorhabditis elegans with accession GCF_000002985.6, Bombyx mori with accession GCF_000151625.1 and Homo sapiens with accession GCF_000001405.39. These are the same genomes as in [41], except that we get HG38 from RefSeq for citability. The short reads were downloaded from the sequence read archive [58]: Caenorhabditis elegans with accession SRR14447868.1, Bombyx mori with accession DRR064025.1 and Homo sapiens with accessions SRR2052337.1 to SRR2052425.1.

For the pangenomes we downloaded the 616 Streptococcus pneumoniae genomes from the sequence read archive, using the accession codes provided in Table 1 in [59]. We downloaded the 1102 Neisseria gonorrhoeae genomes from [60]. Up to here the pangenomes are retrieved in the same way as in [41]. We additionally used grep to select 3682 Escherichia coli genomes from ftp://ftp.ncbi.nlm.nih.gov/ genomes/genbank/bacteria/assembly_summary.txt. For the short read query we used 30 read data sets from the sequence read archive with the accessions listed in Additional file 6.

We used snakemake [61] and the bioconda software repository [62] to craft our experiment pipeline. Both the build and the query were checked for correctness by checking the kmer sets built against unitigs and the query results against the same query run on unitigs. Whenever we measured runtime of queries and builds for Additional file 5 (Performance with different amounts of threads), we only let a single experiment run, even if the experiment used only one core. When running the other builds we ran multiple processes at the same time, but never using more threads than the processor has physical cores (thus avoiding any effects introduced by sharing logical cores). Due to the size of the experiments, when running a tool we copied its input to the SSD, and copied the results back to our main storage. The copying was not part of the measurements. We made sure that the server is undisturbed, except that we monitored the experiment status and progress with htop and less. We limited each run to 256GiB of RAM per process, which prevented us from running matchtigs on larger inputs. Further, ProphAsm supports only \( k \leq 32 \), so it was not run for \( k \) larger than that. See Section Availability of data and materials for availability of our implementation and experiment code.
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Additional file 1 — Quality of compressing model organisms (pdf)
Additional CL and SC data from the experiments from Table 1, with varying $k$ and min. abundance. Also, the average unitig length and total unitig count is plotted.

Additional file 2 — Performance of compressing model organisms (pdf)
Additional run time and memory data from the experiments from Table 1, with varying $k$ and min. abundance.

Additional file 3 — Quality of compressing pangenomes (pdf)
Additional CL and SC data from the experiments from Table 2, with varying $k$ and min. abundance. Also, the average unitig length and total unitig count is plotted.

Additional file 4 — Performance of compressing pangenomes (pdf)
Additional run time and memory data from the experiments from Table 2, with varying $k$ and min. abundance.

Additional file 5 — Performance with different amounts of threads (pdf)
A run time and memory comparison of compressing the E. coli pangenome and the H. sapiens reference genome with different amounts of threads and different compression methods.

Additional file 6 — Accessions of the reads used for the query experiment (txt)
A list of sequence read archive accession numbers for the 30 sets of E.coli short reads used in the experiment in Section 2.4.