Faster Gossiping in Bidirectional Radio Networks with Large Labels

SHAILESH VAYA
shailesh.vaya@gmail.com.
Department of Computer Science and Engineering,
Indian Institute of Technology Patna

Abstract. We consider unknown ad-hoc radio networks, when the underlying network is bidirectional and nodes can have polynomially large labels. For this model, we present a deterministic protocol for gossiping which takes \(O(n \lg^2 n \lg \lg n)\) rounds. This improves upon the previous best result for deterministic gossiping for this model by [Gasienec, Potapov, Pagourtizis, Deterministic Gossiping in Radio Networks with Large labels, ESA (2002)], who present a protocol of round complexity \(O(n \lg^3 n \lg \lg n)\) for this problem. This resolves open problem posed in [Gasienec, Efficient gossiping in radio networks, SIROCCO (2009)], who cite bridging gap between lower and upper bounds for this problem as an important objective. We emphasize that a salient feature of our protocol is its simplicity, especially with respect to the previous best known protocol for this problem.
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1 Introduction

Mobile ad-hoc radio networks play an important role in a wide range of fields, ranging from agriculture and automobiles to hazardous environments and defense. Often enough, radio networks and their connectivity are not planned ahead precisely and there is often no centralized system to coordinate the deployed radio stations. Thus, typically radio networks form a classical distributed setting in which the radio nodes have to rely solely on the communication received by it and its own label (possibly knowledge of some other parameters) to determine its action at any time step. Complex communication activities that the deployed radio networks may undertake relies on fundamental communication primitives like broadcasting and gossiping.

In the broadcasting problem, a message from a distinguished source node is to be communicated to all other nodes of the network. While in the gossiping problem, each node of the network may possess a different message which is to be communicated to rest of the network. Needless to say, while broadcasting can be achieved on any directed network, gossiping can be completed only on strongly connected networks. For both the problems, the most important consideration is the time from initiation of the task to completion of the task. However, in an asynchronous system, real clock time with respect to an external entity is an improper measure. In this work, we assume a synchronous model with no faulty nodes, when nodes can communicate messages of arbitrary sizes. Computation and communication for this model is organized in rounds. In every round, each node can either act as a transmitter or a receiver, but not both. This is an important distinguishing feature of radio networks. Whether a node is actually able to receive a message or the message sent by it is received by a neighboring node depends on another salient property of radio networks: If two in-neighbors of a node transmit any message in the same round, then a collision occurs and the receiving node receives nothing. In particular, the receiving node cannot distinguish it from the case when all of its in-neighbors were silent. It is this features of radio networks that make even a simple task of broadcasting non-trivial.

Finally, the (in)availability of connectivity knowledge is an important consideration under which radio broadcasting and gossiping problem have been studied. It is typically assumed that nodes do not have any connectivity information about the network, but perhaps knowledge of \(n\) - the number of nodes in the network, \(\Delta\) - the maximum in-degree of a node in the network, or \(D\) - the diameter of the network. However, radio broadcasting and gossiping problem have also been studied under the assumption that nodes in the network do not have any apriori knowledge of any of these parameters, or even \(n\), which is a valid assumption for many settings. There are several metrics to measure the complexity of broadcasting and gossiping protocols, like round complexity (minimum number of rounds needed to complete broadcasting), message complexity (minimum number of messages needed to be sent to complete broadcasting), etc. These metrics are defined in terms of the number of nodes in the network \(n\) and the radius of the network \(D\). The most important and prevalent complexity measure under which the radio broadcasting and gossiping problem have been studied is the round complexity. This will be the criterion by which we will calibrate broadcasting and gossiping protocols in this work also.

Early works for broadcasting and gossiping also made the strong assumption that the labels of nodes of the network belong to a small range \([1, \ldots, O(n)]\). This is restrictive and not very practical. This restriction on
label values allows the parties to engage in a simple round-robin protocol, where they all transmit their ID’s one by one in a separate round and eventually learn about their in-neighborhoods etc. Allowing nodes to have large labels causes the round-robin phase in broadcasting/gossiping protocols to cost $O(n^2)$ rounds, making them very time expensive. This brings into consideration new challenges in protocol design. Peleg initiated discussion on this issue in [42] and it has been considered important that protocols work for the case when nodes can have polynomial sized labels.

In [27], authors consider the problem of deterministic gossiping in unknown radio networks, when underlying network is strongly connected networks or bi-connected, and nodes can have polynomially large labels. For this model, a deterministic gossiping protocol of $O(n^{5/3})$ round complexity is presented for strongly connected networks. For bidirectional networks, a gossiping protocol is presented which takes $O(n \lg n)$ rounds. This protocol proceeds in phases, in which the nodes learn about the neighborhood before executing a depth first search on the graph that takes $O(n)$ rounds. The phase for learning the neighborhood invokes leader election protocol on the network $O(\lg n)$ times, which in turns invokes deterministic broadcasting protocol $O(\lg n)$ times. Using the current best protocol for deterministic radio broadcasting, in [22], which takes $O(n \lg n \lg \lg n)$ rounds and works for the case of large labels, the round complexity of gossiping protocol for bidirectional networks in [27] takes $O(n \lg^2 n \lg \lg n)$ rounds. The significance of reducing the gap between upper and lower bounds for this problem has been further emphasized in the survey article by Gasieniec, [20], who pose this as an important goal.

In this work, we present a deterministic protocol for radio gossiping in unknown bidirectional networks which takes $O(n \lg^2 n \lg \lg n)$ rounds. The shaving off $O(\lg n)$ factor, from the round complexity of previous best protocol given in [27], is achieved by reducing the number of invocations of the leader election algorithm to only once.

1.1 Previous Works

The study of broadcasting has received considerably more attention then gossiping. For directed graphs, a series of works improved the trivial upper bound of $O(n^2)$ for broadcasting (for small labels), to $O(n^{11/16})$ by [8], to $O(n^{5/3})$ by De Marco and Peler, [23], $O(n^{3/2})$ by [10], $O(n \lg^2 n)$ by [11], $O(n \lg D)$ by [14] and most recently $O(n \lg n \lg \lg n)$ by [22]. [6] showed that for any deterministic algorithm $A$ for broadcasting in ad-hoc radio networks, there are networks on which $A$ requires $\Omega(n \lg n)$ rounds.

The first sub-quadratic deterministic algorithm for the gossiping problem in ad-hoc radio networks was $O(n^{3/2})$ time algorithm proposed in [11]. Subsequently, [44], improved this bound by a poly-logarithmic factor obtaining $O(n^{3/2})$ bound. For small diameter $D$, the gossiping time was later improved by Gasieniec and Lingas [21] to $O(nD^{1/2})$. These algorithms assume that the node labels are linear in $n$. Clementi, Monti, and Silvestri [13] presented a $\tilde{O}(D^{1/2})$-time deterministic algorithm, which was improved to $\tilde{O}(D^{1/2})$ by Gasieniec and Lingas [21], for polynomially large labels. [28] improved the result on deterministic gossiping from $O(n^{5/3})$ in [27] to $O(n^{4/3})$ in [28]. An excellent survey of results on deterministic gossiping problem is presented by Gasieniec in [20]. For bounded size messages deterministic gossiping was studied in [9] and for unit size messages gossiping protocols were given in [25] and [40]. [11] proposed an $O(n \lg^4 n)$ time randomized gossiping algorithm, which was improved to $O(n \lg^3 n)$ rounds by [39] and $O(n \lg^2 n)$ rounds by [14]. [8], [41], [43] study the problem of acknowledged broadcasting and gossiping when nodes do not know any estimate on the number of nodes in the network. [19] improve their results and present an $O(n \lg n \lg \lg n)$-time algorithm for deterministic broadcasting, for the case of small labels.

In the centralized setting, the topology of the radio network is known to all the nodes of the network. For this setting, a deterministic broadcasting protocol of $O(D \lg^2 n)$ was given in [17], for networks of radius $D$. For the centralized setting, a lower bound of $\Omega(D + \lg^2 n)$ rounds was proved in [1]. This was shown to be tight in a recent work [36], where a matching upper bound of $\Omega(D + \lg^2 n)$ rounds was proved, after a series of improvements from $O(D \lg^2 n)$ rounds in [17]), $O(D \lg n + \lg^2 n)$ rounds in [35], $O(D + \lg^4)$ rounds in [18] and $O(D + \lg^5 n)$ rounds in [24].

1.2 Organization of the paper

In Section 2, we present the model, some relevant tools and terminologies. In Section 3.1, we review some primitives for bi-directional networks introduced in [32]. We adapt them and employ in our protocols for bidirectional networks. Finally, in Section 3, we present our new deterministic algorithm for gossiping in bidirectional networks.

2 Description of the model and relevant tools

Definition 1. ([3],[32]) A broadcast protocol $\pi$ for a radio network is a synchronous multi-processor protocol which proceeds in rounds. Following are the salient features of the broadcasting process for undirected radio networks:
1. All nodes execute identical copies of the same protocol $\pi$.
2. In each round, every node either acts as a transmitter or as a receiver (or is inactive).
3. A node receives a message in a specific round if and only if it acts as a receiver and exactly one of its neighbors transmits in that round. Otherwise, it receives $\phi$. We assume that the messages are authenticated, that is, when a node receives a message it gets to know the label of the transmitting node.
4. The action of a node in a specific round is determined by
   (a) Initial input, which typically contains own label, and sometimes also the number of nodes in the network $n$.
   (b) Messages received by the node in previous rounds.
5. Broadcast is completed in $r$ rounds if all the nodes receive the source message in one of the rounds $0, 1, \ldots, r - 1$.

2.1 Combinatorial tools

We briefly review a few different combinatorial tools used in this work.

**Definition 2.** (Selective family) A ($k, n$)-selective family $\mathcal{F}$ consists of a set of subsets of a set $S = [1, \ldots, n]$, such that for every subset $s_k$ of $S$ of size at most $k$, there exists at least one subset $s_f \in \mathcal{F}$ for which $|s_f \cap s_k| = 1$.

The number of subsets $\mathcal{F}$ in a ($k, n$)-selective family is denoted by $SF(k, n)$.

**Theorem 1.** There exists a ($k, n$)-selective family $\mathcal{F}$ of size $f \cdot k \cdot \lg n$, for some constant $f$.

The following result was presented in [22] for deterministic broadcasting in directed networks and will be used by us:

**Theorem 2.** There exists a deterministic broadcasting algorithm that works in $O(n \lg n \lg \lg n)$ rounds on all directed graphs. When $n$ nodes of the network can have labels in range $[1, \ldots, n^c]$, the algorithm is referred to by $RB(n, n^c)$ and the number of rounds taken by it, by $NB(n, n^c)$.

3 Faster gossiping in bi-directional networks with large labels

First, we present a few primitives for bidirectional networks which will be used in our main protocol. These primitives have been adapted from [32] and their correctness follows from their.

3.1 Primitives for bidirectional networks

In this section, we present a sub-protocol which will be used in composing some other protocols. This protocol has been obtained by adapting the Binary-Selection-Broadcast() procedures presented in [32]. The protocol described in SubSubsection 3.1 is used to estimate the size of set $A$: Determine if the number of nodes in subset $A$ connected to a node $s$ is 0, 1 or more. This is achieved with help of a helper node whose label is $h$. This is the similar to the Echo() procedure given in [32]. SubSubsection 3.1, presents a binary selection procedure for a node to execute along with its neighboring nodes to select an undiscoved neighboring node from them.

**Estimating the size of a neighborhood** Procedure Estimate() is initiated by a node $s$. It works with three parameters: (1) $X$ which is a subset of labels to be excluded from the search (2) $h$ which is the label of a particular node (3) $Y$ a subset of labels within which the search is to be carried out.

Procedure Estimate($h, X, Y$)

1. Step 0. Node $s$ transmits a message $h, X, Y$. This message is received by all its neighbors.
2. Step 1 Every neighbor of $s$ with labels in subset $Y - X - \{h\}$ transmits its label.
3. Step 2 Every neighbor of $s$ in $Y - X \cup \{h\}$ transmits its label.

There are 3 possible effects of executing Estimate($h, X, Y$) at node $s$.

(a) Case 1 A message is received in Step 1 and no message is received in Step 2. In this case, the node $s$ knows that it has a single neighbor with label in $Y - X - \{h\}$ and learns the label of this unique node.
(b) Case 2 No message is received in Step 1 but a message from $h$ is received in Step 2. In this case, the node $s$ knows that it has no neighbors with labels in $Y - X - \{h\}$.
(c) Case 3 No message is received in either Step. In this case, the node $s$ concludes that $s$ has at least 2 neighbors in $Y - X - \{h\}$. 

IV
Binary selection of an undiscovered node

The goal of this procedure is for a node \( s \), to discover a new node in its undiscovered neighborhood \( (X) \), with the help of an (already discovered) assistant node \( h \).

**Binary-Select(\( s, h, X \))**

1. Step 0: Node \( s \) transmits the label of a neighbor node \( h \), which is called helper of \( s \) and subset of excluded labels \( X \).
2. Step 1: \( s \) first determines if there exists an undiscovered node in its neighborhood by executing Estimate(\( h, X, \infty \)). If it is determined that the entire neighborhood of \( s \) has been discovered, then the procedure Binary-Select() terminates, else continue with Step 2.
3. Step 2:
   
   a. Initialize \( i \), so that \( 2^i \) is the minimum \( i \) for which \( 2^i \geq n \).
   
   b. Nodes execute Estimate(\( h, X, [1, \ldots, n]) \) initiated by \( s \).
   
   c. If a single new neighbor is discovered, then its label is learned by \( s \) and the procedure terminates; Else, if it is discovered that the number of neighbors of \( s \) is \( \geq 2 \), then Step 3 terminates and continue to Step 3.

   *Else, \( i = i + 1 \) and Sub-steps (b) and (c) of Step 2 are executed with incremented value of \( i \).

   At termination of Step 2, nodes conclude that at least 2 undiscovered neighbors of \( s \) have labels in the range \([1, \ldots, 2^i]\) and continue the search in this range.

   Each of the remaining Steps 3, 4, 5, \ldots consists of the following binary search stage: Nodes execute Procedure Estimate(\( h, X, Y \)), with range \( Y = [a = 1, \ldots, b = 2^{i-1}] \), initiated by \( s \). If the answer received from the execution is the label of a single undiscovered neighbor of \( s \), then the procedure terminates and the value of this label is returned; If the answer received from the execution is 0, then in the next Step nodes continue the search on complimentary range \( Y = [a = 2^{i-1} + 1, \ldots, b = 2^i] \), else the nodes continue the search on range \( Y = [a = 1, \ldots, b = 2^{i-2}] \).

### 3.2 Gossiping in bi-directional networks with large labels in \( O(n \lg^2 n \lg \lg n) \)

The protocol proceeds in four stages: In the first stage, the nodes execute a binary search procedure to elect a node with the maximum ID as a leader. In the second and third stages, the leader conducts a broadcast on the network collecting messages from various nodes of the network. Finally, the leader conducts another broadcast of the collected messages, communicating all the collected messages to the rest of the network.

**Protocol for radio gossiping on bidirectional networks**

1. **SELECT-A-LEADER**: This stage consists of the following steps conducted iteratively for \( j = 1, 2, \ldots, \lg n^c \).
   
   In step 1, nodes know that a leader exists with label in \([1, \ldots, n^c]\). All nodes with labels in \([\lceil \frac{n}{2} \rceil, \ldots, n^c]\) initialize themselves with a message "1". Nodes then execute protocol \( RB(n + 1, n^c) \) for radio broadcasting to disperse this message in the entire network. If a "1" is received by all nodes, by round \( c \), then all nodes know that leader exists in \([\lceil \frac{n}{2} \rceil, \ldots, n^c]\). Nodes then continue to search for the leader in this smaller range.

   Else, the nodes search for leader in range \([1, \ldots, \lceil \frac{n}{2} \rceil]\).

   This step is executed \( \lg_2 n^c \) times, after which all nodes and the leader know the ID of the leader. This stage takes a total of \( O(\lg n \cdot NB(n + 1, n^c)) \) rounds.

2. **DESIGNATE-HELPER-FOR-LEADER**: The leader elected in the last Stage is the source node which will conduct the rest of the protocol. From the messages received by it in the previous Stage from various nodes, the source arbitrarily chooses one node and designates it as its helper node. The source, then re-announces this fact to its neighborhood by transmitting it once.

   Alternatively, the leader transmits a message once to its entire neighborhood, who then execute a \( (n, n) \)-selective family. Leader then chooses a neighboring node and demarcates it as a helper node \( h \).

3. **MARK-AND-PASS-TOKEN**: This stage is executed inductively. Subset \( X \) is used to maintain already marked nodes in the network. \( X \) is passed along with the token in the future steps.

   a. (First Step): The subset \( X \) is initialized: \( X = \{s\} \). The token is passed to node \( h \), which was designated as the 'helper' in the previous Stage.

   b. (\( t^{th} \) Step): Let \( r \) be the node which received the token in the previous Step, from some node a \( r_h \).

   Then, update subset \( X: X = X \cup \{r\} \). \( r \) transmits the message \( m \) to be broadcasted. Using the helper node \( r_h \), node \( r \) attempts to discover a new neighbor by execution of Binary-Select(\( r, h, X \)). The result of this procedure can be one of the following:

   i. Let \( t \) be a new node discovered by the Binary Selection procedure. Then, the token is passed to the newly discovered node \( t \) and the node from which the token is passed i.e., \( r \) is identified as a helper to node \( t \) and this step is executed again.

   ii. If no new node is discovered, then the token is returned back (along with subset \( X \)) to the node \( r_h \) from which node \( r \) had received the token for the first time.
The correctness of the above algorithm follows from correctness of broadcasting protocol [22] which is used to construct the leader election procedure, as in [11]. The rest of the routines use ideas from algorithm presented in previous Section. We have the following result:

**Theorem 3.** There exists a deterministic protocol that takes $O(n \lg^2 n \lg \lg n)$ rounds to complete gossiping on every bidirectional network of $n$ nodes, when node labels can take polynomially values in $n$.
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