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A new adaptive scheme to be used in Particle-In-Cell codes for carrying out gyroaveraging operations with matrices is presented. This new scheme uses an intermediate velocity grid whose resolution is adapted to the local thermal Larmor radius. The charge density is computed by projecting marker weights in a field-line following manner while preserving the adiabatic magnetic moment \( \mu \). These choices permit to improve the accuracy of the gyroaveraging operations performed with matrices even when strong spatial variation of temperature and magnetic field is present. Accuracy of the scheme in different geometries from simple 2D slab geometry to realistic 3D toroidal equilibrium has been studied. A successful implementation in the gyrokinetic code XGC is presented in the delta-f limit.

I. INTRODUCTION

Gyrokinetic codes are one of the best candidates for studying the turbulent transport of tokamak fusion plasma. These codes are based on the gyrokinetic theory which reduces the 6D Vlasov equation into a 5D gyrokinetic equation \[1\]. This reduction is made possible thanks to the fact that the fast gyromotion of a particle around a magnetic field line is associated to an adiabatic invariant, the magnetic moment \( \mu \). A particle is thus modeled by a ring of charge which radius is called the Larmor radius and center is called the gyrocenter. The electric field felt by this ring of charge is called the gyroaveraged electric field and is computed from the electrostatic potential averaged over the same ring. In the present work, we report a new scheme based on matrix operation to be used in PIC codes for computing this gyroaveraging operation in a fast and accurate manner.

The gyroaveraging operation can be handled with two different strategies, using either matrix operations over grid quantities or a finite number of points over each individual marker particle gyro-orbit approximated as circle. When the quantity to be gyroaveraged is represented on a grid, as it is the case in Eulerian continuum codes, the operations can be computed with matrix operations. When the quantity to be gyroaveraged is sampled by marker particles, as it is the case in most Lagrangian Particle-in-Cell codes, the operations in velocity space are handled for each marker particle separately. The gyroaveraging operation then consists in projecting the marker gyrocenter \( X \) on its discrete gyroring \( x_a = X + \rho(\alpha_a) \) with \( n \) points labeled by \( a \) and located at equidistant gyro angles \( \alpha_a = a2\pi/n \). This operation can be computed with at least 4 points \[2\] or more than 4 points according to the physics solved by the system \[3\].

The gyrokinetic code XGC has the particularity of being the only PIC code which uses gyroaveraging matrices. For this purpose, the particle weights are projected on an intermediate 4D grid on which the gyroaveraging is performed. This functionality was first implemented by S. Ku \[4, 5\]. The current work reports on a new scheme in which the gyroaveraged matrices are adapted to the local thermal Larmor radius and the projection of particle weights is made such as to preserve their adiabatic moment \( \mu \). In general, gyrokinetic PIC codes like ORB5 \[6\], GEM \[7\], or GT5D \[8\] use the \( n \) points gyroaveraged technique \[2, 3\]. On the other hand, Eulerian codes like GENE \[10, 11\], or the semi-Lagrangian code Gysela \[13–15\], which are grid-based, can naturally use gyroaveraging matrices. The direct use of the Bessel function or of its Padé approximation can also be made by these grid based codes, such as in Gyro \[16\].

In the new scheme, the gyro-averaging matrix operations are performed on a 4D grid composed of the 3 dimensions of position space, \( X \), plus a dimension in the velocity direction \( \mu \). The choice of using a grid in \( \mu \) instead of a grid in \( \rho \) or \( v^2 \) is made because \( \mu \) is an adiabatic invariant. The grid in the \( \mu \) direction is regular in \( \mu \) and is referred to as a \( \sqrt{\mu} \)-grid. This \( \sqrt{\mu} \)-grid is adapted at each node point to the spatial variation of temperature and magnetic field strength, i.e., the maximum value of the grid \( \sqrt{\mu_{\text{max}}} \) is a multiple of the square-root of the thermal magnetic moment \( \mu_{\text{th}} = T/2B \). Projecting gyrocenters in 4D space with a \( \sqrt{\mu} \)-grid thus preserves their magnetic moment. In the previous XGC version, the same fixed \( \rho \) grid was used at all position space positions. As we will discuss in this paper, this previous approach shows two inconveniences. First, in case of strong spatial variation of temperature, more velocity grid points are necessary to converge the integral of gyroaveraged quantities. Second, in case of strong variation of the magnetic field strength in the parallel direction (cf NSTX or tight aspect ratio tokamaks), more planes are necessary in the toroidal directions for converging the results.

As we will discuss in more details, the computational cost for gyroveraging or integrating over \( \mu \) accurately increases with \( k\rho \) which is the ratio between the Larmor radius and the physical wavelength of interest. In ion turbulent regime such as in the ion temperature gradient (ITG) regime one has \( k\rho_i \approx 0.5 \), so that 4 gyro-points are enough \[2\], as well as, a few points in \( \mu \) \[1\]. But when gradually including the light electron physics, this ratio starts to increase significantly and more gyro-points are necessary. For instance, when including the
physics of passing electrons near mode rational surfaces, short ion scale physics of the order of \( k_i \rho_i \approx 20 \) has to be included for computing turbulent transport and many more gyropoints have to be used. For example, \( \approx 20 \) gyropoints were used in recent PIC simulations of TCV turbulence including drift-kinetic electrons and gyro-kinetic ions \[18\]. Finally, the major challenge consists in simulating gyrokinetic ions and electrons in multiscale physics where both ITG and electron temperature gradient (ETG) turbulence scales are accounted for, thus going from \( k_i \rho_i \approx 0.5 \) up to \( k_i \rho_i \lesssim 60 \), see flux tube studies \[17, 19, 20\]. In the present work, the accuracy of gyroaveraging will be discussed for various regimes, in preparation of future high fidelity gyrokinetic simulations of turbulence plasma.

In section III the basic electrostatic gyrokinetic model relevant for this work is briefly introduced for defining terms. In section III the new \( \sqrt{\mu} \)-grid based scheme is introduced together with the classical \( n \) point averaging scheme. In section IV the error made by the \( n \) points gyroaveraging is recalled, see \[2\]. In section V the accuracy of the new gyroaveraging scheme is discussed in a simple 2D slab geometry. The new scheme is also compared to the classic \( n \)-points gyroaveraging scheme and to the fixed \( \rho \)-grid matrix scheme. In section VII the new scheme is described in 3D toroidal geometry, compared to other schemes, and successfully implemented in the delta-\( f \) version of the gyrokinetic code XGC. In section VII a conclusion is drawn.

II. GYROKINETIC MODEL

In gyrokinetic codes, the plasma dynamics is modeled with a reduced 5D Vlasov-Maxwell system of equations. The species gyrocentre distribution function \( f \) is evolved according to the gyrokinetic equation

\[
\frac{df}{dt} = \frac{\partial f}{\partial t} + \dot{X} \cdot \frac{\partial f}{\partial X} + v_\parallel \frac{\partial f}{\partial v_\parallel},
\]

with \( X \) the gyrocenter, \( v_\parallel \) the velocity in the parallel direction, and \( \mu = 0 \).

As our goal is to present our new numerical scheme, we only consider the electrostatic limit of the gyrokinetic model. In this electrostatic limit, the equations of motion are given by

\[
\begin{cases}
\dot{X} = \frac{1}{m} \left( v_\parallel \right) B^* - \mu \nabla B \times b - q \nabla \langle \phi \rangle_\alpha \times b \\
\dot{v}_\parallel = -\frac{X}{m v_\parallel} \cdot (\mu \nabla B - q \nabla \langle \phi \rangle_\alpha),
\end{cases}
\]

with \( B^* = B + (m/q)v_\parallel \nabla \times B \), \( b = B/B \), and \( \langle \phi \rangle_\alpha \) the gyroaveraged electrostatic potential density defined by

\[
\langle \phi \rangle_\alpha (X, \mu) = \int d\alpha \phi(X + \rho(\alpha, X, \mu)),
\]

where the particle position \( x = X + \rho \) is decomposed in its gyrocenter \( X \) and Larmor vector \( \rho \). The Larmor vector is defined by

\[
\rho = q^{-1} \sqrt{2B\mu (\cos \alpha e_1 - \sin \alpha e_2)},
\]

with \( \alpha \) the gyroangle and \( \{e_1, e_2\} \) an orthonormal basis in the plan perpendicular to the magnetic field \( B \). In the present work, the Larmor ring is assumed to lie on a poloidal plane of constant toroidal angle, i.e., \( \rho \cdot \nabla \phi = 0 \) as it is done in general by most PIC codes. Since the difference between \( B_T \) and \( B \) is on the order \( (B_T/B)^2 \). It is not difficult to project the tilted Larmor ring onto the \( e_1, e_2 \) plane and model it as an ellipse. \( B_T \) and \( B \) are the poloidal and the toroidal components of \( B \), respectively.

The gyrokinetic Poisson equation, given here in the long wavelength approximation, reads

\[
\nabla_\perp \cdot \frac{q_i n_0}{m_i B^2} \nabla_\perp \phi = -\frac{e n_0}{T_e 0} (\phi - \langle \phi \rangle_{FS}) = \bar{n}_i - \bar{n}_e^{NA}
\]

where \( \langle \phi \rangle_{FS} \) is the flux-surface averaged electrostatic field, \( \bar{n}_i \) is the gyro-averaged ion gyro-center density, \( \bar{n}_e^{NA} = n_e - (e n_0/T_e 0) \langle \phi \rangle_{FS} \), and \( \bar{n} \) is computed with

\[
\bar{n} = \int_{-\infty}^{+\infty} dv_\parallel \int_0^{+\infty} d\mu \int d\alpha \delta f(x - \rho, v_\parallel, \mu).
\]

In the previous equation, the relation \( \delta f(x - \rho, v_\parallel, \mu) \) was used. For simplicity, in the present work, we consider the delta-\( f \) model in which the distribution function \( f \) is split into the background part \( f_0 \) and the perturbation part \( \delta f \), such that \( f = f_0 + \delta f \). \( n_0 \) and \( T_0 \) are the density and temperature of the background \( f_0 \).

III. THE NEW SCHEME

In the new scheme, the gyroaveraging operations are performed with matrix operations instead of using the classical \( n \)-point technique. In the gyrokinetic model introduced in the previous section, two quantities involve the gyroaveraging. They are the gyroaveraged electrostatic field \( \langle \phi \rangle_\alpha \) and the right hand side of Poisson equation \( \bar{n} \). Since the particle density is calculated from the kinetic distribution function, the charge density \( n \) also involves a \( \mu \)-integral over a gyroaveraged quantity. This integral is discretized using a grid in the \( \mu \)-direction and one gyroaveraging matrix is used per grid point \( \mu_k \) of the \( \mu \)-grid.

Let us point out, that for consistency, the same discrete weighting operation has to be applied for depositing the charge of a particle on \( \bar{n} \) and for computing the gyroaveraged self-consistent electric field \( -\nabla \langle \phi \rangle_\alpha \) which is used in the equation of motion.
A. Classic $n$-points technique used in PIC codes

In a PIC code, the phase-space is sampled with marker particles of weight $w_p$ at positions $(X_p, v_{||p}, \mu_p)$. The perturbed Klimontovich distribution function, represented by

$$\delta \tilde{f}(X, v_{||}, \mu) = \sum_p w_p \delta(X - X_p) \times \delta(v_{||} - v_{||p}) \delta(\mu - \mu_p),$$

is thus projected on the 3D configuration space grid $x_g$ with a relation of the form

$$\tilde{n}(x_g) = \sum_p w_p \frac{1}{n_\alpha} \sum_{a=1}^{n_\alpha} \mathcal{P}_g(X_p + \rho_a).$$

The $\mathcal{P}_g$ operator projects the weight of each particle gyropoint $X_p + \rho_a$ on the grid nodes labeled $g$ and reads $\mathcal{P}_g(X_p + \rho_a) = \varpi_{g\alpha}^{\rho}$ with $\varpi_{g\alpha}^{\rho}$ the projected weighting number. In practice, the cell on which each particle gyropoint lies is identified and the projection is made on its grid nodes. This density is then used to solve for the electrostatic potential $\phi$ using the gyrokinetic Poisson equation. For ensuring energy conservation, the same numerical scheme is used for estimating the gyroaveraged electric field which is used in the equations of motion, meaning that the same weights $\varpi_{g\alpha}^{\rho}$ are used for estimating

$$\langle \phi \rangle_\alpha(X_p) = \sum_g \frac{1}{n_\alpha} \sum_{a=1}^{n_\alpha} \varpi_{g\alpha}^{\rho} \phi(X_g + \rho_a),$$

and

$$\tilde{n}(x_g) = \sum_p w_p \frac{1}{n_\alpha} \sum_{a=1}^{n_\alpha} \varpi_{g\alpha}^{\rho}.$$

Note that some PIC codes use finite-elements and the Galerkin projection technique, see reference [21]. Some PIC code also use a double gyro-averaging technique [2].

B. The new scheme based on matrix operations

The new scheme is composed of three steps. First, the particles are projected on a 4D grid $(X_g, \mu_k)$ with an operation of the form

$$n(X_g, \mu_k) = \sum_p w_p \mathcal{P}_g(X_p) \times \mathcal{P}_k^\mu(\mu_p),$$

where $\mathcal{P}_k^\mu(\mu_p)$ projects the weight in the $\mu$ direction at spatial grid point $x_g$ and reads $\mathcal{P}_k^\mu(\mu_p) = \varpi_{k\alpha}^{\rho}$ with $\varpi_{k\alpha}^{\rho}$ the weighting number. A $\mu$-grid regular in $\sqrt{\mu}$ is preferred, because it has a better sampling property at the thermal energy range. Second, for each perpendicular-velocity grid value $\mu_k$ the field is gyroaveraged with

$$\langle n \rangle_\alpha(x_g, \mu_k) = G_{g\alpha}^w n(X_g', \mu_k)$$

where $G_k^\mu$ is a gyroaveraging matrix composed of elements

$$G_{g\alpha}^k = \frac{1}{n_\alpha} \sum_{a=1}^{n_\alpha} \mathcal{P}_g(X_g + \rho^k_a).$$

For example, if $|\rho_k^\mu| = 0$ then $G_{g\alpha}^k = \delta_{g\alpha}^{0}$ with $\rho^k = \rho(X_g, \mu_k, \alpha_a)$. Finally, the charge density is obtained by summing over the different perpendicular contributions, by doing

$$\tilde{n}_g = \sum_{k=1}^{n_k} \Delta \mu_{k\alpha}^g \langle n \rangle_\alpha(x_g, \mu_k),$$

where $\Delta \mu_{k\alpha}^g$ is the $\mu$ grid spacing at position $(x_g, \mu_k)$. The regular thermal grid in $\sqrt{\mu}$ is composed of points $\sqrt{\mu}_k = k \sqrt{n_{max} \mu_{th}(x_g)}/n_\mu$ with $\mu_{th}(x_g) = T(x_g)/2B(x_g)$ the thermal magnetic moment and $n_{max}$ a real number taken big enough with respect to the particle loading.

The present work has two original aspects. First, the gyroaveraging matrices are assembled on a $\sqrt{\mu}$-grid which is normalized to the variations of the thermal Larmor radius. Second, the marker weights are projected in space in a way which preserves their adiabatic moment $\mu$. For a given gyrocenter, it consists in projecting this gyrocenter in space on spatial grid points prior to estimate its Larmor radii at each spatial grid point $x_g$ separately with

$$\rho(x_g) = \sqrt{2m \mu/q^2 B(x_g)},$$

because the Larmor radius of a gyrocenter varies in space with respect to the magnetic field strength, as $\mu$ is a gyrokinetic adiabatic invariant.

The same scheme is applied for estimating the gyroaveraged electric field than for estimating $\tilde{n}$, meaning that the same weights $\varpi_{g\alpha}^{\rho}$ and $\varpi_{k\alpha}^{\rho}$ are used for estimating

$$\langle \phi \rangle_\alpha(X_p, \mu_p) = \sum_g \sum_k \varpi_{g\alpha}^{\rho} \varpi_{k\alpha}^{\rho} \langle \phi \rangle_\alpha(X_g, \mu_k),$$

and

$$n(X_g, \mu_k) = \sum_p w_p \varpi_{g\alpha}^{\rho} \varpi_{k\alpha}^{\rho}.$$

Let us now illustrate how $\mathcal{P}_k^\mu(\mu_p)$ in Eq. (4) can be computed. For example, a particle projected in configuration space on the grid point $x_g$ will then be projected to velocity space on the $\sqrt{\mu}$-grid index

$$k = \min \left\{ \left\lfloor n_k \sqrt{\mu_p/n_{max} \mu_{th}(x_g)} \right\rfloor, n_k - 1 \right\}$$

with the weight

$$\varpi_k^{\rho} = k + 1 - n_k \sqrt{\mu_p/n_{max} \mu_{th}(x_g)}$$

and on the $\sqrt{\mu}$-grid index $k + 1$ with the weight $\varpi_{k+1}^{\rho} = 1 - \varpi_k^{\rho}$. Proceeding this way corresponds to project the $\sqrt{\mu}$ of each particle in space.
In term of performance, the use of the matrix technique instead of the \(n\)-points technique for gyroaveraging could significantly speed up the simulation. Using the classical technique requires the computation of many gyropoints, as well as their deposition on the grid. In case of an unstructured mesh, as it is the case of XGC, the deposition on a grid cell can be very expensive. If a very important number of particles per cell is used (\(\geq 10k\) per cell in XGC), it is thus interesting to only deposit the gyrocenter on the grid and to perform the gyroaveraging operation with matrix operations, because the matrices are assembled once at initialization. Also, the matrix technique requires the assembly of many gyroaveraging matrices and more communications. This could become a limitation when a very dense grid is used or when the number of particle per cell per species is small (\(\lesssim 100\)).

IV. ERROR ESTIMATE OF THE GYROAVERAGING OPERATION

Considering a plane wave \(A(x) = \hat{A}_k e^{ik \cdot x}\), its gyroaverage can be expressed with a \(J_0\) Bessel function following that

\[
\langle A \rangle_\alpha (X, \mu) = \int d\alpha \hat{A}_k e^{ik \cdot (X + \rho)}
\]

\[
= \hat{A}_k e^{ik \cdot X} \int d\alpha e^{ik\rho \sin \alpha}
\]

\[
= A(X) J_0(k\rho),
\]

with \(\rho = q^{-1} \sqrt{2B\mu}\) the larmor radius and \(k\) the wavevector.

In a PIC code, one does not use the \(J_0\) Bessel function for gyroaveraging, but a \(n\)-points averaging technique in the \(\alpha\) direction defined by

\[
\int d\alpha A(X + \rho(\alpha)) := \frac{1}{n_\alpha} \sum_{j=1}^{n_\alpha} A(X + \rho(2\pi j/n_\alpha)),
\]

which corresponds to approximating the Bessel function with

\[
\tilde{J}_0(k\rho) := \sum_{n=-\infty}^{+\infty} e^{ik\rho \sin 2\pi j/n_\alpha},
\]

where one employed \(n_\alpha\) gyropoints. This \(n\)-points technique is explicitly used when projecting marker weights on density grid, see in Eq. \(K\), but is also used to assemble gyroaveraging matrices, see Eq. \(K\).

Following references \(2, 3\), the error due to the \(n_\alpha\)-points gyroaveraging technique applied on a plane wave field of wavevector \(k\) can be estimated as

\[
\text{error} := \tilde{J}_0 - J_0 = 2 \sum_{l=1}^{\infty} J_{l n_\alpha}(k\rho).
\]  

(6)

Given this error estimate, a rule to ensure a certain accuracy of the gyroaveraging operation is defined. We plot some examples in figure \(II\). It is interesting to point out that the rule \(n_\alpha = 4 + \text{ceil}(1.2k\rho)\) gives accurate results even for arbitrary big values of \(k\rho\) which we tested with a simple code up to \(k\rho \approx 100\). We observe that the number of points has to scale proportionally to \((1 + \epsilon)k\rho\) with \(\epsilon > 0\) in order to keep the error bellow a certain level independently of the value of \(k\rho\). The green curve, for which \(\epsilon = 0\), has an error increasing with \(k\rho\). In comparison, the rule, using \(\epsilon = 0.2\), keep a relative error bellow a percent at all scanned values of \(k\rho\) and could be considered for gyroaveraging the field felt by ion gyrocenters when including short scales physics of electrons down to ETG turbulence. Note that the peaks on these curves plotting the relative error are due to the zero of the Bessel functions \(J_0\).

V. NUMERICAL APPLICATION OF THE NEW SCHEME IN A 2D SLAB MODEL

In this section, we are interested in comparing the classical \(n\)-points gyroaveraging technique with grid-based techniques using gyroaveraging matrices. A simplified 2D slab geometry is considered, for which we know the analytical solution.

Two techniques using the gyroaveraging matrices are presented: the fixed \(p\)-grid technique which uses a fixed velocity grid at all position of the plasma and the adaptive \(\sqrt{\mu}\)-grid technique which uses a thermal velocity grid
adapted locally to $T$ and $B$ strength. One of the advantages of this new adaptive scheme is that its accuracy is independent of the variation of the thermal Larmor radius. Its correct usage requires some care when projecting the weights in order to preserve the gyrokinetic adiabatic invariant $\mu$.

### A. Basic PIC model in 2D slab geometry

A very simple 2D slab model is considered for studying the classical and grid-based schemes used for gyroaveraging and integrating over the $\mu$-direction in a PIC code.

The slab system consists of a box of lengths $l_x$ and $l_y$ in the radial and binormal directions, respectively. The magnetic field direction is perpendicular to the box. The perturbation wave is in the periodic $y$ direction and the temperature and magnetic field strength can vary in the $x$ direction. The grid is regular in $x$ and $y$ directions with respective intervals of length $\Delta x$ and $\Delta y$.

To represent a sinusoidal perturbation in this system, marker particles are loaded at random positions $(X_p, Y_p, \mu_p)$ with a weight $w_p = d\Omega \sin (k Y_p)$, where $p$ labels each particle quantities. Note that the magnetic moment of each particle might be overwritten to a given value according to the test we consider. Also, if we consider loading a mode for which $k = 2\pi/\rho_h$, then the SI value of this wave vector will vary with the temperature and the magnetic field strength, because $\rho_h = \sqrt{m T}/q B$ so that $k = 2\pi/\rho_h$.

Let us now define the spatial projection, or the particle shape function, $P_g$ which is used in this simple model to project the marker weights on the spatial grid points. The velocity space projection $P_k^g$ was already defined in previous section III. The projection of the gyrocenter, $P_g$ in Eq. (4), is computed by bi-linear interpolation. For each marker $p$ of weight $w_p$ and position $(X_p, Y_p)$, where $X_p = x_i + \epsilon_x \Delta x$ and $Y_p = y_j + \epsilon_y \Delta y$ with $\epsilon_x < 1$ and $\epsilon_y < 1$, the projection of its weight on spatial grid points is done according to the following equations

\[
\begin{align*}
 n_{i,j} &= n_{i,j} + \epsilon_x \epsilon_y w_p \\
 n_{i+1,j} &= n_{i+1,j} + \epsilon_x \epsilon_y w_p \\
 n_{i,j+1} &= n_{i,j+1} + \epsilon_x \epsilon_y w_p \\
 n_{i+1,j+1} &= n_{i+1,j+1} + \epsilon_x \epsilon_y w_p,
\end{align*}
\]

where $\epsilon_{x,y} = (1 - \epsilon_{x,y})$ and $\epsilon_{x,y}$ real positive numbers smaller or equal to unit. Given the definitions of section III one identifies that on the node $x_g = (x_i, y_j)$, one has $\tilde{\omega}_{p} = \epsilon_x \epsilon_y$.

The projection of the gyrocenter ring of charge, $P_g(\rho_a)$ in Eq. (4), is also computed by bi-linear interpolation, by projecting each gyropoint used to represent the gyrocenter with the $n$-points technique. For each gyrocenter marker $p$ of weight $w_p$, each one of its gyropoints $x_{p,a} = X_p + \rho \cos(2\pi a/n_a) = x_i + \epsilon_x \Delta x$ and $y_{p,a} = Y_p + \rho \sin(2\pi a/n_a) = y_j + \epsilon_y \Delta y$ is projected on the spatial space grid points according to the following equations

\[
\begin{align*}
 \tilde{n}_{i,j} &= \tilde{n}_{i,j} + \epsilon_x \epsilon_y w_{p} \\
 \tilde{n}_{i+1,j} &= \tilde{n}_{i+1,j} + \epsilon_x \epsilon_y w_{p} \\
 \tilde{n}_{i,j+1} &= \tilde{n}_{i,j+1} + \epsilon_x \epsilon_y w_{p} \\
 \tilde{n}_{i+1,j+1} &= \tilde{n}_{i+1,j+1} + \epsilon_x \epsilon_y w_{p}/n_a
\end{align*}
\]

B. Accuracy of $n$-points gyroaveraging technique

When gyroaveraging, the product $k \rho$ is the key parameter which permits to estimate how many gyropoints $n_\alpha$ on the gyroaveraging are necessary. This is clearly shown by the equation

\[
\tilde{J}_0 = J_0 + 2 \sum_{l=1}^{\infty} J_{n_\alpha}(k \rho)
\]

where the numerical error is composed of Bessel functions $J_{n_\alpha}(k \rho)$. We thus choose to test this operation for values of the product $k \rho$ which are realistic for fusion plasma physics. The wavelength is set to $\rho_h = 6\pi/10 \approx 1.8$, which is relevant for trapped electron mode (TEM) instability. Different values of the particle Larmor radius are considered going from $\rho = 0$ to $\rho = 5\rho_h$, which is a typical range of values with which marker particles are
loaded in PIC codes for TEM mode simulation. In this case, he product \( kρ \) which requires the largest number of gyropoints will be the one used for gyrocenters loaded with \( ρ = 5p_{th} \) and for which \( kρ = 3π \). The size of their Larmor radius will be the biggest compared to the oscillation wavelength \( 2π/k \).

The test case is carried out for different values of \( μ ≡ ρ^2 \). The two quantities \( μ \) and \( ρ^2 \) are exactly equivalent in this test case, because we consider homogenous temperature \( T \) and magnetic field strength \( B \). The resolution is chosen big enough to accurately solve each mode and the box size is high enough to avoid any boundary condition issue. A simulation consists in loading markers in the box with a distribution chosen such that \( n(ρ(X)) = \sin(κY) \) and to use the \( n \)-points gyroaveraging technique to compute \( ⟨n⟩_α(x) \) and obtain a PIC estimate of the Bessel function \( ˜J_n \) when \( n \) with the \( n \)-points technique is plotted with blue circles when using 4 gyropoints \( (n_α = 4) \), with red asterisks when \( n_α = \max(4, \text{ceil}(4p/ρ_{th})) \), and with green triangles when \( n_α = 4 + \text{ceil}(1.2 kρ) \). The analytical estimate \( J_0 = J_0 + \text{error} \), see Eq. (9), of the solution obtained when using only 4 gyropoints is plotted in blue to verify that the estimate of \( J_0 \) with particles is correct. It also shows that using a fixed number of 4 points is not accurate and that the rule \( n_α = 4 + \text{ceil}(1.2 kρ) \) is a better choice. Note that we verified the accuracy of this rule for values of \( kρ \approx 100 \) which is of interest in view of performing ITG-ETG multiscale simulations. Moreover, for big values of \( kρ \), the rule \( n_α = 4 + \text{ceil}(1.2 kρ) \) requires significantly less points than the method which consists in taking 4 points for the thermal Larmor radius and scaling it linearly for bigger values of the Larmor radius.

In more constraining situations, one needs to choose the number of gyropoints when considering \( k \) to be the Nyquist limit of the grid, \( k_{max} = π/L \). This could require particular treatment in polar like mesh where the resolution of the grid diverges near the polar axis. See Ref. [18] for an example where a Fourier filter is used near axis.

\[ J_0(kρ) = \frac{1}{π} \int_0^π dθ \exp(i kρ \cos(θ)) \]

C. Accuracy of \( μ \)-integral of gyroaveraged quantity

Performing the discrete \( μ \)-integral of quantities gyroaveraged with matrix operations corresponds to doing a quadrature in the \( μ \)-direction over a grid. The accuracy of using \( n_μ \) gyroaveraging matrices is studied in this subsection. For this purpose, the error of the \( μ \)-integration over the gyroaveraged quantities is analyzed when considering plane waves. The \( μ \)-integral of such simplified problem would read

\[ I(y) = \frac{B}{T} \int_0^{+∞} dμ \ J_0(kρ) \sin(κy) \]

where only \( ρ \) depends on \( μ \). Given the definition of the Bessel function

\[ J_0(kρ) = \frac{1}{π} \int_0^π dθ \exp(i kρ \cos(θ)) \]

one can appreciate the oscillatory nature of the \( J_0 \) function. On a plot of \( J_0(kρ) \), see for example Fig. 3(b) where \( v⊥ J_0 \) is plotted, one could appreciate that the Bessel function oscillates similarly to a cosine of period \( 2π \). This indicates us that it is preferable to use a regular grid of points in \( ρ \) or \( \sqrt{κ} \) rather than in \( μ \). Also, an accurate integral of a cosine function would need several points per oscillation period and at least two. This gives us a constraint on the number of quadrature points to use: \( n_μ > 2 \max |\text{ceil}(kρ/2π)| \). In practice, as we will show now, one needs \( n_μ > 6 \max |\text{ceil}(kρ/2π)| \).

The accuracy of using a set of gyroaveraging matrices to perform the \( μ \) quadrature is illustrated in our simple 2D slab model, see results in Fig. 3. To measure the accuracy of this numerical integration, we measure the correctness of \( \int dμ |J_0| \). We study \( |J_0| \) because \( J_0 \) is an oscillatory function whose integral is nearly zero and studying \( |J_0| \) permits to better appreciate if the quadrature points reflect the structure of the function \( J_0 \) itself. The conclusion is that using \( Δkρ = 3 \) is clearly not precise enough, and using \( Δkρ = 1 \) or 0.5 provides much more accurate results with an error of respectively a few percent or less, see subplot (a). The integrand \( v⊥ J_0 \) for the case \( kρ ≃ 5 \) is plotted in subplot (b) with the differ-
ent grid resolutions. These results are obtained with our simple 2D PIC model.

In PIC codes, there is in general no grid in $k \rho$, but a configuration space grid $X_g$ and potentially a velocity grid $(\sqrt{\mu})_k$ or $\rho_k$. The max of $k \rho$ then depends on the max values of $k$ and $\rho$ separately. The max of $k$ should be at least the one of the dominant physical mode and at best the biggest value numerically solved by the grid at the Nyquist limit. For the velocity grid, one chooses the value which permits to include all loaded particles.

We now perform an additional test for assessing the correctness of these operations performed on grids when using our two rules consisting in using a converged number of gyropoints ($n_\alpha = 4 + \text{ceil}(1.2k \rho)$) and of gyroaveraging matrices ($\Delta k \rho = 0.5$). Results obtained with the classical integration and with the new scheme are compared in Fig. 3. As one can appreciate, the result obtained with the two methods agree very well. Note that this test is sensitive to the accuracy of the grid operations, such that the curves would deviate rapidly if not using enough points or matrices.

![Fig. 3](image)

**Fig. 3.** Demonstration that using the classic $n$-points gyroaveraging technique and the new matrix-based technique provide the same solution. The grid technique is using the new scheme with appropriate numbers of gyroaveraging points $n_\alpha$ and matrices $n_\mu$. These numbers were chosen according to the results presented in the text: $n_\alpha = 4 + \text{ceil}(1.2k \rho)$ and $\Delta k \rho = 0.5$. The test is carried out for various values of the perturbation wavevector $k$. Top subplot (a) is for integrating a Maxwellian background and bottom subplot (b) is when integrating a perturbation oscillation flat in $v_\perp$.

**D. The new scheme based on the thermal grid**

The classical gyroaveraging technique is compared to the new grid-based technique, which uses a thermal $\sqrt{\mu}$-grid adapted locally to $T$ and $B$. For demonstrating the interest of the new scheme using adaptive matrices, we also consider the fixed grid technique which uses the same $\rho$-grid at all positions of the plasma without following the variation of the thermal Larmor radius. As will be shown, the new adaptive scheme accuracy is independent of the variation of the thermal Larmor radius.

The main inconvenience of using a fixed $\rho$ grid is that the hottest and coldest part of the plasma have different thermal Larmor radius such that $\rho_{\text{cold}} \ll \rho_{\text{hot}}$. Therefore, when using the same $\rho$-grid of maximum value $\rho_{\text{max}}$ and resolution $\Delta \rho = \rho_{\text{max}}/n_\mu$, the maximum value will be dictated by the hottest part of the plasma and the resolution by the coldest part. For example, the biggest Larmor radius of the grid could be $\rho_{\text{max}} \propto 5\rho_{\text{hot}}$ and the resolution of the grid could be $\Delta \rho = \rho_{\text{cold}}/2$. If one considers the extreme case for which $T_{\text{hot}}/T_{\text{cold}} = 100$ and $k \rho_{\text{cold}} = 1$, as in the core-edge modeling of ITER with XGC1, then one needs $100 = 5 \times 100 \times 2$ $\rho$-grid points with the fixed grid model, but one needs only $10 = 5 \times 2 \sqrt{\mu}$-grid points with the new adaptive scheme in order to ensure the same accuracy. Note that the adaptive grid also accounts for the variation of magnetic field strength in both radial and poloidal directions, as we will discuss in section VI.

The main idea for adapting the grid to the variation of temperature and magnetic field strength is to deposit the weight on a $\rho$-grid normalized to the local thermal Larmor radius. It consists in using a $\sqrt{\mu}$-grid which is adapted to the thermal Larmor radius at each configuration space grid point $x_g$, where

$$\hat{\rho}_g = \rho(x_g)/\rho_{\text{th}}(x_g) = \sqrt{\mu}/\rho_{\text{th}}(x_g) = \sqrt{2\mu B(x_g)/T(x_g)}.$$ 

The weight projected on the $\sqrt{\mu}$-grid point of index

$$k = \min(\hat{\rho}_g n_\mu/\sqrt{n_{\text{max}}}, n_\mu - 1)$$

at the node point $g$ would then be

$$\omega_{kp} = [(k + 1) - \hat{\rho}_g n_\mu/\sqrt{n_{\text{max}}}] .$$

Proceeding this way corresponds to projecting the $\sqrt{\mu}$-grid of each particle in space; see section III.

As an illustration, we consider another extreme case where there is a strong variation of the temperature profile, $T_{\text{max}}/T_{\text{min}} = 100$, together with a variation of the magnetic field, see Fig. 3(b) and (h). These variations lead to a more significant variation of the thermal Larmor radius (i), which permits to assess the interest of using the new adaptive scheme and its thermal $\sqrt{\mu}$-grid instead of using the fixed $\rho$-grid scheme. For this test, the gyrocenter perturbation which is gyroaveraged with the new techniques is $n(X) = \sin(k(x) y)$ with $k \rho_{\text{th}}(x) = 1.6,
see subplot (a). Its gyroaverage computed with the classical $n$-point technique is plotted in subplot (b). The errors of the grid-based technique are plotted in subplots (c,d,e) where different choices for the grid in the $\mu$ (or $\rho$) direction have been made. In these four cases, $n_\mu = 16$ matrices have been used, but the new scheme with thermal matrices is used in (f) and fixed grids are used in (c,d,e) with (c) $\rho_{\text{max}} = 3 \max \rho_{\text{th}}$, (d) $\rho_{\text{max}} = 3 \min \rho_{\text{th}}$, and (e) $\rho_{\text{max}} = 4.5 \rho_{\text{edge}}$. Radial profile of temperature (g), magnetic field strength (h), and thermal Larmor radius (i). $\rho_{\text{edge}}$ is measured at $x/\rho_{\text{edge}} = 200$.

FIG. 5. Gyroaveraging with classic $n$-points or grid-based techniques in an extreme test case. Density to be gyroaveraged, $n(X) = \sin(k(x,y))$ with $k \rho_{\text{th}}(x) = 1.6$, is plotted in (a). Its gyroaveraged $\langle n \rangle_\alpha$ computed with the classic $n$-points technique is plotted in (b). The errors of the grid-based technique are plotted in subplots (c,d,e,f) where different choices for the grid in the $\mu$ (or $\rho$) direction have been made. In these four cases, $n_\mu = 16$ matrices have been used, but the new scheme with thermal matrices is used in (f) and fixed grids are used in (c,d,e) with (c) $\rho_{\text{max}} = 3 \max \rho_{\text{th}}$, (d) $\rho_{\text{max}} = 3 \min \rho_{\text{th}}$, and (e) $\rho_{\text{max}} = 4.5 \rho_{\text{edge}}$. Radial profile of temperature (g), magnetic field strength (h), and thermal Larmor radius (i). $\rho_{\text{edge}}$ is measured at $x/\rho_{\text{edge}} = 200$.

FIG. 6. Scan with respect to the number of gyroaveraging matrices of the difference between results obtained with the classic $n$-points gyroaveraged technique and with grid techniques. Same case than in figure 5. Let us define the norm $||\vec{n}||_2 = \int_0^{L_x} dx \int_0^{L_y} dy (\vec{n}(x,y))^2$. The error is estimated by integrating the difference with the expected $n$-points averaging solution $\text{error} = ||\langle n \rangle^{(ct)} - \langle n \rangle^{(gr)}||_2/||\langle n \rangle^{(ct)}||_2$ where $\langle n \rangle^{(ct)}$ the field gyroaveraged with classic $n$-points technique and $\langle n \rangle^{(gr)}$ the field gyroaveraged with grid technique. The norm is defined by $||\vec{n}||_2 = \int_0^{L_x} dx \int_0^{L_y} dy (\vec{n}(x,y))^2$. The accuracy of the new adaptive scheme is always better than the one of the fixed grid scheme. It is also shown than using a too small $\rho_{\text{max}}$ will always lead to an incorrect solution independently of the number of matrices (green curve).

VI. NEW ADAPTIVE SCHEME IN 3D TOROIDAL GEOMETRY AND ITS APPLICATION TO THE GYROKINETIC CODE XGC

Compared to the simple 2D study of previous section, in 3D one needs to perform an additional projection of
the particle weight in space. This additional projection is performed along the magnetic field line in a field-line-following manner. In the new adaptive scheme, the variation of the magnetic field strength along the magnetic field line is thus taken into account by projecting the \( \sqrt{\mu} \) instead of estimating \( \rho \) prior to project in space. A different \( \sqrt{\mu} \)-grid is used at each node point of the grid.

### A. New adaptive scheme in 3D toroidal geometry

When projecting a particle (or gyrocenter) in the direction of the magnetic field line on a surface \( \psi \), its Larmor radius

\[
\rho = \sqrt{2m_{\mu}/q^2B(\psi, \theta)}
\]

varies because of the variation of the magnetic field strength in the poloidal angle \( \theta \). As an illustration, the Larmor radii of a given gyrocenter projected on two different planes in a field-following manner are plotted in figure 7. The gyrocenter is the black cross on the plane \( \varphi = \pi/2 \), the red ring is the Larmor radius of its gyrocenter projected on the plane \( \varphi = 0 \), and the blue ring is the Larmor radius of its gyrocenter projected on the plane \( \varphi = \pi \). The strength of the magnetic field is plotted with a grey scale color code. The new scheme accounts for the variation of the Larmor radius, because it uses grid regular in \( \sqrt{\mu} \) and \( \mu \) is constant in space. This \( \sqrt{\mu} \)-grid is adapted at each node point \( \mathbf{x}_g = (\psi_g, \theta_g) \), by setting its maximum value to

\[
\sqrt{\mu_{\text{max}}} (\mathbf{x}_g) = \sqrt{n_{\text{max}} \mu_{\text{th}} (\mathbf{x}_g)}, \quad (10)
\]

with \( \mu_{\text{th}} = T(\psi_g)/2B(\psi_g, \theta_g) \) the thermal magnetic moment and \( n_{\text{max}} \) an integer. The parameter \( n_{\text{max}} \) is chosen according to the loading of the particle, typical of a PIC code, such that for all marker particles, \( p \), present in the vicinity of the node point \( \mathbf{x}_g \), one has \( \mu_p \leq n_{\text{max}} \mu_{\text{th}} (\mathbf{x}_g) \).

A simple test case in 3D toroidal geometry is considered in order to illustrate that using an adaptive \( \sqrt{\mu} \)-grid is more accurate than using a fixed \( \rho \)-grid. We re-use the same simple PIC model of previous section extended in 3D. The magnetic field equilibrium is chosen to be the circular \( \text{ad-hoc} \) geometry which has a practical analytical definition as described in reference [22]. The simulation volume is the 3D grid volume \( L_r \times L_\chi \times L_\varphi \) with \( L_r = a \) and \( a = 0.3m \) the minor radius, \( L_\chi = 2\pi/\sqrt{2} \) in the periodic poloidal direction of the straight field line angle

\[
\chi(r, \theta) = \frac{1}{q} \int_0^\theta B \cdot \nabla \varphi / B \cdot \nabla \theta,
\]

and \( L_\varphi = 2\pi/N \) is a fraction of the toroidal direction. The number of grid points is \( n_r \times n_\chi \times n_\varphi \) with \( n_\varphi = 2 \), because we study the projection of the marker particles on the planes located at \( \varphi = 0 \) and \( \varphi = L_\varphi \). The volume in velocity space \( L_\mu \times L_\alpha \) is represented with a grid of size \( n_\mu \times n_\alpha \). The new scheme grid in the \( \mu \)-direction is regular in \( \sqrt{\mu} \) with \( \mu_{\text{max}} \) a varying quantity adapted to the temperature and magnetic field strength. The corresponding grid in the fixed grid scheme is regular in \( \rho \) with \( \rho_{\text{max}} \) a fixed value in all the simulation volume.

For this test case, the position of the gyropoints are computed analytically in the \( (R, Z) = (r \cos \theta, r \sin \theta) \) plane from the mapping between the geometrical angle \( \theta \) and the straight-field line angle \( \chi \)

\[
\chi = 2 \arctan \left[ \frac{1 - r/R_0}{1 + r/R_0} \tan \left( \frac{\theta}{2} \right) \right],
\]

whose mapping is valid in the particular \( \text{ad-hoc} \) geometry. \( r \) is the minor radius, \( R_0 \) is the major radius at magnetic axis, \( R \) is the horizontal distance, and \( Z \) the vertical distance. All markers are loaded between the poloidal planes \( \varphi = 0 \) and \( \varphi = L_\varphi = \Delta \varphi \).

To compute the density \( \bar{n} \) on each of these two planes, the marker particles are projected along the magnetic field lines. Given a marker \( p \) with attributes \( (r_p, \chi_p, \varphi_p, \mu_p) \), its projected position on the poloidal plane \( \varphi = 0 \) plane is \( (r_p, \chi_p - \varphi_p/q_s(r_p), 0, \mu_p) \) and is \( (r_p, \chi_p - (\Delta \varphi - \varphi_p)/q_s(r_p), 0, \mu_p) \) on the \( \varphi = \Delta \varphi \) plane, with \( q_s(r_p) \) the safety factor

\[
q_s = \frac{1}{2\pi} \int_0^\pi \frac{\mathbf{B} \cdot \nabla \varphi}{\mathbf{B} \cdot \nabla \chi}.
\]

In this \( \text{ad-hoc} \) geometry, the surfaces have a circular cross-section such that the radius \( r \) is a flux surface quantity, \( r = r(\psi) \).
In this section test case, the temperature is constant in the radial direction, because we only want to study how the new scheme adapts to the magnetic field variations in both radial and especially poloidal directions.

The perturbation is field-aligned in the form

\[ \delta f = g(\mu) \sin(q_s(r)\chi - \varphi), \]

where we arbitrarily took \( g(\mu) = \delta(\mu - 4\mu_{\text{th}}) \) for the test case of figure \[5\] This choice is made for \( g(\mu) \) in order to prevent that the error made by various values of \( \mu \) will compensate each others. Loading only one \( \mu \) permits to better compare the correctness of its projection on the velocity grid by the different techniques.

Results are plotted in figure \[8\] where it is shown that the new scheme using an adaptive \( \sqrt{\mu} \)-grid is more accurate than the scheme using a fixed \( \rho \)-grid. In subplot (a), one can see (blue curve) that the new scheme is not particularly sensitive to the distance \( \Delta \varphi \) between consecutive poloidal planes. On the contrary, the error of the scheme which projects \( \rho \) on a fixed \( \rho \)-grid is increasing significantly with \( \Delta \varphi \). This \( \rho \)-grid scheme is systematically less accurate than the new \( \sqrt{\mu} \)-grid scheme as shown in subplot (b) where the ratio between the error of the fixed \( \rho \)-grid scheme with the error of the adaptive \( \sqrt{\mu} \) scheme is plotted. It shows that the new scheme is particularly effective for scenarios in which the magnetic field strength varies strongly in the poloidal direction, which is the case of certain magnetic configurations, such as the spherical tokamak MAST and NSTX.

### B. Application to the gyrokinetic code XGC

To demonstrate the interest of using the new adaptive scheme in the gyrokinetic code XGC, we design a test case in which the fixed grid scheme will be at a disadvantage compared to the new adaptive scheme. For this purpose, we consider a case designed so that an ITG instability grows near the edge at a radial position \( r/a \approx 0.8 \) where the temperature is 10 times smaller than the temperature at axis where \( T_{\text{axis}} = 8800 \text{eV} \), see Fig. \[2\]a), and we build the fixed \( \rho \)-grid with a value of \( \rho_{\max} \) equal to 3.5 times the thermal Larmor radius at axis. This way, the resolution of the \( \rho \)-grid is not optimized for resolving the physics at \( r/a \approx 0.8 \). Indeed, \( \rho_{\max}/\rho_{\text{th}}(r/a \approx 0.8) \approx 10 \) such that, having \( k_B \rho_{\text{th}} \approx 0.8 \), one has \( k_B \rho_{\max} \approx 8 \) and needs \( n_\mu = 7 \) matrices to have \( \Delta pk \approx 1 \). This \( \Delta kp \) resolution is necessary to perform accurate discrete integrals according to our 2D slab study of section \[V\] In comparison, when using the adaptive \( \sqrt{\mu} \)-grid scheme, one has \( \rho_{\max} = 3.5\rho_{\text{th}} \) and \( k_B \rho_{\max} \approx 2.8 \), such that 3 matrices are enough for having \( \Delta kp \approx 1 \). This analysis is confirmed by simulation results plotted in figure \[2\]b) where the growth-rate computed in the new adaptive grid scheme is converged at \( n_\mu = 3 \) and the growth-rate computed in the fixed grid scheme is converged at \( n_\mu = 7 \). The \( \rho_{\max} \) is chosen 3.5 times the thermal Larmor radius, because we load particles up to this value. The magnetic equilibrium is an ideal MHD equilibrium and corresponds to the geometry 5 of reference \[22\]. Ions are gyrokinetic and electrons are adiabatic, for this test.

A second nonlinear test is carried out in order to ensure that no unforeseen error is caused by this new scheme. Simulations using either the fixed \( \rho \)-grid scheme or the adaptive \( \sqrt{\mu} \)-grid scheme are carried out with converged parameters and compared. This test is a nonlinear relaxation problem of an ITG regime in the same conditions as the previous case except that \( R/LT_i = 6.9 \) and that it is nonlinear. Typically, the plasma produces a strong flux of heat until its profile of ion temperature relaxes enough so that no turbulence is growing. Results are plotted in figure \[10\] In subplot (a), both simulations heat fluxes are in excellent quantitative agreement prior entering the turbulent saturated regime near \( t \approx 0.19\text{ms} \). The deviation occurring at latter times is essentially due to chaotic behavior of the turbulent regime. In subplot (b) the temperature relaxes in both simulations toward the same value \( R/LT_i \approx 6.1 \) and its time evolution is very similar in both simulations.

### VII. CONCLUSION

A new scheme, based on the use of locally-adaptive gyroaveraging matrices for computing the gyroaverage of a field in gyrokinetic PIC code has been introduced. This new scheme permits to take into account the spatial variation of temperature and magnetic field strength in an efficient way. It also preserves the adiabatic moment \( \mu \) when projecting a particle gyroring on the 4D grid. This new scheme has been studied in simplified 2D and 3D PIC models and implemented in the XGC code.

The new scheme is based on a thermal grid in \( \rho \), such that its accuracy is independent of these variation of temperature and magnetic field strength. As we discussed, using a thermal \( \rho \) grid corresponds to using a \( \sqrt{\mu} \)-grid. In this work rules have been provided for choosing the resolution of the \( \sqrt{\mu} \)-grid, as well as for choosing the number of gyroaveraging points. These rules have been illustrated with a basic PIC model when averaging the plane waves going from long wavelength ITG to short wavelength ETG.

The accuracy of the \( n \)-points gyroaveraging technique and of the discrete integration over the velocity direction \( \mu \) have been studied in slab geometry using a simple 2D PIC model. The product \( k_p \), which corresponds to the ratio of the Larmor radius with the physical wavelength, is the key parameter to consider when choosing both the number of gyro-points and the number of gyroaveraging matrices. The maximum value of the wavevector \( k \) depends on the studied physics and on the Nyquist limit of the configuration space grid. The maximum value of \( \rho \) depends on the loading of particles and on the local temperature and magnetic field strength.

The importance of preserving the adiabatic moment \( \mu \).
FIG. 8. Accuracy of gyroaveraging and $\mu$-integrals in 3D toroidal ad-hoc geometry, estimated when computing the guiding-center density $\bar{n}$, Eq. (2). Plotted in (a) is the error made on $\bar{n}$ by grid techniques compared to classical $n$-points technique with respect to the distance, $\Delta \phi$, between the poloidal planes on which the density is projected. Plotted in (b) is the ratio between the error made by the scheme using a $\rho$ projection on a fixed global velocity grid with the error made by the scheme projecting $\sqrt{\mu}$ on an adaptive local grid. In the latter, $\mu_{\text{max}}$ of the grid is adapted to $T(\psi)$ and $B(\psi,\theta)$.

when projecting the marker particle weights in configuration space has been shown by using a simple 3D PIC model. When projecting a marker in space, one must compute the Larmor radius at the projected position, because $\mu$ is an invariant but not $\rho$. Fusion plasma turbulence being anisotropic $k_\parallel \ll k_\perp$, the grid resolution is in general coarser in the parallel direction and finer in the perpendicular direction. Weights are thus projected over a longer distance in the parallel direction than in the perpendicular direction. This projection over long parallel distances can lead to a significant variation of the Larmor radius with respect to the variation of the magnetic field strength in the poloidal direction. Projecting on an adaptive $\sqrt{\mu}$-grid permits to better account for this variation of the magnetic field strength. This feature is of particular interest in case of 3D magnetic equilibria in which the magnetic field strength varies significantly on the same magnetic surface, as it is the case of spherical tokamak or stellarator.

Finally, the new scheme has been successfully implemented in the gyrokinetic code XGC. To demonstrate its effectiveness, this new scheme using a thermal $\sqrt{\mu}$ grid has been compared to the scheme using a fixed $\rho$-grid. This interest has been shown in a case where the ion temperature varies significantly from the core to the edge, by a factor 10. As expected from our preliminary studies, the new scheme requires much less point in the $\mu$ direction, which corresponds to less gyroaveraging matrices, for converging the growth-rate of the tested mode. The new scheme has also been verified in a simple nonlinear simulations including gyrokinetic ions and adiabatic electrons.
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FIG. 9. Linear XGC delta-f simulation, convergence study of the growth-rate with respect to the number of gyroaveraged matrices \( n_\mu \). Subplot (a) is the radial temperature profile. The temperature at axis is about 10 times the temperature where the linear \( n = 64 \) mode is growing (region identified with horizontal black arrows). \( \rho_{vol} = \sqrt{V(\psi)/V(\psi_e)} \). Subplot (b) shows the values of the linear growth-rate of an \( n = 64 \) mode \((k_\theta \rho_{th} \approx 0.8)\) for different values of the number of gyroaveraging matrices \( n_\mu \). Results from the simulation carried out with the fixed \( \rho \)-grid and \( \rho_{max} = 3.5 \times \rho_{th,\text{axis}} \approx 2 \text{cm} \) are in blue. Results obtained with the new adaptive grid and \( \rho_{max}(\psi, \theta) = 3.5 \times \rho_{th}(\psi, \theta) \) are in red.
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