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This paper examines the current state of the science underlying cybersecurity research with an emphasis on the non-signature-based intrusion detection domain. First, the paper re-examines the base-rate fallacy originally published by Axelsson, putting the impact of false positives into context. Given the relative high numbers of false positives, the paper argues for deeper analysis of false positives, akin to the analysis that true positives are treated to. The second section of the paper examines the metrics being used to analyze non-signature intrusion detection techniques, the current status quo of employed metrics, and the impact of the status quo on scientific advancement. Finally, the paper analyzes the use of online attack graphs and their applicability, especially in scenarios of constrained environments, such as Internet of Things devices. The use of offline attack graphs in such constrained environments is also examined. In essence, a deep dive review identified multiple areas throughout the field in which the effectiveness and validity of the scientific method can be greatly improved, e.g., through removal of logical fallacies.

In 2000, Stefan Axelsson published his paper on “The base-rate fallacy and the difficulty of intrusion detection” [1]. In that paper, he argued that effective intrusion detection necessitates a low false alarm rate (FAR) in conjunction with a high true positive rate. Intrusion detection in this scenario specifically relates to non-signature-based intrusion detection, such as anomaly detection [14]. This clearly remains the case, however, there doesn’t seem to be a clear understanding as to what a low false alarm rate actually entails; the base-rate fallacy Axelsson warned against remains in effect. This paper puts false alarm rates into context and examines a deep dive in cybersecurity, focusing on improving the scientific foundations of cybersecurity through examining the broader implications of logical fallacies in cybersecurity.

When Axelsson published his paper, data mining techniques were all the rage for intrusion detection but none proved viable due to not being able to achieve a false alarm rate below $10^{-3}$ [13]. For reference, Axelsson specifically defines false alarm rate to be equivalent to false positive rate (FPR). Currently, machine learning techniques are, again, all the rage, however, the false alarm rates are only nominally better with most still in the range of $10^{-2}$ and the rare exception achieving $10^{-3}$ [22]. What does this mean in the context of cybersecurity and is this sufficient?

Base-Rate Fallacy in Context

To understand the false alarm rate, we must put this into context. Specifically, the fact that each false positive must be examined by an analyst and given the raw volume of network data even a small false alarm rate will result in a huge number of actual false positives. Understanding this scale is fundamental to understanding the implications of the false alarm rate.

First, we must be able to project the number of expected false positives in a data set, based on the number of samples in the set. The false alarm rate, defined as the false positive rate, gives us the number of false positives we can expect given the number of true negatives. For projection, we will know the approximate sample size but not the number of true negatives. Thus, false positive rate may not be accurate. Preferably, we would use FP%, specified as $\frac{FP}{(TP+TN+FP+FN)} \times 100\%$, since it gives us the number of false positives to expect given the total number of samples. With the variables defined as true positive (TP), true negative (TN), false positive (FP), and false negative (FN).

In a realistic data set, since the number of actual positives is small in comparison to the number of actual negatives, the false positive rate will be close but not equal to FP%. Care must be taken to use and interpret the metrics correctly since data sets for research testing are typically skewed with artificially high numbers of true positives; e.g., the test data in [35] has 40% true positives. Depending on the distribution of data in the test data versus the expected distribution in the real data will determine which metric will be more accurate for projection; thus, it makes sense to have a data set specifically for computing the projection of false positives.

Second, we need to consider the data source. When considering the base-rate fallacy we are typically analyzing network traffic data at the packet level; network traffic data analyzed by sessions or other sources of data are less problematic but should still be
analyzed for the impact of the false alarm rate. Here, we focus on the ramifications of the false alarm rate with the typical packet-based approach, as seen in Table 1.

The data volume specified in [32] is 2.5 TB inbound per day. While this is from 2011, it does provide a definitively specified volume of inbound traffic. As our goal here is to show the high impact of what is currently considered low false alarm rates, the fact that data traffic has only increased from this data point strengthens the argument; while clearly rounded this definitive specification is less fuzzy than attempting to approximate actual network traffic usage from broadly specified network capacities.

Further, the alert analysis rate is identified in [8] as being 12/hr. We will assume 870.607188 bytes/packet, as derived in [10]; obviously this will vary but such variations won’t significantly impact the scale of the problem.

Thus, as seen in Table 1, using the typical false alarm rates available today, perhaps even unrealistically optimistic false alarm rates and data volumes from 2011 necessitates that on average over 37K analysts need to be on staff each shift. Assuming 4 shifts [38], this would necessitate 147K analysts be on staff. Keep in mind that it is the exponent of the values in the table that are important and not the exact number of staff. Even if some numbers shift a bit (bytes per packet, # shifts, etc.), the exponents, and thus the scale of the problem, won’t shift appreciably. Given the data volume used is from 2011, the actual scale of the problem is only likely to be worse.

Further, this is for just one tool. Analysts will often use dozens, if not 100s of tools; a study by Silva et al. [27] observed 75 distinct tools being used in a cyber-exercise by 11 subjects. Even if a tool ends up being the epitome of all tools and no others are needed, false positives need to decrease significantly before such tools are even remotely viable. Note that in the best case the FP% have only decreased by $10^1$ in the nearly twenty years since Axelsson’s original base-rate fallacy paper was written, yet the volume of data has increased by significantly more than $10^1$. The issues that caused Axelsson to write his initial paper remain issues today but his paper has fallen out of the collective memory.

As an alternative mechanism for evaluating the volume of false alarms being generated by a tool, consider: “A survey by FireEye polled C-level security executives at large enterprises worldwide and found that 37 percent of respondents receive more than 10,000 alerts each month. Of those alerts, 52 percent were false positives, and 64 percent were redundant alerts.” [7] This amounts to about 14 total alerts per hour, which further exemplifies and validates the unacceptability of techniques currently being reported in research results. Comparing the results in line 6 of Table 1, instead of a total of 14 alerts per hour, the techniques under discussion are generating 442K alerts just for false positives. While the author’s specification indicates this 14 alerts/hour is a minimum, the scale and coverage of all alerts delineates the difference between actual and needed scale of alerts for non-signature-based detection techniques.

**Consideration of False Positives**

Too often analysis focuses on metrics with only limited analysis of what attacks are actually detected or not. For instance, are we not detecting the most significant attacks that are most likely to succeed in the real world? Similarly, there is typically no analysis of false positives. Typically, they are reported without comment. We need less reporting of metrics and more justification of them. There has been no identifiable improvement in the generation of false positives but the field keeps publishing without additional techniques to handle the false positives. This simply isn’t leading to viable solutions.
Given the significance of false positives we cannot just report their metrics and assume they are “fine”. This can’t continue to be the case; they must be analyzed – both their nature and their impact. The argument has been made that many, if not most, of the false positives can essentially be relegated to trivial accepts or trivial rejects, e.g., through triage. Thus, the argument is that the analyst can quickly skip over such alerts when scanning through the list of alerts. However, this is never validated. Given the difficulty in substantially reducing false positives and their critical impact to the viability of non-signature-based detection techniques for cyber, we must begin considering and analyzing false positives in a more complete fashion. As mentioned previously, we need data sets designed to allow projection of the number of false positives. Similarly, we need data sets to allow complete analysis of the nature of false positives. Given the significance of the false positives in non-signature intrusion detection, taking these actions will improve the scientific foundation of intrusion detection.

In essence, during research experimentation, we must analyze false positives as we would true positives, with the goal of understanding their nature and characteristics. As we analyze true positives to determine what classes of attacks are detected and at what rates, we must analyze false positives to understand their nature, similarity, and ease with which they can be subsequently purged.

While not currently done, the potential for pre- and post-processing techniques to eliminate a majority of the false positives could assist non-signature-based techniques in gaining viability. At the pre-processing level this could include eliminating packets verified to be valid components of a session, such as a VPN connection. At the post-processing level this could include eliminating replicated alerts. The potential for pre- and post-processing needs to be researched independently. Further, general approaches that reduce false positives must be examined if non-signature-based approaches are to be made viable.

Extensions to Metrics

The previous section identified issues in published works using standard metrics. It is important to understand the metrics and their relevance to cybersecurity. Many of the metrics we use for analyzing cybersecurity techniques come from information retrieval [21] and from a purely information theoretic point of view are valid. However, a deep dive examination relative to the specific context of cybersecurity shows that not all of the formulas currently being used are relevant; science can be improved by validating relevance. For instance, consider accuracy:

\[
\text{Accuracy} = \frac{TP + TN}{FP + TP + FN + TN}
\]

Accuracy is seeing frequent usage and conceptually it makes sense. However, formulaically, its reliance on TN in the numerator, giving it equal weight to TP, is invalid in cybersecurity due to the high volume of TNs relative to TP and their nonexistent value. It’s FPs that are a concern, in volume, while TNs are completely irrelevant. This is, in essence, an additional example of the base-rate fallacy in operation.

Another way to interpret this is through value/cost. A TN literally has zero value. If a lost packet is important it will be resent and a received packet that isn’t part of an attack has zero value as far as cybersecurity is concerned. A TP on the other hand is an attack or part of an attack and we have to associate with it the average cost of a successful attack, currently $3.92M [36]. When we have an accuracy value not of 100%, we have no idea what number of the incorrect labels are zero-value TNs or high-value TPs. The best practice necessitates the assumption that all of the incorrect labels be associated with TPs, thus incorporating TNs doesn’t follow logically.

Essentially, the issue is a deviation between a theoretic assessment of the technique and a real-world assessment. From a purely theoretical point of view, accuracy appears to be a relevant and completely applicable metric. From the real world, cybersecurity point of view, accuracy is completely irrelevant. The problem being that accuracy assumes all samples are of equal weight. Since that isn’t the case, accuracy cannot be used.

Looking Beyond Accuracy: False Alarm Rate

Beyond accuracy, scientific foundations can be improved through improved understanding of the metrics they are using, what their definitions are, and their relevance to the task at hand. Exemplifying the problems of the domain, there appear to be an unlimited number of definitions for false alarm rate. To be clear, authors are definitively specifying different formulations for the metric “false alarm rate”, for example:

- \(FP/(TN + FP)\) [22][15][33], i.e., equivalent to \(FPR\)
- \(A/\sim I\), alarm/nonintrusive behavior [1], i.e., specified by the author to be \(FPR\) though the specific formula isn’t given.
• “FAR: the number of NORMAL cases that are detected as intrusions in a specific category divided by the total number of NORMAL cases.” [11], i.e., also equivalent to FPR though not formally specified mathematically.

• Undefined [5]. In essence, even back as far as 2002 authors were not defining false alarm rate definitively, demonstrating the duration of the problem.

• \( FP/(TP + FP) \) [23], i.e., equivalent to false discovery rate (FDR)

• \( FN/(FN + TP) \) [4] [29][12], i.e., equivalent to false negative rate (FNR)

• \( (FPR + FNR)/2 \) [19]

• “it is the addition of FNR and FPR” [18], as with accuracy, this metric and the previous add unequal classes, which is ineffective.

Note that the multiple conflicting definitions aren’t simply a result of one-offs as there are many papers with alternative definitions and many papers with the same alternative definition. Many of these alternative definitions are provably invalid. Other than the fact that there are multiple conflicting definitions, this list has five specific problems:

First, note that [22] defines false alarm rate using the formula for false positive rate but in the same table uses FPR without a defined formula; they do, unfortunately, have different values. Further, the text associates false alarm rate with the value associated with FPR in the table. I am operating under the assumption that FPR in this paper is intended to be what I am defining as \( FP\% \) but the lack of the underlying data prevents validation; the definitive typos substantiate the fact that archival papers should include sufficient information to fully validate/replicate their results; in this case the metrics themselves.

Second, \( FN \) are not alarms be definition. Thus the last three equations which are dependent on FN in the numerator are simply not valid equations for a false alarm rate; they should have been true alarms. This doesn’t mean such formulations don’t have value, they simply aren’t validly termed false alarm rates. This failure exemplifies the need to reassess the metrics currently being employed and ascertain their validity; the fact that I was able to identify multiple uses of these metrics reinforces the extent of the problem; i.e., this isn’t a single isolated case.

Third, in the case where the false alarm rate is defined as \( FN/(FN + TP) \), note they specify \( FN \) and not \( FP \) in the numerator. There is insufficient information to validate where the error is, is it just a typo in the equation or are the numerical results wrong as well. Having false negatives in the numerator does not make sense from a language perspective since they are not alarms. This could have simply been a typo, which since it has been identified in multiple papers, could be the mistake simply being carried on by other researchers. With the authors only reporting the resulting metrics and not the actual \( TP \) and \( FP \) rates it is impossible to validate. This exemplifies a greater failing in terms of providing sufficient information in papers for replication, validation, and longevity.

Fourth, the lack of definitive specification in cases leads to the inability to validate the results. We’ve already identified several cases where invalid metrics are being used, possibly the result of typos in some cases, and we’ve identified four definitive different specifications for false alarm rate. Without a definitive specification, such as the paper that I had to label the formula as undefined, which are we using, if any?

Finally, note that some specifications simply use English to specify the formula and do not provide a formal mathematical equation. This can lead to problems in interpretation, especially for non-native speakers, and can lead to issues with differing specification.

Looking Further: Detection Rate

In addition to false alarm rate, the second major metric used by researchers for intrusion detection is detection rate (DR), which suffers from the same fallacies as false alarm rate. This is obviously critical since it gets at the heart of the purpose of intrusion detection – the ability to detect attacks. However, as with false alarm rate, detection rate itself is not a well-established metric. As with false alarm rate, this results in multiple conflicting definitions:

• \( TPR \) [18][33][22]; this definition matches the majority of uses

• \( P(A/I) \) [1], i.e., specified by the author to be TPR though the specific formula isn’t given. Similarly, TPR is used but not defined in [6]

• \( TP/(TP + FP) \) [15], precision or positive predictive value (PPV)

• \( TN/(TN + FP) \) [12], true negative rate (TNR). This is just wrong. Another potential typo that can’t be validated.

• “DR means the rate of data that are correctly classified into normal and intrusion classes”. [16] Note that this would imply a definition equivalent to accuracy with the inherent flaws previously
described related to accuracy but since the authors didn’t provide a mathematical specification there is some uncertainty about the incorporation of “normal classes”, i.e., TN, implies a formula more representative of accuracy as opposed to TPR. However, these authors also use accuracy, again without a formal specification, but with different results from DR. This is yet another example of the lack of complete specification leading to the inability to interpret or validate presented results.

- “that represents the percentage of correctly detected intrusions, and false positive, that represents the percentage of normal connections that are incorrectly classified as anomalous.” [26]

The same issues identified for false alarm rate exist with this list.

**Improving Science through Metric Reduction**

The state of metrics in the cyber intrusion detection domain is exemplified by the fallacy that the results are meaningful and advance the science. In Umer et al. [30] three tables of results are presented comparing the effectiveness of different techniques. In each table, the “Performance Measure” is a column in the table, preceding the result column. While result “values” are then presented, there is simply no meaningful way to compare the techniques to each other given the diversity of metrics being applied. The “Performance Measures” referenced in these tables include:

- Anomaly type detection
- Area under ROC curve
- Botnet detection
- Brute force Detection
- Class Prediction
- Recall
- Correctness rate
- Custom
- Detection
- Accuracy
- Detection rate
- DF Rate
- F1-measure
- F1-score
- Comparison
- No. of TCP scans detected
- Purity measure
- True Positive
- True Positive Rate
- Graph Generation
- ROC Curve

This is further exemplified in [35] which lists the primary evaluation methods for 19 papers with the following metrics and distributions: FPR (5), detection rate (3), accuracy (7), true positive rate (1), true positive (2), false negative (2), precision and recall (2), negative predictive value (1), error rate (1), N/A (1). There is clearly overlap, however, it is insufficient for scientific rigor. The inconsistency demonstrates the current impossibility of comparing techniques over time.

This is simply not viable for the advancement of the field. You cannot have 20 different result metrics and be able to determine if a technique is an improvement or not. This is in addition to the fact that we have demonstrated some of these metrics having many different specifications themselves. Authors simply are not citing where their metrics are coming from. This makes it impossible to determine the extent, source, motive, etc. spawning the errors.

A final issue is demonstrated in Mishra et al. [18] in which the authors directly compare – through tables and text – detection rates and false alarm rates between papers in which these values use different formulations. Further, the authors do not call out the different formulations or recompute the metric values. A reader would assume that the results would be computed using the same formula but they are not. The implication is that the author didn’t realize they were comparing different metrics since they were all labeled identically.

Specifically, [18] directly compares the detection rates presented in [15], [12], and [33], which as shown above are each computed differently. Further, [18] directly compares the false alarm rate of [15] and [33] with [12], which are also (as demonstrated above) computed differently.

Further, the detection rate and false alarm rate that the authors of [18] present for the metrics in [12] do not come from [12] and there is no explanation as to where these values derive from. Specifically, instead of simply reporting the detection rate presented in [12] the authors present the overall detection rate but do not explain the derivation of the metric. I was not able to derive the values presented in [18] from the values presented in [12].

In essence, they are comparing papers based on metrics with reported differences in their specification, without specifying any deviations from the reported metrics. This, combined with the deviations in values between the original paper and the citing paper makes it impossible for a reader, even with close attention and detailed analysis, to comprehend what exactly is going on or how to use the results.

**Defining the Metrics**

There is clearly a need to get researchers on the same page as far as metrics are concerned. This includes using the same definitions for false alarm rate and detection rate but also including sufficient information for validation. There are already existing sources documenting well-established metrics. This includes Wikipedia [37] which documents the metrics from information retrieval and [21] which documents many well-established metrics along with analysis of their biases. Thus, this paper doesn’t delve into all the available metrics or analysis of them but rather
recommends metrics for consistency, depth of analysis, validation, and appropriateness.

It is further necessary to use the same terminology consistently as metrics have different formal terminology for the same mathematical specification. For instance, recall is identical to TPR and sensitivity with both recall and sensitivity being used broadly. The state of field demonstrated in this paper necessitates more consistency.

While many metrics have been used, including the aforementioned, other common metrics are F-Measure, Recall and Precision, as well as Sensitivity and Specificity. The proposed metrics to be included are in Table 2.

True Positives, False Positives, Sample Size, and Database are included for validation and replication. This may seem pedantic but the current state necessitates the detail. Precision, Recall, and F-Measure are the standard metrics currently used to assess cybersecurity techniques. As discussed, so many metrics have been used that it is impossible to provide compatibility with all of them so we limit this to the most common metrics. Additional metrics can always be derived, the goal is to provide the most common metrics for rapid assimilation.

False positive rate and false positive percentage are included to emphasize the importance of considering false positives as a critical result. Diagnostic Odds Ratio [28] is included as a potentially more effective metric and is proposed as a new standard to be included. False Negatives is included for completeness as it is needed to compute already mentioned metrics. Given the lack of consistency in metric definition, the goal is to be complete to avoid any further confusion. The terms (metrics?) false alarm rate and detection rate were not included as they’ve become too compromised to have

| Name               | Label | Formal Specification | Description/Explanation |
|--------------------|-------|----------------------|-------------------------|
| True Positives     | TP    | \( \frac{TP}{TP + FP} \) | Empirical result value. True positives identifies the set of actual positive samples reported as positives |
| False Positives    | FP    | \( \frac{TP}{TP + FN} \) | Empirical result value. False positives identifies the set of actual negative samples reported as positives |
| Sample Size        | N     |                       | Sample size of the test |
| Database           | DB    |                       | Sufficient information must be presented or referenced about the data source to ensure accurate validation and replication. This could reference a data set or specifically identify modifications to a data set |
| Precision          | PPV   | \( \frac{TP}{TP + FP} \) | The fraction of returned positive results that are actually positive, i.e., the likelihood that a positive test result is actually a positive |
| Recall             | TPR   | \( \frac{TP}{TP + FN} \) | The fraction of actual positives that are identified as positive, i.e., the fraction of identified positives |
| F-Measure          | \( F_1 \) | \( 2 \times \frac{ precision \times recall}{ precision + recall} \) | The harmonic mean of precision and recall. Provides precision and recall as a single metric for more effective direct comparison between techniques |
| False Positive Rate| FPR   | \( \frac{FP}{FP + TN} \) | The fraction of actual negatives that are improperly identified as positive |
| False Positive Percentage | FP% | \( \frac{FP}{FP + TP + FN + TN} \times 100\% \) | The percentage of all samples improperly identified as positive |
| Diagnostic Odds Ratio | DOR | \( \frac{TP \times TN}{FP \times FN} \) | “A test with high specificity and sensitivity with low rate of false positives and false negatives has high DOR.” [28] |
| False Negatives    | FN    |                       | Empirical result value. False negatives identifies the set of actual positive samples reported as negatives |
any meaning and given their imprecision should not be used.

A couple of notes about the Diagnostic Odds Ration. First, its inclusion of true negatives in the numerator is less problematic than accuracy due to the use of multiplication rather than addition, but it is also not attempting to represent the same concept as accuracy and as an overall metric is effective. Second, the nature of the metric means it is not as effective at representing effectiveness of techniques across data sets. However, this is a good point as too often comparing metrics generated between different data sets should not be compared due to deviations in signal to noise ratio, attack coverage, etc.

Finally, publications must formally specify the mathematical formulations for each metric within the paper. This can be done by specifically including the definitions of the metrics or citing a reliable source for the specifications and specifically stating the definitions came from that source. The examples in this paper have demonstrated the need for these measures.

**Extensions to Attack Graphs**

A final approach towards improving the scientific foundations of cybersecurity is through reassessing baselines to ensure the most effect approach/techniques are being employed; e.g., don’t assume the baselines do not need reassessment. Specifically, attack graphs, originally termed attack trees by Schneier [25], came about as a result of the need to identify the threats and vulnerabilities relevant to specific systems and the difficulty in securing said systems. Attack graphs were later adapted to online analysis by Noel et al. [20].

The systems being considered at the time attack graphs were first being developed were all full-fledged and fully capable systems, with multi-user systems the primary target of concern. Since that time, the advancement and deployment of embedded systems have exploded with the likes of IoT devices, UAVs, smart cars, etc.

Thus, Capobianco et al. [3] updated online attack graphs for modern needs of intrusion detection, including embedded systems. Similarly, earlier work by Vasilevskaya et al. [31] updated offline attack graphs for embedded systems. This is primarily where we run into problems. First, it is important to keep in mind that the idea of online attack graphs is for detection and not protection. Second, both online and offline attack graphs focus solely on known attacks and vulnerabilities, they provide no mechanism for unknown attacks. However, it is the unknown attacks, the zero-day attacks, that are the greatest threat. This results from the fundamental nature of attack graphs as essentially attempting to blocklist known bad behavior.

**General Purpose Systems**

The focus on blocklisting results from the historical impossibility of allowing; even though allowing is known to be more secure. The impossibility results from the sheer volume of valid activities in a general-purpose computing device; which is even further exacerbated in multi-user systems.

This is demonstrated in Table 3 in which blocklisting is compared to allowing in general use systems. In this table, \( A \) is the set of anomalous actions and action sequences (just referred to as actions from here on), \( K \) is the set of known anomalous actions, \( C_k \) is the set of innocuous actions matched by known malicious signatures, \( C_u \) is the set of actions that are unused, unneeded, or deemed unsafe for the controlled and constrained embedded system, and \( C_o \) is the set of actions deemed to be acceptable for the controlled and constrained embedded system.

The scale of the entire set of valid actions and action sequences is shown in the denominator of predicted positive condition rate (PPCR); with PPCR formulated as \((tp + fp) / (tp + fp + tn + fn)\). The numerator of PPCR represents the total positive responses generated by the system. For a general use system, the set of valid actions and action sequences is equivalent for allowlists and blocklists but the set of generated

| Variables | Blocklist | Allowlist General System | Allowlist Constrained System |
|-----------|-----------|--------------------------|-----------------------------|
| \( TP = K \) | \( TP = C_a + K + C_u - A - C_k \) | \( TP = C_a - A - C_k \) |
| \( FP = C_k \) | \( FP = A - K \) | \( FP = A - K \) |
| \( TN = C_a + K + C_u - A \) | \( TN = K \) | \( TN = K \) |
| \( FN = A - K \) | \( FN = C_k \) | \( FN = C_k \) |

\( K \) and \( A \) are the sets of anomalous actions and action sequences, respectively.

Thus, Capobianco et al. [3] updated online attack graphs for modern needs of intrusion detection, including embedded systems. Similarly, earlier work by Vasilevskaya et al. [31] updated offline attack graphs for embedded systems. This is primarily where we run into problems. First, it is important to keep in mind that the idea of online attack graphs is for detection and not protection. Second, both online and offline attack graphs focus solely on known attacks and vulnerabilities, they provide no mechanism for unknown attacks. However, it is the unknown attacks, the zero-day attacks, that are the greatest threat. This results from the fundamental nature of attack graphs as essentially attempting to blocklist known bad behavior.

**General Purpose Systems**

The focus on blocklisting results from the historical impossibility of allowing; even though allowing is known to be more secure. The impossibility results from the sheer volume of valid activities in a general-purpose computing device; which is even further exacerbated in multi-user systems.

This is demonstrated in Table 3 in which blocklisting is compared to allowing in general use systems. In this table, \( A \) is the set of anomalous actions and action sequences (just referred to as actions from here on), \( K \) is the set of known anomalous actions, \( C_k \) is the set of innocuous actions matched by known malicious signatures, \( C_u \) is the set of actions that are unused, unneeded, or deemed unsafe for the controlled and constrained embedded system, and \( C_o \) is the set of actions deemed to be acceptable for the controlled and constrained embedded system.

The scale of the entire set of valid actions and action sequences is shown in the denominator of predicted positive condition rate (PPCR); with PPCR formulated as \((tp + fp) / (tp + fp + tn + fn)\). The numerator of PPCR represents the total positive responses generated by the system. For a general use system, the set of valid actions and action sequences is equivalent for allowlists and blocklists but the set of generated
positives is significantly higher. Note that PPCR provides the percentage of the valid actions and action sequences resulting in positive assertions.

However, note that blocklisting cannot detect unknown attacks. This is represented in the table through the Recall metric, also termed the true positive rate, which provides the percentage of the total set of relevant events that are actually successfully identified. For blocklisting this is attempting to detect all attacks. For allowlisting this is attempting to identify the set of valid commands.

**Constrained Systems**

The situation changes, however, when we consider embedded systems. Specifically, with embedded systems we are considering systems in which we do not want the system treated as a general-purpose system but rather where the system should be tightly controlled and constrained. Such systems will typically still have general purpose CPUs and fully functional communication systems, albeit with lower performance capability.

Consider a UAV for instance, it may be built with general purpose capabilities but in general use, especially when in flight, only very limited capabilities are actually needed or should actually be allowed. In addition to the extent to which actual functionality should be limited, there is an increase in the control over how the functionality should be used or accessed. Since we are not dealing with general-purpose systems, we can enable extensive controls over the use of any and all functionality. With such a controlled and constrained environment, the system can purge anything not precisely matching what is required.

This change in the baseline for embedded system is the impetus for employing allowlisting as opposed to blocklisting. Blocklisting simply cannot detect unknown attacks so it's less effective than allowlisting. Blocklisting can still have benefits in identifying weaknesses in the allowlisting but it must serve a secondary role to allowlisting, i.e., in an offline mode, whereas allowlisting to this point has not been seriously investigated. In essence, the argument for using blocklisting fails due to the reduced scale of valid actions and action sequences and the greater effectiveness of allowlisting.

This is demonstrated in Table 3 through the constrained system column. The scale of blocklisting remains the same remains the same since we are still typically dealing with general purpose components. The scale of allowlisting, however, clearly becomes significantly reduced; to the point where the scale is smaller than with blocklisting, likely significantly. This is all while being more effective at preventing attacks than blocklisting.

Whereas the blocklisting being employed is specifically attack graphs, we propose the idea of validity graphs for the implementation of allowlisting. We are in no way arguing that switching to validity graphs will be easy, they still require research. However, the goal will be to identify minimal action graphs that allow needed functionality; everything else would be considered an attack. The constrained environment should result in a significantly reduced number of actions and action sequences needing validation. Further, validity graphs can disallow not just attacks but invalid commands. For instance, in the UAV example, setting pitch (-1) could be deemed invalid as it would eventually lead to a crash. Since we can precisely control how actions are specified, we can ensure that this action is not specified in isolation. Additional functionality could always be made accessible though techniques along the lines of port knocking [34].

Thus, there is a fallacy in assuming that the baseline is still valid and “jumping on the bandwagon” even when the status quo has changed substantially. This again leads to bad science. In this case, there is a valid need to consider alternatives to attack graphs. Attack graphs still have validity in such constrained environments for network design, even in conjunction with validity graphs, but validity graphs should be examined for online analysis.

**Conclusion**

It is important to understand the extent and number of papers published in major venues which exhibit problems. The demonstrated problems include inadequately addressing false positives, inconsistent metrics, and not reassessing baselines in relation to allowlisting versus blocklisting. This indicates a ubiquitous problem with evaluation in the field, with it being nearly impossible to accurately assess or interpret the value of refereed techniques. This is reminiscent of the replication crisis in psychology [2]; with recent arguments of a validation crisis [24]. Within cyber security itself, there has been a discussion of the need for more accurate application of the scientific method, rather than the lip service it appears to be getting [9]. However, this prior work was an abstract analysis of the scientific method (philosophy of science [17]) within cybersecurity. This paper provides specifics as to how the science can be improved, particularly in terms of rigor. This concrete analysis of the science underlying cyber security provides context as to how cyber security advancement can be improved through better science with a greater impetus.
for re-evaluating the rigor of the scientific method than the philosophical discussion alone.

Authors must investigate the papers they are citing and not take the metrics and values at face value. Papers are being written too formulaically en masse, with too little in-depth consideration being given to real meaning and impact in the desire to get papers published in quantity. Intrinsically, we must use consistent metrics to validate that science is advancing. Given the errors described in this paper that is not a given. More complete in-depth analysis is needed, not just reporting the metrics, to truly understand the value, or lack thereof, of reported research.

It is important to note that this is not a complete survey, yet the work clearly demonstrates significant problems with publications within the intrusion detection research community. Many of the examples came from the first five pages of Google scholar simply using "intrusion detection techniques" as the search term and limited to the 2017-timeframe-accessed in the fourth quarter of 2019 demonstrating that these are significant publications, likely to be cited, and not bottom tier. A deeper dive into existing publications is warranted; it must not be construed that this paper documents all problems underlying the scientific method in the cited papers.

Further, this paper does not examine work outside of the intrusion detection subfield but researchers at large should consider the implications of this work more broadly. Authors must not assume that the papers they are referencing are correct and without need of validation; the scientific method necessitates greater rigor. Improving the status quo necessitates publications that are more replicable and validatable. The safest approach would be to assume that referenced papers are not scientifically valid and ensure sufficient validation and replicability independently. Finally, the status quo must be intermittently reassessed as slow drifts in scientific merit over time are hard to detect as they are occurring but the ramifications can be seen through deep dive reviews.
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