Tracking ultrafast reactions in organic materials through vibrational coherence: vibronic coupling mechanisms in singlet fission
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ABSTRACT

A multitude of ultrafast photoinduced reactions in organic semiconductors are governed by the close interplay between nuclear and electronic degrees of freedom. From biological light-harvesting and photoprotection to organic solar cells, the critical electronic dynamics are often precisely synchronized with and driven by nuclear motions, in a breakdown of the Born-Oppenheimer approximation. Ultrafast time-domain Raman methods exploit impulsive excitation to generate nuclear wavepackets and track their coherent evolution through these reaction pathways in real time. This tool of vibrational coherence has recently been applied to study singlet fission, a carrier multiplication process with the potential to boost solar cell efficiencies which has been under intense mechanistic investigation for the past decade. In this review, we present the essential features of the spectroscopic techniques and discuss how they have been used to elaborate a new perspective on the singlet fission mechanism. It is now established that ultrafast triplet-pair formation is driven by vibronic coupling, whether fission is exothermic or endothermic, and thus that full understanding of singlet fission requires explicit consideration of nuclear dynamics. Despite broad qualitative agreement between different vibrational coherence methods, differences in the detailed observations and interpretation raise important questions and pose new challenges for future research.
1. Introduction

Photoinduced processes in organic materials are often explained by the simple transfer of an electron from reactant to product states under the adiabatic Born-Oppenheimer approximation, assuming essentially static nuclei during the fast movement of an electron. In this regime, the primary role of molecular vibrations is in energy dissipation, functioning as a molecular ‘brake’. For many physically relevant systems, the gap between electronic states approaches vibrational energies and this approximation begins to break down. The resulting non-adiabatic regime yields coherent evolution of nuclear and electronic wavefunctions, and the intrinsic ‘floppiness’ of molecules becomes an asset that can drive fast and efficient dynamics. Small nuclear coordinate changes can then guide the outcomes of electronic processes, as seen in cis-trans photoisomerization of retinal in vision [1], photochemical bond dissociation [2] and the protection mechanisms of DNA under UV light exposure [3]. Similar coherent coupling of vibrational and electronic states is recognized as a driver in numerous photoinduced processes in which the excitation energy is maintained and transformed between different excited electronic states [4], for instance biological light harvesting [5], electron transfer in donor-acceptor molecules [6] and charge generation in organic photovoltaics [7].

Such vibronic coupling between electronic and nuclear degrees of freedom and the complex potential energy surfaces (PESs) that result are indeed long established to play a crucial role in the electronic processes in molecular materials [8]. These ideas have even been exploited as a gateway to actively control or redirect electronic processes through the manipulation of particular vibrational states [9–12]. Nevertheless, the concept of vibronic coupling rarely enters explicitly into the pictures drawn of photophysics in complex systems. Instead, complex electronic dynamics are frequently described in terms of simple ‘stick’ diagrams and the implicit simplifying assumption of static nuclei. The cases highlighted above, however, demonstrate that the detailed mechanism
of ultrafast processes must explicitly consider the nuclear motions as well. This demands the use of more sophisticated spectroscopic methods, sensitive to both electronic and nuclear dynamics. Where this challenge is met, entirely new levels of understanding can be achieved.

As a case in point, in this review we will address how these ideas have influenced the field of singlet fission (SF). SF is a carrier multiplication phenomenon unique to organic semiconductors in which a photoexcited singlet state $S_1$ can separate into a pair of distinct triplets. The fundamental requirements of the process are energy conservation – requiring that $E(S_1)\sim 2E(T_1)$, allowing for some contributions from thermal energy – and spin conservation. The former can be achieved through molecular design, while to satisfy the latter the triplets must be initially produced in a spin-entangled overall singlet configuration. Originally treated as a theoretical abstraction to mediate singlet-triplet interconversion [13,14], the entangled triplet pair $^1TT$ is now recognized as a distinct electronic state with unique photophysical properties [15–17]. Indeed, a wide range of triplet-pair states of different spin or boundedness have been detected and invoked [18–21], leading to the general kinetic scheme in (Figure 1). The principal motivation to study SF in recent years has been to harness its potential to overcome the Shockley-Quiesser limit on the efficiency of single-junction solar cells[22]. This endeavour calls for a more detailed understanding of the molecular SF mechanism, which has inspired the application of a wide range of spectroscopic and computational tools to the relatively small family of known SF materials. We point the interested reader to other detailed reviews on the historic development of the field [14,23], SF device applications [24,25], the properties of triplet-pair states [16,26–28], theoretical modelling [29] and molecular design principles [30,31]. We focus here on mechanistic investigations and how they have been impacted by new understandings of vibronic coupling.

Figure 1. Standard schematic of the multi-step SF process. The focus of this review is the initial $S_1\rightarrow^1TT$ conversion, where vibronic coupling mechanisms have been implicated.
For most of the past decade, the principal debate in the SF field has been the nature of the initial step in SF, now defined as $S_1 \rightarrow ^1TT$ conversion, which can occur coherently or incoherently. In early years, the focus was on the low-lying electronic states in canonical systems like pentacene and how they relate to diabatic $S_1$, $^1TT$ and charge-transfer (CT) excitations. The strength of the electronic coupling between these configurations was considered to determine the rate and efficiency of triplet formation through one of several mechanisms with equations typically for incoherent SF describing stochastic population hopping from $S_1$ to $^1TT$. In ‘mediated’ SF, $S_1$ couples most strongly to CT states; these provide effective coupling to $^1TT$, serving as a bridge between manifolds whether directly populated [14,32] or only virtually involved [33–36]. In the alternative ‘direct’ model, the two-electron coupling between $S_1$ and $^1TT$ is sufficient to drive population transfer with no intermediates [37–39].

Coherent SF can be divided into two perspectives. First, under extreme $S_1$-$^1TT$ or $S_1$-CT and CT-$^1TT$ coupling, we obtain the ‘quantum coherent’ mechanism. Here, $S_1$ and $^1TT$ are linked from the instant of photoexcitation by pure electronic coherence, giving rise to the generation of a quantum superposition of $S_1$ and $^1TT$ (indirectly coupled via CT) and thereby enabling ultrafast $^1TT$ formation[40]. In subsequent work, this model was refined to include indirect coupling with few exceptions [37,38,41], such models focused on fixed nuclear geometries with little explicit role for vibrations. The same ideas of static, diabatic $S_1$ and $^1TT$ states permeated most spectroscopic work. Time-resolved techniques, whether photoluminescence, transient absorption or frequency-domain Raman, identified the electronic signatures of $S_1$ and $T_1$ and the kinetics of interconversion. The resulting timescales could often be described by multiple competing theories, and thus the principal tools for tracking the SF reaction provided little insight into the core questions about the nature of the relevant couplings. The chief exception, the breakthrough report of instantaneous coherent $^1TT$ formation using photoemission spectroscopy, which implied very strong electronic coupling [42,43], subsequently proved controversial [44,45]. A broad study of structure-dependent SF rates in polyacene materials formulated an adiabatic mechanism of continuously evolving wavefunction character from $S_1$ to $^1TT$ along an arbitrary reaction coordinate, but no explicit link was made to nuclear dynamics[44].

This perspective changed with a pair of breakthrough studies applying time-domain Raman spectroscopy to ultrafast (<100 fs) SF in TIPS-pentacene, pentacene and DT-pentacene, probing the fate of wavepackets of vibrational coherence (VC) [46,47]. These works directly monitored real-time coherent vibrational motions synchronized with the electronic dynamics of SF and identified VC in the product $^1TT$ state, demonstrating an intimate link between these nuclear motions and the ultrafast reaction.
This has been called the ‘vibronic coupling’ or ‘vibrationally coherent’ mechanism, which corresponds to the case that \( S_1 \) and \( ^1\text{TT} \) are nonadiabatically coupled through vibrational coordinates or form vibronically mixed states when their energy levels are resonant owing to excited vibrational quanta. This is the framework in which the earlier quantum coherent results are now understood as well. A full understanding of ultrafast SF thus requires explicit consideration of nuclear dynamics, and numerous studies have exploited the real-time detection of coherent nuclear motions on excited-state PESs to extend this paradigm to other SF systems. The role of vibronic coupling between \( S_1 \) and \( ^1\text{TT} \) states to trigger coherent SF is now firmly established \([41,48–53]\). In this review, we address recent developments in time-domain Raman techniques and their role in advancing vibronic coupling mechanisms for ultrafast \(^1\text{TT} \) formation. Despite the rapid early progress using these methods, we highlight a number of critical gaps in the field that call for further research.

2. Basics of time-domain Raman spectroscopy

We first provide a brief introduction to the time-domain Raman spectroscopy methods that have been applied to the study of SF. Our aim here is to bring out the core concepts on an introductory level suitable to interpret the SF results. The interested reader can find fuller technical details in a recent review by Buckup and Léonard \([54]\) and the works cited below.

Time-domain Raman spectroscopy – first introduced as impulsive stimulated Raman scattering (ISRS) pioneered by Nelson and co-workers in 1985 – \([55]\) has enabled the direct measurement of coherent molecular vibrations/phonons through the time-domain signals of vibrational wavepackets, that is, VC, corresponding to the coherent superposition of multiple vibrational eigenstates \([56,57]\). The relative phase between these eigenstates results in oscillations of the sublevel populations, at frequencies determined by the vibrational spacing. The essential prerequisite to generating VC is an excitation laser pulse which is temporally short relative to the vibrational periods of interest (Figure 2(a)).

According to the time-energy uncertainty principle, this is equivalent to requiring an energetically broad excitation, suitable to span multiple vibrational levels. The pulse width thus directly determines the observable frequency window.

The simplest case of time-domain Raman spectroscopy is a pump-probe experiment, typically called impulsive vibrational spectroscopy (IVS) or broadband transient absorption (BBTA) \([58–63]\). Here, the impulsive pump pulse generates VC, which manifests as oscillatory modulations to the standard transient signatures of the ground and excited electronic states, namely ground-state bleaching (GSB), stimulated emission (SE), and
excited-state absorption (ESA)/photo-induced absorption. Such spectral effects of VC can be monitored through the transmission of a broadband probe pulse (Figure 2(b)). Fourier transformation is typically used to convert time-domain VC signals into frequency-domain Raman spectra. Direct analysis of time-domain information by itself, such as amplitude, phase, or dephasing time, can provide further valuable information.

The general condition of ultrafast/broadband excitation can generate VC both in the ground and the excited electronic states. This can pose a crucial challenge, as it is specifically excited-state VC which presents the major interest in ultrafast photophysics and photochemistry. The intensity of excited-state relative to ground-state VC strongly depends on the resonance condition, the spectral overlap between the pump pulse and the sample absorption spectrum. When spectral overlap is poor or absent, corresponding to the pre- or off-resonant condition, VC is only created on the ground-state PES through the ISRS mechanism (Figure 2(c) and the top of Figure 2(e)). A widespread example of this phenomenon is the appearance of strong solvent VC signatures in solution-phase measurements [64].

At the other extreme, under the fully resonant condition where the pump entirely covers the absorption spectrum, excited-state VC can be efficiently
generated (Figure 2(d) and the bottom of Figure 2(e)). Here, to create high-frequency excited-state VC in the typical Raman fingerprint region, corresponding to single- or double bond vibrations, the pump pulse must have sufficient bandwidth to span higher vibrational sublevels (vibronic bands) of the sample absorption, typically >1500 cm\(^{-1}\) corresponding to a duration of <25 fs (Figure 2(a)). The combination of bandwidth and overlap is key – if a suitably broadband pulse only partially overlaps with the ground-state absorption (the middle of Figure 2(e)), any resulting high-frequency VC is likely to belong to the ground state. Even in optimal conditions, though, the generation of ground-state VC cannot be avoided, and isolating pure excited-state VC from the entangled oscillation signals that result has long been regarded as one of the chief issues facing time-domain Raman methods [65].

A common tool to identify excited-state VC is through its spectral position. Assuming that the fully resonant condition is satisfied, excited-state VC is most likely to predominate in the ESA or SE region, since these signatures reflect purely excited-state transitions (Figure 3(a)). The dominant contribution in the GSB spectral region, on the other hand, should be ground-state VC. Even when the Stokes shift is very small such that GSB and SE signals are significantly overlapped, probe-wavelength-dependent Fourier amplitude, oscillation phase, or damping time analysis can differentiate between the ground- and the excited-state VCs [57, 66]. Such spectral analysis must be used with caution, however; ground-state VC signatures, including of solvent molecules with no mechanistic role, can often be recorded across the entire probe detection window [46, 64]. Where possible, purely optical means to isolate excited-state VCs are preferred as they are less susceptible to analytical bias. For instance, the chirp of pump pulses can be tuned to selectively enhance the intensity of VCs on either the ground or excited state [67, 68]. Alternatively, an additional ‘population control’ pulse can be incorporated within the pump-probe IVS sequence following the broadband impulsive pump and resonant with an SE or ESA transition. This pulse selectively modifies the VC of the targeted electronic state and enables exclusive isolation of pure excited-state signals [69]. Thus, while distinguishing ground- and excited-state VC remains a key challenge in the analysis of time-domain Raman spectroscopy, recent technical and analytical developments have provided experimentalists a range of options to achieve this.

Comparable time-domain vibrational information can also be achieved with other techniques. Degenerate-four-wave-mixing (DFWM) or transient grating (TG) spectroscopy uses broadband pumping to generate similar VC signals as in the case of IVS, and these are read out as oscillations in the subsequent probe-detected signal [70–73]. The crucial distinctions between IVS and DFWM arise from the latter being performed in a BOXCARS geometry (Figure 3(a)). In IVS, the two-field interaction necessary to
generate VC is accomplished with the single broadband pump pulse. In DFWM, this is achieved with separate pump and Stokes pulses with different angle of incidence, enabling control over the coherence generation by modulating the time delay between them. Similarly, in IVS the VC signals are detected in the same direction as the probe pulses, that is, self-heterodyne detection. By contrast, in DFWM, the BOXCARS geometry
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**Figure 3.** Experimental schemes of time-domain Raman spectroscopic techniques and their representative data. (a) IVS and DFWM. Representative wavelength-resolved impulsive Raman map of β-carotene obtained by IVS reveals vibrational spectra of $S_1$ (bottom) and $S_2$ (top) states. Adapted from [113], copyright 2014 American Physical Society. (b) 2DES. Experimental 2D beating maps of PC645 protein in algae (top) can be theoretically simulated based on whether the VCs are purely vibrational (bottom left) or vibronic (bottom right) in origin. Adapted from [80], copyright 2016 Elsevier Inc. (c) Pump-IVS and Pump-DFWM. Time-resolved Raman spectra of a donor-acceptor-donor-type perylene diimide dye obtained by Pump-IVS reveals continuous evolution of vibrational spectrum during charge separation. Adapted from [85], copyright 2020 Wiley-VCH Verlag GmbH &Co. KGaA.
means the VC signals can solely be detected in the opposite direction of the probe pulses, that is, homodyne detection. Homodyne detection intrinsically shortens the oscillation decays and thereby broadens the FT spectra due to the result of heterodyning between scattering contributions from population gratings, but this limitation can be overcome by carrying out heterodyne detection with an external local oscillator.

Two-dimensional electronic spectroscopy (2DES) has also been applied as a time-domain Raman method [74–76]. Performed in a BOXCARS four-wave-mixing geometry as in DFWM, the first two pulses in the excitation sequence generate VCs on both the ground and excited PESs. Unlike the other methods, the resulting signals are simultaneously resolved along excitation and detection frequency. The effects of VCs are detected as oscillations of the signal magnitude at a given excitation-detection point as a function of waiting time between the 2\textsuperscript{nd} ($k_2$) and 3\textsuperscript{rd} ($k_3$) pulses in the sequence, and thus Fourier transformation can again be applied to convert the time-domain data into the corresponding Raman signatures. The 2D detection scheme offers unique advantages for the analysis of VCs – whether they are on- or off-diagonal, how they shift as a function of beating frequency, whether they are favoured for parallel or orthogonal polarization of excitation and detection pulses [77–79] – that can afford clear evidence of the ground- versus excited-state origin of the signals (Figure 3(b))[80].

The same concepts that underpin these time-domain techniques starting from the ground electronic state apply equally well to upper excited states. Thus, if an excited-state population is already prepared by an actinic pump, a broadband impulsive excitation pulse can be tuned to be solely resonant with SE or ESA regions to selectively generate excited-state VC. The corresponding experiments are known as Pump-IVS/Time-Resolved ISRS (TR-ISRS) and Pump-DFWM, and they provide new flexibility in the use of VCs to track structural dynamics [63,64,69,81–84]. Standard IVS or DFWM schemes only allow observation of VCs generated through the initial impulsive pump, and these dephase on the timescale of the vibrational-free induction decay (~ps). These techniques are therefore blind to structural changes that occurs on longer timescales. With Pump-IVS and Pump-DFWM, the timing of VC generation is precisely controlled through the interval between actinic and impulsive pumps. This permits the measurement of excited-state Raman spectra at different delay points and thus real-time tracking of continuous structural evolution (Figure 3(c))[85].

Similar insight can be gained from other, frequency-domain ultrafast vibrational techniques such as time-resolved infrared spectroscopy or femtosecond stimulated Raman spectroscopy. Both allow the observation of ultrafast photoinduced reactions from the perspective of nuclear coordinates. However, in the context of SF these are most frequently applied analogously to transient
absorption, where vibrational fingerprints are used to track the growth and decay of different electronic populations [86–89]. Only time-domain Raman spectroscopy provides the unique ability to watch coherent nuclear wavepacket motions in real time on the excited-state PES over the course of the reaction. Analysis of wavepacket dynamics in the many examples reported to date – for example, classical femtochemistry in small diatomic molecules [90,91], vision [92–97], photosynthesis [5,75,80,98,99], proton transfer in biological systems [100–102], charge generation dynamics in organic and inorganic materials [103–107] – has provided deep new insight into the role of vibronic coupling for ultrafast reactions in the non-adiabatic (non-Born-Oppenheimer) regime. Technical advances in recent years have significantly lowered the entry barrier to apply time-domain Raman spectroscopy. Improvements in the experimental and analytical approaches mentioned above have provided robust means to isolate the analytically meaningful excited-state VCIs. At the same time, it has now become easier than ever to achieve generate stable broadband pulses and compress them towards the transform limit, the essential prerequisite to observe tiny VC signals on top of large electronic contributions [63]. Thanks to these advances, time-domain Raman spectroscopy has recently served as a decisive proof of principle tool for vibronic coupling mechanisms in ultrafast $^{1}$TT formation, which we address in detail in the following section.

3. Vibronic coupling mechanisms for coherent triplet-pair state formation

Since the ground-breaking report of quantum coherent SF in pentacene films in 2011 [42], there has been considerable interest in the detailed mechanism of the ultrafast conversion $S_1 \rightarrow ^{1}$TT. Time-domain Raman techniques are well suited to this problem, given their intrinsically fast time resolution and the ability – in principle – to correlate the electronic dynamics with relevant nuclear motions, laying the basis for a fully resolved ‘molecular movie’ of the process. Accordingly, a range of ultrafast time-domain Raman techniques have been applied to multiple well-established SF systems, highlighting how coherent $^{1}$TT formation is activated by vibronic coupling mechanisms. This general mechanistic behaviour has been approached from multiple perspectives, and we group the principal studies below into thematic subsections: 1) Conical intersection dynamics, 2) Vibronically mixed $S_1$-$^{1}$TT manifolds, and 3) Observation of symmetry-breaking vibrations. In the fourth subsection, we briefly review related findings on vibronic coupling mechanisms of SF studied by other experimental approaches.
3.1 Conical intersection dynamics

Conical intersections (CIs) are widely recognized as gateways for ultrafast relaxation dynamics in a host of photochemical and photobiological reactions [108–110]. Charge recombination and internal conversion in organic materials [111–115], photoisomerization of retinal or molecular rotors [1,116–119], and protection of DNA against UV-induced photodamage [120,121] are but a few examples where CIs are thought to play a pivotal role. In general, a CI is the point or seam where two multidimensional potential energy surfaces (PESs) intersect, meaning separate treatment of electronic and nuclear coordinates is impossible. The simplest such picture, a symmetry-allowed CI, requires the concerted involvement of totally symmetric and non-totally symmetric vibrations. The former, called tuning modes, drive wavepackets from the initial Franck-Condon region to the CI by bringing the electronic states into resonance. The latter are required to connect the two PESs of different symmetry and are called coupling modes. The strong interactions between electronic and nuclear motions (vibronic coupling) at the CI enable non-adiabatic population transfer between different PESs.

Whereas a vast set of theoretical works suggest the involvement of CIs in ultrafast-photoinduced reactions [122,123], directly observing such level crossings between reactant and product states has proved experimentally demanding – often the presence of a CI is simply inferred from the high rate of reaction [124,125]. More challenging still is to determine the importance of these CIs in ultrafast processes. One method to more directly interrogate the involvement of CIs is by tracking the fate of VCs generated through impulsive photoexcitation: unlike other mechanisms to convert electronic states, a coherent nuclear wavepacket should survive passage through a CI (Figure 4). Pump-probe-based IVS is the simplest technique to achieve this goal, though it is crucial to fully disentangle excited-state VCs from spurious ground-state signatures (see Section 2 for experimental considerations).

In 2015, Musser et al. first applied this concept to understand the mechanism of ultrafast SF, focusing on polycrystalline films of TIPS-pentacene (Figure 4(b)) where $^1$TT is formed in quantitative yield [46]. Here, the close overlap of the impulsive pump (500–650 nm, 10 fs) and the vibronic progression of the of $S_0 \rightarrow S_1$ absorption transition enabled optimal generation of Franck-Condon active VCs on the $S_1$ PES. The resulting pump-probe spectra reflected the formation of $^1$TT with an ~80 fs time constant, as well as distinct oscillations throughout the detection bandwidth due to VCs. The corresponding wavelength-resolved impulsive Raman map revealed complex, overlapping contributions from Raman signatures of ground and excited electronic states (Figure 5(a), top). However, the use of an additional population-control pulse selective
for $^1$TT allowed isolation of pure excited-state VCs (Figure 5(a), bottom). Strong vibrational signatures were then only observed within the $^1$TT absorption bands, despite the original VC being generated through impulsive pumping of the $S_1$ state. Such a surprising result could only be explained through coherent transfer of the impulsively generated $S_1$ VCs to the $^1$TT PES, which entails the existence of a CI between them – the first report of a multimolecular CI. This first experimental evidence of CIs in ultrafast $^1$TT formation became a stepping stone for the generalization of the vibrationally coherent SF mechanism. However, the SF reaction was so fast as to preclude any observation of the initial $S_1$ VC, and the product $^1$TT VC was found to roughly match that state’s intrinsic vibrational spectrum. As such, no determination was made about the role of the observed vibrations as tuning or coupling modes, or even as spectators which simply report the transfer process. Subsequent theoretical work from Petelenz and colleagues on the origins of these signatures was not able to shed light on this question but did confirm that the VCs must be transferred from $S_1$ and are not simply generated in $^1$TT a product of the SF reaction [126].

These experimental limitations were addressed in a subsequent study applying the same pump-probe IVS method to DP-Mes [127], which had been previously reported to undergo polarity-controlled sub-ps intramolecular SF [128]. Despite the markedly slower timescale of SF in DP-Mes films (~320 fs) compared to TIPS-pentacene, transfer of VC from $S_1$ to $^1$TT was again observed (Figure 5(b)), reinforcing the generality of the CI-based mechanism for SF. More importantly, the authors discovered that the VC
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**Figure 4.** (a) A schematic illustration of a conical intersection between $S_1$ and $^1$TT PESs in SF dynamics. Adapted from [46], copyright 2015 Springer Nature. (b) Structures of molecular systems reported to exhibit conical intersection dynamics.
detected on $^1$TT following coherence transfer differed from the intrinsic Raman profile of $^1$TT, containing additional low-frequency modes. To understand this surprising effect, the authors applied a recently developed, fully quantum-mechanical tree-tensor network simulation (TTNS) approach [129] incorporating all 108 atoms of DP-Mes, five electronic excited states $^1$TT and pairs of symmetry-adapted singlet and CT states, 252 vibrational modes spanning 110–1680 cm$^{-1}$ and a linear vibronic Hamiltonian parameterizing their couplings to each state. In a departure from previous approaches the simulation was benchmarked not only by the experimental SF rate and (CT-mediated) pathway, but also by the frequencies and intensity profile of VC, reproducing both the phenomenon of coherence transfer and the appearance of ‘extra’ modes following coherence transfer through SF [127]. Based on this high fidelity to experiment, the simulation could be treated as a detailed molecular movie of SF and enabled delineation of the nuclear motions into tuning modes (totally symmetric) and coupling modes (non-totally symmetric). The tuning modes were found

Figure 5. (a) Wavelength-resolved impulsive Raman map of a TIPS-pentacene film obtained from two-pulse, pump-probe, experiment (top) and three-pulse, pump-dump-probe, experiment (bottom). As can be seen in the bottom panel, a dump pulse controls the excited-state population so that the subtraction of VCs in the GSB region could be effectively conducted. Adapted from [46], copyright 2015 Springer Nature. (b) Wavelength-resolved impulsive Raman map of a DP-Mes thin film obtained by the two-pulse IVS experiment. (c) Simulation results showing projected total time-dependent mode displacements for all vibrations classified by their symmetry. Displacement amplitudes for $A_2$, $B_1$ and $B_2$ modes are $\sim 200$-fold smaller than for $A_1$ modes. (d) Comparison between experimental and calculated impulsive Raman spectra in the case of $S_1 \to ^1$TT coherence transfer (top) and direct coherence generation on the $^1$TT PES (bottom). Adapted from [127], licensed under a Creative Commons Attribution 4.0 International License.
to be displaced ~100x more than coupling modes (Figure 5(c)), resulting in a ~ 10000x greater Raman intensity. Therefore, the observed VCs could only be assigned to tuning modes (Figure 5(d)). This result sets a challenging bar for the direct observation of coupling modes, which should generally show extremely weak Raman intensity. The new vibrational modes detected in $^1$TT following SF were also classed as tuning modes, but they further serve as unique signatures of the passage of the vibrational wavepackets through a CI. The details of the molecular movie revealed the coordinated interplay of tuning modes – which dominate the early-time dynamics by modulating the inter-pentacene bond and induce $S_1$–$^1$TT resonance – and coupling modes – which subsequently activate and distort the symmetry of the molecule to drive population transfer.

This work powerfully highlights how state-of-the-art spectroscopic techniques and quantum calculations can be combined to achieve newly detailed insight into the real-time molecular motions that trigger SF and, indeed, many other ultrafast photochemical processes. Further theoretical analysis of the VCs by Andrzejak et al. raises an important cautionary note, though [130]. The intensity profile and frequencies of VC detected in these experiments depend sensitively on the Franck-Condon factors of the transition through which VC is generated, the detailed overlap of this transition with the impulsive pump and the Franck-Condon factors of the excited-state transition in which VC is probed. These factors, which can be challenging to determine rigorously, must be accounted for in order to extract full atomistic detail from the observed VC response, underscoring the complexity of analysis in even this relatively simple experiment.

In 2020, Duan et al. employed a simpler conceptual scheme to qualitatively describe comparable CI-mediated SF dynamics in polycrystalline pentacene films [45]. This work utilized a combination of 2DES and heterodyne-detected TG spectroscopy in one-colour experiments using ~18 fs pulses spanning 650–750 nm. Crucially, as a pump this pulse covered only the red edge of the pentacene absorption spectrum and thus principally favoured the generation of low-frequency and ground-state VC, while as a probe it enabled simultaneous tracking of the GSB, $S_1$ SE and $^1$TT ESA. The chief result of the 2DES measurements was that, contrary to earlier ultrafast spectroscopy results on pentacene [42], there is no evidence for significant electronic coherence driving SF. Instead, the TG spectroscopy revealed comparable VC signatures to those discussed above (albeit weighted towards much lower frequencies due to the pulse width of the pump), suggesting coherent population transfer from reactant to product PESs. The authors analysed the wavepacket dynamics of the VCs in low- and high-frequency regions with wavelet analysis to capture their time-domain evolution (Figure 6(a) and 6(b)), working on the assumption that all detected VCs reflected excited electronic population. The high-frequency
VC near 1300 cm\(^{-1}\) dephased within 150 fs, roughly consistent with the SF timescale. At low frequencies, the initial 170 cm\(^{-1}\) VC detected in the GSB band split over ~500 fs into distinct modes at 140 and 250 cm\(^{-1}\). By contrast, the 140 cm\(^{-1}\) VC was detected in the \(^1\)TT ESA band from early times and exhibited no splitting or frequency shifts. The authors assigned the unusual peak splitting behaviour in the GSB and loss of high-frequency modes to changes of the vibrational frequencies after coherence transfer from the S\(_1\) (170 cm\(^{-1}\)) to the \(^1\)TT (140 cm\(^{-1}\)) states.

Having identified some nuclear motions coordinated with the electronic dynamics, the authors applied a quantum mechanical-molecular mechanical approach to a model pentacene dimer pair to evaluate the role of each mode. They found large Huang-Rhys factors on the S\(_1\) and \(^1\)TT surfaces for both modes and a strong modulation of the S\(_1\)-\(^1\)TT electronic coupling along the low-frequency coordinate (Figure 6(c), left). This prompted
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**Figure 6.** Oscillations due to VC and corresponding wavelet analysis for polycrystalline pentacene film in the (a) GSB and (b) ESA regions. Arrows highlight the splitting or persistence of low-frequency modes, while boxes indicate the short lifetime of high-frequency VC. (c) Calculated low-frequency (177 cm\(^{-1}\), left) coupling and high-frequency (1013 cm\(^{-1}\), right) tuning modes and constructed potential energy curves of the S\(_1\) and \(^1\)TT states along these coordinates. (d) Calculated wavepacket dynamics in the S\(_1\) (top) and \(^1\)TT (bottom) states along the coupling (left) and tuning mode coordinates of the CI, revealing VC transfer. Adapted from [45], licensed under a creative commons attribution 4.0 International License.
assignment as a coupling mode, despite the unexpectedly large Huang-Rhys factor for a mode that should be non-totally symmetric. The high-frequency mode was instead found to effectively modulate the energy gap between states (Figure 6(c), right). Building on these mode assignments, the authors numerically simulated the wavepacket dynamics in a simple two-state (S1 and 1TT) two-mode (177 and 1013 cm⁻¹) CI model (Figure 6(d)). The model qualitatively reproduced the experimental SF timescale and phenomenon of VC transfer. However, the simulation revealed transfer of high-frequency and loss of low-frequency VC, opposite to what was experimentally reported. This is likely linked to the oversimplification of the complex vibronic dynamics into just two modes, but the absence of transferred coupling-mode VC is entirely consistent with the picture from Schnedermann et al. Importantly, the theoretical models in both studies provide a novel platform to directly explore the functional role of specific molecular motions, and both showed that artificially reducing the vibronic coupling strength of the coupling mode results in a significant slowdown in the rate of wavepacket transfer. The ultrafast dynamics of SF thus depend powerfully on the synchronization of these nuclear motions, even when the reaction is energetically favoured.

### 3.2 Vibronically mixed S1-TT manifolds

The perspective of SF as driven by a CI is most clearly formulated in terms of pure electronic states such as S1 and 1TT, the different symmetry properties of which prevent meaningful direct coupling between them. At the CI, the transfer of the wavepacket from one PES to another results in an instantaneous change in electronic state. In addition to this essentially diabatic picture, it is possible to formulate the SF process in terms of mixed adiabatic states, where evolution along certain nuclear coordinates – coupling to vibrations – results in a change in the balance of different diabatic contributions to the total wavefunction and thus a change in the character of the state from S1-like to 1TT-like (Figure 7) [44].

This perspective naturally leads to the concept of vibronic mixing between S1 and 1TT, as first laid out experimentally in a ground-breaking 2DES study of polycrystalline pentacene, TIPS-pentacene and DT-pentacene thin films [47]. Using 635–775 nm (14 fs) excitation pulses in a BOXCARS geometry, Bakulin et al. observed no significant signatures of electronic population following excitation at 1.72 eV, the assumed energy of the 1TT state – an expected result, due to the negligibly small transition dipole moment of 1TT. Instead, 1TT was only formed following excitation of higher-lying S1, in all cases with ~100 fs time constant, in accord with standard pump-probe observations. The impulsive excitation additionally resulted in long-lived oscillations of the entire 2D signal, due to VC
electronic coherence could be excluded by the absence of oscillations matching the frequency of the $S_1^{-1}TT$ gap). Processing of this data into 2D beating maps yielded the surprising observation of high-frequency VCs (1170 and 1360 cm$^{-1}$ in pentacene) detected at the $^1TT$ excitation energy of 1.72 eV (Figure 8(a)). Thus, despite the absence of electronic population in those conditions and the inability to directly photogenerate $^1TT$, the 2DES

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure7.png}
\caption{A schematic illustration of vibronically mixed $S_1^{-1}TT$ manifolds. Adapted from [131], copyright 2017 Springer nature. (b) Structures of molecular systems reported to exhibit vibronically mixed $S_1^{-1}TT$ manifolds.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure8.png}
\caption{(a) Experimental 2D beating maps for the 1170 cm$^{-1}$ mode of pentacene. (b) Wave-mixing energy ladder diagrams for each marked circle in the beating maps. The $|g\rangle\rightarrow|^1TT\rangle$ transitions are nominally forbidden but become weakly allowed through vibronic state mixing. (c) Comparison between experimental absorption spectra and calculated transitions from the ground state resulting from vibronic mixing between diabatic singlet and $^1TT$ manifolds. Population kinetics for dark and bright states predicted by the vibronically mixed $S_1^{-1}TT$ model reproduce experimental result. Adapted from [47], copyright 2016 Springer Nature.}
\end{figure}
response showed distinct oscillations following excitation at its frequency (Figure 8(b)).

To explain this unusual behaviour, the authors developed a model of vibronic multiexciton manifolds, the core proposition of which is wavefunction mixing between $S_1$ and the higher vibrational levels of $^1TT$ when they approach resonance (Figure 8(c)). Within this framework, the beating peaks observed from 1.72 eV excitation reflect a coherent superposition of $^1TT$ and vibrationally excited $^1TT$ states, which are vibronically mixed with $S_1$ and thus partially optically allowed. The crucial feature is the involvement of appropriately high-frequency modes, like the tuning modes discussed in the previous section, to bring $^1TT$ into resonance with $S_1$. More broadly, the vibronic model of mixing between $S_1$ and $^1TT$ results in the formation of a dense manifold of 16 eigenstates with varying TT character. Among these, the lowest state exhibits 95% TT character but is not completely dark, explaining the oscillatory photoresponse. Dynamical simulations based on this model fully reproduced the experimental beating maps as well as the sub-100 fs conversion from bright $S_1$ to dark $^1TT$ states. As in simpler pump-probe IVS, the excellent agreement with the theoretical model firmly demonstrates the crucial role of vibronic coupling – here formulated in terms of state mixing – to drive the ultrafast formation of $^1TT$.

A similar picture emerged from subsequent investigation of SF in amorphous and polycrystalline thin films of the nominally endothermic system TIPS-tetracene, using the same broadband IVS methods applied to TIPS-pentacene and DP-Mes with 16 fs excitation pulses [131]. Despite the marked overall endothermicity ($E(S_1) < 2E(T_1)$), energy barrier ~180 meV), the concomitant decay of $S_1$ SE and $^1TT$ ESA in the pump-probe data revealed prompt SF with a surprisingly fast time constant of 250 fs. The basis for this behaviour lay in the excited-state VCs simultaneously detected in the same experiment. Two dominant modes were observed, at 315 and 760 cm$^{-1}$, and from their intensity distribution with probe wavelength they could be assigned uniquely to $S_1$ and $^1TT$, respectively. The authors analysed the temporal evolution of the VC frequency contents using a sliding-window Fourier transform with 1 ps window, which can provide similar information to the wavelet analysis used by Duan et al [45]. In TIPS-tetracene, this analysis showed that on early times (0–1 ps) the 315 cm$^{-1}$ $S_1$ VC is prominently observed. Over the ensuing 400 fs, the intensity of this mode continually decreases while that of the 760 cm$^{-1}$ $^1TT$ mode gradually rises. This dynamic demonstrates that the VC in $^1TT$ is not directly photogenerated but instead forms as a product mode of the reaction. The implication is that nuclear relaxation within $S_1$ facilitates rapid movement of the system away from the Franck-Condon region and disproportionately stabilizes the $^1TT$ state to near-resonance. Once again, this model hinges on strong vibronic coupling – evidenced here through the transient VC signatures – to modify
the energies of and couplings between $S_1$ and $^1TT$ and produce mixed states. The broader picture that results is that such vibronic coupling can enable the stabilization of the $^1TT$ state well below the energy $2E(T_1)$, allowing ultrafast SF to proceed even in endothermic systems through the same basic mechanism as in exothermic pentacenes.

A recent polarization-dependent 2DES study by Wang et al. likewise pinpoints coherent $S_1$-$^1TT$ vibronic mixing as the cause of ultrafast $^1TT$ formation in endothermic tetracene single crystals [79]. The authors observed surprisingly fast sub-picosecond $^1TT$ population kinetics, with a distinct excitation-wavelength dependence that suggested important involvement of vibrationally hot $S_1$' states and/or the upper Davydov $S_1^*$ state. Because the $^1TT$ state of tetracene is located above $S_1$, the 2D beating maps revealed VCs only from the ground state; in contrast to pentacene [47], the impulsive pump could not span the vibronic structure of the (dark) $S_0 \rightarrow ^1TT$ transition. Analysis of the high-frequency beating maps revealed strong peaks at energies intermediate between the lower $S_1$ and upper $S_1^*$ Davydov states, confirming the specific involvement of vibrationally hot $S_1$'. These features were ascribed to energetic resonance between the lower Davydov state and $^1TT$ and corresponding vibronic interactions, contrary to the typically reduced vibronic activity of the J-type lower state.

### 3.3 Observation of symmetry-breaking vibrations

We specifically address in this section IVS studies of SF in rubrene (Figure 9(a)). As formulated in the quantum dynamics work of Tamura et al., the crystal structure of rubrene is ideally suited to a vibronic mechanism [132]. At the equilibrium geometry, the $C_{2h}$ symmetry results in strictly zero coupling between $S_1$ and $^1TT$, even accounting for mediating CT states. During symmetry-breaking vibrations this is no longer the case, and substantially increased transfer integrals should provide large ‘direct’ coupling between these states to enable SF (Figure 9). The authors thus predicted a CI between $S_1$ and $^1TT$, with the symmetry-breaking vibrations playing the role of the non-totally symmetric coupling modes discussed in Sections 2 and 3.1. We note that a qualitatively similar picture applies to the orthogonal acene dimers DP-Mes [127,133] (Section 3.1) and DT-Mes [134] (Section 3.4). In rubrene, it was suggested that slight thermal activation of the coupling coordinate would be sufficient to enable SF within the Franck-Condon region, yielding a temperature dependence in qualitative agreement with earlier spectroscopy on crystalline rubrene [135]. As in the IVS study of DP-Mes above [127], the displacements along non-totally symmetric coordinates are expected to be small, which is reflected by their small Huang-Rhys
factors, and therefore their observation and assignment as coupling modes using time-domain Raman methods pose an extreme challenge.

Nevertheless, Miyata et al. reported the direct observation of symmetry-breaking vibrations enabling coherent $^1$TT formation in endothermic rubrene single crystals using IVS [136]. In the electronic transient absorption data, the authors identified the characteristic $^1$TT ESA with two distinct rise components: a faster, temperature-independent component comparable to the instrument response of the system (~40 fs), and a slower, temperature-dependent component ~25 ps. These were attributed to coherent and incoherent $^1$TT formation, respectively. In the transient data measured at 35 K, the authors observed low-frequency VCs (<140 cm$^{-1}$, limited by the time resolution of the pump) and analysed them based on the wavelength-resolved impulsive Raman map (Figure 10(a)). Two dominant vibrations were revealed, denoted as mode $\alpha \sim 80$ cm$^{-1}$ and mode $\beta \sim 124$ cm$^{-1}$. Whereas mode $\alpha$ was observed both in the $^1$TT ESA regions (480–550 nm and 750–850 nm) and the S$_1$ ESA region (~620 nm), mode $\beta$ appeared only in the $^1$TT ESA region. Based only on their probe spectral profile, these vibrational signatures were assigned to VC in S$_0$ ($\alpha$ and $\beta$), S$_1$ (only $\alpha$) and $^1$TT ($\alpha$ and $\beta$).

On the basis of quantum mechanical-molecular mechanical calculations, the authors proposed that an in-phase seesaw vibration at 74 cm$^{-1}$ could be responsible for mode $\alpha$ (Figure 10(b), top), which is strongly Franck-Condon active with the S$_0 \rightarrow$ S$_1$ transition. Thus, it could be safely assigned

Figure 9. (a) Molecular structure of rubrene. (b) A schematic illustration of the role of non-totally symmetric (symmetry-breaking) vibration in orbital overlaps between the HOMO and LUMO of adjacent molecules in symmetric rubrene single crystals. In perfect C$_{2h}$ symmetry (left), the coupling strength between S$_1$ and $^1$TT ($V_{SF}$) is close to zero because of the negligible transfer integrals. In contrast, when asymmetric torsion breaks the symmetry of the stacking geometry (right), it brings out non-zero $V_{SF}$, enabling coherent SF. Adapted from [136], copyright 2017 Springer Nature.
to the totally symmetric $A_g$ mode which cannot break the symmetry of the crystal. Mode $\alpha$ observed in the $^1$TT ESA region was ascribed to the result of a partial transfer of wavepackets from $S_1$ to $^1$TT, akin to coherence transfer phenomena of tuning modes through a CI observed in pentacene derivatives. As for mode $\beta$ in the $^1$TT ESA region, the authors assigned it to a symmetry-breaking mode that facilitates mixing the bright $S_1$ and the dark $^1$TT within the Franck-Condon region. The calculation results suggested two candidates for mode $\beta$: an anti-phase $B_g$ symmetry (117 cm$^{-1}$) or in-phase $A_u$ symmetry (126 cm$^{-1}$) backbone twist (Figure 10(b), bottom).

The appearance of non-totally symmetric vibrations is an unusual phenomenon in impulsive Raman experiments and required further explanation. The authors suggested the key factor was that the experiments were performed with pump and probe polarized along the crystallographic $b$-axis, perpendicular to the $a$-axis orientation of the $S_0 \rightarrow S_1$ transition, because of which the most prominent totally symmetric mode at 105 cm$^{-1}$ was entirely absent. Moreover, the relative intensity between 80 cm$^{-1}$ and 124 cm$^{-1}$

Figure 10. (a) Wavelength-resolved impulsive Raman map of rubrene single crystal. (b) Calculated totally symmetric (top) and non-totally symmetric (bottom) modes, assigned as candidates for modes $\alpha$ and $\beta$ indicated in panel a. (c) Calculated potential energy curves of the $S_0$, $S_1$, and $^1$TT states showing a CI for slight displacement along the SF coordinate. (d) A schematic illustration of how coherent curve crossing between $S_1$ and $^1$TT is driven by the symmetry-breaking vibration (mode $\beta$) within the Franck-Condon region. Adapted from [136], copyright 2017 Springer Nature.
modes in the impulsive Raman spectra deviated substantially from previously reported Raman spectra, implying possible contributions from non-Condon active vibrations. Based on these grounds to assign mode $\beta$ to a coupling mode, the authors developed a model of a CI between $S_1$ and $^{1}$TT PESs, located near the Franck-Condon region (Figure 10(c)). In this region there is significant coupling and thus mixing between the states, resulting in coherent direct excitation of $^{1}$TT modulated by the antisymmetric mode. This ‘symmetry-breaking mode’ picture highlights through yet another formulation the crucial role nuclear motions can play to enable ultrafast SF, driving some population into coherent channels even in endothermic systems (Figure 10(d)).

While these results are in qualitative accord with the quantum dynamics calculations of Tamura et al [137], – namely the existence of a CI between $S_1$ and $^{1}$TT – they diverge in two crucial details. The CI was originally predicted to become less accessible at reduced temperature, whereas Miyata et al. only observed VC transfer at the lowest temperature of 35 K. Moreover, Tamura et al. predicted that phase interference should destroy the coherence of the initial wavepacket, such that SF through this CI should be an incoherent process, making the observation of excited-state VCs in rubrene especially surprising. Interestingly, very similar transient absorption experiments on a rubrene single crystal were reported by Breen et al., again polarized along the $b$-axis [138]. This study concluded that $\sim 20\%$ of the initial $S_1$ population transferred to $^{1}$TT within 25 fs in an ‘incoherent’ fashion with the remainder undergoing SF on longer timescales. The authors’ experiments were based on 5.2 fs broadband visible pump and probe pulses spanning 470–750 nm, meeting the same partially resonant condition as Miyata et al. Surprisingly, no coherent oscillations were observed within the intense $^{1}$TT ESA or at any other detection wavelength, at odds with the results of Miyata et al [136]. In 2DES measurements using the same excitation pulses, the authors likewise reported no VCs. The absence of observable $S_1$-$^{1}$TT vibronic state mixing effects [47] can be explained by insufficient overlap of the impulsive pump with the dark $S_0 \rightarrow ^{1}$TT transition, but the lack of VC in the IVS configuration is more challenging to reconcile. The authors interpreted this behaviour to show that VC generated in the $S_1$ state does not transfer to the $^{1}$TT state, implying the absence of coherent vibronic coupling mechanisms for ultrafast $^{1}$TT formation in the rubrene crystal. Instead, on the basis of the evolving vibronic peak ratio within the $^{1}$TT ESA, a signature of vibrational relaxation, the authors suggested that the most important prerequisite for ultrafast SF in rubrene is energetic resonance between $S_1$ and $^{1}$TT states or their higher vibronic levels. Such resonance can facilitate ultrafast equilibrium despite weak coupling between the two states; the weak coupling stems from librational disorder in the crystal present at any finite temperature, which
breaks the local symmetry and is effectively static on the timescale of SF. The resonant coupling element of this model has conceptual similarity to the vibronic mixing picture of Bakulin et al. [47], albeit with lower overall coupling strengths that preclude coherent $^1$TT formation.

As such, while the importance of nuclear motion in ultrafast SF in crystalline rubrene is clear, it is challenging to assess the details of the vibronic coupling mechanism. A critical distinction which may explain the disparity between the two experimental studies is temperature, with the IVS results reported at 35 K and ultrafast incoherent SF reported at room temperature. The significant temperature effect on the dephasing time of VCs may materially alter the conclusions about the vibronic mechanism. Moreover, the limited overlap between impulsive pump and the absorption spectrum in both studies severely restricts the possibility to observe VC. Further experiments will likely be required with more resonant excitation to maximize the visibility of any excited-state VC. This will have the additional effect of favouring direct VC generation in $^1$TT through the 2DES scheme [47], due to the higher relative $^1$TT energy in rubrene than the pentacenes.

3.4 Vibronic coupling mechanisms studied by other experimental approaches

The studies discussed above demonstrate how VC can be exploited as a tool to explore the central role of nuclear motion in ultrafast $^1$TT formation. Ultrafast time-domain Raman spectroscopy provides the most direct and intuitive techniques to ascertain the dynamical importance of vibronic coupling. However, these challenging experiments are not the only means to this end. A number of other studies likewise suggest SF is underpinned by vibronic coupling mechanisms, with noteworthy examples based on synthetic control, mixed $S_1$-$^1$TT transient absorption features, excitation wavelength-dependent SF and anomalous delayed fluorescence.

Indeed, one of the most straightforward approaches to investigate the role of nuclear motion is to constrain the vibrational landscape synthetically. In a set of pentacene dimers (BP series, Figure 11), Fuemmeler et al. incorporated different degrees of steric bulk at the bond governing the dihedral angle between pentacene cores [139]. Transient absorption spectroscopy simply tracked the populations of $S_1$ and $^1$TT states and revealed a reduction in the SF rate by a factor of 4.5 as the equilibrium dihedral angle increased from $37^\circ$ to $57^\circ$. Theoretical analysis revealed that this degree of tuning was precisely in accord with predictions for a ‘direct’ mechanism of SF, one of the few clear such examples (Figure 12(a)). The model further predicted that a high-frequency (1435 cm$^{-1}$) ring-breathing mode with significant Huang-Rhys factor strongly modulated the relative energies of diabatic $S_1$ and TT contributions, resulting in substantial changes in the character of the
adiabatic states. Evolution along this coordinate results in an avoided crossing at resonance between $S_1$ and TT, enabling ultrafast population transfer despite extremely small electronic coupling between the states. Thus, the 1435 cm$^{-1}$ vibration plays the essential role of a tuning mode, similar to its role in coherent SF in the pentacene films above [45–47].

Other studies rely instead on the coexistence of $S_1$ and $^1$TT features in transient absorption and other electronic spectroscopies, especially where they evolve on different timescales. Effects such as an increase in $^1$TT ESA without corresponding loss of $S_1$ ESA are treated as a signature of the evolving character of the mixed $S_1$-$^1$TT wavefunction, which is most often described in terms of vibronic coupling. For instance, Monahan et al. applied time-resolved two-photon photoemission and transient absorption to polycrystalline thin films of highly exothermic hexacene (Figure 11) [140]. The initial $S_1$ state would found to decay with a lifetime of 180 fs, but the features of $^1$TT grew on the much faster timescale of 45 fs with subsequent 270 fs decay to form isolated triplets $T_1+$ $T_1$. The authors disentangled these complex dynamics with the aid of rate equation calculations and quantum dynamics simulations, finding that the major $S_1$ decay channel is an incoherent SF pathway. However, the early-time $^1$TT formation could only be explained through coherent superposition of an excited vibrational level of $^1$TT with $S_1$ due to near-resonance, in line with the model of vibronically mixed $S_1$ and $^1$TT manifolds. Similarly, in TIPS-tetracene nanoparticles (Figure 11), Thampi et al. observed a marked

\[ \text{Figure 11. Structures of molecular systems for which vibronic coupling mechanisms of SF have been reported through other experimental approaches.} \]
discrepancy between the timescales of $S_1$ decay and $^1$TT formation, for example, 12 ps vs 2 ps following band-edge excitation, and it was suggested that this could reflect similar evolution of a vibronically mixed state [141]. In addition, Thampi et al. found that the timescales of these processes were highly sensitive to the excitation wavelength, with slower and less efficient $^1$TT formation following photoexcitation of higher vibrational levels of $S_1$. These conditions even resulted in different $^1$TT transient absorption spectral shapes, including in the limiting case distinct $^1$TT stimulated emission through a Herzenberg-Teller mechanism (see below). These findings suggest that the initial vibrational relaxation away from the Franck-Condon point along the mixed $S_1$-$^1$TT PES controls the SF pathway, even well beyond the

Figure 12. (a) Vibronic coupling driven intramolecular SF in BP series. Calculated potential energy curves along the 1435 cm$^{-1}$ mode coordinate (upper left) and contributions of LE and TT diabatic states in the three lowest singlet adiabatic states (upper right). Adapted from [138], copyright 2016 American Chemical Society. (b) 2DES spectra of XanTDI$_2$ in 1,4-dioxane at waiting time of 10 ps (left) and two schematic 2DES spectra on the basis of the superposition model (middle) and the equilibrium model (right). Spectral shape of experimental 2DES result follows the superposition model, indicating that the excitation-wavelength-dependent behaviour originates from the vibronic coupling. Adapted from [141], copyright 2018 American Chemical Society. (c) Solvent-polarity-dependent TT and CT action spectra of DT-Mes, which indicates the excitation-wavelength dependence of yields of the stabilized CT ($C_{T↓}$) and $^1$TT states. Shaded spectra correspond to steady-state absorption and $C_{T↓}$ emission. Dashed spectra indicate estimated distribution of the destabilized CT ($C_{T↑}$) state. Adapted from [134], copyright 2019 American Chemical Society.
initial 500 fs coherent SF regime studied by Stern et al [131], revealing the significant effect of vibronic coupling into the incoherent regime.

The excitation dependence effects have been explored in greater detail in intramolecular SF systems. In the case of the slip-stacked terylene diimide dimer XanTDI$_2$ (Figure 11) [142], this was performed using 2DES, which naturally lends itself to detailed investigation of the excitation axis. In the 2D spectra of XanTDI$_2$, Mandal et al. identified three different spectral ranges carrying unique signatures of the S$_1$, CT and $^1$TT states. At a waiting time of 10 ps, all state signatures were present regardless of the excitation wavelength (Figure 12(b), left). However, the contribution of CT signals was enhanced at excitation into the 0–1 vibronic band, while the $^1$TT contribution was enhanced for excitation at the band edge, suggesting that higher-energy excitation alters the branching between $^1$TT and CT formation. Fitting to simple kinetic models, the authors determined that the most likely explanation for this variation was the adiabatic representation, describing a superposition of eigenstates mixed with different diabatic S$_1$, CT, and $^1$TT characters (Figure 12(b), right). These can mix effectively due to their close energetic proximity, and the authors inferred a vibronic mechanism from the excitation wavelength dependence: as in Thampi et al [141], excitation of additional vibrational quanta in the S$_1$ PES resulted in pronounced changes in the nature of the final state.

Such interplay of S$_1$, CT and $^1$TT states was investigated in greater detail, both experimentally and theoretically, by Alvertis et al. for the tetracene dimer DT-Mes (Figure 11) [134]. In this system, the solvent-dependent dynamics of photoluminescence revealed that coupling to the inter-tetracene torsional mode results in vibronic mixing of CT and S$_1$ to enable CT emission. In a systematic investigation of the excited-state dynamics in eight solvents at 10 excitation energies, the authors revealed SF to be ‘activated’, meaning the process occurs only upon excitation distinctly above the band edge of S$_1$, implying a need for excess vibrational quanta to enable effective S$_1$-$^1$TT coupling (mediated by CT). SF was only detected above a certain threshold, but the energy and shape of the excitation-wavelength threshold varied with solvent polarity, highlighting a complex interplay of vibrational excitation and tuneable CT states (Figure 12(c)). The full behaviour could be rationalized with a simple model Hamiltonian in which the intra-tetracene torsional mode serves as the tuning coordinate. As in DP-Mes and rubrene [127,136], the ground-state symmetry results in zero coupling between S$_1$ or CT and $^1$TT, meaning a further symmetry-breaking interaction is required. In low- or high-polarity solvents, this is supplied by symmetry-breaking vibrations, resulting in an avoided crossing between S$_1$-CT and TT surfaces and incoherent SF. When the external solvent environment provides more substantial symmetry breaking and shifts the CT state into closer resonance with $^1$TT, coupling to the torsional
coordinate provides significant vibronic mixing between $S_1$, CT and $^1TT$ states and a substantially faster coherent SF pathway.

The concept of symmetry breaking also crucially underpins the final class of vibronic SF mechanisms. In a broad range of SF materials, spanning acenes [15,131,143], heteroacenes [15], zethrenes [144], diketopyrrolopyrroles [145], perylene diimides [146], and conjugated polymers [147,148], with SF energetics ranging from highly endo- [131,141] to highly exothermic [143], careful correlation of transient absorption and transient photoluminescence spectroscopy reveals unique red-shifted photoluminescence signatures that coincide with the dynamics of the $^1TT$ state. While such observations have proved controversial in solution-phase measurements [149,150], where competing assignments to excimers are challenging to rule out, new experiments in single-crystalline pentacene confirm the origin of this emission as the $^1TT$ state [143]. This phenomenon is now sufficiently widespread to suggest that the ability of $^1TT$ to emit photons is a general characteristic, though the studies discussed above agree it should be a nominally forbidden process. The mechanism of this delayed $^1TT$ emission was elucidated by Yong et al. for the case of TIPS-pentacene and an anthradithiophene [15]. Namely, distortion of the equilibrium intermolecular geometry – a symmetry-breaking vibration – enables $^1TT$ to mix with and thus borrow intensity from the bright $S_1$ state [15]. This is equivalent to the Herzberg-Teller mechanism by which the symmetry-forbidden $S_1$ states of carotenoids and other polyenes emit photons [151,152]. More importantly, it is precisely the counterpart of the vibronic mechanisms of $S_1 \rightarrow ^1TT$ formation discussed above, and yet another piece of evidence that $S_1$ and $^1TT$ are strongly connected by non-totally symmetric vibrations.

4. Discussion

While the details of the interpretation may differ, the studies reviewed above agree on one essential point: the energies of electronic states and couplings between them evolve dynamically throughout the process of SF, and this evolution is governed by nuclear motions. Time-domain Raman spectroscopy has enabled tracking coherent nuclear motions on the excited-state PES in real time, revealing that the rate and efficiency of SF is in many cases driven by vibronic coupling. We stress that the VCs exploited in the time-domain techniques above are a powerful observational tool but are not necessary for the photophysical mechanism. The broad bandwidths of coherent excitation are required to observe VCs, but the underlying precise coordination of electronic and vibrational dynamics implied by VC transfer or vibronic state mixing are entirely insensitive to the excitation condition. Hence, the works presented in Section 3.4 can arrive at similar conclusions without recourse to VC techniques. Taken together, this body of work
demonstrates conclusively that it is insufficient to consider static states and their couplings to understand SF, particularly in the ultrafast regime.

This broad accord notwithstanding, there remain key differences between these studies that raise important questions. One major issue is coupling modes within a CI mechanism and whether they can be robustly observed and identified. We recall that the coupling modes must be non-totally symmetric vibrations, effectively playing the role of a gear to compensate the symmetry mismatch between two PESs. Non-totally symmetric vibrations generally show near-zero Huang-Rhys factors, meaning that the displacements along these coordinates between the minima of the ground-state PES and of the optically excited PES are negligible. By contrast, the totally symmetric tuning modes, which drive population to the degeneracy point, can be highly displaced. While these vibrations work in concert in a CI mechanism, the coupling modes are more strictly limited and hold greater significance for mechanistic understanding and materials design, and thus there is considerable interest in pinpointing them experimentally. All works described in this review adhere to the same basic picture that one or more asymmetric coupling modes connect $S_1$ and $1^{1}T_{1}$, but two opposing viewpoints exist regarding the experimental observability of such modes.

Schnedermann et al. argue that the coupling modes in DP-Mes cannot be detected in the impulsive Raman spectra because of their vastly smaller intrinsic displacement relative to the totally symmetric tuning modes [127]. This interpretation is in line with the description above and was suggested to be a general challenge for vibrational spectroscopies seeking to describe the fine details of non-Born-Oppenheimer dynamics. The proposed solution – to stringently benchmark high-level simulations based on the VC behaviour of coupling modes – provides some guidance about the coupling modes but remains semi-quantitative. Having a stark difference between coupling and tuning mode displacement corresponds to the case of the $A$-term in Albrecht’s resonance Raman theory [153], where the Raman enhancement factor is governed by the transition dipole moment and vibrational overlap integrals, that is, a Franck-Condon factor. In the DP-Mes experiment, the full overlap of the strongly allowed $S_1$ absorption and the impulsive pump pulse satisfied the conditions of $A$-term enhancement. On the other hand, Miyata et al. claimed that the ‘symmetry-breaking’ coupling mode could be directly observed [136]. The different experimental conditions for IVS on the rubrene single crystal – smaller overlap with the absorption and a markedly weaker $S_1$ transition because of the $b$-axis polarization – mean that the Albrecht $B$-term enhancement was likely to have exerted a strong influence on the impulsive Raman spectra. The $B$-term describes the Herzberg-Teller vibronic coupling between the resonantly excited state and another state, if the energy gap between them is sufficiently small [153]. In principle, totally and non-totally symmetric vibrations can both
be enhanced through this term, and the wider consensus of significant vibronic coupling between $S_1$ and $^1TT$ suggests the assignment of the observed mode $\beta$ as a symmetry-breaking non-Condon vibration is reasonable. Thus, these two perspectives on the observation of coupling modes through time-domain Raman spectroscopy have the potential to be reconciled, but further work is needed. Polarization-dependent IVS or the use of an array of different impulsive pumps providing different resonance overlap factors would provide invaluable insight into the variation of $A$- versus $B$-term contributions. Theoretical modelling including Duschinsky rotation and Herzberg–Teller coupling effects may be necessary to clarify this issue. While the latter may address the disagreement with the quantum dynamics simulations of Tamura et al [137], which predicted no VC transfer, the contradictory result of Breen et al. leaves an open question [138]. The controversial photophysics of crystalline rubrene are beyond the scope of this review [154–158], but we note that the importance of symmetry breaking to enable SF in rubrene means that vibronic spectroscopies undoubtedly have an important role to play.

In addition to qualitative differences in the interpretation of coupling modes, the works presented above report quantitatively different VC spectra for the same state in the few instances where they measure the same material. In principle, some variation in VC is to be expected from variations in experimental conditions like resonance overlap. However, the most pronounced differences are reported in the polycrystalline pentacene films studied by Bakulin et al and Duan et al. [45,47], although both works used impulsive pump pulses centred nearly identically at ~700-nm with ~15 fs time resolution. The most prominent band reported by Duan et al., at 460 cm$^{-1}$ (not analysed in detail), did not appear in the measurements of Bakulin et al. This mode may potentially be the well-known 462 cm$^{-1}$ band from the quartz substrate, analogous to background solvent bands observed in solution IVS experiments, which would call for further experiments (e.g. using a population-control pulse or measuring pure solvent/substrate signals) or detailed Fourier intensity/phase analysis [57,66] to avoid misinterpretation. Nor do the other, weaker modes highlighted by Duan et al. appear in the spectra of Bakulin et al. The clear mismatch between vibrational spectra demands closer analysis. The field would greatly benefit from systematic application of the different VC techniques (IVS, transient-grating DFWM, 2DES) to the same materials to establish a clearer baseline understanding of whether, how and why they yield different results.

Furthermore, in both experiments, the impulsive pump was red-detuned such that it only covered the 0–0 vibronic band of the ground-state absorption ($S_0 \to S_1$). In principle, this condition precludes the formation of high-frequency VC in $S_1$ suggested by Duan et al., and it
instead favours generation of ground-state VC through the ISRS mechanism. Bakulin et al. recognized this issue and took advantage of the absence of high-frequency \( S_1 \) VC in their interpretation to validate an alternative hypothesis, distinguishing ground-state VC from excited-state – and thus \( ^1TT \) – VC using rephasing/non-rephasing beating maps analysis. Indeed, the expected pentacene \( ^1TT \) energy \( E_{TT} = \sim 1.72 \text{ eV (720 nm)} \) means its 0–0 and 0–1 vibronic transitions could be covered by the impulsive pump, the requirement for high-frequency VC generation. This example highlights the critical importance of the pump overlap factor discussed above in the interpretation of time-domain vibrational signals.

In this context, it is instructive to compare the TIPS-pentacene measurements of Musser et al. and Bakulin et al. [46,47] While both works used photogenerated VC to elaborate a mechanism of vibronic coupling between \( S_1 \) and \( ^1TT \), the differences in resonance condition result in VC of fundamentally different characters. In the pump-probe IVS study, the excellent overlap between pump and absorption resulted in efficient generation of high-frequency coherence in the initial \( S_1 \) state, and it was specifically the \( S_1 \)-originated wavepacket that was detected in \( ^1TT \). By contrast, and just as with pentacene, the off-resonant pulse in the 2DES work was incapable of generating such VC within the \( S_1 \) state of TIPS-pentacene. However, it exhibited optimal overlap with the (dark) \( S_0 \rightarrow ^1TT \) transition and its purported vibronic replicas, resulting in direct VC generation in \( ^1TT \). The \( ^1TT \) impulsive Raman spectra resulting from these conditions should reflect the different Franck-Condon factors involved in their generation, namely \( S_0 \rightarrow S_1 \) (and any effects of the CI itself) versus \( S_0 \rightarrow ^1TT \). If they can be obtained with sufficient frequency resolution, and in combination with suitably high-level modelling, such a comparison should enable direct insight into the specific modes involved in the symmetry breaking that enables \( S_1 \cdot ^1TT \) mixing. More broadly, the two studies reveal how VC can be exploited in conceptually different ways to uncover the same underlying physics of ultrafast SF driven by vibronic coupling.

Finally, we briefly point out the contributions to vibronic studies of SF made with frequency-domain vibrational methods, such as time-resolved infrared and picosecond/femtosecond stimulated Raman spectroscopy [86,88,89,159,160]. Beyond their use to track the fingerprints and populations of electronic states [86,88], these measurements are more advantageous for tracking time-dependent changes in vibrational frequencies than those exploiting VCs. For instance, Deng et al. report the progressive blue-shift of a high-frequency mode in crystalline hexacene over precisely the same timescale as SF occurs [159]. Using functional mode analysis, the authors assign this mode as the key reaction coordinate driving ultrafast exothermic SF. While wavelet analysis provides some analogous information about mode evolution in time-domain measurements, increased
temporal resolution comes at a cost of reduced frequency resolution, limiting the ability of time-domain methods to detect subtle effects. The multipulse schemes Pump-IVS or Pump-DFWM capture similar information with high temporal resolution, but the VC signals must be constructed from time-domain oscillations spanning >1 ps, leaving them less sensitive to faster vibrational dynamics. The frequency-domain techniques thus provide valuable complementary insight into the evolution of the vibrational structure and have played a vital role in investigating the CT-mediated mechanism of SF, intermolecular dynamics and the vibrational signatures of $^1\text{TT}$ [89,160]. A detailed description of these and related contributions can be found in the recent review by Frontiera and co-workers [161].

5. Conclusion and outlook

The studies presented above demonstrate the importance of nuclear dynamics within SF. A range of time-domain Raman techniques have been applied to unravel the correlated electronic and nuclear motions that underpin $^1\text{TT}$ formation in unprecedented detail, revealing the critical role of vibronic coupling between the initial and product states. It is especially striking how robust this behaviour is: VC can be maintained similarly in inter- and intramolecular materials; in exoergic, isoergic and endoergic systems; and with fission timescales spanning from 80 fs to nearly 1 ps. A central message from this body of work is the need to reframe how we think about SF – and, by extension, a host of other processes. It is conventional to describe photophysical dynamics in terms of simple ‘stick’ diagrams, representing pure electronic states of fixed energy and frozen geometry. The widespread observation of vibrationally coherent SF is a reminder that these stick diagrams, though convenient, are a gross simplification – the relevant dynamics occur on PESs defined by nuclear motion, where the states can significantly change in energy and even mix together. Full understanding of the fission dynamics thus requires an explicitly dynamical picture, and one of the key challenges is to bridge the gap between the static-states model that most naturally falls out of standard optical spectroscopy (photoluminescence, transient absorption) and the PESs that more complex techniques suggest (Figure 13).

One important direction will be the further development of the relevant experimental tools. Two-dimensional Raman spectroscopy, for instance, can yield more detailed insight into the interactions between different nuclear coordinates [112,162,163]. This would enable a transition from the simple detection of vibrationally coherent dynamics to an understanding of which motions couple together to drive $^1\text{TT}$ formation. These techniques remain somewhat limited by their very complexity, both in execution
and analysis, and it will be equally important to see commensurate developments in the modelling of complex vibronic dynamics. Recent advances using tree-tensor network states show that it is possible to efficiently compute the measured vibronic trajectories and supplement the experimental observables with atomistic detail [127,129]. It remains challenging, though, to incorporate the effects of finite temperature, external environment, delocalization (i.e. large system size) and disorder into such models, though all are likely to directly impact the observable dynamics. In an important step in this direction, Xue et al. performed ab initio molecular dynamics sampling on BODIPY dimers to understand an earlier report of surprisingly endothermic intramolecular SF [164,165]. The authors revealed that a combination of thermal motions on the ground-state potential energy surface and specific solvent–solute interactions – both capable of

Figure 13. Implications of the vibronic mechanism of SF and prospects for further investigation.
significantly modifying the state energies – was sufficient to overcome the energy barrier. In short, only through the vibrational energy landscape and the disorder associated with it could the fission behaviour be explained.

While these recent advances are promising, it is critical that new vibronic models of SF dynamics can be adequately benchmarked against experimental results. This requirement sets up yet another serious challenge. It is insufficient to simply compare calculated and observed SF rates: the long-lasting debate over ‘direct’ versus ‘mediated’ SF pathways in pentacene amply demonstrates how incompatible models can describe the same experimental kinetics. Although the classical rate equation models also consider vibrational degrees of freedom, for example by incorporating the Franck-Condon or Huang-Rhys factors, they are typically only treated in an averaged fashion. Generally, incoherent SF rates have been well described, indicating that in some regimes a detailed picture of vibronic dynamics is not needed. However, faster coherent dynamics cannot be fully explained by these models, as shown in the cases of crystalline hexacene, TIPS-tetracene or the tetracene dimer DT-Mes [131,134,140]. Moreover, experimental [45,47] and theoretical [49,50,52] work on crystalline pentacene has highlighted the importance of just a few specific vibrational modes in offsetting the energy mismatch between $S_1$ and $^1TT$ and vibronically coupling the two states: in some systems, it is evident that a general picture of the vibrational bath is insufficient. To better understand this behaviour, more detailed comparison is needed, as showcased in the benchmarking of TTNS simulations of SF in DP-Mes with the spectrum of transferred VC [127]. Yet even in this state-of-the-art result, the remarkable agreement with the experimental data rests on a relatively small set of parameters governing the non-totally symmetric modes in the linear vibronic Hamiltonian. Thus, even the best methods cannot yet pinpoint the precise atomistic trajectory of complex dynamics like SF, but instead highlight the most probable and promising directions. More precise comparisons could be made by incorporating explicit consideration of the excited-state Franck-Condon factors and the details of the pulse spectral shape. As thoroughly demonstrated by Andrzejak et al. [126,130,166], there can be no shortcuts here: slight approximations in the pump resonance conditions, molecular structure or Franck-Condon factors can result in erroneous predictions. Even so, the core problem remains that the structural data extracted from such optical experiments will only capture a limited portion of the phase space described by simulations. While we anticipate further improvement in this regard, it is likely the biggest breakthroughs will come from new spectroscopic techniques using ultrafast x-ray absorption, free-electron lasers or femtosecond electron diffraction that can directly monitor structural dynamics in real time following photoexcitation [167–170]. Such methods would offer an entirely new level of insight into the correlated electronic and nuclear
dynamics and singlet fission and provide even more rigorous validation of vibronic models.

A great deal remains to be explored, though, within the scope of methods currently available, which have only begun to be applied to complex materials systems. An open and challenging question is whether and how VC can be used as a tool to extract deeper mechanistic insight into other aspects of the fission process. For instance, the concept of vibrationally coherent transfer of a wavepacket from the initial \( S_1 \) state to a product \( ^1TT \) state maps most readily onto a model of ‘direct’ coupling between \( S_1 \) and \( ^1TT \). On the other hand, in the pentacene dimer DP-Mes, it was systematically established that SF is mediated by virtual CT states \([128]\), yet VC transfer is clearly observed \([127]\). How should these coherent dynamics be impacted by the involvement of electronic states that are not directly populated, and do these techniques provide a unique experimental observable to distinguish between these two mechanisms? More broadly, while there are now ample observations of VC in SF, there have been no investigations of how the phenomenon may be tuned. Alteration of the vibrational landscape – for example, through deuteration \([96]\), tuning the environment or substituting side groups – should directly impact the potential energy landscape and thus the dynamics and coherence properties of fission, but this behaviour has yet to be examined (Figure 13). Will such control afford further insights into the mechanism of SF and the structural factors that govern its rate, or is the observation of VC simply a binary?

Chemical approaches like these to understand the tuneability of VC effects and the mechanistic information they can provide touch on a more general challenge. Powerful experimental tools developed in recent years have enabled the direct identification of vibronic dynamics in a host of materials and processes, from SF to photoisomerization, internal conversion to donor-acceptor charge transfer. The ostensible goal of many of these investigations is to better understand the underlying mechanism, with the ultimate aim to parlay that understanding into new molecular designs with optimal photophysical rates. But the question is rarely addressed, do these observations have a unique functional meaning? Are coherent vibronic dynamics a distinct property that can be tuned and optimized, or instead an inevitable byproduct or conjugate of fast electronic dynamics in organic materials? Put another way, can an ultrafast SF system be found which unambiguously fails to transfer VC? For coherent vibronic interactions to become a useful design principle, it will be equally important to begin to establish how many vibrational modes effectively contribute to a specific reaction coordinate and how they can control the reaction rate. Do large numbers of vibrational degrees of freedom collectively participate in the reaction coordinate, as suggested in rate model pictures? Can just a few vibrational modes accelerate the reaction, i.e., can we precisely discriminate
between spectator and promotor modes? Identifying such limiting cases will help inform whether and how the mechanistic insights into SF delivered by VC techniques can be parlayed into new, more efficient molecular designs.
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