Tailored Ion Beam for Precise Color Center Creation
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We present a unitary quantum control scheme that produces a highly monochromatic ion beam from a Paul trap. Our protocol is implementable by supplying the segmented electrodes with voltages of the order of Volts, which mitigates the impact of fluctuating voltages in previous designs and leads to a low-dispersion beam of ions. Moreover, our proposal does not rely on sympathetically cooling the ions, which bypasses the need of loading different species in the trap—namely, the propelled ion and, e.g., a $^{40}\text{Ca}^+$ atom able to exert sympathetic cooling—incrementing the repetition rate of the launching procedure. Our scheme is based on an invariant operator linear in position and momentum, which enables us to control the average extraction energy and the outgoing momentum spread. In addition, we propose a sequential operation to tailor the transversal properties of the beam before the ejection to minimize the impact spot and to increase the lateral resolution of the implantation.

Introduction.— The creation of structural defects on crystalline structures is a relevant task on the road towards building solid-state quantum devices for groundbreaking applications such as nanoscale nuclear magnetic resonance (NMR) [1,2]. For instance, nitrogen-vacancy (NV) color centres in diamond [3] have attracted considerable attention in the last years for their potential to serve as a quantum platform for room temperature applications [4]. A possible fabrication technique of such structures consists on blasting a highly-pure diamond piece with nitrogen atoms such that, as they penetrate the diamond, they kick a carbon atom out of its location leading to a useful NV defect that behaves as a nanoscale magnetic compass [5]. Creating shallow defects [6] is specially convenient as it eases their control and enables relevant applications, such as using the NV as a nanoscale NMR probe of molecular samples in the diamond surface [7–12]. In this scenario, the depth at which the defect is created is directly related with the energy of the impacting atom, thus, achieving a flying atom with a narrow momentum distribution around a predetermined value would enable the creation of defects near the surface of the crystalline host.

Many potential uses of those defects require high resolution placement, which can be achieved using masks [13] or pierced atomic force microscopes [14,15]. Creation of single defect centres with nanometer applications has also been demonstrated using focused ion beams [16]. A possible approach to produce an ion beam for high-precision color centre creation is to extract the ions from a linear Paul trap and direct them to the host through an electromagnetic lens [17]. In these experiments the spread of the beam is significantly reduced by cooling down the ions. Unfortunately, nitrogen—as well as many other interesting dopant species such as Germanium [18,19]—lacks the internal structure that allows for laser cooling [20]. Thus, dopants are typically cooled down through their interaction with different ion species that present a closed optical transition. In this manner, besides the dopant ion, this sympathetic cooling procedure [21,22] implies the ionization and loading of another ion such as $^{40}\text{Ca}^+$, necessarily decreasing the repetition rate of the implantation procedure. Moreover, the necessity of reaching an ion crystal for sympathetic cooling introduces additional issues that may add to the duration of the operation. For example, if more than two $\text{N}_2^+$ ions are trapped together with a $^{40}\text{Ca}^+$ the crystal will melt, in which case the operation has to be started from scratch [23]. Even when a two-ion crystal is formed, the heavier cooling ion that accelerates slower than the lighter dopant ion, may be located ahead in the shooting line. Consequently, an additional voltage sequence has to be applied to reorientate the crystal [24].

Furthermore, once the dopant ion is loaded into the trap and cooled down below the Doppler limit, it is subjected to an electric field that propels it through the pierced endcap of the trap towards the crystalline target. In the latest reported experiments [24–26], the driving field is generated by applying a constant voltage of the order of kV to the endcap electrodes. Such large voltages generate a significant uncertainty in the extraction energy of the ion and lower the control over the depth of the newborn defect.

In this Letter we propose a unitary quantum control scheme with a significant twofold benefit. On the one hand, our protocol decreases the ion-extraction-energy-uncertainty as it uses small voltages bearable by the segmented electrodes of a Paul trap. This leads to an ion beam with precise ejection velocity. On the other hand, our method requires no previous cooling of the dopant—as thus, no cooling ions are needed—leading to a significant increase on the ejection repetition rate. Our protocol relies on the existence of an invariant operator linear in momentum and position [27,28], which is exploited here as a control tool to engineer the properties of the outgoing beam.

Driving in the shooting direction.— The axial motion of the trapped nitrogen ion is driven by a movable harmonic potential with controllable frequency. Therefore its dynamics along the coordinate $z$ is governed by

$$H_z(t) = \frac{p_z^2}{2m} + \frac{1}{2}m\omega_z(t)^2(z - z_0(t))^2, \quad (1)$$

where $m$ is the mass of the ion and the center of the trap $z_0(t)$ and its frequency $\omega_z(t)$ constitute the control parameters of the operation (the use of the subscript $z$ is motivated by a later
treatment of the radial motion of the ion). We find that such evolution keeps constant the expectation value of the linear operator

\[ I(t) = u(t)p_z - \dot{u}(t)z + f(t), \]

provided that the auxiliary functions \( u(t) \) and \( f(t) \) and the control parameters \( \omega_z(t) \) and \( z_0(t) \) obey the following equations,

\[ \dot{u}(t) + \omega_z(t)^2 u(t) = 0, \]

\[ \dot{f}(t) + m\omega_z(t)^2 u(t)z_0(t) = 0. \]

The novel invariant presented here generalizes the operators used in previous works \([29, 30]\) to introduce the displacement of the trap in the engineering of the driving. The dynamical state of the ion can be conveniently written in terms of the eigenvectors of the invariant \( I(t) \), while the corresponding evolution of \( \langle z \rangle \) and \( \langle p_z \rangle \) (also of \( \Delta z \) and \( \Delta p_z \)) can be computed in terms of their initial values \( \langle z \rangle_0 \) and \( \langle p_z \rangle_0 \) (the explicit expressions are in the Supplemental Material \([31]\)). In fact, since our proposal does not rely on sympathetically cooling the ion near the absolute zero, we consider that the ion starts the operation at a thermal state characterised by \( \langle z \rangle_0 = 0 \), \( \langle p_z \rangle_0 = 0 \), \( \langle z_p + z_c \rangle_0 = 0 \), as well as

\[ \langle z^2 \rangle_0 = \frac{\hbar}{2m\omega_z} \coth \left( \frac{\hbar\omega_z}{2k_B T_0} \right), \]

\[ \langle p_z^2 \rangle_0 = \frac{m\hbar\omega_z}{2} \coth \left( \frac{\hbar\omega_z}{2k_B T_0} \right), \]

where \( k_B \) is the Boltzmann constant and \( T_0 \) the initial temperature.

The invariance of \( I(t) \) allows to establish useful relations between the expectation value positions and momentum operators at different times of the evolution. In particular, if \( \dot{u}_{0,f} = 0 \) (we use subscripts \( f \) and \( 0 \) for final and initial times), the motion of the ion yields

\[ \langle p_z \rangle_f = R\langle p_z \rangle_0 + P, \]

\[ \Delta p_z^2 = R\Delta p_z^2_0 - 2RP\langle p_z \rangle_0, \]

where the coefficients \( R = u_0/u_f \) and \( P = (f_0 - f_f)/u_f \) are tunable. Hence, by suitably fixing the boundary values of the auxiliary functions we can determine the average launching momentum and its ongoing spread, leading to the generation of a tailored ion beam.

Along with \( \dot{u}_{0,f} = 0 \), a possible choice of boundary conditions (BC) leading to Eqs. (6) and (7) is

\[ u_0 = 1, \quad u_f = \frac{1}{R}, \quad f_0 = 0, \quad f_f = -\frac{P}{R}. \]

Further BC may determine other properties of the system. For example, using Eq. (3), we select the initial and final width of the trapping potential by imposing

\[ \dot{u}_0 = -u_0\omega_z^2, \quad \dot{u}_f = -u_f\omega_f^2, \quad \dot{u}_{0,f} = 0. \]

Likewise, from Eq. (4) the location \( z_0(t_f) = d \) and the velocity \( z_0(t_f) = v \) of the minimum of the potential at the end of the operation are specified through

\[ \dot{z}_0 = \ddot{z}_0 = 0, \quad f_f = -m\omega_f^2 d, \quad \dot{f}_f = -m\omega_f^2 v. \]

Once \( u(t) \) and \( f(t) \) have been suitably designed, the control parameters leading to the tailored ion beam are found from Eqs. (5) and (7). This inverse approach based on invariants is widely use in the context of shortcuts to adiabaticity \([32]\).

Here we use polynomial auxiliary functions \( u(t) \) and \( f(t) \) (explicit expressions in \([31]\)) but note that any pair of auxiliary functions that satisfies the BC in Eqs. (8), (9) and (10) yields the results predicted by Eqs. (6) and (7) and would lead to the target ion beam. Thus, our method provides infinite degrees of freedom to address additional goals or constraints. Here, we exploit this flexibility to reduce the maximum potential energy gained by the ion during its manipulation. In fact, the evolution of the ion is accurately described by \( H(t) \) provided that it never exceeds the depth of the trap. Note that the harmonic potential in Eqs. (1) is a local approximation of the total potential generated within the Paul trap. Thus, reducing the energy peak avoids stages where the potential felt by the ion is not harmonic, thus ensuring the viability of the method. A detailed explanation on the design process can be found in the Supplemental Material \([31]\).

Avoiding transient departures from the harmonic regime poses a bound on the capacity of the method. Nevertheless, Fig. 1(a) demonstrates that our controls can be optimized to reduce transient energy peaks. In particular, in Fig. 1(a) we display some example energy peaks and show that, for trap depths achievable with current technology (around few eV \([33, 34]\)), we obtain controls that boost ions starting with temperatures as high as thousands of Kelvins to velocities of 5 km/s. Moreover, the results shown in Fig. 1(a) (a) admit further optimization tools that may lead to a beam with greater extraction energy for the same potential depth.

In previous reports on the creation of deterministic ion beams from Paul traps, imprecise voltages lead to fluctuating extraction energies that exceed by far the intrinsic uncertainty of the quantum system \([25]\). Our proposal admits an arbitrarily small scaling parameter \( R \) –see Eqs. (6)– so, formally,
the momentum of the ejected ion may be as well defined as desired. However, uncertainties in the electrode voltages could spoil the outcome of the method presented here, so, next we evaluate the impact of imprecise electrodes in the outgoing beam. To this end, we consider a model where the ion is driven by two adjacent electrodes that generate a potential

\[ V(z,t) = e \left[ \phi_1(z)U_1(t) + \phi_2(z)U_2(t) \right] \]

with time-dependent voltages

\[ U_{1,2}(t) = \frac{-\phi_{2,1}'[z_0(t)]m\omega(t)^2}{(\phi_{2,1}'[z_0(t)]\phi_{2,1}'[z_0(t)] - \phi_{2,1}'[z_0(t)]\phi_{2,1}'[z_0(t)])} \],

(11)

where \( \phi_{1,2}(z) \) are dimensionless functions determined by the geometry of the electrodes and \( e \) the fundamental electric charge.

Figure 1(b) displays the average extraction momentum and scaling parameter for simulations with different voltage uncertainties relative to the ideal scheme in Fig. 2(a), see Supplemental Material (31) for a detailed explanation of the simulation. Figure 2(b) shows two examples of the control functions produced by inaccurate electrodes, together with the ideal driving, and Fig 2(c) displays the result of driving the ion with fluctuating electrodes through its Wigner function before (first panel) and after the manipulation (second panel). From Figure 1(b) one can learn that a relative uncertainty below \( \Delta U/U = 10^{-3} \) (we consider the same fluctuation in both electrodes, so \( \Delta U/U \equiv \Delta U_{1,2}/U_{1,2} \)) hardly altered the intended results. Note that in [17] they reported a value of \( \Delta U/U = 10^{-5} \), while bigger errors would cause notable changes in the extraction velocity and the outgoing momentum spread.

Another relevant feature of our protocol is its low voltage requirement. In particular, supplying the two electrodes with few Volts suffices to boost the ion to velocities of the order of km/s. Notice also that the launching protocols are carried out in few trap oscillation periods, i.e., in a time scale of the order of \( \mu s \). Furthermore, and compared with procedures that require to cool down the ion to near the absolute zero, our method provides a huge improvement in the repetition rate. More specifically, since our scheme does not need to trap and cool down a second/cooling ion, the bottleneck of the total operation is the loading of the molecular nitrogen which typically takes around 200 ms [23]. On the contrary, in standard methods, ion-crystal formation and arrangement issues limit the loading rate to 1 N\(_2^+\) ion per minute when a \(^{40}\)Ca\(^+\) is already present in the trap [23].

**Transversal spread.** A deterministic creation technique of single defects in diamond controls not only the depth, but also the transversal location of the created defect. Here we tailor the potential acting on the radial directions to reduce the impact spot and thus increase the resolution of the implantation. We propose a sequential approach in which the transversal properties of the beam are addressed first, by suitably driving the radial motion of the ion, and then the launching operation designed in the previous section is carried out. The evolution of the ion in one of the radial degrees of freedom (both radial directions are symmetrically equivalent) is governed by

\[ H_r(t) = \frac{p_r^2}{2m} + \frac{1}{2}m\omega_r(t)p_r^2. \]

(12)

In contrast to the longitudinal motion, the radial harmonic oscillators have a static center. In this case the design of the angular frequency \( \omega(t) \) boils down to the case introduced in [29] where the control protocol stems from a single auxiliary function, Eq. (3), as Eq. (4) is trivially satisfied for \( f(t) = 0 \). The function \( u(t) \) may be designed to tailor either the outgoing transversal position or momentum distributions. We consider two possibilities, narrowing down the final momentum spread and focusing the outgoing wave-packet, and compute the effect of each case in the impact width of the beam. To determine the worth of the operation, we compare the results with the trivial evolution in which no potential manipulation takes place in the radial degrees of freedom. A detailed explanation of the design of the control function is given in [31].

The spatial dispersion of the wave-packet during the free flight after some average time of flight \( \bar{t} = md_{ff}/p_\circ \) (where \( d_{ff} \) is the distance of the free flight and \( m \) is the mass of the ion) reads \( \Delta r = \sqrt{\langle r^2 \rangle_0 + \bar{t}^2\langle p_\circ^2 \rangle_0/m} \) [31]. As explained before, the initial state of the ion is thermally distributed and its statistical moments have the form written in Eq. (5) but with the corresponding frequency \( \omega_{r,0} \), Intuitively, focusing the wave-packet may seem the right choice, inasmuch as the
F with velocities of 5 km/s that have gone through an einzel lens with focal length $f$ for invariant based protocol. (b) Dispersion at the impact spot for ions = $T_f$ parameters, see Eq. (7). Benchmark dispersion for a thermal state at $T = 1000$ K (dashed orange), which is also the starting point for the invariant based protocol. (b) Dispersion at the impact spot for ions that have gone through an einzel lens with focal length $F = 13$ mm with velocities of 5 km/s (solid blue), 10 km/s (dashes green) and 50 km/s (dotted brown). Other parameters are $f = (2\pi) \times 1.4$ MHz and $t_f = \alpha_F^{-1}, t_f = 0.94 \mu s$ and $\langle p_\perp \rangle = 5 \times 10^4$ m/s.

FIG. 3. (a) Radial dispersion after a free flight distance of $d_{ff} = 300$ mm for invariant based drivings with different momentum scaling parameters, see Eq. (7). Benchmark dispersion for a thermal state at $T = 1000$ K (dashed orange), which is also the starting point for the invariant based protocol. (b) Dispersion at the impact spot for ions that have gone through an einzel lens with focal length $F = 13$ mm with velocities of 5 km/s (solid blue), 10 km/s (dashes green) and 50 km/s (dotted brown). Other parameters are $f = (2\pi) \times 1.4$ MHz and $t_f = \alpha_F^{-1}, t_f = 0.94 \mu s$ and $\langle p_\perp \rangle = 5 \times 10^4$ m/s.

goal is to reduce the spatial width at the impact point. However, it turns out that the scattered radial momenta blow the state up during the free flight, actually deteriorating the result obtained from the trivial evolution. On the other hand, appropriately scaling down the radial momenta, even at the expense of starting with a wider state, improves considerably the impact spot one would get form the initial thermal state as it is shown by Fig. 3(a).

Additionally, if we consider that the ion goes through an electromagnetic lens before the impact, which is a typical setting in state-of-the-art experiments, the cross area of the beam may be reduced even further. Assuming that the target is placed at the focal point of an einzel lens $F$, where the outcome has minimum width, and provided that the position and momentum of the incoming beam are Gauss distributed (which holds for the thermal state) the impact spread can be computed as

$$\Delta r_{\text{impact}} = \frac{F \Delta r \Delta \alpha}{\sqrt{\left(F - d_{ff}\right)^2 + \Delta r^2}},$$

where $F$ is the focal length, the free flight distance $d_{ff}$ is the separation between the launching point and the principal plane of the lens and the beam divergence $\Delta \alpha$ can be computed from the incoming radial width as $\Delta \alpha = \Delta r/d_{ff}$. Figure 3(b) displays the impact spot radius in terms for various initial temperatures and launching velocities. It exposes the bigger advantage of cooling the ion to sub-Doppler temperatures, which is the capacity to reach nanoscale lateral resolution. In our case, the radial driving allows to reduce the spot below one $\mu m$ for reasonable initial temperatures. This result, however, could be further improved without invoking the time consuming sympathetic cooling, for example through voltage sequences devoted to reduce the energy of the ion during the loading process, via more elaborate focusing setups (for example concatenating more lenses) or exploiting the flexibility of our method to find optimal trajectories.

Conclusions.— We have developed a theoretical proposal to produce, from a Paul trap, a highly monochromatic beam of N$_2^+$ ions that could be accurately implanted into a diamond host to generate shallow NV color centers. Even for drivings produced by realistic/fluctuating electrodes, our invariant based protocol limits the uncertainty of the extraction energy to the value determined by the thermal distribution and even reduces it. It also provides a substantial improvement on the repetition rate over implantation processes that rely on cooling down the ions, so it would facilitate the deterministic production of large amounts of defects and its expansion to industrial use. A sequential use of our method can also tailor the radial properties of the outgoing beam to lower its dispersion.

Acknowledgements.— Authors acknowledge insightful discussions with Karin Groot-Berning. We acknowledge financial support from Spanish Government via PGC2018-095113-B-I00 (MCIU/AEI/FEDER, UE), PGC2018-101355-B-I00 (MCIU/AEI/FEDER, UE) and EUF2020-112117, from Basque Government via IT986-16, as well as from QMiCS (820505) and OpenSuperQ (820363) of the EU Flagship on Quantum Technologies, as well as from the EU FET Open Grant Quomorphic (828826). C.M.-J. acknowledges the predoctoral MICINN grant PRE2019-088519. J.C. acknowledges the Ramón y Cajal program (RYC2018-025197-I) and support from the UPV/EHU through the grant EHUrOPE. E.T. acknowledges financial support from the Spanish Government through PGC2018-094792-B-I00 (MCIU/AEI/FEDER, UE), CSIC Research Platform PTI-001, CAM/FEDER Project No. S2018/TCS-4342 (QUITEMAD-CM), and by Comunidad de Madrid-EPUC3M14.

[1] Y. Wu, F. Jelezko, M. B. Plenio, and T. Weil, Diamond Quantum Devices in Biology, Angew. Chem. 55, 6586 (2016).
[2] C. L. Degen, F. Reinhard, and P. Cappellaro, Quantum sensing, Rev. Mod. Phys. 89, 035002 (2017).
[3] M. W. Doherty, N. B. Manson, P. Delaney, F. Jelezko, J. Wrachtrup, and L. C. L. Hollenberg, The nitrogen-vacancy colour centre in diamond, Phys. Rep. 528, 1 (2013).
[4] I. Lovchinsky, A. O. Sushkov, E. Urbach, N. P. de Leon, S. Choi, K. De Greve, R. Evans R. Gertner, E. Bersin, C. Müller, L. McGuinness, F. Jelezko, R. L. Walsworth, H. Park, M. D. Lukin, Nuclear magnetic resonance detection and spectroscopy of single proteins using quantum logic, Science 351, 836 (2016).
[5] J. M. Smith, S. A. Meynell, A. C. B. Jayich, and J. Meijer, Colour centre generation in diamond for quantum technologies, Nanophotonics 8, 1889 (2019).
[6] Y. Romach, C. Müller, T. Unden, L. J. Rogers, T. Isoda, K. M. Itoh, M. Markham, A. Stacey, J. Meijer, S. Pezzagna, B. Naydenov, L. P. McGuinness, N. Bar-Gill, and F. Jelezko, Spectroscopy of Surface-Induced Noise Using Shallow Spins in Diamond, Phys. Rev. Lett. 114, 017601 (2015).
[7] F. Shi, Q. Zhang, P. Wang, H. Sun, J. Wang, X. Rong, M. Chen, C. Ju, F. Reinhard, H. Chen, J. Wrachtrup, J. Wang, J. Du, Single-protein spin resonance spectroscopy under ambient conditions, Science 347, 1135 (2015).
[8] N. Aslam, M. Pfender, P. Neumann, R. Reuter, A. Zappe, F.
F. de Oliveira, A. Denisenko, H. Sumiya, S. Onoda, J. Isoya, and J. Wrachtrup, Nanoscale nuclear magnetic resonance with chemical resolution, Science 357, 67 (2017).

[9] P. Kehayias, A. Jarmola, N. Mosavian, I. Fescenko, F. M. Benito, A. Larena, J. Smits, L. Bougas, D. Budker, A. Neumann, S. R. J. Brueck, and V. M. Acosta, Solution nuclear magnetic resonance spectroscopy on a nanostructured diamond chip, Nature Communications 8, 188 (2017).

[10] D. R. Glenn, D. B. Bucher, J. Lee, M. D. Lukin, H. Park, and R. L. Walsworth, High-resolution magnetic resonance spectroscopy using a solid-state spin sensor, Nature 555, 351 (2018).

[11] D. B. Bucher, D. R. Glenn, H. Park, M. D. Lukin, and R. L. Walsworth, Hyperpolarization-Enhanced NMR Spectroscopy with Femtosecond Sensitivity Using Quantum Defects in Diamond, Phys. Rev. X 10, 021053 (2020).

[12] N. Arunkumar, D. B. Bucher, M. J. Turner, P. TomHon, D. Glenn, S. Lehmkuhl, M. D. Lukin, H. Park, M. S. Rosen, T. Theis, and R. L. Walsworth, Micron-Scale NV-NMR Spectroscopy with Signal Amplification by Reversible Exchange, PRX quantum 2, 010305 (2021).

[13] M. Schukraft, J. Zheng, T. Schröder, S. L. Mouradian, M. Walsh, M. E. Trusheim, H. Bakhru, and D. R. Englund, Precision nanoimplantation of nitrogen vacancy centers into diamond photonic crystal cavities and waveguides, APL Photonics 1, 020801 (2016).

[14] S. Pezzagna, W. Wildanger, P. Mazarov, A. D. Wieck, Y. Sarov, I. Rangelow, B. Nedyanov, F. Jelezko, S. W. Hell, and J. Meijer, Nanoscale Engineering and Optical Addressing of Single Spins in Diamond, Small 6, 2117 (2010).

[15] J. Riedrich-Müller, S. Pezzagna, J. Meijer, C. Pauly, F. Mücklich, M. Markham, A. M. Edmonds, and C. Becher, Nanoplanination and Purcell enhancement of single nitrogen-vacancy centers in photonic crystal cavities in diamond, Applied Physics Letters 106, 221103 (2015).

[16] T. Schröder, M. E. Trusheim, M. Walsh, L. Li, J. Zheng, M. Schukraft, A. Sipahigil, R. E. Evans, D. D. Sukachev, C. T. Nguyen, J. L. Pacheco, R. M. Camacho, E. S. Bielejec, M. D. Lukin, and D. Englund, Scalable focused ion beam creation of nearly lifetime-limited single quantum emitters in diamond nanostructures, Nature Communications 8, 15376 (2017).

[17] W. Schnitzler, N. M. Linke, R. Fickler, J. Meijer, F. Schmidt-Kaler, and K. Singer, Deterministic Ultracold Ion Source Targeting the Heisenberg Limit, Phys. Rev. Lett. 102, 070501 (2009).

[18] M. K. Bhaskar, D. D. Sukachev, A. Sipahigil, R. E. Evans, M. J. Burek, C. T. Nguyen, J. L. Rogers, P. Siyushev, M. H. Metsch, H. Park, F. Jelezko, M. Lončar, and M. D. Lukin, Quantum Nonlinear Optics with a Germanium–Vacancy Color Center in a Nanoscale Diamond Waveguide, Phys. Rev. Lett. 118, 223603 (2017).

[19] P. Siyushev, M. H. Metsch, A. Ijaz, J. M. Binder, M. K. Bhaskar, D. D. Sukachev, A. Sipahigil, R. E. Evans, C. T. Nguyen, M. D. Lukin, P. R. Hemmer, Y. N. Palayanov, I. N. Kupriyanov, Y. M. Borzdoz, L. J. Rogers, and F. Jelezko, Optical and microwave control of germanium-vacancy center spins in diamond, Phys. Rev. B 96, 081201 (2017).

[20] A. M. Jayich, X. Long, and W. C. Campbell, Direct Frequency Comb Laser Cooling and Trapping, Phys. Rev. X 6, 041004 (2016).

[21] D. Kielpinski, B. E. King, C. J. Myatt, C. A. Sackett, Q. A. Turchette, W. M. Itano, C. Monroe, D. J. Wineland, and W. H. Zurek, Sympathetic cooling of trapped ions for quantum logic, Phys. Rev. A 61, 032310 (2000).

[22] J. B. Wübbena, S. Anaimi, O. Mandel, and P. O. Schmidt, Sympathetic cooling of mixed-species two-ion crystals for precision spectroscopy, Phys. Rev. A 85, 043412 (2012).

[23] G. Jacob, Ion implantation and transmission microscopy with nanometer resolution using a deterministic ion source, Ph.D. Thesis, Johannes Gutenberg-Universität, Mainz (2016).

[24] K. Groot-Berning, G. Jacob, C. Osterkamp, F. Jelezko, and F. Schmidt-Kaler, Fabrication of 15NV- centers in diamond using a deterministic single ion implanter, New Journal of Physics 23, 063067 (2021).

[25] C. J. B. Wubbena, S. Amairi, O. Mandel, and P. O. Schmidt, Sympathetic cooling of trapped ions for quantum logic, Phys. Rev. A 85, 043412 (2012).

[26] K. Groot-Berning, T. Kornher, G. Jacob, F. Stoppek, S. T. Dawkins, R. Kolesov, J. Wrachtrup, K. Singer, and F. Schmidt-Kaler, Deterministic Single-Ion Implantation of Rare-Earth Ions for Nanometer-Resolution Color-Center Generation, Phys. Rev. Lett. 123, 106802 (2019).

[27] M. Fernández-Guasti and H. Moya-Cessa, Solution of the Schrödinger equation for time-dependent 1D harmonic oscillators using the orthogonal functions invariant, Journal of Physics A: Mathematical and General 36, 2069 (2003).

[28] A. R. Uruúa, I. Ramos-Friote, M. Fernández-Guasti, and H. M. Moya-Cessa, Solution to the Time-Dependent Coupled Harmonic Oscillators Hamiltonian with Arbitrary Interactions, Quantum Reports 1, 82 (2019).

[29] J. G. Muga, S. Martínez-Garaot, M. Pons, M. Palmero, and A. Tobalina, Time-dependent harmonic potentials for momentum or position scaling, Phys. Rev. Research 2, 043162 (2020).

[30] A. Tobalina, E. Torrontegui, I. Lizuain, M. Palmero, and J. G. Muga, Invariant-based inverse engineering of time-dependent, coupled harmonic oscillators, Phys. Rev. A 102, 063112 (2020).

[31] Supplemental Material.

[32] D. Guéry-Odelin, A. Ruschhaupt, A. Kiely, E. Torrontegui, S. Martínez-Garaot, and J. G. Muga, Shortcuts to adiabaticity: Concepts, methods, and applications, Rev. Mod. Phys. 91, 045001 (2019).

[33] D. Leibfried, B. DeMarco, V. Meyer, D. Lucas, M. Barrett, J. Britton, W. M. Itano, B. Jelenkovic, C. Langer, T. Rosenband, and D. J. Wineland, Experimental demonstration of a robust, high-fidelity geometric two-ion qubit phase gate, Nature 422, 412 (2003).

[34] W. Schnitzler, G. Jacob, R. Fickler, F. Schmidt-Kaler, and K. Singer, Focusing a deterministic single-ion beam, New. J. Phys. 12, 065023 (2010).

[35] H. A. Fürst, M. H. Goerz, U. G. Poschinger, M. Murphy, S. Montangero, T. Calarco, F. Schmidt-Kaler, K. Singer, and C. P. Koch, Controlling the transport of an ion: classical and quantum mechanical solutions, New. J. Phys. 16, 075007 (2014).

[36] A. Tobalina, J. Alonso, and J. G. Muga, Energy consumption for ion-transport in a segmented Paul trap, New. J. Phys. 20, 065002 (2018).

[37] D. Stefanatos, J. Ruths, and Jr-Shin Li, Frictionless atom cooling in harmonic traps: A time-optimal approach, Phys. Rev. A 82, 063422 (2010).

[38] X. Chen, E. Torrontegui, D. Stefanatos, Jr-Shin Li, and J. G. Muga, Optimal trajectories for efficient atomic transport without final excitation, Phys. Rev. A 84, 043415 (2011).
I. DYNAMICAL STATE OF THE ION AND ITS STATISTICAL MOMENTS

The state of the $N_2^+$ ion during the launching operation may be written in terms of the eigenvectors of the invariant, $I(t)\phi_{p,0}(t) = u_0 p_z (t) \phi_{p,0}(t)$, with corresponding wavefunctions

$$\phi_{p,0}(z,t) = \langle z | \phi_{p,0}(t) \rangle = \frac{e^{i\hat{\theta}_{p,0}(t)}}{\sqrt{\hbar}} e^{i\left(iu_0 p_z - f q + mu z^2/2\right)/\hbar}.$$  \hspace{1cm} (14)

The phase

$$e^{i\hat{\theta}_{p,0}(t)} = \sqrt{\frac{u_0}{u}} e^{-\frac{i\pi}{2}(I_1 p_z^2 - 2I_2 p_z^2 - I_3)}$$ \hspace{1cm} (15)

given here in terms of the integrals $I_1 = \int dt\, u^2$, $I_2 = \int dt\, f/\hbar$, and $I_3 = \int dt\,(f\, \dot{u} - f^2/\hbar)/u$, is chosen so that the function in Eq. (14) satisfies $i\hbar \partial_t \phi_{p,0}(z,t) = H(t)\phi_{p,0}(z,t)$, i.e., it becomes a solution of the time-dependent Schrödinger equation. Thus, the state of our system at any given time can be expressed as

$$\psi(z,t) = \int dp_z \left(\frac{u_0}{hu} \right)^{1/2} \exp \left[ i \left(\frac{mu}{2} z^2 + (u_0 p_z - f)z \right) - \frac{u}{2m} \left( I_1 p_z^2 - 2I_2 p_z^2 - I_3 \right) \right] \langle p_z,0 | \phi(0) \rangle,$$

where the initial momentum $p_{z,0}$ has been used as the integration variable to expand the wave-function. The corresponding expectation values for the position and momentum operators, given in terms of their initial values, read

$$\langle z \rangle = \int dz \psi^*(z,t)\psi(z,t)$$
$$= \frac{u}{u_0} \langle z \rangle_0 + \frac{u_0 u}{m} I_1 \langle p_z \rangle_0 - \frac{u}{m} I_2,$$  \hspace{1cm} (16)

$$\langle p_z \rangle = \int dz \psi^*(z,t)(-i\hbar \frac{\partial}{\partial z})\psi(z,t) = \frac{mu}{u_0} \langle z \rangle_0$$
$$+ \left( \frac{u_0}{u} + u_0 \dot{u} I_1 \right) \langle p_z \rangle_0 - \dot{u} I_2 + \frac{(f_0 - f_f)}{u}.$$  \hspace{1cm} (17)

Notice that the solution for $\langle z \rangle$ is, according to Ehrenfest’s theorem, a solution for the classical equation of motion

$$\ddot{z} + \omega_z(t)^2 z = \omega_z(t)^2 z_0(t),$$  \hspace{1cm} (18)

with control parameters that obey Eqs. (3) and (4) of the main text. Thus, by computing the expectation value of the position for a state described by $\{16\}$ we have found an analytical solution (in terms of some integral forms) for the time-dependent forced harmonic oscillator:

$$z(t) = \frac{u(t)}{u_0} z_0 + \frac{u_0 u(t)}{m} I_1 p_z,0 - \frac{u(t)}{m} I_2.$$  \hspace{1cm} (19)

From here the second order moments may be computed using the Liouville theorem, which states that the phase-space distribution function is constant along the trajectories of the system. The theorem regards classical dynamics, however, the Wigner function $W(z,t)$, i.e., the quasiprobability distribution that describes our quadratic system in phase-space, evolves classically and thus fulfills Liouville’s theorem, leading to $W_0(z_0, p_z,0) = W(z, p_z)$, allowing us to easily obtain higher order moments for $q$ and $p$ from their expectation values:

$$\langle z^2 \rangle = \iint dzdpz W_z(z,p_z)z^2 = \left( \frac{u}{m} I_2 \right)^2 + \left( \frac{u_0}{u_0} \right)^2 \langle z^2 \rangle_0$$
$$- 2 \frac{u^2}{mu_0} I_2 \langle z \rangle_0 - 2 \frac{u_0 u}{m} I_1 I_2 \langle p_z \rangle_0 + \left( \frac{u_0 u}{m} I_1 \right)^2 \langle p_z^2 \rangle_0$$
$$+ \frac{u^2}{m} I_1 \langle p_z^2 \rangle_0,$$ \hspace{1cm} (20)

$$\langle p_z^2 \rangle = \iint dzdpz W_z(z,p_z)p_z^2 = u^2 I_2^2 + 2 \frac{u}{I_2} I_2 \Delta f + \left( \frac{\Delta f}{u} \right)^2$$
$$- \left( 2m \frac{u^2}{u_0} I_2 + 2m \frac{i}{u_0 u} \Delta f \right) \langle z \rangle_0 + \left( \frac{mu}{u_0} \right)^2 \langle z^2 \rangle_0$$
$$- 2 \frac{u^2 u_0 I_1 I_2 + 2 \frac{u}{u} I_2 + 2 \frac{u_0 u}{u} \Delta f + 2 \frac{u_0 u}{u} \Delta f I_1}{I_2} \langle p_z \rangle_0$$
$$+ \left( \frac{u_0 u I_1}{u} \right)^2 + \frac{u^2}{u} \langle I_1 \rangle \langle p_z^2 \rangle_0$$
$$+ \left( \frac{mu}{u} I_1 \right)^2 \langle z p_z \rangle_0.$$ \hspace{1cm} (21)

II. RADIAL DISPERSION DURING THE FREE FLIGHT

Liouville’s theorem also allows us to easily compute the result of the free motion of the flying atom, as no force is acting on the quantum system. The average radial position mimics classical free motion,

$$\langle r \rangle = \langle r \rangle_0 + \frac{\langle p_r \rangle_0}{m} t,$$ \hspace{1cm} (22)
and its dispersion reads

\[
\langle r^2 \rangle = \int dr dp W_t(r,p)r^2
\]
\[
= \langle r^2 \rangle_0 + \frac{\langle p_r^2 \rangle_0}{m} t + \frac{\langle rp_r + pr \rangle_0}{m} t. \tag{24}
\]

From here, and considering the statistical moments of the initial thermal state, the radial dispersion of the flying ion is

\[
\Delta r^2 = \langle r^2 \rangle - \langle r \rangle^2 = \langle r^2 \rangle_0 + \frac{\langle p_r^2 \rangle_0}{m} t. \tag{25}
\]

**III. INVARIANT BASED DESIGN OF THE CONTROL PARAMETERS**

Here we take an inverse engineering approach to deduce the driving that produces the desired ion beam. In general, such design method requires three ingredients: (i) the operator that describes the evolution of the system, i.e., the Hamiltonian, (ii) a property of the system that remains constant under that evolution, i.e., the expectation value of the invariant operator, and (iii) some connection between the time-dependent functions that define both of them, which in our case are the equations that relate the control parameters \( \omega_z(t) \) and \( z_0(t) \) with the auxiliary parameters \( u(t) \) and \( f(t) \), Eqs. (3) and (4) in the main text.

Once we have identified the necessary elements, we must translate the desired outcome into boundary conditions (BC) for the auxiliary functions. The BC leading to the tailored ion beam are given in Eqs. (8), (9) and (10) of the main text. Finally, all that remains is to propose functions for the auxiliary parameters that satisfy the deduced BC and compute the control parameters from Eqs. (3) and (4), which read

\[
\omega_z(t) = -\frac{\dot{u}(t)}{u(t)}; \quad z_0(t) = 0. \tag{26}
\]

Notice that, given these definitions, we might encounter discontinuities that render unfeasible control parameters. In particular, both \( \omega_z(t) \) and \( z_0(t) \) diverge whenever \( u(t) = 0 \), and, additionally, \( z_0(t) \) diverges if \( \omega_z(t) \) becomes zero. To avoid discontinuities caused by the zeros of \( u(t) \), we will design a function that is positive at all times. On the other hand, the zeros of \( \omega_z(t) \) are harder to avoid, so instead of seeking a design of the frequency that never changes sign, we will force \( \dot{f}(t) \) to match the zeros of \( \omega_z(t) \), so that the resulting trajectory \( z_0(t) \) is free of divergences.

We use polynomial functions for the auxiliary parameters,

\[
u(t) = \sum_{j=0}^{10} a_j (t/t_f)^j, \quad f(t) = \sum_{k=0}^{11} b_k (t/t_f)^k. \tag{27}\]

The coefficients will be fixed in three different steps. First \( a_{0-7} \) and \( b_{0-5} \) are determined by the BC that the functions must meet. Then \( a_8 \) is used to maintain \( u(t) \) positive at all times (we force \( u(t_f/2) \) to have a certain value that hinders the change), while \( b_{6-9} \) are used to impose the necessary zeros in \( \dot{f}(t) \) to avoid divergences in \( z_0(t) \). Finally, \( a_{9-10} \) and \( b_{10-11} \), two coefficients in each auxiliary function, are used to minimise the maximum value of the average potential energy of the ion using the `fminseach` tool of Matlab.

**IV. SIMULATION OF THE DYNAMICS**

The simulation of the evolution of the quantum system is considerably simplified (regarding computational effort) by the fact that the Wigner function in a quadratic potential evolves classically.

Thus, to simulate the dynamics of the ion we define a large amount of points, distributed in phase-space according to the Wigner function, which for the initial thermal state of the harmonic oscillator reads

\[
W(z, p_z) = \frac{1}{2\pi \langle z^2 \rangle_0 \langle p_z^2 \rangle_0} \exp \left[ \frac{1}{2} \left( \frac{z^2}{\langle z^2 \rangle_0} + \frac{p_z^2}{\langle p_z^2 \rangle_0} \right) \right]. \tag{28}
\]

and evolve then individually using the classical equation of motion in Eq. (19).