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1. INTRODUCTION

Nowadays, the technology of Unmanned Aerial Vehicle (UAV) is developing very rapidly. UAV is used in various fields such as search and rescue, monitoring, firefighting, surveillance, agriculture, and aerial photography [1][2][3]. UAV is divided into fixed wings, rotor wings (or known as multirotor [1]), and a combination of both, which is often called Vertical Take-Off and Landing UAV (VTOL-UAV) [4]. UAVs can either be controlled manually using a remote control or autonomously. To carry out its mission, the UAV needs a landing platform. If the command is manual using the remote control, the proper landing process is not a problem. However, if it is controlled autonomously, the landing platform (the helipad) requires an appropriate recognition process so that the landing can be carried out accurately. This recognition process requires good image processing, but recognizing helipad images in real-time is difficult.

Image processing for object detection is useful for determining the presence of objects as digital image input to be processed with better quality [5]. Many studies have discussed the detection of helipad objects, including using algorithms such as Speeded Up Robust Features (SURF) [6], Scale Invariant Feature Transform (SIFT) [7], Normalized Wavelet Descriptor (NWD) [8], and Edge Distribution Function (EDF) [9]. However, these studies still had weaknesses, such as suboptimal accuracy value, relatively long processing speed, ground surface area, and camera movement in real-time shooting or video. To solve this problem, this study used another algorithm, namely the You Only Look Once (YOLO) algorithm.

YOLO is a development of the Convolutional Neural Network (CNN) algorithm, which is used to detect real-time objects. Yolo has been widely used for object detection because Yolo is known to be fast in the process. Yolo's algorithm is used to detect humans, cars, animals, and others[10][11]. The CNN algorithm has also been used to detect multiple objects [11]. In this study, object detection was considered successful. Object detection carried out on UAVs using the YOLO algorithm is still rarely implemented. Because this algorithm has multiple advantages, including a good level of precision, it performs quicker due to its use of a bounding
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box during training time and when identifying objects [10]. In this study, the YOLO algorithm is used to detect helipad objects to assist UAVs in making accurate landings. Helipad detection for the landing process has been extensively researched using methods such as deep learning [12][13], CNN [14], RCNN [15]. The other researchers develop other strategies, i.e., The Airborne Vision using the SSD (Single Shot MultiBox Detector) model [16], the Pose estimator, and principal component analysis (PCA) [17], Infrared stereo system with a pan-tilt unit (PTU) [18]. However, at this time, precise helipad detection is needed, and the detection process is fast.

2. RESEARCH METHOD

2.1. You Only Look Once (YOLO) Algorithm

YOLO is a development algorithm that uses neural networks and is used to detect objects in real-time. YOLO is based on simple network architecture, namely convolutional network, where this network implements the entire image during training and testing. Convolutional network optimizes detection by predicting multiple probability classes and bounding boxes for these objects. The working principle of this algorithm is to change the size of the input image, then perform a single convolutional network process. The detection result of this algorithm is limited based on the confidence model. This detection system typically uses a repurpose classifier or localizer in carrying out its mission to detect objects. Systems such as the Deformable Parts Model (DPM) converts it to an object detection approach using a sliding window. The classification process that occurs when carrying out the object detection approach experiences a very slow speed because it is executed repeatedly.

In the use of the YOLO algorithm system, the approach taken is very different from the previous approach. YOLO processing is performed by seeing the image directly and predicting which objects are located effectively while being able to determine the suitability of the objects in the image in which the predictions made with the synthetic neural network are different from those of the Region Convolutional Neural Network (R-CNN) system, which requires thousands of predictions for an image, which makes YOLO several times faster than R-CNN [19].

YOLO has a simple architecture consisting of 24 convolutional layers, 4 max-pooling layers, and 2 fully connected layers. Convolutional layers extract features from images by simplifying and speeding up processing while the fully connected layers predict probability outputs and object coordinates. This architecture is inspired by GoogLeNet, but as opposed to GoogLeNet, YOLO only uses $1 \times 1$ reduction layers that are followed by the $3 \times 3$ convolutional layers. YOLO architecture can be seen in Fig. 1.

![Fig. 1. The architecture of You Only Look Once (YOLO) [19]](image)

In Fig. 1, it can be seen that there is a change in convolutional layers $1 \times 1$, which serves to reduce the feature space of the previous layers. The YOLO process will intellectually predict objects, namely by providing image input (resized to $224 \times 224$), passing through the one-way convolutional network, and exiting the end of the process as a $7 \times 7 \times 30$ tensor that provides bounding boxes information for the network cells. The final step is to calculate the final confidence number for the bounding box and remove values that are lower than 30%. YOLO will provide a frame on the object to be detected where the object detection is a single regression problem. The image pixels are immediately inserted into a separate spatial bounding box, and the probability of the associated class is entered. YOLO classification uses localization where there is an additional assignment of object locations in the form of bounding boxes ($bx, by, bh, bw$). Each image to be detected will be inserted into the bounding box. The bounding box is a special bounding in the form of a box that has coordinate points...
and measures the width and height. Grid cells are used to find bounding boxes by dividing the image into many boxes. Each box is used as the center point and is given 3 forms of BBoxes. BBoxes are combined with confidence; this combination is used to predict whether there are objects or not. If an object is predicted, then the BBoxes are given a value of 1 and vice versa. BBoxes with a value of 1 will produce a bounding box. Each bounding box has 5 predictions: $x, y, w, h,$ and confidence, with $(x, y)$ as the center coordinates of the 5 grid cells and $(w, h)$ width and height as the limit of the overall size of the image (object). Confidence is a form of confidence value that convinces the prediction of distant and obscure objects. To detect objects at a grid cell point, an anchor is used. Anchor is an area that will be used as a detection area to assess whether the area has an object or not. The way to assign value to the anchor is to calculate the Intersection over Union (IoU). The Intersection over Union equation can be seen as

$$\text{IOU} = \frac{A \cap B}{A \cup B}$$  \hspace{1cm} (1)

Where IoU is calculated by dividing the area where the detection box and ground truth overlap with each of the tops with the total area covered by the detection box and ground truth, as can be seen in Fig. 2.

![Fig. 2. Illustration of IoU Calculation](image)

Meanwhile, the accuracy or location of the success is usually stated by the accuracy value. Accuracy is a process to find the level of closeness of the system that is read to the true value. Accuracy can be either truth or accuracy. The accuracy test can be calculated by

$$\text{Accuracy} = \frac{\sum \text{the amount of correct data}}{\sum \text{the amount of input data}} \times 100\%$$  \hspace{1cm} (2)

2.2. Mean-Shift Method

The Mean-Shift method is one of the methods that is often used in the process of detecting objects that are carried out continuously to adapt or make adjustments to the color probability distribution, which always changes every time the frames per second (fps) change in the video. This method utilizes the HSV (Hue, Saturation, Value) color filtering system with the weight of the image originating from the target object, which can represent the possibility that the area is the target object. HSV consists of 3 elements: Hue, which represents the color value; Saturation, which represents the color intensity level; and Value, which represents the brightness level of the color.

The Mean-Shift method can be programmed using computer vision in the form of OpenCV and the Python programming language. Testing of the Mean-Shift method in detecting helipad objects was carried out with 10 test data, including 6 tests in bright conditions and 4 tests in dark conditions.

3. RESULTS AND DISCUSSION

The results and discussion will discuss the results of an implementation of the performance of the YOLO algorithm method as a helipad detection system, which includes the stages of data processing, data training, and system testing, as well as analysis of the results of the system.

3.1. Training Data Collection

This study used primary data in the form of helipad image data, as shown in Fig. 3. The helipad measures 1.5 meters on each side. This helipad image data was taken using a drone from the air and used a camera with a flying height ranging from 1–20 meters above ground level. The exposure value on the camera was set to adjust the exposure while taking images. When it was in the bright light conditions during the daytime, the exposure value used on the camera was -2 so that the image was not obscured and the colors on the helipad...
remained clear. At night, the helipad was illuminated by a spotlight, and the exposure value used on the camera was 0. The image was taken at the Sriwijaya University Football Field, Palembang.

Fig. 3. Helipad Image

A total of 1000 training data images were collected consisting of 250 images with the bright light conditions at an altitude of 1–5 meters, 250 images with the bright light conditions at an altitude of 5–10 meters, 250 images with the bright light conditions at an altitude of 10–20 meters, and 250 images with dark conditions at an altitude of 1–20 meters. The labeling process was carried out with 1 object class, namely the helipad with 1000 data images. To obtain annotations from each training data that had been collected, labeling was carried out on the helipad object using the bounding box method.

3.2. Training Data Processing

The image annotation process was carried out using a labeling application in the Python programming language. The collected training data were processed to obtain annotations from each image. The labeling process using a bounding box can be seen in Fig. 4.

Fig. 4. Training Data Labeling Process

The training data was labeled and named. The labeling results are the coordinates of the annotation process of each bounding box carried out from the data. After conducting the processes of labeling and annotating all images, the training dataset was then carried out. The training process was executed using the Tiny YOLO VOC model. This model was used for training because the GPU memory usage of this model was simpler and less expensive than the other YOLO models. The number of epochs was determined as a ratio to the number of epochs specified, which were 50 and 100 epochs. The accuracy value of success was detected, and the results from using the confidence value as a reference were tested during training.

3.3. Testing

The tests were carried out by detecting the helipad 10 times, including 6 tests in bright conditions and 4 tests in dark conditions, with varying positions and altitudes at the time of detection of the helipad. For the helipad detection process, there were two methods used, namely the Mean-Shift method and the YOLO method.
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with the Tiny YOLO VOC model using the results from training based on Tiny-YOLO-VOC-1c.cfg with a ratio of 50 and 100 epochs.

3.3.1. Testing Using Mean-Shift Method

The Mean-Shift method can be programmed using computer vision in the form of OpenCV and the python programming language. The testing using the Mean-Shift method in detecting helipad objects was carried out with 10 test data, including 4 tests in bright conditions and 6 tests in the dark condition that have been prepared. The results of the tests are shown in Table 1.

| HSV Filter | Output | Result |
|------------|--------|--------|
| ![Image](Success) | ![Image](Success) | Success |
| ![Image](Failed) | ![Image](Failed) | Failed |
| ![Image](Failed) | ![Image](Failed) | Failed |
| ![Image](Failed) | ![Image](Failed) | Failed |
| ![Image](Failed) | ![Image](Failed) | Failed |
| ![Image](Failed) | ![Image](Failed) | Failed |
| ![Image](Failed) | ![Image](Failed) | Failed |

Table 1. Testing Using Mean-Shift Method
Based on the results from Table 1, from 10 tests that had been carried out, the success of the Mean-Shift method system in detecting the helipad could only succeed two times. Because the input frame detected multiple colors around the target object, which were similar to the helipad, the HSV color filtering system could not accurately detect the helipad. Therefore, the use of Mean-Shift method cannot be used for testing the helipad object detection system.

### 3.3.2. Testing Using Tiny YOLO VOC Model

The Tiny YOLO VOC model is a simplification of the YOLOv2 with several modifications to the YOLO network structure. This Tiny YOLO VOC network structure can be seen in Table 2.

| Layer Description         | Output Size         |
|---------------------------|---------------------|
| input                     | (416, 416, 3)       |
| conv 3x3p1_1 + bnorm leaky| (416, 416, 16)      |
| maxp 2x2p0_2              | (208, 208, 16)      |
| conv 3x3p1_1 + bnorm leaky| (208, 208, 32)      |
| maxp 2x2p0_2              | (104, 104, 32)      |
| conv 3x3p1_1 + bnorm leaky| (104, 104, 64)      |
| maxp 2x2p0_2              | (52, 52, 64)        |
| conv 3x3p1_1 + bnorm leaky| (52, 52, 128)       |
| maxp 2x2p0_2              | (26, 26, 128)       |
| conv 3x3p1_1 + bnorm leaky| (26, 26, 256)       |
| maxp 2x2p0_2              | (13, 13, 256)       |
| conv 3x3p1_1 + bnorm leaky| (13, 13, 512)       |
| maxp 2x2p0_2              | (13, 13, 512)       |
| conv 3x3p1_1 + bnorm leaky| (13, 13, 1024)      |
| maxp 2x2p0_2              | (13, 13, 1024)      |
| conv 3x3p1_1 + bnorm leaky| (13, 13, 1024)      |
| conv 1x1p0_1 linear       | (13, 13, 40)        |

The network structure of the Tiny YOLO VOC model was used for training. The training was carried out with some epochs, but among the number of epochs, the optimal results were at 50 and 100. The results of the
training with an epoch of 50 and 100 were used in system testing. In training with epoch 50, the number of iterations was 6250 with an initial loss value of 103.068634 and ended at a loss of 0.198292837. The loss value and moving average loss data for this training are presented in Fig. 5.

![Graphic of Training Results of Tiny YOLO VOC 50 Epoch](image)

**Fig. 5.** Graphic of Training Results of Tiny YOLO VOC 50 Epoch

In this case, the training also showed good results because the loss value was already below 1.0, and there was even the smallest loss value reaching 0.009 in the 3580 iterations. To prove the training results, tests were carried out with 10 test images. The test results can be seen in Table 3.

| Number | Image of Testing Result | Confidence Value | Distance |
|--------|--------------------------|------------------|----------|
| 1      | ![Image](image)           | 83%              | 3 m      |
|        | Successfully Detected    |                  |          |
| 2      | ![Image](image)           | 100%             | 9 m      |
|        | Successfully Detected    |                  |          |
| 3      | ![Image](image)           | 100%             | 21 m     |
|        | Successfully Detected    |                  |          |
| 4      | ![Image](image)           | 98%              | 12 m     |
|        | Successfully Detected    |                  |          |

**Table 3.** System Testing on The Training Results of Tiny YOLO VOC 50 Epoch
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Based on the results in Table 3, the level of confidence of the system detecting the helipad was successful. However, some tests failed to detect and had little confidence. From the 10 tests that had been carried out, the average confidence value of the whole test was 74.1%. From the 10 tests, 7 tests were carried out in bright conditions, which resulted in an average high confidence value of 91.67% in 6 tests, whereas 4 tests were carried out in dark conditions, which resulted in an average confidence value of 47.75%, and 2 tests (the seventh and eighth tests) still failed to detect the helipad. After that, on the ninth and tenth tests, the system succeeded in detecting the helipad, but an error still occurred in that the bounding box was not accurate or deviated from the target. All tests that failed to detect the helipad occurred when carrying out the tests in dark conditions.

Furthermore, the dataset training was carried out using the Tiny YOLO VOC model, where there were 100 epochs in total. In this training, the results obtained 12500 iterations. This training process started with an initial loss of 103.068634 and ended with a loss of 0.645778179 in the 12500 iterations. Data loss and moving average loss can be seen in the image presented in Fig. 6.
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Based on Fig. 6, the training resulted in a loss value that was already very small or close to zero. The smallest loss value reached 0.003562304 in the 10164 iterations. To see the results of this training, system testing was carried out in real-time with 10 tests. The test results are presented in Table 4.

Table 4. System Testing on the Testing Results of Tiny YOLO VOC 100 Epoch

| Number | Image of Testing Result | Confidence Value | Distance |
|--------|-------------------------|------------------|----------|
| 1      | ![Image](image1.png)   | 82%              | 3 m      |
| 2      | ![Image](image2.png)   | 100%             | 9 m      |
| 3      | ![Image](image3.png)   | 100%             | 21 m     |
| 4      | ![Image](image4.png)   | 99%              | 12 m     |
| 5      | ![Image](image5.png)   | 64%              | 7 m      |
Based on the test results using the 100 epoch training data presented in Table 4, there is an increase in the confidence value that increases significantly in detecting helipads. However, some tests decreased. Out of 10 tests, there were 6 helipad tests in bright conditions with a high average confidence value of 90.3%. Though 4 helipad tests in dark conditions had an average confidence value of 15.67%, 2 tests successfully detected the helipad in dark conditions.

After testing the performance of the YOLO-based system to detect helipads, a comparison of the success of detecting helipads can be seen in Table 5.

### Table 5. The Comparison of Detection Success

| Test Order | Mean-Shift | 50 Epoch | 100 Epoch |
|------------|------------|----------|-----------|
| 1          | Failed     | Success  | Success   |
| 2          | Failed     | Success  | Success   |
| 3          | Failed     | Success  | Success   |
| 4          | Success    | Success  | Success   |
| 5          | Failed     | Success  | Success   |
| 6          | Failed     | Success  | Success   |
| 7          | Failed     | Failed   | Failed    |
| 8          | Failed     | Failed   | Success   |
| 9          | Success    | Success  | Success   |
| 10         | Failed     | Success  | Failed    |
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Table 5 shows the success rate in detecting the helipad. In testing using the Mean-Shift method, there were only 2 tests that successfully detected the helipad accurately. During the 50 and 100 epoch training, 2 out of 10 tests failed to detect the helipad, and 2 other tests successfully detected the helipad, but the results were not accurate or deviated from the helipad. This occurred due to the minimum confidence value limit being 20%, whereas in system testing using 100 epoch training results, some tests failed to detect the helipad due to dark conditions at night. In general, the parameters for this 100 epoch training are considered successful because the confidence value was quite high. Therefore, the following tests were carried out using the parameters on the 100 epoch training.

3.3.3. Testing Using Tiny YOLO VOC Model

The system testing was carried out in real-time to detect helipad objects in both bright and dark conditions with varying heights and positions. In this case, the test was based on the training results of a Tiny-YOLO-VOC-based model with 100 epochs that had been carried out previously. The real-time system test detected the helipad object 10 times, which consisted of 5 tests in bright conditions and 5 tests in dark conditions with varying heights and positions. The results is shown in Table 6.

| Test   | Confidence Value | Status            |
|--------|------------------|-------------------|
| Test 1 | 91%              | Successfully Detected |
| Test 2 | 93%              | Successfully Detected |
| Test 3 | 100%             | Successfully Detected |
| Test 4 | 100%             | Successfully Detected |
| Test 5 | 87%              | Successfully Detected |
Based on Table 6 in testing the helipad object detection system using the YOLO algorithm, the tests had been successfully carried out. The height of the UAV when testing was approximately 20 meters with a radius of the helipad distance at the camera center point of approximately 10 meters. At this altitude, the prepared UAV descended for landing, and the system performed a helipad detection. The use of the Tiny YOLO VOC model method was able to detect the helipad in both light and dark conditions with a confidence value of 91.1% with a system processing speed of up to 35 fps in bright conditions and 37 fps in dark conditions.

4. CONCLUSION

The performance of the Tiny YOLO VOC model in detecting the helipad showed good results, with system processing speeds reaching 35 fps in bright conditions and 37 fps in dark conditions. In system testing, the YOLO algorithm-based method with the Tiny YOLO VOC model was superior with a success percentage of 91.1% compared to the use of the Mean-Shift method. In the Tiny YOLO VOC model, the most effective parameter was epoch 100.
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