Modelling technique trend (interatomic potential) to study the mineral surfaces: A Review
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Abstract
Computational chemistry is another branch of chemistry that can be used to model the material which is based on the mathematical methods and combined that with the theories of the quantum mechanics. However, in this filed there are two different techniques or categories, classical interatomic potential and the electronic structure methodology. The aim of this paper is to describe how can modelling the structures and energetics of surface and interface processes of minerals surface, using the classical atomistic simulation methods. We will illustrate the types of potentials and some of Codes (Gulp and METADISE) which is needed to do these calculations to elucidate the structures and stabilities as well.
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Introduction:
Understanding the structure of minerals surface is important due to used them in different fields such as, corrosion, catalysis, diffusion, and crystal growth, electronic and ionic conduction [1-6]. The using of experiments techniques to investigate the most stable structure was frequently difficult. Therefore, the modelling of these systems is important via using the complementary tool of simulation methods to allow us to understand their behaviour such as the defects [1, 7-9].

Firstly, the structure and properties of surfaces of ionic solid was studied using the classical atomistic simulation methods by the work of Tasker [7] and Mackrodt and Stewart [10]. While the early work was limited to study the simulation of the cubic rock salt oxide surfaces which includes (MgO, CaO and NiO) [11-13], due to the increase in power and memory computer was possible to study more complicated materials surface for example, Cr2O3 [14], Fe3O4 [15] and Al2O3 [16]. Thereafter the development of models for oxy-anions as, CO32-, PO43- and SO42- were important to study the surface, for example the simulation of CaCO3 minerals [17, 18], also the Ca10(PO4)6(F,OH)2 [19, 20].

Secondly, one of the main interesting research parts in computational surface science field is the surface and water interaction and that because of the dissolution processes which means the modelling of surfaces in a vacuum no longer after that be possible, but need to take
the role of presence water [18, 21-27]. Recently, the new research works focus on the study
the adsorption of some organic molecules at mineral surfaces [20, 25, 28-32].

Finally, as result of increasing the computing power and memory that has made possible
to find new tools, algorithms and methods for modelling and optimization the surface using
the electronic structure simulation methods, and one the of this calculation was the Density
Functional Theory such as, investigation the surface structures for α-alumina [33], and the
surfaces of both ZnO and CdS [34]. There are a wide range of different materials have been
modelled starting from metals for instance, InAs [35] and ErSi_{1.7} [36] also the oxides such as
SnO_{2}, TiO_{2} and MgO [37-39]. In addition to these studies, in the last few years have been using
the phenomena of adsorption to study the adsorption of several small molecules on metals
surfaces, for example, the CO on palladium [40] and nickel [41] also the adsorption of Cl_{2}
on silver [42]. Another aspects to investigate the surface structure using the atomistic simulation
methods is study the adsorption of oxide surfaces, for instance, the adsorption of both CO and
water on TiO_{2} [43-45], NH_{3} on MgO [46], adsorption of O_{2} on FeSbO_{4} [47], and the adsorption
of OH on hematite and maghemite [29].

More recently, the surface science starts to cover the adsorption of small molecules onto
the mineral surfaces which can be provided us useful information about the molecular level
understanding into complex geochemical phenomena for instance, mineralizatio of organic
molecules, mineral dissolution, surface complexation [20, 25, 28-30, 48]. However, the using
of these techniques, the static calculations and electronic structure molecular dynamics
simulations are still limited in the number of atoms which can be treated, and later we find to
describe the surface structures and its interfaces for a large systems will need to use a
combination techniques of both accurate electronic structure techniques and the classical
atomistic simulations and the two forms of techniques frequently show excellent quantitative
agreement such as to structures and energies of the systems needed to investigate [49].

1- Interatomic Potential

The atomistic simulation methods are used to discuss the stable structure for the
molecules in order to understand the host of the properties such as, physical properties,
defects. This technique was built on a number of expectations, however, these forms are the
Born model of solids [50], which assumes that the ions in the crystal will interact through the
long-range electrostatic forces and the short-range forces, which include both the van der
Waals attractions and Pauli repulsions which can be described by the following equation:

\[ E_{ij} = \sum_{ij} \frac{q_{i}q_{j}}{4\pi\varepsilon_{0} (r_{ij} + 1)} + \sum_{ij} \Phi_{ij} (r_{ij}) \] (1)

Here, the first term in equation (1) represents to the (Columbic interaction) which is the
long range electrostatic interaction and the second term in the above equation show the
interactions between neighbouring electron clouds , which is called the short-range
interactions.
1.1. Ewald summation

One of the most common simulation methods is called the Ewald summation, which is used to modelling the inorganic materials, and in this method the calculation of electrostatic energy is very important, particularly in oxides materials and this can be realised via using Ewald summation [51]. However, this method depends on the calculation of potential energy using the sum of two rapidly converging series plus a constant term, and these will be one in real space and one in the reciprocal space as shown in the following equation:

\[ U_{\text{Ewald}} = U^r + U^m + U^o \]  \hspace{1cm} (2)

Where \( U^r \) is the real space sum, \( U^m \) the reciprocal sum, and \( U^o \) is constant, which is known as the self-term.

\[
U^r = \frac{1}{2} \sum_{i,j}^N q_i q_j \frac{\text{erfc}(\alpha r_{ij,n})}{r_{ij,n}}
\]  \hspace{1cm} (3)

\[
U^m = \frac{1}{2\pi V} \sum_{i,j}^N q_i q_j \sum_{m \neq 0} \exp\left(\frac{-\pi m^2}{\alpha} \right) + 2\pi im(r_i - r_j)
\]  \hspace{1cm} (4)

\[
U^o = -\frac{\alpha}{\sqrt{\pi}} \sum_{i=1}^N q_i^2
\]  \hspace{1cm} (5)

Here, \( V \) is the volume, \( N \) the number of particles, and \( m \) is the reciprocal space vector.

1.2. Parry Method

The other application of Ewald simulation method is called Parry method [52] and this method is usually used to simulate the system with two dimension only, for instance, surfaces. However, the calculate columbic energy is given by the following expression:

\[
U_p = \frac{\pi}{A} \left[ -2u_{ij} \text{erf}(\eta u_{ij}) - 2\frac{\exp(-\eta^2 u_{ij}^2)}{\eta \sqrt{\pi}} \right] + \sum_{k \neq 0} \frac{\exp(ikp_{ij})}{k} \left[ \exp(ku_{ij}) \text{erfc}\left(\frac{k}{2\eta} - \eta u_{ij}\right) \right. + \left. \exp(-ku_{ij}) \text{erfc}\left(\frac{k}{2\eta} - \eta u_{ij}\right) \right]
\]  \hspace{1cm} (6)

Where \( A \) is an area of unit cell, \( \eta \) is a parameter, and it has been chosen to get the rapid convergence.

2- Functions of Interatomic Potential:

To estimate the energy and all details of the nuclear coordinates, it can by using the interatomic potential, however, the function of this potential energy was made up using the function of two body potential, where there are two positions of each two atoms, and another types are three and four body potential functions. The most important influence of the two-body interaction is including the non-bonded interactions "van der Waals attraction and
repulsion”. However, there are different types of two-body potentials as shown in the following sections.

2.1 - Harmonic Potential

There are different types of two-body potential and the most simple is called the harmonic potential, and it’s depend of the proportional of the square of the separation for two atoms as shown in the following form:

\[ U_{(ij)} = \frac{k_{ij}}{2} (r_{ij} - r_0)^2 \]  

(7)

Where \( k_{ij} \) is the bond force constant between atoms i and j, while \( r_{ij} \) is the distance between atoms i and j, and \( r_0 \) is the equilibrium separation of the atoms.

2.2 - Morse Potential

Morse Potential is a second model of two-body potential, which is routinely used to model the system that has a covalent bond. In this type of the two-body potential the calculated total energy is considered as a relative exponential to the equilibrium distance with interatomic spacing, which is given in the equation (8):

\[ U_{(ij)} = D - (1 - \exp[-\alpha_{ij} (r_{ij} - r_0)])^2 - D \]  

(8)

\( D \) is the energy of dissociation process, while \( \alpha_{ij} \) is constant and its obtained from spectroscopic data [53].

2.3 - Lennard–Jones Potential

The most commonly potential model that can be used to determine the interaction for a big system, practically, the one has non-bond interactions is the Lennard–Jones Potential, which has the following expression:

\[ U_{(ij)} = \frac{A}{r_{ij}^{12}} - \frac{B}{r_{ij}^{6}} \]  

(9)

Where \( A \) and \( B \) are adjustable limitations.

2.4 - Buckingham Potential

The part of the short-range for the two-body potential functions especially for ionic or semi-ionic solids can be described by the most frequently model which is called the Buckingham potential [54], which has the following expression:

\[ U_{(ij)} = A_{ij} \exp\left(-\frac{r_{ij}}{\rho_{ij}}\right) - \frac{C_{ij}}{r_{ij}^6} \]  

(10)

\( r^{-6} \) is van der Waals interaction. While this term \( \frac{C_{ij}}{r_{ij}^6} \) is omitted.
Fig. 1 Sketch of the three different interatomic potentials.

2.5 - Three –Body Interaction

Other impact that can effect on the calculation of energy for short range interaction is the three –body Potential, however, this kind of the potential is usually applied to describe the bending that can happen for the bond via the simulation processes especially if that system has three atoms.

\[ U(\theta_{ijk}) = \frac{k_{ijk}}{2} (\theta_{ijk} - \theta_0)^2 \]  \hspace{1cm} (11)

Where \( \theta_{ijk} \) is the angle between two bonds, \( i-j \) and \( i-k \) respectively, \( k_{ijk} \) Bond -bending force and \( \theta_0 \) is the equilibrium angle, as presented bellow (Fig. 2).

Fig. 2 Valence angle.
2.6- Four–Body Interaction

This kind of potential model can be used for simulation the molecules which are usually included four atoms, and as usually need to describe the coordination and the bond lengths and bond distances but in this case the molecule will have dihedral angle

\[ U(\phi_{ijkn}) = k_{ijkn} (1 - s \cos(n\phi_{ijkn})) \]  \hspace{1cm} (12)

Where the \( k \) is bending force and \( \phi \) is the angle.

3- Electronic Polarisability

Involving the effect of polarisability in the calculations for any types of system that contains polarisable ions play an important role on the accurate of simulation calculation, for instance, when do modelling to investigate the defect or surface properties for system as water in this case, oxygen atoms which have electronic polarisability therefore it will included via using the shell model [55], and in this model is assumed that the massive core for the polarisable ion is connected to the shell via a spring as shown in fig. 3.

![Fig. 3 Design of the shell model of the ionic polarisability.](image)

However, the simplest mechanical treatment to calculate the electronic polarisability of the atoms (\( \alpha \)) shows in the equation 13:

\[ \alpha = \frac{q^2}{k} \] \hspace{1cm} (13)

Here \( k \) is the force constant for the spring.

4- Simulation Methods

The modelling techniques to simulate any crystal in order to get the calculated energy at a minimum point and in this case the distances between the ions should be exactly match the distance which that experimentally perceived for the crystal structure. But if any movement that point will lead to have the configuration with higher energy and this could be managed in two ways, at constant pressure or at constant volume. When kept the pressure as constant, then will need to remove the strain effect and that would be via relaxation of each ion which is located in one unit cell. However, there are many different algorithms which could be used to find the stable structure, and the most common ones to do that are the Conjugated Gradients or Newton Raphson Methods [56, 57], but the widely used method especially to study the
surface is Newton-Raphson and that because is more accurate but not rapidly convergent as Conjugated Gradients which depends on the first derivative.

5- Simulation Codes

There are many different codes that can be used to investigate the lattice crystal structure and investigate the properties such as the defect or the surface. The most common one is called Gulp and this molecular simulation program is based on interatomic potentials, and it's used for modelling the bulk structure of crystal, in this code to calculate the parameters of the cell with coordination for the optimum ion, should minimise the lattice energy of the crystal [58].

To study the dislocations, interfaces and surface structure with morphology for any system need to use another code which is called a METADISE [59] in this code will get the unrelaxed and relaxed surface structures with surface energies, and that followed Tasker style [7] when this model involves study the system with two dimensions only as in the surface. And the main point to calculate surface energies for the stable structure the dipole moment should be zero therefore, before do start our calculations have to remove the dipole moment by half of the ions which are located on the top layer of the surface of the repeat unit and shift it to the bottommost layer then will have the surface with no dipole effect. Tasker is classified the surface for three different types as bellow [7]:

a. "Type I, where the repeat unit is a charge neutral stoichiometric layer" (Fig. 4(a)).
b. "Type II, which comprise charged layers but in such a way that there is no dipole moment perpendicular to the surface" (Fig. 4(b)).
c. "Type III, where there is a dipole moment perpendicular to the surface" (Fig. 4(c)).

Fig. 4 Types of surfaces as classified by Tasker.
Conclusions

In this paper we have described validity of the atomistic simulation technique via using Interatomic potential method to investigate and model a host of different types of surface structure to get the interfacial features and properties. However, the applications are discussed in this review paper show how modern modelling methods can now be useful to apply to investigate and understand the complex materials and processes, which routinely are normally difficult to study experimentally.
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الخلاصة:

الكيمياء الحاسوبية هي فرع آخر من الكيمياء التي يمكن استخدامها للنمذجة
المواد التي تعتمد على الطرق الرياضية ودمجها مع نظريات ميكانيكا الكم، ومع
ذلك، في هذا المجال هناك نوعان من التكنولوجيات المختلفة، إمكانات
المحاكاة الذرية الكلاسيكية ومنهجية البيئة الإلكترونية. الهدف من هذه المقالة هو
وصف كيف يمكن نمذجة هياكل وحيوية العمليات السطحية والإتصال لسطح
المعادن باستخدام طرق المحاكاة الذرية الكلاسيكية. سنوضح أنواع الإمكانيات
(METADISE و Gulp) و بعض الطرق الأخرى (METADISE و Gulp) لتوضيح الهياكل والاستقرار أيضاً.

الكلمات المفتاحية:
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