Prescribing the center of mass of a multi-soliton solution for a perturbed semilinear wave equation
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Abstract

We construct a finite-time blow-up solution for a class of strongly perturbed semilinear wave equation with an isolated characteristic point in one space dimension. Given any integer $k \geq 2$ and $\zeta_0 \in \mathbb{R}$, we construct a blow-up solution with a characteristic point $a$, such that the asymptotic behavior of the solution near $(a,T(a))$ shows a decoupled sum of $k$ solitons with alternate signs, whose centers (in the hyperbolic geometry) have $\zeta_0$ as a center of mass, for all times. Although the result is similar to the unperturbed case in its statement, our method is new. Indeed, our perturbed equation is not invariant under the Lorentz transform, and this requires new ideas. In fact, the main difficulty in this paper is to prescribe the center of mass $\zeta_0 \in \mathbb{R}$. We would like to mention that our method is valid also in the unperturbed case, and simplifies the original proof by Côte and Zaag [12], as far as the center of mass prescription is concerned.
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1 Introduction

This paper is concerned with blow-up solutions of a perturbed semilinear wave equation

\[
\begin{aligned}
\partial_t^2 u &= \partial_x^2 u + |u|^{p-1} u + f(u) + g(x,t,u,\partial_x u, \partial_t u), \\
u(0) &= u_0 \text{ and } \partial_t u(0) = u_1,
\end{aligned}
\]

where $u(t) : x \in \mathbb{R} \to u(x,t) \in \mathbb{R}$, $p > 1$, $u_0 \in H^1_{\text{loc},u}$ and $u_1 \in L^2_{\text{loc},u}$ with $\|v\|_{L^2_{\text{loc},u}}^2 = \sup_{a \in \mathbb{R}} \int_{|x-a|<1} |v(x)|^2 dx$ and $\|v\|_{H^1_{\text{loc},u}}^2 = \|v\|_{L^2_{\text{loc},u}}^2 + \|\nabla v\|_{L^2_{\text{loc},u}}^2$. We assume that $f$ and $g$ are $C^1$ functions, where $f : \mathbb{R} \to \mathbb{R}$ and $g : \mathbb{R}^4 \to \mathbb{R}$ satisfy the following conditions:

\[
(H) \left\{ \begin{array}{l}
|f(u)| \leq M_0 \left(1 + \frac{|u|^p}{\log(2+u^2)^\alpha}\right), \quad \text{for all } u \in \mathbb{R}, \\
|g(x,t,u,v,z)| \leq M_0 (1 + |u|^{\frac{p+1}{2}} + |v| + |z|), \quad \text{for all } x,t,u,v,z \in \mathbb{R},
\end{array} \right.
\]

where $M_0 > 0$ and $\alpha > 1$. 


Under the more restrictive assumptions

\[(H') \begin{cases} 
|f(u)| \leq M_1 (1 + |u|^q), & \text{for all } u \in \mathbb{R}, \\
|g(x, t, v, z)| \leq M_1 (1 + |v| + |z|), & \text{for all } x, t, v, z \in \mathbb{R}.
\end{cases}\]

where $M_1 > 0$ and $q < p$, we are able to add more information to our results (see Theorem 1 and Corollary 2).

As we will explain in details later, we would like to draw the attention of the reader to the fact that we are making two major steps in considering equation (1) under assumption $(H')$ \([28, 29, 30, 31]\)
- we allow a quasi critical perturbation $f(u)$ (in log scales), but this was already the case in \([25, 26, 27]\).
- we allow a $u$ dependance in $g$, with a growth up to $|u|^{p+1}/2$.

The Cauchy problem for equation (1) is solved in the space $H^1_{\text{loc}, u} \times L^2_{\text{loc}, u}$. This follows from the finite speed of propagation and the well-posedness in $H^1(\mathbb{R}) \times L^2(\mathbb{R})$ (see for example Georgiev and Todorova \([16]\)). The existence of blow-up solutions $u(t)$ of (1) follows from energy techniques (see for example Levine and Todorova \([36]\) and Todorova \([60]\)).

Note that in this paper, we consider a class of perturbations of the idealized equation (when $f \equiv g \equiv 0$). This is quite meaningful, since physical models are sometimes damped and hardly come with a pure power source term (see Whitham \([61]\)). For more applications in general relativity, see Donninger, Schlag and Soffer \([13]\).

If $u$ is an arbitrary blow-up solution of (1), we define (see for example Alinhac \([1]\)) a 1-Lipschitz curve $\Gamma = \{(x, T(x))\}$ such that the maximal influence domain $D$ of $u$ (or the domain of definition of $u$) is written as

\[D = \{(x, t) \mid t < T(x)\}. \tag{2}\]

$T = \inf_{x \in \mathbb{R}} T(x)$ and $\Gamma$ are called the blow-up time and the blow-up graph of $u$. A point $x_0$ is a non characteristic point if there are $\delta_0 \in (0, 1)$ and $t_0 < T(x_0)$ such that $u$ is defined on $\mathcal{C}_{x_0, T(x_0), \delta_0} \cap \{t \geq t_0\} \tag{3}$

where $\mathcal{C}_{x, t, \delta} = \{(x, t) \mid t < t - \delta|x - \bar{x}|\}$. We denote by $\mathcal{R}$ (resp. $\mathcal{S}$) the set of non characteristic (resp. characteristic) points.

In the case $(f, g) \equiv (0, 0)$, equation (1) reduces to the semilinear wave equation:

\[\begin{cases} 
\partial_t^2 u = \partial_x^2 u + |u|^{p-1} u, \\
u(0) = u_0 \text{ and } \partial_t u(0) = u_1.
\end{cases} \tag{4}\]

In a series of papers \([47, 48, 51\) and  \([52]\) (see also the note \([49]\)), Merle and Zaag together with Côte and Zaag \([12]\) give a full picture of blow-up for solutions of equation (4) in one space dimension. Furthermore, in \([12]\), for any integer $k \geq 2$ and $\zeta_0 \in \mathbb{R}$, Côte and Zaag construct a blow-up solution with a characteristic point $a$, such that the asymptotic behavior of the solution near $(a, T(a))$ shows a decoupled sum of $k$ solitons.
with alternate signs, whose centers (in the hyperbolic geometry) have \( \zeta_0 \) as a center of mass, for all times. Let us note that the invariance of equation (4) under the Lorentz transform was crucial in [12] to prescribe the center of mass.

More generally, in [30], we also construct a finite-time blow-up solution with a characteristic point in the unperturbed case, under assumption \( (H') \), showing multi-solitons and prescribing the center of mass, if \( g \equiv 0 \). However, when \( g \neq 0 \), we were unable to prescribe the center of mass of the multi-soliton, since in this case equation (1) is not invariant under the Lorentz transform. That obstruction justifies our new paper, where we invent new ideas in order to prescribe the center of mass of the multi-soliton. More importantly, our method works under the more general assumption \((H)\). Moreover, this new method is of course valid also for equation (4). Even better, the prescription of the center of mass for (4) is easier thanks to our method.

Our aim in this work is to prescribe the center of mass of the multi-soliton. More precisely, for any integer \( k \geq 2 \) and \( \zeta_0 \in \mathbb{R} \), we construct a blow-up solution with a characteristic point \( a \), such that the asymptotic behavior of the solution near \((a,T(a))\) shows a decoupled sum of \( k \) solitons with alternate signs, whose centers (in the hyperbolic geometry) have \( \zeta_0 \) as a center of mass, for all times.

Before stating our result, let us introduce the following similarity variables, for any \((x_0,T_0)\) such that \( 0 < T_0 \leq T(x_0)\):

\[
w_{x_0,T_0}(y,s) = (T_0 - t)^{\frac{2}{p-1}} w(x,t), \quad y = \frac{x - x_0}{T_0 - t}, \quad s = -\log(T_0 - t). \tag{5}\]

If \( T_0 = T(x_0) \), we will simply write \( w_{x_0} \) instead of \( w_{x_0,T(x_0)} \). The function \( w = w_{x_0} \) satisfies the following equation for all \( y \in (-1,1) \) and \( s \geq -\log T(x_0) \):

\[
\partial_s^2 w = \mathcal{L} w - \frac{2(p + 1)}{(p - 1)^2} w + |w|^{p-1} w - \frac{p + 3}{p - 1} \partial_x w - 2y \partial_y^2 w + e^{-\frac{2ps}{p-1}} f \left( e^{\frac{2s}{p-1}} w \right) \tag{6}
\]

\[
+ e^{-\frac{2ps}{p-1}} g \left( x_0 + ye^{-s}, T_0 - e^{-s}, e^{\frac{(p+1)s}{p-1}} \partial_y w, e^{\frac{(p+1)s}{p-1}} (\partial_x w + y \partial_y w + \frac{2}{p-1} w) \right),
\]

where \( \mathcal{L} w = \frac{1}{p} \partial_y (\rho(1 - y^2) \partial_y w) \) and \( \rho = \rho(y) = (1 - y^2)^{\frac{p}{p-1}} \).

In the unperturbed case where \( f \equiv g \equiv 0 \), the Lyapunov functional for equation (6)

\[
E(w(s)) = \int_{-1}^{1} \left( \frac{1}{2} (\partial_x w)^2 + \frac{1}{2} (\partial_y w)^2 (1 - y^2) + \frac{(p + 1)}{(p - 1)^2} w^2 - \frac{1}{p + 1} |w|^{p+1} \right) \rho dy \tag{7}
\]

is defined for \((w, \partial_x w) \in \mathcal{H} \) where

\[
\mathcal{H} = \left\{ (q_1,q_2) \mid \| (q_1,q_2) \|^2_{\mathcal{H}} \equiv \int_{-1}^{1} \left( q_1^2 + (q_1')^2 (1 - y^2) + q_2^2 \right) \rho dy < +\infty \right\}. \tag{8}
\]

We also introduce the projection of the space \( \mathcal{H} \) defined in (8) on the first coordinate:

\[
\mathcal{H}_0 = \left\{ r \in H^1_{\text{loc}} \mid \| r \|^2_{\mathcal{H}_0} \equiv \int_{-1}^{1} \left( r^2 + (r')^2 (1 - y^2) \right) \rho dy < +\infty \right\}. \tag{9}
\]
Moreover, we introduce for all $|d| < 1$ the following solitons defined by

$$
\kappa(d, y) = \kappa_0 \left( \frac{1 - d^2}{1 + dy} \right)^{\frac{1}{p-1}} \quad \text{where } \kappa_0 = \left( \frac{2(p + 1)}{(p - 1)^2} \right)^{\frac{1}{p-1}} \quad \text{and } |y| < 1.
$$

(10)

Note that $\kappa(d)$ is a stationary solution of (6), in the particular case where $(f, g) \equiv (0, 0)$. We also introduce

$$
\bar{\zeta}_i(s) = \left( i - \frac{(k + 1)}{2} \right) \frac{(p - 1)}{2} \log s + \bar{\alpha}_i(p, k)
$$

(11)

where the sequence $(\bar{\alpha}_i)_{i=1,\ldots,k}$ is uniquely determined by the fact that $(\bar{\zeta}_i(s))_{i=1,\ldots,k}$ is an explicit solution with zero center of mass for the following ODE system:

$$
\frac{1}{c_1} \dot{\zeta}_i = e^{-\frac{2}{p-1}(\zeta_i - \zeta_{i-1})} - e^{-\frac{2}{p-1}(\zeta_{i+1} - \zeta_i)}, \quad \forall i = 1, \ldots, k.
$$

(12)

where $c_1 = c_1(p) > 0$ and $\zeta_0(s) \equiv \zeta_{k+1}(s) \equiv 0$ (see Section 2 in [12] for more details).

Given an arbitrary blow-up solution $u(x, t)$ to (1) and a characteristic point $x_0$, we could extend in [30] the results first proved for (4) by Merle and Zaag in [50], and showed the following results, under the assumption $(H')$ (and we think the results can be easily extended to assumption $(H)$ following our strategy in [30])

**Description of the behavior of $w_{x_0}$ where $x_0$ is characteristic** Consider $x_0$ in $J$. Then, there is $\zeta_0(x_0) \in \mathbb{R}$ such that

$$
\left\| \begin{pmatrix} w_{x_0}(s) \\ \partial_s w_{x_0}(s) \end{pmatrix} - \theta_1 \begin{pmatrix} k(x_0) \\ \sum_{i=1}^{k(x_0)} (-1)^{i+1} \kappa(d_i(s)) \end{pmatrix} \right\| \rightarrow 0
$$

(13)

as $s \rightarrow \infty$, for some $k(x_0) \geq 2$, $\theta_1 = \pm 1$ and continuous $d_i(s) = -\tanh \zeta_i(s)$ with

$$
\zeta_i(s) = \bar{\zeta}_i(s) + \zeta_0,
$$

(14)

where $\bar{\zeta}_i(s)$ is introduced above in (11).

Following this description result, we naturally ask the corresponding construction question:

Can we construct an example for each blow-up modality described in (13)?

In other words, given $k \geq 2$ and and $\zeta_0 \in \mathbb{R}$, can we construct a solution to equation (1) showing the behavior (13) and (14)?

In [12], Côte and Zaag showed that this is possible in the unperturbed case (1). In [30], we had a partial result for equation (11), in the sense that we could prescribe the number of solitons, but not the location of their center of mass, unless $g \equiv 0$. Indeed, the method of [12] extends with no difficulty to equation (11), if $g \equiv 0$. If not, or if assumption $(H)$ holds, we need new ideas and this is the aim of the paper. More precisely, this is our main result:
Theorem 1 (Existence of a solution to (1) with prescribed blow-up behavior at a characteristic point). Assume that assumption \((H)\) holds. For any integer \(k \geq 2\) and \(\zeta_0 \in \mathbb{R}\), there exists a blow-up solution \(u(x,t)\) to equation \((1)\) in \(H^1_{\text{loc,}u} \times L^2_{\text{loc,}u}(\mathbb{R})\) such that

\[
\left\| \begin{pmatrix} w_0(s) \\ \partial_s w_0(s) \end{pmatrix} \right\| \to 0 \text{ as } s \to \infty,
\]

with

\[
d_i(s) = -\tanh \zeta_i(s), \quad \zeta_i(s) = \bar{\zeta}_i(s) + \zeta_0
\]

and \(\bar{\zeta}_i(s)\) defined in \((11)\). Moreover, if \((H')\) holds, then the origin is a characteristic point (i.e. \(0 \in \mathcal{S}\)).

Remark. Note from \((16)\) and \((11)\) that the center of mass of \(\zeta_i(s)\) is fixed, in the sense that

\[
\frac{\zeta_1(s) + \cdots + \zeta_k(s)}{k} = \frac{\bar{\zeta}_1(s) + \cdots + \bar{\zeta}_k(s)}{k} + \zeta_0 = \zeta_0, \quad \forall s \geq -\log T(0).
\]

Remark. Let us remark from the blow-up description we made in \((30)\) that, under the assumption \((H')\) (and we think the results can be easily extended to assumption \((H)\)), the origin is an isolated characteristic point. We also would like to mention that, as in the unperturbed case \((4)\), under the assumption \((H)\) (even under assumption \((H')\)) we are unable to say whether this solution has other characteristic points or not. In particular, we have been unable to find a solution with \(\mathcal{S}\) exactly equal to \(\{0\}\). Nevertheless, let us remark that from the finite speed of propagation, we can prescribe more characteristic points, as follows:

Corollary 2 (Prescribing more characteristic points). Assume that assumption \((H)\) holds. Let \(I = \{1, \ldots, n_0\}\) or \(I = \mathbb{N}\) and for all \(n \in I, x_n \in \mathbb{R}, T_n > 0, k_n \geq 2\) and \(\zeta_{0,n} \in \mathbb{R}\) such that

\[
x_n + T_n < x_{n+1} - T_{n+1}.
\]

Then, there exists a blow-up solution \(u(x,t)\) of equation \((1)\) in \(H^1_{\text{loc,}u} \times L^2_{\text{loc,}u}(\mathbb{R})\) with \(T(x_n) = T_n\) and for all \(n \in I,\)

\[
\left\| \begin{pmatrix} w_{x_n}(s) \\ \partial_s w_{x_n}(s) \end{pmatrix} \right\| \to 0 \text{ as } s \to \infty,
\]

with

\[
\forall i = 1, \ldots, k_n, \quad d_{i,n}(s) = -\tanh \zeta_{i,n}(s), \quad \zeta_{i,n}(s) = \bar{\zeta}_i(s) + \zeta_{0,n}
\]

and \(\bar{\zeta}_i(s)\) defined in \((11)\). Moreover, if \((H')\) holds, then \(\{x_n \mid n \in I\} \subset \mathcal{S}\).

Remark. Again, we are unable to construct a solution with \(\mathcal{S} = \{x_n \mid n \in I\}\).

As one can see from \((15)\) and \((16)\), the solution we have just constructed in Theorem 1 behaves like the sum of \(k\) solitons as \(s \to \infty\). In the literature, such a solution is called a multi-soliton solution. Constructing multi-soliton solutions is an important problem in nonlinear dispersive equations. It has already be done for the \(L^2\) critical and subcritical nonlinear Schrödinger equation (NLS) (see Merle \[12\] and Martel and Merle \[10\]), the \(L^2\) critical and subcritical generalized Korteweg de Vries equation (gKdV) (see Martel...
More generally, constructing a solution to some PDE with a prescribed behavior (not necessarily multi-solitons solutions) is an important question. That question was solved for (gKdV) by Côte [9, 10], and also for parabolic equations exhibiting blow-up, like the semilinear heat equation by Bressan [3, 4] (with an exponential source), Merle [13], Bricmont and Kupiainen [5], Merle and Zaag in [16, 15], Schwery [51] (in the critical case), Mahmoudi, Nouaili and Zaag [38] (in the periodic case), the complex Ginzburg-Landau equation by Zaag [62], Masmoudi and Zaag in [41] and also Nouaili and Zaag [55], a complex heat equation with no gradient structure by Nouaili and Zaag [54], a gradient perturbed heat equation in the subcritical case by Ebde and Zaag in [15], then by Tayachi and Zaag in the critical case in [58, 59] and also by Ghoul, Nguyen and Zaag in [19], a strongly perturbed heat equation in Nguyen and Zaag [53], a non scaling invariant heat equation in Duong, Nguyen, and Zaag [14], two non variational parabolic system Ghoul, Nguyen and Zaag [20, 21, 22] or a higher order parabolic equation in [23]. Other examples are available for Schrödinger maps (see Merle, Raphaël and Rodnianski [44]), the wave maps (see Ghoul, Ibrahim and Nguyen [17]), and also for the Keller-Segel model (see Raphaël and Schwery [56], and also Ghoul and Masmoudi [18]).

Surprisingly enough, in both the parabolic equations above and the supercritical dispersive equations treated in [11], the same topological argument is crucial to control the directions of instability. This will be the case again for the semilinear wave equation (11) under consideration. As for the strategy of the proof, we rely on the following two step method:

- As in the unperturbed case, thanks to a dynamical system formulation, we show that controlling the similarity variables version $w(y,s)$ solution of (6) around the expected behavior (15) reduces to the control of the unstable directions, whose number is finite. This dynamical system formulation is essentially the same as the one used in [12] and [52].

- Then, we solve the finite dimensional problem thanks to a topological argument based on index theory.

We would like to insist on the fact that we introduce a new feature in the method to allow us to directly prescribe the center of mass as required in (17).

2 Construction of a multi-soliton solution in similarity variables

In this section, we assume that $(H)$ holds, and we construct a multi-soliton solution in similarity variables for equation (6). At the end of the section, we use this construction to prove Theorem 1 (note that we don’t prove Corollary 2, as it follows immediately from Theorem 1 thanks to the finite speed of propagation). At the very end of the section, we will consider the more restrictive hypothesis $(H')$ to show that the origin is a characteristic point.

Technically, we use the dynamical system formulation introduced in [52] and used in [12]. For that purpose, we introduce for all $d \in (-1,1)$ and $\nu > -1 + |d|$, $\kappa^*(d, \nu, y) =$
\begin{equation}
\kappa_1^\ast(d,\nu,y) = \kappa_0 \frac{(1 - d^2)^{-\frac{1}{p-1}}}{(1 + dy + \nu)^{\frac{p}{p-1}}},
\end{equation}

\begin{equation}
\kappa_2^\ast(d,\nu,y) = \nu \partial_\nu \kappa_1^\ast(d,\nu,y) = -\frac{2\kappa_0 \nu}{p-1} \frac{(1 - d^2)^{-\frac{1}{p-1}}}{(1 + dy + \nu)^{\frac{p}{p-1}}}.
\end{equation}

We refer to these functions as “generalized solitons” or solitons for short. Notice that for any \( \mu \in \mathbb{R} \), \( \kappa^\ast(d,\mu e^y, y) \) is a solution to equation (6) in the unperturbed case. Then, note that:

- \( \kappa^\ast(d,\mu e^y, y) \rightarrow (\kappa(d),0) \) in \( \mathcal{H} \) as \( s \rightarrow -\infty \);

- when \( \mu = 0 \), we recover the stationary solutions \( (\kappa(d),0) \) defined in (10);

- when \( \mu > 0 \), the solution exists for all \( (y,s) \in (-1,1) \times \mathbb{R} \) and converges to 0 in \( \mathcal{H} \) as \( s \rightarrow \infty \) (it is a heteroclinic connection between \( (\kappa(d),0) \) and 0);

- when \( \mu < 0 \), the solution exists for all \( (y,s) \in (-1,1) \times (-\infty, \log (|d|^{-1} \mu^{-1})) \) and blows up at time \( s = \log \left( \frac{|d|^{-1}}{\mu} \right) \).

We also introduce for \( l = 0 \) or 1, for any \( d \in (-1,1) \) and \( r \in \mathcal{H} \),

\( \Pi_l^r = \phi(W_l(d),r) \), where

\[ \phi(q,r) := \int_{-1}^{1} (q_1 r_1 + q_1' r_1^2 (1 - y^2) + q_2 r_2) \rho dy, \]

\[ W_l(d,y) := (W_{l,1}(d,y),W_{l,2}(d,y)), \]

\[ W_{1,2}(d,y)(y) = c_1(d) \frac{(1 - d^2)^{-\frac{1}{p-1}}(1 - y^2)}{(1 + dy)^{\frac{p}{p-1}+1}}, \quad W_{0,2}(d,y) = c_0 \frac{(1 - d^2)^{-\frac{1}{p-1}}(1 + dy)^{\frac{p}{p-1}}+1}{(1 + dy)^{\frac{p}{p-1}+1}}, \]

for some positive \( c_1(d) \) and \( c_0 \), and \( W_{l,1}(d,y) \in \mathcal{H}_0 \) is uniquely determined as the solution of

\[ -\mathcal{L} r + r = \left( l - \frac{p+3}{p-1} \right) W_{l,2}(d) - 2y \partial_y W_{l,2}(d) + \frac{8 W_{l,2}(d)}{p-1} \]

(see estimate (3.57) in [31] for more details).

Given \( k \geq 2 \), \( \zeta_0 \in \mathbb{R} \) and \( s_0 > 0 \), we will construct the multi-solution as a solution to the Cauchy problem of equation (6) with initial data (at \( s = s_0 \)) depending on \( k + 1 \) parameters: \( |\nu_{i,0}| \leq s_0^{-\frac{1}{2} - |\gamma_i|} \) for \( i = 1, \ldots, k \), and \( |\phi_{1,0}| \leq s_0^{-\eta} \), given by

\begin{equation}
(w(y,s_0), \partial_s w(y,s_0)) = \sum_{i=1}^{k} (-1)^i \kappa^\ast(\hat{d}_i(s_0,\phi_{1,0}),\nu_{i,0}, y),
\end{equation}

where

\[ \hat{d}_i(s_0,\phi_{1,0}) = - \tanh(\zeta_i(s_0) + \zeta_0 + \frac{p-1}{2} \phi_{1,0}), \]

(23)
\( \tilde{\zeta}_i(s_0) \) is defined in (11), \( \gamma_i \) is defined by
\[
\gamma_i = (p - 1) \left( -i + \frac{k + 1}{2} \right),
\]
and the constant \( \eta > 0 \) will be defined later in (45).

In comparison with the unperturbed case treated in [12], we have one more parameter here (\( \phi_{1,0} \)), and this parameter is precisely the one that will allow us to prescribe the center of mass. Note also that in [12], the corresponding construction was done with \( \zeta_0 = 0 \). Accordingly, estimate (24) in [12] was satisfied with \( \zeta_0 = 0 \) and \( \phi_{1,0} = 0 \). Here lays a major difference between our approach and that of [12], in the sense that we construct our solution in relation with \((\tilde{\zeta}_i(s_0) + \zeta_0)_i\), which is a particular solution of (12), whereas in [12], the construction is done only for \( \zeta_0 = 0 \).

Such a solution will be denoted by \( w(s_0, (\nu_{i,0})_i, \phi_{1,0}, y, s) \), or when there is no ambiguity, by \( w(y, s) \) or \( w(s) \) for short. We will show that when \( s_0 \) is fixed large enough, we can fine-tune the parameters
\[
\nu_{i,0} \in \left[ -s_0^{-\frac{1}{2} - |\gamma_i|}, s_0^{-\frac{1}{2} - |\gamma_i|} \right] \quad \text{for} \quad i = 1, \ldots, k \quad \text{and} \quad \phi_{1,0} \in \left[ -s_0^{-\eta}, s_0^{-\eta} \right],
\]
so that the solution \( w(s_0, (\nu_{i,0})_i, \phi_{1,0}, y, s) \) will be decomposed as a sum of \( k \) decoupled solitons. This is the aim of the section.

**Proposition 2.1** (A multi-soliton solution in the \( w(y, s) \) setting). For any integer \( k \geq 2 \), and \( \zeta_0 \in \mathbb{R} \) there exist \( s_0 > 0 \), \( \nu_{i,0} \in \mathbb{R} \) for \( i = 1, \ldots, k \) and \( \phi_{1,0} \in \mathbb{R} \) such that equation (6) with initial data (at \( s = s_0 \)) given by (23) is defined for all \( (y, s) \in (-1, 1) \times [s_0, \infty) \), satisfies \( (w(s), \partial_s w(s)) \in \mathcal{H} \) for all \( s \geq s_0 \), and
\[
\left\| \left( \begin{array}{c} w(s) \\ \partial_s w(s) \end{array} \right) - \left( \sum_{i=1}^{k} (-1)^{i+1} \kappa(d_i(s)) \right) \right\|_{\mathcal{H}} \to 0 \quad \text{as} \quad s \to \infty,
\]
for some continuous \( d_i(s) = -\tanh \tilde{\zeta}_i(s) \) satisfying
\[
\zeta_i(s) - \tilde{\zeta}_i(s) \to \zeta_0 \quad \text{as} \quad s \to \infty \quad \text{for} \quad i = 1, \ldots, k
\]
where the \( \tilde{\zeta}_i(s) \) are introduced in (11).

**Remark.** Note from (23) that initial data are in \( H^1 \times L^2(-1, 1) \). Going back to the \( u(x, t) \) formulation, we see that initial data is also in \( H^1 \times L^2(-1, 1) \) of the initial section of the backward light-cone. Therefore, from the solution to the Cauchy-problem in light-cones, we see that the solution stays in \( H^1 \times L^2 \) of any section.

As one can see from (23), at the initial time \( s = s_0 \), \( w(y, s_0) \) is a pure sum of solitons. From the continuity of the flow associated with equation (6) in \( \mathcal{H} \) (this continuity comes from the continuity of the flow associated with equation (11) in \( H^1 \times L^2 \) of sections of backward light-cones), \( w(y, s) \) will stay close to a sum of solitons, at least for a short time after \( s_0 \). In fact, we can do better, and impose some orthogonality conditions, killing the zero and expanding directions of the linearized operator of equation (11) around the sum of solitons. The following modulation technique from Merle and Zaag in [52] is crucial for that.
Proposition 2.2 (A modulation technique; Proposition 3.1 of [52]). For all $A \geq 1$, there exist $E_0(A) > 0$ and $\epsilon_0(A) > 0$ such that for all $E \geq E_0$ and $\epsilon \leq \epsilon_0$, if $v \in \mathcal{H}$ and for all $i = 1, \ldots, k$, $(\hat{d}_i, \hat{\nu}_i) \in (-1, 1) \times \mathbb{R}$ are such that

$$-1 + \frac{1}{A} \leq \frac{\hat{\nu}_i}{1 - \hat{d}_i} \leq A, \quad \hat{\zeta}_{i+1}^* - \hat{\zeta}_i^* \geq E \text{ and } \|\hat{q}\|_{\mathcal{H}} \leq \epsilon$$

where $\hat{q} = v - \sum_{j=1}^{k} (-1)^j \kappa^*(d_j, \nu_j)$ and $\hat{d}_i = \frac{\hat{d}_i}{1 + \hat{\nu}_i} = - \tanh \hat{\zeta}_i^*$, then, there exist $(d_i, \nu_i)$ such that for all $i = 1, \ldots, k$ and $l = 0, 1$,

1. $\Pi^d_{i,l}(q) = 0$ where $q := v - \sum_{j=1}^{k} (-1)^j \kappa^*(d_j, \nu_j)$,

2. $\left| \frac{\nu_i}{1 - |d_i|} - \frac{\hat{\nu}_i}{1 - |\hat{d}_i|} \right| + |\zeta_i^* - \hat{\zeta}_i^*| \leq C(A)\|\hat{q}\|_{\mathcal{H}} \leq C(A)\epsilon$,

3. $-1 + \frac{1}{2A} \leq \frac{\nu_i}{1 - |d_i|} \leq A + 1, \quad \zeta_{i+1}^* - \zeta_i^* \geq \frac{E}{2}$ and $\|q\|_{\mathcal{H}} \leq C(A)\epsilon$,

where $d_i^* = \frac{d_i}{1 + \nu_i} = - \tanh \zeta_i^*$.

Let us apply this proposition with $v = (w(y, s_0), \partial_s w(y, s_0))$ defined in (23), $\hat{d}_i = \hat{d}_i(s_0, \phi_{1,0})$ defined in (24) and $\hat{\nu}_i = \nu_{i,0}$. Clearly, we have $\hat{q} = 0$. Then, from (23), (24) and straightforward calculations, we see that

$$\frac{|\hat{\nu}_i|}{1 - |\hat{d}_i|} \leq \frac{C}{\sqrt{s_0}} \text{ and } \hat{\zeta}_{i+1}^* - \hat{\zeta}_i^* \geq \frac{p - 1}{4} \log s_0$$

for $s_0$ large enough. Therefore, Proposition 2.2 applies with $A = 2$ and from the continuity of the flow associated with equation (6) in $\mathcal{H}$, we have a maximal $\bar{s} = \bar{s}(s_0, (\nu_{i,0}), \phi_{1,0}) > s_0$ such that $w$ exists for all time $s \in [s_0, \bar{s})$ and $w$ can be modulated in the sense that

$$w(y, s), \partial_s w(y, s)) = \sum_{i=1}^{k} (-1)^i \kappa^*(d_i(s), \nu_i(s)) + q(y, s)$$

(28)

where the parameters $d_i(s)$ and $\nu_i(s)$ are such that for all $s \in [s_0, \bar{s}]$,

$$\Pi^d_{i,l}(s)(q(s)) = 0, \quad \forall l = 0, 1, \ i = 1, \ldots, k$$

and

$$\frac{|\nu_i(s)|}{1 - |d_i(s)|} \leq s_0^{-1/4}, \quad \zeta_{i+1}^*(s) - \zeta_i^*(s) \geq \frac{(p - 1)}{8} \log s_0 \quad \text{and} \quad ||q(s)||_{\mathcal{H}} \leq \frac{1}{\sqrt{s_0}}$$

(29)

where $\zeta_i^*(s) = - \arg \tanh \left( \frac{d_i(s)}{1 + \nu_i(s)} \right)$.

Two cases then arise:
- either $\bar{s}(s_0, (\nu_{i,0}), \phi_{1,0}) = +\infty$;
- or $\bar{s}(s_0, (\nu_{i,0}), \phi_{1,0}) < +\infty$ and one of the $\leq$ symbols in (29) is a $=$.
At this stage, we see that controlling the solution \( w(s) \in \mathcal{H} \) is equivalent to controlling \( q \in \mathcal{H} \), \((d_i(s)), i \in (-1, 1)^k \) and \((\nu_i(s)), i \in \mathbb{R}^k \). Introducing

\[
\zeta_i(s) = - \arg \tanh (d_i(s)), \quad J = \sum_{i=1}^{k-1} e^{-\frac{2}{p-1}(\zeta_{i+1} - \zeta_i)}, \quad \bar{J} = \sum_{i=1}^{k} \frac{|\nu_i|}{1 - d_i^2},
\]

we project equation (6) to derive the following estimates:

**Proposition 2.3 (Dynamics of the parameters).** There exists \( \delta > 0 \) such that for \( s_0 \) large enough and for all \( s \in [s_0, \tilde{s}) \), we have

\[
\frac{|\dot{\nu}_i - \nu_i|}{1 - d_i^2} \leq C (\|q\|_{\mathcal{H}}^2 + J + \|q\|_{\mathcal{H}} \bar{J}) + \frac{C}{s^\alpha}, \tag{31}
\]

\[
\left| \frac{\dot{\zeta}_i}{c_1} - (e^{-\frac{2}{p-1}(\zeta_i - \zeta_{i-1})} - e^{-\frac{2}{p-1}(\zeta_{i+1} - \zeta_i)}) \right| \leq C(\|q\|_{\mathcal{H}}^2 + (J + \|q\|_{\mathcal{H}}) \bar{J} + J^{1+\delta}) + \frac{C}{s^\alpha}, \tag{32}
\]

\[
\|q(s)\|_{\mathcal{H}}^2 \leq Ce^{-\delta(s-s_0)}\|q(s_0)\|_{\mathcal{H}}^2 + C\bar{J}^\bar{p} + \frac{C}{s^\alpha}, \tag{33}
\]

with

\[
\bar{p} = \begin{cases} 
  p & \text{if } p < 2, \\
  2 - 1/100 & \text{if } p = 2, \\
  2 & \text{if } p > 2,
\end{cases}
\]

where \( \zeta_i(s) = - \arg \tanh d_i(s), c_1 = c_1(p) > 0, J \) and \( \bar{J} \), are introduced in (30).

**Proof.** As in the unperturbed case, this statement is devoted to understanding the dynamics of equation (5) near the sum of \( k \) solitons. Most of the estimates are the same as in the unperturbed case [10] treated in [12] and some others are more delicate. For that reason, we leave the proof to Appendix A. \( \square \)

**Remark.** Let us mention that, the estimates (31), (32) and (33) are similar to the ones obtained in the unperturbed case treated in [12] except for the following:

- The presence of the additional term \( \frac{C}{s^\alpha} \) which is natural to control the perturbation terms related to \( f \) and \( g \).

- We end up, in estimate (33), we have a new term \( J^{\bar{p}} \) instead of \( \bar{J}^2 \) (where \( \bar{J} = \sum_{i=1}^{k-1} e^{-\frac{2}{p-1}(\zeta_{i+1} - \zeta_i)} \)) in the unperturbed case. This is based on the fact that all the norms on \( \mathbb{R}^n \) are equivalent.

In order to prove Proposition 2.1, our aim is to show the existence of a solution with \( \|q(s)\|_{\mathcal{H}} \to 0 \), \( \zeta_i(s) - \bar{\zeta}_i(s) - \zeta_0 \to 0 \) and \( \bar{J}(s) \to 0 \) as \( s \to \infty \). Hence, it is natural to do as in Section 2 in [12] and linearize system (32) around \((\zeta_i(s) + \zeta_0)_i\) by introducing

\[
\xi_i(s) = \frac{2}{p-1}(\zeta_i(s) - \bar{\zeta}_i(s) - \zeta_0). \tag{35}
\]

This is reasonable, since we see from (32) and (29) that \((\zeta_i(s))_i\) satisfies a perturbed version of the system (12) satisfied by \((\zeta_i(s) + \zeta_0)_i\) and studied in [12].
Following (35), if \( \xi(s) = (\xi_1(s), \ldots, \xi_k(s)) \), then, as it was done in the unperturbed case in [12], by writing a Taylor expansion of (32), we obtain the following differential inequalities, for all \( s \in [s_0, \bar{s}] \), and \( i = 1, \ldots, k \),
\[
\left| \frac{\xi - 1}{s} M \xi \right| \leq \frac{C}{s} |\xi|^2 + C(\|q\|_{\mathcal{H}}^2 + (J + \|q\|_{\mathcal{H}}) \bar{J} + J^{1+\delta}) + \frac{C}{s^\alpha},
\]
where the self-adjoint \( k \times k \) matrix \( M = (m_{i,j})_{i,j} \in [1,k] \) is defined by
\[
m_{i,i} - 1 = \sigma_{i-1}, \quad m_{i,i} = - (\sigma_{i-1} + \sigma_i), \quad m_{i,i+1} = \sigma_i, \quad m_{i,j} = 0 \text{ if } |i-j| \geq 2,
\]
with
\[
\sigma_i = \frac{i(k-i)}{2}.
\]
Note that the matrix \( M \) is diagonalizable, with real eigenvalues \((-m_i)_i\), defined by:
\[
-m_i \equiv -\frac{i(i-1)}{2}, \text{ for } i = 1, \ldots, k
\]
and the associated eigenvectors \( e_i \) normalized for the \( \ell^\infty \) norm. Note that the kernel of \( M \) is spanned by the vector
\[
e_1 = (1, \ldots, 1).
\]
It is then natural to work in the basis defined by its eigenvectors \((e_i)_i\) and to introduce \( \phi(s) = (\phi_1(s), \ldots, \phi_k(s)) \) defined by
\[
\xi(s) = \sum_{i=1}^k \phi_i(s) e_i.
\]
Note that if we project the differential inequalities (36) on the eigenfunctions \((e_i)_i\) of \( M \), then we trivially obtain the following:

**Corollary 2.4** (Dynamics for \( \phi_i \)). For all \( s \in [s_0, \bar{s}] \), and \( i = 1, \ldots, k \),
\[
|\phi_i + \frac{m_i}{s} \phi_i| \leq \frac{C}{s} \sum_{j=1}^k \phi_j^2 + C \left( \|q\|_{\mathcal{H}}^2 + (J + \|q\|_{\mathcal{H}}) \bar{J} + J^{1+\delta} \right) + \frac{C}{s^\alpha}.
\]

**Remark.** This corollary is trivial. Indeed, we just write the differential inequalities (36) on the basis \((e_i)_i\). Note that in [12], the authors prove the following sharper version of (42):
\[
|\phi_i + \frac{m_i}{s} \phi_i| \leq \frac{C}{s} \sum_{j=2}^k \phi_j^2 + C \left( \|q\|_{\mathcal{H}}^2 + (J + \|q\|_{\mathcal{H}}) \bar{J} + J^{1+\delta} \right) + \frac{C}{s^\alpha}.
\]
Note that in (43), the index runs from 2 to \( k \), and not from 1 to \( k \) like in (42). That improvement was crucial in [12], since it was required that \( \phi_i(s) \to 0 \) as \( s \to \infty \), only for \( i \geq 2 \), and not for \( \phi_1(s) \). By the way, the proof of (43) is far from being easy. Here, since we work with any \( \zeta_0 \in \mathbb{R} \) (see (24)) and aim at prescribing the center of mass, we don’t need to be that accurate, and from this point of view, our proof is more simple than the proof of [12].
Note that thanks to all these changes of variables, controlling $w$ is equivalent to the control of $(q, \phi, (\nu_i)_i)$. Now, in order to control $w$ near multi-solitons, we introduce the following set:

**Definition 2.5** (Definition of a shrinking set for the parameters). We say that $w(s) \in \mathcal{V}(s)$ if and only if

\[
s^{1/2+\eta} |q| \leq 1, \quad \forall i = 1, \ldots, k, \quad s^{1/2+|\nu_i|} \leq 1, \quad \text{and} \quad s^{\eta} |\phi_i| \leq 1, \quad (44)
\]

where

\[
\eta = \frac{1}{4} \min \left\{ 1, \delta, \frac{\bar{p}}{2} - \frac{1}{2}, \alpha - \frac{1}{2} \right\}, \quad (45)
\]

$\delta > 0$ is defined in Proposition 2.3 and $\bar{p}$ is defined in (43).

**Remark.** In [12], the condition $s^{\eta} |\phi_i(s)| \leq 1$ was required only for $i \geq 2$. When $i = 1$, the approach of [12] requires only the smallness of $\phi_1(s)$ (namely that $|\phi_1(s)| \leq s_0^{-\eta}$ with $s_0$ and not $s$) with no need to have $\phi_1(s) \to 0$ as $s \to \infty$. Here, we will get $\phi_1(s) \to 0$ as $s \to \infty$, which is the key to prescribe the center of mass.

From the existence of $\bar{s}$ (defined right before (43)), we know that there is a maximal $s^\ast(s_0, (\nu_i, \phi_1)) \in [s_0, \bar{s})$ such that for all $s \in [s_0, s^\ast)$, $w(s) \in \mathcal{V}(s)$ and:

- either $s^\ast = +\infty$,
- or $s^\ast < +\infty$ and from continuity, $w(s^\ast) \in \partial\mathcal{V}(s^\ast)$, in the sense that one $\leq$ symbol in (44) has to be replaced by the $=$ symbol.

Our aim is to show that for $s_0$ large enough, one can find a parameter $((\nu_i, \phi_1))$ in

\[
\prod_{i=1}^{k} \left[ -s_0^{-\frac{1}{2}-|\nu_i|}, s_0^{-\frac{1}{2}-|\nu_i|} \right] \times \left[ -s_0^{-\eta}, s_0^{-\eta} \right]
\]

such that

\[
s^\ast(s_0, (\nu_i, \phi_1)) = +\infty. \quad (46)
\]

With Proposition 2.3 and Corollary 2.4 at hand, we are in a position to prove the following, which directly implies Proposition 2.1.

**Proposition 2.6** (A solution $w(y,s) \in \mathcal{V}(s)$). For $s_0$ large enough, there exists

\[
(\nu_i, \phi_1) \in \prod_{i=1}^{k} \left[ -s_0^{-\frac{1}{2}-|\nu_i|}, s_0^{-\frac{1}{2}-|\nu_i|} \right] \quad \text{and} \quad \phi_1 \in \left[ -s_0^{-\eta}, s_0^{-\eta} \right]
\]

such that equation (6) with initial data (at $s = s_0$) given by (23) is defined for all $(y, s) \in (-1,1) \times [s_0, \infty)$ and satisfies $w(s) \in \mathcal{V}(s)$ for all $s \geq s_0$.

**Proof of Proposition 2.6.** Let $s_0$ be large enough. Define $\mathbb{B}$ (resp. $\mathbb{S}$) the unit ball (resp. sphere) in $(\mathbb{R}^{k+1}, \ell^\infty)$, and the rescaling function

\[
\Gamma_s : \nu_1, \ldots, \nu_k, \phi_1 \rightarrow (s^{-1/2-|\nu_1|} \nu_1, \ldots, s^{-1/2-|\nu_k|} \nu_k, s^{-\eta} \phi_1). \quad (47)
\]

This completes the proof of Proposition 2.6.
For all \((\nu_i), \phi_{1,0}\) \(f \in \mathbb{B}\), we consider the solution \(w(s_0, (\nu_i), \phi_{1,0}, y, s)\) (or \(w(y, s)\) for short) to equation \(\mathcal{G}\), with initial condition at time \(s_0\) given by \(\mathcal{B}\) with

\[ t^f((\nu_i)_i, \phi_{1,0}) = \Gamma_{s_0} t^f((\nu_i)_i, \phi_{1,0}) \]

As we showed after the statement of Proposition 2.6, \(w(y, s)\) can be modulated (up to some time \(\bar{s} = \bar{s}(s_0, (\nu_i), \phi_{1,0}) > s_0\)) into a triplet \((q(s), (d_i(s))_i, (\nu_i(s))_i)\). From the uniqueness of such a decomposition (which is a consequence of the application of the implicit function theorem, see the proof of \([52, \text{Proposition 3.1}]\)), we get

\[ q(s_0) = 0, \quad d_i(s_0) = \hat{d}_i(s_0, \phi_{1,0}) \quad \text{and} \quad \nu_i(s_0) = \left[ \Gamma_{s_0} t^f((\nu_i)_i, \phi_{1,0}) \right]_i, \quad \text{for } i = 1, \ldots, k, \quad (48) \]

where \(\hat{d}_i(s_0, \phi_{1,0})\) is defined in \(\mathcal{B}\).

From \(\mathcal{B}\), the definitions \(\xi_i(s)\) of \(\xi_i(s)\) and \(\mathcal{B}\) of \(\hat{d}_i(s_0, \phi_{1,0})\), we see that

\[ \forall i = 1, \ldots, k, \quad \xi_i(s_0) = \phi_{1,0}. \quad (49) \]

In other words, \((\xi_i(s_0))_i\) is in the kernel of the matrix \(M\) defined in \(\mathcal{B}\) (see \(\mathcal{B}\)). In particular

\[ \forall i = 2, \ldots, k, \quad \phi_i(s_0) = 0 \quad \text{and} \quad \phi_1(s_0) = \phi_{1,0}. \quad (50) \]

Performing the change of variables \(\mathcal{B}\) and \(\mathcal{B}\), we reduce the control of \(w(s)\) to the control of \((q(s), (\nu_i(s))_i, (\phi_i(s))_i)\). Defining

\[ N((\nu_i)_i, \phi_{1,0}, s) := \max \left\{ s^{1/2+\gamma} \|q(s)\|_{\mathcal{F}}, \sup_{i \geq 1} s^{1/2+|\gamma_i|} |\nu_i(s)|, \sup_{i \geq 1} s^{\gamma} |\phi_i(s)| \right\}, \quad (51) \]

we see that \(\mathcal{Y}(s)\) (Definition introduced in \(\mathcal{B}\)) is simply the unit ball of the norm \(N((\nu_i)_i, \phi_{1,0}, s)\).

As asserted just before \(\mathcal{B}\), we aim at finding \((\nu_i)_i, \phi_{1,0}\) so that the associated solution of equation \(\mathcal{G}\) \(w \in \mathcal{C}([s_0, \infty), \mathcal{F})\) is globally defined for forward times and

\[ \forall s \geq s_0, \quad N((\nu_i)_i, \phi_{1,0}, s) \leq 1, \quad \text{i.e.} \quad w(s) \in \mathcal{Y}(s). \]

We argue by contradiction. Assume that the conclusion of Proposition 2.0 does not hold. In particular, for all \((\nu_i)_i, \phi_{1,0}\), the exit time \(s^*(s_0, (\nu_i)_i, \phi_{1,0})\) is finite, where

\[ s^*(s_0, (\nu_i)_i, \phi_{1,0}) = \sup \{ s \geq s_0 \mid \forall \tau \in [s_0, s], \ N((\nu_i)_i, \phi_{1,0}, \tau) \leq 1 \}. \quad (52) \]

Then, by continuity, notice that

\[ N((\nu_i)_i, \phi_{1,0}, s^*(s_0, (\nu_i)_i, \phi_{1,0})) = 1, \quad (53) \]

and that the supremum defining \(s^*(s_0, (\nu_i)_i, \phi_{1,0})\) is in fact a maximum.

We now consider the (rescaled) flow for the \((\nu_i)_i\), that is

\[ \Phi : (s, (\nu_i)_i, \phi_{1,0}) \mapsto \Gamma_s^{-1}(t^f((\nu_i)_i, \ldots, \nu_k(s), \phi_1(s))). \quad (54) \]

By the properties of the flow, \(\Phi\) is a continuous function of \((s, (\nu_i)_i, \phi_{1,0}) \in [s_0, s^*(s_0, (\nu_i)_i, \phi_{1,0})] \times \mathbb{B}\). By definition of the exit time \(s^*(s_0, (\nu_i)_i, \phi_{1,0})\), we have that for all \(s \in [s_0, s^*(s_0, (\nu_i)_i, \phi_{1,0})]\), \(\Phi(s, (\nu_i)_i, \phi_{1,0}) \in \mathbb{B}\). The following claim allows us to conclude:
Claim 2.7. For $s_0$ large enough, we have:

(i) For all $((\nu_i), \phi_{1,0}) \in \mathcal{B}$, $\Phi(s^*(s_0, (\nu_i), \phi_{1,0}), (\nu_i), \phi_{1,0}) \in \mathcal{S}$.

(ii) The flow $s \mapsto \Phi(s, (\nu_i), \phi_{1,0})$ is transverse (outgoing) at $s = s^*(s_0, (\nu_i), \phi_{1,0})$ (when it hits $\mathcal{S}$).

(iii) If $((\nu_i), \phi_{1,0}) \in \mathcal{S}$, then $s^*(s_0, (\nu_i), \phi_{1,0}) = s_0$ and $\Phi(s^*(s_0, (\nu_i), \phi_{1,0}), (\nu_i), \phi_{1,0}) = ((\nu_i), \phi_{1,0})$.

Proof of Claim 2.7. In the following, the constant $C$ stands for $C(s_0)$.

(i) Since for all $s \in \left[ s_0, s^*(s_0, (\nu_i), \phi_{1,0}) \right]$, $N((\nu_i), \phi_{1,0}, s_0) \leq 1$, it follows that, for all $i = 1, \ldots, k$, we have $|\phi_i(s)| \leq C$, hence from the change of variables (53) and (54) together with the definition (51) of $\tilde{\zeta}(s)$, we see that, for all $i = 1, \ldots, k$, we have

$$|\tilde{\xi}_i(s)| = \frac{2}{p-1}|\zeta_i(s) - \tilde{\zeta}_i(s) - \zeta_0| \leq C$$

so that for all $i = 2, \ldots, k$, we obtain

$$|\zeta_i(s) - \zeta_{i-1}(s) - \frac{p-1}{2} \log s| \leq C.$$

This in turns implies that $1/(Cs^{\eta_1}) \leq 1 - d_i^2 \leq C/s^{\eta_1}$, except for $i = (k+1)/2$ if $k$ is odd, where $1 - d_i(s)^2 \geq \frac{1}{C}$. This leads also to the bounds

$$J \leq \frac{C}{s}, \quad \tilde{J} \leq \frac{C}{s^{1/2}}, \quad \sum_{j=1}^k \phi_j^2 \leq \frac{C}{s^{2\eta}},$$

where the different quantities are defined in (50) and (51).

Hence, the estimates (53), (54), (51) and (52) read as follows: for all $s \in \left[ s_0, s^*(s_0, (\nu_i), \phi_{1,0}) \right]$

$$||q(s)||_{\mathcal{W}} \leq \frac{C}{s^{3/2}} + \frac{C}{s^{\eta_2}} \leq \frac{1}{2s^{1/2+\eta}},$$

and from this

$$|\dot{\nu}_i - \nu_i| \leq C \left( \frac{1}{s^{\eta_2}} + \frac{1}{s^{\eta_2+\alpha}} + \frac{1}{s^{\eta_1+1}} \right) \leq \frac{C}{s^{\eta_1+1}}$$

(provided that $s_0$ is large enough (note that we used the definition (45) of $\eta$ in the first and last line above)). Now, if $i = 2, \ldots, k$, recall from the definition (45) of $\eta$ that $0 < 2\eta < m_i$. Considering $g_i(s) = s^{m_i}\phi_i(s)$, we see that $|g_i(s)| \leq C s^{m_i - (1+2\eta)}$. Since $\phi_i(s_0) = 0$ by (50), we write

$$|\phi_i(s)| \leq \frac{C}{s^{2\eta}} \leq \frac{1}{2s^{2\eta}},$$

for $s_0$ large enough.

Since $N((\nu_i), \phi_{1,0}, s^*(s_0, (\nu_i), \phi_{1,0})) = 1$ by (53), we see from the definition (51) of $N$ together with (50) and (54) that necessarily there exists $i = 1, \ldots, k$ such that

$s^*(s_0, (\nu_i), \phi_{1,0})^{1/2+\eta_1}|\nu_i(s^*(s_0, (\nu_i), \phi_{1,0}))| = 1$, or $s^*(s_0, (\nu_i), \phi_{1,0})^\eta|\phi_1(s^*(s_0, (\nu_i), \phi_{1,0}))| = 1$. Using the definitions (54) and (47) of the flow $\Phi$ and the rescaling function $\Gamma_s$, we get to the conclusion of part (i).
(ii) Assume that \( \Phi(s,(\nu_i),\phi_{1,0}) \in S \) for some \( s \in [s_0,s^*(\nu_i),\phi_{1,0}) \). Therefore, either there exists \( i = 1, \ldots, k \) such that
\[
s^{1/2+|\gamma_i|}|\nu_i(s)| = 1, \tag{59}
\]
or
\[
s^0|\phi_1(s)| = 1. \tag{60}
\]
In the case where (59) holds, by using (56), we write
\[
d\frac{d}{ds}s^{1/2+|\gamma_i|}\nu_i(s) = s^{1/2+|\gamma_i|}\left(\frac{1}{2} + |\gamma_i|\right)\nu_i(s) + \nu_i(s)
= s^{1/2+|\gamma_i|}\left(\nu_i(s)\left(1 + \frac{1}{2s} + \frac{|\gamma_i|}{s}\right) + O\left(\frac{1}{s^{1+|\gamma_i|}}\right)\right)
= s^{1/2+|\gamma_i|}\left(\nu_i(s) + O\left(\frac{1}{s^{1+|\gamma_i|}}\right)\right).
\]
By (59), we deduce that for \( s_0 \) large enough,
\[
d\frac{d}{ds}s^{1/2+|\gamma_i|}\nu_i(s) \cdot \frac{1}{s^{1/2+|\gamma_i|}\nu_i(s)} \geq \frac{1}{2}.
\]
Now, in the case where (60) holds, using the fact that \( m_1 = 0 \) (see (39)), we derive from the inequality (57) the fact that
\[
|\frac{d}{ds}\phi_1(s)| \leq \frac{\eta}{2(s^*)^{1+\eta}}.
\]
Since \( \frac{d}{ds}(s^*) = -\frac{n}{2s^*} \), then we have
- \( \frac{d}{ds}\phi_1(s^*) > \frac{d}{ds}\frac{1}{s^*} |_{s=s^*} = \frac{1}{s^*} \), if \( \phi_1(s^*) = \frac{1}{s^*} \),
- \( \frac{d}{ds}\phi_1(s^*) < \frac{d}{ds}\frac{1}{s^*} |_{s=s^*} = -\frac{1}{s^*} \), if \( \phi_1(s^*) = -\frac{1}{s^*} \).
Thus, the flow is transverse on \( B \) and part (ii) holds. Note that the transversality of \( \phi_1 \) is a new feature in our approach, which was not present in Côté and Zaag [12].

(iii) Let \( (\nu_i),\phi_{1,0}) \in S \). From (18) and the definition (54) of the flow \( \Phi \), we see that
\[
\Phi(s_0,(\nu_i),\phi_{1,0}) = (\nu_i),\phi_{1,0}). \tag{61}
\]
Since \((\nu_i),\phi_{1,0}) \in S\), we can use (ii) of Claim 2.7 and see that the flow \( \Phi \) is transverse to \( B \) at \( s = s_0 \). By definition of the exit time, we see that
\[
s^*(s_0,(\nu_i),\phi_{1,0}) = s_0.
\]
Using (61), we get to the conclusion of part (iii). This concludes the proof of Claim 2.7.

We now conclude the proof of Proposition 2.6. From part (ii) of Claim 2.7, \((\nu_i),\phi_{1,0}) \rightarrow s^*(s_0,(\nu_i),\phi_{1,0}) \) is continuous, hence from (i) and (iii),
\[
(\nu_i),\phi_{1,0}) \rightarrow \Phi(s^*(s_0,(\nu_i),\phi_{1,0}),\phi_{1,0})
\]
is a continuous map from \( B \) to \( S \) whose restriction to \( S \) is the identity. By the index theory, this is a contradiction. Thus, there exists \((\nu_i),\phi_{1,0}) \in B \) such that for all \( s \geq s_0 \), \( N(s_0,(\nu_i),\phi_{1,0}) \leq 1 \), hence \( w(s_0,(\nu_i),\phi_{0,1},...,s) \in \mathcal{V}(s) \). This is the desired conclusion. This concludes the proof of Proposition 2.6.
It remains to give the proof of Proposition 2.1 in order to conclude this section. Let us first recall from Lemma A.2 in [52] the following continuity result for the family of solitons $\kappa^*(d, \nu)$:

**Lemma 2.8 (Continuity of $\kappa^*$).** For all $A \geq 2$, there exists $C(A) > 0$ such that if $(d_1, \nu_1)$ and $(d_2, \nu_2)$ satisfy

$$
\frac{\nu_1}{1 - |d_1|}, \frac{\nu_2}{1 - |d_2|} \in [-1 + \frac{1}{A}, A],
$$

then

$$
\|\kappa^*(d_1, \nu_1) - \kappa^*(d_2, \nu_2)\|_{\mathcal{H}} \\
\leq C(A) \left( \frac{\nu_1}{1 - |d_1|} - \frac{\nu_2}{1 - |d_2|} \right) + |\arg \tanh d_1 - \arg \tanh d_2|.
$$

With this lemma, we can give the proof of Proposition 2.1.

**Proof of Proposition 2.1.** Let us consider the solution constructed in Proposition 2.6. Since $w(s) \in \mathcal{V}(s)$ for all $s \geq s_0$, from Corollary 2.4 and the definition of $\mathcal{V}(s)$, we see that (57) holds. In particular, for $i = 1, \ldots, k$, we see that

$$
|\phi_i(s)| \leq C s^{-\gamma}, \quad \text{for } s \text{ large enough}.
$$

Therefore, for $i = 1, \ldots, k$, we have $\phi_i(s) \to 0$ as $s \to \infty$. Then, by (41), we see that $\xi_i(s) \to 0$, for $i = 1, \ldots, k$. From (55), we see that $\zeta_i(s) - \zeta_i(s) - \zeta_0 \to 0$ for all $i = 1, \ldots, k$ and (62) follows. In particular,

$$
1 - |d_i(s)| \sim C_i s^{-|\gamma|} \text{ as } s \to \infty,
$$

hence, from the definition of $\mathcal{V}(s)$, we have

$$
\forall s \geq s_0, \quad \frac{|\nu_i|}{1 - |d_i(s)|} \leq C(s_0) s^{-\frac{1}{2}}.
$$

Therefore, Lemma 2.8 applies and since $\kappa^*(d_i(s), 0, y) = \left( \kappa(d_i(s), y), 0 \right)$, we have

$$
\|\kappa^*(d_i(s), \nu_i(s)) - (\kappa(d_i(s), 0))\|_{\mathcal{H}} \leq C(s_0) \frac{|\nu_i|}{1 - |d_i(s)|} \leq C(s_0) s^{-\frac{1}{2}}.
$$

As $\|q(s)\|_{\mathcal{H}} \leq \frac{C}{s^{2+\gamma}}$ by definition of $\mathcal{V}(s)$, and with (28), we deduce that

$$
\left\| \begin{pmatrix} w(s) \\ \partial_s w(s) \end{pmatrix} - \begin{pmatrix} \sum_{i=1}^k (-1)^{i+1} \kappa(d_i(s)) \\ 0 \end{pmatrix} \right\|_{\mathcal{H}} \leq \|q(s)\|_{\mathcal{H}} + C(s_0) s^{-\frac{1}{2}} \leq C(s_0) s^{-\frac{1}{2}}
$$

and (26) follows. This concludes the proof of Proposition 2.1.

Now, we are ready to give the proof of Theorem 1 (as we said at the beginning of the section, we don’t prove Corollary 2 as it follows directly from Theorem 1).
Proof of Theorem 1

The proof is very easy, since we have only to translate the construction of the previous section into the $u(x,t)$ setting, and recover a solution to our problem. This part contains straightforward and obvious arguments which may be skipped by specialists. We give them for the reader’s convenience.

Consider an integer $k \geq 2$ and consider $w(y,s)$ the solution of (6) constructed in Proposition 2.1. Then, let us define $u(x,t)$ as the solution of equation (1) with initial data in $H^1_{loc,u} \times L^2_{loc,u}(\mathbb{R})$ whose trace in $(-1,1)$ is given by

$$u(x,0) = w(x,s_0) \quad \text{and} \quad \partial_t u(x,0) = \partial_s w(x,s_0) + \frac{2}{p-1} w(x,s_0) + x \partial_y w(x,s_0).$$

(64)

Then $u(x,t)$ satisfies all the requirements in Theorem 1. Indeed, by the finite speed of propagation, we clearly have:

(i) For all $t \in [0,1)$ and $|x| < 1-t$,

$$u(x,t) = (1-t)^{-\frac{2}{p-1}} w \left( \frac{x}{1-t}, s_0 - \log(1-t) \right).$$

(65)

Indeed, by definition (5) of similarity variables, the function on the right-hand side of (65) is a solution to equation (1) with the same initial data (64) as $u(x,t)$. Since that initial data is in $H^1 \times L^2([-1,1))$ and equation (1) is well-posed in $H^1 \times L^2$ of sections of backward light cones, both solutions are equal from the uniqueness to the Cauchy problem and the finite speed of propagation, hence (65) holds. In particular, from (5), we have

$$\forall s \geq 0, \forall y \in (-1,1), \ w_{0,1}(y,s) = w(y,s+s_0).$$

(66)

(ii) $u$ is a blow-up solution. Indeed, if not, then $u$ is global and $u \in L^\infty_{loc}([0,\infty),H^1_{loc,u} \times L^2_{loc,u}(\mathbb{R}))$. In particular, we write from the Sobolev injection, for all $s \geq 0$ and $\epsilon > 0$,

$$\|w_{0,1}(s)\|_{L^p} \leq C \|u\|_{L^\infty(|x|<1+\epsilon-t)} e^{-\frac{2s}{p-1}} \to 0 \text{ as } s \to \infty.$$  

(67)

This is in contradiction with (66) and (26).

(iii) $T(0) = 1$. Indeed, from (66) we see that $u(x,t)$ is defined in the cone $|x| < 1-t$, $t \geq 0$, hence $T(0) \geq 1$. From (67), we see that if $T(0) > 1 + \epsilon$ for some $\epsilon > 0$, then the same contradiction follows. Thus $T(0) = 1$.

(iv) From above, we can use the simplified notation for (5) and write $w_0$ instead of $w_{0,1}$, and rewrite (65) as follows:

$$\forall s \geq 0, \forall y \in (-1,1), \ w_0(y,s) = w(y,s+s_0).$$

Using (26) and (27), we see that (15) follows for $w_0$ with

$$\zeta_i(s) - \bar{\zeta}_i(s) \to \zeta_0 \text{ as } s \to \infty \text{ for } i = 1, \ldots, k.$$
where \( \zeta_0 \in \mathbb{R} \) and \((\tilde{\zeta})(s) \) is the explicit solution of system (12). Thanks to the following continuity result for the solitons \( \kappa(d) \) (which follows from estimate (63) in Lemma 2.3):

\[
\| \kappa(d_1) - \kappa(d_2) \|_{\mathcal{H}_\infty} \leq C | \arg \tanh d_1 - \arg \tanh d_2 |,
\]

we see that (15) still holds if we slightly modify the \( \zeta_i(s) \) by putting \( \zeta_i(s) = \tilde{\zeta}_i(s) + \zeta_0 \) as required by (16). Finally, if we consider the more restrictive hypothesis \( (H') \), from the classification of the blow-up behavior for general solutions, available from [30], we clearly see that the origin is a characteristic point. Thus, we have a solution obeying all the requirements of Theorem 1.

**A  Dynamics of equation (6) near multi-solitons**

This appendix is devoted to the proof of Proposition 2.3. In the special case where \( (f, g) \equiv (0,0) \), the proof is already known from [12, Proposition 3.4]. Note that this proof is based on Lemma C.2, Claims 4.8 and 4.9 of [52], together with Proposition 3.2 in [51].

In our case, where \( (f, g) \neq (0,0) \), in order to avoid unnecessary repetition, we kindly refer the reader to [12] and [52] for all the projections of the terms in (69) not involving \( f \) and \( g \) and we will only focus here on the terms with \( f \) and \( g \).

**Proof of Proposition 2.3**  Using the definition (28) of \( q \), we transform equation (6) satisfied by \( w \) into the following system satisfied by \( q \), for all \( s \in [s_0, \bar{s}] \):

\[
\frac{\partial}{\partial s}\begin{pmatrix} q_1 \\ q_2 \end{pmatrix} = \hat{L} \begin{pmatrix} q_1 \\ q_2 \end{pmatrix} - \sum_{j=1}^{k} (-1)^j \left[ (\nu_j'(s) - \nu_j(s)) \partial_v \kappa_j^* + d_j'(s) \partial_v \kappa_j^* \right] (d_j(s), \nu_j(s), y) \\
+ \begin{pmatrix} 0 \\ 0 \end{pmatrix} + \begin{pmatrix} 0 \\ h(q_1) \end{pmatrix} + \begin{pmatrix} 0 \\ \hat{f}(q_1) \end{pmatrix} + \begin{pmatrix} 0 \\ \hat{g}(q_1) \end{pmatrix},
\]

where

\[
\hat{L} \begin{pmatrix} q_1 \\ q_2 \end{pmatrix} = \left( \mathcal{L} q_1 + \psi q_1 - \frac{q_2}{p-3} q_2 - 2y \partial_y q_2 \right),
\]

\[
\psi(y, s) = p|K_1^*(y, s)|^{p-1} - \frac{2(p+1)}{(p-1)^2}, \quad K_1^*(y, s) = \sum_{j=1}^{k} (-1)^j \kappa_j^*(d_j(s), \nu_j(s), y),
\]

\[
h(q_1) = |K_1^* + q_1|^{p-1}(K_1^* + q_1) - |K_1^*|^{p-1} K_1^* - p|K_1^*|^{p-1} q_1,
\]

\[
\hat{f}(q_1) = e^{-\frac{2ps}{p-1}} f \left( e^{\frac{2s}{p-1}} (K_1^* + q_1) \right),
\]

\[
\hat{g}(q_1) = e^{-\frac{2ps}{p-1}} g \left( x_0 + ye^{-s}, T_0 - e^{-s}, e^{\frac{2s}{p-1}} w, e^{\frac{(p+1)s}{p-1}} \partial_y w, e^{\frac{(p+1)s}{p-1}} (\partial_y w + y \partial_y w + \frac{2w}{p-1}) \right),
\]

\[
R = |K_1^*|^{p-1} K_1^* - \sum_{j=1}^{k} (-1)^j \kappa_j^*(d_j(s), \nu_j(s), y)^p, \quad w = K_1^* + q_1.
\]

As in the unperturbed case, we give a decomposition of the solution which is well adapted to the proof. More precisely, we start by localizing equation (69) near the center.
\[ d^*_i(s) = \frac{d_i(s)}{1 + \nu_i(s)} \text{ of } \kappa^*(d_i(s), \nu_i(s)) \text{ for each } i = 1, \ldots, k, \text{ which allows us to view it locally as a perturbation of the case of } \kappa(d, y) \text{ already treated in } \text{(17). For this, given } i = 1, \ldots, k, \text{ we need to expand the linear operator of equation } (69) \text{ as follows:} \]

\[
\hat{L}(q) = \hat{L}_{d^*_i(s)}(q) + (0, \bar{V}_i(y, s)q_1) + (0, V_i^*(y, s)q_1), \tag{76}
\]

with

\[
\hat{L}_{d} \begin{pmatrix} q_1 \\ q_2 \end{pmatrix} = \begin{pmatrix} \mathcal{L} q_1 + \psi^*(d)y_1 - \frac{p+3}{p-1} q_2 - 2 y q_2 \\ \psi^*(d, y) \end{pmatrix}, \tag{77}
\]

\[
\psi^*(d, y) = p\kappa(d, y)^{p-1} - \frac{2(p+1)}{(p-1)^2}, \tag{78}
\]

\[
\bar{V}_i(y, s) = p\kappa_1^*(d_i(s), \nu_i(s), y)^{p-1} - p\kappa(d_i(s), y)^{p-1}, \tag{79}
\]

\[
V_i^*(y, s) = p|K_1^*(y, s)|^{p-1} - p\kappa_1^*(d_i(s), \nu_i(s), y)^{p-1}. \tag{80}
\]

We proceed in two parts.

- In Part 1, in order to prove (31) and (32), we project equation (69) using the projector \( \Pi_i^{d^*_i(s)} \) defined in (20) with \( l = 0, 1 \) and \( d^*_i(s) = \frac{d_i(s)}{1 + \nu_i(s)} \).

- In Part 2, we will find a Lyapunov functional for equation (69), which is equivalent to the norm squared, and thus obtain estimate (33).

**Part 1: Projection of equation (69) on \( F_0^{d^*_i(s)} \) and \( F_1^{d^*_i(s)} \)**

Let us assume that \( s_0 \geq 1 \) is large enough and take \( s \in [s_0, \bar{s}) \).

The proof of (31) and (32) is similar to the proof in (12) except for the treatment of the perturbation terms. More precisely, let \( i = 1, \ldots, k \) be fixed and \( l = 0 \) or \( 1 \), the projector \( \Pi_i^{d^*_i(s)} \) defined in (20) is now applied for each term of equation (69). Thanks to (20), together with the analysis of [51 Appendix C], [52 Appendix C] and [12 Appendix A], we easily obtain the following estimates related to the terms not involving \( f \) and \( g \):

\[
|\Pi_i^{d^*_i} (\partial_s q)| \leq C \left| \frac{d^*_i}{1 - d^*_i} \right| q \|_{\mathcal{H}}^2, \]

\[
|\Pi_i^{d^*_i} (\hat{L}_{d^*_i}(q)) = \Pi_i^{d^*_i} (q) = 0, \tag{81}
\]

\[
|\Pi_i^{d^*_i} (0, h(q_1))| \leq C \|q\|_{\mathcal{H}}^2, \]

\[
|\Pi_i^{d^*_i} (0, V_i^*(q_1)) \leq C \|q\|_{\mathcal{H}}^2 + C(J^*)^{\frac{1}{\delta_1}}, \tag{81}
\]

\[
|\Pi_i^{d^*_i} (0, \bar{V}_i(q_1)) \leq C \|q\|_{\mathcal{H}}^2, \tag{81}
\]

\[
|\Pi_i^{d^*_i} (0, R) | \leq C J^*, \tag{81}
\]

\[
|\Pi_i^{d^*_i} (0, R) - c_2(p)(-1)^i e^{-\frac{2}{p-1}(\zeta_i - \zeta_i - 1)} \leq C J^{1+\delta_2} + C J \tilde{J}, \tag{81}
\]

where \( \delta_1 > 0, \delta_2 > 0 \) and \( c_2(p) > 0 \), where

\[
J^* = \sum_{i=1}^{k-1} e^{-\frac{2}{p-1}(\zeta_i + 1 - \zeta_i)}, \tag{82}
\]
and $\zeta^*_i = -\arg h(d_i^*)$. Moreover, we recall some estimates related to the projections of $\partial_y \kappa^*(d_i, \nu_i)$ and $\partial_d \kappa^*(d_i, \nu_i)$ given in [52, Claim 3.2] and in [12, Appendix A]

$$\Pi_0^\kappa (\partial_y \kappa^*(d_i, \nu_i)) = 0,$$

$$-\frac{C}{1-d_i^2} \leq \Pi_0^\kappa (\partial_y \kappa^*(d_i, \nu_i)) \leq -\frac{1}{C(1-d_i^2)},$$

$$|\Pi_1^\kappa (\partial_y \kappa^*(d_i, \nu_i))| \leq \frac{C}{1-d_i^2},$$

$$-\frac{C}{1-d_i^2} \leq \Pi_0^\kappa (\partial_d \kappa^*(d_i, \nu_i)) \leq -\frac{1}{C(1-d_i^2)},$$

$$|\Pi_1^\kappa (\partial_d \kappa^*(d_i, \nu_i))| + |\Pi_1^\kappa (\partial_d \kappa^*(d_j, \nu_j))| \leq \frac{C}{1-d_j^2}\sqrt{J}, \text{ for } i \neq j,$$

$$|\Pi_0^\kappa (\partial_d \kappa^*(d_i, \nu_i)) + \frac{c_3}{1-d_i^2}| \leq C J,$$

for some $c_3 > 0$.

In the sequel, we shall intensively use the following inequalities

$$C^{-1} J \leq J^* \leq C J, \quad C^{-1} \leq \frac{1-d_i^2}{1-d_i^2} \leq C,$$  (84)

and

$$C^{-1} (J^*)^{\frac{p}{2}} \leq J^* \leq C (J^*)^{\frac{p}{2}},$$  (85)

where $J$ and $J^*$ are defined in (30) and (52) and

$$\hat{J}^* = \sum_{i=1}^{k-1} e^{-\frac{\bar{\kappa}_{i+1}}{p} \left(\zeta_i^* - \zeta^*_i\right)}.$$  (86)

As for the proof of (84) and (85), note that (84) easily follows from (29), and that (85) follows from the fact that all the norms on $\mathbb{R}^{k-1}$ are equivalent.

Now, we focus on the “new” terms of the problem related to the perturbation terms $f$ and $g$.

Let us first recall from our previous papers the following basic bounds on the solitons $\kappa(d, y)$ defined in (16) and $\kappa^*(d, \nu, y)$ defined in (18)-(19) together with a crucial Hardy-Sobolev inequality:

**Lemma A.1. (Useful estimates)**

(i) *(A Hardy-Sobolev type inequality)* For all $h \in H_0$, we have

$$\|h\|_{L^2 \frac{1}{2}(1,y)} + \|h\|_{L^p \frac{1}{p}(1,y)} + \|h(1-y^2)\|_{L^p \frac{1}{p}(1,y)} \leq C \|h\|_{H_0}.$$  (84)

(ii) *(Boundedness of $\kappa(d, y)$ in several norms)* For all $d \in (-1, 1)$, we have

$$\|\kappa(d, y)\|_{L^2 \frac{1}{2}(1,y)} + \|\kappa(d, y)\|_{L^p \frac{1}{p}(1,y)} + \|\kappa(d, y)(1-y^2)\|_{L^p \frac{1}{p}(1,y)} + \|\kappa(d, y)\|_{H_0} \leq C.$$
(iii) For \( l = 0, 1 \) and any \( |y| < 1 \), \( |W_{l,2}(d, y)| \leq C \kappa(d, y) \leq C(1 - y^2)^{\frac{1}{p+1}} \).

(iv) *(Properties of \( \kappa^*(d, \nu, y) \))* For all \( d \in (-1, 1) \) and \( \nu > -1 + |d| \), we have:

\[
\forall y \in (-1, 1), \quad 0 \leq \kappa_1^*(d, \nu, y) = \lambda \kappa \left( \frac{d}{1 + \nu}, y \right) \leq \frac{CA}{(1 - y^2)^{\frac{1}{p+1}}}.
\]

\[
\|\kappa^*(d, \nu)\|_{\mathcal{F}} \leq C\lambda + C1_{(\nu < 0)} \frac{|\nu|}{\sqrt{1 - d^2}} \lambda^{\frac{\nu+1}{2}},
\]

where \( \lambda \) is defined by

\[
\lambda = \lambda(d, \nu) = \frac{(1 - d^2)^{\frac{1}{p+1}}}{(1 + \nu)^2 - d^2}^{\frac{1}{p+1}}.
\]

(v) For all \( d \in (-1, 1) \) and \( \nu > -1 + |d| \), we have:

\[
\forall y \in (-1, 1), \quad |\partial_y \kappa_1^*(d, \nu, y)| + |\partial_\nu \kappa_2^*(d, \nu, y)| \leq C\kappa^*(d, y) \frac{1}{1 - d^2}, \quad \text{where} \quad d^* = \frac{d}{1 + \nu}.
\]

*Proof.* - For (i), see Lemma 2.2 page 51 in [47]. For (ii), use (i) and identity (49) page 59 in [47]. For (iii), see (196) page 105 in [47]. For (iv), see (i) in Lemma A.2 page 2878 in [52]. For (v), see (3.41) page 2857 in [52]. \( \square \)

In the following, we give the estimates involving the perturbation terms.

- **Estimate of** \( \Pi_l^{d_1}(0, \tilde{f}(q_1)) \), for \( l = 0, 1 \).

Using the definition (20) and (iii) in Lemma A.1 we conclude that

\[
\|\Pi_l^{d_1}(0, \tilde{f}(q_1))\| \leq C \int_{-1}^{1} |\tilde{f}(q_1)| \kappa(d_1^*) \rho dy. \tag{87}
\]

By using the definition (73) of \( \tilde{f} \), the condition (H) and (iii) in Lemma A.1 we deduce that

\[
\|\Pi_l^{d_1}(0, \tilde{f}(q_1))\| \leq C e^{-\frac{2d_1^*}{\rho}} + C \int_{-1}^{1} \frac{|K_1^* + q_1|^p}{\log(2 + e^{\frac{1}{p-1}}(K_1^* + q_1)^2))^\alpha} \kappa(d_1^*) \rho dy. \tag{88}
\]

In order to bound this latter integral, we divide the interval \([-1, 1]\) in two parts:

\( A_1(s) = \{ y \in (-1, 1) \mid |K_1^* + q_1| \leq e^{-\frac{1}{p-1}} \} \) and \( A_2(s) = \{ y \in (-1, 1) \mid |K_1^* + q_1| > e^{-\frac{1}{p-1}} \} \).

On the one hand, if \( y \in A_1(s) \), we have

\[
\frac{|K_1^* + q_1|^p}{\log(2 + e^{\frac{1}{p-1}}(K_1^* + q_1)^2))^\alpha} \leq C e^{-\frac{d_1^*}{\rho}}. \tag{89}
\]

Integrating (89) over \( A_1(s) \) and using (iii) in Lemma A.1 we see that

\[
\int_{A_1(s)} \frac{|K_1^* + q_1|^p}{\log(2 + e^{\frac{1}{p-1}}(K_1^* + q_1)^2))^\alpha} \kappa(d_1^*) \rho dy \leq C e^{-\frac{d_1^*}{\rho}}. \tag{90}
\]
On the other hand, if \( y \in A_2(s) \), we have
\[
\log(2 + e^{\frac{A_s}{(e^x - 1)}(K_1^* + q_1)^2}) > \log(2 + e^{\frac{2s}{p-1}}) \geq \frac{2s}{p-1},
\]
and we write, for all \( y \in A_2(s) \),
\[
\frac{|K_1^* + q_1|^p}{(\log(2 + e^{\frac{2s}{p-1}}(K_1^* + q_1)^2))^a} \leq \frac{C}{s^a}|K_1^* + q_1|^p \leq \frac{C}{s^a}(|K_1^*|^p + |q_1|^p).
\] (91)

If we integrate (91) over \( A_2(s) \), using the simple fact that \( A_2(s) \subset [-1,1] \), we obtain
\[
\int_{A_2(s)} \frac{|K_1^* + q_1|^p}{(\log(2 + e^{\frac{2s}{p-1}}(K_1^* + q_1)^2))^a} \kappa(d_1^*) \rho dy \leq \frac{C}{s^a} \int_{-1}^{1} (|K_1^*|^p + |q_1|^p) \kappa(d_1^*) \rho dy.
\] (92)

Furthermore, we apply the inequality \( ab^p \leq C(a^{p+1} + b^{p+1}) \), for all \( a > 0, b > 0 \), to get
\[
\int_{-1}^{1} |q_1|^p \kappa(d_1^*) \rho dy \leq C \int_{-1}^{1} |q_1|^{p+1} \rho dy + C \int_{-1}^{1} \kappa^{p+1}(d_1^*) \rho dy.
\] (93)

Gathering (92), (93), Lemma A.1 and (29), we have
\[
\int_{-1}^{1} |q_1|^p \kappa(d_1^*) \rho dy \leq C|q|^p_{\alpha} + C \leq C.
\] (94)

It suffices to combine (88), (90), (92), (94) and (iv) in Lemma A.1 to obtain that
\[
|\Pi_1^{d_1^*}(0, \tilde{g}(q_1))| \leq \frac{C}{s^a}.
\] (95)

- **Estimate of** \( \Pi_1^{d_1^*}(0, \tilde{g}(q_1)) \), for \( l = 0, 1 \).

Proceeding as for estimate (57), we have
\[
|\Pi_1^{d_1^*}(0, \tilde{g}(q_1))| \leq C \int_{-1}^{1} |\tilde{g}(q_1)| \kappa(d_1^*) \rho dy.
\] (96)

By using the condition \( (H) \) and the definition (74) of \( \tilde{g} \), we obtain
\[
|\tilde{g}(q_1)| \leq C e^{-s}(|\partial_2 K_1^*| + |\partial_2 q_1| + |\partial_2 K_1^* + \partial_2 q_1|)
+ C e^{-s}|K_1^* + q_1| + |K_1^* + q_1|^{\frac{p+1}{2}} + C e^{-\frac{2m}{p-1}},
\] (97)

where \( K_1^* \) is defined in (71). Combining (97) and the expression
\[
q_2 = \partial_2 q_1 + \partial_2 K_1^* - \sum_{j=1}^{k} (-1)^j \nu_j \partial_\nu \kappa_1^*(d_j, \nu_j)
\] (98)

(which comes from (28)), one easily obtains
\[
|\tilde{g}(q_1)| \leq C e^{-s}(|\partial_2 q_1| + |q_2| + |q_1|^{\frac{p+1}{2}}) + C e^{-s}(|\partial_2 K_1^*| + |K_1^*| + |K_1^*|^{\frac{p+1}{2}})
\]
\[
+ Ce^{-s} \sum_{j=1}^{k} |\nu_j| |\partial \nu \kappa_1^*(d_j, \nu_j)| + Ce^{-\frac{2s}{p-1}}. 
\]

(99)

According to (96), (99), together with items (i) and (ii) in Lemma A.1, we deduce that

\[
|\Pi^{\eta}_i(0, \tilde{g}(q_1))| \leq Ce^{-s} \int_{-1}^{1} (|\partial_y q_1| + |q_2| + |q_1|^\frac{p+1}{2}) \kappa(d_i^*) \rho dy 
\]

\[
+ Ce^{-s} \int_{-1}^{1} (|\partial_y K_1^*| + |K_1^*| + \frac{\kappa^2(d_i^*)}{1 - y^2}) \kappa(d_i^*) \rho dy
\]

(100)

\[
+ Ce^{-s} \sum_{j=1}^{k} |\nu_j| \int_{-1}^{1} |\partial \nu \kappa_1^*(d_j, \nu_j)| \kappa(d_j^*) \rho dy + Ce^{-\frac{2s}{p-1}}.
\]

(100)

We are going now to estimate the different terms of the right-hand side of inequality (100). Thanks to the classical inequality \(ab \leq a^2 + b^2\), (ii) in Lemma A.1 and (29), we conclude that

\[
|I_1(s)| \leq Ce^{-s} \int_{-1}^{1} \left(|\partial_y q_1|^2 (1 - y^2) + |q_2|^2 + |q_1|^2 + |q_1|^{p+1} + \frac{\kappa^2(d_i^*)}{1 - y^2}\right) \rho dy \leq Ce^{-s}. 
\]

(101)

Proceeding as for estimate (101) and exploiting, (29), (i) and (iv) in Lemma A.1, we conclude

\[
|I_2(s)| \leq Ce^{-s}. 
\]

(102)

Using (v) in Lemma A.1 and (84), we see that

\[
|I_3(s)| \leq Ce^{-s} \sum_{j=1}^{k} \frac{|\nu_j|}{1 - d_j^2} \int_{-1}^{1} |\kappa(d_j^*)| \kappa(d_j^*) \rho dy. 
\]

(103)

Thanks to (103), (29), the classical inequality \(ab \leq a^2 + b^2\), (ii) in Lemma A.1 we conclude

\[
|I_3(s)| \leq Ce^{-s}. 
\]

(104)

Combining the inequalities (100), (101), (102), (104), we infer that

\[
|\Pi^{\eta}_i(0, \tilde{g}(q_1))| \leq Ce^{-s}. 
\]

(105)

**Conclusion of the proof of (31) and (32):**

We first project equation (69) with \(\Pi^{\eta}_0\). Using (81), (83), (95), (105) and (84), we conclude

\[
\left|(-1)^{i+1} d_i^* \Pi^{\eta}_0(\partial \nu \kappa^*) + \Pi^{\eta}_0(0, R)\right| \leq C \sum_{j=1, j \neq i}^{k} \frac{|\nu_j' - \nu_j| + |d_j^*|}{1 - d_j^2} \sqrt{J}
\]
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By using (83) again, (29), (81), the inequalities (106) and (84), we obtain
\[
\left| \frac{\zeta_i}{c_1} - (e^{-\frac{2}{\nu_i} (\zeta_i - \zeta_{i-1})} - e^{-\frac{2}{\nu_i} (\zeta_{i+1} - \zeta_i)}) \right| \leq C \sum_{j=1, j \neq i}^{k} \frac{|\nu_j' - \nu_j| + |\nu_j'|}{1 - d_j^2} + C \left| d_i' \right| + |\nu_i' - \nu_i| + |\nu_i| \frac{\|q\|_{\mathcal{H}}}{1 - d_i^2} \right] + CJ + C|d_i'|\bar{J} + \frac{C}{s^\alpha},
\]
for some \( \delta_3 > 0 \), where \( d_i = -\tanh \zeta_i \) and \( J \) and \( \bar{J} \) are defined in (30). Recalling the definition (30) of \( \zeta_i(s) \) and \( J \), we write
\[
\frac{|d_i'|}{1 - d_i^2} \leq C \sum_{j=1, j \neq i}^{k} \frac{|\nu_j' - \nu_j| + |\nu_j'|}{1 - d_j^2} \sqrt{J} + C \frac{|d_i'| + |\nu_i' - \nu_i| + |\nu_i|}{1 - d_i^2} \frac{\|q\|_{\mathcal{H}}}{1 - d_i^2}
+ C\|q\|_{\mathcal{H}}^2 + C J + C |d_i'| \bar{J} + \frac{C}{s^\alpha},
\]
for some \( \delta_3 > 0 \), where \( d_i = -\tanh \zeta_i \) and \( J \) and \( \bar{J} \) are defined in (30). Recalling the definition (30) of \( \zeta_i(s) \) and \( J \), we write
\[
\frac{|\nu_j' - \nu_j|}{1 - d_i^2} \leq C \frac{|d_i'|}{1 - d_i^2} + C \sum_{j=1, j \neq i}^{k} \frac{|\nu_j' - \nu_j| + |\nu_j'|}{1 - d_j^2} \sqrt{J} + C \frac{|d_i'| + |\nu_i' - \nu_i| + |\nu_i|}{1 - d_i^2} \frac{\|q\|_{\mathcal{H}}}{1 - d_i^2}
+ C\|q\|_{\mathcal{H}}^2 + C J + C |d_i'| \bar{J} + \frac{C}{s^\alpha},
\]
for some \( \delta_3 > 0 \), where \( d_i = -\tanh \zeta_i \) and \( J \) and \( \bar{J} \) are defined in (30). Recalling the definition (30) of \( \zeta_i(s) \) and \( J \), we write
We now prove estimate (33). Like for Claim 4.8 page 2867 in [52], the idea is to construct a Lyapunov functional for equation (69) which is equivalent to the norm squared. Let us introduce for all \(s \in [s_0, \bar{s}]\),
\[
E_1(s) = \frac{1}{2} \varphi(q, q) + R_-(s),
\]
\[
E_2(s) = E_1(s) + \eta \int_{-1}^{1} q_1 q_2 \rho dy,
\]
where \(\eta \in (0, 1]\) will be fixed at the the end of the proof of (33) and \(R_-, \varphi, \mathcal{H}(q_1)\) and \(\mathcal{F}(q_1)\) are given by:
\[
R_-(s) = -\int_{-1}^{1} \mathcal{H}(q_1) \rho dy - e^{\frac{2(p+1)s}{p-1}} \int_{-1}^{1} \mathcal{F}(e^{s/(p-1)}(K_1^* + q_1)) \rho dy,
\]
\[
\varphi(r, q) = \int_{-1}^{1} \left( r_1 q_1^p (1 - y^2) - \psi r_1 q_1 + r_2 q_2 \right) \rho dy,
\]
\[
\mathcal{H}(q_1) = \int_{0}^{q_1} h(\xi) d\xi = \frac{|K_1^* + q_1|^{p+1}}{p+1} - \frac{|K_1|^p |q_1| - \frac{p}{2} |K_1|^p q_1^2}{p+1},
\]
\[
\mathcal{F}(q_1) = \int_{0}^{q_1} f(\xi) d\xi,
\]
where \(\psi(d, y), h(q_1), \tilde{f}(q_1)\) and \(K_1^*\) are defined in (71), (72), (73), respectively.

Before starting the proof of (33), let us give in the following lemma some useful estimates.

**Lemma A.2.** For all \(s \in [s_0, \bar{s}]\), we have:
\[
C^{-1} \|q\|_{\mathcal{H}}^2 \leq \varphi(q, q) \leq C \|q\|_{\mathcal{H}}^2,
\]
\[
\left| \int_{-1}^{1} \mathcal{H}(q_1) \rho dy \right| \leq C \|q\|_{\mathcal{H}}^{1 + \min(p, 2)} \leq C s_0^{(1 - \min(p, 2))/2} \|q\|_{\mathcal{H}}^2,
\]
\[
e^{-\frac{2(p+1)s}{p-1}} \int_{-1}^{1} \mathcal{F}(e^{s/(p-1)}(K_1^* + q_1)) \rho dy \leq \frac{C}{s^\alpha},
\]
\[
\int_{-1}^{1} (K_1^* + q_1) \tilde{f}(q_1) \rho dy \leq \frac{C}{s^\alpha}.
\]

**Proof.**

- According to (29) and (33), we know that \(\sum_{i=1}^{k} |d_i|^2 \) and \(\|q\|_{\mathcal{H}}\) are small enough, for \(s_0\) large enough. Then we can adapt with no difficulty the proof given in [52] (page 2898) to deduce the estimates (115) and (116).

- Clearly, using similar arguments to the proof of (29), we prove the following estimate:
\[
e^{-\frac{2(p+1)s}{p-1}} \mathcal{F}(e^{s/(p-1)}(K_1^* + q_1)) \leq C e^{-\frac{p+1}{p-1}s} + \frac{C}{s^\alpha} (|K_1^*|^{p+1} + |q_1|^{p+1}).
\]

Thanks to (ii) and (iv) in Lemma A.1 and (29), we conclude
\[
\int_{-1}^{1} |K_1^*|^{p+1} \rho dy \leq C \sum_{i=1}^{k} \int_{-1}^{1} |\kappa(d_i^*)|^{p+1} \rho dy \leq C.
\]
By integrating inequality (119) over \((-1,1)\), and taking into account (120), (29) and (i) in Lemma A.1, we obtain the estimate (117).

- Proceeding similarly as for (117) and using estimates (29) and (84), we easily deduce (118). This concludes the proof of Lemma A.2.

In order to construct a Lyapunov functional for equation (69), we need to prove the following estimates:

**Lemma A.3.** For all \(s \in [s_0, \bar{s})\), we have:

(i) **Control of the time derivative of \(E_1\)**

\[
\frac{d}{ds} E_1(s) \leq -\frac{2}{p-1} \int_{-1}^{1} q_2^2 \frac{\rho}{1-y^2} dy + C(\|q\|_\infty + \bar{J})\varphi(q,q) + CJ\sqrt{\varphi(q,q)} + CJ^p + \frac{C}{s^\alpha}. \tag{121}
\]

(ii) **Control of the time derivative of \(\int_{-1}^{1} q_1 q_2 \rho dy\)**

\[
\frac{d}{ds} \int_{-1}^{1} q_1 q_2 \rho dy \leq -\frac{7}{10} \varphi(q,q) + C \int_{-1}^{1} q_2^2 \frac{\rho}{1-y^2} dy + CJ\sqrt{\varphi(q,q)} + CJ^p + \frac{C}{s^\alpha}. \tag{122}
\]

**Proof.**

**Proof of (i) (Control of the time derivative of the terms of \(E_1\)).**

Using the definitions (114) of \(\varphi\) and (71) of \(\psi\), we write

\[
\frac{1}{2} \frac{d}{ds} \varphi(q,q) = \varphi(\partial_s q,q)) + I_4(s), \tag{123}
\]

where

\[
I_4(s) = \frac{p(p-1)}{2} \sum_{j=1}^{k} (-1)^{j+1} \int_{-1}^{1} \left( d'_j \partial_q \kappa_1^* + \nu'_j \partial_q \kappa_1^* \right) |K^*_1|^p \kappa_1^* q_1^2 \rho dy. \tag{124}
\]

Using equation (69), we write

\[
\varphi(\partial_s q,q) = \varphi(\partial_s q,q) - \sum_{j=1}^{k} (-1)^j [(\nu_j - \nu'_j) \varphi(\partial_s \kappa^*, q) + d'_j \varphi(\partial_q \kappa^*, q)]
\]

\[\underline{I_5(s)}\]

\[+\varphi((0,R),q) + \int_{-1}^{1} q_2 \hat{g}(q_1) \rho dy + \int_{-1}^{1} q_2 \left( h(q_1) + \tilde{f}(q_1) \right) \rho dy. \tag{125}
\]

In the remaining part of the proof, we need some estimates proved in [52, Appendix C]. For that reason, we will recall the following estimates (C.24) and (C.26) from that
paper and (C.39) in [51, Appendix C], true under hypothesis (29).

Gathering the estimates (123), (125), (126), (127), (128) and (130), we get for

\[ R_2(1 - y^2)\rho dy \leq C(J^*)^2, \]

where \( \bar{p} \) is defined (31). Since we have from (84) and (85) \( J^* \leq C(J^*)^{\bar{p}} \leq C.J^{\bar{p}} \), we get from (126)

\[
\varphi((0, R), q) = \int_{-1}^{1} R q_2 \rho dy \leq \frac{1}{p - 1} \int_{-1}^{1} q_2^2 \frac{\rho}{1 - y^2} dy + C \int_{-1}^{1} R^2(1 - y^2) \rho dy
\]

\[
\leq \frac{1}{p - 1} \int_{-1}^{1} q_2^2 \frac{\rho}{1 - y^2} dy + C.J^{\bar{p}}. \quad (127)
\]

Using (126), (115), (29), (84), (31) and (32), we write

\[
|I_4(s)| + |I_5(s)| \leq C||q||^3_{H^2} + C||q||_{H^2} J + C||q||^2_{H^2} \bar{J} + \frac{C}{s^3}. \quad (128)
\]

Moreover, by using (99), we write

\[
|\int_{-1}^{1} q_2 \tilde{g}(q_1)\rho dy| \leq C e^{-s} \int_{-1}^{1} (|\partial_y q_1| + |q_2| + |q_1| + |q_1|^{\frac{p+1}{2}}) |q_2| \rho dy
\]

\[
+ C e^{-s} \int_{-1}^{1} (|\partial_y K_1^*| + |K_1^*| + |K_1^*|^{\frac{p+1}{2}}) |q_2| \rho dy \quad (129)
\]

\[
+ C e^{-s} \sum_{j=1}^{k} |\nu_j| \int_{-1}^{1} |\partial_y K_1^*(d_j, \nu_j)| |q_2| \rho dy + C e^{-\frac{2p}{p+1}}.
\]

Proceeding similarly as for \( I_1(s), I_2(s) \) and \( I_3(s) \) defined in (100), we get

\[
|\int_{-1}^{1} q_2 \tilde{g}(q_1)\rho dy| \leq C e^{-s} \int_{-1}^{1} q_2^2 \frac{\rho}{1 - y^2} dy + C e^{-s}. \quad (130)
\]

Gathering the estimates (123), (125), (126), (127), (128) and (130), we get for \( s_0 \) large enough,

\[
\frac{1}{2} \frac{d}{ds} \varphi(q, s) \leq - \frac{2}{p - 1} \int_{-1}^{1} q_2^2 \frac{\rho}{1 - y^2} dy + \int_{-1}^{1} q_2 \left( h(q_1) + \tilde{f}(q_1) \right) \rho dy
\]

\[
+ C||q||^3_{H^2} + C||q||_{H^2} J + C||q||^2_{H^2} \bar{J} + C.J^{\bar{p}} + \frac{C}{s^3}. \quad (131)
\]

Using the definition of \( R_- \), given in (113), we write

\[
R'_-(s) = - \int_{-1}^{1} \left( \partial_y q_1 + \partial_y K_1^* \right) \left( h(q_1) + \tilde{f}(q_1) \right) \rho dy - \frac{2}{p - 1} \int_{-1}^{1} (q_1 + K_1^*) \tilde{f}(q_1) \rho dy
\]
where $I_4(s)$ is defined in (124). By exploiting the identity (132) becomes

$$R'(s) = - \int_{-1}^{1} q_2 \left( h(q_1) + \tilde{f}(q_1) \right) \rho dy - \frac{2}{p-1} \int_{-1}^{1} (q_1 + K_1^+) \tilde{f}(q_1) \rho dy$$

$$+ \frac{2(p+1)}{p-1} e^{\frac{2(p+1)s}{p-1}} \int_{-1}^{1} \mathcal{F}(e^{\frac{2s}{p-1}} (K_1^+ + q_1)) \rho dy$$

$$+ \sum_{j=1}^{k} (-1)^j \int_{-1}^{1} \partial_{\nu_j} \left( h(q_1) + \tilde{f}(q_1) \right) \rho dy - I_4(s).$$

Thanks to (117), (118) and (29), we write

$$|I_6(s)| + |I_7(s)| \leq C \frac{1}{s^\alpha}. \quad (134)$$

Finally, it remains only to control the term $I_8(s)$. By exploiting (v) in Lemma A.1, we write

$$|I_8(s)| \leq C \sum_{j=1}^{k} \frac{\nu_j}{1 - |d_j^s|} \int_{-1}^{1} \kappa(d_j^s) \left( |h(q_1)| + |\tilde{f}(q_1)| \right) \rho dy. \quad (135)$$

Similarly as for (84), (95), (81) and (29), we easily prove that

$$|I_8(s)| \leq C \sum_{j=1}^{k} \frac{\nu_j}{1 - |d_j^s|} \left( \|q\|_{\mathcal{X}}^2 + \frac{C}{s^\alpha} \right) \leq C \|q\|_{\mathcal{X}}^2 J + \frac{C}{s^\alpha}. \quad (136)$$

Gathering the estimates (133), (134), (136), (128), (29) and (30), we get

$$R'(s) \leq - \int_{-1}^{1} q_2 \left( h(q_1) + \tilde{f}(q_1) \right) \rho dy + C \|q\|_{\mathcal{X}}^3 + C \|q\|_{\mathcal{X}} J + C \|q\|_{\mathcal{X}}^2 J + \frac{C}{s^\alpha}. \quad (137)$$

Thanks to (131), (137) and the definition of $E_1(s)$, given in (112), we clearly have

$$\frac{d}{ds} E_1(s) \leq - \frac{2}{p-1} \int_{-1}^{1} q_2^2 \rho \left( \|q\|_{\mathcal{X}}^3 + \|q\|_{\mathcal{X}} J + \|q\|_{\mathcal{X}}^2 J + J^p \right) + \frac{C}{s^\alpha}. \quad (138)$$

According to (29), we can see that $\|q\|_{\mathcal{X}}$ can be made small enough provided that $s_0$ is large enough. As a consequence of (115) and (138), we get the desired estimate (121). This ends the proof of (i) in Lemma A.3.

**Proof of (ii): Control of the time derivative of $\int_{-1}^{1} q_1 q_2 \rho dy$**
Using equation (69) and the identity (98), we write

\[
\frac{d}{ds} \int_{-1}^{1} q_1 q_2 \rho dy = \int_{-1}^{1} \partial_s q_1 q_2 \rho dy + \int_{-1}^{1} \partial_s q_2 q_1 \rho dy
\]

\[
= - \sum_{j=1}^{k} (-1)^j \left( d'_j \int_{-1}^{1} \partial_s \kappa^* \cdot (q_2, q_1) \rho dy + (\nu'_j - \nu_j) \int_{-1}^{1} \partial_r \kappa^* \cdot (q_2, q_1) \rho dy \right) + I_9(s)
\]

\[
+ \int_{-1}^{1} q_2^2 \rho dy + \int_{-1}^{1} q_1 (\mathcal{L} q_1 + \psi q_1 - \frac{p+3}{p-1} q_2 - 2y \partial_y q_2 + h(q_1) + \tilde{f}(q_1) + \tilde{g}(q_1) + R) \rho dy,
\]

where the dot "." stands for the usual inner product in \( \mathbb{R}^n \).

Let us first recall the following estimates proved in pages 2904 and 2905 of [52]:

\[
\int_{-1}^{1} q_2^2 \rho dy \leq \int_{-1}^{1} q_2^2 \frac{\rho}{1 - y^2} dy, \quad \int_{-1}^{1} q_1 (\mathcal{L} q_1 + \psi q_1) \rho dy \leq -\varphi(q, q) + \int_{-1}^{1} q_2^2 \frac{\rho}{1 - y^2} dy,
\]

\[
\left| -\frac{p+3}{p-1} \int_{-1}^{1} q_1 q_2 \rho dy - 2 \int_{-1}^{1} q_1 \partial_y q_2 \rho dy \right| \leq \frac{1}{10} \varphi(q, q) + C \int_{-1}^{1} q_2^2 \frac{\rho}{1 - y^2} dy,
\]

\[
\left| \int_{-1}^{1} q_1 h(q_1) \rho dy \right| \leq \frac{1}{10} \varphi(q, q).
\]

Furthermore, by using the Hardy Sobolev inequality stated in item (i) of Lemma A.1, (115), (126) and (84), we conclude

\[
\int_{-1}^{1} q_1 R \rho dy \leq \frac{1}{10} \varphi(q, q) + C J^p.
\]

Moreover, arguing as in (95) and (105), we obtain

\[
\left| \int_{-1}^{1} q_1 \tilde{f}(q_1) \rho dy \right| \leq \frac{C}{s^\alpha}, \quad \left| \int_{-1}^{1} q_1 \tilde{g}(q_1) \rho dy \right| \leq C e^{-s}.
\]

Note also that, from (ii) and (v) in Lemma A.1, (29), (84), the Cauchy-Schwarz inequality, we write

\[
|I_9(s)| \leq C \sum_{j=1}^{k} \frac{|d'_j| + |\nu'_j - \nu_j|}{1 - d_j^2} \|q\|_{\mathcal{H}}.
\]  \hspace{1cm} (139)

By exploiting (139), (31) and (32), we deduce that

\[
|I_9(s)| \leq C \left( \|q\|_{\mathcal{H}}^3 + \|q\|_{\mathcal{H}} J + \|q\|_{\mathcal{H}}^2 J + \frac{1}{s^\alpha} \right).
\]  \hspace{1cm} (140)

According to (29), we can see that \( \tilde{J} \) and \( \|q\|_{\mathcal{H}} \) can be made small enough provided that \( s_0 \) is large enough. Consequently, collecting the above estimates and (115), we obtain the desired estimate (122), and this ends the proof of (ii) in Lemma A.3. 

\( \square \)
Now, we are able to prove (33).

**Proof of (33):** Let $\eta \in (0, 1)$. By exploiting (121) and (122) and the definition of $E_2(s)$, given in (112), we have

$$
\frac{d}{ds} E_2(s) + \frac{\eta}{2} E_2(s) \leq -\left(\frac{\eta}{5} - C(\|q\|_\infty + \bar{J})\right) \varphi(q, q) + \frac{\eta^2}{2} \int_{-1}^{1} q_1q_2 \rho dy + \frac{\eta}{2} R_-(s) \nonumber
$$

$$
-\left(\frac{2}{p-1} - C\eta\right) \int_{-1}^{1} q_1^2 \frac{\rho}{1 - y^2} dy + C J \sqrt{\varphi(q, q)} + C J^\bar{p} + \frac{C}{s^\alpha}. \quad (141)
$$

Observing inequalities (116), (117), (115), (29) along with the Cauchy-Schwarz inequality

$$
\frac{\eta^2}{2} \int_{-1}^{1} q_1q_2 \rho + \frac{\eta}{2} R_-(s) \leq C\eta^2 \varphi(q, q) + C\eta s_0^{(1-\min(p,2))/2} \varphi(q, q) + \frac{C}{s^\alpha}. \quad (142)
$$

Moreover, by (29), we easily deduce that

$$
C J \sqrt{\varphi(q, q)} \leq \frac{\eta}{10} \varphi(q, q) + \frac{C}{\eta} J^2 \leq \frac{\eta}{10} \varphi(q, q) + \frac{C}{\eta} J^\bar{p}. \quad (143)
$$

From (141), (112), we get

$$
\frac{d}{ds} E_2(s) + \frac{\eta}{2} E_2(s) \leq -\left(\frac{\eta}{5} - C\eta s_0^{(1-\min(p,2))/2} - C\eta^2 - C(\|q\|_\infty + \bar{J})\right) \varphi(q, q) \nonumber
$$

$$
-\left(\frac{2}{p-1} - C\eta\right) \int_{-1}^{1} q_1^2 \frac{\rho}{1 - y^2} dy + C \frac{\eta}{J} J^\bar{p} + \frac{C}{s^\alpha}. \quad (144)
$$

Note that, once again, due to the fact that $s_0$ is large enough, and according to (29), we can consider $\|q\|_\infty$, $s_0^{(1-\min(p,2))/2}$ and $\bar{J}$ as small terms. Then, there exists $\eta_0 > 0$ such that, for all $\eta \in (0, \eta_0)$, we have

$$
\frac{d}{ds} E_2(s) + \frac{\eta}{2} E_2(s) \leq \frac{C}{\eta} J^\bar{p} + \frac{C}{s^\alpha}. \quad (145)
$$

By definition (30) of $J$, we write

$$
|\langle J^\bar{p} \rangle'| = \frac{2\bar{p}}{p-1} \sum_{j=1}^{k-1} (\zeta'_j + 1 - \zeta'_j) e^{-\frac{2}{\pi-1}(\zeta_{j+1} - \zeta_j)} J^{\bar{p}-1} \leq \frac{4\bar{p} J^\bar{p}}{p-1} \sum_{j=1}^{k} |\zeta'_j|. \quad (146)
$$

Exploiting (32) and (29), we conclude that $|\zeta'_j| \leq C s_0^{-\frac{1}{2}}$. Consequently, we have

$$
|\langle J^\bar{p} \rangle'| \leq C s_0^{-\frac{1}{2}} J^\bar{p}. \quad (147)
$$

Since $s_0$ is large enough, then we can write

$$
|\langle J^\bar{p} \rangle'| \leq \frac{\eta}{4} J^\bar{p}. \quad (148)
$$

Let us introduce

$$
E_3(s) = E_2(s) - \frac{1}{\eta} J^\bar{p}. \quad (149)
$$
By using (145), (148) and (149), we are now in a position to get,
\[
\frac{d}{ds} E_3(s) + \frac{\eta}{2} E_3(s) \leq \frac{1}{\eta^2} (C\eta - \frac{1}{4}) J^p + \frac{C}{s^\alpha}, \quad \forall s \geq s_0, \quad \forall \eta \in (0, \eta_0]. \tag{150}
\]

Then for \(\eta_0\) small enough, we have
\[
\frac{d}{ds} E_3(s) + \frac{\eta}{2} E_3(s) \leq \frac{C}{s^\alpha}, \quad \forall s \geq s_0, \quad \forall \eta \in (0, \eta_0]. \tag{151}
\]

Integrating the last inequality and using the definition of \(E_3(s)\), we conclude
\[
E_2(s) \leq E_2(s_0) e^{-\frac{\eta(s-s_0)}{2}} + \frac{1}{\eta^2} J^p + \frac{C}{\eta s^\alpha}, \quad \forall s \geq s_0, \quad \forall \eta \in (0, \eta_0]. \tag{152}
\]

Using the definition of \(E_2(s)\) as in (112), the estimates (115), (116), (117) and (142), we conclude
\[
\phi(q,q) \leq C \|q(s_0)\|_{\mathcal{H}}^2 e^{-\frac{\eta(s-s_0)}{2}} + \frac{1}{\eta^2} J^p + \frac{C}{\eta s^\alpha}
+ (C\eta + C s_0^{(1-\min(p,2))/2}) \phi(q,q), \quad \forall s \geq s_0, \quad \forall \eta \in (0, \eta_0].
\]

The above inequality, used for \(\eta\) small enough, together with (115) imply (33). This concludes the proof of Proposition 2.3.
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