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Abstract—Screening is the problem of finding a superset of the set of non-zero entries in an unknown $p$-dimensional vector $\beta^*$ given $n$ noisy observations. Naturally, we want this superset to be as small as possible. We propose a novel framework for screening, which we refer to as Multiple Grouping (MuG), that groups variables, performs variable selection over the groups, and repeats this process multiple number of times to estimate a sequence of sets that contains the non-zero entries in $\beta^*$. Screening is done by taking an intersection of all these estimated sets. The MuG framework can be used in conjunction with any group based variable selection algorithm. In the high-dimensional setting, where $p \gg n$, we show that when MuG is used with the group Lasso estimator, screening can be consistently performed without using any tuning parameter. Our numerical simulations clearly show the merits of using the MuG framework in practice.
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I. INTRODUCTION

Let $\beta^* \in \mathbb{R}^{p \times 1}$ be an unknown $p$-dimensional sparse vector with $k < p$ non-zero entries. Let $S^*$ denote the support of $\beta^*$, i.e., the location of the non-zero entries in $\beta^*$. Let $y \in \mathbb{R}^{n \times 1}$ be a known $n$-dimensional vector that captures information about $\beta^*$ using the linear model

$$y = X \beta^* + w,$$  

where $X \in \mathbb{R}^{n \times p}$ is a known design matrix and $w$ is measurement noise. Throughout this paper, we assume that $p > n$, i.e., the number of measurements available is smaller than the ambient dimensionality of $\beta^*$.

Equation (1) is well studied in the literature owing to its application in many real world problems. For example, in compressive sensing, it is of interest to measure a signal $\beta^*$ using only a few measurements with a suitable choice of the design matrix $X$ [1], [2]. Given gene expression data, where typically the number of observations $n$ is much smaller than the total number of genes $p$, it is of interest to study the relationships between genes [3]. These relationships are captured by the non-zero entries of the vector $\beta^*$. A similar problem of estimating relationships arises when modeling economic data [4].

In this paper, we study the problem of finding a superset $\bar{S}$ of the support of $S^*$ so that the number of elements in $\bar{S}$ is less than $n$ and as close to $k$ as possible. In the literature, this problem is often referred to as variable screening or simply screening. Algorithms for screening are useful in reducing the dimensionality of $\beta^*$ from $p$ to $|\bar{S}|$. This allows practitioners to focus subsequent analysis on a much smaller set rather than dealing with the large set of $p$ variables.

A. Main Contributions

Multiple Grouping (MuG): We propose a general framework for screening that groups variables, performs variable selection over the groups, and repeats this process multiple number of times over different choices of the groupings. The final estimated superset is the intersection of the supports estimated over each grouping. We refer to our framework as Multiple Grouping (MuG). The main intuition behind MuG is that if a variable $v$ is selected in one iteration, it may not be selected in another iteration since the variable may be grouped with other variables that are all zero. Figure 1 illustrates MuG using a simple example.

Tuning-Free Screening: The MuG framework can be used in conjunction with any group based variable selection algorithm. We study the application of MuG with group Lasso [5], which uses a modification of the popular Lasso algorithm [6] to perform variable selection over groups. Using properties of the Lasso and the group Lasso, we show that when $p > n$, MuG with group Lasso can perform screening without using a tuning parameter in such a way that $|\bar{S}| < n$. This property of MuG is extremely useful, for example, in analyzing gene expression data where it is typical for $p$ to be of the order of thousands and $n$ to be of the order of hundreds. Moreover, we identify conditions under which MuG is high-dimensional consistent so that $P (S^* \subseteq \bar{S}) \rightarrow 1$ as $n, p \rightarrow \infty$.

B. Related Work

Several algorithms have been proposed in the literature for estimating the support of $\beta^*$, see [6]–[13] for some examples and [14] for a comprehensive review. The performance of all the known algorithms depend on the choice of a tuning parameter that controls the cardinality of the estimated support. To estimate the true support in the high-dimensional regime, where $p \gg n$, tuning parameters, also referred to as regularization parameters, may be chosen using stability selection [15] or extended Bayesian information criterion [16]. However, both these methods depend on other parameters which are difficult to select in practice. The MuG framework can be used to eliminate a majority of the $p$ variables without using any
tuning parameter and then standard model selection algorithms may be used over the remaining set variables.

It has been observed that when using cross-validation to select the tuning parameter, under appropriate conditions, the estimated support can be a superset of \( S^* \). However, the cardinality of the estimated support can be quite large in practice, making cross-validation based methods inappropriate for screening.

Reference [17] outlines a screening algorithm, referred to as sure independence screening (SIS), that thresholds \( |X^T y| \) to find the superset \( \hat{S} \) of \( S^* \). Extensions of SIS have been proposed in [18]–[21]. The performance of SIS is sensitive to the choice of the threshold and an appropriate choice of the threshold depends on the unknown parameters of the model in (1). The main advantage of MuG over SIS is that, when \( p > n \), screening may be done without using a tuning parameter or a threshold. Moreover, our numerical simulations clearly show that the MuG framework can discard more variables when compared to SIS. However, we note that SIS is computationally fast, with time complexity \( O(np) \), and can be used in conjunction with MuG to trade-off computational complexity and accuracy.

Recent works in [22]–[25] have analyzed the solutions of the Lasso to derive rules for discarding variables when solving the Lasso for a particular tuning parameter. Our work differs from this work since we perform screening to find a superset of the true support \( S^* \). Regardless, when using the Lasso and the group Lasso, the algorithms in [22]–[25] can be used to improve the computational complexity of solving the Lasso and group Lasso problems.

Another approach to tuning-free screening is to use properties of variable selection algorithms such as the Lasso. It is known that the Lasso can select at most \( \min\{n, p\} \) variables [26], [27]. When \( p > n \), this means that screening can be done using the Lasso by choosing a tuning parameter so that the cardinality of the estimated support is \( n \). In our proposed algorithm of using MuG with group Lasso (see Algorithm 2), we use the Lasso to do tuning-free screening and then use the group Lasso multiple number of times to further screen for variables. Using the property that the group Lasso can only select at most \( n \) groups, we are able to perform tuning-free screening. Our numerical simulations clearly show the improvements of using MuG versus simply using Lasso for screening.

### C. Paper Organization

The rest of the paper is organized as follows.

- Section II presents the MuG framework with respect to an abstract group based variable selection algorithm.
- Section III shows how MuG can be used with the group Lasso estimator.
- Section IV outlines conditions under which MuG leads to a screening algorithm that is high-dimensional consistent.
- Section V presents numerical simulations that show the advantages of using MuG in practice and compares MuG to other screening algorithms.

---

Reference [17] outlines a screening algorithm, referred to as sure independence screening (SIS), that thresholds \( |X^T y| \) to find the superset \( \hat{S} \) of \( S^* \). Extensions of SIS have been proposed in [18]–[21]. The performance of SIS is sensitive to the choice of the threshold and an appropriate choice of the threshold depends on the unknown parameters of the model in (1). The main advantage of MuG over SIS is that, when \( p > n \), screening may be done without using a tuning parameter or a threshold. Moreover, our numerical simulations clearly show that the MuG framework can discard more variables when compared to SIS. However, we note that SIS is computationally fast, with time complexity \( O(np) \), and can be used in conjunction with MuG to trade-off computational complexity and accuracy.

Recent works in [22]–[25] have analyzed the solutions of the Lasso to derive rules for discarding variables when solving the Lasso for a particular tuning parameter. Our work differs from this work since we perform screening to find a superset of the true support \( S^* \). Regardless, when using the Lasso and the group Lasso, the algorithms in [22]–[25] can be used to improve the computational complexity of solving the Lasso and group Lasso problems.

Another approach to tuning-free screening is to use properties of variable selection algorithms such as the Lasso. It is known that the Lasso can select at most \( \min\{n, p\} \) variables [26], [27]. When \( p > n \), this means that screening can be done using the Lasso by choosing a tuning parameter so that the cardinality of the estimated support is \( n \). In our proposed algorithm of using MuG with group Lasso (see Algorithm 2), we use the Lasso to do tuning-free screening and then use the group Lasso multiple number of times to further screen for variables. Using the property that the group Lasso can only select at most \( n \) groups, we are able to perform tuning-free screening. Our numerical simulations clearly show the improvements of using MuG versus simply using Lasso for screening.

### II. OVERVIEW OF MULTIPLE GROUPING

In this Section, we give an overview of the Multiple Grouping (MuG) framework when used in conjunction with an abstract variable selection algorithm. Let \( V = \{1, \ldots, p\} \) index \( \beta \) defined in (1). Define a collection of \( K \) partitions or groupings of \( V \):

\[
G^i = \{G^i_1, \ldots, G^i_d\}, \quad 1 \leq |G^i_j| \leq m \ll n \quad (2)
\]

\[
\bigcup_{j=1}^{d} G^i_j = V, \quad G^i_j \cap G^i_{j'} = \emptyset, \quad j_1 \neq j_2. \quad (3)
\]

We have assumed that each group \( G^i_j \) has at least one element and at most \( m \) elements, where \( m \) is small when compared to \( n \) and \( p \). Moreover, the groups in a grouping \( G^i \) are chosen such that they are disjoint and all elements in \( V \) are mapped to a group in \( G^i \). Let \( \text{Alg} \) be a generic variable selection algorithm:

\[
\hat{S}^i = \text{Alg} (y, X, \lambda, G^i) \quad (4)
\]

\[
y = \text{Observations in (1)} \quad (5)
\]

\[
X = \text{Design matrix in (1)} \quad (6)
\]

\[
\lambda = \text{Tuning parameter} \quad (7)
\]

\[
G^i = \text{Defined in (2)-(3)} \quad (8)
\]

The set \( \hat{S}^i \) is an estimate of the true support \( S^\ast \). We assume that, under certain conditions, \( \text{Alg} \) can select all groups \( G^i_j \) such that \( \beta_{G^i_j} \neq 0 \). The multiple grouping (MuG) framework for variable selection is to apply the variable selection algorithm \( \text{Alg} \) over multiple groupings \( G^i \) to obtain a sequence of estimates \( \{\hat{S}^1, \ldots, \hat{S}^K\} \). The final estimated superset of the support \( S^\ast \) is the intersection of all the estimates. Algorithm 1 summarizes the MuG framework and Figure 1 illustrates MuG using \( K = 2 \).

**Algorithm 1: Multiple Grouping (MuG)**

- Compute \( \hat{S}^i \) for \( i = 1, \ldots, K \) using (4).
- Return \( \bar{S} = \bigcap_{i=1}^{K} \hat{S}^i \).

Typical applications of group based variable selection algorithms assume that it is known a priori which groups of variables in \( \beta \) are non-zero or zero. Our setting is different...
since we assume that $\beta^*$ is sparse (and not necessarily group sparse) and group variables to estimate a superset of the true support. Since the groupings can be chosen arbitrarily, we repeat this process multiple number of times using different groupings and take an intersection over all the estimates to find the final superset of the true support.

**Relation to other methods:** By applying a variable selection algorithm multiple times of different groupings, we are introducing randomness into the variable selection algorithm. Past ways of introducing randomness have relied on subsampling [15, 28] or random perturbations of the design matrix $X$ [15]. Our approach of using multiple groupings is a new method for introducing randomness into algorithms for improved performance.

**Choosing $\lambda$:** The parameter $\lambda$ controls the number of variables selected in each iteration of the MuG framework. We want to choose $\lambda$ so that all variables in $S^*$ are included in each $\hat{S}$ with high probability while $\hat{S}$ is as small as possible. This will ensure that $S^* \subseteq \hat{S}$ with high probability. One way of doing this is by carefully choosing $\lambda$ using some model selection algorithm, such as cross-validation, stability selection, of information criterion based methods. However, this can be computationally challenging. An alternative approach is to assume an upper bound, say $k'$, for the unknown sparsity level and choose $\lambda$ in each iteration of MuG to select $k'$ groups. As shown in [27], the group Lasso can only select at most $n$ groups, so choosing $k' = n$ when using the group Lasso allows for tuning-free screening. We discuss this algorithm in Section III.

**Choosing $K$:** The parameter $K$ controls the number of groupings we form in the MuG framework. It is clear that $|\bar{S}|$ decreases or remains the same as $K$ increases. However, we do not want $K$ to be too large since, with small probability, there may exist a grouping for which we may discard an element in $S^*$. On the other hand, choosing $K$ to be too small may not result in significant reduction in dimensionality. We show that when using MuG with group Lasso, choosing $K$ such that $K/(p/m)^2 \to 0$ is sufficient to ensure consistency of the screening algorithm. Thus, choosing $K$ of the order of $\min\{n, p\}$ is sufficient to ensure that screening can be performed with high probability. In practice, $K$ can be chosen depending on the available computational resources.

**Choosing $G^i$:** We discuss two methods for choosing $G^i$. The first method chooses $G^i$ by randomly partitioning the set of indices $V$. The second method chooses $G^{i+1}$ using the estimates $\hat{S}^1, \ldots, \hat{S}^i$. Our numerical simulations compare both these methods and also discusses the trade-offs in choosing $m$, i.e., the maximum size of the groups in $G^i$.

### III. MuG Using Group Lasso

So far, we have given an overview of the Multiple Grouping (MuG) framework using an abstract variable selection algorithm. In this Section, we show how MuG can be used with the group Lasso estimator, which was proposed in [5] as an extension to the Lasso for variable selection and prediction given prior knowledge about groups of variables that are either zero or non-zero. Section III-A outlines the MuG framework using the group Lasso. Section III-B presents an algorithm for grouping variables and empirically evaluates the algorithm using a simple numerical example.

#### A. Tuning-Free Screening

Let $G^i$ be a grouping defined in (2)-(3) with $d_i$ groups. The weighted $(1, \nu)$–norm, using the grouping $G^i$, is defined as follows:

$$
\|\beta\|_{G^i, \nu} = \sum_{j=1}^{d_i} \sqrt{m_{ij}} \|\beta_{G^i,j}\|_{\nu},
$$

where $m_{ij} = |G^i_j|$. The group Lasso, first proposed in [5], solves the following optimization problem:

$$
\hat{\beta}^i(\lambda) = \arg\min_{\beta \in \mathbb{R}^p} \left\{ \frac{1}{2n}\|y - X\beta\|_2^2 + \lambda \|\beta\|_{G^i, 2} \right\}.
$$

When $G^i_j = \{j\}$, the group Lasso reduces to the classical Lasso estimator [6]. Let the support over the groups be $\hat{S}_{G^i}(\lambda)$ such that

$$
\hat{S}_{G^i}(\lambda) = \{G^i_j : \hat{\beta}^i_{G^i,j}(\lambda) \neq 0\}.
$$

In other words, $\hat{S}_{G^i}(\lambda)$ is the set of groups in $G^i$ selected by the group Lasso estimator. The following Lemma, proved in [27], characterizes the cardinality of $\hat{S}_{G^i}(\lambda)$.

**Lemma 1 ([27]):** For all $\lambda > 0$, $|\hat{S}_{G^i}(\lambda)| \leq \min\{n, d_i\}$, where $d_i$ is the number of groups in the grouping $G_i$.

Using Lemma 1, we see that the Lasso can select at most $\min\{n, p\}$ variables and the group Lasso can select at most $\min\{n, d_i\}$ groups of variables. When $p > n$, we can easily perform screening by solving the Lasso to select at most $n$ variables.

Using MuG, we may further reduce the dimensionality of the problem. Algorithm 2 outlines the MuG framework when used in conjunction with the group Lasso estimator in [10]. We first solve the Lasso by choosing a $\lambda$ that selects at most $n$ variables. If $n$ variables can not be selected, we select the maximum number of variables the Lasso can select. Next, we solve the group Lasso for multiple different choices of the groupings in such a way that at most $n$ groups are selected. If $n$ variables can not be selected, the $\lambda_0$ chosen will be $\lambda_0 = \arg\max_{\lambda} |\hat{S}_{G^i}(\lambda)|$. Similarly, for the group Lasso, if $n$ groups can not be selected, the $\lambda_i$ chosen will be $\lambda_i = \arg\max_{\lambda} |\hat{S}_{G^i}(\lambda)|$.

---

**Algorithm 2: Tuning-Free Screening**

- Solve (10) using grouping $G^0_j = \{j\}$ and choose the tuning parameter such that $|\hat{S}^0_{G^i}(\lambda_0)| = n$.
- Initialize $\hat{S} = \hat{S}^0(\lambda_0)$.
- For $i = 1, \ldots, K$
  - Choose a grouping $G^i$ that satisfies (2)-(3) and $d_i > n$.
  - Solve (10) using $G^i$ and choose $2 \lambda_i$ s.t. $|\hat{S}_{G^i}(\lambda_i)| = n$
  - Let $\hat{S}^i(\lambda_i)$ be the support of the group Lasso estimator and update $\hat{S}$: $\hat{S} = \hat{S} \cap \hat{S}^i(\lambda_i)$. 

selected. Again, if $n$ groups can not be selected, we choose the maximum number of groups possible. The final step is to take an intersection over all the supports to find an estimate $\hat{S}^*$. The algorithm is tuning-free since we specify exactly how the tuning parameters are chosen in the algorithm. We note that although Algorithm 2 depends on the parameters $K$ (number of iterations) and $m$ (maximum size of the groups), both these parameters can be easily chosen to allow screening. We refer to Section V for more details.

When using standard implementations of the Lasso and the group Lasso, it may not be computationally feasible for all solutions of the Lasso to have support of size less than or equal to $n$. Thus, in practice, we apply the Lasso for multiple different values of $\lambda$ and choose a $\lambda$ for which the estimated support is the smallest above $n-1$. A similar step is done for the group Lasso solution. If we apply group Lasso for $C$ different tuning parameters, the worst case computational complexity of Algorithm 2 is $KC$ times the complexity of computing group Lasso solutions. In practice, once a suitable tuning parameter has been selected in one iteration, subsequent tuning parameters becomes easier to estimate. Moreover, different approximations to group Lasso, such as group LARS, may be used to speed up computations.

B. Choosing the Groupings

This Section addresses the problem of choosing the groupings $G^j$ in the MuG framework. We consider two methods.

Random Groupings: Partition the index set randomly such that each group in $G^j$ has at most $m$ elements.

Adaptive Groupings: Let $\tilde{S}$ be the current estimate after using MuG $i - 1$ times. Note that all variables in $\tilde{S}$ are estimated to be zero in $\beta^*$. To construct the grouping $G^j$, randomly group an element in $\tilde{S}$ with at most $m - 1$ elements from $\tilde{S}$. This allows for grouping an element from $\tilde{S}$ that is possibly zero with other elements that are estimated to be zero. Once all elements in $\tilde{S}$ have been grouped, randomly group the remaining elements in groups of size at most $m$. Fig. 2 illustrates this adaptive construction.

To compare the performance of the two grouping algorithms, we consider a simple example. Consider the linear model in (1) with $w \sim N(0, I)$, $p = 100$, $n = 30$, and $k = 5$. Suppose all non-zero elements in $\beta^*$ have magnitude 1.0 and each entry in $X$ is sampled independently from a standard normal distribution. Note that the MuG framework is sensitive to the choice of the $K$ groupings. A different choice of the groupings may result in a different output $\hat{S}$. To study the properties of $\hat{S}$, we fix $X$ and $w$ and apply Algorithm 2 200 times over different choices of the $K$ set of groupings for both random and adaptive groupings.

Fig. 3 shows the histogram of $|\hat{S}|$ when applying MuG 200 times over different choices of the set of groupings. The parameters are $p = 100$, $n = 30$, $k = 5$, $\sigma = 1$, $m_i = 2$, and $K = 50$. In (a), we choose the groupings by randomly partitioning the index set in groups of size $m$. In (b), we adaptively choose the groupings in each iteration of the MuG framework as described in Fig. 2.

IV. HIGH-DIMENSIONAL CONSISTENCY

In this Section, we find conditions under which Algorithm 2 is high-dimensional consistent so that $P(S^* \subseteq \hat{S}) \to 1$ as $n, p \to \infty$ and $|\tilde{S}| \leq n$. As it turns out, the conditions we require are nearly similar to those required for screening using the Lasso estimator. Recall the model in (1) where $X$ and $y$ are known, $\beta^*$ is unknown, $k$ is the number of non-zero entries in $\beta^*$, and $w \sim N(0, \sigma^2 I)$ is the measurement noise. Consider the following conditions on $X$ and $\beta^*$.

\begin{align*}
(A1) \quad & \frac{||X_j||^2}{n} = 1, \quad \forall j = 1, 2, \ldots, p. \\
(A2) \quad & \frac{||X\xi||^2}{n} \geq \tau_1 |\xi|^2 - \tau_2 \left( \frac{m}{n} + \sqrt{\frac{3 \log p}{n}} \right) ||\xi||_{\ell, 2}^2 \\
& \text{for all groupings } G \text{ satisfying (2)-(3), } \xi \in \mathbb{R}^p, \text{ and constants } \tau_1 \text{ and } \tau_2. \\
(A3) \quad & \beta_{\min} = \min_{k \in V} |\beta_k^*| > \frac{8 \sigma \sqrt{k}}{\tau} \left( \frac{m}{n} + \sqrt{\frac{\log p}{n}} \right) \\
& \text{for some constant } \tau \text{ that depends on } \tau_1 \text{ and } \tau_2. \\
(A4) \quad & \text{for } \lambda_1 \leq \lambda_2, \hat{S}(\lambda_2) \subseteq \hat{S}(\lambda_1), \text{ where } \hat{S}(\lambda) \text{ is the support estimated by group Lasso.}
\end{align*}

We assume that the parameter $p$ scales with $n$ so that $p \to \infty$ as $n \to \infty$. Further, $K$ and $k$ are also allowed to scale with $n$. Our main result for consistency of Algorithm 2 is stated as follows.
Theorem 1 (Consistency of Screening): Under the Assumptions (A1)-(A4), \(|S| \leq n\) and \(P(S^* \subseteq \overline{S}) \geq 1 - \frac{c(K+1)}{(p/m)^2}\), where \(c\) is a constant. Further, if \(\lim \frac{K}{(p/m)^2} = 0\), then \(P(S^* \subseteq \overline{S}) \to 1\) as \(n, p \to \infty\), where \(\overline{S}\) is computed using Algorithm 2 and the probability is with respect to the distribution of the noise \(w\).

Proof: See Appendix A.

Theorem 1 identifies a sufficient condition on the scaling of the parameter \(K\). In particular, we see that choosing \(K < p^\gamma\), for \(\gamma < 2\), is sufficient for consistency of the screening algorithm. Since we assume \(p > n\), in practice we choose an appropriate \(K\) so that \(K < n\). We now make some additional remarks regarding Theorem 1.

Remark 1 (Assumption (A1)): The normalization assumption (A1) is standard and can be easily achieved by scaling the matrix \(X\) and correspondingly the vector \(\beta^*\).

Remark 2 (Assumption (A2)): Assumption (A2), which comes from [29], ensures restricted strong convexity (RSC) of the least squares loss function in (10) so that the loss function is “not too flat” around the optimal solution [29]. We note that alternative conditions based on restricted eigenvalues [14], [30], which are similar to the RSC conditions, may also be assumed instead of (A2). As shown in [29], matrices \(X\) whose rows are sampled from a multivariate normal distribution satisfy (A2) when given a sufficient number of observations \(n\).

Remark 3 (Assumption (A3)): Assumption (A3) is a standard condition that imposes a lower bound on \(\beta_{\text{min}}\), the minimum absolute value of the non-zero entries in \(\beta^*\). Informally, a small \(\beta_{\text{min}}\) requires more observations for consistent estimation using Lasso and group Lasso. It is interesting to see how \(\beta_{\text{min}}\) scales with the group size \(m\). If we do not use MuG and simply use the Lasso for screening, (A3) reduces to \(\beta_{\text{min}} > \frac{8\sigma}{\sqrt{n}} \sqrt{\frac{K \log p}{n}}\). Using MuG with group Lasso increases the lower bound on \(\beta_{\text{min}}\) by \(\frac{8\sigma}{\sqrt{n}} \sqrt{\frac{m}{n}}\). Thus, although the MuG framework may result in screening such that \(|\overline{S}| < n\), this comes at the cost of requiring the minimum absolute value in \(\beta^*\) to be slightly larger than that required when simply using the Lasso for screening (\(K = 0\) in Algorithm 2). If \(m < n\), then the increase in the lower bound on \(\beta_{\text{min}}\) is small and converges to 0 as \(n\) grows large. Thus, it is desirable to choose \(m\) as small as possible. Another motivation for choosing \(m\) to be small is so that the convergence rate for the probability of error, which is \(O(Km^2/p^2)\), is small as possible. We will numerically explore different choices of \(m\) in Section V.

Remark 4 (Assumption (A4)): Assumption (A4) ensures that if a variable \(v\) is selected for some tuning parameter \(\lambda_2\), then \(v\) is also selected for any tuning parameter less than \(\lambda_2\). We need (A4) since we always choose the smallest possible tuning parameter when solving the group Lasso problem. We can easily relax (A4) so that \(v \in S^*\). Furthermore, we can modify Algorithm 2 in the following way so that (A4) is no longer needed in Theorem 1 to prove consistency of the screening algorithm:

Find the regularization path of the group Lasso by solving (10) for multiple tuning parameters. Instead of assuming that \(S^*\) is the support estimated so that group Lasso selects \(n\) groups, let \(\overline{S}\) be the set of all variables selected in the regularization path.

Remark 5 (Discussion): From Remarks 1-4, it is clear that (A1)-(A3) are standard assumptions required for proving consistency of the Lasso and the group Lasso estimators. Assumption (A1) can be easily achieved by scaling the columns of \(X\). Assumption (A4) is specific for MuG, but as discussed in Remark 4, it can easily be avoided using a minor modification of Algorithm 2. Thus, (A2) and (A3) are the main assumptions that determine the success of Algorithm 2. As discussed in Remark 2, there are a wide class of matrices that satisfy (A2) when given an appropriate number of observations. Assumption (A3) is satisfied when the non-zero entries in \(\beta^*\) have sufficiently large magnitude. We note that if (A2)-(A3) do not hold, then it is likely that Algorithm 2 will miss variables from the true support. As it turns out, since the performance of the Lasso also depends on (A2)-(A3), using the Lasso estimator for screening will also miss variables from the true support. The same is true for the sure independence screening (SIS) algorithm, which actually requires a stronger condition than (A2) for high-dimensional consistent screening [17]. In such cases, it is desirable to perform screening in such a way that \(\overline{S}\) contains as many variables from the true support as possible. Using numerical simulations in the next Section on matrices that do not satisfy (A2), we will see that MuG is able to retain more true variables when compared to the Lasso or the SIS algorithm. Finally, we recall that unlike screening algorithms based on the Lasso or the SIS, Algorithm 2 has the advantage of not requiring a tuning parameter.

V. NUMERICAL SIMULATIONS

In this Section, we provide extensive numerical simulations to show the advantages of using MuG in practice. We assume the linear model in (11) with \(\sigma = 0.5\) and consider three different choices of the \(n \times p\) design matrix \(X\):

- (IND) Each entry \(X_{ij}\) is sampled independently from \(N(0, 1)\). We let \(p = 1000\) and \(n = 100, 300, 500\), depending on the example considered.
- (TOP) Each row in \(X\) is sampled independently from \(N(0, \Sigma)\), where \(\Sigma\) is a \(p \times p\) covariance matrix that is Toeplitz such that \(\Sigma_{ij} = \mu^{|i-j|}\), where we choose \(\mu = -0.4\). We let \(p = 1000\) and \(n = 100, 300, 500\), depending on the example considered.
- (RL) We use preprocessed data from [31], where \(p = 587\) and \(n = 148\), such that each row of \(X\) corresponds to gene expression values from \(p\) genes relating to lymph node status for understanding breast cancer treatment [32].

The matrices in (IND) and (TOP) satisfy the so called mutual incoherence property [33]-[35] such that exact support recovery is possible using the Lasso given sufficient number of observations. The matrix in (RL) does not satisfy mutual incoherence, which means that no matter how many observations, the support \(S^*\) cannot be estimated exactly using Lasso. We
always normalize the columns of $X$ such that $||X_i||_2/\sqrt{n} = 1$. For each design matrix, we randomly choose $\beta^*$ with a desired sparsity level and a desired $\beta_{\min}$ to simulate the observations $y$. We emphasize that although we choose the design matrix in (RL) from real data, the actual measurements are being simulated. This is common practice in the literature for testing the performance of sparse recovery algorithms on real design matrices [15]. We evaluate four possible screening algorithms:

- **MuG**: This is our proposed algorithm outlined in Section III (see Algorithm 2) with the adaptive grouping strategy described in Section III-B.
- **SIS**: This is the sure independence screening algorithm proposed in [17]. Given that the columns are normalized, the algorithm computes $\mathcal{S}$ by thresholding $\omega = |X^T y|$ such that $\mathcal{S} = \{i : \omega_i > \tau\}$. When comparing MuG and SIS, we choose the threshold so that the estimates from both SIS and MuG have the same cardinality.
- **LCV**: This is cross-validated Lasso, where we select the Lasso tuning parameter using cross-validation. We randomly chose 70% of the data for training and the rest for testing and applied Lasso on a grid of values and repeated this process 50 times. The final $\lambda$ chosen minimized the mean negative log-likelihood over the training data. It has been shown theoretically [33] and observed empirically that this method may be used to perform screening. In fact, algorithms such as the adaptive Lasso and the thresholded Lasso use LCV as the first stage in estimating $\beta^*$ and $S^*$.
- **MuG+LCV**: This computes the intersection of MuG and LCV. The main motivation behind using this method is that since both LCV and MuG result in screening and both the methods are different, the intersection of the results from both these methods can result in a $\mathcal{S}$ that has lower cardinality.

We evaluate screening algorithms using (i) the fraction of variables in $\mathcal{S}$ that are not in $S^*$, which we denote by FPR:

$$FPR = \frac{|\mathcal{S}\setminus S^*|}{|\mathcal{S}|}$$

and (ii) the fraction of variables in $S^*$ that are not in $\mathcal{S}$, which we denote by FNR:

$$FNR = \frac{|S^*\setminus \mathcal{S}|}{|S^*|}.$$  \hspace{1cm} (12)

In general, we want both the FPR and FNR to be as small as possible. Section V-A discusses results on applying MuG for different choices of the number of groupings $K$. Section V-B discusses results on how the MuG estimates depend on the group size $m$ and the parameter $\beta_{\min}$.

### A. Number of Groupings $K$

Figures 4 and 5 show results on applying various screening algorithms when $X$ is generated as described by (IND), (TOP), and (RL) and $\beta_{\min} = 0.5$. The $x$-axis in all figures is the value of $K$ and the $y$-axis is either the FPR or FNR of a screening algorithm. The lines are mean values of either the FPR or FNR and the shaded regions are the standard deviation of the FPR. For MuG, we always show the FPR using error bars. The LCV method is independent of $K$, which is why it does not change with $K$.

### Remarks:

1) We clearly see that as $K$ increases, the FPR decreases and the FNR either remains constant or increases at a very small rate. For cases when $p \gg n$, the FPR decreases at a larger rate and the FNR increases at a small rate. This is because, when $n \ll p$, MuG removes more variables in each iteration than when $n < p$.

2) We observe that MuG based algorithms perform better than simply using cross-validation (LCV) or using the sure independence screening (SIS) algorithm. The difference between MuG and SIS is more pronounced in cases where $p$ is much greater than $n$, see for example Fig. 4(a) and Fig. 4(d).

3) Combining LCV and MuG, which we refer to as MuG+LCV, leads to a much smaller FPR, while only increasing the FNR by a small amount. On the other hand, simply using LCV results in a much larger FPR. For example, in Fig. 4(a), LCV has a FPR of 0.8 whereas MuG+LCV has an FPR of about 0.2. This shows that the MuG estimates are clearly very different from the Lasso estimates. We note that in the plots, we do not report the FNR values for LCV since this information can be extracted from the FNR plots for MuG+LCV and MuG.

4) The difference between the performance of MuG and SIS is more pronounced in Fig. 5 where the matrix $X$ corresponds to real measurements of gene expression values. For example, in Fig. 5(a), MuG has an FNR of nearly 0 and SIS has an FNR of nearly 0.8. This means that for the same cardinality of $\mathcal{S}$, the estimate of MuG contains nearly all the true variables, while SIS is only able to retain 20% of the true variables. The reason for this significant difference in performance is due to high correlations between the columns of $X$, in which case SIS is known to perform poorly [36]. These correlations occur because genes in the same pathway tend to produce correlated measurements [37].

### B. Size of the Groups $m$ and the Parameter $\beta_{\min}$

In this Section, we present numerical simulations to study the performance of MuG as the size of the groupings $m$ and the parameter $\beta_{\min}$ change. Fig. 6(a) shows results for the (IND) example with $p = 1000$, $n = 100$, $k = 10$, and $\beta_{\min} = 2.0$. We applied MuG using different choices of $m$ ranging from 2 to 10 and chose $K = 100$. As $m$ increases, the mean FPR first decreases and then eventually increases. The mean FNR increases with $m$. A similar trend is seen in Fig. 6(b), where $n = 200$. The only difference is that the number of observations is sufficient for screening, so the FNR is zero as $m$ ranges from 2 to 6. Both these examples show that choosing $m$ to be large does not necessarily result in superior screening algorithms. In practice, we find that choosing $m = 2$ results in good screening algorithms.

Fig. 6(c) shows results on applying MuG to (IND) and (RL) where we fix all the parameters and vary $\beta_{\min}$. Only one variable in $\beta^*$ is changed, so it is expected that this particular variable will be difficult to estimate when $\beta_{\min}$ is small. This is indeed the case from the plot in Fig. 6(c).
VI. EXTENSIONS AND FUTURE RESEARCH

We presented the MuG framework in the context of the linear regression problem in (1) with a sparsity constraint on $\beta^*$. We now briefly discuss some extensions of MuG along with some future research directions.

**Computational Complexity and Beyond Lasso:** The main focus in this paper was to present the MuG framework for variable screening and analyze its statistical properties when used with the group Lasso estimator. Although we saw that using MuG with group Lasso resulted in tuning free screening, the potential disadvantage of using the group Lasso is that applying group Lasso multiple number of times may not be computationally feasible for large scale problems. In such cases, it may be useful to first apply the computationally fast SIS algorithm and then use MuG with group Lasso to further screen variables. Alternatively, we can also use other group based variable selection algorithms such as group LARS [5], group marginal regression [33], cluster representative Lasso (CRL) [39], block orthogonal matching pursuit [40], or block CoSaMP [41]. This will be a subject of future research work.

**Structured Sparsity:** For many problems, prior knowledge can be useful in constructing better estimates of $\beta^*$. For example, if it is known that $\beta^*$ is group sparse, group based estimators, such as those in [5], [40], [41], can be used to estimate $\beta^*$ using less number of observations. In this case, MuG can be easily applied by forming groupings over the known groups. For applications in image processing [41], [42], it is natural to assume the variables have a tree-structured sparsity pattern which leads to forming a set of overlapping groups. Again, the MuG framework can be applied by forming the groupings over the overlapping groups and using algorithms in [43] for solving the overlapping group Lasso problem.
Graphical Model Selection: A graphical model is a probability distribution defined on graphs. The nodes in the graph denote random variables and the edges in the graph denote statistical relationships amongst random variables. The graphical model selection problem is to estimate the unknown graph given observations drawn from a graphical model. One possible algorithm for estimating the graph is by solving the Lasso problem at each node in the graph to estimate the neighbors of each node. Our proposed algorithm using MuG in Algorithm 2 can be used to estimate a superset of the true variables, performs variable selection over the groups, and repeats this process multiple number of times using different choices of the groupings. The final superset of the true variables is computed by taking an intersection over all the estimated sets over each grouping. The main advantage of MuG over other screening algorithms is that MuG can perform screening in the linear regression problem without using a tuning parameter. Theoretically, we proved consistency of the tuning-free screening algorithm and our numerical simulations showed the advantages of using MuG in practice. We also discussed some future research directions of using MuG in problems involving structured sparsity, graphical models, and exact support recovery.

Exact Support Recovery: Our primary interest in this paper was screening, i.e., to estimate a superset of the true support. Exact support recovery can be easily achieved by applying known algorithms for variable selection once screening has been done. However, it is also of interest to study if exact support recovery or nearly exact support recovery can be achieved using the MuG framework. This may require assuming some upper bound on the support of β∗ and then applying MuG with this upper bound.

VII. SUMMARY

In this paper, we presented a novel framework for screening, which we refer to as Multiple Grouping (MuG), that groups variables, performs variable selection over the groups, and repeats this process multiple number of times using different choices of the groupings. The final superset of the true variables is computed by taking an intersection over all the estimated sets over each grouping. The main advantage of MuG over other screening algorithms is that MuG can perform screening in the linear regression problem without using a tuning parameter. Theoretically, we proved consistency of the tuning-free screening algorithm and our numerical simulations showed the advantages of using MuG in practice. We also discussed some future research directions of using MuG in problems involving structured sparsity, graphical models, and exact support recovery.
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APPENDIX A

PROOF OF THEOREM

The following lemma establishes consistency of the group Lasso solutions.

Lemma 2 (\cite{29}): Under (A1)-(A3), there exists a λ such that the solution \( \hat{\beta}(\lambda) \) to the group Lasso problem in (10) with the grouping \( G^i \) satisfies

\[
||\hat{\beta}(\lambda) - \beta^*||_2^2 \leq \frac{64\sigma^2 k}{\tau^2} \left( \sqrt{\frac{m}{n}} + \sqrt{\frac{\log p}{n}} \right)^2
\]

with probability at least \( 1 - c_1/(p/m)^2 \), where \( c_1 \) is a constant.

Using Lemma 2 there exists a λ such that if \( k \leq \min\{n, p\} \) and

\[
\beta_{\min}^2 > \frac{64\sigma^2 k}{\tau^2} \left( \sqrt{\frac{m}{n}} + \sqrt{\frac{\log p}{n}} \right)^2,
\]

then

\[
P(S^* \subseteq \hat{S}(\lambda); G^i) \geq 1 - \frac{c_2}{(p/m)^2}.
\]

Choosing \( \beta_{\min} \) as in (A3) ensures that (14) is satisfied. Under Assumption (A4), choosing any \( \lambda_i < \lambda \) ensures that the support is contained in \( S^* \). Thus, we have

\[
P(S^* \subseteq \hat{S}(\lambda_i); G^i) \geq 1 - \frac{c_3}{(p/m)^2}, \quad i = 0, 1, \ldots, K,
\]

where \( c_3 \) is a constant, \( \lambda_i \) is the tuning parameter chosen in Algorithm 2 and we let \( G^0 = \{1\}, \ldots, \{p\} \). To complete the proof, we have

\[
P(S^* \subseteq \overline{S}; \{G^0, G^1, \ldots, G^K\})
\]
\[
L = P \left( \bigcap_{i=0}^{K} \{ S^* \subseteq \hat{S}(\lambda_i) \} \right) \\
= 1 - P \left( \bigcup_{i=1}^{K} \{ S^* \not\subseteq \hat{S}(\lambda_i) \} \right) \\
\geq 1 - \frac{c_3(K+1)}{(p/m)^2}
\]

We use the union bound to get (16). Choosing $K$ such that $\lim_{(p/m) \to 0} P(S^* \subseteq \hat{S}) \to 1$ as $n, p \to \infty$. Thus, given a set of groupings $\{ \hat{S}^{(0)}, \hat{S}^{(1)}, \ldots, \hat{S}^{(K)} \}$, we have established consistency of the MqG screening algorithm. If the groupings are randomly chosen, either using the random grouping or adaptive grouping approaches outlined in Section III-B we will still get the same consistency result since the bound in (16) only depends on the maximum size of the group $m$.
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