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Abstract—Change blindness is a striking shortcoming of our visual system which is exploited in the popular ‘Spot the difference’ game. It makes us unable to notice large visual changes happening right before our eyes and illustrates the fact that we see much less than we think we do. We introduce a fully automated model to predict colour change blindness in cartoon images based on two low-level image features and observer experience. Using linear regression with only three parameters, the predictions of the proposed model correlate significantly with measured detection times. We also demonstrate the efficacy of the model to classify stimuli in terms of difficulty.

Index Terms—Change blindness, Attention, Saliency, Colour, Memory, Masking.

I. INTRODUCTION

Despite our impression of a richly detailed visual world, our perceptual experience is surprisingly limited. For instance, consider the ‘Spot the difference’ game in Fig. 1. We found that most people need at least 13 seconds to notice the change under normal viewing conditions (see footnote for the solution[1]). This is an example of change blindness, a striking shortcoming of our visual system caused by limitations of attention and memory [1], [2], [3]. Despite what its name may suggest, change blindness is not a disability, nor is it due to damage to the visual system: everyone is subject to it. It also tends to be significantly underestimated [4], i.e. we see far less than we think we do.

On the one hand, change blindness is known to be responsible for accidents in car traffic [5], [6], process plants [7] and even submarines [8], and also for unreliable eyewitness testimony [9]. On the other hand, it has recently been shown that this perceptual failure can be harnessed to reduce computational load in computer graphics [10], to design virtual realities [11], for image compression [12] and visual quality assessment [12]. Change blindness prediction is also useful in visualisation and user interfaces [13], [14]. However, the cognitive mechanisms responsible for change blindness are not well understood, which has limited the ability to develop a robust model, particularly for computer graphics and image processing applications.

In this paper, we propose a fully automatic model to predict detection times (DTs) in image pairs where a single change in colour is introduced during a flicker. The model is based on low-level features that represent the complexity of the scene as well as the magnitude of the change. We also demonstrate that user experience, estimated as the number of stimuli previously viewed, correlates significantly with DTs and we include it in our model. Data was collected via a user study with 66 participants in two different locations: New Zealand and Norway. We used cartoon images as stimuli as they allow to obtain more robust scene and object attributes that are not reliant on noisy low-level feature extractors [15]. A total of 3418 valid DTs were recorded.

After reviewing related work, we describe our experimental design and analyse the results obtained in terms of intra- and inter-observer variability. We then present our model and evaluate its ability to predict DTs as well as to classify image pairs as either easy or hard.

I. RELATED WORK

Early accounts of people’s inability to notice unexpected visual changes in their environment date back to the 19th century [16]. Yet, it was not before the early 1990s that change blindness research gained real traction, following decades of related work on eye movements and visual memory [1].

Change blindness is a form of high-level visual masking, whereby the change is masked by a disruption and by visual clutter. It is different from low-level masking [17], [18] which prevents the perception of a target (e.g. a compression artefact) even though the observer knows where it is, mostly due to limitations of early vision. The disruption that induces change blindness can be abrupt (flicker [1], saccade [19], ‘mudsplashes’ [20], motion change [21]) or gradual [22]. Either way, it is key to preventing exogenous orienting to the change due to bottom-up salience. Instead of using a disruption, one can purposely direct the observer’s attention away from the target to induce another kind of perceptual failure known as...
inattentional blindness. In a famous experiment\[23\], Simons et al. showed that a person dressed as a gorilla walking among people playing basketball can go completely unnoticed if the observer is focused on counting the number of passes between players. Change blindness and inattentional blindness are both failures of visual awareness. However, they each have a unique background and distinct theoretical implications[2].

The specific causes of change blindness are still debated, but they are known to be linked with attention and memory[24]. [3]. Visual input data is about 1GB/s [25] and it is compressed in the retina to about 8.75MB/s of raw information[26], which is substantially more than what the brain can handle [27]. Therefore, sensory signals undergo various stages of transformation and selection so they can be processed and interpreted efficiently.

In the visual cortex, spatial pooling over receptive fields of increasing size, latency and complexity[28] is akin to a lossy signal compression, where only the most important information is conveyed from one level to the next. Recent advances in cognitive science[28], brain imaging[29] and machine learning[30] have led to a better understanding of the higher visual cortex, yet there is currently no consensus as to exactly where and how information loss occurs during change blindness [3]. Some researchers support the idea that signals emanating from early vision can all reach memory and decision-making are intrinsically linked. Others argue that signals emanating from early vision can all reach consciousness but are only partially accessible by the mechanisms associated with decision-making. Both views agree on the existence of a tight bottleneck which researchers from fields such as psychology, cognitive science and philosophy have set out to characterise for over three decades.

However, there have been only a few attempts at creating a computational model able to predict high-level visual masking in natural scenes. Existing change blindness models [12], [31], [32], [33], [34] based on bottom-up salience and image segmentation are ad hoc and rely on parameter tuning which is challenging given the paucity of available reference data1, particularly for applications related to visual quality. Change blindness depends on individual factors such as observer experience [35], age [36] and culture [37]. A recent study [38] revealed that detection performance is associated with the ability to form stable perceptual inferences and with being able to resist task-irrelevant distractors. A battery of tests were used to characterise the idiosyncrasy of change blindness in terms of cognitive and attentional capacities. However, for most practical applications of change blindness, such tests are particularly tedious. In this paper, we are interested in predicting change blindness based on stimulus-related factors and limited information about the user.

It has been shown that the masking effect is stronger in visually complex scenes, as they are difficult to encode and maintain in visual short-term memory [39], [24], [3]. Changes that affect the gist of the scene [40], or which significantly affect bottom-up salience [34] are detected more rapidly. Hou et al. [31] proposed a stimulus-driven predictive model of change blindness based on frequency domain-based salience detection. They compared the sign of DCT coefficients in the original and changed images and found that the number of unequal signs correlates with DTs. Effectively, this approach allows estimating the imbalance in salience between the two images. If the changed object is significantly more salient in one image than in the other, the change itself becomes salient and easier to detect. Verma et al. [44] developed a semi-automated approach to generate image pairs with a desired degree of change blindness, based on salience imbalance. Note also that salience imbalance has been shown to predict subjective assessments of image quality in pair comparison setups [41]. Several models have been proposed based on the same precepts, using image segmentation and bottom-up saliency to predict change blindness in a semi-automated [32] or fully automated way [31]. However, these methods rely on many intrinsic parameters requiring user input or high-dimensional parameter optimisation. Furthermore, they do not account for the bias due to user experience. Indeed, users tend to become better at spotting the difference after practising on a few examples and this short-term experience predicts change detection performance.

Another gap in the current state-of-the-art is the lack of available reference data to study change blindness. Sareen et al. [42] produced a database of 109 image pairs observed by 24 participants, but the order in which stimuli were displayed to individual observers is not provided.

We carried out an extensive user study under controlled conditions, which involved 66 participants in two locations: New Zealand and Norway. This paper has two contributions:

- A new publicly available benchmark for change blindness research which includes scene rank.
- A new predictive model of change blindness based on low-level image features and user experience (scene rank).

II. USER STUDY

A. Participants and Instructions

A total of 66 participants were recruited: 40 in Palmerston North, New Zealand and 26 in Gjøvik, Norway. Age ranged from 18 to 65 (median: 34.5) and 71% of them were male. All had normal or adjusted-to-normal vision and passed an Ishihara test for colour blindness. They all declared having at least a good command of the English language.

Each observer signed a consent form, as per Massey University’s Research Ethics guidelines. They were then instructed as follows (in English):

- **Your task is to spot the differences in pairs of images which will be displayed on the screen. Each pair contains a single difference.**
- **Unlike what you may expect, images will not appear side by side. They will be shown one after the other in a flickering fashion. As soon as you spot the difference, please click on it as quickly as possible. You can click only once. After clicking, the solution will be displayed whether you were correct or not. If after one minute
you have not noticed any difference, the solution will be displayed anyway and it will move to the next pair.

- After each sequence of five images, you will have the opportunity to take a short break. Make it as long as you need and feel free to stop the experiment at any time, especially if you feel your focus is drifting away from the task.

The purpose of the latter instruction is to minimise subjective bias due to fatigue, low engagement and negative emotions [43]. Participants viewed 61 stimuli on average (min: 10, max: 100). Image sequences were randomised under two constraints:

- All stimuli had to be seen by an approximately equal number of observers.
- Some scenes had to be seen earlier than others so that the average rank (position in sequence) across all observers follows approximately a uniform distribution. This allowed studying the influence of experience in change detection performance.

B. Apparatus

We used Eizo ColorEdge displays (CG2420 in New Zealand and CG246W in Norway), both 61cm/24.1” and calibrated with an X-Rite Eye One spectrophotometer for a colour temperature of 6500K, a gamma of 2.2 and a luminous intensity of 80cd/m². Both experiments were carried out in a dark room. The distance to the screen was set to approximately 50cm (without chin rest). Observers were reminded to keep a constant distance to the screen at the beginning and, when needed, during the experiment.

C. Stimuli

In total, 100 copyright-free colour images were selected from various online image databases (see Figure 2). We chose exclusively cartoon scenes, as they have the advantage to contain clear, sharp object boundaries, thus making it easier to make seamless changes to specific objects in the scenes. Furthermore, in order to reduce top-down bias due to familiarity with the scenes depicted in the stimuli, we chose them so that they contain no recognisable text, landmarks, characters or cultural symbols of any sort. We also aimed to have as uniform a variety of scene complexity (measured objectively with sub-band entropy [44] and edge density [45]) as possible. Images also vary in terms of size, with a minimum resolution of 640x1000 and a maximum of 1720x970. The latter fits on the display with a 100-pixel grey margin on the left and right.

Alternative versions of each of these scenes were created with an image-editing software. The changes made were only in terms of colour (as opposed to moving or removing an object). They affect a single object in each scene, but that object is not necessarily compact as it can be made of several components, e.g. due to occlusion. Changes are in either hue, chroma, lightness, or any combination. The minimum magnitude of change was set to 1.2 units of Euclidean distance (median: 5.3, max: 22.3) in the perceptually uniform and hue-linear LAB2000HL colour-space [46], where one unit corresponds approximately to the threshold of just noticeable difference based on the display’s RGB space. The average magnitude over all pairs is about seven units. Changes affect objects of a balanced variety of size, eccentricity and importance (background/foreground).

D. Screening

Observers were screened based on false positive rate (when a change was reported but far from the changed region) and non-detection rate (when no change was found in less than 60 seconds). In both cases, any observer with a rate larger than the average plus two standard deviations was considered an outlier. In total, six participants were discarded, three of whom had too high a false positive rate. From visual inspection of the recorded mouse clicks of these participants (recall that observers were asked to click where they saw a change), we found no significant pattern nor any evidence of systematic error.

III. PREDICTION OF CHANGE BLINDNESS

A. Observer variability and consistency

1) Intra-observer variability: Change blindness is only temporary, which makes the associated intra-observer variability difficult to measure. If a person finds a change in a given image pair, any subsequent exposure to the same pair will almost certainly result in a faster detection. We can, however, analyse how consistently an observer performs with respect to the majority of others. If an observer is systematically slower or faster than all others, this indicates that the variability of this particular observer is smaller than inter-observer variability.

For a given o, we measured how systematically $T_{o,i}$ was either below or above the mode over all observers noted $T_i$, (see III-A2). A sign test revealed that all of them were consistent in that regard ($p < 0.01$), i.e. each observer is either systematically slower or faster than most. More specifically, 32% of observers were systematically in the fastest 10% while 8% of them were systematically in the slowest 10% (sign test, $p < 0.01$). This suggests that, on our data, intra-observer variability is small compared to inter-observer variability.
2) Inter-observer variability: As depicted in Figure 2, observers tend to agree most on which images are the easiest and most challenging ones. The standard deviations of DTs are the smallest at both ends of the graph.

By studying the consistency of observers to be either slower or faster than the majority of all other participants we found two emerging clusters. The cluster of 'slow' observers is of size 40, while the cluster of 'fast' observer is of size 20. It is particularly noteworthy that the average ages are respectively 38.6 and 29.1 years old. The significance of this difference was confirmed by an unequal variances $t$-test ($p < 0.001$). This suggests a significant effect of age in the recorded detection times.

Furthermore, the distribution of DTs was found non-normal for all $p_i$ (Kolmogorov-Smirnov test at the 5% confidence level). A univariate kernel density estimate (with bandwidth selection based on Silverman’s rule of thumb) was used to estimate the probability density function of each $p_i$. All estimates showed one dominant peak, at least twice as high as the next significant peak (if any). The distribution of these dominant modes over the 100 pairs is depicted in Figure 3. As opposed to the mean value $\bar{T}_i$, $\hat{T}_i$ produces two clearly distinct clusters separated by the global density minimum at around 36 s. This led us to the conclusion that the mean DT is not the most appropriate statistic to represent the degree of change blindness engendered by a given pair (it was used for example in [31]). Rather, we chose the dominant mode $\hat{T}_i$ as target value for our regression analysis (see results section). The two naturally emerging clusters $C_1$ and $C_2$ were then used as ground truth for our classification analysis:

$$C_1 = \{ p_i | i : \hat{T}_i < T_{crit} \}$$
$$C_2 = \{ p_j | j : \hat{T}_j \geq T_{crit} \}$$

where $T_{crit}$ is the critical time (minimum density of DT modes): 36 s.

We also looked at the effect of experience on performance. A significant linear correlation ($r = 0.41, p < 0.001$) was measured between $\hat{T}_i$ and the average position of $p_i$ within the sequence over all observers. This confirms that short-term experience partially predicts decision times.

B. Proposed model

In this paper, our aim is to create a very simple model that is intuitive, computationally efficient and relies on as few parameters as possible. The proposed model is based on three features:

- **Change Magnitude** ($f_{CM}$),
- **Salience Imbalance** ($f_{SI}$),
- **User Experience** ($f_{UE}$).

Note that all stimuli are first converted to the LAB2000HL colour-space [47] before feature extraction.

Change magnitude ($f_{CM}$) is calculated in terms of pixel colour difference (i.e. the Euclidean distance in LAB2000HL). Only the changed pixels are considered, which effectively means that the size of the change is not accounted for (as opposed to averaging over all pixels within the image). In fact, the information pertaining to the size of the changed region is partially carried by $f_{SI}$.

$$f_{CM}(p_i) = \frac{1}{\#D} \sum_{D} \Delta E_{00HL} [s_i(x,y), s'_i(x,y)]$$

(1)
where

\[ D = \{(x,y)|s_i(x,y) \neq s_i^*(x,y)\} \quad (2) \]

and \( s_i(x,y) \) represents the pixel at spatial coordinates \( x \) and \( y \) in \( s_i \).

Salience imbalance is calculated based on the approach proposed in [33]: the Hamming distance between the signs of Discrete Cosine Transform (DCT) coefficients of \( s_i \), averaged over its three colour channels:

\[ f_{SI}(p_i) = \frac{1}{3N} \sum_k d_H[\text{sign}(\text{DCT}_k(s_i)), \text{sign}(\text{DCT}_k(s_i^*))] \quad (3) \]

where \( d_H(A, B) \) is the Hamming distance between vectors \( A \) and \( B \), \( N \) is the number of pixels in \( s_i \) and \( \text{DCT}_k(s_i) \) denotes the discrete cosine transform of the \( k \)-th channel (either 00HL, a0HL or b00HL) of \( s_i \) (same for \( s_i^* \)). Note that \( \text{DCT}_k(s_i) \) is in vector form in Eqn. (3).

Individual user experience is represented by the index of the image pair within the random sequence generated for each observer (in other words: the number of previously seen examples plus one). The collective experience \( f_{UE} \) associated with the mode of DTs is calculated as the squared average over all observers.

\[ f_{UE} = \left( \frac{1}{N_o} \sum_{o=1}^{N_o} i_{d_{i,o}} \right)^2 \quad (4) \]

where \( i_{d_{i,o}} \) is the index of image pair \( p_i \) in the sequence generated for observer \( o \) and \( N_o \) is the total number of valid observers (60).

The predicted detection time is eventually obtained via multivariate linear regression:

\[ \hat{T}_i = b_1 f_{CM} + b_2 f_{SI} + b_3 f_{UE} \quad (5) \]

where \( b_k \) (\( k = 1 \ldots 3 \)) are the only three parameters of the proposed model. In our experiments, these parameters were trained on a portion of the dataset (see next section). Note that we tried different pooling strategies and found that linear regression gives the best results overall on our data. We also considered a variety of other low-level features such as visual complexity [44], [45], alternative salience detection models or image-difference features [48]. We found that they did not help improve the model’s performance.

IV. RESULTS

We analyse the performance of the proposed model in terms of regression and classification of detection times.

A. Regression

We first give, in Table I, the performance of individual features \( f_{CM} \), \( f_{SI} \) and \( f_{UE} \) as well as age and visual complexity features [44], [45]. The latter were calculated in two fashions: globally (accounting for all pixels) and locally (accounting only for pixels within a 20 pixel distance to the changed object/region, including the changed pixels themselves).

![Image pairs corresponding to the lowest (top) and largest (bottom) average DTs.](319x556 to 432x625)

Figure 4. Image pairs corresponding to the lowest (top) and largest (bottom) average DTs. The top scene is arguably subject to a top-down bias that draws attention to the traffic light, resulting in a faster detection. On the other hand, the bottom scene is particularly cluttered and the small magnitude of the change results in virtually no salience imbalance.

We then compare, in Table II, linear regression to support vector regression, feedforward neural network and decision tree, as well as the model by Ma et al. [31], which we trained and tested on our data. Specifically, we trained the three parameters of Eqn. (2) in [31] and all other parameters of the model were set as described in the paper. The support vector regression was trained with sequential minimal optimization and it was given standardised data as input for optimal performance. The neural network was trained with the Levenberg-Marquardt method and with Bayesian regularization. We gave it two neurons, which resulted in an average of 4.8 effective parameters. The decision tree was parametrised to have no more than 5 splits.

Cross-validation was performed by averaging of 100 unique random 70%/30% splits. Average Pearson and Spearman correlation coefficients were calculated by first converting the individual \( r \) to Fisher’s \( z \) values, averaging them and then converting back to \( r \). The significance of the difference between \( r \) values was performed for each random split individually and averaged.

Overall, the proposed model performs significantly better than any individual feature (including the model by Hou et al. [33]) and than the model by Ma et al. in predicting individual and mode detection times. Interestingly, features that capture visual clutter correlate poorly with detection times. These results also indicate that pooling the proposed features via linear regression gives results that are not significantly worse than via support vector machines, neural network or decision tree with an equal or greater number of parameters. Looking at the optimised parameters of the regression, we found that user experience is the most predictive parameter, followed by salience imbalance and finally change magnitude.

In terms of RMSE, the performance is fairly low all across the benchmark, with a minimum average of 14.8 s to predict mode detection times. This means that a more elaborated model is needed to predict decision times more accurately.
Table I
PREDICTION PERFORMANCE OF INDIVIDUAL FEATURES.

| Mode (\(\hat{T}_i\)) | Indiv (\(T_i\)) | PLCC | SROCC | PLCC | SROCC |
|---------------------|----------------|------|-------|------|-------|
| \(f_{CM}\) (based on \[33\]) | -0.29 | -0.29 | -0.39 | -0.46 |
| \(f_{SI}\) | 0.08 | 0.18 | 0.42 | 0.30 |
| \(f_{UE}\) | 0.08 | 0.18 | | |
| Subband entropy (global) | 0.12 | 0.13 | 0.15 | 0.19 |
| Subband entropy (local) | 0.16 | 0.20 | 0.21 | 0.21 |
| Edge density (global) | 0.08 | 0.08 | 0.13 | 0.12 |
| Edge density (local) | 0.10 | 0.12 | 0.14 | 0.15 |

Table II
PREDICTION PERFORMANCE OF MODEL (AVERAGE OF 100 RANDOM 70/30 SPLITS). CORRELATION COEFFICIENTS IN BOLD FONT ARE NOT SIGNIFICANTLY DIFFERENT FROM EACH OTHER COLUMN-WISE (\(p < 0.01\)).

| Mode (\(\hat{T}_i\)) | Indiv (\(T_i\)) | PLCC | SROCC | RMSE | PLCC | SROCC | RMSE |
|---------------------|----------------|------|-------|------|------|-------|------|
| Linear regression | 0.29 | 0.29 | 20.0 | 0.62 | 0.63 | 14.8 |
| SVR | 0.34 | 0.36 | 20.2 | 0.61 | 0.62 | 16.3 |
| NN | 0.36 | 0.35 | 19.3 | 0.55 | 0.57 | 15.6 |
| Tree | 0.40 | 0.37 | 19.0 | 0.45 | 0.41 | 17.7 |
| Ma et al. \[31\] | 0.11 | 0.09 | 35.2 | 0.39 | 0.39 | 22.5 |

Such a model should incorporate individual factors (e.g., cognitive abilities, contrast sensitivity) and high-level attributes (e.g., object importance and semantic categories) to account for top-down biases in visual search strategies. However, in terms of correlation, the proposed model performs well and can ranks the 100 image pairs in order of increasing difficulty with reasonable accuracy (SROCC 0.63), especially given its simplicity and the fact that it relies only on three parameters.

Figure 5 shows image pairs for which the model gave the best and worst prediction of mode detection times (in terms of RMSE). Salience imbalance is nearly identical, but the bottom pair has a larger magnitude of change. However, the latter induces a longer detection time, likely due to more visual clutter. However, neither of the two clutter indices mentioned earlier were able to improve the performance in this case. We believe that a top-down approach to measuring visual clutter is needed to improve performance in such cases.

B. Classification

Image pairs were classified depending on whether \(\hat{T}_i\) was below or above 35 seconds (C1 or C2). We used Quadratic Discriminant Analysis to identify these two classes in the three-dimensional space spanned by the model’s features. A ten-fold cross-validation gave an average overall accuracy of 85% to classify mode detection times. Similar performance was obtained with support vector machines and neural network-based classification. Binary tree classification was also implemented, primarily in order to gain insight into the classification process. The resulting tree, where the number of nodes was set to not exceed 4 (for interpretability) yielded an average 0.78 overall accuracy. It shows that the most difficult image pairs are those with either:

- a small \(f_{UE}\) and a large \(f_{CM}\).
- a large \(f_{UE}\), large \(f_{CM}\) and small \(f_{SI}\).

Based on the decision tree, user experience (\(f_{UE}\)) is the most predictive feature, as previously noted.

V. CONCLUSIONS

Change blindness is a complex phenomenon that involves advanced cognitive functions responsible for instance for attention and visual short-term memory. Despite our efforts to reduce subjective biases to a minimum, there are still uncertainties as to the exact origins of the phenomenon. We introduced a very simple model based on user experience, change magnitude (colour difference) and salience imbalance. The model relies on three parameters only that can predict mode decision times with significantly better accuracy than individual features and than existing models. The model can be
used to rank image pairs in terms of difficulty and to classify as either easy or difficult with an overall accuracy of 85%.

A more advanced model of change blindness will need to predict visual search strategies and eye movements, as well as the probability of internal representation. However, this would require more parameter tuning and substantially more data for calibration/training. Arguably, there would also be limits to the accuracy to be obtained (in terms of either RMSE or correlation), due to the stochastic nature of eye movements and visual search strategies. Recent research on saccade and fixation prediction [49] have shown that predicting individual patterns is very difficult, suggesting that inter-observer variability is not yet well understood. In our analysis, we found that the distribution of detection times does not follow a normal distribution and that it often has several modes and always a dominant one. We proposed to use the latter to represent detection times, rather than the mean, as commonly done in the literature.

Our results also confirmed that predicting change blindness is difficult. It is, however, of great scientific value for applications in visual quality assessment, signal compression and computer graphics.

VI. ACKNOWLEDGMENTS

We would like to thank Li-Qian Ma for providing the implementation of their model.

REFERENCES

[1] Daniel J Simons and Daniel T Levin, “Change blindness,” Trends in cognitive sciences, vol. 1, no. 7, pp. 261–267, 1997.
[2] M.S. Jensen, R. Yao, W.N. Street, and D.J. Simons, “Change blindness and inattentional blindness,” Wiley Interdiscip. Rev. Cogn. Sci., vol. 2, no. 5, pp. 529–546, 2011.
[3] M. A. Cohen, D. C. Dennett, and N. Kanwisher, “What is the bandwidth of perceptual experience?,” Trends in Cognitive Sciences, vol. 20, no. 5, pp. 324–335, 2016.
[4] Anna Loussouarn, Damien Gabriel, and Joëlle Proust, “Exploring the informational sources of metamperception: The case of change blindness blindness,” Consciousness and cognition, vol. 20, no. 4, pp. 1489–1501, 2011.
[5] Adam Galpin, Geoffrey Underwood, and David Crudall, “Change blindness in driving scenes,” Transportation research part F: traffic psychology and behaviour, vol. 12, no. 2, pp. 179–185, 2009.
[6] Charlene Hallett, Anthony Lambert, and Michael A Regan, “Cell phone conversing while driving in new zealand: Prevalence, risk perception and legislation,” Accident Analysis & Prevention, vol. 43, no. 3, pp. 862–869, 2011.
[7] Peng Liu, Xi Lyu, Yongping Qiu, Juntao Hu, Jiejuan Tong, and Zhizhong Li, “Identifying macrocognitive function failures from accident reports: a case study,” in Advances in Human Factors in Energy: Oil, Gas, Nuclear and Electric Power Industries, pp. 29–40. Springer, 2017.
[8] E. Sciolino, “Military in curb on civilian visits,” New York Times, 2001.
[9] Graham Davies and Sarah Hine, “Change blindness and eyewitness testimony,” The Journal of psychology, vol. 141, no. 4, pp. 423–434, 2007.
[10] Kirsten Cater, Alan Chalmers, and Colin Dalton, “Varying rendering fidelity by exploiting human change blindness,” in Proceedings of the 1st international conference on Computer graphics and interactive techniques in Australasia and South East Asia, Melbourne, Australia, February 2003, ACM, pp. 39–46.
[11] Evan A Suma, Seth Clark, David Krum, Samantha Finkelstein, Mark Bolas, and Zachary Warte, “Leveraging change blindness for redirection in virtual environments,” in Virtual Reality Conference (VR), 2011 IEEE. IEEE, 2011, pp. 150–166.
[12] Steven Le Moan, Ivar Farup, and Jana Blahová, “Towards exploiting change blindness for image processing,” Journal of Visual Communication and Image Representation, vol. 54, pp. 31–38, 2018.
[13] Andrew D Wilson and Shane Williams, “Autopager: exploiting change blindness for gaze-assisted reading,” in Proceedings of the 2018 ACM Symposium on Eye Tracking Research & Applications. ACM, 2018, p. 46.
[14] Michael Brock, Aaron Quigley, and Per Ola Kristensson, “Change blindness in proximity-aware mobile interfaces,” in Proceedings of the 2018 CHI Conference on Human Factors in Computing Systems. ACM, 2018, p. 43.
[15] C.L. Zitnick, R. Vedantam, and D. Parikh, “Adopting abstract images for semantic scene understanding,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 38, no. 4, pp. 627–638, 2016.
[16] W James, “The principles of psychology, vol. 2. ny: us: Henry Holt and company,” 1890.
[17] Md Mushfiqul Alam, Kedarnath P Vilankar, David J Field, and Damon M Chandler, “Local masking in natural images: A database and analysis,” Journal of vision, vol. 14, no. 8, pp. 22–22, 2014.
[18] Guillaume Lavoué, Michael Langer, Adrien Peytavie, and Pierre Poulin, “A psychophysical evaluation of texture compression masking effects,” IEEE transactions on visualization and computer graphics, vol. 25, no. 2, pp. 1336–1346, 2018.
[19] John M Henderson and Andrew Hollworthing, “Global transsaccadic change blindness during scene perception,” Psychological science, vol. 14, no. 5, pp. 493–497, 2003.
[20] J Kevin O’Regan, Ronald A Rensink, and James J Clark, “Change-blindness as a result of ‘mudsplashes’,” Nature, vol. 398, no. 6722, pp. 34–34, 1999.
[21] Richard Yao, Katherine Wood, and Daniel J Simons, “As if by magic: An abrupt change in motion direction induces change blindness,” Psychological science, vol. 30, no. 3, pp. 436–443, 2019.
[22] Daniel J Simons, Steven L Franconeri, and Rebecca L Reimer, “Change blindness in the absence of a visual disruption,” Perception, vol. 29, no. 10, pp. 1143–1154, 2000.
[23] Daniel J Simons and Christopher F F Chabris, “Gorillas in our midst: Sustained inattentential blindness for dynamic events,” perception, vol. 28, no. 9, pp. 1059–1074, 1999.
[24] Philip Tseng, Tzu-Yu Hsu, Neil G Muggleton, Ovid JL Tseng, Daisy L Hung, and Chi-Hung Juan, “Posterior parietal cortex mediates encoding and maintenance processes in change blindness,” Neupyschologia, vol. 48, no. 4, pp. 1063–1070, 2010.
[25] D Kelly, “Information capacity of a single retinal channel,” IRE Transactions on Information Theory, vol. 8, no. 3, pp. 221–226, 1962.
[26] Kristin Koch, Judith McLean, Ronen Segev, Michael A Freed, Michael J Berry II, Vijay Balasubramanian, and Peter Sterling, “How much the eye tells the brain,” Current Biology, vol. 16, no. 14, pp. 1428–1434, 2006.
[27] G Sziklai, “Some studies in the speed of visual perception,” IRE Transactions on Information Theory, vol. 2, no. 3, pp. 125–128, 1956.
[28] Jeremy Freeman and Eero P. Simoncelli, “Metamers of the ventral stream,” Nat. Neurosci., vol. 14, no. 9, pp. 1195–1201, 2011.
[29] Luiz Pessoa and Leslie G Ungerleider, “Neural correlates of change detection and change blindness in a working memory task,” Cerebral Cortex, vol. 14, no. 5, pp. 511–520, 2004.
[30] Daniel LK Yamins, Ha Hong, Charles F Cadieu, Ethan A Solomon, Darren Seibert, and James J DiCarlo, “Performance-optimized hierarchical models predict neural responses in higher visual cortex,” Proceedings of the National Academy of Sciences, vol. 111, no. 23, pp. 8619–8624, 2014.
[31] Li-Qian Ma, Kun Xu, Tien-Tsin Wong, Bi-Ye Jiang, and Shi-Min Hu, “Change blindness images,” Visualization and Computer Graphics, IEEE Trans. on, vol. 19, no. 11, pp. 1808–1819, 2013.
[32] Jung-Hwan Jin, Hyun Joon Shin, and Jung-Ju Choi, “Spoof: a system to produce spot-the-difference puzzle images with difficulty,” The Visual Computer, vol. 29, no. 6-8, pp. 481–489, 2013.
[33] Xiaodi Hou, Jonathan Harel, and Christof Koh, “Image signature: Highlighting sparse salient regions,” Pattern Analysis and Machine Intelligence, IEEE Trans. on, vol. 34, no. 1, pp. 194–201, 2012.
[34] Milan Verma and Peter W Mcowan, “A semi-automated approach to balancing of bottom-up salience for predicting change detection performance,” Journal of vision, vol. 10, no. 6, pp. 3–3, 2010.
[35] Steffen Werner and Bjorn Thies, “Is” change blindness” attenuated by domain-specific expertise? an expert-novices comparison of change detection in football images,” Visual Cognition, vol. 7, no. 1-3, pp. 163–173, 2000.
[36] Matthew Rizzo, JonDavid Sparks, Sean McEvoy, Sarah Viamonte, Ida Kellison, and Shaun P Vecera, “Change blindness, aging, and cognition,” Journal of clinical and experimental neuropsychology, vol. 31, no. 2, pp. 245–256, 2009.
[37] Takahiko Masuda and Richard E Nisbett, “Culture and change blindness,” *Cognitive science*, vol. 30, no. 2, pp. 381–399, 2006.

[38] Nora Andermane, Jenny M Bosten, Anil K Seth, and Jamie Ward, “Individual differences in change blindness are predicted by the strength and stability of visual representations,” *Neuroscience of consciousness*, vol. 2019, no. 1, pp. niy010, 2019.

[39] George A Alvarez and Patrick Cavanagh, “The capacity of visual short-term memory is set both by visual information load and by number of objects,” *Psychological science*, vol. 15, no. 2, pp. 106–111, 2004.

[40] Wietse Zuiderbaan, Jonathan van Leeuwen, and Serge O Dumoulin, “Change blindness is influenced by both contrast energy and subjective importance within local regions of the image,” *Frontiers in psychology*, vol. 8, pp. 1718, 2017.

[41] L. Zhang, Y. Shen, and H. Li, “VSI: A visual saliency induced index for perceptual image quality assessment,” *IEEE Trans. Image Process.*, vol. 23, no. 10, pp. 4270–4281, 2014.

[42] Preeti Sareen, Krista A Ehinger, and Jeremy M Wolfe, “Cb database: A change blindness database for objects in natural indoor scenes,” *Behavior research methods*, vol. 48, no. 4, pp. 1343–1348, 2016.

[43] Michaela PORUBANOVA, *Change Blindness and Its Determinants*, Ph.D. thesis, Masarykova univerzita, Fakulta socialních studií, 2013.

[44] Ruth Rosenholtz, Yuanzhen Li, and Lisa Nakano, “Measuring visual clutter,” *Journal of vision*, vol. 7, no. 2, pp. 17–17, 2007.

[45] ML Mack and A Oliva, “Computational estimation of visual complexity,” in *The 12th annual object, perception, attention, and memory conference*, 2004.

[46] I. Lissner, J. Preiss, and P. Urban, “Predicting image differences based on image-difference features,” in *IS&T/SID, 19th Color and Imaging Conference*, San Jose, CA, 2011, pp. 23–28.

[47] Ingmar Lissner and Philipp Urban, “Toward a unified color space for perception-based image processing,” *IEEE Trans. on Image Processing*, vol. 21, no. 3, pp. 1153–1168, 2012.

[48] Steven Le Moan, “Can image quality features predict visual change blindness?,” in *2017 International Conference on Image and Vision Computing New Zealand (IVCNZ)*. IEEE, 2017, pp. 1–5.

[49] Olivier Le Meur and Zhi Liu, “Saccadic model of eye movements for free-viewing condition,” *Vision research*, vol. 116, pp. 152–164, 2015.