A TOUR ON HERMITIAN SYMMETRIC MANIFOLDS
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ABSTRACT. Hermitian symmetric manifolds are Hermitian manifolds which are homogeneous and such that every point has a symmetry preserving the Hermitian structure. The aim of these notes is to present an introduction to this important class of manifolds, trying to survey the several different perspectives from which Hermitian symmetric manifolds can be studied.

CONTENTS

1. Introduction 1
2. Notations 3
2. Hermitian symmetric manifolds 4
2.1. Classifying non-Euclidean HSM via Lie groups 6
2.2. Classifying non-Euclidean HSM via Lie algebras 7
2.3. Duality between compact and non-compact HSMs. 11
2.4. Harish-Chandra and Borel embeddings. 12
2.5. HSMs of non-compact type as bounded symmetric domains 13
2.6. HSMs of compact type as cominuscule homogeneous varieties 16
2.7. Classifying HSMs of non-compact type via Jordan theory 16
3. Irreducible Hermitian symmetric manifolds 20
3.1. Type $I_{p,q}$ 20
3.2. Type $II_n$ 23
3.3. Type $III_n$ 27
3.4. Type $IV_n$ 30
3.5. Type $VI$ 34
3.6. Type $V$ 35
4. Boundary components 36
4.1. The normalizer subgroup of a boundary component 37
4.2. The decomposition of $D$ along a boundary component 38
4.3. Symmetric cones and Euclidean Jordan algebras 41
4.4. Siegel domains 46
4.5. Boundary components of irreducible bounded symmetric domains 51
Acknowledgments 54
References 55

1. INTRODUCTION

A Hermitian symmetric manifold (or HSM for short) is a Hermitian manifold which is homogeneous and such that every point has a symmetry preserving the Hermitian structure. First studied by Élie Cartan [Car35], they are the specialization of the notion of Riemannian symmetric manifolds (introduced by Élie Cartan himself in [Car26-27]) to complex manifolds.

HSMs (or more generally Riemannian symmetric manifolds) arise in a wide variety of mathematical contexts: representation theory, harmonic analysis, automorphic forms, complex analysis, differential geometry, algebra (Lie theory and Jordan theory), number theory and algebraic geometry. For example, in algebraic geometry, HSMs arise often as (orbifold) fundamental covers of moduli spaces, such as the moduli space of polarized abelian varieties (possibly with level structures or with fixed endomorphism algebras), the moduli space of polarized K3 surfaces, the moduli space of polarized irreducible symplectic manifolds, etc..
Due to their frequent occurrence in different areas of mathematics, there is a vast literature on HSMs (e.g. [AMRT10], [Bor52], [BJ06], [FKKL00], [Hel78], [Koe69], [Loo69a], [Loo69b], [Loo77], [Mok89], [PS69], [Sat80], [Wolf77]) dealing with the various aspects of the theory. This vast literature, however, makes it difficult for a non-expert to have a global overview on the subject. The aim of these notes is to survey the different points of view on HSMs, so that a beginner can orient himself inside the vast literature. For this reason, we have chosen to give very few proofs of the results presented, referring the reader to the relevant literature for complete proofs.

Let us now examine more in detail the contents of the paper. In studying HSMs, the reader should keep in mind the (well known) classification of HSMs of (complex) dimension one. Namely, a HSM of complex dimension one is isomorphic to one of the following HSMs:

1. The complex manifold \( \mathbb{C}/\Lambda \), where \( \Lambda \subset \mathbb{C} \) is a discrete additive subgroup, endowed with the Hermitian structure induced by the standard Euclidean metric \( g = dx^2 + dy^2 \) on \( \mathbb{C} = \mathbb{R}^2 \) (which has constant zero curvature). The translations \( z \mapsto z + a \) (with \( a \in \mathbb{C} \)) act transitively via holomorphic isometries and the inversion symmetry at \( [0] \in \mathbb{C}/\Lambda \) is given by \( s_0 : z \mapsto -z \).
2. The upper half space \( \mathcal{H} := \{ z = x + iy \in \mathbb{C} : \operatorname{Im} z = y > 0 \} \) endowed with a Hermitian structure induced by the hyperbolic metric \( g = \frac{dx^2 + dy^2}{y^2} \) (which has constant negative curvature). The group \( \text{SL}_2(\mathbb{R}) \) acts transitively via Möbius transformations (which are holomorphic isometries)
\[
\begin{pmatrix} a & b \\ c & d \end{pmatrix} : z \mapsto \frac{az + b}{cz + d}
\]

and the inversion symmetry at \( i \in \mathcal{H} \) is given by \( s_i : z \mapsto -\frac{1}{z} \).
3. The complex projective line \( \mathbb{P}^1_{\mathbb{C}} \) with the Fubini-Studi Hermitian metric (with constant positive curvature), which is induced by pulling back the Euclidean metric on the two dimensional sphere \( S^2 \subset \mathbb{R}^3 \) via the diffeomorphism \( \mathbb{P}^1_{\mathbb{C}} \cong S^2 \) induced via stereographic projection from the north pole \( N = (1,0,0) \in S^2 \). The group \( \text{SO}_3(\mathbb{R}) \) acts transitively on \( S^2 \) via rotations (which are holomorphic isometries of \( \mathbb{P}^1_{\mathbb{C}} \cong S^2 \)) and the inversion symmetry at the north pole \( N \) is given by the rotation \( s_N : (x,y,z) \mapsto (x,-y,-z) \).

Note that, according to the Riemann’s uniformization theorem, the unique simply connected complex manifolds of dimension one are \( \mathbb{C}, \mathcal{H} \) and \( \mathbb{P}^1_{\mathbb{C}} \):

The above trichotomy in dimension one extends to arbitrary dimensions (see the Decomposition Theorem [2.3]): any HSM can be written uniquely as the product of a HSM of the form \( \mathbb{C}^n/\Lambda \) for some discrete additive subgroup \( \Lambda \subset \mathbb{C}^n \) (which is called the Euclidean factor of the HSM), of a HSM of non-compact type (i.e. a product of irreducible non-compact HSMs) and a HSM of compact type (i.e. a product of irreducible compact HSMs).

The rest of Section [2] is devoted to the study of non-Euclidean HSM, i.e. those for which the Euclidean factor in the above decomposition is trivial. Hermitian symmetric manifolds of compact or of non-compact type admit another natural incarnation. Namely, HSMs of compact type are exactly the cominuscule rational homogeneous projective varieties, i.e. those varieties isomorphic to a quotient of the form \( G/P \), where \( G \) is a semisimple complex Lie group and \( P \subset G \) is a parabolic subgroup whose unipotent radical is abelian. We review this description in [2.6].

HSMs of non-compact type admit a canonical embedding (the so called Harish-Chandra embedding) inside a complex vector space in such a way that they become bounded symmetric domains. And, conversely, any bounded symmetric domain becomes a HSM of non-compact type when it is endowed with the Bergman metric. We review this correspondence between HSMs of non-compact type and bounded symmetric domains in [2.5].

There is a natural correspondence between HSMs of non-compact type and HSMs of compact type, which we review in [2.3]. Moreover, this correspondence satisfies the property that each HSM of non-compact type is canonically realized (via the so called Borel embedding) as an open subset inside the associated HSM of compact type (which is called its compact dual). We review the Borel embedding in [2.4].

Irreducible HSMs of compact or non-compact type can be classified using Lie theory. Indeed, they are diffeomorphic to a quotient of the form \( G/K \) where \( G \) is a simple Lie group (compact in the compact type case and non-compact in the non-compact type case) and \( K \subset G \) is a maximal compact proper subgroup whose center is equal to \( S^1 \). We review this description in [2.1].
By passing to the associated Lie algebras, we get a correspondence between non-Euclidean HSMs and irreducible Hermitian symmetric Lie algebras, which is the datum of a simple real Lie algebra $g$ together with an involution $\theta : g \to g$ such that its $+1$ eigenvalue has a one-dimensional center. See [2.7] for more details.

There is an alternative approach to the study of HSMs of non-compact type based on Jordan theory rather than Lie theory. Indeed, there is a natural bijection between HSMs of non-compact type and Hermitian Jordan triple systems; see [2.7] for more details.

Using either Lie theory or Jordan theory, it is possible to give a classification of irreducible HSMs of non-compact type (and of their compact duals). They are divided into four infinite families, called (following Siegel’s notation) $I_p,q$, $II_n$, $III_n$, and $IV_n$, and two exceptional cases, called $V$ and $VI$. Section 3 is devoted to a detailed analysis of each of the above mentioned irreducible HSMs. In particular, we make explicit, in each of the cases, the general properties of HSMs presented in Section 2.

Section 4 is devoted to the study of the boundary components of HSMs of non-compact type. More precisely, fix a HSM of non-compact type and realize it as a bounded symmetric domain $D \subset \mathbb{C}^N$ via its Harish-Chandra embedding. The closure $\overline{D}$ of $D$ inside $\mathbb{C}^N$ can be partitioned into several equivalence classes for the equivalence relation of being connected through a chain of holomorphic disks. Each of these equivalence classes, called boundary components of $D$, is indeed again a HSM of non-compact type which is realized as a bounded symmetric domain inside its linear span in $\mathbb{C}^N$.

Boundary components can be classified via their normalizer subgroups, which turn out to be all the maximal parabolic subgroups of the group $G$ of automorphisms of $D$ (see Theorem 4.5). The structure of the normalizer subgroups of the boundary components is analyzed in detail in 4.1.

In 4.2 we show that, for every boundary component $F$ of $D$, the domain $D$ can be decomposed into the product of $F$, a real vector space $W(F)$ and a symmetric cone $C(F)$ associated to $F$, i.e. an open homogeneous cone inside a real vector space which is self-dual with respect to a suitable scalar product.

In 4.3 we show how symmetric cones correspond bijectively to Euclidean Jordan algebras and we present the classification of irreducible symmetric cones via the classification of simple Euclidean Jordan algebras.

In 4.4 we show how bounded symmetric domains can be realized in a unique way as Siegel domains (of the second type) associated to a suitable symmetric cone and to a suitable representation of the associated Euclidean Jordan algebra.

In 4.5 we describe explicitly the boundary components of each of the irreducible bounded symmetric domains by computing their normalizer subgroups and their associated symmetric cones.

These notes were written for a PhD course (held at the University of Roma Tre in Spring 2013) entitled “Toroidal compactifications of locally symmetric varieties” and a course in the Summer School “Combinatorial Algebraic Geometry” (held in Levico Terme in June 2013) with the same title. Thus, our original motivation was to write a survey on the construction of toroidal compactifications of locally symmetric varieties (i.e. quotients of Hermitian symmetric manifolds of non-compact type by arithmetic subgroups), by revisiting the original work of Ash-Mumford-Rapoport-Tai [AMRT10]. Due to limitations in space and time, we were unable to complete this project and we ended up with an attempt to write a survey on the beautiful and rich theory of Hermitian symmetric manifolds. We plan to write a sequel to these notes on the construction of toroidal compactifications of locally symmetric varieties.

**Notations.**

1.1. Given a Lie group $G$, we denote by $G^{0}$ the connected component of $G$ containing the identity and by $Z_G$ its center. A semisimple Lie group $G$ is said to be adjoint if it has trivial center, or in symbols if $Z_G = \{e\}$.

1.2. Given a Lie algebra $\mathfrak{g}$, we denote its center by $Z(\mathfrak{g})$. For a real Lie algebra $\mathfrak{g}$, we denote by $\mathfrak{g}_\mathbb{C} := \mathfrak{g} \otimes_{\mathbb{R}} \mathbb{C} = \mathfrak{g} \oplus i\mathfrak{g}$ its complexification.

1.3. Given a real (resp. complex) finite-dimensional vector space $V$ and two symmetric (resp. Hermitian) linear operators $F,G \in \text{End}(V)$, we write:

- $(i)\ F > G$ (or $G < F$) if and only if $F - G$ is positive definite;
- $(ii)\ F \geq G$ (or $G \leq F$) if and only if $F - G$ is positive semidefinite.

1.4. Given a matrix $M \in M_{n,n}(F)$ with entries in $F = \mathbb{R},\mathbb{C},\mathbb{H}$, we will denote by $M^t$ its transpose and by $\overline{M}$ its conjugate with respect to:

- the trivial conjugation if $F = \mathbb{R}$;
the conjugation \(x_0 + ix_1 \mapsto x_0 - ix_1\) if \(F = \mathbb{C}\);

- the conjugation \(x_0 + ix_1 + jx_2 + kx_3 \mapsto x_0 - ix_1 - jx_2 - kx_3\) if \(F = \mathbb{H}\).

Moreover, we set \(M^* = \overline{M}\).

1.5. We will denote by 0 the zero matrix of any size, by \(I_n\) the \(n \times n\) identity matrix, by \(J_n\) the \(2n \times 2n\) standard symplectic matrix, i.e. \(J_n := \begin{pmatrix} 0 & I_n \\ -I_n & 0 \end{pmatrix}\), and we set \(S_n := \begin{pmatrix} 0 & I_n \\ I_n & 0 \end{pmatrix}\).

1.6. For the notation on simple real Lie groups, we will follow [Hel78, Chap. X, §2] (see also [Kna96, Chap. I, §17]).

2. Hermitian symmetric manifolds

The aim of this section is to introduce Hermitian symmetric manifolds and to establish their basic properties.

Let us begin by recalling the definition of a complex structure and of an almost complex structure on a differentiable manifold \(M\).

**Definition 2.1.**

1. A complex manifold is a pair \((M, \mathcal{O}_M)\) consisting of a (connected) differentiable manifold \(M\) and a sheaf \(\mathcal{O}_M\) of \(\mathbb{C}\)-valued smooth functions on \(M\) such that \((M, \mathcal{O}_M)\) is locally isomorphic to \((\mathbb{C}^n, \mathcal{O}_{\mathbb{C}^n})\), where \(\mathcal{O}_{\mathbb{C}^n}\) is the sheaf of holomorphic functions on \(\mathbb{C}^n\). The sheaf \(\mathcal{O}_M\) is said to be a complex structure on the manifold \(M\).

2. A quasi-complex manifold is a pair \((M, J)\) consisting of a (connected) differentiable manifold \(M\) and a smooth tensor field \(J\) of type \((1,1)\) such that for every \(p \in M\) the induced linear map \(J_p: T_p M \rightarrow T_p M\) satisfies \(J_p^2 = -\text{id}\), i.e. \(J_p\) is a complex structure on the vector space \(T_p M\). The tensor field \(J\) is said to be a quasi-complex structure on the manifold \(M\).

Given a complex manifold \((M, \mathcal{O}_M)\), the local isomorphism of \((M, \mathcal{O}_M)\) with \((\mathbb{C}^n, \mathcal{O}_{\mathbb{C}^n})\) together with the natural complex structure on each tangent space \(T_p \mathbb{C}^n \cong \mathbb{C}^n\) given by multiplication by \(i\), induces a quasi-complex structure \(J\) on \(M\). A quasi-complex structure \(J\) on \(M\) induced by a complex structure is said to be integrable. Integrable quasi-complex structures are characterized by the following well-known theorem of Newlander-Nirenberg (see [Hel78, Chap. VIII, Thm. 1.2] and the references therein).

**Theorem 2.2** (Newlander-Nirenberg). A quasi-complex structure \(J\) on \(M\) is induced by a complex structure on \(M\) (i.e. it is integrable) if and only if

\[ [JX, JY] = J[JX, Y] + J[X, JY] + [X, Y], \]

for any two vector fields \(X\) and \(Y\) on \(M\). In this case, the complex structure on \(M\) is uniquely determined by the almost complex structure \(J\) on \(M\).

Therefore giving a complex manifold is equivalent to giving an almost complex manifold \((M, J)\) such that \(J\) is integrable.

There are three equivalent ways of giving an Hermitian structure on a complex manifold \((M, J)\), which we now recall.

**Lemma - Definition 2.3.** Let \((M, J)\) be a complex manifold. A Hermitian structure on \((M, J)\) is the assignment of one of the following equivalent structures:

1. A smooth tensor field \(h\) of type \((0,2)\) such that \(h_p: T_p M \times T_p M \rightarrow \mathbb{C}\) is a positive definite Hermitian form with respect to \(J_p\) for any \(p \in M\) (called a Hermitian metric), i.e.

   - \(h_p(x, y) = h_p(y, x)\) for any \(x, y \in T_p M\);
   - \(h_p(J_p x, y) = ih_p(x, y)\) for any \(x, y \in T_p M\);
   - \(h_p(x, x) > 0\) for any \(0 \neq x \in T_p M\).

2. A Riemannian metric \(g\) such that \(g_p: T_p M \times T_p M \rightarrow \mathbb{R}\) is compatible with \(J_p\) for any \(p \in M\), i.e.

   - \(g_p(x, y) = g_p(y, x)\) for any \(x, y \in T_p M\);
   - \(g_p(J_p x, J_p y) = g_p(x, y)\) for any \(x, y \in T_p M\);
   - \(g_p(x, x) > 0\) for any \(0 \neq x \in T_p M\).

3. A 2-form \(\omega\) such that \(\omega_p: T_p M \times T_p M \rightarrow \mathbb{R}\) is compatible with \(J_p\) and positive definite with respect to \(J_p\) for any \(p \in M\), i.e.

   - \(\omega_p(x, y) = -\omega_p(y, x)\) for any \(x, y \in T_p M\);
   - \(\omega_p(J_p x, J_p y) = \omega_p(x, y)\) for any \(x, y \in T_p M\);
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one can pass from one assignment to the other two by means of the following formulas:

\[ g(X, Y) = \text{Re} \, h(X, Y) = \omega(X, JY), \]
\[ \omega(X, Y) = -\text{Im} \, h(X, Y) = g(JX, Y), \]
\[ h(X, Y) = g(X, Y) - i\omega(JX, JY) = \omega(X, JY) - i\omega(X, Y). \]

for \( X, Y \) any smooth vector fields on \( M \).

We say that \((M, J, h)\) (resp. \((M, J, g)\), resp. \((M, J, \omega)\)) is a Hermitian manifold if \((M, J)\) is a complex structure and \( h \) (resp. \( g \), resp. \( \omega \)) defines a Hermitian structure on \((M, J)\). Sometimes, we will say that \( M \) is a Hermitian manifold if there is no need to specify the complex structure and the Hermitian structure.

Using partitions of unity, it is easy to show that every complex manifold can be endowed with a Hermitian structure. In what follows, we will be interested in complex manifolds that admit a special Hermitian structure in the following sense.

Definition 2.4. Let \((M, J, h)\) be a Hermitian manifold. Denote by \(\text{Aut}(M, J, h)\) the group of holomorphic isometries, i.e. the group of self-diffeomorphisms \(\phi: M \to M\) such that \(\phi^* J = J\) and \(\phi^* h = h\). We say that

(i) \((M, J, h)\) is homogeneous if \(\text{Aut}(M, J, h)\) acts transitively on \(M\);

(ii) \((M, J, h)\) is symmetric (or HSM for short) if it is homogeneous and for some \( p \in M \) (or, equivalently, for any \( p \in M \)) there exists \( s_p \in \text{Aut}(M, J, h) \) (called a symmetry at \( p \)) such that \( s_p^2 = \text{id} \) and \( p \) is an isolated fixed point of \( s_p \).

Remark 2.5.

(i) If every point \( p \in M \) admits a symmetry \( s_p \) as above then \((M, J, h)\) is automatically homogeneous (see [Mil05 Prop. 1.6]).

(ii) The symmetry \( s_p \) at \( p \) can be characterized as the unique \( s_p \in \text{Aut}(M, J, h) \) such that \( s_p(p) = p \) and \( ds_p = -id_{T_pM} \). It follows that \( s_p \) is a geodesic symmetry at \( p \), i.e. if \( \gamma: (-\alpha, \alpha) \to M \) is any geodesic such that \( \gamma(0) = p \) then \( s_p(\gamma(t)) = \gamma(-t) \) for any \( -\alpha < t < \alpha \) (see [Mil05 Prop. 1.11]).

(iii) If \((M, J, h = g - i\omega)\) is a Hermitian symmetric manifold then:

- \((M, g)\) is a (geodesically) complete, i.e. \( M \) is a complete metric space or, equivalently, every geodesic of the Riemannian manifold \((M, g)\) can be defined on the entire real line (see [Mil05 Prop. 1.11]);

- \((M, J, \omega)\) is Kähler, i.e. \( \omega \) is a closed 2-form (see [Hel78 Chap. VIII, Thm. 4.1]).

(iv) A Riemannian manifold \((M, g)\) such that the group \(\text{Aut}(M, g)\) of isometries acts transitively on \(M\) and for some \( p \in M \) (or, equivalently, for any \( p \in M \)) there exists \( s_p \in \text{Aut}(M, g) \) which is a geodesic symmetry at \( p \) is called a Riemannian symmetric manifold; see [Hel78] for an extensive study of Riemannian symmetric manifolds.

Note that Hermitian symmetric manifolds are in particular Riemannian symmetric manifolds.

In dimension one, every Hermitian symmetric manifold is isomorphic to one of the following examples.

Example 2.6.

(1) Let \( \Lambda \subset \mathbb{C} \) be a discrete additive subgroup (note that \( \Lambda \) is isomorphic to \((0), \mathbb{Z} \) or \(\mathbb{Z}^2\)). The quotient \( \mathbb{C}/\Lambda \) is a complex manifold which we endow with the Hermitian structure induced by the standard Euclidean metric \( g = dx^2 + dy^2 \) on \( \mathbb{C} = \mathbb{R}^2(x, y) \) (which has constant zero curvature). The translations \( z \mapsto z + a \) (with \( a \in \mathbb{C} \)) act transitively via holomorphic isometries, so that \( \mathbb{C}/\Lambda \) is a homogeneous Hermitian manifold. If \( o \) denotes the class of \( 0 \) in the quotient \( \mathbb{C}/\Lambda \), then the map \( s_o : z \mapsto -z \) is an isometry at \( o \), which shows that \( \mathbb{C}/\Lambda \) is a Hermitian symmetric manifold.

(2) Let \( \mathcal{H} := \{ z = x + iy \in \mathbb{C} : \text{Im} \, z = y > 0 \} \) be the upper half space. Then \( \mathcal{H} \) inherits from \( \mathbb{C} \) a complex structure and we endow it with a Hermitian structure induced by the hyperbolic metric \( g = \frac{dx^2 + dy^2}{y^2} \) (which has constant negative curvature). The group \( \text{SL}_2(\mathbb{R}) \) acts transitively via Möbius transformations (which are holomorphic isometries)

\[
\begin{pmatrix} a & b \\ c & d \end{pmatrix} \cdot z := \frac{az + b}{cz + d},
\]

which shows that \( \mathcal{H} \) is a homogeneous Hermitian manifold. The Möbius transformation \( s_i : z \mapsto -\frac{1}{z} \) is a symmetry at \( i \in \mathcal{H} \), so that \( \mathcal{H} \) is a Hermitian symmetric manifold.
(3) Let \( P_C^1 \) be the complex projective line. Via stereographic projection from the north pole \( N = (1, 0, 0) \), the two dimensional sphere \( S^2 \subset \mathbb{R}^3_{(x,y,z)} \) is diffeomorphic to \( P_C^1 \). Via this diffeomorphism, the restriction of the Euclidean metric to \( S^2 \) induces a metric \( g \) on \( P_C^1 \) (with constant positive curvature) which is compatible with its complex structure, i.e. it induces a Hermitian structure on \( P_C^1 \), which is called the Fubini-Studi metric. The group \( SO_3(\mathbb{R}) \) acts transitively on \( S^2 \) via rotations, which are holomorphic isometries of \( P_C^1 \equiv S^2 \); hence \( P_C^1 \) is a homogeneous Hermitian manifold. The rotation \( s_N : (x, y, z) \rightarrow (x, -y, -z) \) is a symmetry at the north pole \( N \in S^2 \cong P_C^1 \), which show that \( P_C^1 \) is a Hermitian symmetric manifold.

The trichotomy of the previous Example 2.6 extends to arbitrary dimension.

**Definition 2.7.** Let \( M \) be a Hermitian symmetric manifold (HSM).

(i) \( M \) is said to be of **Euclidean type** if \( M \) is isomorphic to \( C^n/\Lambda \) for some discrete additive subgroup \( \Lambda \subset C^n \), where \( C^n/\Lambda \) is endowed with the complex structure and the Hermitian metric induced by \( C^n \).

(ii) \( M \) is said to be **irreducible** if it is not Euclidean and it cannot be written as the product of two non-trivial HSMs.

(iii) \( M \) is said to be **non-Euclidean** if it is the product of irreducible HSMs.

(iv) \( M \) is said to be of **compact type** (resp. **non-compact type**) if \( M \) is the product of compact (resp. non-compact) irreducible HSMs.

Hermitian symmetric manifolds of non-compact type are also called **Hermitian symmetric domains**, due to the fact that they are biholomorphic to bounded symmetric domains (see [Hel78, Chap. VIII, §2]).

**Remark 2.8.** Clearly, Euclidean HSMs have identically zero Riemannian sectional curvature. On the other hand, HSMs of compact type (resp. of non-compact type) have semipositive (resp. seminegative) Riemannian sectional curvature (see [Hel78, Chap. V, Thm. 3.1]) and therefore also semipositive (resp. seminegative) holomorphic bisectional curvature (see [Mok89, Chap. 2, (3.3), Prop. 1]). Moreover, irreducible HSMs of compact type (resp. of non-compact type) have positive (resp. negative) Ricci curvature (see [Mok89, Chap. 3, (1.3), Prop. 2]).

Every Hermitian symmetric manifold can be decomposed uniquely in the following way (see [Hel78, Chap. VIII, Prop. 4.4, Thm. 4.6, Prop. 5.5]):

**Theorem 2.9** (Decomposition theorem). Every Hermitian symmetric manifold \( M \) decomposes uniquely as

\[
M = M_0 \times M_- \times M_+,
\]

where \( M_0 \) is a Euclidean HSM, \( M_- \) is a HSM of compact type and \( M_+ \) is a HSM of non-compact type. Moreover, \( M_- \) (resp. \( M_+ \)) is simply connected and it decomposes uniquely as a product of compact (resp. non-compact) irreducible HSMs.

In particular, any HSM is the product of a Euclidean HSM and of a non-Euclidean HSM. Since Euclidean HSMs are easy to understand (being isomorphic to \( C^n/\Lambda \), for some discrete additive subgroup \( \Lambda \subset C^n \)), from now on we will focus on non-Euclidean HSMs.

An important invariant of a non-Euclidean HSM is its rank, which we are now going to define following [Hel78, Chap. V, §6]. Recall that a submanifold \( S \) of a Riemannian manifold \((M, g)\) is called **totally geodesic** if for every \( p \in S \) it holds that all the geodesics of \( M \) through \( p \) that are tangent to \( S \) are contained in \( S \). Moreover, in the case where \((M, g)\) is a Riemannian symmetric manifold (in the sense of Remark 2.5), \( N \) is totally geodesic if and only if for every \( p \in N \) we have that \( s_p(N) = N \) (see [Mok89, Chap. 5, (1.1), Lemma 1.1]). Furthermore, \( N \) is said to be **flat** if the restriction of the Riemannian metric \( g \) to \( N \) has identically zero curvature tensor.

**Definition 2.10.** Let \( M \) be a non-Euclidean HSM. The **rank** of \( M \) is the maximal dimension of a flat totally geodesic submanifold of \( M \).

### 2.1. Classifying non-Euclidean HSM via Lie groups

The aim of this subsection is to classify non-Euclidean Hermitian symmetric manifolds in terms of Lie groups.

Let \( M = (M, J, h) \) be a non-Euclidean Hermitian symmetric manifold and fix a point \( o \in M \). The group \( \text{Aut}(M) = \text{Aut}(M, J, h) \) of holomorphic isometries of \( M \), endowed with the compact-open topology, becomes a (real) Lie group (see [Hel78, Chap. VIII, §4]). We denote by \( \text{Aut}(M)^o \) the connected component of \( \text{Aut}(M) \) containing the identity and by \( \text{Stab}(o) \) the Lie subgroup of \( \text{Aut}(M)^o \) consisting
of all the elements that fix \( o \in M \). The symmetry \( s_o \) at \( o \) induces the following involutive automorphism of \( \text{Aut}(M)^o \):

\[
\sigma : \text{Aut}(M)^o \rightarrow \text{Aut}(M)^o \\
g \mapsto s_o gs_o.
\]

Denote by \( \text{Fix}(\sigma) \) the closed Lie subgroup of \( \text{Aut}(M)^o \) consisting of all the elements that are fixed by \( \sigma \) and let \( \text{Fix}(\sigma)^o \) be the connected component of \( \text{Fix}(\sigma) \) containing the origin.

**Theorem 2.11.** Notations as above.

(i) \( \text{Aut}(M)^o \) is a semisimple adjoint (i.e. with trivial center) Lie group and \( \text{Stab}(o) \) is a compact Lie subgroup of \( \text{Aut}(M)^o \) such that

\[
\text{Fix}(\sigma)^o \subseteq \text{Stab}(o) \subseteq \text{Fix}(\sigma).
\]

(ii) The map

\[
\text{Aut}(M)^o / \text{Stab}(o) \rightarrow M \\
[g] \mapsto g \cdot o
\]

is a \( \text{Aut}(M)^o \)-equivariant diffeomorphism.

(iii) The symmetry \( s_o \) is contained in the identity component of the center of \( \text{Stab}(o) \).

**Proof.** See [Hel78, Chap. IV, Thm. 3.3; Chap. VIII, Thm. 4.5] □

A pair \((G, K)\) consisting of a connected semisimple Lie group \( G \) and a compact subgroup \( K \) for which there exists an involutive automorphism \( \sigma \) of \( G \) such that \( \text{Fix}(\sigma)^o \subseteq K \subseteq \text{Fix}(\sigma) \) is a particular case of a Riemann symmetric pair (see [Hel78, Chap. IV, §3]). In particular, Theorem 2.11(iii) is saying that for any non-Euclidean Hermitian symmetric manifold \( M \), the pair \( (\text{Aut}(M)^o, \text{Stab}(o)) \) is a Riemannian symmetric pair.

Conversely, starting with a Riemannian symmetric pair \((G, K)\), the quotient manifold \( G/K \) can always be endowed with a Riemannian metric \( g \) such that \((G/K, g)\) is a Riemannian symmetric space (see [Hel78, Chap. IV, Prop. 3.4]). However, in order to endow \( G/K \) with a complex structure \( J \) and a Hermitian metric \( h \) such that \((G/K, J, h)\) becomes a Hermitian symmetric manifold, the pair \((G, K)\) must satisfy some extra conditions. Theorem 2.11(iii) says that a necessary condition for a Riemannian symmetric pair \((G, K)\) to come from a Hermitian symmetric manifold is that the center of \( K \) is not finite. Indeed, in the irreducible case, this last condition is also sufficient.

**Theorem 2.12.**

(i) Every irreducible HSM of non-compact type is diffeomorphic to \( G/K \) for a unique pair \((G, K)\) such that \( G \) is a connected non-compact simple adjoint Lie group and \( K \) is a maximal connected and compact Lie subgroup of \( G \) with non discrete center \( Z_K \) (or, equivalently, with \( Z_K = S^1 \)).

(ii) Every irreducible HSM of compact type is diffeomorphic to \( G/K \) for a unique pair \((G, K)\) such that \( G \) is a connected compact simple adjoint Lie group and \( K \) is a maximal connected and compact proper Lie subgroup of \( G \) with non discrete center \( Z_K \) (or, equivalently, with \( Z_K = S^1 \)).

**Proof.** See [Hel78, Chap. VIII, §6]. □

Using the Lie-theoretic representation given by Theorem 2.12, É. Cartan in [Car35] (based upon his previous work [Car26-27] in which he classifies Riemannian symmetric manifolds) was able to classify the irreducible HSMs of non-compact type (rep. of compact type) into 6 types (see also [Bor52] for a nice exposition of the work of Cartan). We list the six types (together with their real dimensions and their rank) in Table 1 referring to [3] for more details on each type and to [23] for an explanation of the duality between HSMs of non-compact type and HSMs of compact type.

Using the above presentation of HSMs, it is possible to give a Lie theoretic description of the rank of a HSM of non-compact type (as in Definition 2.10).

**Proposition 2.13.** Let \( M \) be a HSM of non-compact type and write \( M \cong \text{Aut}(M)^o / \text{Stab}(o) = G/K \) as in Theorem 2.11 Then the rank of \( M \) is equal to the dimension of any maximal \( R \)-split torus \( T \) contained in \( G \).

**Proof.** See [Mor, Sec. 8C]. □
2.2. Classifying non-Euclidean HSMs via Lie algebras. The aim of this subsection is to classify non-Euclidean HSM in terms of Lie algebras data.

Let $M = (M, J, h)$ be a non-Euclidean HSM with a fixed base point $o \in M$. We shorten the notation used in [2.1] by setting $G := \text{Aut}(M)^o$ and $K := \text{Stab}(o)$. Let $g = \text{Lie}(G)$ be the real Lie algebra of $G$ (which is semisimple by Theorem 2.11(i)) and let $\theta = d\sigma : g \rightarrow g$ be the involution of $g$ given by the differential of the involution $\sigma$ of $G$. Denote by $\mathfrak{t}$ (resp. $\mathfrak{p}$) the eigenspace for $\theta$ relative to the eigenvalue $+1$ (resp. $-1$). Since $\theta^2 = \text{id}$, we have a direct sum decomposition

$$g = \mathfrak{t} \oplus \mathfrak{p}$$

in such a way that the Lie bracket $[,]$ of $g$ satisfies

$$[\mathfrak{t}, \mathfrak{t}] \subseteq \mathfrak{t}, \quad [\mathfrak{t}, \mathfrak{p}] \subseteq \mathfrak{p}, \quad [\mathfrak{p}, \mathfrak{p}] \subseteq \mathfrak{t}.$$ 

From Theorem 2.11, it follows that the Lie subalgebra $\mathfrak{t} \subset g$ is equal to the Lie subalgebra $\text{Lie}(K) \subset \text{Lie}(G)$ of the Lie subgroup $K \subset G$. In particular, since $K$ is a compact Lie group, it follows that $\mathfrak{t}$ is a compactly embedded subalgebra of $g$ (in the sense of [Hel78] p. 130]). Therefore, the pair $(\mathfrak{g}, \theta)$ above defined is a special case of an effective orthogonal symmetric Lie algebra in the sense of [Hel78 Chap. V, §1].

Moreover, the $G$-equivariant diffeomorphism $G/K \overset{\approx}{\rightarrow} M$ of Theorem 2.11 induces a canonical identification $\mathfrak{g} \cong T_o M$, where $T_o M$ is the tangent space of $M$ at $o \in M$. The above identification, together with the complex structure $J$ on $M$, induces a complex structure $J_o$ on $\mathfrak{p}$. We extend $J_o$ to a linear operator on $\mathfrak{g}$ by setting:

$$J = \begin{cases} 0 & \text{ on } \mathfrak{t}, \\ J_o & \text{ on } \mathfrak{p}. \end{cases}$$

Using the fact that the complex structure $J$ on $M$ is compatible with the Hermitian metric $h$ on $M$, one can prove the following (see [Sat80 Chap. II, §3])

Lemma 2.14. $J$ is a derivation of $\mathfrak{g}$.

Since $\mathfrak{g}$ is semisimple, each derivation on $\mathfrak{g}$ is inner (see [Kna96 Prop. 1.98]) and the center of $\mathfrak{g}$ is trivial; therefore, $J = \text{ad} H$ for a unique element $H \in \mathfrak{g}$. Using (2.3), it follows that $H$ belongs to the center $Z(\mathfrak{t})$ of $\mathfrak{t}$.

The properties of the triple $(\mathfrak{g}, \theta, H)$ are summarized in the following definition, which is a slight adaptation of [Sat80 p. 54].

Definition 2.15. A Hermitian symmetric Lie algebra (or, for short, a Hermitian SLA) is a triple $(\mathfrak{g}, \theta, H)$ consisting a semisimple real Lie algebra $\mathfrak{g}$, an involution $\theta : \mathfrak{g} \rightarrow \mathfrak{g}$ whose associated decomposition $\mathfrak{g} = \mathfrak{t} \oplus \mathfrak{p}$ into eigenvalues for $+1$ and $-1$ is such that $\mathfrak{t}$ is a compactly embedded subalgebra of $\mathfrak{g}$ and an element $H \in Z(\mathfrak{t})$ such that $\text{ad}(H)_{|\mathfrak{p}} = -\text{id}_p$.

A Hermitian SLA $(\mathfrak{g}, \theta, H)$ is said to be irreducible if the complexification $\mathfrak{g}_C$ of $\mathfrak{g}$ is a simple complex Lie algebra.

A Hermitian SLA $(\mathfrak{g}, \theta, H)$ is said to be

(i) of compact type if $\mathfrak{g}$ is a compact Lie algebra, i.e. its Killing form $B$ is negative definite;

(ii) of non-compact type if $\mathfrak{g}$ does not contain compact simple factors and $\theta$ is a Cartan involution of $\mathfrak{g}$, i.e. $B$ is negative definite on $\mathfrak{t}$ and positive definite on $\mathfrak{p}$.

We have seen before how to associate to a non-Euclidean HSM $M$ a Hermitian SLA $(\mathfrak{g}, \theta, H)$. Indeed, this construction is bijective and it is compatible with the decomposition of HSMs as in Theorem 2.4.
Theorem 2.16. There is a bijection

\[ (2.4) \quad \{ \text{non-Euclidean HSMs} \} \xrightarrow{\sim} \{ \text{Hermitian SLAs} \} \]

obtained by sending a non-Euclidean Hermitian symmetric manifold \( M \) to its associated Hermitian SLA \((g, \theta, H)\).

(i) If \( M = M_1 \times \cdots \times M_r \) is the decomposition of \( M \) into irreducible HSMs and \((g_i, \theta_i, H_i)\) is the Hermitian SLA associated to \( M_i \), then

\[ (2.5) \quad (g, \theta, H) = (g_1, \theta_1, H_1) \oplus \cdots \oplus (g_r, \theta_r, H_r), \]

meaning that \( g \) decomposes a direct sum of ideals \( g = g_1 \oplus \cdots \oplus g_r, \) \( \theta \) is the unique involution on \( g \) that preserves the above decomposition and such that \( \theta_{|g_i} = \theta_i \) and \( H = H_1 + \cdots + H_r \).

(ii) \( M \) is an irreducible HSM if and only if \((g, \theta, H)\) is irreducible.

(iii) \( M \) is of non-compact type if and only if \((g, \theta, H)\) is of non-compact type.

(iv) \( M \) is of compact type if and only if \((g, \theta, H)\) is of compact type.

Proof. Part (i) follows from [Hel78, Prop. 4.4, Prop. 5.5].

According to [Hel78, Prop. 5.5, Thm. 5.3, Thm. 5.4], \( M \) is irreducible if and only if \((g, \theta)\) belongs to one of the following four types:

1. Type I: \( g \) is a simple compact Lie algebra;
2. Type II: \( g \) is a compact Lie algebra which is the sum of two simple ideals \( g = g_1 \oplus g_2 \) which are interchanged by \( \theta \);
3. Type III: \( g \) is a simple non-compact Lie algebra such that \( g_{\mathbb{C}} \) is simple;
4. Type IV: \( g \) is a simple compact Lie algebra (regarded as a real Lie algebra).

Moreover, the existence of a non-trivial element \( H \in Z(\mathfrak{g}) \) rules out Type II and Type IV (see [Hel78 p. 518]). The remaining cases (Type I and Type III) are exactly those cases for which \( g_{\mathbb{C}} \) is a simple complex Lie algebra. Part (ii) follows.

Parts (iii) and (iv) follow easily from (ii) and the Definitions 2.7 and 2.15.

It remains to prove that the map from non-Euclidean HSM to Hermitian SLAs is bijective. In order to prove that, we will construct the inverse map of (2.4).

First of all, we have the following

Claim: Any Hermitian SLA admits a decomposition (as in (2.5)) into the direct sum of irreducible Hermitian SLAs.

Indeed, given a Hermitian SLA \((g, \theta, H)\), using [Hel78, Prop. 5.2, Thm. 5.3, Thm. 5.4], we can write \( g \) as the direct sum of ideals

\[ g = g_1 \oplus \cdots \oplus g_r, \]

in such a way that \( \theta \) preserves this decomposition and each factor \((g_i, \theta_i) := \theta_{|g_i}\) belongs to one of the four Types mentioned before. The element \( H \) can be written as a sum \( H = H_1 + \cdots + H_r \) in such a way that \((g_i, \theta_i, H_i)\) is a Hermitian SLA. As observed before, the existence of such an element \( H_i \in Z(\mathfrak{g}) \) forces \((g_i, \theta_i)\) to be of Type I or Type III, so that each \((g_i, \theta_i, H_i)\) is irreducible, q.e.d.

Using the Claim and part (ii), it is now enough to construct an inverse of (2.4) for irreducible Hermitian SLAs.

Let \((g, \theta, H)\) be an irreducible Hermitian SLA and assume first that it is of non-compact type. Let \( G \) the unique connected adjoint Lie group with \( \text{Lie}(G) = g \) and let \( K \) be the unique Lie subgroup of \( G \) corresponding to the Lie subalgebra \( \mathfrak{k} \subset g \). Since \( \theta \) is a Cartan involution of \( g \) and \( g \) is simple, we deduce that \( G \) is a simple non-compact Lie group and \( K \) is a maximal compact Lie subgroup of \( G \). On the quotient manifold \( G/K \) (with base point \( o = [e] \)) , consider the unique \( G \)-invariant almost complex structure \( J \) such that \( J_o \) is equal to \( \text{ad}(H)_{|\mathfrak{p}} \) via the identification \( T_oM \cong \mathfrak{p} \) and the unique \( G \)-invariant Riemannian metric \( g \) such that \( g_o \) is equal to the Killing form of \( g \) restricted to \( \mathfrak{p} \). It follows from [Hel78 Chap. VIII, Prop. 4.2] that \((G/K, J, g)\) is a HSM, which is irreducible of non-compact type by Theorem 2.12. Moreover, it is easy to check that the Hermitian SLA associated to \((G/K, J, g)\) is the Hermitian SLA \((g, \theta, H)\) we started with, and we are done.

The case where \((g, \theta, H)\) is irreducible of compact type can be dealt with similarly and therefore it is left to the reader.

\[ \square \]

Remark 2.17. The bijection (2.4) becomes an equivalence of categories if the two sets are endowed with the following morphisms:
(i) A symmetric (or equivariant) morphism between two pointed non-Euclidean HSMs \((M, o')\) and \((M', o')\) is a pointed holomorphic map \(\phi : (M, o) \to (M', o')\) such that
\[
\phi \circ s_p = s'_{\phi(p)} \circ \phi \quad \text{for any } p \in M,
\]
where \(s_p\) is the symmetry of \(M\) at \(p \in M\) and \(s'_{\phi(p)}\) is the symmetry of \(M'\) at \(\phi(p) \in M'\).

(ii) A morphism of Hermitian SLAs (also called a \(H_1\)-morphism) between two Hermitian SLAs \((\mathfrak{g}, \theta, H)\) and \((\mathfrak{g}', \theta', H')\) is a morphism of Lie algebras \(\rho : \mathfrak{g} \to \mathfrak{g}'\) such that
\[
\rho \circ \theta = \theta' \circ \rho,
\]
\[
\rho \circ \text{ad}(H) = \text{ad}(H') \circ \rho.
\]
See [Sat80, Chap. II] and [AMRT10, Chap. III, §2.2].

The correspondence in Theorem 2.16 together with the classification of irreducible HSMs recalled in 2.1 gives a classification of irreducible Hermitian SLAs. We record the list of irreducible classical Hermitian SLAs of non-compact type (resp. of compact type) into Table 2 (resp. Table 3). Moreover, to each irreducible Hermitian SLA \((\mathfrak{g}, \theta, H)\) of non-compact type in Table 2 its dual Hermitian SLA of compact type (as defined in 2.3) is denoted by \((\mathfrak{g}', \theta^*, H^*)\) in Table 3. We refer to [3] for more details.

| Type | Lie algebra \(\mathfrak{g}\) | Involution \(\theta\) | Central element \(H \in Z(\mathfrak{t})\) |
|------|------------------|------------------|------------------|
| 2.1  | \(\mathfrak{su}(p, q)\) | \(\theta\) \[
\begin{pmatrix}
Z_1 & Z_2 \\
-Z_2 & Z_3
\end{pmatrix}
\] | \(i \begin{pmatrix}
p & 0 \\
0 & \frac{q}{p + q}
\end{pmatrix} I_p \otimes I_q\) |
| II_n | \(\mathfrak{so}^*(2n)\) | \(\theta\) \[
\begin{pmatrix}
Z_1 & Z_2 \\
-Z_2^t & Z_1^t
\end{pmatrix}
\] | \(\frac{1}{2} \begin{pmatrix}
I_n & 0 \\
0 & -I_n
\end{pmatrix}\) |
| III_n | \(\mathfrak{sp}(n, \mathbb{R})\) | \(\theta\) \[
\begin{pmatrix}
Z_1 & Z_2 \\
-Z_2^t & Z_1^t
\end{pmatrix}
\] | \(\frac{1}{2} \begin{pmatrix}
I_n & 0 \\
0 & -I_n
\end{pmatrix}\) |
| IV_n | \(\mathfrak{so}(2, n)\) | \(\theta\) \[
\begin{pmatrix}
X_1 & iX_2 \\
-iX_2 & X_3
\end{pmatrix}
\] | \(0 \otimes 0\) |

Table 2. Irreducible classical Hermitian SLAs of non-compact type.

| Type | Lie algebra \(\mathfrak{g}^*\) | Involution \(\theta^*\) | Central element \(H^* \in Z(\mathfrak{t})\) |
|------|------------------|------------------|------------------|
| 2.1  | \(\mathfrak{su}(p + q)\) | \(\theta^*\) \[
\begin{pmatrix}
Z_1 & Z_2 \\
-Z_2 & Z_3
\end{pmatrix}
\] | \(i \begin{pmatrix}
p & 0 \\
0 & \frac{q}{p + q}
\end{pmatrix} I_p \otimes I_q\) |
| II_n | \(\mathfrak{so}^*(2n)\) | \(\theta^*\) \[
\begin{pmatrix}
Z_1 & Z_2 \\
-Z_2^t & Z_1^t
\end{pmatrix}
\] | \(\frac{1}{2} \begin{pmatrix}
I_n & 0 \\
0 & -I_n
\end{pmatrix}\) |
| III_n | \(\mathfrak{sp}(n)\) | \(\theta^*\) \[
\begin{pmatrix}
Z_1 & Z_2 \\
-Z_2^t & Z_1^t
\end{pmatrix}
\] | \(\frac{1}{2} \begin{pmatrix}
I_n & 0 \\
0 & -I_n
\end{pmatrix}\) |
| IV_n | \(\mathfrak{so}(2 + n)\) | \(\theta^*\) \[
\begin{pmatrix}
X_1 & X_2 \\
-X_2 & X_3
\end{pmatrix}
\] | \(0 \otimes 0\) |

Table 3. Irreducible classical Hermitian SLAs of compact type.

The rank of a non-Euclidean HSM as defined in Definition 2.10 can be read off from the associated Hermitian SLA as it follows.

**Proposition 2.18.** Let \(M\) be a non-Euclidean HSM with base point \(o \in M\) and let \((\mathfrak{g}, \theta, H)\) its associated Hermitian SLA. Consider the decomposition \(\mathfrak{g} = \mathfrak{t} \oplus \mathfrak{p}\) as in 2.1. Then any two maximal abelian Lie subalgebras of \(\mathfrak{g}\) contained in \(\mathfrak{p}\) are conjugate by an element of \(\text{Stab}(o) \subset \text{Aut}(M)^o\), acting on \(\mathfrak{g}\) via the adjoint representation, and their common dimension is equal to the rank of \(M\).

**Proof.** See [Hel78] Chap. V, Prop. 6.1 and Lemma 6.3. \(\square\)
2.3. Duality between compact and non-compact HSMs. We are now going to define an involution on non-Euclidean HSMs that exchanges compact HSMs with non-compact HSMs. The involution is defined most easily in terms of Hermitian SLAs, using the bijection of Theorem 2.19

Given a Hermitian SLA \((\mathfrak{g}, \theta, H)\), define a new Hermitian SLA \((\mathfrak{g}^*, \theta^*, H^*)\) as it follows. The Lie algebra \(\mathfrak{g}^*\) is the subalgebra of the complexification \(\mathfrak{g}_C\) given by
\[
\mathfrak{g}^* := \mathfrak{t} \oplus i\mathfrak{p} \subseteq \mathfrak{g}_C = (\mathfrak{t} \oplus \mathfrak{p}) \oplus i(\mathfrak{t} \oplus \mathfrak{p}),
\]
where as usual \(\mathfrak{t}\) and \(\mathfrak{p}\) are the eigenspaces for \(\theta\) relative to the eigenvalues +1 and −1. Since \(\mathfrak{g}_C = (\mathfrak{g}^*)_C\) and the property of being semisimple is preserved by the complexification functor, it follows that \(\mathfrak{g}^*\) is a semisimple real Lie algebra. The involution \(\theta^*\) on \(\mathfrak{g}^*\) is defined by
\[
\theta^* = \begin{cases} +1 & \text{on } \mathfrak{t}, \\ -1 & \text{on } i\mathfrak{p}. \end{cases}
\]
In other words, \(\mathfrak{g}^* = \mathfrak{t} \oplus i\mathfrak{p}\) is the decomposition of \(\mathfrak{g}^*\) into eigenspaces for \(\theta^*\) relative to the eigenvalues +1 and −1. Finally, we set
\[
H^* := H.
\]
Note that \(H^* = H \in Z(\mathfrak{t})\) and that \(\text{ad}(H^*)_\mathfrak{p} = -i\text{id}_\mathfrak{p}\). Therefore, \((\mathfrak{g}, \theta, H)^*\) is a Hermitian SLA, which is called the dual Hermitian SLA of \((\mathfrak{g}, \theta, H)\).

**Theorem 2.19.** The map (called the duality map)
\[
\{\text{Hermitian SLAs}\} \rightarrow \{\text{Hermitian SLAs}\} \\
(\mathfrak{g}, \theta, H) \mapsto (\mathfrak{g}, \theta, H)^* := (\mathfrak{g}^*, \theta^*, H^*)
\]
is an involution which satisfies the following properties:

(i) If
\[
(\mathfrak{g}, \theta, H) = (\mathfrak{g}_1, \theta_1, H_1) \oplus \cdots \oplus (\mathfrak{g}_r, \theta_r, H_r)
\]
is the decomposition of \((\mathfrak{g}, \theta, H)\) into irreducible Hermitian SLAs, then the dual Hermitian SLA \((\mathfrak{g}, \theta, H)^*\) admits the following decomposition into irreducible Hermitian SLAs
\[
(\mathfrak{g}, \theta, H)^* = (\mathfrak{g}_1, \theta_1, H_1)^* \oplus \cdots \oplus (\mathfrak{g}_r, \theta_r, H_r)^*.
\]

(ii) \((\mathfrak{g}, \theta, H)\) is of compact type (resp. of non-compact type) if and only if \((\mathfrak{g}, \theta, H)^*\) is of non-compact type (resp. of compact type).

**Proof.** The fact that the duality map is an involution follows immediately from the definition.

Part (i) follows from easily from the definitions of the dual and of the direct sum of Hermitian SLAs, together with the observation that \((\mathfrak{g}, \theta, H)\) is irreducible if and only if \((\mathfrak{g}, \theta, H)^*\) is irreducible since \(\mathfrak{g}_C = (\mathfrak{g}^*)_C\).

Part (ii) follows from the well-know fact that an involution \(\theta\) on a semisimple real Lie algebra \(\mathfrak{g}\), with associated decomposition \(\mathfrak{g} = \mathfrak{t} \oplus \mathfrak{p}\) into +1 and −1 eigenvalues, is a Cartan involution of \(\mathfrak{g}\) if and only if \(\mathfrak{g}^* = \mathfrak{t} \oplus i\mathfrak{p}\) is a compact (semisimple) Lie algebra (see e.g. [Hel78, Chap. III, Prop. 7.4]).

We can now define the dual of a non-Euclidean HSM, using the bijection of Theorem 2.19

**Definition 2.20.** Let \(M\) be a non-Euclidean HSM whose associated Hermitian SLA is \((\mathfrak{g}, \theta, s)\). The dual HSM of \(M\), denoted by \(M^*\), is the unique non-Euclidean HSM whose associated Hermitian SLA is \((\mathfrak{g}, \theta, H)^*\).

From Theorem 2.19 and Theorem 2.16 we can deduce the following

**Corollary 2.21.** The map (called the duality map)
\[
\{\text{non-Euclidean HSMs}\} \rightarrow \{\text{non-Euclidean HSMs}\} \\
M \mapsto M^*
\]
is an involution which satisfies the following properties:

(i) If
\[
M = M_1 \times \cdots \times M_r
\]
is the decomposition of \(M\) into irreducible HSMs, then \(M^*\) admits the following decomposition into irreducible HSMs
\[
M^* = M_1^* \times \cdots \times M_r^*.
\]
(ii) $M$ is of compact type (resp. of non-compact type) if and only if $M^*$ is of non-compact type (resp. of compact type).

2.4. Harish-Chandra and Borel embeddings. The aim of this subsection is to realize a given HSM of non-compact type as an open subset of a complex vector space (Harish-Chandra embedding) and as an open subset of its dual HSM (Borel embedding), which is also called its compact dual.

Fix a HSM of non-compact type $M = (M,J,h)$ together with a base point $o \in M$. By Theorem 2.11(iii), we have a diffeomorphism $M \cong G/K$ where $G = \text{Aut}(M)^o$ and $K = \text{Stab}(o)$. Since $G$ is an adjoint semisimple Lie group (by Theorem 2.11(i)), the adjoint representation $\text{Ad} : G \to \text{GL}(g)$ is faithful. Therefore $G$ admits a natural complexification $G_C$ (in the sense of [Kna96, p. 437]), namely the complex connected (semisimple) Lie subgroup of $\text{GL}(g_C)$ whose Lie algebra is the Lie subalgebra $g_C \cong g(g,C)$. Denote by $K_C$ the unique connected Lie subgroup of $G_C$ whose Lie algebra is $\mathfrak{t}_C \subset g_C$. Note that $K_C$ is a complex reductive Lie group which is a complexification of $K$.

Denote by $(g,\theta, H)$ the Hermitian SLA associated to $M$, as in §2.2. Since $\text{ad}(H)|_p = -\text{id}_p$, the complexification $p \otimes \mathbb{C}$ admits a decomposition

$$p \otimes \mathbb{C} = p_+ \oplus p_-,$$

where $p_+$ (resp. $p_-$) is the eigenspace for $\text{ad}(H)|_p$ relative to the eigenvalue $+i$ (resp. $-i$). Therefore, $g_C$ admits the following decomposition

$$g_C = \mathfrak{t}_C \oplus p_+ \oplus p_- \quad (2.6)$$

which satisfies the relations (see [Sat80, p. 53]):

$$[\mathfrak{t}_C, p_\pm] \subset p_\pm \quad [p_+, p_-] \subset \mathfrak{t}_C \quad [p_+, p_+] = 0 \quad [p_-, p_-] = 0.$$

In particular, $p_+$ and $p_-$ are abelian subalgebras of $g_C$ which are normalized by $\mathfrak{t}_C$. Denote by $P_+$ (resp. $P_-$) the connected Lie subgroups of $G_C$ whose Lie algebra is $p_+ \subset g_C$ (resp. $p_- \subset g_C$). Then $P_+$ and $P_-$ are abelian unipotent Lie groups that are stabilized by $K_C$. It turns out that $P_+$ and $P_-$ are simply connected so that the exponential map

$$\exp : p_\pm \to P_\pm$$

is a diffeomorphism (see [Hel78, Chap. VIII, Lemma 7.8]). Moreover the multiplication map $(P_+ \times P_-) \times K_C \to G_C$ is injective and the image contains $G$.

Finally, let $G_c$ be the Lie subgroup of $G_C$ corresponding to the Lie subalgebra $g^* \subset (g^*)_C = g_C$. By Theorem 2.11 and Corollary 2.21, $G_c$ is a compact Lie group containing $K$ such that $M^* \cong G_c/K$.

We can summarize the above discussion into the following commutative diagram

$$G^* \longrightarrow (P_+ \times P_-) \times K_C \longrightarrow G_C \longrightarrow G_c \quad \text{(2.7)}$$

Theorem 2.22. By taking quotients in (2.7), we get a diagram of complex manifolds

$$M \cong G/K \longrightarrow [(P_+ \times P_-) \times K_C]/((P_+ \times K_C) \times (P_- \times K_C)) \cong G_c/(P_- \times K_C) \xrightarrow{\phi} G_c/K \cong M^*$$

in which $\phi$ is a biholomorphism, $i_{HC}$ is a holomorphic open embeddings and $j$ is a Zariski open embedding onto the homogeneous projective variety $G_C/(P_- \times K_C)$

Proof. See [Hel78, Chap. VIII, §7] or [Sat80, Chap. II, §4]. □

The embedding $i_{HC}$ is called the Harish-Chandra embedding while the composition $\phi^{-1} \circ j \circ i_{HC}$ is called the Borel embedding. Harish-Chandra embeddings and Borel embeddings for each irreducible HSM will be studied in detail in §3.
2.5. HSMs of non-compact type as bounded symmetric domains. The Harish-Chandra embedding \(i_{HC} : M \rightarrow \mathfrak{p}_+\), defined in [2.4] allows to realize canonically a given HSM of non-compact type \(M\) as a bounded symmetric domain.

**Definition 2.23.** A domain \(D \subseteq \mathbb{C}^N\) (i.e. an open connected subset of \(\mathbb{C}^N\)) is said to be

(i) **bounded** if it is bounded as a subset of \(\mathbb{C}^N\);  
(ii) **homogeneous** if the group \(\text{Hol}(D)\) of biholomorphisms of \(D\) acts transitively on \(D\);  
(iii) **symmetric** if it is homogeneous and for some \(p \in D\) (or, equivalently, for any \(p \in D\)) there exists \(s_p \in \text{Hol}(D)\) (called a symmetry at \(p\)) such that \(s_p^2 = \text{id}\) and \(p\) is an isolated fixed point of \(s_p\).  
(iv) **irreducible** if there does not exist a non-trivial decomposition \(\mathbb{C}^N = \mathbb{C}^{N_1} \times \mathbb{C}^{N_2}\) and two domains \(D_1 \subset \mathbb{C}^{N_1}\) and \(D_2 \subset \mathbb{C}^{N_2}\) such that \(D = D_1 \times D_2\).

**Remark 2.24.** If \(D \subset \mathbb{C}^N\) is a bounded domain, then we have that (see [Sat80, Chap. II, §4, Rmk. 2] and the references therein)

(i) the group \(\text{Hol}(D)\) admits a (unique) structure of Lie group compatible with the open-compact topology;  
(ii) \(D\) is symmetric if and only if it is homogeneous and \(\text{Hol}(D)\) is semisimple.

Moreover, É. Cartan [Car35] showed that, up to dimension three, every homogeneous bounded domain is also symmetric and he asked if this was true in every dimension. Counterexamples were found later, starting from dimension four, by Pyateskii-Shapiro (see [PS64]).

The image of the Harish-Chandra embedding is a bounded symmetric domain inside the complex vector space \(\mathfrak{p}_+\).

**Theorem 2.25** (Hermann, Harish-Chandra). For any HSM of non-compact type \(M\) together with a fixed base point \(o \in M\), the image of the Harish-Chandra embedding \(i_{HC} : M \rightarrow \mathfrak{p}_+\) is a bounded symmetric domain.

**Proof.** Since \(i_{HC}\) is a holomorphic open embedding and \(M\) is connected, the image \(i_{HC}(M)\) is a domain inside \(\mathfrak{p}_+\).

The group \(\text{Aut}(M)\) of biholomorphic isometries of \(M\) is a subgroup of finite index of the group of biholomorphisms \(\text{Hol}(M) = \text{Hol}(i_{HC}(M))\) (see [Mil05] Prop. 1.6). Therefore, the group \(\text{Aut}(M)^o = \text{Hol}(i_{HC}(M))^o\) acts transitively on \(i_{HC}(M)\) by Theorem 2.11; hence \(i_{HC}(M)\) is a homogeneous domain. Moreover, the fact that every point of \(M\) has a symmetry in the sense of Definition 2.23 implies that every point of \(i_{HC}(M)\) has a symmetry in the sense of Definition 2.23 hence \(i_{HC}(M)\) is a symmetric domain.

Finally, in order to prove that \(i_{HC}(M)\) is a bounded domain, we need to recall an explicit description of the image of \(i_{HC}\). Consider the Hermitian SLA of non-compact type \((\mathfrak{g}, \theta, H)\) associated to \(M\) as in [2.9] and the induced decomposition \(\mathfrak{g}_C = \mathfrak{t}_C \oplus \mathfrak{p}_+ \oplus \mathfrak{p}_-\) as in [2.0]. Denote by \(\tau\) the complex conjugation on \(\mathfrak{g}_C\) corresponding to the real form \(\mathfrak{g}^0\) of \(\mathfrak{g}_C\) introduced in [2.3]. Since \((\mathfrak{g}, \theta, H)\) is of non-compact type, the algebra \(\mathfrak{g}^0\) is compact by Theorem 2.19. Therefore, \(\tau\) is a Cartan involution of \(\mathfrak{g}_C\) (see [Kna96 Prop. 6.14]), which implies that (see [Kna96 Chap. VI, §2])

\[
B_\tau : \mathfrak{g}_C \times \mathfrak{g}_C \rightarrow \mathbb{C}, \\
(X, Y) \mapsto B_\tau(X, Y) := -B(X, \tau Y)
\]

is a positive definite Hermitian form, where \(B\) denotes as usual the Killing form of \(\mathfrak{g}_C\). For any \(X \in \mathfrak{p}_+\), define the linear operator

\[
T(X) : \mathfrak{p}_- \rightarrow \mathfrak{t}_C, \\
Y \mapsto [Y, X]
\]

and denote by \(T(X)^* : \mathfrak{t}_C \rightarrow \mathfrak{p}_-\) the adjoint of \(T(X)\) with respect to \(B_\tau\). With these notations, the image of \(M\) via the Harish-Chandra embedding can be described as (see [AMRT10 Chap. III, Thm. 2.9]):

\[
(2.8) \quad i_{HC}(M) = \{ X \in \mathfrak{p}_+ : T(X)^* \circ T(X) < 2 \text{id}_{\mathfrak{p}_-}\}.
\]

From (2.8), it follows that \(i_{HC}(M)\) is a bounded domain, as required.

**Remark 2.26.** Let \(M\) be a HSM of non-compact type of dimension \(n\) and fix a base point \(o \in M\).
(i) The Harish-Chandra embedding \( i_{HC} : M \rightarrow \mathfrak{p}_+ \) (with respect to the base point \( o \in M \)) can be characterized as the unique open holomorphic embedding of \( M \) inside \( \mathbb{C}^n \), up to linear complex isomorphisms, such that \( i_{HC}(o) = 0 \) and \( i_{HC}(M) \) is a circular domain, i.e. it is stable under multiplication by \( S^1 \subseteq \mathbb{C}^* \). See [Sat80] Chap. II, §4, Rmk. 1 and the references therein.

(ii) From the description (2.8), it follows easily that \( i_{HC}(M) \) is a convex bounded domain (Hermann’s convexity theorem). Conversely, Mok-Tsai proved that, if the rank of \( M \) is greater than one, then the Harish-Chandra embedding is the unique embedding of \( M \) inside \( \mathbb{C}^n \), up to complex affine transformations, as a bounded convex domain; see [Mok89] Chap. 5, §2 and the references therein.

We are now going to show that, conversely, any bounded symmetric domain can be endowed with a canonical Hermitian metric with respect to which it becomes a HSM of non-compact type.

Let \( D \subseteq \mathbb{C}^N \) be any bounded domain. Let \( \mathcal{H}^2(D) \) be the separable Hilbert space consisting of all holomorphic functions on \( D \) that are square integrable with respect to the Euclidean measure \( d\mu \) on \( D \) (see [Hel78] Chap. VIII, Cor. 3.2]). Choose an orthonormal basis \( \{e_n(z)\}_{n \in \mathbb{N}} \) of \( \mathcal{H}(D) \) and set

\[
K_D : D \times D \rightarrow \mathbb{C},
\]

\[
(z, w) \mapsto K_D(z, w) := \sum_{n \in \mathbb{N}} e_n(z) \overline{e_m(w)},
\]

where the right hand side converges absolutely and uniformly on any compact subset of \( D \times D \) (see [Hel78] Chap. VIII, Thm. 3.3]). The function \( K_D \), known as the Bergman kernel function of \( D \), is independent of the choice of the orthonormal basis \( \{e_n(z)\} \) (see [Hel78] Chap. VIII, Thm. 3.3]) and it can be intrinsically characterized (see [Sat80] Chap. II, §6]) as the unique function \( K_D : D \times D \rightarrow \mathbb{C} \) such that

(i) \( K_D(z, w) = K_D(w, z) \) for any \( z, w \in D \).

(ii) For any \( w \in D \), the function \( z \mapsto K_D(z, w) \) belongs to \( \mathcal{H}^2(D) \).

(iii) For any \( f \in \mathcal{H}^2(D) \), we have that

\[
f(z) = \int_D K_D(z, w)f(w)d\mu(w).
\]

Fix now coordinates \( z = (z^1, \cdots, z^N) \) of \( \mathbb{C}^N \) and consider the smooth tensor of type \((0, 2)\) defined by

\[
h_D = \sum_{1 \leq i, j \leq N} \frac{\partial^2}{\partial z^i \partial \overline{z}^j} \log K_D(z, z)dz^i d\overline{z}^j.
\]

**Theorem 2.27.** Let \( D \subseteq \mathbb{C}^N \) be a bounded domain and consider the complex structure \( J_D \) on \( D \) inherited from \( \mathbb{C}^N \).

(i) The tensor \( h_D \) defines a Hermitian metric (called the Bergman metric of \( D \)) on the complex manifold \( (D, J_D) \), which is invariant under \( \text{Hol}(D) \). In particular, \( \text{Aut}(D, J_D, h_D) = \text{Hol}(D) \).

(ii) If \( D \) is a bounded symmetric domain, then \( (D, J_D, h_D) \) is a HSM of non-compact type.

**Proof.** Part (i) is proved in [Hel78] Chap. VIII, Prop. 3.4, Prop. 3.5].

Part (ii): by assumption, \( \text{Hol}(D) \) acts transitively on \( D \) and each point \( p \in D \) has a symmetry \( s_p \in \text{Hol}(D) \). Since \( \text{Hol}(D) = \text{Aut}(D, J_D, h_D) \) by part (i), it follows that \( \text{Aut}(D, J_D, h_D) \) acts transitively on \( D \) and that the symmetry \( s_p \), at the point \( p \in D \) belongs to \( \text{Aut}(D, J_D, h_D) \). Therefore, \( (D, J_D, h_D) \) is a Hermitian symmetric manifold. The fact that \( (D, J_D, h_D) \) is of non-compact type is proved in [Hel78] Chap. VIII, Thm. 7.1(i)].

**Remark 2.28.**

(i) The Bergman metric \( h_D \) of a bounded domain \( D \subseteq \mathbb{C}^N \) is Kähler, i.e. \( \text{Im} h_D \) is a closed 2-form (see [Hel78] Chap. VIII, Prop. 3.4]).

(ii) If \( D \subseteq \mathbb{C}^N \) is a homogeneous bounded domain, then \( h_D \) is Kähler-Einstein, i.e. its Ricci curvature is proportional to the associated Riemannian metric \( \text{Re} h_D \) (see [Hel78] Chap. VIII, Prop. 3.6]).

**Example 2.29.** Consider the open unitary disk

\[ \Delta := \{ z \in \mathbb{C} : |z| < 1 \} \subset \mathbb{C} \].

Clearly, \( \Delta \) is a bounded domain. Its Bergman Hermitian metric is equal to (see [FK94] Chap. IX, §2])

\[ h_\Delta = \frac{4}{1 - |z|^2} dz d\overline{z} \].
The unitary disk $\Delta$ is biholomorphic to the upper half space $H$ of Example 2.6(2) via the Cayley transforms

$$\phi : H \xrightarrow{\cong} \Delta$$

$$\tau \mapsto \frac{\tau - i}{\tau + i}.$$  

The pull-back via $\phi$ of the Riemannian metric $\text{Re} h_D$ on $\Delta$ is the hyperbolic metric on $H$ introduced in Example 2.6(2). Therefore, $\Delta$ is a bounded symmetric domain.

Putting together Theorem 2.25 and Theorem 2.27, we obtain the following correspondence between HSMs of non-compact type and bounded symmetric domains.

**Theorem 2.30.** The maps

$$\{\text{HSMs of non-compact type}\} \longrightarrow \{\text{Bounded symmetric domains}\}$$

$$(M, J, h) \mapsto \mathcal{H}(M) \subset \mathbb{P}_+$$

$$(D, J_D, h_D) \longleftarrow D \subset \mathbb{C}^N$$

are bijections which are inverses of each other. Moreover, the above bijections send irreducible HSMs of non-compact type into irreducible bounded symmetric domains and conversely.

**Proof.** It follows from Theorems 2.25 and 2.27 that the above maps are well-defined. The fact that they are inverses of each other can be extracted from the proof of [Hel78, Chap. VIII, Thm. 7.1]. The last assertion is obvious. □

The rank of a bounded symmetric domain can be characterized in the following way.

**Theorem 2.31 (Polydisk theorem).** Let $D$ be a bounded symmetric domain with its Bergman metric $h_D$ and fix a base point $o \in D$. If the rank of $D$ is equal to $r$ then there exists a totally geodesic polydisk $\Delta^r \subseteq D$ of dimension $r$ such that the restriction of $h_D$ to $\Delta^r$ is equal to the Bergman metric of $\Delta^r$ and $D = \text{Stab}(o) \cdot \Delta^r$.

**Proof.** See [Mok89, Chap. 5, (1.1), Thm. 1]. □

The correspondence in Theorem 2.30 together with the classification of irreducible HSMs of non-compact type recalled in (2.1) gives a classification of irreducible bounded symmetric domains. We record the irreducible bounded symmetric domains in their Harish-Chandra embeddings (together with their complex dimensions and their ranks) into Table 4, referring to [3] for more details.

| Type | Bounded symmetric domain | dim$_C$ | Rank |
|------|--------------------------|--------|------|
| $I_{p,q}$ | $\{Z \in M_{p,q}(\mathbb{C}) : \bar{Z}^t Z < I_p\}$ | pq | q |
| $II_n$ | $\{Z \in M_{\text{skew}}(\mathbb{C}) : \bar{Z}^t Z < I_n\}$ | $\binom{n}{2}$ | $\lfloor \frac{n}{2} \rfloor$ |
| $III_n$ | $\{Z \in M_{\text{sym}}(\mathbb{C}) : \bar{Z}^t Z < I_n\}$ | $\binom{n+1}{2}$ | n |
| $IV_n$ | $\{Z \in \mathbb{C}^n : 2 \bar{Z}^t Z < 1 + |Z|^2, \bar{Z} Z < 1\}$ | $n \min\{2,n\}$ |
| $V$ | $\mathcal{D}_V \subset \mathbb{O}^2_T$ | 16 | 2 |
| $VI$ | $\mathcal{D}_{VI} \subset \mathcal{H}_3(\mathbb{O}_C)$ | 27 | 3 |

**Table 4.** Irreducible bounded symmetric domains in their Harish-Chandra embeddings.

**Remark 2.32.** Bounded symmetric domains play a crucial role in Hodge theory. Indeed, on one hand if a period domain $D$ is such that its universal family of Hodge structures satisfies Griffiths transversality then $D$ is a bounded symmetric domain. On the other hand, Deligne has shown that every bounded symmetric domain can be realized as the subdomain of a period domain on which certain tensors for the universal family are of Hodge type. In particular, every HSM of non-compact type can be realized as a moduli space for Hodge structures plus tensors. We refer the reader to [Mum72, Sec. 7] and the references therein. HSM of non-compact type embedded (equivariantly and horizontally) inside period domains have been recently characterized by R. Friedmann and R. Laza [FL13].
2.6. HSMs of compact type as cominuscle homogeneous varieties. As a consequence of the Borel embedding (see Theorem 2.22), we can describe HSMs of compact type as cominuscle homogeneous (projective) varieties.

Definition 2.33. A rational homogeneous projective variety \( H/Q \), where \( H \) is a semisimple complex Lie group (or, equivalently, algebraic group) and \( Q \) is a parabolic subgroup of \( H \), is said to be a cominuscle homogeneous variety if the unipotent radical of \( Q \) is abelian.

Remark 2.34. If \( H \) is a simple complex algebraic group, then \( H/Q \) is a cominuscle homogeneous variety if and only if \( Q \) is, up to conjugation, a standard maximal parabolic subgroup associated to a cominuscle (or special) simple root, i.e. a simple root occurring with coefficient 1 in the simple root decomposition of the highest positive root (see [RRS92, Lemma 2.2] for a proof). In this case, \( H/Q \) is called an irreducible cominuscle homogeneous variety and clearly any cominuscle homogeneous variety can be written uniquely as a product of irreducible ones.

In [2.4] we have seen that any HSM \( M^* = G_c/K \) of compact type is isomorphic to \( G_C/(P_- \ltimes K_C) \) (see Theorem 2.22), which is a cominuscle homogeneous variety since \( G_C \) is a semisimple complex Lie group and \( P_- \ltimes K_C \) is a parabolic subgroup whose unipotent radical \( P_- \) is abelian.

Theorem 2.35. The map
\[
\{ \text{HSMs of compact type} \} \longrightarrow \{ \text{Cominuscle homogeneous varieties} \}
\]
\[
(2.13)
\]
\[
G_c/K \mapsto G_C/(P_- \ltimes K_C)
\]
is a bijection sending irreducible HSMs of compact type into irreducible cominuscle homogeneous varieties.

Proof. See e.g. [RRS92, 5.5].

The rank of a cominuscle homogeneous variety can be characterized in the following way.

Theorem 2.36 (Polysphere theorem). Let \( X \) be a cominuscle homogeneous variety with a base point \( o \) and let \( h \) the Hermitian metric coming from the bijection of Theorem 2.35. If the rank of \( X \) is equal to \( r \) then there exists a totally geodesic polysphere \( (\mathbb{P}^1)^r \subset X \) of dimension \( r \) such that the restriction of \( h \) to \( (\mathbb{P}^1)^r \) is equal to the product of the Fubini-Studi metrics on each factor and \( X = \text{Stab}(o) \cdot (\mathbb{P}^1)^r \).

Proof. See [Mok89, Chap. 5, (1.1), Thm. 1].

The correspondence in Theorem 2.35 together with the classification of irreducible HSMs of compact type recalled in [2.1] gives a classification of irreducible cominuscle homogeneous varieties (see also [LM02, Sec. 2.1, 3.1] and [LM03, Sec. 3]). We record the irreducible cominuscle homogeneous varieties together with their associated cominuscle simple roots (see Remark 2.34) into Table 5, referring to [3] for more details.

Note that each of the varieties \( \text{Gr}(q,p+q) \), \( \text{Gr}_{ad}(n,2n) \) and \( \mathbb{P}^2(\mathcal{O}) \) corresponds to two cominuscle simple roots; this is due to the fact that in each of the above cases there is an automorphism of the Dinkin diagram that exchanges the two roots, and hence inducing an outer automorphism of the associated simple complex algebraic group that establishes an isomorphism of their associated cominuscle homogeneous varieties.

Remark 2.37. Theorem 2.35 and Remark 2.34 together with the correspondence between (irreducible) bounded symmetric domains and (irreducible) cominuscle varieties (see Corollary 2.21 and Theorems 2.30), provide an explicit bijection between irreducible bounded symmetric domain and cominuscle simple roots of Dinkin diagrams, up to the action of the automorphism group of the Dinkin diagram. This correspondence is described explicitly in [Mii05, Sec. 1] and [Mii12, Sec. 2] (following Deligne), without passing to the compact dual HSM.

2.7. Classifying HSMs of non-compact type via Jordan theory. The aim of this subsection is to explain an alternative approach to the classification of HSMs of non-compact type which is based on the Jordan theory, rather than the Lie theory as in 2.2.

We start by giving the definition of Jordan triple systems, referring the interested reader to [PKKL00, Part V] for an excellent survey on Jordan triple systems, with special emphasis on Hermitian positive JTSs.

Definition 2.38. A Jordan triple system over a field \( F \) is a pair \( (V,\{\ldots,\}) \) consisting of a (finite-dimensional) \( F \)-vector space \( V \) together with a \( F \)-multilinear triple product \( V \times V \times V \rightarrow V \), which satisfies the following properties:

\[\text{...}\]
Table 5. Irreducible cominuscle homogeneous varieties and their associated cominuscle simple roots.

| Cominuscle homogeneous variety | Cominuscle simple roots |
|-------------------------------|-------------------------|
| $I_{p,q} : \text{Gr}(q,p+q)$ | $\bullet \quad q \quad p \quad \overset{\circ}{p+q-1} \quad A_{p+q-1}$ |
| $II_n : \text{Gr}_{\text{art}}(n,2n)^o$ | $\bullet \quad \cdots \quad n-2 \quad D_n$ |
| $III_n : \text{Gr}_{\text{sym}}(n,2n)$ | $\bullet \quad \cdots \quad n \quad C_n$ |
| $IV_n : \mathbb{Q}^n$ | $\circ \quad \cdots \quad n-1 \quad \overset{\circ}{n+1} \quad B_{n+1}$ if $n$ is odd | $\overset{\circ}{n+1}$ if $n$ is even |
| $V : \mathbb{F}_0$ | | Cayley plane |
| $VI : \mathcal{F} = \text{Gr}_\omega(\mathcal{O}^n,\mathcal{O}^n)$ | | Freudenthal variety |
| | | $E_6$ |
| | | $E_7$ |

(JT1) $\{x,y,z\} = \{z,y,x\}$ for any $x, y, z \in V$;
(JT2) $[a \square x, b \square y] = ((a \square b)x) \square y - x \square ((b \square a)y)$ for any $a, b, x, y \in V$, where $a \square b$ is the endomorphism of $V$ defined by

$$(a \square b)x := \{a, b, x\},$$

and $[\ ]$ is the usual bracket among endomorphisms of $V$.

A Jordan triple system $(V, \{.,.,.\})$ over $F$ is said to be:

(i) **semisimple** if the trace form

$$\tau : V \times V \to F,$$

$$(x, y) \mapsto \tau(x, y) := \text{tr}(x \square y),$$

is non-degenerate.

(ii) **simple** if $\tau$ is not identically zero and $(V, \{.,.,.\})$ does not have proper ideals, i.e. proper subvector spaces $I \subset V$ such that $\{I, V, V\} \subseteq I$ and $\{V, I, V\} \subseteq I$.

(iii) **Hermitian** if $F = \mathbb{R}$ and $V$ has a complex structure with respect to which $\{.,.,.\}$ is $\mathbb{C}$-linear in the first and third factor and $\mathbb{C}$-antilinear with respect to the second factor.

(iv) **Hermitian positive** (or, for short, a **Hermitian positive JTS**) if it is Hermitian and (JTp) the trace form $\tau$ is positive definite.

Note that property (JTp) makes sense since the trace form is a Hermitian form on $V$ (see [Sat80, p. 55]).

**Proposition 2.39.** Any Hermitian positive (resp. complex semisimple) JTS decomposes uniquely as a product of simple Hermitian positive (resp. complex simple) JTSs.
Proof. See [FKKLR08] Part V, Prop. IV.1.4 for the case of Hermitian positive JTSs and [Lo07] Thm. 10.14 for the case of complex semisimple JTSs. □

Remark 2.40. There is a natural bijection
\[\{\text{Hermitian positive JTSs}\} \xrightarrow{\sim} \{\text{Complex semisimple JTSs}\}\]
\[(V,\{\ldots\}) \mapsto (V,\{x,y,x\}' := \{x,\overline{y},z\})\]
which preserves the decomposition into the product of simple Jordan algebras.

Simple Hermitian positive JTSs (or equivalently simple complex JTSs by Remark 2.40) can be classified (see [Lo07] Sec. 17.4).

Theorem 2.41. Every simple Hermitian positive JTS is isomorphic to one of the following:
(i) \(M_{p,q}(\mathbb{C})\) with Jordan triple product \(\{M_1,M_2,M_3\} = \frac{1}{2}(M_1M_2M_3 + M_3M_2M_1)\).
(ii) \(M_{n,n}^{\text{skew}}(\mathbb{C}) := \{M \in M_{n,n}(\mathbb{C}) : M^t = -M\}\) with the same Jordan triple product of \(\mathbb{H}\).
(iii) \(\mathbb{C}^n\) with Jordan triple product \(\{X,Y,Z\} = (X^t \cdot Z)\overline{Y} - (Z^t \cdot Y)X - (X^t \cdot Y)Z\).
(iv) \(\mathbb{O}_2^n\) with Jordan triple product \(\{(a_1\cdot b_1) + (c_1\cdot b_2), (a_1\cdot b_2) + (c_1\cdot b_1)\}\).
(v) \(H_3(\mathbb{O}_C) := \{M \in M_{3,3}(\mathbb{O}_C) : M^t = M\}\) with Jordan triple product \(\{a,b,c\} = (a|b|c) + (c|b)a - (a \times c) \times b\).

We record the simple Hermitian positive JTSs into Table 6 referring to [33] for more details. Among the different types of simple Hermitian positive JTSs, there are the same isomorphisms specified in Table 7.

### Table 6. Simple Hermitian positive JTSs.

| Type | Complex vector space \(p_+\) | Jordan triple product \(\{\ldots\}\) |
|------|-------------------------------|-------------------------------------|
| \(I_{p,q}\) | \(M_{p,q}(\mathbb{C})\) | \(\{M_1,M_2,M_3\} = \frac{1}{2}(M_1M_2M_3 + M_3M_2M_1)\) |
| \(II_n\) | \(M_{n,n}^{\text{skew}}(\mathbb{C})\) | \(\{M_1,M_2,M_3\} = \frac{1}{2}(M_1M_2M_3 + M_3M_2M_1)\) |
| \(III_n\) | \(M_{n,n}^{\text{sym}}(\mathbb{C})\) | \(\{M_1,M_2,M_3\} = \frac{1}{2}(M_1M_2M_3 + M_3M_2M_1)\) |
| \(IV_n\) | \(\mathbb{C}^n\) | \(\{X,Y,Z\} = (X^t \cdot Z)\overline{Y} - (Z^t \cdot Y)X - (X^t \cdot Y)Z\) |
| \(V\) | \(\mathbb{O}_2^n\) | \(\{(a_1\cdot b_1) + (c_1\cdot b_2), (a_1\cdot b_2) + (c_1\cdot b_1)\}\) |
| \(VI\) | \(H_3(\mathbb{O}_C)\) | \(\{a,b,c\} = (a|b|c) + (c|b)a - (a \times c) \times b\) |

There is a way to construct a Hermitian positive JTS starting from a Hermitian SLA of non-compact type. Indeed, given a Hermitian SLA of non-compact type \((\mathfrak{g},\theta,H)\), consider the decomposition
\[\mathfrak{g}_C = \mathfrak{e}_C \oplus p_+ \oplus p_-\]
given in (2.6) and denote by \(x \rightarrow \overline{x}\) the complex conjugation on \(\mathfrak{g}_C\) with respect to the real form \(\mathfrak{g}\) of \(\mathfrak{g}_C\).

Then the complex vector space \(p_+\) endowed with the triple product
\[\{\ldots\} : p_+ \times p_+ \times p_+ \rightarrow p_+\]
\[(x,y,z) \mapsto \{x,y,z\} := \frac{1}{2}[x,\overline{y},z],\]
is a Hermitian positive JTS (see [Sat80] p. 55).

Theorem 2.42. The map
\[(\mathbb{g},\theta,H) \mapsto (p_+\{\ldots\})\]
is a bijection sending irreducible Hermitian SLAs of non-compact type into simple Hermitian positive JTSs.
Proof. We limit ourself to defining a map in the other direction, referring to [Sat80] Chap. II, Prop. 3.3 for the verification that it is the inverse of the map (2.10).

Let \( (V, \{.,.,.\}) \) be a Hermitian positive JTS. Consider the graded complex vector space

\[ \mathcal{G} = \mathcal{G}_{-1} \oplus \mathcal{G}_0 \oplus \mathcal{G}_1 := V \oplus (V \Box V) \oplus \overline{V}, \]

where \( V \Box V := \{x \otimes y : x, y \in V\} \subseteq \text{End}(V) \) and \( \overline{V} \) is the complex conjugate vector space of \( V \), i.e. the complex vector space whose underlying real vector space is equal to the one of \( V \) and such that \( i \cdot \overline{v} = -i \cdot v \) for any \( v \in V \).

Observe that (JT2) of Definition 2.38 implies that \( V \Box V \) is a complex Lie subalgebra of \( \text{End}(V) \) with respect to the usual Lie bracket \( [\,] \) on \( \text{End}(V) \). Moreover, if we denote by \( T^* \) the adjoint of an endomorphism \( T \in \text{End}(V) \) with respect to the Hermitian positive definite trace form \( \tau \) (see (JTp) of Definition 2.38), then (JT2) implies that \( (x \square y)^* = y \square x \). In particular, \( V \Box V \subseteq \text{End}(V) \) is closed under the adjoint operator. Using these observations, we can define a Lie bracket on \( \mathcal{G} = V \oplus (V \Box V) \oplus \overline{V} \) as it follows:

\[ [(a, T, \overline{b}), (a', T', \overline{b}')] := (Ta' - T'a, 2a' \square \overline{b} + [T, T'] - 2a \square \overline{b}', (T')^* \overline{b} - T^* \overline{b}). \]

It turns out that \( \mathcal{G} \) is a graded semisimple complex Lie algebra (see [Sat80] Chap. I, Prop. 7.1).

Consider now the map

\[ \sigma : \mathcal{G} \rightarrow \mathcal{G}, \]

\[ (a, T, b) \mapsto (b, -T^*, a). \]

It is easily checked that \( \sigma \) is a complex conjugation on the graded complex Lie algebra \( \mathcal{G} \), i.e. it is a \( \mathbb{C} \)-antilinear involution such that \( [\sigma(X), \sigma(Y)] = [X, Y] \) for any \( X, Y \in \mathcal{G} \) and \( \sigma(\mathcal{G}_i) = \mathcal{G}_{-i} \) for \( i = -1, 0, 1 \). Moreover, the fact that the trace form \( \tau \) is positive definite (by (JTp) of Definition 2.38) implies that \( \sigma \) is a Cartan involution of the complex semisimple Lie algebra \( \mathcal{G} \) (see [Sat80] Chap. I, [9]), or, equivalently, the real form \( \mathcal{G}_\mathbb{R} := \{X \in \mathcal{G} : \sigma(X) = X\} \) of the complex Lie algebra \( \mathcal{G} \) defined by \( \sigma \) is a compact real form of \( \mathcal{G} \) (see [Kna96] Prop. 6.14).

Finally, consider the \( \mathbb{C} \)-linear involution on \( \mathcal{G} \) which preserves the grading on \( \mathcal{G} \) and such that

\[ \theta|_{\mathcal{G}_i} = \begin{cases} \text{id} & \text{if } i = 0, \\ -\text{id} & \text{if } i = -1, 1. \end{cases} \]

Then the complex conjugation \( X \mapsto \theta(\sigma(X)) \) on \( \mathcal{G} \) defines another real form \( \mathfrak{g} := \{X \in \mathcal{G} : \theta(\sigma(X)) = X\} \) of \( \mathcal{G} \), on which \( \theta \) induces a Cartan involution (see e.g. [Sat80] Chap. I, [4]). If \( \mathfrak{g} = \mathfrak{t} \oplus \mathfrak{p} \) is the Cartan decomposition relative to \( \theta \) (as in (2.11)), then by construction it follows that \( \mathfrak{t}_\mathbb{C} = \mathcal{G}_0 \) and \( \mathfrak{p} \otimes _\mathbb{R} \mathbb{C} = \mathcal{G}_{-1} \oplus \mathcal{G}_1 \). Therefore, arguing as in (2.2) there exists a unique element \( H \in \mathbb{Z} (\mathfrak{t}) \) such that \( \text{ad}(H)|_{\mathfrak{p}} = -\text{id}_{\mathfrak{p}} \) and such that \( \mathfrak{p} \otimes _\mathbb{R} \mathbb{C} = \mathcal{G}_{-1} \oplus \mathcal{G}_1 \) is the decomposition into eigenspaces for \( \text{ad}(H)|_{\mathfrak{p}} \) relative to the eigenvalues \( +1 \) and \( -1 \) (as in (2.4)).

Summing up, starting with a Hermitian positive JTS \( (V, \{.,.,.\}) \), we have constructed a Hermitian SLA of non-compact type \( (\mathfrak{g}, \theta, H) \) and this defines the inverse of the map (2.10) (see [Sat80] Chap. II, Prop. 3.3)).

\[ \square \]

Note that the correspondence in Theorem 2.42 together with Theorem 2.13 and the classification of simple Hermitian positive JTSs in Theorem 2.41 gives a new approach to the classification of HSMs of non-compact type, as recalled in (2.1).

Remark 2.43. The bijection (2.10) becomes an equivalence of categories if the left hand set is endowed with morphisms of Hermitian SLAs as in Remark 2.17 and the right hand side is endowed with morphisms of Hermitian positive JTSs defined as it follows: a morphism of Hermitian positive JTSs between two Hermitian positive JTSs \( (V, \{.,.,.\}) \) and \( (V', \{.,.,.\}') \) is a \( \mathbb{C} \)-linear map \( \psi : V \rightarrow V' \) such that

\[ \psi(\{x, y, z\}) = \{\psi(x), \psi(y), \psi(z)\}' \]

for any \( x, y, z \in V \).

See [Sat80] Chap. II, [8].

Remark 2.44. Let \( M \) be a HSM of non-compact type and consider its associated Hermitian positive JTS \( (\mathfrak{p}^+, \{.,.,.\}) \) (via the bijections of Theorems 2.10 and 2.42). Then the image of the Harish-Chandra embedding \( i_{HC} : M \hookrightarrow \mathfrak{p}^+ \) (as in Theorem 2.22) is equal to

\[ (2.17) \]

\[ i_{HC}(M) = \{z \in \mathfrak{p}^+ : z \square z < \text{id}_{\mathfrak{p}^+}\}. \]

See [Sat80] Chap. II, Thm. 5.9] and the references therein.
Using the above presentation of HSMs, it is possible to give a Jordan theoretic description of the rank of a HSM of non-compact type (as in Definition 2.10). Recall that a tripotent (or idempotent) of a Jordan triple system \((V, \{\ldots\})\) is an element \(e \in V\) such that \(\{e, e, e\} = e\). Two tripotents \(e_1\) and \(e_2\) are said to be orthogonal if \(\{e_1, e_2, x\} = 0\) for any \(x \in V\). A Jordan frame of \((V, \{\ldots\})\) is a maximal collection \(\{e_1, \ldots, e_n\}\) of pairwise orthogonal distinct tripotents.

**Proposition 2.45.** Let \(M\) be a HSM of non-compact type and let \((p_+, \{\ldots\})\) the corresponding Hermitian positive JTS according to Theorem 2.12 and Theorem 2.42. Then the rank of \(M\) is equal to the cardinality of every Jordan frame of \((p_+, \{\ldots\})\).

**Proof.** See [Loo77]. \(\square\)

### 3. Irreducible Hermitian Symmetric Manifolds

Irreducible HSMs of non-compact type (resp. of compact type) have been classified by Cartan in [Car35] (based upon [Car26-27]) and they are divided in 6 types which according to the nowadays standard Siegel’s notation\(^1\) are called: \(I_{p,q}\) (with \(p \geq q \geq 1\)), \(II_n\) (with \(n \geq 2\)), \(III_n\) (with \(n \geq 1\)), \(IV_n\) (with \(2 \neq n \geq 1\)), \(V\) and \(VI\). The first four families are called classical HSMs while the last two are called exceptional HSMs. For small values of the parameters there are some isomorphisms between the above types as shown in Table 7.

| Isomorphic Types | R-Dimension | Rank |
|------------------|-------------|------|
| \(I_{1,1} = II_1 = III_1 = IV_1\) | 2 | 1 |
| \(I_{3,1} = II_3\) | 6 | 1 |
| \(III_2 = IV_2\) | 6 | 2 |
| \(I_{2,2} = IV_4\) | 8 | 2 |
| \(IV_4 = IV_6\) | 12 | 2 |

**Table 7. Isomorphic Types.**

For a modern proof of the above classification, the reader is referred to [Hel78] Chap. X, §6, where such a result is deduced as a corollary of the more general classification of irreducible Riemannian symmetric spaces. The notation used by Helgason differs from the one used by Siegel and the translation between the two different notations is given as it follows: \(I_{p,q} = A_{II1}, II_n = D_{II1}, III_n = CI, IV_n = BD_{II1}(q = 2), V = EV I\) and \(VI = EV I I\). A direct proof which avoids the classification of Riemannian symmetric manifolds appears in [Wo164].

In the subsections below, we describe in detail each of the above types following mainly [Wo172] and [Mok89] Chap. 4, §2 for classical HSMs and [Roo08] for exceptional HSMs.

#### 3.1. Type \(I_{p,q}\).

The **bounded symmetric domain** of type \(I_{p,q}\) (with \(p \geq q \geq 1\)) in its *Harish-Chandra embedding* is given by

\[
D_{I_{p,q}} := \{ Z \in M_{p,q}(\mathbb{C}) : Z^* \cdot \overline{Z} < I_q \} \subset M_{p,q}(\mathbb{C}).
\]

Note that, in the special case \(q = 1\), \(D_{I_{p,1}}\) is the unitary ball \(B^p := \{ (z_1, \ldots, z_p) \in \mathbb{C}^p : \sum |z_i|^2 < 1 \} \subset \mathbb{C}^p\).

Let \(SU(p, q)\) be the connected simple non-compact Lie subgroup of \(SL(p + q, \mathbb{C})\) that leaves invariant the bilinear Hermitian form on \(\mathbb{C}^{p+q} \times \mathbb{C}^{p+q}\) given by \(-x_1\overline{y_1} - \cdots - x_p\overline{y_p} + x_{p+1}\overline{y_{p+1}} + \cdots + x_{p+q}\overline{y_{p+q}}\). More explicitly

\[
SU(p,q) = \left\{ g \in SL(p+q, \mathbb{C}) : \left(\begin{array}{cc} -I_p & 0 \\ 0 & I_q \end{array}\right) g = \left(\begin{array}{cc} -I_p & 0 \\ 0 & I_q \end{array}\right) \right\} = \left\{ \left(\begin{array}{cc} A & B \\ C & D \end{array}\right) \in SL(p+q, \mathbb{C}) : \begin{array}{c} A^*A - C^*C = I_p \\ D^*D - B^*B = I_q \\ A^*B = C^*D \end{array} \right\}.
\]

\(^1\)Cartan’s original notation permutes Type III and Type IV.
The Lie group SU(p, q) acts transitively on $\mathcal{D}_{p,q}$ via generalized Möbius transformations

$$SU(p, q) \times \mathcal{D}_{p,q} \twoheadrightarrow \mathcal{D}_{p,q}$$  \hspace{1cm} (3.2)

$$\begin{pmatrix} A & B \\ C & D \end{pmatrix}, Z \mapsto (AZ + B)(CZ + D)^{-1}.$$  \hspace{1cm} 

Notice that the center $Z(SU(p, q)) = \{ I_{p+q} : \chi^{p+q} = 1 \}$ of SU(p, q) acts trivially on $\mathcal{D}_{p,q}$; indeed, it turns out that the connected component of the group of biholomorphisms of $\mathcal{D}_{p,q}$ is given by

$$\text{Hol}(\mathcal{D}_{p,q})^0 = SU(p, q)/Z(SU(p, q)) =: PSU(p, q),$$

which is the connected non-compact adjoint simple Lie group of type $A_{p+q-1}$.

The symmetry of $\mathcal{D}_{p,q}$ at the base point 0 is given by the element

$$s_0 = \begin{pmatrix} -I_p & 0 \\ 0 & I_q \end{pmatrix} \in \text{PSU}(p, q),$$

which acts on $\mathcal{D}_{p,q}$ by sending $Z$ into $-Z$. The symmetry $s_0$ induces an involution on SU(p, q)

$$\sigma : SU(p, q) \rightarrow SU(p, q),$$

$$(A B) \mapsto \begin{pmatrix} -I_p & 0 \\ 0 & I_q \end{pmatrix} \begin{pmatrix} A & B \\ C & D \end{pmatrix} \begin{pmatrix} -I_p & 0 \\ 0 & I_q \end{pmatrix}^{-1} = \begin{pmatrix} A & -B \\ -C & D \end{pmatrix},$$

whose fixed Lie subgroup is equal to the maximal compact Lie subgroup

$$\left\{ \begin{pmatrix} A & 0 \\ 0 & D \end{pmatrix} \in SU(p, q) \right\} = \left\{ \begin{pmatrix} A & 0 \\ 0 & D \end{pmatrix} : \chi A = I_p, \chi D = I_q, \det(A) \det(D) = 1 \right\} =: S(U_p \times U_q),$$

which is also equal to the stabilizer of 0 in $\mathcal{D}_{p,q}$. In particular, the pair $(SU(p, q), S(U_p \times U_q))$ is a Riemannian symmetric pair. Notice that the involution $\sigma$ descends to an involution of PSU(p, q) whose fixed locus is the maximal compact Lie subgroup $S(U_p \times U_q) = S(U_p \times U_q)/Z(SU(p, q))$ of PSU(p, q). Therefore also the pair $(PSU(p, q), S(U_p \times U_q))$ is a Riemannian symmetric pair.

By the above discussion, we get the following presentation of $\mathcal{D}_{p,q}$ as an irreducible HSM of non-compact type

$$\mathcal{D}_{p,q} \cong SU(p, q)/S(U_p \times U_q) = \text{PSU}(p, q)/\overline{S(U_p \times U_q)},$$

associated to the Riemannian symmetric pair $(SU(p, q), S(U_p \times U_q))$ (resp. to $(PSU(p, q), S(U_p \times U_q))$).

Notice that the last description of $\mathcal{D}_{p,q}$ is the one appearing in Theorem 2.12(i).

The irreducible Hermitian SLA of non-compact type associated to the Riemannian symmetric pair $(SU(p, q), S(U_p \times U_q))$ (or equivalently to $(PSU(p, q), S(U_p \times U_q))$ is given by the Lie algebra

$$(3.6) \quad \text{LieSU}(p, q) = \mathfrak{su}(p, q) = \left\{ M \in \mathfrak{sl}(p + q, \mathbb{C}) : \chi M^t = \begin{pmatrix} -I_p & 0 \\ 0 & I_q \end{pmatrix} M = -\begin{pmatrix} -I_p & 0 \\ 0 & I_q \end{pmatrix} \right\} =$$

$$= \left\{ \begin{pmatrix} Z_1 & Z_2 \\ Z_2 & Z_3 \end{pmatrix} \in \mathfrak{gl}(p + q, \mathbb{C}) : \chi Z_1 = -Z_1, \chi Z_3 = -Z_3, \chi Z_2 \in M_{p,q}(\mathbb{C}), \text{Tr}(Z_1) + \text{Tr}(Z_3) = 0 \right\}$$

endowed with the Cartan involution $\theta = d\sigma$ given by

$$\theta \begin{pmatrix} Z_1 & Z_2 \\ Z_2 & Z_3 \end{pmatrix} = \begin{pmatrix} Z_1 & -Z_2 \\ -Z_2 & Z_3 \end{pmatrix}$$

and with the element

$$H = i \begin{pmatrix} I_p & 0 \\ 0 & -I_{p+q} \end{pmatrix} \in \text{Fix}(\theta) = \text{LieS}(U_p \times U_q) = \left\{ \begin{pmatrix} Z_1 & 0 \\ 0 & Z_3 \end{pmatrix} \in \mathfrak{su}(p, q) \right\}.$$  \hspace{1cm} (3.7)

The comminuscule homogeneous variety of type $I_{p,q}$ is the Grassmannian $\text{Gr}(q, p + q)$ parametrizing $q$-dimensional subspaces of $\mathbb{C}^{p+q}$.

$$\text{Gr}(q, p + q) := \{ [W \subset \mathbb{C}^{p+q}] : \dim W = q \}. $$

The Borel embedding of $\mathcal{D}_{p,q}$ into $\text{Gr}(q, p + q)$ is given by

$$\mathcal{D}_{p,q} \subset M_{p,q}(\mathbb{C}) \hookrightarrow \text{Gr}(q, p + q),$$

$$Z \mapsto \left\{ (v_1, \ldots, v_q) : \{v_1, \ldots, v_q \} \text{ are the column vectors of } \begin{pmatrix} Z \\ I_q \end{pmatrix} \right\}. $$

(3.8)
The complex algebraic simple group SL($p + q, \mathbb{C}$) of type $A_{p+q-1}$ acts transitively on $\text{Gr}(q, p + q)$ via

$$\text{SL}(p + q, \mathbb{C}) \times \text{Gr}(q, p + q) \rightarrow \text{Gr}(q, p + q)$$

$$(g, [W \subset \mathbb{C}^{p+q}]) \mapsto [g(W) \subset \mathbb{C}^{p+q}],$$

where $g = g_W$. Note that the center $Z(\text{SL}(p + q, \mathbb{C})) = \{\lambda I_{p+q} : \lambda^{p+q} = 1\}$ of $\text{SL}(p + q, \mathbb{C})$ acts trivially on $\text{Gr}(q, p + q)$; indeed, it turns out that the group of automorphisms of the algebraic variety $\text{Gr}(q, p + q)$ is equal to

$$\text{PSL}(p + q, \mathbb{C}) := \text{SL}(p + q, \mathbb{C})/Z(\text{SL}(p + q, \mathbb{C})),$$

which is the connected simple adjoint complex algebraic group of type $A_{p+q-1}$ and it is the complexification of the Lie group $\text{PSU}(p, q)$.

Consider now the base point $W_o := \langle e_{p+1}, \cdots, e_{p+q}\rangle \in \text{Gr}(q, p + q)$ with respect to the standard basis $\{e_1, \cdots, e_{p+q}\}$ of $\mathbb{C}^{p+q}$. The stabilizer of $W_o$ is the maximal parabolic subgroup associated to the $q$-th simple root of the Dinkin diagram $A_{p+q-1}$ (which is cominuscule, see Table), and similarly for the pair $(\text{PSU}(p, q))$. From the above discussion, we obtain the following explicit presentation of $\text{Gr}(q, p + q)$ as a cominuscule homogeneous variety (as in Definition)

$$(3.9) \quad \text{Gr}(q, p + q) \cong \text{SL}(p + q, \mathbb{C})/Q_q = \text{PSL}(p + q, \mathbb{C})/\overline{Q_q},$$

where $\overline{Q_q} := Q_q/\{\lambda I_{p+q} : \lambda^{p+q} = 1\}$.

Consider now the compact real form of $\text{SL}(p + q, \mathbb{C})$, which is the Lie subgroup $\text{SU}(p + q) \subset \text{SL}(p + q, \mathbb{C})$ that leaves invariant the positive definite Hermitian form $x_1\overline{y}_1 + \cdots + x_{p+q}\overline{y}_{p+q}$ on $\mathbb{C}^{p+q} \times \mathbb{C}^{p+q}$. More explicitly

$$\text{SU}(p + q) = \{g \in \text{SL}(p + q, \mathbb{C}) : \overline{g}g = I_{p+q}\} = \{\begin{pmatrix} A & B \\ C & D \end{pmatrix} \in \text{SL}(p + q, \mathbb{C}) : D^T D + B^T B = I_q, \quad A^T B = -C^T D \}.$$

Similarly, the quotient of $\text{SU}(p + q)$ by its center

$$\text{PSU}(p + q) := \text{SU}(p + q)/Z(\text{SU}(p + q)) = \text{SU}(p + q)/\{\lambda I_{p+q} : \lambda^{p+q} = 1\}$$

is the compact real form of $\text{PSL}(p + q, \mathbb{C})$.

The restriction of the action of $\text{SL}(p + q, \mathbb{C})$ on $\text{Gr}(q, p + q)$ to the subgroup $\text{SU}(p + q) \subset \text{SL}(p + q, \mathbb{C})$ is still transitive and the stabilizer of $W_o$ is the maximal proper connected and compact subgroup

$$\text{SU}(p + q) \cap Q_q = \left\{ \begin{pmatrix} A & 0 \\ 0 & D \end{pmatrix} \in \text{SU}(p + q) \right\} \cong S(U_p \times U_q).$$

The action of $\text{SU}(p + q)$ on $\text{Gr}(q, p + q)$ factors through a transitive action of $\text{PSU}(p + q)$ in such a way that the stabilizer of $W_o$ is equal to the maximal proper connected and compact subgroup

$$\text{PSU}(p + q) \cap \overline{Q_q} = \left\{ \begin{pmatrix} A & 0 \\ 0 & D \end{pmatrix} \in \text{PSU}(p, q) \right\} \cong S(U_p \times U_q).$$

The pair $(\text{SU}(p + q), S(U_p \times U_q))$ is a Riemannian symmetric pair since $S(U_p \times U_q)$ is the fixed subgroup of the involution

$$\sigma^* : \text{SU}(p + q) \rightarrow \text{SU}(p + q)$$

$$\begin{pmatrix} A & B \\ C & D \end{pmatrix} \mapsto \begin{pmatrix} A & -B \\ -C & D \end{pmatrix},$$

and similarly for the pair $(\text{PSU}(p + q), S(U_p \times U_q))$.

By the above discussion, we get the following presentation of $\text{Gr}(q, p + q)$ as the irreducible HSM of compact type

$$(3.10) \quad \text{Gr}(q, p + q) \cong \text{SU}(p + q)/S(U_p \times U_q) = \text{PSU}(p + q)/\overline{S(U_p \times U_q)},$$
associated to the Riemannian symmetric pair \((\text{SU}(p+q), \text{SU}(U_p \times U_q))\) (resp. to \((\text{PSU}(p+q), \overline{\text{SU}(U_p \times U_q)})\)). In particular, the last description of \(\text{Gr}(q, p + q)\) is the one appearing in Theorem 2.12(ii). Notice that the symmetry at the base point \(W_o\) of \(\text{Gr}(q, p + q)\), seen as a Hermitian symmetric manifold, is given by the element

\[
\left[ \begin{array}{cc} -I_p & 0 \\ 0 & I_q \end{array} \right] \in \text{PSU}(p+q).
\]

The irreducible Hermitian SLA of compact type associated to the Riemann symmetric pair \((\text{SU}(p+q), \text{SU}(U_p \times U_q))\) is given by the Lie algebra

\[
\text{Lie SU}(p+q) = \mathfrak{su}(p+q) = \left\{ \left( \begin{array}{ccc} Z_1 & Z_2 & 0 \\ -Z_2 & Z_3 & 0 \\ 0 & 0 & 0 \end{array} \right) : \begin{array}{l} \bar{Z}_1 = -Z_1, \bar{Z}_3 = -Z_3 \\ Z_2 \in \mathcal{M}_{p,q}(\mathbb{C}), \text{Tr}(Z_1) + \text{Tr}(Z_3) = 0 \end{array} \right\}
\]

dowed with the involution \(\theta^* = d\sigma^*\)

\[
\theta^* \left( \begin{array}{ccc} Z_1 & Z_2 & 0 \\ -Z_2 & Z_3 & 0 \\ 0 & 0 & 0 \end{array} \right) = \left( \begin{array}{ccc} Z_1 & -Z_2 & 0 \\ Z_2 & Z_3 & 0 \\ 0 & 0 & 0 \end{array} \right)
\]

and with the element

\[
H^* = i \left( \begin{array}{cc} \frac{q}{p+q} I_p & 0 \\ 0 & \frac{p}{p+q} I_q \end{array} \right) \in \text{Fix}(\theta^*) = \left\{ \left( \begin{array}{ccc} Z_1 & 0 & 0 \\ 0 & Z_3 & 0 \\ 0 & 0 & 0 \end{array} \right) \in \mathfrak{su}(p+q) \right\} \cong \text{Lie S}(U_p \times U_q).
\]

Notice that the Hermitian SLA \((\mathfrak{su}(p+q), \theta^*, H^*)\) is the dual of the Hermitian SLA \((\mathfrak{su}(p,q), \theta, H)\) in the sense of [2,3]

The complexification of the Lie algebras \(\mathfrak{su}(p,q)\) and \(\mathfrak{su}(p+q)\) is the complex simple Lie algebra of type \(A_{p+q-1}\)

\[
\text{Lie SL}(p + q, \mathbb{C}) = \mathfrak{sl}(p + q, \mathbb{C}) = \left\{ \left( \begin{array}{ccc} Z_1 & Z_2 & 0 \\ Z_4 & Z_3 & 0 \\ 0 & 0 & 0 \end{array} \right) \in \mathfrak{sl}(p+q, \mathbb{C}) : \text{Tr}(Z_1) + \text{Tr}(Z_3) = 0 \right\}.
\]

The decomposition (3.12) of \(\mathfrak{sl}(p+q, \mathbb{C})\) is given by

\[
\mathfrak{sl}(p+q, \mathbb{C}) = \left\{ \left( \begin{array}{ccc} Z_1 & 0 & 0 \\ 0 & Z_3 & 0 \\ 0 & 0 & 0 \end{array} \right) : \text{Tr}(Z_1) + \text{Tr}(Z_3) = 0 \right\} \oplus \left\{ \left( \begin{array}{ccc} 0 & Z_2 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{array} \right) \right\} \oplus \left\{ \left( \begin{array}{ccc} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{array} \right) \right\}.
\]

In particular, we have the identification

\[
\mathcal{M}_{p,q}(\mathbb{C}) \cong \mathfrak{p}_+ \\
M \mapsto \left( \begin{array}{ccc} 0 & M \\ 0 & 0 \end{array} \right).
\]

Using the above identification and the formula (2.18), \(\mathcal{M}_{p,q}(\mathbb{C})\) becomes a Hermitian positive JTS with respect to the triple product

\[
\{M_1, M_2, M_3\} = \frac{1}{2} \left( \mathcal{M}_1 \mathcal{M}_2 \mathcal{M}_3 + \mathcal{M}_3 \mathcal{M}_2 \mathcal{M}_1 \right).
\]

3.2. Type II\(_n\). The bounded symmetric domain of type II\(_n\) \((n \geq 2)\) in its Harish-Chandra embedding is given by

\[
\text{D}_{II_n} := \{ Z \in \mathcal{M}_{n,n}^{skew}(\mathbb{C}) : \text{Tr}(Z) \cdot \bar{Z} < I_n \} \subset \mathcal{M}_{n,n}(\mathbb{C}) := \{ Z \in \mathcal{M}_{n,n}(\mathbb{C}) : \text{Tr}(Z) = -Z \}.
\]

Let \(\text{SO}(2n, C)\) be the connected complex Lie subgroup of \(\text{SL}(2n, \mathbb{C})\) that leaves invariant the bilinear symmetric form on \(\mathbb{C}^{2n} \times \mathbb{C}^{2n}\) given by \(\langle x,y \rangle = x_1y_{n+1} + \cdots + x_ny_{2n} + \cdots + x_{n+1}y_1 + \cdots + x_{2n}y_n\).\(^2\)

The group \(\text{SO}(2n, \mathbb{C})\) is simple of type \(D_n\) and it is explicitly given in \(n \times n\) block notation as

\[
\text{SO}(2n, \mathbb{C}) = \left\{ g \in \text{SL}(2n, \mathbb{C}) : g^t S_n g = S_n \right\} = \left\{ \left( \begin{array}{cc} A & B \\ C & D \end{array} \right) \in \text{SL}(2n, \mathbb{C}) : \begin{array}{l} A^t C = -C^t A \\ B^t D = -D^t B \\ A^t D + C^t B = I_n \end{array} \right\}.
\]

\(^2\)Usually, one defines \(\text{SO}(2n, \mathbb{C})\) with respect to the standard bilinear symmetric form on \(\mathbb{C}^{2n} \times \mathbb{C}^{2n}\) given by \(x_1y_1 + \cdots + x_{2n}y_{2n}\). However, for our purposes it will be more convenient to use this alternative presentation.
Consider the non-compact real form $SO^{nc}(2n)$ of $SO(2n, \mathbb{C})$ consisting of all the elements of $SO(2n, \mathbb{C})$ that leave invariant the bilinear Hermitian form on $\mathbb{C}^{2n} \times \mathbb{C}^{2n}$ given by $-x_1\overline{y}_1 - \cdots - x_n\overline{y}_n + x_{n+1}\overline{y}_{n+1} + \cdots + x_{2n}\overline{y}_{2n}$. Explicitly,

$$SO^{nc}(2n) = SO(2n, \mathbb{C}) \cap SU(n, n) = \left\{ g \in SO(2n, \mathbb{C}) : \overline{g} \left( \begin{pmatrix} I_n & 0 \\ 0 & -I_n \end{pmatrix} \right) g = \left( \begin{pmatrix} I_n & 0 \\ 0 & -I_n \end{pmatrix} \right) \right\} = \left\{ \left( \begin{array}{cc} A & B \\ -\overline{B} & \overline{A} \end{array} \right) \in SL(2n, \mathbb{C}) : \overline{A}^t A - B^t \overline{B} = I_n \right\}.$$ 

Note that the group $SO^{nc}(2n)$ is isomorphic to the classical real Lie group $SO^*(2n)$ via the conjugation inside $SO(2n, \mathbb{C})$ given by (see [Mok89] p. 74)

$$SO^{nc}(2n) \overset{\sim}{\longrightarrow} SO^*(2n) := \{ g \in SL(2n, \mathbb{C}) : g^t g = I_{2n} \text{ and } \overline{g} J_n g = J_n \}$$

(3.15)

$$h \mapsto \left( \begin{pmatrix} I_n & iI_n \\ iI_n & I_n \end{pmatrix} h \left( \begin{pmatrix} I_n & iI_n \\ iI_n & I_n \end{pmatrix} \right)^{-1} \right).$$

The Lie group $SO^{nc}(2n)$ acts transitively on $D_{II_n}$ via generalized Möbius transformations, as in [8.2]. Notice that the center $Z(SO^{nc}(2n)) = \{ \pm I_n \}$ of $SO^{nc}(2n)$ acts trivially on $D_{II_n}$; indeed, it turns out that the connected component of the group of biholomorphisms of $D_{II_n}$ is given by

$$\text{Hol}(D_{II_n})^c = SO^{nc}(2n)/Z(SO^{nc}(2n)) := PSO^{nc}(2n),$$

which is the connected non-compact adjoint simple Lie group of type $D_n$.

The symmetry of $D_{II_n}$ at the base point 0 is given by the element

$$s_0 = \left( \begin{pmatrix} iI_n & 0 \\ 0 & -iI_n \end{pmatrix} \right) \in PSO^{nc}(2n),$$

which acts on $D_{II_n}$ by sending $Z$ into $-Z$. The symmetry $s_0$ induces an involution on $SO^{nc}(2n)$

$$\sigma : SO^{nc}(2n) \longrightarrow SO^{nc}(2n)$$

$$\left( \begin{array}{cc} A & B \\ C & D \end{array} \right) \mapsto \left( \begin{array}{cc} iI_n & 0 \\ 0 & -iI_n \end{array} \right) \left( \begin{array}{cc} A & B \\ C & D \end{array} \right) \left( \begin{array}{cc} iI_n & 0 \\ 0 & -iI_n \end{array} \right)^{-1} = \left( \begin{array}{cc} A & -B \\ -C & D \end{array} \right),$$

whose fixed Lie subgroup is equal to the maximal compact Lie subgroup

$$\left\{ \left( \begin{array}{cc} A & 0 \\ 0 & D \end{array} \right) \in SO^{nc}(2n) \right\} = \left\{ \left( \begin{array}{cc} A & 0 \\ 0 & \overline{A} \end{array} \right) : \overline{A}^T A = I_n \right\} =: U(n),$$

which is also equal to the stabilizer of 0 in $D_{II_n}$. In particular, the pair $(SO^{nc}(2n), U(n))$ is a Riemannian symmetric pair. Notice that the involution $\sigma$ descends to an involution of $PSO^{nc}(2n)$ whose fixed locus is the maximal compact Lie subgroup $U(n) := U(n)/\{ \pm I_n \}$ of $SO^{nc}(2n)$. Therefore, also the pair $(PSO^{nc}(2n), U(n))$ is a Riemannian symmetric pair.

By the above discussion, we get the following presentation of $D_{II_n}$ as an irreducible HSM of non-compact type

(3.17)

$$D_{II_n} \cong SO^{nc}(2n)/U(n) = PSO^{nc}(2n)/U(n),$$

associated to the Riemannian symmetric pair $(SO^{nc}(2n), U(n))$ (resp. to $(PSO^{nc}(2n), U(n))$. Notice that the last description of $D_{II_n}$ is the one appearing in Theorem [2.12.20].

The irreducible Hermitian SLA of non-compact type associated to the Riemannian symmetric pair $(SO^{nc}(2n), U(n))$ (or equivalently to $(PSO^{nc}(2n), U(n))$ is given by the Lie algebra

(3.18) \[ \mathfrak{so}^{nc}(2n) := \text{Lie } SO^{nc}(2n) = \left\{ M \in \mathfrak{sl}(2n, \mathbb{C}) : \overline{M} \left( \begin{array}{cc} -I_n & 0 \\ 0 & I_n \end{array} \right) M = -\left( \begin{array}{cc} -I_n & 0 \\ 0 & I_n \end{array} \right) \right\} = \left\{ \left( \begin{array}{cc} Z_1 & Z_2 \\ \overline{Z}_2 & -\overline{Z}_1 \end{array} \right) \in \mathfrak{sl}(2n, \mathbb{C}) : \overline{Z}_1 = -Z_1, \overline{Z}_2 = -Z_2 \right\} \]

\[ 3\text{Note that } \mathfrak{so}^{nc}(2n) \text{ is isomorphic to the classical real Lie algebra } \mathfrak{so}^+(2n) = \text{Lie } SO^+(2n) \text{ via the same conjugation map as in } \text{(3.16).} \]
endowed with the Cartan involution $\theta = d\sigma$ given by

$$\theta \begin{pmatrix} Z_1 & Z_2 \\ \overline{Z}_2 & -\overline{Z}_1 \end{pmatrix} = \begin{pmatrix} Z_1 & -\overline{Z}_2 \\ -\overline{Z}_1 & -Z_2 \end{pmatrix}$$

and with the element

$$H = \frac{i}{2} \begin{pmatrix} I_n & 0 \\ 0 & -I_n \end{pmatrix} \in \text{Fix}(\theta) = \left\{ \begin{pmatrix} Z_1 & 0 \\ 0 & -\overline{Z}_1 \end{pmatrix} : \overline{Z}_1 = -Z_1 \right\} \cong \text{Lie } U(n).$$

The **cominuscle homogeneous variety** of type $I_n$ is the connected component $\text{Gr}_{\text{ort}}(n, 2n)^o$ containing $[W_0 := \langle e_{n+1}, \cdots, e_{2n} \rangle \subset \mathbb{C}^{2n}]$ of the orthogonal Grassmannian $\text{Gr}_{\text{ort}}(n, 2n)$ parametrizing Lagrangian $n$-dimensional subspaces of $\mathbb{C}^{2n}$:

$$(3.19) \quad \text{Gr}_{\text{ort}}(n, 2n) := \{ [W \subset \mathbb{C}^{2n}] : \dim W = p, S_{W \times W} \equiv 0 \},$$

where $S$ is the bilinear symmetric non-degenerate form on $\mathbb{C}^{2n}$ which is represented by the matrix $S_n = \begin{pmatrix} 0 & I_n \\ I_n & 0 \end{pmatrix}$ in the standard basis of $\mathbb{C}^{2n}$.

The **Borel embedding** of $\mathcal{D}_{II_n}$ into $\text{Gr}_{\text{ort}}(n, 2n)^o$ is given by

$$(3.20) \quad Z \mapsto \left\{ \left\langle v_1, \cdots, v_n \right\rangle : \{v_1, \cdots, v_n\} \text{ are the column vectors of } \begin{pmatrix} Z \\ I_n \end{pmatrix} \right\}.$$ 

The complex algebraic simple group $\text{SO}(2n, \mathbb{C})$ acts transitively on $\text{Gr}_{\text{ort}}(n, 2n)^o$ via

$$\text{SO}(2n, \mathbb{C}) \times \text{Gr}_{\text{ort}}(n, 2n)^o \rightarrow \text{Gr}_{\text{ort}}(n, 2n)^o \quad \{g, [W \subset \mathbb{C}^{2n}] \mapsto [g(W) \subset \mathbb{C}^{2n}]\}.$$ 

Note that the center $Z(\text{SO}(2n, \mathbb{C})) = \{ \pm I_{2n} \}$ of $\text{SO}(2n, \mathbb{C})$ acts trivially on $\text{Gr}_{\text{ort}}(n, 2n)^o$; indeed, it turns out that the group of automorphisms of the algebraic variety $\text{Gr}_{\text{ort}}(n, 2n)^o$ is equal to

$$\text{PSO}(2n, \mathbb{C}) := \text{PSO}(2n, \mathbb{C})/\{ \pm I_{2n} \},$$

which is the connected simple adjoint complex algebraic group of type $D_n$ and it is the complexification of the Lie group $\text{PSO}^{\text{re}}(2n)$.

The stabilizer of $[W_0 := \langle e_{n+1}, \cdots, e_{2n} \rangle \subset \mathbb{C}^{2n}] \in \text{Gr}_{\text{ort}}(n, 2n)^o$ is the maximal parabolic subgroup associated to the $n$-th simple root of the Dinkin diagram $D_n$ (which is a cominuscle simple root of $D_n$, see Table 5)4

$$Q_n := \left\{ \begin{pmatrix} A & 0 \\ C & D \end{pmatrix} \in \text{SO}(2n, \mathbb{C}) \right\} \subset \text{SO}(2n, \mathbb{C}),$$

where $A \in M_{n,n}(\mathbb{C}), C \in M_{n,n}(\mathbb{C})$ and $D \in M_{n,n}(\mathbb{C})$. The parabolic group $Q_n$ admits the following Levi decomposition

$$Q_n = R_n(Q_n) \times L(Q_n) := \left\{ \begin{pmatrix} I_p & 0 \\ C & I_q \end{pmatrix} : C^t = -C \right\} \times \left\{ \begin{pmatrix} A & 0 \\ 0 & D \end{pmatrix} \in \text{SO}(2n, \mathbb{C}) \right\},$$

which coincides with the Levi decomposition appearing in Theorem 2.33.

From the above discussion, we obtain the following explicit presentation of $\text{Gr}_{\text{ort}}(n, 2n)^o$ as a cominuscle homogeneous variety (as in Definition 2.33)

$$(3.21) \quad \text{Gr}_{\text{ort}}(n, 2n)^o \cong \text{SO}(2n, \mathbb{C})/Q_n = \text{PSO}(n, \mathbb{C})/Q_n,$$

where $Q_n := Q_n/\{ \pm I_{2n} \}$. 

Consider now the compact real form $\text{SO}^o(2n, \mathbb{C})$ of $\text{SO}(2n, \mathbb{C})$ consisting of all the elements of $\text{SO}(2n, \mathbb{C})$ that leaves invariant the positive definite Hermitian form $x_1\overline{y}_1 + \cdots + x_{2n}\overline{y}_{2n}$ on $\mathbb{C}^{2n}$. More explicitly

$$\text{SO}^o(2n) := \text{SO}(2n, \mathbb{C}) \cap \text{SU}(2n) = \left\{ g \in \text{SO}(2n, \mathbb{C}) : \overline{g}g = I_{2n} \right\} = \left\{ \begin{pmatrix} A & B \\ \overline{B} & \overline{A} \end{pmatrix} \in \text{SL}(2n, \mathbb{C}) : \begin{pmatrix} A^tA + B^tB = I_n \\ A^tB + B^tA = 0 \end{pmatrix} \right\}.$$
Note that the group $SO^c(2n)$ is isomorphic to the real orthogonal group $SO(2n)$ via the same conjugation map as in (3.15). Similarly, the quotient of $SO^c(2n)$ by its center

$$PSO^c(2n) := SO^c(2n)/Z(SO^c(2n)) = SO^c(2n)/\{\pm I_{2n}\}$$

is a compact real form of $PSO(2n, \mathbb{C})$.

The restriction of the action of $SO(2n, \mathbb{C})$ on $Gr_{ort}(n, 2n)^o$ to the subgroup $SO^c(2n) \subset SO(2n, \mathbb{C})$ is still transitive and the stabilizer of $W_o$ is the maximal proper connected and compact subgroup

$$SO^c(2n) \cap Q_n = \left\{ \begin{pmatrix} A & 0 \\ 0 & D \end{pmatrix} \in SO^c(2n) \right\} = \left\{ \begin{pmatrix} A & 0 \\ 0 & -\bar{A} \end{pmatrix} : \bar{A}A = I_{2n} \right\} \cong U(n).$$

The action of $SO^c(2n)$ on $Gr_{ort}(n, 2n)^o$ factors through a transitive action of $PSO^c(2n)$ in such a way that the stabilizer of $W_o$ is equal to the maximal proper connected and compact subgroup

$$PSO^c(2n) \cap \bar{Q}_n = \left\{ \begin{pmatrix} A & 0 \\ 0 & D \end{pmatrix} \in PSO^c(2n) \right\} = \left\{ \begin{pmatrix} A & 0 \\ 0 & -\bar{A} \end{pmatrix} : \bar{A}A = I_{2n} \right\} \cong \bar{U}(n).$$

The pair $(SO^c(2n), U(n))$ is a Riemannian symmetric pair since $U(n)$ is the fixed subgroup of the involution

$$\sigma^* : SO^c(2n) \rightarrow SO^c(2n)$$

$$\begin{pmatrix} A & B \\ C & D \end{pmatrix} \mapsto \begin{pmatrix} A & -B \\ -C & D \end{pmatrix},$$

and similarly for the pair $(PSO^c(2n), \bar{U}(2n))$.

By the above discussion, we get the following presentation of $Gr_{ort}(n, 2n)^o$ as the irreducible HSM of compact type

$$(3.22) \quad Gr_{ort}(n, 2n)^o \cong SO^c(2n)/U(n) = PSO^c(2n)/\bar{U}(n),$$

associated to the Riemann symmetric pair $(SO^c(2n), U(n))$ (resp. to $(PSO^c(2n), \bar{U}(n))$). In particular, the last description of $Gr_{ort}(n, 2n)^o$ is the one appearing in Theorem 2.12(b). Notice that the symmetry at the base point $W_o$ of $Gr_{ort}(n, 2n)^o$, seen as a Hermitian symmetric manifold, is given by the element

$$s_{W_o} = \begin{pmatrix} -I_p \\ 0 \end{pmatrix} \in PSO^c(2n).$$

The irreducible Hermitian SLA of compact type associated to the Riemann symmetric pair $(SO^c(2n), U(2n))$ is given by the Lie algebra

$$\mathfrak{sso}^c(2n) := \text{Lie } SO^c(2n) = \left\{ M \in \mathfrak{s}l(p + q, \mathbb{C}) : M^tS_n = -S_nM \right\} =$$

$$= \left\{ \begin{pmatrix} Z_1 \\ -Z_2 \\ -Z_3 \end{pmatrix} \in \mathfrak{gl}(p + q, \mathbb{C}) : \bar{Z}^t_1 = -Z_1, \ Z_2 = -Z_2 \right\}$$

endowed with the involution $\theta^* = d\sigma^*$

$$\theta^* \begin{pmatrix} Z_1 \\ -Z_2 \\ -Z_3 \end{pmatrix} = \begin{pmatrix} Z_1 \\ \bar{Z}_2 \\ -Z_3 \end{pmatrix}$$

and with the element

$$H^* = \frac{i}{2} \begin{pmatrix} I_p \\ 0 \\ -I_q \end{pmatrix} \in \text{Fix}(\theta^*) = \left\{ \begin{pmatrix} Z_1 \\ 0 \\ -Z_3 \end{pmatrix} : \bar{Z}_1 = -Z_1 \right\} \cong \text{Lie } U(n).$$

Notice that the Hermitian SLA $(\mathfrak{sso}^c(2n), \theta^*, H^*)$ is the dual of the Hermitian SLA $(\mathfrak{sso}^{nc}(2n), \theta, H)$ in the sense of (2.37).

The complexification of the Lie algebras $\mathfrak{so}^{nc}(2n)$ and $\mathfrak{so}^c(2n)$ is the complex simple Lie algebra of type $D_n$

$$\text{Lie } SO(2n, \mathbb{C}) = \mathfrak{so}(2n, \mathbb{C}) = \left\{ \begin{pmatrix} Z_1 \\ Z_3 \\ -Z_1 \end{pmatrix} \in \mathfrak{gl}(p + q, \mathbb{C}) : Z_2^* = -Z_2, \ Z_3^* = -Z_3 \right\}.$$ 

The decomposition (2.10) of $\mathfrak{so}(p + q, \mathbb{C})$ is given by

$$\mathfrak{sl}(p + q, \mathbb{C}) = \left\{ \begin{pmatrix} Z_1 \\ 0 \\ -Z_3 \end{pmatrix} \right\} \oplus \left\{ \begin{pmatrix} 0 \\ Z_2 \\ 0 \end{pmatrix} : Z_2^* = -Z_2 \right\} \oplus \left\{ \begin{pmatrix} 0 \\ 0 \\ Z_3 \end{pmatrix} : Z_3^* = -Z_3 \right\}.$$
In particular, we have the identification
\[
M^\text{skew}_{n,n}(\mathbb{C}) \xrightarrow{\cong} \mathfrak{p}^+.
\]
(3.24)
\[
M \mapsto \begin{pmatrix} 0 & M \\ 0 & 0 \end{pmatrix}.
\]
Using the above identification and the formula (2.15), \(M^\text{skew}_{n,n}(\mathbb{C})\) becomes a Hermitian positive JTS with respect to the triple product
\[
\{M_1, M_2, M_3\} = \frac{1}{2} \left( M_1 \overline{M_2} M_3 + M_3 \overline{M_2} M_1 \right).
\]
(3.25)

3.3. Type \(III_n\). The bounded symmetric domain of type \(III_n\) \((n \geq 1)\) in its Harish-Chandra embedding is given by
\[
\mathcal{D}_{III_n} := \{ Z \in M^\text{sym}_{n,n}(\mathbb{C}) : Z^t \cdot Z < I_n \} \subset M^\text{sym}_{n,n}(\mathbb{C}) := \{ Z \in M_{n,n}(\mathbb{C}) : Z^t = Z \}.
\]
(3.26)
Let \(\text{Sp}(n, \mathbb{C})\) be the connected complex Lie subgroup of \(\text{SL}(2n, \mathbb{C})\) that leaves invariant the bilinear alternating form on \(\mathbb{C}^{2n} \times \mathbb{C}^{2n}\) given by \(S(x, y) = x_1y_{n+1} + \cdots + x_ny_{2n} + \cdots - x_ny_1 - \cdots - x_{2n}y_n\).

The group \(\text{Sp}(n, \mathbb{C})\) is simple of type \(C_n\) and it is explicitly given in \(n \times n\) block notation as
\[
\text{Sp}(n, \mathbb{C}) = \left\{ g \in \text{SL}(2n, \mathbb{C}) : g^t J_n g = J_n \right\} = \left\{ \begin{pmatrix} A & B \\ C & D \end{pmatrix} \in \text{SL}(2n, \mathbb{C}) : B^t D = D^t B, A^t D - C^t B = I_n \right\}.
\]

Consider the non-compact real form \(\text{Sp}^\text{nc}(n)\) of \(\text{Sp}(n, \mathbb{C})\) consisting of all the elements of \(\text{Sp}(n, \mathbb{C})\) that leave invariant the bilinear Hermitian form on \(\mathbb{C}^{2n} \times \mathbb{C}^{2n}\) given by \(-x_1y_{n+1} - \cdots - x_ny_{2n} + x_{n+1}y_{n+1} + \cdots + x_{2n}y_{2n}\). Explicitly,
\[
\text{Sp}^\text{nc}(n) = \text{Sp}(n, \mathbb{C}) \cap \text{SU}(n, n) = \left\{ g \in \text{Sp}(n, \mathbb{C}) : g^t \left( \begin{array}{cc} I_n & 0 \\ 0 & -I_n \end{array} \right) g = \left( \begin{array}{cc} I_n & 0 \\ 0 & -I_n \end{array} \right) \right\} = \left\{ \begin{pmatrix} A & B \\ B & A \end{pmatrix} \in \text{SL}(2n, \mathbb{C}) : \begin{pmatrix} A & B \\ B & A \end{pmatrix} = I_n \right\}.
\]

Note that the Lie group \(\text{Sp}^\text{nc}(n)\) is isomorphic to the real symplectic group \(\text{Sp}(n, \mathbb{R})\) via the conjugation inside \(\text{Sp}(n, \mathbb{C})\) given by (see [Mok89, p. 71])
\[
\text{Sp}^\text{nc}(n) \xrightarrow{\cong} \text{Sp}(n, \mathbb{R}) := \left\{ g \in \text{GL}(2n, \mathbb{R}) : g^t J_n g = J_n \right\}.
\]
(3.27)

The Lie group \(\text{Sp}^\text{nc}(n)\) acts transitively on \(\mathcal{D}_{III_n}\) via generalized Möbius transformations, as in (3.3). Notice that the center \(Z(\text{Sp}^\text{nc}(n)) = \{ \pm I_{2n} \}\) of \(\text{Sp}^\text{nc}(n)\) acts trivially on \(\mathcal{D}_{III_n}\); indeed, it turns out that the connected component of the group of biholomorphisms of \(\mathcal{D}_{III_n}\) is given by
\[
\text{Hol}(\mathcal{D}_{III_n})^0 = \text{Sp}^\text{nc}(n)/Z(\text{Sp}^\text{nc}(n)) \cong \text{PSp}^\text{nc}(n),
\]
which is the connected non-compact adjoint simple Lie group of type \(C_n\).

The symmetry of \(\mathcal{D}_{III_n}\) at the base point 0 is given by the element
\[
s_0 = \begin{pmatrix} iI_n & 0 \\ 0 & -iI_n \end{pmatrix} \in \text{PSp}^\text{nc}(n),
\]
(3.28) which acts on \(\mathcal{D}_{III_n}\) by sending \(Z\) into \(-Z\). The symmetry \(s_0\) induces an involution on \(\text{Sp}^\text{nc}(n)\)
\[
\sigma : \text{Sp}^\text{nc}(n) \rightarrow \text{Sp}^\text{nc}(n)
\]
\[
\begin{pmatrix} A & B \\ C & D \end{pmatrix} \mapsto \begin{pmatrix} iI_n & 0 \\ 0 & -iI_n \end{pmatrix} \begin{pmatrix} A & B \\ C & D \end{pmatrix} \begin{pmatrix} iI_n & 0 \\ 0 & -iI_n \end{pmatrix}^{-1} = \begin{pmatrix} A & -B \\ -C & D \end{pmatrix},
\]
whose fixed Lie subgroup is equal to the maximal compact Lie subgroup
\[
\left\{ \begin{pmatrix} A & 0 \\ 0 & D \end{pmatrix} \in \text{Sp}^\text{nc}(2n) \right\} = \left\{ \begin{pmatrix} A & 0 \\ 0 & \overline{A} \end{pmatrix} : \overline{A} A = I_n \right\} =: \text{U}(n),
\]
which is also equal to the stabilizer of $0 \in D_{III_n}$. In particular, the pair $(\text{Sp}^{nc}(n), U(n))$ is a Riemannian symmetric pair. Notice that the involution $\sigma$ descends to an involution of $\text{PSp}^{nc}(n)$ whose fixed locus is the maximal compact Lie subgroup $\overline{U(n)} := U(n) / \{\pm I_n\}$ of $\text{PSp}^{nc}(n)$. Therefore, also the pair $(\text{PSp}^{nc}(n), \overline{U(n)})$ is a Riemannian symmetric pair.

By the above discussion, we get the following presentation of $D_{III_n}$ as an irreducible HSM of non-compact type
\begin{equation}
D_{III_n} \cong \text{Sp}^{nc}(n) / U(n) = \text{PSp}^{nc}(n) / \overline{U(n)},
\end{equation}
associated to the Riemannian symmetric pair $(\text{Sp}^{nc}(n), U(n))$ (resp. to $(\text{PSp}^{nc}(n), \overline{U(n)})$). Notice that the last description of $D_{III_n}$ is the one appearing in Theorem 2.12(iv).

The irreducible Hermitian SLA of non-compact type associated to the Riemannian symmetric pair $(\text{Sp}^{nc}(n), U(n))$ (or equivalently to $(\text{PSp}^{nc}(n), \overline{U(n)})$ is given by the Lie algebra
\begin{equation}
\text{sp}^{nc}(n) := \text{Lie} \text{Sp}^{nc}(n) = \left\{ M \in \mathfrak{s}l(2n, \mathbb{C}) : \begin{array}{cc} M^t S_n &= -S_n M \\
-I_n & 0 \\
0 & I_n 
\end{array} \right\} = \left\{ \begin{pmatrix} Z_1 & Z_2 \\ \overline{Z_2^t} & -Z_1^t \end{pmatrix} \in \mathfrak{gl}(2n, \mathbb{C}) : \begin{pmatrix} Z_1 & Z_2 \\ \overline{Z_2^t} & -Z_1^t \end{pmatrix} \right\}
\end{equation}
edowed with the Cartan involution $\theta = da$ given by
\[ \theta \left( \begin{pmatrix} Z_1 & Z_2 \\ \overline{Z_2^t} & -Z_1^t \end{pmatrix} \right) = \left( \begin{pmatrix} Z_1 & Z_2 \\ \overline{Z_2^t} & -Z_1^t \end{pmatrix} \right).
\]
and with the element
\[ H = \frac{i}{2} \begin{pmatrix} I_n & 0 \\ 0 & -I_n \end{pmatrix} \in \text{Fix}(\theta) = \left\{ \begin{pmatrix} Z_1 & 0 \\ 0 & Z_1^t \end{pmatrix} : Z_1 = -\overline{Z_1} \right\} \cong \text{Lie} U(n).
\]

The **cominuscule homogeneous variety** of type $III_n$ is the symplectic Grassmannian $\text{Gr}_{\text{sym}}(n, 2n)$ parametrizing Lagrangian $n$-dimensional subspaces of $\mathbb{C}^{2n}$:
\begin{equation}
\text{Gr}_{\text{sym}}(n, 2n) := \{ W \subset \mathbb{C}^{2n} : \dim W = n, J_{|W \times W} = 0 \},
\end{equation}
where $J$ is the standard symplectic form on $\mathbb{C}^{2n}$ which is represented by the matrix $J_n = \begin{pmatrix} 0 & I_n \\ -I_n & 0 \end{pmatrix}$ in the standard basis of $\mathbb{C}^{2n}$.

The **Borel embedding** of $D_{III_n}$ into $\text{Gr}_{\text{sym}}(n, 2n)$ is given by
\begin{equation}
D_{III_n} \subset M_{n,2n}(\mathbb{C}) \hookrightarrow \text{Gr}_{\text{sym}}(n, 2n),
\end{equation}
\[ Z \mapsto \left\{ \begin{pmatrix} v_1, \ldots, v_n \end{pmatrix} : \begin{pmatrix} v_1, \ldots, v_n \end{pmatrix} \text{ are the column vectors of } \begin{pmatrix} Z \\ I_n \end{pmatrix} \right\}. \]

The complex simple algebraic group $\text{Sp}(n, \mathbb{C})$ acts transitively on $\text{Gr}_{\text{sym}}(n, 2n)$ via
\[ \text{Sp}(n, \mathbb{C}) \times \text{Gr}_{\text{sym}}(n, 2n) \twoheadrightarrow \text{Gr}_{\text{sym}}(n, 2n)
\]
\[ (g, [W \subset \mathbb{C}^{2n}]) \mapsto [g(W) \subset \mathbb{C}^{2n}]. \]

Note that the center $Z(\text{Sp}(n, \mathbb{C})) = \{ \pm I_{2n} \}$ of $\text{Sp}(n, \mathbb{C})$ acts trivially on $\text{Gr}_{\text{sym}}(n, 2n)$; indeed, it turns out that the group of automorphisms of the algebraic variety $\text{Gr}_{\text{sym}}(n, 2n)$ is equal to
\[ \text{PSp}(n, \mathbb{C}) := \text{Sp}(n, \mathbb{C}) / \{ \pm I_{2n} \}, \]
which is a connected semisimple complex algebraic group of adjoint type and it is the complexification of the Lie group $\text{PSp}(n, \mathbb{R})$.

Consider now the base point $W_o := \langle e_{n+1}, \ldots, e_{2n} \rangle \in \text{Gr}_{\text{sym}}(n, 2n)$ with respect to the standard basis $\{ e_1, \ldots, e_{2n} \}$ of $\mathbb{C}^{2n}$ (recall that we have normalized $J$ so that it is represented by the standard symplectic matrix $J_n$ with respect to this basis). The stabilizer of $W_o$ is the maximal parabolic subgroup associated to the $n$-th simple root of the Dinkin diagram $C_n$ (which is the unique cominuscule simple root of $C_n$, see Table 4).

\[ Q_n := \left\{ \begin{pmatrix} A & 0 \\ C & D \end{pmatrix} \in \text{Sp}(n, \mathbb{C}) \right\} \subset \text{Sp}(n, \mathbb{C}), \]

\footnote{Note that $\text{sp}^{nc}(n)$ is isomorphic to the classical real Lie algebra $\mathfrak{sp}(n, \mathbb{R})$ via the same conjugation given in formula}
where $A \in M_{n,n}(\mathbb{C})$, $C \in M_{n,n}(\mathbb{C})$ and $D \in M_{n,n}(\mathbb{C})$. The parabolic group $Q_n$ admits the following Levi decomposition

$$Q_n = R_u(Q_n) \rtimes L(Q_n) := \left\{ \begin{pmatrix} I_n & 0 \\ C & I_n \end{pmatrix} : C' = C \right\} \rtimes \left\{ \begin{pmatrix} A & 0 \\ 0 & D \end{pmatrix} \in \text{Sp}(n, \mathbb{C}) \right\},$$

which coincides with the Levi decomposition appearing in Theorem 2.35.

From the above discussion, we obtain the following explicit presentation of $\text{Gr}_{\text{sym}}(n, 2n)$ as a com-muscle homogeneous variety (as in Definition 2.33)

$$\text{Gr}_{\text{sym}}(n, 2n) \cong \text{Sp}(n, \mathbb{C})/Q_n = \text{PSp}(n, \mathbb{C})/\overline{Q}_n,$$

where $\overline{Q}_n := Q_n/\{ \pm I_{2n} \}$.

Consider now the compact real form of $\text{Sp}(n, \mathbb{C})$, which is the Lie subgroup $\text{Sp}(n) := \text{Sp}(n, \mathbb{C}) \cap \text{SU}(2n) \subset \text{Sp}(n, \mathbb{C})$ that leaves invariant the positive definite Hermitian form $x_{1\mu} + \cdots + x_{2n\mu}$ on $\mathbb{C}^{2n}$. More explicitly

$$\text{Sp}(n) = \left\{ g \in \text{Sp}(n, \mathbb{C}) : \overline{g} g = I_{2n} \right\} = \left\{ \begin{pmatrix} A & B \\ -B & \overline{A} \end{pmatrix} \in \text{SL}(2n, \mathbb{C}) : \overline{A} A + B B = I_n \right\}.$$

Similarly, the quotient of $\text{Sp}(n)$ by its center

$$\text{PSp}(n) := \text{Sp}(n)/Z(\text{Sp}(n)) = \text{Sp}(n)/\{ \pm I_{2n} \}$$

is the compact real form of $\text{PSp}(n, \mathbb{C})$.

The restriction of the action of $\text{Sp}(n, \mathbb{C})$ on $\text{Gr}(q, p + q)$ to the subgroup $\text{Sp}(n) \subset \text{Sp}(n, \mathbb{C})$ is still transitive and the stabilizer of $W_o$ is the maximal proper connected and compact subgroup

$$\text{Sp}(n) \cap Q_n = \left\{ \begin{pmatrix} A & 0 \\ 0 & A \end{pmatrix} : \overline{A} A = I_n \right\} \cong U(n).$$

The action of $\text{Sp}(n)$ on $\text{Gr}(q, p + q)$ factors through a transitive action of $\text{PSp}(n)$ in such a way that the stabilizer of $W_o$ is equal to the maximal proper connected and compact subgroup

$$\text{PSp}(n) \cap \overline{Q}_n = \left\{ \left[ \begin{pmatrix} A & 0 \\ 0 & A \end{pmatrix} : \overline{A} A = I_n \right] \right\} \cong \overline{U(n)} = \overline{U(n)} / \{ \pm I_n \}.$$

The pair $(\text{Sp}(n), U(n))$ is a Riemannian symmetric pair since $U(n)$ is the fixed subgroup of the involution

$$\sigma^* : \text{Sp}(n) \mapsto \text{Sp}(n)$$

$$(A \ B) \mapsto (B \ A),$$

and similarly for the pair $(\text{PSp}(n), U(n))$.

By the above discussion, we get the following presentation of $\text{Gr}_{\text{sym}}(n, 2n)$ as the irreducible HSM of compact type

$$\text{Gr}_{\text{sym}}(n, 2n) \cong \text{Sp}(n)/U(n) = \text{PSp}(n)/\overline{U(n)},$$

associated to the Riemannian symmetric pair $(\text{Sp}(n), U(n))$ (resp. to $(\text{PSp}(n), \overline{U(n)})$). In particular, the last description of $D_{II}^e$ is the one appearing in Theorem 2.12(iii). Notice that the symmetry at the base point $W_o$ of $\text{Gr}_{\text{sym}}(n, 2n)$, seen as a Hermitian symmetric manifold, is given by the element

$$s_{W_o} = \left[ \begin{pmatrix} i & 0 \\ 0 & -i \end{pmatrix} \right] \in \text{PSp}(n).$$

\footnote{The Lie group $\text{Sp}(n)$ admits another natural description in terms of matrices with coefficients in $\mathbb{H}$. Namely, there is an isomorphism of Lie group

$$\text{Sp}(n) \cong U(n, \mathbb{H}) := \{ g \in \text{GL}(n, \mathbb{H}) : \overline{g} g = I_n \}$$

$$(A \ B) \mapsto A - jB.$$}
The irreducible Hermitian SLA of compact type associated to the Riemann symmetric pair \((\text{Sp}(n), \text{U}(n))\) is given by the Lie algebra

\[
\text{Lie Sp}(n) = \mathfrak{sp}(n) = \left\{ \begin{pmatrix} Z_1 & Z_2 \\ -Z_2^* & -Z_1^* \end{pmatrix} : \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} = -Z_1, \ Z_1^* = Z_2 \right\}
\]

endowed with the involution \(\theta^* = d\sigma^*\)

\[
\theta^* \begin{pmatrix} Z_1 & Z_2 \\ -Z_2^* & -Z_1^* \end{pmatrix} = \begin{pmatrix} Z_1 & -Z_2 \\ Z_2^* & -Z_1^* \end{pmatrix}
\]

and with the element

\[
H^* = \frac{1}{2} \begin{pmatrix} I_n & 0 \\ 0 & -I_n \end{pmatrix} \in \text{Fix}(\theta^*) = \left\{ \begin{pmatrix} Z_1 & 0 \\ 0 & -Z_1^* \end{pmatrix} : \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} = -Z_1 \right\} \cong \text{u}(n) = \text{Lie U}(n)
\]

Notice that the Hermitian SLA \((\mathfrak{sp}(n), \theta^*, H^*)\) is the dual of the Hermitian SLA \((\mathfrak{sp}^{nc}(n), \theta, H)\) in the sense of \(\text{[2.3]}\).

The complexification of the Lie algebras \(\mathfrak{sp}^{nc}(n)\) and \(\mathfrak{sp}(n)\) is the complex simple Lie algebra of type \(C_n\)

\[
\text{Lie Sp}(n, \mathbb{C}) = \mathfrak{sp}(n, \mathbb{C}) = \left\{ M \in \mathfrak{gl}(2n, \mathbb{C}) : M^t J_n = -J_n M \right\} = \left\{ \begin{pmatrix} Z_1 & Z_2 \\ Z_3 & -Z_1^* \end{pmatrix} \in \mathfrak{gl}(2n, \mathbb{C}) : Z_1^* = Z_2 \text{ and } Z_3^* = Z_3 \right\}.
\]

The decomposition \(\text{[2.4]}\) of \(\mathfrak{sp}(n, \mathbb{C})\) is given by

\[
\mathfrak{sp}(n, \mathbb{C}) = \left\{ \begin{pmatrix} Z_1 & 0 \\ 0 & -Z_1^* \end{pmatrix} \right\} \oplus \left\{ \begin{pmatrix} 0 & Z_2 \\ 0 & 0 \end{pmatrix} : Z_2^* = Z_2 \right\} \oplus \left\{ \begin{pmatrix} 0 & 0 \\ Z_3 & 0 \end{pmatrix} : Z_3^* = Z_3 \right\}.
\]

In particular, we have the identification

\[
M_{n,n}^{\text{sym}}(\mathbb{C}) \overset{\sim}{\longrightarrow} \mathfrak{p}^+,
\]

\[
M \mapsto \begin{pmatrix} M & 0 \\ 0 & 0 \end{pmatrix}.
\]

Using the above identification and the formula \(\text{[2.15]}\), \(M_{n,n}^{\text{sym}}(\mathbb{C})\) becomes a Hermitian positive JTS with respect to the triple product

\[
\{ M_1, M_2, M_3 \} = \frac{1}{2} \left( M_1 M_2^* M_3 + M_3 M_2^* M_1 \right).
\]

3.4. Type \(IV_n\). The bounded symmetric domain of type \(IV_n\) \((1 \leq n \neq 2)\) in its Harish-Chandra embedding is given by

\[
\mathcal{D}_{IV_n} := \{ Z \in \mathbb{C}^n : 2Z^* Z < 1 + |Z^t Z|^2, \ Z^* Z < 1 \} \subset \mathbb{C}^n.
\]

Note that the first inequality, together with the fact that \(|Z^t Z|^2 \leq (Z^* Z)^2\), implies that

\[
2Z^* Z < 1 + |Z^t Z|^2 \implies 2Z^* Z < 1 + (Z^* Z)^2 \iff 0 < (1 - Z^* Z)^2.
\]

Therefore the open subset \(\{ Z \in \mathbb{C}^n : 2Z^* Z < 1 + |Z^t Z|^2 \} \subset \mathbb{C}^n\) is the disjoint union of two connected components defined by, respectively, \(Z^* Z < 1\) and by \(Z^* Z > 1\). The first connected component is the one that contains the origin \(0 \in \mathbb{C}^n\) and it coincides with the domain \(\mathcal{D}_{IV_n}\).

The domain \(\mathcal{D}_{IV_n}\) (which is also called the Lie ball) admits another real analytic incarnation in terms of \(2 \times n\) real matrices, namely we have a real analytic diffeomorphism (see \([\text{Hua46}, \text{Sec. 12 and 13}]\))

\[
\mathcal{D}_{IV_n} \overset{\sim}{\longrightarrow} \{ M \in M_{2,n}(\mathbb{R}) : M \cdot M^t < I_2 \}
\]

\[
Z \mapsto 2 \left( \frac{Z^* Z + 1}{Z^* Z + 1 + i(Z^* Z - 1)} \right)^{-1} \cdot \frac{(Z)}{Z}.
\]

Consider the subgroup \(\text{SO}^{nc}(n, 2)\) of \(\text{SO}(n+2, \mathbb{C})\) consisting of all the elements of \(\text{SO}(2n+1, \mathbb{C})\) that leave invariant the bilinear Hermitian form on \(\mathbb{C}^{n+2} \times \mathbb{C}^{n+2}\) given by \(-x_1 \overline{y}_1 - \cdots - x_n \overline{y}_n + x_{n+1} \overline{y}_{n+1} + x_{n+2} \overline{y}_{n+2}\). Explicitly,

\[
\text{SO}^{nc}(n, 2) = \text{SO}(n+2, \mathbb{C}) \cap \text{U}(n, 2) = \left\{ g \in \text{SL}(n+2, \mathbb{C}) : g^t g = I_{n+2}, \ g^t \begin{pmatrix} I_n & 0 \\ 0 & -I_2 \end{pmatrix} g = \begin{pmatrix} I_n & 0 \\ 0 & -I_2 \end{pmatrix} \right\} = \left\{ \begin{pmatrix} Z_1 & Z_2 \\ -Z_2^* & -Z_1^* \end{pmatrix} : \begin{pmatrix} 0 & 0 \\ 0 & -1 \end{pmatrix} = -Z_1 \right\}
\]
whose fixed Lie subgroup is equal to the maximal compact Lie subgroup \(D \) which is the connected non-compact adjoint simple Lie group of type \(SO_{\text{nc}}(2)\). Notice that the involution \(\theta\) whose fixed locus is the maximal compact Lie subgroup \(D\) whose fixed Lie subgroup is equal to the maximal compact Lie subgroup \(D\) which is the connected non-compact adjoint simple Lie group of type \(D_{n/2+1}\) if \(n\) is even and \(B_{(n+1)/2}\) if \(n\) is odd.

The symmetry of \(D_{IV_n}\) at the base point 0 is given by the element

\[
\begin{pmatrix} I_n & 0 \\ 0 & -I_2 \end{pmatrix}
\]

which acts on \(D_{IV_n}\) by sending \(Z\) into \(-Z\). The symmetry \(s_0\) induces an involution on \(SO_{\text{nc}}(n, 2)\)

\[
\sigma : SO_{\text{nc}}(n, 2) \rightarrow SO_{\text{nc}}(n, 2)
\]

\[
\begin{pmatrix} A & B \\ C & D \end{pmatrix} \mapsto \begin{pmatrix} I_n & 0 \\ 0 & -I_2 \end{pmatrix} \begin{pmatrix} A & B \\ C & D \end{pmatrix} \begin{pmatrix} I_n & 0 \\ 0 & -I_2 \end{pmatrix}^{-1} = \begin{pmatrix} A & -B \\ -C & D \end{pmatrix},
\]

whose fixed Lie subgroup is equal to the maximal compact Lie subgroup

\[
\begin{pmatrix} A & 0 \\ 0 & D \end{pmatrix} \in SO_{\text{nc}}(n, 2)
\]

which is also equal to the stabilizer of 0 \(\in D_{IV_n}\). In particular, the pair \((SO_{\text{nc}}(n, 2), SO(n) \times SO(2))\) is a Riemannian symmetric pair. Notice that the involution \(\sigma\) descends to an involution of \(PSO_{\text{nc}}(n, 2)\) whose fixed locus is the maximal compact Lie subgroup \(SO(n) \times SO(2) / Z(SO_{\text{nc}}(n, 2))\) of \(PSO_{\text{nc}}(n, 2)\). Therefore, also the pair \((PSO_{\text{nc}}(n, 2), SO(n) \times SO(2))\) is a Riemannian symmetric pair.

By the above discussion, we get the following presentation of \(D_{IV_n}\) as an irreducible \(HSM\) of non-compact type

\[
D_{IV_n} \cong SO_{\text{nc}}(n, 2) / (SO(n) \times SO(2)) = PSO_{\text{nc}}(n, 2) / SO(n) \times SO(2),
\]

associated to the Riemannian symmetric pair \((SO_{\text{nc}}(n, 2), SO(n) \times SO(2))\) (resp. to \((PSO_{\text{nc}}(n, 2), SO(n) \times SO(2))\)) of \(PSO_{\text{nc}}(n, 2)\). Therefore, also the pair \((PSO_{\text{nc}}(n, 2), SO(n) \times SO(2))\) is a Riemannian symmetric pair.

The irreducible \(Hermitian\ \text{SLA of non-compact type} \) associated to the Riemannian symmetric pair \((SO_{\text{nc}}(n, 2), SO(n) \times SO(2))\) (or equivalently to \((PSO_{\text{nc}}(n, 2), SO(n) \times SO(2))\)) is given by the Lie algebra

\[
so_{\text{nc}}(n, 2) := \text{Lie} SO_{\text{nc}}(n, 2) = \left\{ M \in \mathfrak{sl}(n+2, \mathbb{C}) : \begin{pmatrix} M & (I_n & 0 \\ 0 & -I_2) \end{pmatrix} = - \begin{pmatrix} I_n & 0 \\ 0 & -I_2 \end{pmatrix} M \right\}
\]

\[
= \left\{ \begin{pmatrix} X_1 & iX_2 \\ -iX_1^t & X_3 \end{pmatrix} \in \mathfrak{gl}(n+2, \mathbb{C}) : \begin{pmatrix} X_1^t = X_1, & X_2 = X_2, & X_3 = X_3 \\ X_1^t = -X_1, & X_3 = -X_3 \end{pmatrix} \right\}
\]

endowed with the involution \(\theta = da\)

\[
\theta \begin{pmatrix} X_1 & iX_2 \\ -iX_1^t & X_3 \end{pmatrix} = \begin{pmatrix} X_1 & -iX_2 \\ iX_1^t & X_3 \end{pmatrix}
\]

and with the element

\[
H = \begin{pmatrix} 0 & 0 \\ 0 & J_1 \end{pmatrix} \in \text{Fix}(\theta) = \left\{ \begin{pmatrix} X_1 & 0 \\ 0 & X_3 \end{pmatrix} \in \mathfrak{gl}(n+2, \mathbb{R}) : X_1^t = -X_1, X_3^t = -X_3 \right\} \cong \text{Lie}(SO(n) \times SO(2)).
\]
The **cominuscule homogeneous variety** of type $IV_n$ is the complex quadric hypersurface of dimension $n$:

$Q^n := \{ [v] \in \mathbb{P}^{n+1} : Q(v, v) = 0 \} \subset \mathbb{P}^{n+1}$

where $Q$ is the bilinear symmetric non-degenerate form on $\mathbb{C}^{n+2}$ given by $Q(v) = v_1^2 + \ldots + v_{n+2}^2$.

Observe that the complex quadric hypersurface $Q^n \subset \mathbb{P}^{n+1}$ admits another real analytic incarnation. Namely, $Q^n$ is real analytic diffeomorphic to the oriented real Grassmannian $Gr^+_R(2, n+2)$ parametrizing $2$-dimensional oriented subspaces of $\mathbb{R}^{n+2}$ via the map (see [Sat80, Appendix §6])

$Gr^+_R(2, n+2) \xrightarrow{m} Q^n$

$\langle v_1, v_2 \rangle \mapsto [v_1 + iv_2]$.

The **Borel embedding** of $D_{IV_n}$ into $Q^n$ is given by

$D_{IV_n} \subset \mathbb{C}^n \hookrightarrow Q^n$

$Z \mapsto \begin{pmatrix} 2iz \\ 1 + z^t \cdot Z \\ iz^t \cdot Z \end{pmatrix}$.

The complex algebraic simple group $SO(n+2, \mathbb{C})$ acts transitively on $Q^n$ via

$\text{SO}(n+2, \mathbb{C}) \times Q^n \rightarrow Q^n$

$(g, [v]) \mapsto [g(v)]$.

Note that the center

$(3.46) \quad Z(\text{SO}(n+2, \mathbb{C})) = \begin{cases} \{ \pm I_{n+2} \} & \text{if } n \text{ is even,} \\ \{ I_{n+2} \} & \text{if } n \text{ is odd,} \end{cases}$

acts trivially on $Q^n$; indeed, it turns out that the group of automorphisms of the algebraic variety $Q^n$ is equal to

$\text{PSO}(2n, \mathbb{C}) := \text{PSO}(2n, \mathbb{C})/Z(\text{SO}(n+2, \mathbb{C}))$,

which is the connected simple adjoint complex algebraic group of type $D_{n/2+1}$ if $n$ is even and $B_{(n+1)/2}$ if $n$ is odd.

The stabilizer of $v_0 = [0, \ldots, 0, 1, i] \in Q^n$ is the maximal parabolic subgroup associated to the first simple root of the Dinkin diagram $D_{n/2+1}$ if $n$ is even and of the Dinkin diagram $B_{(n+1)/2}$ if $n$ is odd (which are cominuscule simple roots, see Table 5).

$Q_1 := \begin{cases} \begin{pmatrix} A & B \\ C & D \end{pmatrix} \in \text{SO}(n+2, \mathbb{C}) : & B = (B', iB') \text{ for some } B' \in M_{1.1}(\mathbb{C}) \\ D = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \text{ such that } ia - b = c + id \end{cases}$

where $A \in M_{n,n}(\mathbb{C}), B \in M_{n,2}(\mathbb{C}), C \in M_{2,n}(\mathbb{C})$ and $D \in M_{2,2}(\mathbb{C})$.

From the above discussion, we obtain the following explicit presentation of $Q^n$ as a cominuscule homogeneous variety (as in Definition $\text{[Sat80]}$)

$(3.47) \quad Q^n \cong \text{SO}(n+2, \mathbb{C})/Q_1 = \text{PSO}(n, \mathbb{C})/\mathbb{P}Q_1,$

where $\mathbb{P}Q_1 := Q_1/Z(\text{SO}(n+2, \mathbb{C}))$.

Consider now the compact real form $\text{SO}(n+2)$ of $\text{SO}(n+2, \mathbb{C})$ consisting of all the real matrices in $\text{SO}(n+2, \mathbb{C})$ or, equivalently, of all the elements in $\text{SO}(n+2, \mathbb{C})$ that leave invariant the positive definite Hermitian form $x_1\overline{y}_1 + \cdots + x_{n+2}\overline{y}_{n+2}$ on $\mathbb{C}^{n+2}$. More explicitly

$\text{SO}(n+2) := \text{SO}(n+2, \mathbb{C}) \cap \text{SU}(n+2) = \{ g \in \text{SO}(n+2, \mathbb{C}) : \overline{g} = g \} = \begin{cases} \begin{pmatrix} A & B \\ C & D \end{pmatrix} \in \text{SL}(n+2, \mathbb{R}) : & A^tA + C^tC = I_n \\ D^tD + B^tB = I_2 \end{cases}.$

$A^tB = -C^tD$

Similarly, the quotient of $\text{SO}(n+2)$ by its center (which is given by $3.46$)

$\text{PSO}(n+2) := \text{SO}(n+2)/Z(\text{SO}(n+2))$

is a compact real form of $\text{PSO}(2n, \mathbb{C})$. 
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The restriction of the action of $SO(n + 2, \mathbb{C})$ on $Q^n$ to the subgroup $SO(n + 2) \subset SO(n + 2, \mathbb{C})$ is still transitive and the stabilizer of $v_0$ is the maximal proper connected and compact subgroup

$$\text{SO}(n + 2) \cap Q_1 = \begin{pmatrix} \begin{bmatrix} A & 0 \\ 0 & D \end{bmatrix} & : A^t A = I_n, \ det(A) = 1 \\ 0 & D^t D = I_2, \ det(D) = 1 \end{pmatrix} \cong \text{SO}(n) \times \text{SO}(2).$$

The pair $(\text{SO}(n + 2), \text{SO}(n) \times \text{SO}(2))$ is a Riemannian symmetric pair since $\text{SO}(n) \times \text{SO}(2)$ is the connected component of the fixed subgroup of the involution

$$\sigma^* : \text{SO}(n + 2) \rightarrow \text{SO}(n + 2)$$

$$\begin{pmatrix} A & B \\ C & D \end{pmatrix} \mapsto \begin{pmatrix} A & -B \\ -C & D \end{pmatrix},$$

and similarly for the pair $(\text{PSO}(n + 2), \text{SO}(n) \times \text{SO}(2))$, where $\text{SO}(n) \times \text{SO}(2)$ is the image of $\text{SO}(n) \times \text{SO}(2)$ in $\text{PSO}(n + 2)$.

By the above discussion, we get the following presentation of $Q^n$ as the irreducible HSM of compact type

$$(3.48) \quad Q^n \cong \text{SO}(n + 2)/\text{SO}(n) \times \text{SO}(2) = \text{PSO}(n + 2)/\text{SO}(n) \times \text{SO}(2),$$

associated to the Riemannian symmetric pair $(\text{SO}(n + 2), \text{SO}(n) \times \text{SO}(2))$ (resp. to $(\text{PSO}(n + 2), \text{SO}(n) \times \text{SO}(2))$). In particular, the last description of $Q^n$ is the one appearing in Theorem 2.12. Notice that the symmetry at the base point $v_0$ of $Q^n$, seen as a Hermitian symmetric manifold, is given by the element

$$s_{v_0} = \begin{pmatrix} I_n & 0 \\ 0 & -I_2 \end{pmatrix} \in \text{PSO}(n + 2).$$

The irreducible Hermitian SLA of compact type associated to the Riemann symmetric pair $(\text{SO}(n + 2), \text{SO}(n) \times \text{SO}(2))$ is given by the Lie algebra

$$(3.49) \quad \text{so}(n + 2) := \text{Lie} \text{SO}(n + 2) = \{ M \in \mathfrak{sl}(p + q, \mathbb{R}) : M^t = -M \} = \begin{pmatrix} X_1 & X_2 \\ -X_2^t & X_3 \end{pmatrix} \in \mathfrak{gl}(p + q, \mathbb{R}) : X_1^t = -X_1, X_2^t = -X_3 \}

and with the element

$$H^* = \begin{pmatrix} 0 & 0 \\ 0 & J_1 \end{pmatrix} \in \text{Fix}(\theta^*) = \begin{pmatrix} X_1 & 0 \\ 0 & X_3 \end{pmatrix} : X_1^t = -X_1, X_2^t = -X_3 \} \cong \text{Lie}(\text{SO}(n) \times \text{SO}(2)).$$

Notice that the Hermitian SLA $(\text{so}(n + 2), \theta^*, H^*)$ is the dual of the Hermitian SLA $(\text{so}^{\text{wc}}(n, 2), \theta, H)$ in the sense of 2.23.

The complexification of the Lie algebras $\text{so}^{\text{wc}}(n, 2)$ and $\text{so}(n + 2)$ is the complex simple Lie algebra of type $D_{n/2+1}$ if $n$ is even and $B_{(n+1)/2}$ if $n$ is odd:

$$\text{LieSO}(n + 2, \mathbb{C}) = \text{so}(n + 2, \mathbb{C}) = \begin{pmatrix} Z_1 & Z_2 \\ -Z_2^t & Z_3 \end{pmatrix} \in \mathfrak{gl}(n + 2, \mathbb{C}) : Z_1^t = -Z_1, Z_2^t = -Z_3 \}.$$

The decomposition (2.6) of $\text{so}(n + 2, \mathbb{C})$ is given by

$$\text{so}(n + 2, \mathbb{C}) = \begin{pmatrix} Z_1 & 0 \\ 0 & Z_3 \end{pmatrix} : Z_1^t = -Z_1 \} \oplus \begin{pmatrix} 0 & (iZ', Z')^t \\ -(iZ', Z') & 0 \end{pmatrix} \oplus \begin{pmatrix} 0 & (Z'', iZ'')^t \\ -(Z'', iZ'') & 0 \end{pmatrix}.$$

In particular, we have the identification

$$(3.50) \quad \mathbb{C}^n \xrightarrow{\cong} \mathfrak{p}_+$$

$$Z \mapsto \begin{pmatrix} 0 \\ -(iZ, Z)^t \end{pmatrix}.$$

Using the above identification and the formula 2.15, $\mathbb{C}^n$ becomes a Hermitian positive JTS with respect to the triple product

$$(3.51) \quad \{ X, Y, Z \} = (X^t \cdot Z)\overline{Y} - (Z^t \cdot Y)X - (X^t \cdot \overline{Y})Z.$$
3.5. Type VI. Let $\mathbb{O}$ be the $\mathbb{R}$-algebra of octonions or Cayley algebra (we refer the reader to [BačK02] for a beautiful introduction to the octonions). Recall that $\mathbb{O}$ is the alternative $\mathbb{R}$-algebra (neither associative nor commutative) of dimension 8 whose underlying vector space is equal to $\mathbb{H} \times \mathbb{H}$ and whose multiplication is equal to

$$(a_1, b_1) \cdot (a_2, b_2) := (a_1 a_2 - b_2 \tilde{a}_1 b_1 + a_2 b_1),$$

where $\mathbb{H}$ is the division $\mathbb{R}$-algebra of quaternions and $\tilde{\cdot}$ denotes its involution

$$\tilde{x} : \mathbb{H} \rightarrow \mathbb{H}$$
$$x_0 + ix_1 + jx_2 + kx_3 \mapsto x_0 - ix_1 - jx_2 - kx_3.$$

The algebra $\mathbb{O}$ is endowed with the unity element $e = (1, 0)$ and with an involutive anti-automorphism

$$(a, b) \mapsto (\tilde{a}, -b).$$

The above involution gives rise to a norm

$$|.|^2 : \mathbb{O} \rightarrow \mathbb{R}$$

$$(a, b) \mapsto |(a, b)|^2 := (a, b) \cdot (\tilde{a}, -b)$$

which is a positive definite quadratic form and it is multiplicative (i.e. $|(a_1, b_1) \cdot (a_2, b_2)|^2 = |(a_1, b_1)|^2 |(a_2, b_2)|^2$).

Therefore the pair $(\mathbb{O}, |.|^2)$ is a Euclidean composition algebra of dimension 8 and indeed it is the unique such algebra. We will denote by $\langle \cdot, \cdot \rangle$ the bilinear form associated to the quadratic form $|.|^2$, i.e.

$$\langle x, y \rangle := |x + y|^2 - |x|^2 - |y|^2,$$

for any $x, y \in \mathbb{O}$.

Let $\mathbb{O}_C := \mathbb{O} \otimes_\mathbb{R} \mathbb{C}$ be the complexification of $\mathbb{O}$ (it is called the complex Cayley algebra). The involution$\tilde{\cdot}$ and the quadratic form $|.|^2$ on $\mathbb{O}$ extend naturally on $\mathbb{O}_C$ (by a slight abuse of notation, we will continue to denote them by the same symbols). Moreover, $\mathbb{O}_C$ is endowed with a complex conjugation with respect to its real form $\mathbb{O}$:

$$\lambda \otimes x \mapsto \overline{\lambda} \otimes \overline{x} := \overline{\lambda} \otimes x,$$

where $\lambda \in \mathbb{C}$ and $x \in \mathbb{O}$.

Consider the complex vector space $H_3(\mathbb{O}_C)$ consisting of Hermitian $3 \times 3$-matrices with entries in $\mathbb{O}_C$

$$(3.52)$$

$$H_3(\mathbb{O}_C) := \left\{ a \in M_{3,3}(\mathbb{O}_C) : \tilde{a}^t = a \right\} =
\left\{ \begin{pmatrix} a_1 & a_3 & \tilde{a}_2 \\ a_3 & a_2 & a_1 \\ \tilde{a}_1 & a_2 & a_3 \end{pmatrix} : a_1, a_2, a_3 \in \mathbb{O}_C ; a_1, a_2, a_3 \in \mathbb{O}_C \right\}.$$

The complex vector space $H_3(\mathbb{O}_C)$ is endowed with a product (called the Freudenthal product) defined by

$$(3.53)$$

$$a \times b := \begin{pmatrix} a_1 & a_3 & \tilde{a}_2 \\ a_3 & a_2 & a_1 \\ \tilde{a}_1 & a_2 & a_3 \end{pmatrix} \times \begin{pmatrix} \beta_1 & b_3 & \tilde{b}_2 \\ b_3 & b_2 & b_1 \\ \tilde{b}_2 & b_2 & b_3 \end{pmatrix} :=
\begin{pmatrix} a_2 \beta_3 + a_3 \beta_2 - \langle a_1, b_1 \rangle & a_1 b_2 + b_1 a_2 - a_3 \tilde{a}_3 - \beta_3 \tilde{a}_3 - \tilde{a}_1 b_3 - \beta_2 b_2 - \beta_2 a_2 \\ b_2 a_1 + \tilde{a}_2 b_1 - a_3 b_3 - \beta_3 a_3 & a_3 \beta_1 + a_1 \beta_3 - \langle a_2, b_2 \rangle & a_2 b_3 + b_3 a_3 - a_1 \tilde{b}_1 - \beta_1 \tilde{a}_1 \\ \tilde{a}_3 b_1 + b_3 a_1 - a_2 b_2 - \tilde{a}_2 b_2 - \tilde{b}_3 a_2 - \tilde{a}_3 b_2 - a_1 b_1 - \tilde{b}_1 a_1 & a_1 \beta_2 + a_2 \beta_1 - \langle a_3, b_3 \rangle & \tilde{a}_3 \beta_2 + \tilde{a}_2 \beta_1 \end{pmatrix}.$$

Moreover, $H_3(\mathbb{O}_C)$ is endowed with a positive definite Hermitian form defined by

$$(3.54)$$

$$(a|b) := \sum_{i=1}^3 a_i \overline{b_i} + \sum_{j=1}^3 \langle a_j, b_j \rangle,$$

where $a, b \in H_3(\mathbb{O}_C)$ are written as in (3.53). Using the Freudenthal product and the above positive definite Hermitian form, we can define a Jordan triple product on $H_3(\mathbb{O}_C)$ via

$$(3.55)$$

$$\{a, b, c\} := (a|b)c + (c|b)a - (a \times c) \times \overline{b},$$

where $\overline{b}$ is the element of $H_3(\mathbb{O}_C)$ obtained by conjugating all the entries of $b$ with respect to the complex conjugation of $\mathbb{O}_C$. The pair $(H_3(\mathbb{O}_C), \{, , \})$ is an irreducible Hermitian positive JTS of dimension 27 (see [Rooy08 Sec. 2.2]), called sometimes the exceptional Hermitian positive JTS of dimension 27 or the Hermitian positive JTS of type VI.
From the above explicit description of the Hermitian positive JTS \( (H_3(O_C), \{\ldots\}) \) and formula \( (2.17) \), we can deduce an explicit expression of the associated bounded symmetric domain in its Harish-Chandra embedding. In order to do that, we need to introduce the determinant and the adjoint of an element of \( H_3(O_C) \). The determinant is defined by
\[
\det : H_3(O_C) \rightarrow O_C,
\]
(3.56)
\[
a \mapsto \frac{1}{3!} (a \times a) = a_1 a_2 a_3 - \sum_{i=1}^{3} a_i |a_i|^2 + a_1 (a_2 a_3) + (a_3 a_2) a_1,
\]
where \( a \in H_3(O_C) \) is written as in \( (3.53) \). The adjoint of \( a \in H_3(O_C) \) is defined by
(3.57)
\[
(a)^{\sharp} := \frac{a \times a}{2}.
\]
The relation between the determinant and the adjoint is given by the following formulas (see \cite{root08} Sec. 2.1)
(3.58) \[
\begin{cases}
(x^2)^{\sharp} = 3 \det(x), \\
(x^2)^{\sharp} = \det(x) x.
\end{cases}
\]
The bounded symmetric domain of type \( VI \) in its Harish-Chandra embedding is given by (see \cite{root08} Sec. 3.1)
(3.59)
\[
\mathcal{D}_{VI} := \left\{ \begin{array}{l}
1 - (a|a) + (a^2|a^2) - |\det(a)|^2 > 0 \\
3 - 2(a|a) + (a^2|a^2) > 0 \\
3 - (a|a) > 0
\end{array} \right\} \subset H_3(O_C).
\]
The cominuscule homogeneous variety of type \( VI \) is the Freudenthal variety
(3.60)
\[
\mathcal{F} := \{ [\lambda, x, y, \mu] \in \mathbb{P}(C \oplus H_3(O_C) \oplus H_3(O_C) \oplus C) : y^t = \mu x, \; x^t = \lambda y, \; (x|\overline{y}) = 3 \lambda \mu \}.
\]
The Borel embedding of \( \mathcal{D}_{VI} \) into \( \mathcal{F} \) is given by
(3.61)
\[
x \mapsto [(1, x, x^t, \det(x))].
\]
Using the relations \( (3.58) \), it is easy to see that \( j \) is an open embedding and that \( j(H_3(O_C)) \) is the Zariski open subset of \( \mathcal{F} \) defined by \( \{ \lambda \neq 0 \} \).

3.6. Type \( V \). In this subsection, we are going to use the notation introduced in \( (3.55) \).

The Hermitian positive JTS of type \( V \) (sometimes also called the exceptional Hermitian positive JTS of dimension 16) is the simple Hermitian positive JTS \( (O_C^2, \{\ldots\}) \) where the Jordan triple product \( \{\ldots\} \) is defined by
(3.62)
\[
\begin{bmatrix} a_1 \\ a_2 \\ b_1 \\ b_2 \\ c_1 \\ c_2 \end{bmatrix} := \begin{bmatrix} a_1 \overline{b_1} \overline{c_1} + (c_1 \overline{b_2}) a_1 + (a_1 \overline{b_2}) c_2 + (c_2 \overline{b_2}) c_2 \\ a_1 (b_1 c_2) + c_1 (b_1 a_2) + a_2 (b_2 c_2) + c_2 (b_2 a_2) \end{bmatrix}.
\]
The bounded symmetric domain of type \( V \) in its Harish-Chandra embedding is given by (see \cite{root08} Sec. 3.1)
(3.63)
\[
\mathcal{D}_V := \left\{ x = (x_1 \; x_2) \in O_C^2 : \begin{array}{l}
1 - 2 \sum_{i=1}^{2} (x_i, \overline{x_i}) + 2 \sum_{i=1}^{2} |x_i|^2 + (x_2 x_3, \overline{x_2 x_3}) > 0 \\
2 - \sum_{i=1}^{2} (x_i, \overline{x_i}) > 0
\end{array} \right\} \subset O_C^2.
\]
The cominuscule homogeneous variety of type \( V \) is the Cayley plane
(3.64)
\[
\mathbb{P}^2 := \{ [a] \in \mathbb{P}(H_3(O_C)) : a^2 = 0 \} = \left\{ \begin{array}{l}
\alpha_2 a_3 = |a|^2, \; \alpha_3 a_1 = |a_2|^2, \; \alpha_1 a_2 = |a_3|^2 \\
\alpha_1 a_2 = \alpha_3 a_3, \; a_2 a_3 = \alpha_1 a_1, \; \alpha_3 a_1 = a_2 a_2
\end{array} \right\},
\]
where \( a \in H_3(O_C) \) is written as in \( (3.62) \).
The Cayley plane $\mathbb{P}_2^\circ$ is homogeneous with respect to the natural action of the subgroup $\text{SL}_3(\mathbb{O}_C) \subset \text{GL}(H_3(\mathbb{O}_C)) = \text{GL}_{27}(\mathbb{C})$ consisting of the elements preserving the determinant (3.56) (see [LM08, Sec. 6.2]). The group $\text{SL}_3(\mathbb{O}_C)$ is a complex simple Lie group of type $E_6$. Moreover, the stabilizer of any element is isomorphic to the maximal parabolic subgroup $P_6$ corresponding to the 6-th simple root of the diagram $E_6$ (which is a cominuscle simple root, see Table 5). Therefore, we obtain the following explicit presentation of $\mathbb{P}_2^\circ$ as a cominuscle homogeneous variety (as in Definition 2.33).

\[(3.65)\quad \mathbb{P}_2^\circ \cong \text{SL}_3(\mathbb{O}_C)/P_6.\]

The Borel embedding of $\mathcal{D}_V$ into $\mathbb{P}_2^\circ$ is given by

\[(3.66)\quad \mathcal{D}_V \subset \mathbb{O}_C^2 \ni j \mapsto \begin{bmatrix} x_1 \\ x_2 \\ x_2 \end{bmatrix} \mapsto \begin{bmatrix} 1 \\ \frac{x_2}{x_1} \\ |x_2|^2 \\ \frac{x_2}{x_1} \\ x_1 \\ x_1 x_2 \\ |x_1|^2 \end{bmatrix} \in \mathbb{R}^6.

Indeed, it is easily checked that $j(\mathbb{O}_C^2)$ is the Zariski open subset of $\mathbb{P}_2^\circ$ consisting of all the matrices $[a] \in \mathbb{P}_2^\circ$ whose $(1,1)$-entry is non-zero.

### 4. Boundary components

The aim of this section is to define and study the boundary components of a Hermitian symmetric manifold of non-compact type, or, equivalently, of a bounded symmetric domain, see [2.34].

Let $D \overset{\text{HC}}{\hookrightarrow} \mathbb{C}^N$ be a bounded symmetric domain in its Harish-Chandra embedding and let $D \overset{\text{HC}}{\hookrightarrow} \mathbb{C}^N \ni j \mapsto D^c$ be the Borel embedding into the compact dual $D^c$ of $D$ (see Theorem 2.22). Denote by $\overline{D}$ the closure of $D$ inside $\mathbb{C}^N$ with respect to the Euclidean topology.

**Definition 4.1.** Consider the following equivalence relation $\sim$ on $\overline{D}$: $p \sim q$ if and only if there exist holomorphic maps $\lambda_1, \cdots, \lambda_m : \Delta = \{z \in \mathbb{C} : |z| < 1\} \to \overline{D}$ (for some $m \in \mathbb{N}$) such that

- $\lambda_i(0) = p$ and $\lambda_m(0) = q$;
- $\text{Im} \lambda_i \cup \text{Im} \lambda_{i+1} \neq \emptyset$ for any $1 \leq i \leq m - 1$.

A **boundary component** $F$ of $D$ is an equivalence class for the above equivalence relation $\sim$ on $\overline{D}$.

Given two boundary components $F_1$ and $F_2$ of $D$, we say that $F_1$ dominates $F_2$ (and we write $F_2 \leq F_1$) if $F_2 \subseteq \overline{F}_1$.

In other words, two points $p$ and $q$ of $\overline{D}$ belong to the same boundary component if they can be connected by a finite chain of holomorphic disks contained in $\overline{D}$. Note that $D$ is always a boundary component of itself and that for every boundary component $F$ of $D$ it holds that $F \leq D$.

**Theorem 4.2.** Let $D \subset \mathbb{C}^N$ be a bounded symmetric domain in its Harish-Chandra embedding. Then

(i) $\overline{D} = \bigsqcup_{F \leq D} F$ and $G = \text{Hol}(D)^o$ preserves this decomposition.

(ii) Let $F \leq D$ and denote by $(F)$ the smallest linear subspace of $\mathbb{C}^N$ containing $F$, by $\overline{F}$ be the Euclidean closure of $F$ inside $\mathbb{C}^N$ (or equivalently inside $(F)$) and by $F^c$ the Zariski closure of $F$ inside $D^c$. Then $F$ is a Hermitian symmetric manifold of non-compact type such that

- $F \subset (F)$ is the Harish-Chandra embedding of $F$;
- $F \subset (F) \subset \overline{F}$ is the Borel embedding of $F$.

Moreover the following diagram of inclusions is Cartesian

\[(4.1)\]

(iii) If $F \leq D$ and $F' \leq F$ then $F' \leq D$.

(iv) If $D = D_1 \times \cdots \times D_r$ is the decomposition of $D$ into irreducible bounded symmetric domains, then

the boundary components of $D$ are the product of the boundary components of the $D_i$'s.

**Proof.** See [AMRT10, Chap. III, Thm. 3.3].
Remark 4.3. It has been proved by Bott-Korányi (see [KW65 §3]) that the union of the 0-dimensional boundary components of a bounded symmetric domain $D \subset \mathbb{C}^{\mathbb{N}}$ is the Bergman-Silov boundary of $D$, i.e. the smallest closed subset of the boundary $\partial D := \overline{D} \setminus D$ on which the absolute value of any function continuous on $\overline{D}$ and holomorphic on $D$ achieves its maximum.

4.1. The normalizer subgroup of a boundary component. The aim of this subsection is to study the normalizer subgroup of a boundary component $F$ of $D$.

Definition 4.4. The normalizer subgroup of a boundary component $F \leq D$ is the subgroup

$$ N(F) := \{ g \in \text{Hol}(D)^o : gF = F \} \subseteq G. $$

We can classify the boundary components of $D$ in terms of their normalizer subgroups.

Theorem 4.5. Let $D = D_1 \times \cdots \times D_s$ the decomposition of $D$ into its irreducible bounded symmetric domains and let $\text{Hol}(D)^o = G = G_1 \times \cdots \times G_s = \text{Hol}(D_1)^o \times \cdots \times \text{Hol}(D_s)^o$ the associated decomposition of $G$ into its simple factors. Then there is a bijection

$$ \{ \text{Boundary components } F \leq D \} \xrightarrow{\cong} \left\{ \text{Subgroups } P_1 \times \cdots \times P_s \subseteq G_1 \times \cdots \times G_s \text{ such that } P_i = G_i \text{ or } P_i \text{ is a maximal parabolic subgroup of } G_i \right\} $$

$$ F \mapsto N(F). $$

Proof. See [AMRT10] Chap. III, Prop. 3.9.

We want now to take a closer look at the structure of the normalizer subgroup associated to a boundary component of $D$. We will need the following technical result.

Lemma 4.6. Let $F$ be a boundary component of $D$ and fix a base point $o \in D$. Then there exists a unique pair

$$ f_F : \Delta \to D, $$

$$ \phi_F : S^1 \times \text{SL}(\mathbb{R}) \to G = \text{Hol}(D)^o, $$

such that

(i) $f_F$ is a symmetric morphism (in the sense of Remark 2.17) such that $f_F(0) = o \in D$ and $o_F := f_F(1) := \lim_{z \to 1} f_F(z) \in F$;

(ii) $\phi_F$ is a morphism of Lie groups such that

$$ h_o(e^{i\theta}) := \phi_F \left( e^{i\theta}, \begin{pmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{pmatrix} \right) $$

belongs to $K = \text{Stab}(o) \subseteq G$ and it acts on $T_o D$ as multiplication by $e^{2i\theta}$.

(iii) $f_F$ is equivariant with respect to the morphism $\phi_F$ and the natural actions of $G$ on $D$ and of $S^1 \times \text{SL}(\mathbb{R})$ on $\Delta$ via

$$ [S^1 \times \text{SL}(\mathbb{R})] \times \Delta \to \Delta $$

$$ \left( e^{i\theta}, \begin{pmatrix} a & b \\ c & d \end{pmatrix}, z \right) \mapsto \frac{[i(a + d) - (b - c)]z + [i(a - d) + (b + c)]}{[i(a - d) - (b + c)]z + [i(a + d) + (b - c)]}. $$

Proof. See [AMRT10] Chap. III, Thm. 3.3(v) and Thm. 3.7.

Remark 4.7.

(i) Since $f_F : \Delta \to D$ is a symmetric morphism, it extends uniquely to a morphism between their Harish-Chandra and Borel embeddings (see [AMRT10] Chap. III, Sec. 2.2])

$$ \begin{array}{ccc}
\Delta & \xrightarrow{f_F} & D \\
\downarrow & & \downarrow \\
\mathbb{C} & \xrightarrow{f_F} & \mathbb{C}^{\mathbb{N}} \\
\Delta^c = \mathbb{P}^1 & \xrightarrow{f_F^c} & D^c
\end{array} $$

In particular $f_F(1) = \overline{f_F(1)} \in \overline{D}$.
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(ii) For any non-Euclidean Hermitian symmetric domain $M$ with a fixed base point $o$ there exists a unique morphism $u_o : S^1 \to G = \text{Aut}(M)^o$ such that $\text{Im} u_o \subset K = \text{Stab}(o) \subset G$ and $u_o(e^{i\theta})$ induces the multiplication by $e^{i\theta}$ on $T_o M$ (see [AMRT10] Chap. III, Sec. 2.1]). Therefore, part (ii) is equivalent to saying that $h_z^2 = u_o$.

(iii) The action of $\text{SL}_2(\mathbb{R})$ on $\Delta$ in part (iii) is equivalent to the action of $\text{SL}_2(\mathbb{R})$ on the upper half space $\mathcal{H}$ via Möbius transformations (see Example 2.6(2)) using the Cayley isomorphism $\mathcal{H} \cong \Delta$ of (2.11).

The connected component of the normalizer subgroup of a boundary component of $D$ admits the following decomposition, know as the 5-term decomposition.

**Theorem 4.8.** Let $F$ be a boundary component of $D$ and let $N(F)$ its associated normalizer subgroup. Consider the one-parameter subgroup of $G = \text{Hol}(D)^o$

$$w_F : \mathbb{G}_m \to G$$

(4.3)

$$t \mapsto \phi_F \left(1, \begin{pmatrix} t & 0 \\ 0 & t^{-1} \end{pmatrix} \right).$$

(i) The normalizer subgroup $N(F)$ of $F$ is equal to

$$N(F) = \{ g \in G : \lim_{t \to 0} w_F(t) \cdot g \cdot w_F(t)^{-1} \text{ exists} \}.$$

(ii) The connected component $N(F)^o$ of $N(F)$ is equal to the semidirect product

$$N(F)^o = Z(w_F)^o \ltimes W(F),$$

where:

- $W(F)$ is the unipotent radical of $N(F)^o$ and it is equal to

  $$W(F) := \{ g \in G : \lim_{t \to 0} w_F(t) \cdot g \cdot w_F(t)^{-1} = 1 \in G \};$$

- $Z(w_F)^o$ is a Levi subgroup of $N(F)^o$ and it is the connected component of the centralizer $Z(w_F)$ of $w_F$, i.e.

  $$Z(w_F) := \{ g \in G : w_F(t) \cdot g \cdot w_F(t)^{-1} = g \text{ for any } t \in \mathbb{G}_m \}.$$

(iii) $W(F)$ is a 2-step unipotent group which is given as an extension of two abelian groups

$$0 \to U(F) \to W(F) \to V(F) \to 0,$$

where $U(F)$ is the center of $W(F)$ and $V(F) := W(F)/U(F)$.

(iv) $Z(w_F)^o$ is a reductive group which is equal to the product modulo finite subgroups

$$Z(w_F)^o = G_h(F) \cdot G_l(F) \cdot M(F),$$

where

- $M(F)$ is compact and semisimple;
- $G_h(F)$ is semisimple and it satisfies $G_h(F)/Z_{G_h(F)} = \text{Aut}(F)^o$;
- $G_l(F)$ is reductive without compact factors.

**Proof.** See [AMRT10] Chap. III. Thm. 3.7, Thm. 3.10, §4.1].

4.2. The decomposition of $D$ along a boundary component. The aim of this subsection is to deduce from the 5-term decomposition of the normalizer $N(F)$ of a boundary component $F$ of $D$ (see Theorem 4.8) a decomposition of $D$ along $F$.

**Proposition 4.9.** Let $D$ be a bounded symmetric domain and fix a boundary component $F \leq D$. Then $N(F)^o$ acts transitively on $D$.

**Proof.** See [AMRT10] Chap. III, §4.3].

Recall that, fixing a base point $o \in D$, $D$ is diffeomorphic to $G/K$ where $G = \text{Hol}(D)^o$ and $K = \text{Stab}(o) \subset G$ is a maximal compact subgroup (see Theorem 2.11). Using this and the above Proposition 4.9 we have a diffeomorphism

(4.4)

$$D \cong N(F)^o/(K \cap N(F)^o).$$

From the 5-term decomposition of $N(F)^o$ (see Theorem 4.8), it follows that

(4.5)

$$K \cap N(F)^o = K \cap Z(w_F) = K_l(F) \cdot K_h(F) \cdot M(F) \subset G_l(F) \cdot G_h(F) \cdot M(F) = Z(w_F),$$
where \( K_l(F) \subset G_l(F) \) and \( K_h(F) \subset G_h(F) \) are maximal compact subgroups. Substituting (4.5) into (4.14), we get the diffeomorphism

\[
D \xrightarrow{\sim} \frac{N(F)^0}{K \cap N(F)^0} = \frac{[G_h(F) \cdot G_l(F) \cdot M(F)] \ltimes W(F)}{K_h(F) \cdot K_l(F) \cdot M(F)} = \frac{G_h(F)}{K_h(F)} \times \frac{G_l(F)}{K_l(F)} \times W(F).
\]

In order to get a better description of the above diffeomorphism, we will now describe more geometrically the right hand side of (4.6).

**Theorem 4.10.** Notations as above.

(i) Under the natural action of \( G_h(F) \subset G \) on \( \mathcal{C} \subset \mathbb{C}^N \), the orbit of the point \( o_F := f_F(1) \) is equal to \( F \subset \mathcal{C} \) and its stabilizer is equal to \( K_h(F) \). Therefore, we have a diffeomorphism

\[
G_h(F) \quad \frac{\sim}{K_h(F)} \quad F.
\]

(ii) Under the action of \( G_l(F) \subset N(F)^0 \) on \( U(F) \) by conjugation, the orbit of the point \( \Omega_F := \phi_F \left( \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix} \right) \in U(F) \) is an open cone \( C(F) \subset U(F) \) and its stabilizer is equal to \( K_l(F) \).

Therefore, we have a diffeomorphism

\[
\frac{G_l(F)}{K_l(F)} \quad \sim \quad C(F).
\]

**Proof.** Part \( \textit{i} \) follows from [AMRT10, Chap. III, Thm. 3.10 and Lemma 4.6]. Part \( \textit{ii} \) follows from [AMRT10, Chap. III, Thm. 4.1]. \( \square \)

**Remark 4.11.** Let \( o \in D \subset p_+ \) be a bounded symmetric domain (with a fixed base point \( o \)) in its Harish-Chandra embedding (see Theorem 2.22). Consider the Jordan triple product \( \{ \ldots \} \) of (2.15) with respect to which \( \{ p_+, \{ \ldots \} \} \) is a Hermitian positive JTS (see [Sat80, Chap. III, §8, Rmk. 2]). Then there is a bijection (see [KKLR00, Chap. V, Part V])

\[
\{ \text{Boundary components of } D \} \xrightarrow{\sim} \{ \text{Tripotents of } (p_+, \{ \ldots \}) \}
\]

where a tripotent (or idempotent) of \( (p_+, \{ \ldots \}) \) is an element \( e \in p_+ \) such that \( \{ e, e, e \} = e \). For a detailed study of the tripotents of a Jordan triple system, we refer the reader to [KKLR00, Chap. V, Part V].

Using the above Theorem 4.10 the diffeomorphism 4.6 can be written as

\[
D \xrightarrow{\sim} F \times C(F) \times W(F)
\]

\[
x \mapsto (\pi_F(x), \Phi_F(x), w(x)).
\]

The above smooth maps \( w, \pi_F \) and \( \Phi_F \) can be described explicitly as it follows. By (4.4) and (4.5), we can write \( x \in D \) as

\[
x = g_h g_l w \cdot o,
\]

for some unique \( w \in W(F) \) and for some \( g_h \in G_h(F) \) (resp. \( g_l \in G_l(F) \)) which is unique up to multiplication by an element of \( K_h(F) \) (resp. \( K_l(F) \)). Then we have that (see [AMRT10, Chap. III, §4.3]):

\[
\begin{aligned}
& w(x) := w \in W(F), \\
& \pi_F(x) := g_h \cdot o_F \in F, \\
& \Phi_F(x) := g_l \cdot \Omega_F \in C(F).
\end{aligned}
\]

The maps \( \pi_F \) and \( \Phi_F \) are closely related as we are now going to explain. Recall that \( D \) embeds as an open subset in its compact dual \( D^c \) via the Borel embedding and that \( D^c \) is a homogeneous projective variety with respect to the action of the complexification \( G_C \) of \( G = \text{Hol}(D)^\circ \) (see Theorem 2.22). We will denote by \( U(F)_C \subset G_C \) the complexification of \( U(F) \subset N(F)^0 \subset G \).

**Definition 4.12.** Notations as above. Denote by \( D(F) \) the analytic open subset of \( D^c \):

\[
D \subset D(F) := U(F)_C \cdot D = \bigcup_{g \in U(F)_C} g \cdot D \subset D^c.
\]
The open subset $D(F)$ admits the following Lie-theoretic description.

**Lemma 4.13.** We have a diffeomorphism

\[
D(F) \cong \frac{N(F)^o \cdot U(F)_C}{K_h(F) \cdot G_{i(F)} \cdot M(F)^o},
\]

where $N(F)^o \cdot U(F)_C$ is the subgroup of $G_C$ generated by $N(F)^o$ and $U(F)_C$.

**Proof.** The group $N(F)^o \cdot U(F)_C$ acts transitively on $D(F)$ by Proposition 4.10 and Definition 4.12. The stabilizer of the point

\[ a_F^o := s_o(a_F) = f_F(-1) \in D(F) \]

is equal to $K_h(F) \cdot G_{i(F)} \cdot M(F)$ by [AMRT10] Chap. III, Lemma 4.6. Hence, we get the desired diffeomorphism. \hfill \Box

Using the diffeomorphism in Lemma 4.13, we can define two smooth and surjective maps

\[
\begin{aligned}
\tilde{\pi}_F : D(F) &\cong \frac{N(F)^o \cdot U(F)_C}{K_h(F) \cdot G_{i(F)} \cdot M(F)} \rightarrow G_h(F) \cong F, \\
\tilde{\Phi}_F : D(F) &\cong \frac{N(F)^o \cdot U(F)_C}{K_h(F) \cdot G_{i(F)} \cdot M(F)} \rightarrow \frac{N(F)^o \cdot U(F)_C}{N(F)^o} \cong U(F),
\end{aligned}
\]

where the last diffeomorphism is obtained by projecting onto $i \cdot U(F) \subset U(F)_C$.

**Theorem 4.14.** Notations as above.

(i) The smooth maps $\tilde{\pi}_F$ and $\tilde{\Phi}_F$ fit into the following commutative diagram

\[
\begin{array}{ccc}
C(F) & & \rightarrow U(F) \\
\Phi_F & \downarrow & \tilde{\Phi}_F \\
D & \xrightarrow{\pi_F} & D(F) \\
\end{array}
\]

where the upper square is Cartesian.

(ii) The smooth map $\tilde{\pi}_F$ factors as

\[
D(F) \xrightarrow{\pi_F'} D(F)' := D(F)/U(F)_C \xrightarrow{p_F} F = D(F)'/V(F),
\]

in such a way that $\pi_F'$ is a trivial holomorphic $U(F)_C$-torsor and $p_F$ is a smooth $V(F)$-torsor and, at the same time, a trivial complex vector bundle. In particular, we have a diffeomorphism

\[
D(F) \cong U(F)_C \times \mathbb{C}^k \times F,
\]

for some $k \in \mathbb{N}$.

(iii) Under the diffeomorphism 4.13, the smooth map $\tilde{\Phi}_F$ can be written as

\[
\tilde{\Phi}_F : D(F) \cong U(F)_C \times \mathbb{C}^k \times F \rightarrow U(F)
\]

\[
(x, y, z) \mapsto \text{Im } x - h_z(y, y),
\]

for some bilinear symmetric form $h_z : \mathbb{C}^k \times \mathbb{C}^k \rightarrow U(F)$ varying smoothly with $z \in F$.

**Proof.** See [AMRT10] Chap. III, §4.3. \hfill \Box

From the above Theorem, we deduce the following presentation of $D$ as a *Siegel domain of the third kind*.

**Corollary 4.15.** Notations as above. We have a diffeomorphism

\[
D \cong \{(x, y, z) \in U(F)_C \times \mathbb{C}^k \times F : \text{Im } x - h_z(y, y) \in C(F)\}.
\]
4.3. **Symmetric cones and Euclidean Jordan algebras.** The cone $C(F)$ associated to a boundary component $F \leq D$ (see Theorem 4.10(ii)) belongs to a special class of cones, namely the symmetric cones, that we now introduce.

**Definition 4.16.** Let $V$ be a real (finite-dimensional) vector space endowed with a scalar product $\langle \cdot, \cdot \rangle$ (i.e. an Euclidean space). An open (pointed and convex) cone $C \subset V$ is said to be:

(i) **homogeneous** if the group of automorphisms of $C$:

\[ G(C) := \{ g \in GL(V) : g \cdot C = C \} \subset GL(V) \]

acts transitively on $C$.

(ii) **symmetric** if it is homogeneous and and self-dual, i.e. $C$ is equal to the its dual cone

\[ C^* = \{ x \in V : \langle x, y \rangle > 0 \text{ for any } y \in C \}. \]

Some basic properties of homogeneous and symmetric cones are contained in the following

**Theorem 4.17.** Let $C \subset (V, \langle \cdot, \cdot \rangle)$ be a homogeneous cone and fix a base point $o \in C$.

(i) The stabilizer subgroup of $o$

\[ G(C)_o := \{ g \in G(C) : g(o) = o \} \subset G(C) \]

is a maximal compact subgroup of $G(C)$ and, conversely, every maximal compact subgroup of $G(\Omega)$ is the stabilizer subgroup of some point of $\Omega$.

(ii) We have a diffeomorphism

\[ G(C) \cong C. \]

(iii) $C$ is symmetric if and only if $G(C)$ is equal to its dual group

\[ G(C)^* = \{ g^* : g \in G(C) \}, \]

where $g^*$ denote the adjoint of the element $g \in GL(V)$ with respect to the scalar product $\langle \cdot, \cdot \rangle$. In particular, in this case, $G(C)$ is a reductive Lie group.

Proof. For part (i), see [Sat80, Chap. I, Prop. 8.4]. For part (ii), see [FK94, Chap. I, §4]. For part (iii), see [Sat80, Chap. I, Lemma 8.3]. □

**Remark 4.18.** It can be shown that symmetric cones are Riemannian symmetric manifolds in the sense of Remark 2.5(iv); see [FK94, Chap. I, §4] for a proof.

It turns out (see [FK94, Prop. III.4.5]) that any symmetric cone decomposes uniquely as the product of irreducible symmetric cones, defined as it follows.

**Definition 4.19.** A symmetric cone $\Omega \subset C$ is said to be **irreducible** if and only if there does not exist a non-trivial decomposition $V = V_1 \oplus V_2$ and two symmetric cones $\Omega_1 \subset V_1$ and $\Omega_2 \subset V_2$ such that $\Omega = \Omega_1 + \Omega_2$ (in this case, we say that $\Omega$ is the product of $\Omega_1$ and $\Omega_2$).

Symmetric cones can be classified via Euclidean Jordan algebras, which we now introduce.

**Definition 4.20.** A Jordan algebra over a field $F$ is a (finite-dimensional) algebra $(A, \circ)$ over $F$ such that

(J1) $x \circ y = y \circ x$ for any $x, y \in A$;

(J2) $T_x$ and $T_{x \circ y}$ commutes, where for any $x \in A$ we denote by $T_x$ the endomorphism of $A$ given by

\[ T_x : A \rightarrow A, \]

\[ y \mapsto T_x(y) := x \circ y. \]

A Jordan $F$-algebra $(A, \circ)$ is said to be

(i) **semisimple** if the trace form

\[ \tau : A \times A \rightarrow F, \]

\[ (x, y) \mapsto \tau(x, y) := \text{tr}(T_{x \circ y}). \]

is non-degenerate.

(ii) **simple** if $\tau$ is not identically zero and $A$ does not contain proper ideals, i.e. proper subvector spaces $I \subset A$ such that for any $x \in I$ and $y \in A$ we have that $x \circ y \in I$.

(iii) **Euclidean** if $F = \mathbb{R}$ and the trace form $\tau$ is positive definite.
The following properties of Jordan algebras follow quite easily from the axioms (J1) and (J2).

**Lemma 4.21.** Let \((A, \odot)\) be a Jordan F-algebra. Then

(i) \((A, \odot)\) is power-associative, i.e. if we define inductively \(x^p := x \odot x^{p-1}\) (for any \(p \in \mathbb{Z}_{>0}\)) then we have that \(x^p \odot x^q = x^{p+q}\) for any \(p, q \in \mathbb{Z}_{>0}\).

(ii) For any \(x \in A\) and any \(p, q \in \mathbb{Z}_{>0}\) the endomorphisms \(T_{xp}\) and \(T_{x^q}\) commute.

(iii) The trace form \(\tau\) is associative, i.e.

\[\tau(x \odot y, z) = \tau(x, y \odot z),\]

for any \(x, y, z \in A\). In particular, if \((A, \odot)\) is semisimple then, for any \(y \in A\), the endomorphism \(T_y\) is self-adjoint with respect to \(\tau\).

(iv) If \((A, \odot)\) is semisimple then \((A, \odot)\) has a unique unit element \(e \in A\), i.e. an element \(e \in A\) such that \(e \odot x = x\) for any \(x \in A\).

**Proof.** For (i) and (ii), see [FK94, Prop. II.1.2]. For (iii), see [FK94, Prop. 2.4.3]. Part (iv): since associativity of \(\tau\), we get (for any \(x, y \in A\))

\[\tau(x, e \odot y) = \tau(x \odot y, e) = \text{tr} T_{xy} = \tau(x, y),\]

which implies (again by the non-degeneracy of \(\tau\)) that \(e \odot y = y\), q.e.d.

**Example 4.22.**

(1) Let \((A, \cdot)\) be an associative F-algebra. Then \(A\) becomes a Jordan algebra with respect to the Jordan product

\[x \odot y := (x \cdot y + y \cdot x),\]

(2) Let \(W\) be a F-vector space and let \(B\) be a symmetric bilinear form on \(W \times W\). Then \(A = F \oplus W\) becomes a Jordan algebra with respect to the Jordan product

\[(\lambda, u) \odot_B (\mu, v) := (\lambda \mu + B(u, v), \lambda v + \mu u),\]

It is easily checked that the Jordan algebra \((F \oplus W, \odot_B)\) is semisimple if and only if \(B\) is non-degenerate and that it is Euclidean if and only if \(F = \mathbb{R}\) and \(B\) is positive definite.

(3) Let \(D\) be equal to \(\mathbb{R}, \mathbb{C}, \mathbb{H}\) or \(\mathcal{O}\) and denote by \(x \mapsto \overline{x}\) the natural involution. For any \(n \geq 2\), the real vector space of Hermitian matrices of order \(n\) with entries in \(D\)

\[\text{Herm}_n(D) := \{ M \in M_{n,n}(D) : \overline{M} = M \}\]

becomes a Euclidean Jordan algebra with respect to the Jordan product (see [FK94, Chap. 5, §2])

\[M_1 \odot M_2 = \frac{1}{2}(M_1 M_2 + M_2 M_1).\]

If \(D\) is equal to the algebra of octonions \(\mathcal{O}\), then \(\text{Herm}_n(\mathcal{O})\) with the product \((4.16)\) is an Euclidean Jordan algebra if \(m \leq 3\) (see [FK94, Chap. 5, §2]). In particular, \(\text{Herm}_3(\mathcal{O})\) is an Euclidean Jordan algebra of dimension 27, known as the Albert algebra.

The Jordan algebras \(\text{Herm}_2(D)\) for \(D = \mathbb{R}, \mathbb{C}, \mathbb{H}\) or \(\mathcal{O}\) are isomorphic to the Jordan algebras associated to a suitable bilinear symmetric form as in Example 2 more precisely, we have that

\[
\begin{align*}
\text{Herm}_2(\mathbb{R}) &\cong (\mathbb{R} \oplus \mathbb{R}^2, \odot_R) \\
\text{Herm}_2(\mathbb{C}) &\cong (\mathbb{R} \oplus \mathbb{R}^3, \odot_R) \\
\text{Herm}_2(\mathbb{H}) &\cong (\mathbb{R} \oplus \mathbb{R}^3, \odot_R) \\
\text{Herm}_2(\mathcal{O}) &\cong (\mathbb{R} \oplus \mathbb{R}^9, \odot_R)
\end{align*}
\]

where \(\odot_R\) is defined in Example 4.15 with respect to the positive definite symmetric bilinear form \(B\) on the suitable vector space.

(4) Let \((A, \odot)\) be a Jordan algebra over \(F\). Then \(A\) becomes a Jordan triple system with respect to the triple product \{\ldots, \odot\} defined by (see [Sat80, Chap. 1, §6])

\[\{x, y, z\} := (x \odot y) \odot z + (z \odot y) \odot x - (x \odot z) \odot y.\]

It turns out that \(\{x, y\} := T_{x \odot y} + [T_x, T_y]\) for any \(x, y \in A\) which implies that the trace form of the Jordan algebra \((A, \odot)\) as defined in (4.14) coincides with the trace form of the JTS \((A, \{\ldots\})\) as defined in (4.14). In particular, \((A, \odot)\) is semisimple if and only if \((A, \{\ldots\})\) is semisimple.
If \((A, \circ)\) is a Jordan algebra over \(\mathbb{R}\), then \(A_C := A \otimes_{\mathbb{R}} \mathbb{C}\) becomes a Hermitian JTS with respect to the triple product
\[
\{x, y, z\}_C := (x \circ \overline{y}) \circ z + (z \circ \overline{y}) \circ x - (x \circ z) \circ \overline{y},
\]
where \(y \mapsto \overline{y}\) is the complex conjugation corresponding to the real form \(A \subset A_C\) and the Jordan product \(\circ\) is extended linearly to \(A_C\). Then \((A, \circ)\) is Euclidean if and only if \((A_C, \{\ldots, \}^\circ_C)\) is a positive Hermitian JTS.

Observe that simple Jordan algebras are semisimple. Moreover, the direct sum of simple Jordan algebras is semisimple, where the direct sum of two Jordan algebras \((A_1, \circ_1)\) and \((A_2, \circ_2)\) is the vector space \(A := A_1 \oplus A_2\) endowed with the component-wise Jordan product \((x_1, x_2) \circ (y_1, y_2) := (x_1 \circ y_1, x_1 \circ y_2)\).

Conversely, we have the following decomposition theorem.

**Proposition 4.23.** Any semisimple (resp. Euclidean) Jordan algebra decomposes uniquely as the product of simple (resp. Euclidean and simple) Jordan algebras.

**Sketch of the Proof.** Let \((A, \circ)\) be a semisimple (resp. Euclidean) Jordan algebra. If \(A\) is not simple, then there exists a proper ideal \(I \subset A\). Consider the orthogonal complement of \(I\)
\[
I^\perp := \{x \in A : \tau(x, y) = 0 \text{ for any } y \in I\}.
\]
It is possible to prove (see [FK94 Prop. III.4.4]) that
1. \(I^\perp\) is an ideal of \(A\);
2. \(I\) and \(I^\perp\) are semisimple (resp. Euclidean) Jordan algebras;
3. \(A = I \oplus I^\perp\) as Jordan algebras.
Iterating this construction for \(I\) and \(I^\perp\), we get the existence of the decomposition. For the unicity, see loc. cit. \(\square\)

Simple Euclidean Jordan algebras were classified by Jordan-Neumann-Wigner (see [FK94 Chap. V] and the references therein).

**Theorem 4.24.** Every simple Euclidean Jordan algebra is isomorphic to one of the following Jordan algebras

\[(i) \quad (\mathbb{R} \oplus \mathbb{R}^n, \circ_Q) \text{ where } Q \text{ is the standard scalar product on } \mathbb{R}^n;\]
\[(ii) \quad \text{Herm}_n(\mathbb{R}) \text{ for } n \geq 3;\]
\[(iii) \quad \text{Herm}_n(\mathbb{C}) \text{ for } n \geq 3;\]
\[(iv) \quad \text{Herm}_n(\mathbb{H}) \text{ for } n \geq 3;\]
\[(v) \quad \text{Herm}_3(\mathbb{O}) \text{ (the Albert algebra).}\]

| Real vector space \(V\) | Jordan product \(\circ\) |
|--------------------------|--------------------------|
| \(\mathbb{R} \times \mathbb{R}^n\) | \(x \circ y = (x_0y_0 + \sum_{i=1}^n x_iy_i, x_0y_1 + y_0x_1, \ldots, x_0y_n + y_0x_n)\) |
| \(\text{Herm}_n(\mathbb{R})\) \((n \geq 3)\) | \(A \circ B = \frac{1}{2}(AB + BA)\) |
| \(\text{Herm}_n(\mathbb{C})\) \((n \geq 3)\) | \(A \circ B = \frac{1}{2}(AB + BA)\) |
| \(\text{Herm}_n(\mathbb{H})\) \((n \geq 3)\) | \(A \circ B = \frac{1}{2}(AB + BA)\) |
| \(\text{Herm}_3(\mathbb{O})\) | \(A \circ B = \frac{1}{2}(AB + BA)\) |

**Table 8. Simple Euclidean Jordan algebras**

**Remark 4.25.** The complexification of a real Jordan algebra \((A, \circ)\) is the complex vector space \(A^C := A \otimes_{\mathbb{R}} \mathbb{C}\) endowed with the Jordan product \(\circ^C\) obtained by extending linearly the Jordan product \(\circ\) on \(A\). The complexification induces a bijection
\[
\{\text{Euclidean Jordan algebras}\} \to \{\text{Semisimple Jordan } \mathbb{C}\text{-algebras}\}
\]
\[
(A, \circ) \mapsto (A^C, \circ^C)
\]
which preserves the decomposition into the product of simple Jordan algebras (see [FK94 Chap. VIII]).

We now explain the relationship between Euclidean Jordan algebras and symmetric cones, due to the work of Koecher and Vinberg.
Let \((V, \circ)\) be a Euclidean Jordan algebra and denote by \(e \in V\) the unit element of \(V\) (see Lemma 4.21(vi)). Denote by \(V^*\) the set of invertible elements of \(V\), i.e., the elements \(x \in V\) for which there exists \(y \in V\) such that \(x \circ y = e\). Then we define an open cone inside \(V\) by

\[(4.19) \quad \Omega_{V, \circ} := \{x^2 : x \in V^*\} = \{x : x \in V^*\}^o = \{x \in V : T_x > 0\},\]

where \(\{\ldots, 0\}^o\) denotes the connected component containing the identity \(e \in V\). Indeed, \(\Omega_{V, \circ}\) is a symmetric cone with respect to the positive definite form \(\langle \cdot, \cdot \rangle := \tau(\cdot)\) (see [FK94, Chap. III, §2]).

Conversely, let \(\Omega \subset V\) be a symmetric cone with respect to a scalar product \(\langle \cdot, \cdot \rangle\) on \(V\) and choose a base point \(e \in \Omega\). Let \(g\) be the Lie algebra of \(G(\Omega)\), \(\mathfrak{t}\) the Lie algebra of the maximal compact subgroup \(G(\Omega)_e \subset G(\Omega)\) and \(g = \mathfrak{t} \oplus \mathfrak{p}\) be the associated Cartan decomposition. The action of \(G(\Omega)\) on \(V\) induces an action of \(g\) on \(V\). Clearly an element \(X \in g\) belongs to \(\mathfrak{t}\) if and only if \(X \cdot e = e\). Therefore, the map \(p \to V\) sending \(X\) into \(X \cdot e\) is a bijection; hence, for any \(x \in V\), there exists a unique \(L_x \in \mathfrak{t}\) such that \(L_x \cdot e = x\). Define a product \(\circ_{\Omega}\) on \(V\) by

\[(4.20) \quad x \circ_{\Omega} y := L_x \cdot y.\]

The pair \((V, \circ_{\Omega})\) is an Euclidean Jordan algebra with unit element \(e\) (see [FK94, Chap. III, §3]).

**Theorem 4.26.** There is a bijection

\[
\{\text{Euclidean Jordan algebras}\} \overset{\sim}{\longleftrightarrow} \{\text{Symmetric cones}\}
\]

\[(4.21) \quad (V, \circ) \longrightarrow \Omega_{V, \circ} \subset V \quad \quad (V, \circ_{\Omega}) \longleftarrow \Omega \subset V
\]

preserving the decomposition of Euclidean Jordan algebras into simple ones and the decomposition of symmetric cones into irreducible ones.

**Proof.** See [FK94, Chap. III] or [Sat80, Chap. I, §8]. \(\square\)

**Remark 4.27.** The bijection of Theorem 4.26 becomes an equivalence of categories if the two sets are endowed with the following morphisms (see [Sat80, Chap. I, §9]):

(i) A **unital Jordan algebra** homomorphism between two Euclidean Jordan algebras \((V, \circ)\) and \((V', \circ')\) is a linear map \(f : V \to V'\) such that

\[f(x \circ y) = f(x) \circ' f(y) \quad \text{for any } x, y \in V,
\]

\[f(e) = e',\]

where \(e\) (resp. \(e'\)) is the unit element of \((V, \circ)\) (resp. \((V', \circ')\)).

(ii) An **equivariant** morphism between two symmetric cones \(\Omega \subset (V, \langle \cdot, \cdot \rangle)\) and \(\Omega' \subset (V', \langle \cdot, \cdot \rangle')\) is a linear map \(\phi : V \to V'\) sending \(\Omega\) into \(\Omega'\) and such that there exists a morphism of Lie algebras \(\rho : \text{Lie } G(\Omega) \to \text{Lie } G(\Omega')\) satisfying

\[\phi(T_x \cdot x) = \rho(T) \cdot \phi(x) \quad \text{for any } x \in V \text{ and any } T \in \text{Lie } G(\Omega),\]

\[\rho(T^t) = \rho(T)^t\]

where \(^t\) denotes the transpose with respect to either \(\langle \cdot, \cdot \rangle\) or \(\langle \cdot, \cdot \rangle'\).

As a consequence of the bijection between symmetric cones and Euclidean Jordan algebras in Theorem 4.26 and the classification of simple Euclidean Jordan algebra given in Theorem 4.24 we get the following classification of irreducible symmetric cones (see [Sat80, Chap. 1, §8]).

**Theorem 4.28.** Every irreducible symmetric cone is isomorphic to one of the following cones

(i) \(\mathcal{P}(1, n) := \{x \in \mathbb{R} \oplus \mathbb{R}^n : x_0 > \sqrt{x_1^2 + \cdots + x_n^2}\} \subset \mathbb{R} \oplus \mathbb{R}^n\) for \(n \geq 1\) (the Lorentz or light cone);

(ii) \(\mathcal{P}_n(\mathbb{R}) = \text{Herm}^n_0(\mathbb{R}) := \{M \in \text{Herm}_n(\mathbb{R}) : M > 0\} \subset \text{Herm}_n(\mathbb{R})\) for \(n \geq 3\);

(iii) \(\mathcal{P}_n(\mathbb{C}) = \text{Herm}^n_0(\mathbb{C}) := \{M \in \text{Herm}_n(\mathbb{C}) : M > 0\} \subset \text{Herm}_n(\mathbb{C})\) for \(n \geq 3\);

(iv) \(\mathcal{P}_n(\mathbb{H}) = \text{Herm}^n_0(\mathbb{H}) := \{M \in \text{Herm}_n(\mathbb{H}) : M > 0\} \subset \text{Herm}_n(\mathbb{H})\) for \(n \geq 3\);

(v) \(\mathcal{P}_3(\mathbb{O}) = \text{Herm}^3_0(\mathbb{O}) := \{M \in \text{Herm}_3(\mathbb{O}) : M > 0\} \subset \text{Herm}_3(\mathbb{O})\).

The closure \(\overline{\Omega}\) of a symmetric cone \(\Omega \subset V\) can be decomposed into a disjoint union of boundaries components, which we are now going to define. Recall first that an **idempotent** of an Euclidean Jordan algebra \((V, \circ)\) is an element \(e \in V\) such that \(e \circ e = e\). The operator \(T_e\) (see Definition 4.20) is self-adjoint with respect to the positive definite scalar product \(\tau\) given by the trace form (see Lemma 4.24(iii)) and its
RANK | DIMENSION | CONE |
|------|------------|-----|
| 2    | $n + 1$    | $P(1, n) = \{ x \in \mathbb{R} \oplus \mathbb{R}^n : x_0 > \sqrt{x_1^2 + \cdots + x_n^2} \}$ |
| $n$  | $\binom{n+1}{n}$ | $P_n(\mathbb{R}) = \text{Herm}_n^>(\mathbb{R})$ (n $\geq$ 3) |
| $n$  | $n^2$      | $P_n(\mathbb{C}) = \text{Herm}_n^>(\mathbb{C})$ (n $\geq$ 3) |
| $n$  | $n(2n-1)$  | $P_n(\mathbb{H}) = \text{Herm}_n^>(\mathbb{H})$ (n $\geq$ 3) |
| 3    | 27         | $P_3(\mathbb{O}) = \text{Herm}_3^>(\mathbb{O})$ |

**Table 9. Irreducible symmetric cones**

eigenvalues are 0, 1/2 and 1 (see [FK94, Prop. III.1.3]). Therefore, we get an orthogonal decomposition of $V$ into eigenspaces

$$(4.22) \quad V = V(e, 1) \oplus V(c, 1/2) \oplus V(c, 0),$$

relative to, respectively, the eigenvalues 0, 1/2 and 1.

**Lemma 4.29.** For any idempotent $e \in (V, \circ)$, we have that $V(e, 1)$ is an Euclidean Jordan subalgebra of $(V, \circ)$ such that $e \in V(e, 1)$ is the identity element.

**Proof.** See [FK94, Prop. IV.1.1]. □

Consider now the Euclidean Jordan algebra $(V, \circ)$ corresponding to a symmetric cone $\Omega \subset V$ according to Theorem 4.26.

**Definition 4.30.** For an idempotent $e \in (V, \circ)$, we define the boundary component of $\Omega$ associated to $e$ as the symmetric cone $\Omega(e) := \Omega_{(V(e, 1), \circ)} \subset V(e, 1)$ corresponding to the Euclidean Jordan algebra $(V(e, 1), \circ)$ according to Theorem 4.26.

The closure $\overline{\Omega}$ of the symmetric cone $\Omega$ in $V$ can be partitioned into the disjoint union of boundaries components as it follows.

**Theorem 4.31.** Notations as before.

(i) For any idempotent $e \in (V, \circ)$, the intersection of $\overline{\Omega} \subset V$ with the subspace $V(e, 1) \subset V$ is equal to the closure $\overline{\Omega}(e)$. In particular, $\Omega(e)$ is contained in $\overline{\Omega}$.

(ii) We have that

$$(4.23) \quad \overline{\Omega} = \bigsqcup_e \Omega(e),$$

where the disjoint union varies over all the idempotents $e \in (V, \circ)$ and, for any an idempotent $e$, the closure of $\Omega(e)$ is a disjoint union of boundary components.

(iii) The group $G(\Omega)^a$ of automorphisms of $\Omega$ acts on $\overline{\Omega}$ by permuting its boundary components.

**Proof.** See [AMRT10, Chap. II, §3]. □

Using (ii), we can introduce an order relation on the set of idempotents of $(V, \omega)$ by saying that $e \geq e'$ if and only if $\overline{\Omega}(e) \supseteq \overline{\Omega}(e')$. Indeed, it turns out that $e \geq e'$ if and only if $e = e' + e''$ for a certain idempotent $e''$ such that $e' \circ e'' = 0$.

**Example 4.32.**

(i) For $F = \mathbb{R}, \mathbb{C}, \mathbb{H}, \mathbb{O}$ and $n \geq 2$ (with the convention that $n < 3$ if $F = \mathbb{O}$), consider the symmetric cone $P_n(F) = \text{Herm}_n^>(F) \subset \text{Herm}_n(F)$ (as in Theorem 4.28) which is associated to the Euclidean Jordan algebra $(\text{Herm}_n(F), \circ)$ of Example 4.22. Every idempotent of $\text{Herm}_n(F)$ is conjugate by $G(P_n(F))^a$ to the idempotent

$$e_p := \begin{pmatrix} I_p & 0 \\ 0 & 0 \end{pmatrix}$$
for some $0 \leq p \leq n$. The eigenspaces of $T_{e_p}$ are given by

$$
\begin{align*}
V(e_p,1) &= \left\{ \begin{pmatrix} A & 0 \\ 0 & 0 \end{pmatrix} : A \in \text{Herm}_p(F) \right\}, \\
V(e_p,1/2) &= \left\{ \begin{pmatrix} 0 & B \\ B & 0 \end{pmatrix} : B \in M_{p,n-p}(F) \right\}, \\
V(e_p,0) &= \left\{ \begin{pmatrix} 0 & 0 \\ 0 & C \end{pmatrix} : C \in \text{Herm}_{n-p}(F) \right\}.
\end{align*}
$$

The boundary component associated to $e_p$ is equal to

$$
P_n(F)(e_p) = \left\{ \begin{pmatrix} A & 0 \\ 0 & 0 \end{pmatrix} : A \in \text{Herm}_p^>(F) \right\} \subset \text{Herm}_n^>(F) = \overline{P_n(F)}.
$$

Note that the above idempotents are such that $0 = e_0 \leq \cdots \leq e_p \leq \cdots \leq e_n = I_n$.

(ii) Consider the Lorentz cone $P(1,n)$ of Theorem 4.22 which is associated to the Euclidean Jordan algebra $(R \oplus R^n, \circ_B)$ of Example 4.22(ii), where $B((x_1,\ldots,x_n)) := x_1^2 + \cdots + x_n^2$ is the standard quadratic form on $R^n$. By abuse of notation, we will denote also by $B$ the symmetric bilinear form associated to the quadratic form $B$. Every non-trivial idempotent (i.e. different from $(0,0)$ and $(1,0)$) is of the form

$$
e_w = \left( \frac{1}{2}, w \right) \quad \text{where } B(w) = \frac{1}{4}.
$$

The eigenspaces of $T_{e_w}$ are given by

$$
\begin{align*}
V(e_w,1) &= \mathbb{R} \cdot e_w, \\
V(e_w,1/2) &= \{ (0,v) : B(v,w) = 0 \}, \\
V(e_w,0) &= \mathbb{R} \cdot e_{-w}.
\end{align*}
$$

The boundary component associated to $e_w$ is equal to

$$
P_{1,n}(e_w) = \mathbb{R}_{>0} \cdot e_w \subset \overline{P_{1,n}}.
$$

For the symmetric cone $C(F)$ associated to a boundary component $F$ of a bounded symmetric domain $D$, as in Theorem 4.10(ii), we can explicitly describe its boundary components in terms of boundary components of $D$ that dominates $F$. 

**Theorem 4.33.** Let $D$ be a bounded symmetric domain and let $F \leq D$ be a boundary component. 

(i) If $F \leq F'$ then $U(F) \supseteq U(F')$ and we have the equality $C(F') = C(F) \cap U(F') \subset U(F)$. Moreover, 

$C(F')$ is a boundary component of the symmetric cone $C(F)$.

(ii) There is an order-reversing bijection

$$
\begin{align*}
\{ F' \leq D : F \leq F' \leq D \} &\xrightarrow{\simeq} \{ \text{Boundary components of } C(F) \} \\
F' &\mapsto C(F') \subset \overline{C(F)}.
\end{align*}
$$

**Proof.** See [AMRT10], Chap. III, Thm. 4.8.  

---

### 4.4. Siegel domains

The presentation of a bounded symmetric domain $D$ as a Siegel domain of the third kind with respect to a given boundary component $F \leq D$ (see Corollary 4.14) assumes a nicer form when the boundary component $F$ is a point, in which case it gives rise to a presentation of $D$ as a **Siegel domain of the second type**, or simply a **Siegel domain** (following the terminology of [SatMu]). The aim of this subsection is to introduce and study Siegel domains.

**Definition 4.34.** Let $\Omega$ be an open (convex and pointed) cone in a real vector space $U$. Let $V$ be a complex vector space and let $H : V \times V \to U_C$ be a Hermitian map ($C$-linear in the second variable and $C$-antilinear in the first variable). Assume that $H$ is $\Omega$-positive, i.e.

$$
H(v,v) \in \Omega \setminus \{0\} \text{ for any } 0 \neq v \in V.
$$

The **Siegel domain** associated to $(U,V,\Omega,H)$ is given by

$$
\mathcal{S} = \mathcal{S}(U,V,\Omega,H) := \{(u,v) \in U_C \times V : \text{Im } u - H(v,v) \in \Omega \} \subset U_C \times V.
$$

In the special case where $V = \{0\}$, then

$$
\mathcal{S} = \mathcal{S}(U,\Omega) := \{ u \in U_C : \text{Im } u \in \Omega \} \subset U_C
$$

is called a **Siegel domain of the first kind**, or a **tube domain**.
The following result is due to Pyateskii-Shapiro [PS69] (see also [Sat80] Chap. III, Prop. 6.1]).

**Theorem 4.35.** Every Siegel domain is holomorphically equivalent to a bounded domain.

There is a nice characterization (due to Satake) of the Siegel domains that are holomorphically equivalent to a bounded symmetric domain. In order to present such a characterization, we need to introduce some notations. Consider the setting of Definition 4.34. Assume furthermore that \( \Omega \subseteq U \) is symmetric with respect to a scalar product \( \langle , \rangle \) on \( U \) (see Definition 4.16) and extend \( \langle , \rangle \) to a \( \mathbb{C} \)-bilinear symmetric form on \( U \times U \). Choose a base point \( e \in \Omega \) such that

\[
G(\Omega)_e = G(\Omega) \cap O(V, \langle , \rangle),
\]

which is possible by Theorem 4.17(i). Denote by \( R_\Omega \) the Jordan product on \( U \) defined by mean of (4.20) and extend it linearly to \( U \). Recall that \( (U, \circ_\Omega) \) is an Euclidean Jordan algebra with unit element \( e \) (see Theorem 4.16). Define now a positive definite Hermitian form \( h \) by

\[
\langle u, H(v, v') \rangle = 2h(v, R_\Omega v') \quad \text{for any} \quad v, v' \in V.
\]

Using \( h \), we can define for any \( u \in U \) an endomorphism \( R_u \in \text{End}(V) \) by mean of the formula

\[
\langle u, H(v, v') \rangle = 2h(v, R_u v') \quad \text{for any} \quad v, v' \in V.
\]

It is easily checked from (4.29) that \( R = R_- \), where the adjoint \( ^* \) is with respect to the Hermitian form \( h \). In particular, if \( u \in U \) then

\[
R_u \in \text{Herm}(V, h) := \{ f \in \text{End}(V) : f^* = f \}.
\]

**Theorem 4.36.** Notations as above. The Siegel domain \( S(U, V, \Omega, H) \) is biholomorphic to a bounded symmetric domain (in which case we say that it is symmetric) if and only if

(i) \( \Omega \subseteq U \) is a symmetric cone with respect to a scalar product \( \langle , \rangle \) on \( U \);

(ii) \( u \circ_\Omega H(v, v') = H(R_u v, v') + H(v, R_u v') \) for any \( u \in U \) and any \( v, v' \in V \);

(iii) \( H(R_H(v, v') v, v''') = H(v', R_H(v, v'') v''') \) for any \( v, v', v''' \in V \).

**Proof.** See [Sat80] Chap. V, Thm. 3.5].

For a tube domain, the conditions (i) and (iii) of Theorem 4.36 are trivially satisfies. Therefore, we get the following

**Corollary 4.37.** The tube domain \( S(U, \Omega) \) is biholomorphic to a bounded symmetric domain if and only if \( \Omega \subseteq U \) is a symmetric cone.

Now we want to classify the symmetric Siegel domains, or equivalently that satisfy the three conditions of Theorem 4.36. Actually, it is possible to classify the following bigger class of Siegel domains.

**Definition 4.38.** A Siegel domain \( S(U, V, \Omega, H) \) is said to be quasi-symmetric if and only if it satisfies the first two conditions of Theorem 4.36.

Indeed, quasi-symmetric Siegel domains correspond to unital Jordan algebra representations of \( (U, \circ_\Omega) \) into \( \text{Herm}(V, h) \).

**Lemma 4.39.** Fix a symmetric cone \( \Omega \subseteq U \) and keep the notations as above.

(i) If \( H : V \times V \to U \) is \( \Omega \)-positive Hermitian map (as in Definition 4.32) satisfying Theorem 4.36(ii), then

\[
\rho := 2R : (U, \circ_\Omega) \longrightarrow \text{Herm}(V, h)
\]

\[
u \mapsto 2R_\nu
\]

is a unital Jordan algebra homomorphism in the sense of Remark 4.27 (we call it a complex representation of \( (U, \circ_\Omega) \)).

(ii) Conversely, if we start from a unital Jordan algebra homomorphism \( \rho \) and we define a Hermitian map \( H : V \times V \to U \) by mean of (4.29), then \( H \) is \( \Omega \)-positive and it satisfies Theorem 4.36(iii).

**Proof.** See [Sat80] Chap. IV, Prop. 4.1].

Each quasi-symmetric Siegel domain is a product of irreducible quasi-symmetric Siegel domains, which we are now going to define.

**Definition 4.40.**
(i) Let \( S_1 = S(U_1, V_1, \Omega_1, H_1) \) and \( S_2 = S(U_2, V_2, \Omega_2, H_2) \) two Siegel domains. The product \( S_1 \times S_2 \) is equal to the Siegel domain \( S(U_1 \oplus U_2, V_1 \oplus V_2, \Omega_1 + \Omega_2, H = H_1 \oplus H_2) \), where \( H = H_1 \oplus H_2 : (V_1 \oplus V_2) \times (V_1 \oplus V_2) \to U_1 \oplus U_2 \) is defined by \( H|_{V_1 \times V_2} \equiv 0, H|_{V_1 \times V_2} \equiv H_1 \) and \( H|_{V_1 \times V_2} \equiv H_2 \).

(ii) A Siegel domain is irreducible if and only if it cannot be written as the product of two non-trivial Siegel domains.

**Theorem 4.41.**

(i) A quasi-symmetric Siegel domain \( S(U, V, \Omega, H) \) is irreducible if and only if \( \Omega \subset U \) is irreducible.

(ii) Any quasi-symmetric (resp. symmetric) Siegel domain decomposes uniquely as the product of irreducible quasi-symmetric (resp. symmetric) Siegel domains.

According to Theorem 4.29 Lemma 4.30 and Theorem 4.41 an irreducible quasi-symmetric Siegel domain is built up from a simple Euclidean Jordan algebra \((U, \circ)\) together with a complex representation \( \rho : (U, \circ) \to \text{Herm}(V, h) \). Such pairs can be classified as it follows.

**Theorem 4.42.** The complex representations of the simple Euclidean Jordan algebras are given as it follows:

(i) Type \( IV_{n,r,s} \) (even \( n \geq 4; r \geq s \geq 0 \)): the representation \( \rho_{r,s} = \text{sp}_{1}^{r} \oplus \text{sp}_{2}^{s} \) of \( (\mathbb{R} \oplus \mathbb{R}^{n-1}, \circ_{Q}) \), where \( \text{sp}_{1} \) and \( \text{sp}_{2} \) are the two spin representations (see [Sat80] Appendix, §4-6);

(ii) Type \( IV_{n,r} \) (odd \( n \geq 3 \) or \( n = 2; r \geq 0 \)): the representations \( \rho_{r} = \text{sp}^{r} \) of \( (\mathbb{R} \oplus \mathbb{R}^{n-1}, \circ_{Q}) \), where \( \text{sp} \) is the spin representation (see [Sat80] Appendix, §4-6);

(iii) Type \( II_{n,r} \) (\( n \geq 3; r \geq 0 \)): the representations \( \rho_{r} = \text{id}^{2r} \) of \( \text{Herm}_{n}(\mathbb{R}) \), where \( \text{id} : \text{Herm}_{n}(\mathbb{R}) \to \text{Herm}_{n}(\mathbb{C}) \) is the natural injection.

(iv) Type \( I_{n,r,s} \) (\( n \geq 3; r \geq s \geq 0 \)): the representations \( \rho_{r,s} = \text{id}^{2r} \oplus \text{id}^{2s} \) of \( \text{Herm}_{n}(\mathbb{C}) \), where \( \text{id} : \text{Herm}_{n}(\mathbb{C}) \to \text{Herm}_{n}(\mathbb{C}) \) is the identity homomorphism and \( \text{id} : \text{Herm}_{n}(\mathbb{C}) \to \text{Herm}_{n}(\mathbb{C}) \) is given by sending \( A \) into its complex conjugate \( \overline{A} \).

(v) Type \( I_{n,r} \) (\( n \geq 3; r \geq 0 \)): the representations \( \rho_{r} = \text{id}^{2r} \) of \( \text{Herm}_{n}(\mathbb{C}) \), where

\[
\text{id} : \text{Herm}_{n}(\mathbb{C}) \to \text{Herm}_{2n}(\mathbb{C}) \quad \text{where} \quad A + jB \mapsto \begin{pmatrix} A & B \\ \overline{B} & \overline{A} \end{pmatrix}
\]

(vi) Type \( IV_{0} \): the trivial representation \( \rho_{0} \) of \( \text{Herm}_{1}(\mathbb{O}) \).

**Proof.** See [Sat80] Chap. V, §5] and the references therein. \( \square \)

In Table 10, we have listed all the irreducible quasi-symmetric Siegel domains by specifying the irreducible symmetric cone and the complex representation of their associated simple Euclidean Jordan algebra. Moreover, in the last column, we have specified the quasi-symmetric Siegel domains that are also symmetric (see [Sat80] Chap. V, §5] and the references therein) together with the corresponding bounded symmetric domains (using the notations of Table 11) to which they are biholomorphic.

| Type | Symmetric Cone | Complex representation | Symmetric cases |
|------|----------------|------------------------|----------------|
| \( IV_{n,r,s} \) (\( r \geq s \geq 0 \)) | \( P(1, n-1) \) | \( \rho_{r,s} = \text{sp}_{1}^{r} \oplus \text{sp}_{2}^{s} \) | \( IV_{n,0,0} = IV_{n} \) |
| even \( n \geq 4 \) | \( P(1, n-1) \) | \( \rho_{r} = \text{sp}^{r} \) | \( IV_{4,1,0} = IV_{5} \) |
| \( IV_{n,r} \) (\( r \geq 0 \)) | \( P(1, n-1) \) | \( \rho_{r} = \text{sp}^{r} \) | \( IV_{6,1,0} = IV_{7} \) |
| odd \( n \geq 3 \) or \( n = 2 \) | \( P(1, n-1) \) | \( \rho_{r} = \text{id}^{2r} \) | \( IV_{2,1} = IV_{3} \) |
| \( III_{n,r} \) (\( n \geq 3; r \geq 0 \)) | \( P_{n}(\mathbb{R}) = \text{Herm}_{n}^{\text{tr}}(\mathbb{R}) \) | \( \rho_{r} = \text{id}^{2r} \) | \( III_{n,0} = III_{n} \) |
| \( I_{n,r,s} \) (\( n \geq 3; r \geq s \geq 0 \)) | \( P_{n}(\mathbb{C}) = \text{Herm}_{n}^{\text{tr}}(\mathbb{C}) \) | \( \rho_{r,s} = \text{id}^{2r} \oplus \text{id}^{2s} \) | \( I_{n,0} = I_{n+1} \) |
| \( I_{n,r} \) (\( n \geq 3; r \geq 0 \)) | \( P_{n}(\mathbb{H}) = \text{Herm}_{n}^{\text{tr}}(\mathbb{H}) \) | \( \rho_{r} = \text{id}^{2r} \) | \( I_{n,r} = I_{2n+r} \) (\( r = 0, 1 \)) |
| \( VI_{0} \) | \( P_{0}(\mathbb{O}) = \text{Herm}_{0}^{\text{tr}}(\mathbb{O}) \) | \( \rho_{0} = 0 \) | \( VI_{0} = VI \) |

**Table 10:** Irreducible quasi-symmetric Siegel domains

By looking at the last column of Table 10 and using the isomorphisms between bounded symmetric domains of small dimension belonging to different types (see Table 7), it is easy to see that every bounded
symmetric domain is biholomorphic to a unique Siegel domain. As a consequence, there exists a bijection between symmetric Siegel domains and Hermitian positive JTSs, which we are now going to make explicit.

Start with a symmetric Siegel domain \( S = S(U, V, \Omega, \mathcal{H}) \). By Theorem 4.36, the cone \( \Omega \subset U \) is symmetric with respect to a scalar product \( \langle \cdot, \cdot \rangle \). Keeping the notations introduced before Theorem 4.36, we get a Jordan product \( \circ \) on \( U \) which we extend linearly to \( U_{\mathbb{C}} \). Using the fact that \( (U, \circ) \) is an Euclidean Jordan algebra, it can be checked (see [Sat80, Chap. I, §6]) that \( U_{\mathbb{C}} \) becomes a Hermitian positive JTS with respect to the triple product

\[
\{u_1, u_2, u_3\}_\Omega := (u_1 \circ \overline{u_2}) \circ u_3 + (u_3 \circ \overline{u_2}) \circ u_1 - (u_1 \circ u_3) \circ \overline{u_2}.
\]

Define a triple product on \( U_{\mathbb{C}} \oplus V \) as it follows

\[
\left\{ \frac{u_1}{v_1}, \frac{u_2}{v_2}, \frac{u_3}{v_3} \right\}_S := \left\{ \frac{u_1, u_2, u_3}{v_1} + 2H(R_{\overline{\tau}}), 2v_1 + 2H(R_{\overline{\tau}}), 2v_3 + 2R_{\overline{H}v_3}v_3 + 2R_{\overline{H}v_2}v_2 \right\}_S.
\]

Using that \( S(U, V, \Omega, \mathcal{H}) \) is symmetric, it can be shown that \((U_{\mathbb{C}} \oplus V, \{\ldots\})_S\) is a Hermitian positive JTS (see [Sat80, Chap. V, Thm. 6.9] and the discussion following it). Observe that the element \( \tilde{e} := \begin{pmatrix} e & 0 \\ 0 & 0 \end{pmatrix} \in U_{\mathbb{C}} \oplus V \) is a tripotent of the Hermitian positive JTS \((U_{\mathbb{C}} \oplus V, \{\ldots\})_S\), i.e. \( \{\tilde{e}, \tilde{e}, \tilde{e}\}_S = \tilde{e} \).

Moreover, using the fact that \( \tau = e \) is the identity element of \((U_{\mathbb{C}}, \{\ldots\})_\Omega\) and that \( 2R_{\mathbb{C}} = \text{id} \) by Lemma 4.39, we can easily compute

\[
\tilde{e} \circ \tilde{e} = \begin{pmatrix} e & 0 \\ 0 & 0 \end{pmatrix} \begin{pmatrix} e & 0 \\ 0 & 0 \end{pmatrix} = \begin{pmatrix} e & 0 \\ 0 & 0 \end{pmatrix}.
\]

In other words, 1 and \( \frac{1}{2} \) are the only eigenvalues of \( \tilde{e} \circ \tilde{e} \) with associated eigenspaces

\[
V(\tilde{e} \circ \tilde{e}; 1) = U_{\mathbb{C}} \quad \text{and} \quad V(\tilde{e} \circ \tilde{e}; 1/2) = V.
\]

Conversely, start with a Hermitian positive JTS \((W, \{\ldots\})\) and choose a tripotent \( e \in W \), i.e. an element of \( W \) such that \( \{e, e, e\} = e \). The endomorphism \( e \circ e \in \text{End}(W) \) is semisimple and it satisfies the equation \( (e \circ e - 1)(2e \circ e - 1)(e \circ e) = 0 \) (see [Sat80, p. 242]). Therefore, the possible eigenvalues of \( e \circ e \) are 1, 1/2 and 0. We can furthermore choose \( e \) in such a way that 0 is not an eigenvalue, in which case \( e \) is called principal (see [Sat80, Chap. V, §6, Ex. 5]). With this assumption, we get a decomposition

\[
W = W_1 \oplus W_{1/2} = W(e \circ e; 1) \oplus W(e \circ e; 1/2)
\]

into eigenspaces for \( e \circ e \) relative to the eigenvalues 1 and 1/2, respectively. The complex vector space \( W_1 \) becomes a Jordan algebra with unit element \( e \in W_1 \) with respect to the Jordan product (see [Sat80, Chap. V, Prop. 6.1])

\[
a \circ b = \{a, e, b\} \quad \text{for any} \ a, b \in W_1.
\]

Moreover, the map \( a \mapsto a^* := \{e, e, a\} \) is a \( \mathbb{C} \)-antilinear involution on \( W_1 \) (see [Sat80, Chap. V, Prop. 6.1]). Therefore

\[
(W_1^+) := \{a \in W_1 : a^* = a\}
\]

is a real Jordan algebra which turns out to be Euclidean (see [Sat80, p. 254]). We will denote by \( \Omega_W \subset W_1^+ \) its associated symmetric cone (see Theorem 4.26). The Jordan algebra \((W_1, \circ)\) comes with a unital Jordan algebra homomorphism (see [Sat80, Chap. V, Prop. 6.2])

\[
2R : W_1 \longrightarrow \text{End}(W_1^+)/, a \mapsto 2R_a \quad \text{s. t.} \quad R_a(x) := \{a, e, x\}.
\]

It can be checked (see [Sat80, p. 247, Eq. (6.21)]) that \( R_{a^*} = R_a^* \) where \( R_a^* \) is the adjoint of \( R_a \) with respect to the positive definite hermitian form \( h = \tau/2 \) on \( W_{1/2} \) with \( \tau \) equal to the trace form of \((W, \{\ldots\})\). Therefore, by restriction, we get a unital Jordan algebra homomorphism

\[
2R : W_1^+ \longrightarrow \text{Herm}(W_{1/2}, h).
\]

Consider now the Hermitian map

\[
H_W : W_{1/2} \times W_{1/2} \longrightarrow W_1, \quad (x, y) \mapsto H(x, y) := \{e, x, y\}.
\]

It can be checked (see [Sat80, p. 247, Eq. (6.25)]) that the map \( H_W \) and the unital Jordan algebra homomorphism \( 2R \) satisfy formula (4.20), i.e.

\[
\{a, H_W(x, y)\} = 2h(x, R_a y) \quad \text{for any} \ x, y \in W_{1/2} \text{and any} \ a \in W_1,
\]
where $(,)$ is the trace form of the Jordan algebra $(W, o)$. Therefore, from Lemma 4.39 it follows that $H_W$ is $\Omega$-positive and it satisfies Theorem 4.36. Moreover, it can be checked (see [Sat80, p. 245, Eq. (6:15)]) that $H_W$ satisfies Theorem 4.36. Therefore, using Theorem 4.36 we infer that $S(W^+_1, W_{1/2}, \Omega_W, H_W)$ is a symmetric Siegel domain.

**Theorem 4.43.** Notations as above. There is a bijection

$$
\{\text{Symmetric Siegel spaces}\} \xrightarrow{\sim} \{\text{Hermitian positive JTSs}\}
$$

(4.41)

$$
S = S(U, V, \Omega, H) \rightarrow (U \oplus V, \ldots, s) \quad S(W^+_1, W_{1/2}, \Omega_W, H_W) \leftarrow (W, \ldots)
$$

sending irreducible symmetric Siegel domains into simple Hermitian positive JTSs.

**Proof.** See [Sat80] Chap. V, §6. □

For symmetric Siegel spaces of the first kind (or symmetric tube domains), the bijection of Theorem 4.43 assumes a particular simple form. Indeed, let $\Omega \subset U$ be a symmetric cone and choose a base point $e \in \Omega$ as in (4.24). Consider the associated Jordan product $\circ_\Omega$ on $U$ (see Theorem 4.23). Then the Hermitian positive JTS $\{U_C, \ldots\}$ associated to the Siegel domain of the first kind $S = S(\Omega, U) \subset U_C$ (as in (4.25)) is the one associated to the Euclidean Jordan algebra $(U, \circ_\Omega)$ as in Example 4.22.

Consider now the bounded symmetric domain $D_\Omega \subset U_C$ (in its Harish-Chandra embedding) corresponding to the Hermitian positive JTS $\{U_C, \ldots\}$ (see Theorem 4.39 and Theorem 4.12). It is possible to describe explicitly the biholomorphism between $S(\Omega, U)$ and $D_\Omega$, generalizing the Cayley transform in dimension one (see Example 4.29).

**Theorem 4.44.** Notations as above. Then we have the following biholomorphism (called the generalized Cayley transform)

$$
c : D_\Omega \rightarrow S(\Omega, U)
$$

(4.42)

$$
c(w) = i(e + w) \circ_{\Omega} (e - w)^{-1},
$$

The inverse is given by the map sending $z \in S(\Omega, U)$ into $(z - ie) \circ_{\Omega} (z + ie)^{-1} \in D_\Omega$.

Indeed, generalized Cayley transforms have been defined for all symmetric Siegel spaces by Korányi-Wolf in [KW65] Chap. VI.

Looking at the last column of Table 10, it is easy to see which irreducible bounded symmetric domains are biholomorphic to symmetric tube domains (we call them bounded symmetric domains of tube type).

**Corollary 4.45.** The irreducible bounded symmetric domains of tube type are the following:

1. $I_{n,n}$ for any $n \geq 1$;
2. $II_{2n}$ for any $n \geq 1$;
3. $III_n$ for any $n \geq 1$;
4. $IV_n$ for any $2 \neq n \geq 1$;
5. $VI$.

We have collected the irreducible bounded symmetric domains of tube type (avoiding repetitions in small dimension, see Table 7) in the following Table 11 together with their associated symmetric cones.

| Symmetric Cone | Bounded symmetric domain of tube type |
|---------------|-------------------------------------|
| $\mathcal{P}(1, n - 1)$ ($n \geq 2$) | $IV_n$ if $n \geq 3$ |
| $\mathcal{P}_n(\mathbb{R}) = \text{Herm}_{n}^{\text{sym}}(\mathbb{R})$ ($n \geq 3$) | $III_n$ |
| $\mathcal{P}_n(\mathbb{C}) = \text{Herm}_{n}^{\text{sym}}(\mathbb{C})$ ($n \geq 3$) | $I_{n,n}$ |
| $\mathcal{P}_n(\mathbb{H}) = \text{Herm}_{n}^{\text{sym}}(\mathbb{H})$ ($n \geq 3$) | $II_{2n}$ |
| $\mathcal{P}_3(\mathbb{O}) = \text{Herm}_{3}^{\text{sym}}(\mathbb{O})$ | $VI$ |

**Table 11.** Irreducible bounded symmetric domains of tube type
4.5. Boundary components of irreducible bounded symmetric domains. In this subsection, we describe explicitly the boundary components of each of the irreducible bounded symmetry domains (see §4.5.1). We begin with the following result.

**Theorem 4.46.** Let $D$ be an irreducible bounded symmetric domain and let $G = \text{Aut}(D)^o$. Then all the boundary components of rank $k$ are conjugated by the group $G$.

**Proof.** See [Wol72, p. 292].

In virtue of the above Theorem, it will be enough to describe for each irreducible symmetric domain $D$ of rank $r$ and each $0 \leq k < r$ a boundary component $F \leq D$ of rank $k$.

4.5.1. **Type** $I_{p,q}$ ($p \geq q \geq 1$). Every boundary component of $D_{I_{p,q}}$ of rank $k$ (with $0 \leq k < q$) is conjugate to the following boundary component

$$D_{I_{p,q}}^k := \left\{ \begin{pmatrix} Z' & 0 \\ 0 & I_{q-k} \end{pmatrix} : Z' \in D_{I_{p-q+k,k}} \right\} \cong D_{I_{p-q+k,k}},$$

which we call the standard boundary component of rank $k$. The pair $(f_{D_{I_{p,q}}^k}, \phi_{D_{I_{p,q}}^k})$ of Lemma 4.6 associated to $D_{I_{p,q}}^k$ is equal to

$$f_{D_{I_{p,q}}^k} : \Delta \longrightarrow D_{I_{p,q}}^k,$$

$$z \mapsto \begin{pmatrix} 0 & 0 \\ 0 & zI_{q-k} \end{pmatrix},$$

$$\phi_{D_{I_{p,q}}^k} : S^1 \times \text{SL}_2(\mathbb{R}) \longrightarrow \text{SU}(p,q) = \text{Hol}(D_{I_{p,q}})^o.$$

In particular, the one-parameter subgroup of $\text{SU}(p,q)$ associated to $D_{I_{p,q}}^k$ as in (4.3) is given by

$$w_{D_{I_{p,q}}^k} : \mathbb{G}_m \longrightarrow \text{SU}(p,q)$$

$$t \mapsto \begin{pmatrix} I_{p-q+k} & \frac{i(t-t^{-1})}{2} & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & I_k & 0 \\ 0 & 0 & \frac{i(t-t^{-1})}{2} & I_{q-k} \end{pmatrix}.$$  

Using the above explicit expression of $w_{D_{I_{p,q}}^k}$ and Theorem 4.8, we can compute the Levi subgroup of the normalizer $N(D_{I_{p,q}}^k)$ subgroup of $D_{I_{p,q}}^k$ together with its decomposition as in Theorem 4.8[10]

$$Z(w_{D_{I_{p,q}}^k})^o = \begin{pmatrix} A & 0 & B \\ 0 & E^o & 0 \\ C & 0 & D \end{pmatrix} \in \text{SL}(p+q,\mathbb{C}) : \begin{pmatrix} A & B \\ C & D \end{pmatrix} \in \text{U}(p+q+k,k),$$

$$E \in \text{GL}_q(\mathbb{C}) \times S^1 = G_0(D_{I_{p,q}}^k) \cdot G_1(D_{I_{p,q}}^k) \cdot M(D_{I_{p,q}}^k),$$

where $\text{GL}_q^o(\mathbb{C}) := \{ E \in \text{GL}_q(\mathbb{C}) : \det E \in \mathbb{R}^+ \} \subset \text{GL}_q(\mathbb{C})$.

Similarly, using again the above explicit expression of $w_{D_{I_{p,q}}^k}$ and Theorem 4.8[10], we can compute the unipotent radical of $N(D_{I_{p,q}}^k)$

$$W(D_{I_{p,q}}^k) = \begin{pmatrix} I_{p-q+k} & F_1 & 0 & -iF_1 \\ -F_1 & I_{q-k} + iM & -iF_2 & M \\ 0 & iF_2 & I_k & F_2 \\ iF_1 & M & -F_2 & I_{q-k} - iM \end{pmatrix} : F_1 \in M_{p-q+k,k-k}(\mathbb{C}), F_2 \in M_{k,k-k}(\mathbb{C}),$$

$$M \in M_{k,k-k}(\mathbb{C}),$$

$$F_1 = \text{Tr} F_1 - F_2 F_2 = i(M^* - M).$$
Moreover, the center $U(D_{lp,q}^k)$ of $W(D_{lp,q}^k)$ is equal to the set of all matrices of $W(D_{lp,q}^k)$ such that $F_1 = F_2 = 0$, and is therefore isomorphic to the abelian unipotent Lie group underlying the vector space $\text{Herm}_{q-k}(\mathbb{C})$.

The orbit of the point $o_{D_{lp,q}^k} = f_{D_{lp,q}^k}(1) = \begin{pmatrix} 0 & 0 \\ 0 & I_{q-k} \end{pmatrix}$ under the natural action of the group $G_k(D_{lp,q}^k) = SU(p - q + k, k)$ is equal to $D_{lp,q}^k$ and its stabilizer subgroup is isomorphic to $K_k(D_{lp,q}^k) = SU(p - q + k, k) \cap S(U_p \times U_q) = S(U_{p-q+k} \times U_k)$. Therefore, $D_{lp,q}^k$ is a bounded symmetric domain of type $I_{p-q+k,k}$ and it is diffeomorphic to

\[(4.49) \quad D_{lp,q}^k \cong \frac{G_k(D_{lp,q}^k)}{K_k(D_{lp,q}^k)} = \frac{SU(p - q + k, k)}{S(U_{p-q+k} \times U_k)}.
\]

The action of $G_l(D_{lp,q}^k) = \GL_{q-k}(\mathbb{C})$ on $U(D_{lp,q}^k) \cong \text{Herm}_{q-k}(\mathbb{C})$ is given by $(E, M) \mapsto EM\overrightarrow{E}$. Under this action, the orbit of the point $\Omega = \frac{1}{2}I_{q-k} \in \text{Herm}_{q-k}(\mathbb{C})$ is equal to the cone of positive definite Hermitian complex quadratic forms $\mathcal{P}_{q-k}(\mathbb{C})$ of size $q - k$ and its stabilizer subgroup is equal to $K_l(D_{lp,q}^k) = \GL_{q-k}(\mathbb{C}) \cap S(U_p \times U_q) = U^{q-k}(q-k)$, where $U^{q-k}(q-k) := \{E \in U(q-k) : \det E = \pm 1\}$.

Therefore, $C(D_{lp,q}^k)$ is equal to the symmetric cone $\mathcal{P}_{n-k}(\mathbb{C})$ (see Theorem 4.28) and it is diffeomorphic to

\[(4.50) \quad C(D_{lp,q}^k) \cong \frac{G_l(D_{lp,q}^k)}{K_l(D_{lp,q}^k)} = \frac{\GL_{q-k}(\mathbb{C})}{U^{q-k}(q-k)} = \frac{\GL_{q-k}(\mathbb{C})}{U(q-k)} = \mathcal{P}_{q-k}(\mathbb{C}).
\]

4.5.2. Type $II_n$. Every boundary component of $\mathcal{D}_{II_n}$ of rank $k$ (with $0 \leq k < \left\lfloor \frac{4}{3} \right\rfloor$) is conjugate to the following boundary component (which we call the standard boundary component of rank $k$)

\[(4.51) \quad D_{II_n}^k := \left\{ \begin{pmatrix} Z' & 0 \\ 0 & E_{n-k} \end{pmatrix} : Z' \in D_{II_{2k+r}} \right\} \cong \mathcal{D}_{II_{2k+r}},
\]

where $\epsilon = 0$ (resp. 1) if $n$ is even (resp. odd) and for any $m \in \mathbb{N}$ we denote by $E_{2m}$ the $2m \times 2m$-matrix formed by $m$ diagonal blocks of the form $\begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}$.

The decomposition into factors (as in Theorem 4.3.1) of the Levi subgroup $L(D_{II_n}^k)$ of the normalizer subgroup $N(D_{II_n}^k)$ of $\mathcal{D}_{II_n}^k$ is given by (see [Sat80], p. 116)

\[(4.52) \quad L(D_{II_n}^k) = G_k(D_{II_n}^k) \cdot G_l(D_{II_n}^k) \cdot M(D_{II_n}^k) = \begin{cases} \{1\} \cdot \GL_2(\mathbb{H}) \cdot \{1\} & \text{if } k = 0 \text{ and } n \text{ is even,} \\
\{1\} \cdot \GL_{\mathbb{H}}(\mathbb{H}) \cdot \mathbb{S}^1 & \text{if } k = 0 \text{ and } n \text{ is odd,} \\
\text{SU}(1,1) \cdot \GL_{\mathbb{H}}(\mathbb{H}) \cdot \text{SL}_1(\mathbb{H}) & \text{if } k = 1 \text{ and } n \text{ is even,} \\
\text{SO}^0(2n - 4) \cdot \mathbb{R}^* \cdot \text{SL}_1(\mathbb{H}) & \text{if } k = \frac{n-2}{2}, \\
\text{SO}^0(4k + 2\epsilon) \cdot \GL_{\mathbb{H}}(\mathbb{H}) \times \{1\} & \text{otherwise.}
\end{cases}
\]

Therefore, $D_{II_n}^k$ is a bounded symmetric domain of type $II_{2k+r}$ if $k \geq 1$ and it is a point if $k = 0$. Moreover, the symmetric cone associated to $\mathcal{D}_{II_n}^k$ is equal to (see Theorem 4.28)

\[(4.53) \quad C(D_{II_n}^k) = \begin{cases} \mathcal{P}(1,0) & \text{if } k = \frac{n-2}{2}, \\
\mathcal{P}(1,5) & \text{if } k = \frac{n-4-\epsilon}{2}, \\
\mathcal{P}_{\mathbb{H}}(\mathbb{H}) & \text{otherwise.}
\end{cases}
\]

4.5.3. Type $III_n$ ($n \geq 1$). Every boundary component of $\mathcal{D}_{III_n}$ of rank $k$ (with $0 \leq k < n$) is conjugate to the following boundary component

\[(4.54) \quad D_{III_n}^k := \left\{ \begin{pmatrix} Z' & 0 \\ 0 & I_{n-k} \end{pmatrix} : Z' \in D_{III_k} \right\} \cong \mathcal{D}_{III_k},
\]

which we call the standard boundary component of rank $k$. The pair $(f_{D_{III_n}^k}, \phi_{D_{III_n}^k})$ of Lemma 3.6 associated to $\mathcal{D}_{III_n}^k$ is equal to

\[(4.55) \quad f_{D_{III_n}^k} : \Delta \rightarrow \mathcal{D}_{III_n}^k, \quad z \mapsto \begin{pmatrix} 0 & 0 \\ 0 & z_{I_{n-k}} \end{pmatrix},
\]
\[ \phi_{D_{III}^k} : \mathbb{S}^1 \times \text{SL}_2(\mathbb{R}) \to \text{Sp}^{nc}(n) = \text{Hol}(D_{III}^k)^o \]

\[ (e^{\theta}, \begin{pmatrix} a & b \\ c & d \end{pmatrix}) \mapsto \begin{pmatrix} e^{\theta} I_k & 0 & 0 \\ 0 & e^{\theta} I_k & 0 \\ b + c i(a - d) I_{n-k} & 0 & e^{-\theta} I_k \\ a + d i(b - c) I_{n-k} & 0 & e^{-\theta} I_k \\ b + c i(a - d) I_{n-k} & 0 & e^{-\theta} I_k \\ a + d i(b - c) I_{n-k} & 0 & e^{-\theta} I_k \end{pmatrix}. \]

In particular, the one-parameter subgroup of \( \text{Sp}^{nc}(n) \) associated to \( D_{III}^k \) as in (4.3) is given by

\[ w_{D_{III}^k} : \mathbb{G}_m \to \text{Sp}^{nc}(n) \]

\[ t \mapsto \begin{pmatrix} I_k & 0 & 0 \\ 0 & \frac{t + t^{-1}}{2} I_{n-k} & 0 \\ 0 & 0 & I_k \\ \frac{-i(t - t^{-1})}{2} I_{n-k} & 0 & \frac{t + t^{-1}}{2} I_{n-k} \end{pmatrix}. \]

Using the above explicit expression of \( w_{D_{III}^k} \) and Theorem 1.8, we can compute the Levi subgroup (together with its decomposition as in Theorem 1.8.3) and the unipotent radical of the normalizer \( N(D_{III}^k) \) subgroup of \( D_{III}^k \):

\[ Z(w_{D_{III}^k})^o = \left\{ \begin{pmatrix} A & B \\ 0 & D \end{pmatrix} \in \text{Sp}^{nc}(k), E \in \text{GL}_{n-k}(\mathbb{R}) \right\} \]

\[ = \text{Sp}^{nc}(k) \times \text{GL}_{n-k}(\mathbb{R}) \times \{1\} = G_k(D_{III}^k) \times G_l(D_{III}^k) \times M(D_{III}^k), \]

\[ W(D_{III}^k) = \left\{ \begin{pmatrix} I_r & F \\ -F^t & M \\ iM \\ M \\ iF \\ iF \end{pmatrix} : F \in \text{M}_{k,n-k}(\mathbb{C}), M \in \text{M}_{n-k,n-k}(\mathbb{R}) \right\} \]

Moreover, the center \( U(D_{III}^k) \) of \( W(D_{III}^k) \) is equal to the set of all matrices of \( W(D_{III}^k) \) such that \( F = 0 \), and is therefore isomorphic to the abelian unipotent Lie group underlying the vector space \( \text{Herm}_{n-k}(\mathbb{R}) \).

The orbit of the point \( a_{D_{III}^k} = f_{D_{III}^k}(1) = \begin{pmatrix} 0 & 0 \\ 0 & I_{n-k} \end{pmatrix} \) under the natural action of the group \( G_k(D_{III}^k) = \text{Sp}^{nc}(k) \) is equal to \( D_{III}^k \) and its stabilizer subgroup is isomorphic to \( K_k(D_{III}^k) = \text{Sp}^{nc}(k) \cap U(n) = U(k) \). Therefore, \( D_{III}^k \) is a bounded symmetric domain of type IIIk and it is diffeomorphic to

\[ D_{III}^k \cong \frac{G_k(D_{III}^k)}{U(k)}. \]

The action of \( G_l(D_{III}^k) = \text{GL}_{n-k}(\mathbb{R}) \) on \( U(D_{III}^k) \cong \text{Herm}_{n-k}(\mathbb{R}) \) is given by \( (E, M) \mapsto EMF \). Under this action, the orbit of the point \( \Omega_{D_{III}^k} = \frac{1}{2} I_{n-k} \in \text{Herm}_{n-k}(\mathbb{R}) \) is equal to the cone of positive definite real quadratic forms \( P_{n-k}(\mathbb{R}) \) of size \( n-k \) and its stabilizer subgroup is isomorphic to \( K_l(D_{III}^k) = \text{GL}_{n-k}(\mathbb{R}) \cap U(n) = O(n-k) \). Therefore, \( C(D_{III}^k) \) is equal to the symmetric cone \( P_{n-k}(\mathbb{R}) \) (see Theorem 1.2S) and it is diffeomorphic to

\[ C(D_{III}^k) \cong \frac{G_l(D_{III}^k)}{K_l(D_{III}^k)} = \frac{\text{GL}_{n-k}(\mathbb{R})}{O(n-k)} = P_{n-k}(\mathbb{R}). \]

### 4.5.4. Type IVn (n \geq 3)

The standard boundary component of \( D_{IV} \) of rank \( k \) (for \( k = 0, 1 \)) are given by

\[ D_{IV}^0 := \{ (-i, 0, \ldots, 0) \in \mathbb{C}^n \}, \]

\[ D_{IV}^1 := \left\{ \left( -\frac{1}{1 - z}, \frac{1}{1 - z}, \frac{1}{1 - z}, 0, \ldots, 0 \right) \in \mathbb{C}^n : |z| < 1 \right\}. \]
The decomposition into factors (as in Theorem 4.8(iv)) of the Levi subgroup $L(D_{IV_1}^k)$ of the normalizer subgroup $N(D_{IV_1}^k)$ of $D_{IV_1}^k$ is given by (see [Sat80] p. 117)

$$L(D_{IV_1}^k) = G_k(D_{IV_1}^k) \cdot G_1(D_{IV_1}^k) \cdot M(D_{IV_1}^k) = \begin{cases} \SO(1,1) \cdot \GL_1(\mathbb{R}) \cdot \SO(n-2) & \text{if } k = 1, \\ \{1\} \cdot (\SO(n-1,1) \times \mathbb{R}^*) \cdot \{1\} & \text{if } k = 0. \end{cases}$$

Therefore, $D_{IV_1}^k$ is a bounded symmetric domain of type $IV_1 = I_{1,1}$ if $k = 1$ and it is a point if $k = 0$. Moreover, the symmetric cone associated to $D_{IV_1}^k$ is equal to (see Theorem 4.28)

$$C(D_{IV_1}^k) = \begin{cases} P(1,0) & \text{if } k = 1, \\ P(1,n-1) & \text{if } k = 0. \end{cases}$$

4.5.5. Type $V$. Using Remark 4.11 denote by $D_V^k$ (for $k = 0, 1$) the boundary component of $D_V$ of rank $k$ such that

$$o_{D_V^k} = \begin{cases} \{0\} & \text{if } k = 1, \\ \{1\} & \text{if } k = 0. \end{cases}$$

We call $D_V^k$ the standard boundary component of $D_V$ of rank $k$.

The decomposition into factors (as in Theorem 4.8(iv)) of the Levi subgroup $L(D_V^k)$ of the normalizer subgroup $N(D_V^k)$ of $D_V^k$ is given by (see [Sat80] p. 117)

$$L(D_V^k) = G_k(D_V^k) \cdot G_1(D_V^k) \cdot M(D_V^k) = \begin{cases} \SU(5,1) \cdot \GL_1(\mathbb{R}) \cdot \{1\} & \text{if } k = 1, \\ \{1\} \cdot (\SO(7,1) \times \mathbb{R}^*) \cdot \mathbb{S}^1 & \text{if } k = 0. \end{cases}$$

Therefore, $D_V^k$ is a bounded symmetric domain of type $I_{5,1}$ if $k = 1$ and it is a point if $k = 0$. Moreover, the symmetric cone associated to $D_V^k$ is equal to (see Theorem 4.28)

$$C(D_V^k) = \begin{cases} P(1,0) & \text{if } k = 1, \\ P(1,7) & \text{if } k = 0. \end{cases}$$

4.5.6. Type $VI$. Using Remark 4.11 denote by $D_{VI}^k$ (for $k = 0, 1, 2$) the boundary component of $D_{VI}$ of rank $k$ such that

$$o_{D_{VI}^k} = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}.$$ We call $D_{VI}^k$ the standard boundary component of $D_{VI}$ of rank $k$.

The decomposition into factors (as in Theorem 4.8(iv)) of the Levi subgroup $L(D_{VI}^k)$ of the normalizer subgroup $N(D_{VI}^k)$ of $D_{VI}^k$ is given by (see [Sat80] p. 117)

$$L(D_{VI}^k) = G_k(D_{VI}^k) \cdot G_1(D_{VI}^k) \cdot M(D_{VI}^k) = \begin{cases} \SO(2,10) \cdot \GL_1(\mathbb{R}) \cdot \{1\} & \text{if } k = 2, \\ \SU(1,1) \cdot (\SO(9,1) \times \mathbb{R}^*) \cdot \{1\} & \text{if } k = 1, \\ \{1\} \cdot (E_6(-26) \times \mathbb{R}^*) \cdot \{1\} & \text{if } k = 0. \end{cases}$$

Therefore, $D_{VI}^k$ is a bounded symmetric domain of type $IV_{10}$ if $k = 2$, of type $I_{1,1}$ if $k = 1$ and it is a point if $k = 0$. Moreover, the symmetric cone associated to $D_{VI}^k$ is equal to (see Theorem 4.28)

$$C(D_{VI}^k) = \begin{cases} P(1,0) & \text{if } k = 2, \\ P(1,9) & \text{if } k = 1, \\ P_3(\mathbb{O}) & \text{if } k = 0. \end{cases}$$
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