Optimal path planning for motion robots based on bees pollen optimization algorithm
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ABSTRACT
Due to interference phenomena among unnatural dimensions of the motion robots’ operations space, optimal path planning of them has to satisfy not just one criterion, but rather multi-objects. In this paper, we propose a novel multi-object approach for optimal mobile robot path planning, based on bees pollen optimizer (BPO). We consider two objects of distance and smooth path of the special plan for motion robots for constructing a minimization one. In operation environment for action robots, the location of the target and the obstacles are set up for the solution of BPO. The selected sequence of the mobile robot is a set of the chosen global best settlement in each iteration, which updates its archived data throughout the movement for motion robots in order. A series of simulations are executed in some environments for the best pathway once the robot reaches its goal. The results indicate that the proposed approach offered the robot path to its target without touching the obstacles, and the proposed method may be an alternative approach to optimize the motion robot path planning.
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1. Introduction
Mobile robots have been widely applied in many fields, including industry, agriculture, architecture, and military because of their abilities to function well in hazardous environments (Siegwart & Nourbakhsh, 2004). An efficient path planning based on the parameters (e.g. cost, energy, time, and distance) for a motion robot plays an important role in mobile robot navigation. Finding an optimal path from start point to target point without colliding with the obstacle in an environment of the robot working space is the most necessary task for efficient route planning (Samson, 1995). An optimization route of the motion robot has to satisfy goals such as shortest path, lowest energy consumption, or right time, without colliding with the obstacle on its paths (Raja & Pugazhenti, 2012).

The problem of effective route planning has attracted exceptional attention from many researchers, and many critical studies results had been obtained using both traditional and
metaheuristic methods. If the scale of a problem is large enough and has high degrees of freedom, the conventional methods involve high computational costs and a load of complexities (Volos, Kyprianidis, & Stouboulos, 2012). The robot route-planning problem is a fundamental NP-completeness problem. The proposed based on the inspiration of the swarm intelligent, the evolution genetic, or the natural phenomena, the metaheuristic algorithms can deal with the mentioned drawbacks of classical methods. The metaheuristic methods have been applied successfully to solve the problems in the robot path planning (Qu, Xing, & Alexander, 2013; Raja & Pugazhenthi, 2009; Samadi & Othman, 2013). Also due to NP completeness of the route-planning problem, metaheuristic algorithms have been created increasingly to face with heavy computational load, and complexities involved made the traditional methods difficult to use, with high degrees of freedom of route planning (Chu, Lee, & Sunwoo, 2012).

Artificial bees colony optimization (ABC) (Karaboga, 2005) and flower pollination algorithm (FPA) (Pan et al., 2017; Yang, 2012) are two powerful metaheuristic algorithms. These algorithms have been applied in many successful applications related to engineering and management fields (Chiroma et al., 2015; Karaboga, Gorkemli, Ozturk, & Karaboga, 2014). However, the disadvantages of these algorithms are the existence of the premature convergence in the later search period, which could be easy to converge to a local optimum, and loss of the accuracy of requirements sometimes. Diversity optimizations could overcome this issue because of difference jump out of local extrema. Improved diversity agents for optimization algorithm can be implemented by using communication between two algorithms and exchanging information among subpopulations of them.

In this paper, we extend our previous work (Pan, Dao, Nguyen, Chu, & Pan, 2016) by two further contributions that include implementing multi-objective optimization and, solving the mobile robot path planning based on the multi-objects. Because a robot needs to keep a safe space to avoid collisions with obstacles on its path, from a start point to the target point, the preventing trap local extrema has indeed been considered while planning pathways. Moreover, in practical situations, the environment of working space of robots has not just one criterion but more than one criterion. However, most of the optimal robot route-planning approaches have optimized this problem based on a single objective function, e.g. the path length. The obtained results from these methods are non-smooth, and robots might lose energy and time whenever moving abruptly or turning course. Many motion robot operations required a route planning that is efficient over several criteria.

Additionally, because of the previous work is a novel proposed algorithm of bees pollen optimizer (BPO) based on communicated ABC and FPA that is only for the single objective function in optimization. For the motion robot route planning with two objectives simultaneously, e.g. the distance and smooth criteria, the one objective function in the optimization of BPO cannot work out this problem of the path planning. This paper suggests multi-object BPO (MBPO), and figures out the motion robot route planning with two objectives simultaneously, based on MBPO.

2. Mobile robot path planning

The motion robot path planning is mainly modelled in an operation space of robot navigation as follows. Two-dimensional robot action area includes the obstacles, danger sources, and given robot (Sariff & Buniyamin, 2006). The primary task is to find out an
optimal collision-free path from start point to the target state. Optimal criteria for route planning are according to some preferred merits – e.g. the length, time, smoothness, and energy (Spong, Hutchinson, & Vidyasagar, 2006).

We model the environment of robot operations and the related objective functions of the robot path planning problem. Two considered phenomenon criteria of the path planning problem area for constructing objective functions include the shortness length and the smooth way.

2.1. Modelling of the robot working space

Because of moving points of the robot in two dimensions of robot workplace, coordinates $O-XY$ are used to describe the position of mobile robot and obstacles. The start point and the target position of the motion robot, the polygon entities, and the dashed circles are utilized to represent the constraints, respectively. To decrease the dimension of the decision variable, we use a transformed coordinate to locate the new $X'$-axis to coincide with the line Start-to-Target when Start-to-Target intersects to the $X$-axis. The formula of corresponding transformed coordinates is

$$
\begin{bmatrix}
  x' \\
  y'
\end{bmatrix} = \begin{bmatrix}
  \cos \theta & -\sin \theta \\
  \sin \theta & \cos \theta
\end{bmatrix} \times \begin{bmatrix}
  x \\
  y
\end{bmatrix} + \begin{bmatrix}
  x_{\text{Start}} \\
  y_{\text{Targ}}
\end{bmatrix}
$$

where $\theta$ is angle of anti-clockwise rotation from the $X$-axis to the line Start–Target, $(x_{\text{Start}}, y_{\text{Targ}})$ is the point Start in the coordinates $O_{x,y}$, and $(x', y')$ is the point $(x, y)$ in the new coordinates $Start_{x_0,y_0}$. First, the line Start–Target is divided into $n + 1$ equal segments by $n$ points. After drawing $n$ vertical lines through these points in turn, a set of parallel lines were denoted $\{l_1, l_2, \ldots l_n\}$. A complete path $\{p_1, p_2, \ldots p_n\}$ can be constructed by sampling at random on vertical lines of $l_1, l_2, \ldots l_n$. Hence, the robot path planning problem is transformed into optimizing the following set of points $\{\text{Start}, p_1, p_2, \ldots p_n, \text{Target}\}$. This path is a collision-free constraint. It means obstacles do not cover each point on this route, and each line among the set does not intersect with obstacles. The generated decision vector of search agents is at the beginning of the robot’s initialized position and regarding its sensing range.

2.2. Modelling objectives of the robot path planning

Let $L$ be the length of supposing path for moving robot on working place. It is a total of the stepped lines through the points that robot could pass or go. The approximated length of a path is as follows:

Supposing that the start state and the target state are $p_0$ and $p_{n+1}$, the length of a path can be approximated by

$$
L(p) = \sum_{i=0}^{n} d(p_i, p_{i+1})
$$

where $p_0$ and $p_{n+1}$ are the start and target states, respectively; $d(p_i, p_{i+1})$ denotes the distance between $p_i$ and $p_{i+1}$. In the coordinates $Start_{x_0,y_0}$, since the line Start-to-Target is
divided into $n+1$ equal segments, the value of $d(p_i, p_{i+1})$ can be calculated as follows:

$$d(p_i, p_{i+1}) = \sqrt{(x'_{p_i} - x'_{p_{i+1}})^2 + (y'_{p_i} + y'_{p_{i+1}})^2} \quad (3)$$

The generated agents of the algorithm population are such that along each sensing direction, an agent is at a certain distance from the robot, determined by the range of the used sensor.

Two considered phenomenon criteria of the path planning problem area for constructing objective functions include the shortness length and the smooth way that paid attention in this paper. The shortness path considers as the Euclidean distance of the moving agent for the first objective function. This range can be defined from the starting point to the goal positions in working place over each iteration:

$$F_1(p) = \sum_{i=0}^{n-1} d_i. \quad (4)$$

If any point of the obstacle is within the sensing range in the direction of a robot, a position near the barriers’ border will be selected as the searching component at that direction. Smoothness function is modeled for fit the segments in the path of the robot move forward safe and sound. The smoothness path is metric as the second objective function. This objective is mathematically described as the angle between the two imaginary lines connecting the goal point to the robot’s two successive positions over each generation.

The second objective function is computed as follows:

$$F_2(p) = \sum_{i=0}^{n-1} \varphi_i + \delta \times L, \quad (5)$$

where $L$ is the length of a mobile robot path included line segments; the angle of $\varphi_i$ is angle between the two line segments $(0 \leq \varphi \leq \pi)$, connecting the point $p_i$; $\delta$ is a positive constant. The objective functions of shortness criterion and smoothness are referred as $F_1(p)$ and $F_2(p)$, respectively. The total cost of fitness or objective functions of the feasible path $p$ included $n$ points are obtained by optimization process in the later section.

3. Bees pollen optimizer

BPO (Pan et al., 2016) was constructed based on the advantages of both artificial bees colony optimization (ABC) and FPA – e.g. robustness, fast convergence, and high flexibility. Before reviewing in detail the deployed construction of BPO, we need reviewing both the ABC and FPA algorithms summary briefly as below subsection.

3.1. Artificial bee colony optimization

Artificial bee colony optimization (ABC) is inspired by simulating the bees’ behaviours on sharing the searched food and nectar in their hive (Karaboga, 2005). The description of optimization with ABC is as follows.
A randomly generated proportion of ABC population is spread out into a solution space that is called the employed bees. The fitness value of these candidates is referred as nectar amount. A probability candidate of the employed bees is given as follows.

\[ \theta_i = \frac{F(p_i)}{\sum_{k=1}^{K} F(p_k)}, \]  

where \( K \) is some employed bees; \( p_i \) is of the \( i \)-th employed bee position; \( \theta_i \) is the probability the \( i \)-th employed bee of a food source; \( F(p_i) \) is assigned to get fitness function value of \( p_i \).

A food source is selected to move for every Onlooker bees by using the roulette wheel is used to select Onlooker bees based on the food source. Onlooker’s positions are modelled as follows:

\[ x_{ij}(t + 1) = p_{ij}(t) + \varphi(p_{ij}(t) - p_{kj}(t)) \]  

de where \( \varphi \) is a random number with range \([-1, 1]\), \( t \) is the number of iteration, \( p \) is the chosen employed bee randomly, and \( j \) is index of the solution dimension. The best location based on found fitness values so far are updated for the recorded memory.

The moving Scouts: if the improved working bees have no values with a so-called Limit of the iterations continuously, the food sources will be exhausted, and these employed bees will be transformed to scouts. ‘Limit’ is a predetermined number of iterations of continuous. The scouts are transformed by Equation (8):

\[ p_{ij} = p_{j\min} + \varepsilon \times (p_{j\max} - p_{j\min}), \]  

where \( \varepsilon \) is random variable with range \([0, 1]\). Checking termination condition is whether maximized iteration satisfies the termination or not. If stopping is not true, the programme will go the onlooker searching step in Equation (7); otherwise, it will be terminated, and the results are output and recorded.

### 3.2. Flower pollination algorithm

FPA is drawn inspiration from two pollination processes of the flowering plant, including self-pollination and cross-pollination (Yang, 2012). In the flowering plant, pollen are transported by pollinators according to the rules of Lévy flights, and they can self-pollinate randomly. Two universal concepts that guide the optimal process in the population-based algorithm are for exploring and exploiting the search space. A self-pollination of the flowering plant viewed as local pollination has been expressed for exploitation in the search area. However, a cross-pollination considered as global pollination that has been represented for exploration of a promising area search.

Because the flower pollination processes can occur at both local and global, to imitate this feature, the proximity probability \( p \) (denoted \( p \in [0, 1] \)) is to switch between natural global pollination to intensive local pollination. It means to change between the exploring and exploiting phases in FPA to control characteristics of local and global pollination. Let \( x_i^j, x_k^j \) be solution vectors of the pollen, i.e. pollen in the same plant or the flowers. We could model for the local pollination as follows:

\[ x_i^{j+1} = x_i^j + u \times (x_i^j - x_k^j) \]  

where \( u \) is a random variable with a distributed uniform \([0, 1]\). In cross-pollination considered global, gametes of flower pollen are carried by pollinators, e.g. insects. Insects
can often fly and move longer range. A Lévy flight can express flying insects over long distances with various length steps, and be used to mimic this characteristic efficiently. Let $L$ be a Lévy distribution with active as drawn formula.

$$L = \frac{\lambda \Gamma(\lambda) \times \sin\left(\frac{\pi \lambda}{2}\right)}{\pi \times s^{\lambda+2}},$$

where $\Gamma(\lambda)$ is the gamma function, and this distribution is valid for large steps $s > 0$. $L(\lambda)$ is called the step size like the parameter that corresponds to the strength of the pollination. Updating solution vectors learned from the cross-pollination for global pollination are given as

$$x_{i}^{t+1} = x_{i}^{t} + \gamma \times L(\lambda) \times (x_{i}^{t} - g^*),$$

where $g^*$ is the current best solution found so far, $\gamma$ is a scaling factor to control the step size, and $t$ is the current generation or iteration. In the evaluation for updating pollination, according to the fitness function, if $x_{j}^{t}$ and $x_{k}^{t}$ come from the same plants or the same selected population, $u$ becomes a local random walk. A probability switching $p$ is set to 0.8 as a preliminary parametric might offer to perform some applications (Yang, 2012).

### 3.3. Bees pollen optimizer

The main inspiration of this algorithm is taken based on frameworks of ABC (Karaboga, 2005) and FPA (Yang, 2012). The original idea of the algorithm is communication strategies in parallel processing for exchanging information between the populations for forwarding promising area search. The self-pollination and cross-pollination considered as the local and the global search in FPA achievement. The agents are like flies, bees, bats, and birds that can fly the long distances for playing as cross-pollination, and the pollen of the same plant is for representing as the self-pollination. Moreover, inspiration from honeybees’ behaviours on finding nectar is to define for different roles in the optimization process in ABC achievement.

The parallel structure of the employed bees and pollen is to immigrate to the best area of the strong agents among them by swapping positions. The copied best bees in ABC fly to other subpopulations in FPA to replace the poorer pollens with the best value, in reverse, the best pollens FPA would migrate to the weaker bees in ABC, substitute them, and update the positions of all subpopulations of the optimization algorithms in every period of exchanging time. The parallel structure of the employed bees and pollen is to immigrate to the best area of the strong agents among them by swapping positions. The copied best bees in ABC fly to other subpopulations in FPA to replace the poorer pollens with the best value, and update the positions of all subpopulations of the optimization algorithms in every period of exchanging time. The flow of this exchange between the bees and pollens is called communication. Several communication strategies include: a pair of groups’ exchange, the best agent of a group replace with all imperfect solution in the other groups, and some best solutions replace the weak individuals.

Moreover, evolved subpopulations could be created by dividing the population of the populated-based algorithm into, then applied the communication strategy to these group for forming a parallel structure. The advantages of applied strategies of communication to
algorithms are to achieve diversity cooperation, diversity population, and alternative running. The summarized main steps of the proposed BPO are described as shown in Figure 1. Notations used in the steps of the scheme: \( R \) is a period of exchanging solution information between FPA and ABC. \( N \) is BPO population size. \( N_1 \) and \( N_2 \) are ABC and FPA population sizes respectively, and e.g. they can be set to \( N/2 \). \( k \) (a number of the best-fitted individuals of a group) will be copied for replacing the same number of worst individuals in another group.

3.4. Evaluated BPO performance

The experimental results of the proposed BPO are compared with those obtained results of ABC (Karaboga, 2005), FPA (Yang, 2012), and Genetic algorithm (GA) (Whitley, 1994) for a set of selected six benchmark tests (Suganthan et al., 2005; Yao, Liu, & Lin, 1999) in regard to their performance of the accuracy and execution time.

Table 1 illustrates the BPO quality optimization for a set of testing functions with the ABC, FPA algorithms. Apparently, BPO method provides the better performance than those obtained from the ABC and FPA algorithms.

Figures 2–4 show the results of experiments for the first three testing problems of the BPO, ABC, and FPA algorithms in the same condition. Obviously, the performance for the cases of testing functions of BPO offers the better accuracy and convergence than the ABC and FPA.

4. MBPO for motion robot path planning

As the above-mentioned optimizer, BPO is only for the single objective problem (Pan et al., 2016). To solve multi-objective functions of the motion robot path planning, BPO has to extend to multi-objective bees pollen optimizer (MBPO is for short). MBPO is constructed based on combining BPO and Pareto-optimal front. Then applied MBPO is for dealing with
the problem of motion robot path planning. We present constructed MBPO, built objective function, modelled robot working space, and discussing results as follows.

4.1. Constructed MBPO

The multi-objective optimization problem for a maximizing/minimizing problem with \(d\)-dimensional decision vectors, a set of components of decision vector as \((p_1, p_2, \ldots, p_d) \in P \subset R^d\) and \(h\)-objectives is a form as follows:

\[
\text{Maximize/Minimize } F(p) = (f_1(p), f_2(p), \ldots, f_h(p))
\]

Subject to \(p \in [p_L, p_U]\), \((12)\)

where \(p\) is a decision vector and \(F(p)\) is the objective function with the objective vector as a set of \((f_1, f_2, \ldots, f_q) \in Q \subset R^h\). The search component in BPO is decision vector \(p\) that is belonging to the decision space \(P\) with \(d\)-dimensional. The objective function, i.e. \(F(p)\), belongs to the \(h\)-dimensional objective space \(Q\), in which the decision vector space can map the functions to the actual space, i.e. the space of objective functions. Subscripts \(L\) and \(U\) in \(p_L\) and \(p_U\) are constraints of lower and upper bounds in search components range, respectively. All the search agents of the decision vector of optimizer have to

| Benchmark tests | ABC  | FPA  | BPO  | Comparison performance (%) |
|-----------------|------|------|------|---------------------------|
| 1               | 1.45E + 00 | 1.48E + 00 | 1.05E + 00 | 38 | 41 |
| 2               | -4.87E + 03 | -4.10E + 03 | -6.09E + 03 | 20 | 33 |
| 3               | 1.65E + 02 | 1.73E + 02 | 1.29E + 02 | 28 | 34 |
| 4               | 1.60E-03 | 1.60E-03 | 1.10E-03 | 44 | 45 |
| 5               | -2.94E + 00 | -3.04E + 00 | -3.32E + 00 | 8 | 5 |
| 6               | -7.15E + 00 | -8.15E + 00 | -9.72E + 00 | 26 | 16 |
| Avge            | -7.86E + 02 | -6.56E + 02 | -9.95E + 02 | 28 | 30 |

Figure 2. Comparison of the performance of BPO with ABC and FPA for function of

\[
F_1(x) = \sum_{i=1}^n \sin(x_i)(\sin(\frac{jx^2}{\pi}))^{2m}, \quad m = 10.
\]
meet the constraints that form the decision space with the possible set of feasible, i.e. \( V = \{ p \in \mathbb{R}^d \mid p \in [p_L, p_U] \} \). The multi-objective optimization can be solved by applying the principle of Pareto-optimal solution (Horn, Nafpliotis, & Goldberg, 1994).

In Pareto-optimal solution, not component of \( p \) is larger than the corresponding element of \( q \), and at least one of the elements of \( p \) is smaller than \( q \), which is called \( q \) dominates \( p \). Similarly, the dominance relationship can be represented as follows:

\[
\Rightarrow p < q \quad \forall \; p = q.
\] (13)

A vector of solution with the domination \( p = (p_1, p_2, \ldots, p_n)^T \) on a vector \( q = (q_1, q_2, \ldots, q_n)^T \) for a minimization problem if and only if \( p_i \leq q_i \) for \( \forall \; i \in \{1, \ldots, n\} \) and \( \exists \; j \in \{1, \ldots, n\} : p_j < q_j \). The defined domination for maximization problems is only replacing denotation of \( \prec \) with the symbol of \( \succ \). Therefore, a position of Pareto solution \( x_\ast \) is called a non-dominated solution if no solution can be found that dominates on it. Let \( S \) be a set of solutions. The set of non-dominated solutions is referred to a Pareto front of a multi-objective optimization. Denoted \( Pf \) is the Pareto front of a multi-
objective optimization. $P_f$ can be modelled as follows:

$$P_f = \{ s \in S | \exists s' \in S : s' < s \} \quad (14)$$

A good approximation could be obtained from the Pareto front if a diverse range of solutions should be generated as the optimized solution space in Pareto front $S$.

### 4.2. Built objective function

As mentioned in the robot path planning problem in section 2, two objective functions of $F_1$ and $F_2$ are defined in Equations (4) and (5) for supposing the goal of optimization in this paper. The goal of the optimization here is to find the Pareto-optimal solutions. Formed MBPO is for multi-objective functions, as shown in Equation (12). The decision space includes $h$ objective space and $d$ dimension. Thus, we can deal the robot path planning problem with MBPO by applying Equations (4), (5), and (12) to construct formulated optimum as follows:

$$\text{Minimize } F(p) = (f_1(\hat{x}_i, \hat{y}_i), f_2(\hat{x}_i, \hat{y}_i))$$

Subject to $(\hat{x}_i, \hat{y}_i) \in (\hat{x}_L, \hat{y}_L), (\hat{x}_U, \hat{y}_U)$

$$i = m + 1, \ldots n, \quad (15)$$

where $p$ is an estimated coordinate assigned to $p = (\hat{x}_i, \hat{y}_i)$, that is decision vector corresponding to search agents in BPO. The lower and upper bounds of constraint values are assigned $(\hat{x}_L, \hat{y}_L), (\hat{x}_U, \hat{y}_U)$. Two objective functions $f_1$ and $f_2$ are the length path constraint and the smoothness path constraint, respectively. Generated $N$ search agents of population size should randomly distribute among the search space as uniformly as possible. Distributed agents regularly can achieve by sampling through the uniform distributions (Figure 5).

We obtained the results of the optimization from multi-objective functions based on Pareto-optimal solution. It is the ultimate goal of building a multi-objective optimal model for the mobile robot planning issues. Criteria constraints have to meet both the shortest path and the smoothest path constraints. The major essence of MBPO for the mobile robot path planning can describe as determining the dominant relationship according to the decision space possible set $\Omega$ and the Pareto front $F(p^*)$ saving Pareto-optimal solution set $S$ in an archive by Equation (15) and updating the best solution of multi-objective. The basic steps of the optimization are described in Figure 6.

### 4.3. Modelled robot working space and discussing results

The two-dimension robot working space is setting up with a mobile robot and the obstacles by points and shapes related to coordinates $XY$. The shapes of the barriers represent based on the identified centre, polygon entities, and the dashed circles. Initialized parameters of the proposed method are as follows. The population size $N$ is set to 200. The maximum number of iterations is 500. 2-D of environment map is set to resolution points of $w \times l$, e.g. $w = 300$, and $l = 500$, respectively. The obstacle shapes can be rectangle, square, or circle, and the generated position randomly for obstacles are set in the environment of the robot working space. Figure 8 shows a graphical user
Step 1: Modeling robot workspace including obstacles’ positions and shapes, and the robot’s start and target positions.

Step 2: Parsing solution is as mapping search agents to a model of robot planning during optimization.

Step 3: Implementing the proposed MBPO to find optimal paths of the above model.

Step 3.1: WHILE not maximum iterations is true; i.e., $t \leq T_{max}$, DO

Run BPO scheme as Fig. 1.

Take the best position of agent;

Calculate the objective values and the constraint-violated degree of each agent by Eq. (15)

Step 3.2: Store all non-dominated feasible particles into the feasible archive, and non-dominated infeasible agents into the infeasible archive; Update the feasible archive and the infeasible archive;

Increase the loop counter, $t = t + 1$

Step 3.4: Output optimal results.

Step 4: Guide the robot forward to the target location by the obtained optimal path.

Figure 5. MBPO-Pareto-optimal solution for two objective functions (F1) and (F2) as Equations (4) and (5).

Figure 6. Described steps of MBPO for the robot path planning.

interface scheme of MBPO for motion robot route planning with setting two dimensions up of its environments Figure 7.

The coordinates of the starting and targeting points, the number of obstacles, and the coordinate of the robot could be set or reset as shown in Figure 8. Combination of two
objective functions $f_1$ and $f_2$ as in Equations (4) and (5) with Pareto evolution solution Equation (12) could make MBPO up as in Equation (15). We applied MBPO to execute the constraint problem in Equation (15). With setting the limitations of working space boundaries, we generate multiple feasible paths randomly that the robot can select in the running path planning. A parameter of error rate (ER) is used to evaluate the performance metric of the multi-objective optimization algorithms (Deb, Agrawal, Pratap, & Meyarivan, 2000). A measured ER is the probability of whether the obtained non-dominated solution is the real Pareto frontier or not. Calculation for ER is as follows:

$$\text{ER} = \frac{\sum_{i=1}^{n'} x_i}{n'}.$$  \tag{16}

Let $x$ be a set of solutions that is obtained from Pareto frontier. A number of the optimal points obtained in Pareto frontier is set to $n'$. If any obtained solutions to be actual Pareto frontier elements is true then $x_i$ is set to 0; otherwise, 1 is assigned $x_i$.

Conducted some testing the proposed method in the experiments have done with various obstacles density based on two objective functions e.g. the path length, and smoothness. Figures 7 and 8 show the robot path planning results in different barrier shapes and density. The set concave for the obstacle shape is to verify the paths effectiveness in the

**Figure 7.** Setting environments of robot workspace. (a) Two-dimensions of robot workplace. (b) Setting centre id of sensing area of obstacles.

**Figure 8.** Optimization of robot path planning with various segments. (a) Simulation of robot planning optimization with setting line segments among obstacles. (b) The robot workspace configuration with different setting sparse solutions.
complex environments. Observedly, the motion robot could well avoid the concave obstacle and find out the shortest path from the starting position to the target.

Moreover, to verify the effectiveness of the proposed MBPO for the motion robot path planning, the experimental results are also compared with the same kind of approach, e.g. multi-object genetic algorithm (MOGA) (Castillo, Trujillo, & Melin, 2007). Figure 9 shows the comparison of the obtained results by Pareto-optimal solutions of applied MBPO for the motion robot path planning with the obtained results from MOGA. Further, the probability of the obtained non-dominated solution on Pareto frontier is calculated according to Equation (16), for MBPO the ER has received is 0.1; however, this figure for MOGA for robot planning problem RE is only 0.2. Visibly, the optimal solutions of the MBPO are closer to the Pareto frontier than the obtained of MOGA method. It means that the proposed method of MBPO shows a better performance than that of the MOGA method (Figure 10).

Figure 9. Optimization of robot planning by different density obstacles. (a) Random shapes with 60 obstacles in optimization of robot planning. (b) Random shapes with 50 obstacles in optimization of robot planning.

Figure 10. The Pareto solutions of the MOGA (Castillo et al., 2007) and the proposed MBPO methods for robot planning problem.
5. Conclusion

This study proposed an MBPO based on a novel BPO and figured the mobile robot path planning out with two objectives simultaneously, e.g. the shortest distance and smooth criteria. MBPO has taken into account the excellent strength points of the Artificial bee’s colony (ABC) and Flower pollination algorithm (FPA) as a cooperation of optimization algorithms to make the diversity agents and parallel computation for dealing with a trapped local optimal issue of the optimization algorithms. The mobile robot path planning is the NP-complete problem; therefore dropping into trap local extrema could happen during optimization.

Moreover, due to interference phenomena among unnatural dimensions of the motion robot’s operations space, optimal path planning of them has to satisfy not just one criterion, but rather the multi-objects. MBPO can be applied to work out two objectives of the shortness path and smoothness path. The operation environment of robot consists of the positions and the shapes of obstacles, and the robot’s start and target positions that were set up for the agents of MBPO that mapped to a parsing solution based on Pareto solution.

A series of simulations are executed in some environments for the best pathway once the robot reaches its goal. The results indicate that the proposed approach offered the robot a path to its target without touching the obstacles and efficiently completed the robot path planning task with a convincing performance. Comparing the results with those of other methods, it is clear that the proposed method provides a better performance and the less ER than others.
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