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Abstract

Much progress has recently been made in understanding the complexity landscape of sub-graph finding problems in the CONGEST model of distributed computing. However, so far, very few tight bounds are known in this area. For triangle (i.e., 3-clique) listing, an optimal $\tilde{O}(n^{1/3})$-round distributed algorithm has been constructed by Chang et al. [SODA 2019, PODC 2019]. Recent works of Eden et al. [DISC 2019] and of Censor-Hillel et al. [PODC 2020] have shown sublinear algorithms for $K_p$-listing, for each $p \geq 4$, but still leaving a significant gap between the upper bounds and the known lower bounds of the problem.

In this paper, we completely close this gap. We show that for each $p \geq 4$, there is an $\tilde{O}(n^{1-2/p})$-round distributed algorithm that lists all $p$-cliques $K_p$ in the communication network. Our algorithm is optimal up to a polylogarithmic factor, due to the $\tilde{\Omega}(n^{1-2/p})$-round lower bound of Fischer et al. [SPAA 2018], which holds even in the CONGESTED CLIQUE model. Together with the triangle-listing algorithm by Chang et al. [SODA 2019, PODC 2019], our result thus shows that the round complexity of $K_p$-listing, for all $p$, is the same in both the CONGEST and CONGESTED CLIQUE models, at $\tilde{\Theta}(n^{1-2/p})$ rounds.

For $p = 4$, our result additionally matches the $\tilde{\Omega}(n^{1/2})$ lower bound for $K_4$-detection by Czumaj and Konrad [DISC 2018], implying that the round complexities for detection and listing of $K_4$ are equivalent in the CONGEST model.
1 Introduction

Subgraph detection and listing are fundamental graph problems that have been extensively studied in various computational models [2, 3, 11, 17, 23, 25]. In this paper, we focus on the CONGEST model of distributed computing, where the communication network is identical to the \(n\)-node input graph \(G = (V,E)\). In this model, each node \(v \in V\) represents a computing device, and each edge \(e \in E\) represents a communication link. Each node \(v \in V\) has an \(O(\log n)\)-bit unique identifier ID\((v)\). The communication proceeds in synchronous rounds. In each round, each node \(v\) can send an \(O(\log n)\)-bit message along each edge \(e\) incident to \(v\).

Given a fixed graph \(H\), the \(H\)-detection problem requires that at least one node in the network detects a copy of \(H\) if the underlying network \(G\) contains \(H\) as a subgraph, and the \(H\)-listing problem requires that each subgraph \(H\) of \(G\) is detected by some node in the network.

1.1 Prior Work on Distributed Clique Listing

The \(K_p\)-listing problem, for all \(p\), can be solved trivially in \(\tilde{O}(\Delta)\) rounds by having each node \(v\) broadcast the list \(\{\text{ID}(u) \mid u \in N(v)\}\) to all its neighbors \(N(v)\), where \(\Delta < n\) is the maximum degree of the graph. The first breakthrough in this area is by Izumi and Le Gall [19], who showed that \(K_3\)-detection and listing can be solved in \(\tilde{O}(n^{2/3})\) rounds and \(\tilde{O}(n^{3/4})\) rounds, respectively.

Later, Chang et al. [6] and Chang and Saranurak [7] brought the round complexity down to \(\tilde{O}(n^{1/3})\), matching the \(\Omega(n^{1/3})\) lower bound [19, 24] by a polylogarithmic factor. The main idea underlying the approach of [6, 7] is expander decompositions. An expander decomposition removes \(\epsilon\)-fraction of the edges so that the remaining connected components have conductance at least \(\phi\). It was shown in [6, 7] that an expander decomposition with parameters \(\epsilon = 1/\text{polylog}(n)\) and \(\phi = 1/\text{polylog}(n)\) can be constructed in \(O(n^{0.001})\) rounds.

Once an expander decomposition is constructed, we can apply expander routing [14, 15] to each high-conductance cluster \(C\) in the expander decomposition. Specifically, after \(O(n^{0.001})\) rounds of pre-processing, within poly\((\phi^{-1}, \log n)\) rounds we can let each \(v \in C\) communicate with any arbitrary \(\deg_C(v)\) nodes in \(C\), not just the local neighbors of \(v\) [7], where \(\deg_C(v)\) is the number of neighbors of \(v\) in \(C\).

Using expander routing, \(K_p\)-listing can be solved in \(\tilde{O}(n^{1-2/p})\) rounds on graphs with conductance \(\phi = 1/\text{polylog}(n)\) [6]. Based on this result, the \(K_3\)-listing algorithm of [14, 15] works as follows. Construct an expander decomposition to partition the nodes into high-conductance clusters. For each cluster \(C\), use expander routing to list all \(K_3\) involving at least one edge in \(C\), in parallel, in \(\tilde{O}(n^{1/3})\) rounds. Then recurse on the subgraph induced by the remaining inter-cluster edges.

Things become complicated when \(p \geq 4\), as \(K_p\) can involve edges in more than one cluster in this case. The first sublinear \(K_p\)-listing algorithms for \(p = 4\) and \(p = 5\) were given by Eden et al. [10]. To deal with the cross-cluster clique instances, they classify the nodes outside a cluster \(C\) into heavy nodes and light nodes based on the number of neighbors in \(C\). Each heavy node \(v\) has sufficiently many neighbors in \(C\) so that \(v\) has enough bandwidth to send its entire list of neighbors to \(C\) efficiently. For each light node \(v\), it only needs to send its list of neighbors restricting to those in \(C\), and this can be done efficiently since a light node only has a small number of neighbors in \(C\). Choosing the threshold of the classification properly, this information gathering can be done in sublinear rounds. After this step, each cluster \(C\) contains all the edges that can potentially form a clique \(K_p\) with existing edges in \(C\). Finally, they apply the expander routing to each cluster \(C\) to solve the \(K_p\)-listing problem. Using this approach, they showed that \(K_4\) and \(K_5\) can be listed in \(\tilde{O}(n^{5/6})\) and \(\tilde{O}(n^{21/22})\) rounds, respectively.
Recently, Censor-Hillel et al. [4] showed that $K_p$-listing can be solved in sublinear rounds for all $p$. One major shortcoming of the approach of [10] is that the number of edges sent to a cluster $C$ can be significantly larger than the number of edges in $C$. As the total bandwidth in expander routing depends on the number of edges in $C$, this makes the listing algorithm inefficient. To overcome this issue, Censor-Hillel et al. [4] proposed the following arboricity decreasing framework, which is based on a variant of the expander decomposition considered in [6] that allows an additional small arboricity part $E_s$.

The expander decomposition of [6] partitions the edge set $E$ into three parts $E_m$, $E_s$, and $E_r$. The set $E_m$ represents the edges inside a high-conductance cluster. The set $E_s$ induces a subgraph of arboricity at most $n^δ$, where $0 < δ < 1$ is a given parameter. The set $E_r$ is the remaining edges, and it satisfies $|E_r| < |E|/6$. In this decomposition, each cluster $C$ of $E_m$ not only has conductance $1/\text{polylog}(n)$ but also each node $v$ in $C$ has $Ω(n^δ)$ neighbors in $C$. Such a decomposition can be constructed in $\tilde{O}(n^{1-δ})$ rounds [6].

The idea of [4] is to first recurse on $E_r$. After $E_r$ is empty, recurse on $E_s$ with a slightly smaller parameter $δ$, and so the arboricity of the graph is gradually decreasing during the process. This approach ensures that during the process, the minimum degree in a cluster under consideration is within a small factor to the overall arboricity of the graph. They showed that $K_p$-listing can be solved in $\tilde{O}(n^{2/3})$ rounds for $p = 4$ and $\tilde{O}(n^{p/(p+2)})$ rounds for $p ≥ 5$.

This still leaves a significant gap between the upper bounds of [4] and the $\tilde{Ω}(n^{1-2/p})$-round lower bound of Fischer et al. [13].

1.2 New Result

In this paper, we prove the following theorem, which completely closes this gap.

**Theorem 1.1.** For each $p ≥ 4$, the $K_p$-listing problem can be solved in $\tilde{O}(n^{1-2/p})$ rounds with high probability in the CONGEST model.

More precisely, our result matches the $\tilde{Ω}(n^{1-2/p})$ lower bound for $K_p$-listing of Fischer et al. [13] up to a polylogarithmic factor, and it also matches the $\tilde{Ω}(n^{1/2})$ lower bound for $K_p$-detection of Czumaj and Konrad [8] for the case of $p = 4$.

Prior to this work, there were only two known non-trivial tight bounds in the area of distributed subgraph listing: $Θ(n^{1/3})$ for triangles $K_3$ [7] and $Θ(n)$ for 4-cycles $C_4$ [10].

The CONGESTED CLIQUE model is a variant of CONGEST that allows all-to-all communication in each round. The lower bound of [13] also holds in the CONGESTED CLIQUE model, and so our result shows that the round complexity of $K_p$-listing is the same in both CONGEST and CONGESTED CLIQUE up to a polylogarithmic factor, and this implies that allowing distant nodes to communicate directly does not allow us to list cliques much faster. This statement is not true for many other subgraphs. For $C_4$, detection and listing can be solved in $O(1)$ and $\tilde{O}(n^{1/2})$ rounds in CONGESTED CLIQUE, respectively [5], but these problems have much higher lower bounds in CONGEST: $\tilde{Ω}(n^{1/2})$ for detection [0,22] and $Ω(n)$ for listing [10].

1.3 Technical Overview

As discussed earlier, there are two main challenges in dealing with cross-cluster cliques for the case of $p ≥ 4$. The first challenge is that each cluster $C$ needs to efficiently list all $K_p$ with at least one edge inside $C$. The main difficulty here is that the number of relevant edges outside of $C$ that can form a $K_p$ with existing edges in $C$ can be much higher than the number of edges in $C$. In other words, the problem size for subgraph listing can be much higher than the number of edges that can
be used in communication. The second challenge is that each cluster $C$ needs to efficiently gather all the needed information from outside of $C$ into $C$. Specifically, we need to let $C$ learn each edge outside of $C$ that can potentially form a $K_p$ instance with edges in $C$.

**Optimal sparsity-aware listing.** Our main technical ingredient to deal with the above first challenge is an *optimal* sparsity-aware listing algorithm (Theorem 3.2 in Section 3). We show that the task of listing all instances of $K_p$ with at least one edge in $C$ can still be solved optimally in $O(n^{1-2/p})$ rounds, as long as the average degree in $C = (V_C, E_C)$ satisfies some mild requirements. This result works even in the case the number of edges outside of $C$ is much higher than the number of edges in $C$. For comparison, the previous attempts in coping with this challenge mostly only focus on limiting the number of edges outside of $C$ to consider [4,10].

Before explaining our algorithm, let us review the $K_p$-listing algorithm on a high-conductance graph $G = (V, E)$ in [6]. Partition the node set $V$ into $n^{1/p}$ parts, so that the number of $p$-tuples of parts is $n$. Associate each node $v \in V$ with $O(\deg(v) \cdot |V|/|E|)$ $p$-tuples, and each node $v$ is responsible for listing all $K_p$ corresponding to the $p$-tuples assigned to $v$. A simple calculation shows that if the partition is done randomly, then each node needs to gather $\deg(v) \cdot O(n^{1-2/p})$ edges in expectation to fulfill its clique listing task. A more complicated calculation shows that the actual number of edges is concentrated around its expectation, and so we can use the expander routing algorithm of [14,15] to solve the $K_p$-listing problem in $O(n^{1-2/p})$ rounds. Note that this algorithm does not give us the optimal round complexity in our setting, as the number of edges under consideration for $K_p$-listing can be much higher than the number of edges that can be used in communication.

The new idea in this paper is to exploit the varying sparsity of different edge sets. Instead of partitioning the nodes into $n^{1/p}$ parts with roughly equal size, we allow different parameters for the number of parts for $V_C$ and $V \setminus V_C$ in the random partition. We show that if the average degree $|E_C|/|V_C|$ of $C$ is sufficiently high, and if each node $v \in V_C$ has $1/\text{polylog}(n)$ fraction of its neighbors in $C$, then we can still achieve the optimal round complexity $O(n^{1-2/p})$.

For this to work, we need to show good bounds on the number of edges that we can have between any two parts in the random partition. To this end, we prove a partition lemma (Lemma 3.1 in Section 3), which generalizes [6, Lemma 4.2] to multiple edge sets.

**Efficient transmission of edges across clusters.** For the above second challenge, in this paper we adapt an approach similar to the classification of nodes into heavy ones and light ones in [10]. Considering a cluster $C$, we want to gather all the edges that can potentially form a $K_p$ with edges in $C$. Define $S^*$ as the set of nodes $v \in V \setminus V_C$ such that $\deg_{V \setminus V_C}(v) = \Omega(n^{1-2/p} \cdot \deg_C(v))$, i.e., the number of neighbors of $v$ outside of $C$ is at least $\Omega(n^{1-2/p})$ times the number of neighbors of $v$ inside $C$. We call the nodes in $S^*$ the light nodes. Observe that each heavy node $v \in (V \setminus V_C) \setminus S^*$ can send all its incident edges to $C$ in $O(n^{1-2/p})$ rounds, due to its high number of neighbors in $C$.

We focus on the light nodes in the subsequent discussion. Define $S$ as the subset of $V_C$ such that $v \in S$ if $v$ has $\Omega(n^{1-2/p})$ neighbors in $S^*$. Note that each $v \in V_C \setminus S$ can learn all the relevant edges incident to the light nodes that can potentially form a $K_p$ with $v$. Therefore, the only bad edges that we cannot deal with are the edges contained in $S$. We will show that it is possible to assume that each cluster has at least $\Omega(n^{1-2/p})$ nodes, and so there are at most $O(n^{2/p})$ clusters. A calculation reveals that whenever $p \geq 5$, the set of bad edges over all clusters constitute at most a constant fraction of $E$. By deferring dealing with these bad edges to subsequent iterations, we are done listing all instances of $K_p$ after $O(\log n)$ iterations. Section 4 contains the above proof, thus we obtain Theorem 1.1 for $p \geq 5$. 
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A different strategy is needed to deal with $K_4$, as in this case we cannot obtain a good bound on the number of bad edges. We construct an expander decomposition recursively on the subgraph induced by the inter-cluster edges to cover all edges by high-conductance clusters. Now we only need to consider $K_4 = \{v_1, v_2, v_3, v_4\}$ instances crossing a cluster $C$ at the top-level expander decomposition and some other other cluster $C^*$ in the sense that $\{v_1, v_2\} \in E_C$ and $\{v_3, v_4\} \in E_{C^*}$.

We go over all possible pairs of $C$ and $C^*$ in parallel to let $C$ learn the edges in $C^*$ that can potentially form a $K_4$ with edges in $C$, by applying our above approach, replacing $V \setminus V_C$ by $V_{C^*} \setminus V_C$.

The advantage of this new strategy is that it allows us to deal with the bad edges as follows. It is possible to show that the bad edges in $\Omega(\Delta \log n)$ lower bound [13] for the triangle listing problem has round complexity $\tilde{O}(n^{1/2})$ for all even $p \geq 4$, Fischer et al. [13] showed that $\tilde{O}(n^{1/2})$ rounds are needed for $K_p$ detection for all $4 \leq p \leq n^{1/2}$ and that $\tilde{O}(p/n)$ rounds are needed for $K_p$ detection for all $p \geq n^{1/2}$.

For cycles, Drucker et al. [9] showed that for fixed $p \geq 4$, $C_p$-detection requires $\Omega(ex(n, C_p)/n)$ cycles, where $ex(n, H)$ is the Turán number that counts the maximum number of edges that an $n$-node graph can have without containing a subgraph isomorphic to $H$. Therefore, we have a lower bound of $\Omega(n)$ for detecting $C_p$ when $p$ is odd, and we have a lower bound of $\tilde{O}(n^{1/2})$ for the case $p = 4$. Korhonen and Rybicki [22] extended this result to make the $\tilde{O}(n^{1/2})$ lower bound apply for all even $p$. They also showed that $C_p$-detection can be solved in $O(n)$ rounds for any constant $p$, implying that for constant odd values $p$ the complexity for $C_p$-detection is $\tilde{Θ}(n)$. For even-length cycles, Fischer et al. [13] showed that $C_{2p}$-detection can be solved in $O(n^{1-1/(p(p-1))})$ rounds. Eden et al. [10] later improved this result to $\tilde{O}(n^{1-2/(p^2-p+2)})$ rounds for odd $p \geq 3$, and at most $\tilde{O}(n^{1-2/(p^2-2p+4)})$ rounds for even $p \geq 4$. Using expander decompositions, Eden et al. [10] demonstrated a barrier to proving lower bounds for even-length cycle detection. There is a constant $\delta \in (0, 1/2)$ such that any $\Omega(n^{1/2+\delta})$ lower bound on $C_{2p}$-detection would imply a new circuit lower bound.

Subgraph detection beyond cliques and cycles were also considered in the literature [12][13][16][22]. Fischer et al. [13] constructed a family of graphs $H_p$ with $p$ nodes such that $H_p$-listing requires $\Omega(n^{2-1/p})$ rounds. Later, Eden et al. [10] showed that for any $p$-node graph $H$, the $H$-detection problem can be solved in $n^{2-\Omega(1/p)}$ rounds, almost matching the lower bound of Fischer et al. [13].

Variants of subgraph finding problems requiring subgraphs to be reported by its constituent nodes were considered in [1][13][18][19]. This additional requirement changes the nature of the problem drastically. For example, the local triangle listing problem, which requires each $K_3$ to be reported by one of its three constituent nodes, requires $\tilde{Θ}(n)$ rounds [19], while the standard triangle listing problem has round complexity $\tilde{Θ}(n^{1/3})$. For the simpler problem that asks each node to decide whether it belongs to a triangle, any one-round deterministic algorithm requires messages of size $\Omega(\Delta \log n)$ [1], matching the trivial upper bound. For the randomized setting, there is an $\Omega(\Delta)$ lower bound [13] for the same problem. From the upper bound side, Huang et al. [18] showed that the local triangle listing problem can be solved in $O(\Delta/\log n + \log \log \Delta)$ rounds with high probability, matching the $\tilde{Θ}(\Delta/\log n)$ lower bound of Izumi and Le Gall [19] whenever $\Delta > \log n \log \log \log n$.

Quantum algorithms for distributed triangle detection have been proposed recently by Izumi
et al. [20], where they showed that triangle detection can be solved in $\tilde{O}(n^{1/4})$ rounds in the quantum version of CONGEST. This gives another example of a quantum algorithm beating the best known classical algorithms in distributed computing, as the current best known upper bound for distributed triangle detection in the classical setting is $\tilde{O}(n^{1/3})$ [7].

2 Preliminaries

We denote the set of neighbors of $v$ by $N(v)$. For a node $v$ and a set of nodes $S$, we denote by $\text{deg}_S(v)$ the number of neighbors that $v$ has in $S$. Given a graph $G = (V, E)$ and two subsets $S, S' \subseteq V$, let $E(S, S') \subseteq E$ denote the set of edges with one extremity in $S$ and the other extremity in $S'$.

The conductance of a cut $(S, V \setminus S)$ is defined as $\Phi(S) = |\partial(S)| / \min\{\text{vol}(S), \text{vol}(V \setminus S)\}$, where $\text{vol}(U) = \sum_{v \in U} \text{deg}(v)$, and $\partial(S) = E(S, V \setminus S)$ is the set of edges between $S$ and $V \setminus S$. The conductance of a graph $G = (V, E)$, denoted by $\Phi(G)$, is defined as the minimum of the conductance of each cut in the graph, that is, $\Phi(G) = \min_{S \subseteq V} \Phi(S)$. A lazy random walk of a graph $G = (V, E)$ is a random walk on $V$ such that in each step, with probability $1/2$ it stays at the same node, and with probability $1/2$ it moves to a neighbor of the node, chosen uniformly at random. We have the following relation [21] between the mixing time $\tau_{\text{mix}}(G)$ and conductance $\Phi(G)$:

$$\Theta\left(\frac{1}{\Phi(G)}\right) \leq \tau_{\text{mix}}(G) \leq \Theta\left(\frac{\log n}{\Phi^2(G)}\right).$$

Let $S$ be a node set. We write $G[S]$ to denote the subgraph induced by $S$, and we write $G\{S\}$ to denote the graph resulting from adding $\text{deg}_V(v) - \text{deg}_S(v)$ self loops to each node $v$ in $G[S]$, where each self loop of $v$ contributes 1 in the calculation of $\text{deg}(v)$. Note that we always have

$$\Phi(G\{S\}) \leq \Phi(G[S]).$$

An $(\epsilon, \phi)$-expander decomposition of a graph $G = (V, E)$ is a partition of the node set $V = V_1 \cup V_2 \cup \cdots \cup V_k$ satisfying the following conditions.

- For each cluster $V_i$, we have $\Phi(G(V_i)) \geq \phi$.
- The number of inter-cluster edges is at most $\epsilon|E|$.

**Theorem 2.1** (Expander decomposition [7]). An $(\epsilon, \phi)$-expander decomposition with $\epsilon = 1/\text{polylog}(n)$ and $\phi = 1/\text{polylog}(n)$ can be constructed in $O(n^{0.001})$ rounds with high probability.

Note that we have the conductance guarantee not only for $G[C]$ but also for $G\{C\}$, for each cluster $C = (V_C, E_C)$ in the expander decomposition. In particular, each $v \in V_C$ with $|V_C| > 1$ must have at least an $1/\text{polylog}(n)$ fraction of its neighbors in $C$, since otherwise $G\{C\}$ cannot have mixing time $\text{polylog}(n)$.

**Theorem 2.2** (Expander routing [7][14]). Suppose $\tau_{\text{mix}}(G) = \text{polylog}(n)$. There is an $O(n^{0.001})$-round algorithm that pre-processes the graph such that for any subsequent routing task where each node $v$ is a source and a destination of at most $L \cdot \text{deg}(v)$ messages of $O(\log n)$ bits, all messages can be delivered in $L \cdot \text{polylog}(n)$ rounds with high probability.

To summarize, combining Theorem 2.1 and Theorem 2.2 in $O(n^{0.001})$ rounds we can partition the node set $V$ into clusters with small mixing time $\text{polylog}(n)$ and so the above routing task can be solved efficiently. Furthermore, for a node $v \in V_C$ for any cluster $C = (V_C, E_C)$ with $|V_C| > 1$, it holds that $\text{deg}_{C}(v) \geq \text{deg}(v) / \text{polylog}(n)$. Note that for the trivial case of $|V_C| = 1$, we have $E_C = \emptyset$, and so there is no $K_p$ with edges in $C$. Therefore, in subsequent discussion, we only consider the clusters with more than one node.
3 Optimal Sparsity Aware Listing Algorithm

We present an algorithm which can be executed in a subgraph with good mixing time in order to optimally list all copies of $K_p$, for a given $p \geq 4$, with at least one edge in the subgraph, and potentially other edges outside of it. In order to show this algorithm, we begin by presenting a partitioning lemma, and then proceed to showing a theorem which performs sparsity aware listing.

3.1 Input Partitioning

We can modify the argument of [6] Lemma 4.2 in order to get the following statement.

Lemma 3.1. Let $G = (V, E)$ be a graph of maximum degree $\Delta$ where $V = V_1 \cup V_2$ for two disjoints sets $V_1, V_2$ and $E = E_1 \cup E_2 \cup E_{12}$ for three sets $E_1 \subseteq V_1 \times V_1$, $E_2 \subseteq V_2 \times V_2$ and $E_{12} \subseteq V_1 \times V_2$. Let $m_1, m_2$ and $m_{12}$ be upper bounds on the size of $E_1, E_2$ and $E_{12}$, respectively. Let $a, b$ and $\bar{n}$ be three positive integers, with $a \leq b$, satisfying the following conditions:

(a) $m_1 \geq 20a|V_1|\log \bar{n}$ and $m_1 \geq 400a^2 \log^2 \bar{n}$;
(b) $m_2 \geq 20b|V_2|\log \bar{n}$ and $m_2 \geq 400b^2 \log^2 \bar{n}$;
(c) $m_{12} \geq 20a|V_1|\log \bar{n}$, $m_{12} \geq 20a|V_2|\log \bar{n}$ and $m_{12} \geq 400a^2 \log^2 \bar{n}$.

Assume that we create a partition $V_1^1, \ldots, V_1^a$ of $V_1$ as follows: each node $v \in V_1$ chooses uniformly at random a value $j \in \{1, \ldots, a\}$ and joins the set $V_1^j$. Similarly we create a partition $V_2^1, \ldots, V_2^b$ of $V_2$ as follows: each node $v \in V_2$ chooses uniformly at random a value $j \in \{1, \ldots, b\}$ and joins the set $V_2^j$. Then with probability at least $1 - \frac{300b^2 \log \bar{n}}{\bar{n}^5}$ the following three statements hold:

1. $|E(V_i^j, V_i^j)| \leq 24(m_1/a^2)$ for all $(i, j) \in [a] \times [a]$;
2. $|E(V_i^j, V_j^j)| \leq 24(m_2/b^2)$ for all $(i, j) \in [b] \times [b]$;
3. $|E(V_i^j, V_j^j)| \leq 8(m_{12}/a^2)$ for all $(i, j) \in [a] \times [b]$.\footnote{It is actually possible to obtain the stronger upper bound $|E(V_i^j, V_j^j)| = O(m_{12}/(ab))$ by imposing the stronger conditions $m_{12} \geq 20b|V_1|\log \bar{n}$ and $m_{12} \geq 400ab \log^2 \bar{n}$. The present statement, which is slightly easier to prove, nevertheless suffices for our purpose.}

Proof. For any $(i, j) \in [a] \times [a]$, Statement (1) holds with probability at least $1 - (10 \log \bar{n})/\bar{n}^5$ from [6] Lemmas 4.2 and 4.3. Similarly, for any $(i, j) \in [b] \times [b]$, Statement (2) holds with probability at least $1 - (10 \log \bar{n})/\bar{n}^5$ as well. Let us show below that for any $(i, j) \in [a] \times [b]$, Statement (3) holds with probability at least $1 - (10 \log \bar{n})/\bar{n}^5$. Using the union bound then concludes the proof.

Let us fix $(i, j) \in [a] \times [b]$. For each edge $e \in E_{12}$ let $x_e$ denote the random variable that has value 1 if $e \in E(V_i^j, V_j^j)$ and value 0 otherwise. Let us write $X = |E(V_i^j, V_j^j)|$. Observe that $X = \sum_{e \in E_{12}} x_e$ and $E[X] = \left|E_{12}\right|/ab$. By Markov’s inequality we have

\[
\Pr[X \geq 8(m_{12}/a^2)] = \Pr[X^c \leq (8(m_{12}/a^2))^c] \leq \frac{E[X^c]}{8(m_{12}/a^2)^c} = \frac{a^2 E[X^c]}{8c m_{12}^2},
\]

for any value $c > 0$. We choose the value $c = \lceil 20 \log \bar{n} \rceil$.

Now let us write

\[
E[X^c] = E \left[ \left( \sum_{e \in E_{12}} x_e \right)^c \right] = \sum_{k=0}^{c} \sum_{\ell=0}^{c} \sum_{k=0}^{c} \sum_{\ell=0}^{c} \frac{1}{a^{k+\ell}} \leq \sum_{k=0}^{c} \sum_{\ell=0}^{c} \frac{1}{a^{k+\ell}},
\]
where \( f_{k\ell} \) denotes the number of \( c \)-tuples of edges from \( E_{12} \) that have \( k \) distinct points in \( V_1 \) and \( \ell \) distinct points in \( V_2 \).

We associate to each \( c \)-tuple of edges \((e_1, \ldots, e_c) \in E_{12}^c \) a vector \( \vec{v} \in \{(0, 0), (0, 1), (1, 0), (1, 1)\}^c \) as follows: for each \( s \in \{1, \ldots, c\} \), we set

\[
\vec{v}_s = \begin{cases} 
(0, 0) & \text{if } e_s \in (V_1^i \setminus U_s) \times (V_2^j \setminus W_s), \\
(0, 1) & \text{if } e_s \in (V_1^i \setminus U_s) \times W_s, \\
(1, 0) & \text{if } e_s \in U_s \times (V_2^j \setminus W_s), \\
(1, 1) & \text{if } e_s \in U_s \times W_s,
\end{cases}
\]

where \( U_s \subseteq V_1^i \) denotes the set of nodes from \( V_1^i \) that are the endpoint of at least one edge in \( \{e_1, \ldots, e_{s-1}\} \), and \( W_s \subseteq V_2^j \) denotes the set of nodes from \( V_2^j \) that are the endpoint of at least one edge in \( \{e_1, \ldots, e_{s-1}\} \). We say that the vector \( \vec{v} \) is of type \((d_{00}, d_{01}, d_{10}, d_{11})\) if it contains \( d_{00} \) times the coordinate \((0, 0)\), \( d_{01} \) times the coordinate \((0, 1)\), \( d_{10} \) times the coordinate \((1, 0)\), and \( d_{11} \) times the coordinate \((1, 1)\), for positive integers \( d_{00}, d_{01}, d_{10} \) and \( d_{11} \) such that \( d_{00} + d_{01} + d_{10} + d_{11} = c \).

A given vector \( \vec{v} \) is associated to more than one \( c \)-tuple in \( E_{12}^c \). A crucial observation is that there are at most

\[
m^{d_{00}} (c|V_1|)^{d_{01}} (c|V_2|)^{d_{10}} c^{2d_{11}}
\]

\( c \)-tuples \((e_1, \ldots, e_c) \in E_{12}^c \) that are associated to a given vector \( \vec{v} \) of type \((d_{00}, d_{01}, d_{10}, d_{11})\). Indeed, when enumerating all the \( c \)-tuples that are associated to this \( \vec{v} \), for each coordinate \((0, 0)\) we can choose any edge that has not already been chosen, for each coordinate \((0, 1)\) we have at most \(|V_1|\) choices for the first endpoint and \( c \) choices for the second endpoint, for each coordinate \((1, 0)\) we have at most \( c \) choices for the first endpoint and \(|V_2|\) choices for the second endpoint, and for each coordinate \((1, 1)\) we have at most \( c \) choices for the first endpoint and \( c \) choices for the second endpoint.

We now use this characterization to give an upper bound on \( f_{k\ell} \). Let us write \( x_{\min} = \max\{0, c - k - \ell\} \) and \( x_{\max} = \min\{c - k, c - \ell\} \). Observe that the \( c \)-tuples of edges that contribute to \( f_{k\ell} \) are those such the corresponding vector is of type \((k + \ell + x - c, c - \ell - x, c - k - x, x)\) for some value \( x \in [x_{\min}, x_{\max}] \). The argument of the previous paragraph enables us to give the following upper bound:

\[
f_{k\ell} \leq \sum_{x=x_{\min}}^{x_{\max}} c^{2x} (c|V_1|)^{c-\ell-x} (c|V_2|)^{c-k-x} m_{12}^{k+\ell+x-c}
\]

\[
\leq a^{k+\ell-2c} m_{12}^{\ell} \sum_{x=x_{\min}}^{x_{\max}} \left( \frac{a^2 c^2}{m_{12}} \right)^x,
\]

where we used the inequalities \( m_{12} \geq 20a|V_1|\log \bar{n} \) and \( m_{12} \geq 20a|V_2|\log \bar{n} \) from Condition (c), which implies \( c|V_1| \leq m_{12}/a \) and \( c|V_2| \leq m_{12}/a \) from our choice of \( c \), to obtain the upper bound. Now, observing that \( \frac{a^2 c^2}{m_{12}} \leq 1 \) from Condition (c), we get

\[
f_{k\ell} \leq a^{k+\ell-2c} m_{12}^{\ell} (x_{\max} - x_{\min} + 1)
\]

\[
\leq (c + 1) a^{k+\ell-2c} m_{12}^{\ell}.
\]

We thus obtain

\[
\mathbb{E}[X^c] \leq \sum_{k=0}^{c} \sum_{\ell=0}^{\ell} (c + 1) \frac{m_{12}^{\ell}}{a^{2c}} \leq (c + 1)^3 \frac{m_{12}^c}{a^{2c}}.
\]
We conclude that
\[ \Pr[X \geq 8(m_{12}/a^2)] \leq \frac{a^{2c}E[X]c^c}{8^c m_{12}^c} \leq \frac{(c + 1)^3}{8^c} < \frac{10 \log \bar{n}}{\bar{n}^5}, \]
as claimed. \hfill \Box

### 3.2 Sparsity Aware Listing

We show the following sparsity-aware \( K_p \) listing algorithm for clusters in \( G \) with low mixing time, see Figure 1 for an illustration regarding \( K_4 \). Due to [4, Remark 2.6] throughout the paper we assume that \( p = O(\log n) \), and so we can hide factors of \( p \) under the \( \tilde{O}(\cdot) \) notation.

**Theorem 3.2.** Let \( C = (V_C, E_C) \) be any subgraph of \( G = (V, E) \) with mixing time \( \text{polylog}(n) \). Let \( \bar{E} \subseteq \bar{E}(V_C, V \setminus V_C) \) be any set of edges so that any node \( u \in V_C \) is incident to \( \tilde{O}(\deg_C(u)) \) edges from \( \bar{E} \).

Let \( E' \subseteq E(V \setminus V_C, V \setminus V_C) \) be a set of edges given as input to \( C \) in the following way: the edges are distributed among the nodes of \( C \) so that each node \( u \in V_C \) receives \( \tilde{O}(n^{1-2/p} \cdot \deg_C(u)) \) edges from \( E' \). If the conditions
\[ \frac{|E_C|}{|V_C|} = \Omega\left(\frac{|E'|}{n}\right), \quad \frac{|E_C|}{|V_C|} = \Omega(n^{1/2}) \]
hold, then the graph \( C \) can list in \( \tilde{O}(n^{1-2/p}) \) rounds, with high probability, by using only the edges \( E_C \) for communication, all the \( p \)-cliques \( \{v_1, \ldots, v_p\} \) such that there exists some \( p' \geq 2 \), where

- \( V_{p'} = \{v_1, v_2, \ldots, v_{p'}\} \subseteq V_C \), and \( V_{p', p'} = \{v_{p'+1}, \ldots, v_p\} \subseteq V \setminus V_C \),
- \( V_{p'} \times V_{p'} \subseteq E_C \), \( V_{p'} \times V_{p' \setminus p'} \subseteq \bar{E} \), and \( V_{p' \setminus p'} \times V_{p' \setminus p'} \subseteq E' \).

\[2\]The remark states that since the lower bound for \( K_{p = \omega(\log n)} \) listing is \( \tilde{\Omega}(n) \), the case of \( p = \omega(\log n) \) can be solved optimally (up to polylogarithmic factors) by a trivial algorithm.
Remark. Theorem 3.2 still works with the same proof if the lower bound requirements on the average degree $|E_C|/|V_C|$ of $C$ only hold when we restrict ourselves to the nodes in $V_C$ that have incident edges in $\bar{E}$. Intuitively, this is because that having a lot of irrelevant low-degree nodes in $C$ does not reduce the capability for $C$ to list subgraphs, as they can be simply ignored for the case $2 \leq p' \leq p - 1$. For the special case of $p' = p$, we can simply apply the subgraph listing algorithm of [6] Theorem 5] with the routing algorithm of Theorem 2.2 to $C$. In $\tilde{O}(n^{1-2/p})$ rounds all instances of $K_p$ in $C$ can be listed.

Proof. In what follows, we assume that $|E'| \geq |E_C|$ and $k = |V_C| \geq n^{1-2/p}$. In the case that the former does not hold, we can always add $|E_C|/2$ dummy edges to $E'$ without breaking any of the other conditions of the statement. In the case that the latter does not hold, observe that each node $v \in V_C$ has at most $\tilde{O}(|V_C|) = \tilde{O}(k) = \tilde{O}(n^{1-2/p})$ neighbors $N(v)$ in the subgraph induced by $E_C \cup \bar{E}$. Therefore, $v$ can list all required copies of $K_p$ involving $v$ in $\tilde{O}(n^{1-2/p})$ rounds by learning all edges in $N(v) \times N(v)$ as follows: $v$ sends the list $N(v)$ to all its neighbors $N(v)$, and then each $u \in N(v)$ sends $N(u) \cap N(v)$ to $v$.

We now describe the algorithm. We note that whenever we communicate between the nodes in $C$ in this algorithm, we utilize Theorem 2.2.

Initialization. We fix the value of $p' \in [p] \setminus \{1\}$, and perform the following algorithm which lists all copies of $K_p$ with exactly $p'$ nodes in $V_C$, $p - p'$ nodes in $V \setminus V_C$, and edges from the respective edge sets, $E_C$, $E'$, and $\bar{E}$. Thus, in order to list all copies of $K_p$ which satisfy the conditions of the theorem, we repeat this sequentially for all possible values of $p'$. By showing that for a specific $p'$ we can solve the problem in $\tilde{O}(n^{1-2/p})$ rounds, we achieve the required statement of the theorem.

Denote by $k = |V_C|$, $m = |E_C|$, $n = |V|$, $m' = |E'|$. Denote the average degree in $C$ rounded down to the nearest power of 2 by $\delta = 2^\lceil \log_k (2m/k) \rceil$. By the assumption that every node $u \in V_C$ is incident to at most $\tilde{O}(\deg_C(u))$ edges from $\bar{E}$, we get that $|\bar{E}| = \tilde{O}(|E_C|) = \tilde{O}(m)$. Clearly, since the mixing time of $C$ is polylog($n$), the diameter of $C$ is polylog($n$) and thus it is possible to trivially compute the values $k, m, m'$, and $\delta$, and to ensure that every node in $V_C$ knows them. Further, from the definition of the CONGEST model, we assume that all nodes know the value of $n$, and so all nodes in $V_C$ know all the values defined here.

We borrow the definition of vertex classes from [4]. Every node $v$ in $C$ computes $k_v = \deg_C(v)/\delta$. A node $v$ is in vertex class $\theta$ if $k_v < 1/2$, and otherwise is in vertex class $i$ if $k_v \in [2^{i-2}, 2^{i-1})$. As shown in [6] Lemma 4.1, it is possible in $\tilde{O}(1)$ rounds to reassign the IDs of all the nodes in $C$ such that the set of IDs is $[|C|]$ and the value $k_v$ can be computed from ID($v$).

Throughout the algorithm, we desire to only use nodes in $C$ which have degree in $C$ at least half of the average, that is, nodes of class 1 and above, and so we denote these nodes by $C' \subseteq C$. Notice that $\sum_{v \in C'} \deg_C(v) \geq (1/2) \cdot \sum_{v \in C} \deg_C(v)$, and that $\sum_{v \in C'} 2k_v \geq k$. We now employ the nodes $C'$ to take responsibility for all the other nodes $C \setminus C'$. That is, each node $v \in C'$, of class $i$, is assigned some $2^{i+1}$ nodes $H_v \subseteq C \setminus C'$, such that each node in $C \setminus C'$ is assigned to exactly one node of $C'$. Notice that due to the definition of vertex classes, there exists a way to allocate the nodes of $C \setminus C'$ to the nodes of $C'$ while obeying these demands. Further, since every node knows the class of every other node, the nodes can locally compute these allocations.

Now, node $v \in C'$ learns all the edges of $E_C$, $\bar{E}$ incident to any node in $H_v$, and also all the edges in $E'$ held by any node in $H_v$. Notice that, due to the constraints of this theorem, each node $u \in C$ holds at most $\tilde{O}(n^{1-2/p} \cdot \deg_C(u))$ such edges, and thus each node wishes to send and receive at most $\tilde{O}(n^{1-2/p} \cdot \deg_C(u))$ messages when every $v \in C'$ attempts to learn all the data held in the nodes $H_v$. As such, this step can be completed in $\tilde{O}(n^{1-2/p})$ rounds. Further, from now on, whenever we write that a node $v \in C \setminus C'$ attempts to send or receive a message, its corresponding
node in $C'$ will be the one that actually sends or receives the message. Notice that it is possible to do this while only increasing the round complexity of any algorithm by at most a poly-logarithmic factor, as each node $v \in C'$ now has at most $\tilde{O}(\deg_C(v))$ extra messages to send or receive per round.

**Partitioning the graph.** We create two partitions $\mathbb{V}$ and $\mathbb{K}$, where $\mathbb{V}$ is a partition of $V \setminus V_C$ into $b = (k \cdot m'/m)^{1/p}$ roughly equally-sized parts, $\mathbb{V} = \{V_1, \ldots, V_b\}$, and $\mathbb{K}$ is a partition of $V_C$ into $a = \sqrt{kb^{1-p/2}}$ roughly equally-sized parts, $\mathbb{K} = \{K_1, \ldots, K_a\}$\(^3\). To do so, every node $u \in V_C$ chooses uniformly at random which part in $\mathbb{K}$ to join, and sends the index of this part across all its incident edges in $E_C$, i.e., to all its neighbors in $C$. In order to create $\mathbb{V}$, we perform the following procedure. Let $v \in C'$ be some node chosen in an arbitrary, hardcoded way from $C'$. Notice that due to the conditions of this theorem, it must be that $\forall u \in C', \deg_C(u) = \Omega(n^{1/2})$. Node $v$ chooses uniformly at random a permutation $\pi$ on the nodes $V \setminus V_C$. Then, within $\tilde{O}(n^{1/2})$ rounds, node $v$ tells another, arbitrary node $u \in C'$ the value of $\pi$. We then repeat at most $\tilde{O}(1)$ iterations, where, in each iteration, each of the nodes in $C'$ which knows the value of $\pi$ tells this to some other node which does not know it, in a total of $\tilde{O}(n^{1/2})$ rounds per iteration. Now, all the nodes of $C'$ can locally compute $\mathbb{V}$ using $\pi$. Notice that since, as stated above, from here on the nodes of $C'$ simulate all the messages of nodes of $C \setminus C'$, we can implicitly assume that all of $C$ know $\mathbb{V}$, regardless of whether a node is in $C'$ or not.

We now utilize Lemma 3.1 to claim that between any pair of parts in $\{V_1, \ldots, V_b, K_1, \ldots, K_a\}$, there are $\tilde{O}(n^{1-2/p} \cdot \delta)$ edges. We invoke Lemma 3.1 with

\[
\begin{align*}
    m_1 &= \max\{m, 20ak \cdot \log n, 400a^2 \cdot \log^2 n\}, \\
    m_2 &= \max\{m', 20bn \cdot \log n, 400b^2 \cdot \log^2 n\}, \\
    m_{12} &= \max\{|E|, 20ak \cdot \log n, 20an \cdot \log n, 400a^2 \cdot \log^2 n\}, \\
    \bar{n} &= n.
\end{align*}
\]

We can see that all the conditions of the lemma hold, and thus we get that, with high probability, for every $i, j \in [a], i', j' \in [b], |E(K_i, K_j)| \leq 24 \cdot m_1 / a^2, |E(K_{i'}, K_{j'})| \leq 8 \cdot m_{12} / a^2, |E(V_{i'}, V_{j'})| \leq 24 \cdot m_2 / b^2$. Thus, the number of edges between any pair of parts in $\{V_1, \ldots, V_b, K_1, \ldots, K_a\}$ is at most $O(m_1 / a^2 + m_{12} / a^2 + m_2 / b^2)$. Observe that the following hold

\[
\begin{align*}
    O(m_1 / a^2) &= \tilde{O}(m / a^2 + k/a + 1) \\
    O(m_2 / b^2) &= \tilde{O}(m'/b^2 + n/b + 1) \\
    O(m_{12} / a^2) &= \tilde{O}(m/a^2 + k/a + n/a + 1) = \tilde{O}(m/a^2 + n/a + 1) \\
    O(m_1 / a^2 + m_{12} / a^2 + m_2 / b^2) &= \tilde{O}(m / a^2 + m'/b^2 + n/a + n/b + 1).
\end{align*}
\]

Primarily, notice that $a \leq b$ since $\sqrt{kb^{1-p/2}} \leq b \iff \sqrt{k} \leq b^{p/2} = \sqrt{km'/m} \iff m' \geq m$. Also, observe that $m/a^2 = m/(k \cdot b^{2-p}) = b^p \cdot m/(k \cdot b^2) = (m' \cdot k/m) \cdot m/(k \cdot b^2) = m'/b^2$. Thus, in combination with the above, the following is true

\[
O(m_1 / a^2 + m_{12} / a^2 + m_2 / b^2) = \tilde{O}(m'/b^2 + n/a + 1).
\]

\(^3\)We assume that $a, b$ are integers, and otherwise round. Notice that as long as $1 < a, 1 < b$, this rounding can only incur an addition of a constant factor to the final round complexity. Nonetheless, we do need to show that $1 < a, 1 < b$. Notice that $1 < a$ if and only if $k > n^{1-2/p}$, which holds, as stated at the start of the proof, and that $1 < b$ holds due to the constraint that $|E'| > |E_C|$ and that $k > 1$.\]
Thus, we desire to show that $\tilde{O}(m'/b^2 + n/a + 1) = \tilde{O}(n^{1-2/p} \cdot \delta)$. Notice that due to the constraint that $\delta = \Theta(m/k) = \Omega(m'/n)$, we can see that the following holds

$$
\tilde{O}(m'/b^2) = \tilde{O}(m'(m' \cdot k/m)^{-2/p}) \\
= \tilde{O}((m')^{1-2/p} \cdot (m/k)^{2/p}) \\
= \tilde{O}((m'/n)^{1-2/p} \cdot n^{1-2/p} \cdot (m/k)^{2/p}) \\
= \tilde{O}((m/k) \cdot n^{1-2/p}) \\
= \tilde{O}(\delta \cdot n^{1-2/p}).
$$

Due to the fact that $p \geq 4$ and $\delta = \Omega(n^{1/2})$, we obtain that

$$\tilde{O}(n/a) = \tilde{O}(n) = \tilde{O}(\delta \cdot n^{1-2/p}).$$

Thus, we know that, with high probability, the number of edges between any two parts in $\{V_1, \ldots, V_b, K_1, \ldots, K_a\}$ is $\tilde{O}(n^{1-2/p} \cdot \delta)$.

**Reshuffling the input.** Before we perform the final listing step, we need to reshuffle the edges of $E'$ across the nodes of $C$. In the following part (*Performing the Listing*), every edge of $E'$ is broadcast to many nodes in the graph, and, due to symmetry, every edge is broadcast to the same number of nodes. We thus need to reshuffle these edges across $C$ such that nodes with higher degree hold more edges. Specifically, we desire for each node $v \in C'$ to hold $O(m' \cdot k_v/k)$ edges, and since, as seen before, $\sum_{v \in C'} 2k_v \geq k$, this covers all the edges in $E'$. Using the fact that the class of a node $v \in C'$, the value $\lfloor \log k_v \rfloor - 2$, can be computed locally by all the nodes, implying that a $2$-approximation to the degree of every node is known to every other node, the nodes can locally know how many edges each node needs to receive. In a similar manner, the nodes construct *additional* vertex classes in order to know $2$-approximations to the number of edges in $E'$ which are held by a node. This information allows the nodes to compute how many edges each needs to send. Combined, these parts suffice for every node to know which node it needs to send edges to. Since each node $v \in C'$ originally holds at most $\tilde{O}(n^{1-2/p} \cdot \deg_C(v))$ edges of $E'$, it is possible to perform the reshuffling within $\tilde{O}(n^{1-2/p})$ rounds.

**Performing the listing.** We are now arriving at the final stage of the algorithm, where nodes in $C$ are assigned various parts in $\{V_1, \ldots, V_b, K_1, \ldots, K_a\}$ and are required to learn all the copies of $K_p$ between those parts. Primarily, notice that since we know that $a \leq b$, the total number of ways to choose $p'$ parts from $\{K_1, \ldots, K_a\}$ and $p - p'$ parts from $\{V_1, \ldots, V_b\}$ is bounded by $a^{p'} \cdot b^{p-p'} \leq a^2 \cdot b^{p-2} = k$. Further, as done in [6], since $\sum_{v \in C'} 2k_v \geq k$, it is possible to assign, in a hardcoded, globally known manner the $k$ choices of $p$ parts to the nodes $C'$ such that each $v \in C'$ receives between $2k_v$ and $4k_v$ sets of $p$ parts, as all the nodes can compute a $2$-approximation of $k_v$ for any $v \in C'$. Finally, each node $v \in C'$ desires to learn the edges between all the parts which it is assigned, and thus receive at most $\tilde{O}(n^{1-2/p} \cdot \delta \cdot k_v) = \tilde{O}(n^{1-2/p} \cdot \deg_C(v))$ messages. Likewise, we desire that every node send at most such many messages. To achieve that, notice primarily that all the nodes in $C$ know, given an edge in the graph, which nodes in $C'$ need to receive it as part of the listing. Further, notice that within every edge set $E_C, E', \bar{E}$, every edge is required to be sent to exactly the same number of nodes in $C'$. Thus, since the total amount of information which needs to be sent over the entire graph $C$ is $\tilde{O}(m \cdot n^{1-2/p})$ edges (since this bounds the number of messages received), each edge in $E_C, \bar{E}$, and $E'$ is sent to at most $\tilde{O}(n^{1-2/p}), \tilde{O}(n^{1-2/p})$, and $\tilde{O}(n^{1-2/p} \cdot m/m')$ nodes, respectively. Due to the fact that each node $v \in C$ originally has $\tilde{O}(\deg_C(v))$ edges incident
to it in $E_C$ and $E$, this implies that sending the first two types of edges incurs $\tilde{O}(n^{1-2/p} \cdot \deg_C(v))$ messages from $v$. Further, due to the reshuffling step, all of $E'$ is stored in the nodes $C'$, where $v \in C'$ stores $O(m' \cdot k_v / k)$ edges, and thus sending each to $\tilde{O}(n^{1-2/p} \cdot m / m')$ nodes, incurs a total of $\tilde{O}(m' \cdot k_v / k) \cdot n^{1-2/p} \cdot m / m') = \tilde{O}(n^{1-2/p} \cdot k_v \cdot (m / k)) = \tilde{O}(n^{1-2/p} \cdot \deg_C(v))$ messages sent from $v$.

As the total number of messages sent and received by node $v \in C'$ is at most $\tilde{O}(n^{1-2/p} \cdot \deg_C(v))$, we conclude that the round complexity of this final stage of the algorithm is $\tilde{O}(n^{1-2/p})$ as well. □

4 Optimal $K_p$-listing Algorithm for $p > 4$

We show here how to list all instances of $K_p$, for $p > 4$.

We start with a simple procedure, in which each node of small degree lists all cliques that it is a part of by an exhaustive search approach. Formally, each node $v$ with $\deg(v) \leq 2n^{1/2}$ sends its neighborhood $N(v)$ to all of its neighbors in $N(v)$. Each neighbor sends an ack about each neighbor, and so $v$ learns about all edges in $N(v) \times N(v)$, thereby $v$ lists all $K_p$ instances involving it. Thus we remove from the graph the node $v$ and all edges touching $v$. This clearly takes at most $O(n^{1/2})$ rounds, according to the degree condition for $v$.

This procedure does not give us any promise on the degrees given by the remaining edges because by removing edges we could now have additional low-degree nodes. However, the property that this guarantees is that this handles many nodes in case the average degree in the graph was initially not too large. Denote by $\mu$ the average degree of the graph.

Claim 4.1. Listing all instances of $K_p$ involving $v$ such that $\deg(v) \leq 2n^{1/2}$ can be done within $O(n^{1/2})$ rounds by an exhaustive search procedure. This can be done in parallel for all such nodes $v$. Further, if $\mu < n^{1/2}$, then this removes at least half of the nodes from the graph.

Proof. The fact that we can list all such instances within $O(n^{1/2})$ rounds is straightforward by exhaustive search.

Assume the case in which $\mu < n^{1/2}$. If the number of nodes with degree at most $2n^{1/2}$ is less than $n/2$, then the average degree $\mu$ is more than $(2n^{1/2} \cdot n/2)/n$, which contradicts the assumption. □

After the above procedure, the algorithm proceeds as follows. We run the $(1/\text{polylog}(n), 1/\text{polylog}(n))$-expander decomposition of $[7]$, as stated in Theorem 2.1. Denote by $E_m$ the edges within clusters and by $E_v$ the remaining edges. Recall that we have the following properties:

1. $|E_r| \leq |E|/\text{polylog}(n)$.
2. The mixing time within each cluster $C$ is $O(\text{polylog}(n))$.
3. For a node $v \in V_C$ for any cluster $C = (V_C, E_C)$, it holds that $\deg_C(v) \geq \deg(v)/\text{polylog}(n)$.

We now consider two cases, depending on the size $|V_C|$ of a cluster.

Let $\beta > 1$ be some constant threshold which we will fix later. Suppose $|V_C| < \beta n^{1-2/p}$, and consider a node $v \in V_C$. In this case we again follow an exhaustive search approach for $v$: The node $v$ learns all of $N(v) \times N(v)$ by sending $N(v)$ to all nodes in $N(v)$ and receiving an ack from each recipient about each neighbor. This implies that all instances of $K_p$ involving $v$ are listed by $v$.

Claim 4.2. Let $\beta > 1$ be some constant and let $C$ be a cluster such that $|V_C| < \beta n^{1-2/p}$ and consider a node $v \in V_C$. Then, listing all instances of $K_p$ involving $v$ can be done within $\tilde{O}(n^{1-2/p})$ rounds. This can be done in parallel for all such clusters $C$ and nodes $v$.  
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Proof. By Property 3 above, we have that \( \deg(v) \leq \deg_C(v) \cdot \text{polylog}(n) \). Hence, \( |N(v)| \leq |V_C| \cdot \text{polylog}(n) \) and the bound on \( |V_C| \) implies that \( |N(v)| \leq \tilde{O}(n^{1-2/p}) \). Thus, sending \( N(v) \) to all nodes in \( N(v) \) completes in \( \tilde{O}(n^{1-2/p}) \) rounds. Receiving the acks takes another \( \tilde{O}(n^{1-2/p}) \) (although up to a single round this can be done concurrently with the sending). Finally, notice that for each such \( v \) the communication only takes place with \( v \) itself, and so this can be done in parallel for all such \( C \) and \( v \).

In particular, Claim 4.2 leaves us only with sufficiently large clusters. Hence, from now on we suppose \( |V_C| \geq \beta n^{1-2/p} \).

Consider the nodes in \( V \setminus V_C \), and denote

\[
S^*_C = \{ u \not\in V_C \mid 1 \leq \deg_C(u) < \deg_{V \setminus V_C}(u)/n^{1-2/p} \}.
\]

Note that every \( u \in S^*_C \) has a lower bound of \( n^{1-2/p} \) on its degree. Also, for every \( u \in S^*_C \) it holds that \( \deg_C(u) \leq n^{2/p} \), and thus the total number of edges between nodes in \( C \) and nodes in \( S^*_C \) is at most \( n^{1+2/p} \). We say that a node \( v \in V_C \) is a bad node if it has more than \( n^{1-2/p} \) neighbors in \( S^*_C \). These nodes are denoted by \( S_C = \{ v \in V_C \mid \deg_{S^*_C}(v) > n^{1-2/p} \} \).

Claim 4.3. It holds that \( \sum_{C} |V_C| \geq \beta n^{1-2/p} |S_C|^2 \leq (4/\beta)|E| \), where \( \beta > 1 \) is a constant.

Proof. Clearly, the total number of edges \( |E| \) is at least the number of edges that touch nodes in \( S^*_C \). We bound this from below, and we do so by only counting edges that touch nodes in \( S^*_C \), but do not touch nodes in \( V_C \), by summing \( \deg_{V \setminus V_C}(u) \) over all \( u \in S^*_C \) and dividing by two, due to possible double counting. This gives that

\[
2|E| \geq \sum_{u \in S^*_C} \deg_{V \setminus V_C}(u) > n^{1-2p} \sum_{u \in S^*_C} \deg_C(u)
\]

\[
\geq n^{1-2p} \sum_{v \in S_C} \deg_{S^*_C}(v) > n^{1-2p} \cdot n^{1-2p} \cdot |S_C| = n^{2-4p}|S_C|.
\]

This implies that \( |S_C| \leq 2|E|/n^{2-4/p} \). Also, since \( |E| \leq n^2 \), this implies that \( |S_C| \leq 2n^{4/p} \). Thus, the total number of edges within \( S_C \) is at most \( |S_C| \cdot |S_C| \leq 2n^{4/p} \cdot 2|E|/n^{2-4/p} = 4|E|/n^{2-8/p} \). Since there are at most \( n^{2/p}/\beta \) clusters of size \( |V_C| \geq \beta n^{1-2/p} \), we have that the total number of edges within \( S_C \) over all such clusters is at most \( (n^{2/p}/\beta) \cdot (4|E|/n^{2-8/p}) \leq (4/\beta)|E|/n^{2-10/p} \). For every \( p \geq 5 \), this is at most \( (4/\beta)|E| \).

We now show that within \( \tilde{O}(n^{1-2/p}) \) rounds we can list all instances of \( K_p \) which have an edge in \( (V_C \times V_C) \setminus (S_C \times S_C) \) for some of the clusters \( C \). Along with the edges in \( E_r \) and the edges in \( S_C \times S_C \), there will still be some additional clusters for which we will need to defer their edges to following iterations.

First, notice that for any \( v \in V_C \setminus S_C \) we have \( \deg_{S^*_C}(v) \leq n^{1-2/p} \), and thus \( v \) can learn about all edges in \( (N(v) \cap S^*_C) \times (N(v) \cap S^*_C) \) by an exhaustive search of sending \( N(v) \cap S^*_C \) to all nodes in \( N(v) \cap S^*_C \) and receiving an ack from each recipient about each neighbor. Similarly to how it is done in Claim 4.2, we can do this in parallel for all such \( C \) and \( v \), and it completes within \( O(n^{1-2/p}) \) rounds.

Second, notice that for every \( u \not\in V_C \) for which \( u \not\in S^*_C \), it holds that \( \deg_C(u) \geq \deg_{V \setminus V_C}(u)/n^{1-2/p} \). Thus, \( u \) can make each of its edges be known to some node in \( V_C \) by batching its edges into non-overlapping chunks of at most \( n^{1-2/p} \) edges, and sending each chunk to a different neighbor of \( u \) in \( C \). This completes in within \( n^{1-2/p} \) rounds, in parallel for all such \( C \) and \( u \).
We now have that for each \( v \in V_C \setminus S_C \), all edges between its neighbors are known to some nodes in \( V_C \). It remains to show how each cluster lists the instances of \( K_p \) that are contained in the set of edges known to it.

Our goal is now to utilize our sparsity-aware listing algorithm given in Theorem 3.2 for which we need some good lower bounds on the average degree of the cluster. To this end, we simply defer all clusters whose average degree is too small to the next iteration. Formally, as in Theorem 3.2, denote by \( E' \subseteq E(V \setminus V_C, V \setminus V_C) \) the edges that do not touch the nodes of \( C \) that are now distributed among the nodes of \( C \). The cluster \( C \) computes \(|E'|\) and \(|E_C/V_C|\) within polylog\((n)\) rounds, by Theorem 2.2.

Let \( \gamma, \gamma' > 1 \) be two additional constants which we will fix later. If \(|E_C|/|V_C| \leq |E'|/\gamma n \) or if \(|E_C|/|V_C| < n^{1/2}/\gamma'\), then we say that \( C \) is a low-average cluster. Let \( E_{\text{low}} \) be the set of all edges in low-average clusters (i.e., \( E_{\text{low}} \) is the union of \( E_C \) for all low-average clusters \( C \)). All edges in \( E_{\text{low}} \) are deferred to the next iteration, and we claim that this defers only another small constant fraction of the edges, if the average degree in the graph is sufficiently large.

**Claim 4.4.** If \( \mu \geq n^{1/2} \), then \(|E_{\text{low}}| \leq (1/\gamma + 1/\gamma')|E|\).

**Proof.** Recall that \( \mu \) denotes the average degree in the graph. Since \(|E'| \leq |E|\), by considering all clusters \( C \) that satisfy \(|E_C|/|V_C| < |E'|/\gamma n\), we consider nodes with average degree inside their cluster bounded from above by \( \mu/\gamma \), therefore the number of edges within all such clusters is at most \( \mu n/2\gamma \) edges. However, by Property 1 of the decomposition, we know that the number of edges within the clusters (inside \( E_m \)) is at least \(|E|/2\), which is at least \( \mu n/4 \). Therefore, the total number of edges in all clusters for which \(|E_C|/|V_C| < |E'|/\gamma n\) is at most \( \mu n/2\gamma = (2/\gamma)\mu n/4 \leq (2/\gamma)|E|/2 = (1/\gamma)|E|\).

Similarly, if \( \mu \geq n^{1/2} \), by considering all low-average clusters \( C \) for which \(|E_C|/|V_C| < n^{1/2}/\gamma'\), we consider nodes with average degree inside the cluster bounded from above by \( \mu/\gamma' \), therefore the total number of edges in all such clusters is at most \( \mu n/2\gamma' \).

Therefore, the total number of edges in all clusters for which \(|E_C|/|V_C| < n^{1/2}/\gamma'\) is at most \( \mu n/2\gamma' = (2/\gamma')\mu n/4 \leq (2/\gamma')|E|/2 = (1/\gamma')|E|\).

To summarize, we obtain that \(|E_{\text{low}}| \leq (1/\gamma)|E| + (1/\gamma')|E| = (1/\gamma + 1/\gamma')|E|\), as claimed. \( \square \)

We show that the conditions of the theorem hold for any cluster \( C = (V_C, E_C) \) with \(|V_C| \geq \beta n^{1-2/p} \) which is not a low-average cluster.

First, by Property 2 above, we have that the mixing time of \( C \) is \( O(\text{polylog}(n)) \). Furthermore, by Property 3 we have that for every \( u \in V_C \) it holds that \( \deg(u) \) is at most \( \hat{O}(\deg_C(u)) \), which implies that \( \deg_S(u) \) is also bounded by \( \hat{O}(\deg_C(u)) \), where \( E \) is a subset of \( E(V_C, V \setminus V_C) \). In addition, if we consider the set of edges \( E' \subseteq E(V \setminus V_C, V \setminus V_C) \) that are distributed among the nodes of \( C \), then indeed each node \( u \in V_C \) holds no more than \( \hat{O}(n^{1-2/p} \cdot \deg_C(u)) \) of those edges. The reason is that each edge of \( E' \) that reaches \( u \), reaches it through one of its edges in \( E(V_C, V \setminus V_C) \). There are at most \( \hat{O}(\deg_C(u)) \) edges in the latter, and only \( O(n^{1-2/p}) \) rounds, which implies the required bound on the amount of information that they convey to \( u \).

Finally, we note that the bounds required by Equation 1 hold for \( C \) which is not a low-average cluster, by definition.

Since all required conditions hold, we now execute the algorithm provided by Theorem 3.2 on each cluster \( C \) with \(|V_C| \geq \beta n^{1-2/p} \) which is not a low-average cluster. We then remove all edges \( (V_C \times V_C) \setminus (S_C \times S_C) \) in each such cluster \( C \) and continue to the next iteration with all edges in \( E_r \cup \bigcup_{C} \text{such that } |V_C| \geq \beta n^{1-2/p}(S_C \times S_C) \cup E_{\text{low}} \).

By Property 1 above, Claim 4.3 and Claim 4.4 there are no more than \((1/\text{polylog}(n) + 4/\beta + 1/\gamma + 1/\gamma')|E| \) remaining edges if the average degree \( \mu \) of the graph is at least \( \mu \geq n^{1/2} \). Choosing
\[ \beta = 32, \, \gamma = 8, \, \text{and} \, \gamma' = 8, \, \text{gives that there are at most} \, 4(1/8)|E| = |E|/2 \, \text{remaining edges.} \]

In case the average degree \( \mu \) of the graph is bounded by \( \mu < n^{1/2} \), the initial exhaustive search procedure for nodes of degree at most \( 2n^{1/2} \) removes at least half of the nodes by Claim 4.1. This implies that we complete within a logarithmic number of iteration, which proves that within \( \tilde{O}(n^{1-2/p}) \) rounds we list all instances of \( K_p, \, p > 4 \).

5 Optimal \( K_4 \)-listing Algorithm

We follow the same high-level framework of the algorithm for listing \( K_p \) for \( p > 4 \). That is, we deal with all nodes \( v \) with \( \deg(v) \leq 2n^{1/2} \) by an exhaustive search approach in \( O(\sqrt{n}) \) rounds and remove them from the graph. Then we compute an expander decomposition using Theorem 2.1. Recall that if the average degree \( \mu \) at the beginning is at most \( n^{1/2} \), then at least half of the nodes will be removed by Claim 4.1.

After that, we apply Claim 4.2 to deal with all clusters \( C \) with \( |V_C| < \beta n^{1-2/p} = \beta n^{1/2} \) in \( \tilde{O}(n^{1/2}) \) rounds, and then the nodes in these clusters and their incident edges are removed. Denote \( \mathbb{C} \) the set of remaining clusters. Note that each \( C \in \mathbb{C} \) has \( |V_C| \geq \beta n^{1/2} \), and so the number of these clusters is \( |\mathbb{C}| = O(n^{1/2}) \).

What makes the case \( p = 4 \) different from the case \( p > 4 \) is that Claim 4.3 does not hold when \( p = 4 \). To deal with this issue, we will consider a different approach to listing cross-cluster \( K_4 \). We cover all edges in the graph by clusters with small mixing time by recursively computing an expander decomposition of the subgraph induced by the inter-cluster edges for \( O(\log n) \) iterations. Denote \( \mathbb{C}^* \) as the union of \( \mathbb{C} \) and the set of clusters in these expander decompositions. The following claim allows us to process clusters in \( \mathbb{C}^* \) in parallel with small overhead.

Claim 5.1. Each node \( v \) belongs to at most \( O(\log n) \) distinct clusters in \( \mathbb{C}^* \).

Proof. This follows from the fact that the clusters in \( \mathbb{C}^* \) are from \( O(\log n) \) distinct expander decompositions, and in each expander decomposition the clusters are node-disjoint.

For all \( K_4 \) that completely reside in some cluster \( C \in \mathbb{C} \), we can list all of them by applying Theorem 3.2 with \( \bar{E} = \emptyset, \, E^* = \emptyset \) and \( p = 4 \) to \( C \). This costs \( \tilde{O}(n^{1-2/p}) = \tilde{O}(\sqrt{n}) \) rounds.

Now, for each remaining \( K_4 = \{v_1, v_2, v_3, v_4\} \) with at least one edge \( \{v_1, v_2\} \in E_C \) in a cluster \( C \in \mathbb{C} \), we must have \( \{v_3, v_4\} \in E_{C^*} \) for some cluster \( C^* \in \mathbb{C}^* \setminus \{C\} \). Our strategy for listing those cross-cluster \( K_4 \) is to go over all pairs of clusters \( C \in \mathbb{C} \) and \( C^* \in \mathbb{C}^* \setminus \{C\} \) and to transmit edges between \( C \) and \( C^* \) in such a way that each \( K_4 \) crossing \( C \) and \( C^* \) is learned by one of \( C \) and \( C^* \) so that Theorem 3.2 can be applied to list them. For any distinct clusters \( C \) and \( C^* \), define the sets

\[
\begin{align*}
S^*_{C^* \to C} &= \{ u \in V_C \mid 1 \leq \deg_C(u) < \deg_{C^*}(u)/\sqrt{n} \}, \\
S_{C \to C^*} &= \{ u \in V_C \mid \deg_{S^*_{C^* \to C}}(u) > \sqrt{n} \},
\end{align*}
\]

which are analogous to the two sets \( S_C \) and \( S_{C^*} \) defined in Section 4.

Our algorithm consists of three parts.

First part. The first part of the algorithm is as follows.

1. Each cluster \( C^* \in \mathbb{C}^* \) does as follows. For each \( C \in \mathbb{C} \setminus \{C^*\} \), each node \( u \in V_{C^*} \setminus S^*_{C^* \to C} \) such that \( \deg_C(u) \geq 1 \) sends the set \( N_{C^*}(u) \) to \( C \), which can be done in \( \tilde{O}(\sqrt{n}) \) rounds, due to the inequality \( \deg_C(u) \geq \deg_{C^*}(u)/\sqrt{n} \) and Claim 5.1.
2. Each cluster $C \in \mathbb{C}$ then does as follows. Similar to the case of $p > 4$, denote by $E' \subseteq E(V \setminus V_C, V \setminus V_C)$ the edges that do not touch the nodes of $C$ that are now distributed among the nodes of $C$ due to Step 1. The cluster $C$ computes $|E'|$ and $|E\cap V_C\cap C|$ within $\text{polylog}(n)$ rounds, by Theorem 2.2. Recall that $C$ is a low-average cluster if $|E\cap V_C\cap C| \leq |E'|/\gamma n$ or if $|E\cap V_C\cap C| < n^{1/2}/\gamma'$. All the edges $E\cap V_C\cap C$ in each low-average cluster $C$ are deferred to the next iteration. By Claim 4.4 this defers only a small constant fraction of the edges, if the average degree at the beginning satisfies $\mu \geq n^{1/2}$. Now suppose $C$ is not low-average w.r.t. $E'$. Let $\bar{E} = E(V_C, V \setminus V_C)$, and then the cluster $C$ uses Theorem 3.2 to list all $K_4$ in the subgraph induced by $E' \cup E_C \cup \bar{E}$ that have at least one edge in $E_C$, and this takes $O(\sqrt{n})$ rounds. Note that since $C$ is not low-average, all the required conditions in Theorem 3.2 are met.

This first part enables each cluster $C \in \mathbb{C}$ that is not low-average w.r.t. $E'$ to list all 4-cliques \{v_1, v_2, v_3, v_4\} such that $v_3 \in V_{C^*} \setminus S_{C^* \rightarrow C}^*$ or $v_4 \in V_{C^*} \setminus S_{C^* \rightarrow C}^*$ holds for some $C^* \in \mathbb{C} \setminus \{C\}$.

Second part. The second part of the algorithm is as follows.

1. Each cluster $C \in \mathbb{C}$ does as follows. For each $C^* \in \mathbb{C} \setminus \{C\}$, each node $u \in V_C \setminus S_{C \rightarrow C^*}$ learns all edges in $N_{S_{C \rightarrow C^*}}(u) \times N_{S_{C \rightarrow C^*}}(u)$ from the cluster $C^*$. This can be done in $O(\sqrt{n})$ rounds due to the definition of $S_{C \rightarrow C^*}$ and Claim 5.1.

2. Each cluster $C \in \mathbb{C}$ then does as follows. Similar to the first part, let $\bar{E} = E(V_C, V \setminus V_C)$, and denote by $E' \subseteq E(V \setminus V_C, V \setminus V_C)$ the edges that do not touch the nodes of $C$ that are now distributed among the nodes of $C$ due to Step 1. In case $C$ is not low-average w.r.t. $E'$, it uses Theorem 3.2 to list all $K_4$ in the subgraph induced by $E' \cup E_C \cup \bar{E}$ that has at least one edge in $E_C$, and this takes $O(\sqrt{n})$ rounds.

This second part enables each cluster $C \in \mathbb{C}$ that is not low-average w.r.t. $E'$ to list all the cliques \{v_1, v_2, v_3, v_4\} such that the following conditions hold for some $C^* \in \mathbb{C} \setminus \{C\}$:

- $v_1 \in V_C \setminus S_{C \rightarrow C^*}$ or $v_2 \in V_C \setminus S_{C \rightarrow C^*}$,
- $v_3, v_4 \in S_{C^* \rightarrow C}^*$.

Third part. The remaining task is listing cliques \{v_1, v_2, v_3, v_4\} such that $v_1, v_2 \in S_{C \rightarrow C^*}$ and $v_3, v_4 \in S_{C^* \rightarrow C}^*$ hold for some clusters $C \in \mathbb{C}$ and $C^* \in \mathbb{C} \setminus \{C\}$. The third part of the algorithm performs this task as follows.

1. Each cluster $C \in \mathbb{C}$ does as follows. For each $C^* \in \mathbb{C} \setminus \{C\}$, each node $u \in S_{C \rightarrow C^*}$ sends the set of edges \{u, v\} $\mid v \in N_{S_{C \rightarrow C^*}}(u)\}$ to $C^*$ by dividing this set into $\text{deg}_{S_{C \rightarrow C^*}}(u)$ subsets of roughly the same size and sending each subset to one of its neighbors in $S_{C \rightarrow C^*}$. This can be implemented in $O(\sqrt{n})$ rounds, by the definition of $S_{C \rightarrow C^*}$ and Claim 5.1.

2. Each cluster $C^* \in \mathbb{C}^*$ does as follows. Denote by $E' \subseteq E(V \setminus V_C, V \setminus V_C)$ the edges that do not touch the nodes of $C^*$ that are now distributed among the nodes of $C^*$ due to Step 1, and let $\bar{E} = \bigcup_{C \in \mathbb{C} \setminus \{C\}} E(S_{C \rightarrow C^*}, S_{C^* \rightarrow C})$. The cluster $C^*$ uses Theorem 3.2 to list all $K_4$ in the subgraph induced by $E' \cup E_{C^*} \cup \bar{E}$ that has at least one edge in $E_{C^*}$, and this takes $O(\sqrt{n})$ rounds.

The following claims show that all conditions of Theorem 3.2 are satisfied.

\textbf{Claim 5.2.} For each $C^* \in \mathbb{C}^*$, each node $v \in C^*$ is incident to $O(\text{deg}_{C^*}(v))$ edges from $\bar{E}$.
Proof. For each node $v \in V_{C^*}$ and any cluster $C \in \mathbb{C} \setminus \{C^*\}$ such that $v \in S_{C^*\to C}^*$, we have $\deg_C(u) < \deg_{C^*}(u)/\sqrt{n}$. The number of edges from $\bar{E}$ incident to any $v \in V_{C^*}$ is thus at most

$$\sum_{C \in \mathbb{C} \setminus \{C^*\}, \ v \in S_{C^*\to C}^*} \deg_{S_{C^*\to C}^*}(v) \leq O(\sqrt{n}) \cdot \max_{C \in \mathbb{C} \setminus \{C^*\}, \ v \in S_{C^*\to C}^*} \{|\deg_{S_{C^*\to C}^*}(v)|\} \leq O(\deg_{C^*}(v)),$$

where the first inequality follows from the fact that $|C| = O(\sqrt{n})$, and the second inequality follows from the definition of $S_{C^*\to C}^*$.

Claim 5.3. For each $C^* \in \mathbb{C}^*$, each node $v \in C^*$ receives $O(\sqrt{n} \cdot \deg_{C^*}(v))$ edges at Step 1.

Proof. At Step 1, each node $v \in V_{C^*}$ receives a message from some $u \in S_{C\to C^*}$ only if $v \in S_{C^*\to C}^*$. More precisely, $v$ receives at most $|N_{S_{C\to C^*}}(u)|/\sqrt{n} \leq \sqrt{n}$ edges in $E_C$ from this node $u \in V_C$. Thus the total number of edges received by $v$ is at most

$$\sqrt{n} \cdot \sum_{C \in \mathbb{C} \setminus \{C^*\}, \ v \in S_{C^*\to C}^*} \deg_{S_{C^*\to C}^*}(v) \leq \sqrt{n} \cdot O(\sqrt{n}) \cdot \max_{C \in \mathbb{C} \setminus \{C^*\}, \ v \in S_{C^*\to C}^*} \{|\deg_{S_{C^*\to C}^*}(v)|\} \leq O(\sqrt{n} \cdot \deg_{C^*}(v)),$$

where we use again the fact that $|C| = O(\sqrt{n})$ and the definition of $S_{C^*\to C}^*$.

Claim 5.4. For each $C^* \in \mathbb{C}^*$, the average degree of $C^*$ is at least $\max_{\mathbb{C}}\{|S_{C\to C^*}|\}$, and thus $|E_{C^*}|/|V_{C^*}| = \Omega(|E'|/n)$.

Proof. By the definition of $S_{C\to C^*}$, each node $v \in S_{C\to C^*}$ has at least $\sqrt{n}$ incident edges crossing $V_C$ and $S_{C^*\to C}^*$. By the definition of $S_{C^*\to C}^*$, we can associate $\sqrt{n}$ edges in $E_{C^*}$ incident to $S_{C^*\to C}^*$ for each edge crossing $V_C$ and $S_{C^*\to C}^*$. Therefore, the number of edges in $E_{C^*}$ incident to $S_{C^*\to C}^*$ is at least

$$\sqrt{n} \cdot \sqrt{n} \cdot |S_{C\to C^*}| = n \cdot |S_{C\to C^*}|.$$

Since this is true for all clusters $C \in \mathbb{C} \setminus \{C^*\}$, we conclude that the average degree in $C^*$ is at least $\max_{\mathbb{C}}\{|S_{C\to C^*}|\}$.

To apply Theorem 3.2, we still need to have $|E_{C^*}|/|V_{C^*}| = \Omega(\sqrt{n})$. Unfortunately, we are unable to guarantee this inequality. However, if we restrict ourselves to the nodes in $V_{C^*}$ that have incident edges in $\bar{E}$, we can show that their average degree is $\Omega(\sqrt{n})$, which is also enough for us to use Theorem 3.2 (see the remark just after the statement of Theorem 3.2). Here is the precise statement that we need.

Claim 5.5. For each $C^* \in \mathbb{C}^*$, each node $v \in C^*$ with incident edges in $\bar{E}$ has $\deg_{C^*}(v) = \Omega(\sqrt{n})$.

Proof. By the definition of $\bar{E}$, we have $v \in S_{C^*\to C}^*$ for some $C \in \mathbb{C} \setminus \{C^*\}$. By the definition of $S_{C^*\to C}^*$, we have $\deg_{C^*}(v) > \sqrt{n} \cdot \deg_{C^*}(v) \geq \sqrt{n}$, as required.

Summary. The algorithm guarantees that as long as $C \in \mathbb{C}$ is not a low-average cluster w.r.t. $E'$ in Part 1 and Part 2, then all $K_4$ with at least one edge in $C$ are listed by some node.

By Claim 1.4 and the fact that the number of inter-cluster edges in an expander decomposition is at most $|E|/\text{polylog}(n)$, there are no more than $(1/\text{polylog}(n) + 1/\gamma + 1/\gamma')|E|$ remaining edges if the average degree $\mu$ of the graph is at least $\mu \geq n^{1/2}$ at the beginning. Choosing $\gamma = 8$, and
\(\gamma' = 8\), gives that there are at most \(3(1/8)|E| < |E|/2\) remaining edges. In case the average degree \(\mu\) of the graph is bounded by \(\mu < n^{1/2}\), the initial exhaustive search procedure for nodes of degree at most \(2n^{1/2}\) removes at least half of the nodes by Claim \ref{claim:node-deg}. This implies that we complete within a logarithmic number of iterations, which proves that within \(O(n^{1/2})\) rounds we list all instances of \(K_4\).
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