ABSTRACT

In this paper, we study the problem of estimating the direction of arrival (DOA) using a sparsely sampled uniform linear array (ULA). Based on an initial incomplete ULA measurements, our strategy is to choose a sparse subset of array elements for measuring the next snapshot. Then, we use a Hankel-structured matrix completion to interpolate for the missing ULA measurements. Finally, the source DOAs are estimated using a subspace method such as Prony on the fully recovered ULA. We theoretically provide a sufficient bound for the number of required samples (array elements) for perfect recovery. The numerical comparisons of the proposed method with existing techniques such as atomic-norm minimization and off-the-grid approaches confirm the superiority of the proposed method.

Index Terms— Direction of arrival, matrix completion, non-uniform sampling, off-the-grid compressed sensing, super-resolution.

1. INTRODUCTION

Conventional methods for estimating the direction of arrival (DOA) of multiple sources, mainly rely on the auto-correlation function of the received data, which requires the availability of samples of multiple snapshots [1]. Recent advances, however, have shown that the samples of even a single snapshot could be sufficient for estimating DOAs if the sources are sparsely present in the field of view [2]. To take advantage of the latter sparsity, it is common to use sparse recovery techniques in compressed sensing that require discretizing the range of angles (an angular grid). This comes with the drawback of grid mismatch error [3] which cannot be completely eliminated [4].

A super-resolution method is introduced [5] for estimating a sparse mixture of single-frequency signals based on uniform samples but without assuming any grid; the only constraint is a minimum separation between the frequencies. The method can be translated into a grid-less sparse DOA estimation technique based on a uniform array which is not an efficient array for source localization [6]. For sparse linear arrays (SLA) [7] proposed a grid-less sparse recovery method based on atomic-norm minimization (ANM). For perfect estimation, the method requires a minimum angular separation between the sources.

It is known that the Hankel matrix form of the samples of a ULA represents a low-rank matrix when the number of sources is small [8], which assists in estimating the DOAs. EMaC is a grid-less approach that extends this idea to a SLA [9–11]. The method essentially interpolates the sparse samples using matrix completion in order to achieve uniformly-spaced samples (SLA to ULA), and applies a standard super-resolution technique tailored for ULAs. Compared to ANM, EMaC is shown to retrieve more sources with the same number of samples.

Besides the low-rank property of the matrix, most matrix completion techniques require the availability of uniform samples from the matrix. For non-uniformly sampled low-rank matrices, a two-phase sampling-recovery strategy is proposed in [12] for matrix-completion. However, the method does not work for matrices with structure such as Hankel matrices.

In this paper, we propose a new ULA sampling scheme tailored for the EMaC method; based on the received data of the first snapshot, we estimate the amount of possible information provided by each array element, and choose a small subset of most informative elements as the active ones for the next snapshot. Next, we employ the EMaC method to interpolate for the whole ULA and apply a standard DOA estimation technique. From simulation results, we observe that the proposed method could outperform the existing approaches.

For the proposed technique, we provide a theoretical sufficient bound for the number of required samples that lead to perfect recovery; the number is proportional to the average (and not the previously shown maximum in EMaC) of the leverage scores. These scores intuitively describe the amount of information that each sample (array element) carry about the desired DOAs. Based on leverage scores of one snapshot, we decide how to choose array elements in the next snapshot. The samples obtained at array elements of the second snapshot are then interpolated to form a ULA. For the interpolation, we minimize the cost function introduced in [13] using an alternating direction method of multipliers (ADMM) approach. Simulation results show that the proposed method
outperforms the existing methods such as ANM, EMaC, and a grid-based CS method.

Notations: Lowercase boldface letters (e.g. \( x \)) are used for column vectors and uppercase boldface letters (e.g. \( M \)) represent matrices. The set of all Hankel matrices of size \( n \times d \) is shown by \( \mathcal{H}(n, d) \). The \( (n, d) \)-Hankelization of a vector \( x \) of dimension \( m = d + n - 1 \in \mathbb{N} \) is defined as \( M = \mathcal{H}(x) \in \mathcal{H}(n, d) \) where

\[
M_{ij} = x_{i+j-1},
\]

that is, \( \mathcal{H}(x) \) is the Hankel matrix appropriately constructed from the elements of the vector \( x \) by placing the \( i \)-th element in \( x \) identically on the \( i \)-th anti-diagonal of \( M \). Note the Hankelization of a vector is sometimes referred to as Hankel structure matrix, see \[13\].

\[ \text{rank}(\cdot), \quad \cdot^\dagger, \quad \|\cdot\|_F \quad \text{and} \quad \|\cdot\|_*, \]

stand for the rank operator, Hermitian operator (conjugate-transpose), the Frobenius norm and the nuclear-norm of a matrix, respectively. Also, we use \( \mathbb{I}_{x, \Omega} \) to represent the indicator function where it equals to \( x_i \) for \( i \in \Omega \) and infinity otherwise.

2. SYSTEM MODEL

Suppose an array with \( m \) elements which are chosen from \( n \) possible uniformly spacing locations along a line \( (m \leq n) \). In the uniform setting, each element has distance \( d \) from its neighbors. The phase shift of the received signal (with wavelength \( \lambda \)) from a source at angle \( \phi \) at \( k \)-th antenna element relative to the first element (the reference) is found by \( a_k(\phi) = \exp\left(-j\frac{2\pi}{\lambda}kd \sin(\phi)\right) \). Similarly, the overall received signal from sources located at angles \( \phi_1, \ldots, \phi_r \) is

\[
y_k = \sum_{\ell=1}^{r} b_{\ell} a_k(\phi_{\ell}).
\]

where \( b_{\ell} \) are complex numbers that encode both the received power from the sources and their phase values with respect to a reference. To summarize, we define \( \tau_k = \frac{d}{\lambda} \sin(\phi_k) \) which converts the measurements model (2) into

\[
y_k = \sum_{\ell=1}^{r} b_{\ell} e^{-j2\pi \tau_k}.
\]

Now, the DOA problem is to estimate \( \tau_1, \ldots, \tau_r \) by observing \( y_{1}, \ldots, y_{m} \), where \( \Omega \subset \{1, \ldots, n\} \). In vectorial form, we represent the full ULA samples as \( y = [y_1, \ldots, y_n]^T \) and denote the observed (available) samples by \( y_o = P_{\Omega}(y) \) where the projection operator \( P_{\Omega} \) equals to \( y[k] \) for \( k \in \Omega \) and zero for the \( k \notin \Omega \).

3. PROPOSED METHOD

As explained earlier, we assume that a full ULA is available, however, due to implementation and timing budgets, the data of only a few \( (m) \) array elements are measured and processed. At the time of receiving the first snapshot, a predefined subset \( \Omega \subset \{1, \ldots, n\} \) of array elements are active. Based on the measured data \( P_{\Omega}(y_1) \), we assign a score (leverage scores) to each array element in the ULA which roughly shows the amount of information that the element conveys about the targets. For the second snapshot, we activate the \( m \) most significant array elements \( \Omega \subset \{1, \ldots, n\} \) according to the scores.

Next, we use EMaC to predict the data of the \( n - m \) unmeasured array elements. Finally, we estimate the DOAs based on the full ULA data \( (y_2) \).

The concept of leverage scores was introduced in \[12\] for enhancing the performance of matrix completion in an adaptive sampling scenario. It is known that sampling the matrix elements with probabilities proportional to the leverage scores reduces the number of required samples for perfect recovery. Unfortunately, the leverage scores defined in \[12\] are not applicable to Hankel-structured matrices, as the elements in a Hankel matrix are repeated multiple times and cannot have independent scores. Here, we adapt the scoring concept to Hankel matrices.

Definition 1. For an odd integer \( n \) and \( x \in \mathbb{C}^n \), let \( \mathbb{U}_{N\times r}\Sigma_{r\times r}(\mathbb{V}_{N\times r})^H \) be the singular value decomposition (SVD) of the Hankelization of \( x \), \( \mathcal{H}(x) \), where \( N = (n + 1)/2 \) and \( r = \text{rank}(\mathcal{H}(x)) \). We define the leverage scores \( \{\mu_k\}_{k=1}^n \) as

\[
\mu_k := \frac{n}{r} \max \left\{ \|\mathbb{U}^H \mathbb{A}_k\|_F^2, \|\mathbb{A}_k \mathbb{V}^H\|_F^2 \right\},
\]

for \( k \in \{1, \ldots, n\} \) by setting \( \mathbb{A}_k := \frac{\mathcal{H}(e_{n}^*)}{\|\mathcal{H}(e_{n}^*)\|_F} \), where \( e_{n}^* \) denotes the \( n \)-th canonical basis of \( \mathbb{R}^n \). We should note that the set \( \{\mathbb{A}_k\}_{k=1}^n \) spans the space of \( N \times N \) Hankel matrices.

Since the data of the full ULA is not available, we need to approximate the leverage scores in Def. 1 from the SLA...
Algorithm 1 Hankel interpolation using ADMM

1: Input:
2: Observed samples \( \mathcal{P}_Ω(y_1) \in \mathbb{C}^n \) and corresponding coordinates \( Ω \subset [n] \).
3: Parameters \( ρ \) for the augmented Lagrangian form
4: Output:
5: Completed Vector \( \hat{\mathbf{y}}_2 \in \mathbb{C}^n \).
6: procedure HANKEL INTERPOLATION\( (\mathcal{P}_Ω(y_1), ρ) \)
7: Estimate leverage scores \( μ_k \) by \( 3 \) using \( \mathcal{P}_Ω(y_1) \)
8: Construct \( Ω \) using \( μ_k \) and change sampled locations
9: Get new samples \( \mathcal{P}_Ω(y_2) \)
10: Solve ADMM problem in \( 5 \) (consider \( ρ \) as its input)
11: return \( \hat{\mathbf{y}}_2 \)
12: end procedure

4. GUARANTEE FOR PRECISE RECOVERY

Below, we provide a theoretical result for the number of required samples. For this purpose, we use the simplifying assumption that the sampled set \( Ω \) is formed by selecting \( i \in \{1, \ldots, n\} \) with probability \( p_i \) independently of \( j \neq i \). We now show that if \( p_i \)'s are large enough, we can correctly recover the DOAs.

**Theorem 1.** Let \( \mathbf{y} \in \mathbb{C}^n \) be the vector of true samples of the ULA for an \( r \)-sources. \( \mathbf{y} \) can be recovered with probability no less than \( 1 - n^{-10} \) from the measurements on the SLA \( \mathcal{P}_Ω(\mathbf{y}) \) where \( Ω \) i.e. index set of the location of the antenna elements in the SLA are randomly chosen by uniformly drawing the indices from \([n]\) by solving the optimization in \( 4 \) if

\[
p_k \geq \min \left\{ 1, \frac{\max \{cμ_k r^2 \log^3 (n) \}, 1 \} }{n} \right\},
\]

and \( \frac{1}{\log(n)} \) is the leverage score of Definition 7 of the paper and \( c > 0 \) is a universal constant\( 1 \).

As the expected number of total samples is given by \( \sum_k p_k \), Theorem 1 shows that the number of required samples for precise recovery is proportional to the \( \frac{\sum_{k=1}^n p_k}{n} \) instead of \( \max_k μ_k \) in \( 9 \).

5. SIMULATIONS

In this section, we compare the proposed sampling algorithm with some off-the-shelf single-snapshot DOA estimation methods like ANM \( 17 \), RWANM \( 18 \) and EMaC \( 9 \). Note that all methods, like the proposed one, inherently include an array completion procedure. After this first phase, subspace methods like Prony \( 16 \) and super-resolution \( 5 \) are employed to estimate the DOAs.

We assess the effect of the proposed non-uniform array selection for EMaC with standard uniform sampling in terms of array interpolation and DOAs estimation. To show the improvement, we also compare the modified EMaC with the other grid-less algorithms like ANM and RWANM that outperform standard EMaC. Moreover, to fairly assess array selection, the algorithms only used one snapshot of data to estimate the DOAs. In fact, we want to assess the effectiveness of the array selection in comparison with uniformly at random selection. Note that this strategy is only designed for the Hankel structure in the EMaC algorithm. Furthermore, we use only one snapshot for estimating the leverage scores; however, it is possible to increase this number in practical scenarios to alleviate system imperfections such as noise.

\( 1 \)Due to the page limit, the proof of this result is provided at [http://sharif.ir/~aamini/Papers/Hankel_Proof.pdf](http://sharif.ir/~aamini/Papers/Hankel_Proof.pdf)
In the experiments, the ULA elements are placed on integer multiples of \( \lambda/2 \), where \( \lambda \) is the wavelength. In the first snapshot, we randomly select \( \Omega \) (active elements) and use the samples for estimating the leverage scores defined in (3). Before the second snapshot, we activate ULA elements with probabilities proportional to the estimated leverage scores. For other methods, ULA elements are activated with uniform probability. In the ADMM algorithm, the value of \( \rho \) should be sufficiently large to guarantee the convergence: in our simulations we choose \( \rho = 10^3 \). Next, we consider two simulation scenarios:

(i) Fig. 2 – DOA estimation: we consider an array with an aperture equal to \( 51\lambda/2 \) (52 elements) and activate 12 elements in each snapshot. In Fig. 2 both the original DOAs and the estimated ones are plotted. This scenario includes 6 sources from which 3 are almost collocated. As shown in this figure, existing methods are unable to distinguish or detect seemingly collocated sources correctly. The proposed method, however, resolves all source locations correctly, although with some false-positive sources with very low amplitudes.

(ii) Fig. 3 – effect of the array size: In the second experiment, we aim to evaluate the overall performance of the proposed algorithm against other methods for different number of active array elements. As before, we consider a \( 51\lambda/2 \) aperture size for the uniform array; further, we uniformly select 6 to 27 elements for the SLA while we have 6 sources at angles \( \{-23.80^\circ, 15.60^\circ, 16.20^\circ, -17.53^\circ, 18.13^\circ\} \) with amplitudes \( \{3.31, 3.2, 2.13, 3.14, 3.56\} \), respectively. We call a detection correct, if for the source angle \( \theta \) and its estimated version \( \hat{\theta} \) we have that \( |\sin \theta - \sin \hat{\theta}| \leq 0.005 \). In Fig. 3 (a), we plot the rate of correct source recovery as a function of the SLA size (active elements). For each curve, the average results over 100 random realization of the SLA elements are reported. We can see that the performance of the proposed sampling strategy outperforms the standard EMaC method, as well as other uniform algorithms such as ANM and RWANM. The recovery rate also increases as the number of the elements increase. Fig. 3 (b) depicts the normalized MSE of the estimated ULA’s missed elements in the SLA. Almost for any array size, the proposed method has the smallest NMSE value.

6. CONCLUSION

We studied a new ULA sampling method based on leverage scores in the two-snapshot DOA estimation problem. We proposed an approach that initially determines optimal array elements for matrix completion using the received data from the first snapshot. Next, it applies the EMaC method on the second snapshot data to find the DOAs. The sampling method is numerically observed to outperform EMaC, and other state-of-the-art grid-less DOA estimation techniques which have better performance than EMaC. Besides, we provided a theoretical guarantee for perfect estimation.
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