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Abstract

In the early 1980s, Erdős and Sós initiated the study of the classical Turán problem with a uniformity condition: the uniform Turán density of a hypergraph $H$ is the infimum over all $d$ for which any sufficiently large hypergraph with the property that all its linear-size subhypergraphs have density at least $d$ contains $H$. In particular, they raise the questions of determining the uniform Turán densities of $K^{(3)}_4$ and $K^{(3)}_4$. The former question was solved only recently in [Israel J. Math. 211 (2016), 349–366] and [J. Eur. Math. Soc. 20 (2018), 1139–1159], while the latter still remains open for almost 40 years. In addition to $K^{(3)}_4$, the only 3-uniform hypergraphs whose uniform Turán density is known are those with zero uniform Turán density classified by Reiher, Rödl and Schacht [J. London Math. Soc. 97 (2018), 77–97] and a specific family with uniform Turán density equal to 1/27.

We develop new tools for embedding hypergraphs in host hypergraphs with positive uniform density and apply them to completely determine the uniform Turán density of a fundamental family of 3-uniform hypergraphs, namely tight cycles $C^{(3)}_\ell$. The uniform Turán density of $C^{(3)}_\ell$, $\ell \geq 5$, is equal to $4/27$ if $\ell$ is not divisible by three, and is equal to zero otherwise. The case $\ell = 5$ resolves a problem suggested by Reiher.

1 Introduction

One of the most central questions in extremal graph theory is to determine the maximum number of edges in a graph avoiding a given graph $F$. Formally, the Turán number $\text{ex}(n, F)$ of a (hyper)graph $F$ is the maximum number of edges in an $n$-vertex (hyper)graph that does not contain $F$ as a sub(hyper)graph. The limiting behavior of Turán numbers is captured by the concept of Turán density of a $k$-uniform hypergraph $F$, which is defined as the limit of $\text{ex}(n, F)/(\binom{n}{k})$ (the existence of the limit is a classical result [17] from 1964), i.e., the Turán density is the maximum possible edge density of a large $F$-free hypergraph. An equivalent, also frequently used, definition of Turán density of $F$ is the infimum over all $d$ such that any sufficiently large hypergraph with density at least $d$ must contain $F$.

Turán numbers and Turán densities are well-understood for graphs, i.e., 2-uniform hypergraphs. Indeed, the classical results of Mantel [20] and Turán [35] give the Turán number of complete graphs exactly, and Erdős and Stone [10] determined the Turán density of any $r$-chromatic graph to be equal to $\frac{r-2}{r-1}$, see also [8]. However, the analogous questions for hypergraphs are among the most challenging problems.
in extremal graph theory: Erdős [4] offered $1000 for determining the Turán density of all complete $k$-uniform hypergraphs for $k \geq 3$ and $500 for determining the Turán density of any single complete $k$-uniform hypergraph (with at least $k+1$ vertices). However, even the smallest and likely the simplest case of determining the Turán density of the complete $3$-uniform hypergraph $K_4^{(3)}$ with four vertices has shrugged off attempts, see in particular [3][11], on its resolution since its formulation by Turán 80 years ago [35] and despite recent partial results [1][24] obtained using the flag algebra method of Razborov [23]. For further details, we refer the reader to the recent survey by Keevash [18] or the survey by Sidorenko [33].

The Turán density of the complete $3$-uniform hypergraph $K_4^{(3)}$ is conjectured to be equal to $5/9$ and the following construction witnesses this as a lower bound: let $V_1, V_2$ and $V_3$ be a balanced partition of $n$ vertices and consider the $3$-uniform hypergraph that contains all edges $e$ such that either $|e \cap V_i| = 1$ for each $i = 1, 2, 3$, or $|e \cap V_i| = 2$ and $|e \cap V_{i+1}| = 1$ for some $i = 1, 2, 3$ (the subscripts are modulo $3$). Note that the edges in the construction are distributed in a highly uneven way, in particular, each of the sets $V_i$ spans no edges. This led Erdős and Sós [7][9] to propose studying Turán problems with an additional requirement that the edges of the host hypergraph are distributed uniformly. This requirement is captured by the notion of the $\varepsilon$-linear density of an $n$-vertex hypergraph $H$, which is defined as the minimum edge density of an induced subhypergraph of $H$ with at least $\varepsilon n$ vertices. Then, the uniform Turán density of a hypergraph $F$ is defined as the supremum over all $d$ such that for all $\varepsilon > 0$, there exists an arbitrarily large $F$-free hypergraph $H$ with the $\varepsilon$-linear density $d$. So, unlike in the case of Turán problems, uniform Turán problems require extremal hypergraphs to possess a minimum edge density on all linear-sized vertex subsets. Similarly to the non-uniform case, the uniform Turán density of $F$ can also be defined as the infimum over all $d$ for which there exists $\varepsilon > 0$ such that every sufficiently large hypergraph $H$ with the property that every $\varepsilon$-fraction of its vertices induce a subhypergraph with edge density at least $d$ contains $F$.

Along with introducing the concept of uniform Turán density, Erdős and Sós also asked to determine the uniform Turán density of the complete $3$-uniform hypergraph $K_4^{(3)}$ and the $3$-uniform hypergraph $K_4^{(3)-}$, which is the hypergraph $K_4^{(3)}$ with an edge removed. As in the case of Turán density, determining the uniform Turán density of a given $3$-uniform hypergraph is very challenging. The uniform Turán density of $K_4^{(3)-}$ has only recently been shown to be equal to $1/4$ by Glebov, Volec and the third author [13] and by Reiher, Rödl and Schacht [29]. Despite this, determining the uniform Turán density of $K_4^{(3)}$ remains a challenging open problem though it is believed that a 35-year-old construction of Rödl [31] showing that the uniform Turán density of $K_4^{(3)}$ is at least $1/2$ is optimal [25]. We refer the reader to the survey by Reiher [25] for a more comprehensive treatment and further results, which also include [20][28][30] on a stronger notion of the uniform density of a hypergraph.

Reiher, Rödl and Schacht [27] characterized $3$-uniform hypergraphs with uniform Turán density equal to zero, however, there are very few additional $3$-uniform hypergraphs whose uniform Turán density has been determined: in addition to $K_4^{(3)-}$, there is only a specific family of $3$-uniform hypergraphs with uniform Turán density equal to $1/27$ [12]. A fundamental family of (hyper)graphs of particular importance in extremal graph theory, in particular in relation to Turán-type questions, is that of cycles, see e.g. [11][32][36]. There are several different important notions of cycles when considering hypergraphs, perhaps the most studied of these is that of tight cycles. A tight $3$-uniform cycle of length $\ell \geq 5$, denoted by $C_\ell^{(3)}$, is a hypergraph with $\ell$ vertices that can be ordered in such a way that the edges are precisely the triples of cyclically consecutive vertices. We remark that for $\ell = 4$, one obtains the complete $3$-uniform hypergraph $K_4^{(3)}$, and so the Turán problems for tight cycles present a natural sparse generalization of problems involving $K_4^{(3)}$ both in the classical and the uniform settings.

In his survey, Reiher [25] considered the uniform Turán density of the tight $3$-uniform cycle $C_5^{(3)}$. Specifically, he presented a construction showing that the uniform Turán density of the tight $3$-uniform cycle on $5$ vertices $C_5^{(3)}$ is at least $4/27 \approx 0.1481$ and noted the absence of any interesting upper bound. Balogh, Clemen and Lidicky [2] have recently established an upper bound of $0.402$ using the flag algebra method. In this paper, we determine the uniform Turán density of $C_5^{(3)}$ and more generally of all
tight 3-uniform cycles.

**Theorem 1.1.** Let $\ell \geq 5$ be a positive integer. The uniform Turán density of the tight 3-uniform cycle $C^{(3)}_\ell$ is equal to $4/27$ if $\ell$ is not divisible by three, and is equal to 0 otherwise.

The core of Theorem 1.1 is the first case, i.e., the case of cycles with length non-divisible by three, while the second case follows from the characterization of 3-uniform hypergraphs with zero uniform Turán density by Reiher et al. [27] (this case also follows since tight cycles of length divisible by three are tripartite so even their usual Turán density is zero). In order to determine the uniform Turán density of tight cycles, we had to develop a number of tools for embedding hypergraphs in uniformly dense host hypergraphs, which we present, in particular, in Section 5 and which extend tools contained (sometimes implicitly) in [12, 27]. This machinery allows one to reduce the problem of determining the uniform Turán density of a hypergraph to an optimization problem, which can then be solved using techniques from mathematical optimization. We expect that this approach could be useful in determining the uniform Turán density of a number of other hypergraphs, in particular, of those with uniform Turán density (much) larger than $1/27$.

We find it interesting to compare the Turán problems for 3-uniform tight cycles in the classical and uniform settings. It is easy to see that the Turán density of $C^{(3)}_\ell$ is 0 if and only if the length $\ell$ of the cycle is divisible by three. On the other hand, determining the Turán density of the tight 3-uniform cycle $C^{(3)}_5$ of length five is open and conjectured to be equal to the lower bound of $2\sqrt{3} - 3$ due to Mubayi and Rödl [22]. The best upper bound comes from the flag algebra method of Razborov [24] and is only about 1% larger than the lower bound. Turán type problems for tight cycles have a long history, dating back to an old question of Sós (see [21]), and appear in relation to seemingly unrelated topics [4]. We refer the reader particularly to the report [21] from the 2011 American Institute of Mathematics (AIM) workshop “Hypergraph Turán Problem”, which contains many such problems, and to [15, 16, 19, 34] for some recent specific results.

The paper is organized as follows. In Section 2 we fix notation used throughout the paper, discuss the case of tight 3-uniform cycle $C^{(3)}_\ell$ of length divisible by three and present a lower bound on the uniform Turán density of tight 3-uniform cycle $C^{(3)}_\ell$ of length not divisible by three. In Section 3 we review a framework presented by Reiher in the survey [25] that encapsulates hypergraph regularity arguments, and present some general tools to work with this framework in Section 4, which we apply in Section 5 to develop methods for embeddings hypergraphs in dense host hypergraphs. In Section 6 we present an optimization problem whose solution is essentially equivalent to determining the uniform Turán density of a tight 3-uniform cycle $C^{(3)}_\ell$ of length $\ell$ not divisible by three. We then combine the results of Sections 5 and 6 to determine the uniform Turán density of tight 3-uniform cycles in Section 7 where we present our main results.

## 2 Notation and preliminary results

In this section, we fix the notation used throughout the paper and present preliminary results on the uniform Turán density of cycles. In particular, we will verify that the uniform Turán density of the tight 3-uniform cycle of length divisible by three is equal to zero, and the uniform Turán density of the tight 3-uniform cycle of other lengths is at least $4/27$.

We write $[n]$ for the set of the first $n$ positive integers, i.e., $[n] := \{1, \ldots, n\}$. The Ramsey number $R^{(m)}(n)$ is the smallest $N$ such that every $k$-edge-colored $m$-uniform complete hypergraph with $N$ vertices contains a monochromatic copy of the $m$-uniform complete hypergraph with $n$ vertices.
To verify that the uniform Turán density of the tight 3-uniform cycle of length divisible by three is equal to zero, we recall the characterization of 3-uniform hypergraphs with zero uniform Turán density obtained by Reiher, Rödl and Schacht \cite{9}.

**Theorem 2.1** (Reiher, Rödl and Schacht \cite{9}). Let $H$ be a 3-uniform hypergraph. The following two statements are equivalent.

- The uniform Turán density of $H$ is equal to zero.
- The vertices of $H$ can be ordered as $v_1, \ldots, v_n$ and there exists a complete graph $G$ on the vertex set \{1, \ldots, n\} with edges colored red, green and blue such that if $(v_i, v_j, v_k)$, $i < j < k$, is an edge of $H$, then the edge $ij$ is red, the edge $ik$ is green and the edge $jk$ is blue.

Using Theorem 2.1, we obtain the following.

**Proposition 2.2.** The uniform Turán density of a tight 3-uniform cycle $C_{\ell}^{(3)}$ of length $\ell$ divisible by three is equal to zero.

**Proof.** Fix $\ell = 3m$ to be a positive integer divisible by three, and let us denote by $w_1, \ldots, w_{3m}$ the vertices of a cycle $C_{3m}^{(3)}$ ordered as they appear on the cycle. We will show that the cycle $C_{3m}^{(3)}$ has the second property given in Theorem 2.1. To do so, we set the vertices $v_1, \ldots, v_{3m}$ as in Theorem 2.1 to be

$$w_1, w_4, \ldots, w_{3m-2}, w_2, w_5, \ldots, w_{3m-1}, w_3, w_6, \ldots, w_{3m},$$

and consider the complete graph $G$ on the vertex set $\{1, \ldots, 3m\}$ with edges colored as follows: an edge formed by $i < j$ is colored red if $1 \leq i \leq m$ and $m+1 \leq j \leq 2m$, green if $1 \leq i \leq m$ and $2m+1 \leq j \leq 3m$, and blue if $m+1 \leq i \leq 2m$ and $2m+1 \leq j \leq 3m$; other edges of $G$ are colored arbitrarily. Finally, observe that if $(v_i, v_j, v_k)$ is an edge of the cycle $C_{3m}^{(3)}$ with $i < j < k$, then it holds that $1 \leq i \leq m$, $m+1 \leq j \leq 2m$ and $2m+1 \leq k \leq 3m$, and so the vertices $v_1, \ldots, v_{3m}$ and the edge-colored complete graph $G$ witness that $C_{3m}^{(3)}$ has the second property given in Theorem 2.1. \hfill \Box

The lower bounds for uniform Turán densities are based on the probabilistic framework presented in [25, Section 2]; the framework is inspired and unifies earlier probabilistic constructions, in particular the one from [31]. We summarize this framework in the next proposition.

**Proposition 2.3.** Let $F$ be a 3-uniform hypergraph. Suppose that there exists $k \in \mathbb{N}$ and a set $\mathcal{P} \subseteq [k]^3$ with the following properties: for every $n \in \mathbb{N}$ and every $\varphi : \binom{[n]}{2} \rightarrow [k]$, the hypergraph $H$ with vertex set $[n]$ such that $a < b < c$, $a, b, c \in [n]$, form an edge iff $(\varphi(\{a, b\}), \varphi(\{b, c\}), \varphi(\{a, c\})) \in \mathcal{P}$ is $F$-free. Then, the uniform Turán density of $F$ is at least $|\mathcal{P}|/k^3$.

This allows us to prove that the uniform Turán density of the tight 3-uniform cycle of length not divisible by three is at least $4/27$; the proof extends the argument for $\ell = 5$ given in [25, Example 2.5].

**Proposition 2.4.** The uniform Turán density of a tight 3-uniform cycle $C_{\ell}^{(3)}$ of length not divisible by three is at least $4/27$.

**Proof.** Fix $\ell \geq 5$ that is not divisible by three and let $v_1, \ldots, v_\ell$ be the vertices of the tight 3-uniform cycle $C_{\ell}^{(3)}$ listed in the cyclic order, i.e., $v_i, v_i+1$ and $v_i+2$ form an edge for every $i \in [\ell]$ (all subscripts are modulo $\ell$ throughout the proof).

We will apply Proposition 2.3. Set $k = 3$ and $\mathcal{P} = \{(1, 3, 1), (1, 3, 2), (2, 3, 1), (2, 3, 2)\}$. We now show that for every $n \in \mathbb{N}$ and every $\varphi : \binom{[n]}{2} \rightarrow [k]$, the hypergraph $H$ as defined in Proposition 2.3 is $C_{\ell}^{(3)}$-free. Clearly, it is enough to show this for $n = \ell$.

Suppose that there exists such a hypergraph $H$ that contains $C_{\ell}^{(3)}$, and let $\varphi : \binom{[\ell]}{2} \rightarrow \{1, 2, 3\}$ be the function from the definition of $H$ and $f : \{v_1, \ldots, v_\ell\} \rightarrow [\ell]$ the function mapping the vertices of $C_{\ell}^{(3)}$ to
those of $H$. To simplify our notation, we will write $\varphi(v_i v_j)$ for $\varphi(\{f(v_i), f(v_j)\})$. We will show that for every $i \in [\ell]$, exactly one of the values $\varphi(v_i v_{i+1})$, $\varphi(v_{i+1} v_{i+2})$ and $\varphi(v_{i+2} v_{i+3})$ is equal to 3.

If none of the three values is equal to 3, then $\varphi(v_i v_{i+2}) = 3$ and $\varphi(v_{i+1} v_{i+3}) = 3$; hence $f(v_{i+1})$ must be smaller than $f(v_i)$ and $f(v_{i+2})$ (otherwise, $f(v_i)$, $f(v_{i+1})$ and $f(v_{i+2})$ would not form an edge in $H$) and, similarly, $f(v_{i+2})$ must be smaller than $f(v_{i+1})$ and $f(v_{i+3})$. However, this is impossible as the values of $f(v_{i+1})$ and $f(v_{i+2})$ cannot both be smaller than the other.

If two or more of the three values are equal to 3, it must hold that $\varphi(v_i v_{i+1}) = 3$, $\varphi(v_{i+1} v_{i+2}) \neq 3$ and $\varphi(v_{i+2} v_{i+3}) = 3$. Hence, $f(v_{i+2})$ is smaller than $f(v_i)$ and $f(v_{i+1})$ (otherwise, $f(v_i)$, $f(v_{i+1})$ and $f(v_{i+2})$ would not form an edge in $H$) and, similarly, $f(v_{i+1})$ is smaller than $f(v_{i+2})$ and $f(v_{i+3})$. Again, this is impossible.

We have shown that exactly one of the values $\varphi(v_i v_{i+1})$, $\varphi(v_{i+1} v_{i+2})$ and $\varphi(v_{i+2} v_{i+3})$ is equal to 3 for every $i \in [\ell]$, which is impossible as $\ell$ is not divisible by three. It follows that the uniform Turán density of $C_\ell^{(3)}$ is at least $|\mathcal{P}|/k^3 = 4/27$.

3 Partitioned hypergraphs

In this section, we introduce the notion of a partitioned hypergraph, which encapsulates hypergraph regularity arguments related to the uniform Turán density of 3-uniform hypergraphs. The notion is based on reduced hypergraphs presented in the survey by Reiher [25].

An $n$-partitioned hypergraph $H$ is a 3-uniform hypergraph such that its vertex set is partitioned to sets $V_{ij}$, $1 \leq i < j \leq n$, and every edge $e$ of $H$ satisfies that there exist indices $1 \leq i < j < k \leq n$ such that one vertex of $e$ belongs to $V_{ij}$, one to $V_{ik}$ and one to $V_{jk}$. The set of all edges of $H$ that have exactly one vertex in each of $V_{ij}$, $V_{ik}$ and $V_{jk}$ is called an $(i, j, k)$-triad. We refer to vertices that belong to $V_{ij}$ as left vertices of the $(i, j, k)$-triad, those that belong to $V_{jk}$ as right vertices and those that belong to $V_{ik}$ as top vertices. To make our notation easier to follow, we will often use $A$, possibly with subscripts or superscripts, to denote subsets of left vertices of a triad, and $a$, again possibly with subscripts or superscripts, to denote left vertices of a triad; similarly, we will use $B$ and $\beta$ to denote subsets of right vertices and right vertices of a triad, and $C$ and $\gamma$ to denote subsets of top vertices and top vertices.

The density of an $(i, j, k)$-triad is the number of edges forming the triad divided by $|V_{ij}| \cdot |V_{ik}| \cdot |V_{jk}|$. Finally, the density of an $n$-partitioned hypergraph $H$ is the minimum density of a triad of $H$. We will use the following convention to simplify our notation: if $H$ is an $n$-partitioned hypergraph, we write $V_{ij}$, $1 \leq i < j \leq n$, for its vertex parts, and if $H'$ is an $n'$-partitioned hypergraph, we write $V'_{ij}$, $1 \leq i < j \leq n'$, for its vertex parts, i.e., we use the same mathematical accents for a hypergraph as we do for its vertex parts without specifying the relation explicitly.

An $N$-partitioned hypergraph $H$ embeds an $n$-vertex hypergraph $H_0$ if it is possible to choose distinct $1 \leq a_1, \ldots, a_n \leq N$ corresponding to the vertices of $H_0$ and vertices $v_{ij} \in V_{a_ia_j}$ for $1 \leq i < j \leq n$ such that if the $i$-th, $j$-th and $k$-th vertex of $H_0$ form an edge, then $\{v_{ij}, v_{ik}, v_{jk}\}$ is an edge in the $(a_i, a_j, a_k)$-triad of $H$.

Reiher [25] provided a general statement that reduces proving an upper bound on the uniform Turán density of a hypergraph $H$ to embedding $H$ in partitioned hypergraphs of the same density.

**Theorem 3.1** (Reiher [25] Theorem 3.3). Let $H$ be a 3-uniform hypergraph and $d \in [0, 1]$. Suppose that for every $\delta > 0$ there exists $N$ such that every $N$-partitioned hypergraph with density at least $d + \delta$ embeds $H$. Then, the uniform Turán density of $H$ is at most $d$.

In order to find such an embedding it will often be useful to pass to a, usually much smaller, subhypergraph but in return gain additional structural information. We will consider the notions of subhypergraphs as defined in this paragraph. Let $H$ be an $n$-partitioned hypergraph. We say that $H'$ is an induced subhypergraph of $H$ if there exists $I \subseteq [n]$ such that $H'$ is an $|I|$-partitioned hypergraph, its vertex parts are the parts $V_{ij}$ of $H$ such that $i, j \in I$ and $H'$ consists of all edges of $H$ which only contain vertices in the
vertex parts forming \( H' \). We refer to the set \( I \) as the index set of \( H' \). In the setting as above, we refer to \( H' \) as to the subhypergraph of \( H \) induced by \( I \). A subhypergraph of \( H \) is any spanning subhypergraph of an induced subhypergraph of \( H \), i.e., a subhypergraph of \( H \) is obtained from an induced subhypergraph by removing some edges.

The additional structural information we will obtain is going to, among other things, consist of restricting degrees of vertices of triads. We work with various notions of the degree of a vertex that we now define.

Fix \( 1 \leq i < j < k \leq n \), which determines a triad of \( H \). The degree of a vertex \( v \in V_{ij} \cup V_{ik} \cup V_{jk} \) in the \((i, j, k)\)-triad is the number of edges of the triad containing \( v \) divided by the product of the sizes of the two parts of the triad that do not contain \( v \). We adopt the following notation for the degree of a vertex \( v \) which encapsulates the information about which triad the degree is referring to as well as the role \( v \) plays in it (whether it is a left, a right or a top vertex): we write \( d_{ij \rightarrow k}(v) \) for the degree of \( v \in V_{ij} \) in the \((i, j, k)\)-triad, so the number of edges in the \((i, j, k)\)-triad containing \( v \) divided by \( |V_{ij}| \cdot |V_{jk}| \), \( d_{ik \rightarrow j}(v) \) for the degree of \( v \in V_{ik} \) in the \((i, j, k)\)-triad, so the number of edges in the \((i, j, k)\)-triad containing \( v \) divided by \( |V_{ij}| \cdot |V_{ik}| \), and \( d_{jk \rightarrow i}(v) \) for the degree of \( v \in V_{jk} \) in the \((i, j, k)\)-triad, so the number of edges in the \((i, j, k)\)-triad containing \( v \) divided by \( |V_{ij}| \cdot |V_{ik}| \). The codegree of vertices \( v \in V_{ij} \) and \( v' \in V_{ik} \) is the number of edges of the \((i, j, k)\)-triad containing \( v \) and \( v' \), divided by \( |V_{ij}| \cdot |V_{ik}| \). We write \( d_{ij}^1(v, v') \) for the codegree of vertices \( v \in V_{ij} \) and \( v' \in V_{ik} \). In the analogous way, we define the codegree for the other two pairs of the parts of the \((i, j, k)\)-triad and write \( d_{ij|jk}^1(v, v') \) and \( d_{ik|jk}^1(v, v') \) for these quantities. If \( v \) is a top vertex, i.e., \( v \in V_{ik} \), a (left) vertex \( v' \in V_{ij} \) is a left neighbor of \( v \) if the \((i, j, k)\)-triad has an edge containing both \( v \) and \( v' \) and a (right) vertex \( v' \in V_{jk} \) is a right neighbor of \( v \) if the \((i, j, k)\)-triad has an edge containing both \( v \) and \( v' \). The left degree of a top vertex \( v \in V_{ik} \) is the number of left neighbors of \( v \) divided by \( |V_{ij}| \) and the right degree of a top vertex \( v \in V_{ik} \) is the number of right neighbors of \( v \) divided by \( |V_{jk}| \); the left and the right degree of \( v \) are denoted by \( d_{ik \rightarrow ij}(v) \) and \( d_{ik \rightarrow jk}(v) \), respectively.

In the analogous way, we define top and right neighbors of a left vertex, top and left neighbors of a right vertex, the top degree and the right degree of a left vertex, and the top degree and the left degree of a right vertex; the last four quantities are denoted \( d_{ij \rightarrow ik}(v) \), \( d_{ij \rightarrow jk}(v) \), \( d_{jk \rightarrow ik}(v) \) and \( d_{jk \rightarrow ij}(v) \), respectively.

### 4 Intersection lemmas

In this section, we present tools to deal with the following scenario, which appears repeatedly in our arguments. Given an \( N \)-partitioned hypergraph \( H \) there are for each triad vertices with a “good” property; for instance such a property might be left vertices of high degree. In \( H \) we would like to choose a representative vertex that has the good property with respect to every triad it belongs to. Since any given part of \( H \) belongs to many different triads, even if the number of vertices in the part with the good property with respect to every single triad involving the part is linear in the size of the part, there may be no vertex that is good for all triads involving the part in the hypergraph \( H \) itself. However, leveraging the power of Ramsey theory, it is possible to find such a vertex when we pass to an induced subhypergraph of \( H \).

The goal of this section is to establish several lemmas that can be applied in the scenario described above and in a more general setting, when the “good” property does not depend only on a single triad but on two or more triads.

#### 4.1 General intersection lemma

We start with presenting a general lemma (Lemma 4.2), which directly yields most of the results in this section. Its proof is based on the following lemma, which in turn is based on the following result of Erdős [5]: every 3-uniform \( n \)-vertex hypergraph with \( \Omega(n^{3-1/\ell^2}) \) edges contains the complete 3-uniform tripartite hypergraph with \( \ell \) vertices in each of its parts.

**Lemma 4.1.** For every \( \delta > 0 \) and \( n \in \mathbb{N} \), there exists \( N \in \mathbb{N} \) such that for all sets \( I \), \( J \) and \( K \) each with at least \( N \) elements, every set \( X \) and all subsets \( X_{ijk} \subseteq X \), \( i \in I \), \( j \in J \) and \( k \in K \), such that
Let \( N \) be such that every 3-uniform tripartite hypergraph with \( N \) vertices in each of its parts and at least \( \delta N^3 \) edges contains the complete 3-uniform tripartite hypergraph with \( N \) vertices in each of its parts; the existence of such \( N \) follows from the result of Erdős mentioned before the statement of the lemma. Without loss of generality, we may suppose that each of the sets \( I, J \) and \( K \) have precisely \( N \) elements. Let \( x \) be an element of \( X \) that is contained in at least \( \delta N^3 \) sets \( X_{ijk}, i \in I, j \in J \) and \( k \in K \); such an element \( x \) exists by considering the average number of sets \( X_{ijk} \) containing individual elements of \( X \). Next consider the 3-uniform tripartite hypergraph \( G \) with vertex set \( I \times J \times K \) such that \((i, j, k) \in I \times J \times K \) is an edge of \( G \) if \( x \in X_{ijk} \). Since the hypergraph \( G \) has at least \( \delta N^3 \) edges, there exist \( I' \subseteq I, J' \subseteq J \) and \( K' \subseteq K \), each with \( n \) elements, such that every \((i, j, k) \in I' \times J' \times K' \) is an edge of \( G \). Hence, we have obtained that \( x \in X_{ijk} \) for all \( i \in I', j \in J' \) and \( k \in K' \).

We derive the following from Lemma 4.1

**Lemma 4.2.** For every \( \delta > 0 \) and \( n \in \mathbb{N} \), there exists \( N \in \mathbb{N} \) such that the following holds for every \( N \)-partitioned hypergraph \( H \) and every choice of subsets \( W_{ij, j'} \subseteq V_{ik}, i, k, j, j' \in [N], j < i < j' < k < j'' \), such that \( |W_{ij, j'}| \geq \delta |V_{ik}| \). There exists an induced \( n \)-partitioned subhypergraph \( H' \) with index set \( I \subseteq [N] \) and there exist \( w_{ik}, i < k, i, k \in I \), such that \( w_{ik} \in W_{ij, j'} \) for all \( j, j', j'' \in I \) satisfying \( j < i < j' < k < j'' \).

**Proof.** Let \( \delta > 0 \) and \( n \in \mathbb{N} \) be given, and let \( n' \) be the value of \( N \) from Lemma 4.1 for \( \delta \) and \( n \); we can assume without loss of generality that \( n' \geq n^2 \). We prove that the statement of the lemma holds with \( N = R_2^{3n^2+2}(3n'+2) \).

Let an \( N \)-partitioned hypergraph \( H \) and subsets \( W_{ij, j'} \) as in the statement of the lemma be given. We construct an auxiliary 2-edge-colored \((3n+2)\)-uniform complete hypergraph \( G \) with vertex set \([N]\) as follows: a \((3n+2)\)-tuple \( i_1 < \ldots < i_{3n+2} \) is colored blue if all the \( n^3 \) sets \( W_{ij, j'} \) have a common vertex where \( j \in \{i_1, \ldots, i_n\}, j' \in \{i_{n+2}, \ldots, i_{2n+1}\} \) and \( j'' \in \{i_{2n+3}, \ldots, i_{3n+2}\} \); otherwise, the \((3n+2)\)-tuple is colored red. By Ramsey’s Theorem there exist \( 3n' + 2 \) indices \( i_1 < \ldots < i_{3n'+2} \) such that all \((3n+2)\)-tuples formed by these indices have the same color.

Set \( I = \{i_1, \ldots, i_n\}, J = \{i_{n'+2}, \ldots, i_{2n'+1}\} \) and \( K = \{i_{2n'+3}, \ldots, i_{3n'+2}\} \) and \( X_{ij, j} = W_{ij, j'} \) for \( j \in I, j' \in J \) and \( j'' \in K \). By Lemma 4.1 there exist \( I' \subseteq I, J' \subseteq J \) and \( K' \subseteq K \), each containing \( n \) elements, such that the \( n^3 \) sets \( X_{ij, j} \), \( j \in I', j' \in J \) and \( j'' \in K \), have a non-empty intersection. This implies that the \((3n+2)\)-tuple \( \{i_{n'+1}, i_{2n'+2}\} \cup I' \cup J' \cup K' \) is colored blue. Hence, the common color of all our \((3n+2)\)-tuples must be blue.

We show that the conclusion of the lemma holds with the set \( I \) consisting of \( i_{k(n+1)} \) for \( k \in [n] \) (note that \( n(n+1) \leq 3n' + 2 \)). Consider \( k < k', k, k' \in [n] \) and a \((3n+2)\)-tuple \( F \subseteq \{i_1, \ldots, i_{3n'+2}\} \) such that \( F \) contains all indices \( i_{n+1}, \ldots, i_{n(n+1)} \), \( F \) contains exactly \( n \) indices among \( i_{1}, \ldots, i_{k(n+1)} \), \( F \) contains exactly \( n \) indices among \( i_{k(n+1)+1}, \ldots, i_{k'(n+1)+1} \), and \( F \) contains exactly \( n \) indices among \( i_{k'(n+1)+1}, \ldots, i_{3n'+2} \) (note that \( 3n'+2 \geq n^2 + 2n \)). Since the color of the \((3n+2)\)-tuple \( F \) is blue, there exists \( w \in V_{ik_{k(n+1)}j_{k'(n+1)}} \) that is contained in all sets \( W_{ij, j'} \) with \( j < i_{k(n+1)} < j' < i_{k'(n+1)} < j'' \) and \( j, j', j'' \in F \), in particular, for all such \( j, j', j'' \in F \) as \( I \subseteq F \). The conclusion of the lemma now follows.

4.2 Specific intersection lemmas

We now derive several corollaries of Lemma 4.2 that match scenarios used in our arguments. We remark that the lemmas in this subsection are implicitly proven in [27] using a direct iterative approach; alternative proofs based on Ramsey’s Theorem can be found in [12]. The first two lemmas aim to identify common vertices based on candidate sets depending on a single triad.
Lemma 4.3. For every $\delta > 0$ and $n \in \mathbb{N}$, there exists $N \in \mathbb{N}$ such that the following holds for every $N$-partitioned hypergraph $H$ and every choice of subsets $C_{ijk} \subseteq V_{ik}$, $i < j < k$, $i,j,k \in [N]$, such that $|C_{ijk}| \geq \delta|V_{ik}|$. There exists an induced $n$-partitioned subhypergraph $H'$ with index set $I \subseteq [N]$ and there exist $\gamma_{ik}$, $i < k$, $i,k \in I$, such that $\gamma_{ik} \in C_{ijk}$ for all $j \in I$ such that $i < j < k$.

Proof. Let $\delta > 0$ and $n \in \mathbb{N}$ be given and apply Lemma 4.2 with $n + 2$ to get $N$. Given an $N$-partitioned hypergraph $H$ and subsets $C_{ijk}$, set $W_{j''ijk''}$ to be $C_{ijk}$ for any $j'' < i$ and $j'' > k$. By Lemma 4.2 there exists an $(n + 2)$-element index set $I_0 \subseteq [N]$ and $\gamma_{ik}$, $i < k$, $i,k \in I_0$, such that $\gamma_{ik} \in W_{j''ijk''}$ for all $j'' < i < j < k < j''$ such that $j,j',j'' \in I_0$. The statement of the lemma holds with the set $I$ obtained from $I_0$ by removing its smallest and largest elements.

Lemma 4.4. For every $\delta > 0$ and $n \in \mathbb{N}$, there exists $N \in \mathbb{N}$ such that the following holds for every $N$-partitioned hypergraph $H$ and every choice of subsets $A_{ijk} \subseteq V_{ij}$, $i < j < k$, $i,j,k \in [N]$, such that $|A_{ijk}| \geq \delta|V_{ij}|$. There exists an induced $n$-partitioned subhypergraph $H'$ with index set $I \subseteq [N]$ and there exist $\alpha_{ij}$, $i < j$, $i,j \in I$, such that $\alpha_{ij} \in A_{ijk}$ for all $k \in I$ such that $k > j$.

Proof. Let $\delta > 0$ and $n \in \mathbb{N}$ be given and apply Lemma 4.2 with $2n$ to get $N$. Given an $N$-partitioned hypergraph $H$ and subsets $A_{ijk}$, set $W_{j''ij''jk''}$ to be $A_{ijk}$ for $j'' < i < j'' < j$. By Lemma 4.2 there exist a $2n$-element index set $I_0 \subseteq [N]$ and $\alpha_{ij}$, $i < j$, $i,j \in I_0$, such that $\alpha_{ij} \in W_{j''ij''jk''}$ for all $j'', j'' \in I_0$ satisfying $j'' < i < j'' < j < k$. The statement of the lemma holds with the set $I$ containing the second, fourth, sixth, etc. elements of $I_0$.

The following lemma can be obtained by Lemma 4.4 by reversing the ordering of the index set.

Lemma 4.5. For every $\delta > 0$ and $n \in \mathbb{N}$, there exists $N \in \mathbb{N}$ such that the following holds for every $N$-partitioned hypergraph $H$ and every choice of vertices $\gamma_{ik} \in V_{ik}$, $i < k$, $i,k \in [N]$ such that the degree of $\gamma_{ik}$ is at least $\delta$ in every $(i,j,k)$-triad, $i < j < k$, $i,j,k \in [N]$. There exists an induced $n$-partitioned subhypergraph $H'$ with index set $I \subseteq [N]$ and vertices $\alpha_{ij}$ and $\beta_{jk}$, $i < j$, $i,j \in I$, such that $\{\alpha_{ij}, \beta_{jk}, \gamma_{ik}\}$ is an edge in the $(i,j,k)$-triad for all $i < j < k$, $i,j,k \in I$.

Proof. Apply Lemma 4.4 with $\delta/2$ and $n$ to get $n'$ and then apply Lemma 4.5 with $\delta/2$ and $n'$ to get $N$. Consider an $N$-partitioned hypergraph $H$ and vertices $\gamma_{ik} \in V_{ik}$ such that the degree of $\gamma_{ik}$ is at least $\delta$ in every $(i,j,k)$-triad, $i < j < k$, $i,j,k \in [N]$.

Define $A_{ijk}$ for $i < j < k$, $i,j,k \in [N]$, to be the set of vertices $w \in V_{ij}$ such that $d_{ij|k}(w, \gamma_{ik}) \geq \delta/2$. Since the degree of $\gamma_{ik}$ is at least $\delta$ in every $(i,j,k)$-triad, $i < j < k$, $i,j,k \in [N]$, the set $A_{ijk}$ contains at least $\delta|V_{ij}|/2$ vertices for $i < j < k$, $i,j,k \in [N]$ (otherwise, the degree of $\gamma_{ik}$ in the $(i,j,k)$-triad would be smaller than $\delta$). We apply Lemma 4.4 to $H$ and the sets $A_{ijk}$ to get an $n'$-partitioned subhypergraph of $H$ induced by $I' \subseteq [N]$ and vertices $\alpha_{ij}$, $i < j$, $i,j \in I'$, such that $\alpha_{ij} \in A_{ijk}$ for all $i < j < k$, $i,j,k \in I'$.

In particular, it holds that $d_{ij|k}(\alpha_{ij}, \gamma_{ik}) \geq \delta/2$ for all $i < j < k$, $i,j,k \in I'$.

We next define $B_{ijk}$ for $i < j < k$, $i,j,k \in I'$, to be the set of vertices $w \in V_{jk}$ such that $\{\alpha_{ij}, w, \gamma_{ik}\}$ is an edge (in the $(i,j,k)$-triad); note that $|B_{ijk}| \geq \delta|V_{jk}|/2$ for all $i < j < k$, $i,j,k \in I'$. We apply Lemma 4.5 to the $n'$-partitioned subhypergraph of $H$ induced by $I'$ and the sets $B_{ijk}$ to get an $n$-partitioned subhypergraph $H'$ of $H$ induced by $I \subseteq I'$ and vertices $\beta_{ij}$, $i < j$, $i,j \in I'$, such that $\{\alpha_{ij}, \beta_{jk}, \gamma_{ik}\}$ is an edge in the $(i,j,k)$-triad for all $i < j < k$, $i,j,k \in I$. □
The next two lemmas identify common vertices based on candidate sets depending on a pair of intersecting triads.

**Lemma 4.7.** For every $\delta > 0$ and $n \in \mathbb{N}$, there exists $N \in \mathbb{N}$ such that the following holds for every $N$-partitioned hypergraph $H$ and every choice of subsets $X_{ijkl} \subseteq V_{jk}$, $i < j < k < \ell$, $i,j,k,\ell \in [N]$, such that $|X_{ijkl}| \geq \delta |V_{jk}|$. There exist an induced $n$-partitioned subhypergraph $H'$ with index set $I \subseteq [N]$ and there exist vertices $\omega_{jk}$, $j < k$, $j, k \in I$, such that $\omega_{jk} \in X_{ijkl}$ for all $i,j \in I$ such that $i < j < k < \ell$.

**Proof.** Let $\delta > 0$ and $n \in \mathbb{N}$ be given and apply Lemma 4.2 with $2n - 1$ to get $N$. Given an $N$-partitioned hypergraph $H$ and subsets $X_{ijkl} \subseteq V_{jk}$, let $W_{ijj'}kl$ to be $X_{ijkl}$ for $j < j' < k$. By Lemma 4.2, there exist a $(2n - 1)$-element index set $I_0 \subseteq [N]$ and $\omega_{jk}$, $j < k$, $j, k \in I_0$, such that $\omega_{jk} \in W_{ijj'kl}$ for all $i < j < j' < k < \ell$ that $i, j', \ell \in I_0$. The statement of the lemma holds with the set $I$ containing the first, third, fifth, etc. element of $I_0$.

**Lemma 4.8.** For every $\delta > 0$ and $n \in \mathbb{N}$, there exists $N \in \mathbb{N}$ such that the following holds for every $N$-partitioned hypergraph $H$ and every choice of subsets $C_{ijkl} \subseteq V_{ik}$, $i < j < k < \ell$, $i,j,k,\ell \in [N]$, such that $|C_{ijkl}| \geq \delta |V_{ik}|$. There exists an induced $n$-partitioned subhypergraph $H'$ with index set $I \subseteq [N]$ and there exist vertices $\gamma_{ik}$, $i < k$, $i,k \in I$, such that $\gamma_{ik} \in C_{ijkl}$ for all $j, \ell \in I$ such that $i < j < k < \ell$.

**Proof.** Let $\delta > 0$ and $n \in \mathbb{N}$ be given and apply Lemma 4.2 with $n + 1$ to get $N$. Given an $N$-partitioned hypergraph $H$ and subsets $C_{ijkl} \subseteq V_{ik}$, set $W_{ij'jkl}$ to be $C_{ijkl}$ for all $j' < i$. By Lemma 4.2, there exist a $(n + 1)$-element index set $I_0 \subseteq [N]$ and $\gamma_{ik}$, $i < k$, $i,k \in I_0$ such that $\gamma_{ik} \in W_{ij'jkl}$ for all $j' < i < j < k < \ell$ that $j', j, \ell \in I_0$. The statement of the lemma holds with the set $I$ obtained from $I_0$ by removing its first element.

The following lemma is obtained by Lemma 4.9 by reversing the ordering of the index set.

**Lemma 4.9.** For every $\delta > 0$ and $n \in \mathbb{N}$, there exists $N \in \mathbb{N}$ such that the following holds for every $N$-partitioned hypergraph $H$ and every choice of subsets $C_{ijkl} \subseteq V_{j\ell}$, $i < j < k < \ell$, $i,j,k,\ell \in [N]$, such that $|C_{ijkl}| \geq \delta |V_{j\ell}|$. There exists an induced $n$-partitioned subhypergraph $H'$ with index set $I \subseteq [N]$ and there exist vertices $\gamma_{j\ell}$, $j < \ell$, $j, \ell \in I$, such that $\gamma_{j\ell} \in C_{ijkl}$ for all $i,k \in I$ such that $i < j < k < \ell$.

## 5 Structural results

In this section, we present lemmas that guarantee the existence of various structures in partitioned hypergraphs with positive density and in particular with density larger than $4 / 27$.

### 5.1 Top vertices with large degree

The first lemma is designed to select universal top vertices with degree close to the maximum degree of a top vertex.

**Lemma 5.1.** For every $\varepsilon > 0$ and $n \in \mathbb{N}$, there exists $N \in \mathbb{N}$ such that every $N$-partitioned hypergraph $H$ with density $d$ has an $n$-partitioned subhypergraph $H_0$ of $H$ with density at least $d - \varepsilon$ with the following property: there exist vertices $\gamma_{ik} \in V_{ik}$ such that for every $j$, $i < j < k$, the vertex $\gamma_{ik}$ is a top vertex of the $(i,j,k)$-triad, and the degree of each top vertex of the $(i,j,k)$-triad is at most that of $\gamma_{ik}$.

**Proof.** We set $N$ to be the value from Lemma 4.3 applied for $n$ and $\delta = \varepsilon$. Let $H$ be an $N$-partitioned hypergraph with density $d$. For $1 \leq i < j < k \leq N$, define $C_{ijk}$ to be the set containing the $[\varepsilon V_{ik}]$ vertices of $V_{ik}$ with largest degree in the $(i,j,k)$-triad. We now apply Lemma 4.3 with the sets $C_{ijk}$ to get an induced $n$-partitioned subhypergraph $H'$ of $H$ with index set $I$ and vertices $\gamma_{ik} \in V_{ik}$, $i,k \in I$, such that $\gamma_{ik} \in C_{ijk}$ for every $i < j < k$, $j \in I$. Next remove from each $(i,j,k)$-triad of $H'$ all edges
containing a vertex of \( C_{ijk} \) different from \( \gamma_{ik} \), and let \( H_0 \) be the resulting \( n \)-partitioned subhypergraph of \( H' \) and so of \( H \). Observe that at most \( \varepsilon |V_{ij}| \cdot |V_{jk}| \cdot |V_{ik}| \) edges can be removed from the \((i,j,k)\)-triad as \(|C_{ijk} \setminus \{\gamma_{ik}\}| \leq \varepsilon |V_{ik}|\), which implies that the density of \( H_0 \) is at least \( d - \varepsilon \). It follows that the \( n \)-partitioned hypergraph \( H_0 \) and the vertices \( \gamma_{ik} \) have the properties given in the lemma. \( \square \)

The next lemma is designed to identify left and right neighbors of selected vertices that have the maximum degree in corresponding triads.

**Lemma 5.2.** For every \( \varepsilon > 0 \) and \( n \in \mathbb{N} \), there exist \( N \in \mathbb{N} \) such that the following holds for every \( N \)-partitioned hypergraph \( H \) with density \( d \) and every choice of vertices \( \gamma_{ik} \in V_{ik} \) with degree at least \( \varepsilon \) in each \((i,j,k)\)-triad with \( i < j < k \).

There exists an \( n \)-partitioned subhypergraph \( H_0 \) with index set \( I \subseteq [N] \) that has density at least \( d - \varepsilon \) and there exist \( \alpha_{ij}^*, \beta_{jk}^*, \gamma_{ij}^1, \gamma_{ij}^2 \in V_{ij} \), \( i < j \), \( i, j \in I \), such that the following holds for all \( i < j < k \), \( i, j, k \in I \):

- the degree of \( \gamma_{ik} \) in the \((i,j,k)\)-triad in \( H_0 \) is smaller by at most \( \varepsilon \) compared to \( H \),
- the vertices \( \gamma_{ij}^1, \beta_{jk}^* \) and \( \gamma_{ik} \) form an edge in the \((i,j,k)\)-triad in \( H_0 \),
- the vertices \( \alpha_{ij}^*, \gamma_{ij}^2 \) and \( \gamma_{ik} \) form an edge in the \((i,j,k)\)-triad in \( H_0 \),
- for every \( \ell \in I \), \( i < \ell < j \), among left neighbors of \( \gamma_{ik} \) in the \((i,j,k)\)-triad, \( \gamma_{ij}^1 \) has the largest degree in the \((i,\ell)\)-triad of \( H_0 \),
- for every \( \ell \in I \), \( j < \ell < k \), among right neighbors of \( \gamma_{ik} \) in the \((i,j,k)\)-triad, \( \gamma_{jk}^2 \) has the largest degree in the \((j,\ell)\)-triad of \( H_0 \).

**Proof.** We determine \( N \) as follows: first apply Lemma 4.9 with \( n \) and \( \varepsilon/6 \) to get \( N_1 \), then Lemma 4.4 with \( N_1 \) and \( \varepsilon/6 \) to get \( N_2 \), and finally Lemma 4.9 with \( N_2 \) and \( \varepsilon/(3N_2) \) to get \( N_3 \). We then set \( N_4 = R_3^2(N_3) \) and apply Lemma 4.8 with \( N_4 \) and \( \varepsilon/(3N_4) \) to get \( N_5 \), and finally set \( N = R_3^2(N_5) \).

Let \( H \) be an \( N \)-partitioned hypergraph and let \( \gamma_{ik} \in V_{ik} \) be vertices with properties described in the statement of the lemma. From every \((i,j,k)\)-triad of \( H \), \( 1 \leq i < j < k \leq N \), remove all edges containing the vertex \( \gamma_{ik} \) and a vertex \( w \in V_{jk} \) such that \( d_{ij|ik}(w,\gamma_{ik}) < \varepsilon/6 \) and all edges containing the vertex \( \gamma_{ik} \) and a vertex \( w \in V_{jk} \) such that \( d_{jk|ik}(w,\gamma_{ik}) < \varepsilon/6 \) (we keep on removing edges as long as there exists a vertex \( w \) in \( V_{ij} \) or \( V_{jk} \) with given degree properties). Let \( H' \) be the resulting \( N \)-partitioned subhypergraph. Since at most \( 2\varepsilon |V_{ij}| \cdot |V_{jk}|/6 \) edges are removed from an \((i,j,k)\)-triad, it follows that the degree of \( \gamma_{ik} \) in an \((i,j,k)\)-triad in \( H' \) is at least \( d - 2\varepsilon/6 = 2\varepsilon/3 \); in particular, the density of \( H' \) is at least \( d - \varepsilon/3 \). Since the degree of \( \gamma_{ik} \) in an \((i,j,k)\)-triad is at least \( 2\varepsilon/3 \), the vertex \( \gamma_{ik} \) has at least \( 2\varepsilon|V_{ij}|/3 \) left neighbors in the \((i,j,k)\)-triad and at least \( 2\varepsilon|V_{jk}|/3 \) right neighbors. Note that if \( w \) is a left neighbor of \( \gamma_{ik} \) in the \((i,j,k)\)-triad of \( H' \), then \( d_{ij|ik}(w,\gamma_{ik}) \geq \varepsilon/6 \), and if \( w \) is a right neighbor of \( \gamma_{ik} \) in the \((i,j,k)\)-triad, then \( d_{jk|ik}(w,\gamma_{ik}) \geq \varepsilon/6 \).

For \( 1 \leq i < j < k \leq N \), define \( C_{ijk\ell} \) to be the set of the \( \lceil \varepsilon |V_{ij}|/(3N_4) \rceil \) left neighbors of \( \gamma_{ik} \) (in the \((i,j,k)\)-triad) with largest degree in the \((i,j,k)\)-triad. We next define an auxiliary 2-edge-colored 4-uniform complete hypergraph \( G \) with vertex set \([N]\) such that an edge formed by \( i < j < k \leq \ell \) is colored red if \( \gamma_{ik} \in C_{ijk\ell} \), and it is colored blue otherwise. By Ramsey’s Theorem, there exists an \( N_5 \)-element set \( I_5 \subseteq [N] \) such that all quadruples formed by the elements of \( I_5 \) have the same color.

If the common color of the quadruples of \( I_5 \) is red, we choose \( I_4 \) to be any \( N_4 \)-element subset of \( I_5 \), we set \( H_4 \) to be the \( N_4 \)-partitioned subhypergraph of \( H' \) induced by \( I_4 \) and we set \( \gamma_{ik} = \gamma_{ik}^i \) for \( i, k \in I_4 \); note that \( \gamma_{ik} \in C_{ijk\ell} \) for all \( i < j < k < \ell \), \( i, j, k, \ell \in I_4 \). If the common color of the quadruples of \( I_5 \) is blue, we apply Lemma 4.8 with the \( N_5 \)-partitioned subhypergraph of \( H' \) induced by \( I_5 \) and \( C_{ijk\ell} \) to get an \( N_4 \)-partitioned induced subhypergraph \( H_4 \) of \( H' \) with index set \( I_4 \subseteq I_5 \) and \( \gamma_{ik}^i \) such that \( \gamma_{ik}^i \in C_{ijk\ell} \) for all \( i < j < k < \ell \), \( i, j, k, \ell \in I_4 \). Note that \( \gamma_{ik} \notin C_{ijk\ell} \) for all \( i < j < k < \ell \), \( i, j, k, \ell \in I_4 \) if the common color is blue.
For each triad \((i, j, k)\), with \(i, j, k \in I_4\) we will now remove some edges in order to ensure the fourth condition of the lemma is satisfied for our choice of \(\gamma_{ik}^1\). We remove all edges from the \((i, j, k)\)-triad that contain a vertex \(w \in C_{ijk\ell}\) with degree larger than that of \(\gamma_{ik}^1\) for some \(\ell > k, \ell \in I_4\). As there are at most \(N_4\) choices of \(\ell\), the density of the \((i, j, k)\)-triad decreases by at most \(\varepsilon/3\). Observe also that we do not remove any edges of the \((i, j, k)\)-triad containing \(\gamma_{ik}\) since either \(\gamma_{ik}^1 = \gamma_{ik}\) or \(\gamma_{ik} \notin C_{ijk\ell}\) for any \(\ell > k, \ell \in I_4\). Let \(H'_4\) be the \(N_4\)-partitioned hypergraph that is obtained from \(H_4\) by performing this removal for each triad indexed by \(I_4\). Observe that since we preserve all edges having \(\gamma_{ik}\) as a top vertex, with \(i, k \in I_4\), it holds for any any \(i < j < k < \ell\) that the vertex \(\gamma_{ik}^1\) has maximum degree in the \((i, j, k)\)-triad of \(H'_4\) among all left neighbors of \(\gamma_{ij}\) in the \((i, j, k, \ell)\)-triad. Also observe that the density of \(H'_4\) is at least \(d - 2\varepsilon/3\).

We now repeat the process to find vertices \(\gamma_{ik}^2\). We start by defining sets \(C_{ijk\ell} \subseteq V_{j\ell}\) to contain the \([\varepsilon|V_{j\ell}|/(3N_2)]\) right neighbors of \(\gamma_{ij}\) in the \((i, j, k)\)-triad with largest degree in the \((j, k, \ell)\)-triad, and an auxiliary \(3\)-edge-colored \(4\)-uniform complete hypergraph \(G'\) with \(N_4\) vertices corresponding to the parts of \(H'_4\) such that an edge formed by \(i < j < k < \ell\) is colored red if \(\gamma_{ij} \in C_{ijk\ell}\), orange if \(\gamma_{ij} \in C_{ijk\ell}\), and blue otherwise; in case that \(C_{ijk\ell}\) contains both \(\gamma_{ij}\) and \(\gamma_{jk}\), we color the edge red if the degree of \(\gamma_{ij}\) in the \((j, k, \ell)\)-triad is at least the degree of \(\gamma_{jk}\), and we color the edge orange if the degree of \(\gamma_{jk}\) is larger. By Ramsey’s Theorem, there exists an \(N_3\)-element set \(I_3 \subseteq I_4\) such that all quadruples formed by the elements of \(I_3\) have the same color.

If the common color of the quadruples of \(I_3\) is red or orange, we set \(I_2\) to be any \(N_2\)-element subset of \(I_3\) and \(H'_2\) to be the \(N_2\)-partitioned subhypergraph of \(H'_4\) induced by \(I_2\). For all \(i, k \in I_2\), we set \(\gamma^2_{ik}\) to \(\gamma_{ik}\) if the color is red and to \(\gamma_{ik}^1\) if the color is orange. If the common color of the quadruples of \(I_3\) is blue, we apply Lemma \ref{lem:4.9} with the \(N_2\)-partitioned subhypergraph of \(H'_4\) induced by \(I_3\) and \(C_{ijk\ell}\) to get an \(N_2\)-partitioned induced subhypergraph \(H'_2\) of \(H'_4\) with index set \(I_2 \subseteq I_3\) and \(\gamma^2_{ij}\) such that \(\gamma^2_{ij} \in C_{ijk\ell}\) for all \(i < j < k < \ell, i, j, k, \ell \in I\).

We now define the \(N_3\)-partitioned hypergraph \(H_2\). The hypergraph \(H_2\) is obtained from \(H'_2\) by removing from each \((j, k, \ell)\)-triad all edges that contain a vertex \(w \in C_{ijk\ell}\) with degree larger than that of \(\gamma^2_{ij}\) for some \(i < j, i \in I_2\). Since there are at most \(N_2\) choices of an index \(i\), the density of the \((j, k, \ell)\)-triad decreases by at most \(\varepsilon/3\) and is in particular at least \(d - \varepsilon\). Moreover, this operation does not affect edges containing \(\gamma_{ij}\) or \(\gamma_{ik}\) by the construction of the edge-coloring of \(G'\) and the choice of \(\gamma^2_{ij}\). Observe that all edges containing \(\gamma_{ij}\) or \(\gamma_{ik}\) are preserved by this procedure as if the degree of \(\gamma^2_{ij}\) in the \((j, k, \ell)\)-triad is smaller than that of \(\gamma_{ij}\), then \(\gamma_{ij} \notin C_{ijk\ell}\) for any \(i < j, i \in I_2\), and similarly, if the degree of \(\gamma^2_{ik}\) in the \((j, k, \ell)\)-triad is smaller than that of \(\gamma_{ik}\), then \(\gamma_{ik} \notin C_{ijk\ell}\) for any \(i < j, i \in I_2\). This means we preserve the fourth condition and establish the fifth one.

Next observe that for every \(i < j < k, i, j, k \in I_2\), the edges of the \((i, j, k)\)-triad containing the vertex \(\gamma_{ij}\) are the same in \(H_2\) and in \(H'\); in particular, it holds that \(d_{ijk}(\gamma_{ij}^1, \gamma_{ik}) \geq \varepsilon/6\) and \(d_{ijk}(\gamma_{ik}^2, \gamma_{ik}) \geq \varepsilon/6\). For \(i < j < k, i, j, k \in I_2\), define \(A_{ijk}\) to be the set of vertices in \(V_{ijk}\) that form an edge together with \(\gamma^2_{jk}\) and \(\gamma_{ik}\) in the \((i, j, k)\)-triad, and \(B_{ijk}\) to be the set of vertices in \(V_{ijk}\) that form an edge together with \(\gamma^1_{ij}\) and \(\gamma_{ik}\). By Lemma \ref{lem:4.4} applied with the \(N_2\)-partitioned hypergraph \(H_2\) and the sets \(A_{ijk}\), there exist an \(N_1\)-partitioned subhypergraph \(H_1\) of \(H_2\) induced by \(I_1 \subseteq I_2\) and vertices \(\alpha^*_{ij}, i < j, i, j \in I_1\), such that \(\{\alpha^*_{ij}, \gamma^2_{jk}, \gamma_{ik}\}\) is an edge for all \(i < j < k, i, j, k \in I_1\).

By Lemma \ref{lem:4.8} applied with the \(N_1\)-partitioned hypergraph \(H_1\) and the sets \(B_{ijk}\), there exist an \(n\)-partitioned subhypergraph \(H_0\) of \(H_1\) induced by \(I \subseteq I_1\) and vertices \(\beta^*_{jk}, j < k, j, k \in I\), such that \(\{\gamma_{ij}, \beta^*_{jk}, \gamma_{ik}\}\) is an edge for all \(i < j < k, i, j, k \in I\).

We conclude that \(H_0\) is an \(n\)-partitioned subhypergraph of \(H\) with density at least \(d - \varepsilon\), the degree of \(\gamma_{ik}\) in an \((i, j, k)\)-triad has dropped by at most \(\varepsilon/3\), and \(H_0\) together with the vertices \(\alpha^*_{ij}, \beta^*_{ij}, \gamma^1_{ij}\) and \(\gamma^2_{ij}, i < j, i, j \in I\), satisfy all the conditions of the lemma.

**5.2 Neighbors of selected vertices**

In this subsection we establish several lemmas concerning partitioned hypergraphs such that each of the lemmas have two outcomes: either we find a small collection of particularly well-structured edges, which
will ultimately allow us to embed a tight cycle, or we pass to a subhypergraph by removing a small number of edges in such a way that the resulting subhypergraph does not contain certain subconfigurations. In the following subsection, we deduce that if neither of the lemmas provides the structure for embedding a tight cycle, the final subhypergraph cannot have density larger than $4/27 - \varepsilon$; this would contradict that the density of the original partitioned hypergraph was at least $4/27$.

We begin with an auxiliary lemma that is used to prove the lemmas given later in the subsection.

**Lemma 5.3.** For every $\varepsilon > 0$ and $n \in \mathbb{N}$, there exist $N \in \mathbb{N}$ and $m \leq 2/\varepsilon$ such that the following holds for every $N$-partitioned hypergraph $H$ and every choice of vertices $\gamma_{ik} \in V_{ik}$, $i, k \in [N]$. There exists an $n$-partitioned subhypergraph $H_0$ with index set $I \subseteq [N]$ and there exist (not necessarily distinct) vertices $\alpha_{ij}^1, \ldots, \alpha_{ij}^m \in V_{ij}$, $i < j$, $i, j \in I$, such that the following holds in every $(i, j, k)$-triad with $i < j < k$, $i, j, k \in I$:

- the degree of $\gamma_{ik}$ in $H_0$ is smaller by at most $\varepsilon$ compared to its degree in $H$,
- the degree of any vertex of $V_{ik}$ different from $\gamma_{ik}$ in $H_0$ is the same as in $H$, and
- for every right neighbor $\beta$ of $\gamma_{ik}$, there exists $\ell \in [m]$ such that $\{\alpha_{ij}^\ell, \beta, \gamma_{ik}\}$ is an edge.

**Proof.** Set $m = [2/\varepsilon]$, and define iteratively $n_0, \ldots, n_m$ as follows. We set $n_0 = n$ and for $\ell \in [m]$, define $N_\ell$ to be the value of $N$ obtained by applying Lemma 1.4 with $n_{\ell - 1}$ and $\varepsilon/2$ and set $n_\ell = R_2^{n_\ell}(N_\ell)$. We will show that the statement of the lemma holds with $N = n_m$.

Let $H$ be an $N$-partitioned hypergraph and let $\gamma_{ik} \in V_{ik}$ be vertices as described in the statement of the lemma. For $\ell = m, \ldots, 0$, we will iteratively define $n_\ell$-partitioned subhypergraphs $H_\ell$ with index set $I_\ell$ and vertices $\alpha_{ij}^{\ell + 1}, \ldots, \alpha_{ij}^m \in V_{ij}$, $i < j$, $i, j \in I_\ell$, such that for every $i < j < k$, $i, j, k \in I_\ell$, there are at least $\varepsilon(m - \ell)|V_{jk}|/2$ vertices of $V_{jk}$ that form an edge with with the vertex $\gamma_{ik}$ and one of the vertices $\alpha_{ij}^{\ell + 1}, \ldots, \alpha_{ij}^m$ in the $(i, j, k)$-triad of $H_\ell$.

At the beginning of the process, i.e., for $\ell = m$, we set $H_m = H$ and $I_m = [N]$. Suppose that we have already constructed $H_\ell$, $I_\ell$ and $\alpha_{ij}^{\ell + 1}, \ldots, \alpha_{ij}^m$. For all $i < j < k$, $i, j, k \in I_\ell$, let $B_{ijk} \subseteq V_{jk}$ consist of those vertices of $V_{jk}$ that do not form an edge together with $\gamma_{ik}$ and any of $\alpha_{ij}^{\ell + 1}, \ldots, \alpha_{ij}^m$, and let $A_{ijk} \subseteq V_{ij}$ consist of all vertices of $V_{ij}$ that form an edge with $\gamma_{ik}$ and at least $\varepsilon|V_{jk}|/2$ vertices of $B_{ijk}$. Informally speaking, $B_{ijk} \subseteq V_{jk}$ consist of the vertices of $V_{jk}$ not yet “covered” and $A_{ijk} \subseteq V_{ij}$ consist of all vertices that cover many uncovered vertices. We next construct an auxiliary 2-edge-colored 3-uniform complete hypergraph $G_\ell$ with $n_\ell$ vertices $I_\ell$: an edge $\{i, j, k\}$ of $G_\ell$, $i < j < k$, is colored red if $|A_{ijk}| < \varepsilon|V_{ij}|/2$ and blue otherwise. If $\ell > 0$, the choice of $n_\ell$ yields that there exists an $N_\ell$-element subset $I'_\ell \subseteq I_\ell$ such that all triples formed by the elements of $I'_\ell$ have the same color. If $\ell = 0$, then all edges of $H_0$ are actually colored red as at least $(1 - \varepsilon/2)|V_{jk}|$ vertices in $V_{jk}$ form an edge with $\gamma_{ik}$ and one of the vertices $\alpha_{ij}^{1, \ldots, \ell}$, which yields that $A_{ijk} = \emptyset$; so, we set $I'_0 = I_0$.

If the common color of the triples of $I'_\ell$ is blue, which happens only if $\ell \geq 1$ (as explained above), we apply Lemma 1.4 with the $N_\ell$-partitioned subhypergraph of $H_\ell$ induced by $I'_\ell$ and sets $A_{ijk}, i < j < k, i, j, k \in I'_\ell$ to obtain an $n_{\ell - 1}$-partitioned induced subhypergraph $H_{\ell - 1}$ of $H_\ell$ with index set $I_{\ell - 1}$ and $\alpha_{ij}^{\ell} \in A_{ijk}$ for all $i < j < k, i, j, k \in I_{\ell - 1}$. Observe that $H_{\ell - 1}$, $I_{\ell - 1}$ and $\alpha_{ij}^{\ell}, \ldots, \alpha_{ij}^m$ satisfy the properties given in the description of the iterative procedure, and so we may proceed to the next step of the iterative procedure. If the common color of the triples of $I'_\ell$ is red, we stop the process and consider the $n$-partitioned hypergraph induced by any $n$-element subset $I$ of $I'_\ell$ and remove from each $(i, j, k)$-triad, $i < j < k, i, j, k \in I$, all edges containing $\gamma_{ik}$ and a vertex from $B_{ijk}$. We set $H_0$ to be the resulting $n$-partitioned subhypergraph of $H$ and all $\alpha_{ij}^{1, \ldots, \ell}$ to $\alpha_{ij}^{\ell + 1}$ (if $\ell = m$, choose these vertices arbitrarily).

We now argue that $H_0$ and $\alpha_{ij}^{1, \ldots, \ell}$ satisfy the conclusion of the lemma. For any $i < j < k, i, j, k \in I \subseteq I'_\ell$ (recall that $\ell$ is the iteration number when we stopped the process), since the triple formed by $i$, $j$ and $k$ is red, the set $A_{ijk}$ contains at most $\varepsilon|V_{ij}|/2$ vertices. Because each of the vertices of $A_{ijk}$ is contained in at most $|V_{jk}|$ edges together with the vertex $\gamma_{ik}$, we have removed at most $\varepsilon|V_{ij}| \cdot |V_{jk}|/2$
edges containing a vertex from $A_{ijk}$. Since $A_{ijk}$ consists precisely of the vertices in $V_{ij}$ that are contained in at least $\varepsilon |V_{jk}|/2$ removed edges, at most $\varepsilon |V_{ij}| \cdot |V_{jk}|/2$ edges containing a vertex from $V_{ij} \setminus A_{ijk}$ have been removed. It follows that the degree of $\gamma_{ik}$ in each triad of $H_0$ is smaller by at most $\varepsilon$ compared to its degree in $H$. In addition, the definition of $B_{ijk}$ and the fact that the vertex $\gamma_{ik}$ has no right neighbor in $B_{ijk}$ in $H_0$ imply that every right neighbor $w$ of $\gamma_{ik}$ in an $(i,j,k)$-triad of $H_0$ forms an edge with $\gamma_{ik}$ and at least one of the vertices $\alpha_{ij}^{\ell+1}, \ldots, \alpha_{ij}^{m}$. Hence, the $n$-partitioned subhypergraph $H_0$ of $H$ and the vertices $\alpha_{ij}^{1}, \ldots, \alpha_{ij}^{m}$ satisfy the conclusion of the lemma.

The next lemma is symmetric to Lemma 5.3 and can be proven by applying Lemma 5.3 to a partitioned hypergraph with the order of parts reversed.

**Lemma 5.4.** For every $\varepsilon > 0$ and $n \in \mathbb{N}$, there exist $N \in \mathbb{N}$ and $m \leq 2/\varepsilon$ such that the following holds for every $N$-partitioned hypergraph $H$ and every choice of vertices $\gamma_{ik} \in V_{ik}$, $i, k \in [N]$. There exists an $n$-partitioned subhypergraph $H_0$ with index set $I \subseteq [N]$ and there exist (not necessarily distinct) vertices $\beta_{ij}^{1}, \ldots, \beta_{ij}^{m} \in V_{ij}$, $i < j$, $i, j \in I$, such that the following holds in every $(i,j,k)$-triad with $i < j < k$, $i, j, k \in I$:

- the degree of $\gamma_{ik}$ in $H_0$ is smaller by at most $\varepsilon$ compared to its degree in $H$,
- the degree of any vertex of $V_{ik}$ different from $\gamma_{ik}$ in $H_0$ is the same as in $H$, and
- for every left neighbor $\alpha$ of $\gamma_{ik}$, there exists $\ell \in [m]$ such that $\{\alpha, \beta_{jk}^{\ell}, \gamma_{ik}\}$ is an edge.

Our next lemma asserts that given a choice of top vertices, either we find a small collection of particularly well-structured edges, or we pass to subhypergraph with slightly smaller density such that there is no edge involving two right neighbors of the chosen top vertices. Note that the vertices $\gamma_{ik}^{0}, \gamma_{ik}^{1}$ and $\gamma_{ik}^{2}$ in the statement of the lemma need not be distinct.

**Lemma 5.5.** For every $\varepsilon > 0$ and $n \in \mathbb{N}$, there exists $N \in \mathbb{N}$ such that one of the following holds for every $N$-partitioned hypergraph $H$ with density $d$ and choice of vertices $\gamma_{ik}^{0}, \gamma_{ik}^{1}, \gamma_{ik}^{2} \in V_{ik}$, $1 \leq i < k \leq N$.

- There exists an induced $n$-partitioned subhypergraph $H_0$ and $\alpha_{ij}, \beta_{ij}, \omega_{ij}, \alpha_{ij}^0, \gamma_{ij}^0 \in V_{ij}$ such that for every $1 \leq i < j < k \leq n$, $i, j, k \in I$, $\{\alpha_{ij}, \beta_{jk}, \gamma_{ik}^0\}$ is an edge, $\{\omega_{ij}, \beta_{jk}, \gamma_{ik}^1\}$ is an edge, and $\{\alpha_{ij}^0, \omega_{jk}, \gamma_{ik}^2\}$ is an edge.

- There exists an $n$-partitioned subhypergraph $H_0$ with index set $I \subseteq [N]$ such that
  - the density of $H_0$ is at least $d - \varepsilon$,
  - the degrees of $\gamma_{ik}$, $\gamma_{ik}^1$ and $\gamma_{ik}^2$ in the $(i,j,k)$-triad for $i < j < k$, $i, j, k \in I$, are smaller by at most $\varepsilon$ compared to their degrees in the same triad of $H$, and
  - there is no $i < j < k < \ell$, $i, j, k, \ell \in I$, such that the $(j,k,\ell)$-triad contains an edge that contains both a right neighbor of $\gamma_{ik}^0$ in the $(i,j,k)$-triad and a right neighbor of $\gamma_{jk}^0$ in the $(j,k,\ell)$-triad, i.e., no vertex of $V_{jk}$ is both a right neighbor of $\gamma_{ik}^0$ and a left neighbor of $\gamma_{jk}^0$.

**Proof.** Fix $\varepsilon > 0$ and $n \in \mathbb{N}$. Let $m = \lceil 6/\varepsilon \rceil$ and set $n_1, \ldots, n_7$ as follows: $n_1$ is $R_3^3(n)$, $n_2 = n_1 + 1$, $n_3$ is the value of $N$ from Lemma 4.5 applied with $n_2$ and $\delta = \varepsilon/(6n)$, $n_4$ is the value of $N$ from Lemma 4.7 applied with $n_3$ and $\delta = \varepsilon/(6n)$, $n_5$ is the value of $N$ from Lemma 4.9 applied with $n_4$ and $\delta = \varepsilon/(3n)$, $n_6$ is $R_2^1(n_5)$, and, finally, $n_7$ is the value of $N$ from Lemma 5.3 applied with $n_6$ and $\varepsilon/3$. We will show that the statement of the lemma holds for $N = n_7$.

We first apply Lemma 5.3 with $\gamma_{ik}^0$ to get an $n_6$-partitioned subhypergraph $H_0$ of $H$ and vertices $\alpha_{ij}^{1}, \ldots, \alpha_{ij}^{m}$ such that the degree of each $\gamma_{ik}^0$ is smaller by at most $\varepsilon/3$ compared to $H$ and every right neighbor of $\gamma_{ik}^0$ in an $(i,j,k)$-triad of $H_0$ forms an edge together with $\gamma_{ik}^0$ and (at least) one of the vertices $\alpha_{ij}^{1}, \ldots, \alpha_{ij}^{m}$. 
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For \( i < j < k \), \( i,j,k \in I_6 \), let \( B_{ijk} \subseteq V_{jk} \) be the set of right neighbors of \( \gamma_{jk}^0 \) in the \((i,j,k)\)-triad. We next construct an auxiliary 5-edge-colored 4-uniform complete hypergraph \( G \) with vertex set \( I_6 \). For any \( i < j < k < \ell \), \( i,j,k,\ell \in I_6 \), let \( W_{ijk\ell} \) be the set of vertices \( w \in V_{ij} \) such that the number of edges formed by the vertex \( w \), a vertex of \( B_{ijk} \subseteq V_{jk} \) and a vertex of \( B_{j\ell k} \subseteq V_{k\ell} \) is at least \( \varepsilon|V_{jk}||V_{k\ell}|/(3n) \). An edge formed by \( i < j < k < \ell \), \( i,j,k,\ell \in I_6 \) is colored (we use the first option that applies)

- red if \( \gamma_{ij}^1 \in W_{ijk\ell} \),
- orange if \( \gamma_{ij}^1 \in W_{ijk\ell} \),
- amber if \( \gamma_{ij}^2 \in W_{ijk\ell} \),
- blue if \( |W_{ijk\ell}| \geq \varepsilon|V_{ij\ell}|/(3n) \), and
- green, otherwise.

By Ramsey’s Theorem, there exists an \( n_5 \)-element subset \( I_5 \subseteq I_6 \) such that all edges of \( G \) formed by the elements of \( I_5 \) have the same color.

If the common color of the edges of \( G \) formed by the elements of \( I_5 \) is green, we proceed as follows. Let \( I \) be any \( n \)-element subset of \( I_5 \) and let \( H_0 \) be the \( n \)-partitioned hypergraph obtained from the \( n \)-partitioned subhypergraph of \( H_6 \) induced by \( I \) by removing for all \( i < j < k < \ell \), \( i,j,k,\ell \in I \), all edges containing a vertex of \( B_{ijk} \) and a vertex of \( B_{j\ell k} \) from the \((j,k,\ell)\)-triad. For any \( i < j < k < \ell \), \( i,j,k,\ell \in I \), the degree of any top vertex of the \((j,k,\ell)\)-triad not contained in \( W_{ijk\ell} \) is decreased by at most \( \varepsilon/(3n) \) (this follows from the definition of \( W_{ijk\ell} \)). In particular, for a fixed \((j,k,\ell)\)-triad, there are at most \( n \) choices of \( i \) and so the degree of any such top vertex is decreased by at most \( \varepsilon/3 \) compared to \( H_6 \). Since the common color of the edges is green, neither of the vertices \( \gamma_{ij}, \gamma_{ij}^1 \) and \( \gamma_{ij}^2 \) is contained in \( W_{ijk\ell} \) and so the degree in the \((j,k,\ell)\)-triad of each of them is decreased by at most \( \varepsilon/3 + \varepsilon < \varepsilon \) compared to \( H \). Since the number of edges of a \((j,k,\ell)\)-triad consisting of a vertex from \( B_{ijk}, B_{j\ell k} \) and \( W_{ijk\ell} \), for some \( i \), is at most \( n \cdot \varepsilon/(3n) = \varepsilon/3 \) (as the common color of edges of \( G \) is green, it holds that \(|W_{ijk\ell}| < \varepsilon|V_{ij\ell}|/(3n)\)), the density of any \((j,k,\ell)\)-triad has decreased by at most \( 2\varepsilon/3 \) compared to \( H_6 \) and so by at most \( \varepsilon \) compared to \( H \). It follows that the \( n \)-partitioned subhypergraph \( H_0 \) of \( H \) satisfies the second conclusion of the lemma.

If the common color of the edges of \( G \) formed by the elements of \( I_5 \) is blue, we apply Lemma 4.9 with the sets \( W_{ijk\ell}, i,j,k,\ell \in I_5 \), and obtain an \( n_4 \)-element subset \( I_4 \subseteq I_5 \) and vertices \( \gamma_{ij}^\omega \) such that \( \gamma_{ij}^\omega \in W_{ijk\ell} \) for all \( i < j < k < \ell \), \( i,j,k,\ell \in I_4 \). If the common color of the edges is red, orange or amber, we set \( I_4 \) to be any \( n_4 \)-element subset of \( I_5 \), and we set \( \gamma_{ij}^\omega = \gamma_{ij} \) if the common color is red, \( \gamma_{ij}^\omega = \gamma_{ij}^1 \) if the common color is orange, and \( \gamma_{ij}^\omega = \gamma_{ij}^2 \) if the common color is amber. In each of these four cases, it holds that \( \gamma_{ij}^\omega \in W_{ijk\ell} \) for all \( i < j < k < \ell \), \( i,j,k,\ell \in I_4 \), and we next treat them together. Let now \( X_{ijk\ell} \subseteq B_{ijk} \subseteq V_{jk} \) be the set of vertices \( w \) that form an edge with \( \gamma_{ij}^\omega \) and at least \( \varepsilon|V_{k\ell}|/(6n) \) vertices of \( B_{j\ell k} \subseteq V_{k\ell} \). Observe that \( |X_{ijk\ell}| \geq \varepsilon|V_{jk}|/(6n) \): otherwise, the number of edges formed by a vertex of \( B_{ijk} \), a vertex of \( B_{j\ell k} \), and the vertex \( \gamma_{ij}^\omega \) would be smaller than \( \varepsilon|V_{jk}|/(6n) \cdot |V_{jk}| + |V_{jk}| \cdot \varepsilon|V_{k\ell}|/(6n) = \varepsilon|V_{jk}| \cdot |V_{k\ell}|/(3n) \) (the first term counts the edges containing a vertex from \( X_{ijk\ell} \) and the latter the edges not containing a vertex from \( X_{ijk\ell} \)), which is impossible since \( \gamma_{ij}^\omega \in W_{ijk\ell} \). We next apply Lemma 4.7 to obtain an \( n_3 \)-element subset \( I_3 \subseteq I_4 \) and vertices \( \omega_{jk} \) such that \( \omega_{jk} \in X_{ijk\ell} \subseteq B_{ijk} \) for all \( i < j < k < \ell \), \( i,j,k,\ell \in I_3 \). For any \( j < k < \ell, j,k,\ell \in I_3 \), we set \( B'_{jk\ell} \subseteq B_{j\ell k} \subseteq V_{k\ell} \) to be the set of vertices contained in \( B_{j\ell k} \) that form an edge together with \( \omega_{jk} \) and \( \gamma_{ij}^\omega \). Since \( \omega_{jk} \) belongs to \( X_{ijk\ell} \), the set \( B'_{jk\ell} \) has at least \( \varepsilon|V_{k\ell}|/(6n) \) elements. Hence, we can apply Lemma 4.5 and obtain an \( n_2 \)-element subset \( I_2 \subseteq I_3 \) and vertices \( \beta_{k\ell} \) such that \( \beta_{k\ell} \in B'_{jk\ell} \subseteq B_{j\ell k} \) for all \( j < k < \ell, j,k,\ell \in I_2 \). Finally, we let \( I_1 \) be the subset of \( I_2 \) obtained by removing its smallest index.

To summarize, if the common color of the edges of \( G \) formed by the elements of \( I_5 \) is not green, we have found an \( n_1 \)-element subset \( I_1 \subseteq I_5 \) and vertices \( \gamma_{jk}^0, \omega_{jk}, \beta_{k\ell} \in V_{jk} \) for all \( j,k \in I_1 \) such that for all \( j < k < \ell \), \( j,k,\ell \in I_1 \), both the vertices \( \beta_{k\ell} \) and \( \omega_{k\ell} \) are contained in \( B_{j\ell k} \), i.e., they are right neighbors of \( \gamma_{jk}^0 \), and the \((j,k,\ell)\)-triad contains an edge formed by the vertices \( \omega_{jk}, \beta_{k\ell} \) and \( \gamma_{jk}^0 \).
Let \( H_1 \) be the \( n_1 \)-partitioned subhypergraph of \( H_6 \) induced by \( I_1 \). We now define an auxiliary \( m^2 \)-edge-colored 3-uniform complete hypergraph \( G' \) with vertex set \( I_1 \): an edge formed by \( j < k < \ell \), \( j, k, \ell \in I_1 \) is assigned a color \((a,b) \in [m]^2 \) if the \((j,k,\ell)\)-triad of \( H_6 \) contains the edges \( \{\alpha_{jk}^a, \omega_{k\ell}, \gamma_{j\ell}^0 \} \) and \( \{\alpha_{jk}^b, \beta_{k\ell}, \gamma_{j\ell}^0 \} \); if there are multiple choices of \( a \) and \( b \), we choose one arbitrarily. Since both \( \beta_{k\ell} \) and \( \omega_{k\ell} \) are contained in \( B_{jk\ell} \) and \( B_{jk\ell} \) contains only right neighbors of \( \gamma_{j\ell}^0 \) in \( H_6 \), it follows that such \( a \) and \( b \) always exist. By Ramsey’s Theorem, there exists an \( n \)-element subset \( I \) of \( I_1 \) such that all edges of \( G' \) formed by the elements of \( I \) have the same color, say \((a,b) \). We set \( H_0 \) to be the \( n \)-partitioned subhypergraph of \( H \) induced by \( I \), and \( \alpha_{jk}^a = \alpha_{jk}^b \) and \( \alpha_{jk} = \alpha_{jk}^0 \) for all \( j < k, j, k \in I \). It follows that the induced \( n \)-partitioned subhypergraph \( H_0 \) of \( H \) (not of \( H_6 \)) and the vertices \( \alpha_{jk}, \alpha_{jk}^a, \omega_{jk}, \beta_{jk}, \gamma_{jk}^0 \in V_{jk}, j < k, j, k \in I \), satisfy the first conclusion of the lemma.

The next lemma is symmetric to Lemma 5.5 and can be proven by applying Lemma 5.5 to a partitioned hypergraph with the order of parts reversed.

**Lemma 5.6.** For every \( \varepsilon > 0 \) and \( n \in \mathbb{N} \), there exists \( N \in \mathbb{N} \) such that one of the following holds for every \( N \)-partitioned hypergraph \( H \) with density \( d \) and choice of vertices \( \gamma_{ik}^0, \gamma_{ik}, \gamma_{ik}^2 \in V_{ik}, 1 \leq i < k \leq N \).

- There exists an induced \( n \)-partitioned subhypergraph \( H_0 \) and \( \alpha_{ij}, \beta_{ij}, \omega_{ij}, \beta_{ij}^\varepsilon, \gamma_{ij}^0 \in V_{ij} \) such that for every \( 1 \leq i < j < k \leq n, i, j, k \in I \), \( \{\alpha_{ij}, \beta_{ij}, \omega_{ij}, \gamma_{ij}^0 \} \) is an edge, \( \{\alpha_{ij}, \omega_{ij}, \gamma_{ij}^0 \} \) is an edge, and \( \{\omega_{ij}, \beta_{ij}^\varepsilon, \gamma_{ij}^0 \} \) is an edge.

- There exists an \( n \)-partitioned subhypergraph \( H_0 \) with index set \( I \subseteq \{N \} \) such that
  - the density of \( H_0 \) is at least \( d - \varepsilon \),
  - the degrees of \( \gamma_{ik}, \gamma_{ik}^1 \) and \( \gamma_{ik}^2 \) in the \((i,j,k)\)-triad for \( i < j < k \), \( i, j, k \in I \), are smaller by at most \( \varepsilon \) compared to their degrees in the same triad of \( H \) and
  - there is no \( i < j < k < \ell \), \( i, j, k, \ell \in I \), such that the \((i,j,k)\)-triad contains an edge that contains both a left neighbor of \( \gamma_{ik}^0 \) in the \((i,j,k)\)-triad and a left neighbor of \( \gamma_{ik}^0 \) in the \((j,k,\ell)\)-triad, i.e., no vertex of \( V_{jk} \) is both a right neighbor of \( \gamma_{ik}^0 \) and a left neighbor of \( \gamma_{ik}^0 \).

The next lemma concerns edges containing both right and left neighbors of chosen top vertices instead of two right neighbors. The proof is similar to that of Lemma 5.5 although the first conclusion is more complicated.

**Lemma 5.7.** For every \( \varepsilon > 0 \) and \( n \in \mathbb{N} \), there exists \( N \in \mathbb{N} \) such that one of the following holds for every \( N \)-partitioned hypergraph \( H \) with density \( d \) and choice of vertices \( \gamma_{ik}^0, \gamma_{ik}, \gamma_{ik}^2 \in V_{ik}, 1 \leq i < k \leq N \).

- There exists an induced \( n \)-partitioned subhypergraph \( H_0 \) with index set \( I \subseteq \{N \} \) and vertices \( \alpha_{ij}, \beta_{ij}, \alpha'_{ij}, \beta'_{ij}, \gamma^*_{ij} \in V_{ij}, i < j, i, j \in I \), and vertices \( \beta'_{ijkst} \in V_{jk} \) and \( \alpha'_{ijkst} \in V_{ks} \) such that the following holds for all \( i < j < k < s < t \), \( i, j, k, s, t \in I \),
  - \( \{\alpha_{ij}, \beta_{jk}, \gamma^0_{ijk} \} \) is an edge in the \((i,j,k)\)-triad,
  - \( \{\alpha'_{ij}, \beta'_{ijkst}, \gamma^0_{ik} \} \) is an edge in the \((i,j,k)\)-triad,
  - \( \{\alpha'_{ijkst}, \beta_{jk}^t, \gamma^0_{kt} \} \) is an edge in the \((k,s,t)\)-triad, and
  - \( \{\beta_{jk}, \alpha'_{ijkst}, \gamma^0_{js} \} \) is an edge in the \((j,k,s)\)-triad.

- There exists an \( n \)-partitioned subhypergraph \( H_0 \) with index set \( I \subseteq \{N \} \) such that
  - the density of \( H_0 \) is at least \( d - \varepsilon \),
  - the degrees of \( \gamma_{ik}, \gamma_{ik}^1 \) and \( \gamma_{ik}^2 \) in the \((i,j,k)\)-triad for \( i < j < k \), \( i, j, k \in I \), are smaller by at most \( \varepsilon \) than their degrees in the same triad of \( H \) and
there is no \( i < j < k < s < t \), \( i, j, k, s, t \in I \), such that the \((j, k, s)\)-triad contains an edge that contains both a right neighbor of \( \gamma_{ik}^0 \) in the \((i, j, k)\)-triad and a left neighbor of \( \gamma_{kt}^0 \) in the \((k, s, t)\)-triad.

**Proof.** Fix \( \varepsilon > 0 \) and \( n \in \mathbb{N} \). Let \( m = \lceil 12/\varepsilon \rceil \) and set \( n_1, \ldots, n_7 \) as follows: \( n_1 \) is \( R_{n/2}^5(n) \), \( n_2 \) is the value of \( N \) from Lemma 4.2 applied with \( n_1 \) and \( \delta = \varepsilon/(2n^2) \), \( n_3 \) is \( R_{n/3}^5(n_1) \), \( n_4 \) is the value of \( N \) from Lemma 5.3 applied with \( n_3 \) and 2\( e/3 \), \( n_5 \) is \( R_{n/3}^5(n_2) \), \( n_6 \) is the value of \( N \) from Lemma 5.4 applied with \( n_5 \) and \( \varepsilon/6 \), and, finally, \( n_7 \) is the value of \( N \) from Lemma 5.3 applied with \( n_6 \) and \( \varepsilon/6 \). We will show that the statement of the lemma holds for \( N = n_7 \).

We first apply Lemma 5.3 with \( \gamma_{ik}^0 \) to get an \( n_6 \)-partitioned subhypergraph \( H_6 \) of \( H \) and vertices \( \alpha_{ij}^1, \ldots, \alpha_{ij}^m \) such that the degree of each \( \gamma_{ik}^0 \) is smaller by at most \( \varepsilon/6 \) compared to \( H \) and every right neighbor of \( \gamma_{ik}^0 \) in an \((i, j, k)\)-triad of \( H_6 \) forms an edge together with \( \gamma_{ik}^0 \) and (at least) one of the vertices \( \alpha_{ij}^1, \ldots, \alpha_{ij}^m \). We next apply Lemma 5.4 with \( \gamma_{ik}^0 \) to get an \( n_5 \)-partitioned subhypergraph \( H_5 \) of \( H_6 \) and vertices \( \beta_{ij}^1, \ldots, \beta_{ij}^m \) such that the degree of each \( \gamma_{ik}^0 \) is smaller by at most \( \varepsilon/6 \) compared to \( H_5 \) and every left neighbor of \( \gamma_{ik}^0 \) in an \((i, j, k)\)-triad of \( H_5 \) forms an edge together with \( \gamma_{ik}^0 \) and (at least) one of the vertices \( \beta_{ij}^1, \ldots, \beta_{ij}^m \). Note that the degree of each \( \gamma_{ik}^0 \) in \( H_5 \) is smaller by at most \( \varepsilon/3 \) compared to \( H \) and the degrees of other top vertices are the same in \( H_5 \) and \( H \).

Let \( I_5 \) be the index set of the \( n_5 \)-partitioned subhypergraph \( H_5 \). We now construct an auxiliary 2-edge-colored 3-uniform complete hypergraph \( G \) with vertex set \( I_5 \). An edge formed by \( i < j < k \), \( i, j, k \in I_5 \) is colored

- blue if the degree of \( \gamma_{ik}^0 \) in the \((i, j, k)\)-triad is smaller than \( 2\varepsilon/3 \), and
- green, otherwise.

By Ramsey’s Theorem, there exists an \( n_4 \)-element subset \( I_4 \) of \( I_5 \) such that all edges formed by \( i < j < k \), \( i, j, k \in I_4 \), have the same color. If the common color of the edges is blue, we set \( I \) to be any \( n \)-element subset of \( I_4 \) and \( H_0 \) to be the \( n \)-partitioned hypergraph obtained from the \( n \)-partitioned subhypergraph of \( H_5 \) induced by \( I \) by removing all edges containing \( \gamma_{ik}^0 \) from each \((i, j, k)\)-triad, \( i < j < k \), \( i, j, k \in I \).

Since the degree of \( \gamma_{ik}^0 \) in the \((i, j, k)\)-triad dropped by at most an additional \( 2\varepsilon/3 \) compared to \( H_5 \) for all \( i < j < k \), \( i, j, k \in I \), the hypergraph \( H_0 \) satisfies the second conclusion of the lemma.

If the common color of the edges formed by the elements of \( I_4 \) is green, we apply Lemma 5.6 with the \( n_4 \)-partitioned subhypergraph of \( H_4 \) induced by \( I_4 \) and the vertices \( \gamma_{ik}^0 \), \( i < k \), \( i, k \in I_4 \), to obtain an \( n_3 \)-partitioned subhypergraph \( H_3 \) of \( H_4 \) induced by \( I_3 \subseteq I_4 \) and vertices \( \alpha_{ij} \in V_{ij} \) and \( \beta_{ij} \in V_{ij} \) such that \( \{\alpha_{ij}, \beta_{jk}, \gamma_{ik}^0\} \) is an edge for all \( i < j < k \), \( i, j, k \in I_3 \).

For \( i < j < k \), \( i, j, k \in I_3 \), let \( A_{ijk} \subseteq V_{ij} \) be the set of left neighbors of \( \gamma_{ik}^0 \) in the \((i, j, k)\)-triad and \( B_{ijk} \subseteq V_{jk} \) the set of right neighbors of \( \gamma_{ik}^0 \). We next construct an auxiliary 5-edge-colored 5-uniform complete hypergraph \( G' \) with vertex set \( I_3 \). Let \( W_{ijkst} \) for \( i < j < k < s < t \), \( i, j, k, s, t \in I_3 \), be the set of vertices \( w \in V_{js} \) such that there is an edge formed by the vertex \( w \), a vertex of \( B_{ijk} \) and a vertex of \( A_{kst} \).

An edge of \( G' \) formed by \( i < j < k < s < t \), \( i, j, k, s, t \in I_3 \) is colored (we use the first option that applies)

- red if \( \gamma_{js} \in W_{ijkst} \),
- orange if \( \gamma_{js}^1 \in W_{ijkst} \),
- amber if \( \gamma_{js}^2 \in W_{ijkst} \),
- blue if \( |W_{ijkst}| \geq \varepsilon |V_{js}|/(2n^2) \), and
- green, otherwise.
By Ramsey’s Theorem, there exists an \( n_2 \)-element subset \( I_2 \subseteq I_3 \) such that all edges of \( G' \) formed by the elements of \( I_2 \) have the same color. If the common color of the edges of \( G' \) formed by the elements of \( I_2 \) is green, we proceed as follows. Let \( I \) be any \( n \)-element subset of \( I_2 \) and let \( H_0 \) be the \( n \)-partitioned hypergraph obtained from \( n \)-partitioned subhypergraph of \( H_3 \) induced by \( I \) by removing for all \( i < j < k < s < t \), all edges containing a vertex of \( B_{ijk} \) and a vertex of \( A_{ks} \) from the \( (j,k,s) \)-triad. Since the edge of \( G' \) formed by \( i < j < k < s < t \) is not blue, the density of the \( (j,k,s) \)-triad drops by at most \( \varepsilon/(2n^2) \) for each choice of \( i \) and \( t \). It follows that the density of \( H_0 \) is smaller by at most \( \varepsilon/2 \) compared to the density of \( H_3 \) and so by at most \( \varepsilon \) compared to \( H \). Moreover, since the edge of \( G' \) formed by \( i < j < k < s < t \) is not red, orange or amber the degrees of \( \gamma_{js}, \gamma_{ja}^{1} \), and \( \gamma_{ja}^{2} \) in the \( (j,k,s) \)-triad remain the same as they were in \( H_5 \). It follows that the \( n \)-partitioned subhypergraph \( H_0 \) of \( H \) satisfies the second conclusion of the lemma.

If the common color of the edges of \( G' \) formed by the elements of \( I_2 \) is blue, we apply Lemma 5.8 with the sets \( W_{ijkst}, i,j,k,s,t \in I_2 \), and obtain an \( n_1 \)-element subset \( I_1 \subseteq I_2 \) and vertices \( \gamma_{js}^{•} \) such that \( \gamma_{js}^{•}, \alpha_{ijkst}^{•} \in W_{ijkst} \) for all \( i < j < k < s < t \), \( i,j,k,s,t \in I_1 \). If the common color of the edges is red, orange or amber, we set \( I_1 \) to be any \( n_1 \)-element subset of \( I_2 \), and we set \( \gamma_{js}^{•}, \alpha_{ijkst}^{•} \in W_{ijkst} \) such that \( \gamma_{js}^{•}, \alpha_{ijkst}^{•} \) is an edge of the \( (j,k,s) \)-triad. We now define an auxiliary \( m^2 \)-edge-colored \( 5 \)-uniform complete hypergraph \( G'' \) with vertex set \( I_1 \); an edge formed by \( i < j < k < s < t \), \( i,j,k,s,t \in I_1 \) is given a color \( (a,b) \in [m]^2 \) if the \( (i,j,k) \)-triad of the original partitioned hypergraph \( H \) (i.e., not necessarily in the “cleaned up” partitioned hypergraph \( H_1 \)) contains the edge formed by \( \alpha_{ij}^{•}, \beta_{jkst}^{•} \gamma_{kt}^{•} \) and \( \gamma_{kt}^{•} \) in the \( (k,s,t) \)-triad of \( H \) satisfies the edge formed by \( \alpha_{ijkst}^{•}, \beta_{ijkst}^{•} \) and \( \gamma_{kt}^{•} \). In case of multiple possible choices, we choose \( a \) and \( b \) arbitrarily. The existence of \( a \in [m] \) and \( b \in [m] \) is guaranteed by the conclusions of Lemmas 5.3 and 5.4 which have been applied earlier in the proof, since \( \gamma_{ijkst}^{•} \) is a right neighbor of \( \gamma_{ij}^{0} \) in the \( (i,j,k) \)-triad and \( \alpha_{ijkst}^{•} \in A_{kst} \) is a left neighbor of \( \gamma_{ij}^{0} \) in the \( (k,s,t) \)-triad. By Ramsey’s Theorem, there exists an \( n \)-element subset \( I \) of \( I_1 \) such that all edges of \( G'' \) formed by the elements of \( I \) have the same color, say \( (a,b) \). We set \( H_0 \) to be the \( n \)-partitioned subhypergraph of \( H \) induced by \( I \). \( \alpha_{ij}^{•}, \alpha_{ij}^{•} = \alpha_{ij}^{•} \) and \( \beta_{ij}^{•} = \beta_{ij}^{•} \) for all \( i < j, i,j \in I \). It follows that the induced \( n \)-partitioned subhypergraph \( H_0 \) of \( H \) and the vertices \( \alpha_{ij}, \beta_{ij}, \alpha_{ij}^{•}, \beta_{ij}^{•}, \beta_{ij}^{•}, \beta_{ij}^{•} \in V_{ij}, i < j, i,j \in I \), and the vertices \( \beta_{ijkst}^{•} \in V_{jk} \) and \( \alpha_{ijkst}^{•} \in V_{ks} \) satisfy the first conclusion of the lemma.

The final lemma of this subsection concerns left and right neighbors of given pairs top vertices.

**Lemma 5.8.** For every \( \varepsilon > 0 \), there exist \( N \in \mathbb{N} \) such that the following holds for every \( N \)-partitioned hypergraph \( H \) and every choice of vertices \( \gamma_{ij}^{1}, \gamma_{ij}^{2} \in V_{ij}, i < j, i,j \in [N] \). There exists \( n \in \mathbb{N} \) and \( k \in [n-2] \) and an \( n \)-partitioned subhypergraph \( H_0 \) with index set \( I = \{i_1, \ldots , i_n\} \subseteq [N], i_1 < \cdots < i_n \) such that

- all triads different from the \((i_k, i_{k+1}, i_{k+2})\)-triad are the same in \( H_0 \) and \( H \),
- the degrees of all top vertices in the \((i_k, i_{k+1}, i_{k+2})\)-triad are smaller by at most \( \varepsilon \) compared to their degrees in \( H \),
- every right neighbor of \( \gamma_{i_k, i_{k+2}}^{1} \) in the \((i_k, i_{k+1}, i_{k+2})\)-triad is also a right neighbor of \( \gamma_{i_j, i_{k+2}}^{1} \) in the \((i_j, i_{k+1}, i_{k+2})\)-triad for some \( j < k \), and
- every left neighbor of \( \gamma_{i_k, i_{k+2}}^{2} \) in the \((i_k, i_{k+1}, i_{k+2})\)-triad is also a left neighbor of \( \gamma_{i_k, i_{j}}^{2} \) in the \((i_k, i_{k+1}, i_{j})\)-triad for some \( j > k + 2 \).
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Lemma 5.5 and 5.6 to guarantee that for all $\gamma \in \Gamma$ that each vertex of $\gamma$ in the $(a, b, c)$-triad of $H'$ with the exception of at most $\epsilon |V'_V|/2$ vertices of $V'_V$ is also a right neighbor of $\gamma$ in the $(b, c)$-triad for some $k < a$, and every left neighbor of $\gamma$ in the $(a, b, c)$-triad of $H'$, with the exception of at most $\epsilon |V'_V|/2$ vertices of $V'_V$, is also a left neighbor of $\gamma$ in the $(a, b, k)$-triad for some $k > c$. We set $I = \{1, \ldots, a - 1, a, b, c, c + 1, \ldots, N' + 2\}$ and $n = |I| = N' + 2 - (c - a) + 2$. Let $H_0$ be the $n$-partitioned hypergraph obtained from the $n$-partitioned subhypergraph of $H'$ induced by $I$ by removing from the $(a, b, c)$-triad all edges that contain:

\[ \gamma_{ac}^1 \text{ and a vertex } w \in V'_{bc} \text{ that is not a right neighbor of } \gamma_{bc}^1 \text{ in any } (k, b, c)-\text{triad for } k < a, \text{ or} \]

\[ \gamma_{ac}^2 \text{ and a vertex } w \in V'_{ab} \text{ that is not a left neighbor of } \gamma_{ab}^2 \text{ in any } (a, b, k)-\text{triad for } k > c. \]

Observe that the degree of $\gamma_{ac}^1$ has decreased by at most $\epsilon/2$ and the same holds for the degree of $\gamma_{ac}^2$, unless $\gamma_{ac}^1 = \gamma_{ac}^2$, in which case, the degree of $\gamma_{ac}^1 = \gamma_{ac}^2$ has decreased by at most $\epsilon$. Hence, the $n$-partitioned hypergraph $H_0$ with $k = a$ satisfies the conclusion of the lemma.

In the rest, we will assume for the sake of contradiction that there is no triple $1 < a < b < c < N' + 2$ with the properties given in the previous paragraph. We construct a $2$-edge-colored $3$-uniform complete hypergraph $G$ with vertex set $\{2, \ldots, N' + 1\}$ as follows. The edge formed by $2 \leq a < b < c \leq N' + 1$, is red if at least $\epsilon |V'_V|/2$ right neighbors of $\gamma_{ac}$ in the $(a, b, c)$-triad are not right neighbors of any $\gamma_{bc}$ with $k < a$; otherwise, the edge is colored blue. Note that, by the assumption made at the beginning of this paragraph, if the edge formed by $a < b \leq c$ is blue, then there are at least $\epsilon |V'_V|/2$ left neighbors of $\gamma_{ac}$ in the $(a, b, c)$-triad that are not a left neighbor of $\gamma_{ac}$ for any $k > c$.

By Ramsey’s Theorem, there exist $a_1, \ldots, a_{3+2/\epsilon} \in \{2, \ldots, N' + 1\}$ such that any triple formed by them has the same color in $G$. Suppose that the color is blue and for $i = 3, \ldots, 3 + 2/\epsilon$, let $X_i$ be the set of left neighbors of $\gamma_{ac}$ in the $(a_1, a_2, a_i)$-triad that are not a left neighbor of $\gamma_{ac}$ for any $j > i$. The definition of the sets $X_3, \ldots, X_{3+2/\epsilon}$ implies that the sets $X_3, \ldots, X_{3+2/\epsilon}$ are disjoint. On the other hand, since the triple formed by $a_1, a_2$ and $a_i$ is colored blue, the size of each set $X_i$, $i = 3, \ldots, 3 + 2/\epsilon$ is at least $\epsilon |V'_V|/2$, which is impossible since the $1 + 2/\epsilon$ sets $X_i$’s are disjoint subsets of $V_{a_1a_2}$. Hence, the common color cannot be blue. A symmetric argument yields that the common color cannot be red. It follows that a triple $a < b < c$ with the properties given in the second paragraph always exists.

6 Neighborhoods of top vertices

The core of our argument is analyzing neighborhoods of three selected top vertices in triads. In a partitioned hypergraph, we select using Lemmas 5.3 and 5.4 vertices $\gamma_{ik}, \gamma_{ik}^1$ and $\gamma_{ik}^2$ such that

- the vertex $\gamma_{ik}$ is a top vertex of almost maximum degree among top vertices in all $(i, j, k)$-triads with $i < j < k$,

- the vertex $\gamma_{ik}^1$ is a top vertex of almost maximum degree in all $(i, j, k)$-triads with $i < j < k$ among top vertices that are left neighbors of some $\gamma_{j\ell}$ with $\ell > k$, and

- the vertex $\gamma_{ik}^1$ is a top vertex of almost maximum degree in all $(i, j, k)$-triads with $i < j < k$ among top vertices that are right neighbors of some $\gamma_{\ell k}$ with $\ell < i$.

We use Lemmas 5.3 and 5.4 to guarantee that for all $i < j < k < \ell$ every vertex of $V_{jk}$ is either a left neighbor of $\gamma_{j\ell}$, a right neighbor of $\gamma_{ik}$ or neither, in particular, no vertex of $V_{jk}$ is both a left neighbor of $\gamma_{j\ell}$ and a right neighbor of $\gamma_{ik}$. The same holds with respect to vertices $\gamma_{j\ell}^1, \gamma_{ik}^1, \gamma_{j\ell}^2$ and $\gamma_{ik}^2$. It follows that each vertex of $V_{jk}$ is one of $3^3 = 27$ types, depending on its relation to the three selected top vertices in triads. The following lemma will let us assume that the proportion of each of these $27$ types of vertices in $V_{jk}$ is approximately the same in all $V_{jk}$. 
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Lemma 6.1. For every \( \varepsilon > 0 \) and \( n \in \mathbb{N} \), there exists \( N \in \mathbb{N} \) such that the following holds for every \( N \)-partitioned hypergraph \( H \) and every choice of vertices \( \gamma_{ik}, \gamma_{ik}^1, \gamma_{ik}^2 \in V_k, i < k \).

For \( i < j < k < \ell \), let \( A_{ijkl} \subseteq V_{jk} \) be the set of left neighbors of \( \gamma_{jk}^1 \) in the \((j, k, \ell)\)-triad, \( B_{ijkl} \subseteq V_{jk} \) the set of right neighbors of \( \gamma_{ik}^1 \) in the \((i, j, k)\)-triad, and \( X_{ijkl} = V_{jk} \setminus (A_{ijkl} \cup B_{ijkl}) \). We define analogously \( A'_{ijkl}, B'_{ijkl} \) and \( X'_{ijkl} \) with respect to \( \gamma_{jk}^2 \) and \( \gamma_{ik}^2 \).

There exists an induced \( n \)-partitioned subhypergraph \( H_0 \) with the index set \( I \) and reals \( d_{\kappa, \kappa^1, \kappa^2} \in [0, 1] \) indexed by \( \kappa, \kappa^1, \kappa^2 \in \{A, B, X\} \) such that the following holds

\[
\frac{|\kappa_{ijkl} \cap (\kappa^1)_{ijkl}^1 \cap (\kappa^2)_{ijkl}^2|}{|V_{jk}|} - d_{\kappa, \kappa^1, \kappa^2} \leq \varepsilon
\]

for all \( \kappa, \kappa^1, \kappa^2 \in \{A, B, X\} \) and all \( i < j < k < \ell \), \( i, j, k, \ell \in I \).

In addition, if the sets \( A_{ijkl} \) and \( B_{ijkl} \) are disjoint, the sets \( A'_{ijkl} \) and \( B'_{ijkl} \) are disjoint, and the sets \( A^2_{ijkl} \) and \( B^2_{ijkl} \) are disjoint for all \( i < j < k < \ell \), then it holds that

\[
\sum_{\kappa, \kappa^1, \kappa^2 \in \{A, B, X\}} d_{\kappa, \kappa^1, \kappa^2} \leq 1 + 27\varepsilon.
\]

Proof. Without loss of generality, we may assume that \( 1/\varepsilon \) is an integer. Set \( K = \varepsilon^{-27} \) and \( N = R^4_K(n) \).

Let \( H \) be an \( N \)-partitioned hypergraph with properties given in the statement of the lemma. We construct an auxiliary \( K \)-edge-colored 4-uniform complete hypergraph \( G \) with vertex set \([N]\) as follows: the edge formed by \( i < j < k < \ell \) is colored by a 27-tuple \( \Delta \in [\varepsilon^{-1}]^{27} \), whose elements are indexed by \( \kappa, \kappa^1, \kappa^2 \in \{A, B, X\} \), such that

\[
\frac{|\kappa_{ijkl} \cap (\kappa^1)_{ijkl}^1 \cap (\kappa^2)_{ijkl}^2|}{|V_{jk}|} - \varepsilon \Delta_{\kappa, \kappa^1, \kappa^2} \leq \varepsilon.
\]

By Ramsey’s Theorem, there exists an \( n \)-element subset \( I \subseteq [N] \) such that all edges of \( G \) formed by vertices of \( I \) have the same color, and let \( \Delta \in [\varepsilon^{-1}]^{27} \) be this color. It follows that the statement of the lemma holds for the \( n \)-partitioned subhypergraph \( H_0 \) of \( H \) induced by \( I \) and for \( d_{\kappa, \kappa^1, \kappa^2} = \varepsilon \Delta_{\kappa, \kappa^1, \kappa^2} \) where \( \kappa, \kappa^1, \kappa^2 \in \{A, B, X\} \).

We next consider that the additional assumption holds. If the sets \( A_{ijkl} \) and \( B_{ijkl} \) are disjoint, then the sets \( A'_{ijkl}, B'_{ijkl}, A^2_{ijkl}, B^2_{ijkl} \) are also disjoint. Similarly, if \( A^1_{ijkl} \) and \( B^1_{ijkl} \) are disjoint, then \( A^1_{ijkl}, B^1_{ijkl} \) are also disjoint. This in turn implies that the 27 sets \( \kappa_{ijkl} \cap (\kappa^1)_{ijkl}^1 \cap (\kappa^2)_{ijkl}^2 \) with \( \kappa, \kappa^1, \kappa^2 \in \{A, B, X\} \) partition the set \( V_{jk} \).

Since it holds that

\[
d_{\kappa, \kappa^1, \kappa^2} \leq \frac{|\kappa_{ijkl} \cap (\kappa^1)_{ijkl}^1 \cap (\kappa^2)_{ijkl}^2|}{|V_{jk}|} + \varepsilon
\]

for every \( \kappa, \kappa^1, \kappa^2 \in \{A, B, X\} \), and the sum of the right sides over \( \kappa, \kappa^1, \kappa^2 \in \{A, B, X\} \) is equal to \( 1 + 27\varepsilon \), the bound on the sum of \( d_{\kappa, \kappa^1, \kappa^2} \) follows.

We next perform the quantitative analysis of neighborhood sizes of the three selected top vertices in triads in an idealized setting, where all triads possess exactly the same structure. The latter means that each set \( V_{ij} \) has exactly \( m \) elements, which we identify with \([m]\), and if some triad contains an edge with a left vertex \( a \), a right vertex \( b \) and a top vertex \( c \), then every triad contains an edge formed by the left vertex \( a \), the right vertex \( b \) and the top vertex \( c \). While this assumption is not implied by Lemma 6.1, the analysis performed in Section 7 will yield a partition subhypergraph such that all triads have “approximately the same” structure, which will be sufficient for the quantitative analysis performed in this section to apply.
The purpose of considering the idealized setting here is to motivate an optimization problem, which we describe in the next paragraph.

We start with giving intuition behind the set-up of the problem. Suppose that $\gamma$ is a top vertex with the maximum degree and $\gamma_A$ is its left neighbor with the maximum degree when viewed as the top vertex in other triads, and $\gamma_B$ is its right neighbor with the maximum degree when viewed as the top vertex in other triads. The vertices $\gamma$, $\gamma_A$ and $\gamma_B$ are “idealized” vertices $\gamma_{ik}$, $\gamma_{ik}^1$ and $\gamma_{ik}^2$. Each vertex can be a left neighbor, a right neighbor or a non-neighbor of $\gamma$ (Lemmas 5.5 and 5.6 can be used to guarantee that exactly one of these cases occur). Similarly, each vertex is a left neighbor, a right neighbor or a non-neighbor of $\gamma_A$ and is a left neighbor, a right neighbor or a non-neighbor of $\gamma_B$. For each of these 27 possibilities, we set up a variable that measures the proportion of such vertices: there will be 27 variables $x_{\kappa A\kappa B}$ where $\kappa, \kappa_A, \kappa_B \in \{A, B, X\}$, and $\kappa$ determines the relation to $\gamma$, $\kappa_A$ to $\gamma_A$ and $\kappa_B$ to $\gamma_B$; the values of these 27 variables are “approximated” by the values of $d_{\kappa A \kappa B}$ from Lemma 6.1. For example, $x_{ABX}$ is the proportion of vertices that are a left neighbor of $\gamma$, a right neighbor of $\gamma_A$ and neither a left neighbor nor a right neighbor of $\gamma_B$.

The set of top vertices of a triad can be split into non-neighbors of $\gamma$, left neighbors of $\gamma$ and right neighbors of $\gamma$. Hence, considering separately edges based on the type of their top vertices, we conclude that the density of the triad can be upper bounded by the sum of

- the product of one minus the sum of the left and the right degrees of $\gamma$ with the degree of $\gamma$,
- the product of the left degree of $\gamma$ and the degree of $\gamma_A$ as the top vertex, and
- the product of the right degree of $\gamma$ and the degree of $\gamma_B$ as the top vertex.

Note that the proportion of non-neighbors of $\gamma$ is equal to $\sum_{\kappa A \kappa B} x_{\kappa A \kappa B}$, the proportion of left neighbors is equal to $\sum_{\kappa A \kappa B} x_{\kappa A \kappa B}$ and the proportion of right neighbors is equal to $\sum_{\kappa A \kappa B} x_{\kappa A \kappa B}$.

Consider a left vertex $w$ of the type $\kappa \kappa A \kappa B$ and a right vertex $w'$ of the type $\lambda \lambda A \lambda B$. The vertices $w$ and $w'$ can be contained in the same edge only if each of the pairs $(\kappa, \lambda)$, $(\kappa_A, \lambda_A)$ and $(\kappa_B, \lambda_B)$ equals one of the following six pairs:

\[(A, B), (A, X), (B, X), (X, A), (X, B) \text{ and } (X, X)\]

unless the first conclusion of one of Lemmas 5.5, 5.6 or 5.7 applies for one of the vertices $\gamma$, $\gamma_A$ and $\gamma_B$ (the lemmas exclude the pairs $(A, A)$, $(B, B)$ and $(B, A)$, respectively). In addition, unless the conclusion of Lemma 5.8 applies, it must also hold that $(\kappa_B, \lambda_A) \neq (A, B)$. Hence, we will write $\kappa \kappa A \kappa B \rightarrow \lambda \lambda A \lambda B$ if each of the pairs $(\kappa, \lambda)$, $(\kappa_A, \lambda_A)$ and $(\kappa_B, \lambda_B)$ is one of the pairs

\[(A, B), (A, X), (B, X), (X, A), (X, B) \text{ and } (X, X),\]

and it also holds that $(\kappa_B, \lambda_A) \neq (A, B)$. So, in the considered idealized setting, it holds that

- the degree of $\gamma$ is at most $\sum_{\kappa A \kappa B \rightarrow A \lambda A \lambda B} x_{\kappa A \kappa B} x_{B A \lambda A \lambda B}$,
- the degree of $\gamma_A$ is at most $\sum_{\kappa A \kappa B \rightarrow \lambda B \lambda A \lambda B} x_{\kappa A \kappa B} x_{A \kappa B \lambda B \lambda A}$, and
- the degree of $\gamma_B$ is at most $\sum_{\kappa A \kappa B \rightarrow \lambda \lambda A \lambda B} x_{\kappa A \kappa B} x_{A \kappa A \lambda \lambda A B}$.

In addition, since $\gamma$ is a top vertex of maximum degree, the degrees of $\gamma_A$ and $\gamma_B$ are bounded by that of $\gamma$, in particular, they are also upper bounded by the first expression above.
So, we can now bound the density of a triad by the proportion of top vertices of each of the three types multiplied by the upper bounds on the degrees of $\gamma$, $\gamma_A$ and $\gamma_B$, i.e., the density of a triad is at most

$$\left( \sum_{\kappa A\kappa B} x_{\kappa A\kappa B} \right) \sum_{\kappa A\kappa B \to \lambda A\lambda B} x_{\kappa A\kappa B} x_{\lambda A\lambda B} +$$

$$\left( \sum_{\kappa A\kappa B} x_{\kappa A\kappa B} \right) \min \left\{ \sum_{\kappa A\kappa B \to \lambda A\lambda B} x_{\kappa A\kappa B} x_{\lambda A\lambda B}, \sum_{\kappa A\kappa B \to \lambda B\lambda B} x_{\kappa A\kappa B} x_{\lambda B\lambda B} \right\} +$$

$$\left( \sum_{\kappa A\kappa B} x_{\kappa A\kappa B} \right) \min \left\{ \sum_{\kappa A\kappa B \to \lambda A\lambda B} x_{\kappa A\kappa B} x_{\lambda A\lambda B}, \sum_{\kappa A\kappa B \to \lambda A\lambda B} x_{\kappa A\kappa B} x_{\lambda A\lambda B} \right\} .$$

The sums above should be interpreted as sums over all possible choices, in particular, an expression $A_{\kappa A\kappa B} \to B_{\lambda A\lambda B}$ is the sum over all 32 choices of $\kappa_A$, $\kappa_B$, $\lambda_A$ and $\lambda_B$ such that $A_{\kappa A\kappa B} \to B_{\lambda A\lambda B}$. We now define OPTLINK to be the optimization problem to maximize the above expression subject to the constraints that all the variables $x_{AAA}, \ldots, x_{XXX}$ are non-negative and their sum is one.

The main result of this section is that the optimum value of the problem OPTLINK is 4/27. The lower bound follows, for example, from setting $x_{AAA} = 2/3$, $x_{BBX} = 1/3$ and all other variables to zero. We will start our analysis of the problem OPTLINK by proving the next lemma, which allows eliminating the two minima in the definition of the problem OPTLINK. We point out here that while we do know that the degree of $\gamma$ is larger than that of $\gamma_A$ and $\gamma_B$, the expressions appearing in OPTLINK are upper bounds on their degrees and so it is possible that the first term in the minima appearing the problem can be smaller in principle. The following lemma asserts that it is possible to restrict to instances where the first term in the two minima is at least as large as the second; the corresponding optimization problem with be referred to as OPTINEQ.

**Lemma 6.2.** The optimum value of the problem OPTLINK is equal to the maximum of

$$\left( \sum_{\kappa A\kappa B} x_{\kappa A\kappa B} \right) \sum_{\kappa A\kappa B \to \lambda A\lambda B} x_{\kappa A\kappa B} x_{\lambda A\lambda B} +$$

$$\left( \sum_{\kappa A\kappa B} x_{\kappa A\kappa B} \right) \sum_{\kappa A\kappa B \to \lambda B\lambda B} x_{\kappa A\kappa B} x_{\lambda B\lambda B} +$$

subject to that all the variables $x_{AAA}, \ldots, x_{XXX}$ are non-negative, their sum is one and

$$\sum_{\kappa A\kappa B \to \lambda B\lambda B} x_{\kappa A\kappa B} x_{\lambda B\lambda B} \leq \sum_{\kappa A\kappa B \to \lambda A\lambda B} x_{\kappa A\kappa B} x_{\lambda A\lambda B} \quad \text{and}$$

$$\sum_{\kappa A\kappa B \to \lambda A\lambda B} x_{\kappa A\kappa B} x_{\lambda A\lambda B} \leq \sum_{\kappa A\kappa B \to \lambda B\lambda B} x_{\kappa A\kappa B} x_{\lambda B\lambda B} .$$

**Proof.** As any feasible solution of the problem OPTINEQ is also a feasible solution of the problem OPTLINK, the optimum value of the problem OPTINEQ is at most that of OPTLINK. In the rest, we establish the opposite inequality, i.e., that the optimum value of the problem OPTINEQ is at least that of OPTLINK.

Let $x_{AAA}, \ldots, x_{XXX}$ be a solution of the problem OPTLINK that maximizes the objective function and among all solutions that maximize the objective function choose the one that maximizes

$$\sum_{\kappa A\kappa B} x_{\kappa A\kappa B} + \sum_{\kappa A} x_{\kappa A} .$$

Then, by definition of OPTLINK, there is a feasible solution of OPTINEQ that maximizes the objective function

$$\sum_{\kappa A\kappa B} x_{\kappa A\kappa B} \sum_{\kappa A\kappa B \to \lambda A\lambda B} x_{\kappa A\kappa B} x_{\lambda A\lambda B} + \sum_{\kappa A\kappa B \to \lambda B\lambda B} x_{\kappa A\kappa B} x_{\lambda B\lambda B} + \sum_{\kappa A \to \lambda A B} x_{\kappa A} x_{\lambda A B} .$$

Proof.
We claim that $x_{AAA}, \ldots, x_{XXX}$ is also a feasible solution of OPTINEQ. If not, then one of the two additional inequalities from the definition of the problem OPTINEQ is violated. We analyze the case that the first inequality is violated; the other case is symmetric. Let $T$ and $S$ be the left and right sides of the inequality, i.e.,

$$S = \sum_{\kappa A \kappa B \mapsto \lambda B \lambda B} x_{\kappa A \kappa B} x_{\lambda B \lambda B} \quad \text{and} \quad T = \sum_{A \kappa A \kappa B \mapsto B \lambda A \lambda B} x_{A \kappa A \kappa B} x_{B \lambda A \lambda B},$$

and let $\xi = T/S$. As we have assumed that the inequality is violated, it holds that $\xi < 1$. For all $\kappa, \kappa_B \in \{A, B, X\}$, set

$$x_{\kappa \kappa_B}' = \xi \cdot x_{\kappa A \kappa B}, \quad x_{B \kappa_B} = x_{B \kappa_B} \quad \text{and} \quad x_{X \kappa_B} = x_{X \kappa_B} + (1 - \xi) x_{\kappa A \kappa B}.$$

We will show that $x_{\AAA}', \ldots, x_{\XXX}'$ is a solution of the problem OPTLINK, the value of the objective function is at least the value for $x_{\AAA}, \ldots, x_{\XXX}$, and the expression (1) is larger for $x_{\AAA}', \ldots, x_{\XXX}'$ than for $x_{\AAA}, \ldots, x_{\XXX}$. This would contradict the choice of the solution $x_{\AAA}, \ldots, x_{\XXX}$. We first observe that

$$\sum_{\kappa A \kappa_B} x_{\kappa A \kappa_B} = \sum_{\kappa A \kappa_B} x_{\kappa A \kappa_B}', \quad \sum_{\kappa A \kappa_B} x_{B \kappa_B} = \sum_{\kappa A \kappa_B} x_{B \kappa_B}', \quad \text{and} \quad \sum_{\kappa A \kappa_B} x_{X \kappa_B} = \sum_{\kappa A \kappa_B} x_{X \kappa_B}'.

In particular, the sum of the variables $x_{\AAA}', \ldots, x_{\XXX}'$ is one, which implies that $x_{\AAA}', \ldots, x_{\XXX}'$ is a feasible solution of the problem OPTLINK.

We now establish that the value of the objective function for $x_{\AAA}', \ldots, x_{\XXX}'$ is at least that for $x_{\AAA}, \ldots, x_{\XXX}$, i.e., the solution $x_{\AAA}', \ldots, x_{\XXX}'$ is optimal. We start with analyzing the change of the sums defining $T$ and $S$. Let $T'$ and $S'$ be the new values of the sums corresponding to $T$ and $S$, respectively. Fix $(\kappa_B, \lambda_B)$ to be one of the six pairs $(A, B), (A, X), (B, X), (X, A), (X, B)$ and $(X, X)$, and observe that

$$\sum_{\kappa A \kappa_B \mapsto B \lambda A \lambda B} x_{\kappa A \kappa_B} x_{B \lambda A \lambda B} = \sum_{\kappa A \kappa_B \mapsto B \lambda A \lambda B} x_{\kappa A \kappa_B} x_{B \lambda A \lambda B} + (1 - \xi^2) x_{\kappa A \kappa_B} x_{A \lambda A \lambda B} + (1 - \xi) x_{A \kappa_B} x_{A \lambda A \lambda B} \geq \sum_{\kappa A \kappa_B \mapsto B \lambda A \lambda B} x_{\kappa A \kappa_B} x_{B \lambda A \lambda B}.$$  \hspace{1cm} (2)

To see why the equality in (2) holds, note that the left side of the sum (recall that $\kappa_B$ and $\lambda_B$ is fixed) is equal to

$$x_{\kappa \kappa_B}' x_{B \lambda A \lambda B} + x_{\kappa \kappa_B}' x_{B \lambda A \lambda B} + x_{\kappa \kappa_B}' x_{B \lambda A \lambda B} + x_{\kappa \kappa_B}' x_{B \lambda A \lambda B} + (x_{\kappa \kappa_B}' + x_{\kappa \kappa_B}') x_{B \lambda B \lambda B},$$

if $\kappa_B = A$, or to

$$x_{\kappa \kappa_B}' x_{B \lambda A \lambda B} + x_{\kappa \kappa_B}' x_{B \lambda A \lambda B} + x_{\kappa \kappa_B}' x_{B \lambda A \lambda B} + x_{\kappa \kappa_B}' x_{B \lambda A \lambda B} + (x_{\kappa \kappa_B}' + x_{\kappa \kappa_B}') x_{B \lambda B \lambda B},$$

otherwise. Observe that the additional term in the latter expression has the same value as in the original solution, i.e., $(x_{\kappa \kappa_B}' + x_{\kappa \kappa_B}') x_{B \lambda B \lambda B} = (x_{\kappa \kappa_B} + x_{\kappa \kappa_B}) x_{B \lambda B \lambda B}$. Since the values of $(x_{\kappa \kappa_B} + x_{\kappa \kappa_B}) (x_{B \lambda A \lambda B} + x_{B \lambda B \lambda B})$ and $(x_{\kappa \kappa_B}' + x_{\kappa \kappa_B}') (x_{B \lambda A \lambda B} + x_{B \lambda B \lambda B})$ are the same, it follows that the sum of the first three terms has increased by $(1 - \xi^2) x_{\kappa \kappa_B} x_{A \lambda A \lambda B}$ compared to the original solution. Finally, the difference between $x_{\kappa \kappa_B}' x_{B \lambda A \lambda B}$ and $x_{\kappa \kappa_B} x_{B \lambda A \lambda B}$ is $(1 - \xi) x_{A \kappa_B} x_{A \lambda A \lambda B}$. Hence, the equality in (2) is now established. The estimate (2) summed over possible choices of $\kappa_B$ and $\lambda_B$ yields that $T' \geq T$. Next observe that

$$S' = \sum_{\kappa A \kappa_B \mapsto B \lambda A \lambda B} x_{\kappa A \kappa_B}' x_{B \lambda A \lambda B} = \sum_{\kappa A \kappa_B \mapsto B \lambda A \lambda B} \xi x_{\kappa A \kappa_B} x_{B \lambda A \lambda B} = \xi S = T.$$


An analogous argument yields that

$$R = \sum_{\kappa \in \kappa_{AA} \to \lambda_{AB}} x_{\kappa \kappa_{AA} \to \lambda_{AB}} x_{\lambda_{AB}}$$

and

$$R' = \sum_{\kappa \in \kappa_{AA} \to \lambda_{AB}} x'_{\kappa \kappa_{AA} \to \lambda_{AB}} x'_{\lambda_{AB}}.$$

Fix \((\kappa, \lambda)\) to be one of the six pairs \((A, B), (A, X), (B, X), (X, A), (X, B)\) and \((X, X)\), and observe (the proof of the equality is analogous to that of \([2]\)) that

$$\sum_{\kappa \in \kappa_{AA} \to \lambda_{AB}} x'_{\kappa \kappa_{AA} \to \lambda_{AB}} x'_{\lambda_{AB}} = \sum_{\kappa \in \kappa_{AA} \to \lambda_{AB}} x_{\kappa \kappa_{AA} \to \lambda_{AB}} x_{\lambda_{AB}}$$

$$+ (1 - \xi^2) x_{\kappa AA} x_{\lambda AB} + (1 - \xi) x_{\kappa BA} x_{\lambda AB}$$

$$\geq \sum_{\kappa \in \kappa_{AA} \to \lambda_{AB}} x_{\kappa \kappa_{AA} \to \lambda_{AB}} x_{\lambda_{AB}}.$$

It follows that \(R' \geq R\) and so \(\min\{R', T'\} \geq \min\{R, T\}\) (recall that we have already established that \(T' \geq T\)). Since it holds that \(T \leq T'\), \(\min\{T, S\} = \min\{T', S'\}\), \(\min\{R, T\} \leq \min\{R', T'\}\) and

$$\sum_{\kappa \in \kappa_{AA} \to \lambda_{AB}} x_{\kappa \kappa_{AA} \to \lambda_{AB}} = \sum_{\kappa \in \kappa_{AA} \to \lambda_{AB}} x'_{\kappa \kappa_{AA} \to \lambda_{AB}}$$

for every \(\kappa \in \{A, B, X\}\), the value of the objective function for \(x'_{\kappa_{AA}}, \ldots, x'_{\lambda_{XX}}\) is at least that for \(x_{\kappa_{AA}}, \ldots, x_{\lambda_{XX}}\), which implies that \(x'_{\kappa_{AA}}, \ldots, x'_{\lambda_{XX}}\) is an optimal solution of the problem OPTLINK.

To complete the proof, we note that the value of \([1]\) for \(x'_{\kappa_{AA}}, \ldots, x'_{\lambda_{XX}}\) compared to its value for \(x_{\kappa_{AA}}, \ldots, x_{\lambda_{XX}}\) is larger by precisely \((1 - \xi) \sum_{\kappa \in \kappa_{AB}} x_{\kappa_{AB}}\), which is positive (otherwise all \(x_{\kappa_{AB}}\) are equal to 0, which would imply \(S = 0\) but \(S > T \geq 0\)). This contradicts the choice of \(x_{\kappa_{AA}}, \ldots, x_{\lambda_{XX}}\). \(\square\)

Before proving the main theorem of this section, we need to establish the following auxiliary lemma.

**Lemma 6.3.** The following inequality holds for all non-negative reals \(a, a_1, a_2, b, b_1, b_2, \ldots, x_1\) and \(x_2\) such that \(x_1 + x_2 \leq x\), \(a_1 + a_2 \leq a\), \(b_1 + b_2 \leq b\) and \(x \leq \min\{a, b\}\):

$$a_1 b_2 + a_1 x_2 + b_1 a_2 + b_1 x_2 + x_1 a_2 + x_1 b_2 \leq ab + x \max\{a, b\}. \quad (3)$$

**Proof.** First, note that we may assume \(a_1 + a_2 = a, b_1 + b_2 = b\) and \(x_1 + x_2 = x\) by increasing \(a_1\), \(b_1\) or \(x_1\) if necessary, since the variables \(a_1\), \(b_1\) or \(x_1\) appear in the left side of \([3]\) only. By symmetry, we can also assume that \(b \leq a\). Hence, the right side of \([3]\) is \(ab + x = (a_1 + a_2)(b_1 + b_2 + x_1 + x_2)\). Expanding and canceling the common terms transforms \([3]\) to

$$b_1 x_2 + x_1 b_2 \leq a_1 b_1 + a_1 x_1 + a_2 b_2 + a_2 x_2,$$

which is equivalent to

$$(b_2 - a_1)(x_2 - a_1) + (b_1 - a_2)(x_2 - a_1) \leq 2a_1 a_2.$$

Using that \(b_1 + b_2 = b \leq a = a_1 + a_2\) and \(0 \leq b_2\), we obtain that \(-a_1 \leq b_2 - a_1 \leq a_2\), and similarly, using \(x_1 + x_2 \leq a_1 + a_2\) and \(0 \leq x_1\), we obtain that \(-a_2 \leq x_1 - a_2 \leq a_1\). It follows that \((b_2 - a_1)(x_2 - a_1) \leq a_1 a_2\). An analogous argument yields that \((b_1 - a_2)(x_2 - a_1) \leq a_1 a_2\), which completes the proof of the lemma. \(\square\)

We are now ready to determine the optimum value of the problem OPTLINK.

**Theorem 6.4.** The optimum value of the problem OPTLINK is 4/27.
Proof. Since the objective value of the problem OPTLINK is 4/27 for \(x_{AA} = 2/3, x_{BB}x = 1/3\) and the remaining variables equal to zero, the optimum value of the problem OPTLINK is at least 4/27. By Lemma [6.2] it is enough to show that the optimum value of the problem OPTINEQ is at most 4/27.

Consider \(x_{AAA}, \ldots, x_{XXX}\) that maximize the objective value of the problem OPTINEQ.

For the rest of the proof, set
\[
a = \sum_{\kappa_B} x_{A\kappa_B}, \quad b = \sum_{\kappa_B} x_{B\kappa_B} \quad \text{and} \quad x = \sum_{\kappa_B} x_{X\kappa_B}.
\]

Observe that \(a + b + x = 1\). In addition, we use \(T\), \(R\) and \(S\) for
\[
T = \sum_{A\kappa_B \rightarrow B\lambda_B} x_{A\kappa_B} x_{B\lambda_B}, \quad R = \sum_{A\kappa_B \rightarrow A\lambda_B} x_{A\kappa_B} x_{A\lambda_B} \quad \text{and} \quad S = \sum_{A\kappa_A} x_{A\kappa_A} x_{\lambda_A}.
\]

Note that the value of the objective function of OPTINEQ is \(xT + aR + bS\) and it holds that \(R \leq T\) and \(S \leq T\). Also note that \(T \leq ab\). The rest of the proof is devoted to establishing that \(xT + aR + bS\) is at most 4/27.

We start with showing that we can assume that \(x \leq a\) and \(x \leq b\). If \(x \geq a\), then it would hold that
\[
xT + aR + bS \leq (x + a)T = T \leq ab \leq a(1 - x - a) \leq a(1 - 2a) \leq 1/8 < 4/27.
\]

Similarly, if \(x \geq b\), then \(xT + aR + bS < 4/27\). Hence, we will assume that \(x \leq a\) and \(x \leq b\) in the rest of the proof.

Our next step is to find suitable upper bounds on \(R\) and \(S\); we will give bounds separately for the parts where the first entries are both equal to \(X\) and the rest. So, we define
\[
R' = R - \sum_{A\kappa_B \rightarrow X\lambda_B} x_{XA\kappa_B} x_{XB\lambda_B} \quad \text{and} \quad S' = S - \sum_{X\kappa_A \rightarrow \lambda_A} x_{X\kappa_A} x_{X\lambda_A}.
\]

We derive using \(pq \leq (p + q)^2/4\) that
\[
R - R' = x_{XAB} x_{XBX} + x_{XAX} x_{XBA} + x_{XAX} x_{XBB} + x_{XAX} x_{XBX} \\
\leq (x_{XAB} + x_{XAX})(x_{XBA} + x_{XBB} + x_{XBX}) \\
\leq (x_{XAB} + x_{XAX} + x_{XBA} + x_{XBB} + x_{XBX})^2/4 \leq x^2/4,
\]
and similarly we derive that
\[
S - S' = x_{XAA} x_{XXB} + x_{XBA} x_{XXB} + x_{XXA} x_{XAB} + x_{XXA} x_{XXB} \leq x^2/4.
\]

We next show that
\[
R' + S' \leq a_1 b_2 + a_1 x_2 + b_1 a_2 + b_1 x_2 + x_1 a_2 + x_1 b_2,
\]
where the quantities \(a_1, a_2, b_1, b_2, x_1\) and \(x_2\) (note that \(a_1 + a_2 \leq a, b_1 + b_2 \leq b\) and \(x_1 + x_2 \leq x\)) are defined as
\[
a_1 = x_{AAA} + x_{ABA} + x_{ABB} + x_{ABX} + x_{AXA}, \quad a_2 = x_{AAB} + x_{AA} + x_{AXB}, \\
b_1 = x_{BAA} + x_{BBA} + x_{BBB} + x_{BBX} + x_{BXA}, \quad b_2 = x_{BAB} + x_{BAX} + x_{BBX}, \\
x_1 = x_{XAA} + x_{XBA} + x_{XBB} + x_{XB} + x_{XXA}, \quad x_2 = x_{XAB} + x_{XAX} + x_{XXB}.
\]
First observe that the following inequalities hold (note that $R'$ is equal to the sum of the five sums in the left column and $S'$ to the sum of the five sums in the right column):

$$\sum_{AAKB \to BBLB} x_{A\kappa B} x_{BB\kappa} B \leq a_2 b_1, \quad \sum_{A\kappa A \to B\lambda A} x_{A\kappa A} x_{B\lambda A} B \leq a_1 b_2,$$

$$\sum_{AAKB \to XB\kappa B} x_{A\kappa B} x_{XB\kappa} B \leq a_2 x_1, \quad \sum_{A\kappa A \to XB\lambda A} x_{A\kappa A} x_{XB\lambda} B \leq a_1 x_2,$$

$$\sum_{BAKB \to XB\kappa B} x_{BA\kappa B} x_{XB\kappa} B \leq b_2 x_1, \quad \sum_{B\kappa A \to XB\lambda A} x_{B\kappa A} x_{XB\lambda} B \leq b_1 x_2,$$

$$\sum_{XAKB \to AB\kappa B} x_{XA\kappa B} x_{AB\kappa} B \leq x_2 a_1, \quad \sum_{X\kappa A \to AB\lambda A} x_{X\kappa A} x_{AB\lambda} A \leq x_1 a_2,$$

$$\sum_{XAKB \to BBLB} x_{XA\kappa B} x_{BB\kappa} B \leq x_2 b_1, \quad \sum_{X\kappa A \to B\lambda A} x_{X\kappa A} x_{B\lambda A} B \leq x_1 b_2.$$

Each of the ten inequalities can be verified by writing out the terms forming the sum on its left side and terms arising from multiplying the two quantities on the right side. Another way of verifying the inequalities is using the definition of $→$ as follows: consider one of the inequalities on the left side, say the second, and observe that $\kappa_B$ cannot be equal to $A$ in the sum and so each $x_{A\kappa B}$ appears as a term in the sum defining $a_2$, and each $x_{XB\kappa B}$ appears as a term in the sum defining $x_1$ (note that the variables in the sums defining $a_1$, $b_1$ and $x_1$ are exactly those with the second entry of the subscript being $B$ or the third entry of the subscript being $A$). An analogous argument applies to the five inequalities on the right side. Since no term appears in both the sum defining $R$ and the sum defining $S$ (there is no $\kappa$ and $\lambda$ such that $\kappa AA \to \lambda BB$), we actually obtain that the following holds:

$$\sum_{XA\kappa B \to AB\lambda B} x_{XA\kappa B} x_{AB\lambda B} + \sum_{A\kappa A \to XB\lambda B} x_{A\kappa A} x_{XB\lambda B} B \leq a_1 x_2,$$

$$\sum_{XA\kappa B \to BBLB} x_{XA\kappa B} x_{BB\kappa} B + \sum_{B\kappa A \to XB\lambda B} x_{B\kappa A} x_{XB\lambda} B \leq b_1 x_2,$$

$$\sum_{AAKB \to XB\kappa B} x_{AA\kappa B} x_{XB\kappa} B + \sum_{X\kappa A \to AB\lambda B} x_{X\kappa A} x_{AB\lambda} A \leq x_1 a_2,$$

$$\sum_{BAKB \to XB\kappa B} x_{BA\kappa B} x_{XB\kappa} B + \sum_{X\kappa A \to B\lambda A} x_{X\kappa A} x_{B\lambda A} B \leq x_1 b_2.$$

The inequality (3) now follows. Applying Lemma 6.3 to the right side of (4) yields that

$$R' + S' \leq ab + x \cdot \max\{a, b\}. \quad (7)$$

Recall that $R' \leq R \leq T$, $S' \leq S \leq T$ and $T \leq ab$. It now follows that

$$aR' + bS' \leq \max\{a, b\} ab + \min\{a, b\} \max\{R' + S' - ab, 0\}$$

$$\leq \max\{a, b\} ab + \min\{a, b\} \max\{a, b\} x = \max\{a, b\} ab + abx.$$

Using (4) and (5), we obtain that

$$a(R - R') + b(S - S') \leq (a + b) \frac{x^2}{4}.$$

It follows (note that $T \leq ab$) that

$$xT + aR + bS \leq 2abx + \max\{a, b\} ab + \frac{(a + b)x^2}{4}. \quad (8)$$
To complete the proof, we need to show that the right side of (9) is at most $\frac{4}{27}$ for all non-negative reals $a$, $b$ and $x$ such that $a + b + x = 1$, $x \leq a$ and $x \leq b$. As the right side of (9) is symmetric in $a$ and $b$, we can also assume that $a \geq b$. Hence, we need to show that it holds that

$$a^2b + 2abx + \frac{(a + b)x^2}{4} \leq \frac{4}{27}$$

assuming that $0 \leq x \leq b \leq a$ and $a + b + x = 1$. The left side of (9) can be rewritten as

$$a^2b + 2abx + \frac{(a + b)x^2}{4} = b(a + x)^2 + \frac{(a - 3b)x^2}{4} = b(1 - b)^2 + \frac{(a - 3b)x^2}{4}.$$ \hspace{1cm} (10)

If $a \leq 3b$, then the fraction in (10) is non-positive, which implies that the left side is at most $b(1 - b)^2 \leq \frac{4}{27}$. Hence, we can assume that $a > 3b$, which implies that $b < 1/4$. It follows that the term $b(1 - b)^2$ is less than $9/64$ and that

$$\frac{(a - 3b)x^2}{4} = \frac{(1 - 4b - x)x^2}{4} \leq \frac{(1 - 5x)x^2}{4} \leq \frac{1}{675}.$$*\]

It follows that the right side of (10) is less than $9/64 + 1/675 < 4/27$, which establishes (9).

\[\square\]

7 Main result

We are now ready to prove our main structural result.

**Theorem 7.1.** For every $\delta > 0$ and every $n \in \mathbb{N}$, there exists $N \in \mathbb{N}$ such that every $N$-partitioned hypergraph $H$ with density at least $4/27 + \delta$ has a $4n$-partitioned subhypergraph $H_0$ with index set $I = \{i_1, \ldots, i_{4n}\}$, $i_1 < i_2 < \cdots < i_{4n}$, such that one of the following holds.

- There exist vertices $\alpha_{ij}, \beta_{ij}, \gamma_{ij}^0, \omega_{ij}, \alpha_{ij}^\omega, \gamma_{ij}^\omega \in V_{ij}$ for all $i < j$, $i, j \in I$, such that the following holds for all $i < j < k$, $i, j, k \in I$:
  - $\{\alpha_{ij}, \beta_{jk}, \gamma_{ik}^0\}$ is an edge,
  - $\{\omega_{ij}, \beta_{jk}, \gamma_{ik}^\omega\}$ is an edge, and
  - $\{\alpha_{ij}^\omega, \omega_{jk}, \gamma_{ik}^0\}$ is an edge.

- There exist vertices $\alpha_{ij}, \beta_{ij}, \gamma_{ij}^0, \omega_{ij}, \beta_{ij}^0, \gamma_{ij}^\omega \in V_{ij}$ for all $i < j$, $i, j \in I$, such that the following holds for all $i < j < k$, $i, j, k \in I$:
  - $\{\alpha_{ij}, \beta_{jk}, \gamma_{ik}^0\}$ is an edge,
  - $\{\omega_{ij}, \beta_{jk}, \gamma_{ik}^\omega\}$ is an edge, and
  - $\{\omega_{ij}, \omega_{jk}, \gamma_{ik}^\omega\}$ is an edge.

- There exist vertices $\alpha_{ij}, \beta_{ij}, \alpha_{ij}', \beta_{ij}', \gamma_{ij}', \gamma_{ij}' \in V_{ij}$ for all $i < j$, $i, j \in I$, and $\beta_{ij}' \in V_{jk}$ and $\alpha_{ijkst}^* \in V_{ks}$ for all $i < j < k < s < t$, $i, j, k, s, t \in I$, such that the following holds for all $i < j < k < s < t$, $i, j, k, s, t \in I$:
  - $\{\alpha_{ij}, \beta_{jk}, \gamma_{ik}^0\}$ is an edge in the $(i, j, k)$-triad,
  - $\{\alpha_{ij}', \beta_{jk}', \gamma_{ik}^0\}$ is an edge in the $(i, j, k)$-triad,
  - $\{\beta_{ij}' \gamma_{ij}^0 \alpha_{ijkst}' \gamma_{js}^*\}$ is an edge in the $(j, k, s)$-triad, and
  - $\{\alpha_{ijkst}' \beta_{st}^0 \gamma_{kt}^\omega\}$ is an edge in the $(k, s, t)$-triad.

- There exist vertices $\alpha_{ij}', \beta_{ij}', \gamma_{ij}, \alpha_{ij}'', \beta_{ij}'', \gamma_{ij}'' \in V_{ij}$ for all $i < j$, $i, j \in I$, such that the following holds for all $i < j < k$, $i, j, k \in I$:
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and apply Lemma 6.1 with \( \epsilon \) and \( n_4 \) to get \( n_5 \). We apply Lemma 6.4 with \( \epsilon \) and \( n_4 \) to get \( n_5' \), then Lemma 6.6 with \( \epsilon \) and \( n_5' \) to get \( n_5'' \), and eventually Lemma 5.5 with \( \epsilon \) and \( n_5'' \) to get \( n_5''' \). Yet again we apply Lemmas 5.7, 5.6 and 5.5 starting with \( \epsilon \) and \( n_6 \) to get \( n_7 \), then Lemma 5.6 with \( \epsilon \) and \( n_7 \) to get \( n_8 \), and eventually Lemma 5.5 with \( \epsilon \) and \( n_8 \) to get \( n_9 \). Finally, we apply Lemma 5.2 with \( \epsilon \) and \( n_9 \) to get \( n_{10} \) and Lemma 5.1 with \( \epsilon \) and \( n_{10} \) to get \( n_{11} \).

Since the statement of the theorem is false for \( \delta \) and \( n \), there exists an \( n_{11} \)-partitioned hypergraph \( H \) with density \( d = 4/27 + \delta \) such that neither of the four conclusions of the theorem holds. Fix such an \( n_{11} \)-partitioned hypergraph \( H \) for the rest of the proof.

We first apply Lemma 5.1 with the \( n_{11} \)-partitioned hypergraph \( H \) to get an \( n_{10} \)-partitioned subhypergraph \( H_{10} \) of \( H \) with index set \( I_{10} \) and vertices \( \gamma_{ik} \in V_{ik}, i < k, i, k \in I_{10} \), such that

- the density of \( H_{10} \) is at least \( d - \varepsilon \), and

- the degree of each top vertex of an \((i, j, k)\)-triad is at most that of \( \gamma_{ik} \) for all \( i < j < k, i, j, k \in I_{10} \).

Note that the degrees of the vertices \( \gamma_{ik} \) in each \((i, j, k)\)-triad are at least \( d - \varepsilon \geq 4/27 + \delta - \varepsilon \geq 5\delta - \varepsilon \geq 1224\varepsilon \). Therefore, we can now apply Lemma 5.2 with \( H_{10} \) and vertices \( \gamma_{ik}, i < k, i, k \in I_{10} \), to get an \( n_{9} \)-partitioned subhypergraph \( H_{9} \) of \( H_{10} \) with index set \( I_9 \subseteq I_{10} \) and vertices \( \alpha_{ik}^*, \beta_{ik}^*, \gamma_{ik}, \gamma_{ik}^2 \in V_{ik}, i < k, i, k \in I_9 \), such that the density of \( H_{9} \) is at least \( d - 2\varepsilon \),

- the degree of each top vertex of an \((i, j, k)\)-triad is larger by at most \( \varepsilon \) than that of \( \gamma_{ik} \) for all \( i < j < k, i, j, k \in I_9 \),

- \( \{\gamma_{ij}^1, \beta_{jk}^2, \gamma_{ik}\} \) and \( \{\alpha_{ij}^*, \gamma_{jk}, \gamma_{ik}\} \) are edges in the \((i, j, k)\)-triad for all \( i < j < k, i, j, k \in I_9 \),

- for all \( i < \ell < j < k, i, j, k, \ell \in I_9 \), among left neighbors of \( \gamma_{ik} \) in the \((i, j, k)\)-triad, \( \gamma_{ij} \) has the largest degree in the \((i, \ell, j)\)-triad of \( H_{9} \), and

- for all \( i < j < \ell < k, i, j, k, \ell \in I_9 \), among right neighbors of \( \gamma_{ik} \) in the \((i, j, k)\)-triad, \( \gamma_{jk}^2 \) has the largest degree in the \((j, \ell, k)\)-triad of \( H_{9} \).

As the next step, we apply Lemma 5.5 with the \( n_9 \)-partitioned hypergraph \( H_{9} \) and the vertices \( \gamma_{ik}^0 = \gamma_{ik} \), for all \( i < k, i, k \in I_9 \). Since the hypergraph \( H \) does not satisfy the first conclusion of the theorem, which matches the first outcome of Lemma 5.5, we conclude that its second outcome must hold and hence obtain an \( n_8 \)-partitioned subhypergraph \( H_8 \) of \( H_{9} \). We next apply Lemma 5.6 with the \( n_8 \)-partitioned hypergraph \( H_8 \) and the vertices \( \gamma_{ik}^0 = \gamma_{ik} \), for all \( i < k, i, k \in I_8 \). Since the hypergraph \( H \) does not
satisfy the second conclusion of the theorem, which matches the first outcome of Lemma 5.6, we conclude that its second outcome must hold and hence obtain an \( n_7 \)-partitioned subhypergraph \( H_7 \) of \( H_8 \). Next, we apply Lemma 5.7 with the \( n_7 \)-partitioned hypergraph \( H_7 \) and the vertices \( \gamma_{1i k} = \gamma_{ik} \) for all \( i < k \), \( i, k \in I_7 \). Since the hypergraph \( H \) does not satisfy the third conclusion of the theorem, which matches the first outcome of Lemma 5.7, we conclude that its second outcome must hold and hence obtain an \( n_5 \)-partitioned subhypergraph \( H_6 \) of \( H_7 \). We now apply Lemmas 5.5, 5.6 and 5.7 in the same way but with \( \gamma_{ik} = \gamma_{1ik} \) instead of \( \gamma_{ik} = \gamma_{ik} \), then once again with \( \gamma_{ik} = \gamma_{ik} \). After these six additional steps, we obtain an \( n_5 \)-partitioned subhypergraph \( H_5 \) of \( H_6 \), which satisfies the second conclusions of each of Lemmas 5.5, 5.6 and 5.7 for each of the choices \( \gamma_{ik} = \gamma_{ik} \), \( \gamma_{ik} = \gamma_{ik} \) and \( \gamma_{ik} = \gamma_{ik} \) for all \( i < k \), \( i, k \in I_5 \).

Note that in each of the nine applications of the three lemmas, the density can drop by at most \( \varepsilon \). Hence, the density of \( H_5 \) is at least \( d - 11\varepsilon \) and the following holds for all \( i < j < k \), \( i, j, k \in I_5 \):

- the degree of each top vertex of an \((i, j, k)\)-triad is larger by at most \( 10\varepsilon \) than that of \( \gamma_{ik} \),
- for every \( \ell \in I_5 \), \( i < \ell < j \), every left neighbor of \( \gamma_{ik} \) in the \((i, j, k)\)-triad has degree in the \((i, \ell, j)\)-triad by at most \( 9\varepsilon \) larger than that of \( \gamma_{i j} \),
- for every \( \ell \in I_5 \), \( j < \ell < k \), every right neighbor of \( \gamma_{ik} \) in the \((i, j, k)\)-triad has degree in the \((j, \ell, k)\)-triad by at most \( 9\varepsilon \) larger than that of \( \gamma_{j \ell} \), and
- for every \( \ell \in I_5 \), \( \ell > k \), and each of the three choices \( \gamma_{ik}^0, \gamma_{jk}^0 \) as \( \gamma_{ik}, \gamma_{jk} \), \( \gamma_{ik}^1, \gamma_{jk}^1 \), and \( \gamma_{ik}^2, \gamma_{jk}^2 \), it holds that
  - the \((j, k, \ell)\)-triad has no edge containing both a right neighbor of \( \gamma_{ik}^0 \) (in the \((i, j, k)\)-triad) and a right neighbor of \( \gamma_{i j}^0 \) (in the \((i, j, \ell)\)-triad),
  - the \((i, j, k)\)-triad has no edge containing a left neighbor of \( \gamma_{ik}^0 \) (in the \((i, j, k)\)-triad) and a left neighbor of \( \gamma_{ij}^0 \) (in the \((j, k, \ell)\)-triad), and
  - no right neighbor of \( \gamma_{ik}^0 \) in the \((i, j, k)\)-triad is a left neighbor of \( \gamma_{ij}^0 \) in the \((j, \ell, k)\)-triad,
- for every \( s, t \in I_5 \), \( k < s < t \), and each of the three choices \( \gamma_{ik}^0, \gamma_{kt}^0 \) as \( \gamma_{ik}, \gamma_{kt} \), \( \gamma_{ik}^1, \gamma_{kt}^1 \), and \( \gamma_{ik}^2, \gamma_{kt}^2 \), it holds that
  - the \((j, k, s)\)-triad has no edge containing a right neighbor of \( \gamma_{ik}^0 \) (in the \((i, j, k)\)-triad) and a left neighbor of \( \gamma_{ik}^0 \) (in the \((k, s, t)\)-triad).

The first three properties above hold as in each of the applications of Lemmas 5.5, 5.6 or 5.7, the degree of each of the vertices \( \gamma_{ik}, \gamma_{ik}^1 \) and \( \gamma_{ik}^2 \) is decreased by at most \( \varepsilon \). The fourth property is ensured by Lemmas 5.5 and 5.6 (the third point of the fourth property follows from either of the first two), and the fifth property by Lemma 5.7.

We now iterate the following for all \( i < j < k, i, j, k \in I_5 \) as long as possible: if there is a vertex \( w \in V_{ij} \cup V_{jk} \) such that its codegree with \( \gamma_{ik} \) is less than \( \varepsilon \), delete all edges containing \( w \) and \( \gamma_{ik} \), if there is a vertex \( w \in V_{ij} \cup V_{jk} \) such that its codegree with \( \gamma_{ik}^1 \) is less than \( \varepsilon \), delete all edges containing \( w \) and \( \gamma_{ik}^1 \), and if there is a vertex \( w \in V_{ij} \cup V_{jk} \) such that its codegree with \( \gamma_{ik}^2 \) is less than \( \varepsilon \), delete all edges containing \( w \) and \( \gamma_{ik}^2 \). Note that the degree of each of the vertices \( \gamma_{ik}, \gamma_{ik}^1 \) and \( \gamma_{ik}^2 \) has decreased by at most \( 2\varepsilon \) as the above procedure applies for each vertex \( w \in V_{ij} \cup V_{jk} \) and each of the vertices \( \gamma_{ik}, \gamma_{ik}^1 \) and \( \gamma_{ik}^2 \) at most once. The resulting \( n_5 \)-partitioned hypergraph is denoted by \( H_5' \); note that the density of \( H_5' \) is at least \( d - 13\varepsilon \).

We now apply Lemma 6.1 to the \( n_5 \)-partitioned hypergraph \( H_5' \) and the vertices \( \gamma_{ik}, \gamma_{ik}^1 \) and \( \gamma_{ik}^2 \), \( i, k \in I_5 \), to get an \( n_4 \)-partitioned subhypergraph \( H_4 \) of \( H_5' \) induced by \( I_4 \subseteq I_5 \) and reals \( d_{\kappa \kappa^1 \kappa^2} \) for \( \kappa, \kappa^1, \kappa^2 \in \{A, B, X\} \) as in the statement of Lemma 6.1. Since the sets \( A_{i j k \ell} \) and \( B_{i j k \ell} \) from the statement of Lemma 6.1 are disjoint (this is implied by the third part of the fourth property of \( H_5 \) stated above), we obtain that the sum of the 27 reals \( d_{\kappa \kappa^1 \kappa^2} \) is at most \( 1 + 27\varepsilon \leq 251/250 \).
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We now construct an auxiliary 3-edge-colored 3-uniform complete hypergraph $G$ with vertex set $I_4$; an edge formed by $i < j < k$, $i, j, k \in I_4$, is colored (choose the first option that applies)

- red if the degree of $\gamma^1_{ik}$ in the $(i, j, k)$-triad of $H_4$ is less than $\varepsilon^2$,
- orange if the degree of $\gamma^2_{ik}$ in the $(i, j, k)$-triad of $H_4$ is less than $\varepsilon^2$ and
- blue, otherwise.

By Ramsey's Theorem, there exist $I_3 \subseteq I_4$ of size $n_3$ such that all edges of $G$ formed by the elements of $I_3$ have the same color.

We first consider the case that all the edges formed by elements of $I_3$ are blue, i.e., the degree of both $\gamma^1_{ik}$ and $\gamma^2_{ik}$ in each $(i, j, k)$-triad of the $n_3$-partitioned subhypergraph of $H_4$ induced by $I_3$ is at least $\varepsilon^2$. We now construct an auxiliary 3-edge-colored 3-uniform complete hypergraph $H$ with $I_3$.

Let $J$ be the $N$-element set containing the indices $j_k$ for $k \in [N]$ (recall that $n_1 = (N + 1)n$); recall that $J \subseteq I_1 \subseteq I_4$. We apply Lemma 4.6 with $\varepsilon^2 > 0$ to the $N$-partitioned subhypergraph of $H_4$ induced by $J$ together with $\gamma^1_{ij}$ and $\gamma^2_{ij}$, $i < j$, $i, j \in J$, to get $m \in \mathbb{N}$, $k \in [m - 2]$ and an $m$-partitioned subhypergraph $H'$ of $H_4$ with index set $\{j'_1, \ldots, j'_m\} \subseteq J$ with the properties given in the statement of the lemma; in particular, the density of $H'$ is at least $d - 14\varepsilon$. Also note that $2 \leq k \leq m - 3$.

Suppose that the $(j'_k, j'_k + 1, j'_k + 2)$-triad of $H'$ has an edge containing a left neighbor $\alpha$ of $\gamma^2_{j'_k, j'_k + 2}$ and a right neighbor $\beta$ of $\gamma^1_{j'_k, j'_k + 2}$. By Lemma 5.8, there exists $k' < k$ such that $\beta$ is a right neighbor of $\gamma^1_{j'_{k'}, j'_{k} + 2}$ and there exists $k'' > k + 2$ such that $\alpha$ is a left neighbor of $\gamma^2_{k'', j'_{k''}}$. We now set

- $i_n = j'_{k''}$, $i_2n = j'_k$, $i_{2n+1} = j'_{k+1}$, $i_{2n+2} = j'_{k+2}$, $i_{3n+1} = j'_{k''}$,
- $i_1, \ldots, i_{n-1}$ to be any elements of $I_1$ smaller than $j'_{k''}$,
- $i_{n+1}, \ldots, i_{2n-1}$ to be any elements of $I_1$ between $j'_k$ and $j'_k$,
- $i_{2n+3}, \ldots, i_{3n}$ to be any elements of $I_1$ between $j'_{k+2}$ and $j'_{k''}$, and
- $i_{3n+2}, \ldots, i_{4n}$ to be any elements of $I_1$ larger than $j'_{k''}$.

Observe that the set $I = \{i_1, \ldots, i_{4n}\}$, the vertices $\alpha$ and $\beta$, and the vertices $\alpha^*, \beta^*, \gamma^*_{ij}$, $\alpha^1_{ij}, \beta^1_{ij}, \gamma^1_{ij}, \alpha^2_{ij}, \beta^2_{ij}, \gamma^2_{ij} \in V_{ij}$, $i < j$, $i, j \in I$, satisfy the last conclusion of the theorem, which is impossible by the choice of $H$ (note that while some of the required edges may not be present in $H_4$, they do exist in the original hypergraph $H$). Since $H$ cannot satisfy the last conclusion of the theorem, the $(j'_{k}, j'_{k+1}, j'_{k+2})$-triad of $H'$ has no edge containing both a left neighbor of $\gamma^2_{j'_{k}, j'_{k+2}}$ and a right neighbor of $\gamma^2_{j'_{k}, j'_{k+2}}$.

The rest of the proof concerns the $(j'_{k}, j'_{k+1}, j'_{k+2})$-triad of $H'$. For convenience, we set $i = j'_{k-1}$, $j = j'_{k}$, $k = j'_{k+1}$, $\ell = j'_{k+2}$ and $s = j'_{k+3}$ as we only need to deal with these five indices, and we write $T^1$ for the set of the top vertices in the $(j, k, \ell)$-triad that are left neighbors of $\gamma_{js}$ in the $(j, \ell, s)$-triad and $T^2$ for the set of the top vertices that are right neighbors of $\gamma_{jt}$ in the $(i, j, t)$-triad. We now summarize the properties of the $(j, k, \ell)$-triad of $H'$ that we use further.

- The density of the $(j, k, \ell)$-triad is at least $d - 14\varepsilon$.
- The degree of any top vertex of the $(j, k, \ell)$ triad is larger by at most $13\varepsilon$ than that of $\gamma_{jt}$. 
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• The degree of any top vertex contained in \( T^1 \) is larger by at most 12\( \varepsilon \) than that of \( \gamma_{j\ell}^1 \).

• The degree of any top vertex contained in \( T^2 \) is larger by at most 12\( \varepsilon \) than that of \( \gamma_{j\ell}^2 \).

• The sets \( T^1 \) and \( T^2 \) are disjoint.

• There is no edge containing both a left neighbor of \( \gamma_{j\ell}^2 \) and a right neighbor of \( \gamma_{j\ell}^1 \).

The fifth property of the \((j, k, \ell)\)-triad follows from the third part of the fourth property of the partitioned hypergraph \( H_5 \) stated earlier in the proof, and the last property follows from Lemma 5.8 and the arguments given in the previous paragraph. In addition, Lemma 6.1 used to construct the partitioned hypergraph \( H_4 \) implies that

\[
\frac{|T^1|}{|V_{j\ell}|} - \sum_{\kappa_1 \kappa_2} d_{\kappa_1 \kappa_2} \leq 9\varepsilon \quad \text{and} \quad \frac{|T^2|}{|V_{j\ell}|} - \sum_{\kappa_1 \kappa_2} d_{\kappa_1 \kappa_2} \leq 9\varepsilon,
\]

where the sums range over all choices of \( \kappa_1 \) and \( \kappa_2 \) in \( \{A, B, X\} \). Note that the conclusion of Lemma 6.1 is used for the indices \( i < j < k < \ell < s \) and Lemma 5.8 does not cause removal of any edges from either the \((i, j, \ell)\)-triad or \((j, \ell, s)\)-triad.

Before proceeding further, we define the \( H' \) and the indices \( i < j < k < \ell < s \) to be used in the analysis in the case when all the edges of \( G \) formed by the elements of \( I_3 \) are red or orange. In such case, we choose the indices \( i < j < k < \ell < s \) to be any elements contained in \( I_3 \). The 5-partitioned hypergraph \( H' \) is obtained from the 5-partitioned subhypergraph of \( H_4 \) induced by \( \{i, j, k, \ell, s\} \) by removing all edges of the \((j, k, \ell)\)-triad containing \( \gamma_{j\ell}^1 \) in case the common color of all the edges formed by elements of \( I_3 \) is red, and by removing all edges of the \((j, k, \ell)\)-triad containing \( \gamma_{j\ell}^2 \) in case the common color is orange.

We again use \( T^1 \) for the set of the top vertices in the \((j, k, \ell)\)-triad that are left neighbors of \( \gamma_{js} \) in the \((j, k, s)\)-triad, and \( T^2 \) for the set of the top vertices that are right neighbors of \( \gamma_{j\ell} \) in the \((i, j, \ell)\)-triad. Note that \( T^1 \) and \( T^2 \) satisfy (11) as only the edges of the \((j, k, \ell)\)-triad were deleted, and the \((j, k, \ell)\)-triad satisfies the same six properties given in the case of the common color being blue. In particular, the final property holds since one of \( \gamma_{j\ell}^1 \) and \( \gamma_{j\ell}^2 \) is contained in no edges at all.

We now continue the analysis jointly for all three cases of the common color of the edges in \( G \) formed by \( I_3 \); we will use only the six properties of the \((j, k, s)\)-triad of \( H' \) given above and the properties of \( H_5 \). Let \( H'' \) be the 5-partitioned subhypergraph of \( H_4 \) induced by \( \{i, j, k, \ell, s\} \); we use the 5-partitioned hypergraph \( H'' \) for the definition of quantities in this paragraph. Let \( L_A \) be the set of left neighbors of \( \gamma_{j\ell} \) in the \((j, k, \ell)\)-triad, \( L_B \) the set of right neighbors of \( \gamma_{ik} \) in the \((i, j, k)\)-triad and \( L_X = V_{jk} \setminus (L_A \cup L_B) \) (note that the sets \( L_A \) and \( L_B \) are disjoint by the third part of the fourth property of \( H_5 \)). Similarly, \( L_A^1 \) is the set of left neighbors of \( \gamma_{j\ell}^1 \) in the \((j, k, \ell)\)-triad, \( L_B^1 \) the set of right neighbors of \( \gamma_{ik} \) in the \((i, j, k)\)-triad and \( L_X^1 = V_{jk} \setminus (L_A^1 \cup L_B^1) \), and \( L_A^2 \) is the set of left neighbors of \( \gamma_{ik}^2 \) in the \((i, j, k)\)-triad and \( L_X^2 = V_{jk} \setminus (L_A^2 \cup L_B^2) \) (again, the sets \( L_A^1 \) and \( L_B^1 \) are disjoint, and the sets \( L_A^2 \) and \( L_B^2 \) are disjoint by the third part of the fourth property of \( H_5 \)). For \( \kappa, \kappa_1, \kappa_2 \in \{A, B, X\} \), we define

\[
L_{\kappa_1 \kappa_2} = L_{\kappa} \cap L_{\kappa_1} \cup L_{\kappa_2}.
\]

Symmetrically, \( R_A \) is the set of left neighbors of \( \gamma_{ks} \) in the \((k, \ell, s)\)-triad, \( R_B \) is the set of right neighbors of \( \gamma_{j\ell} \) in the \((j, k, \ell)\)-triad, and \( R_X = V_{kl} \setminus (R_A \cup R_B) \), \( R_A^1 \) is the set of left neighbors of \( \gamma_{ks}^1 \) in the \((k, \ell, s)\)-triad, \( R_B^1 \) is the set of right neighbors of \( \gamma_{j\ell}^1 \) in the \((j, k, \ell)\)-triad, and \( R_X^1 = V_{kl} \setminus (R_A^1 \cup R_B^1) \), and \( R_A^2 \) is the set of left neighbors of \( \gamma_{ks}^2 \) in the \((k, \ell, s)\)-triad, \( R_B^2 \) is the set of right neighbors of \( \gamma_{j\ell}^2 \) in the \((j, k, \ell)\)-triad, and \( R_X^2 = V_{kl} \setminus (R_A^2 \cup R_B^2) \), we set

\[
R_{\kappa_1 \kappa_2} = R_{\kappa} \cap R_{\kappa_1} \cup R_{\kappa_2}.
\]

Since \( H'' \) is an induced subhypergraph of \( H_4 \), Lemma 6.1 yields that

\[
\frac{|L_{\kappa_1 \kappa_2}|}{|V_{jk}|} - d_{\kappa_1 \kappa_2} \leq \varepsilon \quad \text{and} \quad \frac{|R_{\kappa_1 \kappa_2}|}{|V_{kl}|} - d_{\kappa_1 \kappa_2} \leq \varepsilon.
\]
for all $\kappa, \kappa' \in \{A, B, X\}$.

Next, we claim that the number of edges of $H''$ containing $\gamma_{jk\ell}$, $\gamma^1_{jk\ell}$ and $\gamma^2_{jk\ell}$ in the $(j, k, \ell)$-triad is by at most $3\varepsilon|V_{jk}||V_{k\ell}|$ larger than

$$\sum_{\kappa\kappa'\rightarrow B\lambda\lambda'} |L_{\kappa\kappa'}| \cdot |R_{B\lambda\lambda'}|, \quad \sum_{\kappa\kappa'\rightarrow B\lambda\lambda'} |L_{\kappa\kappa'}| \cdot |R_{B\lambda\lambda'}| \quad \text{and} \quad \sum_{\kappa\kappa'\rightarrow B\lambda\lambda'} |L_{\kappa\kappa'}| \cdot |R_{B\lambda\lambda'}|,$$

respectively, where $\rightarrow$ denotes the relation used to define the problem OPTLINK and the sums range over all choices of $\kappa, \kappa', \lambda, \lambda' \in \{A, B, X\}$ satisfying the relation $\rightarrow$. Indeed, there are no edges containing a vertex in both $L_{\kappa\kappa''\lambda''\nu}$ and $R_{\lambda\lambda''\nu}$ whenever $(\kappa, \lambda), (\kappa', \lambda')$ or $(\kappa'', \lambda'')$ is one of the pairs $(A, A), (B, B)$ or $(B, A)$; this follows from the first and second parts of the fourth property and the fifth property of $H_5$.

We next show that the edges that contain both a vertex in $L_{\kappa\kappa'A}$ and a vertex in $R_{\lambda\lambda'B}$ contribute at most $3\varepsilon|V_{jk}||V_{k\ell}|$ to each of the degrees. Let us consider an edge of the $(j, k, \ell)$-triad of $H''$ that contains a left neighbor $\alpha$ of $\gamma^2_{jk\ell}$ and a right neighbor $\beta$ of $\gamma^1_{jk\ell}$. Since an edge with these properties is not present in $H'$, one of the following had to have happened: the edge does not exist in $H'$, $\alpha$ is not a left of $\gamma^2_{jk\ell}$ in $H'$, or $\beta$ is not a right neighbor of $\gamma^1_{jk\ell}$ in $H'$. At most $\varepsilon^2|V_{jk}||V_{k\ell}|$ edges are present in $H''$ but not in $H'$ by Lemma 5.8. At most $\varepsilon|V_{jk}|$ vertices of $V_{jk}$ are left neighbors of $\gamma^2_{jk\ell}$ in $H''$ but not in $H'$ since the codegree of $\gamma^2_{jk\ell}$ and each left neighbor of $\gamma^2_{jk\ell}$ in $H''$ is at least $\varepsilon$ and the degree of $\gamma^2_{jk\ell}$ in the $(j, k, \ell)$-triad of $H''$ is smaller by at most $\varepsilon$ compared to its degree in $H''$. An analogous argument yields that at most $\varepsilon|V_{k\ell}|$ vertices of $V_{k\ell}$ are right neighbors of $\gamma^1_{jk\ell}$ in $H''$ but not in $H'$. In total, there are at most $(2\varepsilon + \varepsilon^2)|V_{jk}||V_{k\ell}| \leq 3\varepsilon|V_{jk}||V_{k\ell}|$ edges that contain a left neighbor of $\gamma^2_{jk\ell}$ and a right neighbor of $\gamma^1_{jk\ell}$.

It follows that each of the degrees of $\gamma^2_{jk\ell}$, $\gamma^1_{jk\ell}$ and $\gamma^2_{jk\ell}$ in $H''$ is larger by at most $3\varepsilon + 32 \cdot (2\varepsilon) = 67\varepsilon$ (note that each sum has at most 32 summands) than

$$\sum_{\kappa\kappa'\rightarrow B\lambda\lambda'} d_{\kappa\kappa'}d_{B\lambda\lambda'}, \quad \sum_{\kappa\kappa'\rightarrow B\lambda\lambda'} d_{\kappa\kappa'}d_{B\lambda\lambda'} \quad \text{and} \quad \sum_{\kappa\kappa'\rightarrow B\lambda\lambda'} d_{\kappa\kappa'}d_{B\lambda\lambda'},$$

where the sums range over all choices of $\kappa, \kappa', \lambda, \lambda' \in \{A, B, X\}$ satisfying the relation $\rightarrow$. Hence, the degree of every top vertex of the $(j, k, \ell)$-triad is at most

$$\left(\sum_{\kappa\kappa'\rightarrow B\lambda\lambda'} d_{\kappa\kappa'}d_{B\lambda\lambda'}\right) + 80\varepsilon,$$

the degree of every top vertex contained in $T^1$ is at most

$$\left(\sum_{\kappa\kappa'\rightarrow B\lambda\lambda'} d_{\kappa\kappa'}d_{B\lambda\lambda'}\right) + 80\varepsilon,$$

and the degree of every top vertex contained in $T^2$ is at most

$$\left(\sum_{\kappa\kappa'\rightarrow B\lambda\lambda'} d_{\kappa\kappa'}d_{B\lambda\lambda'}\right) + 80\varepsilon,$$

where all three sums range over all choices of $\kappa, \kappa', \lambda, \lambda' \in \{A, B, X\}$ satisfying the relation $\rightarrow$. We obtain that

$$\left(1 - \frac{|T^1| + |T^2|}{|V_{jk}|}\right) \sum_{\kappa\kappa'\rightarrow B\lambda\lambda'} d_{\kappa\kappa'}d_{B\lambda\lambda'} +$$

$$\min\left\{\frac{|T^1|}{|V_{jk}|} \left(\sum_{\kappa\kappa'\rightarrow B\lambda\lambda'} d_{\kappa\kappa'}d_{B\lambda\lambda'}, \sum_{\kappa\kappa'\rightarrow B\lambda\lambda'} d_{\kappa\kappa'}d_{B\lambda\lambda'}\right) + \right\} +$$

$$\min\left\{\frac{|T^2|}{|V_{jk}|} \left(\sum_{\kappa\kappa'\rightarrow B\lambda\lambda'} d_{\kappa\kappa'}d_{B\lambda\lambda'}, \sum_{\kappa\kappa'\rightarrow B\lambda\lambda'} d_{\kappa\kappa'}d_{B\lambda\lambda'}\right) + \right\}$$
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is the density of the \((j,k,\ell)\)-triad decreased by at most \(80\varepsilon\), i.e., the sum displayed above is at least \(d - 94\varepsilon\). Using \([11]\), we obtain that the value of

\[
\left(\sum_{\kappa:\kappa \in B} d_{X_{\kappa AB}}\right) \sum_{\kappa B} d_{AB\lambda B} d_{BLA\lambda} + \\
\left(\sum_{\kappa:\kappa \in B} d_{AB\kappa B}\right) \min \left\{ \sum_{\kappa:\kappa \in B} d_{AB\kappa B} d_{BLA\lambda} + \sum_{\kappa:\kappa \in B} d_{BL\lambda B}, \sum_{\kappa:\kappa \in B} d_{AB\kappa B} d_{BL\lambda B} \right\} + \\
\left(\sum_{\kappa:\kappa \in B} d_{BL\kappa B}\right) \min \left\{ \sum_{\kappa:\kappa \in B} d_{AB\kappa B} d_{BLA\lambda}, \sum_{\kappa:\kappa \in B} d_{AB\kappa B} d_{BLA\lambda} \right\}
\]

is at least \(d - 130\varepsilon\) (in each of the three products forming the whole sum, the left sum changes by at most \(18\varepsilon\) and the right sum is at most \((1 + 27\varepsilon)^2 \leq 2\)). Next note that the (non-negative) reals \(d_{\kappa\kappa\kappa B}\) do not need to sum to one, i.e., they do not need to form a solution of the problem OPTLINK. Let \(S\) be the sum of the 27 variables \(d_{\kappa\kappa\kappa B}\), and observe that the sum \(S\) is at least \(1 - 27\varepsilon\) and at most \(1 + 27\varepsilon\). Hence, \(x_{\kappa\kappa\kappa B} = d_{\kappa\kappa\kappa B}/S\) is a feasible solution for OPTLINK and its value is at least (note that \(d = 4/27 + \delta \leq 5/27\) and \(\varepsilon \leq \delta/250\),

\[
\frac{(d - 130\varepsilon)}{(1 + 27\varepsilon)^3} \geq \frac{(d - 130\varepsilon)(1 - 27\varepsilon)^3}{d - (130 + 81 + 1)\varepsilon} > \frac{4}{27},
\]

which is impossible by Theorem \([6,4]\). The proof of the theorem is now complete.

The next theorem differs from Theorem \([7,1]\) only by swapping the roles of \(\gamma_{ij}^1\) and \(\gamma_{ij}^2\) with respect to the vertices \(\alpha\) and \(\beta\) in the last case of its statement. The proof is completely the same as that of Theorem \([7,1]\) except the following:

- We use Lemma \([5,8]\) with roles of \(\gamma_{ij}^1\) and \(\gamma_{ij}^2\) swapped, which leads to the conclusion that the \((j,k,\ell)\)-triad has no edge containing both a left neighbor of \(\gamma_{j\ell}^1\) and a right neighbor of \(\gamma_{j\ell}^2\) (rather than no edge containing both a left neighbor of \(\gamma_{j\ell}^2\) and a right neighbor of \(\gamma_{j\ell}^1\) as in the proof of Theorem \([7,1]\)).

- When setting the problem OPTLINK, we swap the second and third coordinates, in particular, we eventually set \(x_{\kappa\kappa\kappa B} = d_{\kappa\kappa\kappa B}/S\). This corresponds to the absence of edges containing a vertex of \(L_A^1\) and a vertex of \(R_B^2\) (while we have established the absence of edges containing a vertex of \(L_A^2\) and a vertex of \(R_B^1\) in the course of the proof of Theorem \([7,1]\)).

We omit the proof of the next theorem as the rest of the proof is literally the same as that of Theorem \([7,1]\).

**Theorem 7.2.** Theorem \([7,1]\) also holds with the last case replaced by the following.

- There exist vertices \(\alpha_{ij}^*, \beta_{ij}^*, \gamma_{ij}, \alpha_{ij}^1, \beta_{ij}^1, \gamma_{ij}^1, \alpha_{ij}^2, \beta_{ij}^2, \gamma_{ij}^2 \in V_{ij}\) for all \(i < j, i,j \in I\), such that the following holds for all \(i < j < k, i,j,k \in I\):
  - \(\{\gamma_{ij}, \beta_{jk}, \gamma_{ik}\}\) is an edge,
  - \(\{\alpha_{ij}^*, \gamma_{jk}, \gamma_{ik}\}\) is an edge,
  - \(\{\alpha_{ij}^1, \beta_{jk}, \gamma_{ij}^1\}\) is an edge, and
  - \(\{\alpha_{ij}^2, \beta_{jk}^2, \gamma_{ij}^2\}\) is an edge.

In addition, there exist \(\alpha \in V_{i2n+i2n+1}\) and \(\beta \in V_{i2n+1+i2n+2}\) such that the vertex \(\alpha\) is a left neighbor of \(\gamma_{2n+i2n+1}\) and the vertex \(\beta\) is a right neighbor of \(\gamma_{2n+i2n+2}\), and the \((i2n, i2n+1, i2n+2)\)-triad contains an edge containing \(\alpha\) and \(\beta\).

We are now ready to prove the two main results of the paper.
Theorem 7.3. Let $m \in \mathbb{N}$. For every $\delta > 0$, there exists $N \in \mathbb{N}$ such that every $N$-partitioned hypergraph $H$ with density at least $4/27 + \delta$ embeds the tight 3-uniform cycle $C_{3m+2}^{(3)}$. 

Proof. We apply Theorem 7.1 with $\delta$ and $n = 2m$ to get $N$. Let $H$ be an $N$-partitioned hypergraph with density at least $4/27 + \delta$. Apply Theorem 7.1 to get a $4n$-partitioned hypergraph $H_0$ with index set $I = \{i_1, \ldots, i_{4m}\}$ that has the properties described in the statement of Theorem 7.1. To establish the theorem, it is enough to show that $H_0$ embeds the tight 3-uniform cycle $C_{3m+2}^{(3)}$, i.e., that there exist distinct indices $a_1, \ldots, a_{3m+2} \in I$ and vertices $v_k \in V_{a_k a_k+1}$ such that for every $k \in [3m+2]$, the vertices $v_k$ and $v_{k+1}$ are contained in an edge of the triad formed by the parts $V_{i_k i_{k+1}}, V_{i_{k+1} i_{k+2}}$ and $V_{i_k i_{k+2}}$ (the subscripts are modulo $3m+2$). To avoid using a large number of double indices in what follows, we will deviate from our standard notation and write $V_{ij}$, $i < j$, $i, j \in [4n]$, for the parts of the $4n$-partitioned hypergraph $H_0$ rather than the parts of $H$.

We distinguish four cases based on which of the four cases described in the statement of Theorem 7.1 applies; we also refer to Figure 1 for illustration of constructions used in the cases. 

We start with assuming that the first case applies and let $\alpha_{ij}, \beta_{ij}, \gamma_{ij}, \omega_{ij}, \gamma^0_{ij}, \gamma^\omega_{ij} \in V_{ij}$, $i < j$, $i, j \in [4n]$ be the vertices from the description of the case. We choose the indices $a_1, a_2, \ldots, a_{3m+2}$ as 

$$1, m+2, 2m+3, 2, m+3, 2m+4, \ldots, m, 2m+1, 3m+2, m+1, 2m+2$$
and the vertices \(v_1, \ldots, v_{3m+2}\) are chosen as
\[
\alpha_{1,m+2}, \beta_{m+2,m+3}, 0_{2,2m+3}, \alpha_{2,m+3}, \beta_{m+3,2m+4}, 0_{3,2m+4}, \ldots, \alpha_{m,2m+1}, \beta_{2m+1,3m+2}, 0_{m+1,3m+2},
\]
\[
0_{m+1,2m+2}, \gamma_{1,2m+2}.
\]
to get a witness that \(H_0\) embeds \(C_{3m+2}^{(3)}\). Indeed, it holds that

- \(\alpha_{1,m+1+i} + \beta_{m+1+i,2(m+1)+i} \) belong (with \(\gamma_{0,2(m+1)+i}^0\)) to an edge of the \((i, m+1+i, 2(m+1)+i)\)-triad for all \(i = 1, \ldots, m\),
- \(\beta_{m+1+i,2(m+1)+i} + \gamma_{1,2(m+1)+i}^0\) belong (with \(\alpha_{i+1,m+1+i}\)) to an edge of the \((i+1, m+1+i, 2(m+1)+i)\)-triad for all \(i = 1, \ldots, m-1\),
- \(\gamma_{i+1,2(m+1)+1}^0\) and \(\alpha_{i+1,m+1+i+1}\) belong (with \(\beta_{m+1+i+1,2(m+1)+i}\)) to an edge of the \((i+1, m+1+i+1, 2(m+1)+i)\)-triad for for all \(i = 1, \ldots, m-1\),
- \(\beta_{2m+1,3m+2} + \gamma_{m+1,3m+2}^\omega\) belong (with \(\omega_{m+1,2m+1}\)) to an edge of the \((m+1, 2m+1, 3m+2)\)-triad,
- \(\gamma_{m+1,3m+2}^\omega\) and \(\omega_{m+1,2m+2}\) belong (with \(\beta_{2m+2,3m+2}\)) to an edge of the \((m+1, 2m+2, 3m+2)\)-triad,
- \(\omega_{m+1,2m+2} + \gamma_{1,2m+2}^0\) belong (with \(\alpha_{i+1,m+1}\)) to an edge of the \((1, m+1, 2m+2)\)-triad, and
- \(\gamma_{1,2m+2}^0 + \alpha_{i+1,m+2}\) belong (with \(\beta_{m+2,i+1}\)) to an edge of the \((1, m+2, 2m+2)\)-triad.

The second case is symmetric to the first case. Let \(\alpha_{ij}, \beta_{ij}, \gamma_{ij}, \omega_{ij}, \beta_{ij}^\omega, \gamma_{ij}^\omega \) be the vertices from the description of the case. We choose the indices \(a_1, a_2, \ldots, a_{3m+2}\) as
\[
1, m+2, 2m+3, 2, m+3, 2m+4, \ldots, m, 2m+1, 3m+2, m+1, 2m+2
\]
and the vertices \(v_1, \ldots, v_{3m+2}\) as
\[
\alpha_{1,m+2}, \beta_{m+2,m+3}, 0_{2,2m+3}, \alpha_{2,m+3}, \beta_{m+3,2m+4}, 0_{3,2m+4}, \ldots, \alpha_{m,2m+1}, \beta_{2m+1,3m+2}, 0_{m+1,3m+2},
\]
\[
0_{m+1,2m+2}, \gamma_{1,2m+2}.
\]
to get a witness that \(H_0\) embeds \(C_{3m+2}^{(3)}\).

We next assume that the third case applies and let \(\alpha_{ij}, \beta_{ij}, \alpha_{ij}^\prime, \beta_{ij}^\prime, \gamma_{ij}^\prime, \omega_{ij} \in V_{ij}, i < j, i, j \in [4n]\), and \(\beta_{ij}^*_{jkst} \in V_{jk}, \alpha_{ij}^*_{jkst} \in V_{ks}, i < j < k < s < t, i, j, k, s, t \in [4n]\), be the vertices from the description of the case. We choose the indices \(a_1, a_2, \ldots, a_{3m+2}\) as
\[
1, m+1, 2m+1, 2, m+2, 2m+2, \ldots, m, 2m, 3m, 3m+1, 3m+2
\]
and the vertices \(v_1, \ldots, v_{3m+2}\) as
\[
\alpha_{1,m+1}, \beta_{m+1,2m+1}, 0_{2,2m+1}, \alpha_{2,m+2}, \beta_{m+2,2m+2}, 0_{3,2m+2}, \ldots, \alpha_{m,3m+1}, \beta_{3m+1,3m+2}, 0_{m+1,3m+2},
\]
\[
0_{m+1,2m+2}, \gamma_{1,2m+2}.
\]
to get a witness that \(H_0\) embeds \(C_{3m+2}^{(3)}\).

Finally, we deal with the fourth case. Let \(\alpha_{ij}^*, \beta_{ij}^*, \gamma_{ij}^*, \alpha_{ij}^1, \beta_{ij}^1, \gamma_{ij}^1, \alpha_{ij}^2, \beta_{ij}^2, \gamma_{ij}^2 \in V_{ij}, i < j, i, j \in [4n]\), and \(\alpha \in V_{i_2n,i_2n+1}\) and \(\beta \in V_{i_2n+1,i_2n+2}\) be the vertices as in the description of the fourth case of Theorem 6.3. In this case, we choose \(a_1, a_2, \ldots, a_{3m+2}\) as
\[
n, 2n+2, 2n+1, 2n, 3n+1, 3n, 3n-1, 3n+4, 3n+3, 3n+2, 3n+7, \ldots, 3(n+m-1)+1
\]
Figure 2: Embeddings of $C_{7}^{(3)}$ in the four cases from Theorem 7.4. The points correspond to the indices and the arcs to the parts of a partitioned hypergraph; the types of vertices are indicated by Greek letters as in the notation of Theorem 7.2.

and the vertices $v_{1}, \ldots, v_{3m+2}$ as

$$
\begin{align*}
\gamma_{n,2n+2}, & \beta_{2n+1,2n+2}, \alpha_{2n,2n+1}, \gamma_{2n,3n+1}, \\
\beta_{2n,3n+1}, & \alpha_{3n-1,3n+1}, \gamma_{3n-1,3n+4}, \ldots, \\
\beta_{2(3n+m-1)-3,3(n+m-1)-2}, & \alpha_{3(3n+m-1)-4,3(n+m-1)-3}, \gamma_{3(3n+m-1)-4,3(n+m-1)+1}, \\
\gamma_{n,3(n+m-1)+1}.
\end{align*}
$$

In particular, if $m = 1$, the vertices $v_{1}, \ldots, v_{5}$ are

$$
\begin{align*}
\gamma_{3,2+2}, & \beta_{2+1,2+2}, \alpha_{2,2+1}, \gamma_{2,3+1}, \gamma_{3,3+1}.
\end{align*}
$$

The proof of the theorem is now complete.

**Theorem 7.4.** Let $m \in \mathbb{N}$. For every $\delta > 0$, there exists $N \in \mathbb{N}$ such that every $N$-partitioned hypergraph $H$ with density at least $4/27 + \delta$ embeds the tight 3-uniform cycle $C_{3m+4}^{(3)}$.

**Proof.** The proof follows along the same lines as the proof of Theorem 7.3 but we need to choose the indices $a_{1}, \ldots, a_{3m+4}$ and vertices $v_{1}, \ldots, v_{3m+4}$ differently. Let $N$ be the integer obtained by applying Theorem 7.2 with $\delta$ and $n = 2m$. Consider an $N$-partitioned hypergraph $H$ with with density at least $4/27 + \delta$ and let $H_0$ be the $4n$-partitioned hypergraph with index set $I = \{i_{1}, \ldots, i_{4n}\}$ as in the statement of Theorem 7.2. We will next find distinct indices $a_{1}, \ldots, a_{3m+4} \in I$ and vertices $v_{k} \in V_{ia_{k}ia_{k+1}}, k \in [3m+4]$, such that the vertices $v_{k}$ and $v_{k+1}$ are contained in an edge of the triad formed by the parts $V_{ia_{k}ia_{k+1}}, V_{ia_{k+1}ia_{k+2}}$ and $V_{ia_{k}ia_{k+2}}$ (the subscripts are modulo $3m+4$). As in the proof of Theorem 7.3, we deviate from our standard notation and write $V_{ij}, i < j, i, j \in [4n]$, for the parts of the $4n$-partitioned hypergraph $H_0$.

We next distinguish four cases based on which of the cases described in the statement of Theorem 7.2 applies; the illustration of the used constructions is given in Figure 2. We start with assuming that the first case applies and let $a_{ij}, b_{ij}, c_{ij}, \alpha_{ij}, \omega_{ij}, \beta_{ij}^{\omega}, \gamma_{ij}^{\omega} \in V_{ij}, i < j, i, j \in [4n]$, be the vertices from the description of the case. We choose the indices $a_{1}, a_{2}, \ldots, a_{3m+4}$ as

$$
\begin{align*}
2m + 2, & 3m + 4, 2, 3, 3m + 2, 3m + 3, 1, \\
m + 3, & 2m + 3, 4, m + 4, 2m + 4, 5, \ldots, m + 1, 2m + 1, 3m + 1, m + 2
\end{align*}
$$
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where the last $m - 1$ indices are formed by triples $m + 2 + i, 2m + 2 + i, 3 + i$ for $i \in [m - 1]$. We next choose the vertices $v_1, \ldots, v_{3m + 4}$ as

$$
\begin{align*}
\beta_{2m+2,3m+4}, \gamma_{2m+3m+4}, & \alpha_{2,3}, \omega_{3,3m+2}, \beta_{2m+2,3m+3}, \gamma_{1,3m+3}, \alpha_{1,m+3}, \\
\beta_{m+3,2m+3}, \gamma_{4,2m+3}, & \alpha_{4,m+4}, \beta_{m+4,2m+4}, \gamma_{5,2m+4}, \cdots, \alpha_{m+2,2m+2} 
\end{align*}
$$

to get a witness that $H_0$ embeds $C^{(3)}_{3m+4}$. In particular, if $m = 1$, the vertices $v_1, \ldots, v_7$ are $\beta_{4,7}, \gamma_{2,7}, \alpha_{2,3}, \omega_{3,5}, \beta_{5,6}, \gamma_{1,6}, \alpha_{1,4}$.

If the second case applies, let $\alpha_{ij}, \beta_{ij}, \gamma_{ij}, \omega_{ij}, \alpha_{ij}, \gamma_{ij} \in V_{ij}$, $i < j$, $i, j \in [4n]$ be the vertices from the description of the case. The indices $a_1, a_2, \ldots, a_{3m+4}$ are chosen the same as before so

$$
2m + 2, 3m + 4, 2, 3, 3m + 2, 3m + 3, 1, \\
m + 3, 2m + 3, 4, m + 4, 2m + 4, 5, \ldots, m + 1, 2m + 1, 3m + 1, m + 2
$$

but the vertices $v_1, \ldots, v_{3m+4}$ are chosen as

$$
\begin{align*}
\beta_{2m+2,3m+4}, \gamma_{2m+3m+4}, & \alpha_{2,3}, \omega_{3,3m+2}, \beta_{2m+2,3m+3}, \gamma_{1,3m+3}, \alpha_{1,m+3}, \\
\beta_{m+3,2m+3}, \gamma_{4,2m+3}, & \alpha_{4,m+4}, \beta_{m+4,2m+4}, \gamma_{5,2m+4}, \cdots, \alpha_{m+2,2m+2} 
\end{align*}
$$

to get a witness that $H_0$ embeds $C^{(3)}_{3m+4}$.

If the third case applies, let $\alpha_{ij}, \beta_{ij}, \gamma_{ij} \in V_{ij}$, $i,j \in [4n]$, and $\beta_{ijkst} \in V_{jk}$ and $\alpha_{ijkst} \in V_{ks}$, $i,j,k,s,t \in [4n]$, be the vertices from the description of the case, and choose $a_1, a_2, \ldots, a_{3m+4}$ as

$$
2m + 2, 3m + 4, 3, 3m + 3, 2, 3m + 2, 1, \\
m + 3, 2m + 3, 4, m + 4, 2m + 4, \ldots, m + 1, 2m + 1, 3m + 1, m + 2
$$

where compared to the two cases earlier, only the first seven indices differ. The vertices $v_1, \ldots, v_{3m+4}$ are next chosen as

$$
\begin{align*}
\beta_{2m+2,3m+4}, \gamma_{3,3m+4}, & \alpha_{1,2,3,3m+3,3m+4}, \beta_{2m+2,3m+3,3m+4}, \gamma_{2,1,3m+2}, \alpha_{1,m+3}, \\
\beta_{m+3,2m+3}, & \gamma_{4,2m+3}, \alpha_{4,m+4}, \beta_{m+4,2m+4}, \gamma_{5,2m+4}, \cdots, \alpha_{m+2,2m+2} 
\end{align*}
$$

to get a witness that $H_0$ embeds $C^{(3)}_{3m+4}$. In particular, if $m = 1$, the cycle is formed by the vertices $\alpha_{1,4}$, $\beta_{4,7}, \gamma_{3,7}, \alpha_{1,2,3,6,7}, \gamma_{6,7}, \beta_{4,2,5,6,7}, \gamma_{1,5}$.

Finally, if the last case of Theorem 7.2 applies, we proceed as follows. Let $\alpha_{ij}^{*}, \beta_{ij}^{*}, \gamma_{ij}, \alpha_{ij}, \beta_{ij}, \gamma_{ij}, \alpha_{ij}^{2}, \beta_{ij}^{*}, \gamma_{ij}^{2} \in V_{ij}$, $i,j \in [4n]$, and $\alpha \in V_{i2n+i2n+1}$ and $\beta \in V_{i2n+1+i2n+2}$ be the vertices as in the description of the case. We choose the indices $a_1, a_2, \ldots, a_{3m+4}$ as

$$
n - 1, n, 2n + 2, 2n + 1, 2n, 3n + 1, \\
3n, 3n - 1, 3n + 4, 3n + 3, 3n + 2, 3n + 7, \ldots, 3(n + m - 1) - 4, 3(n + m - 1) + 1,
$$

$$
3(n + m - 1) + 2
$$

and the vertices $v_1, \ldots, v_{3m+4}$ as

$$
\begin{align*}
\alpha_{n-1,1}^{*}, & \gamma_{n,2n+2}, \beta_{2n+1,2n+2}, \alpha_{2n,2n+1}, \gamma_{2n,3n+1}, \\
\beta_{3n,3n+1}, & \alpha_{3n-1,3n}, \gamma_{3n-1,3n+4}, \cdots, \\
\beta_{3(n+m-1)-3,3(n+m-1)-2}, & \alpha_{3(n+m-1)-4,3(n+m-1)-3}, \gamma_{3(n+m-1)-4,3(n+m-1)+1}, \\
\beta_{3(n+m-1)+1,3(n+m-1)+2}, & \gamma_{n-1,3(n+m-1)+2}, 
\end{align*}
$$

to get a witness that $H_0$ embeds $C^{(3)}_{3m+4}$. In particular, if $m = 1$, the vertices $v_1, \ldots, v_7$ are

$$
\begin{align*}
\alpha_{n-1,1}^{*}, & \gamma_{n,2n+2}, \beta_{2n+1,2n+2}, \alpha_{2n,2n+1}, \gamma_{2n,3n+1}, \beta_{3n+1,3n+2}, \gamma_{n-1,3n+2}. 
\end{align*}
$$

The proof of the theorem is now complete. □
Theorems 7.3 and 7.4 yield the following.

**Theorem 7.5.** Let $\ell \geq 5$ be a positive integer that is not divisible by three. The uniform Turán density of the tight 3-uniform cycle $C^{(3)}_{\ell}$ is equal to $4/27$.

**Proof.** Fix $\ell \geq 5$ that is not divisible by three. The uniform Turán density of $C^{(3)}_{\ell}$ is at least $4/27$ by Proposition 2.4. If $\ell$ is equal to 2 modulo 3, then the uniform Turán density of $C^{(3)}_{\ell}$ is at most $4/27$ by Theorem 3.1 and Theorem 7.3; otherwise, the uniform Turán density of $C^{(3)}_{\ell}$ is at most $4/27$ by Theorem 3.1 and Theorem 7.4. \qed

Theorem 1.1 follows from Theorem 7.5 and Proposition 2.2.
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