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Abstract

We investigate a nonlinear version of coevolving voter models, in which both node states and network structure update as a coupled stochastic dynamical process. Most prior work on coevolving voter models has focused on linear update rules with fixed rewiring and adopting probabilities. By contrast, in our nonlinear version, the probability that a node rewire or adopts is a function of how well it “fits in” within its neighborhood. To explore this idea, we incorporate a parameter $\sigma$ that represents the fraction of neighbors of an updating node that share its opinion state. In an update, with probability $\sigma^q$ (for some nonlinearity parameter $q$), the updating node rewire; with complementary probability $1 - \sigma^q$, the updating node adopts a new opinion state. We study this mechanism using three rewiring schemes: after an updating node deletes a discordant edge, it then either (1) “rewires-to-random” by choosing a new neighbor in a random process; (2) “rewires-to-same” by choosing a new neighbor in a random process from nodes that share its state; or (3) “rewires-to-none” by not rewire at all (akin to “unfriending” on social media). We compare our nonlinear coevolving model to several existing linear models, and we find in our model that initial network topology can play a larger role in the dynamics, whereas the choice of rewiring mechanism plays a smaller role. A particularly interesting feature of our model is that, under certain conditions, the opinion state that is initially held by a minority of nodes can effectively spread to almost every node in a network if the minority nodes views themselves as the majority. In light of this observation, we relate our results to recent work on the majority illusion in social networks.
I. POPULAR SUMMARY

Whether it’s which candidate to choose in an election, which movies to watch, or where to eat, our social circles influence our opinions and how they change. When choosing the people with whom we interact, our opinions in turn influence our social circles. The desire to improve understanding of this complex interplay between opinion formation and evolving social connections has become increasingly prominent amidst intensifying polarization in both online and offline interactions. Network analysis can yield insights into many pertinent questions: Do social-media platforms amplify extreme viewpoints by creating majority illusions and minority illusions, such that certain opinions appear more or less mainstream than they really are? How do so-called “echo chambers”, in which individuals have selective exposure to ideas, develop in these environments? More broadly, under what conditions does this complex interplay become a positive feedback loop in which opinions and social circles reinforce one another, driving individuals to extremes and potentially stifling civil discourse?

To help understand these phenomena and examine these questions, it important to develop accurate models and theory of this interplay. In this paper, we propose a simple mathematical model that combines nonlinear $q$-voter models and coevolving voter models that couples the mechanisms of opinion formation and changing social connections. In our model, we assume that individuals strive to achieve harmony and avoid disagreement, both by changing their social connections to reflect their opinions and by changing their opinions to reflect their social connections. By taking a minimalist, physics-based approach to modeling complex social dynamics, we are able to gain a deeper understanding of how these two mechanisms can give rise to phenomena that we observe in modern social discourse. For example, in our model, if an extreme opinion is held only by a small portion of a population but there is an “illusion” that the opinion is prevalent because of the social network structure, the extreme opinion can spread to everyone. We explore our new model numerically through Monte Carlo simulations on a variety of random networks and analytically through moment equations and mean-field approximations. We observe that our model behaves remarkably differently from prior coevolving voter models. One of the most striking differences is that the choice of rewiring mechanism, which significantly affected steady-state dynamics in prior models, has little qualitative impact on the steady-state behavior our model.
Our model provides a basis for further studies of various important questions of social dynamics — especially the coevolution of opinion propagation and network structure. Our model may also be helpful for designing and testing intervention methods to curtail ideological extremism and opinion segregation in online social media.

II. INTRODUCTION

The spread of opinions and the competition between different opinions is a vital aspect of societal discourse, and analysis of such phenomena has become increasingly prominent amidst the ubiquity of social media and intensifying political polarization [1]. Such topics have been studied using a variety of lenses from numerous disciplines [2–5], including long-standing efforts to develop mathematical frameworks for modeling opinion dynamics using ideas from subjects such as statistical physics and nonlinear dynamics [6]. There has also been much cross-fertilization with research in the modeling of disease spreading [7]. For example, one can examine the virality of memes or seemingly contagious behaviors [8].

In developing mathematical frameworks for studying opinion dynamics, accounting for social network structure can significantly improve both the accuracy of mathematical models and the understanding of spreading processes [9]. This stems from a network’s influence on the properties of dynamical processes that take place on them [10]. However, networks themselves are not typically time-independent, as they often evolve in response to a dynamical process and in turn influence that process [11, 12]. For instance, for the spread of diseases, networks of interactions can change as a result of quarantines or different daily habits when somebody is ill. Similarly, in social media, individuals can choose to “follow” or “unfollow” other individuals (or other types of accounts) in response to posted content. The interplay of dynamics on networks and dynamics of networks is a rapidly growing area of study in many disciplines [8, 10]. Much prior work on such “adaptive” (or “coevolving”) network models has focused on studying the complex behavior of simple models in abstract settings, but there have also been efforts at incorporating further realism into the models [15] and at applying such models to study empirical voter data, such as vote shares in historical US elections [16].

A popular family of adaptive network models are coevolving voter models (CVMs), in

---

1 See [13, 14] for reviews of research on time-dependent networks.
which node opinions (the node states) coevolve with network structure \([10]\). (These models are also sometimes called “adaptive voter models”.) Coevolving voter models combine the classical framework of voter models \([17–19]\), in which individuals update their opinions based on their neighbors’ opinions, with an evolving network structure (in which individuals change their relationships with other individuals in response to their opinions \([20–23]\)). A coevolving voter model consists of a network of individuals, two or more opinion states, and a rule (e.g., in the form of a stochastic process) for updating both the network and the states of its nodes or edges. We restrict our attention to a binary set of opinions, but one can also study models with more than two opinions \([24, 25]\) or with continuous opinions with a bounded-confidence mechanism \([26]\).

One of the motivations for studying coevolving voter models is their fascinating dynamics, and scholars have analyzed them using approaches from subjects like dynamical systems, statistical physics, partial differential equations, and probability theory \([12, 24, 27–29]\). A particularly interesting aspect of the dynamics of CVMs is the apparent phase transition that can occur in “linear” CVMs, in which the network rewiring and adoption rates are both linear process. In one variant of linear CVMs, as one increases the rate of adoption and decreases the rate of rewiring, there appears to be a phase transition from a regime of rapid disconnection of the network into components to a regime of prolonged persistence of the dynamics as the system slowly reaches a steady state with almost every node in the same opinion state. Basu and Sly recently presented a mathematically rigorous proof of the existence of phase transitions for two variants of linear CVMs on dense Erdős–Rényi (ER) networks (using the \(G(N,p)\) model with \(p = 1/2\)) \([30]\). It has not yet been proven that a phase transition occurs for sparse networks or other classes of dense networks. In Appendix C, we review some of the existing computational results for linear CVMs on sparse ER networks and present computational results for these models on sparse networks that we construct from a stochastic block model (SBM). We demonstrate that, although these linear CVMs modify the structure of their associated network, their steady-state behavior appears to be insensitive to the examined initial network structures in a sense that we make precise in Appendix C.

A key contribution of the present paper is the introduction of a “nonlinear” CVM. In our setting, individuals seek to achieve social harmony (i.e., having the same opinion state as all of their neighbors) by rewiring and adopting at rates that depend on the states of
their neighbors in a nonlinear way. Each node is in one of two states, and neighboring nodes “agree” if they are in the same state and “disagree” if they are in different states. We refer to edges between agreeing neighbors as *concordant* and edges between disagreeing neighbors as *discordant*. When updating, an individual who is not in a local consensus (i.e., it disagrees with at least one neighbor) performs one of two actions with respect to a disagreeing neighbor: (1) it adopts the opinion of the disagreeing neighbor, causing other neighbors who had been in agreement to now disagree; or (2) it abandons the edge that connects it to the disagreeing neighbor and possibly forms a new connection. Similar to the CVM in [24], a node makes a random choice between options (1) and (2). However, unlike in their model, the probability to choose a given option is not fixed; instead, it depends nonlinearly on the states of the node’s neighbors. In our model, individuals conduct a local survey among all of their neighbors. Those who agree with a large fraction of their neighbors (i.e., those who “fit in”) are more likely to choose to remove the edge and possibly rewire, rather than adopting their disagreeing neighbor’s opinion [1] (which could place them in a local minority). Conversely, nodes who are in a local minority among their neighbors are more likely to adopt a neighbor’s opinion (which could place them in a local majority), rather than remove the edge and possibly rewire.

A node’s local survey provides it with a sample view of a population. The sample is susceptible to bias, as individuals survey only their neighbors in a network. Under certain conditions, the local surveys can accurately estimate global statistics, such as an opinion’s popularity, which is equal to the fraction of individuals who hold that opinion. However, it is possible to configure systems such that the sampling bias leads individuals to construe globally popular opinions as locally unpopular, and vice versa. Under certain conditions, we find in our nonlinear CVM that when a node’s local surveys are so distorted that it perceives the minority opinion to instead be the majority opinion, almost every individual eventually adopts the opinion that was initially unpopular. Consequently, such distorted sampling in local surveys, which we relate to recent work by Lerman et al. on what they called the “majority illusion” [31], has important implications for the dynamics of our nonlinear CVM.

In the present paper, we examine three different rewiring schemes, which we illustrate in fig. [1] In section [II], we explore a “rewire-to-random” (RTR) scheme, in which nodes sever connections (i.e., discordant edges) with disagreeing neighbors and replace them with new connections to nodes in a way that is agnostic to opinion states. In section [IV], we explore a
“rewire-to-same” (RTS) scheme, in which nodes sever connections with disagreeing neighbors and replace them with new connections to nodes who share their opinion state. Finally, in section V, we explore a “rewire-to-none” (RTN) scheme, in which individuals simply sever connections with disagreeing neighbors without forming any new connections to other nodes. This third type of rewiring models behavior on social media in which individuals “unfriend” (or “unfollow”) someone after a disagreement [32–34]. A fascinating feature of linear CVMs is that the choice of rewiring scheme has a dramatic impact on their steady-state properties [27]. However, for our nonlinear CVM, the choice between the above rewiring schemes does not seem to have major qualitative effects on their steady-state behavior.

We summarize our results and discuss possibilities for future work in section VI. We find that our nonlinear CVM has several features, such as a strong dependency on network structure, that distinguish it from previously-studied linear CVMs. We give additional details and analysis in appendices. We provide details for our mean-field calculations in Appendix A. In Appendix B, we give complete algorithms for our nonlinear CVM with rewire-to-same and rewire-to-none schemes. In Appendix C, we examine a linear CVM with the RTR, RTS, and RTN rewiring schemes to facilitate comparisons with our nonlinear CVM. We simulate our nonlinear CVM for large values of the nonlinearity parameter $q$ in Appendix D.

III. REWIRE-TO-RANDOM

A. Model

We now formally introduce our nonlinear coevolving voter model (CVM), starting with the version with a “rewire-to-random” scheme. In all versions of our nonlinear CVM, we consider a space of binary opinion states $O = \{A, B\}$ and networks with finitely many nodes (i.e., vertices) and edges. The space of states for the system itself, which we will call “system states” to distinguish from the opinion states, is given by the space of triples $(V, E, S)$, where $V$ is the set of nodes (which represent individuals), $N := |V|$ denotes the number of nodes, $E$ is the set of edges (which represent undirected and unweighted ties between individuals), and $S : V \rightarrow O$ is a function that records the opinion state (or simply the “state”) of each node.
FIG. 1: Illustration of the three rewiring schemes in our nonlinear CVM. The highlighted edges in the top panel are the discordant edges that we will rewire, and the highlighted nodes are the focal nodes. The bottom panel shows all possible rewiring outcomes for each scheme. (Left) Rewire-to-random scheme, in which the focal node either rewires to some node to which it is not adjacent or restores the original edge; see section III for details. (Center) Rewire-to-same scheme, in which the focal node rewires only to nodes that share its opinion state; see section IV for details. (Right) Rewire-to-none scheme, in which we delete the discordant edge; see section V for details.

The systems that we study evolve between system states in a stochastic, memoryless fashion, so we can regard it as a first-order Markov chain. The set $V$ of nodes remains fixed as a system evolves, but the set $E$ of edges and the function $S$ can update. When we refer to the edge set or the state function at a certain time, we use the notation $E(t)$ and $S^t$ to explicitly indicate time-dependence, but otherwise we suppress the notation for time. When evaluating the function $S$ for a specific node, we use square brackets, so $S[i]$ indicates the state of node $i$ and $S^t[i]$ indicates the state of node $i$ at time $t$. We use $E_D$ (and $E_D(t)$ when specifying time $t$ explicitly) to denote the set of discordant edges, which are edges between
disagreeing nodes, in \( E \) (and \( E(t) \)). The closed neighborhood of node \( i \) is
\[
\Gamma(i, E) = \{ j : (i, j) \in E \} \cup \{ i \} .
\] (1)
It consists of the set of nodes that are adjacent to \( i \), as well as node \( i \) itself.

We perform updates asynchronously, with one update during each \textit{elementary time step} \( t = \{1, 2, \ldots \} \). After \( N \) \textit{elementary} time steps, each node is updated once, on average; this corresponds to one time step in synchronous models \[35\]. Therefore, in comparison to models with synchronous updating, time in our model evolves at rate scaled by \( 1/N \). During each elementary time step, we select a discordant edge \((i, j)\) uniformly at random from \( E_D \). Choosing directly from \( E_D \) instead of \( E \) has no material effect on the dynamics, but it leads to a logarithmic speed up in time to absorption (compare this to the coupon-collector’s problem \[36\]) and is called the “efficient version” of CVMs in \[37\]. We then select one of the two nodes, which we can take to be the one that is labeled \( i \) without loss of generality, at random with equal probabilities to be the primary node; and we take the other node \((j)\) to be the secondary node\(^2\). After selecting the primary node \( i \), it takes a local survey of it neighbors. We denote the result of the local survey by \( \sigma_i := s_i/k_i \), where \( s_i = |\{ j : (i, j) \in E, S[i] = S[j] \}| \) and \( k_i \) is the degree of node \( i \). We also define \( \bar{s}_i := k_i - s_i \), which counts the number of discordant edges that are incident to node \( i \). Therefore, \( \sigma_i \) is the fraction of neighbors of node \( i \) who agree with \( i \). For node \( i \) to be selected for updating, it needs to have at least one disagreeing neighbor (i.e., at least one discordant incident edge), so \( \sigma_i \in [0, 1) \). Note that \( \sigma_i \) is not defined for isolated nodes; however, because our voter model is edge-based, it is not possible to select an isolated node for updating.

Our nonlinear CVM has a parameter \( q \) that is akin to a parameter in nonlinear \( q \)-voter models \[39\]. With probability \( \sigma_i^q \), node \( i \) performs a rewiring action, in which it deletes its edge to the chosen secondary node and then randomly forms a new edge to a node that is not currently one of its neighbors. One needs to choose a probability distribution for this random process, which we take in the first version of our CVM to be uniformly at random. (The original node \( j \) from which \( i \) just deleted an edge is available for selection.) This type of rewiring scheme, which yields an edge between node \( i \) and any node (irrespective

\(^2\) The choice of first selecting an edge is known as an “edge-based” (i.e., “link-based”) voter model \[38\]. This contrasts with “node-based” voter models, in which one first selects a node at random and then chooses one of its incident edges. This seemingly minor choice can have very substantial effects on the dynamics of a voter model \[10\] \[12\] \[38\].
of its opinion state), is known as a “rewire-to-random” strategy \cite{27}. With complementary probability \(1 - \sigma_i^q\), node \(i\) takes an adopting action, in which it adopts the opinion state of the chosen secondary node. We then repeat this process until there are no discordant edges in a network. If the system reaches a system state with no discordant edges at time \(t^*\), then the dynamics reach a steady state, and we say that the system “terminates” in that system state, such that the system remains in that system state for all \(t \geq t^*\). Both the rewiring and adoption actions conserve the number of edges, so \(|E(t)|\) is constant in time.

When \(q\) is a positive integer, one can interpret the above rewiring process as the primary node randomly selecting a panel of \(q\) of its neighbors (with repetition allowed). If any member of the panel is in a different state from the primary node, the latter undertakes an adopting action. Therefore, only when the panel and the primary node are all in the same state does the primary node perform a rewiring action. We summarize the rewiring process in Algorithm 1 and give a schematic representation of one elementary time step in fig. 2.

Because \(\sigma_i \in [0, 1)\) for nodes that can update, it follows that in the limit as \(q \to \infty\), we recover a voter model with only adoption (and no rewiring). As \(q \to 0^+\), we do not recover a model with only rewiring, because for some nodes \(i\), it can be the case that \(\sigma_i = 0\) if all of node \(i\)'s incident edges are discordant; in that case, node \(i\) performs an adoption action for all \(q > 0\). In the present paper, we also perform simulations with \(q = 0\); for these simulations, we take \(0^0\) to be 1 to recover a pure rewiring model.

The nonlinear CVM that we just described is an absorbing Markov chain. The absorbing system states are those in which a network has no discordant edges. Such a situation occurs when each connected component of the network is in a consensus, but it does not necessarily require all components to achieve a consensus with the same opinion state. There has been significant prior work on noisy voter models \cite{40, 41}, and some recent work has studied noisy CVMs with random opinion-state mutations \cite{42}. In these systems, in addition to the rewiring and adoption updates, there is also a mechanism that alters the opinion states of nodes according to some random process. Incorporating such noise yields a Markov chain that no longer is absorbing, because the system can exit the component-wise consensus system states through random creation of discordant edges. The resulting models are ergodic and can thus be approximated using certain analytical approaches \cite{29}. 
Algorithm 1 Nonlinear “Fitting-in” Rewire-to-Random Coevolving Voter Model

1: procedure FittingInVM($V, E, S, q$
\hspace{1cm} $\triangleright$ Seed network and opinion states
2: $E_D \leftarrow \text{Discordant}(V, E, S)$; $t \leftarrow 0$; $\text{Record}(V, E, S, t)$
3: while $E_D \neq \emptyset$ do $\triangleright$ While there are disagreeing neighbors
4: $(i, j) \leftarrow \text{RandomChoice}(E_D)$
5: $\text{PrimaryNode, SecondaryNode} \leftarrow \text{RandomPermutation}(i, j)$
6: $\sigma \leftarrow \text{LocalVote}(\text{PrimaryNode}, V, E, S)$
7: $u \leftarrow \text{Uniform}(0, 1)$
8: if $u \leq \sigma^q$ then $\triangleright$ Rewire
9: $E$.remove($\text{PrimaryNode, SecondaryNode}$)
10: $\text{NewNeighbor} \leftarrow \text{RandomChoice}(V \setminus \Gamma(\text{PrimaryNode}, E))$ $\triangleright$ See Eq. [1]
11: $E$.add($\text{PrimaryNode, NewNeighbor}$)
12: else $\triangleright$ Adopt
13: $S[\text{PrimaryNode}] \leftarrow S[\text{SecondaryNode}]$
14: $E_D \leftarrow \text{Discordant}(V, E, S)$; $t \leftarrow t + 1$; $\text{Record}(V, E, S, t)$

A complete description of the system state is given by $(V, E, S)$. Even for small networks, this amount of information is difficult to study, so we turn our attention to coarse-grained information [4]. One type of summary is a count of “state-specified motifs”, which are subgraphs $H$ in which the nodes of $H$ are in specified states. Relevant counts of state-specified motifs include

1. $N_X(t) = |\{i \in V : S^t[i] = X\}|$, the number of nodes $i$ at time $t$ that are in state $X \in O = \{A, B\}$;

2. $N_{X,Y}(t) = |\{(i, j) \in V \times V : (i, j) \in E(t), S^t[i] = X, S^t[j] = Y\}|$, the number of node pairs $(i, j)$ at time $t$ in which $i$ and $j$ are adjacent, node $i$ is in state $X \in O = \{A, B\}$, and node $j$ is in state $Y \in O$;

3. $N_{X,Y,Z}(t) = |\{(i, j, k) \in V \times V \times V : (i, j), (j, k) \in E(t), S^t[i] = X, S^t[j] = Y, S^t[k] = Z\}|$, the number of node triples $(i, j, k)$ at time $t$ in which $i$ and $j$ are adjacent, $j$ and $k$ are adjacent, node $i$ is in state $X \in O = \{A, B\}$, node $j$ is in state $Y \in O$, and node $k$ is in state $Z \in O$.
FIG. 2: Schematic representation of an elementary time step in our nonlinear CVM. We highlight the selected discordant edge and the primary node. With probability $1 - \sigma^q$, the primary node adopts the opinion state of its neighbor that is incident to this discordant edge. With complementary probability $\sigma^q$, the primary node performs a rewiring action. Under a rewire-to-random scheme, there are three possible outcomes of rewiring; see fig. 1. Each of the possible rewiring outcomes is equiprobable. (For the rewire-to-same scheme, the depicted outcome is the only possible one, so it occurs with probability 1 if there is a rewiring action.) The value of $\sigma$ in this example is $1/2$.

Note that

$$N_A(t) + N_B(t) = N,$$

$$N_{AA}(t) + N_{AB}(t) + N_{BA}(t) + N_{BB}(t) = 2|E|,$$

$$N_{AB}(t) = N_{BA}(t) = |E_D(t)|.$$

We refer to an instance of a triple among the $N_{XYZ}$ triples as an $XYZ$-triple. One can also obtain counts for state-specified motifs with more nodes, but we will not need them. Because the node set $V$ is fixed, it is convenient to examine state densities $N_X(t)/N$, which refer to the fraction of nodes in a state $X$. We are also interested in the expected values
(i.e., “moments”) of these quantities [7]. Three examples of moments are
\[
[X] = [X](t) = \langle N_X(t) \rangle, \\
[XY] = [XY](t) = \langle N_{X,Y}(t) \rangle, \\
[XYZ] = [XYZ](t) = \langle N_{X,Y,Z}(t) \rangle.
\] (2)

We compare our rewire-to-random model (see Algorithm 1) to the “rewire-to-random” (RTR) CVM that was described in [27]. Although there are many possible variants, we henceforth write “the linear RTR-CVM” when referring to this specific model. In the linear RTR-CVM, the system updates in a way that is similar to our nonlinear RTR-CVM, except that the probability for which action to take is given by a fixed parameter \( \alpha \in [0,1] \).

With probability \( \alpha \), a node performs a rewiring action; with probability \( 1 - \alpha \), it adopts a neighbor’s opinion. Therefore, in the linear RTR-CVM, until \( E_D = \emptyset \), the count \( N_A(t) \) increases by 1 with probability \( \frac{1 - \alpha}{2} \), decreases by 1 with probability \( \frac{1 - \alpha}{2} \), and does not change with probability \( \alpha \) during each elementary time step. If we take \( \alpha = 0 \) (entailing that the network topology never changes) and begin with a finite, connected network \((V,E)\), then \( N_A(t) \) behaves equivalently to a simple, symmetric, one-dimensional (1D) random walk on the integers with boundary \( \{0,N\} \). This implies that for any finite, connected network, the probability at time \( t \) that opinion state \( A \) eventually becomes the consensus opinion state is \( \frac{N_A(t)}{N} \). For \( \alpha > 0 \), the quantity \( N_A(t) \) behaves like a symmetric, 1D random walk with step sizes +1 and −1 that occur with equal probability \( \frac{1 - \alpha}{2} \) and a null step with probability \( \alpha \).

In the linear RTR-CVM, it is equivalent to take the view that one is choosing the type of action (rewire or adoption) before choosing which node of the selected edge is the primary one. This makes it clearer that even when the number of nodes in state \( A \) is not equal to the number of nodes in state \( B \) (i.e., when \( N_A(t) \neq N_B(t) \)), a rewiring action causes the number \( N_{AB}(t) \) of discordant edges to decrease by \( 1/2 \) in expectation, regardless of the system state. By contrast, the effect of an adoption on the number \( N_{AB}(t) \) of discordant edges does depend on the system state, and it is possible for an adoption to increase \( N_{AB}(t) \) in expectation. As an extreme case, consider a star network \( S_k \) with a hub node in state \( A \) and \( k \) leaf nodes, of

\[3 \text{ In a 1D random walk, “simple” refers to the rule that, at each time step, the walker must move by either } +1 \text{ or } -1; \text{ and “symmetric” refers to these outcomes being equiprobable. In a symmetric random walk with possible moves } +1, -1, \text{ and } 0, \text{ one requires only that the first two possibilities are equiprobable to each other.} \]
which one node is in state $B$ but all others are in state $A$. An updating step is guaranteed to select the network’s single discordant edge; if an adoption occurs, $N_{AB}(t)$ increases by $\frac{k-3}{2}$ in expectation. However, for a system on a regular network that satisfies the conditions

$$\sigma_i \approx N_A(t)/N \text{ for all nodes } i \text{ in state } A,$$
$$\sigma_j \approx N_B(t)/N \text{ for all nodes } j \text{ in state } B,$$

(3)
an adoption causes $N_{AB}(t)$ to decreases by 1 in expectation. We use the term *locally well-mixed* for a system on any network that satisfies the conditions in equation (3), which entails that there are no correlations between the opinion states of nodes and the network topology.

In our nonlinear CVM, there is no longer a symmetry between the two nodes that are incident to the same discordant edge $(i, j)$. The local survey $\sigma_i$ of node $i$ and the local survey $\sigma_j$ of node $j$ can differ, so the probabilities for which action (rewire or adoption) occurs depend on which node is the primary one. That is, during an elementary time step that involves node $i$ in state $A$ and node $j$ in state $B$ (i.e., after one selects the discordant edge $(i, j)$, but before selecting which node is the primary one), $N_A(t)$ either (1) increases by 1 with probability $\frac{1 - \sigma_j^q}{2}$, corresponding to node $j$ adopting node $i$'s state; (2) decreases by 1 with probability $\frac{1 - \sigma_i^q}{2}$, corresponding to node $i$ adopting node $j$’s state; or (3) remains the same with probability $\frac{\sigma_i^q + \sigma_j^q}{2}$, corresponding to either node $i$ rewiring or node $j$ rewiring. Therefore, although we can still view $N_A(t)$ as a 1D random walk, it is no longer symmetric, because the step probabilities can differ from each other.

The effect of this asymmetry on $N_{AB}(t)$ is more subtle. Consider a locally well-mixed system on a connected network. We also assume that one of the states, which we take to be $B$ without loss of generality, is the majority (so $N_B(t) > N_A(t)$). During an elementary time step, suppose that we select the discordant edge $(i, j)$ with node $i$ in state $A$ and node $j$ in state $B$. The local surveys then satisfy $\sigma_i < 1/2 < \sigma_j$. When $q = 1$, this implies that if $i$ is the primary node, it is more likely to adopt than to rewire. If node $i$ adopts state $B$, then $N_{AB}(t)$ decreases by more than 1 in expectation, because more of $i$’s neighbors are in state $B$ than in state $A$. If node $j$ is the primary node, it is more likely to rewire than to adopt. If node $j$ rewires to a node that we choose uniformly at random, then $N_{AB}(t)$ decreases by $N_B(t)/N > 1/2$ in expectation. Overall, we observe that the number $N_{AB}(t)$ of discordant edges decreases more rapidly in our nonlinear CVM than it does in the linear RTR-CVM under locally well-mixed conditions. However, if the system is not locally well-mixed, the
FIG. 3: Terminal density for (a) the minority state and (b) state A in rewire-to-random simulations (see Algorithm 1) of our nonlinear CVM for $q \in [0, 6]$ with discretization $\Delta q = 0.02$.

For each value of $q$, we simulate 20 realizations. We seed each realization with a different ER network with $N = 50,000$ nodes and $p = \frac{4}{N-1}$; and we initialize half of the nodes in state A and the other half in state B. In panel (a), each green point is the mean of $\min(N_A(t)/N,N_B(t)/N)$ at the termination of the simulation over the 20 realizations for each $q$. In panel (b), each small blue dot is $N_A(t)/N$ at the termination of the simulation. Each cross ($\times$) in (b) is the mean of $N_A(t)/N$ at the termination of the simulation over the 20 realizations for each $q$.

dynamics are rather different. In section III D, we explore how to construct systems with correlations between nodes’ opinion states and network topology, and we investigate how their dynamics differ from the situation in which the system is locally well-mixed.

B. Simulations on Erdős–Rényi Networks

We begin exploring our nonlinear RTR-CVM by simulating it on Erdős–Rényi (ER) $G(N,p)$ networks. We initialize each realization with an ER network with $N = 50,000$ nodes, half of which begin in state $A$ and the other half of which begin in state $B$. The edge probability $p$ is $\frac{4}{N-1}$, so the mean degree is $\langle k \rangle \approx 4$. Here and throughout this paper, when we simulate a voter model, we let the system evolve until it terminates in an absorbing steady state (i.e., until there are no discordant edges). This yields a “terminal” state. We focus
on studying properties of terminal states, so we are interested in the $t \to \infty$ regime. For example, we examine the terminal state densities $N_A(t)/N$ and $N_B(t)/N$ and the terminal minority-state density $\min\{N_A(t)/N, N_B(t)/N\}$.

In fig. 3a, we plot the terminal minority-state density from simulations for a range of values of $q$. When $q < 1$, we observe that the minority-state density is approximately 0.5. This implies that the network is fragmented, in that it is separated into multiple components that are disconnected from one another, such that all nodes of a component are in the same opinion state. This behavior is similar to the fragmentation observed in [27] for the linear RTR-CVM with a sufficiently large rewiring rates. We interpret such fragmentation as individuals segregating into isolated communities, such that no pair of disagreeing individuals are neighbors of each other. This typically occurs when rewiring actions dominate the system, such that the state densities $N_X(t)/N$ do not change significantly. As we consider progressively larger values of $q$ between 1 and 3.5, we observe a smooth transition of an inverted ‘S’ shape in the terminal minority-state density from approximately 0.5 to approximately 0.03. The small terminal minority-state densities for larger values of $q$ suggest that adoption actions dominate the system, leading to a large change in the state densities. For expository convenience, we will say that “almost every” node ends up in state $X$ when 90% or more of the nodes are in state $X$ when a system terminates by reaching an absorbing state. Initially, the densities are evenly split, so $N_A(0)/N = N_B(0)/N = 1/2$. However, by the end of a simulation, one of the opinion states dominates, such that $\max\{N_A(t)/N, N_B(t)/N\} \approx 1$; the other nearly vanishes, so $\min\{N_A(t)/N, N_B(t)/N\} \approx 0$, as one can see in fig. 3a.

In fig. 3b, we plot the terminal density of state $A$ from simulations for a range of values of $q$. In this plot, each of the small blue points is the terminal value of $N_A(t)/N$ for one of the 20 realizations that we simulate for each value of $q$. The crosses ($\times$) give the mean of the terminal quantity of $N_A(t)/N$ for each value of $q$. In the “branching” of the data points in this figure, we observe what appears to be a transition between a fragmentation regime (with no significant changes to state densities) and a regime with competition between the adoption and rewiring mechanisms. Because we initialize state densities such that $N_A(0)/N = N_B(0)/N = 1/2$ in these simulations, it is equally likely for almost every node to terminate in state $A$ as it is for almost every node to terminate in state $B$. We confirm this result in the means of terminal state-$A$ densities that we plot in fig. 3b.

With respect to coarse qualitative behavior, both our nonlinear RTR-CVM and the linear
RTR-CVM of [27] have a regime — when \( q < 1 \) for our model, and for \( 1 - \alpha < 0.2 \) for the linear RTR-CVM — in which rewiring dominates the system, as indicated by terminal minority-state densities close to the starting densities of 0.5. However, outside this regime, the two models differ significantly, as one can see by comparing fig. 3b with fig. C.1a. The linear RTR-CVM appears to have a continuous (but non-smooth) phase transition from the rewiring-dominated regime to a regime in which rewiring and adoption are competitive [27–29]. In our nonlinear RTR-CVM, there seems to be a smooth transition between a regime in which rewiring dominates and a regime in which adoption dominates.

C. Approximations

Although mean-field approximations have been unable thus far to produce precise quantitative results in previous work on CVMs, they have been useful for exploring some of their qualitative behavior [45–48]. Writing a mean-field approximation of our model will require developing a mean-field analog of \( \sigma_i \). We consider a state-heterogeneous mean, so we separately average the local surveys of nodes in state \( A \) and average the local surveys of nodes in state \( B \). First, we consider the arithmetic mean

\[
\sigma_A = \frac{\sum_{i: S[i]=A, k_i \neq 0} \sigma_i}{\sum_{i: S[i]=A, k_i \neq 0} 1}.
\]

The arithmetic mean \( \sigma_A \) is useful, because it has a simple interpretation and it is well-approximated by \( \frac{N_{AA}(t)}{N_{AA}(t) + N_{AB}(t)} \). We will use the arithmetic mean \( \sigma_A \) in section III D 3, but it is not well-suited as a mean-field approximation of our nonlinear RTR-CVM. In edge-based models such as ours and the linear RTR-CVM of [27], nodes are not equally likely to be selected for an update. Instead, one is more likely to select nodes with several neighbors of the opposing state, as they contribute more edges to the set \( E_D \) of discordant edges (from which we sample uniformly). Therefore, a suitable mean-field analog of \( \sigma \) should weight nodes based on their probability of being selected. The probability of a particular node \( i \) to be the primary node in an update is

\[
\frac{1}{2} \frac{k_i - s_i}{N_{AB}(t)} = \frac{1}{2} \frac{\bar{s}_i}{N_{AB}(t)},
\]

\( \text{(5)} \)

\( \text{This approximation is exact for non-empty, degree-regular networks with at least one node in state } A. \)
where the numerator $\bar{s}_i$ is the number of discordant edges that are incident to node $i$ and
the $1/2$ comes from the random choice of primary versus secondary node. Therefore, our
mean-field analogs of $\sigma$, which we denote by $\sigma_X$ for $X \in \{A, B\}$, are

$$\sigma_A = \sum_{\{i : S[i] = A, k_i \neq 0\}} \frac{1}{2} \frac{k_i - s_i}{N_{AB}(t)} - \frac{1}{2N_{AB}(t)} \left( N_{AA}(t) - \sum_{\{i : S[i] = A, k_i \neq 0\}} \frac{s^2_i}{k_i} \right), \quad (6)$$

$$\sigma_B = \frac{1}{2N_{AB}(t)} \left( N_{BB}(t) - \sum_{\{i : S[i] = B, k_i \neq 0\}} \frac{s^2_i}{k_i} \right). \quad (7)$$

The equation for the first moment, which we express in terms of state $A$, is

$$\frac{d[A]}{dt} = ([AB] + [BA])(\sigma_A^q - \sigma_B^q). \quad (8)$$

Equation (8) arises from taking the difference of the “incoming rate” (i.e., nodes that change
their state to $A$) minus the “outgoing rate” (i.e., nodes that change their state from $A$) to
determine the net rate of change of nodes in state $A$. Nodes in state $B$ that are adjacent
to a node in state $A$ adopt state $A$ at a rate $1 - \sigma_B^q$. Nodes in state $A$ that are adjacent
to a node in state $B$ adopt state $B$ at a rate $1 - \sigma_A^q$. Summing these rates over all nodes
gives $([AB] + [BA])(1 - \sigma_A^q)$. Similarly, the rate at which nodes in state $B$ adopt state $A$ is

$$([AB] + [BA])(1 - \sigma_B^q).$$

Equation (8) indicates that the local surveys, which we capture in our mean-field approx-
imation by $\sigma_A$ and $\sigma_B$, have a global effect on the drift of opinion states, as they control
the sign of $\frac{d[A]}{dt}$. (By contrast, $\frac{d[A]}{dt} = 0$ in the linear RTR-CVM of [27].) This suggests that
network structure plays a more prominent role in how $[A]$ and $[B]$ evolve in our nonlinear
RTR-CVM than in the linear RTR-CVM. For example, consider a network with two com-
munities, where the one community is densely-connected and consists of $C_A$ nodes in state
$A$ and the other community is sparsely-connected and consists of $C_B$ nodes in state $B$. We
suppose that the second community is larger than the first (i.e., $C_B > C_A$). We also suppose
that the two communities are linked to each other (in a way that we will make more precise in
section III D). When we select a discordant edge $(i, j)$ with node $i$ in state $A$ and node
$j$ in state $B$, the local surveys satisfy $\sigma_i > \sigma_j$; on average, at least initially, we expect that
more nodes in state $B$ convert to state $A$ than the reverse. However, the values of $\sigma_A$ and $\sigma_B$
can change rapidly in non-obvious ways as the system evolves, potentially reversing the sign
of $\frac{d[A]}{dt}$. Therefore, it is not guaranteed that such a two-community network will terminate
in a state with a large fraction of nodes in state $A$. In fact, as we will see in section III D whether this occurs depends on the nonlinearity parameter $q$.

D. Simulations on Stochastic Block Models

To explore how community structure impacts the dynamics of our nonlinear RTR-CVM, we simulate it on a network that we seed with communities using a stochastic block model (SBM) \[49, 50\]. We assign the $N$ nodes into two communities, of sizes $cN$ and $(1-c)N$, with $c < 1/2$. In our discussion, we often refer to this situation as a “two-community structure”. We seed all nodes in the first community with state $A$ and all nodes in the second community with state $B$.

1. Two-Community SBM

In the two-community structure with one community that is denser than the other, the edge-probability matrix $P = \begin{pmatrix} P_{AA} & P_{AB} \\ P_{BA} & P_{BB} \end{pmatrix}$ has probabilities that satisfy $P_{AA} > P_{BB} > P_{AB} = P_{BA}$. We seed our simulations with networks with $c = 1/4$, and we set the SBM parameters to be $P_{AA} = \frac{12}{cN-1}$, $P_{BB} = \frac{4}{(1-c)N-1}$ (so that $N_{AA}(0) \approx N_{BB}(0)$), and $P_{AB} = 1/N$. In our simulations, we check that the expectations of $\sigma_A$ and $\sigma_B$ satisfy the inequality $\mathbb{E}[\sigma_A(0)] > \mathbb{E}[\sigma_B(0)]$. See Appendix A for details. Accordingly, we expect that, at least initially, the density $N_A(t)/N$ of state $A$ increases as the system evolves. In fig. 4 we plot $N_A(t)/N$ during the first 10,000 elementary time steps of simulations for nine different values of $q$. In this plot, we show the initial (and transient) dynamics, rather than the full temporal evolution of our simulation to termination. The plot confirms the initial increase in $N_A(t)/N$. However, in fig. 5 we observe that, despite this initial increase, the terminal value of $N_A(t)/N$ depends on the nonlinearity parameter $q$.

In fig. 5 we plot the terminal state-$A$ density from 20 simulations for each $q$. For $q \in [0, 3.8)$, between approximately 25% and 60% of the nodes terminate in state $A$, and we observe that the network fragments into multiple components. We observe what appears to
FIG. 4: Density $N_A(t)/N$ of state $A$ for the first 10,000 elementary time steps for nine values of $q$ in rewire-to-random simulations (see Algorithm 1) of our nonlinear CVM. We seed the nine realizations with two-community SBM networks, as described in section III D 1. We show only the initial, transient dynamics; for the terminal behavior of the simulations, see fig. 5.

be a phase transition at $q \approx 3.8$, because for $q \in (3.8, 6.2)$, almost every node terminates in state $A$ in all of our realizations, suggesting that rewiring dynamics are not fragmenting the system into multiple components. For $q \in (6.2, 7)$, either almost every node terminates in state $A$ or almost every node terminates in state $B$, and the latter occurs in progressively more realizations as we increase $q$. Although we do not show this in fig. 5, the system has an additional regime for sufficiently large $q$; in this regime, the adoption action dominates and the system behaves like a voter model that does not coevolve with network structure (see Appendix D). In this situation, state $A$ becomes the consensus opinion with probability $N_A(0)/N = c = 1/4$.

In fig. C.2a, we repeat our experiment using the linear RTR-CVM initialized with a two-community SBM network with the same parameter values. We observe that fig. C.2a resembles the outcome of seeding the linear RTR-CVM with an ER network (see fig. C.1b). This suggests that, with respect to terminal state densities, the linear RTR-CVM may be less sensitive to initial community structure in a network than our nonlinear RTR-CVM.
FIG. 5: Terminal density of state $A$ from rewire-to-random simulations (see Algorithm 1) for our nonlinear CVM with $q \in [0, 12]$ and discretization $\Delta q = 0.04$. For each value of $q$, we simulate 20 realizations. We seed each realization with two-community SBM networks, as described in Section III D 1. Each small blue point is the quantity $N_A(t)/N$ at termination, and each cross ($\times$) is the mean of $N_A(t)/N$ at the termination of our simulations over the 20 realizations for each value of $q$.

As we show in Appendix A, we are able to numerically approximate the quantity $E[\sigma_A(0)^q - \sigma_B(0)^q]$ for SBM networks. We find that it depends on the parameters $q$, $c$, $P_{AA}$, $P_{AB}$, and $P_{BB}$. As the system evolves, however, it becomes more challenging to track $E[\sigma_A(t)^q - \sigma_B(t)^q]$ over time $t$. Nevertheless, from fig. 5 we know that the temporal evolution is affected by the value of the nonlinearity parameter $q$.

2. Core–Periphery Structure

We now investigate the dynamics of our nonlinear RTR-CVM with $\sigma_A(0) \gg \sigma_B(0)$ and $N_A(0) \ll N_B(0)$ using a core–periphery configuration of the SBM [51, 52]. Instead of having two communities, our initial network has a small, densely-connected core of nodes in state
A and a large periphery of sparsely-connected nodes in state $B$. In this core–periphery network, the SBM probabilities in equation (9) satisfy $P_{AA} > P_{AB} > P_{BB}$. In this scenario, a node $i$’s local survey $\sigma_i$ differs from the true global densities. For core nodes, $\sigma_i > 1/2$, so such nodes believe that their state (namely, state $A$) is the majority state even though it is not. Conversely, for the peripheral nodes, $\sigma_j < 1/2$, so such nodes believe that their state (i.e., state $B$) is the minority state even though it is not. When $q = 1$, if we select a core node as the primary node in an update, it is more likely to rewire than to adopt, at least initially. However, as most nodes are in state $B$ initially, the core node is likely to rewire to another node in state $B$. If we select a peripheral node as the primary for node an update, it is more likely to adopt than to rewire. At least initially, such adoptions convert peripheral nodes from the majority state $B$ to the minority state $A$.

In our simulations of our nonlinear RTR-CVM on SBM networks with core–periphery structure, we take $3N_A(0) = N_B(0)$, and we set the probabilities to be $P_{AA} = \frac{20}{N_A(0) - 1}$, $P_{BB} = \frac{1}{N_B(0) - 1}$, and $P_{AB} = \frac{5}{N}$. In fig. 6, we plot the terminal density of state $A$ for various values of $q$ from simulations on networks with $N = 50,000$ nodes. We observe a transition in the qualitative dynamics in the range $q \in [4, 4.5]$. As we increase $q$ from 0 to 4, there are progressively more nodes that terminate in state $A$ before the network fragments, with approximately 90% the nodes terminating in state $A$ when $q = 4$. For $q \in (4, 4.5)$, the system transitions from most realizations terminating with 90% of the nodes in state $A$ to most realizations terminating with almost every node in state $B$. In Appendix D, we explore $q \in [0, 100]$. We find that when $q \in (4.5, 39)$ (see fig. D.1), almost every node terminates in state $B$.

3. Majority and Minority Illusions

Recent work by Lerman et al. [31] on the “majority illusion” in social networks examined the phenomenon of distorted local observations when a state that is globally rare in a network may be dramatically overrepresented in the local neighborhoods of many individuals. Using a model of threshold opinion dynamics, Lerman et al. illustrated that majority illusions can accelerate the spread of states that are initially rare. For our work with binary opinion states, we find it useful to distinguish between two different types of “illusions”. By a majority illusion, we mean the phenomenon of nodes in a minority state perceiving their
FIG. 6: Terminal density of state $A$ in rewire-to-random simulations (see Algorithm 1) of our nonlinear CVM for $q \in [0, 12]$ with steps of size $\Delta q = 0.04$. For each value of $q$, we simulate 20 realizations. We seed each realization with a different SBM network with core–periphery structure, as described in Section III D 2. We plot individual realizations with blue dots and means with $\times$ symbols.

state to be in the majority. Analogously, by a *minority illusion*, we mean the phenomenon of nodes in the majority state perceiving their state to be in a minority. For binary opinion states, the minority illusion implies that nodes in the majority state incorrectly perceive that the minority state is held by the majority of nodes.

In our nonlinear CVM, a node’s local survey $\sigma$ is based on a sample of the global population. In a locally well-mixed system (see equation (3)), the sample leads to good estimates of the global densities $N_A(t)/N$ and $N_B(t)/N$. However, when seeding the system as in section III D 1 and section III D 2, the samples are biased initially. In fig. 7 and fig. 8, we plot the arithmetic mean of the local surveys $\overline{\sigma}_A$ (solid blue curves) and $\overline{\sigma}_B$ (solid red curves) versus elementary time steps and compare them to the true global densities $N_A(t)/N$ (dashed blue curves) and $N_B(t)/N$ (dashed red curves). We examine the unweighted arithmetic means $\overline{\sigma}_A$ and $\overline{\sigma}_B$ from equation (4) so that we treat all local surveys equally. In mathematical language, assuming that state $A$ is in the minority (i.e., $N_A(t)/N < 1/2$), the majority
illusion occurs when $\sigma_A > 1/2$. Analogously, assuming that state $B$ is in the majority (i.e., $N_B(t)/N > 1/2$), the minority illusion occurs when $\sigma_B < 1/2$. In Table I, we summarize how we initialize networks with different types of “illusions” using an SBM network with $N_A(0) = cN$ and $c < 1/2$.

| Illusion                  | Edge Probabilities            |
|---------------------------|------------------------------|
| No Illusion               | $P_{AA} = P_{AB} = P_{BB}$   |
| Majority Illusion for $A$ | $\frac{c}{1-c}P_{AA} \gg P_{AB}$ |
| Minority Illusion for $B$ | $\frac{1-c}{c}P_{BB} \ll P_{AB}$ |
| Both Illusions            | $\frac{1-c}{c}P_{BB} \ll P_{AB} \ll \frac{c}{1-c}P_{AA}$ |

**TABLE I:** Summary of SBM parameters that we use to initialize a network with a majority illusion, minority illusion, both types of illusions, or neither illusion using an SBM network with $N_A(0) = cN$ nodes in state $A$ and $c < 1/2$.

In fig. 7, we seed a network using the SBM two-community structure that we described in section III D 1. Initially, the larger community (which has 3/4 of the nodes) consists of nodes in state $B$, and the smaller community (which has the remaining 1/4 of the nodes) consists of nodes in state $A$. However, the local surveys of the nodes in the smaller community lead them to perceive state $A$ as the majority state and thus state $B$ as the minority. Similarly, the local surveys of the nodes in the larger community lead them to perceive state $B$ as the majority state and thus state $A$ as the minority. In other words, the larger community of nodes (which are in the majority state) correctly believe that their state is in the majority. However, the smaller community of nodes (which are in the minority state) experience a majority illusion, as they incorrectly believe that their state is in the majority.

As we noted in fig. 5, the effect of initializing the system with a majority illusion on the terminal densities depends on the value of the nonlinearity parameter $q$. For $q = 0$, in which only rewiring occurs, the state densities do not change, but the system fragments, causing nodes to only have neighbors that share its state. Therefore, $\sigma_A$ and $\sigma_B$ increase towards 1, and the majority illusion of state $A$ increases in severity. For $q = 4$, the illusion becomes a reality in the sense that $N_A/N$ increases to match $\sigma_A$. The network ultimately
FIG. 7: Unweighted arithmetic means $\overline{\sigma}_A$ (solid blue curve) and $\overline{\sigma}_B$ (solid red curve) of local surveys for nodes in states $A$ and $B$ (see equation (4) for details) and global state densities $[N_A/N$ (dashed blue curve) and $N_B/N$ (dashed red curve)] of states $A$ and $B$ versus elementary time steps in four rewire-to-random simulations (see Algorithm 1) of our nonlinear CVM. We seed each realization using the SBM two-community structure that we described in section III D 1.

reaches an absorbing state with most nodes in state $A$, but there are still small clusters of nodes in state $B$, so $\overline{\sigma}_B$ increases to 1 towards the end of the simulation (because we take the mean over only these nodes). For $q = 8$ and $q = 12$, the nodes “wise up” in the sense that $\overline{\sigma}_A$ decreases to match $N_A/N$. The network ultimately reaches an absorbing state with most nodes in state $B$, but there are still small clusters of nodes in state $A$ that cause $\overline{\sigma}_A$ to increase to 1 towards the end of our simulations.

In fig. 8, we seed the system using the SBM core–periphery structure that we described in section III D 2. Initially, all peripheral nodes (which constitute 3/4 of the nodes) are in state $B$, and the core nodes (which constitute the remaining 1/4 of the nodes) are in state $A$. The local surveys of the peripheral nodes lead them to perceive state $B$ as the minority state and thus state $A$ as the majority. Similarly, the local surveys of the core nodes lead them to perceive state $A$ as the majority state and thus state $B$ as the minority. In other words, the core nodes (which are in the minority state) experience a majority illusion, incorrectly believing that their state is in the majority. Conversely, the peripheral nodes (which are in
the majority state) experience a minority illusion, incorrectly believing that their state is in the minority.

![Graphs showing the effect of different nonlinearity parameters (q) on the majority and minority illusions.](image)

**FIG. 8:** Unweighted arithmetic means $[\sigma_A$ (solid blue curve) and $\sigma_B$ (solid red curve)] of local surveys for nodes in states $A$ and $B$ (see equation [4] for details) and global state densities $[N_A/N$ (dashed blue curve) and $N_B/N$ (dashed red curve)] for states $A$ and $B$ versus elementary time steps in four rewire-to-random simulations (see Algorithm [1] of our nonlinear CVM. We seed each realization using the SBM core–periphery structure that we described in section [III D 2].

As we saw for two-community structure, the effect of the majority and minority illusions depends on the value of the nonlinearity parameter $q$ in our networks with core–periphery structure. For $q = 0$, in which only rewiring occurs, state densities do not change, but the network fragments, causing nodes to only have neighbors that share its state. Therefore, $\sigma_A$ and $\sigma_B$ increase towards 1, and the majority illusion for state $A$ increases in severity, but the minority illusion for state $B$ dissipates. For $q = 4$, the majority illusion for state $A$ becomes a reality, in the sense that $N_A/N$ increases to match $\sigma_A$. The minority illusion for state $B$ becomes a reality in the sense that $N_B/N$ decreases to match $\sigma_B$ initially, but toward the end of the simulation, $\sigma_B$ increases, because there are still small clusters of nodes in state $B$ and $\sigma_B$ is a mean over only these nodes. For $q = 8$ and $q = 12$, the nodes wise up to both illusions, as $\sigma_A$ decreases to match $N_A/N$ and $\sigma_B$ increases to match $N_B/N$. The system ultimately reaches an absorbing state with most nodes in state $B$, but there are
still small clusters of nodes in state $A$ that cause $\sigma_A$ to increase to 1 towards the end of our simulations.

These examples demonstrate that, under certain conditions, initializing our nonlinear RTR-CVM with illusions can lead to the spreading of initially rare states. For instance, when we seed the system with an SBM two-community network such that there is a majority illusion but not a minority illusion and take the value of the nonlinearity parameter to be $q = 4$, almost every node adopts the initially rare state in all realizations of our simulations. However, under other conditions, initializing the system with illusions can also stifle the spread of initially rare states. For example, when we seed the system with core–periphery structure such that there is both a majority illusion and a minority illusion and take the value of the nonlinearity parameter to be $q = 8$, the rare state vanishes almost entirely in all realizations of our simulations. This behavior contrasts strongly with what we observe in the linear RTR-CVM, in which the probability that an initially rare state spreads, conditioning on the event that a state does indeed spread, is equal to the initial fraction of nodes in the rare state. In other words, the adoption rate parameter $\alpha$ in the linear RTR-CVM affects whether some opinion state spreads to almost every node, but the initial state densities determine the probability of which state it will be. By contrast, the nonlinearity parameter $q$ in our nonlinear RTR-CVM affects not only whether some opinion state spreads to almost every node but also the probabilities for which state it will be. See Appendix C for details.

IV. REWIRE-TO-SAME

A. Model

In this section, we explore our nonlinear CVM with a “rewire-to-same” (RTS) scheme. We give a formal description of it in Algorithm 2 in Appendix B 1. The key difference from the RTR scheme is that when rewiring occurs, the primary node deletes its discordant edge to the secondary node and then forms an edge with a node that we choose uniformly at random from the set of nodes in the same state as the primary node. In Appendix C 2, we compare our nonlinear RTS-CVM of Algorithm 2 to the linear RTS-CVM of [27]. Based on previous work [28, 30], it seems that RTS schemes have been more difficult to analyze quantitatively than RTR schemes in linear CVMs.
To fully specify the RTS scheme, we start by examining a peculiarity of the RTS scheme: What happens when a rewiring action cannot take place, because the primary node is already adjacent to all nodes in its state (including the trivial case in which there are no other nodes in its state)? This situation is likely to arise if a system approaches consensus or if a network is densely connected (specifically, if the mean degree satisfies $\langle k \rangle \geq N/2$) \cite{30, 37}. There are several possible rules to employ, and the choice of rule may affect both the outcome and the analysis. Possible specifications include the following:

(i) stipulate that there is no replacement edge;

(ii) stipulate that we instead perform an RTR operation;

(iii) stipulate that the recently deleted discordant edge reforms;

(iv) stipulate that the recently deleted discordant edge reforms and that the primary node instead performs an adoption action; and

(v) stipulate that we allow multi-edges, self-edges, or both.

Each of these choices either introduces a new mechanism, such as a null update or an edge deletion, or it changes the class of allowed networks. (Previously, we considered only networks with neither self-edges nor multi-edges.) We choose to use option (i) of letting no replacement edge form, such that $|E(t)|$ is no longer a conserved quantity. By contrast, recent work on CVMs on dense random graphs allowed the formation of multi-edges \cite{30}.

**B. Simulations**

We first simulate our nonlinear RTS-CVM on ER networks. In fig. 9, we observe similar qualitative behavior as we did in our nonlinear RTR-CVM (see fig. 3b). Specifically, there seems to be a continuous transition between fragmentation and consensus regimes. One difference is the transition occurs at about $q \approx 4.5$ in the RTS version of the model. The similarity of these two models contrasts starkly with results for the linear CVM, whose behavior differs significantly under the two rewiring schemes (see fig. C.1a and fig. C.3). Prior research on linear CVMs suggests that the rewiring scheme affects linear CVMs significantly because of strong correlations between network structure and node states that arise from
FIG. 9: Terminal density of state A in rewire-to-same simulations (see Algorithm 2) for our nonlinear CVM for \( q \in [0, 6] \) with increment \( \Delta q = 0.02 \). For each value of \( q \), we simulate 20 realizations. We seed each realization with a different ER network with \( N = 50,000 \) nodes and a connection probability of \( p = \frac{4}{N-1} \), and we initialize half of the nodes in state A and the other half in state B. We plot individual realizations with blue dots and means with \( \times \) symbols.

RTS actions, but not from RTR actions [12]. By contrast, the similarity of results between the RTR and RTS variants for our nonlinear CVM suggests that such correlations play a less prominent role in our model than they do in previously studied linear CVMs.

The sketch in fig. 10 represents what Demirel et al. [12] reported as a “typical” configuration that is near fragmentation for a linear RTS-CVM. As the system evolves, nodes group into communities, which are connected to each other by only a few edges. Occasionally, there is an adoption that creates many discordant edges that are concentrated at one node. This leads to a disproportionately large number of \( ABA \)-triples that are concentrated on one node and constitutes a strong three-node correlation. However, in our nonlinear RTS-CVM, such situations occur much less frequently than they do in the linear RTS-CVM of [27]. In fact, in our nonlinear CVM, the more \( ABA \)-triples that a node in state A creates by adopting state B, the less likely it is to adopt state B. That is, suppose that node \( i \) is in state A and has at least two neighbors in state A. If we select node \( i \) for an update, it
FIG. 10: “Typical” configuration near fragmentation for a linear RTS-CVM. Several discordant edges are associated with very few nodes. In this example, the highlighted node changes from state A to state B, and all of its previously concordant edges become discordant edges, which induces ABA-triple correlations. [This illustration is our version of Figure 5 of [12].]

adopts state B with probability $1 - \sigma_i^q$, where $\sigma_i$ is the fraction of nodes adjacent to node $i$ that are also in state A. Consequently, the probability of node $i$ creating ABA-triples by adopting state B decreases as the number of concordant edges incident to node $i$ (i.e. the edges that would form part of the ABA-triples) increases.

In fig. 11, we plot the evolution of unweighted arithmetic means, $\sigma_A$ and $\sigma_B$, of local surveys; and we compare them to global state densities (as in section III D 3). In our simulations with $q = 0$, $q = 2$, and $q = 4$, we observe fragmentation. Fragmentation causes the local surveys of nodes to become distorted, because nodes are in clusters and have no neighbors in a different state. This leads to a weak form of a majority illusion for nodes in each state: although roughly half of the nodes are in state A and roughly half are in state B, almost every node perceives its own state to be in the majority. In our simulations with $q = 6$, we again initially observe a weak majority illusion for nodes in both states. As the system evolves, the density of state A decreases and $\sigma_A$ decreases commensurately, but nodes in state A still exhibit a majority illusion. The system ultimately reaches an absorbing
state with most nodes in state $B$, but there are still small clusters of nodes in state $A$ that cause $\bar{\sigma}_A$ to increase to 1 towards the end of our simulations.

We conclude this section on our nonlinear RTS-CVM by conducting simulations that we seed with (1) two-community structure and (2) core–periphery structure using SBM networks (see section III D). In fig. 12a, we observe that our nonlinear RTS-CVM initialized with two-community structure exhibits qualitatively similar long-time behavior as our nonlinear RTR-CVM initialized with the same two-community structure (see fig. 5). Nevertheless, simulations using these two rewiring schemes do exhibit quantitative differences, such as in the locations of the transitions between regimes with qualitatively different terminal statistics. In fig. 12b, we also observe qualitatively similar results for simulations seeded with core–periphery structure for both the RTS and RTR versions of our nonlinear CVM (see fig. 6).
FIG. 12: Terminal density of state $A$ for RTS simulations (see Algorithm 2) of our nonlinear CVM for nonlinearity parameters $q \in [0, 12]$ with increments of $\Delta q = 0.04$. For each value of $q$, we simulate 20 realizations. In (a), we seed our simulations with the two-community SBM networks that we described in section III D 1. In (b), we seed our simulations with the SBM core–periphery structure that we described in section III D 2. We plot individual realizations with blue dots and means with $\times$ symbols.

V. REWIRE-TO-NONE

A. Model

We now examine our nonlinear CVM with edge deletion, which we call “rewire-to-none” (RTN) to parallel the rewire-to-random and rewire-to-same terminology. In this RTN-CVM, adoption occurs with probability $1 - \sigma_i^q$, and edge deletion occurs with probability $\sigma_i^q$; there are no replacement edges. We give a precise description of this model in Appendix B 2.

At each elementary time step $t$, the probability of an edge deletion is $\frac{\sigma_A^q(t) + \sigma_B^q(t)}{2}$. This probability is time-dependent, so the rate at which we delete edges is not constant. In Appendix C 3, we consider a linear CVM with our RTN scheme. In that linear model, the edge-deletion rate is constant, and we are able to make accurate estimates for terminal minority-state densities when we seed the system with an ER network.

To the best of our knowledge, the RTN scheme has not been studied previously using linear CVMs, although a bounded-confidence opinion model with edge deletion (to model
FIG. 13: Terminal density of state A in rewire-to-none simulations (see Algorithm 3) of our nonlinear CVM for $q \in [0, 40]$ with an increment of $\Delta q = 0.2$. For each value of $q$, we simulate 20 realizations. We seed each realization with a different ER network with $N = 25,000$ nodes and a connection probability of $p = \frac{4}{N-1}$, and we initialize half of the nodes in state A and the other half in state B. We plot individual realizations with blue dots and means with × symbols.

unfollowing on social media) was examined very recently in [53]. There are many reasons to study an RTN mechanism in opinion models. In some sense, the edge-deletion mechanism is simpler than mechanisms that require additional parameters and specification of a rewiring rule. Moreover, edge deletion may also more accurately model internet social dynamics than rewiring, because individuals perform actions such as “unfriending” or “unfollowing” without necessarily “friending” or “following” another account [3–5]. Edge deletion is also an important network mechanism in the structural evolution of social networks [54, 55].

B. Simulations

We seed our nonlinear RTN-CVM with ER $G(N, p)$ networks with $N = 25,000$ nodes and a connection probability of $p = \frac{4}{N-1}$, and we initialize half of the nodes in state A and the other half in state B. We plot individual realizations with blue dots and means with × symbols.

However, edge deletion can pose a mathematical challenge, because the the number of edges and the mean degree are no longer constant [7].
FIG. 14: Terminal density of state $A$ in simulations of our nonlinear RTN-CVM for $q \in [0, 12]$ with increments of $\Delta q = 0.04$. For each value of $q$, we simulate 20 realizations. In (a), we seed the system with the two-community SBM networks that we described in section III D 1. In (b), we seed the system with the SBM core–periphery networks that we described in Section III D 2.

We plot individual realizations with blue dots and means with $\times$ symbols.

other half of the nodes in state $B$. We plot the terminal state density of $A$ in fig. 13. When $q = 0$, no adoption occurs, so state densities do not change before the network fragments. We find that with edge deletion (i.e., the RTN mechanism), fragmentation of the network into disconnected components can occur for a wide range of $q$ values up to at least $q = 20$. This is a larger range than what we observed for the RTR and RTS schemes for our nonlinear CVM. For the RTR scheme, we did not observation fragmentation for $q > 3$; for the RTS scheme, we did not observe fragmentation for $q > 5.5$.

We conduct simulations using two-community SBM networks (see section III D 1) to seed the system. We plot the terminal density of state $A$ in fig. 14a, and we observe fragmentation between the two communities for $q \in (0, 8.5)$. In contrast to the RTR scheme that we illustrated in fig. 5 and the RTS scheme in fig. 12a, for the nonlinear RTN-CVM, we do not observe any values of $q$ in which almost every node terminates in state $A$ for every realization of a simulation. For $q \approx 9.52$, state $A$ spreads to most nodes in most realizations, with a mean terminal density of approximately 0.75 over the twenty realizations. However, in some realizations for $q \approx 9.52$, almost every node terminates in state $B$. 
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Finally, we simulate our nonlinear RTN-CVM model using SBM core–periphery networks (see section III D 2) to seed the system. In fig. 14b, we observe that the RTN scheme produces terminal behavior that is qualitatively very similar to what we observed with the RTR (see fig. 6) and RTS (see fig. 12b) schemes.

VI. CONCLUSIONS AND DISCUSSION

We explored a novel nonlinear coevolving voter model (CVM) in which nodes take local information into consideration for their update actions, and we examined variants of our model with three different rewiring schemes: rewire-to-same, rewire-to-random, and rewire-to-none (i.e., “unfriending”). In our nonlinear CVM, updates are edge-based and occur asynchronously. An updating node surveys its neighbor and records the fraction $\sigma$ that share its state. With probability $\sigma^q$, for a nonlinearity parameter $q$, the node rewire its discordant connection; otherwise, with complementary probability $1 - \sigma^q$, the node adopts a new state.

We conducted extensive numerical simulations, and we observed that our nonlinear CVM exhibits qualitatively similar characteristics as the linear CVM of [27] with respect to terminal state densities when both models are initialized on ER networks with equal state densities $N_A(0)/N = N_B(0)/N = 1/2$. For example, both types of models possess a regime with rapid fragmentation into communities of different opinion states and a regime in which the system reaches a consensus. However, when we seed our nonlinear CVM with more complicated network structures, such as ones with community structure or core–periphery structure, we observed striking differences between our nonlinear CVM and the aforementioned linear CVM. In these scenarios, when the nodes have distorted views of local densities — such that they believe that they are in the majority or minority when the opposite is true — the value of the nonlinearity parameter $q$ has a major effect on terminal state densities. For certain values of $q$ and initial network topologies, the initially minority state consistently became the consensus in our simulations; for other values of $q$, the initially majority state consistently became the consensus. The impact of initial network topology on terminal state densities distinguishes our nonlinear CVM from the linear CVM of [27]. We also demonstrated that unlike that linear CVM, which is very sensitive to the choice of rewiring mechanism, our nonlinear CVM yields qualitatively similar behavior with both the
RTR and RTS mechanisms.

Our nonlinear CVM also exhibits fascinating manifestations of both majority and minority illusions. For example, we observed that majority illusions can arise as systems evolve, and we also found that illusions resolve in different ways (such as by becoming true or by nodes wising up) for different values of the nonlinearity parameter $q$.

Our investigation of our nonlinear CVM raises several interesting questions. For example, we noted in section IV and section V that the differences in model behavior from rewiring schemes in our nonlinear CVM are far less pronounced than they are in the examined linear CVM, and it is desirable to develop a mechanistic understanding of this contrasting behavior. It will also be interesting to develop precise conditions that determine when majority and minority illusions arise in our nonlinear CVM. Such illusions can either accelerate or stifle the spread of rare states, so it is important to develop an understanding of the mechanisms that lead to these effects. It is also desirable to extend tools for approximating the dynamics of linear CVMs (such as approximate master equations [56] and pair approximations [57]) to nonlinear CVMs.

There are also many fascinating ways to extend our nonlinear CVM. We anticipate that it will be particularly interesting to incorporate ideas from recent efforts that have examined the effects of noise (e.g., random state mutations) [42], hipsters (in the form of nodes that try to be in a minority) [58], and zealots (in the form of nodes who do not change states) [59]. Another worthwhile direction is to study adaptive opinion models with continuous opinions (e.g., using a bounded-confidence mechanism) [53, 60].

Opinions and social networks are coupled to each other intimately in a complex way. Developing and refining models for coevolving opinions and social networks can help improve understanding of not only their relationships with each other but also their impact on political and social polarization, echo chambers, and other social phenomena.
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Appendix A: Mean-Field Approximation for Local Surveys

In section III.C, we explored a mean-field approximation of our nonlinear CVM with a rewire-to-random scheme. This necessitated finding a suitable mean-field analog of the local surveys $\sigma_i$. We considered a state-heterogeneous approximation, in which we separately average over nodes in state $A$ and state $B$. Denoting these approximations as $\sigma_A$ and $\sigma_B$, we found in equation (6) that

$$\sigma_A = \frac{1}{2N_{AB}} \left( N_{AA} - \sum_{i:S[i]=A,k_i\neq0}^\sigma s_i^2 \right) \quad (A1)$$

and

$$\sigma_B = \frac{1}{2N_{AB}} \left( N_{BB} - \sum_{i:S[i]=B,k_i\neq0}^\sigma s_i^2 \right) \quad (A2)$$

Equivalently, we can write

$$\sigma_A = \sum_{i:S[i]=A,s_i\neq0} \frac{s_i \bar{s}_i}{(s_i + \bar{s}_i) \sum_{j:S[j]=A} \bar{s}_j} \quad (A3)$$

and

$$\sigma_B = \sum_{i:S[i]=B,s_i\neq0} \frac{s_i \bar{s}_i}{(s_i + \bar{s}_i) \sum_{j:S[j]=B} \bar{s}_j} \quad (A4)$$

We seek to compute $\mathbb{E}[\sigma_A(0)]$ for systems that we seed with two-community SBM networks. (If we take all edge probabilities to be equal, we then obtain ER networks.) We calculate

$$\mathbb{E}[\sigma_A(0)] = \mathbb{E} \left[ \sum_{i:S[i]=A,s_i\neq0} \frac{s_i \bar{s}_i}{(s_i + \bar{s}_i) \sum_{j:S[j]=A} \bar{s}_j} \right]$$

$$= \sum_{i:S[i]=A,s_i\neq0} \mathbb{E} \left[ \frac{s_i \bar{s}_i}{(s_i + \bar{s}_i) \sum_{j:S[j]=A} \bar{s}_j} \right] \quad (A5)$$

$$\approx (N_A(0)(1 - \exp(P_{AB}N_B(0)))) \mathbb{E} \left[ \frac{s_i \bar{s}_i}{(s_i + \bar{s}_i) \sum_{j:S[j]=A} \bar{s}_j} | \bar{s}_i > 0 \right]$$

$$= (N_A(0)(1 - \exp(P_{AB}N_B(0)))) \mathbb{E} \left[ \frac{s_i \bar{s}_i}{(s_i + \bar{s}_i) \left( \bar{s}_i + \sum_{j:S[j]=A,j\neq i} \bar{s}_j \right)} | \bar{s}_i > 0 \right].$$
The quantity $s_i$ is the random number of neighbors of node $i$ that have the same opinion as $i$; it is distributed binomially with parameters $n = N_A(0) - 1$ and $p = P_{AA}$. The quantity $\bar{s}_i$ is the random number of neighbors of node $i$ that have a different opinion from $i$; it is distributed binomially with parameters $n = N_B(0)$ and $p = P_{AB}$. There are $N_A(0)$ nodes in state $A$; with probability $(1 - (1 - P_{AB})^{N_B(0)})$, each such node has at least one discordant edge. In the limit $N \to \infty$, there are $(N_A(0)(1 - \exp(P_{AB}N_B(0))))$ nodes in state $A$ with at least one discordant neighbor. We use this expression as a large-$N$ approximation in the third line of Eq. A5; in this line, we replace summing over nodes that are in state $A$ and are incident to at least one discordant edge by multiplying by the expected number of such nodes.

Edges in our SBM networks are independent of each other, so $s_i$, $\bar{s}_i$, and $\bar{s}_j$ are all independent random variables. For convenience, we define the notation $z := \sum_{j, S[j] = A, j \neq i} \bar{s}_j$.

The sum of independent and identically distributed binomial random variables is another binomial random variable, so $z$ is distributed binomially with parameter values $n = (N_A(0) - 1)N_B(0)$ and $p = P_{AB}$. Using the law of the unconscious statistician, we obtain

$$E\left[\frac{s_i \bar{s}_i}{(s_i + \bar{s}_i)(\bar{s}_i + z)} | \bar{s}_i > 0\right] = \frac{\sum t_i \bar{t}_i}{(t_i + \bar{t}_i)(t_i + \bar{t}_i + z)} \frac{P(s_i = t_i)P(\bar{s}_i = \bar{t}_i)P(z = t)}{1 - P(\bar{s}_i = 0)}.$$  \hfill (A6)

With equation [A6], we can numerically approximate $\mathbb{E}[\sigma_A(0)]$ for both ER and two-community SBM networks.

**Appendix B: Algorithms for Nonlinear Coevolving Voter Models**

1. **Rewire-To-Same Model**

In Algorithm 2, we present the precise rules for our nonlinear CVM with a rewire-to-same scheme (i.e., for the nonlinear RTS-CVM). Specifically, we use an RTS scheme that stipulates that there is no replacement edge when a primary node attempts to rewire, but is unable to do so (see section IV). We use the notation $V_X$ to denote the set of nodes that are in state $X$.  
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Algorithm 2 Nonlinear Rewire-to-Same Coevolving Voter Model

1: procedure FittingInVM($V, E, S, q$) \Comment{Seed network and opinion states}
2: \hspace{1em} $E_D \leftarrow \text{Discordant}(V, E, S)$; $t \leftarrow 0$; \Comment{Record($V, E, S, t$)}
3: \hspace{1em} $V_A \leftarrow \text{GetNodesByState}(V, S, A)$; $V_B \leftarrow \text{GetNodesByState}(V, S, B)$
4: \hspace{1em} while $E_D \neq \emptyset$ do \Comment{While there are discordant neighbors}
5: \hspace{2em} $(i, j) \leftarrow \text{RandomChoice}(E_D)$
6: \hspace{2em} $\text{PrimaryNode}, \text{SecondaryNode} \leftarrow \text{RandomPermutation}(i, j)$
7: \hspace{2em} $\sigma \leftarrow \text{LocalVote}(\text{PrimaryNode}, V, E, S)$
8: \hspace{2em} $u \leftarrow \text{Uniform}(0, 1)$
9: \hspace{2em} $\text{PotentialNewNeighbors} \leftarrow V_{S[\text{PrimaryNode}]} \setminus \Gamma(\text{PrimaryNode}, E)$
10: \hspace{2em} if $u \leq \sigma^q$ then \Comment{Rewire}
11: \hspace{3em} $E\text{.remove}(\text{PrimaryNode}, \text{SecondaryNode})$
12: \hspace{3em} if $\text{PotentialNewNeighbors} \neq \emptyset$ then
13: \hspace{4em} $\text{NewNeighbor} \leftarrow \text{RandomChoice}(\text{PotentialNewNeighbors})$
14: \hspace{3em} $E\text{.add}(\text{PrimaryNode}, \text{NewNeighbor})$
15: \hspace{3em} else \Comment{Adopt}
16: \hspace{4em} $S[\text{PrimaryNode}] \leftarrow S[\text{SecondaryNode}]$
17: \hspace{2em} $V_A \leftarrow \text{GetNodesByState}(V, S, A)$; $V_B \leftarrow \text{GetNodesByState}(V, S, B)$
18: \hspace{1em} $E_D \leftarrow \text{Discordant}(V, E, S)$; $t \leftarrow t + 1$; \Comment{Record($V, E, S, t$)}

2. Rewire-To-None Model

In Algorithm 3, we present the precise rules for our nonlinear CVM with a rewire-to-none (i.e., edge-deletion) scheme. We use the acronym RTN-CVM for this model.
Algorithm 3 Nonlinear Rewire-to-None Coevolving Voter Model

1: procedure FittingInVM(V,E,S,q) \Comment{Seed network and opinion states}
2: \hspace{1em} \( E_D \leftarrow \text{Discordant}(V,E,S) \); \hspace{1em} \( t \leftarrow 0 \); \hspace{1em} Record(V,E,S,t)
3: \hspace{1em} while \( E_D \neq \emptyset \) do \Comment{While there are discordant neighbors}
4: \hspace{2em} \( (i,j) \leftarrow \text{RandomChoice}(E_D) \)
5: \hspace{2em} \( \text{PrimaryNode, SecondaryNode} \leftarrow \text{RandomPermutation}(i,j) \)
6: \hspace{2em} \( \sigma \leftarrow \text{LocalVote(PrimaryNode,V,E,S)} \)
7: \hspace{2em} \( u \leftarrow \text{Uniform}(0,1) \)
8: \hspace{2em} if \( u \leq \sigma^q \) then \Comment{"Rewire"}
9: \hspace{3em} \( E \text{. remove}(\text{PrimaryNode, SecondaryNode}) \)
10: \hspace{2em} else \Comment{Adopt}
11: \hspace{3em} \( S[\text{PrimaryNode}] \leftarrow S[\text{SecondaryNode}] \)
12: \hspace{1em} \( E_D \leftarrow \text{Discordant}(V,E,S) \); \hspace{1em} \( t \leftarrow t + 1 \); \hspace{1em} Record(V,E,S,t)

Appendix C: Linear Coevolving Voter Models

1. Simulations of a linear RTR-CVM

We compare the simulation results for our nonlinear CVM with a rewire-to-random scheme to the linear rewire-to-random CVM that was studied in [27]. We seed the system in the using ER \( G(N,p) \) networks with \( N = 20,000 \) nodes and a connection probability of \( p = \frac{4}{N-1} \). In fig. C.1a we initialize half of the nodes in state \( A \) and the other half in state \( B \); and in fig. C.1b we initialize \( \frac{1}{4} \) of the nodes in state \( A \) and the other \( \frac{3}{4} \) of nodes in state \( B \). In fig. C.1 we plot the terminal density of state \( A \) for 20 realizations of the simulations for each value of \( q \). In this figure, we also show the means of terminal densities for each \( q \).

In fig. C.1a when \( 1 - \alpha \lesssim 0.25 \), rewiring actions dominate; the fraction of nodes that terminate in state \( A \) is approximately constant, with a value of 0.5. For progressively larger values of \( 1 - \alpha \) (i.e., as we consider a progressively smaller rewiring rate \( \alpha \) and hence a progressively larger adoption rate), rewiring and adoption actions begin competing and the plot appears to branch, with one branch decreasing to 0 and the other increasing to 1 as \( 1 - \alpha \to 1 \). This illustrates that, by the time the system terminates, there are larger changes
FIG. C.1: Terminal density of state $A$ in simulations for the linear RTR-CVM from [27] for $\alpha \in [0,1]$ with a step size of $\Delta \alpha = 0.01$. For each value of $\alpha$, we simulate 20 realizations. We seed each realization with a different ER network with $N = 20,000$ nodes and a connection probability of $p = \frac{4}{N-1}$. In (a), we initialize half of the nodes in state $A$ and half of the nodes in state $B$. In (b), we initialize $1/4$ of the nodes in state $A$ and $3/4$ of the nodes in state $B$. Each blue point indicates a value of $N_A(t)/N$ at the termination of a simulation. For each $\alpha$, each $\times$ symbol is the terminal mean of $N_A(t)/N$ over the 20 realizations. Note that the horizontal axis is $(1 - \alpha)$.

to the state densities of the system for progressively larger $1 - \alpha$. Because the system begins with $N_A(0)/N = N_B(0)/N = 1/2$, terminating along either branch (i.e., whether there is a positive or negative change for $N_A(t)/N$ or $N_B(t)/N$) is equiprobable, as indicated by the values of the means of the terminal state-$A$ densities.

When $1 - \alpha = 1$, no rewiring occurs, so isolated nodes do not change their opinion state. In our simulations in fig. C.1a, the seed ER networks have an expected mean degree of 4. In our realizations, the seed networks have a largest connected component (LCC) that consists of approximately 98.2% of the nodes on average, and most of the remaining approximately 1.8% of the nodes have degree 0. When the system terminates and the nodes in the LCC settle in either state $A$ or state $B$, approximately 0.9% of nodes are in the other opinion state, because we initialize half of the nodes in each state and those nodes never update their states.

In fig. C.1b, we observe behavior that is qualitatively similar to that in fig. C.1a. For
$1 - \alpha \lesssim 0.35$, rewiring actions dominate; the fraction of nodes that terminate in state $A$ is approximately constant, with a value of $0.25$. For progressively larger values of $1 - \alpha$, rewiring and adoption actions begin competing and the plot appears to branch, with one branch decreasing to 0 (indicating a negative change to $N_A(t)/N$) and the other increasing to 1 (indicating a positive change to $N_A(t)/N$) as $1 - \alpha \to 1$. Unlike in fig. C.1a, we begin with $N_A(0)/N = 1/4$, so we expect only $1/4$ of the realizations to terminate along the upper branch (i.e., with a positive change to $N_A(t)/N$), which is what we observe by examining the means of the terminal state-$A$ densities.

We also consider a linear RTR-CVM in which we seed the system with two-community structure using SBMs. We use the same parameter values as in section III D 1 so $N_A(0)/N = 1/4$ of the nodes are in state $A$. In fig. C.2a we plot the terminal density of state $A$ from our simulations. The plot has roughly the same shape as when we seeded the linear CVM with an ER network (see fig. C.1b). When $1 - \alpha \lesssim 0.2$, rewiring actions dominate; the terminal minority-state densities are constant, with a value of $0.25$. Adoption actions compete with rewiring actions when $1 - \alpha \gtrsim 0.2$, and the plot appears to branch, with one branch decreasing to 0 and the other increasing to 1 as $1 - \alpha \to 1$. This illustrates that, by the time the system terminates, there are progressively larger changes to the state densities of the system for progressively larger values of $1 - \alpha$. Because the system begins with $N_A(0)/N = 1/4$, terminating along the upper branch (i.e., there is a positive change for $N_A(t)/N$) occurs in approximately $1/4$ of the realizations, as indicated by the values of the means of the terminal state-$A$ densities.

Finally, in fig. C.2b, we plot simulations of the linear RTR-CVM in which we seed the system with core–periphery structure. We use the same parameter values as in section III D 2. The plot’s similarity to fig. C.2a illustrates an insensitivity of this linear RTR-CVM to some types of initial network structure. With the parameter values of our seed core–periphery networks, approximately 10% of the nodes begin in state $B$ and are isolated. When $1 - \alpha = 1$, there is no rewiring, so these nodes remain isolated and thus do not change state. This explains why in the realizations that state $A$ spreads to almost every node, it only reaches approximately 90% of nodes in the system.

There are values of $\alpha$ in fig. C.1b and fig. C.2 for which none of our realizations terminate with almost all nodes in state $A$. The probability that a realization terminates along the top branch (signifying a net positive change in the density of state $A$) is $N_A(0)/N = 1/4$, 41
FIG. C.2: Terminal density of state $A$ in simulations of the linear RTR-CVM from [27] for $\alpha \in [0,1]$ with a step size of $\Delta \alpha = 0.01$. For each value of $\alpha$, we simulate 20 realizations. In (a), we seed each realization with a different two-community SBM network (as described in section III D 1). In (b), we seed each realization with a different core–periphery structure using SBM networks (as described in section III D 1). We plot individual realizations with blue dots and means with $\times$ symbols.

so we expect on rare occasions (specifically, with probability $(3/4)^{20} \approx 0.0032$) that all 20 realizations for a particular value of $\alpha$ terminate along the bottom branch (i.e., with a net negative change in the density of state $A$).

2. Simulations of a linear RTS-CVM

We compare the results of simulations of our nonlinear RTS-CVM to simulations of the linear RTS-CVM from [27]. In fig. C.3, we observe what appears to be a discontinuous phase transition for a critical value of $\alpha$. For $1 - \alpha \gtrapprox 0.57$, rewiring dominates, and state densities do not change significantly. However, when $1 - \alpha \gtrapprox 0.57$, almost every node terminates in the same state. The system begins with $N_A(0)/N = N_B(0)/N = 1/2$, so it is equally probable for almost every node to terminate in state $A$ or almost every node to terminate in state $B$. As we noted in Appendix C 1 when $1 - \alpha = 1$, there are no rewiring actions, so isolated nodes do not change their opinion state.

In fig. C.4 we plot the terminal state-$A$ densities from simulations of the linear RTS-
Terminal Density of State A

FIG. C.3: Terminal density of state A in simulations of the linear RTS-CVM from [27] for \( \alpha \in [0, 1] \) with a step size of \( \Delta \alpha = 0.01 \). For each value of \( \alpha \), we simulate 20 realizations. We seed each realization with a different ER network with \( N = 20,000 \) nodes, a connection probability of \( p = \frac{4}{N-1} \), half of the nodes in state A, and half of the nodes in state B. We plot individual realizations with blue dots and means with \( \times \) symbols.

CVM from [27] on networks that we seed with two-community structure (see section III D 1) and on networks that we seed with core–periphery structure (see section III D 1). In both cases, we observe qualitatively similar results as in fig. C.3, which again suggests that this linear CVM is less sensitive than our nonlinear CVM to some initial network structures. It also suggests that this linear CVM is more sensitive than our nonlinear CVM to the choice of rewiring mechanism.

3. Linear Rewire-to-None Coevolving Voter Model

We briefly discuss some results from our simulations of linear CVMs with edge deletion (i.e., a rewire-to-none scheme). As in the linear RTR-CVM (see Appendix C 1), this rule involves picking a discordant edge uniformly at random from the set of discordant edges, choosing one of the nodes to be the primary node uniformly at random, and then either deleting the discordant edge with probability \( \alpha \) or having the primary node change states...
FIG. C.4: Terminal density of state $A$ in simulations of the linear RTS-CVM from \cite{27} for $\alpha \in [0,1]$ with a step size of $\Delta \alpha = 0.01$. For each value of $\alpha$, we simulate 20 realizations. In (a), we seed each realization with a different two-community SBM network (as described in section III D 1). In (b), we seed each realization with a different core–periphery structure using SBM networks (as described in section III D 1). We plot individual realizations with blue dots and means with $\times$ symbols.

with probability $1 - \alpha$. As in the RTS scheme (see section IV), $|E(t)|$ is not conserved. However, in the linear RTN-CVM, edge deletions occur at a fixed rate $\alpha$, so the expected number of edges is $\mathbb{E}[|E(t)|] = |E(0)| - \alpha t$, which is valid until the system terminates, after which the number of edges is constant.

In fig. C.5, we plot the terminal minority-state density of our simulations. We initialize the system with an ER $G(N,p)$ network with $N = 20,000$ nodes and a connection probability of $p = \frac{4}{N-1}$. Initially, there are approximately 20,000 discordant edges. We compute an estimate for the terminal minority-state density in terms of $\alpha$ by assuming that the adoption mechanism does not significantly increase or decrease the number $N_{AB}(t)$ of discordant edges. Because we delete discordant edges at a constant rate $\alpha$, we expect the system to terminate in approximately $\frac{E_D(0)}{\alpha}$ elementary time steps. During this time, the expected number of adoption actions is $\frac{(1-\alpha)E_D(0)}{\alpha}$. Each adoption action increases the number $N_A(t)$ of nodes in state $A$ by 1 with probability $1/2$ and decreases it by 1 with probability $1/2$. We can thus think of $N_A(t)$ as a simple, symmetric random walk during the steps when adoption occurs.
FIG. C.5: Terminal minority-state density in simulations of a linear CVM with edge deletion (i.e., using a rewire-to-none scheme) for $\alpha \in [0, 1]$ with a step size of $\Delta \alpha = 0.01$. For each value of $\alpha$, we simulate 20 realizations. We seed each realization with a different ER network with $N = 20,000$ nodes and a connection probability of $p = \frac{4}{N-1}$. Half of the nodes start in state $A$, and the other half start in state $B$. Each green point is the mean over 20 realizations for a given value of $\alpha$. The magenta curve is our estimated terminal minority-state density from equation (C1).

For a simple, symmetric random walk that starts at the origin, the expected distance of the walker to the origin after $n$ steps is $\sqrt{\frac{2n}{\pi}}$ [36]. Therefore, after $\frac{1}{\alpha}E_D(0)$ steps, we expect that $N_A(t)$ has either increased or decreased by $\frac{1}{N} \sqrt{\frac{2(1-\alpha)E_D(0)}{\pi \alpha}}$.

In fig. C.5, we include a plot of our estimate

$$\frac{1}{2} - \frac{1}{N} \sqrt{\frac{2(1-\alpha)E_D(0)}{\pi \alpha}}$$

(C1)

for the terminal minority-state density, where the $1/2$ term comes from the initial densities of $1/2$ and we subtract from this value because we are studying the minority-state density. The plot illustrates that our estimate captures the behavior of the linear RTN-CVM accurately, with a coefficient of determination of $R^2 \approx 0.959$. 
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Appendix D: Simulations of our Nonlinear Coevolving Voter Model for Large Values of $q$

![Graph showing terminal density of state A](image)

**FIG. D.1:** Terminal density of state A in simulations of our nonlinear RTR-CVM (see Algorithm 1) for $q \in [0, 100]$ with a step size of $\Delta q = 2$. For each value of $q$, we simulate 20 realizations. We seed each realization with a different SBM network with core–periphery structure (see Section III D 2), but now there are $N = 20,000$ nodes. We plot individual realizations with blue dots and means with × symbols.

In our simulations of nonlinear CVMs on SBM networks with two-community structure and core–periphery structure, we observed regimes of $q$ values in which almost every node terminates in state $B$, which initially has density $3/4$, for all 20 realizations. See fig. 5 and fig. 6 for two examples. This regime extends past $q = 12$, but we know that as $q \to \infty$, we must recover a voter model that does not coevolve with network structure. In this appendix, we repeat one of our simulations for large values of $q$ to improve our understanding of this behavior.

We repeat our experiment from section III D 2 of our nonlinear RTR-CVM seeded with core–periphery structure, but now we consider $q \in [0, 100]$ and take our network to have $N = 20,000$ nodes. In fig. D.1, we plot the terminal density of state A. In this case, we see that when $q \gtrsim 38$, the adoption mechanism begins to dominate and state A becomes
competitive with state \( B \), spreading to almost every node in some trials. For sufficiently large values of \( q \), adoption actions should completely dominate and the system should behave like a voter model that does not coevolve with network structure; in such a scenario, almost every node terminates in the same state. Specifically, we expect that almost every node terminates in state \( A \) in \( N_A(0)/N = 1/4 \) of the realizations; we observe this scenario for \( q \gtrsim 80 \).

As we noted for fig. C.2b, due to our initial networks, approximately 10\% of the nodes start in state \( B \) and are isolated. Therefore, in the regimes that are dominated by adoption actions, the system terminates with these nodes still in state \( B \), even when state \( A \) has spread to almost every node in the LCC.
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