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Abstract

As increasingly popular metrics of worker and institutional quality, estimated value-added (VA) measures are now widely used as dependent or explanatory variables in regressions. For example, VA is used as an explanatory variable when examining the relationship between teacher VA and students’ long-run outcomes. Due to the multi-step nature of VA estimation, the standard errors (SEs) researchers routinely use when including VA measures in OLS regressions are incorrect. In this paper, I show that the assumptions underpinning VA models naturally lead to a generalized method of moments (GMM) framework. Using this insight, I construct correct SEs’ for regressions that use VA as an explanatory variable and for regressions where VA is the outcome. In addition, I identify the causes of incorrect SEs when using OLS, discuss the need to adjust SEs under different sets of assumptions, and propose a more efficient estimator for using VA as an explanatory variable. Finally, I illustrate my results using data from North Carolina, and show that correcting SEs results in an increase that is larger than the impact of clustering SEs.
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1 Introduction

Assessing the quality of workers and institutions and the impact of this quality on various outcomes is a common topic in economics. For instance, it is common to assess the impact of teachers’ value added (VA) on long-run student outcomes, often by regressing those outcomes on the estimated VA measures (Chetty et al., 2014b; Jackson, 2018; Canaan et al., 2021). Furthermore, some studies ask whether observable characteristics of teachers can predict VA and regress VA measures on those characteristics. In this paper, I start by showing that when VA is the outcome or the explanatory variable in a regression, the regression’s robust standard errors researchers routinely use to draw inference are invalid. I then construct consistent standard errors for the estimators used in such studies. Finally, for models using VA as an explanatory variable I propose a more efficient estimator, construct optimal instruments under certain assumptions, and discuss a specification test.

For ease of exposition, I present my results in the context of teacher test-score value added, estimated using leave-year out measures. However, the results can be extended to different VA measures, and to different methods of estimating VA. While I consider the case of linear regressions, the framework discussed in this paper can also be extended to non-linear models.

The main insight underlying the results in this paper is that the assumptions underpinning VA models naturally lead to a generalized method of moments (GMM) framework. After demonstrating this, I show how one can use that framework for estimation and inference in models that employ VA measures in regressions. Specifically, in models using VA measures as explanatory variables, I show that the estimation of the VA measures, and correlations between the observable characteristics used to construct them and true teacher quality, lead to incorrect inference due to inconsistent standard error estimators. I then propose corrected standard errors from a GMM framework, and discuss other possible solutions under stronger assumptions.

Next I show that models using VA measures as explanatory variables are often overidentified systems of moment conditions resembling instrumental variables systems, and use that fact to propose a more efficient estimator of the impact of having a high test-score VA teacher on long-run outcomes. Finally, I also provide corrected standard errors for models using VA measures as a dependent variable.

My main theoretical findings are as follows. First, I describe the current practices used to estimate the impact of teacher test-score VA on student earnings. This is typically done using a multi-step procedure where the effect of observable characteristics is removed from test-scores and earnings, the best linear predictor of current year VA is constructed using the measures from other years, and residualized earnings are regressed on the best linear predictor. I set up the treatment effect model underlying those practices, and show how the assumptions for the
residuals of that model imply the higher level assumptions typically made in the literature, and lead to identification through a system of moment equations. Specifically, I show that these models rest on three important assumptions for the residuals of the treatment effect model. Teachers’ VA has to be mean independent the unobserved determinants of students’ test scores and earnings, and the average unobserved determinants of test-scores and earnings of students matched to a given teacher have to be uncorrelated across years. These assumptions imply the forecast unbiasedness assumption used to justify the use of VA measures as explanatory variables.

Second, I show that the aforementioned assumptions lead to the identification of the parameters of interest using a system that contains four sets of moment equations that map to the steps researchers routinely use to estimate VA’s effect on long-run outcomes: a first set of moments to remove the effect of covariates from the test-scores, a second set of moments used to construct the best linear predictor of current year VA using the measures from other years, an optional third set of moments to remove the effect of covariates from the outcome, and a fourth set to get the impact of VA on the residualized outcome.

Third, I use the fact that the asymptotic results for GMM estimators in this context naturally capture the aforementioned multi-step procedure to derive the asymptotic distribution of the estimator of the impact of true teacher VA on earnings used in the literature. I show that while an OLS regression will yield a consistent estimate of the coefficient, the associated standard error estimators will be inconsistent. Indeed, these standard error estimators take into account neither the correlations between the observable characteristics of students and true teacher VA, nor the construction of the best linear predictor. Given that most VA papers rely on a base assumption of selection on observables, the aforementioned correlations are likely to be strong, and thus accounting for them and the estimation of the best linear predictor is important.

Fourth, I show that if a researcher is interested in constructing confidence intervals using the OLS coefficients and doesn’t wish to estimate a system by GMM, then corrected standard errors obtained from the GMM formula need to be calculated using the estimated parameters. I also show that in settings with random assignment of students to teachers, correct standard errors can be obtained by a 2SLS regression of earnings on current year VA while instrumenting the current year’s VA by other year’s VAs.

Fifth, I demonstrate that simply regressing the outcome on the best linear predictor of VA fails to take advantage of overidentification. I show that the previous system of moments is nested in a more general and overidentified system. Indeed, under the same assumptions required to use

---

1 Whether the outcome needs to be residualized or not depends on the context of each specific application. In some VA studies, the outcome is residualized, but in other studies it is not.

2 Another possibility is bootstrapping the estimation of the system. In practice this can be done without using GMM by bootstrapping the entire analysis starting with the estimation of value added.
the best linear predictor of current year VA as an explanatory variable, we have that the VA measures in years \( s \neq t \) are valid instruments for year \( t \)'s VA. Then when we have more than two years of data, we have more than one valid instrument for the endogenous year \( t \) measure. I use this to show that one can then obtain a more precise estimator of the effect of VA on earnings using an optimal weighting matrix. Furthermore, in a constant effect framework, one can test the validity of the model using an overidentification test.

Sixth, I consider the construction of optimal instruments under the stronger assumption of random assignment of students to teachers, when researchers also choose to include covariates in their analysis. I find that if one is willing to assume that the conditional mean of the current year’s VA given other years’ VA is linear and errors are homoskedastic, a 3SLS estimator using the best linear predictor can be optimal.

Finally, I focus on cases where VA is used as a dependent variable. I derive corrected standard errors for coefficients from such regressions using a GMM framework and provide a testable condition under which using OLS with unadjusted standard errors can also lead to valid inference.

The preceding theoretical results are confirmed by simulations and an application. The simulations focus on the importance of adjusting standard errors when estimating an OLS regression using VA measures as explanatory variables. Indeed, even in a simple model with constant true value added over time, 95% confidence intervals constructed using OLS coefficients and standard errors only adjusted for clustering have a coverage rate of 72.4%. On the other hand, using the multi-step OLS estimator with the proposed corrected standard errors from GMM yields correct inference with a coverage rate of 94.2%. Furthermore, the proposed optimal GMM estimator has a variance that is 1.3% lower than the multi-step OLS estimator.

My application uses data on third graders in North Carolina public schools. I document the presence of correlations between the variables used to predict VA and true teacher VA. I find an effect of sorting on lagged test scores at the student level that is similar in magnitude to Chetty et al. (2014a), but I also find that these correlations are much stronger for the classroom and school-year level lagged test scores used as controls to estimate VA. Indeed, sorting on lagged test scores at the classroom and school-year level is respectively five and three times larger than at the individual level. I then illustrate my theoretical findings by showing the impact that this sorting has on the standard errors of coefficients in regressions using value added. The GMM standard errors I propose are between 37 and 70% larger than the standard errors currently used in the literature. Notably, in this application, the increase in standard errors resulting from my adjustment is larger on average than the impact of clustering standard errors.

This paper contributes to various literatures. First, for applied researchers, this paper provides Rothstein (2017) also finds significant sorting at the school level.
a simple-to-implement framework to correctly and efficiently draw inference when using VA measures in regressions. Papers using value added as an explanatory variable are quite common in the economics of education literature, with notable examples being Chetty et al. (2014b) and Jackson (2018) which use VA to highlight the importance of school teachers in improving students’ adult outcomes. Rose et al. (2019) use VA to study the link between teacher quality and future student criminal behavior. Canaan et al. (2021) use VA to show that advisors who raise short-run student achievement, such as GPA, improve subsequent long-run outcomes such as graduation. Mulhern (2019) uses VA to show that good high-school counselors tend to improve all measures of educational attainment for students. Liu and Loeb (2021) use VA to explore the link between a teacher’s impact on student’s attendance and their long-run outcomes. Opper (2019) uses VA as an explanatory variable when testing for spillover effects to determine whether the impact of teachers extends beyond the students in their classrooms.

This paper contributes to the applied literature by providing a theoretical framework that underpins the methods used in the literature while providing guidelines for the need to correct standard errors when using VA in regressions. Indeed, this paper identifies the correlations between the student characteristics and true teacher quality as one of the main causes of incorrect inference, and the construction of the best linear predictor as another. While most applied researchers are aware of the importance of properly accounting for these factors in order to obtain unbiased estimates of teacher VA, this paper documents the presence of these correlations in practice and stresses the importance of accounting for them when conducting inference as well.

Second, this paper is also related to the methodological literature on VA. This literature has mostly focused on different ways to estimate and shrink VA measures. For example Angrist et al. (2017) show how researchers can leverage lotteries to create better VA estimates by combining non-experimental and quasi-experimental methods to obtain VA estimates with lower MSE, while Gilraine et al. (2020) propose a non-parametric method to shrink VA estimates. Finally, Opper (2019) develops a method of moments estimator to construct VA measures that account for spillovers. This paper fills a different gap in the literature by providing a flexible framework for estimation and correct inference when using VA measures in regressions, as well as providing a guide for efficient estimation when using value-added measures as explanatory variables.

Third, the study of the properties of estimators in this paper is also related to the work of Pagan (1986) who provides a unified framework for the properties of two-step estimators with a focus on the possibility of invalid inference, and the work of Newey (1984) and Newey and McFadden (1994) which shows that the properties of multi-step estimators can be obtained by framing the estimators as method of moment estimators. This paper uses the results of the latter to derive its findings.

Finally, the conceptual link between VA models and GMM outlined in this paper, and the associated causes of incorrect inference and their solutions, can be extended to different settings.
using estimated measures of quality in regressions. Indeed, models resembling the VA framework described in this paper are commonly used in economics. Examples include studies of the effectiveness of healthcare providers (Currie and Zhang, 2021), the effectiveness of bosses (Lazear et al., 2015; Bertrand and Schoar, 2003), and the impact of individuals working as part of a team (Arcidiacono et al., 2017). While the standard error estimators derived in this paper might not directly apply in those settings because the procedures used to estimate VA measures can sometimes depart from the ones described here, researchers could draw correct inference in such cases by following the general approach outlined in this paper and jointly modeling the estimation of the VA measures and subsequent regression analysis together in a GMM framework.

The rest of this paper is organized as follows. Section 2 presents the results for using VA as an explanatory variable. Section 3 presents the results for using VA as a dependent variable. Section 4 presents the simulation results. Section 5 goes over an empirical example and section 6 concludes.

2 Using Value Added as an Explanatory Variable

Researchers are often interested in the effect of teachers on the long-run outcomes of students. For example, how does the quality of a teacher affect the adult earnings of their students? To estimate this effect, one constructs a value-added measure of teacher quality and collects the outcomes of students that were matched with each teacher.

2.1 Setup

To begin, we must define the value added of a teacher. The common definition is the improvement in a student’s test score attributable to the teacher. Let $R_{it}$ be the test score for student $i$ in year $t$. Then the potential test score, if the student were matched to a teacher who has value added $\mu$ is

$$R_{it}^{pot}(\mu) = \mu + R_{it}^{pot}(0)$$

where the test score is normalized to have a mean of 0 and a variance of 1. Because the test score is normalized, the value-added measure is also normalized to have a mean of 0. The part of the test score that is not attributable to the teacher’s value added is

$$R_{it}^{pot}(0) = X_{it}'\beta_0 + \epsilon_{it},$$

where $X_{it}$ captures the observed characteristics of the student and $\epsilon_{it}$ captures the unobserved characteristics of the student that determine test scores.
The value added of a teacher, while defined in terms of a short-run outcome, may also affect long-run outcomes, such as adult earnings. Let \( Y_i \) be the adult earnings for student \( i \). Consider a model in which the value added of a teacher has a linear effect on earnings that is constant for all students (I relax the constant effect assumption in Appendix C). In this setting, the potential outcome function for the adult earnings of student \( i \) is given by

\[
Y_i^{pot}(\mu) = \kappa_0 \mu + Y_i^{pot}(0)
\]

and the potential outcome for an average quality teacher is

\[
Y_i^{pot}(0) = X_{it}' \beta_0^Y + \eta_{it}
\]

The student-level characteristics that determine this relation are measured at the time of exposure to the teacher: \( X_{it} \) captures the observed characteristics of the student and \( \eta_{it} \) captures the unobserved characteristics of the student and teacher.

To implement this framework, I allow for the possibility that the value added of a teacher varies over time, which for teacher \( j \) is denoted \( \mu_{jt} \). It follows from the potential outcome framework that the observed earnings for student \( i \) who was matched to teacher \( j \) in year \( t \) are equal to:

\[
Y_{it}^{obs} = X_{it}' \beta_0^Y + \kappa_0 \mu_{jt} + \eta_{it}.
\]

The coefficient \( \kappa_0 \) measures the effect a teacher has on future earnings that arises from the teacher’s contribution to the student’s test scores. However, it is important to note that the effect captured in \( \kappa_0 \) might not be due solely to the direct effect on student test scores. There may be an indirect effect that can arise, for example, when a high value-added teacher in year \( t \) leads parents to select better teachers in years after \( t \), which also positively affects earnings.

I now describe a four step procedure in terms of population quantities used to identify \( \kappa_0 \) which I formalize in a system of moment conditions in the next section. Each step will be followed by a brief description of how it is implemented in practice. Before doing so, I introduce some helpful notation. There are \( J \) teachers and each teacher is observed for \( T \) years. A balanced panel across teachers and years simplifies the presentation, but is not required for the results. Each teacher has class size \( n_j \), which is assumed to be constant over time.

In step one, we remove the effect of covariates from both test-scores and earnings. To do so, we begin with observed student test scores

\[
R_{it}^{obs} = X_{it}' \beta_0^Y + \mu_{jt} + \epsilon_{it}
\]

and remove the effect of student characteristics yielding

---

\(^4\)For further discussion about interpreting \( \kappa_0 \) when modeling earnings in a linear setting see Chetty et al. (2014b)
As we will see later, (3) leads to a set of $K$ moment conditions, where $K$ is the dimension of $\beta_0$. In practice $\hat{\beta}_0$ is estimated using within teacher variation by running a regression of observed test-scores $R_{it}^{\text{obs}}$ on the covariates $X_{it}$ and teacher fixed effects, one then obtains an estimate $\hat{R}_{it} = R_{it}^{\text{obs}} - X_{it}'\hat{\beta}_0$. The teacher fixed effect is included to correct for possible sorting on observable characteristics. If students with highly educated parents select the most gifted teacher, then estimates of the student characteristics would be biased by the omitted teacher effect. To remove this bias, we include teacher fixed-effects. Importantly, the teacher fixed effect is only used to estimate $\beta_0$, it is not used to construct $\hat{R}_{it}$. Note that if we removed the teacher fixed effect from $\hat{R}_{it}$, we would effectively remove the teacher’s value added.

Next we remove the effect of the same set of covariates from earnings. We have:

$$Y_{it} = Y_{i}^{\text{obs}} - X_{it}'\hat{\beta}_0^Y$$

such that $Y_{it}$ is the earnings residual of student $i$, matched to teacher $j$ in year $t$. This step will lead to another additional $K$ moment conditions, where $K$ is the dimension of $\beta_0^Y$. In practice $\hat{\beta}_0^Y$ is estimated using within teacher variation by running a regression of observed earnings $Y_{i}^{\text{obs}}$ on the covariates $X_{it}$ and teacher fixed effects, one then obtains an estimate $\hat{Y}_{it} = Y_{i}^{\text{obs}} - X_{it}'\hat{\beta}_0^Y$. As before the teacher fixed effect is included to correct for possible sorting on observable characteristics when estimating $\beta_0^Y$, it is not used to construct $\hat{Y}_{it}$.

In step two, we construct a preliminary measure of value added. Averaging $R_{it}$ over all students in a class would yield the preliminary measure of value added

$$\overline{R}_{jt} = \frac{1}{n_j} \sum_{i=1}^{n_j} R_{it} = \mu_{jt} + \epsilon_{jt},$$

with the idea that, on average, the $\epsilon_{jt}$ are close to 0. This measure we construct contains both the value-added measure, $\mu_{jt}$, and the effect of unobserved student characteristics, $\epsilon_{jt}$.

Given that to estimate the effect of teacher value added on long-run outcomes, we want to use value added as an explanatory variable, there are two issues with using this initial constructed measure $\overline{R}_{jt}$. The first is that it is a noisy measure of value added, and the second is that students with positive unobserved determinants of test scores are likely to have positive unobserved determinants of earnings. In other words if we want to use $\overline{R}_{jt}$ as an explanatory variable then we have mechanical endogeneity from using the same students to form both the value-added measures and the outcome ([Jacob et al., 2010]). To address these concerns there are two possible solutions. The first, which is currently used in applied research and will be discussed in step three, involves constructing for each teacher the best linear predictor of preliminary value added
for the current year \( \bar{R}_{jt} \), from the preliminary value-added measures for all years \( s \neq t \). The second solution which I discuss in section 2.3.2 will involve using the preliminary value-added measures for all years \( s \neq t \) as instruments in an overidentified system of moment equations. I will show that there are efficiency gains from using the latter solution.

As previously mentioned, step three improves upon the preliminary measures by constructing the best linear predictor of value added for the current year \( t \), from the value-added measures for all other years \( s \). The best linear predictor removes the endogeneity because we assume that the unobserved factors that influence tests scores are uncorrelated over time as the classes have no students in common and all sorting of students to teacher is captured by the observable characteristics. In the context of our model it is saying that \( \epsilon_{jt} \) and \( \eta_{jt} \) are correlated but \( \epsilon_{js} \) is uncorrelated with \( \epsilon_{jt} \) and \( \eta_{jt} \) for \( s \neq t \). Under the assumptions of our model the best linear predictor also shrinks the value-added measure towards a mean of zero and reduces the noise, Appendix D illustrates this with a simple example.

It is reasonable to assume that value added is stationary. This then reduces the number of parameters to be estimated. This requires that mean teacher value added does not vary across calendar years and the correlation of value added across any pair of years depends only on the amount of time which elapses between those years. We can then define this improved measure as:

\[
\mu_{jt}^* = \sum_{|s-t|\neq0} \phi_{0|s-t|} \bar{R}_{js}.
\]

where

\[
\phi_0 = \text{argmin}_{\phi_{|s-t|}} \mathbb{E} \left( \left( \bar{R}_{jt} - \sum_{|s-t|\neq0} \phi_{|s-t|} \bar{R}_{js} \right)^2 \right). \tag{7}
\]

Under the assumption of stationarity, this step will lead to an additional \( T-1 \) moment conditions, where \( T-1 \) is the dimension of \( \phi_0 \). In practice \( \phi_0 \) can be estimated by regressing \( \hat{R}_{jt} = \frac{1}{n_j} \sum_{i=1}^{n_j} \hat{R}_{it} \) on \( \bar{R}_{js} \), and the estimate of \( \mu_{jt}^* \) is then a fitted value from an OLS regression of \( \hat{R}_{jt} \) on the residuals from all other years (Chetty et al., 2014a).

In step four we consider residualized earnings. They contain both the effect of teacher value added on student earnings, \( \kappa_0 \mu_{jt} \), and the effect of other unobserved characteristics of the student and teacher, \( \eta_{it} \):

\[
Y_{it} = \kappa_0 \mu_{jt} + \eta_{it}. \tag{8}
\]
Averaging over all students in a class yields:

\[ \bar{Y}_{jt} = \kappa_0 \mu_{jt} + \bar{\eta}_{jt}, \quad (9) \]

which leads to one additional moment condition. In practice, the unobserved value \( \mu_{jt} \) must be replaced with an estimate.

Specifically the common practice estimator of \( \kappa_0 \) is obtained by estimating the following sample counterpart of (9) using OLS:

\[ \hat{Y}_{jt} = \hat{\kappa} \hat{\mu}_{jt} + \zeta_{jt}, \quad (10) \]

where \( \hat{\mu}_{jt} = \sum_{|s-t| \neq 0} \hat{\phi}_{s-t} \hat{R}_{js} \) is an estimate of \( \mu^*_j \) and \( \hat{Y}_{jt} = \frac{1}{n_j} \sum_i Y_{iobs} - X_{it}' \hat{\beta}_0 \). I will refer to this estimator of \( \kappa_0 \) as the multi-step OLS estimator.

The next section formalizes the identification of \( \kappa_0 \) using a system of moment equations that follows the steps outlined above.

### 2.2 Identification

I now discuss Assumptions 1 and 2 which give interpretable primitive conditions on the residuals of the treatment effect model under which \( \kappa_0 \) is identified.

**Assumption 1**

1. For all \( i, j, t \): \( \mathbb{E}[\epsilon_{it} | \mu_j] = \mathbb{E}[\epsilon_{it}] = 0 \) where \( \mu_j = \begin{pmatrix} \mu_{j1} \\ \vdots \\ \mu_{jT} \end{pmatrix} \).

2. For all \( s \neq t \): \( \mathbb{E}(\eta_{it} | \mu_{js}) = 0 \).

3. For all \( s \neq t \), \( (\tau_{jt}, \bar{\eta}_{jt}) \perp (\tau_{js}, \bar{\eta}_{js}) \)

Point 1 of Assumption 1 requires that students be sorted to teachers based only on observable characteristics so that teacher quality is unrelated to unobservable determinants of student short-run outcomes. Points 2 and 3 underpin the leave-one-out procedure described in the previous section. Specifically, Point 2 requires that the unobserved determinants of earnings in year \( t \) be mean independent of the true test-score value added of teacher \( j \) in years \( s \neq t \). The mean independence assumption in point 2 can be weakened to be \( \mu_{js} \) and \( \bar{\eta}_{jt} \) being uncorrelated, but if teacher value-added is constant then this assumption must hold for \( s = t \). Note that Point 2 does not rule out all sorting on long-run outcomes, it only requires that any sorting of
students to teacher based on long-run outcomes be independent of a teacher’s test-score value added. Finally Point 3 requires that the observable characteristics used to residualize short-run outcomes be sufficiently rich such that the average unobserved determinants of short-run and long-run achievement within teacher, be independent over time.

I impose the following additional assumption before establishing my identification result. To state the assumption compactly, for any variable $H$, let $\Pi_{jt} = \frac{1}{n_j} \sum_i H_{it}$ and $\tilde{\Pi}_{jt} = \Pi_{jt} - \frac{1}{T} \sum_t \Pi_{jt}$. For each $j$: $H_j$ is a matrix stacking $\Pi_{jt}$ over $t$ and $\tilde{H}_j$ is a matrix stacking $\tilde{\Pi}_{jt}$ over $t$.

**Assumption 2**

1. $E(\tilde{X}_j'\tilde{X}_j)$ is finite and invertible.

2. $0 < \text{Var}(\mu_{jt}) < \infty$.

3. $E(\tilde{X}_j\mu_j) = 0$, $E(\tilde{X}_j\tilde{e}_j) = 0$ and $E(\tilde{X}_j\tilde{\eta}_j) = 0$.

Assumption 2 contains the assumptions required for identification. Point 1 requires no perfect multicollinearity in the covariates. Point 2 requires that the linear projection of residual test scores in the current year on other years have non-zero and finite variance. Point 3 requires that fluctuations in covariates be uncorrelated with fluctuations in unobserved shocks over time as well as fluctuations in value added over time. This third point is required to identify $\beta_0$ and $\beta_0^Y$ in a regression with teacher fixed effects.

I will now show $\kappa_0$ is identified by a set of four moment conditions.

**Result 1** If Assumptions 1 and 2 hold, then $(\beta_0, \beta_0^Y, \phi_0)$ and $\kappa_0$ are identified by the following system of moments:

\begin{align*}
\mathbb{E}(\tilde{X}_j'\left(\tilde{R}_j^{\text{obs}} - \tilde{X}_j\beta_0\right)) &= 0 \quad (11) \\
\mathbb{E}(\tilde{X}_j'\left(\tilde{Y}_j^{\text{obs}} - \tilde{X}_j\beta_0^Y\right)) &= 0 \quad (12) \\
\mathbb{E}(R_j^{(t-t)'}(R_j - R_j^{(t-t)}\phi_0)) &= 0 \quad (13) \\
\mathbb{E}(\phi_0'R_j^{(t-t)'}(Y_j - \kappa_0 R_j^{(t-t)}\phi_0)) &= 0 \quad (14)
\end{align*}

where $Y_j$ is a vector stacking $\bar{Y}_{jt}$ for teacher $j$, $R_j^{(t-t)}$ is a $T - 1$ row vector stacking the $\bar{R}_{jt}$, excluding $\bar{R}_{jt}$, and $R_j^{(t-t)}$ is a $T \times (T - 1)$ matrix stacking the $\bar{R}_j^{(t-t)}$. 

To map these moments into the four step procedure from the previous section, note that the first set of moment conditions will be used to estimate $\beta_0$ and maps to the first step of the procedure. The second set of moment conditions will be used to estimate $\beta_0^Y$, this also maps to the first step of the procedure. The third set of moment conditions will be used to obtain the best linear prediction of $R_{jt}$ as a function of other years. This maps to the second and third step of the procedure with $R_j^{(t)}(\phi_0^* = \mu_j^*)$. The fourth set of moment conditions will be used to estimate $\kappa_0$ and maps to the last step.

For further intuition on this result, Appendix E also presents an exposition of this identification result using variances and covariances.

Finally note that Assumptions 1 and 2 imply the assumptions commonly made when using value added as a regressor. To see that, consider $\mu_0^* = \sum_{|s-t|\neq 0} \phi_0|s-t| R_{js}$ from (9). Note that $\mu_0^*$ is the best linear predictor of $R_{jt} = \mu_{jt} + \epsilon_{jt}$ as a function of other years. We can write:

$$R_{jt} = \sum_{|s-t|\neq 0} \phi_0|s-t| R_{js} + \theta_{jt},$$

(15)

where $\theta_{jt}$ is the error from the best linear prediction. Then under Assumptions 1 and 2 we have the following result:

**Result 2** If Assumptions 1 and 2 hold, then:

$$Cov(\eta_{jt}, \mu_{jt}^*) = 0$$

$$\frac{Cov(\mu_{jt}, \mu_{jt}^*)}{Var(\mu_{jt}^*)} = 1.$$

Now notice that it follows from (9) that $\kappa_0$ is identified under Result 2:

$$\frac{Cov(Y_{jt}, \mu_{jt}^*)}{Var(\mu_{jt}^*)} = \kappa_0 \frac{Cov(\mu_{jt}, \mu_{jt}^*)}{Var(\mu_{jt}^*)} + \frac{Cov(\eta_{jt}, \mu_{jt}^*)}{Var(\mu_{jt}^*)} = \kappa_0,$$

since the conditions in Result 2 are the population equivalent of the assumptions usually stated in the current literature. For example, Chetty et al. (2014b) suggest that the reduced form coefficient from an OLS regression of earnings on estimated value added would identify $\kappa_0$, if an implicit and infeasible regression of true value added on estimated value added yields a coefficient of one. They show that one can recover the parameter of interest under the following conditions, which they call forecast unbiasedness for an estimate $\hat{\mu}_{jt}$ of $\mu_{jt}$ and selection on observables:

$$\frac{Cov(\mu_{jt}, \hat{\mu}_{jt})}{Var(\hat{\mu}_{jt})} = 1 \text{ and } Cov(\eta_{jt}, \hat{\mu}_{jt}) = 0.$$

Therefore Assumptions 1 and 2 are primitive assumptions that ensure that the higher level assumptions currently made in the literature hold.
2.3 Estimation and Inference

This section will focus on drawing correct inference on $\kappa_0$. In many applications, neither $n_j$ (class size) nor $T$ (the number of years over which a teacher is observed) are very large, therefore I will consider asymptotics where $J$ (the number of teachers) goes to infinity and $n_j$ and $T$ are fixed.

In practice, researchers use the multi-step OLS estimator $\hat{\kappa}$ along with $\hat{s}$, a consistent estimator of $\tilde{\sigma}^2 = (G_\kappa^{-1})^2 \mathbb{E}(g(Z)^2)$, in order to draw inference on $\kappa_0$. In this section, I will show that $\hat{s}$ will not be a consistent estimator of the true variance of $\hat{\kappa}$, and propose an alternative and consistent estimator of the variance of $\hat{\kappa}$. Then, I will show that one can construct an optimal GMM estimator that is more efficient than $\hat{\kappa}$. Next, I will show that if students are randomly assigned to teachers, one can draw valid inference on $\kappa_0$ using a 2SLS procedure. Finally under the assumption of random assignment, I will show that given some distributional assumptions a 3SLS estimator of $\kappa_0$ is optimal if the researcher chooses to include covariates in their analysis.

2.3.1 Asymptotic Distribution of the Multi-Step OLS Estimator

The multi-step OLS estimator of $\kappa_0$, described using the four steps in section 2.1, is an exactly identified method-of-moments estimator where the moments correspond to (11), (12), (13), and (14). Thus, asymptotic results for GMM estimators in this context naturally capture the multi-step OLS estimator. Therefore, one can treat $\hat{\kappa}$ as part of a joint GMM estimator of the system of moments in Result 1 in order to derive its asymptotic distribution.

To establish consistency and asymptotic normality of the GMM estimators, regularity conditions are required - they are listed and discussed in Appendix F as Assumptions F.1 and F.2.

The object of interest here is the asymptotic distribution of $\hat{\kappa}$, the multi-step OLS estimator of the impact of value added on earnings. Theorem 1 below establishes the asymptotic distribution of this estimator. One should note that Theorem 1 is a subset of the more general Theorem G.1 which establishes the asymptotic normality and consistency of the joint estimators $(\hat{\beta}, \hat{\phi}, \hat{\beta}_Y, \hat{\kappa})$. Given that $(\beta_0, \phi_0, \beta_0^Y)$ are often regarded as nuisance parameters required to estimate value-added measures and lack any meaningful causal interpretation, my discussion will focus only on the asymptotic distribution of $\hat{\kappa}$.

**Theorem 1** If Assumptions 1, 2, F.1, and F.2 hold, then:

1. $\sqrt{J}(\hat{\kappa} - \kappa_0) \rightsquigarrow \mathcal{N}(0, \sigma^2)$

\[ (16) \]

The actual form of $\hat{s}$ used varies depending on whether one uses heteroskedasticity-robust variance estimators or cluster-robust variance estimators.

\[ \]
where \( \sigma^2 = (G_{\kappa}^{-1})^2 \mathbb{E} \left( (g(Z) + G_{\beta} \psi_3(Z) + G_{\phi} \psi_2(Z) + G_{\beta} \psi_1(z) - G_{\phi} M_{2\phi}^{-1} M_{2\beta} \psi_1(Z))^2 \right) \)

and \( Z_j = (X_j, R_{j}^{\text{obs}}, Y_{j}^{\text{obs}}) \), \( Z \) stacks the \( Z_j \), \( g(Z) = \phi_0' R_j^{(-t)'} (Y_j - \kappa_0 R_j^{(-t)}) \phi_0 \) is the moment function used to estimate \( \kappa_0 \), \( G_{\kappa} = \mathbb{E} [\nabla_{\kappa} g(Z, \beta_0, \phi_0, \beta_0^Y, \kappa)] \) and \( G_{\beta}, G_{\phi}, G_{\beta^Y} \) are defined analogously. The remaining terms are defined in the proof.

2. Let \( \hat{\sigma}^2 \) correspond to an estimator of \( \sigma^2 \), constructed by replacing the population moments in \( \sigma^2 \) by averages and the parameters by the GMM estimators. Then:

\[ \hat{\sigma}^2 \xrightarrow{p} \sigma^2. \]

Theorem 1 provides the asymptotic distribution of \( \hat{\kappa} \), and notably its variance \( \sigma^2 \). Crucially this variance depends on \( G_{\beta}, G_{\phi}, G_{\beta^Y} \), the expected values of the gradient of the moment conditions used to identify \( \kappa_0 \) with respect to \( \beta, \phi, \beta^Y \) evaluated at \( (\beta_0, \phi_0, \beta_0^Y, \kappa_0) \). Intuitively, we need to consistently estimate \( (\beta_0, \phi_0, \beta_0^Y) \) in order to consistently estimate \( \kappa_0 \), therefore the variance of \( \kappa_0 \) must reflect the fact that the parameters used to construct the dependent variable and the value-added measure are estimated \( \text{(Newey and McFadden, 1994)} \).

The first implication of Theorem 1 is that GMM estimation of the system of moments from Result 1 will yield a consistent estimator of \( \kappa_0 \) and correct standard errors for that estimator. These standard errors can be used for hypothesis testing and confidence intervals. This is especially convenient as GMM estimation and the associated variance estimator are standard routines in most statistical software.

Another implication of Theorem 1 is that \( \hat{s} \), the variance estimator routinely used in practice, will be an inconsistent estimator of \( \sigma^2 \). Indeed, \( \hat{s} \) is a consistent estimator of \( \hat{\sigma}^2 \), and it follows from point one of the theorem that \( \hat{\sigma}^2 \neq \sigma^2 \). It is then worth examining what terms cause the difference between the two variances.

The first term I consider arises from the need to consistently estimate \( \mu_{jt}^* \) and will depend on \( G_{\phi} \). As discussed in section 2.1, the construction of \( \mu_{jt}^* \) when using the multi-step OLS estimator plays a crucial role in circumventing endogeneity issues arising from correlations between \( \epsilon_{jt} \) and \( \eta_{jt} \). Mathematically, we can show that \( G_{\phi} \) is only zero in trivial cases, so \( \hat{s} \) can only be consistent in trivial cases. Indeed:

\[ G_{\phi} = -\kappa_0 \phi_0' \mathbb{E} \left( R_j^{(-t)'} R_j^{(-t)} \right) \]

and under point 3 of Assumption F.2 we have \( \mathbb{E} \left( R_j^{(-t)'} R_j^{(-t)} \right) \neq 0 \) and \( \phi_0 \neq 0 \). Therefore \( G_{\phi} \) is only equal to zero in the trivial case where \( \kappa_0 = 0 \). Then we have the following corollary:

**Corollary 1** If Assumptions 1, 2, F.1, and F.2 hold, then \( \hat{\sigma}^2 \) cannot be equal to \( \sigma^2 \) unless \( \kappa_0 = 0 \).
A direct implication of Corollary 1 is that under our assumptions, \( \hat{s} \) will be an inconsistent estimator of \( \sigma^2 \) in all non-trivial cases. Therefore, to correctly draw inference on \( \kappa_0 \) when estimating it using the multi-step OLS estimator, one needs to manually construct the variance estimator following the formula for \( \sigma^2 \) in Theorem 1. This can be done by replacing population moments with sample averages and parameters with their estimator. For example \( G_\phi \) can be replaced with 
\[
\hat{G}_\phi = -\hat{\kappa} \hat{\phi}' \left( \frac{1}{J} \sum_{j=1}^{J} \hat{R}_j^{(t)} \hat{R}_j^{(-t)} \right).
\]

To further examine the difference, I consider the remaining two terms. The second term arises from the need to consistently estimate the relationship between covariates and test scores. It will depend on:
\[
G_\beta = \mathbb{E} \left[ - \left( Y_j' - 2\kappa_0 \phi_0' R_j^{(-t)} \right) A \right]
\]
where \( A \) is a function of the covariates in years \( s \neq t \). Crucially, \( G_\beta \) depends on the covariance between the unobserved determinants of earnings \( \eta_{jt} \) and the covariates \( X_{js} \) for \( s \neq t \), the covariance between covariates \( X_{jt} \) and true value added \( \mu_{jt} \) in all years including \( t \), and the covariance between \( X_{jt} \) and the unobserved determinants of test scores \( \epsilon_{jt} \) in all years including \( t \). Given that most value-added models rest on assumptions of selection on observables, it is reasonable to expect that the covariance between covariates and value added is non-zero and thus \( G_\beta \neq 0 \). The application to North Carolina data in section 5.2 and previous studies (Rothstein, 2017) show that these correlations are large and significant.

The final term that causes the difference between the two variances arises from the need to consistently estimate the relationship between earnings and covariates, and will depend on:
\[
G_{\beta Y} = \mathbb{E} \left[ - \left( \phi_0' R_j^{(-t)} X_j \right) \right].
\]
Similarly to \( G_\beta \), \( G_{\beta Y} \) will depend on the covariance between the covariates \( X_{jt} \) and test-score value added \( \mu_{js} \) for \( s \neq t \), and the covariance between \( X_{jt} \) and the unobserved determinants of test scores \( \epsilon_{js} \) for \( s \neq t \). Again since value-added models rest on assumptions of selection on observables, one can expect that \( G_{\beta Y} \neq 0 \).

Therefore, the multi-step nature of the procedure used to estimate \( \kappa_0 \), and the correlations between true value added and the observables used to estimate it, make the standard errors that researchers routinely use inconsistent estimators of \( \sigma^2 \). Appendix H presents a comparison between \( \sigma^2 \) and \( \tilde{\sigma}^2 \), which suggests that one could expect \( \tilde{\sigma}^2 \) to be smaller. The next section will focus on the most efficient way to estimate \( \kappa_0 \).

---

6. \( A \) is a \( T \times K \) matrix such that each row consists of \( (\phi_1 X_{jt-1} + \phi_2 X_{jt-2} + ...) \).

7. Note that point 3 of Assumption 2 only rules out correlations between \( \tilde{X}_j \) and \( \tilde{\eta}_j \), and correlations between \( \tilde{X}_j \) and \( \tilde{\epsilon}_j \). So under the assumptions of the model it need not be that the remaining terms in \( G_\beta \) are zero either.
2.3.2 Overidentification and Efficiency

If one is interested in estimating $\kappa_0$, then the multi-step OLS estimator will not be the estimator with the lowest variance. Indeed, under Assumptions 1 and 2, the exactly identified system consisting of (11), (12), (13), and (14) masks a more general overidentified system when $T > 2$. To see that note that (14) only requires that a linear combination of $E\left( R_j^{-t}' (Y_j - \kappa_0 R_j) \right)$ be equal to zero. However, under Assumptions 1 and 2 we have the stronger conditions:

$$E\left( R_j^{-t}' (Y_j - \kappa_0 R_j) \right) = 0.$$  

Given that $E\left( R_j^{-t)' (Y_j - \kappa_0 R_j) \right) = 0$, any linear combination of these moments will also be zero which makes estimating $\phi_0$ and thus (13) redundant. Then, by replacing (13) and (14) with $E\left( R_j^{-t)' (Y_j - \kappa_0 R_j) \right) = 0$ we instead have the following system of moment conditions:

$$E\left( \tilde{X}' (\tilde{R}^{obs}_j - \tilde{X}_j \beta_0) \right) = 0$$
$$E\left( \tilde{X}' (\tilde{Y}^{obs}_j - \tilde{X}_j \beta_0^Y) \right) = 0$$
$$E\left( R_j^{-t)' (Y_j - \kappa_0 R_j) \right) = 0$$

(17)

with $2K + 1$ parameters to estimate and $2K + (T - 1)$ moments to estimate them with. Therefore when $T > 2$, the system is overidentified. Intuitively, the system consisting of (11), (12), and (17) is akin to an instrumental variables system where $\kappa_0$ is a scalar parameter that can be identified from $T - 1$ moments. In essence, under the same set of assumptions required to use the multi-step OLS estimator of $\kappa_0$, we have that the preliminary measures of value added in years $s \neq t$ are valid instruments for the preliminary measure of value added in year $t$ from (3). As such when we have more than two years of data, we have more than one valid instrument for the endogenous current year measure. As a result, we can rewrite the system as an overidentified systems of moment conditions resembling an instrumental variables framework. The first two set of moments are taken from the previous setup and are used to create the dependent variable (residualized earnings), the instruments (preliminary measures of value added in years $s \neq t$), and the endogenous variable (preliminary measure of value added in year $t$). The third set of moments provide the overidentifying information.

Given that we have shown that the system of moments in Result 1 is nested in the more general overidentified system consisting of (11), (12), and (17), we can now establish that the GMM estimator with the optimal weighting matrix will be a more efficient estimator of $\kappa_0$. The optimal

---

8 See section I.14 for a proof.
GMM estimator will then have a variance that is no greater than the multi-step OLS estimator.

Let \( \hat{W}^* \) be an estimate of the optimal weighting matrix \( W^* = E[\tilde{g}_1(Z, \beta_0, \beta_0^Y, \kappa_0)\tilde{g}(Z, \beta_0, \beta_0^Y, \kappa_0)']^{-1} \) that replaces population moments with sample averages and parameters with their estimator. Then we have that the estimators resulting from GMM minimization with an optimal weighting matrix are consistent and asymptotically normal. Theorem 2 formalizes the result for the optimal estimator \( \hat{\kappa}^* \). It is a subset of the more general Theorem G.2 which formalizes the result for the joint estimators \( (\hat{\beta}^*, \hat{\beta}^Y*, \hat{\kappa}^*) \).

**Theorem 2** If Assumptions 1, 2, and F.3 hold, then

\[
\sqrt{J}[\hat{\kappa}^* - \kappa_0] \rightsquigarrow N(0, \sigma^2_*)
\]

where \( \hat{\kappa}^* \) is the estimate resulting from a GMM minimization using \( \hat{W}^* \) as a weighting matrix. One has that \( \sigma^2_* \leq \sigma^2 \).

Theorem 2 shows that researchers can use an optimal GMM procedure to obtain more precise estimates of \( \kappa_0 \), such that \( \sigma^2_* \leq \sigma^2 \) without imposing any additional assumptions. Furthermore, the validity of Assumptions 1, 2, and F.3 and the specifications of (2), (4), and (9) is falsifiable using Hansen’s overidentification test under the assumption of constant treatment effects. This is formalized in Result G.1.

### 2.3.3 Estimation and Inference in the Presence of Random Assignment

I now turn to the case where students are randomly assigned to teachers. In such settings, one would not need to adjust for covariates in the analysis and drawing inference on \( \kappa_0 \) is a simpler problem. Indeed, while \( \hat{s} \) is still an inconsistent estimator of \( \sigma^2 \), one needs to account only for the estimation of the linear projection \( \mu_{jt}^* \). Then one can use a 2SLS regression of the outcome on the preliminary value-added measure in year \( t \), \( \tilde{R}_{jt} \), while instrumenting it by the preliminary measures in years \( s \neq t \).

To formalize this result and ease exposition, consider the following assumption similar to Canaan et al. (2021):

9The GMM system consisting of (11), (12), and (17) weighed using

\[
W_1 = \begin{pmatrix}
I_{K \times K} & 0 & 0 \\
0 & I_{K \times K} & 0 \\
0 & 0 & \phi_0 \phi_0'
\end{pmatrix}
\]

where \( \phi_0 = E\left(\tilde{R}^{(-t)' \tilde{R}}_j\right)^{-1} E\left(\tilde{R}^{(-t)' \tilde{R}}_j\right) \) would have the same objective function as the multi-step OLS.
Assumption 3  
In every year students are randomly assigned to teachers such that one can model observed scores and earnings as:

\[ R_{it}^{\text{obs}} = \alpha_t + \mu_{jt} + \epsilon_{it} \]
\[ Y_i^{\text{obs}} = \alpha_i^Y + \kappa_0 \mu_{jt} + \eta_{it}. \]

Under Assumption 3, given that students are randomly assigned to teachers, there is no need to control for covariates aside from year fixed effects. Indeed, (11) and (12) are now redundant since the time effects \( \alpha_t \) and \( \alpha_i^Y \) can be removed by subtracting the averages of \( R_{it}^{\text{obs}} \) and \( Y_i^{\text{obs}} \) for year \( t \). Then we are left with (17) and the system of moments becomes:

\[ \mathbb{E} \left( \hat{R}_j^{(t)}' (Y_j - \kappa_0 R_j) \right) = 0, \]

which now aligns with a traditional instrumental variables problem. We can then estimate and draw inference on \( \kappa_0 \) using the following 2SLS regression:

\[ \hat{R}_{jt} = \sum_{|s-t| \neq 0} \phi_{|s-t|} \hat{R}_{js} + \iota_{jt} \tag{18} \]
\[ \hat{Y}_{jt} = \kappa \sum_{|s-t| \neq 0} \hat{\phi}_{|s-t|} \hat{R}_{js} + \zeta_{jt} \tag{19} \]

where \( \hat{R}_{jt} = R_{jt}^{\text{obs}} - \frac{1}{J} \sum_{j=1}^J R_{jt}^{\text{obs}} \) where \( R_{jt}^{\text{obs}} = \frac{1}{n_j} \sum_{i=1}^{n_j} R_{it}^{\text{obs}} \), and \( \hat{Y}_{jt} \) is defined analogously. This corresponds to a regression of the outcome on current year value added while instrumenting year \( t \) value added by value added in years \( s \neq t \). Furthermore, let \( \hat{s}_{2SLS} \) be the variance estimator that is computed by statistical softwares when using 2SLS.

This leads to the following result:

Result 3  
If Assumptions 1, 2, 3, F.1, and F.2 hold: Valid inference can be drawn on \( \kappa_0 \) by estimating the 2SLS regression defined by (18) and (19) while using \( \hat{s}_{2SLS} \) as a variance estimator.

The intuition behind Result 3 is simple, if the covariates are uninformative of teacher value added or the unobserved determinants, then they are not required for a consistent estimation of the residualized outcome or the value-added measures. In that case, standard errors need only account for the fact that the current year preliminary value added measure was instrumented by the preliminary value added measures in other years. However, given that Assumption 3 is unlikely to hold in most applied settings, constructing a consistent estimator of \( \sigma^2 \) or GMM estimation of the system in Result 3 is required to construct confidence intervals using \( \hat{\kappa} \).

Finally, it follows from standard results that this 2SLS estimator will be efficient under homoskedasticity. The next section will show that if a researcher wants to include covariates in their analysis, then this 2SLS estimator is no longer efficient under homoskedasticity.
2.3.4 Optimal Instruments in the Presence of Random Assignment

Even in the presence of random assignment, researchers sometimes include covariates in the analysis, often to improve statistical precision. For such cases, I will now construct the optimal instruments for the system defined by (11), (12), and (17), and show that the traditional 3SLS estimator is optimal under a homoscedasticity assumption and if $E[R_j|R_j^{(-t)}]$ is linear.\(^\text{10}\)

For the remainder of this section I assume that students are randomly sorted to teachers and the following assumption holds:

**Assumption 4**

1. $X_j \perp \perp (\mu_j, \epsilon_j^{(-t)}, \eta_j^{(-t)})$.
2. $\mu_j \perp \perp (\epsilon_j, \eta_j)$.
3. $E(\epsilon_j|\bar{X}_j) = 0$.

Point 1 of Assumption 4 requires that the observable characteristics of students matched to teacher $j$ in year $t$ be independent of teacher $j$’s value-added in year $t$ and the unobservable characteristics of students assigned to teacher $j$ in years $s \neq t$. Point 2 requires that the value-added of teacher $j$ be independent of all student unobservables. These conditions should hold by design if students are randomly assigned to teachers. The third point slightly strengthens point 3 of Assumption 2 to require that the unobservable determinants of test-scores be mean independent of within teacher fluctuations in covariates. We can now construct the optimal instruments for the system:

\[
\begin{align*}
E(\bar{X}_j' (\bar{R}_j^{\text{obs}} - \bar{X}_j \beta_0)) &= 0 \\
E(\bar{X}_j' (\bar{Y}_j^{\text{obs}} - \bar{X}_j \beta_Y)) &= 0 \\
E(\bar{R}_j^{(-t)'} (Y_j - \kappa_0 R_j)) &= 0.
\end{align*}
\]

Let $u = \begin{pmatrix} \bar{\epsilon}_j + \bar{\mu}_j \\ \bar{\eta}_j + \kappa_0 \bar{\mu}_j \\ \eta_j - \kappa_0 \epsilon_j \end{pmatrix}$, then we have the following result:

**Result 4** If Assumptions 4, 2, and 4 hold, then:

\(^{10}\)I use the term traditional 3SLS to refer to the 3SLS estimator that uses the linear projections of the endogenous variables as instruments. This is in contrast with the GMM 3SLS estimator which is optimal under homoskedasticity without further assumptions. The traditional 3SLS estimator is equivalent to GMM 3SLS when all equations use the same instruments (Wooldridge, 2010).
If \( \mathbb{E}[R_j|R_j^{(-t)}] \) is linear such that \( \mathbb{E}[R_j|R_j^{(-t)}] = R_j^{(-t)} \phi_0 \) and \( \mathbb{E}[uu'|\bar{X}_j, R_j^{(-t)}] = \mathbb{E}[uu'] \) then the optimal moment conditions are:

\[
\mathbb{E} \left[ \left( \mathbb{E}[uu']^{-1} \begin{pmatrix} \bar{X}_j & 0 & 0 \\ 0 & \bar{X}_j & 0 \\ 0 & 0 & R_j^{(-t)} \phi_0 \end{pmatrix} \right)' u \right] = 0.
\]

Those are the moment conditions satisfied by the 3SLS estimator. Then in this case the optimal estimator is the 3SLS estimator which first estimates \((\beta_0, \beta_Y^*)\) using OLS and constructs \(R_j\) and \(Y_j\), then estimates \(\kappa_0\) by a 2SLS regression of \(Y_j\) on \(R_j\) while instrumenting \(R_j\) with \(R_j^{(-t)}\), uses those estimates to construct an estimate of \(\mathbb{E}[uu']\), and finally estimates the entire system again using GLS.

Result 4 states that under random assignment, if the errors are homoskedastic and the conditional expectation of the preliminary value-added measures \(R_j\) in year \(t\) given preliminary value-added measures \(R_j^{(-t)}\) in years \(s \neq t\) is actually linear, then estimating the system composed of (11), (12), and (17) by 3SLS is efficient. Result 4 also rules out the system underlying the multi-step OLS estimator being optimal, as that would require the three components in \(u\) to be uncorrelated.

It is then useful to consider under what distributional assumptions the conditions from Result 4 hold. The first condition to consider is homoskedasticity, namely the possibility that \(\mathbb{E}[uu'|\bar{X}_j, R_j^{(-t)}] = \mathbb{E}[uu']\). Homoskedasticity requires that the variances and covariance of the unobservable determinants and value added \(\epsilon_j, \eta_j, \mu_j\) do not vary across teachers with different levels of the preliminary measures of value added in years \(s \neq t\), \(R_j^{(-t)} = \mu_j^{(-t)} + \epsilon_j^{(-t)}\), and with different levels of covariate fluctuations \(\bar{X}_j\).

The second condition is \(\mathbb{E}[R_j|R_j^{(-t)}]\) being linear. Suppose we have:

\[
\begin{bmatrix} \mu_j \\ \epsilon_j \end{bmatrix} \sim \mathcal{N} \left( 0, \begin{pmatrix} \Sigma_\mu \otimes I_J & 0 \\ 0 & \sigma_\epsilon^2 I_{JT} \end{pmatrix} \right)
\]

such that teacher value added and the average unobservable determinants of student test scores are joint normally distributed. Under (20) teacher value added is independent across teachers but correlated within teacher, and it is independent of the average unobservable determinants of student test scores which are i.i.d across teacher-years (this second requirement is likely to hold under random assignment).
Then we have:

\[
\mathbb{E}[R_j | R_j^{(-t)}] = \mathbb{E}[\mu_j + \epsilon_j | \mu_j^{(-t)} + \epsilon_j^{(-t)}] = \mathbb{E}[\mu_j | \mu_j^{(-t)} + \epsilon_j^{(-t)}] + \mathbb{E}[\epsilon_j | \mu_j^{(-t)} + \epsilon_j^{(-t)}] = \mathbb{E}[\mu_j | \mu_j^{(-t)} + \epsilon_j^{(-t)}] = (\mu_j^{(-t)} + \epsilon_j^{(-t)}) \Sigma^{-1}_{\mu^{(-t)}} \Sigma_{\mu\mu^{(-t)}}
\]

\[
= R_j^{(-t)} \Sigma^{-1}_{R_j^{(-t)}} \Sigma_{R_j R_j^{(-t)}}
\]

\[
= R_j^{(-t)} \phi_0
\]

(21)

(22)

where \(\Sigma_{\mu\mu^{(-t)}}\) is the covariance matrix of \(\mu\) and \(\mu^{(-t)}\), and \(\Sigma_{R_j^{(-t)}}\) is the covariance matrix of \(R_j^{(-t)}\). The third equality follows from the fact that \(\epsilon_j\) is independent of \(\mu_j^{(-t)} + \epsilon_j^{(-t)}\) by (20). The fourth equality follows from the conditional expectation formula for multivariate normal distributions, and the fifth equality follows from the fact that the covariance matrix of \(R_j\) and \(R_j^{(-t)}\) is the same as \(\Sigma_{\mu\mu^{(-t)}}\) by (20).

Then if teacher value added and the average unobservable determinants of student test scores are joint normally distributed following (20), then \(\mathbb{E}[R_j | R_j^{(-t)}]\) is linear. To gain some intuition for (22), consider the case with \(T = 2\) where

\[
\mathbb{E}[R_j | R_j^{(-t)}] = \frac{Cov(\mu_j, \mu_j^{(t-1)})}{Var(\mu) + Var(\epsilon)} R_j^{(t-1)}.
\]

The distributional assumption in (20) could be plausible in a setting with random assignment of students to teachers, a large number of teachers \(J\), a large number of students per teachers \(n_j\), and where value added is either constant over time for every teacher or \(\mu_jt = \mu_j + \omega_j\) where \(\mu_j\) and \(\omega_j\) are joint normal and independent. Overall, if one is willing to assume that students are randomly assigned to teachers then the 3SLS estimator is efficient if one assumes homoskedasticity and joint normality of teacher value added and unobserved determinants.

3 Using Value Added as a Dependent Variable

Researchers are also often interested in examining whether the observable characteristics of teachers predict their value added. For example, do teachers with National Board Certification or more experience have higher value added? One can also look into whether the implementation of a given policy is linked to an increase in teacher value added. For instance, does a training
program for teachers raise their value added? To answer such questions, researchers regress their estimated value-added measures on a set of explanatory variables.

In our setting, suppose that one is interested in the relationship between some teacher-year level variables $D_{jt}$ and teacher value-added $\mu_{jt}$. The parameters of interest in this section are the coefficients from the linear projection of $\mu_{jt}$ on $D_{jt}$:

$$\mu_{jt} = D_{jt}'\alpha_0 + \zeta_{jt}. \quad (23)$$

Given that $\mu_{jt}$ is unobserved, one cannot estimate (23) as it is. In practice, researchers often replace $\mu_{jt}$ by the estimated measure $\hat{\mu}_{jt} = \sum_{|s-t|\neq 0} \hat{\phi}_{|s-t|}\hat{R}_{js}$ and proceed by estimating (23) using OLS.

This section will go over how to identify, consistently estimate, and draw inference on $\alpha_0$ using an exactly identified GMM procedure. The asymptotic result for this GMM estimator will again naturally capture the cases in which the steps are separately estimated using OLS.

I impose the following assumption with additional regularity conditions in Assumption F.4 in Appendix F:

**Assumption 5**

1. $\mathbb{E}(D_{jt}'D_{jt})$ is finite and invertible.
2. $\mathbb{E}(D_{jt}'\epsilon_j) = 0$.

Point 1 requires no perfect multicolinearity in the $D_{jt}$. Point 2 requires that the average shocks be uncorrelated with the variables $D_{jt}$. Similarly to Assumption 1, this assumption requires that the observable characteristics used to residualize short-run outcomes be sufficiently rich such that the remaining unobservables, excluding value added, be uncorrelated with our variables of interest. Note that point 2 can be weakened to require that the average unobserved determinants of test scores in years $s \neq t$ be uncorrelated with $D_{jt}$, such that $\mathbb{E}(D_{jt}'\epsilon_j) = 0$.

We can then show that $\alpha_0$ is identified by the following system of moment conditions:

**Result 5** If Assumptions 1, 2, and 3 hold, then $(\beta_0, \alpha_0)$ are uniquely identified by the following system of moments:

$$\mathbb{E} \left( \hat{X}_j' \left( \hat{R}^{obs}_j - \hat{X}_j\beta_0 \right) \right) = 0 \quad \text{(24)}$$

$$\mathbb{E} \left( D_j' (R_j - D_j\alpha_0) \right) = 0 \quad \text{(25)}$$

Result 5 shows that the coefficient from a linear projection of a set of variables $D_{jt}$ on teacher value-added $\mu_{jt}$ is identified by two sets of moment conditions. The first set of moments is used
to identify \( \beta_0 \) and construct preliminary measures of value added. They are discussed in sections 2.1 and 2.2. The second set of moments is used to identify \( \alpha_0 \). Note that unlike the previous sections, under point 2 of Assumption 5, we do not need to create a leave-year out measure of value added to recover the relationship between \( \mu_{jt} \) and \( D_{jt} \). Instead, we can use the preliminary measures of value added \( \bar{R}_{jt} = \mu_{jt} + \epsilon_{jt} \) as the outcome since the unobserved determinants of student test scores are assumed to be uncorrelated with the variables of interest \( D_{jt} \). If one suspects that point 2 of Assumption 5 is unlikely to hold, and is instead willing to assume that \( \mathbb{E}(D'_j \epsilon_j(t)) = 0 \), then \( \bar{R}_{jt} \) can be replaced by a simple leave-year out average \( \tilde{\mu}_{jt} = \frac{1}{T-1} \sum_{s \neq t} \bar{R}_{js} \) with the idea that \( D_{jt} \) is unlikely to be correlated with the unobservable determinants of test scores of students in different years.

To estimate \((\beta_0, \alpha_0)\), let the GMM weighting matrix be the identity matrix \( W = I \). Then Theorem G.3 shows that we can consistently estimate and draw inference on \( \alpha_0 \) using GMM.

Using partitioned inversion and Theorem G.3, we can obtain the asymptotic variance of \( \hat{\alpha} \).

**Theorem 3** If Assumptions 7, 8, and 9 hold, then

\[
\sqrt{J}(\hat{\alpha} - \alpha_0) \rightsquigarrow N(0, V_1)
\]

where

\[
V_1 = \mathbb{E}(D_j'^{-1} \mathbb{E}(\Gamma') \mathbb{E}(D_j'^{-1})), \quad \Gamma = \left( D_j' (R_j - D_j \alpha_0) - \mathbb{E}(D_j' X_j) \mathbb{E}(\tilde{X}_j' \tilde{X}_j)^{-1} \tilde{X}_j' (\tilde{R}_j - \tilde{X}_j \beta_0) \right)
\]

Theorem 3 shows that a GMM estimation of the system in Result 5 will yield a consistent and asymptotically normal estimator of \( \alpha_0 \), and the standard errors from that procedure can be used to correctly draw inference. Furthermore, because the GMM estimator captures the estimator of \( \alpha_0 \) obtained from an OLS regression of an estimate of \( R_j \) on \( D_j \), one has to construct a consistent estimator of \( V_1 \) in order to construct confidence interval using the OLS estimator of \( \alpha_0 \). Indeed since the uncorrected OLS variance estimator is a consistent estimator of

\[
\mathbb{E}(D_j' D_j)^{-1} \mathbb{E}(D_j' (R_j - D_j \alpha_0) (R_j - D_j \alpha_0)' D_j) \mathbb{E}(D_j' D_j)^{-1},
\]

it will only consistently estimate \( V_1 \) if the covariates used to create the value-added measures and the characteristics of interest are uncorrelated such that \( \mathbb{E}(D_j' X_j) = 0 \). Given that both \( D_j \) and \( X_j \) are observable, this condition can be tested using the sample equivalent of \( \mathbb{E}(D_j' X_j) \).

A key point here is that \( R_j \) is a noisy measure of value added containing true teacher value added \( \mu_j \) that is correlated with \( X_j \) and the noise term \( \epsilon_j \). If \( D_j \) and \( X_j \) are correlated, consistent estimation of the first step which removes the effect of \( X_j \) is required to obtain a consistent estimator of \( \alpha_0 \). Since ignoring the first steps in calculating standard errors is valid only if inconsistency in the first steps doesn’t lead to inconsistency in later steps (Newey and McFadden, 1994), one needs to account for the estimation of current year value added if \( D_j \) and \( X_j \) are correlated.
4 Simulations

I now illustrate my findings using a simulation study. This simulation will show that using unadjusted standard errors with the multi-step OLS estimator will lead to coverage rates that are too low for 95% confidence intervals. It will also show that coverage deteriorates further as correlations between the covariates and true value added increase. On the other hand, the 95% confidence intervals from using the multi-step OLS estimator with corrected standard errors from GMM perform well in all cases. To demonstrate, I draw 1000 replication samples with a total sample size of $n = 900,000$ observations holding the number of students per class $n_j$ and classes per teacher $T$ constant at 30 and 10 respectively, so that the sample contains $J = 3,000$ distinct teachers who each teach 1 class a year for 10 years. The parameters of the simulations are as follows to allow the covariate to be correlated with value added:

1. $\mu_{jt} \sim N(0, 0.01)$.
2. $\rho = 0.5$.
3. $X = \frac{\rho \mu_{jt} + (1-\rho)N(0,0.01)}{\sqrt{\rho^2+(1-\rho)^2}}$.
4. $R_{it}^{obs} = X_{it} + \mu_{jt} + \epsilon_{it} * U[0, 2]$, where $\epsilon \sim N(0, 0.81)$.
5. $Y_i^{obs} = 5 + 10X_{it} + \kappa_0 \mu_{jt} + \eta_{it} * U[0, 2]$, where $\eta \sim N(0, 100)$.
6. $\kappa_0 = 100$.

$\mu_{jt}$ has a standard deviation of 0.1, which is in line with estimates in Chetty et al. (2014a) and the simulation in Chetty et al. (2017). Test scores are constructed to be mean zero and standard deviation one, with $U[0, 2]$ allowing for heteroskedasticity. Earnings and $\kappa_0$ are chosen to resemble the simulation in Chetty et al. (2017) while allowing for heteroskedasticity. Finally, given that the simulation only uses one covariate, the correlation of this covariate with VA is set to be high at 0.5 to obtain results that are in line with this paper’s empirical application. Each replication first estimates value added as described above and then estimates (10), clustering standard errors at the teacher level.

Column 1 of Table 1 presents the results when the true effect of test score value added on earnings is set to be 100, and $\kappa_0$ is estimated using the multi-step OLS estimator and the standard errors are not corrected. Results show that the standard errors obtained from simply clustering and making no other adjustments when using OLS are incorrect. The estimated standard errors were far too small - on average, the standard error estimates were less than two thirds of the correct value. The inconsistent standard errors lead to incorrect coverage rates for 95% confidence intervals, with these intervals containing the true value $\kappa_0$ (100) only 72.4% of the time.
Column 2 of Table 1 presents the results when the true effect of test score value added on earnings is set to be 100, and $\kappa_0$ is estimated using the multi-step OLS estimator with the corrected standard errors obtained from the GMM formula. Confidence intervals constructed using this estimator provide correct coverage. The corrected GMM standard errors account for the added variability resulting from the correlations between covariates and true value added, as such the estimated variance is close to the true variance of the estimator.

To better illustrate the role of the correlations between the observable characteristics of students used to estimate value added and true teacher quality, I let $\rho$ be equal 0, 0.25, 0.5, and 0.75 and draw a 1000 replications for each value. For each set of replications, I repeat the previous exercise and obtain the coverage rate of the estimated confidence intervals from using the multi-step OLS estimator with the incorrect and corrected standard errors. Figure 1 presents the results of this exercise, while the actual coverage rate of confidence intervals obtained from OLS deteriorates as the correlation between observable characteristics and true quality increases, the confidence intervals constructed using the from the GMM standard errors perform well even when the correlation is set to be unrealistically high with $\rho = 0.75$. To understand why the confidence intervals from OLS provide coverage well below their nominal rates as the correlation increases, I plot for each set of replications the actual standard deviation of $\hat{\kappa}_{OLS}$ from the Monte-Carlo and the average standard errors obtained from OLS. Figure 2 presents the results. While the increasing correlation leads the actual standard deviation of $\hat{\kappa}_{OLS}$ to increase, the average standard errors obtained from OLS do not change since they do not take into account the correlation. This results in a larger drop of coverage for confidence intervals as the correlation increases.

Finally, Table 2 presents the monte-carlo variances of the multi-step OLS estimator of $\kappa_0$ and the optimal GMM estimator of $\kappa_0$ from section 2.3.2. The optimal GMM has a slightly a lower variance than the multi-step OLS estimator, specifically it is 1.3% lower.

5 Application

To further illustrate my results, I draw on administrative data for students in the North Carolina public schools, in the years 2000-2005. Specifically, I focus on third grade students in those years. Students in grade three in North Carolina take end-of-grade tests in math as well as

---

111The small magnitude of the difference could be due to the fact that the simulations have only a moderate amount of heteroskedasticity, no correlations between $\epsilon$ and $\eta$, and constant VA over time which implies $\mathbb{E}[R_j|R_j^{-t}]$ is linear.

12I limit my focus to third grade students from 2000 to 2005 in order to remain as close as possible to the theoretical setting of this paper. I am able to match over 70% of those students to their teacher. Of those matched, none are missing covariates used for VA estimation, and I can observe long-run outcomes for over half
pre-tests in the Fall which will be used as lagged test scores. I standardize all scores within year-grade cell.

I start with 611,870 distinct students, in 1,313 schools. After excluding students with missing test scores, special education classes, classes with fewer than 10 students, and students that are not matched to their teachers, I am left with 444,262 distinct students matched to 8,210 teachers in 22,295 distinct classrooms. Given that the procedure described in section 2.1 is a leave-year out procedure, it excludes all teachers who only teach for a year. As such my final sample consists of 388,191 students matched to 5,266 teachers in 19,351 classrooms. I draw long-run outcomes for these students from high-school transcripts (graduation, GPA, class rank), end-of-course algebra scores in high-school, and exit surveys (college plans).

The summary statistics for the sample are presented in Table 3. Half of the students in my sample are female, around 34% of students are Black or Hispanic, and around 61% of students are white. Only 3% of students are English language learners, whereas 10% are special education students. Of students matched to their long-run outcomes, about 91% graduate from high school, 78% plan on attending college, and 41% plan on attending a 4-year college.

The remainder of this section is organized as follows. First, I will illustrate the results of section 2.3.1 by showing that that the standard errors routinely used in the literature are incorrect. Next, to understand why the unadjusted standard errors are incorrect, I will show that there is evidence of unconditional sorting i.e. strong correlations between the variables used to predict VA and teacher VA. In doing so I will also illustrate the results of section 3.

5.1 Correcting Inference

To begin, I estimate value-added measures following the procedure laid out in section 2.1 notably estimating $\beta_0$ using only within teacher variation. I use a rich vector of student controls that is similar to Rothstein (2017) and contains: cubic polynomials in prior scores, gender, age, indicators for special education, limited English, year, lunch eligibility, ethnicity, as well as class- and school-year means of those variables. Table 4 describes the generated measures, there are 19,351 distinct measures corresponding to the 19,351 classrooms. The measures are mean zero and have a standard deviation of 0.177 such that a one standard deviation increase in estimated VA corresponds to a 17.7% increase in test scores.\textsuperscript{13}

It then follows from Theorem 1 that when using the estimated VA measures in a regression on long-run outcomes, we must adjust standard errors to obtain the true variance of $\kappa_0$. I of them. Furthermore, the results found in this paper are comparable to those reported in Rothstein (2017) who considers students in grades 3 through 5 for the years 1997-2011.

\textsuperscript{13} Assuming that the VA measures are forecast unbiased.
focus on estimating the impact of teacher VA on a set of long-run outcomes for the third grade students, namely: high-school algebra scores, high-school graduation, plan to attend college, plan to attend a 4 year college, high-school GPA, and high-school class rank.

I estimate the effect of teacher VA on those outcomes following the methodology in section 2.1. The results are found in Table 5. I find that a one standard deviation increase in teacher VA in third grade leads to a 3.84 percent of a standard deviation increase in high-school algebra scores, a 0.5 percentage point increase in high-school graduation, a 0.88 percentage point increase in college enrollment plans, a 1.76 percentage point increase in 4-year college enrollment plans, a 0.036 point increase in weighted high-school GPA, and a 0.93 percentage point increase in high-school class rank. The magnitude of these impacts are similar to the ones obtained by Rothstein (2017) using a larger sample of students from North Carolina, and the ones of Chetty et al. (2014b) in New York.

Importantly, the unadjusted standard errors obtained from simply running an OLS regression and clustering standard errors at the teacher level are incorrect. Indeed, comparing the unadjusted standard errors to those obtained from a GMM estimation of the system shows that the unadjusted standard errors are too small. The clustered standard errors from GMM are 37% to 70% larger than their unadjusted clustered OLS counterparts. Given that the magnitude of the effects are relatively large, the coefficients remain statistically significant even though their t-values decrease substantially. For example, the t-statistic for graduation drops from 7.14 to 4.16, and the t-statistic for planning to attend college drops from 8.18 to 5. In applications for which estimated effects are not so large, this drop could mean the difference between statistically significant and insignificant results. To put this change into perspective, Table 5 also gives the heteroskedasticity robust standard errors obtained from running an OLS regression. For all but one outcome, the difference between clustered standard errors obtained by running GMM and clustered standard errors obtained by running OLS is at least as large as the difference between clustered and heteroskedasticity robust standard errors obtained by running OLS.

To summarize, adjusting standard errors to account for correlations between teacher VA and the controls, and for the estimation of VA is likely to be important in practice. In this application on data from North Carolina, the increase in standard errors resulting from the adjustment is on average larger than the impact of clustering standard errors.\footnote{In this application, I cluster standard errors at the teacher level. If one were to cluster standard errors at a higher level, say school or school-year, the results should be similar. Indeed, Rothstein (2017) finds that correlations between VA and controls is stronger between schools than within schools, stating that schools with higher VA teachers have much higher prior year test scores and better socioeconomic conditions.}
5.2 Presence and Effects of Unconditional Sorting

The previous section has shown that the unadjusted standard errors obtained from simply running OLS are too small. The theoretical results imply that this is likely due to significant correlations between teacher VA and the vector of covariates used to estimate the measures. To examine that, I empirically test for the presence of these correlations.

Similar to Chetty et al. (2014a), given that my VA measures are estimated using within teacher variation in the controls, I can use these measures to estimate the correlations between true VA and the controls. Chetty et al. (2014a) do so by running a univariate regression of the VA measures on lagged test-scores and other covariates. They find positive and statistically significant but small evidence of unconditional sorting on lagged test-scores, better students are assigned slightly better teachers. Given that their point estimate for unconditional sorting is small, and that they obtain VA measures estimated using within and between teacher variation that are highly correlated (0.979) with their original measures estimated using only within teacher variation, they conclude that unconditional sorting is relatively minimal in practice.

I conduct a similar analysis. I find that the degree of unconditional sorting is not minimal but occurs at the group rather than individual student level. As such the class and school-year level means included in the estimation of VA are strong predictors of teacher VA, these findings are consistent with Rothstein (2017). Furthermore, I show that although VA measures estimated using both within and between teachers variation can be highly correlated with the baseline measures using only within teacher variation, they significantly understate the effect of certain teachers and are poor predictors of long-run outcomes. Thus I find that using within teacher variation as proposed by Chetty et al. (2014a) is important in practice.

I estimate the degree of unconditional sorting in two ways. First, I follow Chetty et al. (2014a) by regressing the VA measures on different controls then adjusting the coefficient to account for shrinkage, but correct inference by obtaining the standard errors by bootstrapping the GMM system. Second, I make use of Theorem 3 and run a regression of the preliminary VA measures on controls by GMM estimation of the system in Result 5. The results of this are presented in Table 6.

Panel A presents the results from the regressions of the VA measures on three different controls: student level lagged test scores, classroom mean lagged test score, and school year mean lagged test score. Surprisingly, the highly significant estimate for unconditional sorting on student level

\[ \text{To account for the attenuation resulting from the fact that the VA measures are shrunk, they multiply their coefficients by an estimate } \frac{SD(\hat{\mu}_{jt})}{SD(\mu_{jt})} = 1.56 \text{ in their data. This ratio is 1.17 in my data and I adjust my estimates accordingly when running the analysis.} \]

\[ \text{I use the bootstrap on the GMM system since the standard errors in Theorem 3 are for a system that regresses preliminary VA measures, not the shrunk measures, on covariates.} \]
lagged test scores of 0.010 (Column (1), Table 6 Panel A) is similar to the estimate found by Chetty et al. (2014a) of 0.012, even though the two analyses use different data sets. This suggests a small degree of unconditional sorting on student level past test scores; better students are matched with higher VA teachers. I then further examine this by also regressing the VA measures on the class and school-year average of lagged test scores. I find that sorting on test scores at the class and school-year level is significantly stronger than at the individual level. Notably the point estimate of 0.056 for classroom level lagged test scores is highly significant and five times larger than the one at the individual level. Finally, one can see that the unadjusted standard errors from OLS are incorrect, and that the standard errors obtained from bootstrapping the GMM system are about 50% larger.

I confirm these findings with a direct application of Theorem 3. I first estimate a regression of preliminary VA, \( \hat{R}_{jt} \), on classroom mean lagged test score, then re-estimate the parameter using the GMM system as described in Theorem 3. The results correspond to Panel B of Table 6. The point estimate of 0.073 is larger than the one in Panel A, but they are statistically indistinguishable. Again, the unadjusted standard errors are smaller than the ones obtained by GMM, with the GMM standard errors being approximately 80% larger. The difference between the standard errors is directly explained by Theorem 3. Here the vector of variables \( \mathbf{D}_j \) is a subset of the covariates used to construct VA, \( \mathbf{X}_j \), as such it must be that \( \mathbb{E}(\mathbf{D}_j' \mathbf{X}_j) \neq 0 \).

In summation, the results in Table 6 point to a strong correlation between the covariates used to estimate VA and true teacher VA. Consequently, this means that estimating \( \beta_0 \) without teacher fixed effects, using both between and within teacher variation, will lead to biased estimates and therefore incorrect VA measures and point estimates for long run impacts. To show this, I estimate another set of VA measures without including teacher fixed effects. At first glance, it seems that these measures are very similar to the ones obtained using within teacher variation only. Indeed, Table 7 shows that the measures have a very high correlation of 0.965.

However, further examination shows that the measures estimated without teacher fixed effects will dramatically understake the effectiveness of certain teachers. As shown in the upper left quadrant of Figure 3, these measures are sometimes negative for teachers that have positive VA when estimated using within teacher variation. This in turn will lead to biased estimates of \( \kappa_0 \), Figure 4 illustrates this point. It presents the results of regressions of a variety of long-run outcomes on teacher VA, following the procedure laid out in section 2.1. One set of results is obtained by estimating \( \beta_0 \) and \( \beta_Y^0 \) using teacher fixed effects, and the other set is obtained by estimating \( \beta_0 \) and \( \beta_Y^0 \) without fixed effects. The estimates in blue are the estimates of \( \kappa_0 \) for different outcomes using the exact methodology in section 2.1 while the estimates in red are the estimates of \( \kappa_0 \) without including teacher fixed effects to estimate \( \beta_0 \) and \( \beta_Y^0 \). It is clear that although the measures obtained without fixed effects are highly correlated with the baseline measures, they systematically underestimate \( \kappa_0 \).
6 Conclusion

In this paper, I consider how to correctly and efficiently draw inference in models using value-added measures in regressions. Starting with models using value-added measures as an explanatory variable, I show that they can be reframed as GMM systems, and use that to construct corrected standard errors for regressions with value-added on the right hand side. I then show that these models can also be written as systems resembling instrumental variables where the preliminary value-added measures for years $s \neq t$ serve as instruments for the preliminary measure in year $t$. Then when one has more than two years of data, there are multiple instruments available for the measure in year $t$. I use this overidentifying information to propose a more efficient estimator for the impact of value-added on long-run outcomes using optimal GMM, and to propose a specification test for these models. For regressions using value-added measures as an outcome, I derive corrected standard errors from GMM and provide a testable condition under which unadjusted standard errors can also lead to valid inference. The theoretical results of this paper are checked using a simulation study. Finally, I demonstrate the practical implications of my results in an application on data from North Carolina public schools. I first document the presence of correlations between teacher test-score value added and student observables, and then show that adjusting standard errors to account for those correlations and the estimation of VA measures is relevant in practice.
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A Tables
Table 1: Simulation Evidence of the Properties of $\hat{\kappa}$

|                      | OLS Current Practice | OLS Corrected SEs |
|----------------------|----------------------|-------------------|
|                      | (1)                  | (2)               |
| n=900,000 and J=3,000|                      |                   |
| SD from Monte-Carlo  | 2.156                | 2.156             |
| Average SD of $\hat{\kappa}$ | 1.265                | 2.100             |
| Coverage Rate of 95% CI | 0.724                | 0.942             |

Results are based on 1000 replications. The coverage rate is obtained by taking the average of an indicator of whether the true value $\kappa_0$ is in the estimated confidence interval for a 1000 replications with standard errors clustered at the teacher level. The number of students per class $n_j$ and classes per teacher $T$ are held constant at 30 and 10 respectively in all simulations.
Table 2: Simulation Evidence of the Properties of $\hat{\kappa}$

|                  | OLS Current Practice (1) | Optimal GMM (2) |
|------------------|--------------------------|-----------------|
| $n=900,000$ and $J=3,000$ |                          |                 |
| Variance from Monte Carlo | 4.652                    | 4.592           |

Results are based on 1000 replications. The number of students per class $n_j$ and classes per teacher $T$ are held constant at 30 and 10 respectively in all simulations.
Table 3: Summary Statistics

|                                | Mean (1) | S.D. (2) | Obs. (3) |
|--------------------------------|----------|----------|----------|
| A. Student Level Short-Run Variables |          |          |          |
| Math Test Score                | 0.060    | 0.974    | 388,191  |
| Class Size                     | 21.968   | 3.379    | 388,191  |
| Female                         | 0.494    | 0.500    | 388,191  |
| Lunch Eligibility              | 0.446    | 0.497    | 388,191  |
| Black                          | 0.284    | 0.451    | 388,191  |
| Hispanic                       | 0.053    | 0.223    | 388,191  |
| White                          | 0.608    | 0.488    | 388,191  |
| English Language Learner       | 0.032    | 0.175    | 388,191  |
| Special Education              | 0.110    | 0.312    | 388,191  |
| B. Student Level Long-Run Outcomes |        |          |          |
| High-School Algebra Score      | 0.243    | 0.924    | 303,826  |
| Graduate High School           | 0.907    | 0.290    | 280,542  |
| Plan College                   | 0.788    | 0.409    | 272,990  |
| Plan 4-Year College            | 0.417    | 0.493    | 272,987  |
| Weighted High-School GPA       | 3.072    | 0.939    | 193,927  |
| Class Rank                     | 0.513    | 0.286    | 193,594  |

The sample consists of 388,191 North Carolina public schools third grade students matched to 5,266 teachers in 19,351 classrooms in the years 2000-2005.
Table 4: Summary Statistics for VA measures

| Statistical Measure | Value |
|---------------------|-------|
| Mean of VA          | 0.013 |
| S.D of VA           | 0.177 |
| Number of Observations | 19,351 |

Summary statistics for the VA measures of 5,266 teachers in 19,351 classrooms in the years 2000-2005. They are estimated using within-teacher variation following the procedure described in section 2.4. Controls include cubic polynomials in prior scores, gender, age, indicators for special education, limited English, year, lunch eligibility, ethnicity, as well as class- and school-year means of those variables.
Table 5: Estimates of Long-Run Impacts

|                       | Algebra Score | Graduation | Plan College | Plan 4-Year College | HS GPA | Class Rank |
|-----------------------|---------------|------------|--------------|---------------------|--------|------------|
| Teacher VA            | 0.038         | 0.005      | 0.009        | 0.018               | 0.036  | 0.009      |
| OLS Heteroskedasticity Robust SE | (0.0013) | (0.0005) | (0.0007) | (0.0008) | (0.0017) | (0.0005) |
| OLS Clustered SE      | (0.0027)      | (0.0007)   | (0.0011)     | (0.0015)            | (0.0027)| (0.0010)   |
| GMM Clustered SE      | (0.0037)      | (0.0012)   | (0.0018)     | (0.0022)            | (0.0040)| (0.0016)   |
| N                     | 303,733       | 280,456    | 272,907      | 272,904             | 193,867| 193,535    |

Teacher VA is standardized. The results in this table are obtained by a univariate regression of the residualized outcome on teacher VA, following the methodology of section 2.1. Standard errors are clustered at the teacher level. Controls for estimation of VA and residualization of outcome include cubic polynomials in prior scores; gender; age; indicators for special education, limited English, year, lunch eligibility, ethnicity; as well as class- and school-year means of those variables.
Table 6: Estimates of Unconditional Sorting

| Dependent Variable | Teacher VA |
|--------------------|------------|
|                    | (1)        | (2)  | (3) |

### A. Regression of teacher VA measures on covariates

|                        | (1)  | (2)  | (3)  |
|------------------------|------|------|------|
| Lagged Test Scores     | 0.010|      |      |
| OLS Standard Error     | (0.0012)|     |      |
| Bootstrap Standard Error| (0.0018)|     |      |
| Classroom Mean Lagged Test Score | 0.056|      |      |
| OLS Standard Error     | (0.0065)|     |      |
| Bootstrap Standard Error| (0.0100)|     |      |
| School-Year Mean Lagged Test Score | 0.041|      |      |
| OLS Standard Error     | (0.0083)|     |      |
| Bootstrap Standard Error| (0.0133)|     |      |

N 388,191 388,191 388,191

### B. Regression of preliminary teacher VA measures on covariates

|                        | (1)  | (2)  | (3)  |
|------------------------|------|------|------|
| Classroom Mean Lagged Test Score | 0.073|      |      |
| OLS Standard Error     | (0.0063)|     |      |
| GMM Standard Error     | (0.0114)|     |      |

N 444,018

Standard errors are clustered at the teacher level. Panel A presents the results of regressions of the estimated teacher VA measures on different controls. Bootstrapped standard errors are calculated by block bootstrapping the sample at the teacher level then estimating VA followed by the regressions, this is equivalent to bootstrapping the GMM system. Following Chetty et al. (2014a), the coefficients and standard errors in panel A are multiplied by 1.17 to offset shrinkage of the dependent variable. Panel B presents the results of a regression of preliminary (unshrunk VA measure) on classroom mean lagged test score following Theorem 3. OLS standard errors are the unadjusted estimators produced by statistical softwares, GMM standard errors are obtained following Theorem 3. Observations are slightly higher in panel B because teachers who only teach one year can be included when following this methodology.
Table 7: Correlations Between Different VA measures

|                | Baseline VA | VA using all variation |
|----------------|-------------|------------------------|
| Baseline VA    | 1.00        | 0.965                  |
| VA using all variation | 0.965    | 1.00                   |

This table presents the two-way correlation coefficient between the baseline VA measures estimated using only within teacher variation, and the VA measures estimated using between and within teacher variation.

B Figures

Figure 1: Coverage Rate using OLS SEs and GMM SEs with Different Correlation Levels

Each dot represents a coverage rate obtained by taking the average of an indicator of whether the true value $\kappa_0$ is in the estimated confidence interval for a 1000 replications with standard errors clustered at the teacher level. The number of students per class $n_j$ and classes per teacher $T$ are held constant at 30 and 10 respectively in all simulations, the correlation between student characteristics and true VA is increased by increasing the parameter $\rho$ from the data generating process described in section 4. $\rho$ is set to be 0, 0.25, 0.5, and 0.75.
Each dot of the blue line represents the standard deviation of $\hat{\kappa}$ obtained from a Monte-Carlo using a 1000 replications. Each dot of the red line represents the average of the standard errors estimated using OLS from 1000 replications with standard errors clustered at the teacher level. The number of students per class $n_j$ and classes per teacher $T$ are held constant at 30 and 10 respectively in all simulations, the correlation between student characteristics and true VA is increased by increasing the parameter $\rho$ from the data generating process described in section 4. $\rho$ is set to be 0, 0.25, 0.5, and 0.75.
This graph plots the baseline VA measures, constructed using an estimator of $\beta_0$ that was estimated using teacher fixed-effects, against VA measures constructed using an estimator of $\beta_0$ without fixed effects. Controls used are: cubic polynomials in prior scores; gender; age; indicators for special education, limited English, year, lunch eligibility, ethnicity; as well as class- and school-year means of those variables.
Figure 4: Estimates of Long-Run Impacts

This graph plots the effect of a one standard deviation increase in teacher VA on different long-run outcomes. They are obtained by a univariate regression of the residualized outcome on teacher VA, following the methodology of section 2.1. The estimates in blue are the estimates of $\kappa_0$ for different outcomes using the exact methodology in section 2.1, while the estimates in red are the estimates of $\kappa_0$ without including teacher fixed effects to estimate $\beta_0$ and $\beta_0^Y$. Standard errors are clustered at the teacher level. The standard errors for the baseline estimates are obtained by GMM, the standard errors for the other estimates are unadjusted. Controls for estimation of VA and residualization of outcome include cubic polynomials in prior scores; gender; age; indicators for special education, limited English, year, lunch eligibility, ethnicity; as well as class- and school-year means of those variables.
C Heterogeneous Treatment Effects

Suppose that the potential outcome function for the adult earnings of student $i$ is given by

$$Y_i^{pot}(\mu) = \kappa_i \mu + Y_i^{pot}(0)$$

where $Y_i^{pot}(0)$ is the same as before but $\kappa_i$ is stochastic and varies across students. Then the true teacher-year level residual earnings are:

$$\bar{Y}_{jt} = \kappa_{jt} \mu_{jt} + \tilde{\eta}_{jt},$$

(27)

where $\kappa_{jt} = \frac{1}{n_j} \sum_{i=1}^{n_j} \kappa_i$. Let $\mathbf{\kappa}_j$ be a vector stacking the $\kappa_{jt}$. I impose the following assumptions:

**Assumption 6** Heterogeneous Treatment Effects

1. $\mathbb{E}(\mathbf{\kappa}_j) = \mathbf{\kappa}^* < \infty$.

2. $\kappa_{jt} \perp \perp (\mu_j, \epsilon_j^{(-t)})$.

Point 1 requires that the mean of the individual level effects be finite. Point 2 requires that the treatment effects in year $t$ be independent of a teacher’s true VA and of the unobserved determinants of the teacher’s other students in years $s \neq t$.

Consider the linear projection of $\bar{Y}_{jt}$ from (27) on $\mu_{jt}^* = \sum_{k \neq t} \phi_{0k} \bar{R}_{jk}$:

$$\bar{Y}_{jt} = \kappa_0 \mu_{jt}^* + \bar{u}_{jt},$$

(28)

where $\kappa_0 = \frac{\text{Cov}(\bar{Y}_{jt}, \mu_{jt}^*)}{\text{Var}(\mu_{jt}^*)}$. Now to show that $\kappa_0 = \mathbb{E}(\kappa_{jt})$:

$$\kappa_0 = \frac{\mathbb{Cov}(\bar{Y}_{jt}, \mu_{jt}^*)}{\text{Var}(\mu_{jt}^*)} = \frac{\mathbb{Cov}(\kappa_{jt} \mu_{jt} + \tilde{\eta}_{jt}, \mu_{jt}^*)}{\text{Var}(\mu_{jt}^*)} = \frac{\mathbb{E}(\kappa_{jt} \mu_{jt} \mu_{jt}^*) + \mathbb{E}(\tilde{\eta}_{jt} \mu_{jt}^*)}{\mathbb{E}(\mu_{jt}^*)} = \frac{\mathbb{E}(\kappa_{jt} \mu_{jt} \mu_{jt}^*)}{\mathbb{E}(\mu_{jt}^*)} = \mathbb{E}(\kappa_{jt})$$
where the second equality follows from (27). The third equality follows from the fact that \(\mu_{jt}\) and \(\mu_{jt}^*\) are mean zero. The fourth equality follows from Assumption 1. The fifth equality follows from Point 2 of Assumption 6. The last equality follows from the fact that \(\mathbb{E}(\mu_{jt}\mu_{jt}^*) = 1\) from Result 2.

Then we still have \(\mathbb{E}(\phi'_0\overline{R}_{jt}(-t)'(Y_j - \kappa_0 R_j^{(-t)} \phi_0)) = 0\) with \(\kappa_0 = \mathbb{E}(\kappa_{jt})\), then the non-optimal GMM estimator is robust to heterogeneous treatment effects under Assumption 6.

### D Shrinkage

Consider a simple case where value added is constant over time such that:

\[
R_{it} = R_{it}^{obs} - X_{it}'\beta_0 = \mu_j + \epsilon_{it}
\]

and

\[
\overline{R}_{jt} = \frac{1}{n_j} \sum_{i=1}^{n_j} R_{it} = \mu_j + \bar{\epsilon}_{jt}.
\]

Consider the best linear predictor of \(\overline{R}_{jt}\) using one other year \(\overline{R}_{jt'}\):

\[
\mu_{jt}^* = \phi_0 \overline{R}_{jt'}
\]

where:

\[
\phi_0 = \frac{\text{Cov}(\overline{R}_{jt}, \overline{R}_{jt'})}{\text{Var}(\overline{R}_{jt'})}.
\]

Then under Assumption 1 we have:

\[
\phi_0 = \frac{\text{Cov}(\overline{R}_{jt}, \overline{R}_{jt'})}{\text{Var}(\overline{R}_{jt'})} = \frac{\text{Cov}(\mu_j + \bar{\epsilon}_{jt}, \mu_j + \bar{\epsilon}_{jt'})}{\text{Var}(\mu_j + \bar{\epsilon}_{jt'})} = \frac{\text{Cov}(\mu_j, \mu_j)}{\text{Var}(\mu_j) + \text{Var}(\bar{\epsilon}_{jt'})} < 1
\]

where the second equality follows from the fact that \(\mu_j\) is uncorrelated with \(\bar{\epsilon}_{jt'}\) and \(\bar{\epsilon}_{jt}\) by Point 1 of Assumption 1, and the fact that \(\bar{\epsilon}_{jt'}\) and \(\bar{\epsilon}_{jt}\) are uncorrelated by Point 3 of Assumption 1.

This example shows that when value added is constant, \(\mu_{jt}^*\) is a shrinkage estimator similar to the one proposed by Kane and Staiger (2008). One can show that the measures will still be
shrunk towards the mean of zero when value added is not constant over time and more years are used.

E Alternative Identification Proof

**Result E.1** If Assumptions 1 and 2 hold, then \( \kappa_0 \) is identified.

By Points 1 and 3 of Assumption 2, \( \beta_0 \) and \( \beta_0^\prime \) are identified by the coefficients on \( X_j \) in a regression of \( R^{obs}_j \) and \( Y^{obs}_j \) respectively on \( X_j \) and teacher fixed effects. Namely:

\[
\beta_0 = \mathbb{E}(\dddot{X}_j'\dddot{X}_j)^{-1}\mathbb{E}(\dddot{X}_j'\dddot{R}^{obs}_j)
\]
\[
\beta_0^\prime = \mathbb{E}(\dddot{X}_j'\dddot{X}_j)^{-1}\mathbb{E}(\dddot{X}_j'\dddot{Y}^{obs}_j)
\]

since the a regression on the variables using the within transform is equivalent to a regression with fixed effects.

Then starting with (2):

\[
R^{obs}_{it} = X'_{it}\beta_0 + \mu_{jt} + \epsilon_{it},
\]

and let:

\[
R_{it} = R^{obs}_{it} - X'_{it}\beta_0 = \mu_{jt} + \epsilon_{it}
\]

be the actual residual score, which is then collapsed to the teacher year level:

\[
\overline{R}_{jt} = \frac{1}{n_j} \sum_{i=1}^{n_j} R_{it} = \mu_{jt} + \overline{\epsilon}_{jt},
\]

we can write the best linear prediction of \( \overline{R}_{jt} \) as a function of other years as:

\[
\overline{R}_{jt} = \sum_{|s-t|\neq 0} \phi_0|s-t|\overline{R}_{js} + \theta_{jt} + \overline{\epsilon}_{jt}
\]

so that:

\[
\mu_{jt} = \sum_{|s-t|\neq 0} \phi_0|s-t|\overline{R}_{js} + \theta_{jt} - \overline{\epsilon}_{jt}.
\]

Plugging (36) into (9) and letting \( \mu^*_jt = \sum_{s\neq 0} \phi_0s\overline{R}_{js} \) yields:

\[
\overline{Y}_{jt} = \kappa_0\mu^*_jt + \kappa_0\theta_{jt} - \kappa_0\overline{\epsilon}_{jt} + \overline{\eta}_{jt},
\]

where \( \mu^*_jt \) is identified. Therefore:

\[
\frac{Cov(\overline{Y}_{jt}, \mu^*_jt)}{Var(\mu^*_jt)} = \frac{\kappa_0 + \kappa_0 Cov(\theta_{jt}, \mu^*_jt)}{Var(\mu^*_jt)} - \kappa_0 \frac{Cov(\tau_{jt}, \mu^*_jt)}{Var(\mu^*_jt)} + \frac{Cov(\eta_{jt}, \mu^*_jt)}{Var(\mu^*_jt)}
\]

\[
= \kappa_0
\]

(38)
where the second equality holds because $\theta_{jt}$ is the error from (15) and the variables are mean zero, and:

$$
Cov(\bar{\epsilon}_{jt}, \mu^*_{jt}) = Cov(\bar{\epsilon}_{jt}, \sum_{|s-t|\neq 0} \phi_0|s-t|\bar{R}_{js})
$$

$$
= Cov(\bar{\epsilon}_{jt}, \sum_{|s-t|\neq 0} \phi_0|s-t|(\mu_{js} + \bar{\epsilon}_{js}))
$$

$$
= Cov(\bar{\epsilon}_{jt}, \sum_{|s-t|\neq 0} \phi_0|s-t|\mu_{js}) + Cov(\bar{\epsilon}_{jt}, \sum_{|s-t|\neq 0} \phi_0|s-t|\bar{\epsilon}_{js})
$$

$$
= 0
$$

where both terms are 0 by Assumption 1.

To show $Cov(\bar{\eta}_{jt}, \mu^*_{jt}) = 0$:

$$
Cov(\bar{\eta}_{jt}, \mu^*_{jt}) = Cov(\bar{\eta}_{jt}, \sum_{|s-t|\neq 0} \phi_0|s-t|\bar{R}_{js})
$$

$$
= Cov(\bar{\eta}_{jt}, \sum_{|s-t|\neq 0} \phi_0|s-t|(\mu_{js} + \bar{\epsilon}_{js}))
$$

$$
= Cov(\bar{\eta}_{jt}, \sum_{|s-t|\neq 0} \phi_0|s-t|\mu_{js}) + Cov(\bar{\eta}_{jt}, \sum_{|s-t|\neq 0} \phi_0|s-t|\bar{\epsilon}_{js})
$$

$$
= 0
$$

where both terms are 0 by Assumption 1.

QED.

### F Regularity Conditions

**Assumption F.1 Technical Assumptions for Consistency**

1. $(\beta'_0, \beta'^Y_0, \phi'_0, \kappa_0)$ is an element in the interior of $\Theta$ and $\Theta$ is a compact subset of $\mathcal{R}^{2K+T}$. 
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Assumption F.2 Technical Assumptions for Asymptotic Normality and Consistent Variance Estimation

1. For all \((\beta', \beta^Y, \phi', \kappa) \in \mathbb{R}^{2K+T}\):
   \[
   E\left( \sup_{(\beta, \beta^Y, \phi, \kappa) \in \Theta} \left\| \bar{X}'_j \left( \bar{R}_{jt}^{obs} - \bar{X}_j \beta \right) \right\| \right) < \infty
   \]
   \[
   E\left( \sup_{(\beta, \beta^Y, \phi, \kappa) \in \Theta} \left\| \bar{R}_j^{(-t)'} \left( \bar{R}_j - \bar{R}_j^{(-t)} \phi \right) \right\| \right) < \infty
   \]
   \[
   E\left( \sup_{(\beta, \beta^Y, \phi, \kappa) \in \Theta} \left\| \bar{X}'_j \left( \bar{Y}_{jt}^{obs} - \bar{X}_j \beta^Y \right) \right\| \right) < \infty
   \]
   \[
   E\left( \sup_{(\beta, \beta^Y, \phi, \kappa) \in \Theta} \left\| \phi' \bar{R}_j^{(-t)'} \left( \bar{Y}_j - \kappa \bar{R}_j^{(-t)} \phi \right) \right\| \right) < \infty.
   \]

2. \(E\left( \sup_{(\beta, \beta^Y, \phi, \kappa) \in \Theta} \left( \phi' \bar{R}_j^{(-t)'} \bar{R}_j^{(-t)} \phi \right) \right) < \infty\) and \(E\left( \sup_{(\beta, \beta^Y, \phi, \kappa) \in \Theta} \left( \bar{R}_j^{(-t)'} \bar{R}_j^{(-t)} \right) \right) < \infty\).

3. \(E\left[ \left( \phi_0 \bar{R}_j^{(-t)'} \bar{R}_j^{(-t)} \phi_0 \right) \right], E\left[ \left( \bar{R}_j^{(-t)'} \bar{R}_j^{(-t)} \right) \right]\) are invertible.

4. \(E\left( \sup_{(\beta, \beta^Y, \phi, \kappa) \in \Theta} \left\| \bar{X}'_j \left( \bar{R}_{jt}^{obs} - \bar{X}_j \beta \right) \right\|^2 \right) < \infty\)
   \(E\left( \sup_{(\beta, \beta^Y, \phi, \kappa) \in \Theta} \left\| \bar{R}_j^{(-t)'} \left( \bar{R}_j - \bar{R}_j^{(-t)} \phi \right) \right\|^2 \right) < \infty\)
   \(E\left( \sup_{(\beta, \beta^Y, \phi, \kappa) \in \Theta} \left\| \bar{X}'_j \left( \bar{Y}_{jt}^{obs} - \bar{X}_j \beta^Y \right) \right\|^2 \right) < \infty\)
   \(E\left( \sup_{(\beta, \beta^Y, \phi, \kappa) \in \Theta} \left\| \phi' \bar{R}_j^{(-t)'} \left( \bar{Y}_j - \kappa \bar{R}_j^{(-t)} \phi \right) \right\|^2 \right) < \infty\)
Assumption F.3 Technical Assumptions for Optimal GMM

1. \((\beta_0', \beta_0'', \kappa_0)\) is an element in the interior of \(\Theta_1\) and \(\Theta_1\) is a compact subset of \(\mathcal{R}^{2K+1}\).

2. \[
\mathbb{E}\left(\sup_{(\beta, \beta', \kappa) \in \Theta_1} \left| \tilde{X}_j' \left( \tilde{R}_{obs} - \tilde{X}_j \beta \right) \right|^2 \right) < \infty
\]

3. \((X_j, \mu_j, \epsilon_j, Y_{obs}, \eta_j)\) are i.i.d across \(j\).

4. For all \((\beta, \beta', \kappa) \in \mathcal{R}^{2K+1}:\)

\[
\mathbb{E}\left(\tilde{X}_j' \left( \tilde{R}_{obs} - \tilde{X}_j \beta \right) \left( \tilde{R}_{obs} - \tilde{X}_j \beta \right)' \tilde{X}_j \right) < \infty
\]

Assumption F.3 reframes Assumptions F.1 and F.2 for the new set of moments.

Assumption F.4 Assumptions for Consistency, and Asymptotic Normality

1. \((\beta_0', \alpha_0')\) is an element of the interior of \(\Theta_2\) and \(\Theta_2\) is a compact subset of \(\mathcal{R}^{K+K_D}\).

2. \[
\mathbb{E}\left(\sup_{(\beta, \alpha) \in \Theta_2} \left| \tilde{X}_j' \left( \tilde{R}_{obs} - \tilde{X}_j \beta \right) \right|^2 \right) < \infty
\]

3. \((X_j, \mu_j, \epsilon_j, D_j)\) are i.i.d across \(j\).
4. For all \((\beta, \alpha) \in \mathbb{R}^{K+K_D}\):

\[
E \left( \ddot{X}_j' \left( \ddot{R}_j^{\alpha} - \ddot{X}_j \beta \right) \left( \ddot{R}_j^{\alpha} - \ddot{X}_j \beta \right)' \ddot{X}_j \right) < \infty
\]

\[
\mathbb{E} \left( D_j' \left( \tilde{R}_j - D_j \alpha \right) \left( \tilde{R}_j - D_j \alpha \right)' D_j \right) < \infty
\]

G  Consistency, Asymptotic Normality, and Consistent Variance Estimation of the GMM Estimators

Lemma G.1 If Assumptions I, 2, and F.1 hold, then \(\hat{\beta}, \hat{\phi}, \hat{\beta}_Y, \hat{\kappa}) \rightarrow (\beta_0, \phi_0, \beta_0^Y, \kappa_0)\), where \((\hat{\beta}, \hat{\phi}, \hat{\beta}_Y, \hat{\kappa})\) are the estimators obtained from a GMM minimization of the moment system of (11), (13), (12), and (14) with the identity matrix as a weighting matrix.

Theorem G.1 If Assumptions I, 2, F.1, and F.2 hold, then

\[
\sqrt{J} \left[ (\hat{\beta}, \hat{\phi}, \hat{\beta}_Y, \hat{\kappa}) - (\beta_0, \phi_0, \beta_0^Y, \kappa_0) \right] 
\rightsquigarrow N(0, \Omega) .
\]

where \(\Omega = \tilde{G}^{-1} \mathbb{E}[\hat{g}(Z, \beta_0, \phi_0, \beta_0^Y, \kappa_0)] \tilde{G}^{-1}'\) and \(\tilde{G} = \mathbb{E}[\nabla_{(\beta, \phi, \beta_Y, \kappa)} \hat{g}(Z, \beta_0, \phi_0, \beta_0^Y, \kappa_0)]\), and \(\hat{g}(Z, \beta_0, \phi_0, \beta_0^Y, \kappa_0)\) is defined in (52) in the proof.

Let \(\hat{\Omega}\) correspond to an estimator of \(\Omega\), constructed by replacing the population moments in \(\Omega\) by averages and the parameters by the GMM estimators. Then:

\[
\hat{\Omega} \rightarrow \Omega
\]

Lemma G.2 If Assumptions I, 2, and F.3 hold, then

1. \[
\sqrt{J} \left[ (\hat{\beta}, \hat{\beta}_Y, \hat{\kappa}) - (\beta_0, \beta_0^Y, \kappa_0) \right] \rightsquigarrow N(0, \Omega_1) .
\]

where \((\hat{\beta}, \hat{\beta}_Y, \hat{\kappa})\) are the estimators obtained from a GMM minimization and \(\Omega_1 = \left( \tilde{G}_1' \tilde{G}_1 \right)^{-1} \tilde{G}_1' \mathbb{E}[\tilde{g}_1(Z, \beta_0, \beta_0^Y, \kappa_0)] \tilde{G}_1 \left( \tilde{G}_1' \tilde{G}_1 \right)^{-1}\), and \(\tilde{G}_1 = \mathbb{E}[\nabla_{(\beta, \beta_Y, \kappa)} \tilde{g}_1(Z, \beta_0, \beta_0^Y, \kappa_0)]\), where \(\tilde{g}_1(Z, \beta_0, \beta_0^Y, \kappa_0)\) is defined in (58) in the proof.

2. \(\hat{\Omega}_1 \rightarrow \Omega_1\) where \(\hat{\Omega}_1\) corresponds to the sample equivalent of \(\Omega_1\) replacing moments by sample moments and parameters by \((\hat{\beta}, \hat{\beta}_Y, \hat{\kappa})\).
Theorem G.2 If Assumptions 1, 2, and F.3 hold, then
\[ \sqrt{J} \left[ (\hat{\beta}^*, \hat{\beta}^Y*, \hat{\kappa}*) - (\beta_0, \beta_0^Y, \kappa_0) \right] \rightsquigarrow N(0, \Omega^*). \]

where \((\hat{\beta}^*, \hat{\beta}^Y*, \hat{\kappa}*)\) are the estimates resulting from a GMM minimization using \(\hat{W}^*\) as a weighting matrix,
\[ \Omega^* = \left( \hat{G}_1 W^* \hat{G}_1 \right)^{-1}, \]
and \(\Omega^* \leq \Omega_2\) where \(\Omega_2\) is the submatrix of \(\Omega\) that corresponds to the variance covariance matrix of \((\hat{\beta}, \hat{\beta}^Y, \hat{\kappa})\).

Result G.1 If Assumptions 1, 2, and F.3 hold, then
\[ \tilde{g}_1(Z, \hat{\beta}^*, \hat{\beta}^Y*, \hat{\kappa}*) W^* \tilde{g}_1(Z, \hat{\beta}^*, \hat{\beta}^Y*, \hat{\kappa}*) \rightsquigarrow \chi^2_{T - 2}. \]

Theorem G.3 If Assumptions 1, 2, and F.4 hold, then
\[ \sqrt{J} \left[ \hat{\beta} - (\beta_0, \alpha_0) \right] \rightsquigarrow N(0, \Omega_2). \]

where \(\Omega_2 = \hat{G}_2^{-1} \mathbb{E}[\tilde{g}_2(Z, \beta_0, \alpha_0) \tilde{g}_2(Z, \beta_0, \alpha_0')] \hat{G}_2^{-1}'\) and \(\hat{G}_2 = \mathbb{E} [\nabla_{(\beta, \alpha)} \tilde{g}_2(Z, \beta_0, \alpha_0)]\), where \(Z_j = (X_j, R_j^{obs}, D_j)\), \(Z_2\) stacks the \(Z_j\), and \(\tilde{g}_2(Z, \beta_0, \alpha_0)\) is defined in (63) in the proof.

H Variance Comparison

Theorem G also allows us to compare \(\sigma^2\) to the variance obtained from OLS:
\[ \sigma^2 - (G_{\kappa}^{-1})^2 \mathbb{E} (g(Z)^2) \]
\[ = (G_{\kappa}^{-1})^2 \left[ \mathbb{E} \left( (g(Z) + G_{\beta \psi} \psi(Z) + G_{\phi \psi_2}(Z) + G_{\beta \psi}(Z) - G_{\phi M_{2\phi}^{-1} M_{2\beta} \psi_1}(Z))^2 - \mathbb{E} \left( (g(Z)^2) \right) \right) \right] \]
\[ = (G_{\kappa}^{-1})^2 \mathbb{E} \left( (2g(Z)) (G_{\beta \psi} \psi(Z) + G_{\phi \psi_2}(Z) + G_{\beta \psi}(Z) - G_{\phi M_{2\phi}^{-1} M_{2\beta} \psi_1}(Z)) \right) \]
\[ + (G_{\kappa}^{-1})^2 \mathbb{E} \left( (G_{\beta \psi} \psi(Z) + G_{\phi \psi_2}(Z) + G_{\beta \psi}(Z) - G_{\phi M_{2\phi}^{-1} M_{2\beta} \psi_1}(Z))^2 \right) \]

where the equality follows from factoring \(a^2 - b^2\) and the linearity of the expectation operator. Given that the second term is always positive, the difference between the two variances is going to depend on the covariances between the moment used to estimate \(\kappa_0\) and the other three sets moments. Then the covariances of interest are:
\[ \mathbb{E} \left( \hat{X}_j' (\hat{\mu}_j + \hat{\epsilon}_j) (\kappa_0 \theta_j - \kappa_0 \epsilon_j + \eta_j)' R_j^{(-t)} \phi_0 \right) \]
\[ \mathbb{E} \left( R_j^{(-t)} \theta_j' (\kappa_0 \theta_j - \kappa_0 \epsilon_j + \eta_j)' R_j^{(-t)} \phi_0 \right) \]
\[ \mathbb{E} \left( \hat{X}_j' \eta_j (\kappa_0 \theta_j - \kappa_0 \epsilon_j + \eta_j)' R_j^{(-t)} \phi_0 \right). \]
For ease of exposition of the difference between the two variances, assume that the covariances of the errors are homoskedastic with respect to $R_j^{(-t)}$ and $\tilde{X}_j$ such that:

$$\mathbb{E}\left( (\tilde{\mu}_j + \tilde{\epsilon}_j) (\kappa_0 \theta_j - \kappa_0 \epsilon_j + \eta_j)' | R_j^{(-t)}, \tilde{X}_j \right) = \mathbb{E}\left( (\tilde{\mu}_j + \tilde{\epsilon}_j) (\kappa_0 \theta_j - \kappa_0 \epsilon_j + \eta_j)' \right)$$

$$\mathbb{E}\left( \theta_j (\kappa_0 \theta_j - \kappa_0 \epsilon_j + \eta_j)' | R_j^{(-t)}, \tilde{X}_j \right) = \mathbb{E}\left( \theta_j (\kappa_0 \theta_j - \kappa_0 \epsilon_j + \eta_j)' \right)$$

$$\mathbb{E}\left( (\kappa_0 \tilde{\mu}_j + \tilde{\eta}_j) (\kappa_0 \theta_j - \kappa_0 \epsilon_j + \eta_j)' | R_j^{(-t)}, \tilde{X}_j \right) = \mathbb{E}\left( (\kappa_0 \tilde{\mu}_j + \tilde{\eta}_j) (\kappa_0 \theta_j - \kappa_0 \epsilon_j + \eta_j)' \right)$$

we get:

$$\mathbb{E}\left( \tilde{X}_j' \mathbb{E}\left( (\tilde{\mu}_j + \tilde{\epsilon}_j) (\kappa_0 \theta_j - \kappa_0 \epsilon_j + \eta_j)' \right) R_j^{(-t)} \phi_0 \right)$$

$$\mathbb{E}\left( R_j^{(-t)}' \mathbb{E}\left( \theta_j (\kappa_0 \theta_j - \kappa_0 \epsilon_j + \eta_j)' \right) R_j^{(-t)} \phi_0 \right)$$

$$\mathbb{E}\left( \tilde{X}_j' \mathbb{E}\left( (\kappa_0 \tilde{\mu}_j + \tilde{\eta}_j) (\kappa_0 \theta_j - \kappa_0 \epsilon_j + \eta_j)' \right) R_j^{(-t)} \phi_0 \right).$$

Note that the first and third set of covariances will depend on $\mathbb{E}\left( \tilde{X}_j R_{js} \right)$ for $s \neq t$. Simplifying further, it is reasonable to assume that those covariances are close to zero since they depend on the covariance between within teacher fluctuations in covariates in year $t$ and teacher value added in years $s \neq t$, and average unobserved determinants of test scores in years $s \neq t$, $\mathbb{E}\left( \tilde{X}_j \mu_j \right)$, and $\mathbb{E}\left( \tilde{X}_j e_{js} \right)$.

Then for the variance from OLS to be larger than $\sigma^2$ it would have to be that

$$2G_\phi \mathbb{E}\left( R_j^{(-t)}' \mathbb{E}\left( \theta_j (\kappa_0 \theta_j - \kappa_0 \epsilon_j + \eta_j)' \right) R_j^{(-t)} \phi_0 \right) < 0$$

and

$$2G_\phi \mathbb{E}\left( R_j^{(-t)}' \mathbb{E}\left( \theta_j (\kappa_0 \theta_j - \kappa_0 \epsilon_j + \eta_j)' \right) R_j^{(-t)} \phi_0 \right) > \mathbb{E}\left( (G_{\beta Y} \psi_3(Z) + G_{\phi} \psi_2(Z) + G_\beta \psi_1(Z) - G_\phi M_{2\phi}^{-1} M_{2\beta} \psi_1(Z))^2 \right).$$

In other words the contribution to $\sigma^2$ of the covariances between the moments used to estimate $\phi_0$ and $\kappa_0$ has to be large and negative enough to outweigh the contribution to $\sigma^2$ from the variances and covariances of the moments used to estimate $\beta_0$, $\beta_Y^r$, and $\phi_0$. Therefore, it is likely that the variance from OLS be smaller than $\sigma^2$ in most cases.
I  Proofs

I.1  Proof of Result [1]

\[
\mathbb{E}\left( \ddot{X}_j' \left( \ddot{R}^{\text{obs}}_j - \ddot{X}_j \beta_0 \right) \right) \\
= \mathbb{E}\left( \ddot{X}_j' (\ddot{\mu}_j + \ddot{\epsilon}_j) \right) \\
= 0
\]

where the first equality follows from (2), and the second equality follows from Point 3 of Assumption 2.

\[
\mathbb{E}\left( \ddot{R}_j' \left( R_j - R_j^{(-t)} \phi_0 \right) \right) \\
= \mathbb{E}\left( \ddot{R}_j' \theta_j \right) \\
= 0
\]

where the first equality follows from (15), and the second equality follows from the fact that $\theta_{jt}$ is orthogonal to $R_{jk}$ for $k \neq t$ by construction.

\[
\mathbb{E}\left( \ddot{X}'_j \left( \ddot{Y}^{\text{obs}}_j - \ddot{X}_j \beta^Y_0 \right) \right) \\
= \mathbb{E}\left( \ddot{X}_j (\ddot{\eta}_j + \kappa_0 \ddot{\mu}_j) \right) \\
= 0
\]

where the first equality follows from (9) and the second from Point 3 of Assumption 2.

\[
\mathbb{E}\left( \phi_0' R_j^{(-t)}' \left( Y_j - \kappa_0 R_j^{(-t)} \phi_0 \right) \right) \\
= \mathbb{E}\left( \mu_{jt}^* (Y_j - \kappa_0 \mu_{jt}^* ) \right) \\
= \mathbb{E}\left( \mu_{jt}^* (\kappa_0 \theta_{jt} - \kappa_0 \epsilon_{jt} + \tau_{jt}) \right) \\
= 0
\]

where the second equality follow from (37) and the third equality follows from Assumption 1 and from the fact that $\theta_{jt}$ is orthogonal to $R_{jk}$ for $k \neq t$ by construction.

Q.E.D
I.2 Proof of Result

Starting with $\text{Cov}(\eta_{jt}, \mu^*_{jt}) = 0$:

$$
\text{Cov}(\eta_{jt}, \mu^*_{jt}) = \text{Cov}
\left(\eta_{jt}, \sum_{|s-t|\neq 0} \phi_0|s-t|R_{js}\right)
+ \text{Cov}
\left(\varepsilon_{jt}, \sum_{|s-t|\neq 0} \phi_0|s-t|R_{js}\right)
= 0
$$

where both terms are 0 by Assumption 1.

Now for $\frac{\text{Cov}(\mu_{jt}, \mu^*_{jt})}{\text{Var}(\mu^*_{jt})} = 1$:

$$
\frac{\text{Cov}(\mu_{jt}, \mu^*_{jt})}{\text{Var}(\mu^*_{jt})} = \frac{\text{Cov}
\left(\sum_{|s-t|\neq 0} \phi_0|s-t|R_{js} + \theta_{jt} - \varepsilon_{jt}, \mu^*_{jt}\right)}{	ext{Var}(\mu^*_{jt})}
= \frac{\text{Cov}
\left(\sum_{|s-t|\neq 0} \phi_0|s-t|R_{js} + \theta_{jt} - \varepsilon_{jt}, \sum_{|s-t|\neq 0} \phi_0|s-t|R_{js}\right)}{	ext{Var}(\sum_{|s-t|\neq 0} \phi_0|s-t|R_{js})}
= 1
$$

where the first equality follows from (36), the third equality follows from the fact that $\theta_{jt}$ is the error from (15) and by Assumption 1.

I.3 Proof of Lemma G.1

We start with the following moments:
where \( \tilde{R}_{jt} = \bar{R}_{jt}^{obs} - \bar{X}_{jt} \beta \), \( \tilde{R}_{j} \) is a vector stacking all \( \tilde{R}_{jt} \) for teacher \( j \), \( \tilde{R}_{j}^{(-t)} \) is a matrix stacking \( T \) row vectors (of dimension \( 1 \times (T - 1) \)) with each row (indexed by \( t \)) containing \( T - 1 \) different \( \tilde{R}_{jk} \) for \( k \neq t \), and \( \tilde{Y}_{jt} = \bar{Y}_{jt}^{obs} - \bar{X}_{jt} \beta \alpha \) and \( \tilde{Y}_{j} \) is a vector stacking them. Note that (40) and (42) make it so that \( \beta_0 \) and \( \beta_0^Y \) will be estimated using teacher fixed effects.

Let the sample equivalent of the moment conditions be:

\[
\frac{1}{J} \sum_{j=1}^{J} \tilde{X}_j' \left( \tilde{R}_j^{obs} - \bar{X}_j \beta \right) \tag{44}
\]
\[
\frac{1}{J} \sum_{j=1}^{J} \tilde{R}_j^{(-t)}' \left( \tilde{R}_j - \tilde{R}_j^{(-t)} \phi \right) \tag{45}
\]
\[
\frac{1}{J} \sum_{j=1}^{J} \tilde{X}_j' \left( \tilde{Y}_j^{obs} - \bar{X}_j \beta \alpha \right) \tag{46}
\]
\[
\frac{1}{J} \sum_{j=1}^{J} \phi' \tilde{R}_j^{(-t)}' \left( \tilde{Y}_j - \kappa \tilde{R}_j^{(-t)} \phi \right) \tag{47}
\]

Let the GMM weighting matrix be the identity matrix.

To show the estimator is consistent, we need to check the conditions from Theorem 2.6 of [Newey and McFadden (1994)]. Consistency of GMM when the data are i.i.d requires the following conditions:

1. The weighting matrix \( W \) is positive semi-definite

2. \( W \mathbb{E}[g(X, Y^{obs}, R^{obs}, \beta, \beta^Y, \phi, \kappa)] = 0 \) if and only if \( (\beta, \beta^Y, \phi, \kappa) = (\beta_0, \beta_0^Y, \phi_0, \kappa_0) \), where \( g(X, Y^{obs}, R^{obs}, \beta, \beta^Y, \phi, \kappa) \) is a vector stacking the moment functions.

3. \( (\beta_0, \beta_0^Y, \phi_0, \kappa_0) \in \Theta \) and \( \Theta \) is compact.

4. \( g(X, Y^{obs}, R^{obs}, \beta, \beta^Y, \phi, \kappa) \) is continuous for all \( (\beta, \beta^Y, \phi, \kappa) \in \Theta \) with probability one.

5. \( \mathbb{E}[\sup_{(\beta, \beta^Y, \phi, \kappa) \in \Theta} ||g(X, Y^{obs}, R^{obs}, \beta, \beta^Y, \phi, \kappa)||] < \infty. \)
The first condition is satisfied since the weighting matrix \( W \) is the identity matrix, so it is positive semi-definite. Furthermore by Result 1 all the moments are equal to 0 when evaluated at \((\beta_0, \beta_Y^0, \phi_0, \kappa_0)\). Therefore \( E[g(X, Y_{\text{obs}}, R_{\text{obs}}, \beta_0, \beta_Y^0, \phi_0, \kappa_0)] = 0 \) and under Assumptions 1 and 2 and (1), (2), (7), and (15) we have that \((\beta_0, \beta_Y^0, \phi_0, \kappa_0)\) are uniquely identified so that this holds if and only if \((\beta, \beta_Y, \phi, \kappa) = (\beta_0, \beta_Y^0, \phi_0, \kappa_0)\). Then the second condition holds.

The third condition holds by Point 1 of Assumption F.1, and the fourth condition holds by inspection. The last condition holds by Point 2 of Assumption F.1 and the triangle inequality applied to the euclidian norm.

Q.E.D

I.4 Proof of Theorem G.1

Now to show asymptotic normality we start by rewriting the moments as:

\[
E(m_1(Z, \beta)) = E\left(\tilde{X}_j' \left(\tilde{R}_{\text{obs}}^j - \tilde{X}_j \beta\right)\right)
\]

(48)

\[
E(m_2(Z, \beta, \phi)) = E\left(\tilde{R}_j^{(-t)'} \left(\tilde{R}_j - \tilde{R}_j^{(-t)} \phi\right)\right)
\]

(49)

\[
E(m_3(Z, \beta_Y)) = E\left(\tilde{X}_j' \left(\tilde{Y}_{\text{obs}}^j - \tilde{X}_j \beta_Y\right)\right)
\]

(50)

\[
E(g(Z, \beta, \phi, \beta_Y, \kappa)) = E\left(\phi' \tilde{R}_j^{(-t)'} \left(\tilde{Y}_j - \kappa \tilde{R}_j^{(-t)} \phi\right)\right)
\]

(51)

where \( Z_j = (X_j, R_{\text{obs}}^j, Y_{\text{obs}}^j) \), \( Z \) stacks the \( Z_j \), and \( m_1(), m_2(), m_3(), g() \) are functions. Let \( \tilde{g}(Z, \beta, \phi, \beta_Y, \kappa) = [m_1(Z, \beta)', m_2(Z, \beta, \phi)', m_3(Z, \beta_Y)', g(Z, \beta, \phi, \beta_Y, \kappa)']' \) be a vector stacking the four functions.

A GMM estimator is asymptotically normal if it is consistent and conditions (i)-(v) of Theorem 3.4 of Newey and McFadden (1994) are satisfied.

The conditions are the following:

1. \((\beta_0, \phi_0, \beta_Y^0, \kappa_0)\) is in the interior of \( \Theta \).

2. \( \tilde{g}(Z, \beta, \phi, \beta_Y, \kappa) \) is continuously differentiable in a neighborhood \( N \) of \((\beta_0, \phi_0, \beta_Y^0, \kappa_0)\).

3. \( E[\tilde{g}(Z, \beta_0, \phi_0, \beta_Y^0, \kappa_0)] = 0 \) and \( E[||\tilde{g}(Z, \beta_0, \phi_0, \beta_Y^0, \kappa_0)||^2] \) is finite.

4. \( E \left[ \sup\limits_{(\beta, \phi, \beta_Y, \kappa) \in N} ||\nabla \tilde{g}(Z, \beta, \phi, \beta_Y, \kappa)|| \right] < \infty. \)
5. \( \tilde{G}' \tilde{G} \) is non singular for \( \tilde{G} = \mathbb{E} \left[ \nabla_{(\beta, \phi, \beta^Y, \kappa)} \tilde{g}(Z, \beta_0, \phi_0, \beta^Y_0, \kappa_0) \right] \)

Under Assumptions 1, 2, and F.1, the GMM estimator is a consistent estimator of \((\beta_0, \phi_0, \beta^Y_0, \kappa_0)\). Condition (i) of Theorem 3.4 of Newey and McFadden (1994) holds under Point 1 of Assumption F.1. Condition (ii) holds by inspection. The first part of condition (iii) is shown to hold in the consistency proof, and for the second part note that:

\[
\mathbb{E} \left[ ||\tilde{g}(Z, \beta_0, \phi_0, \beta^Y_0, \kappa_0)||^2 \right] = \mathbb{E} \left( \text{trace} \left( \tilde{g}(Z, \beta_0, \phi_0, \beta^Y_0, \kappa_0) \tilde{g}(Z, \beta_0, \phi_0, \beta^Y_0, \kappa_0)' \right) \right).
\]

Therefore for \( \mathbb{E} \left[ ||\tilde{g}(Z, \beta_0, \phi_0, \beta^Y_0, \kappa_0)||^2 \right] \) to be finite we need that:

\[
\mathbb{E} \left( \tilde{X}_j' \left( \tilde{R}_j^{\text{obs}} - \tilde{X}_j \beta_0 \right) \left( \tilde{R}_j^{\text{obs}} - \tilde{X}_j \beta_0 \right)' \left( \tilde{R}_j^{\text{obs}} - \tilde{X}_j \beta_0 \right) \right) < \infty
\]

\[
\mathbb{E} \left( \tilde{R}_j^{(-t)'} \left( R_j - R_j^{(-t)} \phi_0 \right) \left( R_j - R_j^{(-t)} \phi_0 \right)' R_j^{(-t)} \right) < \infty
\]

\[
\mathbb{E} \left( \tilde{X}_j' \left( \tilde{Y}_j^{\text{obs}} - \tilde{X}_j \beta^Y_0 \right) \left( \tilde{Y}_j^{\text{obs}} - \tilde{X}_j \beta^Y_0 \right)' \tilde{X}_j \right) < \infty
\]

\[
\mathbb{E} \left( \phi_0' \tilde{R}_j^{(-t)'} \left( Y_j - \kappa_0 R_j^{(-t)} \phi_0 \right) \left( Y_j - \kappa_0 R_j^{(-t)} \phi_0 \right)' R_j^{(-t)} \phi_0 \right) < \infty.
\]

which holds by Point 1 of Assumption F.2.

For condition (iv) we need to show that:

\[
\mathbb{E} \left[ \sup_{(\beta, \phi, \beta^Y, \kappa) \in \mathcal{N}} ||\nabla \tilde{g}(Z, \beta, \phi, \beta^Y, \kappa)|| \right] < \infty
\]

\[
\mathbb{E} \left[ \sup_{(\beta, \phi, \beta^Y, \kappa) \in \mathcal{N}} ||\nabla \tilde{g}(Z, \beta, \phi, \beta^Y, \kappa)|| \right] = \mathbb{E} \left( \sup_{(\beta, \phi, \beta^Y, \kappa) \in \mathcal{N}} \sqrt{\text{trace} \left( \nabla \tilde{g}(Z, \beta, \phi, \beta^Y, \kappa) \nabla \tilde{g}(Z, \beta, \phi, \beta^Y, \kappa)' \right)} \right)
\]

by the triangle inequality applied to the Euclidean norm, a sufficient condition for the quantity above to be finite, is that the sum of absolute values of the diagonal elements be finite. So we need that:

\[
\mathbb{E} \left[ \sup_{(\beta, \phi, \beta^Y, \kappa) \in \mathcal{N}} \left( \phi' \tilde{R}_j^{(-t)'} \tilde{R}_j^{(-t)} \phi \right) \right] < \infty
\]

\[
\mathbb{E} \left[ \sup_{(\beta, \phi, \beta^Y, \kappa) \in \mathcal{N}} \left( \tilde{R}_j^{(-t)'} \tilde{R}_j^{(-t)} \right) \right] < \infty
\]

\[
\mathbb{E} \left( \tilde{X}_j' \tilde{X}_j \right) < \infty.
\]

Now by Points 1 of Assumption 2, we have \( \mathbb{E} \left( \tilde{X}_j' \tilde{X}_j \right) < \infty \). The other two hold by taking the neighborhood \( \mathcal{N} \) to be \( \Theta \) and then using Point 2 of Assumption F.2.

Condition (v) is satisfied under Point 1 of Assumption 2 and Point 3 Assumption F.2.
Furthermore we have \( \tilde{W} = W = I \), such that \( \left( \tilde{G}' I \tilde{G} \right)^{-1} \tilde{G}' = \tilde{G}^{-1} \), therefore the asymptotic variance of the estimator becomes:

\[
\left( \tilde{G}' I \tilde{G} \right)^{-1} \tilde{G}' \mathbb{E} \left[ \tilde{g}(Z, \beta_0, \phi_0, \beta_0^Y, \kappa_0) \tilde{g}(Z, \beta_0, \phi_0, \beta_0^Y, \kappa_0)' \right] I \tilde{G} \left( \tilde{G}' I \tilde{G} \right)^{-1} = \tilde{G}^{-1} \mathbb{E} \left[ \tilde{g}(Z, \beta_0, \phi_0, \beta_0^Y, \kappa_0) \tilde{g}(Z, \beta_0, \phi_0, \beta_0^Y, \kappa_0)' \right] \tilde{G}^{-1}
\]

Finally the consistency of \( \tilde{\Theta} \) follows directly from Theorem 4.5 of Newey and McFadden (1994). We need to only check that \( \tilde{g}(Z, \beta, \phi, \beta^Y, \kappa) \) is continuous in a neighborhood \( \mathcal{N} \) of \((\beta_0, \phi_0, \beta_0^Y, \kappa_0)\) with probability one, which is satisfied by inspection. And a fourth moment existence condition \( \mathbb{E} [\sup_{(Z, \beta, \phi, \beta^Y, \kappa) \in \mathcal{N}} ||\tilde{g}(z, \beta, \phi, \beta^Y, \kappa)||^2] < \infty \) which holds by Point 4 of Assumption F.2 and taking the neighborhood \( \mathcal{N} \) to be \( \Theta \).

Q.E.D

### I.5 Proof of Theorem 1

Let:

\[
G_{\kappa} = \mathbb{E} [\nabla_{\kappa} g(Z, \beta_0, \phi_0, \beta_0^Y, \kappa_0)] = \mathbb{E} \left[ - \left( \phi_0' R_j^{(-t)^{\prime}} R_j^{(-t)} \phi_0 \right) \right]
\]

\[
G_{\beta^Y} = \mathbb{E} [\nabla_{\beta^Y} g(Z, \beta_0, \phi_0, \beta_0^Y, \kappa_0)] = \mathbb{E} \left[ - \left( \phi_0' R_j^{(-t)^{\prime}} X_j \right) \right]
\]

\[
G_{\phi} = \mathbb{E} [\nabla_{\phi} g(Z, \beta_0, \phi_0, \beta_0^Y, \kappa_0)] = \mathbb{E} \left[ \left( Y_j^{\prime} R_j^{(-t)} - 2 \kappa_0 \phi_0' R_j^{(-t)^{\prime}} R_j^{(-t)} \right) \right]
\]

\[
G_{\beta} = \mathbb{E} [\nabla_{\beta} g(Z, \beta_0, \phi_0, \beta_0^Y, \kappa_0)] = \mathbb{E} \left[ - \left( Y_j^{\prime} A - 2 \kappa_0 \phi_0' R_j^{(-t)^{\prime}} A \right) \right]
\]

\[
M_1 = M_3 = \mathbb{E} \left[ - \left( \tilde{X}_j^{\prime} \tilde{X}_j \right) \right] \quad M_{2\phi} = \mathbb{E} \left[ - \left( R_j^{(-t)^{\prime}} R_j^{(-t)} \right) \right]
\]

\[
M_{2\beta} = \mathbb{E} [\nabla_{\beta} m_2(Z, \beta_0, \phi_0)] = \mathbb{E} \left[ - \left( R_j^{(-t)^{\prime}} X_j + \tilde{X}_j^{(-t)} - \tilde{X}_j^{(-t)} - R_j^{(-t)^{\prime}} A \right) \right]
\]

where \( Y_j \) is a vector stacking \( Y_{jt} \), \( R_{jt} = R_{jt}^{obs} - \tilde{X}_{jt} \beta_0 \), \( R_j \) is a vector stacking all \( R_{jt} \) for teacher \( j \). \( R_j^{(-t)} \) is a matrix stacking \( T \) row vectors (of dimension \( 1 \times (T - 1) \)) with each row (indexed by \( t \)) containing \( T - 1 \) different \( R_{jk} \) for \( k \neq t \). \( A \) is a \( T \times K \) matrix such that each row consists of \( (\phi_1 \tilde{X}_{jt-1} + \phi_2 \tilde{X}_{jt-2} + ...) \). \( X_j^{(-t)} \) is a \( 1 \times (T - 1) \) block matrix stacking \( T \times K \) matrices of the covariates for teacher \( j \) in all years except year \( t \). \( X_j^{(-t)} \) is a \( T - 1 \times K \) matrix which each row consists of \( R_j \) multiplied by a submatrix of \( X_j^{(-t)} \). \( \tilde{X}_j^{(-t)} \) is a \( T - 1 \times K \) matrix which each row \( \phi_0' R_j^{(-t)^{\prime}} \) multiplied by a submatrix of \( X_j^{(-t)} \).
Furthermore let:

\[
\psi_1(Z) = -M_1^{-1}m_1(Z, \beta_0)
\]
\[
\psi_2(Z) = -M_2^{-1}m_2(Z, \beta_0, \phi_0)
\]
\[
\psi_3(Z) = -M_3^{-1}m_3(Z, \beta_Y)
\]
\[
g(Z) = g(Z, \beta_0, \phi_0, \beta_Y, \kappa_0).
\]

Then we have:

by Theorem G.1 we have that:

\[
\sqrt{J} \left[ (\hat{\beta}, \hat{\phi}, \hat{\beta}_Y, \hat{\kappa}) - (\beta_0, \phi_0, \beta_Y^0, \kappa_0) \right] \rightsquigarrow N \left( 0, \tilde{G}^{-1} \mathbb{E}[\tilde{g}(Z, \beta_0, \phi_0, \beta_Y^0, \kappa_0) \tilde{g}(Z, \beta_0, \phi_0, \beta_Y^0, \kappa_0)] \tilde{G}^{-1} \right).
\]

Now note that the last row of \( \tilde{G}^{-1} \) is

\[
G^{-1}_\kappa \left[ G_{\beta_Y} M_3^{-1} m_3(Z, \beta_Y^0) - G_{\phi} M_{2\phi}^{-1} m_2(Z, \beta_0, \phi_0) - G_{\beta} M_1^{-1} m_1(Z, \beta_0) + G_{\phi} M_{2\phi}^{-1} M_{2\beta} M_1^{-1} m_1(Z, \beta_0) \right].
\]

Multiplying that by \( \tilde{g}(Z, \beta_0, \phi_0, \beta_Y^0, \kappa_0) \) we get:

\[
G^{-1}_\kappa \left[ g(Z) + G_{\beta_Y} \psi_3(Z) + G_{\phi} \psi_2(Z) + G_{\beta} \psi_1(Z) - G_{\phi} M_{2\phi}^{-1} M_{2\beta} \psi_1(Z) \right].
\]

Now note that the asymptotic variance of \( \hat{\kappa} \) would be the lower right block of the joint variance matrix. Given that the quantity in (53) is a scalar, we can square it to obtain the lower right block of the joint variance matrix and then:

\[
\sqrt{J} (\hat{\kappa} - \kappa_0) \rightsquigarrow N \left( 0, \sigma^2 \right)
\]

where \( \sigma^2 = (G^{-1}_\kappa)^2 \mathbb{E} \left[ \left( g(Z) + G_{\beta_Y} \psi_3(Z) + G_{\phi} \psi_2(Z) + G_{\beta} \psi_1(Z) - G_{\phi} M_{2\phi}^{-1} M_{2\beta} \psi_1(Z) \right)^2 \right]. \)

Q.E.D

I.6 Proof of Lemma G.2

Under Assumptions 1, 2, and F.3, the proof of Point 1 is similar to the proofs for Lemma G.1 and Theorem G.1. The proof of Point 2 is similar to the final part of the proof of Theorem G.1.

I.7 Proof of Theorem G.2

Let:
\[ \mathbb{E}(m_1(Z, \beta_0)) = E \left( \ddot{X}_j' \left( \dddot{R}_j^{\text{obs}} - \dddot{X}_j \beta_0 \right) \right) \]  
(55) 

\[ \mathbb{E}(m_3(Z, \beta_0^Y)) = \mathbb{E} \left( \dddot{X}_j' \left( \dddot{Y}_j^{\text{obs}} - \dddot{X}_j \beta_0^Y \right) \right) \]  
(56) 

\[ \mathbb{E}(g_1(Z, \beta_0, \beta_0^Y, \kappa_0)) = \mathbb{E} \left( \dddot{R}_j^{(-t)'} (Y_j - \alpha - \kappa_0 R_j) \right) \]  
(57) 

where \( m_1(), m_3(), g_1() \) are functions. Let:

\[ \tilde{g}_1(Z, \beta_0, \beta_0^Y, \kappa_0) = \left[ m_1(Z, \beta_0)', m_3(Z, \beta_0^Y)', g_1(Z, \beta_0, \beta_0^Y, \kappa_0) \right]' \]  
(58)

The proof to show that: \( \sqrt{J} \left( \tilde{\beta}^*, \tilde{\beta}^{Y*}, \tilde{\kappa}^* \right) - (\beta_0, \beta_0^Y, \kappa_0) \) \( \rightsquigarrow N(0, \Omega^*) \) is similar to the proof for Lemma G.1 and Theorem G.1. We need only that \( \hat{W}^* \xrightarrow{p} W^* \) and that \( W^* \) be invertible, these conditions are guaranteed by Lemma G.2, Point 1 of Assumption 2, and Points 2 and 5 of Assumption F.3.

\( \Omega^* \leq \Omega_2 \) by Theorem 3.2 of Hansen (1982).

I.8 Proof of Result G.1

The result follows from Lemmas 4.1 and 4.2 of Hansen (1982).

Note that the first two moment conditions are exactly identified. Then note that for the last moment condition we have one parameter, \( \kappa_0 \), and \( T - 1 \) possible instruments such that the degrees of freedom of the \( \chi^2 \) distribution will be \( T - 1 - 1 = T - 2 \).

I.9 Proof of Result 4

We have established in Theorem G.2 that the optimal GMM estimator has an asymptotic variance of \( \Omega^* = \left( \tilde{G}^* W^* \tilde{G}_1^* \right)^{-1} \) where, \( W^* = \mathbb{E}[\tilde{g}_1(Z, \beta_0, \beta_0^Y, \kappa_0) \tilde{g}_1(Z, \beta_0, \beta_0^Y, \kappa_0)']^{-1} \) and \( \tilde{G}_1 = \mathbb{E} \left[ \nabla_{(\beta,y,\kappa)} \tilde{g}_1(Z, \beta_0, \beta_0^Y, \kappa_0) \right] \). We can write our moment conditions as \( \mathbb{E}[Q'u] \) where \( Q \) is a block diagonal matrix with blocks \( \ddot{X}_j, \dddot{X}_j, \dddot{R}_j^{(-t)} \) and \( u = \begin{pmatrix} \dddot{e}_j + \dddot{\mu}_j \\ \dddot{\eta}_j + \kappa_0 \dddot{\mu}_j \\ \dddot{\eta}_j - \kappa_0 \dddot{e}_j \end{pmatrix} \).

Note that under Assumption 4 we have:
\[
\tilde{G}_1 = \begin{pmatrix}
-\mathbb{E}(\dot{X}_j^t\dot{X}_j) & 0 & 0 \\
0 & -\mathbb{E}(\ddot{X}_j^t\ddot{X}_j) & 0 \\
-\mathbb{E}(B_j + \kappa_0 R^{(-t)'}) X_j) & -\mathbb{E}(R^{(-t)'}) X_j) & -\mathbb{E}(R^{(-t)'}) R_j)
\end{pmatrix}
\]

where \( B_j \) is a matrix where each row consists of a column of \( X^{(-t)}_j \) multiplied by \((Y_j - \kappa_0 R_j) = (\eta_j - \kappa_0 \epsilon_j)\). The second equality then follows from Assumption 4 which makes all off-diagonal elements zero.

Then we can write:
\[
\tilde{G}_1 = -\mathbb{E}[Q'L] = -\mathbb{E}[Q'\mathbb{E}[L|Q]]
\]

where \( L \) is a block diagonal matrix with blocks \( \dot{X}_j, \ddot{X}_j, R_j \) and \( W^* = \mathbb{E}[Q'u u'|Q] = \mathbb{E}[Q'\mathbb{E}[u u'|Q]Q] \). Then the variance from the optimal GMM estimator will be:
\[
\Omega^* = (\mathbb{E}[Q'\mathbb{E}[L|Q]]'\mathbb{E}[Q'\mathbb{E}[u u'|Q]Q]^{-1}\mathbb{E}[Q'\mathbb{E}[L|Q]])^{-1}
\]

and the optimal instrument following Chamberlain (1987) are:
\[
Q^* = \mathbb{E}[u u'|Q]^{-1}\mathbb{E}[L|Q]
\]

and yield an asymptotic variance of
\[
\Omega^* = (\mathbb{E}(\mathbb{E}[L|Q]'\mathbb{E}[u u'|Q]^{-1}\mathbb{E}[L|Q]))^{-1}
\]

where the moment conditions will then be:
\[
\mathbb{E}[(Q^*)'u] = \mathbb{E}[(\mathbb{E}[u u'|Q]^{-1}\mathbb{E}[L|Q])'u]
\]

where:
\[
\mathbb{E}[L|Q] = \begin{pmatrix}
\dot{X}_j & 0 & 0 \\
0 & \ddot{X}_j & 0 \\
0 & 0 & \mathbb{E}[R_j|Q]
\end{pmatrix}
\]

and note that \( \mathbb{E}[R_j|Q] = \mathbb{E}[\mu_j|R^{(-t)}_j] + \mathbb{E}[\epsilon_j|\dot{X}_j] \) because \( X_j \) is independent of \( \mu_j \) by Assumption 4 and \( \epsilon_j \) is independent of \( R^{(-t)}_j \) by point 2 of Assumption 4 and by point 3 of Assumption 1. Finally note that \( \mathbb{E}[\epsilon_j|\ddot{X}_j] = 0 \) by point 3 of Assumption 4.
I.10 Proof of Result 5

Starting with $E \left( \ddot{X}_j' \left( \ddot{R}_j^{obs} - \ddot{X}_j \beta_0 \right) \right) = 0$:

\[
E \left( \ddot{X}_j' \left( \ddot{R}_j^{obs} - \ddot{X}_j \beta_0 \right) \right) = E \left( \ddot{X}_j' (\ddot{\mu}_j + \ddot{\epsilon}_j) \right) = 0
\]

where the first equality follows from (2), and the second equality follows from Point 3 of Assumption 2. Then by Point 1 of Assumption 2 we have that $E(\ddot{X}_j' \ddot{X}_j)$ is invertible, therefore $\beta_0$ is uniquely identified.

Now moving to $E \left( D'_j (R_j - D_j \alpha_0) \right) = 0$:

\[
E \left( D'_j (R_j - D_j \alpha_0) \right) = E \left( D'_j (\mu_j + \epsilon_j - D_j \alpha_0) \right) = E \left( D'_j (\zeta_j + \epsilon_j) \right) = 0
\]

where the first equality follows from (2), the second equality follows from (23). The third equality follows from the fact that $\zeta_{jt}$ is orthogonal to $D_{jt}$ by construction and by Point 2 of Assumption 5. Then by Point 1 of Assumption 5 we have that $E(D_j'D_j)$ is invertible, therefore $\alpha_0$ is uniquely identified.

I.11 Proof of Theorem G.3

Note that $\hat{W} = W = I$ and consistency of the GMM estimators follows using a similar proof to Lemma G.1.

Now to show asymptotic normality we start by rewriting the moments as:

\[
E (m_1(Z, \beta)) = E \left( \ddot{X}_j' \left( \ddot{R}_j^{obs} - \ddot{X}_j \beta \right) \right) \tag{61}
\]

\[
E (m_4(Z, \beta, \alpha)) = E \left( D'_j \left( \ddot{R}_j - D_j \alpha \right) \right) \tag{62}
\]

where $Z_j = (X_j, R_j^{obs}, D_j)$, $Z_2$ stacks the $Z_j$, and $m_1(), m_4()$ are functions. Let

\[
\tilde{g}_2(Z_2, \beta, \alpha) = [m_1(Z_2, \beta)', m_4(Z_2, \beta, \alpha)']'
\]

be a vector stacking the two functions.
A GMM estimator is asymptotically normal if it’s consistent and conditions (i)-(v) of Theorem 3.4 of [Newey and McFadden (1994)] are satisfied.

Condition (i) holds under Point 1 of Assumption [F.4]. Condition (ii) holds by inspection. The first part of condition (iii) holds by Result [5] and the second part: second part note that:

\[ E\left[\left|\left|\tilde{g}_2(Z_2, \beta_0, \alpha_0)\right|\right|^2\right] = E\left(\text{trace}\left(\tilde{g}_2(Z_2, \beta_0, \alpha_0)\tilde{g}_2(Z_2, \beta_0, \alpha_0)'\right)\right). \]

Therefore for \( E\left[\left|\left|\tilde{g}_2(Z_2, \beta_0, \alpha_0)\right|\right|^2\right] \) to be finite we need that:

\[ E\left(\sup_{(\beta, \alpha) \in \mathcal{N}} \left|\left|\nabla \tilde{g}_2(Z_2, \beta, \alpha)\right|\right|\right) < \infty \]

which holds by Point 4 of Assumption [F.4].

For condition (iv) we need to show that: \( E \left[ \sup_{(\beta, \alpha) \in \mathcal{N}} \left|\left|\nabla \tilde{g}_2(Z_2, \beta, \alpha)\right|\right|\right] < \infty \) for a neighborhood \( \mathcal{N} \) around \((\beta_0, \alpha_0)\).

\[ E \left[ \sup_{(\beta, \alpha) \in \mathcal{N}} \left|\left|\nabla \tilde{g}_2(Z_2, \beta, \alpha)\right|\right|\right] = E \left( \sup_{(\beta, \alpha) \in \mathcal{N}} \sqrt{\text{trace} \left( \nabla \tilde{g}_2(Z_2, \beta, \alpha) \nabla \tilde{g}_2(Z_2, \beta, \alpha)' \right)} \right) \]

Since by the triangle inequality applied to the Euclidean norm, a sufficient condition for the quantity above to be finite, is that the sum of absolute values of the diagonal elements be finite. So we need that:

\[ E \left| \tilde{X}_j' \tilde{X}_j \right| < \infty \]
\[ E \left| \tilde{D}_j' \tilde{D}_j \right| < \infty. \]

these conditions are guaranteed by Point 1 of Assumption [F.4] and Point 1 of Assumption [2].

Condition (v) is satisfied under Point 1 of Assumption [2] and Point 1 Assumption [5].

I.12 Proof of Theorem [3]

The asymptotic variance of \( \alpha \) can be obtained from partitioned matrix inversion. Let:

\[ \tilde{G}_\alpha = -E \left(\tilde{D}_j' \tilde{D}_j\right) \]
\[ \tilde{G}_\beta = -E \left(\tilde{D}_j' \tilde{X}_j\right) \]
\[ \tilde{M}_1 = -E \left(\tilde{X}_j' \tilde{X}_j\right) \]
Now note that the second row of $\tilde{G}^{-1}_2$ is $[-\tilde{G}_\alpha^{-1} \tilde{G}_\beta \tilde{M}_1^{-1}, \tilde{G}_\alpha^{-1}]$ which can be written as $\tilde{G}_\alpha^{-1} [-\tilde{G}_\beta \tilde{M}_1^{-1}, I]$. Multiplying that by $\tilde{g}_2(Z_2, \beta_0, \alpha_0)$ we get:

$$\tilde{G}_\alpha^{-1} \left( D'_j (R_j - D_j \alpha_0) - \tilde{G}_\beta \tilde{M}_1^{-1} \tilde{X}'_j \left( \tilde{R}'_j^{\text{obs}} - \tilde{X}_j \beta_0 \right) \right)$$

$$= - \mathbb{E} (D'_j D_j)^{-1} \left( D'_j (R_j - D_j \alpha_0) - \mathbb{E} (D'_j X_j) \mathbb{E} (\tilde{X}'_j \tilde{X}_j)^{-1} \tilde{X}'_j \left( \tilde{R}'_j^{\text{obs}} - \tilde{X}_j \beta_0 \right) \right)$$

Taking the quadratic of the above with

$$\Gamma = \left( D'_j (R_j - D_j \alpha_0) - \mathbb{E} (D'_j X_j) \mathbb{E} (\tilde{X}'_j \tilde{X}_j)^{-1} \tilde{X}'_j \left( \tilde{R}'_j^{\text{obs}} - \tilde{X}_j \beta_0 \right) \right)$$

yields:

$$V_1 = \mathbb{E}(D'_j D_j)^{-1} \mathbb{E}(\Gamma \Gamma') \mathbb{E}(D'_j D_j)^{-1}$$

I.13 Algebra for Corollary 1

$$G_\phi = \mathbb{E} \left[ (Y'_j R_j^{(-t)} - 2\kappa_0 \phi'_0 R_j^{(-t)' R_j^{(-t)}}) \right]$$

$$= \mathbb{E} \left[ (Y'_j - 2\kappa_0 \phi'_0 R_j^{(-t)'}) R_j^{(-t)} \right]$$

$$= \mathbb{E} \left[ (\eta_j + \kappa_0 \theta_j - \kappa_0 \epsilon_j - \kappa_0 \phi'_0 R_j^{(-t)'}) R_j^{(-t)} \right]$$

$$= -\kappa_0 \phi'_0 \mathbb{E} \left( R_j^{(-t)' R_j^{(-t)}} \right)$$

I.14 Proof of Overidentification

To see that note that (14) is equivalent to:

$$\phi'_0 \mathbb{E} \left( R_j^{(-t)' (Y_j - \kappa_0 R_j^{(-t)}) \phi_0} \right)$$

$$= \phi'_0 \mathbb{E} \left( R_j^{(-t)' (Y_j - \kappa_0 R_j + \kappa_0 \theta_j)} \right)$$

$$= \phi'_0 \mathbb{E} \left( R_j^{(-t)' (Y_j - \kappa_0 R_j)} \right) = 0$$

where the first equality follows from (15) and the second equality follows from the fact that $R_j^{(-t)}$ and $\theta_j$ are uncorrelated by construction. Notably, (14) only requires that a linear combination of $\mathbb{E} \left( R_j^{(-t)' (Y_j - \kappa_0 R_j)} \right)$ be equal to zero. However, under Assumptions 1 and 2 we have the stronger conditions:
\[ E \left( \bar{R}_j^{(t')} (Y_j - \kappa_0 R_j) \right) \]
\[ = E \left( \bar{R}_j^{(t')} \eta_j - \kappa_0 \bar{R}_j^{(t')} \epsilon_j \right) \]
\[ = 0 \]

where the first equality follows from (3) and (8). The second equality follows from the fact that:

\[ E \left( R_j^{(t)} \eta_j \right) \]
\[ = E \left( (\mu_j^{(t)} + \epsilon_j^{(t)}) \eta_j \right) \]
\[ = E \left( \mu_j^{(t)} \eta_j \right) + E \left( \epsilon_j^{(t)} \eta_j \right) \]
\[ = 0 \]

where analogously to \( R_j^{(t)} \), each row in \( \mu_j^{(t)} \) stacks \( \mu_{js} \) for each \( t \neq s \) and each row in \( \epsilon_j^{(t)} \) stacks \( \epsilon_{js} \) for each \( t \neq s \). The equalities then follow from \( E \left( \mu_{js} \bar{\eta}_{jt} \right) = 0 \) by Assumption 1 and \( E \left( \epsilon_{js} \bar{\eta}_{jt} \right) = 0 \) by Assumption 1. A similar argument shows \( E \left( \bar{R}_j^{(t')} \epsilon_j \right) \).