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Abstract

Modeling what makes a request persuasive—eliciting the desired response from a reader—is critical to the study of propaganda, behavioral economics, and advertising. Yet current models can’t quantify the persuasiveness of requests or extract successful persuasive strategies. Building on theories of persuasion, we propose a neural network to quantify persuasiveness and identify the persuasive strategies in advocacy requests. Our semi-supervised hierarchical neural network model is supervised by the number of people persuaded to take actions and partially supervised at the sentence level with human-labeled rhetorical strategies. Our method outperforms several baselines, uncovers persuasive strategies—offering increased interpretability of persuasive speech—and has applications for other situations with document-level supervision but only partial sentence supervision.

1 Introduction

Crowdfunding platforms are a popular way to raise funds for projects. For example, Kiva, a peer-to-peer lending platform, has crowd-funded more than a million loans, totaling over $1 billion since 2005. Kickstarter, another online crowdfunding platform, successfully funded 110,270 projects with a total of over 2 billion dollars. Yet most projects still suffer from low success rates. How can we help requesters craft persuasive and successful pitches to convince others to take actions?

Persuasive communication has the potential to shape and change people’s attitudes and behaviors (Hovland et al., 1953), and has been widely researched in various fields such as social psychology, marketing, behavioral economics, and political campaigning (Shrum et al., 2012). One of the most influential theories in the advertising literature is Chaiken’s systematic-heuristic dual processing theory, which suggests that people process persuasive communication by evaluating the quality of arguments or by relying on inferential rules. Some such heuristic rules are commonly used in consumer behaviors; commercial websites may highlight the limited availability of their items “In high demand - only 2 left on our site!” or emphasize the person in authority “Speak to our head of sales—he has over 15 years’ experience selling properties” to attract potential consumers. Although numerous studies on persuasion have been conducted (Chaiken, 1980), we still know little about the way how persuasion functions in the wild and how it can be modeled computationally.

In this work, we utilize neural-network based methods to computationally model persuasion in requests from crowdfunding websites. We build on theoretical models of persuasion to operationalize persuasive strategies and ensure generalizability. We propose to identify the persuasive strategy employed in each sentence in each request. However, constructing a large dataset with persuasion strategies labeled at the sentence level is time-consuming and expensive. Instead, we propose to use a small amount of hand-labeled sentences together with a large number of requests automatically labeled at the document level by the number of persuaded support actions. Our model is a semi-supervised hierarchical neural network that identifies the persuasive strategies employed in each sentence, where the supervision comes from the overall persuasiveness of the request. We propose that the success of requests could have substantive explanatory power to uncover their persuasive strategies. We also introduce an annotated corpus with sentence-level persuasion strategy labels and document-level persuasiveness labels, to facilitate future work on persuasion. Experiments
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show that our semi-supervised model outperforms several baselines. We then apply this automated model to unseen requests from different domains and obtain nuanced findings of the importance of different strategies on persuasion success. Our model can be useful in any situation in which we have exogenous document-level supervision, but only small amounts of expensive human-annotated sentence labels.

2 Related Work

Computational argumentation has received much recent attention (Ghosh et al., 2016; Stab and Gurevych, 2017; Peldszus and Stede, 2013; Stab et al., 2018; Ghosh et al., 2014). Most work has either identified the arguments in news articles (Sardianos et al., 2015) or user-generated web content (Habernal and Gurevych, 2017; Musi et al., 2018), or classified argument components (Zhang and Litman, 2015) into claims and premises, supporting and opposing claims, or backings, rebuttals and refutations. For example, Stab and Gurevych (2014) proposed structural, lexical, syntactic and contextual features to identify convincing components of Web arguments including claim, major claim, and premise. Similarly, Zhang and Litman (2015) studied student essay revisions and classified a set of argumentative actions associated with successful writing such as warrant/reasoning/backing, rebuttal/reservation, and claims/ideas. Habernal and Gurevych (2016) investigated the persuasiveness of arguments in any given argument pair using bidirectional LSTM. Hidey et al., (2017) utilized the persuasive modes—ethos, logos, pathos—to model premises and the semantic types of argument components in an online persuasive forum.

While most computational argumentation focuses on the relational support structures and factual evidence to make claims, persuasion focuses more on language cues aimed at shaping, reinforcing and changing people’s opinions and beliefs. How language changes people’s attitudes and behaviors have received less attention from the computational community than argumentation, although there have been important preliminary work (Persing and Ng, 2017; Carlile et al., 2018). Farra et al., (2015) built regression models to predict essay scores based on features extracted from opinion expressions and topical elements. Chatterjee et al., (2014) used verbal descriptors and para-verbal markers of hesitation to predict speakers’ persuasiveness on website housing videos of product reviews. When looking at persuasion in the context of online forum discussions (Wei et al., 2016), Tan et al., (2016) found that on the Change My View subreddit, interaction dynamics such as the language interplay between opinion holders and other participants provides highly predictive cues for persuasiveness. Using the same dataset, Wel et al., (2016) extracted a set of textual information and social interaction features to identify persuasive posts.

Recently, Pryzant et al., (2017) introduced a neural network with an adversarial objective to select text features that are predictive of some outcomes but decorrelated with others and further analyzed the narratives highlighted by such text features. Further work extended the model to induce narrative persuasion lexicons predictive of enrollment from course descriptions and sales from product descriptions (Pryzant et al., 2018a), and the efficacy of search advertisements (Pryzant et al., 2018b). Similar to their settings, we use the outcomes of a persuasive description to supervise the learning of persuasion tactics, and our model can similarly induce lexicons associated with persuasive outcomes. Our work differs both in our semi-supervised method and also because we explicitly draw on the theoretical literature to model the persuasion strategy for each sentence in requests, allowing requests to have multiple persuasion strategies; our induced lexicons can thus be very specific to different persuasion strategies.

Other lines of persuasion work predict the success of requests on peer-to-peer lending or crowd-funding platforms, and mainly exploit request attributes like project description (Greenberg et al., 2013), project videos (Dey et al., 2017), and social predictors such as the number of backers (Etter et al., 2013) or specific types of project updates (Xu et al., 2014). Among them, only a few investigated the effect of language on the success of requests. Althoff et al., (2014) studied donations in Random Acts of Pizza on Reddit, using the social relations between recipient and donor plus linguistic factors to predict the success of these altruistic requests. Based on a corpus of 45K crowd-funded projects, Mitra and Gilbert (2014) found that 9M phrases commonly present in crowd-funding have reasonable predic-
tive power in accounting for variance around successful funding, suggesting that language does exhibit some general principles of persuasion. Although this prior work offers predictive and insightful models, most studies chose their persuasion labels or variables without reference to a taxonomy of persuasion techniques nor to a principled method of choosing them. Some exceptions include Yang and Kraut (2017), Dey et al., (2017), and Rosenthal and McKeown (2017). For example, Yang and Kraut (2017) looked at the effectiveness of a set of persuasive cues in Kiva requests and found that certain heuristic cues are positively correlated with lenders’ contribution.

Inspired by these prior work, we operationalize persuasive strategies based on theories of persuasion and aim to learn local structures/labels of sentences based on the global labels of paragraphs/requests. Our task is different from most previous work on semi-supervised learning for NLP (Liang, 2005; Yang et al., 2017) that focuses on the setting with partial data labels. While in computer vision, there is a lot of prior work in using image global labels to uncover local pixel level labels and bounding boxes of objects (Oquab et al., 2015; Pinheiro and Collobert, 2015), the investigation of this task in NLP, to the best of our knowledge, is novel and could potentially have much broader applications.

3 Research Context

We situate this research within the team forums of Kiva\(^1\), the largest peer-to-peer lending website. These self-organized lending teams are built around common interests, school affiliation or location. In such teams, members can post messages in their team discussion board to persuade other members to lend to a particular borrower. One such message is shown in Figure 1. A borrower, Sheila, posted a message on Kiva to request loans for woman-led group. As highlighted in the figure, she made use of several persuasion strategies such as commitment, concreteness, and impact to render her request more persuasive. We define the persuasiveness score of a request message as the number of team members (in log-scale) who read the message and make loans to the mentioned borrower. We then regard this overall persuasiveness of messages as high-level supervision for training our model to determine which persuasion strategy is used in each sentence inside each message.

4 Persuasion Strategies

Numerous studies have investigated the basic principles that govern getting compliance from people (Cialdini and Garde, 1987; Petty et al., 1983). In this work, we utilized Chiaken’s 1980 systemic-heuristic model of social information processing, which suggests that people process persuasive requests by assessing the quality of arguments (systematic processing) or by relying on heuristic rules (heuristic processing). Building on that, we first borrow several commonly used heuristic principles (Cialdini and Garde, 1987) that are also suitable for our context as below.

- **Scarcity** states that people tend to value an item more as soon as it becomes rare, distinct or limited. For example, take the use of ‘expire’ in this message: “This loan is going to expire in 35 mins...”.
- **The principle of Emotion** says that making messages full of emotional valence and arousal affect (e.g., describing a miserable situation or a happy moment) can make people care and act, e.g., “The picture of widow Bunisia holding one of her children in front of her meager home brings tears to my eyes.”, similar to Sentiment and Politeness used by Althoff et al., (2014) and Tan et al., (2016), and Pathos used by Hidey et al., (2017).
- **Commitment** states that once we make a choice, we will encounter pressures that cause us to respond in ways that justify our earlier decision, and to convince others that we have made the correct choice. Here it could be mentioning their contribution in the message, e.g., “I loaned to her already.”
- **Social Identity** refers to people’s self-concept of their membership in a social

\(^1\)https://www.kiva.org/
group, and people have an affinity for their groups over others, similar to name mentions in Rosenthal and McKeown (2017). Thus if a loan request comes from their own groups, they are more likely to contribute, such as “For those of you in our team who love bread, here is a loan about bakery.”

- **Concreteness** refers to providing concrete facts or evidence, such as “She wishes to have a septic tank and toilet, and is 51% raised and needs $825”, similar to Claim and Evidence (Zhang et al., 2016; Stab and Gurevych, 2014), Evidentiality (Althoff et al., 2014), and Logos (Hidey et al., 2017).

We also propose a new strategy to capture importance or impact on these requests:

- **Impact and Value** emphasizes the importance or bigger impact of this loan, such as “… to grow organic rice. Then, she can provide better education for her daughter”.

Note that other persuasion tactics such as Reciprocity — “feel obligated to return something after receiving something of value from another” — and Authority — “comply with the requests of authority in an unthinking way to guide their decisions” — are also widely used in persuasive communication. However, in this context, we did not observe enough instances of them.

5 Semi-supervised Neural Net

Given a message $M = \{S_0, S_1, ..., S_L\}$ consisting of $L$ sentences that the author posted to advocate for a loan, our task is to predict the persuasion strategies $p_i$ employed in each sentence $S_i$, $i \in [0, L]$. However, purely constructing a large-scale dataset that contains such labels of sentence-level persuasion strategy is often time-consuming and expensive. Instead, we propose to utilize a small amount of labeled and a large amount of unlabeled data. We design a semi-supervised hierarchical neural network to identify the persuasive strategies employed in each sentence, where the supervision comes from the sentence-level labels $g$ in a small portion of data and the overall persuasiveness scores $y$ of messages. The overall architecture of our method is shown in Figure 2.

5.1 Sentence Encoder

Given a sentence $S_i$ with words $w_{i,j}$, $j \in [0, l]$ and $l$ is the sentence length, a GRU (Bahdanau et al., 2014) is used to incorporate contextual cues of words into hidden state $h_{i,j}$. This GRU reads the sentence $S_i$ from $w_{i,1}$ to $w_{i,l}$ and encodes each word $w_{i,j}$ with its context into hidden state $h_{i,j}$:

$$h_{i,j} = GRU(W_e w_{i,j}, h_{i,j-1}), j \in [0, l].$$ (1)

where $W_e$ is the word embedding matrix. To learn the characteristic words associated with the persuasive strategy in a sentence, we apply an attention mechanism (Bahdanau et al., 2014; Yang et al., 2016). The representation of those words are then aggregated to form the sentence vector $s_i$.

We formulated this word level attention as follows:

$$u_{i,j} = \tanh(W_w h_{i,j} + b_w)$$ (2)

$$\alpha_{i,j} = \frac{\exp(u_{i,j}^T u_w)}{\sum_k \exp(u_{i,k}^T u_w)}$$ (3)

$$s_i = \sum_j \alpha_{i,j} h_{i,j}$$ (4)

where $u_w$ is a context vector that queries the characteristic words associated with different persuasion strategies. It is randomly initialized and jointly learned from data.
5.2 Latent Persuasive Strategies

We assume that each sentence instantiates only one type of persuasion strategy. For example, a sentence “She is 51% raised and needs $825 in 3 days” employs Scarcity, trying to emphasize limited time availability. We propose to use the high level representation of each sentence to predict the latent variable:

\[ p_i = \text{softmax}(W_v s_i + b_v) \]  

(5)

5.3 Document Encoder

After obtaining the sentence vector \( p_i \), we can get a document vector in a similar way:

\[ h_i = \text{GRU}(p_i, h_{i-1}), i \in [0, L] \]  

(6)

where \( L \) denotes the number of sentences in a message. Similarly, we introduce an attention mechanism to measure the importance of each sentence and its persuasion strategy via a context vector \( u_s \):

\[ u_i = \tanh(W_s h_i + b_s) \]  

(7)

\[ \alpha_i = \frac{\exp(u_i^T u_s)}{\sum_k \exp(u_k^T u_s)} \]  

(8)

\[ v = \sum_i \alpha_i h_i \]  

(9)

5.4 Semi-Supervised Learning Objective

The document vector \( v \) is a high-level representation of the document and can be used as a set of features for predicting \( \tilde{y} \), the persuasiveness of a message, i.e., how many team members will make loans to the project mentioned in this message. We also include a context vector \( c \) to further assist the prediction of making loans. For instance, \( c \) could represent the number of team members in a team, the total amount of money contributed by this team in the past, etc.

\[ \tilde{y} = W_f[v, c] + b_f \]  

(10)

We then can use the mean squared error between the predicted and ground truth persuasiveness as training loss. To take advantage of the labeled subset that has sentence level annotation of persuasive strategies, we reformulate this problem as a semi-supervised learning task:

\[ l = \gamma \sum_{d \in C_L} (y_d - \tilde{y}_d)^2 - \beta \sum_i -g_i \log p_i \]  

(11)

\[ + (1 - \gamma) \sum_{d' \in C_U} (y_{d'} - \tilde{y}_{d'})^2 \]  

(12)

Here, \( C_L \) refers to the document corpus with sentence level persuasion labels. \( C_U \) denotes those without any sentence labels. \( g_i \) refers to the persuasion strategy in sentence \( S_i \), and \( p_i \) is predicted by our model. \( \gamma \) and \( \beta \) are used as re-weight factors to trade off the penalization and reward introduced by different components.

6 Experiment

6.1 Dataset

Our collaboration with Kiva provided us access to all public data dumps of the team discussion forums on Kiva. Here we only focused on messages that have explicit links because in most cases, members need to include the loan link to better direct others to a specific loan or borrower. After removing messages that do not contain any links, we obtained 41,666 messages that contain loan advocacy. We used Amazon’s Mechanical Turk (MTurk) to construct a reliable, hand-coded dataset to obtain the persuasion strategy label for each sentence. To increase annotation quality, we required Turkers to have a United States location with 98% approval rate for their previous work on MTurk. Since messages often contain different numbers of sentences, which might be associated with different sets of persuasion strategies, we sampled 200 messages for each fixed message length ranging from one sentence to six sentences, in order to guarantee that our hand-coded dataset reasonably represents the data. Messages with at most six sentences accounted for 89% percentages among all messages in our corpus. Each sentence in a message was labeled by two Mechanical Turk Master Workers. To assess the reliability of the judges’ ratings, we computed the intra-class correlation (ICC), and obtained an overall ICC score of 0.524, indicating moderate agreement among annotators. The distribution for each persuasion strategy in the annotated corpus is described in the blue line in Figure 3. We assigned a persuasion label to a sentence if two annotators gave consistent labels for it, and filtered out sentences that annotators disagreed on the label.

In the final annotated corpus, there were 1200 messages, with 2898 sentences. The average number of sentences is 2.4 and the average number of words per sentence is 17.3. For predicting the persuasive strategy in each sentence, we randomly

---

https://www.mturk.com/worker/help/What-is-a-Mechanical-Turk-Master-Worker
split 80% of this annotated corpus as the training set (2271 sentences in 1060 messages), 10% as the validation set (322 sentences in 70 messages), and 10% as the testing set (305 sentences in 70 messages). To further utilize supervision from the persuasiveness score of each message, we merged 1060 documents with sentence labels and 40,466 unlabeled messages, using it as the final training set for training semi-supervised models.

6.2 Model Setup and Baselines

We split documents into sentences and tokenize each sentence using Stanford’s CoreNLP (Manning et al., 2014). Words appearing less than 5 times were replaced with a special UNK token. We trained the hyperparameters of the models on the validation set using Adam (Kingma and Ba, 2014). Specifically, we set the word embedding dimension to be 128, where the word embeddings are initialized randomly, and GRU dimension to be 256. The learning rate is set to be 5e-5. The balancer $\gamma$ is the ratio of labeled data in a batch of training data. The balancer $\beta$ is selected via grid search, searching in a set of (5, 10, 20, 50, 100), resulting in $\beta=10$.

We propose several baselines to predict the sentence level persuasion strategies for comparison with our model. (1) SVM + BoW is a SVM classifier with RBF kernel using bag-of-words features (one-hot). (2) GRU uses the hidden state at the last word as features to classify persuasive strategies, a special case of our SH Net model without the supervision from the overall persuasiveness scores. (3) bi-GRU uses bi-directional GRU.

H Net is a hierarchical GRU for classifying strategies with the supervision from the overall persuasiveness scores as shown in Figure 2, but it only adopts all the annotated messages. We denote our semi-supervised hierarchical model as SH Net (Semi Hierarchical Net), which utilizes both annotated messages and unlabeled corpus. Semi-Att Net builds on SH Net by incorporating both word-level and sentence-level attention. In addition to the textual cues in the advocation message, persuasive requests also depend on the context. We introduced a set of contextual descriptors into our semi-supervised hierarchical network, denoted as SH-Att Plus Net. Such features include the number of borrowers in this message, the number of team members in a team, the total amount of money contributed by this team, the number of messages ever posted in the discussion board of this team, and the amount of money requested in this loan.

6.3 Results

We evaluated the baselines and our hierarchical neural network models using accuracy, macro-averaged F1 score, macro-averaged precision and macro-averaged recall, as well as RMSE for evaluating the message level persuasiveness score prediction. As we can see in Table 1, when predicting the persuasive strategies (6 types of persuasive strategies plus an Other strategy), BoW + SVM gives a performance of 0.347 and a macro F1 of 0.229. A direct neural network GRU boosted the accuracy to 0.518, demonstrating the effectiveness of neural networks for sentence classification. When bi-directional contextual information is used, the sentence level prediction performance is 52.1%. Our hierarchical neural network achieved an accuracy of 48.2% and a macro F1 of 0.432. When incorporating the whole corpus of unlabeled messages, our semi-supervised neural network achieved an accuracy of 56.1% (16.4% improvement over H Net). This indicates that our semi-supervised model effectively takes advantage of the supervision from the small amount of labeled data and the overall persuasiveness scores. Moreover, we noticed that this semi-supervised neural network not only helps predict the sentence level persuasion strategies, but also assist the prediction of messages’ overall persuasiveness with a 9% RMSE decrease. Semi-Att outperformed SH Net with an accuracy of 56.9%, and a macro F1 score of 0.518. Although the improvement from attention is minor (but significant), it’s important for visualizing associations between words, persuasion strategies and persua-
Table 1: Results of different models. * indicates that the model is significantly better than the one above it.

| Strategy          | Top Ranked Keywords                                                                 |
|-------------------|-------------------------------------------------------------------------------------|
| Commitment        | joined, lenders, loaning, lend, loan just, join, loaned, made, lent                 |
| Concreteness      | women, married, old, heads, year-old money, sells, years, business, number           |
| Emotion           | hard, thank, better, grief, great maybe, help, please, thanks, happy                 |
| Identity          | promotion, shall, captain, form, number spirits, lenders, member, team               |
| Impact            | improve, new, better, products, money to, use, business, more, order                 |
| Scarcity          | minutes, there’s, now, soon, go expire, hours, days, number, left                    |

Figure 4: The accuracy for each persuasion strategy evaluated via GRU, SH Net and Semi-Att.

Figure 5: Model performances with different portion of unlabeled data (a) and labeled data (b).

Evaluating Sentence Level Strategies

|          | Accuracy | Macro F1 | Macro Precision | Macro Recall | RMSE |
|----------|----------|----------|-----------------|--------------|------|
| SVM (RBF) + BoW | 0.347    | 0.229    | 0.364           | 0.167        | -    |
| GRU      | 0.518    | 0.479    | 0.479           | 0.479        | -    |
| bi-GRU   | 0.521    | 0.440    | 0.445           | 0.436        | -    |
| Hierarchical Net (H Net) | 0.482    | 0.432    | 0.430           | 0.432        | 1.15 |
| Semi Net (SH Net)* | 0.561    | 0.513    | 0.504           | 0.522        | 1.05 |
| Semi-Att Net* | 0.569    | 0.518    | 0.512           | 0.534        | 1.04 |
| Semi-Att Plus Net | 0.552    | 0.513    | 0.515           | 0.512        | 0.87 |

Table 2: Top ranked keywords for persuasion strategies

Strategies-Level Performance: We also report the accuracy per persuasion strategy category via Semi-Att, SH Net and simple GRU in Figure 4. It seems that overall neural models are better at capturing persuasion strategies such as concreteness, identity and scarcity. This might be because people are concrete by using specific terms such as numbers or entities that are easy to model. Similar principles might also occur for social identity and scarcity where the use of words such as “we”, “our” and “expire”, “left” can reveal a lot about the persuasion strategies.

Different Percentage of Labeled Data: To figure out the importance of supervision from messages’ overall persuasiveness scores, we experiment on SH Net with all the labeled messages. To this end, we include all the labeled messages, and vary the percentage of unlabeled corpus from 0%, 25%, 50%, 75%, to 100%, in Figure 5 (a). We found that as the amount of unlabeled messages increases, the accuracy of sentence level prediction increases as well, which further validates the effectiveness of the semi-supervised setting for persuasion strategy prediction. Similarly, to investigate the predictive power introduced by the sentence level labels, we also vary the percentage of labeled messages from 25%, 50%, 75%, to 100% when including the whole unlabeled corpus, as shown in Figure 5 (b). As expected, having more training data about sentence-level annotation increases the prediction performance. Overall, these experiments demonstrate the effectiveness of semi-supervised models for predicting sen-
tence level persuasion strategies. This enables us to obtain sentence level labels for any given paragraphs by using a small amount of labeled data.

6.4 Visualization

To validate whether our semi-supervised model captures characteristic words and sentences in requests, we visualize the attention in a sentence in Figure 6. We show the predicted persuasion label for each sentence in a message in red, with the color scale indicating its learned attention weight. Word-level attention is highlighted in blue. As we can see in Figure 6(b), our model places emphasis on Scarcity, and highlights words such as “left” and “day” that carry the scarcity meaning. Similarly, in the second message—5 days left 3475 needed—our model first labeled the sentence as Scarcity, and then picked words such as “days” and “left”. Sentences that were predicted as Concreteness seem to contain specific entities and concepts such as “business”, “her”, and “home”. For Impact, our model accurately localizes the words “in order to”, “cover”, and “developmentally”.

To demonstrate that our model can learn representative words associated with different persuasion strategies, we show the 10 highest-scoring words from sentences with different labels in Table 2. Interestingly, Commitment is highly associated with words such as “made” and “loan”. Explicit mentions of “thanks” and “hard” were found in sentences with Emotional labels. Sentences that emphasize their “team” as a whole were labeled as Identity. Overall, this validates that our model is able to select informative words associated with different persuasion strategies.

For further illustration, we visualized the attention weight distributions of different persuasion strategies. Since the number of sentences inside each message is intertwined with attention weights, we only plotted the distributions for messages with two or three sentences in Figure 7. We observed that Scarcity, Identity, and Impact seem to play a relatively more important role for influencing the success of requests, whereas Emotional language, Commitment and Concreteness seem to concentrate more on the lower weight ranges.
Table 3: The influences of different persuasive strategies on request success on Kiva and RAOP. Here, p<0.001:***; p<0.01:**; p<0.05.:*

| Persuasion Strategy | Kiva (Coef.) | RAOP (Odds ratio) |
|---------------------|--------------|-------------------|
| Concreteness        | 0.041***     | 1.111***          |
| Commitment          | -0.015**     | 1.062             |
| Emotional           | 0.030***     | 1.145***          |
| Identity            | 0.087***     | 1.104**           |
| Impact/Value        | 0.024***     | 1.084*            |
| Scarcity            | -0.076***    | 1.118***          |

amount of money the borrower requested. We represented each message as a 6-dimensional vector to capture the amount of each persuasive strategy, which is calculated by selecting the maximum probability associated with each strategy from all sentences in this message. The persuasive strategy features significantly improve the model fit, as indicated by a 11.8% improvement in adjusted R-squared from 0.152 to 0.170. To demonstrate the generalizability of our persuasion strategies and the resulted semi-supervised model, we also applied our Semi-Att model to 5671 textual requests for pizza from the Reddit community “Random Acts of Pizza” (RAOP). Specifically, we used the data released by Althoff et al., (2014) where each request asked for a free pizza and the outcome whether its author received a pizza or not was provided in the dataset. Via Semi-Att, we were able to obtain the persuasive strategy used in each sentence of each request. Similarly, we built a logistic regression model to predict whether a request will receive the pizza or not, controlling for the community age of the requester, the number of subreddits the requester participated in, his/her number of posts as well as the votes (upvotes - downvotes) this requester had received.

As shown in the column of RAOP in Table 3, concreteness is significantly correlated with success on both datasets. This demonstrated that providing more evidence might help readers know the situation better, consistent with the effect of Evidentiality in Althoff et al., (2014). Similarly, making the request full of emotions (β=0.030, Odds ratio (OR) =1.145), mentioning the similarity between potential readers and the requester (β=0.087, OR=1.104), and talking about the potential impact and value for others (β=0.024, OR=1.084) are all significantly associated with increases in the persuasiveness of these requests across two contexts. In contrast, highlighting the urgency of the requests and emphasizing existing contribution to loans (β=-0.015) negatively correlate with request success (β=-0.076) on Kiva, confirming prior work (Yang and Kraut, 2017). This communicates to us that some of those loans might have expired before others read the request and took action given the limited time available, or it could be that members thought their actions might not help if the remaining money needed is high and the time left is low, different from the “limited-time offer” tactics widely used in commercial advertising. To sum up, the two analyses demonstrated that certain persuasive strategies such as Identity and Impact are consistently effective across two datasets, whereas Scarcity and Commitment contribute differently and need to be used with caution for different contexts.

8 Conclusion

In this work, we operationalized a set of persuasive strategies widely used in micro-lending platforms based on theories of persuasion, and developed an annotated corpus for identifying persuasion strategies. We designed a semi-supervised hierarchical neural network to identify the persuasive strategies contained in loan requests. Results show that our model improves accuracy considerably. We also showed how different persuasive strategies contribute to request success. In the future, we plan to build a richer taxonomy of persuasion strategies and incorporate additional neural architectures such as variational autoencoders to better represent sentences in each message to further assist the modeling of persuasiveness. Beyond the text, images and even audios may provide additional insights on the successes of persuasive requests. A more generalized persuasion framework is also needed to jointly learn persuasion strategies in different domains. Our model also has important applications to other domains, such as in computational advertisements, micro-funding platforms and political campaigns.
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