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Abstract

In this paper we derive a strong maximum principle for weak supersolutions of nonlocal equations of the form

\[ Iu = c(x)u \quad \text{in} \, \Omega, \]

where \( \Omega \subset \mathbb{R}^N \) is a domain, \( c \in L^\infty(\Omega) \) and \( I \) is an operator of the form

\[ Iu(x) = \text{P.V.} \int_{\mathbb{R}^N} (u(x) - u(y)) j(x - y) \, dy \]

with a nonnegative kernel function \( j \). We formulate minimal positivity assumptions on \( j \) corresponding to a class of operators, which includes highly anisotropic variants of the fractional Laplacian. Somewhat surprisingly, this problem leads to the study of general lattices in \( \mathbb{R}^N \). Our results extend to the regional variant of the operator \( I \) and, under weak additional assumptions, also to the case of \( x \)-dependent kernel functions.
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1 Introduction

In the study of elliptic partial differential equations of second order, one of the most important tools are maximum principles of weak and strong type, as they are intimately related to the theory of existence, regularity and symmetry of solutions. One of the simplest equations, where maximum principles arise, are linear elliptic second order PDEs of the type

\[ -\Delta u = c(x)u \quad \text{in} \, \Omega. \]
Here, $\Omega \subset \mathbb{R}^N$ is a domain and $c \in L^\infty_{\text{loc}}(\Omega)$. In this case, a strong maximum principle can be stated as follows: If $u \in H^1_{\text{loc}}(\Omega)$, $u \geq 0$ is a weak nontrivial supersolution of (1.1), i.e.,

$$\int_{\Omega} \nabla u \nabla \varphi \, dx \geq \int_{\Omega} c(x)u \varphi \, dx \quad \text{for all } \varphi \in C^\infty_0(\Omega), \varphi \geq 0,$$

(1.2)

then $u$ is strictly positive in $\Omega$. Here $H^1_{\text{loc}}(\Omega)$ denotes the standard local first order Sobolev space. We note that $u$ does not necessarily need to be continuous in $\Omega$; one may consider e.g. $\Omega = B_1(0) \subset \mathbb{R}^N$ and the function $x \mapsto -\ln |x|$ which is contained in $H^1(\Omega)$, nonnegative and weakly superharmonic in $\Omega$ if $N \geq 3$. Hence the strict positivity should be understood in the sense that

$$\text{essinf}_K u > 0 \quad \text{for every compact subset } K \subset \Omega.$$

(1.3)

For functions satisfying (1.2), the strict positivity follows from the classical Harnack inequality (see e.g. [15, Theorem 8.18]), which can be seen as quantitative version of the strong maximum principle. In the present paper we are concerned with maximum principles for weak supersolutions to equations of type

$$Iu = c(x)u \quad \text{in } \Omega,$$

(1.4)

where $c \in L^\infty_{\text{loc}}(\Omega)$ and $I$ is a nonlocal operator formally given by

$$Iu(x) = \text{P.V.} \int_{\mathbb{R}^N} (u(x) - u(y)) j(x-y) \, dy := \lim_{\epsilon \to 0^+} \int_{\mathbb{R} \setminus B_\epsilon(x)} (u(x) - u(y)) j(x-y) \, dy.$$

(1.5)

Here, $j : \mathbb{R}^N \to [0, \infty]$ is the associated (nonnegative) kernel function, which typically has a singularity at the origin. Our aim is to formulate optimal conditions on $j$ such that a strong maximum principle holds for weak supersolutions of (1.4). It turns out that we only need the following two assumptions.

(j1) (Lévy type integrability condition) The kernel $j : \mathbb{R}^N \to [0, \infty]$ is even and measurable with

$$\int_{\mathbb{R}^N} 1 \wedge |z|^2 j(z) \, dz < \infty.$$

(j2) (Nontriviality condition) For every $r > 0$, $j$ does not vanish a.e. in $B_r(0)$.

In order to motivate these assumptions, let us assume for the moment that $j$ satisfies (j1), (j2) and has finite total mass, i.e.,

$$\int_{\mathbb{R}^N} j(z) \, dz < \infty.$$

(1.6)

Moreover, let us consider a nonnegative bounded pointwise supersolution $u : \mathbb{R}^N \to \mathbb{R}$ of equation (1.4) in a domain $\Omega \subset \mathbb{R}^N$, which then satisfies

$$u(x) \left( c^-(x) + \int_{\mathbb{R}^N} j(z) \, dz \right) \geq \int_{\mathbb{R}^N} u(x+z) j(z) \, dz, \quad x \in \Omega.$$

(1.7)

\footnote{Here and in the following we use the notation $a \wedge b = \min\{a, b\}$ for $a, b \in \mathbb{R}$.}
Here $c^- := - \min\{c, 0\}$ denotes the negative part of $c$. Since $j$ is nontrivial by assumption (j2), $u$ is positive in $x \in \Omega$ iff $\int_{\mathbb{R}^N} u(x + z) j(z) \, dz$ is positive. If we assume in addition that $j$ is strictly positive in $B_r(0)$ for some $r > 0$, a continuation argument shows that either $u \equiv 0$ in $\Omega$ or $u > 0$ in $\Omega$. Hence the strong maximum principle readily follows in this case. For a related result in this context, see e.g. [14, Theorem 7]. If we merely assume condition (j2) in place of the strict positivity of $j$ in a neighborhood of zero, the same conclusion is much less clear. We shall see in this paper that indeed a continuation argument can be performed along suitably chosen lattice paths in $\mathbb{R}^N$.

Although it is instructive to consider the case where (1.6) holds, the equation (1.4) becomes much more interesting in the case where $\int_{\mathbb{R}^N} j(z) \, dz = \infty$. In this case, the pointwise inequality (1.7) makes no sense anymore, and it is appropriate to consider weak supersolutions of (1.4) instead. We note that assumptions (j1)–(j2) include different variants of the fractional Laplacian and more general symmetric Lévy type operators with absolutely continuous Lévy measure and with vanishing diffusion and drift coefficients, see e.g. [1, Section 3.3.2], [17, Chapters II. 2 and III.7] and [11]. We will discuss these and other examples in detail below.

In order to define the notion of a weak supersolution of (1.4), we consider the associated bilinear form

$$
(u, v) \mapsto \mathcal{E}_j(u, v) = \frac{1}{2} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} (u(x) - u(y))(v(x) - v(y)) j(x - y) \, dx \, dy \quad (1.8)
$$

and the function space

$$
\mathcal{V}^j_{loc}(\Omega) := \left\{ u \in L^2_{loc}(\mathbb{R}^N) : \int_{\Omega} \int_{\mathbb{R}^N} (u(x) - u(y))^2 j(x - y) \, dx \, dy < \infty \text{ for every } \Omega' \subset \subset \Omega \right\}. \quad (1.9)
$$

Here and in the following, $\Omega' \subset \subset \Omega$ means that $\overline{\Omega'}$ is compact and contained in $\Omega$. The use of this space is inspired by [7, 13]. We remark that $\mathcal{V}^j_{loc}(\Omega)$ contains all functions, which are bounded on $\mathbb{R}^N$ and locally Lipschitz in $\Omega$, see Lemma 3.6 below. Moreover, in the special case where $j(z) = |z|^{-N-2s}$ with some $s \in (0, 1)$, the space $\mathcal{V}^j_{loc}(\Omega)$ contains all functions $u \in L^2_{loc}(\mathbb{R}^N)$ with

$$
\int_{\mathbb{R}^N} \frac{u^2(x)}{1 + |x|^{N+2s}} \, dx < \infty \quad \text{and} \quad u \big|_{\Omega} \in H^s_{loc}(\Omega),
$$

where $H^s_{loc}(\Omega)$ is the usual local Sobolev space of order $s$, see e.g. [16]. We call a function $u \in \mathcal{V}^j_{loc}(\Omega)$ a weak supersolution of (1.4) in $\Omega$, if

$$
\mathcal{E}_j(u, \varphi) \geq \int_{\Omega} c(x) u \varphi \, dx \quad \text{for all } \varphi \in C^\infty_c(\Omega), \ \varphi \geq 0. \quad (1.10)
$$

We shall see in Section 3 that $\mathcal{E}_j(u, \varphi)$ is indeed well-defined (in the Lebesgue sense) if $u \in \mathcal{V}^j_{loc}(\Omega)$ and $\varphi \in C^\infty_c(\Omega)$. Our main result is the following.

**Theorem 1.1. (Strong maximum principle)**

Suppose (j1) and (j2), let $\Omega \subset \mathbb{R}^N$ be a domain, and let $c \in L^\infty_{loc}(\Omega)$. Moreover, let $u \in \mathcal{V}^j_{loc}(\Omega)$
be a weak supersolution of (1.4) in \(\Omega\) with \(u \geq 0\) on \(\mathbb{R}^N\).

Then either \(u \equiv 0\) in \(\Omega\), or \(u\) is strictly positive in \(\Omega\).

Here and in the following, a measurable function \(u\) on \(\Omega\) will be called strictly positive in \(\Omega\) if (1.3) holds. As indicated already, a notable feature of Theorem 1.1 is the weak positivity assumption (j2) which allows to consider highly anisotropic kernels \(j\). We illuminate this aspect by discussing kernels of the form

\[ z \mapsto j(z) = 1_A(z)|z|^\tau, \tag{1.11} \]

where \(1_A\) is the characteristic function of a symmetric measurable subset \(A \subset \mathbb{R}^N\) and \(\tau \in \mathbb{R}\). In this case, assumption (j2) amounts to the condition

\[ |A \cap B_r(0)| > 0 \quad \text{for every } r > 0, \tag{1.12} \]

where \(|\cdot|\) stands for Lebesgue measure. Moreover, for this type of kernels, we may write condition (j1) as follows:

\[ \int_0^1 r^{\tau+2} \operatorname{vol}_{N-1}(A \cap S_r) \, dr + \int_1^\infty r^\tau \operatorname{vol}_{N-1}(A \cap S_r) \, dr < \infty, \tag{1.13} \]

Here \(S_r\) denotes the sphere of radius \(r > 0\) centered at 0. In the case where \(A = \mathbb{R}^N\) and

\[ \tau = -N - 2s \quad \text{for some } s \in (0,1), \tag{1.14} \]

the operator \(I\) coincides up to a constant with the fractional Laplacian \((-\Delta)^s\), which has been studied extensively in recent years. A probabilistic argument yielding the strong maximum principle for supersolutions of the equation \((-\Delta)^s u = c(x) u\) can be found in [3, p.312–313]. Moreover, in [5, Proposition 2.7]) and [4, Section 4.6] the representation of \((-\Delta)^s\) as a Dirichlet-to-Neumann type operator is used to derive a strong maximum principle. Anisotropic versions of the fractional Laplacian arise when considering (1.11) and (1.14) for a general symmetric measurable subset \(A \subset \mathbb{R}^N\) satisfying

\[ \operatorname{vol}_{N-1}(A \cap S_r) \geq cr^{N-1} \quad \text{for all } r > 0 \text{ with a constant } c > 0. \tag{1.15} \]

Operators \(I\) of this type are considered in the recent paper [6] by Dyda and Kassmann, who proved, under additional assumptions, a weak Harnack inequality which implies the strong maximum principle, see [6, Theorem 1.1]. We also mention [12] where a parabolic Harnack inequality has been proved in this context. The lower bound in (1.15) is of key importance for a Harnack inequality to hold. In contrast, it is not required in Theorem 1.1, where arbitrary measurable symmetric sets \(A \subset \mathbb{R}^N\) satisfying (1.12) may be considered together with exponents of the form (1.14). In the case where \(A\) is bounded, we may relax assumption (1.14) and consider any \(\tau > -N - 2\).

In the special case where \(\tau = -N\) and \(A\) is a bounded symmetric set containing a small ball \(B_r(0)\) for some \(r > 0\), the operator \(I\) is a zero order operator, which still has a regularizing effect. More
precisely, in this case it has been observed in the recent work by Kassmann and Mimica [21] that solutions of $Iu = f$ are continuous if $f$ is bounded. It is a challenging open question whether such a regularity result still holds for $\tau = -N$ and general bounded and symmetric $A$ satisfying only (1.12). Theorem 1.1 shows that the strong maximum principle holds for this class of operators and weak supersolutions.

Another interesting aspect is given by the fact that, depending on the shape of $A$, $j$ is allowed to have a singularity of arbitrarily high order. For example, if

$$A := \left\{ (x_1, x') \in [-1, 1] \times \mathbb{R}^{N-1} : |x'| \leq |x_1|^\rho \right\} \subset \mathbb{R}^N$$

for some $\rho > 1$ and $\tau > -3 - (N - 1)\rho$, then (1.12) and (1.13) are satisfied while (1.15) does not hold (see also [6, Example 6] for a related example).

The strong maximum principle given in Theorem 1.1 can be extended to regional operators of the form

$$I_\Omega u(x) = PV \int_\Omega (u(x) - u(y)) j(x - y) \ dy := \lim_{\varepsilon \to 0^+} \int_{\Omega \setminus B_\varepsilon(x)} (u(x) - u(y)) j(x - y) \ dy$$

under the same assumptions (j1) and (j2). In order to define a notion of weak supersolutions of the equation

$$I_\Omega u = c(x) u \quad \text{in } \Omega,$$  \hspace{1cm} (1.16)

we introduce the space

$$\mathcal{H}^j_{\text{loc}}(\Omega) := \left\{ u \in L^2_{\text{loc}}(\Omega) : \int_{\Omega'} \int_{\Omega} (u(x) - u(y))^2 j(x - y) \ dx \ dy < \infty \text{ for every } \Omega' \subset \subset \Omega \right\}. \hspace{1cm} (1.17)$$

The following theorem then arises as a rather direct corollary of Theorem 1.1.

**Theorem 1.2.** Suppose that (j1) and (j2) hold, let $\Omega \subset \mathbb{R}^N$ be a domain, and let $c \in L^\infty_{\text{loc}}(\Omega)$. Moreover, let $u \in \mathcal{H}^j_{\text{loc}}(\Omega)$ be a weak supersolution of (1.16), i.e.,

$$\int_\Omega \int_\Omega (u(x) - u(y)) (\varphi(x) - \varphi(y)) j(x - y) \ dx \ dy \geq \int_\Omega c(x) u \varphi \ dx \quad \text{for all } \varphi \in C^\infty_c(\Omega), \ \varphi \geq 0.$$

Suppose furthermore that $u \geq 0$ a.e. in $\Omega$.

Then either $u \equiv 0$ in $\Omega$, or $u$ is strictly positive in $\Omega$.

To deduce this result from Theorem 1.1, we merely note that, under the assumptions of Theorem 1.2, the trivial extension $\tilde{u}$ of $u$ to $\mathbb{R}^N$ is contained in $\mathcal{Y}^j_{\text{loc}}(\Omega)$, and it is a nonnegative weak supersolution of the equation $Iu = \tilde{c}(x) u$ with

$$\tilde{c} \in L^\infty_{\text{loc}}(\Omega), \quad \tilde{c}(x) = c(x) + \int_{\mathbb{R}^N \setminus \Omega} j(x - y) \ dy.$$
Hence Theorem 1.1 shows that $\tilde{u}$ is strictly positive in $\Omega$, so the conclusion of Theorem 1.2 follows.

We note that, in the special case where $j(z) = |z|^{-N-2s}$ for some $s \in (0,1)$, the operator $I_{\Omega}$ is called the \textit{regional fractional Laplacian}, see e.g. [24]. A strong maximum principle in this special case has been given in [22, Theorem 4.1].

The strategy of the proof of Theorem 1.1 consists in successively increasing the region of positivity of nontrivial nonnegative supersolutions of (1.4). This can be done by means of a weak maximum principle for domains with small volume and suitably constructed comparison functions. This weak maximum principle needs to be derived in a preliminary step based on assumption (j1). In the present framework, a small volume weak maximum principle can be stated as follows.

**Theorem 1.3.** Suppose that (j1) is satisfied, and let $c \in L^\infty(\mathbb{R}^N)$ satisfy

$$\|c^\ast\|_{L^\infty(\mathbb{R}^N)} < \int_{\mathbb{R}^N} j(z) \, dz \in (0, \infty].$$

Then there exists $r > 0$ such that for every open set $\Omega \subset \mathbb{R}^N$ with $|\Omega| \leq r$ and any weak supersolution $u \in \mathcal{Y}_{\text{loc}}^1(\Omega)$ of (1.4) in $\Omega$ such that

$$u \text{ is nonnegative outside a compact subset of } \Omega$$

we have $u \geq 0$ in $\mathbb{R}^N$.

Related weak maximum principles have been derived e.g. in [13, 18, 19] under different assumptions. The proof of Theorem 1.3 is inspired by [18, 19] and relies on estimates for the bilinear form $\mathcal{E}_j$ and for the small volume asymptotics of the first Dirichlet eigenvalue $\Lambda_1(\Omega)$ of the operator $J$, see (2.7) and (2.11) below. In addition to these estimates, we also need a density property since our notion of supersolutions is based on testing only with $C^\infty_c(\Omega)$-functions, see Proposition 4.1 below. In fact, in the proof of Theorem 1.1, it will be convenient to introduce a stronger notion of supersolutions with respect to a larger Hilbertian test function space related to the variational features of the problem. We shall do this in Section 2, where we also formulate weak and strong maximum principles in a more general framework of bilinear forms

$$(u,v) \mapsto \mathcal{E}_J(u,v) = \frac{1}{2} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} (u(x) - u(y))(v(x) - v(y))J(x,y) \, dx \, dy$$

(1.19)

with $x$-dependent kernel functions $J(x,y)$.

The most difficult step in the proof of Theorem 1.1 is to prove that any nontrivial nonnegative supersolution $u \in \mathcal{Y}_{\text{loc}}^1(\Omega)$ of (1.4) is strictly positive on larger and larger subsets of $\Omega$. Within this step, we first introduce the notion of the \textit{subsolution property (SSP)} of a pair $(K,M)$ of subsets of $\Omega$. By the weak maximum principle, this property turns out to be a sufficient criterion for a weak supersolution of (1.4) to inherit strict positivity on $M$ from uniform positivity on $K$. Then, using the local nontriviality condition (j2) for the kernel, we determine finite sequences $(K_i,M_{i+1})_i$ of pairs of subsets of $\Omega$ satisfying (SSP) and such that we can successively prove
that $u$ is strictly positive in $M_i$ for all $i$. Somewhat surprisingly, in this step we are led to prove a purely geometric existence result for localized paths in general lattices $\sum_{k=1}^{N} v_k \mathbb{Z} \subset \mathbb{R}^N$ generated by linearly independent vectors $v_1, \ldots, v_N \in \mathbb{R}^N$. This result is given in Lemma A.3 in the Appendix. We neither claim that it is new nor that it is optimal, but we could not find a reference for it and believe that it might be of independent interest.

The paper is organized as follows. In Section 2, we present weak and strong maximum principles in the framework of bilinear forms. In Section 3 we collect useful properties and estimates related to the function spaces used in this paper. In Section 4, we complete the proof of our weak maximum principles including Theorem 1.3. In Section 5, we give the proofs of our strong maximum principles including Theorem 1.1. Finally, the Appendix is devoted to purely geometric properties of lattices in $\mathbb{R}^N$ which are used in the proof of Theorem 1.1.

In the remainder of the paper, we will use the following notation. Let $U, V \subset \mathbb{R}^N$ be nonempty measurable sets, $x \in \mathbb{R}^N$ and $r > 0$. We denote by $1_U : \mathbb{R}^N \to \mathbb{R}$ the characteristic function, $|U|$ the Lebesgue measure, and $\text{diam}(U)$ the diameter of $U$. The notation $V \subset U$ means that $V$ is compact and contained in the interior of $U$. The distance between $V$ and $U$ is given by $\text{dist}(V, U) := \inf\{|x - y| : x \in V, y \in U\}$. Note that this notation does not stand for the usual Hausdorff distance. If $V = \{x\}$ we simply write $\text{dist}(x, U)$. We let $B_r(U) := \{x \in \mathbb{R}^N : \text{dist}(x, U) < r\}$, so that $B_r(x) := B_r(\{x\})$ is the open ball centered at $x$ with radius $r$. We also put $B := B_1(0)$ and $\omega_N := |B|$. Finally, given a function $u : U \to \mathbb{R}$, we let $u^+ := \max\{u, 0\}$ and $u^- := -\min\{u, 0\}$ denote the positive and negative part of $u$, and we write $\text{supp } u$ for the support of $u$ given as the closure in $\mathbb{R}^N$ of the set $\{x \in U : u(x) \neq 0\}$.
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## 2 Main results in a general setting

In this section, we consider a general setting of nonlocal equations extending the framework of Section 1. More precisely, we consider the equation

$$Iu = c(x)u + g \quad \text{in } \Omega \quad (2.1)$$

where $\Omega \subset \mathbb{R}^N$ is an open set, $c, g \in L^\infty(\Omega)$, and $I$ is a nonlocal linear operator formally given by

$$Iu(x) = \text{P.V.} \int_{\mathbb{R}^N} (u(x) - u(y))J(x, y) \, dy := \lim_{\varepsilon \to 0^+} \int_{\mathbb{R} \setminus B_\varepsilon(x)} (u(x) - u(y))J(x, y) \, dy. \quad (2.2)$$

Here and throughout the remainder of the paper, the measurable kernel function $J : \mathbb{R}^N \times \mathbb{R}^N \to [0, \infty]$ is assumed to satisfy
(J1) \( J(x, y) = J(y, x) \) for all \( x, y \in \mathbb{R}^N \), and
\[
C_J := \sup_{x \in \mathbb{R}^N} \int_{\mathbb{R}^N} |x - y|^2 J(x, y) \, dy < \infty. \tag{2.3}
\]

If \( j: \mathbb{R}^N \to [0, \infty] \) satisfies assumption (j1) from the introduction, then the operator in (1.5) arises as a special case of (2.2) with the kernel \( J: \mathbb{R}^N \times \mathbb{R}^N \to [0, \infty] \), \( J(x, y) = j(x - y) \) which then satisfies (J1). The bilinear form associated to \( I \) is given by
\[
(u, v) \mapsto \mathcal{E}_J(u, v) = \frac{1}{2} \int_{\mathbb{R}^N \times \mathbb{R}^N} (u(x) - u(y))(v(x) - v(y)) J(x, y) \, dx dy. \tag{2.4}
\]

As we shall see in Lemma 3.5 below, assumption (J1) guarantees that \( \mathcal{E}_J \) is well-defined on the space of compactly supported Lipschitz functions. In particular, it is densely defined on \( L^2(\Omega) \), where \( \Omega \) here and in the following \( \Omega \) we identify \( L^2(\Omega) \) with the space of functions \( u \in L^2(\mathbb{R}^N) \) with \( u \equiv 0 \) on \( \mathbb{R}^N \setminus \Omega \).

We shall analyze supersolutions of (2.1) in weak sense (cf. [6, 13]). For this we introduce the following function spaces.

**Definition 2.1.** For an open set \( \Omega \subset \mathbb{R}^N \), we let \( \mathcal{D}^J(\Omega) \) denote the space of all functions \( u \in L^2_{\text{loc}}(\mathbb{R}^N) \) with \( \mathcal{E}_J(u, u) < \infty \) and \( u \equiv 0 \) on \( \mathbb{R}^N \setminus \Omega \).

Moreover, we let \( \mathcal{V}^J(\Omega) \) denote the space of all functions \( u \in L^2_{\text{loc}}(\mathbb{R}^N) \) such that
\[
\rho(u, \Omega) := \frac{1}{2} \int_{\Omega} \int_{\mathbb{R}^N} (u(x) - u(y))^2 J(x, y) \, dx dy < \infty.
\]

It is easy to see that \( \mathcal{D}^J(\Omega) \) and \( \mathcal{V}^J(\Omega) \) are indeed vector spaces. Moreover, \( \mathcal{E}_J \) defines a semi-definite scalar product on \( \mathcal{D}^J(\Omega) \). We also note the inclusions
\[
\mathcal{D}^J(\Omega_1) \subset \mathcal{D}^J(\Omega_2) \subset \mathcal{D}^J(\mathbb{R}^N) = \mathcal{V}^J(\mathbb{R}^N) \subset \mathcal{V}^J(\Omega_2) \subset \mathcal{V}^J(\Omega_1) \tag{2.5}
\]
for open subsets \( \Omega_1 \subset \Omega_2 \subset \mathbb{R}^N \). Moreover, we shall see in Lemma 3.1 below that \( \mathcal{E}_J(u, v) \) is well-defined for \( u \in \mathcal{V}^J(\Omega) \), \( v \in \mathcal{D}^J(\Omega) \). Thus we may define the following notions of sub- and supersolutions of (2.1).

**Definition 2.2.** We call \( u \in \mathcal{V}^J(\Omega) \) a variational supersolution of (2.1) if
\[
\mathcal{E}_J(u, v) \geq \int_{\Omega} [c(x)u(x) + g(x)]v(x) \, dx \tag{2.6}
\]
for all \( v \in \mathcal{D}^J(\Omega) \), \( v \geq 0 \) with bounded support in \( \mathbb{R}^N \). Similarly, we say that \( u \) is a variational subsolution of (2.1) if (2.6) holds with a reversed inequality.

We point out that this notion of super- and subsolutions differs from the one in Section 1 with regard to the test functions considered. Here we allow test functions \( v \in \mathcal{D}^J(\Omega) \) with bounded support in \( \mathbb{R}^N \), whereas in Section 1 the smaller space \( \mathcal{C}^c_\text{loc}(\Omega) \) of standard test functions is
considered. We used the terms variational super- and subsolutions because test functions $v \in \mathcal{D}'(\Omega)$ naturally appear in a variational formulation of (2.1). Note that without imposing further hypotheses, we cannot expect that $\mathcal{D}'(\Omega)$ is dense in $\mathcal{D}'(\Omega)$. A useful density result under additional assumptions will be derived below in Proposition 4.1.

To state a weak maximum principle for variational supersolutions of (2.1), we need to consider

$$\Lambda_1(\Omega) := \inf_{u \in \mathcal{D}'(\Omega)} \frac{\mathcal{E}(u,u)}{\|u\|_{L^2(\Omega)}^2} \in [0,\infty). \quad (2.7)$$

Here the quotient is understood in the sense that $\frac{\mathcal{E}(u,u)}{\|u\|_{L^2(\Omega)}^2} = 0$ if $\mathcal{E}(u,u) = 0$ or $u \notin L^2(\Omega)$. The value $\Lambda_1(\Omega)$ is the infimum of the spectrum of the self-adjoint realization of the operator $I$ in $L^2(\Omega)$, which is associated to the closed and densely defined symmetric bilinear form $\mathcal{E}$ with domain $\mathcal{D}'(\Omega) \cap L^2(\Omega)$, see e.g. [25, Theorem VIII.15, pp. 278]. Indeed, the closedness of $\mathcal{E}$ on $\mathcal{D}'(\Omega) \cap L^2(\Omega)$ can be seen exactly as in [18, Proposition 2.2], and it implies that $\mathcal{D}'(\Omega) \subset L^2(\Omega)$ is a Hilbert-space with scalar product $\mathcal{E}$ if $\Lambda_1(\Omega) > 0$. Since we will not use these functional analytic properties, we skip the details at this point.

Consider the function

$$z \mapsto j(z) := \text{essinf}\{J(x,x+z) : x \in \mathbb{R}^N\} \quad (2.8)$$

which is an a.e. well-defined even and measurable function $j : \mathbb{R}^N \to [0,\infty]$ satisfying assumption (j1) from Section 1 as a consequence of (J1). We note the following important observation proved in [13, Lemma 2.7]: If the set $\{j > 0\} \subset \mathbb{R}^N$ has positive measure and $\Omega \subset \mathbb{R}^N$ is open and bounded, then $\Lambda_1(\Omega) > 0$.

The following weak maximum principle indicates the significance of $\Lambda_1(\Omega)$.

**Proposition 2.3.** Let (J1) be satisfied, let $\Omega \subset \mathbb{R}^N$ be open, bounded such that $\Lambda_1(\Omega) > 0$, let $c \in L^\infty(\Omega)$ with $\|c^+\|_{L^\infty(\Omega)} < \Lambda_1(\Omega)$, and let $g \in L^2(\Omega)$. Then for every variational supersolution $u \in \mathcal{D}'(\Omega)$ of (2.1) satisfying

$$u \geq 0 \quad \text{a.e. in } \mathbb{R}^N \setminus \Omega \quad (2.9)$$

we have

$$\|u^-\|_{L^2(\Omega)} \leq \frac{\|g^+\|_{L^2(\Omega)}}{\Lambda_1(\Omega) - \|c^+\|_{L^\infty(\Omega)}}. \quad (2.10)$$

In particular, if $g \geq 0$ in $\Omega$, then $u \geq 0$ in $\mathbb{R}^N$.

As an intermediate step in the proof of strong maximum principles, we need a variant of this weak maximum principle for domains with small volume. For this we need to analyze the small volume asymptotics of $\Lambda_1(\Omega)$. Let

$$\Lambda_1(r) := \inf\{\Lambda_1(\Omega) : \Omega \subset \mathbb{R}^N \text{ open, } |\Omega| = r\} \quad \text{for } r > 0.$$

We shall see in Proposition 3.3 below that

$$\lim_{r \to 0} \Lambda_1(r) \geq \int_{\mathbb{R}^N} j(z) \, dz, \quad (2.11)$$

where $j$ is given in (2.8). A combination of Proposition 2.3 and (2.11) readily yields the following small volume maximum principle.
Theorem 2.4. Suppose that (J1) is satisfied, and let $c \in L^\infty(\mathbb{R}^N)$ satisfy

$$
\|c^+\|_{L^\infty(\mathbb{R}^N)} < \int_{\mathbb{R}^N} j(z) \, dz, \tag{2.12}
$$

where $j$ is given in (2.8). Then there exists $r > 0$ such that for every open bounded set $\Omega \subset \mathbb{R}^N$ with $|\Omega| \leq r$ and every variational supersolution $u \in \mathcal{V}^J(\Omega)$ of

$$
Iu = c(x)u \quad \text{in } \Omega \tag{2.13}
$$

with $u \geq 0$ a.e. in $\mathbb{R}^N \setminus \Omega$ we have $u \geq 0$ in $\mathbb{R}^N$.

Our main result in this abstract setting is a strong maximum principle. For this we need the following further assumptions.

(J2) For every $r > 0$, the function $j$ given in (2.8) does not vanish identically on $B_r(0)$.

(J3) We have

$$
sup_{x \in \mathbb{R}^N} \int_{\mathbb{R}^N} 1 \wedge |z| |J(x, x + z) - J(x, x - z)| \, dz < \infty.
$$

Theorem 2.5. Assume (J1) – (J3), let $\Omega \subset \mathbb{R}^N$ be a domain, and let $u \in \mathcal{V}^J(\Omega)$ be a variational supersolution of

$$
Iu = c(x)u \quad \text{in } \Omega
$$

satisfying $u \geq 0$ in $\mathbb{R}^N$. Then either $u \equiv 0$ in $\Omega$, or $u$ is strictly positive in $\Omega$.

Note that in this theorem we assume $\Omega$ to be a domain, i.e. a connected open set. A variant of this strong maximum principle for arbitrary open sets $\Omega \subset \mathbb{R}^N$ can be obtained if (J2) is replaced by the following much stronger uniform positivity condition.

(J2)$_S$ For the function $j$ given in (2.8) and every $r > 0$, we have $\text{essinf}_{B_r(0)} j > 0$.

Theorem 2.6. Assume (J1), (J2)$_S$, (J3), and let $\Omega \subset \mathbb{R}^N$ be an open set. Furthermore, let $c \in L^\infty(\Omega)$, and let $u \in \mathcal{V}^J(\Omega)$ be a variational supersolution of

$$
Iu = c(x)u \quad \text{in } \Omega
$$

satisfying $u \geq 0$ in $\mathbb{R}^N$. Then either $u \equiv 0$ in $\mathbb{R}^N$, or $u$ is strictly positive in $\Omega$.

We emphasize that the alternative in Theorem 2.6 is stronger than the one in Theorem 2.5. We also remark that, due to local uniform positivity of the kernel $J$ assumed in (J2)$_S$, the proof of Theorem 2.6 is much simpler than the proof of Theorem 2.5.
3 Preliminaries on the functional analytic setting

In the following we keep using the notation from the previous section, and we assume (J1) throughout this section. The following statement ensures that our definition of variational super-solution of (2.1) is well-defined.

**Lemma 3.1.** Let \( \Omega \subset \mathbb{R}^N \) be open. Then we have
\[
\int \int_{\mathbb{R}^N \times \mathbb{R}^N} |u(x) - u(y)| \cdot |v(x) - v(y)| J(x,y) \, dxdy \leq (2 + \sqrt{2}) \rho(u, \Omega)^\frac{3}{2} \mathcal{E}_J(v, v)^\frac{1}{2} < \infty \tag{3.1}
\]
for every \( u \in \mathcal{V}^J(\Omega), \ v \in \mathcal{D}^J(\Omega) \). Hence the bilinear form \( \mathcal{E}_J \) is well-defined and continuous on \( \mathcal{V}^J(\Omega) \times \mathcal{D}^J(\Omega) \).

**Proof.** Let \( u \in \mathcal{V}^J(\Omega), \ v \in \mathcal{D}^J(\Omega) \). Then, by the Cauchy-Schwarz inequality,
\[
\int \int_{\mathbb{R}^N \times \mathbb{R}^N} |u(x) - u(y)| \cdot |v(x) - v(y)| J(x,y) \, dxdy \\
= \int \int_{\Omega \times \mathbb{R}^N} |u(x) - u(y)| \cdot |v(x) - v(y)| J(x,y) \, dxdy + \int \int_{\mathbb{R}^N \setminus \Omega \times \mathbb{R}^N} |u(x) - u(y)| \cdot |v(x) - v(y)| J(x,y) \, dxdy \\
\leq 2\rho(u, \Omega)^\frac{3}{2} \rho(v, \Omega)^\frac{1}{2} + \int \int_{\Omega \setminus \Omega \times \Omega} |v(x)| |u(x) - u(y)| J(x,y) \, dydx \\
\leq 2\rho(u, \Omega)^\frac{3}{2} \mathcal{E}_J(v, v)^\frac{1}{2} + \left( \int \int_{\Omega \times \Omega} |v(x)|^2 J(x,y) \, dxdy \right)^\frac{1}{2} \left( \int \int_{\Omega \times \Omega} |u(x) - u(y)|^2 J(x,y) \, dxdy \right)^\frac{1}{2} \\
\leq 2\rho(u, \Omega)^\frac{3}{2} \mathcal{E}_J(v, v)^\frac{1}{2} + \left( \frac{1}{2} \int \int_{\mathbb{R}^N \times \mathbb{R}^N} |v(x) - v(y)|^2 J(x,y) \, dxdy \right)^\frac{1}{2} \left( \int \int_{\mathbb{R}^N \times \mathbb{R}^N} |u(x) - u(y)|^2 J(x,y) \, dxdy \right)^\frac{1}{2} \\
\leq (2 + \sqrt{2}) \rho(u, \Omega)^\frac{3}{2} \mathcal{E}_J(v, v)^\frac{1}{2} < \infty.
\]

The continuity of the bilinear form \( \mathcal{E}_J \) on \( \mathcal{V}^J(\Omega) \times \mathcal{D}^J(\Omega) \) now follows immediately from this bound. \( \Box \)

Next, we collect some elementary estimates for functions in \( \mathcal{V}^J(\Omega) \) and in \( \mathcal{D}^J(\Omega) \).

**Lemma 3.2.** Let \( \Omega \subset \mathbb{R}^N \) open and \( u \in \mathcal{V}^J(\Omega) \). Then we have:

(i) If \( u \equiv 0 \) on \( \mathbb{R}^N \setminus \Omega \), then \( u \in \mathcal{D}^J(\Omega) \).

(ii) \( u^\pm \in \mathcal{V}^J(\Omega) \) and \( \rho(u^\pm, \Omega) \leq \rho(u, \Omega) \).

(iii) If \( u^+ \in \mathcal{D}^J(\Omega) \) or \( u^- \in \mathcal{D}^J(\Omega) \), then \( \mathcal{E}_J(u^+, u^-) \) is well-defined with \( \mathcal{E}_J(u^+, u^-) \leq 0 \).

(iv) If \( u \geq 0 \) on \( \mathbb{R}^N \setminus \Omega \), then \( u^- \in \mathcal{D}^J(\Omega) \) and
\[
\mathcal{E}_J(u^-, u^-) \leq -\mathcal{E}_J(u, u^-), \tag{3.2}
\]
where the RHS is well-defined by Lemma 3.1.
Proof. (i) By assumption, we have that
\[ \varphi_j(u, u) = \rho(u, \Omega) + \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} (u(x) - u(y))^2 J(x, y) \, dxdy \]
\[ = \rho(u, \Omega) + \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} (u(x) - u(y))^2 J(x, y) \, dxdy \leq 2 \rho(u, \Omega). \]
(ii) For \( x, y \in \mathbb{R}^N \) we have
\[ (u^+(x) - u^+(y))(u^-(x) - u^-(y)) = -2(u^+(x)u^-(y) + u^-(x)u^+(y)) \leq 0. \quad (3.3) \]
Then
\[ \rho(u, \Omega) = \rho(u^+ - u^-, \Omega) = \rho(u^+, \Omega) + \rho(u^-, \Omega) \]
\[ - 2 \int_{\Omega} \int_{\mathbb{R}^N} (u^+(x) - u^+(y))(u^-(x) - u^-(y)) J(x, y) dxdy \]
\[ \geq \rho(u^+, \Omega) + \rho(u^-, \Omega). \]
Consequently, \( u^+ \in \mathcal{V}^J(\Omega) \) and \( \rho(u^+, \Omega) \leq \rho(u, \Omega) \).
(iii) Since \( u^+ \in \mathcal{D}^J(\Omega) \) or \( u^- \in \mathcal{D}^J(\Omega) \) by assumption, \( \varphi_j(u^+, u^-) \) is well-defined by Lemma 3.1. Moreover, by (3.3) we have \( \varphi_j(u^+, u^-) \leq 0 \).
(iv) Since \( u \geq 0 \) on \( \mathbb{R}^N \setminus \Omega \), the function \( u^- \in \mathcal{V}^J(\Omega) \) satisfies \( u^- \equiv 0 \) on \( \mathbb{R}^N \setminus \Omega \). Consequently \( u^- \in \mathcal{D}^J(\Omega) \) by (i). Moreover, we have
\[ \varphi_j(u, u^-) = \varphi_j(u^+ - u^-, u^-) = \varphi_j(u^+, u^-) - \varphi_j(u^-, u^-) \]
where all terms are well-defined by Lemma 3.1. Furthermore, \( \varphi_j(u^+, u^-) \leq 0 \) by (iii). Hence (3.2) follows. \( \square \)

Next we give the proof of (2.11), which we restate for the reader’s convenience.

**Proposition 3.3.** Let

\[ \Lambda_1(r) := \inf \{ \Lambda_1(\Omega) : \Omega \subset \mathbb{R}^N \text{ open}, |\Omega| = r \} \quad \text{for } r > 0. \]

Then we have

\[ \lim_{r \to 0} \Lambda_1(r) \geq \int_{\mathbb{R}^N} f(z) \, dz. \quad (3.4) \]

**Proof.** The proof is a refinement and generalization of the argument in [18, Lemma 2.7]. We first note that
\[ \Lambda_1(r_1) \geq \Lambda_1(r_2) \quad \text{for } 0 < r_1 < r_2, \]
which can easily be deduced from the fact that
\[ \mathcal{D}^J(\Omega_1) \subset \mathcal{D}^J(\Omega_2) \quad \text{for } \Omega_1, \Omega_2 \subset \mathbb{R}^N \text{ with } \Omega_1 \subset \Omega_2. \]
Hence the limit in (3.4) exists. We also recall that $J(x, y) \geq j(x - y)$ for all $x, y \in \mathbb{R}^N, x \neq y$. We set

$$M_c := \{ z \in \mathbb{R}^N : j(z) \geq c \} \quad \text{and} \quad M^c := \{ z \in \mathbb{R}^N : j(z) < c \}$$

for $c \in [0, \infty]$. Moreover, we consider the decreasing rearrangement of $j$ given by

$$d : (0, \infty) \to [0, \infty], \quad d(r) = \sup \{ c \geq 0 : |M_c| \geq r \}$$

We first note that

$$|M_d(r)| \geq r \quad \text{for every} \quad r > 0 \quad (3.5)$$

Indeed, this is obvious if $d(r) = 0$, since $M_0 = \mathbb{R}^N$. If $d(r) > 0$, we have $|M_c| \geq r$ for every $c < d(r)$ by definition, whereas $|M_c| < \infty$ for every $c > 0$ as a consequence of the fact that $j \in L^1(\mathbb{R}^N \setminus B_1(0))$ by (J1). Consequently, since $M_{d(r)} = \bigcap_{c<d(r)} M_c$, we have $|M_{d(r)}| = \inf_{c<d(r)} |M_c| \geq r$.

Next we claim that

$$A_1(r) \geq \int_{M_{d(r)}} j(z) dz + d(r) \left( |M_{d(r)}| - r \right) \quad \text{for} \quad r > 0. \quad (3.6)$$

Indeed, let $r > 0$ and $\Omega \subset \mathbb{R}^N$ be measurable with $|\Omega| = r$. For $u \in \mathcal{D}^1(\Omega)$ we have

$$\delta_j(u, u) = \frac{1}{2} \int_{\mathbb{R}^N \times \mathbb{R}^N} (u(x) - u(y))^2 J(x, y) \, dx \, dy$$

$$\geq \frac{1}{2} \int_{\Omega} (u(x) - u(y))^2 j(x, y) \, dx \, dy + \int_{\mathbb{R}^N \setminus \Omega} u^2(x) \int_{\mathbb{R}^N \setminus \Omega} j(x - y) \, dy \, dx$$

$$\geq \inf_{x \in \Omega} \left( \int_{\mathbb{R}^N \setminus \Omega_x} j(z) \, dz \right) \|u\|_{L^2(\Omega)}^2 \quad (3.7)$$

with $\Omega_x := x + \Omega$. Let $d := d(r)$. We then have

$$|M_d \setminus \Omega_x| - |\Omega_x \setminus M_d| = |M_d| - |M_d \cap \Omega_x| - \left( |\Omega_x| - |M_d \cap \Omega_x| \right) = |M_d| - |\Omega_x| = |M_d| - r$$

for every $x \in \Omega$ and thus

$$\int_{\mathbb{R}^N \setminus \Omega_x} j(y) \, dy = \int_{M_d \setminus \Omega_x} j(y) \, dy + \int_{\Omega_x \setminus M_d} j(y) \, dy - \int_{M_d} j(y) \, dy$$

$$\geq \int_{M_d \setminus \Omega_x} j(y) \, dy + d \left( |M_d \setminus \Omega_x| - |\Omega_x \setminus M_d| \right) = \int_{M_d \setminus \Omega_x} j(y) \, dy + d(|M_d| - r).$$

Combining this with (3.7), we obtain (3.6), as claimed. Now, by definition, the decreasing rearrangement of $j$ satisfies $d(r) \to d_0 := \text{esssup} \, j$ as $r \to 0$ and thus, by monotone convergence

$$\lim_{r \to 0} \int_{M_{d(r)}} j(y) \, dy = \lim_{r \to 0} \int_{\{j < d(r)\}} j(y) \, dy = \int_{\{j < d_0\}} j(y) \, dy = \int_{M_{d_0}} j(y) \, dy.$$
Together with (3.6), this shows that
\[
\lim_{r \to 0} \Lambda_1(r) \geq \liminf_{r \to 0} \left( \int_{M^d(r)} j(y) \, dy + d(r)(|M_d(r)| - r) \right) = \int_{M^d(0)} j(y) \, dy + \liminf_{r \to 0} d(r)(|M_d(r)| - r)
\]
In the case where \(d_0 < \infty\), we have, by monotone convergence,
\[
\lim_{r \to 0} d(r)(|M_d(r)| - r) = d_0|M_d|
\]
and thus
\[
\lim_{r \to 0} \Lambda_1(r) \geq \int_{M^d(0)} j(y) \, dy + d_0|M_d| = \int j(z) \, dz,
\]
as claimed. In the case where \(d_0 = \infty\) we have
\[
\int_{M^d(0)} j(y) \, dy = \int j(z) \, dz
\]
and thus also
\[
\lim_{r \to 0} \Lambda_1(r) \geq \int j(z) \, dz.
\]
The proof is finished. \(\square\)

In the following, we note some useful inclusions of function spaces.

**Lemma 3.4.** Let \(\Omega \subset \mathbb{R}^N\) be a bounded open set, \(\phi : \mathbb{R}^N \to \mathbb{R}\) be a Lipschitz function with \(\phi \equiv 0\) in \(\mathbb{R}^N \setminus \Omega\) and \(u \in \mathcal{V}^J(\Omega)\). Then \(\phi u \in \mathcal{D}(\Omega)\).

**Proof.** By assumption, there exists a constant \(C_{\phi} > 0\) with
\[
|\phi(x) - \phi(y)| \leq C_{\phi}(1 \wedge |x - y|) \quad \text{for } x, y \in \mathbb{R}^N.
\]
Consequently,
\[
\rho(\phi u, \Omega) = \frac{1}{2} \int_{\Omega} \int_{\mathbb{R}^N} [u(x)\phi(x) - u(y)\phi(y)]^2 J(x,y) \, dydx
\]
\[
= \frac{1}{2} \int_{\Omega} \int_{\mathbb{R}^N} [u(x)(\phi(x) - \phi(y)) + \phi(y)(u(x) - u(y))]^2 J(x,y) \, dydx
\]
\[
\leq \int_{\Omega} u(x)^2 \int_{\mathbb{R}^N} [\phi(x) - \phi(y)]^2 J(x,y) \, dydx + \int_{\Omega} \int_{\mathbb{R}^N} [u(x) - u(y)]^2 J(x,y) \, dydx
\]
\[
\leq C_{\phi}^2 \int_{\Omega} u(x)^2 \int_{\mathbb{R}^N} 1 \wedge |x - y|^2 J(x,y) \, dydx + \|\phi\|^2_{L^2(\mathbb{R}^N)} \int_{\Omega} \int_{\mathbb{R}^N} [u(x) - u(y)]^2 J(x,y) \, dydx
\]
\[
\leq C_{\phi}^2 C_J \|u\|^2_{L^2(\Omega)} + 2\|\phi\|^2_{L^2(\mathbb{R}^N)} \rho(u, \Omega) < \infty
\]
with \(C_J\) given in (J1). Hence \(\phi u \in \mathcal{V}^J(\Omega)\). Since \(\phi u \equiv 0\) on \(\mathbb{R}^N \setminus \Omega\) by assumption, Lemma 3.2(i) now implies that \(\phi u \in \mathcal{D}(\Omega).\) \(\square\)
Corollary 3.5. Let $\Omega \subset \mathbb{R}^N$ be a bounded open subset. If $\phi : \mathbb{R}^N \to \mathbb{R}$ is a Lipschitz function with $\phi \equiv 0$ on $\mathbb{R}^n \setminus \Omega$, then $\phi \in \mathcal{D}'(\Omega)$.

Proof. This follows from Lemma 3.4 applied to $u \equiv 1 \in \mathcal{D}'(\Omega)$. □

Lemma 3.6. Let $\Omega \subset \mathbb{R}^N$ be an open set, and let $u \in L^\infty(\mathbb{R}^N)$ be locally Lipschitz in $\Omega$. Then $u \in \mathcal{D}'(\Omega')$ for all open sets $\Omega' \subset \Omega$.

Proof. Let $\Omega' \subset \subset \Omega$ be an open set. By assumption, there exists a constant $C = C(u, \Omega') > 0$ with

$$|u(x) - u(y)| \leq C(1 \wedge |x - y|) \quad \text{for } x, y \in \mathbb{R}^N.$$  

Consequently, by (J1) we have

$$2\rho(u, \Omega') = \int_{\Omega'} \int_{\mathbb{R}^N} |u(x) - u(y)|^2 J(x, y) \, dy \, dx \leq C^2 \left( \int_{\Omega'} \int_{\mathbb{R}^N} 1 \wedge |x - y|^2 J(x, y) \, dy \, dx \right) \leq C^2 |\Omega'| C_J < \infty,$$

so that $u \in \mathcal{D}'(\Omega')$. □

Next, we define the space of functions $u \in \mathcal{D}'(\Omega)$ such that $Iu$ is well-defined as an element in the topological dual $L^1(\Omega)^* \cong L^\infty(\Omega)$ of $L^1(\Omega)$.

Definition 3.7. Let $\Omega \subset \mathbb{R}^N$ be an open set. Denote by $\mathcal{D}'(\Omega)$ the space of all functions $u \in \mathcal{D}'(\Omega)$ such that there exists a constant $C = C(u) > 0$ with

$$|\delta_j(u, \phi)| \leq C \int_{\Omega} |\phi(x)| \, dx \quad \text{for all } \phi \in \mathcal{D}(\Omega) \cap L^1(\Omega).$$

Moreover, for $u \in \mathcal{D}'(\Omega)$ we put

$$\|u\|_{\mathcal{D}'(\Omega)} := \sup_{\Omega} \{ |\delta_j(u, \phi)| : \phi \in \mathcal{D}(\Omega) \cap L^1(\Omega), \int_{\Omega} |\phi(x)| \, dx = 1 \}$$

We note that, for $\Omega \subset \mathbb{R}^N$ open, $\| \cdot \|_{\mathcal{D}'(\Omega)}$ defines a semi-norm on $\mathcal{D}'(\Omega)$. Moreover,

$$\delta_j(u, \phi) \leq \|u\|_{\mathcal{D}'(\Omega)} \|\phi\|_{L^1(\Omega)} \quad \text{for } u \in \mathcal{D}'(\Omega) \text{ and } \phi \in \mathcal{D}(\Omega) \cap L^1(\Omega). \quad (3.8)$$

We also recall that $\mathcal{D}(\Omega) \cap L^1(\Omega)$ is dense in $L^1(\Omega)$ by Corollary 3.5. Hence, for fixed $u \in \mathcal{D}'(\Omega)$, the map $\phi \mapsto \delta_j(u, \phi)$ extends to a continuous linear form in $L^1(\Omega)^* \cong L^\infty(\Omega)$. In the case where $u \in C^1_c(\mathbb{R}^N)$ and (J3) holds, we shall see in the following lemma that the associated element in $L^\infty(\Omega)$ is precisely given by $Iu$ in the sense of (2.2). We also note that

$$\mathcal{D}'(\mathbb{R}^N) \subset \mathcal{D}'(\mathbb{R}^N) \quad \text{for every open subset } \Omega \subset \mathbb{R}^N. \quad (3.9)$$

Lemma 3.8. Assume (J3). Then $C^2_c(\mathbb{R}^N) \subset \mathcal{D}'(\mathbb{R}^N)$, and we have

$$\delta_j(u, v) = \int_{\Omega} |u(x)v(x)| \, dx \quad \text{for all } u \in C^2_c(\mathbb{R}^N) \text{ and } v \in \mathcal{D}(\mathbb{R}^N) \cap L^1(\mathbb{R}^N), \quad (3.10)$$

where $Iu \in L^\infty(\mathbb{R}^N) \cap C(\mathbb{R}^N)$ is given by (2.2) for $x \in \mathbb{R}^N$. 

Proof. Fix \( u \in C^2_c(\mathbb{R}^N) \). Then we may write
\[
u(x+z) = u(x) + \nabla u(x) \cdot z + g(x,z) \quad \text{for } x,z \in \mathbb{R}^N
\]
with a function \( g : \mathbb{R}^N \times \mathbb{R}^N \to \mathbb{R} \) satisfying
\[
C := \sup_{x,z \in \mathbb{R}^N} \frac{|g(x,y)|}{|z|^2} < \infty.
\]
Consequently, we also have
\[
|2u(x) - u(x-z) - u(x+z)| \leq 2C|z|^2 \quad \text{for all } x,z \in \mathbb{R}^N.
\]
For \( 0 < \varepsilon < \varepsilon' \leq 1 \) and \( x \in \mathbb{R}^N \), we now write
\[
I_{\varepsilon,u}(x) := \int_{\mathbb{R}^N \setminus B_{\varepsilon}(0)} (u(x) - u(x+z))J(x,x+z) \, dz \quad \text{and}
\]
\[
K_{\varepsilon',\varepsilon}(x) := I_{\varepsilon,u}(x) - I_{\varepsilon,u}(x) = \int_{B_{\varepsilon}(0) \setminus B_{\varepsilon}(0)} (u(x) - u(x+z))J(x,x+z) \, dz.
\]
It readily follows from assumption (J1) that \( I_{\varepsilon,u} \in L^\infty(\mathbb{R}^N) \cap C(\mathbb{R}^N) \) for every \( \varepsilon > 0 \). We also have
\[
K_{\varepsilon',\varepsilon}(x) = \frac{1}{2} \int_{B_{\varepsilon}(0) \setminus B_{\varepsilon}(0)} (u(x) - u(x+z))J(x,x+z) + (u(x) - u(x-z))J(x,x-z) \, dz
\]
\[
= \frac{1}{2} \int_{B_{\varepsilon}(0) \setminus B_{\varepsilon}(0)} \left( 2u(x) - u(x+z) - u(x-z) \right)J(x,x-z)
\]
\[
+ (u(x) - u(x+z))(J(x,x+z) - J(x,x-z)) \, dz
\]
and thus
\[
|K_{\varepsilon',\varepsilon}(x)| \leq C \int_{B_{\varepsilon}(0) \setminus B_{\varepsilon}(0)} |z|^2J(x,x-z) \, dz + \frac{||\nabla u||_{L^\infty}}{2} \int_{B_{\varepsilon}(0) \setminus B_{\varepsilon}(0)} |z|J(x,x+z) - J(x,x-z) |dz
\]
It thus follows from assumptions (J1) and (J3) that
\[
\lim_{\varepsilon' \to 0} \sup_{\varepsilon \in (0,\varepsilon')} |K_{\varepsilon',\varepsilon}(x)| = 0 \quad \text{uniformly in } x \in \mathbb{R}^N.
\]
Hence the limit \( I_u(x) = \lim_{\varepsilon \to 0} I_{\varepsilon,u}(x) \) exists for all \( x \in \mathbb{R}^N \), and \( I_u \in L^\infty(\mathbb{R}^N) \cap C(\mathbb{R}^N) \). Now to see (3.10), we consider \( v \in \mathcal{D}'(\mathbb{R}^N) \cap L^1(\mathbb{R}^N) \) and apply Lebesgue’s Theorem to get
\[
\delta_j(u,v) = \frac{1}{2} \lim_{\varepsilon \to 0} \int \int (u(x) - u(y))(v(x) - v(y))J(x,y) \, dx \, dy
\]
\[ \begin{align*}
&= \lim_{\varepsilon \to 0} \int_{\mathbb{R}^N} v(x) \int_{\mathbb{R}^N \setminus B_\varepsilon(x)} (u(x) - u(y)) J(x,y) \, dy \, dx \\
&= \int_{\mathbb{R}^N} v(x) \lim_{\varepsilon \to 0} \int_{\mathbb{R}^N \setminus B_\varepsilon(0)} (u(x) - u(y)) J(x,y) \, dy \, dx = \int_{\mathbb{R}^N} |\nabla u|(x) v(x) \, dx,
\end{align*} \]

as claimed. \( \square \)

### 4 Proof of weak maximum principles

This section is devoted to the proof of weak maximum principles. More precisely, we complete the proofs of Theorems 1.3, Theorem 2.3 and Theorem 2.4. We begin with the

**Proof of Theorem 2.3 (completed).** Let \( u \in \mathcal{V}^J(\Omega) \) be a variational supersolution of (2.1) satisfying (2.9). Then \( u^- \in \mathcal{D}(\Omega) \) by Lemma 3.2(iv), and

\[-\Lambda_1(\Omega)\|u^-\|^2_{L^2(\Omega)} \geq -\varepsilon^J(u^-,u^-) \geq \varepsilon^J(u,u^-) \geq \int_{\Omega} (c(x)uu^- + gu^-) \, dx \]

\[ \geq -\int_{\Omega} c^+(x)[u^-]^2(x) \, dx - \int_{\Omega} g^-(x)u^-(x) \, dx \]

\[ \geq -\|c^+\|_{L^\infty(\Omega)}\|u^-\|^2_{L^2(\Omega)} - \|u^-\|_{L^2(\Omega)}\|g^-\|_{L^2(\Omega)}. \]

Since \( \|c^+\|_{L^\infty(\Omega)} < \Lambda_1(\Omega) \) by assumption, we thus conclude that \( \|u^-\|_{L^2(\Omega)} \leq \frac{\|g^-\|_{L^2(\Omega)}}{\Lambda_1(\Omega) - \|c^+\|_{L^\infty(\Omega)}} \), as claimed.

**Proof of Theorem 2.4 (completed).** Combining assumption (2.12) with Lemma 3.3, we find \( r > 0 \) such that \( \|c^+\|_{L^\infty(\mathbb{R}^N)} < \Lambda_1(\Omega) \) for every open set \( \Omega \subset \mathbb{R}^N \) with \( |\Omega| < r \). Fix \( \Omega \) with this property and let \( u \in \mathcal{V}^J(\Omega) \) be a variational supersolution of (2.13). Applying Theorem 2.3 with \( g \equiv 0 \) then yields \( u \geq 0 \) in \( \Omega \), so that \( u \geq 0 \) in \( \mathbb{R}^N \) by assumption. The proof is finished. \( \square \)

It remains to complete the proof of Theorem 1.3. For this we need a density property, since the supersolution property assumed in Theorem 1.3 refers to testing with functions in \( C^\infty_c(\Omega) \). In the following, for a function \( u \in L^1_{\text{loc}}(\mathbb{R}^N) \), we let \( u_\varepsilon : \mathbb{R}^N \to \mathbb{R} \) denote the usual mollification of \( u \) given by

\[ u_\varepsilon := \rho_\varepsilon * u = \int_{\mathbb{R}^N} \rho_\varepsilon(z) u(x-z) \, dz, \]

where \( \rho_0 \in C^\infty_c(\mathbb{R}^N) \) is a nonnegative radial function supported in \( B_1(0) \) with \( \int_{\mathbb{R}^N} \rho_0(x) \, dx = 1 \) and \( \rho_\varepsilon(x) = \varepsilon^{-N} \rho(\varepsilon^{-1}x) \) for \( x \in \mathbb{R}^N, \varepsilon > 0 \).

**Proposition 4.1.** Let \( j : \mathbb{R}^N \to [0,\infty] \) be a function satisfying the assumption (j1) from the introduction, and put \( J(x,y) = j(x-y) \) for \( x,y \in \mathbb{R}^N \). Moreover, let \( \Omega \subset \mathbb{R}^N \) be an open set, and
let \( u \in \mathcal{D}^l(\Omega) \) be a function, which vanishes outside a compact subset of \( \Omega \). Then we have \( u_\varepsilon \in \mathcal{D}^l(\Omega) \) for \( \varepsilon > 0 \) sufficiently small and

\[
\lim_{\varepsilon \to 0} \mathcal{D}_f(u - u_\varepsilon, u - u_\varepsilon) = 0.
\]

**Proof.** Let \( K \subset \Omega \) be a compact subset such that \( u \equiv 0 \) on \( \mathbb{R}^N \setminus K \). Then \( u_\varepsilon \in C_c^\infty(\mathbb{R}^N) \) is supported in \( K_\varepsilon := \{ x \in \mathbb{R}^N : \text{dist}(x, K) \leq \varepsilon \} \) for \( \varepsilon > 0 \). In particular, we have

\[
u_\varepsilon \equiv 0 \text{ on } \mathbb{R}^N \setminus \Omega \text{ for } \varepsilon > 0 \text{ sufficiently small.} \quad (4.1)
\]

Since \( J(x,y) = j(x-y) \) and \( \rho_\varepsilon(z) = \rho_\varepsilon(-z) \) for \( z \in \mathbb{R}^N \), we have, by Hölder’s inequality and Jensen’s inequality,

\[
2\mathcal{D}_f(u_\varepsilon, u_\varepsilon)
\]

\[
= \int \int \int \int \rho_\varepsilon(z)\rho_\varepsilon(z')|u(x-z) - u(y-z)| |u(x-z') - u(y-z')| j(x-y) \, dz' \, dz \, dx \, dy
\]

\[
= \int \int \int \int \rho_\varepsilon(z)\rho_\varepsilon(z')|u(x+z-z') - u(y+z-z')||u(x) - u(y)| j(x-y) \, dz' \, dz \, dx \, dy
\]

\[
= \int \int \int |u(x) - u(y)| j(x-y) \int [\rho_\varepsilon \ast \rho_\varepsilon](z)|u(x+z) - u(y+z)| \, dz \, dx \, dy
\]

\[
\leq \sqrt{2} \mathcal{D}_f(u,u)^{\frac{1}{2}} \left( \int \int [\rho_\varepsilon \ast \rho_\varepsilon](z)|u(x+z) - u(y+z)| \, dz \right)^2 j(x-y) \, dx \, dy)^{\frac{1}{2}}
\]

\[
\leq \sqrt{2} \mathcal{D}_f(u,u)^{\frac{1}{2}} \left( \int [\rho_\varepsilon \ast \rho_\varepsilon](z) \int [u(x+z) - u(y+z)]^2 j(x-y) \, dx \, dy \, dz \right)^{\frac{1}{2}}
\]

\[
= \sqrt{2} \mathcal{D}_f(u,u)^{\frac{1}{2}} \left( \int [u(x) - u(y)]^2 j(x-y) \, dx \, dy \, dz \right)^{\frac{1}{2}}
\]

\[
= 2\mathcal{D}_f(u,u) \quad \text{for all } \varepsilon > 0.
\]

Here we also used that

\[
\int [\rho_\varepsilon \ast \rho_\varepsilon](z) \, dz = \left( \int \rho_\varepsilon(z) \, dz \right)^2 = 1 \quad \text{for all } \varepsilon > 0.
\]

We thus conclude that \( u_\varepsilon \in \mathcal{D}^l(\mathbb{R}^N) \) for every \( \varepsilon > 0 \), and that \( u_\varepsilon \in \mathcal{D}^l(\Omega) \) for \( \varepsilon > 0 \) sufficiently small by (4.1). Next, we define \( U, U_\varepsilon \in L^2(\mathbb{R}^N \times \mathbb{R}^N) \) by

\[
U(x,y) = [u(x) - u(y)] \sqrt{j(x-y)}, \quad U_\varepsilon(x,y) = [u_\varepsilon(x) - u_\varepsilon(y)] \sqrt{j(x-y)}.
\]
Since
\[ \mathcal{E}_J(u - u_\varepsilon, u - u_\varepsilon) = \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} [(u - u_\varepsilon)(x) - (u - u_\varepsilon)(y)]^2 j(x - y) \, dx \, dy = \|U - U_\varepsilon\|_{L^2(\mathbb{R}^N \times \mathbb{R}^N)}^2 \]
for \( \varepsilon > 0 \), it remains to prove that
\[ U_\varepsilon \to U \quad \text{in } L^2(\mathbb{R}^N \times \mathbb{R}^N) \text{ as } \varepsilon \to 0. \] (4.6)

For this we note that
\[ u_\varepsilon \to u \quad \text{in } L^2(\mathbb{R}^N) \text{ and a.e. pointwise in } \mathbb{R}^N \text{ as } \varepsilon \to 0, \] see e.g. [9, Section 4.2.1]. As a consequence, \( U_\varepsilon \to U \) a.e. pointwise in \( \mathbb{R}^N \times \mathbb{R}^N \). By Fatou’s Lemma and (4.4), we then find that
\[ \|U\|_{L^2(\mathbb{R}^N \times \mathbb{R}^N)}^2 \leq \liminf_{\varepsilon \to 0} \|U_\varepsilon\|_{L^2(\mathbb{R}^N \times \mathbb{R}^N)}^2 \leq \limsup_{\varepsilon \to 0} \|U_\varepsilon\|_{L^2(\mathbb{R}^N \times \mathbb{R}^N)}^2 = \limsup_{\varepsilon \to 0} \mathcal{E}_J(u_\varepsilon, u_\varepsilon) \leq \mathcal{E}_J(u, u) \]
\[ = \|U\|_{L^2(\mathbb{R}^N \times \mathbb{R}^N)}^2. \]

This shows the convergence
\[ \|U_\varepsilon\|_{L^2(\mathbb{R}^N \times \mathbb{R}^N)} \to \|U\|_{L^2(\mathbb{R}^N \times \mathbb{R}^N)} \quad \text{as } \varepsilon \to 0. \] (4.8)

Next we claim that
\[ U_\varepsilon \rightharpoonup U \quad \text{in } L^2(\mathbb{R}^N \times \mathbb{R}^N). \] (4.9)

To see this, we let \( V \in L^2(\mathbb{R}^N \times \mathbb{R}^N) \) be arbitrary, and we let
\[ V_n(x, y) = \begin{cases} V(x, y) & \text{if } |x|, |y| \leq n \text{ and } |x - y| \geq \frac{1}{n}; \\ 0 & \text{elsewhere}. \end{cases} \]

It then follows from Lebesgue’s theorem that
\[ V_n \to V \quad \text{in } L^2(\mathbb{R}^N \times \mathbb{R}^N) \text{ as } n \to \infty. \] (4.10)

Moreover, since \( \sqrt{j(x - y)} \leq 1 + j(x - y) \), we deduce from (j1) and the definition of \( V_n \) that the functions
\[ h_1^n, h_2^n : \mathbb{R}^N \to \mathbb{R}, \quad h_1^n(x) = \int_{\mathbb{R}^N} \sqrt{j(x - y)} V_n(x, y) \, dy, \quad h_2^n(y) = \int_{\mathbb{R}^N} \sqrt{j(x - y)} V_n(x, y) \, dx \]
are bounded with bounded support, so in particular \( h_1^n, h_2^n \in L^2(\mathbb{R}^N) \) for \( n \in \mathbb{N} \). By (4.7), we thus conclude that
\[ \lim_{\varepsilon \to 0} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} U_\varepsilon(x, y)V_n(x, y) \, dx \, dy = \lim_{\varepsilon \to 0} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} |u_\varepsilon(x) - u_\varepsilon(y)| \sqrt{j(x - y)} V_n(x, y) \, dx \, dy \]
\[
\begin{align*}
\lim_{\varepsilon \to 0} \int_{\mathbb{R}^N} u_\varepsilon(x) h_1^\varepsilon(x) \, dx - \int_{\mathbb{R}^N} u_\varepsilon(y) h_2^\varepsilon(y) \, dy &= \int_{\mathbb{R}^N} u(x) h_1^\varepsilon(x) \, dx - \int_{\mathbb{R}^N} u(y) h_2^\varepsilon(y) \, dy \\
&= \int_{\mathbb{R}^N \times \mathbb{R}^N} (u(x) - u(y)) \sqrt{f(x-y)V_n(x,y)} \, dxdy = \int_{\mathbb{R}^N \times \mathbb{R}^N} U(x,y)V_n(x,y) \, dxdy
\end{align*}
\]
for every \( n \in \mathbb{N} \), which implies that
\[
\limsup_{\varepsilon \to 0} \int_{\mathbb{R}^N \times \mathbb{R}^N} (U_\varepsilon - U)(x,y)V(x,y) \, dxdy = \limsup_{\varepsilon \to 0} \int_{\mathbb{R}^N \times \mathbb{R}^N} (U_\varepsilon - U)(x,y)(V - V_n)(x,y) \, dxdy
\]
\[
\leq \limsup_{\varepsilon \to 0} \|U_\varepsilon - U\|_{L^2(\mathbb{R}^N \times \mathbb{R}^N)} \|V - V_n\|_{L^2(\mathbb{R}^N \times \mathbb{R}^N)} \leq 2\|U\|_{L^2(\mathbb{R}^N \times \mathbb{R}^N)} \|V - V_n\|_{L^2(\mathbb{R}^N \times \mathbb{R}^N)}
\]
for every \( n \in \mathbb{N} \). Consequently,
\[
\lim_{\varepsilon \to 0} \int_{\mathbb{R}^N \times \mathbb{R}^N} (U_\varepsilon - U)(x,y)V(x,y) \, dxdy = 0 \quad \text{as} \ \varepsilon \to 0
\]
by (4.10). Hence (4.9) holds. Since \( L^2(\mathbb{R}^N \times \mathbb{R}^N) \) is uniformly convex, (4.6) now follows from (4.8) and (4.9).

**Corollary 4.2.** Let \( j : \mathbb{R}^N \to [0, \infty] \) be a function satisfying the assumption (j1) from the introduction, and put \( J(x,y) = j(x-y) \) for \( x,y \in \mathbb{R}^N \).
Moreover, let \( \Omega \subset \mathbb{R}^N \) be an open set, let \( c \in L^\infty_{loc}(\Omega) \), and let \( u \in \mathcal{V}^{\Omega}_j(\Omega) \) be a weak supersolution of (1.4) in the sense of (1.10). Then, for any open set \( \Omega' \subset \subset \Omega \), the function \( u \in \mathcal{V}^{\Omega'}_j(\Omega') \) is a variational supersolution of the equation
\[
Iu = c(x)u \quad \text{in} \ \Omega'. \tag{4.11}
\]

**Proof.** Choose an open set \( \Omega'' \) with
\[
\Omega' \subset \subset \Omega'' \subset \subset \Omega
\]
Since \( u \in \mathcal{V}^{\Omega}_j(\Omega) \), we have \( u \in \mathcal{V}^{\Omega'}_j(\Omega'') \subset \mathcal{V}^{\Omega}_j(\Omega') \). Let \( v \in \mathcal{V}^{\Omega'}_j(\Omega') \), \( v \geq 0 \). By Proposition 4.1,
\[
\lim_{\varepsilon \to 0} \partial_j(v - v_\varepsilon, v - v_\varepsilon) \to 0 \quad \text{as} \ \varepsilon \to 0. \tag{4.12}
\]
Moreover, \( v_\varepsilon \in \mathcal{V}^{\Omega'}_j(\Omega'') \) for \( \varepsilon > 0 \) sufficiently small, whereas also \( v_\varepsilon \to v \) in \( L^2(\Omega'') \) as \( \varepsilon \to 0 \).
It then follows from Lemma 3.1 and (4.12) that
\[
|\partial_j(u,v - v_\varepsilon)| \leq \frac{2 + \sqrt{2}}{2} \rho(u,\Omega'')^{\frac{1}{2}} \partial_j(v - v_\varepsilon, v - v_\varepsilon)^{\frac{1}{2}} \to 0 \quad \text{as} \ \varepsilon \to 0.
\]
Consequently, by (1.10),
\[
\partial_j(u,v) = \lim_{\varepsilon \to 0} \partial_j(u,v_\varepsilon) \geq \lim_{\varepsilon \to 0} \int_{\Omega''} c(x)uv_\varepsilon \, dx = \lim_{\varepsilon \to 0} \int_{\Omega''} c(x)uv_\varepsilon \, dx = \int_{\Omega''} c(x)uv \, dx = \int_{\Omega} c(x)uv \, dx.
\]
Hence \( u \) is a variational supersolution of \( Iu = c(x)u \) in \( \Omega' \), as claimed. \qed
Proof of Theorem 1.3 (completed). Let \( r > 0 \) be given by Theorem 2.4. Moreover, let \( \Omega \subset \mathbb{R}^N \) be an open set with \( |\Omega| < r \), and let \( u \in \mathcal{V}^{1}_{u.o.c.}(\Omega) \) be a weak supersolution of (1.4) in \( \Omega \) satisfying (1.18). Then we may choose an open set \( \Omega' \subset \Omega \) such that \( u \geq 0 \) on \( \mathbb{R}^N \setminus \Omega' \). We note that \( |\Omega'| \leq |\Omega| < r \). Moreover, \( u \) is a variational supersolution of \( Iu = c(x)u \) in \( \Omega' \) by Corollary 4.2. Consequently, Proposition 2.3 – applied with \( \Omega' \) in place of \( \Omega \) – yields that \( u \geq 0 \) in \( \mathbb{R}^N \). The proof is finished.

5 Proof of strong maximum principles

This section is devoted to the proof of strong maximum principles. More precisely, we will complete the proofs of Theorem 1.1, Theorem 2.5, and Theorem 2.6. As a preparation, we first need to investigate the validity of the following key property of a pair of subsets \( M, K \subset \mathbb{R}^N \).

Throughout this section, we assume that the kernel function \( J \) satisfies assumptions (J1)–(J3).

Definition 5.1. Let \( K \subset \mathbb{R}^N \) be measurable with \( \text{diam} \ K < \infty \), and let \( M \subset \mathbb{R}^N \) be open with \( \text{dist}(M, K) > 0 \). We say that the pair \((K, M)\) satisfies the subsolution property – (SSP) in short – if for every \( f \in \mathcal{V}^{1}_{u.o.c.} \) and \( \kappa > 0 \) there exists \( a > 0 \) such that the function \( w := f + a1_K \in \mathcal{V}^{1}_{u.o.c} \) is a variational subsolution of the equation

\[
Iw = -\kappa \quad \text{in} \ M.
\]

We recall here that indeed \( w \in \mathcal{V}^{1}_{u.o.c.} \subset \mathcal{V}^{1} \) since \( f \in \mathcal{V}^{1}_{u.o.c.} \) and \( 1_K \in \mathcal{V}^{1} \) as a consequence of the fact that \( \text{dist}(M, K) > 0 \) and \( \text{diam} K < \infty \).

Lemma 5.2. Let \( K \subset \mathbb{R}^N \) be measurable with \( \text{diam} \ K < \infty \) and let \( M \subset \mathbb{R}^N \) be open with \( \text{dist}(M, K) > 0 \). If

\[
\inf_{x \in M} \int_{K} J(x, y) \ dy > 0 \tag{5.1}
\]

then the pair \((M, K)\) satisfies (SSP).

Proof. Let \( f \in \mathcal{V}^{1}_{u.o.c.} \) and \( \kappa > 0 \). By (5.1) we may choose \( a > 0 \) sufficiently large such that

\[
\|f\|_{\mathcal{V}^{1}(U)} - a \inf_{x \in M} \int_{K} J(x, y) \ dy \leq -\kappa.
\]

We then put \( w = f + a1_K \in \mathcal{V}^{1}_{u.o.c} \), and we note that for a nonnegative function \( \varphi \in \mathcal{D}^{1} \) with bounded support we have

\[
\mathcal{E}_{J}(w, \varphi) = \mathcal{E}_{J}(f, \varphi) + a \mathcal{E}_{J}(1_K, \varphi) \leq \|f\|_{\mathcal{V}^{1}(M)} \int_{M} \varphi(x) \ dx - a \int_{M} \varphi(x) \int_{K} J(x, y) \ dy \ dx
\]

\[
\leq \left( \|f\|_{\mathcal{V}^{1}(M)} - a \inf_{x \in M} \int_{K} J(x, y) \ dy \right) \int_{M} \varphi(x) \ dx \leq -\kappa \int_{M} \varphi(x) \ dx.
\]

By definition, this implies that \( w \) is a variational subsolution of the equation \( Iw = -\kappa \) in \( M \), as claimed. \( \square \)
Lemma 5.3. Let $\Omega \subset \mathbb{R}^N$ be an open set, let $c \in L^\infty(\Omega)$ and suppose that
\[ u \in \mathcal{V}^J(\Omega) \text{ is a variational supersolution of the equation } Iu = c(x)u \text{ in } \Omega \text{ with } u \geq 0 \text{ in } \mathbb{R}^N. \tag{5.2} \]

Furthermore, let $K \subset \mathbb{R}^N$ be measurable with
\[ |K| > 0, \quad \text{diam } K < \infty \quad \text{and} \quad \text{essinf}_K u > 0, \]
and let $M \subset \Omega$ be open with $\text{dist}(M, K) > 0$ and such that the pair $(K, M)$ satisfies (SSP). Then $u$ is strictly positive in $M$.

Proof. Since
\[ \mathcal{E}_J(u, \varphi) \geq \int_{\Omega} c(x)u \varphi \, dx - \int_{\Omega} c^-(x) u \varphi \, dx \]
for every $\varphi \in \mathcal{D}^J(\Omega)$, $\varphi \geq 0$ with bounded support by (5.2), we may assume that $c \leq 0$ in the following. It suffices to show that for every $x_0 \in M$ there exists $r > 0$ such that $\text{essinf}_{B_r(x_0)} u > 0$. So let $x_0 \in M$. Since $\|c^+\|_{L^\infty(\Omega)} = 0 < \int_{\mathbb{R}^N} j(z) \, dz$ by (J2), we may – extending $c$ trivially to all of $\mathbb{R}^N$ – apply Theorem 2.4 to find $r > 0$ sufficiently small such that $B_{2r}(x_0) \subset M$ and such that
\[ \begin{cases} \text{every variational supersolution } v \in \mathcal{V}^J(B_{2r}(x_0)) \text{ of the equation } Iv = c(x)v \\ \text{in } B_{2r}(x_0) \text{ with } v \geq 0 \text{ in } \mathbb{R}^N \setminus B_{2r}(x_0) \text{ satisfies } v \geq 0 \text{ in } B_{2r}(x_0). \end{cases} \tag{5.3} \]

We then pick a function $f \in C^2_c(\mathbb{R}^N)$ such that $0 \leq f \leq 1$ and
\[ f(x) := \begin{cases} 1 & \text{for } |x - x_0| \leq r, \\ 0 & \text{for } |x - x_0| \geq 2r. \end{cases} \]

We note that $f \in \mathcal{V}_w^J(M)$ by (3.9) and Lemma 3.8. Moreover, since the pair $(K, M)$ satisfies property (SSP), there exists $a > 0$ such that the function $w := f + a 1_K \in \mathcal{V}_w^J(M)$ is a variational subsolution of the equation
\[ Iw = -\|c\|_{L^\infty(M)} \text{ in } M. \]

Since $0 \leq w \leq 1$ in $B_{2r}(x_0)$, this clearly implies that
\[ \mathcal{E}_J(w, \varphi) \leq -\|c\|_{L^\infty(M)} \int_{B_{2r}(x_0)} \varphi(x) \, dx \leq \int_{B_{2r}(x_0)} c(x) w(x) \varphi(x) \, dx \tag{5.4} \]
for $\varphi \in \mathcal{D}^J(B_{2r}(x_0)), \varphi \geq 0$. Note that the function $w$ also satisfies
\[ w \equiv 0 \text{ on } \mathbb{R}^N \setminus (B_{2r}(x_0) \cup K), \quad w \equiv a \text{ on } K. \tag{5.5} \]

Let $\delta := \text{essinf}_K u$, so that $\delta > 0$ by assumption. By (5.2), (5.4), and (5.5) the function
\[ v := u - \frac{\delta}{a} w \in \mathcal{V}^J(B_{2r}(x_0)) \]
is a variational supersolution of the equation $Iv = c(x)v$ in $B_{2r}(x_0)$ with $v \geq 0$ on $\mathbb{R}^N \setminus B_{2r}(x_0)$. By (5.3), we thus conclude that $v \geq 0$ in $\mathbb{R}^N$, so that

$$u \geq \frac{\delta}{a}w = \frac{\delta}{a} > 0 \quad \text{in } B_r(x_0),$$

as desired. \hfill \Box

We may now complete the

**Proof of Theorem 2.6.** We assume that $u \not\equiv 0$ in $\mathbb{R}^N$. For given $x_0 \in \Omega$, it then suffices to show that $\text{essinf } u > 0$ for $r > 0$ sufficiently small. Since $u \not\equiv 0$ in $\mathbb{R}^N$ there exists a bounded measurable set $K \subset \mathbb{R}^N$ with $|K| > 0$, $\text{diam } K < \infty$, $x_0 \notin K$ and such that $\text{essinf } u > 0$. We may then fix $0 < r < \frac{1}{2}\text{dist}(x_0, K \cup \partial \Omega)$ and set $M := B_{2r}(x_0) \subset \Omega$. Then

$$\inf_{x \in M} \int_{K} J(x, y) \, dy \geq \inf_{x \in M} \int_{K} j(x - y) \, dy \geq |K| \text{essinf } j > 0$$

for $R > 0$ sufficiently large as a consequence of assumption $(J2)_S$, and thus (5.1) is satisfied. Consequently, the pair $(K, M)$ satisfies (SSP) by Lemma 5.2, and thus Lemma 5.3 implies that $u$ is strictly positive in $M$. The proof is thus finished. \hfill \Box

The next task of this section is to complete the proof of Theorem 2.5, in which the global positivity assumption $(J2)_S$ for the kernel is not assumed. We recall that, due to the fact that we are not assuming the global positivity condition $(J2)_S$, we cannot expect that $u \not\equiv 0$ in $\mathbb{R}^N$ implies $u \not\equiv 0$ in $\Omega$. Hence the alternative in Theorem 2.5 differs from the alternative in Theorem 2.6. We need to recall a measure theoretic notion. Let $K \subset \mathbb{R}^N$ be a measurable subset. A point $x \in \mathbb{R}^N$ is called a point of density one for $K$ if

$$\lim_{r \to 0} \frac{|B_r(x) \cap K|}{|B_r|} = 1. \quad (5.6)$$

By a classical result,

$$\text{a.e. } x \in K \text{ is a point of density one for } K, \quad (5.7)$$

see e.g. [9, Corollary 3 in Section 1.7]. We need the following result on the existence of pairs $(K, M)$ satisfying the subsolution property (SSP).

**Lemma 5.4.** Let $K \subset \mathbb{R}^N$ be measurable with $|K| > 0$, $\text{diam } K < \infty$ and such that every $x \in K$ is a point of density one for $K$. Then for every $\varepsilon > 0$ there exists a nonempty open set $M \subset B_\varepsilon(K) \setminus \overline{K}$ such that the pair $(K, M)$ satisfies property (SSP).

**Proof.** Let $K$ be as assumed and let $\varepsilon > 0$. Assumption $(J2)$ implies that there exists $\delta > 0$ such that the set

$$A_0 := \{z \in B_\varepsilon(0) \setminus \{0\} : j(z) \geq \delta\}$$
has positive measure. Using (5.7), we may then choose a subset $A \subset A_0$ with $|A| > 0$ and such that every point in $A$ is of density one for $A$. Since $j$ is even and therefore $A_0 = -A_0$, we may also assume that $A = -A$. We then fix $p \in A$. Since $\mathbf{K}$ is compact by assumption, there exists a point $v_0 \in \mathbf{K}$ which maximizes the function

$$\mathbf{K} \to \mathbb{R}, \quad v \mapsto v \cdot p,$$

where $\cdot$ denotes the euclidean inner product on $\mathbb{R}^N$. This readily implies that $\text{dist}(v_0 + p, K) = |p|$. Moreover, since $0 < |p| < \varepsilon$, we may choose $w_0 \in K$ with $|v_0 - w_0| < \min\{\frac{|p|}{2}, \varepsilon - |p|\}$. Putting $x_0 := w_0 + p$, we then have

$$\text{dist}(x_0, K) \geq \text{dist}(v_0 + p, K) - |v_0 - w_0| \geq \frac{|p|}{2} > 0$$

and

$$\text{dist}(x_0, K) \leq \text{dist}(v_0 + p, K) + |v_0 - w_0| < \varepsilon.$$

Moreover, since $p$ is a point of density one for $A$ and $w_0$ is a point of density one for $K$ by assumption, we may fix $r > 0$ such that

$$|B_r(p) \cap A| \geq \frac{3}{4}|B_r(0)| \quad \text{and} \quad |B_r(w_0) \cap K| \geq \frac{3}{4}|B_r(0)|.$$

Then we have

$$\int_{x_0 - K} j(x - y) \, dy = \int_{x_0 - K} j(y) \, dy \geq \delta |(x_0 - K) \cap A| \geq \delta |(x_0 - K) \cap B_r(p) \cap A|$$

$$\geq \delta \left( |B_r(p) \cap A| - |B_r(p) \setminus (x_0 - K)| \right) = \delta \left( |B_r(p) \cap A| - |B_r(w_0) \setminus K| \right)$$

$$\geq \delta \left( \frac{3}{4}|B_r(0)| - \frac{1}{4}|B_r(0)| \right) = \frac{\delta}{2}|B_r(0)| > 0.$$

Since the map $x \mapsto \int_K j(x - y) \, dy$ is continuous on $\mathbb{R}^N \setminus \mathbf{K}$, we find an open neighborhood $M \subset B_{\varepsilon}(K) \setminus \mathbf{K}$ of $x_0$ such that

$$\inf_{x \in M} \int_K j(x - y) \, dy > 0.$$

Thus (5.1) holds, and hence the pair $(K, M)$ satisfies (SSP) by Lemma 5.2. \qed

The next ingredient in the proof of Theorem 2.5 are certain properties of lattices. In the following, we let $v_1, \ldots, v_N \in \mathbb{R}^N$ be linearly independent, and we let

$$G := \sum_{k=1}^N \mathbb{Z}v_k \subset \mathbb{R}^N$$

be the lattice generated by $v_1, \ldots, v_N$. The following basic observation is well-known. For the readers convenience, we include the short proof in the appendix.
Lemma 5.5. Let \( r > \frac{1}{2} \sum_{k=1}^{N} |v_k| \) and \( x_0 \in \mathbb{R}^N \). Then \( B_r(x_0) \cap G \neq \emptyset \).

The next lemma is concerned with discrete paths in \( G \) joining two given lattice points \( x, x' \in G \). More precisely, we need an estimate for the diameter of those paths depending on the distance of \( x \) and \( x' \).

Lemma 5.6. For every \( \rho \geq \sum_{k=1}^{N} |v_k| \) and every \( x, x' \in G \) with \( |x - x'| < \rho \) there exist \( n \in \mathbb{N} \) and points
\[
w_0, \ldots, w_n \in B_{\rho^{N-1}}(x')
\]
such that \( w_0 = x', w_n = x \) and
\[
w_\ell - w_{\ell-1} \in \{ \pm v_1, \ldots, \pm v_N \} \quad \text{for } \ell = 1, \ldots, n.
\]

The proof of this lemma is somewhat complicated, and we could not find a result of this type in the literature. We do not claim that the factor \( 4^{N-1} \) is optimal, but it is sufficient for our purposes. We postpone the proof of Lemma 5.6 to the appendix. We are now prepared to complete the proof of Theorem 2.5.

Proof of Theorem 2.5 (completed). We suppose that \( u \not\equiv 0 \) in \( \Omega \), and we let
\[
W := \left\{ y \in \Omega : \mathop{\text{essinf}}_{B_r(y)} u > 0 \text{ for } r > 0 \text{ sufficiently small} \right\}
\]
We then need to show that \( W = \Omega \). The proof is divided into three steps.

Claim 1: \( W \) is nonempty.
To see this, we first note that, since \( u \not\equiv 0 \) in \( \Omega \), there exists \( \delta > 0 \) and a measurable subset \( K \subset \Omega \) with \( |K| > 0 \) and such that
\[
\mathop{\text{essinf}}_K u > 0. \tag{5.8}
\]
Making \( K \) smaller if necessary, we may also assume that \( \overline{K} \subset \Omega \) and \( \text{diam } K < \infty \). Moreover, using (5.7) and removing a set of measure zero from \( K \) if necessary, we may assume that every point \( x \in K \) is a point of density one for \( K \). Consequently, with \( \varepsilon := \text{dist}(K, \partial \Omega) > 0 \), Lemma 5.4 yields the existence of a nonempty open set
\[
M \subset B_\varepsilon(K) \setminus \overline{K} \subset \Omega
\]
such that the pair \((K, M)\) satisfies property (SSP). Then (5.8) and Lemma 5.3 yield that \( u \) is strictly positive in \( M \). Consequently, \( M \subset W \) and \( W \) is nonempty. Thus Claim 1 is proved.

Claim 2: If \( x \in W \), then also \( B_{r(x)}(x) \subset W \), where
\[
r(x) := \frac{4^{-N}}{3} \text{dist}(x, \partial \Omega) > 0. \tag{5.9}
\]
To see this, let \( x_0 \in W \), put \( r_0 := r(x_0) \), and let \( x_1 \in B_{r_0}(x_0) \). Moreover, let \( \varepsilon \in (0, r_0) \) such that
\[
\mathop{\text{essinf}}_{B_{r_0}(x_0)} u > 0. \tag{5.10}
\]
By (J2), we may choose \( \varepsilon_1 \in (0, \varepsilon_4) \) such that the function \( j \) does not vanish a.e. in \( B_{2\varepsilon_1}(0) \setminus B_{\varepsilon_1}(0) \). Consequently, there exists a subset \( A \subset B_{2\varepsilon_1}(0) \setminus B_{\varepsilon_1}(0) \) with \( |A| > 0 \) and

\[
\text{essinf}_A j > 0.
\]

Since \( j \) is an even function, we may also assume that \( A = -A \). Moreover, using (5.7) and removing a set of measure zero from \( A \) if necessary, we may also assume that every point in \( A \) has density one with respect to \( A \). As a consequence, for \( 0 < \varepsilon' < \varepsilon'' < \varepsilon_1 \) we have

\[
\inf_{x \in B_{\varepsilon'}(A)} \int_{B_{\varepsilon''}(x)} j(z) \, dz > 0. \tag{5.11}
\]

Since \( A \) has positive measure, we may now choose linearly independent vectors \( v_1, \ldots, v_N \in A \). By (5.11), we then have

\[
\inf_{x \in B_{\varepsilon'}(A)} \int_{B_{\varepsilon''}(x)} j(z) \, dz > 0 \quad \text{for} \quad j = 1, \ldots, N \quad \text{and} \quad 0 < \varepsilon' < \varepsilon'' < \varepsilon_1. \tag{5.12}
\]

Let \( G := \sum_{j=1}^N \mathbb{Z}v_j \subset \mathbb{R}^N \) be the lattice generated by \( v_1, \ldots, v_N \). Since

\[
\sum_{j=1}^N |v_j| \leq 2N\varepsilon_1 < \frac{\varepsilon}{2},
\]

Lemma 5.5 implies that the intersection of \( B_2(x_0) \) with the translated lattice \( x_1 + G \) is nonempty. Hence there exists

\[
x_0' \in (x_1 + G) \cap B_2(x_0). \tag{5.13}
\]

Furthermore we have

\[
|x_1 - x_0'| \leq |x_1 - x_0| + |x_0 - x_0'| \leq r_0 + \frac{\varepsilon}{2} < 2r_0 \quad \text{and} \quad \sum_{j=1}^N |v_j| < \frac{\varepsilon}{2} < 2r_0
\]

Hence Lemma 5.6 yields the existence of

\[
w_1, \ldots, w_n \in B_{24N\varepsilon_1}(x_0') \tag{5.14}
\]

such that \( w_1 = x_0' \), \( w_n = x_1 \), and

\[
w_{j+1} - w_j \in \{ \pm v_1, \ldots, \pm v_N \} \quad \text{for} \quad j = 1, \ldots, n - 1. \tag{5.15}
\]

For \( j \in \mathbb{N} \) we now define \( \varepsilon_j := \frac{\varepsilon_j}{j} \), and we set

\[
M_j := B_{\varepsilon_{j-1}}(w_j) \quad \text{and} \quad K_j := B_{\varepsilon_j}(w_j) \subset M_j \quad \text{for} \quad j = 1, \ldots, n.
\]

We note that

\[
M_j \subset \Omega \quad \text{for} \quad j = 1, \ldots, N, \tag{5.16}
\]
since for $j = 1, \ldots, N$ we have
\[
\text{dist}(w_j, \partial \Omega) \geq \text{dist}(x'_0, \partial \Omega) - 2 \cdot 4^N r_0 \geq \text{dist}(x_0, \partial \Omega) - \frac{\varepsilon}{2} - 2 \cdot 4^N r_0 = 4^N r_0 - \frac{\varepsilon}{2}
\]
by (5.9), (5.13) and (5.14) and thus
\[
\text{dist}(x, \partial \Omega) \geq \text{dist}(w_j, \partial \Omega) - \varepsilon_{2j-1} \geq 4^N r_0 - \frac{\varepsilon}{2} - \varepsilon_1 \geq 4^N r_0 - \varepsilon \geq (4^N - 1)r_0 > 0 \quad \text{for } x \in M_j.
\]
We claim that
\[
\text{for } j = 1, \ldots, n - 1, \text{ the pair } (K_j, M_{j+1}) \text{ satisfies property (SSP).} \quad (5.17)
\]
Indeed, we clearly have diam $K_j < \infty$, whereas $M_{j+1} \subset \mathbb{R}^N$ is an open set with dist$(M_{j+1}, K_j) > 0$ since, by (5.15),
\[
|w_{j+1} - w_k| \geq \min_{j=1,\ldots,N} |w_j| \geq \varepsilon_1 > \varepsilon_{2j} + \varepsilon_{2j+1} \quad \text{for } j = 1, \ldots, n - 1.
\]
Moreover, we have that
\[
\inf_{x \in M_{j+1}} \int_{K_j} J(x, y) \, dy \geq \inf_{x \in B_{w_{j+1}}(w_{j+1})} \int_{B_{w_{j+1}}(w_{j+1})} j(x - y) \, dy = \inf_{x \in B_{w_{j+1}}(w_{j+1})} \int_{B_{w_{j+1}}(w_{j+1})} j(x + w_{j+1} - y) \, dz
\]
\[
= \inf_{x \in B_{w_{j+1}}(w_{j+1})} \int_{B_{w_{j+1}}(w_{j+1})} j(z) \, dz > 0
\]
by (5.12) and (5.15). Hence (5.17) follows from Lemma 5.2. Inductively, we now show that
\[
\text{essinf}_K u > 0 \quad \text{for } j = 1, \ldots, n. \quad (5.18)
\]
For $j = 1$ this is true since, by definition and (5.13),
\[
K_1 = B_{\frac{1}{2}}(w_1) = B_{\frac{1}{2}}(x'_0) \subset B_\varepsilon(x_0)
\]
and (5.10) holds. Moreover, if (5.18) holds for some $j \in \{1, \ldots, n - 1\}$, then (5.16), (5.17) and Lemma 5.3 imply that $u$ is strictly positive on $M_{j+1}$, and therefore (5.18) holds for $j + 1$ in place of $j$ since $K_{j+1} \subset M_{j+1}$.

Applying (5.18) with $j = n$ yields
\[
\text{essinf}_{B_{\varepsilon_n}(x_1)} u = \text{essinf}_{K_n} u > 0
\]
and thus $x_1 \in W$. Hence Claim 2 is proved.

We may now complete the proof of the theorem as follows. By Claim 1 we know that $W$ is nonempty. Moreover, by definition, $W \subset \Omega$ is open. Since $\Omega$ is connected, it thus suffices to show that $W$ is relatively closed in $\Omega$. To see this, let $(x_n)_n$ be a sequence in $W$ with $x_n \to x \in \Omega$ as $n \to \infty$. Since, by definition (5.9),
\[
r(x_n) \to r(x) > 0 \quad \text{as } n \to \infty,
\]
there exists $n \in \mathbb{N}$ such that $x \in B_{r(x_n)}(x_n)$. Consequently, $x \in W$ by Claim 2. The proof is finished.
Finally, we complete the

**Proof of Theorem 1.1.** We assume that \( u \neq 0 \) in \( \Omega \), and we let \( \Omega' \subset \subset \Omega \) be an open set with \( u \neq 0 \) in \( \Omega' \). By assumption and Corollary 4.2, the function \( u \in \mathcal{Y}(\Omega') \) is a variational supersolution of the equation \( Iu = c(x)u \) in \( \Omega' \). Since also \( u \geq 0 \) in \( \mathbb{R}^N \) by assumption and since (j1), (j2) imply (J1) - (J3) for the kernel \( (x,y) \mapsto J(x,y) = j(x - y) \), Theorem 2.5 yields that \( u \) is strictly positive in \( \Omega' \). Since \( \Omega \) is connected, it now follows that \( u \) is strictly positive in \( \Omega \). \( \square \)

A Appendix

In this section we give the proof of Lemmas 5.5 and 5.6. So in the following, we let \( v_1, \ldots, v_N \in \mathbb{R}^N \) be linearly independent, and we let \( G := \sum_{k=1}^{N} \mathbb{Z}v_k \subset \mathbb{R}^N \) be the corresponding lattice. We recall Lemma 5.5.

**Lemma A.1.** Let \( x_0 \in \mathbb{R}^N \) and \( r > \frac{1}{2} \sum_{k=1}^{N} |v_k| \). Then \( B_r(x_0) \cap G \neq \emptyset \).

**Proof.** Consider the fundamental domain \( \Pi := \{ \sum_{k=1}^{N} \alpha_k v_k : -\frac{1}{2} \leq \alpha_k \leq \frac{1}{2} \text{ for } k = 1, \ldots, N \} \).

Since the translates \( v + \Pi, v \in G \) cover the whole space \( \mathbb{R}^N \), there exists \( v \in G \) with \( x_0 - v \in \Pi \).

Hence \( x_0 - v = \sum_{k=1}^{N} \alpha_k v_k \) with some \( \alpha_k \in [-\frac{1}{2}, \frac{1}{2}], k = 1, \ldots, N \) and therefore \( |x_0 - v| \leq \frac{1}{2} \sum_{k=1}^{N} |v_k| < r \). Consequently, \( v \in G \cap B_r(x_0) \), so that \( G \cap B_r(x_0) \neq \emptyset \). \( \square \)

We now turn to the proof of Lemma 5.6. It will be convenient to use the following definition.

**Definition A.2.** Let \( A \subset \mathbb{R}^N \) be an arbitrary subset, and let \( x, x' \in A \) such that \( x - x' \in G \). In the following, a \( G \)-path in \( A \) from \( x' \) to \( x \) is defined as an ordered set of points \( w_0, \ldots, w_n \in A \) such that \( w_0 = x' \), \( w_n = x \) and

\[
w_{\ell} - w_{\ell-1} \in G_k := \{ \pm v_1, \ldots, \pm v_N \} \quad \text{for } \ell = 1, \ldots, N.
\]

With this definition, we may now reformulate Lemma 5.6 as follows.

**Lemma A.3.** For every \( \rho \geq \sum_{k=1}^{N} |v_k| \) and every \( x, x' \in G \) with \( |x - x'| < \rho \) there exists a \( G \)-path in \( B_{\rho-1}(x') \) from \( x' \) to \( x \).

**Proof.** Without loss, we may assume that \( x' = 0 \) in the following. We consider the affine subspaces

\[
\mathcal{W}_0 := \{ 0 \}, \quad \mathcal{W}_j := \sum_{i=1}^{j} \mathbb{R}v_i, \quad j = 1, \ldots, N
\]

and the sublattices

\[
G_j := \sum_{k=1}^{j} \mathbb{Z}v_k = G \cap \mathcal{W}_j, \quad j = 1, \ldots, N.
\]
We then prove the following claim by induction on \( j \).

**Claim A:** Let \( j \in \{1, \ldots, N\} \). For every \( \rho \geq \sum_{k=1}^{N} |v_k| \) and every \( x \in G_j \) with

\[
|x| < \rho + \frac{1}{2} \sum_{i=1}^{j-1} |v_i| \quad \text{and} \quad \text{dist}(x, \mathcal{W}_{j-1}) < \rho
\]

there exists a \( G \)-path in \( B_{4j+1}\rho}^j(0) \) from 0 to \( x \).

This is true for \( j = 1 \), since in this case \( x = k v_1 \) for some \( k \in \mathbb{Z} \), \( |x| = \text{dist}(x, \mathcal{W}_1^0) < \rho \), and there is an obvious one-dimensional \( G \)-path in \( B_{4\rho}(0) \) from 0 to \( x \).

We now assume that Claim A is true for some fixed \( j \in \{1, \ldots, N-1\} \), i.e.

\[
\begin{cases}
\text{For every } \rho \geq \sum_{k=1}^{N} |v_k| \text{ and every } y \in G_j \text{ with } |y| < \rho + \frac{1}{2} \sum_{i=1}^{j-1} |v_i| \\
\text{and } \text{dist}(y, \mathcal{W}_{j-1}) < \rho \text{ there exists a } G \text{-path in } B_{4j+1}\rho(0) \text{ from 0 to } y.
\end{cases}
\]

(A.1)

We fix \( \rho \geq \sum_{i=1}^{N} |v_i| \), and we suppose by contradiction that Claim A is false for \( j+1 \) and this choice of \( \rho \). Then there exists \( x = y + k v_{j+1} \in G_{j+1} \) with \( y \in G_j \) and \( k \in \mathbb{Z} \) such that

\[
|x| < \rho + \frac{1}{2} \sum_{i=1}^{j} |v_i|, \quad \text{dist}(x, \mathcal{W}_j) < \rho,
\]

(A.2)

and such that there does not exist a \( G \)-path in \( B_{4\rho}(0) \) from 0 to \( x \). Without loss we may assume that \( k \geq 0 \), and that \( k \) is chosen minimally with this property. In the case \( k = 0 \) we have \( x = y \) and thus

\[
|x| < \rho + \frac{1}{2} \sum_{i=1}^{j} |v_i| \leq 2 \rho, \quad \text{dist}(x, \mathcal{W}_{j-1}) \leq |x| < 2 \rho,
\]

so that by (A.1) – applied with \( 2 \rho \) in place of \( \rho \) – there exists a \( G \)-path in \( B_{4j+2\rho}(0) \subset B_{4\rho}(0) \) from 0 to \( x \). This contradicts our choice of \( x \), and thus we have \( k > 0 \).

Let \( x_1 = y + (k - 1) v_{j+1} \), and let \( x_1^* \in \mathcal{W}_j \) be the orthogonal projection of \( x_1 \) on \( \mathcal{W}_j \), so that

\[
|x_1^*| \leq |x_1| \quad \text{and} \quad |x_1 - x_1^*| = \text{dist}(x_1, \mathcal{W}_j) \leq |x_1|.
\]

(A.3)

Since the sets \( \{y, \sum_{i=1}^{j} \alpha_i v_i : -\frac{1}{2} \leq \alpha_i \leq \frac{1}{2} \text{ for } i = 1, \ldots, j \} \), \( y \in G_j \) cover \( \mathcal{W}_j \), there exists \( y^* \in G_j \) and \( \alpha_i \in [-\frac{1}{2}, \frac{1}{2}] \) with \( x_1^* = y^* + \sum_{i=1}^{j} \alpha_i v_i \). The point \( x' := x_1 - y^* \) then satisfies

\[
\text{dist}(x', \mathcal{W}_j) = \text{dist}(x_1, \mathcal{W}_j) = (k - 1) \text{dist}(v_{j+1}, \mathcal{W}_j) \leq k \text{dist}(v_{j+1}, \mathcal{W}_j) = \text{dist}(x, \mathcal{W}_j) < \rho
\]

(A.4)
and, by (A.3) and (A.4),

\[ |x'| = |x_1 - y^*| \leq |x_1 - x'_1| + |x'_1 - y^*| \leq \text{dist}(x_1, W_j) + \frac{1}{2} \sum_{i=1}^{j} |v_i| < \rho + \frac{1}{2} \sum_{i=1}^{j} |v_i|. \]  

(A.5)

By the minimality property of \( k \), this implies the existence of a \( G \)-path \( \Gamma_1 \) from 0 to \( x' \) in \( B_{4\rho}(0) \). Moreover, by (A.2) and (A.3),

\[ |y^*| \leq |x'_1| + \frac{1}{2} \sum_{i=1}^{j} |v_i| \leq |x_1| + \frac{1}{2} \sum_{i=1}^{j} |v_i| \leq |x| + |v_{j+1}| + \frac{1}{2} \sum_{i=1}^{j} |v_i| < \rho + \sum_{i=1}^{j+1} |v_i| \leq 2\rho, \]

and thus also \( \text{dist}(y^*, W_{j-1}) < 2\rho \). Thus (A.1) – applied with \( 2\rho \) in place of \( \rho \) – yields a \( G \)-path \( \Gamma_2 \) from \( x' = x_1 - y^* \) to \( x_1 \) in \( B_{4\rho}(x') \), whereas

\[ B_{4\rho}(x') \subset B_{4\rho}(0) \quad \text{since } |x'| \leq 2\rho \text{ by (A.5)}. \]

Composing \( \Gamma_1 \) and \( \Gamma_2 \), we then get a \( G \)-path from 0 to \( x_1 \) in \( B_{4\rho}(0) \). Simply adding \( x = y + kv_j \) as an endpoint and using that \( x \in B_{4\rho}(0) \) by assumption, we finally obtain a \( G \)-path from 0 to \( x \) in \( B_{4\rho}(0) \). This contradicts our assumption and finishes the proof of Claim A for \( j + 1 \).

By induction, the proof of Claim A is thus finished. Applying Claim A with \( j = N \) and noting that \( \text{dist}(x, W_{N-1}) \leq |x| \) for every \( x \in G \), we finally deduce the claim of the lemma.

\[ \square \]
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