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Abstract

The resource allocation in cloud computing determines the allocation of computer and network resources of service providers to service requests of users for meeting user service requirements. It is not scalable to solve the resource allocation problem as an optimization problem to obtain the optimal solution in real time. This paper presents the development and testing of heuristics for the efficient resource allocation to obtain near-optimal solutions in a scalable manner. We first define the resource allocation problem as a Mixed Integer Programming (MIP) optimization problem and obtain the optimal solutions for various resource-service problem types. Based on the analysis of the optimal solutions, we design heuristics for the efficient resource allocation. Then we evaluate the performance of the resource allocation heuristics using various resource-service problem types and different numbers of service requests and resources. The results show the comparable performance of the heuristics to the optimal solutions. The resource allocation heuristics also demonstrate the better computational efficiency and thus scalability than solving the MIP problems to obtain the optimal solutions.
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Introduction

A cloud is defined as a large pool of virtualized resources such as hardware, platforms, or services that are built on a distributed infrastructure of physical resources [1,2]. Resource management in cloud computing is a challenging task as it has to satisfy objectives of Cloud Computing Service Providers (CCSP) and cloud users in an unpredictable environment due to the fluctuating workload and large shared resources [3]. Resource allocation aims to ensure that the requested services’ requirements are met by CCSP’s resources. The success of cloud computing depends upon the allocation of resources to requested services in an efficient and effective way [4]. Centralized methods of resource allocation require a central entity to either solve the resource allocation problem directly or coordinate a solution of the resource allocation problem with information of all service requests’ requirements and resource states of all
service providers. However, centralized methods face the challenge of scalability to solve a large-scale resource allocation problem and obtain the optimal solution in real time [5]. Decentralized methods rely on interactions among service providers and between service providers and end users to seek the solution of a resource allocation problem, without any central entity. Using such self-management principles in a decentralized manner does not necessarily guarantee the optimal or near-optimal solutions for resource allocation. This paper focuses on centralized methods, especially heuristics to obtain the computational efficiency as well as optimal or near optimal solutions of resource allocation.

Heuristics for centralized resource allocation with computational scalability have not been well addressed in existing work on cloud computing. In comparison with the reviewed work as summarized in Table 1, this study considers the satisfaction of QoS and resource requirements stated in Service Level Agreements (SLA) when determining the allocation of computer and network resources to service requests, rather than allowing SLA violations. To ensure the satisfaction of all service requests’ requirements, this study introduces the use of system models [6] for the precise resource allocation. System models capture how services impose loads on resources and change the state of resources and the system performance. The heuristics in this study deal with the insufficient resource capacity by generating solutions with some service requests dropped as in the optimal solutions when the overall resource capacity is not sufficient to satisfy all service requests, rather than outsourcing the overloaded requests to external clouds. Moreover, the heuristic solutions in this study are generated with scalability. The performance of the heuristics is compared to the optimal solutions in this study.

| Studies | Service Level Agreement (QoS, Resource Requirements, etc.) | System Models | Insufficient resource capacity | Scalability | Compared with optimal solution |
|---------|-------------------------------------------------------------|---------------|--------------------------------|-------------|---------------------------------|
| This study | YES | YES | YES | YES | YES |
| [7-10] | YES | NO | NO | YES | NO |
| [11-16] | NO | NO | NO | NO | NO |
| [17] | YES | NO | YES | YES | YES |
| [18] | YES | NO | NO | YES | NO |
| [19] | YES | NO | YES | YES | NO |
| [20-26] | YES | NO | NO | NO | NO |
| [27,28] | YES | NO | NO | NO | YES |
| [29] | NO | YES | YES | NO | NO |
| [30] | YES | YES | YES | YES | NO |

Section 2 provides the Mixed Integer Programming (MIP) formulation of the optimization problem for resource allocation. The optimal solutions of the optimization problem for various resource-service problem types are examined to gain insights and develop heuristics for the efficient resource allocation. Section 3 describes various resource-service problem cases and different numbers of service requests and resources used to test and evaluate the performance of the heuristics. Section 3 also introduces performance measures and presents the comparison of the heuristic solutions with the optimal solutions. Section 4 concludes the paper.
Heuristics of centralized resource allocation

In this section, we first present the MIP formulation of a resource allocation problem. We then analyze the optimal solutions of various problem cases to develop heuristics that capture the essence of decisions made in the optimal solutions. Finally, we describe the heuristics for various problem types and the implementation of the heuristics.

The formulation of a resource allocation optimization problem

The resource allocation is often addressed as an optimization problem consisting of objectives, decision variables, and constraints. There are mainly three types of optimization objectives in resource allocation:
1) Resource performance objectives such as resource utilization, load balancing, and energy saving by switching on and off servers depending on their workload and resource status [6,9,11,16,17,23,26,31-34].
2) System performance objectives such as the system throughput measured by the number of jobs executed by a system [6,15,20,22,33,35,36], and
3) Application performance objectives such as response time (e.g., execution time and makespan), quality of service (QoS), etc. [6,11,12,14,15,19,22,24,26,29,30,35,37,38-40].

The optimization problem of resource allocation is subject to various types of constraints. Application requirements of resource and QoS are stated in SLA between cloud users and CCSPs covering CPU and memory requirements for host machines, bandwidth, delay, and QoS requirements (e.g., execution time) of services and applications. Capacity limits of resources are given to indicate the maximum capacity of each system resource. System models are provided to describe how services impose resource workloads and thus change the state of system resources which in turn affect the performance of services [41,42]. The predicted behavior and performance of resources, the system and services based on such system models are essential to the precise resource allocation [43].

In the formulation of the optimization problem, decision variables are used to assign requested services to CCSPs and determine the specific level of each service parameter for each requested service that is satisfied by the assigned CCSP. Each type of service is associated with certain service parameters (e.g., a web service is associated with service parameters such as bandwidth and response time (Chen, Farley, & Ye, 2004) that are satisfied at certain levels by system resources on the assigned CCSPs. System models for each CCSP are included in the constraints to predict the resource workloads and service performance for the precise resource allocation. The optimization problem addresses resource, system and application objectives of resource allocation and is solved for each epoch of service requests in the stream of dynamically arriving service requests based on the time-varying state of system resources. The optimization problem of resource allocation is formulated as a MIP problem. The following variables are used in the problem formulation.

- Decision variables
  \[ X_{k,i} = 1 \text{ if service request } k \text{ is assigned to server } i \]
  \[ 0 \text{ if service request } k \text{ is not assigned to server } i \]
  where \( k \) denotes a given service request, \( k = 1, ..., K \); \( i \) denotes a given server, \( i = 1, ..., I \).

- \( A_{k,s,d,i} \): denotes the level of service parameter \( ds \) for service request \( k \) satisfied on server \( i \)
  where \( A_{k,s,d,i} \) is a positive integer indicating the level satisfied, where \( s \) denotes service type \( s, s = 1, ..., S \),
  and \( d \) denotes service parameter \( d \) of service \( s, d = 1, ..., D_s \).

- Given inputs
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\[ U_{ks} = 1 \text{ if service request } k \text{ uses service } s \]
\[ 0 \text{ if service request } k \text{ does not use service } s. \]

This input is from the user generating service request \( k \), \( k = 1, \ldots, K \), and the input ensures
\[ \sum_k U_{ks} = \text{for a given } k. \]

\[ V_{is} = 1 \text{ if service } s \text{ is provided by server } i \]
\[ 0 \text{ if service } s \text{ is not provided by server } i. \]

This input is from server \( i \), \( i = 1, \ldots, I \).

\( A^l_{sd} \): the limit (i.e. the maximum level) of service parameter \( d \) of service request \( k \) on server \( i \).

This input is from the user generating service request \( k \), \( k = 1, \ldots, K \).

\[ R^l_{iw} : \text{limit of resource variable } w \text{ of server } i, \text{ where } R^l_{iw} \text{ takes a positive real value, and } w \text{ denotes resource variable } w \text{ of server } i, \]
\[ w_i = 1, \ldots, W^l_i. \]

This input is from server \( i \) to indicate the resource capacity, \( i = 1, \ldots, I \).

\[ Q^l_{sp} : \text{limit of QoS variable } p \text{ of service request } k, \text{ where } Q^l_{sp} \text{ takes a positive real value, and } p \text{ denotes QoS variable } p \text{ of service } s, \]
\[ p_s = 1, \ldots, P^s. \]

QoS variable \( p \) of service \( s \), \( p_s = 1, \ldots, P^s \).

This input is from the user generating service request \( k \) to specify QoS requirements, \( k = 1, \ldots, K \).

- Server-client coordination constraint

\[ \sum_i X_{ki} \leq 1 \quad \forall k \quad (1) \]

This constraint requires that service request \( k \) can be assigned to one server \( i \) at most.

- Service constraints

\[ X_{ki} U_{ks} \leq V_{is} \quad \forall k, i, s \quad (2) \]

This constraint requires if \( X_{ki} = 1 \) and \( U_{ks} = 1 \), then \( V_{is} = 1 \) that is, if service request \( k \) is assigned to server \( i \), the service type \( s \) of service request \( k \) must be provided by server \( i \).

\[ A_{dis} \leq A^l_{sd} \quad \forall i, k, d \quad (3) \]

This constraint enforces that the level of service parameter \( d \) of service request \( k \) on server \( i \) should not exceed the limit (i.e. the maximum level).

- Service-resource-QoS relation constraints

\[ R^l_{iw} = X_{ki} F_{mi} (A_{ki}, \ldots, A_{ki}, \ldots) \quad \forall i, k, w_i \quad (4) \]

where \( R^l_{iw} \) denotes the amount of resource variable \( w \) of server \( i \) taken by service request \( k \) in function \( F_{mi} \) of the assigned level of service parameter \( d \) of service request \( k \) on the server only if \( X_{ki} = 1 (\text{service request } k \text{ is assigned to the server } i) \), and \( R^l_{iw} \) takes a positive real value.

This constraint gives relations of service parameters with resource usages.

\[ Q^l_{sp} = X_{ki} G_{pi} (R^l_{iw}, \ldots, R^l_{im}) \quad \forall i, k, p \quad (5) \]

Where \( Q^l_{sp} \) denotes the value of QoS variable \( p \) of service request \( k \) on server \( i \) in function \( G_{pi} \) of the service’s resource usages on the server only if \( X_{ki} = 1 (\text{service request } k \text{ is assigned to the server } i) \), and \( Q^l_{sp} \) takes a positive real value.

This constraint gives the relation of resource usages with QoS performance.

- Resource capacity constraints

\[ \sum R^l_{iw} \leq Q^l_{iw} \quad \forall i, w_i \quad (6) \]

This constraint enforces that the total resource amount on the resource variable \( w \) of server \( i \) used by all service requests should not exceed the maximum resource capacity for this resource variable.

- QoS requirement constraints

\[ Q^l_{sp} \leq Q^l_{sp} \text{ or } Q^l_{sp} \geq X_{ki} Q^l_{sp} \quad \forall i, k, p \quad (7) \]

This constraint enforces that the QoS level of \( p \) for the client \( k \)’s service request at server \( i \) is equal to or less than the maximum QoS requirement or equal to or greater than the
minimum QoS requirement, only if \( X_{ki} = 1 \) (service request \( k \) is assigned to server \( i \)).

- Objective function

\[
\sum_k \sum_{ps} \left| \frac{\sum_{Q_{kps}} - Q'_{kps}}{Q'_{kps} P_s} \right| \quad (8)
\]

The objective function is to make the actual levels of the QoS variables closest to the QoS requirements. The difference between the actual QoS level (\( Q_{kps} \)) and the required QoS level (\( Q'_{kps} \)) for each QoS variable (\( p_s \)) is first normalized by the required QoS level and the total number of QoS variables (\( P_s \)), and then is summed over QoS variables and all service requests. If a requested service is not served, the term inside the two summations in Formula 8 produces the value of 1. If a requested service is not served, the term inside the two summations in Formula 8 produce the value in (0,1). Hence, minimizing the difference between the actual QoS level provided and the required QoS level of each service request in the objective function also makes more service requests to be served.

**Problem cases for obtaining optimal solutions**

Sets of different problem cases are designed to generate the optimal solutions which are then analyzed to identify heuristics for generating optimal or near-optimal resource allocation solutions in a computationally efficient manner. In the problem cases, there are requests for two types of services: the communication intensive service (e.g., video streaming) and the computation intensive service (e.g., data encryption). We consider one service parameter for the communication intensive service (e.g., the size of video data) and one service parameter for the computation intensive service (e.g., the key length for data encryption). We also consider one QoS variable for the communication intensive service (e.g., delay) with three levels of Low (L), Medium (M) and High (H) and one QoS variable for the computation intensive service (e.g., completion time) with three levels of L, M and H. If the actual QoS level provided to a service request is equal to or greater than a required QoS level, then the service request is considered satisfied. Table 2 shows three levels of QoS variables and the maximum level of service parameters for the communication intensive service and the computation intensive service used in the three problem sets.

| Table 2: QoS levels and maximum level of service parameters for two service types. |
|---|---|---|---|
| Set | Communication Intensive Service (s=1) | Computation Intensive Service (s=2) |
| QoS Levels | Limit of service parameter (\( A'_{sid,i} \)) | QoS Levels | Limit of service parameter (\( A'_{sid,i} \)) |
| \( Q'_{kps} \) | \( A'_{sid,i} \) | \( Q'_{kps} \) | \( A'_{sid,i} \) |
| 1 | L (5) | 5 | L (6) | 5 |
| | M (15) | | M (17) | |
| | H (25) | | H (30) | |
| 2 | L (8) | 5 | L (7) | 5 |
| | M (15) | | M (14) | |
| | H (21) | | H (25) | |
| 3 | L (4-5) | 4 | L (3-4) | 4 |
| | M (15-17) | | M (12-14) | |
| | H (21-23) | | H (18-19) | |

In the problem cases, there are two types of servers: communication-centered server and computation-centered server. Both types of servers have two types of resources: the CPU resource and the network bandwidth resource. On the communication-centered server, the bandwidth resource has more capacity than the CPU resource. On the computation-centered
server, the CPU resource has more capacity than the bandwidth resource. Table 3 shows the capacity limits of two resource variables for the CPU resource and the bandwidth resource on the communication-centered server and the computation-centered server, which appear in Formula 6 in the formulation of the MIP optimization problem. Three resource levels of Small (S), Medium (M) and Large (L) are used for the communication-centered server, and three resource levels of S, M and L are used for the computation-centered server.

| Set | Communication Centered | Computation Centered | Number of Servers |
|-----|------------------------|----------------------|-------------------|
| 1   | S (30,100)             | S (116,27)           | 2                 |
|     | M (36,200)             | M (232,32)           |                   |
|     | L (41,350)             | L (406,35)           |                   |
| 2   | S (45,100)             | S (105,50)           | 2                 |
|     | M (65,135)             | M (155,70)           |                   |
|     | L (90,245)             | L (205,80)           |                   |
| 3   | S (24–26, 81–84)       | S (78–79, 25–26)     | 3                 |
|     | M (30–33, 93–95)       | M (87–89, 29–30)     |                   |
|     | L (38–40, 104–107)     | L (95–97, 32–33)     |                   |

In Set 1, we have each communication-centered server set its resource capacity limits to one of three levels: 30, 36 and 41 as the capacity limits of the CPU resource for the S, M and L levels, respectively, and 100, 200 and 350 as the capacity limits of the bandwidth resource for the S, M and L levels, respectively. We also have each computation-centered server set its resource capacity limits to one of three levels: 116, 232 and 406 as the capacity limits of the CPU resource for the S, M and L levels, respectively, and 27, 32 and 35 as the capacity limits of the bandwidth resource for the S, M and L levels, respectively. Similarly in Set 2, we have each communication-centered server set its resource capacity limits to one of three levels: 45, 65 and 90 as the capacity limits of the CPU resource for the S, M and L levels, respectively, and 100, 135 and 245 as the capacity limits of the bandwidth resource for the S, M and L levels, respectively. In Set 3 we randomly select a value in a range as the capacity limits of two resources (the CPU resource and the bandwidth resource) at each of the three capacity levels (S, M and L). For each communication-centered server, a specific value is randomly selected from 25 to 26 as the capacity limit of the CPU resource and from 81 to 84 as the capacity limit of the bandwidth resource for the S level, from 30 to 33 as the capacity limit of CPU resource and from 93 to 95 as the capacity limit of the bandwidth resource for the M level, and from 38 to 40 as the capacity limit of the CPU resource and from 104 to 107 as the capacity limit of the bandwidth resource for the L level. For each computation-centered server, a specific value is randomly selected from 25 to 26 as the capacity limit of the CPU resource and from 81 to 84 as the capacity limit of the bandwidth resource for the S level, from 87 to 89 as the capacity limit of the CPU resource and from 29 to 30 as the capacity limit of the bandwidth resource for the M level, and from 95 to 97 as the capacity limit of the CPU resource and from 32 to 33 as the capacity limit of the bandwidth resource for the L level. Note that each server can serve both communication intensive services and computation intensive services.
As in our previous work (Yau et al., 2009) using resource and QoS impact models of various services, this study also uses two variables of resource usages: the CPU resource usage ($R_{ki}$) and the bandwidth resource usage ($R_{ki2}$) to determine the QoS performance of two services. A communication intensive service requires the more usage of the bandwidth resource than the usage of the CPU resource, while the computation intensive service requires the more usage of the CPU resource than the usage of the bandwidth resource. The resource and QoS impact models of services in Formula 4 and Formula 5 are needed in the MIP optimization formulation. Many forms of models (e.g., linear or nonlinear) can be used in Formula 4 and Formula 5. Without loss of generality, linear models are used in this study (see Table 4). As shown in Table 4, various parameter values in these linear models are used in the three different problem sets such that heuristics identified from analyzing the optimal solutions of the resource allocation problems are not influenced by parameter values.

### Table 4: Resource and QoS impact models of two service types.

| Set | Communication Intensive Service ($s = 1$) | Computation Intensive Service ($s = 2$) |
|-----|----------------------------------------|----------------------------------------|
| 1   | $R_{ki1} = 0.1 * A_{kd,i}$<br>$R_{ki2} = 5.0 * A_{kd,i}$<br>$Q_{kp,i} = 2R_{ki1} + R_{ki2}$ | $R_{ki1} = 5.8 * A_{kd,i}$<br>$R_{ki2} = 0.3 * A_{kd,i}$<br>$Q_{kp,2i} = 2R_{ki1} + R_{ki2}$ |
| 2   | $R_{ki1} = 0.3 * A_{kd,i}$<br>$R_{ki2} = 4.0 * A_{kd,i}$<br>$Q_{kp,1i} = 2R_{ki1} + R_{ki2}$ | $R_{ki1} = 3.8 * A_{kd,i}$<br>$R_{ki2} = 0.5 * A_{kd,i}$<br>$Q_{kp,2i} = 2R_{ki1} + R_{ki2}$ |
| 3   | $R_{ki1} = 0.3 * A_{kd,i}$<br>$R_{ki1} = 5.0 * A_{kd,i}$<br>$Q_{kp,i} = 3R_{ki1} + R_{ki2}$ | $R_{ki1} = 4.7 * A_{kd,2i}$<br>$R_{ki2} = 0.1 * A_{kd,2i}$<br>$Q_{kp,2i} = R_{ki1} + 2R_{ki2}$ |

The specific number of service requests for each capacity-request condition of each problem case is determined by looking into resource usages based on $F$ functions of service-resource relations and the corresponding QoS values based on $G$ functions of resource-QoS relations in Table 4 to meet the QoS requirements of all the service requests in Table 2 with the given resource capacity in Table 3. Table 5 gives two sets of the parameters used in the heuristics to allow us examining possible effects of different parameter values on the resource allocation solutions.

### Table 5: Two sets of parameters used in obtaining heuristic solutions.

| Parameter | $\alpha$ | $\beta$ | $\gamma$ | $\delta_1$ | $\delta_2$ | $\delta_3$ |
|-----------|---------|--------|---------|--------|--------|--------|
| Set 1     | 0.90   | 0.80   | 0.85   | 0.75   | 0.80   | 0.85   |
| Set 2     | 0.98   | 0.90   | 0.80   | 0.70   | 0.80   | 0.90   |

The MIP problems are implemented in ILOG OPL Development Studio IDE Version 6.1. ILOG CPLEX 11.2.0 is used as a solver to the MIP problem. A laptop computer used to run the software is a Samsung Q320 with Intel Core 2 Duo T6500 2.1 GHz processor, 4 GB RAM, and Windows 7. The ILOG OPL and CPLEX are integrated into C# code in Microsoft Visual Studio 2010. The C# code first loads all the
necessary input files of the problem including
the given inputs as well as service-resource
relation functions and resource-QoS relation
functions for each service type. With the loaded
input files, the C# code then calls ILOG OPL
and CPLEX to run the MIP optimization and
solve the problem to generate an optimal
solution. The computation time of obtaining the
optimal solution is recorded by the C# code. Note
that times required for loading input files
and generating output files are also included in
the computation time of obtaining the optimal
solution.

**Analysis of optimal solutions to develop
heuristics**

The optimal solution to each problem is
analyzed to gain insights into the resource
allocation decision made in the optimal
solution. Based on the analysis and insights
gained from the optimal solutions, we develop
heuristics for Case A, B and C of resource-
service conditions. For all problems of Case A
where each server has the sufficient resource
capacity to satisfy all service requests of all
clients, the optimal solutions assign most
service requests to one server (i.e., the first
server with \(i=1\) in the problem formulation).
Hence, the following heuristic is identified for
Case A as shown in Table 6. The optimal
solutions to the problems of Case B, where each
server does not have the sufficient resource
capacity to satisfy all service requests but the
total resource capacity of all servers is
sufficient to satisfy all service requests, reveal
six different heuristics as shown in Table 7. For
Case C problems, not only each server but all
servers together do not have the sufficient
resource capacity to satisfy all service requests.
Table 8 gives the heuristics for Case C
problems based on the analysis of their optimal
solutions to these problems.

| **Table 6**: The heuristics for Case A problems. |
|---------------------------------------------|
| **Heuristic** | **Description** |
| A-1 | Designate one server as the dominant server, and select the dominant server to serve a service request with the probability of \(\alpha\) and another server to serve the service request with the probability of \((1-\alpha)\). The parameter, \(\alpha\), takes a value in \((0, 1]\) and is closer to 1 than 0 (e.g., 0.9). |

| **Table 7**: The heuristics for Case B problems. |
|---------------------------------------------|
| **Heuristic** | **Description** |
| B-1(a) | Select a server randomly to serve a service request. |
| B-1(b) | Server to serve service request with the probability of \(\beta\) and another server to serve the service request with the probability of \((1-\beta)\). The parameter, \(\beta\), takes a value in \((0, 1]\) and is closer to 1. This heuristic is same as A-1 applying to B cases. |
| B-2(a) | Select a server of one server type (e.g., communication centered server) randomly to serve a service request of the same type (e.g., communication intensive service) with the probability of \(\gamma\) and a server of a different server type (e.g., computation centered server) to serve the service request with the probability of \((1-\gamma)\). The parameter, \(\gamma\), takes a value in \((0, 1]\) and is closer to 1. |
| B-2(b) | Designate a server of each server type as the dominant server of the server type, select the dominant server of one server type to serve a service request of the same type with the probability of \(\gamma\), and the dominant server of a different server type to serve the service request with the probability of \((1-\gamma)\). The parameter, \(\gamma\), takes a value in \((0, 1]\) and is closer to 1. |
Select a server of one server type (e.g., communication centered server) randomly to serve a service request of the same type (e.g., communication intensive service) with a given QoS level of L, M or H with the corresponding probability of $\delta_1, \delta_2$ or $\delta_3$ respectively, and a server of a different server type (e.g., computation centered server) to serve the service request with the given QoS level of L, M or H with the probability of $(1-\delta_1), (1-\delta_2)$ or $(1-\delta_3)$, respectively. Each parameter, $\delta_1, \delta_2, \delta_3$ takes a value in $(0, 1]$, and $\delta_1 \leq \delta_2 \leq \delta_3$. 

**Table 8:** The heuristics for Case C problems.

| Heuristic | Description |
|-----------|-------------|
| C-1 | Select a server randomly to serve a service request. If the selected server is full, then a service request is randomly assigned to another server. Drop a service request if its QoS requirement cannot be satisfied by the available resource capacity. This heuristic is same as B-1(a) with the addition of dropping a service request due to the insufficient capacity. |
| C-2 | Select a server of one server type (e.g., communication centered server) randomly to serve a service request of the same type (e.g., communication intensive service) with the probability of $\gamma$ and a server of a different server type (e.g., computation centered server) to serve the service request with the probability of $(1-\gamma)$. Drop a service request if its QoS requirement cannot be satisfied by the available resource capacity. The parameter, $\gamma$, takes a value in $(0, 1]$ and is closer to 1. This heuristic is same as B-2(a) with the addition of dropping a service request due to the insufficient capacity. |
| C-3 | Select a server of one server type (e.g., communication centered server) randomly to serve a service request of the same service type (e.g., communication intensive service) with a given QoS level of L, M or H at the corresponding probability of $\delta_1, \delta_2$ or $\delta_3$ respectively, and a server of a different server type (e.g., computation centered server) to serve the service request with the given QoS level of L, M or H with the probability of $(1-\delta_1), (1-\delta_2)$ or $(1-\delta_3)$, respectively. Drop a service request if its QoS requirement cannot be satisfied by the available resource capacity. Each parameter, $\delta_1, \delta_2, \delta_3$ takes a value in $(0, 1]$, and $\delta_1 \leq \delta_2 \leq \delta_3$. This heuristic is same as B-3 with the addition of dropping a service request due to the insufficient capacity. |

The performance evaluation of heuristic solutions in comparison with optimal solutions

**Problem cases**

We design various problem cases, including the sets (Sets 1 and 3) of problem cases described in Section 2 and two additional sets (Sets 4 and 5) of larger problem cases with large numbers of servers (ten and twenty servers) and service requests, to evaluate the solution obtained from the heuristics in comparison with the optimal solution for each problem case. Two different sets of parameter values in Table 5 are used to examine possible effects of different parameter values on the resource allocation solutions obtained from applying the heuristics. Tables 9-11 show the set-up of the additional larger problem cases.
The heuristics are implemented in an algorithm that is implemented in the C# code in Microsoft Visual Studio 2010. The same laptop computer running the ILOG CPLEX software to obtain the optimal solutions, a Samsung Q320 with Intel Core 2 Duo T6500 2.1 GHz processor, 4 GB RAM, and Windows 7, is used to run the heuristic algorithm. The C# code first loads all the necessary input files including the given inputs as well as service-resource relation functions and resource-QoS relation functions for each service type. With the loaded input files, the C# code then use an appropriate heuristic to solve each problem case and generate the heuristic solution. The computation time of obtaining a heuristic solution is recorded by the C# code. Note that times required for generating output files are also included in the computation time of obtaining the heuristic solution.

### Table 9: QoS variables and maximum level of service parameters for two service types.

| Set | Communication Intensive Service ($s = 1$) | Computation Intensive Service ($s = 2$) |
|-----|-------------------------------------------|-----------------------------------------|
| QoS Levels | Limit of service parameter | QoS Levels | Limit of service parameter |
| $Q_{kp1}$ | $A_{kd1}$ | $Q_{kp1}$ | $A_{kd1}$ |
| 4 | L (6–7) | 3 | L (6–7) | 3 |
| M (13–14) | | M (14–15) | |
| H (20–21) | | H (22–23) | |
| 5 | L (5–6) | 3 | L (5–6) | 3 |
| M (12–13) | | M (11–12) | |
| H (18–19) | | H (17–18) | |

### Table 10: Capacity limits of resource variables ($R_{q1}$,$R_{q2}$) and number of servers.

| Set | Communication Centered | Computation Centered | Number of Servers |
|-----|------------------------|----------------------|-------------------|
| 4 | S (23–24, 104–105) M (31–32, 166–167) L (39–40, 208–209) | S (115–116, 21–22) M (183–184, 28–29) L (229–230, 35–36) | 10 |
| 5 | S (19–20, 95–96) M (25–26, 139–140) L (31–32, 177–178) | S (91–92, 19–20) M (133–134, 26–27) L (169–170, 32–33) | 20 |

### Table 11: Resource and QoS impact models of two service types.

| Set | Communication Intensive Service ($s = 1$) | Computation Intensive Service ($s = 2$) |
|-----|-------------------------------------------|-----------------------------------------|
| $R_{q1}$ | $R_{q2}$ |
| $Q_{kp1}$ = 3$R_{k1}$ + 2$R_{k2}$ | $Q_{kp1}$ = $R_{k1}$ + 3$R_{k2}$ |
| 4 | $R_{q1}$ = 0.2 $A_{kd1}$ | $R_{q1}$ = 7.6 $A_{kd1}$ |
| $R_{q2}$ = 6.9 $A_{kd1}$ | $R_{q2}$ = 0.1 $A_{kd1}$ |
| $Q_{kp1}$ = $R_{k1}$ + 3$R_{k2}$ | $Q_{kp1}$ = $R_{k1}$ + 2$R_{k2}$ |
| 5 | $R_{q1}$ = 0.1 $A_{kd1}$ | $R_{q1}$ = 6.0 $A_{kd1}$ |
| $R_{q2}$ = 6.3 $A_{kd1}$ | $R_{q2}$ = 0.1 $A_{kd1}$ |
| $Q_{kp1}$ = $R_{k1}$ + 2$R_{k2}$ | $Q_{kp1}$ = $R_{k1}$ + 2$R_{k2}$ |
Performance measures for the solution optimality

Regarding the solution optimality, two measures are introduced: the number of dropped service requests and the average ratio of actual QoS values that all served service requests receive based on the resource-service assignment. We examine Formula 8 below which is also described in Section 2 and presents the objective function of the optimization problem.

Minimize \[ \sum_k \sum_{p} \left| \frac{\sum_i Q_{kpsi} - Q_{kpsi}^j}{Q_{kpsi}^j * P_i} \right| \]  \hspace{1cm} (8)

If service request \( k \) is served by a server, the minimum limit of QoS requirement of this service must be satisfied, thus \( \sum_i Q_{kpsi} \geq Q_{kpsi}^j \), and the formula in Eq. 8 can be written as Eq. 9.

\[ \sum_k \sum_{p} \left( \frac{\sum_i Q_{kpsi}}{Q_{kpsi}^j * P_i} - \frac{1}{P_i} \right) \]  \hspace{1cm} (9)

Since in this study we have one QoS variable \( (ps = 1) \) for each service type, Eq. 9 becomes Eq. 10 for all served service requests.

\[ \sum_k \left( \frac{\sum_i Q_{kpsi}}{Q_{kpsi}^j} - 1 \right) \]  \hspace{1cm} (10)

If service request \( k \) is dropped (i.e., not served by any server), \( \sum_i Q_{kpsi} = 0 \) thus \( \sum_i Q_{kpsi} < Q_{kpsi}^j \), the formula in Eq. 8 can be written as Eq. 11.

\[ \sum_k \sum_{p} \left( \frac{1}{P_i} - \frac{\sum_i Q_{kpsi}}{Q_{kpsi}^j * P_i} \right) \]  \hspace{1cm} (11)

Since in this study we have one QoS variable \( (ps = 1) \) for each service type, Eq. 11 becomes Eq. 12 for all dropped service requests. Eq. 12 indicates the total number of dropped service requests.

\[ \sum_k 1 \]  \hspace{1cm} (12)

Hence, Formula 8 for the objective function is the sum of two parts: Formula 10 for all served service requests and Formula 12 for all dropped service requests. Formula 12, measuring the number of dropped service requests, is the first performance measure used to evaluate the solution optimality. From Formula 10, the second performance measure of Service AVERAGE ratio (SAV ratio) is derived and shown below in Formula 13.

\[ \sum_k \left( \frac{\sum_i Q_{kpsi}}{Q_{kpsi}^j} \right) / \sum_k \]  \hspace{1cm} (13)

The main part of Formula 10 considers the ratio of the provided QoS to the required QoS for each served service request, which is then summed over all served service requests. The smaller the SAV ratio, the better the minimization of the objective function is achieved. Formula 13 is the second performance measure of the solution optimality and gives the average ratio of the provided QoS to the required QoS for all served service requests.

Therefore, two performance measures, the total number of dropped service requests and the SAV ratio, are used to compare and evaluate the optimal solutions and the heuristic solutions with regard to the solution optimality.

Solution optimality

Table 12 shows the comparisons between the optimal solutions and the heuristic solutions using the first set of parameters in Table 5 for the problem cases in Sets 1, 3, 4 and 5. The heuristic solutions are compared with the optimal solutions in the following four aspects: the percentage of problem cases whose heuristic solutions are same as the optimal solutions, the percentage of problem cases whose heuristic solutions are different from the optimal solutions, the difference in the number of dropped service requests of the heuristic solution from that of the optimal solution for each problem case shown by the average, range
and standard deviation (denoted by SD in Table 12) over all the problem cases in each type (Case A, Case B and Case C), and the comparison in the SAV ratio of the heuristic solution from that of the optimal solution for each problem case shown by the average, range and standard deviation (denoted by SD in Table 12) over all the problem cases in each type (Case A, Case B and Case C).

| Set | Case | Same Decision | Different Decision | Difference in Dropped Requests by (heuristic solution - optimal solution) in number (%) | SAV ratio |
|-----|------|----------------|-------------------|------------------------------------------------------------------------------------------------|----------|
| 1   | A    | 44.44% (112/252) | 55.56% (140/252)  | 0                                                                                               | Heuristic Solutions Avg. Range St.dev 1.04 1.02~1.08 0.02 |
|     |      | Same above      | Heuristic Solutions Avg. Range St.dev     |                                                                                                 | Optimal Solutions Same above          |
|     | B    | 58.33% (147/252) | 41.67% (105/252)  | 0                                                                                               | Heuristic Solutions Avg. Range St.dev 1.04 1.02~1.08 0.02 |
|     |      | Same above      | Heuristic Solutions Avg. Range St.dev     |                                                                                                 | Optimal Solutions Same above          |
|     | C    | 52.78% (133/252) | 47.22% (119/252)  | Avg. Range St.dev 2.25 (4.39%) 0.00 ~25.58 4.61                                             | Heuristic Solutions Avg. Range St.dev 1.04 1.02~1.08 0.02 |
|     |      | Same above      | Heuristic Solutions Avg. Range St.dev     |                                                                                                 | Optimal Solutions Same above |
| 2   | A    | 37.70% (95/252)  | 62.30% (157/252)  | 0                                                                                               | Heuristic Solutions Avg. Range St.dev 1.20 1.03~1.63 0.14 |
|     |      | Same as above   | Heuristic Solutions Avg. Range St.dev     |                                                                                                 | Optimal Solutions Same as above       |
|     | B    | 53.57% (135/252) | 46.43% (117/252)  | 0                                                                                               | Heuristic Solutions Avg. Range St.dev 1.21 1.05~1.51 0.13 |
|     |      | Same as above   | Heuristic Solutions Avg. Range St.dev     |                                                                                                 | Optimal Solutions Same as above       |
|     | C    | 61.90% (156/252) | 38.10% (96/252)   | Avg. Range SD 0.62 (1.45%) -0.92 ~10.87 1.62                                                | Heuristic Solutions Avg. Range SD 1.19 1.04~1.49 0.12 |
|     |      | Same as above   | Heuristic Solutions Avg. Range SD         |                                                                                                 | Optimal Solutions Same as above       |
| 3   | A    | 43.25% (109/252) | 56.75% (143/252)  | 0                                                                                               | Heuristic Solutions Avg. Range SD     | 1.11 1.03~1.32 0.06                     |
|     |      | Same as above   | Heuristic Solutions Avg. Range SD         |                                                                                                 | Optimal Solutions Same as above       |
For the 252 Case A problem cases in Set 1, the heuristic solutions for 44.40% of these problem cases are same as the optimal solutions, and the heuristic solutions for 55.56% of these problem cases are different from the optimal solutions. The heuristic solutions serve all the service requests with the same QoS values of the optimal solutions and thus have the same SAV ratio of 1.04 in the average of all the problem cases with the range of 1.02 to 1.08 and the standard deviation of 0.02. As shown in Formula 13, the SAV ratio is an average ratio of the provided QoS to the required QoS for all the served service requests. If a service request is served, its provided QoS is equal to or greater than its required QoS, and thus its SAV ratio is equal to or greater than 1. Like the optimal solutions, the heuristic solutions do not drop any service request due to the sufficient resource capacity at each server to satisfy all the service requests in all Case A problems.

For the 252 Case B problem cases in Set 1, the heuristic solutions for 58.33% of these problem cases are same as the optimal solutions, and the heuristic solutions for 41.67% of these problem cases are different from the optimal solutions. The heuristic solutions serve the all service requests with the same average, range and standard deviations of the QoS value of the optimal solutions. The heuristic solutions do not drop any service request as same as the optimal solutions due to sufficient resource capacity over all servers to satisfy all service requests of all clients in Case B.

For the 252 Case C problem cases in Set 1, the heuristic solutions for 52.78% of the problem cases are same as the optimal solutions, and the heuristic solutions for 47.22% of the problem cases are different from the optimal solutions. The heuristic solutions have the same SAV ratio of the optimal solutions in the average, range...
and standard deviation. Since neither any server nor all servers together have the sufficient resource capacity to satisfy all the service requests in Case C, both the optimal solutions and the heuristic solutions drop some service requests. The heuristic solutions drop only about 2 more service requests (or about 4.39% of the service requests) in average than the optimal solutions, and the range of differences is 0.00 to 25.58 with the standard deviation of 4.61. The heuristic solutions drop a few more service requests than the optimal solutions because the heuristic algorithm processes service requests sequentially and thus make temporally local decisions rather than making temporally global decisions by considering all service requests at one time in the optimal solutions. Hence, the heuristic solutions serve two fewer service requests than the optimal solutions in average but provide similar QoS values to those of the optimal solutions for all the served service requests.

For Set 3 of problem cases, the heuristic solutions for 37.70% of the 252 Case A problem cases and 53.57% of the 252 Case B problem cases are same as the optimal solutions, and the heuristic solutions for 62.30% of the 252 Case A problem cases and 46.43% of the 252 Case B problem cases are different from the optimal solutions. The heuristic solutions serve all the service requests with the same average, range and standard deviation of the SAV ratios of the optimal solutions in Case A and Case B. Like the optimal solutions, the heuristic solutions do not drop any service request due to the sufficient resource capacity of each server in Case A or all the servers together in Case B to satisfy all the service requests.

For Case C problem cases in Set 3, the heuristic solutions for 61.90% of the 252 problem cases are same as the optimal solutions, and the heuristic solutions for 38.10% of the problem cases are different from the optimal solutions. The heuristic solutions have similar average, range and standard deviation of the SAV ratios of the optimal solutions. Since neither any server nor all the servers together have the sufficient resource capacity to satisfy all the service requests, both the optimal solutions and the heuristic solutions drop some service requests. The heuristic solutions drop about one more service request in average (1.45% of all the service requests) than the optimal solutions, and the range of differences is -0.92 to 10.87 with the standard deviation of 1.62. Hence, the heuristic solutions serve one fewer service request than the optimal solutions in average but provide similar QoS values of the optimal solutions for all the served service requests. The negative value of -0.92 in the difference of the dropped service requests indicates that the heuristic solution serves about one more service request than the optimal solution, which is unusual. Heuristic algorithm processes service requests sequentially and thus make temporally local decisions to select a service request by considering only resource consumption rather than making temporally global decisions by considering both resource consumption and objective value of service requests at one time in the optimal solutions.

For Case A and Case B problem cases in Set 4, the heuristic solutions for 43.25% of the 252 Case A problem cases and 17.06% of the 252 Case B problem cases are same as the optimal solutions, and 56.75% of the Case A problem cases and 82.94% of the Case B problem cases are different from the optimal solutions. The heuristic solutions serve all the service requests with the same average, range and standard deviation of the SAV ratios of the optimal solutions in both Case A and Case B. Like the optimal solutions, the heuristic solutions do not drop any service request in both Case A and Case B due to the sufficient resource capacity at each server in Case A or all the servers together in Case B to satisfy all the service requests.

For Case C problem cases in Set 4, the heuristic solutions for 57.94% of the 252 problem cases are same as the optimal solutions, and the heuristic solutions for 42.06% of the problem cases are different from the optimal solutions. The heuristic solutions have similar average, range and standard deviation of the SAV ratios of the optimal solutions.
of the optimal solutions. Since neither any server nor all the servers together have the sufficient resource capacity to satisfy all service requests in Case C, both the optimal solutions and the heuristic solutions drop some service requests. The heuristic solutions drop about five more service request in average (2.82% of all the service requests) than the optimal solutions, and the range of differences is 0.00 to 79.92 with the standard deviation of 12.71. Hence, the heuristic solutions serve five fewer service requests than the optimal solutions in average but provide similar QoS values of the optimal solutions for all the served service requests.

For Case A and Case B problem cases in Set 5, the heuristic solutions for 38.89% of the 252 Case A problem cases and 20.24% of the 252 Case B problem cases are same as the optimal solutions, and the heuristic solutions for 61.11% of the Case A problem cases and 79.76% of the Case B problem cases are different from the optimal solutions. The heuristic solutions have the same average, range and standard deviation of the SAV ratios of the optimal solutions. The heuristic solutions do not drop any service request due to the sufficient resource capacity at each server in Case A or all the servers together in Case B to satisfy all the service requests.

For Case C problem cases in Set 5, the heuristic solutions for 58.33% of the 252 problem are same as the optimal solutions, and the heuristic solutions for 41.67% of the problem cases are different from the optimal solutions. The heuristic solutions have similar average, range and standard deviation of the SAV ratios of the optimal solutions. Since neither any server nor all the servers together have the sufficient resource capacity to satisfy all the service requests, both the optimal solutions and the heuristic solutions drop some service requests. The heuristic solutions drop about ten more service request in average (2.69% of all the service requests) than the optimal solutions, and the range of differences is 0.00 to 168.85 with the standard deviation of 24.74. Hence, the heuristic solutions serve ten fewer service requests than the optimal solutions in average but provide similar QoS values of the optimal solutions for all the served service requests.

The four sets (1,3,4, and 5) of problem cases are run using the second set of parameters in Table 5 to obtain the heuristic solutions. Table 13 gives the comparisons between the optimal solutions and the heuristic solutions. The performance results of the heuristic solutions with the second set of parameters are similar to those with the first set of parameters.

| Table 13: Comparisons between the optimal and the heuristic solutions with the second set of parameters. |
|---|---|---|---|---|---|
| Set | Case | Same Decision | Different Decision | Difference in Dropped Requests by (heuristic solution - optimal solution) in number (%) | SAV ratio |
| A | 50.00% (126/252) | 50.00% (126/252) | 0 | Heuristic Solutions | Avg. Range SD | 1.04 1.04–1.08 0.02 |
| 1 | 63.10% (159/252) | 36.90% (93/252) | 0 | Heuristic Solutions | Avg. Range SD | 1.04 1.04–1.08 0.02 |
| Optimal Solutions | Same above | Optimal Solutions | Same above |
|   | Heuristic Solutions | Optimal Solutions |
|---|---------------------|-------------------|
| C | 55.16% (139/252) 44.84% (113/252) Avg. Range SD 2.23 (4.35%) 0.00 ~26.46 4.62 | Heuristic Solutions Avg. Range SD 1.04 1.02~1.08 0.02 |
|   | Optimal Solutions Same above |                      |
| A | 42.46% (107/252) 57.54% (145/252) 0 | Heuristic Solutions Avg. Range SD 1.20 1.03~1.59 0.14 |
|   | Optimal Solutions Same as above |                      |
| B | 51.98% (131/252) 48.02% (121/252) 0 | Heuristic Solutions Avg. Range SD 1.20 1.03~1.47 0.13 |
|   | Optimal Solutions Same as above |                      |
| C | 61.51% (155/252) 38.49% (97/252) Avg. Range St.dev 0.77 (1.73%) -0.84 ~14.19 2.04 | Heuristic Solutions Avg. Range SD 1.18 1.03~1.47 0.11 |
|   | Optimal Solutions Same as above |                      |
| A | 57.54% (145/252) 42.46% (107/252) 0 | Heuristic Solutions Avg. Range SD 1.11 1.03~1.32 0.06 |
|   | Optimal Solutions Same as above |                      |
| B | 19.84% (50/252) 80.16% (202/252) 0 | Heuristic Solutions Avg. Range SD 1.11 1.04~1.24 0.05 |
|   | Optimal Solutions Same as above |                      |
| C | 57.94% (146/252) 42.06% (106/252) Avg. Range SD 6.02 (3.09%) 0.00 ~116.38 15.66 | Heuristic Solutions Avg. Range SD 1.10 1.04~1.22 0.04 |
|   | Optimal Solutions Same as above |                      |
| A | 37.70% (95/252) 62.30% (157/252) 0 | Heuristic Solutions Avg. Range SD 1.10 1.02~1.32 0.06 |
|   | Optimal Solutions Same as above |                      |
| B | 22.22% (56/252) 77.78% (196/252) 0 | Heuristic Solutions Avg. Range SD 1.11 1.05~1.23 0.05 |
|   | Optimal Solutions Same as above |                      |
Scalability

The computation times of obtaining the optimal solutions and the heuristic solutions are compared. Table 14 shows the computation times (in seconds) of obtaining the optimal and heuristic solutions for the four sets with the first set of parameters in the heuristics. As Table 14 illustrates, with the increasing number of service requests, the increasing number of servers (from two servers in Set 1 to twenty servers in Set 5), and the increasingly limited resource capacity from Case A to Case C, it takes the longer computation time in average and the larger range of computation times to get the optimal and heuristic solutions. However, the rate of computation time increase with the increasing problem size and complexity is much larger for getting the optimal solutions than getting the heuristic solutions. Hence, using the heuristics is much more scalable than solving the MIP optimization problem. Table 15 shows computation times (in seconds) of obtaining the optimal and heuristic solutions for the four sets of problem cases with the second set of parameters. The computation time results using the second set of parameters are similar to the ones with the first set of parameters. Hence, using the heuristics is much more scalable than solving the MIP optimization problem.

|                | Set 1     | Set 3     | Set 4     | Set 5     |
|----------------|-----------|-----------|-----------|-----------|
| **Optimal**    | Avg.      | Range     | SD        | Avg.      | Range     | SD        | Avg.      | Range     | SD        | Avg.      | Range     | SD        |
| Case A         | 0.12      | 0.02 - 0.6| 0.11      | 0.06      | 0.02 - 0.3| 0.05      | 0.07      | 0.03 - 0.39| 0.05      | 0.1       | 0.03 - 0.48| 0.08      |
| Case B         | 0.2       | 0.03 - 0.82| 0.13      | 0.09      | 0.03 - 0.37| 0.06      | 0.87      | 0.05 - 4.19| 0.85      | 3.43      | 0.00 - 17.68| 3.37      |
| Case C         | 0.41      | 0.03 - 3.31| 0.45      | 1.5       | 0.00 - 64.88| 6.14      | 32.83     | 0.07 - 138.54| 50.33     | 59.2      | 0.23 - 170.6 | 65.05     |
| **Heuristic**  | Avg.      | Range     | SD        | Avg.      | Range     | SD        | Avg.      | Range     | SD        | Avg.      | Range     | SD        |
| Case A         | 0         | 0.00 - 0  | 0         | 0         | 0.00 - 0  | 0         | 0         | 0.00 - 0  | 0         | 0         | 0.00 - 0  | 0         |
| Case B         | 0         | 0.00 - 0.08| 0.01      | 0         | 0.00 - 0.11| 0.01      | 0.01      | 0.00 - 0.56| 0.05      | 0.03      | 0.00 - 1.77| 0.16      |
| Case C         | 0         | 0.00 - 0.01| 0         | 0         | 0.00 - 0  | 0         | 0         | 0.00 - 0.02| 0         | 0.01      | 0.00 - 0.07| 0.01      |

Table 14: Computation times (in sec) of obtaining the optimal and heuristic solutions with the first set of parameters.
Table 15: Computation times (in sec) of obtaining the optimal and heuristic solutions with the second set of parameters.

|               | Set 1          | Set 3          | Set 4          | Set 5          |
|---------------|---------------|---------------|---------------|---------------|
|               | Avg.          | Range         | SD            | Avg.          | Range         | SD            | Avg.          | Range         | SD            |
| Optimal       |               |               |               |               |               |               |               |               |               |
| Solutions     |               |               |               |               |               |               |               |               |               |
| Case A        | 0.09          | 0.02 - 0.42   | 0.08          | 0.04          | 0.02 - 0.2    | 0.03          | 0.06          | 0.02 - 0.48   | 0.04          |
| Case B        | 0.16          | 0.03 - 0.69   | 0.12          | 0.08          | 0.02 - 0.36   | 0.05          | 0.74          | 0.05 - 4.56   | 0.76          |
| Case C        | 0.85          | 0.03 - 85.33  | 6.49          | 2.58          | 0.03 - 118.72 | 13.05         | 27.23         | 0.06 - 127.22 | 42.86         |
| Heuristic     |               |               |               |               |               |               |               |               |               |
| Solutions     |               |               |               |               |               |               |               |               |               |
| Case A        | 0             | 0.00 - 0      | 0             | 0             | 0.00 - 0      | 0             | 0             | 0.00 - 0      | 0             |
| Case B        | 0             | 0.00 - 0.17   | 0.01          | 0             | 0.00 - 0.14   | 0.01          | 0             | 0.00 - 0.22   | 0.02          |
| Case C        | 0             | 0.00 - 0      | 0             | 0             | 0.00 - 0      | 0             | 0             | 0.00 - 0.02   | 0             |

Conclusions

In this paper, we present the heuristics developed to capture the resource-service allocation decisions made in the optimal solutions for various problem cases. We then compare the heuristic solutions with optimal solutions on extensive sets of problem cases in regard to their solution optimality and scalability. The heuristic solutions perform comparable to the optimal solutions in terms of the solution optimality. In Case A problem cases with the sufficient resource capacity at each server and Case B problem cases with the sufficient resource capacity from all the servers together for all service requests, there are no dropped service requests in both the optimal solutions and the heuristic solutions, and all the heuristic solutions have the same average, range and standard deviations of the SAV ratios of the optimal solutions and thus the same QoS performance. For Case C problem cases with the insufficient resource capacity of all the servers together for all the service requests, the heuristic solutions drop a few more service requests (i.e., 1% ~ 4% of all the service requests) than the optimal solutions because the heuristics process service requests sequentially and thus make temporally local decisions rather than making global decisions by considering all service requests at one time in the optimal solutions. Nevertheless, the heuristic solutions provide the comparable QoS performance for all the served service requests to that of the optimal solutions with similar average, range and standard deviation of SAV ratios.

The computation time of obtaining both an optimal solution and a heuristic solution increases as the problem size (the number of service requests and the number of servers) and the problem complexity (from Case A to Case C) increase. However, the rate of computation time increase with the increasing problem size and complexity is much larger for obtaining the optimal solutions than obtaining the heuristic solutions, especially for Case B and Case C with a larger solution space due to the limited and insufficient resource capacity on each server or all the servers together for all the service requests to search for the optimal solutions. Hence, using the heuristics is much more scalable in real time than solving the MIP optimization problem.
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