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Abstract
We study scrambling in a model consisting of a number $N$ of $M$-component quantum rotors coupled by random infinite-range interactions. This model is known to have both a paramagnetic phase and a spin glass phase separated by second order phase transition. We calculate in perturbation theory the squared commutator of rotor fields at different sites in the paramagnetic phase, to leading non-trivial order at large $N$ and large $M$. This quantity diagnoses the onset of quantum chaos in this system, and we show that the squared commutator grows exponentially with time, with a Lyapunov exponent proportional to $\frac{1}{M}$. At high temperature, the Lyapunov exponent limits to a value set by the microscopic couplings, while at low temperature, the exponent exhibits a $T^4$ dependence on temperature $T$.
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1 Introduction

1.1 Motivation

There have been a number of recent developments in the field of many-body quantum chaos driven in part by newly found relations to other areas of physics. Connections to quantum information scrambling and to the black hole information problem via holographic duality have been particularly fruitful [1, 2, 3, 4, 5]. On the theoretical side, this has led to an intense effort to compute so-called out-of-time-order correlators (OTOCs) in many-body systems [6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30]. On the experimental side, following a number of proposals [31, 32, 33, 34, 35, 36, 37], at least six early experiments have already been carried out [38, 39, 40, 41, 42, 43]. The study of a special fermionic system with infinite-range random interactions, the Sachdev-Ye-Kitaev (SYK) model [44, 2, 45], has revealed interesting features about scrambling, conformal symmetry and holography.

Here we study many-body quantum chaos in another infinite-range model consisting of a large $N$ number of interacting $M$-component quantum rotors [46]. Our motivations for this study are as follows. We are interested to understand if the maximal chaos of the SYK model can be replicated in other physical systems, particularly in spin models of a type amenable to experimental realization. Since maximal chaos in SYK and two-dimensional gravity have to do with a certain pattern of conformal symmetry breaking, it is natural to study other infinite-range models with quantum critical points to attempt to extract a minimal set of ingredients for maximal chaos. This is particularly relevant given the recent experimental developments, since it would be desirable to physically instantiate and experimentally study models with maximal chaos, but the SYK model is quite elaborate from an experimental perspective [47, 48]. Finally, the model we study has both paramagnetic and spin glass phases, and it would be interesting to understand the interplay between chaos and glassiness. Although we do not address the spin glass phase, our work represents a necessary first step to doing so.

The system is analyzed in the limit of large $M$ and $N$, where it is known to be solvable. One interesting features is the presence of both a disordered paramagnetic phase and a spin glass phase separated by second order phase transition. We study the paramagnetic phase with a particular focus on the region of the phase diagram near the transition. The physical observables of interest are related to scrambling and diagnose how quantum information stored in a local part of a system spread to the whole system through interactions. Quantitatively, this process can be measured by the growth of certain local operator in the Heisenberg picture, which is characterized by the thermal average of squared commutator of two operators at different locations. Focusing on the rotor variables, we study the following quantity,
\[ C_{ij}(t) = -\text{Tr} \left( \rho [n_i(t), n_j(0)]^2 \right), \]  

where \( n_i \) is the rotor at site \( i \) and \( n_i(t) = e^{iHt} n_i e^{-iHt} \) is the corresponding Heisenberg operator for Hamiltonian \( H \). We specify the index structure of the \( M \)-component rotors more carefully below.

This is essentially a four-point function of rotor variables and can be calculated using perturbation theory. For some systems, this quantity grows exponentially with time \( t \) for a period of time between the local relaxation time and the scrambling time where the commutator begins to saturate to its late-time value. This growth diagnoses chaos, and it shows how an initial local perturbation causes an influence that grows exponentially with time \([6, 1, 2]\). Accordingly, the growth exponent is called a quantum Lyapunov exponent.

This notion has recently been generalized to define a whole spectrum of quantum Lyapunov exponents \([49]\). In quantum systems satisfying a set of conditions related to thermalization, the exponent has an upper bound given by \( \frac{2\pi \ell}{N} \) \([50]\).

### 1.2 Model and results

The model consists of a large \( N \) number of \( M \)-component rotor fields, labeled by \( \mathbf{n}_i \), with non-local and random interaction. The classical part of the Hamiltonian is

\[ H_c = \sum_{(ij)} J_{ij} \mathbf{n}_i \cdot \mathbf{n}_j = \sum_{(ij)} \sum_{\mu=1}^{M} J_{ij} n_{i\mu} n_{j\mu}, \]  

where the \( J_{ij} \) couplings Gaussian random variables with mean zero and variance \( \frac{J^2}{N} \). The interaction is non-local in the sense that the summation over \( (ij) \) runs over all pairs of rotors. In the quantum version of this model, a kinetic term is added for each rotor which is proportional to the conjugate angular momentum squared. The full quantum Hamiltonian is

\[ H = \frac{g}{2} \sum_{i=1}^{N} \mathbf{L}_i^2 + \sum_{(ij)} J_{ij} \mathbf{n}_i \cdot \mathbf{n}_j. \]  

This model is exactly solvable in the large \( N \) and large \( M \) limit \([46]\), defined by the following conditions:

\[ \langle J_{ij}^2 \rangle = \frac{J^2}{N}, \]

\[ \mathbf{n}_i \cdot \mathbf{n}_i = \sum_{\mu=1}^{M} (n_{i\mu})^2 = M, \text{ for each } i. \]  

Here the angular brackets denotes disorder average, and more generally they denote a combination of disorder and quantum average. As shown in the previous work, in this limit a factor of \( N \) can be factorized from the Euclidean Lagrangian. Therefore the path integral is dominated by its leading saddle point contribution. We briefly review this background material in the following.
The Euclidean path integral is

\[ Z = \int \prod_i Dn_i(\tau)\delta(n_i(\tau)^2 - 1)e^{-\int_0^\beta d\tau [\frac{1}{2N} \sum_{i=1}^N (\partial_\tau n_i(\tau))^2 + \sum_{(ij)} J_{ij} n_i n_j]} \]

\[ \rightarrow \int \prod_{i,a} Dn_i^a(\tau)D\lambda_i^a(\tau) \left\{ e^{-\frac{1}{2N} \int_0^\beta d\tau \sum_{i=1}^N (\partial_\tau n_i^a(\tau))^2 + \frac{J^2}{2N} \int_0^\beta d\tau \int_0^\beta d\tau' \sum_{ab} n_i^a(\tau) n_j^b(\tau) \cdot n_i^a(\tau') - n_j^b(\tau')} \right\} \]

\[ = \int \prod_{i,a} Dn_i^a(\tau)D\lambda_i^a(\tau) \prod_{cd\mu\nu} DQ_{\mu\nu}^{cd}(\tau, \tau') e^{-NIE(n_i^a, \lambda_i^a, Q_{\mu\nu}^{cd})} \]

where the final normalized Euclidean action is

\[ I_E = \frac{1}{2g} \int_0^\beta d\tau \frac{1}{N} \sum_{i=1}^N \sum_{a=1}^q [\partial_\tau n_i^a(\tau)]^2 + \frac{J^2}{2} \int_0^\beta d\tau \int_0^\beta d\tau' \sum_{a,b,\mu,\nu} \frac{1}{2} Q_{\mu\nu}^{ab}(\tau, \tau')^2 - \frac{1}{N} \sum_{i=1}^N n_i^{a\mu}(\tau)n_i^{b\nu}(\tau')Q_{\mu\nu}^{ab}(\tau, \tau') + \frac{1}{2} \int_0^\beta d\tau \frac{1}{N} \sum_{i=1}^N \sum_{a=1}^q \lambda_i^a(\tau)n_i^a(\tau) \cdot n_i^a(\tau). \]  

(5)

(6)

In the second equality, the ensemble average of \( J_{ij} \) has been taken using the replica trick. The upper index of \( n_i^a \) represents the replica index ranging from 1 to \( q \), which is ultimately taken to be \( q \rightarrow 0 \). The delta functions enforcing the normalization are represented using auxiliary fields \( \lambda_i^a \). Their dynamics is generated by quantum corrections which are suppressed by \( \frac{1}{N} \). In the large \( M \) limit, they are just numbers serving as a chemical potential. A factor of \( N \) was extracted in the third step, so that the auxiliary field \( Q \) is coupled to the site average of rotor pairs.

One can show that the saddle point is determined by

\[ Q_{\mu\nu}^{ab}(\tau, \tau') = \frac{1}{N} \sum_{i=1}^N \langle n_i^{a\mu}(\tau)n_i^{b\nu}(\tau') \rangle. \]

(7)

Treating \( Q \) as a non-dynamical field, the action of the rotor fields is that of a free theory. Therefore the two-point correlator of rotor variables can be obtained exactly. It is known that this model has a paramagnetic phase (replica symmetric) and a spin glass phase (replica symmetry breaking) separated by a second order phase transition. Our main focus in this article is the chaotic behavior within the paramagnetic phase, especially near the critical point.

To analyze scrambling in the model, we deviate slightly from the strict large \( N \) and large \( M \) limit to account for the fluctuations of the two auxiliary fields \( Q \) and \( \lambda \) which are suppressed by \( \frac{1}{N} \) and \( \frac{1}{M} \), respectively. The squared commutator is obtained by taking \( N \) much larger than \( M \) and summing over all the terms that are proportional to \( (\frac{1}{M})^n \) at long time in the ladder diagrams, while only keeping the leading \( \frac{1}{N} \) contribution. In this limit we will show that the squared commutator, Eq. (1), is proportional to \( \frac{1}{NM} \) and the Lyapunov
exponent is suppressed by $\frac{1}{M^2}$:

$$\frac{1}{M^2} \sum_{\mu\nu} \langle [n_\mu^\dagger(t), n_\nu^\dagger(0)]^2 \rangle_\beta \sim \frac{1}{MN} e^{\frac{1}{M} f(T) t}. \quad (8)$$

The chaos exponent is

$$\lambda_c = \frac{f(T)}{M}. \quad (9)$$

In the above formula, $f(T)$ is a increasing function of temperature. It is proportional to $T^4$ for low temperature near the critical point, and it saturates to a value proportional to $\sqrt{T g}$ at large $T$. Although the calculation is performed for leading $\frac{1}{M}$ expansion. The $T^4$ behavior at small $T$ is still true for finite value of $M$.

### 2 Two-point function

The analysis begins with the two-point function of rotor fields. At leading order of large $N$ and $M$ limit, the correlator can be obtained either from the previously mentioned method or by solving the Schwinger-Dyson (SD) equation. In the paramagnetic phase, one can use the time translation symmetry to write the SD equation diagrammatically as

$$\Sigma(i\omega_n) = \sum_j \sum_j \sum_{jk} \sum_{k\ell} \sum_{j\ell} + \cdots$$

$$= \sum_j \sum_j \sum_j \sum_j \sum_j \sum_j \sum_j \sum_j \sum_j + \cdots$$

$$\Sigma(i\omega_n) = \frac{J^2}{N} \sum_{j=1}^N G_j(i\omega_n) = J^2 G(i\omega_n)$$

$$G^{-1}(i\omega_n) = \frac{\omega_n^2}{g} + \lambda - \Sigma(i\omega_n). \quad (10)$$

The two-point function is diagonal, $\langle n_\mu^\dagger(\tau) n_\nu^\dagger(\tau') \rangle = G(\tau, \tau') \delta_{ij} \delta_{\mu\nu}$, due to the $O(M)$ rotational symmetry and local $Z_2$ symmetry of the model. The solution of these equations is

$$G(i\omega_n) = \frac{2}{J} \left( \frac{\lambda}{4J} + \tilde{\omega}_n^2 - \sqrt{\tilde{\omega}_n^2 + \frac{\lambda}{4J}} \right). \quad (11)$$

Note that the solution depends on frequency only through the dimensionless combination $\tilde{\omega}_n = \frac{\omega_n}{2\sqrt{gJ}}$. The chemical potential $\lambda$ is determined by the normalization condition

$$G(\tau = 0) = T \sum_n G(i\omega_n) = 1. \quad (12)$$
Now define the spectral function

\[ A(\omega) = \frac{1}{\pi} \Im G(\omega + i0^+) \]

\[ = \text{sgn}(\omega) \frac{2}{\pi J} \sqrt{\frac{1}{4} - (\tilde{\omega}^2 - \lambda')^2}, \quad \lambda' = \frac{\lambda}{4J}. \tag{13} \]

It is non-zero only when \(-\frac{1}{2} + \lambda' < \tilde{\omega}^2 < \frac{1}{2} + \lambda'\). The paramagnetic phase corresponds to \(\lambda' > \frac{1}{2}\). The phase transition from paramagnetic phase to spin glass phase occurs at temperature \(T_c\) when \(\lambda'\) reaches \(\frac{1}{2}\) and the system becomes gapless. From condition Eq. (12) and \(\lambda' = \frac{1}{2}\), \(T_c\) can be solved as a function of \(J\) and \(g\). In particular, near \(T_c = 0\), one obtains

\[ g = \frac{9\pi^2}{16} J - \frac{\pi^2 T_c^2}{2 J} + \cdots \tag{14} \]

Sitting at the critical point, the two-point function is proportional to

\[ \sqrt{\frac{g}{J}} \sin^2 \left( \frac{\pi \tau}{\beta} \right) + \cdots \tag{15} \]

at strong coupling, \(\beta \sqrt{gJ} \gg 1\), and \(\tau > 0\).

We define the retarded Green’s function as \(G_R(\omega) = G(i\omega_n \to \omega + i0^+)\). It can be expressed using the spectral function

\[ G_R(\omega) = -\int d\nu \frac{A(\nu)}{\omega - \nu + i0^+}. \tag{16} \]

At the critical point, this expression allows us to obtain the real time dynamics by Fourier transformation,

\[ \langle [n_{\tau}^\mu(t), n_{\tau}^\mu(0)] \rangle \theta(t) := (-i)G_R(t) \]

\[ = \frac{2 J_2(\tilde{t})}{J \tilde{t}}, \tag{17} \]

where \(J_2(z)\) is the Bessel function of the first class and \(\tilde{t}\) denotes the normalized time \(2t \sqrt{gJ}\). At large \(\tilde{t}\) it has the asymptotic behavior

\[ (-i)G_R(\tilde{t}) \sim \tilde{t}^{-\frac{3}{2}} \cos \left( \tilde{t} - \frac{\pi}{4} \right). \tag{18} \]

This is polynomially decaying at large \(t\), and we will see in the next section that the four-point function constructed solely from it has no exponential growing behavior.

Chaos is obtained only after deviating slightly from the large \(M\) limit. Since the kinetic term for the \(\lambda\) field generated by quantum corrections is of order \(\frac{1}{M}\), we need to take into consideration the \(\lambda\) fluctuations to this order. Its correlation function is denoted \(\langle \lambda(\tau)\lambda(0) \rangle\) and is given by

\[ G_\lambda(\omega_n) = -\frac{1}{M} \frac{1}{\Pi(i\omega_n)}. \tag{19} \]
in frequency space. Here $\Pi(i\omega_n)$ is the polarization function given by

$$\Pi(i\omega_n) = T \sum_n G(i\nu_n)G(i\omega_n - i\nu_n)$$  \hfill (20)

Since there is a summation over $M$ rotor components in the loop, the propagator $G_\lambda(i\omega_n)$ is proportional to $\frac{1}{M}$. This justifies treating $\lambda$ as a non-dynamical field at large $M$ limit.

The polarization function is calculated in Appendix A. Generally, there is no analytical expression for $\Pi$, but at the critical point and in the strong coupling limit it has a simple form,

$$G_\lambda(\tau) = \frac{1}{M} \frac{cJ^2}{\sin^4 \frac{\pi \tau}{\beta}}.$$  \hfill (21)

It is also useful to define the spectral function of $\lambda$ as

$$\frac{1}{M} A_\lambda(\omega) = \frac{1}{\pi} \Im G_\lambda(\omega + i0^+) = -\frac{1}{\pi M} \Im \frac{1}{\Pi(\omega + i0^+)}.$$  \hfill (22)

There is another two-point function, known as the Wightman function, that will be useful later. It can be obtained as via analytic continuation of the imaginary time correlation function,

$$G_W(t) := G\left(\frac{-\beta}{2} + it\right)$$  \hfill (23)

One can derive a spectral function representation for $G_W(\omega)$ which reads

$$G_W(t) = T \sum_n \int dx \frac{-A(x)}{i\omega_n - x} e^{-i\omega_n(-\beta/2+it)}$$

$$= \frac{1}{2\pi i} \int dx \int dz \frac{A(x)}{z - x} n_B(z) e^{-z(-\beta/2+it)}$$  \hfill (24)

$$= \frac{1}{2\pi} \int d\omega \frac{2\pi A(\omega)}{2 \sinh \frac{\beta \omega}{2}} e^{-i\omega t}.$$

Therefore, in the frequency domain the Wightman function is

$$G_W(\omega) = \frac{\pi A(\omega)}{\sinh \frac{\beta \omega}{2}}.$$  \hfill (25)

Below we use these various correlators for both rotor $n$ fields and auxiliary $\lambda$ fields. We can associate to each a Euclidean correlator, a retarded correlator, and a Wightman function. They will be distinguished by adding a superscript or subscript to indicate the relevant field.
3 Four point function

3.1 General prescription

This section contains the main analysis of the four-point function of \( n \) fields which yields the squared commutator. The squared commutator is

\[
\mathcal{C}(t) = -\frac{1}{M^2} \sum_{\mu\nu} \langle [n^\mu_i(t), n^\nu_j(0)]^2 \rangle_{\beta},
\]

(26)

where we have suppressed the position labels \( i, j \) on \( \mathcal{C} \). To avoid short-time divergences, it’s more convenient to consider the regulated version \([51]\):

\[
\tilde{\mathcal{C}}(t) = -\frac{1}{M^2} \sum_{\mu\nu} \text{Tr} \left( \rho^{\frac{1}{2}} [n^\mu_i(t), n^\nu_j(0)] \rho^{\frac{1}{2}} [n^\mu_{ij}(t), n^\nu_{ij}(0)] \right),
\]

(27)

This can be interpreted as a combination of contour ordered four point functions living on a complex time contour as in Figure 2.

![Figure 2: Complex time contour defining \( \tilde{\mathcal{C}} \). The horizontal direction represents real time while the vertical line is the periodic thermal circle.](image)

At large real time \( t \), the dominant contribution to \( \tilde{\mathcal{C}}(t) \) comes from the propagators stretching between the two horizontal contours. The ones that stretch between the imaginary time line and one of the real time lines cannot affect the large time behavior due to the damping of propagator with respect to the real time separation of the two inserting points. Following this intuition, we will neglect the latter type of dressings to focus on the ladder diagrams shown below.
Figure 3: Schematic of the ladder diagrams that sum up to give exponential growth of $\tilde{C}$.

For each vertical rung, the real time separation of the two ending points cannot be too large in order for it to remain a finite value. Therefore by integrating their ending points in the real time contour, each vertical rung roughly contributes a factor of $t$. Finally, we also need to sum over all the diagrams with different number of rung insertions. This suggests writing $\tilde{C}(t)$ in the following form at large $t$,

$$\tilde{C}(t) \propto \sum_n \frac{1}{n!} (at)^n = e^{at}. \quad (28)$$

The factor of $n!$ comes from the permutation of different rungs and $a$ is related to the contribution of the individual rung insertions. In this model, $a$ is a positive number of order $\frac{1}{M}$, which will be clear as we proceed. We will see that a ladder diagram won’t damp too fast when two individual rungs are separated by a large real time interval, which justifies the approximation of summing each rung’s contribution independently in Eq. (28). Similar to the treatment in Ref. [51], we distinguish two types of rungs as shown below.

Figure 4: The two types of rungs that enter the ladder summation.

The type-I rung is composed of a single Wightman function of the auxiliary field $\lambda$ stretching between the two real time contours, while the type-II rung is composed of two Wightman functions of rotor fields and two retarded Green’s functions of the $\lambda$ field.
Each interaction vertex inserted in the real time contour, which in our case is \((-i)J_{kj}n_k(t)n_j(t)\), has a partner in the other half of the same real time contour (see fig 5 below) but with a minus sign in front. Therefore, adding them together after wick contractions produces a retarded Green’s function.

\[
[n_j(t_2)n_i(t_1)) - \langle n_i(t_1)n_j(t_2) \rangle] \theta(t_2 - t_1) = (-i)G_R(t_2 - t_1)\delta_{ij} \tag{29}
\]

Therefore, in our following calculations all the propagators that stretch within the same real time contour will be taken as the retarded Green’s function and the ones stretch between two different real time contours are identified as the Wightman function defined in the last section.

### 3.2 Leading order

To leading order at large \(N\) and \(M\), the diagrammatic expansion of the four-point function is shown in Figure 6. Each disorder average of \(J_{ij}\) contains a factor of \(\frac{1}{N}\). Each summation over the site indices contains a factor of \(N\). So all of these diagrams are of the same order in \(\frac{1}{N}\). Since this is just a geometric series, it’s easy to obtain that in the leading behavior,

\[
\frac{J^2}{N}T^2 \sum_{\omega_n \nu_m} \frac{G(i\omega_n)^2G(i\nu_m)^2}{1 - J^2G(i\omega_n)G(i\nu_m)} e^{-i\omega_n \tau_{13}}e^{-i\nu_m \tau_{24}} + (\tau_3 \leftrightarrow \tau_4) \tag{30}
\]

![Figure 5: An example of interaction vertex insertion. If \(n_i(t_2)\) is contracted with \(n_j(t_1)\), \(n_i\) should be at the left of \(n_j\) in the correlator. If \(n_i(t_2)\) is contracted with \(n_j(t_1 + i\epsilon)\), they should be reversed due to the contour ordering. When we add all the possible contractions, these two correlators are combined together to produce a retarded function.](image)

Figure 6: Leading order of four point function. The dashed line means the ensemble average of \(J_{ij}\).

Then we analytically continue it to the real time contour. To do this, just replace \(G(i\omega_n)\) by the retarded Green’s function \(G_R(\omega)\). This is equivalent to summing the diagrams in
After substituting the expression of $G_R$, we find a pole at $\nu = 0$,

$$\frac{j^2 G_R(\omega)^2 G_R(\nu - \omega)^2}{1 - j^2 G_R(\omega) G_R(\nu - \omega)} \overset{\nu \to 0}{\longrightarrow} \frac{1}{J^2} \frac{1}{4} \frac{JA(\omega)}{-i\nu}.$$  \hspace{1cm} (32)

This pole is important for chaos, although it doesn’t give the exponential growth by itself. In order to have exponential growth, we must deviate from the strict large $M$ limit and include the rung contributions which are suppressed by $\frac{1}{M}$. Nevertheless, the presence of the pole in the lowest order four-point function allows the rungs to be separated by a large time interval, so that each rung can traverse the whole real time contour independently. Note that the right hand side of Eq. (31) is negative at small $\nu$, but its multiplication with the rungs (Figure 4) is always positive. So the coefficient $a$ in Eq. (28) is positive.

Now we see that $\frac{1}{M}$ order corrections must be included in the calculation, and therefore we also have to include the self-energy correction to the rotor two point function to that order. This amounts to evaluating the diagram in Figure 7 which is computed in the Appendix B. Write $G_R(\omega)$ as $G_R^{(0)}(\omega) + \frac{1}{M} G_R^{(1)}(\omega)$. Substituting into Eq. (32), we find that the correction shifts the pole by an amount proportional to $\frac{1}{M} \Re (G_R^{(0)}(\omega) G_R^{(1)}(-\omega))$, suppressed by a factor of $\frac{1}{M}$.  

### 3.3 Summing ladder diagrams

Now we have all the ingredients to calculate the four-point function $\tilde{C}(t)$ by summing all the ladder diagrams with rungs composed of $\lambda$ propagators. The summation of these diagrams can be done by solving a self-consistent equation. Following the method in Ref. [51], we write down the Bethe-Saltpeter equation for $\tilde{C}(t)$ as shown in Figure 8.

$$\text{Figure 8: Bethe-Saltpeter equation. The wavy line contains both type-I and type-II rungs.}$$

The diagram without any rung insertion is just $\tilde{C}_0(t)$. Define $f(\nu, \omega)$ by

$$\tilde{C}(\nu) = \frac{1}{MN} \int d\omega \frac{1}{2\pi} f(\nu, \omega).$$  \hspace{1cm} (33)

Then following Figure 8, we can write

$$f(\nu, \omega) = f_0(\nu, \omega) \left[ 1 + \frac{1}{M} \int \frac{d\omega'}{2\pi} G_{\text{rung}}(\omega; \omega') f(\nu, \omega') \right].$$  \hspace{1cm} (34)
Keeping the corrections up to order $\frac{1}{M}$ in $f_0(\nu, \omega)$ and restricting to small $\nu$ comparable to $\frac{1}{M}$, we approximate $f_0(\nu, \omega)$ by

$$f_0(\nu, \omega) \xrightarrow{\nu \to 0} \frac{1}{J^2} \frac{\pi}{4} (-i \tilde{\nu}) \frac{\omega}{J A(\omega)} - \frac{1}{M} \frac{\pi}{2} J^2 \Re \{ G_R^{(0)}(\omega) G_R^{(1)}(-\omega) \}.$$  

In Eq. (34), $G_{\text{rung}}(\omega, \omega')$ contains the contributions of both type-I and type-II rung. More specifically, it can be written as (see Figure 4)

$$\frac{1}{M} G_{\text{rung}}(\omega, \omega') = \frac{1}{M} \left[ \tilde{G}_W^\lambda(\omega - \omega') + \int \frac{d\omega''}{2\pi} \tilde{G}_W^m(\omega - \omega'') G_R^\lambda(\omega'') \tilde{G}_W^m(\omega'' - \omega') G_R^\lambda(\nu - \omega'') \right].$$  

In Eq. (36), the wavy line on top of $\Sigma$ and $G$ means that we have extracted the factor $\frac{1}{M}$ from them. Note that the second term of Eq. (36) contains two $G_R^\lambda$'s, but only one $\frac{1}{M}$ is in front. This is because the $O(M)$ indices on the two sides of type-II rung can be different (see Fig 4) and one of the indices must be summed over when attached to a ladder diagram, which gives a factor of $M$. In summary, in the small $\nu$ limit we rewrite Eq. (34) as

$$(-i \tilde{\nu}) f(\nu, \omega) = \frac{1}{J^2} \frac{\pi}{4} \frac{J A(\omega)}{\omega} \left[ 1 + \frac{1}{M} \int \frac{d\omega'}{2\pi} G_{\text{rung}}(\omega, \omega') f(\nu, \omega') + \frac{J^4}{M} 2 \Re \{ G_R^{(0)}(-\omega) G_R^{(1)}(\omega) \} f(\nu, \omega) \right].$$  

Since $A(\omega)$ is non-zero only in a region $|\tilde{\omega}| \in [\sqrt{\lambda' - \frac{1}{2}}, \sqrt{\lambda' + \frac{1}{2}}]$, we can approximately set $f(\nu, \omega)$ to be zero outside this region. As a result, the integral in terms of $\omega'$ is only over a finite interval, which allows us to discretize the integral and treat it as a matrix multiplication. Note also that by multiplying the both sides by $J^2$ the equation becomes dimensionless. Moreover, we can drop the coupling constant $J$ in the equation and in all the Green’s functions appearing in the equation, while replacing all the frequencies and temperature by normalized versions, i.e. $\omega \to \tilde{\omega} = \frac{\omega}{2\sqrt{gJ}}$. Then the equation is in terms of normalized quantities and all dimensionful couplings are gone (including factors of $2\sqrt{gJ}$). We solve the corresponding eigenvalue problem numerically and restore the physical dimensions of the chaos exponent at the final step, by multiplying it by $2\sqrt{gJ}$. The details are given in Appendix C.

4 Discussion and conclusion

In this section, we discuss the relation between chaos exponent and temperature in some special cases. Of particular interest is the situation near the phase transition between paramagnetic phase and spin glass phase. For simplicity, we only discuss the chaos behavior within the paramagnetic phase and leave the discussion of spin glass phase to the future. We also discuss the pattern of conformal symmetry breaking as compared to the SYK model.

In the future, it would be interesting to study the spin glass phase itself, to understand the interplay between glassiness and quantum information dynamics. It would also be interesting to study the experimental realization of the model, perhaps in a cavity QED or trapped ion setting. The model is experimentally interesting because its relatively analytical
tractability makes it a useful benchmark, but it also displays the physics of many-body chaos in the right limit. Another direction building on our work here is to attempt to develop other models with the needed pattern of conformal symmetry breaking to achieve maximal chaos.

4.1 On the critical line

There are three parameters in the model, $T$, $J$ and $g$. By tuning $J$ and $g$ we can reach the phase transition where the parameters obey

$$2 \sqrt{\frac{g}{J}} \int_0^1 d\tilde{\omega} JA(\tilde{\omega}) \coth \frac{\beta \tilde{\omega}}{2} = 1$$

with

$$JA(\tilde{\omega}) = \frac{2}{\pi} \tilde{\omega} \sqrt{1 - \tilde{\omega}^2}$$

and $\tilde{\omega} = \frac{\omega}{2 \sqrt{gJ}}$. We plot the transition line relating $T$ and $g$, $J$ in Figure 9.

![Figure 9: Phase transition line as a function of $\sqrt{g/J}$ and $T/2\sqrt{gJ}$.](image)

Along the critical line the system is gapless and the spectral function of rotor field takes the simple form Eq. (39). So it’s easier to first discuss the chaos behavior along this critical line. Using the numerical method we can only obtain the chaos exponent for temperatures bigger than the step size of the discretized frequency interval $I$. Fortunately, for extremely low temperature, we can obtain a more precise relation between the chaos exponent and temperature using some approximations. When $T$ is small, the main equation Eq. (37) simplifies. First, the type-I rung contribution is

$$\int \frac{d\tilde{\omega}'}{2\pi} G_W(\tilde{\omega} - \tilde{\omega}') f(\tilde{\omega}', \tilde{\nu})$$

$$= \frac{1}{M} \int \frac{d\tilde{\omega}'}{2 \sinh[\frac{1}{2} \beta (\tilde{\omega} - \tilde{\omega}')] f(\tilde{\omega}', \tilde{\nu})$$

$$= \frac{1}{M} \int \frac{d\tilde{\omega}'}{\beta} \frac{A_\lambda (\tilde{\omega} - \tilde{\omega}')}{2 \sinh[\frac{1}{2} \beta (\tilde{\omega} - \tilde{\omega}')] f(\tilde{\omega}', \tilde{\nu}), \quad \tilde{\omega} = \tilde{\beta} \tilde{\omega}.}$$
At the limit $\tilde{\beta} \to \infty$, this integral is dominated by $(\bar{\omega} - \bar{\omega}')$ in the denominator. Thus we keep only the leading terms of the expansion of $A_\lambda$ in Appendix A,

$$A_\lambda \left( \frac{x}{\tilde{\beta}} \right) = \frac{1}{\Pi(0)^2} \frac{1}{2\pi^2} \left[ \frac{1}{3} \left( \frac{x}{\tilde{\beta}} \right)^3 + \frac{4}{3} \pi^2 \tilde{T}^2 \left( \frac{x}{\tilde{\beta}} \right) + \cdots \right]. \quad (41)$$

Note that we have dropped all the dimensionful parameters in the calculation.

To estimate the maximal eigenvalue of this integral kernal, we approximate $f(\tilde{\omega}')$ by $f(\tilde{\omega})$ and perform the integration, which gives

$$\frac{1}{M} \frac{2\pi^2 \tilde{T}^4}{\Pi(0)^2} f(\tilde{\omega}, \tilde{\nu}). \quad (42)$$

Similarly, the type-II rung contribution can be written as

$$M \int \frac{d\tilde{\omega}'}{2\pi} \frac{d\tilde{\omega}''}{2\pi} G_R(\tilde{\omega}'')G_R(-\tilde{\omega}'')G_W(\tilde{\omega} - \tilde{\omega}'')G_W(\tilde{\omega}'' - \tilde{\omega}') f(\tilde{\omega}', \tilde{\nu})$$

$$= \frac{1}{\beta^2} M \int dx \int dy G_R^\lambda \left( \tilde{\omega} + \frac{x}{\tilde{\beta}} \right) G_R^\lambda \left( -\tilde{\omega} - \frac{x}{\tilde{\beta}} \right) \frac{A(x)}{2 \sinh(\frac{1}{2}x)} \frac{A(y)}{2 \sinh(\frac{1}{2}y)} f \left( \tilde{\omega} + \frac{x}{\tilde{\beta}} + \frac{y}{\tilde{\beta}}, \tilde{\nu} \right). \quad (43)$$

We approximate $G_R(\tilde{\omega} + \frac{x}{\tilde{\beta}})$ by $G_R(\tilde{\omega})$, but still keep the $x$ and $y$ dependence of $f(\tilde{\omega} + \frac{x}{\tilde{\beta}} + \frac{y}{\tilde{\beta}}, \tilde{\nu})$ because later we will see that the eigenfunction of interest has to change rapidly near $\tilde{\omega}$. By extracting the temperature factors, we can see the $T^4$ dependence of type-II rung contribution:

$$\tilde{T}^4 \left( \frac{2}{\pi} \right)^2 M G_R(\tilde{\omega}) G_R(-\tilde{\omega}) \int d\tilde{\omega}' \int_{-\infty}^{\infty} dx \frac{x(\tilde{\omega} - \tilde{\omega}' - x)}{2 \sinh(\frac{1}{2}x) 2 \sinh(\frac{1}{2}(\tilde{\omega} - \tilde{\omega} - x))} f(\tilde{\omega}', \tilde{\nu}) \quad (44)$$

Finally, we analyze the self-energy contribution. By taking imaginary part of Eq. (68), we obtain

$$\frac{1}{\pi} \Im \Sigma_R(\omega) = \int dx A_\lambda(x) A(\omega - x)(n_B(x) - n_B(x - \omega)) \quad (45)$$

This function is non-negative for positive frequency. By the results in Appendix B, we know that the self-energy contribution in Eq. (37) is

$$2\Re(G_R^{(0)}(\omega)G_R^{(1)}(-\omega)) = -\frac{\Im \Sigma_R(\omega)}{\Im G_R^{(0)}(\omega)} \text{, for } |\omega| \in \mathcal{I}, \quad (46)$$

so it is always non-positive.

At small frequency and low temperature, Eq. (45) has the expansion

$$\frac{1}{\pi} \Im \Sigma_R(\tilde{\omega}) = \frac{1}{\Pi(0)^2} \left( \frac{1}{30\pi^3} \tilde{\omega}^5 + \frac{2}{3\pi} \tilde{\omega}^3 \tilde{T}^2 + \frac{32}{15} \pi \tilde{T}^4 \tilde{\omega} + \cdots \right). \quad (47)$$
The $\tilde{T}^4$ term dominates at small frequency. Since the positive contributions to chaos exponent are all proportional to $\tilde{T}^4$ at low temperature, we require the eigenfunction to center around $\tilde{\omega} = 0$ and decay rapidly within $O(\frac{1}{\tilde{\beta}})$.

Combining the type-I and type-II rung contributions, we obtain the chaos exponent at very low temperature:

$$\tilde{\lambda}_c = \frac{1.1 \times 10^3}{M} \tilde{T}^4$$  \hspace{1cm} (48)

and

$$\lambda_c = 2\sqrt{gJ}\tilde{\lambda}_c = \frac{138}{M} \frac{T^4}{(gJ)^{\frac{3}{2}}}.$$  \hspace{1cm} (49)

Here we comment that the $T^4$ dependence of chaos exponent for low temperature still hold for finite value of $M$, while the proportional constant in front of $T^4$ does depend on $M$. As commented in [46], the higher order of $\frac{1}{M}$ corrections don’t modify the scaling dimension of rotor field, so the leading non-analytic part of $G(i\omega_n)$ is always proportional to $|\omega_n|$. Then further check shows that, for $\lambda$ field two point function (Eq. (21)), these corrections only modify the constant $c$, while leave the scaling dimension unchanged. Therefore, $G_\lambda(i\omega_n)$ still have it’s leading non-analytic part proportional to $|\omega_n|^3$ at critical point. This guarantees the form of Eq. (41) and Eq. (44) up to a proportional constant. Then by a similar analysis of this section, one can show that the chaos exponent must be proportional to $T^4$ at low temperature for any value of $M$.

At higher temperature, numerical results show that the chaos exponent always increases with $T$. It saturates at some fixed number when $T$ goes to infinity.

$$\lim_{T\to\infty} \lambda_c = \frac{5.5\sqrt{gJ}}{M}$$  \hspace{1cm} (50)

The following table shows the results for finite temperature.

| $\tilde{\beta}$ | $M\tilde{\lambda}_c$ |
|----------------|------------------|
| 0.01           | 2.75             |
| 0.5            | 2.72             |
| 1              | 2.63             |
| 10             | 0.14             |
| 30             | 0.0014           |
| 60             | 0.000073         |

Table 1: Numerical data: along the phase transition line. In the table, $\tilde{\beta} = \frac{2\sqrt{gJ}}{T}$, and $\tilde{\lambda}_c = \frac{\lambda_c}{2\sqrt{gJ}}$. 
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4.2 At fixed ratio of $\frac{g}{J}$

Another case we studied is when $\frac{g}{J}$ is fixed and temperature changes. In this case, Eq. (38) is solved by the following ansatz,

$$JA(\tilde{\omega}) = \frac{2}{\pi} \text{sgn}(\omega) \sqrt{({\tilde{\omega}}^2 - \lambda' + \frac{1}{2})(\lambda' + \frac{1}{2} - {\tilde{\omega}}^2)}.$$  \hspace{1cm} (51)

At low temperature, we obtain the following condition by working with leading order approximation.

$$\delta\lambda \ln {\tilde{T}} + \frac{2\pi^2}{3} {\tilde{T}}^2 = 0 \hspace{1cm} (52)$$

where $\delta\lambda = \lambda' - \frac{1}{2}$. The thermal gap as a function of $T$ is determined by it since $\Delta(T) = 2\sqrt{gJ} \delta\lambda$. Unlike the previous case, the small frequency and low temperature expansion for spectral functions are more complicated, depending on the relative order of $\omega$ and $T$.

$$A_\lambda(\tilde{\omega}) = \left(\frac{1}{\Pi(0)}\right)^2 \frac{1}{\pi^2} \left[ \frac{1}{3} \tilde{\omega}^3 + 2\tilde{\omega}\delta\lambda \ln \tilde{T} + \frac{4\pi^2}{3} \tilde{T}^2 \tilde{\omega} \right] + \cdots, \hspace{0.5cm} \text{for } \omega \gg T$$

$$= \left(\frac{1}{\Pi(0)}\right)^2 \frac{1}{\pi^2} \left[ \frac{1}{3} \tilde{\omega}^3 + \frac{4\pi^2}{3} \tilde{T}^2 \tilde{\omega} \right] + \cdots, \hspace{0.5cm} \text{for } \omega \ll T. \hspace{1cm} (53)$$

We can see from this expression that the chaos exponent is still proportional to $T^4$ at low temperature. Then we present some results for general $T$.

| Inverse $\tilde{T}$ | Chaos exponent $M\tilde{\lambda}_c$ |
|---------------------|----------------------------------|
| 0.1                 | 121.97                           |
| 1                   | 4.27                             |
| 5                   | 0.20                             |
| 10                  | 0.037                            |
| 30                  | 0.00058                          |
| 60                  | 0.000037                         |

Table 2: Relation between chaos exponent and inverse temperature, with $J$ and $g$ fixed. In the table, $\tilde{\beta} = \frac{2\sqrt{gJ}}{T}$, and $\tilde{\lambda}_c = \frac{\lambda_c}{2\sqrt{gJ}}$.

4.3 Dependence on coupling constant $J$

We investigated the low temperature limit of the chaos exponent in the previous two sections. From the results, it seems that $\lambda_c$ is negatively related to $J$. However, this is not true since in both cases we required the ratio $\frac{g}{J}$ to be a constant which may depends on $T$, thus forcing $g$ to increase with $J$. From the Lagrangian we know that $g$ represents the relative importance of quantum effect and it's increase tends to negatively affects the chaos exponent. So in this section we examine numerically the effect of increasing $J$ with $g$ fixed.
The chaos exponent as a function of $T$, $\sqrt{Jg}$ and $\sqrt{\frac{J}{g}}$ is represented by $2\sqrt{gJ\tilde{\lambda}_c}\left(\frac{T}{\sqrt{Jg}}, \sqrt{\frac{J}{g}}\right)$. It changes to $2\sqrt{k\sqrt{gJ\tilde{\lambda}_c}\left(\frac{1}{\sqrt{k\sqrt{Jg}}}, \frac{1}{\sqrt{k}}\sqrt{\frac{J}{g}}\right)}$ as $J$ changes to $kJ$. The numerical results show that the new exponent is always smaller than the old one if $k$ is smaller than one, within paramagnetic phase. This matches with the intuition that chaos exponent increases with the magnitude of the random interaction.

| Inverse $\bar{T}$ | factor $k$ | Chaos exponent $\sqrt{\bar{k}\lambda_c}$ |
|-------------------|------------|------------------------------------------|
| $\bar{\beta}$    | 1         | 2.63                                     |
|                   | 0.8       | 2.17                                     |
|                   | 0.6       | 1.68                                     |
| 1                 | 1         | 0.14                                     |
|                   | 0.8       | 0.055                                    |
|                   | 0.6       | 0.025                                    |
| 10                | 1         | 0.0014                                   |
|                   | 0.8       | 0.000018                                 |
|                   | 0.6       | $1.3 \times 10^{-6}$                    |

Table 3: Relation between chaos exponent and coupling constant $J$, with $g$ and $T$ fixed. Decreasing $k$ denotes the decreasing of coupling $J$.

4.4 Pattern of conformal symmetry breaking

The crucial feature of the SYK model that produces maximal chaos is the explicit as well as spontaneous breaking of reparameterization symmetry. According to Ref. [45], this symmetry breaking pattern implies the existence of a pseudo-Goldstone mode with a low energy effective action suppressed by the large coupling constant $\beta J$. It is these pseudo-Goldstone modes that give an enhanced contribution proportional to $\beta J$ in the four point function, which saturates the chaos bound.

In the model that we study, by taking large $\beta \sqrt{Jg}$ limit, one also see invariance of Eq. (10) under reparameterization transformations of form

$$G(\tau_1, \tau_2) \rightarrow \left[ \frac{df(\tau_1)}{d\tau_1} \frac{df(\tau_2)}{d\tau_2} \right]^{\frac{1}{2}} G(f(\tau_1), f(\tau_2)),$$

$$\Sigma(\tau_1, \tau_2) \rightarrow \left[ \frac{df(\tau_1)}{d\tau_1} \frac{df(\tau_2)}{d\tau_2} \right]^{\frac{1}{2}} \Sigma(f(\tau_1), f(\tau_2))$$

(54)

However, there exists a function, namely $\delta(\tau_1 - \tau_2)$, that is invariant under such transformation. We can see that by taking $\tilde{\omega}_n$ to 0, the solution Eq. (11) in frequency space indeed reduces to a constant. Therefore, in this model, although the reparametrization symmetry is explicitly broken by the parameter $(\beta \sqrt{gJ})^{-1}$, it is not spontaneously broken to $SL(2, R)$ when $\beta \sqrt{gJ}$ goes to infinity. So it’s not surprising that the chaos exponent is not maximal in this model. On the other hand, the subleading contribution of order $(\beta \sqrt{gJ})^{-1}$ to the two point function is invariant under $SL(2, R)$ as shown in Eq. (15). This is required by
the conformal symmetry of the fixed point. Note that the conformal dimension is not the same as appeared in Eq. (54).
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A Propagator for $\lambda$ field

Since there is no dynamical terms for the auxiliary field $\lambda$ in the Lagrangian, the leading contribution to the $\lambda$ propagator must comes from a loop correction as in Figure 1. The polarization function is

$$M\Pi(i\omega_n) = \sum_{\mu=1}^{M} \frac{1}{2} T \sum_{\nu_n} G(i\nu_n)G(-i\nu_n + i\omega_n)$$

$$= M \frac{1}{2} \int \frac{dz}{2\pi i} \int dx \frac{A(x)}{z - x} \int dy \frac{A(y)}{i\omega_n - y - n_B(z)}$$

$$= M \frac{1}{2} \int dx \int dy \frac{A(x)A(y)}{i\omega_n - x - y} [n_B(-y) - n_B(x)]$$

(55)

$A(x)$ is the spectral function for the rotor field. So the integration is performed on the region where $A(x)A(y)$ is non-zero. In particular, at critical point $A(\tilde{\omega}) = \frac{2}{\pi} \tilde{\omega} \sqrt{1 - \tilde{\omega}^2}$, with $\tilde{\omega} \in [-1, 1]$. In general, the expression above cannot be simplified further, but if we look at the strong coupling limit, which amounts to taking $\tilde{\omega}$ to be small, an analytic expression can be obtained. First, we rewrite Eq. (55) as

$$\Pi(i\omega_n) = -\int dt \frac{f(t)}{i\omega_n - t}$$

(56)

where

$$f(t) = \frac{1}{2} \int dx A(x)A(t - x)[n_B(x) - n_B(x - t)]$$

$$= \frac{2\sqrt{Jg}}{\pi^2 J^2} \left( \frac{1}{3} \Gamma^3 + \frac{4}{3} \pi^2 \tilde{T}^2 \Gamma + \cdots \right)$$

(57)

This gives the non-analytic part of $\Pi(i\omega_n)$,

$$\Pi(i\omega_n) = 2\frac{\sqrt{Jg}}{\pi J^2} \left( \frac{1}{3} |\tilde{\omega}_n|^3 - \frac{4}{3} \pi^2 \tilde{T}^2 |\tilde{\omega}_n| + \cdots \right) + \text{analytic part.}$$

(58)

The non-analytic part of $G_{\lambda}(i\omega_n)$ can also be expanded in $|\tilde{\omega}_n|$ and $\tilde{T}$,

$$G_{\lambda}(i\omega_n) = -\frac{1}{M\Pi(i\omega_n)}$$

$$= \frac{1}{M \Pi(0)^2} \frac{2\sqrt{Jg}}{\pi^2 J^2} \left( \frac{1}{3} |\tilde{\omega}_n|^3 - \frac{4}{3} \pi^2 \tilde{T}^2 |\tilde{\omega}_n| + \cdots \right) + \text{analytic part.}$$

(59)
Finally, by Fourier transformation we obtain the imaginary time propagator of $\lambda$ field at strong coupling limit,

$$T \sum_n G_\lambda(i\omega_n)e^{-i\omega_n \tau} = j^2 \frac{c}{\sin^4(\frac{\pi \tau}{\beta})}. \quad (60)$$

### B Self-energy correction

In this section, we compute the self-energy correction (see Figure 7),

$$\frac{1}{M} \Sigma(i\omega_n) = T \sum_n G(i\omega_n - i\nu_n)G_\lambda(i\nu_n) \quad (61)$$

where

$$G_\lambda(i\nu_n) = -\frac{1}{M \Pi(i\nu_n)}. \quad (62)$$

Note that the summation in Eq. (61) is not convergent since $G_\lambda(z)$ defined in Eq. (62) diverges like $z^2$ for some constant $a$ as $z$ goes to $\infty$. So we regularize $G_\lambda$ by multiplying to it a factor $\frac{1}{1-\epsilon z^2}$ with a small $\epsilon$. Physically, this means we soften the delta function constraint in Eq. (5) by adding a small quadratic term for $\lambda$ in the Lagrangian

$$Z = \int D\lambda Dne^{\sum_i \frac{1}{2}(aM\lambda x_{\lambda m} - \lambda_{m i} n_i) + \ldots} \quad (63)$$

and finally take $\epsilon$ to zero. When we convert the summation in Eq. (61) to contour integral, the effect of this factor is to introduce two poles at $\pm \frac{1}{\sqrt{\epsilon}}$ in the integrand. Now we first evaluate the integral around branch cuts of function $G_\lambda(z)$ and $G(z)$. Denoting this part by $\Sigma_1(i\omega_n)$

$$\frac{1}{M} \Sigma_1(i\omega_n) = \int \frac{dz}{2\pi i} G(i\omega_n - z)G_\lambda(z)n_B(z)$$

$$= -\int \frac{dz}{2\pi i} \int dx \frac{A(x)}{z - i\omega_n - x}G_\lambda(z)n_B(z) + \frac{2i}{2\pi i} \int dx \Re[G_\lambda(x + i0^+)]G(x - i\omega_n)n_B(x)$$

$$= \int dx [A(x)G_\lambda(x + i\omega_n)n_B(x) + \frac{1}{\pi} \Re[G_\lambda(x + i0^+)]G(x - i\omega_n)n_B(x)] \quad (64)$$

In the second line, we integrated around the branch cut of $G(i\omega_n + z)$ and $G_\lambda(z)$ respectively. Define

$$\frac{1}{M} A_\lambda(x) = \frac{1}{\pi} \Re G_\lambda(x + i0^+) \quad (65)$$

Then from Eq. (64), we have that

$$\frac{1}{M} \Sigma_1(i\omega_n) = \int dx A(x)G_\lambda(x + i\omega_n)n_B(x) - \frac{1}{M} \int dx \int dy \frac{A_\lambda(x)A(y)n_B(x)}{i\omega_n - x - y} \quad (66)$$
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The integration in $x$ and $y$ are over regions on real axis, where $A(y)$ and $A_{\lambda}(x)$ are non-zero. Note that we didn’t express $G_{\lambda}$ in terms of $A_{\lambda}(x)$ in the first term. In fact $G_{\lambda}$ cannot be represented by its spectral function in the usual way, since from Eq. (62) $G_{\lambda}(z)$ is divergent as $z \to \infty$. Then we include in Eq. (66) the contribution from the two poles at $z = \pm \frac{1}{\sqrt{\epsilon}}$. Denoting this part by $\Sigma_2$, we have

$$\frac{1}{M}\Sigma_2(i\omega_n) = \frac{1}{2\sqrt{\epsilon}} G \left( \frac{i\omega_n - \frac{1}{\sqrt{\epsilon}}}{\frac{1}{\sqrt{\epsilon}}} \right) G_{\lambda} \left( \frac{1}{\sqrt{\epsilon}} \right) n_B \left( \frac{1}{2\sqrt{\epsilon}} \right) - \frac{1}{2\sqrt{\epsilon}} G \left( \frac{i\omega_n + \frac{1}{\sqrt{\epsilon}}}{\frac{1}{\sqrt{\epsilon}}} \right) G_{\lambda} \left( -\frac{1}{\sqrt{\epsilon}} \right) n_B \left( -\frac{1}{\sqrt{\epsilon}} \right)$$

$$\xrightarrow{\epsilon \to 0} \frac{1}{2\sqrt{\epsilon}} G \left( \frac{1}{\sqrt{\epsilon}} \right) G_{\lambda} \left( \frac{1}{\sqrt{\epsilon}} \right) \coth \left( \frac{\beta}{2\sqrt{\epsilon}} \right) + \frac{i\omega_n}{2\sqrt{\epsilon}} G' \left( \frac{1}{\sqrt{\epsilon}} \right) G_{\lambda} \left( \frac{1}{\sqrt{\epsilon}} \right)$$

(67)

Since $\frac{1}{\sqrt{\epsilon}}$ is very large, the coth function can be set to one. So the leading order term is proportional to $\frac{1}{\sqrt{\epsilon}}$ and divergent as $\epsilon \to 0$. Adding Eq. (66) and Eq. (67) we get

$$\frac{1}{M} \Sigma_R(\omega) = \int dx A(x) G_{\lambda}(x + \omega + i0^+) n_B(x) - \frac{1}{M} \int dx \int dy A_{\lambda}(x) A(y) n_B(x)$$

$$\omega - x - y + i0^+ + \lim_{\epsilon \to 0} \frac{1}{2\sqrt{\epsilon}} G' \left( \frac{1}{\sqrt{\epsilon}} \right) G_{\lambda} \left( \frac{1}{\sqrt{\epsilon}} \right) \omega + O \left( \frac{1}{M \sqrt{\epsilon}} \right).$$

(68)

The divergent part is not a problem, since it will be canceled when we add the self-energy diagrams in Figure 10.

$$\frac{1}{2} MT \sum_n G(i\omega_n)$$

Figure 10: Other diagrams contributing to the self-energy.

After including the self-energy correction, the Schwinger-Dyson equation for the rotor field two point function is modified to

$$G(i\omega_n)^{-1} = \frac{\omega_n^2}{g} + \lambda - J^2 G(i\omega_n) - \frac{1}{M} \tilde{\Sigma}(i\omega_n)$$

(69)

Solving this equation we obtain

$$G(i\omega_n) = G^{(0)}(i\omega_n) + \frac{1}{M} G^{(1)}(i\omega_n)$$

$$= G^{(0)}(i\omega_n) + \frac{1}{M J^2 - G^{(0)}(i\omega_n)^{-2}}$$

(70)
where \( c_M = \lambda - \lambda^{(0)} \) is a constant. \( \hat{\Sigma}(i\omega_n) \) is the finite part of \( \Sigma(i\omega_n) \) after subtracting the \( O(1/\sqrt{\epsilon}) \) term. The pole in Eq. (32) is modified to

\[
\int d\omega \frac{G_R(\omega)^2 G_R(\nu - \omega)^2}{1 - J^2 G_R(\omega) G_R(\nu - \omega)} \to \frac{1}{2} \frac{\pi}{J^2} A(\omega) - i\nu - \frac{\pi}{4} \frac{J A(\omega)}{\omega} J^2 \mathcal{R}(G_R^{(0)}(-\omega) G_R^{(1)}(\omega))
\]  

(71)

When \( \omega \) lies in the interval such that \( A(\omega) \neq 0 \), we have

\[
\mathcal{R}(G_R^{(0)}(-\omega) G_R^{(1)}(\omega)) = \frac{1}{J^4} \mathcal{R}\left( \frac{c - \hat{\Sigma}_R(\omega)}{G_R(\omega) - G_R(-\omega)} \right) = \frac{1}{J^4} - 3 \hat{\Sigma}_R(\omega)
\]

(72)

This function is always non-positive since both the denominator and numerator are non-negative functions. The constant \( c \) need not to be determined for our purposes, but it can be fixed by demanding

\[
T \sum_n G(i\omega_n) = 1.
\]

(73)

C Details of numerical calculation

In Eq. (37), we redefine \( f'(\omega, \nu) = \sqrt{\frac{A(\omega)}{\omega}} f(\omega, \nu) \). Then it is converted to an eigenvalue problem with a symmetric kernel,

\[
K(\omega, \omega') := \frac{\pi}{4 M} \left[ \sqrt{\frac{J A(\omega)}{\omega}} \frac{J A(\omega')}{\omega'} G_{\text{rung}}(\omega, \omega') + 2 \frac{J A(\omega)}{\omega} \mathcal{R}(G_R^{(0)}(-\omega) G_R^{(1)}(\omega)) (2\pi) \delta(\omega - \omega') \right]
\]

(74)

and

\[
\partial_t f'(\omega, t) = \int \frac{d\omega'}{2\pi} K(\omega, \omega') f'(\omega', t).
\]

(75)

In the practical calculations, we only deal with the normalized frequency \( \tilde{\omega} := \frac{\omega}{2\sqrt{gJ}} \). Since \( A(\tilde{\omega}) \) is non-zero only when \( |\tilde{\omega}| \) lies in finite interval \( I = [\sqrt{\lambda' - \frac{1}{2}}, \sqrt{\lambda' + \frac{1}{2}}] \), approximately we can say that \( f(\omega, \nu) \) is only non-zero on \( I \). Then we discretize this interval and diagonalize the kernel numerically by treating Eq. (75) as a matrix equation,

\[
\partial_t \hat{f}(t) = \hat{K} \hat{f}(t)
\]

(76)

where \( \hat{f}(t) \) is a vector whose components are \( f(\tilde{\omega} = \frac{\omega}{m}, t) \). \( \hat{K} \) is a matrix with matrix elements \( \hat{K}_{ij} = \frac{1}{m} \frac{J}{2\pi} K(\frac{\omega}{m}, \frac{\omega'}{m}) \). \( \frac{1}{m} \) is the step size. In our calculation, we take it to be \( \frac{1}{100} \). At low temperature, we refine the gridding in the region where \( n_B(x) \) varies fast, in order to improve the precision. Then we found the maximal eigenvalue \( \lambda_m \) of \( \hat{K} \) by diagonalizing it using Mathematica. If \( \lambda_m \) is positive, the corresponding growing mode will dominate for large \( t \). So we identify the chaos exponent \( \hat{\lambda}_c \) as \( \lambda_m \).
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