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Abstract

Existing text-to-SQL research only considers complete questions as the input, but lay-users might strive to formulate a complete question. To build a smarter natural language interface to database systems (NLIDB) that also processes incomplete questions, we propose a new task, prefix-to-SQL which takes question prefix from users as the input and predicts the intended SQL. We construct a new benchmark called PAGSAS that contains 124K user question prefixes and the intended SQL for 5 sub-tasks Advising, GeoQuery, Scholar, ATIS, and Spider. Additionally, we propose a new metric SAVE to measure how much effort can be saved by users. Experimental results show that PAGSAS is challenging even for strong baseline models such as T5. As we observe the difficulty of prefix-to-SQL is related to the number of omitted tokens, we incorporate curriculum learning of feeding examples with an increasing number of omitted tokens. This improves scores on various sub-tasks by as much as 9% RECALL and 3.9% SAVE scores on sub-task GeoQuery in PAGSAS.

1 Introduction

Text-to-SQL aims to translate natural utterances to executable SQL queries in relational databases. Effective natural language interfaces to databases (NLIDB) give lay-people access to vast amounts of data stored in relational databases (Finegan-Dollak et al., 2018). However, existing text-to-SQL research only considers complete questions as the input. Users might struggle to formulate proper questions to retrieve their desired information (Sordoni et al., 2015; McCamish et al., 2018).

To build a more user-friendly NLIDB model as shown in Figure 1, we propose a new task, prefix-to-SQL which takes the prefix of user questions and predicts the intended SQL for the database system. For the second stage of SQL-to-text, we collect canonical rules for converting the intended SQL queries to question texts. Users can quickly choose one of the suggested question completions or alternatives and thus do not have to type the whole question by themselves (Bhatia et al., 2011; Shokouhi, 2013; Cai and De Rijke, 2016). The rules guarantee that the suggested question matches the SQL query (Yao et al., 2019). Thus the executed SQL query is what the user intends.

We focus on prefix-to-SQL in Figure 1 in this work. To simplify and better define prefix-to-SQL, we make three assumptions: (1) Examples from the original text-to-SQL dataset represent how database users are “likely” to query the database. We consider these SQL queries as “correct” SQL predictions for prefix-to-SQL because we think users would have similar intentions to the existing database users. (2) We consider SQL queries that are not in the original text-to-SQL dataset as “incorrect” because they are “unlikely” SQL queries when users query the database. In other words, we do not want our models to cover all possible combinations of tables, columns, and values for SQL. Instead, models need to learn how users are “likely” to query the database in their daily usage. (3) Following query auto-completion works in information retrieval (Sordoni et al., 2015; Bhatia et al., 2011), we consider the question prefix to be
the primary incomplete question type and work on prefix-to-SQL in this work.

For prefix-to-SQL, we build the PAGSAS benchmark, which consists of 5 sub-tasks and 124K examples from Advising (Finegan-Dollak et al., 2018), GeoQuery (Zelle and Mooney, 1996a), Scholar (Iyer et al., 2017), ATIS (Price, 1990; Dahl et al., 1994) and Spider (Yu et al., 2018) (Examples in Table 1). To evaluate the performance of our baseline models on PAGSAS, we present RECALL and MRR scores for how many SQL predictions are correct and how high the model ranks the first correct SQL query, respectively. Additionally, we propose a new metric, SAVE which measures how much user effort can be saved by models from the user’s perspective.

Our results show that both generative and retrieval models can predict SQL queries that match the user’s intention, but the scores are much lower than the original text-to-SQL task (Finegan-Dollak et al., 2018; Dong and Lapata, 2018a; Yin and Neubig, 2018; Cao et al., 2019; Rubin and Berant, 2021; Huang et al., 2021; Cao et al., 2021; Shi et al., 2020; Zhao et al., 2021; Yu et al., 2021). PAGSAS is challenging even for strong baseline models such as T5. By analysis of models’ performance, we find prefix-to-SQL differs from the original text-to-SQL task. For the original text-to-SQL task, short SQL queries are considered easier than longer ones (Finegan-Dollak et al., 2018). In contrast, models’ performance is negatively correlated with the number of omitted tokens for prefix-to-SQL. Thus, prefix-to-SQL poses new challenges compared to the existing text-to-SQL.

Based on our analysis, we adopt curriculum learning by feeding examples with an increasing number of omitted tokens. This significantly improves the model’s performance on various sub-tasks in PAGSAS. On sub-task GeoQuery, T5 with curriculum learning improves RECALL and SAVE by as much as 9% and 3.9%, respectively.

In summary, our contributions are three-fold:

- We introduce a new task prefix-to-SQL with the PAGSAS dataset that predicts SQL queries based on their question prefix. We design a new metric SAVE and evaluate baselines’ performance with metrics RECALL, MRR and SAVE on PAGSAS.

- Experiments show that PAGSAS is challenging even for strong text-to-SQL baseline models such as T5. We analyze the baseline results and demonstrate that prefix-to-SQL poses new challenges to existing models.

- We propose curriculum learning based on number of omitted tokens in the prefix, which improves scores on various sub-tasks by as much as 9% RECALL scores on sub-task GeoQuery in PAGSAS.

### 2 Related Work

**Question Auto-completion** Our task is inspired by the task of question auto-completion (QAC), but target at predicting SQL queries based on the incomplete question. QAC refers to that when the user gives a prefix, the user interface proposes alternative ways of extending the prefix to a full question query (Cai and De Rijke, 2016). This task is also known as type-ahead (Xiao et al., 2013; Cai et al., 2014; Li et al., 2009, 2011) or auto-complete suggestion (Jain and Mishne, 2010). Early work on QAC primarily focused on word prediction (Vanderheiden and Kelso, 1987; Swifflin et al., 1987; Darragh and Witten, 1991), while sentence completion received more attention later (Grabski and Scheffer, 2004; Bickel et al., 2005; Nandi and Jagadish, 2007). The task of sentence completion refers to that when the user gives a sentence’s initial fragment, the system identifies the remaining part of the sentence that the user intends to write (Cai
Table 2: Statistics for each domain in PAGSAS on question splits (“Q” columns) and SQL query splits (“S” columns). “#” means “the number of”, “µ” means “the average number of”. Because each SQL query corresponds to a complete question, # complete questions = # SQL. Note that µ omitted tokens ≠ µ tokens in complete questions - µ tokens in prefix, because we group prefix as described in Section 3.1.

3 Task Definition and Dataset Construction

We will focus on prefix-to-SQL as presented in Figure 1. For the second stage SQL-to-text, we present some of the rules in Table 6 in Appendix A.1.

3.1 Dataset Construction

Construction Methodology Following query auto-completion in information retrieval (Park and Chiba, 2017; Bar-Yossef and Kraus, 2011; Krishnan et al., 2020), we generate question prefixes from the first to the last token of each question from the existing text-to-SQL datasets. Note that prefixes spanning to the last token represent the complete question. We include this because users might go ahead and type their entire question in actual usages of our system.

For a question prefix $q^{pre}$, we assume the complete question $q^{cmp}$ represents the user’s intention, and the corresponding gold SQL $s^{gold}$ is the SQL representation of the user’s intention. Note that a question prefix can extend to multiple complete questions, so we group gold SQL queries if their corresponding complete questions share the same question prefix. We treat these SQL queries as the gold SQL predictions for the prefix following our first and second assumptions in Section 1. Therefore, each example in our dataset contains a question prefix $q^{pre}$ and its corresponding list of $L$ gold SQL queries $S^{gold}$ that matches the user’s intention:

$$S^{gold} = \{s^{gold}_1, s^{gold}_2, \ldots, s^{gold}_L\}$$ (1)

Source Text-to-SQL Datasets We construct PAGSAS by Prefixes for Advising, GeoQuery, Scholar, ATIS, and Spider because these large-scale datasets contain user questions collected in different domains and their corresponding SQL queries are manually annotated. As these datasets
contain different domain knowledge (Suhr et al., 2020), we treat them as different sub-tasks and perform experiments on each of them separately. We exclude data that is annotated as “exclude” by Finegan-Dollak et al. (2018).

For the original datasets other than Spider, we adopt the question split and the SQL query split following Finegan-Dollak et al. (2018). Question split splits data based on their complete questions, and SQL query split splits data based on their corresponding SQL templates. Note that question split is a common real-world setting as users tend to concern information about certain fields. For instance, in the original GeoQuery dataset, 66.25% of SQL queries include the column “state_name” from table “state” while only 0.11% SQL queries (1 SQL query) include the column “country_name” under the table “river”. But still, people might come up with questions or type in question prefixes that correspond to an unseen SQL. To evaluate the model under this challenge, we also include SQL query split in our experimental settings.

The original Spider dataset is a large cross-domain text-to-SQL dataset that consists of 10,181 questions and 5,693 unique complex SQL queries across 138 domains (Yu et al., 2018). The primary evaluation for the original Spider dataset is in the cross-database setting, where models are evaluated on examples for databases not seen during training. One of the primary challenges in this setting is the generalization to new database schemas, while in our task, it does not make sense to suggest questions or predict the corresponding SQL query for a completely unseen domain. Following Shaw et al. (2021), we adopt a setting similar to an alternative setting called the example split in the original dataset (Yu et al., 2018) where the databases are shared between train and test examples. Similar to Shaw et al. (2021), we identify examples from training set databases that contain more than 50 examples to ensure sufficient coverage over table and column names in the training data. We then generate two new training, validation, and test splits consisting of 2789 training, 493 validation, and 1094 test examples across 51 databases: a random split (question split) and a split based on SQL template (SQL query split).

Then we use the aforementioned construction methodology to construct PAGSAS for both question split and SQL query split.

**Dataset Analysis** Table 2 reports the statistics for PAGSAS. Figure 2a, 2b show the stacked distribution of the number of omitted tokens from complete questions and the number of omitted entities for question split; (c) the number of omitted tokens (vertical axis) v.s. the number of omitted entities (horizontal axis) for question split. The horizontal axis represents (a) the number of omitted tokens, (b) the number of entities in the omitted text for each sub-task in PAGSAS. The vertical line in (a) and (b) represents the corresponding number of examples.

**Dataset Analysis** Table 2 reports the statistics for PAGSAS. Figure 2a, 2b show the stacked distribution of the number of omitted tokens from complete questions and the number of omitted entities for question split; (c) the number of omitted tokens (vertical axis) v.s. the number of omitted entities (horizontal axis) for question split. The horizontal axis represents (a) the number of omitted tokens, (b) the number of entities in the omitted text for each sub-task in PAGSAS. The vertical line in (a) and (b) represents the corresponding number of examples.
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3.2 Prefix-to-SQL Task Definition and Evaluation

Given the database schema \( c \) and a question prefix \( q^{\text{pre}} \), the model generates a list of top \( K \) SQL queries that match possible complete questions:

\[
S_K^\text{gold} = \{s_1^\text{gold}, s_2^\text{gold}, \ldots, s_K^\text{gold}\}
\]

Based on our first and second assumptions in the Section 1, we will only consider complete questions in the original text-to-SQL dataset as the gold SQL queries.

**Evaluation Metrics** We use RECALL to evaluate how many predicted SQL queries match the gold SQL queries. The equation is given as follows:

\[
\text{RECALL} = \frac{|S^\text{gold} \cap S^\text{sg} \text{ K}|}{|S^\text{gold}|}
\]

Additionally, we report mean reciprocal rank (MRR) (Schütze et al., 2008) scores to calculate how high the model will rank the first correctly predicted SQL query.

But neither RECALL nor MRR can measure how much effort users can save using the system. Thus, we propose \( \text{SAVE} \) to measure how well the model can save user effort. For each complete question \( q^{\text{cmp}} \), \( \text{SAVE} \) calculates which token (token \( t \)) the model can start predicting the correct SQL query corresponding to \( q^{\text{cmp}} \). Tokens after \( t \) in \( q^{\text{cmp}} \) are tokens the user does not need to type. When the model does not predict anything correct, \( \text{SAVE} \) becomes 0. Formally, we define \( \text{SAVE} \) as:

\[
\text{SAVE} = \frac{\text{len}(q^{\text{cmp}})}{\text{len}(q^{\text{cmp}})} - \min \{\text{len}(q^{\text{cmp}})\}_{s_j \in S}
\]

for \( |S| > 0 \) and \( \text{SAVE} = 0 \) for \( |S| = 0 \). In Eq 3, \( S \) is the set of SQL queries that are correctly predicted, given each prefix \( q_i^{\text{pre}} \) of the complete question \( q^{\text{cmp}} \). \( s_j \) is one of the correctly predicted SQL queries in \( S \). Function \( \text{len}() \) calculates the number of tokens.

For all the aforementioned metrics, we use the exact match result to judge the correctness.

**Metrics’ Ceiling Scores** There exist certain examples in PAGSAS where there are more than 5 gold SQL queries so that models cannot achieve 100% RECALL. The maximum average RECALL@5 and RECALL@10 scores a model can achieve in PAGSAS are 97% to 99% for each sub-task. For MRR, the maximum score a model can achieve will be 100% across all sub-tasks if the first SQL prediction is among the gold SQL queries. For \( \text{SAVE} \), the maximum score the model can achieve theoretically is 100%, but in practice, it is impossible to reach 100% because models cannot predict the correct corresponding SQL query with a zero-length prefix.

4 Baseline Models

We regard prefix-to-SQL task either as a SQL generation task or a SQL retrieval task. Thus, we experiment with baselines from both SQL generation models and retrieval models.

**Generation-based Model** We experiment with seq2seq models using a Bi-LSTM encoder and a LSTM decoder (Hochreiter and Schmidhuber, 1997) directly on question prefixes to generate SQL. We name the seq2seq model \( \text{PF-S2S} \). Seq2seq with attention (\( + \text{ATTN} \)), as well as seq2seq with attention and copy mechanism (\( + \text{ATTN + COPY} \)) are also evaluated. \( \text{T5} \) (Raffel et al., 2020) is a pre-trained sequence-to-sequence model based on the Transformer architecture (Vaswani et al., 2017). Following Shaw et al. (2021); Hazoom et al. (2021), we use T5 as our baseline model. Unlike the traditional setting where one question has a single gold SQL, a question prefix can match multiple gold SQL queries in prefix-to-SQL. Thus, our models optimize the sum of log-likelihood of all gold SQL queries following Jin and Ghahramani (2003):

\[
L = \sum_{q^{\text{pre}}} \log P(s_i^{\text{gold}}|q^{\text{pre}})
\]

We also use a two-stage model (QAC-S2S) that first uses the GPT2 language model (Radford et al., 2019) to auto-complete question prefixes to form complete questions. Then seq2seq with attention and copy mechanism translates the complete question into SQL queries. The two stages are trained separately, and we select the top K SQL predictions during testing.

**Retrieval-based Model** We finetune the RoBERTa (Liu et al., 2019) model to generate the embeddings for both question prefixes and historical SQL queries (SQL queries in the training set). We use the dot-product of their embeddings to represent the similarity between question prefix and SQL query. Historical SQL queries with the K highest similarity scores will be retrieved for
a question prefix during the inference. We use EMB-RTR to denote this model.

Additionally, we train a RoBERTa-based classification model (CLS-RTR) to distinguish relevant SQL queries from irrelevant SQL queries. The model predicts whether the SQL matches the intention of the question prefix directly. During inference, we rank all historical SQL queries and retrieve top K SQL queries based on the predicted probability by CLS-RTR.

5 Baseline Results and Analysis

Overall Results. Table 3 shows scores in terms of the three metrics on PAGSAS. Models that achieve good RECALL scores also achieve good MRR and SAVE scores, which indicates that models predicting the most number of correct gold SQL queries also rank the correct SQL queries higher and save more user efforts.

We do not report scores for retrieval models on SQL query split because retrieval models fail to retrieve unseen SQL queries. But in question split where the same SQL query might appear in training, CLS-RTR achieves a RECALL@5 of 60%, outperforming generative models on sub-task Spider (the highest RECALL@5 for generative models is 44%). Although CLS-RTR outperforms EMB-RTR on all the sub-tasks, CLS-RTR requires much more running time than EMB-RTR because it needs to run the RoBERTa classification model on all historical SQL queries with the given question prefix. In contrast, EMB-RTR can calculate and cache historical SQL embeddings in advance.

QAC-S2S achieves a good RECALL@5 (37%) on sub-task GeoQuery (same as RECALL@5 for T5). However, QAC-S2S performs poorly on sub-task Spider (< 1% RECALL@5) because the second stage is doing the original text-to-SQL on complete questions, and seq2seq models perform poorly on the original Spider (16.0% reported by (Yu et al., 2018)) compared to 71% on the original GeoQuery dataset reported by (Finegan-Dollak et al., 2018)). The cascade of errors in the two stages result in the poor performance of QAC-S2S on sub-task Spider.

T5 is a strong baseline as it achieves the highest RECALL@5 scores on sub-tasks Advising and Scholar (45% and 36%, respectively). In terms of RECALL@5 scores, T5 outperforms variants of PF-S2S (22% on Advising, 14% on Scholar) and QAC-S2S (8% on Advising, 11% on Scholar) by a large margin on Advising and Scholar. So are the cases for MRR and SAVE (For MRR@5 and SAVE@5, T5 achieves 39% and 29% on Advising while the second-highest are 19% and 12%, respectively). We use T5 as a strong baseline for our later curriculum learning setting because the performance of PF-S2S is comparable to QAC-S2S in most cases, and there is no clear indication that auto-completing prefix will benefit our task.

Generalization to Unseen SQL queries As discussed in Section 3.1, SQL query split is a challenging setting because of the unseen SQL templates

Table 3: RECALL@5 (R), MRR@5 (M) and SAVE@5 (S) in percentage for each subtask in PAGSAS on question split. We omit the results for sub-tasks Advising and Scholar where the same SQL query might appear in training, (S) in percentage generative models on SQL query split.

Table 4: RECALL@5 (R), MRR@5 (M) and SAVE@5 (S) in percentage generative models on SQL query split. We omit the results for sub-tasks Advising and Scholar where the same SQL query might appear in training, (S) in percentage generative models on SQL query split.

Table 3 shows scores in terms of the three metrics on PAGSAS. Models that achieve good RECALL scores also achieve good MRR and SAVE scores, which indicates that models predicting the most number of correct gold SQL queries also rank the correct SQL queries higher and save more user efforts.

We do not report scores for retrieval models on SQL query split because retrieval models fail to retrieve unseen SQL queries. But in question split where the same SQL query might appear in training, CLS-RTR achieves a RECALL@5 of 60%, outperforming generative models on sub-task Spider (the highest RECALL@5 for generative models is 44%). Although CLS-RTR outperforms EMB-RTR on all the sub-tasks, CLS-RTR requires much more running time than EMB-RTR because it needs to run the RoBERTa classification model on all historical SQL queries with the given question prefix. In contrast, EMB-RTR can calculate and cache historical SQL embeddings in advance.

QAC-S2S achieves a good RECALL@5 (37%) on sub-task GeoQuery (same as RECALL@5 for T5). However, QAC-S2S performs poorly on sub-task Spider (< 1% RECALL@5) because the second stage is doing the original text-to-SQL on complete questions, and seq2seq models perform poorly on the original Spider (16.0% reported by (Yu et al., 2018)) compared to 71% on the original GeoQuery dataset reported by (Finegan-Dollak et al., 2018)). The cascade of errors in the two stages result in the poor performance of QAC-S2S on sub-task Spider.
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Generalization to Unseen SQL queries As discussed in Section 3.1, SQL query split is a challenging setting because of the unseen SQL templates
Figure 3: T5’s (a) Recall@5 v.s. number of omitted tokens, (b) Recall@5 v.s. prefix length (number of tokens in prefix), (c) Recall@5 v.s. SQL length (number of tokens in SQL) on question split for each sub-task in PAGSAS. We plot Recall@5 corresponding to ≥ 50 and ≥ 100 examples for sub-tasks other than Spider and Scholar, respectively. Recall@5 is negatively correlated with number of omitted tokens and possesses no monotonic relationships with either prefix length or SQL length.

Figure 4: Save@5 v.s. omitted entity types for T5 for the top 4 most popular omitted entity types. T5 achieves similar Save@5 of around 50% to 60% on GPE, ORG, DATE, and CARDINAL on question split, and 35% to 40% on SQL query split. In other words, if users intend to ask questions including GPE (geopolitical entity), the model can auto-complete that entity for around 50% of the time if it sees the SQL template before.

Performance Analysis: Figure 4 shows T5’s Save@5 v.s. the omitted entity types. T5 achieves similar Save@5 of around 50% to 60% on GPE, ORG, DATE, and CARDINAL on question split, and 35% to 40% on SQL query split. In other words, if users intend to ask questions including GPE (geopolitical entity), the model can auto-complete that entity for around 50% of the time if it sees the SQL template before.

In Figure 3, T5’s Recall@5 scores are negatively correlated with the number of omitted tokens but possess no monotonic relationships with either the prefix length (number of tokens in the prefix) or SQL length (number of tokens in SQL queries). This differs prefix-to-SQL task from the original complete text-to-SQL task, as short SQL queries are considered easier than longer ones in the original text-to-SQL task (Finegan-Dollak et al., 2018). As discussed in Section 3.1, the number of omitted tokens possesses a positive linear relationship with the number of omitted entities as shown in Figure 2c. The hardness of the task is negatively correlated with the number of omitted tokens or the number of omitted entities as well.

6 Curriculum Learning

Based on our discovery of the relationship between Recall and the number of omitted tokens, we propose the use of curriculum learning (Bengio et al., 2009) to improve the T5 performance. The setups are shown in Figure 5. We propose the scoring function as:

\[ g_{\text{score}} = \text{len}(q^{\text{pre}}) - \text{len}(q^{\text{imp}}) \]  

(5)

to score the difficulty of each example (based on Eq 4, we use \( q^{\text{pre}} \) for each SQL query in \( S^{\text{gold}} \) as a
Table 5 shows the comparison of \textsc{recall}@5, MRR@5 and \textsc{save}@5 scores between the original T5 and T5 with curriculum learning. In PAGSAS, T5 with curriculum learning improves \textsc{recall}@5 on ATIS, GeoQuery, Scholar and Spider for question split, on Advising, ATIS, GeoQuery and Scholar for SQL query split. It improves \textsc{recall}@5 for as much as 9% on SQL query split for ATIS (T5+CL achieves 24.0% while T5 achieves 14.7%); MRR@5 for as much as 16% on question split for Spider (T5+CL achieves 36.1% while T5 achieves 19.7%); \textsc{save}@5 for as much as 3.9% on question split for GeoQuery (T5+CL achieves 14.7% while T5 achieves 10.8%).

Figure 6 shows comparison of \textsc{recall}@5 for T5 and T5 + CL for sub-task GeoQuery on question split. By involving the curriculum, the model achieves better \textsc{recall}@5 scores on different levels of difficulties for prefix-to-SQL. Although T5+CL improves performances for various sub-tasks, for sub-task advising on question split and Spider on SQL query split, we find that T5+CL
Figure 7: Prefixes with the least number of tokens where both models can predict the correct gold SQL in sub-task GeoQuery. T5+CL correctly predicts the gold SQL with one less token (underlined text) in prefix than the original T5.

performs worse than T5, indicating sub-tasks Advising and Spider might have their own challenges.

Figure 7 shows an example in sub-task GeoQuery that is correctly predicted by T5+CL with one less token than T5. T5+CL successfully predict “York” as the completion for the prefix “what is the capital of New”. And this does not impair T5+CL’s performance on prefixes that end with “New”. On examples involving “New Jersey”, “New Mexico” (examples which use “Jersy” or “Mexico” as the completion for prefixes that end with “New”), T5+CL performs as good as the original T5.

7 Conclusion

In this work, we propose prefix-to-SQL and construct a benchmark PAGSAS, making the first step to build a more user-friendly NLIDB system. To better evaluate models’ performance, apart from RECALL and MRR, we propose our own metric SAVE which measures how much user effort can be saved. Experiments show that PAGSAS is challenging even for strong baseline models such as T5. Analysis shows that different from the original text-to-SQL, the difficulty of prefix-to-SQL is related to the number of omitted tokens. Based on this discovery, we incorporate curriculum learning of feeding examples with an increasing number of omitted tokens. This improves scores on various sub-tasks in PAGSAS and metrics, and by as much as 9% RECALL score and 3.9% SAVE score on sub-task GeoQuery. However, even with curriculum learning, there is a large room for improvement for current models, indicating the necessity of future research.
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A Appendices

A.1 Canonical Question Generation

We collect 118 SQL queries and question templates. Table 6 lists top 15 examples of SQL and question templates. It is worth mentioning that the listed top 15 rules can cover 80% of the question and SQL pairs from the original Spider dataset, which implies that we only need to collect a certain amount of question and SQL templates, and those templates can still cover a decent amount of possible SQL queries that users want.

Finegan-Dollak et al. (2018) classifies question and SQL templates from the original ATIS, Advising, GeoQuery, and Scholar.

A.2 Dataset Analysis

Table 7 reports statistics of the generated prefixes and their corresponding SQL queries. Figure 8 reports the distribution of prefix length (number of tokens in the prefix) as well as complete question length for the question split and SQL query split. Figure 9a and Figure 9b show stacked distribution of the number of omitted tokens and the number of omitted entities detected by SpaCy (Honnibal and Montani, 2017) on SQL query split for each sub-task of PAGSAS. Figure 9c demonstrates that there is also a linear relationship between the number of omitted tokens and the number of omitted entities for SQL query split, and more entities will be missing if there are more omitted tokens.

A.3 Model and Experiment Details

Figure 11 shows structures of our baseline models.

A.3.1 Model inputs

For variants of Pf-S2S models, T5, EMB-RTR and CLS-RTR, the models’ input is question prefix concatenated with the database schema for the prefix.

In the first stage of QAC-S2S, we feed original questions into the model directly to train the GPT-2 language model. For the second stage, we feed the original text-to-SQL dataset to the model.

A.3.2 Pf-S2S models

We implement variations of seq2seq (S2S) models by OpenNMT, a package proposed by Klein et al. (2017). We use Glove embedding (Pennington et al., 2014) for all variations of S2S models we experiment. We use bidirectional LSTM as our encoder, and use LSTM (Hochreiter and Schmidhuber, 1997) as our decoder. We have two layers with hidden size as 384 for our experiments.

A.3.3 QAC-S2S model

We finetune distilled version of GPT2 to complete questions based on the prefix. We set the learning rate to $10^{-5}$ and a warm-up ratio of the model to 0.2. The maximum sequence length is set to 256. Sequences that are longer than the maximum sequence length will be truncated. We train the S2S + ATTN + COPY model on the original text-to-SQL dataset for each of the sub-tasks in PAGSAS. The hyperparameters for the second stage are the same as in Appendix A.3.2.

During inference, GPT2 first completes the prefix. The completed questions are then fed to S2S + ATTN + COPY model. We multiply the probabilities returned by the two stages and select the top K SQL predictions.

A.3.4 T5 model

We finetune the T5-base (Raffel et al., 2020) model on each sub-task in PAGSAS. We set the learning rate to $3 \cdot 10^{-4}$ and the maximum sequence length to 512.

A.3.5 EMB-RTR model

We finetune RoBERTa-base (Liu et al., 2019) encoder model on PAGSAS. Two independent RoBERTa encoders are used to obtain the embeddings of the question prefix and SQL separately. The dot-product of question prefix and SQL embeddings is treated as their similarity score. We treat SQL queries that match a question prefix as the positive examples and sample SQL queries that do not match the prefix as the negative examples in the training process. We make the number of negative examples 5 times the number of positive examples. We adopt a learning rate of $2 \cdot 10^{-5}$ to finetune the two RoBERTa encoders. After the training process, all historical SQL embeddings are cached, so we only need to run the RoBERTa encoder once for each given question prefix. We rank all historical SQL queries by the dot-product of their embeddings with the given question prefix embedding.

A.3.6 CLS-RTR model

We use pre-trained RoBERTa-base (Liu et al., 2019) as our classification model. The model takes the
| #  | SQL-template | Question-template |
|----|-------------|-------------------|
| 1  | {SELECT0} {FROM} WHERE {COLUMN0} {OP0} {VALUE0} | Find {SELECT0} whose {COLUMN0} {OP0} {VALUE0}. |
| 2  | {SELECT0} {FROM} | Find {SELECT0}. |
| 3  | {SELECT0} {FROM} WHERE {COLUMN0} {OP0} {VALUE0} AND {COLUMN1} {OP1} {VALUE1} | Find {SELECT0} whose {COLUMN0} {OP0} {VALUE0} and {COLUMN1} {OP1} {VALUE1}. |
| 4  | {SELECT0} {FROM} GROUP BY {COLUMN0} | For each {COLUMN0} what is {SELECT0}. |
| 5  | {SELECT0} {FROM} GROUP BY {COLUMN0} ORDER BY {AGG0} ( * ) {SC0} LIMIT {VALUE0} | What {COLUMN0} are the top {VALUE0} {AGG0} {SC0}. List {SELECT0}. |
| 6  | {SELECT0} {FROM} ORDER BY {COLUMN0} {SC0} LIMIT {VALUE0} | List {SELECT0} that are the top {VALUE0} ranked by {COLUMN0} {SC0}. |
| 7  | {SELECT0} {FROM} GROUP BY {COLUMN0} HAVING {AGG0} ( * ) {OP0} {VALUE0} | For {COLUMN0} whose {AGG0} {OP0} {VALUE0}. List {SELECT0}. |
| 8  | {SELECT0} {FROM} WHERE {COLUMN0} {OP0} ( {SELECT1} {FROM} ) | Find {SELECT0} that have {COLUMN0} {OP0} {SELECT1}. |
| 9  | {SELECT0} {FROM} ORDER BY {COLUMN0} {SC0} | Show {SELECT0} with {COLUMN0} {SC0}. |
| 10 | {SELECT0} {FROM} WHERE {COLUMN0} {OP0} {VALUE0} INTERSECT {SELECT1} {FROM} WHERE {COLUMN1} {OP1} {VALUE1} | Show {SELECT0} ( or {SELECT1} ) that have both {COLUMN0} {OP0} {VALUE0} and {COLUMN1} {OP1} {VALUE1}. |
| 11 | {SELECT0} {FROM} WHERE {COLUMN0} {OP0} {VALUE0} OR {COLUMN1} {OP1} {VALUE1} | Find {SELECT0} whose {COLUMN0} {OP0} {VALUE0} or {COLUMN1} {OP1} {VALUE1}. |
| 12 | {SELECT0} {FROM} WHERE {COLUMN0} NOT IN ( {SELECT1} {FROM} ) | Find {SELECT0} whose {COLUMN0} is not in {SELECT1}. |
| 13 | {SELECT0} {FROM} ORDER BY {COLUMN0} | What are {SELECT0} ordered by {COLUMN0}. |
| 14 | {SELECT0} {FROM} WHERE {COLUMN0} {OP0} {VALUE0} AND ( {COLUMN1} {OP1} {VALUE1} ) {OP2} {VALUE2} | Find {SELECT0} whose {COLUMN0} {OP0} {VALUE0} and ( {COLUMN1} {OP1} {VALUE1} ) {OP2} {VALUE2}. |
| 15 | {SELECT0} {FROM} WHERE {COLUMN0} {OP0} {VALUE0} GROUP BY {COLUMN1} | For each {COLUMN1} whose {COLUMN0} {OP0} {VALUE0} list {SELECT0}. |

Table 6: Top 15 SQL and canonical question templates.
concatenation of a question prefix and a SQL candidate as input to predict whether the SQL matches the question prefix intention. Given a question prefix during inference, the classification model needs to be run on all historical SQL queries to select the top $K$ SQL queries, which makes the running time significantly larger than all the other models. Similar to EMB-RTR, we choose the learning rate as $2 \cdot 10^{-5}$ and the ratio of negative examples over positive examples is set to 5.

### A.4 Supplementary Results

Table 8 reports models’ RECALL@10, MRR@10 and SAVE@10 scores in percentage for each sub-task in PAGSAS on question split. Table 9 reports the scores for generative models on all sub-tasks except Scholar in PAGSAS on SQL query split. Because models only perform $0 \sim 1\%$ on all metrics for sub-task Scholar, we do not report the results in Table 9.
Table 7: Statistics for PAGSAS on question splits ("Q" columns) and SQL query splits ("S" columns) on train, validation (dev) and test split.

| Model       | Advising | ATIS | GeoQuery | Scholar | Spider |
|-------------|----------|------|----------|---------|--------|
|             | Q        | S    | Q        | S       | Q      | S      |
| PF-S2S      | 18       | 14   | 9        | 13      | 8      | 9      |
| + ATTN      | 19       | 14   | 9        | 12      | 8      | 9      |
| + COPY      | 25       | 19   | 15       | 11      | 9      | 10     |
| QAC-S2S     | 11       | 7    | 8        | 11      | 6      | 11     |
| T5          | 49       | 39   | 32       | 12      | 8      | 6      |
| EMB-RTR     | -        | -    | -        | -       | -      | -      |
| CLS-RTR     | 23       | 15   | 11       | 8       | 4      | 5      |
|             |          |      |          |         | 22     | 13     |
|             |          |      |          |         | 23     | 15     |
|             |          |      |          |         | 63     | 52     |
|             |          |      |          |         | 61     |        |

Table 8: RECALL@10 (R), MRR@10 (M) and SAVE@10 (S) in percentage generative models on SQL query split. We omit the results for sub-tasks Scholar because models perform 0–1% for all metrics. We use "-" to denote scores < 1%.

Figure 10: Percentage of types of entities detected by SpaCy (Honnibal and Montani, 2017) in the omitted text for question split and SQL query split in PAGSAS.

Figure 12 is similar to Figure 3 but is on SQL query split. Figure 12 also shows that T5’s RECALL@5 scores are negatively correlated with the length to complete (number of omitted tokens) but possess no monotonic relationships with either the prefix length (number of tokens in the prefix) or SQL length (number of tokens in SQL queries).
Figure 11: The framework of our generation-based and retrieval-based models. Generation models predict SQL queries based on the input sequence directly, while retrieval models predict a score for each historical SQL and then rank the scores to recommend SQL queries.

Figure 12: T5’s (a) RECALL@5 v.s. number of omitted tokens, (b) RECALL@5 v.s. prefix length (number of tokens in prefix), (c) RECALL@5 v.s. SQL length (number of tokens in SQL) on SQL query split for each sub-task in PAGSAS. We plot RECALL@5 corresponding to ≥ 50 and ≥ 100 examples for sub-tasks other than Spider and Scholar, respectively. RECALL@5 is negatively correlated with number of omitted tokens and possesses no monotonic relationships with either prefix length or SQL length.