High frequency decayless waves with significant energy in Solar Orbiter/EUI observations
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ABSTRACT

High-frequency wave phenomena present a great deal of interest as one of the possible candidates to contribute to the energy input required to heat the corona as a part of the AC heating theory. However, the resolution of imaging instruments up until the Solar Orbiter have made it impossible to resolve the necessary time and spatial scales. The present paper reports on high-frequency transverse motions in a small loop located in a quiet Sun region of the corona. The oscillations were observed with the HRIEUV telescope (17.4 nm) of the EUI instrument onboard the Solar Orbiter. We detect two transverse oscillations in short loops with lengths of 4.5 Mm and 11 Mm. The shorter loop displays an oscillation with a 14 s period and the longer a 30 s period. Despite the high resolution, no definitive identification as propagating or standing waves is possible. The velocity amplitudes are found to be equal to 72 km/s and 125 km/s, respectively, for the shorter and longer loop. Based on that, we also estimated the values of the energy flux contained in the loops - the energy flux of the 14 s oscillation is 1.9 kW · m⁻² and of the 30 s oscillation it is 6.5 kW · m⁻². While these oscillations have been observed in the Quiet Sun, their energy fluxes are of the same order as the energy input required to heat the active solar corona. Numerical simulations were performed in order to reproduce the observed oscillations. The correspondence of the numerical results to the observations provide support to the energy content estimates for the observations. Such high energy densities have not yet been observed in decayless coronal waves, and this is promising for coronal heating models based on wave damping.

1. INTRODUCTION

Ever since the realisation that the corona is much hotter than the solar surface (or the photosphere), the question has been how it is heated. In order to prevent the corona from cooling down in a matter of hours, it needs to be heated by 100 – 200 W · m⁻² for a Quiet Sun region and 10⁴ W · m⁻² for active regions (Withbroe & Noyes 1977). There are various proposed candidate mechanisms that could be responsible for the deposition of the indicated energy, particularly MHD waves (Van Doorsselaere et al. 2020).

Decayless kink oscillations constitute one of the possible candidates for heating the corona. In general, kink oscillations are one of the MHD wave modes in the overdense plasma cylinder aligned with the magnetic field. It is also the only mode that shows the transverse displacement of the density structure that they exist in. The periods lie in a broad range of values from several seconds to hours, and this mode is detected in propagating and standing regimes. The latter can be classified in terms of decay - there are rapidly decaying oscillatory motions (Nakariakov et al. 1999; Schrijver et al. 1999; Aschwanden et al. 1999) and decayless oscillations (Nisticò et al. 2013; Anfinogentov et al. 2013; Tian et al. 2012; Wang et al. 2012). The decay is attributed to resonant absorption and the decay time ranges from two to four oscillation periods. These two regimes also differ in the displacement amplitude: decayless oscillations are usually characterized by low-amplitude with an amplitude value around the minor radius of the loop. In contrast, for the case of decaying oscillations, the amplitude reaches several minor radii. Moreover, there is a difference in excitation mechanism: decaying oscillations are typically associated with coronal eruptions. However, this is not the case for the decayless oscillations that are observed throughout most of the active coronal regions. It was suggested that the oscillations are continuously excited by some driver. The omnipresence of the decayless oscillations makes them one of the potential mechanisms for coronal heating (Shi et al. 2021).

A statistical study of such decayless oscillations was performed by Anfinogentov et al. (2015), who revealed the omnipresence of this phenomenon as well as the range of the periods of the observed oscillations. The range of the
periods encompasses values from 1.5 to 10 minutes and an average displacement amplitude of 0.17 Mm. The fact that there is a strong correlation of oscillation period with the length of the loop in the observed cases supports the interpretation of the observed waves as standing kink waves. 3D numerical simulations of the decayless kink oscillations driven with the footpoint driver in a straight, density-enhanced magnetic flux tube in low-b plasma performed by Karampelas et al. (2019) suggest that the studied oscillations of small amplitude contain enough energy flux to support Quiet Sun regions. In this setup, the amplitudes of 0.15-0.55 Mm result in flux values of up to 110 W·m⁻². In the recent models of Shi et al. (2021), the decayless transverse waves provide sufficient energy to maintain a loop at coronal temperatures against radiative losses.

However, the range of the observed oscillation periods is restricted by the capabilities of the imaging instruments, for SDO being a 12 s time resolution and 0.6 arcsec for the spatial. Therefore, detecting the oscillations with relatively short periods is not possible for imaging instruments with such cadence.

Higher frequency oscillations were previously accessible only via radio observations or eclipse data. For example, Williams et al. (2002) detected a 6-s oscillation in an active region coronal loop. The temporal evolution of the intensity was one of the factors supporting the interpretation of the observed wave as propagating fast magneto-acoustic mode. Later Samanta et al. (2016) detected high-frequency oscillations with periods ranging from 6 to 25 seconds from multi slit spectroscopic observations of the corona during the eclipse as well. The oscillations are detected in signals of intensity, Doppler velocity, and line width. The oscillations of the Doppler velocity alone are attributed to the fast kink mode, while the oscillations of the intensity and velocity are interpreted as compression waves. It follows that the eclipse data is convenient to study high-frequency wave properties of the corona and outperform the majority of space-based telescopes. However, on top of the inherent sparse eclipse observations and short time duration, these eclipse instruments lack spatial resolution to identify wave modes with great certainty. In the radio, fast coronal oscillations with a period of 3s were previously detected (Kolotkov et al. 2018). Unfortunately, radio observations suffer the same lack of spatial resolution as eclipse observations.

Knowing the energy contained in a different range of frequencies would help to build the power law as it was made by Morton et al. (2016) and Morton et al. (2019) for the frequencies in the low range - 0.2 to 11 mHz with the use of the CoMP data. The power was calculated for different magnetic structures - active regions, open field lines, and quiet sun for the specified range of frequencies. The distribution of power depending on the frequencies and regions was found to be the following: for the lower frequencies, the power is more significant in the active regions, while for the higher frequencies, the greater power is contained in the quiet sun region compared to the active regions.

The interpretation of the observed transverse waves was subject to a debate (Van Doorsselaere et al. 2008) - whether to interpret them as bulk Alfvén waves or kink waves (sometimes referred to as surface Alfvén waves). The latter received stronger support, and the consensus is reached - transverse displacement of the magnetic cylinder driven by tension forces with the phase velocities belonging to the interval between the internal and external Alfvén speeds can be interpreted as surface Alfvén waves (Goossens et al. 2012). This has consequences on the energy calculation since the energy is localized in the structure for the kink waves, while in bulk Alfvén waves, the energy has a uniform distribution in space. Non-uniformity affects the choice of the values that one operates with - averaged energy values are used instead of the energy density. For the case of the single flux tube, misinterpretation leads to the overestimation of the energy in the observed waves and needs to be corrected (Goossens et al. 2013). For a bundle of tubes, the so-called filling factor needs to be taken into account as it was introduced by Van Doorsselaere et al. (2014).

The oscillatory phenomena for which the associated energy fluxes are estimated are found in coronal regions: Quiet Sun region and coronal holes observed by SDO with values of wave energy flux of 100 – 200 Wm⁻² (McIntosh et al. 2011), active region coronal loops observed by CoMP (Tomczyk et al. 2007) with energies 0.01 Wm⁻², transverse waves in solar plumes observed by SDO with energies constituting 9 – 24 Wm⁻² (Thurgood et al. 2014); chromosphere - transverse oscillations spicules (De Pontieu et al. 2007) with energies 4–7 kWm⁻²; photosphere - oscillations associated with a large bright-point group with periods in the range of 126 - 700 seconds and energy flux in the chromosphere of 15000 Wm⁻² (Jess et al. 2009). The values given above for the energy flux in coronal regions are considerably lower than the values needed to compensate for the coronal energy losses (Withbroe & Noyes 1977). Therefore, there should be other ways to supply additional energy.

The current paper addresses the new observations made by the Solar Orbiter and presents the results of the analysis of detected high-frequency transverse oscillations seen in the 17.4 nm channel. The data used for the analysis is obtained from one of the three telescopes of the Extreme Ultraviolet Imager (EUI) (Rochus et al. 2020) onboard the Solar Orbiter satellite (García Marirrodriga et al. 2021) launched in February 2020. Its trajectory is designed in a way
that allows imaging active regions for a significant amount of time with a perihelion below 0.3 AU, and an inclination
enough to observe the polar regions and at the same time minimize the distance to the Earth to make sure that data
return is optimized.

EUI includes the High Resolution Imager (HRIEUV), which observes in the EUV, at 17.4nm. Apart from the latter,
the 17.4 nm, the EUI is accompanied by the channel corresponding to the Lyman-α line. During the perihelion, the
imagers with the one arcsec resolution provide imaging observations where 1 pixel corresponds to (100km)$^2$ on the
Sun. The temporal capability of both instruments reaches an imaging rate of 1 Hz.

The combination of such temporal and spatial resolution is quite remarkable as up to present, the data with similar
sampling characteristics was only obtained for a short period of time via rockets Hi-C (Kobayashi et al. 2014) and
VAULT (Korendyke et al. 2001). Furthermore, high cadence allows access to high-frequency phenomena and gives a
promising opportunity to evaluate the energy content.

The details of the observations are given in the Section 2, estimation of the energy content in Section 3. Section 4
is devoted to the comparison of the numerical simulations with observations. In Section 5 we summarize and discuss
the results of the findings.

2. OBSERVATIONS AND DATA ANALYSIS

The images were obtained on 2021 February 23 from 17:13:25 to 17:20:59, with a cadence of 2 seconds$^1$. At that
time, SolO was located at a distance of 0.52 AU from the Sun. In this setting, a pixel corresponds to 200 × 200 km$^2$
on the Sun. Moreover, Solar Orbiter was more than 150 degrees in solar longitude separated from Earth, and as
a result, there are no simultaneous AIA observations to compare with. As a preparation step for the analysis, the
images taken at different times were co-aligned using SunPy$^2$ (The SunPy Community et al. 2020) embedded function
mapsequence_coalign_by_match_template which takes as argument shifts calculated relative to the first map. These
shifts are calculated with cross correlation in two iterative steps. Also independent IDL-based routines were exercised
to confirm the co-alignment. The apparent stability of the resulting movie (Fig 1) validates that the influence of
telescope jitter on the results will be minimal.

The sequence of the images as an animation is shown in Fig 1. The region of interest lies in $[-150'', -125'']$ on the
x-axis and $[525'', 550'']$ on the y-axis. The coordinates of field of view are given in helioprojective-cartesian coordinates
as seen from Solar Orbiter. The configuration of the region with detected oscillations is shown in Fig 2. There are two
loops analyzed - loop A and loop B represented by red dashed lines in figures Fig. 2 (a) and (e). They are visible on the
disk and rather well-contrasted with respect to the background. The loop system has a very dynamic behavior.
Loop A is formed in a sigmoid shape and is ejected away to the left side after some evolution, therefore it is no longer
visible after 80 seconds. Loop B is detectable only after loop A’s disappearance as loop B seems to be underlying.

The movie with the zoomed-in field of view is shown in Fig. 3. The shape of the loop is assumed to be semi-circular, so the length of the loop is calculated as $L = \pi r$. The $r$ value is calculated using two different methods: the first - the form of the loop is fitted by the manually clicked points, and then the distance between the consecutive points was calculated and summed up. These lengths are reported in Table 1. The second method - the location of the two footpoints was identified by visual inspection and then $2r$ calculated as the distance between them. Obviously, the second method results in a lower value which is indicated in brackets in the second row of Table 1. Two different values of the length of the loop result in two different values for all the
parameters, including the length as a variable. Therefore, there are two different values of the phase speed where the
value in brackets corresponds to the second method of the loop length calculation. The value of the phase speed is
in turn calculated assuming that what is observed is a fundamental mode of a standing kink wave. Accordingly, the
wavelength is determined by the double loop length.

To more quantitatively track the loop oscillations we fitted a Gaussian profile to the intensity at each time frame in
the slits indicated by the white line in Fig. 2. Additionally, the parameters of the Gaussian fitting, particularly the
$\sigma$ value, are used to calculate the radius of the cross-section of the loop. The parameter $\sigma$ and the half width at half
maximum (HWHM) are connected via a linear relation. Therefore, the radius of the loop is calculated as HWHM and
is determined by: $\text{HWHM} = \sqrt{2\ln 2}\sigma$. Further, the amplitude and period of the oscillations were identified based on

$^1$ https://doi.org/10.24414/k1xz-ae04

$^2$ https://sunpy.org
Figure 1. Sequence of images taken by HRIEUV. It covers 7.5 minutes of observing beginning at 17:13:25 UT on 2021 February 23.

The fitting of the sine function to the loop central position at each point of time:

\[ x(t) = A \sin\left(\frac{2\pi t}{P} + \phi\right) + h \]  \hspace{1cm} (1)

Here the transverse displacement amplitude is defined by \( A \), \( P \) is the period of oscillation, \( \phi \) is the phase, and \( h \) is a constant value. The velocity amplitude can be calculated for a given displacement and period as \( v = 2\pi AP^{-1} \).

The main parameters of the loops, as well as characteristics of the wave phenomena detected, are shown in the Table 1.

| Characteristics                  | 30 s oscillations (loop A) | Super short oscillations (loop B) |
|----------------------------------|----------------------------|----------------------------------|
| Period \( P \), s                | 30 ± 0.5                   | 14 ± 0.15                        |
| Length of the loop \( L \), Mm    | 11.7 ± 1.2 (9.3 ± 1)       | 4.53 ± 0.5 (4.05 ± 0.4)          |
| Radius of the loop cross-section \( R \), Mm | 0.38 ± 0.03                | 0.327 ± 0.03                     |
| Displacement \( A \), km         | 600 ± 50                   | 160 ± 30                         |
| Velocity amplitude \( v \), km/s  | 125.6 ± 10.7               | 71.8 ± 11                        |
| Phase speed \( V_{ph} \), km/s   | 780.5 ± 80 (620.2 ± 63)    | 647.3 ± 65 (579.2 ± 58)          |
| Energy flux, \( W \cdot m^{-2} \) | 6529.6 ± 1448              | 1990.7 ± 680                     |
| Energy density, \( J \cdot m^{-3} \) | 0.0105 ± 0.002            | 0.0034 ± 0.001                   |

The fitted positions of the centroids together with the fitted sine function are shown in Fig. 4 and Fig. 5 which represent time distance maps along horizontal slits crossing the loops A and B.

As can be noted from Fig. 4 and Fig. 5, the oscillations are not present in simultaneous time frames. The oscillations in the loop A are present from the first time frame and last for 80 seconds, while the oscillations in loop B are only detected after 90 seconds from the start of the imaging. The sequence of the images depicts the configuration of the
Figure 2. The 17.4 nm image taken by HRIEUV on 23 February 2021. The two oscillating loops are highlighted with red dashed lines and shown by figures (a) - loop A and (e) - loop B. The white lines show the location of the slits. The blue rectangle shows the region for the zoomed view. The (b), (c) and (d) figures show the zoomed view of the loop A for the time steps of 0, 14 and 28 seconds. Panels (f), (g) and (h) show the zoomed view of the loop B for the time steps of 90, 100 and 110 seconds.

loops more clearly, showing that for the loop displaying 30 s oscillations, it is not possible to detect more than two periods of the oscillations, before the loop is ejected away to the left side after 80 seconds. From Fig. 5 it could have been inferred that one loop shows both transverse oscillations. However, tracking the fitted points on the sequence of the images clearly indicates the presence of two different loops, with the second only becoming visible after the disappearance of the first one.

Both oscillations are tracked in several neighboring slits, while for the longer period, the width of the slit is 3 pixels in order to increase the signal, while for the 14 s it is only 1 pixel. The latter setting for the shorter period oscillation is chosen due to the limited amount of slits where the oscillations are detected.

In order to investigate whether the observed waves are propagating or standing, the fitted sine positions were followed from slit to slit for both of the detected oscillations. The consistent slope of the location of the peaks relative to the previous ones would indicate the presence of the propagating wave. However, no evidence of propagating waves was detected for both of the analyzed oscillations since there is no notable shift of the followed consecutive peaks. However, given the cadence of the data images and the distance between the slits, it would be hard to distinguish propagating waves from standing. For example, considering the 14 s oscillations, the slit width is 1 pixel, corresponding to 200 km in physical units. There are four slits where the oscillations are detected. In the case of a propagating wave, the peak with the phase speed of 650 km/s will move from one slit to the consecutive in 0.3 seconds, while the cadence is 2 seconds, so it would not be possible to make a definitive conclusion.

The observed waves are identified as decayless kink oscillations because the time-distance diagrams show loops oscillating transversally with low amplitudes with no apparent decay. The decay time of the decaying oscillations
ranges from two to four periods. Since the oscillations of loop A are observed for two periods in several slits and the
oscillations of loop B are observed at least for three periods, and no decay was identified in those fits, we can conclude
that the nature of the observed waves is decayless. The period and wavelength match the linear scaling that was
derived with SDO/AIA (Anfinogentov et al. 2015).

The calculated values of the periods and amplitudes are influenced by measurements errors. The starting point of
calculating error bars is the estimation of the uncertainty in the data itself. The estimated for HRIEUV high gain is

\[ \sigma^2 = (\text{read noise})^2 + (\text{Intensity}) \cdot 6.85 \]

Here read noise is estimated to be equal to 2 DN (digital numbers), intensity is also given in the same units from
the Level 1 data. Further, these estimations are used as an uncertainty in data for the gaussian fitting. The error bars
representing the uncertainty, are shown in Fig. 4 and Fig. 5. The values of the propagated errors are given in Table 1.

3. ENERGY CONTENT

As was mentioned above, the interpretation of the observed transverse waves as kink waves better fits the observed
phenomena (Goossens et al. 2013). Therefore, the total energy (in J) in the kink wave, which is related to the total
energy of bulk Alfvén wave, has to be calculated according to (Van Doorsselaere et al. 2014):

\[ TE = \frac{1}{2} V_{\text{loop}} v^2 (\rho_i + \rho_e) \]

Here the \( V_{\text{loop}} \) is the volume of the loop is calculated as \( V_{\text{loop}} = \pi R^2 L \). The \( \rho_i \) and \( \rho_e \) are the densities inside
and outside the loop, respectively. The density inside the loop is for the quiet solar corona estimated as an order of
magnitude \( 10 \cdot 10^{-13} \text{ kg} \cdot \text{m}^{-3} \). The density contrast is assumed to be equal to 3, therefore, the value of the external
density $\rho_e$ is of the order of $3.3 \times 10^{-13} \, kg \cdot m^{-3}$. The total energy over the volume of the loop will give the energy density (in $J m^{-3}$). Finally, the energy flux is the product of the energy density and group speed at which the energy is propagated. For the kink oscillations, the phase speed and the group speed can be considered as equal. The energy flux of the 14 s oscillation is $1991 \, W \cdot m^{-2}$ and of 30 s is $6530 \, W \cdot m^{-2}$. The results are given in the last row of Table 1.

It must be noted that the orders of the calculated values are corresponding to the order of the energies required to heat the corona, specifically for the 30 s period oscillations. Even with the observational uncertainties and density guess, these measurements have the correct order of magnitude to compensate for the radiative losses (as put forward by Withbroe & Noyes 1977). Certainly their energy content is at least 1-2 orders of magnitude larger than any previous estimates for coronal wave energy content.

Kink oscillations are shown to be prone to the development of the Kelvin-Helmholtz instability in the loop’s boundary (Terradas et al. 2008). KHI results in the evolution of turbulence, which is efficient in forming small scales to dissipate the wave energy and therefore heat coronal loops (Karampelas et al. 2017; Shi et al. 2021). The method to model decayless kink oscillations to recover the observational parameters is as energy injected in a system through the
Figure 5. Time distance maps of the oscillating loop B. The fitted profile positions are indicated by the red points. The dashed blue curve represents the fitted sinusoidal function. The highest panel of the left column corresponds to the northernmost slit, and the lowest panel figure (g) correspond to the southern slit. The right column corresponds to zoomed view with the error bars. The region for the zoomed view is indicated by the blue rectangle in figure (a).
footpoints. Assuming steady-state turbulence - all the energy injected cascades and dissipated at the same rate it is injected. Therefore, for the specific value of the energy injected into the system, the value of oscillation amplitude required to dissipate all the energy by the turbulence, was calculated by Hillier et al. (2020). In this setting, the injected energy flux scales as a third power of the velocity amplitude. With this mentioned, the injected energy flux towards the small scales can be estimated from the velocity amplitudes, following the route described above, but in the opposite direction. For the velocity amplitudes in the current analysis, the values of the energy cascade rates are 98.16 W·m⁻² and 9.25 W·m⁻² for the lower and higher frequency oscillation, respectively. Contrary to the total energy content, these values are not comparable to the energy flux values calculated for the current loops and indicated in the last row of the table since it is a value of the input energy injected into the system such that it is fully dissipated by the turbulence. However, if the energy is injected with the observed rate of 6.5 kW·m⁻² and 1.9 kW·m⁻², respectively, then this energy supply acts as a reservoir to sustain the turbulent cascade for a longer time. Note that the energy cascade operates on a much shorter time than resistive processes (Arregui 2015; Terradas & Arregui 2018).

The calculated energy budget can be compared to the radiative losses, which is one of the primary energy loss mechanisms in the corona. In order to estimate what portion of the energy contained in the loop is radiated, we can model the radiative losses as χγ²T³ for which the temperature dependence and specific values of the parameters are determined from the CHIANTI database. For a given temperature and coronal plasma concentration, the value of the radiative losses approximately equals 2·10⁻⁴ W·m⁻³ which can be compared to the energy density of 30 s oscillating loop that constitutes 3.509·10⁻⁴ W·m⁻³ and for the 14 s oscillating loop - 2.45·10⁻⁴ W·m⁻³. This fact indicates that a substantial amount of energy is available on top of the radiative energy losses that can heat the plasma.

4. NUMERICAL SIMULATIONS

In this subsection we aim to reproduce the high frequency kink oscillations of loop A through numerical simulations. On the one hand, if similar oscillation parameters are obtained through simulations, it reassures that the observed oscillations are indeed kink modes. Specifically, we model them as the fundamental standing kink mode. On the other hand, parameters determined through the observations, such as the energy content, can be verified, and additionally new parameters, such as the average magnetic field, can be estimated.

We solve the full 3D ideal MHD equations using MPI-AMRVAC³ (Xia et al. 2018; Keppens et al. 2020). The (x, y, z) extents of the numerical box are (−20, 20) × (−15, 15) × (0, 30) Mm, with z = 0 being the photospheric height. We prescribe a realistic solar atmosphere by numerically integrating the hydrostatic equation using the FAL temperature profile T(z) from Fontenla et al. (2007):

$$\frac{dp(z)}{dz} = -g \rho(z), \rho(z) = \frac{m p(z)}{k_B T(z)},$$

(4)

where g = −274 m s⁻² is the gravitational acceleration at the surface of the Sun, m ≈ 0.62 mₚ is the mean mass per particle for photospheric abundances with mₚ the proton’s mass, and k_B is Boltzmann’s constant. In Equation 4 an ideal equation of state is assumed.

As described previously, the observed loops display a sigmoid appearance. Kink oscillations in sigmoid coronal loops were modeled previously by Magyar & Nakariakov (2020). Here we adopt their magnetic field configuration and loop construction technique. Therefore, using their Eqs.(1)-(3) for a dipolar and helical magnetic field configuration, we set the parameters z₀ = 2 Mm, d = 1.5 Mm and α = 1. The coronal loop is added by tracing a single magnetic field line originating at (x, y, z = 0) = (2.5, −0.5) Mm, with a density ratio of three between the loop and the external plasma, at the base of the corona. The base numerical resolution is 128 × 96 × 96. We use four levels of refinement, with the refinement criteria being the density in Löhrner’s error estimator, and only applied to the coronal part of the simulation. The impulsive velocity perturbation at t = 0 is defined in the same volume as the loop, varying sinusoidally along it in order to perturb a fundamental kink mode. The velocity vector is horizontal and perpendicular to the loop axis in the apex, with this direction not changing along the loop. We set zero-divergence, open boundary conditions at all boundaries.

In order to analyze the simulations in the same fashion like the observations, we output forward-modeled images of the loop oscillation in 17.1 nm, integrated along the z-axis of the simulation box and with a resolution of 10 km/pixel. The sequence of forward-modeled images is shown in Fig 6.

³ http://amrvac.org
Figure 6. Sequence of forward-modeled 17.1 nm intensity images.

Table 2. Comparison of simulation results with observational characteristics

| Characteristics            | SolO loop A | forward modelling | input parameter |
|----------------------------|-------------|-------------------|-----------------|
| Period $P$, s              | 30          | 29                |                 |
| Length of the loop $L$, Mm | 11.7 (9.3)  | 8.5               | 7.8             |
| Radius of the loop cross-section $R$, Mm | 0.38       | 0.3               | 0.3             |
| Displacement $A$, km       | 600         | 618.9             |                 |
| Velocity amplitude $v$, km/s | 125.6       | 133.87            | 247             |
| Energy flux, $W \cdot m^{-2}$ | 6530        | 7005              |                 |
| Energy density, $J \cdot m^{-3}$ | 0.0105     | 0.0119            | 0.032           |

Loop oscillations in simulations are intended to mimic the oscillations of loop A from EUI observations. As seen from the sequence, the perturbation results in a periodic displacement of the loop with oscillations that damp rather quickly due to only one pulse put to the driver, while the observed waves are suggested to be driven continuously. In order to compare the simulation results, the forward-modeled images were processed in the same way as observational images. The slit location is chosen perpendicular to the loop axis, where the oscillations are more prominent. The slit location is shown in Fig 7 (a). The corresponding time-distance map with the fitted position of centroids is shown in Fig 7 (b). Locations for the loop center positions were found in the same way as for observations - first, a Gaussian was fitted to the intensity for each time step, and then the obtained positions were fitted using the sine function. However, contrary to the case of observations, the oscillations damp very fast. Therefore, the sin function is multiplied by the factor of exponential decay.

The loop length is calculated using the second method in the analysis of the observations as the locations of the loop footpoints are clearly visible and were identified using visual inspection. As before, the shape of the loop is assumed to be semicircular. The main characteristics of the oscillations present in the forward modelling images are given in Table 2.

The value of the energy flux is calculated according to Eq. 3 taking input values estimated from the forward modeled images with the same density assumptions. In the simulations, the velocity amplitude is slightly bigger due to displacement, and that results in a slightly higher value of the energy flux. In the table, the initial energy that was excited in the loop is given as $0.032 J m^{-3}$ in the initial velocity kick. It is computed for the peak value at $t=0$, assuming the equipartition of the energy. The energy density value detected in the forward modeling is almost a factor of 3 higher than the input. A large fraction (around 50%) of this initial energy leaves the system through leaky waves. The energy estimated from forward modelling thus coincides well with the remaining energy in the system after the
2. DISCUSSION AND CONCLUSION

The current study reveals that there are decayless transverse oscillations present with periods outside of the range of the previously detected decayless kink oscillations (Anfinogentov et al. 2015). The oscillations are detected in two short loops with lengths $11 \pm 1.2\text{ Mm}$ and $4.5 \pm 0.5\text{ Mm}$ with velocity amplitudes of $125 \pm 10.7\text{ km/s}$ and $72 \pm 11\text{ km/s}$ for the longer and shorter period oscillations, respectively. No definitive conclusions regarding the matter if it is a propagating or standing wave observed can be drawn from the current observations. Apart from the short periods, an important finding is the wave energy contained in the loop, whose values are the same order as the amount of energy required to heat the Quiet sun regions or even an active region loop. The energy flux of the 14 s oscillation is $1.9 \pm 0.68\text{ kW} \cdot \text{m}^{-2}$ and of 30 s is $6.5 \pm 1.4\text{ kW} \cdot \text{m}^{-2}$.

Despite the fact that the estimates of the energies are suffering from an uncertainty originating in the observational side and resulting in approximate estimates of the loop and oscillation parameters, the energy budget contained in the detected oscillations is sufficient to compensate for the coronal radiative losses and constitute one of the possible candidates to explain coronal heating. It can be concluded that the energy budget found in the analyzed oscillations is higher than what was previously found. Our results suggest that there is potentially a lot of energy at small scales and short periods. Moreover, reproduction of the energy flux values in numerical simulations supports the observational energy estimates, providing strong evidence that high energy content is present in the detected high-frequency oscillations.

Decayless ways were previously shown to be omnipresent throughout the active coronal regions, however, for the detected waves, the question of commonality remains yet unsolved. On the one hand, the interpretation as decayless kink waves would suggest that these high-frequency, small-scale waves occur everywhere in the solar corona, with sufficient power. If confirmed, they will provide an excellent candidate to play a key role in coronal heating. Moreover, it would mean that the power-law behavior of wave energy (Morton et al. 2016) is severely influenced by the limited spatial resolutions and would need to be scaled up by orders of magnitude. On the other hand, on the observations...
from the Solar Orbiter that are available so far, similar events were not detected. Certainly, it does not necessarily mean that the detected event is unique in its nature. However, it can be that in the current situation, the observational conditions were somewhat exclusive, and they might not always be as favorable. Earlier high-frequency phenomena with similar time resolution were made only using the radio and eclipse data. However, this is the first time high-frequency oscillations are detected from space with a spatial resolution that drastically outperforms the previous instrument’s capabilities used for eclipse observations. Also, among the other questions to be answered is how these high-frequency waves would manifest themselves in spectroscopic data. Further analysis of Solar Orbiter observations will help to examine the omnipresence of the detected waves and yield critically a better grasp on the available wave power in this high-frequency range.
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