Ising formulation of integer optimization problems for utilizing quantum annealing in iterative improvement strategy
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Quantum annealing is a heuristic algorithm for searching the ground state of an Ising model. Heuristic algorithms aim to obtain near-optimal solutions with a reasonable computation time. Accordingly, many algorithms have so far been proposed. In general, the performance of heuristic algorithms strongly depends on the instance of the combinatorial optimization problem to be solved because they escape the local minima in different ways. Therefore, combining several algorithms to exploit their complementary strength is effective for obtaining highly accurate solutions for a wide range of combinatorial optimization problems. However, quantum annealing cannot be used to improve a candidate solution obtained by other algorithms because it starts from an initial state where all spin configurations are found with a uniform probability. In this study, we propose an Ising formulation of integer optimization problems to utilize quantum annealing in the iterative improvement strategy. Our formulation exploits the biased sampling of degenerated ground states in transverse magnetic field quantum annealing. We also analytically show that a first-order phase transition is successfully avoided for a fully connected ferromagnetic Potts model if the overlap between a ground state and a candidate solution exceeds a threshold. The proposed formulation is applicable to a wide range of integer optimization problems and enables us to hybridize quantum annealing with other optimization algorithms.

I. INTRODUCTION

The minimization problem of a cost function defined by discrete variables is called a combinatorial optimization problem, and it has many real-world applications. In general, a combinatorial optimization problem can be mapped to the ground state search of an Ising model [1, 2]. Therefore, a wide range of combinatorial optimization problems are expected to be efficiently solved if an Ising-type computer that quickly identifies the ground state of Ising models is achieved. Several Ising-type computers, such as the D-Wave quantum annealer [3] and the Fujitsu digital annealer [4], have been actively developed to construct a general solver of combinatorial optimization problems. The D-Wave quantum annealer, which achieves the hardware implementation of quantum annealing (QA) [5], has attracted great attention in recent years. Many studies have demonstrated the applicability of the D-Wave quantum annealer to practical problems [6–27].

Inspired by simulated annealing (SA) [28], QA was originally proposed as a method for searching the ground state of Ising models. QA and SA are heuristic algorithms that aim to obtain near-optimal solutions with a reasonable computation time. If the landscape of the cost function is complicated and has many local minima, it is important to escape the local minima and search for as many local minima as possible to obtain highly accurate solutions. SA employs thermal fluctuations to escape the local minima, while QA escapes the local minima through the tunneling effects induced by quantum fluctuations. A quantum fluctuation is usually induced by a transverse magnetic field. Strong fluctuations are applied at the beginning of QA and SA. All spin configurations are found with a uniform probability at the initial state. Subsequently, the fluctuations are gradually decreased to narrow down the phase space range to be searched. A candidate solution, whose energy is hopefully optimal, is then finally obtained. The probability of obtaining a ground state becomes higher as the system is changed slower [29–31]. The adiabatic theorem [31] states that the computation time of QA is proportional to the inverse square of the minimum energy gap between the instantaneous ground state and the first excited state. Although numerous studies have compared the performances of QA and SA [32–40], the superiority of QA to SA remains elusive.

One of the main strategies of heuristic algorithms is the iterative improvement of a candidate solution. In addition to QA and SA, hill climbing, tabu search [41, 42], and genetic algorithm are also famous examples. The aforementioned algorithms escape the local minima in different ways; hence, the performance of heuristic algorithms generally depends on the instance of the combinatorial optimization problem to be solved. Combining several algorithms to exploit their complementary strength is effective in obtaining highly accurate solutions for a wide range of combinatorial optimization problems. For example, a candidate solution obtained by the genetic algorithm is next improved by the tabu search. However, QA and SA cannot be used to improve a candidate solution in its original form because the probability of obtaining a spin configuration is uniformly distributed in
the initial state. To resolve this issue, reverse annealing (RA) \[43–46\] is proposed as a refined QA that starts from a candidate solution. The Hamiltonian of RA consists of three terms: problem, driver, and initial Hamiltonian. Here, the problem Hamiltonian represents the Ising formulation of the cost function to be minimized. The driver Hamiltonian induces the quantum fluctuation strength. The ground state of the initial Hamiltonian is identical to the candidate solution. The Hamiltonian of RA is set to the initial Hamiltonian at the beginning of RA. Next, RA interpolates the initial and problem Hamiltonian, during which the quantum fluctuation strength is first increased, and then decreased to zero at the end. The search space of RA is restricted around the candidate solution, which is first increased, and then decreased to zero at the end. The quantum fluctuation strength is then decreased exponentially with the system size \[52–54\], while that in a system with a second-order phase transition polynomially decreases. Therefore, using the proposed formulation, the computation time of QA is expected to be significantly improved if a near-optimal solution is prepared a priori. The proposed formulation can be applied to a wide range of integer optimization problems and enables us to apply QA to the improvement of a candidate solution obtained by other optimization algorithms.

The remainder of this paper is organized as follows: Section II briefly explains a conventional Ising formulation of integer optimization problems and presents the proposed Ising formulation to embed information about the candidate solution into the problem Hamiltonian; Section III explains the application of the proposed formulation to TMF-QA of the FC-FM Potts model and provides an analytical investigation of the phase transition order for various overlap values between the candidate solution and the ground state; and finally, Section IV presents the discussion and conclusions of this study.

II. ISING FORMULATION OF INTEGER OPTIMIZATION PROBLEMS

After a brief explanation of a conventional formulation, we will propose herein the Ising formulation of integer optimization problems for utilizing QA to improve a candidate solution.

A. Conventional formulation

In solving integer optimization problems using Ising-type computers, the cost function must be formulated as a Hamiltonian of the Ising model. Several formulations have so far been proposed\[2, 11, 21\]. Accordingly, one-hot encoding is one of the most commonly used approaches. This subsection briefly explains an Ising formulation of integer optimization problems with one-hot encoding.

A general-form integer optimization problem is given as follows:

$$\min_{\mathbf{S}} \left[ - \sum_{(ij) \in E} f_{ij}(S_i, S_j) - \sum_{i=1}^{N} g_i(S_i) \right] , \quad (1)$$

where $\mathbf{S} = \{S_1, S_2, ..., S_N\}$, $S_i \in \{1, 2, ..., Q\}$ is an integer variable; $N$ is the number of integer variables; $f_{ij}(S_i, S_j)$ is the interaction between $S_i$ and $S_j$; $(i, j) \in E$ is a pair of indices of integer variables with the interaction; and $g_i(S_i)$ is an external magnetic field applied to $S_i$. One-hot encoding assigns $Q$ binary variables $\{x_{qi} \in \{0, 1\} | q = 1, 2, ..., Q\}$ to $S_i$. The following constraint

$$\sum_{q=1}^{Q} x_{qi} = 1, \quad \forall i, \quad (2)$$

is imposed, and $S_i$ is restored as follows:

$$S_i = \sum_{q=1}^{Q} q x_{qi} . \quad (3)$$

Fig. II for $Q = 4$ presents the binary representation of an integer variable with one-hot encoding. The equivalent optimization problem defined by binary variables is given as

$$\min_{\mathbf{x}} \left[ - \sum_{(ij) \in E} \sum_{q=1}^{Q} \sum_{q' = 1}^{Q} f_{ij}(q, q') x_{qi} x_{q' j} - \sum_{i=1}^{N} \sum_{q=1}^{Q} g_i(q) x_{qi} \right] ,$$

s.t. $\sum_{q=1}^{Q} x_{qi} = 1. \quad (4)$

Using the following transformation:

$$x_{qi} = \frac{1 - \sigma_{qi}^z}{2}, \quad (5)$$
the abovementioned optimization problem [Eq. (4)] is expressed as follows with respect to the Ising spin $\sigma_{qi} \in (+1, -1)$:

$$
\min_{\sigma^z} \left[ -\sum_{(ij) \in E} \sum_{q = 1}^{Q} \sum_{q' = 1}^{Q} J_{ij}(q, q')\sigma_{qi}^z\sigma_{qj}^z - \sum_{i = 1}^{N} \sum_{q = 1}^{Q} h_i(q)\sigma_{qi}^z \right]
$$

s.t. $\sum_{q = 1}^{Q} \sigma_{qi}^z = Q - 2$,

(6)

where

$$
J_{ij}(q, q') = \frac{1}{4} f_{ij}(q, q'),
$$

(7)

and

$$
h_i(q) = -\frac{1}{4} \sum_{j \in \partial_i} \sum_{q' = 1}^{Q} f_{ij}(q, q') - \frac{1}{2} g_i(q).
$$

(8)

Here, $\sigma_{qi} = -1$ represents $S_i = q$, and $j \in \partial_i$ represents the indices of the integer variables that interact with $S_i$. An unconstrained cost function is required to solve the above optimization problem using Ising-type computers. We obtain the problem Hamiltonian as follows by introducing a penalty term:

$$
\mathcal{H}_0 = -\sum_{(ij) \in E} \sum_{q = 1}^{Q} \sum_{q' = 1}^{Q} J_{ij}(q, q')\sigma_{qi}^z\sigma_{qj}^z - \sum_{i = 1}^{N} \sum_{q = 1}^{Q} h_i(q)\sigma_{qi}^z
$$

$$
+ \frac{\lambda}{2} \sum_{i = 1}^{N} \left( \sum_{q = 1}^{Q} \sigma_{qi}^z - (Q - 2) \right)^2,
$$

(9)

where the third term represents the penalty term, and $\lambda$ controls the strength of the penalty term. By using one-hot encoding, we can express integer optimization problems as a ground state search of an Ising model for arbitrary $f_{ij}(S_i, S_j)$.

## B. Proposed formulation

We modify one-hot encoding to embed information of a candidate solution into the problem Hamiltonian.

Given that we have a candidate solution: $S_i = r_i, \forall i$. Our formulation removes $x_{r_i,i}$ from the conventional one-hot encoding. Fig. 2 depicts the binary representation of $S_i$ with the proposed formulation for $Q = 4$ and $r_i = 3$. While the candidate solution $S_i = r$ is represented as a zero-hot configuration, $S_i \neq r_i$ is represented as a one-hot configuration. To add $\{x_qi = 0|q \neq r_i\}$ to feasible solutions, the constraint imposed in the conventional one-hot encoding is modified as follows:

$$
\sum_{q \neq r_i} x_{qi} = 0 \text{ or } 1.
$$

(10)

By substituting

$$
x_{r_i,i} = 1 - \sum_{q \neq r_i} x_{qi},
$$

(11)

into Eq. (10), in addition to changing the constraint to Eq. (11), we obtain the optimization problem expressed with respect to the binary variable $x_{qi} \in (0, 1)$ as follows:

$$
\min_{x} \left[ -\sum_{(ij) \in E} \sum_{q \neq r_i, q' \neq r_j} Q_{ij}(q, q')x_{qi}x_{qj} - \sum_{i} \sum_{q \neq r_i} R_i(q)x_{qi} \right]
$$

s.t. $\sum_{q \neq r_i} x_{qi} = 0 \text{ or } 1$,

(12)

where

$$
Q_{ij}(q, q') = f_{ij}(q, q') - f_{ij}(q, r_i) - f_{ij}(r_i, q') + f_{ij}(r_i, r_j),
$$

(13)

and

$$
R_i(q) = \sum_{j \in \partial_i} f_{ij}(q, r_j) - \sum_{j \in \partial_i} f_{ij}(r_i, r_j) + g_i(q) - g_i(r_i).
$$

(14)

Eq. (13) then yields

$$
\min_{\sigma^z} \left[ -\sum_{(ij) \in E} \sum_{q \neq r_i, q' \neq r_j} J_{ij}(q, q')\sigma_{qi}^z\sigma_{qj}^z - \sum_{i} \sum_{q \neq r_i} h_i(q)\sigma_{qi}^z \right]
$$

s.t. $\sum_{q \neq r_i} \sigma_{qi}^z = Q - 1 \text{ or } Q - 3$,

(15)

where

$$
J_{ij}(q, q') = \frac{1}{4} Q_{ij}(q, q'),
$$

(16)

and

$$
h_i(q) = -\frac{1}{4} \sum_{j \in \partial_i} \sum_{q' \neq r_j} Q_{ij}(q, q') - \frac{1}{2} R_i(q).
$$

(17)

Finally, the unconstrained cost function is obtained by introducing the following penalty term:

$$
\mathcal{H}_0 = -\sum_{(ij) \in E} \sum_{q \neq r_i, q' \neq r_j} J_{ij}(q, q')\sigma_{qi}^z\sigma_{qj}^z - \sum_{i} \sum_{q \neq r_i} h_i(q)\sigma_{qi}^z
$$

$$
+ \frac{\lambda}{2} \sum_{i} \left( \sum_{q \neq r_i} \sigma_{qi}^z - (Q - 2) \right)^2.
$$

(18)
The penalty term is minimized when \( \sum_{q \neq r} \sigma_q^z = Q - 1 \) or \( Q - 3 \).

### C. QA of the penalty term of the proposed formulation

The proposed formulation embeds information about a candidate solution into the problem Hamiltonian by exploiting the biased sampling of the degenerated ground states in TMF-QA. By analyzing QA of the penalty term, we confirm in this section that the phase space around the candidate solution is mainly searched with the proposed formulation.

The Hamiltonian of TMF-QA is given as follows:

\[
\hat{H}_{\text{QA}} = \hat{H}_{\text{pen}} - \Gamma \sum_{q \neq r} \hat{\sigma}_q^z,
\]

\[
\hat{H}_{\text{pen}} = \frac{\lambda}{2} \left( \sum_{q \neq r} \hat{\sigma}_q^z - (Q - 2) \right)^2,
\]

where \( \hat{H}_{\text{pen}} \) is the penalty term of the proposed formulation, and \( \hat{\sigma}_q^z, \hat{\sigma}_q^x \) are the Pauli \( z, x \) operators. Fig. 3 depicts the ground states of the penalty term for \( Q = 4 \) and \( r = 3 \), where the Hamming distance between the ground states connected by an edge is one. Hereafter, we refer to the ground state satisfying \( \sum_{q \neq r} \sigma_q^z = Q - 3 \) as the zero-hot ground state and that satisfying \( \sum_{q \neq r} \sigma_q^z = Q - 1 \) as the one-hot ground state.

The biased sampling of the degenerated ground states contributes to the information embedding about the candidate solution into the problem Hamiltonian. Free spins play an important role in causing the biased sampling in TMF-QA. Here, a free spin is referred to as a spin that does not change the energy by flipping it in the ground states. The number of free spins is different between the zero- and one-hot ground states: \( Q - 1 \) for the zero-hot ground state and one for each one-hot ground state. When \( \Gamma \) is small, the ground state of \( \hat{H}_{\text{QA}} \) can be approximately expressed as a superposition of the ground states of \( \hat{H}_{\text{pen}} \). To lower the energy term of the transverse magnetic field, the zero- and one-hot ground states must be superposed to obtain the eigen vector of \( \hat{\sigma}_q^z \).

For example, when \( Q = 4 \), the following three states contain the eigen vector of \( \hat{\sigma}_q^z \). Here, the right arrow “\( \rightarrow \)” indicates that a spin is aligned along the transverse magnetic field. The zero-hot ground state is commonly used to obtain the eigen vector of \( \hat{\sigma}_q^z \). Consequently, the zero-hot ground state is sampled with a higher probability than each one-hot ground state. Using the degenerate perturbation theory, the probability of obtaining the zero-hot ground state can easily be verified as 50% at \( \Gamma = 0 \).

Fig. 4 shows the dependence of \( P(S = r) \) and \( P(S = r') \) for \( r' \neq r \) on \( \Gamma \) during QA. Here, \( P(S = r) \) and \( P(S = r') \) represent the probability of obtaining \( S = r \) and \( S = r' \), respectively. We set \( Q = 4 \). The probability of obtaining the candidate solution \( P(S = r) \) is always greater than \( P(S = r') \). In other words, the phase space around the candidate solution is mainly searched during QA with the proposed formulation. As explained in the previous paragraph, \( P(S = r) = 0.5 \) at \( \Gamma = 0 \). Here, note that the proposed formulation cannot be applied to the optimization by SA for embedding the candidate solution because the degenerated ground states are fairly sampled in SA.

### III. QA OF THE FC-FM POTTS MODEL WITH THE PROPOSED FORMULATION

We apply the proposed formulation to QA of the FC-FM Potts model. QA with conventional one-hot encoding was analytically investigated in Ref. [52], which confirmed the occurrence of a first-order phase transition.
The Hamiltonian of the FC-FM Potts model is given as follows:

\[ H_{\text{potts}}(\mathbf{S}) = - \sum_{i<j} f_{ij}(S_i, S_j) - \sum_i g_i(S_i), \]  

where \( f_{ij}(S_i, S_j) = \frac{4J}{N} \delta(S_i, S_j), \) \( g_i(S_i) = 0, \) for the zero-spin variable, and \( \delta \) denotes the Kronecker delta function.

From Eqs. (13), (14), (16), (17), (18), (25), and (26), we obtain the Ising formulation of the Hamiltonian of the FC-FM Potts model as follows:

\[ H_0 = - \sum_{i<j \neq r_i, q' \neq r_j} J_{ij}(q, q') \sigma_{qi}^{z} \sigma_{q'j}^{z} - \sum_i \sum_{q \neq r_i} h_i(q) \sigma_{qi}^{z} + \frac{\lambda}{2} \sum_i \left( \sum_{q \neq r_i} \sigma_{qi}^{z} - (Q - 2) \right)^2. \]  

where

\[ J_{ij}(q, q') = \frac{J}{N} \left[ \delta(q, q') - \delta(q, r_j) - \delta(r_i, q') + \delta(r_i, r_j) \right], \]  

and

\[ h_i(q) = \frac{Q - 2}{N} J \sum_{j \neq i} \left[ \delta(q, r_i) - \delta(r_i, r_j) \right]. \]

Next, we divide the \( N \) integer variables \( \{S_i\}_{i=1,2,...,N} \) into \( Q \) groups \( \{V_\xi\}_{\xi=1,2,...,Q} \), where a candidate solution is given by \( \{r_i = \xi|i \in V_\xi\} \) for each group. Fig. 5 depicts a simple example for \( Q = 4 \) and \( N = 9 \). The vertices represent the spin variables \( \{\sigma_{qi}\} \). Four spins vertically arranged are assigned to the same integer variable. In this case, \( \sigma_{11}, \sigma_{12}, \) and \( \sigma_{13} \) are removed because \( S_1, S_2, \) and \( S_3 \) belong to \( V_1 \), and \( r_1 = r_2 = r_3 = 1 \). In the same manner, \( \{\sigma_{3}, i \in V_3\} \) is removed for other groups (\( \xi > 1 \)) because the candidate solution is \( S_i = \xi \) for \( i \in V_\xi \). By expanding the summation over \( i \) as

\[ \sum_i = \sum_{\xi} \sum_{i \in V_\xi}, \]

we can rewrite the Hamiltonian [Eq. (27)] as

\[ H_0(\mathbf{\sigma}^z) = -\frac{N}{2} \sum_{\xi=1}^{Q} \sum_{\eta=1}^{Q} \sum_{q \neq \xi, q' \neq \eta} J_{\xi\eta}(q, q') \left( \frac{1}{N_\xi} \sum_{i \in V_\xi} \sigma_{qi}^{z} \right) \left( \frac{1}{N_\eta} \sum_{j \in V_\eta} \sigma_{q'j}^{z} \right) - (Q - 2) \sum_{\xi=1}^{Q} \sum_{i \in V_\xi} \sum_{q \neq \xi} \tilde{h}_\xi(q) \sigma_{qi}^{z} + \frac{\lambda}{2} \sum_{\xi=1}^{Q} \sum_{i \in V_\xi} \left( \sum_{q \neq \xi} \sigma_{qi}^{z} - (Q - 2) \right)^2, \]  

where \( N_\xi \) is the number of integer variables belonging to \( V_\xi, \rho_\xi = N_\xi/N, \) and \( \tilde{J}_{\xi\eta}(q, q'), \tilde{h}_\xi(q) \) are given as

\[ \tilde{J}_{\xi\eta}(q, q') = J \left[ \delta(q, q') - \delta(q, \eta) - \delta(\xi, q') + \delta(\xi, \eta) \right], \]  

\[ \tilde{h}_\xi(q) = J(\rho_q - \rho_\xi). \]

In this case, \( \rho_1 \) represents the overlap between the candidate solution \( \{S_i = \xi|i \in V_\xi, \xi = 1, 2, ..., Q\} \) and the ground state \( S_i = 1 \) of the FC-FM Potts model. We will analytically investigate the order of the phase transition during TMF-QA for various \( \rho_1 \) values in the subsequent sections.

Hereafter, we set

\[ \rho_1 > \rho_{\xi \geq 2}. \]
and low: energy minimizer. Saddle point equations are given by
\[ \mathcal{H}_q(\hat{\sigma}^z) = -\Gamma \sum_{\xi} \sum_{\eta \neq \xi} \sigma^{z}_{\xi \eta} \],
\[ f(m, \tilde{m}) = -\frac{1}{2} \sum_{\xi, \eta} \rho_{\xi} \rho_{\eta} \sum_{q \neq \xi, q' \neq \eta} \tilde{J}_{\xi \eta}(q, q') m_{q\xi} m_{q'\eta} + \frac{1}{J} \sum_{\xi} \sum_{q \neq \xi} \rho_{\xi} \tilde{m}_{q\xi} m_{q\xi} - \frac{1}{\beta} \sum_{\xi} \rho_{\xi} \log \text{Tr} e^{-\beta \tilde{H}_{\xi}(\text{eff})}, \]
where \( \beta \) is the inverse temperature; \( m_{q\xi} \) is the ferromagnetic order parameter for \( \{ \sigma^z_{qi} | i \in V_\xi \} \) (Fig. 3); \( \tilde{m}_{q\xi} \) is a conjugate variable of \( m_{q\xi} \); and the effective Hamiltonian \( \tilde{H}_{\xi}(\text{eff}) \) is given as
\[ \tilde{H}_{\xi}(\text{eff}) = \lambda \left( \sum_{q \neq \xi} \tilde{\sigma}^z_q \right)^2 - \sum_{q \neq \xi} \tilde{h}_{\xi}(\text{eff})(q) \tilde{\sigma}^z_q - \Gamma \sum_{q \neq \xi} \tilde{\sigma}^z_q, \]
and
\[ \tilde{h}_{\xi}(\text{eff})(q) = \tilde{m}_{q\xi} + (Q - 2) \left( \rho_q - \rho_{\xi} + \frac{\lambda}{J} \right). \]
Appendix A presents a detailed derivation of the free energy. The order parameters are determined as the free energy minimizer. Saddle point equations are given below:
\[ \tilde{m}_{q\xi} = \frac{1}{\tilde{J}} \sum_{\eta} \rho_{\eta} \sum_{q' \neq \eta} \tilde{J}_{\xi \eta}(q, q') m_{q'\eta}, \]
\[ m_{q\xi} = \frac{\text{Tr} e^{-\beta \tilde{H}_{\xi}(\text{eff})}(\hat{\sigma}^z, m_{\tilde{m}_{\xi}})}{\text{Tr} e^{-\beta \tilde{H}_{\xi}(\text{eff})}(\hat{\sigma}^z, \tilde{m}_{\xi})} = \langle \tilde{\sigma}^z \rangle / \tilde{\mu}_{\xi}(\text{eff}). \]

B. Free energy and saddle point equations

The Hamiltonian of TMF-QA is given as follows:
\[ \hat{\mathcal{H}}_{\text{QA}} = \hat{\mathcal{H}}_0(\hat{\sigma}^z) + \hat{\mathcal{H}}_q(\hat{\sigma}^z), \]
\[ \hat{\mathcal{H}}_q(\hat{\sigma}^z) = -\Gamma \sum_{\xi} \sum_{\eta \neq \xi} \sigma^{z}_{\xi \eta} \hat{\sigma}^z_{\xi \eta}, \]
where \( \hat{\mathcal{H}}_0(\hat{\sigma}^z) \) is given by Eq. (35). By applying the Suzuki–Trotter formula \( [56] \) and assuming the static approximation \( [57] \) that neglects the imaginary-time dependence of the order parameters, we obtain free energy as follows in the limit of \( N \to \infty \):
used to embed information about the candidate solution into the problem Hamiltonian.

The free energy is given as follows:

$$f(m, \tilde{m}) = -\frac{J}{2} \sum_{q \neq 1} \sum_{q' \neq 1} [1 + \delta(q, q')] m_q m_{q'}$$
$$+ J \sum_{q \neq 1} \tilde{m}_q m_q - \frac{1}{\beta} \log \text{Tr} e^{-\beta \hat{H}_{(\text{eff})}} ,$$  \hspace{1cm} (42)

where

$$\hat{H}_{(\text{eff})} = \frac{\lambda}{2} \left( \sum_{q \neq 1} \hat{\sigma}_q^z \right)^2 - \sum_{q \neq 1} \tilde{h}_{(\text{eff})}(q) \hat{\sigma}_q^z - \Gamma \sum_{q \neq 1} \hat{\sigma}_q^z ,$$  \hspace{1cm} (43)

and

$$\frac{\tilde{h}_{(\text{eff})}(q)}{J} = \tilde{m}_q + (Q - 2) \left( \frac{\lambda}{J} - 1 \right) .$$  \hspace{1cm} (44)

$\rho_{\xi \geq 2} = 0$; hence, the free energy is defined by the $Q - 1$ ferromagnetic order parameters $\{m_q | q \neq 1\}$ and $Q - 1$ conjugate variables $\{\tilde{m}_q | q \neq 1\}$ (Fig. 7). The saddle point equations are given as follows:

$$\tilde{m}_q = \sum_{q' \neq 1} [1 + \delta(q, q')] m_{q'} ,$$  \hspace{1cm} (45)

$$m_q = \langle \hat{\sigma}_q^z \rangle_{\hat{H}_{(\text{eff})}} .$$  \hspace{1cm} (46)

The ferromagnetic order parameters and the conjugate variables at the global minimum of the free energy do not depend on $q$:

$$m_0 = m_q ,$$  \hspace{1cm} (47)

$$\tilde{m}_0 = \tilde{m}_q .$$  \hspace{1cm} (48)

Fig. 8 depicts the dependence of $m_0$ on $\Gamma$ at $T = 0$. We set $\rho_1 = 1, \lambda = 1.5$.

During QA is avoided. Fig. 9 illustrates the dependence of $m_0$ on $T$ at $\Gamma = 0$ for $Q = 4$. The dashed lines represent the solutions of the saddle point equations. The points are solutions that minimize the free energy. A metastable state appears as $T$ decreases. A discontinuous jump of $m_0$ also occurs. In other words, the first-order phase transition remains during SA. Fig. 10 depicts a phase diagram of simulated QA on the $\Gamma - T$ plane for $Q = 3, 5$, and 7. Here, we set $\rho_1 = 1$ and $\lambda = 1.5$. The lines in Fig. 10 represent the condition where the first-order phase transition occurs for each $Q$ value. As the effect of the biased sampling is made stronger by the $\Gamma$ increase, the discontinuous jump of $m_0$ becomes smaller, and the first-order phase transition finally disappears. Considering the abovementioned results, we conclude that the proposed formulation is applicable to the TMF-QA optimization for embedding information about the candidate solution into the problem Hamiltonian.

D. With the candidate solution different from the ground states: $1 > \rho_1 > \rho_{\xi \geq 2} = \rho$

We next investigate the phase transition order during TMF-QA ($T = 0$) for various $\rho_1$. We confirm that the
A first-order phase transition is successfully avoided when \( \rho_1 \) exceeds a threshold. In this subsection, we set
\[
\rho_{\xi \geq 2} = \frac{1 - \rho_1}{Q - 1} \equiv \rho. 
\]  
(49)

The ferromagnetic order parameters satisfy the following equations at the global minimum of the free energy:
\[
m_0 = m_{q_1}, q \geq 2,  
\]
\[
m_- = m_{q_2}, q \geq 2,  
\]
\[
m_+ = m_{q_3}, q \geq 2, q \neq \xi.  
\]
(50) \hspace{1cm} (51) \hspace{1cm} (52)

As shown in the above equations, the order parameters are divided into three groups (Fig. 11). Note that \( \{ m_{q\xi} | q = \xi \} \) is not defined because \( \{ \sigma_{\xi i} | i \in V_\xi \} \) is removed. Figure 12 shows the dependence of \( m_0 \) and \( m_\pm \) on \( \Gamma \) for \( \rho_1 = 0.26 \). Fig. 13 displays that for \( \rho_1 = 0.60 \), for \( \rho_1 = 0.26 \), a metastable state appears; the first-order phase transition occurs as \( \Gamma \) decreases; \( m_0 \) and \( m_\pm \) continuously change for \( \rho_1 = 0.60 \). The results indicate that the first-order phase transition is successfully avoided if the overlap between the candidate solution and one of the ground states exceeds a threshold.

Fig. 14 shows the condition of avoiding the first-order phase transition on the \( \lambda - \rho_1 \) plane for \( Q = 4 \). The solid line represents the \( \rho_1 \) threshold. The dashed line is the lower bound of \( \lambda \) to correctly encode the ground states of the FC-FM Potts model as those of the corresponding Ising model [Eq. (41)]. The \( \rho_1 \) threshold strongly depends on \( \lambda \) and decreases as \( \lambda \) is increased. This is caused by the following reason: the effect of the biased sampling of the zero-hot ground state becomes stronger when \( \lambda \) is increased because the probability of obtaining infeasible solutions, which break the constraint [Eq. (41)], decreases. We can control the biased sampling effect by using \( \lambda \). Note that unlike RA, the dynamic adjustment of \( \lambda \) is not required during TMF-QA.

Fig. 15 shows the dependence of the \( \rho_1 \) threshold on \( Q \). Although the first-order phase transition can be avoided, the \( \rho_1 \) threshold becomes larger when \( Q \) is increased.

IV. CONCLUSIONS

In this study, we proposed the Ising formulation of integer optimization problems for embedding information about a candidate solution into the problem Hamiltonian. The proposed formulation enables us to use TMF-QA to improve a candidate solution obtained by other optimization algorithms and combine TMF-QA with other heuristic algorithms to exploit their complementary strength. Each heuristic algorithm escapes the local minima in different ways; hence, the hybridization of several heuristic algorithms is expected to be an effective method of obtaining a highly accurate solution for a wide range of combinatorial optimization problems.

The proposed formulation embeds information about a candidate solution by exploiting the biased sampling of the degenerated ground states in TMF-QA. The information is embedded into the problem Hamiltonian. The number of control parameters does not increase from the original form. In addition, the number of Ising spins decreases from the conventional one-hot encoding because the zero-hot configuration becomes one of the feasible solutions in the proposed formulation. Therefore, the proposed formulation can be applied to QA implemented by the current version of the D-Wave quantum annealer. In addition, the hardware resource of the annealer can be efficiently exhausted.

In this work, we analytically investigated the phase transition order during TMF-QA of the FC-FM Potts model. The results confirmed that the first-order phase transition can successfully be avoided using the proposed formulation if the overlap between the candidate solution and one of the ground states exceeds a threshold. By applying the proposed formulation, we can use TMF-QA to improve a candidate solution. The proposed formulation is expected to be of use in a wide range of integer optimization problems for embedding information about a candidate solution. Confirming the validity of this expectation will be a future work.
FIG. 12: Dependence of $m_0$ and $m_\pm$ on $\Gamma$ for $\rho_1 = 0.26$. The dashed lines represent the solutions of the saddle point equations (40) and (41). The points are one of the solutions minimizing the free energy. We set $Q = 4$ and $\lambda = 1.5$.

(a) Dependence of $m_0$ on $\Gamma$ for $\rho_1 = 0.26$.
(b) Dependence of $m_\pm$ on $\Gamma$ for $\rho_1 = 0.26$.

FIG. 13: Dependence of $m_0$ and $m_\pm$ on $\Gamma$ for $\rho_1 = 0.60$. We set $Q = 4$ and $\lambda = 1.5$.

(a) Dependence of $m_0$ on $\Gamma$ for $\rho_1 = 0.60$.
(b) Dependence of $m_\pm$ on $\Gamma$ for $\rho_1 = 0.60$.

FIG. 14: Condition for avoiding the first-order phase transition on the $\lambda - \rho_1$ plane for $Q = 4$.

FIG. 15: Dependence of the $\rho_1$ threshold on $Q$.
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Appendix A: Free energy of the FC-FM Potts model with the proposed Ising formulation

We derive the free energy [Eqs. (37), (38), and (39)] of the FC-FM Potts model using the proposed Ising formulation.

The partition function is given as follows:

\[ Z = \text{Tr} e^{-\beta \hat{H}_0(\sigma^z) - \beta \hat{H}_q(\sigma^x)}, \]  

(A1)

where \( \hat{H}_0(\sigma^z) \) and \( \hat{H}_q(\sigma^x) \) are defined in Eqs. (31) and (36), respectively. Using the Suzuki–Trotter formula yields

\[ Z = \lim_{K \to \infty} \text{Tr} \left[ \exp \left( -\frac{\beta}{K} \hat{H}_0(\sigma^z) \right) \exp \left( -\frac{\beta}{K} \hat{H}_q(\sigma^x) \right) \right]^K. \]  

(A2)

By introducing the closure relations

\[ \hat{1}(\kappa) = \sum_{\sigma^z(\kappa)} |\sigma^z(\kappa)\rangle \langle \sigma^z(\kappa)|, \]  

(A3)

the partition function is rewritten as

\[ Z = \lim_{K \to \infty} \sum_{\sigma^z(1)} \cdots \sum_{\sigma^z(K)} \prod_{\kappa=1}^K \exp \left( -\frac{\beta}{K} \mathcal{H}_0(\sigma^z(\kappa)) \right) \times \left( \sigma^z(\kappa) \right| \exp \left( -\frac{\beta}{K} \mathcal{H}_q(\sigma^x) \right) \langle \sigma^z(\kappa+1) \rangle, \]  

(A4)

where \( \kappa \) represents the Trotter slice; \( \sigma^z(\kappa) \) denotes the Ising spins belonging to the \( \kappa \)-th Trotter slice; and \( \sum_{\sigma^z(\kappa)} \) denotes the summation over all the spin configurations of \( \sigma^z(\kappa) \). By using Dirac’s delta function and its Fourier transformation, we introduce herein the ferromagnetic order parameters and linearize the first term of \( \mathcal{H}_0(\sigma^z) \) as follows:

\[ \exp \left[ \frac{\beta N}{2K} \sum_{\xi,\eta} \rho_\xi \rho_\eta \sum_{q \neq \xi, q' \neq \eta} \hat{J}_{\xi\eta}(q, q') \left( \frac{1}{N_\xi} \sum_{i \in V_\xi} \sigma_{qi}^z(\kappa) \right) \left( \frac{1}{N_\eta} \sum_{j \in V_\eta} \sigma_{q'j}^z(\kappa) \right) \right] \]

\[ = \int d\mathbf{m}(\kappa) \exp \left( \frac{\beta N}{2K} \sum_{\xi,\eta} \rho_\xi \rho_\eta \sum_{q \neq \xi, q' \neq \eta} \hat{J}_{\xi\eta}(q, q') m_{q\xi}(\kappa) m_{q'\eta}(\kappa) \right) \prod_{\xi \neq \xi} \delta \left( m_{q\xi}(\kappa) - \frac{1}{N_\xi} \sum_{i \in V_\xi} \sigma_{qi}^z(\kappa) \right) \]

\[ \times \exp \left[ \frac{\beta N}{K} \left( \frac{1}{2} \sum_{\xi,\eta} \rho_\xi \rho_\eta \sum_{q \neq \xi, q' \neq \eta} \hat{J}_{\xi\eta}(q, q') m_{q\xi}(\kappa) m_{q'\eta}(\kappa) - J \sum_{\xi \neq \xi} \rho_\xi \hat{m}_{q\xi}(\kappa) m_{q\xi}(\kappa) \right) \right], \]  

(A5)

where \( m_{q\xi}(\kappa) \) is the ferromagnetic order parameter of \( \{\sigma_{qi}^z(\kappa)\}_{i \in V_\xi} \), and \( \hat{m}_{q\xi}(\kappa) \) is the conjugate variable of \( m_{q\xi}(\kappa) \), and

\[ d\mathbf{m}(\kappa) \equiv \prod_{\xi \neq \xi} d m_{q\xi}(\kappa), \]  

(A6)

\[ d\mathbf{\hat{m}}(\kappa) \equiv \prod_{\xi \neq \xi} d \hat{m}_{q\xi}(\kappa). \]  

(A7)

We can rewrite \( \mathcal{H}_0(\sigma^z(\kappa)) \) as follows by using Eq. (A5):

\[ \exp \left( -\frac{\beta}{K} \mathcal{H}_0(\sigma^z(\kappa)) \right) \propto \int d\mathbf{m}(\kappa) \int d\mathbf{\hat{m}}(\kappa) \exp \left( -\frac{\beta}{K} \mathcal{H}_0^{(\text{eff})}(\sigma^z(\kappa)) \right) \]

\[ \times \exp \left[ \frac{\beta N}{K} \left( \frac{1}{2} \sum_{\xi,\eta} \rho_\xi \rho_\eta \sum_{q \neq \xi, q' \neq \eta} \hat{J}_{\xi\eta}(q, q') m_{q\xi}(\kappa) m_{q'\eta}(\kappa) - J \sum_{\xi \neq \xi} \rho_\xi \hat{m}_{q\xi}(\kappa) m_{q\xi}(\kappa) \right) \right], \]  

(A8)

where

\[ \mathcal{H}_0^{(\text{eff})}(\sigma^z(\kappa)) = \frac{1}{2} \sum_{\xi \in V_\xi} \sum_{q \neq \xi} \left( \sum_{\eta \neq \xi} \sigma_{qi}^z(\kappa) \right)^2 - \sum_{\xi \in V_\xi} \sum_{q \neq \xi} \left[ J \hat{m}_{q\xi}(\kappa) + (Q - 2)(\lambda + \hat{h}_\xi(q)) \right] \sigma_{qi}^z(\kappa). \]  

(A9)
Substituting Eqs. (A8) and (A9) into Eq. (A4), followed by the inverse operation of the closure relation [Eq. (A3)], we obtain

\[
Z \propto \lim_{K \to \infty} \int dm \int d\tilde{m} \exp \left[ \frac{\beta N}{K} \left( \frac{1}{2} \sum_{\kappa, \eta} \sum_{q \neq q' \neq n} J_{q,q'}(q,q') m_{q\xi}(\kappa) m_{q'\eta}(\kappa) - \frac{J}{2} \sum_{\kappa} \sum_{q \neq \xi} \rho_{\xi} \tilde{m}_{q\xi}(\kappa) m_{q\xi}(\kappa) \right) \right] \times \text{Tr} \prod_{\kappa} \exp \left[ -\frac{\beta}{K} \hat{H}_0^{(\text{eff})}(\hat{\sigma}^z) \right] \exp \left[ -\frac{\beta}{K} \hat{H}_q(\hat{\sigma}^z) \right],
\]

(A10)

where

\[
dm = \prod_{\kappa} \prod_{\xi} \prod_{q \neq \xi} dm_{q\xi}(\kappa),
\]

(A11)

and

\[
d\tilde{m} = \prod_{\kappa} \prod_{\xi} \prod_{q \neq \xi} d\tilde{m}_{q\xi}(\kappa).
\]

(A12)

We then inversely operate the Suzuki–Trotter formula as follows after applying the static approximation:

\[
m_{q\xi} \equiv m_{q\xi}(\kappa),
\]

(A13)

\[
\tilde{m}_{q\xi} \equiv \tilde{m}_{q\xi}(\kappa).
\]

(A14)

The resulting expression of the partition function is given as follows:

\[
Z = \int dm \int d\tilde{m} e^{-\beta N f(m,\tilde{m})},
\]

(A15)

where

\[
f(m,\tilde{m}) = -\frac{1}{2} \sum_{\xi,\eta} \rho_{\xi} \rho_{\eta} \sum_{q \neq \xi \neq q'} \tilde{J}_{q,q'}(q,q') m_{q\xi}(\kappa) m_{q'\eta}(\kappa) + \frac{J}{2} \sum_{\xi} \sum_{q \neq \xi} \rho_{\xi} \tilde{m}_{q\xi}(\kappa) m_{q\xi}(\kappa) - \frac{1}{\beta} \sum_{\xi} \rho_{\xi} \log \text{Tr} e^{-\beta \hat{H}_0^{(\text{eff})}} ,
\]

(A16)

\[
\hat{H}_\xi^{(\text{eff})} = \frac{\lambda}{2} \left( \sum_{q \neq \xi} \hat{\sigma}_q^+ \right)^2 - \sum_{q \neq \xi} \hat{h}_\xi^{(\text{eff})}(q) \hat{\sigma}_q^- - \Gamma \sum_{q \neq \xi} \hat{\sigma}_q^z ,
\]

(A17)

and

\[
\hat{h}_\xi^{(\text{eff})}(q) = J \tilde{m}_{q\xi} + (Q-2) \left[ \lambda + J(\rho_q - \rho_\xi) \right] .
\]

(A18)

Eqs. (A16), (A17), and (A18) are identical to Eqs. (37), (38), and (39), respectively.
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