Quantum circuits for solving local fermion-to-qubit mappings
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Local Hamiltonians of fermionic systems on a lattice can be mapped onto local qubit Hamiltonians. Maintaining the locality of the operators comes at the expense of increasing the Hilbert space with auxiliary degrees of freedom. In order to retrieve the lower-dimensional physical Hilbert space that represents fermionic degrees of freedom, one must satisfy a set of constraints. In this work, we introduce quantum circuits that exactly satisfy these stringent constraints. We demonstrate how maintaining locality allows one to carry out a Trotterized time-evolution with constant circuit depth per time step. Our construction is particularly advantageous to simulate the time evolution operator of fermionic systems in $d>1$ dimensions. We also discuss how these families of circuits can be used as variational quantum states, focusing on two approaches: a first one based on general constant-fermion-number gates, and a second one based on the Hamiltonian variational ansatz where the eigenstates are represented by parametrized time-evolution operators. We apply our methods to the problem of finding the ground state and time-evolved states of the $t$-$V$ model.

1 Introduction

Quantum simulations of fermionic systems on digital quantum devices can be challenging due to the anti-commutation relations of fermionic operators. More specifically, in order to carry out such simulations, one must map anti-commuting fermion operators onto Pauli operators, which naturally obey commutation relations. The most commonly used mapping between fermionic and spin degrees of freedom is the Jordan-Wigner transformation (JWT), which follows as a natural consequence of the second quantization formalism of fermions [1]. After choosing a fermion ordering in the second quantization formalism, the JWT maps each fermion operator $f_i^\dagger$ onto qubit operators $f_i^\dagger \rightarrow \frac{1}{2}(X_i - iY_i)(\otimes_{j<i}Z_j)$, where $(X_i, Y_i, Z_i)$ are Pauli matrices applied to qubit $i$. The operator chain $S_i = \otimes_{j<i}Z_j$ is commonly referred to as a Jordan-Wigner string, and is necessary to maintain the aforementioned fermionic anti-commutation relations.

Typical physical Hamiltonians of fermions on a lattice (such as the Fermi-Hubbard model) consist of spatially local operators such as the hopping operators $f_i^\dagger f_j$, where $i$ and $j$ refer to fermionic modes on neighboring sites. Even though these operators are local on the fermionic side, under a JWT they can become non-local on the qubit operator side $f_i^\dagger f_j \rightarrow \frac{1}{2}(X_i - iY_i)(X + iY_j)\otimes_{i<k<j}Z_k$. The operator string $\otimes_{i<k<j}Z_k$ appears when the sites corresponding to modes $i$ and $j$ are not adjacent in the chosen JW ordering of the fermionic modes. For example, in the case of a 2D square lattice of size $L_x \times L_y$, the lattice sites are often assigned an order according to a horizontal snake-like pattern. In the latter case, vertical hopping terms will generate Jordan-Wigner strings with sizes up to $2L_x - 2$ [2]. The non-locality of the Jordan-Wigner strings becomes increasingly problematic as the dimensionality of the system increases [3, 4].

Fermion-to-qubit mappings can be avoided altogether in classical simulations using first quantization [5], and in quantum simulation using analog simulators that natively contain fermionic degrees of freedom. Recent examples of such
simulators are based on quantum dots [6, 7] and cold atoms [8]. However, there have recently been practical demonstrations of simulations of fermionic lattice systems with digital quantum processors. For example, Ref. [9] successfully studied the time evolution of the 1d Fermi-Hubbard model, and Ref. [10] studied ground-state properties of 1d and ladder systems. These practical implementations use traditional Jordan-Wigner encodings to simulate fermions using digital quantum devices. A number of recent theoretical works have focused on developing new methodologies to simulate 2d Jordan-Wigner-transformed fermionic systems on NISQ devices. Most prominently, techniques based on the use of Fermionic-SWAP gates (FSWAP) introduced in Ref. [11], and later elaborated upon in Ref. [2], are promising for NISQ applications. These approaches implement the non-local JW strings by swapping fermions to the edges of the lattice, where the hopping operators become local. Similarly, SWAP operators have been introduced to simulate fermionic systems in higher dimensions in second quantization with Tensor Networks [12, 13]. However, such methods require increasingly larger numbers of FSWAP operations when the system size or the dimensionality of the system increases, which is problematic for digital quantum simulation.

Fortunately, the JWT is not a unique mapping. This allows one to search, for example, for efficient encodings that require fewer qubits and/or reduce the operator weights [14, 15, 16, 17, 18], which can be beneficial on current intermediate-scale quantum devices that contain only a few tens of qubits [19]. On the other hand, various works in the last ~40 years have focused on generalizations to mappings in higher dimensions (>1d) with the aim to maintain locality in the operators, and thereby reducing the size of the Jordan-Wigner strings. One of the first studies that derived higher-dimensional generalizations to the JWT dates back to the work of Wosiek [20]. Similar ideas were later explored independently by Ball [21] and Verstraete-Cirac [22] using methods that increase the fermionic Hilbert space with auxiliary fermions, while afterward restricting the reachable Hilbert space by defining an auxiliary Hamiltonian. Compared to Ref. [20], Ball-Verstraete-Cirac transformations [21, 22] suggested the more explicit introduction of auxiliary fermionic modes to counteract the Jordan-Wigner strings. These auxiliary modes effectively store the parity nearby the interaction terms, which is otherwise captured by the Jordan-Wigner string [3]. The auxiliary Majorana fermions are subject to local interaction terms that commute with the physical Hamiltonian, which is necessary in order to keep the eigenspectrum of the original problem identifiable in the spectrum of the transformed Hamiltonian.

In recent years, we have witnessed a strong renewed interest in methods for simulating fermionic systems through a set of local qubit gates [23, 24, 18, 25, 26, 27, 28, 23, 14]. Compared to earlier methods (such as Refs. [21, 22]) where JWT was carried out explicitly, recent techniques take a different approach where one first defines bosonic operators from the fermionic ones, which can then be mapped directly onto qubit operators without the need to order the fermions. The equivalence of many of these bosonization procedures in 2D was proven recently by Chen et al [26]. Since most of these novel methods do not require one to order the fermionic modes, they can more easily be generalized to different systems and higher dimensions.

Despite the recent theoretical progress on fermion-to-qubit mappings, the practical application of these techniques to simulate 2d fermionic systems remains elusive, both in the context of classical computational methods (for which they were originally explored [20]), and as a basis for quantum algorithms. The main difficulty lies in the fact that the auxiliary degrees of freedom must satisfy stringent constraints in order to correctly represent fermionic degrees of freedom. Recently, however, we have studied local fermion-to-qubit mappings in >1d with classical variational techniques in Ref. [29]. Hereby, we demonstrated that the quantum probability amplitudes function can be factorized into two parts: one part solving the Gauss constraints, and a variational part that only depends on the physical qubits (not on the auxiliary ones). However, this factorization is not unique. We investigated three solutions to satisfy the constraints, and showed that the complexity of the probability amplitudes function depends strongly on the chosen method to reduce the Hilbert space. Based on the insights of the most performant technique in Ref. [29], we design its quantum algorithm analog in this
work. The result is a novel set of quantum circuits that can be used to study the recent local fermion-to-qubit mappings and bosonization procedures [21, 22, 23, 24, 18, 15, 26, 27, 28, 23], as well as its connected lattice gauge theories [25].

This paper is structured as follows. We discuss the general bosonization formalism in Section 2 and discuss the emerging constraints. In Section 3 we introduce a quantum circuit that satisfies all the constraints that follow from the bosonization. We provide an implementation of the time-evolution operator of the t-V model using only local operators in Section 4. We define two variational ansatzes: a first one based on general fixed-fermion-number rotations in Section 5, and a second one using the framework of Hamiltonian variational ansatzes based on the time-evolution operators in Section 4. The performance of the variational ansatzes is demonstrated in Section 6 where we determine the ground state of the t-V model. Finally, we compare our method to other state-of-the-art techniques in Section 7 and discuss how to generalize it to other Hamiltonians, lattice topologies, internal degrees of freedom, and higher dimensions in Section 8.

2 Formalism

To introduce the formalism, we focus on spinless fermions on a square lattice. Consider a $L_x \times L_y$ 2D lattice with square cells, where all edges point either along the lattice basis vectors $x$ or $y$. This system consists of $N = |\mathcal{V}|$ sites $r \in \mathcal{V}$ connected with edges $\mathcal{E} = \{(r, r+x)\mid r \in \mathcal{V}\} \cup \{(r, r+y)\mid r \in \mathcal{V}\}$. Here, $r = (r_x, r_y)$, where $r_x \in \{0, ..., L_x-1\}$ and $r_x = L_x$ maps onto $r_x = 0$ due to periodicity (similar for $r_y$).

In general, all bosonization procedures that maintain the locality of local fermion operators in $>1d$ increase the number of qubits (either by introducing auxiliary fermions [22, 21], by generalizing the spin operators to generalized Euclidean spin operators [20], or by considering qubits on the links [25]). In the case of square lattices, each fermionic mode is associated with two qubits. We will refer to the physical (1) and auxiliary (2) qubit systems from hereon, and use their respective numbering to indicate operators that act on either system. A second important consequence that follows from any bosonization procedure is that the increased Hilbert space must be reduced by fulfilling additional constraints. As pointed out by Chen et al [25], a fermionic system on a 2D lattice can be mapped to a lattice gauge theory through bosonization procedures. The constraints can in this view be interpreted as the Gauss law of the lattice gauge theory [25]

$$G_r c \equiv 1 \quad \forall r \in \mathcal{V}$$

The superscript $c$ indicates that this constraint is not an operator constraint, but must rather be satisfied by the allowed quantum states $|\Psi\rangle$, i.e. $G_r |\Psi\rangle = |\Psi\rangle$, in order to maintain the fermionic properties.

We choose a bosonization procedure to determine $G_r$ in terms of qubit operators. Here, we follow the bosonization recipe in Refs. [28, 23], but other auxiliary fermion procedures give similar representations (see e.g. Ref. [25]) and are equivalent in 2D [26]. In particular, for square lattices, $G_r$ in Eq. (1) takes the following bosonic (qubit) representation (see Ref. [29, 28, 23] for a detailed derivation)

$$G_r = [Z^{(1)}_r Y^{(2)}_r]_r [X^{(2)}_r]_r [Y^{(2)}_r]_r [Z^{(1)}_r X^{(2)}_r]_r [Z^{(1)}_r]_r [Y^{(2)}_r]_r [X^{(2)}_r]_r$$

or in graphical form

$$Y^{(2)}_r X^{(2)}_r \leftarrow Z^{(1)}_r Y^{(2)}_r X^{(2)}_r$$

The operators

$$C_r = Y^{(2)}_r X^{(2)}_r Y^{(2)}_r X^{(2)}_r$$

on the left-hand side are also the Hamiltonian operators in Wen’s plaquette model [30, 31]. The fact that the right-hand side depends on the physical system, however, makes this a dynamical version of the plaquette model. As pointed out
in Ref. [25], these constraints resemble a Chern-Simons Gauss law, which captures flux attachment. The Chern-Simons gauge theories that attach magnetic flux and electric charges are typically challenging. For simplicity, we will always refer to Eq. (1) as the Gauss constraints from hereon.

By imposing periodic boundary conditions in the fermionic system, we obtain additional constraints introduced by non-contractable Wilson loops that must be satisfied by valid quantum states \(^{(a)}\) (see again Refs. [29, 28, 23] for a detailed derivation)

\[
\begin{align*}
L_x^{-1} \prod_{m=0}^{L_x-1} Z_{r+mx}^{(1)} Z_{r+mx}^{(2)} & \equiv -1 \quad (5) \\
L_y^{-1} \prod_{m=0}^{L_y-1} Z_{r+my}^{(2)} & \equiv -1 \quad (6)
\end{align*}
\]

We will refer to these as the periodicity constraints.

3 Satisfying the constraints

We demonstrate how to construct variational quantum circuits that conserve the number of fermions, obey the parity constraints in Eqs. (5) and (6), and fulfill the Gauss constraint in Eq. (1) everywhere in its parameter domain.

3.1 Vacuum-state preparation

The vacuum state \(|\Omega_G\rangle\) is prepared such that it fulfills the Gauss (1) and periodicity constraints (5)–(6). We will later define operators that only transform states without leaving the space defined by these constraints.

We start from the \(|0\rangle^{2N}\) state. At this point the global periodicity constraints (5)–(6) can be easily fulfilled with an operator \(V_P\) working on the auxiliary system only. In this case, the constraints reduce to operators on the auxiliary system:

\[
\begin{align*}
L_x^{-1} \prod_{m=0}^{L_x-1} Z_{r+mx}^{(2)} & \equiv -1, \\
L_y^{-1} \prod_{m=0}^{L_y-1} Z_{r+my}^{(2)} & \equiv -1 \quad (7)
\end{align*}
\]

Hence, for example for \(L_x = L_y\) even lattices, the constraints are satisfied by applying \(X\) gates to the auxiliary qubits on the grid diagonal (see Figure 1).

Next, we focus on satisfying the Gauss-law constraint (1). We introduce a circuit that \textit{exactly} satisfies the challenging constraint as well. An overview of the circuit operations described below is shown in Figs. 2 and 6 for a single plaquette attached to \(r\). We identify each plaquette (containing both the physical and auxiliary qubits plaquette) with the bottom-left site \(r\). The physical system of the periodic state \(V_P |0\rangle\) remains in the \(|0\rangle\) state, and therefore, also the operator \(G_r\) reduces to a non-dynamical constraint on the auxiliary system only: \(G_r V_P |0\rangle = C_r V_P |0\rangle\), where the plaquette operator \(C_r\) is defined in Eq. (4). Hence, we introduce a circuit that exactly produces an eigenstate of Wen’s plaquette model [30].

A state satisfying \(C_r V_P |0\rangle = V_P |0\rangle\) can be prepared by a set of conditional gates in Fig-
The corresponding circuit is denoted by $V_{G_r}$. In order not to apply the Hadamard gate to auxiliary qubits in the $|1\rangle$ state, we apply the $X$ gate on the conditioning qubit $q_{r+y}$ after applying $V_{G_r}$. Since each application of $V_{G_r}$ flips the state of pairs of qubit along each grid line, the periodicity constraints remain automatically satisfied. The operator $V_{G_r}$ is applied to all plaquettes sequentially, resulting in the circuit $V = \bigotimes_{r \in V} V_{G_r}$. Since each $V_{G_r}$ can be implemented using three conditional two-qubit gates (and a Hadamard gate), the cost of implementing $V_G$ is $3(L_x - 1)(L_y - 1)$ two-qubit gates, i.e. $O(N)$. We denote the resulting vacuum state as $|\Omega_G\rangle = V_G V_P |0\rangle$. Up to this point, the current vacuum state does not depend on the chosen Hamiltonian, and contains no variational parameters.

3.2 Creating fermions

We now insert pairs of fermions into the vacuum $|\Omega_G\rangle$, while maintaining the constraints above. We respect the periodicity and Gauss constraints by inserting pairs of fermions through the bosonized version of the corresponding fermionic operators $f^\dagger f^\dagger$ (we remind the reader that there is no need to define an order in the fermionic modes, except for the direction of the lattice edges). For example, we find the following qubit operator representations for pairwise creation operators on neighboring sites

$$f^\dagger_{r+x} f^\dagger_r \rightarrow Q^{(1)}_r Q^{(1)}_{r+x} Z^{(2)}_{r+x}$$

(8)

where $Q^{(1)}_r = (X^{(1)}_r + i Y^{(1)}_r)/2$. When applied to the vacuum $|\Omega_G\rangle$, the pair creation operator in Eq. (8) reduces to $X^{(1)}_r X^{(1)}_{r+x} Z^{(2)}_{r+x} |\Omega_G\rangle$, and can be implemented with the set of single-qubit gates in Fig. 2c. Most notable is that we require a gate operation on the auxiliary system, which stores the parity of the system. One can similarly insert pairs of fermions on sites connected by vertical edges:

$$f^\dagger_{r+y} f^\dagger_r \rightarrow Q^{(1)}_r Q^{(1)}_{r+y} Y^{(2)}_r X^{(2)}_{r+y}$$

(9)

As one can clearly observe, this Hamiltonian now only contains local operators that operate on qubits corresponding to lattice sites that are connected by an edge.

In order to study the time evolution of a fermionic system under the Hamiltonian of the $t$-$V$ model, we introduce the corresponding time-evolution operator $e^{-iHt}$. The Hamiltonian in Eq. (10) contains three terms: horizontal and vertical hopping terms, and Coulomb interaction terms: $H = H_u + H_y + H_C$. Using Trotterization, we can approximate the time evolution with the operators $e^{-iHt} \approx e^{-iH_ut} e^{-iH_yt} e^{-iH_Ct}$ for sufficiently small $\delta t$. Hence, it is sufficient that we define the time-evolution operators for the three Hamiltonian terms individually.

We first focus on the horizontal hopping term. We map the physical operators $X_r^{(1)} X_{r+x}^{(1)} +$
\[ Y_r^{(1)} Y_{r+2}^{(1)} Z_r^{(1)} - Z_{r+1}^{(1)} \] The latter can be accomplished with the transformation \( W \) in Fig. 3, i.e. \( XX + YY = W(IZ - IZ)W^\dagger \). We will denote \( W \) as \( W_x \) when it is applied to a horizontal link. Within this basis, the time evolution under the horizontal hopping can be implemented by a sequential application of the operators \( e^{i\theta Z_r^{(1)} Z_{r+x}^{(2)}} \) and \( e^{-i\theta Z_{r-x}^{(1)} Z_{r+x}^{(2)}} \), followed by uncomputing the operator \( W_x \).

Similarly, we can use the mapping \( W_y = WS_r \) to map the physical part of the vertical hopping operator onto \( Z_r^{(1)} - Z_{r+y}^{(1)} \). Hereby, the \( S \) gate transforms \( -XY + YX \) into \( XX + YY \) first. Notice that the auxiliary system operator \( Y_r^{(2)} X_{r+y}^{(2)} \) can be diagonalized using a map of single-qubit gates \( R_X(-\frac{\pi}{2}) \otimes R_Y(\frac{\pi}{2}) \). The time-evolution then requires evolving the system according to \( e^{i\theta Z_r^{(1)} Z_{r+y}^{(2)} Z_{r+y}^{(2)}} \) and \( e^{-i\theta Z_{r-x}^{(1)} Z_{r+y}^{(2)} Z_{r+y}^{(2)}} \), similarly as for the horizontal case. The circuit implementing this rotation is depicted in Fig. 4. The second evolution operator does not require additional CNOTs and \( R_X \otimes R_Y \) gates in Fig. 4, since the same basis and parity from the auxiliary system can be used. Hence, the second factor only requires one to insert a \( R_Z(\theta) \) gate surrounded by two CNOT gates that target the \( q_{r+y}^{(1)} \) physical qubit in Fig. 4. The three-qubit rotation operator is implemented with the circuit in Fig. 4.

Lastly, the interaction terms \( \frac{1}{4}(1 - Z_r^{(1)})(1 - Z_{r+x}^{(1)}) \) operate only on the physical qubits. Therefore, their circuits remain the same as with the standard JWT, which is given by a controlled phase-shift gate \( CR_x(\theta) \) [10].

We demonstrate the correctness of the circuit in the context of the real-time evolution of a state. As initial state, we take \( N_f = 2 \) subject to the free-fermions model \((V/t = 0)\) with an additional potential \( -K(n_0 + n_y) \) with \( K = 1 \). The system is quenched and evolves under the \( t-V \) model in Eq. (10) with \( V/t = 3 \) (i.e. \( K = 0 \)), with time step \( \delta t \). The results are shown in Fig. 5.

5 Variational state preparation

In Section 3, we introduced quantum circuits to satisfy (i) the periodicity constraint, (ii) Gauss constraint, and (iii) the fermion-number constraint. In this section, we will focus on introducing variational circuits that maintain these constraints but offer the flexibility to represent physical quantum states.

5.1 Fixed-particle-number rotations

We provide two circuits that implement the variational part, one using the framework of Ref. [34] based on fixed-particle-number rotations in the current section, and a second one based on the Trotterized time-evolution in Section 4, which is useful from the perspective of the Hamiltonian variational (HV) ansatz [35, 2].

We fix the number of fermions to be \( N_f \), which is enforced through the constraint

\[ \sum_{r \in V} \frac{1 - Z_r^{(1)}}{2} \leq N_f \]

Rather than introducing an optimized quantum circuit, we build on related work that implements fermion hopping terms in the JW formalism, which will allow us to transfer some useful results on the parameter efficiency of our ansatz. We later define an ansatz without three-qubit gates by considering the rotation operators in the time-evolution directly. We define rotation operators similar to the building blocks of the parameter-efficient circuits of Ref. [34, 36, 37], which maintain the particle number while defining rotations on two neighboring sites. The circuit implementing the two-qubit entangling gate \( A(\theta, \phi) \) is depicted in Fig. 6a, when the two red CCZ gates
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are discarded. In the physical system, these two-qubit rotation gates operate within the single-excitation (one-electron) subspace, which is given by states of the form $\alpha \ket{01} + \beta \ket{10}$. In matrix form, this circuit performs a rotation given by

$$A(\theta, \phi) = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & \cos \theta & e^{i\phi} \sin \theta & 0 \\ 0 & e^{-i\phi} \sin \theta & -\cos \theta & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} \quad (13)$$

The circuit implementing $A(\theta, \phi)$ introduces three CNOT gates and two rotation gates, given by $R(\theta, \phi)$ (see Fig. 6).

Just as in the case of the JWT, the bosonization procedure relates fixed-particle-number subspaces to fixed-excitation subspaces in the qubit Hilbert space. However, in order to work within the vacuum and periodicity constraints, we must adjust these rotations to correctly handle the auxiliary qubits as well. Therefore, we turn to the bosonized form of hopping operators. Following the procedure in Ref. [28], we obtain the following form for the horizontal $T^x_r = f^1_r f^1_{r+x} + f^1_r f^1_r$ and vertical hopping $T^y_r = f^1_r f^1_r + f^1_r f^1_{r+y}$

$$T^x_r \rightarrow \frac{1}{2} \left( X^{(1)}_r X^{(1)}_{r+x} + Y^{(1)}_r Y^{(1)}_{r+x} \right) \quad (14)$$

$$T^y_r \rightarrow \frac{1}{2} \left( -X^{(1)}_r Y^{(1)}_{r+y} + Y^{(1)}_r X^{(1)}_{r+y} \right) \quad (15)$$

Hence, in addition to the bosonic hopping operations (between brackets), we need to embed additional operations on the auxiliary system of the corresponding link, strictly within the single-excitation subspace of the physical system. Circuits that meet this criterion are given in Fig. 6.

We explain the components of the vertical hopping along the $y$ axis in more detail. We start from the operator $A(\theta, \phi)$ in Eq. (13). In order to apply $Y^{(2)}_r X^{(2)}_{r+y}$ in the single-excitation subspace, we insert double conditional $X$ and $Y$ gates that target the auxiliary qubits. The sign, on the other hand, is obtained by inserting an additional CNOT and conditional $Y$ gate in the physical system. We denote the circuit operators in Fig. 6a and 6b as $V_x$ and $V_y$ respectively.

We define one layer $V_A$ of our variational ansatz as a set of $V_{x,y}(\theta, \phi)$ circuits with varying angles $(\theta, \phi)$ applied to all pairs of qubits connected by an edge. This can be done with a similar layered circuit as in Ref. [34], where it has been shown that such an approach spans the whole Hilbert space parameter efficiently.

6 VQE

We test our variational circuit as a state ansatz in a Variational Quantum Eigensolver (VQE). Hereby, we insert two fermions and distribute them over the lattice by applying sequentially vertical parametrized hopping operators $V_y$ on all vertical edges and horizontal hopping operators $V_x$ on all horizontal edges. We take a separate set of gate parameters $(\theta, \phi)$ for each operator $V_{x,y}(\theta, \phi)$. In our simulations, we consider different values for the repulsion strength $V$ in Eq. (10), and consider up to three layers of the circuit. The results are shown in Fig. 7, where we compare the obtained energies with the exact ones for the $t$-$V$ model on a $2 \times 4$ square lattice with a filling of 0.25. Using two layers of the A-gate-based circuit, we obtain accurate approximations of the ground-state energies over the
We analyze and compare the implementation cost and find good energies with each run.

The need to use multiple parameter initializations ing ideal, noiseless simulations. We do not find a learning rate of results are obtained by using the Adam optimizer, and the results of this analysis in Fig. 7 for a range of circuit depths, where the initial state is the free-fermion state \((V/t = 0)\). The gate count can be reduced to \(O(\exp(-i\theta(f_r^{\dagger}f_{r+y} + f_{r+y}f_{r})) \rightarrow \exp[-i\theta(X_rX_{r+y} + Y_{r+y}Y_r)\otimes r' \in P_{r+r+y} Z_{r'}].\) The problem arises due to the presence of JW strings \(\otimes r' \in P_{r+r+y} Z_{r'}\) of \(O(L_x)\) that includes all qubits on the path \(P_{r+r+y}\) between qubits \(r\) and \(r + y\) along the JW snake ordering. Kivlichan et al. [11] introduced a circuit of fermionic SWAP gates (FSWAP) to handle these non-local terms. Their idea is based on the fact that vertical hopping terms between certain sites at the edges of the grid can be implemented locally, and therefore, one can permute the qubit columns until each vertical hopping term consists of Jordan-Wigner-adjacent positions. Permuting the qubits requires \(O(L_x)\) operations of the permutation operators, which themselves consist of \(O(L_x L_y)\) operations. Hence, this leads to a set of depth \(O(L)\) and \(O(L^3)\) FSWAP gates. The gate count can be reduced to \(O(L^2)\) using the parity-basis transformation in Ref. [38].

Our circuit in Section 3 for the preparation of the initial state was constructed such that it exactly fulfills the periodicity and Gauss constraints, which allows us to store and adjust parameters locally during the remainder of the circuit. The vacuum-state preparation does not contain variational parameters and only involves operations on the auxiliary system. The main bottleneck currently stems from the \(V_G\) operator. The latter effectively rotates the system into all

### 7 Scaling and comparison to other methods

We analyze and compare the implementation cost of our method based on the locality of operators and the scaling behavior of the circuit depth and gate count with respect to the system size. For simplicity, we restrict to 2D square lattices and take \(L = L_x = L_y\). We separate two distinct parts in our circuit: the (1) initial-state preparation, which includes the vacuum state preparation and creating fermion pairs (see Section 3), and (2) the variational circuit (see Sections 5). Thirdly, we will discuss the cost of carrying out time evolution.

A thorough analysis of strategies for solving the fermionic systems on a lattice on near-term quantum computers was recently given in Ref. [2]. In their analysis, Cade et al. compared the number of required gates of various methods by neglecting the cost of one-qubit gates and assuming that one can implement arbitrary two-qubit rotations. We will recapitulate the leading order behavior here. We consider a horizontally snaked JW mapping. Hereby, the most challenging terms to implement are the vertical hopping terms \(\exp[-i\theta(f_r^{\dagger}f_{r+y} + f_{r+y}f_{r})] \rightarrow \exp[-i\theta(X_rX_{r+y} + Y_{r+y}Y_r)\otimes r' \in P_{r+r+y} Z_{r'}].\)
Figure 8: Comparison of the approximate depth of a circuit simulating a single Trotter step in the time-evolution of a fermionic system on a $L \times L$ square lattice, as a function of the system dimension $L$. We present a comparison between the efficient Hamiltonian variational ansatz (EHV) [2], versus our local method.

...the correct $G_r$ eigenstates. This requires applying $V_{G_r}$ sequentially to all plaquettes, leading to a (sparse) $O(L^2)$ total depth, and a depth of $O(1)$ per register. The number of gates applied therefore also scales according to $O(L^2)$. Similarly, Ref. [38] requires the sequential application of CNOT parity operations to map a Jordan-Wigner-transformed system to the parity basis (yet, these can be implemented column-wise). For the total initial-state preparation, which includes both the vacuum-state preparation, fermion creation, and a layer of the variational circuit in Fig. 6a and 6b, this means that the resulting circuit is $O(L^2)$ depth and gate count.

The initial state in the HV ansatz is required to be the ground state of a (typically non-interacting) Hamiltonian. The scaling of the circuit depth of our method is on par with the methods studied in Cade et al [2], who found that the most efficient method of direct preparation of the initial state using Givens rotations [38], which has circuit depth $O(L^2)$. However, Ref. [38] also studies a fermionic Fourier transformation algorithm that becomes more depth-efficient for lattices larger than $20 \times 20$, with circuits of $O(L)$ depth, yet with $O(L^3)$ gates [2]. This is the minimum depth required for quantum information to be fully distributed across the qubit grid.

The variational part of our circuit includes only local operations. Hereby, for both the horizontal and vertical hopping terms, operations can be carried out in parallel $^2$, leading to a constant depth and a gate count of $O(L^2)$. Similarly, one step in the Trotterized time evolution requires constant depth with a gate count of $O(L^2)$ local gates. Furthermore, compared to other work, we do not require networks of FSWAP gates to compute the correct parity factors in the time evolution.

The efficient Hamiltonian variational (EHV) ansatz requires a depth of $O(L)$ and $O(L^3)$ gates for a single Trotter step (mainly FSWAP gates). In Fig. 8, we compare the depth of the EHV versus our method, where an arbitrary two-qubit rotation gate counts as depth 1, and a single-qubit gate does not contribute to the cost (as in Ref. [2]). We observe that a Trotter step becomes more efficient to simulate with our approach from system sizes greater than $8 \times 8$. The gate count of a Trotter step in the JW formalism can be further reduced to $O(L^2)$ gates using the parity transformation in Ref. [38]. Hence, while the gate count can be reduced to the same leading order in $L$, the depth of our circuit is $O(L)$ more efficient. In bosonization procedures and auxiliary fermion mappings the hopping terms are local in their qubit representation by construction. Since we store the parity locally in the vacuum state, we do not require any parity-related transformations based on FSWAP networks or sequential CNOT gates during the time-evolution (in contrast to other methods) and thereby reduce the depth of the Trotter step. Furthermore, generalizing the approaches based on FSWAP gates or CNOT parity transformations to efficient circuits for non-square lattices is non-trivial. Our approach can be generalized in a straightforward manner, since it only requires following the bosonization recipe in Refs. [23] and defining the required local gauge transformations (see also Section 8). The time-evolution circuit can be further compressed using similar techniques as in Ref. [39].

Finally, the last part is the implementation of measurements of Hamiltonians to determine the energy of the generated (variational) state.

$^2$When we say one can apply operations in parallel, this means one might need a constant depth to apply all operations. For example, to implement horizontal hopping terms, one can apply first all hopping terms to the even-numbered columns with the right to their right, and apply the same operations to the odd-numbered columns in the next layer. Since this has been illustrated in various other works (e.g. Ref. [2]), we do not repeat the method here.
A naive direct implementation of the Hamiltonian would require measuring $O(L^2)$ hopping and interaction terms, which in the JW formalism consist of non-local long-range JW strings involving $O(L)$ qubits. This would render measurements practically challenging for higher-dimensional systems and increasing system sizes. Such a measurement implementation of our method would similarly include measuring $O(L^2)$ terms, where each term is, however, now local by construction and involves only a constant number of qubits. The latter makes the naive approach feasible even for large systems and higher dimensions. Recently, various works have focused on devising techniques for more efficient measurements, which allow one to reduce the number of terms to measure independently, based on commuting sets [40, 41, 42, 43, 44]. However, these methods do not solve the challenging problem of applying gates to non-JW-adjacent qubits. Furthermore, such techniques can also be directly applied to our method to reduce the number of independent measurements. Another method that would avoid measurements involving Jordan-Wigner strings is provided in Ref. [45]. In this work, Cai describes a method based on SWAP gates similar to the approach to implement the vertical hopping terms using a similar reordering technique as described above until the measured operators are JW local. As we demonstrated, this adds a cost of $O(L^3)$ gates and depth $O(L)$.

8 Generalization

The Gauss-law constraints are referred to as ‘kinematic’, meaning that they only depend on the lattice topology and the number of internal spin degrees of freedom. More specifically, the constraints depend on the edge attachment number, referring to the number of edges attached to each site (4 in the 2D square lattice studies in this work). Hence, interestingly, for different Hamiltonians of systems restricted to the same lattice topology, the Gauss constraint remains the same, and hence, the same quantum circuit as in Figs. 2 and 6 can be used in simulations. As the dimensionality and structure of the lattice changes, the $G_r$ operators become more complex (yet they remain spatially local). We leave the adaption of our method to these more involved cases for future work. As the number of internal degrees of freedom increases, the number of physical qubits per site also increases. If we keep the same lattice structure (and hence keep the auxiliary fermion system the same), the operator $C_r$ in Eq. (4) remains of Wen’s plaquette model type, but the dynamical part of Eq. (3) (r.h.s.) now contains $Z$ operators on the additional set of physical qubits (see Eq. (21) in Ref. [28]).

As mentioned in Section 1, the local constraint in Eq. (1) can be interpreted as a Gauss law of a Chern-Simons lattice gauge theory [25]. Our methodology can therefore be generalized to allow one to simulate such lattice gauge theories on a quantum device, by exploiting our approach to exactly satisfy the Gauss constraint. For other lattice gauge theories, similar methods as the one in this work have been explored, where the vacuum satisfies the gauge invariance condition [46, 47].

9 Conclusions and outlook

Mapping fermion operators onto qubit degrees of freedom is not unique. In particular, transformations exist that map local fermion operators onto local qubit operators. These mappings maintain locality by enlarging the Hilbert space using auxiliary degrees of freedom. However, in order to maintain equivalence between both representations, additional constraints must be satisfied, which again reduces the Hilbert space. We introduce a strategy to design quantum circuits that exactly fulfill these constraints. We provided a circuit that implements the time-evolution operator of a local Hamiltonian with purely local gates and found that it requires only $O(1)$ circuit depth per Trotter step, which is an improvement compared to other work that requires $\geq O(L)$ depth. We finally study variational quantum circuits that maintain the fermion-number and periodicity constraints. We demonstrate how ground-state energies of a local fermion Hamiltonian, i.e. the $t$-$V$ model, can be obtained in combination with VQE.

In future work, we will explore implementations of fermionic Fourier transformations for initial-state preparation. Furthermore, using different vacuum-state preparation techniques, it might be feasible to reduce the circuit depth of the vacuum-state preparation circuit to $O(L)$ us-
ing column-wise parity rotations as in Ref. [38]. Also, while the focus of this work was to introduce our method, one can search for lower-cost and more hardware-efficient circuits than the ones presented here. Another clear extension is to consider different lattice topologies, where in the case of triangular lattices, one can build on work that studies circuits to prepare Kitaev honeycomb ground states (such as in Ref. [48]). We also foresee extensions that aim at reducing the number of required auxiliary qubits. Finally, our method can be extended to the wide range of local fermion-to-qubit mappings currently available [24, 18, 25, 26, 27, 23, 14].

Acknowledgement

This work was supported by Microsoft Research.

Code availability

A code implementing all the quantum circuits discussed in this work has been made available at https://github.com/cqsl/local-f2q-circuit (in PennyLane [49]).

References

[1] Pascual Jordan and Eugene Paul Wigner. “Über das paulische äquivalenzverbot”. In The Collected Works of Eugene Paul Wigner. Pages 109–129. Springer (1993).

[2] Chris Cade, Lana Mineh, Ashley Montanaro, and Stasja Stanisic. “Strategies for solving the fermi-hubbard model on near-term quantum computers”. Phys. Rev. B 102, 235122 (2020).

[3] James D Whitfield, Vojtěch Havlíček, and Matthias Troyer. “Local spin operators for fermion simulations”. Physical Review A 94, 030301 (2016).

[4] Vojtěch Havlíček, Matthias Troyer, and James D. Whitfield. “Operator locality in the quantum simulation of fermionic models”. Phys. Rev. A 95, 032332 (2017).

[5] Jan Hermann, James Spencer, Kenny Choo, Antonio Mezzacapo, W. M. C. Foulkes, David Pfau, Giuseppe Carleo, and Frank Noé. “Ab-initio quantum chemistry with neural-network wavefunctions” (2022).

[6] T. Hensgens, T. Fujita, L. Janssen, Xiao Li, C. J. Van Diepen, C. Reichl, W. Wegscheider, S. Das Sarma, and L. M. K. Vandersypen. “Quantum simulation of a fermi-hubbard model using a semiconductor quantum dot array”. Nature 548, 70–73 (2017).

[7] Xiqiao Wang, Ehsan Khatami, Fan Fei, Jonathan Wyrick, Pradeep Namboodiri, Ranjit Kashid, Albert F. Rigosi, Garnett Bryant, and Richard Silver. “Experimental realization of an extended fermi-hubbard model using a 2d lattice of dopant-based quantum dots”. Nature Communications 13, 6824 (2022).

[8] Peter T. Brown, Debayan Mitra, Elmer Guardado-Sanchez, Reza Nourafkan, Alexis Reyimbaut, Charles-David Hébert, Simon Bergeron, A.-M. S. Tremblay, Jure Kokalj, David A. Huse, Peter Schauß, and Waseem S. Bakr. “Bad metallic transport in a cold atom fermi-hubbard system”. Science 363, 379–382 (2019). arXiv:https://www.science.org/doi/pdf/10.1126/science.aat4134.

[9] Stasja Stanisic, Jan Lukas Bosse, Filippo Maria Gambetta, Raul A. Santos, Wojciech Mruczkiewicz, Thomas E. O’Brien, Eric Ostby, and Ashley Montanaro. “Observing ground-state properties of the fermi-hubbard model using a scalable algorithm on a quantum computer”. Nature Communications 13, 5743 (2022).

[10] Frank Arute, Kunal Arya, Ryan Babbush, Dave Bacon, Joseph C. Bardin, Rami Barends, Andreas Bengtsson, Sergio Boixo, Michael Broughton, Bob B. Buckley, David A. Buell, Brian Burkett, Nicholas Bushnell, Yu Chen, Zijun Chen, Yu-An Chen, Ben Chiaro, Roberto Collins, Stephen J. Cotton, William Courtney, Sean Demura, Alan Derk, Andrew Dunsworth, Daniel Eppens, Thomas Ekl, Catherine Erickson, Edward Farhi, Austin Fowler, Brooks Foxen, Craig Gidney, Marissa Giustina, Rob Graff, Jonathan A. Gross, Steve Habegger, Matthew P. Harrigan, Alan Ho, Sabrina Hong, Trent Huang, William Huggins, Lev B. Ioffe, Sergei V. Isakov, Evan Jeffrey, Zhang Jiang, Cody Jones, Dvir Kafri,
Kostyantyn Kechedzhi, Julian Kelly, Seon Kim, Paul V. Klimov, Alexander N. Korotkov, Fedor Kostirotseva, David Landhuis, Pavel Laptev, Mike Lindmark, Erik Lucero, Michael Marthaler, Orson Martin, John M. Martinis, Anika Marusczyk, Sam Mcardle, Jarrod R. McClean, Trevor McCourt, Matt McEwen, Anthony Megrant, Carlos Mejuto-Zaera, Xiao Mi, Masoud Mohseni, Wojciech Mruczkiewicz, Josh Mutus, Ofer Naaman, Matthew Neeley, Charles Neill, Hartmut Neven, Michael Newman, Murphy Yuezhen Niu, Thomas E. O’Brien, Eric Ostby, Bálint Pató, Andre Petukhov, Harald Putterman, Chris Quintana, Jan-Michael Reiner, Petram Roushan, Nicholas C. Rubin, Daniel Sank, Kevin J. Satzinger, Vadim Smelyanskiy, Doug Strain, Kevin J. Sung, Peter Schmitteckert, Marco Szalay, Norm M. Tubman, Amit Vainsencher, Theodore White, Nicolas Vogt, Z. Jamie Yao, Ping Yeh, Adam Zalcman, and Sebastian Zanker. “Observation of separated dynamics of charge and spin in the fermi-hubbard model” (2020).

[11] Ian D. Kivlichan, Jarrod McClean, Nathan Wiebe, Craig Gidney, Alán Aspuru-Guzik, Garnet Kin-Lic Chan, and Ryan Babbush. “Quantum simulation of electronic structure with linear depth and connectivity”. Phys. Rev. Lett. 120, 110501 (2018).

[12] Philippe Corboz, Román Orús, Bela Bauer, and Guifré Vidal. “Simulation of strongly correlated fermions in two spatial dimensions with fermionic projected entangled-pair states”. Phys. Rev. B 81, 165104 (2010).

[13] Román Orús. “Tensor networks for complex quantum systems”. Nature Reviews Physics 1, 538–550 (2019).

[14] Charles Derby, Joel Klassen, Johannes Bausch, and Toby Cubitt. “Compact fermion to qubit mappings”. Phys. Rev. B 104, 035118 (2021).

[15] Zhang Jiang, Amir Kalev, Wojciech Mruczkiewicz, and Hartmut Neven. “Optimal fermion-to-qubit mapping via ternary trees with applications to reduced quantum states learning”. Quantum 4, 276 (2020).

[16] Sergey B Bravyi and Alexei Yu Kitaev. “Fermionic quantum computation”. Annals of Physics 298, 210–226 (2002).

[17] Mark Steudtner and Stephanie Wehner. “Fermion-to-qubit mappings with varying resource requirements for quantum simulation”. New Journal of Physics 20, 063010 (2018).

[18] Kanav Setia, Sergey Bravyi, Antonio Mezzacapo, and James D Whitfield. “Superfast encodings for fermionic quantum simulation”. Physical Review Research 1, 033033 (2019).

[19] John Preskill. “Quantum computing in the NISQ era and beyond”. Quantum 2, 79 (2018).

[20] Jacek Wosiek. “A local representation for fermions on a lattice”. Technical report. Univ., Physics Department (1981). url: inspirehep.net/literature/169185.

[21] RC Ball. “Fermions without fermion fields”. Physical review letters 95, 176407 (2005).

[22] Frank Verstraete and J Ignacio Cirac. “Mapping local hamiltonians of fermions to local hamiltonians of spins”. Journal of Statistical Mechanics: Theory and Experiment 2005, P09012 (2005).

[23] Hoi Chun Po. “Symmetric Jordan-Wigner transformation in higher dimensions” (2021).

[24] Kanav Setia and James D Whitfield. “Bravyi-kitaev superfast simulation of electronic structure on a quantum computer”. The Journal of chemical physics 148, 164104 (2018).

[25] Yu-An Chen, Anton Kapustin, and Đorđe Radičević. “Exact bosonization in two spatial dimensions and a new class of lattice gauge theories”. Annals of Physics 393, 234–253 (2018).

[26] Yu-An Chen and Yijia Xu. “Equivalence between fermion-to-qubit mappings in two spatial dimensions” (2022).

[27] Arkadiusz Bochniak and Błażej Ruba. “Bosonization based on Clifford algebras and its gauge theoretic interpretation”. Journal of High Energy Physics 20, 1–36 (2020).

[28] Kangle Li and Hoi Chun Po. “Higher-dimensional jordon-wigner transformation and auxillary majorana fermions”. Phys. Rev. B 106, 115109 (2022).
[29] Jannes Nys and Giuseppe Carleo. “Variational solutions to fermion-to-qubit mappings in two spatial dimensions”. Quantum 6, 833 (2022).

[30] Xiao-Gang Wen. “Quantum orders in an exact soluble model”. Physical review letters 90, 016803 (2003).

[31] J. Pablo Bonilla Ataides, David K. Tuckett, Stephen D. Bartlett, Steven T. Flammia, and Benjamin J. Brown. “The xzxx surface code”. Nature Communications 12, 2172 (2021).

[32] Filippo Vicentini, Damian Hofmann, Attila Szabó, Dian Wu, Christopher Roth, Clemens Giuliani, Gabriel Pescia, Jannes Nys, Vladimir Vargas-Calderón, Nikita Astrakhantsev, and Giuseppe Carleo. “NetKet 3: Machine Learning Toolbox for Many-Body Quantum Systems”. SciPost Phys. CodebasesPage 7 (2022).

[33] Panagiotis Kl. Barkoutsos, Jerome F. Gonthier, Igor Sokolov, Nikolaj Moll, Gian Salis, Andreas Fuhrer, Marc Ganzhorn, Daniel J. Egger, Matthias Troyer, Antonio Mezzacapo, Stefan Filipp, and Ivan Tavernelli. “Quantum algorithms for electronic structure calculations: Particle-hole hamiltonian and optimized wave-function expansions”. Phys. Rev. A 98, 022322 (2018).

[34] Bryan T. Gard, Linghua Zhu, George S. Barron, Nicholas J. Mayhall, Sophia E. Economou, and Edwin Barnes. “Efficient symmetry-preserving state preparation circuits for the variational quantum eigensolver algorithm”. npj Quantum Information 6, 10 (2020).

[35] Dave Wecker, Matthew B. Hastings, and Matthias Troyer. “Progress towards practical quantum variational algorithms”. Phys. Rev. A 92, 042303 (2015).

[36] M. Ganzhorn, D.J. Egger, P. Barkoutsos, P. Ollitrault, G. Salis, N. Moll, M. Roth, A. Fuhrer, P. Mueller, S. Woerner, I. Tavernelli, and S. Filipp. “Gate-efficient simulation of molecular eigenstates on a quantum computer”. Phys. Rev. Appl. 11, 044092 (2019).

[37] P. J. J. O’Malley, R. Babbush, I. D. Kivlichan, J. Romero, J. R. McClean, R. Barends, J. Kelly, P. Roushan, A. Tranter, N. Ding, B. Campbell, Y. Chen, Z. Chen, B. Chiaro, A. Dunsworth, A. G. Fowler, E. Jeffrey, E. Lucero, A. Megrant, J. Y. Mutus, M. Needley, C. Neill, C. Quintana, D. Sank, A. Vainsencher, J. Wenner, T. C. White, P. V. Coveney, P. J. Love, H. Neven, A. Aspuru-Guzik, and J. M. Martinis. “Scalable quantum simulation of molecular energies”. Phys. Rev. X 6, 031007 (2016).

[38] Zhang Jiang, Kevin J. Sung, Kostyantyn Kchedzhi, Vadim N. Smelyanskiy, and Sergio Boixo. “Quantum algorithms to simulate many-body physics of correlated fermions”. Phys. Rev. Appl. 9, 044036 (2018).

[39] Laura Clinton, Johannes Bausch, and Toby Cubitt. “Hamiltonian simulation algorithms for near-term quantum hardware”. Nature Communications 12, 4989 (2021).

[40] William J. Huggins, Jarrod R. McClean, Nicholas C. Rubin, Zhang Jiang, Nathan Wiebe, K. Birgitta Whaley, and Ryan Babbush. “Efficient and noise resilient measurements for quantum chemistry on near-term quantum computers”. npj Quantum Information 7, 23 (2021).

[41] Ophelia Crawford, Barnaby van Straaten, Daochen Wang, Thomas Parks, Earl Campbell, and Stephen Brierley. “Efficient quantum measurement of Pauli operators in the presence of finite sampling error”. Quantum 5, 385 (2021).

[42] Pranav Gokhale, Olivia Angiuli, Yongshan Ding, Kaiwen Gui, Teague Tomesh, Martin Suchara, Margaret Martonosi, and Frederic T. Chong. “\(O(N^3)\) measurement cost for variational quantum eigensolver on molecular hamiltonians”. IEEE Transactions on Quantum Engineering 1, 1–24 (2020).

[43] Artur F Izmaylov, Tzu-Ching Yen, and Ilya G Ryabinkin. “Revising the measurement process in the variational quantum eigensolver: is it possible to reduce the number of separately measured operators?”. Chemical science 10, 3746–3755 (2019).

[44] Pranav Gokhale, Olivia Angiuli, Yongshan Ding, Kaiwen Gui, Teague Tomesh, Martin Suchara, Margaret Martonosi, and
To demonstrate the technique on an odd by odd lattice, we run the experiments in Fig. 7 for $L_x = L_y = 3$, which requires simulating 18 qubits (of which 9 physical and 9 auxiliary). In the main text we have assumed even-by-even lattices for simplicity. In general, an additional on-site parity factor $\rho$ must be taken into account, which has tacitly been set to $+1$ in the main text (see Ref. [23] for a detailed discussion). The horizontal hopping term reads

$$f_{r+x} + f_{r-x} \rightarrow \frac{\rho}{2}(X_r X_{r+x} + Y_r Y_{r+x})Z_{r+x}^2$$

and the global periodicity constraints become,

$$\rho^{L_x-1} \bigotimes_{m=0}^{L_x-1} Z_{r+m+x}^1 Z_{r+m+x}^2 \leq -1$$

while the local constraint in Eq. (3) remains the same.

These constraints can be satisfied by setting $\rho = -1$ and changing the transformation in Fig. 1 to the identity operator (i.e. not applying any $X$ gates). The results for the $3 \times 3$ lattice are shown in Fig. 9 and lead to the same conclusions as in the main text, showing that two layers of the variational ansatz already lead to good representational power across the range of couplings.