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Abstract—The Mu3e experiment at the Paul Scherrer Institute (PSI) searches for the charged lepton flavour violating decay \( \mu^+ \rightarrow e^+e^+e^- \). The experiment aims for an ultimate sensitivity of one in \( 10^{16} \) \( \mu \) decays. The first phase of the experiment, currently under construction, will reach a branching ratio sensitivity of \( 2 \cdot 10^{-15} \) by observing \( 10^5 \) \( \mu \) decays per second over a year of data taking. The highly granular detector based on thin high-voltage monolithic active pixel sensors (HV-MAPS) and scintillating timing detectors will produce about 100 Gbit/s of data at these particle rates. The Field Programmable Gate Array (FPGA) based Mu3e Data Acquisition System (DAQ) will read out the different detector parts. The trigger-less readout system is used to sort, time align and analyse the data while running. A farm of PCs equipped with powerful graphics processing units (GPUs) will perform the event reconstruction and data reduction. This paper presents the ongoing integration of the sub detectors into the DAQ system, especially focusing on the time aligning and the data flow inside the FPGAs of the filter farm. It discusses the DAQ system used in the Mu3e Integration Runs performed in spring 2021 and 2022, while providing results of the synchronisation of the different detectors.
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I. THE MU3E EXPERIMENT

THE Mu3e experiment [1] at the Paul Scherrer Institute (PSI) searches for the charged lepton flavour violating decay \( \mu^+ \rightarrow e^+e^+e^- \). The experiment aims for an ultimate sensitivity of one in \( 10^{16} \) \( \mu \) decays. This would improve the current limit of \( B(\mu^+ \rightarrow e^+e^+e^-) \leq 1.0 \times 10^{-12} \), set by the SINDRUM experiment [2], by four orders of magnitude. The first phase of the experiment, currently under construction, will reach a branching ratio sensitivity of \( 2 \cdot 10^{-15} \) by observing \( 10^5 \) \( \mu \) decays per second over a year of data taking. The planned second phase depends upon a new High intensity Muon Beam-line (HiMB) [3] which will provide \( 10^9 \) – \( 10^{10} \) \( \mu \) per second.

The 590 MeV proton beam at PSI hits a graphite target, producing secondary pions, which decay into muons. The resulting 29.8 MeV/c muon beam is further guided into the Mu3e detector, sitting inside a 1T solenoid magnet, and stopped by a hollow double cone target made out of Mylar foil. These stopped muons decay at rest and trajectories of their decay products are measured using a silicon pixel tracking detector.

In Figure 1 a sketch of the Mu3e detector is shown. The detector is built of three parts, one inner central station and two recurl stations, one upstream and one downstream. The recurl stations improve the momentum resolution by providing additional track points when the particles curl back towards the beam axis in the magnetic field.

Multiple scattering is the largest contribution to the momentum resolution. Therefore, it is crucial to reduce the material budget. Hence, a new type of thin high-voltage monolithic active pixel sensors (HV-MAPS), called MuPix, is used, which can be produced as thin as \( 50 \mu \)m [4]–[10]. To have precise time-of-flight measurement and to suppress the background from random accidental coincidental decays, a precise timing measurement is needed. Therefore, a scintillating fibre detector [11], placed in the central station of the detector, and scintillating tile detectors [12], located in the two recurl stations, are used. These detectors are read out via silicon photomultipliers and a custom-designed Application-Specific Integrated Circuit (ASIC), called MuTrig [13].

To be able to handle the 100 Gbit/s of data, which are produced by the pixel and scintillating timing detectors, an online selection needs to be performed. A farm of PCs equipped with powerful graphics processing units (GPUs) will perform the event reconstruction and data reduction.
II. Mu3e Data Acquisition System

In Figure 2, the final Mu3e DAQ system is shown. The total number of the MuPix sensors used for the phase I detector is 2844 while the scintillating fibres and scintillating tiles are read out by 278 MuTRiG ASICs. The DAQ is designed to handle the expected data rate of 100 Gbit/s for the full detector. Both ASICs (MuPix and MuTRiG) send zero-suppressed and time unsorted hit data over up to three links for the MuPix and one link for the MuTRiG with a bandwidth of 1.25 Gbit/s per link.

The MuPix chips from the inner pixel layer transmit up to 30 Mhits/s over three links, while the outer layers are connected via one link. The hit timestamp of the MuPix has a resolution of 8 ns.

The MuTRiG chip generates a 625 MHz coarse and fine counter with a bin size of 50 ps, to ensure the high time resolution of less than 500 ps for the fibre and less than 100 ps for the tile detector. Both counters are needed for the required timing resolution, but are generated in different ways on the MuTRiG chip. In Section III-A, the special treatment of the coarse counter on the FEB is explained.

The actual DAQ system is built up of three layers of FPGA boards. For reading out the different detectors, the custom developed Front-end boards (FEBs) are used. This board is placed inside the magnetic field and is connected via 1.25 Gbit/s Low Voltage Differential Signaling (LVDS) links to the different sub-detectors. The task of the board is to read out and configure the different detector ASICs, and sort the received hits in time. The second layer of the DAQ system consists of the PCIe40 Board (Switching Board) which was developed for the ALICE and Large Hadron Collider beauty (LHCb) upgrades. These boards are placed outside the magnet and are connected via 6.25 Gbit/s optical links to the FEBs. They perform the time alignment of the different data streams, and they send the detector configuration via optical connections to the FEBs. The last layer of the system consists of the commercial Terasic DE5a-Net-DDR4 boards sitting in a PC equipped with a GPU (in the following, one of this units will be referred to as the farm PC). The Terasic DE5a-Net-DDR4 boards hold an Arria10 FPGA and an onboard Double Data Rate Synchronous Dynamic Random-Access Memory (DDR SDRAM); in the following, this will be referred to as DDR4-RAM. The DDR4-RAM is employed to buffer the data of the full detector, while the hits of the four layers of the central pixel detector are used to perform an online event selection on the GPU. The total filter farm of the final system contains twelve units of farm...
A description of the final DAQ of the Mu3e detector is given to create 144 copies of the clock and reset signals, which are signals for run starts and stops. Additional electronics are used which generates a 125 MHz clock and synchronised reset system is centralised around the Genesys-2 FPGA board [16], detectors, a dedicated clock and reset system was built. The of 100 Gbit/s from the detector. To synchronise the different PCs, which are daisy-chained to process the expected data rate of 100 Gbit/s from the detector. To synchronise the different detectors, a dedicated clock and reset system was built. The system is centralised around the Genesys-2 FPGA board, which generates a 125 MHz clock and synchronised reset signals for run starts and stops. Additional electronics are used to create 144 copies of the clock and reset signals, which are connected to each part of the DAQ system. A comprehensive description of the final DAQ of the Mu3e detector is given in [17].

Since the search for $\mu^+ \rightarrow e^+e^+e^-$ is a three body decay at rest, the DAQ system needs to read out the full detector in order to be able to select physics events. This is in contrast to trigger-based DAQ systems, which only read out data if a certain detector response is over a specific threshold. Examples of trigger based DAQ systems are ATLAS [18] and Compact Muon Solenoid Experiment (CMS) [19], the two largest experiments at the Large Hadron Collider. However, the concept of full online reconstruction of the whole detector data is also being implemented at the LHCb [20] upgrade, and for parts of the ALICE detectors [21].

The main contributions of this work, in contrast to the previous description of the Mu3e DAQ system [17], are:

1) Detailed insights in the developed firmware parts of the Mu3e DAQ system, which are used to process the data from the different detectors to the filter farm.
2) Description of the time alignment firmware used on the switching board (SWB) to synchronise the different detector systems.
3) Overview of the Mu3e Cosmic Run 2022 and first timing studies of the different detectors using a vertical slice of the Mu3e DAQ system.

III. DATA FLOW IN THE MU3E DAQ

A. Front-end Board

As an example for the developed data processing firmware on the FEB, the data path of the scintillating fibre detector is shown in Figure 3. Two scintillating fibre (SciFi) module boards (SMBS) holding eight MuTRiG ASICs are connected, via a specific detector adapter board (DAB), to a FEB. After receiving the data on the Arria V FPGA, the hit data is unpacked and grouped into a detector-specific record type (Rec1). The data lines from the different ASICs are merged into groups of two for further processing.

To be able to correlate the hits from the different detectors, time sorting is needed. Unfortunately, the two ASICs create the hit time with two different frequencies. The timestamp generation of the MuTRiG chip runs at 625 MHz while the MuPix chip generates the timestamp with 125 MHz. The faster clock for the MuTRiG is needed for the required time resolution of the two timing detectors. To encounter this problem the firmware needs to provide a common time base for both detectors. Therefore, the firmware takes the timestamp from the MuTRiG hits and divides them into a 125 MHz and a 625 MHz part. Afterwards the firmware sorts the hits according to the 125 MHz part. Since the MuPix chips are running already at 125 MHz only the sorting is needed.

In detail the algorithm for sorting the MuTRiG hits into 125 MHz is a bit more involved. In order to run at 625 MHz, the coarse counter timestamp is implemented as an optimised fifteen-stage linear feedback shift register, which runs through a deterministic order of $2^{15} - 1$ stages. The feedback loop of the shift register is implemented using an exclusive-or (XOR). These stages can appear to be pseudo random values (e.g. 1. stage is 0x1234, 2. stage 0x5678, 3. stage 0x4242), but can be translated back to binary values (e.g. 0x1234 = 0, 0x5678 = 1, 0x4242 = 2) using a dual-port lookup RAM on the FEB (in Figure 3 this is indicated with the PRBS T block). Dual-port RAMs are used to be able to process the two data streams at the same time.

Since the timestamp of the MuPix chip counts up to $2^{15}$ and the coarse counter of the MuTRiG chip counts up to $2^{15} - 1$, the counting of the MuTRiG chip needs to be corrected. As shown in the whole system (FPGA-Boards and ASICs) is running in sync to a global 125 MHz clock. Both the 125 MHz clock on the FEB and the 625 MHz clock on the MuTRiG are synchronised to the global 125 MHz clock. Because of this synchronisation the lapse correction block (Lapse CC) can mimic the counting of the MuTRiG ASIC. It can then estimate the number of counter overflows and subtracted them from the coarse counter to correct it for counting up to $2^{15}$.

After this correction of the counter value, the 625 MHz counter needs to be divided by five to have a part which follows the 125 MHz clock and a remainder part which holds the 625 MHz value. After all the corrections, the various hits can be sorted and transmitted to the SWB via up to two 6.25 Gbit/s optical links (for the pixel and tile detectors only one optical link is needed).

B. Switching Board

One task of the SWB is to time-align the different data streams. The time alignment of the hit data is needed to be able to perform the full track reconstruction on the GPU. In Figure 4 a sketch of this time alignment firmware of the SWB
is shown. Each data package from the different FEBs contains hit data sorted into 8 ns bins. A new data package is sent every 16 μs. Each hit contains space, time-over-threshold (ToT) of the comparator, and time information. The data package for each detector is designed to hold the whole hit information using 32 bit. To be able to keep the size of 32 bits, we only have four bits for the time information (in Figure 4 the time information of the 32 bit hit word is the white number of the blue rectangles). Therefore, we have to send 128 sub headers (SUB) which contain the upper seven bits of the global timestamp (in total one package as $2^{11}$ possible timestamps) when the four bits of the hit time overflow.

The time alignment firmware is using pairwise comparison of the hit timestamps in a tree-based architecture. In Figure 4 the start of each package is marked with SOP and the end of each package is marked with EOP. Each layer of the tree contains two input streams and one output stream. The streams are buffered in FIFO queues, the example in Figure 4 uses a queue size of three (in the final system the queue size is of the order of $2^{10}$). In the first layer, the input stream is running with 125 MHz and the output of the FIFO is running at 250 MHz. At each layer of the tree, both streams are buffered until each has a SOP, then the hit with the lowest timestamp is sent to the next layer. If a stream holds a SUB, the hits from the other stream are forwarded until both streams hold the same SUB. Since the FEB always sends all 128 SUBs for each package - even in the case where there are no hits for these timestamps - the firmware only needs to compare the four bits of the two individual hits. These are reproduced over the full tree until the EOP marker is reached. Figure 4 shows, as an example, three steps (clock cycles) of a four-to-one tree.

The actual implementation is done with an eight-to-one tree following the same principle. After the synchronisation, the merged stream is sent via a 10 Gbit/s link to the first Terasic DE5 board of the filter farm.

As described above, the firmware combines eight input streams into one output stream. Since there is only one clock frequency change from 125 MHz to 250 MHz, the time alignment firmware has a bottleneck of effectively $4 - 1$. Using simulated data, the average rate for the whole pixel detector was estimated to be 56 Gbit/s, including 8 bit/10 bit encoding and 75% protocol efficiency [17]. The total number of input links for the central detector SWB from the FEBs is 36, while there is a total of eight output links to the Terasic DE5 board. Therefore, the possible throughput of the time alignment firmware for the central detector SWB is of the order of 64 Gbit/s. This reduces the bottleneck of the time alignment firmware to around $2 - 1$ for the central pixel detector. However, this bottleneck is only hypothetical and only if all 36 input links of the central pixel SWB are 100% saturated which will never be the case in the actual detector. The expected rate of the whole pixel detector is 56 Gbit/s, including the two recurl stations and the central station. Since the central SWB is only connected to the central pixel detector, the time alignment firmware does not have to process the full 56 Gbit/s. To be able to use backpressure and to handle possible rate bursts, the FIFO queue size for the first layer of the time alignment firmware was set to hold one data package (32 kB). For the two recurl SWBs, two 10 Gbit/s links to the Terasic DE5 board is intended. The recurl pixel stations produce only a fraction of the data from the central station, leading to no significant bottleneck. For the other two detectors, the overall situation is relaxed as well. The fibre detector will produce an overall rate of 28 Gbit/s and one SWB is processing this data. For the connection from the fibre detector SWB to the Terasic DE5 board four 10 Gbit/s links are provided. The two stations of the tile detector producing an overall rate of 17 Gbit/s, while each recurl SWB has a 10 Gbit/s link for the tile detector to the Terasic DE5 board.

C. Filter Farm

The first Terasic DE5 board of the filter farm receives the whole 100 Gbit/s detector data from all four SWB. Because all data is synchronised and sorted to 8 ns, the board receives a stream of time-continuous data. This data is buffered on one of the two onboard memory interfaces. If the buffer gets full, the data is forwarded to the next Terasic DE5 board which is daisy-chained. Since the full farm contains twelve farm PCs, each of them needs to process only $1/12$ of the overall 100 Gbit/s rate. To perform the online track reconstruction, the data of the central pixel detector needs to be transferred to the GPU which is hosted in the same PC. The central pixel data is packed into 2 MB packages and transmitted via the PC RAM to the GPU using direct memory access (DMA) [23], [24]. A reference of the selected events are sent back to the Terasic DE5 board using Peripheral Component Interconnect Express (PCIe) registers and stored in a request FIFO to trigger the readout of the data buffer. By using two DDR4 RAMs, one
can be used to buffered the data while the other one can be read out via a second DMA engine and transferred to the Maximum Integration Data Acquisition System (MIDAS) \[25\], \[26\] which is used as data acquisition software.

To be able to efficiently perform the tracking on the GPU, the data needs to be prepared on the FPGA. In Figure 5, the data flow of the central pixel detector on the Terasic DE5 board is shown. Each layer sends its individual hit position and timing information using a total of 32 bits. In the first step, the position is converted into global 32 bit floating point values of \( x, y, z \) using 96 bits in total. For this, a conversion from the local coordinate system on the chip to the global coordinate system of the detector needs to be performed. This is done by using the chip ID as address to lookup the global corner position \( \vec{s}_i \) and row information the global position \( x, y, z \) in the whole pixel detector of the \( i \)th chip can be calculated using:

\[
\vec{h}_i = \vec{s}_i + \text{col}_i \cdot \vec{c}_i + \text{row}_i \cdot \vec{r}_i,
\]

where \( \vec{h}_i \) is the hit position vector \( (x, y, z) \), \( \vec{s}_i \) is the global corner position, \( \vec{c}_i \) and \( \vec{r}_i \) are the global and row directions. Following that, the hit data is packaged into frames of 8ns and packed into 256 bits to be processed by the DMA engine running at 256 bits times 250 MHz. For each GPU frame, the hits are sorted in time for each of the four layers. The hits of the four layers are stored in 0.5 MB sub-packages per layer inside the overall 2 MB package. At the end of each sub-package, references to the 8 ns borders of the hits are transmitted. With this packaging, the GPU is able to dynamically create time frames in multiple of 8 ns. Since one has the reference on the 8 ns level, it is possible to include hits from neighbouring frames \((\pm n \times 8 \text{ ns})\) without copying them twice. These overlaps are needed to perform the tracking using all four layers \[23\], \[24\].

IV. The Mu3e Cosmic Run 2022

During the integration of the different detector systems into the final DAQ system, two intensive system tests were performed. The first one, the Mu3e Integration Run 2021, was performed to integrate the inner vertex detector into the DAQ system and is explained in detail in \[29\]. The second test run, the Mu3e Cosmic Run 2022, was performed to finalise the integration of the inner vertex detector and to integrate the scintillating fibre detector using cosmic rays. In contrast to the Integration Run 2021, the detectors were not operated inside a magnetic field. In Figure 6, the Cosmic Run setup is shown. One intention of the run was to operate the detectors under conditions as close as possible to the final experiment and study their noise behaviour. This includes cooling of the MuPix detector with gaseous helium.
As for the final DAQ system, the Mu3e Cosmic Run 2022 contained ten FEBs for reading out the inner vertex detector. On the other side, only two FEBs for the fibre detector were used compared to the final twelve. Furthermore, there were no tiles and none of the other pixel detectors present. All twelve FEBs are read out with only one SWB, which contains a third of the final links for the central vertex detector and a small fraction for the fibre detector. The farm contained only two Terasic DE5 boards and no GPUs, in contrast to the twelve Terasic DE5 boards used in the final system. The dashed blocks in Figure 2 show the components used in the Mu3e Cosmic Run 2022. Furthermore, three layers of scintillator panels are mounted around the scintillating fibre and inner vertex detectors. Using Nuclear Instrumentation Module (NIM) logic, the three panels are used to create a cosmic ray coincidence trigger. This trigger signal was digitised via an additional FEB and sent to the SWB. The geometry of the scintillator panels was not optimal, and the panels did not cover the whole detector acceptance.

By tuning the vertex detector to a minimal noise level, it was possible to read out the full detector data. Due to a broken readout board, only one side of the fibre detector was operating. In addition, not all pixel chips were able to run under optimal conditions. In Figure 7 all chips without problems are marked in green, while the chips in orange run into thermal runaway when applying high voltage. The chips marked in red had problems in terms of broken links, non-working LVDS connections or noisy pixels. The grey chips had some combination of the two problems above. Overall, only 10 V could be applied to the chips since there are unforeseen problems in the prototype of the MuPix chip which are resolved in a newer version. Having all these problems even the best-working chips were not operated at design conditions, leading to a worse timing resolution. A detailed description of the inner vertex detector used in the test runs can be found in [30].

A. Online Analyzer

The Mu3e Online Analyzer software was implemented to analyse the data quality and perform tracking. This software component is based on the MIDAS-compatible manalyzer framework [31]. A parallel readout pipeline was used to clean the data and perform the needed quality checks. Figure 8 demonstrates the various steps of the analyzer. In the first part, the system connects to MIDAS and checks if detector events are present. The different detector events for the fibre and the vertex detector are decoded and sent to a queue for further processing. Even with the threshold tuning and masking pixels, a few chips still had noisy pixels left which could not be turned off in hardware. This required to filter them out of the raw data in software. Since the fibre data path had no hardware sorter running, the data were sorted in time to be able to correlate with the pixel data. The additional scintillator panels were considered as pixel hits and were filtered out at the pixel readout chain. After the cleaning, a full track reconstruction was performed using an adapted version of the Mu3e triplet reconstruction software [28] to reconstruct cosmic tracks in the pixel detector. The reconstructed hits were forwarded to an event display to have a live view on specific events (see Figure 9). For general time correlations, the scintillator panels were used as a trigger to correlate the fibre and pixel hits in a time-window around the trigger. Simple quality plots such as hit rate, hitmaps, timestamp plots, etc., were created for the different detectors.
on, and an offline correction, using the scintillator panels as a reference, needs to be performed. To correct this, the mean of each ToT value was calculated and subtracted from the sampled hit time. The bottom plot of Figure 10 shows the corrected time difference. During the test run, the setting for the readout speed of the second timestamp was not tuned for each individual pixel chip. This leads to an imperfect sampling of the second timestamp, which can be seen in the top of Figure 10 for hits on the lower left part of the distribution ($t_{\text{pixel}} - t_{\text{trigger}} < 0$ and ToT $< 200$). There, the ToT was not calculated correctly and the variance of the correction for these ToT values (see bottom of Figure 10) is higher. In contrast to the inner vertex detector, the scintillating fibre detector was not configured to send the second timestamp. Therefore, a time walk correction was not possible for this detector.

In Figure 11 the difference between the hit time of the inner vertex detector after correcting the time walk and the scintillating fibre detector is shown. Since all hits were correlated with each other, an unintended triangular-shaped background was created. Therefore, the used Gaussian fit function was extended by $f_{\text{bg}}(x) = c(d - |x|)$. The performed fit showed a total time resolution of 103.7(33) ns.

The systematic errors are dominated by the pure timing resolution of the vertex detector caused by the untuned chips, which is in the order of 100 ns. The sampling of the scintillator panels was done with 8 ns on the FEB, which is the main source of systematic uncertainty for this detector. The scintillating timing detector should have a smaller uncertainty on its timing resolution than the systematics of the scintillator panels. Nevertheless, despite all these limitations on the detector side, the presented results prove that the DAQ system is able to process different detector data, perform online time synchronisation to provide the required hit data to study time resolutions between the different detectors and track reconstruction.

V. SUMMARY AND OUTLOOK

The paper presented detailed insights in the developed firmware parts of the Mu3e DAQ system, which are used to process the data from the different detectors to the filter farm. Especially, the time alignment firmware used on the SWB to synchronise the different detector systems was shown. Furthermore, a detailed description of the Mu3e Cosmic Run 2022 and first timing and tracking studies of the different detectors using a vertical slice of the Mu3e DAQ system are given.

Showing first physical plausible results for the detected cosmic rays and being able to have a consistent readout chain are first steps in commissioning the final DAQ system of the Mu3e experiment.

During the end of 2022, the commissioning of the filter farm will start. The final detector will be constructed in the beginning of 2023 and first data taking is planned for the end of 2023.
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