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Abstract

We develop the theory of derived differential geometry in terms of bundles of curved $L_\infty[1]$-algebras, i.e. dg manifolds of positive amplitudes. We prove the category of derived manifolds is a category of fibrant objects. Therefore, we can make sense of “homotopy fibered product” and “derived intersection” of submanifolds in a smooth manifold in the homotopy category of derived manifolds. We construct a factorization of the diagonal using path spaces. First we construct an infinite-dimensional factorization using actual path spaces motivated by the AKSZ construction, then we cut down to finite dimensions using the Fiorenza-Manetti method. The main ingredient is the homotopy transfer theorem for curved $L_\infty[1]$-algebras.

We also prove the inverse function theorem for derived manifolds, and investigate the relationship between weak equivalence and quasi-isomorphism for derived manifolds.
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Introduction

Derived manifolds

This work is a contribution to the theory of derived manifolds in the context of $C^\infty$-geometry. Recently, there has been a growing interest in derived differential geometry. The main purpose is to use “homotopy fibered product” in a proper sense to replace the fibered product, which is not always defined in classical differential geometry. There has appeared quite many works in this direction in the literature mainly motivated by derived algebraic geometry of Lurie and Toën-Vezzosi [48, 67]—see also [60]. For instance, see [65, 15, 16, 39, 12, 61, 50, 57] for the $C^\infty$-setting and [62, 58] for the analytic-setting. Our approach is based on the geometry of bundles of positively graded curved $L_\infty[1]$-algebras, or equivalently, dg manifolds of positive amplitudes. In spirit, it is analogous
to the dg approach to derived algebraic geometry \cite{7,8,41,20,21} and is closer to the approach of Carchedi-Roytenberg \cite{15,16}, by avoiding the machinery of $C^\infty$-ring.

For us, a derived manifold is a triple $\mathcal{M} = (M, L, \lambda)$, where $M$ is a $C^\infty$-manifold, $L = L^1 \oplus \ldots \oplus L^n$ is a graded vector bundle over $M$, and $\lambda = (\lambda_k)_{0 \leq k < n}$ is a smooth family of multilinear operations $\lambda_k : L^{\otimes k} \to L$ of degree 1, making each fiber $L|_P$, where $P \in M$, a curved $L_\infty[1]$-algebra. (Equivalently, Sym$_{\mathcal{O}_M} L^\vee$ is a sheaf of commutative differential graded algebras over the sheaf $\mathcal{O}_M$ of $C^\infty$-functions on $M$.)

We prove that derived manifolds form a category of fibrant objects (see \cite{13} for details on categories of fibrant objects). Therefore, we can make sense of “homotopy fibered product” for derived manifolds. In particular, in the homotopy category of derived manifolds, we can talk about derived intersection of two submanifolds in a smooth manifold $M$. See Section 2.3. Recall that a category of fibrant objects is a category $\mathcal{C}$, together with two subcategories, the category of fibrations in $\mathcal{C}$, and the category of weak equivalences in $\mathcal{C}$, subject to the following axioms:

- (i) weak equivalences satisfy two out of three, all isomorphisms are weak equivalences,
- (ii) all isomorphisms are fibrations,
- (iii) every base change (i.e. pull back) of a fibration exists, and is again a fibration,
- (iv) every base change of a trivial fibration (i.e., a fibration which is a weak equivalence) is a trivial fibration,
- (v) $\mathcal{C}$ has a final object, and all morphisms whose target is the final object are fibrations,
- (vi) every morphism can be factored as a weak equivalence followed by a fibration.

One is interested in the localization of $\mathcal{C}$ at the weak equivalences, i.e., the category obtained from $\mathcal{C}$ by formally inverting the weak equivalences. This localization process gives rise to an $\infty$-category, whose associated 1-category is the homotopy category of $\mathcal{C}$. The presence of the fibrations, satisfying the above axioms, simplifies the description of the localized category significantly. In fact, Cisinsky \cite{22} has shown, that the homotopy type of the space of morphisms from $X$ to $Y$ can be represented by the category of spans from $X$ to $Y$, where a span $X \leftarrow X' \rightarrow Y$ has the property that the backwards map $X' \rightarrow X$ is a trivial fibration.

The zeroth operation $\lambda_0$ is a global section of the vector bundle $L^1$ over $M$. We call the zero locus of $\lambda_0$ the classical locus of the derived manifold $\mathcal{M} = (M, L, \lambda)$. At a classical point $P \in M$, we can define the tangent complex

$$TM|_P \xrightarrow{D P\lambda_0} L^1|_P \xrightarrow{\lambda_1|_P} L^2|_P \xrightarrow{\lambda_2|_P} \ldots.$$ 

We define a morphism of derived manifolds to be a weak equivalence if
(i) it induces a bijection on classical loci,
(ii) the linear part induces a quasi-isomorphism on tangent complexes at all classical points.

We define a morphism of derived manifolds to be a \textit{fibration}, if
(i) the underlying morphism of manifolds is a differentiable submersion,
(ii) the linear part of the morphism of curved $L_\infty[1]$-algebras is a degreewise surjective morphism of graded vector bundles.

Our main theorem is the following:

\textbf{Theorem A} \textit{The category of derived manifolds is a category of fibrant objects.}

Restricting, for example, to derived manifolds where $M$ is a single point, which is classical [5] Remark 7.4 [26], we obtain the category of fibrant objects of finite-dimensional, positively graded, hence nilpotent $L_\infty[1]$-algebras, where weak equivalences are quasi-isomorphisms, and fibrations are degreewise surjections (see also [35, 59]).

On the other extreme, restricting to derived manifolds with $L = 0$, we obtain the category of smooth manifolds, with diffeomorphisms for weak equivalences and differential submersions as fibrations.

Our choice of definition of derived manifolds is chosen to be minimal, subject to including both of these extreme cases.

Most of the proof of Theorem 1 is straightforward. The non-trivial part is the proof of the factorization property. It is well-known, that it is sufficient to prove factorization for diagonals. The proof proceeds in two stages.

First, we factor the diagonal of a derived manifold $\mathcal{M}$ as
$$\mathcal{M} \to PT.\mathcal{M}[-1] \to \mathcal{M} \times \mathcal{M}.$$  

Here, $PT.\mathcal{M}[-1]$ is the path space $\text{Map}(I, T.\mathcal{M}[-1])$ of the shifted tangent bundle $T.\mathcal{M}[-1]$, where $I$ is an open interval containing $[0,1]$. Another way to view $\text{Map}(I, T.\mathcal{M}[-1])$ is as $\text{Map}(TI[1], \mathcal{M})$, where $TI[1]$ is the shifted tangent bundle of the interval $I$. Note that $TI[1]$ is not a derived manifold in our sense (the corresponding graded vector bundle is not concentrated in positive degrees); this is essentially the viewpoint of AKSZ construction [2]. See Appendix C.

The path space $PT.\mathcal{M}[-1]$ is infinite-dimensional, so in a second step we pass to a finite-dimensional model by using homotopical perturbation theory, in this case the curved $L_\infty[1]$-transfer theorem [30] [27].

In fact, it is convenient to break up this second step into two subitems. The base manifold of $PT.\mathcal{M}[-1]$ is $PM = \text{Map}(I, M)$, the path space of $M$. The first step is to restrict to $P_0M \subset PM$, the manifold of \textit{short geodesic} paths with respect to an affine connection on $M$. This means that we restrict to paths which are sufficiently short (or, in other words, sufficiently slowly traversed) so that evaluation at 0 and 1 defines an open embedding $P_0M \to M \times M$. Note that as a smooth manifold $P_0M$ can be identified with an open neighborhood of the zero section of $TM$, the open embedding $P_0M \to M \times M$ follows from the tubular neighborhood theorem of smooth manifolds.
In a second step, we choose a connection in $L$, and apply the $L_\infty[1]$-transfer theorem fiberwise over $P_g M$ to cut down the graded vector bundle to finite dimensions. Our method in this step is inspired by the Fiorenza-Manetti approach in [5, 26].

After this process, we are left with the following finite-dimensional derived path space $\mathcal{P}.\mathcal{M}$. The base manifold is $P_g M \subset M \times M$. Over this we have the graded vector bundle

$$P_{con} (TM \oplus L) \oplus P_{lin} L.$$  

(1)

The fiber over a (short geodesic) path $a : I \rightarrow M$ of this graded vector bundle is the direct sum of the space of covariant constant sections in $\Gamma(I, a^*(TM \oplus L))$, shifted up in degree by multiplying with the formal symbol $dt$ of degree 1, and the covariant affine-linear sections in $\Gamma(I, a^*L)$. The operations $(\mu_k)_{0 \leq k < n+1}$ on the graded vector bundle (1) are determined by the the transfer process. They can all be made explicit as (finite) sums over rooted trees, and therefore are all smooth operations. Note that as a graded vector bundle, $P_{con} (TM \oplus L) \oplus P_{lin} L$ is in fact isomorphic to

$$ev_0^*(TM \oplus L) dt \oplus ev_0^* L \oplus ev_1^* L$$

(2)

where $ev_0, ev_1 : P_g M \subset M \times M \rightarrow M$ denote the restriction of projection to the first and second component, respectively.

To prove that

(i) the object (1) is, indeed, a vector bundle over the manifold $P_g M$, and

(ii) the operations $(\mu_k)$ on (1) are differentiable,

uses nothing but standard facts about bundles, connections, and parallel transport since the formula for the $L_\infty[1]$-algebra operations in the transfer theorem is explicit and universal. Yet, to give a conceptual approach in light of AKSZ construction [2], we can view path spaces as infinite-dimensional manifolds using the theory of diffeology. It allows us to put a diffeological structure on the infinite-dimensional intermediary $PT.\mathcal{M}[-1]$, and use a generalization of the transfer theorem to the diffeological context to prove our theorem. In order not to clutter the exposition with formalities involving diffeologies, we have assembled the needed facts in an appendix.

The associated differential graded algebra

By standard facts, we can associate to a derived manifold

(i) a differential graded manifold, with whose structure sheaf is the sheaf of commutative differential graded algebras $\mathcal{A} = \text{Sym}_{\mathcal{O}M} L'$, with a derivation $Q : \mathcal{A} \rightarrow \mathcal{A}$ of degree 1, induced by $(\lambda_k)$, satisfying $Q^2 = \frac{1}{2}[Q, Q] = 0$,

(ii) the commutative differential graded algebra $\Gamma(M, \mathcal{A})$ of global sections.

The following theorem serves as a partial justification for our definition of weak equivalence of derived manifold.

**Theorem B** Any weak equivalence of derived manifolds induces a quasi-isomorphism of the associated differential graded algebras of global sections.
Indeed, we propose the following

**Conjecture** A morphism of derived manifolds is a weak equivalence, if and only if the induced morphism of differential graded manifolds is a quasi-isomorphism.

**Inverse function theorem**

Along the way we prove another theorem which shows the strength of our definition of weak equivalence. It is a generalization of the inverse function theorem.

**Theorem C** Every trivial fibration of derived manifolds admits a section, at least after restricting to an open neighborhood of the classical locus of the target.

If we replace derived manifolds by their germs (inside $M$) around their classical loci, we therefore obtain an equivalent category of fibrant objects in which every trivial fibration admits a section. Such categories of fibrant objects have a particularly simple description of their homotopy categories: the morphisms are simply homotopy classes of morphisms [13, Theorem 1]. Here two morphisms $f, g : \mathcal{M} \to \mathcal{N}$ are homotopic if there exists a morphism $h : \mathcal{M} \to \mathcal{P} \mathcal{N}$, which gives back $f$ and $g$ upon composing with the two evaluation maps $\mathcal{P} \mathcal{N} \to \mathcal{N}$.

In a subsequent paper, we will study differentiable derived stacks in terms of Lie groupoids in the category of derived manifolds along a similar line as in [41]. In particular, we will study “derived orbifolds”. It would be interesting to investigate the relation between derived orbifolds and Kuranishi spaces of Fukaya-Oh-Ohhta-Ono [28, 40] and d-orbifolds of Joyce [39, 38]. We expect that derived orbifolds in our sense will provide a useful tool in studying symplectic reduction, and it would be interesting to explore the relation between “symplectic derived orbifolds” with Sjamaar-Lerman theory of stratified symplectic spaces and reduction [64]. It is also worth to study the connection of derived manifolds with Costello’s “$L_\infty$-spaces” [23, 31, 32]. After the posting of the first e-print version of the present paper on arXiv.org, we learned that a similar version of inversion function theorem for derived manifolds (called $L_\infty$ spaces by the authors) was also obtained by Amorim-Tu using a different method [3].

**Notations and conventions**

Differentiable means $C^\infty$. Manifold means differentiable manifold, which includes second countable and Hausdorff as part of the definition. Hence manifolds admit partitions of unity, which implies that vector bundles admit connections, and fiberwise surjective homomorphisms of vector bundles admit sections.

For any graded vector bundle $E$ over a manifold $M$, we sometimes use the same symbol $E$ to denote the sheaf of its sections over $M$, by abuse of notation. In particular, for a graded vector bundle $L$ over $M$, by $\text{Sym}_{\mathcal{E}_M} L^\vee$, or simply $\text{Sym} L^\vee$, we denote the sheaf, over $M$, of sections of the graded vector bundle $\text{Sym} L^\vee$, i.e. the sheaf of fiberwise polynomial functions on $L$.

The notation $|\cdot|$ denotes the degree of an element. When we use this notation, we assume the input is a homogeneous element.
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1 The category of derived manifolds

Definition 1.1 A derived manifold is a triple \( \mathcal{M} = (M, L, \lambda) \), where \( M \) is a manifold (called the base), \( L \) is a (finite-dimensional) graded vector bundle

\[
L = L^1 \oplus \ldots \oplus L^n
\]

over \( M \), and \( \lambda = (\lambda_k)_{k \geq 0} \) is a sequence of multi-linear operations of degree +1

\[
\lambda_k : L \times_M \ldots \times_M L \rightarrow L, \quad k \geq 0.
\]  

(3)

The operations \( \lambda_k \) are required to be differentiable maps over \( M \), and to make each fiber \( (L, \lambda) \mid_P \), for \( P \in M \), into a curved \( L_\infty[1] \)-algebra (see Appendix B).

We say that \( (L, \lambda) \) is a bundle of curved \( L_\infty[1] \)-algebras over \( M \). By our assumption on the degrees of \( L \), we have \( \lambda_k = 0 \), for \( k \geq n \). The integer \( n \) is called the amplitude of \( \mathcal{M} \).

A derived manifold is called quasi-smooth if its amplitude is one. That is, a quasi-smooth derived manifold consists of a triple \( (M, L, \lambda) \), where \( L = L^1 \) is a vector bundle of degree 1 over \( M \), and \( \lambda = \lambda_0 \) is a global section of \( L \). Such a derived manifold can be considered as the “derived intersection” of \( \lambda_0 \) with the zero section of \( L \). If \( f \) is a smooth function on \( M \), the quasi-smooth derived manifold \( (M, T^vM[-1], df) \) can be thought as the “derived critical locus” of \( f \).

Recall that the curved \( L_\infty[1] \)-axioms for the \( \lambda = (\lambda_k)_{k \geq 0} \) can be summarized in the single equation

\[
\lambda \circ \lambda = 0.
\]

(See Appendix B for the notation.) The axioms are enumerated by the number of arguments they take. The first few are

(i) \( (n = 0) \) \( \lambda_1(\lambda_0) = 0 \),

(ii) \( (n = 1) \) \( \lambda_2(\lambda_0, x) + \lambda_1^2 x = 0 \).

(iii) \( (n = 2) \) \( \lambda_3(\lambda_0, x, y) + \lambda_2(\lambda_1(x), y) + (-1)^{|x||y|} \lambda_2(\lambda_1(y), x) + \lambda_1(\lambda_2(x, y)) = 0 \).
If all $\lambda_k$, for $k \geq 3$, vanish, then $L[-1]$ is a bundle of curved differential graded Lie algebras over $M$. Guided by this correspondence, we sometimes call the section $\lambda_0$ of $L^1$ over $M$ the curvature of $\mathcal{M}$, call $\lambda^1 : L \to L[1]$ the twisted differential, and $\lambda_2$ the bracket. The $\lambda_k$, for $k \geq 3$, are the higher brackets.

**Definition 1.2** The set of points $Z(\lambda_0) \subset M$ where the curvature vanishes is a closed subset of $M$. It is called the classical or Maurer-Cartan locus of the derived-manifold $\mathcal{M}$, notation $\pi_0(\mathcal{M})$. We consider $\pi_0(\mathcal{M})$ as a set without any further structure.

**Definition 1.3** A morphism of derived manifolds $(f, \phi) : (M, L, \lambda) \to (M', L', \lambda')$ consists of a differential map of manifolds $f : M \to M'$, and a sequence of operations

$$\phi_k : L \times_M \ldots \times_M L \to L', \quad k \geq 1,$$

of degree zero. The operations $\phi_k$ are required to be differentiable maps covering $f : M \to M'$, such that for every $P \in M$, the induced sequence of operations $\phi_k|_P$ defines a morphism of curved $L_\infty[1]$-algebras $(L, \lambda)|_P \to (L', \lambda')|_{f(P)}$. Our assumptions imply that $\phi_k = 0$, for $k > n'$, where $n'$ is the amplitude of $(M', L', \lambda')$.

In particular, $\phi_1 : L \to \phi^*L'$ is a morphism of graded vector bundles.

Recall that the $L_\infty[1]$-morphism axioms can be summarized in the single equation (see Appendix B for the notation)

$$\phi \circ \lambda = \lambda' \bullet \phi.$$

They are enumerated by the number of arguments they take. The first few are

(i) $(n = 0)$ $\phi_1(\lambda_0) = \lambda'_0$,
(ii) $(n = 1)$ $\phi_2(\lambda_0, x) + \phi_1(\lambda_1(x)) = \lambda'_1(\phi_1(x))$.

The first property implies that a morphism of derived manifolds induces a map on classical loci.

It is possible to compose morphisms of derived manifolds, and so we have the category of derived manifolds.

**Remark 1.4** The category of derived manifolds has a final object. This is the singleton manifold with the zero graded vector bundle on it, notation $\ast$. The classical locus of a derived manifold $\mathcal{M}$ is equal to the set of morphisms from $\ast$ to $\mathcal{M}$.

**Remark 1.5** If $(M, L, \lambda)$ is a derived manifold, and $f : N \to M$ a differentiable map, then $(f^*L, f^*\lambda)$, is a bundle of curved $L_\infty[1]$-algebras over $N$, endowing $N$ with the structure of derived manifold $(N, f^*L, f^*\lambda)$, together with a morphism of derived manifolds $(N, f^*L, f^*\lambda) \to (M, L, \lambda)$. 8
Remark 1.6 If \((M, L, \lambda)\) is a derived manifold, then the set of global sections \(\Gamma(M, L)\) is a curved \(L_\infty[1]\)-algebra. For every point \(P \in M\), evaluation at \(P\) defines a linear morphism (see below) of \(L_\infty[1]\)-algebras \(\Gamma(M, L) \to L|_P\).

Definition 1.7 We call a morphism \((f, \phi): (M, L, \lambda) \to (M', L', \lambda')\) of derived manifolds linear, if \(\phi_k = 0\), for all \(k > 1\).

The linear morphisms define a subcategory of the category of derived manifolds, containing all identities, although not all isomorphisms.

Proposition 1.8 Let \((f, \phi): (M, L, \lambda) \to (M', L', \lambda')\) be a morphism of derived manifolds. If \(f: M \to M'\) is a diffeomorphism of manifolds, and \(\phi_1: L \to L'\) an isomorphism of vector bundles, then \((f, \phi)\) is an isomorphism of derived manifolds.

Proof. Without loss of generality, we assume \(M = M',\ L = L',\) and \(f = \text{id}_M,\ \phi_1 = \text{id}_L\). First, note that for every sequence of operations \(\chi\) on \(L\), the equation \(\psi \bullet \phi = \chi\) has a unique solution for \(\psi\). In fact, the equation \(\psi \bullet \phi = \chi\) defines \(\psi_k\) recursively. Then define \(\psi\) such that \(\psi \bullet \phi = \text{id}\), where \(\text{id}_1 = \text{id}_L\), and \(\text{id}_k = 0,\) for \(k > 1\). Then \((\phi \bullet \psi) \bullet \phi = \text{id} \bullet \phi\) by associativity of \(\bullet\). By the uniqueness result proved earlier, this implies \(\phi \bullet \psi = \text{id}\). Therefore, \(\psi\) is an inverse to \(\phi\). One checks that \(\lambda' \bullet \phi = \phi \circ \lambda\) implies \(\lambda \bullet \psi = \psi \circ \lambda'\), and hence \(\psi\) is an inverse for \(\phi\) as a morphism of derived manifolds. \(\square\)

1.1 Etale morphisms and weak equivalences

Let \(\mathcal{M} = (M, L, \lambda)\) be a derived manifold, with curvature \(F = \lambda_0\). Let \(P \in Z(F)\) be a classical point of \(\mathcal{M}\). Since \(F(P) = 0 \in L_1|_P\), there is a natural decomposition \(TL_1|_{F(P)} \cong TM|_P \oplus L_1|_P\). By \(D_PF\), we denote the composition

\[
D_PF: TM|_P \xrightarrow{TF|_P} TL_1|_{F(P)} \cong TM|_P \oplus L_1|_P \xrightarrow{\text{pr}} L_1|_P
\]

where \(TF|_P\) denotes the tangent map of \(F: M \to L_1\) at \(P \in M\). Thus \(D_PF: TM|_P \to L_1|_P\) is a linear map, called the derivative of the curvature \(F\).

Definition 1.9 Let \(\mathcal{M} = (M, L, \lambda)\) be a derived manifold, with curvature \(F = \lambda_0\) and twisted differential \(d = \lambda_1\). Let \(P \in Z(F)\) be a classical point of \(\mathcal{M}\). We add the derivative of the curvature \(D_PF\) to \(d|_P\) in the graded vector space \(TM|_P \oplus L|_P\) to define the tangent complex of \(\mathcal{M}\) at \(P:\)

\[
T.\mathcal{M}|_P := TM|_P \xrightarrow{D_PF} L^1|_P \xrightarrow{d|_P} L^2|_P \xrightarrow{d|_P} \ldots
\]

(Note that \(TM|_P\) is in degree 0.)

The fact that \(dF = 0\), and that \(P\) is a Maurer-Cartan point, implies that we have a complex. (Note that we do not define \(T.\mathcal{M}\) itself here.) We refer the reader to Remark 1.19 for geometric meaning of the tangent complex.

9
Let $\mathcal{M} = (M, L, \lambda)$ be a derived manifold. The **virtual dimension** $\dim^\text{vir}(\mathcal{M})$ of $\mathcal{M}$ is defined to be the Euler characteristic of the tangent complex $T\mathcal{M}|_P$ at a classical point $P$ of $\mathcal{M}$. Since $L$ is finite-dimensional, then

$$\dim^\text{vir}(\mathcal{M}) = \dim(M) + \sum_{i=1}^{n} \text{rk}(L^i),$$

which is a locally constant function on the classical loci of $\mathcal{M}$.

Given a morphism of derived manifolds $f : \mathcal{M} \to \mathcal{M}'$, and a classical point $P$ of $\mathcal{M}$, we get an induced morphism of tangent complexes

$$Tf|_P : T\mathcal{M}|_P \to T\mathcal{M}'|_{f(P)}.$$

Only the linear part of $f$ is used in $Tf|_P$.

**Definition 1.10** Let $f : \mathcal{M} \to \mathcal{M}'$ be a morphism of derived manifolds and $P$ a classical point of $\mathcal{M}$. We call $f$ **étale at $P$**, if the induced morphism of tangent complexes at $P$

$$Tf|_P : T\mathcal{M}|_P \to T\mathcal{M}'|_{f(P)}$$

is a quasi-isomorphism (of complexes of vector spaces).

The morphism $f$ is **étale**, if it is étale at every classical point of $\mathcal{M}$.

Every isomorphism of derived manifolds is étale.

**Remark 1.11** For classical smooth manifolds, an étale morphism is exactly a local diffeomorphism. On the other hand, if both the base manifolds of $\mathcal{M}$ and $\mathcal{M}'$ are just a point $\{\ast\}$, a morphism $f : \mathcal{M} \to \mathcal{M}'$ is étale means that $f$ is a quasi-isomorphism of the corresponding $L_\infty[1]$-algebras if the curvature of $\mathcal{M}$ vanishes. Otherwise, it is always étale.

**Definition 1.12** A morphism $f : \mathcal{M} \to \mathcal{M}'$ of derived manifolds is called a **weak equivalence** if

(i) $f$ induces a bijection on classical loci,

(ii) $f$ is étale.

**Remark 1.13** Weak equivalences satisfy two out of three, and so the category of derived manifolds is a category with weak equivalences.

**Remark 1.14** If $\mathcal{M} \to \mathcal{M}'$ is a weak equivalence, then $\mathcal{M}$ and $\mathcal{M}'$ have the same virtual dimension.
1.2 Algebra model

For a manifold $M$, we denote the sheaf of $\mathbb{R}$-valued $C^\infty$-functions by $\mathcal{O}_M$.

**Definition 1.15** A graded manifold $\mathcal{M}$ of amplitude $[-m,n]$ is a pair $(M, \mathcal{A})$, where $M$ is a manifold,

$$\mathcal{A} = \bigoplus_i \mathcal{A}^i$$

is a sheaf of $\mathbb{Z}$-graded commutative $\mathcal{O}_M$-algebras over (the underlying topological space) $M$, such that there exists a $\mathbb{Z}$-graded vector space

$$V = V^{-m} \oplus V^{-m+1} \oplus \ldots V^{n-1} \oplus V^n$$

and a covering of $M$ by open submanifolds $U \subset M$, and for every $U$ in the covering family, we have

$$\mathcal{A}|_U \cong C^\infty(U) \otimes \text{Sym} V^\vee,$$

as sheaf of graded $\mathcal{O}_M$-algebras. Here $m$ and $n$ may not be non-negative integers, and we only assume that $-m \leq n$.

We say that the graded manifold $\mathcal{M}$ is finite-dimensional if $\dim M$ and $\dim V$ are both finite. We refer the reader to [52, Chapter 2] and [17, 18] for a short introduction to graded manifolds and relevant references. By $\Gamma(M, \mathcal{A})$, we denote the global sections.

**Definition 1.16** A differential graded manifold (or dg manifold) is a triple $(M, \mathcal{A}, Q)$, where $(M, \mathcal{A})$ is a graded manifold, and $Q : \mathcal{A} \to \mathcal{A}$ is a degree 1 derivation of $\mathcal{A}$ as sheaf of $\mathbb{R}$-algebras, such that $[Q,Q] = 0$.

Since we are only interested in the $C^\infty$-context, in the above definition, the existence of such $Q : \mathcal{A} \to \mathcal{A}$ is equivalent to the existence of a degree 1 derivation on the global sections

$$Q : \Gamma(M, \mathcal{A}) \to \Gamma(M, \mathcal{A})$$

such that $[Q,Q] = 0$. Thus $Q$ can be considered as a vector field on $\mathcal{M}$, notation $Q \in X(\mathcal{M})$, called a homological vector field on the graded manifold $\mathcal{M}$ [2, 18].

**Definition 1.17** A morphism of dg manifolds $(M, \mathcal{A}, Q) \to (N, \mathcal{B}, Q')$ is a pair $(f, \Phi)$, where $f : M \to N$ is a differentiable map of manifolds, and $\Phi : \mathcal{B} \to f_* \mathcal{A}$ (or equivalently $\Phi : f^* \mathcal{B} \to \mathcal{A}$) is a morphism of sheaves of graded algebras, such that $Q \Phi = \Phi f^* Q'$.

This defines the category of dg manifolds.

Let $\mathcal{M} = (M, L, \lambda)$ be a derived manifold. The sheaf of graded algebras $\mathcal{A} = \text{Sym}_{\mathcal{O}_M} L^\vee$ is locally free (on generators in negative bounded degree), and
thus \((M, \mathcal{A})\) is a graded manifold of amplitude \([1, n]\), called **graded manifolds of positive amplitudes** by abuse of notation. The sum of the duals of the \(\lambda_k\) defines a homomorphism of \(\mathcal{O}_M\)-modules \(L^\vee \to \text{Sym}_{\mathcal{O}_M} L^\vee\), which extends in a unique way to a derivation \(Q_\lambda : \mathcal{A} \to \mathcal{A}\) of degree +1. The condition \(\lambda \circ \lambda = 0\) is equivalent to the condition \(\{Q_\lambda, Q_\lambda\} = 0\).

Given a morphism of derived manifolds \((f, \phi) : (M, L, \lambda) \to (N, E, \mu)\), the sum of the duals of the \(\phi_k\) gives rise to a homomorphism of \(\mathcal{O}_M\)-modules \(f^*E^{\vee} \to \text{Sym}_{\mathcal{O}_M} L^{\vee}\), which extends uniquely to a morphism of sheaves of \(\mathcal{O}_M\)-algebras \(\Phi : f^* \text{Sym}_{\mathcal{O}_N} E^{\vee} \to \text{Sym}_{\mathcal{O}_M} L^{\vee}\). Conversely, every morphism of \(\mathcal{O}_M\)-algebras \(f^* \text{Sym}_{\mathcal{O}_N} E^{\vee} \to \text{Sym}_{\mathcal{O}_M} L^{\vee}\) arises in this way from a unique family of operations \((\phi_k)\). The condition \(\phi \circ \lambda = \mu \bullet \phi\) is equivalent to \(Q_\lambda \Phi = \Phi f^* Q_\mu\).

These considerations show that we have a functor

\[
(\text{derived manifolds}) \longrightarrow (\text{dg manifolds of positive amplitudes}) \quad (6)
\]

\[
(M, L, \lambda) \longmapsto (M, \text{Sym}_{\mathcal{O}_M} L^{\vee}, Q_\lambda)
\]

which is fully faithful.

**Proposition 1.18** The functor \((6)\) is an equivalence of categories.

**Proof.** It remains to show essential surjectivity. Let \(M\) be a manifold. We need to prove that if \(\mathcal{A}\) is a sheaf of algebras, locally free on generators of negative degree \(\geq -n\), then there exist a graded vector bundle \(E = E^{-n} \oplus \cdots \oplus E^{-1}\), and an embedding \(E \hookrightarrow \mathcal{A}\), such that \(\text{Sym}_{\mathcal{O}_M} E \cong \mathcal{A}\). Let \(\mathcal{B} \subset \mathcal{A}\) be the sheaf of subalgebras generated by all local sections of degree \(\geq -n + 1\). Then the \(\mathcal{O}_M\)-module \(E^{-n} = \mathcal{A}^{-n}/\mathcal{B}^{-n}\) is locally free, and the projection \(\mathcal{A}^{-n} \to E^{-n}\) admits a section \(E^{-n} \hookrightarrow \mathcal{A}^{-n}\). By induction, we have \(E^{-n}^{i+1} \oplus \cdots \oplus E^{-1} \hookrightarrow \mathcal{A}^{i}\), inducing an isomorphism \(\text{Sym}_{\mathcal{O}_M}(E^{-n}^{i+1} \oplus \cdots \oplus E^{-1}) \cong \mathcal{B}^{i}\). It follows that \(\text{Sym}_{\mathcal{O}_M}(E^{-n} \oplus \cdots \oplus E^{-1}) \hookrightarrow \mathcal{A}\). Let \(L_i = (E^{-i})^{\vee}, i = 1, \ldots, n\), and \(L = L_1 \oplus \cdots \oplus L^n\). Thus \(\mathcal{A} \cong \text{Sym}_{\mathcal{O}_M} L^{\vee}\).

Moreover, as the morphism \(\mathcal{O}_M \to \mathcal{A}\) has image in degree 0, for degree reason, we have \(Q(\mathcal{O}_M) = 0\), so that \((\mathcal{O}_M, 0) \to (\mathcal{A}, Q)\) is a morphism of sheaves of differential graded algebras. It thus follows that the homological vector field \(Q\) is indeed tangent to the fibers of the graded vector bundle \(L\). Therefore, \(Q\) induces a unique family of fiberwise operations \((\lambda_k)_{k \geq 0}\) of degree 1 as in \((3)\). The condition \(\{Q, Q\} = 0\) implies that \(\lambda \circ \lambda = 0\). Hence \((L, \lambda)\) is a bundle of curved \(L^\infty[1]\)-algebras over \(M\), and \((M, L, \lambda)\) is a derived manifold. \(\square\)

In the supermanifold (i.e. \(\mathbb{Z}_2\)-graded with \(Q\) being zero) case, Proposition 1.18 is known as Batchelor’s theorem — see [6] [17] [25].

**Remark 1.19** Thus, derived manifolds, according to our definition, are differential graded manifolds endowed with a generating graded vector bundle of positive degrees. Some constructions are easier in the algebra model, but many use the graded vector bundle \(L\). Of course, a major consideration is that \(L\), being finite-rank, is more geometrical than \(\mathcal{A}\).
For instance, the tangent complex \( T \mathcal{M} \) admits a natural geometric interpretation. In classical differential geometry, if \( Q \) is a vector field on a manifold \( \mathcal{M} \) and \( P \) is a point in \( \mathcal{M} \) at which \( Q \) vanishes, the Lie derivative \( \mathcal{L}_Q \) induces a well-defined linear map

\[
\mathcal{L}_Q : T \mathcal{M}|_P \to T \mathcal{M}|_P
\]
called the linearization of \( Q \) at \( P \) \([1, p.72]\).

For a derived manifold \( \mathcal{M} = (M, L, \lambda) \), let \( Q_\lambda \) be the homological vector field as in \( \mathcal{L} \). The classical points can be thought as those points where \( Q_\lambda \) vanishes. Note that, if \( P \) is a classical point, \( TL|_P \cong TM|_P \oplus L|_P \), where \( 0_P \in L|_P \) is the zero vector. By a formal calculation, one can easily check that the linearization of \( Q_\lambda \) at \( P \) gives rise to exactly the tangent complex \( \mathcal{T} \) at \( P \).

**Remark 1.20** Dg manifolds of amplitude \([-m, -1]\) can be thought of as Lie \( m \)-algebroids \([29, 34, 37, 69, 11, 68, 63]\) and \([70, Letters 7 and 8]\). They can be considered as the infinitesimal counterparts of higher groupoids.

Hence a general dg manifold of amplitude \([-m, n]\) can encode both stacky and derived singularities in differential geometry.

### 1.3 Fibrations

**Definition 1.21** We call the morphism \((f, \phi) : (M, L, \lambda) \to (M', L', \lambda')\) of derived manifolds a **fibration**, if

1. \( f : M \to M' \) is a submersion,
2. \( \phi_1 : L \to f^*L' \) is a degree-wise surjective morphism of graded vector bundles over \( M \).

**Remark 1.22** If we consider \( \phi_1 \) as a bundle map of graded vector bundles

\[
\begin{array}{ccc}
L & \xrightarrow{\phi_1} & L' \\
\downarrow & & \downarrow \\
M & \xrightarrow{f} & M',
\end{array}
\]

the combination of conditions (i)-(ii) in Definition \[1.21\] is simply equivalent to that \( \phi_1 : L \to L' \) is a submersion as a differentiable map.

For every derived manifold \( \mathcal{M} \), the unique morphism \( \mathcal{M} \to * \) is a (linear) fibration.

If a fibrations is a linear morphism (Definition \[1.7\]), we call it a **linear fibration**.

**Proposition 1.23** Every fibration is equal to the composition of a linear fibration with an isomorphism.
Proof. Let \((f, \phi) : (M, L, \lambda) \to (N, E, \mu)\) be a fibration of derived manifolds. By splitting the surjection \(\phi_1 : L \to f^*E\) we may assume that \(L = f^*E \oplus F\), and that \(\phi_1 : L \to f^*E\) is the projection, which we shall denote by \(\pi : L \to f^*F\). We also denote the inclusion by \(\iota : f^*E \to L\).

We define operations \(\phi_k^\prime : \text{Sym}^k L \to L\) of degree zero by \(\phi_1^\prime = \text{id}_L\), and \(\phi_k^\prime = \iota \phi_k\), for \(k > 1\).

There exists a unique sequence of operations \(\lambda^\prime : \text{Sym}^k L \to L\) of degree 1, such that \(\phi^\prime \circ \lambda \equiv \lambda^\prime \bullet \phi^\prime\). (Simply solve this equation recursively for \(\lambda_k^\prime\).) Thus \((M, L, \lambda')\) is a derived manifold, and \((\text{id}_M, \phi^\prime) : (M, L, \lambda) \to (M, L, \lambda')\) is an isomorphism of derived manifolds (see Proposition 1.24).

Then we have \(\pi \bullet \phi = \phi\) and \(\mu \bullet \pi = \pi \circ \lambda^\prime\). The latter equation can be checked after applying \(\bullet \phi^\prime\) on the right, as \(\phi^\prime\) is an isomorphism. Note that we have \(\phi \circ \lambda = \mu \bullet \phi\), by assumption, and hence \((\mu \bullet \pi) \bullet \phi^\prime = \mu \bullet (\pi \bullet \phi^\prime) = \mu \bullet \phi = \phi \circ \lambda = (\pi \bullet \phi^\prime) \circ \lambda = \pi (\phi \circ 0) = \pi (\lambda) = \pi (\lambda^\prime) \circ \phi^\prime\).

We have proved that \((f, \pi) : (M, L, \lambda') \to (N, E, \mu)\) is a linear morphism of derived manifolds, and that \((f, \pi) \circ (\text{id}_M, \phi^\prime) = (f, \phi)\).

\[\square\]

Remark 1.24 Suppose \(\pi : L \to E\) is a linear fibration of curved \(L_\infty[1]\)-algebras over a manifold \(M\). Then \(K = \ker \pi\) is a curved \(L_\infty[1]\)-ideal in \(L\). This means that, for all \(n\), if for some \(i = 1, \ldots, n\) we have \(x_i \in K\), then \(\lambda_0(x_1, \ldots, x_n) \in K\). (It does not imply that \(\lambda_0 \in K\).) Here \(\lambda\) is the curved \(L_\infty[1]\)-structure on \(L\).

Proposition 1.25

(i) Pullbacks of fibrations exist in the category of derived manifolds, and they are still fibrations.

(ii) Pullback of derived manifolds induces a pullback of classical loci.

Proof. Let \((p, \pi) : (M', L', \lambda') \to (M, L, \lambda)\) be a fibration, and \((f, \phi) : (N, E, \mu) \to (M, L, \lambda)\) an arbitrary morphism of derived manifolds. Without loss of generality, we assume that \(\pi\) is linear. We denote the corresponding sheaves of \(\lambda\)-algebras by \(\mathcal{A} = \text{Sym}_{\mathcal{O}, \lambda^\prime} L^\prime\), \(\mathcal{A}' = \text{Sym}_{\mathcal{O}_p, \lambda'} L'^\prime\), and \(\mathcal{B} = \text{Sym}_{\mathcal{O}_p, \lambda} E^\prime\).

We define the manifold \(N'\) to be the fibered product \(N' = N \times_M M'\), and endow it with the sheaf of differential graded algebras \(\mathcal{B}' = \mathcal{B}|_{N'} \otimes_{\mathcal{A}'|_{N'}} \mathcal{A}'|_{N'}\).

To prove \((N', \mathcal{B}')\) is a derived manifold, let \(E' = E \times_LL'\) be the fibered product of the smooth maps \(\phi_1 : E \to L\) and \(\pi_1 : L' \to L\), and consider the projection map \(E' \to N'\). It is straightforward to see that the latter is naturally a graded vector bundle and \(\mathcal{B}' = \text{Sym}_{\mathcal{O}_{\phi_1}, \lambda'} E^\prime\). And it is clear that \((N', E') \to (N, E)\) is a fibration. It follows from the fact that tensor product is a coproduct in the category of sheaves of differential graded algebras, that \((N', \mathcal{B}')\) is the fibered product of \((N, \mathcal{B})\) and \((M', \mathcal{A}')\) over \((M, \mathcal{A})\) in the category of differential graded manifolds.

For the second claim, about classical loci, one can prove it by Remark 1.4 and the universal property of pullbacks. \(\square\)
Remark 1.26 Let \( \mathcal{M} \to \mathcal{M}' \) be a fibration, and \( \mathcal{N} \to \mathcal{M} \) an arbitrary morphism of derived manifolds. If the underlying graded vector bundles of \( \mathcal{M}, \mathcal{M}' \) and \( \mathcal{N} \) are \((M,L),(M',L')\) and \((N,E)\), respectively, then the underlying graded vector bundle of \( \mathcal{N} \times_{\mathcal{M}} \mathcal{M}' \) is \((N \times_M M', E \times_L L')\). Thus, the virtual dimensions satisfy the relation

\[
\dim^{\text{vir}}(\mathcal{N} \times_{\mathcal{M}} \mathcal{M}') = \dim^{\text{vir}}(\mathcal{N}) + \dim^{\text{vir}}(\mathcal{M}') - \dim^{\text{vir}}(\mathcal{M}).
\]

Proposition 1.27 Pullbacks of étale fibrations are étale fibrations.

Proof. Let \( \mathcal{M}' \to \mathcal{M} \) be an étale fibration of derived manifolds, and \( \mathcal{N} \to \mathcal{M} \) an arbitrary morphism of derived manifolds. Let \( \mathcal{N}' = \mathcal{N} \times_{\mathcal{M}} \mathcal{M}' \) be the fibered product, and \( S' \) a classical point of \( \mathcal{N}' \). Denote the images of \( S' \) under the maps \( \mathcal{N}' \to \mathcal{N}, \mathcal{N}' \to \mathcal{M} \) and \( \mathcal{N}' \to \mathcal{M}' \) by \( S, P \), and \( P' \), respectively. One checks that

\[
T_{\mathcal{N}'|S'} = T_{\mathcal{N}|S} \times_{T_{\mathcal{M}|P}} T_{\mathcal{M}'|P'}. 
\]

The result follows. \( \square \)

A trivial fibration is a weak equivalence which is also a fibration.

Corollary 1.28 Pullbacks of trivial fibrations are trivial fibrations.

Therefore, the only thing left to prove that derived manifolds form a category of fibrant objects is the factorization property.

Openness

Let \((f,\phi) : (M,E,\lambda) \to (N,F,\mu)\) be a morphism of derived manifolds, and \( P \in M \) a point. We say that \((f,\phi)\) is a fibration at \( P \), if

(i) \( T_P|P : T_M|P \to T_N|f(P) \) is surjective,

(ii) \( \phi_1|P : E|P \to F|f(P) \) is degree-wise surjective.

Note that being a fibration is an open property: if \((f,\phi)\) is a fibration at \( P \in M \), then there exists an open neighborhood \( U \subseteq M \), such that the restriction of \((f,\phi)\) to \( U \) is a fibration in the sense of Definition 1.21.

Proposition 1.29 Let \((f,\phi) : (M,E,\lambda) \to (N,F,\mu)\) be a fibration of derived manifolds. Let \( P \) be a classical point of \((M,E,\lambda)\). Suppose that \((f,\phi)\) is étale at \( P \). Then there exists an open neighborhood \( U \) of \( P \) in \( M \), such that \((f,\phi)\) is étale at every classical point of \((U,E|U,\lambda|U)\).

Proof. For any derived manifold \( \mathcal{M} = (M,E,\lambda) \), the tangent complexes at the points of \( Z = \pi_0(\mathcal{M}) \) fit together into a topological vector bundle over the topological space \( Z \). The morphism \((f,\phi)\) defines a degree-wise surjective morphism of complexes over \( Z \). Hence the kernel is a complex of vector bundles on \( Z \), which is acyclic at the point \( P \in Z \). For a bounded complex of topological vector bundles, the acyclicity locus is open. \( \square \)
1.4 Global section functor

If \((M, \mathcal{A}, Q)\) is a differential graded manifold, \((\Gamma(M, \mathcal{A}), Q)\) is a differential graded commutative algebra, called the algebra of global sections of \((M, \mathcal{A}, Q)\). Every morphism of differential graded manifolds induces a morphism of differential graded algebras of global sections in the opposite direction.

**Definition 1.30** A morphism of differential graded manifolds is a quasi-isomorphism, if it induces a quasi-isomorphism on algebras of global sections.

**Remark 1.31** We conjecture that a morphism of derived manifolds is a weak equivalence, if and only if the induced morphism of differential graded manifolds is a quasi-isomorphism. We prove the ‘only if’ part in Theorem 3.13 As evidences for the ‘if’ part, we include Proposition 1.32 and Proposition 1.33 below. Note that our conjecture is indeed true in the case when the base manifold \(M\) is a point \({*}\) due to Hinich [33, Proposition 3.3.2].

**Proposition 1.32** If a morphism of derived manifolds induces a quasi-isomorphism on global section algebras, it induces a bijection on classical loci.

**Proof.** Let \(\mathcal{M}\) and \(\mathcal{N}\) be derived manifolds with base manifolds \(M\) and \(N\), respectively. We denote by \(A\) and \(B\) the corresponding cdgas of global sections. Let \((f, \phi) : \mathcal{M} \to \mathcal{N}\) be a morphism of derived manifolds. Note that the set of points of \(M\) is identified with the set of \(\mathbb{R}\)-algebra morphisms \(A^0 \to \mathbb{R}\), where \(A^0 = C^\infty(M)\). See [56, Problem 1-C]. It follows that the set of classical points of \(\mathcal{M}\) is equal to the set of algebra morphisms \(H^0(A) \to \mathbb{R}\). Similarly, the set of classical points of \(\mathcal{N}\) is the set of algebra morphisms \(H^0(B) \to \mathbb{R}\). Since the quasi-isomorphism \(B \to A\) induces an isomorphism \(H^0(B) \to H^0(A)\), it follows that \(f\) induces a bijection \(\pi_0(\mathcal{M}) \to \pi_0(\mathcal{N})\) on classical loci. □

**Proposition 1.33** If a fibration of quasi-smooth derived manifolds induces a quasi-isomorphism of dg manifolds, it is a weak equivalence.

**Proof.** We are in the quasi-smooth case. So \(L = L^1\), and \(E = E^1\). By assumption, the following three-term sequence is exact on the right:

\[
\begin{align*}
\Gamma(M, \Lambda^2 L^\vee) & \xrightarrow{j_\lambda} \Gamma(M, L^\vee) \xrightarrow{j_\lambda} \Gamma(M, \mathcal{O}) \\
\Gamma(N, E^\vee) & \xrightarrow{i_\mu} \Gamma(N, \mathcal{O})
\end{align*}
\]

As a formal consequence, the following diagram is exact on the left:

\[
\begin{align*}
\Gamma(M, \mathcal{O})^* & \xrightarrow{\Gamma} \Gamma(M, L^\vee)^* \xrightarrow{\Gamma} \Gamma(M, \Lambda^2 L^\vee)^* \\
\Gamma(N, \mathcal{O})^* & \xrightarrow{\Gamma} \Gamma(N, E^\vee)^*
\end{align*}
\]
Here the asterisks denote $\mathbb{R}$-linear maps to $\mathbb{R}$. Our claim is that for $P \in Z(\lambda) \subset M$, the square

$$
\begin{array}{ccc}
TM|_P & \longrightarrow & L|_P \\
\downarrow & & \downarrow \\
TN|_{f(P)} & \longrightarrow & E|_{f(P)}
\end{array}
$$

(8)

is exact. By our assumption that $(f, \phi)$ is a fibration, the vertical maps are surjective, so we need to prove that (8) induces a bijection on kernels. The point $P$ defines a $\Gamma(M, \mathcal{O})$-module structure on $R$, and the point $f(P)$ defines a $\Gamma(N, \mathcal{O})$-module structure on $R$. The vector space $TM|_P \subset \Gamma(M, \mathcal{O})^*$ consists of the linear maps $\Gamma(M, \mathcal{O}) \to \mathbb{R}$ which are derivations. The vector space $L|_P \subset \Gamma(M, L^\vee)^*$ consists of the $\Gamma(M, \mathcal{O})$-linear maps $\Gamma(M, L^\vee) \to \mathbb{R}$.

Consider an element $x \in L|_P$, mapping to zero in $E|_{f(P)}$. The element $x$ maps to zero in $\Gamma(M, \Lambda^2 L^\vee)^*$, because the map $L|_P \to \Lambda^2 L|_P$ induced by multiplication by $\lambda$ is zero, as $\lambda$ vanishes at $P$. Comparing with (7), we see that there exists a unique $\mathbb{R}$-linear map $v : \Gamma(M, \mathcal{O}) \to \mathbb{R}$, such that

(i) $v \circ f^2 : \Gamma(N) \to \mathbb{R}$ vanishes,

(ii) $v \circ (\_\lambda) : \Gamma(L^\vee) \to \mathbb{R}$ is equal to $x$.

We need to show that $v$ is a derivation, i.e., that for $g, h \in \Gamma(M, \mathcal{O})$, we have

$$v(gh) = v(g)h + gv(h).$$

Since $\Gamma(M, \mathcal{O})$ is generated as an $\mathbb{R}$-vector space by the images of $\Gamma(N, \mathcal{O})$ and $\Gamma(M, L^\vee)$, it suffices to consider the following two cases.

**Case 1.** Assume both $g, h$ are pullbacks from $N$. So there exist $\tilde{g}, \tilde{h} : N \to \mathbb{R}$, such that $g = \tilde{g} \circ f$ and $h = \tilde{h} \circ f$. We have

$$v(gh) = v((\tilde{g} \circ f)(\tilde{h} \circ f)) = v((\tilde{g} \tilde{h}) \circ f) = 0 = v(\tilde{g} \circ f)h + gv(\tilde{h} \circ f) = v(g)h + gv(h).$$

**Case 2.** Assume that $h = \alpha \_\lambda$ comes from $\alpha \in \Gamma(M, L^\vee)$. We have

$$v(gh) = v(g(\alpha \_\lambda)) = v((ga) \_\lambda) = x(ga) = g(P)x(\alpha),$$

and

$$v(g)h + gv(h) = v(g)(\alpha \_\lambda)(P) + g(P)v(\alpha \_\lambda) = 0 + g(P)x(\alpha).$$

This finishes the proof. $\square$
1.5 The shifted tangent derived manifolds

Let $\mathcal{M} = (M, \mathcal{A}, Q)$ be a dg manifold. Let $\Omega^1_{\mathcal{A}}$ be the sheaf of differentials of $\mathcal{A}$, which is a sheaf of graded $\mathcal{A}$-modules. Then $\text{Sym}_{\mathcal{A}}(\Omega^1_{\mathcal{A}}[1])$ is a new sheaf of differential graded $\mathcal{A}$-modules on $\Omega^1_{\mathcal{A}}$. We pass to $\text{Sym}_{\mathcal{A}}(\Omega^1_{\mathcal{A}})$ to define a new sheaf of differential graded $R$-algebras on $M$. Thus $T\mathcal{M}[-1] = (M, \text{Sym}_{\mathcal{A}}(\Omega^1_{\mathcal{A}}[1]), \mathcal{L}_Q)$ is a dg manifold.

Remark 1.34 For a graded manifold $\mathcal{M} = (M, \mathcal{A})$, $T\mathcal{M}$ is the graded manifold $(M, T_{\mathcal{A}})$, where $T_{\mathcal{A}} = \text{Sym}_{\mathcal{A}}(\text{Der}_{\mathcal{A}}^\vee)$ is a sheaf of graded $\mathcal{O}_M$-algebras on $M$. Here $\text{Der}_{\mathcal{A}}$ stands for the sheaf of graded derivation of $\mathcal{A}$, which is a sheaf of graded $\mathcal{A}$-modules. $T\mathcal{M}$ is called the tangent bundle of $M$ and $T\mathcal{M} \to M$ is a vector bundle in the category of graded manifolds. If $\mathcal{M} = (M, \mathcal{A}, Q)$ is a dg manifold, it is standard [54, 47] that its tangent bundle $T\mathcal{M}$ is naturally equipped with a homological vector field $\hat{Q}$, called the complete lift [71], which makes it into a dg manifold. The degree 1 derivation $\hat{Q} : T_{\mathcal{A}} \to T_{\mathcal{A}}$ is essentially induced by the Lie derivative $\mathcal{L}_Q$. According to Mehta [53], $\hat{Q}$ is a linear vector field with respect to the tangent vector bundle $T\mathcal{M} \to \mathcal{M}$, therefore the shifted functor makes sense [53, Proposition 4.11]. As a consequence, $T\mathcal{M}[-1]$, together with the homological vector field $\hat{Q}[-1]$, is a dg manifold. It is simple to check that the resulting dg manifold coincides with the dg manifold $(M, \text{Sym}_{\mathcal{A}}(\Omega^1_{\mathcal{A}}[1]), \mathcal{L}_Q)$ described above. Note that in this case both $T\mathcal{M} \to \mathcal{M}$ and $T\mathcal{M}[-1] \to \mathcal{M}$ are vector bundles in the category of dg manifolds.

If $(M, \mathcal{A}, Q)$ comes from a derived manifold $(M, L, \lambda)$ via the comparison functor (6), then so does $(M, \text{Sym}_{\mathcal{A}}(\Omega^1_{\mathcal{A}}[1]), \mathcal{L}_Q)$ as we shall see below.

The underlying graded manifold of $T\mathcal{M}[-1]$ is $TL[-1]$, which admits a double vector bundle structure

$$
\begin{array}{ccc}
TL[-1] & \longrightarrow & TM[-1] \\
\downarrow & & \downarrow \\
L & \longrightarrow & M
\end{array}
$$

A priori, $TL[-1]$ is not a vector bundle over $M$. However, by choosing a connection $\nabla$ on $L \to M$, one can identify $TL$ with $L \times_M TM \times_M L$. Hence, one obtains a diffeomorphism

$$
\phi^\nabla : TL[-1] \xrightarrow{\cong} L \times_M TM \times_M L.
$$

The latter is a graded vector bundle over $M$. On the level of sheaves, (10) is equivalent to a splitting of the following short exact sequence of sheaves of graded $\mathcal{A}$-modules over $\mathcal{O}_M$

$$
0 \longrightarrow \Omega^1_M[1] \otimes_{\mathcal{O}_M} \mathcal{A} \longrightarrow \Omega^1_{\mathcal{A}}[1] \longrightarrow \Omega^1_{\mathcal{A}/\mathcal{O}_M}[1] \longrightarrow 0.
$$
where $\mathcal{A} = \text{Sym}_{\mathcal{O}_M} L^\vee$.

Thus one can transfer, via $\phi^\vee$, the homological vector field $\mathcal{L}_Q$ on $TL[-1]$ into a homological vector field $\bar{Q}$ on the graded vector bundle $TM[-1] \oplus L[-1] \oplus L$. In what follows, we show that $\bar{Q}$ is indeed tangent to the fibers of the graded vector bundle $TM[-1] \oplus L[-1] \oplus L$. Therefore, we obtain a derived manifold with base manifold $M$. To describe the $L_\infty[1]$-operations on $TM[-1] \oplus L[-1] \oplus L$, induced by $\bar{Q}$, let us introduce a formal variable $dt$ of degree 1, and write $TM[-1] = TM \, dt$ and $L[-1] = L \, dt$. In the sequel, we will use both notations $[-1]$ and $dt$ interchangeably.

**Proposition 1.35** Let $\mathcal{M} = (M, L, \lambda)$ be a derived manifold. Any connection $\nabla$ on $L$ induces a derived manifold structure on $(M, TM \, dt \oplus L \, dt \oplus L, \mu)$, where

$$\mu = \lambda + \bar{\lambda} + \nabla \lambda.$$

Here, for all $k \geq 0$, $\lambda, \bar{\lambda}$, and $\nabla \lambda$ are given, respectively, by

$$\lambda_k(\xi_1, \ldots, \xi_k) = \lambda_k(x_1, \ldots, x_k),$$

$$\bar{\lambda}_k(\xi_1, \ldots, \xi_k) = \sum_{i=1}^{k} (-1)^{\sum_{j=1}^{i}x_j} \lambda_k(x_1, \ldots, y_i, \ldots, x_k) \, dt,$$

$$\nabla(\lambda)_{k+1}(\xi_0, \ldots, \xi_k) = \sum_{i=0}^{k} (-1)^{\sum_{j=1}^{i}x_j} (\nabla_{\xi_i} \lambda_k)(x_0, \ldots, \hat{x}_i, \ldots, x_k) \, dt,$$

where $\xi_i = v_i \, dt + y_i \, dt + x_i \in TM \, dt \oplus L \, dt \oplus L$, $i = 0, \ldots, k$.

Moreover, different choices of connections $\nabla$ on $L$ induce isomorphic derived manifold structures on $TM \, dt \oplus L \, dt \oplus L$.

**Proof.** Let $\mathcal{A} = \text{Sym}_{\mathcal{O}_M} L^\vee$ be the sheaf of functions on $\mathcal{M}$, $R = \Gamma(M, \mathcal{O}_M)$ the algebra of $C^\infty$-functions on $M$, and $\mathfrak{A} = \Gamma(M, \text{Sym} L^\vee)$ the space of the global sections of $\mathcal{A}$ being considered as fiberwise polynomial functions on $L$.

To describe the homological vector field $\bar{Q}$ on the graded vector bundle $TM \, dt \oplus L \, dt \oplus L$, we will compute its induced degree 1 derivation on the algebra of global sections of the sheaf of functions. First of all, since $\bar{Q}$ is tangent to the fibers of $\pi : L \to M$, it follows that

$$\bar{Q}(f) = L_Q(\pi^* f) = 0, \ \forall f \in R.$$

As a consequence, the induced homological vector field $\bar{Q}$ on $TM \, dt \oplus L \, dt \oplus L$ is tangent to the fibers. Hence we indeed obtain a derived manifold on $TM \, dt \oplus L \, dt \oplus L$ with base manifold $M$. To compute the $L_\infty[1]$-operations, we need to compute $\bar{Q}$ on the three types of generating functions $\Gamma^1(M)[1]$, $\Gamma(M, L^\vee[1])$ and $\Gamma(M, L^\vee)$, by using the identification $\phi^\vee$ in (10) and applying $\mathcal{L}_Q$.

Note that the identification $\phi^\vee$ induces the identity map on $\mathfrak{A} = \Gamma(M, \text{Sym} L^\vee)$. Therefore, for any $\xi \in \Gamma(M, L^\vee)$,

$$\bar{Q}\xi = \mathcal{L}_Q\xi = Q(\xi) = \sum_{k=0}^{\infty} \lambda^k(\xi) \in \bigoplus_{k} \Gamma(M, \text{Sym}^k L^\vee).$$
Hence, by taking its dual, we obtain $\lambda$ as in Eq. (12).

The map $\phi^\nabla$ in (10) induces an isomorphism:

$$\psi^\nabla : \Gamma(M, \Omega^1_\alpha[1]) \xrightarrow{\sim} (\Omega^1(M)[1] \oplus \Gamma(M, L^\vee[1])) \otimes_R \mathfrak{A}.$$ (15)

From now on, we identify the right hand side with the left hand side. Denote by $d$ the composition of the de Rham differential (shifted by degree 1) with the isomorphism $\psi^\nabla$ as in (15):

$$d : \mathfrak{A} \xrightarrow{d_{DR}} \Gamma(M, \Omega^1_\alpha[1]) \xrightarrow{\psi^\nabla} (\Omega^1(M)[1] \oplus \Gamma(M, L^\vee[1])) \otimes_R \mathfrak{A}.$$ By $d^\nabla$, we denote the covariant differential (shifted by degree 1) induced by the connection $\nabla$:

$$d^\nabla : \mathfrak{A} \rightarrow \Omega^1(M)[1] \otimes_R \mathfrak{A} \rightarrow (\Omega^1(M)[1] \oplus \Gamma(M, L^\vee[1])) \otimes_R \mathfrak{A}.$$ It is simple to see that the image $(d - d^\nabla)(\mathfrak{A}) \subseteq \Gamma(M, L^\vee[1]) \otimes_R \mathfrak{A}$. Thus we obtain a map

$$d_{rel} : \mathfrak{A} \rightarrow \Gamma(M, L^\vee[1]) \otimes_R \mathfrak{A}$$

such that

$$d_{rel} = d - d^\nabla.$$ It is easy to check that $d_{rel}$ is in fact $R$-linear, and therefore it corresponds to a bundle map

$$d_{rel} : \text{Sym} L^\vee \rightarrow L^\vee[1] \otimes \text{Sym} L^\vee$$

over $M$, by abuse of notations. Furthermore, for any $\eta \in \Gamma(M, L^\vee)$ considered as a linear function, we have

$$d_{rel} \eta = \eta[1].$$

That is, when being restricted to $L^\vee$, the bundle map $d_{rel}$ becomes the degree shifting map $L^\vee \rightarrow L^\vee[1]$, and for general $\text{Sym} L^\vee$, one needs to apply the Leibniz rule.

Since $[\mathcal{L}_Q, d] = 0$, it thus follows that, for any $\eta \in \Gamma(M, L^\vee)$,

$$\tilde{Q}(\eta[1]) = \mathcal{L}_Q \circ d_{rel} \eta = -d_{rel} \circ \mathcal{L}_Q \eta - [\mathcal{L}_Q, d^\nabla] \eta.$$ Now $\mathcal{L}_Q \eta \in \mathfrak{A}$ and $-d_{rel} \circ \mathcal{L}_Q \eta \in \Gamma(M, L^\vee[1]) \otimes_R \mathfrak{A}$. By taking its dual, it gives rise to $\tilde{\lambda}$.

On the other hand, it is simple to see that

$$[\mathcal{L}_Q, d^\nabla](\eta) = (d^\nabla Q)(\eta) \in \Gamma(M, T^\vee M \otimes \text{Sym} L^\vee),$$

where the homological vector field $Q$ is considered as a section in $\Gamma(M, \text{Sym} L^\vee \otimes L)$, and $d^\nabla Q \in \Gamma(M, T^\vee M \otimes \text{Sym} L^\vee \otimes L)$. Hence it follows that $-\mathcal{L}_Q, d^\nabla](\eta) = -(d^\nabla Q)(\eta) \in \Gamma(M, T^\vee M \otimes \text{Sym} L^\vee)$. By taking its dual, we obtain $\nabla \lambda$.

Finally, since $\pi_* Q = 0$, it follows that

$$\tilde{Q} \theta = \mathcal{L}_Q (\pi^* \theta) = 0, \ \forall \theta \in \Omega^1(M)[1].$$
Hence the $\Omega^1(M)[1]$-part does not contribute to any $L_\infty[1]$-operations. Therefore we conclude that $\mu = \lambda + \hat{\lambda} + \nabla \lambda$.

To prove the last part, let $\nabla$ and $\hat{\nabla}$ be any two connections on $L$. Denote by $\mu^\nabla$ and $\mu^{\hat{\nabla}}$ their corresponding $L_\infty[1]$-operations on $TM dt \oplus L dt \oplus L$, respectively. There exists a bundle map $\alpha : TM \otimes L \to L$ such that $\alpha(v, x) = \hat{\nabla}_v x - \nabla_v x$, $\forall v \in \Gamma(TM)$, $x \in \Gamma(L)$. Let $\phi^{\nabla}$ and $\phi^{\hat{\nabla}}$ be the maps defined as in (10). Although the map $\Phi^{\nabla, \nabla} = \phi^{\nabla} \circ (\phi^{\hat{\nabla}})^{-1}$ is not an isomorphism of vector bundles over $M$, it induces an isomorphism of derived manifolds:

$$\Phi^{\nabla, \nabla} : (M, TM dt \oplus L dt \oplus L, \mu^{\nabla}) \to (M, TM dt \oplus L dt \oplus L, \mu^{\hat{\nabla}}) \quad (16)$$

given explicitly by

$$\Phi^{\nabla, \nabla}_1 = \mathrm{id},$$

$$\Phi^{\nabla, \nabla}_2(\xi_1, \xi_2) = \alpha(v_2, x_1) dt + (-1)^{|x_2|} \alpha(v_1, x_2) dt,$$

$$\Phi^{\nabla, \nabla}_n = 0, \quad \forall n \geq 3,$$

for any $\xi_i = v_i dt + y_i dt + x_i \in TM dt \oplus L dt \oplus L$, $i = 1, 2$. This concludes the proof. □

**Definition 1.36** Let $\mathcal{M} = (M, L, \lambda)$ be a derived manifold. Choose a connection $\nabla$ on $L$. We call the induced derived manifold $(M, TM dt \oplus L dt \oplus L, \mu)$ as in Proposition 1.35 the **shifted tangent bundle** of $\mathcal{M}$, denoted $T\mathcal{M}[-1]$.

**Twisted shifted tangent derived manifolds**

Recall that a degree 0 vector field $\tau \in \mathfrak{X}(L)$ is said to be linear [49] if $\tau$ is projectible, i.e. $\pi_*\tau = X \in \mathfrak{X}(M)$ is a well-defined vector field on $M$, and, furthermore, the diagram

$$\begin{array}{ccc}
L & \xrightarrow{\tau} & TL \\
\downarrow & & \downarrow \\
M & \xrightarrow{X} & TM
\end{array}$$

is a morphism of vector bundles. Geometrically, linear vector fields correspond exactly to those whose flows are automorphisms of the vector bundle $L$.

Given a linear vector field $\tau \in \mathfrak{X}(L)$, consider the map $\tilde{\delta} : L \to L[-1]$ defined by

$$\tilde{\delta}(l) = [\tau]_l - \hat{X}(\pi(l))|_l, \quad \forall l \in L,$$

where $\hat{X}(\pi(l))|_l \in TL|_l$ denotes the horizontal lift of $X(\pi(l)) \in TM|_{\pi(l)}$ at $l$.

**Lemma 1.37** The map $\tilde{\delta} : L \to L[-1]$ is a bundle map.
Proof. Let \( \alpha \) be a path in \( M \) such that \( \alpha(0) = \pi(l), \alpha'(0) = X(\pi(l)) \), and let \( \gamma(l,t) \) be the parallel transport of \( l \) along \( \alpha(t) \). Then the horizontal lift of \( X \) at \( t \) is \( \gamma'(l,0) \). Since the parallel transport \( L_{\alpha(0)} \rightarrow L_{\alpha(t)}: l \mapsto \gamma(l,t) \) is linear at each \( t \), the horizontal lift of \( X \) at \( l + \tilde{l} \) is \( \gamma'(l,0) = \gamma'(l,0) + \gamma'(\tilde{l},0) \). Hence \( \tilde{\delta}(l + \tilde{l}) = \tau(l + \tilde{l}) - (\gamma'(l,0) + \gamma'(\tilde{l},0)) = \delta(l) + \tilde{\delta}(l) \). \( \square \)

Consider the dg manifold

\[
(TL[-1], \iota_{\tau})
\]

Again, a priori, this dg manifold is not a derived manifold over \( M \). However, if \( \tau \) is a linear vector field on \( L \), a connection \( \nabla \) on \( L \) will make it into a derived manifold.

The following proposition follows from a straightforward verification, which is left to the reader.

**Proposition 1.38** Let \( L \) be a positively graded vector bundle, and \( \tau \in \mathfrak{X}(L) \) a linear vector field on \( L \). Then any connection \( \nabla \) on \( L \) induces a derived manifold structure on \( (M, TM dt \oplus L dt \oplus L, \nu) \), where

\[
\nu = X + \delta
\]

Here \( X = \pi_*(\tau) \in \Gamma(M, TM dt) \) is the curvature, and \( \delta \) is the degree 1 bundle map on \( TM dt \oplus L dt \oplus L \) naturally extending the bundle map \( \delta : L \rightarrow L dt \) as in Lemma 1.37.

Moreover, different choices of connections \( \nabla \) on \( L \) induce isomorphic derived manifold structures on \( TM dt \oplus L dt \oplus L \).

Below is the situation which is a combination of Proposition 1.35 and Proposition 1.38.

**Proposition 1.39** Let \( \mathcal{M} = (M, L, \lambda) \) be a derived manifold with \( Q \) being its corresponding homological vector field. Let \( \tau \in \mathfrak{X}(L) \) be a degree 0 linear vector field on \( L \) such that \( \pi_*(\tau) = X \in \mathfrak{X}(M) \). Assume that

\[
[\tau, Q] = 0.
\]  

(17)

Choose a connection \( \nabla \) on \( L \). Then there is an induced derived manifold structure on \( (M, TM dt \oplus L dt \oplus L, \nu + \mu) \), where \( \mu \) and \( \nu \) are described as in Proposition 1.35 and Proposition 1.38, respectively.

Moreover, different choices of connections \( \nabla \) on \( L \) induce isomorphic derived manifold structures on \( TM dt \oplus L dt \oplus L \).

**Proof.** Consider the graded manifold \( TL[-1] \). Both \( \iota_{\tau} \) and \( \tilde{Q} \) are homological vector fields on \( TL[-1] \). Now

\[
[\iota_{\tau} + \tilde{Q}, \iota_{\tau} + \tilde{Q}] = 2[\iota_{\tau}, \tilde{Q}]
\]

\[
= 2[\iota_{\tau}, \mathcal{L}_{\iota_{\tau}} Q]
\]

\[
= \iota_{[\tau, Q]}
\]

\[
= 0.
\]
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Therefore \((TL[-1], \nu + \tilde{Q})\) is indeed a dg manifold. Choosing a connection \(\nabla\) on \(L\), one can identify \(TL[-1]\) with \(TM dt \oplus L dt \oplus L\) via the map \(\phi^\nabla\) as in (10). The rest of the proof follows exactly from that of Proposition 1.35 and Proposition 1.38. \(\square\)

**Remark 1.40** Note that \(\nu\) is degree 0 vector field on \(L\), while \(Q\) is of degree 1. The commutator \([\nu, Q]\) is a vector field of degree 1. By \(\phi^\nu\), we denote the (local) flow on \(L\) generated by \(\nu\). Then (17) is equivalent to saying that \(\phi^\nu\) is a family of (local) isomorphisms of the dg manifold \((\mathcal{M}, Q)\). Since \(\nu\) is a linear vector field, \(\phi^\nu\) is a family automorphisms of the vector bundle \(L\). Then (17) is equivalent to saying that the (local) flow \(\phi^\nu\) is a family of isomorphisms of the derived manifold \(\mathcal{M} = (M, L, \lambda)\).

## 2 The derived path space

The purpose of what follows is to construct the derived path space of a derived manifold. This will lead to a proof of the factorization property for derived manifolds.

### 2.1 The case of a manifold

**Short geodesic paths**

We choose an affine connection in \(M\), which gives rise to the notion of geodesic path in \(M\), and defines an exponential map for \(M\).

Let \(I = (a, b)\) be an open interval containing \([0, 1]\). We will use \(I\) as domain for all our paths.

**Proposition 2.1** There exists a family of geodesic paths, parameterized by a manifold \(P^gM\)

\[
P^gM \times I \rightarrow M, \ (\gamma, t) \rightarrow \gamma(t)
\]

such that, in the diagram

\[
\begin{array}{ccc}
P^gM & \longrightarrow & M \\
\gamma(0) \times \gamma(0) & \downarrow & \gamma(0) \times \gamma(1) \\
TM & \leftarrow & M \times M \\
\Delta & \leftarrow & 0
\end{array}
\]

the two upper diagonal maps are open embeddings. We call \(P^gM\) a manifold of short geodesic paths in \(M\).
Proof. Let \( V \subset TM \) be an open neighborhood of the zero section, where the exponential map is defined. Replacing \( V \) by a smaller open neighborhood, if necessary, we may assume \( \exp(tv) \) is defined for any \( t \in (a,b) \), \( v \in V \). Then \( V \) parameterizes a family of geodesic paths with domain \( I \):

\[
V \times I \longrightarrow M
\]

\[
(x, v, t) \longmapsto \gamma_{x,v}(t) = \exp_x(tv).
\]

By considering the derivatives of the maps

\[
V \longrightarrow TM, \quad (x, v) \longmapsto (\gamma_{x,v}(0), \gamma'_{x,v}(0)),
\]

and

\[
V \longrightarrow M \times M, \quad (x, v) \longmapsto (\gamma_{x,v}(0), \gamma_{x,v}(1)),
\]

at the zero section, we can find an open neighborhood \( U \subset V \) of the zero section, such that both induced maps \( U \rightarrow TM \) and \( U \rightarrow M \times M \) are diffeomorphisms onto open submanifolds. Then \( U = P_g M \) works. □

For any \( t \in I \), the map \( \text{ev}_t : P_g M \rightarrow M, \ t \mapsto \gamma(t) \), (see (18)) is called the evaluation map.

Note that as a smooth manifold, \( P_g M \) is diffeomorphic to an open neighborhood of the zero section of the tangent bundle \( TM \) via the left upper diagonal map in diagram (19). Under such an identification, the evaluation map \( \text{ev}_0 : P_g M \rightarrow M \) becomes the projection \( TM \rightarrow M \), while \( \text{ev}_1 : P_g M \rightarrow M \) becoming the map \( TM \rightarrow M, \ v_x \rightarrow \exp_x v_x \). The combination of upper diagonal maps in diagram (19) gives rise to a diffeomorphism from an open neighborhood of the zero section of the tangent bundle \( TM \) to an open neighborhood of the diagonal of \( M \times M \), known as tubular neighborhood theorem of smooth manifolds.

The derived path space of a manifold

Over \( P_g M \), we consider the vector bundle \( P_{\text{con}} TM \), whose fiber over the short geodesic path \( \gamma \) is the set of covariant constant sections of \( \gamma^* TM \) over \( I \). We can identify \( P_{\text{con}} TM \) with the pullback of \( TM \) to \( P_g M \) via any evaluation map \( P_g M \rightarrow M \), see Lemma A.3.

There is a canonical section of \( P_{\text{con}} TM \) over \( P_g M \), which maps a path to its derivative, see Lemma A.1 We denote it by \( D : P_g M \rightarrow P_{\text{con}} TM \). Then

\[
\mathcal{P} = (P_g M, P_{\text{con}} TM dt, D)
\]

is a derived manifold of amplitude 1, the derived path space of \( M \). (Here \( dt \) is a formal variable of degree +1.) The classical locus of \( \mathcal{P} \) is the set of constant paths, as a geodesic path is constant if and only if its derivative vanishes.

Mapping a point \( P \in M \) to the constant path at \( P \) gives rise to a morphism of derived manifolds \( M \rightarrow \mathcal{P} \). In fact, this map is a weak equivalence: It is a bijection on classical loci because the classical locus of \( \mathcal{P} \) consists of the constant
paths. To see that it is étale, consider a point $P \in M$, and the corresponding constant path $a : I \to M$. Then we have a short exact sequence of vector spaces

$$ TM|_P \longrightarrow T(P_gM)|_a \longrightarrow TM|_P. $$ (20)

The first map is the map induced by $M \to P_gM$ on tangent spaces, the second is the derivative of $D$, occurring in the definition of the tangent complex of $\mathcal{P}$. To see that this sequence is exact, identify $P_gM$ with an open neighborhood of the zero section in $TM$. This identifies $T(P_gM)|_a$ with $TM|_P \times TM|_P$. The first map in (20) is then the inclusion into the first component. The second map is the projection onto the second component. Hence (20) is a short exact sequence, and $M \to \mathcal{P}$ is étale.

Moreover, the product of the two evaluation maps defines a fibration of derived manifolds $\mathcal{P} \to M \times M$. We have achieved the desired factorization of the diagonal of $M$ via $\mathcal{P}$, proving that $\mathcal{P}$ is, indeed, a path space for $M$ in the sense of a category of fibrant objects [13].

### 2.2 The general case

**The derived path space of a derived manifold**

Now we extend the construction above to a general derived manifold. The main theorem is summarized below. See Section A.3 for the notations of $P_{\text{con}}$ and $P_{\text{lin}}$.

**Theorem 2.2** Let $\mathcal{M} = (M,L,\lambda)$ be a derived manifold. Choose an affine connection on $M$ and a connection on the vector bundle $L$. There is an induced derived manifold

$$ \mathcal{P.M} = (P_gM, P_{\text{con}}(TM \oplus L) dt \oplus P_{\text{lin}}L, \delta + \nu), $$ (21)

such that

1. the bundle map

$$ L \xrightarrow{\iota} P_{\text{con}}(TM \oplus L) dt \oplus P_{\text{lin}}L \xrightarrow{\iota} M \xrightarrow{\iota} P_gM $$ (22)

is a linear weak equivalence of derived manifolds $\mathcal{M} \to \mathcal{P.M}$, where $\iota$ stands for the natural inclusion map of constant paths.

2. The bundle map

$$ P_{\text{con}}(TM \oplus L) dt \oplus P_{\text{lin}}L \xrightarrow{(ev_0 \oplus ev_1) \circ \text{pr}} ev_0^*L \oplus ev_1^*L \xrightarrow{\text{ev}_0 \times \text{ev}_1} M \times M $$ (23)
is a linear morphism of derived manifolds $\mathcal{P}\mathcal{M} \to \mathcal{M} \times \mathcal{M}$.

Moreover, for any two choices of affine connections on $M$ and connections on $L$, there exists an open neighborhood $U$ of the constant paths in $P_g M$ such that the restrictions to $U$ of their corresponding derived path spaces are isomorphic.

The derived manifold $\mathcal{P}\mathcal{M}$ in (21) is called the derived path space of $\mathcal{M}$.

Remark 2.3 As graded vector bundles over $P_g M$, $P_{\text{con}}(TM \oplus L) dt \oplus P_{\text{lin}} L$ is isomorphic to $ev_0^* (TM \oplus L) dt \oplus ev_0^* L \oplus ev_1^* L$, where $ev_0, ev_1 : P_g M \to M$ are the evaluation maps at 0 and 1, respectively. (When $P_g M$ is identified with an open neighborhood of the diagonal of $M \times M$, $ev_0$ and $ev_1$ correspond to the projections to the first and the second component, respectively.) Under this identification, the bundle map (22) becomes

\[
\begin{array}{c}
L \\
\downarrow \\
M \\
\downarrow \\
P_g M
\end{array}
\xrightarrow{0 \oplus \Delta}
\begin{array}{c}
ev_0^* (TM \oplus L) dt \oplus ev_0^* L \oplus ev_1^* L \\
\downarrow \\
M \times M
\end{array}
\]

where $\Delta : L \to ev_0^* L \oplus ev_1^* L$ is the diagonal map. Similarly, the bundle map (23) becomes

\[
\begin{array}{c}
ev_0^* (TM \oplus L) dt \oplus ev_0^* L \oplus ev_1^* L \\
\downarrow \\
P_g M \\
\downarrow \\
M \times M
\end{array}
\xrightarrow{pr}
\begin{array}{c}
ev_0^* L \oplus ev_1^* L \\
\downarrow \\
P_g M \\
\downarrow \\
M
\end{array}
\]

Remark 2.4 Theorem 2.2 (2) is equivalent to stating that for $t = 0$ and 1, the bundle map

\[
\begin{array}{c}
P_{\text{con}}(TM \oplus L) dt \oplus P_{\text{lin}} L \\
\downarrow \\
P_g M \\
\downarrow \\
M
\end{array}
\xrightarrow{ev_t \circ pr}
\begin{array}{c}
L \\
\downarrow \\
M
\end{array}
\]

is a linear morphism of derived manifolds $\mathcal{P}\mathcal{M} \to \mathcal{M}$. This, however, may be false for arbitrary $t \in I$, which may need a morphism with higher terms.

Our approach is based on path space construction of derived manifolds together with the $L_\infty[1]$-transfer theorem. We will divide the proof of Theorem 2.2 into several steps, which are discussed in subsequent subsections.
The path space of the shifted tangent bundle

We first construct an infinite-dimensional curved $L\infty[1]$-algebra over each path $\alpha$ in $M$. The consideration of path spaces is motivated by AKSZ construction which is summarized in Appendix C.

Here we prove Proposition 2.5 by a direct verification, without referring to the infinite dimensional derived manifolds of path spaces. The discussion in Appendix C, however, gives a heuristic reasoning as to where such a curved $L\infty[1]$-structure formula comes from.

Recall from Proposition 1.35 that, for each derived manifold $\mathcal{M} = (M, L, \lambda)$ and a connection $\nabla$ on $L$, we have an associated derived manifold, the shifted tangent bundle, $T^*\mathcal{M}[-1] = (M, T_M dt \oplus L dt \oplus \mu)$. The family of $L\infty[1]$-operations is $\mu = \lambda + \nabla\lambda$.

For every path $\alpha : I \to M$ in $M$, we get an induced curved $L\infty[1]$-structure in the vector space $\Gamma(I, T^*\mathcal{M}[-1]) = \Gamma(I, a^*(T_M \oplus L) dt \oplus a^*L)$, by pulling back $\mu$ via $\alpha$.

The covariant derivative with respect to $a^*\nabla$ is a linear map $\delta : \Gamma(I, a^*L) \to \Gamma(I, a^*L) dt$. That is, $\delta(l(t)) = (-1)^k \nabla_{a^*l}(l(t)) dt, \forall l(t) \in \Gamma(I, a^*L^k)$. As $\delta^2 = 0$, it induces the structure of a complex on $\Gamma(I, a^*T^*\mathcal{M}[-1])$.

We also consider the derivative $a' dt \in \Gamma(I, a^*T_M) dt$.

**Proposition 2.5** The sum $a'dt + a^*\mu$ is a curved $L\infty[1]$-structure on the complex $(\Gamma(I, a^*T^*\mathcal{M}[-1]), \delta) = (\Gamma(I, a^*(T_M \oplus L) dt \oplus a^*L), \delta)$.

**Proof.** The condition we need to check is

$$(\delta + a'dt + a^*\mu) \circ (\delta + a'dt + a^*\mu) = 0.$$ 

This reduces to the condition

$$\delta \circ a^*\lambda + a^*\tilde{\lambda} \circ \delta + a^*\nabla\lambda \circ a'dt = 0,$$

as all other terms vanish, either for degree reasons, or because $\mu \circ \mu = 0$.

Let $x_1, \ldots, x_n$, $n \geq 0$, be homogeneous elements in $\Gamma(I, a^*L)$. We need to prove that

$$\delta((a^*\lambda_n)(x_1, \ldots, x_n))$$

$$\quad + \sum_i (-1)^{|x_i|+|x_i|+\ldots+|x_i|-1)} (a^*\tilde{\lambda}_n)(\nabla_{a^*x_i} x_i dt, x_{i+1}, \ldots, x_n)$$

$$\quad + (a^*\nabla\lambda_n)(a'dt, x_1, \ldots, x_n) = 0.$$ 

Using the definitions of $\tilde{\lambda}$, and $\nabla\lambda$, and canceling a factor of $dt$, we are reduced to

$$(-1)^{|x_1|+\ldots+|x_n|} \nabla_{a'}(\lambda_n(x_1, \ldots, x_n))$$

$$\quad + \sum_i (-1)^{|x_i|(|x_i|+\ldots+|x_i|-1)+|x_i|+\ldots+|x_n|} (a^*\tilde{\lambda}_n)(\nabla_{a^*x_i} x_1, \ldots, x_n)$$

$$\quad + (-1)^{|x_1|+\ldots+|x_n|} (\nabla_{a'}\lambda_n)(x_1, \ldots, x_n) = 0.$$ 
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which is true by the definition of $\nabla_{a'}\lambda_n$. □

The diagram below describes all operations with 0 or 1 inputs:

$$
\begin{array}{cccccc}
a' & \in & \Gamma(I, a^*TM) & dt & \Gamma(I, a^*L^1) & dt & \Gamma(I, a^*L^2) & dt & \Gamma(I, a^*L^3) & \ldots \\
\delta & \downarrow & a^*\nabla_{\lambda_0} & \delta & a^*\tilde{\lambda}_1 & \delta & a^*\tilde{\lambda}_1 & \delta & a^*\tilde{\lambda}_1 & \ldots \\
a^*\lambda_0 & \in & \Gamma(I, a^*L^1) & dt & \Gamma(I, a^*L^2) & dt & \Gamma(I, a^*L^3) & dt & \Gamma(I, a^*L^3) & \ldots \\
\end{array}
$$

**Remark 2.6** When the base manifold $M$ is a point $\{\ast\}$, a derived manifold is simply a curved $L_\infty[1]$-algebra $(g, \lambda)$. One can check that the curved $L_\infty[1]$-algebra described in Proposition 2.5 can be identified with the one on $\Omega(I) \otimes g$ induced from $(g, \lambda)$ by tensoring the cdga $(\Omega(I), d_{DR})$, where $d_{DR}$ stands for the de Rham differential. We are thus reduced to the case studied by Fiorenza-Manetti [26] (they consider $L_\infty$-algebras without curvatures and differential forms of polynomial functions).

**Restriction to short geodesic paths**

We now choose an affine connection in $M$, and restrict to the case where $a \in P\rho M$ is a short geodesic path. Write $\Gamma_{\text{con}}(I, a^*TM)$ for the subspace of covariant constant sections of $a^*TM$ over $I$. Then $D(a) = a' dt \in \Gamma_{\text{con}}(I, a^*TM) dt$, and we have a curved $L_\infty[1]$-subalgebra

$$
\tilde{PT}.\mathcal{M}[−1]_a := \Gamma_{\text{con}}(I, a^*TM) dt \oplus \Gamma(I, a^*L) dt \oplus \Gamma(I, a^*L)
$$
in $\Gamma(I, a^*TM) dt \oplus \Gamma(I, a^*L) dt \oplus \Gamma(I, a^*L)$.

**The contraction and transfer**

Following the Fiorenza-Manetti method [26], we define

$$
\eta: \Gamma(I, a^*L^k) dt \rightarrow \Gamma(I, a^*L^k) \\
\alpha(t) dt \mapsto (-1)^k \left( \int_0^t \alpha(u) du - t \int_0^1 \alpha(u) du \right)
$$

The connection $\nabla$ trivializes the vector bundle $a^*L$ over the one-dimensional manifold $I$, i.e., we have a canonical identification $a^*L \cong I \times V$, where $V = \Gamma_{\text{con}}(I, a^*L)$. This identifies $\Gamma(I, a^*L)$ with $C^\infty(I, V)$. Then $\int \alpha(u) du$ is the Riemann integral of the vector valued function $\alpha$ defined on the open interval $I$.

We consider $\eta$ as a linear endomorphism of degree $−1$ in the graded vector space $\tilde{PT}.\mathcal{M}[−1]_a$. We check that

(i) $\eta^2 = 0$,

(ii) $\eta \delta \eta = \eta$. 

28
Therefore, $\delta \eta$ and $\eta \delta$ are orthogonal idempotents in $\tilde{PT} \mathcal{M}[-1]_a$, and hence decompose this space into a direct sum

$$\tilde{PT} \mathcal{M}[-1]_a = H \oplus \text{im} \delta \eta \oplus \text{im} \eta \delta, \quad H = \ker \delta \eta \cap \ker \eta \delta.$$ 

The differential $\delta$ preserves $H$. The inclusion $\iota : H \rightarrow \tilde{PT} \mathcal{M}[-1]_a$, and the projection $\pi = 1 - [\delta, \eta] : \tilde{PT} \mathcal{M}[-1]_a \rightarrow H$ set up a homotopy equivalence between $(H, \delta)$ and $(\tilde{PT} \mathcal{M}[-1]_a, \delta)$.

The transfer theorem for curved $L_\infty[1]$-algebras, Proposition [B.2], gives rise to a curved $L_\infty[1]$-structure on $(H, \delta)$, and a morphism of curved $L_\infty[1]$-algebras from $(H, \delta)$ to $(\tilde{PT} \mathcal{M}[-1]_a, \delta)$. To apply the transfer theorem, we use the filtration given by $F_k = \Gamma(I, a^* L^{2k} \oplus L^{2k} dt)$, for $k \geq 1$.

The kernel of $\delta \eta$ on $\Gamma(I, a^* L) dt$ is the space of covariant constant sections $V dt = \Gamma_{\text{con}}(I, a^* L) dt$. The kernel of $\eta \delta$ on $\Gamma(I, a^* L)$ is the space of linear sections, denoted $\Gamma_{\text{lin}}(I, a^* L)$. These are the maps $s : I \rightarrow V$ which interpolate linearly between $s(0)$ and $s(1)$, i.e., which satisfy the equation

$$s(t) = (1 - t) s(0) + t s(1), \quad \text{for all } t \in I.$$

The projection $\pi_{\text{lin}} : \Gamma(I, a^* L) \rightarrow \Gamma_{\text{lin}}(I, a^* L)$ maps the path $\alpha$ to the linear path with the same start and end point:

$$\pi_{\text{lin}}(\alpha)(t) = (1 - t) \alpha(0) + t \alpha(1). \quad (26)$$

The projection $\pi_{\text{con}} : \Gamma(I, a^* L) dt \rightarrow \Gamma_{\text{con}}(I, a^* L) dt$ maps the path $\alpha dt$ to its integral:

$$\pi_{\text{con}}(\alpha dt) = \left( \int_0^1 \alpha(u) du \right) dt. \quad (27)$$

To sum up, for each $a \in P_g M$, we have a curved $L_\infty[1]$-algebra

$$(\Gamma_{\text{con}}(I, a^* TM) dt \oplus \Gamma_{\text{con}}(I, a^* L) dt \oplus \Gamma_{\text{lin}}(I, a^* L), \delta + \nu) \quad (28)$$

together with $L_\infty[1]$-morphisms

$$\phi : \Gamma_{\text{con}}(I, a^* TM) dt \oplus \Gamma_{\text{con}}(I, a^* L) dt \oplus \Gamma_{\text{lin}}(I, a^* L) \longrightarrow \tilde{PT} \mathcal{M}[-1]_a \quad (29)$$

$$\tilde{\pi} : \tilde{PT} \mathcal{M}[-1]_a \longrightarrow \Gamma_{\text{con}}(I, a^* TM) dt \oplus \Gamma_{\text{con}}(I, a^* L) dt \oplus \Gamma_{\text{lin}}(I, a^* L) \quad (30)$$

obtained from the homotopy transfer theorem. See Proposition [B.2].

The $L_\infty[1]$-operations

We apply Proposition [B.2] to compute the zeroth and first $L_\infty[1]$-operations in (28).

Recall that we transfer the $L_\infty[1]$-structure $\delta + \alpha dt + a^* \lambda + a^* \tilde{\lambda} + a^* \nabla \lambda$ on $\tilde{PT} \mathcal{M}[-1]_a$ to an $L_\infty[1]$-structure $\delta + \nu$ on $\Gamma_{\text{con}}(I, a^* TM) dt \oplus \Gamma_{\text{con}}(I, a^* L) dt \oplus \Gamma_{\text{lin}}(I, a^* L)$. The transfer is via the homotopy operator $\eta$, and the associated
projection is $\pi = \pi_{\text{con}} + \pi_{\text{lin}}$ as defined in \([20]\) and \([27]\). All the $L_{\infty}[1]$-operations and morphisms are considered as maps $\text{Sym} E \to F$, where $E$ and $F$ denote the source and target spaces of the $L_{\infty}[1]$-operations/morphisms, respectively. The compositions are denoted by $\bullet$ or $\circ$ as defined in Appendix \([13]\).

The transferred curvature is

$$
\pi(\mu_0) = a' dt + \pi_{\text{lin}}(a^* \lambda_0).
$$

Here the second term is the linearization of the curvature: the linear path from the starting point of the curvature to the end point of the curvature along the geodesic path $a$.

Let $\phi$ be the $L_{\infty}[1]$-morphism \([29]\) induced from the homotopy transfer, and $\nu : \Gamma_{\text{con}}(I, a^* TM \oplus a^* L) dt \oplus \Gamma_{\text{lin}}(I, a^* L) \to \tilde{PT}.\mathcal{A}[-1]|_a$ the inclusion map. Since the homotopy operator $\eta$ vanishes on $\Gamma(I, a^* L)$ and $\Gamma(I, a^* TM) dt$, it follows that $\eta(a' dt + a^* \lambda) \cdot \phi = 0$. Hence the homotopy transfer equation \([10]\) reduces to

$$
\phi = \nu - \eta (a^* \lambda) \cdot \phi = \nu - \eta (a^* \nabla \lambda) \cdot \phi.
$$

The transferred $L_{\infty}[1]$-structure is $\delta + \nu$, where

$$
\nu = \pi(a' dt + a^* \lambda + a^* \lambda + a^* \nabla \lambda) \cdot \phi.
$$

**Lemma 2.7** $\pi(a^* \lambda) \cdot \phi = \pi(a^* \lambda) \cdot \nu$.

**Proof.** The output of $\eta$ consists of sections $\alpha \in \Gamma(I, a^* L)$ such that $\alpha(0) = \alpha(1) = 0$. For any $n \geq 1$, by multi-linearity of $\lambda_n$, $(a^* \lambda_n)(\ldots, \eta(s th), \ldots)(t) = 0$, for $t = 0$ and $t = 1$. As the projection onto $P_{\text{lin}} L$ is the linear interpolation, it follows that $\pi(a^* \lambda)(\ldots, \eta(s th), \ldots) = 0$. Therefore, by \([32]\) and the definition of $\bullet$,

$$
\pi(a^* \lambda) \cdot \phi = \pi(a^* \lambda) \cdot \nu + \pi(a^* \lambda)(\ldots, \eta(s th), \ldots)
= \pi(a^* \lambda) \cdot \nu.
$$

\[\square\]

In particular, if we are given only one input, the recursive equation \([32]\) reduces to

$$
\phi_1 = \nu - \eta(a^* \lambda_1 + a^* \nabla \lambda_0) \phi_1,
$$

and thus

$$
\begin{align*}
\nu_1 &= \pi(a^* \lambda_1) \phi_1 + \pi(a^* \lambda_1 + a^* \nabla \lambda_0) \phi_1 \\
&= \pi(a^* \lambda_1) \nu + \pi(a^* \lambda_1 + a^* \nabla \lambda_0) \nu + \pi(a^* \lambda_1 + a^* \nabla \lambda_0)(\eta(s th)) \\
&= \pi(a^* \lambda_1) \nu + \pi(a^* \lambda_1 + a^* \nabla \lambda_0) \nu \\
&= \pi_{\text{lin}} a^* \lambda_1 + \pi_{\text{con}} a^* \lambda_1 + \pi_{\text{con}} a^* \nabla \lambda_0.
\end{align*}
$$

Here we applied Lemma \([2.7]\) in the second equality.
The operations with 0 and 1 inputs are summarized as follows.

\[
\begin{align*}
\pi_{\text{lin}} a^* \lambda_0 &\in \Gamma_{\text{lin}} (I, a^* L^1) \\
\pi_{\text{lin}} &\xrightarrow{a^* \lambda_1} \Gamma_{\text{lin}} (I, a^* L^2) \\
\pi_{\text{lin}} &\xrightarrow{a^* \lambda_1} \Gamma_{\text{lin}} (I, a^* L^1) \\
\end{align*}
\]

We need the following:

**Lemma 2.8** For any \(v_1, \ldots, v_n \in \Gamma_{\text{lin}} (I, a^* L)\), we have

(i) \(\phi_1 (v_1) = \iota (v_1), \phi_n (v_1, \ldots, v_n) = 0, \forall n \geq 2;\)

(ii) \(\nu_n (v_1, \ldots, v_n) = \pi_{\text{lin}} ((a^* \lambda_0) (v_1, \ldots, v_n)), \forall n \geq 1.\)

**Proof.** By (33), the second statement follows from the first one and the fact \(a^* \lambda + a^* \nabla \lambda\) vanishes on \(\Gamma_{\text{lin}} (I, a^* L)\). To prove the first assertion, we will show the following claim by induction on \(n\).

**Claim.** The image of \(\Gamma_{\text{lin}} (I, a^* L)^\otimes n\) under \(\phi_n\) is still in \(\Gamma_{\text{lin}} (I, a^* L)\).

In fact, since the operation \(a^* \lambda + a^* \nabla \lambda\) vanishes if all the inputs are elements in \(\Gamma_{\text{lin}} (I, a^* L)\), Equation (32), together with the claim, imply that \(\phi_n (v_1, \ldots, v_n) = 0, \forall n \geq 2\) and any \(v_1, \ldots, v_n \in \Gamma_{\text{lin}} (I, a^* L)\).

We start with computing \(\phi_1\). Since the operator \((\eta (a^* \lambda_0 + a^* \nabla \lambda_0))^2\) vanishes, it follows from (32) that

\[
\phi_1 = \iota - \eta (a^* \lambda_1 + a^* \nabla \lambda_0) \phi_1
= \iota - \eta (a^* \lambda_1 + a^* \nabla \lambda_0) (\iota - \eta (a^* \lambda_0 + a^* \nabla \lambda_0) \phi_1)
= \iota - \eta (a^* \lambda_1 + a^* \nabla \lambda_0) \iota + (\eta (a^* \lambda_0 + a^* \nabla \lambda_0)) \phi_1
= \iota - \eta (a^* \lambda_1 + a^* \nabla \lambda_0) \iota.
\]

Thus, the restriction of \(\phi_1\) on \(\Gamma_{\text{lin}} (I, a^* L)\) coincides with \(\iota\), which verifies the first part of (i). Now assume the claim is true for \(n\). Then since \(a^* \lambda + a^* \nabla \lambda\) vanishes on \(\Gamma_{\text{lin}} (I, a^* L)\), it follows from (32) that the claim is also true for \(n + 1.\) □

**Differentiability**

The vector spaces \(\Gamma_{\text{con}} (I, a^* TM) dt\), as \(a\) varies over \(P_g M\), combine into a vector bundle \(P_{\text{con}} TM\) over \(P_g M\), as mentioned above. Similarly, the vector spaces \(\Gamma_{\text{con}} (I, a^* L) dt\) and \(\Gamma_{\text{lin}} (I, a^* L)\) combine into vector bundles \(P_{\text{con}} L dt\) and \(P_{\text{lin}} L\) over \(P_g M\), respectively. Note that \(P_{\text{lin}} L = ev_0^* L \oplus ev_1^* L\), canonically.

We have constructed curved \(L_\infty[1]\)-structures in the fibers of \((P_{\text{con}} TM \oplus P_{\text{con}} L) dt \oplus P_{\text{lin}} L\) over \(P_g M\). These combine into a bundle of smooth curved \(L_\infty[1]\)-algebras, because all ingredients, \(D, \lambda, \delta\) and \(\eta\) are differentiable with respect to the base manifold \(P_g M\), and all transferred operations are given by explicit formulas involving finite sums over rooted trees (see Remark [33]).
Factorization property

Let $\mathcal{M} = (M, L, \lambda)$ be a derived manifold. Consider the derived path space

$$\mathcal{P}\mathcal{M} = (P_g M, P_{\text{con}}(TM \oplus L) dt \oplus P_{\text{in}} L, \delta + \nu).$$

Let us denote the embedding of constant paths by $\iota: \mathcal{M} \to \mathcal{P}\mathcal{M}$. By Lemma 2.8, the map $\iota$ is an embedding of derived manifolds.

**Proposition 2.9** The morphism $\iota: \mathcal{M} \to \mathcal{P}\mathcal{M}$ of constant paths is a weak equivalence.

**Proof.** The classical locus of $\mathcal{M}$ is the zero locus of $\lambda_0: M \to L^1$. The classical locus of $\mathcal{P}\mathcal{M}$ is the zero locus of

$$D + P_{\text{in}}\lambda_0: P_g M \to P_{\text{con}} TM dt \oplus P_{\text{in}} L^1: a \mapsto a' dt + \pi_{\text{in}} a^* \lambda_0.$$

The canonical inclusion of the former into the latter is a bijection, because we can first compute the zero locus of $D$, which consists of constant paths.

We compute the induced map on tangent complexes at a classical point $P$. It is given by the following

$$\begin{array}{ccccccc}
TM|_P & \xrightarrow{DP\lambda_0} & L^1|_P & \xrightarrow{\lambda_1|_P} & L^2|_P & \xrightarrow{\lambda_1|_P} & \ldots \\
\Delta & \xrightarrow{0_\Delta} & 0_\Delta & \xrightarrow{0_\Delta} & 0_\Delta & \xrightarrow{0_\Delta} & \ldots \\
TM|_P \oplus TM|_P & \xrightarrow{DP\nu_0} & TM dt|_P \oplus (L^1 \oplus L^1)|_P & \xrightarrow{\sum_{i=1}^k \lambda_i}|_P & L^1 dt|_P \oplus (L^2 \oplus L^2)|_P & \xrightarrow{\sum_{i=1}^k \lambda_i}|_P & \ldots
\end{array}$$

Here the bottom row, i.e., the tangent complex of $\mathcal{P}\mathcal{M}$ at the classical point $P$, follows from (35). More explicitly, the maps are

$$(DP\nu_0)(v, w) = ((w - v) dt, DP\lambda_0(v), DP\lambda_0(w)),
(D + \nu_1)|_P(v dt, y_1, z_1) = (DP\lambda_0(v) dt + (y_1 - z_1) dt, \lambda_1(y_1), \lambda_1(z_1)),
(D + \nu_1)|_P(x_k dt, y_{k+1}, z_{k+1}) = (\lambda_1(x_k) dt + (-1)^{k+1} (z_{k+1} - y_{k+1}) dt, \lambda_1(y_{k+1}), \lambda_1(z_{k+1})).$$

where $v, w \in TM|_P, x_k, y_k, z_k \in L^k|_P$. Note that the first component $(w - v) dt$ in $(DP\nu_0)(v, w)$ is computed by the composition

$$T(M \times M)|_{(p, p)} \xrightarrow{T(\exp)^{-1}|_{(p, p)}} T(TM)|_0 \xrightarrow{p_T} T_{0|p}^\text{fiber}(TM) \cong TM|_p.$$

After computing cohomology vertically, we are left with the mapping cone of the identity cochain map of the tangent complex of $\mathcal{M}$ at $P$. Since the remaining complex is exact, a standard spectral sequence argument shows that the morphism induced on tangent complexes at $P$ is a quasi-isomorphism, as required. □
This concludes the proof of Theorem 2.2 (1).

We define a morphism \( \mathcal{P}\mathcal{M} \to \mathcal{M} \times \mathcal{M} \) as the fiberwise composition of \( L_{\infty}[1] \)-morphisms

\[
P.\mathcal{M}|_{a} \xrightarrow{\phi} \tilde{PT.}\mathcal{M}[-1]|_{a} \xrightarrow{\text{ev}_{0} \oplus \text{ev}_{1}} L|_{a(0)} \oplus L|_{a(1)},
\]

where \( \phi \) is defined by the homotopy transfer equation (32), and \( \text{ev}_{i} \) is the composition of the projection onto \( \Gamma(I, a^*L) \) followed by the evaluation map at \( t \).

**Proposition 2.10** The morphism \( \mathcal{P}\mathcal{M} \to \mathcal{M} \times \mathcal{M} \) defined above is the linear morphism given by projecting onto \( P_{\text{lin}} \) composing with evaluation at 0 and 1.

**Proof.** It suffices to show that the composition of \( L_{\infty}[1] \)-morphisms (36) is a linear morphism. To prove linearity, we observe from (32) that \( \text{im}(\phi - \iota) \subset \text{im}(\eta) \).

Here \( \phi \) and \( \iota \) are considered as maps \( \text{Sym} \mathcal{P}\mathcal{M}|_{a} \to \tilde{PT.}\mathcal{M}[-1]|_{a} \). Thus, the linearity follows from the fact \( \text{im}(\eta) \subset \ker(\text{ev}_{0} \oplus \text{ev}_{1}) \). \( \square \)

This concludes the proof of Theorem 2.2 (2).

**Canonicality**

We now prove the last part of Theorem 2.2: canonicality. First, different choices of affine connections on \( \mathcal{M} \) result diffeomorphic \( P_{g}\mathcal{M} \) (along an open neighborhood of constant paths). Hence, without loss of generality, we may fix any affine connection on \( \mathcal{M} \) and the corresponding \( P_{g}\mathcal{M} \).

Let \( \nabla \) and \( \bar{\nabla} \) be any two connections on \( L \). We will construct a morphism \( \Psi : \mathcal{P}\nabla \mathcal{M} \to \mathcal{P}\bar{\nabla} \mathcal{M} \) of the corresponding derived manifolds such that it is an isomorphism in an open neighborhood of constant paths in \( P_{g}\mathcal{M} \).

Following the notations in the proof of Proposition 1.35, we denote by \( \alpha \) the bundle map \( \alpha : TM \otimes L \to L \) such that \( \alpha(v, x) = \nabla_{v}x - \nabla_{\bar{v}}x, \forall v \in \Gamma(TM), x \in \Gamma(L) \), and denote by \( \Phi = \Phi_{\nabla, \bar{\nabla}} \) the isomorphism (16).

**Lemma 2.11** The morphism \( \Phi \) induces a morphism of curved \( L_{\infty}[1] \)-algebras \( a^*\Phi : \tilde{P}\nabla T.\mathcal{M}[-1]|_{a} \to \tilde{P}\bar{\nabla} T.\mathcal{M}[-1]|_{a} \) at each short geodesic path \( a \in P_{g}\mathcal{M} \).

**Proof.** To prove \( a^*\Phi \) is a morphism, we check the defining equation of \( L_{\infty}[1] \)-morphism:

\[
a^*\Phi \circ (a' dt + \delta \nabla + a^*\mu \nabla) = (a' dt + \delta \bar{\nabla} + a^*\mu \bar{\nabla}) \cdot a^*\Phi
\]

which is considered as a sequence of equations labeled by the number of inputs. In fact, it is simple to see that the higher equations (with 2 or more inputs) follow from the fact \( \Phi \) is an \( L_{\infty}[1] \)-morphism: \( \Phi \circ \mu \nabla = \mu \bar{\nabla} \cdot \Phi \), and the zeroth equation \( a^*\Phi_{1}(a' dt + a^*\mu_{0} \nabla) = a' dt + a^*\mu_{0} \bar{\nabla} \) simply follows from the definitions.
of $\mu^\nabla$, $\mu^\bar{\nabla}$ and the fact $\Phi_1 = \text{id}$. Thus, it remains to check the first equation: For any $\xi = v dt + y dt + x \in \bar{P}^\nabla T.\mathbb{M}[-1]|_a$, we have

$$a^* \Phi_2 (a' dt + a^* \mu_0^\nabla, \xi) + a^* \Phi_1 \left( (\delta^\nabla + a^* \mu_1^\nabla) (\xi) \right)$$

$$= \alpha (v, a^* \lambda_0) dt + (-1)^{|x|} \alpha (a', x) dt$$

$$+ (-1)^{|x|} \nabla_{a'} x dt + a^* (\nabla_v \lambda_0) dt + a^* \lambda_1 (y) dt + a^* \lambda_1 (x)$$

$$= (\delta^\nabla + a^* \mu_1^\nabla) (\Phi_1^\nabla, \nabla^\nabla (\xi)).$$

This completes the proof. □

By Proposition 3.2, we have the $L_\infty[1]$-morphisms

$$\phi^\nabla : \mathcal{D}^\nabla \mathbb{M}|_a \rightarrow \bar{P}^\nabla T.\mathbb{M}[-1]|_a,$$

$$\bar{\pi}^\nabla : \bar{P}^\nabla T.\mathbb{M}[-1]|_a \rightarrow \bar{\mathcal{D}^\nabla \mathbb{M}}|_a.$$ See also (29) and (30). We define $\Psi : \mathcal{D}^\nabla \mathbb{M} \rightarrow \bar{\mathcal{D}^\nabla \mathbb{M}}$ by

$$\Psi|_a := \bar{\pi}^\nabla \circ (a^* \Phi_\nabla \nabla \circ \phi^\nabla).$$

**Proposition 2.12** There exists an open neighborhood $U$ of constant paths in $P_g \mathbb{M}$ such that the $L_\infty[1]$-morphism $\Psi|_a : \mathcal{D}^\nabla \mathbb{M}|_a \rightarrow \bar{\mathcal{D}^\nabla \mathbb{M}}|_a$ is an isomorphism for any $a \in U$.

**Proof.** For $a \in P_g \mathbb{M}$, the linear part $\Psi_1|_a$ is given by

$$\Psi_1|_a = \bar{\pi}^\nabla \circ \bar{\phi}_1$$

$$= \bar{\pi}^\nabla (\text{id} + \nu^\nabla \eta^\nabla)^{-1} (\text{id} + \eta^\nabla \nu^\nabla_1)^{-1} \xi^\nabla$$

(by Remark 3.3)

$$= \bar{\pi}^\nabla (\text{id} - \nu^\nabla \eta^\nabla) (\text{id} - \eta^\nabla \nu^\nabla_1) \xi^\nabla$$

$$= \bar{\pi}^\nabla \xi^\nabla - \bar{\pi}^\nabla \nu^\nabla \eta^\nabla \xi - \bar{\pi}^\nabla \eta^\nabla \nu^\nabla_1 \xi$$

$$= \bar{\pi}^\nabla \xi^\nabla.$$

Here we used the equations $\eta^\nabla \eta^\nabla = 0$, $\pi^\nabla \nu^\nabla_1 \eta^\nabla = 0$ and $\pi^\nabla \eta^\nabla = 0$. The last two equations can be proved by a similar argument as in the proof of Lemma 2.7.

Now let $a : I \rightarrow \mathbb{M}$ be a constant path at $P \in \mathbb{M}$. Under the identification in Remark 2.8, the map $\Psi|_a = \pi^\nabla \xi^\nabla$ is the identity map and hence an isomorphism. Therefore, $\Psi|_a$ is an isomorphism in an open neighborhood of constant paths. □

The following example shows that $\Psi|_a$ might not be an isomorphism when $a$ is far away from constant paths.
Example 2.13 Let $M = \mathbb{R}$, $L = M \times \mathbb{R}^2[-1]$. Let $\nabla^0$ and $\nabla$ be the connections with the properties:

\[
\nabla^0_{\partial_t} e_1 = 0, \quad \nabla^0_{\partial_t} e_2 = 0; \\
\nabla_{\partial_t} e_1 = -2\pi e_2, \quad \nabla_{\partial_t} e_2 = 2\pi e_1;
\]

where $\{e_1, e_2\}$ is the standard frame for $L$. For the path $a(t) = t$, the $\nabla$-constant paths $\Gamma^\nabla_{\text{con}}(I, a^* L)$ over $a$ is the subspace in $\Gamma(I, a^* L) \cong C^\infty(\mathbb{R}, \mathbb{R}^2)$ spanned by the basis

\[
e_1^\nabla = \cos(2\pi t)e_1 + \sin(2\pi t)e_2, \\
e_2^\nabla = -\sin(2\pi t)e_1 + \cos(2\pi t)e_2.
\]

Then

\[
\Psi_e^\nabla |_a(e_1^\nabla dt) = \pi^\nabla \nabla^0 e_1^\nabla dt \\
= \left( \int_0^1 \cos(2\pi s) ds \cdot e_1 + \int_0^1 \sin(2\pi s) ds \cdot e_2 \right) dt = 0.
\]

In fact, one can show that $\Psi_e^\nabla |_a$ is isomorphic to the projection operator $\mathbb{R} dt \oplus \mathbb{R}^2[-1] dt \oplus \mathbb{R}^4[-1] \to \mathbb{R} dt \oplus \mathbb{R}^2[-1] dt \oplus \mathbb{R}^4[-1] : v dt + y dt + x \mapsto v dt + x$.

Categorical structure

The composition $\mathcal{M} \to \mathcal{P}\mathcal{M} \to \mathcal{M} \times \mathcal{M}$ is clearly the diagonal.

Proposition 2.14 The morphism $\mathcal{P}\mathcal{M} \to \mathcal{M} \times \mathcal{M}$ is a fibration of derived manifolds.

Proof. On the level of the base manifolds, this morphism is the open embedding $P_0\mathcal{M} \to \mathcal{M} \times \mathcal{M}$. The linear part (which is the whole, by Proposition 2.10) of the $L_\infty[1]$-morphism from $P_{\infty}(TM \oplus L) dt \oplus P_{\infty}L$ to $ev_0^* L \oplus ev_1^* L$ is simply the projection onto $P_{\infty}L$, followed by the identification $P_{\infty}L \cong ev_0^* L \oplus ev_1^* L$. This is an epimorphism of vector bundles. □

Theorem 2.15 The category of derived manifolds forms a category of fibrant objects.

Proof. The factorization $\mathcal{M} \to \mathcal{P}\mathcal{M} \to \mathcal{M} \times \mathcal{M}$ of the diagonal proved above was the last ingredient needed. □

Further remarks

As we have seen in the previous subsections, the derived path space $\mathcal{P}\mathcal{M}$ of the derived manifold $\mathcal{M} = (M, L, \lambda)$ is given by the graded vector bundle

\[
\mathcal{P}\mathcal{M} = P_{\infty}(TM \oplus L) dt \oplus P_{\infty}L,
\]
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over the manifold $P_gM$. Here $P_{\con}(TM \oplus L)dt$ is a curved $L_{\infty}[1]$-ideal in $\mathcal{P}.M$. The fibration $\mathcal{P}.M \to M \times M$ is given by dividing out by this $L_{\infty}[1]$-ideal, and identifying the quotient $P_{\lin}L$ with $ev_0^*L \circ ev_1^*L$, over the embedding $P_gM \subset M \times M$.

Note that $P_{\lin}L \subset P_{\con}(TM \oplus L)dt$ is a curved $L_{\infty}[1]$-subalgebra, as the embedding does not preserve the curvature.

If $M$ is of amplitude $n$, then $P_{\con}(TM \oplus L)dt$ is a derived manifold of amplitude $n + 1$, and thus for degree reasons, the $k$-th brackets on $\mathcal{P}.M$ vanish for all $k \geq n + 1$.

The curvature on $\mathcal{P}.M$ is given in (31). In general, the operations on $\mathcal{P}.M$ can be computed by the recursive formulas (32) and (33), or by the tree formulas in Remark B.3. More explicitly, the operations $\delta + \nu$ on $\mathcal{P}.M$ decompose into a part that has image in $P_{\lin}L$, and a part that has image in $P_{\con}(TM \oplus L)dt$. The part that has image in $P_{\lin}L$ is the term $\pi(\lambda \circ \phi)$ in (33) and is identified with $ev_0^*L \circ ev_1^*L$, as seen in Lemma 2.7.

So the only interesting part is that which has image in $P_{\con}(TM \oplus L)dt$. The tree sum for this part is such that the operation on every node is $\nabla \lambda + \tilde{\lambda}$ with exactly one of the incoming edges is labeled with an input from $P_{\con}(TM \oplus L)dt$.

Let us work out a few examples. The case where $M$ is a manifold was treated in Section 2.1.

**Example 2.16** Suppose that $L = L^1$. This is the quasi-smooth case. Then the derived path space of $\mathcal{M} = (M,L,F)$ is the following derived manifold of amplitude 2: the base is $P_gM$, the manifold of short geodesic paths. The vector bundle in degree 1 has fiber $\Gamma_{\con}(I,a^*TM)dt \circ \Gamma_{\lin}(I,a^*L)dt$ over the geodesic path $a : I \to M$. The curvature is $\lambda dt \in \Gamma_{\con}(I,a^*TM)dt$, and the linear interpolation between $F|_{a(0)}$ and $F|_{a(1)}$ in $\Gamma_{\lin}(I,a^*L)$. In degree 2, the vector bundle has fiber $\Gamma_{\con}(I,a^*L)dt$, and the twisted differential is given by

$$\Gamma_{\con}(I,a^*TM)dt \to \Gamma_{\con}(I,a^*L)dt$$

$$\nu \mapsto \left( \int_0^1 \nabla_{v(u)}F(u) du \right) dt$$

and

$$\Gamma_{\lin}(I,a^*L) \to \Gamma_{\con}(I,a^*L)dt$$

$$\alpha \mapsto \delta \alpha = -\left(\alpha(1) - \alpha(0)\right) dt$$

All the higher operations vanish.

**Example 2.17** If $\mathcal{M} = (M,L,\lambda)$ is of amplitude 2, the only non-zero operations are the curvature $\lambda_0$ and the differential $\lambda_1$. In this case $\mathcal{P}.M$ has amplitude 3. The binary bracket on $\mathcal{P}.M$ is the sum of two operations

$$\pi_{\con}\nabla_{\lambda_1} : \Gamma_{\con}(I,a^*TM)dt \circ \Gamma_{\lin}(I,a^*L_1) \to \Gamma_{\con}(I,a^*L_2)dt$$

and the operation

$$\Gamma_{\con}(I,a^*TM)dt \circ \Gamma_{\con}(I,a^*TM)dt \to \Gamma_{\con}(I,a^*L_2)dt$$
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given by
\[ x \otimes y \mapsto -\pi_{con}(\nabla\lambda_1)(\eta\nabla\lambda_0(x), y) - \pi_{con}(\nabla\lambda_1)(x, \eta\nabla\lambda_0(y)). \]

**Remark 2.18** It would be interesting to extend the above construction of derived path spaces to that of “higher derived path spaces”, and study their relation with the infinite category structure of derived manifolds.

### 2.3 Homotopy fibered products and derived intersections

As an important application, Theorem 2.15 allows us to form the “homotopy fibered product” of derived manifolds.

Let \( \mathcal{C} \) be a category of fibrant objects. Consider its homotopy category \( \text{Ho}(\mathcal{C}) \) which is obtained by formally inverting weak equivalences. For given arbitrary morphisms \( X \to Z \leftarrow Y \) in \( \mathcal{C} \), one can form a well-defined homotopy fibered product \( X \times^h_Z Y \) in the homotopy category \( \text{Ho}(\mathcal{C}) \). If \( P \) is a path space of \( Z \), then \( X \times^h_Z P \times^h_Z Y \) is a representation of the homotopy fibered product \( X \times^h_Z Y \). It is standard that such a fibered product is indeed well-defined. However, since we are not able to locate this result in literature, we sketch a proof below.

**Lemma 2.19** The isomorphism class of \( X \times^h_Z P \times^h_Z Y \) in the homotopy category \( \text{Ho}(\mathcal{C}) \) is independent of the choice of the path space \( P \).

**Proof.** Suppose \( P \) and \( P' \) are path spaces of \( Z \), i.e., we have two factorizations of the diagonal map \( Z \xrightarrow{\Delta} Z \times Z \):

\[
\begin{array}{ccc}
Z & \sim & P' \\
\downarrow & & \downarrow \\
\Delta & \sim & Z \times Z \\
P & \sim & Z \times Z.
\end{array}
\]

Since both \( P \to Z \times Z \) and \( P' \to Z \times Z \) are fibrations, there exists the fibered product \( P \times_{Z \times Z} P' \) whose projections \( P \times_{Z \times Z} P' \to P \) and \( P \times_{Z \times Z} P' \to P \) are also fibrations. By the universal property of \( P \times_{Z \times Z} P' \), there is a unique map \( Z \to P \times_{Z \times Z} P' \) such that the diagram

\[
\begin{array}{ccc}
Z & \sim & P' \\
\downarrow & & \downarrow \\
P \times_{Z \times Z} P' & \sim & P' \\
P & \sim & Z \times Z
\end{array}
\]
commutes. By factorizing the morphism \( Z \to P \times_{Z \times Z} P' \), there exists \( P'' \) such that \( Z \twoheadrightarrow P'' \to P \times_{Z \times Z} P' \) is equal to \( Z \to P \times_{Z \times Z} P' \). Since the diagram

\[
\begin{array}{ccc}
P'' & \to & P \times_{Z \times Z} P' \\
\downarrow & & \downarrow \\
Z & \twoheadrightarrow & P
\end{array}
\]

commutes, it follows from the 2-out-of-3 axiom that the composition \( P'' \to P \times_{Z \times Z} P' \to P \) is a weak equivalence. It is clear that it is also a fibration and hence a trivial fibration. Similarly, so is the composition \( P'' \to P \times_{Z \times Z} P' \to P' \).

In summary, we obtain a third path space \( P'' \) which dominates \( P \) and \( P' \) in the sense that the diagram

\[
\begin{array}{ccc}
P'' & \to & P \times_{Z \times Z} P' \\
\downarrow & & \downarrow \\
Z & \twoheadrightarrow & P
\end{array}
\]

commutes.

Recall that the fibered product \( X \times_Z P \times_Z Y \) can be obtained by first pulling back \( P \to Z \) along \( Y \to Z \) and then pulling back \( P \times_Z Y \to Z \) along \( X \to Z \):

\[
\begin{array}{ccc}
X \times_Z P \times_Z Y & \to & P \times_Z Y \\
\downarrow & & \downarrow \\
X & \twoheadrightarrow & Z
\end{array}
\]

See [13] for details. Now we pull back \( P'' \to P \) along \( P \times_Z Y \to P \) and obtain the trivial fibration

\[
P'' \times_Z Y \cong P'' \times P (P \times_Z Y) \to P \times_Z Y.
\]

Then we pull back \( P'' \times_Z Y \to P \times_Z Y \) along \( X \times_Z P \times_Z Y \to P \times_Z Y \) and obtain the trivial fibration

\[
X \times_Z P'' \times_Z Y \cong (X \times_Z P \times_Z Y) \times_{P \times_Z Y} (P'' \times_Z Y) \to X \times_Z P \times_Z Y.
\]

By a similar argument, we also have a trivial fibration

\[
X \times_Z P'' \times_Z Y \to X \times_Z P' \times_Z Y.
\]

Therefore \( X \times_Z P \times_Z Y \) and \( X \times_Z P' \times_Z Y \) are isomorphic in the homotopy category \( \text{Ho}(\mathcal{C}) \). \( \square \)
Let $\mathcal{M} \to \mathcal{N} \leftarrow \mathcal{M}'$ be arbitrary morphisms of derived manifolds, and $\mathcal{P}$ be a path space of $\mathcal{N}$. Since there is a weak equivalence $\mathcal{N} \sim \to \mathcal{P}$, the virtual dimensions of $\mathcal{N}$ and $\mathcal{P}$ are equal. Thus, by Remark 1.26, we have

$$\dim^{\text{vir}}(\mathcal{M} \times_{\mathcal{N}} \mathcal{M}') = \dim^{\text{vir}}(\mathcal{M} \times_{\mathcal{N}} \mathcal{P} \times_{\mathcal{N}} \mathcal{M}')$$

$$= \dim^{\text{vir}}(\mathcal{M}) - \dim^{\text{vir}}(\mathcal{N}) + \dim^{\text{vir}}(\mathcal{N}) - \dim^{\text{vir}}(\mathcal{N}) + \dim^{\text{vir}}(\mathcal{M}') - \dim^{\text{vir}}(\mathcal{N}).$$

**Derived intersections**

Let $M$ be a smooth manifold, and $X,Y$ be submanifolds of $M$. The derived intersection $X \cap^h_M Y$ of $X$ and $Y$ is understood as the homotopy fibered product $X \cap^h_M Y := X \times^h_M Y$ in the homotopy category of derived manifolds. By Section 2.1, the quasi-smooth derived manifold $\mathcal{P} = (Pg_M, P_{corn} TM dt, D)$ is a path space of $M$. Thus, the derived intersection $X \cap^h_M Y$ is represented by the quasi-smooth derived manifold $X \times^h_M Y = (N, E, \tilde{D})$. Here, the base space $N = X \times_M Pg_M \times_M Y$ is the space of short geodesics which start from a point in $X$ and end at a point in $Y$. Since $Pg_M$ can be identified with an open neighborhood of the diagonal in $M \times M$, the base space $N$ is an open submanifold of $X \times Y$ consisting of pairs of points $(x,y) \in X \times Y$ such that both $x$ and $y$ are sufficiently close to the set-theoretical intersection $X \cap Y$. The fiber $E|_a$ over $a \in N$ is the space

$$E|_a = \{ \alpha dt \mid \alpha \in \Gamma(a^* TM), (a^* \nabla)(\alpha) = 0 \},$$

and the section $\tilde{D} : N \to E : a \mapsto a'dt$ is given by derivatives. The classical locus of $X \cap^h_M Y$ is the set-theoretical intersection $X \cap Y$. The virtual dimension of $X \cap^h_M Y$ is

$$\dim^{\text{vir}}(X \cap^h_M Y) = \dim^{\text{vir}}(X \times^h_M Y)$$

$$= \dim(X) + \dim(Y) - \dim(M).$$

### 3 Inverse function theorem

#### 3.1 The inverse function theorem for derived manifolds

**Theorem 3.1** Let $\mathcal{M} = (M, L, \lambda)$ and $\mathcal{N} = (N, L', \lambda')$ be derived manifolds, and $(f, \phi) : \mathcal{M} \to \mathcal{N}$ a fibration. Let $Z \subset \pi_0(\mathcal{M})$ be a subset of points at which $(f, \phi)$ is étale. Then there exists a local diffeomorphism of manifolds $Y \to N$ and a commutative diagram

$$\begin{array}{ccc}
Z & \longrightarrow & \mathcal{M} \\
\downarrow & & \downarrow \\
Y & \longrightarrow & \mathcal{N}.
\end{array}$$

Here $Y$ is the pullback of $(L, \lambda')$ via $Y \to N$, and the lower triangle consists of morphisms of derived manifolds.
If, moreover, \( \pi_0(\mathcal{M}) \rightarrow \pi_0(\mathcal{N}) \) is injective, we can choose \( Y \) to be an open submanifold of \( N \).

**Corollary 3.2** A fibration admits local sections through every point at which it is étale.

Every trivial fibration of derived manifolds admits a section, after restricting the target to an open neighborhood of its classical locus.

**Proof.** Apply the theorem for either \( Z \) being a single point, or \( Z = \pi_0(\mathcal{M}) \).

**Remark 3.3** Therefore, if we replace all derived manifolds by the germ or \( \infty \)-jets around its classical locus, then we have a category of fibrant objects where every trivial fibration has a section. This would have important consequences about the Hom-categories in the simplicial localization.

**Remark 3.4** Let \( \mathcal{M} \) and \( \mathcal{N} \) be smooth manifolds (i.e. \( L = M \times 0 \) and \( L' = N \times 0 \)). Then a morphism \((f,0) : \mathcal{M} \rightarrow \mathcal{N}\) is étale at \( P \) if and only if the tangent map of \( f \) is an isomorphism at \( P \). In this extreme case, Corollary 3.2 reduces to the inverse function theorem for smooth manifolds.

**Remark 3.5** In classical differential geometry, any fibration, i.e. submersion, admits a local section through any point. This may not be true for derived manifolds. It would be interesting to investigate when a local section exists in general.

### 3.2 Proof of Theorem 3.1

Without loss of generality, we will assume the fibration \((f,\phi) : \mathcal{M} \rightarrow \mathcal{N}\) is linear, i.e. \( \phi = \phi_1 \).

We proceed the proof of Theorem 3.1 in two steps:

(i) construct a weak equivalence \((M,H,\mu) \rightarrow (M,L,\lambda)\) such that the composition

\[(M,H,\mu) \rightarrow (M,L,\lambda) \rightarrow (N,L',\lambda')\]

is a linear fibration whose restriction \((M,H^{\geq 2}) \rightarrow (N,(L')^{\geq 2})\) is an isomorphism of graded vector bundles;

(ii) construct a derived submanifold \((Y,E,\nu) \hookrightarrow (M,H,\mu)\) such that \( Z \subset Y \) and the composition

\[(Y,E,\nu) \rightarrow (M,H,\mu) \rightarrow (M,L,\lambda) \rightarrow (N,L',\lambda')\]

is a fiberwise linear isomorphism of bundle of curved \( L_{\infty}[1]\)-algebras.

Here by a derived submanifold, we mean \( Y \) is a submanifold of \( M \) and \( E \) is a subbundle of \( H|_Y \) such that the inclusion map is a linear morphism of derived manifolds.
Definition 3.6 A morphism \((M, H, \mu) \to (M, L, \lambda)\) of derived manifolds is called a **transferred inclusion** if \((M, H, \mu)\) is a bundle of curved \(L_\infty[1]\)-algebras over \(M\) obtained from \((M, L, \lambda)\) by applying the homotopy transfer theorem (Proposition B.2).

A morphism \((M, H, \mu) \to (M, L, \lambda)\) of derived manifolds is called a **strong embedding** if it is the composition of a (finite) sequence of transferred inclusions.

Lemma 3.7 Consider a fixed base manifold \(M\), with a linear morphism of bundles of curved \(L_\infty[1]\)-algebras \(\phi : (L, \lambda) \to (L', \lambda')\) over it. Suppose that

(i) \(\phi : L \to L'\) is an isomorphism of vector bundles in degrees \(\geq k + 1\), and an epimorphism in degrees \(\leq k\).

(ii) Moreover, let \(Z \subset MC(L)\) be a subset of the Maurer-Cartan locus of \((L, \lambda)\) such that at every point \(P\) of \(Z\) we have that \(h(L|_P, \lambda_1) \to h(L'|_P, \lambda'_1)\) is an isomorphism in degrees \(\geq k\) and surjective in degree \(k - 1\).

Then, after restricting to an open neighborhood of \(Z\) in \(M\), if necessary, there exists a transferred inclusion \(\iota : H \to L\) such that the composition \(\phi \circ \iota : H \to L'\) is a linear morphism of bundles of \(L_\infty[1]\)-algebras, which is an isomorphism in degrees \(\geq k\) and an epimorphism in degrees \(\leq k - 1\).

**Proof.** Denote by \(K\) the kernel of \(\phi : L \to L'\). It is a graded vector bundle, and an \(L_\infty[1]\)-ideal in \(L\). Consider the diagram

\[
\begin{array}{ccccccc}
K^{k-1} & \xrightarrow{\lambda_1} & K^k & \\
\downarrow j & & \downarrow j & \\
L^{k-2} & \xrightarrow{\lambda_1} & L^k & \rightarrow & L^{k+1}.
\end{array}
\]

A diagram chase proves that at all points of \(Z\), the vector bundle homomorphism \(\lambda_1 : K^{k-1} \to K^k\) is surjective. This will still be the case in an open neighborhood, so we may assume, without loss of generality, that this map is an epimorphism over all of \(M\). We then choose a section \(\chi : K^k \to K^{k-1}\) of \(\lambda_1\), and a retraction of \(\theta : L^k \to K^k\) of \(j : K^k \to L^k\), and define \(\eta : L^k \to L^{k-1}\) to be equal to \(\eta = j\chi\theta\).

\[
\begin{array}{ccccccc}
K^{k-1} & \xrightarrow{\lambda_1} & K^k & \\
\downarrow j & \xrightarrow{\chi} & \downarrow \theta & \\
L^{k-2} & \xrightarrow{\eta = j\chi\theta} & L^k & \rightarrow & L^{k+1}.
\end{array}
\]

We also write \(\delta\) for \(\lambda_1 : L^{k-1} \to L^k\), but set \(\delta = 0\) elsewhere, to define a differential \(\delta : L \to L\) of degree 1. Our definition ensures that \(\delta^2 = 0\), although \(\lambda_1^2 \neq 0\).
One checks that $\eta \delta \eta = \eta$, and so $\eta \delta$ and $\delta \eta$ are projection operators, so in both cases kernel and image are bundles. Let $H^{k-1} = \ker \eta \delta$, and $H^k = \ker \delta \eta$. For $i \neq k, k - 1$, we set $H^i = L^i$.

The two projection operators $j \theta = \delta \eta$ coincide, and hence $H^k = \ker \delta \eta$ is a complement for $K^k = \text{im } j \theta$. Therefore, the composition $H^k \to L^k \to L^k$ is an isomorphism.

We have $L^{k-1} = \ker \eta \delta + \text{im } \eta \delta \subset \ker \eta \delta + K^{k-1} = H^{k-1} + K^{k-1}$, because $\eta$ factors through $K^{k-1}$, by definition. It follows that the composition $H^{k-1} \to L^{k-1} \to L^{k-1}$ is surjective.

Now $\lambda - \delta$ is a curved $L_\infty[1]$-structure on the complex of vector bundles $(L, \delta)$, and $\eta$ is a contraction of $\delta$. We apply the transfer theorem: Proposition B.2 for bundles of curved $L_\infty[1]$-algebras. This gives rise to a structure $\mu$, of a bundle of curved $L_\infty[1]$-algebras on the complex $(H, \delta)$, together with a morphism of curved $L_\infty[1]$-structures $\iota: H \to L$, whose linear part is given by the inclusion $H \subset L$. Here the linear part is the inclusion because $\eta(\lambda_1 - \delta) = 0$. We consider $\delta + \mu$ as a curved $L_\infty[1]$-structure on $H$.

The composition $\phi \circ \iota$ is linear, because all non-trivial trees involved in $\iota$ have $\eta$ at the root, and $\phi \circ \eta = 0$.

In order to apply the transfer theorem, we use the variation of the natural filtration at level $k$, see Example B.9 on $L$. Both $\delta$ and $\eta$ preserve this filtration, hence $H$ inherits this filtration, and the transfer theorem applies. □

**Lemma 3.8** Let $(f, \phi): (M, H, \mu) \to (N, L', \lambda')$ be a linear fibration of derived manifolds such that $\phi: H^k \to f^*(L')^k$ is an isomorphism, for all $k \geq 2$. Let $Z \subset \text{MC}(H)$ be a subset of the Maurer-Cartan locus of $(H, \mu)$, such that the morphism of derived manifolds $(f, \phi)$ is étale at every point of $Z$. After restricting to an open neighborhood of $Z$ in $M$, there exists a submanifold $Y \subset M$, and subbundle $E^1$ of $H^1|_Y$, such that

(i) $Z \subset Y$,

(ii) the restriction of the curvature $\lambda_0|_Y$ is contained in $\Gamma(Y, E^1) \subset \Gamma(Y, H^1|_Y)$, so that $E := E^1 \oplus H^{2,2}|_Y$ is a bundle of curved $L_\infty[1]$-subalgebras of $H|_Y$,

(iii) the composition $Y \to M \to N$ is a local diffeomorphism,

(iv) the map $\phi|_Y: E^1|_Y \to f^*(L')^1|_Y$ is an isomorphism of vector bundles, so that the composition $(Y, E) \to (Y, f^*L'|_Y)$ is a linear isomorphism of bundles of curved $L_\infty[1]$-algebras.

In particular, the composition $(Y, E) \to (N, L')$ is étale at all points of $Z \subset Y$.

**Proof.** We have a diagram

\[
\begin{array}{ccc}
M & \xrightarrow{s} & H^1 \\
\downarrow & & \downarrow \phi \\
N & \xrightarrow{t} & (L')^1 \\
\end{array}
\]
Here \( f : M \to N \) is a submersion, and \( \phi : H^1 \to f^*(L')^1 \) an epimorphism. We have written \( s = \mu_0 \) and \( t = \lambda_0' \) for the respective curvatures.

We denote by \( K \) the kernel of \( \phi : H^1 \to f^*(L')^1 \). We choose

(i) a connection in \((L')^1\),

(ii) a retraction \( \theta : H^1 \to K = \ker(\phi) \) of the inclusion \( K \to H^1 \), giving rise to a splitting \( H^1 = K \oplus \tilde{E}^1 \), where \( \tilde{E}^1 \subset H^1 \) is a subbundle such that \( \phi : \tilde{E}^1 \to f^*(L')^1 \) is an isomorphism,

(iii) a connection in \( K \), giving rise to the direct sum connection in \( H^1 \).

The curvature \( s \in \Gamma(M, H^1) \) splits into a sum

\[
   s = u + f^*t, \tag{37}
\]

where \( u \in \Gamma(M, K) \) is a section of \( K \).

Consider the diagram of vector bundles over \( M \):

\[
\begin{array}{ccc}
T_{M/N} & \xrightarrow{(\nabla u) \circ j} & K \\
\downarrow^j & \swarrow_{\nabla u} & \searrow_{\theta} \\
T_M & \xrightarrow{\nabla s} & H^1 \\
\downarrow^\phi & & \downarrow^f \\
f^*T_N & \xrightarrow{f^*(\nabla t)} & f^*(L')^1.
\end{array}
\]

Both squares with downward pointing arrows commute. Moreover, we have \( \theta \circ (\nabla s) = \nabla u \).

Let \( P \in Z \). The fact \((f, \phi)\) is étale at \( P \) means that in the morphism of short exact sequences of vector spaces

\[
\begin{array}{ccc}
T_{M/N}|_P & \xrightarrow{K|_P} & K|_P \\
\downarrow & & \downarrow \\
T_M|_P & \xrightarrow{H^1|_P} & H^1|_P \\
\downarrow & & \downarrow \\
T_N|_{\phi(P)} & \xrightarrow{(L')^1|_{\phi(P)}} & (L')^1|_{\phi(P)},
\end{array}
\]

the map \( T_{M/N}|_P \to K|_P \) is an isomorphism.

Note that the composition \((\nabla u) \circ j\) is an isomorphism at points \( P \in Z \), because at these points, our second diagram is equal to the first. Then \((\nabla u) \circ j\) is still an isomorphism in a neighborhood of \( Z \), so we will assume that it is true everywhere: \((\nabla u) \circ j\) is an isomorphism.

We note that \( u \in \Gamma(M, K) \) is a regular section, by which we mean that for every \( P \in Z(u) \), the derivative \( T_M|_P \to K|_P \) is surjective. This is true, because
at points where \( u \) vanishes, the derivative \( TM|_P \to K|_P \) coincides with \( (\nabla u)|_P \), but \( \nabla u : TM \to K \) is an epimorphism because \( (\nabla u) \circ j \) is an isomorphism.

Hence, \( Y = Z(u) \) is a submanifold of \( M \), and we have a short exact sequence of vector bundles \( T_Y \to T_M|_Y \to K|_Y \). Note that \( Z \subset Y \).

Since \( T_{M/N}|_Y \) is a complement for \( T_Y \) in \( T_M|_Y \), it follows that the composition \( T_Y \to T_M|_Y \to (f^*T_N)|_Y \) is an isomorphism, so that the composition \( Y \to M \to N \) is étale.

By definition \( u|_Y = 0 \), so after restricting to \( Y \), the curvature \( s|_Y \) is contained in the subbundle \( E^1 := \tilde{E}^1|_Y \subset H^1|_Y \). \( \square \)

**Lemma 3.9** Let \( f : M \to N \) be a local diffeomorphism, and \( Z \subset N \) a closed subset, with preimage \( X = f^{-1}(Z) \subset M \). Assume that the induced map \( X \to Z \) is injective. Then there exists an open neighborhood \( V \) of \( X \) in \( M \), such that \( f|_V : V \to N \) is a diffeomorphism onto an open neighborhood of \( Z \) in \( N \).

**Proof.** It suffices to prove that there exists an open neighborhood \( V \) of \( X \) in \( M \), such that \( f|_V \) is injective.

**Case I.** \( Z \) is compact.

Choose a sequence of relatively compact open neighborhoods \( V_1 \supset V_2 \supset \ldots \) of \( X \) in \( M \), such that

\[
\bigcap_i V_i = X.
\]

We claim that there exists an \( i \), such that \( f \) is injective when restricted to \( V_i \). If not, choose in every \( V_i \) a pair of points \((P_i, Q_i)\), such that \( f(P_i) = f(Q_i) \).

Upon replacing \((P_i, Q_i)\) by a subsequence, we may assume that \( \lim_{i \to \infty} P_i = P \), and \( \lim_{i \to \infty} Q_i = Q \). We have \( P, Q \in X \), and by continuity, \( f(P) = f(Q) \).

This implies \( P = Q \). Let \( V \) be a neighborhood of \( P = Q \) in \( M \), such that \( f|_V \) is injective. For sufficiently large \( i \), both \( P_i \) and \( Q_i \) are in \( V \), which is a contradiction.

**Case II.** General case.

Let \((U_i)_{i \in I}\) be a locally finite open cover of \( N \), such that all \( U_i \) are relatively compact. It follows that, for every \( i \in I \), the set

\[
I_i = \{ j \in I \mid U_j \cap U_i \neq \emptyset \}
\]

is finite. Hence,

\[
\tilde{U}_i = \bigcup_{j \in I_i} U_j
\]

is still relatively compact, and by Case I, there exists an open neighborhood \( \tilde{V}_i \) of \( X \cap f^{-1}\tilde{U}_i \) on which \( f \) is injective. We may assume that \( \tilde{V}_i \subset f^{-1}\tilde{U}_i \). Define

\[
V_i = f^{-1}U_i \cap \bigcap_{j \in I_i} \tilde{V}_j.
\]

This is an open subset of \( M \). If \( P \in X \), such that \( f(P) \in U_i \), then \( f(P) \in \tilde{U}_j \), for all \( j \in I_i \). Hence, \( P \in f^{-1}\tilde{U}_j \subset \tilde{V}_j \), for all \( j \in I_i \), and so \( P \in V_i \). Thus, \( X \cap f^{-1}U_i \subset V_i \).
We define

\[ V = \bigcup_{i \in I} V_i. \]

This is an open neighborhood of \( X \) in \( M \). We claim that \( f \) is injective on \( V \). So let \( P, Q \in V \) be two points such that \( f(P) = f(Q) \). Suppose \( P \in V_i \) and \( Q \in V_j \). Then \( f(P) \in U_i \), and \( f(Q) \in U_j \), so that \( U_i \) and \( U_j \) intersect. Hence \( i \in I_j \), and so \( V_j \subset V_i \). Since we have \( V_i \subset V_i \), we have that both \( P, Q \in V_i \). Since \( f \) is injective on \( V_i \), we conclude that \( P = Q \). □

**Proof of Theorem 3.1** To prove Theorem 3.1, we factor the linear fibration \((f, \phi) : \mathcal{M} \to N\) into \((M, L, \lambda) \to (M, f^*L', f^*\lambda') \to (N, L', \lambda')\). Both morphisms in this factorization are linear fibrations, but they may not be étale at \( Z \).

We apply Lemma 3.7 recursively to \((M, L, \lambda) \to (M, f^*L', f^*\lambda')\), starting with \( k \gg 0 \). The smallest \( k \) to which the lemma applies is \( k = 2 \). We end up in the situation as in the assumption of Lemma 3.8. (The \( L_\infty[1] \)-algebra \( H \) is constructed recursively by applying Lemma 3.7)

Applying Lemma 3.7 and Lemma 3.8, we achieve the first part of Theorem 3.1. To finish the proof, we now assume \( \pi_0(\mathcal{M}) \to \pi_0(N) \) is injective. Since \( Y \) was chosen to be the zero locus of \( u \) in Lemma 3.8, it follows from (37) that \( f^{-1}(Z(t)) \cap Y \subset Z(s) \), and thus \( f \) maps \( f^{-1}(Z(t)) \cap Y \) injectively to \( Z(t) \). Therefore, by Lemma 3.9, the space \( Y \) can be chosen to be an open submanifold of \( N \). This concludes the proof. □

As a byproduct of the sequence of above lemmas, we obtain the following proposition which will be useful for investigating quasi-isomorphisms in the next section.

**Proposition 3.10** Let \((f, \phi) : (M, L, \lambda) \to (N, L', \lambda')\) be a linear trivial fibration of derived manifolds. Then there exists a strong embedding \((M, H, \mu) \to (M, L, \lambda)\) of derived manifolds, and a derived submanifold \((Y, E, \nu) \to (M, H, \mu)\) such that

(i) \( f^{-1}(Z(t)) \cap Y \subset Z(s) \), and thus \( f \) maps \( f^{-1}(Z(t)) \cap Y \) injectively to \( Z(t) \).

More explicitly, by choosing a splitting of the short exact sequence \( 0 \to K \to H^1 \xrightarrow{\psi_1} f^*(L')^1 \to 0 \) of vector bundles, one has a decomposition

\[ H^1 = K \oplus f^*(L')^1, \]

\[ \mu_0 = u + f^*\lambda_0. \]

Then \( u \) is a regular section of \( K = \ker(\psi_1) \) over \( M \). One can choose \( Y \) to be an open neighborhood of \( \pi_0(\mathcal{M}) \) in \( Z(u) \) and \( E^1 = f^*(L')^1|_Y \) such that the restriction \( f|_Y \) is a diffeomorphism from \( Y \) to an open submanifold of \( N \) which contains \( \pi_0(N) \).
Proof. The strong embedding in Proposition 3.10 is constructed by applying Lemma 3.7 recursively. The derived manifold \((Y, E, \nu)\) is obtained by the construction in Lemma 3.8 with \(Z = \pi_0(\mathcal{M})\), and the rest of required properties follow from Lemma 3.9 and the proof of Lemma 3.8. □

3.3 Applications to quasi-isomorphisms

Let us start with the case \((M, E, u)\) where \(M\) is a manifold, and \(u\) a regular section of a vector bundle \(E\) over \(M\). This means that for every point \(P \in M\), such that \(u(P) = 0\), the derivative induces a surjective linear map \(Du|_P : TM|_P \rightarrow E|_P\). In other words, \(u\) being a regular section is equivalent to that \(u\) is transversal to the zero section of \(E\). Let \(Y \subset M\) be the zero locus of \(u\), which is a submanifold of \(M\). We have a canonical epimorphism of vector bundles \(Du|_Y : TM|_Y \rightarrow E|_Y\), whose kernel is \(TY\).

We will place \(E\) in degree 1, so that \((M, E, u)\), as well as \((Y, 0, 0)\) are derived manifolds, and \((Y, 0, 0) \rightarrow (M, E, u)\) is a morphism of derived manifolds (in fact, a weak equivalence of derived manifolds). We claim that it induces a quasi-isomorphism on function algebras.

Proposition 3.11 The restriction map \(\Gamma(M, \text{Sym} E^\vee, \iota_u) \rightarrow \Gamma(Y, \mathcal{O}_Y)\) is a quasi-isomorphism.

Proof. Let \(Y \subset U \subset M\) be an open neighborhood of \(Y\) in \(M\).

Claim. The restriction map
\[
\Gamma(M, \text{Sym} E^\vee, \iota_u) \rightarrow \Gamma(U, \text{Sym} E^\vee|_U, \iota_u)
\]
is a quasi-isomorphism. To prove this, let \(f : M \rightarrow \mathbb{R}\) be a differentiable function such that \(f|_Y = 1\), and \(f|_{M \setminus U} = 0\). Multiplication by \(f\) defines a homomorphism of differential graded \(\Gamma(M, \text{Sym} E^\vee, \iota_u)\)-modules
\[
\Gamma(U, \text{Sym} E^\vee|_U, \iota_u) \rightarrow \Gamma(M, \text{Sym} E^\vee, \iota_u),
\]
in the other direction, which is a section of the restriction map. We now claim that for every \(i \leq 0\), multiplication by \(f\) induces the identity on \(H^i(\Gamma(M, \text{Sym} E^\vee, \iota_u))\). This follows from the fact that \(f\) restricts to the identity in \(\Gamma(Y, \mathcal{O}_Y)\), and that every \(H^i(\Gamma(M, \text{Sym} E^\vee, \iota_u))\) is a \(\Gamma(Y, \mathcal{O}_Y)\)-module.

By the claim, we can replace \(M\) by any open neighborhood of \(Y\). In fact, we will assume that \(M\) is a tubular neighborhood of \(Y\), with Euler vector field \(v\) and projection \(\rho : M \rightarrow Y\). We denote the relative tangent bundle by \(T_{M/Y}\). The Euler vector field is a regular section of \(T_{M/Y}\), with zero locus \(Y\).

Claim. After restricting to a smaller neighborhood of \(Y\) if necessary, there exists an isomorphism of vector bundles \(\Psi : T_{M/Y} \rightarrow E\), such that \(\Psi(v) = u\).

To prove this claim, first assume that there exists a normal coordinate system \((x^i)_{i=0,...,n}\) on \(M\), compatible with the tubular neighborhood structure. This
means that the Euler vector field has the form \( v = \sum_{i=1}^{k} x^i \partial_i \), where \( k \) is the rank of \( E \), and the codimension of \( Y \) in \( M \). Also assume that \( E \) is trivial, with basis \((e_i)_{i=1,...,k} \). We have \( u = \sum u^i e_i \), and define \( \Psi : T_{M/Y} \to E \) in coordinates by the matrix

\[
\Psi^i_j = \int_0^1 (\partial_i u^j)(tx_1, \ldots, tx_k, x_{k+1}, \ldots, x_n) \, dt.
\]

Then \( \Psi(v) = u \), and \( \Psi|_Y \) is the canonical isomorphism \( Du|_Y \).

For the general case, construct a family of \( \Psi_\alpha \) locally, and define a global endomorphism \( \Psi : T_{M/Y} \to E \) using a partition of unity \((\psi_\alpha)\):

\[
\Psi = \sum_\alpha \psi_\alpha \Psi_\alpha.
\]

We have that \( \Psi(v) = u \), and \( \Psi|_Y = Du|_Y \). Hence \( \Psi \) is an isomorphism in an open neighborhood of \( Y \). Upon replacing \( M \) by this neighborhood we may assume that \( \Psi \) is an isomorphism globally.

We are now reduced to the case where \( E = T_{M/Y}[-1] \), and \( u \) is the Euler vector field. In this case, \( \text{Sym} E^\vee = \text{Sym}(T^\vee_{M/Y}[1]) \cong \Lambda T^\vee_{M/Y} \). We define a contraction operator \( \eta : \Gamma(M, \Lambda T^\vee_{M/Y}) \to \Gamma(M, \Lambda T^\vee_{M/Y}) \) by the formula

\[
\eta(\omega) = \int_0^1 \sigma^* d\omega \wedge \frac{dt}{t},
\]

where \( \sigma : [0,1] \times M \to M \) is the multiplicative flow of \( v \) in the tubular neighborhood \( M \).

Claim. \( [\eta, \iota_v] = \text{id} - \rho^* \circ \iota^* \).

Here, \( \rho : M \to Y \) is the projection, \( \iota : Y \to M \) is the inclusion morphism; \( \rho^* : \Gamma(Y, \mathcal{O}_Y) \to \Gamma(M, \Lambda T^\vee_{M/Y}) \) and \( \iota^* : \Gamma(M, \Lambda T^\vee_{M/Y}) \to \Gamma(Y, \mathcal{O}_Y) \) are the corresponding induced maps on function algebras.

The claim can be checked locally, so we may assume given normal coordinates \((x^i)\), as above. The the multiplicative flow is given by

\[
\sigma(t, x^1, \ldots, x^n) = (tx^1, \ldots, tx^i, x^{i+1}, \ldots, x^n),
\]

and using this, the claim is straightforward to prove.

Thus, \( (\Gamma(Y, \mathcal{O}_Y), 0) \) is homotopy equivalent to \( (\Gamma(M, \Lambda T^\vee_{M/Y}), \iota_v) \). This completes the proof. \( \square \)

We need the following more general case.

Suppose \((L, \lambda)\) is a bundle of curved \( L_\infty[1]\)-algebras over the manifold \( M \). Suppose that \( L^1 \) is split into a direct sum \( L^1 = E \oplus H \), in such a way that the curvature \( \lambda_0 \in \Gamma(M, L^1) \) splits as \( \lambda_0 = u + s \), where \( u \) is a regular section of \( E \). Let \( Y = Z(u) \) be the vanishing locus of \( u \), and consider the induced morphism of derived manifolds

\[
(Y, H|_Y \oplus L^2|_Y, \lambda) \to (M, L, \lambda).
\]
**Corollary 3.12** The restriction map

\[ \Gamma(M, \text{Sym} L^\vee, Q_\lambda) \to \Gamma(Y, \text{Sym}(H^\vee|_{Y} \oplus L^{\geq 2, \vee}|_{Y}), Q_\lambda) \]

is a quasi-isomorphism.

**Proof.** Let us write \( \tilde{L} = H \oplus L^{\geq 2} \). By the decomposition \( L = E \oplus \tilde{L} \) of graded vector bundles, we obtain an induced morphism of sheaves of differential graded algebras \( \text{Sym} E^\vee \to \text{Sym} L^\vee \) over \( M \). Since \( \text{Sym} L^\vee \) is locally free over \( \text{Sym} E^\vee \), the morphism \( \text{Sym} E^\vee \to \text{Sym} L^\vee \) is flat. Therefore the quasi-isomorphism \( \text{Sym} E^\vee \to \mathcal{O}_Y \) gives rise to another quasi-isomorphism

\[ \text{Sym} E^\vee \otimes_{\text{Sym} E^\vee} \text{Sym} L^\vee \sim \to \mathcal{O}_Y \otimes_{\mathcal{O}_M} \text{Sym} L^\vee. \]

The left hand side is equal to \( \text{Sym} L^\vee \), and the right hand side is equal to \( \mathcal{O}_Y \otimes_{\mathcal{O}_M} \text{Sym} L^\vee \), proving that we have a quasi-isomorphism \( \text{Sym} L^\vee \to \mathcal{O}_Y \otimes_{\mathcal{O}_M} \text{Sym} L^\vee. \) \( \square \)

**Theorem 3.13** Suppose that \( (M, L, \lambda) \to (N, L', \lambda') \) is a weak equivalence of derived manifolds. Then the induced morphism of differential graded algebras \( \Gamma(N, \text{Sym}(L'^\vee)) \to \Gamma(M, \text{Sym} L^\vee) \) is a quasi-isomorphism.

**Proof.** By Proposition 1.23 and Factorization Lemma 13, we may assume that \( (M, L, \lambda) \to (N, L', \lambda') \) is a linear trivial fibration of derived manifolds. Then we produce a retraction of \( (M, L, \lambda) \to (N, L', \lambda') \) in two steps as in Proposition 3.10. It suffices to prove that both \( (Y, E, \nu) \to (M, H, \mu) \) and \( (M, H, \mu) \to (M, L, \lambda) \) induce quasi-isomorphisms on differential graded function algebras. The former is done in Corollary 3.12. The latter follows from the following general fact. \( \square \)

**Proposition 3.14** Any transferred inclusion \( (\text{id}, \phi) : (M, H, \mu) \to (M, L, \lambda) \) of derived manifolds induces a quasi-isomorphism on differential graded function algebras.

**Proof.** We assume that \( H \to L \) is obtained by an application of the transfer theorem for bundles of curved \( L_\infty[1] \)-algebras as in Proposition 3.2. More precisely, let \( (M, L, \delta) \) be a bundle of complexes endowed with the curved \( L_\infty[1] \)-structure \( \lambda \), let \( \eta \) be a contraction of \( \delta \) and \( (M, H, \delta) \) the bundle of complexes onto which \( \eta \) contracts \( (M, L, \delta) \). Let \( \mu \) be the family of transferred curved \( L_\infty[1] \)-structures on \( (M, H, \delta) \) and \( \phi : H \to L \) the transferred inclusion morphism.

Let \( A = \Gamma(M, \text{Sym} L^\vee) \) and \( B = \Gamma(M, \text{Sym} H^\vee) \). Let us denote the derivations induced by the dual maps of \( \delta \) and \( \lambda_k \) on \( A \) by \( \delta \) and \( q_k \), respectively. Similarly, denote the derivations induced by the dual maps of \( \delta \) and \( \mu_k \) on \( B \) by \( \delta \) and \( r_k \), respectively.
Claim. The morphism of function algebras
\[ \phi^\# : (A, \delta + q) \to (B, \delta + r), \]
associated to the morphism of derived manifolds \( \phi : (M, H, \delta + \mu) \to (M, L, \delta + \lambda) \)
is a quasi-isomorphism.

To prove the claim, refine the grading on \( A \) to a double grading
\[ A^{k,\ell} = \Gamma(M, \text{Sym}^{-\ell} L^\vee)^{k+\ell}. \]
It is contained in the region defined by \( \ell \leq 0 \) and \( k + \ell \leq 0 \). Moreover \( A \) has only finitely many non-zero terms for each fixed value of \( k + \ell \). This will imply that the spectral sequences we construct below will be bounded and hence convergent to the expected limit.

Note that \( \delta \) and all \( q_n \) are bigraded: the degree of \( \delta \) is \((1, 0)\), and the degree of \( q_n \) is \((n, 1 - n)\).

If we filter \( A \) by \( F_k A = A^k \), the differential \( \delta + q \) preserves the filtration, and we obtain a bounded spectral sequence \( E^{k,\ell}_n \), which is convergent to \( H^{k+\ell}(A, \delta + q) \).

The same construction applies to \( (B, \delta + r) \), and we get a bounded spectral sequence
\[ E^{k,\ell}_n \Rightarrow H^{k+\ell}(B, \delta + r). \]
The morphism of differential graded algebras \( \phi^\# \) induces a morphism of spectral sequences \( E \to \tilde{E} \), because \( \phi \) respects the filtrations introduced above.

So to prove our claim, it will be enough to show that \( \phi^\# \) induces a quasi-isomorphism \( E_1 \to \tilde{E}_1 \).

The differential on \( E_1 \) is induced by \( \delta + q_1 \) on the cohomology of \( E_0 \) with respect to \( q_0 \). Similarly, the differential on \( \tilde{E}_1 \) is induced by \( \delta + r_1 \) on the cohomology of \( \tilde{E}_0 \) with respect to \( r_0 \). The homomorphism \( E_1 \to \tilde{E}_1 \) is induced by \( \phi_1^\# \).

Recall the deformed projection \( \tilde{\pi}_1 : L \to H \). It induces an algebra morphism \( B \to A \), which we will denote by \( \tilde{\pi}_1^\# \).

Also recall the deformed contraction \( \tilde{\eta} : L \to L \) of degree \(-1\). We extend its dual to a fiberwise derivation \( \text{Sym} L^\vee \to \text{Sym} L^\vee \), which we also denote by \( \tilde{\eta} \).

We denote by \( \tilde{\eta}^\# : \text{Sym} L^\vee \to \text{Sym} L^\vee \) the endomorphism obtained by dividing the derivation \( \tilde{\eta} \) by the weight (and setting \( \tilde{\eta}^\#(1) = 0 \)).

We will now construct a fiberwise homotopy operator \( h : \text{Sym} L^\vee \to \text{Sym} L^\vee \), with the property that
\[ [\delta + q_1, h] = 1 - \phi_1^\# \tilde{\pi}_1^\#. \] (38)
To do this, recall that \( \text{Sym} L^\vee \) is a bundle of Hopf algebras. Let us denote the coproduct by \( \Delta \), the product by \( m \). Then we define \( h \) fiberwisely by the formula
\[ h = m \circ w \circ (\phi_1^\# \tilde{\pi}_1^\# \otimes \tilde{\eta}^\#) \circ \Delta. \]
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Here \( w : \text{Sym} L^\vee \otimes \text{Sym} L^\vee \to \text{Sym} L^\vee \otimes \text{Sym} L^\vee \) is the operator that divides an element of bi-weight \((k,\ell)\) by the binomial coefficient \(\binom{k+\ell}{k}\).

We conclude that \(\phi\) induces a homotopy equivalence on \(E_1\). This concludes the proof. \(\Box\)

We note that a transferred inclusion \((\text{id},\phi) : (M,H,\mu) \to (M,L,\lambda)\) of derived manifolds is a weak equivalence according to Proposition 3.7.

**A Some remarks on diffeology**

Although all our constructions have inputs and outputs in finite-dimensional manifolds and finite-rank vector bundles over them, some constructions have infinite-dimensional intermediate steps.

This does not cause problems in any of the proofs of the paper. Nevertheless, it is possible to endow these infinite-dimensional intermediate spaces with diffeologies, turning them into geometric objects. It helps to understand some of the constructions in Section 2 in a more conceptual way.

We will collect all the constructions and facts we need here. They are all straightforward to check. As reference, we refer to the textbook [36].

We denote by \(\text{Hom}\) the degree preserving linear maps, by \(\text{Mor}\) the morphisms of graded manifolds, and by \(\text{Map}\) the general smooth maps which may not preserve degrees.

**A.1 Diffeological spaces**

A *domain* is an open subset of a *cartesian space* \(\mathbb{R}^n, n \geq 0\).

A *diffeological space* is a set \(X\), together with a distinguished family \(\mathcal{D}\) of maps \(U \to X\), where \(U\) is a domain, called the family of *plots* of \(X\), or the *diffeology* on \(X\), such that the three *diffeology axioms* are satisfied:

(i) if \(V \to U\) is a differentiable map between domains, and \(U \to X\) is a plot, then so is the composition \(V \to X\),

(ii) if a map \(U \to X\) is locally (in \(U\)) a plot, then it is a plot,

(iii) every map from the one-point domain \(\mathbb{R}^0\) to \(X\) is a plot.

A map \(f : X \to Y\) is called *smooth*, if the composition of \(f\) with every plot of \(X\) is a plot of \(Y\). A *morphism* of diffeological spaces is a smooth map. Isomorphisms of diffeological spaces are called *diffeomorphisms*. We say \(Y\) is a *diffeological space over* \(X\) (or \(Y\) is a \(X\)-*space*) if we are given a smooth map \(Y \to X\).

Products and fibered products of diffeological spaces are defined in the obvious way. If \(Y\) is a diffeological space over \(X\), and \(U \to X\) is a morphism, we often write the fibered product \(U \times_X Y\) as \(Y|_U\).

We denote by \(\text{Map}(X,Y)\) the set of smooth maps from \(X\) to \(Y\). It is the diffeological space, whose underlying set of points also denoted \(\text{Map}(X,Y)\),
which is characterized by the property
\[ \text{Map}(U, \text{Map}(X, Y)) = \text{Map}(U \times X, Y). \]
(The category of diffeological spaces is *cartesian closed.* Sometimes, we will abbreviate \( \text{Map}(X, Y) \) by \( Y^X \). When we have fixed an interval \( I \subset \mathbb{R} \), we denote \( X^I \) also by \( PX \), and call it the *path space* of \( X \).

If \( Y, Z \) are two diffeological spaces over the diffeological space \( X \), we denote by \( \text{Map}_X(Y, Z) \) the diffeological space of smooth maps over \( X \), whose fiber over \( x \in X \) is the set of maps \( Y|_x \rightarrow Z|_x \). For every diffeological \( X \)-space \( U \), we have
\[ \text{Map}_X(U, \text{Map}_X(Y, Z)) = \text{Map}_X(U \times_X Y, Z). \]
We denote the diffeological space of sections of \( \text{Map}_X(Y, Z) \) over \( X \) by \( \text{Map}_X(Y, Z) \). For a diffeological space \( V \), we have
\[ \text{Map}(V, \text{Map}_X(Y, Z)) = \text{Map}(V \times Y, Z). \]

A diffeology \( \mathcal{D} \) on \( X \) is *finer* than another diffeology \( \mathcal{D}' \), if every \( \mathcal{D} \)-plot is a \( \mathcal{D}' \)-plot. If \( \mathcal{D} \) is finer than \( \mathcal{D}' \), then \( (X, \mathcal{D}) \rightarrow (X, \mathcal{D}') \) is smooth.

Any subset \( Z \) of a diffeological space \( X \) is a diffeological space by endowing it with the coarsest diffeology making the inclusion \( Z \rightarrow X \) smooth (this is the *subspace diffeology*). If \( Z \) is endowed with the subspace diffeology, then a map \( U \rightarrow Z \) is a plot of \( Z \) if and only if the composition \( U \rightarrow X \) is a plot of \( X \).

If \( Z \) is a smooth retract of the diffeological space \( X \), then \( Z \) is diffeomorphic to the image of \( Z \) in \( X \) endowed with the subspace diffeology.

Diffeological spaces are topological spaces: a subset \( V \subset X \) is open if and only if for every plot \( U \rightarrow X \), the inverse image of \( V \) in \( U \) is open in \( U \).

Every manifold \( M \) is a diffeological space by defining a map \( U \rightarrow M \), from a domain \( U \) to \( M \), to be a plot if it is differentiable. A map between manifolds is differentiable, if and only if it is a smooth map of the diffeological spaces defined by the manifolds. The category of manifolds and differentiable maps is a full subcategory of the category of diffeological spaces and smooth maps.

### A.2 Diffeological vector spaces

Let \( X \) be a diffeological space. Following [19], we define a *diffeological vector space* over \( X \), or a *diffeological \( X \)-vector space*, to be a diffeological space \( E \), endowed with a smooth map \( E \rightarrow X \), and vector space structures on all fibers of \( E \rightarrow X \), such that addition \( E \times_X E \rightarrow E \), scalar multiplication \( \mathbb{R} \times E \rightarrow E \) and the zero section \( X \rightarrow E \) are smooth.

For \( X = \mathbb{R}^0 \), we get the definition of diffeological vector space.

Morphisms of diffeological vector spaces over \( X \) are smooth maps, which are fiberwise linear.

Pullbacks of diffeological vector spaces are diffeological vector spaces, and for a diffeological \( X \)-vector space \( E \), the set of global sections \( \Gamma(X, E) \) is a diffeological vector space, in fact a subspace of \( \text{Map}(X, E) \).
A morphism \( \phi : V \to W \) of diffeological vector spaces is an epimorphism if every plot of \( W \) admits local lifts to \( V \). Suppose \( \phi : V \to W \) is an epimorphism of diffeological vector spaces over \( X \). The kernel \( K \) of \( \phi \) is the fibered product

\[
K = V \times_{X,0} W.
\]

The formation of the kernel commutes with arbitrary base changes \( Y \to X \). Moreover, for every section \( s : Y \to W \), the preimage \( V \times_{W,s} Y \) is a principal homogeneous \( K_Y \)-space.

If \( M \) is a manifold, and \( E \) a vector bundle over \( M \), then \( E \) defines a diffeological vector space over \( M \). The category of vector bundles over \( M \), with fiberwise linear differentiable maps is a full subcategory of the category of diffeological vector spaces over \( M \).

For diffeological \( X \)-vector spaces \( E \) and \( F \), we have the diffeological \( X \)-vector space \( \text{Hom}_X(E,F) \) of linear maps from \( E \) to \( F \). (It is a subspace of the space of morphisms \( \text{Map}_X(E,F) \) where \( E \) and \( F \) are considered as \( X \)-spaces without vector spaces structure.) The fiber of \( \text{Hom}_X(E,F) \) over \( x \in X \) is the set of linear maps from \( E|_x \) to \( F|_x \). The set of global sections of \( \text{Hom}_X(E,F) \) is denoted by \( \text{Hom}_X(E,F) \). We also have \( X \)-spaces of (symmetric) multilinear maps from \( E \) to \( F \), and their spaces of global sections.

Let \( M \) be a manifold and \( E \) a vector bundle over \( M \). Let \( I \subset \mathbb{R} \) be an open interval. Let \( PM = \text{Map}(I,M) \) and \( PE = \text{Map}(I,E) \) be the respective path spaces. Then \( PE \) is a diffeological vector space over \( PM \). The fiber of \( PE \) over the path \( a \in PM \) is \( \Gamma(I,a^*E) \).

**Lemma A.1** If \( E = TM \) is the tangent bundle of \( M \), then \( a \mapsto a' \) is a smooth section of \( PTM \to PM \).

**Proof.** This amounts to saying that whenever \( U \times I \to M \) is a differentiable family of paths in \( M \) (\( U \) a domain), then the partial derivative \( U \times I \to TM \) with respect to the second component is again differentiable. \( \square \)

**A.3 Path spaces and connections**

Fix an open interval \( I \subset \mathbb{R} \). Let \( \nabla \) be a connection in the vector bundle \( E \) over the manifold \( M \). In the following, \( dt \) is a formal symbol of cohomological degree 1.

**Lemma A.2** The covariant derivative is a smooth linear map \( \delta : PE \to PE dt \) over \( PM \).

**Proof.** If \( a : I \to M \) is a path in \( M \), the map \( \delta \) is given in the fiber over \( a \) by the covariant derivative of the pullback connection

\[
\Gamma(I,a^*E) 
\to
\Gamma(I,a^*E \otimes \Omega^1_I) = \Gamma(I,a^*E) dt.
\]

To prove that that \( \delta \) is smooth as a map from \( PE \) to \( PE dt \), we need to prove that for every differentiable family of paths \( \alpha : U \times I \to E \), the partial covariant derivative \( dt \nabla_{\frac{\partial}{\partial t}} \) in the direction of \( I \) gives rise to a differentiable map
\((-1)^{|\alpha|}\nabla_{\partial t} \alpha \, dt : U \times I \to E \, dt.\) (The sign \((-1)^{|\alpha|}\) appears if \(E\) is a graded vector bundle.) This is, of course, simply the covariant derivative of the pullback connection \(a^*\nabla : a^*E \to a^*E \otimes \Omega^1_{U \times I},\) followed by the projection \(\Omega^1_{U \times I} \to \Omega^1_I.\) Here \(a : U \times I \to M\) is the projection of \(\alpha\) to \(M.\) □

Often we will suppress \(dt\) from the notation.

Let \(P_{\text{con}}E \subset PE\) be the kernel of \(\delta : PE \to PE.\) It is the diffeological subspace consisting of paths in \(E\) which are horizontal with respect to \(\nabla.\) The fiber of \(P_{\text{con}}E\) over \(a \in PM\) consists of all covariant constant sections of \(a^*E.\)

**Lemma A.3** The map \(P_{\text{con}}E \to PM\) is a vector bundle of rank \(\text{rk} \, E.\) For any point \(t \in I,\) parallel transport gives rise to a pullback diagram of diffeological spaces

\[
\begin{array}{ccc}
P_{\text{con}}E & \xrightarrow{\text{ev}_t} & E \\
\downarrow & & \downarrow \\
PM & \xrightarrow{\text{ev}_t} & M.
\end{array}
\]

More universally,

\[
\begin{array}{ccc}
P_{\text{con}}E \times I & \xrightarrow{\text{ev}} & E \\
\downarrow & & \downarrow \\
PM \times I & \xrightarrow{\text{ev}} & M
\end{array}
\]

is a pullback diagram of diffeological spaces.

**Proof.** Let \(a : U \times I \to M\) be a family of paths in \(M,\) and \(f : U \to I\) a differentiable function. Furthermore, let \(s : U \to E\) be a lift of the composition \(a \circ (\text{id} \times f) : U \to M.\) We need to prove that the associated family of horizontal lifts \(\tilde{s} : U \times I \to E\) is differentiable,

\[
\begin{array}{ccc}
U & \xrightarrow{s} & E \\
\downarrow & & \downarrow \\
(\text{id} \times f) \circ \tilde{s} & \xrightarrow{\tilde{s}} & E \\
\downarrow & & \downarrow \\
U \times I & \xrightarrow{a} & M
\end{array}
\]

which is a standard fact. □

**Lemma A.4** The contraction operator \(\eta : PL \, dt \to PL\) defined in Section 2.2 is a morphism of diffeological vector spaces over \(PM.\)

**Proof.** Fix a plot \(a : U \to PM,\) giving rise to the family of paths \(\bar{a} : U \times I \to M.\) (For this proof it will be appropriate to distinguish between \(a\) and \(\bar{a}.\)) A plot \(\alpha : U \to PL \, dt,\) lying over the plot \(a\) of \(PM,\) is the same thing as a section
of $\tilde{a}^*L$ over $U \times I$. Consider the pullback diagram (see Lemma A.3)
\[ \begin{array}{c}
\begin{array}{c}
P_{\mathrm{con}}L \times I \\
\downarrow \alpha \\
U \times I
\end{array}
\end{array} \quad \begin{array}{c}
\begin{array}{c}
\downarrow \\
\downarrow \alpha \times \mathrm{id}_I \\
PM \times I \\
\downarrow \mathrm{ev}
\end{array}
\end{array} \quad \begin{array}{c}
\begin{array}{c}
\downarrow \\
L \\
\downarrow \\
M.
\end{array}
\end{array} \]
It shows that a section of $\tilde{a}^*L$ over $U \times I$ is the same thing as a dotted arrow. This, in turn, is the same thing as a lift in the diagram
\[ \begin{array}{c}
\begin{array}{c}
P_{\mathrm{con}}L \\
\downarrow \alpha \\
U \times I
\end{array} \quad \begin{array}{c}
\begin{array}{c}
\downarrow \\
\downarrow \alpha \times \mathrm{proj}
\end{array}
\end{array} \quad \begin{array}{c}
\begin{array}{c}
PM, \\
\downarrow
\end{array}
\end{array} \]
or a section of $a^*P_{\mathrm{con}}L$ over $U \times I$:
\[ \begin{array}{c}
\begin{array}{c}
a^*P_{\mathrm{con}}L \\
\downarrow \alpha \\
U \times I
\end{array} \quad \begin{array}{c}
\begin{array}{c}
\downarrow \\
\downarrow \mathrm{proj}
\end{array}
\end{array} \quad \begin{array}{c}
\begin{array}{c}
U \\
\end{array}
\end{array} \]
The associated section $\eta(\alpha)$ is defined by
\[ (x,t) \mapsto (-1)^{|\alpha|} \left( \int_0^t \alpha(x,u) \, du - t \int_0^1 \alpha(x,u) \, du \right), \quad (39) \]
where the integrals are computed inside the fiber of $a^*P_{\mathrm{con}}L$ over $x$, which is $\Gamma_{\mathrm{con}}(I,a^*_2L)$.

To prove that $\eta(\alpha)$ is differentiable is a local claim in $U$, and so we may assume that the vector bundle $a^*P_{\mathrm{con}}L$ over $U$ is trivial. Then $\alpha$ is a map $\alpha : U \times I \to \mathbb{R}^k$ and (39) is visibly differentiable, combining differentiation under the integral sign (for differentiability with respect to $x$), and the fundamental theorem of calculus (for differentiability with respect to $t$). □

**Corollary A.5** We define $P_{\mathrm{con}}E \subset PE$ as the kernel of $\delta^2 : PE \to PE$. It is a vector bundle of rank $2 \mathrm{rk} E$ over $PM$.

**B The curved $L_\infty[1]$-transfer theorem**

**B.1 Symmetric multilinear operations and curved $L_\infty[1]$-algebras**

Let $X$ be a diffeological space. We will adapt the definition of curved $L_\infty[1]$-algebras to diffeological $X$-vector spaces. We refer the readers to [21, 43, 44, 66] for a general introduction to $L_\infty$-algebras.
Let $E$ and $F$ be graded diffeological $X$-vector spaces, concentrated in finitely many positive degrees. Following [30], we denote by $\text{Sym}_X^{n,i}(E, F)$, for $n, i \geq 0$, the diffeological $X$-vector space whose fiber over $x \in X$ is the space of graded symmetric multilinear maps $(E|_x)^n \to F|_x$ of degree $i$. The space of global sections of $\text{Sym}_X^{n,i}(E, F)$ is equal to $\text{Sym}_X^n(E, F)$, the vector space of smooth maps $E \times_X \ldots \times_X F \to F$ which are fiberwise graded symmetric multilinear maps of degree $i$. Note that $\text{Sym}_X^{n,i}(E, F)$ vanishes, as soon as $n + i$ exceeds the highest degree of $F$. We write $\text{Sym}_X^i(E, F) = \bigoplus_{n \geq 0} \text{Sym}_X^{n,i}(E, F)$.

There is a binary operation

$$\text{Sym}_X^i(E, F) \times_X \text{Sym}_X^j(E, E) \to \text{Sym}_X^{i+j}(E, F),$$

defined by

$$(\lambda \circ \mu)(x_1, \ldots, x_n) = \sum_{\sigma \in S_n} (-1)^\sigma \sum_{k=0}^n \frac{1}{k!(n-k)!} \lambda_{n+1-k}(\mu_k(x_{\sigma(1)}), \ldots, x_{\sigma(n)}),$$

for $x_1, \ldots, x_n$ elements of a (common) fiber of $E$. Here $(-1)^\sigma$ is determined by Koszul sign convention. This operation is linear in each argument. It is not associative, but it does satisfy the pre-Lie algebra axiom. In particular, taking $F = E$, the graded commutator with respect to $\circ$ defines the structure of a diffeological graded Lie algebra over $X$ on

$$\text{Sym}_X(E, E) = \bigoplus_{i \geq 0} \text{Sym}_X^i(E, E).$$

In particular, the space of global sections $\text{Sym}_X(E, E)$ is a diffeological graded Lie algebra.

If $\delta$ is a smooth differential in $E$, then $[\delta, \cdot]$ is an induced differential on $\text{Sym}_X(E, E)$ (acting by derivations with respect to the bracket), turning $\text{Sym}_X(E, E)$ into a diffeological differential graded Lie algebra over $X$. The global sections $\text{Sym}_X(E, E)$ form a diffeological differential graded Lie algebra.

If we fix the complex of diffeological $X$-vector spaces $(E, \delta)$, then the structure of a diffeological curved $L_\infty[1]$-algebra on $E$ is a Maurer-Cartan element in $\text{Sym}_X(E, E)$, i.e. a global section $\lambda$ of $\text{Sym}_X^1(E, E)$, satisfying the Maurer-Cartan equation

$$[\delta, \lambda] + \lambda \circ \lambda = 0.$$ 

The case where $\delta = 0$ is no less general than the case of arbitrary $\delta$, because we can always incorporate $\delta$ into $\lambda$ by adding it to $\lambda_1$. In the case where $\delta = 0$, the Maurer-Cartan equation reduces to

$$\lambda \circ \lambda = 0.$$
Nevertheless, for the transfer theorem, the case of general $\delta$ will be important to us.

**Lemma B.1** Suppose $L$ is a vector bundle over the manifold $M$, and $\lambda \in \text{Sym}_M^1(L,L)$ a family of smooth graded symmetric operations in $L$, then we get an induced family of smooth graded symmetric operations $P\lambda \in \text{Sym}_{PM}^1(PL,PL)$.

**Proof.** Consider $PL$ as a diffeological vector space over $X = PM$. Let $a \in PM$ be a path in the base. The fiber of $PL \to PM$ is $\Gamma(I,a^*L)$. The operation $P\lambda$ is given in this fiber as the operation induced on global sections by the pullback $a^*\lambda$. Let us prove that $P\lambda$ is smooth. For this choose a smooth family of paths $a : U \times I \to M$, and a family of lifts $a_1, \ldots, a_n : U \times I \to L$. Then $P\lambda(a_1, \ldots, a_n) : U \times I \to L$ is smooth by the definition of the diffeology on $PL \times_X \cdots \times_X PL$ and the fact that compositions of smooth maps are smooth. □

There is another binary operation

$$\text{Sym}_X^1(E,E) \times_X \text{Sym}_X^0(F,F) \to \text{Sym}_X^0(F,E),$$

defined by

$$(\lambda \bullet \phi)_n(x_1, \ldots, x_n) = \sum_{\sigma \in S_n} (-1)^{\ell} \frac{1}{k!} \sum_{n_1 + \cdots + n_k = n} \frac{1}{n_1! \cdots n_k!} \lambda_k(\phi_{n_1}(x_{\sigma(1)}), \ldots, \phi_{n_k}(\ldots, x_{\sigma(n)})).$$

This operation is linear only in the first argument, but it is associative.

If $\lambda$ and $\mu$ are curved $L_\infty[1]$-structures on $(E,\delta)$ and $(F,\delta')$, respectively, and $\phi \in \text{Sym}^0(E,F)$, then $\phi$ is a morphism of diffeological curved $L_\infty[1]$-algebras if

$$\phi \circ (\delta + \lambda) = (\delta' + \mu) \bullet \phi.$$  

The proof from [30], that any composition of morphisms of curved $L_\infty[1]$-algebras is another morphism of curved $L_\infty[1]$-algebras, carries over to this more general context.

For example, if $\lambda$ is a curved $L_\infty[1]$-structure on $(E,\delta)$, and $F \subset E$ is a subcomplex preserved by all operations $\lambda$, then the inclusion $F \to E$, without any higher correction terms is a morphisms of curved $L_\infty[1]$-algebras. We say that $F$ is a curved $L_\infty[1]$-subalgebra of $E$.

**B.2 The transfer theorem**

Let $M$ be a manifold, and $(L,\delta)$ a complex of diffeological vector spaces over $M$. Assume that $L = L^1 \oplus \cdots L^{n+1}$ is concentrated in finitely many positive
degrees. Assume also given a descending filtration
\[ L = F_0 L \supset F_1 L \supset \ldots \]
on \( L \), such that both the grading and the differential \( \delta \) are compatible with \( F \).
We assume that \( F_k L = 0 \), for \( k \gg 0 \).

Let \( \eta \) be a smooth map of degree \(-1\) on \( L \), which is compatible with the filtration \( F \), and satisfies the two conditions
\[ \eta^2 = 0, \quad \eta \delta \eta = \eta. \]
(We call \( \eta \) a contraction of \( \delta \).)

Under these hypotheses, \( \delta \eta \) and \( \eta \delta \) are idempotent operators on \( L \). We define
\[ H = \ker[\delta, \eta] = \ker(\delta \eta) \cap \ker(\eta \delta) = \text{im}(\text{id}_L - [\delta, \eta]). \]
Then \( H \) is a graded diffeological vector subspace of \( L \). Let us write \( \iota: H \rightarrow L \) for the inclusion, and \( \pi: L \rightarrow H \) for the projection. We have
\[ \iota \pi = \text{id}_L - [\delta, \eta], \quad \pi \iota = \text{id}_H. \]

We write \( \delta \) also for the induced differential on \( H \). Then \( \iota: (H, \delta) \rightarrow (L, \delta) \) is a homotopy equivalence with homotopy inverse \( \pi \).

Let \( \lambda = (\lambda_k)_{k \geq 0} \) be a curved \( \mathbb{L}_\infty[1] \)-structure in \( (L, \delta) \). We assume that this \( \mathbb{L}_\infty[1] \)-structure is nilpotent, i.e., that \( \lambda \) increases the filtration degree by 1. This means that, for \( n \geq 1 \), we have \( \lambda_n(F_{k_1}, \ldots, F_{k_n}) \subset F_{k_1 + \ldots + k_n + 1} \). It puts no restriction on \( \lambda_0 \). (This convention on \( \lambda_0 \) is different from [27, 30]. In [27, 30], it is assumed that the image of \( \lambda_0 \) is contained in \( F_1 L^1 \). We do not need this stronger requirement, because all our \( \mathbb{L}_\infty[1] \)-algebras are in bounded degree.)

**Proposition B.2 (Transfer Theorem)** There is a unique \( \phi \in \text{Sym}^0(H, L) \) satisfying the equation
\[ \phi = \iota - \eta \lambda \bullet \phi. \] (40)

**Proof.** The proof in [30] applies to our situation. Our assumptions imply that the number of internal nodes (i.e., nodes of valence at least 2) is bounded above by the highest filtration degree in \( L \), and the valence of all nodes is bounded by the highest degree in \( L \). This bounds the number of trees itself, and hence the number of transferred operations.

For the last part, since the curved \( \mathbb{L}_\infty[1] \)-algebras are assumed to be bounded positively graded and nilpotent, one may modify the approach in [10] to obtain the transferred projection \( \tilde{\pi} \). □
Remark B.3 One can find $\phi : H \to L$ (and $\mu$) explicitly by solving (40) recursively. The result is as follows.

Consider rooted trees with a positive number $n$ of leaves, and a non-negative number of nodes. For every such tree define an element of $S^{n,0}(H,L)$ by decorating each leaf (an edge without a node at the top) with $\iota$, each node with the applicable $\lambda_k$, and all edges other than leaves with $\eta$. See Figure (1a) for an example. (So the root is labeled with $\eta$, unless the root is a leaf, which happens only for the tree without any nodes as in Figure (1b).) Then $\phi$ is equal to the sum over all such trees of the corresponding element of $S^0(H,L)$ with proper coefficients. Since $\lambda$ is nilpotent, only finitely many trees give non-zero contributions.

Consider also rooted trees with a non-negative number $n$ of leaves, and a positive number of nodes. For every tree of this kind, define an element of $S^{n,1}(H,H)$ by decorating each leaf with $\iota$, each node with the applicable $\lambda_k$, all internal edges with $\eta$, and the root with $\pi$. See Figure (2a) for an example. Then $\mu$ is equal to the sum over all such trees of the corresponding element of $S^1(H,H)$ with proper coefficients. Again, only finitely many trees contribute to the sum.

A priori, one may have a tree with $\lambda_0$ labeled at a node such as Figure (2b). Nevertheless, it follows from our degree assumptions that $\eta(\lambda_0) = 0$, and thus the terms associated with such trees vanish except the transferred curvature $\pi(\lambda_0)$.

In the homotopy transfer theorem for non-curved $L_\infty[1]$-algebras [4, 26], the cochain differential $\delta$ is assumed to be the first bracket, and $\lambda$ consists of the operations with two or more inputs. Thus, the nodes in the tree formulas [26] have at least two ascending edges, while the nodes in our trees may have only one ascending edge as in Figure (2a).

Remark B.4 Consider the case $\lambda = \lambda_1$. Then $\eta \lambda$ and $\lambda \eta$ are nilpotent linear operators on $L$. The transfer theorem yields

$$\phi = \phi_1 = (1 + \eta \lambda)^{-1} \iota,$$
(a) A tree for transferred operations

(b) An ignorable tree

Figure 2: Decorated trees in the formulas of transferred operations

and
\[ \mu = \mu_1 = \pi \lambda (1 + \eta \lambda)^{-1} \iota = \pi (1 + \lambda \eta)^{-1} \lambda \iota. \]

In this case we have more: if we define
\[ \bar{\pi} = \pi (1 + \lambda \eta)^{-1} \quad \text{and} \quad \bar{\eta} = \eta (1 + \lambda \eta)^{-1} = (1 + \eta \lambda)^{-1} \eta, \]

we obtain a deformation of the ‘context’ given by the pair \((\delta, \eta)\). In fact, \(\phi: (H, \delta + \mu) \to (L, \delta + \lambda)\) and \(\bar{\pi}: (L, \delta + \lambda) \to (H, \delta + \mu)\) are homomorphisms of complexes, \(\bar{\pi} \phi = \text{id}_H\), and \(\phi \bar{\pi} = \text{id}_L [\delta + \lambda, \bar{\eta}]\). This is a special case of the homological perturbation lemma \([14, 24]\).

**Remark B.5** In the general case, we always have
\[ \phi_1 = (1 + \eta \lambda_1)^{-1} \iota, \]
\[ \mu_0 = \pi (\lambda_0), \quad \mu_1 = \pi \lambda_1 (1 + \eta \lambda_1)^{-1} \iota = \pi (1 + \lambda \eta_1)^{-1} \lambda_1 \iota, \]

as well as
\[ \bar{\pi}_1 = \pi (1 + \lambda_1 \eta)^{-1}. \]

**Remark B.6** Let \(P \in M\) be a point. Since \(\bar{\pi}_1 \circ \phi_1 = \text{id}\), we have that \(\phi_1: H^1 \to L^1\) is an isomorphism onto a subbundle of \(L^1\), and thus \(\mu_0(P) = 0\) is equivalent to \(\lambda_0(P) = 0\). In other words, the Maurer-Cartan loci of \((M, H, \delta + \mu)\) and \((M, L, \delta + \lambda)\) are equal.

Suppose \(P\) is a Maurer-Cartan point. Then \((H|_P, \delta + \mu_1)\) and \((L|_P, \delta + \lambda_1)\) are complexes of vector spaces, and \(\phi_1\) is a morphism of complexes. In fact,
\[ \phi_1: (H|_P, \delta + \mu_1) \to (L|_P, \delta + \lambda_1) \]

is a quasi-isomorphism. To prove it, considering the spectral sequence induced by the given filtration, one can reduce the proof to the fact that
\[ \iota: (H|_P, \delta) \to (L|_P, \delta) \]

is a quasi-isomorphism.
Remark B.6 leads to the following:

**Proposition B.7** Let \((M, L, \delta + \lambda)\) be a derived manifold, and \((M, H, \delta + \mu)\) the derived manifold obtained from applying the transfer theorem to \((M, L, \delta + \lambda)\). The transferred inclusion \((\text{id}, \phi) : (M, H, \delta + \mu) \to (M, L, \delta + \lambda)\) is a weak equivalence of derived manifolds.

**Proof.** By Remark B.6, it suffices to show that for any Maurer-Cartan point \(P \in M\), the vertical maps

\[
\begin{array}{ccc}
TM|_P & \longrightarrow & \tilde{H}^1|_P \\
\downarrow \text{id} & & \downarrow \phi_1|_P \\
TM|_P & \longrightarrow & \tilde{L}^1|_P
\end{array}
\]

form a quasi-isomorphism, where \(\tilde{H}^1 = \ker(\mu_1|_{H^1})\) and \(\tilde{L}^1 = \ker(\lambda_1|_{L^1})\). By Remark B.6 again, the map \(\phi_1|_P : \tilde{H}^1|_P \to \tilde{L}^1|_P\) is an isomorphism of vector spaces. Thus the vertical maps are an isomorphism of complexes and, in particular, a quasi-isomorphism. \(\square\)

**Example B.8** The natural filtration of \(L\) is given by

\[
F_k L = \bigoplus_{i \geq k} L^i.
\]

Every \(L_\infty[1]\)-structure on \(L\) is filtered with respect to this natural filtration.

**Example B.9** In the proof of Lemma 3.7, we need the following variation of the natural filtration \(F\) at level \(n\). In fact, we define

\[
\tilde{F}_k = F_k, \quad \text{for all } k \neq n, n + 1,
\]

and

\[
\begin{align*}
\tilde{F}_n &= \bigoplus_{j \geq n-1} L^j, \\
\tilde{F}_{n+1} &= \bigoplus_{j \geq n+1} L^j.
\end{align*}
\]

The claim (which is easy to check) is that the only operation which is not of filtered degree 1 with respect to \(\tilde{F}\) is \(\lambda_1 : L^n \to L^{n+1}\).

**C Path space construction**

In this section, we present constructions of an infinite dimensional dg manifolds and derived manifolds of path spaces. The first subsection is to use AKSZ
construction, while the second subsection is to apply the derived manifold construction in Section 1.5 formally to vector bundles of path spaces.

The discussion here aims to give a heuristic reasoning as to where the curved $L_\infty[1]$-structure formula in Proposition 2.5 comes from.

We will not address the subtle issues such as in which sense a path space is an infinite dimensional smooth manifold. It can be understood as a smooth manifold in the sense of diffeology as in Section A or in the sense of [55].

C.1 Mapping spaces: algebraic approach

Let $L = \bigoplus_{i=1}^n L^i$ be a graded vector bundle over a manifold $M$, and $\mathcal{M} = (M, \mathscr{A})$ the associated graded manifold of amplitude $[1,n]$. For any $P \in M$, $l \in L|_P$, one has the evaluation map

$$ev_l : \Gamma(M, \mathscr{A}) \xrightarrow{ev_P} \text{Sym} L^\vee|_P \to \mathbb{R},$$

where the second map is the evaluation of a polynomial on $L|_P$ at $l$.

**Lemma C.1** The evaluation map defines a bijection from $L$ to the algebra morphism (which may not preserve degrees) from $\Gamma(M, \mathscr{A})$ to $\mathbb{R}$.

**Proof.** It is clear that $ev_l$ is an algebra morphism. Conversely, let $\phi : \Gamma(M, \mathscr{A}) \to \mathbb{R}$ be an algebra morphism. Then $\phi$ is uniquely determined by its restriction to the generators $\Gamma(M, \mathcal{O}_M) \oplus \Gamma(M, L'^i)$. Decomposing the restriction according to degrees, we have

(i) an algebra morphism $\phi_0 : \Gamma(M, \mathcal{O}_M) \to \mathbb{R}$, and

(ii) $\phi_i : \Gamma(M, L^i|_P) \to \mathbb{R}$ such that

$$\phi_i(ab) = \phi_0(a)\phi_i(b),$$

for any $a \in \Gamma(M, \mathcal{O}_M), b \in \Gamma(M, L^i|_P)$.

It is well-known that such an algebra morphism $\phi_0$ is of the form $ev_P$ for some $P \in M$, and such a map $\phi_i$ is equal to $ev_l$ for some $l \in L^i|_P$. □

**Proposition C.2** There is a bijection between $TL[-1]$ and the set of algebra morphisms from $\Gamma(M, \mathscr{A})$ to $\Gamma(*, \mathbb{R}[1]) \cong \mathbb{R} \oplus \mathbb{R}[-1]$.

**Proof.** Let $\psi : \Gamma(M, \mathscr{A}) \to \mathbb{R} \oplus \mathbb{R}[-1]$ be any algebra morphism, and let $\psi^0$ and $\psi^1$ be the compositions of $\psi$ followed by the projections onto $\mathbb{R}$ and $\mathbb{R}[-1]$, respectively. Since $\psi$ is algebra morphism, so is $\psi^0$. Thus $\psi^0 = ev_l$ for some $l \in L$.

Since $\psi$ is an algebra morphism, from the algebra morphism property

$$(\psi^0 + \psi^1)(ab) = (\psi^0 + \psi^1)(a)(\psi^0 + \psi^1)(b),$$
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it follows that
\[
\psi^1(ab) = \psi^1(a)\psi^0(b) + \psi^0(a)\psi^1(b)
\]
\[
= \psi^1(a)\operatorname{ev}_1(b) + \operatorname{ev}_1(a)\psi^1(b)
\]
for any \(a, b \in \Gamma(M, \mathcal{A})\). Therefore \(\psi^1\) can be identified with a tangent vector in \(TL[1]\). This completes the proof. \(\square\)

Identifying mapping spaces with algebra morphisms of function algebras in the converse direction, we therefore have that
\[
\text{Map}(\mathbb{R}[1], \mathcal{A}) \cong T\mathcal{M}[-1]. \tag{41}
\]
Note that (41) is well-known. Here we follow the algebraic approach as in [33, Section 3.2.2].

### C.2 Motivation: AKSZ

Recall the following folklore concerning graded manifolds and dg manifolds following AKSZ [2, 18, 43]. Here we follow [18] closely. Let \(\mathcal{N}\) and \(\mathcal{M}\) be graded manifolds. Then \(\text{Map}(\mathcal{N}, \mathcal{M})\) is a (usually infinite dimensional) graded manifold satisfying
\[
\text{Mor}(\mathbb{Z} \times \mathcal{N}, \mathcal{M}) \cong \text{Mor}(\mathbb{Z}, \text{Map}(\mathcal{N}, \mathcal{M})).
\]

If, moreover, both \(\mathcal{N}\) and \(\mathcal{M}\) are dg manifolds, then homological vector fields on \(\mathcal{N}\) and \(\mathcal{M}\) induce a homological vector field \(Q_{\text{Map}(\mathcal{N}, \mathcal{M})}\) so that \((\text{Map}(\mathcal{N}, \mathcal{M}), Q_{\text{Map}(\mathcal{N}, \mathcal{M})})\) is a dg manifold.

Indeed, we have
\[
Q_{\text{Map}(\mathcal{N}, \mathcal{M})} := \phi^L(Q_N) + \phi^R(Q_M),
\]
where \(Q^L_N\) and \(Q^R_M\) denote the homological vector fields on \(\mathcal{N}\) and \(\mathcal{M}\), respectively, and \(\phi^L\) and \(\phi^R\) are the natural morphisms:
\[
\begin{array}{ccc}
\mathfrak{X}(\mathcal{N}) & \xrightarrow{\phi^L} & \mathfrak{X}(\text{Map}(\mathcal{N}, \mathcal{M})) & \xrightarrow{\phi^R} & \mathfrak{X}(\mathcal{M}).
\end{array}
\]

Now let \(\mathcal{N} = TI[1]\) be the natural dg manifold with the homological vector field \(Q_N\) being the de Rham differential, and \(\mathcal{M} = (M, L, \lambda)\) be a derived manifold with homological vector field \(Q\) on \(\mathcal{M}\). Then it is known [18, 43] that as a graded manifold: (See also [11] and Proposition C.2)
\[
\begin{align*}
\text{Map}(\mathcal{N}, \mathcal{M}) & = \text{Map}(TI[1], \mathcal{M}) \\
& = \text{Map}(I \times \mathbb{R}[1], \mathcal{M}) \\
& = \text{Map}(I, \text{Map}(\mathbb{R}[1], \mathcal{M})) \\
& \cong \text{Map}(I, T\mathcal{M}[-1]) \\
& = PT\mathcal{M}[-1] \\
& \cong T(P\mathcal{M})[-1].
\end{align*}
\]
Moreover, \( \phi^L(Q_{\tau}) = \iota \tau \), where \( \tau \in \mathfrak{X}(P, \mathbb{M}) \) is the tautological vector field on \( P, \mathbb{M} \), and \( \phi^R(Q) = \widehat{PQ}[-1] \), the shifted complete lift on \( T(P, \mathbb{M})[-1] \) of the homological vector field \( PQ \in \mathfrak{X}(P, \mathbb{M}) \). As a consequence, it follows that \( (T(P, \mathbb{M})[-1], \iota \tau + \widehat{PQ}[-1]) \) is an (infinite dimensional) dg manifold.

We summarize the discussion above in the following

**Proposition C.3** Let \( \tau \in \mathfrak{X}(P, \mathbb{M}) \) be the tautological vector field on \( P, \mathbb{M} \), then \( (T(P, \mathbb{M})[-1], \iota \tau + \widehat{PQ}[-1]) \) is a dg manifold.

### C.3 Path space of derived manifolds

Indeed, the fact above can be derived from a direct argument. The flow of \( \tau \) is simply just a linear re-parameterization of the path space, which preserves the path derived manifold \( P, \mathbb{M} = (PM, PL, P\lambda) \). It thus follows that

\[
[\tau, PQ] = 0,
\]

where \( PQ \) denotes the corresponding homological vector field on \( P, \mathbb{M} \). See Remark 1.40.

From the proof of Proposition 1.39 it follows that \( \iota \tau + \widehat{PQ}[-1] \) is indeed a homological vector field on \( T(P, \mathbb{M})[-1] \).

It is simple to see that \( \tau \in \mathfrak{X}(P, \mathbb{M}) \) is indeed a linear vector field on the underlying vector bundle \( \pi : PL \to PM \), and

\[
\pi_* \tau = D \in \mathfrak{X}(PM),
\]

where \( D \) denotes the tautological vector field on \( PM \). Choose a connection \( \nabla \) on \( L \to M \), which induces a connection on \( PL \to PM \). Now we can apply Proposition 1.39 formally to the path derived manifold \( P, \mathbb{M} = (PM, PL, P\lambda) \) to obtain the path space of shifted tangent bundle.

We need a lemma first.

Given a path \( l : I \to L \) in \( L \), let \( a(t) = \pi(l(t)), t \in I \), be its corresponding path in \( M \). Then \( l(t) \in T_{l(t)} L \) and

\[
\pi_*(l(t)) = \dot{a}(t) \in T_{a(t)} M
\]

By \( \dot{a}(t)|_{l(t)} \in T_{l(t)} L \), we denote the horizontal lift of \( \dot{a}(t) \in T_{a(t)} M \) at \( l(t) \).

The following lemma is standard. See [46, Theorem 12.32] or [42, page 114].

**Lemma C.4**

\[
\dot{l}(t) = \dot{a}(t)|_{l(t)} + \nabla_{\dot{a}(t)} l(t)
\]

as tangent vectors at \( T_{l(t)} L \)

Applying Proposition 1.39 formally to this situation, we obtain the following:
Proposition C.5 Let $\mathcal{M} = (M, L, \lambda)$ be a derived manifold, and $\nabla$ a connection on $L$. Then $(PM, PT_M dt \oplus PL dt \oplus PL, D + \delta + P\mu)$ is a derived manifold, where $\mu = \lambda + \lambda + \nabla \lambda$ are as in Proposition 1.35, and $\delta : PL \to PL dt$ is the degree 1 map defined by $\delta(l(t)) = (-1)^{l(t)} l(t)$.

As a consequence, for every path $a : I \to M$ in $M$, we get an induced curved $L_\infty[1]$-structure in the vector space $\Gamma(I, a^*(T_M \oplus L) dt \oplus a^* L)$ by restricting to the fiber $a \in PM$.

As $\delta^2 = 0$, it induces the structure of a complex on $\Gamma(I, a^*(T_M \oplus L) dt \oplus a^* L)$. Also note that $D|_{a^\mathcal{M}}$ is the derivative $a' dt \in \Gamma(I, a^* T_M) dt$. It is simple to see that the resulting $L_\infty[1]$-operations on $\Gamma(I, a^*(T_M \oplus L) dt \oplus a^* L)$ are exactly those in Proposition 2.6.

We summarize it in the following

Corollary C.6 Let $\delta$ be the covariant derivative of the pullback connection $a^* \nabla$ over $a \in PM$. The sum $a' dt + a^* \mu$ is a curved $L_\infty[1]$-structure on the complex $(\Gamma(I, a^* T_M \mathcal{M} [-1]), \delta) = (\Gamma(I, a^* (T_M \oplus L) dt \oplus a^* L), \delta)$.

References

[1] Ralph Abraham and Jerrold E. Marsden. *Foundations of mechanics*. Benjamin/Cummings Publishing Co., Inc., Advanced Book Program, Reading, Mass., 1978. Second edition, revised and enlarged, With the assistance of Tudor Ratiu and Richard Cushman.

[2] M. Alexandrov, A. Schwarz, O. Zaboronsky, and M. Kontsevich. The geometry of the master equation and topological quantum field theory. *Internat. J. Modern Phys. A*, 12(7):1405–1429, 1997.

[3] Lino Amorim and Junwu Tu. The Inverse function theorem for curved $L$-infinity spaces. *arXiv:2008.01747*, August 2020.

[4] Ruggero Bandiera. Descent of Deligne-Getzler $\infty$-groupoids. *arXiv:1705.02880*, May 2017.

[5] Ruggero Bandiera and Marco Manetti. Algebraic models of local period maps and Yukawa algebras. *Lett. Math. Phys.*, 108(9):2055–2097, 2018.

[6] Marjorie Batchelor. The structure of supermanifolds. *Trans. Amer. Math. Soc.*, 253:329–338, 1979.

[7] Kai Behrend. Differential Graded Schemes I: Perfect Resolving Algebras. *arXiv:math/0212225*, December 2002.

[8] Kai Behrend. Differential Graded Schemes II: The 2-category of Differential Graded Schemes. *arXiv:math/0212226*, December 2002.

[9] Kai Behrend and Ping Xu. Differentiable stacks and gerbes. *J. Symplectic Geom.*, 9(3):285–341, 2011.
[10] Alexander Berglund. Homological perturbation theory for algebras over operads. *Algebr. Geom. Topol.*, 14(5):2511–2548, 2014.

[11] Giuseppe Bonavolontà and Norbert Poncin. On the category of Lie \( n \)-algebroids. *J. Geom. Phys.*, 73:70–90, 2013.

[12] Dennis Borisov and Justin Noel. Simplicial approach to derived differential manifolds. *arXiv:1112.0033*, November 2011.

[13] Kenneth S. Brown. Abstract homotopy theory and generalized sheaf cohomology. *Trans. Amer. Math. Soc.*, 186:419–458, 1973.

[14] R. Brown. The twisted Eilenberg-Zilber theorem. In *Simposio di Topologia (Messina, 1964)*, pages 33–37. Edizioni Oderisi, Gubbio, 1965.

[15] David Carchedi and Dmitry Roytenberg. Homological Algebra for Superalgebras of Differentiable Functions. *arXiv:1212.3745*, December 2012.

[16] David Carchedi and Dmitry Roytenberg. On theories of superalgebras of differentiable functions. *Theory Appl. Categ.*, 28:No. 30, 1022–1098, 2013.

[17] Alberto S. Cattaneo. From topological field theory to deformation quantization and reduction. In *International Congress of Mathematicians. Vol. III*, pages 339–365. Eur. Math. Soc., Zürich, 2006.

[18] Alberto S. Cattaneo and Florian Schätz. Introduction to supergeometry. *Rev. Math. Phys.*, 23(6):669–690, 2011.

[19] J. Daniel Christensen and Enxin Wu. Tangent spaces and tangent bundles for diffeological spaces. *Cah. Topol. Géom. Différ. Catég.*, 57(1):3–50, 2016.

[20] Ionuț Ciocan-Fontanine and Mikhail Kapranov. Derived Quot schemes. *Ann. Sci. École Norm. Sup. (4)*, 34(3):403–440, 2001.

[21] Ionuț Ciocan-Fontanine and Mikhail Kapranov. Virtual fundamental classes via dg-manifolds. *Geom. Topol.*, 13(3):1779–1804, 2009.

[22] Denis-Charles Cisinski. Invariance de la \( K \)-théorie par équivalences dérivées. *J. K-Theory*, 6(3):505–546, 2010.

[23] Kevin J. Costello. A geometric construction of the witten genus, ii. *arXiv:1112.0816*, 2011.

[24] M. Crainic. On the perturbation lemma, and deformations. *arXiv:math/0403266*, March 2004.

[25] Edited Pierre Deligne, Pavel Etingof, Daniel S. Freed, Lisa C. Jeffrey, David Kazhdan, John W. Morgan, David R. Morrison, and Edward Witten. Quantum fields and strings. a course for mathematicians. In *Material from the Special Year on Quantum Field Theory held at the Institute for Advanced Study*. American Mathematical Society, 1999.
[26] D. Fiorenza and M. Manetti. \( L_\infty \) structures on mapping cones. \textit{Algebra Number Theory}, 1(3):301–330, 2007.

[27] Kenji Fukaya. Deformation theory, homological algebra and mirror symmetry. In \textit{Geometry and physics of branes (Como, 2001)}, Ser. High Energy Phys. Cosmol. Gravit., pages 121–209. IOP, Bristol, 2003.

[28] Kenji Fukaya, Yong-Geun Oh, Hiroshi Ohta, and Kaoru Ono. \textit{Kuranishi Structures and Virtual Fundamental Chains}. Springer Monographs in Mathematics. Springer, 2020.

[29] Ezra Getzler. Lie theory for nilpotent \( L_\infty \)-algebras. \textit{Ann. of Math. (2)}, 170(1):271–301, 2009.

[30] Ezra Getzler. Maurer-Cartan elements and homotopical perturbation theory. \textit{arXiv:1802.06736}, February 2018.

[31] Ryan Grady and Owen Gwilliam. \( L_\infty \) spaces and derived loop spaces. \textit{New York J. Math.}, 21:231–272, 2015.

[32] Ryan Grady and Owen Gwilliam. Lie algebroids as \( L_\infty \) spaces. \textit{J. Inst. Math. Jussieu}, 19(2):487–535, 2020.

[33] Frederic Helein. An introduction to supermanifolds and supersymmetry. \textit{arXiv:2006.01870}, June 2020.

[34] André Henriques. Integrating \( L_\infty \)-algebras. \textit{Compos. Math.}, 144(4):1017–1045, 2008.

[35] Vladimir Hinich. DG coalgebras as formal stacks. \textit{J. Pure Appl. Algebra}, 162(2-3):209–250, 2001.

[36] P. Iglesias-Zemmour. \textit{Diffeology}, volume 185 of \textit{Mathematical Surveys and Monographs}. American Mathematical Society, Providence, RI, 2013.

[37] Madeleine Jotz Lean. Lie 2-algebroids and matched pairs of 2-representations: a geometric approach. \textit{Pacific J. Math.}, 301(1):143–188, 2019.

[38] Dominic Joyce. A new definition of Kuranishi space. \textit{arXiv:1409.6908}, September 2014.

[39] Dominic Joyce. An introduction to d-manifolds and derived differential geometry. In \textit{Moduli spaces}, volume 411 of \textit{London Math. Soc. Lecture Note Ser.}, pages 230–281. Cambridge Univ. Press, Cambridge, 2014.

[40] Dominic Joyce. Kuranishi spaces as a 2-category. In \textit{Virtual fundamental cycles in symplectic topology}, volume 237 of \textit{Math. Surveys Monogr.}, pages 253–298. Amer. Math. Soc., Providence, RI, 2019.
[41] M. Kapranov. Injective resolutions of $BG$ and derived moduli spaces of local systems. *J. Pure Appl. Algebra*, 155(2-3):167–179, 2001.

[42] Shoshichi Kobayashi and Katsumi Nomizu. *Foundations of differential geometry. Vol I*. Interscience Publishers, a division of John Wiley & Sons, New York-London, 1963.

[43] Denis Kochan and Pavol Severa. Differential gorms, differential worms. *arXiv:math/0307303*, July 2003.

[44] Tom Lada and Martin Markl. Strongly homotopy Lie algebras. *Comm. Algebra*, 23(6):2147–2161, 1995.

[45] Tom Lada and Jim Stasheff. Introduction to SH Lie algebras for physicists. *Internat. J. Theoret. Phys.*, 32(7):1087–1103, 1993.

[46] Jeffrey M. Lee. *Manifolds and differential geometry*, volume 107 of *Graduate Studies in Mathematics*. American Mathematical Society, Providence, RI, 2009.

[47] Hsuan-Yi Liao, Mathieu Stiénon, and Ping Xu. Formality theorem for differential graded manifolds. *C. R. Math. Acad. Sci. Paris*, 356(1):27–43, 2018.

[48] Jacob Lurie. *Derived algebraic geometry*. ProQuest LLC, Ann Arbor, MI, 2004. Thesis (Ph.D.)–Massachusetts Institute of Technology.

[49] Kirill C. H. Mackenzie and Ping Xu. Classical lifting processes and multiplicative vector fields. *Quart. J. Math. Oxford Ser. (2)*, 49(193):59–85, 1998.

[50] Andrew W. Macpherson. The universal property of derived geometry. *arXiv:1701.08359*, January 2017.

[51] Martin Markl. *Deformation theory of algebras and their diagrams*, volume 116 of *CBMS Regional Conference Series in Mathematics*. Published for the Conference Board of the Mathematical Sciences, Washington, DC; by the American Mathematical Society, Providence, RI, 2012.

[52] Rajan Amit Mehta. *Supergroupoids, double structures, and equivariant cohomology*. ProQuest LLC, Ann Arbor, MI, 2006. Thesis (Ph.D.)–University of California, Berkeley.

[53] Rajan Amit Mehta. $Q$-algebroids and their cohomology. *J. Symplectic Geom.*, 7(3):263–293, 2009.

[54] Rajan Amit Mehta, Mathieu Stiénon, and Ping Xu. The Atiyah class of a dg-vector bundle. *C. R. Math. Acad. Sci. Paris*, 353(4):357–362, 2015.

[55] Peter W. Michor. *Manifolds of differentiable mappings*, volume 3 of *Shiva Mathematics Series*. Shiva Publishing Ltd., Nantwich, 1980.
[56] John W. Milnor and James D. Stasheff. *Characteristic classes*. Princeton University Press, Princeton, N. J.; University of Tokyo Press, Tokyo, 1974. Annals of Mathematics Studies, No. 76.

[57] Joost Nuiten. Lie algebroids in derived differential topology. *Thesis (Ph.D.)—Universiteit Utrecht*, 2018.

[58] Mauro Porta. Gaga theorems in derived complex geometry. *J. Algebraic Geom.*, 28(3):519–565, 2019.

[59] J. P. Pridham. Unifying derived deformation theories. *Adv. Math.*, 224(3):772–826, 2010.

[60] J. P. Pridham. Presenting higher stacks as simplicial schemes. *Adv. Math.*, 238:184–245, 2013.

[61] J. P. Pridham. An outline of shifted Poisson structures and deformation quantisation in derived differential geometry. *arXiv:1804.07622*, April 2018.

[62] J.P. Pridham. A differential graded model for derived analytic geometry. *Adv. Math.*, 360:106922, 2020.

[63] Dmitry Roytenberg. On the structure of graded symplectic supermanifolds and Courant algebroids. In *Quantization, Poisson brackets and beyond (Manchester, 2001)*, volume 315 of *Contemp. Math.*, pages 169–185. Amer. Math. Soc., Providence, RI, 2002.

[64] Reyer Sjamaar and Eugene Lerman. Stratified symplectic spaces and reduction. *Ann. of Math. (2)*, 134(2):375–422, 1991.

[65] David I. Spivak. Derived smooth manifolds. *Duke Math. J.*, 153(1):55–128, 2010.

[66] Jim Stasheff. Differential graded Lie algebras, quasi-Hopf algebras and higher homotopy algebras. In *Quantum groups (Leningrad, 1990)*, volume 1510 of *Lecture Notes in Math.*, pages 120–137. Springer, Berlin, 1992.

[67] Bertrand Toën and Gabriele Vezzosi. Homotopical algebraic geometry. II. Geometric stacks and applications. *Mem. Amer. Math. Soc.*, 193(902):x+224, 2008.

[68] Th. Th. Voronov. Q-manifolds and higher analogs of Lie algebroids. In *XXIX Workshop on Geometric Methods in Physics*, volume 1307 of *AIP Conf. Proc.*, pages 191–202. Amer. Inst. Phys., Melville, NY, 2010.

[69] Pavol Ševera. Some title containing the words “homotopy” and “symplectic”, e.g. this one. In *Travaux mathématiques. Fasc. XVI*, volume 16 of *Truv. Math.*, pages 121–137. Univ. Luxemb., Luxembourg, 2005.

[70] Pavol Ševera. Letters to Alan Weinstein about Courant algebroids. *arXiv:1707.00265*, July 2017.
[71] Kentaro Yano and Shigeru Ishihara. *Tangent and cotangent bundles: differential geometry*. Marcel Dekker, Inc., New York, 1973. Pure and Applied Mathematics, No. 16.

Kai Behrend, Department of Mathematics, University of British Columbia
E-mail address: behrend@math.ubc.ca

Hsuan-Yi Liao, Department of Mathematics, National Tsing Hua University
E-mail address: hyliao@math.nthu.edu.tw

Ping Xu, Department of Mathematics, Pennsylvania State University
E-mail address: ping@math.psu.edu