Monthly daily-mean rainfall forecast over Indonesia using machine learning and artificial intelligence ensemble
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Abstract. A daily mean rainfall in a month forecast method is presented in this paper. The method provides spatial forecast over Indonesia and employs ensemble of Machine Learning and Artificial Intelligence algorithms as its forecast models. Each spatial grid in the forecast output is processed as an individual dataset. Therefore, each location in the forecast output has different stacked ensemble models as well as their model parameter settings. Furthermore, the best ensemble model is chosen for each spatial grid. The input dataset of the model consists of eight climate data (i.e., East and West Dipole Mode Index, Outgoing Longwave Radiation, Southern Oscillation Index, and Nino 1.2, 3, 4, 3.4) and monthly rainfall reanalysis data, ranging from January 1982 until December 2019. There are four assessment procedures performed on the models: daily mean rainfall establishment as a response function of climate patterns, and one-up to three-month lead forecast. The results show that, based on their performance, these non-Physical models are considerable to complement the existing forecast models.

1. Introduction

Atmospheric circulation at every location influences climatic condition everywhere on earth. This phenomenon is known as teleconnection and driven mainly by the results of fluid dynamic interaction between atmosphere and ocean [1] [2] [3] [4]. The behaviour of teleconnection in numerical atmospheric model has been investigated in some researches [5] [6] [7]. Given a set of initial states, numerical atmospheric models apply physics formula to forecast the future state of atmosphere variables. Since atmospheric teleconnection means that the condition of atmosphere in a particular location is triggered by events at distant locations, then the model aiming to capture the teleconnection process should be a global model. In global model, there are grids representing earth regardless they are evenly or unevenly distributed in distance. The representation of earth as grids is needed by the model’s equations to gather information propagated from a triggering event location through adjacent locations until the impact reaches distant locations. In the middle of the modelling process, the local atmosphere state also contributes to the amplification or diminishment of the triggering event.
This paper discusses a development of teleconnection-based models to establish a daily mean rainfall forecast in a month. Different from numerical models which rely on physics formulas as the main instrument, the models developed in this study used Machine Learning (ML) and Artificial Intelligence (AI) algorithms as the main instrument to build the model as well as data collection as the source of information on which the model was built. Conceptually, ML and AI were trained to learn the underlying pattern of how events at some places triggered other events at some distant locations. The learning phase of ML and AI was based on the data recorded both at the source and impacted locations. By using this technique, the need to provide continuous propagation media can be minimized.

2. Data and Methods
2.1. Data
There were two datasets provided for the model development, i.e. input and target. There were eight variables in the input dataset as learning materials of ML and AI. They were Nino1+2, Nino3, Nino4, Nino3.4, Dipole Mode West, Dipole Mode East, SOI, and OLR. All Nino are variable used to observe the Pacific Ocean. They are derived from the Sea Surface Temperature (SST) mean at each determined regions indicated by the number following the Nino variable names. Dipole variables are similar to Nino except that they are located at the Indian Ocean and represent the difference between western and eastern part of the Indian Ocean. There were two dipole indices, i.e. West and East to identify the
regions where the data were obtained. Southern Oscillation Index (SOI) is a standardized sea level pressure difference between Tahiti and Darwin. Outgoing Longwave Radiation (OLR) is a quantity of energy released by earth to space in the form of electromagnetic radiation. All data were obtained from National Oceanic and Atmospheric Administration (NOAA).

The target dataset given to ML and AI were monthly daily-mean rainfall dataset. The dataset was obtained from Japan Meteorological Agency (JMA). It consists of spatial reanalysis data spanning from 95°E to 145°E and -11.25°N to 7.5°N having a 1.25° of resolution. Hence, there were 41 and 16 grid divisions of longitude and latitude respectively. Both input and target datasets ranged from January 1982 to December 2019. The datasets used in this research is displayed by Figure 1. The input data were eight climate index variables having monthly time series interval. The target data were spatial datasets covering Indonesia area. The time series length of both input and target was 450 records.

2.2. Method

This research utilized ML and AI to build models. Since there were 41×16 (=656) grids in the target dataset, there must also be the same number of models provided by ML and AI. In this research, the models were also built for four lead records. There were total of 656×4 (=2624) models built. Furthermore, the output of each model was arranged spatially according to the location of the grid it represented. In other words, each model corresponded to the same input dataset but with different target. We chose XGBoost [8] for ML and Deep Learning (DL) [9] for AI as the algorithm to build models and H2O [10] as the programming interface. There were some model candidates provided for each algorithm at all grids. These model candidates had different parameter settings. After model candidates had been available, a stacked ensemble to all of them was constructed. The best model was then chosen as the final model for a particular grid. The best model for a grid was one having the smallest value of a loss function and might be a DL, XGBoost, or the ensemble of many models. Mean residual deviance was used as the loss function performance metric.

In the model building phase, the input and target datasets were randomly split to ten-fold cross validation for every grid and also had different fold compositions with other grids. To speed up model generalization, the input and target data were transformed. The transformation performed at the input data were scaling using each variable’s mean value and standard deviation as the center and scaling factor respectively, as shown by equation (1). This transformation changed the dispersion of all input variables to have the mean value of zero and the standard deviation of one. The target data were transformed using a base10-log transformation because rainfall value fluctuates from zero to infinitely large. This transformation reduced the great range of rain values so that the ML and AI can easily estimates data having great deviation. The target transformation is given by (2). In the prediction phase, the output of the model built by ML and AI must be inversed to the real rainfall value using the inverse transform as denoted by (3).

\[
X_t = \frac{X - \mu}{\sigma} \quad (1)
\]

\[
Y_t = \log_{10}(Y + 1) \quad (2)
\]

\[
Y = 10^{Y_t} - 1 \quad (3)
\]

where:

- \( \mu \) = mean
- \( \sigma \) = standard deviation
3. Results and Discussions

The increasing RMSE is also displayed by Figure 2 (b). The RMSE values are displayed a density function for each lead. There are two peaks at each lead in the figure. The two peaks indicate that there were two distinguishable categories of the model performance. These two categories of the model performance can be labelled subjectively as, for example, good and better. Using good and better label, the better category is denoted by the left peak and the good category is done by the right peak. Figure 2 (b) also tells us that as the lead increases, the better category is qualitatively stable but the good category is not. The good category slides slightly to right and has greater RMSE variance. Using the composition of RMSE at all leads, then the category labels can also be assigned to the model for assessing the qualitative spatial performance of the model. To assign the category label, a k-means clustering technique was utilized. The output of k-means resulted in an area separation as shown by Figure 3. The area separation can distinguish easily the spatial type of the model characteristics.
Figure 3. Area separation. The $k$-means clustering result of RMSE composition from all leads as displayed by Figure 2.

Figure 3 supports the hypothesis obtained by qualitatively compare the spatial RMSE in Figure 2 (a) that the Southern area were relatively more difficult to predict than the Northern area. The performance of the models was assessed using Root Mean Square Error (RMSE) metric. Since each model represented a spatial location, then the RMSE were also displayed spatially as shown by Figure 2 (a). The RMSE is presented for each monthly lead from 0 to 3, where each lead indicates the input dataset response of the model to the daily mean rainfall prediction. Lead 0 denoted the inline record series between the input and target datasets, whereas lead 1 to 3 did between the input and their consecutive target record indicated by the lead number. In Figure 2 (a), the Grater RMSE values were displayed as darker areas and vice versa. There are also triangle markers in each sub-figure to indicate the location where the model had the highest and lowest RMSE. It is also shown by Figure 2 (a) that the southern part of Indonesia has a greater RMSE value than that of the northern part and it increases at the subsequent leads. By observing the data pattern based on the RMSE, the locations having greater RMSE possessed higher value deviation. In terms of rainfall, the locations having greater RMSE might have easily-distinguishable dry and wet season. Conversely, the locations having smaller RMSE mostly have a lower deviation in their values. This also means that the seasonality is less distinguishable mostly in northern part of Indonesia.

Some examples of prediction obtained from the models are displayed by Figure 4. The prediction results were collected from the grids marked by triangles in Figure 2. Therefore, there are eight samples in Figure 4, i.e., the grid location where the highest and lowest RMSE detected for each lead. It can be observed from Figure 4 that the patterns of rainfall among locations having a low and high RMSE value were distinguishable. Locations having a high RMSE also have a higher variance than those with lower RMSE. Also note that there was almost no any bias between all models and their target indicated by the horizontal line as mean value of target and model data. The biases were only visible in a very small amount at “lead0” models for both highest and lowest RMSE locations. These biases were indicated by the presence of two horizontal lines although they were not separated far.

4. Conclusion
A data-driven climate model has been presented in this paper. The input data were climate indices and the target data were spatial daily rainfall reanalysis. The study area coverage of this paper was Indonesia. The ensembles of Machine Learning (ML) and Artificial Intelligence (AI) algorithms were utilized to build the daily rainfall estimates models for current month up to three months lead. There were as many models as the number of spatial reanalysis rainfall data grids. Generating The results show that there were two performance type from the RMSE of the models built by ML and AI ensembles. The northern part of Indonesia mostly had lower RMSE values than that of the Southern
The pattern of rainfall data contributed significantly to the performance of the models. There are some future works can be performed, for example, developing a system to facilitate the automation of prediction by the models and incorporating lagged values in the input dataset so that more information can be collected.
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