Adaptive optimal $\ell_1$-induced robust stabilization of minimum phase SISO plant under bounded disturbance and coprime factor perturbations
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Abstract
This paper addresses the problem of optimal robust stabilization of a discrete-time minimum-phase plant in the framework of robust control theory in the $\ell_1$ setup and under poor a priori information. Coefficients of the transfer function of the plant nominal model with stable zeros are unknown and belong to a known bounded polyhedron in the space of coefficients. The gains of coprime factor perturbations of the plant and the upper bound of external disturbance are also unknown. The problem under consideration is to design adaptive controller that minimizes, with the prescribed accuracy, the worst-case asymptotic upper bound of the output. Solution of the problem is based on set-membership estimation of unknown parameters and treating the control criterion as the identification criterion. A hard nonconvex problem of on-line computation of optimal estimates is reduced, under additional nonrestrictive assumption, to a linear-fractional programming via a nonlinear transformation of estimated parameters. Despite the non-identifiability of the unknown parameters, the proposed adaptive controller guarantees, with the prescribed accuracy, the same optimal asymptotic upper bound of the output of adaptive system as the optimal controller for the plant with known parameters. In addition to the optimality of adaptive control, the proposed solution provides on-line verification/validation of current estimates and a priori assumptions.
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1 INTRODUCTION

In this paper, by adaptive we mean control of discrete-time systems with linear time invariant nominal model, parameters of which are unknown to controller designer and estimated in closed loop. The estimation of the unknown parameters is typically based on various gradient type algorithms or modifications of the recursive least squares (RLS) algorithm. In the early 1980s, it was realized that adaptive systems with this kind of estimation algorithms can demonstrate unacceptable dynamics or instability for systems with bounded external disturbance and/or uncertainty (unmodeled dynamics). This motivated the development of the theory of robust adaptive control, the main goal of which was to ensure stability of adaptive systems under sufficiently small uncertainty. Robust adaptive control is based on Lyapunov’s methods and little
correlated with the theory of robust control associated with the $\mu$-synthesis and $H_\infty$ control.\textsuperscript{4} Therefore, the performance guarantees and upper bounds on the admissible size of uncertainty in robust adaptive control are far from optimal. More difficult problems of adaptive optimal control were considered and solved in stochastic setup for systems with random external disturbances and no uncertainties with the use of the gradient and RLS type estimation algorithms.\textsuperscript{5,6} However, there are no extensions of stochastic adaptive optimal control on systems with uncertainty because no theory of nonadaptive stochastic optimal robust control was elaborated so far. For systems with unmodeled dynamics and random external disturbances, the stability of adaptive system was also obtained, but the proof of stability in the mean-square sense was based on undesired bursts of large magnitude due to unmodeled dynamics.\textsuperscript{7}

In 1980s, the model of bounded external disturbances has generated the set-membership approach to systems identification. This approach is based on the assumption of known upper bound on the $\ell_\infty$-norm of the disturbance. For discrete-time models linear in their parameters, the sets of unfalsified by data parameters are polytopes in the parameters space and the number of linear inequalities in their description can grow linearly with time. The main problem in system identification was to find limited complexity approximations of these sets via orthotopes, parallelotopes, zonotopes, ellipsoids or others. Researches on this problem, mostly without any applications to control, were presented in hundreds of papers and several special issues (References 8–11 are only a part of them) and continue till present time. In recent years, the set-membership estimation began to be used in control problems, mainly on heuristic grounds or under restrictive additional assumptions like a priori known stabilizing controller. As an example, parallelotope estimates are used for adaptive model predictive building climate control.\textsuperscript{12} A data-driven algorithm to approximately compute a minimal robust invariant set (RCI) in the form of the polytope with predefined faces orientation by simultaneously selecting an admissible model and minimizing the size of the RCI is presented for autonomous vehicle lane-keeping control.\textsuperscript{13} Polytopic estimates were used in adaptive model predictive control to non-conservatively guarantee recursive feasibility and constraint satisfaction for systems with parametric uncertainty under the assumption of the existence of a robustly stabilizing feedback law and a common Lyapunov function for all model parameters in a given prior bounding set.\textsuperscript{14}

The model of bounded external disturbances also motivated the development of the $\ell_1$-theories of optimal control\textsuperscript{15,16} and robust control. Basic results on necessary and sufficient conditions for robust stability and robust performance in the $\ell_1$ setup were obtained for multidimensional LTI systems under zero initial conditions and structured norm bounded perturbations that can be time varying or nonlinear.\textsuperscript{17,18} These results were extended to steady-state performance of systems under fading or finite memory perturbations and fixed external (e.g., reference) signal.\textsuperscript{19} Then the representation for the induced norm of systems under bounded disturbances and structured perturbations was derived.\textsuperscript{20} Since the models of fading and finite memory perturbations are not verifiable by data, a verifiable model of bounded memory perturbations was introduced for purposes of adaptive control.\textsuperscript{21} The representation for the steady-state performance of systems with bounded disturbance, structured norm-bounded perturbations and additional fixed input (tracking) signal was presented in References 21, 22. The above results of the $\ell_1$-theory of robust control have opened door to solution of some problems of optimal robust control in the $\ell_1$ setup under incomplete a priori information.

A general approach to synthesis of adaptive optimal robust control is based on two main ideas. The first one is in the use of set estimates of the unfalsified by data parameters, the norms of the external disturbance and perturbations including. The second idea is in the use of the control criterion as the identification criterion. Note that similar ideas can not be used for adaptive optimal robust control in the $H_\infty$ setup in view of the lack of explicit representations for control criteria. Even the auxiliary problem of assessing the quality of a given model in the $H_\infty$ setup, which was called “A central issue in system identification”\textsuperscript{23} in 1997, remains open till present time.\textsuperscript{24} The above ideas were proposed at first for systems with bounded disturbance\textsuperscript{25} and then for systems with additional uncertainty.\textsuperscript{26,27} Despite non-identifiability of such systems, this approach makes potentially possible to guarantee, with prescribed accuracy, the same performance of adaptive control as the optimal robust controller for the system with completely known parameters and thus to reveal the maximum capabilities of feedback. It was noted recently,\textsuperscript{28} “In fact, the understanding of the maximum capability of feedback can encourage us in improving the controller design to reach or approach the maximum capability, and may help us in alleviating the workload of modeling and identification”. The above approach to synthesis of adaptive optimal robust control is generally difficult to apply due to the nonconvexity of control criteria and the conditions of robust stability with respect to parameters of the nominal model, disturbance, and uncertainty. But this approach can be fruitful in less ambitious optimal problems like optimal robust tracking under unknown upper bounds on the disturbance and uncertainty\textsuperscript{29} and model validation and errors quantification.\textsuperscript{30,31}

In this paper, the problem of adaptive robust stabilization is considered in the most advanced optimal setting. The controlled plant is described by linear time-invariant (LTI) single-input single-output (SISO) minimum-phase nominal model under bounded disturbance and bounded memory coprime factor perturbations. The coefficients of the transfer
function of the nominal model are unknown and belong to a known polytope. The upper bound of the external disturbance and the gains of bounded memory perturbations are also unknown. The control objective is to minimize the worst-case upper limit of the absolute value of the output. The assumption of unknown upper bound of the external disturbance implies that the coefficients of the transfer function from a priori polytope are not falsifiable by data, that is, the set of unfalsified by data coefficients of the transfer function of the nominal model remains, for any data, the same a priori polytope. Nevertheless, the adaptive control proposed is able to guarantee, with the prescribed accuracy, the same optimal asymptotic upper bound of the plant output as for the plant with known parameters.27

The purpose of the present paper is to present a computationally tractable solution of the optimal problem described above. For computation of current optimal estimates it is necessary to minimize the nonconvex control criterion over current set estimates of unfalsified by data parameters. These estimates are described by data-based linear inequalities and a nonconvex inequality that describes the set of robustly stabilizable systems. We introduce a new estimated parameter instead of two unknown norms of coprime factor perturbations. This change of estimated parameters, under some nonrestrictive additional assumptions about the total disturbance in the controlled system, allows to describe this system as a system with bounded disturbance and norm bounded output uncertainty. For such a system, the control criterion becomes a linear-fractional function of the norms of the additive disturbance and output uncertainty, and the set of parameters of stabilizable systems is described by a linear inequality.32 Since linear-fractional programming is reduced to linear programming,33 the computation of the optimal current estimates becomes a computationally tractable problem. The number of linear inequalities in the description of the set estimates of unknown parameters is ensured to be bounded due to the use of a dead zone under their updating. The computational tractability of the proposed adaptive optimal robust control is illustrated by simulations for the system with 10 unknown parameters. Simulations with the RLS estimation algorithm are presented for comparison to illustrate its unsuitability to the adaptive optimal control in the $\ell_1$ setup.

The main contributions of this paper are as follows.

1. The problem of adaptive robust stabilization of a discrete-time minimum-phase plant under time-varying or nonlinear coprime factor perturbations and bounded external disturbance is considered and solved in the $\ell_1$-optimal setup. The coefficients of the transfer function, the norms of coprime factor perturbations, and the norm of the additive external disturbance are assumed to be unknown. The control criterion is the worst-case upper upper bound on the plant output in steady-state. The use of the dead zone under estimates updating ensures the convergence of set and vector estimates in a finite time.

2. Despite the non-identifiability of the unknown parameters, the proposed adaptive controller guarantees, with the prescribed accuracy, the same optimal parameter dependent upper bound for the output of adaptive system as the optimal controller for the plant with known parameters. The accuracy of solving the optimal problem is determined by the choice of the size of the dead zone under estimates updating and can be regulated on-line depending on the current optimal estimates of the unknown parameters.

3. The norms of admissible coprime factor perturbations, which are individual for different nominal models, remains in adaptive control the same, with the desired accuracy, as for the plant with known nominal model. Thus, the presented adaptive control realizes the maximum capability of feedback with respect to both the control criterion and the region of the admissible norms of coprime factor perturbations.

4. In contrast to traditional adaptive systems, the current optimal and finite-time convergent estimates are verified (validated) by data on-line and are consistent with data in steady-state. The values of the control criterion for the current optimal estimates of unknown parameters give current optimal, unfalsified by data, upper bounds of the system output. The steady-state unfalsified value of the control criterion can be considerably less than the optimal value of the control criterion for the controlled plant depending on specific bounded disturbance and perturbations. Moreover, the unfalsified values of the control criterion can be considered as a criterion for verification of a priori assumptions about the controlled system.

This paper is organized as follows. Problem statement is given in section 2. Non-identifiability of estimated parameters is explained in section 3. Motivation (or rather informal explanation of the necessity) of the set-member estimation and the use of the control criterion as the identification criterion is given in section 4. The main results on the convergence of estimates in a finite-time and the optimality of adaptive stabilization are presented in section 5. A priori assumptions, problems of model verification, and on-line choice of the dead-zone parameter under estimates updating are the topics of section 6. The computational tractability of the proposed adaptive control is illustrated in section 7 by simulations for a plant with 10 unknown parameters. Section 8 concludes the paper.
Consider a discrete-time single-input single-output (SISO) system described by

$$a(q^{-1})y_{t+1} = b(q^{-1})u_t + v_{t+1} \quad t = 0, 1, 2, \ldots ,$$

$$a(q^{-1}) = 1 + a_1 q^{-1} + \cdots + a_n q^{-n}, \quad b(q^{-1}) = b_1 + b_2 q^{-1} + \cdots + b_m q^{-m}.$$ 

where $q^{-1}$ is the backward shift operator $(q^{-1})y_t = y_{t-1}$, $y_t \in \mathbb{R}$, $u_t \in \mathbb{R}$, and $v_t \in \mathbb{R}$ are, respectively, the measured output, control input, and total disturbance in the system. The initial values $y_{1-n}, \ldots , y_0$ are arbitrary. We set $y_k = 0$ for all $k \leq -n$ and $u_k = 0$ for all $k < 0$ to simplify the subsequent presentation. A priori information about the system is as follows.

**Assumption 1.** The coefficients of the polynomials $a$ and $b$, which describe the nominal model, are in a (bounded) polytope $\Xi$,

$$\xi := (a_1, \ldots , a_n, b_1, \ldots , b_m)^T \in \Xi = \{ \xi \mid P_\xi \geq p \} \subset \mathbb{R}^{n+m}$$

where the matrix $P \in \mathbb{R}^{(n+m) \times (n+m)}$ and the vector $p \in \mathbb{R}^l$ are known. It is assumed that $b_1 \neq 0$ and the roots of $b(\lambda)$ are outside of the unit disk $\{ z \in \mathbb{C} \mid |z| \leq 1 \}$ for any $\xi \in \Xi$, that is, the nominal models are minimum phase for any $\xi \in \Xi$.

All the results of the paper remain the same if the set $\Xi$ is a known convex compact set.

**Assumption 2.** The total disturbance $v$ is described by

$$v_t = \delta^w w_t + \delta^\nu \Delta^1 (y)_t + \delta^\mu \Delta^2 (u)_t,$$

$$\|w\|_{\ell_\infty} \leq 1, \quad |\Delta^1 (y)| \leq |y_{t-1}^\nu|, \quad |\Delta^2 (u)| \leq |u_{t-1}^\mu|.$$ 

In (2), $w \in \ell_\infty$ is the normalized external disturbance, $\delta^w$ is the upper bound of the external disturbance $\delta^w w$, the nonnegative $\delta^\nu$ and $\delta^\mu$ are, respectively, the gains (the induced $\ell_\infty$ norms) of output and control perturbations $\delta^\nu \Delta^1$ and $\delta^\mu \Delta^2$. These perturbations are also called coprime factor perturbations of the system transfer function. The operators $\Delta^1 : \ell_\infty \to \ell_\infty$ and $\Delta^2 : \ell_\infty \to \ell_\infty$ are normalized linear time-varying or nonlinear strictly causal operators with a bounded memory $\mu$.\textsuperscript{21}

**Assumption 3.** The parameter vector $\theta = (\xi^T, \delta^w, \delta^\nu, \delta^\mu)$ of the system (1)–(3) is unknown.

Assumption 1 is conventional in adaptive control. Assumptions 2 and 3 describe a model of the total disturbance with structured uncertainty without any a priori information on the triple $(\delta^w, \delta^\nu, \delta^\mu)$. 

### 2 PROBLEM STATEMENT

#### 2.1 System description

Consider a discrete-time single-input single-output (SISO) system described by
Another nonrestrictive a priori assumption on robust stabilizability of controlled system will be formulated at the end of subsection 2.3 before the strict formulation of the problem. The problem under consideration is to design adaptive control that provides as small as possible upper bound for the control criterion

$$\sup_{v \in V} \limsup_{t \to +\infty} |y_t|,$$

(4)

where $V$ is the set of total disturbances $v$ satisfying Assumption 2. Strict formulation of the problem is given in the subsection 2.3.

### 2.2 Robust performance of optimal closed loop system with known parameters

Consider the system in (1) with the known vector of coefficients $\xi$. The controller of the form

$$b(q^{-1})u_t = (a(q^{-1}) - 1)y_{t+1}$$

(5)

ensures the equality

$$y_{t+1} = v_{t+1} = \delta^w w_{t+1} + \delta^w \Delta^1(y)_{t+1} + \delta^u \Delta^2(u)_{t+1} \quad \forall t$$

(6)

for the outputs $y_{t+1}$ of the system in (1) and, therefore, is optimal for the control criterion (4) in view of the unpredictability of $v_{t+1}$. Introduce notation

$$G^\xi(\lambda) = \frac{(a(\lambda) - 1)\lambda}{b(\lambda)} = \sum_{k=0}^{+\infty} g^\xi_k \lambda^k, \quad \|G^\xi\| = \sum_{k=0}^{+\infty} |g^\xi_k| = \|g^\xi\|_1,$$

where $G^\xi$ denotes the transfer function of the optimal controller (5) and $g^\xi$ is the impulse response of $G^\xi$. Define the control criterion in the form

$$J(\theta) = \sup_{v \in V} \limsup_{t \to +\infty} |y_t|$$

(7)

where $y$ is the output of the optimal closed loop system (1) and (5) and $V$ is the set of total disturbances $v$ satisfying Assumption 2.

The closed-loop system (1) and (5) is called robustly stable if $J(\theta) < +\infty$. Robust performance of this system is described by the following theorem.

**Theorem 1.** Following statements hold for the optimal closed loop system (1) and (5).

1. The optimal closed loop system (1) and (5) with the perturbations memory $\mu = +\infty$ is robustly stable if and only if

$$\delta^w + \delta^u \|G^\xi\| < 1.$$

(8)

and

$$J(\theta) := J_{+\infty}(\theta) = \frac{\delta^w}{1 - \delta^w - \delta^u \|G^\xi\|}$$

(9)

for the system with the zero initial data $y_{1-n}^0$.

2. For the system (1) and (5) with bounded memory perturbations ($\mu < +\infty$) and arbitrary initial data $y_{1-n}^\mu$,

$$J_\mu(\theta) \nearrow J(\theta) \quad (\mu \to +\infty),$$

(10)

where the sign $\nearrow$ denotes the monotone convergence from below.
Proof. The first statement of Theorem 1 follows from proposition 3 in Reference 20 applied to the system (1) and (5) while the second statement of Theorem 1 follows from theorems 6 and 7 in Reference 21 applied to this system.

2.3 Problem formulation

Before precise formulation of the optimal problem under consideration, we have to make some comments associated with the model of bounded memory perturbations in (3). Suchlike models of perturbations were used in problems of robust adaptive control since the late 1980s in more conservative forms (e.g., \(|v_t| \leq \delta^w + \delta \max |y_{t-1}^e|, |u_{t-1}^e| \) with the known \(\delta^w, \delta^v, \delta^\mu\)). Basic results on robust stability and robust performance of systems in the \(\ell^1\) setup were related to systems with infinite memory perturbations (\(\mu = +\infty\)) and only zero initial data.\(^{17,18}\) and, therefore, can not be applied for identification and adaptive control. These results were extended to steady-state performance of systems with arbitrary initial data by assuming finite/fading memory perturbations instead of infinite memory perturbations.\(^{19,20}\) However, the finite/fading memory perturbations are not verifiable by measurement data because one can not test on-line whether a sequence of real numbers is finite or converges to zero. In contrast to this, the model of bounded memory perturbations is verifiable by data and, in addition, makes possible data based estimation of their gains (norms). Since, in view of (10), the value of \(J(\theta)\) is a tight upper bound of the worst-case value of \(\|y\|_{ss}\) for large values of \(\mu\), we will treat \(J(\theta)\) as the control criterion in the considered problem.

In order to formulate strict results on adaptive optimal control, another technical a priori assumption is used.

**Assumption 4.** The unknown vector \(\theta\) of the system parameters satisfies the inequality

\[
\delta^\theta + \delta^\mu \|G^f\| \leq \tilde{\delta} < 1
\]  

with a known \(\tilde{\delta}\).

In fact, the value of \(\tilde{\delta}\) in (11) is chosen by the controller designer and can be taken arbitrarily close to 1. Assumption 4 is nonrestrictive. If \(\delta^w \neq 0\) and \(\delta^\theta + \delta^\mu \|G^f\| \) is very close to 1, then \(J(\theta) \to +\infty\) as \(\tilde{\delta} \to 1\) and such models are useless in practice.

**Problem formulation.** We are interested in the synthesis of feedback of the form \(u_t = U_t(y_{t-n}^e, u_0^e)\) that provides, with the prescribed accuracy, the inequality

\[
\|y\|_{ss} = \limsup_{t \to +\infty} |y_t| \leq J(\theta).
\]  

The main difficulty of the stated problem is in nonidentifiability of the unknown vector \(\theta\), while the optimal upper bound \(J(\theta)\) depends on \(\theta\).

3 NONIDENTIFIABILITY

In this subsection, two simple statements illustrate the complexity of the stated problem in view of the consistency of any \(\hat{\xi} \in \Xi\) with measurement data on any finite time interval under a priori Assumptions 1–3, and 4. Introduce notation

\[
P_t^\nu = |y_{t-1}^e|, \quad p_t^\mu = |u_{t-1}^e|.
\]

**Proposition 1.** If some estimate \(\hat{\theta} = (\hat{\xi}^T, \hat{\delta}^w, \hat{\delta}^\theta, \hat{\delta}^\mu)^T, \hat{\xi} \in \Xi, \delta^w \geq 0, \delta^\theta \geq 0, \delta^\mu \geq 0\) satisfies the inequalities

\[
|\hat{a}(q^{-1})y_{t+1} - \hat{b}(q^{-1})u_t| \leq \delta^w + \delta^\theta p_{t+1} + \delta^\mu p_t
\]

for all \(t \geq 0\) then the plant (1) with the parameter vector \(\hat{\theta}\) satisfies the Equation (1) and a priori Assumptions 1, 2 for all \(t \geq 0\).

**Proof.** Define \(\hat{v}_{t+1} = \hat{a}(q^{-1})y_{t+1} - \hat{b}(q^{-1})u_t\). Then the plant (1) associated with the parameter vector \(\hat{\theta}\) and the total disturbance \(\hat{v}\) satisfies the inequality (1) with the total disturbance \(\hat{v}\) and

\[
|\hat{v}_{t+1}| \leq \delta^w + \delta^\theta p_{t+1} + \delta^\mu p_{t+1}.
\]
According to lemma 1 in Reference 21, for any sequences \(x\) and \(z\) from \(\ell^\ell\), the inequality \(|x| \leq |z|\) is equivalent to the existence of linear time varying strictly causal operator \(\Delta : \ell^\ell \to \ell^\ell\) with a bounded memory \(\mu\) such that \(x = \Delta z\). This statement and the inequality (14) imply that the total disturbance \(\hat{\nu}\) in the plant with the parameter vector \(\hat{\theta}\) can be presented in the form (2) and this plant satisfies Assumptions 1, 2.

It follows from Proposition 1, that full information about the unknown vector \(\theta\) at any time \(t\) and for any control inputs \(u_{t-1}^t\) is of the form

\[
\theta \in \Theta_t = \{ \hat{\theta} \in \Theta_0 \mid |\hat{a}(q^{-1})y_k + \hat{b}(q^{-1})u_k| \leq \delta^w + \delta^w p_{k+1}^w + \delta^u p_{k+1}^u \forall k < t \},
\]

where

\[
\Theta_0 = \{ \hat{\theta} \mid \hat{\xi} \in \Xi, \delta^w \geq 0, \delta^y \geq 0, \delta^u \geq 0, \delta^w + \delta^y \|G\| \leq \delta \}. \tag{16}
\]

The set \(\Theta_0\) is the prior set of feasible values of \(\theta\) and \(\Theta_t\) is the set of estimates \(\hat{\theta}\) unfalsified by (or, equivalently, compatible with) the measurement data \(y_0^t, u_{t-1}^t\) and a priori Assumptions 1–3, and 4.

**Proposition 2** (Nonidentifiability of \(\hat{\xi}\)). For any control inputs \(u_{t-1}^t\), any \(\hat{\xi} \in \Xi\), and any nonnegative \(\delta^y, \delta^u\),

\[
\hat{\theta} = (\hat{\xi}^T, \delta^w, \delta^y, \delta^u)^T \in \Theta_t
\]

for all sufficiently large \(\delta^w\).

**Proof.** Proposition 2 clearly follows from the monotone convergence of the right-hand side of the inequalities (13) to \(+\infty\) as \(\delta^w \to +\infty\). \(\blacksquare\)

Proposition 2 means that the set of compatible with data vectors \(\hat{\xi}\) is not reduced with getting new data and remains the same a priori set \(\Xi\).

## 4 | OPTIMAL ESTIMATION

In 1960, Prof Yakubovich proposed the method of recurrent objective inequalities for synthesis of adaptive control of dynamical systems under bounded disturbance with the known upper bound \(\bar{\delta}^w\). The idea of the method was to compute an estimate \(\hat{\xi}\) that would satisfy the inequalities \(|\hat{a}(q^{-1})y_{t+1} + \hat{b}(q^{-1})u_t| \leq \bar{\delta}^w\) for all sufficiently large \(t\). Various algorithms providing convergence of estimates of \(\hat{\xi}\) in a finite time have been proposed and applied to problems of adaptive stabilization.\(^{34}\) Note at first that identifying the vector \(\xi\) alone, without evaluating \(\bar{\delta}^w, \bar{\delta}^y, \bar{\delta}^u\), is not sufficient to solve the stated optimal problem. Further, if some extended estimate \(\hat{\theta}\) satisfies inequalities (13), which can play the role of the objective inequalities in problem (12), for all sufficiently large \(t\) and we apply the optimal controller corresponding to this estimate, then Theorem 1 and Proposition 1 guarantee the inequality

\[
\|y\|_{ss} \leq J(\hat{\theta}).
\]

This inequality is insufficient for solution of the stated problem (12) and we need the additional inequality

\[
J(\hat{\theta}) \leq J(\theta). \tag{15}
\]

Since any vector in the set \(\Theta_t\) is compatible with data and a priori information and, therefore, can be the unknown “true” vector \(\theta\) of the plant (1), the inequality (15) dictates the choice of the control criterion \(J\) as the identification criterion:

\[
\theta_t = \arg\min_{\hat{\theta} \in \Theta_t} J(\hat{\theta}) = \arg\min_{\hat{\theta} \in \Theta_t} \frac{\bar{\delta}^w}{1 - \delta^y - \delta^u \|G\|}.
\]
On-line solution of the optimal estimation problem (16) with the prescribed accuracy is difficult because the control criterion $J$ and the constraint (11) in Assumption 4 are nonconvex. Moreover, even the approximate computation of $\|G^2\|$ alone needs special computations in view of no analytical representation of $\|G^2\|$. We will transform the problem (16) into a linear fractional problem that can be solved on-line. This is achieved by a special change of the vector of unknown parameters that reduce, under additional assumption about the total disturbance $v$, the plant model (1) to a model with output only perturbation.

The control sequence $u$ in the optimal closed loop system (1) and (5) satisfies the inequalities

$$|u_t| = |G^2(q^{-1})y_t| = \left| \sum_{k=0}^{t+\mu-1} g_k^s y_{t-k} \right| \leq \sum_{k=0}^{t+\mu-1} |g_k^s| |y_{t-k}| \leq \sum_{k=0}^{t+\mu-1} |g_k^s| |y_{t-k}| + \sum_{k=t+\mu+1}^{t+\mu-1} |g_k^s| |y_{t-k}|. \quad (17)$$

Taking into account that $\sum_{k=0}^{t+\mu} |g_k^s| \leq \sum_{k=0}^{t+\mu} |g_k^s| = \|G^2\|$ and $\sum_{k=t+\mu+1}^{t+\mu-1} |g_k^s| \to 0$ as $\mu \to +\infty$, we shall assume that for some sufficiently large natural number $\mu$, chosen by the designer, and any $\xi \in \Xi$ it holds

$$|u_t| \leq \|G^2\||y_{t+\mu-\mu}|. \quad (18)$$

Since $y = v$ in the optimal system (1) and (5), the assumption (18) is in fact the assumption

$$\sum_{k=0}^{t+\mu-1} |g_k^s| v_{t-k} \leq \|G^2\||v_{t+\mu-\mu}| \quad \forall \xi \in \Xi. \quad (19)$$

about the total disturbance $v$. This assumption excludes total disturbances $v$ that maximize, from time to time, the absolute value of the control input $u_t$ in the optimal system. The assumption (19) actually becomes less and less restrictive with increasing $\mu$ because the set of the total disturbances $v$ that don’t satisfy the inequalities (19) converges to the empty set as $\mu \to +\infty$. One can consider (19) as an additional assumption that the total disturbance $v$ is unintentional or casual.

It follows now from (18)

$$p^w_t = \max_{t+\mu \leq k < t} |u_k| \leq \|G^2\||v_{t+\mu-\mu}|. \quad (20)$$

Introduce notation

$$p_{t+1} = |v_{t+\mu-\mu}|. \quad (21)$$

It follows now from the plant Equation (1), a priori Assumptions, and (20)

$$|a(q^{-1})y_{t+1} - b(q^{-1})u_t| \leq \delta^w + \delta p^v_{t+1} + \delta^w p^w_{t+1} \leq \delta^w + (\delta^v + \delta^w\|G^2\|)p_{t+1}. \quad (22)$$

Introduce new parameters $\delta$ and $\zeta$ to be estimated

$$\delta = \delta^v + \delta^w\|G^2\|, \quad \zeta = (\zeta^T, \delta^w, \delta)^T. \quad (23)$$

In this notation, the inequalities (22) take the form

$$|a(q^{-1})y_{t+1} - b(q^{-1})u_t| \leq \delta^w + \delta p_{t+1} \quad \forall t \quad (24)$$

and

$$I(\zeta) := \frac{\delta^w}{1 - \delta} = J(\theta).$$

We can consider the inequalities (24) as the inequalities (13) for the plant with the parameter vector $\theta = (\zeta^T, \delta^w, \delta)^T$. In view of the Proposition 1, the inequalities (24) imply that the sequence $y$ can be considered as the output of the plant (1)
with the parameter vector \( \hat{\theta} \) and then
\[
J(\hat{\theta}) = \frac{\hat{\delta} w}{1 - \hat{\delta}} = I(\zeta)
\]  \hspace{1cm} (25)

by Theorem 1. After the described change of parameters to be estimated, the problem of optimal estimation (16) becomes the problem of linear fraction programming

\[
\zeta_t = \arg\min_{\zeta \in S_t} J(\hat{\zeta}) = \arg\min_{\hat{\zeta} \in S_t} \frac{\hat{\delta} w}{1 - \hat{\delta}},
\]  \hspace{1cm} (26)

where
\[
S_t = \{ \hat{\zeta} \in Z_0 \mid |\hat{\alpha}(q^{-1})y_{t+1} - \hat{\beta}(q^{-1})u_t| \leq \delta^w + \hat{\delta} p_{t+1}^y \forall k < t \},
\]
\[
Z_0 = \{ \hat{\zeta} = (\hat{\xi}^T, \hat{\delta}^w, \hat{\delta})^T \mid \hat{\xi} \in \Xi, \delta^w \geq 0, 0 \leq \hat{\delta} \leq \hat{\delta} \}.
\]  \hspace{1cm} (27)

Thus, the nonconvex control criterion \( J(\theta) \) takes the form of the linear fractional criterion \( I(\zeta) \), nonconvex a priori constraint (11) in Assumption 4 is transformed into the linear constraint \( \hat{\delta} \leq \hat{\delta} \) and information inequalities (13) are replaced by the inequalities (24). As a result, the problem of optimal estimation (16) is transformed to the linear fractional problem (26), which is reducible in a standard way to a linear programming. 33

5 ADAPTIVE OPTIMAL STABILIZATION

The number of inequalities in the description of the sets \( S_t \) of compatible with data vectors \( \hat{\zeta} \) can grow without limit with time. To avoid this, we will use upper set estimates \( Z_t \supset S_t \) and a dead zone under updating set estimates that guarantees the convergence of the estimates in finite time. Choose a small real number \( \epsilon > 0 \), the parameter of the dead zone. The less is \( \epsilon > 0 \), the closer to (12) will be the adaptive control performance.

We define the estimation algorithm and the adaptive controller as follows. Choose a natural number \( \overline{m} \geq 2 \mu \). At every time instant \( t \), it is computed a polyhedral estimate \( Z_t \) and a vector estimate \( \zeta_t \)
\[
\zeta_t = (\hat{\xi}_t^T, \hat{\delta}_t^w, \hat{\delta}_t)^T
\]
of the unknown vector \( \zeta = (\xi, \delta^w, \delta)^T \). Define the initial estimate \( Z_0 \) by (27) and the initial \( \zeta_0 = (\xi_0^T, 0, 0)^T \) with arbitrary \( \xi_0 \in \Xi \). The control input \( u_t \) at the time instant \( t \) is computed in two steps. At first, a preliminary value of \( u_t \) is computed by the adaptive controller
\[
b_t(q^{-1})u_t = (a_t(q^{-1}) - 1)y_{t+1}.
\]  \hspace{1cm} (28)

At the second step, \( u_t \) is corrected, if necessary, as follows
\[
u_t := \text{sign}(u_t)\|G^z\|y_{t+\mu-p}^f, \text{ if } |u_t| > \|G^z\|y_{t+\mu-p}^f.
\]  \hspace{1cm} (29)

The cutting (29) guarantees that the inequalities
\[
|u_t| \leq \|G^z\|y_{t+\mu-p}^f
\]  \hspace{1cm} (30)
hold for any \( t \geq 0 \).

The polyhedral estimates \( Z_t \) and the vector estimates \( \zeta_t \) are updated as follows. Having measured the value of \( y_{t+1} \), define
\[
\varphi_t := (-y_{t}, -y_{t-1}, \ldots, -y_{t-n+1}, u_t, \ldots, u_{t-m+1})^T, \quad \eta_{t+1} := \text{sign} (y_{t+1} - \varphi_t^T \hat{\zeta}_t),
\]
\[
\psi_{t+1} := (\eta_{t+1}^T 1, p_{t+1})^T, \quad v_{t+1} := \eta_{t+1} y_{t+1}.
\]  \hspace{1cm} (31)
In this notation, the inequality (24) with respect to \( \zeta_t \) is equivalent to the inequality
\[
\psi^T_{t+1} \zeta_t \geq \nu_{t+1}.
\] (32)

Define
\[
Z_{t+1} := Z_t, \quad \zeta_{t+1} := \zeta_t, \quad \text{if } \psi^T_{t+1} \zeta_t \geq \nu_{t+1} - \varepsilon |\psi_{t+1}|.
\] (33)

Otherwise
\[
Z_{t+1} := Z_t \cap \Omega_{t+1}, \quad \Omega_{t+1} := \{ \zeta | \psi^T_{t+1} \zeta \geq \nu_{t+1} \},
\] (34)
\[
\zeta_{t+1} := \arg\min_{\zeta \in \Omega_{t+1}} I(\zeta).
\] (35)

The described estimation algorithm has a simple geometric interpretation. The estimate \( Z_t \) is updated according to (34) if and only if the distance from the vector \( \zeta_t \) to the halfspace \( \Omega_{t+1} \) is greater than the dead zone parameter \( \varepsilon \). In this case, the polyhedral estimate \( Z_t \) is supplemented with the inequality \( \psi^T_{t+1} \hat{\zeta} \geq \nu_{t+1} \) that defines the halfspace \( \Omega_{t+1} \) in (34).

**Theorem 2.** Let the plant (1) with the unknown parameter vector \( \theta = (\zeta^T, \delta^w, \delta^v) \) satisfy Assumptions 1, 2, 3, and 4 and be controlled by the controller (28), (29) with the estimation algorithm (33)–(35) and the dead zone parameter \( \varepsilon \) satisfying
\[
0 < \varepsilon < (1 - \bar{\delta})/(2 + G_u), \quad G_u = \sup_{\zeta \in \Xi} \| G^i \|.
\] (36)

Then the following statements hold.

1. If the number of cuttings (29) in the closed loop system is finite and the parameters \( \delta^v \) and \( \delta^w \) satisfy inequality
\[
\delta^v + \delta^w G_u \leq \tilde{\delta} < 1,
\] (37)
then the set estimates \( Z_t \) and the vector estimates \( \zeta_t \) converge in finite time and
\[
\limsup_{t \to +\infty} |y_t| \leq I(\zeta_\infty^e) < I(\zeta_\infty) + K_{\zeta_m} \varepsilon \leq \frac{\delta^w}{1 - \delta^v - \delta^w \max_t \| G^i \|} + K_{\zeta_m} \varepsilon \leq \frac{\delta^w}{1 - \delta^v - \delta^w G_u} + K_{\zeta_m} \varepsilon, \quad \text{ where } \zeta_\infty = (\zeta^T_\infty, \delta^w_\infty, \delta^v_\infty)^T \text{ is the final value of } \zeta_t, \quad \zeta^e_\infty = (\zeta^T_\infty, \delta^w_\infty + \varepsilon, \delta^v_\infty + \varepsilon (2 + \| G^i \|))^T,
\] (38)
\[
K_{\zeta_m} = \frac{1 + \delta^w m (2 + \| G^i \|)}{(1 - \delta^v - \varepsilon (2 + \| G^i \|))^2}.
\] (39)

2. If the number of cuttings (29) in the closed loop system is finite and the control \( u \) satisfies for all \( t \) the inequalities
\[
|u_t| \leq \| G^i \| |y_t^f|, \quad \text{ then the set estimates } Z_t \text{ and the vector estimates } \zeta_t \text{ converge in finite time and } I(\zeta_\infty) \leq J(\theta) \text{ so that }
\]
\[
\limsup_{t \to +\infty} |y_t| \leq I(\zeta_\infty^e) < J(\theta) + K_{\zeta_m} \varepsilon. \quad \text{ (41)}
\]

**Proof.** To prove the first statement of Theorem 2, we show at first that the distance from \( \zeta_t \) to the halfspace \( \Omega_{t+1} \) is greater than \( \varepsilon \) under each updating \( \zeta_t \). In view of (33), \( \psi^T_{t+1} \zeta_t < \nu_{t+1} - \varepsilon |\psi_{t+1}| \) under each updating. Taking into account that \( \psi^T_{t+1} \hat{\zeta} \geq \nu_{t+1} \) for any \( \hat{\zeta} \in \Omega_{t+1} \), we get the inequality
\[
\varepsilon |\psi_{t+1}| < |\psi^T_{t+1} (\hat{\zeta} - \zeta_t)| \leq |\psi_{t+1}| |\hat{\zeta} - \zeta_t| \quad \forall \hat{\zeta} \in \Omega_{t+1}
\]
and \(|\hat{\zeta} - \zeta_t| > \varepsilon\) for any \(\hat{\zeta} \in \Omega_{t+1}\). Then any updated estimate \(Z_{t+1}\) has the empty intersection with the \(\varepsilon\)-neighborhood of the estimate \(\zeta_t\). In view of the monotone decreasing of the polyhedral estimates \(Z_t\), the \(\varepsilon/2\)-neighborhood of the updated estimates \(\zeta_t\) have the empty intersections for all \(t\). Then the number of possible updates of the estimates \(Z_t\) and \(\zeta_t\) is finite if all estimates \(\zeta_t\) are in a bounded set. Now we prove the boundedness of the estimates \(\hat{\zeta}_t\).

In view of Assumptions 1, 2, (29), and (21) we have for the closed loop adaptive system (1) and (28)

\[
|a(q^{-1})y_{t+1} - b(q^{-1})u_t| \leq \delta^w + \delta^s p_{t+1} + \delta^u p_{t+1} \leq \delta^w + \delta^s p_{t+1} + \delta^u (\max_i\|G_i\|) y_{t+1}^{\mu - \mu_0} \leq \delta^w + (\delta^s + \delta^u G_u) p_{t+1},
\]

where \(G_u\) is defined in (36). The second inequality is equivalent to the inequality \(\psi_{t+1}^T \tilde{\zeta} \geq \psi_{t+1}\) with \(\tilde{\zeta} = (\xi^T, \delta^w, \delta^s + \delta^u \max_i\|G_i\|)^T\), that is \(\tilde{\zeta} \in \Omega_{t+1}\) and, consequently, \(\tilde{\zeta} \in Z_{t+1}\). In view of (35) we get the inequalities

\[
I(\zeta_t) \leq I(\tilde{\zeta}) = \frac{\delta^w}{1 - \delta^s - \delta^u \max_i\|G_i\|} \leq \frac{\delta^w}{1 - \delta^s - \delta^u G_u}
\]

which implies the boundedness of \(\zeta_t\) and, consequently, the convergence of the estimates \(Z_t\) and \(\zeta_t\) in a finite time \(t_\infty\).

Since \(\zeta_t = \zeta_\infty\) for all \(t \geq t_\infty\), we have from (33)

\[
\psi_{t+1}^T \zeta_\infty \geq \psi_{t+1} - \varepsilon |\psi_{t+1}| \quad \forall t \geq t_\infty.
\]

These inequalities are equivalent to the inequalities

\[
|a_\infty(q^{-1})y_{t+1} - b_\infty(q^{-1})u_t| \leq \delta^w + \delta_\infty p_{t+1} + \varepsilon |\psi_{t+1}| \quad \forall t \geq t_\infty
\]

and then

\[
|a_\infty(q^{-1})y_{t+1} - b_\infty(q^{-1})u_t| \leq \delta^w + \delta_\infty p_{t+1} + \varepsilon(|y_{t+1}| + |u_{t+1}|) \leq \delta^w + \delta_\infty + \varepsilon (2 + \|G_{\infty}\|) p_{t+1}
\]

for all \(t \geq t_\infty\). Due to Proposition 1 and (44) we can consider, for \(t \geq t_\infty\), the output \(y\) of the closed loop adaptive system as the output of the plant of the form (1) with the parameter vector

\[
\theta_\infty = (\xi_\infty^T, \delta_\infty^w + \varepsilon, \delta_\infty + \varepsilon (2 + \|G_{\infty}\|), 0)^T.
\]

This vector corresponds to the final estimate \(\zeta_\infty^* = (\xi_\infty^T, \delta_\infty^w + \varepsilon, \delta_\infty + \varepsilon (2 + \|G_{\infty}\|))^T\) of the estimation algorithm (33)–(35) and \(I(\zeta_\infty^*) = J(\theta_\infty^*)\). The inequalities (44) and the inequality for \(\varepsilon\) in (36) imply the condition of robust stability (8)

\[
\delta_\infty + \varepsilon (2 + \|G_{\infty}\|) \leq \bar{\theta} + \varepsilon (2 + G_u) < 1
\]

for the plant with the parameter vector \(\theta_\infty^*\). Thus, under the condition of finite number of the cuttings in (29), the output \(y\) can be considered, for all sufficiently large \(t\), as the output of the optimal closed loop system of the form (1) and (5) corresponding to the parameter vector \(\theta_\infty^*\) and in view of Theorem 1,

\[
\lim_{t \to +\infty} \sup_{y(t)} \|y(t)\| \leq I(\zeta_\infty^*) = J(\theta_\infty^*) = \frac{\delta_\infty^w + \varepsilon}{1 - (\delta_\infty + \varepsilon (2 + \|G_{\infty}\|))}.
\]

To estimate the difference \(I(\zeta_\infty^*) - I(\zeta_\infty)\), we use the inequality

\[
\frac{C_1 + \varepsilon_1}{C_2 - \varepsilon_2} - \frac{C_1}{C_2} = \frac{C_2 \varepsilon_1 + C_1 \varepsilon_2}{C_2 (C_2 - \varepsilon_2)} < \frac{\varepsilon_1 + C_1 \varepsilon_2}{(C_2 - \varepsilon_2)^2}
\]
with the parameters $C_1 = \delta_\infty^w$, $C_2 = 1 - \delta_\infty \leq 1$, $\epsilon_1 = \epsilon$, $\epsilon_2 = \epsilon(2 + \|G^w\|)$. Then

$$I(\xi_{\infty}^r) - I(\xi_{\infty}) < \frac{1 + \delta_\infty^w(2 + \|G^w\|)}{(1 - \delta_\infty - \epsilon(2 + \|G^w\|))^2} \epsilon = K_{\delta_{\infty}} \epsilon.$$  

This inequality is equivalent to the left inequality in (38) with $K_{\Xi}$ of the form (39). The right inequality in (38) follows now from (43) and the convergence of $I(\xi_{\infty}^r)$.

To prove the second statement of Theorem 2, we note that the condition in (40) implies similarly to (42)

$$|a(q^{-1})y_{t+1} - b(q^{-1})u_t| \leq \delta^w + \delta^v p_{t+1}^y + \delta^u ||G^2|||y_{t+1}^0 - p_t^y| \leq \delta^w + (\delta^v + \delta^u ||G^2||)p_{t+1} \quad \forall t.$$  

(47)

It means that the vector $\zeta = (\zeta^T, \delta^w, \delta^v)^T$ with $\delta = \delta^v + \delta^u ||G^2||$ satisfies the inequalities $p_{t+1}^y \zeta \geq v_{t+1}$ for all $t$. Then $\zeta \in \Omega_{t+1}$, $\zeta \in Z_{t+1}$ for all $t$ and $I(\zeta_{t+1}) \leq I(\zeta)$ in view of (35). As in the proof of the first statement, the inequality $I(\zeta_{t}) \leq I(\zeta)$ implies the convergence of estimates $Z_t$ and $\zeta_t$ in finite time. Then $I(\zeta_{\infty}) \leq I(\zeta)$ and

$$\lim_{t \to +\infty} |y_t| \leq I(\zeta_{\infty})^w.$$  

Taking into account the equality $I(\zeta) = J(\theta)$ (see (25)), we get the second statement and Theorem 2 is proven.

Remark 1. Note that the convergence of the estimates $Z_t$ and $\zeta_t$ in finite time is proven in both statements of Theorem 2 without the assumption of finite number of cuttings in the closed loop adaptive system. So this assumption is exactly the assumption (19) with respect to the final estimates $\xi_{\infty}$, which can be any vector in a priori polyhedron $\Xi_0$. This assumption excludes “deliberate” total disturbances $v$ that almost maximizes $|u_t|$. For any $v \in \Xi_0$ the set of such disturbances is reduced to the single maximizing disturbance as $\bar{\nu}$ increases without limit.

Remark 2. For the plant under consideration, the first statement of Theorem 2 presents more advanced result than results achievable with the use of projection type estimation algorithms. Under additional assumption of known upper bounds $\tilde{\delta}^w, \tilde{\delta}^v, \tilde{\delta}^u$ of the unknown $\delta^w, \delta^v, \delta^u$, respectively, a projection algorithm can guarantee the inequality

$$\lim_{t \to +\infty} |y_t| \leq \frac{\tilde{\delta}^w}{1 - \tilde{\delta}^v - \tilde{\delta}^u G_{uu}} + K_{\delta_{\infty}} \epsilon.$$  

(48)

The upper bound in (48) is the same for all admissible triples $(\delta^w, \delta^v, \delta^u)$ and is considerably worse than the upper bounds in (38) with the “true” nonidentifiable parameters $\delta^w, \delta^v, \delta^u$. Similar result was obtained with the use of gradient type estimation for a special autoregressive plant with control delay and unstructured uncertainty under additional a priori assumption of known upper bounds $\bar{\nu}$ and $\bar{\delta} \geq \max\{\delta^v, \delta^u\}$.37

Remark 3. The second statement of Theorem 2 provides a solution to the problem (12) with the accuracy $K_{\delta_{\infty}} \epsilon$ under additional assumption (29). It must be emphasized that this assumption was satisfied in all simulations performed with various disturbances $v$. The reason is in the fact that, first, the last inequality in (17) is very rough and, second, optimal estimates (35) must have, if $I(\zeta_{\infty}) > 0$, as small values of the component $\delta_{t+1}$ as possible to minimize the cost function $I(\zeta) = \delta^w (1 - \delta)$. So it is difficult, if possible, to find a disturbance $v$ that can violate inequality in (29). At the same time, a strong mathematical proof of this inequality is an open problem. This assumption and the accuracy of the solution are commented and discussed in the next section.

6 | MODEL VERIFICATION IN CLOSED LOOP

6.1 | Model verification under assumption 4

The main and obvious advantage of the estimation algorithm (33)–(35) is in the inequalities (41), which declare the approximate solution of the optimal problem (12). Less obvious but equally important and unique benefits of the algorithm
are that both the current estimates $\zeta_t$, the accuracy of the solution, and a priori assumptions are verified by data in closed loop. We will comment these benefits in more details.

The assumption of finite number of the cuttings (29) in the Theorem 2 follows from the assumption (19) and present actually a weakened and verifiable by data version of the assumption (19), while the assumption (19) itself is not verifiable by data. Indeed, the control process for $t \geq t_\infty$ looks like the plant (1) with the parameter vector $\theta_\infty$, defined in (45), is controlled by the optimal controller for this plant and the total disturbances $v_t^{\infty} = a_\infty(q^{-1})y_{t+1} - b_\infty(q^{-1})u_t$ in this plant satisfies the a priori Assumptions 2 and 4. Possible violations of the inequalities (20) at some time instants imply violations of the inequalities (19) for the plant at these time instants. Thus the inequalities (20) make possible the verification of the assumption (19). Note that he cuttings (29) were never observed in numerous simulations with various random and deterministic disturbances and perturbations.

The values of $\zeta_\infty$ and $K_{\zeta_w}$ are never known because any current estimate $\zeta_t$ can be falsified by future data. However, if there are no cuttings (29) from some time instant (or the cuttings occur less and less often), then, in view of the finite number of possible updates of the estimates $\zeta_t$, the intervals with the same estimate $\zeta_t$ become longer and longer. Therefore, the current estimates $\zeta_t$ that remain the same on long time intervals are validated by data and the values of $I(\zeta_t) + K_{\zeta}\varepsilon$ become the best unfalsified and correct asymptotic upper bounds on the $|y_t|$.

It can happen that the value of $K_{\zeta}\varepsilon$ is greater than a desired accuracy of solution of the problem (12). Consider this situation in detail. We have $I(\zeta_0) = 0$ since $\delta^w = 0$ and $I(\zeta_t)$ can remain zero on some time interval even if $I(\zeta) = J(\theta) \neq 0$. Note at first that the case $J(\theta) = 0$, that is, $\delta^w = 0$, means no additive disturbance in the plant. The problem (12) is degenerate in this case because any controller, that robustly stabilizes the plant, is optimal with respect to the control criterion $J(\theta)$. If we know a priori that there is no external disturbance in the plant (1), then the control criterion (4) is of small interest. However, the controller (5) clearly remains the best one for the plant (1) with respect to any reasonable control criterion because it provides the best possible dynamics, $y_t = v_t$ for all $t$, of the closed loop system. In this degenerate case, one could consider an optimal problem for another control criterion, for example,

$$J(\theta) = \delta^y + \delta^u ||G|| \quad \Leftrightarrow \quad I(\zeta) = \delta.$$  

The optimal problem for this criterion can be solved in the adaptive setup (i.e., for the plant with unknown parameters) with the use of the estimation algorithm (33)–(35) via simple eliminating the parameter $\delta^w$ from the vector $\zeta$.

Let us return to the problem (12) in the case of the plant with the external disturbance. In order to guarantee the desired absolute accuracy

$$\limsup_{t \to +\infty} |y_t| \leq E \quad \text{(49)}$$

for a chosen small positive $E$ while $I(\zeta_t) = 0$, it suffices to guarantee the inequality

$$I(\zeta_t^*) = \frac{\varepsilon}{1 - (\delta_t + \varepsilon(2 + ||G||))} \leq E,$$

which is equivalent to the inequality

$$\varepsilon \leq \varepsilon_t = \frac{1 - \delta_t}{1 + E(2 + ||G||)} E. \quad \text{(50)}$$

Define the dead zone parameter $\varepsilon$ in (33) as $\varepsilon = \varepsilon_t$. The convergence of the estimates $\zeta_t$ in finite time is preserved in view of the separation of $\varepsilon_t$ from zero

$$\varepsilon_t \geq \frac{1 - \delta}{1 + E(2 + G_u)} E > 0. \quad \text{(51)}$$

Then Theorem 2 ensures the inequality (49) if $J(\zeta_t) = 0$ for all $t$.

Consider now the nondegenerate case, when $I(\zeta_t)$ becomes nonzero. Let $I(\zeta_t) > 0$ and $I(\zeta_t) = 0$ for $t < t_s$. Since the value of $J(\theta)$ is unknown a priori, it seems more natural to guarantee an approximate solution to the problem (12) in terms of the relative accuracy. Then the problem is to ensure the inequality

$$\limsup_{t \to +\infty} |y_t| \leq \kappa J(\theta) \quad \text{(52)}$$

for a given $\kappa > 1$. 
For solution of the problem (52), consider the following algorithm for updating $\varepsilon_t$. Choose any $\kappa, \bar{\delta} < \kappa < 1$. The initial values of $\varepsilon_t$ for $t < t_0$ are the same as in (50). For $t \geq t_0$, define

$$
\varepsilon_t = \min \left( \frac{\kappa - \bar{\delta}}{2 + \|G^\delta\|}, \frac{(\kappa - 1)I(\zeta_t)}{K_{\zeta_t}} \right)
$$

(53)

**Theorem 3.** Let the plant (1) with the unknown parameter vector $\theta = (\xi^T, \delta^w, \delta^v, \delta^u)^T$ be controlled by the controller (28), (29) and the dead zone parameter $\varepsilon$ in the estimation algorithm (33)–(35) be defined by (50) when $I(\zeta_t) = 0$ and by (53) when $I(\zeta_t) \neq 0$. If the number of cuttings (29) in the closed loop system is finite, then the set estimates $Z_t$, the vector estimates $\zeta_t$, and the sequence $\{\varepsilon_t\}$ converge in finite time, the inequality (52) holds if $I(\zeta_t) \neq 0$ for some $t$, and the inequality (49) holds if $I(\zeta_t) = 0$ for all $t$.

**Proof.** At first we prove that the number of the updates (34) is finite. The case $I(\zeta_t) = 0$ for all $t$ was considered above. In the case $I(\zeta_t) > 0$ we have $I(\zeta_t) \geq I(\zeta_t^\ast)$ for $t \geq t_0$ in view of increasing $I(\zeta_t)$. In order to separate $\varepsilon$ from zero, note at first that

$$
\frac{\kappa - \bar{\delta}}{2 + \|G^\delta\|} \geq \frac{\kappa - \bar{\delta}}{2 + G_u} > 0.
$$

(54)

The inequality $\varepsilon_t \leq (\kappa - \bar{\delta})/(2 + \|G^\delta\|)$, which follows from (54), implies

$$
\varepsilon_t \leq \varepsilon_t(2 + \|G^\delta\|) \leq \kappa - \bar{\delta} \Rightarrow \delta_t + \varepsilon_t(2 + \|G^\delta\|) \leq \bar{\delta} + \varepsilon_t(2 + \|G^\delta\|) \leq \kappa < 1.
$$

(55)

The last inequality in (55) guarantees the condition of robust stability (46) for the estimate $\theta_t^c$ corresponding to the estimate $\zeta_t$. It follows from (55), the representation (39) applied to $\zeta_t$, and the inequality $I(\zeta_t^\ast) \leq I(\zeta_t)$ that

$$
K_{\zeta_t} \leq \frac{1 + \delta^w(2 + \|G^\delta\|)}{(1 - \delta_t - \varepsilon_t(2 + \|G^\delta\|))} \leq \frac{1 + \delta^w(2 + G_u)}{(1 - \kappa)^2} \leq \frac{1 + \delta^w(2 + G_u)}{(1 - \kappa)^2} = K_{\text{max}}.
$$

(56)

Then we get for the right term in the minimization (53)

$$
\frac{(\kappa - 1)I(\zeta_{t_\ast})}{K_{\zeta_t}} \geq \frac{(\kappa - 1)I(\zeta_{t_\ast})}{K_{\text{max}}} > 0.
$$

(57)

Now the separations (54) and (57) of $\varepsilon_t$ from zero imply, as in the proof of Theorem 2, the convergence of the estimates $\zeta_t$ and $Z_t$ in a finite time and, consequently, the convergence $\varepsilon_t \to \varepsilon_\infty$ in a finite time. In view of no updates in (34), we have

$$
\psi^T_{t+1} \zeta_t \geq v_{t+1} - \varepsilon_\infty \psi_{t+1}
$$

for all sufficiently large $t$. Then it follows by Theorem 2

$$
\limsup_{t \to +\infty} |y_t| \leq I(\xi_\infty^w) \leq I(\xi_\infty^\ast) + K_{\zeta_t} \varepsilon_\infty \leq \kappa I(\zeta_\infty^\ast),
$$

where the last inequality follows from the inequality $\varepsilon_\infty \leq (\kappa - 1)I(\xi_\infty^\ast)/K_{\zeta_t}$ provided by (53). Theorem 3 is proven.

The choice of the dead zone parameter $\varepsilon$ in the Theorem 2 needs the computation of $G_u$ in (36) that can be a difficult problem. The described on-line computing the estimates $\varepsilon_t$ does not need computing $G_u$ and provides the desired accuracy without unnecessary choice of too small dead zone parameter.
6.2 Model verification under assumption $J(\theta) \leq J_*$

The Assumptions 1–3, and 4 use minimum required a priori information about the total disturbance $v$ in the framework of the robust control theory in the $\ell_1$ setup. Indeed, a priori Assumption 2 describes only the model of external disturbance and coprime factor perturbations corresponding to this theory. A priori Assumption 3 is in fact not an assumption, but formulation of control problem in the adaptive setup under no quantitative information about the external disturbance and coprime factor perturbations. A priori Assumption 4 is a condition of robust stabilizability of the plant. It can be made as non-conservative as desired by choosing the parameter $\delta$ sufficiently close to 1. The assumption of boundedness of the external disturbance is in the base of the theory of robust control in the $\ell_1$ setup and can not be weakened. The use of no additional information on the norm $\delta^w$ of the external disturbance, except $\delta^w < +\infty$, shows maximum capabilities of feedback, but has a negative consequence that the model (1) itself can not be falsified by data because any unacceptable dynamics of the closed loop adaptive system on any finite time interval can be explained by sufficiently large external disturbance. In any practical problem, however, too large unfalsified value of $I(\zeta_t)$, together with the inequality $I(\zeta_t) \leq J(\theta)$, indicate most likely the unacceptability of the plant model under the Assumptions 1–3, and 4. That is why it is reasonable to use additionally the following a priori assumption.

**Assumption 5.** $J(\theta) \leq J_*$, where $J_*$ is chosen by the controller designer.

Assumption 5 can be used not only to falsify the model (1) itself under the Assumptions 1–4, and 5 after achieving the inequality $J(\zeta_t) > J_*$. Another possible application or interpretation of the Assumption 5 is to test whether the problem

$$\limsup_{t \to +\infty} |y_t| \leq J_*$$

is solvable for the model (1) under the Assumptions 1–4, and 5 or, for example, model with larger $n$ and/or $m$ is necessary.

7 SIMULATIONS

In this section, we present simulations for unstable plant with the poles $0.9$, $0.9$, $0.8 \pm 0.4i$, zeros $1.2$, $1.2$, and $b_1 = 2$, which corresponds, with $10^{-4}$ accuracy, to the coefficient vector $\xi = (-4.2222, 6.9290, -5.2469, 1.5432, 2.0000, -3.3333, 1.3889)^T$. So the dimension of $\theta$ is 10 and the number of estimated parameters, which is the dimension of $\zeta$, equals 9. The total disturbance is modeled in the form

$$v_t = w_t + 0.2\delta^1_t |y_{t-\mu}^-| + 0.02\delta^2_t |u_{t-\mu}^-|, \quad \mu = 20, \quad (\delta^w, \delta^x, \delta^y) = (1, 0.2, 0.02),$$

where $v_t$ is purely random with $w_t, \delta^1_t, \delta^2_t$ being independent and uniformly distributed on $[-1, 1]$ and $\delta^1_t = \cos(5t), \delta^2_t = \sin(5t)$ in the case of deterministic perturbations. The polytope $\Xi$ in the Assumption 1 is defined by the inequalities

$$|a_i| \leq 20, \quad i = 1, 2, 3, 4, \quad |b_j| \leq 10, \quad j = 1, 2, 3, \quad b_1 \geq 0.1,$$

$$b_1 - b_3 \geq 0.01, \quad b_1 - b_2 + b_3 \geq 0.01, \quad b_1 + b_2 + b_3 \geq 0.01,$$

where the inequalities in the bottom row define a compact subset of the set of stable polynomials, which is described by these inequalities with the right hand sides equal zero. The replacement of zeros by positive scalars is necessary for the compactness of a priori set $\Theta_0$ and the existence of $G_u < +\infty$ in (36). The initial data $y_{-4}^- \xi$ are random, $\zeta_0 = (0, 0, 0, 0, 0, 0, 0, 0, 0)^T, \varepsilon = 0.001, \mu = 40$.

Simulations for the adaptive optimal controller (28), (29) with the estimation algorithm (33)–(35) are compared with those for the adaptive controller (28) with the classical recursive least squares (RLS) estimation algorithm in the form

$$\xi_{t+1} = Pr_\Xi(\xi_t + K_t(y_{t+1} - \xi_T T \phi_t)), \quad K_t = \frac{P_t \phi_t}{1 + \phi_T T P_t \phi}, \quad P_{t+1} = (I - K_t \phi_T T) P_t, \quad P_0 = 0.001I,$$

where $Pr_\Xi$ denotes the projection to the nearest (under the Euclidean norm) point in $\Xi$. It is known that adaptive control based on the RLS type estimation is optimal with respect to the mean-square type control criterion for the plant (1) under
random external disturbance and no uncertainties. At the same time, to the best of our knowledge, there are no proven results on the stability of the RLS based adaptive control of systems under coprime factor perturbations and bounded disturbance. In order to compare the impact of the worst-case disturbance and perturbations on the dynamics of the adaptive systems with RLS and optimal estimates, the total disturbance of the form

$$v_{t+1} = (\delta^w + \delta^p p^y_{t+1} + \delta^u p^u_{t+1}) \text{ sign}(\xi^T_t \varphi_t), \quad t + 1 \in [801, 810] \cup [1201, 1210]$$

was modelled to maximize $|y_t|$ on these intervals.

Figure 1 presents typical graphs of the outputs $y_t$ for the adaptive systems with the RLS estimation (59) (left) and the optimal estimation (33)–(35) (right) under the random total disturbance $v$ with the same random samples $w_t, \delta^1_t, \delta^2_t$. The red dash lines on Figures 1 and 2 correspond to the optimal values of the control criterion $\pm J(\theta) = \pm 2.267$. Simulations with the random total disturbance $v$ illustrate that the RLS estimation can not prevent possible peaks of the output out of the optimal interval $[-J(\theta), J(\theta)]$ and the second peak can be greater than the first one.

Figure 2 presents graphs of the output $y$ for the adaptive systems with the RLS estimation (59) and the optimal estimation (33)–(35) under the same $w_t$ and deterministic uncertainties of the form (58) with $\delta^1_t = \cos(5t), \delta^2_t = \sin(5t)$. In the most of simulations with the RLS estimation and random initial data $y^0_{t-\mu+1}$, the outputs $y_t$ in steady-state go beyond the optimal interval $[-J(\theta), J(\theta)]$ and the peaks of $y_t$ after the worst-case total disturbances (60) remained in the interval $[-10J(\theta), 10J(\theta)]$. In the specific simulation presented on Figure 2, the peak $|y_{816}| = 264.695$ exceeds $J(\theta) \cdot 10^2$.

The left graph on Figure 3 illustrates no violations of the inequalities (18). The red lines on this figure correspond to the values of $\pm \bar{u}_t$, where

$$\bar{u}_t = ||G^2|||y^f_{t+\mu-\bar{\mu}}|, \quad \mu = 20, \quad \bar{\mu} = 40.$$  

The right graph on the Figure 3 presents the graph of the best unfalsified values of $I(\zeta_t)$ and illustrates the model verification and the inequalities $I(\zeta_t) \leq J(\theta)$, which provide the optimality of the proposed adaptive control. It is interesting to note, that the final unfalsified value $I(\zeta_{2000}) = 1.3283$ of the control criterion is considerably less than the optimal value $J(\theta) = 2.267$ despite the worst-case total disturbance of maximal magnitudes on two time intervals. The same was the case in all simulations.
Let us make some comments to simulations made on PC with the processor 8xIntel Core i7-4770 CPU @ 3.40 GHz. Time for simulations on the time interval \([0, 2000]\) was typically around 0.3 s for the RLS estimation algorithm and around 1.5 s for the optimal estimation. Taking time for computing the RLS estimates equal to zero, one can consider 1.2 s as approximate time for computing the optimal estimates. The number of updates of the set estimates \(Z_t\) and the vector \(\xi_t\) was typically in the interval 60–70 updates and did not grow considerably with the increase of the final time of simulations up to 5000. The above figures illustrate computational tractability of the adaptive optimal control for the system with 10 unknown (and nine estimated) parameters.

It is known that the RLS estimates for the plant (1) under stochastic disturbance and no perturbations converge to the line \(\{c \xi \mid \forall c \in \mathbb{R}\}\). This is a consequence of the fact that the equation of the optimal controller (5) can be rewritten in the form \(\xi \phi_t = 0\), which is equivalent to the equation \((c \xi) \phi_t = 0, \forall c \neq 0\). Proximity of the RLS and optimal estimates to this line was observed in all simulations for the plant with perturbations. For the simulations presented on Figure 2, the cosine of the angle between the vectors \(\xi_{800}\) and \(\xi\) equals 0.9852 for the RLS estimation and 0.9789 for the optimal estimation with

\[
\begin{align*}
\xi_{800} &= (-3.0147, 4.1941, -3.0095, 1.2848, 1.8266, -1.3640, 1.2172)^T \\
\xi_{800} &= (-14.4678, 20.0, -14.3131, 3.2475, 6.8781, -9.3749, 2.9581, 0.9500, 0.0465)^T.
\end{align*}
\]

One can see that the \(\xi_{800}\) is closer to \(\xi\) and to the line \(\{c \xi \mid \forall c \in \mathbb{R}\}\) than the \(\xi_{800}\)-component of the optimal estimate \(\xi_{800}\). However, the quality of the RLS-based controller is unacceptable in practice. The reason of this difference is in the fact, that much more information in the form of polyhedral estimates is used in the computation of the optimal estimates. Note that no stochastic embedding into any estimation algorithm can guarantee the convergence of estimates to the ‘true’ vector \(\xi\) of the plant (1) under deterministic perturbations (2). From the deterministic robust control point of view, there are no ‘true’ parameters of the nominal model and the problem is to compute the best model to meet a desired control objective.

8 | CONCLUSION

In this paper, the problem of adaptive robust optimal stabilization is considered in the optimal setup. The controlled SISO plant is described by a discrete-time linear time-invariant minimum phase nominal model under nonlinear and/or time-varying coprime factor perturbations and bounded external disturbance. The coefficients of the transfer function are assumed to be in a known polyhedron. The unknown are the coefficients of the transfer function of the nominal model, the norm of the disturbance and the gains of the coprime factor perturbations. The control criterion in the form of the worst-case steady-state upper bound on the plant output dictates the consideration of the optimal problem within the \(\ell_1\)-theory of robust control associated with the \(\ell_{\infty}\) signal space and bounded disturbances. The optimal controller for the known plant depends on the coefficients of the transfer function alone, but the optimal upper bound on the output is a nonconvex function of the coefficients, the norm of additive disturbance, and the gains of perturbations. Under described a priori information, all unknown parameters are non-identifiable. Nevertheless, the proposed adaptive control guarantees, with the prescribed accuracy, the same steady-state upper bound on the plant output as the optimal controller for the
known plant, that is the adaptive control realizes the maximum capability feedback with the prescribed accuracy. The solution of the optimal problem is based on the use of the control criterion as the identification criterion. Current vector estimates are computed via minimizing of the control criterion on polyhedral upper estimates of the set of unfalsified by data parameters, the gains of perturbations and the norm of disturbance including. Computational tractability of the proposed adaptive control is illustrated by simulations.
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