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Abstract—Modern robotic systems are required to operate in challenging environments, which demand reliable localization under challenging conditions. LiDAR-based localization methods, such as the Iterative Closest Point (ICP) algorithm, can suffer in geometrically uninformative environments that are known to deteriorate point cloud registration performance and push optimization toward divergence along weakly constrained directions. To overcome this issue, this work proposes i) a robust fine-grained localizability detection module, and ii) a localizability-aware constrained ICP optimization module, which couples with the localizability detection module in a unified manner. The proposed localizability detection is achieved by utilizing the correspondences between the scan and the map to analyze the alignment strength against the principal directions of the optimization as part of its fine-grained LiDAR localizability analysis. In the second part, this localizability analysis is then integrated into the scan-to-map point cloud registration to generate drift-free pose updates by enforcing controlled updates or leaving the degenerate directions of the optimization unchanged. The proposed method is thoroughly evaluated and compared to state-of-the-art methods in simulated and real-world experiments†, demonstrating the performance and reliability improvement in LiDAR-challenging environments. In all experiments, the proposed framework demonstrates accurate and generalizable localizability detection and robust pose estimation without environment-specific parameter tuning.
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I. INTRODUCTION

RELIABLE robot pose estimation and map creation are core capabilities that enable mobile robots to operate autonomously. While it is possible to achieve robot localization with global positioning or fixed physical references (e.g., markers), these methods are expensive or difficult to scale to new environments. With the advent of increasingly capable exteroceptive sensors, the research community has focused on solving the simultaneous localization and mapping (SLAM) problem with a variety of algorithms [1], [2]. SLAM can be achieved with different types of sensors [3]; however, this work focuses on LiDAR-based sensing due to its ability to provide reliable and accurate range measurements in the form of point clouds. The success of LiDAR-based approaches in competitions such as the KITTI [4] and the recent HILTI [5] benchmarks support the strength of LiDAR-based approaches.

a) Point Cloud Registration: Most popular LiDAR-based SLAM algorithms perform point cloud registration using iterative error minimization techniques to estimate the correct pose difference between two point clouds, often referred to as scan-to-scan registration. Similarly, point cloud registration can be done against a map, referred to as scan-to-map registration, significantly reducing drift compared to scan-to-scan. In a typical LiDAR-based SLAM framework, scan-to-map registration is the core step where the pose of the incoming point cloud data in the map is calculated. To date, the most well-known point cloud registration method is the...
iterative closest point (ICP) algorithm [6], [7], still utilized by recent research [8], [9].

b) Current Limitations: Although the ICP algorithm and its variants are commonly used, for practical applications, their performance is limited by four sources of error [10], [11]. These errors include a) the risk of converging to a local minima, b) the sensitivity to sensor measurement noise and bias, c) utilization of an inaccurate transformation prior, and d) the lack of geometric constraints provided by the environment for the underlying optimization problem. While the robotic community has developed solutions and frameworks that attenuate different error sources, the inaccurate transformation prior and the lack of geometric constraints can still cause modern LiDAR-based SLAM systems to fail when deployed in challenging environments. Although both problems are crucial, this work focuses on minimizing the adverse effect of the lack of geometrical constraints provided by the operational environment. In self-symmetrical environments, environments with perceptual aliasing, the geometric constraints along the axis of symmetry can be indistinguishable from noise, and the total number of unique constraints might be insufficient for optimization to converge. As a result, the optimization might converge to a noise-induced optimum [12], referred to as an ill-conditioned or degenerate solution. Tunnels, wide open spaces, tight corridors, and narrow doorways are instances of such degraded environments [13]. An example of a real-world degenerate underground tunnel is shown in the top row of Fig. 1. As discussed in recent research [14]–[16], to enable degenerate environments, called X-ICP. The proposed framework, shown in Fig. 2, solves both the detection of LiDAR degeneracy and the mitigation of the adverse effects of this degeneracy on the optimization. The two sub-modules of the proposed approach are localizability detection module, abbreviated as Loc.-Module, and optimization module, abbreviated as Opt.-Module. The Loc.-Module utilizes the point and surface-normal correspondences between the scan and the map to analyze the contribution strength along the optimization’s principal directions. In contrast to prior work [14], the localizability detection is applied to the scan-to-map registration, and the localizability detection is done in the optimization eigenspace, which allows the detection to be independent of the sensor orientation in the map. The resulting proposed solution enables reliable localizability detection in various environmental configurations, such as underground environments and large open spaces, without parameter tuning. Furthermore, the localizability detection is fine-grained and can classify the current optimization directions into three {localizable, partially-localizable, and non-localizable} categories.

Given the localizability information, the Opt.-Module calculates optimization constraints by salvaging the registration correspondences and employs these constraints in the low-level optimization for the point cloud registration. More specifically, this module leaves the point cloud registration initial guess unchanged in the non-localizable directions and enforces controlled pose updates for partially-localizable directions while having no effect on localizable directions. Notably, the Opt.-Module is independent of the ICP cost function and can be used independently in combination with other optimization-based systems since the adverse effects of the degenerate directions are mitigated by employing the localizability information within the iterative optimization problem. The result of this optimization utilizes the information contained in the correspondences while using the robot odometry information along the ill-conditioned directions.

The proposed framework is tested extensively with multiple simulated environments and real-world missions in various environments and with different sensor setups. The field experiments and analyses suggest that the proposed framework can reliably detect localizability in diverse, challenging environments without requiring heuristic parameter tuning and achieves increased robustness and accuracy in degraded environments. The proposed framework consistently outperforms the state-of-the-art robotic approaches [12], [17] throughout all experiments performed in challenging and partly degenerate scenarios, as shown in Fig. 1. d) Contributions: The main contributions of this work are as follows:

- A heuristic-free and multi-category localizability detection algorithm is developed to reliably identify the localizability state of the principal directions of the underlying point cloud registration optimization problem.
- A method to salvage scarce information from point correspondences is developed to utilize the available information in partially-localizable optimization directions.
- A novel localizability-aware constrained ICP optimization module is developed for robust point cloud registration in degenerate scenarios.
- A variety of experiments are conducted to evaluate the efficacy of the proposed framework and to compare the results against the state-of-the-art methods.

Additional content, data, and supplementary material are provided on the project page.

II. RELATED WORK

LiDAR-based SLAM systems rely on point cloud registration methods to estimate the robot pose. A brief review of these methods is presented in Section II-A. Furthermore, related work on degeneracy detection is discussed in Section II-B, followed by a discussion of the approaches that constrain the underlying ill-conditioned optimization problem for point cloud registration in Section II-C.

A. Point Cloud Registration Methods

Point cloud registration is considered a mature research field, and multiple unique approaches [18]–[21] are proposed to achieve robust, fast, and accurate pose estimation. Among
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these, the most widely used registration algorithm for LiDAR-based registration is the ICP algorithm [22]. The ICP algorithm iteratively finds the transformation between two point clouds given an initial transformation. This is achieved by minimizing a pre-defined cost function that measures the error between point pairs in source and target point clouds. Various cost functions have been proposed, such as the point-to-point [6], point-to-plane [7], point-to-line [23], point-to-Gaussian [24], and symmetric point-to-plane [25]. Beyond that, works also combine different cost functions, statistical measures [19], [26], and even employ data-driven methods [13] to achieve more robust registration. Despite these promising alternatives, the point-to-plane cost function [7] is still among the preferred solutions for state-of-the-art robust LiDAR-based SLAM systems [27]–[29] due to its simplicity and effectiveness, as demonstrated in real-world deployments [3], [5].

In recent years, certifiable algorithms for robust point cloud registration have gained interest [30]–[32]. These algorithms target to identify whether the optimization solution is globally optimal. Similarly, to perform reliable point cloud registration in the presence of outliers and strong noise, approaches such as [33], [34] proposed using robust norms. Nevertheless, conceptually, the problem definition of these works differs from the one of this work. In X-ICP, the goal is to identify possible degenerate cases before the registration, while certifiable algorithms analyze the solution optimality after the optimization and provide a decisive metric on optimality. Considering this fact alone, certifiable algorithms do not inherently provide a solution to perceptual aliasing. On the other hand, robust norms filter noisy measurements to reveal the underlying optimization minima. However, in the absence of information or the presence of perceptual aliasing, robust norms do not help to overcome the underlying problem.

B. Degeneracy Detection

Point cloud registration techniques have demonstrated reliable performance in various practical applications; however, the underlying iterative minimization problem can become degenerate in challenging geometrically self-symmetric or featureless environments. This problem is often noticed in the form of LiDAR-slip when traversing along the self-similar directions of the environment, e.g., narrow and long building corridors, severely degrading the robot pose estimation performance. Many techniques have been proposed to detect degenerate conditions by modeling it as part of the uncertainty or covariance of the pose estimation process [10], [11], [35], [36]. However, a unified uncertainty representation is often not tractable regarding sources of individual errors and tends to be over-optimistic [37]. Motivated by this reasoning, direct degeneracy detection methods have been proposed.

1) Geometric Methods: Geometric approaches utilize the relationship between the registration cost function and the environment to analyze the quality of the pose estimation process. Among the first to investigate the geometric stability of the point-to-plane ICP, [38] proposed a sampling-based method to select the most valuable points in a scan to improve the conditioning of the optimization process. Building on this idea [39] proposed improvements such as the iterative center of mass calculation, rotation normalization, and cyclic point addition to improve the efficiency of the method. In a similar direction, IMLS-SLAM [40] includes the contribution of a point to the matching procedure to ensure the observability of the optimization; however, the additional overhead makes the method unsuitable for real-time applications. Similarly, to estimate the localizability of an environment using the eigenspace of the Hessian, authors in [16] propose to measure the constraint strength of a point and surface-normal pair as the sensitivity of measurements w.r.t to the optimization states. Although this formulation is theoretically grounded and well-structured, the given parameterization does not use the full parametric range of the localizability analysis to distinguish the localizable and non-localizable directions due to alignment-based normalization. Furthermore, it does not account for the scale difference between rotation and translation sub-spaces, which can be significant in practical applications. Crucially, this method requires a prior-built point cloud map of the environment. The proposed localizability-awareness framework, X-ICP, also uses a geometry-based approach, similar to [16], but does not require a prior map of the environment, the scale difference between rotation and translation is taken into account, and the localizability detection is more fine-grained (three levels vs. binary).

2) Optimization-based Methods: For degeneracy detection, several approaches have proposed different metrics to quantify the state of the optimization. The work in [41] proposes to use the observability Gramian as a measure of insufficient sensor measurements required to constrain the optimization. Similarly, [29], [42], [43] proposed to use the condition number of the optimization Hessian as a single combined degeneracy metric for all 6-DoF of the pose estimation optimization problem. With similar reasoning, [44], [45] proposed to utilize the determinant of the fisher information matrix as the degeneracy detection metric instead. Reasoning that a combined degeneracy metric is not representative for both translation and rotational sub-spaces, [46] proposes to utilize relative condition number only for the translational sub-space to detect optimization degeneracy along each translational direction. In contrast, CompSLAM [28] uses the D-optimality criterion [47] as a degeneracy detection metric to detect under-constrained environments for different modalities of a robust sensor fusion. Although practical in nature, these approaches subject different degeneracy metrics to a threshold to identify degeneracy, which is not only heuristic in nature but difficult to generalize as these metrics depend on the environment’s structure and the amount of information observed during an operation instance. Furthermore, the smooth transition of the optimization problem from degenerate to non-degenerate is difficult to capture with a binary degeneracy detection method.

For degeneracy-aware LiDAR-based SLAM systems, the seminal work of [12] proposes both a degeneracy detection metric called degeneracy factor and a degeneracy mitigation method named solution remapping. The degeneracy factor utilizes the minimum eigenvalue of the Hessian matrix of the optimization to detect the degeneracy, and the solution remapping method utilizes the detected degeneracy to project the
optimization solution only along the well-constrained directions. This work has been adopted by multiple LiDAR-based SLAM frameworks [28], [48]–[51] and is considered state-of-the-art; however, certain aspects can limit its efficacy. i) Being binary in nature, the method depends on the heuristic tuning of thresholds for operation in different environments [14]. ii) As eigenvalues represent the scale of their respective eigenvectors, thresholds for translation and rotation cannot be represented by a singular value. iii) As solution remapping projects the solution along the well-constraint directions, it assumes that well-conditioned directions remain completely unaffected by the ill-conditioning. However, this assumption may be incorrect in severely degenerate environments since the optimization might diverge before the solution remapping method can project it. Echoing similar reasoning, [17] proposes to improve solution remapping by using the relative condition number of the optimization directions to set the eigenvalue threshold automatically. These state-of-the-art methods [12], [17] are widely adopted in the field of robotics and are used as baseline methods for comparison in this work.

3) Data-driven Methods: With the advent of learning-based methods, data-driven methods provide promising alternatives to perform degeneracy detection. The work in [52] formulates localizability as a function of overlap between scans and uses a support vector classifier to learn a risk metric for point cloud registration. Similarly, OverlapNet [53] showed the importance of using overlap between point cloud scans to identify the similarity of environments. In contrast, [35] proposes direct localizability quantification using a learned pose estimation uncertainty metric. Furthermore, combining covariance estimation and localizability detection, [54] proposes a deep-learned entropy-based metric. Although successful, these methods rely on extensive ground truth data for learning and are unsuitable for real-time operation. To alleviate reliance on data, [14] proposes to leverage simulation for training and only consider the current LiDAR scan to predict a 6-DoF localizability metric. The authors use sparse 3D convolutions to show generalization across different sensors and environments through real-world experiments. However, this approach is limited to scan-to-scan point cloud registration.

C. Constrained Optimization in Point Cloud Mapping

Constrained optimization techniques are well-known in literature; however, their application to point cloud registration has only recently attracted more attention. Among the first, [55] presented a constrained optimization method for penetration-free point cloud registration, improving the quality of pose estimation. Similarly, [56] uses non-linear equality constraints to reduce the linearization error of rotation estimation for point cloud registration. To improve robustness against sensor noise and correspondence outliers, [57] proposes to use an augmented Lagrangian to solve a constrained optimization problem by adding each measurement as a separate constraint. A recent work [58] introduces the addition of soft constraints as costs to the ICP optimization to ensure trajectory continuity between different scans. In contrast, [30] formulates the point cloud registration problem as a constrained quadratic program to provide globally optimal point cloud registration results. These methods demonstrate improved robustness and accuracy for the global point cloud registration problem; however, they do not address the utility of constraints towards limiting the effect of degeneracy in the optimization.

Addressing this limitation, using the degeneracy detection formulation from [12], Hinduja et al. [17] proposed a partial factor formulation to incorporate the point cloud registration result into a pose graph formulation in a degeneracy-aware manner. The authors used a re-projection matrix as covariance to reflect the well-constraint directions of the registration result. While this method shows a straightforward way of integrating degeneracy awareness into sensor fusion frameworks, the adverse effects of degeneracy on low-level ICP optimization are not addressed.

On the other hand, the authors in [46] propose to use the relative condition number to detect degeneracy and to penalize the motion change along the degenerate directions by introducing constraints in a factor graph formulation in the form of a smooth cost function. However, this work is only tested in 2D scenarios and does not consider introducing constraints directly in the optimization process. Given the discussion, the use of degeneracy analysis to constrain the ICP registration problem for robot operation in challenging and degenerate environments remains an open problem that this work aims to address.

III. Problem Formulation & Preliminaries

This section provides an overview of the point cloud registration process and formulates the problem for operation in LiDAR degenerate environments. All vectors and matrices are denoted in bold, with matrices expressed with Capital letters.

A. Point Cloud Registration

The problem of point cloud registration is defined as finding the rigid body transformation $T_{M\ell} \in SE(3)$, that best aligns a reading point cloud of $N_p$ points $\{P\} \in \mathbb{R}^{3 \times N_p}$ in LiDAR frame (denoted as L) to a reference point cloud of $N_q$ points, $\{Q\} \in \mathbb{R}^{3 \times N_q}$ in map frame (denoted as M). The rigid transformation $T_{M\ell} = [R_{M\ell} \mid M\ell]$ consists of a rotation matrix $R \in SO(3)$, and a translation vector $t \in \mathbb{R}^3$, with $t = [t_x, t_y, t_z]^T$. For each reading point $\ell P \in \mathbb{R}^3$ in $\ell P$, the closest reference point $\ell Q \in \mathbb{R}^3$ in $\ell Q$, is found through a correspondence search, often in the form of a k-d tree search. This data association process is defined as $M = \mathbb{R}^{6 \times N}$ matching $\{LP, \ell Q, T_{L,M,init}\} = \{(\ell p, (\ell \ell q, \ell n)) : (\ell p \in \ell P), (\ell \ell q \in \ell Q)\}$ where $\ell p$ and $\ell \ell q$ are the matched point pairs and $\ell n \in \mathbb{R}^3$, $\|\ell n\| = 1$ is the surface-normal vector of point $\ell \ell q$. Furthermore, $N \leq N_p$ is the number of matched points and indicates the size of the problem for the rest of the work. The initial transformation $T_{L,M,init}$ is provided as an initial guess to transform the scan data to the reference frame, to improve the matching process and optimization convergence characteristics. While the accuracy of this initial transformation is critical for the convergence of the minimization [11], an analysis of the effect and quality of this initial transformation is outside the scope of this work.
Multiple error functions have been proposed for point cloud alignment; in this work, the point-to-plane [7] cost function is used. The ICP minimization problem with the point-to-plane cost function can be defined as follows:

\[ \min_{R, t} \sum_{i=1}^{N} \left\| (R p_i + t) - q_i \cdot n_i \right\|_2. \]  

(1)

Different solvers, such as singular value decomposition (SVD) [59], LU decomposition, Gauss-Newton, and Levenberg-Marquardt, can be used to solve this minimization problem. In this work, the focus lies on direct linear algebra solvers like SVD, which exists for all matrices.

Following the derivation of Pomerleau et al. [60], the minimization (1) can be reformulated as a quadratic cost optimization problem as:

\[
\begin{align*}
\min_{x \in \mathbb{R}^n} & \quad x^T \left( \sum_{i=1}^{N} \begin{bmatrix} \mathbf{p}_i \times \mathbf{n}_i \\ \mathbf{n}_i \end{bmatrix} \right)^T \left( \begin{bmatrix} \mathbf{p}_i \times \mathbf{n}_i \\ \mathbf{n}_i \end{bmatrix} \right)^T x \\
-2x^T & \left( \sum_{i=1}^{N} \begin{bmatrix} \mathbf{p}_i \times \mathbf{n}_i \\ \mathbf{n}_i \end{bmatrix} \right) \mathbf{n}_i^T (q_i - p_i) + \text{Const.}
\end{align*}

\]

(2)

Here \( x = [r^T \ t^T]^T \in \mathbb{R}^6 \) are the optimization variables, with \( r \in \mathfrak{so}(3) \) being the rotation vector (lie algebra of \( SO(3) \)) and \( t \in \mathbb{R}^3 \). Moreover, \( A' \in \mathbb{R}^{6 \times 6} \) denotes the Hessian of the optimization problem, and \( b' \in \mathbb{R}^6 \) incorporates the constraints between the point clouds. The Hessian constitutes the second-moment matrix of the optimization and defines the local behavior of the Jacobian.

Moreover, the Equation (2) with optimization variable \( x \) can be reformulated as a least squares optimization problem as follows:

\[ \min_{x \in \mathbb{R}^n} \left\| A' x - b' \right\|_2. \]

(3)

Solving this minimization problem is simple for a (semi-) positive definite matrix \( A' \). The solution of this \( 6 \times 6 \) linear equation system will result in the optimal alignment translation vector \( t \) and rotation \( r \) under the performed linearizations.

During ICP, due to non-linearities and the resulting iterative nature of the algorithm, the described operations are repeated until convergence.

### B. Operation in Degenerate Environments

In practical applications, the described point cloud registration process can fail due to LiDAR degeneracy induced by the absence of geometrically informative structures. The solution \( T_{\text{ML}} \) of the registration step becomes under-constrained, which means that one or multiple dimensions of the 6-DoF transformation are (almost) not observable from the point correspondences. Consequently, the primary focus of this work is to address the problem of finding the optimal transformation \( T_{\text{ML}} \) and determining the difficult-to-estimate directions in the presence of environmental degeneracy. While previous research on point cloud registration tends to disregard this particular scenario, this work introduces a dedicated solution to tackle these challenging situations, allowing for effective operation even in extreme scenarios.

### IV. System Overview

To reliably perform point cloud registration and pose estimation in LiDAR degenerate environments, this work proposes X-ICP, a localizability-guided constrained point cloud registration method. An overview of the proposed framework is shown in Fig. 2. The proposed components for detecting and mitigating LiDAR degeneracy are denoted as Loc-Module and Opt.-Module. For demonstration purposes, both components are embedded into a scan-to-map ICP registration system [61] developed by ANYbotics, which is based on a modified version of libpointmatcher, an open-sourced point cloud registration library [62]. The mapping pipeline based on this point cloud registration framework runs at 5 Hz and uses the common point-to-plane ICP cost function. Note that the proposed contributions of this work are applicable to any point-to-plane iterative optimization-based registration framework and are independent of the scan-to-map implementation. As discussed in Section III-A, the robustness and accuracy of the scan-to-map registration depend on the quality of the initial guess. Hence, X-ICP performs better with a robust state estimator compared to a dead-reckoning system.

A. Localizability Detection Module Overview

The goal of the Loc.-Module is to approximate the null space of the ICP optimization Hessian $A'$. The localizability vector $\eta$ (spanning all 6-DoFs of the optimization problem) is introduced to achieve this goal. This localizability vector indicates which eigenvectors should be considered to lie within Hessian’s null space. Since the localizability analysis is performed directly in eigenspace (using the eigenvectors), the degenerate direction of the environment does not need to align with either the robot or the map frame. The localizability vector is defined as

$$\eta = \{\eta_1, \eta_r\} \in \mathbb{R}^6$$

where $\{\eta_i\} = V_i(\ldots, j), \forall j \in \{1, 2, 3\}$ are the translational eigenvectors of the Hessian $A'$ corresponding to $t$ variables and expressed in the LiDAR frame, whereas $\{\eta_r\} = V_r(\ldots, j), \forall j \in \{1, 2, 3\}$ correspond to the rotation $r$. More details on how to obtain the eigenvector matrices $V_t$ and $V_r$ are explained in Section V-A. The localizability vector $\eta$ represents the localizability state of each eigenvector in the form of a categorical variable; these discrete set of categorical variables are defined as $\eta_j \in \{none, partial, full\}$ with $j \in \{1, \ldots, 6\}$, where the categories correspond to being non-localizable, partially-localizable, and localizable, respectively. The sequence of actions for each localizability category will be explained in Section V-C.

B. Localizability Aware Optimization Module Overview

Utilizing the output of the Loc.-Module, i.e., the discrete set of localizability categories $\eta$, the goal of the Opt.-Module is constructing and solving the constrained optimization problem to estimate the optimal state $x^*$ for the optimization problem (3), and is explained in Section VI. In this part, constrained optimization techniques based on Lagrangian-multipliers are used to obtain the best possible solution given the observed localizability. The possible outcomes include the registration initial guess to be unchanged in the directions where $\eta_j = none$, changed in a controlled manner for $\eta_j = partial$ or updated without any constraints for $\eta_j = full$.

The complete X-ICP framework (cf. Fig. 2) offers reliable robot pose estimation in the presence of LiDAR degeneracy. The main contributions of this work are explained and highlighted in Sections V and VI.

V. LOCALIZABILITY DETECTION MODULE

In this section, the details of the Loc.-Module are described according to the information flow shown in Fig. 3. Localizability detection aims to measure the information within the correspondences to identify the under-constrained directions correctly. As shown in Fig. 3, given the correspondences, the first task is the Information Analysis indicated by Fig. 3-A, analyzing the relations between the Hessian and the geometric information from the environment. In the second step, the Filtering (Fig. 3-B), the redundant contribution values from the Information analysis (Fig. 3-A) step are filtered out. Finally, the filtered contribution information is inferred, leading to a fine-grained Categorization step, as shown in Fig. 3-C. After the correspondence search, the matched correspondences are transformed back to the LiDAR frame (L) to eliminate the scale effect of the map’s physical size on the localizability of rotational eigenvectors, and the localizability analysis is performed in this frame.

A. Information Analysis

1) Principal Component Analysis: The information analysis starts with an eigenvalue analysis of the Hessian matrix of the optimization problem. For the derivation of the matrix for a point-to-plane ICP cost function, the reader is referred to Section III, where the Hessian is provided as $A'$ in Equation (3). The Hessian can be divided into sub-matrices based on the relation to the minimization variables $x$:

$$A' = \begin{bmatrix} A'' & A'_{t\times r} \\ A'_{r\times t} & A''_{r\times r} \end{bmatrix}$$

Fig. 3. Overview of the localizability detection module. A - Information Analysis: An exemplary histogram shown for one eigenvector $v_j$ direction. The histogram is color-coded to illustrate the strong- ( ) and the weak-contribution ( ) regions. The red ( ) region contains the to-be-filtered information pairs. B - Filtering: This step measures the alignment of all vectors in the histogram to the eigenvector $v_j$, with $(s_1, w_1)$ illustrating strong and weak alignment vectors, respectively. C - Categorization: Localizability categories are assigned to each optimization eigenvector based on a decision tree.
Here, \( A'_{ir} \in \mathbb{R}^{3 \times 3} \) exclusively contains information related to the rotation variables. Similarly, \( A'_{tt} \in \mathbb{R}^{3 \times 3} \) exclusively contains information related to the translation variables.

Moreover, as discussed in Section III-A, the ICP Jacobian consists of two independent elements, the \( n \) and \( p \times n \) for translation and rotation, respectively.

As it is not trivial to treat \( t \in \mathbb{R}^3 \) and \( r \in so(3) \) together due to differences in scale and type, only \( A'_{tt} \) and \( A'_{rr} \) are included in the eigen-analysis of the SVD. If all the elements of the Hessian are used for the eigen-analysis, the scale difference between rotation and translation elements will complicate setting heuristic free localizability parameters. For the rotation and translation components, the resulting eigen-decomposition is given as

\[
A'_{tt} = V_t \Sigma_t V_t^T, \quad A'_{rr} = V_r \Sigma_r V_r^T,
\]

where \( V_t \in \mathbb{R}^{3 \times 3} \) and \( V_r \in \mathbb{R}^{3 \times 3} \) are the eigenvectors in matrix form, and \( \Sigma_t \in \mathbb{R}^{3 \times 3} \) and \( \Sigma_r \in \mathbb{R}^{3 \times 3} \) are diagonal matrices with the eigenvalues of \( A'_{tt} \) and \( A'_{rr} \) as the diagonal entries, respectively. Intuitively, the eigenvalues in \( \Sigma_t \) and \( \Sigma_r \) provide a direct measure of the information along each eigenvector it is paired with. However, as discussed in Section II, eigenvalues can behave inconsistently in different environments and for varying sensors, and hence are not used directly as part of this work’s localizability estimation.

2) Information Pair Contribution: The second part of the proposed information analysis is to formulate the contribution of each information pair, defined as \( (p, n) \). A formal relationship is required between the information pairs and the optimization cost to assess how much a pair contributes to the cost. Gelfand et al. [38] showed that the squared summation of these contributions provides reasonable estimates of the eigenvalues of the optimization Hessian, suggesting that the Jacobian-based localizability formulation and eigenvalues are correlated. Similar to other works [38], [39], [63], X-ICP utilizes the elements of the Jacobian (instead of the Hessian) directly, as inferred from Equation (2), simplifying the formulation and allowing for more practical deployment in various environments while keeping the formulation correlated to the optimization Jacobian.

a) Analogy to Classical Mechanics: In an analogy to classical mechanics, the optimization Jacobian measures the magnitude of the wrench induced locally by each information pair. A wrench system consist of elements such as force \((n)\) and torque \((\tau = p \times n)\). An illustration of the underlying wrench system and localizability concept in 2D is provided in Fig. 4, illustrating an environment consisting of two perpendicular and a semi-circular wall. Moreover, the shown map frame \( M \) does not need to align with the principal directions of the environment (e.g., \( v_{t1} \)), as the localizability detection of X-ICP is done in the optimization’s eigenspace, rendering it invariant to the orientation of the robot with respect to the environment.

Information analysis of the point and surface normal pairs \( (p_i, n_v) \) \( \forall i \in \{1, 2, 3\} \) show different contributions towards the localizability of different (optimization) principal directions. As an example, the surface normals \( n_{1,2,3} \) provide transcriptional localizability contributions towards the direction of the eigenvector \( v_{t1} \)(due to \( n_{1,2,3} \cdot v_{t1} > 0 \)), whereas the surface normal \( n_4 \) does not provide any contribution for this direction. As another example, for the rotational contribution around the z-axis (in \( M \)), it holds: \( \tau_1 > \tau_3 > \tau_2 \approx 0 \).

Although intuitive, the torque formulation does not provide a generalizable localizability parameterization without normalization. The reason is that the point \( p \) can be at arbitrary long distances, leading to higher torque values, which limits the generalizability of localizability formulation in different environments for practical applications. Kwok and Tang [39] studied the influence of this scale difference for different normalization techniques in ICP. They suggest that maximum norm-normalization performs better than moment-normalization, or average norm-normalization, as done in [38]. This holds for obtaining a reliable solution to the ICP problem, where spatial relations between correspondence are crucial for the estimation. However, this is not necessarily the case for point-wise contribution calculation for localizability estimation. Considering this and the requirement that the point norm should not affect the contribution value directly, this work proposes to use moment normalization, which maps the torque values to a unit sphere (cf. Equation (5)).

After the moment normalization of the individual torque vectors, the wrench system is stacked for all available information pairs to form the information matrices as follows:

\[
\mathcal{F}_r = \begin{bmatrix}
\frac{p_1 \times n_1}{\|p_1 \times n_1\|_2} & \cdots & \frac{p_N \times n_N}{\|p_N \times n_N\|_2}
\end{bmatrix}^T,
\]

\[
\mathcal{F}_t = \begin{bmatrix}
\frac{1}{n_1} & \cdots & \frac{1}{n_N}
\end{bmatrix}^T.
\]

Here, \( \mathcal{F}_r \in \mathbb{R}^{N \times 3} \) and \( \mathcal{F}_t \in \mathbb{R}^{N \times 3} \) are the rotational and translational information matrices, respectively. The final task in the information analysis step is to compute the localizability contribution from the information matrices \( \mathcal{F}_r \) and \( \mathcal{F}_t \). Instead of defining the localizability information in Equation (5) as a function of quadratic terms (i.e., \( p \times n \) and \( n \)), it is defined linearly. The used terms \( (p \times n) \) and \( n \) prevent scale compression of the contributions.

For numeric stability, if \( |\tau| \) is close to zero (i.e., the surface-normal and point vectors are near-parallel), the information pair is dropped. An example of this phenomenon is shown for the \( p_2, n_2 \) information pair depicted in Fig. 4. Furthermore,
the moment normalization is only applied for information pairs with $|r| \geq 1$, preventing the inflation of torque values from within onto the unit sphere, which might push the Loc.-Module towards optimistic localizability estimation.

b) Localizability Contributions: The localizability concept is defined in the eigenspace of the optimization, and hence, can be obtained for every eigenvector direction. This ensures that the detection is not affected by the orientation of the LiDAR or the robot w.r.t. the environment, which is useful for practical applications. Thus, the information matrices defined in Equation (5) are projected onto the eigenspace of the translation and rotation Hessians. To achieve this, the eigenvector matrices $\mathbf{V}_t$ and $\mathbf{V}_f$ will be used as follows:

$$
\mathcal{I}_r = (\mathbf{F}_r \cdot \mathbf{V}_r)^{|c|} \quad \mathcal{I}_t = (\mathbf{F}_t \cdot \mathbf{V}_t)^{|c|}.
$$

Here, $\mathcal{I}_r$, $\mathcal{I}_t \in \mathbb{R}^{N \times 3}$ are the localizability contributions for all information pairs $\{\mathbf{p}, \mathbf{n}\}$, projected by the eigenvectors in $\{\mathbf{V}_r, \mathbf{V}_t\}$. The $(\ldots)^{|c|}$ operator indicates the element-wise absolute value of the vector. Concurrently, the scalar values in $\mathcal{I}_r$ and $\mathcal{I}_t$ are direct indicators of localizability contribution of a certain direction. If the scalar value is $\mathcal{I}(i, \ldots) = 1.0, i = 1, \ldots, N$, the direction’s localizability contribution is maximum, and if $\mathcal{I}(i, \ldots) = 0.0, i = 1, \ldots, N$, the information pair has no contribution to the localizability of the eigenvector direction.

An example of the localizability contributions is provided with a histogram as shown in Fig. 3-A for a single translation eigenvector. The contribution values are dominantly at the lower-end, indicating low contribution. Nevertheless, there is a high peak at around the contribution value of 1.0, suggesting the presence of a small but highly contributing structure. While pair-wise quantification of localizability contributions is essential, this pair-wise information needs to be filtered and consolidated for categorizing the localizability state of the eigenvectors of the optimization Hessian.

B. Filtering

Given the localizability contributions defined in Equation (6), $\mathcal{I} = [\mathcal{I}_r, \mathcal{I}_t] \in \mathbb{R}^{N \times 6}$, the goal of the filtering step is to remove redundant information and to render the present information interpretable.

1) Filtering Low Contribution: An example of redundant information is shown in Fig. 3-A, where the low contribution region highlighted in red (■) dominates the analysis. If the localizability contribution is small, it might become indistinguishable from measurement- or feature extraction noise. This step addresses this issue by employing binary element-wise filtering as an outlier rejection step. The filtering operation is implemented as re-assignment:

$$
\mathcal{I}_s(i, j) = \begin{cases} 
\mathcal{I}(i, j), & \text{if } \mathcal{I}(i, j) \geq \kappa_f \\
0, & \text{otherwise}
\end{cases}
$$

Here the indices are defined as $i \in \{1, \ldots, N\}$ and $j \in \{1, \ldots, 6\}$. $\mathcal{I}_s$ is the filtered localizability contribution matrix, which contains all reliable localizability contribution values. Moreover, $\kappa_f$ is the filtering parameter, the first user-defined parameter. Since this parameter captures the sensor and feature extraction noise for different LiDAR sensors, it should be re-adjusted. This parameter is set to $\kappa_f = \cos(80^\circ) \approx 0.1736$ throughout all Velodyne experiments. For the Seemühle experiment with Ouster OS0-128, $\kappa_f$ is set to $\cos(60^\circ) = 0.5$ due to a higher point variance noise-characteristic compared to the Velodyne VLP-16, resulting in more aggressive filtering: localizability contribution values with an alignment angle higher than $60^\circ$ are filtered out.

2) Filtering High Contribution: Using this filtered localizability contribution $\mathcal{I}_s'$, the contributions larger than $\kappa_f$, can be combined to summarize the available geometrical information:

$$
\mathcal{L}_c(j) = \sum_{i=1}^{N} \mathcal{I}_s'(i, j).
$$

Here, $\mathcal{L}_c \in \mathbb{R}^{1 \times 6}$ is the combined localizability contribution vector over all reliable information pairs. Here, a higher number of filtered contribution values indicate higher available contribution information. Matrix $\mathcal{I}_s'$ still contains weak but reliable contributions, which might be required during partial localizability. However, a measure of the strongest contributions is still required to identify the more fine-grained status of the localizability. The filtering step is based on geometrical vector alignment: only the alignment values greater than $\cos(45^\circ) \approx 0.707$ will be considered a strong contribution, justified through geometric relations. In Fig. 3-B, the separation of strong and weak alignment regions against an eigenvector is visualized. The inner green cone indicates the region with strong vector alignment, whereas the yellow region indicates the weaker one. This separation is formulated as follows:

$$
\mathcal{L}_s(i, j) = \begin{cases} 
\mathcal{I}_s(i, j), & \text{if } \mathcal{I}_s(i, j) \geq \cos(45^\circ) \\
0, & \text{otherwise}
\end{cases}
$$

Here, $\mathcal{L}_s \in \mathbb{R}^{1 \times 6}$ is the strong localizability contribution vector. Similar to the combined localizability contribution, this expression is also affected by an increased number of filtered localizability contribution values; however, it is less sensitive to the sensor noise and only affected by incorrect point correspondence errors due to the second filtering step. These strong and combined localizability contribution vectors are crucial for the next step, where these vectors will be used to categorize the localizability.

C. Categorization

In X-ICP, the localizability categorization is defined by a set of discrete categorical variables, as described in Section IV-A. In principle, the chosen localizability contribution parameterization allows for a continuous localizability formulation. This continuous formulation could be included in the optimization objective as soft constraints in the form of additional cost elements in the optimization objective. However, removing the discretization step, introduces further challenges, such as balancing the cost elements and possible constraint violations.
Considering this point, X-ICP introduces discrete localizability categorization while keeping the underlying localizability contribution formulation continuous. This discretization allows for the introduction of hard constraints into the least squares optimization problem in X-ICP, which is advantageous in degeneracy mitigation; the satisfaction of these constraints avoids divergence along the constrained directions.

a) Localizability Parameters: To achieve this goal, three localizability parameters are introduced: i) Parameter $\kappa_1$ is the safety localizability threshold defining the lower bound of being fully localizable. ii) Parameter $\kappa_2$ regulates the transition from being localizable to partially-localizable and represents the upper bound of being partially localizable. iii) Parameter $\kappa_3$ is the minimum information threshold that covers the case when the environment has sparse yet well-contributing information and regulates the transition from being partially-localizable to non-localizable.

b) Parameter Choice: The three thresholds provide a natural relationship among each other: $\kappa_1 \geq \kappa_2 > \kappa_3$. These parameters are set based on the basin of convergence of the employed ICP algorithm. The rules for setting the parameters are as follows:

1) As $\kappa_1$ sets the boundary between being localizable and (partial-localizability, non-localizable), it can be set (almost) arbitrarily high. Note that a too high value of $\kappa_1$ introduces the additional computational cost of the localizability detection, while the partial-localizability utilizes the available information still adequately. An example value of $\kappa_1 = 250$ allows the ICP optimization to run with a minimum of 250 perfectly aligned pairs.

2) $\kappa_2$ is a parameter selected based on the system characteristics as robustness, and optimizer. Jointly with $\kappa_3$, it defines how the partial-localizability should be approached. It should be set between $\kappa_1$ and $\kappa_3$.

3) Finally, $\kappa_3$ sets the boundary between the partially-localizable and non-localizable status. A value of 35 allows the constrained ICP optimization to run in a controlled manner with a minimum of 35 sampled pairs. Increasing $\kappa_1$ would make the degeneracy detection more aggressive, with only minimal added computational cost. On the other hand, $\kappa_2$ sets the uncertain region, for which partial-localizability takes place. This allows the user to adjust the behavior of the degeneracy awareness framework in exchange for the computational cost of correspondence re-sampling.

Lastly, lowering $\kappa_3$ increases the localizability risk of the system, which is user-defined. Using these intuitions and the noise properties of point-to-plane ICP, in this work, the localizability parameters are set to $\kappa_1 = 250$, $\kappa_2 = 180$, and $\kappa_3 = 35$ for all environments and sensors shown in Section VII.

c) Decision Tree: These parameters are used in a decision tree to get the localizability categories as shown in Fig. 3-C. The decision tree takes the filtered localizability contribution matrices and an eigenvector as input. The decision tree operates eigenvector-wise; thus, the required binary comparisons are repeated for all 6 principal directions. First, for each eigenvector direction, $\kappa_1$ is compared against $\mathcal{L}_c$, and $\kappa_2$ against $\mathcal{L}_s$. If either of these comparisons suggests that the problem is well-constrained, then the direction is localizable, $\eta_{\tau_j} = \text{full}$. Secondly, suppose the first comparisons suggest that the problem is not well-constrained; in this case, $\kappa_2$ is compared against $\mathcal{L}_c$ and $\kappa_3$ against $\mathcal{L}_s$ to understand the amount of present information. If either of these comparisons holds, the localizability category is assigned as partial, $\eta_{\tau_j} = \text{partial}$, otherwise it is assigned non-localizable, $\eta_{\tau_j} = \text{none}$.

VI. LOCALIZABILITY AWARE OPTIMIZATION MODULE

The Opt.-Module is responsible for the calculation and usage of additional constraints to perform reliable optimization in cases of degeneracy. An overview of this module is presented in Fig. 5. Given the localizability categories $\eta$ and eigenvectors $\mathbf{v}_j$, the objective of this module is to find the optimal solution $x^\star$, even for an ill-conditioned optimization. In Section VI-A, the calculation of optimization constraints for each localizability category is detailed and referred to as Constraint Calculation. In Section VI-B, these constraints are then integrated into the optimization problem (Constrained Optimization). Since the full point cloud registration is performed in the map frame $\mathbb{M}$, all data in this section is also expressed in the map frame. At each iteration of ICP, also the eigenvectors are rotated to the map frame by applying $R_{\mathbb{M},k} = R_{\mathbb{M},k_1} \cdot R_{\mathbb{M},k_2} \cdot \cdots \cdot R_{\mathbb{M},k_{\tau_j+1},k}$, where $k$ refers to the current index of the ICP iteration.

A. Constraint Calculation

There are multiple ways to enforce linear equality constraints during optimization. In this module, the constraint should limit the solution space of the optimization in 3D as depicted in Fig. 5-A, along the ill-conditioned directions. Corresponding optimization eigenvector directions that are going to be constrained are expressed in the same geometrical frames as the optimization variables $t$ and $r$. Each constraint direction is given by $\mathbf{v}_j(t\tau_j), j \in \{1, 2, 3\}$, and the admissible magnitude of the pose update is defined by values $t_0$ and $r_0$ which are calculated per constraint direction. The constraints are defined as

\[
\mathbf{v}_j^\top \cdot (t - t_0) = 0, \\
\mathbf{v}_j^\top \cdot (r - r_0) = 0,
\]

(10)
where \( v^T_{t,r} \) are eigenvectors in translational (\( \in V_t \)) and rotational subspace (\( \in V_r \)), respectively. Each line of Equation (10) defines a 3D plane with normal vectors \( v^T_{t,r} \), and plane points \( t_0 \) and \( r_0 \).

Conceptually, \( t_0 \) and \( r_0 \) represent the pose estimates in the direction of the eigenvector they correspond to. An example of such a single constraint is illustrated in Fig. 5-A. Given this constraint, a certain amount of the ICP pose update is imposed by \( t_0 \) or \( r_0 \), while the final optimized solution \((x^*_t, r^*_r)\) has to lie on the constraint plane as shown in Fig. 5-B.

1) Localizability Categories: Optimization constraints are added based on the localizability category of the corresponding eigenvector \( v_j \). Here, the implications of different types of localizability categories are explained:

- \( \eta v_j = \text{full} \): The optimization is carried out nominally without added constraints.
- \( \eta v_j = \text{none} \): The optimization direction along \( v_j \) is found to be non-localizable, and a constraint in this direction is employed by setting \( t_0 \) or \( r_0 \) to 0\(\times3\). The pose update calculated by the ICP optimization will vanish along directions \( \eta v_j = \text{none} \).
- \( \eta v_j = \text{partial} \): The optimization direction along \( v_j \) is found to be partially-localizable. The partial constraint value is calculated by re-sampling the available information from the correspondences, limiting the pose update in the direction of \( v_j \). The exact procedure is explained in the following section.

2) Partial Localizability: Calculating the partial localizability constraint values requires re-sampling the ICP correspondences \( M \). The number of pairs that need to be resampled depends on the categorization process (cf. Fig. 3-C). If the statement \( L_s \geq \kappa_2 \) is true, then the information pairs used for calculating \( L_c \) will be re-used for the calculation of the constraints. Otherwise, if the statement \( L_a \geq \kappa_3 \) is true, then the information pairs used to calculate the \( L_a \) will be re-used. If both statements are true, then the information pairs used for calculating \( L_c \) will be re-used. Once partial localizability is detected for any direction, the correspondence re-sampling process is employed, which aims to find the information pairs with the highest localizability contribution in the direction of the eigenvector. These pairs are then used to calculate a reliable pose estimate. This is achieved by solving a simplified least-squares minimization problem of the re-sampled pairs (cf. Equation 11 and 12), yielding the constraint values \( t_0 \) and \( r_0 \). The overall re-sampling process is as follows:

1) Acquire the degenerate eigenvector \( v_j \) and the previously calculated localizability contribution vectors, \( L_s \) and \( L_c \).
2) Decide on the number of pairs to sample based on \( L_c \geq \kappa_2 \) and \( L_s \geq \kappa_3 \) conditions.
3) Select the pairs based on their localizability contribution values. The localizability contribution value calculation is explained in depth in Section V-A.
4) Based on the sub-space of \( v_j \), the simplified minimization problem in either Equation (11) or (12) is solved.

For the case of \( v_j \in V_t \), the constraint value \( t_0 \) can be computed by using the re-sampled pairs and solving the following minimization problem:

\[
\begin{align*}
\text{min} & \quad \|A_r t - b_r\|_2^2 \\
\text{subject to} & \quad \eta v_j = \text{full}
\end{align*}
\]

Here, the re-sampled information pairs are denoted as \( \{r^e p, \{r^e n, r^e q\}\} \in M \). Similarly, for the case of \( v_j \in V_r \), the constraint value \( r_0 \) is calculated as follows:

\[
\begin{align*}
\text{min} & \quad \|A_r r - b_r\|_2^2 \\
\text{subject to} & \quad \eta v_j = \text{full}
\end{align*}
\]

The outputs \( t_0 \) or \( r_0 \) are the motion estimates based on the re-sampled correspondences in the direction of the degenerate eigenvector \( v_j \). As described in Section V, partial localizability indicates available but sparse information along the degenerate directions, leveraged by the re-sampling process in the form of less-noisy and more reliable correspondences.

However, as the data used in these minimization problems are deliberately selected to provide information in a specific direction, the Hessian matrices \( r^e A_r \) and \( r^e A_r \) might not be well-conditioned in some cases. To mitigate this risk, first, the Hessian matrices are factorized via LU decomposition with pivoting [64]. Here the pivoting operation increases accuracy by interchanging rows to make the pivot element larger than any element below. Next, to reduce the possible adverse effects of ill-conditioning of the factorized problem, RIF preconditioning [65] is applied. An alternative to this would be the sampling of points in the well-constrained directions [38] in addition to the degenerate directions, improving the conditioning of the Hessian. Yet, this re-sampling is not performed here due to its additional computational burden. Without these precautions, the calculated constraints from the re-sampling might not be accurate, and the residuals generated through projection onto the eigenvectors might negatively affect the convergence of the well-constrained directions.

B. Constrained Optimization

In the final step, the calculated constraint values \( t_0 \) and \( r_0 \) are incorporated into the least squares minimization problem. In order to be applicable, the individual constraints of Equation (10) must be extended and re-arranged to 6D:

\[
\begin{bmatrix}
0_{1\times3} & v_j \\
v_j & 0_{1\times3}
\end{bmatrix} \cdot x = \begin{bmatrix} v_j \cdot t_0 \end{bmatrix}, \quad \text{if } v_j \in V_t,
\begin{bmatrix} v_j \cdot 0_{1\times3} \end{bmatrix} \cdot x = \begin{bmatrix} v_j \cdot r_0 \end{bmatrix}, \quad \text{if } v_j \in V_r.
\]

Next, the constraints are brought to a matrix form of \( C x = d \). The number of constraints corresponds to the amount of \( \text{none} \) and \( \text{partial} \) categories along all eigenvectors, and is denoted as \( m_t \) and \( m_r \), with the total number of constraints \( c = m_t + m_r \leq 6 \). The final constraint matrix is

\[
\begin{bmatrix}
0_{m_r\times3} & v_j \\
v_j & 0_{m_t\times3}
\end{bmatrix} \in C_{(m_r+m_t)\times3},
\begin{bmatrix}
v_j \cdot r_0 \\
v_j \cdot t_0
\end{bmatrix} \in d_{(m_r+m_t)\times1},
\]

where \( v^T_{t,r} \) are eigenvectors in translational (\( \in V_t \)) and rotational subspace (\( \in V_r \)), respectively. Each line of Equation (10) defines a 3D plane with normal vectors \( v^T_{t,r} \), and plane points \( t_0 \) and \( r_0 \).
where each row indicates an equality constraint. The whole optimization can then be re-expressed as

$$\min_{x \in \mathbb{R}^6} \left\| A^T x - b' \right\|_2^2,$$

s.t. $C x - d = 0, \quad (15)$

with $C \in \mathbb{R}^{c \times 6}$ and $d \in \mathbb{R}^{c \times 1}$. Problem (15) can be transformed into an unconstrained optimization problem by introducing Lagrangian multipliers $[66]$, resulting in the final augmented linear least squares minimization problem

$$\min_{x' \in \mathbb{R}^n} \left\| A' x' - b'' \right\|_2^2, \quad (16)$$

with augmented optimization vector $x' = [x^T, \lambda^T]^T$ with Lagrangian multipliers $\lambda \in \mathbb{R}^{c \times 1}$, an example of such an optimization problem is visualized in Fig. 5-B for an optimization problem with a single equality constraint. The augmented matrices in Equation (16) are defined as:

$$\begin{bmatrix} 2A^T A & C^T \\ C & 0 \end{bmatrix} \begin{bmatrix} x' \\ \lambda' \end{bmatrix} = \begin{bmatrix} 2A^T b \\ d \end{bmatrix}.$$

This optimization problem can be solved via SVD, providing the optimal pose estimation $x''$ for the current ICP iteration.

It should be noted that in the case of a truly bad initial guess, the Opt.-Module will not be able to solve the point cloud registration problem reliably. Two factors contribute to this: i) inaccuracies in the correspondence search, affected by the bad initial guess. ii) In cases of complete degeneracy, the non-updated optimization directions will use the initial guess, which may result in an incorrect point cloud registration. While this is the case, this initial guess is utilized for all methods throughout this work and hence, affects all compared methods alike.

**VII. Results**

In this section, the experimental setup is discussed in Section VII-A, followed by the performance evaluation of the proposed framework through Sections VII-C to VII-F. The attached video demonstrates the robot field deployment and summarizes the proposed framework. Finally, to validate the efficacy of individual sub-modules of the proposed solution, ablation studies are presented in Section VII-G.

**A. Hardware & Implementation Details**

The proposed localizability-aware ICP framework is integrated into a modified C++ point cloud registration framework [61] developed by ANYbotics, which is based on the open-source registration library libpointmatcher [62], to demonstrate its suitability for challenging real-world applications. An ANYmal-C [68] legged robot, shown in Fig. 1 and Fig. 6-a, equipped with a Velodyne VLP-16 LiDAR, an inertial measurement unit (IMU), and joint encoders, was used in all field experiments. The initial transformation $T_{\text{ML Init}}$ for point cloud registration and correspondence search is provided by ANYmal’s leg odometry module [69], which utilizes the IMU and joint encoder measurements. As discussed in [69], the performance of this legged odometry module depends on the contact estimation performance, which is known to suffer on rough terrain. Finally, the point cloud motion compensation is performed at the driver level using the same odometry pose estimates in the transformation tree. All evaluations are performed on a laptop equipped with an Intel i7-9750H CPU, equivalent to that available on the robot.

**B. Algorithmic Comparisons**

To facilitate a fair comparison with X-ICP, the current compared state-of-the-art methods (Zhang et al. [12] and Hinduja et al. [17]) are re-implemented within the same ICP registration pipeline. The method of Zhang et al. [12] requires an eigenvalue threshold for degeneracy detection, which is empirically set to 120 to ensure good degeneracy detection for all experiments except for the Opfikon Park dataset in Section VII-F, where multiple eigenvalue threshold values are compared. The proposed framework utilizes the same localizability parameters $S(1,2,3)$ for all experiments.

**C. Simulation Study**

To evaluate the localizability detection performance of the proposed method, a set of tests are performed in simulation for better control over the quantities affecting the ICP registration, such as the quality of the point cloud registration prior. In addition, the designed simulation environments, shown in Fig. 7, are designed to feature smooth planar surfaces, self-similar corridors, a cylindrical room, and an open area - all are conditions known to induce ICP degeneracy.

1) Translational Degeneracy: In this study, pure translational degeneracy is investigated with a semi-circular tunnel environment with degeneracy along the longitudinal direction of the tunnel. This environment is shown in Fig. 7-C, with the robot path depicted in red. To penalize over-reliance on the legged odometry pose prior, noise is added to the initial guess before being given to the ICP algorithm for all methods. The noise is sampled from a velocity-dependent normal distributions $N(\mu_t, \sigma_t^2)$ and $N(\mu_r, \sigma_r^2)$. As an example, for velocities $0.5 \text{m/s}$ and $0.2 \text{rad/s}$ the distribution variables would be $\mu_t = 0 \text{cm}$, $\sigma_t = 0.0125 \text{m},$
The degenerate directions are shown in yellow (translational) and blue (rotational) for all sub-figures, whereas the robot path is shown in red. The ground truth point clouds of the combined degeneracy (A), the rotational degeneracy (B), and the translational degeneracy (C) simulation environments are depicted above. Furthermore, A-1 is a snapshot of X-ICP’s detection of 3-axes degeneracy, A-2 is a snapshot of X-ICP being exposed to a single-axis translational degeneracy, while A-3 shows the misalignment between the map frame and the degeneracy direction, highlighting the importance of direction-invariant localizability detection in eigenspace.

\[ \mu_r = 0 \text{ rad}, \ \sigma_r = 0.005 \text{ rad}. \]

The mapping results of this study, including an error map and the predicted localizability categories, are shown in Fig. 8. In this example, X-ICP is able to identify the degeneracy correctly along one direction, despite given the noisy registration prior. The localizability detection of Zhang et al. [12] detects degeneracy along three directions, which is incorrect. Furthermore, as seen from the error map, the generated map using Zhang et al.’s [12] method shows higher error and drift along the principal direction of the tunnel, demonstrating the advantages of X-ICP, which can successfully identify and mitigate translational degeneracy.

2) Rotational Degeneracy: The rotational degeneracy is simulated in a cylindrical environment (cf. Fig. 7-B) with known degeneracy for rotation axes perpendicular to the cylinder’s ground surface. Similar to the translational degeneracy test, a motion-based odometry noise is added to the initial prior provided to the ICP algorithm. The results of this study are shown in Fig. 9. It can be seen that X-ICP identifies the rotational degeneracy correctly, and the resulting point cloud map contains small errors. X-ICP’s degeneracy detection nicely overlaps with the time intervals of the robot walking near the center of the environment, indicated as green overlays in Fig. 9. In contrast, the localizability detection of Zhang et al. [12] indicates degeneracy when the robot is near the circular wall, which is incorrect. This underlines the sensitivity of the detection algorithm w.r.t. the observed number of points.

Furthermore, as seen from the map error comparison, the map produced using Zhang et al.’s [12] method shows higher error when compared to the map produced by X-ICP, demonstrating its efficacy for operation in rotation degenerate environments.
3) Combined Degeneracy: In this experiment shown in Fig. 7-A, the robot starts in a corridor-like area, navigates to an open space (Fig. 7-A-1), and returns to the starting position, traversing a total distance of 246 m at a nominal velocity of 0.5 m/s. In the corridor sections (shown in Fig. 7-A-2 and A-3), the ICP registration is expected to degenerate in one axis along the corridor. In contrast, in the open section (Fig. 7-A-1), the degeneracy is expected to occur along two translational directions parallel to the ground plane and in one rotational direction perpendicular to the ground plane. The results shown in Fig. 10 validate the correct degeneracy detection performance of the proposed work; non-localizability is detected along one axis throughout, corresponding to the corridor sections. Furthermore, non-localizability along two additional axes is only detected for the 200-300s interval, corresponding to the open section of the environment. The localizability detection of X-ICP is compared against the state-of-the-art methods [12], [17] in the bottom rows of Fig. 10, and a comparison of the three maps is presented in the top of Fig. 10. As discussed in the introduction of the simulation study, to eliminate the effect of an imperfect initial guess, in this simulation experiment, a perfect prior is fed to all three methods. The method of Hinduja et al. [17] remains overly pessimistic and fully relies on the ICP pose prior for the registration, resulting in less drift than Zhang et al. [12], which in contrast remains overly optimistic in the detection of rotation degeneracy, leading to a broken map. The section where Zhang et al. [12] extensively drifts is indicated with point A in Fig. 10 and the corresponding time frame is highlighted with the shaded area on the localizability estimation plots. The proposed method, which also utilizes the partial localizability information along degenerate directions, shows minimal map error w.r.t. the ground-truth map.

D. Seemühle Underground Mine

Next, the proposed method is evaluated and studied in three real-world environments. In the first experiment, the ANYmal robot traversed an abandoned underground mine in Switzerland called Seemühle. This environment constitutes several challenges: First, the ground of the mine is uneven due to sharp rocks and rails, leading to constant foot slippage, deteriorating the ground contact estimation and, thus, the odometry prior [69] for point cloud registration. Second, the environment contains a long tunnel segment with smooth arched walls (cf. Fig. 6-a and Fig. 1-A, B, C) that do not provide reliable constraints along the principal direction of the tunnel. The environment was scanned using a Leica RTC 360 scanner (cf. Fig. 1), which is used to generate ground truth map and robot trajectory, the latter using the method in [70]. The same experiment was performed twice using the same ANYmal robot; once with the Velodyne VLP-16 LiDAR and once with the Ouster OS0-128 LiDAR, allowing for a comparative analysis of the effect of different point cloud density configurations on the proposed method. The robot traversed a total distance of 521.8 m during this experiment.

1) Velodyne VLP-16 LiDAR: The error heat maps of the three methods for the experiment conducted using the Velodyne VLP-16 LiDAR sensor are shown in the bottom row of Fig. 1. Both of the compared state-of-the-art approaches suffer from the impact of environmental degeneracy, prohibiting a drift-free traversal. The method of Zhang et al. [12] performs comparably to the proposed solution until entering the tunnel on the way back to the starting point. In this second part, the degeneracy detection works incorrectly, resulting in LiDAR slip. The localizability categories estimated by Zhang et al. [12] are shown at the bottom of Fig. 11, indicating the incorrect and pessimistic localizability estimation. The solution of Hinduja et al. [17] shows a larger registration error throughout the experiment, as depicted in the error heat map, due to a pessimistic localizability estimation as shown in the middle figure of Fig. 11. This causes over-relying on the noisy odometry prior instead of registration, thus creating an incorrect final point cloud map.

In contrast, X-ICP performs reliable and consistent registration throughout the tunnel segment, as demonstrated by the low error of the produced point cloud map in Fig. 1. The corresponding localizability estimation is shown in the top plot of Fig. 11, underlining the ability of the X-ICP Loc.-Module to capture the tunnel section at the beginning and end of the experiment. Here, the advantage of detecting localizability in eigenspace becomes clear; although the robot moves and rotates within the environment, the degeneracy only affects a
Fig. 11. Localizability predictions of different methods for the Seemühle VLP-16 experiment. The localizability categories by the proposed X-ICP (top), the method from Hinduja et al. [17] (middle), and of Zhang et al. [12] (bottom) are shown.

single direction of the optimization, in this case, \( \mathbf{v}_{t_1} \). Since this vector is defined in the eigenspace, it does not need to align with any of the Cartesian axes in the ICP or optimization frame. A close-up of the localizability detection in the tunnel is provided again in the top row of Fig. 11. The localizability categorization in certain parts of the tunnels shows the ability to distinguish the subtle differences at the bending of the tunnel point (B in Fig. 1), allowing the optimization to utilize the given information for better registration.

The absolute pose error (APE), relative pose error (RPE) [71], and end position errors are calculated using the EVO evaluation package. APE is a measure of the global accuracy of the estimated robot trajectory. Results for two different trajectory alignment methods are reported in Table I for the cases of either i) aligning the first 15 m (\( \approx 200 \) poses) of the trajectory, or ii) aligning the first pose of the ground truth and the estimated poses. In addition to APE, the end position error is also calculated as the difference between the last estimated robot position and the ground truth position. Both the APE metric and the end translation errors in Table I indicate that the compared state-of-the-art methods globally drift, whereas the proposed solution provides an accurate localization solution for real-world applications in challenging environments. The RPE error is measured in Table II to analyze local pose estimation accuracy and relative pose drift. The results demonstrate that the proposed method performs better than the state-of-the-art methods in local consistency.

### Table I

| Method                  | First 15 m Alignment | Origin Alignment |
|------------------------|----------------------|------------------|
|                        | Translation \( \mu(\sigma)[m] \) | Rotation \( \mu(\sigma)[\text{deg}] \) | Translation \( \mu(\sigma)[m] \) | Rotation \( \mu(\sigma)[\text{deg}] \) | Last Position Error[m] |
| X-ICP (Proposed)       | 2.05(1.23)           | 2.55(0.76)       | 2.45(1.35) | 2.50(1.03)       | 0.27 |
| Zhang et al. [12]      | 3.36(1.74)           | 4.06(1.37)       | 3.73(1.80) | 4.11(1.52)       | 6.37 |
| Hinduja et al. [17]    | 5.79(5.26)           | 7.67(4.72)       | 8.16(4.83) | 8.03(4.73)       | 24.17 |

### Table II

RPE PER 10 m TRAVESED DISTANCE FOR SEEMÜHLE MINE EXPERIMENT WITH VLP-16 (BEST IN BOLD).

| Method                  | Translation \( \mu(\sigma)[m] \) | Rotation \( \mu(\sigma)[\text{deg}] \) |
|------------------------|----------------------------------|--------------------------------------|
| X-ICP (Proposed)       | 0.17(0.12)                       | 0.86(0.42)                           |
| Zhang et al. [12]      | 0.20(0.14)                       | 0.93(0.51)                           |
| Hinduja et al. [17]    | 0.26(0.14)                       | 1.28(0.74)                           |

2) Ouster OSO-128: To investigate the robustness and applicability of the proposed approach to different sensor setups, the experiment is repeated using an Ouster OSO-128 LiDAR with a much higher point density and larger FoV. To accommodate the increase in sensor noise, the filtering threshold \( \kappa_f \) is reduced to 60°. As seen in the top row of Fig. 12, all three approaches benefit from this higher density in data and perform better than their performance with the VLP-16 LiDAR.
data. Despite the improvement, the solution from Hinduja et al. [17] still performs sub-optimally and generates a map with visible drift. On the other hand, Zhang et al. [12] can complete the trajectory without substantial drift. Moreover, the X-ICP solution shows less map point-to-point error in the inner parts of the cave. In addition, the localizability categories are shown at the bottom row of Fig. 12. Similar to the experiment with VLP-16, the degeneracy in the tunnel section of the environment is well-captured by X-ICP while the solution from Hinduja et al. [17] estimates localizability pessimistically. Interestingly, the method of Zhang et al. [12] fails to detect degeneracy in the tunnel section compared to the experiment with VLP-16. Previously, Nubert et al. [14] investigated and showed that the higher point density from Ouster OS0-128 LiDAR results in bigger eigenvalues; hence, the localizability threshold of Zhang et al. [12] requires heuristic tuning.

E. Rümlang Construction Site

In the next experiment, the robot navigated in a large-scale construction site in Rümlang, Switzerland, posing an under-constrained scenario for translation along the ground plane and rotation perpendicular to it. A picture taken in this open environment is shown in Fig. 6-b), demonstrating its structureless planarity. During the 153 m long test, the robot started next to a garage-like structure, traversing to the open area where it performed a couple of in-spot rotations before returning back. The in-spot rotations challenge the yaw estimation performance of the registration methods.

The experimental results are presented in Fig. 13, with the top row showing point cloud maps generated using the three different methods and the bottom row showing the associated localizability category estimation of different methods. It can be seen that relying on the method by Zhang et al. [12] leads to poor performance due to its reliance on the eigenvalues of the optimization Hessian matrix. In particular, the detection of rotation and translation degeneracy with a single threshold is difficult, as the scale of eigenvalues between rotation and translation sub-spaces differ significantly. The method by Hinduja et al. [17] performs better in this highly degenerate environment due to its pessimistic localizability detection for pose estimation, it relies more on the legged odometry prior, which performs well on the flat concrete ground. Nevertheless, upon closer observation, map distortion in the form of blurry rigid structures can be noted due to errors accumulated from the drift in the pose prior. In contrast, the proposed method produces a consistent map of the environment preserving fine details, with its localizability detection performance shown in the second row of Fig. 13.

Finally, X-ICP not only correctly detects non-localizability along the three degenerate directions in the open area, but
it also captures the smooth transition between partial and non-localizability. The smooth evolvement of the localizability categories can be better understood by observing the contribution changes provided in Fig. 14. The three degenerate directions are easily identifiable with their comparably low combined contribution value. In addition, inspecting the strong contribution plot reveals direction $v_{r_1}$ to be mostly partially localizable. This is inferred through the strong contribution peaks that exceed $\kappa_3 = 35$.

**F. Opfikon City Park**

To evaluate the efficacy of the proposed method in natural environments, an experiment was conducted in an outdoor park at Opfikon, Switzerland. In this experiment, the robot in total traversed 235 m over soft terrain and a suspension bridge, both adversely affecting the quality of the legged odometry prior. In addition, the vegetation renders reliable surface-normal extraction difficult. Beyond that, towards the end of the experiment, the robot enters an open unstructured area near the center of the park, posing a LiDAR degenerate situation. The ground truth map of the environment, shown in Fig. 15, is collected using a Leica RTC 360 scanner (Fig. 6-c).

![Fig. 15. Ground truth point cloud map of the Opfikon City Park. A: The highlighted trees are later investigated in Figure 16 as a demonstration of the effectiveness of X-ICP. B: Satellite view of the Opfikon City Park.](image)

Unlike the previous tests, the degeneracy detection threshold of Zhang et al. [12] is adapted to highlight the importance of heuristic tuning, as demonstrated in Fig. 17. A sub-optimal threshold degrades the quality of the map, and hence, in favor of [12], the threshold is tuned to be 200 (instead of 120).

A map error evaluation of the three methods is presented in Fig. 16. The magnified parts show the most accurate and fine-detailed map to be produced by the proposed method. Hinduja et al. [17] remains over-pessimistic and introduces significant drift in the presence of noisy odometry prior. Moreover, despite the tuned degeneracy detection threshold for Zhang et al. [12], the effect of LiDAR degeneracy is clearly visible in the tree section compared to the proposed method. This result concludes the evaluation of the proposed method across natural and man-made environments and emphasizes the advantage of the proposed (heuristic-free) localizability-aware registration.

![Fig. 16. Zoomed-in point cloud maps of the three investigated approaches for the Opfikon experiment (cf. Fig. 15). The error color scale is identical to Fig 17. A.1 and A.2 depict ground truth and real images for the tree region.](image)

**G. Ablation Studies**

The results discussed in the previous section validate the advantage of employing X-ICP in different LiDAR-challenging environments. To better understand the improvements, the effect of different components of the proposed method is investigated in an ablation study. In particular, a simplified version of X-ICP, referred to as Xs-ICP, is compared in view

![Fig. 17. Point cloud maps produced using the approach by Zhang et al. [12] for different eigenvalue thresholds for the Opfikon experiment. The color bar indicates the point-to-point distance error w.r.t. the ground truth map.](image)
of fine-grained localizability categorization and the impact of performing the localizability analysis in every iteration of the ICP algorithm. In Xs-ICP, the partial-localizability category is discarded to reduce complexity, and the localizability parameters are set as $\kappa_1 \geq \kappa_2 = \kappa_3$, with values $\kappa_1 = 250$ and $\kappa_2 = 180$. Without employing partial localizability, Xs-ICP performs localizability detection similar to the literature [12], [17] in a binary fashion. The decision tree of Xs-ICP is also simplified, with comparisons of only $\mathcal{L}_x \geq \kappa_1$ and $\mathcal{L}_z \geq \kappa_3$. If either of these statements holds, the ICP optimization problem is well-constrained in the direction of the eigenvector. Finally, Xs-ICP performs the categorization step only in the first iteration of the ICP algorithm while in X-ICP, the categorization is performed at every iteration of the ICP algorithm.

1) Seemühle: The two versions of the proposed method are compared on the Seemühle experiment with VLP-16 LiDAR data. The results are shown in Fig. 18. An increase in the robot pose drift is apparent when partial-localizability is disabled in Xs-ICP, implying that using the three-level localizability detection can improve point cloud registration compared to two-level localizability detection. The localizability detection of the two variants is studied in the bottom plot of Fig. 18. In particular, when traversing the tunnel for the second time, the partial-localizability dominates the localizability category alongside the degenerate tunnel direction, while Xs-ICP estimates the localizability as non-localizable and fully relies on the prior for this eigenvector direction. Quantitative results of the RPE metric, shown in Table IV, indicate that Xs-ICP performs comparably for rotation estimation while X-ICP performs significantly better for translation estimation. On the other hand, the APE metric and the end translation errors in Table III indicate consistently better performance of X-ICP.

2) Rümllang: A similar study is conducted for the Rümllang experiment, refer to Fig. 19. While the mapping performance of X-ICP and Xs-ICP is satisfactory, upon closer inspection, the point clouds registered for walls are duplicated for the Xs-ICP method, indicating a slight misalignment in rotation. Consequently, the partial category improves localizability estimation and mapping performance also for this case. A snapshot of the localizability analysis at point A is shown in the lower part of Fig. 19, illustrating the detected partial-localizability for one of the directions. The histograms show three directions; two of these directions are shown as yellow arrows in the bottom right image, which are the non-localizable translation directions, while the blue arrow indicates the partially-localizable rotation direction, justified by the few but highly informative information pairs seen at the bottom right histogram.

3) Computational Time and Scalability: Computational time and scalability analyses are performed to evaluate real-time applicability and the computational overhead of the pro-
posed localization aware registration methods. The scalability analysis in Fig. 20 shows the overhead introduced by the localizability detection per ICP iteration, w.r.t. the number of correspondences of reading and reference point clouds. For X-ICP, the one- and three-axes degeneracy constitute the most common cases in real-world deployments (depicted in Fig 20). Since Xs-ICP does not require any re-sampling of points, the shown result represents all degeneracy conditions. As seen, both X-ICP and Xs-ICP methods are real-time capable for cases ranging from sparse 16-beam LiDARs to dense 128-beam LiDARs. By design, Xs-ICP requires less computation than X-ICP. Additionally, the real-time applicability of X-ICP and Xs-ICP is demonstrated by measuring the total scan-to-map registration time in the Rümlang experiment on two computing platforms; one mobile and one desktop class system (Intel i7-9750H & i9-13900K) are used. All evaluations shown in Table V are performed in a single-threaded fashion for simplicity. The resulting computational analysis demonstrates the capability of X-ICP to run in real-time (μ = 32.19 ms) on mobile robotic systems such as ANYmal. Moreover, in the absence of LiDAR degeneracy, the computational burden of X-ICP and Xs-ICP is negligible compared to the baseline.

VIII. CONCLUSIONS AND FUTURE WORK

This work presented X-ICP, a localizability-aware LiDAR point cloud registration method, to enable robust and reliable pose estimation in challenging LiDAR degenerate environments. The proposed approach detects environmental degeneracy and calculates additional constraints for the ICP optimization problem. Adding these constraints to the optimization prohibits pose updates along degenerate directions. Moreover, by introducing partial localizability, the proposed method benefits from sparse but valuable information often present in real-world scenarios. The efficacy of X-ICP is demonstrated through three real-world experiments and simulation-based analysis, all containing challenging environments causing ICP optimization to be ill-conditioned for accurate pose estimation. An ablation study further underlines the presented design choices. Currently, the proposed method is (similar to related methods) sensitive to the quality of the initial guess. In the future, this sensitivity of the point cloud registration method to initial guess quality should be reduced. Moreover, the sensor-dependent selection process of $k_1$ is planned to be improved by introducing point-wise confidence filter values to the pairs as weights to reduce the effect of noise on the contribution calculation. Finally, the proposed fine-grained localizability will be integrated into a graph-based degeneracy-aware sensor fusion framework [72] in the form of partial factors [17].
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