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Abstract

The history of oil and gas well stimulation through hydraulic fracturing is characterized by a pursuit of optimal designs tailored to reservoir properties. However, as with many engineering systems, the impact of variability and uncertainty (in this case of reservoir properties) is not accounted in these deterministic approaches. We propose an expansion of the principle of design diversity wherein the focus becomes developing optimal portfolio combinations of multiple designs rather than repeated application of a single design. This approach can substantially increase efficiency and decrease risk when designing systems where outcome desirability is definable as a smoothly-varying efficiency and where risk is related to the variance of outcomes tied to uncertain spatio-temporal variability of the design environment. For the case of oil/gas wells, we demonstrate diverse portfolios of designs can improve stimulation efficiency by nearly a factor of four and cut risk associated with variability and uncertainty of outcomes by over 80%. Hydraulic fracturing optimization is therefore fundamentally dependent upon uncertainty, and a change of approach toward the pursuit of design diversity can have a profound impact on efficiency and risk, and in turn cost and environmental impacts, in oil and gas development.
1. Introduction

Hydraulic fracturing (HF), a well stimulation technique in which rock is fractured by pressurized liquid, plays and ever-increasing role in energy production from oil and gas (hydrocarbon) resources. As of 2019, hydraulic fracturing enables about 75% U.S. dry natural gas production (1) and about 63% of total U.S. crude oil production (2). However, with this prominence comes a growing need to reduce negative environmental impacts (3,4). One metric is to consider environmental footprints caused by producing a unit of hydrocarbon, giving a type of efficiency of use of resources and impacts associated with hydrocarbon production (5,6). However, it is a major challenge to optimize this efficiency because it is, to a large degree, controlled by the variability and uncertainty of reservoir conditions, resulting in substantial uncertainty in HF stimulation and eventual production. The variability is naturally-possessed due to the sedimentation, tectonic movement, and other factors impacting formation of reservoir rocks (7,8). The variability is also human-induced due to variation in both design and execution of the processes involved in drilling, completing, and producing a well (9-12). Besides being variable, limitations of existing reservoir characterization technologies ensure that variability partially or fully transfers to become uncertainty because it is still impossible to measure formation variation accurately and economically for every well and throughout the reservoir away from the well.

Well stimulation technology trends are often driven by mitigating this variability and uncertainty because they represent risk associated with developing a given resource. Over recent years there is growing use of a method known as extreme limited entry (EXL), where the principle is to dominate the global pressure by the pressure drop through the well perforations by creating fewer and/or smaller perforation holes in each perforation cluster along the well (each perforation cluster represents the fluid entry point to an intended hydraulic fracture). Because perforations are
man-made and, at least to a major degree, controllable, EXL is effective because it allows an engineered factor to determine distribution of fluid to each fracture within a stimulation stage (typically 3-6 fractures that are intended to be created simultaneously – see (13) for a description of multistage hydraulic fracturing of horizontal wells). Hence, variability in HF growth is less susceptible to be controlled by variable and uncertain distributions of stress and other rock properties along the well (14-16). However, there is a cost to this reduction in uncertainty, namely the need to significantly increase the pumping power required to sustain the increased pumping pressure while maintaining sufficient injection rate to grow the fractures within an economically and operationally viable timeframe. Hence, the economics of the well are negatively impacted and the environmental footprint is increased by the need for more pumps with larger fuel consumption.

Extreme limited entry (EXL) is one example illustrating that a drive to reduce variability and uncertainty of outcomes increases monetary and environmental cost associated with producing each unit of resource. But it is just one indicator of a broad trend towards larger, more economically and environmentally costly treatments that may be neither increasingly efficient nor increasingly effective in reducing variability of outcomes (i.e. risk). What is clear is that this trend can increase pollution (17-19), waste resources (20,21), and create growing risk and cost factors associated with water management and the potential for stimulation and/or wastewater injection to induce problematic seismicity (22-24).

Besides its importance as a technology, oil/gas well stimulation represents a useful archetype of a particular class of engineering design problem. Here we identify the essential nature defining this class of problem and present a new direction for increasing efficiency and reducing risk that is inspired by Modern Portfolio Theory (MPT) and Capital Market Link (CML), which are long-established methods in economics and finance for optimally balancing risk versus return
in markets (25,26). The concept is that, a diversified portfolio of designs can reduce risk relative to repeated application of the same design in multiple wells. By using our validated rapidly-computing hydraulic fracture simulator Cheng and Bunger (2019), it is possible to both explore many different possible stimulation designs by varying factors like fracture spacing, injection rate and time, number of fractures per stage, number of perforation holes per cluster, and so forth. Furthermore, it is possible to generate multiple realizations of each design with rock properties and in-situ stresses drawn from stochastic distributions that represent the variability of these variable and uncertain inputs. The result is that each candidate design can be associated with an expected value of the return, which is in this case illustrated as an efficiency, defined as created fracture surface area divided by the total expended pumping energy. Each candidate design is also associated with risk, here illustrated by a combination of the variability in the total created fracture surface and the uniformity with which the stimulation penetrates the reservoir rock.

The framework inspired by MPT leads to an efficient frontier that emerges in this return versus risk space. The risk-free asset appears in CML inspire the role of low efficiency, low risk methods like EXL. EXL plays a role analogous to a government bond – it is typically lower return but lower risk. Such a “risk-free rate” can be combined with higher efficiency methods in an optimal way creating a return versus risk relationship tailored to a given situation. In this manner, a striking conclusion is shown to emerge: Rather than pursuing single optimal design, a novel approach of creating an optimized portfolio combination of high efficiency portfolio and low risk portfolio is invoked and identified as a promising way to manage shown capable of reducing risk while avoiding the loss in efficiency associated with high energy input methods such as extreme limited entry. The underlying concept is that the designs in high efficiency portfolio are tailored to higher returns while the designs in low risk portfolio are preferable to reduce risk, similar to the
nature of various investments in a financial portfolio. And, just as in an optimally-diversified investment portfolio, mixing the proportion of wells stimulated with each of several chosen designs allows leveraging the advantages of each design rather than being beholden to the characteristics of a single design applied repetitiously across all wells.

The organization of the paper begins with a background description of Modern Portfolio Theory and Capital Market Link, describing the adaptations required for it to be applied for designing resource recovery with uncertain and variable reservoir conditions. Next, the methods are laid out with particular focus on the definitions used for return and risk. For the specific case of hydraulic fracturing stimulation of oil and gas wells, quantifying return and risk to identify portfolios of designs and explore the potential benefit of diverse designs is requires computationally-intensive analysis that is enabled by a very rapidly computing reduced order model of hydraulic fracture growth (27). The paper then describes the specifics of method deployment in order to firstly identify several individual strongly-performing HF designs and then to seek optimal combinations of these designs that creating high efficiency portfolios and low risk portfolios for portfolio combination, which optimally balance risk and return. Finally, we address the essential features of a class of design under uncertainty, for which the oil/gas well stimulation problem provides a archetype, and thereby providing a pathway for the use of diverse portfolios of design to increase efficiency and reduce risk across application areas ranging from renewable energy to agriculture to epidemiology.

2. Methods

2.1 Background

Encountering formation variability during hydraulic fracture (HF) stimulation of hydrocarbon wells is inevitable. Most efforts to optimize HF stimulation take a deterministic approach that does
not account for variability. And, more subtly but in many ways more importantly, the existing
optimization under uncertainty and variability takes a single well approach when, in fact,
variability also exists between wells. Often there are hundreds to many thousands of wells drilled
into the same reservoir, and an optimized design for a single well will perform differently from
well to well. Maximizing return (i.e. efficiency of resource use and recovery) while minimizing
risk (i.e. variability of outcomes and non-uniformity of reservoir stimulation) across many wells
in a variable reservoir remains poorly understood and in need of new frameworks and paradigms
bringing useful formalism to the optimization of well designs. While the problem of HF
stimulation has some unique features, optimizing the risk/return tradeoff in variable and uncertain
contexts is commonly encountered in other fields, especially economics and finance. Here we
adopt two seminal works from these fields to provide a new framework for optimizing the
risk/return tradeoff in HF stimulation.

The first seminal work from the field of finance is Modern Portfolio Theory, first proposed
in 1952 as a quantitative framework to maximize the return of investments while minimizing risk
by diversifying assets (25). The basic approach begins with a step wherein various candidate
investment portfolios are assembled from assets that are mixed with various allocations. Each
candidate portfolio is associated with a particular expected value of the return on investment as
well as a given level of risk, i.e., the variance on the rate of return. Generating a cross plot of return
versus risk for each of the candidate portfolios leads to a cloud of points, illustrated in Figure 1. In
this way, the multiobjective optimization problem of maximizing return while minimizing risk is
formally recognized. Using terminology of multiobjective optimization (28), this cloud of points
represents the so-called feasibility set for a given collection of assets representing the return and
risk for each mixture of the assets. The upper left boundary of the feasibility set defines a subset
of portfolios (the Pareto set) providing the minimal risk for a given return. For all cases belonging to this Pareto set, the expected return is maximized within a given level of risk.

While MPT provides an elegant way to identify optimal performance, the specific risk/return ratios that can be accessed are relatively limited; only those ratios which happen to fall along the Pareto frontier can be obtained for a given mix of assets. If the level of risk is still unacceptably high, then the so-called Capital Market Link (CML) provides an approach to mix higher risk higher return assets (traditionally stocks) with lower risk lower return assets of a different type (traditionally government bonds or savings accounts) in order to achieve an acceptable risk level (26). The method entails plotting the “Risk Free Rate” (i.e. insured savings rate) in the return/risk cross plot (Figure 1), and then drawing a line from this rate that is tangent to the Pareto frontier. Hence, the tangency point represents a portfolio with 100% of holdings in a diversified choice of investments drawn from the Pareto set. At the other end, the Risk Free Rate point represents investing solely in insured savings. The points on the CML line between the tangency point and the Risk Free Rate represent various proportions of investments allocated to the tangency portfolio and to insured savings. The principle of CML is that the expected return is maximized for a given level of risk for all choices along this line.
Fig. 1. Illustration of MPT and CML. Each choice of diversified mixture of assets in a portfolio results in a given expected value of the return and standard deviation of the return (i.e. risk), illustrated for a single case by the yellow dot. The black points are a feasibility set of portfolios with various mixtures of assets. The solid curve is the Pareto efficient frontier. The Risk Free Rate indicates the insured rate of return (i.e. savings rate). The straight line connecting the Risk Free Rate to the Tangency Portfolio (red dot) is referred to as the CML.

Developing MPT introduced the formal concept of diversification into finance and investment and, as such, received the 1990 Nobel Prize in Economics (25). However, if each possible HF design corresponds to a unique balance of risk and return in an uncertain and variable environment, then we hypothesize that diversification of design into a portfolio should provide preferable risk/reward tradeoff and MPT should provide a useful framework for evaluating this tradeoff. In other words, a portfolio constituted by distinctive designs with corresponding return and risk provides a chance to mitigate negative impacts of variability and uncertainty. Furthermore, if Extreme Limited Entry (EXL) provides an approach to low return low efficiency but minimal
risk, then CML gives a rational way to mix EXL with other designs to achieve a desirable balance of efficiency and risk.

Clearly there will be some differences between investing and well stimulation. Most notably, the prices of assets are generally determined by the action of the same or related markets, with the result being readily-quantified covariance among assets that perform similarly in those markets. In well stimulation, the designs act upon different wells which, themselves, are variable and uncertain. As a result of such differences, definitions of return and risk will need to be developed that are definable within an HF simulator.

In the following, energy efficiency is introduced as a metric of the return of HF designs. Efficiency is calculated as the energy accounting for fracturing as a proportion of total input energy. The premise is that one of the ultimate and mechanically-quantifiable outcome of HF stimulation is generation of fracture surface area. This surface area, if appropriately propped open by injection of granular “proppant” (29), is often taken to be directly related to potential of a stimulation to generate increased hydrocarbon production (29). The total energy, on the other hand, determines the requirement of fluid volume and pumping power, that is, resources that must be expended in order to carry out HF stimulation. So, for a given HF design, higher energy efficiency means creating more fracture area per given unit of inputs, in other words, higher resource usage efficiency.

A given HF design not only corresponds to an expected value of the efficiency (return), but also to a variation of energy efficiency from one fracture to the next, which is defined as energy variability. Lower energy variability promotes more evenly distributed stimulation within the reservoir, meaning more evenly propped fractured area and reduced tendency to leave resource in place. And, besides spatial variance of stimulation along a given well, variance can also occur
owing to the uncertainty and variability of rock properties encountered from one well to another. Reducing this variance promotes outcomes of stimulations across a set of many wells that can be more precisely anticipated. Therefore, spatial variability within each well and efficiency variability from well to well comprise variation of outcomes of HF stimulation that are driven by variable and uncertain inputs, in particular, reservoir rock properties and stress conditions. In the following, we develop a measure of risk that combines both of these forms of variability.

Once defined for well stimulation, the efficiency and risk are then predicted by carrying out simulations of many designs with varied formation parameters using a rapidly-computing model (27). This reduced-order model has been previously validated with several high-fidelity models (16,30). Model results are then used to demonstrate the risk and return of each design, including portfolios comprised of several designs applied in various proportion, like a diversified portfolio of assets in finance. In so doing, the adaptation a new framework modified on o MPT and CML to engineering design under uncertainty also introduces an expansion of the concept of design diversity, originally introduced to reduce faults in computing architecture (cites), to encompass a new approach to design that eschews the tendency to look for a single “best” design and instead looks for efficient combinations of multiple designs that can increase return and decrease risk when applied to systems with uncertain characteristics.

2.2 Individual Candidate Selection

Applying an adaptation of MPT and CML to hydraulic fracturing requires several steps. First, in an analogy to picking the individual stocks that will be mixed into a portfolio, various designs are simulated to identify high efficiency (i.e. high fracture area per unit energy input) HF designs with distinctive input parameters, that is, with sufficient difference among the designs that combining them would result in a diversified portfolio. The model considers an array of $N$ fractures
symmetrically distributed within one stage of length $Z$ as illustrated by Figure 2(c) and the spacing $h_k, k=1..N-1$ between each of the fractures is such that

$$Z = \sum_{k=1}^{N-1} h_k$$

Eqn. (1)

**Fig. 2.** Cross-sectional illustration of multiple, simultaneous HFs in one stage along a horizontal wellbore. (a) Ideal, uniform result, and (b) Result in which central fractures are suppressed. (c) Geometry of the multiple HF problem for $N$ HFs distributed within a stage of length $Z$ and with fracture spacing $h_k$. The arrows illustrate the interaction stresses between fractures. Figure adapted from (28).
Specifically, we consider two major classes of design, one with a uniform spacing between five fractures and the other with non-uniform spacings that allow five fractures to be non-uniformly (but symmetrically) placed in one stage. With many possibilities, for illustration the uniform spacing means spacing ratio $2h_1/Z=0.5$, where $h_1$ is the space between clusters and $Z$ is the stage length. For non-uniform spacing, $h_1$ is taken as the spacing between clusters 1 and 2 (and symmetrically between clusters 4 and 5) in a five-cluster array. The spacing ratio for non-uniform spacing varies from 0.25 to 0.5, where 0.5 corresponds to the limit of uniform spacing and 0.25 corresponds to a spacing between the outer sets of clusters that is three times smaller than the spacing between the inner clusters. The use of non-uniform spacing cases is inspired by past simulations (16,35) and laboratory experiments (36) showing that certain choices apparently balances the stresses exerted by fractures on one another – the so-called “stress shadow” effect – thereby mitigating the tendency of some fractures to be suppressed by the stresses generated by others Figure 2(b).

The search for designs considers 7200 candidates each for uniform and non-uniform spacing cases with varying values of: 1) Perforation pressure loss, i.e. more or fewer perforation holes per cluster leading perforation pressure loss between $10^1$ to $10^8$ Pa (details provided in the Supplement), 2) Injection rate $Q_o$ from 0.1 m$^3$/s to 0.25 m$^3$/s, 3) Fluid viscosity $\mu$ from $10^{-3.5}$ to $10^1$Pa.s, and 4) Stage length $Z$ from 20 to 120m. In reality there are more design parameters one could change including length of the productive horizontal portion of the well (“lateral length”, here taken as 1000m), number of fractures per stage (here we restrict all designs to five fractures), and total pumping volume (here every well injects 14,400 m$^3$).

While rock properties will be varied later, at the initial point of selecting individual designs, realizations are generated for rock properties fixed as
\[ C_L = 3.24 \times 10^{-6} \text{ m/s}^{1/2}, E = 25 \text{ GPa}, \nu = 0.2 \] (2)

\[ \sigma_0 = 34.47 \text{ MPa}, K_{IC} = 1 \text{ MPa} \cdot \text{m}^{1/2} \]

The leak-off coefficient \( C_L \) is a function of both rock and fluid properties (37) and is therefore determined as \( C_L_0 \sqrt{1 \text{ Pa/s}/\mu} \) for a given fluid viscosity \( m \), using \( C_L_0 \) as a reference leak-off coefficient. Then, with these rock properties, each design is generated by random sampling of each design parameter utilizing Latin Hypercube Sampling to cover the parametric space efficiently. For each parameter selection, the inputs are provided to the rapidly-computing HF model C5Frac (see Supplement for details). The energy efficiency of each design is calculated through the ratio of the energy associated with rock breakage to the total energy input required by the system (see details in the Supplement, Section S2)

\[
\varepsilon = \left[ \frac{\pi(1 - \nu^2) K_{IC}^2}{2E} \sum_{i=1}^{N} R_i^2(T) \right] / \int_0^T p_f(i)(R_w, t)Q_i(t)dt
\] (3)

Here the model predicts, for each \( i^{th} \) fracture, the fluid pressure \( p_f(i) \) and the inflow rate \( Q_i \) to the \( i^{th} \) fracture as well as the resulting fracture radius, \( R_i \). Additionally \( N \) is the selected number of fractures in one stage (fixed in this illustration as 5) and \( T \) is the selected treating time (chosen based on the injection rate to ensure equal injected volume for each case). Although rock property variation will be introduced after this initial selection, variability of fracture growth still occurs within each stage due to stress interaction whereby some fractures are suppressed and other are favored (“stress shadow”) Figure 2(b). The model-predicted energy variability \( \mathcal{V} \) is calculated through the standard deviation of energy efficiency of each of the clusters, that is

\[
\mathcal{V} = \sqrt{1 \sum_{i=1}^{N} \left( \frac{\varepsilon_i - \bar{\varepsilon}}{\bar{\varepsilon}} \right)^2}
\] (4)
With the defined energy efficiency and energy variability, a Pareto frontier is obtained via a crossplot of energy variation versus energy efficiency for all cases (See Supplement for details, especially Figures S1a and S1b). Designs are then picked by uniformly gridding the Pareto frontier, and these chosen designs will eventually be combined in various ratios to build a portfolio seeking to leverage their high efficiency while using the portfolio combination to reduce variability. Additionally, for comparison, we pick six lower efficiency uniform spacing designs from below the 2.5*10^{-4} inflection point. These will eventually be shown as single designs, applied repeatedly rather than combined into portfolios.

### 2.3 Accounting for Rock Variability

While variation brought on deterministically due to stress shadow is already accounted for in step one, the second step accounts for rock properties that are both variable and uncertain. Here the uncertainty level is defined as the variation range of the formation parameters. Hence we are assuming there is no characterization effort that would reduce the uncertainty level to below the variability level – which is often a valid assumption for low-cost onshore oil and gas wells. Each simulation case therefore draws rock properties at random from uniform distributions limited by upper and lower values provided by uncertainty level. Clearly other choices of distribution are possible, but a full exploration of impact of distribution is not needed to illustrate the method. In this illustration, we apply same uncertainty level of 5% (+/- 2.5% from the values described in Equation 2) for in-situ stress, elasticity and toughness. Larger uncertainty of from $10^{-2.5\%}$ to $10^{2.5\%}$ of the base value in Equation 2 is taken for leak-off coefficient because the underlying rock permeability can vary over several orders of magnitude. Here the focus will initially be on a 5% variability illustration, but 10% and 20% will be discussed later and are also provided as additional supporting cases in the Supplement.
With the rock property distributions defined, the properties are then independently and randomly picked using Latin Hypercube Sampling. With these variable rock properties, the high efficiency designs, selected in step one, are simulated using C5Frac to compute the energy efficiency and energy variability. This process of selecting random rock properties is repeated 120 times for each design. The energy efficiency is then taken as the mean of the efficiencies computed for all 120 realizations. Furthermore, the resulting total risk for each case is taken as a sum of the standard deviation energy variability defined in Equation 4 and the standard deviation of the energy efficiency from these 120 simulations with varying rock properties, that is

\[
\sigma = \sqrt{\frac{1}{N_R - 1} \sum_{n=1}^{N_R} \left( \frac{V_n - \bar{V}}{\bar{V}} \right)^2} + \sqrt{\frac{1}{N_R - 1} \sum_{n=1}^{N_R} \left( \frac{\varepsilon_n - \bar{\varepsilon}}{\bar{\varepsilon}} \right)^2}
\]

Here \(N_R\) is the number of realizations of variable rock properties.

### 2.4 Assembling and Simulating Candidate Portfolios of Designs

The individual designs are next combined in various proportions in order to assemble design portfolios. Each portfolio is associated with its own efficiency and risk. The risk and return of portfolio are calculated though MPT, which provides a mathematical framework (25) to mix individual asset with associated specific risk \(\sigma_i\), return \(r_i\) and the weighting \(\rho_i\) of component asset \(i\) (that is, the proportion of asset "i" in the portfolio). For each portfolio, a vector is assembled of the expected values of the return, recalling this is the model-computed efficiency averaged over all sets of rock properties. This vector of expected return and a vector of the weighting ratios are given by

\[
E(r) = \begin{bmatrix} r_1 \\ \vdots \\ r_N \end{bmatrix}, \quad \rho = \begin{bmatrix} \rho_1 \\ \vdots \\ \rho_N \end{bmatrix}, \quad \sum_{i=1}^{N} \rho_i = 1
\]

The expected return of portfolio is given by the inner product of these vectors, that is
\[ E(r_p) = \boldsymbol{\rho}' \cdot E(r) = [\rho_1 \cdots \rho_N] \begin{bmatrix} r_1 \\ \vdots \\ r_N \end{bmatrix} = \sum_{i=1}^{N} \rho_i \ r_i \]  

(7)

Again, following MPT, the variance of the portfolio is related to the covariance of its members. For investments, this captures the fact that stocks with highly correlated prices do not reduce a portfolio’s risk through diversification as effectively as stocks with uncorrelated prices. Hence, the covariance for two random assets \( i \) and \( j \) in portfolio, each with standard deviation \( \sigma \), is defined by

\[
cov(i, j) = \begin{bmatrix} \sigma_{11} & \cdots & \sigma_{1N} \\ \vdots & \ddots & \vdots \\ \sigma_{N1} & \cdots & \sigma_{NN} \end{bmatrix}, \sigma_{ij} = \rho_i \rho_j c_{ij} \]  

(8)

where \( c_{ij} \) gives the correlation coefficients between the returns on design \( i \) and \( j \), and noting that \( c_{ij} \) is one when \( i \) equals \( j \). Recall here that the risk is computed based on HF simulations for varying rock properties via Equation 5. In MPT the covariance among different members of the portfolio is non-zero because they are all performing on the same market or under the same set of market drivers. However in HF, each well is acted upon by a single design. The rock properties for that well are randomly chosen in a range, reflecting that the naturally-possessed variability and \textit{a priori} uncertainty precludes choosing a design from the portfolio that will be best suited to the well. Instead, that well receives one of the designs from the portfolio, chosen at random, and without correlation to its unknown properties. The result is a standard deviation of the portfolio that is a weighted sum of the standard deviation of each member of the portfolio, with the weights coming from the proportion of that design in the portfolio. The portfolio standard deviation is therefore equivalent to the MPT-derived standard deviation if the off-diagonal elements of the correlation coefficient matrix are taken as zero. The portfolio variance is thus given by a double inner product of the covariance with the ratio vector

\[
\sigma_p^2 = \rho' \text{cov}(i, j) \rho = [\rho_1 \cdots \rho_N] \begin{bmatrix} \sigma_{11} & \cdots & \sigma_{1N} \\ \vdots & \ddots & \vdots \\ \sigma_{N1} & \cdots & \sigma_{NN} \end{bmatrix} \begin{bmatrix} \rho_1 \\ \vdots \\ \rho_N \end{bmatrix} = \sum_{i=1}^{N} \sum_{j=1}^{N} \rho_i \rho_j \sigma_{ij} \]  

(9)
The positive square root of portfolio variance is named as risk is henceforth denoted as $\mathcal{R}$. To approximate the feasibility set of portfolios with all combinations of mixing ratios $\mathbf{r}$, we randomly choose 12,500 combinations using a Monte Carlo method.

**2.5 Building Optimal Portfolio Combinations**

More control of risk to match a given level of risk tolerance is enabled through an analogue approach to Capital Market Link (CML), which requires firstly defining a Risk Free Rate. However, because there is no perfect analog to a Risk Free Rate, the same mixture method is applied on Extreme Limited Entry (EXL) designs to build minimal risk portfolios, thereby enabling construction of multiple lines that are drawn tangent to the high efficiency portfolio. To do this, we set varied perforation pressure factors while fixing a constant fluid viscosity of 0.003 Pa·s, injection rate of 0.25 m³/s, stage length of 20m, and uniform spacing of 5 m between each fracture. The level of perforation pressure factors leads to a uniformly-distributed range of perforation pressure drops from 5.5MPa to 100MPa. The upper end of this range is impractical due to exceeding of typical equipment pressure ratings, however the search range is extended this far in order to ensure the best approximation of the true minimum risk designs is devised using EXL, without regards for externalities like pressure ratings. Upon selecting these candidate individual designs, we use random formation variations on the low risk designs at same uncertain level as with high efficiency designs. Six designs with lowest risk are selected to constitute the minimum risk portfolio. The exact value of corresponding perforation factor of each design occupied in low risk portfolio are detailed in the Table 2.

Upon obtaining a low risk portfolio, multiple lines are projected from the low risk portfolios to the Pareto front of higher efficiency but higher risk portfolios. Finally, the optimal portfolio combinations are identified to lie on the newly predicted frontier, which is a line tangent
to both the low risk portfolios frontier and the high efficiency portfolios frontier. The risk-return of a given portfolio combination is therefore lying along this tangent line, with its location determined by the proportion of the low risk portfolios contained within the portfolio combination. For example, a 50:50 mix of tangency low risk and tangency high efficiency portfolios will give a composite efficiency versus risk that is from the midpoint of the line drawn between these two portfolios.

3. Results

Applying the four steps of the method for the illustration case leads to combinations of selected designs into high efficiency and low risk portfolios. We begin by demonstrating these combinations and then showing how optimal pathways for additional risk reduction can be attained by combining high efficiency and minimal risk (EXL) designs. The details of creating feasibility sets of designs, as described in Sections S3.1-3.2, are included in the Supplementary materials, with the focus here on the behavior of the portfolio combinations of these designs and the observations that can be made of how these portfolio combinations impact the efficiency versus variability tradeoff.
**Fig. 3.** Portfolios and optimal portfolio combinations. (a) The portfolios using uniform spacing (UFS) designs are plotted at right upper with highest risk as green color circle. The corresponding UFS portfolio is demonstrated by blue dots and the selected design for repetition is colored as cyan. The NFS portfolios are the red dots and repeated designs are colored as orange. The single extreme limited entry designs (EXL) are located in the lower left. Solid lines connecting the frontiers represent the CML for the UFS (red) and NFS (blue) cases. (b) Optimal portfolio combinations at different uncertainty levels in a plot of energy efficiency versus risk, scaled by a single design base case. Results are shown for 5%, 10%, and 20% uncertainty level in rock properties. The proportion of each design (detailed in Tables 1, and 2) are also given.

Through mixing candidate designs, feasibility sets of portfolios are obtained for uniform spacing (UFS), non-uniform spacing (NFS), and extreme limited entry (EXL) designs, as shown in Figure 3(a). These feasibility sets show that EXL designs, as expected, provide the lowest risk but also the lowest efficiency, owing to the high injection pressures required to sustain the large level of pressure loss through the perforations. It is therefore confirmed that EXL designs provide lowest efficiency and minimal risk. However, while this result is expected, what is more surprising is that the uniform and non-uniform spacing designs produce substantially different feasibility sets. Most strikingly, the variability of the outcomes, captured by the risk (Equation 9), is substantially different, with a large portion of the non-uniform spacing feasibility set showing lower risk compared to uniform spacing. Furthermore, the lower range of efficiencies for the uniform designs lie below the bottom of the feasibility set for the non-uniform designs, meaning that the “worst case” outcomes for non-uniform designs perform better than the worst case outcomes for uniform cases. It is worth noting, however, that this result is shown for 5% variability of the rock properties.
As the variability increases, in particular variability of the in situ stress, the random stresses dominate the stress interaction between the fractures and therefore advantages of non-uniform spacing can be eventually diminished (for this example, at around 20% variability of the in-situ stress there becomes little difference between uniform and non-uniform designs, see details in the Supplement).

While the potential risk reduction associated with non-uniform spacing is striking, perhaps the most important observation is the impact of using a portfolio of designs rather than repeating a single design on all wells. Examining the non-uniform example in Figure 3(a), the small red dots result from combinations of the single cases shown with large magenta dots. It is clear from comparing the feasibility set defined by the red dots to the magenta dots that a 40% reduction in risk is obtained from the portfolio Note this is obtained when comparing the portfolio to the repeated design with highest efficiency, that is, around $2.5 \times 10^{-4}$. A similar level of risk reduction can be found upon examination of the single designs for uniform spacing in Figure 3(a) (large blue dots) to the feasibility set corresponding to combinations of the single designs (small green dots).

To reach even lower risk, six designs with lowest risk are chosen from extreme limited entry (EXL) and simulating random mixtures of these designs to assemble EXL portfolios, shown as the black points in Figure 3(a). Firstly we observe that, compared to the risk of a single EXL, the portfolios could contribute additional 15% risk reduction. Tangent lines (optimal lines showing results of mixing EXL and higher efficiency portfolios) are then drawn from the low risk EXL portfolios to the high efficiency portfolios. The line tangent to both the frontier of EXL portfolios and frontier of high efficiency portfolios gives an optimal line for which there is no portfolio locating above the line with higher efficiency at same risk, thereby confirming this line as an approximation of a Pareto frontier for mixtures of minimum risk and higher efficiency portfolios.
By this construction, the points presented on this line are optimal portfolio combinations representing the optimal mixtures of tangent high efficiency portfolio and corresponding tangency low risk portfolio for requested efficiency or limited risk. The change in efficiency is thus linearly related to the change in risk as the portfolio proportions between low risk and high efficiency portfolios vary. Because this is an approximation of a Pareto front, any other portfolios are predicted to induce lower efficiency at the same risk and/or higher risk at same efficiency. So, for example, for an energy efficiency of $2 \times 10^{-4}$, an optimal portfolio combination could halve the risk of a non-uniform spacing (NFS) frontier portfolio by mixing NFS designs with EXL designs (i.e. running stimulating certain proportions or wells, or even stages within each well, with each design).

It is important to reiterate that the advantages of NFS compared to UFS designs are a consequence of the significant difference in the location of the Pareto frontier between NFS portfolio and UFS portfolio. However, as previously discussed, when the variability increases with higher uncertainty level, the interaction stress acted upon by optimized spacing will be overwhelmed by the in-situ stress variability. The spacing effect will be relatively lessened until the frontier of NFS portfolio frontier become similar to UFS portfolio. Thus, the nature of the optimal high efficiency portfolio and the optimal line connecting this portfolio to the minimum risk EXL portfolio turns out to be substantially impacted by the level of variability of rock properties. This clearly implies that, as one might expect intuitively, highly variable reservoirs will be optimally developed by different portfolios compared to less variable reservoirs.

To see more clearly the impact of variability, three levels are chosen: 5%, 10% and 20% (the corresponding variation is detailed in Supplement Section S3.3). Three optimal portfolio combinations are developed corresponding to each of these three uncertainty levels. It is most illuminating to examine the relative improvement (i.e. increase in efficiency and/or decrease in
risk) comparing the portfolios to single design base cases. Hence we first obtain efficiency $\varepsilon^*$ and risk $R^*$ of a base design, which is calculated through 120 simulations at 5%, 10% and 20% uncertainty levels. The base case is a nominally typical design with 0.2 m$^3$/s injection rate, 50 m stage length, 0.003 Pa.s fluid viscosity, and uniform spacing of 0.5. The perforation factor (Equation S14 detailed in Supplementary Section S3.1) is set as $1.06 \times 10^{10}$ Pa.s$^2$/m$^6$ to ensure the pressure of entry loss is around $1.38 \times 10^7$ Pa (~2000 psi).

Upon establishing a base case, an optimal, non-uniform spacing (NFS) high efficiency and an optimal low risk (i.e. EXL) portfolio are obtained for each case by the previously described methods. Here 6 designs are used for each portfolio, with the details of these designs given in Tables 1 and 2, and the proportion of each portfolio in the optimal designs given in Figure 3(b) (both in tabular form and represented in a spider plot). For each of these portfolios, the efficiency and relative risk is computed and presented as a value normalized by the efficiency and relative risk for the base, single design case. Hence, for each uncertainty level, there is a high efficiency portfolio located at right top and low risk portfolio locates left bottom in Figure 3(b). The tangent line from right to left is again representing a mixture of high efficiency and low risk portfolios. The location in this normalized space is therefore representative of the increase in efficiency (ratio greater than 1) and decrease in relative risk (ratio less than 1) obtained by portfolio design compared to the base case.

Figure 3(b) firstly shows that the efficiency ratio is greater than 1 and relative risk ratio is less than 1 for all cases, indicating that portfolios improve predicted outcomes compared to single repeated designs. In more detail, the efficiency improvement for low risk (EXL) designs are less impacted than high efficiency designs, which is to be expected because the EXL designs ensure that efficiency will remain low due to the high perforation friction. However, the risk reduction
for portfolio EXL designs compared to a single base case is profound – around a factor of 5 (relative risk ratio around 0.2) - for all cases.

On the other hand, Figure 3(b) indicates a substantial, 3-4 fold improvement in efficiency for the high efficiency (low perforation friction) designs when a portfolio is used rather than a single design. The risk is also reduced for these cases, with the greatest risk reduction (factor of ~4) corresponding, as expected, to the 20% variability example and a still substantial but lowest (factor of ~2) reduction for the 5% variability example. However, because of this relatively low reduction in risk for the 5% variability cases, the benefit of mixing with EXL cases is much higher, as evidenced by the lower slope (less loss of efficiency for each incremental reduction in risk) of the line connecting high efficiency to EXL portfolios for the 5% case compared to the 10% and 20% cases. So, in summary, the results show potential for 3-5 fold improvements in efficiency and risk can be attained by using portfolios rather than single designs, with the largest benefits of diversification in general coming for the reservoirs with largest variability, and the largest benefits of mixing high efficiency with EXL portfolios coming for the lower risk cases.
Table 1. Non-Uniform Portfolio Designs at 5%, 10% and 20% Uncertainty

| Uncertain Level | 5%   |
|-----------------|------|
| Design          | 1    | 2    | 3    | 4    | 5    | 6    |
| $h_1/Z$ (spacing ratio) | 0.36 | 0.35 | 0.35 | 0.36 | 0.35 | 0.36 |
| $\mu$ (viscosity Pa.s)     | 0.54 | 0.21 | 0.17 | 0.21 | 0.20 | 0.57 |
| $T$ (treating time s)      | 2.9 $\times 10^3$ | 3.6 $\times 10^3$ | 2.4 $\times 10^3$ | 3.8 $\times 10^3$ | 2.6 $\times 10^3$ | 2.6 $\times 10^3$ |
| $Z$ (stage length m)       | 21   | 30   | 28   | 31   | 29   | 20   |
| $Q_o$ (injection rate m$^3$/s) | 0.10 | 0.13 | 0.17 | 0.12 | 0.16 | 0.11 |
| $p_{perf}$ (perforation factor Pa.s$^2$/m$^6$) | 1.3 $\times 10^9$ | 3.1 $\times 10^6$ | 1.5 $\times 10^6$ | 1.2 $\times 10^7$ | 6.6 $\times 10^5$ | 8.4 $\times 10^8$ |

Table 2. EXL Portfolio Designs at 5%, 10% and 20% Uncertainty

| Uncertain Level | 10%  |
|-----------------|------|
| Design          | 1    | 2    | 3    | 4    | 5    | 6    |
| $h_1/Z$ (spacing ratio) | 0.35 | 0.34 | 0.35 | 0.36 | 0.35 | 0.35 |
| $\mu$ (viscosity Pa.s)     | 0.18 | 0.43 | 0.17 | 0.21 | 0.20 | 0.21 |
| $T$ (treating time s)      | 2.3 $\times 10^3$ | 4.1 $\times 10^3$ | 2.4 $\times 10^3$ | 3.8 $\times 10^3$ | 2.6 $\times 10^3$ | 3.6 $\times 10^3$ |
| $Z$ (stage length m)       | 25   | 30   | 28   | 31   | 29   | 30   |
| $Q_o$ (injection rate m$^3$/s) | 0.15 | 0.11 | 0.17 | 0.12 | 0.16 | 0.13 |
| $p_{perf}$ (perforation factor Pa.s$^2$/m$^6$) | 1.4 $\times 10^6$ | 1.7 $\times 10^7$ | 1.5 $\times 10^6$ | 1.2 $\times 10^7$ | 6.6 $\times 10^5$ | 3.1 $\times 10^6$ |

| Uncertain Level | 20%  |
|-----------------|------|
| Design          | 1    | 2    | 3    | 4    | 5    | 6    |
| $h_1/Z$ (spacing ratio) | 0.29 | 0.35 | 0.37 | 0.36 | 0.34 | 0.36 |
| $\mu$ (viscosity Pa.s)     | 0.50 | 0.17 | 0.22 | 0.21 | 0.32 | 0.23 |
| $T$ (treating time s)      | 1.5 $\times 10^3$ | 2.4 $\times 10^3$ | 2.1 $\times 10^3$ | 3.8 $\times 10^3$ | 2.3 $\times 10^3$ | 2.1 $\times 10^3$ |
| $Z$ (stage length m)       | 24   | 28   | 24   | 31   | 27   | 25   |
| $Q_o$ (injection rate m$^3$/s) | 0.24 | 0.17 | 0.17 | 0.12 | 0.18 | 0.18 |
| $p_{perf}$ (perforation factor Pa.s$^2$/m$^6$) | 1.4 $\times 10^5$ | 1.5 $\times 10^6$ | 1.3 $\times 10^5$ | 1.2 $\times 10^7$ | 1.1 $\times 10^5$ | 6.8 $\times 10^5$ |

Table 2. EXL Portfolio Designs at 5%, 10% and 20% Uncertainty

| Uncertain Level | 5%   |
|-----------------|------|
| Design          | A    | B    | C    | D    | E    | F    |
| $p_{perf}$ (perforation factor Pa.s$^2$/m$^6$) | 1.3 $\times 10^9$ | 3.1 $\times 10^6$ | 1.5 $\times 10^6$ | 1.2 $\times 10^7$ | 6.6 $\times 10^5$ | 8.4 $\times 10^8$ |

| Uncertain Level | 10%  |
|-----------------|------|
| Design          | A    | B    | C    | D    | E    | F    |
| $p_{perf}$ (perforation factor Pa.s$^2$/m$^6$) | 1.4 $\times 10^6$ | 1.7 $\times 10^7$ | 1.5 $\times 10^6$ | 1.2 $\times 10^7$ | 6.6 $\times 10^5$ | 3.1 $\times 10^6$ |

| Uncertain Level | 20%  |
|-----------------|------|
| Design          | A    | B    | C    | D    | E    | F    |
| $p_{perf}$ (perforation factor Pa.s$^2$/m$^6$) | 1.4 $\times 10^5$ | 1.5 $\times 10^6$ | 1.3 $\times 10^5$ | 1.2 $\times 10^7$ | 1.1 $\times 10^5$ | 6.8 $\times 10^5$ |
Besides the improvements available from portfolio combinations in general, there are important observations that can be made in the details of the optimal designs themselves (Table 1). Firstly, we see that in all cases, an optimal non-uniform spacing results when the spacing between fractures 1-2 is about 0.5 times the spacing between fracture 2-3 (and by symmetry, 4-5 compared to 3-4, see Figure 2(c)). There is somewhat less variation in the optimal design values of this non-uniform spacing at the 5% uncertainty level compared to 10% and 20%. Meanwhile, stage length varies from 20-31 meters, without apparent systematic impact from the uncertainty level.

The design details in Table 1 also show that the viscosity for the optimal designs varies between 0.17 to 0.57 Pa.s, which is close to linear gel viscosity. It is predicted by simulations (16) that higher viscosity can lead to more uniform distribution of fluid, which potentially explains why lower viscosity cases would have been likely to give higher relative risk and therefore did not occupy the Pareto set for these examples.

Finally, and perhaps most strikingly, the injection rate and perforation pressure are observed to have a substantial impact on risk but very little impact on the expected value of the efficiency for each design, that is, as long as perforation pressure is small enough to be dominated by other factors impacting the pumping power requirements. In fact, because of this relative insensitivity of the efficiency to these two parameters, they are observed to vary more widely than other parameters from one design to another within each portfolio described by Table 1. If one were to consider fracture designs deterministically, and therefore independent of variability of the reservoir properties, the conclusion would be that these two parameters have little impact. However, it is shown here that portfolio combinations, with differences between individual designs mostly coming from these “insensitive” parameters, provide a diversity that substantially decreases
risk. Once again, the benefit is seen to increase with increasing levels of reservoir variability, i.e. from 5% to 20%. However, it is also important to realize that sensitivity to the perforation pressure loss begins to diminish as the variability increases to 20%, which is indicative of a point where variability of rock properties is so strong that, even if the perforation pressure is large enough to ensure nearly uniform distribution of fluid flow to each fracture, the fracture growth would still be substantially different. At some point the variability of fracture growth is inevitable and there is little systematic benefit from increasing perforation friction, even in EXL designs, a result that is in contrast to the trend that higher perforation pressure should always be used in strongly heterogeneous formations.

4. Discussion and Conclusion

The variability and uncertainty of reservoir properties leads to variable and uncertain outcomes of hydraulic fracturing that is essential for oil and gas well stimulation. Such variability leads to both risk and inefficiency, with the latter tied to general trends of stimulation designs that require ever-growing treating pressures, quantities of materials, and durations of pumping. These general trends drive an increase not only in economic inefficiency, but also in environmental impacts associated with extraction of each unit of oil or gas that includes emissions associated with transport of large quantities of materials, risks of inadvertent releases to surface or shallow groundwater, and injection-induced seismicity (22-24). In contrast, we here propose a new concept and method in risk reduction that reverses these troubling trends because it does not require decreasing efficiency, and in fact in many cases can improve efficiency while reducing risk.

The novel concept is developing diverse portfolios comprised of several designs, mixed so as to optimize the risk-return relationship across multiple wells in a given reservoir development.
The approach is applicable not only to hydraulic fracturing, but to a class of design problems with continuously-definable efficiency (return) and risk that is associated with spatio-temporally heterogeneous uncertainty. For the specific case of hydraulic fracturing, by adopting methods for seeking optimal portfolios of investments to rely on metrics definable within mechanical models of hydraulic fracture growth, we show that a portfolio of designs can provide increases in efficiency up to 3.8 times and decreases in risk up to 83% compared to single designs. We also show that the benefits of design portfolios increase with increasing variability of reservoir properties, that is, the more variability and uncertainty one encounters in rock properties and in situ stresses, the more it will be expected that a portfolio of designs will provide higher efficiency (i.e. production per unit of energy input) and lower risk (i.e. more uniformity of stimulation along each well and more similarity of production from well-to-well).

It is important to recognize that the pursuit of a portfolio of designs is not the same as pursuing tailored designs to a variety of known reservoir situations. While the latter approach relies on reducing uncertainty through (potentially costly) additional reservoir characterization and then deterministic application of simulators (and/or experience) to drive customized designs, our approach recognizes that uncertainty is inevitable and therefore should be accounted for in the optimization method. When uncertainty is considered, the results show that design parameters that would have been relatively unimportant to optimizing designs a deterministic framework (i.e. low model sensitivity, in these examples to pumping rate and perforation friction) become important for reduction of variability. Hence the results show that uncertainty fundamentally alters the nature of the optimization problem for oil and gas wells.

Going forward, uncertainty and variability of rock properties is ubiquitous and inevitable in oil and gas development and production. However, from the results presented here it is
promising that such variability need not be addressed through methods that drive ever-decreasing efficiency by entailing a drive to ever-increasing injection pressures and/or volumes. Instead, the focus should shift away from the pursuit of single, “optimal” designs to be applied in a factory-style development and production mode. Instead, the industry should pursue model (and perhaps also experience) based identification of multiple designs, each of which is efficiently effective on its own, and then mixing those designs in optimal proportions to attain reduction in risk that is unachievable by any single design that is repetitively and exclusively applied. Furthermore, the potential benefit of diverse design portfolios is applicable not just to oil/gas well stimulation, but to a class of design problems with continuous efficiency and heterogeneous uncertainty, including renewable energy, agriculture, and epidemiology. Hence, this work demonstrates a promising path wherein pursuit of design diversity can combat the negative impacts of variability and uncertainty in oil and gas well stimulation and beyond.

The approach of developing diverse portfolios of designs is shown here to have significant potential to reduce outcome uncertainty for oil and gas well stimulation. However, the essence of the problem points to potential for application in a wide range of fields. Here we firstly discuss the essential characteristics of oil and gas well stimulation that make it suited to a design portfolio approach, after which will discuss other areas of science and engineering that encounter design problems of an ostensibly similar nature.

The first essential characteristic of the problem is that oil and gas stimulation encounters uncertain heterogeneity of the rock formation. Hence, outcomes are impacted not only by the rock property variation range (which is a globally-definable variable, i.e. a mean and standard deviation of each property), but also the fact that its uncertainty is heterogeneous. In this case the heterogeneity is of a spatial nature, meaning that each well within a region draws a set of uncertain
properties that, while following overall distributions (the global variables), are essentially independent of the properties of other wells. Of course, there is some spatial correlation to rock properties, however, such correlations are usually at either basin scale (i.e. tendencies that systematically vary across tens to hundreds of kilometers) or rock fabric scale (i.e. tendencies that correlate reservoir rock properties within centimeters to tens of meters). At the well-to-well scale within a region (kilometers to tens of kilometers), the uncertainty associated with heterogeneity is essentially random. Hence, the performance of a given design on one well is not correlated to the performance of another design on another well, meaning that the full benefit of diverse designs can be realized (recalling the reduction in benefit that would arrive from covariance, see Equation 9). Portfolio design diversity in the manifestation presented in this paper is applicable only if the system possesses uncertain heterogeneity.

A second, and perhaps even more important characteristic of oil and gas stimulation that makes portfolio design diversity advantageous is the fact that desirability (in this case efficiency) of outcomes is continuous. This stands in contrast to cases where the outcome is (at least more less) binary – i.e. survival or failure of a structure.

A variety of design problems satisfy the criterial of uncertain heterogeneity and continuously definable desirability of outcomes. Examples include:

1) In Renewable Energy Engineering, the layout of a wind farm, where diversity in design of of blade size/shape, tower spacing, etc. could potentially reduce uncertainty of outcomes such as the (continuously-definable) energy return on energy invested for a system. Here the uncertainty of outcomes arises from both spatially and temporally heterogeneous uncertainty of wind velocity (28).
2) In Epidemiology, where diversity in design for the roll out of a vaccine with continuously-definable efficiency can be defined as decrease in infection rate per vaccine administered. Design parameters include dosing amounts and frequencies, choice of vaccination from multiple available, spacing between priority vaccination areas and timing of administrating the vaccine therein, target proportions of the population to be vaccinated in each area in each phase of the vaccination effort, and so forth. The uncertainty in the outcome is related to heterogeneous variability of each vaccinated individual and of transmission intensities across sectors of the population (29).

Recent examples exist in forestry and agriculture also prove the value of diversity (30,31), although to this point the spatio-temporal heterogeneity of the uncertainty and its implications for optimizing the efficiency-risk relationship has yet to be recognized. Still, from these examples there is a generality that emerges wherein outcome uncertainty is associated with system uncertain heterogeneity and continuously definable. Hence, the framework inspired by MPT and CML, reveals one possible way that uncertain heterogeneity can be managed in a wide range of applications in science and engineering.

Acknowledgments

This material is based upon work supported by the University of Pittsburgh Center for Energy, Swanson School of Engineering, Department of Chemical and Petroleum Engineering, and Department of Civil and Environmental Engineering. Additional support for recent advances to this work was provided by the National Science Foundation under Grant No. 1645246.

References

1. Energy Information Administration. Natural Gas Gross Withdrawals and Production. 2020.
2. Energy Information Administration. Tight oil production estimates by play. 2020.
3. V. Smakhtin, C. Revenga, P. Doll, A pilot global assessment of environmental water requirements and scarcity. *Water. Int.* **29**, 307–317 (2004).
4. S. L. Brantley, R. D. Vidic, K. Brasier, D. Yoxtheimer, J. Pollak, C. Wilderman, T. Wen, Engaging over data on fracking and water quality. *Science* **359**, 395-397. (2018).
5. S. Entrekin, A. Trainor, J. Saiers, L. Patterson, K. Maloney, J. Fargione, J. Kiesecker, S. Baruch-Mordo, K. Konschnik, H. Wiseman, J. P. Nicot, J. N. Ryan, Water Stress from High-Volume Hydraulic Fracturing Potentially Threatens Aquatic Biodiversity and Ecosystem Services in Arkansas, United States. *Environ. Sci. Technol.* **52**, 2349-2358 (2018).
6. W. L. Ellsworth, Injection-Induced Earthquakes. *Science* **341**, 142-149 (2013).
7. J. D. Baihly, R. Malpani, C. Edwards, SY. Han, J. C. L. Kok, E. M. Tollefsen, C.W. Wheeler, Unlocking the shale mystery: How lateral measurements and well placement impact completions and resultant production. In Proceedings SPE Tight Gas Completions Conference. San Antonio, Texas, USA. SPE 138427. 2010.
8. C. Cipolla, X. Weng, H. Onda, T. Nadaraja, U. Ganguly, R. Malpani, New algorithms and integrated workflow for tight gas and shale completions. In Proceedings SPE Annual Technology Conference and Exhibition. Denver, Colorado, USA. SPE 146872. 2011.
9. V. Sesetty, A. Ghassemi, Numerical simulation of sequential and simultaneous hydraulic fracturing. In A. P. Bunger, J. McLennan, R. G. Jeffrey, (Eds.), Effective and Sustainable Hydraulic Fracturing. Chapter 33. Rijeka, Croatia: Intech. 2013.
10. H. H. Abass, M. Y. Soliman, A. M. Tahini, J. Surjaatmadja, D. L. Meadows, L. Sierra, Oriented fracturing: A new technique to hydraulically fracture an openhole horizontal well. In
Proceedings SPE Annual Technical Conference and Exhibition. New Orleans, LA, USA. SPE 124483. 2009.

11. M. K. Fisher, J. R. Heinze, C. D. Harris, B. M. Davidson, C. A. Wright, K. P. Dunn, Optimizing horizontal completion techniques in the Barnett shale using microseismic fracture mapping. In Proceedings SPE Annual Technology Conference and Exhibition. Houston, Texas, USA. SPE 90051. 2004.

12. B. Meyer, L. Bazan, A discrete fracture network model for hydraulically induced fractures-theory, parametric and case studies. In Proceedigs SPE Hydraulic Fracturing Technology Conference and Exhibition. The Woodlands, Texas, USA. SPE 140514.6. 2011.

13. P. Siddhamshetty, K. Wu, J. S. I. Kwon, Modeling and Control of Proppant Distribution of Multistage Hydraulic Fracturing in Horizontal Shale Wells. Ind. Eng. Chem. Res. 58, 3159-3169 (2019).

14. C. Cheng, A. P. Bunker, A. P. Peirce, Optimal Perforation Location and Limited Entry Design for Promoting Simultaneous Growth of Multiple Hydraulic Fractures, Society of Petroleum Engineers. doi:10.2118/179158-MS. (2016).

15. J. B. Crump, M. W. Conway, Effects of perforation-entry friction on bottomhole treating analysis. J. Petrol. Technol. 15474, 1041–1049 (1988).

16. A. P. Peirce, A. P. Bunker, Interference Fracturing: Non-Uniform Distributions of Perforation Clusters that Promote Simultaneous Growth of Multiple HFs. SPE J. 20, 384-395 (2015).

17. I. J. Laurenzi, G. R. Jersey, Life Cycle Greenhouse Gas Emissions and Freshwater Consumption of Marcellus Shale Gas. Environ. Sci. Technol. 47, 4896-4903 (2013).

18. L. Chiapponi, V. Ciriello, S. Longo, V. D. Federico, Non-Newtonian backflow in an elastic fracture. Water. Resour. Res. 55, 10144–10158 (2019).
19. A. J. Kondash, N. E. Lauer, A. Vengosh, The intensification of the water footprint of hydraulic fracturing. Sci. Adv. 4, 5982-5990 (2018).

20. B. R. Scanlon, R. C. Reedy, J. P. Nicot, Will water scarcity in semiarid regions limit hydraulic fracturing of shale plays? Environ. Res. Lett. 9, 124011-124025 (2014).

21. A. L. Mitchell, M. Small, E. A. Casman, Surface water withdrawals for Marcellus Shale gas development: Performance of alternative regulatory approaches in the Upper Ohio River Basin. Environ. Sci. Technol. 47, 12669–12678 (2013).

22. J. H. Matthew, R. D. Heather, L. E. William, W. S. Brian, H. Chris, F. Cliff, R. O. Harrison, E. O. Jon, M. M. Beatrice, B. Casey, H. L. James, Causal factors for seismicity near Azle, Texas. Nat. Commun. 6, 6728 (2015).

23. M. P. Ryan, C. C. Martin, S. J. Richard, W. Hao, High density oilfield wastewater disposal causes deeper, stronger, and more persistent earthquakes. Nat. Commun. 10, 3077 (2019).

24. L. Cornelius, W. Matthew, D. Z. Mark, Physics-based forecasting of man-made earthquake hazards in Oklahoma and Kansas. Nat. Commun. 9, 3946 (2018).

25. H. M. Markowitz, Portfolio Selection. J. Finance. 7, 77–91 (1952).

26. W. Sharpe, Mutual Fund Performance. J. Bus. 39, 119-138 (1966).

27. C. Cheng, A. P. Bunger, Model-Based Evaluation of Methods for Maximizing Efficiency and Effectiveness of Hydraulic Fracture Stimulation of Horizontal Wells. Geophys. Res. Lett. 46, 12870-12880 (2019).

28. R. B. Statnikov, J. B. Matusov, Multicriteria optimization and engineering. Springer Science & Business Media (2012).

29. J. L. Gidley, S. A. Holditch, D. E. Nierode, W. Ralph, Jr. Veatch, Recent Advances in Hydraulic Fracturing, Society of Petroleum Engineers of AIME (1989).
30. S. C. Pryor, R. J. Barthelmie, M. S. Bukovsky, Climate change impacts on wind power generation. *Nat. Rev. Earth. Environ.* https://doi.org/10.1038/s43017-020-0101-7 (2020).

31. N. M. Ferguson, I. Rodríguez-Barraquer, I. Dorigatti, L. Mier-Y-Teran-Romero, D. J. Laydon, D. A. Cummings, Benefits and risks of the Sanofi-Pasteur dengue vaccine: Modeling optimal deployment. Science. **353**, 1033-1036 (2016).

32. C. Paul, S. Brandl, S. Friedrich, Climate change and mixed forests: how do altered survival probabilities impact economically desirable species proportions of Norway spruce and European beech?. *Annals of Forest Science* **76**, 14 (2019).

33. J. Losee, N. Kendall, A. Dufault, Changing salmon: An analysis of body mass, abundance, survival, and productivity trends across 45 years in Puget Sound. Fish and Fisheries. 10.1111/faf.12385 (2019).

34. E.V. Dontsov, An approximate solution for a penny shaped hydraulic fracture that accounts for fracture toughness, fluid viscosity and leak-off. *Roy. Soc. Open. Sci.* **3**, 160737 (2016).

35. C. Cheng, A. P. Bunger, Rapid Simulation of Multiple Radially-Growing HFs Using an Energy-Based Approach. *Int. J. Numer. Int. J. Numer. Anal. Meth. Geomech.* **71**, 281–282 (2016).

36. D. Gunaydin, A. P. Bunger, Supporting Data: Laboratory Experiments Contrasting Growth of Uniformly and Nonuniformly-Spaced Hydraulic Fractures. (2020).

37. E. Carter, Optimum fluid characteristics for fracture extension. In: Howard, G.C., Fast, C.R. (Ed.), Drilling and Production Practices. 261–270 (1957).

38. A. A. Savitski, E. Detournay, Propagation of a penny-shaped fluid-driven fracture in an impermeable rock: asymptotic solutions. *Int. J. Solid. Struct.* **39**, 6311–6337 (2002).
39. C. Cheng, A. P. Bunger, Optimizing Fluid Viscosity for Systems of Multiple Hydraulic Fractures. *AICHE. J.* **65**, 16564 (2019).

40. C. Cheng, A. P. Bunger, Reduced order model for simultaneous growth of multiple closely-spaced radial hydraulic fractures. *J. Comput. Phys.* **376**, 228-248 (2019).

41. G. R. Irwin, Analysis of stresses and strains near the end of a crack traversing a plate. *ASME. J. Appl. Mech.* **24**, 361–364 (1957).

42. M. F. Kanninen, C. H. Popelar, *Advanced Fracture Mechanics*, in *Oxford Engineering Science Series*, (Oxford Univ. Press, Oxford, UK, 1985), vol. 15.

43. G. K. Batchelor, Brownian diffusion of particles with hydrodynamic interaction. *J. Fluid. Mech.* **74**, 1–29 (1976).

44. D. Garagash, *Hydraulic fracture propagation in elastic rock with large toughness*. in Pacific Rocks 2000 'Rock around the rim', J. Girard, M. Liebman, C. Breeds, T. Doe, Eds (A.A. Balkema, Rotterdam, 2000), pp. 221-228.

45. I. N. Sneddon, The distribution of stress in the neighborhood of a crack in an elastic solid. *Proc. Roy. Soc.* London A. **187**, 229-260 (1946).

46. A. P. Peirce, E. Detournay, An implicit level set method for modeling hydraulically driven fractures. *Comput. Method. Appl. M.* **197**, 2858-2885 (2008).

47. W. Fu, A. P. Bunger, 3D DEM Simulation on the Interference of Multiple Hydraulic Fractures in Horizontal Wells. 53rd U.S. Rock Mechanics/Geomechanics Symposium, At New York City, New York. 19–0045. 2019.

48. A. Rezaei, F. Siddiqui, G. Bornia, M. Soliman, Applications of the fast multipole fully coupled poroelastic displacement discontinuity method to hydraulic fracturing problems. *J. Comput. Phys.** 399**, 108955 (2019).
49. A. Rezaei, G. Bornia, M. Rafiee, M. Soliman, S. Morse, Analysis of refracturing in horizontal wells: Insights from the poroelastic displacement discontinuity method. *Int. J. Numer. Anal. Meth. Geomech.* **42**, 1306-1327 (2018).

50. S. Lee, B. Min, M.F. Wheeler, Optimal design of hydraulic fracturing in porous media using the phase field fracture model coupled with genetic algorithm. *Comput. Geosci.* **22**, 833–849 (2018).

51. X. Dong, G. Zhang, D. Gao, Z. Duan, Toughness Dominated Hydraulic Fracture in Permeable Rocks. *J. Appl. Mech.* **84**, 1001- 1008 (2017).

52. A. P. Bunger, Analysis of the power input needed to propagate multiple HFs. *Int. J. Solids. Struct.* **50**, 1538–1549 (2013).

53. A. A. Griffith, The phenomenon of rupture and flow in solids. *Philos. Trans. R. Soc. A.* **221**, 163–198 (1920).

54. B. Lecampion, A. P. Bunger, X. Zhang. Numerical methods for hydraulic fracture propagation: A review of recent trends. *J. Nat. Gas. Sci. Eng.* **49**, 66-83 (2017).

55. M. Economides, K. G. Nolte, Reservoir Stimulation, 3rd edition, New York: John Wiley & Sons, Ltd. 2000.