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ABSTRACT
Text normalization, defined as a procedure transforming non-standard words to spoken-form words, is crucial to the intelligibility of synthesized speech in text-to-speech system. Rule-based methods without considering context can not eliminate ambiguity, whereas sequence-to-sequence neural network based methods suffer from the unexpected and uninterpretable errors problem. Recently proposed hybrid system treats rule-based model and neural model as two cascaded sub-modules, where limited interaction capability makes neural network model cannot fully utilize expert knowledge contained in the rules. Inspired by Flat-Lattice Transformer (FLAT), we propose an end-to-end Chinese text normalization model, which accepts Chinese characters as direct input and integrates expert knowledge contained in rules into the neural network, both contribute to the superior performance of proposed model for the text normalization task. We also release a first publicly accessible large-scale dataset for Chinese text normalization. Our proposed model has achieved excellent results on this dataset.

Index Terms— Chinese text normalization, rule-based, none-standard word, flat-lattice Transformer, relative position encoding

1. INTRODUCTION
Text normalization (TN) is crucial to the intelligibility of synthesized speech in text-to-speech (TTS) system. It is defined as a procedure that transforms non-standard words (NSWs), e.g. written-form numbers, symbols or characters, to spoken-form words (SFWs), such as transforming “3.4” to “three point four” and “2021/10” to “October Twenty Twenty-one”. To deal with the ambiguity problem in transforming NSWs to SFWs, context information and NSW’s inherent special construct should be considered. For example, context can decide whether to read “2021” as year or number, whereas special construct of “172.0.0.1” can be determined as IP address. Furthermore, to form a context, word information is crucial. Take “2021 光年” as example, the “2021” will be read as number only if the word “光年 (light-years)” is correctly identified; otherwise, “2021” might be read as year if the keyword “年 (year)” is inaccurately matched.

Based on the taxonomy approach for NSW [1], the TN tasks can be resolved by rule-based approaches which utilize handcrafted regular expressions and/or keywords [2, 3, 4] to determine the category of NSWs and then convert to corresponding SFWs with predefined conversion functions. However, the selection of keywords as well as the construction of regular expression rules are time-consuming and labor-intensive. Several machine learning methods have been proposed for the disambiguation task of NSWs, including finite state automata (FSA) [2], maximum entropy (ME) [5], conditional random fields (CRF) [6], etc.

With the development of deep learning technologies, using neural network to model contextual information has achieved impressive progress for TN task. Sequence-to-sequence (seq2seq) models typically encode the written-form text representation into a state vector, and decode it into a sequence of spoken-form text output directly [7]. Long short-term memory (LSTM) and attention-based recurrent neural network (RNN) sequence-to-sequence models are well applied in English and Russian text normalization [8, 9]. Bidirectional LSTM or gated recurrent unit (GRU) are further utilized in both encoder and decoder [10, 11, 9]. However, directly applying sequence-to-sequence models to TN task may cause unexpected and uninterpretable errors caused by the model or data bias.

Recently, a hybrid TN system for Mandarin has been proposed, which combines a rule-based model based on pattern match and a multi-head self-attention based non-seq2seq neural network model, to address the corresponding shortcomings mentioned above [12]. According to the priority, NSWs are sent to the rule-based and neural models respectively. If the result of the neural model is of mismatched format, the NSW will be processed by the rule-based model again. However, the hybrid system simply treats rule-based model and neural model as cascaded sub-modules serially, which may cause error accumulation. It is easy to tell that rule-based model and neural network model can supplement each other. But limited interaction capability of these two cascaded sub-modules makes neural network model cannot fully utilize the expert knowledge included in the rules.

Inspired by the superior performance and the flexibility of the latest Flat-Lattice Transformer (FLAT) [13], we propose a FLAT-based end-to-end Chinese TN model named FlatTN, which can directly incorporate the expert knowledge in predefined rules into the network, providing a novel way of leveraging the complementary advantages of the two models.

The advantages of using FlatTN for the text normalization task falls into two aspects. First, there is no need of the prerequisite
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word segmentation module. FLAT can obtain all potential words in the sentence that match the specific lexicon, organize all characters and matched words to a lattice structure and flatten the lattice structure into spans [13], then send them into Transformer encoder. The method of combining lexicon is fully independent of word segmentation, and more effective in using word information thanks to the freedom of choosing lexicon words in a context [14]. Second, the NSW matching rules can be easily incorporated into the model and the definition of rules is greatly simplified. In the proposed model, rules are only adopted for the purpose of pattern match to derive all possible candidate NSWs in the input sentence. There is no need for the rules to account for complex context matching for disambiguation task as in the conventional method. We also release a large-scale dataset for the Chinese text normalization task, which will be open-sourced for public access soon. Experimental results on this dataset demonstrate that our proposed model has achieved an excellent performance.

The contributions of our work are:

1). For the first time, we propose the use of flat-lattice transformer (FLAT) for the task of Chinese TN problem, enhancing the controllability and scalability of TN task.

2). We come up with a novel rule-guided FLAT model, that can directly incorporate the expert knowledge on the predefined rules into the neural network based model. The proposed model is also an end-to-end model which predicts the NSW categories directly from the raw Chinese characters with NSWs.

3). We release, as open-sourced resources, a Chinese text normalization dataset¹ with standard NSW taxonomies to eliminate the ambiguity in pronunciation of NSWs. It is a first publicly accessible dataset for the Chinese TN task.

2. METHODOLOGY

We propose a fully end-to-end Chinese text normalization model based on FLAT, which accepts characters as direct input and can conveniently incorporate the expert knowledge from NSW matching rules. As shown in Fig.1, the model is made up of 4 parts: (i) Lexicon and rules matching that processes the input text and outputs a flat-lattice. (ii) An embedding presentation layer that generates embeddings for each token in the lattice. (iii) A Transformer encoder that produces lattice representations based on the generated embeddings and relative positional encodings of all tokens. (iv) A linear and CRF layer that predicts NSW category labels, given the lattice representations.

For an input sentence, all the potential words that match the lexicon are obtained. Furthermore, all the possible candidate NSWs are derived by matching the input sentence against the NSW matching rules. The sequence of characters, the potential words and the potential NSWs in the sentence are then organized as a sequence, named flat-lattice, where each character, word or NSW is called a token. For each token, its head and tail positions in the original sentence are also recorded. The character embeddings are then derived from a pretrained BERT model [15], from which word embeddings are obtained using a pooling layer [16] for each potential word and NSW. The character and word embeddings, together with the relative positional encoding derived from the head and tail positions for each token, are then fed into the transformer-based neural network. The self-attention mechanism of Transformer enables embeddings to directly interact with each other [17], from which the contextual feature representation of the lattice is obtained. Finally, a linear layer and a conditional random field (CRF) layer are adopted to generate the categories of NSWs in the sentence.

2.1. Lexicon and rules matching

The model takes original characters in the sentence as its input. The characters are then handled by two pattern matching processes. On one hand, a lexicon is utilized for word matching. On the other hand, regular expressions, keywords, or any other form of rules could be incorporated to search through the text for potential NSWs. Each matched words, NSWs, as well as the original characters are taken as individual tokens, and then combined into a flat-lattice.

2.2. Embedding representation layer

Each token of the lattice is processed by a pre-trained BERT model [15] separately to obtain the character embeddings. Since BERT produces character level representations, for words and NSWs, a pooling layer is adopted to obtain the final word and NSW embeddings.

2.3. Transformer encoder with relative position encoding

We employ a Transformer model as our encoder, considering its strength in modeling the dependence between arbitrary nodes. This advantage is used to make bridges for information exchanging

¹ https://github.com/thuhcsi/FlatTN
among all tokens, which is expected to improve NSWs disambiguation by recognizing the context of individual tokens. Moreover, the calculation process of Transformer is static, which indicates it is agnostic to the structure of input lattice.

The Transformer encoder takes the token embeddings and relative position embeddings as its input. The token embeddings are offered by the embedding presentation layer. While the relative position embeddings are obtained through a sophisticatedly designed process proposed in FLAT [13].

As shown in Fig.1, the absolute position of each token in the lattice is represented by its start and end location (character index) in the input sentence, named as head and tail. The heads and tails of all tokens are then utilized to calculate four relative distances between every two nodes $x_i$ and $x_j$:

$$d_{ij}^{(hh)} = head[i] - head[j]$$  
$$d_{ij}^{(ht)} = head[i] - tail[j]$$  
$$d_{ij}^{(th)} = tail[i] - head[j]$$  
$$d_{ij}^{(tt)} = tail[i] - tail[j]$$

where $d_{ij}^{(hh)}$ denotes the distance between head of $x_i$ and head of $x_j$, and other $d_{ij}^{(ht)}, d_{ij}^{(th)}, d_{ij}^{(tt)}$ have similar meanings. Fig.2 shows an example of four relative position matrices calculated with head and tail information of tokens in lattice “学习学习”.

![Fig. 2. Relative position encoding of “学习学习”.

To get the final relative position encoding, a non-linear transformation is applied to the four relative distances:

$$R_{ij} = \text{ReLU} \left[ W_1 \left( \left\{ \mathbf{p}_{d_{ij}^{(hh)}} \oplus \mathbf{p}_{d_{ij}^{(ht)}} \oplus \mathbf{p}_{d_{ij}^{(th)}} \oplus \mathbf{p}_{d_{ij}^{(tt)}} \right\} \right) \right]$$

where $W_1$ is a learnable parameter, $\oplus$ denotes the concatenation operator, and $\mathbf{p}_d$ is calculated by following equations [17]:

$$\mathbf{p}_{d}^{(2k)} = \sin \left( \frac{d}{10000} 2k/d_{\text{model}} \right)$$

$$\mathbf{p}_{d}^{(2k+1)} = \cos \left( \frac{d}{10000} 2k/d_{\text{model}} \right)$$

where $d$ is one of $d_{ij}^{(hh)}, d_{ij}^{(ht)}, d_{ij}^{(th)}, d_{ij}^{(tt)}$ and $k$ denotes the index of dimension of position encoding.

Then the relative position encoding with fused information are sent to the Transformer encoder, together with token embeddings. Original Transformer calculates self-attention with absolute position coding [18]. In FLAT, Transformer encoder calculates self-attention with token embeddings and relative position encoding using following equation [19]:

$$A_{*t,j} = \mathbf{W}_q^\top \mathbf{E}_{x_j} \mathbf{E}_{k,E} + \mathbf{W}_k^\top \mathbf{E}_{x_j} \mathbf{R}_{ij} \mathbf{W}_{k,R} + \mathbf{u}^\top \mathbf{E}_{x_j} \mathbf{W}_{k,E} + \mathbf{v}^\top \mathbf{R}_{ij} \mathbf{W}_{k,R}$$

where $\mathbf{W}_q, \mathbf{W}_{k,R}, \mathbf{W}_{k,E} \in \mathbb{R}^{d_{\text{model}} \times \text{head}}$ and $\mathbf{u}, \mathbf{v} \in \mathbb{R}^{\text{head}}$ are learnable parameters, and $\mathbf{E}_{x_j}, \mathbf{E}_{k,E} \in \mathbb{R}^{L \times d_{\text{model}}}$ are token embeddings ($d_{\text{model}} = H \times d_{\text{head}}, H$ is the number of attention heads, $d_{\text{head}}$ is the dimension of each head).

### 2.4. Linear and CRF layer

With the contextual feature representation from Transformer encoder, a linear and CRF layer are included as decoder to predict entity labels as the final output of our model. CRF can obtain an optimal prediction sequence through the relationship between adjacent labels and help to reduce error occurrence.

### 3. CHINESE TN DATASET

In this work, we release a large-scale Chinese TN dataset, which is the first large-scale open source Chinese text normalization dataset to the best of our knowledge. A well-designed Chinese NSW classification standard is proposed along with the data, which is made up by a total of 29 categories. As shown in Table.1, each category corresponds to a handcrafted conversion function for SFW generation. For example, a NSW likes “2021” belongs to the “DIGIT” category, and should be converted into SFW as “二零二一” (“two-zero-two-one”) by the Read_DIGIT function. Specifically, ordinary characters that do not require transformation are labeled as “O” category, which are kept intact during conversion. And punctuation marks are labeled as “PUNC” category, which are simply dropped during conversion. The original text data in the dataset are extracted from Chinese Wikipedia, which come out as 30,000 sentences with average length of 50 characters. Detailed NSW category labels distribution of our dataset is depict as Fig.3.

The proposed Chinese TN dataset and NSW classification standard build up a benchmark for Chinese text normalization task. Future researches are relieved from the burden of NSW label and SFW conversion function design, but focus on making steady improvements based on the same foundation.

![Fig. 3. Proportion of NSW categories in the proposed dataset. (“O” and “PUNC” excluded)

### 4. EXPERIMENT

#### 4.1. Experiment setup

We split all sentences into characters and label them with “BMESO” format, and then randomly separate the dataset into training set, ver-
### 4.2. Model performance

#### 4.2.1. Overall performance

Experiment results confirm that the proposed FlatTN model reaches the best results on both accuracy and F1-score. As revealed in Table 2, BERT-LSTM outperforms all other baseline models, due to its sequential structure. And there exists a noticeable gap between the Rule-based model and other models, which indicates the significance of pre-trained language models and neural modules in the promotion of text normalization performance.

#### 4.2.2. Model performance regarding different categories

To explore the classification performance on different categories, our model is evaluated further in terms of precision, recall and F1-score on all categories. The results of 10 typical categories are shown in Table 3. It is clear that the categories frequently appear in Chinese text are more likely to obtain good performance, while the categories rarely appear in Chinese text may get worse performance than others.

### 4.2.3. Ablation study

Ablation study of the proposed FlatTN model is established by removing lexicon, or rules, or both of them from the input process of the proposed model. As shown in Table 4, both lexicon and rules can help to improve results on accuracy and F1-score, and the performance promotion of the each part is complementary to the other. This is consistent with our expectation that rule-guided FlatTN should present better text normalization result, since it is embodied with both context information modeling and expert knowledge.

### 5. CONCLUSION

In this paper, we propose an end-to-end Chinese text normalization model based on rule-guided flat-lattice Transformer. Our model combines the scalability and flexibility of rules and the ability to model context and utilize data efficiently of Transformer encoder. We also release a first publicly accessible large-scale dataset for Chinese text normalization task. Our proposed model achieves the accuracy of 99.1% on NSW classification on the test set, achieving better performance compared with the methods using rules or neural networks alone, and the ablation experiment proves the importance of rules and lexicon in our model.
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