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Abstract—Unmanned aerial vehicle (UAV) assisted data collection is not a new concept and has been used in various mobile ad hoc networks. In this paper, we propose a caching assisted scheme alternative to routing in MANETs for the purpose of wildlife monitoring. Rather than deploying a routing protocol, data is collected and transported to and from a base station using a UAV. Although some literature exists on such an approach, we propose the use of intermediate caching between the mobile nodes and compare it to a baseline scenario where no caching is used. The paper puts forward our communication design where we have simulated the movement of multiple mobile sensor nodes in a field that move according to the Levy walk model imitating wildlife animal foraging and a UAV that makes regular trips across the field to collect data from them. The unmanned aerial vehicle can collect data not only from the current node it is communicating with but also data of other nodes that this node came into contact with. Simulations show that exchanging cached data is highly advantageous as the drone can indirectly communicate with many more mobile nodes.
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I. INTRODUCTION

The use of wireless sensor networks (WSNs) and mobile ad-hoc networks (MANETs) in various areas such as environmental monitoring, military, vehicular networks and animal tracking has been widely adopted [1]–[6]. Applications of such networks vary based on the targeted area. Humidity and seismic sensors, collision avoidance and parking sensors, pulse and temperature sensors are all examples of this. In WSNs, nodes are deployed with the intention of sensing and relaying information to a particular destination for evaluation purposes. In MANETs, nodes are mobile forming temporary networks throughout their runtime. Nodes in these networks are typically small and possess limited resources. They have restricted processing power and run on small batteries hence energy conservation is a serious concern for them. Data is routed from the source to the destination using routing protocols. The convergence and retransmission mechanisms of these protocols impose an additional overhead causing an additional energy drain. Many efforts have been put into making these protocols as efficient as possible [7]–[9]; however, there is always a trade-off. Conversely, we propose the use of an unmanned aerial vehicle (UAV) to periodically collect data from caching assisted nodes, hence avoiding routing altogether.

In this paper, we focus on wildlife tracking and monitoring. Traditionally, this is achieved by strapping heavy tracking equipment to animals [10], [11]. Even with current technological trends, wildlife monitoring remains a challenging setting. Typical VHF transmitters are of very restricted range [12] and have a limited battery life and the ones that are longer in range are satellite oriented and hence require even more power, consequently providing a lower lifetime. Table I shows some of the existing devices available. Approaches such as [13], [14], [15], [16], [17] are either too expensive, require dedicated manpower, or the resource constraints of the devices can cause them to fail prematurely. Our aim is to make tracking and monitoring easier and less costly in terms of finance and operation.

Several tracking systems have already been proposed and some are even operational. ATLAS, in [16], employs 9 base stations and extensive computing to determine the location of flying animals. ARTS [14] uses VHF tags and hefty hardware and can only work on animals with small home ranges. [13], in addition to being composed of energy draining 3G modules, is highly dependent on manpower. [18] uses a three tier architecture and the authors claim energy conservation to be one of the biggest challenges of the model in addition to constraints such as the lack of physical intervention with the nodes after deployment and intermittent network connectivity. [15] uses dual chip collars and requires pre-processing at the nodes before transmission. Conversely, [19] requires image processing on static sensor nodes although the authors acknowledge that the accuracy of the system drops with time.

| Devices          | NANO | MICRO | SMALL       | MEDIUM       |
|------------------|------|-------|-------------|--------------|
| Weight Range     | 5g-20g | 6g-50g | 20g-100g    | 130g-250g    |
| Example Suitable Animals | Birds, bats, and other tiny mammals | Lizards, tortoises, turtles, frogs, very small mammals | Animals that weigh at least 500 grams | Foxes, Tasmanian Devils |
| Data Recovery Method | UHF Wireless | UHF Wireless | UHF Wireless | Satellite |
| Drone Data Downloading | Standard | Standard | Standard | N/A |
| Base Station Battery Life | 2 days | 5 days | 2 days | N/A |
This paper highlights a routing-less approach for data collection from mobile sensor nodes for wildlife monitoring using an unmanned aerial vehicle. In our application scenario, we assume the home range to be a large field or area where the animals roam. Our sensor nodes, according to our use-case scenario, will be wildlife and several of these will be dispersed across the home range. The nodes are considered to be mobile with some degree of purpose in their movement but at the same time having some randomness in their behaviour. An unmanned aerial vehicle will make periodic trips across the field. The nodes are equipped with sensing equipment, the type of which is not the focus of our research. The nodes upon encountering the UAV transfer their data to it. In this paper, we test this approach in two scenarios. One is without communication between the nodes and the other with caching enabled among the nodes allowing them to store data from the nodes they come into contact with. Our simulator uses the Levy walk movement model for the nodes.

II. RELATED WORK

Retrieval of data from static and mobile sensor nodes deployed in a large field through an aerial vehicle is a fairly new concept. Lately, several researchers [24]–[36], have explored the use of a UAV to acquire data from sensor and ad-hoc nodes mainly due to the fact that a lot of energy draining forwarding and processing tasks are taken away from the resource sensitive nodes.

The authors in [20] describe their method of how a UAV can be used for wildlife monitoring and tracking. In their approach, the field is divided into virtual grids and each grid has a cluster of static sensors deployed. Each cluster has a cluster head which acts as a point of contact for the UAV to collect data. The network model is not a generic one and is highly dependent on data sets obtained from tracking equipment for specific animals. In their case, they used the movement data of zebras from ZEBRANET and the UAV visits the cluster heads of the most active grids for data collection. Another approach [21] has been to mount a cellular network base station on a UAV in an attempt to try to pick up cell phone data from users.

Another approach has been to mount a cellular network base station on a UAV in an attempt to try to pick up cell phone data from users [22]. While in communication with the nodes, the UAV allocates the whole bandwidth to the node with the least data in its buffer and moves towards it during the transfer. The drone moves with a moving node along the same trajectory and the base station may be in communication with more than one node at a time with different parameters. This requires it to adopt a consistent back and forth movement based on the attributes of the node(s) it is in communication with. Ignoring the back and forth movement, the synchronisation mechanism between the drone and a node may be considered suitable for cellular networks as the communication between the base station and the nodes may be extensive. However, the same cannot be said for mobile sensor nodes, especially when considering their limited resources.

Ariel assisted data collection using a UAV from limited capacity sensor nodes has also been considered in [25] using a Markov chain to model the movement of the UAV in addition to modelling the irregularities in the movement due to several implicit and explicit factors. The authors in [26] also favour the same concept of acquiring data from sensor nodes deployed in a field using a UAV. They add to the approach by proposing a model that allows the sensor nodes to cooperate with each other to achieve simultaneous transfer of data to the UAV to reduce latency. In addition, their work highlights how they can reduce packet losses occurring in the backward direction while the UAV is receiving data and moving forward using an efficient forwarding scheme. However, one can argue that cooperation between the nodes is of limited use as multiple nodes can transmit to the UAV simultaneously using different channels.

Considering the low data transfer rates due to the brief contact duration of a UAV with a sensor node in UAV aided data collection, the authors in [27] propose a modified Media Access Control (MAC) protocol which uses beacon broadcast at the UAV together with Carrier Sense Multiple Access/Collision Avoidance (CSMA/CA) at the ground nodes. The nodes have to contend with each other to speak to the UAV in addition to remaining in the listening mode to receive the beacon which is a big drawback considering the limited battery life of the nodes.

Other researchers have focused on the most optimal traversal path of the UAV in reference to an age element associated with the data picked up from the sensor nodes [28]. They define the age of information as the time data is sensed by the node to the time it is delivered to the sink by the UAV hence the flight path and duration of the UAV plays an important role. Theoretically, they show that the optimal route for the UAV corresponds to a Hamiltonian path and hence they propose a trajectory planning scheme accordingly. Nevertheless, their approach promotes the use of static nodes and dynamic programming which is computational complex.

The feasibility of using a UAV for data collection from ground sensors has been tested in [29] against several parameters including weather, flight height, latency, throughput, jitters and communication channels an authors have recommended a configuration based on their observations. However, it can be argued that the values are highly subjective.

The authors in [30] propose an automatic tracking system that offers autonomous wildlife monitoring. In their approach, they suggest to equip the wildlife with a system that is a combination of a Global Positioning System (GPS) module and a wireless Subscriber Identity Module (SIM). The GPS coordinates are sent to a central server which is also equipped with a SIM which forwards the information to a SIM-equipped control system from where the received information is fed to a drone in addition to the drone control commands. The drone, using this information and the control commands, navigates to the coordinate location. The information is fed to the drone only at the take-off point. Thus, once the drone reaches the target location, the target might not be there resulting in waste of time, energy and the trip. In addition, the devices used to accomplish this have a limited lifespan which is greatly affected by the presence of two highly energy draining modules on the animals.
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An approach that involves a combination of Q-learning and Neural Networks is considered in [31] to offer an energy-efficient method for portable base station positioning using UAV. The authors use the concept of landing spots from [32] to move the UAV. Once a suitable position is achieved by the UAV in terms of connectivity, the UAV uses the landing spots to save energy by landing and providing coverage rather than continuing to hover.

In addition to the concept of using a UAV for data collection from wireless sensor network nodes, researchers have proposed BEE-DRONES [23] to achieve energy efficiency at the UAV level and at the network level. The UAV, as with pollinating bees, visits specific targeted ground sensors for data collection. Their work in addition to dealing with minimal path planning of the UAV targets the synchronization issues between the ground sensors and the drone and proposes a wake-up mechanism for the nodes in accordance to the expected visit time of the drone. An efficient path planning approach is also considered in [24], focusing on the limited flight time and energy constraint of the UAV for data gathering in WSNs. They also show how a cluster-head can be selected from a cluster of sensor nodes based on node energy and value of information. This cluster head is the contact point of the UAV for data collection. However, choosing a cluster-head is still an additional burden for the nodes, and data communication between the nodes and the cluster-head employs a traditional routing mechanism incurring protocol overhead.

The researchers in [33] promote the concept of using a UAV for data collection and offer an approach to make it feasible in terms of energy efficiency and security. They propose a centralized framework which allows the UAV to carry the remaining energy of the nodes to the sink which then decides which nodes are suitable candidates for the cluster-head and which nodes should be marked as compromised and hence disqualified from the cluster-head election. Centralizing the cluster-head selection can add an additional delay to the communication and can result in unwanted exchanges between the nodes and a cluster-head now labelled as a disqualified candidate. Also, the approach can cause severe fluctuation of the cluster-head assignment if the nodes are mobile.

Despite the preceding research studies, intermediate caching between the nodes has, to our knowledge, never been considered. We believe that intermediate caching between the nodes can be advantageous for several reasons. Firstly, it does not impose additional strain on a particular node (i.e. a cluster-head). Secondly, there are no limitations on the positioning of the nodes and, finally, the UAV has more flexibility in terms of points of contact.

The next section outlines our proposed system. This is followed in Section 4 with a simulation-based evaluation where we employ a Levy movement model for the mobile nodes together with four different variations of caching. Finally we conclude the paper in Section 5.

III. SYSTEM MODEL

We have implemented a discrete time event simulator in Java. Rather than feeding movement traces into the simulator [20], our simulator has the ability to cope with different movement models, allowing for flexibility. However, for the sake of this paper, we only employ the Levy walk movement model. Historically, it was widely believed and accepted that animal movement could be explained by a simple random walk model; however, recent evidence has shown that the movement of different animal species are more relatable to the levy walk model [34], [35].

A Levy walk is based on the Levy foraging hypothesis that states that animals employ a Levy walk since it leads to optimal search efficiency. A Levy Walk according to Gautestad “describes a movement process with physical realism in the context of observing animal paths at fixed intervals” [36]. It is defined as a movement model where the subject continues to move in one particular direction and upon finding a resource patch, adopts random movement in and around it [37]. Fig. 1 from [38] highlights how a trace of a Levy walk may look.

Statistically, a Levy walk is a Markov based stochastic process. Rather than focusing on the biological nature of models, arguments over the past years have been restricted to statistical measures although the physicality and the movement pattern should matter more [39]. Humphries states “the real utility of the Levy research field is not, therefore, to accurately model animal movement paths, but as an exploratory tool to aid the behavioural analysis of animal movement datasets” [40]. Fig. 2 shows a typical Levy movement pattern of a node generated by our simulator.

In addition to the movement model, our model provides the opportunity for selectable caching depending on the scenario. In the case of Phase 1, we omit Intra-Node caching to provide baseline performance. In Phase 2 intra-node caching is enabled.

![Fig. 1. Example Levy Walk [38].](image1)

![Fig. 2. Single Node Movement Trace for 12hrs at 11kph.](image2)
A. Phase 1: No Intra-Node Caching

In Phase 1, mobile nodes are dispersed in a field of size $n \times n$. The nodes do not have any ability to cache data received from other nodes. In fact, the nodes do not even communicate with each other. Each node gathers/senses data from the host animal while the animal moves around. A UAV is to be sent out periodically from a gateway/base station and the UAV follows a fixed path based on waypoints [41], [42] which have been selected in such a way that the UAV can cover the majority of the field during its trip. In other words, the trajectory of the UAV is fixed, and the UAV moves from waypoint to waypoint as shown in Fig. 3.

Our model considers two versions of this approach. In the first (termed ‘WP”), the UAV only captures the data cached at the designated waypoints and does not pick it up directly from the mobile nodes. These waypoints are equipped with caches and can cache data from the mobile nodes they have encountered. The UAV simply collects the data from the waypoint stations. This approach of capturing data from fixed waypoints imitates the existing approach of collecting data from static cluster heads in the field. In the second variation (termed ‘UAV”), rather than collecting data from the waypoints, if during the trip, the UAV encounters any node that has data to transmit, the node transmits that data directly to the UAV. The UAV can either, store that data and bring it back to the base station at the end of the trip or can use some wireless technology to transmit that data to the base directly. In our approach, the UAV does not wirelessly transmit the data but brings it back to the sink at the end of its trip.

B. Phase 2: Intra-Node Caching

In this phase, in addition to everything described in Phase 1, the nodes have an intra-node caching ability allowing them to cache data obtained during interactions with other mobile nodes they come into contact with. The caching mechanism can be better understood from Fig. 4.

A node not only exchanges data with the node it comes in contact with directly but also exchanges data it has accumulated in its cache. Snapshot (2) of Fig. 4 shows that A and B exchange information upon coming in range of each other. Snapshot (3) shows that when D comes in contact with A, it not only caches A’s information but in addition, caches all the information that A has in its cache (information A gathered from B in its previous encounter with B). This means that even if a node has not encountered a certain node directly, it still has the ability to carry this “second-hand” data the node if it came into contact with it indirectly. Hence we refer to this as an ‘indirect caching technique’.

As shown in Phase 2 of Fig. 5, the UAV follows the same path to complete its trip across the field which we term waypoint to waypoint communication. This phase also has two variants. The nodes have caching enabled in them in both versions which means if they come in contact with each other, they are allowed to exchange information and the receiving node can cache data that belongs to other nodes. In the first version (termed ‘WP+C”), the UAV only picks up data from the fixed route waypoints and not from the nodes directly. The fixed waypoints on encountering a node not only take the node’s data but also accept all data that node has encountered from other nodes. In the second variant (termed ‘UAV+C”), if the UAV encounters a node that has data to send, the UAV collects that data directly. When the UAV encounters such a node, the node transfers to the UAV its own data in addition to the cached data of other nodes it has interacted with.

Data exchange between the nodes arises using a simple connectionless protocol shown as Algorithm 1. It assumes that nodes are transmitting regular beacons to announce their presence in the field in addition to scanning their coverage area to discover other nodes in their vicinity. This is the case with the UAV as well. If a node discovers another node in its vicinity (NeighborsFound = 1), it exchanges its data along with all messages of other nodes in its cache to the encountered node. For the UAV, it does not exchange its data with the encountered node; however, it does pick up the other node’s data in the same way. For intra-node communication, this is a two way process which means that both nodes in each other’s vicinity will exchange information. A node upon receiving a message (DataToReceive = 1) will first check its cache (NodeCache = null) to see if it already has that data. If this is true, the node will discard the oldest version of the data (remove old message) replacing it with the newer version (push
new message) by making use of timestamps (timestamps\_OldMsg & timestamps\_NewMsg). The vicinity of the node is termed the ‘range’ of the node in this paper and is defined by ‘i’, the radius around the node and its coverage area. The range of the node is one of the design parameters that we consider in subsequent experiments. Using this protocol, we eliminate the possibility of having duplicate data on nodes at any time.

### Algorithm 1: Connection-Less Data Exchange Protocol

0 = False, 1 = True

**Node as a Sender**

while DataToSend == 1 do
  Scan for nearby nodes in coverage range;
  if NeighborsFound == 1 then
    transmit message/packet to all neighbors in range;
    DataToSend = 0;
  else
    break;
  end
end

**Node as a Receiver**

while DataToReceive == 1 do
  receive incoming message from the sender;
  if NodeCache == null then
    push message to receiver’s NodeCache;
    DataToReceive = 0;
  else
    if message ∉ NodeCache then
      push message to receiver’s NodeCache;
    else
      if timestamp\_NewMsg > timestamp\_OldMsg then
        remove old message from receiver’s NodeCache;
        push new message to receiver’s NodeCache;
      else
        discard received message;
      end
    end
  end
  DataToReceive = 0;
end

The range of the UAV has been termed as the ‘coverage area’ of the UAV and is defined to be the projection imposed by the UAV’s antenna on the ground while flying at a constant height. The height is the altitude of the UAV whereas the coverage area is a circular area of radius ‘Radius’ as shown in Fig. 6.

The radius and coverage area of the UAV are defined by Equation 1 and 2, respectively. Throughout the evaluation, the range of the UAV is achieved by controlling the projection angle made by the UAV’s antenna with the ground.

\[
\Phi = \frac{\text{Projection Angle}}{2} = \frac{\theta}{2}
\]  

\[
\text{Radius} = \text{Altitude} \times \tan \Phi
\]  

\[
\text{Coverage Area} = \pi \times (\text{Altitude} \times \tan(\Phi))^2
\]

Waypoints have been placed towards the edges of the field in such a way that optimum coverage is achieved by the UAV while on its flight between them. The coordinates for placing the waypoints have been set using equations 3, 4, 5 and 6.

\[
WP1 = \left( \frac{\text{Radius}}{\sqrt{\text{Nda}}} \times i, \frac{\text{Radius}}{\sqrt{\text{Nda}}} \times i \right)
\]

\[
WP2 = \left( i - \frac{\text{Radius}}{\sqrt{\text{Nda}}} \times \sqrt{\text{Nda}}, \frac{\text{Radius}}{\sqrt{\text{Nda}}} \times i \right)
\]

\[
WP3 = \left( i - \frac{\text{Radius}}{\sqrt{\text{Nda}}} \times i, i - \frac{\text{Radius}}{\sqrt{\text{Nda}}} \times i \right)
\]

\[
WP4 = \left( \frac{\text{Radius}}{\sqrt{\text{Nda}}} \times i, i - \frac{\text{Radius}}{\sqrt{\text{Nda}}} \times i \right)
\]

Where ‘Radius’ is the coverage range of the UAV (m), ‘Nda’ is the node distribution area (m) and ‘i’ is equivalent to ‘n’ from the ‘n x n’ square matrix used in the code of the simulator for the node distribution area.

The flight pattern or the pattern of area coverage by the UAV can be understood from Fig. 7 which shows the series of areas covered by a UAV starting at time ‘n’ and increasing by ‘x’ (one second in our simulation) at each interval.

These concepts are realised in a simulation environment and then evaluated. Details of the experimental setup, the results and an assessment of their significance are provided for the different caching and non-caching variants in Section 4.
IV. SIMULATION EVALUATION

To evaluate the benefit of caching, a bespoke JAVA run time event driven simulator was created. Several experiments were conducted testing comparing the various caching and non-caching variants presented in Section 3 under different conditions. The aim was to assess the efficacy of using intra-node caching on mobile wireless sensor nodes for animal monitoring.

Three different control parameters are considered, namely: node density, node coverage range and UAV coverage range. In each scenario 10 simulations have been run varying the initial node dispersion in the distribution area. The nodes are deployed with varying speeds but the speed of the UAV remains constant throughout all simulations. The speed of the UAV has been set according to some commercial copters available in the market whereas the speed of the nodes have been set assuming the animals roam under normal conditions without stress. The range of the nodes is dependent on the antenna they host and has been set according to [43] considering not just the basic motes currently available but advanced ones with a higher ranges [44]. We have tried to mimic large herbivores such as elephants which according to [45], [46] employ the Levy walk model, normally move with speeds in access of 2mps, have a minimum home range of ten square kilometres [47], and can exist individually or in groups between 8-100 elephants in an area [48]. The mobility model is thus a stochastic Levy model where a node determines its next step according to a Markov based decision process, whereas the UAV follows a fixed linear flight path between multiple waypoints set within the distribution area. More details of the simulation parameters are provided in Tables II and III.

In each simulation, the UAV completes one flight starting and ending at the initial waypoint / take-off point. The field size, as pointed out previously is based on reported minimum home range of elephants however, other authors have also used such values [20] in similar scenarios. Node densities are considered using information presented in [49], [50] in addition to the values used for similar work in [51]. For the sake of simplicity, it is also assumed that the data transfer time between the nodes and the UAV is instantaneous. Specific UAV attributes can be seen in Table II which has been set considering current domestic and commercial UAV characteristics. It is assumed that the UAV is not resource-constrained compared to the sensor nodes, thus it can house an antenna potentially providing greater coverage than the sensing nodes. The node attributes can be seen in Table III. For the sake of this research, it is assumed that the nodes are not constrained by data storage or battery life; however, the coverage range has been selected based on motes available in the market and discussed in [52]. Movement speeds of nodes have been selected based on the stress free movement speed of the animals under consideration however they also match the parameters used for related work in [53].

Results are being presented using GNUPLT version 5.2 patch 6.

In Fig. 8 to Fig. 23 show the percentage of nodes encountered by the UAV and the Waypoints with and without the intermediate caching enabled between the nodes. The results are produced by varying certain perimeters to understand how it would affect the caching efficiency. All four variants of the two phases discussed in Section 3 are included.

In Fig. 8, the coverage of the UAV is set to 720m with a node density of 7 per square kilometres while varying the coverage radius of the nodes. Results show the 95% confidence intervals. Fig. 9 shows the percentage of nodes encountered by the UAV on its round trip when the coverage radius of the nodes is set to 720m, again with 7 nodes per square kilometres, while varying the coverage radius of the UAV. Fig. 10 illustrates that caching performance is consistent when the nodes are moving at lower speeds (equivalent to our animals in consideration). This means that for animals with movement speeds between ≈1.9mps to ≈5mps, the percentage of nodes captured by the UAV is more dependent on the parameters of the UAV and the nodes rather than the movement speeds of the sensors. Fig. 11 shows the percentage of nodes cached by the UAV on its round trip when the density of the deployed nodes in the distribution area is increased from 1 to 7 per square kilometre whilst keeping the UAV and node coverage range constant. Fig. 12, Fig. 13 and Fig. 14 is a repetition of the same scenario however; the UAV and node coverage ranges have been brought down to 560m. Fig. 15, Fig. 16 and Fig. 17 repeats this with the coverage ranges of the UAV and the nodes to be set to 400m. Fig. 18, Fig. 19 and Fig. 20 drops the coverage range further down to 240m followed by Fig. 21, Fig. 22 and Fig. 23 where the range has been set to 80m. All marking on the charts are with a 95% confidence interval.

| TABLE II. SIMULATION AND UAV CHARACTERISTICS |
| Simulation Parameters                  |
| Simulations                             | 10 per scenario                        |
| Node distribution area (Nda)            | 10km x 10km                             |
| Simulation duration                     | UAV’s roundtrip (=45mins)               |
| UAV altitude                            | Constant (100m)                        |
| UAV speed                               | Constant (=15m/s)                      |
| UAV coverage radius                     | Variable (80m - 720m)                  |
| UAV mobility                            | Linear (waypoint-waypoint)             |
| Transfer time (UAV ↔ node)              | Instantaneous                           |
| Node Density(KM²)                       | 1 - 7                                  |

| TABLE III. NODE ATTRIBUTES               |
| Node attributes                         |
| Node type                               | Mobile                                  |
| Node speed                              | Variable (=2m/s – ≈5m/s)               |
| Node coverage                           | Variable (80m - 720m)                  |
| Mobility                                | Levy model                              |
| Cache size                              | Unlimited                               |
| Energy                                  | No Constraint                           |
Fig. 8. Percentage of Encountered Nodes with Varying Node Coverage Range (inc. 95% CI).

Fig. 9. Percentage of Encountered Nodes Varying UAV Coverage Range (inc. 95% CI).

Fig. 10. Encountered Nodes % with Varying Deployed Node Speed in Node Distribution Area (inc 95% CI).

Fig. 11. Encountered Nodes % with Varying Deployed Node Density in Node Distribution Area (inc 95% CI) with Range ≈ 0.7km.

Fig. 12. Percentage of Encountered Nodes with Varying Node Coverage Range (inc. 95% CI).

Fig. 13. Percentage of Encountered Nodes Varying UAV Coverage Range (inc. 95% CI).
Fig. 14. Encountered Nodes % with Varying Deployed Node Density in Node Distribution Area (inc 95% CI) with Range ≈ 0.5km.

Fig. 15. Percentage of Encountered Nodes Varying Node Coverage Range (inc. 95% CI).

Fig. 16. Percentage of Encountered Nodes Varying UAV Coverage Range (inc. 95% CI).

Fig. 17. Encountered Nodes % with Varying Deployed Node Density in Node Distribution Area (inc 95% CI) with Range ≈ 0.4km.

Fig. 18. Percentage of Encountered Nodes Varying node Coverage Range (inc. 95% CI).

Fig. 19. Percentage of Encountered Nodes Varying UAV Coverage Range (inc. 95% CI).
Observing from the figures, we see that the percentage of encountered nodes is highly dependent on the coverage range of the nodes with higher efficiencies when the nodes coverage radius increases. Also, the ability of the UAV to directly interact with the mobile nodes provides considerable benefit. The figures show that when the range of the nodes remains constant throughout, the improvement in the number of nodes seen by the UAV does increase but not dramatically. The percentage of nodes seen by the UAV greatly improves when the nodes are allowed to move at high speeds. This is mainly because nodes have a higher probability of interacting with and caching other nodes when they are moving faster compared to when they are moving slower and ultimately, more nodes will be picked up by the UAV. The figures also seem to suggest that for the animals in our consideration (elephants) and other similar animals, their real time movement state/speed will not have a big impact on the results considering their top speeds are not that significant and lie within the values we have used. The figures also show that for a very low deployed node count, unless the node and UAV perimeters are considered, the benefit of caching at node level is negligible and the system behaves the same with and without intra-node caching. The improvement in the percentage of nodes seen by the UAV tends to increase with the growing node density. We note again that the percentage of encountered nodes is highly dependent on the coverage range of the nodes with higher efficiencies when the nodes coverage radius increases. It shows that even when the UAV range is low, the advantages of using intermediate caching over no caching at all is quite significant. It shows that in a densely populated areas, the advantages of using intermediate caching outweigh the scenario where no caching is used. At low densities, intermediate caching and no caching yield the same results. At low node ranges, there is no advantage of embedding caching mechanisms into the deployed nodes however, for nodes with higher coverage range, a significant improvement can be seen over the previous case of no intermediate caching. The figures also seems to suggest that the advantages of intermediate caching over no intermediate caching rely more on a higher node coverage range compared to a higher UAV coverage range. At low range nodes, regardless of what the density of the environment is,
intermediate caching yields almost no benefit. We can see that with a higher number of nodes deployed in the distribution area, the advantage of using intra-node caching is much more beneficial.

Fig. 24 and Fig. 25 demonstrated the benefits of using intermediate caching. The trend lines clearly show that in both scenarios (when the data is being collected by the UAV directly from the nodes and when it is being collected only from waypoints by the UAV), there is an improvement over the total number of nodes captured by the UAV during its trip where, a significant advantage is shown when the UAV is allowed to capture data by directly interacting with the nodes.

Our evaluation clearly shows the benefit of using intra-node caching in a routing-less wireless mobile ad-hoc sensor network environment and a UAV is used as a relay agent to move data between the sensor nodes and the sink. Fig. 26 below shows the average number of nodes captured by the UAV at different node densities in the distribution area. The next section outlines our conclusions and future work.

V. CONCLUSIONS AND FUTURE WORK

It is clear from the results that the use of caching in a mobile ad-hoc sensor network where a UAV is used to relay information from the nodes to the sink and vice versa rather than a routing protocol yields significant benefits compared to the scenario where no caching is used. We can see from the results presented in Section 4 that even for a short duration (45mins), we were able to achieve around 12% improvement on the encountered node percentage when the UAV interacts with the nodes directly and around 4% improvement when the UAV only collects data from the waypoints. Another thing to notice here is that the UAV was allowed only one trip across the field in our experimentations however, we predict that we can further see a significant increase in the nodes seen percentage provided that the UAV makes more than one trips to collect data from the sensor nodes. In addition, the trip timings may also play a reasonable role in the percentage of nodes encountered by the UAV as we did notice in some cases that the number of nodes cached at the sensor nodes and the waypoints were higher than the nodes encountered by the UAV. The reason behind this was that the nodes and waypoints had encountered additional nodes after the UAV’s visit to them hence the UAV was unable to get that information from them. In our experimentations, we chose the simplest locations for the waypoints, being around the edges of the field however, introducing no-go zones in the area and most visited zones can also have an impact on the results. Also, repositioning the waypoints to other locations based on the geography of the area where the model is to be deployed can also have an impact on the nodes encountered by the UAV on its trip. With the addition of different obstacles in the distribution area, the positioning of the waypoints can greatly affect the performance of the approach. Another interesting area to consider is selective caching with a finite cache size as opposed to our infinite caching model. Also, effects on the percentage of nodes seen by the UAV when the animals are moving rapidly are shown in Section 4; however, when the UAV moves at varying speed or the relationship between the speed of the nodes and the perimeters of the UAV can be further investigated and can yield different results as well.
In addition to what has been discussed, there are several other parameters that we would like to check including different movement models and the use of multiple UAVs. We believe that our work opens up a very broad area of extensive research that can greatly benefit not only the field of tracking and preservation of wildlife but also, if implemented with custom parameters under different settings, can greatly assist in other areas as well including vehicular ad-hoc networks and disaster area networks as well.
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