Abstract

This paper presents the summary report on our DFGC 2022 competition. The DeepFake is rapidly evolving, and realistic face-swaps are becoming more deceptive and difficult to detect. On the other hand, methods for detecting DeepFakes are also improving. There is a two-party game between DeepFake creators and defenders. This competition provides a common platform for benchmarking the game between the current state-of-the-arts in DeepFake creation and detection methods. The main research question to be answered by this competition is the current state of the two adversaries when competed with each other. This is the second edition after the last year’s DFGC 2021, with a new, more diverse video dataset, a more realistic game setting, and more reasonable evaluation metrics. With this competition, we aim to stimulate research ideas for building better defenses against the DeepFake threats. We also release our DFGC 2022 dataset contributed by both our participants and ourselves to enrich the DeepFake data resources for the research community (https://github.com/NiCE-X/DFGC-2022).

1. Introduction

After the DeepFake first broke out in 2017 [5], it has drawn lots of concerns from the public for its potential harms to information credibility and democracy. The word “DeepFake” now refers to a variety of AI-enabled high-quality synthesis contents depicting altered and generated imagery of human subjects, e.g., face swap, face reenactment, lip-syncing, GAN generation, facial attribute editing. Face swap is a well-known and very popular form of Deepfake. Open-source face swap tools are flourishing with notable projects like DeepFaceLab [4], deepfakes/faceswap [1]. Given its popularity and high quality, in this competition, we focus on the face swap form of DeepFake.

This competition features the evaluation of both DeepFake creation and DeepFake detection in an adversarial and dynamic game manner. Most previous competitions only focus on evaluating DeepFake detection methods based on some fixed DeepFake datasets, e.g., the Facebook DFDC [11], the ForgeryNet Challenge [14] and the FaceForensics++ Benchmark [35]. Recent DeepFake competitions incorporate larger and more diverse datasets and also more tasks, e.g., image segmentation and video localization. However, there have not been any other competitions that evaluate both DeepFake detection and creation in an adversarial manner to the best of our knowledge.

This is the 2nd edition of the DeepFake Game Competition after its was first held in the last year [32]. This edition inherits the general idea and workflow from its precedent, but it features several new improvements. Compared with DFGC 2021, the dataset was composed of videos instead of images to better imitate real-world situations, a new consented dataset was collected to be used as materials for creating the DeepFake, the evaluation additionally included some subjective metrics for better completeness, and some minor defects from the last year were mended, e.g., previously used SSIM and objective noise score cannot faithfully reflect the subjective quality assessment in some cases.

2. Related Work

In this section, we discuss representative state-of-the-arts methods in both face-swap creation and DeepFake detection. This will help link top solutions in our competition to...
a broader background in this field.

2.1. Face Swap Methods

The DeepFake model proposed by the Reddit user “Deepfakes” is an encoder-decoder based face swap model. It incorporates a shared encoder for both the source face and the target face and two separate decoders for each one. In our vocabulary, the source face provides the facial ID while the target face provides the background and head periphery. Recent popular open-source face swap tool-kits [4, 1] develop on the encoder-decoder based method, and they improve the realism and quality with more sophisticated segmentation, blending and post-processing techniques. This line of methods produce very high-quality results, as usually seen on video platforms like YouTube. However, they have efficiency drawbacks as they require training separate models for each pair of faces to be swapped.

Another category of face-swap methods learn disentangled representations for the facial ID information and the attribute information and then fuse them from different images and input to a decoder to achieve the swap. A representative method is the FaceShifter model [22], which is later improved by the more efficient SimSwap model [8], the InfoSwap model [13] with information bottleneck, and the FaceSwapper model [24] that incorporates semantic segmentation information, etc. These methods achieve generalization for the swap of arbitrary faces. To tackle face-swap at higher resolution, the MegaFS model [43] employs the pre-trained StyleGAN [17] and learn the mapping in the latent space of StyleGAN. A unified framework for the face-swap and the expression reenactment tasks is proposed in [33], which employs the 3D Morphable Model for decomposition of unification.

2.2. DeepFake Detection Methods

Current detection methods can be broadly grouped into two categories, the clue-based ones and the learning-based ones. The first category identifies specific clues that indicate the fake nature. Representative approaches include using the defined visual artifacts [31], the lack of eye-blinking [25], the behavioral pattern of a specific person [7], and the phoneme-viseme mismatch [6], etc. These clue-based methods are more interpretable, but they are less generalizable and can be by-passed by new generations of DeepFakes that repaired these clues.

The other category of methods, i.e. the learning-based ones, directly learn discriminative features from real and fake data, and they are more actively studied in recent works and broadly used in competitions. According to the DFDC grand challenge report [11], top solutions all use deep models, design various data-augmentation approaches and use model ensemble for more accurate and stable performance. For example, the 1st place model [2] introduced comprehensive facial part erasing as strong data augmentation and ensemble seven EfficientNet-B7 models, the 2nd place model [3] used attention-cropping and attention-dropping [15] as data augmentations and ensemble one Efficient-B3 model and one Xception model. According to the more recent ForgeryNet challenge report [14], the 1st place model used global patch-wise consistency [42] and introduced a dynamic feature queue to help solve the catastrophic forgetting and fully mine hard samples. In our previous DFGC-2021 competition [32], since unknown DeepFake creation methods and adversarial noises were used in the test data, top detection solutions used data augmentation approaches, such as generating new face-swaps on-the-fly and using adversarially attacked data in training.

In recent literature, some work focus on designing effective attention-based modules to mine richer and more effective features [10, 41, 39]. Self-supervised face-swap generation, as in Face X-ray [23] and [36], is a popular approach to easily augment the size and diversity of the training data. New losses such as single-center loss [21] and meta-learning inspired strategy [37] are also investigated to achieve better generalization.

3. The Overall Workflow

The overall workflow of DFGC 2022 is shown in Fig. 1. Our competition has two tracks: the DeepFake Creation (DC) track and the DeepFake Detection (DD) track. The DC track is composed of three submission rounds, and the DD track is composed of the validation phase and the final phase.

We first collected a diverse video dataset, which is named as the resource dataset, and provided it to the creation track participants to be used for creating face swap video clips. During the three submission rounds of the creation track, participants submitted their creation results for evaluation, and each team can submit up to two submissions, each containing 80 specified face-swap clips, for evaluation in each DC round. After the end of each DC round, the organizers evaluated the creation results with multiple subjective and objective metrics. In the meantime, submitted face-swap clips were combined with a set of real clips extracted from the resource dataset, they were post-processed with video compression operations, and finally partitioned into the public test set and the private test set with disjoint identities. These datasets were used as testing data in the DD track. We conducted compression to suppress the forgery artifacts and to make the detection more challenging.

In the DD track, the public test set was used in the validation phase, and the private set in the final phase. The public test set was released to the DD participants without groundtruth labels for detection prediction, and their prediction results were submitted back to the competition platform.
for evaluation in the validation phase. Each team can submit up to two submissions each day in the validation phase and see the AUC-ROC (the Area Under Curve of the Receiver Operating Characteristic curve) of their submissions on the leaderboard immediately. The public test set was dynamically enlarged with new data for three times after each of the three DC rounds. The private test set was retained by the organizers for the final phase evaluation, during which the top-10 teams in the validation phase should submit their inference codes to the organizers for evaluation on the private set. After checking the training codes for compliance with the competition rules, top-3 teams were determined by the AUC scores on the private test set.

For fairness, some rules on the detection track were made and declared in the competition. The detection track participants cannot use the released competition dataset for training or developing, but they can use any other publicly available datasets to train their models. Self-created face-swap data during off-line or on-line training (as data augmentation) is not allowed, unless the created data was made publicly available and announced during the competition. Remembering facial IDs or other shortcuts are not allowed, as the competition focus on general-purposed detection methods.

As mentioned, we checked the top-3 training codes and data to ensure these rules were not violated. Their training codes were first sent to the organizers, and we inspected the codes carefully. We then connected with the top teams through video conference and inspected their training datasets and training process. They were then instructed to retrain the models three times, and we tested their retrained models on the public test set to compare with their scores on the leaderboard. Because of the randomness in training and the single-best-selection mechanism of the leaderboard, it is not surprising to see retrained models perform a little worse than the submitted one on the public set. The best retrained AUC score was within the $-0.02$ range of the leaderboard score, for all top-3 teams, and we deem this variation as acceptable.

The top-3 teams in the final round of the DC track and the top-3 in the final phase of the DD track were awarded with bonus. Apart from this, the top-3 teams in each of the two precedent rounds of the DC track were also awarded with some bonus, to encourage early submissions of face-swap data.

4. Datasets

As shown in Fig. 1, there are four datasets in our competition, which are the resource dataset, the public dataset, the private dataset 1, and the private dataset 2. We describe each of these datasets in more details in the following.

4.1. The Creation Dataset

The resource dataset was used in the DC track to create face-swap clips based on paired resource clips. To construct this dataset, we first collected 40 recorded videos of 40 consented subjects. Considering that high-quality DeepFakes should be able to handle varies facial expressions, in the recording, we asked each subject to imitate the facial performance and spoken lines of some classic movie footage. Each movie footage is about one minute long, and the subject can see the laptop screen playing the footage and imitate the performance line by line, during which the subject can pause the movie freely. We then cut out the intermediate pauses of the subject video and saved the valid imitation performances to shorter clips to form each subject’s resource clips.

In general, each resource clip contains one complete line spoken by the subject. In total, we have 505 clips in the resource dataset. The distribution of clip duration and the distribution of the number of clips for each subject can be seen in Fig. 2. The 40 subjects are organized into 20 groups, and the two subjects in each group are to be face-swapped in a mutual way. To avoid odd and unnatural swap results, we matched the gender, ethnic group, and age between the two
subjects in each group. The recruited subjects are 50-50 in
gender, and the proportion of ethnic groups is 50% Asian,
25% Caucasian and 25% African. They were informed with
the usage, paid with rewards, and signed consents for data
collection and research usage. The two subjects in each
group imitated the same movie footage to cover roughly
the same range of expressions and spoken lines to facilitate
creating better face swap effects. The resource videos were
captured in various lighting conditions, but the two subjects
in the same group were captured in the same condition to
facilitate better face swap effects.

\[\text{Figure 2. Statistics of the resource dataset.}\]

### 4.2. The Detection Datasets

The public test set and the private-1 test set were con-
structed from participants-submitted face-swap clips and
real clips cut from the resource videos. There were three
submission rounds in the DC track. In each round, a differ-
ent set of 80 face-swap clips were to be submitted in a sub-
mission, composing 2 clips for each of the 40 subject. The
number of DC track submissions (including the organizers’
baseline submission), the methods/sources of the face-swap
clicks, and other details of the datasets are shown in Table
1. As can be seen, there were totally 35 DC track submis-
sions that contributed to the face-swap clips in the public
set and the private-1 set. There were 7 different methods
used to create these face-swap clips, from the participants-
reported information on their solutions. They also used vari-
ous post-processing operations to improve the video qual-
ity or to obtain better anti-detection performance. Besides,
we also conducted random post-processing operations se-
lected from FFmpeg compression quality c40 (heavy com-
pression), c23 (light compression), and original (no com-
pression) to both fake and real clips, to imitate real-world
video quality degradation on social network [35]. Note that
the public set and the private-1 set both contain clips from
20 subjects, but they are disjoint IDs.

The numbers of real and fake video clips in these datasets
can also be seen in Table 1. In total, we built a face-
swap DeepFake dataset containing 4394 video clips, to-
gether with our participants. This dataset features diverse
face-swap methods and post-processing operations, and we
release this dataset for future DeepFake related research.
Sample images of this dataset can be seen in Fig. 3.

\[\text{Table 1. Details of the competition datasets.}\]

| # DC track submissions | Public Set | Private-1 Set | Private-2 Set |
|------------------------|------------|---------------|---------------|
| # IDs | 35 | 35 | / |
| # Real clips | 829 | 706 | 424 |
| # Fake clips | 1399 | 1400 | 471 |
| # All clips | 2228 | 2166 | 895 |

To include more real-world face-swap and real data in
the final phase of the DD track, we devised the private-
2 test set. Details of this dataset can also be seen in Ta-
ble 1. We collected and crawled some face-swap clips and
the corresponding real clips from some popular apps, i.e.
ZAO, FaceMagic, ReFace, and Jiggy. We also included the
data from the YouTube-DF [19] dataset, which collected
real-world face-swap videos from YouTube. The real and
fake video clips in the private-2 set mostly depict film and
television scenes, and hence it complements the private-1
set which depicts relatively controlled indoor scenes. The
private-1 set and private-2 set were combined together to
form the test dataset for the final phase of the DD track.

### 5. Evaluation Methods

We designed comprehensive evaluation methods for both
the creation track and the detection track. The evaluation of
DeepFake creation submissions is multifaceted, because a
good DeepFake video should meet multiple requirements
at the same time. Considering that DeepFake attacks of-
ten target at deceiving both human perception and machine
perception (detection), we devised both subjective and ob-
jective evaluation metrics respectively for the two forms
of perception. Our subjective metrics include evaluations
of the face-swap clips in 5 aspects, i.e., overall realism,
video quality, facial expression, mouth movement, and fa-
cial ID. The objective metric evaluates the anti-detection
ability against DeepFake detection models.

We then elaborate on the evaluation metrics and methods
for the DeepFake creation submissions. We first recruited 5
human raters to form the subjective evaluation board, who are all graduate students from our lab who are very familiar with DeepFakes. They were told to independently rate each face-swap clip from the aforementioned 5 aspects on a discrete scale of 1 (very bad) to 5 (very good). Their ratings are then averaged to obtain the subjective scores. The overall realism score \( s_r \) represents the perceptual realism after viewing the complete video clip, where both spatial and temporal artifacts may be noticed by the raters. The video quality score \( s_q \) represents the closeness of the face-swap result video quality compared to the original target video. Post-processing operations like video compression may influence this score. The facial expression score \( s_e \) represents the closeness of result facial expression compared to the original target video. The mouth movement score \( s_m \) represents the consistency of the result mouth movement with the spoken audio. The facial ID score \( s_id \) represents the closeness of the result facial ID to the source ID. Here, the target and the source are respectively the background video swapped onto and the donor ID swapped from in the face-swap vocabulary. The realism \( s_r \) and the mouth movement \( s_m \) are directly scored based only on the result video, while the other three aspects need to be scored by comparing with either the target or the source video as the reference. During the subjective scoring, the same result videos submitted by all different participants are viewed one after another, for a better sense of comparison between different submissions.

To calculate the objective anti-detection score, the result video will be detected by the top-3 detection track models to calculate the average detection score \( s_d \) in the range of \([0, 1]\), where 1 is the largest possibility of predicting as fake. The anti-detection score is then \( 1 - s_d \). For the first two rounds in the creation track, since the final top-3 detection models were not determined yet, the anti-detection scores of the submissions in those rounds were obtained using top detection models at that time. Finally, the overall score for a face-swap video clip is calculated as follows:

\[
s = s_r + s_q + s_e + s_m + s_id + 10(1 - s_d)
\]

After balancing, the five subjective scores each have a range of 5 points while the anti-detection score has a range of 10.
points. The final score for a DeepFake creation submission is the average score of all evaluated video clips in it.

As for the evaluation of the detection track submissions, we use the Area Under Curve (AUC) score of the ROC curve. The AUC metric is robust to unbalanced real and fake data as in our case.

6. Results

We then report the final results of both the creation track and the detection track. For the DeepFake creation track, there were a total of 35 submissions from 11 teams during the three submission rounds. The full results of all submissions can be seen in Table 2. Note that submission scores from different rounds are not directly comparable, since the used resource clips and detection models are all different. According to the sum score, the teams JoyFang, chinatelecom, and felixrosberg achieved Top-3 in the final round of the DeepFake creation track.

In the DeepFake detection track, a total of 25 teams made submissions to the validation-phase leaderboard. Top-10 teams on this leaderboard (which was later extended to Top-13) were requested to send their inference codes and dockers to the organizers to complete the final phase test on the private test set, and 8 teams fed back at last. The AUC-ROC results, as well as False Positive Rate (FPR), False Negative Rate (FNR), and 0.5-prediction rate (0.5-rate), of all final phase models are listed in Table 3. Here, positive predictions are those greater than 0.5, negative ones less than 0.5, and most 0.5-predictions result from unhandled or erroneous conditions, e.g. no faces detected. The results on the public set, the private-1 set and the private-2 set are shown, and the final ranking is determined by the AUC-ROC result on the whole private test set. The teams HanChen, OPDAI, and guanjz achieved Top-3 in the DeepFake detection track.

The top-3 detection teams are all from different affiliations from those of the top-3 creation teams. Participants from the organizers’ affiliations are allowed as long as they are not directed by the organizers.

In Table 2 and 3, we also summarize and compare the submissions from a high-level technical perspective. These summarizations are based on self-reported information collected from our participants. Note that the technical summarizations in these tables are rather sketchy, because of different abstraction levels of the original collected information and the limited space. Technical details like hyper-parameters, tricks and their different combinations may make big differences. Hence, we should interpret them with caution. Still, some relatively common observations can be obtained. For example, improved merging and careful post-processing techniques are important to achieve better performance in face-swap creation. In the detection track, more and diverse training datasets seem to be more effective. Most detection models have higher FNR than FPR, implying that unseen types of fake data are often missed and pose a serious challenge for current methods.

7. Top Solutions

We introduce the overall ideas of top-3 solutions in both the creation track and the detection track in more detail. The following are descriptions of the solutions of the top-3 creation teams.

- The JoyFang team’s best solution (JoyFang-7) employed the DeepFaceLab [34] tool with improved adaptive merging that is better at light adapting. They then used deblurring as post-processing.

- The chinatelecom_cv team’s best solution chinatelecom_cv-4 improved the SimSwap [8] method by adding local discriminators on the eyes and mouth regions. Based on the original loss, they also adopted local discrimination loss, VGGFace loss, and total variation loss. The model was trained on the CelebA-HQ dataset. In the post-processing, they only fused the eyes, nose and mouth regions and used the Gaussian filter on the margins. They also used a self-developed face super-resolution model to improve subjective quality.

- The felixrosberg team’s best solution felixrosberg-3 was a new face-swap model proposed by them, which is not published yet, in $256 \times 256$ resolution which was then post-processed with super-resolution to $512 \times 512$.

Then, the following are descriptions of the top-3 detection team’s solutions:

- The HanChen team used an ensemble of three models, two ConvNext [30] (convnext_xlarge_384_in22ft1k) at different epochs and one Swin-Transformer [29] (swin_large_patch4_window12_384_in22k), both initialized with weights pretrained on the ImageNet dataset. Their training datasets include FaceForensics++, UADFV [26], DF-TIMIT [18], DeeperForensics-1.0 [16], Celeb-DF [27], WildDeepfake (WDF) [44], and DFDC [11]. The models were trained on cropped $384 \times 384$ face images with BCE loss. Data augmentations include HorizontalFlip, GaussianNoise, and GaussianBlur.

- The OPDAI team used an ensemble of five models, including Swin-Transformer [29], EfficientNet-B7 (EffNet-B7) [38], and EfficientNet-B0. Their training datasets include DFDC [11], Celeb-DF [27], and FaceForensics++ [35] (Deepfakes, Face2Face, FaceSwap, FaceShifter, NeuralTextures, DeepFakeDetection (DFD)) [35] in c23 and c40 qualities, HifiFace [40] on FaceForensics++, UADFV [26], DF-TIMIT [18], DeeperForensics-1.0 [16], Celeb-DF [27], WildDeepfake (WDF) [44], and DFDC [11]. The models were trained on cropped $384 \times 384$ face images with BCE loss. Data augmentations include HorizontalFlip, GaussianNoise, and GaussianBlur.
Table 2. Summary comparison of all creation track submissions. Columns 2-8 show the scores of each submission. Columns 10-11 summarize the used face-swap models and post-processing in creation.

| submission ID     | realism | mouth | quality | expression | ID Anti-Det | sum Round | model overview                                                                 |
|-------------------|---------|-------|---------|------------|-------------|-----------|--------------------------------------------------------------------------------|
| organizer-baseline-1 | 3.545   | 3.99  | 3.88    | 3.7        | 3.75        | 3.525     | 21.415 1 DFL                                                                       |
| JoyFang-2         | 3.24    | 4.02  | 3.69    | 3.55       | 3.055       | 3.172     | 20.727 1 DFL                                                                       |
| JoyFang-4         | 3.91    | 4.01  | 3.95    | 3.855      | 3.655       | 6.034     | 25.414 2 DFL                                                                       |
| chinatelecom-cv-1 | 3.09    | 3.755 | 3.695   | 3.545      | 3.155       | 6.761     | 24.001 2 SS                                                                         |
| jiachenlei-1      | 3.09    | 3.775 | 3.645   | 3.625      | 2.93        | 6.683     | 23.818 2 SS                                                                         |
| leobryan-1        | 3.04    | 4.095 | 4.16    | 3.89       | 3.6         | 5.04      | 24.825 3 DFL                                                                       |
| chinatelecom-cv-3 | 3.79    | 4.05  | 4.15    | 3.91       | 3.065       | 5.106     | 24.071 3 SS                                                                         |
| JoyFang-5         | 3.65    | 3.965 | 3.665   | 3.84       | 3.495       | 5.12      | 23.735 2 DFL                                                                       |
| jiachenlei-2      | 3.445   | 3.78  | 2.73    | 3.705      | 2.89        | 6.823     | 23.372 2 SS                                                                         |
| winterfell-3      | 2.93    | 3.645 | 3.645   | 3.325      | 2.785       | 6.421     | 22.751 2 FSw                                                                       |
| leobryan-2        | 2.63    | 3.425 | 3.39    | 3.195      | 2.755       | 6.774     | 22.169 2 SS                                                                         |
| HanChen-1         | 1.795   | 2.91  | 3.28    | 2.83       | 2.61        | 7.539     | 20.964 2 IS                                                                         |
| winterfell-1      | 2.755   | 3.62  | 3.15    | 3.49       | 2.925       | 4.948     | 20.888 2 SS                                                                         |
| HanChen-2         | 1.775   | 2.91  | 3.285   | 2.82       | 2.55        | 6.535     | 19.875 2 IS                                                                         |
| JoyFang-7         | 3.79    | 4.05  | 4.15    | 3.91       | 3.065       | 5.106     | 24.071 3 SS                                                                         |
| chinatelecom-cv-4 | 3.79    | 4.05  | 4.15    | 3.91       | 3.065       | 5.106     | 24.071 3 SS                                                                         |
| JoyFang-8         | 3.91    | 4.01  | 3.95    | 3.855      | 3.655       | 6.034     | 25.414 2 DFL                                                                       |
| chinatelecom-cv-5 | 3.555   | 3.925 | 4.075   | 3.815      | 2.96        | 4.895     | 23.225 3 SS+IT                                                                     |
| felixrosberg-3    | 3.555   | 3.94  | 3.825   | 3.78       | 3.15        | 4.093     | 22.343 3 NM                                                                         |
| felixrosberg-2    | 3.48    | 3.965 | 3.85    | 3.715      | 3.185       | 4.092     | 22.287 3 NM                                                                         |
| organizer-baseline-3 | 3.79   | 4.05  | 4.15    | 3.91       | 3.065       | 5.106     | 24.071 3 SS                                                                         |
| Lio-3             | 3.915   | 4.07  | 3.79    | 3.88       | 3.715       | 2.762     | 22.132 3 DFL                                                                       |
| Taeck-2           | 3.72    | 3.945 | 3.98    | 3.735      | 3.435       | 3.313     | 22.128 3 DFL+FST                                                                    |
| wany-2            | 3.955   | 4.055 | 3.7    | 3.88       | 3.625       | 2.695     | 21.91 3 DFL                                                                         |
| Lio-2             | 3.87    | 4.09  | 3.905   | 3.865      | 3.735       | 2.386     | 21.851 3 DFL                                                                       |
| wany-1            | 3.96    | 4.085 | 3.905   | 3.885      | 3.62       | 2.329     | 21.784 3 DFL                                                                        |
| jiachenlei-8      | 2.8     | 3.32  | 3.245   | 3.085      | 2.625       | 2.633     | 17.508 3 MFS                                                                       |
| jiachenlei-7      | 2.51    | 3.295 | 3.54    | 3.03       | 2.61        | 2.095     | 17.08 3 MFS                                                                         |
| winterfell-4      | 1.805   | 2.88  | 3.385   | 2.67       | 2.195       | 0.695     | 13.63 3 MFS                                                                         |
| winterfell-5      | 2.084   | 2.88  | 3.385   | 2.67       | 2.195       | 0.695     | 13.63 3 MFS                                                                         |

a DFL: DeepFaceLab, SS: SimSwap, FSh: FaceShifter, FSw: FaceSwapper, IS: InfoSwap, NM: New Model, MFS: MegaFS, IT: Improved Training.

The guanjz team used an ensemble of five models, including two Vision Transformers [12] (w/ and w/o dropout layer), two Swin-Transformers [29] (w/ and w/o dropout layer), and one temporal-aware model TSM [28] based on Resnet50 features. Their training datasets includes FaceForensics++ (with FaceShifter and DeepFakeDetection) [35], DFDC [11], Celeb-DF [27], DeeperForensics [16], Kodf [20], and ForgeryNet [14]. Data augmentations include compression, GaussianNoise, GaussianBlur, HorizontalFlip, Adjustment Brightness/Contrast/HueSaturationValue, Rotate, and facial parts erasing. For different models, they used different training losses and strategies, which include BCE loss, balanced MSE loss, BCE loss on feature maps, label smoothing, and online hard example mining.

8. Conclusions

In this paper, we report the design, datasets, evaluation, results and top solutions of the DFGC-2022 competition. It organized the deepfake creation and detection sides in the same competition to combat with each other. Developing on its precedent DFGC-2021 competition, it built a more advanced video deepfake dataset, more subjective metrics were considered for evaluating human perception of created face-swap clips, in-the-wild data sources were additionally introduced in the final evaluation of detection models. All these improvements make it a more realistic game compared with its precedent.

From the competition results and participants-reported information about their solutions, we summarize the following key observations:

- Careful post-processing operations were adopted by the creation track participants to either improve the deception ability to humans (e.g. de-blurring, super-resolution, advanced blending or merging methods) or to detection models (e.g. compression). Different from in the DFGC-2021, only four submissions added adversarial noise in this competition, and their effects on...
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| Team        | Public | Private-1 | Private-2 | Private | Model Architectures | #Models | Ensembled | Datasets | #Datasets | Augmentation | #Aug |
|-------------|--------|-----------|-----------|---------|--------------------|---------|-----------|----------|-----------|--------------|------|
| HanChen     | 0.9521 | 0.9178    | 0.8955    | 0.9085  | convnext_large384, swin_large384 | 3       |           | FF++, UADFV, DF-TIMIT, DeeperForensics, DFD, CelebDF, WDF, DFDC | 9 | FI, GN, GB | 3 |
| OPDAI       | 0.9297 | 0.8368    | 0.8511    | 0.8672  | swin_large384, EffiNetB7, EffiNetB0 | 5       |           | DFDC, CelebDF, FF++ | 3 | Co, GN, GB, FI, CI, Ro, Er | 7 |
| guanjz      | 0.9433 | 0.9110    | 0.7461    | 0.867   | vqsmall_384, swin_base_384, resnet50-TSM | 5       |           | FF++, DFDC, DFDC, DeeperForensics, Kodf, ForgeryNet | 7 | Co, Sc, Fl, Sh, Ro, GB, CI | 7 |
| jiachenlei  | 0.8666 | 0.8746    | 0.874     | 0.8665  | EffiNetB4 | 2       |           | FF++, DFDC | 2 | Co, GN, GB, FI, CI, DO, Sh, Ro, Sc | 9 |
| wany        | 0.9078 | 0.8552    | 0.8408    | 0.8474  | vqbase_large384, swin_large384 | 2       |           | CelebDF, DFDC, FSh, MegaFS | 4 | GN, GB, CI, Shp, ISON | 5 |
| leobryan     | 0.9505 | 0.8644    | 0.8132    | 0.845   | EffiNetB0, EffiNetB3 | 6       |           | DFDC, CelebDF, FF++ | 2 | Co, Fl, GN, GB, DO, Shp, Sh, Sc, Ro, Er | 10 |
| xwj          | 0.9618 | 0.9178    | 0.7207    | 0.8352  | EffiNetB7-ViT [9] | 7       |           | DFDC, CelebDF, FF++ | 3 | Co, GN, GB, Sc, CI | 5 |
| walk_at_zoo  | 0.9599 | 0.9314    | 0.4507    | 0.7922  | EffiNetB0 | 5       |           | DFDC, CelebDF, DFDC, preview, DFDC, ForgeryNet | 5 | Co, Fl, CI, DO, Shp, GN, GB, Er | 8 |

Co: compression; Sc: scale; Fl: flip; Sh: shift; Ro: rotation; GB: Gaussian Blur; CI: Color changes (including intensity, hue, contrast etc.); GN: Gaussian Noise; Er: Part Erasing, Shp: sharpen, ISON: ISONoise; DO: DropOut.

---

anti-detection scores seem minor. This may be because video coding and compression have negative impacts on the effects of adversarial noise.

- In the final creation round, the highest scores for realism, mouth, quality, expression, and ID are respectively 4.04, 4.095, 4.16, 3.91, 3.84 for a full score of 5. This implies that the overall realism, the matchiness of mouth and words, and the video quality of best face-swap solutions can already achieve good performances, while there is still room for improvements for the accuracy of expression and ID similarity as perceived by humans. As for deceiving detection models, there were two face-swap solutions that achieved scores higher than 5.0, meaning that they can be detected as real by the top-3 detectors on average.

- Calculating the correlation coefficients between different metrics using all submission scores in the final creation round, we observe high mutual correlations between realism, mouth, and expression scores (higher than 0.99), the correlation of them with the quality score is lower (around 0.78), and that with the anti-detection score is further lower (around 0.60).

- Top detection solutions all used ensembles of most recent effective deep models, e.g. vision transformers. They also trained the models on many deepfake datasets and used various data augmentations.

- Top detection models still suffer from generalization problems. The high performances degraded when changing the test dataset from the public set to the private-1 and especially the private-2 dataset, implying that there is still a large space of improvement for the detection generalization.

The adversarial game between deepfake creation and its detection is an evolutionary course that will last for a long time. For the current state, best detection models still struggle when facing the best quality deepfake videos and suffer from generalization problems. We hope to carry on with the DFGC competition series in the future to closely monitor the progresses in both sides.
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