Predicting Mechanical Properties of Cold-Rolled Steel Strips Using Micro-Magnetic NDT Technologies
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Abstract: Multiple micro-magnetic non-destructive testing (NDT) technologies are suitable candidates for predicting the mechanical properties of cold-rolled steel strips. In this work, based on magnetic domain dynamics behavior and magnetization theory, the correlation between electromagnetic characteristics extracted by multiple micro-magnetic NDT technologies and the influence factors was investigated. It was found that temperature and tension can subsequently affect the electromagnetic parameters by altering the domain structure and domain walls’ motion properties. Pearson’s correlation coefficients were employed to reflect the dependence of micromagnetic characteristics on influencing factors. The lift-off was determined as the largest influence factor among influence factors. A pseudo-static detection was reached by polynomial fitting, which could eliminate the influence of lift-off on the detection results. The number of training models was optimized, and the detection accuracy was improved via the improved Generalized Regression Neural Network (GRNN) model, based on the Gaussian Mixture Clustering (GMC) algorithm.
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1. Introduction

Currently, the mechanical properties of cold-rolled steel strips (yield strength (Rp0.2), tensile strength (Rm), yield elongation (A), etc.) are commonly obtained by destructive experiments. However, destructive experiments are generally time-consuming, labor-intensive, wasteful in cutting, and lacking in data. Furthermore, the manufacture of ferromagnetic materials is growing automated, and its quality evaluation should not be limited to the laboratory but should also be parallel or embedded in the production process [1]. Yet, on the production line, in order to form feedback with the rolling process and provide a comprehensive warranty for customers, it is necessary to obtain steel strip mechanical properties of “meter-level” and “full-length”. These goals can be achieved by the appropriate micro-magnetic NDT methods.

Micro-magnetic NDT technologies, used to characterize the micro-structure [2–6] and stress state of ferromagnetic materials [7–12], are based on different magnetization principles [1–3,13–15]. They were first proposed in 1955 and have attracted wide attention since [1]. Desvaux et al. [16] and O’Sullivan et al. [17] studied the influence of residual stress, the micro-structure, elasticity, and plastic deformation of ferromagnetic materials on the BN method. The results show that the BN can be used to characterize the grain size of ferromagnetic materials and is in good agreement with those measured by X-ray diffraction. Wang et al. studied the coupling relationship between BN signal and stress and developed the BN stress testing instrument [18–20]. Boller et al. [21] indicated that the peak value of IP is sensitive to the influence of stress. Grimberg et al. [22] designed
a system for non-destructive testing using IP and found that the coercivity measured by the IP method increases with the increase in fatigue times. Ryu et al. [23] studied the application of the reversible permeability method to evaluate material life under the long-term influence of a high-temperature environment for 1Cr-1Mo-0.25 V material in the steam turbine, and they found that the reversible permeability peak-peak distance decreases with the extension of material life. Wang et al. studied the relationship between incremental permeability, eddy current impedance, and micro-structure, and they found a new incremental permeability characteristic value to represent the average grain size and lattice friction of the material. The yield strength of the steel was estimated by using the new characteristics, and approximate accurate results were obtained [24].

Under field conditions, influence factors, for instance, temperature, working stress, residual stress, elastoplastic deformation of the material itself [25,26], and even material micro-structure [2–6,14,15], are usually accompanied. Moreover, influence factors not only reduce the detection accuracy but are also difficult to separate from the detection target. Fortunately, with the development of intelligent algorithms, a major breakthrough has been made for the integrated application of multi-micro-magnetic NDT technology and parameter separation [27–29]. XiuCheng et al. integrated Barkhausen and tangential magnetic field methods to predict the surface hardness of a 12CrMoV Steel Plate. The average error of the BP prediction model was reduced from 3.7% to 3.5% after adding the characteristic values of the tangential magnetic field [30]. The Fraunhofer Institute in Germany proposed the micro-magnetic, multi-parameter, micro-structure and stress analysis (3MA) technology. As well as this, the Fraunhofer Institute, using a multiple regression model, established a testing system to test mechanical properties based on 3MA technology [1,31–33].

However, the influences of the testing environment have not been discussed, and the influence degree has not been explored. Furthermore, to eliminate the negative effects, influence factors are commonly regarded as input models, the same as electromagnetic characteristics [1]. In the meantime, the detection model corresponds to a specific application object and does not have direct portability. Therefore, a large number of models will be generated, which will affect the training efficiency.

In this research, influence factor (temperature, tension, lift-off) experiments are carried out, and Pearson’s correlation coefficients between influence factors and magnetic characteristics are calculated, intuitively demonstrating that lift-off has the greatest influence on detection accuracy. After regression of lift-off, a pseudo-static detection is reached, which could eliminate the influence of lift-off on the detection results. Multiple micro-magnetic technologies combined with an improved GRNN model, based on the GMC algorithm, are used to predict the mechanical properties of cold-rolled steel strips online and reduce the number of offline training models. The confidence interval of predictions can reach over 95% at the absolute error level of 10%.

2. Methods
2.1. Online Micro-Magnetic NDT

As shown in Figure 1, the online micro-magnetic testing system for the mechanical properties of cold-rolled steel strips is divided into a hardware part and a software part, which is embedded after the hot dip galvanizing process of the cold-rolled steel strips. The workflow of the entire detection system and the role of its components can be explained as follows. Firstly, when the cold-rolled steel strips are running, rollers are used to minimize vibration and keep lift-off stable. Secondly, a probe is placed in a suitable position through a PLC control and position device, which can also send the signal of the lift-off between the probe and cold-rolled steel strips to a local database (LD). Thirdly, cold-rolled steel strips can be locally magnetized by the probe, which is a methodical combination of multiple micro-magnetic NDT techniques (TMF, BN, IP, EC) [1], as shown in Figure 2. Moreover, four kinds of original signals are picked up by 7 and 8, and processed by a micro-magnetic testing device. In the meantime, 41 electromagnetic characteristics, used to reflect the me-
The mechanical properties of cold-rolled steel strips, are stored in the LD. Fourthly, corresponding mechanical properties of cold-rolled steel strips are stored in the Steel Information Cloud Database (SICD). The LD obtains the corresponding mechanical properties in the SICD through Network Interface. All data (position signals, 41 electromagnetic characteristics, mechanical properties, etc.) are integrated into the LD, with the storage format as shown in Table 1. Finally, through Network Interface, integrated data are called by mechanical properties testing software (MPTS), which will automatically split data into training and validation sets and, then, built-in model training sets to target properties (Rm, Rp0.2, A).

![Figure 1. Online micro-magnetic testing system.](image1)

![Figure 2. Probe (a) and testing techniques (b) [1]. Probe composition, ➁ protective case, ➂ probe electronic components, ➃ yoke, ➄ yoke coil, ➋ probe cable, ➋ spring-loaded sensor components, ➇ magnetic field sensor, ➋ inductive sensor, ➋ test sample.](image2)

**Table 1.** Integrated data.

| Strip Number | Tension (kN) | Lift-Off (mm) | Temperature (°C) | Micro-Electromagnetic Characteristics | Rm (MPa) | Rp0.2 (MPa) | A (%) |
|--------------|--------------|---------------|------------------|---------------------------------------|----------|-------------|-------|
| 383          | 20           | 4.5           | 30               | ……                                    | 500      | 400         | 30    |

Note 1, Strip Number is the plate identification number. Note 2, Tension, acquired by the pressure sensor, is the driving force of the strip. Note 3, Temperature, obtained by a thermometer, is the detection temperature, usually room temperature. Note 4, All data in each row of the Table 1 is considered as one valid piece of data.

The system is embedded in the cold-rolled steel strip production site, and in order to adapt to production, the test parameters are set as shown in Table 2.
Table 2. Test standards.

| Parameters                                  | Value  |
|---------------------------------------------|--------|
| Tension (kN)                                | 20–40  |
| Lift-off (mm)                               | 4.5–5.5|
| Data Sampling Frequency of Micro-Magnetic Testing Device (Hz) | 4      |
| Temperature (°C)                            | 20–30  |

2.2. Experiments

Usually, to compensate for test results, influence factors, considered as input characteristics similar to electromagnetic characteristics, participate in model training [1]. However, the influence factors have no direct relationship with the target properties (Rm, Rp0.2, A). Therefore, the scientific solution is to explore the internal relationship between the influence factors and electromagnetic characteristics based on the coupling mechanism and single variable experiment.

2.2.1. Temperature Influence Experiment

The constant humidity and constant temperature test box is used to create an experimental environment with different temperatures. The controlled variable method is adopted in this experiment. During the experiment, the relative humidity is constant at 20%, the temperature range is 5–30 °C, and the step length is 5 °C.

In order to ensure that the temperature does not change during the detection, the probe and the sample are tied together and placed in a constant temperature and humidity box. The holding time under each temperature gradient is 30 min, and the micro-magnetic detection time is 1 min.

2.2.2. Tension Influence Experiment

A hydraulic tensile testing machine is used to create different tensile test environments. The tensile testing experiment is carried out at room temperature (25 °C), and experiment parameters are set according to ATSM A370. The tension range is 5–75 MPa, and the step length is 10 MPa. Under each tension gradient, the tension is retained for 30 min, and the micro-magnetic test is performed for 1 min.

2.2.3. Lift-Off Influence Experiment

0.5 mm-thick Poly Vinyl Chloride (PVC) plats are used to control lift-off. The lift-off interval is from 0.5 mm to 7.5 mm, and the step length is 0.5 mm. Under each lift-off gradient, the micro-magnetic experiment time is 1 min. During the experiment, in order to avoid lift-off changes, an appropriate force is applied to the probe.

3. Influence Factors Analysis

3.1. Analysis of Experimental Results

Figure 3 illustrates the trend of electromagnetic characteristics with temperature. As the temperature increases, the BN characteristics (MMAX, MMEAN, MR) monotonically decrease, while the corresponding IP characteristics are irregular. The EC characteristics almost all show a monotonic change with temperature. The different responses to the temperature of the detection methods imply different physical principles.

The temperature rise will change the magnetostatic energy of the material and rearrange the magnetic domains, which could increase the number of magnetic domains. Meanwhile, the temperature rise will reduce the pinning effect threshold [34–36], thus reducing the energy consumption of the domain walls (DWs) breaking through the pinning. The main source of BN energy is the irreversible movement of domain walls (magnetic domain jump), which is closely related to the pinning effect threshold and the amount of pinning point. Therefore, on the premise that the material state does not change (assuming that the number of pinning points is unchanged), with the increase in temperature and
under the same magnetization state, the energy consumption of the DWs’ breakthrough pinning effect decreases, which weakens the BN signal [37]. In addition, increasing temperature alters the energy distribution of the material, which makes the domains more chaotic [7]. The energy required to align the domain along the direction of the external magnetic field through the external magnetic field increases. Therefore, the irreversible magnetic moment deflection under the same external magnetic field, the higher the temperature, the more difficult it is to deflect, which also leads to the weaker BN signal. In other words, rising temperatures weaken the BN signal in at least two ways.

The IP characteristic signal corresponds to reversible magnetic domain movement, while the BN characteristic signal corresponds to irreversible magnetic domain movement. At low magnetic fields, reversible domain motion is caused by the expansion of domain walls, like elastic films, and by the shift of magnetic moments from the crystallography easy magnetization axis direction to the magnetization direction. With the cancellation of the external magnetic field, the domain structure will return to its original state. Compared with irreversible domain motion, reversible domain motion is more random under the action of temperature. The reasons for this phenomenon are explained as follows. The energy required to generate reversible domain motion is small, and to capture irreversible domain motion, IP requires an additional high-frequency excitation at the magnitude of mA [1,14,15]. Magnetostatics energy increases with increasing temperature [34–36]. In order to reduce the magnetostatic energy, the number of magnetic domains increases, which makes the domain sequence chaotic and the magnetocrystalline anisotropy energy increase [2,3]. In addition, with increasing temperature, IP characteristics present phase change, suggesting that the change of domain energy caused by temperatures is random. At low magnetic fields, magnetic energy is not guaranteed to overcome the temperature-induced energy change and make the magnetic moment rotate along the direction of magnetization. Therefore, the IP characteristics become unordered compared to the BN method.

Under the premise of fixed experimental conditions, the impedance of the eddy current coil is mainly affected by the electrical conductivity, effective permeability, and external excitation frequency. The increase in temperature will change the conductivity and effective permeability of ferromagnetic materials. In ferromagnetic materials, the higher the temperature is, the higher the hindrance effect of crystal defects on phonons is; this means that the free path of phonons decreases, which can decrease the thermal conductivity.

Meanwhile, according to Wiedemann–Franz law, which is defined as,

\[ \frac{\kappa}{\sigma T} = L_0 \]

where \( \kappa \) is thermal conductivity, \( T \) is absolute temperature, \( \sigma \) is electrical conductivity, and \( L_0 \) is proportionality constant. The thermal conductivity of the material is proportional to the electrical conductivity. The increase in temperature reduces the thermal conductivity, as well as the electrical conductivity. According to the above analysis of IP, the material permeability is changed with the temperature increase. Under the same temperature, the effective permeability can be changed by different external magnetic fields [15]. The conductivity showed a monotonically decreasing trend with the increasing temperature. Temperature and excitation frequency increased, while the permeability changed in stages. Therefore, the nonlinear variation of multifrequency eddy current characteristics is mainly caused by permeability.

Tension is regarded as the external stress of the cold-rolled steel strips. When the strip is subjected to external stress, the internal stress of the strip will also change, which affects the magnetic domain movement during the magnetization process [7–12]. Figure 4 depicts the variation of some characteristics with the change of external stress. There is an inflection point for the BN and EC characteristics as the external stress increases. The IP characteristics almost all show a monotonically decreasing trend with increasing external stress.
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Figure 3. Characteristic signal changes under different temperatures. (a) Variation of BN and IP characteristics, (b) variation of EC real and imaginary, (c) variation of EC magnitude and phase.
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Figure 4. Characteristic signal changes with increasing external stress. (a) Variation of BN characteristics, (b) variation of BN characteristics, (c) variation of EC real and imaginary, (d) variation of EC magnitude and phase.

External stress will change the internal stress state of the lattice and lead to an increase in dislocation density, which will increase the number of pinning points and hinder the DWs movement [38]. Therefore, BN can be affected by stress. When the direction of the magnetic field is perpendicular to the direction of the stress, with the increase in the stress (within the elastic strain range), DWs motion is given a new twist. At first, low stress with a gradient of 5 MPa is gradually applied, and the external stress interacts with stresses arising from dislocations, lattice defects, etc. within the crystal (the latter predominating). During this process, the ferrite does not undergo elastic deformation. Then, the increase in external stress changes the direction of residual stress in the lattice, and the principal stress direction is the external stress direction (external stress predominates) [25]. Ferrite deforms elastically, which increases dislocation density. At the same time, the free motion path of the domain perpendicular to the direction of principal stress becomes shorter [25], and the irreversible movement of the domain becomes more difficult, which weakens the BN signal. When the stress range is between 5 and 35 MPa, the external stress will rearrange the residual stress field in the lattice, which will cause the pinning effect of dislocation on the DWs to rise and fall, and then cause the phased change of the BN signal. When the stress exceeds 35 MPa, the external stress dominates the direction. With the increase in stress, ferrite deforms elastically in the direction of stress, which increases dislocation density in lattice and decreases BN energy. Whereas MMAX and MMEAN are less volatile, the monotonic increase in HCM and the decrease in HD50M and HD75M reduce the area of the butterfly curve. It is believed that the BN energy is decreasing with the increase in external stress. Between 5 and 35 MPa, the BN characteristics vary dramatically, while between 35 and 80 MPa, some BN characteristics are almost constant. This indicates that when the magnetic field direction is perpendicular to the external stress direction, the effect of intra-lattice stress on the BN is superior to that of the applied stress.

The IP characteristics (UMAX, UMEAN) change dramatically when the internal stress of the lattice is dominant but gently when the external stress is dominant. IP characteristics, such as DH50U and DH75U, have the opposite rule. UR and HCU vary almost linearly. In
other words, when the internal stress of the lattice is dominant, external stress is applied to change the internal stress state of the material lattice and the magnetic axis. Therefore, under the action of the same magnetic field perpendicular to external stress, reversible expansion of magnetic domain and reversible deflection of the magnetic moment are more impeded, which will weaken the IP signal. The IP signal of the stress weakening in the crystal is reflected in the decrease in UMAX and UMEAN of the IP butterfly curve. When the external stress exceeds 35 MPa, the ferrite deforms elastically, and the magnetic domain changes to the external stress direction. At this point, a magnetic field perpendicular to the direction of the magnetic domain is applied, and the magnetic field overcomes the external stress to increase the energy consumption of the magnetic domain to the direction of the magnetic field (reversible motion). Therefore, under the same weak magnetic field, the larger the external stress is, the weaker the reversible magnetic domain is. The IP signal weakened by external stress is reflected in the decrease in the width of the butterfly curve (DH50U and DH75U).

Similar to the BN method, the EC also shows a phased change in the range of 5–35 MPa. This is because the external stress interacts with the internal stress of the lattice, causing electrical conductivity and effective permeability to respond differently to the result of their action. However, when it exceeds 35 MPa, the principal stress direction is external stress direction, and with the increase in pearlite elastic deformation, dislocation density increases, which increases the obstruction to phonons, so the thermal conductivity and electrical conductivity decrease. At the same time, the effective permeability is also decreasing. So, almost all EC characteristics show monotonicity variation within 35–75 MPa.

The cold-rolled steel strip is not completely smooth during the movement due to mechanical vibration; the distance between the bottom surface of the strip and the probe is variable. While the cold-rolled steel strip is magnetized, the skin effect exists, which is defined as,

\[ J = J_s \exp \left( -\frac{x}{\delta} \right) \]  

(2)

where \( J_s \) is the current density on the surface of the cold-rolled steel strip, \( x \) is the distance between the current and the surface of the cold-rolled steel strip (lift-off), and \( \delta \) is a coefficient related to the resistivity of the cold-rolled steel strip and the frequency of the alternating current, which is defined as,

\[ \delta = \sqrt{\frac{2\rho}{\omega\mu}} \]  

(3)

where \( \rho \) is the resistivity of the cold-rolled steel strip, \( \omega \) is the angular frequency of the alternating current, and \( \mu \) is the absolute permeability of the cold-rolled steel strip. When the lift-off is changed, the magnetization state of the cold-rolled steel strip is changed due to the skin effect.

We can conclude that the detection results are a function of temperature, tension, and lift-off coupling effects in a constant magnetic field. The function between influence factors and electromagnetic properties is hard to explain by explicit relationships.

3.2. Analysis of Pearson’s Correlation Coefficients

Figures 5–7, respectively, show the dependency of four micromagnetic methods to temperature, lift-off, and tension. Pearson’s correlation coefficients of TMF features for temperature and tension are almost all below 0.4, which indicates a weak correlation, while EC is highly correlated for almost all influencing factors. The micromagnetic NDTs have different degrees of dependence on influencing factors.
Figure 5. Pearson’s correlation coefficient between electromagnetic characteristics and temperature.
Figure 6. Pearson’s correlation coefficient between electromagnetic characteristics and tension.
Figure 7. Pearson's correlation coefficient between electromagnetic characteristics and lift-off.
The Pearson’s correlation coefficient between IP characteristics and tension is significantly higher than that of temperature, indicating that temperature and tension can change the magnetization state of cold-rolled steel strips to different degrees.

The high Pearson’s correlation coefficients of both EC and influencing factors do not indicate that EC is not applicable to the online performance prediction of cold-rolled steel strips. Rather, it represents that EC is sensitive to changes in domain structure and domain motion, which are significantly influenced by temperature and tension.

The Pearson’s correlation coefficient signs between some characteristics and the influencing factors may be opposite, for example, the correlation coefficient of Re1 is opposite to that of temperature and tension, indicating that the influencing factors affect the magnetization state of materials from different mechanisms. Temperature can change the internal stress state to lower the domain pinning threshold. In the process of increasing tension to yield limit, the principal direction of stress and dislocation density will be changed, and the domain motion will be affected.

The values of Pearson’s correlation coefficient and its sign emphasize that the prediction of the mechanical properties of cold-rolled steel strips based on multiple micromagnetic NDT technologies should consider the influence factors. From the degree of influence of influencing factors on electromagnetic characteristics, the Pearson’s correlation coefficient values between all the 41 micro-magnetic parameters and lift-off are almost all significantly higher than 0.5. In other words, among various influencing factors, lift-off has the greatest influence on detection results.

In the process of field data investigation, we found that the tension and temperature of the same batch of steel coils are often altered within a tiny range. For example, the tension ranges from 23 MPa to 27 MPa, and the temperature of the cold-rolled steel strip is almost constant from quarter to quarter. Figure 8 shows the lift-off variation of approximately 100 coils of the same cold-rolled steel strip (each volume represented by 5–10 pieces of data). We can conclude that the fluctuation range is (4.67, 5.13) mm. Based on the results of the lift-off experiment, the electromagnetic features extracted would be affected. In order to obtain more accurate test results, it is necessary to compensate for the lift.

![Figure 8. The changes of lift-off during steel coils operation.](image)

3.3. Electromagnetic Characteristics Regression Based on Lift-Off

The least-squares method is a common method to deal with the curve-fitting problem, which is used in the regression of 41 electromagnetic parameters to achieve a pseudo static detection state. The results of linear fitting and quartic polynomial fitting are shown in Figure 9. The higher the Pearson’s correlation coefficient, the closer the result of the linear fitting is to the true distribution of electromagnetic characteristics. However, for the quartic polynomial fitting, it seems that it is not bound by Pearson’s correlation coefficient. In
particular, when fitting moderate and low correlation characteristics (P5, P7, MR, DH25M, etc.), the results are closer to the real trend. Hence, the quartic polynomial fitting is emphasized in the lift-off regression.

Figure 9. Polynomial fitting of some electromagnetic characteristics.

4. Prediction Model and Results

Hundreds of products were produced by a cold-rolled steel strip production line, which would require hundreds of models to match with the steel strips. Hundreds of models could delay the online prediction efficiency, even causing a data lag, making them unable to satisfy the needs of online testing. It is necessary that a new method is employed
to reduce the number of training models and accurately predict the mechanical properties of cold-rolled steel strips.

4.1. Improved GRNN Model Based on GMC Algorithm

The GRNN model was selected to predict ferromagnetic material mechanical properties in this study. First, GRNN is a kind of radial basis function neural network, which has excellent nonlinear approximation, high fault tolerance, and robustness, making it a suitable candidate for this study [39]. Second, GRNN does not require iterative training; the issue of local minima can be avoided [40], which reduces the possibility of getting a locally optimal solution.

GMC [41–44] based on the Expectation-Maximization (EM) cluster analysis algorithm is used to optimize the number of GRNN prediction models. GMC is a linear combination of multiple Gaussian distribution functions, which can fit any type of distribution, theoretically [45]. The EM algorithm is a maximum likelihood estimation method for solving problematic model parameters from incomplete data or data sets with data loss (with hidden variables), which is used to accelerate the convergence speed of GMC. The GMC based on EM mathematical algorithm is defined as

\[
\begin{align*}
p(y|\theta) & = \sum_{k=1}^{K} a_k \varphi(y|\theta_k) \\
\varphi(y|\theta_k) & = \frac{1}{\sqrt{2\pi\sigma_k^2}} \exp\left(-\frac{(y-\mu_k)^2}{2\sigma_k^2}\right) \\
L(\theta_k) & = \prod_{i=1}^{n} p(x_i;\theta_k), \theta_k \in \theta, x_i \in R^m, i = 1, 2, \cdots n
\end{align*}
\]

where, \(a_k \) is coefficient, \(a_k \geq 0\), \(\sum_{k=1}^{K} a_k = 1\), \(\varphi(y|\theta_k)\) is Gaussian distribution density, \(\theta_k = (\mu_k, \sigma^2)\), \(L(\theta_k)\) is likelihood function, \(x_i\) is the \(i\) sample, \(R^m\) is a sample set, and \(m\) is the dimension.

As shown in Figure 10, a new method, an improved GRNN model based on the GMC algorithm, is proposed to predict mechanical properties. Mechanical properties (Rm, Rp0.2, A), obtained from the LD, are selected as input parameters of the GMC model.

4.2. Model Evaluation Functions

This study uses confidence interval (CI) and Root Mean Square Error (RMSE) as performance metrics to evaluate the prediction results. CI is an interval estimate. The value of CI close to 100% indicates the GRNN model prediction results have higher confidence. CI can be defined as

\[
CI_{10} = \frac{N_{10}}{N} \times 100\%
\]

where \(N\) is the total number of data set, the number of testing samples whose average absolute value error (AAVE) is within 10% is expressed as \(N_{10}\). AAVE is the average value of the absolute value of the relative error. The value of AAVE close to 0 reflects the model has excellent prediction ability, defined as (6) and (7).

\[
E_A = \frac{\sum_{i=1}^{N} E_i}{y_i} \times 100\%
\]

where \(E_i\) is the absolute value of the relative error, which can be defined as

\[
E_i = \left|\frac{y_i - y_{ci}}{y_i}\right|
\]

where \(y_i\) represents the mechanical performance value of the destruction experiment and \(y_{ci}\) represents the predicted value of the mechanical performance of the non-destructive testing,
The value of RMSE is sensitive to individual extra-large or extra-small errors in a set of measurements. The estimated value obtained by the estimation method can minimize the root mean square error and, normally, does not generate individual large error values. Therefore, RMSE can better measure the measurement precision. RMSE can be expressed as

$$ RMSE = \sqrt{\frac{\sum_{i=1}^{N} (y_i - \bar{y})^2}{N}} $$

(8)

4.3. Prediction Results

In the process of cluster analysis, 24 kinds of cold-rolled steel strips, a total of 4800 sample data, are divided into 3 categories. Initially, the cold-rolled strip number 27,383, a total of 200 pieces, was marked. After cluster analysis, target data were divided into 3 clusters, a total of 1665 strips, which were composed of 13 kinds of cold-rolled steel strips. Cold-rolled strips with more than 150 pieces were removed, and 7 kinds of cold-rolled steel strips, a total of 1281 pieces, were retained after reprocessing. The results obtained by GMM is shown in Figure 11.

The model evaluation function is used to evaluate the results, which are shown in Table 3 and Table 4. At the absolute error level of 10%, after lift-off regression, the confidence interval of yield strength prediction is improved from 71% to 95% and the confidence interval of the tensile strength prediction increased from 94% to 100%. The confidence interval of the prediction of elongation at fault improved from 87% to 96%.

Figure 10. Model architecture.
Figure 11. Clustering results of GMC.

Table 3. Prediction results without lift-off regression.

| Mechanical Properties | Evaluation Function |
|------------------------|---------------------|
|                        | $CI_{10}$ (100%)    | $RMSE$ (MPa) |
| Rp0.2                  | 71                  | 22.14        |
| Rm                     | 94                  | 15.53        |
| A                      | 87                  | 2.73         |

Table 4. Prediction results after lift-off regression.

| Mechanical Properties | Evaluation Function |
|------------------------|---------------------|
|                        | $CI_{10}$ (100%)    | $RMSE$ (MPa) |
| Rp0.2                  | 95                  | 8.58         |
| Rm                     | 1                   | 5.98         |
| A                      | 96                  | 1.76         |

Concluding, the results demonstrate that the GRNN model exhibiting high accuracy and generalization ability can be adopted to predict mechanical properties. Hence, the new method could be used to reduce the number of training models, and through electromagnetic characteristics based on the new method and lift-off regression, the mechanical properties of the cold-rolled steel strips could be predicted without destructing the materials.

5. Conclusions

An online testing system was established, based on micro-magnetic NDT technology and an improved GRNN model, to predict the mechanical properties of cold-rolled steel strips. The following conclusions can be drawn:

1. Temperature and tension can subsequently affect the micro-magnetic characteristics by altering the domain structure and domain walls’ motion properties;
2. The lift-off was determined as the largest influence factor among influence factors, which could be eliminated by quartic polynomial fitting;
3. The number of training models were optimized by the improved GRNN model based on GMC, which could improve the detection accuracy;
4. The proposed system, embedded in the production process, will neither damage nor affect the usability of the steel strip and accurately obtain the steel strip’s mechanical properties.
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Nomenclature

| Symbol | Unit | Description | Testing Method |
|--------|------|-------------|----------------|
| A3, A5, A7 | A/cm | Amplitude of 3rd, 5th, and/or 7th harmonics of Ht | |
| P3, P5, P7 | Rad | Phase of 3rd, 5th, and/or 7th harmonics of Ht | |
| UHS | A/cm | Amplitude summation; A3 + A5 + A7 + A9 | Tangential magnetic field strength(TMFT) |
| K | % | Harmonic distortion | |
| Hco | A/cm | Coercive Field Strength, derived from TMF | |
| Hro | A/cm | Upper Harmonics of Ht at zero-crossing | |
| Vmag | V | Amplitude output voltage | |
| MMAG | V | Maximum of the M(H) curve within one cycle | Barkhausen noise(BN) |
| MMEAN | V | Time period average of the M(H) curve within one cycle | |
| MR | V | Measured value of M(H) at H = 0 A/cm | |
| HCM | A/cm | Coercive Field Strength, derived from the M(H) curve; H = HCM for M = MMAX | |
| DH25M | A/cm | Expansion of the M(H) curve | |
| DH50M | A/cm | at M = 0.25 MMAX, 0.50 MMAX, and 0.75 MMAX | |
| DM75M | A/cm | | |
| UMAX | V | Maximum of the u(H) curve within one cycle | |
| UMEAN | V | Time period average of the U(H) curve within one cycle | |
| UR | V | Measured value of U(H) at H = 0 A/cm | Incremental permeability(IP) |
| HCU | A/cm | Coercive Field Strength, derived from the U(H) curve; H = HCU for U = UMAX | |
| DH25U | A/cm | Expansion of the U(H) curve | |
| DH50U | A/cm | curve at U = 0.25 UMAX, | |
| DM75U | 0.50 UMAX, and 0.75 UMAX | |
23. Ryu, K.; Nahm, S.; Park, J.; Yu, K.; Kim, Y.; Son, D. A new non-destructive method for estimating the remanent life of a turbine rotor steel by reversible magnetic permeability. *J. Magn. Magn. Mater.* 2013, 324, 9–17. [CrossRef]

24. Li, K.; Li, L.; Wang, P.; Liu, J.; Kim, Y.; Son, D. A new non-destructive method for estimating the remanent life of a turbine rotor steel by reversible magnetic permeability. *J. Magn. Magn. Mater.* 2002, 251, 196–201. [CrossRef]

25. Li, K.; Li, L.; Wang, P.; Liu, J.; Shi, Y.; Zhen, Y.; Dong, S. A fast and non-destructive method to evaluate yield strength of cold-rolled steel via incremental permeability. *J. Magn. Magn. Mater.* 2020, 498, 166087. [CrossRef]

| Symbol | Unit | Description | Testing Method |
|--------|------|-------------|----------------|
| Re1-Re4 | V     | Real part of the EC signal at Frequency No. 1, 2, 3, and 4 | Multi-frequency |
| Im1-Im4 | V     | Imaginary part of the EC signal at Frequency No. 1, 2, 3, and 4 | Eddy Current |
| Mag1-Mag4 | V     | Value of the EC signal at Frequency No. 1, 2, 3, and 4 | (EC) |
| Ph1-Ph4 | Rad   | Phase of the EC signal at Frequency No. 1, 2, 3, and 4 |                |

References

1. Wolter, B.; Gabi, Y.; Conrad, C. Nondestructive testing with 3MA—An overview of principles and applications. *Appl. Sci.* 2019, 9, 1068. [CrossRef]

2. Batista, L.; Rabe, U.; Altpeter, I.; Hirsekorn, S.; Dobmann, G. On the mechanism of nondestructive evaluation of cementite content in steels using a combination of magnetic Barkhausen noise and magnetic force microscopy techniques. *J. Magn. Magn. Mater.* 2014, 354, 248–256. [CrossRef]

3. Batista, L.; Rabe, U.; Hirsekorn, S. Magnetic micro- and nanostructures of unalloyed steels: Domain wall interactions with cementite precipitates observed by MFM. *NDT E Int.* 2013, 57, 58–68. [CrossRef]

4. Vashista, M.; Moorthy, V. On the shape of the magnetic Barkhausen noise profile for better revelation of the effect of microstructures on the magnetisation process in ferritic steels. *J. Magn. Magn. Mater.* 2015, 393, 584–592. [CrossRef]

5. Zhu, B.; Xu, Z.; Wang, K.; Zhang, Y. Nondestructive evaluation of hot stamping boron steel with martensite/bainite mixed microstructures based on magnetic Barkhausen noise detection. *J. Magn. Magn. Mater.* 2020, 503, 166598. [CrossRef]

6. Krause, A.K.; Underhill, P.R.; Krause, T.W.; Clapham, L. Magnetic Flux Density Superposition in Nonlinear Anisotropic Ferromagnetic Material and Resulting Magnetic Barkhausen Noise. *IEEE. T. Magn.* 2021, 57, 1–7. [CrossRef]

7. Altpeter, I.; Dobmann, G.; Kröning, M.; Rabung, M.; Szielasko, S. Micro-magnetic evaluation of micro residual stresses of the IInd and IIIrd order. *NDT E Int.* 2009, 42, 283–290. [CrossRef]

8. Wang, H.; Dong, L.; Wang, H.; Ma, G.; Xu, B.; Zhao, Y. Effect of tensile stress on metal magnetic memory signals during on-line measurement in ferromagnetic steel. *NDT E Int.* 2021, 117, 102378. [CrossRef]

9. Yelbay, H.I.; Cam, I.; Gür, C.H. Non-destructive determination of residual stress state in steel weldments by Magnetic Barkhausen Noise technique. *NDT E Int.* 2010, 43, 29–33. [CrossRef]

10. Sanchez, J.C.; De Campos, M.F.; Padovese, L.R. Magnetic Barkhausen emission in lightly deformed AISI 1070 steel. *J. Magn. Magn. Mater.* 2012, 324, 11–14. [CrossRef]

11. Perevertov, O.; Thielisch, J.; Schäfer, R. Effect of applied tensile stress on the hysteresis curve and magnetic domain structure of grain-oriented transverse Fe-3% Si steel. *J. Magn. Magn. Mater.* 2015, 385, 358–367. [CrossRef]

12. Ding, S.; Tian, G.; Dobmann, G.; Wang, P. Analysis of domain wall dynamics based on skewness of magnetic Barkhausen noise for applied stress determination. *J. Magn. Magn. Mater.* 2017, 421, 225–229. [CrossRef]

13. Qiu, F.; Jovičević-Klug, M.; Tian, G.; Wu, G.; McComb, J. Correlation of magnetic field and stress-induced magnetic domain reorientation with Barkhausen Noise. *J. Magn. Magn. Mater.* 2021, 523, 167588. [CrossRef]

14. Uchimoto, T.; Takagi, T.; Konoplyuk, S.; Abe, T.; Huang, H.; Kurosa, W. M. Eddy current evaluation of cast irons for material characterization. *J. Magn. Magn. Mater.* 2003, 258, 493–496. [CrossRef]

15. Gupta, B.; Uchimoto, T.; Ducharme, B.; Sebald, G.; Miyazaki, T.; Takagi, T. Magnetic incremental permeability non-destructive evaluation of 12 Cr-Mo-WV Steel creep test samples with varied ageing levels and thermal treatments. *NDT E Int.* 2019, 104, 42–50. [CrossRef]

16. Desvaux, S.; Duquennoy, M.; Gualandri, J.; Oural, M. The evaluation of surface residual stress in aeronautical bearings using the Barkhausen noise effect. *NDT E Int.* 2002, 37, 9–17. [CrossRef]

17. O’Sullivan, D.; Cotterell, M.; Tanner, D.; Mészáros, I. Characterisation of ferritic stainless steel by Barkhausen techniques. *NDT E Int.* 2004, 37, 489–496. [CrossRef]

18. Wang, P.; Zhu, S.; Tian, G.Y.; Wang, H.; Wilson, J.; Wang, X. Stress measurement using magnetic Barkhausen noise and metal magnetic memory testing. *Meas. Sci. Technol.* 2010, 21, 055703. [CrossRef]

19. Wang, P.; Zhu, L.; Zhu, Q.; Ji, X.; Wang, H.; Tian, G.; Yao, E. An application of back propagation neural network for the steel stress detection based on Barkhausen noise theory. *NDT E Int.* 2013, 55, 9–14. [CrossRef]

20. Wang, P.; Gao, Y.; Yang, Y.; Tian, G.; Yao, E.; Wang, H. Experimental studies and new feature extractions of MBN for stress measurement on rail tracks. *IEEE Trans. Magn.* 2013, 49, 4858–4864. [CrossRef]

21. Boller, C.; Altpeter, I.; Dobmann, G.; Rabung, M.; Schreiber, J.; Szielasko, K.; Tschuncky, R. Electromagnetism as a means for understanding materials mechanics phenomena in magnetic materials. *Materialwiss. Werkst.* 2011, 42, 269–278. [CrossRef]

22. Grimberg, R.; Leitou, S.; Bradu, B.; Savin, A.; Andreescu, A. Magnetic sensor used for the determination of fatigue state in ferromagnetic steels. *Sens. Actuat. A-Phys.* 2000, 81, 371–373. [CrossRef]

23. Ryu, K.; Nahm, S.; Park, J.; Yu, K.; Kim, Y.; Son, D. A new non-destructive method for estimating the remanent life of a turbine rotor steel by reversible magnetic permeability. *J. Magn. Magn. Mater.* 2002, 251, 196–201. [CrossRef]

24. Li, K.; Li, L.; Wang, P.; Liu, J.; Shi, Y.; Zhen, Y.; Dong, S. A fast and non-destructive method to evaluate yield strength of cold-rolled steel via incremental permeability. *J. Magn. Magn. Mater.* 2020, 498, 166087. [CrossRef]
25. Jurkovič, M.; Kalina, T.; Zgútová, K.; Neslušan, M.; Pitoňák, M. Analysis of magnetic anisotropy and non-homogeneity of S235 ship structure steel after plastic straining by the use of barkhausen noise. *Materials 2020*, 13, 4588. [CrossRef]

26. Pitoňák, M.; Neslušan, M.; Minárík, P.; Čapek, J.; Zgútová, K.; Jurkovič, M.; Kalina, T. Investigation of Magnetic Anisotropy and Barkhausen Noise Asymmetry Resulting from Uniaxial Plastic Deformation of Steel S235. *Appl. Sci. 2021*, 11, 3600. [CrossRef]

27. Wang, P.; Zhang, Y.; Yao, E.; Mi, Y.; Zheng, Y.; Tang, C. Method of measuring the mechanical properties of ferromagnetic materials based on magnetostriuctive EMAT characteristic parameters. *Measurement 2021*, 168, 108187. [CrossRef]

28. Szielaszkó, K.; Wolter, B.; Tschuncky, R.; Youssef, S. Micromagnetic materials characterization using machine learning. *Tm-Tech. Mess. 2020*, 87, 428–437. [CrossRef]

29. Maciusowicz, M.; Psuj, G.; Kochmański, P. Identification of Grain Oriented SiFe Steels Based on Imaging the Instantaneous Dynamics of Magnetic Barkhausen Noise Using Short-Time Fourier Transform and Deep Convolutional Neural Network. *Materials 2022*, 15, 118. [CrossRef] [PubMed]

30. Xiucheng, L.; Ruihuan, Z.; Bin, W.; Cunfu, H. Quantitative prediction of surface hardness in 12CrMoV steel plate based on magnetic Barkhausen noise and tangential magnetic field measurements. *J. Nondestruct. Eval. 2018*, 37, 38. [CrossRef]

31. Gabi, Y.; Wolter, B.; Gerbershagen, A.; Ewen, M.; Braun, P.; Martins, O. FEM simulations of incremental permeability signals of a multi-layer steel with consideration of the hysteretic behavior of each layer. *IEEE Trans. Magn. 2014*, 50, 1–4. [CrossRef]

32. Dobmann, G. Physical basics and industrial applications of 3MA–micromagnetic multiparameter microstructure and stress analysis. In Proceedings of the 10th European Conference on Nondestructive Testing, ECNDT 2010, Moscow, Russia, 7–11 June 2010.

33. Dobmann, G.; Kern, R.; Altpeter, I.; Theiner, W. Quantitative hardening-depth-measurements up to 4 mm by means of micro-magnetic microstructure multiparameter analysis (3MA). *NDT E Int. 1991*, 24, 44. [CrossRef]

34. Chiba, T.; Shimamura, D.; Tanigawa, K.; Fukami, H.; Suzuki, S.; Oshihama, T.; Ishiwata, N.; Nakatani, Y. Current-induced magnetic domain wall motion in Co/Ni nanowire at low temperature. *Appl. Phys. Express 2011*, 4, 063003.

35. Fan, L.; Hu, J.; Su, Y.; Zhu, J. Influence of temperature on current-induced domain wall motion and its Walker breakdown. *J. Magn. Magn. Mater. 2016*, 401, 484–487. [CrossRef]

36. Martinez, E.; Lopez-Diaz, L.; Alejos, O.; Torres, L. Thermally activated domain wall depinning in thin strips with high perpendicular magnetocrystalline anisotropy. *J. Appl. Phys. 2009*, 106, 043914. [CrossRef]

37. Wang, Y.; Meydan, T.; Melikhov, Y. Quantitative evaluation of the effect of temperature on magnetic Barkhausen noise. *Sensors 2021*, 21, 898. [CrossRef]

38. Liu, J.; Tian, G.; Gao, B.; Zeng, K.; Liu, Q.; Zheng, Y. Magnetic Barkhausen Noise Transient Analysis for Microstructure Evolution Characterization with Tensile Stress in Elastic and Plastic Status. *Sensors 2021*, 21, 8310. [CrossRef]

39. Hu, R.; Wen, S.; Zeng, Z.; Huang, T. A short-term power load forecasting model based on the generalized regression neural network with decreasing step fruit fly optimization algorithm. *Neurocomputing 2017*, 221, 24–31. [CrossRef]

40. Specht, D.F. A general regression neural network. *IEEE Trans. Neural. Networ. 1991*, 2, 568–576. [CrossRef]

41. Kageyama, S.; Mori, N.; Mugikura, S.; Tokunaga, H.; Takase, K. Gaussian mixture model-based cluster analysis of apparent diffusion coefficient values: A novel approach to evaluate uterine endometrioid carcinoma grade. *Eur. Radiol. 2021*, 31, 55–64. [CrossRef]

42. He, Z.; Ho, C.-H. An improved clustering algorithm based on finite Gaussian mixture model. *Multimed. Tools. Appl. 2019*, 78, 24285–24299. [CrossRef]

43. Göhring, A.; Mauder, M.; Kröger, P.; Mayer, C.; von Carnap-Bornheim, C.; Hilberg, V.; Grupe, G. Evidence for sea spray effect on oxygen stable isotopes in bone phosphate—Approximation and correction using Gaussian mixture model clustering. *Sci. Total. Environ. 2019*, 673, 668–684. [CrossRef]

44. Andrews, J.L. Addressing overfitting and underfitting in Gaussian model-based clustering. *Comput. Stat. Data Anal. 2018*, 127, 160–171. [CrossRef]

45. Eidelman, A. Python Data Science Handbook by Jake VANDERPLAS (2016). *Stat. Soc. 2020*, 8, 45–47.