A hand-held 3D laser scanning with global positioning system of subvoxel precision
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Abstract. In this paper we propose a hand-held 3D laser scanner composed of an optical head device to extract 3D local surface information and a stereo vision system with subvoxel precision to measure the position and orientation of the 3D optical head. The optical head is manually scanned over the surface object by the operator. The orientation and position of the 3D optical head is determined by a phase-sensitive method using a 2D regular intensity pattern. This phase reference pattern is rigidly fixed to the optical head and allows their 3D location with subvoxel precision in the observation field of the stereo vision system. The 3D resolution achieved by the stereo vision system is about 33 microns at 1.8 m with an observation field of 60cm x 60cm.

1. Introduction
Numerous industrial situations arise in which it is required to digitize a 3D complicated surface with large dimensions, abrupt height variations and regions with difficult access to surface scanner. Most commercially available surface scanners employ mechanical scanning systems attaining high resolution images for reduced field of view. Therefore, in specific experimental situations is necessary to implement a surface scanner with extended depth of field, wide field of view, high resolution and high flexibility to access hidden areas [1-4].

This paper describes a 3D laser surface scanning with no mechanical scanning system. Instead, the optical device is hand-held and is manually scanned over the surface object by the operator. The device consists of an optical head that allows extracting 3D local information, and a global position sensor to determine the 3D global coordinates of the optical head. The proposed hand-held device designed to digitize a 3D surface imposes a condition: the resolution of the global position sensor must be less than or equal to the resolution of the optical head. Initially the calibration of the optical head is showed, which is composed by a classical laser triangulation device. Later, the calibration of the global position device is showed and tested, which is composed by a stereo vision system with subvoxel precision. Finally, some objects are reconstructed using the proposed hand-held device.

2. The system overview and architecture
The hand-held device consists of an optical device and a global position sensor. The optical head is a 3D reconstruction system based on standard technique of laser triangulation principle to extract 3D
local information. The coordinate values computed by 3D reconstruction system are represented in the laser coordinate system \(O_L(X_L, Y_L, Z_L)\). This coordinate system is rigidly associated with the hand-held optical head; any displacement value of the optical head cannot be measured by the laser triangulation device. The global position sensor allows extracting 3D coordinate values of the optical head, represented in the global coordinate system \(O_G(X_G, Y_G, Z_G)\) and are used to unify total surface information.

![Figure 1. Setup of hand-held 3D laser scanning.](image)

Figure 1 shows the hand-held device. This device is basically composed by a 3D binocular stereo vision system and a laser triangulation device. Each CCD camera of stereo vision system has an objective lens of 12 mm of focal distance placed at 1.8 m of object. In this experimental condition, a working area de 60 cm x 60 cm is obtained. The separation between cameras is approximately 90 cm. The optical head consists of a CCD camera (LC in Figure 1) with 8 mm of focal lens and a line laser generator (LD in Figure 1) to project a line pattern on the surface object. The two cameras of the stereo configuration (SC1 and SC2 in Figure 1) simultaneously observe a circle grid pattern (GP in Figure 1), coupled rigidly to the optical head, and is implemented using a 8x8 LED matrix of 5cm x 5cm with 5mm of dot diameter.

2.1. 3D reconstruction system

According to the triangulation principle, projecting a line pattern onto a 3D surface produces a line pattern that appears distorted from perspective camera, and can be used for a geometric reconstruction of the surface shape. In order to retrieve the surface shape information, an experimental relationship between deformed line pattern and height of surface object can be obtained. Traditionally, this experimental equation is obtained using a flat surface, called reference plane (RP in Figure 1), placed at \(Z=0\) and displaced at regular intervals [4]. The displacement direction defines the \(Z_L\) axis of coordinate system \(O_L\). For each \(Z\) position of reference plane, the position in the image of the laser line is shifted with respect to the position at \(Z_L=0\). Measuring the line displacement for each \(Z\) position, an experimental relationship between \(Z\) value in millimeters and line shift in pixels can be obtained and fitted to a polynomial function of degree 2, see Figure 2(a). The reconstruction procedure determines the displacement in pixels for each central point of deformed laser line image and calculates the corresponding \(Z_L\) value, using the experimental calibration curve.

2.2. Stereo vision system

In a stereo vision system, two image points in different cameras taken from the same point in space are projectively equivalent. According to epipolar geometry, Figure 2b, two rays from a point space \(R(X_W, Y_W, Z_W)\) intercept the image planes of each camera in \(r(u,v)\) and \(r'(u',v')\) following their specific centre of projection, \(O\) and \(O'\). \(O\), \(O'\) and \(R\) define the epipolar plane. Thus, central projection is a map from 3D space to 2D image space of each camera. Knowing the intrinsic and extrinsic camera parameters of each camera and the pixel coordinates of corresponding points \(r(u,v)\) and \(r'(u',v')\), the 3D coordinates
of R can be determined according to inverse central projection procedure [7,8]. A standard calibration procedure of computer stereo visions was utilized in order to calculate the intrinsic and extrinsic parameters of each camera in stereo configuration [11]. Usually the 3D coordinate of a point space are reported using the coordinate system \(O(X_C,Y_C,Z_C)\) of a camera, SC1 in Figure 1. This coordinate system defines the global coordinate system of our hand-held laser scanning \(O_G(X_G,Y_G,Z_G)\).

![Figure 2. (a) Calibration curve of laser triangulation system. (b) Epipolar geometry in stereo configuration.](image)

2.3. Global Position measure

The most difficult procedure in a stereo analysis is to solve the correspondence problem. Each corresponding point \(r\) and \(r'\) is traditionally calculated using a corresponding-detecting algorithm. The performance of detecting algorithm fixes the resolution of 3D coordinate values obtained from the stereo system. In order to determine the coordinates of a point in the image plane of each camera, the circle grid pattern was utilized as object of stereo vision system, Figure 3(a). The central point of each circle can be determined in pixels using a space-frequency analysis. Although each CCD records the grid pattern with a pixel of resolution, it is possible to calculate the center point of each circle with subpixel resolution using the spatial phase distribution of grid target [10,12].

![Figure 3. (a) Reference patterns using a 8x8 LED matrix. (b) Fourier transform of reference pattern](image)

Mathematically the intensity distribution of reference pattern recorded by each camera can be represented by two orthogonal periodic distributions. Using the first harmonic in the Fourier domain, Figure 3(b), the intensity distributions along the X and Y axes are given by:
where \( \phi_0 = 2\pi f_{wo,y} \) and \( \phi_H = 2\pi f_{wo,x} \). \( f_{wo} \) and \( f_{wo} \) are the fundamental frequencies in X and Y directions. The phase distributions are easily calculated using the Fourier transform algorithm\cite{9} from a regular pattern image. According to Figure 3a, the central position of a circle in the reference pattern image corresponds to a maximum value of intensity, and has a phase value of \( 2\pi \), where \( N \) is an integer, being \( N=0 \) the first column (or row) of circles and \( N=7 \) the last one column (or row). Thus, the center of circle labelled as P in Figure 3 corresponds to phase values of \( \Phi_V=6\pi \) and \( \Phi_H=6\pi \). Although the center of a circle does not generally coincide with a pixel, the calculated phase distribution using the Fourier transform algorithm can be interpolated in order to determine the subpixel position that corresponding to phase value. Phase interpolation can be calculated using a nonlinear mathematical function depending on the image distortion caused by the geometrical aberrations of the optical image-forming system. The mathematical model used was a linear fit, due to the low influences of geometrical distortions. Ref. 10 shows a detailed analysis of phase-sensitive procedure only for subpixel measurement of 2D positions.

The phase reference pattern is used to determine the corresponding points with subpixel resolution. These values in pixels are required by the previously calibrated stereo vision system in order to calculate the 3D coordinate values in the global coordinate system \( O_G \). Selecting the central positions of P, P\_x and P\_y circles, Figure 3a, it is possible to define a coordinate system \( O_M(X_M,Y_M,Z_M) \) coupled rigidly to the planar grid pattern and optical head.

When the operator achieve a displacement of the optical head, the stereo vision can determine the 3D position of origin and axis direction of coordinate system \( O_M \) with respect to global coordinate system, using the central position of P, P\_x and P\_y circles. In this way, the three coordinate values of position and three rotational values of orientation of the optical head are determined in the global coordinate system.

**2.4. 3D reconstruction procedure**

![Figure 4. Coordinate systems used in the 3D Reconstruction.](image)

Figure 4 shows the three coordinate systems used in the reconstruction process using the hand-held 3D laser scanning. \( O_L(X_L,Y_L,Z_L) \) is the laser coordinate system of the 3D reconstruction system. This coordinate system is not visible to the cameras of the stereo vision system. \( O_M(X_M,Y_M,Z_M) \) is the
coordinate system defined on the planar grid pattern and its spatial position and orientation are calculated using its phase information. \( O_G(X_G, Y_G, Z_G) \) is the global coordinate system defined by the calibration procedure of stereo vision system and allows the unified reconstruction framework. The position vector of point \( P \) on the surface object is calculated by the 3D reconstruction system in the laser coordinate system, \( r(X_L, Y_L, Z_L) \). A rigid transformation between \( O_L \) and \( O_M \) must be introduced, according to:

\[
\vec{r}_M = R_{ML} \vec{r}_L + \vec{T}_{ML},
\]

where \( R_{ML} \) is the rotation matrix and \( \vec{T}_{ML} \) is the translation vector between coordinate systems. \( R_{ML} \) and \( \vec{T}_{ML} \) are invariable parameters, and their values are calculated using the reference plane at \( Z_L = 0 \) and the optical head with the planar grid pattern. They are simultaneously observed by the stereo vision system. In this way, the position and orientation of \( O_L \) and \( O_M \) coordinate systems can be determined and used to calculate \( R_{ML} \) and \( \vec{T}_{ML} \). Their values were:

\[
\vec{T}_{ML} = \begin{bmatrix} -42.350 \\ 96.096 \\ 491.935 \end{bmatrix} \text{ (mm) and } R_{ML} = \begin{bmatrix} 0.9963 & 0.0855 & -0.0062 \\ -0.0097 & 0.1839 & 0.9829 \\ 0.0852 & -0.9792 & 0.1840 \end{bmatrix}. \tag{3}
\]

Similarly, knowing the orientation and position of \( O_M \) coordinate system with respect to global coordinate system, for a relative position of the optical head, the rigid transformation between \( O_M \) and \( O_L \) can be calculate according to:

\[
\vec{r}_G = R_{MG} \vec{r}_M + \vec{T}_{MG}. \tag{4}
\]

3. Experimental evaluation of 3D reconstruction device

3.1. Three-Dimensional Analysis of Global Positioning System

In order to quantify the error in the global position measurement, the circle grid pattern was placed in the working area on two-axis translation stages of 10 microns resolution and one rotation stage of 0.0166° angular resolution. One translation axis was placed parallel with \( Z_G \) axis and the other one in perpendicular direction. The rotation axis was placed parallel with \( Z_G \) axis. The translation axes were sequentially displaced at intervals of 50 microns until around 2 mm and the rotational axis at angular interval of 10° from -50° to 50°. Using the vision stereo system and the space-phase procedure, the accumulative distance for each stage was calculated. Figure 5 shows the results; a comparison between experimental and theoretical values gives an error with an arithmetic mean of -0.0325 mm and a standard deviation of 0.0156 mm for displacement measurement in \( Z_G \) axis. For perpendicular direction an arithmetic mean of 0.0184 mm and standard deviation of 0.0152 mm were found. Thus, the global position device based on stereo vision system and space-phase procedure determine spatial position of the optical head placed at 1.8 m with a precision of approximately 33 microns. Similarly, for the rotation axis the angles were determined using the orientations of \( X_M \) and \( Y_M \) axes with respect to the angular position of zero degrees. Comparing with the theoretical values an arithmetic mean of -0.02678° with a standard deviation of 0.1541° were found.
3.2. Three-dimensional reconstruction of objects

The circle grid pattern must be observed simultaneously by both camera of the stereo vision system and the laser line must be placed on the surface object and must be focused in the CCD camera of the optical head; these are the conditions of 3D reconstruction. The hand-held laser scanning has a working area of 60 cm x 60 cm and 180 cm of observation distance. An electronic device was designed to synchronize the image acquisition using a pulse switch, pressed by the operator when the laser line is displaced over the surface object. A graphical Matlab interface was designed to acquire, store and process the images. When the pulse switch is pressed by the operator, a total image acquisition and storage time of 0.98 seconds was obtained.

![Graphs showing experimental values of consecutive displacements](image1)

**Figure 5.** Experimental values of consecutive displacements for (a) Parallel to ZG axis, (b) For perpendicular to ZG axis and (c) Angular values for rotation stage with rotation axis parallel to ZG axis.

![Images acquired by the cameras and the accumulative reconstruction](image2)

**Figure 6.** Images acquired by the cameras and the accumulative reconstruction.

Figure 6 shows the images acquired by each camera for a given position of the optical head and the accumulated reconstruction image. Initially the reconstruction algorithm processes the image of the optical head to extract the 3D coordinate values of surface points that have intercepted the laser line. The calculated 3D coordinates in the laser coordinate system are transformed to the coordinate system OM using Eq. (2) and Eq. (3). Using the images of circle grid pattern in each camera of the stereo vision system, the corresponding points of circle P, PX and PY are calculated, according to the space-phase procedure. With this information, the spatial coordinates are calculated using the stereo vision system and the parameters RMG and TMG of Eq. (4) that transforms local topographic information to global coordinate system OG. Figure 7 shows the reconstruction of a human face.
Conclusions
In this paper a hand-held 3D laser scanning has been presented. The optical head was implemented using the linear laser triangulation principle. 3D reconstruction data is transformed into a global coordinate system, defined by a stereo vision system. The accuracy of stereo vision system is improved over the classical system using a circle grid pattern, coupled rigidly to the optical head, and implemented using an 8x8 LED matrix. This reference pattern is used to calculate with subpixel resolution the corresponding points in the images of each camera, using a space-phase procedure. The error in the global position measurement was experimentally calculated: 33 micron at 1.8m of observation distance.
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