Practical eight-frame algorithms for fringe projection profilometry
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Abstract: In this paper we present several eight-frame algorithms for their use in phase shifting profilometry and their application for the analysis of semi-fossilized materials. All algorithms are obtained from a set of two-frame algorithms and designed to compensate common errors such as phase shift detuning and bias errors.
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1. Introduction

The analysis of interferograms can be categorized in two methods: temporal methods (phase shifting) and spatial methods [1]. It is well known that in the temporal phase shifting (TPS) techniques the existing algorithms exhibit considerable measurement inaccuracy unless phase shifts are precisely known. Accordingly, many efforts have been done in recent decades to establish effective error-compensating phase-extraction algorithms [2,3]. Most of the existing phase-shifting algorithms are based on the assumption that the phase-shift applied to each pixel of the intensity frame is a known constant value. However, it may be very difficult to achieve this in practice, mainly because one of the enduring problems with temporal phase-shifting algorithms (PSA) is precisely the phase-shift errors or miscalibration. By using more than three frames, it is possible to design algorithms to compensate the deterministic shift errors (such as nonlinearities of first, second and third order for the piezoelectric), and others like non-sinusoidal fringe profiles [1]. These TPS techniques are applied for the design of non-contact optical 3D-profiling instruments, which are often used for the study of surface modifications of mammalian fossil bones. The main advantage of optical laser scanning of fossil and semi-fossil bones is that the laser’s non-contact nature permits the analysis of a small fragile and poorly preserved surface [4]. Therefore, the laser-stylus 3D-microprofiling has revealed several qualities that make it particularly suitable for the study of fossil and semi-fossil bones, as they cause no alteration to the surface, allowing to study objects under atmospheric conditions. In addition, complex surface features such as flank inclinations, symmetry and micro-striations are accessible for quantitative evaluation, and also features hidden by shallow overall relief are also visually extracted [5]. Considering the importance in different research fields of having a full digital documentation of fossilized bones, for example to compare morphological measurements, it is critical to have a means of obtaining accurate digital three-dimensional images. Moreover, digital three-dimensional imaging becomes crucial for studies that involve the use of deoxyribonucleic acid (ancient DNA) in which samples (semi-fossil in this case) need to be completely pulverized to extract DNA. Well preserved fossil samples, with minimum handling, are essential in order to obtain high quality DNA. This was the starting point for our interest to design phase filters that satisfy the requirements of the optical experimental setup. The technique of fringe projection profilometry (FPP) is used for the recovering of surface topography. Nevertheless, the accuracy of this technique is limited by the presence of different systematic and random error sources, such as higher harmonics in the intensity signal, phase-shifter miscalibration, nonlinear response of the photodetectors, nonsinusoidal periodic waveforms, random intensity noise, speckle decorrelation, and vibration. All algorithms compensate for some kind of error, thus in the experiment we present, we calculated several filters with specific behaviors. As the errors cannot be completely eliminated but only minimized [1], the common technique to minimize systematic errors is the use of a quadrature filter insensitive to such errors [6–8]. There are already several methods to design quadrature filters and a large number of algorithms in the literature [6–13]. However, most of them only give a particular algorithm designed for a very specific phase step, which are not tuned on the ideal phase step. Hence, in this study we introduce several eight-frame filters with phase steps of $\pi / 4$ that have not been reported. These algorithms are designed to compensate some systematic errors such as miscalibration and bias variation, which implies more accuracy and better signal recovery for eight step systems. The present work offers a new set of eight-frame algorithms for phase extraction, which are obtained from a set of two-frame filters and are designed to
achieve the best signal-to-noise ratio (SNR), capable of minimizing, and even compensate the most of the systematic errors as quadrature and detuning errors. The algorithms are tested and their efficiency corroborated by using computer simulated interferograms and a simple fringe projection profilometry (FPP) system for the analysis of semi-fossilized samples.

2. Description of some phase shifting algorithms (PSA)

Many authors have developed a variety of methods for PSA, such as averaging with existing algorithms and solving for the roots of a characteristic polynomial [7], data-sampling windows, Fourier analysis, least-squares, etc. The use of the TPS is based on the addition of a careful phase change that is projected to the target surface. It also involves analyzing data from each pixel independently of all other pixels in the frame. This technique is based on the work of Carré as shown in Eq. (1), considering that the problem of phase-shifter miscalibration is dealing with treating the phase shift as one more unknown variable.

\[
\phi = \tan^{-1} \left[ \frac{\sqrt{I(0)-I(3)+I(1)-I(2)}}{I(1)-I(2)+I(0)+I(3)} \right].
\]

Although this formula works well for phase shifts varying over a considerable range, it is susceptible to high-order harmonics in the signal [9]. More than three frames measurements give extra degrees of freedom to design phase algorithms that are insensitive to these real-world effects [7]. Another technique consists in the \((N+1)\)-bucket method, which is based on the fact that we need a specific value of the shift [10], as in the conventional N-bucket algorithm [11] given by

\[
\phi = \tan^{-1} \left[ \frac{\sum_{n=0}^{N-1} I(n) \sin \left( \frac{2\pi n}{N} \right)}{\sum_{n=0}^{N-1} I(n) \cos \left( \frac{2\pi n}{N} \right)} \right].
\]

These two algorithms are affected widely by the presence of systematic errors, like harmonics in the signal, high frequencies environmental perturbations in the fringes, errors based on the bias (produced i.e. by the piezoelectric transducer used to achieve the phase shifting), a detuning, and optical experimental errors such as the camera and its resolution used in the experiment. It is known that linear phase shift miscalibrations and nonlinear sensitivity of the piezoelectric device introduce errors in phase measurement. This study reveals that, out of the various algorithms proposed for compensating such errors, most algorithms are suitable for only one of these two error sources. An eight-frame algorithm widely used is [12],

\[
\phi = \tan^{-1} \left[ \frac{I_2-I_4+I_6-I_8}{I_1-I_3+I_5-I_7} \right].
\]

Finally, the \((N+3)\)-bucket algorithm reported by Hibino et al. is expressed by [13]

\[
\phi = \tan^{-1} \left[ \frac{2I_1-I_2-6I_4-3I_6+3I_8+6I_9-I_1-2I_3}{3\sqrt{3}(I_2-I_4-I_6+I_8)} \right].
\]

3. Designing an eight-frame phase shifting algorithm

In phase shifting interferometry the ideal intensity \(I(x,y,t)\) for \(k = 1, 2, 3... M\) of each interferogram recorded by a CCD detector can be expressed as [6–8],

\[
I(x,y,t) = a(x,y) + b(x,y) \cos[\phi(x,y) + \omega_0 t].
\]
where, \(x\) and \(y\) denote the pixel position; \(a(x,y)\) is the background illumination; \(b(x,y)\) is the contrast of interference fringes (amplitude), and \(\phi(x,y)\) represents the phase.

Meanwhile, the temporal carrier \(a_t\) is a linear phase shift among this set of interferograms and it is determined by how fast the phase reference wave is changing.

By modeling the fringes with the equation shown in [5], the PSP problem is usually reduced to four steps:

I. \(M\) images are captured with several phase shifting among them.

II. To choose or design a specific \(M\)-frames phase shifting algorithm (PSA) to process the set of \(M\) images to obtain the wrapped phase.

III. An unwrapping algorithm to recover the desired phase is designed.

IV. A texture is applied to the obtained phase to exhibit the desired target.

In the first step, a set of eight interferograms are acquired from an experimental set up. For the second step, several algorithms have been developed to calculate the phase of a fringe pattern; however, some of them, so called PSA, simply use intensity values obtained by shifting the phase of the intensity pattern to calculate the phase [14]. Thus, developing algorithms sufficiently robust and immune to most of the common experimental errors has been based on the objective of comparing most of the main algorithms [15]. On the other hand, many algorithms have not been specifically used for experiments using real data. The spatial non uniformity of the phase shift is also an important problem in applying phase-shifting techniques in FPP systems, because of the variation of fringe visibility along the optical path. This is mathematically equivalent to the variation of phase-shift errors (depending on the position), problem that is out of the scope of this paper [13].

The main goal of this paper is to calculate several algorithms to recover efficiently the profile and with the quality requirements needed for small targets of biological materials. In the same way, these filters must exhibit the adequate properties to compensate for some of the common errors present in practical applications.

It should be highlighted that an eight-frame algorithm corresponds to a filter with seven independent parameters to recover the desired phase and to compensate for some errors. Then, at least two of those parameters are necessary to eliminate the D.C. component and the fundamental frequency. Two additional conditions are used to compensate the linear bias variation and the linear phase shift detuning error [16]. The remaining three conditions are used to compensate other errors generated by other effects, like a non-linearity response and to obtain a better SNR. After testing well-known filters of three, four, five, six, seven and more steps, we observed that using seven or more frames the resolution obtained was in the parameters required for this type of targets. The response did not improve substantially when using nine or more frames. Yet, the decisive point was that when analyzing the histogram of the estimated frequency of tuning this was broadband and tuned on \(\pi/4\) where the filter of Hibino had the best response closer to the one expected. However, this filter was not designed for the conditions of our experiment [17], thus for that reason we generated a robust filter range, designed specifically for the needs of our experiment: a broadband filter, tuned on \(\pi/4\), insensible to bias variations and detuning errors, specially linear and a good SNR.

The estimated phase of any quadrature filter with an \(M\)th order is given by [6,7,16,18],

\[
\tan(\phi) = \frac{\sum_{k=0}^{M} b_i I_k}{\sum_{k=0}^{M} a_i I_k} = \left[ \begin{array}{cccc} b_1 & b_2 & \cdots & b_M \end{array} \right] I = \frac{N I}{D I},
\]
It should be noted that $I = [I_1, I_2, \ldots, I_M]^T$ is the column vector of frames, and $N$ and $D$ are the desired numerator and denominator row vectors. In a previous work [1,16,18], it was proved that the Fourier transform $H(\omega)$ of this filter is,

$$H(\omega) = (-2)^M \prod_{k=1}^{M} \sin\left(\frac{\omega - \alpha_k}{2}\right).$$ 

(7)

where each $\alpha_k$ is the cut off frequency or zero of the Fourier impulse response of the filter. In other words, the design of a filter becomes a geometrical problem, and it is reduced to choose a set of $M-1$ frequencies that are the necessary conditions to be a specific filter [16,18]. Therefore, from Eq. (6), the general case for $M=8$, the corresponding eight-frame algorithm is,

$$\tan(\phi) = \frac{N}{D} = \frac{b_1 I_1 + b_2 I_2 + b_3 I_3 + b_4 I_4 + b_5 I_5 + b_6 I_6 + b_7 I_7 + b_8 I_8}{a_1 I_1 + a_2 I_2 + a_3 I_3 + a_4 I_4 + a_5 I_5 + a_6 I_6 + a_7 I_7 + a_8 I_8}.$$ 

(8)

Then, an option to obtain the required ratio $N/D$ with symmetric coefficients is obtained from the expression [16,18]

$$\frac{N}{D} = \Omega \begin{bmatrix} \cos(\alpha_k/2) \mid [1, -1] \\ \sin(\alpha_k/2) \mid [1, 1] \end{bmatrix}.$$ 

(9)

where $\Omega$ denotes a convolution operator introduced in [16,18], then for $M=8$ the result is

$$\frac{N}{D} = \Omega \begin{bmatrix} \cos(\alpha_k/2) \mid [1, -1] \\ \sin(\alpha_k/2) \mid [1, 1] \end{bmatrix}.$$ 

(10)

Assuming that the phase step is $\pi/4$, it is well known that a filter that eliminates harmonics corresponds to the cut-off frequencies $\alpha_k = 0, \pi/4, \pi/2, 3\pi/4, \pi, 5\pi/4$ and $3\pi/2$ [1,11,16,18]. That is, to be a quadrature filter, the two necessary cut off frequencies are zero and the phase step $\pi/4$ [1]. However, in a least-squares procedure the harmonics are also eliminated. Therefore, from Eq. (10) and after solving some algebra operations the obtained eight-frame algorithm is,

$$\tan(\phi) = \frac{-1, -1-\sqrt{2}, -1+\sqrt{2}, 1, 1, 1+\sqrt{2}, 1+\sqrt{2}, -1}{1+\sqrt{2}, 1, -1, -1-\sqrt{2}, -1+\sqrt{2}, -1, 1, 1+\sqrt{2}} I.$$ 

(11)

Additionally, in a previous work [16,18], it is demonstrated that, from an individual algorithm an infinite number of equivalent phase shifted algorithms can be obtained. However, for the particular case, where each individual two-frame filter is phase shifted by an angle of $\theta_k = \alpha_k/2$, the corresponding phase shifted filter $N_r/D_r$ becomes [16,18],

$$\frac{N_r}{D_r} = \Omega \begin{bmatrix} \cos \alpha_k \mid -1 \\ \sin \alpha_k \mid 0 \end{bmatrix}.$$ 

(12)

Then, for $M=8$, the result equivalent to Eq. (10) becomes,

$$\frac{N_r}{D_r} = \Omega \begin{bmatrix} \cos \alpha_k \mid -1 \\ \sin \alpha_k \mid 0 \end{bmatrix}.$$ 

(13)
And the equivalent phase shifted filter is,

\[
\tan(\phi) = \left[ \begin{array}{cccccccc}
-\sqrt{2}, & -2, & -\sqrt{2}, & 0, & \sqrt{2}, & 2, & \sqrt{2}, & 0
\end{array} \right] \mathbf{I}.
\]  

(14)

This case is equivalent to the commonly named least-squares filter that can be used for this application with certain restrictions, because it is sensible to bias and detuning errors. On the other hand, for the analysis of an eight frame series of interferograms we can use auto tuning methods like the Carré’s algorithm, or the algorithm with immunity to systematic errors, as the Surrel technique based on (N + 1) bucket [6,11]. However, these filters are not based on the analysis inside the physical phenomena involved in the experiment and they do not make a tuning in the best step observed with an error estimator of the obtained phase in the experimental data. Hence, the need of implementing an algorithm and a phase filter according the experimental data. To develop this algorithm, we use the two-frame filter method previously reported [16], considering as the ideal phase step to tune the filter, then a new \((n + m-1)\) frame filter is obtained from two individual filters as shown in Eq. (7). As mentioned before, the design of a tunable filter allows this case to be extended further to an eight-frame filter, which allows the selection of the data to be removed. Furthermore, we select polynomial roots implying that the filter must suppress frequencies in Fig. 1. To assure that the filter eliminates harmonics, undesirable frequencies and the systematic errors involved, we first propose a filter to deal with harmonics, mainly as in Eq. (13). Also, we define a filter that is able to handle an optimal SNR and linear detuning errors as \(0, \pi/4, \pi/4, 3\pi/4, 3\pi/4, 3\pi/4, \pi\) (from now known as mainly detuning error filter or MDE filter). Applying the same method to design a filter that compensates mainly bias errors (MBE filter) associated to the system, we calculate a filter considering cut off frequencies in \(0, 0, \pi/4, \pi/2, 3\pi/4, \pi, \pi\), and finally a filter centered in \(0, 0, \pi/4, \pi/2, 3\pi/4, \pi\) to compensate detuning and bias errors (DBE filter). Graphic representation of these filters with their cut off frequencies is shown in Fig. 1 according to [6].

![Fig. 1. Plot of the polynomial characteristic of an harmonics suppress filter (a), an insensible to linear detuning filter (b), a mainly bias error filter (c) and a detuning + bias compensating filter (d). All were obtained with the two-frame filter method [16,18].](image)

Then, applying the above procedure for the rest of the filters shown in Fig. 1, from Eq. (10) the filter shown in Fig. 1(b) is,

\[
\tan(\phi) = \left[ \begin{array}{cccccccc}
-1, & -1-2\sqrt{2}, & 5+2\sqrt{2}, & 5+4\sqrt{2}, & -5-4\sqrt{2}, & -5-2\sqrt{2}, & 1+2\sqrt{2}, & 1
\end{array} \right] \mathbf{I}.
\]  

(15)

And from Eq. (13) the equivalent algorithm is,

\[
\tan(\phi) = \left[ \begin{array}{cccccccc}
0, & -1-2\sqrt{2}, & 0, & 4\sqrt{2}+5, & 0, & -5-2\sqrt{2}, & 0, & 1
\end{array} \right] \mathbf{I}.
\]  

(16)
In the same manner, the filter shown in Fig. 1(c) gives us the expressions,

\[
\tan(\phi) = \frac{[-1, -1-\sqrt{2}, 3+\sqrt{2}, 3+2\sqrt{2}, -3-2\sqrt{2}, -3-\sqrt{2}, 1+\sqrt{2}, 1]}{[1, -1-\sqrt{2}, -3-\sqrt{2}, 3+2\sqrt{2}, 3+2\sqrt{2}, -3-\sqrt{2}, -1-\sqrt{2}, 1]}\mathbf{I}. \tag{17}
\]

\[
\tan(\phi) = \frac{[0, -1-\sqrt{2}, 0, 3+2\sqrt{2}, 0, -3-\sqrt{2}, 0, 1]}{[1, 0, -3-\sqrt{2}, 0, 3+2\sqrt{2}, 0, -1-\sqrt{2}, 0]}\mathbf{I}. \tag{18}
\]

Finally, the last case showed in Fig. 1(d) gives us the algorithms,

\[
\tan(\phi) = \frac{[-1, 5+3\sqrt{2}, -3\sqrt{2}-3, -9-6\sqrt{2}, 9+6\sqrt{2}, 3\sqrt{2}+3, -3\sqrt{2}-5, 1]}{[-1-\sqrt{2}, 1, 6\sqrt{2}+7, -7-5\sqrt{2}, -7-5\sqrt{2}, 6\sqrt{2}+7, 1, -1-\sqrt{2}]}\mathbf{I}. \tag{19}
\]

\[
\tan(\phi) = \frac{[1, -2-2\sqrt{2}, -1+\sqrt{2}, 6+4\sqrt{2}, -3-2\sqrt{2}, -4-2\sqrt{2}, 3+\sqrt{2}, 0]}{[-1, -\sqrt{2}, 5+3\sqrt{2}, -2-\sqrt{2}, -5-4\sqrt{2}, 2+3\sqrt{2}, 1+\sqrt{2}, -\sqrt{2}]}\mathbf{I}. \tag{20}
\]

Then, from Eq. (7), the Fourier response of each filter is easily obtained, and the results are depicted normalized in Fig. 2.

![Normalized Fourier response of the four algorithms calculated with two-frame algorithm method.](image)

Notice that the obtained filters above satisfied a wide range of requirements for any experiment. That is, considering that the ideal quadrature filter is a step function, the ratio of the area under the curve between the right and the left side of the graphic, starting from zero, gives us an idea of how the filter works, and why the best approximation for this application is depicted as the green line corresponding to a PSA compensating detuning or MDE. Additionally, we can observe the response for the phase shift detuning, bias, and harmonics (Fig. 3).
This graph verifies the design of the filters MBE and DBE, having a double cutoff frequency at zero and therefore it is sufficient to compensate the bias error. In the same way, the green trace (or MDE filter) in the tuning frequency $\pi/4$ has a similar response and this makes it insensitive to linear detuning error. Furthermore, linearity is given by the symmetry of the function in $\pi/2$ and the filter with the lowest area under the curve has better SNR. Since each filter is defined to counteract a specific error, we cannot choose one of the algorithms as the best for a given application. Indeed, all proposed filters are good and efficient to compensate for the error by which they were designed. The phase shift detuning error is depicted in Fig. 4.

As expected, when the difference between the ideal and the observed carrier is zero, the phase error is zero. Having a carrier variation between $-0.2$ and 1.6 rad, the estimated phase
error is less than 0.03 rad. This implies that the filters in Figs. 1(b)–1(d) are broadband filters, where the best performance is from the filters MDE (Fig. 1(b)) and BDE (Fig. 1(d)).

4. Evaluation of the algorithms

4.1 Simulation

In order to evaluate the robustness of the proposed filters, we use a simulation of a profile to quantify the error of those filters and to compare such results with a single four-frame filter and a Hibino filter (such comparisons were made among Surrel [11], Hibino [13] and de Groot [19] filters; however, the Hibino filter shows a better curve fitting with the parameters included in these simulations). First, we simulate a profile by using the Eq. (5). Random noise is then added as detuning error in the form of $\omega = \omega + \Delta \omega$ and bias error as $b = b + \Delta b$ to the fringe pattern. Increasing the detuning error until a 10% and the bias error until a 20%, we started to see the different trends of each of the filters as shown in Fig. 5.

The best filter observed, the MDE filter, has an error average of 0.2% and an average of deviation of errors of 0.4%. Table 1 shows the average of errors and deviations of this simulation.
### Table 1. Errors of the filters according simulations.

| Filter   | Average Deviation | Deviation   |
|----------|-------------------|-------------|
| 4-step   | 0.0038739         | 0.0846345   |
| Least-squares | 0.0018890     | 0.1206078   |
| MDE      | 0.0020027         | 0.0046684   |
| MBF      | 0.0058631         | 0.0378228   |
| BFE      | 0.0027184         | 0.0058538   |
| Hibino   | 0.0110755         | 0.0141697   |

From Table 1 we can notice that the function that has a lower error rate is, as expected, the least-squares filter, this is because the function is designed to precisely obtain the least square error of the simulated points. Nonetheless, the MDE filter has better performance with less error because despite it has a slightly higher average error than the least-squares filter, in the deviation of data we can see that it is much higher for the latter. In the same manner, now we simulate a more complex function, as the well-known peak function as shown in Fig. 6. In this case we use a 15% of bias and 10% of detuning randomly added to the original plot.

![Fig. 6. Simulated reconstruction of function “peaks” with the (a) MDE filter and the (c) Least-squares filter. Average errors are shown in (b) and (d) respectively.](image)

Then, to obtain the standard deviation and average error indicators, first we subtract the graphic obtained with random errors from the ideal graphic without errors, followed by an average of all the points to finally obtain the average error of that filter in the simulation. For deviation, initially we have to get the standard deviation of all the points to then average them. Table 2 shows the results obtained. The closer is the correlation coefficient to one, the more it resembles to the original function.
Table 2. Errors of the filters according to the simulation of the “peaks” function in MATLAB.

| Filter  | Average | Deviation | Correlation coefficient |
|---------|---------|-----------|-------------------------|
| 4-step  | -0.0046 | 0.0952    | 0.994520                |
| Least-squares | -0.0162 | 0.1411    | 0.988480                |
| MDE     | -0.0023 | 0.0044    | 0.999985                |
| MBE     | 0.0087  | 0.0424    | 0.998860                |
| DBE     | 0.0030  | 0.0054    | 0.999978                |
| Hibino  | -0.0138 | 0.0161    | 0.999839                |

From Table 2, it is observed that the lesser average error corresponds to the MDE filter; however, a four-step filter was better than MBE filter due to the fact that while the more steps are acquired, the error introduced in the algorithm for obtaining the wrapped phase also increases. From the simulations we can conclude that for cases where detuning errors or bias errors are present, proposed tuned filters on $\pi/4$ give us a very good method to retrieve accurate information of an object despite the experimental random noises. Finally, from the Pearson’s coefficient we obtain the correlation between the original sample and the estimated phase and as we expect the filter MDE was the best choice again.

4.2 Experiment

A series of eight frame experimental patterns were obtained from a fringe projection profilometry system [20,21] which were used to test several eight-frames filters and the algorithms implemented (the system is not discussed in this paper). To evaluate the algorithms in the experiment and identify the most suitable, we used a semi-fossilized sample of a rodent mandible with a length of 20 mm, provided by the Instituto Nacional de Antropología e Historia (INAH). Semi-fossilized materials were selected because of their intrinsic challenges [5], such as the need of a non-contact experiment due to its fragility and risk of modern DNA contamination associated with sample handling, its extremely small size, and the need to preserve the ancient DNA intact. A set of eight images of this sample were digitalized and selected considering the level of quality required (Fig. 7).
The intensity patterns were recorded by using a CCD camera with a resolution of 1280x1024 pixels in grayscale and a National Instruments data acquisition card. The measurement process was controlled by NI LabVIEW, and the system was calibrated in gamma and sinusoidal projection through this software. The images were processed with MATLAB software applying several algorithms; however, systematic errors and miscalibrations were still present. Since each displacement in phase has a partial error shift when the relative phase increment occurs, it is necessary to estimate the phase shifts error.

5. Results and discussion

By using Carré’s phase estimator, the error in the phase shift among interferograms was revealed. Therefore, the need to design a set of eight-frame algorithms for phase shifting profilometry (PSP) immune to systematic errors, such as higher harmonics in the intensity signal, detuning, nonlinear response of photodetectors, random intensity noise and vibrations [17] in these measures becomes essential as shown in Fig. 8.
Fig. 8. Phase estimator of images achieved from semi-fossilized samples. The ideal phase step is \( \pi/4 \).

For the development of the best mathematical method for processing the phase shift, several comparisons have been made considering the immunity to errors and miscalibrations of each of the algorithms mentioned above (Fig. 9). Accordingly, the width and shape of the histogram represent the variation of phase shifts.

Fig. 9. A section of the wrapped phase achieved from experimental images. (a) Schmit’s filter. (b) Carré’s filter. (c) Hibino’s filter. (d) Surrel (\( N + 1 \)) bucket filter.

For these interferograms, it is evident that Carré’s approach is susceptible to higher-order harmonics in the signal [9]. Filters reported previously in [12] have a good fitting to phase miscalibrations, but in the case of turbulences this method is not recommendable. Results from well-known algorithms, as proposed by Schmit (Fig. 9(a)) and Carré (Fig. 9(b)), show a high sensitivity to systematic errors. Hibino and Surrel (Figs. 9(c)–9(d) respectively) methods are more sophisticated in correcting errors, but there are some inconsistencies in the form of the wrapped phase. Least-square filter in Fig. 10(a) is enough for most applications, because many do not require a maximum level of immunity to detuning and miscalibrations of the phase shifts. Methods proposed have the robustness to manage interferograms with physical limitations and the intrinsically experimental errors present in this kind of measures. The first one is the well-known least-square eight-frame filter, the second corresponds with an algorithm specialized in compensating the phase shift linear detuning error, while the third algorithm is designed to compensate the linear bias variation error and the fourth is an
algorithm that simultaneously compensates both kind of errors. However, a successful result depends on two main facts, the algorithm and the kind of errors and noise present in the set of frames measured.

![Images](a) Least-square filter. (b) MDE filter, cut off frequencies in $0, \pi/4, \pi/2, 3\pi/4, \pi$. (c) MBE filter, cut off in $0, \pi/4, \pi/2, \pi, 3\pi/4$. (d) DBE filter, cut off in $0, \pi/4, \pi/2, 3\pi/4, \pi$.

In addition, the evaluation of intensities can be made by plotting a linear slice across interferograms and analyzing the profile of the phase as in Fig. 11. SNR evaluation of our proposed methods is significantly lower. The MDE algorithm shown in Fig. 10(b) with cut off frequencies in $0, \pi/4, \pi/2, 3\pi/4, \pi$ has the better immunity to experimental errors in this FPP arrangement and these samples in particular.

![Images](Figures)

Fig. 11. A horizontal line of each image shown in Fig. 10.

These results are consistent with the unwrapped heights map, and it gives the right step for the analyses. A textured map of unwrapped phase is shown in Fig. 12. When the algorithm is limited in suppressing errors, we generally need more expensive equipment for the
experiment to compensate them. On the other hand, having a good algorithm and considering the particular experimental conditions, more economic equipment will be enough to cover the needs of precision and accuracy of the experiment.

Most eight step algorithms are centered at \( \pi/2 \) [22]; however, as the error distribution is greater for each step, a filter centered in a further step (\( \pi/4 \) in this case) and immune to detuning (given the dispersion of the phase steps in Fig. 8) is needed to compensate experimental errors. In our experiment, objects under study were small (~20mm), and the technique proved to be a simple, cheap, and flexible method to be applied in areas that use phase shifting interferometry, but also other fields like paleontology, anthropology, and the sort. For instance, studies that need high resolution images for a posteriori scientific analyses, as well as morphological studies that involve ancient DNA preservation and reconstruction of semi-fossilized samples at different scales, are some of the applications and advantages of the described technique.

6. Conclusions

We have obtained four novel filters corresponding with eight-frame algorithms to solve the problem of the reconstruction of three-dimensional surfaces in semi-fossilized materials. They are able to estimate the phase shifts by minimizing the high-order correlations between the reconstructed phases and the reconstructed amplitudes of the reference wave, which are introduced by phase shift errors in PSP. The proposed algorithms are not reported previously, they were tested experimentally besides simulations. Too they were compared with traditional eight step PSP methods. In particular, the MDE filter reduces significantly the influence of the detuning error and harmonics. This algorithm has several advantages over similar ones. First, it allows us to analyze materials with several optical properties involved in miscalibrations and phase errors. Second, it is suitable for studies that involve FPP systems. The effectiveness and improvement of the proposed algorithms and procedures have been supported and confirmed by our simulations and experimental results.
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