A DISCRETE DATA ASSIMILATION SCHEME FOR THE SOLUTIONS OF THE 2D NAVIER-STOKES EQUATIONS AND THEIR STATISTICS
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Abstract. We adapt a previously introduced continuous in time data assimilation (downscaling) algorithm for the 2D Navier-Stokes equations to the more realistic case when the measurements are obtained discretely in time and may be contaminated by systematic errors. Our algorithm is designed to work with a general class of observables, such as low Fourier modes and local spatial averages over finite volume elements. Under suitable conditions on the relaxation (nudging) parameter, the spatial mesh resolution and the time step between successive measurements, we obtain an asymptotic in time estimate of the difference between the approximating solution and the unknown reference solution corresponding to the measurements, in an appropriate norm, which shows exponential convergence up to a term which depends on the size of the errors. A stationary statistical analysis of our discrete data assimilation algorithm is also provided.

1. Introduction

The idea of data assimilation is to obtain a good approximation of the state of a certain physical system by combining observational data with dynamical principles pertaining to the underlying mathematical model, which allows for a downscaling process. It is widely used in many fields of geosciences, mainly for oceanic and atmospheric forecasting.

One of the approaches to this question consists in the use of feedback control algorithms, which have been considered by many researchers in the past few decades. Among the earlier related works, see, e.g., [33] and references therein, for a study regarding linear time-invariant systems, and also [35, 43], concerning nonlinear systems.

Within this context, the classical method of continuous in time data assimilation (i.e. by employing observational measurements obtained continuously in time) consists in inserting the measurements directly into the model as it is integrated in time [9, 12]. For example, in the case of measurements given by projections onto low Fourier modes, one may explore this idea by introducing the low Fourier mode observables into the equation for the evolution of the high Fourier modes [8, 25, 26, 30, 36, 37]. However, in the case when the measurements are collected from a discrete set of nodal points, such approach may present some difficulties,
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since it is not possible to compute the exact values of the spatial derivatives present in the model.

In [3], a new algorithm of continuous in time data assimilation was introduced inspired by ideas from control theory [4]. This algorithm was given for the 2D Navier-Stokes equations, but it is in fact applicable to a large class of dissipative evolution equations. In this new approach, instead of inserting the measurements directly into the model, a feedback control term is introduced into the original evolution equation of the system, which forces the coarse spatial scales of the solution of the new model, i.e. the approximating solution, towards the coarse spatial scales of the solution of the original system, i.e. the reference solution. This type of technique was previously called Newtonian nudging or dynamic relaxation method (see, e.g. [27] and references therein), and usually considered in much simpler scenarios. The advantage in this new algorithm is that no derivatives are required of the observational measurements, and thus it works for a general class of interpolant operators.

More specifically, consider the 2D incompressible Navier-Stokes equations, which are given by

\[
\frac{\partial u}{\partial t} - \nu \Delta u + (u \cdot \nabla)u + \nabla p = f, \quad \nabla \cdot u = 0.
\]  

(1.1)

where \(u = (u_1, u_2)\) and \(p\) are the unknowns, and represent the velocity vector field and the pressure, respectively; while \(f\) and \(\nu\) are given, and represent the mass density of volume forces applied to the fluid and the kinematic viscosity parameter, respectively.

In this case, the reference solution is given by a solution \(u\) of (1.1), for which the initial data is missing. In [3], the measurements corresponding to this reference solution are assumed to be free of errors, obtained continuously in time and discretely in space, from a mesh in the physical domain with resolution of size \(h\). In order to deal with these spatial discrete measurements in the data assimilation algorithm, an interpolation operator in space is considered and denoted by \(I_h\). This operator is assumed to satisfy a suitable condition of approximation of identity. Then, the continuous in time data assimilation algorithm introduced in [3] consists in finding a solution \(v = v(x, t)\) of the following problem, for \((x, t) \in \Omega \times [t_0, \infty) \subset \mathbb{R}^2 \times \mathbb{R}\):

\[
\frac{\partial v}{\partial t} - \nu \Delta v + (v \cdot \nabla)v + \nabla \tilde{p} = f - \beta (I_h(v) - I_h(u)),
\]  

\[
\nabla \cdot v = 0,
\]  

\[
v(t_0) = v_0,
\]  

(1.2) (1.3) (1.4)

where \(u = u(x, t)\) is the reference solution, satisfying (1.1); \(\tilde{p}\) is a modified pressure; \(\beta\) is the relaxation (nudging) parameter; and \(v_0\) is an arbitrary initial condition. Notice that the measurements are incorporated into the algorithm through the second term on the right-hand side of (1.2), the feedback control term, where the coarse spatial scales of \(v\) are forced towards the coarse spatial scales of \(u\) with the help of the relaxation parameter \(\beta\).

The idea behind the introduction of this feedback term comes from the fact that certain dissipative evolution equations are determined by only a finite number of degrees of freedom, a result that was first rigorously proved by Foias and Prodi [19] in the case of low Fourier modes for the 2D Navier-Stokes equations. More specifically, they prove that if the first \(N\) Fourier modes of any two solutions tend
to zero asymptotically in time, for a sufficiently large \( N \), then the difference between the whole two solutions also tends to zero asymptotically in time. Later, similar results were proved for other types of degrees of freedom, such as nodes and local averages over volume elements \([20, 21, 28, 29]\), and also for a larger class of dissipative evolution equations \([10]\).

This suggests that, under suitable conditions on the associated parameters, forcing the coarse spatial scales of the approximating solution towards those of the reference solution should be enough for making them converge to each other asymptotically in time. Indeed, in \([3]\) the authors show that, given an arbitrary initial data \( v_0 \) for the approximate model and under suitable conditions on the spatial resolution \( h \) and on the coefficient \( \beta \) of the feedback term (the relaxation parameter), the approximate solution \( v \) converges exponentially to the reference solution \( u \) as time goes to infinity, in an appropriate norm.

Notably, in \([2, 22]\), numerical studies of the continuous data assimilation algorithm from \([3]\) were done, indicating that the algorithm actually performs remarkably well for significantly less restrictive values of the parameters \( \beta \) and \( h \) than the ones suggested by the analytical estimates in \([3]\).

Several other works followed by using the approach from \([3]\) applied to different systems of equations and also different contexts such as missing some state variables in the observations \([11, 12, 14, 15, 16, 34]\) (see also \([23, 24]\) for previous approaches in this subject). However, most of these previous works assumed that the measurements were free of errors and obtained continuously in time. Although, we remark that continuous in time data assimilation with stochastically noisy data was considered in \([5]\) by using the framework from \([3]\), and error-free spatio-temporal discrete data assimilation was studied in \([25]\) by using a previous algorithm. Moreover, noisy observations were also considered in \([6, 32]\) in the context of the 3DVAR filtering method.

The purpose of this present work is to adapt the continuous in time data assimilation algorithm introduced in \([3]\) for the 2D Navier-Stokes equations to the more realistic case when the measurements are obtained discretely in time and may be contaminated by systematic errors.

In this context, we consider an increasing sequence of instants of time \( \{t_n\}_{n \in \mathbb{N}} \subset \mathbb{R} \) at which measurements are taken, such that \( t_n \to \infty \). The maximum step size between successive measurements is denoted by a positive constant \( \kappa \), so that \( |t_{n+1} - t_n| \leq \kappa \), for all \( n \in \mathbb{N} \). Also, for each \( n \in \mathbb{N} \), we denote by \( \eta_n \) the error associated to the measurement at time \( t_n \). Moreover, we denote as before by \( h \) the resolution of the mesh in the physical domain and consider an interpolation operator in space given by \( I_h \). Here, we assume that \( I_h \), besides satisfying the condition of approximation of identity, is also a bounded operator with respect to an appropriate norm. Our discrete data assimilation algorithm consists in finding a solution \( v = v(x, t) \) of the following problem, for \( (x, t) \in \Omega \times [t_0, \infty) \subset \mathbb{R}^2 \times \mathbb{R}^+ \):

\[
\frac{\partial v}{\partial t} - \nu \Delta v + (v \cdot \nabla) v + \nabla q = f - \beta \sum_{n=0}^{\infty} (I_h(v(t_n)) - I_h(u(t_n))) \chi_n + \beta \sum_{n=0}^{\infty} \eta_n \chi_n, \quad (1.5)
\]

\[
\nabla \cdot v = 0, \hspace{1cm} (1.6)
\]

\[
v(t_0) = v_0, \hspace{1cm} (1.7)
\]
where \( u = u(x,t) \) is the reference solution, satisfying (1.1); \( q \) is a modified pressure; \( \beta \) is the relaxation parameter; \( \chi_n \) is the characteristic function of the interval \([t_n, t_{n+1})\); and \( v_0 \) is an arbitrary initial data.

Notice that the difference between (1.2) and (1.5) relies on the interpolation in time that is done in the feedback term through the characteristic functions \( \chi_n \), and also on the additional last term on the right-hand side of (1.5), which is due to the errors. In one of our main results (Theorem 4.2), we show that, under suitable conditions on \( \beta, \kappa \) and \( h \), the asymptotic in time limit of the difference between the approximate solution \( v \) satisfying (1.5) and the reference solution \( u \) satisfying (1.1) (corresponding to the error-contaminated measurements \( I_h(u(t_n)) + \eta_n, n \in \mathbb{N} \)) is bounded above by the maximum size of the errors multiplied by an absolute constant. In particular, our result shows that there is no accumulation of errors in time. Also, in the particular case of error-free measurements, we have exponential convergence of \( v \) towards \( u \), an analogous result to the one obtained in [3].

Moreover, we also study the stationary statistical behavior of our algorithm. This is motivated by the fact that most applications of data assimilation involve fully developed turbulent flows, which display a regular statistical behavior as opposed to the highly unpredictable behavior of instantaneous values. Thus, it is common for experimentalists to consider averages (with respect to time, space or to an ensemble of experiments) of the characteristic physical quantities associated to the flow, such as energy, enstrophy, energy dissipation rate, etc., and also their correlations in space or time.

For this statistics part, assuming again the same hypotheses of the result for individual solutions, we obtain in Theorem 5.1 an asymptotic in time estimate of the difference between time averages of characteristic physical quantities associated to the approximating solution and the reference solution, given by a superior bound which depends again on the size of the errors. Also, again under the same hypotheses, but considering the particular case in which the measurements are error-free, we show in Theorem 5.3 that the limit of time averages associated to the approximating solution coincide with the ensemble averages, with respect to a certain invariant measure, associated to the reference solution.

Therefore, these results allow one to obtain information on averages of physical quantities associated to the unknown reference solution through averages of the same quantities associated to the approximating solution, which can be effectively computed through our discrete data assimilation algorithm.

We remark that, although we consider here a discrete in time data assimilation algorithm for the 2D Navier-Stokes equations, similar ideas can also be applied to other dissipative systems, in the same way that the continuous in time data assimilation algorithm from [3] was extended to other equations, such as the Bénard convection model [14, 16], the Navier-Stokes-\( \alpha \) equations [1] and the Brinkman-Forchheimer-Extended Darcy model [34].

This paper is organized as follows. In section 2 we review some of the mathematical setting related to the 2D incompressible Navier-Stokes equations. In section 3 we give further details about our discrete data assimilation algorithm and prove existence and uniqueness of weak and strong solutions. In section 4 we analyze the asymptotic behavior in time of individual solutions of our algorithm and divide it into two subsections: first, we consider the particular case of an interpolant operator given by the projection onto low Fourier modes; later, we consider the case
of a general interpolant operator. The reason for considering the particular case of Fourier modes separately is that it provides more freedom in the calculations and yields slightly less strict conditions on the parameters. In section 5, we analyze the stationary statistical behavior of our algorithm. Finally, in the Appendix, we consider the particular example of interpolant operator given by the sum of averages over finite volume elements, and show explicit uniform bounds of the sequence of errors \( \{ \eta_n \}_{n \in \mathbb{N}} \) in the \( L^2(\Omega)^2 \) and \( H^1(\Omega)^2 \) norms, with respect to given parameters.

2. Mathematical setting of the 2D Navier-Stokes equations

In this section we provide a brief overview of the background material on the two-dimensional incompressible Navier-Stokes equations, given in [11]. For a more detailed discussion, the reader is referred to, e.g., [11, 17, 41].

We denote the space variable by \( x = (x_1, x_2) \), which varies in a domain \( \Omega \subset \mathbb{R}^2 \). Also, the time variable is denoted by \( t \) and varies in the interval \([t_0, \infty)\), with \( t_0 \) representing the initial time. For simplicity, we assume that the forcing term \( f \) is time-independent and satisfies \( f \in L^2(\Omega)^2 \). Notably, similar relevant results are also valid if \( f \in L^2(t_0, \infty; L^2(\Omega)^2) \).

We endow system (1.1) with either periodic or no-slip boundary conditions. In the periodic case, we consider \( \Omega = (0, L) \times (0, L) \) and assume that the flow is periodic with period \( L \) in each spatial direction \( x_i, \ i = 1, 2 \). Moreover, we assume that

\[
\int_\Omega f(x) dx = 0.
\]

In the no-slip case, we consider \( \Omega \) as a bounded subset of \( \mathbb{R}^2 \) with sufficiently smooth boundary \( \partial \Omega \) and assume that \( \mathbf{u} = 0 \) on \( \partial \Omega \).

With respect to each type of boundary condition, we have a different space of test functions, denoted by \( \mathcal{V} \). In the periodic case, we consider \( \mathcal{V} \) as the set of all \( L \)-periodic trigonometric polynomials from \( \mathbb{R}^2 \) to \( \mathbb{R}^2 \) that are divergence free and have zero average. In the no-slip case, we consider \( \mathcal{V} \) as the family of divergence free and compactly supported \( C^\infty \) vector fields defined on \( \Omega \) with values in \( \mathbb{R}^2 \).

We denote by \( H \) the closure of \( \mathcal{V} \) with respect to the norm in \( L^2(\Omega)^2 \), and by \( V \) the closure of \( \mathcal{V} \) under the \( H^1(\Omega)^2 \) norm. Also, we denote by \( H' \) and \( V' \) the dual spaces of \( H \) and \( V \), respectively. We identify \( H \) with its dual, so that we obtain \( V \subset H \subset V' \), with the injections being continuous, compact and each space dense in the following one. The duality product between \( V \) and \( V' \) is denoted by \( \langle \cdot, \cdot \rangle_{V', V} \).

We consider the same notation from [17] and denote the inner products in \( H \) and \( V \) by \( \langle \cdot, \cdot \rangle_{L^2} \) and \( \langle \cdot, \cdot \rangle_{H^1} \), respectively. They are defined as

\[
(\mathbf{u}, \mathbf{v})_{L^2} = \int_{\Omega} \mathbf{u}(x) \cdot \mathbf{v}(x) dx, \quad \forall \mathbf{u}, \mathbf{v} \in H,
\]

\[
\langle \mathbf{u}, \mathbf{v} \rangle_{H^1} = \int_{\Omega} \sum_{i=1}^{2} \frac{\partial \mathbf{u}}{\partial x_i} \cdot \frac{\partial \mathbf{v}}{\partial x_i} dx, \quad \forall \mathbf{u}, \mathbf{v} \in V,
\]

and the associated norms are given by \( |\mathbf{u}|_{L^2} = (\mathbf{u}, \mathbf{u})_{L^2}^{1/2}, \|\mathbf{u}\|_{H^1} = \langle \mathbf{u}, \mathbf{u} \rangle_{H^1}^{1/2} \).

The fact that \( \|\cdot\|_{H^1} \) defines a norm in \( V \) is justified via the Poincaré inequality, given by

\[
\lambda_1^{1/2} |\mathbf{u}|_{L^2} \leq \|\mathbf{u}\|_{H^1}, \quad \forall \mathbf{u} \in V,
\]

(2.1)

where \( \lambda_1 \) is the first eigenvalue of the Stokes operator, defined in (2.3) below.
Moreover, we denote $Q_m$ with the domain of $A$, therefore, it admits an orthonormal basis of eigenvectors of $A$.

The Ladyzhenskaya inequality, $\exists \text{ a nondecreasing sequence of positive eigenvalues} \{\lambda_m\}_{m \in \mathbb{N}}$ associated with $A$, with $\lambda_m \to \infty$ as $m \to \infty$.

We also consider, for each $m \in \mathbb{N}$, the low modes projector $P_m$, which is defined as the orthogonal projector of $H$ onto the subspace $H_m = \text{span}\{w_1, \ldots, w_m\}$. Moreover, we denote $Q_m = I - P_m$.

The bilinear operator $B$ satisfies the following property:

$$\langle B(u_1, u_2), u_3 \rangle_{V', V} = -\langle B(u_1, u_3), u_2 \rangle_{V', V}, \quad \forall u_1, u_2, u_3 \in V. \quad (2.4)$$

We recall some well-known inequalities which are valid in two dimensions, namely, the Ladyzhenskaya inequality,

$$\|u\|_{L^4} \leq c_L \|u\|_{L^2}^{1/2} \|u\|_{H^1}^{1/2}, \quad \forall u \in V; \quad (2.5)$$

and the Brézis-Gallouet inequality [7, 13],

$$\|u\|_{L^\infty} \leq c_B \|u\|_{H^1} \left(1 + \log \left(\frac{\|Au\|_{L^2}}{\lambda_1^{1/2} \|u\|_{H^1}}\right)\right)^{1/2}, \quad \forall u \in D(A). \quad (2.6)$$

Here, $c_L$ and $c_B$ denote nondimensional (scale invariant) constants, and $\| \cdot \|_{L^4}$ and $\| \cdot \|_{L^\infty}$ denote the usual norms in the Lebesgue spaces $L^4(\Omega)^2$ and $L^\infty(\Omega)^2$, respectively.

Property (2.4) and the Ladyzhenskaya inequality, (2.5), imply the following inequality for the bilinear term:

$$|\langle B(u_1, u_2), u_3 \rangle_{V', V}| \leq c_B^2 \|u_1\|_{L^2}^{1/2} \|u_1\|_{H^1}^{1/2} \|u_2\|_{L^2}^{1/2} \|u_2\|_{H^1} \|u_3\|_{H^1}, \quad \forall u_1, u_2, u_3 \in V, \quad (2.7)$$

from which it follows that

$$\|B(u_1, u_2)\|_{V'} \leq c_B^2 \|u_1\|_{L^2}^{1/2} \|u_1\|_{H^1}^{1/2} \|u_2\|_{L^2}^{1/2} \|u_2\|_{H^1}^{1/2}, \quad \forall u_1, u_2 \in V. \quad (2.8)$$

Also,

$$|\langle B(u_1, u_2), u_3 \rangle_{L^2}| \leq c_B^2 \|u_1\|_{L^2}^{1/2} \|u_1\|_{H^1}^{1/2} \|u_2\|_{L^2}^{1/2} \|u_2\|_{H^1}^{1/2} \|Au_2\|_{L^2}^{1/2} \|u_3\|_{L^2}, \quad \forall u_1 \in V, \forall u_2 \in D(A), \forall u_3 \in H. \quad (2.9)$$
which implies that
\[ |B(u_1, u_2)|_{L^2} \leq c_B^2 |u_1|_{L^2}^{1/2} |u_1|_{H^1}^{1/2} |u_2|_{H^1}^{1/2} |Au_2|_{L^2}^{1/2}, \quad \forall u_1 \in V, \forall u_2 \in D(A). \quad (2.10) \]
Moreover, from Brézis-Gallouet inequality, (2.10), it follows that
\[ |(B(u_1, u_2), u_3)_{L^2}| \leq c_H |u_1|_{H^1} \left( 1 + \log \left( \frac{|Au_1|_{L^2}}{\lambda_1^{1/2} |u_1|_{H^1}} \right) \right)^{1/2} |u_2|_{H^1} |u_3|_{L^2}, \quad \forall u_1 \in D(A), \forall u_2 \in V, \forall u_3 \in H, \quad (2.11) \]
so that
\[ |B(u_1, u_2)|_{L^2} \leq c_B |u_1|_{H^1} |u_2|_{H^1} \left( 1 + \log \left( \frac{|Au_1|_{L^2}}{\lambda_1^{1/2} |u_1|_{H^1}} \right) \right)^{1/2}, \quad \forall u_1 \in D(A), \forall u_2 \in V. \quad (2.12) \]
Moreover, we recall the following logarithmic inequalities for the bilinear term which were proved in [42]:
\[ |(B(u_1, u_2), Au_3)_{L^2}| \leq c_T |u_1|_{H^1} |u_2|_{H^1} |Au_3|_{L^2} \left( 1 + \log \left( \frac{|Au_1|_{L^2}}{\lambda_1^{1/2} |u_1|_{H^1}} \right) \right)^{1/2}, \quad \forall u_1 \in V, \forall u_2, u_3 \in D(A), \quad (2.13) \]
\[ |(B(u_1, u_2), Au_3)_{L^2}| \leq c_T |u_1|_{H^1} |u_2|_{H^1} |Au_3|_{L^2} \left( 1 + \log \left( \frac{|Au_1|_{L^2}}{\lambda_1^{1/2} |u_1|_{H^1}} \right) \right)^{1/2}, \quad \forall u_1, u_3 \in D(A), \forall u_2 \in V. \quad (2.14) \]
where \( c_T \) is a nondimensional constant.

It is well-known that given an initial data \( u_0 \in H \) there exists a unique weak solution of (2.2) defined on \([t_0, \infty)\) and satisfying \( u(t_0) = u_0 \). Moreover, if \( u_0 \in V \), then it is also true that there exists a unique strong solution of \( (2.2) \) defined on \([t_0, \infty)\) satisfying this initial condition. For completeness, we state these results below, where the notions of weak and strong solutions are also made more precise.

**Theorem 2.1** (Existence and uniqueness of weak solutions). Let \( u_0 \in H \). Then, there exists a unique (weak) solution \( u \) of (2.2) satisfying \( u(t_0) = u_0 \) and
\[ u \in C([t_0, \infty); H) \cap L^2_{loc}(t_0, \infty; V), \quad \frac{du}{dt} \in L^2_{loc}(t_0, \infty; V'). \]
Moreover, \( u \) depends continuously on the initial data \( u_0 \).

**Theorem 2.2** (Existence and uniqueness of strong solutions). Let \( u_0 \in V \). Then, there exists a unique (strong) solution \( u \) of (2.2) satisfying \( u(t_0) = u_0 \) and
\[ u \in C([t_0, \infty); V) \cap L^2_{loc}(t_0, \infty; D(A)), \quad \frac{du}{dt} \in L^2_{loc}(t_0, \infty; H). \]
Moreover, \( u \) depends continuously on the initial data \( u_0 \).

Theorem 2.1 implies that, for each \( t \in I = [t_0, \infty) \), we have a well-defined operator \( S(t) : H \to H \), given by
\[ S(t)u_0 = u(t), \quad \forall u_0 \in H, \quad (2.15) \]
where \( u(t) \) is the value at time \( t \) of the unique (weak) solution of (1.1) satisfying \( u(t_0) = u_0 \). The family of operators \( \{ S(t) \}_{t \geq t_0} \) is a semigroup for system (1.1).

We say that \( B \subset H \) is a bounded absorbing set if it is a bounded set with the property that, for every bounded subset \( B \subset H \), there exists a time \( T = T(B) \) for which \( S(t)B \subset B \), for all \( t \geq T \). The existence of a bounded absorbing set with respect to \( \{ S(t) \}_{t \geq t_0} \) was first obtained in [19].

Given a bounded absorbing set \( B \subset H \), the global attractor \( A \) of (2.2) is defined as the \( \omega \)-limit set of \( B \) or, equivalently,

\[
A = \bigcap_{t \geq t_0} S(t)B.
\]

The global attractor is a compact and invariant subset of \( H \), which means that \( S(t)A \subset A \), for all \( t \geq t_0 \). In other words, given \( u_0 \in A \), the unique solution \( u \) of (2.2) defined on \([t_0, \infty)\) and satisfying \( u(t_0) = u_0 \), remains in the global attractor for all later time, i.e. \( u(t) \in A \), for all \( t \geq t_0 \). Moreover, \( A \) is also a bounded subset of \( V \), which implies, by Theorem 2.2 and the invariance of \( A \), that any trajectory in \( A \) is a strong solution.

We recall the definition of the Grashof number, which is the nondimensional quantity given by

\[
G = \frac{|g|}{\nu^2 \lambda_1^2}.
\]

In the next proposition we recall some uniform bounds of the attractor with respect to the \( H \) and \( V \) norms. The bounds are given in terms of the Grashof number \( G \). For the proofs, we refer to any of the references listed above ([11, 17, 41]).

In the statement below and in the remainder of this work, we denote by \( c \) a generic absolute constant, whose value may change from line to line.

**Proposition 2.1.** For every \( u \in A \), the following hold:

(i) In the case of periodic boundary conditions,

\[
|u|_{L^2} \leq \nu G, \quad \|u\|_{H^1} \leq \nu \lambda_1^{1/2} G,
\]

(ii) In the case of no-slip boundary conditions,

\[
|u|_{L^2} \leq \nu G, \quad \|u\|_{H^1} \leq c \nu \lambda_1^{1/2} G e^{G/4},
\]

In order to simplify the notation, we will represent the uniform bounds from Proposition 2.1 by writing

\[
|u|_{L^2} \leq M_0, \quad \|u\|_{H^1} \leq M_1, \quad \forall u \in A,
\]

where \( M_0 \) and \( M_1 \) are dimensional constants depending on the Grashof number \( G \), and whose values vary according to the boundary condition being considered, periodic or no-slip. Note, however, that \( M_0 = \nu G \) in both cases.

### 3. Discrete Data Assimilation Algorithm

As it was already pointed out in the Introduction, the purpose of our work is to consider discrete measurements in space and time, which may also be contaminated by errors, and to construct a data assimilation algorithm in order to recover asymptotically in time the exact reference solution, satisfying the 2D Navier-Stokes equations, corresponding to these measurements.
Since our goal here is to analyze the long-time behavior of solutions, in all the statements below we make the assumption that the reference solution $u$ is a trajectory in $\mathcal{A}$, the global attractor of the 2D Navier-Stokes equations, recalled in section [2]. We remark, however, that the same results still hold by assuming that $u$ is a solution of the 2D Navier-Stokes equations starting at a point $u(t_0) = u_0 \in H$ with $t_0$ large enough so that the uniform bounds (2.15) are also valid for $u$, up to a multiplicative absolute constant.

We now describe the necessary setup for introducing our algorithm. Let us denote by $\{t_n\}_{n \in \mathbb{N}}$ the sequence of instants of time in $[t_0, \infty)$ at which measurements are taken. We assume that $t_n < t_{n+1}$, $\forall n \in \mathbb{N}$, and $t_n \to \infty$, as $n \to \infty$.

Moreover, we denote the maximum step size between successive measurements by a positive constant $\kappa$, so that $|t_{n+1} - t_n| \leq \kappa$, $\forall n \in \mathbb{N}$.

Also, we assume that the data is collected from a spatial coarse mesh with resolution of size $h$.

In order to be able to use these discrete measurements in our algorithm, we must perform an interpolation in time and space. For the spatial interpolation, we consider a linear operator $I_h : L^2(\Omega)^2 \to L^2(\Omega)^2$, which is assumed to satisfy the following properties:

(P1) There exists a positive constant $c_0$ such that

$$\|\varphi - I_h(\varphi)\|_{L^2} \leq c_0 h \|\varphi\|_{H^1}, \quad \forall \varphi \in H^1(\Omega)^2. \tag{3.1}$$

(P2) $I_h : L^2(\Omega)^2 \to L^2(\Omega)^2$ is a bounded operator, i.e. there exists a positive constant $c_1$ such that

$$|I_h(\varphi)|_{L^2} \leq c_1 |\varphi|_{L^2}, \quad \forall \varphi \in L^2(\Omega)^2. \tag{3.2}$$

An example of interpolant operator satisfying properties (P1) and (P2) is given by the low Fourier modes projector $P_m$, with $\lambda_1 m \leq 1/h^2$, where we recall that $\lambda_1$ is the first eigenvalue of the Stokes operator. Another more physical example is given by the sum of local spatial averages over finite volume elements (see, e.g., [21, 28, 29]).

Finally, we denote by $\eta_n$ the error associated to the measurements at time $t_n$, obtained after interpolation in space (for details on how to obtain $\eta_n$ in a particular example, see the Appendix). We assume that $\eta_n \in L^2(\Omega)^2$.

The observational measurements at each time $t_n$ are thus represented by

$$\tilde{u}(t_n) = I_h(u(t_n)) + \eta_n, \tag{3.3}$$

where $u$ is the unknown reference solution, satisfying (2.2).

Then, inspired by the continuous data assimilation algorithm introduced in [3], we introduce the following discrete data assimilation algorithm for finding an approximate solution $v$ of the unknown reference solution $u$ of the two-dimensional Navier-Stokes equations. Given an arbitrary initial data $v_0$, we look for a function
where \( \nu \) and \( f \) are the same kinematic viscosity parameter and forcing term from (1.1), respectively; \( q \) is a modified pressure; \( \tilde{u}(t_n) \) represents the observational measurements at time \( t_n \), given in [3.3]; \( \chi_n \) is the characteristic function of the interval \([t_n, t_{n+1})\); and \( \beta > 0 \) is a relaxation (nudging) parameter. The purpose of \( \beta \) is to force the coarse spatial scales of \( v \) toward those of the reference solution \( u \).

Notice that, using the definition of \( \tilde{u}(t_n) \) given in [3.3] and the functional setting from section [2], we can rewrite system [3.4]–[3.5] in the following equivalent form

\[
\frac{dv}{dt} + \nu Av + B(v, v) = g - \beta \sum_{n=0}^{\infty} P_{\sigma}(I_h(v(t_n)) - I_h(\tilde{u}(t_n)))\chi_n + \beta \sum_{n=0}^{\infty} P_{\sigma}(\eta_n)\chi_n, \quad (3.6)
\]

where \( g = P_{\sigma}f \), as before.

The existence and uniqueness of weak and strong solutions for the initial-value problem associated to (3.6) can be proved by using the classical corresponding results already known for the 2D Navier-Stokes equations (Theorems 2.1 and 2.2). These are proved in the following two theorems. We remark that, as in Theorems 2.1 and 2.2, the result below is also valid in the more general case when \( g \in L^\infty(t_0, \infty; H) \).

**Theorem 3.1.** Let \( v_0 \in H \) and let \( u \) be a trajectory in \( A \). Then, there exists a unique (weak) solution \( v \) of (3.6) on \([t_0, \infty)\), satisfying \( v(t_0) = v_0 \) and

\[
v \in C([t_0, \infty); H) \cap L^2_{\text{loc}}(t_0, \infty; V), \quad \frac{dv}{dt} \in L^2_{\text{loc}}(t_0, \infty; V'). \quad (3.7)
\]

**Proof.** Consider \( h_0 = g - \beta(I_h(v_0) - \tilde{u}(t_0)) \). Since \( v_0 \in H \) and \( h_0 \in H \), by Theorem 2.1 there exists a unique weak solution \( v^0 \) of the 2D Navier-Stokes equations on \([t_0, \infty)\) corresponding to the forcing term \( h_0 \) and such that \( v^0(t_0) = v_0 \).

Then, considering \( h_1 = g - \beta(I_h(v^0(t_1)) - \tilde{u}(t_1)) \in H \) and applying Theorem 2.1 once again, we have a unique weak solution \( v^1(t_1) \) of the 2D Navier-Stokes equations on \([t_1, \infty)\) corresponding to the forcing term \( h_1 \) and such that \( v^1(t_1) = v^0(t_1) \in H \).

Proceeding inductively, we have that for each \( n \in \mathbb{N} \) there exists a unique weak solution \( v^n \) of the 2D Navier-Stokes equations on \([t_n, \infty)\) corresponding to the forcing term \( h_n = g - \beta(I_h(v^{n-1}(t_n)) - \tilde{u}(t_n)) \in H \) and such that \( v^n(t_n) = v^{n-1}(t_n) \in H \).

Let \( v \) be the function defined on \([t_0, \infty)\) and given by

\[
v(t) = v^n(t), \quad \forall t \in [t_n, t_{n+1}), \quad \forall n \in \mathbb{N}.
\]

By construction, \( v \) is a solution of (3.6) satisfying \( v(t_0) = v_0 \) and the properties in (3.7). Indeed, the equality \( v^n(t_n) = v^{n-1}(t_n) \), valid for all \( n \in \mathbb{N} \), guarantees that \( v \) is a continuous function on \([t_0, \infty)\) in \( H \). Moreover, since for every \( n \in \mathbb{N} \) we have

\[
v^n \in L^2_{\text{loc}}(t_n, \infty; V), \quad \frac{dv^n}{dt} \in L^2_{\text{loc}}(t_n, \infty; V'),
\]



\[
\frac{\partial v}{\partial t} - \nu \Delta v + (v \cdot \nabla) v + \nabla q = f - \beta \sum_{n=0}^{\infty} (I_h(v(t_n)) - \tilde{u}(t_n))\chi_n, \quad (3.4)
\]

\[
\nabla \cdot v = 0, \quad (3.5)
\]
and the sequence \( \{t_n\}_{n \in \mathbb{N}} \) of concatenating points is a countable set, it follows that
\[
v \in L^2_{\text{loc}}(t_0, \infty; V), \quad \frac{dv}{dt} \in L^2_{\text{loc}}(t_0, \infty; V').
\]

For the uniqueness, suppose that \( \bar{v} \) is another weak solution of (3.6) on \([t_0, \infty)\) satisfying \( \bar{v}(t_0) = v_0 \). Thus, \( \bar{v}|_{[t_0, t_1]} \) is a weak solution of the 2D Navier-Stokes equations on \([t_0, t_1]\) corresponding to the forcing term \( h_0 \) satisfying \( \bar{v}|_{[t_0, t_1]}(t_0) = v_0 = v|_{[t_0, t_1]}(t_0) \), so that \( \bar{v}|_{[t_0, t_2]} = v|_{[t_0, t_2]} \). But since \( v, \bar{v} \in C([t_0, \infty); H) \), they must also coincide on the closed interval \([t_0, t_1]\). Then, we can apply the same argument to the following interval \([t_1, t_2]\) and, proceeding inductively, to all subsequent intervals \([t_n, t_{n+1})\), \( n \geq 2 \). Therefore, \( v = \bar{v} \). □

**Theorem 3.2.** Let \( v_0 \in V \) and let \( u \) be a trajectory in \( A \). Then, there exists a unique (strong) solution \( v \) of (3.6) satisfying \( v(t_0) = v_0 \) and
\[
v \in C([t_0, \infty); V) \cap L^2_{\text{loc}}(t_0, \infty; D(A)), \quad \frac{dv}{dt} \in L^2_{\text{loc}}(t_0, \infty; H). \quad (3.8)
\]

**Proof.** The proof follows by analogous arguments of those in the proof of Theorem 3.1 but using Theorem 2.2 instead. □

## 4. Asymptotic in time analysis for individual solutions

In this section, we analyze the asymptotic behavior in time of the difference between the solution \( v \) of the discrete data assimilation algorithm (3.6) for an arbitrary initial data \( v_0 \) and the unknown reference solution \( u \) of the 2D Navier-Stokes equations corresponding to the discrete measurements. The results show that convergence of \( v \) to \( u \) follows up to a term depending on the errors associated to the observational measurements, provided \( \beta \) is large enough and \( \kappa \) and \( h \) are sufficiently small.

First, in subsection 4.1 we consider the particular case in which the interpolant operator \( I_h \) is given by the low Fourier modes projector \( P_m \), \( m \in \mathbb{N} \). In this case, the initial data \( v_0 \) is allowed to be any element in \( H \), and an asymptotic estimate of the difference between \( v \) and \( u \) is obtained with respect to the norm in \( H \). Next, in subsection 4.2, we consider the more general case of an interpolant operator satisfying properties [P1] and [P2], where we must consider \( v_0 \in V \) and the corresponding asymptotic estimate is obtained with respect to the norm in \( V \). The reason for this difference between each case will be explained within the next subsections.

### 4.1. The case of projection on low Fourier modes

In the particular case when the interpolant operator \( I_h \) is given by the low Fourier modes projector \( P_m \), \( m \in \mathbb{N} \), the observational measurements at time \( t_n \) are given by
\[
\bar{u}(t_n) = P_m u(t_n) + \eta_n,
\]
where we recall that \( u \) is the unknown reference solution of (2.2) and \( \eta_n \in L^2(\Omega)^2 \) is the error associated to the measurements at time \( t_n \). Notice that \( P_m u(t_n) \) is not known and all that is given is \( \bar{u}(t_n) \).

The discrete data assimilation algorithm (3.6) is therefore given in this case as
\[
\frac{dv}{dt} + \nu Av + B(v, v) = g - \beta \sum_{n=0}^{\infty} (P_m v(t_n) - P_m u(t_n)) \chi_n + \beta \sum_{n=0}^{\infty} P_m \eta_n \chi_n. \quad (4.1)
\]
In the following theorem, we analyze the asymptotic behavior in time of the solution \( v \) of (4.1) corresponding to an initial data \( v_0 \in H \). We assume that the sequence of errors \( \{ \eta_n \}_{n \in \mathbb{N}} \) is bounded in \( L^2(\Omega)^2 \), with a bound given by a positive constant \( E_0 \), which represents the maximum "size" of the errors. In applications, the constant \( E_0 \) would be given in terms of the accuracy associated to the experimental devices used for obtaining the measurements (see the Appendix for an explicit estimate of this type in the case of an interpolant operator given by local averages over finite volume elements).

Moreover, we assume suitable conditions on \( \beta, \kappa \) and \( m \), which are expressed in terms of the uniform bounds of \( u \), given by the constants \( M_0 \) and \( M_1 \) from (2.18).

We recall that \( c \) denotes a generic absolute constant.

**Theorem 4.1.** Let \( u \) be a trajectory in \( A \). Consider \( v_0 \in B_H(M_0) \), and let \( v \) be the unique solution of (4.1) on \([t_0, \infty)\) satisfying \( v(t_0) = v_0 \). Assume that \( \{ \eta_n \}_{n \in \mathbb{N}} \) is a bounded sequence in \( L^2(\Omega)^2 \), namely, there exists a constant \( E_0 \geq 0 \) such that

\[
|\eta_n|_{L^2} \leq E_0, \quad \forall n \in \mathbb{N}. \tag{4.2}
\]

If \( \beta \) and \( m \) are large enough such that

\[
\beta \geq c \frac{M_1^2}{\nu}, \tag{4.3}
\]

\[
\lambda_{m+1} \geq \frac{\beta}{\nu}, \tag{4.4}
\]

and \( \kappa \) is small enough such that

\[
\kappa \leq c \frac{\min \left\{ 1, \frac{\nu}{M_0 + E_0}, \frac{\nu^2}{(M_0 + E_0)^2}, \frac{\nu^{3/2} \beta^{1/2}}{M_0 M_1}, \frac{\nu^2 \lambda_1^{1/2}}{M_0 M_1}, \frac{(\nu \lambda_1)^{1/3}}{\beta^{1/3}}, \frac{(\nu \lambda_1)^{1/2}}{\beta^{1/2}}, \frac{(\nu \lambda_1)^2}{\beta^2} \right\}}{\beta^{1/2}}, \tag{4.5}
\]

then

\[
\limsup_{t \to \infty} |v(t) - u(t)|_{L^2} \leq c E_0.
\]

Moreover, if \( E_0 = 0 \), then \( v(t) \to u(t) \) in \( H \), exponentially, as \( t \to \infty \).

**Proof.** Denote \( w = v - u \). Subtracting (2.2) from (4.1), we obtain the following functional equation for \( w \):

\[
\frac{dw}{dt} + \nu A w + B(w, u) + B(u, w) + B(w, w) = -\beta \sum_{n=0}^{\infty} P_n w(t_n) \xi_n + \beta \sum_{n=0}^{\infty} P_n \eta_n \xi_n, \tag{4.6}
\]

which holds in \( L^2_{\text{loc}}(t_0, \infty; V') \).
When applied to $w$, (4.6) yields
\[
\frac{1}{2} \frac{d}{dt} |w|^2_{L^2} + \nu \|w\|^2_{H^1} =
\]
\[
= -\langle B(w, u), w \rangle_{V', V} - \beta \sum_{n=0}^{\infty} \langle P_m(w(t_n) - w), w \rangle_{L^2} \chi_n + \beta \sum_{n=0}^{\infty} \langle \eta_n, w \rangle_{L^2} \chi_n
\]
\[
= -\langle B(w, u), w \rangle_{V', V} - \beta |P_m w|^2_{L^2} - \beta \sum_{n=0}^{\infty} \langle P_m(w(t_n) - w), w \rangle_{L^2} \chi_n +
\]
\[
+ \beta \sum_{n=0}^{\infty} \langle \eta_n, w \rangle_{L^2} \chi_n, \quad (4.7)
\]
where we used property (2.4) of the bilinear term.

Now we estimate each term on the right-hand side of (4.7). Since $u$ is a trajectory in $\mathcal{A}$, we can use the bounds from (2.15).

Using (2.4), (2.7) and Young’s inequality, we obtain that
\[
|\langle B(w, u), w \rangle_{V', V}| \leq c \|u\|_{H^1} \|w\|_{L^2} \|w\|_{H^1}
\]
\[
\leq \frac{\nu}{6} \|w\|^2_{H^1} + \frac{c}{\nu} \|u\|^2_{H^1} \|w\|^2_{L^2}
\]
\[
\leq \frac{\nu}{6} \|w\|^2_{H^1} + c \frac{M^2}{\nu} \|w\|^2_{L^2}. \quad (4.8)
\]

Notice that
\[
- \beta |P_m w|^2_{L^2} = -\beta \|w\|^2_{L^2} + \beta |Q_m w|^2_{L^2}
\]
\[
\leq -\beta \|w\|^2_{L^2} + \frac{\beta}{\lambda_{m+1}} \|Q_m w\|^2_{H^1}
\]
\[
\leq -\beta \|w\|^2_{L^2} + \frac{\beta}{\lambda_{m+1}} \|w\|^2_{H^1}
\]
\[
\leq -\beta \|w\|^2_{L^2} + \frac{\nu}{6} \|w\|^2_{H^1}, \quad (4.9)
\]
where in the last inequality we used hypothesis (4.3).

Also, using the bound from hypothesis (4.2), we have
\[
\beta |\langle \eta_n, w \rangle_{L^2}| \leq \beta \|\eta_n\|_{L^2} \|w\|_{L^2} \leq \frac{\beta}{2} E_0^2 + \frac{\beta}{2} |w|^2_{L^2}. \quad (4.10)
\]

Moreover,
\[
\beta |\langle P_m(w(t_n) - w(t)), w(t) \rangle_{L^2}| = \beta |\langle (w(t_n) - w(t), P_m w(t))_{L^2}|
\]
\[
= \beta \left| \left( \int_{t_n}^{t} \frac{dw}{ds}(s), P_m w(t) \right)_{L^2} \right|
\]
\[
\leq \beta \left( \int_{t_n}^{t} \left\| \frac{dw}{ds}(s) \right\|_{V'} \, ds \right) \|w(t)\|_{H^1}
\]
\[
\leq \frac{\nu}{6} \|w(t)\|^2_{H^1} + c \frac{\beta^2}{\nu} \left( \int_{t_n}^{t} \left\| \frac{dw}{ds}(s) \right\|_{V'} \, ds \right)^2. \quad (4.11)
\]
Furthermore, from (4.10), (4.13) and Poincaré inequality (2.1), we obtain that
\[
\left\| \frac{dw}{ds}(s) \right\|_{V'} \leq \nu \|w(s)\|_{H^1} + \|B(w(s), u(s))\|_{V'} + \|B(u(s), w(s))\|_{V'} + \\
+ \|B(w(s), w(s))\|_{V'} + \beta \|w(t_n) - w(s)\|_{V'} + \beta \|w(s)\|_{V'} + \beta \|\eta_n\|_{V'}
\]
\[
\leq \nu \|w(s)\|_{H^1} + c|u(s)|_{L^2}^{1/2} \|u(s)\|_{H^1}^{1/2} \|w(s)\|_{L^2}^{1/2} \|w(s)\|_{H^1}^{1/2} + c|w(s)|_{L^2} \|w(s)\|_{H^1} + \\
+ \beta \int_{t_n}^{t} \left\| \frac{dw}{d\tau}(\tau) \right\|_{V'} d\tau + \frac{\beta}{\lambda_1^{1/2}} |w(s)|_{L^2} + \frac{\beta}{\lambda_1^{1/2}} E_0
\]
\[
\leq \nu \|w(s)\|_{H^1} + c(M_0M_1)^{1/2} |w(s)|_{L^2}^{1/2} \|w(s)\|_{H^1}^{1/2} + c|w(s)|_{L^2} \|w(s)\|_{H^1} + \\
+ \beta \int_{t_n}^{t} \left\| \frac{dw}{d\tau}(\tau) \right\|_{V'} d\tau + \frac{\beta}{\lambda_1^{1/2}} |w(s)|_{L^2} + \frac{\beta}{\lambda_1^{1/2}} E_0. \quad (4.12)
\]
Integrating with respect to \( s \) from \( t_n \) to \( t \in [t_n, t_{n+1}) \), it follows that
\[
\int_{t_n}^{t} \left\| \frac{dw}{ds}(s) \right\|_{V'} ds \leq \int_{t_n}^{t} \left( \nu \|w(s)\|_{H^1} + c(M_0M_1)^{1/2} |w(s)|_{L^2}^{1/2} \|w(s)\|_{H^1}^{1/2} + c|w(s)|_{L^2} \|w(s)\|_{H^1} + \\
+ \beta \int_{t_n}^{t} \left\| \frac{dw}{d\tau}(\tau) \right\|_{V'} d\tau + \frac{\beta}{\lambda_1^{1/2}} |w(s)|_{L^2} + \frac{\beta}{\lambda_1^{1/2}} E_0 \right) ds + \beta \int_{t_n}^{t} \left\| \frac{dw}{ds}(s) \right\|_{V'} ds, \quad (4.13)
\]
where we used that
\[
\int_{t_n}^{t} \int_{t_n}^{t} \left\| \frac{dw}{d\tau}(\tau) \right\|_{V'} d\tau ds \leq \int_{t_n}^{t} \int_{t_n}^{t} \left\| \frac{dw}{d\tau}(\tau) \right\|_{V'} d\tau ds \leq \kappa \int_{t_n}^{t} \left\| \frac{dw}{d\tau}(\tau) \right\|_{V'} d\tau. \quad (4.14)
\]
From condition (4.5) on \( \kappa \), with \( c \leq 1/2 \), we have in particular that \( \beta \kappa \leq 1/2 \). Thus, we obtain from (4.13) that
\[
\int_{t_n}^{t} \left\| \frac{dw}{ds}(s) \right\|_{V'} ds \leq c \int_{t_n}^{t} \left( \nu \|w(s)\|_{H^1} + c(M_0M_1)^{1/2} |w(s)|_{L^2}^{1/2} \|w(s)\|_{H^1}^{1/2} + \\
|w(s)|_{L^2} \|w(s)\|_{H^1} + \frac{\beta}{\lambda_1^{1/2}} |w(s)|_{L^2} + \frac{\beta}{\lambda_1^{1/2}} E_0 \right) ds \quad (4.15)
\]
Now, from Hölder inequality, it follows that
\[
\left( \int_{t_n}^{t} \left\| \frac{dw}{ds}(s) \right\|_{V'} ds \right)^2 \leq c \kappa \int_{t_n}^{t} \varphi(s) ds + \frac{c\beta^2 \kappa^2 E_0^2}{\lambda_1}, \quad (4.16)
\]
where
\[
\varphi(s) = \nu^2 \|w(s)\|_{H^1}^2 + M_0 M_1 |w(s)|_{L^2} \|w(s)\|_{H^1} + \|w(s)\|_{L^2}^2 \|w(s)\|_{H^1}^2 + \frac{\beta^2}{\lambda_1} |w(s)|_{L^2}^2. \quad (4.17)
\]
Thus, using estimates (4.8–4.11) and (4.10) in (4.7), we obtain that
\[
\frac{d}{dt} \|w(t)\|_{L^2}^2 + \nu \|w(t)\|_{H^1}^2 \leq - \left( \beta - c \frac{M_0^2}{\nu} \right) |w(t)|_{L^2}^2 + \sum_{n=0}^{\infty} \chi_n(t) \int_{t_n}^{t} \varphi(s) ds + \\
+ \beta \left( 1 + \frac{c\beta^2 \kappa^2}{\nu \lambda_1} \right) E_0^2, \quad (4.18)
\]
for all \( t \in [t_0, \infty) \).

Moreover, using condition \((4.3)\) on \( \beta \) with a suitable absolute constant \( c \), we have

\[
\frac{d}{dt} \| w(t) \|_{L^2}^2 + \nu \| w(t) \|_{H^1}^2 \leq -\frac{\beta}{2} \| w(t) \|_{L^2}^2 + \frac{c \beta^2 \kappa}{\nu} \sum_{n=0}^{\infty} \chi_n(t) \int_{t_n}^{t} \varphi(s) ds + \beta \left( 1 + \frac{c \beta^3 \kappa^2}{\nu \lambda_1} \right) E_0^2, \quad (4.19)
\]

Denote

\[
R = 2(M_0 + E_0). \quad (4.20)
\]

Since \( w \in C([t_0, \infty); H) \), and

\[
\| w(t_0) \|_{L^2} \leq |v(t_0)|_{L^2} + |u(t_0)|_{L^2} \leq 2M_0 \leq R,
\]

there exists \( \tau \in (t_0, \infty) \) such that

\[
\| w(t) \|_{L^2} \leq 2R, \quad \forall t \in [t_0, \tau]. \quad (4.21)
\]

Define

\[
\bar{t} = \sup \left\{ \tau \in [t_0, \infty) : \sup_{t \in [t_0, \tau]} \| w(t) \|_{L^2} \leq 2R \right\}. \quad (4.22)
\]

Suppose that \( \bar{t} < t_1 \). Then, integrating \((4.18)\) from \( t_0 \) to \( t \leq \bar{t} \) and using an estimate similar to \((4.14)\), we obtain that

\[
\| w(t) \|_{L^2}^2 - \| w(t_0) \|_{L^2}^2 + \nu \int_{t_0}^{t} \| w(s) \|_{H^1}^2 ds \leq \frac{\beta}{2} \int_{t_0}^{t} \| w(s) \|_{L^2}^2 ds + \frac{c \beta^2 \kappa^2}{\nu} \int_{t_0}^{t} \varphi(s) ds + \beta \kappa \left( 1 + \frac{c \beta^3 \kappa^2}{\nu \lambda_1} \right) E_0^2, \quad (4.23)
\]

Using Young’s inequality to estimate the second term in the definition of \( \varphi \) and the fact that \( \| w(t) \|_{L^2} \leq R \), for all \( t \in [t_0, \bar{t}] \), we have

\[
\| w(t) \|_{L^2}^2 - \| w(t_0) \|_{L^2}^2 + \nu \int_{t_0}^{t} \| w(s) \|_{H^1}^2 ds \leq -\frac{\beta}{2} \int_{t_0}^{t} \| w(s) \|_{L^2}^2 ds + \frac{c \beta^2 \kappa^2}{\nu} \int_{t_0}^{t} \left( \nu^2 \| w(s) \|_{H^1}^2 + \frac{(M_0 M_1)^2}{\nu^2} \| w(s) \|_{L^2}^2 + R^2 \| w(s) \|_{H^1}^2 \right) ds + \beta \kappa \left( 1 + \frac{c \beta^3 \kappa^2}{\nu \lambda_1} \right) E_0^2. \quad (4.24)
\]

After some rearrangement,

\[
\| w(t) \|_{L^2}^2 - \| w(t_0) \|_{L^2}^2 + \nu \left( 1 - c \beta^2 \kappa^2 \left( 1 + \frac{R^2}{\nu^2} \right) \right) \int_{t_0}^{t} \| w(s) \|_{H^1}^2 ds \leq -\frac{\beta}{2} \int_{t_0}^{t} \| w(s) \|_{L^2}^2 ds + \beta \kappa \left( 1 + \frac{c \beta^3 \kappa^2}{\nu \lambda_1} \right) E_0^2. \quad (4.25)
\]

Then, using the smallness condition \((4.5)\) on \( \kappa \), with a suitable absolute constant \( c \), it follows that

\[
\| w(t) \|_{L^2}^2 - \| w(t_0) \|_{L^2}^2 + \nu \frac{c}{2} \int_{t_0}^{t} \| w(s) \|_{H^1}^2 ds \leq -\frac{\beta}{2} \int_{t_0}^{t} \| w(s) \|_{L^2}^2 ds + c E_0^2, \quad (4.26)
\]
which implies in particular that
\begin{equation}
\int_{t_0}^t \|w(s)\|_{H^1}^2 \, ds \leq \frac{2}{\nu} \|w(t_0)\|_{L^2}^2 + \frac{cE_0^2}{\nu}, \quad \forall t \in [t_0, \tilde{t}]. \tag{4.27}
\end{equation}

Using Poincaré inequality (4.1) to estimate all the terms in the definition of $\varphi$, given in (4.17), in terms of $\|w\|_{H^1}$, it follows from (4.19) that, for all $t \in [t_0, \tilde{t}]$,
\begin{equation}
\frac{d}{dt} \|w\|_{L^2}^2 \leq -\frac{\beta}{2} \|w\|_{L^2}^2 + \frac{c\beta^2 \kappa}{\nu} \left( \nu^2 + \frac{M_0 M_1}{\lambda_1^2} + R^2 + \frac{\beta^2}{\lambda_1^2} \right) \int_{t_0}^t \|w(s)\|_{H^1}^2 \, ds + \beta \left( 1 + \frac{c\beta^3 \kappa^2}{\nu \lambda_1^2} \right) E_0^2. \tag{4.28}
\end{equation}

Estimating the right-hand side of (4.28) by using the bound from (4.27), and then integrating from $t_0$ to $t \leq \tilde{t}$, it follows that
\begin{equation}
\|w(t)\|_{L^2}^2 \leq \|w(t_0)\|_{L^2}^2 e^{-\frac{\beta}{2}(t-t_0)} + (\gamma \|w(t_0)\|_{L^2}^2 + \sigma E_0^2 + 2E_0^2)(1 - e^{-\frac{\beta}{2}(t-t_0)}), \tag{4.29}
\end{equation}
where
\begin{equation}
\gamma = c\beta \kappa \left( 1 + \frac{M_0 M_1}{\nu^2 \lambda_1^2} + \frac{R^2}{\nu^2} + \frac{\beta^2}{(\nu \lambda_1)^2} \right), \tag{4.30}
\end{equation}
and
\begin{equation}
\sigma = \gamma + \frac{c\beta^3 \kappa^2}{\nu \lambda_1}. \tag{4.31}
\end{equation}

Since $\|w(t_0)\|_{L^2} \leq R$, we also have
\begin{equation}
\|w(t)\|_{L^2}^2 \leq R^2 e^{-\frac{\beta}{2}(t-t_0)} + (\gamma R^2 + \sigma E_0^2 + 2E_0^2)(1 - e^{-\frac{\beta}{2}(t-t_0)}). \tag{4.32}
\end{equation}

Now, using condition (4.5) on $\kappa$ with a suitable absolute constant $c$, we obtain $\gamma + \sigma \leq 1/2$, so that
\begin{equation}
\gamma R^2 + \sigma E_0^2 + 2E_0^2 \leq \frac{R^2}{2} + 2E_0^2 \leq R^2.
\end{equation}
Thus, it follows from (4.32) that
\begin{equation}
\|w(t)\|_{L^2} \leq R, \quad \forall t \in [t_0, \tilde{t}].
\end{equation}
In particular, $\|w(\tilde{t})\|_{L^2} \leq R$, and from the definition of $\tilde{t}$ in (4.22) we conclude that $\tilde{t} \geq t_1$. Therefore, we also have $\|w(t_1)\|_{L^2} \leq R$ and we can apply the same previous arguments to obtain that $\tilde{t} \geq t_2$ and $\|w(t_2)\|_{L^2} \leq R$. Continuing inductively, we obtain that $\tilde{t} \geq t_n$, for all $n \geq 0$. Then, analogously to (4.29), one obtains that
\begin{equation}
\|w(t)\|_{L^2}^2 \leq \|w(t_n)\|_{L^2}^2 e^{-\frac{\beta}{2}(t-t_n)} + (\gamma \|w(t_n)\|_{L^2}^2 + \sigma E_0^2 + 2E_0^2)(1 - e^{-\frac{\beta}{2}(t-t_n)}), \tag{4.33}
\end{equation}
for all $t \in [t_n, t_{n+1}]$ and for all $n \geq 0$.

From (4.33), it follows in particular that
\begin{equation}
\|w(t_n+1)\|_{L^2} \leq \theta \|w(t_n)\|_{L^2} + cE_0, \quad \forall n \geq 0,
\end{equation}
where
\begin{equation}
\theta = \left( e^{-\frac{\beta}{2}} + \gamma(1 - e^{-\frac{\beta}{2}}) \right)^{1/2} < 1.
\end{equation}
Thus,
\begin{equation}
\|w(t_n)\|_{L^2} \leq \theta^n \|w(t_0)\|_{L^2} + cE_0 \sum_{j=0}^{n-1} \theta^j, \quad \forall n \geq 1. \tag{4.34}
\end{equation}
From (4.33) and (1.34), it follows that
\[ |w(t)|_{L^2} \leq \theta^n |w(t_0)|_{L^2} + cE_0 \left( 1 + \sum_{j=0}^{n-1} \theta^j \right), \quad \forall t \in [t_n, t_{n+1}], \forall n \geq 1. \] (4.35)

Therefore,
\[ \limsup_{t \to \infty} |w(t)|_{L^2} \leq cE_0. \]

Moreover, if \( E_0 = 0 \), we have from (4.35) that
\[ |w(t)|_{L^2} \leq \theta^n |w(t_0)|_{L^2}, \quad \forall t \in [t_n, t_{n+1}], \forall n \geq 1, \]
and thus \( w(t) \) converges exponentially to 0 in \( H \) as \( t \to \infty \). \( \square \)

4.2. The general interpolant case. We consider an interpolant operator \( I_h : L^2(\Omega)^2 \to L^2(\Omega)^2 \) satisfying properties (1.1) and (1.2), given in (3.1) and (3.2), respectively. The following theorem provides an asymptotic in time estimate of the difference between the unknown reference solution of (2.2) and the corresponding solution \( v \) of equation (3.6) satisfying an initial data \( v_0 \in V \).

Here, we assume that the sequence of errors \( \{\eta_n\}_{n \in \mathbb{N}} \) is bounded in \( H^1(\Omega)^2 \). We remark that this is a natural assumption that can be verified in applications by using the given parameters associated to the model. As an example, we obtain in the Appendix an explicit bound in the \( H^1(\Omega)^2 \) norm of the sequence \( \{\eta_n\}_{n \in \mathbb{N}} \) for the particular case of an interpolant operator given by local averages over finite volume elements.

The main difference between the proof below and the proof of Theorem 4.1 is that the general interpolant \( I_h \) does not provide us with enough freedom for being able to work with the norm in \( V' \) of the time derivative \( dw/dt \), and we must use the norm in \( L^2 \) instead (compare (4.47) with (1.11)). Thus, in order for the calculations to make sense, \( v \) has to be a strong solution of (3.6), which justifies the choice of an initial data \( v_0 \) in \( V \).

**Theorem 4.2.** Let \( u \) be a trajectory in \( A \). Consider \( v_0 \in BV(M_1) \) and let \( v \) be the unique solution of (3.6) on \([t_0, \infty)\) satisfying \( v(t_0) = v_0 \). Assume that \( \{\eta_n\}_{n \in \mathbb{N}} \) is a bounded sequence in \( H^1(\Omega)^2 \), namely, there exists a constant \( E_1 \geq 0 \) such that
\[ \|\eta_n\|_{H^1} \leq E_1, \quad \forall n \in \mathbb{N}. \] (4.36)

If \( \beta \) is large enough such that
\[ \beta \geq \frac{c}{\nu} \left( \frac{M_1 + E_1}{\nu} \right)^2 \left( 1 + \log \left( \frac{M_1 + E_1}{\nu \lambda_1^{1/2}} \right) \right), \] (4.37)
and \( \kappa, h \) are small enough such that
\[ \kappa \leq \frac{c}{\beta} \min \left\{ 1, \frac{\nu^{3/2} \beta^{1/2}}{M_0 M_1}, \frac{\nu^2 \lambda_1^{1/2}}{M_0 M_1}, \frac{\nu^2 \lambda_1}{(M_1 + E_1)^2}, \frac{(\nu \lambda_1)^{1/2}}{\beta^{1/2}}, \frac{(\nu \lambda_1)^2}{\beta^2} \right\}, \] (4.38)
\[ h \leq \frac{1}{2c_0} \left( \frac{\nu}{\beta} \right)^{1/2}, \] (4.39)
then
\[ \limsup_{t \to \infty} \|v(t) - u(t)\|_{H^1} \leq cE_1. \]

Moreover, if \( E_1 = 0 \), then \( v(t) \to u(t) \) in \( V \) exponentially as \( t \to \infty \).
Proof. Denote \( w = v - u \). Subtracting (4.6) from (2.2), we obtain that
\[
\frac{d w}{d t} + \nu A w + B(w, u) + B(u, w) + B(w, w) = -\beta \sum_{n=0}^{\infty} P_{\sigma} I_{h}(w(t_n)) \chi_n + \beta \sum_{n=0}^{\infty} P_{\sigma} \eta_n \chi_n,
\]
which holds in \( L^2_{\text{loc}}(t_0, \infty; H) \).

Taking the inner product in \( H \) of (4.40) with \( A w \), we have
\[
\frac{1}{2} \frac{d}{d t} ||w||^2_{H^1} + \nu ||A w||^2_{L^2} =
\]
\[
= -(B(w, u), A w)_{L^2} - (B(u, w), A w)_{L^2} - (B(w, w), A w)_{L^2} -
\]
\[
- \beta \sum_{n=0}^{\infty} \langle I_{h}(w(t_n)), A w \rangle_{L^2} \chi_n + \beta \sum_{n=0}^{\infty} \langle \eta_n, A w \rangle_{L^2} \chi_n
\]
\[
= -(B(w, u), A w)_{L^2} - (B(u, w), A w)_{L^2} - (B(w, w), A w)_{L^2} -
\]
\[
- \beta ||w||^2_{H^1} - \beta (I_{h}(w) - w, A w)_{L^2} - \beta \sum_{n=0}^{\infty} \langle I_{h}(w(t_n) - w), A w \rangle_{L^2} \chi_n +
\]
\[
+ \beta \sum_{n=0}^{\infty} \langle \eta_n, A w \rangle_{L^2} \chi_n. \quad (4.41)
\]

Next, we estimate each term on the right-hand side of (4.41). We use the bounds for \( u \) given in (2.18).

Using inequalities (2.13) and (2.14), we obtain that
\[
| (B(w, u), A w)_{L^2} | \leq c_T M_1 ||w||_{H^1} ||A w||_{L^2} \left( 1 + \log \left( \frac{|A w|_{L^2}}{\lambda_1^{1/2} ||w||_{H^1}} \right) \right)^{1/2}, \quad (4.42)
\]
\[
| (B(u, w), A w)_{L^2} | \leq c_T M_1 ||w||_{H^1} ||A w||_{L^2} \left( 1 + \log \left( \frac{|A w|_{L^2}}{\lambda_1^{1/2} ||w||_{H^1}} \right) \right)^{1/2} \quad (4.43)
\]
and
\[
| (B(w, w), A w)_{L^2} | \leq c_T ||w||^2_{H^1} ||A w||_{L^2} \left( 1 + \log \left( \frac{|A w|_{L^2}}{\lambda_1^{1/2} ||w||_{H^1}} \right) \right)^{1/2}. \quad (4.44)
\]

Using property (2.41) of \( I_{h} \), it follows that
\[
\beta | (I_{h}(w) - w, A w)_{L^2} | \leq c_0 \beta h ||w||_{H^1} ||A w||_{L^2}
\]
\[
\leq \frac{\beta}{4} ||w||^2_{H^1} + \beta c_0^2 h^2 ||A w||^2_{L^2} \leq \frac{\beta}{4} ||w||^2_{H^1} + \nu ||A w||^2_{L^2}, \quad (4.45)
\]
where we used hypothesis (4.39).

Also, using hypothesis (4.36), we have that
\[
\beta | (\eta_n, A w)_{L^2} | \leq \beta ||\eta_n||_{H^1} ||w||_{H^1} \leq \beta E^2 + \frac{\beta}{4} ||w||^2_{H^1}. \quad (4.46)
\]
Moreover, using property \( \text{P2} \) of \( I_h \), we obtain that

\[
\beta |(I_h(w_n(t_n) - w(t)), Aw(t))| \leq \beta |Aw(t)|_{L^2} c_1 \int_{t_n}^t \left| \frac{dw}{ds}(s) \right|_{L^2} ds \\
\leq \frac{\nu}{4} |Aw(t)|_{L^2}^2 + \frac{c_\beta^2}{\nu} \left( \int_{t_n}^t \left| \frac{dw}{ds}(s) \right|_{L^2} ds \right)^2 \quad (4.47)
\]

Now, from (4.40) and using property \( \text{P2} \) of \( I_h \) and Poincaré inequality (2.1), we obtain that, for all \( t \in [t_n, t_{n+1}] \),

\[
\left| \frac{dw}{ds}(s) \right|_{L^2} \leq \nu |Aw(s)|_{L^2} + |B(w(s), u(s))|_{L^2} + |B(u(s), w(s))|_{L^2} + \\
+ |B(w(s), w(s))|_{L^2} + \beta I_h(w(t_n) - w(t))|_{L^2} + \beta |I_h(w(t))|_{L^2} + \beta |\eta_n|_{L^2} \\
\leq \nu |Aw(s)|_{L^2} + |B(w(s), u(s))|_{L^2} + |B(u(s), w(s))|_{L^2} + |B(w(s), w(s))|_{L^2} + \\
+ c_1 \beta \int_{t_n}^s \frac{dw}{d\tau}(\tau) \bigg|_{L^2} d\tau + c_1 \beta |w(s)|_{L^2} + \beta \frac{E_1}{\lambda_1^{1/2}}. \quad (4.48)
\]

Integrating with respect to \( s \), between \( t_n \) and \( t \in [t_n, t_{n+1}] \), yields

\[
\int_{t_n}^t \left| \frac{dw}{ds}(s) \right|_{L^2} ds \leq \int_{t_n}^t (\nu |Aw(s)|_{L^2} + |B(w(s), u(s))|_{L^2} + |B(u(s), w(s))|_{L^2} + \\
+ |B(w(s), w(s))|_{L^2} + c_1 \beta |w(s)|_{L^2} + \beta \frac{E_1}{\lambda_1^{1/2}}) ds + c_1 \beta \kappa \int_{t_n}^t \left| \frac{dw}{ds}(s) \right|_{L^2} ds, \quad (4.49)
\]

where we used an estimate similar to (4.14).

From the smallness condition (4.38) on \( \kappa \), with \( c \leq 1/(2c_1) \), we have in particular that \( \beta \kappa \leq 1/(2c_1) \). It thus follows from (4.49) that

\[
\int_{t_n}^t \left| \frac{dw}{ds}(s) \right|_{L^2} ds \leq c \int_{t_n}^t (\nu |Aw(s)|_{L^2} + |B(w(s), u(s))|_{L^2} + |B(u(s), w(s))|_{L^2} + \\
+ |B(w(s), w(s))|_{L^2} + c_1 \beta |w(s)|_{L^2} + \beta \frac{E_1}{\lambda_1^{1/2}}) ds. \quad (4.50)
\]

Using (2.12), we obtain

\[
|B(w, u)|_{L^2} \leq c_B M_1 \|w\|_{H^1} \left( 1 + \log \left( \frac{|Aw|_{L^2}}{\lambda_1^{1/2} \|w\|_{H^1}} \right) \right)^{1/2}, \quad (4.51)
\]

\[
|B(w, w)|_{L^2} \leq c_B \|w\|_{H^1}^2 \left( 1 + \log \left( \frac{|Aw|_{L^2}}{\lambda_1^{1/2} \|w\|_{H^1}} \right) \right)^{1/2}. \quad (4.52)
\]

And using (2.10), we have

\[
|B(u, w)|_{L^2} \leq c_2^2 (M_0 M_1)^{1/2} \|w\|_{H^1}^{1/2} |Aw|_{L^2}^{1/2}. \quad (4.53)
\]

Now, applying Hölder inequality and using estimates (4.51)-(4.53), it follows from (4.50) that

\[
\left( \int_{t_n}^t \left| \frac{dw}{ds}(s) \right|_{L^2} ds \right)^2 \leq c \kappa \int_{t_n}^t \varphi(s) ds + c \left( \frac{\kappa \beta E_1}{\lambda_1} \right)^2, \quad (4.54)
\]
there exists that for all \( t \) where

\[
\varphi(s) = \nu^2 |A_w(s)|^2_{L^2} + M_1^2 \|w(s)\|^2_{H^1} \left( 1 + \log \left( \frac{|A_w(s)|_{L^2}}{\lambda_1^{1/2} \|w(s)\|_{H^1}} \right) \right) +
\]

\[
+ M_0 M_1 \|w(s)\|_{H^1} |A_w(s)|_{L^2} + \|w(s)\|^4_{H^1} \left( 1 + \log \left( \frac{|A_w(s)|_{L^2}}{\lambda_1^{1/2} \|w(s)\|_{H^1}} \right) \right) +
\]

\[
+ \beta^2 \|w(s)\|^2_{L^2}. \tag{4.55}
\]

Hence, using estimates (4.42)-(4.47) and (4.54) into equation (4.41), it follows that

\[
\frac{d}{dt} \|w(t)\|^2_{H^1} + \nu |A_w(t)|^2_{L^2} \leq -\beta \|w(t)\|^2_{H^1} + c M_1 \|w(t)\|_{H^1} |A_w(t)|_{L^2} \left( 1 + \log \left( \frac{|A_w(t)|_{L^2}}{\lambda_1^{1/2} \|w(t)\|_{H^1}} \right) \right)^{1/2} +
\]

\[
+ c \|w(t)\|^2_{H^1} |A_w(t)|_{L^2} \left( 1 + \log \left( \frac{|A_w(t)|_{L^2}}{\lambda_1^{1/2} \|w(t)\|_{H^1}} \right) \right)^{1/2} +
\]

\[
+ \frac{c \beta^2 R}{\nu} \sum_{n=0}^{\infty} \chi_n(t) \int_{t_n}^{t} \varphi(s) ds + \beta \left( 2 + \frac{c \beta^2 R}{\nu \lambda_1} \right) E_1^2, \tag{4.56}
\]

for all \( t \in [t_0, \infty). \)

Consider \( R \geq 0 \) given by

\[
R = 2 M_1 + 3 E_1.
\]

Since \( w \in C([t_0, \infty); V) \) and

\[
\|w(t_0)\|_{H^1} \leq \|v(t_0)\|_{H^1} + \|u(t_0)\|_{H^1} \leq 2 M_1 \leq R,
\]

there exists \( \tau \in (t_0, \infty) \) such that

\[
\|w(t)\|_{H^1} \leq 2 R, \quad \forall t \in [t_0, \tau]. \tag{4.57}
\]

Define

\[
\hat{t} = \left\{ \tau \in [t_0, \infty) : \sup_{t \in [t_0, \tau]} \|w(t)\|_{H^1} \leq 2 R \right\}. \tag{4.58}
\]

Assume that \( \hat{t} < t_1 \).

Using the definitions of \( R \) and \( \hat{t} \), we have that, for all \( t \in [t_0, \hat{t}], \)

\[
\frac{\nu}{2} |A_w|^2_{L^2} - c M_1 \|w\|_{H^1} |A_w|_{L^2} \left( 1 + \log \left( \frac{|A_w|_{L^2}}{\lambda_1^{1/2} \|w\|_{H^1}} \right) \right)^{1/2} +
\]

\[
- c \|w\|^2_{H^1} |A_w|_{L^2} \left( 1 + \log \left( \frac{|A_w|_{L^2}}{\lambda_1^{1/2} \|w\|_{H^1}} \right) \right)^{1/2} + \frac{\beta}{2} \|w\|^2_{H^1} +
\]

\[
\geq \frac{\nu \lambda_1}{2} \|w\|^2_{H^1} \left[ \frac{|A_w|^2_{L^2}}{\lambda_1 \|w\|^2_{H^1}} - c \frac{R}{\nu \lambda_1^{1/2}} \frac{|A_w|_{L^2}^2}{\lambda_1^{1/2} \|w\|_{H^1}} \left( 1 + \log \left( \frac{|A_w|_{L^2}^2}{\lambda_1 \|w\|^2_{H^1}} \right) \right)^{1/2} + \frac{\beta}{\nu \lambda_1} \right], \tag{4.59}
\]
Define
\[ \phi(r) = r^2 - \rho r (1 + \log (r^2))^{1/2} + B, \quad r \geq 1, \]
where
\[ \rho = \frac{c R}{\nu \lambda^{1/2}}, \quad B = \frac{\beta}{\nu \lambda_1}. \]

Note that
\[ \phi(r) = \frac{r(\tilde{\phi}(r^2) + B) + \rho (1 + \log (r^2))^{1/2}}{r + \rho (1 + \log (r^2))^{1/2}}, \]
where
\[ \tilde{\phi}(r) = r - \rho^2 (1 + \log r). \]

It is not difficult to verify that
\[ \min_{r \geq 1} \tilde{\phi}(r) \geq -\rho^2 \log (\rho^2). \]

Thus, from (4.62) and (4.64), it follows that if
\[ B \geq \rho^2 \log (\rho^2), \]
then
\[ \phi(r) \geq 0, \quad \forall r \geq 1. \]

Notice that, by the definition of \( \rho \) and \( B \) in (4.61), (4.65) is valid due to hypothesis (4.37) on \( \beta \).

Hence, using (4.66) with
\[ r = \frac{|A w(t)|_{L^2}}{\lambda^{1/2} ||w||_{H^1}} \geq 1, \]
we conclude that the expression on the right-hand side of (4.59) is non-negative, for all \( t \in [t_0, \bar{t}] \). Using this fact in (4.60), we obtain that, for all \( t \in [t_0, \bar{t}] \),
\[ \frac{d}{dt} ||w(t)||^2_{H^1} + \frac{\nu}{2} |A w(t)|^2_{L^2} \leq \frac{-\beta}{2} ||w(t)||^2_{H^1} + \frac{c \beta^2 \kappa}{\nu} \int_{t_0}^{t} \varphi(s) ds 
+ \beta \left( 2 + \frac{c \beta^2 \kappa^2}{\nu \lambda_1} \right) E_1^2. \]
Integrating in time from $t_0$ to $t \in (t_0, \tilde{t}]$ and using the definition of $\varphi$ given in (4.55), we obtain that

$$\|w(t)\|_{H^1}^2 - \|w(t_0)\|_{H^1}^2 + \frac{\nu}{2} \int_{t_0}^{\tilde{t}} |Aw(s)|_{L^2}^2 \, ds \leq$$

$$\leq -\frac{\beta}{2} \int_{t_0}^{\tilde{t}} \|w(s)\|_{H^1}^2 \, ds + \frac{c\beta^2 \kappa^2}{\nu} \int_{t_0}^{\tilde{t}} \varphi(s) \, ds + \beta \kappa \left( 2 + \frac{c\beta^3 \kappa^2}{\nu \lambda_1} \right) E_1^2$$

$$- \frac{\beta}{2} \int_{t_0}^{\tilde{t}} \|w(s)\|_{H^1}^2 \, ds + \frac{c\beta^2 \kappa^2}{\nu} \int_{t_0}^{\tilde{t}} \left[ \nu^2 |Aw(s)|_{L^2}^2 + M_2^2 \|w(s)\|_{H^1}^2 \left( 1 + \log \left( \frac{|Aw(s)|_{L^2}}{\nu \lambda_1^2 \|w\|_{H^1}^2} \right) \right) + M_0 M_1 \|w(s)\|_{H^1} |Aw(s)|_{L^2}^2 \right] \, ds$$

$$+ \|w(s)\|_{H^1}^4 \left( 1 + \log \left( \frac{|Aw(s)|_{L^2}}{\nu \lambda_1^2 \|w\|_{H^1}^2} \right) \right) + \beta^2 |w(s)|_{L^2}^2 \right] \, ds + \beta \kappa \left( 2 + \frac{c\beta^3 \kappa^2}{\nu \lambda_1} \right) E_1^2. \quad (4.69)$$

Using that $\beta \kappa \leq c$, due to (4.35), we observe that

$$\frac{\nu}{4} \int_{t_0}^{\tilde{t}} |Aw(s)|_{L^2}^2 \, ds - \frac{c\beta^2 \kappa^2}{\nu} \int_{t_0}^{\tilde{t}} \left[ M_2^2 \|w\|_{H^1}^2 \left( 1 + \log \left( \frac{|Aw|_{L^2}}{\nu \lambda_1^2 \|w\|_{H^1}^2} \right) \right) \right] \, ds$$

$$+ \|w\|_{H^1}^4 \left( 1 + \log \left( \frac{|Aw|_{L^2}}{\nu \lambda_1^2 \|w\|_{H^1}^2} \right) \right) + \frac{\beta}{4} \int_{t_0}^{\tilde{t}} \|w\|_{H^1}^2 \, ds \geq \frac{\nu \lambda_1}{4} \int_{t_0}^{\tilde{t}} \left| \frac{|Aw|_{L^2}^2}{\nu \lambda_1 \|w\|_{H^1}^2} - cR^2 / \nu \lambda_1 \right| \left( 1 + \log \left( \frac{|Aw|_{L^2}}{\nu \lambda_1 \|w\|_{H^1}^2} \right) \right) + \beta \kappa \right) \, ds \quad (4.70)$$

Now using (4.63)-(4.66), we conclude that, due to condition (4.47) on $\beta$, the right-hand side of (4.70) is non-negative, for all $t \in [t_0, \tilde{t}]$. From (4.69), we then obtain

$$\|w(t)\|_{H^1}^2 - \|w(t_0)\|_{H^1}^2 + \frac{\nu}{4} \int_{t_0}^{\tilde{t}} |Aw(s)|_{L^2}^2 \, ds \leq -\frac{\beta}{4} \int_{t_0}^{\tilde{t}} \|w(s)\|_{H^1}^2 \, ds$$

$$+ \frac{c\beta^2 \kappa^2}{\nu} \int_{t_0}^{\tilde{t}} \left( \nu^2 |Aw(s)|_{L^2}^2 + M_0 M_1 \|w(s)\|_{H^1} |Aw(s)|_{L^2}^2 + \beta^2 |w(s)|_{L^2}^2 \right) \, ds$$

$$+ \beta \kappa \left( 2 + \frac{c\beta^3 \kappa^2}{\nu \lambda_1} \right) E_1^2. \quad (4.71)$$

Using Young’s inequality and Poincaré inequality (2.1), we obtain, after some rearrangement of terms, that

$$\|w(t)\|_{H^1}^2 - \|w(t_0)\|_{H^1}^2 + \frac{\nu}{4} \left( 1 - c\beta^2 \kappa^2 \right) \int_{t_0}^{\tilde{t}} |Aw(s)|_{L^2}^2 \, ds \leq$$

$$\leq -\frac{\beta}{4} \left( 1 - c\frac{\beta^2 (M_0 M_1)^2}{\nu^3} - c\frac{\beta^3 \kappa^2}{\nu \lambda_1} \right) \int_{t_0}^{\tilde{t}} \|w(s)\|_{H^1}^2 \, ds + \beta \kappa \left( 2 + \frac{c\beta^3 \kappa^2}{\nu \lambda_1} \right) E_1^2. \quad (4.72)$$
Now, from hypothesis (4.38), it follows that
\[
\|w(t)\|_{H^1}^2 - \|w(t_0)\|_{H^1}^2 + \frac{\nu}{8} \int_{t_0}^t \|Aw(s)\|_{L^2}^2 ds \leq -\frac{\beta}{8} \int_{t_0}^t \|w(s)\|_{H^1}^2 ds + cE_1^2, \tag{4.73}
\]
which implies in particular
\[
\int_{t_0}^t \|Aw(s)\|_{L^2}^2 ds \leq \frac{c}{\nu} \|w(t_0)\|_{H^1}^2 + \frac{c}{\nu} E_1^2. \tag{4.74}
\]

Using Poincaré inequality (2.1) and the fact that \(1 + \log r \leq r\), for all \(r > 0\), in order to estimate the terms in the definition of \(\varphi\) given in (4.55), it follows from (4.68) that
\[
\frac{d}{dt} \|w(t)\|_{H^1}^2 \leq -\frac{\beta}{2} \|w(t)\|_{H^1}^2 + \frac{c\beta^2 \kappa}{\nu} \left( \frac{\nu^2 + \frac{M_0 M_1}{\lambda_1^{1/2}} + \frac{\beta^2}{\lambda_1^2}}{\nu^2 \lambda_1} \right) \int_{t_0}^t |Aw(s)|_{L^2}^2 ds \\
+ \beta \left( 2 + \frac{c\beta^2 \kappa^2}{\nu^2 \lambda_1} \right) E_1^2 \\
\leq -\frac{\beta}{2} \|w(t)\|_{H^1}^2 + c\beta^2 \kappa \left( 1 + \frac{M_0 M_1}{\nu^2 \lambda_1^{1/2}} + \frac{R^2}{\nu^2 \lambda_1} + \frac{\beta^2}{(\nu \lambda_1)^2} \right) \left( \|w(t_0)\|_{H^1}^2 + E_1^2 \right) \\
+ \beta \left( 2 + \frac{c\beta^2 \kappa^2}{\nu^2 \lambda_1} \right) E_1^2, \tag{4.75}
\]
where in the second inequality we used the bound from (4.74).

Integrating in time from \(t_0\) to \(t \in [t_0, \bar{t}]\), we have
\[
\|w(t)\|_{H^1}^2 \leq \|w(t_0)\|_{H^1}^2 e^{-\frac{\beta}{2}(t-t_0)} + \gamma \|w(t_0)\|_{H^1}^2 + \sigma E_1^2 + 4 E_1^2)(1 - e^{-\frac{\beta}{2}(t-t_0)}), \tag{4.76}
\]
where
\[
\gamma = c\beta \kappa \left( 1 + \frac{M_0 M_1}{\nu^2 \lambda_1^{1/2}} + \frac{R^2}{\nu^2 \lambda_1} + \frac{\beta^2}{(\nu \lambda_1)^2} \right) \tag{4.77}
\]
and
\[
\sigma = \gamma + \frac{c\beta^2 \kappa^2}{\nu^2 \lambda_1}. \tag{4.78}
\]

Since \(\|w(t_0)\|_{H^1} \leq R\), we also have
\[
\|w(t)\|_{H^1}^2 \leq R^2 e^{-\frac{\beta}{2}(t-t_0)} + (\gamma R^2 + \sigma E_1^2 + 4 E_1^2)(1 - e^{-\frac{\beta}{2}(t-t_0)}). \tag{4.79}
\]

Using condition (4.38) on \(\kappa\), with a suitable absolute constant \(c\), we obtain \(\gamma + \sigma \leq 1/2\), which implies
\[
\gamma R^2 + \sigma E_1^2 + 4 E_1^2 \leq R^2 + 4 E_1^2 \leq R^2.
\]
Thus, it follows from (4.79) that
\[
\|w(t)\|_{H^1} \leq R, \quad \forall t \in [t_0, \bar{t}].
\]

In particular, \(\|w(\bar{t})\|_{H^1} \leq R\), and from the definition of \(\bar{t}\) in (4.58) we conclude that, in fact, \(\bar{t} \geq t_1\). Therefore, we also have \(\|w(t_1)\|_{H^1} \leq R\) and we can apply the same previous arguments to obtain that \(\bar{t} \geq t_2\) and \(\|w(t_2)\|_{H^1} \leq R\). Proceeding inductively, we obtain that \(\bar{t} \geq t_n\), for all \(n \geq 0\), so that, in fact,
\[
\|w(t)\|_{H^1} \leq R, \quad \forall t \in [t_0, \infty). \tag{4.80}
\]
Also, analogously to (4.70), we obtain that
\[
\|w(t)\|_{H^1}^2 \leq \|w(t_n)\|_{H^1}^2 e^{-\frac{\alpha}{2}(t-t_n)} + \left(\gamma\|w(t_n)\|_{H^1}^2 + \sigma E_1^2 + 4E_1^2\right) (1 - e^{-\frac{\alpha}{2}(t-t_n)}),
\]
for all \(t \in [t_n, t_{n+1}]\) and for all \(n \geq 0\).

From (4.81), it follows in particular that
\[
\|w(t_{n+1})\|_{H^1} \leq \theta\|w(t_n)\|_{H^1} + cE_1, \quad \forall n \geq 0,
\]
where
\[
\theta = \left(e^{-\frac{\alpha}{2}} + \gamma(1 - e^{-\frac{\alpha}{2}})\right)^{1/2} < 1.
\]

Thus,
\[
\|w(t_n)\|_{H^1} \leq \theta^n\|w(t_0)\|_{H^1} + cE_1 \sum_{j=0}^{n-1} \theta^j, \quad \forall n \geq 1.
\]

From (4.81) and (4.83), it follows that
\[
\|w(t)\|_{H^1} \leq \theta^n\|w(t_0)\|_{H^1} + cE_1 \left(1 + \sum_{j=0}^{n-1} \theta^j\right), \quad \forall t \in [t_n, t_{n+1}], \forall n \geq 1.
\]

Therefore,
\[
\limsup_{t \to \infty} \|w(t)\|_{H^1} \leq cE_1.
\]

In particular, if \(E_1 = 0\), it follows from (4.84) that
\[
\|w(t)\|_{H^1} \leq \theta^n\|w(t_0)\|_{H^1}, \quad \forall t \in [t_n, t_{n+1}], \forall n \geq 1,
\]
so that \(w(t)\) converges exponentially to 0 in \(V\) as \(t \to \infty\). \(\square\)

**Remark 4.1.** With the uniform bound obtained for \(w = v - u\) in (4.80), in the proof of Theorem 4.2 we conclude that, under the hypotheses of this Theorem, the solution \(v\) of the discrete data assimilation algorithm (4.6) corresponding to an initial data \(v_0 \in B_V(M_1)\) satisfies \(v \in L^\infty(t_0, \infty; V)\), with
\[
\|v(t)\|_{H^1} \leq 3(M_1 + E_1), \quad \forall t \in [t_0, \infty).
\]

5. **Stationary Statistical Analysis**

Most of the usual applications of data assimilation are given in the context of fully developed turbulent flows, the classical example being the atmosphere. In such flows, the instantaneous physical quantities display an unpredictable and erratic behavior in time, while the averages (in space, in time or with respect to an ensemble of experiments) of such quantities behave in a more regular way. For this reason, it is common for experimentalists to obtain measurements of such flows given by averages of the associated physical quantities.

Therefore, it is useful to obtain a relation between averages of physical quantities associated to a reference solution of the underlying evolution system and averages of the same quantities associated to the corresponding approximating solution, given by the data assimilation algorithm.

In the following result, we obtain an estimate of the difference between time averages of physical quantities associated to a solution \(v\) of (2.2) and the corresponding solution \(v\) of (3.6) with respect to an initial data \(v_0 \in V\). The physical quantity is represented by a function \(\Phi : H \to \mathbb{R}\), which is assumed to be a Lipschitz continuous function, with respect to the \(L^2\) norm, when restricted to a suitable ball in \(V\).
The proof follows from the estimate of the difference between \( v \) and \( u \) obtained in Theorem 4.2.

**Theorem 5.1.** Under the hypotheses of Theorem 4.2, for every function \( \Phi : H \rightarrow \mathbb{R} \) such that its restriction to the ball \( B_V(3(M_1 + E_1)) \) is Lipschitz continuous with respect to the \( L^2 \) norm, with Lipschitz constant \( L_\Phi > 0 \), it holds

\[
\limsup_{T \to \infty} \left| \frac{1}{T} \int_{t_0}^{t_0+T} \Phi(v(t)) \, dt - \frac{1}{T} \int_{t_0}^{t_0+T} \Phi(u(t)) \, dt \right| \leq c \frac{L_\Phi E_1}{\lambda_1^{1/2}}. \tag{5.1}
\]

**Proof.** Denote \( w = v - u \) and let \( T \geq t_0 \). From (2.18) and (4.85), we have that \( v(t), u(t) \in B_V(3(M_1 + E_1)) \), for all \( t \in [t_0, \infty) \). Therefore, since the restriction of \( \Phi \) to \( B_V(3(M_1 + E_1)) \) is a Lipschitz continuous function with Lipschitz constant \( L_\Phi \), we obtain that

\[
\left| \frac{1}{T} \int_{t_0}^{t_0+T} \Phi(v(t)) \, dt - \frac{1}{T} \int_{t_0}^{t_0+T} \Phi(u(t)) \, dt \right| \leq \frac{L_\Phi}{T} \int_{t_0}^{t_0+T} |w(t)|_{L^2} \, dt \leq \frac{L_\Phi}{\lambda_1^{1/2} T} \int_{t_0}^{t_0+T} \|w(t)\|_{H^1} \, dt, \tag{5.2}
\]

where in the last estimate we used Poincaré inequality (2.1).

From inequality (4.81) in the proof of Theorem 4.2 we have in particular that

\[
\|w(t)\|_{H^1} \leq \|w(t_0)\|_{H^1} + cE_1, \quad \forall t \in [t_0, t_1]. \tag{5.3}
\]

Also, recall inequality (4.84), given by

\[
\|w(t)\|_{H^1} \leq \theta^n \|w(t_0)\|_{H^1} + cE_1 \left( 1 + \sum_{j=0}^{n-1} \theta^j \right), \quad \forall t \in [t_n, t_{n+1}], \forall n \geq 1, \tag{5.4}
\]

with \( \theta < 1 \) given in (1.82).

Define

\[
N = \max\{n \in \mathbb{N} : t_n = t_0 + \kappa n \leq t_0 + T\}.
\]
Then, using \(6.2-6.3\), we obtain that
\[
\left| \frac{1}{T} \int_{t_0}^{t_0+T} \Phi(v(t))dt - \frac{1}{T} \int_{t_0}^{t_0+T} \Phi(u(t))dt \right| \leq \\
\leq \frac{L\Phi}{\lambda_1^{1/2}T} \left( \int_{t_0}^{t_0+T} \|w(t)\|_{H^1}dt + \sum_{n=0}^{N-1} \int_{t_n}^{t_{n+1}} \|w(t)\|_{H^1}dt \right) \\
\leq \frac{L\Phi}{\lambda_1^{1/2}T} \sum_{n=0}^{N} \int_{t_n}^{t_{n+1}} \|w(t)\|_{H^1}dt \\
\leq \frac{L\Phi\kappa}{\lambda_1^{1/2}T} \left\| w(t_0) \right\|_{H^1} + cE_1 + \\
\sum_{n=1}^{N} \left( \theta^n \|w(t_0)\|_{H^1} + cE_1 \left( 1 + \sum_{j=0}^{n-1} \theta^j \right) \right) \\
\leq \frac{L\Phi\kappa}{\lambda_1^{1/2}T} \left\| w(t_0) \right\|_{H^1} + \sum_{n=0}^{N} \theta^n + c \frac{L\Phi\kappa E_1}{T\lambda_1^{1/2}} \left( \kappa + T + T \sum_{j=0}^{N-1} \theta^j \right), \quad (5.5)
\]

where in the last inequality we used that \(\kappa N \leq T\). Inequality \(5.1\) then follows by taking the \(\lim\sup\) as \(T \to \infty\) in \((5.5)\). \(\square\)

Next, we show that, in the particular case when \(E_1 = 0\), we can obtain a relation between ensemble averages associated to the reference solution \(u\) of \((2.2)\) and time averages associated to the corresponding solution \(v\) of \((3.6)\), with respect to an initial data \(v_0 \in V\). This is motivated by the relation between time averages and ensemble averages already known for the Navier-Stokes equations, which is proved in the Krylov-Bogolyubov theory \([31]\).

For this purpose, we must recall the notion of Banach generalized limits (see, e.g., [17, Section IV.1.3]). These are linear functionals denoted by \(\text{Lim}_{T \to \infty}\) and defined on the space of bounded real-valued functions on \([t_0, \infty)\), \(B([t_0, \infty))\), which coincide with the classical limit whenever the latter exists. Moreover, it satisfies the following property
\[
\liminf_{T \to \infty} g(T) \leq \text{Lim}_{T \to \infty} g(T) \leq \limsup_{T \to \infty} g(T), \quad \forall g \in B([t_0, \infty)). \quad (5.6)
\]

Let us denote by \(C(H)\) the space of continuous real-valued functions on \(H\). Recall that \(\{S(t)\}_{t \geq t_0}\), given in \((2.15)\), denotes the semigroup associated to the 2D Navier-Stokes equations on \([t_0, \infty)\). We then have the following known result.

**Theorem 5.2.** Let \(u_0 \in A\). Then, there exists an invariant probability measure \(\mu_{u_0}\) with respect to \(\{S(t)\}_{t \geq t_0}\) such that, for all \(\Phi \in C(H), \)
\[
\text{Lim}_{T \to \infty} \frac{1}{T} \int_{t_0}^{t_0+T} \Phi(S(t)u_0)dt = \int_H \Phi(\xi) d\mu_{u_0}(\xi).
\]

The proof of Theorem \(5.2\) can be found in \([17\,\text{Chapter 4}]\).
We now have the result showing the equality between ensemble averages of physical quantities associated to the reference solution and time averages of the same quantities associated to the corresponding approximating solution. Notice that here the function Φ representing the physical quantity belongs to $C(H)$.

**Theorem 5.3.** Under the hypotheses of Theorem 4.2, denote $u_0 = u(t_0)$ and assume that $E_1 = 0$. Then, given a generalized limit $\lim_{T \to \infty}$, there exists an invariant probability measure $\mu_{u_0}$ with respect to $\{S(t)\}_{t \geq t_0}$ such that

$$\lim_{T \to \infty} \frac{1}{T} \int_{t_0}^{t_0+T} \Phi(v(t))dt = \int_{H} \Phi(\xi) d\mu_{u_0}(\xi), \quad \forall \Phi \in C(H).$$

**Proof.** Since $v(t), u(t) \in B_V(3(M_1 + E_1))$, for all $t \in [t_0, \infty)$, and $E_1 = 0$, from Theorem 5.1 it follows that, for every function $\Phi : H \to \mathbb{R}$ such that its restriction to $B_V(3(M_1 + E_1))$ is a Lipschitz continuous function, we have

$$\limsup_{T \to \infty} \left| \frac{1}{T} \int_{t_0}^{t_0+T} \Phi(v(t))dt - \frac{1}{T} \int_{t_0}^{t_0+T} \Phi(u(t))dt \right| = 0. \quad (5.7)$$

But since $B_V(3(M_1 + E_1))$ is compact in $H$, by the Stone-Weierstrass Theorem, the set of Lipschitz continuous functions on $B_V(3(M_1 + E_1))$, with respect to the norm topology in $H$, is dense in the space of continuous functions on $B_V(3(M_1 + E_1))$. Therefore, (5.7) is also valid for every $\Phi \in C(H)$. Using (5.6), this implies that

$$\lim_{T \to \infty} \left( \frac{1}{T} \int_{t_0}^{t_0+T} \Phi(v(t))dt - \frac{1}{T} \int_{t_0}^{t_0+T} \Phi(u(t))dt \right) = 0, \quad \forall \Phi \in C(H).$$

Thus, from Theorem 5.2, we obtain that

$$\lim_{T \to \infty} \frac{1}{T} \int_{t_0}^{t_0+T} \Phi(v(t))dt = \lim_{T \to \infty} \frac{1}{T} \int_{t_0}^{t_0+T} \Phi(u(t))dt = \int_{H} \Phi(\xi) d\mu_{u_0}(\xi), \quad \forall \Phi \in C(H). \quad (5.8)$$

The result of Theorem 5.3 above provide us with a way of obtaining information on the averages of physical quantities associated to the unknown reference solution through time averages of the same quantities associated to the approximating solution, which is computed by using our discrete data assimilation algorithm.
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**Appendix**

In this appendix, we consider a concrete and physically relevant example of an interpolant operator $I_h$ given by local averages over finite volume elements (see, e.g., [21, 28, 29]). Our purpose is to show explicit uniform estimates of the $L^2(\Omega)^2$ and $H^1(\Omega)^2$ norms for the sequence of errors $\{\eta_n\}_{n \in \mathbb{N}}$, which was introduced in section
With this we intend to show, in particular, that the inequality (4.36) considered in Theorem 4.2 is a natural condition on such errors, that can be effectively verified in applications.

Let \( \Omega \subset \mathbb{R}^2 \) be an open and bounded set. Let us consider a spatial mesh with resolution of size \( h > 0 \), given by a family \( \{ \mathcal{U}_j \}_{1 \leq j \leq N_h} \) of disjoint sets in \( \mathbb{R}^2 \) with strictly positive measure \( |\mathcal{U}_j| \), such that \( \Omega = \bigcup_{j=1}^{N_h} \mathcal{U}_j \) and such that the diameter \( \text{diam}(\mathcal{U}_j) \) of each \( \mathcal{U}_j \) satisfies \( \text{diam}(\mathcal{U}_j) \leq h \).

Now, for each \( \mathcal{U}_j \), \( j = 1, \ldots, N_h \), let \( \tilde{\mathcal{U}}_j \) be an open set with \( \mathcal{U}_j \subset \tilde{\mathcal{U}}_j \) and such that \( \text{diam}(\tilde{\mathcal{U}}_j) < 2h \). Then, let \( \{ \Psi_j \}_{1 \leq j \leq N_h} \) be a partition of unity subordinated to \( \{ \tilde{\mathcal{U}}_j \}_{1 \leq j \leq N_h} \), with each \( \Psi_j \) being a smooth and compactly supported real-valued function on \( \mathbb{R}^2 \) such that \( \text{supp} \Psi_j \subset \tilde{\mathcal{U}}_j \),

\[
0 \leq \Psi_j(x) \leq 1, \quad \forall x \in \mathbb{R}^2,
\]

\[
\sum_{j=1}^{N_h} \Psi_j(x) = 1, \quad \forall x \in \Omega,
\]

and

\[
|\nabla \Psi_j(x)| \leq \frac{C_0}{h}, \quad \forall x \in \mathbb{R}^2,
\] where \( C_0 \) is a constant.

Note that, for all \( j = 1, \ldots, N_h \), we have that the measure \( |\tilde{\mathcal{U}}_j| \) of \( \tilde{\mathcal{U}}_j \) satisfies

\[
|\tilde{\mathcal{U}}_j| \leq 4h^2,
\]

so that

\[
\sum_{j=1}^{N_h} |\tilde{\mathcal{U}}_j| \leq 4N_hh^2.
\]

We assume that \( h \) is small enough so that

\[
4N_hh^2 \leq 2|\Omega|,
\]

where \( |\Omega| \) denotes the measure of \( \Omega \).

For each \( k \in \mathbb{N} \), let \( \tilde{\mathcal{U}}_{j_1}, \ldots, \tilde{\mathcal{U}}_{j_{n_k}} \) be all the sets from the family \( \{ \tilde{\mathcal{U}}_j \}_{1 \leq j \leq N_h} \) which have a non-empty intersection with \( \tilde{\mathcal{U}}_k \), i.e.

\[
\tilde{\mathcal{U}}_k \cap \tilde{\mathcal{U}}_{j_i} \neq \emptyset, \quad \forall i = 1, \ldots, n_k,
\]

and

\[
\tilde{\mathcal{U}}_k \cap \tilde{\mathcal{U}}_j = \emptyset, \quad \forall j \notin \{j_1, \ldots, j_{n_k}\}.
\]

We assume that there exists a constant \( C_1 \), which is independent of \( h \), such that

\[
n_k \leq C_1, \quad \forall k \in \mathbb{N}.
\]

**Remark A.1.** In the case \( \Omega = (0, L) \times (0, L) \), \( L > 0 \), one can think of the spatial mesh for \( \Omega \) as, for example, a square mesh grid, with each \( \mathcal{U}_j \) being a square with diameter \( h \); \( \Psi_j \) being the mollification of the characteristic function of \( \mathcal{U}_j \); and \( \tilde{\mathcal{U}}_j \) being an open square with diameter \( h+\delta \), with \( \delta < h \) depending on the mollification parameter (see, e.g., [3, Appendix A] for more details).

The reason why we consider smooth functions instead of the characteristic functions of the sets \( \mathcal{U}_j \) is that we want to obtain, in particular, an estimate of \( \eta_n \), given explicitly below in (A.14), with respect to the norm in \( H^1(\Omega)^2 \), which involves the gradient of \( \eta_n \).
For each \( j = 1, \ldots, N_h \), we denote by \( \psi_j \) the restriction of the function \( \Psi_j \) to the set \( \Omega \). Note that, in particular, relations (A.1)–(A.3) are also satisfied by \( \psi_j \), for all \( x \in \Omega \).

Now, consider the interpolant operator \( I_h : L^2(\Omega)^2 \to L^2(\Omega)^2 \) given by

\[
I_h(\varphi) = \sum_{j=1}^{N_h} \bar{\varphi}_j \psi_j, \quad \forall \varphi \in L^2(\Omega)^2,
\]

where

\[
\bar{\varphi}_j = \frac{1}{|U_j|} \int_{U_j} \varphi(x)dx
\]

is the local average of \( \varphi \) over the volume element \( U_j \).

We consider the measurement over each volume element \( U_j \), \( j = 1, \ldots, N_h \), at time \( t_n \), given by

\[
\mathbf{u}_j(t_n) + \varepsilon_{n,j},
\]

where

\[
\mathbf{u}_j(t_n) = \frac{1}{|U_j|} \int_{U_j} \mathbf{u}(t_n, x)dx
\]

is the local average over \( U_j \) of the exact value of the reference solution \( \mathbf{u} \) at time \( t_n \), and \( \varepsilon_{n,j} \) is the corresponding error vector in the measurement. Note that the values \( \mathbf{u}_j(t_n) \) and \( \varepsilon_{n,j} \) are not known separately, but only their sum. However, an estimate of the maximum size of the errors \( \varepsilon_{n,j} \), \( n \in \mathbb{N}, j = 1, \ldots, N_h \), is usually given in terms of the accuracy associated to the devices used in an experiment. We denote the maximum error size by \( \varepsilon > 0 \), so that

\[
|\varepsilon_{n,j}| \leq \varepsilon, \quad \forall n \in \mathbb{N}, \forall j = 1, \ldots, N_h.
\]

Then, using the interpolant operator \( I_h \) based on these values, we obtain, for each \( n \in \mathbb{N} \), a vector field \( \tilde{\mathbf{u}}(t_n) \) defined on \( \Omega \), given by

\[
\tilde{\mathbf{u}}(t_n) = \sum_{j=1}^{N_h} \mathbf{u}_j(t_n) \psi_j + \sum_{j=1}^{N_h} \varepsilon_{n,j} \psi_j.
\]

Comparing with the definition of \( \tilde{\mathbf{u}}(t_n) \) given in (3.3), we then have

\[
I_h(\mathbf{u}(t_n)) = \sum_{j=1}^{N_h} \mathbf{u}_j(t_n) \psi_j,
\]

and

\[
\eta_n = \sum_{j=1}^{N_h} \varepsilon_{n,j} \psi_j.
\]

In the following proposition, we obtain estimates for the error term \( \eta_n \) given in (A.14).

**Proposition A.1.** For all \( n \in \mathbb{N} \), the following inequalities hold

(i) \( |\eta_n|_{L^2} \leq \varepsilon |\Omega|^{1/2} \);

(ii) \( \|\eta_n\|_{H^1} \leq \frac{\varepsilon}{h} |\Omega|^{1/2} \), where \( h = C_0(2C_1)^{1/2} \), with \( C_0 \) and \( C_1 \) being the constants from (A.3) and (A.7), respectively.
Proof. Using (A.2) and (A.12), we obtain that
\[ |\eta_n|^2_{L^2} = \left| \int_{\Omega} \left( \sum_{k=1}^{N_h} \varepsilon_{n,k} \psi_k(x) \right) \left( \sum_{j=1}^{N_h} \varepsilon_{n,j} \psi_j(x) \right) \, dx \right| \leq \varepsilon^2 \int_{\Omega} \left( \sum_{k=1}^{N_h} \psi_k(x) \right) \left( \sum_{j=1}^{N_h} \psi_j(x) \right) \, dx = \varepsilon^2 |\Omega|, \]
which proves (i).

Now, for the proof of (ii), note that
\[ \|\eta_n\|^2_{H^1} = \left| \left( \sum_{k=1}^{N_h} \varepsilon_{n,k} \nabla \psi_k(x) \right) \cdot \left( \sum_{j=1}^{N_h} \varepsilon_{n,j} \nabla \psi_j(x) \right) \right| \]
\[ \leq \varepsilon^2 \sum_{k=1}^{N_h} \sum_{j=1}^{N_h} \int_{\Omega} \left( \nabla \psi_k(x) \right) \left( \nabla \psi_j(x) \right) \, dx. \]

Then, using (A.5), (A.6) and H"{o}lder inequality, we obtain
\[ \|\eta_n\|^2_{H^1} \leq \varepsilon^2 \sum_{k=1}^{N_h} \sum_{j=1}^{N_h} \left( \int_{\Omega} |\nabla \psi_k(x)|^2 \, dx \right)^{1/2} \left( \int_{\Omega} |\nabla \psi_j(x)|^2 \, dx \right)^{1/2}. \]

From (A.3), (A.4) and (A.7), it follows that
\[ \|\eta_n\|^2_{H^1} \leq \varepsilon^2 \frac{C_0^2}{h^2} \sum_{k=1}^{N_h} \sum_{i=1}^{n_k} |\tilde{u}_k|^{1/2} |\tilde{u}_j|^{1/2} \leq \varepsilon^2 \frac{C_0^2}{h^2} C_1 4 N_h h^2 \leq \varepsilon^2 \frac{C_0^2}{h^2} C_1 |\Omega|, \]
which proves (ii). \( \square \)

Comparing inequality (ii) of Proposition A.1 with the condition (4.30) on the sequence \( \{\eta_n\}_{n \in \mathbb{N}} \) given in Theorem 4.2, we see that \( E_1 \) in this particular case of \( I_h \) defined by (A.8), is given by
\[ E_1 = C_0 (2 C_1)^{1/2} \frac{\varepsilon}{h} |\Omega|^{1/2}, \]
where \( C_0 \) and \( C_1 \) are the constants from (A.3) and (A.7), respectively.
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