Abstract

We derive the exact vortex partition function in 2d \( \mathcal{N} = (2,2) \) gauge theory on the \( \Omega \)-background, applying the localization scheme in the Higgs phase. We show that the partition function at a finite \( \Omega \)-deformation parameter \( \epsilon \) satisfies a system of differential equations, which can be interpreted as a quantized version of the twisted \( F \)-term equations characterizing the SUSY vacua. Using the differential equations derived in this paper, we show the correspondence between the partition function of the two-dimensional vortex string worldsheet theory and the Nekrasov partition function at the root of Higgs branch of the four-dimensional \( \mathcal{N} = 2 \) theory with two \( \Omega \)-deformation parameters \( (\epsilon_1, \epsilon_2) \).
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1 Introduction

Recent progress on supersymmetric gauge theories allows us to perform path integrals in an explicit way through the localization scheme. Such exact results provide us with a number of non-trivial checks of gauge theory dualities, e.g. gauge/gravity duality, mirror symmetry, Seiberg duality. After the seminal work by Pestun [1], the localization scheme is widely applied to gauge theories on compact curved manifold, where the Infrared (IR) divergence is properly regularized by the curvature of the spacetime. On the other hand, the exact computation on a non-compact spacetime needs another way to deal with the IR divergence as in the earliest example of $\mathcal{N} = 2$ supersymmetric gauge theories on the four-dimensional Euclidean spacetime [2]. One possible approach for the non-compact case is to consider the Ω-deformed theories, which can be naturally obtained through the standard dimensional reduction from the corresponding higher dimensional theory in a non-trivial supersymmetric background. The exact partition function in 4d $\mathcal{N} = 2$ gauge theories in the Ω-background was computed in [2] and it was shown that the partition function reproduces the Seiberg–Witten prepotential, which captures the low-energy dynamics of the theories. Although, it cannot be applied to arbitrary dimensions, it allows us to perform the path integral in several physically important classes of theories.

In this paper, we revisit the Ω-background in two dimensions and compute the exact vortex partition function [3] [4] [5] [6] [7] [8] [9], using the first-principles localization method in the Higgs phase, where the path integral localizes to BPS vortex configurations. We first show the supersymmetry transformation in the Ω-deformed two-dimensional theory, and then apply the localization method based on the (scalar) supersymmetry $Q$ preserved by the Ω-background. To compute the one-loop determinant, we determine the bosonic and fermionic fluctuations around the BPS vortex configuration and count the short supermultiplets, which have non-trivial contribution to the partition function. Combining the one-loop determinant and the classical contribution from a certain $Q$-closed operator, we obtain both the explicit (combinatorial) form of the vortex partition function, which can also be rewritten into an integral expression. As in the case of the four-dimensional theory, the whole partition function can be decomposed into the perturbative and the non-perturbative parts. The latter part is the contribution from the BPS vortices, which play a role of instantons in two dimensions [10] [11] [12] [13] [14] [15] [16] [17]. We also show that the partition function does not simply factorize into two parts in the case involving fractional vortices.

Once the partition function in the Ω-background is obtained, one can extract the non-trivial information for the low-energy dynamics of gauge theories by taking the limit where the Ω-background is turned off, $\epsilon \to 0$. In addition to the role as the regulator, it is known that the Ω-background parameter $\epsilon$ has another interesting interpretation as the quantum deformation
parameter \[18, 19, 20\]. In this sense, the limit \( \epsilon \to 0 \) corresponds to the classical theory. Indeed the Seiberg–Witten curve, which appears in this limit, has an essential connection with the classical integrable systems. At this moment, the Seiberg–Witten curve is just an algebraic curve, which is characterized by an algebraic relation, \( P(x, y) = 0 \). Then, turning on the \( \Omega \)-background, the algebraic relation lifts up to a differential equation \( P(\hat{x}, \hat{y}) \cdot \psi = 0 \), which is called the quantum curve. In our two-dimensional case, we show that the vortex partition function with finite \( \epsilon \) satisfies a differential equation, where the corresponding differential operator is obtained by quantizing the twisted \( F \)-term equation, i.e. the algebraic relation characterizing the twisted superpotential. This differential equation allows us to examine the behavior of the partition function in the limit \( \epsilon \to 0 \) in an efficient way.

The \( \mathcal{N} = (2, 2) \) theory in two dimensions has various interesting connection with \( \mathcal{N} = 2 \) theory in four dimensions. One of the important links between them is the correspondence between the BPS objects in two and four dimensions \[21, 22\]. This correspondence has been interpreted as the relation between the 2d effective worldsheet theory on vortex strings and the parent 4d gauge theory at the root of Higgs branch \[29, 30\]. In this paper we apply the exact formula to obtain the vortex partition function in the effective worldsheet theory of vortex strings, called the Hanany–Tong model \[10\]. We compare this vortex partition function with the four-dimensional Nekrasov partition function with two \( \Omega \)-deformation parameters \((\epsilon_1, \epsilon_2)\) and show the agreement of two and four-dimensional theories at the level of partition functions.

This paper is organized as follows. In Sec.2 we first reconsider the vortex partition function in the \( \Omega \)-background. Applying the localization technique in the Higgs phase, we derive the exact formula for the vortex partition function of Abelian \( \mathcal{N} = (2, 2) \) theories in two dimensions. Deriving the integral expression for the partition function, we show that the mirror symmetry can be naturally observed by rewriting the integral. We then generalize the result to the non-Abelian theory, and show that it coincides with the hemisphere partition function \[31, 32, 33\]. In Sec.3 we study the differential equation for the exact partition function. It is derived by a contour shift of the integral formula for the partition function, which can be viewed as a “quantized” version of the twisted \( F \)-term equation. In Sec.4 we study the vortex worldsheet theory, the Hanany–Tong model, as an application of the formula obtained in this paper. By comparing the differential equations for the partition functions, we obtain the agreement of two- and four-dimensional partition functions at the root of Higgs branch with two \( \Omega \)-deformation parameters \((\epsilon_1, \epsilon_2)\). In section 5 we conclude this paper with some remarks.

\[1\] See \[23, 24, 25\] for recent progress along this direction, and also \[26, 27, 28\].
2 Vortex Partition Function

In this section, we derive a formula for the vortex partition functions in 2d $\mathcal{N} = (2, 2)$ supersymmetric theories in the $\Omega$-background. We apply the localization technique in the Higgs phase where the path integral localizes to BPS vortex configurations which are invariant under a certain symmetry transformation. Since $\Omega$-deformed 2d theories can be obtained by means of the dimensional reduction from the corresponding 4d theories with a non-trivial metric, we first consider 4d $\mathcal{N} = 1$ theories and apply the localization technique to compute the vortex partition function.

2.1 Omega Background

The 4-dimensional geometry corresponding to the $\Omega$-background takes the form

$$ds^2 = |dz - iz(\epsilon dw + \bar{\epsilon}d\bar{w})|^2 + |dw|^2,$$

where $z = x_1 + ix_2, w = x_3 + ix_4$ and $x_3$ and $x_4$ directions are periodic: $x_3 \sim x_3 + 2\pi R_3, x_4 \sim x_4 + 2\pi R_4$. The 2d $\Omega$-background can be obtained by performing the dimensional reduction along the periodic directions $x_3$ and $x_4$. If we take the limit $\epsilon \to 0$, the geometry reduces to $\mathbb{R}^2 \times T^2$ with the trivial metric and the resulting theory is the standard 2d $\mathcal{N} = (2, 2)$ model without any deformation. Let $e_i^\alpha (\alpha = 1, 2, 3, 4)$ be the following basis for the vierbein

$$dx^i(e_i^1 + ie_i^2) = dz - iz(\epsilon dw + \bar{\epsilon}d\bar{w}), \quad dx^i(e_i^3 + ie_i^4) = dw.$$

Then, the spin connection takes the form (see Appendix A for our conventions of spinors)

$$\frac{1}{2} \omega_i^{\alpha\beta} \sigma_{\alpha\beta} dx^i = \frac{1}{2} \omega_i^{\alpha\beta} \bar{\sigma}_{\alpha\beta} dx^i = \frac{1}{2}(\epsilon dw + \bar{\epsilon}d\bar{w}) \sigma_3.$$

The supersymmetry transformation in this geometry is parameterized by the parallel spinors $\varepsilon, \bar{\varepsilon}$ which satisfy the following equations

$$\mathcal{D}_i \varepsilon = \left( \partial_i + \frac{i}{2} \omega_i^{\alpha\beta} \sigma_{\alpha\beta} - iV_i \right) \varepsilon = 0, \quad \mathcal{D}_i \bar{\varepsilon} = \left( \partial_i + \frac{i}{2} \omega_i^{\alpha\beta} \bar{\sigma}_{\alpha\beta} + iV_i \right) \bar{\varepsilon} = 0,$$

where $V_i$ is a background $R$-symmetry gauge field. In order to have supersymmetries in the $\Omega$-deformed geometry, the background $R$-symmetry gauge field should be appropriately turned on so that the parallel spinor equations (2.4) have non-trivial solutions. If we assume that $V_i$ is given by

$$V_i dx^i = \frac{1}{2}(\epsilon dw + \bar{\epsilon}d\bar{w}),$$

then the $\Omega$-deformed 2d $\mathcal{N} = (2, 2)$ theories can be obtained by dimensional reduction from the corresponding 4d theories with a non-trivial metric.
the solutions of Eq. (2.4) satisfying the periodic boundary condition are given by

\[
\epsilon = \begin{pmatrix} 0 \\ \epsilon_0 \end{pmatrix}, \quad \bar{\epsilon} = \begin{pmatrix} \bar{\epsilon}_0 \\ 0 \end{pmatrix},
\]

(2.6)

where \(\epsilon_0\) and \(\bar{\epsilon}_0\) are constants. Note that for these spinors, the spinor bilinear \(\epsilon \bar{\sigma}^i \bar{\epsilon}\) is proportional to the Killing vector \(\xi^i\) given by

\[
\frac{1}{2\epsilon_0 \bar{\epsilon}_0} (\epsilon \bar{\sigma}^i \bar{\epsilon}) \partial_i = \xi^i \partial_i \equiv \partial_w + i\epsilon (z \partial_z - \bar{z} \partial_{\bar{z}}).
\]

(2.7)

The field content of our model is the same as that of the standard \(\mathcal{N} = 1\) model in 4-dimensions. Furthermore, the supersymmetry variations of the fields with respect to the supercharge \(Q \equiv \epsilon Q + \bar{\epsilon} \bar{Q}\) also take the same form as those of \(\mathcal{N} = 1\) models if the background connections are appropriately incorporated into the covariant derivative. In the following, we first focus on the case of \(U(1)\) gauge theory for simplicity. The supersymmetry transformation for a vector multiplet is given by

\[
Q_A = -i(\bar{\lambda} \sigma^i \epsilon - \bar{\epsilon} \sigma^i \lambda), \quad Q \lambda = -iF_{ij} \sigma^{ij} \epsilon + D \epsilon,
\]

\[
Q D = i(\epsilon \bar{\sigma}^i D_i \lambda + D_i \lambda \bar{\sigma}^i \bar{\epsilon}), \quad Q \bar{\lambda} = iF_{ij} \bar{\sigma}^{ij} \bar{\epsilon} + D \bar{\epsilon},
\]

(2.8)

where the covariant derivative \(D_i\) contains the background \(R\)-symmetry gauge field

\[
D_i \lambda = \left( \partial_i + \frac{i}{2} \omega^{\alpha \beta}_i \sigma_{\alpha \beta} - iV_i \right) \lambda, \quad D_i \bar{\lambda} = \left( \partial_i + \frac{i}{2} \omega^{\alpha \beta}_i \bar{\sigma}_{\alpha \beta} + iV_i \right) \bar{\lambda}.
\]

(2.9)

For a chiral multiplet, the supersymmetry transformation is given by

\[
Q \phi = \sqrt{2} \epsilon \psi, \quad Q \bar{\phi} = \sqrt{2} \bar{\epsilon} \bar{\psi},
\]

\[
Q \psi = \sqrt{2}(iD_i \phi \bar{\sigma}^i \epsilon + F \epsilon), \quad Q \bar{\psi} = \sqrt{2}(iD_i \phi \sigma^i \bar{\epsilon} + \bar{F} \bar{\epsilon}),
\]

\[
Q F = \sqrt{2}(iD_i \psi \bar{\sigma}^i \epsilon + \sqrt{2}i \phi \bar{\epsilon} \bar{\lambda}), \quad Q \bar{F} = \sqrt{2}(iD_i \bar{\psi} \sigma^i \bar{\epsilon} + \sqrt{2}i \bar{\phi} \epsilon \lambda).
\]

(2.10)

(2.11)

(2.12)

(2.13)

Again, the covariant derivative contains the background gauge fields \(V_i\) for the \(R\)-symmetry, under which a chiral multiplet \((\phi, \psi, F)\) with \(R\)-charge \(q\) transforms as

\[
(\phi, \psi, F) \rightarrow e^{-iq\alpha}(\phi, e^{i\alpha} \psi, e^{2i\alpha} F).
\]

(2.14)

In addition to the \(R\)-symmetry gauge field background, we can also introduce a flat gauge field background \(\bar{A}_i\) for each \(U(1)\) subgroup of the Cartan part of the flavor symmetry

\[
\bar{A}_i^a dx^i = m^a dw + \bar{m}^a d\bar{w}.
\]

(2.15)

The complex parameters \(m^a\) are called the twisted masses in 2d \(\mathcal{N} = (2, 2)\) theories.
Assuming that \( \varepsilon_0 \) and \( \bar{\varepsilon}_0 \) are commuting parameters, we can show that the square of the supersymmetry closes to the translation along the compact directions \( P_w \), the rotation \( J \) in the \( z \)-plane, the \( R \)-symmetry \( R \) and the flavor symmetries \( F_a \)

\[
Q^2 = 4\varepsilon_0\bar{\varepsilon}_0 \left[ P_w + \epsilon \left( J - \frac{1}{2}R \right) + m^a F_a \right],
\]

where \( P_w \) should be understood as the covariant derivative including the gauge connection. If we redefine \( \tilde{J} \equiv J - \frac{1}{2}R \) as a new generator for the rotation in the \( z \)-plane, the supercharges corresponding to the parameters \( \varepsilon_0 \) and \( \bar{\varepsilon}_0 \) can be regarded as scalars under \( \tilde{J} \). Similarly, it is convenient to rewrite the spinor indices in terms of the new rotation generator \( \tilde{J} \) to make the new rotational symmetry manifest

\[
\begin{pmatrix}
\lambda_1 \\
\lambda_2
\end{pmatrix} = \begin{pmatrix}
\lambda_z \\
\lambda_0
\end{pmatrix}, \\
\begin{pmatrix}
\bar{\lambda}^i \\
\bar{\lambda}^2
\end{pmatrix} = \begin{pmatrix}
\bar{\lambda}_0 \\
\bar{\lambda}_z
\end{pmatrix},
\]

\[
\begin{pmatrix}
\psi_1 \\
\psi_2
\end{pmatrix} = \begin{pmatrix}
\psi_0 \\
\psi_z
\end{pmatrix}, \\
\begin{pmatrix}
\bar{\psi}^1 \\
\bar{\psi}^2
\end{pmatrix} = \begin{pmatrix}
\bar{\psi}_z \\
\bar{\psi}_0
\end{pmatrix},
\]

and the auxiliary field in a chiral multiplet \((F, F^\dagger)\) becomes \((F_z, F_{\bar{z}})\), where the quantities with the subscript 0 are scalars and \( z, \bar{z} \) stand for \((1, 0)\) and \((0, 1)\)-forms. It is also convenient to use the following notation

\[
A_z = \frac{1}{2}g^{ij}(e_i^1 - ie_i^2)A_j, \quad A_{\bar{z}} = \frac{1}{2}g^{ij}(e_i^1 + ie_i^2)A_j,
\]

\[
A_\xi = \frac{1}{2}g^{ij}(e_i^3 - ie_i^4)A_j, \quad A_{\bar{\xi}} = \frac{1}{2}g^{ij}(e_i^3 + ie_i^4)A_j,
\]

and similarly for the field strength \( F_{ij} \). Note that \( A_\xi \) and \( A_{\bar{\xi}} \) can also be viewed as the gauge connection in the directions of the Killing vector fields \( \xi = \partial_w + i\epsilon(z\partial_z - \bar{z}\partial_{\bar{z}}) \) and \( \bar{\xi} = \partial_w + i\bar{\epsilon}(\bar{z}\partial_z - z\partial_{\bar{z}}) \), that is

\[
A_\xi = \xi^i A_i, \quad A_{\bar{\xi}} = \bar{\xi}^i A_i
\]
and the supersymmetry transformation rules for a chiral multiplet (2.11)-(2.13) become

\begin{align}
Q\phi &= \sqrt{2}\varepsilon_0\psi_0, \\
Q\bar{\phi} &= -\sqrt{2}\bar{\varepsilon}_0\bar{\psi}_0, \\
QF_z &= 2\sqrt{2}i\bar{\psi}_0(\sqrt{2}i\bar{D}_z\bar{\psi}_0 - \sqrt{2}iD_z\psi_0 - i\phi\bar{\lambda}_z), \\
Q\bar{F}_z &= 2\varepsilon_0(\sqrt{2}iD_{\bar{\xi}}\bar{\psi}_z + \sqrt{2}iD_z\bar{\psi}_0 + i\bar{\phi}\lambda_z),
\end{align}

(2.27)

where \(D_{\xi}, D_{\bar{\xi}}\) are the covariant derivatives containing all the connections. For example, for the fermionic field in the \(a\)-th flavor, \(D_{\xi}\) is given by

\[
D_{\xi}\psi^a = \left[\xi^i \partial_i + iA_\xi - i\epsilon + i\left(m_a + \frac{\epsilon q_a}{2}\right)\right] \psi^a_z.
\]

(2.31)

In the following, we set \(q_a = 0\) since the \(R\)-charge, which appears in the combination \(m_a + \epsilon q_a/2\), can always be absorbed into the twisted mass \(m_a\). The \(R\)-charge dependence can be restored by shifting the twisted mass \(m_a \rightarrow m_a + \epsilon q_a/2\).

### 2.2 \(Q\)-exact Action and Saddle Points

The vortex partition function can be defined by a path integral of the form

\[
Z = \int [D\varphi] \exp (-QV + I). \tag{2.32}
\]

Here and in the following, \(Q\) denotes the supercharge with \(\varepsilon_0 = \bar{\varepsilon}_0 = \frac{1}{2}\). \(V\) and \(I\) are certain quantities satisfying

\[
Q^2V = QI = 0. \tag{2.33}
\]

Then, we can show that \(Z\) is invariant under any deformation \(V \rightarrow V + \delta V\)

\[
\delta Z = -\int [D\varphi] (Q\delta V) \exp (-QV + I) = -\int [D\varphi] Q\left[\delta V \exp (-QV + I)\right] = 0. \tag{2.34}
\]

This property enables us to exactly evaluate the path integral \(Z\) by using the deformation \(V \rightarrow tV\) and applying the saddle point method in the limit \(t \rightarrow \infty\).

Schematically, the \(Q\)-exact part \(QV\) can be expanded around its saddle points in terms of bosonic and fermionic fluctuations \(\Phi\) and \(\Psi\):

\[
QV = \Phi^\dagger \Delta_B \Phi + \Psi^\dagger \Delta_F \Psi + \text{higher order terms}, \tag{2.35}
\]

If we set \(q = 0\) for all chiral multiplets in the presence of a superpotential \(W\), the twisted masses have to be assigned so that each term in \(W\) has the total twisted mass \(2 \times \frac{\epsilon}{2} = \epsilon\) since the total mass and the \(R\)-charge of \(W\) should have \(m = 0, q = 2\) in the original notation.
where $\Delta_B$ and $\Delta_F$ are certain differential operators appearing in the linearized equations of motion around the saddle point configuration. The saddle point analysis implies that the vortex partition function can be written as a sum over the saddle points of $\mathcal{QV}$

$$Z = \sum \left[ \exp(I) \frac{\det(\Delta_F)}{\det(\Delta_B)} \right]_{\text{saddle points}}. \quad (2.36)$$

Therefore, the exact vortex partition function $Z$ can be obtained by computing the contributions from each saddle points: the value of the $\mathcal{Q}$-closed operator $I$ and the functional determinants of $\Delta_B$ and $\Delta_F$.

To discuss the explicit form of $\mathcal{QV}$ and its saddle points, we restrict ourselves to the Abelian model with $N$ chiral multiplets with electric charge $+1$. Let us consider the $\mathcal{Q}$-exact part generated from $V$ of the form

$$V = \int d^4x \left[ \frac{1}{g^2} \left( \lambda_2 \bar{Q} \lambda_2 + \lambda_0 \bar{Q} \lambda_0 + \bar{\lambda}_0 Q \lambda_0 + \bar{\lambda}_2 Q \lambda_2 \right) \right.$$

$$+ \psi_0 \bar{Q} \psi_0 + \psi_2 \bar{Q} \psi_2 + \bar{\psi}_2 \bar{Q} \psi_2 + \bar{\psi}_0 \bar{Q} \psi_0 + i(\lambda_0 + \bar{\lambda}_0)(|\phi|^2 - r) \], \quad (2.37)$$

where $g$ and $r$ are constants corresponding to the gauge coupling constant and Fayet–Iliopoulos (FI) parameter. Note that the vortex partition function do not depend on such parameters contained in the $\mathcal{Q}$-exact part. For Eq. (2.37), $\mathcal{QV}$ takes the form

$$\mathcal{QV} = S_{4d} - 2ir \int d^4xF_{zz} + \{\text{total derivative terms}\}, \quad (2.38)$$

where $S_{4d}$ is the following action which reduces to that of the standard $\mathcal{N} = 1$ supersymmetric model in the limit $\epsilon \to 0$:

$$S_{4d} = \int d^4x \left[ \frac{1}{4g^2} F_{ij} F^{ij} + \frac{1}{2g^2} D^2 - \frac{i}{2g^2} \bar{\lambda} \sigma^i \bar{D}_i \lambda + \bar{D}_i \phi_a D^i \bar{\phi}_a + |F_a|^2 \right.$$

$$- \frac{i}{2} \bar{\psi}_a \sigma^i \bar{D}_i \psi_a - \sqrt{2} i(\phi_a \bar{\psi}_a \lambda + \bar{\phi}_a \psi_a \lambda) + iD(|\phi_a|^2 - r) \]. \quad (2.39)$$

Note that the other terms in $\mathcal{QV}$ are topological and total derivative terms. After integrating out the auxiliary fields $F_a$ and $D$, the bosonic part of $\mathcal{QV}$ takes the form

$$(\mathcal{QV})_{\text{bosonic}} = \int d^4x \left[ \frac{1}{2g^2} \left\{ 2iF_{zz} + e^2(|\phi_a|^2 - r) \right\}^2 + |F_{zz}|^2 + 8|F_{zz}|^2 + 8|F_{zz}|^2 \right.$$

$$+ 4|\mathcal{D}_z \phi_a|^2 + 2|\mathcal{D}_z \phi_a|^2 + 2|\mathcal{D}_z \bar{\phi}_a|^2 \right]. \quad (2.40)$$

This completed square form implies that the saddle points of $\mathcal{QV}$ are the solutions of the following BPS equations

$$\mathcal{D}_z \phi_a = 0, \quad 2iF_{zz} + g^2(|\phi_a|^2 - r) = 0, \quad (2.41)$$

$$F_{\xi \xi} = F_{\xi z} = F_{z \xi} = \mathcal{D}_z \phi_a = \mathcal{D}_{\xi} \bar{\phi}_a = 0. \quad (2.42)$$
The first two equations do not depend on the deformation parameter $\epsilon$ and can be identified with
the BPS vortex equations in the corresponding $\mathcal{N} = (2, 2)$ model without any deformation. The solution to Eqs. (2.41) can be formally written as

$$A_{\bar{z}} = -\frac{i}{2} \partial_{\bar{z}} \omega, \quad \phi_a = \sqrt{r} e^{-\frac{1}{2} \omega} h_a(z),$$

(2.43)

where $h_a(z)$ are arbitrary holomorphic polynomials of $z$. The profile function $\omega$ is the solution of the following equation [13, 15]

$$\partial_{\bar{z}} \partial_z \omega = \frac{g^2 r}{2} (1 - H_0 H_0^\dagger e^{-\omega}),$$

(2.44)

where $H_0(z) \equiv (h_1, h_2, \cdots, h_N)$ and the boundary condition is $\lim_{|z| \to \infty} \omega = \log(H_0 H_0^\dagger)$.

In the undeformed massless theory ($m_a = \epsilon = 0$), each component of $H_0(z)$ can be an arbitrary polynomial, whose coefficients are regarded as the moduli parameters of the BPS vortex configurations. On the other hand, in the presence of the twisted mass and the omega deformation, Eqs. (2.42) tells us that $H_0(z)$ is restricted to the fixed points of the bosonic symmetry generated by

$$Q^2 = P_w + \epsilon(J - R/2) + m^a F_a.$$

(2.45)

Such configurations are specified by the vortex number $k \in \mathbb{Z}_{\geq 0}$ and the flavor label $a \in (1, 2, \cdots, N)$ which specifies the vacuum at the spatial infinity. For the $k$-vortex configuration in the $a$-th vacuum, the components of $H_0(z)$ are given by

$$h_a = z^k, \quad h_b = 0 \quad (b \neq a),$$

(2.46)

and Eqs. (2.42) is satisfied if

$$A_{\xi} = -m_a - k \epsilon.$$ \hspace{1cm} (2.47)

In conclusion, the saddle point configuration specified by the vortex number $k$ and the vacuum label $a$ is given by

$$A_{\xi} = -m_a - k \epsilon, \quad A_{\bar{z}} = -\frac{i}{2} \partial_{\bar{z}} \omega, \quad \phi_b = \begin{cases} \sqrt{r} e^{-\frac{1}{2} \omega} z^k & \text{for } b = a, \\ 0 & \text{for } b \neq a. \end{cases}$$

(2.48)

Although the solution of Eq. (2.44) is not known, the vortex partition function $Z$ can be determined without the explicit use of the profile function $\omega$. 
2.3 One-Loop Determinants

Before specifying the \( \mathcal{Q} \)-closed operator \( \mathcal{I} \) for the vortex partition function, let us first discuss the functional determinants in Eq. (2.36). For each saddle point configuration, the determinants can be calculated by finding the eigenmodes of the differential operators \( \Delta_B \) and \( \Delta_F \). (see Appendix [B] for the details of the computations).

Since the saddle points are BPS configurations preserving the supersymmetry, the bosonic and fermionic fluctuations around them form supermultiplets. Generic supermultiplets do not contribute to the ratio of the determinants since they consist of one bosonic mode with eigenvalue \( \Delta_B \doteq m_+m_- \) and two fermionic modes with \( \Delta_F \doteq m_\pm \).

Besides such generic supermultiplets, there exist short supermultiplets which consist of one bosonic and one fermionic modes, so that they have non-trivial contributions to the determinants. As shown in the Appendix [B] their eigenvalues of \( \Delta_B \) and \( \Delta_F \) are related to those of the covariant derivative \( D_\xi \) in the following way:

\[
\Delta_B \doteq -D_\xi D_{\bar{\xi}}, \quad \Delta_F \doteq -iD_{\bar{\xi}}.
\]

Therefore, the ratio of the determinants can be obtained from the determinant of \( D_{\bar{\xi}} \) restricted to the short supermultiplets

\[
\frac{\det \Delta_F}{\det \Delta_B} \propto \frac{1}{\det(-iD_{\bar{\xi}})}_{\text{short}}.
\]

As shown in Appendix [B] the bosonic parts of such short multiplets are given by the solutions of the linearized version of the BPS vortex equations (2.41) in the undeformed theory. They can be obtained by linearizing the general form of the vortex solution Eq. (2.43) around the saddle point configuration

\[
\delta A_\xi = 0, \quad \delta A_{\bar{\xi}} = -\frac{i}{2}\partial_{\bar{\xi}}\delta \omega, \quad \delta \phi_b = \sqrt{r}e^{-\frac{i}{2}\omega} \left[ \delta h_b(z) - \frac{1}{2} \delta \omega h_b(z) \right],
\]

where \( \delta h_b(z) \) are arbitrary holomorphic functions and once they are given, the function \( \delta \omega \) can be uniquely determined through the linearized version of Eq. (2.44) (see Eq. (B.24)).

Although \( \delta h_b(z) \) are arbitrary, not all degrees of freedom contained in \( \delta h_b(z) \) are physical since the solution Eq. (2.51) is invariant under the following infinite dimensional transformation:

\[
\delta h_b(z) \to \delta h_b(z) + v(z)h_b(z), \quad \delta \omega \to \delta \omega + 2v(z),
\]

where \( v(z) \) is an arbitrary polynomial. Since \( h_a(z) = z^k \) and \( h_b(z) = 0 \) (\( b \neq a \)) for the \( k \)-vortex background in the \( a \)-th vacuum, only \( \delta h_a(z) \) varies under this transformation. In order to find
out the physical degrees of freedom, it is convenient to expand $\delta h_b(z)$ and fix the redundancy
Eq. (2.52) by truncating the sum in $h_a(z)$ in the following way:

$$
\delta h_a(z) = \sum_{l=0}^{k-1} c_{a,l} z^l, \quad \delta h_b(z) = \sum_{l=0}^{\infty} c_{b,l} z^l \quad (b \neq a),
$$

(2.53)

where the coefficients $c_{b,l}$ are periodic functions of $x_3$ and $x_4$, so that they can be further expanded
into the Kaluza-Klein modes

$$
c_{b,l}(x_3, x_4) = \sum_{n} c_{b,l}^{n} \exp i \left( \frac{n_3 x_3}{R_3} + \frac{n_4 x_4}{R_4} \right), \quad \mathbf{n} \equiv (n_3, n_4)
$$

(2.54)

There is a caveat here. It is well-known that the modes with $l \geq k-1 \ (b \neq a)$ are non-normalizable in the $k$-vortex background. In general, if there exists a non-normalizable mode, the spectrum is continuous and the boson-fermion cancellation argument may not be applicable. However, we can show that there exists a continuous deformation of the $Q$-exact part of the action under which all the modes become normalizable (see Appendix B.2). Therefore, there is no need to care about the normalizability of the eigenmodes and the determinant can be calculated by using Eq. (2.50).

The eigenvalue of $-iD_\xi$ can be easily read off by noting that its action on $\Delta \phi_b$ reduces to the following action on $c_{b,l}^n$:

$$
-iD_\xi \phi_b \rightarrow \lambda_{b,l}^n c_{b,l}^n \equiv \left[ -\frac{i}{2} \left( \frac{n_3}{R_3} - i \frac{n_4}{R_4} \right) + m_b - m_a + \epsilon(l-k) \right] c_{b,l}^n.
$$

(2.55)

The functional determinants can be obtained by taking the product of the eigenvalues $\lambda_{b,l}^n$ for all the physical eigenmodes

$$
\left[ \frac{\det \Delta_F}{\det \Delta_B} \right]_{4d,a,k} = \prod_{\mathbf{n}} \left[ \prod_{l=0}^{k-1} \frac{\Lambda_0}{\lambda_{a,l}^n} \prod_{b \neq a} \prod_{l=0}^{\infty} \frac{\Lambda_0}{\lambda_{b,l}^n} \right],
$$

(2.56)

where we have introduced a scale parameter $\Lambda_0$ so that the ratio of the determinants is dimensionless. Now let us focus on the 2d limit $R_3, R_4 \rightarrow 0$, in which all the Kaluza Klein modes decouple and their contributions become trivial. Then, the one-loop determinant in two dimension can be obtained by ignoring the modes with $(n_3, n_4) \neq 0$

$$
\left[ \frac{\det \Delta_F}{\det \Delta_B} \right]_{2d,a,k} = (-1)^k \frac{\Lambda_0}{k!} \left( \frac{\Lambda_0}{\epsilon} \right)^{N(N+k)} \prod_{b \neq a} \sqrt{\frac{\Lambda_0}{2\pi\epsilon}} \left( \frac{m_b - m_a - k\epsilon}{\epsilon} \right),
$$

(2.57)

where we have assumed $\sum_{b=1}^{N} m_b = 0$ (this can always be done by shifting the scalar field $\sigma$ in the 2d vector multiplet) and the infinite products are reduced to the gamma functions by using
the zeta function regularization

\[ \prod_{l=0}^{\infty} \frac{y}{z + l} = \exp \left[ \lim_{s \to 0} \frac{\partial}{\partial s} \left\{ y^s \zeta(s, z) \right\} \right] = y^{-z} \sqrt{\frac{y}{2\pi}} \Gamma(z). \quad (2.58) \]

### 2.4 Q-closed Operator

Let us next turn to the Q-closed part \( I \). In the following, we will work in two dimensions unless otherwise stated. In order to write down \( I \), it is convenient to use the twisted chiral superfield for the vector multiplet, which is expressed in terms of the anti-commuting Grassmann coordinates \( \theta_z \) and \( \bar{\theta}_z \) as

\[ \Sigma = \sigma + \frac{1}{2} \lambda_z \theta_z + \frac{1}{2} \bar{\lambda}_z \bar{\theta}_z + i F_{z\bar{z}} \theta_z \bar{\theta}_z, \quad (2.59) \]

where \( \sigma \) is the complex scalar field obtained from \( A_w \) by the dimensional reduction. The supercharge which generates the transformation Eqs. (2.22)-(2.26) is now expressed as the following differential operator acting on twisted chiral superfields:

\[ Q = \theta_z \frac{\partial}{\partial z} + \bar{\theta}_z \frac{\partial}{\partial \bar{z}} + \epsilon \left( z \frac{\partial}{\partial \theta_z} - \bar{z} \frac{\partial}{\partial \bar{\theta}_z} \right). \quad (2.60) \]

With the identification \( \theta_z = dz, \bar{\theta}_z = d\bar{z} \), this differential operator can be identified with the equivariant exterior derivative with the equivariant parameter \( \epsilon \) for the \( SO(2) \) rotation on the \( z \)-plane.

Let \( \tilde{W} \) be a twisted superpotential, i.e. a holomorphic function of twisted chiral superfields. Since the supersymmetry transformation \( Q \) acts on \( \tilde{W} \) as a total derivative, we can obtain a Q-closed operator by integrating \( \tilde{W} \) over the superspace:

\[ I = 2 \int d^2 x \, d\bar{\theta}_z \, d\theta_z \, \tilde{W}(\Sigma). \quad (2.61) \]

Let \( \tau_0 \) be the following combination of the theta angle and the FI parameter:

\[ \tau_0 \equiv \frac{\theta}{2\pi} + ir. \quad (2.62) \]

---

3 The Hurwitz zeta function \( \zeta(s, z) = \sum_{l=0}^{\infty} (z + l)^{-s} \) satisfies

\[ \zeta(0, z) = -z + \frac{1}{2}, \quad \lim_{s \to 0} \frac{\partial}{\partial s} \zeta(s, z) = \log \frac{\Gamma(z)}{\sqrt{2\pi}}. \]

4 Although this twisted chiral superfield \( \Sigma \) is different from the one used in the standard \( \mathcal{N} = (2, 2) \) models, the difference vanishes when it is evaluated at the saddle points.
The $Q$-closed operator corresponding to the vortex partition function can be obtained from the standard tree-level twisted superpotential $\tilde{W} = iT(\alpha)\Sigma$ by promoting the constant parameter $\tau_0$ to a background twisted chiral superfield $T$:

$$\tilde{W} = iT(\alpha)\Sigma,$$

where we have assumed that $T$ is a function of the following “equivariantly closed form”:

$$\alpha = \epsilon (\theta \overline{\theta} z + \epsilon |z|^2), \quad Q\alpha = 0.$$  \hfill (2.64)

In addition, we also assume that $T$ is a function satisfying

$$T(0) = \tau_0, \quad \lim_{x \to \infty} T(x) = 0.$$  \hfill (2.65)

For instance, $T(\alpha) = \tau_0 e^{-\alpha}$ is a typical example. As long as these conditions are satisfied, the explicit form of $T(\alpha)$ is not essential since different choices of $T$ lead to $Q$-closed operators which differ only by $Q$-exact terms. The twisted superpotential preserves the supersymmetry since the background twisted chiral superfield $T(\alpha)$ is $Q$-closed. For this choice of the twisted superpotential, the corresponding $Q$-closed operator $\mathcal{I}$ is given by

$$\mathcal{I} = \int d^2z 2i\left[\epsilon T'(\epsilon z)^2\sigma + iT(|\epsilon z|^2)F_{zz}\right] = \int d^2z 2i\epsilon T'(\epsilon z)^2\left[\sigma + i\epsilon(z A_z - \overline{z} A_{\overline{z}})\right],$$

where we have used $\lim_{x \to \infty} T(x) = 0$. This quantity can be obtained from the following gauge invariant quantity in the 4d theory:

$$\mathcal{I}_{4d} = \frac{1}{(2\pi)^2 R_3 R_4} \int d^4 x 2i\epsilon T'(\epsilon z)^2 A_\xi.$$  \hfill (2.67)

Therefore, at the saddle point Eq. (2.48), $\mathcal{I}$ takes the value

$$\mathcal{I} \bigg|_{a,k} = \frac{2\pi}{\epsilon} \int_0^\infty d|\epsilon z|^2 i T'(\epsilon z)^2 (-m_a - k\epsilon) = 2\pi i \left(\frac{m_a}{\epsilon} + k\right) \tau_0.$$  \hfill (2.68)

where we have used $T(0) = \tau_0$.

$Z(\tau_0)$ as a generating function

The supersymmetry transformation rules (2.22)-(2.26) imply that in the limit $\epsilon \to 0$, the scalar field $\sigma$ becomes a $Q$-closed operator whose difference at two arbitrary points is $Q$-exact

$$\sigma|_{z=z_1} - \sigma|_{z=z_2} = \frac{1}{2} \int_{z_1}^{z_2} Q(\lambda_z dz + \lambda_{\overline{z}} d\overline{z}) + \mathcal{O}(\epsilon).$$

Thus, we can ignore the position dependence of $\sigma$ in the limit $\epsilon \to 0$, so that the leading order term in $\mathcal{I}$ is given by

$$\mathcal{I} = \int d^2z 2i T'(\epsilon z)^2 \left[\sigma + \mathcal{O}(\epsilon)\right] \sim -\frac{2\pi i \tau_0}{\epsilon} \left[\sigma + \mathcal{O}(\epsilon)\right],$$

where we have used $T(0) = \tau_0$.
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where $\sim$ denotes the equality up to $Q$-exact terms. Since $Q$-exact terms do not contribute to the path integral, Eq. (2.70) implies that the expectation value of $\sigma$ can be calculated from $Z(\tau_0)$ in the following way:

$$
\langle \sigma \rangle = \lim_{\epsilon \to 0} \left( -\frac{\epsilon}{2\pi^2} \frac{\partial}{\partial \tau_0} \right) \log Z. \tag{2.71}
$$

In the limit $\epsilon \to 0$, the twisted superpotential reduces to the standard one $\tilde{W} = i\tau_0 \Sigma$, and hence the action $-QV + I$ becomes that of the conventional $\mathcal{N} = (2, 2)$ model with the topological $\theta$ term

$$
- QV + I = - S_{2d} - \frac{i\theta}{2\pi} \int F + \{\text{total derivative}\}, \tag{2.72}
$$

where $S_{2d}$ is the 2d action obtained from Eq. (2.39) by the dimensional reduction. Therefore, $\langle \sigma \rangle$ is the expectation value in the standard $\mathcal{N} = (2, 2)$ model. It can also be obtained from the on-shell effective twisted superpotential:

$$
\langle \sigma \rangle = -i\partial_\tau \tilde{W}_{\text{eff}}. \tag{2.73}
$$

Comparing with Eq. (2.71), we find that the on-shell effective twisted superpotential and $Z$ are related by

$$
\tilde{W}_{\text{eff}}(\tau_0) = - \lim_{\epsilon \to 0} \frac{\epsilon}{2\pi} \log Z(\tau_0). \tag{2.74}
$$

The off-shell effective twisted superpotential for $\sigma$ can be obtained from $\tilde{W}_{\text{eff}}(\tau_0)$ by the integrating-in procedure, i.e. the Legendre transformation. We will use it in the next section to check that our vortex partition function correctly reproduces the known results in $\mathcal{N} = (2, 2)$ models.

### 2.5 Vortex Partition Function and Integral Representations

Having obtained the one-loop determinant Eq. (2.57) and the $Q$-closed part Eq. (2.68), we can obtain the vortex partition function from the saddle point formula Eq. (2.36) by summing over the saddle points. Since $z$-plane is non-compact, the vacuum at spatial infinity has to be fixed and hence the vortex partition function is defined for each vacuum. Summing over the vortex number $k$ in the $a$-th vacuum, we obtain the following form of the vortex partition function:

$$
Z_a = \sum_{k=0}^{\infty} Z_{a,k} = \exp \left( \frac{2\pi i m_a \tau}{\epsilon} \right) \sum_{k=0}^{\infty} \epsilon^{2\pi i k \tau} \frac{(-1)^k}{k!} \prod_{b \neq a} \Gamma \left( \frac{m_b - m_a - k\epsilon}{\epsilon} \right). \tag{2.75}
$$

---

5. Note that the FI term in $QV$ does not contribute to Eq. (2.71) since $Z$ does not depend on the parameters contained in the $Q$-exact part.
where we have ignored the overall factor \((\Lambda_0/\epsilon)^{N-1}\) and the UV parameter \(\tau_0\) is replaced with renormalized parameter \(\tau\) defined at \(\mu = \epsilon\)

\[
2\pi i \tau = 2\pi i \tau_0 + \log \frac{\Lambda_0^N}{\epsilon^N}.
\]

It is worth pointing out that the ratio of \(Z_{a,k}\) and \(Z_{a,0}\) agrees with the following finite dimensional integral on the vortex moduli space

\[
\frac{Z_{a,k}}{Z_{a,0}} = e^{2\pi i k \tau} \int_{\mathcal{M}_{a,k}} \exp (-S_{\text{eff},a,k}) = e^{2\pi i k \tau} \prod_{b=1}^{N} \prod_{j=1}^{k} \frac{\epsilon}{m_b - m_a - j\epsilon},
\]

where \(S_{\text{eff},a,k}\) is the \(Q\)-exact vortex effective action. This implies that \(Z_{a,k}\) \((k = 0, 1, \cdots)\) have a common irrational part, and hence the vortex partition function Eq. (2.75) factorizes as

\[
Z_a = Z_a^{\text{pert}} Z_a^{\text{vort}},
\]

where the perturbative part \(Z_a^{\text{pert}} \equiv Z_{a,0}\) and the vortex part \(Z_a^{\text{vort}} \equiv \sum_{k=0}^{\infty} Z_{a,k}/Z_{a,0}\) are given by

\[
Z_a^{\text{pert}} = e^{2\pi i m_a \tau} \Gamma \left( \frac{m_b - m_a}{\epsilon} \right), \quad Z_a^{\text{vort}} = 0 \prod_{b \neq a} \left( \frac{1 - m_b - m_a}{\epsilon} \right) \frac{1}{(-1)^N e^{2\pi i \tau}}.
\]

The factorization Eq. (2.78) is a general property of the vortex partition function except when there is contribution from the so-called fractional vortices (see Sec. 2.6).

We can also rewrite the result Eq. (2.75) into an integral form which will be more convenient in the discussion below. Since the gamma function \(\Gamma(x)\) has poles at \(x = -k \in \mathbb{Z}_{\leq 0}\) with residue \((-1)^k/k!\), the infinite sum over the vortex number \(k\) can be rewritten into the following contour integral along a path surrounding all the poles of the gamma function

\[
\sum_{k=0}^{\infty} \frac{(-1)^k}{k!} f(-k) = \int \frac{dx}{2\pi i} \Gamma(x) f(x).
\]

Applying this formula to Eq. (2.75) and changing the integration variable \(\sigma = \epsilon x - m_a\), we obtain the integral form of the vortex partition function

\[
Z_a = \int_{C_a} \frac{d\sigma}{2\pi i \epsilon} \exp \left( -\frac{2\pi i \sigma \tau}{\epsilon} \right) \prod_{b=1}^{N} \Gamma \left( \frac{\sigma + m_b}{\epsilon} \right),
\]

Note that the integrand is independent of the vacuum label \(a\), so that only the integration contour has the information on the choice of vacuum. The vortex partition function in the \(a\)-th vacuum can be obtained by choosing a contour which encloses all the poles of \(a\)-th Gamma function (see Fig. 1).

---

6 The new integration variable is denoted by \(\sigma\) as the position of each pole is given by \(\sigma|_{z=0}\) in the corresponding saddle point configuration:

\[
\sigma|_{z=0} = \left[ -m_a - k\epsilon + \frac{1}{2} \epsilon (z\partial_z + \bar{z}\partial_{\bar{z}}) \omega \right]_{z=0} = -m_a - k\epsilon.
\]
Fig. 1: The contours in the complex $\sigma$-plane ($\epsilon \in \mathbb{R}, \epsilon > 0$). The integration along $C_a$ gives the vortex partition function in the $a$-th vacuum.

**A dual description**

As is well-known, our model has the mirror dual description in which the dynamical degrees of freedom are described by twisted chiral multiplets [34]. The vortex partition function can also be expressed in terms of the twisted superpotential in the dual theory. In the case of $U(1)$ gauge theory with $N$ charged chiral multiplets, the integral form of the vortex partition function Eq. (2.81) can be rewritten into the following form

$$Z_a = \int \frac{d\sigma}{2\pi i \epsilon} \prod_{a=1}^{N} dy_a \exp \left( -\frac{2\pi}{\epsilon} \widetilde{W} \right),$$  \hspace{1cm} (2.82)

where $\widetilde{W}$ is the following twisted superpotential in the dual theory:

$$\widetilde{W} = i\sigma \tau - \frac{1}{2\pi} \sum_{a=1}^{N} \left( (\sigma + m_b) y_a - \epsilon e^{-y_a} \right).$$  \hspace{1cm} (2.83)

Noting that each integral over $y_a$ gives the gamma function

$$\Gamma(x) = \int_{-\infty}^{\infty} dy \exp \left( xy - e^y \right),$$  \hspace{1cm} (2.84)

we can easily see that this integral expression (2.82) reduces to Eq. (2.81). The existence of the integral representation of $Z$ in terms of the dual twisted superpotential implies that Eq. (2.82) can be directly obtained as a result of the localization computation in the $\Omega$-deformed mirror model.

### 2.6 Generalization to Non-Abelian Gauge Theories

Our result can be easily generalized to non-Abelian theories with arbitrary gauge groups and matter representations. Let us consider a model with gauge group $G$ (rank $G = r$) and matter
chiral multiplets in representation $\otimes_{\alpha=1}^{N_F} R^\alpha$. The saddle point equations in four dimensions are given by

$$\mathcal{D}_z \phi_a = 0, \quad 2i F_{zzz}^\alpha + g^2 (\phi_a^T R^\alpha \phi_a - r^\alpha) = 0, \quad (2.85)$$

$$F_{\xi\bar{\xi}} = F_{\xi z} = F_{\bar{\xi} \bar{z}} = \mathcal{D}_{\xi} \phi_a = \mathcal{D}_{\bar{\xi}} \bar{\phi}_a = 0, \quad (2.86)$$

where $T^\alpha_{\xi z}$ are the generators of the gauge group $G$ and $r^\alpha$ are FI parameters which are non-zero only for the central $U(1)$ parts of the gauge group. As in the Abelian case, the first two equations can be identified with the BPS vortex equations in the trivial 2d plane $[10, 11, 12, 13, 14, 15, 16, 17]$ and the other equations restrict the vortex configurations to be at the fixed points of the isometry $Q^2$ on the moduli space.

In the following, we restrict ourselves to the case where the saddle point configurations have no flat direction. Then we can show that each saddle point is specified by a set of flavor labels $a = (a_1, a_2, \cdots, a_r)$, a linearly independent set of weight vectors $\vec{\mu} = (\vec{\mu}_1, \vec{\mu}_2, \cdots, \vec{\mu}_r) \in (R^{a_1}, R^{a_2}, \cdots, R^{a_r})$ and a set of non-negative integers $k = (k_1, k_2, \cdots, k_r)$. The flavor labels $a$ and the weight vectors $\vec{\mu}$ specify the non-zero components of the scalar fields $\phi_a$, whereas the integers $k$ denote their winding numbers. In general, the saddle point configurations take the form

$$A_z = -i/2 \vec{H} \cdot \partial_z \vec{\omega}, \quad A_\xi = \vec{H} \cdot \vec{\sigma}_*, \quad \phi^a_\rho = \exp \left( -1/2 \vec{\rho} \cdot \vec{\omega} \right) h^a_\rho(z), \quad (2.87)$$

where $\vec{H}$ stands for the generators of the Cartan subalgebra $t \subset g$ and $\vec{\omega} = (\omega_1, \omega_2, \cdots, \omega_r)$ are profile functions, whose explicit forms are not important. Each component of the scalar fields $\phi^a_\rho (a = 1, \cdots, N_F, \vec{\rho} \in \mathbb{R}^\rho)$ is determined by a holomorphic polynomial $h^a_\rho(z)$. For the saddle point specified by $a, \vec{\mu}$ and $k$, the polynomials $h^a_\rho(z)$ are given by

$$h^a_\rho(z) = \begin{cases} 1 & (a = a_i, \vec{\rho} = \vec{\mu}_i) \\ 0 & (\text{otherwise}) \end{cases} \quad (2.88)$$

The constants $\vec{\sigma}_* = (\sigma_{01}, \sigma_{02}, \cdots, \sigma_{0r})$ can be determined from Eq. $(2.86)$, which reduces to the following condition:

$$\vec{\mu}_i \cdot \vec{\sigma}_* = -m_{a_i} - \epsilon k_i \quad (i = 1, \cdots, r). \quad (2.89)$$

Since the weight vectors $(\vec{\mu}_1, \vec{\mu}_2, \cdots, \vec{\mu}_r)$ are linearly independent, this system of equations uniquely determine $\vec{\sigma}_*$.

---

7 The $D$-term condition requires that if $a_i = a_j$, the difference of the corresponding weight vectors cannot be on the root lattice $\vec{\mu}_i - \vec{\mu}_j \notin \Delta_G$.

8 In two dimensions, $\vec{\sigma}_*$ specify the eigenvalues of the vector multiplet scalar field $\sigma$ at $z = 0$. 
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As in the Abelian case, the computation of the one-loop determinants essentially reduces to the problem of finding solutions of the linearized BPS vortex equations. We can show that they are specified by a set of holomorphic functions $\delta h^a_{\rho}(z)$:

$$\delta \phi^a_{\rho} = e^{-\frac{1}{2} \vec{\rho} \cdot \vec{\omega}} \left[ \delta h^a(z) + \delta \Omega \cdot h^a \right]_{\rho}, \quad \delta A_z = e^{-\frac{1}{2} \vec{H} \cdot \vec{\omega}} (i \partial_z \delta \Omega) e^{\frac{1}{2} \vec{H} \cdot \vec{\omega}},$$

(2.90)

and $\delta A_\xi = 0$. Here, $\delta \Omega(z, \bar{z})$ is a function which takes value in the complexified Lie algebra $g^C$ and in principle, it can be determined once $\delta h^a_{\rho}(z)$ are given. In the 2d limit, each term in the Taylor expansion $\delta h^a_{\rho}(z) = \sum c_{\rho, l}^a z^l$ has the eigenvalue $-i D_{\xi} = \vec{\rho} \cdot \vec{\sigma}_* + m_a + l \epsilon$, so that each component $\delta h^a_{\rho}$ gives the following contribution to $\det(-iD_{\xi})^{-1}$:

$$\frac{1}{\det(-iD_{\xi})} \bigg|_{a, \rho} = \prod_{l=0}^{\infty} \frac{\Lambda_0}{\vec{\rho} \cdot \vec{\sigma}_* + m_a + l \epsilon} = \left( \frac{\Lambda_0}{\epsilon} \right)^{\frac{-2 \vec{\rho} \cdot \vec{\sigma}_*}{\epsilon}} \Gamma \left( \frac{\vec{\rho} \cdot \vec{\sigma}_* + m_a}{\epsilon} \right).$$

(2.91)

The total contribution can be obtained by taking the product over all the components $\delta h^a_{\rho}$ and eliminating the contributions from the unphysical modes generated by the infinitesimal complexified gauge transformation defined by

$$\delta h^a \sim \delta h^a(z) + v(z) \cdot h^a(z), \quad \delta \Omega \sim \delta \Omega - v(z).$$

(2.92)

The transformation parameter $v(z)$ is an arbitrary element of the complexified Lie algebra $g^C$, which can be decomposed into the diagonal and off-diagonal parts

$$v(z) = \vec{P}(z) \cdot \vec{H} + \sum_{\vec{\alpha} \in \Delta_G} Q_{\vec{\alpha}}(z) E_{\vec{\alpha}},$$

(2.93)

where $\vec{P}(z)$ and $Q_{\vec{\alpha}}(z)$ are arbitrary polynomials.

By using the Cartan part $\vec{P}(z) \cdot \vec{H}$, the fluctuations of the non-zero scalar fields can be fixed to finite order polynomials

$$\delta h^a_{\rho} = \sum_{l=0}^{k_i-1} c_{\rho, l}^a z^l \quad \text{(for } a = a_i, \vec{\rho} = \vec{\mu}_i).$$

(2.94)

Therefore, the contributions from the unphysical modes generated by the diagonal part $v(z) = \vec{P}(z) \cdot \vec{H}$ can be eliminated by replacing the infinite products Eq. (2.91) for $a = a_i$, $\vec{\rho} = \vec{\mu}_i$ with the finite ones

$$\prod_{l=0}^{k_i-1} \frac{\Lambda_0}{\vec{\mu}_i \cdot \vec{\sigma}_* + m_{a_i} + l \epsilon} = \left( \frac{\Lambda_0}{\epsilon} \right)^{k_i} \frac{1}{k_i!},$$

(2.95)

where we have used Eq. (2.89). On the other hand, the off-diagonal part of the form $v(z) = z^l E_{\vec{\alpha}}$ generates the following unphysical mode:

$$\delta h_a = z^l E_{\vec{\alpha}} \cdot h_a.$$
The eigenvalue of this unphysical fluctuation is \(-iD_\xi = \bar{\alpha} \cdot \bar{\sigma}_s + l\epsilon\). Therefore, the total contribution from the off-diagonal part \(\sum Q_{\vec{a}}(z) E_{\vec{a}}\) can be eliminated by dividing \(\text{det}(-iD_\xi)^{-1}\) with \[\prod_{\alpha \in \Delta_G} \prod_{l=0}^{\infty} \frac{\Lambda_0}{\bar{\alpha} \cdot \bar{\sigma}_s + l\epsilon} = \prod_{\alpha \in \Delta_G} \Gamma \left( \frac{\bar{\alpha} \cdot \bar{\sigma}_s}{\epsilon} \right). \] (2.97)

For the \(Q\)-closed part \(\mathcal{I}\), we consider an analogue of Eq. (2.66), whose value at the saddle point is given by

\[
\exp (\mathcal{I}) \bigg|_{\text{saddle point}} = \exp \left( -\frac{2\pi i \bar{\sigma}_s \cdot \vec{\tau}_0}{\epsilon} \right), \tag{2.98}
\]

Although the FI parameters and theta angle can be assigned only for each central \(U(1)\) factor in the gauge group \(G\), we have introduced auxiliary parameters \(\vec{\tau}_0 = (\tau_{01}, \cdots, \tau_{0r})\) for all the \(U(1)\) factors in the Cartan subgroup for later convenience.

Combining Eq. (2.98) with the functional determinant Eq. (2.91) and taking into account the unphysical contributions Eq. (2.95) and (2.97), we obtain the following contribution to the vortex partition function from the saddle point \((a, \bar{\vec{\mu}}, k)\)

\[
Z_{a,\mu,k} = \exp \left( -\frac{2\pi i \bar{\sigma}_s \cdot \vec{\tau}}{\epsilon} \right) \left[ \prod_{\bar{\alpha} \in \Delta_G} \Gamma \left( \frac{\bar{\alpha} \cdot \bar{\sigma}_s}{\epsilon} \right) \right]^{-1} \left[ \prod_{i=1}^{r} \left( \frac{(-1)^k_i}{k_i!} \right) \prod_{a,\rho} \Gamma \left( \frac{\vec{\rho} \cdot \bar{\sigma}_s + m_a}{\epsilon} \right) \right], \tag{2.99}
\]

where \(\prod'\) denotes the product over all the chiral multiplets excluding \((a, \vec{\rho}) = (a_i, \bar{\mu}_i)\) \((i = 1, \cdots, r)\). Note that the UV scale has been absorbed into the renormalized coupling constants \(\vec{\tau}\)

\[
\frac{2\pi i \bar{\sigma}_s \cdot \vec{\tau}}{\epsilon} = \frac{2\pi i \bar{\sigma}_s \cdot \vec{\tau}_0}{\epsilon} + \sum_{a=1}^{N_F} \sum_{\vec{\rho} \in R_a} \frac{\vec{\rho} \cdot \bar{\sigma}_s}{\epsilon} \log \left( \frac{\Lambda_0}{\epsilon} \right). \tag{2.100}
\]

The vortex partition function in the vacuum specified by \((a, \bar{\vec{\mu}})\) can be obtained by summing up Eq. (2.99) over the winding numbers: \(Z_{a,\mu} = \sum_k Z_{a,\mu,k}\). One can easily see from Eq. (2.99) that \(Z_{a,\mu}\) can be rewritten into the following integral form:

\[
Z_{a,\mu} = \int_{C_{a,\mu}} \prod_{i=1}^{r} \left( \frac{d\sigma_i}{2\pi i \epsilon} \right) \exp \left( -\frac{2\pi i \bar{\sigma} \cdot \vec{\tau}}{\epsilon} \right) \left[ \prod_{\bar{\alpha} \in \Delta_G} \Gamma \left( \frac{\bar{\alpha} \cdot \bar{\sigma}_s}{\epsilon} \right) \right]^{-1} \prod_{a=1}^{N_F} \prod_{\vec{\rho} \in R_a} \Gamma \left( \frac{\vec{\rho} \cdot \bar{\sigma}_s + m_a}{\epsilon} \right), \tag{2.101}
\]

where \(C_{a,\mu}\) is a contour which encloses the set of poles located at \(\bar{\sigma} = \bar{\sigma}_s\) satisfying the saddle point condition \(\bar{\vec{\mu}} \cdot \bar{\sigma}_s = -\vec{m} - \epsilon \vec{k}\) with \(k = (k_1, \cdots, k_r) \in \mathbb{Z}_{\geq 0}^r\).

\[\text{By using the reflection formula for the gamma function, the unphysical contribution can also be written as}
\]

\[
\left[ \prod_{\bar{\alpha} \in \Delta_G} \Gamma \left( \frac{\bar{\alpha} \cdot \bar{\sigma}_s}{\epsilon} \right) \right]^{-1} = \prod_{\vec{\alpha} \geq 0} \frac{\bar{\alpha} \cdot \bar{\sigma}_s}{\pi \epsilon} \sin \left( \frac{\pi \bar{\alpha} \cdot \bar{\sigma}_s}{\epsilon} \right).
\]

This is called the Sklyanin measure \[35\].
Let us remark that the expression (2.101) is indeed equivalent to the hemisphere partition function formula [31, 32, 33] with the Neumann boundary condition applied to the chiral multiplets. This agreement is reasonable because the two-dimensional Euclidean space $\mathbb{R}^2$ is topologically equivalent to the hemisphere, where the infinity in this case plays a role of the boundary. From this point of view, it would be interesting to study a situation corresponding to the Dirichlet boundary condition. It shall be possible if we put physical degrees of freedom at infinity.

**Fractional vortices**

Here, we briefly see that the factorization of property of the vortex partition function Eq. (2.78) is slightly modified when there exist the so-called fractional vortices [36]. For the set of weight vectors $\mathbf{\mu} = (\bar{\mu}_1, \cdots, \bar{\mu}_r)$, let $\{\bar{\mu}_1^*, \cdots, \bar{\mu}_r^*\}$ be the set of vectors such that

$$\bar{\mu}_i \cdot \bar{\mu}_j^* = \delta_{ij}. \quad (2.102)$$

Once the solution to the saddle point condition Eq. (2.89) for $k = 0$ is given, those for other configurations can be written as

$$\bar{\sigma}_{a,\mu,k} = \bar{\sigma}_{a,\mu,0} - \epsilon \sum_{i=1}^r k_i \bar{\mu}_i^*.$$ \hspace{1cm} (2.103)

In other words, the difference $\bar{d}_{a,\mu,k} \equiv \epsilon^{-1}(\bar{\sigma}_{a,\mu,k} - \bar{\sigma}_{a,\mu,0})$ is on the lattice $\Lambda^*_{\mu}$ generated by $\{\bar{\mu}_1^*, \cdots, \bar{\mu}_r^*\}$, which contains the cocharactor lattice $\Lambda_{\text{cochar}}$ as a sublattice

$$\Lambda^*_{\mu} = \left\{ \bar{\lambda} \mid \bar{\lambda} \cdot \bar{\mu}_i \in \mathbb{Z}, \ 1 \leq i \leq r \right\} \supset \Lambda_{\text{cochar}} = \left\{ \bar{\lambda} \mid \bar{\lambda} \cdot \bar{\rho} \in \mathbb{Z}, \ \forall \bar{\rho} \in \cup_a R_a \right\}. \quad (2.104)$$

If there is a weight $\bar{\rho} \in \cup_a R_a$ such that $\bar{\rho} \cdot \bar{\mu}_i^* \not\in \mathbb{Z}$, the lattice $\Lambda^*_{\mu}$ contains $\Lambda_{\text{cochar}}$ as a proper subgroup, i.e. $\Lambda^*_{\mu} \neq \Lambda_{\text{cochar}}$. In such a case, one can show that the classical vacuum specified by $\mathbf{\mu}$ has an unbroken discrete gauge symmetry. It has been known that in such a classical vacuum, there can be the so-called fractional vortices, whose magnetic fluxes are fractional numbers. For a saddle point with $\bar{d}_{a,\mu,k} \not\in \Lambda_{\text{cochar}}$, the magnetic flux $\int F \propto \bar{H} \cdot \bar{d}_{a,\mu,k}$ has fractional eigenvalues, and hence there exist fractional vortices in such a saddle point configuration.

In the previous section, we have seen in Eq. (2.78) that the vortex partition function factorizes into the perturbative and vortex parts. However, this is not always the case when there exist fractional vortices. This is because the ratio $Z_{a,\mu,k} / Z_{a,\mu,0}$ is not necessarily a rational function which can be written as a finite dimensional integral over the vortex moduli space

$$\frac{Z_{a,\mu,k}}{Z_{a,\mu,0}} \sim e^{2\pi i k \cdot \bar{\mu}_i^*} \cdot \prod_{b,\rho} \frac{\Gamma(x_{b,\rho} - k_i \bar{\rho} \cdot \bar{\mu}_i^*)}{\Gamma(x_{b,\rho})} \cdot \frac{\bar{\rho} \cdot \bar{\sigma}_{a,\mu,0} + m_b}{\epsilon}, \quad x_{b,\rho} \equiv \frac{\bar{\rho} \cdot \bar{\sigma}_{a,\mu,0} + m_b}{\epsilon}. \quad (2.105)$$
Fig. 2: The vortex partition function $Z_1$ is invariant under the shift of the contour $C_1$. 

In such a case, the vortex partition function decomposes into several sectors labeled by the quotient $\Lambda^*_\mu/\Lambda_{\text{cochar}}$, each of which has a factorized form

$$Z_{a,\mu} = \sum_w Z_{a,\mu,p}^{\text{pert}} Z_{a,\mu,p}^{\text{vortex}}, \quad w \in \Lambda^*_\mu/\Lambda_{\text{cochar}}.$$ (2.106)

We will see an example of fractional vortices in the next section.

Let us comment on another realization of fractional vortices, which appear in the two-dimensional orbifold $\mathbb{C}/\mathbb{Z}_p$ plane [37] for which the vortex counting was studied in Ref. [38]. This fractional vortex is different from that mentioned here, because the current one corresponds to orbifolding the target space. Although these two are different, it would be interesting to study them with emphasis on the similarity.

### 3 Differential Equation for the Vortex Partition Function

#### 3.1 $U(1)$ Gauge theories with $N$ Chiral multiplets

In the previous section, we have obtained the integral expression for the vortex partition function. It is also convenient to characterize the vortex partition function in terms of linear differential equation which gives $Z_a(\tau)$ as certain linear combinations of its independent solutions.

Let us start with the simplest example of $U(1)$ gauge theory with $N$ charged chiral multiplets. The vortex partition function Eq. (2.81) is invariant under an arbitrary deformation of the integration contour $C_a$ as long as it does not cross any pole of the integrand. Shifting the contour by $\epsilon$ and changing the integration variable $\sigma \to \sigma + \epsilon$, we obtain

$$Z_a = \text{Eq. (2.81)} = e^{-2\pi i \tau} \int_{C_a} \frac{d\sigma}{2\pi i \epsilon} \exp \left( -\frac{2\pi i \sigma \tau}{\epsilon} \right) \prod_{b=1}^N \frac{\sigma + m_b}{\epsilon} \Gamma \left( \frac{\sigma + m_b}{\epsilon} \right).$$ (3.1)
This relation can be rewritten into the following linear differential equation:

\[
P(\hat{\sigma}) Z_a \equiv \left[ \prod_{b=1}^{N} (\hat{\sigma} + m_b) - e^N e^{2\pi i \tau} \right] Z_a = 0,
\]

(3.2)

where we have defined the differential operator \(\hat{\sigma}\) by

\[
\hat{\sigma} \equiv -\frac{\epsilon}{2\pi i} \partial_\tau.
\]

(3.3)

We can see that \(Z_a (a = 1, \cdots, N)\) in Eq. (2.75) are the linearly independent solutions of this differential equation for which \(\epsilon \log Z_a\) is analytic around \(\epsilon = 0\). This analyticity is an essential condition for the vortex partition function since \(Z_a\) should have the following behavior for small \(\epsilon\):

\[
Z_a = \exp \left[ -\frac{2\pi}{\epsilon} \tilde{W}_a + \mathcal{O}(1) \right].
\]

(3.4)

As we have seen in the previous section, \(\tilde{W}_a\) is the on-shell value of the twisted superpotential in the \(a\)-th vacuum, which is related to the VEV of \(\sigma\) as

\[
\langle \sigma \rangle_a = -\frac{2\pi}{\epsilon} \tilde{W}_a.
\]

(3.5)

This implies that for small \(\epsilon\), the operator \(\hat{\sigma}\) is replaced by its expectation value

\[
P(\hat{\sigma}) Z_a = P(\langle \sigma \rangle_a) Z_a + \mathcal{O}(\epsilon) = 0.
\]

(3.6)

Therefore, the \(\epsilon \to 0\) limit of the differential equation (3.2) implies that the expectation value of \(\sigma\) in each vacuum agrees with one of the roots of the polynomial \(P(\sigma)\) given by

\[
P(\sigma) = \prod_{a=1}^{N} (\sigma + m_a) - \Lambda^N.
\]

(3.7)

Note that we have replaced the parameter \(\tau(\epsilon)\) renormalized at \(\mu = \epsilon\) with the \(\mu\)-independent scale \(\Lambda\) defined by

\[
\Lambda = \mu \exp \left( \frac{2\pi i \tau(\mu)}{N} \right), \quad \text{for arbitrary } \mu.
\]

(3.8)

The off-shell twisted superpotential

Once the on-shell effective twisted superpotential \(\tilde{W}_a\) is obtained, the off-shell effective twisted superpotential \(\tilde{W}_{\text{eff}}(\tau, \sigma)\) can also be obtained by the so-called integrating-in procedure

\[
\tilde{W}_{\text{eff}}(\tau, \sigma) = i\sigma \tau(\mu) + \tilde{W}_L(\sigma),
\]

(3.9)
where \( \tilde{W}_L(\sigma) \) is the Legendre transform of the on-shell twisted superpotential

\[
\tilde{W}_L(\sigma) = \left. \left( \tilde{W}_{\text{on}}(\tau) - i\sigma \tau \right) \right|_{\tau = \tau(\sigma)}, \quad \tau(\sigma) = \frac{1}{2\pi i} \log \prod_{a=1}^{N} \frac{\sigma + m_a}{\mu}.
\] (3.10)

From the effective twisted superpotential \( \tilde{W}_{\text{eff}}(\tau, \sigma) \), the twisted \( F \)-term equation, which determines the expectation value of \( \sigma \), can be obtained as

\[
1 = \exp \left( 2\pi \partial_\sigma \tilde{W}_{\text{eff}} \right) = e^{2\pi i \tau(\mu)} \exp \left( 2\pi W'_L(\sigma) \right).
\] (3.11)

On the other hand, we have seen that the expectation values of \( \sigma \) satisfies \( P(\sigma) = 0 \). Comparing these two equations, we conclude that

\[
\tilde{W}_{\text{eff}}(\tau, \sigma) = i\sigma \tau(\mu) - \frac{1}{2\pi} \sum_{a=1}^{N} (\sigma + m_a) \left( \log \frac{\sigma + m_a}{\mu} - 1 \right).
\] (3.12)

up to an additive constant which does not depend on \( \sigma \). This agrees with the known result [39, 40, 41, 42].

### 3.2 Generalization to Non-Abelian Gauge Theories

We have seen in the previous example that in the presence of the \( \Omega \) deformation parameter \( \epsilon \), the twisted \( F \)-term equation \( P(\sigma) = 0 \) is promoted to the differential equation \( P(\hat{\sigma})Z = 0 \). In this sense, the differential equation \( P(\sigma)Z = 0 \) can be regarded as a “quantized” version of the twisted \( F \)-term equation. The \( \Omega \) deformation parameter \( \epsilon \) plays the role of the “Planck constant” characterizing the commutation relation

\[
[\hat{\sigma}, \hat{\tau}] = i \frac{\epsilon}{2\pi}.
\] (3.13)

This also holds in the model with arbitrary gauge group and matter content. In general, there is a differential equation for each elements of the cocharacter lattice \( \Lambda_{\text{cochar}} \), i.e. for each vector \( \vec{\lambda} \) such that \( \vec{\rho} \cdot \vec{\lambda} \in \mathbb{Z} \), \( \forall \vec{\rho} \in \cup_{a} R_a \). For each \( \vec{\lambda} \in \Lambda_{\text{cochar}} \), let \( P^\pm_{\lambda}(\vec{\sigma}) \) be the coprime polynomials of \( \vec{\sigma} = (\sigma_1, \cdots, \sigma_r) \) defined by

\[
P^+_{\lambda}(\vec{\sigma}) = \prod_{a=1}^{N_F} \prod_{\rho \in R_a} \epsilon^{\vec{\rho} \cdot \vec{\lambda}} \left( \frac{\vec{\rho} \cdot \vec{\sigma} + m_a}{\epsilon} \right)^{\vec{\rho} \cdot \vec{\lambda}},
\] (3.14)

where \( (n)_m \equiv \Gamma(n+m)/\Gamma(n) \) denotes the Pochhammer symbol. From the invariance of Eq. (2.101) under the shift of contour \( C_{a,\mu} \) by \( \epsilon \vec{\lambda} \), we find that the vortex partition function satisfies the following differential equation:

\[
\left[ \Delta(\vec{\sigma} + \epsilon \vec{\lambda}) P^+_{\lambda}(\vec{\sigma}) - \epsilon^{\vec{\rho} \cdot \vec{\lambda}} \exp \left\{ 2\pi i \vec{\lambda} \cdot (\vec{\tau} + \vec{\rho}_w) \right\} \Delta(\vec{\sigma} - \epsilon \vec{\lambda}) P^-_{\lambda}(\vec{\sigma}) \right] Z = 0,
\] (3.15)
where we have defined
\[
\bar{\rho}_t = \sum_{a=1}^{N_F} \sum_{\rho \in R_a} \bar{\rho}, \quad \bar{\rho}_w = \frac{1}{2} \sum_{\bar{\alpha} > 0} \bar{\alpha}, \quad \Delta(\bar{\sigma}) = \prod_{\bar{\alpha} > 0} \bar{\alpha} \cdot \bar{\sigma}.
\] (3.16)

The vector \(\vec{\sigma} = (\bar{\sigma}_1, \ldots, \bar{\sigma}_r)\) denotes the differential operators defined by
\[
\hat{\sigma}_i = -\frac{\epsilon}{2\pi i} \frac{\partial}{\partial \tau_i}.
\] (3.17)

Note that not all vectors \(\vec{\lambda} \in \Lambda_{\text{cochar}}\) give independent differential equations but those for the basis \(\vec{\lambda}_i (i = 1, \ldots, r)\) are independent. In the limit \(\epsilon \to 0\), the differential equation reduces to the following algebraic equation for \(\vec{\sigma}\)
\[
\prod_{a=1}^{N_F} \prod_{\rho \in R_a} \left\{ \bar{\rho} \cdot \bar{\sigma} + m_a \right\}^{\bar{\rho} \cdot \vec{\lambda}} = \mu \bar{\rho}_w \exp \left[ 2\pi i \vec{\lambda} \cdot \{ \vec{\tau}(\mu) + \bar{\rho}_w \} \right],
\] (3.18)

where we have changed the renormalization scale from \(\epsilon\) to a generic scale \(\mu\) by using the following relation
\[
2\pi i \vec{\tau} = 2\pi i \vec{\tau}(\mu) + \bar{\rho}_t \log \frac{\mu}{\epsilon}.
\] (3.19)

Eq. (3.18) can be viewed as the “classical limit” of the differential equation Eq. (3.15) and as expected, it is the twisted \(F\)-term equation obtained from the following effective twisted superpotential:
\[
\tilde{W}_{\text{eff}} = 2\pi i \vec{\sigma} \cdot \vec{\tau}(\mu) + \sum_{\alpha} f \left( \frac{\bar{\alpha} \cdot \vec{\sigma}}{\mu} \right) - \sum_{a=1}^{N_F} \sum_{\rho \in R_a} f \left( \frac{\bar{\rho} \cdot \vec{\sigma} + m_a}{\mu} \right).
\] (3.20)

where \(f(x) \equiv x(\log x - 1)\).

**Fractional vortices**

Here, we discuss an example of the fractional vortices in terms of the differential equation for \(Z\). Let us consider the \(U(1)\) gauge theory coupled to two chiral multiplets with charge \(\rho_1 = 1\) and \(\rho_2 = q \in \mathbb{Z}\). For \(\lambda = 1\), the differential equation is given by
\[
\left[ (\bar{\sigma} + m_1) \prod_{j=0}^{q-1} (q \bar{\sigma} + m_2 + j\epsilon) - e^{q+1}e^{2\pi i r} \right] Z = 0.
\] (3.21)

The general solution of this differential equation is the linear combination of the following hypergeometric functions
\[
f_1 = e^{2\pi i \frac{m_1}{q} r} F_q \left( \left\{ 1 + \frac{s-i}{q} \right\}_{0 \leq i \leq q-1}, -e^{2\pi i r} (-q)^q \right),
\] (3.22)
\[
f_{2,j} = e^{2\pi i \frac{m_2}{q} r} F_q \left( \left\{ 1 + \frac{j-s-i}{q} \right\}_{s \neq j}, 1 + \frac{j-s}{q}, -e^{2\pi i r} (-q)^q \right) e^{2\pi i \frac{2}{q} r},
\] (3.23)
where \( s = \frac{q m_1 - m_2}{\epsilon} \). The coefficients of the linear combination for \( Z \) in each vacuum should be chosen so that \( \epsilon \partial_\tau \log Z \) is analytic around \( \epsilon = 0 \). Two such linear combinations

\[
Z_1 = \Gamma (-s) f_1, \quad Z_2 = \sum_{j=0}^{q-1} \Gamma \left( \frac{s-j}{q} \right) f_{2,j},
\]

(3.24)

agree with the following integral expression of \( Z \) along the contours \( C_1 \) and \( C_2 \) enclosing the poles at \( \sigma = -m_1 - \epsilon k \) and \( (-m_2 - \epsilon k)/q \):

\[
Z_a = \int_{C_a} \frac{d\sigma}{2\pi i} e^{-2\pi i \sigma} \Gamma \left( \frac{\sigma + m_1}{\epsilon} \right) \Gamma \left( \frac{q \sigma + m_2}{\epsilon} \right)
\]

(3.25)

Note that \( Z_2 \) consists of the \( q \) sectors, each of which has the contribution \( \exp(2\pi i \tau j/q) \) from \( j \) fractional vortices. Since the differential equation Eq. (3.21) is invariant under the shift \( \tau \to \tau + 1 \), other analytic solutions can be obtained by applying the shifts \( \tau \to \tau + p \) (\( p = 1, \cdots, q - 1 \)) to \( Z_2 \)

\[
Z_{2,p} = \sum_{j=0}^{q-1} e^{2\pi i p j/q} \Gamma \left( \frac{s-j}{q} \right) f_{2,j}.
\]

(3.26)

As this examples shows, if there exist fractional vortices, the vortex partition function is not invariant under the shift of the theta angle \( \theta \to \theta + 2\pi \). This is the consequence of the fractionality of the magnetic flux.

### 4 Vortex Counting on Vortex String Worldsheet

In this section, we discuss vortex strings in four dimensions whose worldsheet effective dynamics is described by a certain 2d model with \( \mathcal{N} = (2,2) \) supersymmetry. It has been known that instanton-like vortices on the vortex string worldsheet can be identified with Yang–Mills instantons from the viewpoint of the parent 4d theory [29, 43, 44]. By using the differential equation discussed in the previous section, we show that the vortex partition functions in the 2d vortex worldsheet theory agrees with the Nekrasov partition function at the so-called “root of the Higgs branch” in four dimensions.

The 4d theory we consider is \( \mathcal{N} = 2 U(N) \) gauge theory with \( N \) fundamental and \( \bar{N} \) antifundamental hypermultiplets, which can be realized as the D4 branes worldvolume theory in the Hanany–Witten brane setup (Fig.3). The root of the Higgs branch can be realized by connecting the D4 branes to the outer flavor branes (Fig.4). This configuration corresponds to the point on the vacuum moduli space at which the Coulomb branch parameters \( \vec{a} \) coincide with the masses of the fundamental hypermultiplets:

\[
\vec{a} = \vec{m}.
\]

(4.1)
The FI parameter $\xi_{4d}$ can be introduced by shifting one of the NS5 branes in the $x^{7,8,9}$ direction. Then the theory is forced onto the Higgs branch, where there exist half BPS vortex strings corresponding to D2 branes stretched between the NS5 and D4 branes (Fig. 5). The worldsheet effective dynamics of $n$ vortex strings is described by 2d $\mathcal{N} = (2, 2)$ $U(n)$ gauge theory with one adjoint, $N$ fundamental and $\tilde{N}$ anti-fundamental chiral multiplets.

In the M-theory picture [45], the D4 and NS5 branes at a generic point on the Coulomb branch are identified with a single M5 brane described by the Seiberg–Witten curve. On the other hand, the M5 brane splits into two sheets at the root of Higgs branch [22], so that the Seiberg–Witten curve $F(v, t)$ takes the following factorized form:

$$F(v, t) = P(v, t)Q(t),$$  \hspace{1cm} (4.2)
where the polynomials $P(v, t)$ and $Q(t)$ are given by

$$P(v, t) \equiv \prod_{a=1}^{N} (v - m_a) - t \prod_{\tilde{a}=1}^{\tilde{N}} (v - \tilde{m}_{\tilde{a}}), \quad Q(t) \equiv t - \Lambda^{N-\tilde{N}}. \quad (4.3)$$

One can regard $P(v, t) = 0$ and $Q(t) = 0$ as curves which determine how the two M5 branes are embedded in $\mathbb{R}^3 \times S^1$ parameterized by $x_4 + ix_5 \propto v$ and $x_6 + ix_{10} \propto \log(t/\Lambda^{N-\tilde{N}})$.

The D2 branes, which corresponds to the BPS vortex strings, are lifted to M2 branes stretched between the M5 branes. Their positions $x_4 + ix_5 \propto -v_i$ ($i = 1, \ldots, n$) can be determined from $P(v_i, t) = Q(t) = 0$, that is,

$$P(v_i, t = \Lambda^{N-\tilde{N}}) = \prod_{a=1}^{N} (v_i - m_a) - \Lambda^{N-\tilde{N}} \prod_{\tilde{a}=1}^{\tilde{N}} (v_i - \tilde{m}_{\tilde{a}}) = 0. \quad (4.4)$$

In the 2d vortex worldsheet theory, this equation appears as the effective twisted $F$-term equation which determines the eigenvalues of the adjoint scalar $\sigma_i \equiv -v_i$ in the 2d vector multiplet.

It has been known that there is a correspondence between the BPS objects in two and four dimensions. At the root of the Higgs branch in four dimensions, there exist BPS monopoles (and dyons), which are confined and trapped by vortex strings. They are identified with BPS (dyonic) domain walls in the effective vortex worldsheet theory [46, 47]. Furthermore, we can show an exact agreement of the 2d/4d SUSY central charges for the BPS objects as a consequence of the close relationship between the Seiberg–Witten curve Eq. (4.2) and the twisted $F$-term equations (4.4). This agreement implies that the non-perturbative corrections from instantons (Euclidean D0-branes in Fig. 6) are exactly identical in four and two dimensions.

In this section, we show the following equivalence between the 2d vortex partition function and the 4d instanton partition function:

$$Z_{2d, \vec{n}}(m_a, \vec{m}_{\tilde{a}}, \epsilon_1, \epsilon_2, \tau) = A(\tau) \left. Z_{4d}(a_i, m_a, \vec{m}_{\tilde{a}}, \epsilon_1, \epsilon_2, \tau) \right|_{\vec{a} = \vec{m} - \epsilon_1 \vec{n}}, \quad (4.5)$$

where $\vec{n} = (n_1, \ldots, n_N) \in \mathbb{Z}_N^{\geq 0}$ is a vector which specifies a vacuum in 2d theory and $U(1)^N \subset U(N)$ magnetic fluxes of the vortex strings in 4d theory (see below for details). $A(\tau)$ is a function which is independent of $\vec{n}$, so that it does not appear in the relation between the ratios of the partition functions for different $\vec{n}$

$$\frac{Z_{2d, \vec{n}}}{Z_{2d, \vec{n}'}} = \frac{Z_{4d, \vec{a} = \vec{m} - \epsilon_1 \vec{n}}}{Z_{4d, \vec{a} = \vec{m} - \epsilon_1 \vec{n}'}}. \quad (4.6)$$

As a consequence of this relation, we can prove several known 2d/4d relations. When $\epsilon_2$, the $\Omega$-deformation parameter along the vortex worldsheet, is turned off, the above relation reduces to

$$\tilde{W}_{\vec{n}} - \tilde{W}_{\vec{n}'} = \lim_{\epsilon_2 \to 0} \left( -\frac{\epsilon_2}{2\pi} \log \frac{Z_{4d, \vec{a} = \vec{m} - \epsilon_1 \vec{n}}}{Z_{4d, \vec{a} = \vec{m} - \epsilon_1 \vec{n}'}} \right), \quad (4.7)$$
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where we have used the relation between the vortex partition function and the on-shell value of the superpotential

\[ Z_{2d,\vec{n}} = \exp \left( -\frac{2\pi}{\epsilon_2} \tilde{W}_{\vec{n}} + O(1) \right). \tag{4.8} \]

Eq. (4.7) indicates the correspondence between the 2d domain wall central charge and the Nekrasov–Shatashvili limit of the instanton partition function \[48, 49\]. Furthermore, if both of the Ω-deformation parameters (\(\epsilon_1, \epsilon_2\)) are turned off, the relation reduces to that for the SUSY central charges for the 2d domain walls between the vacua \(\vec{n}\) and \(\vec{n}'\) and the 4d monopoles with magnetic charge \(\vec{n} - \vec{n}'\) \[21, 22, 29, 30\]:

\[ \lim_{\epsilon_1 \to 0} \left( \tilde{W}_{\vec{n}} - \tilde{W}_{\vec{n}'} \right) = -\frac{1}{2\pi} (\vec{n} - \vec{n}') \cdot \frac{\partial}{\partial a} F, \tag{4.9} \]

where we have used the following relation between the Nekrasov partition function and the 4d prepotential \(F\)

\[ Z_{4d} = \exp \left( \frac{1}{\epsilon_1 \epsilon_2} F + O(1) \right). \tag{4.10} \]

Therefore, the equivalence of the partition functions Eq. (4.5) is one of the most fundamental relations in this type of 2d/4d correspondence. In the following, we show Eq. (4.5) by using the differential equation discussed in the previous section.

### 4.1 The Vortex Worldsheet Theory: Hanany–Tong Model

Let us first discuss the 2d side of the correspondence, i.e. the effective worldsheet theory of \(n\) vortex strings. This model, called the Hanany–Tong model \[10\], is described by 2d \(\mathcal{N} = (2, 2)\) \(U(n)\) gauge theory coupled to one adjoint, \(N\) fundamental and \(\tilde{N}\) anti-fundamental chiral multiplets. Their scalar components are denoted by \(B\) (\(n\)-by-\(n\) matrix), \(I\) (\(n\)-by-\(N\) matrix) and \(J\) (\(\tilde{N}\)-by-\(n\) matrix), respectively. The gauge coupling constant in four dimensions is identified with the FI parameter in two dimensions and they are combined with the \(\theta\)-angles

\[ \tau = \frac{\theta_2d}{2\pi} + i\nu_2d = \frac{\theta_{4d}}{2\pi} + i\frac{4\pi}{g_{4d}^2}. \tag{4.11} \]

One of the 4d Ω-deformation parameters \(\epsilon_1\) corresponds to the twisted mass for the adjoint chiral multiplet and the other parameter \(\epsilon_2\) plays the role of Ω-deformation parameter in two dimensions.

The conditions for the supersymmetric vacua are given by

\[ [B, B^\dagger] + II^\dagger - J^\dagger J = \frac{4\pi}{g_{4d}^2}. \tag{4.12} \]

\[ [\sigma, B] = \epsilon_1 B, \quad \sigma I + IM = 0, \quad J\sigma + (\tilde{M} - \epsilon_2)J = 0, \tag{4.13} \]
where $M = \text{diag}(m_1, \cdots, m_N)$ and $\tilde{M} - \epsilon_2 = \text{diag}(\tilde{m}_1 - \epsilon_2, \cdots, \tilde{m}_\tilde{N} - \epsilon_2)$ are the twisted mass matrices for the chiral multiplets and the anti-chiral multiplets, respectively. The classical vacua of this model correspond to the BPS configurations of $n$ vortex strings in the 4d $\Omega$-background. For the Abelian vortices ($N = 1$), there exist unique vacuum, in which the scalar expectation values are given by

$$B \propto \begin{pmatrix} 0 & 1 \\ \vdots & \ddots \\ 0 & 1 \\ 0 & 0 \\ 1 \end{pmatrix}, \quad I \propto \begin{pmatrix} 0 \\ \vdots \\ 0 \\ 1 \end{pmatrix}, \quad (4.14)$$

and $J = 0$. For general $N$, vacuum configurations can be obtained by decomposing the matrices into $N$ blocks and embedding the above solution. The sizes $n_a (a = 1, \cdots, N)$ of the diagonal blocks of $B$ are arbitrary as long as the total size is $n$. Thus, the vacua are labeled by a set of non-negative integers $\vec{n} = (n_1, \cdots, n_N)$ such that $\sum_{a=1}^N n_a = n$.

The saddle point configurations in this model are BPS vortex configurations corresponding to 4d Yang–Mills instantons trapped on the vortex worldsheets. In each vacuum, the saddle point condition Eq. (2.89) for the classical eigenvalues of the vector multiplets scalar $\sigma$ takes the form

$$\sigma_a^q - \sigma_a^{q+1} = \epsilon_1 - k_a^q \epsilon_2, \quad \sigma_a^{n_a} = -m_a - k_a^{n_a} \epsilon_2, \quad (q = 1, \cdots, n_a, \ a = 1, \cdots, N), \quad (4.15)$$

where we have decomposed the label of the eigenvalues $\sigma_i (i = 1, \cdots, n)$ as $\sigma_a^q$. Solving this condition with respect to $\sigma_a^q$, we find that

$$\sigma_a^q = -m_a + (n_a - q) \epsilon_1 - \lambda_a^q \epsilon_2, \quad (\lambda_a^q - \lambda_a^{q+1} = k_a^q, \ \lambda_a^{n_a+1} = 0). \quad (4.16)$$

Since the winding numbers $k_a^q$ are all non-negative, the integers $\lambda_a^q$ satisfy

$$\lambda_a^1 \geq \lambda_a^2 \geq \cdots \geq \lambda_a^{n_a} \geq \lambda_a^{n_a+1} = 0. \quad (4.17)$$

In other words, the saddle point vortex configurations in the vacuum $\vec{n}$ are labeled by a set of $N$ Young tableaux $Y_a = (\lambda_a^1, \lambda_a^2, \cdots)$ which have at most $n_a$ rows (since $\lambda_a^q = 0$ for $q \geq n_a + 1$).

The general formula Eq. (2.101) implies that the vortex partition function in the vacuum $\vec{n}$ is given by the following integral along a path enclosing all the poles at Eq. (4.16):

$$Z_{2d, \vec{n}}(\tau_1, \cdots, \tau_n) = \int_{C_{\vec{n}}} \prod_{i=1}^n \left[ \frac{d\sigma_i}{2\pi i \epsilon_2} \exp \left( -\frac{2\pi i \sigma_i \tau_i}{\epsilon_2} \right) \right] Z_g Z_{ad} Z_f Z_{af}, \quad (4.18)$$

where $Z_g$, $Z_{ad}$, $Z_f$ and $Z_{af}$ are the contributions from the gauge, adjoint, fundamental and anti-fundamental degrees of freedom

$$Z_g = \prod_{1 \leq i \neq j \leq n} \Gamma \left( \frac{\sigma_i - \sigma_j}{\epsilon_2} \right)^{-1}, \quad Z_{ad} = \prod_{i=1}^n \prod_{j=1}^n \Gamma \left( \frac{\sigma_i - \sigma_j - \epsilon_1}{\epsilon_2} \right), \quad (4.19)$$

$$Z_f = \prod_{i=1}^n \prod_{a=1}^N \Gamma \left( \frac{\sigma_i + m_a}{\epsilon_2} \right), \quad Z_{af} = \prod_{i=1}^n \prod_{\tilde{a}=1}^{\tilde{N}} \Gamma \left( \frac{\sigma_i + \tilde{m}_{\tilde{a}} - \epsilon_2}{\epsilon_2} \right). \quad (4.20)$$
Since there is no fractional vortex in this model, the vortex partition function simply factorizes into perturbative and vortex parts

\[ Z_{2d, \vec{n}} = Z_{2d, \vec{n}}^{\text{pert}} Z_{2d, \vec{n}}^{\text{vortex}}. \] (4.21)

The perturbative part is given by the residue of the integrand in Eq. (4.18) at the pole corresponding to the vacuum configuration

\[ Z_{2d, \vec{n}}^{\text{pert}} = \prod_{a=1}^{N} \prod_{q=1}^{n_a} \text{exp} \left( -\frac{2\pi i \tau^q_a \sigma^q_i}{\epsilon^2} \right) \prod_{b=1}^{N} \Gamma \left( \frac{\sigma^q_i + m_b - n_b \epsilon_1}{\epsilon^2} \right) \prod_{\tilde{a}=1}^{\tilde{N}} \Gamma \left( -\frac{\sigma^q_i + \tilde{m}_{\tilde{a}} - \epsilon_2}{\epsilon^2} \right), \] (4.22)

where \( \sigma^q_i \) are the eigenvalues in the classical vacuum configuration

\[ \sigma^q_i = -m_a - (q - n_a)\epsilon_1. \] (4.23)

On the other hand, the vortex part is the collection of the contributions from all the saddle points, which can be written as a sum over the Young tableaux

\[ Z_{2d, \vec{n}}^{\text{vortex}}(\tau_1, \cdots, \tau_n) = \sum_{\vec{Y}} \text{exp} \left( \sum_{a=1}^{N} \sum_{q=1}^{n_a} \frac{2\pi i \lambda^q_a \tau^q_a}{\epsilon^2} \right) Z_{2d, \vec{n}}^{\vec{Y}}. \] (4.24)

In order to compare this quantity with the Nekrasov partition function in four dimensions, it is convenient to use the differential equations discussed in the previous section

\[ P_{i}(\hat{\sigma}_1, \cdots, \hat{\sigma}_n) Z_{2d, \vec{n}}(\tau_1, \cdots, \tau_n) = 0, \quad (i = 1, \cdots, n), \] (4.25)

where \( \hat{\sigma}_i \) are the differential operator

\[ \hat{\sigma}_i \equiv -\frac{\epsilon^2}{2\pi i} \frac{\partial}{\partial \tau^i}. \] (4.26)

The explicit forms of the polynomials \( P_{i}(\hat{\sigma}_i) \) can be obtained from the invariance of the integral Eq. (4.18) under the shift of the integration path \( \sigma_i \rightarrow \sigma_i + 1 \):

\[ P_{i} = Q^+_i - \epsilon^2 N^{-\tilde{N}} \text{exp} (2\pi i \tau_i) Q^-_i, \] (4.27)

where \( Q^\pm_i (i = 1, \cdots, n) \) are the following polynomials

\[ Q^+_i(\hat{\sigma}_1, \cdots, \hat{\sigma}_n) = \left[ \prod_{j \neq i} (\hat{\sigma}_i - \hat{\sigma}_j - \epsilon_1) (\hat{\sigma}_i - \hat{\sigma}_j + \epsilon_2) \right] \left[ \prod_{a=1}^{N} (\hat{\sigma}_i + m_a) \right]. \] (4.28)

\[ Q^-_i(\hat{\sigma}_1, \cdots, \hat{\sigma}_n) = \left[ \prod_{j \neq i} (\hat{\sigma}_i - \hat{\sigma}_j + \epsilon_1) (\hat{\sigma}_i - \hat{\sigma}_j - \epsilon_2) \right] \left[ \prod_{\tilde{a}=1}^{\tilde{N}} (\epsilon_2 - \hat{\sigma}_i - \tilde{m}_{\tilde{a}}) \right]. \] (4.29)
Once the perturbative part Eq. (4.22) is given, the differential equations can be rewritten in terms of the vortex part:

\[ P_i(\hat{\sigma}_i - \sigma_i) Z_{2d, \vec{n}}^{vortex} = 0, \]  

(4.30)

where the constants \( \sigma_i \) denote the classical VEVs Eq. (4.23). This differential equation completely determine the vortex part \( Z_{2d, \vec{n}}^{vortex} \) since all the coefficients \( Z_{\vec{Y}}^{2d, \vec{n}} \) in the expansion Eq. (4.24) can be uniquely determined by setting the first term \( Z_{\vec{Y}}^{2d, \vec{n}} = 1 \) and recursively solving Eq. (4.30) order by order. We will use this fact to prove the equivalence between the Nekrasov partition function and the vortex partition function.

Let us remark that in the limit \( \epsilon_2 \to 0 \), the differential equations Eq. (4.25) for \( \tilde{N} = N \) reduces to

\[
\prod_{j \neq i} \frac{(\sigma_i - \sigma_j - \epsilon_1)}{(\sigma_i - \sigma_j + \epsilon_1)} = (-1)^N e^{2\pi i \epsilon_1} \prod_{a=1}^N (\sigma_i + m_a) \prod_{b=1}^N \Gamma_2(a_b - m_b | \epsilon_1, \epsilon_2)^{-1}.
\]  

(4.31)

This is the twisted \( F \)-term equation of the Hanany–Tong model and as pointed out in \cite{48, 49}, this agrees with the Bethe ansatz equation of the quantum \( SL(2, \mathbb{R}) \) spin chain, in which \( \epsilon_1 \) plays a role of the Planck constant. See also \cite{18, 19, 20}. On the other hand, as we have seen in the previous section, \( \epsilon_2 \) is another Planck constant characterizing the commutation relation Eq. (3.13). In this sense, the system of the differential equations (4.25) has two Planck constants associated with the two different quantization conditions. If both the Planck constants are turned off, the differential equations (4.25) reduce to the twisted \( F \)-term equations (4.4) which describe the M2-branes. In this sense, the differential equations (4.25) can be viewed as a “doubly quantized” version of the twisted \( F \)-term equations.

### 4.2 Comparison with Nekrasov Partition Function

#### Perturbative part

Let us first compare the perturbative part of the vortex partition function Eq. (4.22) and that of the Nekrasov partition function

\[ Z_{4d}^{pert} = \exp \left( -\frac{\vec{a} \cdot \vec{a}}{\epsilon_1 \epsilon_2} \pi i \tau_0 \right) \prod_{1 \leq a \neq b \leq N} \Gamma_2(a_b - a_a | \epsilon_1, \epsilon_2)^{-1} \]

\[
\times \prod_{b=1}^N \left[ \prod_{a=1}^N \Gamma_2(a_b - m_a | \epsilon_1, \epsilon_2) \prod_{\tilde{a}=1}^{\tilde{N}} \Gamma_2(a_b + \epsilon_+ - \tilde{m}_{\tilde{a}} | \epsilon_1, \epsilon_2) \right].
\]  

(4.32)

where \( \epsilon_+ \equiv \epsilon_1 + \epsilon_2 \) and \( \Gamma_2(x|\epsilon_1, \epsilon_2) \) is the double gamma function

\[ \Gamma_2(x|\epsilon_1, \epsilon_2) = \prod_{n=0}^{\infty} \prod_{m=0}^{\infty} \frac{\Lambda_0}{x + n\epsilon_1 + m\epsilon_2}. \]  

(4.33)
This factor is obtained using the double zeta function in the same way as \(2.58\).

Now let us focus on the root of Higgs branch. In the presence of vortex strings in the \(\Omega\)-background, the Coulomb branch parameters \(\vec{a}\) are shifted from those in the undeformed theory Eq. (4.1) as\[{10}\]

\[
\vec{a} = \vec{m} - \epsilon_1 \vec{n}.
\] (4.34)

Plugging this relation into Eq. (4.32), we can show that the classical part, the vector-fundamental part, and the anti-fundamental part are respectively given by

\[
\exp \left( -\frac{\vec{a} \cdot \vec{a}}{\epsilon_1 \epsilon_2} \pi i \tau_0 \right) = \exp \left[ -\frac{2\pi i \tau_0}{\epsilon_2} \sum_{a=1}^{N} \sum_{q=1}^{n_a} \sigma^q \right] e^{-\frac{\pi i}{\epsilon_2} (\vec{m} \cdot \vec{m} - \vec{n} \epsilon_1 \epsilon_2^2)},
\] (4.35)

\[
\frac{\Gamma_2(a_b - m_a|\epsilon_1, \epsilon_2)}{\Gamma_2(a_b - a_b|\epsilon_1, \epsilon_2)} = \prod_{q=1}^{n_a} \Gamma_1(\sigma^q + m_b - n_b \epsilon_1 | \epsilon_2),
\] (4.36)

\[
\Gamma_2(a_b + \epsilon_+ - \vec{m}_a|\epsilon_1, \epsilon_2) = \prod_{q=1}^{n_b} \Gamma_1(\epsilon_2 - \sigma^q - \vec{m}_a | \epsilon_2) \Gamma_2(\epsilon_+ + m_b - \vec{m}_a | \epsilon_1, \epsilon_2),
\] (4.37)

where we have used the relations between the Gamma functions

\[
\Gamma_2(x|\epsilon_1, \epsilon_2) = \Gamma_1(x|\epsilon_2) \Gamma_2(x + \epsilon_1|\epsilon_1, \epsilon_2), \quad \Gamma_1(x|\epsilon_2) \equiv \frac{1}{\sqrt{2\pi}} \left( \frac{\Lambda_0}{\epsilon_2} \right)^{-\frac{x^2}{2}} \Gamma \left( \frac{x}{\epsilon_2} \right).
\] (4.38)

For the cancellation of the vector-fundamental part (4.36), in particular, for \(a = b\), the diagonal factors of the vector multiplet contribution are needed in the expression (4.32). Since such factors are independent of the Coulomb moduli and mass parameters, we put them as a vacuum-independent factor.

Combining these three factors, we find that the perturbative part in four dimensions agrees with that in two dimensions Eq. (4.22) up to an \(\vec{n}\) independent factor:

\[
Z_{2d,\vec{n}}^{pert}(\tau^p_a = \tau) = A(\tau) Z_{4d}^{pert}(\tau) \bigg|_{\vec{a} = \vec{m} - \epsilon_1 \vec{n}}.
\] (4.39)

where the renormalized \(\tau\)-parameter is given by

\[
\tau = \tau_0 + \frac{N - \tilde{N}}{2\pi i} \log \frac{\Lambda_0}{\epsilon_2}.
\] (4.40)

\[\text{A similar phenomenon can also be seen for the vortices in the 2d \(\Omega\)-background discussed in Sec.2}

\[
\sigma|_{z=0} = -m_a - k\epsilon.
\]
Instanton part

At the root of the Higgs branch $\vec{a} = \vec{m} - \epsilon_1 \vec{n}$, the instanton part $Z_{4d}^{\text{inst}}(\tau)$ can be promoted to the $n$-variable function defined by

$$Z_{4d}^{\text{inst}}(\tau_1, \cdots, \tau_n) \equiv \sum_{\vec{Y}} \exp \left( \sum_{\alpha=1}^{N} \sum_{q=1}^{n_{\alpha}} 2\pi i \lambda_{\alpha}^{q} \tau_{q}^{\alpha} \right) Z_{4d}^{\vec{Y}}. \quad (4.41)$$

We show that $Z_{4d}^{\text{inst}}(\tau_1, \cdots, \tau_n)$ satisfies the differential equation \[4.39\] which gives the vortex part of the 2d partition function.

The contribution from each instanton configuration is given by the following integral formula

$$Z_{4d}^{\vec{Y}} = \int \prod_{a=1}^{|\vec{Y}|} \left[ \frac{d\Phi_\alpha}{2\pi i} \frac{\epsilon_1 + \epsilon_2}{\epsilon_1 \epsilon_2} \prod_{\beta < \alpha} \frac{(\Phi_\alpha - \Phi_\beta)^{2} \{ (\Phi_\beta - \Phi_\alpha)^{2} - (\epsilon_1 + \epsilon_2)^{2} \}}{(\Phi_\beta - \Phi_\alpha)^{2} - \epsilon_1^{2}} \right] \times \prod_{b=1}^{N} \frac{1}{\Phi_\alpha + a_{b}}(\epsilon_1 + \epsilon_2 - a_{b} - \Phi_\alpha) \prod_{a=1}^{N} (-m_{a} - \Phi_\alpha) \prod_{\tilde{a}=1}^{\tilde{N}} (\epsilon_1 + \epsilon_2 - \tilde{m}_{\tilde{a}} - \Phi_\alpha), \quad (4.42)$$

where the integration contours for $\Phi_\alpha$ ($\alpha = 1, \cdots, |\vec{Y}|$) are those which enclose the following poles specified by the Young tableaux $\vec{Y}$:

$$\Phi_{b}^{(p,q)} = -a_{b} - (q-1)\epsilon_1 - (p-1)\epsilon_2, \quad (4.43)$$

where we have relabeled $\Phi_\alpha$ as $\Phi_{b}^{(p,q)}$ ($b = 1, \cdots, N$, $(p, q) \in Y_{b}$).

The differential equation for $Z_{4d}^{\text{inst}}(\tau_1, \cdots, \tau_n)$ can be obtained from a recursion relation for $Z_{4d}^{\vec{Y}}$, which can be derived in the following way. Let $\vec{Y}'$ be the Young tableaux obtained by adding a box to $\vec{Y}$. The integral representation for $Z_{4d}^{\vec{Y}'}$ has one more integration variable than that for $Z_{4d}^{\vec{Y}}$. The contour for the new integration variable $\Phi$ should be chosen so that it encloses the pole corresponding to the added box, while for the other variable, the contours are kept the same as those for $Z_{4d}^{\vec{Y}}$. Thus, $Z_{4d}^{\vec{Y}}$ is contained in $Z_{4d}^{\vec{Y}'}$ as its $\Phi$-independent part and their ratio takes the form

$$\frac{Z_{4d}^{\vec{Y}'} - Z_{4d}^{\vec{Y}}}{\lambda_{\alpha}^{q}} = \int \prod_{b=1}^{N} \prod_{p,q=0}^{\infty} \{ \Phi + a_{b} + (q-1)\epsilon_1 + (p-1)\epsilon_2 \}^{I_{b}(p,q)} \times \prod_{b=1}^{N} \frac{1}{(\Phi + a_{b})(\epsilon_1 + \epsilon_2 - a_{b} - \Phi)} \prod_{a=1}^{N} (-m_{a} - \Phi) \prod_{\tilde{a}=1}^{\tilde{N}} (\epsilon_1 + \epsilon_2 - \tilde{m}_{\tilde{a}} - \Phi). \quad (4.44)$$

The exponents $I_{b}(p,q)$ can be determined from the Young tableau $Y_{b}$ as (see Fig. 7)

$$I_{b}(p,q) = \left[ 2\rho_{b}^{(p,q)} + \rho_{b}^{(p+1,q+1)} + \rho_{b}^{(p-1,q-1)} \right] - \left[ \rho_{b}^{(p-1,q)} + \rho_{b}^{(p+1,q)} + \rho_{b}^{(p,q+1)} + \rho_{b}^{(p,q-1)} \right], \quad (4.45)$$

where $\rho_{b}^{(p,q)}$ is one or zero depending on if $(p, q) \in Y_{b}$ or $(p, q) \not\in Y_{b}$. Eq. (4.44) can be further
Fig. 7: The exponents $I_b(p, q)$ for a tableau: $I_b(p, q) = 1$ and $I_b(p, q) = -1$ at the points with the white and black circles, respectively.

simplified by using the relation

$$\prod_{p=0}^{\infty} \{ \Phi + a_b + (q - 1)\epsilon_1 + (p - 1)\epsilon_2 \}^{I_b(p, q)} = \frac{(\Phi - \Phi^q_b)(\Phi - \Phi^{q-1}_b + \epsilon_1 + \epsilon_2)}{(\Phi - \Phi^{q+1}_b - \epsilon_1)(\Phi - \Phi^q_b + \epsilon_2)},$$

(4.46)

where $\Phi^q_b$ is given by

$$\Phi^q_b = -a_b - (q - 1)\epsilon_1 - (\lambda^q_b - 1)\epsilon_2, \quad (\lambda^q_b = 0 \text{ for } q = 0, -1).$$

(4.47)

Now let us focus on the root of the Higgs branch. When $a_b = m_b - \epsilon_1 n_b$, the pole corresponding to the box at $(1, n_b + 1)$ disappears. Thus, all the contributions from $Y_b$ with more than $n_b$ rows vanish and the infinite product over $q$ in Eq. (4.44) terminates at $q = n_b + 1$ for $Y_b$ with $\lambda^{n_b+1}_b = 0$. Integrating Eq. (4.44) around the pole at $\Phi = \Phi^{q}_b - \epsilon_2$, we find that

$$\frac{Z_{\vec{Y}'}^{\vec{Y}}}{Z_{\vec{Y}}^{\vec{Y}}} = (-1)^{\vec{N}} \prod_{(a, q) \neq (b, p)} \frac{(\Phi^p_b - \Phi^q_a - \epsilon_2)(\Phi^p_b - \Phi^q_a + \epsilon_1)}{(\Phi^p_b - \Phi^q_a - \epsilon_1 - \epsilon_2)(\Phi^p_b - \Phi^q_a)} \prod_{a=1}^{\vec{N}} (\Phi^p_a + \tilde{m} - \epsilon_1 + \epsilon_2) \prod_{a=1}^{\vec{N}} (\Phi^p_a + m - \epsilon_1 - 2\epsilon_2).$$

(4.48)

This is the recursion relation which can be obtained by substituting

$$Z^{\text{inst}}_{4d}(\tau_1, \cdots, \tau_n) \equiv \sum_{\vec{Y}} \exp \left( \sum_{a=1}^{\vec{N}} \sum_{q=1}^{n_a} 2\pi i \lambda^q_a \tau^q_a \right) Z^{\vec{Y}}_{4d},$$

(4.49)

into the differential equation Eq. (4.30). Therefore, $Z^{\text{inst}}_{4d}(\tau_1, \cdots, \tau_n)$ satisfies the differential equation which uniquely determines the vortex part of the 2d partition function, and hence the non-perturbative parts of the 2d and 4d partition functions are identical to each other

$$Z^{\text{vortex}}_{2d, \vec{n}}(\tau_1, \cdots, \tau_n) = Z^{\text{inst}}_{4d}(\tau_1, \cdots, \tau_n) \bigg|_{\vec{a} = -\vec{m} - \epsilon_1 \vec{n}}.$$

(4.50)
In conjunction with the perturbative part Eq. (4.39), this relation (with \( \tau_i = \tau \) for all \( i \)) shows the equivalence of the 2d/4d partition functions Eq. (4.5).

Let us remark that the differential equation for the Nekrasov partition function at the root of Higgs branch, discussed in this paper, is a special case of that studied in [50, 51]. From this point of view, the simplification due to the root of Higgs branch would be related to the Nekrasov–Shatashvili limit of the corresponding Hecke algebra [52].

5 Conclusion

In this paper, we have considered the \( \Omega \)-background formulation in two dimensions, and applied the localization scheme to obtain the exact formula of the partition function. We have evaluated the one-loop determinant in the two-dimensional \( \Omega \)-background configuration, and obtained the combinatorial and integral representations of the partition function. We have observed the resultant expression is essentially equivalent to the exact result for the two-dimensional hemisphere. We have then studied the differential equation which the partition function satisfies through the quantization of the classical algebraic geometry. We have considered the vortex worldsheet theory as an application of the exact formula obtained in this paper. We have observed the agreement of the two- and four-dimensional theories at the level of the partition function, by taking the root of Higgs branch.

Let us comment on some possibilities of future works. The first interesting direction is generalization to the three-dimensional theory on \( \mathbb{R}^2 \times S^1 \), which is the \( q \)-deformation of the current situation. For such a theory, a similar relation between three- and five-dimensional theories is expected to hold [23, 24, 25]. See also [53, 54]. If we obtain the three-dimensional partition function, we could check the 3d/5d correspondence in the same way as this paper. Furthermore, to see its relation to the \( q \)-deformed CFT correlation functions, we have to extend our analysis to the quiver gauge theory in two or three dimensions. We can start with, for example, the brane configuration considered in [48, 49], and then check the coincidence of the partition functions more explicitly.
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A Spinor Conventions

Our convention for the anti-symmetric tensors $\epsilon^{\alpha\beta}$ and $\epsilon_{\alpha\beta}$ is

$$\epsilon^{12} = \epsilon_{i\dot{2}} = 1, \quad \epsilon^{21} = \epsilon_{2\dot{i}} = -1. \quad (A.1)$$

The 4d Weyl spinor indices are raised and lowered as

$$\lambda^{\alpha} = \epsilon^{\alpha\beta} \lambda_{\beta}, \quad \bar{\lambda}_{\dot{\alpha}} = \epsilon_{\alpha\dot{\beta}} \bar{\lambda}^{\dot{\beta}}. \quad (A.2)$$

The spinor bilinears without spinor indices are given by

$$\lambda \psi = \lambda^{\alpha} \psi_{\alpha}, \quad \bar{\lambda} \bar{\psi} = \bar{\lambda}_{\dot{\alpha}} \bar{\psi}^{\dot{\alpha}}, \quad \bar{\lambda} \sigma_i \psi = \bar{\lambda}_{\dot{\alpha}} (\sigma_i)^{\dot{\alpha}\beta} \psi_{\beta}, \quad \lambda \bar{\sigma}_i \bar{\psi} = \lambda^{\alpha} (\bar{\sigma}_i)_{\alpha\beta} \bar{\psi}^{\dot{\beta}}. \quad (A.3)$$

Let $\sigma_i = \bar{\sigma}_i$ ($i = 1, 2, 3$) be the standard Pauli matrices and

$$\sigma_4 = -\bar{\sigma}_4 = \begin{pmatrix} i & 0 \\ 0 & i \end{pmatrix}. \quad (A.4)$$

The rotation generators are defined by

$$\sigma_{ab} = -\frac{i}{4} (\sigma_a \sigma_b - \sigma_b \sigma_a), \quad \bar{\sigma}_{ab} = -\frac{i}{4} (\bar{\sigma}_a \bar{\sigma}_b - \bar{\sigma}_b \bar{\sigma}_a). \quad (A.5)$$

Under the 2d rotation $x_1 + ix_2 \rightarrow e^{i\theta}(x_1 + ix_2)$, 2d spinors transform as

$$\lambda \rightarrow e^{-i\theta \sigma_1} \lambda, \quad \bar{\lambda} \rightarrow e^{-i\theta \bar{\sigma}_1} \bar{\lambda}. \quad (A.6)$$

B Mode Expansion around Saddle Points

Here we consider the mode expansion around the BPS background Eq (2.48). For notational simplicity, we set $g = 1$ and the flavor indices are suppressed in the following. Let us first determine the operators $\Delta_B$ and $\Delta_F$ appearing in the linearized equations of motion

$$\Delta_B \Phi = 0, \quad \Delta_F \Psi = 0. \quad (B.1)$$
The fermionic part of the action takes the form

\[ \mathcal{L}_F = -i(\bar{\Psi} \cdot \nabla \Psi + \nabla^* \bar{\Psi} \cdot \Psi), \quad \Psi = \begin{pmatrix} \lambda_0 \\ \bar{\lambda}_0 \\ \psi_0 \\ \bar{\psi}_0 \\ \psi \end{pmatrix}, \quad \bar{\Psi} = \begin{pmatrix} \lambda \\ \bar{\lambda} \\ \bar{\psi} \\ \psi \end{pmatrix}, \quad (B.2) \]

where \( \nabla \) is given by

\[ \nabla \equiv \begin{pmatrix} D_{\xi} & \partial_z & \frac{\bar{\phi}}{\sqrt{2}} & 0 \\ -\partial_{\bar{z}} & D_{\xi} & 0 & -\frac{\bar{\phi}}{\sqrt{2}} \\ \frac{\phi}{\sqrt{2}} & 0 & D_{\xi} & D_{\bar{z}} \\ 0 & -\frac{\phi}{\sqrt{2}} & -D_{\bar{z}} & D_{\xi} \end{pmatrix}, \quad (B.3) \]

and \( \nabla^* \) is the adjoint operator of \( \nabla \). The equations of motion for the fermionic fields is \(-i \nabla \Psi = 0\) and hence

\[ \Delta_F = -i \nabla. \quad (B.4) \]

The bosonic equations of motion can be written in terms of the supersymmetry variations of the fermionic fields:

\[ \begin{pmatrix} -\frac{\delta S}{\delta A_{\xi}} \\ \frac{\delta S}{\delta A_{\bar{z}}} \\ -i \frac{\delta S}{\sqrt{2} \delta \phi} \\ 0 \end{pmatrix} = 2\nabla(Q \Psi), \quad Q \Psi \equiv \begin{pmatrix} Q\lambda_0 \\ Q\bar{\lambda}_0 \\ Q\bar{\psi}_0 \\ Q\psi \end{pmatrix}, \quad (B.5) \]

Note that the equation in the forth component is an identity which is automatically satisfied. Since \( Q \Psi = 0 \) in the BPS background, the linearized version of the bosonic equations of motion \((B.5)\) can be obtained by expanding \( \delta \Psi \) in terms of the bosonic fluctuations. It is convenient to impose the following gauge fixing condition for the bosonic fluctuations \( (\delta A_{\xi}, \delta A_{\bar{z}}, \delta \phi) \):

\[ \left( \partial_{\bar{z}} \delta A_{\bar{z}} + D_{\xi} \delta A_{\xi} - \frac{i}{2} \delta \phi \bar{\phi} \right) + (c.c.) = 0. \quad (B.6) \]

Then, \( Q \Psi \) can be expanded as

\[ Q \Psi \approx 2(\nabla - D_{\xi} - D_{\bar{z}}) \Phi, \quad \Phi \equiv \begin{pmatrix} -\delta A_{\xi} \\ \delta A_{\bar{z}} \\ -i \frac{\delta \phi}{\sqrt{2}} \\ 0 \end{pmatrix}, \quad (B.7) \]
where \( \approx \) denotes the equality up to the first order in the fluctuation. Note that \( \delta \Psi \approx 0 \) is the linearized version of the BPS equations (2.41) and (2.42). Eqs. (B.5) and (B.7) imply that the linearized bosonic equations of motion is \( \nabla (\nabla - \mathcal{D}_\xi - \mathcal{D}_{\bar{\xi}}) \Phi = 0 \) and hence

\[
\Delta_B = \nabla (\nabla - \mathcal{D}_\xi - \mathcal{D}_{\bar{\xi}}). \tag{B.8}
\]

Thus, the eigenequations for the fluctuations are given by

\[
\nabla (\nabla - \mathcal{D}_\xi - \mathcal{D}_{\bar{\xi}}) \Phi = m_B^2 \Phi, \quad \nabla \Psi = i m_F \Psi. \tag{B.9}
\]

Note that \( \Phi \) has to satisfy

\[
P \Phi = \Phi, \quad P = \text{diag}(1, 1, 1, 0). \tag{B.10}
\]

### B.1 Supermultiplets

Since the background BPS configuration preserve the supersymmetry, the bosonic and fermionic fluctuations form supermultiplets. We can find maps between bosonic and fermionic eigenmodes as follows.

**Fermionic Eigenmode to Bosonic Eigenmode**

Since the background field satisfy the BPS equation (2.42), the operator \( \nabla \) commutes with \( \mathcal{D}_\xi \) and \( \mathcal{D}_{\bar{\xi}} \)

\[
[\nabla, \mathcal{D}_\xi] = [\nabla, \mathcal{D}_{\bar{\xi}}] = 0, \tag{B.11}
\]

and hence they can have simultaneous eigenvectors. Assume that \( \Psi \) is a fermionic eigenmode such that

\[
\nabla \Psi = i m_F \Psi, \quad \mathcal{D}_\xi \Psi = i m_\xi \Psi, \quad \mathcal{D}_{\bar{\xi}} \Psi = i m_{\bar{\xi}} \Psi. \tag{B.12}
\]

Define \( \Phi \) by

\[
\Phi = P \Psi. \tag{B.13}
\]

Since \( \Delta_B \Psi = m_F (m_\xi + m_{\bar{\xi}} - m_F) \) and \( [P, \Delta_B] = 0 \), \( \Phi \) is a bosonic eigenmode with eigenvalue \( m_B^2 = m_F (m_\xi + m_{\bar{\xi}} - m_F) \).
Bosonic Eigenmode to Fermionic Eigenmodes

Assume that $\Phi$ is a bosonic eigenmode with eigenvalues
\[
\nabla (\nabla - D_\xi - D_{\bar{\xi}}) \Phi = m^2_B \Phi, \quad D_\xi \Phi = im_\xi \Phi, \quad D_{\bar{\xi}} \Phi = im_{\bar{\xi}} \Phi.
\] (B.14)

Define $\Psi$ by
\[
\Psi = (\nabla - D_\xi - D_{\bar{\xi}} + im) \Phi.
\] (B.15)

This is a fermionic eigenmode with eigenvalue $m_F = m$ if $m$ satisfies $m^2_B = m(m_\xi + m_{\bar{\xi}} - m)$, i.e.,
\[
m = \frac{1}{2} \left[ (m_\xi + m_{\bar{\xi}}) \pm \sqrt{(m_\xi + m_{\bar{\xi}})^2 - 4m^2_B} \right] \quad (\equiv m_{\pm}).
\] (B.16)

Thus, we can find two fermionic eigenmodes with eigenvalues $m_{\pm}$ for each generic bosonic eigenmode.

Using the maps Eqs. (B.13) and (B.15), we can find several types of supermultiplets. Let us start with the bosonic component. Since $[P\nabla, \Delta_B] \Phi = 0$, we can assume that $\Phi$ is an eigenfunction of $P\nabla$:
\[
P\nabla \Phi = im\Phi.
\] (B.17)

Generic eigenmodes and ghosts

For a generic eigenmode with $m \neq m_\xi$, $\Phi$ takes the form
\[
\Phi = \begin{pmatrix}
-\delta A_\xi \\
\delta A_{\bar{z}} \\
\frac{-i}{\sqrt{2}} \delta \phi \\
0
\end{pmatrix}, \quad \delta A_\xi = i(m_{\bar{\xi}} - m)\alpha, \quad \delta A_{\bar{z}} = -\partial_{\bar{z}} \alpha, \quad \delta \phi = i\alpha \phi,
\] (B.18)

where $\alpha$ is a function satisfying
\[
\left( -\partial_\xi \partial_{\bar{z}} + \frac{1}{2} |\phi|^2 \right) \alpha = |m - m_\xi|^2 \alpha.
\] (B.19)

This is actually an eigenmode of $\nabla$ with eigenvalue $m$. We can show that contributions from these modes are canceled by those from the ghosts for the gauge fixing condition Eq. (B.6).

Long multiplets

From the explicit form of $\nabla$, we can show that $\delta A_\xi = 0$ for any eigenmode of $P\nabla$ with eigenvalue $m = m_\xi$. Then, it follows that the map Eq. (B.15) gives two fermionic eigenmodes $\Psi_{\pm}$ such that $P\Psi_{\pm} \propto \Phi$. Thus, a generic supermultiplet of this type consists of one bosonic and two fermionic eigenmodes. Since the eigenvalues are related by $m_B = m_+ m_-$, these multiplets do not contribute to the ratio of the one-loop determinants in Eq. (2.36).
Short Multiplets

The supermultiplets which have non-trivial contribution are short multiplets which can be obtained by requiring that $\Phi$ is an eigenmode of $\nabla$ with eigenvalue $m = m_\xi$:

$$\nabla \Phi = i m_\xi \Phi.$$ (B.20)

This is a bosonic eigenmode with eigenvalue $\Delta_B = m_\xi m_\bar{\xi}$ and the map Eq. (B.15) gives only one partner fermionic mode $\Psi \propto \Phi$ with eigenvalue $\Delta_F = m_\bar{\xi}$. Thus the ratio of the determinant reduces to

$$\frac{\det \Delta_B}{\det \Delta_F} = \prod_{\text{short}} \frac{1}{m_\xi} = \frac{1}{\det(-iD_\xi)\mid_{\text{short}}}. \tag{B.21}$$

Since $\delta A_\xi = 0$, the eigenmode equation (B.20) reduces to

$$\begin{pmatrix} \partial_z & \frac{\bar{\phi}}{\sqrt{2}} \\ -\frac{i}{\sqrt{2}} & -D_z \end{pmatrix} \begin{pmatrix} \delta A_z \\ -i \frac{\delta \phi}{\sqrt{2}} \end{pmatrix} = 0. \tag{B.22}$$

This is the linearized version of the BPS vortex equation (2.41), whose solution can be formally written as

$$\delta A_z = -\frac{i}{2} \partial_z \delta \omega, \quad \delta \phi = \sqrt{r} e^{-\frac{i}{2} \omega} \left[ \delta h - \frac{1}{2} \delta \omega h(z) \right], \tag{B.23}$$

where $\omega$ and $h(z)$ are the function appearing in the background solution Eq. (2.43) and $\delta \omega$ is the function satisfying

$$\left( -\partial_z \partial_\bar{z} + \frac{1}{2} |\phi|^2 \right) \delta \omega = e^{\frac{i}{2} \omega} \delta h(z). \tag{B.24}$$

This solution is a eigenfunction of $D_\xi$, if one of the holomorphic functions $\delta h(z) = (\delta h_1, \delta h_2, \cdots, \delta h_N)$ is non-zero and takes the form

$$\delta h_b(z) = z^l \exp i \left( \frac{n_3 x_3}{R_3} + \frac{n_4 x_4}{R_4} \right). \tag{B.25}$$

For such a eigenmode, the eigenvalue $m_\xi$ is given by

$$m_\xi = -\frac{i}{2} \left( \frac{n_3}{R_3} - i \frac{n_4}{R_4} \right) + (m_b - m_a) + (l - k)\epsilon, \tag{B.26}$$

where we have assumed $\phi_a \propto z^k$ in the BPS background.
B.2 Normalizability

In the above discussion, we did not take into account the normalizability of the eigenmodes. The eigenmodes Eq. (B.23) with \( l \geq k \) are non-normalizable since the boundary condition \( \omega \to \log |z|^k \) implies that

\[
\sqrt{r} e^{-\frac{i}{2}\omega} \delta h(z) \approx \sqrt{r} \frac{z^l}{|z|^k} \to \infty \quad \text{(for large } |z|)\].

We can solve this problem by making all the modes normalizable in the following way. Since the partition function is invariant under any deformation of \( QV \), we can freely change the normalization factor of the kinetic terms in \( QV \). Let us consider the following deformation of \( V \)

\[
V = \frac{1}{e^2} \left( \lambda_z \delta \lambda_{\bar{z}} + \lambda_0 \delta \lambda_0 + \bar{\lambda}_0 \delta \lambda_{\bar{z}} + \bar{\lambda}_z \delta \lambda_0 \right)
+ e^{-\alpha} \left[ \psi_0^a \bar{\psi}_0^a + \bar{\psi}_z^a \bar{\psi}_z^a + \bar{\psi}_\bar{z}^a \bar{\psi}_\bar{z}^a + \bar{\psi}_0^a \bar{\psi}_0^a + i(\lambda_0 + \bar{\lambda}_0)(|\phi_a|^2 - r) \right],
\]

where \( \alpha \) is a function of \( |z|^2 \) such that \( \alpha \to \infty \) for large \( |z| \). By the field redefinition

\[
\phi = e^{\frac{i}{2}\alpha} \hat{\phi}, \quad \psi = e^{\frac{i}{2}\alpha} \hat{\psi}, \quad A_i dx^i = \hat{A}_i dx^i + \frac{d\alpha}{d|z|^2} (x_1 e_2 - x_2 e_1),
\]

the action takes the original form with the following position-dependent FI parameter

\[
\hat{r} = re^{-\alpha} + \frac{2}{e^2} \partial_z \partial_{\bar{z}} \alpha.
\]

Since boundary condition for the profile function \( \omega \) does not change, the asymptotic form of the eigenmode becomes

\[
\sqrt{r} e^{-\frac{i}{2}\omega} \delta h(z) \approx \sqrt{r} e^{-\frac{i}{2}\alpha} \frac{z^l}{|z|^k} \to 0 \quad \text{(for large } |z|)\],

and hence all the eigenmodes become normalizable if the function \( \alpha \) is chosen so that \( e^{-\frac{i}{2}\alpha} \) decreases faster than polynomials. We can also show that this deformation eliminates all the unpaired fermionic eigenmodes which can exist when there are negatively charged chiral multiplets (e.g. anti-fundamental fields).
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