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Abstract. In this paper, we study the Crank-Nicolson method for temporal dimension and the piecewise quadratic polynomial collocation method for spatial dimensions of time-dependent nonlocal problems. The new theoretical results of such discretization are that the proposed numerical method is unconditionally stable and its global truncation error is of $O(\tau^2 + h^{4-\gamma})$ with $0 < \gamma < 1$, where $\tau$ and $h$ are the discretization sizes in the temporal and spatial dimensions respectively. Also we develop the conjugate gradient squared method to solving the resulting discretized nonsymmetric and indefinite systems arising from time-dependent nonlocal problems including two-dimensional cases. By using additive and multiplicative Cauchy kernels in non-local problems, structured coefficient matrix-vector multiplication can be performed efficiently in the conjugate gradient squared iteration. Numerical examples are given to illustrate our theoretical results and demonstrate that the computational cost of the proposed method is of $O(M \log M)$ operations where $M$ is the number of collocation points.
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1. Introduction. In this paper, we study an error estimate and develop fast conjugate gradient squares method of the piecewise quadratic polynomial collocation (PQC) for time-dependent nonlocal problems, whose prototype is \[ u_t(x, t) + \int_{\Omega} J(|x-y|) [u(x, t) - u(y, t)] \, dy = f(x, t), \quad (x, t) \in \Omega \times (0, T]. \]

Here $J(x)$ is a radial probability density with a nonnegative symmetric dispersal kernel, with nonhomogeneous Dirichlet boundary conditions and initial condition $u(x, 0) = u_0(x)$. There are a lot of scientific phenomena that can be described by model (*) in various applications, for example, in materials science, biology, particle systems, image processing, coagulation models, mathematical finance, see [1, 4] for detailed discussion. The well-posedness (existence and uniqueness) of the model (*) can be found in the monograph [1, p. 46]. We notice that there are many different choices to prescribe $J(x)$ for nonlocal problems (*), e.g., the constant kernel, fractional Laplacian kernel or commonly used kernel \[ J(x) \sim \frac{1}{x^{1+2s}}, \quad s \in [-0.5, 1). \]
In this paper, we mainly focus on the case $s \in (-0.5, 0)$, the other cases can be similarly studied. Then the nonlocal model (*) reduces to the following nonlocal diffusion problem

$$
\frac{\partial u(x, t)}{\partial t} + \int_a^b \frac{u(x) - u(y)}{|x - y|^{\gamma}} dy = f(x, t), \quad (x, t) \in (a, b) \times (0, T], \quad 0 < \gamma < 1.
$$

To seek the numerical solution of time-dependent nonlocal problems, or specifically (1.1), we employ the piecewise quadratic polynomial collocation method to approximate the following weakly singular integral

$$
I(a, b, x) = \int_a^b \frac{u(y)}{|x - y|^{\gamma}} dy, \quad x \in (a, b), \quad 0 < \gamma < 1,
$$

in the discretization for non-local problems in (1.1). Note that the local truncation error with $O(h^3)$ convergence was established in [2], where $h$ is the discretization size in the spatial dimension. The quasi-optimal error estimate with $O(h^{4-\gamma})$ convergence was provided in [16] or [3, p. 125]. By using the techniques of hypersingular integral [17, 18, 30], researchers provided an optimal error $O(h^4\eta_i^{-\gamma})$, $\eta_i = \min\{x_i - a, b - x_i\}$ for the weakly singular integral (1.1). Numerical methods for the steady-state version of (1.1) have been proposed and studied in the literature. For example, the second-order convergence results are provided in [9, 29] by using the finite element method with piecewise linear polynomial basis. Recently, numerical results for the steady-state version of (1.1) with $\gamma = 1$ was shown that the convergence rate is close to 1.5 by the PLC method [25]. There is still no theoretical convergence results for the PLC method. In [11], Chen et al. showed the optimal first order and third-order convergence rates for the PLC and the PQC methods respectively. To the best of our knowledge, there is only a few study for time-dependent nonlocal problems. In [13], Du et al. studied the two-dimensional nonlocal wave equation on unbounded domains and its numerical solution based on quadrature scheme.

The main aim of this paper is to study the Crank-Nicolson method for temporal dimension and the piecewise quadratic polynomial collocation method for spatial dimensions of time-dependent nonlocal problems in (1.1). The new theoretical results of such discretization are that the proposed numerical method is unconditionally stable and its global truncation error is of $O(\tau^2 + h^{4-\gamma})$ with $0 < \gamma < 1$, where $\tau$ and $h$ are the discretization sizes in the temporal and spatial dimensions respectively. Also we employ the conjugate gradient squared method [22, 24] to solving the resulting discretized nonsymmetric and indefinite systems arising from time-dependent nonlocal problems. By using additive and multiplicative Cauchy kernels in non-local problems, structured coefficient matrix-vector multiplication [7, 19, 20, 28, 6, 15] can be performed efficiently in the conjugate gradient squared iteration. Numerical examples are given to illustrate our theoretical results and demonstrate that the computational cost of the proposed method is of $O(M \log M)$ operations where $M$ is the number of collocation points.

The paper is organized as follows. In Section 2, we provide the high-order scheme with the collocation method for solving nonlocal problems. In Section 3, the super-convergence rate with the Crank-Nicolson scheme is studied. In Section 4, we develop conjugate gradient squared method to solving the discretized linear system and discuss the computational cost and the storage requirement. In Section 5, experimental results are given to illustrate the effectiveness of the proposed numerical method. Finally, some concluding remarks are given in Section 6.
2. Discretization Schemes. In this section, we discuss about the discretization schemes of the nonlocal problems including two-dimensional cases.

2.1. One-dimensional Discretization. Review the piecewise quadratic polynomial collocation method and apply it to the following steady-state version of (1.1):

\[ \int_a^b \frac{u(x) - u(y)}{|x - y|^\gamma} dy = f(x), \quad 0 < \gamma < 1. \]

Let the mesh points \( a = x_0 < x_{1/2} < x_1 < \cdots < x_{2M-1/2} < x_M = b \) be a partition with the uniform spatial stepsize \( h = (b - a)/M \) and \( 0 = t_0 < t_1 < \cdots < t_N = T \) with the time stepsize \( \tau = T/N \). Denote \( u_i^k \) as the approximated value of \( u(x_i, t_k) \) and \( f_i^{k+1/2} = f(x_i, t_{k+1/2}) \) with \( t_{k+1/2} = \frac{t_k + t_{k+1}}{2} \).

Let the piecewise quadratic basis function \( \phi_i(y) \) or \( \phi_{i+\frac{1}{2}}(y) \) be given in [3, p. 499]. Then the piecewise Lagrange quadratic interpolant of \( u(y) \) is

\[ u_Q(y) = \sum_{i=0}^{M} u(x_i) \phi_i(y) + \sum_{i=0}^{M-1} u(x_{i+\frac{1}{2}}) \phi_{i+\frac{1}{2}}(y). \]

According to (2.9) from [11], we can rewrite (2.1) as follows:

\[ \int_a^b \frac{u \left( x_{\frac{i}{2}} \right) - u_Q(y)}{|x_{\frac{i}{2}} - y|} dy = f \left( x_{\frac{i}{2}} \right) + R_{\frac{i}{2}}, \quad 1 \leq i \leq 2M - 1, \]

with \( R_{\frac{i}{2}} = \mathcal{O} \left( h^4 \left( \eta_{\frac{i}{2}} \right)^{2-\gamma} \right) \) and \( \eta_{\frac{i}{2}} = \min \{ x_{\frac{i}{2}} - a, b - x_{\frac{i}{2}} \} \) for \( i = 1, 2, \cdots, 2M - 1 \).

Thus the discretization scheme of (2.2) is given by the following system:

\[
\begin{bmatrix}
d_{i} u_i - \sum_{j=0}^{M-1} m_{i-j} u_j - \sum_{j=0}^{M-1} q_{i-j-\frac{1}{2}} u_{j+\frac{1}{2}} \\
d_{i+\frac{1}{2}} u_{i+\frac{1}{2}} - \sum_{j=0}^{M-1} p_{i+\frac{1}{2}-j} u_j - \sum_{j=0}^{M-1} n_{i-j} u_{j+\frac{1}{2}}
\end{bmatrix} = f_i + (\beta_i u_0 + \beta_{M-i} u_M),
\]

with \( i = 1, 2, \cdots, M - 1 \), and

\[
\begin{bmatrix}
d_{i} u_i - \sum_{j=0}^{M-1} m_{i-j} u_j - \sum_{j=0}^{M-1} q_{i-j-\frac{1}{2}} u_{j+\frac{1}{2}} \\
d_{i+\frac{1}{2}} u_{i+\frac{1}{2}} - \sum_{j=0}^{M-1} p_{i+\frac{1}{2}-j} u_j - \sum_{j=0}^{M-1} n_{i-j} u_{j+\frac{1}{2}}
\end{bmatrix} = f_{i+\frac{1}{2}} + (\gamma_i u_0 + \gamma_{M-i} u_M),
\]

with \( i = 0, 1, 2, \cdots, M - 1 \).

Here, the coefficients are given in (2.10) of [11]. For simplicity, we set \( \eta_{h, \gamma} \) to be \( \frac{1}{(3-\gamma)(2-\gamma)(1-\gamma)} \) and explicitly compute \( m_0 = 2(1 + \gamma) \eta_{h, \gamma} \), for \( k \geq 1 \),

\[ m_k = 4 \eta_{h, \gamma} \left( (k+1)^{3-\gamma} - (k-1)^{3-\gamma} \right) - \eta_{h, \gamma} (3-\gamma) \left( (k+1)^{2-\gamma} + 6k^{2-\gamma} + (k-1)^{2-\gamma} \right) ; \]

and

\[ p_0 = 4 \eta_{h, \gamma} \left( \left( \frac{3}{2} \right)^{3-\gamma} - \left( \frac{1}{2} \right)^{-\gamma} \right) - \eta_{h, \gamma} (3-\gamma) \left( \left( \frac{3}{2} \right)^{2-\gamma} + 3 \left( \frac{1}{2} \right)^{2-\gamma} \right) , \]

for \( k \geq 1 \),

\[ p_k = m_{k+\frac{1}{2}}. \]

Moreover \( n_0 = \eta_{h, \gamma} (2-\gamma) 2^{\gamma+1}, \) \( n_k = a_{k-\frac{1}{2}} \) for \( k \geq 1 \), and there exists

\[ q_k = -8 \eta_{h, \gamma} \left( (k+1)^{3-\gamma} - k^{3-\gamma} \right) + 4 \eta_{h, \gamma} (3-\gamma) \left( (k+1)^{2-\gamma} + k^{2-\gamma} \right) , \]

for \( k \geq 0 \).

The boundary coefficients for \( 1 \leq i \leq M - 1 \) are given by

\[ \beta_i = 4 \eta_{h, \gamma} \left( i^{3-\gamma} - (i-1)^{3-\gamma} \right) - \eta_{h, \gamma} (3-\gamma) \left( 3i^{2-\gamma} + (i-1)^{2-\gamma} - (2-\gamma)i^{1-\gamma} \right) , \]
\[ \gamma_i = \beta_i + \frac{1}{2} \] and \[ \gamma_0 = \eta_h \gamma (2 - \gamma) (1 - \gamma)^{-1}. \]

Using the matrix form of the grid functions

\[ U = \begin{pmatrix} u_1, u_2, \ldots, u_{M-1}, u_{\frac{1}{2}}, u_2, \ldots, u_{\frac{1}{2}} \end{pmatrix}^T \]

and similarly for \( F \). We can rewrite the above discretization scheme as follows:

\[ (2.3) \quad AU = F + K \quad \text{with} \quad A = \begin{pmatrix} D_1 & 0 \\ 0 & D_2 \end{pmatrix} - \begin{pmatrix} M & Q \\ P & N \end{pmatrix} =: D - G, \]

where the boundary data \( \mathcal{K} \) is given by

\[ K = \begin{pmatrix} \eta_1, \eta_2, \ldots, \eta_{M-1}, \eta_{\frac{1}{2}}, \eta_{\frac{1}{2}}, \ldots, \eta_{M-\frac{1}{2}} \end{pmatrix}^T u_0 \]

and

\[ \begin{pmatrix} p_0 & p_1 & p_2 & \cdots & p_{M-3} & p_{M-2} \\ p_0 & p_0 & p_1 & \cdots & p_{M-3} & \vdots \\ \vdots & \ddots & \ddots & \ddots & \ddots & \vdots \\ p_{M-4} & \cdots & \cdots & \cdots & p_0 & p_1 \\ p_{M-3} & p_{M-4} & \cdots & \cdots & p_1 & p_0 \\ p_{M-2} & p_{M-3} & \cdots & \cdots & p_1 & p_0 \end{pmatrix} = \begin{pmatrix} \eta_1, \eta_2, \ldots, \eta_{M-1}, \eta_{\frac{1}{2}}, \eta_{\frac{1}{2}}, \ldots, \eta_{M-\frac{1}{2}} \end{pmatrix} u_M. \]

Moreover, \( D_1 = \text{diag}(d_1, d_2, \ldots, d_{M-1}) \), \( D_2 = \text{diag}(d_{\frac{1}{2}}, d_{\frac{1}{2}}, \ldots, d_{M-\frac{1}{2}}) \), and \( \mathcal{M} = \text{toeplitz}(m_0, m_1, \ldots, m_{M-2}) \), \( \mathcal{N} = \text{toeplitz}(n_0, n_1, \ldots, n_{M-1}) \). The rectangular matrices \( \mathcal{P}, \mathcal{Q} \) are defined by

\[ \mathcal{P} = \begin{pmatrix} p_0 & p_1 & p_2 & \cdots & p_{M-3} & p_{M-2} \\ p_0 & p_0 & p_1 & \cdots & p_{M-3} & \vdots \\ \vdots & \ddots & \ddots & \ddots & \ddots & \vdots \\ p_{M-4} & \cdots & \cdots & \cdots & p_0 & p_1 \\ p_{M-3} & p_{M-4} & \cdots & \cdots & p_1 & p_0 \\ p_{M-2} & p_{M-3} & \cdots & \cdots & p_1 & p_0 \end{pmatrix}_{M \times (M-1)} \]

and

\[ \mathcal{Q} = \begin{pmatrix} q_0 & q_0 & q_1 & \cdots & q_{M-4} & q_{M-3} & q_{M-2} \\ q_1 & q_0 & q_0 & \cdots & q_{M-4} & q_{M-3} & \vdots \\ q_2 & q_1 & q_0 & \cdots & q_{M-4} & q_{M-3} & \vdots \\ \vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\ q_{M-3} & \cdots & \cdots & \cdots & q_1 & \vdots \\ q_{M-2} & q_{M-3} & \cdots & q_0 & q_0 & q_1 \end{pmatrix}_{(M-1) \times M} \]

Hence, the full discretization of time-dependent non-local problems in (1.1) with Crank-Nicolson scheme is given by

\[ (2.4) \quad \left( I + \frac{\tau}{2} A \right) U^k = \left( I - \frac{\tau}{2} A \right) U^{k-1} + \tau F^{k-\frac{1}{2}} + \tau K^{k-\frac{1}{2}}, \quad k = 1, 2, \ldots, N, \]

with \( U^k = \begin{pmatrix} u_1^k, u_2^k, \ldots, u_{M-1}^k, u_{\frac{1}{2}}^k, u_2^k, \ldots, u_{\frac{1}{2}}^k \end{pmatrix}^T \). Note that the local truncation error is of \( \mathcal{O} \left( \tau^2 + h^4 \left( \eta_\frac{1}{2} \right)^{-\gamma} \right) \) with \( \eta_\frac{1}{2} = \min \left\{ x_\frac{1}{2} - a, b - x_\frac{1}{2} \right\} \).
2.2. Two-dimensional Nonlocal Problems with Multiplicative Cauchy Kernel. As one of the two-dimensional nonlocal problems, we consider the following nonlocal problem with multiplicative Cauchy kernel:

\[
\int_{\Omega} \frac{u(x,y) - u(\bar{x},\bar{y})}{|x - \bar{x}|^\gamma |y - \bar{y}|^\gamma} d\bar{x} d\bar{y} = f(x,y), \quad 0 < \gamma < 1,
\]

with \( \Omega = (a,b) \times (c,d) \). Taking the mesh points \( a = x_0 < x_1 < \cdots < x_{2M_x} = b \) and \( c = y_0 < y_1 < \cdots < y_{2M_y} = d \) as a partition with the uniform space stepsize \( h_x = (b - a)/M_x \) in \( x \) direction, and \( h_y = (d - c)/M_y \) in \( y \) direction, and \( t_k = k\tau \) with the time stepsize \( \tau = T/N \). Denote \( u_{k,j}^l \) as the approximated value of \( u(x_i, y_j, t_k) \) and \( f_{k+1/2}^{l,i} = f(x_i, y_j, t_{k+1/2}) \) with \( t_{k+1/2} = \frac{t_k + t_{k+1}}{2} \). From [3, p. 499], we known that the piecewise quadratic basis function \( \phi_l(x) \) or \( \phi_{l-\frac{1}{2}}(x) \) are defined by

\[
\phi_l(x) = \begin{cases} \frac{x-x_{l-1}}{h_x} \left( 2x - (x_l + x_{l-1}) \right), & x \in [x_{l-1}, x_l], \\ \frac{x_{l+1} - x}{h_x} \left( x_l + x_{l+1} - 2x \right), & x \in [x_l, x_{l+1}], \\ 0, & \text{otherwise} \end{cases}
\]

with \( l = 1, 2, \cdots, M_x - 1 \) and

\[
\phi_{l-\frac{1}{2}}(x) = \begin{cases} \frac{4(x-x_{l-1})(x_l-x)}{h_x^2}, & x \in [x_{l-1}, x_l], \\ 0, & \text{otherwise} \end{cases}
\]

with \( l = 1, 2, \cdots, M_x \). The piecewise Lagrange quadratic interpolation of \( u(\bar{x}, \bar{y}) \) is

\[
u_Q(\bar{x}, \bar{y}) = \sum_{i=0}^{2M_x} \sum_{r=0}^{2M_y} \phi_{i\frac{1}{2}}(\bar{x}) \nu_{\frac{1}{2}r}(\bar{y}) u \left( x_{\frac{1}{2}i}, y_{\frac{1}{2}r} \right) = \sum_{i=0}^{2M_x} \phi_{i\frac{1}{2}}(\bar{x}) \sum_{r=0}^{2M_y} \phi_{\frac{1}{2}r}(\bar{y}) u \left( x_{\frac{1}{2}i}, y_{\frac{1}{2}r} \right).
\]

Hence, for \( 1 \leq i \leq 2M_x - 1, 1 \leq j \leq 2M_y - 1 \), we can rewrite (2.5) as

\[
\int_{\Omega} \frac{u \left( x_{\frac{1}{2}i}, y_{\frac{1}{2}j} \right) - u_Q(\bar{x}, \bar{y})}{|x_{\frac{1}{2}i} - \bar{x}|^\gamma |y_{\frac{1}{2}j} - \bar{y}|^\gamma} d\bar{x} d\bar{y} = f \left( x_{\frac{1}{2}i}, y_{\frac{1}{2}j} \right) + R_{\frac{1}{2}i, \frac{1}{2}j},
\]

where the error estimation \( R_{\frac{1}{2}i, \frac{1}{2}j} \) will be proved in Lemma 3.9. Thus the discretization scheme of (2.7) can be expressed as

\[
\int_a^b \frac{1}{|x_{\frac{1}{2}i} - \bar{x}|^\gamma} \int_c^d \frac{1}{|y_{\frac{1}{2}j} - \bar{y}|^\gamma} d\bar{y} d\bar{x} = \sum_{l=1}^{2M_x-1} \int_a^b \phi_{\frac{1}{2}l}(\bar{x}) \int_c^d \frac{\phi_{\frac{1}{2}l}(\bar{y})}{|y_{\frac{1}{2}j} - \bar{y}|^\gamma} d\bar{y} d\bar{x} + k_{\frac{1}{2}i, \frac{1}{2}j},
\]

with \( l = 1, 2, \cdots, M_x \), and \( k_{\frac{1}{2}i, \frac{1}{2}j} \).
and the boundary data \( k_{\frac{1}{2}} \) is

\[
\int_{a}^{b} \frac{\phi_{0}(\bar{x})}{|x - \bar{x}|^{\gamma}} d\bar{x} = a^{\frac{2M_{x}}{\gamma}} \left( \sum_{r=0}^{2M_{x}} \int_{c}^{d} \frac{\phi_{M_{x}}(\bar{y})}{|y - \bar{y}|^{\gamma}} d\bar{y} \right) u_{0,\frac{1}{2}} \quad \text{and} \quad \int_{a}^{b} \frac{\phi_{0}(\bar{x})}{|x - \bar{x}|^{\gamma}} d\bar{x} = a^{\frac{2M_{x}}{\gamma}} \left( \sum_{r=0}^{2M_{x}} \int_{c}^{d} \frac{\phi_{M_{x}}(\bar{y})}{|y - \bar{y}|^{\gamma}} d\bar{y} \right) u_{0,M_{x}+\frac{1}{2}}.
\]

For convenience of implementation, we define following grid functions

\[
U = \left( U_{1}, U_{2}, \cdots, U_{M_{x}-1}, U_{\frac{1}{2}}, U_{\frac{3}{2}}, \cdots, U_{M_{x}-\frac{1}{2}} \right)^{T},
\]

\[
U_{i} = \left( u_{1,i}, u_{2,i}, \cdots, u_{M_{x}-1,i}, u_{\frac{1}{2},i}, u_{\frac{3}{2},i}, \cdots, u_{M_{x}-\frac{1}{2},i} \right),
\]

with \( i = 1, 2, \ldots, M_{x} - 1, \frac{1}{2}, \frac{3}{2}, \cdots, M_{x} - \frac{1}{2} \), and similarly denote \( F, K \). Then we can obtain the resulting system of (2.10) as

\[
AU = F + K \quad \text{with} \quad A = D_{x} \otimes D_{y} - G_{x} \otimes G_{y},
\]

in which \( D_{x}, D_{y}, G_{x}, G_{y} \) of the same form as the matrix \( D \) and \( G \) in (2.8).

Consider the following two-dimensional time-dependent nonlocal problem

\[
\frac{\partial u(x, y, t)}{\partial t} + \int_{\Omega} \frac{u(x, y, t) - u(\bar{x}, \bar{y}, t)}{|x - \bar{x}|^{\gamma}} d\bar{x} d\bar{y} = f(x, y, t), \quad (x, y, t) \in \Omega \times (0, T),
\]

with the nonhomogeneous Dirichlet boundary conditions and the initial condition.

Using the grid functions

\[
U^{k} = \left( U_{1}^{k}, U_{2}^{k}, \cdots, U_{M_{x}-1}^{k}, U_{\frac{1}{2}}^{k}, U_{\frac{3}{2}}^{k}, \cdots, U_{M_{x}-\frac{1}{2}}^{k} \right)^{T},
\]

\[
U_{i}^{k} = \left( u_{1,i}^{k}, u_{2,i}^{k}, \cdots, u_{M_{x}-1,i}^{k}, u_{\frac{1}{2},i}^{k}, u_{\frac{3}{2},i}^{k}, \cdots, u_{M_{x}-\frac{1}{2},i}^{k} \right),
\]

with \( i = 1, 2, \ldots, M_{x} - 1, \frac{1}{2}, \frac{3}{2}, \cdots, M_{x} - \frac{1}{2} \) for \( k = 1, 2, \cdots, N \). Similarly, we can define the vectors \( F^{k} \) and \( K^{k} \). Then the full discretization of time-dependent nonlocal problems (2.12) is

\[
\left( I + \frac{T}{2} A \right) U^{k} = \left( I - \frac{T}{2} A \right) U^{k-1} + \tau F^{k-\frac{1}{2}} + \tau K^{k-\frac{1}{2}}.
\]

### 2.3. Numerical scheme for 2D nonlocal problems with additive Cauchy kernels.

Consider the following two-dimensional steady-state nonlocal problem

\[
\int_{\Omega} \frac{u(x, y) - u(\bar{x}, \bar{y})}{\sqrt{(x - \bar{x})^{2} + (y - \bar{y})^{2}}} d\bar{x} d\bar{y} = f(x, y), \quad 0 < \gamma < 1.
\]

From (2.8), for \( 1 \leq i \leq 2M_{x} - 1, 1 \leq j \leq 2M_{y} - 1 \), we can rewrite (2.14) as

\[
\int_{\Omega} \frac{u \left( x_{\frac{i}{2}}, y_{\frac{j}{2}} \right) - u_{Q} (\bar{x}, \bar{y})}{\sqrt{(x_{\frac{i}{2}} - \bar{x})^{2} + (y_{\frac{j}{2}} - \bar{y})^{2}}} d\bar{x} d\bar{y} = f \left( x_{\frac{i}{2}}, y_{\frac{j}{2}} \right) + R_{\frac{i}{2}, \frac{j}{2}},
\]
where the error estimation \( R_{*,*} \) will be proved in Lemma 3.12. Then the discretization scheme of (2.15) can be expressed by

\[
\int_{\Omega} \frac{1}{\sqrt{(x - \bar{x})^2 + (y - \bar{y})^2}} d\bar{x} d\bar{y} u_{*,*} \tag{2.16}
\]

and boundary data \( k_{*,*} \) is

\[
2M_x \int_{\Omega} \phi_{0,*,*}(\bar{x}, \bar{y}) d\bar{x} d\bar{y} u_{0,*} + \sum_{r=1}^{2M_x} \int_{\Omega} \phi_{M_r,*,*}(\bar{x}, \bar{y}) d\bar{x} d\bar{y} u_{M_r,*} = f_{*,*} + k_{*,*}.
\]

For convenience of implementation, applying the grid functions in (2.10) again, we obtain the algebraic equation of (2.16)

\[
A U = F + K \quad \text{with} \quad A = D - G \quad \text{and} \quad G = \begin{pmatrix} M & Q \\ P & N \end{pmatrix}.
\]

Here \( M, Q, P \) and \( N \) are different from which in (2.10). Denote the kernel function \( \delta(x_i - \bar{x}, y_j - \bar{y}) := \sqrt{(x_i - \bar{x})^2 + (y_j - \bar{y})^2} \), the entries of \( D \) are

\[
D(i, j) = \int_c^d \int_a^b \frac{1}{\delta(x_i - \bar{x}, y_j - \bar{y})} d\bar{x} d\bar{y}
\]

with \( i = 1, 2, \cdots, M_x - 1, \frac{1}{2}, \frac{3}{2}, \cdots, M_x - \frac{1}{2}, j = 1, 2, \cdots, M_y - 1, \frac{1}{2}, \frac{3}{2}, \cdots, M_y - \frac{1}{2} \). It should be noted that the coefficients of the variables in (2.10) can not be computed directly, but it can be verified to have the block-Toeplitz properties by the coefficients expression in (i), (ii), (iii) and (iv) later. And the matrix \( G \) consists of four block-structured matrices with Toeplitz-like blocks, and the block-Toeplitz properties of the \( M_{(M_x-1) \times (M_x-1)} \) can be expressed as follows:

\[
M = \begin{pmatrix}
M_{1,1} & M_{1,2} & \cdots & M_{1,M_x-2} & M_{1,M_x-1} \\
M_{2,1} & M_{1,1} & M_{1,2} & \cdots & M_{1,M_x-2} \\
\vdots & M_{2,1} & M_{1,1} & \cdots & \vdots \\
M_{M_x-2,1} & \cdots & \cdots & \cdots & M_{1,2} \\
M_{M_x-1,1} & M_{M_x-2,1} & \cdots & M_{2,1} & M_{1,1}
\end{pmatrix},
\]

in the same way, \( Q_{(M_x-1) \times M_x}, P_{M_x \times (M_x-1)} \) and \( N_{M_x \times M_y} \) are expressed in Appendix A.
and the entries of \( M_{i,l} \), \( M_{1,l} \), \( M_{Q,i,l} \) and \( M_{N,i,l} \) numbered with \( j \) and \( r \) can be expressed as

- \( M_{i,l}^{M,j}(j, r) = C_{i,j}^{l,r} \), for \( j = 1, 2, \ldots, M_y - 1 \), \( r = 1, 2, \ldots, M_y - 1 \);
- \( M_{1,l}^{Q,j}(j - \frac{1}{2}, r) = C_{1,j}^{l,r-\frac{1}{2}} \), for \( j = 1, 2, \ldots, M_y - 1 \), \( r = 1, 2, \ldots, M_y \);
- \( M_{N,i,l}^{M,j}(j, r - \frac{1}{2}) = C_{N,i,j}^{l,r-\frac{1}{2}} \), for \( j = 1, 2, \ldots, M_y - 1 \), \( r = 1, 2, \ldots, M_y \);
- \( M_{N,i,l}^{Q,j}(j - \frac{1}{2}, r - \frac{1}{2}) = C_{N,j}^{l,r-\frac{1}{2}} \), for \( j = 1, 2, \ldots, M_y - 1 \), \( r = 1, 2, \ldots, M_y \).

Here the above coefficients can be computed by the following

(i) for \( l = 1, 2, \ldots, M_x - 1 \), \( r = 1, 2, \ldots, M_y - 1 \),

\[
C_{i,j}^{l,r} = \int_{y_{r-1}}^{y_{r+1}} \int_{x_{l-1}}^{x_{l+1}} \frac{\phi_1^- (x) \phi_2^- (y)}{\delta(x_l - x, y_j - y)} \, d\bar{x} d\bar{y} + \int_{y_{r-1}}^{y_{r+1}} \int_{x_{l-1}}^{x_{l+1}} \frac{\phi_1^- (x) \phi_2^+ (y)}{\delta(x_l - x, y_j - y)} \, d\bar{x} d\bar{y};
\]

(ii) for \( l = 1, 2, \ldots, M_x - 1 \), \( r = 1, 2, \ldots, M_y \),

\[
C_{i,j}^{l,r-\frac{1}{2}} = \int_{y_{r-1}}^{y_{r+1}} \int_{x_{l-1}}^{x_{l+1}} \frac{\phi_1^- (x) \phi_2^- (y)}{\delta(x_l - x, y_j - y)} \, d\bar{x} d\bar{y} + \int_{y_{r-1}}^{y_{r+1}} \int_{x_{l-1}}^{x_{l+1}} \frac{\phi_1^- (x) \phi_2^+ (y)}{\delta(x_l - x, y_j - y)} \, d\bar{x} d\bar{y};
\]

(iii) for \( l = 1, 2, \ldots, M_x - 1 \), \( r = 1, 2, \ldots, M_y - 1 \),

\[
C_{i,j}^{l,r-\frac{1}{2}} = \int_{y_{r-1}}^{y_{r+1}} \int_{x_{l-1}}^{x_{l+1}} \frac{\phi_1^- (x) \phi_2^- (y)}{\delta(x_l - x, y_j - y)} \, d\bar{x} d\bar{y} + \int_{y_{r-1}}^{y_{r+1}} \int_{x_{l-1}}^{x_{l+1}} \frac{\phi_1^- (x) \phi_2^+ (y)}{\delta(x_l - x, y_j - y)} \, d\bar{x} d\bar{y};
\]

(iv) for \( l = 1, 2, \ldots, M_x - 1 \), \( r = 1, 2, \ldots, M_y \),

\[
C_{i,j}^{l,r-\frac{1}{2}} = \int_{y_{r-1}}^{y_{r+1}} \int_{x_{l-1}}^{x_{l+1}} \frac{\phi_1^- (x) \phi_2^- (y)}{\delta(x_l - x, y_j - y)} \, d\bar{x} d\bar{y}.
\]

Moreover, we have

\[
M_{i,l}^{M,j}(j, r) = M_{i,l}^{M,j}(j + 1, r + 1), \quad \text{for } j = 1, 2, \ldots, M_y - 1, \quad r = 1, 2, \ldots, M_y - 1,
\]

\[
M_{i,l}^{P,j}(j, r) = M_{i,l}^{P,j}(j + 1, r + 1), \quad \text{for } j = \frac{1}{2}, \frac{3}{2}, \ldots, M_y - \frac{1}{2}, \quad r = 1, 2, \ldots, M_y - 1,
\]

\[
M_{i,l}^{Q,j}(j - \frac{1}{2}, r) = M_{i,l}^{Q,j}(j + 1, r + \frac{1}{2}), \quad \text{for } j = 1, 2, \ldots, M_y - 1, \quad r = 1, 2, \ldots, M_y,
\]

\[
M_{i,l}^{N,j}(j, r - \frac{1}{2}) = M_{i,l}^{N,j}(j + 1, r + \frac{1}{2}), \quad \text{for } j = \frac{1}{2}, \frac{3}{2}, \ldots, M_y - \frac{1}{2}, \quad r = 1, 2, \ldots, M_y,
\]

where \( M_{i,l}^{M,j} \), \( M_{i,l}^{P,j} \), \( M_{i,l}^{Q,j} \), \( M_{i,l}^{N,j} \) are symmetric Toeplitz matrices, and \( M_{i,l}^{M,j} \), \( M_{i,l}^{P,j} \) are rectangular matrices.

Consider the following two-dimensional time-dependent nonlocal problem

\[
\begin{align*}
\frac{\partial u(x, y, t)}{\partial t} + \int_{\Omega} \frac{u(x, y, t) - u(x, y, t)}{\sqrt{(x - \bar{x})^2 + (y - \bar{y})^2}} \, d\bar{x} d\bar{y} &= f(x, y, t), \quad (x, y, t) \in \Omega \times (0, T],
\end{align*}
\]

with the nonhomogeneous Dirichlet boundary conditions and the initial condition.
By the similar discussion in (2.13), we have the following Crank-Nicolson scheme

\[(I + \frac{\tau}{2}A) U^k = (I - \frac{\tau}{2}A) U^{k-1} + \tau F^{k-\frac{1}{2}} + \tau K^k.\]

We can similarly construct the following 4-step backward differentiation formula (BDF4) to confirm the superconvergence results with \(O(M \log M)\) operations, i.e.,

\[\text{BDF4 } \left( \frac{25}{12} I + \tau A \right) U^k = 4U^{k-1} - 3U^{k-2} + \frac{4}{3}U^{k-3} - \frac{1}{4}U^{k-4} + \tau F^k + \tau K^k.\]

3. Stability and convergence analysis. In first subsection, we study the spectral properties for nonsymmetric and indefinite matrix with one-dimensional cases, the unconditionally stability and convergence analysis with Crank-Nicolson scheme are proved in the remainder subsections.

3.1. Spectral analysis for nonsymmetric and indefinite matrix \(A\) in 1D.

**Lemma 3.1.** [21, p. 28] A real matrix \(A\) of order \(n\) is positive definite if and only if its symmetric part \(H = \frac{1}{2}(A + A^T)\) is positive definite. Let \(H \in \mathbb{R}^{n \times n}\) be symmetric. Then \(H\) is positive definite if and only if the eigenvalues of \(H\) are positive.

**Lemma 3.2.** [27] Assume \(A\) is diagonally dominant by rows. Then \(\|A^{-1}\|_\infty < \frac{1}{\alpha}\) with \(\alpha = \min \{ |a_{i,i}| - \sum_{j \neq i} |a_{i,j}| \} \).

**Lemma 3.3.** [17] Let the matrices \(A, M, N, P, Q\) be defined by (2.3). Then \(M, N, P, Q\) are positive matrices. Moreover, the matrix \(A\) is strictly diagonally dominant by rows.

**Lemma 3.4.** Let the matrix \(A\) be defined by (2.3). Then the diagonal entries of \(A\) are bounded.

**Proof.** Let \(\text{diag}(A) = (a_1, a_2, \ldots, a_{M-1}, a_{\frac{1}{2}}, a_{\frac{1}{2}}, \ldots, a_{M-1})\). From Lemma 3.3 and (2.3), we have

\[0 < a_\frac{1}{2} < \eta_h \rho_{\frac{1}{2}} d_\frac{1}{2} = \int_a^b \frac{1}{x - y} dy = \int_a^b \frac{1}{1 - \gamma} \left[ (x - a)^{1-\gamma} + (b - x)^{1-\gamma} \right] \leq \frac{2(b - a)^{1-\gamma}}{1 - \gamma}.
\]

The proof is completed. \(\square\)

Let the condition number \(\kappa_p(A) = \|A\|_p \|A^{-1}\|_p\) with \(p = 1, 2, \ldots, \infty\). Then we have

**Lemma 3.5.** Let the matrix \(A\) be defined by (2.3). Then the condition number \(\kappa_\infty(A) = \|A\|_\infty \|A^{-1}\|_\infty = \mathcal{O}(N)\).

**Proof.** Form (4.1) of [11], we have

\[
\int_a^b \frac{1}{|x - y|} dy - \int_a^b \frac{\sum_{i=1}^{N-1} \phi_i(y)}{|x_i - y|} dy = \int_a^b \frac{\phi_0(x)}{|x_i - y|} dy + \int_a^b \frac{\phi_N(x)}{|x_i - y|} dy = \sigma_{h, \gamma} \rho_i \geq \frac{(2 - \gamma)(1 - \gamma)}{2} \sigma_{h, \gamma} \left[ \frac{1}{i^\gamma} + \frac{1}{(N - i)^\gamma} \right] = \frac{h^{1-\gamma}}{2} \left[ \frac{1}{i^\gamma} + \frac{1}{(N - i)^\gamma} \right] \geq \frac{h^{1-\gamma} \gamma}{(N - 1)^\gamma} \geq (b - a)^{-\gamma} h.
\]

From the above inequality and Lemma 3.2 it yields \(\|A^{-1}\|_\infty < (b - a)^{\gamma} h^{-1}\). Combine with Lemmas 3.3 and 3.4 we obtain

\[\kappa_\infty(A) = \|A\|_\infty \|A^{-1}\|_\infty \leq \frac{4(b - a)}{1 - \gamma} h^{-1} = \mathcal{O}(N).
\]

The proof is completed. \(\square\)

**Remark 3.1.** From Lemma 3.3 and Theorem 1.21 of [26, p. 23], it yields \(\Re(\lambda(A)) > 0\) and \(A\) nonsingular. However, from Lemma 3.4 and counter-example in Figure 1, it shows that

\[\min(\lambda(H)) < 0, \quad \max(\lambda(H)) > 0\]

with \(H = \frac{A + A^T}{2}\), i.e., matrix \(A\) is a nonsymmetric and indefinite.
For steady-state nonlocal problem of (1.1), an optimal global convergence estimate with then the above equation can be recast as
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1. Putting the numerical schemes (2.4) is unconditionally stable.

3.2. Stability and convergence analysis for Crank-Nicolson scheme (2.4) in 1D. For steady-state nonlocal problem of (1.1), an optimal global convergence estimate with \( O(h^3) \) was established in (1.1). However, for the time-dependent problems of (1.1) we next prove the stability and convergence with the superconvergence results.

**Theorem 3.6.** The numerical schemes (2.4) is unconditionally stable.

**Proof.** Let \( \tilde{u}_{i/2}^k \) (\( i = 1, 2, \ldots, 2M - 1; k = 0, 1, \ldots, N \)) be the approximate solution of \( u_{i/2}^k \), which is the exact solution of the difference scheme (2.4). Putting \( \epsilon_{i/2}^k = \tilde{u}_{i/2}^k - u_{i/2}^k \), then using (2.4), we obtain the following perturbation equation

\[ (I + \frac{T}{2} \mathcal{A}) \epsilon^k = (I - \frac{T}{2} \mathcal{A}) \epsilon^{k-1}, \]

with \( \epsilon^k = (\epsilon_1^k, \epsilon_2^k, \ldots, \epsilon_{M-1}^k, \epsilon_{M-\frac{1}{2}}^k, \epsilon_{M+\frac{1}{2}}^k, \ldots, \epsilon_M^k)^T \). Upon relabeling and reorienting the vectors \( \epsilon^k \) as

\[ \tilde{\epsilon}^k = (\epsilon_1^k, \epsilon_2^k, \ldots, \epsilon_{M-1}^k, \epsilon_{M-\frac{1}{2}}^k, \epsilon_{M+\frac{1}{2}}^k, \ldots, \epsilon_M^k)^T, \]

then the above equation can be recast as

\[ (I + \frac{T}{2} \tilde{\mathcal{A}}) \tilde{\epsilon}^k = (I - \frac{T}{2} \tilde{\mathcal{A}}) \tilde{\epsilon}^{k-1}, \]

i.e.,

\[ \left(1 + \frac{T}{2} a_{i,i}\right) \tilde{\epsilon}_i^k = \tilde{\epsilon}_i^{k-1} - \frac{T}{2} \sum_{j=1}^{2M-1} a_{i,j} \tilde{\epsilon}_j^{k-1} - \frac{T}{2} \sum_{j=1, j \neq i}^{2M-1} a_{i,j} \tilde{\epsilon}_j^k \text{ with } \tilde{\mathcal{A}} = \{a_{i,j}\}_{i,j=1}^{2M-1}. \]

Let \( \|\epsilon^k\|_{\infty} := \max_{1 \leq i \leq 2M-1} |\epsilon_i^k| \). From Lemmas 3.3 and 3.4 it yields \( a_{i,j} < 0 \), \( i \neq j \), and \( \sum_{j=1, j \neq i}^{2M-1} |a_{i,j}| < a_{i,i} \), then

\[
\left(1 + \frac{T}{2} a_{i0,0}\right) \|\epsilon^k\|_{\infty} \leq \|\epsilon^{k-1}\|_{\infty} + \frac{T}{2} \sum_{j=1}^{2M-1} |a_{i0,j}| \|\epsilon^{k-1}\|_{\infty} + \frac{T}{2} \sum_{j=1, j \neq i}^{2M-1} |a_{i,j}| \|\epsilon^k\|_{\infty},
\]

\[
\leq \|\epsilon^{k-1}\|_{\infty} + \frac{T}{2} \sum_{j=1}^{2M-1} |a_{i0,j}| \|\epsilon^{k-1}\|_{\infty} + \frac{T}{2} \sum_{j=1, j \neq i}^{2M-1} |a_{i,j}| \|\epsilon^k\|_{\infty},
\]

Fig. 3.1: The minimum and maximum eigenvalues of \( H = A^T A \).
it implies that
\[
\|e^k\|_\infty \leq (1 + C_a) \|e^{k-1}\|_\infty \leq (1 + C_a) \|e^0\|_\infty \leq \exp(TC_a) \|e^0\|_\infty.
\]
The proof is completed.

**Theorem 3.7.** Let \( u(x, t) \) be the exact solution of \((1.1)\) with \( 0 < \gamma < 1 \), and \( u^k_{i/2} \) the solution of the numerical scheme \((2.4)\). Then
\[
\|u(x, t) - u^k_{i/2}\| = O(\tau^2 + h^4 - \gamma), \quad i = 1, 2, \ldots, 2M - 1; \quad k = 0, 1, \ldots, N
\]
with \( N\tau \leq T \).

**Proof.** Denote \( e^k_{i/2} = u(x, t) - u^k_{i/2} \), \( i = 1, 2, \ldots, 2M - 1 \); \( k = 0, 1, \ldots, N \). Subtracting \((2.4)\) from \((1.1)\) with \( E^0 = 0 \), it yields
\[
(I - \frac{T}{2} A) E^k = (I - \frac{T}{2} A) E^{k-1} + \tau R^k - \frac{1}{2},
\]
with \( E^k = (e^k_1, e^k_2, \ldots, e^k_{M-1}, e^k_m) \) and similarly for \( R^k - \frac{1}{2} \). The local truncation error is \( R^k - \frac{1}{2} = O(\tau^2 + h^4 - \gamma) \). Using Lemmas 3.2 and 3.3 we get \( a_{i,j} < 0 \), \( i \neq j \), and
\[
\sum_{j=1, j \neq i}^{2M-1} |a_{i,j}| < a_{i,i}, \quad 0 < a_{i,i} < C_a := \frac{2(b-a)^{1-\gamma}}{\max_{1 \leq i \leq 2M-1} |e^k_{i/2}|}.
\]
Let \( \frac{e^k_{i/2}}{\max_{1 \leq i \leq 2M-1} |e^k_{i/2}|} := \max_{1 \leq i \leq 2M-1} |e^k_{i/2}| \). Using Lemmas 3.2 and 3.3 we get \( a_{i,j} < 0 \), \( i \neq j \), and
\[
(1 + \frac{T}{2} a_{i,i}) \|E^k\|_\infty \leq e^{k-1}_{1/2} + \frac{T}{2} \sum_{j=1}^{2M-1} |a_{i,j}| e^{k-1}_{j/2} + \frac{T}{2} \sum_{j=1, j \neq i}^{2M-1} |a_{i,j}| e^{k}_{j/2} + \tau \frac{R^k_{i/2}}{2},
\]
and
\[
(1 + \frac{T}{2} a_{i,i}) \|E^k\|_\infty \leq (1 + \frac{T}{2} a_{i,i}) \|E^k_{i/2}\|_\infty + C_R (\tau^2 + h^4) \frac{R^k_{i/2}}{2}.
\]
It leads to
\[
\|E^k\|_\infty \leq (1 + TC_a) \|E^{k-1}\|_\infty + C_R (\tau^2 + h^4) \frac{R^k_{i/2}}{2}.
\]

The proof is completed.
3.3. Stability and convergence analysis for 2D with multiplicative Cauchy kernel. First, we provide a local truncation error analysis, which is still lacking in [11], for two-dimensional cases with multiplicative Cauchy kernel. Then the stability and convergence analysis are given.

**Lemma 3.8.** Let \( A = D_x \otimes D_y - G_x \otimes G_y \) be given in (2.11). Then \( A \) is strictly diagonally dominant by rows.

**Proof.** From Lemma 3.3, we know that \( D_x - G_x \) and \( D_y - G_y \) are strictly diagonally dominant by rows, and \( G_x, G_y \) are positive matrices. Denote \( D_x = \{ d^x_i \}, G_x = \{ g^x_{i,l} \}, i, l = 1, 2, \ldots, 2M_x - 1, \) i.e.,

\[
D_x = \begin{pmatrix}
  d^x_1 & d^x_2 & \cdots & d^x_{2M_x-1}
\end{pmatrix},
\]

\[
G_x = \begin{pmatrix}
  g^x_{1,1} & g^x_{1,2} & \cdots & g^x_{1,2M_x-1} \\
  g^x_{2,1} & g^x_{2,2} & \cdots & g^x_{2,2M_x-1} \\
  \vdots & \vdots & \ddots & \vdots \\
  g^x_{2M_x-1,1} & g^x_{2M_x-1,2} & \cdots & g^x_{2M_x-1,2M_x-1}
\end{pmatrix}.
\]

Similarly, we can denote \( D_y = \{ d^y_j \}, G_y = \{ g^y_{j,r} \}, j, r = 1, 2, \ldots, 2M_y - 1. \) Then

\[
D_x \otimes D_y - G_x \otimes G_y = \begin{pmatrix}
  d^x_1 \otimes D_y & d^x_2 \otimes D_y & \cdots & d^x_{2M_x-1} \otimes D_y \\
  \vdots & \vdots & \ddots & \vdots \\
  g^x_{1,1} \otimes G_y & g^x_{1,1} \otimes G_y & \cdots & g^x_{1,2M_x-1} \otimes G_y \\
  g^x_{1,2} \otimes G_y & g^x_{1,2} \otimes G_y & \cdots & g^x_{1,2M_x-1} \otimes G_y \\
  \vdots & \vdots & \ddots & \vdots \\
  g^x_{2M_x-1,1} \otimes G_y & g^x_{2M_x-1,2} \otimes G_y & \cdots & g^x_{2M_x-1,2M_x-1} \otimes G_y
\end{pmatrix},
\]

and the summation by rows in \( A \) can be expressed as \( \left\{ d^x_i d^y_j - \sum_{l=1}^{2M_x-1} g^x_{i,l} \sum_{r=1}^{2M_y-1} g^y_{j,r} \right\}, \) since \( d^x_i > \sum_{l=1}^{2M_x-1} g^x_{i,l} \) and \( d^y_j > \sum_{r=1}^{2M_y-1} g^y_{j,r}. \) The proof is completed. \( \square \)

**Lemma 3.9.** Let \( 0 < \gamma < 1, u(x, y) \in C^2 \left( [a, b] \times [c, d] \right) and u_Q(x, y) \) be defined by (2.8). Then for any \( (x, y) \in (a, b) \times (c, d), \) there exists

\[
\int_a^b \int_c^d u(x, y) \cdot u_Q(x, y) \cdot \left| \frac{d}{dx} \left( x - x_i \right) \right|^\gamma \left| \frac{d}{dy} \left( y - y_j \right) \right|^\gamma \, dx \, dy = O \left( \left( h_x \right)^{-\gamma} + \left( \eta_y \right)^{-\gamma} \right) + O \left( h_x^{-\gamma} + h_y^{-\gamma} \right),
\]

with \( \eta_x = \min \left\{ x - a, b - x \right\}, \eta_y = \min \left\{ y - c, d - y \right\}, \) \( i = 1, 2, \ldots, 2M_x - 1, j = 1, 2, \ldots, 2M_y - 1. \)

**Proof.** Let \( (x, y) \in \left[ x_{i-1}, x_{i+1} \right] \times \left[ y_{j-1}, y_{j+1} \right], l = 0, 1, 2, \ldots, 2M_x - 2, r = 0, 1, 2, \ldots, 2M_y - 2. \)

Using Taylor expansion and (2.7), there exist \( \xi_x \in \left[ x_{i-1}, x_{i+1} \right], \xi_y \in \left[ y_{j-1}, y_{j+1} \right] \) and \( \zeta_x \in \left[ y_{j-1}, y_{j+1} \right], \zeta_y \in \left[ y_{j-1}, y_{j+1} \right] \) such that

\[
u(x, y) - u_Q(x, y) = \sum_{s=0}^{2} \phi_{i,s} (x) u (x_{i+s}, y) \]

\[
+ \sum_{s=0}^{2} \phi_{i,s} (y) u (x_{i+s}, y) = \sum_{s=0}^{2} \phi_{i,s} (x) \sum_{s=0}^{2} \phi_{i,s} (y) u (x_{i+s}, y_{j+s})
\]

\[
=: E_x + E_y + E_{xy},
\]
where

\[ E_x = \frac{u^{(3)}_x}{3!} \left( x - x_\frac{i}{2} \right) \left( x - x_{i+\frac{1}{2}} \right) \left( x - x_{i+1} \right), \]

\[ E_y = \frac{u^{(3)}_y}{3!} \left( y - y_\frac{j}{2} \right) \left( y - y_{j+\frac{1}{2}} \right) \left( y - y_{j+1} \right), \]

and

\[ E_{xy} = -\frac{1}{(3!)^2} \frac{\partial^6 u}{\partial x^2 \partial y^4} \left( x - x_\frac{i}{2} \right) \left( x - x_{i+\frac{1}{2}} \right) \left( x - x_{i+1} \right) \left( y - y_\frac{j}{2} \right) \left( y - y_{j+\frac{1}{2}} \right) \left( y - y_{j+1} \right). \]

Form Theorem 3.7 of [11] and Lemma 3.3, for any \((x_\frac{i}{2}, y_\frac{j}{2}) \in (a, b) \times (c, d), i = 1, 2, \ldots, 2M_x - 1, j = 1, 2, \ldots, 2M_y - 1, \) we have

\[
\left| \int_a^b \int_{x_\frac{i-\frac{1}{2}}{}}^{x_\frac{i+\frac{1}{2}}{}} u(x, y) - u_0(x, y) \, dx \, dy \right| \leq \sum_{r=0}^{2M_y-2} \sum_{l=0}^{2M_x-2} \left| \int_{y_\frac{l-\frac{1}{2}}{}}^{y_\frac{l+\frac{1}{2}}{}} \int_{x_\frac{i-\frac{1}{2}}{}}^{x_\frac{i+\frac{1}{2}}{}} E_x + E_y + E_{xy} \, dx \, dy \right| \leq \sum_{r=0}^{2M_y-2} \sum_{l=0}^{2M_x-2} \left| \int_{y_\frac{l-\frac{1}{2}}{}}^{y_\frac{l+\frac{1}{2}}{}} \int_{x_\frac{i-\frac{1}{2}}{}}^{x_\frac{i+\frac{1}{2}}{}} \frac{1}{y_\frac{j-\frac{1}{2}}{} - y_\frac{j+\frac{1}{2}}{}} \, dx \, dy \right| + \sum_{r=0}^{2M_y-2} \sum_{l=0}^{2M_x-2} \left| \int_{y_\frac{l-\frac{1}{2}}{}}^{y_\frac{l+\frac{1}{2}}{}} \int_{x_\frac{i-\frac{1}{2}}{}}^{x_\frac{i+\frac{1}{2}}{}} \frac{1}{y_\frac{j-\frac{1}{2}}{} - y_\frac{j+\frac{1}{2}}{}} \, dx \, dy \right| \leq \mathcal{O}(h_x^2 (\eta_{x_\frac{i}{2}}^2) + \mathcal{O}(h_y^5 \gamma) + \mathcal{O}(h_y^5 (\tilde{\eta}_{y_\frac{j}{2}}^2)^{-\gamma}) + \mathcal{O}(h_y^5 \gamma) + \mathcal{O}(h_y^5 \gamma)), \]

with \( \eta_{x_\frac{i}{2}} = \min \left\{ x_\frac{i-\frac{1}{2}}{} - a, b - x_\frac{i+\frac{1}{2}}{\right\}, \tilde{\eta}_{x_\frac{i}{2}} = \min \left\{ y_\frac{j-\frac{1}{2}}{} - c, d - y_\frac{j+\frac{1}{2}}{\right\}. \) The proof is completed. \( \square \)

**THEOREM 3.10.** The numerical schemes (2.13) is unconditionally stable.

**Proof.** Let \( \tilde{u}_x^k, \tilde{u}_y^k \) \((i = 1, 2, \ldots, 2M_x - 1; j = 1, 2, \ldots, 2M_y - 1; k = 0, 1, \ldots, N) \) be the approximate solution of \( u^{(k)}_{x_\frac{i}{2}, y_\frac{j}{2}} \), which is the exact solution of the difference scheme (2.13).

Putting \( \varepsilon^k = \tilde{u}_x^k - u_x^{k-1} \) and \( \varepsilon^k = \tilde{u}_y^k - u_y^{k-1} \), we denote

\[ \varepsilon^k = \left( \varepsilon^k_1, \varepsilon^k_2, \ldots, \varepsilon^k_{M_x-1}, \varepsilon^k_{M_x}, \varepsilon^k_1, \varepsilon^k_2, \ldots, \varepsilon^k_{M_y-1}, \varepsilon^k_{M_y}, \right) \], \( i = 1, 2, \ldots, M_x - 1, \frac{1}{2}, \frac{3}{2}, \ldots, M_x - 1, \)

then using (2.14), we obtain the following perturbation equation

\[ \left( I + \frac{7}{2} A \right) \varepsilon^k = \left( I - \frac{7}{2} A \right) \varepsilon^{k-1}, \]

with \( \varepsilon^k = \left( \varepsilon^k_1, \varepsilon^k_2, \ldots, \varepsilon^k_{M_x-1}, \varepsilon^k_{M_x}, \varepsilon^k_1, \varepsilon^k_2, \ldots, \varepsilon^k_{M_y-1}, \varepsilon^k_{M_y} \right)^T. \) Upon relabeling and reorienting the vectors \( \varepsilon^k \) as

\[ \tilde{\varepsilon}^k = \left( \varepsilon^k_{\frac{1}{2}}, \varepsilon^k_1, \varepsilon^k_2, \ldots, \varepsilon^k_{M_x-\frac{1}{2}}, \varepsilon^k_{M_x}, \varepsilon^k_{\frac{1}{2}}, \varepsilon^k_1, \varepsilon^k_2, \ldots, \varepsilon^k_{M_y-\frac{1}{2}}, \varepsilon^k_{M_y} \right)^T, \]

where

\[ \varepsilon^k_i = \left( \varepsilon^k_{\frac{1}{2}}, \varepsilon^k_1, \varepsilon^k_2, \ldots, \varepsilon^k_{M_x-1}, \varepsilon^k_{M_x}, \varepsilon^k_{\frac{1}{2}}, \varepsilon^k_1, \varepsilon^k_2, \ldots, \varepsilon^k_{M_y-1}, \varepsilon^k_{M_y} \right), i = 1, 2, \ldots, M_x - 1, M_x - \frac{1}{2}, \]

then the above equation can be recast as

\[ \left( I + \frac{7}{2} A \right) \tilde{\varepsilon}^k = \left( I - \frac{7}{2} A \right) \tilde{\varepsilon}^{k-1} \text{ with } A = D_x \otimes D_y - \tilde{D}_x \otimes \tilde{D}_y, \]

where \( D_x = \{ d_i^x \}, \tilde{D}_x = \{ \tilde{g}_i^x \}, i = 1, 2, \ldots, 2M_x - 1, D_y = \{ d_i^y \}, \tilde{D}_y = \{ \tilde{g}_i^y \}, j, r = 1, 2, \ldots, 2M_y - 1, i.e., \]

\[ \left( 1 + \frac{7}{2} d_i^x d_j^y \right) \varepsilon^k_{\frac{1}{2}, \frac{1}{2}} = \left( 1 - \frac{7}{2} d_i^x d_j^y \right) \varepsilon^{k-1}_{\frac{1}{2}, \frac{1}{2}} + \frac{7}{2} \sum_{r=1}^{2M_y-1} \sum_{l=1}^{2M_x-1} g_{l,r}^x \varepsilon^k_{\frac{1}{2}, \frac{1}{2}} - \frac{7}{2} \sum_{r=1}^{2M_y-1} \sum_{l=1}^{2M_x-1} g_{l,r}^x \varepsilon^{k-1}_{\frac{1}{2}, \frac{1}{2}}. \]
Let \( \| e_{\epsilon_k, \epsilon_{\tau}} \| := \| e^k \|_{\infty} = \max_{i,j} | e_{\epsilon_k, \epsilon_{\tau}} | \). From Lemmas 3.3 and 3.4, it yields \( 0 < d_i d_j^y < C_d := \frac{4(\lambda - \sigma)\alpha^{1-\gamma}(d-\sigma)^{1-\gamma}}{(1-\gamma)^{2}} \), using Theorem 3.6 and Lemma 3.8, we have
\[
\left( 1 + \frac{T}{2} d_i d_j^y \right) \| e^k \|_{\infty} \leq \| e_{\epsilon_k, \epsilon_{\tau}} \|_{\infty} + \frac{T}{2} \sum_{l=1}^{2M_x-1} \sum_{r=1}^{2M_y} g_{i_0,l} g_{j_0,r} e_{\epsilon_k, \epsilon_{\tau}} \left( \frac{k-1}{2} \right) + \frac{T}{2} \sum_{l=1}^{2M_x-1} \sum_{r=1}^{2M_y} g_{i_0,l} g_{j_0,r} e_{\epsilon_k, \epsilon_{\tau}} \left( \frac{k-1}{2} \right)
\]
which leads to
\[
\| e^k \|_{\infty} \leq (1 + \tau C_d) \| e_{\epsilon_k, \epsilon_{\tau}} \|_{\infty} \leq (1 + \tau C_d)^k \| e_0 \|_{\infty} \leq \exp(T C_d) \| e_0 \|_{\infty}.
\]

The proof is completed. □

**Theorem 3.11.** Let \( u \left( x_{\frac{i}{2}}, y_{\frac{j}{2}}, t_k \right) \) be the exact solution of (2.12) with \( 0 < \gamma < 1 \), and \( u_{\frac{i}{2}, \frac{j}{2}} \) the solution of the numerical scheme (2.13). Then
\[
\| u \left( x_{\frac{i}{2}}, y_{\frac{j}{2}}, t_k \right) - u_{\frac{i}{2}, \frac{j}{2}} \| = O \left( \tau^2 + h^{4-\gamma} + h_y^{4-\gamma} \right),
\]
with \( i = 1, 2, \ldots, 2M_x - 1; j = 1, 2, \ldots, 2M_y - 1; k = 0, 1, \ldots, N \) and \( N \tau \leq T \).

**Proof.** Denote \( e_{\frac{i}{2}, \frac{j}{2}} = u \left( x_{\frac{i}{2}}, y_{\frac{j}{2}}, t_k \right) - u_{\frac{i}{2}, \frac{j}{2}} \), and
\[
E_{i}^{k} = \left( e_{i,1}, e_{i,2}, \ldots, e_{i,M_{M_y}-1}, e_{i, M_{M_y}}, e_{i, M_{M_y}+1}, \ldots, e_{i, M_x} \right), \quad i = 1, 2, \ldots, M_x - 1, \frac{1}{2}, \frac{3}{2}, \ldots, M_x \frac{1}{2}.
\]
Subtracting (2.13) from (2.12) with \( E^0 = 0 \), a zero vector, it yields
\[
\left( I - \frac{T}{2} A \right) E^k = \left( I - \frac{T}{2} A \right) E^{k-1} + \tau R^{k-\frac{1}{2}},
\]
with \( E^k = \left( E_{i}^{k}, E_{i+1}^{k}, \ldots, E_{i,M_{M_y}-1}^{k}, E_{i,M_{M_y}}^{k}, E_{i,M_{M_y}+1}^{k}, \ldots, E_{i,M_{M_x}}^{k} \right)^T \) and similarly for \( R^{k-\frac{1}{2}} \). Here the local truncation error is \( R^{k-\frac{1}{2}} = O \left( \tau^2 + h^{4-\gamma} + h_y^{4-\gamma} \right) \leq C_R \left( \tau^2 + h^{4-\gamma} + h_y^{4-\gamma} \right), \)
with \( \eta_x = \min \left\{ x_{\frac{i}{2}} - a, b - x_{\frac{i}{2}} \right\}, \eta_y = \min \left\{ y_{\frac{j}{2}} - c, d - y_{\frac{j}{2}} \right\} \) in (2.13) and \( C_R \) is a constant.

Upon relabeling and reorienting the vectors \( E^k \) and \( R^{k-\frac{1}{2}} \) as \( \widetilde{E}^k \) and \( \widetilde{R}^{k-\frac{1}{2}} \) as in Theorem 3.10 again, then the above equation can be recast as
\[
\left( I + \frac{T}{2} \widetilde{A} \right) \widetilde{E}^k = \left( I + \frac{T}{2} \widetilde{A} \right) \widetilde{E}^{k-1} + \tau \widetilde{R}^{k-\frac{1}{2}}, \quad \text{with} \quad \widetilde{A} = \widetilde{D}_x \otimes \widetilde{D}_y - \widetilde{G}_x \otimes \widetilde{G}_y,
\]
where \( \widetilde{D}_x = \{ d_x^l \}, \widetilde{G}_x = \{ g_{x}^r \}, i, l = 1, 2, \ldots, 2M_x - 1, \widetilde{D}_y = \{ d_y^j \}, \widetilde{G}_y = \{ g_{y}^r \}, j, r = 1, 2, \ldots, 2M_y - 1, \) i.e.,
\[
\left( 1 + \frac{T}{2} d_x^l d_y^j \right) e_{\frac{i}{2}, \frac{j}{2}} - \frac{T}{2} \sum_{l=1}^{2M_x-1} \sum_{r=1}^{2M_y} g_{i_0,l} g_{j_0,r} e_{\frac{i}{2}, \frac{j}{2}} - \frac{T}{2} \sum_{l=1}^{2M_x-1} \sum_{r=1}^{2M_y} g_{i_0,l} g_{j_0,r} e_{\frac{i}{2}, \frac{j}{2}} + \tau \widetilde{R}^{k-\frac{1}{2}}.
\]
Let $|e^h_k| := \|E_h^k\|_\infty = \max_{i,j} |e^h_{k,i,j}|$. Using Lemmas 3.3 and 3.4 we get $0 < d_i d_j < C_d := \frac{4(b-a)^{1-\gamma} (d-c)^{1-\gamma}}{(1-\gamma)^2}$, combine with Theorem 3.7 and Lemma 3.8 we have

$$
\left(1 + \frac{\tau}{2} d_i d_j \|g_0\| \right) \|E_h^k\|_\infty \leq \left| e_{k-1, j}^{h, i} + \frac{\tau}{2} d_i d_j \|g_0\| \right| e_{k-1, j}^{h, i} \right| + \frac{\tau}{2} \sum_{l=1}^{2M_x-1} \sum_{r=1}^{2M_y-1} g_{l,i}^r g_{j, r}^y \|e_{k-1, j}^{h, i}\| e_{k-1, j}^{h, i} + \tau \left| R_{l,i}^{k-1, j} \right|
$$

which leads to

$$
\|E_h^k\|_\infty \leq (1 + \tau C_d) \|E_h^{k-1}\|_\infty + C_R \left( \tau^2 + h_x^{4-\gamma} + h_y^{4-\gamma} \right) \tau
$$

$$
\leq (1 + \tau C_d)^k \|E_h^{k-1}\|_\infty + C_R \left( \tau^2 + h_x^{4-\gamma} + h_y^{4-\gamma} \right) \tau \sum_{l=0}^{k-1} \left( 1 + \tau C_d \right)^l
$$

$$
\leq C_R \left( \tau^2 + h_x^{4-\gamma} + h_y^{4-\gamma} \right) \tau \sum_{l=0}^{k-1} \left( 1 + \tau C_d \right)^l \leq C_R T \exp (TC_d) \left( \tau^2 + h_x^{4-\gamma} + h_y^{4-\gamma} \right).
$$

The proof is completed. \[\square\]

**3.4. Stability and convergence analysis for 2D with additive Cauchy kernels.** It should be noted that the stiffness matrix (2.11) with multiplicative Cauchy kernels can be computed explicitly, but it is not for additive Cauchy kernels.

**LEMMA 3.12.** Let $0 < \gamma < 1$, $u(x, y) \in C^6([a, b] \times [c, d])$ and $u_Q(x, y)$ be defined by (2.8). Then for any $(x, y) \in (a, b) \times (c, d)$, there exists

$$
\int_a^b \int_c^d \frac{u(x, y) - u_Q(x, y)}{\sqrt{(x - \tilde{x})^2 + (y - \tilde{y})^2}} \tau dx dy = O \left( h_x^\gamma \left( \eta_{x, i} \right)^{-\gamma} + h_y^\gamma \left( \eta_{y, i} \right)^{-\gamma} + O \left( h_x^{\delta - \gamma} + h_y^{\delta - \gamma} \right) ,
$$

with $\eta_{x, i} = \min \left\{ x_i - a, b - x_i \right\}$, $\eta_{y, i} = \min \left\{ y_i - c, d - y_i \right\}$.
Proof. According to (3.3), Lemma (3.3) and Theorem 3.7 in [11], for any \((x, y) \in (a, b) \times (c, d), i = 1, 2, \ldots, 2M_x - 1, j = 1, 2, \ldots, 2M_y - 1\), we have

\[
\left| \int_{c}^{d} \int_{a}^{b} \frac{u(x, y) - u_Q(x, y)}{\sqrt{(x - i/x)^2 + (y - j/y)^2}} dxdy \right| \leq \sum_{l=0}^{2M_x-2} \int_{l}^{l+1} \frac{E_x}{x_i/2 - x} dx \int_{c}^{d} \frac{1}{\sqrt{1 + (y/2 - y)^2}} dy
\]

\[
+ \int_{a}^{b} \frac{1}{\sqrt{(x/2 - x)^2 + 1}} dx \sum_{r=0}^{2M_y-2} \int_{r}^{r+1} \frac{E_y + E_{xy}}{|y_j/2 - y|} dy
\]

\[
= O \left( h_x^2 \left( \eta_{1/2} \right)^{-\gamma} \right) + O \left( h_y^5 \gamma \right) + O \left( h_y^5 \gamma \right) + O \left( h_x^3 h_y^3 \right)
\]

with \(\eta_{1/2} = \min \left\{ x_1 - a, b - x_1 \right\}, \eta_{1/2} = \min \left\{ y_1 - c, d - y_1 \right\}\). The proof is completed. \(\square\)

Theorem 3.13. The numerical schemes (2.20) is unconditionally stable.

Proof. Let \(\tilde{u}_h^{k+1} = (i = 1, 2, \ldots, 2M_x - 1; j = 1, 2, \ldots, 2M_y - 1; k = 0, 1, \ldots, N)\) be the approximate solution of \(u_h^{k+1}\), which is the exact solution of the difference scheme (2.20).

Putting \(\epsilon_h^{k+1} = \tilde{u}_h^{k+1} - u_h^{k+1}\), and we denote

\[
\epsilon_i^k = (\epsilon_{i,1}^k, \epsilon_{i,2}^k, \ldots, \epsilon_{i,M_y-1}^k, \epsilon_{i,1}^k, \epsilon_{i,2}^k, \ldots, \epsilon_{i,M_x-1}^k), \quad i = 1, 2, \ldots, M_x - 1, \frac{1}{2}, \frac{3}{2}, \ldots, M_x - \frac{1}{2},
\]

then using (2.20), we obtain the following perturbation equation

\[
\left( I + \frac{\tau}{2} A \right) \epsilon^k = \left( I - \frac{\tau}{2} A \right) \epsilon^{k-1},
\]

with \(\epsilon^k = (\epsilon_{1,1}^k, \epsilon_{1,2}^k, \ldots, \epsilon_{M_y-1,1}^k, \epsilon_{M_x-1,1}^k, \epsilon_{1,2}^k, \ldots, \epsilon_{M_y-1,M_x-1}^k, \epsilon_{M_x-1,2}^k, \ldots, \epsilon_{M_y-1,M_x-1}^k)^T\). Upon relabeling and reorienting the vectors \(\epsilon^k\) as

\[
\tilde{\epsilon}^k = \left( \tilde{\epsilon}_1^k, \tilde{\epsilon}_2^k, \ldots, \tilde{\epsilon}_{M_x-1,1}^k, \tilde{\epsilon}_{M_y-1,1}^k, \tilde{\epsilon}_{M_x-1,2}^k, \ldots, \tilde{\epsilon}_{M_y-1,M_x-1}^k \right)^T,
\]

where

\[
\tilde{\epsilon}_i^k = \left( \epsilon_{i,1}^k, \epsilon_{i,2}^k, \epsilon_{i,1}^k, \epsilon_{i,2}^k, \ldots, \epsilon_{i,M_y-1}^k, \epsilon_{i,1}^k, \epsilon_{i,2}^k, \ldots, \epsilon_{i,M_x-1}^k \right), \quad i = \frac{1}{2}, 1, \frac{3}{2}, 2, \ldots, M_x - 1, M_x - \frac{1}{2},
\]

then the above equation can be recast as

\[
\left( I + \frac{\tau}{2} \tilde{A} \right) \tilde{\epsilon}^k = \left( I - \frac{\tau}{2} \tilde{A} \right) \tilde{\epsilon}^{k-1}, \quad \text{with} \quad \tilde{A} = \tilde{D} - \tilde{G},
\]

where \(\tilde{D} = \{d_{i,j}\}, \tilde{G} = \{g_{i,j}^{l,r}\}, i, l = 1, 2, \ldots, 2M_x - 1; j, r = 1, 2, \ldots, 2M_y - 1, i,\)

\[
(1 + \frac{\tau}{2} d_{i,j}) \tilde{\epsilon}_i^{k+1} \tilde{\epsilon}_j^{k+1} - \frac{\tau}{2} \sum_{l=1}^{2M_x-2} \sum_{r=1}^{2M_y-2} g_{i,j}^{l,r} \tilde{\epsilon}_i^{k+1} = \left( 1 - \frac{\tau}{2} d_{i,j} \right) \tilde{\epsilon}_i^{k} + \frac{\tau}{2} \sum_{l=1}^{2M_x-2} \sum_{r=1}^{2M_y-2} g_{i,j}^{l,r} \tilde{\epsilon}_i^{k}.
\]
Let $\| e_k^{\pm} \|_{\gamma} := \max_{i,j} | e_k^{\pm} |$. Since

$$\int_a^b \int_c^d \frac{1}{\sqrt{\left( x_{i/2} - \bar{x} \right)^2 + \left( y_{j/2} - \bar{y} \right)^2}} \, d\bar{x} \, d\bar{y} = \int_a^b \int_c^d \frac{1}{\sqrt{\left( y_{j/2} - \bar{y} \right)^2 + 1}} \, \frac{1}{\left| y_{j/2} - \bar{y} \right|^\gamma} \, d\bar{x} \, d\bar{y} \leq \int_a^b \int_c^d \frac{1}{\left| y_{j/2} - \bar{y} \right|^\gamma} \, d\bar{x} \, d\bar{y} \leq C_d,$$

with $0 < d_{i,j} \leq C_d = \frac{2(b-a)(d-c)}{1-\gamma}$. From (2.6) and (2.7), we have

$$\sum_{l=1}^{2M_x-1} \sum_{r=1}^{2M_y-1} g_{l,r}^{k,j} \leq 9 \int_a^b \int_c^d \frac{1}{\sqrt{\left( x_{i/2} - \bar{x} \right)^2 + \left( y_{j/2} - \bar{y} \right)^2}} \, d\bar{x} \, d\bar{y} \leq 9C_d.$$

Therefore

$$\left( 1 + \frac{\tau}{2} d_{i,j} \right) \| e_k \|_\infty$$

$$\leq \| e_k^{k-1} \|_\infty + \tau d_{i,j} \| e_k^{k-1} \|_\infty + \tau \sum_{l=1}^{2M_x-1} \sum_{r=1}^{2M_y-1} | g_{l,r}^{k,j} | \| e_k^{k-1} \|_\infty + \tau \sum_{l=1}^{2M_x-1} \sum_{r=1}^{2M_y-1} | g_{l,r}^{k,j} | \| e_k^{k-1} \|_\infty$$

$$\leq \left( 1 + \frac{\tau}{2} d_{i,j} \right) \| e_k^{k-1} \|_\infty + \tau \sum_{l=1}^{2M_x-1} \sum_{r=1}^{2M_y-1} | g_{l,r}^{k,j} | \| e_k^{k-1} \|_\infty + \tau \sum_{l=1}^{2M_x-1} \sum_{r=1}^{2M_y-1} | g_{l,r}^{k,j} | \| e_k^{k-1} \|_\infty$$

$$\leq \| e_k^{k-1} \|_\infty + 5\tau C_d \| e_k^{k-1} \|_\infty + \frac{9}{2}\tau C_d \| e_k \|_\infty$$

which leads to

$$\| e_k \|_\infty \leq \left( 1 + \frac{5\tau C_d}{1 - 5\tau C_d} \right) \| e_k^{k-1} \|_\infty \leq \left( 1 + \frac{5\tau C_d}{1 - 5\tau C_d} \right)^k \| e_0 \|_\infty \leq \exp \left( \frac{10TC_d}{1 - 5\tau C_d} \right) \| e_0 \|_\infty.$$

with $0 < \tau < \tau_0 = \frac{1}{10C_d}$. The proof is completed.

**Theorem 3.14.** Let $u \left( x_{\frac{i}{2}}, y_{\frac{j}{2}} \right)$ be the exact solution of (3.14) with $0 < \gamma < 1$, and $w_k^{\pm} \pm$ the solution of the numerical scheme (2.24). Then

$$\left| u \left( x_{\frac{i}{2}}, y_{\frac{j}{2}} \right) - w_k^{\pm} \pm \right| = O \left( \tau^2 + h_x^{1+\gamma} + h_y^{1+\gamma} \right),$$

with $i = 1, 2, \ldots, 2M_x - 1; j = 1, 2, \ldots, 2M_y - 1; k = 0, 1, \ldots, N$ and $NT \leq T$.

**Proof.** Denote $e_k^{\pm} \pm = u \left( x_{\frac{i}{2}}, y_{\frac{j}{2}} \right) - w_k^{\pm} \pm$, and

$$E_k = \left( e_{k,1}, e_{k,2}, \ldots, e_{k,M_y-1}, e_{k,1}, e_{k,2}, \ldots, e_{k,M_y-1} \right),$$

$$i = 1, 2, \ldots, M_x - 1, \frac{1}{2}, \frac{3}{2}, \ldots, M_x - \frac{1}{2}.$$
Subtracting (2.20) from (2.19) with $E^0 = 0$, a zero vector, it yields

$$(I + \frac{T}{2} A) E^k = (I - \frac{T}{2} A) E^{k-1} + \tau R^{k-\frac{1}{2}},$$

with $E^k = \left( E^k_1, E^k_2, \ldots, E^k_{M_x-1}, E^k_2, \ldots, E^k_{M_y-1} \right)^T$ and similarly for $R^{k-\frac{1}{2}}$. The local truncation error is $R^{k-\frac{1}{2}} = O \left( \tau^2 + h^4 \left( \frac{\eta_2}{2} \right)^\gamma + h^4 \left( \tilde{\eta}_2 \right)^\gamma \right)$ and $C_R \left( \tau^2 + h^4 \gamma + h^4 \gamma \right)$, with $\eta_2 = \min \{ b - a, b - c \}$, $\tilde{\eta}_2 = \min \{ y_2 - c, d - y_2 \}$ in (2.23) and $C_R$ is a constant.

Upon relabeling and reorienting the vectors $E^k$ and $R^{k-\frac{1}{2}}$ as $\tilde{E}^k$ and $\tilde{R}^{k-\frac{1}{2}}$ as in Theorem 3.13.1, then the above equation can be recast as

$$(I + \frac{T}{2} \tilde{A}) \tilde{E}^k = (I - \frac{T}{2} \tilde{A}) \tilde{E}^{k-1} + \tau \tilde{R}^{k-\frac{1}{2}},$$

with $\tilde{A} = \tilde{D} - \tilde{G}$, where $\tilde{D} = \{ d_{i,j} \}$, $\tilde{G} = \{ g_{i,j}^{l,r} \}$, $i, l = 1, 2, \ldots, 2M_x - 1$; $j, r = 1, 2, \ldots, 2M_y - 1$, i.e.,

$$\left(1 + \frac{T}{2} d_{i,j}\right) \tilde{e}^k_{i,j} \leq \frac{T}{2} \tau \sum_{l=1}^{2M_x-1} \sum_{r=1}^{2M_y-1} g_{i,j}^{l,r} \tilde{e}^k_{\frac{l}{2}, \frac{r}{2}}$$

$$= (1 - \frac{T}{2} d_{i,j}) \tilde{e}^{k-1}_{i,j} + \frac{T}{2} \tau \sum_{l=1}^{2M_x-1} \sum_{r=1}^{2M_y-1} g_{i,j}^{l,r} \tilde{e}^{k-1}_{\frac{l}{2}, \frac{r}{2}} + \tau \tilde{R}^{k-\frac{1}{2}}_{\frac{l}{2}, \frac{r}{2}}.$$

Let $\left| e^k_{\frac{l}{2}, \frac{r}{2}} \right| := \left\| e^k \right\|_\infty = \max_{i,j} \left| e^k_{i,j} \right|$ with $0 < d_{i,j} \leq C_d$ in Theorem 3.13. Then we have

$$\left(1 + \frac{T}{2} d_{i_0,j_0}\right) \left\| e^k \right\|_\infty \leq \left| e^{k-1}_{\frac{i_0}{2}, \frac{j_0}{2}} \right| + \frac{T}{2} d_{i_0,j_0} \left| e^{k-1}_{\frac{i_0}{2}, \frac{j_0}{2}} \right| + \frac{T}{2} \tau \sum_{l=1}^{2M_x-1} \sum_{r=1}^{2M_y-1} g_{i_0,j_0}^{l,r} \left| e^{k-1}_{\frac{l}{2}, \frac{r}{2}} \right|$$

$$+ \frac{T}{2} \tau \sum_{l=1}^{2M_x-1} \sum_{r=1}^{2M_y-1} g_{i_0,j_0}^{l,r} \left| \tilde{e}^{k-1}_{\frac{l}{2}, \frac{r}{2}} \right| + \tau \left| \tilde{R}^{k-\frac{1}{2}}_{\frac{l}{2}, \frac{r}{2}} \right|$$

$$\leq \left\| e^{k-1} \right\|_\infty + \frac{T}{2} d_{i_0,j_0} \left\| e^{k-1} \right\|_\infty + \frac{T}{2} \tau \sum_{l=1}^{2M_x-1} \sum_{r=1}^{2M_y-1} g_{i_0,j_0}^{l,r} \left\| e^{k-1} \right\|_\infty$$

$$+ \frac{T}{2} \tau \sum_{l=1}^{2M_x-1} \sum_{r=1}^{2M_y-1} g_{i_0,j_0}^{l,r} \left\| e^k \right\|_\infty + \tau \left| \tilde{R}^{k-\frac{1}{2}}_{\frac{l}{2}, \frac{r}{2}} \right|$$

$$\leq \left\| e^{k-1} \right\|_\infty + 5\tau C_d \left\| e^{k-1} \right\|_\infty + \frac{9}{2} \tau C_d \left\| e^k \right\|_\infty + \tau \left| \tilde{R}^{k-\frac{1}{2}}_{\frac{l}{2}, \frac{r}{2}} \right|,$$

which leads to

$$\left\| e^k \right\|_\infty \leq \left( 1 + 5\tau C_d \right) \left\| e^{k-1} \right\|_\infty + C_R \left( \tau^2 + h^4 \gamma + h^4 \gamma \right) \tau$$

$$\leq \left( 1 + 5\tau C_d \right)^k \left\| e^0 \right\|_\infty + C_R \left( \tau^2 + h^4 \gamma + h^4 \gamma \right) \tau \sum_{l=1}^{k-1} \left( \frac{1 + 5\tau C_d}{1 - 5\tau C_d} \right)^l$$

$$\leq C_R \left( \tau^2 + h^4 \gamma + h^4 \gamma \right) \tau \sum_{l=0}^{k-1} \left( \frac{1 + 5\tau C_d}{1 - 5\tau C_d} \right)^l$$

$$\leq C_R \tau T \exp \left( \frac{10T C_d}{1 - 5\tau C_d} \right) \left( \tau^2 + h^4 \gamma + h^4 \gamma \right),$$

with $0 < \tau < \tau_0 = \frac{1}{10 C_d}$. The proof is completed. \(\square\)
4. Fast Conjugate Gradient Squared for nonsymmetric and indefinite linear systems. In this section, we develop fast Conjugate Gradient Squared algorithm to solve the resulting nonsymmetric and indefinite linear systems including rectangular matrices.

4.1. The operation count and storage requirement. To the best of our knowledge, most of the early works on fast Toeplitz solvers were focused on squared matrices by Fast fourier transform (FFT) \[5\, 6\]. Based on the idea of \[5\, 12\, 10\, 20\, 28\], we develop a fast algorithm for the rectangular matrices \(P\) and \(Q\), which realizes the computational count \(O(M \log M)\) and the required storage \(O(M)\). Let

\[
T_{M-1} = \begin{bmatrix}
t_0 & t_1 & t_2 & \cdots & t_{M-2} \\
t_1 & t_0 & t_2 & \cdots & t_{M-3} \\
t_2 & t_1 & t_0 & \cdots & t_{M-4} \\
\vdots & \vdots & \vdots & & \vdots \\
t_{M-2} & \cdots & t_2 & t_1 & t_0
\end{bmatrix}
\]

Then, for any \((M-1)\)-by-1 vector \(x\), the multiplication \(T_{M-1}x\) can also be computed by FFTs with the computational count \(O(M \log M)\) \[5\, p. 12\]. More concretely, we take a \(2 \times (M-1)\)-by-2 \((M-1)\) circulant matrix with \(T_{M-1}\) embedded inside as follows:

\[
\left[ \begin{array}{cc}
T_{M-1} & \ast \\
\ast & T_{M-1}
\end{array} \right] \left[ \begin{array}{c}
x \\
0
\end{array} \right] = \left[ \begin{array}{c}
T_{M-1}x \\
\hat{x}
\end{array} \right].
\]

Therefore, we can develop this idea to compute the rectangular matrices \(P_{M \times (M-1)}\) and \(Q_{(M-1) \times M}\). More precisely, we first embed \(P_{M \times (M-1)}\) of \[23\] into a \(M\)-by-\(M\) Toeplitz matrix, i.e.,

\[
\tilde{P} = \begin{bmatrix}
p_0 & p_1 & p_2 & \cdots & p_{M-3} & p_{M-2} & 0 \\
p_0 & p_0 & p_1 & \cdots & p_{M-3} & p_{M-2} & \\
p_1 & p_0 & p_0 & \cdots & p_{M-3} & p_{M-2} & \\
\vdots & \vdots & \vdots & & \vdots & \vdots & \vdots \\
p_{M-4} & \cdots & \cdots & \cdots & p_0 & p_1 & p_2 \\
p_{M-3} & p_{M-4} & \cdots & p_1 & p_0 & p_0 & p_1 \\
p_{M-2} & p_{M-3} & p_{M-4} & \cdots & p_1 & p_0 & p_0
\end{bmatrix}_{M \times M}
\]

Then the multiplication \(\tilde{P}\hat{x}\) can also be computed by FFTs with the computational count \(O(M \log M)\), i.e.,

\[
\left[ \begin{array}{cc}
\tilde{P} & \ast \\
\ast & \tilde{P}
\end{array} \right] \left[ \begin{array}{c}
\hat{x} \\
0
\end{array} \right] = \left[ \begin{array}{c}
\tilde{P}\hat{x} \\
\hat{x}
\end{array} \right] = \left[ \begin{array}{c}
P\hat{x} \\
\hat{x}
\end{array} \right], \hat{x} = \left[ \begin{array}{c}
x \\
0
\end{array} \right]_{M \times 1}. 
\]
On the other hand, we embed \( Q_{(M-1) \times M} \) of (2.3) into the following \( M \)-by-\( M \) Toeplitz matrix,

\[
\tilde{Q} = \begin{bmatrix}
q_0 & q_0 & q_1 & \cdots & q_{M-4} & q_{M-3} & q_{M-2} \\
q_1 & q_0 & q_0 & \cdots & q_{M-4} & q_{M-3} & q_{M-2} \\
q_2 & q_1 & q_0 & \cdots & q_{M-4} & q_{M-3} & q_{M-2} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
q_{M-3} & \cdots & \cdots & \cdots & q_1 & q_0 & q_0 \\
q_{M-2} & q_{M-3} & \cdots & q_2 & q_1 & q_0 & q_0 \\
0 & q_{M-2} & q_{M-3} & \cdots & q_2 & q_1 & q_0
\end{bmatrix}_{M \times M}
\]

Hence the multiplication \( \tilde{Q} \mathbf{x} \) can also be computed by FFTs with the computational count \( O(M \log M) \),

\[
\left[ \begin{array}{c}
\tilde{Q} \\
\tilde{Q}^* \\
\end{array} \right] \left[ \begin{array}{c}
\mathbf{x} \\
0 \\
\end{array} \right] = \left[ \begin{array}{c}
\tilde{Q} \mathbf{x} \\
\mathbf{x}^* \\
\end{array} \right], \quad \text{and} \quad \tilde{Q} \mathbf{x} = \left[ \begin{array}{c}
\mathbf{x} \\
\mathbf{x}^* \end{array} \right] \quad \text{with} \quad \mathbf{x} \in \mathbb{R}.
\]

Then, for the matrix \( A \) of (2.3), we only need to store \( 4M \) parameters, instead of the full matrix \( A \) which has \( 4M^2 \) parameters, i.e., the required storage \( O(M) \). From fast Conjugate Gradient Squared Algorithm 1 within finite iterations, see [22, 24], we have the computational count \( O(M \log M) \). See Algorithm 1 in Appendix B. Two-dimensional cases can be similarly studied.

**4.2. Fast CGS for nonsymmetric indefinite linear systems with rectangular matrices in 1D.** Let \( U = \begin{bmatrix} w \\ v \end{bmatrix} \) with \( w = (u_1, u_2, \cdots, u_{M-1})^T \), and \( v = (u_{\frac{1}{2}}, u_{\frac{3}{2}}, \cdots, u_{\frac{M-1}{2}})^T \); and similarly for \( F + K = \begin{bmatrix} F_w \\ F_v \end{bmatrix} \). Then we can rewrite (2.3) as the following general linear system

\[
A \left[ \begin{array}{c}
w \\
v \\
\end{array} \right] = \left[ \begin{array}{c}
F_w \\
F_v \\
\end{array} \right],
\]

and employ the following fast Conjugate Gradient Squared Algorithm 1 to solve the steady-state nonlocal problems (2.3); and Algorithms 12 in Appendix B to solve the time-dependent nonlocal problems (2.4).

**4.3. Fast CGS for 2D nonlocal problems with multiplicative Cauchy kernel.** From (2.10), we have the grid functions

\[
U = \left( U_1, U_2, \cdots, U_{M_x-1}, U_{\frac{1}{2}}, U_{\frac{3}{2}}, \cdots, U_{M_x-\frac{1}{2}} \right)^T,
\]

\[
U_i = \left( u_{i_1,1}, u_{i_1,2}, \cdots, u_{i_1,M_y-1}, u_{i_1,\frac{1}{2}}, u_{i_1,\frac{3}{2}}, \cdots, u_{i_1,M_y-\frac{1}{2}} \right),
\]

with \( i = 1, 2, \cdots, M_x - 1, \frac{1}{2}, \frac{3}{2}, \cdots, M_x - \frac{1}{2} \), then denote the matrix

\[
U_{Mat} = \left( U_{1,1}^T, U_{1,2}^T, \cdots, U_{M_x-1,1}^T, U_{M_x-1,\frac{1}{2}}^T, U_{M_x-1,\frac{3}{2}}^T, \cdots, U_{M_x-1,M_y-\frac{1}{2}}^T \right).
\]

Thus we first employ the fast Fourier transform transform Algorithm 3 to compute the \( AU \) with \( A = D_x \otimes D_y - G_x \otimes G_y \) in (2.11). Based on Algorithm 3 we use Algorithm 1 to solve the steady-state nonlocal problems (2.11) and Algorithm 2 to solve the time-dependent nonlocal problems (2.13). See Algorithm 2 in Appendix B.
are rectangular ones. Then embed $T$ into a big circulant matrix, that is, construct a big circulant matrix $T$ and still denote $T$ and $\mathcal{N}$, where

$$
\mathcal{M}_{i,l} = \begin{pmatrix}
\mathcal{M}_{i,l}^M & \mathcal{M}_{i,l}^Q \\
\mathcal{M}_{i,l}^P & \mathcal{M}_{i,l}^N
\end{pmatrix},
$$

see (2.17) and (2.18). Similarly, we have $\mathcal{Q}_{i,l}$, $\mathcal{P}_{i,l}$ and $\mathcal{N}_{i,l}$ with different $i$, $l$, i.e.,

$\mathcal{Q}_{i,l}$, for $i = 1, 2, \cdots, M_x - 1, l = \frac{1}{2}, \frac{3}{2}, \cdots, M_y - \frac{1}{2}$,

$\mathcal{P}_{i,l}$, for $i = \frac{1}{2}, \frac{3}{2}, \cdots, M_x - \frac{1}{2}, l = 1, 2, \cdots, M_y - 1$,

$\mathcal{N}_{i,l}$, for $i = \frac{1}{2}, \frac{3}{2}, \cdots, M_x - \frac{1}{2}, l = \frac{1}{2}, \frac{3}{2}, \cdots, M_y - \frac{1}{2}$.

Let $U$ in (1.1) denote as $U = [U_L, U_R]^T$ with

$$
U_L = (U_1, U_2, \cdots, U_{M_x-1}) \text{ and } U_R = \left(U_{\frac{1}{2}}, U_{\frac{3}{2}}, \cdots, U_{M_y-\frac{1}{2}}\right).
$$

Then

$$
\mathcal{G}U = \begin{pmatrix}
\mathcal{M}U_L^T + \mathcal{Q}U_R^T \\
\mathcal{P}U_L^T + \mathcal{N}U_R^T
\end{pmatrix}.
$$

Based on the block-Toeplitz-Toeplitz-block-like structural properties of $\mathcal{M}$, $\mathcal{Q}$, $\mathcal{P}$ and $\mathcal{N}$, we design fast algorithms for computing $\mathcal{M}U_L^T$ as an example.

First, to simplify the notation, let

$$
\mathcal{M}_{i,l} = \begin{pmatrix}
\mathcal{M}_{i,l}^M & \mathcal{M}_{i,l}^Q \\
\mathcal{M}_{i,l}^P & \mathcal{M}_{i,l}^N
\end{pmatrix} = \begin{pmatrix}
T_M & T_Q \\
T_P & T_N
\end{pmatrix},
$$

where $T_M$ and $T_N$ are squared Toeplitz matrix with the size of $(M_y - 1) \times (M_y - 1)$ and $M_y \times M_y$ respectively, $T_Q$ with the size of $(M_y - 1) \times M_y$ and $T_P$ with the size of $M_y \times (M_y - 1)$ are rectangular ones. Then embed $T_M$, $T_Q$ and $T_P$ into $M_y$-by-$M_y$ squared Toeplit matrices and still denote $T_M$, $T_Q$ and $T_P$. Next we embed the above four $M_y$-by-$M_y$ Toeplit matrices into a big circulant matrix, that is, construct a big circulant matrix $\mathcal{R}_{i,l}^M$ with $T_M$, $T_Q$, $T_P$ and $T_N$ as follows:

$$
\mathcal{R}_{i,l}^M = \begin{pmatrix}
S_1 & T_M & S_2 & T_Q & S_3 & T_P & S_4 & T_N & S_5 \\
S_5 & S_1 & T_M & S_2 & T_Q & S_3 & T_P & S_4 \\
T_N & S_5 & S_1 & T_M & S_2 & T_Q & S_3 & T_P \\
T_P & S_1 & T_M & S_2 & T_Q & S_3 & T_P & S_4 \\
S_4 & T_N & S_5 & S_1 & T_M & S_2 & T_Q & S_3 \\
T_Q & S_3 & T_P & S_4 & T_N & S_5 & S_1 & T_M \\
S_3 & T_P & S_4 & T_N & S_5 & S_1 & T_M & S_2 \\
S_2 & T_Q & S_3 & T_P & S_4 & T_N & S_5 & S_1 \\
T_M & S_2 & T_Q & S_3 & T_P & S_4 & T_N & S_5 \\
S_1 & T_M & S_2 & T_Q & S_3 & T_P & S_4 & T_N
\end{pmatrix},
$$

(4.2)
where $S_1$, with the size of $M_y \times M_y$ is squared Toeplitz matrix, which can be constructed by the partial entries of the first column of $T_M$ and 0 denotes the number zero, i.e.,

$$S_1 = \begin{pmatrix}
0 & T_M(M_y, 1) & T_M(M_y - 1, 1) & \cdots & T_M(3, 1) & T_M(2, 1) \\
T_M(2, 1) & 0 & T_M(M_y, 1) & \cdots & \vdots & \vdots \\
T_M(3, 1) & T_M(2, 1) & 0 & \cdots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \ddots & \ddots & \vdots \\
T_M(M_y - 1, 1) & \vdots & \vdots & \ddots & 0 & T_M(M_y, 1) \\
T_M(M_y, 1) & T_M(M_y - 1, 1) & \cdots & \cdots & T_M(2, 1) & 0
\end{pmatrix},$$

and $S_2$ with the size of $M_y \times M_y$ can be constructed by the partial entries of the last column of $T_M$ and the first column of $T_Q$, for $S_2$ is between $T_M$ and $T_Q$ in $R_{i,i}^M$, and 0 denotes the number zero, i.e.,

$$S_2 = \begin{pmatrix}
0 & T_Q(M_y, 1) & \cdots & \cdots & T_Q(3, 1) & T_Q(2, 1) \\
T_M(1, M_y) & 0 & T_Q(M_y, 1) & \cdots & \vdots & \vdots \\
T_M(2, M_y) & T_M(1, M_y) & 0 & \cdots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \ddots & \ddots & \vdots \\
T_M(M_y - 2, M_y) & \vdots & \vdots & \ddots & 0 & T_Q(M_y, 1) \\
T_M(M_y - 1, M_y) & T_M(M_y - 2, M_y) & \cdots & \cdots & T_M(1, M_y) & 0
\end{pmatrix},$$

and similarly, we can denote the $M_y$-by-$M_y$ Toeplitz matrices $S_3$, $S_4$ and $S_5$ as $S_2$, for they are between $T_Q$, $T_P$ and $T_N$. Since $R_{i,i}^M$ is the Toeplitz matrix with the size of $9M_y \times 9M_y$, that means the vector $U_l$ ($l = 1, 2, \cdots, M_z - 1$) in $U_L$ are also regularly expanded into a vector with the length of $9M_y$.

Then we can construct circulant matrices for each block of $M$, and denote $R_{i,i}^M$ as the resulting circulant matrix of $M_{i,i}$. Thus, from $M$ in (2.17), by replacing $M_{i,i}$ with $R_{i,i}^M$, we have the following block-Toeplitz-circulant-block (BTCB) matrix [6] [15]

$$R_M = \begin{pmatrix}
R_{1,1}^M & R_{1,2}^M & R_{1,3}^M & \cdots & R_{1,M_x-1}^M \\
R_{1,2}^M & R_{1,1}^M & R_{1,2}^M & \cdots & \vdots \\
R_{1,3}^M & R_{1,2}^M & R_{1,1}^M & \cdots & R_{1,3}^M \\
\vdots & \vdots & \vdots & \ddots & \ddots \\
R_{1,M_x-1}^M & \cdots & R_{1,3}^M & R_{1,2}^M & R_{1,1}^M
\end{pmatrix}.$$

Similarly, we can obtain the BTCB matrix $R_Q$, $R_P$ and $R_N$ from $Q$, $P$ and $N$ in (2.17). The matrix $R_M$ can also be embedded into a BCCB matrix $C_M$ with the size of $18M_y (M_x - 1) \times 18M_y (M_x - 1)$ as follows:

$$C_M = \begin{pmatrix}
R_M & \overline{R_M} \\
\overline{R_M} & R_M
\end{pmatrix},$$
Table 5.2: FCGS to solve BDF4 scheme in (2.21) with

\[
\begin{pmatrix}
0 & \mathcal{R}_1^M & \mathcal{R}_2^M & \cdots & \mathcal{R}_M^M \\
\mathcal{R}_1^M & 0 & \mathcal{R}_2^M & \cdots & \mathcal{R}_M^M \\
\mathcal{R}_2^M & \mathcal{R}_1^M & 0 & \cdots & \mathcal{R}_M^M \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\mathcal{R}_M^M & \cdots & \mathcal{R}_M^M & \cdots & 0
\end{pmatrix}
\]

with 0 denotes the 9\(M_y\)-by-9\(M_y\) zero matrix. Let \(\mathbf{e}\) be the first column vector of the matrix \(\mathbf{C}_M\). Let \(F_2(M_x-1) \otimes F_{9M_y}\) be the two-dimensional discrete Fourier transform matrix. Then the matrix \(\mathbf{C}_M\) has the following diagonalization

\[
\mathbf{C}_M = (F_2(M_x-1) \otimes F_{9M_y})^{-1} \text{diag} \((F_2(M_x-1) \otimes F_{9M_y}) \mathbf{e}\) \((F_2(M_x-1) \otimes F_{9M_y})\).
\]

That means we can compute \(\mathbf{M} \mathbf{U}^{T} \mathbf{F}\) by two-dimensional FFT, i.e., computing with the order fft2 and ifft2 by MATLAB. The algorithm also can be used to compute \(\mathbf{Q} \mathbf{U}^{T} \mathbf{F}, \mathbf{P} \mathbf{U}^{T} \mathbf{F}\) and \(\mathbf{N} \mathbf{U}^{T} \mathbf{F}\) fast and efficiently. Based on algorithm above, we use Algorithm 4 to solve the steady-state nonlocal problems (2.17) and Algorithm 2 to solve the time-dependent nonlocal problems (2.24).

Remark 4.1. To compute two-dimensional matrix-vector multiplication \((\mathbf{G}_a \otimes \mathbf{G}_b) \mathbf{U}\) with multiplicative Cauchy kernel, by Algorithm 3, we can reduce the computational complexity \(\mathcal{O}(M_x M_y \log M_x M_y)\) to \(\mathcal{O}(M_x M_y (\log M_x + \log M_y))\). Moreover, for block-Toeplitz Toeplitz-block-like algebraic system in (2.17), it only needs \(\mathcal{O}(M_x M_y \log M_x M_y)\).

5. Numerical results. In this section, we numerically verify the above theoretical results including convergence rates and numerical stability. And the \(l_{\infty}\) norm is used to measure the numerical errors.

5.1. Numerical results for 1D. Consider one-dimensional time-dependent nonlocal problem of (1.1) with a finite domain \(0 < a < b = 1\) and \(t \in (0, 1]\). The source function is easy to explicitly compute.

Table 5.1: FCGS to solve Crank-Nicolson scheme in (2.4) with \(\tau = h = (b - a)/M\). The exact solution is \(u(x, t) = e^{t} (x^2(b - x)^2 + e^{-2})\)

| \(M\)   | \(\gamma = 0.2\) | \(\gamma = 0.5\) | \(\gamma = 0.8\) |
|---------|-----------------|-----------------|-----------------|
|         | Error | Rate | CPU | Iter | Error | Rate | CPU | Iter | Error | Rate | CPU | Iter |
| 2\(^6\) | 1.223e-06 | 0.3812s | 3 | 1.172e-06 | 0.3610s | 3 | 1.223e-06 | 0.4651s | 4 |
| 2\(^8\) | 6.9907e-08 | 2.0017 | 3 | 7.2958e-08 | 2.1487 | 3 | 7.5887e-08 | 2.0037 | 3 |
| 2\(^{10}\) | 1.7467e-08 | 4.068s | 2 | 1.8225e-08 | 5.0112s | 3 | 1.8964e-08 | 5.0554s | 3 |

Table 5.2: FCGS to solve BDF4 scheme in (2.23) with \(\tau = h = (b - a)/M\). The exact solution is \(u(x, t) = e^{t} (x^2(b - x)^2 + e^{-2})\)

| \(M\)   | \(\gamma = 0.2\) | \(\gamma = 0.5\) | \(\gamma = 0.8\) |
|---------|-----------------|-----------------|-----------------|
|         | Error | Rate | CPU | Iter | Error | Rate | CPU | Iter | Error | Rate | CPU | Iter |
| 2\(^6\) | 6.9518e-08 | 0.1657s | 3 | 1.2045e-07 | 0.1730s | 4 | 2.3806e-07 | 0.1875s | 4 |
| 2\(^8\) | 4.917e-08 | 3.8214 | 3 | 1.0786e-08 | 3.5232 | 3 | 2.663e-08 | 3.1004 | 3 |
| 2\(^{10}\) | 3.4029e-10 | 3.9078 | 3 | 9.2911e-10 | 3.5376 | 3 | 2.8910e-09 | 3.2035 | 3 |

Tables 5.1 and 5.2 show that Crank-Nicolson scheme in (2.4) has the global convergence rate \(\mathcal{O}(\tau^5 + h^{4-\gamma})\) and the computational cost is of \(\mathcal{O}(M \log(M))\) operations.
5.2. Numerical results for 2D with multiplicative Cauchy kernel. Consider two-dimensional nonlocal problem (2.12) with a finite domain \(0 = a < x, y < b = 2\) and \(t \in (0, 2]\). The source function is easy to explicitly compute.

Table 5.3: FCGS to solve Crank-Nicolson scheme in (2.20) with \(\tau = h_x = (b - a)/M_x, M_y = M_x\). The exact solution is \(u(x, y, t) = e^t (x^2(b - x)^2y^2(b - y)^2 - \sin(1))\)

| \(M_x\) | \(\gamma = 0.2\) | \(\gamma = 0.5\) | \(\gamma = 0.8\) |
|-------|----------------|----------------|----------------|
| \(2^2\) | 0.1562e-02 | 0.7485s | 12 | 2.558e-02 | 0.7885s | 17 |
| \(2^4\) | 1.9269 | 0.5458s | 12 | 2.426e-02 | 3.8029s | 9 |
| \(2^6\) | 5.6003e-03 | 1.9892s | 7 | 1.424e-02 | 3.0069s | 3 |
| \(2^8\) | 2.7337e-04 | 1.9955s | 6 | 3.5620e-04 | 1.9994s | 9 |

Table 5.4: FCGS to solve BDF4 scheme in (2.21) with \(\tau = h_x = (b - a)/M_x, M_y = M_x\). The exact solution is \(u(x, y, t) = e^t (x^4(b - x)^4y^4(b - y)^4 - \sin(1))\)

| \(M_x\) | \(\gamma = 0.2\) | \(\gamma = 0.5\) | \(\gamma = 0.8\) |
|-------|----------------|----------------|----------------|
| \(2^2\) | 0.3893e-03 | 0.3900s | 6 | 5.0979e-03 | 0.3900s | 6 |
| \(2^4\) | 3.7453e-05 | 3.8029s | 9 | 2.1016e-02 | 0.1530s | 8 |
| \(2^6\) | 2.1244e-05 | 6.7009s | 5 | 3.7979e-03 | 0.1996s | 4 |
| \(2^8\) | 1.5686e-06 | 32.9718s | 5 | 1.0639e-01 | 0.3172s | 3 |

Tables 5.3 and 5.4 show that Crank-Nicolson scheme in (2.20) has the global convergence rate \(O(\tau^2 + h_x^{2-\gamma} + h_y^{2-\gamma})\) and the computational complexity is \(O(M_x M_y (\log M_x + \log M_y))\).

5.3. Numerical results for 2D with additive Cauchy kernel. Consider 2D time-dependent nonlocal problem (2.19) with a finite domain \(0 = a < x, y < b = 1\). The source function is computed by Gauss quadrature.

Table 5.5: FCGS to solve Crank-Nicolson scheme in (2.20) with \(\tau = 1/1000\) and \(h_x = (b - a)/M_x, M_y = M_x\). The exact solution is \(u(x, y, t) = e^t (e^{(2x + 4y)}(\sin(2x) + \cos(4y)) + 1)\)

| \(M_x\) | \(\gamma = 0.2\) | \(\gamma = 0.5\) | \(\gamma = 0.8\) |
|-------|----------------|----------------|----------------|
| \(2^2\) | 0.3846e-03 | 0.3900s | 6 | 5.0979e-03 | 0.3900s | 6 |
| \(2^4\) | 3.7453e-05 | 3.8029s | 9 | 2.1016e-02 | 0.1530s | 8 |
| \(2^6\) | 2.1244e-05 | 6.7009s | 5 | 3.7979e-03 | 0.1996s | 4 |
| \(2^8\) | 1.5686e-06 | 32.9718s | 5 | 1.0639e-01 | 0.3172s | 3 |

Table 5.6: FCGS to solve Crank-Nicolson scheme in (2.20) with \(\tau = h_x = (b - a)/M_x, M_y = M_x\). The exact solution is \(u(x, y, t) = e^t (x^4 - x^3 + x^2 + 1)(y^4 - 2y^3 + y^2 + 1)\)

| \(M_x\) | \(\gamma = 0.2\) | \(\gamma = 0.5\) | \(\gamma = 0.8\) |
|-------|----------------|----------------|----------------|
| \(2^2\) | 3.976e-03 | 0.1996s | 4 | 4.0246e-03 | 0.2377s | 4 |
| \(2^4\) | 9.772e-04 | 1.9699s | 4 | 1.0271e-03 | 1.9699s | 4 |
| \(2^6\) | 2.4792e-04 | 3.5941s | 4 | 2.5924e-04 | 3.8594s | 4 |
| \(2^8\) | 6.2440e-05 | 12.8093s | 4 | 6.5140e-05 | 16.1971s | 4 |

Tables 5.5 and 5.6 show that Crank-Nicolson scheme in (2.20) has the global convergence rate \(O(\tau^2 + h_x^{2-\gamma} + h_y^{2-\gamma})\) and the computational cost is almost \(O(M_x M_y (\log M_x M_y))\).

6. Conclusion. In this work, the nonsymmetric indefinite systems including rectangular matrices are arising from two-dimensional time-dependent nonlocal problems. For one-dimensional steady state nonlocal problems of (1.1), a sharp error estimates has been
proved in [11], but it is not easy to be extended to multidimensional cases. This paper provides rigorous theoretical analysis for two-dimensional steady state nonlocal problems with multiplicative Cauchy kernel and a few technical analysis for additive Cauchy kernel. Moreover, it reveals the superconvergence results for time-dependent nonlocal problems of (1.1) including two-dimensional cases. In further, we develop the FCGS to solve the two different multiplicative Cauchy kernel and a few technical analysis for additive Cauchy kernel. More-

\[
Q = \begin{pmatrix}
Q_{1,1} & Q_{1,2} & Q_{1,3} & \cdots & Q_{1,M_x - 1} & Q_{1,M_x} \\
Q_{2,1} & Q_{2,2} & Q_{2,3} & \cdots & Q_{2,M_x - 1} & Q_{2,M_x} \\
Q_{3,1} & Q_{3,2} & Q_{3,3} & \cdots & Q_{3,M_x - 1} & Q_{3,M_x} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
Q_{M_x - 2,1} & Q_{M_x - 2,2} & Q_{M_x - 2,3} & \cdots & Q_{M_x - 2,M_x - 1} & Q_{M_x - 2,M_x} \\
Q_{M_x - 1,1} & Q_{M_x - 1,2} & Q_{M_x - 1,3} & \cdots & Q_{M_x - 1,M_x - 1} & Q_{M_x - 1,M_x}
\end{pmatrix}_{(M_x - 1) \times M_x}
\]

and

\[
P = \begin{pmatrix}
P_{\frac{1}{2},1} & P_{\frac{1}{2},2} & P_{\frac{1}{2},3} & \cdots & P_{\frac{1}{2},M_x - 2} & P_{\frac{1}{2},M_x - 1} \\
P_{\frac{1}{4},1} & P_{\frac{1}{4},2} & P_{\frac{1}{4},3} & \cdots & P_{\frac{1}{4},M_x - 2} \\
P_{\frac{1}{8},1} & P_{\frac{1}{8},2} & P_{\frac{1}{8},3} & \cdots & P_{\frac{1}{8},M_x - 2} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
P_{\frac{1}{2^{M_x - 1}},1} & P_{\frac{1}{2^{M_x - 1}},2} & P_{\frac{1}{2^{M_x - 1}},3} & \cdots & P_{\frac{1}{2^{M_x - 1}},M_x - 2} \\
P_{\frac{1}{2^{M_x - 1}},1} & P_{\frac{1}{2^{M_x - 1}},2} & P_{\frac{1}{2^{M_x - 1}},3} & \cdots & P_{\frac{1}{2^{M_x - 1}},M_x - 2} \\
\end{pmatrix}_{M_x \times (M_x - 1)}
\]

and

\[
N = \begin{pmatrix}
N_{\frac{1}{2},1} & N_{\frac{1}{2},2} & N_{\frac{1}{2},3} & \cdots & N_{\frac{1}{2},M_x - 1} \\
N_{\frac{1}{4},1} & N_{\frac{1}{4},2} & N_{\frac{1}{4},3} & \cdots & N_{\frac{1}{4},M_x - 1} \\
N_{\frac{1}{8},1} & N_{\frac{1}{8},2} & N_{\frac{1}{8},3} & \cdots & N_{\frac{1}{8},M_x - 1} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
N_{\frac{1}{2^{M_x - 1}},1} & N_{\frac{1}{2^{M_x - 1}},2} & N_{\frac{1}{2^{M_x - 1}},3} & \cdots & N_{\frac{1}{2^{M_x - 1}},M_x - 1} \\
N_{\frac{1}{2^{M_x - 1}},1} & N_{\frac{1}{2^{M_x - 1}},2} & N_{\frac{1}{2^{M_x - 1}},3} & \cdots & N_{\frac{1}{2^{M_x - 1}},M_x - 1}
\end{pmatrix}_{M_x \times M_x}
\]

It should be noted that the above matrices \( Q \) and \( P \) have the similar structure properties with \( Q \) and \( P \) in (2.1).

**Appendix B.**
Algorithm 1 Fast Conjugate Gradient Squared for (2.3)

1: Residual \( \begin{bmatrix} r^0_w \\ r^0_v \end{bmatrix} = \begin{bmatrix} F_w \\ F_v \end{bmatrix} - \begin{bmatrix} D_1 - M & -Q \\ -P & D_2 - N \end{bmatrix} \begin{bmatrix} w \\ v \end{bmatrix} \); \( w = 0, v = 0 \).

2: \( r^*_w = r^0_w, r^*_v = r^0_v \); Set \( p_w := z_w := r^0_w, p_v := z_v := r^0_v \).

3: While residual\( > \)tolerance & \( j < \)maxit do:

4: \[ \begin{bmatrix} A p_w \\ A p_v \end{bmatrix} = \begin{bmatrix} D_1 - M & -Q \\ -P & D_2 - N \end{bmatrix} \begin{bmatrix} p_w \\ p_v \end{bmatrix} \]

5: \[ \alpha = \frac{(r^j_w, r^j_v; r^*_w, r^*_v)}{(A p_w, A p_v; r^*_w, r^*_v)} \]

6: \[ q_w = z_w - \alpha A p_w, q_v = z_v - \alpha A p_v \]

7: \( w = w + \alpha (z_w + q_w), v = v + \alpha (z_v + q_v) \)

8: Residual \( \begin{bmatrix} r^{j+1}_w \\ r^{j+1}_v \end{bmatrix} = \begin{bmatrix} r^j_w \\ r^j_v \end{bmatrix} - \begin{bmatrix} D_1 - M & -Q \\ -P & D_2 - N \end{bmatrix} \begin{bmatrix} z_w + q_w \\ z_v + q_v \end{bmatrix} \]

9: \[ \beta = \frac{(r^{j+1}_w, r^{j+1}_v; r^*_w, r^*_v)}{(r^j_w, r^j_v; r^*_w, r^*_v)} \]

10: \( z_w = r^{j+1}_w + \beta q_w, z_v = r^{j+1}_v + \beta q_v \)

11: \( p_w = z_w + \beta (q_w + \beta p_w), p_v = z_v + \beta (q_v + \beta p_v) \)

12: Endwhile

13: Return \( w, v \)

Algorithm 2 Fast Conjugate Gradient Squared for time-dependent problems

1: \( t := 0 \)

2: While \( t < T \) Do:

3: \( t := t + \tau \)

4: solve time-dependent problems by Algorithm 1 for 1D or Algorithm 4 for 2D

5: EndWhile
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