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Abstract—Automatic modulation recognition (AMR) is a promising technology for intelligent communication receivers to detect signal modulation schemes. Recently, the emerging deep learning (DL) research has facilitated high-performance DL-AMR approaches. However, most DL-AMR models only focus on recognition accuracy, leading to huge model sizes and high computational complexity, while some lightweight and low-complexity models struggle to meet the accuracy requirements. This letter proposes an efficient DL-AMR model based on phase parameter estimation and transformation, with convolutional neural network (CNN) and gated recurrent unit (GRU) as the feature extraction layers, which can achieve high recognition accuracy equivalent to the existing state-of-the-art models but reduces more than a third of the volume of their parameters. Meanwhile, our model is more competitive in training time and test time than the benchmark models with similar recognition accuracy. Moreover, we further propose to compress our model by pruning, which maintains the recognition accuracy higher than 90% while has less than 1/8 of the number of parameters comparing with state-of-the-art models.

Index Terms—Automatic modulation recognition, deep learning, low-complexity, lightweight, network pruning.

I. INTRODUCTION

Automatic modulation recognition (AMR) has made it possible to identify signal modulation schemes automatically by the receiver in the non-cooperative communications scenarios, which has various civilian and military applications, such as spectral interference detection, spectrum sensing, cognitive radio, etc [1]. Deep learning (DL) based AMR methods are showing improved performance in terms of recognition accuracy and complexity compared with traditional likelihood-based methods and feature-based methods [2].

Prior DL-AMR models have achieved benchmark performance for AMR by using various neural network layers, e.g. convolutional neural network (CNN) [2], [3], [4], recurrent neural network (RNN) [5], [6], and hybrid network [7], etc. Considering simple neural networks lacking the ability to eliminate signal distortion caused by the wireless channel, [8] designed a signal distortion correction module to equalize the carrier frequency and phase offset, which demonstrated the potential to improve DL-AMR models by incorporating expert domain knowledge. With the rapid development of 5G/5G in recent years, the growth of massive Internet-of-things (IoT) devices demand improved communications performance with limited available resources [9], and thus efficient AMR models are crucially important for the future IoT devices with limited computing and energy resources. Consequently, researchers begin to research the lightweight and low-complexity DL-AMR models by reducing the model size or accelerating the computation time while ensuring the recognition accuracy [10], [11], [12], making them increasingly possible to deploy in resource-limited devices. However, the existing models with high recognition accuracy rarely considered the model size and complexity in the design process, while lightweight and low-complexity models struggle to achieve high accuracy.

In this letter, we propose an efficient DL-AMR model inspired by radio transformer networks (RTN) [13], CNN, and GRU. The original data is processed by a parameter estimation network and a transformation module, and then the spatial and temporal features of the signals are extracted by CNN and gated recurrent unit (GRU) for classification. The model can achieve high recognition accuracy equivalent to state-of-the-art models but with much fewer parameters, while the training time and test time of our model outperform the benchmark models without suffering recognition accuracy. A network pruning method [14] is further applied to compress the model size while maintaining high recognition accuracy, making it a promising candidate for resource-limited systems.

The contributions of this letter are summarized as follows:

- An efficient model that can achieve state-of-the-art recognition accuracy over three benchmark datasets but with least parameters is proposed based on parameter estimator, parameter transformer, CNN, and GRU.
- To efficiently utilize the spatial-temporal features of AMR signals, we propose to decrease the kernel size and feature maps in the CNN layers, and introduce parameter estimator and transformer to reduce the adverse effects on phase, leading to improved recognition accuracy.
- We demonstrate that the proposed lightweight model can be further compressed by five times using pruning method to fit the scenarios with extremely limited resources.

II. SIGNAL MODEL AND PROPOSED SYSTEM MODEL

A. Signal Model

After the signal passes through the channel and is sampled, the equivalent baseband signal can be expressed by:

\[ y[l] = A[l]e^{j(\omega t + \phi)} x[l] + n[l], \quad l = 1, \ldots, L, \]  

where \( x[l] \) is the signal modulated by the transmitter in a certain modulation scheme, \( n[l] \) denotes the complex Additive Gaussian Noise (AWGN), \( A[l] \) represents the channel
gain, \( \omega \) is the frequency offset, \( \varphi \) is the phase offset, \( y[l] \) denotes the \( l \)-th value observed by the receiver and \( L \) is the number of symbols in a signal sample. To facilitate data processing and modulation recognition, the received signals can be stored in in-phase/quadrature (I/Q) form, denoted as \( y = [\Re\{y[1]\}, ..., \Re\{y[L]\}; \Im\{y[1]\}, ..., \Im\{y[L]\}] \).

### B. The Proposed DL Model

The proposed parameter estimation and transformation based CNN-GRU deep neural network (PET-CGDNN) model comprises a parameter estimator, a parameter transformer, and a hybrid neural network, which is shown in Fig. 1.

![Fig. 1. The structure of the proposed PET-CGDNN.](image)

\[ y[l] = y[l]e^{-j\hat{\varphi}} = \begin{bmatrix} \Re\{y[l]\} \cos \hat{\varphi} + \Im\{y[l]\} \sin \hat{\varphi} \\ \Im\{y[l]\} \cos \hat{\varphi} - \Re\{y[l]\} \sin \hat{\varphi} \end{bmatrix}, \]

where \( \hat{\varphi} \) is the estimated phase parameter and \( \hat{y} = [\hat{y}[1], ..., \hat{y}[L]] \) is the output of Part 2.

Part 3 consists of CNN, GRU, and Dense layer which can realize feature extraction and classification. The first convolutional layer has 75 filters and \( 2 \times 8 \) kernel size, which extracts the spatial features of the signal, while the second convolutional layer has 25 filters and \( 1 \times 5 \) kernel size, which further compacts the extracted features. The subsequent GRU layer extracts the temporal features of the signal with 128 units. Finally, the classification task is completed through the Dense layer, and the number of hidden units is \( C \), which is equal to the number of modulation classes. The first two convolution layers use rectified linear unit (ReLU) activation functions, and the activation function of the last Dense layer is Softmax. Aiming at building a model with a smaller size and low computational cost, the corresponding network in the third part is designed to control the model size with a small number of parameters in the CNN layer.

### C. Model Pruning Method

Although our model already has a small number of parameters, CNN based structures usually have intrinsic redundancy, which could cause a large model size and unnecessary computational cost. To further compress the model, a network pruning method is adopted to reduce the redundancy. We apply the following approach for the proposed DL-AMR model, aiming to maintain a high recognition accuracy while reducing the model size, modeled as follows,

\[ s_t = s_f + (s_i - s_f) \left( 1 - \frac{(t - t_0)}{n \Delta t} \right)^3, \]

where \( s_t \) is initial sparsity value, \( s_f \) denotes final sparsity value, \( t_0 \) refers to the step to start training with pruning frequency \( \Delta t \), the fine-tuning process is divided into \( n \) steps to gradually increase the sparsity, and \( t \in \{t_0, t_0 + \Delta t, ..., t_0 + n \Delta t\} \). Binary mask variables of the same size and shape as the weights tensor are added to Dense, CNN, and GRU layers. The weights masks of each layer are sorted in the fine-tuning process, and the corresponding weights in the smallest portion are set to zero until reaching the target sparsity goal.

### III. DATASETS AND IMPLEMENTATION DETAILS

The experiments are conducted on RML2016.10a, RML2016.10b [15] and RML2018.01a [16] datasets with the input data dimension of \( 2 \times 128 \), \( 2 \times 256 \) and \( 2 \times 1024 \), respectively. RML2016.10a dataset includes 220,000 modulated signals with 11 commonly used modulation schemes, RML2016.10b dataset contains 1,200,000 signals with 10 schemes, and RML2018.01a dataset has over 2.5 million signals with 24 modulation schemes. Owing to the hardware limitations, only half of RML2018.01a dataset is randomly selected in our experiment. RML2016.10a and RML2016.10b are generated by simulation using GNU radio while RML2018.01a is produced in a laboratory environment.

We divide the datasets into training, validation and test at the ratio of 6:2:2 per class with random selection. The loss function is categorical cross-entropy, and the optimizer is Adam. When the validation loss does not decrease in 5 epochs, it is multiplied by a coefficient of 0.5. When the validation loss does not decrease in 50 epochs, the training process is stopped and the trained model is saved with the minimum validation
loss. The experiments are implemented using GeForce GTX 1080Ti GPU and Keras with Tensorflow as the backend.

Key AMR models are implemented to provide benchmark comparison which includes IC-AMCNET [3], MCNET [11], LSTM [5], GRU2 [6], MCLDNN [7].

IV. EXPERIMENTAL RESULTS AND DISCUSSION
A. Model Performance Measurement

Several indicators are selected in Table I for performance comparison and complexity analysis, including the number of parameters, training time, test time, highest accuracy of all SNRs (signal-to-noise ratio), and average accuracy of all SNRs. All models are assessed on the three datasets, with input and output layers adjusted to fit the data dimensions, so the number of parameters varies, as shown in the table. Our models in Table I are the vanilla version without pruning.

| Model       | Datasets (A: RML2016.10a, B: RML2016.10b, C: RML2018.01a) | Parameters | Training time (second/epoch) | Test time (ms/sample) | Highest accuracy | Average accuracy |
|-------------|-----------------------------------------------------------|------------|-------------------------------|-----------------------|------------------|------------------|
| IC-AMCNET   | A: 1,284,011, B: 1,283,882, C: 8,605,720               | 34         | 0.015                         | 152,856               | 93.22%           | 62.15%           |
| MCNET       | A: 121,226, B: 126,616                                  | 46         | 0.017                         | 90.08%                | 60.95%           |                  |
| LST2        | A: 200,970, B: 202,776                                  | 56         | 0.032                         | 94.01%                | 63.28%           |                  |
| GRU2        | A: 200,970, B: 202,776                                  | 56         | 0.032                         | 94.01%                | 63.28%           |                  |
| MCLDNN      | A: 406,199, B: 406,070                                  | 37         | 0.061                         | 92.95%                | 62.08%           |                  |
| PET-CGDNN   | A: 71,742, B: 75,340                                    | 6          | 0.009                         | 91.36%                | 60.04%           |                  |

It is clear that the proposed PET-CGDNN model without pruning is already with the least parameters compared with benchmark models in Table I. The time cost of PET-CGDNN has obvious advantages compared with GRU2, LSTM2, and MCLDNN, and is comparable with IC-AMCNET and MCNET but having much higher accuracy.

Note that the parameters of PET-CGDNN are relatively stable when tested on datasets with a larger input dimension. The IC-AMCNET, originally designed for the dataset with an input data length of 128, would see 6.8 times more parameters for higher-dimensional input data (RML2018.01a). In addition, IC-AMCNET and MCNET are composed of CNNs, which have lower computational complexity than RNN, leading to a lower level of training and test time. PET-CGDNN has some disadvantages in time cost compared with IC-AMCNET and MCNET, but the relatively higher cost is offset by the higher recognition accuracy in all test cases. Specifically, PET-CGDNN has the shortest training time on RML2016.10b. Comparing with benchmark high accuracy models such as MCLDNN and LSTM, our model sacrifices little recognition accuracy but greatly reduces the complexity and model size.

Fig. 2(a) to Fig. 2(c) provide detailed recognition accuracy against SNR on the three datasets. These figures demonstrate that our PET-CGDNN model maintains stable and consistent performance on all three datasets in comparison with the benchmark high accuracy models.

B. Model Pruning

We implement the pruning method in TensorFlow, which has been integrated into TensorFlow as a Keras-based pruning tool. In our experiment, the fine-tuning process has 5 epochs which are divided into 5,160 steps by setting the batch size to 128. The model is pruned and tested with different sparsity, while the size of the model is measured by the number of non-zero (NNZ) parameters. Table II and Fig. 3 present the number of model parameters and the recognition accuracy after pruning. While the number of parameters is less than 15K with a sparsity of 0.8, the pruned model can maintain an accuracy above 90%. The recognition accuracy of the pruned models remains stable on RML2016.10a and RML2016.10b when the sparsity is between 0 and 0.8, even though the model size is only 1/5 of the original model. The recognition accuracy of the pruned models decreases slightly on RML2018.01a, which indicates more connections are needed to fully extract information from the data with an input length of 1024.

Fig. 3. Model recognition accuracy after pruning: (a) RML2016.10a, (b) RML2018.01a.
With the blessing of expert domain knowledge on phase offset estimation and compensation, the model enjoys the characteristics of lightweight, low-complexity, and high recognition accuracy, which also exhibits good stability on different datasets. Moreover, a pruning method has been applied to further reduce the model size, which exhibits the possibility to compress an AMR model, even if the model parameters are already very small. The efficient AMR model will have potentially wide application in the scenarios of massive machine-type communications and ultra-reliable and low latency communications in the future, which is in line with the development trend of future communication systems.
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