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Abstract—Hybrid analog and digital beamforming has emerged as a key enabling technology for millimeter wave (mmWave) massive multiple-input multiple-output (MIMO) communication systems since it can balance the trade-off between system performance and hardware efficiency. Owing to the strong ability of central control, cooperative networks show great potential to enhance the spectral efficiency of mmWave communications. In this paper, we consider cooperative mmWave MIMO systems and propose user association and hybrid beamforming design algorithms for three typical hybrid beamforming architectures. The central processing unit (CPU) of the cooperative networks first matches the service pairs of base stations (BSs) and users. Then, an iterative hybrid beamforming design algorithm is proposed to maximize the weighted achievable sum-rate performance of the mmWave MIMO system with fully connected hybrid beamforming architecture. Moreover, a heuristic analog beamforming design algorithm is introduced for the fixed subarray hybrid beamforming architecture. In an effort to further exploit multiple-antenna diversities, we also consider the dynamic subarray architecture and propose a novel antenna design algorithm for the analog beamforming design. Simulation results illustrate that the proposed hybrid beamforming algorithms achieve a significant performance improvement than other existing approaches and the dynamic subarray architecture has great advantages of improving the energy efficiency (EE) performance.

Index Terms—Millimeter-wave (mmWave) communications, cooperative network, user association, hybrid beamforming, massive multiple-input multiple-output (MIMO).

I. INTRODUCTION

To meet the exponentially growing demand of capacity in the next-generation wireless communication systems, millimeter wave (mmWave) communication has been deemed as a promising technology that provides larger available bandwidth. The smaller physical dimension of antenna arrays enables the use of massive multiple-input multiple-output (MIMO) technology to provide highly directional beamforming to overcome the severe pathloss in mmWave channels [2]. Therefore, the massive MIMO technology (i.e., large-scale antenna arrays) has been considered as the key technology to make mmWave communication from theory to reality.

Although the fully digital beamforming has been widely employed in traditional communication systems, it requires a radio frequency (RF) chain per antenna element, which leads to significant power consumption, hardware complexity, and cost. To tackle this problem, hybrid analog and digital beamforming was proposed as an alternative approach for mmWave massive MIMO systems to make a trade-off between performance and cost [3]. Recently, three hybrid beamforming architectures have been widely studied in mmWave massive MIMO communication systems, i.e., fully connected architecture, fixed subarray architecture, and dynamic subarray architecture. In the fully connected hybrid beamforming architecture, each RF chain connects to all antenna elements with a large number of hardware-efficient PSs. It has been shown in [4]-[6] that the fully connected hybrid beamforming architecture can achieve almost the same performance as the fully digital beamforming scheme. In order to reduce the hardware complexity and power consumption, the fixed subarray hybrid beamforming architecture is suggested, which has fewer PSs by allowing each RF chain connected to a non-overlapping subarray [7]-[11]. Furthermore, the researchers also propose dynamic subarray hybrid beamforming architecture to exploit the multiple-antenna diversities and the flexibility of dynamic scheme, in which each RF chain dynamically adjusts the antenna subarray according to channel state information (CSI). Several literatures have demonstrated the advantages of energy efficiency (EE) performance by applying the dynamic subarray hybrid beamforming architecture to mmWave massive MIMO systems [12]-[19].

Besides massive MIMO and various hybrid beamforming techniques, changing the structure of mmWave communication networks is also an effective way to improve system performance, e.g., cooperative network and cell-free network [19]-[22]. As shown in Fig. 1 multiple base stations (BSs)
communicate with a central processing unit (CPU) via fronthaul links to realize collaborative communication. Since the transmitted data are centralized in CPU and shared among all BSs, we can jointly design the power allocation, optimize the beam direction, and coordinate precoding operations to cooperatively manage the inter-cell interference. Owing to its strong ability of central control and cooperation, cooperative networks have received extensive attention and research in recent years [23]-[28]. One of key components in cooperative network is to determine which user a BS should serve for, i.e., user-BS association [25]. In [26], the authors optimized the hybrid beamforming and user association in a downlink multi-user cooperative transmission network with two performance metrics: Weighted sum-rate and max-min fairness. The authors in [27] illustrated the significance of user selection in eliminating multi-user interference and balancing the trade-off between hardware complexity and system performance for mmWave massive MIMO systems. The paper [28] studied the optimization of user scheduling and hybrid precoding design in the cloud radio access network (C-RAN). The authors in [29] considered the jointly design of user scheduling and hybrid beamforming to maximize the sum-rate performance. The user scheduling and analog beamformer were jointly designed and the digital beamformer was optimized by the normalized weighted minimum-mean-square-error (wMMSE) approach. Motivated by these literatures, we attempt to take both the advantages of hybrid beamforming architectures and cooperative networks.

A. Contributions

In this paper, we investigate the user association and hybrid beamforming designs for three typical antenna architectures in cooperative mmWave MIMO systems. Our major contributions are summarized as follows:

- We consider the user association between users and BSs in the cooperative mmWave MIMO system, which reduces the multi-user interference and improves the system performance. The two-sided stable matching approach is used to realize the successive user association with significantly lower computational complexity than the exhaustive search method.
- With the aid of efficient closed-form fractional programming (FP) theory, we first transform the intractable weighted sum-rate maximization problem into a solvable problem and then propose an iterative hybrid beamforming design algorithm for the fully connected architecture to enhance the sum-rate performance. The analog beamformers of all BSs are optimized only once by our proposed analog beamforming design algorithm and the digital beamformers are obtained with the closed-form solution by the Lagrange multiplier method.
- In order to further reduce the hardware complexity and power consumption, we provide two algorithms to extend the proposed hybrid beamforming designs into the fixed subarray and dynamic subarray architectures, respectively. K-means based antenna design algorithm is proposed for the dynamic subarray architecture to explore the multiple-antenna diversities and enhance the EE performance.
- Extensive simulation results are provided to verify and confirm the effectiveness of proposed algorithms in the cooperative mmWave massive MIMO systems. The hybrid beamforming design algorithm for the fully connected structure can achieve a near-optimal performance close to that of the fully digital beamforming. Moreover, with the proposed K-means based antenna design algorithm, the dynamic subarray architecture can achieve higher EE performance than other architectures.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

We consider the downlink transmissions of a cooperative mmWave massive MIMO system consisting of L BSs and serving $K$ single-antenna users, as shown in Fig. 2. Each BS is equipped with $N_{RF}$ RF chains and $N_T$ antennas, $N_T \gg K$.

The hybrid beamforming scheme is employed and each BS contains a BB processor to perform the digital beamformer and $N_{RF}$ RF chains to implement the analog beamformer. Each BS transmits a data stream to one user via one RF chain. Therefore, the maximum number of users that each BS can support depends on the number of RF chains. Let $K_l$ denote the set of users served by the $l$-th BS. If the number of users served by the $l$-th BS is at most $N_{RF}$ and each user is served by one BS, i.e., $|K_l| \leq N_{RF}$, the total number of users satisfies $K \leq LN_{RF}$. In this paper, we adopt the time division duplex (TDD) transmission framework and each coherence interval is divided into three phases: Uplink training, downlink payload data transmission, and uplink payload data transmission. In the uplink training, users send pilot sequences to BSs. Then, each BS estimates the CSIs of all users and transmits the collected CSIs to CPU. For the downlink transmission, CPU firstly implements association between $L$ BSs and $K$ users, and then designs the hybrid beamformer with the obtained CSIs.

In order to provide more clearly description, we define the association relationship between BS-$l$ and user-$k$ as matching indicator $\alpha_{l,k} \in \{0, 1\}, l = 1, \ldots, L, k = 1, \ldots, K$. If user-$k$ is associated with BS-$l$, $\alpha_{l,k} = 1$; otherwise, $\alpha_{l,k} = 0$. Basing on the above analysis, the main signaling overhead involved in
considered cooperative network is the exchange of CSIs and the transmission of designed hybrid beamformer between BSs and CPU. The amount of signaling overhead can be repressed as $LN_l K$ and $L(N_T N_{RF} + N_{RF} K)$ for backhaul and fronthaul links, respectively. With the assumption that the number of antennas $N_T$ is much larger than the number of users $K$, the whole signaling overhead can be expressed as $LN_T (N_{RF} + K)$.

### B. Subarray Architectures

As shown in Fig. 2 the hybrid beamforming architecture in the dotted line square is fully connected antenna array architecture, in which each RF chain is connected to all antennas with a large number of hardware-efficient PSs. Furthermore, according to the mapping from RF chains to antennas, the hybrid beamforming subarray architectures can be classified into fixed subarray and dynamic subarray architectures, as shown in Fig. 3(b) and Fig. 3(c), respectively. The subarray architecture significantly reduces the power consumption and hardware implementation complexity by connecting RF chains with only a part of antennas. On the other hand, the dynamic subarray architecture explores multiple-antenna diversities and the flexibility of antenna architecture, which has significant advantages in improving EE performance of mmWave cooperative systems. Hence, in this paper, we also pay more attention on the hybrid analog and digital beamforming design for the subarray architectures in Sec. V.

### C. Downlink Transmission

As for the hybrid beamforming scheme, the data signal for user-$k$ in the $l$-th BS, denoted by $s_k, k = 1, \ldots, K$, satisfying $E\{s_k s_k^H\} = 1$ and $E\{s_i s_j^H\} = 0, \forall i \neq j$, is firstly precoded by a digital beamforming vector $f_{BB_l, k} \in \mathbb{C}^{N_T}$, and then processed through an analog beamforming matrix $F_{RF} \triangleq \{f_{RF_{l,1}}, \ldots, f_{RF_{l,N_{RF}}}\} \in \mathbb{C}^{N_T \times N_{RF}}$, which is implemented in the RF precoder using PS network. Taking the matching indicator $\alpha_{l,k}$ between BS-$l$ and user-$k$ into account, the precoded signal of BS-$l$ can be represented as

$$x_l = \sum_{k=1}^{K} \alpha_{l,k} f_{RF_l} f_{BB_{l,k}} s_k.$$  

(1)

Therefore, the transmit power constraint of the $l$-th BS is

$$\sum_{k=1}^{K} \text{Tr}(\alpha_{l,k} f_{BB_{l,k}}^H F_{RF_l}^H F_{RF_l} f_{BB_{l,k}}) \leq P_{\text{max},l},$$  

(2)

where $P_{\text{max},l}$ is the maximum transmit power of BS-$l$. We assume that all BSs have the same maximum transmit power, i.e., $P_{\text{max}} = P_{\text{max},l}, \forall l$.

Similar to that in [2], the mmWave propagation channel is characterized by a multi-path spatial model with $N_r$ rays. With the assumption that uniform linear array (ULA) is employed with $N_T$ antennas at transmitters and single-antenna at receivers, the channel vector $h_{l,k} \in \mathbb{C}^{N_r}, \forall l, k$, is given by

$$h_{l,k} = \sqrt{\frac{N_r}{N_T}} \sum_{n=1}^{N_r} v_n a(\theta_n),$$  

(3)

where $v_n$ is the complex gain of the $n$-th propagation path and the array response vector $a(\theta) \in \mathbb{C}^{N_r}$ can be expressed as

$$a(\theta) = \frac{1}{\sqrt{N_T}} [1, e^{j \frac{2\pi}{\lambda} d \sin(\theta)}, \ldots, e^{j (N_r - 1) \frac{2\pi}{\lambda} d \sin(\theta)}]^T,$$  

(4)

where $d$ denotes the distance between antenna elements and $\lambda$ represents the wavelength of mmWave signal.

Thus, the received signal $y_k$ at the $k$-th user is given by

$$y_k = \sum_{l=1}^{L} h_{l,k}^H x_l + n_k,$$

(5)

where $n_k$ denotes the complex additive white Gaussian noise (AWGN) satisfying the complex Gaussian distribution with zero mean and $\sigma_k^2$ variance, i.e., $n_k \sim \mathcal{CN}(0, \sigma_k^2), \forall k$; (a) is obtained by substituting equation (1) into the first line of equation (3), and (b) aims to separately express desired signal and multi-cell multi-user interference for user-$k$. Similar to existing studies on hybrid beamforming designs (e.g., [3], [7]), we assumed that the transmitted signals and CSIs are perfectly known for CPU. In practice, CSI can be efficiently obtained by existing channel estimation algorithms (e.g., the adaptive compressed sensing (CS) algorithm in [30]) at the transmitters and further shared to CPU with the reliable fronthaul links, which can support large signaling overhead transisions.

Then, the signal to interference-plus-noise ratio (SINR) at the $k$-th user can be easily calculated by

$$\text{SINR}_k = \frac{\sum_{l=1}^{K} \alpha_{l,k} h_{l,k}^H F_{RF_l} f_{BB_{l,k}}^2}{\sum_{j=1, j \neq k}^{K} \sum_{l=1}^{L} \alpha_{l,j} h_{l,j}^H F_{RF_l} f_{BB_{l,j}}^2 + \sigma_k^2}. $$

(6)

Finally, the weighted achievable sum-rate $R_{\text{sum}}$ of all $K$ users can be expressed as

$$R_{\text{sum}} = \sum_{k=1}^{K} \omega_k \log_2(1 + \text{SINR}_k).$$

(7)
where weight coefficient $\omega_k \in \mathbb{R}^+$ indicates the priority of user-$k$, $\forall k$.

### D. Problem Formulation

We focus on the weighted sum-rate maximization problem in the cooperative mmWave MIMO systems by optimizing user association matching indicator $\{\alpha_{l,k}\}_{\forall l, \forall k}$ and the hybrid beamformer $\{\mathbf{F}_{RF_l}, \mathbf{f}_{BB_l,k}\}_{\forall l, \forall k}$ subject to the transmit power constraints at BSs and the unit modulus constraints of PSs. With the transmit power constraints and the objective function (7), the weighted sum-rate maximization problem can be formulated as

$$
\max_{\{\alpha_{l,k}\}_{\forall l, \forall k}} \quad \mathcal{R}_{\text{sum}} \left( \alpha_{l,k}, \mathbf{F}_{RF_l}, \mathbf{f}_{BB_l,k} \right) 
$$

subject to

$$
\sum_{l=1}^{L} \alpha_{l,k} = 1, \quad \forall k, \tag{8b}
$$

$$
\sum_{k=1}^{K} \alpha_{l,k} = N_{RF}, \quad \forall l, \tag{8c}
$$

$$
\text{Tr} \left( \alpha_{l,k} \mathbf{F}_{BB_l,k}^H \mathbf{F}_{RF_l} \mathbf{f}_{BB_l,k} \right) \leq P_{\text{max}}, \quad \forall l, \forall k, \tag{8d}
$$

where $P_{\text{max}}$ is the maximum transmit power for all BSs. Constraints (8b) and (8c) indicate that each user is served by one BS and each BS can serve at most $N_{RF}$ users, respectively. Constraint (8d) represents the constant modulus of PSs and constraint (8e) indicates that the hybrid beamforming matrices cannot be designed to exceed the maximum transmit power.

It is worth noting that there are three reasons and difficulties for optimizing the weighted sum-rate maximization problem (8). First, the form of the objective function $\mathcal{R}_{\text{sum}}$ is not only complicated but also contains fractional terms. Second, the integer variables $\{\alpha_{l,k}\}_{\forall l, \forall k}$ in (8) and (4) turn the problem into a combinatorial problem. Last, the non-convex unit modulus (3d) of analog beamformer $\{\mathbf{F}_{RF_l}\}_{\forall l}$ is also a tricky constraint to deal with. Although exhaustive search method can be used to design hybrid beamformer by examining all possible integer variables $\{\alpha_{l,k}\}_{\forall l, \forall k}$, the computational complexity will increase exponentially with the increasing number of users and BSs. Hence, we adopt a sub-optimal solution [[51]] to efficiently solve problem (8) by dividing it into two sub-problems, i.e., user association design and hybrid beamforming design. Firstly, we use an equivalent metric to effectively design the user association matching indicator $\{\alpha_{l,k}\}_{\forall l, \forall k}$. Intuitively, the equivalent metric sum-channel-gain not only reduce the computational complexity of optimization, but also achieves sub-optimal performance of original objective function. Then, the hybrid beamformer $\{\mathbf{F}_{RF_l}, \mathbf{f}_{BB_l,k}\}_{\forall l, \forall k}$ are optimized by an iterative algorithm.

### III. USER ASSOCIATION DESIGN

Due to the directionality of mmWave channel, the SINR of each user is heavily dependent on the channel gain. Thus, we propose to determine the matching indicator $\{\alpha_{l,k}\}_{\forall l, \forall k}$ by maximizing the sum-channel-gain, which is formulated as

$$
\max_{\{\alpha_{l,k}\}_{\forall l, \forall k}} \quad \sum_{l=1}^{L} \sum_{k=1}^{K} \alpha_{l,k} |\mathbf{h}_{l,k}^H \mathbf{f}_{l,k}^H|^2 
$$

subject to

$$
\sum_{l=1}^{L} \alpha_{l,k} = 1, \quad \forall k, \tag{9b}
$$

$$
\sum_{k=1}^{K} \alpha_{l,k} = N_{RF}, \quad \forall l. \tag{9c}
$$

Essentially, problem (9) can be posed as a matching problem between BSs and users, which can be solved by the exhaustive search method with $O(K^L)$ computational complexity. Inspired by the matching theory [[32], [33]], we use the two-sided stable matching approach to realize a successive user association mechanism with lower computational complexity. Intuitively, the equivalent metric sum-channel-gain ignores interference among users but achieves near-optimal performance with the proposed approach.

As we mentioned before, the SINR or the achievable rate of the $k$-th user is heavily dependent on the channel gain between user-$k$ and BS-$l$, $\forall l$. Hence, according to different channel states, i.e., channel gains, each BS has a list of preference degrees for service, which can also be interpreted as a descending order of channel gains from BS-$l$ to $K$ users. In the preference relation ranking (PRR) [32], the ranking from top to bottom indicates the highest to the lowest preferences of users, whom the BSs prefer to serve. In other words, BS-$l$ intends to serve the first $N_{RF}$ users in the preference relation ranking. Since unilateral selection cannot represent the optimal double-link between users and BSs, the relationship between users and BSs must be two-sided selection. Similarly, each user also has a list of preference relations of BSs to access. Thus, if the $l$-th BS is the first one in the $k$-th user’s preference relation ranking and the $k$-th user is also the most preferred user that the $l$-th BS wants to serve, then set $\alpha_{l,k} = 1$. Specifically, the two-sided stable matching approach of user association is described in the following four steps.

**Step 1:** Initialize $K := \{1, \ldots, K\}$, $\mathcal{L} := \{1, \ldots, L\}$, and $\alpha_{l,k} = 0, \forall l, \forall k$, respectively. Calculate the channel gains of all BSs and users, and obtain $(L+K)$ PRRs. Next, select the best BS-$l^*$ for user-$k$, which is the first BS of user-$k$’s PRR:

$$
l^* = \arg\max_{l \in \mathcal{L}} |\mathbf{h}_{l,k}^H \mathbf{f}_{l,k}^H|^2. \tag{10}
$$

**Step 2:** If the condition $\sum_{k \in K} \alpha_{l^*, k} = N_{RF}$ has been satisfied, let $\mathcal{L} := \mathcal{L} - l^*$, remove BS-$l^*$ from the $k$-th user’s PRR, and go back to Step 1. Otherwise, select the best user-$k_0^*$, which is the first user of the $l^*$-th BS’s PRR:

$$
k_0^* = \arg\max_{k \in K} |\mathbf{h}_{l^*, k}^H \mathbf{f}_{l^*, k}^H|^2. \tag{11}
$$

**Step 3:** If $k_0^* = k$, then set $\alpha_{l^*, k} = 1$ and update the user set as $K := K - k_0^*$. Otherwise, remove BS-$l^*$ from the $k$-th user’s PRR, and go back to Step 1.

**Step 4:** Repeat Steps 1-3 until $K = \emptyset$, $\mathcal{L} = \emptyset$. 

\[ f_o(\rho, \xi, \mathbf{F}_{RF}, \mathbf{f}_{BB}, k) = \sum_{k=1}^{K} \omega_k \log_2 (1 + \rho_k) - \sum_{k=1}^{K} \omega_k \rho_k + \sum_{k=1}^{K} 2 \sqrt{\omega_k (1 + \rho_k)} R \{ \xi_k \sum_{l=1}^{L} \alpha_{l,k} h_l^H F_{RF}, f_{BB}, k \} \]
\[ - \sum_{k=1}^{K} \omega_k |\xi_k|^2 \sum_{l=1}^{L} \sum_{j=1}^{K} \alpha_{l,j} |h_l^H F_{RF}, f_{BB}, j|^2 + \sum_{k=1}^{K} \omega_k |\xi_k|^2 \sigma_k^2. \]

After Steps 1-4, the BS-user matching indicators \( \{\alpha_{l,k}\} \forall l \forall k \) can be obtained with significantly lower computational complexities than the exhaustive search method, which has \( \mathcal{O}(K^L) \) computational complexity. The two-sided stable matching approach has at most \( K \) (i.e., \( \min\{K, LN_{RF}\} \)) iterations. Moreover, as for finding the best BS with maximum channel gain for user-\( k \) and selecting the best user for BS-\( l \), the sorting algorithm is required, which has \( \mathcal{O}(\log L) \) computational complexity. Then, the computational complexities of Step 1 and Step 2 are \( \mathcal{O}(L \log L) \) and \( \mathcal{O}(K \log K) \), respectively. Hence, the total computational complexity for the two-sided stable matching approach is \( \mathcal{O}(K (L \log L + K \log K)) \).

IV. HYBRID BEAMFORMING DESIGN FOR FULLY CONNECTED ARCHITECTURE

In this section, the hybrid beamforming design algorithm for fully connected architecture is introduced. Firstly, we assume that the user association design has been completed and the matching indicators have been known for CPU before the hybrid beamforming design. Next, we use the much efficient closed-form FP approach to deal with the complex form of objective function and then propose an iterative hybrid beamforming design algorithm to optimize the introduced variables, analog beamforming matrix, and digital beamformer until convergence condition is met.

A. Closed-form FP-aided Transformation

With the user association matching indicator \( \{\alpha_{l,k}\} \forall l \forall k \) obtained in Sec. III, the fully connected hybrid beamforming design problem is formulated as follows:

\[
\begin{align*}
\max_{\{F_{RF}, f_{BB,k}\} \forall l \forall k} & \quad R_{sum}(F_{RF}, f_{BB,k}) \\
\text{s.t.} & \quad |F_{RF}(i, j)| = 1, \forall l, i, j, \\
& \quad \sum_{k=1}^{K} Tr(\alpha_{l,k} h_l^H F_{RF}, h_l^H F_{RF}, f_{BB,k}) \leq P_{max}, \forall l.
\end{align*}
\]

Obviously, the main challenge of designing hybrid beamforming matrices in problem \( \text{(12)} \) is dealing with complex objective function \( \text{(12a)} \) and non-convex constraints \( \text{(12b)} \). Motivated by [50, 37], both the direct FP and the closed-form FP approaches can be used to solve the considered optimization problem. The direct FP method only applies the Quadratic Transform to convert the SINR terms (i.e., fractional terms) inside the log function into a concave function of \( \{F_{RF}, f_{BB,k}\} \forall l \forall k \). When the introduced variables are held fixed, a convex problem with variables \( \{F_{RF}, f_{BB,k}\} \forall l \forall k \) (or two convex problems with analog beamformers \( \{F_{RF}\} \forall l \) and digital beamformers \( \{f_{BB,k}\} \forall l \forall k \), respectively) is needed to optimize by convex optimization tools (e.g., CVX) with higher computational complexity. However, how to split the analog beamforming matrices and digital beamformers from \( \{F_{RF}, f_{BB,k}\} \forall l \forall k \) is still a thorny issue. As for the closed-form FP approach, by introducing two more variables, the sum-logarithm problem is first reformulated into a sum-of-ratio form with Lagrangian Dual Transform, and then Quadratic Transform is applied to fractional terms to represent all variables with a differentiable objective function. Because the closed-form FP approach updates all variables in the closed-form while the direct FP requires a convex optimization in each iteration, the closed-form FP approach is more efficient on a per-iteration basis. Therefore, we employ the much preferred closed-form FP approach to transform the unsolvable objective function into an equivalent form, which can be differentiated with respect to all variables.

By introducing two auxiliary vectors \( \rho \triangleq [\rho_1, \ldots, \rho_K] \) and \( \xi \triangleq [\xi_1, \ldots, \xi_K] \), the original problem \( \text{(12)} \) is reformulated as

\[
\begin{align*}
\max_{\{\rho, \xi, F_{RF}, f_{BB,k}\} \forall l \forall k} & \quad f_o(\rho, \xi, F_{RF}, f_{BB,k}) \\
\text{s.t.} & \quad \text{(12b), (12c)},
\end{align*}
\]

where \( f_o(\rho, \xi, F_{RF}, f_{BB,k}) \) is the transformed objective function with the aid of closed-form FP approach and it has been shown at the top of this page. As we mentioned before, all variables can be updated in the closed-form. Thus, we propose an iterative hybrid beamforming design algorithm (similar to the block coordinate descent (BCD) method) to effectively solve problem \( \text{(13)} \). The details of updating each variable are described in the following subsections.

B. Auxiliary Variable Design

When other variables are held fixed (i.e., \( \xi, F_{RF}, f_{BB,k} \)), the objective function \( f_o(\rho, \xi, F_{RF}, f_{BB,k}) \) is a concave function with respect to \( \rho_k, \forall k \). Therefore, the closed-form solution of \( \rho_k \) can be calculated by setting \( \partial f_o/\partial \rho_k \) to zero:

\[
\rho_k^* = \frac{\sum_{l=1}^{L} \sum_{j=1, j \neq k}^{L} \alpha_{l,j} h_l^H F_{RF}, h_l^H F_{RF}, f_{BB,j}}{\sum_{l=1}^{L} \sum_{j=1}^{L} \sum_{k=1}^{K} \alpha_{l,j} h_l^H F_{RF}, h_l^H F_{RF}, f_{BB,j}^2 + \sigma_k^2}. \]

With fixed \( \rho, F_{RF}, \) and \( f_{BB,k} \), by setting the derivative of \( f_o \) with respect to \( \xi_k \) to zero, the closed-form solution of \( \xi_k \) can be given by

\[
\xi_k^* = \frac{\sqrt{\omega_k (1 + \rho_k) \sum_{l=1}^{L} \alpha_{l,k} h_l^H F_{RF}, f_{BB,l}^2 + \sigma_k^2}}{\sum_{l=1}^{L} \sum_{j=1}^{L} \sum_{k=1}^{K} \alpha_{l,j} h_l^H F_{RF}, h_l^H F_{RF}, f_{BB,j}^2 + \sigma_k^2}. \]

C. Analog Beamformer Design

In this subsection, we focus on the optimization of analog beamformer \( F_{RF}, \forall l \). When the auxiliary vectors \( \rho, \xi \), and the digital beamformer \( f_{BB,k}, \forall l, k \), are fixed, we first recast
the objective function \( f_o(\rho^*, \xi^*, F_{RF}, f_{BB_{l,k}}) \) by sorting out constant terms and then removing them. The reformulated objective function \( f_o(F_{RF}) \) is defined as

\[
f_o(F_{RF}) = f_o(F_{RF}) + c,
\]

\[
= \sum_{k=1}^{K} 2\sqrt{\omega_k(1 + \rho_k)}R\{\xi_k^L \sum_{l=1}^{L} \alpha_{l,k} h_{l,k}^H F_{RF} f_{BB_{l,k}} \} \\
- \sum_{k=1}^{K} \omega_k |\xi_k|^2 \sum_{l=1}^{L} \sum_{j=1}^{K} \alpha_{l,j} h_{l,k}^H F_{RF} f_{BB_{l,j}}|^2 + c, \quad (17)
\]

where \( c \triangleq \sum_{k=1}^{K} \omega_k (\log_2(1 + \rho_k) - \rho_k - |\xi_k|^2 \sigma^2) \) is the integrated constant term. Removing the constant term \( c \) of reformulated objective function \( (17) \), the sub-problem of analog beamforming design can be expressed as

\[
\max_{\{F_{RF}\}_l} \quad f_o(F_{RF}) \\
\text{s.t.} \quad |F_{RF}(i,j)| = 1, \quad \forall l, i, j. \quad (18b)
\]

Although the transmit power constraints \((12c)\) are omitted in sub-problem \((18)\), it can be satisfied by digital beamforming design in the next subsection. There are two main difficulties to solve for sub-problem \((18)\). On the one hand, compared to the system with only one BS, \( L \) variables (i.e., \( F_{RF}, \forall l \)) are optimized in sub-problem \((18)\). On the other hand, the unit modulus constraint \((18b)\) is non-convex, which makes problem \((18)\) intractable.

To tackle the first issue, we attempt to vectorize the \( L \) analog beamforming matrices \( F_{RF}, \forall l \), and then combine them into an intermediate variable so that we can directly optimize the analog beamformer for all BSs instead of solving it for each BS individually. Next, we provide the detailed transformation and derivation. The analog beamformer \( F_{RF} \) are vectorized as \( \text{vec}(F_{RF}) \) for all \( L \) BSs and the objective function \( f_o(F_{RF}) \) can be rewritten as

\[
\tilde{f}_{a1}(\text{vec}(F_{RF})) = \sum_{l=1}^{L} 2\Re\{(\text{vec}(F_{RF}))^H \tilde{t}_l \} \\
- \sum_{l=1}^{L} (\text{vec}(F_{RF}))^H \tilde{T}_l \text{vec}(F_{RF}),\quad (19)
\]

where

\[
\tilde{t}_l \triangleq \sum_{k=1}^{K} \sqrt{\omega_k(1 + \rho_k)} \xi_k^L \alpha_{l,k} (I_{N_{RF}} \otimes h_{l,k}^H)^T f_{BB_{l,k}}, \quad (20a)
\]

\[
\tilde{T}_l \triangleq \sum_{k=1}^{K} \omega_k |\xi_k|^2 \sum_{j=1}^{K} \alpha_{l,j} (I_{N_{RF}} \otimes h_{l,j}^H)^T f_{BB_{l,j}} (I_{N_{RF}} \otimes h_{l,j}^H), \quad (20b)
\]

Secondly, benefit from vectorization, we use an intermediate variable \( f \in C^{LN_T N_{RF}} \) to combine \( L \) analog beamformer vectors \( \text{vec}(F_{RF}) \) in \( C^{LN_{RF}}, \forall l \). By introducing a transformation matrix \( \Xi, \forall l \), which has all zeros elements except for the identity matrix \( I_{N_{RF}} \) in the rows from \((l - 1) N_{RF} + 1 \) to \( lN_{RF} \), the transformation relationship between vectors \( \text{vec}(F_{RF}) \) and \( f \) can be expressed as

\[
\text{vec}(F_{RF}) = \Xi^H f,
\]

\[
f \triangleq [(\text{vec}(F_{RF}))^T, \ldots, (\text{vec}(F_{RF}))^T]^T. \quad (21)
\]

Then, we substitute equation \((21)\) into function \((19)\) and obtain a new function with respect to vector \( f \) as

\[
f_{a2}(f) = 2\Re\{f^H \nu \} - f^H W f, \quad (22)
\]

where we define two matrices \( \nu \triangleq \sum_{l=1}^{L} \Xi \tilde{t}_l \) and \( W \triangleq \sum_{l=1}^{L} \Xi \Xi^H \) for brevity. Hence, the original sub-problem \((18)\) can be recast as

\[
\min_{f} \quad \tilde{f}_{a2}(f) \quad (23a) \\
\text{s.t.} \quad |f(i)| = 1, \quad \forall i. \quad (23b)
\]

where \( \tilde{f}_{a2}(f) \triangleq -f_{a2}(f) \). Up to now, the first issue (i.e., \( L \) variables are optimized) has been tackled and only vector \( f \) is optimized in the new reformulated problem \((23)\).

Next, as for the designing of vector \( f \), the non-convex unit modulus constraint \((23b)\) makes the recast problem \((23)\) challenging, which is also the second difficulty that we mentioned before. We have reformulated the subproblem of analog beamformer design as a general complex-valued homogeneous quadratically constrained quadratic program (QCQP) problem, which can be solved by semidefinite relaxation (SDR) technique \([38]\). Due to the relaxation of rank-1 constraint, the obtained result of SDR is not an optimal solution in general. Meanwhile, the interior-point algorithm of SDR has a worst case complexity of \( O((LN_T N_{RF})^{4.5} \log(1/\epsilon)) \), wherein \( \epsilon > 0 \) is the solution accuracy \([38]\). Besides, the problem \((23)\) can also be tackled by elements-wise BCD method. As the number of antennas increases, the number of iterations increases significantly, which in turn leads to a slow convergence rate. Fortunately, the manifold algorithm is an effective approach to solve problem with this typical non-convex constraints \([7]\).

Therefore, in the following, we apply the conjugate gradient algorithm on the Riemannian manifold space (also referred to Riemannian conjugate gradient (RCG) algorithm) and propose the RCG-based analog beamformer design algorithm to solve sub-problem \((23)\).

Firstly, we consider constraint \((23b)\) as a \( (LN_T N_{RF}) \)-dimensional smooth Riemannian manifold

\[
M = \{ f \in C^{LN_T N_{RF}} : |f(i)| = 1, \forall i \}, \quad (24)
\]

and the corresponding tangent space is

\[
T_f M = \{ g \in C^{LN_T N_{RF}} : \Re\{g(i) \circ f(i)\} = 0, \forall i \}. \quad (25)
\]

To implement the conjugate gradient algorithm, we need the Euclidean gradient to determine the corresponding Riemannian gradient and the Euclidean gradient is

\[
\nabla \tilde{f}_{a2}(f) = (W + W^H)f - 2\nu. \quad (26)
\]

Moreover, we define the Riemannian gradient as the tangent vector \( \text{grad} f \tilde{f}_{a2}(f) \), which can be given by

\[
\text{grad} f \tilde{f}_{a2}(f) = \text{Proj}_f \{ \nabla \tilde{f}_{a2}(f) \},
\]

\[
= \nabla f_{a2}(f) - \Re\{\nabla \tilde{f}_{a2}(f) \circ f^* \} \circ f, \quad (27)
\]
Algorithm 1 RCG-based Analog Beamformer Algorithm

Input: \( L, N_T, N_{RF}, I_{max}, \epsilon_{\Omega}, \delta_{a2}(f), \mathbb{F} \in \mathcal{M} \).

Output: \( \mathbb{F}_{RF}^*, l = 1, \ldots, L \).

1: Initialize \( i = 0, d^0 = -\nabla \delta_{a2}(f^0) \).
2: while \( i < I_{max} \) and \( \epsilon \geq \epsilon_0 \) do
3: Calculate Riemannian gradient \( \nabla \delta_{a2}(f(i)) \) with (27).
4: Select Polak-Ribiere parameter \( \alpha(i) \).
5: Calculate search direction \( d(i) \) by (28).
6: Choose Armijo backtracking line search step size \( \beta(i) \).
7: Calculate \( f(i+1) \) by (29).
8: \( \epsilon = ||\nabla \delta_{a2}(f(i))||^2 \).
9: \( i = i + 1 \).
10: end while
11: Construct \( \mathbb{F}_{RF}^*, l = 1, \ldots, L \), by (30).

where \( \text{Proj}_M \{ \cdot \} \) denotes the orthogonal projection of \( \nabla \delta_{a2}(f) \) onto the tangent space \( T_f \mathcal{M} \). Then, we apply the fast linear search conjugate gradient algorithm into Riemannian space to optimize vector \( f \). Due to the characteristics of Riemannian space, the traditional linear search method of conjugate gradient algorithm cannot be directly applied to Riemannian space.  

In the \( i \)-th iteration, the search direction \( d(i) \) is calculated by the Riemannian gradient \( \nabla \delta_{a2}(f(i)) \) and the (\( i \))-th search direction \( d(i-1) \). Since these two vectors are located in different tangent spaces, they cannot be added together directly. Thus, the concept of vector transport is introduced to transport \( d(i-1) \) into the tangent space of Riemannian gradient \( \nabla \delta_{a2}(f(i)) \). Thus, the search direction in the \( i \)-th iteration can be determined as

\[
d(i) = -\nabla \delta_{a2}(f(i)) + a(i) d(i-1),
\]

where \( a(i) \) is Polak-Ribiere parameter \([39]\) and the subscript “\( i \)” denotes the vector transport operation. With the obtained search direction \( d(i) \) and retraction operation, the vector \( f \) of the \( i \)-th updating can be given by

\[
f(i) = \text{Ret}_f \{ f(i-1) + \beta(i) d(i) \},
\]

where \( \text{Ret}_f \{ \cdot \} \) represents the retraction operation and \( \beta(i) \) indicates the Armijo backtracking line search step size \([39]\).

With (28) and (29), the optimal solution of \( f^* \) can be optimized by the RCG-based analog beamformer design algorithm. Note that the convergency of RCG algorithm has been proved by Theorem 4.3.1 in \([40]\) and the computational complexity of obtaining the intermediate variable \( f \in \mathbb{C}^{L N_T N_{RF}} \) is approximated by \( O((L, N_T N_{RF})^{1.5}) \) \([40]\).

Lastly, the analog beamformer \( \mathbb{F}_{RF}^* \), \( \forall \ell \), for all \( L \) BSs can be selected and reconstructed from \( f^* \) through

\[
\mathbb{F}_{RF}^* = \text{reshape} \left( (f^* ((l-1) N + 1 : l N)) \right)^{\dagger}, \quad N_T, N_{RF}.
\]

where \( N \triangleq N_T N_{RF} \). In summary, the RCG-based analog beamformer design algorithm to obtain \( \mathbb{F}_{RF}^*, \forall \ell \), is summarized in Algorithm 1.

D. Digital Beamformer Design

In this subsection, we focus on the optimization of digital beamformer \( \{\mathbb{F}_{BB_{i,k}}\}_{\forall \ell, \forall k} \). When the other variables are optimized and held fixed, the sub-problem of digital beamforming design can be given by

\[
\begin{align*}
\max_{\{\mathbb{F}_{BB_{i,k}}\}_{\forall \ell, \forall k}} & f_d(\rho^*, \xi^*, \mathbb{F}_{RF}^*, \mathbb{F}_{BB_{i,k}}^*) \\
\text{s.t.} & \sum_{k=1}^{K} \text{Tr}(\alpha_{l,k} \mathbb{F}_{RF}^* H \mathbb{F}_{BB_{i,k}}^*) \leq P_{\text{max}}, \forall \ell,
\end{align*}
\]

where we define \( \mathbb{F}_{i}^* \triangleq (\mathbb{F}_{RF}^*)^H \mathbb{F}_{RF}^* \), \( \forall \ell \), for brevity. Similar to Sec. IV-C, we also first rewrite the objective function \( f_d(\rho^*, \xi^*, \mathbb{F}_{RF}^*, \mathbb{F}_{BB_{i,k}}^*) \) by removing the constant term. By defining matrices \( \mathbb{F}_{i} \triangleq \sum_{m=1}^{K} \xi_m \mathbb{F}_{RF}^* H \mathbb{F}_{BB_{i,k}}^* \) for all BSs, the new objective function is given by

\[
f_d(f_{BB_{i,k}}) = \sum_{l=1}^{L} \sum_{k=1}^{K} \omega_{l,k} \alpha_{l,k} \mathbb{F}_{BB_{i,k}}^* \mathbb{F}_{RF} \mathbb{F}_{BB_{i,k}}^* \mathbb{F}_{RF}^* h_{l,k}^H f_{BB_{i,k}} \]

Then, the sub-problem can be reformulated as

\[
\begin{align*}
\max_{\{\mathbb{F}_{BB_{i,k}}\}_{\forall \ell, \forall k}} & f_d(f_{BB_{i,k}}) \\
\text{s.t.} & \sum_{k=1}^{K} \text{Tr}(\alpha_{l,k} \mathbb{F}_{BB_{i,k}}^* \mathbb{F}_{BB_{i,k}}^*) \leq P_{\text{max}}, \forall \ell.
\end{align*}
\]

Since the matrices \( \mathbb{F}_{i} \), \( \forall \ell \), and \( \mathbb{F}_{i}^*, \forall \ell \), are all positive semidefinite, problem (33) can be solved by many toolboxes, e.g., CVX. In the following, we provide a better method by deriving the closed-form solution of digital beamformer with lower computational complexity. Based on Lagrange multiplier method, we first introduce \( L \) Lagrangian multipliers \( \beta_{\ell} \geq 0, \forall \ell \), for each BS to substitute the transmit power constraints (33) into the objective function (33) and then the Lagrangian function can be given by

\[
\psi(f_{BB_{i,k}}) = \sum_{l=1}^{L} \sum_{k=1}^{K} \omega_{l,k} \alpha_{l,k} \mathbb{F}_{BB_{i,k}}^* \mathbb{F}_{RF} \mathbb{F}_{BB_{i,k}}^* \mathbb{F}_{RF}^* h_{l,k} + \sum_{l=1}^{L} \beta_{l} \text{Tr}(\alpha_{l,k} \mathbb{F}_{BB_{i,k}}^* \mathbb{F}_{BB_{i,k}}^*) - P_{\text{max}}
\]

Function (34) is a concave function of variables \( \{f_{BB_{i,k}}\}_{\forall \ell, \forall k} \) and the closed-form solution can be obtained by setting \( \partial \psi / \partial f_{BB_{i,k}} \) to zero

\[
f_{BB_{i,k}}^* (\beta_{l}) = \left( \omega_{l,k} \alpha_{l,k} \mathbb{F}_{RF} \mathbb{F}_{RF}^* \mathbb{F}_{BB_{i,k}}^* \mathbb{F}_{BB_{i,k}}^* \right)^{\dagger} \sqrt{\omega_{l,k} \alpha_{l,k} \mathbb{F}_{RF} \mathbb{F}_{RF}^* \mathbb{F}_{BB_{i,k}}^* \mathbb{F}_{BB_{i,k}}^*} h_{l,k},
\]

where \( (\cdot)^{\dagger} \) is the matrix pseudoinverse. Considering the power constraints of all BSs, the optimal \( \beta_{l} \) satisfies

\[
\sum_{k=1}^{K} \text{Tr}(\alpha_{l,k} f_{BB_{i,k}}^* (\beta_{l}) H f_{BB_{i,k}}^* (\beta_{l})) - P_{\text{max}} = 0.
\]
Algorithm 2 Hybrid Beamforming Design Algorithm for Fully Connected Architecture

Input: $L, N_T, N_{RF}, K, \{a_{l,k}, h_{l,k}\}_{\forall l, k}$.
Output: $(\mathbf{F}_{RF}, \mathbf{f}_{BB_{l,k}})_{\forall l, k}$.

1. Initialize $(\mathbf{F}_{RF}, \mathbf{f}_{BB_{l,k}})_{\forall l, k}$.
2. repeat
3. Calculate $\rho^*$ with (15).
4. Calculate $\xi^*$ with (16).
5. Calculate $\mathbf{F}_{RF}, \forall l$, with Algorithm 1;
6. Calculate $\mathbf{f}_{BB_{l,k}}, \forall l, \forall k$, with (35);
7. until convergence condition is met.
8. Obtain $\mathbf{F}_{RF}$ and $\mathbf{f}_{BB_{l,k}}, \forall l, \forall k$.

As for the speed of convergence, the total computational complexity of Algorithm 2 is approximated by $O(\sum_{l=1}^{L} (I_a L K^2 N_T N_{RF} + (L N_T N_{RF})^{1.5} + I_a L K N_T N_{RF}^2 + I_a L K N_{RF}^3))$, wherein $I_a$ and $I_b$ represent the iterations of bisection search method and the required number of iterations for the algorithm convergence, respectively. Hence, two factors mainly affect the speed of convergence, i.e., the solution accuracy of Algorithm 2 and the related updating factors, e.g., the Armijo backtracking line search step size $b$ in Algorithm 1. Fortunately, the overall computational complexity of Algorithm 1 is approximately $O((L N_T N_{RF})^{1.5})$, which is an efficient approach. Hence, the convergence speed of our proposed algorithm is acceptable with the reasonable solution accuracy.

V. HYBRID BEAMFORMING DESIGN FOR SUBARRAY ARCHITECTURE

In this section, we extend the proposed hybrid beamforming design algorithm into subarray architecture (i.e., fixed subarray in Sec. V-A and dynamic subarray in Sec. V-B) to explore the EE performance of the cooperative mmWave massive MIMO system. Motivated by the properties of block diagonal matrix, we first propose a heuristic algorithm to design the analog beamformer for fixed subarray architecture. Then, K-means based antenna design algorithm is proposed for the dynamic subarray architecture.

A. Fixed SubArray Architecture

Although the fully connected architecture has the potential of obtaining full beamforming gain for each RF chain, the required hardware cost and power consumption are still high for large-scale antenna arrays. Thus, the fixed subarray architecture is introduced as an alternative architecture to implement the hybrid beamforming with reduced hardware cost and lower power consumption. In this subsection, we extend the proposed hybrid beamforming design algorithm into the fixed subarray architecture with $N_T$ antennas and $N_{RF}$ RF chains. In the fixed subarray architecture, each RF chain only connects to a non-overlapping fixed subarray and the number of antennas per subarray is fixed as $N_{T_{fix}} = N_T / N_{RF}$. Thus, the analog beamformer $\mathbf{f}^{FS}_{RF_l}$ of the $l$-th BS can be expressed as a block diagonal matrix

$$
\mathbf{F}^{FS}_{RF_l} = \begin{bmatrix}
\mathbf{f}^{FS}_{RF_{l,1}} & 0 & \cdots & 0 \\
0 & \mathbf{f}^{FS}_{RF_{l,2}} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \mathbf{f}^{FS}_{RF_{l,N_{RF}}}
\end{bmatrix}, \forall l,
$$

where $\mathbf{f}^{FS}_{RF_{l,r}} \in \mathbb{C}^{N_{T_{fix}}, l=1, \ldots, L, r=1, \ldots, N_{RF}}$, is the analog beamformer vector associated with the $r$-th RF chain in the $l$-th BS.

In the following, we adopt the same idea proposed in Sec. IV-C to optimize the analog beamformer for fixed subarray architecture and the vectorization operation is the key step. Benefit from the properties of block diagonal matrix, matrices $\mathbf{F}^{FS}_{RF_l}, \forall l$, contain many zero elements, that is, elements that do not need to be optimized. Thus, we first extract the non-zero...
elements from matrices $\mathbf{F}_{RF_1}^{fs} \in \mathbb{C}^{N_T \times N_{Rf}}$, $\forall l$, by defining $L$ auxiliary vectors $\mathbf{f}_l^{fs} \in \mathbb{C}^{N_T}$, $\forall l$, as

$$
\mathbf{f}_l^{fs} = \left( (\mathbf{f}^{fs}_{RF_1})^* , \ldots , (\mathbf{f}^{fs}_{RF_{N_{Rf}}})^* \right)^T \in \mathbb{C}^{N_T}.
$$

(38)

Compared with the variables in function $f_s(\text{vec}(\mathbf{F}_{RF_1}^{fs}))$ [19], the auxiliary vector $\mathbf{f}_l^{fs}$ is actually part of $\text{vec}(\mathbf{F}_{RF_1}^{fs})$, $\forall l$. Similarly, based on the reformulated function [19], we also choose useful information from the introduced variables $\mathbf{t}_l, \forall l$, and $\mathbf{T}_l, \forall l$, which can be given by

$$
\mathbf{t}_l^{fs} \triangleq \hat{\mathbf{E}} \mathbf{t}_l, \\
\mathbf{T}_l^{fs} \triangleq \hat{\mathbf{E}} \mathbf{T}_l \hat{\mathbf{E}}^H,
$$

(39a)

(39b)

where $\hat{\mathbf{E}} \in \mathbb{R}^{N_T \times N_T \times N_{Rf}}$ is the selection matrix. The submatrices $\hat{\mathbf{E}}(:,:(r-1)N_T+1:rN_T), r = 1, \ldots , N_{Rf},$ have all zeros except for the identity matrix $\mathbf{I}_{N_T}$ in the rows from $(r-1)N_{Sub}+1$ to $rN_{Sub}, \forall r$. Similar to Sec. IV-C, by introducing a transformation matrix $\Xi$, for each BS and an intermediate vector $\mathbf{f}_s^{fs} \triangleq [(\mathbf{f}_s^{fs})^T, \ldots , (\mathbf{f}_s^{fs})^T] \in \mathbb{C}^{N_T},$ we can rewrite the objective function of analog beamforming design for fixed subarray architecture as

$$
f_s(\mathbf{f}_s^{fs}) = 2\mathbb{R}\left\{ (\mathbf{f}_s)^H \mathbf{v}_s^{fs} - (\mathbf{f}_s)^H \mathbf{W}_s^{fs} \mathbf{f}_s^{fs} \right\},
$$

(40)

where two matrices are defined as $\mathbf{v}_s^{fs} \triangleq \sum_{l=1}^L \mathbf{t}_l^{fs}$ and $\mathbf{W}_s^{fs} \triangleq \sum_{l=1}^L \mathbf{t}_l^{fs} \mathbf{T}_l^{fs} \hat{\mathbf{E}}^H$ for brevity. Hence, the sub-problem of analog beamformer design for fixed subarray architecture can be expressed as

$$
\min_{\mathbf{f}_s^{fs}} f_s(\mathbf{f}_s^{fs}) \\
\text{s.t. } f_s(\mathbf{f}_s^{fs})(i) = 1, \forall i.
$$

(41a)

(41b)

With RCG-based analog beamformer algorithm in Algorithm 1, the intermediate vector $\mathbf{f}_s^{fs}$ can be easily obtained. Finally, the analog beamformer $\mathbf{F}_{RF_1}^{fs}, \forall l$, for fixed subarray architecture can be selected and reconstructed from $\mathbf{f}_s^{fs}$ through

$$
\mathbf{f}_l^{fs} = \left( (\mathbf{f}_s^{fs})((l-1)N_T+1:lN_T) \right)^*,
$$

(42a)

$$
\mathbf{f}_{l,r}^{fs} = \mathbf{f}_l^{fs}((r-1)N_{Sub}+1:rN_{Sub}),
$$

(42b)

$$
\mathbf{F}_{RF_1}^{fs} = \text{blkdiag}(\mathbf{f}_{RF_1}^{fs}, \ldots , \mathbf{f}_{RF_{N_{Rf}}}^{fs}).
$$

(42c)

B. Dynamic SubArray Architecture

Unlike the fixed subarray architecture, the dynamic subarray architecture has higher degrees of freedom (DoF) on the hybrid beamforming design and can improve EE performance in mmWave massive MIMO systems. In this section, we consider the hybrid beamforming design for dynamic subarray architecture. Let $\mathcal{S}_{l,q}$ be the set of antenna elements, which are connected to the $q$-th RF chain of the $l$-th BS, $q = 1, \ldots , N_{Rf}$, $l = 1, \ldots , L$. The antenna elements in each set $\mathcal{S}_{l,q}$ will be dynamically designed to construct a subarray.

Taking hardware constraints of dynamic subarray architecture into account, when the introduced variables $p, \xi$, and digital beamformer $\{\mathbf{f}_{BB_{v,l}}\}_{v,l,\forall k}$ are fixed, the sub-problem of analog beamformer for dynamic subarray architecture is

$$
\max_{\{\mathbf{F}_{RF_1}^{fs}\}_{v,l}} f_s(\mathbf{F}_{RF_1}^{fs}) \\
\text{s.t. } ||\mathbf{F}_{RF_1}^{fs}(i,:)||_0 = 1, \forall l, i, \\
||\mathbf{F}_{RF_1}^{fs}(i,q)|| \in \{0,1\}, \forall l, i, q.
$$

(43a)

(43b)

(43c)

where (43b) indicates that each antenna element is connected to only one RF chain, (43c) is the constant modulus constraint of PSs, and analog beamformer has the form of $\mathbf{F}_{RF_1}^{fs} \triangleq [\mathbf{f}_{RF_1,s_1}, \ldots , \mathbf{f}_{RF_1,s_{N_{Rf}}}].$ To be specific, if the $i$-th antenna element is connected to the $q$-th RF chain of BS-$l$, i.e., the $i$-th antenna belongs to set $\mathcal{S}_{l,q}$, then $[\mathbf{F}_{RF_1}^{fs}(i,q)] = 1$; otherwise, $[\mathbf{F}_{RF_1}^{fs}(i,q)] = 0$. In order to indicate the matching between RF chains and antenna elements, we define $L$ binary matrices $\mathbf{V}_l$ for all BSs as

$$
\mathbf{V}_l = [\mathbf{v}_{\mathcal{S}_{1,l}}, \ldots , \mathbf{v}_{\mathcal{S}_{N_{Rf},l}}],
$$

(44)

where $\mathbf{v}_{\mathcal{S}_{l,q}} \in \{0,1\}^{N_r}, l = 1, \ldots , L, \ q = 1, \ldots , N_{Rf}$. If the $i$-th antenna element belongs to set $\mathcal{S}_{l,q}$, $\mathbf{v}_{\mathcal{S}_{l,q}}(i) = 1$; otherwise, $\mathbf{v}_{\mathcal{S}_{l,q}}(i) = 0$. Then, the analog beamformer $\{\mathbf{F}_{RF_1}^{fs}\}_{v,l}$ can be rewritten as:

$$
\tilde{\mathbf{F}}_{RF_1}^{fs} = \mathbf{F}_{RF_1}^{fs} \odot \mathbf{V}_l.
$$

(45)

Thus, problem (43b) can be transformed into

$$
\max_{\{\mathbf{F}_{RF_1}^{fs}\}_{v,l}} f_s(\tilde{\mathbf{F}}_{RF_1}^{fs}) \\
\text{s.t. } ||\mathbf{V}_l(i,:)||_0 = 1, \forall l, i, \\
||\mathbf{F}_{RF_1}^{fs}(i,q)|| = 1, \forall l, i, q.
$$

(46a)

(46b)

(46c)

However, problem (46b) is still an intractable problem due to the $l_0$-norm constraint on the binary matrices $\mathbf{V}_l, l = 1, \ldots , L$. In an effort to obtain a suitable solution, we propose a two-step sub-optimal solution to optimize problem (46b) by dividing the original problem into two sub-problems: i) Analog beamforming design; ii) Binary matrices calculation.

As for the analog beamforming design sub-problem, we can consider it as a similar problem in Sec. IV-C and then obtain the analog beamformer $\{\mathbf{F}_{RF_1}^{fs}\}_{v,l}$ by the RCG-based analog beamforming design algorithm. For the binary matrices calculation, we observe that the design of $\mathbf{V}_l, l = 1, \ldots , L$, is equivalent to optimizing the connection between RF chains and antenna elements, i.e., the antenna cluster sets $\{\mathcal{S}_{l,q}\}_{q=1}^{N_{Rf}}$ for the $l$-th BS. This observation motivates us to transform the sub-problem of $\mathbf{V}_l, l = 1, \ldots , L$, into an antenna grouping problem, which optimizes the antenna cluster sets $\{\mathcal{S}_{l,q}\}_{q=1}^{N_{Rf}}$ for all BSs.

Then, in order to group antennas into different clusters, we need to define a performance metric that distinguishes the correlation between antennas. The stronger correlation, the more likely the antenna elements are to be assigned to the same antenna group. Fortunately, the Minkowski distance (i.e., $||\mathbf{x}_i - \mathbf{x}_j||_p$) is the definition of a group of distances and widely used for dynamic subarray design in literatures, such as [12], [13]. Specifically, when $p = 2$, the Minkowski distance is equivalent to the Euclidean distance. Actually, all of these variants of Minkowski distance can be selected as
the performance metric for antenna grouping algorithm. In order to ensure the fairness of algorithm comparison, we use Minkowski $l_2$-norm [12] as a new equivalent metric to solve the grouping problem, which can be expressed as

$$\zeta(R_{S_{i,q}}) = \frac{1}{|S_{i,q}|} \sum_{i \in S_{i,q}} \sum_{j \in S_{i,q}} |R_{S_{i,q}}(i,j)|, \quad (47)$$

where $R_{S_{i,q}} \triangleq f_{RF_{i,q}}(f_{RF_{i,q}})^H \in \mathbb{C}^{N_{RF} \times N_{RF}}$. The Minkowski $l_2$-norm can be interpreted as the correlation between antenna elements in set $S_{i,q}$. The stronger correlation, the more likely the antenna elements are to be assigned to the same antenna group. Similarly, we also define the correlation between the different groups as

$$\zeta(S_{i,j}) = \frac{1}{|S_{i,j}|} \sum_{m \in S_{i,j}} \sum_{n \in S_{i,j}} |R_l(m,n)|, \quad (48)$$

where $R_l \triangleq F_{RF_{i,q}}^H (F_{RF_{j,q}})^H$. Hence, the dynamic subarray sub-problem of antenna grouping is reformulated as

$$\max_{\{S_{i,q}\}} \sum_{l=1}^{L} \sum_{q=1}^{N_{RF}} \zeta(R_{S_{i,q}}) \quad (49a)$$

subject to

$$\bigcup_{q=1}^{N_{RF}} S_{i,q} = \{1, \ldots, N_T\}, \forall l, \quad (49b)$$

$$S_{i,j} \cap S_{i,j} = \emptyset, \forall l, i \neq j, \quad (49c)$$

$$S_{i,q} \neq \emptyset, \forall l, q. \quad (49d)$$

The optimization of (49) is a combinatorial problem, which can be solved by exhaustive search algorithm with high computational complexity. The large-scale antenna arrays, often used in mmWave massive MIMO systems, will make the exhaustive search algorithm unaffordable. To reduce the computational complexity, we propose a low-complexity K-means based antenna design algorithm. Benefit from the K-means clustering algorithm in [41], problem (49) can be deemed as a classification problem, which needs to classify $N_T$ antennas to $N_{RF}$ groups for each BS. Thus, based on the formula (47) and (48), we propose K-means based antenna design algorithm to cluster the antennas into different subarrays connected to the corresponding RF chains. The whole antenna grouping process is summarized in Algorithm 3. In the following, we provide a brief computational complexity analysis for the proposed K-means based antenna design algorithm. As shown in Algorithm 3, the calculation of equivalent metric $R_l$ requires $O(N_{RF}^2 N_{RF})$ operations; and then the computational complexity of grouping the antennas is approximately at most $O(I_c N_T N_{RF})$, where the parameter $I_c$ is the iterations of grouping each antenna element into clusters. Meanwhile, the antenna elements of all $L$ BSs need to be grouped. Hence, the total computational complexity of Algorithm 3 is approximated by $O(L N_T^2 N_{RF})$.

Besides, it is of great interest to explore more advanced K-means algorithms, such as K-means++, to tackle the antenna grouping problem in future studies. After obtaining the antenna groups $S_{i,q}$, $\forall l, \forall q$, the binary matrices $V_l$, $\forall l$, is obtained by (44) and then the sub-optimal solution of analog beamformer $\{f_{RF_{i,q}}\}^V_l$ can be updated by (45). Finally, the digital beamformer $\{f_{BB_{i,q}}\}^V_l, \forall l, \forall k$ are calculated by the same algorithm proposed in Sec. IV-D.

VI. Simulation Results

In this section, the achievable weighted sum-rate performance and EE performance of proposed algorithms for three typical antenna array architectures are provided through many extensive simulation results. We consider that $L = 3$ BSs and $K = 9$ single-antenna users are distributed over an area randomly. $N_T = 48$ antennas and $N_{RF} = 3$ RF chains are connected to each BS. We assume that all users have the same priority (i.e., $\omega_k = 1, \forall k$) to assure the fairness among $K$ users. For all simulations, the complex gain $\nu_n$ is generated by a complex Gaussian distribution $\nu_n \sim \mathcal{C}\mathcal{N}(0, 10^{-0.1c})$. The other parameters are setting as follows: $\kappa = \kappa_a + 10\log_{10}(d) + \kappa_c$, $\kappa_a \sim \mathcal{C}\mathcal{N}(0, \sigma^2_a)$, $\kappa_a = 32$, $\kappa_c = 2$, $\sigma_c = 8.75 \text{dB}$, and the variance of noise $\sigma^2_k, \forall k$, is $-20 \text{dBm}$. All simulation results are based on over $10^4$ channel generations.

A. Convergence behavior

In Fig. 4 we first show the convergence of proposed algorithms with different system scenarios by plotting the weighted achievable sum-rate versus the number of iterations, where the transmit power is fixed at $P_{max} = 20 \text{ dB}$. For the sake of illustration, we label the fully connected architecture as “FC”, the fixed subarray architecture as “FS”, and the dynamic subarray architecture as “DS”, respectively. Simulation results in Fig. 4 indicate that the convergence of proposed algorithms is fast. The weighted achievable sum-rate of proposed algorithms gradually increases with the increasing number of iterations and converges to a stationary point within about seven iterations.

B. Sum-Rate Performance

Next, we compare the weighted achievable sum-rate performance of different hybrid beamforming optimization algorithms for various system parameters. In order to better verify the effectiveness of proposed algorithms, we consider the following algorithms for comparison:

Algorithm 3 K-means based Antenna Design Algorithm

Input: $\{F_{RF_{i,q}}\}_V_l$, $S_0 = \{1, \ldots, N_T\}$, $\text{Iter}$. Output: $\{S_{i,q}\}_{l=1}^{L}$, $\forall l$.

1: for $l = \{1, L\}$ do
2: Calculate equivalent metric $R_l = F_{RF_{l,q}}^H (F_{RF_{l,q}})^H$.
3: Choose $N_{RF}$ initial cluster centers randomly and define centroid set as $S_C$, initialize $\text{Iter} = 1$.
4: repeat
5: Group each antenna element into group $\{S_l\}_{l=1}^{N_{RF}}$.
6: Batch update:
7: for $i = \{N_l - S_C\}$ do
8: $j = \arg \max \zeta(i, S_l)$;
9: $S_l \leftarrow S_l \cup \{i\}$;
10: $S_0 \leftarrow S_0 \setminus i$;
11: end for
12: Compute average mutual information of each cluster to obtain $N_{RF}$ new cluster centers and update $S_C$.
13: $\text{Iter} = \text{Iter} + 1$
14: until $\{S_l\}_{l=1}^{N_{RF}}$ does not change or $\text{Iter} \geq \text{Iter}_c$.
15: Update $\{S_{l,q}\}_{l=1}^{N_{RF}} := \{S_l\}_{l=1}^{N_{RF}}$.
16: end for
Fig. 4. Achievable sum-rate versus number of iterations (a): $L = 3$, $K = 9$, $N_{RF} = 3$, $N_T = 48$, $P_{\text{max}} = 20$ dB; (b): $L = 4$, $K = 8$, $N_{RF} = 2$, $N_T = 32$, $P_{\text{max}} = 20$ dB.

Fig. 5. Achievable sum-rate versus transmit power ($L = 3$, $K = 9$, $N_{RF} = 3$, $N_T = 48$).

Fig. 6. Achievable sum-rate versus number of antennas ($L = 3$, $K = 9$, $N_{RF} = 3$, $P_{\text{max}} = 20$ dB).

Fig. 7. Achievable sum-rate versus number of RF chains/ Users ($L = 3$, $N_T = 48$, $P_{\text{max}} = 20$ dB).

- **FD**: Fully digital beamformer is obtained by the method proposed in Sec. IV-D.
- **FC, SDR** [28]: In this case, each RF chain connects all antenna elements with a fully connected architecture. Jointly design the user association scheme and analog beamformer with pre-defined codebook which has $N_c = 64$ beamforming vectors that can be selected. Then, the digital beamforming vectors are solved by the SDR technique.
- **FS, SDR** [28]: Similar to the “FC, SDR” algorithm, this algorithm considers the fixed subarray architecture and performs the hybrid beamforming with pre-defined codebook and SDR technique.
- **DS, S-AHC** [13]: Considering hybrid beamforming design with the dynamic subarray architecture, the analog beamformer is designed by shared agglomerative hierarchical clustering (S-AHC) algorithm in [13].

In Fig. 5 we plot the sum-rate performance versus transmit power $P_{\text{max}}$. We can observe that the proposed algorithm with fully connected architecture has a satisfactory performance that close to the “FD” scheme with the increasing transmit power. It also shows the great advantages of fully connected hybrid beamforming architecture than other architectures. Furthermore, the proposed algorithm for the dynamic subarray architecture and fixed subarray architecture outperform the “DS, S-AHC” and “FS, SDR” algorithms, respectively. The results in Fig. 5 further indicate that the dynamic subarray hybrid beamforming architecture can obtain satisfactory performance while reducing hardware complexity.

Fig. 6 indicates the sum-rate performance as a function of the number of antennas $N_T$. In this case, we fix the transmit power at $P_{\text{max}} = 20$ dB. The results in Fig. 6 show that the achievable sum-rate increases with the increasing number of transmit antennas and the advantages of proposed algorithms are gradually prominent with the increasing of antennas compared with other algorithms. When the number of antennas is more than $N_T = 78$, the performance of “DS, Proposed” algorithm is even better than that of “FC, SDR” algorithm, which demonstrates the advantages of dynamic subarray hybrid beamforming architecture with large-scale antenna arrays.

Fig. 7 illustrates the sum-rate performance against the number of RF chains/users $N_{RF}/K$, which can be regarded as the sum-rate performance evaluation in denser scenarios. In this case, the number of users served by each BS is equal.
to the number of RF chains and the number of antennas is fixed at $N_T = 48$. Fig. 7 further confirms the performance of proposed user association and hybrid beamforming algorithm with different RF chains/users and the proposed algorithm can still achieve satisfactory performance even in dense scenarios. With larger number of RF chains/users, each user is served by fewer antennas so that the performance gap between fully connected architecture and subarray architecture becomes larger, which illustrates the fact that when the number of antennas $N_T$ per BS is fixed, the performance of the proposed algorithm with dynamic subarray architecture will be limited as the number of RF chains/users increases.

C. EE Performance

In order to verify the trade-off between sum-rate performance and energy consumption with various hybrid beamforming architectures, we evaluate the EE performance of proposed algorithms, which is defined as

$$\eta = \frac{R_{\text{sum}}}{P_{\text{tot}}},$$

(50)

where the unit of $\eta$ is b/s/Hz/W, $R_{\text{sum}}$ and $P_{\text{tot}}$ are the sum of weighted achievable rate of all users and the total power consumption of all BSs, respectively. Then, the total power consumption $P_{\text{tot}}$ of various antenna architectures can be commonly defined as

$$P_{\text{tot}} = L(P_{\text{max}} + P_{\text{BB}} + P_{\text{HW}}),$$

(51)

where $L$ is the number of BSs, $P_{\text{max}}$ is the maximum transmit power for each BS, $P_{\text{BB}}$ and $P_{\text{HW}}$ are the powers consumed by the baseband processor and the hardware circuits (i.e., RF chains, phase shifters, and switches), respectively. For different antenna architectures, the hardware capacities power consumption $P_{\text{HW}}$ are given by

$$P_{\text{HW}}^{\text{FD}} = N_T P_{\text{RF}},$$

(52a)

$$P_{\text{HW}}^{\text{FC}} = N_T P_{\text{RF}} + N_T N_R P_{\text{PS}},$$

(52b)

$$P_{\text{HW}}^{\text{FS}} = N_T P_{\text{RF}} + N_T P_{\text{PS}},$$

(52c)

$$P_{\text{HW}}^{\text{DS}} = N_T P_{\text{RF}} + N_T P_{\text{PS}} + N_T P_{\text{SW}},$$

(52d)

where $P_{\text{PS}}$ and $P_{\text{SW}}$ are the energy consumed by a phase shifter and a switch, respectively. In this simulation subsection, the setting of power parameters in practical mmWave massive MIMO systems are given in Table I.

Next, Fig. 9 demonstrates the EE performance with respect to the number of antennas $N_T$. With the increasing number of antennas, the “FD” scheme requires a larger number of RF chains, which causes much higher power consumption than other architectures. Therefore, the EE performance of the “FD” scheme is worst and has a decreasing trend with the increasing number of antennas. Moreover, the fully connected hybrid beamforming architecture enjoys a higher EE performance with fewer antennas. Owing to the use of fewer phase shifters and relatively energy-saving switches, the fixed subarray and dynamic subarray architectures are more energy efficient with the large-scale antenna arrays.

Finally, Fig. 10 represents the EE performance versus the number of RF chains and users. The similar conclusion can be
drawn from Fig. 10 that the dynamic subarray hybrid beamforming architecture is vital and meaningful to reduce energy consumption for mmWave MIMO communications. The “FC, Proposed” scheme maintains a higher EE performance when the RF chains/users is less than 12, since fewer RF chains are required but with high sum-rate performance.

VII. CONCLUSIONS

In this paper, we proposed effective algorithms to solve the design of user association and hybrid beamforming for cooperative mmWave MIMO systems. Aiming at maximizing the weighted sum-rate performance of the considered system, we divided the original problem into user association design and hybrid beamforming design sub-problems. To be specific, the user association was designed by an equivalent problem and then an alternating maximization algorithm was proposed to iteratively optimize the analog and digital beamformer. In order to reduce the hardware complexity, the algorithms were extended to design the hybrid beamformer with fixed subarray and dynamic subarray architectures, respectively. The extensive simulation results have verified and confirmed the effectiveness of our proposed hybrid beamforming design algorithms in terms of both sum-rate performance and EE performance. In our future work, more complex and comprehensive constraints (e.g., quality of service constraints), less signaling overhead algorithms (e.g., distributed beamforming), more innovative architectures (e.g., cell-free networks), and more complete designing (e.g., jointly design of hybrid beamformer and combiner) will be studied as the extended research directions.
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