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In wind tunnel tests, the cantilever sting is usually used to support aircraft models because of its simple structure and low aerodynamic interference. However, in some special conditions, big-amplitude and low-frequency vibration would occur easily on the model not only in the pitch direction but also in the yaw direction, resulting in inaccurate data and even damage of the supporting structure. In this paper, aiming at suppressing the vibration in pitch and yaw plane, a multidimensional system identification and active vibration control system on the basis of piezoelectric actuators is established. A vibration monitoring method based on the strain-displacement transformation (SDT) matrix is proposed, which can transform strain signals into vibration displacements. The system identification based on chirp-Z transform (CZT) is applied to improve the adaptability and precision of the building process for the system model. After that, the hardware platform as well as the software control system based on the classical proportional-derivative (PD) algorithm is built. A series of experiments are carried out, and the results show the exactness of the vibration monitoring method. The system identification process is completed, and the controller is designed. Vibration control experiments verify the effectiveness of the controller, and the results indicate that vibrations in pitch and yaw directions are attenuated apparently. The spectrum power is reduced over 14.8 dB/Hz, which prove that the multidimensional identification and active vibration control system has the capability to decline vibration from different directions.

1. Introduction

Wind tunnel tests, through which precise aerodynamic characteristics and accurate experimental data of the model can be obtained, play an important role in designing the structure of spacecraft or aircraft [1]. In order to reduce the aerodynamic interference around wind tunnel models, a long cantilever sting is widely used to support the model. However, the cantilever sting is intended from 3 to 5 times longer than the test model, which suggests its inherent low structural damping [2]. When the aircraft model sweeps to large angle-of-attack, vibration would occur easily on the model both in pitch and yaw directions, which is harmful for the experimental data [3]. Therefore, aiming at suppressing the vibration, many scholars have tried different control methods.

Generally, there are two kinds of vibration control methods, namely, passive methods and active methods. In 1968, Igoe and Capone [4] first proposed the passive control method using a tuned damped vibration absorber installed on the model. Then, multiple tuned mass dampers [5] and viscoelastic shear lap dampers [6] were also adopted in engineering. However, these absorbers need to be tuned specifically, which means they have low compatibility and cannot adapt to all experimental conditions. With the swift development of smart materials and structures, more and more active vibration methods have been discussed all over the world. In autumn 1994, Fehren [7] performed the first successful experiment using an active antivibration system (AVS) being excited by piezoceramic elements. Based on this system, a series of tests were carried out in Europe transonic wind tunnel (ETW) [8, 9]. The results show that although the
structure can work at high pressure and cryogenic temperatures, its vibration control effect is only approximately 60% and the ability to suppress high-amplitude vibrations is poor. Meanwhile, many research studies on active vibration control have been investigated at the NASA Langley Research Center National Transonic Facility (NTF). In 2007, Balakrishna et al. [10] designed a sting damper by use of piezoceramic actuator cluster and wind tunnel tests showing that large vibrations can be reduced typically and attenuation of mode response amplitudes has also been realized. Depending on the closed loop control system, an average peak attenuation of about 10 dB and vibration attenuation of about 5 dB were gained by changing the piezoelectric configuration [11]. Acheson and Balakrishna [12] conducted many active control experiments on the common research model (CRM) at the NTF, and large sets of data showed that active damping does not negatively affect aerodynamic coefficient data, which makes a good case for widespread implementation of active damping in transonic testing. Moreover, test data from CRM wind tunnel evaluation [13] showed that the NTF designed piezoactive damper has overcome sting divergent oscillations and has permitted a bigger angle-of-attack at low temperatures, although the vibration of the model can be attenuated, the performance and functionality of active controllers depend on control algorithms [14]. Shen et al. [2, 15–18] used the classical PD algorithm, linear quadratic regulator (LQR) optimal control algorithm, and other algorithms aiming at controlling the vibration of the wind tunnel aircraft model in the pitch direction. The experiments suppressed over 90% of the vibration amplitude, and the power spectrum density (PSD) was reduced at least 26 dB/Hz. Liu et al. [3, 19] applied a root mean square (RMS) evaluation method, and the results indicate that the damping ratio is improved more than 4 times.

Up to now, the research on vibration control has made great progress. However, there are still some problems that need to be solved. Currently, there are two main sensing processes used to measure the vibration signals, namely, the use of accelerometers and test balances. Accelerometers need to be embedded in the model or attached to the surface of the model, which will destroy the structure of the model or the aerodynamic layout of the surface, sometimes resulting in inaccurate experimental data. The test balance is mainly composed of elastic element, resistance strain gauge, and measuring circuit. In the wind tunnel experiment, the balance bears the aerodynamic load acting on the model and transmits it to the support system. However, the balance is generally installed at the tip of the sting, which means it cannot measure the maximum strain. The traditional calculation of motion equations of the system has also certain disadvantages. Many unexpected factors like the level of noise or subtle misalignment during assembly can have a great impact on the establishment of system models and transfer functions. Sometimes, changing a model may result in different terms in the equation, which brings difficulties and inconvenience to the setting of control parameters. Last but not least, most studies have only suppressed the vibration in the pitch direction. Due to lack of a precise vibration monitoring method and suitable vibration control system, multidimensional vibration control is explored little. However, for circular symmetric wind tunnel models such as missiles, the vibration is not only just in the pitch direction but also in the yaw direction under certain circumstances, which is also one aspect that must be taken into account. In this paper, to suppress the vibration from pitch and yaw directions, a multidimensional system identification and active vibration control system on the basis of piezoelectric actuators is established.

The remainder of this article is organized as follows. In Section 2, a vibration monitoring method based on SDT matrix is proposed, through which the position of the sensor can be optimized to accurately measure the displacement of vibration in pitch and yaw directions. Section 3 presents the multidimensional system identification based on CZT to improve the adaptability and precision of the system model building process. In Section 4, the hardware platform and the real-time software control system of the wind tunnel sting model is built. The exactness of the vibration monitoring method and system identification process is proved, and the first-order vibration in pitch and yaw directions is finally attenuated apparently. Section 5 summarizes the paper.

2. Modeling of the Sting and the Vibration Monitoring Method

The support structure used in wind tunnel experiments is generally composed of a long cantilever sting, a test balance, several piezoelectric stacks, and bolts for connection (Figure 1). The aircraft model is assembled at the tip of the sting, which is exposed to wide frequency aerodynamic load during the tests. The load arouses dynamic bending in both pitch and yaw planes, while restoring moment should be generated by the piezoelectric stack installed at the bottom of the sting to offset the effect of loading moment. The system can be considered as a mass-spring system, and the vibration equation can be expressed as

\[ M \ddot{X} + C \dot{X} + KX = F, \]

where \( M, C, K, \) and \( F \) are the modal mass matrix, damping matrix, stiffness matrix, and force vector of the aerodynamic load. These matrices are expressed as

\[
\begin{align*}
X &= \begin{bmatrix} d_x \\ d_y \\ d_z \end{bmatrix}, \\
M &= \begin{bmatrix} M_x & 0 & 0 \\ 0 & M_y & 0 \\ 0 & 0 & M_z \end{bmatrix}, \\
K &= \begin{bmatrix} K_x & 0 & 0 \\ 0 & K_y & 0 \\ 0 & 0 & K_z \end{bmatrix}, \\
C &= \begin{bmatrix} C_x & 0 & 0 \\ 0 & C_y & 0 \\ 0 & 0 & C_z \end{bmatrix},
\end{align*}
\]

where \( M_x, C_x, K_x, M_z, C_z, \) and \( K_z \) are the modal mass matrices, damping matrices, and stiffness matrices of the
has different weighting factors [20]. These weighting factors are called modal coordinates $\eta$. For the sake of convenience, we first only consider the displacement, strain, and modes in the pitch direction. So, the displacement $d$ can be expressed by $n$ mode shapes:

$$[d]_{N \times 1} = [\phi]_{N \times n} \cdot [\eta]_{n \times 1}. \tag{3}$$

Therefore, $[\phi]_{N \times n}$ is the displacement modal matrix and $N$ is the number of points whose displacement is concerned. And the strain $\epsilon$ can also be expressed as

$$[\epsilon]_{M \times 1} = [\phi]_{M \times n} \cdot [\eta]_{n \times 1}, \tag{4}$$

where $[\phi]_{M \times n}$ is the strain modal matrix and $M$ is the number of points whose strain is concerned. It can be seen that the same modal coordinates are used for the strain mode shapes as well as for the deformation mode shapes. Using some transformations, we get

$$[\eta]_{n \times 1} = ( [\phi]_{N \times n}^{T} [\phi]_{N \times n} )^{-1} [\phi]_{N \times n}^{T} \cdot [d]_{N \times 1}, \tag{5}$$

$$[\eta]_{n \times 1} = ( [\phi]_{M \times n}^{T} [\phi]_{M \times n} )^{-1} [\phi]_{M \times n}^{T} \cdot [\epsilon]_{M \times 1}. \tag{6}$$

Substituting equation (5) into equation (4) and equation (6) into equation (3), we get

$$[d]_{N \times 1} = [\phi]_{N \times n} \cdot [\phi]_{N \times n}^{T} \cdot [\phi]_{M \times n}^{T} \cdot [\epsilon]_{M \times 1}, \tag{7}$$

$$[\epsilon]_{M \times 1} = [\phi]_{M \times n} \cdot [\phi]_{M \times n}^{T} \cdot [\phi]_{N \times n}^{T} \cdot [d]_{N \times 1}. \tag{8}$$

Let

$$[SDT]_{N \times M} = [\phi]_{N \times n} \cdot [\phi]_{M \times n}^{T} \cdot [\phi]_{N \times n}, \tag{9}$$

$$[DST]_{M \times N} = [\phi]_{M \times n} \cdot [\phi]_{N \times n}^{T} \cdot [\phi]_{M \times n}. \tag{10}$$

Then, we obtain

$$[d]_{N \times 1} = [SDT]_{N \times M} \cdot [\epsilon]_{M \times 1}, \tag{11}$$

$$[\epsilon]_{M \times 1} = [DST]_{M \times N} \cdot [d]_{N \times 1}. \tag{12}$$

where $[SDT]_{N \times M}$ means strain to displacement transformation matrix and $[DST]_{M \times N}$ means displacement to strain transformation matrix. Shown in Figure 1(a), the displacement of which we concerned is the center of gravity $d_g$ and tip of the sting $d_t$. Because the energy of vibration is mainly concentrated in the first few modes, we only consider the first two modes in each direction, so equation (9) can be written as

$$\begin{bmatrix} d_g \\ d_t \end{bmatrix} = [SDT] \cdot \begin{bmatrix} \epsilon_1 \\ \epsilon_2 \end{bmatrix}, \tag{13}$$

where $\epsilon_1$ and $\epsilon_2$ are any two points where strain can be obtained on the cantilever sting and $[SDT]$ here is a 2 x 2 matrix related to the selection of $\epsilon_1$ and $\epsilon_2$.

The condition number of a matrix $A$ is defined as

$$\text{CN}(A) = \|A\| \cdot \|A^{-1}\|, \tag{14}$$

where $A$ is the matrix norm of $A$. The condition number $CN$ is an index for the information conservation during matrix operations. The minimum possible $CN$ is 1, which indicates the best information keeping. The larger the condition number $CN$, the worse the information conservation. In this paper, the condition number $CN$ of the SDT matrix is related to the position of the strain gauge, which needs to be optimized in order to improve the estimated results of vibration displacement. To get the displacement modal matrix and strain modal matrix, the finite element simulation method is used here. Using ANSYS to carry out structural modal analysis of the model support system, the first four order vibration modes are shown in Figure 2. The modal frequencies in the yaw direction are 17.67 Hz and 123.27 Hz, respectively, and in the pitch direction are 18.31 Hz and 272.62 Hz.

And the displacement modal matrix and strain modal matrix can be exported. Improved particle swarm optimization (PSO) algorithm [21] is used to launch optimization calculation. The improved velocity update formula can be expressed by

$$V_{id}(k + 1) = \omega \cdot V_{id}(k) + c_1 r_1 [P_{id} - x_{id}(k)] + c_2 r_2 [P_{gd} - x_{id}(k)]. \tag{15}$$

where $V_{id}(k)$ is the $d$-th component of the velocity vector at the $k$-th iteration of the particle $i$; $x_{id}(k)$ is the $d$-th component of the position vector at the $k$-th iteration of the particle $i$ ($i = 1, 2, \ldots, n$; $d = 1, 2, \ldots, D$); $k$ is the number of iterations; $c_1$ and $c_2$ are the learning factors; $r_1$ and $r_2$ are uniformly distributed random numbers in the range [0, 1]; $P_{id}$ is the $d$th component of the historical optimal position of particle $i$; $P_{gd}$ is the $d$th component of the global optimal position; $\omega$ is the inertial weight variable; $\omega_{\text{min}}$ and $\omega_{\text{max}}$ are the minimum and maximum of inertia weight ($0.1 \leq \omega_{\text{min}} < \omega_{\text{max}} < 0.9$); and $T_{\text{max}}$ and $N$ are the maximum iteration number and current iteration number, respectively.

Then, strain sensor positions were optimized in the range of 0 to 350 mm by the improved PSO algorithm. The number of particles $n$ was set 20, the dimension $D$ was set 2, both of the learning factors $c_1$ and $c_2$ were set 2, and the maximum iteration number $T_{\text{max}}$ was set 50. In addition, the minimum
and maximum of inertia weights $\omega_{\text{min}}$ and $\omega_{\text{max}}$ were set 0.4 and 0.9, respectively. Furthermore, boundary conditions that limit the velocity and position of particles were also set to guarantee the convergence of the algorithm. The velocity range was $[-1, 1]$, and the position range was $[0, 350]$. The fitness iteration curve of the optimal particle is shown in Figure 3.

The final strain sensor positions and the SDT matrices are shown in Table 1. Figure 4 shows positions of strain gauges, and the verification test is given in Section 4.

3. Multidimensional System Identification for Vibration Control System

In order to design an effective controller, the vibration modes and frequency response function (FRF) of the sting structure should be determined by system identification. A certain FRF can be calculated by the following equation:

$$H(\omega) = \frac{G_{xy}(\omega)}{G_{xx}(\omega)},$$

where $G_{xy}(\omega)$ is the autopower spectrum for the input signal $x(s)$ and $G_{xx}(\omega)$ is the cross-power spectrum for $x(s)$ and the output signal $y(s)$. It is obvious that the result $H(\omega)$ contains both amplitude and phase information. Thus, the parameters of PD controller can be found once the amplitude and phase at the mode frequencies are obtained. Figure 5 shows several steps of designing a multidimensional vibration control system.

First the modal identification is completed by broadband white noise excitation which is generated by the piezoelectric stacks. Through analyzing the power spectral density (PSD) map of the signals from strain gauges, the first modes of pitch and yaw directions can be gained. Then, to get more accurate signals, narrow-band excitation around the modal frequency is implemented. Using the input signal and the excitation signal, FRF of the system can be established by different algorithms.

Discrete Fourier transform (DFT) is one of the most important cornerstones of digital signal processing and one of the most commonly used tools when analyzing and processing signals. However, DFT of a finite-length sequence is actually $N$ Z-transformed sampling points evenly distributed within $2\pi$ of the unit circle, resulting in limited resolution. The method of spectrum refinement analysis is generally implemented in two ways: zoom-FFT algorithm and CZT-based spectrum thinning algorithm. CZT is suitable for narrow-band high-resolution calculations and is a classic frequency domain refinement method. Zoom-FFT is easily affected by filter performance and is difficult to adjust frequency, while the CZT-based refinement method has a simple processing process, flexible selection of refinement multiples, and high computational efficiency, which can achieve a better refinement effect for the entire frequency band.
Table 1: Optimized results.

| Direction | SDT matrix | CN | Position (coordinates, unit: mm) |
|-----------|------------|----|----------------------------------|
| Pitch     | 12153.71   | -4546.85 | 1.6669 (0, 111, ±10) |
|           | -1037.68   | 10677.85 | (0, 116, ±10) |
| Yaw       | 8520.84    | -838.03  | 1.0982 (±10, 121, 0) |
|           | 543.83     | 9304.07  | (±10, 131, 0) |

![Fitness curve](image1.png)

**Figure 3:** Fitness curve of the optimal particle (a) in the pitch direction and (b) in the yaw direction.

![Positions of strain gauges](image2.png)

**Figure 4:** Positions of strain gauges.

CZT can be used to calculate the Z transform of a given path. For the N points input sequence x(n), if the transform result is only taken at N equally spaced points on the unit circle, the Z transform at this time is DFT. If the given path is an arc on the unit circle, by increasing the number of output points to make it more than the number of input points, the specified frequency band can be refined.

The Z transformation of a given signal x(n) is defined as

\[ X(z) = \sum_{n=0}^{\infty} x(n)z^{-n}, \]

where \( z = e^{iT} = e^{(\sigma+j\Omega)t} = e^{\sigma T}e^{j\Omega t}, \) is the Laplace variable, \( A = e^{\sigma T}, \) is a real number, and \( \omega = \Omega T \) is an angle.

Now modify the \( z \) in equation (15), let \( z_r = AW^{-r}, \) \( A = A_0e^{j\theta_0}, \) and \( W = W_0e^{-j\phi_0}, \) then

\[ z_r = A_0e^{j\theta_0}W_0^{-r}e^{j\phi_0}, \]

where \( A_0 \) and \( W_0 \) are any positive real number. Hence, once \( A_0, W_0, \theta_0, \) and \( \phi_0 \) is given and \( r = 0, 1, \ldots, \infty, \) the points \( z_0, z_1, \ldots, z_{\infty} \) in the \( z \)-plane can be obtained. \( Z \)-transforming these points, we get the definition of CZT:

\[ X(z_r) = \sum_{n=0}^{\infty} x(n)z_r^{-n} = \sum_{n=0}^{\infty} x(n)A^{-n}W^{nr}. \]

Due to \( nr = (\sqrt{r^2 + n^2} - (r - n)^2)/2, \) equation (17) can be written as

\[ X(z_r) = \sum_{n=0}^{\infty} x(n)A^{-n}W^{(r/2)}W^{(n/2)}W^{(-r-n)/2}. \]

In fact, equation (18) can be divided into three steps, which are illustrated in Figure 6:

1. Forming a new sequence \( g(n) \) according to the equation

\[ g(n) = x(n)A^{-n}W^{(r/2)} \]

2. Convolving \( g(n) \) with \( W^{(-r/2)} \) to give a sequence

\[ y(n) = \sum_{n=0}^{\infty} g(n)W^{(-r-n)/2}. \]

3. Multiplying \( y(n) \) by \( W^{(r/2)} \) to give \( X(z_r) \)

\[ X(z_r) = y(n)W^{(r/2)}. \]

As shown in Figure 7, when \( r = 0 \) and \( z_0 = A_0e^{j\theta_0}, \) the amplitude of this point in the \( z \)-plane is \( A_0 \) and the angle is \( \theta_0. \) When \( r = 1, z_1 = A_0W_0^{-1}e^{j(\theta_0+\phi_0)}, \) the amplitude becomes \( A_0W_0^{-1}, \) and the angle becomes \( \theta_0 + \phi_0. \) It is not difficult to
Imagine that when the input \( x(n) \) is a sequence of \( N \) points and the output \( X(z_r) \) is a sequence of \( M \) points, with the change in \( r \), the points \( z_0, z_1, \ldots, z_{M-1} \) constitute the CZT conversion path, which is a spiral. Meanwhile, the conclusions are summarized as follows:

1. If \( A_0 > 1 \), the spiral is outside the unit circle. Otherwise, it is inside the unit circle.
2. If \( W_0 > 1 \), then \( A_0 W_0^{-1} < A_0 \); the spiral is internal rotation. Otherwise, it is external rotation.
3. When \( A_0 = W_0 = 1 \), the conversion path of CZT is an arc on the unit circle, and the number of points between the start point and the end point may not be equal to the number of points in the input sequence.
4. When \( A_0 = W_0 = 1 \), \( \theta_0 = 0 \), and \( M = N \), CZT becomes DFT.

For the \( N \)-point input sequence \( x(n) \) whose sampling frequency is \( f_s \), in order to obtain the spectrum of \( x(n) \), CZT should be implemented on the unit circle, so \( A_0 \) and \( W_0 \) should be taken as \( 1 \). \( 0 < f_s/2 \) on the frequency axis corresponds to the amplitude angle \( 0-\pi \) rad on the unit circle. Assuming the frequency band to be refined is \( 0 < f_1 < f_2 \leq (f_s/2) \) and there are \( M \) independent spectral lines, then the corresponding angle on the unit circle is \( (2\pi f_1/f_s) \) to \( (2\pi f_2/f_s) \), and there are also \( M \) points on the arc. It is easy to obtain the calculation conditions for spectrum refinement while using CZT:

\[
\begin{align*}
A_0 &= W_0 = 1, \\
\theta_0 &= \frac{2\pi f_1}{f_s}, \\
\varphi_0 &= \frac{2\pi (f_2 - f_1)}{(M - 1)f_s}.
\end{align*}
\]

When directly calculating the spectrum of \( x(n) \) by DFT, there will be \((N/2)\) independent spectral lines in the frequency range of 0 to \( (f_s/2) \), and the frequency resolution is \( \Delta f = (f_s/N) \). After being refined by CZT, there will be \( M \) independent spectral lines in the frequency range of \( f_1 \) to \( f_2 \), and the frequency resolution is \( \Delta f' = ((f_2 - f_1)/(M - 1)) \). It can be seen that the narrower the fine band and the more the CZT output points, the higher the fine multiple.

### 4. Experiments

To evaluate the effectiveness of SDT matrix as well as system identification and vibration control method, the multidimensional system identification and active vibration control system was built, as shown in Figure 8. All software programs, including excitation and control algorithms, were integrated in the controller (PXIe-8135 with a PXI-7841R field programmable gate array (FPGA) mode card inserted). PXI-7841 R mode card ensures a rapid response, high sampling rate, and low delay of the measuring. Four strain gauge input modules (ADAM-3016) were also included: two of them measure the strain in the pitch direction of the sting, while the other two measure the strain in the yaw direction. In order to amplify the voltage outputted by the controller to the working voltage of piezoelectric stacks, power amplifiers (XE-517.13) were needed here. The displacement of center of gravity \( d_g \) and tip of the sting \( d_s \) were measured by laser displacement sensors (CD5-85), which will be mentioned in the first experiment. The impact hammer (PCB-086C03) is used to ensure that the impact force of contrast experiment is the same every time.
4.1. Vibration Monitoring Experiment and Results. In this part, piezoelectric stacks were used as the shaker, and schematic diagram is shown in Figure 9. Because the piezoelectric stack can only output thrust and the working voltage cannot be negative, an offset voltage is set before the control to ensure a wider scope of work. Firstly, the piezoelectric stacks excited the vibration under the signal shown in Figure 10 outputted by the controller. The displacement and strain were measured by laser displacement sensors and strain gauges, respectively. Then, two sets of data were collected into the controller at the same time. Finally, the estimated displacement can be calculated by the SDT matrix and compared with the measured displacement.

As shown in Figure 11, the estimated displacement curve basically coincides with the measured displacement curve. The root mean square error (RMSE) is proposed here, which can be written as

$$
\text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (d_{\text{estimated}} - d_{\text{measured}})^2}
$$

(23)

And RMSE of the results can be seen in Table 2, which is very small. The reason why there is some error at the peak is probably the different sampling rate. The sampling rate of strain gauge input modules is lower than that of laser displacement sensors, which have a certain impact on the results. Overall, the results demonstrate the high accuracy of using SDT matrix to monitor vibration displacement, which lay the foundation for the system identification and vibration control experiments. It is worth mentioning that Figure 12 shows the displacement of center of gravity and tip of the sting is proportional, which is in line with expectations. Therefore, in the subsequent vibration control, only the displacement of tip of the sting is considered.

4.2. Multidimensional System Identification Experiment and Results. After confirming the accuracy of the vibration monitor, modal identification of the system was carried out. In practical situations, the vibration energy in each direction is mostly concentrated at the first-order frequency. Furthermore, vibrations above 100 Hz rarely occur on this structure, so only the first-order mode is considered in pitch and yaw directions, respectively. First of all, the frequency of the excitation generated by the piezoelectric stacks was set from 5 to 50 Hz. The mode frequency is 14.7 Hz in the yaw direction and 15.8 Hz in the pitch direction. These have some errors with the finite element simulation, which is mainly caused by the tightness of bolts or the assembling errors. After that, narrow-band excitation around the modal frequency was implemented for more accurate signals. At the same time, the response signals from the strain gauges were collected by the PXI-7841R board card and converted to displacement by the SDT matrix. Finally, the frequency response map based on the CZT could be obtained, from which the amplitude and phase values could also be calculated at the precise mode frequencies. Table 3 gives the system identification results in both two directions.

To verify the effectiveness of the CZT and suppress harmful vibrations of the structure, a controller based on classical PD algorithm is designed here. PID (proportion, integral, and derivative) controller, which is still widely used until now, has many advantages such as simple algorithm, good robustness, and high reliability. The design of PID
Figure 9: Schematic diagram of vibration monitoring experiment.

Figure 10: Excited signal produced by the controller (a) in the pitch direction and (b) in the yaw direction.

(a) Control signal in pitch direction (V) vs. Time (s)

(b) Control signal in yaw direction (V) vs. Time (s)

(a) Estimated displacement vs. Measured displacement

(b) Estimated displacement vs. Measured displacement
controller refers more to the setting of control parameters $K_P$, $K_I$, and $K_D$. The function of $K_P$ is to adjust the error signal of the system proportionally. The function of $K_I$ is to eliminate the steady-state error of the system and improve the control accuracy. $K_D$ is used to overcome the lag, reduce the overshoot, and increase the system stability. Different systems have different values of control parameters due to their inherent characteristics. Only if all parameters take reasonable values can the optimal control performance be guaranteed.

The previous research of our group [22] shows that the sting has the characteristic that, after the vibration attenuation, it will return to the original equilibrium position. Therefore, when designing the controller, there is no need to
consider I, which is applied to solve the problem of steady-state error, so PD control is used. The expression of the PD controller is

\[ u(t) = K_p e(t) + T_d \frac{de(t)}{dt} \]  

\[ (24) \]

Table 3: System identification results.

|          | Frequency (Hz) | Amplitude | Phase (deg) |
|----------|---------------|-----------|-------------|
| Pitch    | 15.76         | 3.2601    | 60.007      |
| Yaw      | 14.65         | 2.6092    | -75.164     |

Table 4: PD parameters.

| Value of g< | Control parameters for pitch | Control parameters for yaw |
|------------|-----------------------------|---------------------------|
|            | \( P \) | \( D \) | \( P \) | \( D \) |
| 0.20       | 0.613 | -0.107 | 0.569 | 0.178 |
| 0.15       | 0.869 | -0.152 | 0.807 | 0.252 |
| 0.10       | 1.380 | -0.241 | 1.282 | 0.399 |
| 0.05       | 2.913 | -0.510 | 2.706 | 0.844 |

Figure 13: Performance of the controller in the pitch direction under different values: (a) \( g = 0.20 \); (b) \( g = 0.15 \); (c) \( g = 0.10 \); (d) \( g = 0.05 \).
Then, its transfer function expression is

\[ G_{PD}(s) = K_P (1 + T_D s) = K_P + K_D s. \] (25)

Let \( s = j\omega \), then equation (25) can be transformed to

\[ G_{PD}(j\omega) = K_P + j K_D \omega. \] (26)

Since the characteristic signal controlled by this active control system is a sinusoidal signal, it is necessary to correct the phase, especially the phase at the modal frequency. A common phase correction method is

\[ \angle G_C(j\omega_r) = -\angle G_{PD}(j\omega_r), \] (27)

where \( \omega_r \) is the mode frequency. Therefore, the proportional and differential parameters of the PD controller satisfy the following equations:

\[ \sqrt{K_P^2 + (\omega_r K_D)^2} = \frac{1}{g} - 1 \left[ \frac{1}{G_C(j\omega_r)} \right] \] (28)

\[ \arctan \left( \frac{\omega_r K_D}{K_P} \right) = -\angle G_C(j\omega_r). \]

Among them, \( g \) is the control target, which means the ratio of the amplitude after vibration control to the amplitude before control, and the range is \( 0 < g < 1 \). The smaller the \( g \) value, the better the expected control effect. Different PD parameters can be obtained by changing the value of \( g \). However, when the set value of \( g \) reaches a certain limit, even if the control parameters are correct, the system will diverge. In order to ensure the safety of the experiment, the value of \( g \) should not be too small. Therefore, in the experiments, the setting of the \( g \) value is always greater than 0.05.
Table 5: Different damping ratios.

| Control state | Damping ratio in pitch direction (%) | Damping ratio in yaw direction (%) |
|---------------|--------------------------------------|-----------------------------------|
| Without control | 0.11                                 | 0.15                              |
| With control, $g = 0.20$ | 0.64                                 | 0.65                              |
| With control, $g = 0.15$ | 0.83                                 | 0.78                              |
| With control, $g = 0.10$ | 0.92                                 | 0.91                              |
| With control, $g = 0.05$ | 1.04                                 | 1.06                              |

Figure 15: Diagram of the hammering points.

Figure 16: Performance of the controller when the hammering angle is 30° (A point).

Table 4 gives the PD parameters calculated based on CZT and equation (28). Value of $g$ was set less than 0.2 for both directions in order to get a better control effect. Figure 13 shows the impulse stimulus results in the pitch direction under different values of $g$, and Figure 14 shows the results in the yaw direction.

Obviously, the smaller the value of $g$, the better the control effect. The vibration in pitch and yaw directions lasts for over 40 s and 25 s without controller, while the vibration decreased in 4 s when the controller was on. Table 5 shows different damping ratios calculated by the logarithmic decrement method under different parameters. The
Figure 17: Performance of the controller when the hammering angle is 45° (B point).

Figure 18: Continued.
damping ratio in the pitch direction is strengthened 9.5 times (from 0.11% to 1.04%) and 7.1 times (from 0.15% to 1.06%) in the yaw direction.

Summarizing the results, it becomes evident that the controller designed based on the vibration monitoring method and CZT performs very well, and the effect of suppressing vibration is confirmed.

4.3. Multidimensional Vibration Control Experiment and Results. Based on the multidimensional vibration controller designed, vibration control experiments were carried out. In this part, the broadband random dynamic wind load was simulated by hammering. Three hammering points A, B, and C is shown from the Y direction in Figure 15, and the angle between the knocking direction and horizontal plane is 30°, 45°, and 60°, respectively. The contrast effects in pitch and yaw directions with multidimensional vibration control system off and on are shown in Figures 16–18.

Table 6 shows the contrast results when the system was hammered at A, B, and C. For any point, the vibration is damped within 4.89 s, the damping ratio is strengthened more than 6.82 times, and the energy is attenuated over 14.8 dB/Hz. Control effect can also be seen by the control signal applied to the piezoelectric stacks for the control signal is attenuated quickly. The best control effect appears at C point, where damping ratio is improved more than 15 times, attenuation time is shortened over 8.6 times, and attenuation of spectral is around 23 dB/Hz.

5. Conclusions

Vibration damping has always been a hotspot, but research on multidimensional vibration control is scarce. In this paper, a wind tunnel cantilever sting was processed as well as the vibration monitoring method based on the SDT matrix. With this method, vibration displacement of the model can be estimated easily by the strain signals without complex instruments like laser displacement sensors or accelerometers. Then, multidimensional system identification based on CZT was applied, and parameters of the controller were obtained. While other methods might have deviations, the CZT-based refinement method was adopted and suitable for multidimensional FRF calculations. After a great number of experiments completed in the laboratory, the exactness of the vibration monitoring method and system identification was proved. The damping ratio of the system is increased by more than 6.82 times, and the spectrum power is reduced
over 14.8 dB/Hz, which means the vibration in pitch and yaw directions was attenuated apparently. Therefore, the multidimensional system identification and active control system could be a powerful tool to monitor vibration signals, identify frequency response functions, and reduce the errors of collected signals in wind tunnel tests.
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