Understanding the Impact of Edge Cases from Occluded Pedestrians for ML Systems
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Abstract—Machine learning (ML)-enabled approaches are considered a substantial support technique of detection and classification of obstacles of traffic participants in self-driving vehicles. Major breakthroughs have been demonstrated in the past few years, even covering complete end-to-end data processing chain from sensory inputs through perception and planning to vehicle control of acceleration, breaking and steering. YOLO (you-only-look-once) is a state-of-the-art perception neural network (NN) architecture providing object detection and classification through bounding box estimations on camera images. As the NN is trained on well annotated images, in this paper we study the variations of confidence levels from the NN when tested on hand-crafted occlusion added to a test set. We compare regular pedestrian detection to upper and lower body detection. Our findings show that the two NN using only partial information perform similarly well like the NN for the full body when the full body NN’s performance is 0.75 or better. Furthermore and as expected, the network, which is only trained on the lower half body is least prone to disturbances from occlusions of the upper half and vice versa.

Index Terms—deep neural networks, robustness, out-of-distribution, automotive perception

I. INTRODUCTION

The potential of using neural networks to improve advanced functionality has been seen in a multitude of demonstrations during the past decade. Functions such as voice recognition, image classification, and object tracking are some fields, where new improved versions are often presented. However, one inherent challenge that comes with deep neural networks (DNNs) is how to properly test and verify the model to allow it to operate in safety critical applications. Verification of DNNs are not a new topic at all, and was discussed in early 2000 on several occasions e.g. [1] who discussed the emerging approaches to verify and validate neural networks. The majority of applications using DNNs back then was small densely connected networks, where formal verification was still applicable [2], [3]. Fast forwarding 20 years has given us new network architectures, where the amount of parameters have grown out of reach for formal verification, new layer types including stochastic elements such as drop-out layers and input formats such as images where with high dimensionality.

The spark that lit the interest of convolutional neural networks (CNNs) was AlexNet [4], one of the first DNNs that managed to win the ImageNet LSVRC-2010 classification challenge. The network architecture highlighted already then the potential of sequencing convolutional layers for feature extraction. Feature extraction was previously hand-made, thus each feature being well motivated. However, the feature extraction inside of the network that was self-taught through a mini batch gradient descent iterative process, was far superior and created more abstract features than was ever created by hand-made feature extractions. AlexNet paved the way for several new ground breaking architectures that each year outperformed the prior year’s best model. You-Only-Look-Once (YOLO) was one of the ground breaking object detection and classification networks that emerged [5] and is still being used today. We are using YOLO as model during the experiments in this paper as described in Sec. III.

Advanced functionality that is to be deployed in safety critical applications need to go through rigorous testing. For automotive vehicles, this includes following the ISO 26262 [6], a functional safety standard for the full automotive safety life cycle of a function including in part design, implementation, and verification. As performance progressed within DNN research, drawbacks regarding safety became apparent as the existing standard did not have sufficient requirements or methodology how to properly test a data driven approach [7], [8]. Issues include the fact that ML is training based, has a black-box nature as the network abstractions are harder to interpret for humans, and can suffer from instability, i.e. small variations in image scenery or quality can impact the output severely. To combat this, suggestions involve putting requirements on the training, testing, and robustness of the construction of deep learning models [9].

Recent years has brought academic publications [10], [11] as well as technical reports to address deep learning in safety critical automotive applications [12], [13] addressing the issues of verifying ML. ISO 24448 - Safety of the Intended Functionality (SOTIF) aims at supporting the reduction of unreasonable risk that occurs due to functional insufficiency or by foreseeable misuse of the function. The standard describes all potential events within four categories: Safe known sates, safe unknown states, unsafe known states, and unsafe unknown states. These definitions suggested the adoption of out-of-distribution (OOD) detection as a safety mechanism [14], [15]. For example, deep nets can incorporate a rejection option, rather than always giving a prediction [16]. Thus, allowing for a specific risk level to be met during test time and proceed with caution if rejected instances occur.

OOD detection typically revolves in constructing an
anomaly metric and utilizing it to determine if a input sample strays too far from the training distribution, thus indicating that the prediction may be unreliable [17], [18]. Since SOTIF does not provide any clear-cut suggestions of what to test for, these anomaly metrics act as a good initial discussion point. The metric is essentially the opposite of model confidence and can be accessed for any kind of network [19]. Hence, in this paper we combine a common source of errors, occlusions, with a study on confidence level of the models to analyze if a sub-network archetype benefits the object detection confidence and hence, can be used to increase a model’s robustness.

A. Problem Domain and Motivation

To support the development of testing criteria, this paper implements initial testing examples by constructing an automated data manipulating technique to study how a model’s object detection and classification network performs. The experiments include occluding images by covering the upper body of pedestrians (faces and shoulders) or lower body (legs) as well as testing color distortion. In addition, the procedure is accompanied by training a NN specifically focusing on the upper and lower half for the pedestrian class of the same model to see if in any scenario the model may benefit from a cascade to detect pedestrians. The following research questions are investigated:

- What is the benefit of splitting a NN model to separately predict for upper-half or lower-half in comparison to full body predictions?
- To what extent can a cascade of full, upper-half, or lower-half body networks improve confidence levels?

B. Contributions

The experiments found that splitting up a model into a upper and lower part did not lower the mean average precision (mAP) substantially for cases when the full-body network achieves good confidence already (See Section III-C for description on metrics). In some scenarios, an upper body and lower body prediction model can support the existing full body detector; most typical cases included occlusions that covered the face of pedestrian, where a lower body network could emphasize that legs were found, thus allowing a cascading vote to still find a robust detection. Furthermore, all experiments highlighted that importance of high quality imagery, as any form of occlusions or color adjustments hampered the investigated models.

C. Structure of the Article

The remainder of this paper is structured as follows: Sec. II reflects on additional related work, Sec. III describes the methods and design choices used for the experiments as well as describes the metrics used for evaluation, and Sec. IV presents our findings, which are further analyzed in Sec. V. Finally, we conclude the paper and outline possible future work in Sec. VI.
vertically by half and only mark the upper half of a pedestrian, and (C) the dataset labelled “lower”, where we only use the lower half following the same principle.

Secondly, we train three neural networks (NN) on these three datasets respectively to obtain NNs that focus on particular parts of a scene for our subsequent occlusion experiments. The network architecture used here is a small version of the original YOLO network. Thirdly, we derive an occlusion dataset from the original dataset, where we create occlusions on all contained pedestrians by inserting a perspective-correctly scaled overlay image (paper box and a wall). From this occlusion dataset, we also create a gray-scale variant to investigate the effect of color-vs.-non-color input images on the performance of the trained NNs in case of occlusions.

We evaluate the performance of the three models using the mean average performance (mAP) and model inherent confidence. In the following, the training stage, dataset manipulations, and evaluation metrics are described in detail.

A. Training

The dataset used during training and evaluation is the KITTI Vision Benchmark Suite [24] and in particular the left color images of the 2D object detection. The dataset consists of 7,481 annotated images, which in these experiments are originally split up into a training (70%), testing (10%), and validation (20%) set. Within the dataset, 527 images contain only pedestrians. For our experiments, we divide these images as 40%, 40%, 20% into training, testing, and validation set accordingly. Thus, the testing set contains 211 images with only pedestrians and an additional 537 random images from the dataset.

We are using the YOLO [28] small model (implemented by Ultralytics [29]) for our NN architecture. The architecture consists of three parts: A model backbone consisting of feature extraction, mainly through convolutional layers; a model neck which emphasizes informational flow from lower layers to upper layers [30]; and a model head consisting of anchor points as described in the third version of YOLO [28].

Three YOLO models are trained with varying pedestrian labels as outlined before: A regular model with the unmodified original labels, and two, where the pedestrian labels are cut in half and for the upper and lower body predictions, respectively, as depicted in Fig. 1 for each model’s prediction on a sample image. Each model is trained for 100 epochs reaching 0.921, 0.916, and 0.916 for the regular, upper, and lower model, respectively (Surprisingly, upper and lower received same performance). Please refer to Sec. III-C for a description of the performance metric.

B. Data Preparation & Manipulation

For our experiments, the labeled pedestrians are modified to include occlusion objects of two variants: A package box case representing a person carrying a box and hence, occluding the person’s upper body (referred to as “box occlusion” in Sec. IV), as well as brick wall case, representing a person walking behind a wall covering its body from the waist downwards (referred as “wall occlusion” during Sec. IV). The data manipulation is processed automatically by inserting the occlusion object based on the given label location. The manipulation, as well as the code of the experimental setup is made available here. In addition, we test the box-occlusion variant on gray-scale images to analyze whether there is an effect from using color information. Illustrating examples of the occlusions are shown in Fig. 2.

C. Evaluation and Metrics

We are using two metrics to evaluate the experiments: Mean average precision (mAP) indicating the overall performance of
the model, and inherent prediction confidence, which is used as estimate of the confidence of a prediction.

- **Mean Average Precision (mAP):** Refers to area under the precision recall-curve, where precision and recall metrics are calculated based on intersect of unions, i.e. the ratio of overlapping area of prediction and label over the sum. Varying the accepted threshold of true positives from 0 to 100% yields the precision-recall curve.

- **Inherent confidence:** The YOLO output layer output format provides a large set of anchor point predictions, where each prediction contains a class prediction vector (similar to a softmax vector), in conjunction with bounding box predictions. This most probably prediction from the class prediction vector is used as confidence metric.

We structure our experimental results by firstly presenting the results of the regular model performance, compared to the individual lower half and upper half NN, respectively. The results are compared threefold: Comparing the mAP to indicate the overall performance of a given model during an experiment, the network confidence given in a sorted graph to compare the confidence levels in-between the regular, upper half, and lower half network; and a difference plot, where the variation of confidence is shown to highlight for which scenario the model has a low performance.

The experiments are then repeated for the following occlusion tests: (1) Box occlusion test, (2) wall occlusion test, (3) gray-scale, and (4) gray-scale box occlusion test. During the reporting of the resulting plots (Fig. 4-11), the black dots refer to the original performance of the regular test set without any modifications, i.e. the full body performance in Fig. 3. This allows us to compare how the performance looks like without any occurring occlusions. The blue, red, and green markers represent the regular, upper half, and lower half models, respectively, in every experiment. Furthermore, for visualization purposes, the results are sorted based on the regular model performance on the given experiment, thus the x-axis in Fig. 4-11 only represents indexes for test images.

In our experiments, we are looking exclusively at pedestrians for this study due to multiple reasons: Firstly, substantially occluding vehicles like cars or trucks and hence, changing their shape, are rather seldom in traffic and not particularly changing the main appearance of a car’s or truck’s body shape that was used for training a network; in contrast, a pedestrian, especially when primarily trained in largely non-occluded scenarios, is very likely to also appear differently in real traffic situations because of carrying items like boxes, plants, backpacks, and similar. Secondly, to evaluate the robustness of an ML-enabled software system in use to perceive a vehicle’s surrounding needs to reliably detect the most vulnerable road users: Pedestrians and bicyclists. Hence, we designed our study to focus first and foremost on pedestrians.

IV. RESULTS

We trained all three YOLO models for 100 epochs on the KITTI dataset with the adjusted labels for the upper half and lower half prediction models. The training resulted in 0.921, 0.916, and 0.916 mAP for the regular, upper half, and lower half NN, respectively, showing that the regular networks outperforms the upper and lower body which received same mAP score. Solely looking at the pedestrian class shows the regular network at 0.874 mAP, upper half at 0.852 mAP, and lower half at 0.845 mAP indicating that solely training on the legs of a pedestrian results in only slightly inferior results compared to the two other networks. Throughout the experiments, the mAP score is used as the benchmark to estimate the performance of the networks, and the difference in mAP between the experimental results and the results above highlights how severely the experimental setup harms the original network.

In Fig. 3, the inherent pedestrian prediction confidence is presented for every frame that contains pedestrians in the testing set. This allows us to study if there are any frames that
are better predicted with either of the sub-networks compared to the regular network. The average confidence is 0.844, 0.803, and 0.801 for the regular, upper half, and lower half networks respectively, thus highlighting that the mAP as well as confidence of the predictions are superior in the fully labeled model.

For the remainder of the results section, each experiment’s inherent confidence plot will include black markers indicating the performance of the original full body network performance, as seen in Fig. 3.

A. Performance in the Box Occlusion Case

Box occlusions as described in Sec. III-B refer to adding occlusion to the images covering the upper half of a pedestrian. The mean average precision of the pedestrian class in these experiments are 0.791, 0.584, and 0.787 for the regular, upper and lower network respectively. Each network has lost performance, as was expected for the full and upper half network. The fact that the lower half network also has also a slightly reduced performance is noteworthy, as intuitively adjusting the image outside of the label should have little impact on its prediction performance.

However, in Fig. 4 where the inherent confidence scores are presented (sorted based on the regular model’s confidence of the pedestrian prediction), it can be seen that some test frames receives better confidence on predictions from the two sub-networks compared to the original network. Looking at the average confidence per sample with the manipulated samples for the regular, upper half, and lower half networks, the average is 0.704, 0.532, and 0.766 respectively. In this scenario the lower half network outperforms the full body network in 60% of the test samples in regards to confidence scores. This indicates that there might be potential in using a cascade of networks when prediction confidence from the main network is sub-par. One frame was oddly missed in the original model, yet detected in the occluded experiment; out of curiosity, the detected pedestrian from that frame can be seen in Fig. 12.

Fig. 5 shows the difference of the full body network when operating on box occlusions. High differences indicate that the network is challenged by the modifications. One frame was detected with the modifications, but missed in the original model. This sample can be seen in Fig. 12.
(difference margin 50%), and the majority of samples (black colored markers, representing 79.9% of samples) indicate that the performance is better on the original dataset. On average, the confidence level decreased with 0.132 percentage units. Red markers in Fig. 5 indicate that the model actually performs better on the modified data. Some samples do receive better performance on the modified dataset, however we believe these samples lay within the margin of error, as no prediction stands out.

**B. Performance on the Wall Occlusion Case**

As described in Sec. III-B, wall occlusions refer to occluding the bottom half of pedestrians by inserting a brick wall across the lower body. The mAP pedestrian performance on the wall occlusions are 0.817, 0.823, and 0.638 for the regular, upper half, and lower half models. Intuitively, the lower model performance is substantially challenged, while the upper and regular network performs satisfactorily. Noteworthy is that the upper network outperforms the regular network also marginally.

Studying Fig. 6, all models have reduced confidence compared to the original full network. The average confidence in prediction performance has been reduced to 0.81, 0.764, and 0.654 for the regular, upper half, and lower half models, respectively, and intuitively, the lower half model suffers the most. Like the box occlusion experiment, several samples where the regular network contains low confidence, receive higher confidence predictions from the two models trained with adjusted labels (19.7% of samples receive higher confidence from the upper network). Thus, similar to the box occlusions, additional information can be gathered from the additional sub-networks.

The confidence difference between the original results without occlusions, and the wall occlusions can be seen in Fig. 7. Comparing to the box occlusions, fewer samples are fully missed in this experiment (1.0% compared to 8.3% for box occlusions), thus indicating that the upper body half is considerably more important for pedestrian detection. The average confidence level decreased with 0.039 percentage units for the experiment, thus impacting the overall performance much less compared to the box occlusions experiment.

**C. Performance for the Gray-Scale Case**

The gray-scale experiments are constructed to investigate if color information has an impact on the confidence levels in case of occlusions. The images are constructed by converting...
D. Performance of the Gray-Scale Box Occlusion Case

Our last experiment combines the gray-scale images and box occlusion. The data manipulation was created by first adding the object for occlusions, followed by converting back and forth to gray-scale to preserve all color channels to not modify the NN architecture to handle reductions in color channels. Testing results yield 0.784 mAP for the regular, 0.768 mAP for the upper half, and 0.796 mAP for the lower half body networks. Hence, the lower half body network outperforms the regular network when tested with removing color information and having box occlusions.

The pedestrian prediction confidence can be seen in Fig. 10, where the samples are sorted based on the regular network’s performance on the manipulated data. The lower half body network outperforms the other candidates with an average confidence level of 0.779 units, whereas the upper half body receives only 0.403 and the regular network gets 0.698 units.

Lastly, the results are compared to the original results with the full body network in Fig. 5. The plot shows that 26.8% of frames have lost their predictions (confidence difference above 50%, or no predictions at all), thus showing that the network is severely hampered by the two data manipulation techniques in use. However, looking at the confidence levels in Fig. 10, the lower half network outperforms the regular network on 57.3% of the samples, indicating that such sub-networks can yield performance benefits, particular in edge cases situations.
Fig. 10: Inherent confidence levels (y-axis) from the three models (full body, upper half, and lower half models represented by blue, green, and red markers, respectively) when applied on gray-scale data with box occlusions. The results are sorted in ascending order based on the full body model’s test result (blue markers). Black markers refer to the results from Fig. 3 for comparison.

Fig. 11: Confidence difference of the full body results on the original dataset from Fig. 3, and the same network when operating on gray-scale box occlusions. High differences indicate that a network struggles with the modification.

V. ANALYSIS AND DISCUSSION

Requirements and suitable testing techniques for deep neural networks have been relevant discussion points throughout academia and industry in recent years. Even though several standards have been published (e.g., ISO/PAS 24448 (Road vehicles – Safety of the intended functionality), ISO/TR 4804 (Road vehicles – Safety and cyber-security for automated driving systems), and UL 4600 (Standard for Safety for the Evaluation of Autonomous Products)), neither have presented clear guidelines on how to properly test deep networks before deployment. The standards describe the issue from a safety point of view and without a detailed description of the data science point of view, thus leaving wide gaps for interpretation. The fundamental idea for experiments as presented in this paper demonstrate potential safety properties to look and test for with performing robustness analysis for NN.

A generic safety property discussed previously is the idea of uncertainty scores\(^3\) from a network. Such uncertainty metrics may be achieved through a diverse set of ideas, such as solely looking at the output layer [19] or something more rigorous [18]. The experiments in this paper utilize the built-in confidence values as a reverse variant of uncertainty to study how this confidence varies in a controlled experiment. Utilizing two sub-networks for prediction classes like pedestrians (e.g., an upper half body predictor and lower half body predictor) can be considered as a prediction certainty score since if largely differing results from the networks are present, such predictions need to be considered as uncertain as demonstrated in our experiments.

Our experiments show that occlusions impacting objects where NN have been trained on reduce the performance considerably. While this effect was foreseeable, we could also show that splitting the training on unmodified input data helps to break down such performance drop during the prediction phase. When limiting the effect of lower confidence scores, it is safe to say our experiments demonstrate that semantically guiding the training (i.e., lower-half vs. upper-half of a body) contributes to the explainability of the results and overall performance of a NN. Hence, our experiments encourage the use of more fine-grained training in combination with fine-grained prediction in practice to better interpret the results for a (possibly) weighted decision making process in an online system of cascaded NN that focus on different aspect of an

\(^3\)outlier, anomaly, uncertainty and similar notions have been discussed in the context of acting as an indication if an output is trustworthy from a model.
object.

While the aforementioned aspect is clearly improving the decision making process in practice as shown by our experiments as well as contributing to a NN model’s explainability, when the various segments of a single object result in different prediction results: While when (nearly) all these segments have a pair wise low difference value, there may be a high confidence in the overall prediction; however, when these segments result in deviating pairwise results, this may be considered as an indicator for a possible (partial) occlusion of that said object. However, running multiple NN on the same input image incurs additional computational overhead that needs to be considered for practical applications. Hence, a cascade of NNs in practice may not be activated by default but only when the main NN (e.g. the one searching for full body objects) results in lower confidence values.

A. Threats to Validity

In this section, we are addressing some known threats to the validity of our study. Firstly, we experimented with a subset of the KITTI dataset using 748 images as test set to find mAP, and 314 images within the test set that contained pedestrians for the experimentation. Furthermore, we only trained the networks on one particular class for the prediction (ie., pedestrians) to exclude any particular side-effects from other classes. In practice, one would either use a NN covering multiple classes simultaneously or by constructing a dedicated cascade of NNs where each is focusing on particular categories.

Secondly, our study did focus on single images only not considering sequences of images from a situation that may also have an effect on the performance of a NN. Hence, as also indicated as possible future work, the effect from sequences needs to be further studied when splitting a NN for logically or semantically relevant sub-segments for robustness or explainability.

Finally, for the experiments with the gray-scale images, we did not train the three models particularly on gray-scale input data. The reasoning behind that decision was to analyze the potential effect from color information compared to non-available color information for occlusion experiments.

VI. Conclusion and Future Work

The benefit of splitting a NN becomes apparent when studying the models performance on edge cases. We show this through a set of experiments in which the models inherent confidence is studied and shows that the full body NN suffers more in comparison to an upper and lower body model. Furthermore, we discuss a cascading structure where the pedestrian detector model can be complemented by an upper and lower body model to improve model confidence in edge cases.

Next steps for this kind of study suggests that the experimental setup is to be tested on a larger dataset that incorporates more varying scenarios. In addition, it is of interest to study how the model performance would change if a dataset that includes images in a time-series, thus allowing the models to use preceding frames when giving a prediction.
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