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Abstract—We develop a new consensus-based distributed algorithm for solving learning problems with feature partitioning and non-smooth convex objective functions. Such learning problems are not separable, i.e., the associated objective functions cannot be directly written as a summation of agent-specific objective functions. To overcome this challenge, we redefine the underlying optimization problem as a dual convex problem whose structure is suitable for distributed optimization using the alternating direction method of multipliers (ADMM). Next, we propose a new method to solve the minimization problem associated with the ADMM update step that does not rely on any conjugate function. Calculating the relevant conjugate functions may be hard or even unfeasible, especially when the objective function is non-smooth. To obviate computing any conjugate function, we solve the optimization problem associated with each ADMM iteration in the dual domain utilizing the block coordinate descent algorithm. Unlike the existing related algorithms, the proposed algorithm is fully distributed and does away with the conjugate of the objective function. We prove theoretically that the proposed algorithm attains the optimal centralized solution. We also confirm its network-wide convergence via simulations.

Index Terms—Alternating direction method of multipliers, distributed optimization, learning with feature partitioning.

I. INTRODUCTION

Performing data analytic tasks at a central processing unit in a distributed network can be infeasible due to the associated computing/communication costs or privacy issues. In addition, collecting all the data in a central hub creates a single point of failure. Therefore, it is necessary to develop algorithms that facilitate in-network processing and model learning using data collected by nodes/agents that are dispersed over a network.

Distributed optimization problems pertain to several applications in statistics, signal processing, machine learning, and control.

An essential aspect of distributed learning is how the data is distributed among the agents that determines what each agent intends to or is able to learn. Horizontal partitioning of data refers to the case when the data samples containing all features are distributed over the network. That is, all the agents estimate the same common model. Examples of learning with horizontal partitioning of data can be found in [2], [4], [8], [9]. On the other hand, when subsets of the features of all data samples are distributed over the network agents, we have feature partitioning of the data and every agent estimates a local model that is a part of the network-wide model. In the machine learning terminology, features are the descriptors or measurable characteristics of the data samples. In regression analysis, they may be called predictors or independent explanatory variables.

Several machine learning problems deal with heterogeneous distributed data that common features cannot describe. For example, in multi-agent systems, each agent may acquire data to learn a local model and refrains from sharing the data with other agents due to resource constraints or privacy concerns. However, the aggregate data can be exploited to enhance accuracy or augment inference due to the correlation of the data across agents. In the Internet of things, a device may only be interested in estimating its own local model parameters. However, multiple devices distributed over an ad hoc network may be able to collectively process the network-wide data and enhance the estimation/inference quality. Distributed learning problems with feature partitioning arise in several signal processing applications, e.g., bioinformatics, multi-view learning, and dictionary learning, as mentioned in [10], [11]. Data with feature partitioning can also be referred to as attribute-distributed data, vertically-partitioned data, data with column-partitioning, or heterogeneous data.

A. Related Works

Learning problems with feature partitioning of data have been considered in [1], [3], [10], [11], [15]–[28]. The algorithms proposed in [15], [16] solve the basis pursuit and lasso problems, respectively. The work of [17] assumes an appropriate coloring scheme of the network and cannot be extended to a general graph labeling.

The algorithms proposed in [10], [18]–[21] are not fully distributed since their consensus constraints involve the entire network instead of each agent’s local neighborhood. Furthermore, the algorithms proposed in [18], [19] only solve the ridge regression problem, while the works of [20], [21] assume the cost function to be convex and smooth with Lipschitz-continuous gradient. Both algorithms proposed in [20], [21] can only be used for minimization problems with \( \ell_2 \)-norm regularization (ridge penalty) and rely on the computation of the conjugate of the cost function.
TABLE I  
Comparative Summary

|       | fully distributed | non-smooth cost function | non-smooth regularizer | no conjugate function |
|-------|-------------------|--------------------------|-----------------------|-----------------------|
| 11    | √                 | √                        | √                     | √                     |
| 12    | √                 | √                        | √                     | √                     |
| 13    | √                 | √                        | √                     | √                     |
| 14    | √                 | √                        | √                     | √                     |
| 15    | √                 | √                        | √                     | √                     |
| 16    | √                 | √                        | √                     | √                     |
| 17    | √                 | √                        | √                     | √                     |
| 18    | √                 | √                        | √                     | √                     |
| 19    | √                 | √                        | √                     | √                     |
| 20    | √                 | √                        | √                     | √                     |
| 21    | √                 | √                        | √                     | √                     |
| 22    | √                 | √                        | √                     | √                     |
| 23    | √                 | √                        | √                     | √                     |
| 24    | √                 | √                        | √                     | √                     |

The algorithms in [11], [22]–[24] are based on the diffusion strategy, which is suitable when stochastic gradients are available. Furthermore, the work in [11] assumes that the cost function is convex and smooth with Lipschitz-continuous gradient. The algorithm developed in [22] relies on the calculation of the relevant conjugate functions. In addition, it assumes that the cost function is convex and smooth, and the regularization functions are strongly convex. The work of [23] also assumes that the regularizer functions are smooth and strongly convex. Moreover, it relies on the computation of conjugate functions similar to the algorithms proposed in [25], [26]. The diffusion-based algorithm proposed in [24] only solves the ridge regression problem. The consensus-based algorithm of [3] is also designed for ridge regression with feature partitioning. It outperforms the algorithm proposed in [24] in terms of convergence speed.

The algorithm proposed in [11] is designed for an \(\ell_2\)-norm-square cost function and hence cannot be extended to general objective functions. The works of [29]–[32] consider distributed agent-specific parameter estimation problem. However, the objective functions considered in these works are smooth. The authors of [27] propose a distributed coordinate-descent algorithm to reduce the communication cost in distributed learning with feature partitioning. However, the cost function in [27] is assumed to be strongly convex and smooth. The work of [28] considers an asynchronous stochastic gradient-descent algorithm for learning with distributed features. However, the objective function in [28] is assumed to be smooth.

None of the above-mentioned existing algorithms for distributed learning with feature partitioning is designed for optimizing generic non-smooth objective functions over arbitrary graphs without using or computing any conjugate function.

B. Contributions

In this paper, we develop a new fully-distributed algorithm for solving learning problems when the data is distributed among agents in feature partitions and computing the conjugate of the possibly non-smooth cost or regularizer functions is challenging or unfeasible. We consider a general regularized non-smooth learning problem whose cost function cannot be written as the sum of local agent-specific cost functions, i.e., it is not separable as in [3] ahead.

To tackle the problem, we articulate the associated dual optimization problem and utilize the alternating direction method of multipliers (ADMM) to solve it as, unlike the original problem, its structure is suitable for distributed treatment via the ADMM. We then consider the dual of the optimization problem associated with the ADMM update step and solve it via the block coordinate-descent (BCD) algorithm. In that manner, we devise an approach that enables us to avoid the explicit computation of any conjugate function, which may be hard or infeasible for some objective functions. The proposed algorithm is fully distributed, i.e., it only relies on single-hop communications among neighboring agents and does not need any central coordinator or processing hub. We demonstrate that the proposed algorithm approaches the optimal centralized solution at all agents. Our experiments show that the proposed algorithm converges to the optimal solution in various scenarios and is competitive with the relevant existing algorithms even when dealing with problems that, unlike its contenders, it is not tailored for.

In Table I, we provide a comparative summary of the proposed algorithm with respect to the most relevant existing ones in terms of the key features of being fully distributed, ability to handle non-smooth cost or regularization functions, and non-reliance on any conjugate function.

C. Paper Organization

The rest of the paper is organized as follows. In Section II, we describe the system model and formulate the distributed learning problem with feature partitioning when both the cost and regularizer functions are convex but not necessarily smooth. In Section III, we describe our proposed algorithm for solving the considered regularized learning problem in a distributed fashion without computing any conjugate function. Subsequently, we prove the convergence of the proposed algorithm by confirming that both its inner and outer loops converge in Section IV. We provide some simulation results in Section V and draw conclusions in Section VI.

D. Mathematical Notations

The set of natural and real numbers are denoted by \(\mathbb{N}\) and \(\mathbb{R}\), respectively. The set of positive real numbers is denoted by \(\mathbb{R}_+\). Scalars, column vectors, and matrices are respectively denoted by lowercase, bold lowercase, and bold uppercase letters. The operators \((\cdot)^\top\), \(\det(\cdot)\), and \(\text{tr}(\cdot)\) denote transpose, determinant, and trace of a matrix, respectively. The symbol \(\|\cdot\|\) represents the Euclidean norm of its vector argument and \(\otimes\) stands for the Kronecker product. \(I_n\) is an identity
matrix of size $n$, $0_n$ is an $n \times 1$ vector with all zeros entries, $0_{n \times p} = 0_n 0_p^T$, and $| \cdot |$ denotes the cardinality operator if its argument is a set. The statistical expectation and covariance operators are represented by $E[\cdot]$ and $\text{cov}[\cdot]$, respectively. For any positive semidefinite matrix $X$, $\lambda_{\min}(X)$ and $\lambda_{\max}(X)$ denote the nonzero smallest and largest eigenvalues of $X$, respectively. For a vector $x \in \mathbb{R}^n$ and a positive semidefinite matrix $A$, $\|x\|_A^2$ denotes the quadratic form $x^T A x$.

The conjugate function of any function $f$ is denoted by $f^*$.

II. System Model

We model a network with $N \in \mathbb{N}$ agents and $E \in \mathbb{N}$ edges as an undirected graph $G(\mathcal{V}, \mathcal{E})$ with the set of vertices $\mathcal{V} = \{1, \ldots, N\}$ corresponding to the agents and the set of edges $\mathcal{E}$ standing for the bidirectional communication links between the pairs of agents. Agent $i \in \mathcal{V}$ communicates only with its neighbors specified by the set $\mathcal{V}_i$.

Let us denote the network-wide data as an observation matrix $A \in \mathbb{R}^{mx \times p}$ and a response vector $b \in \mathbb{R}^{mx \times 1}$ where $M$ is the number of data samples and $P$ is the total number of features across the network. As we consider the feature partitioning of the data, we denote the observation matrix of the $i$th agent by $A_i \in \mathbb{R}^{mx \times p}$, and its local model vector by $x_i \in \mathbb{R}^{p_i \times 1}$ where $P_i$ is the number of features specific to agent $i$. Accordingly, we have $P = \sum_{i=1}^{N} P_i$ and $A$ consists of $N$ submatrices $A_i$ as

$$A = [A_1, A_2, \ldots, A_N].$$

The network-wide model vector $x \in \mathbb{R}^{P \times 1}$ that relates $A$ and $b$ is also a stack of $N$ subvectors $x_i$ as

$$x = [x_1^T, x_2^T, \ldots, x_N^T]^T.$$

We give an example for feature partitioning of data in Fig. 1 where features are distributed over a network of five agents.

We consider a regularized learning problem consisting in minimizing a global cost function $f(\cdot)$ that is a function of the error $Ax - b$ and is added by a regularization function $r(\cdot)$. In the centralized approach, the optimal solution is given by

$$x^* = \arg \min_x \left\{ f(Ax - b) + r(x) \right\}. \quad (1)$$

Considering feature partitioning of the data, $Ax$ can be written as

$$Ax = \sum_{i=1}^{N} A_i x_i$$

and assuming that the regularizer function $r(\cdot)$ can be written as a sum of agent-specific regularizer functions as

$$r(x) = \sum_{i=1}^{N} r_i(x_i),$$

the regularized learning problem (1) is of the following form

$$\min_{\{x_i\}} \ f \left( \sum_{i=1}^{N} A_i x_i - b \right) + \sum_{i=1}^{N} r_i(x_i). \quad (2)$$

The learning problem (2) pertains to several applications in machine learning, e.g., regression over distributed features [10], clustering in graphs [33], smart grid control [34], dictionary learning [22], and network utility maximization [35]. Similar to most existing works, e.g., [10], [11], [36], we consider learning problems where functions $f(\cdot)$ and $r_i(\cdot)$, $i = 1, \ldots, N$, are convex, proper, and lower semicontinuous. However, in this work, the objective functions are not necessarily smooth or their conjugate functions known. Therefore, we propose a novel algorithm that solves (3) in a fully distributed fashion wherein each agent communicates only with its neighbors without requiring the computation of any conjugate function. In the next section, we describe our proposed algorithm.

III. Algorithm

We first present the reformulation of the considered nonseparable problem into a dual form that can be solved in a fully-distributed fashion via the ADMM. Subsequently, we describe a new approach to perform the ADMM primal update step without explicitly computing any conjugate function of the cost or regularizer functions.

A. Distributed ADMM for the Dual Problem

To develop a distributed solution, we introduce the auxiliary variables $\{z_i\}_{i=1}^{N}$ and recast (2) as

$$\min_{\{x_i,z_i\}} \ f \left( \sum_{i=1}^{N} A_i x_i - b \right) + \sum_{i=1}^{N} r_i(x_i) \quad (3)$$

s. t. $A_i x_i = z_i$, $\ i = 1, \ldots, N$.

The cost function $f(\cdot)$ in (3) is not separable among the agents. We consider the dual problem of (3) and exploit its separability property, which is lacking in the primal domain, to solve it by employing the ADMM. For this purpose, we associate the Lagrange multipliers $\{\mu_i\}_{i=1}^{N}$ with the equality constraints in (3) and state the related Lagrangian function as

$$\mathcal{L}(\{x_i\}, \{z_i\}, \{\mu_i\}) = f \left( \sum_{i=1}^{N} A_i x_i - b \right) + \sum_{i=1}^{N} r_i(x_i) + \sum_{i=1}^{N} \mu_i^T (A_i x_i - z_i)$$

$$= \sum_{i=1}^{N} (r_i(x_i) + \langle \mu_i^T, A_i x_i \rangle - \mu_i^T z_i) + f \left( \sum_{i=1}^{N} z_i - b \right) - \sum_{i=1}^{N} \mu_i^T z_i. \quad (4)$$
The dual function for problem (3) can be computed as
\[
d(\{\mu_i\}) = \inf_{\{x_i, z_i\}} \mathcal{L}(\{x_i\}, \{z_i\}, \{\mu_i\})
\]
\[
= - \sum_{i=1}^{N} r_i^*(-A_i^T \mu_i) + \inf \{ \sum_{i=1}^{N} f_i(z_i - b) - \sum_{i=1}^{N} \mu_i^T z_i \}
\]
where \( r_i^* \) is the conjugate function of \( r \) defined as
\[
r_i^*(y) = \sup_{x} y^T x - r_i(x).
\]
Introducing auxiliary variable \( z \) that is defined as
\[
z = \sum_{i=1}^{N} z_i
\]
and using the duality theory, an alternate form of the dual function (5) is given by
\[
\tilde{d}(\{\mu_i\}, \lambda) = -f^*(\lambda) - \lambda^T b - \sum_{i=1}^{N} r_i^*(-A_i^T \mu_i)
\]
when \( \lambda = \mu_i \forall i \in \mathcal{V} \) with \( \lambda \) being the dual variable corresponding to \( z = \sum_{i=1}^{N} z_i \). Otherwise, we have \( \tilde{d}(\{\mu_i\}, \lambda) = -\infty \).

By eliminating \( \lambda \), the dual problem for (3) can be expressed as
\[
\min_{\{\mu_i\}} \frac{1}{N} \sum_{i=1}^{N} (f_i^*(\mu_i) + \mu_i^T b) + \sum_{i=1}^{N} r_i^*(-A_i^T \mu_i)
\]
s.t. \( \mu_1 = \mu_2 = \cdots = \mu_N \).

To facilitate a fully-distributed solution, we decouple the constraints in (7) as
\[
\mu_i = u_i^j, \quad \mu_j = u_i^j, \quad j \in \mathcal{V}_i, \quad i = 1, \ldots, N
\]
where \( \{u_i^j\}_{j \in \mathcal{V}_i} \) are auxiliary variables that will eventually be eliminated. We generate a new augmented Lagrangian function by associating the new Lagrange multipliers \( \{\nu_i\}_{j \in \mathcal{V}_i} \) and \( \{\rho_i\}_{j \in \mathcal{V}_i} \) with the consensus constraints in (3). By using the Karush-Kuhn-Tucker conditions of optimality for (8) and setting
\[
v_i^{(k)} = 2 \sum_{j \in \mathcal{V}_i} (\nu_i^{(k)})^j,
\]
it can be shown that the Lagrange multipliers \( \{\nu_i^{(k)}\}_{j \in \mathcal{V}_i} \) and the auxiliary variables \( \{u_i^j\}_{j \in \mathcal{V}_i} \) are eliminated (5). Hence, the ADMM to solve (7) reduces to the following iterative updates at the \( k \)th agent
\[
\mu_i^{(k)} = \arg \min_{\mu_i} \left\{ \frac{1}{N} f_i^*(\mu_i) + \frac{1}{N} \mu_i^T b + r_i^*(-A_i^T \mu_i) + \mu_i^T \nu_i^{(k-1)} + \rho \sum_{j \in \mathcal{V}_i} \left\| \mu_i - \frac{\mu_i^{(k-1)} + \mu_j^{(k-1)}}{2} \right\|^2 \right\}
\]
\[
v_i^{(k)} = \nu_i^{(k-1)} + \rho \sum_{j \in \mathcal{V}_i} (\mu_i^{(k-1)} - \mu_j^{(k-1)})
\]
where \( \rho > 0 \) is the penalty parameter and \( k \) is the iteration index.

The objective function in (2) may be non-smooth as the global cost function \( f(\cdot) \) or the agent-specific regularizer functions \( r_i(\cdot), i = 1, \ldots, N \), and consequently their conjugate functions may be non-smooth. Thus, the minimization problem in (2) can be solved by employing suitable subgradient methods or proximal operators [37, 38]. However, computing the conjugate functions of the cost or the regularizer functions in (2) may be hard or even unfeasible. To overcome this challenge, in the next subsection, we describe a new approach that does not require the explicit calculation of any conjugate function.

B. ADMM without Conjugate Function

We rewrite the minimization problem in the ADMM primal update (9) as
\[
\mu_i^{(k)} = \arg \min_{\mu_i} \left\{ \frac{f_i^*(\mu_i) + \|b\|_1}{N} + \rho \|\nu_i\|^2 \right\}
\]
s.t. \( A_i^T \mu_i + \nu_i = 0 \)
\[
\mu_i = \alpha_i
\]
where \( \rho = \rho|\mathcal{V}_i| \) and
\[
\nu_i^{(k-1)} = \nu_i^{(k-1)} - \rho|\mathcal{V}_i||\mu_i^{(k-1)} - \rho \sum_{j \in \mathcal{V}_i} \mu_j^{(k-1)}.
\]

The Lagrangian function related to (11) is stated as
\[
\mathcal{L}_k(\mu_i, \nu_i, \alpha_i, \theta_i^{(k)}, \beta_i^{(k)}) = \frac{f_i^*(\mu_i) + \|b\|_1}{N} + \mathcal{L}_i(\mu_i, \nu_i, \alpha_i, \theta_i^{(k)}, \beta_i^{(k)})
\]
\[
+ \rho \|\alpha_i\|^2 + (\theta_i^{(k)})^T (A_i \mu_i + \nu_i) + (\beta_i^{(k)})^T (\mu_i - \alpha_i)
\]
where \( \theta_i^{(k)} \) and \( \beta_i^{(k)} \) are the Lagrange multipliers associated with the first and the second constraints in (11), respectively, at iteration \( k \).

Motivated by the close connection between a function and its double conjugate (conjugate of conjugate), we express the dual for the objective in (11) as
\[
\delta_k(\theta_i^{(k)}, \beta_i^{(k)}) = \inf_{\mu_i, \nu_i, \alpha_i} \mathcal{L}_k(\mu_i, \nu_i, \alpha_i, \theta_i^{(k)}, \beta_i^{(k)})
\]
\[
= \inf_{\nu_i} \{ r_i^*(\nu_i) + (\theta_i^{(k)})^T \nu_i \} + \inf_{\alpha_i} \{ \rho_i \|\alpha_i\|^2 - (\beta_i^{(k)})^T \alpha_i \}
\]
\[
+ \inf_{\mu_i} \left\{ \frac{f_i^*(\mu_i)}{N} + \left( c_i^{(k-1)} + A_i \theta_i^{(k)} + \frac{b}{N} + \beta_i^{(k)} \right) \mu_i \right\} \right\}
\]
By employing the definition of conjugate function, the first infimum in (14) is equal to \(-r_i^*(-\theta_i^{(k)})\). The second infimum in (14) can be easily obtained by noting that the function
\[
l_k(\alpha_i) := \rho_i \|\alpha_i\|^2 - (\beta_i^{(k)})^T \alpha_i
\]
is quadratic in \( \alpha_i \). Hence, this infimum can be calculated by computing the gradient of \( l_k(\cdot) \) and equating it to zero, i.e.,
\[
\rho_i \|\alpha_i\|^2 - (\beta_i^{(k)})^T \alpha_i = 0.
\]
Solving this equation for $\alpha_i$ gives

$$\alpha_i^q = \frac{\beta_i^{(k)}}{2\rho_i}. \quad (15)$$

This implies that the second infimum in (14) is attained at the optimal value $\alpha_i^q$, which in turn means that it is equal to

$$l_k(\alpha_i^q) = -\frac{\|\beta_i^{(k)}\|^2}{4\rho_i}.\quad (16)$$

In view of the definition and properties of the conjugate function [39], the third infimum in (14) is given by

$$-N f^*\left(-c_i^{(k-1)} - A_i\theta_i^{(k)} - \frac{b}{N} - \beta_i^{(k)}\right).\quad (17)$$

Therefore, we have

$$\delta_k(\theta_i^{(k)}, \beta_i^{(k)}) = -r_i (-\theta_i^{(k)}) - \frac{\|\beta_i^{(k)}\|^2}{4\rho_i} - N f^*\left(-c_i^{(k-1)} - A_i\theta_i^{(k)} - \frac{b}{N} - \beta_i^{(k)}\right).\quad (18)$$

To find the optimal $(\theta_i^{(k)}, \beta_i^{(k)})$, we need to maximize $\delta_k(\theta_i^{(k)}, \beta_i^{(k)})$ or, equivalently, to minimize $-\delta_k(\theta_i^{(k)}, \beta_i^{(k)})$. Since this is a function of two variables $\theta_i^{(k)}$ and $\beta_i^{(k)}$, we employ the block coordinate descent algorithm (BCD) to minimize $-\delta_k(\theta_i^{(k)}, \beta_i^{(k)})$ and find the optimal values for $(\theta_i^{(k)}, \beta_i^{(k)})$. The BCD steps are obtained by alternatively minimizing $-\delta_k(\theta_i^{(k)}, \beta_i^{(k)})$ with respect to $\theta_i^{(k)}$ and $\beta_i^{(k)}$ as follows

$$\theta_i^{(k:t)} = \arg\min_{\theta_i^{(k)}} \left\{r_i(-\theta_i^{(k)}) + N f\left(-c_i^{(k-1)} - A_i\theta_i^{(k:t)} - \frac{b}{N} - \beta_i^{(k:t-1)}\right)\right\} \quad (19)$$

$$\beta_i^{(k:t)} = \arg\min_{\beta_i^{(k)}} \left\{\frac{1}{4\rho_i} \|\beta_i^{(k)}\|^2 + N f\left(-c_i^{(k-1)} - A_i\theta_i^{(k:t)} - \frac{b}{N} - \beta_i^{(k)}\right)\right\} \quad (20)$$

where $t$ is the BCD iteration index. If we assume that the BCD algorithm converges after $T$ iterations. The optimal values of $\theta_i^{(k)}$ and $\beta_i^{(k)}$ can be denoted by $\theta_i^{(k:T)}$ and $\beta_i^{(k:T)}$, respectively.

To update the Lagrange multipliers $\mu_i^{(k)}$ we employ the complementary slackness conditions, i.e.,

$$\beta_i^{(k:T)}(\mu_i^{(k)} - \alpha_i^o) = 0 \quad \forall i \in \mathcal{V}.\quad \text{Algorithm 1}$$

The algorithm for feature-partitioned distributed learning with unknown conjugate functions

At all agents $i \in \mathcal{V}$, initialize $\mu_i^{(0)} = 0$, $v_i^{(0)} = 0$, and locally run:

for $k = 1, 2, \ldots, K$

Run BCD loop

for $t = 1, 2, \ldots, T$

Update $\theta_i^{(k,t)}$ via (18)

Update $\beta_i^{(k,t)}$ via (19).

end for

Update the dual variables $\mu_i^{(k)} = \beta_i^{(k:T)}/(2\rho_i)$.\quad (21)

Share $\mu_i^{(k)}$ with the neighbors in $\mathcal{V}_i$.

Update the Lagrange multipliers $v_i^{(k)}$ via (22).

Update the auxiliary variables $c_i^{(k)}$ via (23).

end for

Since $\beta_i^{(k:T)} \neq 0$, $\forall i \in \mathcal{V}$, we have

$$\mu_i^{(k)} - \alpha_i^o = 0 \quad \forall i \in \mathcal{V}.\quad \text{Algorithm 1}$$

Using (15), we can update $\mu_i^{(k)}$ as

$$\mu_i^{(k)} = \frac{\beta_i^{(k:T)}}{2\rho_i}. \quad (20)$$

Collating the expressions in (20), (12), (10), the ADMM steps in (9) and (10) can be equivalently expressed as

$$\mu_i^{(k)} = \frac{\beta_i^{(k:T)}}{2\rho_i}. \quad (21)$$

$$v_i^{(k)} = v_i^{(k-1)} + \rho \sum_{j \in \mathcal{V}_i} (\mu_i^{(k)} - \mu_j^{(k)}). \quad (22)$$

$$c_i^{(k-1)} = v_i^{(k-1)} - \rho |\mathcal{V}_i| \mu_i^{(k-1)} - \rho \sum_{j \in \mathcal{V}_i} \mu_j^{(k-1)}. \quad (23)$$

where $k$ is the ADMM iteration index. We summarize the proposed algorithm in Algorithm 1.

Assuming that the ADMM outer loop converges after $K$ iterations, we denote the optimal dual variable $\theta_i^{(K:T)}$ by $\theta_i^o$. The estimate $\theta_i^o$ at agent $i$ is indeed the optimal solution to the original problem (2), i.e., $x_i^o$, as per the following theorem.

**Theorem 1.** For all agents $i \in \mathcal{V}$, the optimal dual variable $\theta_i^o$ at agent $i$ is equal to the optimal estimate $x_i^o$, i.e., $\theta_i^o = x_i^o$.

**Proof.** Since the optimization problem in (3) has a convex objective and is feasible, the Slater’s condition is satisfied. Therefore, due to the Slater’s theorem, strong duality holds and $\theta_i^o = x_i^o$, $\forall i \in \mathcal{V}$.

**IV. CONVERGENCE ANALYSIS**

The convergence of the proposed algorithm can be proven by corroborating that both the inner-loop BCD and outer-loop ADMM iterations converge. First, the convergence of the inner loop can be verified from results in [23] since all the assumptions required for the convergence are satisfied, i.e., the function $\delta(\cdot)$ is convex and the feasible sets $\mathbb{R}^M$ and $\mathbb{R}^P$, $\forall i \in \mathcal{V}$, are all convex. Assuming that the optimal solution $\theta_i^o$
of the inner-loop BCD algorithm is attained for each \( i \in \mathcal{V} \), the dual variable \( \mu_i^{(k)} \) in the outer loop is updated accordingly.

Next, we prove that the estimates produced by the fully-distributed ADMM outer loop, i.e., \( (9) \) and \( (10) \), approach the optimal centralized solution at all agents. To present the convergence result, we rewrite the constraints in (22) as follows

\[
\mu_i = \tilde{u}_i^j, \quad \mu_j = \tilde{u}_i^j, \quad \tilde{u}_j^i = \tilde{u}_j^j, \quad j \in \mathcal{V}_i, \quad i = 1, \ldots, N.
\]

(24)

Note that the constraints \( u \in \mathcal{C}_u := \{u : \tilde{u}_i^j = \tilde{u}_j^i, \quad j \in \mathcal{V}_i, \quad j \in \mathcal{N}_i\} \) are not dualized and are introduced only to present the convergence result. Let us define the following vectors

\[
\mu = [\mu_1^T, \ldots, \mu_N^T]^T \quad \text{and} \quad u = ([u_1^{a_1(1)})^T, \ldots, \mu_N^a_N((\mathcal{V}_N))]^T, \ldots, ([u_N^{a_N(1)})^T, \ldots, \mu_N^a_N((\mathcal{V}_N))]^T)
\]

where \( a_i(j) \) is the index of the \( j \)th neighbor of agent \( i \).

The problem (8) with the constraints in (24) can be written as

\[
\begin{align*}
\min_{\mu, \mathcal{C}} & \quad G_1(\mu) + G_2(u) \\
\text{s.t.} & \quad \mu \in \mathcal{C}_1, \quad u \in \mathcal{C}_2, \quad \mathcal{C} \mu = u
\end{align*}
\]

(25)

where \( \mathcal{C} = [\mathcal{C}_1^T, \mathcal{C}_2^T]^T \), \( G_2(u) = 0, \quad \mathcal{C}_1 := \mathbb{R}^M, \quad \mathcal{C}_2 := \mathcal{C}_u, \)

\[
\begin{align*}
\mathcal{C}_1 & = \begin{bmatrix} C_{11} & \vdots & \vdots \\ \mathcal{C}_{1N} \end{bmatrix}, \quad \mathcal{C}_1i := (1_{\mathcal{N}_i} e_i^T) \otimes I_M, \quad i \in \mathcal{V} \\
\mathcal{C}_2 & = \begin{bmatrix} C_{21} & \vdots & \vdots \\ \mathcal{C}_{2N} \end{bmatrix}, \quad \mathcal{C}_2i := \begin{bmatrix} e_i^T \vdots \\ \mathcal{e}_i\mathcal{N}_j \end{bmatrix} \otimes I_M, \quad i \in \mathcal{V}
\end{align*}
\]

\[
G_1(\mu) = \frac{1}{N} \sum_{i=1}^{N} \left( \mu_i^T \mu_i \right) + \mu_i^T b_i + \sum_{i=1}^{N} r_i^* (\mathcal{A}_i^T \mu_i),
\]

and \( e_i \) is the \( i \)th vector of the canonical basis of \( \mathbb{R}^M \). The convergence result relies on the following lemma.

**Lemma 1.** If \( \mathcal{G} \) is a connected graph, then the local optimal solution \( \mu_i^o \) at agent \( i \) is equal to the optimal centralized solution of (9), i.e., \( \mu_i^o = \mu^o, \forall i \in \mathcal{V} \), where

\[
\mu^o = \arg \min_{\mu} \left\{ f^*(\mu) + \mu^T b^i + \sum_{i=1}^{N} r_i^* (\mathcal{A}_i^T \mu) \right\}.
\]

**Proof.** Let \( i \) and \( i' \) be arbitrary agents in \( \mathcal{G} \) and \( p(i,i') : i, i_1, i_2, \ldots, i_n, i' \) an arbitrary path on \( \mathcal{G} \) that connects \( i \) and \( i' \). Since the adjacent agents in \( p(i,i') \) are neighbors, we have

\[
\mu_i = \mu_{i_1} = \mu_{i_2} = \ldots = \mu_{i_n} = \mu_{i'},
\]

which imply

\[
\mu_i = \mu_{i'}.
\]

Since \( \mathcal{G} \) is connected and the path is arbitrary, the local constraints \( \mu_i = \mu_{i'} \) can be removed and replaced by the common constraint \( \mu_i = \mu \). Hence, \( \mu_i^o = \mu^o \forall i \in \mathcal{V} \) where

\[
\mu^o = \arg \min_{\mu} \left\{ f^*(\mu) + \mu^T b^i + \sum_{i=1}^{N} r_i^* (\mathcal{A}_i^T \mu) \right\}.
\]

We can now prove the convergence of the proposed algorithm as per the following theorem.

**Theorem 2.** If \( \mathcal{G} \) is a connected graph, then the proposed algorithm converges to the optimal centralized solution, i.e.,

\[
\lim_{k \to \infty} \mu_i^{(k)} = \mu^o, \forall i \in \mathcal{V}.
\]

**Proof.** Thanks to Lemma 1, we only need to prove that

\[
\lim_{k \to \infty} \mu_i^{(k)} = \mu^o.
\]

For this purpose, we observe that (25) is in the same form as [37] eq. 4.77, p. 255. Furthermore, the following assumptions are satisfied:

- \( G_1(\cdot) \) and \( G_2(\cdot) \) are convex functions;
- \( C_1 \) and \( C_2 \) are nonempty polyhedral sets;
- \( \mathcal{C} \) is full column rank, hence, \( \mathcal{C}^T \mathcal{C} \) is invertible.

Therefore, due to [37] Proposition 4.2, p. 256, we have

\[
\lim_{k \to \infty} \mu_i^{(k)} = \mu^o, \forall i \in \mathcal{V}.
\]

V. SIMULATIONS

In this section, we present some simulation results to evaluate the performance of the proposed algorithm. We first assess the proposed algorithm considering a distributed elastic-net regression problem with different numbers of local features, samples, and agents as well as different network topologies. Subsequently, we benchmark the proposed algorithm against the most relevant existing algorithms considering distributed ridge and lasso regression problems.

A. Distributed Elastic-Net Regression

To evaluate the performance of the proposed algorithm in different scenarios, we consider the elastic-net regression problem. The calculation of the conjugate function for the objective function corresponding to this problem is practically infeasible. In the distributed setting, we solve the elastic-net regression problem by considering

\[
\begin{align*}
f(x_i) &= \left\| \sum_{i=1}^{N} A_i x_i - b \right\|^2 \\
r_i(x_i) &= \eta_1 \| x_i \|_1 + \eta_2 \| x_i \|_2^2
\end{align*}
\]

(27)

where \( \eta_1 \in \mathbb{R}^+ \) and \( \eta_2 \in \mathbb{R}^+ \) are the regularization parameters. We calculate the response vector \( b \) as

\[
b = A \omega + \psi
\]

(28)

where \( \omega \in \mathbb{R}^p \) and \( \psi \in \mathbb{R}^M \) are independently drawn from the multivariate normal distributions \( \mathcal{N}(0, I_p) \) and \( \mathcal{N}(0,0.1I_M) \), respectively. We set the regularization parameters to \( \eta_1 = 1, \eta_2 = 1 \) and the penalty parameter to \( \rho = 2 \). We use two iterations in the inner-loop BCD algorithm. We obtain the results by averaging over 100 independent trials while considering a multi-agent network with a random topology.
where each agent links to three other agents on average. We evaluate the performance of the proposed algorithm using the misalignment metric that is defined as
\[
\frac{\|x^d(k) - \omega\|^2}{\|\omega\|^2}
\]
where
\[
x^d(k) = \left[x_1^{(k)T}, \ldots, x_N^{(k)T}\right]^T
\]
and \(x_i^{(k)} \forall i \in \mathcal{V}\) denotes the local estimate at agent \(i\).

In Fig. 2(a) we plot the misalignment of the proposed algorithm versus its outer-loop iteration index for different values of \(P_i\), i.e., \(P_i = 2, P_i = 10, P_i = 20,\) and \(P_i = 50\) while \(M = 800, M = 1000, M = 1100,\) and \(M = 1500\), respectively. Fig. 2(a) shows that the proposed algorithm converges faster as the number of local features \(P_i\) decreases. In Fig. 2(b) we set \(P_i = 2\) and use the same topology as in Fig. 2(a) but consider different values of \(M\). Fig. 2(b) shows that the proposed algorithm achieves higher accuracy as the number of samples \(M\) increases. Note that we include the misalignment of the centralized optimal solution in all figures.

In Fig. 3(a) we consider different values of \(N\) while \(P_i = 2, M = 500,\) and the network topology is arbitrary but with an average node degree of three. Fig. 3(a) shows that the proposed algorithm converges faster as the number of agents \(N\) decreases. In Fig. 3(b) we evaluate the proposed algorithm
by setting $N = 10$, $P_i = 2$, $M = 500$ and considering four different common simple topologies, i.e.,

- line: the agents are connected one after the other, hence, $|\mathcal{N}_i| = 2$ for $1 < i < N$ and $|\mathcal{N}_i| = 1$ for $i = 1$ and $i = N$
- ring: $|\mathcal{N}_i| = 2$ for each $i \in \mathcal{V}$
- star: $|\mathcal{N}_i| = N - 1$ for $i = 1$ and $|\mathcal{N}_i| = 1$ for $i = 2, \ldots, N$
- fully-connected: each agent in the network is connected to all the other agents.

In Fig. 3(b) we observe that the proposed algorithm converges faster as the average number of links per agent increases, i.e., the average connectivity of the network increases.

### B. Distributed Ridge Regression

Considering a distributed ridge regression problem, in Figs. 4 and 5 we benchmark the proposed algorithm against some existing baseline algorithms, namely, the broadcast-based algorithm for learning with distributed features proposed in [10], the dual consensus ADMM (DC-ADMM) algorithm of [26], the consensus-based algorithm for ridge regression (D-Ridge) introduced in [3], and the diffusion-based algorithm of [24]. The algorithms proposed in [3], [24] are only for solving the ridge regression problem. Here, we solve the problem (2) with the objective function (27) and set the $i$th agent’s regularizer to

$$r_i(x_i) = \eta \|x_i\|^2$$
where $\eta \in \mathbb{R}^+$ is the regularization parameter.

We calculate the response vector $b$ as in (28). As per [3], [24], we set the regularization parameter to $\eta = 0.001$. We also set the number of inner-loop BCD iterations of the proposed algorithm to 2 and obtain the results by averaging over 100 independent trials. In Fig. 4(a), we set $N = 10$, $M = 50$, and $P_i = 2$. In Fig. 4(b), the parameter setting is the same as Fig. 4(a) except for the number of samples $M$ being larger, i.e., $M = 200$. In Fig. 5(a), we keep $M = 200$ and set the number of agents to $N = 20$. In Fig. 5(b), we set $N$ and $M$ to 10 and 200, respectively, while $P_i = 10 \forall i \in \mathcal{V}$.

We observe in Figs. 4 and 5 that the proposed algorithm outperforms the DC-ADMM algorithm. It also performs competitively in comparison with the algorithms of [3], [24], which are specifically tailored to the ridge regression problem. The superior performance of the broadcast-based algorithm of [10] is due to its centralized processing. We include it here only as a reference.

C. Distributed Lasso Regression

In Figs. 6 and 7, we compare the performance of the proposed algorithm with that of the broadcast-based algorithm for learning with distributed features proposed in [10] and the DC-ADMM algorithm of [26] considering a distributed lasso
problem. Hence, we solve the problem (2) with the objective function (27) and set the $i$th agent’s regularizer to
\[
r_{i}(x_{i}) = \eta \|x_{i}\|_{1}
\]
where $\eta \in \mathbb{R}^{+}$ is the regularization parameter.

We calculate the response vector $b$ as in (28). As per [3], [24], we set the regularization parameter to $\eta = 0.001$. We also set the number of inner-loop BCD iterations of the proposed algorithm to 2 and obtain the results by averaging over 100 independent trials. In Fig. 6(a), we set $N = 10$, $M = 50$, and $P_{i} = 2$. In Fig. 6(b), the parameter setting is the same as Fig. 6(a) except for the number of samples $M$ being larger, i.e., $M = 200$. In Fig. 7(a), we keep $M = 200$ and set the number of agents to $N = 20$. In Fig. 7(b) we set $N$ and $M$ to 10 and 200, respectively, while $P_{i} = 10 \forall i \in V$.

We observe in Figs. 6 and 7 that the proposed algorithm performs very similar to the DC-ADMM algorithm as the learning curves of the two algorithms almost overlap. Again, the superior performance of the broadcast-based algorithm of [10] is due to its centralized processing.

### D. Discussion

The main advantage of the proposed algorithm is in its ability to solve generic feature-partitioned distributed optimization problems without resorting to any conjugate function even when the objective function is non-smooth. This is unique to our proposed algorithm and, to the best of our knowledge, there is no existing algorithm with the same utility. That is why we do not compare the proposed algorithm with any other existing algorithm in Section IV-A where the problem at hand is feature-distributed elastic-net regression. The existing algorithms for feature-partitioned distributed optimization such as DC-ADMM require the conjugate function of the objective or regularization function. In the case of elastic-net regression, calculating the conjugate function is impracticable.

The simulation results in Sections IV-B and IV-C are to provide a comparative study of the performance of the proposed algorithm with respect to the other most relevant existing algorithms. As evident by the results, the proposed algorithm’s performance in solving the distributed ridge and lasso regression problems is on par with those of its state-of-the-art competitors, even those that have specifically been design to solve these problems.

As seen in the figures, in all simulations, the network-wide average estimate of the proposed algorithm converges to the corresponding optimal centralized solution. Although not shown here for conciseness, we have observed that the estimates at all agents also converge to the optimal solution in all the experiments corroborating our theoretical findings in Section IV.

In all simulations, we utilize only two BCD iterations with no extra inter-agent communication overhead. Therefore, the computational complexity and communication requirements of the proposed algorithm are of the same order as those of the related existing algorithms such as DC-ADMM. Indeed, we did not observe any significant difference in the per-iteration run time of the proposed and DC-ADMM algorithms.

### VI. Conclusion

We proposed a distributed algorithm for learning with non-smooth objective functions under distributed features. We reformulated the considered non-separable problem into a dual form that is separable and solved it via the ADMM. Subsequently, we devised an approach based on articulating the dual of the dual problem to overcome the challenge of computing the involved conjugate functions, which may be hard or even infeasible with some objective functions. We employed the BCD algorithm to solve the dual of the dual problem. Therefore, unlike most existing algorithms for solving learning problems with feature partitioning, the proposed algorithm does not require the explicit calculation of any conjugate of the objective function. We verified the convergence of the proposed algorithm to the optimal solution through both theoretical analysis and numerical simulations.
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