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Abstract. In this work, we study how the performance and evaluation of generative image models are impacted by the racial composition of their training datasets. By examining and controlling the racial distributions in various training datasets, we are able to observe the impacts of different training distributions on generated image quality and the racial distributions of the generated images. Our results show that the racial compositions of generated images successfully preserve that of the training data. However, we observe that truncation, a technique used to generate higher quality images during inference, exacerbates racial imbalances in the data. Lastly, when examining the relationship between image quality and race, we find that the highest perceived visual quality images of a given race come from a distribution where that race is well-represented, and that annotators consistently prefer generated images of white people over those of Black people.
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1 Introduction

The computer vision community has wrestled with problems of bias for decades [45,50]. As vision algorithms are starting to become practically useful in the real world, this issue of bias has manifested as a serious problem in society [11,43,6,47]. In particular, GANs [17] have significantly increased in quality and popularity over the past few years [8,31], and these models have been shown to contain racial biases [28,14,27]. As GANs are increasingly used for synthetic data generation and creative applications, there is the potential for racial bias to propagate to downstream applications, and the need for an understanding of the cause of biased outputs. In generative image models, the question of whether the source of biased outputs comes from the data with which models are trained (data distribution bias) or the algorithms themselves (algorithmic bias) is unanswered.

In this work, we aim to understand the source of bias in GANs in the context of perceived race †, i.e., can dataset imbalance alone sufficiently describe

*Equal contribution in alphabetical order.
†We do not not objectively evaluate the underlying actual race, but rather measure the perceived race of the image. This is because race is a complex social construct and it is not sufficient to evaluate race with only visual features. See section 3.1
issues of racial representation in generative image models? Or do algorithmic choices also contribute [25]? We consider the following types of bias in generative image models as they pertain to class distributions and image quality: 1) Data distribution bias: imbalances in training data that are replicated in the generated data, 2) Symmetric algorithmic bias: imbalances in training data that are exacerbated in the generated data, irrespective of which race labels are over or under-represented in the data, and 3) Asymmetric algorithmic bias: unequal effects on different classes, dependent on or independent of class representation in the training data.

We conduct a systematic study, exploring the following research questions:

1. Will a racially imbalanced training dataset lead to an even more imbalanced generated dataset?
2. Will improving sample quality using the commonly employed “truncation trick” exacerbate an underlying racial imbalance?
3. If a generator is trained on an imbalanced dataset, will perceived visual quality of the generated images change depending on class representation?

We explore these research questions in the context of StyleGAN2-ADA [33] trained to generate human faces. To measure the impact of dataset imbalance, we first label a subset of FFHQ [31], to understand the racial composition of this popular and representative dataset for training generative models of face images. We also train StyleGAN2-ADA on three datasets with varying controlled ratios of images of persons perceived as Black or white. We then measure the perceived racial distribution of training and generated data, with and without truncation, and study the relationship between quality and race class label distribution. To obtain the perceived racial distribution, we use Amazon Mechanical Turk Annotation (AMT) annotations, as well as a classifier that is calibrated against human performance. The AMT annotations are also used to measure the perceived visual quality of real and generated images.

Our findings show that 1) GANs appear to preserve the racial composition of training data, even for imbalanced datasets, exhibiting data distribution bias 2) however, truncation exacerbates discrepancies in the racial distribution equally amongst race class labels, exhibiting symmetric algorithmic bias, and 3) when ranking images by quality, we find that generated images of a given perceived race are of higher perceived quality when they come from a generator that is over-represented for images labeled as white, while images labeled as Black retain constant quality regardless of the training data’s racial composition. We also find that both real and generated white labeled facial images are consistently annotated as higher quality than real and generated images of Black people. It is unclear whether this observed asymmetric algorithmic bias is caused by StyleGAN2-ADA, our human-centric system of evaluation, underlying qualitative discrepancies in training data, or a combination thereof.
2 Related Work

**Racial Bias in Computer Vision** Machine learning models and their applications have a well-documented history of racial bias, spanning vision [11,35], language [10,9,16], and predictive algorithms that have a heavy impact on real peoples’ lives [43,12,29]. Numerous research efforts have aimed to evaluate, understand, and mitigate bias, particularly in computer vision. Buolamwini et al. [11] analyzed three automated facial analysis algorithms, and found that all classifiers performed worse on images of individuals with a darker skin type compared to counterparts with a lighter skin type [11]. A similar conclusion was made in earlier research by Klare et al. [35], who found that face recognition algorithms consistently performed poorly on young Black females. Phillip et al. [44] showed that machine learning algorithms suffer from the “other race effect” (humans recognize faces of people from their race more accurately compared to faces of other races) [44].

**Racial Bias in Generative Models** Image generation models have been shown to contain racial biases [28,14,27]. AI Gahaku [14], an AI art generator that turns user-submitted photos into Renaissance-style paintings, often turns photos of people of color into paintings that depict white people. The Face Depixelizer, a tool based on PULSEGAN [40], which super-resolves a low-resolution face image, also tends to generate an image of a white person, regardless of input race. Jain et al. [28] demonstrated that popular GAN models exacerbate biases along the axes of gender and skin tone when given a skewed distribution of faces; for example, Snapchat’s beautification face filter lightens skin tones of people of color and morphs their faces to have euro-centric features. GANs can inherit, reinforce and even exacerbate biases when generating synthetic data [27].

**Racial Bias Mitigation** Several works have proposed ways to mitigate racial bias in facial recognition systems by modifying models directly or with data sampling strategies [19,51,52]. To reduce racial bias via model modification, Wang et al. [51] proposed a deep information maximization adaptation network (IMAN), with white faces as the source domain and other races as target domains. William et al. [19] performed facial recognition experiments by manipulating the race data distribution to understand and mitigate racial bias. Their work demonstrated that skewing the training distribution with a majority of African labeled images tends to mitigate racial bias better than balanced training data set.

**Generative Adversarial Networks** GANs [16], a class of implicit generative models, learn to generate data samples by optimizing a minimax objective between discriminator and generator networks. The discriminator is tasked with differentiating training images from generated images, and the generator aims to fool the discriminator. Modern GANs [8,31,33] are capable of producing high quality images and are increasingly leveraged for image manipulation tasks [26,11].
GAN Truncation The “truncation trick” introduced by Brock et al. [8] is a sampling technique that allows deliberate control of the trade-off between variety and fidelity in GAN models. At the loss of some diversity, the fidelity of generated images can be improved by sampling from a shrunk or truncated distribution [2,39,8]. StyleGAN implements truncation by interpolating towards the mean intermediate latent vector in $W$ space [31]. In this work we evaluate the impact of truncation on racial diversity in images generated with StyleGAN2-ADA [30].

GAN Mode Collapse GANs are known to exhibit mode collapse or mode dropping, where certain features present in the training dataset distribution are missing from the distribution of generated images [15]. Many works propose solutions to address mode collapse, such as Wasserstein GANs [3,18], Prescribed GANs [13], and Mode Seeking GANs [38]. In spite of these works, mode dropping is not fully understood. Arora et al. [4] show that the generated distribution of a GAN has a relatively low support size (diversity of images) compared to the training distribution. In the work “Seeing What a GAN Cannot Generate,” Bau et al. [5] visualized regions of images that GANs are unable to reproduce. They found that higher-quality GANs better match the dataset in terms of the distribution of pixel area belonging to each segmentation class, and that certain classes, such as people, were particularly challenging for the GANs. These works indicate that GANs may exacerbate bias in the training data distribution by dropping certain features or classes in generated images — in this work, we also analyze whether these effects occur regarding racial bias.

3 Methodology

3.1 Racial Categorizations

Race is a dynamic and complex social construct. People can be of multiple races and perception of race is heavily dependent on culture and geography with different meanings and interpretations. As such, all discussion in this work pertains to perceived race by annotators. Despite the complexities and subjectivity involved in analyzing racial perceptions, we choose to study the bias in GANs through the lens of race as this is a topic of societal consequence [28,14,27].

The decision to use perceived racial classifications over skin color (tone/shade) estimates and categorizations (such as Individual Typology Angle (ITA) and Fitzpatrick skin phototype [53]) was driven by the notion that perceived racial categorization is an informative lens through which to study racial bias [20], and the availability of the FairFace dataset, a large-scale face dataset with seven race categorizations. Furthermore, Karkkainen et al. [36] found that solely relying on skin color/ITA in the FairFace dataset is not sufficient to distinguish race categories. We condense the seven race categories into three: Black, white, and Non-Black or Non-white, to further reduce perceptual ambiguity (see sec. 4.1). This study does not aim to minimize the importance of understanding these questions in Non-Black or Non-white races, but as a first study we simplify the categorization.
Fig. 1: **Training Data and Generated Data.** The top row shows real data from the FairFace dataset used for training generative models, sampled in ratios used for training. The bottom row shows generated data from models trained on the 80B-20W, 50B-50W, and 20B-80W datasets (left to right).

### 3.2 Datasets

This section describes the FFHQ and FairFace datasets. It also explains how we use the datasets: we quantify the racial distribution of FFHQ, train generative models on both datasets to answer our three research questions, and also use FairFace to train a classifier on perceived race.

**Flickr Faces HQ (FFHQ)** is one of the most commonly-used datasets for the development of high fidelity GANs that generate faces, such as StyleGAN [31] and StyleGANV2 [33]. It contains 70,000 high-quality 1024x1024 resolution images scraped from Flickr, which were automatically aligned and cropped [32]. We quantify the racial distribution of face images on a subset of FFHQ, as well as that of a StyleGANV2 model trained on FFHQ with and without truncation.

**FairFace** consists of 108,501 images annotated by age, gender and race, which are cropped, aligned and $224 \times 224$ [36]. The representative faces in this dataset come from public images without public figures, minimizing selection bias. As described in section 3.1, we use the FairFace race categorization choices as a starting point.
Fig. 2: Consistency of AMT annotation labels vs. Full FairFace labels. (Left) A confusion matrix of AMT annotations and the 7 FairFace labels on 1000 random samples of the FairFace validation set. (Right) A condensed version of the confusion matrix. All numbers are shown in percentages. Overall, there is 76% agreement between the FairFace labels and our collected annotations.

We use this dataset to train a perceived race classifier and multiple StyleGAN2-ADA models. From the FairFace dataset, we create three overlapping subsets of 12K images, each with images randomly sampled in the following ratios: 80% Black/20% white (80B-20W), 50% Black/50% white (50B-50W), and 20% Black/80% white (20B-80W). Six different $128 \times 128$ resolution StyleGAN2-ADA models \cite{30} were trained using an “other races” dataset, an all Black dataset, an all white dataset, and each of the three FairFace datasets described above (i.e., 80B-20W, 50B-50W, and 20B-80W). All StyleGAN2-ADA models were trained with 2 GPUs, batch size 64, and an R1-gamma parameter value 0.0128, ensuring high fidelity images for 25000 kimg. Example generated images trained with the FairFace datasets can be seen in the bottom row of Fig. 1.

3.3 Amazon Mechanical Turk Annotation

Amazon Mechanical Turk (AMT) workers labeled tasks associated with the following three questions:

1. **Race Classification:** What is the race of the person in the image? [Choices: Black, white, Cannot Determine, Non-Black or Non-white.]
2. **Real/Fake Classification:** Is this image real or fake?
3. **Image Quality Ranking:** Which image is more likely to be a fake image?

In our tasks, 1000 randomly sampled real images from FairFace and FFHQ, respectively, and 1000 images from each dataset of generated images were labeled. More details are in the supplementary material.

4 Experiments and Results

In this section, we first establish the reliability of our AMT annotation process and how we condense and use race labels, and then use the AMT annotations
to compute the racial composition of a subset of FFHQ. We then assess the relationship between the racial distributions of the training and generated data, and evaluate the impact of truncation on the racially imbalance in the data. Finally, we assess the relationship between the training data racial distribution and the perceived image quality of the GAN-generated images.

4.1 The Racial Distribution of Training and GAN-Generated Data

Annotation Consistency Analysis We use annotations to measure the racial distribution of the training and generated images. We first assess the performance and reliability of our procedure by collecting annotations from a random sample of 1000 images from the FairFace validation set. The confusion matrix in Fig. 2 shows the difference in labels on the FairFace validation set and the annotations collected using our AMT protocol, demonstrating the inherent limitations in attempting to establish racial categorizations on visual perception alone. However, we find that the ambiguity in visual discernment is lowest between images perceived as Black and white, making these two classes suitable for analysis of racial bias. Limiting the observed racial categories leads to more consistent labeling, allowing for a thorough examination of the impacts between two race class labels from the data.

The Racial Distribution of FFHQ We analyze the racial distribution of FFHQ by selecting a random subset of 1000 images and collecting images on AMT using our procedure for task one described in Section 3.3. We find that FFHQ is composed of 69% white, 4% Black, and 27% non-Black or non-white facial images. Compared to the global Black population, FFHQ is under-representative.

Relationship between Training and GAN-Generated Data Distributions On our first research question, regarding if an imbalanced dataset further exacerbates the generated dataset distribution, our experiments indicate that StyleGAN2-ADA’s generated data distribution preserves the training data distribution. We compute the perceived racial distributions of FFHQ and FairFace (20B-80W, 50B-50W, and 80B-20W) training data and generated data, based on our AMT annotations. To explicitly showcase the ratio of Black and white race class labels in the training and generated data, we excluded the “Non-Black or Non-white” and “Cannot Determine” class labels. It can be seen in Fig. 3 that the training and generated data distributions are statistically close - the red bars represent the 95% Wald’s confidence interval (CI) of each generated data distribution. The training data distributions all fall within the 95% confidence interval of the observed sample means, and as such we conclude that the generators successfully preserve the training distributions and exhibits data distribution bias. See the supplementary material for more information on CI calculations.

Impact of Truncation on FFHQ Generated Data Distribution This section studies our second research question on the effect of truncation on racial
Fig. 3: Racial distribution of training and GAN-generated data. Distributions for (a) FFHQ, (b) 20B-80W, (c) 50B-50W and (d) 80B-20W. The red bars represent the 95% confidence interval for the expected distribution of the generated data. All class labels aside from Black and white are excluded. All of the generative models preserve the distribution of the training data.

imbalance. We follow the same protocol as above on truncation levels 1 (no truncation), 0.75, and 0.5, and find that that applying truncation when generating data exacerbates the racial imbalance in StyleGAN2-ADA. Fig. 4(a) shows the AMT annotation distribution of the FFHQ training data, and 4(b) shows the distribution of StyleGAN-2 ADA trained on FFHQ without truncation. As greater truncation levels are applied, the generated data becomes increasingly racially imbalanced. The percentage of images of Black people in the generated data distribution in Fig. 4 drops from 4% to 0% at a truncation level of 0.5. We observe an inverse effect for images of white people, where more truncation increases the percentage of the white class labeled images in the generated data distribution.

Automatic Race Classifier In order to conduct a more fine-grained study on the effect of truncation level, we scale the AMT annotation process by using an automatic race classifier to classify perceived race. A ResNet-18 model [21] was used to carry out three-way classification on face images. The model was trained on the FairFace training split augmented with equal quantities of generated images from StyleGAN2-ADA models trained on all-Black, all-white,
Fig. 4: The racial distribution of FFHQ with truncation. The top row shows the FFHQ training data distribution (left) and the generated data distribution without truncation (right). The bottom row shows the generated data distribution with a truncation level of 0.75 (left) and an increased truncation level of 0.5 (right). While the model without truncation closely preserves the original training data distribution, as the level of truncation increases, the ratio of white to Non-white class labels increases.

Evaluation of Truncation We evaluate levels of truncation and observe the following trend across all models: as the level of truncation increases, racial diversity decreases, converging to the average face of the dataset. Images were generated from StyleGAN2 trained on FFHQ and the 80B-20W, 50B-50W, and 80B-20W FairFace-trained generators at truncation levels ranging from $\gamma = 0$ to 1 at intervals of 0.1. The perceived race labels were automatically classified for 10K generated images at each truncation level, for a total of 110K images, with results in Fig. 6. We observe that truncation in a dataset with predominantly images of white people, such as FFHQ, increases the frequency of generating images classified as white. Similarly, when the majority of images in a dataset
are of Black people, as in the 80B-20W dataset, the truncated generated data distribution has predominantly images classified as Black. Examples of generated face images at different levels of truncation can be seen in the supplementary material.

### 4.2 GAN Quality

From the AMT Image Quality Ranking task, we perform pairwise comparisons of the generators’ respective data distributions against each other. We determine that when trained with FairFace splits, images from the generator trained on more images of white people are always preferred at a greater proportion, and on FFHQ with truncation, images with more truncation are seen as higher quality.

This finding comes from counting the number of times images from one generator are preferred over images from another generator. Results of this comparison can be seen in Table 1 for FairFace and Table 2 for FFHQ. Error bars are computed using the Wald’s method for a 95% confidence interval. For FairFace, we find that the generator trained on a higher percentage of images of white people tends to be preferred in more comparisons by a narrow margin that often surpasses error bounds. For FFHQ with truncation, an increased truncation level always leads to a generator being more preferred, indicating that truncation increases perceptual sample quality.

**Correlation with FID.** Fréchet inception distance (FID) [22] is a common GAN metric that measures image quality by comparing distributions of features extracted with the Inception network [49] between training and generated images. Higher quality models receive a lower FID score. The FIDs of our FairFace-trained generators are 5.60, 5.63, and 5.68 for the 20B-80W, 50B-50W, and 80B-20W models respectively, not revealing a clear difference in perceived visual quality based on this automatic metric.
4.3 Perceived Visual Image Quality and Race

To address the third research question, i.e., to determine if there is a relationship between perceived race and generated image quality, we examine the results of our binary real/fake classification task and our pairwise image quality ranking task. Our findings on the real or fake classification task do not yield a clear relationship between the training data distribution and generated image quality; please see the supplementary material for details. However, pairwise image quality comparisons provide a more fine-grained analysis. From a perceptual quality ranking obtained from pairwise comparisons, we find that the average perceived visual quality of generated images of a particular race increases as the proportion of training images of that race increases. We also find that generated images of white people tend to be perceived as higher quality than images of Black people, regardless of the training distribution.

Using 3000 FairFace 80B-20W, 50B-50W, 20B-80W dataset images, 54000 pairwise comparisons were evaluated within and across the datasets. From these pairwise comparisons, we use the choix package’s implementation of the Bradley-Terry model [12] to rank the 3000 images in descending order of image quality. From this global ranking, we obtain a ranked ordering of all images labeled as Black and white. Table 3 investigates the breakdown of the top $K$
Table 1: **Pairwise image quality comparison of FairFace generators.** 9000 comparisons were conducted between each pair of generators, resulting in a total of 27000 comparisons. We report the percentage of images that are preferred from the left generator over the right, with the accompanying 95% Wald’s CI. Generators trained on datasets with a greater number of images of white people tend to be perceived as having better image quality.

| Generator A   | Generator B   | Percentage Gen. A Preferred |
|---------------|---------------|-----------------------------|
| 20B-80W       | 80B-20W       | 53.9 ± 1.02                 |
| 20B-80W       | 50B-50W       | 52.0 ± 1.03                 |
| 50B-50W       | 80B-20W       | 51.0 ± 1.03                 |

Table 2: **Pairwise image quality comparison of FFHQ at different truncation levels.** The percentage of images that are preferred when generated with the left truncation over the right, with a Wald’s 95% CI. A truncation level of $\gamma = 1$ corresponds to no truncation, and $\gamma = 0.5$ corresponds to the most truncation. Images generated with more truncation are perceived as being of higher quality.

| Truncation A | Truncation B | Percentage Trunc. A Preferred |
|--------------|--------------|------------------------------|
| 0.50         | 1.00         | 58.7 ± 1.02                  |
| 0.75         | 1.00         | 55.4 ± 1.02                  |
| 0.50         | 0.75         | 52.5 ± 1.03                  |

In order to obtain weighted percentage scores, the raw counts for the top $K$ images (which can be seen in the supplementary material) of a particular race are normalized by the expected frequency of the images from the corresponding race found in each data split. Then, the weighted numbers are divided by the sum of all scores for that race and value of $K$. The results indicate that the highest quality images of a particular race are more likely to come from a data split where the race class is over-represented or represented in parity. From the global ranking, a precision-recall curve for each race from each data split over the top $K$ images, and the area under the PR curves, are shown in Fig. 7. Images labeled as white are overall ranked as higher quality than images labeled as Black. Furthermore, for white labels, being in the majority (i.e., from the 20B-80W split) yields better quality than in the minority (i.e., from the 80B-20W split).

These results raise the question of whether a predisposition towards white generated faces is a by-product of our learned generative models, or is a result of other parts of our data collection and evaluation process. In order to gain insight on this question, we conducted 1700 pairwise comparisons between real face images from the FairFace data labeled as Black and white, using the same AMT protocol as for generated data. By removing generative models from this evaluation, we can determine whether external factors such as original real
image quality or annotator bias may play a role in our observed results. An evaluation procedure invariant to the perceived races of images should produce results where real images perceived as white are preferred over real images perceived as Black 50% of the time. Instead, they were preferred 55.2% of the time with a 95% Wald’s confidence interval of 55.2% ± 2.3%. This indicates that even though our system of evaluation is based on pairwise comparisons, a standard and well-regarded GAN quality metric [7], it has a detectable bias towards selecting images labeled as white over those labeled as Black.

The source of this propensity towards selecting images perceived as white is unclear. Captured images of Black people in the dataset could be of lower quality than that of images of white people, potentially because of camera or sensor bias. Due to prevalence, collecting high quality images of white-appearing faces might be easier. Another possibility is the “other race effect” [44], where annotators are biased toward their own race, however, the demographics of the annotators in our study are unknown. A future in-depth study of these factors causing asymmetric algorithmic bias should be a subject of future investigations.

5 Discussion

Through a systematic investigation into the role of racial composition in generative models, we find that state-of-the-art GANs such as StyleGAN2-ADA closely mirror the racial composition of their training data, exhibiting data distribution bias. Our study reveals that in FFHQ, the most prominent dataset of generative models of facial images, Black people are substantially underrepresented at 4%, as compared to the global population. Practitioners should be aware of this bias when using this dataset. We recommend that generative modeling practitioners have more awareness of the racial composition of their training dataset, particularly when the downstream application requires a well-balanced model. When the training data has known biases or imbalances, we recommend transparency through mechanisms such as model cards [41].
Fig. 7: **PR curves (left).** PR curves for each race within each generated dataset. For a given $K$ between 0 and 3000, precision, shown on the y-axis, is defined as the count of images of a particular perceived race and dataset in the top $K$ images, normalized by the total number of images of each race and dataset. Recall, shown on the x-axis, is defined as the number of images seen out of the total images ($K/N$, where $N = 3000$).

**Area under the PR curves (right).** A larger number indicates high image quality; images labeled as white are consistently perceived as higher quality than those labeled as Black, regardless of the generated dataset they come from.

Downstream applications, even generative model demos, often employ the truncation trick to improve the visual fidelity of generated images. Our work shows that this qualitative improvement comes at the expense of exacerbating existing bias. Our studies show that using a well balanced dataset can mitigate this issue of symmetric algorithmic bias. We suggest researchers be transparent on their usage and level of truncation, and encourage research for alternative algorithms to truncation. Interesting future directions include correlating FID to other quality metrics, performing this study on different GAN architectures and other generative models such as VAEs \cite{VAE} and diffusion models \cite{DiffusionModels}. In particular, with diffusion models, it would be interesting to see if classifier-free guidance \cite{ClassifierFreeGuidance} exhibits the same symmetric algorithmic bias as the truncation trick. Another interesting direction is to perform an intersectional study probing similar questions, by considering other attributes such as gender in addition to race.
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