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Abstract—Future multi-input multi-output (MIMO) wireless communications systems will use beamforming as a first-step towards realizing the capacity requirements necessitated by the exponential increase in data demands. The focus of this work is on beam alignment for time-division duplexing (TDD) systems, for which we propose a number of novel algorithms. These algorithms seek to obtain good estimates of the optimal beamformer/combiner pair (which are the dominant singular vectors of the channel matrix). They are motivated by the power method, an iterative algorithm to determine eigenvalues and eigenvectors through repeated matrix multiplication. In contrast to the basic power method which considers only the most recent iteration and assumes noiseless links, the proposed techniques consider information from all the previous iterations of the algorithm and combine them in different ways. The first technique (Sequential Least-Squares method) sequentially constructs a least-squares estimate of the channel matrix, which is then used to calculate the beamformer/combiner pair estimate. The second technique (Summed Power method) aims to mitigate the effect of noise by using a linear combination of the previously tried beams to calculate the next beam, providing improved performance in the low-SNR regime (typical for mmWave systems) with minimal complexity/feedback overhead. A third technique (Least-Squares Initialized Summed Power method) combines the good performance of the first technique at the high-SNR regime with the low-complexity advantage of the second technique by priming the summed power method with initial estimates from the sequential method.

Index Terms—Beam alignment, beamforming, channel reciprocity, TDD, channel estimation, massive MIMO, mmWave MIMO, power method.

I. INTRODUCTION

ADVANCED multi-input multi-output (MIMO) systems will be among the most important technologies to realize the ever-increasing data rate demands of 5G wireless communication networks [12]. The two most promising MIMO applications - millimeter-wave (mmWave) MIMO [3–6] and massive MIMO [7–9] - rely on utilizing large beamforming gains to realize the large data rate requirements set for future 5G networks. In mmWave systems, beamforming will be used to compensate for the increased path and penetration losses in the 25–100 GHz band [10,11], whereas massive MIMO systems will multiplex signals of different users via multi-user beamforming [12,13] in sub-6 GHz bands.

Many recent works such as [14]–[17] study the information theoretic limits of beamforming with practical mmWave hardware constraints. However, the substantial gains promised by these studies can be realized only if sufficient channel state information (CSI) is available at the communication nodes. In current state-of-the-art systems, this information is acquired by the use of channel sounding sequences and feedback [18]–[22]. The use of a large number of antenna elements in mmWave and massive MIMO systems will make CSI acquisition via the traditional approach impractical [23]–[25]. Further, in mmWave channels with a relatively small coherence period, it is not possible to simultaneously estimate all the elements of the channel matrix due to hardware constraints that render per-antenna sampling inefficient.

One way to circumvent this problem is to exploit the reciprocal nature of wireless channels using time-division duplexing (TDD) systems. Channel reciprocity reduces the overall resources spent on channel sounding since CSI about the channel in one direction can be used to adapt to the channel in the reverse direction. Without readily available channel estimates, communication nodes are forced to obtain their optimal beamformer/combiner pair by sounding different beams during a beam alignment phase [26]. Furthermore, since it is desirable to minimize the usage of time and power resources of the beam alignment phase relative to actual data transmission [23]–[25], it is necessary to employ greedy strategies that maximize the signal-to-noise-ratio (SNR) during each time slot.

One approach to this goal is to leverage the underlying sparse structure [25,29]–[32] or the directional structure [33]–[37] of mmWave channels via the use of low-complexity beamforming approaches. The focus of this work is on another approach that leverages greedy TDD-based beamforming. Many recent works such as [27,28,36,38]–[40] have pursued this approach. The common theme that ties these works is the fact that repeated conjugation, normalization, and retransmission of an arbitrarily initialized beamforming vector

1We use the terms massive and mmWave MIMO in the sense of the common understanding at 3GPP 5G-NR with massive MIMO typically corresponding to sub-6 GHz systems and mmWave MIMO typically corresponding to over-25 GHz systems.

2This work assumes that the radio-frequency (RF) circuit asymmetries in the uplink and downlink have been compensated via calibration and hence does not consider these aspects.
through a reciprocal MIMO channel (with no noise) is akin to performing the power method\textsuperscript{3} on the channel matrix.

Beam alignment algorithms based on the power method are attractive due to their simplicity and low computational complexity. However, simple implementations like the ones proposed in \cite{27,54,55,59,56} are likely to perform poorly in the low-SNR regime \cite{56}. Other approaches for finding good beams using the power method have been proposed in \cite{28} and \cite{42}. These techniques offer improvements on the robustness and speed of convergence of the basic power method at the cost of additional complexity. The main idea behind these improved techniques is to combine previous estimates of the optimal beams with the received information during each time slot. In addition to these techniques, recent works such as \cite{43} study the application of the more general Arnoldi iteration to the beam alignment problem. Furthermore, feedback-based beam alignment techniques for frequency-division duplexing (FDD) systems, which represent the majority of currently deployed commercial systems, have been studied in \cite{44} and \cite{45}.

Building on \cite{28,42,43}, this paper presents multiple novel techniques for the TDD MIMO beam alignment problem in reciprocal channels. These techniques improve upon the performance of the simple power method-based algorithms, especially in low-SNR environments which are typical of practical mmWave systems \cite{56}. The first technique, labeled the \textit{sequential least-squares method}, is based on constructing a least-squares estimate of the channel matrix sequentially using the previously-used sounding beams. The channel estimates at each iteration can then be used to compute the next sounding beamformer/combiner pair, which is exchanged through a feedback link. The second technique, labeled the \textit{summed power method}, does not require a feedback link and computes a normalized running sum of the previous beamformers, thus gaining greater robustness against noise through averaging.

The first technique achieves better performance in the high-SNR regime at the cost of additional complexity and feedback overhead. On the other hand, the second technique achieves better performance in the low-SNR regime and yet does not need significant complexity/feedback overhead. However, this technique has deteriorating performance as the SNR increases due to continued noise averaging. To enjoy the complementary advantages of both techniques, we propose a third technique, labeled the \textit{least-squares initialized summed power method}, that switches from the first technique to the second technique after a certain number of iterations. By appropriately choosing the switching point $k_{\text{switch}}$, significant performance improvement can be realized in the high-SNR regime with a small increase in feedback and computational complexity. The motivation behind the third technique is that the high-SNR performance of a beam alignment algorithm critically depends on the beam initialization. By choosing this initialization from a scheme that rejects noise near-optimally, we are able to prime a low-complexity scheme and improve performance. Thus, the proposed approaches in this paper provide useful low-complexity solutions for realizing the large beamforming gains of mmWave systems.

Table \ref{table:computational} compares the computational complexity and feedback requirements of the techniques proposed in this paper with those from \cite{27,28} and \cite{42} over a run of $k_{\text{max}}$ iterations of each algorithm. In this table, $M = \max(M_r, M_t)$ with $M_r$ and $M_t$ standing for the receive and transmit antenna dimensions, respectively and $O(\cdot)$ stands for the big-O notation: $f(x) = O(g(x))$ as $x \to \infty$ if $\lim_{x \to \infty} \frac{f(x)}{g(x)} \leq K_u$ for some $K_u < \infty$. The column labeled “Computational Count” lists the approximate number of complex-valued arithmetic operations required during the beam alignment phase. The column labeled “Feedback” lists the approximate total number of feedback bits exchanged during the beam alignment phase, where $B$ is the number of bits per complex-valued element of the beamforming vectors.

Table \ref{table:computational} compares the computational complexity and feedback requirements of the techniques proposed in this paper with those from \cite{27} and \cite{28} over a run of $k_{\text{max}}$ iterations of each algorithm. In this table, $M = \max(M_r, M_t)$ with $M_r$ and $M_t$ standing for the receive and transmit antenna dimensions, respectively and $O(\cdot)$ stands for the big-O notation: $f(x) = O(g(x))$ as $x \to \infty$ if $\lim_{x \to \infty} \frac{f(x)}{g(x)} \leq K_u$ for some $K_u < \infty$. The column labeled “Computational Count” lists the approximate number of complex-valued arithmetic operations required during the beam alignment phase. The column labeled “Feedback” lists the approximate total number of feedback bits exchanged during the beam alignment phase, where $B$ is the number of bits per complex-valued element of the beamforming vectors.

**Organization:** This paper is organized as follows. Section \ref{section:system_model} provides an overview of the system model and sets up the beam alignment techniques discussed in the rest of the paper. Sections \ref{section:power_methods} to \ref{section:least-squares} elaborate on the power methods proposed in this work. Simulation results illustrating the advantages of the proposed techniques are presented in Section \ref{section:simulation_results} with concluding remarks provided in Section \ref{section:conclusion}.

**Notations:** The following notations are used in the paper. Bold upper-case and lower-case letters (such as $A$ and $a$) denote matrices and column vectors, respectively. The operators $(\cdot)^{\dagger}$, $(\cdot)^*$ and $(\cdot)^{\dagger}$ denote matrix transposition, element-wise complex conjugation, matrix Hermitian transposition and Moore-Penrose pseudoinverse operations, respectively. $\|\cdot\|_2$ denotes the vector $l_2$-norm and $\|\cdot\|_F$ denotes the Frobenius norm of a matrix. $\mathbf{x} \sim \mathcal{CN}(\mu, \Sigma)$ denotes a complex Gaussian random vector with mean $\mu$ and covariance matrix $\Sigma$. $\mathbb{C}^{n \times m}$, $\mathbb{C}^n$ and $\mathbb{E}\{\cdot\}$ stand for the space of $n \times m$ complex matrices, $n \times 1$ complex vectors and the expectation operator, respectively.

| Technique                          | Computational Count | Feedback |
|------------------------------------|---------------------|----------|
| BIMA (see \cite{27})              | $k_{\text{max}} \cdot O(M)$ | -        |
| BSM (see \cite{28})               | $k_{\text{max}} \cdot O(M)$ | -        |
| Sequential Least-Squares           | $k_{\text{max}} \cdot O(M^3)$ | $k_{\text{max}} \cdot B \cdot (M_r + M_t)$ |
| Summed Power                       | $k_{\text{max}} \cdot O(M)$ | -        |
| Least-Squares Initialized Summed   | $k_{\text{switch}} \cdot O(M^3) + (k_{\text{max}} - k_{\text{switch}}) \cdot O(M)$ | $k_{\text{switch}} \cdot B \cdot (M_r + M_t)$ |

**TABLE I.** Computational complexity and feedback requirements of different beam alignment techniques.
II. SYSTEM MODEL

We consider a multi-antenna communication system such as the one shown in Fig. 1 consisting of two transceivers (communication nodes), with $M_t$ antennas at node 1 and $M_r$ antennas at node 2. The two nodes communicate over a channel $H \in \mathbb{C}^{M_r \times M_t}$. We also assume that $H$ is reciprocal, i.e., the channel matrix from node 2 to node 1 (uplink) is the transpose of the channel matrix from node 1 to node 2 (downlink). For a transmission on the downlink channel, the transmit data at node 1 is precoded by a unit-norm transmit beamforming vector $f = [f_1 \ f_2 \ \cdots \ f_{M_t}]^T \in \mathbb{C}^{M_t}$, sent over the channel, and combined at node 2 with a unit-norm receive combiner $z = [z_1 \ z_2 \ \cdots \ z_{M_r}]^T \in \mathbb{C}^{M_r}$. Hence, for a data symbol $s_o[k]$ sent on the downlink channel, we obtain the received symbol

$$r_o[k] = \sqrt{\rho_o} z^* H f s_o[k] + n_o[k],$$

where $\rho_o$ is the downlink SNR and $n_o[k] \sim \mathcal{CN}(0, 1)$ is additive Gaussian noise, which we assume to be independent and identically distributed (i.i.d.) spatially as well as temporally. Similarly, for a data symbol $s_e[k]$ sent on the uplink channel, node 1 obtains the received symbol

$$r_e[k] = \sqrt{\rho_e} f^T H^T z s_e[k] + n_e[k].$$

In both (1) and (2), we denote $|z^* H f|^2 = |f^T H^T z|^2$ as the effective channel gain, which we want to maximize in order to achieve reliable communications and the highest data rates in both directions. We denote the vectors that achieve this as $f_{\text{opt}}$ and $z_{\text{opt}}$, respectively. It is well-known from [46,47] that the effective channel gain is maximized when $f$ and $z$ are the right- and left-singular vectors of $H$ corresponding to the largest singular value of $H$ and that its maximum achievable value is $|H|^2 = \lambda_{\text{max}}(H^* H)$. Further, we assume that neither node has knowledge of the channel. It is therefore impossible for either node to compute the estimates of $f_{\text{opt}}$ and $z_{\text{opt}}$ using the singular value decomposition (SVD) of their channel estimate. Instead, as mentioned earlier, these estimates are obtained iteratively.

In the proposed techniques, both nodes cooperatively determine $f_{\text{opt}}$ and $z_{\text{opt}}$ during a beam training phase by exploiting the channel’s reciprocity property. To model this, our system operates on a ping-pong observation framework, which divides each discrete channel use into two time slots. During slot 1 (ping), node 1 sends a training symbol to node 2 on the downlink channel $H$. During slot 2 (pong), node 2 sends a training symbol back to node 1 on the uplink channel $H^T$. Since the two nodes are exchanging training symbols that are known to both sides, we focus on the received signal vectors after correlating with the known training data. Hence, the observation at slot 1 (at node 2) during the $k$-th channel use is given as

$$y_o[k] = \sqrt{\rho_o} H f[k] + n_o[k].$$

In (3), the term $f[k]$ denotes an estimate of $f_{\text{opt}}$ at training phase time-index $k$ and $n_o[k] \sim \mathcal{CN}(0, I)$ is a complex Gaussian noise vector of size $M_r$. Due to the reciprocity of the uplink and downlink channels, the observation at slot 2 (at node 1) is given as

$$y_e[k] = \sqrt{\rho_e} H^T z[k] + n_e[k].$$

Similar to (3), $\rho_e$ denotes the uplink SNR, $z[k]$ denotes an estimate of $z_{\text{opt}}$ at training phase time-index $k$ and $n_e[k] \sim \mathcal{CN}(0, I)$ is a complex Gaussian noise vector of size $M_t$. The proposed techniques in this work use all of the ping-pong observations to determine a good estimate to the optimal beamforming vectors $f_{\text{opt}}$ and $z_{\text{opt}}$ in a greedy manner, i.e., each time-index yields the current choice based on all previously collected observations.

III. POWER METHOD USING A SEQUENTIALLY ESTIMATED CHANNEL MATRIX

A. Batch Least-Squares Estimator

In the first scheme, since the channel matrix is not known at either node, the nodes construct a least-squares estimate of $H$ before each ping-pong time slot using all of the previous estimates of $f_{\text{opt}}$ and $z_{\text{opt}}$. These estimates are then used to compute the next state of their beamforming vectors.

In particular, using all observations up to time slot $k$, we can write (3) and (4) in matrix form as

$$Y_o[k] = \sqrt{\rho_o} F f[k] + N_o[k]$$

and

$$Y_e[k] = \sqrt{\rho_e} H^T Z_k + N_e[k].$$

In (5) and (6), $F_k = [f[0] \ f[1] \ \cdots \ f[k]]$ and $Z_k = [z[0] \ z[1] \ \cdots \ z[k]]$ contain all of the estimates of $f_{\text{opt}}$ and $z_{\text{opt}}$ up to time-index $k$. Also, $Y_o[k] = [y_o[0] \ y_o[1] \ \cdots \ y_o[k]]$ and $Y_e[k] = [y_e[0] \ y_e[1] \ \cdots \ y_e[k]]$ contain all of the observed signal vectors, respectively. On the other hand, $N_o[k] = [n_o[0] \ n_o[1] \ \cdots \ n_o[k]]$ and $N_e[k] = [n_e[0] \ n_e[1] \ \cdots \ n_e[k]]$ contain all of the noise vectors, respectively.
Based on this information, node 1 constructs an estimate of the channel by solving the least-squares problem

$$\hat{H}_{e,k} = \arg\min_{\hat{H} \in \mathbb{C}^{Mr \times Mt}} \left( \|Y_{e,k}^T - \sqrt{\rho_e} \hat{H} \|^2_F \right).$$  

(7)

Similarly, node 2 constructs an estimate of the channel by solving

$$\hat{H}_{o,k} = \arg\min_{\hat{H} \in \mathbb{C}^{Mr \times Mt}} \left( \|Y_{o,k} - \sqrt{\rho_o} \hat{H} F_k \|^2_F \right).$$  

(8)

Note that there exists an asymmetry in the time-index between (7) and (8). The solutions to these least-squares problems ($\hat{H}_{e,k}$ and $\hat{H}_{o,k}$) are obtained using all of the previously observed outputs and beamforming vectors and are as follows:

$$\hat{H}_{e,k} = \frac{(Z_{k-1}^*)^T Y_{e,k-1}^T}{\sqrt{\rho_e}},$$

(9)

$$\hat{H}_{o,k} = \frac{Y_{o,k}(F_k)^*}{\sqrt{\rho_o}}.$$

(10)

In (9) and (10), the $(\cdot)^*$ operation stands for the Moore-Penrose pseudoinverse of the underlying matrix. Using the definitions of the pseudoinverse, we have the following simplifications:

$$\hat{H}_{e,k} = \frac{1}{\sqrt{\rho_e}} \begin{cases} Z_{k-1}(Z_{k-1}^*Z_{k-1})^{-1} Y_{e,k-1}^T & \text{if } k < M_r, \\ (Z_{k-1}^*Z_{k-1})^{-1} Z_{k-1}^* Y_{e,k-1} & \text{if } k \geq M_r, \end{cases}$$

(11)

$$\hat{H}_{o,k} = \frac{1}{\sqrt{\rho_o}} \begin{cases} Y_{o,k}(F_k^*F_k)^{-1} F_k^* & \text{if } k < M_t, \\ Y_{o,k}F_k (F_k^*F_k)^{-1} F_k & \text{if } k \geq M_t. \end{cases}$$

(12)

Note that the second condition in both (11) and (12) has been separated (from the first) at the $k = M_r$ and $k = M_t$ cases artificially. Since the solutions in (9) and (10) use all the underlying data up to time-index $k$, we call this approach the batch least-squares method. Once $\hat{H}_{e,k}$ and $\hat{H}_{o,k}$ have been estimated, beamforming vector computation follows directly from the SVD theorem [41][48].

**Lemma 1.** Let the SVD of a matrix $A$ be denoted as $A = USV^*$. We can obtain a multiple of the $i$-th left-singular vector of $A$ by multiplying $A$ with its $i$-th right-singular vector, i.e., $A v_i = \sigma_i u_i$. Here, $\sigma_i$ is the $i$-th singular value. Similarly, we can obtain a multiple of the $i$-th right-singular vector by multiplying $A^*$ with its $i$-th left-singular vector, i.e., $A^* u_i = \sigma_i v_i$.

Applying Lemma 1 we note that node 1 can compute its $k$-th estimate for $e_{sp}$ as

$$f[k] = \frac{\hat{H}_{e,k}^* z[k-1]}{\|\hat{H}_{e,k}^* z[k-1]\|_2}. $$

(13)

Similarly, applying Lemma 1 we note that node 2 obtains its $k$-th estimate for $z_{opt}$ as

$$z[k] = \frac{\hat{H}_{o,k}^* f[k]}{\|\hat{H}_{o,k}^* f[k]\|_2}. $$

(14)

Some comments are in order at this stage.

1) We have the following result on error covariance matrices with the batch estimators.

**Theorem 1.** If $k \geq \max(M_r, M_t)$, the error covariance matrices of the columns of $\hat{H}_{e,k}$ and $\hat{H}_{o,k}$ under the assumption of a channel $H$ with independent and identically distributed (i.i.d.) entries are given as

$$C_{e,k} = \frac{1}{\rho_e} (Z_{k-1}^* Z_{k-1})^{-1} $$

(15)

and

$$C_{o,k} = \frac{1}{\rho_o} (F_k^* F_k)^{-1}, $$

(16)

respectively.

For the proof, see Appendix [A]

2) The proposed algorithm is valid for a general channel matrix $H$ and the i.i.d. assumption has been made only in the context of Theorem 1. From Theorem 1 we note that the estimation error is monotonically decreasing in the SNRs, $\rho_e$ and $\rho_o$. This shows that a reasonable channel estimate can be obtained in the medium- to high-SNR regimes. Nevertheless, the low-SNR regime is typical in mmWave systems, especially with self-blocking or blocking due to other humans, vehicles, buildings, foliage, etc. [11,36]. Thus, Section VI studies the performance of the different approaches proposed in this work as a function of the SNR as well as for both i.i.d. and sparse channel models.

3) While we need $\rho_e$ and $\rho_o$ to compute $\hat{H}_{e,k}$ and $\hat{H}_{o,k}$, the beamformer estimates do not depend on these quantities. Therefore, a mismatched estimate of $\rho_e$ and $\rho_o$ is still sufficient to implement the proposed scheme.

4) The computation of $\hat{H}_{e,k}$ and $f[k]$ at node 1 requires the feedback of $z[k-1]$ from node 2. Similarly, computation of $\hat{H}_{o,k}$ and $z[k]$ at node 2 requires the feed forward of $f[k]$ from node 1. While on a first glance this feedback and feed forward sounds onerous, given the Gbps rates that mmWave systems are expected to realize, these feedback overheads can be supported on either a lower frequency control/data channel or on a mmWave control channel. This feedback/feed forward has to be specified only over a large sub-band (a component carrier, for example) or on a wideband basis, further reducing the overhead. Thus, it makes sense to not dismiss this approach as impractical and study its performance gain relative to other competing approaches. This is the subject of Section VI. We will also consider other lower feedback overhead approaches in Sections V and V.

5) Throughout this text, we are assuming that the initial transmit beam $f[0]$ is a unit-norm complex random vector. An alternative approach which could be considered for channels with a large line-of-sight component...
would be to initialize \( f[0] \) with an omni-directional beam pattern that approximates equal gain in every spatial direction. Omni-directional beams have been constructed and used in \([20]\), but are out of the scope of this work.

The batch least-squares estimators are obtained by computing the Moore-Penrose pseudoinverse. The complexity in computing these estimators in \([11]\) and \([12]\) is limited to the inversion of a \( k \times k \) matrix where \( k = \min(M_f, k) \) in the former case and \( k = \min(M_t, k) \) in the latter case. However, computation of the matrix to be inverted requires a multiplication count that scales with \( k \) and can hence be onerous.

**B. Sequential Least-Squares Estimator (Optimal)**

Following a similar approach to \([49]\), we therefore propose a sequential algorithm that updates each previous channel estimate based on the current received signal vector. This approach minimizes computational burden as well as eliminates the need to store all of the previously received signal and beamforming vectors. Since \([13]\) uses the conjugate transpose of the channel to compute a new beamformer, we use an algorithm that directly computes an estimate for \( \hat{H}_{e,k} \) instead of \( \hat{H}_{o,k} \). This choice is made here simply to make the derivation of the sequential formulas more consistent between the two nodes. In this setup, the sequential version of \((9)\) (the channel estimator update) is given as\(^{1}\)

\[
\hat{H}_{e,k} = \hat{H}_{e,k-1} + \left( \frac{y_e[k-1]}{\sqrt{\rho_e}} - \hat{H}_{e,k-1}z[k-1] \right) K_{e,k}
\]

(17)

where

\[
K_{e,k} = \frac{z^*[k-1]C_{e,k-1}}{1 + z^*[k-1]C_{e,k-1}z[k-1]}
\]

and the covariance matrix update is given as\(^{1}\)

\[
C_{e,k} = C_{e,k-1} - \frac{z[k-1]C_{e,k-1}z[k-1]}{1 + z^*[k-1]C_{e,k-1}z[k-1]}
\]

(19)

After obtaining \( \hat{H}_{e,k} \), node 1 uses \((13)\) to obtain the \( k \)-th estimate for \( f \). The value of this beamformer then needs to be fed back to node 2, where it will be used to obtain the next estimate for \( z \). At node 2, the same sequential algorithm is used to solve the least-squares problem, and the update expression for \( \hat{H}_{o,k} \) becomes

\[
\hat{H}_{o,k} = \hat{H}_{o,k-1} + \left( \frac{y_o[k]}{\sqrt{\rho_o}} - \hat{H}_{o,k-1}f[k] \right) K_{o,k}
\]

(20)

where

\[
K_{o,k} = \frac{f^*[k]C_{o,k-1}}{1 + f^*[k]C_{o,k-1}f[k]}
\]

(21)

with the covariance matrix update

\[
C_{o,k} = C_{o,k-1} - \frac{f[k]C_{o,k-1}f[k]}{1 + f^*[k]C_{o,k-1}f[k]}
\]

(22)

Node 2 then obtains \( z[k] \) from \((14)\), which in turn is fed back to node 1 to compute \( f[k+1] \).

We observe that these sequential least-squares (SLS) estimators are only equivalent to their batch estimators when the beamformer matrices \( F_k \) and \( Z_k \) are of full column rank.

That is, for \( k \leq \text{rank}[H] \), both nodes would need to compute their channel estimates using the batch approach. Theorem 2 establishes that the sequential approach is equivalent to using the batch estimator for all \( k \).

**Theorem 2.** The sequential least-squares estimator \( \hat{H}_{o,k}^{\text{Seq}} \) is identical to the batch least-squares estimator \( \hat{H}_{o,k}^{\text{Batch}} \) for \( k > r \) if \( \hat{H}_{o,r} = \hat{H}_{o,r}^{\text{Batch}} \). For \( k > r \)

For the proof, see Appendix \([8]\)

Motivated by Theorem 2, we propose to initialize \( f[0] \) as a complex random unit-norm vector. We then use the batch estimator from \((9)\) and \((10)\) for \( k \leq \text{rank}[H] \) and switch to the sequential estimator for \( k > \text{rank}[H] \). Under these assumptions, the Gauss-Markov Theorem states that the least-squares estimator is the best linear unbiased estimator (BLUE) for the channel matrix \( H \) \([49]\). The asymptotic normality property of the least-squares estimator \([50]\) then shows how our sequential estimates for the channel matrix converge to its true value. As the channel estimate becomes more accurate with the number of iterations, steps \( (13) \) and \( (14) \) essentially perform a two-iteration power method without noise, which converges at a rate of \( (\sigma_1/\sigma_2)^2 \) \([41]\). The description under Algorithm 1 gives a succinct summary of this technique (labeled as SLS Estimator (Optimal)) corresponding to stopping at \( k_{\text{max}} \) iterations, where \( k_{\text{max}} \) is chosen appropriately.

**Algorithm 1 SLS Estimator (Optimal)**

\[
\text{Initialize } f[0] \text{ as a complex random unit-norm vector.}
\]

for all \( k = 1, \ldots, k_{\text{max}} \) do

Node 2 receives \( y_o[k-1] \) as in \((5)\) and gets \( f[k-1] \) from Node 1

if \( k \leq \text{rank}[H] \) then

Node 2 estimates \( \hat{H}_{o,k-1} \) as in \((12)\)

else if \( k > \text{rank}[H] \) then

Node 2 estimates \( \hat{H}_{o,k-1} \) as in \((20)\)

end if

Node 2 computes \( z[k-1] \) as in \((14)\)

Node 1 receives \( y_e[k-1] \) as in \((4)\) and gets \( z[k-1] \) from Node 2

if \( k \leq \text{rank}[H] \) then

Node 1 estimates \( \hat{H}_{o,k} \) as in \((11)\)

else if \( k > \text{rank}[H] \) then

Node 1 estimates \( \hat{H}_{e,k} \) as in \((17)\)

end if

Node 1 computes \( f[k] \) as in \((13)\)

end for

**C. Sequential Least-Squares Estimator (Suboptimal)**

For large antenna dimensions as is typical in mmWave systems, it can be computationally difficult to use the batch estimator for the first \( M_f \) iterations. In this case, we initialize the sequential least-squares estimator with an arbitrary initial covariance estimate. With such a choice, the following result shows that we are guaranteed to asymptotically approach the batch least-squares estimate.
Theorem 3. The sequential least squares estimate $\hat{H}_{o,k}$, initialized with $C_{o,0} = \alpha I$, approaches the batch least-squares estimate $\hat{H}_{o,k}^{\text{batch}}$ as $\alpha \to \infty$.

For the proof, see Appendix C.

Using Theorem 3, the alternative algorithm (labeled as SLS Estimator (Suboptimal)) also requires us to initialize $f[0]$ as a complex random unit-norm vector. The nodes then transmit this vector across a complex random unit-norm vector. The nodes then transmit initial rank-1 channel estimates and beamforming vectors as follows:

$$
\hat{H}_{o,0} = \frac{y_o[0]f^*[0]}{\sqrt{\rho_o}} \quad (23)
$$

$$
z[0] = \frac{\hat{H}_{o,0}f[0]}{\|y_o[0]\|_2} = \frac{y_o[0]}{\|y_o[0]\|_2} \quad (24)
$$

$$
\hat{H}_{e,1} = \frac{y_e[0]z^*[0]}{\sqrt{\rho_e}} \quad (25)
$$

$$
f[1] = \frac{\hat{H}_{e,1}^*z[0]}{\|\hat{H}_{e,1}^*z[0]\|_2} \quad (26)
$$

The nodes then initialize $C_{o,0} = C_{e,1} = \alpha I$ for an appropriately chosen $\alpha$. The nodes then use the sequential formulas (17)-(22) to estimate their beamformers. To conclude this section, Algorithm 2 provides a brief summary of this technique corresponding to $k_{\text{max}}$ iterations.

Algorithm 2 SLS Estimator (Suboptimal)

Initialize $f[0]$ as a complex random unit-norm vector and obtain $\hat{H}_{o,0}, z[0], \hat{H}_{e,1}$ and $f[1]$ as in (23)-(26).

Initialize $C_{o,0} = C_{e,1} = \alpha I$ for an appropriate $\alpha$.

for all $k = 1, \ldots, k_{\text{max}}$ do

Node 2 receives $y_o[k]$ as in (3) and gets $f[k]$ from Node 1

Node 2 estimates $\hat{H}_{o,k}$ as in (20)

Node 2 computes $z[k]$ as in (14)

Node 1 receives $y_e[k]$ as in (4) and gets $z[k]$ from Node 2

Node 1 estimates $\hat{H}_{e,k+1}$ as in (17)

Node 1 computes $f[k+1]$ as in (13)

end for

IV. SUMMED POWER METHOD

We now propose an alternate approach, labeled the summed power method, to align the beams at the two nodes. The main idea behind this scheme is that both nodes calculate their next beamformers as a function of the running sum of their previously received vectors, effectively averaging out noise in the estimation process. This low-complexity approach adds only one additional vector addition per iteration at each node when compared to the simple power method [27,36]. Additionally, there is no need for a feedback link, as neither node needs to have knowledge of the other node’s beamformer.

As described in Section II, both nodes exchange training symbols according to (3) and (4). However, instead of simply conjugating and retransmitting their received vector as in the simple power method, both nodes obtain their next beamformers from a running sum of all of their previous received vectors. At each time-index $k$, node 1 computes its next beamformer as

$$
f[k + 1] = \alpha_k [y_e[k] + y_e[k - 1] + \cdots + y_e[0]] = \alpha_k s_e[k]. \quad (27)
$$

Similarly, node 2 computes its next beamformer as

$$
z[k + 1] = \beta_k [y_o[k] + y_o[k - 1] + \cdots + y_o[0]] = \beta_k s_o[k]. \quad (29)
$$

In (28) and (30), $s_e[k]$ and $s_o[k]$ are the state vectors at each node which hold the running sum of the received vectors. The terms $\alpha_k$ and $\beta_k$ are normalization factors ensuring the unit-norm constraint and are given as

$$
\alpha_k = \frac{1}{\|s_e[k]\|_2} \quad (31)
$$

and

$$
\beta_k = \frac{1}{\|s_o[k]\|_2}. \quad (32)
$$

Algorithm 3 provides an overview of the proposed technique.

Algorithm 3 Summed Power Method

Initialize $f[0]$ and $z[0]$ as complex random unit-norm vectors.

for all $k = 1, \ldots, k_{\text{max}}$ do

Node 2 receives $y_o[k]$ as in (3)

Node 2 computes $z[k]$ as in (29)

Node 1 receives $y_e[k-1]$ as in (4)

Node 1 computes $f[k]$ as in (27)

end for

For further analysis of the proposed algorithm, it is useful to define the state-space model of the combined system state:

$$
s[k] = [s_e^T[k] \ s_o^T[k]]^T. \quad (33)
$$

A straightforward simplification of $s[k]$ shows that

$$
s[k] = \begin{bmatrix} s_e[k] \\ s_o[k] \end{bmatrix} = \begin{bmatrix} I \\ \sqrt{\rho_o} \alpha_k H^* \end{bmatrix} [s[k-1] + n[k]] \quad (34)
$$

$$
= \prod_{i=0}^{k-1} \begin{bmatrix} I \\ \sqrt{\rho_o} \alpha_k H^* \end{bmatrix} s[0] + \sum_{\ell=1}^{k-1} \prod_{j=\ell}^{k-1} \begin{bmatrix} I \\ \sqrt{\rho_o} \alpha_k H^* \end{bmatrix} n[\ell] \quad (35)
$$

where

$$
n[k] = \begin{bmatrix} \bar{n}_e[k] \\ \bar{n}_o[k] \end{bmatrix}. \quad (36)$$
Without loss in generality, we can transform an $M_r \times M_t$ channel matrix to an $M \times M$ channel matrix by appending zero columns/rows where $M = \max(M_r, M_t)$. Thus, we restrict attention to square channel matrices. We can also assume that $\rho = \rho_0 = \rho$ without loss in generality to simplify the convergence studies. While establishing a convergence result under the general Rayleigh fading model appears difficult, we now establish this under certain restrictions. Nevertheless, numerical studies in Section VI show that convergence of the summed power method holds true even for general channel matrix settings. These assumptions (listed as Hypotheses 1-3) are as follows:

- **Hypothesis 1**: Since convergence studies make more sense in the high-SNR regime, we assume that $\rho \gg 1$.
- **Hypothesis 2**: Let $f[i] = [f_{1,i}, \cdots, f_{M,i}]^T$ and $z[i] = [z_{1,i}, \cdots, z_{M,i}]^T$. We make the assumptions that as $k$ increases, $\sum_{i=0}^{k} f_{i,n} \approx C_k$ for all $n$ and $\sum_{i=0}^{k} z_{i,m} \approx C_k$ for all $m$. In other words, the statistics of the beamformers remain invariant to the antenna indices at either node as $k$ increases.
- **Hypothesis 3**: We consider real-valued, diagonal channel matrices $H = \text{diag}([h_1, \cdots, h_M])$ with diagonal elements ordered in non-increasing order. These assumptions can be viewed as restricting all the signal processing to happen within the bases corresponding to the left- and right-singular vectors of $H$. Also, assume that $h_1 > h_2$ implying a singular dominant eigen-mode for $H$.

We now discuss the behavior of the summed power method as $k$ (the number of iterations) increases under the above assumptions. Under Hypothesis 3, it can be seen that the optimal beamformers reduce to a scaled version of the first column of the $M \times M$-dimensional identity matrix, denoted as $e_1$. Thus, the desired state vector is $s_{\text{opt}} = [\alpha e_1^T, \beta e_1^T]^T = \begin{bmatrix} \alpha & 0 & \cdots & 0 & \beta & 0 & \cdots & 0 \end{bmatrix}^T$ for some $\alpha$ and $\beta$. The impreciseness in the choice of $\alpha$ and $\beta$ is because the beamforming vector is defined only up to a point on the Grassmann manifold $[18,19,22]$.

Convergence of the summed power method is equivalent to the limiting behavior/convergence of $s[k]$ from (33) to $s_{\text{opt}}$. Lemma 2 provides a preliminary result needed to establish this convergence result.

**Lemma 2.** Under Hypothesis 3, the state transition matrix from (33) is diagonalized by

$$U_{k-1} = \begin{bmatrix} \frac{\beta_{k-1}}{\alpha_{k-1} + \beta_{k-1}} I & \frac{\beta_{k-1}}{\alpha_{k-1} + \beta_{k-1}} I \\ \frac{\alpha_{k-1}}{\alpha_{k-1} + \beta_{k-1}} I & -\frac{\alpha_{k-1}}{\alpha_{k-1} + \beta_{k-1}} I \end{bmatrix}. \quad (37)$$

For the proof, see Appendix D.

Note that $U_{k-1}$ is not unitary for general $\alpha_{k-1}$ and $\beta_{k-1}$. However, we have the following additional result that simplifies $U_{k-1}$.

**Lemma 3.** Under Hypotheses 1-3, we can assume that $\alpha_k \approx \beta_k$ for large $k$. Thus, as $k$ increases, $U_{k-1}$ converges to

$$\hat{U} = \frac{1}{\sqrt{2}} \begin{bmatrix} I & I \\ I & -I \end{bmatrix}. \quad (38)$$

For the proof, see Appendix E.

We now have the following main result.

**Theorem 4.** Under Hypotheses 1-3, we have that $s[k] \rightarrow s_{\text{opt}}$ as $k$ increases.

For the proof, see Appendix F.

The results of Section VI will show that these results hold for more general channel models and are not restricted to satisfaction of Hypotheses 1-3. In addition, Section V presents two modifications to the summed power method which aim to improve performance over a wider range of SNRs while maintaining low computational complexity.

**V. LEAST-SQUARES INITIALIZED SUMMED POWER METHOD**

We now consider a refinement that trades off the advantages of both the approaches in Sections III and IV in terms of complexity, feedback and performance. The main motivation behind this approach is the observation that the performance of a beam alignment algorithm critically depends on how $f(0)$ (or $z(0)$) is initialized. When $f(0)$ is initialized as a complex random unit-norm vector, we rely on multiple iterations over the channel to re-align this choice towards the singular vectors of the channel. Depending on the approach used for alignment as well as the SNR on the downlink and uplink, the beam alignment algorithm could take a substantial number of iterations to improve the effective channel gain.

In this context, we note that the (sequential/batch) least-squares approach from Section III achieves good performance in the high-SNR regime by optimally estimating the channel matrix over every iteration and re-aligning the alignment problem at every step. However, this gain comes at the cost of complexity and feedback overhead of the algorithm. On the other hand, at low-SNR, averaging over the noise results in significant performance improvement with the summed power method from Section IV which is a low-complexity/feedback overhead scheme.

These observations suggest that the two approaches can be married together, which is the focus of the least-squares initialized summed power (LISP) method. In this method, both nodes “prime” their beamformers using either the batch/sequential least-squares method for the first $k_{\text{switch}}$ iterations, after which they switch to the summed power method. In particular, we have the following description in Algorithm 4 for the proposed technique with the sequential least-squares initialization. The switching point $k_{\text{switch}}$ can be chosen in multiple ways. Specific choices for $k_{\text{switch}}$ include $\min(M_r, M_t)$, $\max(M_r, M_t)$ or via some optimality studies as in Sec. VI.

**VI. NUMERICAL STUDIES**

In this section, we present performance comparisons of the proposed schemes obtained via Monte Carlo experiments. We first present results on the convergence properties of the different techniques under varying conditions. We then present the impact of an increase in $M_t$ on the performance of these schemes.
and 4b provide similar plots for an SNR of $-10$ dB, whereas, Figs. 3a and 3b, and Figs. 4a and 4b provide similar plots for an SNR of 0 dB and 20 dB, respectively. These SNR values are expected to be typical of low-, medium- and high-SNR regimes, respectively.

Practical mmWave channels are expected to be sparser than i.i.d. channels. In this context, Fig. 5 illustrates the performance of the same set of six schemes in a sparse MIMO channel model with $\lambda/2$ spaced uniform linear arrays (ULAs) at both ends corresponding to $M_r = 4$ and $M_t = 32$. Both downlink and uplink SNRs are assumed to be $-10$ dB and $f_c = 28$ GHz is used. The channel is made of $K = 3$ dominant clusters with one path per cluster (hence the channel matrix $H$ is rank-deficient). The angles of arrival and departure are assumed to be in the azimuth plane and uniformly distributed in a 120° angular spread at both ends. Rayleigh fading is assumed for the path gains. Such a model is commonly used in mmWave system analysis (see [36] and references therein for details).

We study two metrics capturing the performance of these six schemes: i) the instantaneous effective channel gain $|z^*[k]|Hf[k]|^2$ at time-index $k$, and ii) the angle between the true singular vector $f_{\text{opt}}$ and its estimate $f[k]$, given as

$$\phi_k = \cos^{-1}\left(\frac{f^*_{\text{opt}}[k]}{\|f_{\text{opt}}[k]\|_F}\right),$$

and measured in radians. Note that $\phi_k$ equivalently captures the chordal distance between $f_{\text{opt}}$ and $f[k]$. In order to average results over different channel realizations, we normalize the effective channel gain by $\|H\|_F^2 = \lambda_{\text{max}}(H^*H)$. Fast convergence of the algorithm is then equivalent to fast convergence of the normalized instantaneous effective channel gain to 1.

From Figs. 2-4 we make the following remarks:

1) There is a minor performance gap (both in terms of gains and angles) between the optimal and suboptimal variants of the SLS estimator across all the three SNRs, even though there is a significant complexity reduction with the suboptimal variant. Thus, this study motivates the use of the suboptimal variant of the SLS estimator over the optimal variant.

2) In the low-SNR regime typical of mmWave settings, the summed power method significantly outperforms all the methods for small $k$ values, whereas the additional channel estimation step of the SLS estimator contributes to its utility for large $k$ values. While the method from [28] is better in performance than the one from [27], neither method produces a performance comparable to the schemes proposed in this work.

3) The performance of the schemes in [28] and [27] improve with SNR. In the high-SNR regime, both methods become comparable to the SLS estimator. However, the summed power method is significantly inferior in this regime as it cannot suppress the effect of noise from the beamformer estimates for large $k$ values.

4) The switching between the SLS part and the summed power part means that the LISP method shows a switch in terms of performance at $k = k_{\text{switch}} = \max(M_r, M_t) = 32$. But more importantly, in the low-SNR regime, the LISP method approaches the performance of the summed power method for large $k$ and in the high-SNR regime, it approaches the performance of the SLS estimator (even for small $k$ values) without

---

**Algorithm 4 Least-squares Initialized Summed Power Method**

Initialize $f[0]$ as a complex random unit-norm vector and obtain $H_{o,0}$, $z[0]$, $H_{r,1}$ and $f[1]$ as in (25). Initialize $C_{o,0} = C_{r,1} = \alpha I$ for an appropriate $\alpha$.

**for all** $k = 1, \ldots, k_{\text{max}}$ **do**

**if** $k \leq k_{\text{switch}}$ **then**

- Node 2 receives $y_o[k]$ as in (3) and gets $f[k]$ from Node 1.
- Node 2 estimates $H_{o,k}$ as in (20).
- Node 2 computes $z[k]$ as in (4).

**else if** $k > k_{\text{switch}}$ **then**

- Node 2 receives $y_o[k-1]$ as in (3).
- Node 2 computes $z[k]$ as in (29).

**end if**

**if** $k \leq k_{\text{switch}} - 1$ **then**

- Node 1 receives $y_e[k]$ as in (4) and gets $z[k]$ from Node 2.
- Node 1 estimates $H_{e,k+1}$ as in (17).
- Node 1 computes $f[k+1]$ as in (13).

**else if** $k > k_{\text{switch}} - 1$ **then**

- Node 1 receives $y_e[k]$ as in (4).
- Node 1 computes $f[k+1]$ as in (27).

**end if**

**end for**

---

**A. Convergence Studies**

We study two variants of the proposed sequential least-squares technique from Section II, “SLS (Optimal)” and “SLS (Suboptimal).” The first variant computes the batch least-squares estimator for the first $M_r$ (or $M_t$) iterations before switching to the sequential version after that. The second variant relies on the result from Theorem 3 to be computationally efficient and to avoid having to compute the batch estimator. It is initialized with $\alpha = 1000$ and uses the sequential estimator starting at the first iteration. We also study the performance of the iterative solutions based on the summed power method from Section IV and the least-squares initialized summed power method with $k_{\text{switch}} = \max(M_r, M_t)$ from Section V. These approaches are denoted as “Summed Power” and “LISP” in the plots, respectively.

In terms of performance benchmarking, we consider the one-dimensional versions of the techniques proposed in [27] and [28]. The algorithm from [27] is called Blind Iterative MIMO Algorithm (BIMA) by the authors and is denoted as “BIMA” in the plots here. The algorithm from [28] is called Best Singular Mode (BSM) estimation by the authors and is denoted as “BSM” in the plots here. The value of the design parameter $\mu$ for the BSM algorithm from [28] is set to 1.5$k$ where $k$ is the time-index.

In Figs. 2-4 we compare the performance of these six schemes at different SNR values with $M_r = 4$ and $M_t = 32$ (corresponding to a downlink channel matrix $H$ of dimensions $4 \times 32$). The channel matrix $H$ has i.i.d. entries. In particular, Figs. 2a and 2b show the results for uplink and downlink SNR values of $-10$ dB, whereas, Figs. 3a and 3b and Figs. 4a and 4b provide similar plots for an SNR of 0 dB and 20 dB, respectively.
the additional complexity overhead of these methods. Thus, this method may be a suitable low-complexity alternative to the SLS estimator in the medium- to high-SNR regime.

5) In the sparse mmWave setting with low SNR, the summed power method outperforms all the methods over all the values of $k$ considered here. The LISP method quickly approaches the performance of the summed power method after $k = k_{\text{switch}}$.

Summarizing the above statements, we have the following conclusions: i) In the low-SNR regime, the summed power method is advantageous for small $k$ and the SLS estimator is advantageous for large $k$. If computational complexity is an important issue for large $k$, the LISP method can be a useful alternative. ii) In the high-SNR regime, the LISP method or the method proposed in [27] are advantageous for all $k$. iii) These broad conclusions appear to be true for both i.i.d. as well as sparse mmWave channel models.

B. Impact of Antenna Dimensions and $k_{\text{switch}}$

Fig. 6 studies the impact of $M_t$ (as $M_t$ increases from 6 to 64) on the effective channel gain after $k = 100$ iterations with the different beam alignment techniques. The low-SNR regime corresponding to $\rho_e = \rho_o = -10$ dB and $M_r = 4$ is considered in this study. Figs. 6a and 6b present the results
for the i.i.d. channel model and the sparse mmWave channel model introduced earlier.

This study reinforces the advantages of the summed power and least-squares initialized summed power methods relative to other methods. In particular, the performance of the summed power method remains approximately invariant in the i.i.d. case as $M_t$ increases. On the other hand, the smaller rank of the channel matrix in the sparse case improves the fraction of power in the dominant eigen-mode, which is reflected in improving performance as $M_t$ increases. But more importantly, the performance of all other schemes deprecate with $M_t$ suggesting their sensitivity to larger antenna dimensions. Nevertheless, the LISP method appears closest to the summed power method in performance at low-SNR and is also superior at high-SNRs. From these results, we conclude that the proposed beam alignment techniques and in particular, the LISP method can deliver substantial performance improvement as $M_t$ increases with low complexity and feedback overheads making them viable candidates for practical large/massive MIMO systems.

Figs. 4 and 8 study the choice of $k_{\text{switch}}$ to be used in the LISP method with $M_r = 4$, $M_t = 32$ and $\rho_e = \rho_o = 0$ dB and $\rho_e = \rho_o = -10$ dB, respectively. From Fig. 4 we note that there exists an optimal $k_{\text{switch}}$ that maximizes the effective channel gain for both the i.i.d. and sparse mmWave channel models. The optimal $k_{\text{switch}}$ value is typically small in the case of sparse mmWave channels for both SNR settings. In fact, for $\rho_e = \rho_o = -10$ dB, the optimal $k_{\text{switch}}$ in the sparse setting is 1 implying that the summed power method starting at $k = 1$ is better than a noisy initialization based on the SLS estimator. While the optimal $k_{\text{switch}}$ can be high in the i.i.d. setting, constraining it to be a small number does not result in a significantly poorer performance relative to the optimal $k_{\text{switch}}$ value. Thus, Figs. 4 and 8 suggest that, in the moderate- to high-SNR regime and depending on the level of richness/sparsity structure of the channel, a small $k_{\text{switch}}$ may be a better choice than the use of summed power method ($k_{\text{switch}} = 1$). Thus, an improved performance can be ensured with the LISP method at the cost of a small feedback and complexity overhead.

C. Comparison with a Pilot-Based Channel Estimation Scheme

We are now interested in comparing the performance of the proposed beam alignment schemes with a traditional pilot-based channel estimation scheme. In order to simplify the structure of the pilot-based scheme, we assume that the channel matrices are i.i.d. Rayleigh fading. In order to fairly compare the iterative schemes with the batch-oriented pilot-based scheme, we impose a constraint on the total energy used during the beam alignment/channel estimation phase. Let $k_{\text{max}}$ be the number of time slots allocated for this phase. With the iterative schemes considered in this work, the total energy used by nodes 1 and 2 reduces to $\rho_o \cdot k_{\text{max}}$ and $\rho_e \cdot k_{\text{max}}$, respectively. With the pilot-based scheme, it is well understood [24,25] that the quality of the channel estimate only depends on the energy in the training matrices (denoted as $P_o$ and $P_e$ for the downlink and uplink, respectively) as long as the number of pilot symbols exceeds the transmit antenna dimensions. Thus, we can assume that $P_o$ and $P_e$ are $M_r \times M_t$ and $M_t \times M_e$ scaled-unitary matrices meeting the energy constraint, respectively. With the energy scaling, we have the following system equations:

\[ Y_o = \sqrt{\rho_o \cdot k_{\text{max}}} H P_o + N_o \]  \hfill (40)

for the downlink, and

\[ Y_e = \sqrt{\rho_e \cdot k_{\text{max}}} H^T P_e + N_e \]  \hfill (41)

for the uplink.
Upon reception of $Y_o$ and $Y_e$, each node computes a minimum mean-squared error (MMSE) channel estimate as follows:

$$
\hat{H}_o = \frac{\rho_o \cdot k_{\text{max}} / M_o}{1 + \rho_o \cdot k_{\text{max}} / M_o} \cdot Y_o P_o^* 
$$

$$
\hat{H}_e = \frac{\rho_e \cdot k_{\text{max}} / M_e}{1 + \rho_e \cdot k_{\text{max}} / M_e} \cdot Y_e P_e^*. 
$$

The beamformers are estimated using the SVD of the channel estimates. In our study, we use scaled discrete Fourier transform (DFT) matrices for $P_o$ and $P_e$ over the i.i.d. channel. With $k_{\text{max}} = 100$, the normalized channel gain across different SNR values is plotted for the different schemes in Fig. 9. These results show that in addition to outperforming iterative schemes from prior works in the low-SNR regime, the proposed methods also compare favorably to the pilot-based channel estimation scheme. The pilot-based scheme requires a substantial pre-beamforming SNR (over 5-10 dB) for improved performance which may not be feasible in practical mmWave systems. Further, it also requires a computational overhead in computing the SVD of the channel estimate.

VII. CONCLUDING REMARKS

This paper studied the problem of estimating the dominant singular vectors of a MIMO channel matrix in a TDD system. Such a task is of importance in computing the full analog beamforming gains in practical mmWave systems, typically impaired with low SNR. We presented multiple iterative approaches based on the power method to address this problem. These approaches included batch and sequential least-squares estimation, summed power method, and least-squares initialized summed power method. Numerical studies and analysis established that the proposed approaches enjoy several advantages over competing approaches from the literature. These advantages include improved convergence and/or performance (beamforming gain) at low- as well as high-SNR at a low-complexity and feedback overhead.

That said, this paper has only scratched the surface of the noisy beam alignment problem. Further studies on developing an analytical/manifold optimization-based framework for the rate of convergence of the proposed algorithms as a function of the SNR, antenna dimensions, mmWave channel eigen-mode/sparsity structure, etc. are important. Such a step could also be of independent interest in problems in machine learning, principal component analysis, and linear algebra. Other problems of interest include understanding the impact of an imperfect (e.g., finite-rate, noisy, etc.) feedback link on the performance of the sequential least-squares estimation scheme, performance comparison with other directional learning approaches [36], impact of temporal variation in the channel and wideband aspects on the performance of the proposed schemes, extending the proposed analog beamforming schemes to a hybrid architectural set-up or multi-user settings [37], intuitive understanding of $k_{\text{switch}}$ and further optimization of the beam alignment parameters given an asymmetrical antenna setting in the single-user case, etc.

APPENDIX

A. Proof of Theorem 7

The derivation of (16) mirrors (15) and thus it suffices to establish (15). Transposing (16) at time $k - 1$, we get

$$
Y_{e,k-1}^T = \sqrt{\rho_e} Z_{k-1}^* H + N_{e,k-1}^T. 
$$

Since the columns of $H$ are i.i.d. complex Gaussian random vectors, we focus on the first column without loss in generality. Let this first column of $H$ be denoted as $h_1$ and let its estimator be $\hat{h}_1$. With $\tilde{y}$ denoting the first column of $Y_{e,k-1}^T$, we have

$$
\tilde{y} = \sqrt{\rho_e} Z_{k-1}^* h_1 + \tilde{n}, 
$$

where $\tilde{n}$ is the first column of $N_{e,k-1}^T$ with i.i.d. complex Gaussian entries. The estimator of $h_1$ is given as

$$
\hat{h}_1 = \frac{(Z_{k-1}^*)^T \tilde{y}}{\sqrt{\rho_e}} 
$$

with error covariance matrix $C_{e,k}$, defined as, $C_{e,k} \triangleq \mathbb{E}\{(h_1 - \hat{h}_1)(h_1 - \hat{h}_1)^*\}$. It can be seen that

$$
h_1 - \hat{h}_1 = h_1 - \frac{(Z_{k-1}^*)^T}{\sqrt{\rho_e}} (\sqrt{\rho_e} Z_{k-1}^* h_1 + \tilde{n}) 
$$

$$
= -\frac{(Z_{k-1}^*)^T}{\sqrt{\rho_e}} \tilde{n} 
$$

and

$$
C_{e,k} = \frac{(Z_{k-1}^*)^T}{\sqrt{\rho_e}} \mathbb{E}\{(\tilde{n}\tilde{n}^*)\} \frac{(Z_{k-1}^*)^T}{\sqrt{\rho_e}} 
$$

$$
= \frac{1}{\rho_e} (Z_{k-1}^* Z_{k-1}^*)^{-1} (Z_{k-1}^* Z_{k-1}^*)^{-1} (Z_{k-1}^* Z_{k-1}^*)^{-1} 
$$

$$
= \frac{1}{\rho_e} (Z_{k-1}^* Z_{k-1}^*)^{-1}. 
$$

Note that the above equation holds only under the i.i.d. $H$ assumption and for $k \geq M_r$. ■

B. Proof of Theorem 2

Without loss in generality, we can assume that $\rho_e = \rho_o = 1$. From (19), we have

$$
\tilde{H}_{o,k} = Y_{o,k} F_k^* C_{o,k} = Y_{o,k} F_k^* (F_k F_k^*)^{-1} 
$$

$$
= \left[ Y_{o,k-1} y_o[k] \right] \left[ F_{k-1}^* \left[ f[k] \right] \right] \left[ F_{k-1}^* \left[ f[k] \right] \right]^{-1} 
$$

$$
= \left[ Y_{o,k-1} F_{k-1}^* + y_o[k] f^*[k] \right] \left( F_{k-1} F_{k-1}^* + f[k] f^*[k] \right)^{-1}. 
$$

Substituting (13) and applying the Woodbury matrix identity (48) to the second term, we get

$$
C_{o,k} = C_{o,k-1} - \frac{C_{o,k-1} f[k] f^*[k] C_{o,k-1}}{1 + f^*[k] C_{o,k-1} f[k]}. 
$$
We now let

$$K_{o,k} = \frac{f^*[k]C_{o,k-1}}{1 + f^*[k]C_{o,k-1}f[k]}$$

(56)

and write

$$\hat{H}_{o,k}^{Batch} = Y_{o,k-1}F_{k-1}^{F_{k-1}^*}C_{o,k-1} - Y_{o,k-1}F_{k-1}^{F_{k-1}^*}C_{o,k-1}f[k]K_{o,k}$$

$$+ y_o[k]f^*[k]C_{o,k-1} - y_o[k]f^*[k]C_{o,k-1}f[k]K_{o,k}.$$  

(57)

Now, since

$$y_o[k]f^*[k]C_{o,k-1} = y_o[k](1 + f^*[k]C_{o,k-1}f[k]) K_{o,k},$$

(58)

we get

$$\hat{H}_{o,k}^{Batch} = \hat{H}_{o,k-1} - f[k]K_{o,k} + y_o[k]K_{o,k}$$

(59)

$$= \hat{H}_{o,k-1} + \left(y_o[k] - \hat{H}_{o,k-1}f[k]\right) K_{o,k}$$

(60)

$$= \hat{H}_{o,k}^{Seq}.$$  

(61)

### C. Proof of Theorem

Along the same lines of the proof of Theorem, let us assume that $\rho_e = \rho_o = 1$. Suppose that node 2 has access to $M_t$ previous observations at time slot $k = 0$, indexed from...
Fig. 7. Normalized channel gain of the LISP method as a function of \( k_{\text{switch}} \) with \( M_t = 4, M_s = 32, \rho_c = \rho_o = 0 \) dB and \( k_{\text{max}} = 100 \).

Fig. 8. Normalized channel gain of the LISP method as a function of \( k_{\text{switch}} \) with \( M_t = 4, M_s = 32, \rho_c = \rho_o = -10 \) dB and \( k_{\text{max}} = 400 \).

Fig. 9. Normalized channel gain with \( k_{\text{max}} = 100 \) for varying values of \( \rho = \rho_o = \rho_c \) in the i.i.d. Rayleigh fading channel case.

Applying the result of Theorem 2, we note that for any \( k > M_t \) with \( M_t \), the covariance matrix of each column of this estimated matrix is given as

\[
\mathbf{H}_{o,k}^{\text{Seq}} = \mathbf{H}_{o,k}^{\text{Batch}} = \mathbf{Y}_{o,k} \mathbf{F}_k^\dagger
\]

where we have rewritten \( \mathbf{H}_{o,k}^{\text{Batch}} \) in terms of individual vector outer products. After separating the hypothetical data from \( k = -(M_t - 1) \) to \( k = 0 \) from the data starting at \( k = 1 \), we have for the sequential estimator

\[
\mathbf{H}_{o,k}^{\text{Seq}} = \left( \sum_{n=-(M_t-1)}^0 \mathbf{y}_o[n] \mathbf{f}^*[n] + \sum_{n=1}^k \mathbf{y}_o[n] \mathbf{f}^*[n] \right)
\]

\[
\cdot \left( \sum_{n=-(M_t-1)}^0 \mathbf{f}[n] \mathbf{f}^*[n] + \sum_{n=1}^k \mathbf{f}[n] \mathbf{f}^*[n] \right)^{-1}
\]

(65)

\[
= \left( \mathbf{H}_{o,0} \mathbf{C}_{o,0}^{-1} + \mathbf{Y}_{o,k} \mathbf{F}_k^\dagger \right) \left( \mathbf{C}_{o,0}^{-1} + \mathbf{F}_k \mathbf{F}_k^\dagger \right)^{-1}
\]

Upon further inspection of (66), we observe that for any \( k > M_t \), the product \( \mathbf{F}_k \mathbf{F}_k^\dagger \) is invertible and we can let \( \mathbf{C}_{o,0}^{-1} \) arbitrarily approach the matrix of all zeros. This can be accomplished by choosing \( \mathbf{C}_{o,0} = \alpha \mathbf{I} \). If \( \mathbf{C}_{o,0} \) is indeed chosen this way, (66) loses its dependence on the previous data from the supposition and we can start the sequential iteration at \( k = 1 \). For sufficiently large \( \alpha \), the sequential estimator will approach the batch estimator for any \( k > M_t \).

\[
\mathbf{S}_{k-1} = \left[ \begin{array}{cc} \mathbf{I} & \sqrt{\rho} \beta_{k-1} \cdot \mathbf{H} \\
\sqrt{\rho} \alpha_{k-1} \cdot \mathbf{H} & \mathbf{I} \end{array} \right]
\]

(69)

\[
\frac{\left| H_{o,k} \right|^2}{\left\| H \right\|^2}
\]

where \( \mathbf{F}_0 = \begin{bmatrix} \mathbf{f}[-(M_t - 1)] & \mathbf{f}[-M_t] & \ldots & \mathbf{f}[0] \end{bmatrix} \) and

\[
\mathbf{Y}_{o,0} = \begin{bmatrix} \mathbf{y}_o[-(M_t - 1)] & \mathbf{y}_o[-M_t] & \ldots & \mathbf{y}_o[0] \end{bmatrix}
\]

Using Theorem 1, we note that the covariance matrix of each column of this estimated matrix is given as

\[
\mathbf{C}_{o,0} = (\mathbf{F}_0 \mathbf{F}_0^\dagger)^{-1}
\]

(63)

Applying the result of Theorem 2, we note that for any \( k > 0 \), a sequential least-squares estimator would be identical to the batch estimator using all of the data from \( k = -(M_t - 1) \) up to \( k = 0 \). We can thus write

\[
\mathbf{H}_{o,k}^{\text{Seq}} = \mathbf{H}_{o,k}^{\text{Batch}} = \mathbf{Y}_{o,k} \mathbf{F}_k^\dagger
\]

(64)

\[
= \left( \sum_{n=-(M_t-1)}^0 \mathbf{y}_o[n] \mathbf{f}^*[n] \right) \left( \sum_{n=-(M_t-1)}^k \mathbf{f}[n] \mathbf{f}^*[n] \right)^{-1}
\]

(65)

\[
= \mathbf{H}_{o,0} \mathbf{C}_{o,0}^{-1} + \mathbf{Y}_{o,k} \mathbf{F}_k^\dagger \left( \mathbf{C}_{o,0}^{-1} + \mathbf{F}_k \mathbf{F}_k^\dagger \right)^{-1}
\]

(66)

\[
= \mathbf{H}_{o,0} \mathbf{C}_{o,0}^{-1} + \mathbf{Y}_{o,k} \mathbf{F}_k^\dagger \left( \mathbf{C}_{o,0}^{-1} + \mathbf{F}_k \mathbf{F}_k^\dagger \right)^{-1}
\]

(67)
since $H = H^* = \text{diag}([h_1, \cdots, h_M])$. Note that the size of $S_{k-1}$ is $2M \times 2M$. The characteristic equation of $S_{k-1}$ is given as

$$\chi(S_{k-1}, \lambda) = \det (S_{k-1} - \lambda I) = \det \left[ \begin{array}{cc} I - \lambda I & \sqrt{\rho} \beta_{k-1} \cdot H \\ \sqrt{\rho} \alpha_{k-1} \cdot H & I - \lambda I \end{array} \right].$$

By using the Schur complement lemma [48], this equation can be written as

$$\chi(S_{k-1}, \lambda) = \det (I - \lambda I) \cdot \det \left( I - \lambda I - \rho \alpha_{k-1} \beta_{k-1} \cdot H \right).$$

(72)

Since all of the matrices involved are diagonal, we can write the determinants as the product of the diagonal elements, resulting in

$$\chi(S_{k-1}, \lambda) = (1-\lambda)^{2M} \prod_{i=1}^{2M} \left(1 - \lambda - \frac{\rho \alpha_{k-1} \beta_{k-1} \cdot h_i^2}{1 - \lambda} \right),$$

(73)

which has $2M$ roots (denoted as $\lambda_1, \cdots, \lambda_{2M}$) of the form $1 \pm \sqrt{\rho \alpha_{k-1} \beta_{k-1} \cdot h_i}$ for $i = 1, \cdots, M$. We can thus write the eigenvalue matrix $\Lambda_{k-1}$ as

$$\Lambda_{k-1} = \text{diag} \left[ \frac{\lambda_1}{\lambda_{2M}}, \cdots, \frac{\lambda_1}{\lambda_{2M}} \right].$$

(74)

Solving for the $2M$ eigenvectors (i.e. solving $S_{k-1} u_i = \lambda_i u_i$ for $i = 1, \ldots, 2M$) and normalizing each column to unit-norm finally results in the following eigenvector matrix:

$$U_{k-1} = \left[ \sqrt{\rho \alpha_{k-1} \beta_{k-1} \cdot h_1} \cdot I \atop \sqrt{\rho \alpha_{k-1} \beta_{k-1} \cdot h_M} \cdot I \right].$$

(75)

Note that $U_{k-1}$ is not unitary in general and $S_{k-1}$ can be written as $S_{k-1} = U_{k-1} \cdot \Lambda_{k-1} \cdot (U_{k-1})^{-1}$. 

$E$. Proof of Lemma 3

Let $H = \{H_{m,n}\}$, $f[i] = [f_{i,1}, \cdots, f_{i,M}]^T$ and $z[i] = [z_{i,1}, \cdots, z_{i,M}]^T$. Also, let $n_{e}[i] = [n_{e,1}[i], \cdots, n_{e,M}[i]]^T$ and $n_{o}[i] = [n_{o,1}[i], \cdots, n_{o,M}[i]]^T$. Now observe that

$$\frac{1}{\alpha_k^2} = ||s_k[k]||^2 = \left| \sum_{i=0}^{k} y_k[i] \right|^2,$$

(76)

$$= \sum_{m=1}^{M} \sqrt{\rho} \sum_{i=0}^{k} H_{m,n} \sum_{i=0}^{k} z_{i,m} + \sum_{i=0}^{k} n_{e,n}[i] \right|^2. \quad (77)$$

Similarly, we have

$$\frac{1}{\beta_k^2} = \sum_{m=1}^{M} \left| \sum_{i=0}^{k} H_{m,n} \sum_{i=0}^{k} f_{i,n} + \sum_{i=0}^{k} n_{o,m}[i] \right|^2.$$

From (79) and (80), we have the following simplifications

$$\frac{1}{\rho \cdot \beta_k^2} \approx \sum_{n=1}^{M} \left| \sum_{m=1}^{M} H_{m,n} \sum_{i=0}^{k} z_{i,m} \right|^2,$$

(81)

$$\approx \left| C_k \right|^2 \cdot \sum_{n=1}^{M} \left| \sum_{m=1}^{M} H_{m,n} \right|^2,$$

(82)

$$\approx \left| C_k \right|^2 \cdot \text{Tr}(HH^*).$$

(83)

where (a), (b) and (c) follow from Hypotheses 1-3, respectively. Similarly, we have

$$\frac{1}{\rho \cdot \beta_k^2} \approx \left| C_k \right|^2 \cdot \text{Tr}(HH^*).$$

(84)

Thus, when Hypotheses 1-3 hold, $\alpha_k \approx \beta_k$ as $k$ increases. 

$F$. Proof of Theorem 2

When Hypotheses 1-3 hold, from Lemma 3 we have that $\alpha_k \approx \beta_k$ and $U_{k-1} \approx U$. Thus, the state-space model in (35) can be written as

$$s[k] = \tilde{U} \left[ \prod_{i=0}^{k-1} (I + \sqrt{\rho} \alpha_i H) \atop \prod_{i=0}^{k-1} (I - \sqrt{\rho} \alpha_i H) \right] \tilde{U}^* s[0] + \tilde{U} \sum_{\ell=1}^{k} \left[ \prod_{j=0}^{k-1} (I + \sqrt{\rho} \alpha_j H) \atop \prod_{j=0}^{k-1} (I - \sqrt{\rho} \alpha_j H) \right] \tilde{U}^* n[\ell].$$

(85)

Let us now consider the $2M \times 2M$-dimensional diagonal matrix $\Lambda_{k-1,0}$

$$\tilde{\Lambda}_{k-1,0} = \left[ \prod_{i=0}^{k-1} (I + \sqrt{\rho} \alpha_i H) \atop \prod_{i=0}^{k-1} (I - \sqrt{\rho} \alpha_i H) \right].$$

(86)

From Hypothesis 3, since the diagonal entries of $H$ are arranged in non-increasing order and $h_1 > h_2$, we have

$$\prod_{i=0}^{k-1} (1 + \sqrt{\rho} \alpha_i h_1) \approx \left( \frac{h_1}{h_2} \right)^k \rightarrow \infty \quad \text{as} \quad k \rightarrow \infty \quad (87)$$

for $\ell = 2, \cdots, M$. Similarly, we have

$$\prod_{i=0}^{k-1} (1 - \sqrt{\rho} \alpha_i h_1) \approx \left( \frac{h_1}{h_2} \right)^k \rightarrow \infty \quad \text{as} \quad k \rightarrow \infty \quad (88)$$
for \( \ell = 2, \ldots, M \) and
\[
\prod_{i=0}^{k-1} (1 + \sqrt{\rho} \alpha_i h_1) \approx \prod_{i=0}^{k-1} (1 - \sqrt{\rho} \alpha_i h_1) \quad (89)
\]
Thus, the diagonal entries of \( \mathbf{\Lambda}_{k-1,0} \) are dominated by (as \( k \) increases) the first entry, which is denoted as
\[
\lambda_{1,0} \approx (\sqrt{\rho} h_1)^k \prod_{i=0}^{k-1} \alpha_i, \quad (90)
\]
and the \((M+1)\)th entry, which is denoted as
\[
\lambda_{M+1,0} \approx (-\sqrt{\rho} h_1)^k \prod_{i=0}^{k-1} \alpha_i, \quad (91)
\]
Similarly, we can consider the diagonal matrices \( \mathbf{\Lambda}_{k-1,\ell} \) for \( \ell = 1, \ldots, k - 1 \):
\[
\mathbf{\Lambda}_{k-1,\ell} = \left[ \begin{array}{cc}
\prod_{i=\ell}^{k-1} (I + \sqrt{\rho} \alpha_i H) & 0 \\
0 & \prod_{i=0}^{k-1} (I - \sqrt{\rho} \alpha_i H)
\end{array} \right]. \quad (92)
\]
Following the same logic as before, these matrices are also dominated by the first entry, which is denoted as
\[
\lambda_{1,\ell} \approx (\sqrt{\rho} h_1)^{k-\ell} \prod_{i=\ell}^{k-1} \alpha_i, \quad (93)
\]
and the \((M+1)\)th entry, which is denoted as
\[
\lambda_{M+1,\ell} \approx (-\sqrt{\rho} h_1)^{k-\ell} \prod_{i=\ell}^{k-1} \alpha_i. \quad (94)
\]
With \( s[0] = [s_1(0), \ldots, s_{2M}(0)]^T \), \( s[k] = [s_1(k), \ldots, s_{2M}(k)]^T \), and \( n[\ell] = [n_1(\ell), \ldots, n_{2M}(\ell)]^T \), it is straightforward to see that as \( k \) increases and for \( \rho \gg 1 \), we have
\[
\left( \frac{\sqrt{\rho} h_1}{\prod_{i=0}^{k-1} \alpha_i} \right)^{k-\ell} \rightarrow \begin{cases} s_1(0) & \text{if } k \text{ is even} \\
s_{M+1}(0) & \text{if } k \text{ is odd} \end{cases} \quad (95)
\]
\[
\left( \frac{\sqrt{\rho} h_1}{\prod_{i=0}^{k-1} \alpha_i} \right)^{k-\ell} \rightarrow \begin{cases} s_1(k) & \text{if } k \text{ is even} \\
s_{M+1}(k) & \text{if } k \text{ is odd} \end{cases} \quad (96)
\]
And we also have
\[
\left( \frac{\sqrt{\rho} h_1}{\prod_{i=0}^{k-1} \alpha_i} \right)^{k-\ell} \rightarrow 0 \text{ for all } \ell \in \{2, \ldots, M, M + 2, \ldots, 2M\}. \text{ Thus, } s[k] \rightarrow s_{\text{opt}} \text{ as } k \text{ increases.} \]
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