While facial attribute manipulation of 2D images via Generative Adversarial Networks (GANs) has become common in computer vision and graphics due to its many practical uses, research on 3D attribute manipulation is relatively undeveloped. Existing 3D attribute manipulation methods are limited because the same semantic changes are applied to every 3D face. The key challenge for developing better 3D attribute control methods is the lack of paired training data in which one attribute is changed while other attributes are held fixed—e.g., a pair of 3D faces where one is male and the other is female but all other attributes, such as race and expression, are the same. To overcome this challenge, we design a novel pipeline for generating paired 3D faces by harnessing the power of GANs. On top of this pipeline, we then propose an enhanced non-linear 3D conditional attribute controller that increases the precision and diversity of 3D attribute control compared to existing methods. We demonstrate the validity of our dataset creation pipeline and the superior performance of our conditional attribute controller via quantitative and qualitative evaluations.

The existing methods in 3D facial attribute manipulation add a single global attribute vector to the vertices of the 3D face input—in particular, the manipulation direction is the same for all possible face inputs. However, this global additive transformation is limited because it does not consider the characteristics of each individual face. For example, manipulating the age attribute of a male requires a different additive transformation from that of a female because the conspicuous features of male and female according to different ages are different. e.g., the dominant feature of the young female wears make-up while male wears beard without any make-up. To this end, on top of the synthetic data creation pipeline we have constructed, we propose a conditional attribute controller which transforms a given 3D face based on the 3D face itself.

Our contributions can be summarized as follows:
• We propose a pipeline to create a novel synthetic dataset for the attribute manipulation of 3D faces.
• We will make our synthetic dataset publicly available to accelerate future research on 3D face attribute manipulation.
• We develop a novel conditional attribute controller that leverages this new dataset.
• We quantitatively and qualitatively demonstrate the potential of the novel synthetic dataset in manipulating 3D face. Moreover, we also verify that our conditional attribute controller clearly improves performance compared to baseline method.

2. Background and Related Works

Related works of GANs and 3D Morphable Model (3DMM) are described in subsection 2.1, 2.2. We then provide a technical description on 3DMM in subsection 2.3. We further explain how the existing method handles the attribute manipulation on top of 3DMM in subsection 2.4.

2.1. GANs.

GANs [21] are arguably widely used generative model. The core idea of GANs is to train a generator in a way that its output distribution matches the data distribution. During the past few years, GANs’ performance has been remarkably improved and achieved to produce photo-realistic quality images. [3, 22, 39, 9, 38, 37, 28].

Attribute manipulation. Boosted by the enhanced power of GANs, facial attribute manipulation on 2D image has been widely explored. Image translation [57, 13, 23, 12] is a one research area that aims to translate the facial attribute of a given image to the target attribute.

Another research direction [46, 24, 54] towards the facial attribute control is to directly manipulate a latent vector on top of the pre-trained latent space. By finding a direction vector for an attribute, those studies proposed to translate latent vectors along the direction, which bring an intended semantic change after forwarding the latent vector into the fixed generator. Advantages of this approach in our frameworks are that the input images are not required and the semantic score described in subsection 3.2 can be easily obtained.

2.2. 3DMM.

Since the introduction of the original 3DMM [5], many variants [34, 10, 31, 8] of the linear statistical model including The Basel Face Model [25, 17] (BFM) have contributed to the improvements of 3DMM. Due to its stable and reliable performance, the 3DMM model has been widely used in diverse fields, such as face recognition [6, 49], 3D face reconstruction [58, 43, 26, 52] and face reenactment [30, 4, 11, 53]. Recently, 3DMM has also been used in 2D image manipulation due to the disentangled nature of the 3D parameters, e.g., light, pose, and expression. Briefly, StyleRig [51] introduced additional networks trained to map the 3D parametric space into the well-trained latent space of GANs. DiscoFaceGAN [14] proposed an imitative-contrastive learning scheme in which 3D priors are incorporated to achieve the interpretable and controllable latent representations. Meanwhile, GIF [20] proposed to exploit the interpretable 3D parameters as a condition for a conditional generative model.

Intuitive control over the 3DMM parameters. For alleviating a problem of scarce semantic interpretation of the 3D parameter, local 3D morphable model [50, 40] has been explored. Those studies show that a model built from part-based statistics provides the enhanced intuition in manipulating 3D face, making the animation editing via 3DMM more feasible. Another effort towards the intuitive parameter control is from the body models. Briefly, feature-based synthesis [1] (e.g., a body model corresponding to the given height and weight is created), and language-based synthesis [48] (e.g., a body model for “short” or “long legs” is generated.) are presented. Indeed, the technique those body studies are based on is from the original 3DMM paper [5]. It showed that once a direction vector for a specific attribute in the parametric space is found, manipulating an attribute of a given parameter is possible by shifting the parameter along the direction. Recently, a method [18] combining the idea of the local 3D morphable model and the method of the attribute direction vector has been explored.

2.3. Technical background of 3DMM

A widely-used 3D morphable face model [5] is a linear statistical model computed from a multivariate normal distribution. Its shape model is built from the statistics computed over coordinates of each registered 3D scanned data. Given a shape parameter \( p_s \) that determines the output 3D face, this statistical model can be formulated as:

\[
S_{model}(p_s) = \bar{S} + E_s p_s,
\]

where \( \bar{S} \in \mathbb{R}^{3n} \) is a mean shape and \( E_s \in \mathbb{R}^{(3n \times k)} \) is the shape eigenvectors obtained via principal component analysis (PCA) of the 3D scanned data. \( n \) is the number of vertices and \( k \) is the number of parameters. Each element in \( p_s \in \mathbb{R}^k \) is a coefficient of the eigenvectors that determines a single point on the subspace spanned by the eigenvectors. Furthermore, \( S_{model} \) can be divided into id and expression model [10], so the shape model we use in our frameworks can be represented as:

\[
S_{model}(p_i, p_e) = (\bar{S}_i + \bar{S}_e) + E_i p_i + E_e p_e,
\]

where the id-relevant terms \( \{\bar{S}_i, E_i\} \) are computed from the distribution of 3D scans having neutral expressions, and the
expression terms \( \{ \bar{S}, E_v \} \) are from the distribution of offsets within expressive and neutral 3D scans.

A texture model is obtained in a similar manner to the shape model, but the statistics are computed along RGB values of each vertex, rather than coordinates, and its formulation is written as:

\[
T_{\text{model}}(p_t) = \bar{T} + E_t p_t .
\]  

(2)

Note that the parameters \( \{ p_1, p_e, p_t \} \) are optimized to find a desired 3D face.

### 2.4. Global Attribute Manipulation

Previous studies [5, 19, 48, 2] have shown that a simple shift in \( p \) space along a global attribute direction makes a given parameter \( p \) semantically changed towards the attribute. Briefly, the direction \( \hat{p} \) is found by solving a rank-1 approximation problem given a matrix of parameters \( P \) and their corresponding attribute labels \( a \), i.e.,

\[
\arg \min_{\hat{p}} \| P - \hat{p}a^T \|_F^2 ,
\]  

(3)

where \( \hat{p} \in \mathbb{R}^k \), \( a \in \mathbb{R}^n \), and \( P \in \mathbb{R}^{k \times n} \). \( k \) is the number of dimensions of parameter and \( n \) is the number of data. Once the global direction for the attribute is obtained, an arbitrary parameter \( p \) is subtracted from or added to \( \hat{p} \) in order to manipulate the semantics of \( p \) according to the given attribute, i.e., \( p + s \hat{p} \), where \( s \) is a scalar determining the amount of semantic changes. This leads to a simple linear transformation of the parameters \( p \) for altering attributes.

### 3. Approach

In this section, we will concretely describe our entire framework step by step. The overview of the framework is elaborated in subsection 3.1. The specific process for obtaining paired data is explained in subsection 3.2. Lastly, training details will be described in subsection 3.3.

#### 3.1. Overview

The ultimate aim of our work is to present a conditional attribute controller that can manipulate any high-level attribute, such as the gender, age, attractiveness and race of a given 3D parameter while keeping other attributes fixed.

Our conditional attribute controller learns to plausibly transform an attribute of a 3D parameter as much as a given score for the attribute. For example, a 3D face of an Asian person can be morphed into any other race, such as white and black, by adjusting the score for the attribute. Specifically, given an arbitrary parameter \( p \) with a score \( s \) for a given attribute, our controller \( f \) transforms the given \( p \) to the \( \hat{p} \), i.e.,

\[
\hat{p} = f(p, s),
\]  

(4)

Note that the intended result of \( \hat{p} \) is a conditional attribute direction on the parametric space with a proper norm, and \( \hat{p} \) is the transformed parameter that properly reflects the desired attribute transfiguration.

Intuitively, as seen in a conceptual illustration in Fig. 1, the transformed parameter \( \hat{p} \) through our conditional attribute controller is \( \hat{p} = p + f(p, s) \), where \( f \) could be non-linear with respect to \( p \). However, \( \hat{p} \) through the baseline is \( \hat{p} = p + s \hat{p} \), which is a linear transformation in \( p \) space. This key difference brings a superior performance of our model over the baseline. This could also be seen as a residual network structure where the original input is added to the output of the network. We followed this scheme because predicting the residual is simpler than directly producing the new parameter, which would mean simply \( \hat{p} = f(p, s) \). In our experiments, we empirically verify that the residual structure generally estimates better transformed parameters.

#### 3.2. Synthetic Dataset Creation

In order to provide a supervision for the conditional attribute controller, the paired data is required. In this subsection, we present our novel pipeline for creating the synthetic dataset. The pipeline is based on studies on the semantic manipulation on top of GAN latent space and 3D reconstruction.

##### 3.2.1 Semantic Navigation on GAN Space

Throughout numerous studies [46, 55, 51, 47], GAN latent space has been demonstrated as a well-defined space in which facial attributes are disentangled; a simple shift on the latent space along a specific attribute direction brings

![Figure 1](image_url)
about a modification of the attribute while an identity is maintained. Inspired by this, we build up a start point of our pipeline. In order for acquiring a high-quality paired images, we adopt StyleGAN [28] to our frameworks.

**Paired Data Acquisition.** As Fig. 2 illustrates, on top of the pretrained networks, we first find a hyperplane on the GAN latent space separating a binary class, e.g., male vs. female or old vs. young, etc., meaning we have its normal vector as well. Our aim in this part is to have a positive and a negative pair of images for an attribute.

We first project a randomly sampled latent vector \( \tilde{w} \in \mathbb{R}^d \) onto the hyperplane, where \( \tilde{w} \) is a latent vector after a mapping network in StyleGAN [28], i.e., \( w = \tilde{w} - \text{proj}_u(\tilde{w}) = \tilde{w} - (\tilde{w}^T u)u \), where \( u \) is a unit normal vector of the hyperplane. Then using the normal vector as our direction vector of the attribute, we shift \( w \) along the direction as much as given score \( s \), i.e., \( \hat{w} = w + su \), where \( s \) determines the extent of a semantic transfiguration, and each of \( \hat{w} \in \mathbb{R}^d \) is a semantically transformed latent vector.

Specifically, we sample a positive and a negative sample with the same identity to make a paired data for each given projected latent \( w \). It is critical that each element of the pair has the same identity for our training (i.e., all other attributes are held fixed except the target attribute). In order for this, we first set a maximum range of \( s \) for each attribute, e.g., from -2 to +2 for the white attribute and from -3 to +3 for the black attribute. \(^1\) This process enables us to have the infinite number of paired data with a low price, at which point this has a great potential in 3D research area, where acquiring dataset is expensive.

Lastly, by forwarding those manipulated \( w \)s into the generator, we acquire the paired images, which can be represented as \( \{ (I^-_i, s^-_i), (I^+_i, s^+_i) \}_{i=0}^n \}. \) Note that \( w \) can be included in our dataset as well, if necessary [51].

**Semantic score.** With regard to the necessity of the score in our synthetic dataset, it is unclear that how much each \( w \) has a specific feature for the attribute. For example, given

\(^1\)As done in InterFaceGAN [46], we empirically set the sampling range. Based on an observation, the valid range for each attribute is different, and outside the range, the number of failure cases is seriously increased. We expect this is caused because only subspace of StyleGAN [28] are trained well and thus, \( w \) outside of this subspace will not produce the expected images.

We then uniformly sample two \( s \) values, one for a positive and the other for a negative sample.
a set of ws on the same side from the ‘young’ boundary, it is possible that some ws are included in baby and the other are in teenager, of which marked features are different. We posit that this huge intra-variation within a same class may puzzle the networks to properly learn. Based on this insight, the semantic score, which is a vector norm between w and the hyperplane is included in our dataset.

3.2.2 3DMM fitting

Our focus lies in the 3D face manipulation, thus obtaining a shape, expression, and texture parameters $p = [p_i, p_c, p_t]$ for the pairs of data is another important step in our pipeline. For the sake of this, reconstruction of 3D parameters from a single image is required. Following the analysis-by-synthesis technique [16], we perform our fitting process. Specifically, we acquire the facial landmarks [29] for each image. We then adopt one of the off-the-shelf 3D reconstruction networks [15] to our pipeline to obtain an initial 3DMM parameter for each image. Lastly, we follow an optimization-based 3DMM fitting method [7, 44, 16] for monocular face reconstruction, with which the initial parameter is iteratively optimized.

Setup. Our 3D face model is composed of 2009 Basel Face Model [25] for the id and the texture models in Eq. 1, 2 and the expression model in Eq. 1 built from FaceWarehouse [10]. Regarding the image formation process, the perspective camera with an empirically-set focal length is used in order to project a 3D face onto the image plane, and the illumination model is built upon phong shading [42]. Each parameter has a dimension of $\{p_s, p_t\} \in \mathbb{R}^{60}, p_c \in \mathbb{R}^{64}$. The camera parameters are composed of extrinsic camera parameters, i.e., $p_e = [xR, yR, zR, xT, yT, zT]$, and the light parameters are composed of $p_l = [x_l, y_l, z_l, r_a, g_a, b_a]$, where the subscript l refer to the light location and the subscript a indicate ambient colors.

Losses for 3DMM fitting. For fitting a 3DMM parameter for an image, we adopt the previous techniques in analysis-by-synthesis. In particular, fitting the 3DMM parameters to a given image can be accomplished by minimizing a combination of energy functions that measure pixel-wise and feature-based error, respectively. The pixel-level loss can be written as:

$$E_{\text{pixel}} = \sum_{(x,y) \in F} \|I_{\text{trg}}(x,y) - I_{\text{render}}(x,y)\|,$$

where $F$ is a foreground region (i.e., the face region) and $I_{\text{render}}$ is a rendered image, which can be represented as $R(\Pi(S_{\text{model}}(p_i, p_c), p_e), T_{\text{model}}(p_i, p_t))$, where $\Pi$ is a camera projection model, and $R$ indicates a rendering function [35] including lighting and rasterization process. On the other hand, the feature-based energy is measured by a comparison between facial landmarks of the target image and the corresponding 2D-projected vertices, i.e.,

$$E_{\text{feature}} = E\|t_{\text{trg}} - t_{\text{proj}}\|,$$

where each of $\{t_{\text{trg}}, t_{\text{proj}}\} \in \mathbb{R}^{68 \times 2}$ is the 2D landmark coordinates of the target image and a subset of the projected vertices.

Concisely, $t_{\text{proj}}$ can be obtained via the camera projection model, i.e., $t_{\text{proj}} = \Pi(S_{\text{model}}(p_i, p_e), p_c)$.

As a result, a 3DMM parameter $p$ for each image is also included in our synthetic dataset, which can be represented as $\{(s, p)^+, (s, p)^-\}_0^n$. 3.3. Loss Functions for Attribute Controller

Once the synthetic dataset is created, we can make use of a paired data for training our conditional attribute controller. For the brevity, we describe the loss functions with a single paired data, i.e, $((s, p)^+, (s, p)^-)_0$.

Let a source parameter and a score be $p_{\text{src}}, s_{\text{src}}$ and targets be $p_{\text{trg}}, s_{\text{trg}}$. Each of positive and negative pairs is randomly set to be the source or the target. The aim of a training process is to make our controller properly learn the semantic transformation. For accomplishing the aim, two objectives are required to be fulfilled. First, given a source parameter $p_{\text{src}}$ and a target score $s_{\text{trg}}$, our controller $f$ has to output $\hat{p}$ that makes $\hat{p}$ whose identity is similar to $p_{\text{src}}$ but the semantic score is equivalent to $s_{\text{trg}}$. This objective can be formulated as:

$$L_{\text{trg}} = \|p_{\text{trg}} - (p_{\text{src}} + f_\theta(p_{\text{src}}, s_{\text{trg}}))\|. \quad (6)$$

Note that by construction of our paired dataset, the identity of $p_{\text{src}}$ and $p_{\text{trg}}$ are the same (except for the manipulated attribute) and thus $f_\theta$ learns how to transform the target attribute only.

4. Experiments

In this section, we detail the experimental settings and results. First, implementation details omitted in the previous section are provided in subsection 4.1. Second, quantitative and qualitative experiments are elaborated in subsections 4.2 and 4.3.

4.1. Implementation Details for the Pipeline

Training details for GANs. We used the pre-trained weights of StyleGAN downloaded from an official GitHub repository, which is trained with the Flickr-Faces-HQ (FFHQ) dataset [28]. The dataset consists of 70,000 high-quality images of 1024 resolution. We adopted the combination of StyleGAN and FFHQ for our pipeline (out of numerous GAN architectures and several high-quality datasets [27]) because this combination has a semantically

$^2$The vertex indices to be included in the subset is predefined.
disentangled GAN latent space. In particular, as demonstrated in the paper [28], the latent space of StyleGANs trained with FFHQ is well-defined and linearly separable. Thus, we can easily generate paired data.

**Estimating attribute hyperplanes in GAN latent space.** Given labeled samples in the GAN latent space, we can estimate an attribute hyperplane separating two classes by fitting a linear support vector machine (SVM) [28, 46]. To create labeled samples (in the latent space), we first generate the image corresponding to the latent sample and then classify the image using a pre-trained image classifier—thus, we can obtain a label for any latent vector. The image classifier is trained with the CelebA dataset [36], which has labels for 40 facial attributes, e.g., ‘Young’, ‘Male’, and ‘Attractive’, and the UTKFace dataset [56], which has labels for race, e.g., ‘White’, ‘Black’, ‘Asian’, etc. After acquiring the hyperplane for an attribute, we sample the paired data following the process concretely described in subsection 3.2.

### 4.2. Quantitative Evaluations

**Comparisons on the synthetic dataset.** In order to demonstrate the benefits of the paired data, we compare the L2 distance in the 3DMM parameter space on our synthetic dataset (which is taken as the ground truth in this experiment). For rigorous comparison, we use 5-fold cross validation, i.e., each fold is composed of 4000 test samples and 16000 train samples. The final L2 distance is the average over 5 folds.

As seen in Table 1, our conditional attribute controller outperforms the baseline model for every attribute indicating that leveraging paired data improves performance in attribute manipulation. In Table 1, we also show the effectiveness of the residual structure in our controller. We observe performance gain in most of the attributes. Note that our method still outperforms the baseline in a majority of cases even without the residual structure. This indicates that our conditional attribute controller trained with paired data estimates better semantic transformations for a given 3DMM parameter and attribute score than the baseline model, which globally transforms a parameter regardless of the input 3DMM parameter and score.

| Asian | Attractive | B.L. | Black | B.E. | Chubby | H.C. | Hispanic | Indian | Makeup | Male | N.E. | NoBeard | P.N. | R.C. | White | Young |
|-------|------------|------|-------|------|--------|------|----------|--------|--------|------|------|---------|------|------|-------|-------|
| Baseline | 7.03 | 14.04 | 9.67 | 10.44 | 9.13 | 9.12 | 10.28 | 8.98 | 8.36 | 7.51 | 14.11 | 10.57 | 8.83 | 9.29 | 9.66 | 5.89 | 12.43 |
| Ours w.o.res | **6.91** | **11.65** | 9.16 | 9.7 | 8.81 | 8.9 | 9.47 | 8.98 | 8.37 | 7.97 | 11.9 | 9.61 | 9.77 | 9.12 | 9.39 | 6.65 | 11.14 |
| Ours | 7.51 | 11.93 | 8.98 | 9.61 | 8.57 | 8.64 | 9.39 | 8.75 | 8.06 | 7.42 | 12.17 | 9.56 | 9.36 | 8.86 | 9.27 | 5.93 | 11.24 |

Table 1: L2 distance for various attributes averaged over 5 cross validation folds. “w.o.res” denotes our method without a residual structure (see subsection 3.1). B.L., B.E., H.C., N.E., P.N., and R.C. indicate Big Lips, Bushy Eyebrows, High Cheekbones, Narrow Eyes, Pointy Nose, and Rosy Cheeks.

As shown in Table 1, our conditional attribute controller outperforms the baseline model for every attribute indicating that leveraging paired data improves performance in attribute manipulation. For example, we conduct an experiment for verifying the combination of our synthetic dataset and our conditional attribute controller in practice. However, two practical issues exist to directly compare the combination to the real dataset. First, large-scale 3D datasets that have diverse attribute labels do not exist to the best of our knowledge. Second, real 3D data does not contain paired samples (e.g., a transformed parameter from female to male does not have ground-truth), which makes evaluation difficult.

In response to the first issue, we make use of FFHQ [28] dataset, of which samples for each attribute is sufficiently large. We obtain 3D parameters using the analysis-by-synthesis technique and the attribute labels of the images through pre-trained classifiers. For the evaluation metric, we measure the average Mahalanobis distance between the transformed parameters from our controller and the distribution of the FFHQ parameters, i.e., \( \frac{1}{N} \sum_{p \in N} \sqrt{(p - \mu)^T S^{-1}(p - \mu)} \), where \( N \) is the number of the transformed parameters, and \( \mu \) and \( S \) are the mean and covariance matrix of the FFHQ parameters, respectively. The Mahalanobis distance is equivalent to the number of standard deviations between the parameter \( p \) and the mean \( \mu \). Intuitively, the closer a transformed parameter is to the FFHQ distribution, the smaller the distance between them will be.

As shown in Table 2, our conditional attribute controller shows the superior performance over the baseline method in terms of the Mahalanobis distance. Note that our conditional attribute controller learns from only the synthetic dataset of parameters while the baseline method learns from the real FFHQ parameters. This experiment demonstrates both the promising power of our novel synthetic dataset and the superior performance of our conditional attribute controller.

### 4.3. Qualitative Evaluations

**Comparisons with the baseline.** We qualitatively compare our conditional attribute controller and the baseline by using the samples used in Table 1. Both models are learned from the synthetic dataset. As seen in Fig. 3, the outputs of our controller shows more proper semantic changes for a given parameter. The outputs of baseline, however, remain undesirable features, e.g., beard in (c), or contain unnatural characteristics after being semantically manipulated. For ex-
Table 2: The Mahalanobis distance between the output parameters and the FFHQ distribution. The abbreviations are the same with Table 1. Each distance is the average over forward and backward attribute transformations, e.g., we average over two distances, one for the distance between the transformed male and the FFHQ male distribution and the other for a distance between the transformed female and FFHQ female distribution. 20% of FFHQ parameters are used as the test set and the other 80% are used to train the baseline method.

|         | Asian | Attractive | B.L. | Black | B.E. | Chubby | H.C. | Hispanic | Indian | Makeup | Male | N.E. | NoBeard | P.N. | R.C. | White | Young |
|---------|-------|------------|------|-------|------|--------|------|----------|--------|--------|------|------|---------|------|------|-------|-------|
| Baseline (FFHQ) | 14.62 | 14.26 | 14.31 | 14.37 | 14.09 | 14.24 | 14.49 | 4.87 | 19.78 | 14.64 | 14.58 | 14.04 | 14.7 | 15.93 | 18.43 | 13.94 | 14.3 |
| Ours (synthetic) | 13.43 | 12.01 | 12.63 | 12.64 | 12.42 | 12.52 | 12.47 | 5.8 | 17.84 | 13.47 | 12.42 | 11.98 | 13.14 | 14.29 | 16.71 | 12.94 | 12.16 |

Figure 3: Visualization of samples used in Table 1. (a) denotes ‘Old’→‘Young’, (b) is ‘Attractive’→‘NotAttractive’ and (c) indicates ‘Male’→‘Female’.

Figure 4: Examples of the same attribute transformations given different input parameters. Macro rows respectively indicate (a) Old→Young and (b) Female→Male.

Figure 5: Limitations stem from correlation between attributes.

Benefits of the conditional attribute controller. We further compare results from our conditional controller with the ones from the baseline in Fig. 4. The qualitative performance of our method in FFHQ dataset is also demonstrated in Fig. 6. As seen in Fig. 4, the transformed parameters from our method represent more suitable semantic changes for a given input parameter. Specifically, the baseline method shows the same transformations for each macro row—i.e., regardless of the input, the transformed 3D faces through baseline consistently represent the shortened face in (a) and the stretched face in (b). On the other hand, the results from our conditional attribute controller show different transformations, which are more proper for the given input parameter. This experiments justify the necessity of our conditional scheme in 3D facial attribute manipulation.

Limitations of our method. One of the most important components in our pipeline is the GAN latent space. While exploring the space, we noticed that the semantics in the space are not fully disentangled, i.e., some attributes are highly correlated. For example, as represented in Fig. 5, ‘Narrow Eyes’ is closely related to the ‘Smile’ attribute and...
‘Big Lips’ is positively correlated with ‘Opened Mouth’. However, we expect the disentanglement of the GAN latent space to be improved in the future, and any improvements could easily be incorporated into our approach.

5. Conclusion

In this paper, we present a novel 3D dataset creation pipeline and a conditional attribute controller. The superior performance of a combination of our proposed methods is rigorously demonstrated in our experiments. The experiments throughout our work verify that the precision and the diversity of the semantically transformed 3DMM parameters are enhanced. Our work could be readily extended to non-linear 3DMM models provided that the 3D reconstruction part in our pipeline is changed to the non-linear 3DMM model. We believe our conditional attribute controller could further outperform the global additive baseline when using non-linear 3DMM because translating in the same direction would perform worse for a non-linear parametric space. We hope our research will broaden the applicability and interest of 3D facial attribute manipulation.

6. Appendix

Applications. In order to verify the usefulness of our proposed idea, we report an example case of possible applications. To elaborate, we leverage a high-quality texture model [32] for the texture representation and use the
shape and expression models of 3DMM. By controlling the 3DMM parameters for the shape and the expression through the conditional attribute controller, we semantically manipulate the attributes of the high-quality 3D face. Fig. 7 verifies that our method can be easily combined with the high-quality texture model, which can be useful in practice. Furthermore, our method can be readily extended to non-linear models once the linear 3DMM models in our novel pipeline is replaced with the non-linear models. We think this research direction would be an interesting extension of our proposed method. Another possible application is 3DMM-based image manipulation [51, 14, 20]. With our controller, the utility of these methods would significantly increase. This is because the number of attributes the current methods can deal with is limited to the pose, light, and expressions. Once our method is combined with those methods, we believe it is possible to make a lot of attributes controlled, which would be beneficial for a potential user.

Visualizations of effects of score. Fig. 8 shows varied semantic transformations of 3D faces according to changes of the score. The first column shows an input 3DMM parameter \( p_{\text{src}} \) and the other columns represent the transformed 3D parameters for the given parameter and the score, i.e., \( p_{\text{src}} + f(p_{\text{src}}, s) \), where \( s \in \{-2.0, -1.5, -1.0, ..., 2.0\} \).

The results verify that our conditional attribute controller, learned from our novel synthetic dataset can perform a proper semantic transformation for the given score. For example, the ‘Big Lips’ attribute in the second row in the figure shows the thicker lips as bigger the score. We can also observe the limitations of our synthetic data, as noted in subsection 4.3. The ‘Narrow Eyes’ attribute in the sixth row from bottom makes not only the eyes of the 3D face closed but also its mouth smiled. Once the disentangling capability of the GANs’ latent space is improved, we believe our pipeline can be enhanced as well.
Figure 8: Visualization of semantic changes of 3D face given different scores.
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