A SURVEY ON PRODUCT ASPECT RANKING BASED ON ONLINE CUSTOMER REVIEWS
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ABSTRACT -- Now day’s e-commerce is rapidly growing which gives facility for customers to purchase products online. Varieties of brands and lots of products have been offered online and numbers of customer reviews are available on internet. These reviews are important for the customers as well as for the sellers. Most of the reviews are disorganized so it generates difficulty for using valuable information. So the product aspect ranking system, which identifies important aspects of products from online customer reviews and improve the usability of different reviews. The important product aspects are recognized using two observations: - 1) the important aspects are mostly commented by a large number of users 2) customers opinions on the important aspects are greatly effect on the overall opinions of the product. This paper provides the survey on various techniques of aspect identification and sentiment classification.
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I. INTRODUCTION

In the recent years peoples trend towards online shopping increases day by day. There is a rapid expansion in e-commerce. There are many online retail shopping sites available and they indexed millions of products for selling. For example, Amazon.com has collection of more than 36 million products. Most retail websites encourage customers to write reviews to express their opinions on different aspects of the product. Here, an aspect, also called feature, means an attribute of a particular product. An example of review is “The sound quality of Moto G is amazing,” shows positive opinion on the aspect “sound quality” of product Moto G.

Other than retail websites, many forum websites also available. They provide a platform for customers to post reviews on millions of products. For example, CNet.com contains more than seven million product reviews, whereas Pricegrabber.com contains millions of reviews on more than 32 million products in 20 categories over 11,000 sellers [3]. Such numerous customer reviews contain rich and valuable knowledge and have become an important source for both customers and sellers. Customers commonly search quality information from online reviews for purchasing a product, while many sellers use online reviews as important feedbacks in their product development, marketing, and customer relationship management strategies [2].

Generally, a product may have number of aspects. For example, Moto G has more than hundred aspects such as “memory”, “screen size”, “sound quality”, “camera.” Some aspects are most important than the others, and have more impact on the customers decision making as well as seller’s product development schemes. For example, aspects of Moto G, e.g., “memory” and “camera,” are considered important by most of the customers, and are most important than the others such as “color” and “buttons”. Hence, identification of important product aspects plays an important role to improve the usability of numerous reviews and it is beneficial to both customers and sellers [1].
Customers can easily make purchasing decision by giving attention to the important aspects, while sellers can focus on the enhancement of product quality. However, manual identification of important aspects from huge number of reviews is impractical. Therefore, an approach product aspect ranking is proposed to automatically identify the important aspects from online customer reviews.

**II. LITERATURE SURVEY**

This section briefly survey previous work on product aspect ranking system, starting with the product aspect identification with sentiment classification. Existing product aspect identification technique can be classified into two main approaches:- supervised and unsupervised.

Supervised learning technique learns an extraction model which is also called as aspect extractor, that aspect extractor is then used to identify aspects in new reviews. For this task Hidden Markov Models, Conditional Random Fields, Maximum Entropy and Naive Bayes Classifier approaches have been used. Wong and Lam used a supervised learning technique to train an aspect extractor. They learned aspect extractor using Hidden Markov Model and Conditional Random Field. All supervised techniques are reasonably effective, but preparation of training examples is time consuming.

In contrast, unsupervised approaches automatically extract product aspects from customer reviews without using training examples. Hu and Liu's works focuses on association rule mining based on the Apriori algorithm to mine frequent item sets as explicit product aspects. In association rule mining, the algorithm does not consider the position of the words in the sentence. In order to
remove incorrect frequent aspects, two types of pruning principles were used: compactness and redundancy pruning. The technique is effective which does not require the use of training examples or predefined sets of domain-independent extraction patterns. However, it suffers from two main shortcomings. First, frequent aspects discovered by the mining algorithm might not be product aspects. The compactness and redundancy pruning rules are not able to eliminate these false aspects. Second, even if a frequent aspect is a product aspect, customers may not be expressing any subjective opinion about it in their reviews [9].

Wu et al also used the unsupervised method. They used the phrase dependency parser to extract noun and noun phrases and then they used a language model to filter out the unwanted aspects. This language model was used to predict the related score of candidate aspects and was built on product reviews. Candidate having low score were filtered out. However, this language model might be biased to frequent terms in the reviews and cannot predict the aspect score exactly as a result cannot filter out noise very efficiently. Then, Popescu and Etzioni developed the OPINE system, which extracts aspects based on the KnowItAll web information extraction system [8].

After identification of the important aspects next step is sentiment classification which is used to determine the orientation of sentiment on each aspect. Aspect sentiment classification can be done by using two approaches unsupervised approach and supervised learning approach. Lexicon based approach is typically unsupervised. Lexicon consists of list of sentiment words, which may be positive or negative. This method usually employs a bootstrap strategy to generate high quality lexicon. Hu and Liu have used this lexicon based method. They obtained the sentimental lexicon by using synonym/antonym relation describe in WordNet to bootstrap the seed word set [12].

Hu’s method is improved by Ding et al by addressing two issues: opinion of sentiment word would be content sensitive and conflict in review. They derived the lexicon by using some constraints [13].

Second approach is supervised learning approach which classifies opinions on aspects by using sentiment classifier. Sentiment classifier is learned from training corpus which is used to classify the new aspects opinions. Many learning models are applicable for this purpose. Bopong and Lee used three machine learning techniques SVM, Naive Bayes and Maximum Entropy for determining whether the review is positive or negative [10].

There is no previous work study in the product aspect ranking. The product aspect ranking is to predict the ratings on individual aspects. Wang et al developed a latent aspect rating analysis model, which aims to determine reviewer’s latent opinions on each aspect and the relative emphasis on different aspects. This work concentrates on aspect-level opinion estimation and reviewer rating performance analysis, not on aspect ranking. Snyder and Barzilay expressed a multiple aspect ranking problem. However, the ranking is actually to predict the ratings on individual aspects [1].

### III. CONCLUSION

This survey paper presents an overview on the product aspect ranking system. Product aspect ranking system contains three main steps i.e. product aspect identification, sentiment classification and aspect ranking. We surveyed that aspect identification and sentiment classification have some supervised and unsupervised techniques. Also the important aspects of a product would be the aspects that are frequently commented by customers and customer’s opinions on these important aspects are greatly effective on the overall opinions of the product.
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