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Abstract—We introduce a novel method for controlling the functionality of a hands-free speech communication device which comprises a model-based acoustic echo canceller (AEC), minimum variance distortionless response (MVDR) beamformer (BF) and spectral postfilter (PF). While the AEC removes the early echo component, the MVDR BF and PF suppress the residual echo and background noise. As key innovation, we suggest to use a single deep neural network (DNN) to jointly control the adaptation of the various algorithmic components. This allows for rapid convergence and high steady-state performance in the presence of high-level interfering double-talk. End-to-end training of the DNN using a time-domain speech extraction loss function avoids the design of individual control strategies.
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I. INTRODUCTION

Driven by the increased usage of hands-free voice communication devices, acoustic echo control has recently become again a highly active research field [1], [2], [3]. Most modern acoustic echo control algorithms can be classified into three classes: Model-based system identification algorithms (traditionally referred to as AECs) [4], [5], pure deep learning-based spectral PFs [6] and a combination of both [1], [2], [7]. While traditional AECs generalize well to unknown acoustic environments and introduce no distortion to the desired near-end speech signal, they are inherently limited by their model assumptions, e.g., the filter length and non-linearity model [8]. In contrast, pure deep learning-based PF approaches avoid this limitation by treating acoustic echo control as an interference suppression problem. Yet, this comes at the cost of requiring large models to minimize the distorting effect of spectrally masking the near-end speaker [6]. Note that echo suppression is in this sense vastly more challenging in comparison to typical acoustic noise suppression tasks, due to the much smaller signal-to-echo ratio (SER) in comparison to signal-to-noise ratio (SNR). This problem can be mitigated by enhancing the SER by a model-based AEC before applying a DNN-based PF for residual echo suppression. This fusion of traditional AECs with deep learning-based PFs has recently been shown to be superior to their individual counterparts for a variety of challenging scenarios [3]. Yet, this benefit is only obtained if the AEC is equipped with a sophisticated adaptation control which ensures a rapid convergence and robust steady-state performance in the presence of double-talk. For this, machine learning-based approaches were shown to be superior to their traditional counterparts [9], [10], [11], [12].

Besides spectral PF-based approaches, BFs have shown great potential for achieving high echo and noise attenuation [13], [14], [15], [16]. They exploit the spatial diversity of the interfering signal components, i.e., echo and noise, and the desired near-end speaker by linear spatiotemporal processing of the microphone or the echo-reduced AEC error signals. Yet, they require precise parameter estimates of, e.g., the relative transfer functions and/or cross power spectral density (CPSD) of the interference, to minimize the distortion of the near-end speech signal. This problem has been addressed by jointly estimating the AEC and BF weights by optimizing a least squares criterion [13], online expectation-maximization algorithms [15], [16] and recently also DNN-supported approaches [17], [18]. However, whereas [18] completely omits the model-based AEC and suggests a DNN-supported MVDR BF [19] for echo and noise reduction, [17] considers a convolutive narrowband AEC and is limited to offline applications. Furthermore, there have also been investigations of microphone DNN-only echo and noise control algorithms [20] which however require again large networks and are trained for specific microphone array topologies.

In this paper we introduce a novel method for jointly controlling a model-based broadband AEC, MVDR BF and spectral PF for online acoustic echo and noise reduction. While the AEC improves the SER by cancelling the early echo, the MVDR BF and PF exploit the spatial and spectrotensival property of the signal components to suppress the residual echo and noise. To achieve fast convergence and robust steady-state performance in the presence of double-talk, we suggest to use a single DNN to jointly control the parameter adaptation of the algorithmic components. The DNN is trained end-to-end w.r.t. a component-based time-domain loss function which allows to trade interference suppression against speech distortion. This avoids the development of individual control strategies and allows the algorithmic components to synergistically interact.

We use bold uppercase letters for matrices and bold lowercase letters for vectors with time-domain quantities being indicated by an underline. The \( M \times M \)-dimensional identity matrix, all-zero matrix and discrete fourier transform (DFT) matrix are denoted by \( I_M \), \( 0_M \) and \( F_M \), respectively. Furthermore, we introduce the element-wise product operator \( \odot \), the linear convolution operator \( * \) and the Euclidean norm \( \| \cdot \| \). The transposition and Hermitian transposition are denoted by \( (\cdot)^T \) and \( (\cdot)^H \), respectively. Finally, we indicate the \( m \)th element of a vector by \( [\cdot]_m \).
II. SIGNAL MODEL

We consider a hands-free voice communication scenario with P microphones as shown in Fig. 1. The multichannel time-domain microphone signal \( \mathbf{y}_p \) at sample index \( \kappa \) is modelled as a linear superposition of an echo component \( \mathbf{d}_p^\kappa \), a speech component \( \mathbf{s}_p^\kappa \) and a noise component \( \mathbf{n}_p^\kappa \) as follows:

\[
\mathbf{y}_p^\kappa = \mathbf{d}_p^\kappa + \mathbf{s}_p^\kappa + \mathbf{n}_p^\kappa \in \mathbb{R}^P. \tag{1}
\]

Furthermore, the echo and the speech images at the microphones are modelled by a linear convolution of the loudspeaker signal \( \mathbf{z}_p \) and the dry, i.e., non-reverberant, speech signal \( \mathbf{s}_p^{\text{dry}} \) with according room impulse responses (RIRs) \( \mathbf{h}_{p,\kappa} \) and \( \mathbf{g}_{p,\kappa} \) as follows:

\[
\begin{align*}
\mathbf{d}_p^\kappa &= \hat{\mathbf{h}}_{p,\kappa} \ast \mathbf{z}_p^\kappa \quad \text{(2)} \\
\mathbf{s}_p^\kappa &= \hat{\mathbf{g}}_{p,\kappa} \ast \mathbf{s}_p^{\text{dry}}. \quad \text{(3)}
\end{align*}
\]

As we consider in the following a block-based online processing of the signals, we introduce the time-domain loudspeaker signal block of length \( M = 2R \)

\[
\mathbf{z}_p^\tau = \begin{pmatrix} \mathbf{z}_p^{\tau} \mathbf{z}_p^{\tau+1} \mathbf{z}_p^{\tau+2} \cdots \mathbf{z}_p^{\tau+M-1} \end{pmatrix} \in \mathbb{R}^M \tag{4}
\]

which is composed of two innovation blocks of the form

\[
\mathbf{z}_p^\tau = \begin{pmatrix} \mathbf{z}_p^{\tau} \mathbf{z}_p^{\tau+1} \mathbf{z}_p^{\tau+2} \cdots \mathbf{z}_p^{\tau+M-1} \end{pmatrix} \in \mathbb{R}^M \tag{5}
\]

with \( R \) being the frameshift and \( \tau \) the block index. Analogously, we introduce the microphone innovation block \( \mathbf{y}_p^{\text{inn}} \in \mathbb{R}^P \) at the \( p \)th microphone.

III. PROPOSED ONLINE ACOUSTIC ECHO AND NOISE CONTROL ALGORITHM

We first introduce the individual speech enhancement components, i.e., linear AEC, MVDR BF and spectral PF, before we turn to the deep learning-based method for joint control.

A. Acoustic Echo Cancellation

As AEC we consider a straightforward extension of the popular frequency-domain adaptive filter (FDAF) algorithm [21], [22] to multiple microphones. Here, an echo estimate at the \( p \)th microphone and block index \( \tau \) is obtained by a linear convolution of the finite impulse response (FIR) filter \( \hat{\mathbf{h}}_{p,\tau} \) of length \( R \) with the loudspeaker signal block \( \mathbf{z}_p^\tau \) (cf Eq. (4)). The linear convolution can efficiently be implemented by overlap-save processing in the DFT domain

\[
\hat{\mathbf{d}}_{p,\tau}^{\text{inn}} = Q_1^F F_M^{-1} \left( (F_M \mathbf{z}_p^\tau) \ast \hat{\mathbf{h}}_{p,\tau} \right) \in \mathbb{R}^R \tag{6}
\]

with the DFT-domain FIR filter \( \hat{\mathbf{h}}_{p,\tau} = F_M Q_2 \hat{\mathbf{h}}_{p,\tau} \in \mathbb{C}^M \) and the zero-padding matrix \( Q_2^F = (I_R \ 0) \). Note that the constraint matrix \( Q_1^F = (0_R \ I_R) \) ensures a linear convolution of the DFT-domain product in brackets by discarding the elements corresponding to a circular convolution [21]. Subsequently, the time-domain error innovation block is computed by subtracting the echo estimate \( \hat{\mathbf{d}}_{p,\tau}^{\text{inn}} \) (cf. Eq. (6)) from the respective microphone observations \( \mathbf{y}_p^{\text{inn}} \)

\[
\mathbf{e}_{p,\tau}^{\text{inn}} = \mathbf{y}_p^{\text{inn}} - \hat{\mathbf{d}}_{p,\tau}^{\text{inn}}. \tag{7}
\]

The filter coefficients \( \hat{\mathbf{h}}_{p,\tau} \) are adapted by the gradient-based update rule [21], [22]

\[
\Delta \hat{\mathbf{h}}_{p,\tau} = \left( F_M \mathbf{e}_{p,\tau}^{\text{inn}} \right)^* \left( F_M Q_1 \mathbf{e}_{p,\tau}^{\text{inn}} \right) \tag{8}
\]

\[
\hat{\mathbf{h}}_{p,\tau} = \hat{\mathbf{h}}_{p,\tau-1} + Q_3 \left( \mu_{p,\tau} \Delta \hat{\mathbf{h}}_{p,\tau} \right), \tag{9}
\]

with the frequency- and microphone-dependent step-size vector \( \mu_{p,\tau} \). Furthermore, the gradient-constraint projection matrix \( Q_3 = F_M Q_2 Q_1^T F_M^{-1} \) ensures that the estimate \( \hat{\mathbf{h}}_{p,\tau} \) corresponds to a zero-padded FIR filter \( \hat{\mathbf{h}}_{p,\tau} = Q_2^F F_M^{-1} \hat{\mathbf{h}}_{p,\tau} \) [22]. The performance of this update decisively depends on a proper choice of the step-size vector \( \mu_{p,\tau} \). Due to its rapid convergence speed and double-talk robustness, we use a straightforward extension of the DNN-FDAF approach [11] to multiple microphones. In particular, we suggest the time-varying step-size vector

\[
[\mu_{p,\tau}] = \frac{\psi_{X_{f,\tau}}}{\psi_{F_{\tau}} + \frac{m_{F_{\tau}}}{\psi_{F_{\tau}}}} \left[ \left( F_M \mathbf{e}_{p,\tau}^{\text{inn}} \right)_f \right]^2 \tag{10}
\]

with \( \psi_{X_{f,\tau}} \) being the loudspeaker signal PSD and \( m_{F_{\tau}} \in [0, 1] \) and \( \psi_{F_{\tau}} \in [0, 1] \) being auxiliary variables which are provided for each frequency bin \( f \) and time \( \tau \) by a DNN (cf. Sec. III-D). The step-size vector (10) allows the DNN to set entries entirely to zero, while in addition being robust to varying signal powers due to the frequency-selective loudspeaker signal power and error power normalization. In addition, the DNN can eliminate the error power normalization to address the different reasons for large errors, i.e., interfering signal activity (double-talk) or system misalignment. The loudspeaker signal PSD \( \psi_{X_{f,\tau}} \) is estimated by recursive averaging

\[
\psi_{X_{f,\tau}} = \lambda_X \psi_{X_{f,\tau-1}} + (1 - \lambda_X) \left| \left( F_M \mathbf{e}_{p,\tau}^{\text{inn}} \right)_f \right|^2 \tag{11}
\]

with \( \lambda_X \in (0, 1) \) being an easy-to-choose hyperparameter.

B. MVDR Beamforming

As the linear spatial filtering is conducted in the short-time Fourier transform (STFT) domain, we introduce the broadband STFT-domain error signal at the \( p \)th microphone (cf. Eq. (7))

\[
\mathbf{e}_{p,\tau} = F_M \left( \mathbf{b} \odot (\mathbf{e}_{p,\tau}^{\text{inn}} - \hat{\mathbf{d}}_{p,\tau}^{\text{inn}}) \right) \in \mathbb{C}^M \tag{12}
\]
with $b$ being a Hamming window. By concatenating the narrowband error signal components (cf. Eq. (12)) at the different microphones, we obtain the multichannel error signal vector
\[
\mathbf{e}_{f,\tau} = \begin{bmatrix} e_{1,\tau} & \cdots & e_{P,\tau} \end{bmatrix}^T \in \mathbb{C}^P
\]
(13)
at frequency bin $f$. Note that in the following all STFT-domain narrowband signals are indicated by a tilde.

The single-channel STFT-domain output of the MVDR BF
\[
\mathbf{\hat{a}}_{f,\tau}^{bf} = \mathbf{w}_{f,\tau}^H \mathbf{\tilde{e}}_{f,\tau}
\]
is computed as the inner product of the multichannel error signal $\mathbf{\tilde{e}}_{f,\tau}$ (cf. Eq. (13)) and the MVDR weight vector $\mathbf{w}_{f,\tau}$ with
\[
\mathbf{w}_{f,\tau} = \begin{bmatrix} \mathbf{T}_{f,\tau}^{ZG} + \delta_1 \mathbf{I}_P \end{bmatrix}^{-1} \begin{bmatrix} \mathbf{A}_{f,\tau}^Z \mathbf{\tilde{e}}_{f,\tau} \\
\mathbf{A}_{f,\tau}^Z \mathbf{\tilde{e}}_{f,\tau} + \delta_2 \mathbf{A}_{f,\tau}^Z \mathbf{\tilde{e}}_{f,\tau} + \delta_2 \end{bmatrix}
\]
(14)
with $\delta_1$ and $\delta_2$ being regularization constants. The interfering signal CPSD matrix $\mathbf{\Psi}_{f,\tau}^{ZZ} \in \mathbb{C}^{P \times P}$ and near-end relative transfer function (RTF) vector $\mathbf{\tilde{a}}_{f,\tau} \in \mathbb{C}^P$ are computed from estimates of the interference, i.e., residual echo and noise, and speech image
\[
\begin{bmatrix} \hat{z}_{f,\tau} \\
\hat{s}_{f,\tau} \end{bmatrix}_p = \begin{bmatrix} 1 - m_{pf,\tau}^{bf} \end{bmatrix} \begin{bmatrix} \hat{e}_{f,\tau} \end{bmatrix}_p,
\]
(16)
\[
\begin{bmatrix} \hat{z}_{f,\tau} \\
\hat{s}_{f,\tau} \end{bmatrix}_p = \begin{bmatrix} m_{pf,\tau}^{bf} \hat{e}_{f,\tau} \end{bmatrix}_p,
\]
(17)
respectively, with $m_{pf,\tau}^{bf} \in [0,1]$ being a microphone-, frequency- and time-dependent mask that is provided by a DNN (cf. Sec. III-D). While the interfering signal CPSD matrix $\mathbf{\Psi}_{f,\tau}^{ZZ}$ is directly calculated by recursively averaging the outer products of the interference estimates $\hat{z}_{f,\tau}$ (cf. Eq. (16))
\[
\mathbf{\Psi}_{f,\tau}^{ZZ} = \lambda_z \mathbf{\Psi}_{f,\tau}^{ZZ} + (1 - \lambda_z) \begin{bmatrix} \hat{z}_{f,\tau}^H \end{bmatrix} \mathbf{\hat{z}}_{f,\tau},
\]
(18)
the near-end RTF vector $\mathbf{\hat{a}}_{f,\tau}$ is computed as normalized eigenvector corresponding to the maximum eigenvalue of the speech CPSD matrix estimate
\[
\hat{\mathbf{\Psi}}_{f,\tau}^{SS} = \lambda_s \hat{\mathbf{\Psi}}_{f,\tau}^{SS} + (1 - \lambda_s) \begin{bmatrix} \hat{s}_{f,\tau}^H \end{bmatrix} \mathbf{\hat{s}}_{f,\tau},
\]
(19)
A computationally efficient solution to the eigenvector problem is given by the power iteration algorithm [24]
\[
\hat{a}_{f,\tau} = \begin{bmatrix} \mathbf{\hat{s}}_{f,\tau}^H \end{bmatrix} \mathbf{\hat{s}}_{f,\tau} \begin{bmatrix} \mathbf{\hat{\Psi}}_{f,\tau}^{SS} \end{bmatrix}^{-1}
\]
(20)
\[
\mathbf{\hat{a}}_{f,\tau} = \begin{bmatrix} \mathbf{\hat{s}}_{f,\tau}^H \end{bmatrix} \mathbf{\hat{s}}_{f,\tau}
\]
(21)
whose simplicity allows for a numerically robust end-to-end training of the DNN parameters (cf. Sec. III-D) [25]. Note that, in Eq. (21), we use the first microphone as reference without loss of generality.

C. Spectral Postfilter
The MVDR BF output $\mathbf{\hat{u}}_{f,\tau}^{bf}$ (cf. Eq. (14)) is subsequently processed by a scalar spectral PF as follows
\[
\mathbf{\hat{u}}_{f,\tau}^{pf} = m_{pf,\tau}^{bf} \mathbf{\hat{u}}_{f,\tau}^{bf}
\]
(22)
with $m_{pf,\tau}^{bf}$ being a frequency-dependent mask which is inferred by a DNN (cf. Sec. III-D).

D. Deep Learning-Based Adaptation Control
In the following, we will describe how to determine the masks $m_{f,\tau}^m$ and $m_{f,\tau}^{aec}$ (cf. (10)), $m_{pf,\tau}^{bf}$ (cf. (16) and (17)) and $m_{pf,\tau}^{pf}$ (cf. (22)) which control the adaptation of the AEC, MVDR BF and PF, respectively, by a single DNN. As input feature vector $\mathbf{v}_f$ for the DNN we use a concatenation of the logarithmic magnitude spectrum of the STFT-domain loudspeaker signal and the AEC error signals at the different microphones $e_{1,\tau}, \ldots, e_{P,\tau}$ (cf. Eq. (12)). The feature elements are normalized by estimating their mean and standard deviation during training. Note that due to the symmetry of the STFT-domain signals we only use the frequency components up to $F = \frac{M}{2} + 1$ with $M$ being the even DFT length.

The DNN is composed of a feed-forward layer, which condenses the input feature vector $\mathbf{v}_f$ to a lower dimension $Q$, two stacked gated recurrent unit (GRU) layers, which extract temporal information, and finally four different feed-forward layers with sigmoid activation which map to the various masks as shown in Fig. 2. The architecture is chosen to yield after the GRU layer a condensed representation of the convergence state of the AEC, the noise spectrum and the near-end source activity. The DNN parameters $\theta$ are trained end-to-end w.r.t. the component-based loss function
\[
J(\theta) = \alpha \left| \left| \mathbf{pf}(\mathbf{d}_{1:K}) \right| \right| + \beta \left| \left| \mathbf{pf}(\mathbf{a}_{1:K}) \right| \right| + \left| \left| \mathbf{z}_{1:K}^{ref} - \mathbf{pf}(\mathbf{\hat{z}}_{1:K}) \right| \right|,
\]
(23)
with $\mathbf{pf}(\mathbf{d}_{1:K})$, $\mathbf{pf}(\mathbf{a}_{1:K})$ and $\mathbf{pf}(\mathbf{\hat{z}}_{1:K})$ denoting the length-$K$ time-domain signal of the echo, noise and speech images, respectively, after being processed by the algorithm. While the first two terms in (23) quantify the suppression of interference, i.e., echo and noise, the last term represents the distortion of the near-end speech signal w.r.t. a time-domain reference signal $\mathbf{z}_{1:K}^{ref}$. The trade-off between interference suppression and near-end distortion can be controlled by the hyperparameters $\alpha$ and $\beta$. Eq. (23) is an echo-aware time-domain version of the frequency-domain noise suppression loss proposed in [26]. Note that the end-to-end optimization of the DNN avoids the design of desired oracle target masks and instead directly evaluates their effect on the speech extraction performance.

IV. EXPERIMENTS
We will now evaluate the proposed algorithm for a variety of different multi-microphone acoustic echo and noise control scenarios. Each scenario comprises a circular microphone array with four uniformly-distributed elements and a random
diameter in the range [7cm, 15cm]. The array is placed randomly in a shoebox room with random lengths, widths and heights in the ranges [3m, 8m], [3m, 8m] and [2.0m, 3.5m], respectively, and random reverberation time \( T_{60} \in [0.2s, 0.6s] \). The loudspeaker and near-end speaker positions are sampled from the azimuthal angle range \([0^\circ, 360^\circ]\), elevation angle range \([-20^\circ, 20^\circ]\) and distance ranges \([0.1m, 0.5m]\) and \([0.5m, 2.0m]\), respectively. All RIRs are simulated by the image method \([27], [28]\) with a filter length of \(s_{\text{max}}\) and sampling frequency \( f_s = 16\, \text{kHz}\). The dry near-end speaker and loudspeaker signals \(s_{\text{ref}}^\text{dr}\) and \(s_{\text{ref}}^\text{lx}\) (cf. Eq. (1)), respectively, were drawn from different subsets of the LibriSpeech dataset \([29]\) comprising 143 speakers each. The near-end speaker activity started randomly in the range \([1s, 4s]\) which allows to individually evaluate single-talk and double-talk performance of the algorithm. We consider recorded single-channel background noise signals from cafés, street junctions, public transportation and pedestrian areas \([30]\) which were made spherically diffuse by using \([31]\). The near-end speech and background noise signals were scaled to create a random echo-to-near-end and echo-to-noise ratio in the ranges \([-10\, \text{dB}, 10\, \text{dB}]\) and \([10\, \text{dB}, 25\, \text{dB}]\), respectively.

The frame shift \(R\) and block length \(M\) were chosen as 1024 and 2048, respectively, which results in an AEC filter length of 1024 taps. Furthermore, the recursive PSD averaging factors were set to \(\lambda_x = 0.5\), \(\lambda_z = 0.99\) and the MVDR regularization constants were chosen as \(\delta_1 = \delta_2 = 0.01\). The condensed feature dimension \(Q\) of the DNN was set to 256 which results in overall 3.9 million parameters. As reference signal \(\hat{s}_{\text{ref}}\) in the cost function (23), we use a delay-and-sum BF applied to the near-end speech image \(\hat{s}_{\text{dr}}\), and the weighting parameters were chosen as \(\alpha = \beta = 1\). The network was trained by using the ADAM optimizer with a step-size of 0.001 and 1.4h of training data. For evaluating the algorithms we simulated an additional 8.3min (50 scenarios with 10s each) which were disjoint from the training data, i.e., different signals, arrays and environments.

To evaluate the convergence rate and steady-state echo suppression performance of the various algorithmic components, we introduce the time-dependent logarithmic echo return loss enhancement (ERLE) obtained at the first microphone

\[
\mathcal{E}_\kappa = 10 \log_{10} \frac{\mathbb{E}[|d_{1,\kappa}|^2]}{\mathbb{E}[|pr(d_{\text{dr}})|^2]} \tag{24}
\]

with \(\mathbb{E}\) denoting recursive averaging. Furthermore, \(pr(d_{\text{dr}})\) denotes the processed echo image \(d_{\text{dr}}\) at the output of the various speech enhancement components, i.e., AEC, MVDR BF and PF. Note that \(pr(\cdot)\) provides a scalar output because we select the first channel of the AEC and the outputs of the BF and the PF are anyway scalar. Fig. 3 shows the average time-dependent ERLE \(\mathcal{E}_\kappa\) over 50 different scenarios. The starting point of the near-end speaker activity is indicated by a black dot and sampled randomly from the shaded range. We conclude from Fig. 3 that the adaptive AEC and MVDR BF converge despite the interfering double-talk rapidly to its steady-state. The PF drastically increases the echo suppression during the single-talk period at the beginning. Yet, after the near-end speaker starts talking, the PF attenuation is significantly reduced to minimize the distortion of the desired speech signal.

We will now investigate the echo and noise suppression performance of the algorithmic components during single-talk and double-talk and relate it to the induced distortion of the near-end speech signal. For this we introduce the logarithmic ERLE and the noise suppression factor at the first microphone

\[
\mathcal{E} = 10 \log_{10} \frac{\sum_{\kappa=N_1}^{N_2} |d_{1,\kappa}|^2}{\sum_{\kappa=N_1}^{N_2} |pr(d_{\text{dr}})|^2} \tag{25}
\]

\[
\mathcal{N} = 10 \log_{10} \frac{\sum_{\kappa=N_1}^{N_2} |n_{1,\kappa}|^2}{\sum_{\kappa=N_1}^{N_2} |pr(n_{\text{dr}})|^2} \tag{26}
\]

respectively, with \(pr(\cdot)\) denoting again the processed signal in brackets at the output of the algorithmic processing chain. Note that choosing the summation bounds \(N_1\) and \(N_2\) allows to assess different time periods, e.g., single- or double-talk. To evaluate the near-end speech distortion during double-talk we use the PESQ (Perceptual Evaluation of Speech Quality \([32]\))

\[
S_{\text{dist}} = \text{pesq}(s_{\text{ref}}^{N_1:N_2}; pr(s_{N_1:N_2})) \tag{27}
\]

of the clean reference signal \(s_{\text{ref}}^{N_1:N_2}\) and the processed speech image \(pr(s_{N_1:N_2})\). In addition, to assess the general performance during double-talk we introduce the PESQ

\[
S = \text{pesq}(s_{\text{ref}}^{N_1:N_2}; pr(s_{N_1:N_2})) \tag{28}
\]

with \(pr(s_{N_1:N_2})\) being the near-end speech estimate after the various speech enhancement components. All performance measures have been averaged over 50 different scenarios (8.3min) which is denoted by an overbar. Tab. I shows the average performance measures during single-talk and double-talk in comparison to an oracle baseline, i.e., using the first \(R\) coefficients of the true RIRs \(\hat{h}_{p,k}\) as AEC, the oracle signals for computing the CPSD matrices of the MVDR BF and the oracle magnitude ratio mask as spectral PF. We conclude that the cancellation of the early echo by the DNN-controlled AEC
TABLE I
AVERAGE PERFORMANCE MEASURES OF THE VARIOUS SPEECH ENHANCEMENT COMPONENTS DURING SINGLE-TALK AND DOUBLE-TALK IN COMPARISON TO AN ORACLE BASELINE.

| Algorithm | Single-talk | Double-talk |
|----------|-------------|-------------|
|          | $E$ | $N$ | $E$ | $N$ | $\Delta S$ | $S$ |
| Unprocessed | — | — | — | — | — | — |
| AEC     | 9.8 | — | 16.5 | — | — | 1.83 |
| Proposed AEC+BF | 17.9 | 8.9 | 20.8 | 5.7 | 3.57 | 2.12 |
| AEC+BF+PF | 37.9 | 26.3 | 23.8 | 8.0 | 3.00 | 2.13 |
| AEC     | 19.9 | — | 19.6 | — | — | 1.90 |
| Oracle  | 29.1 | 9.7 | 28.5 | 6.4 | 3.48 | 2.35 |
| AEC+BF+PF | 60.3 | 36.9 | 34.2 | 12.3 | 3.46 | 5.22 |

results in a PESQ gain of 0.63 which is close to the oracle baseline. The subsequent MVDR BF increases the PESQ by additional 0.29. This improvement is obtained by the increased echo and noise suppression while introducing only minimal distortion to the near-end speech signal (cf. $\Delta S_{\text{dist}}$ for double-talk and MVDR BF). The spectral PF achieves almost no additional PESQ gain during double-talk as the improved interference suppression is traded against increased speech distortion. Yet, the PF obtains remarkable echo and noise suppression during the single-talk period at the beginning. This is of particular importance due to the limited performance of the AEC and MVDR BF during the initial convergence phase. Note that the partly overlapping convergence phase and single-talk period explain also the different interference suppression performance of the AEC and MVDR BF during single-talk and double-talk. Finally, as the average runtime of the proposed algorithm for processing one signal innovation block of duration 64ms on an IntelXeon CPU-E3-1275 v6@3.80GHz is 3ms, we confirm real-time capability on such platforms.

V. CONCLUSION

In this paper, we introduced a novel online acoustic echo and noise reduction algorithm with a DNN-based joint control of acoustic echo cancellation, MVDR beamforming and post-filtering as most distinctive feature. The proposed algorithm achieves rapid convergence and robust steady-state performance in the presence of high-level interfering double-talk.
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