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SUMMARY Service mining aims to use process mining for the analysis of services, making it possible to discover, analyze, and improve service processes. In the context of Web services, the recording of all kinds of events related to activities is possible, which can be used to extract new information of service processes. However, the distributed nature of the services tends to generate large-scale service event logs, which complicates the discovery and analysis of service processes. To solve this problem, this research focuses on the existing large-scale service event logs, a hybrid genetic service mining based on a trace clustering population method (HGSM) is proposed. By using trace clustering, the complex service system is divided into multiple functionally independent components, thereby simplifying the mining environment; And HGSM improves the mining efficiency of the genetic mining algorithm from the aspects of initial population quality improvement and genetic operation improvement, makes it better handle large service event logs. Experimental results demonstrate that compare with existing state-of-the-art mining methods, HGSM has better characteristics to handle large service event logs, in terms of both the mining efficiency and model quality.
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1. Introduction

Service mining is defined as the method of using process mining for the analysis of services [1]. The starting point for process mining is an event log. By exploiting the data recorded during the operation of service-oriented systems, one can discover behavioral models to describe the actual operation of the service. The discovered behavioral models provide extensive insights into the real usage of the service, thereby enabling new forms of model-based testing and improvements.

The Web service is, itself, a software system [2]. Service event logs record the execution information of the software. However, during the execution of software systems, a considerable number of crashes and exceptions may occur, and the distributed nature of the services complicates the design and analysis of service-oriented systems that support end-to-end business processes. These lead to large-scale service event logs exhibiting a complicated structure and represent a major challenge in this field.

Mining algorithms aim to discover models from event logs. The genetic process mining algorithm (GPM) [3] is quality-guided, making it easier to generate high-quality process models, as compared to other mining algorithms. However, the algorithm is less efficient for large-scale service event logs.

Based on the above issues, this research focuses on processing the existing large-scale service event logs, proposes a hybrid genetic service mining method based on trace clustering population (HGSM). HGSM simplifies the mining environment by clustering traces in event logs. Meanwhile, HGSM improves the mining efficiency of the genetic mining algorithm to better handle large service event logs, which can mine high-quality service process models efficiently. The main contributions are as follows:

1. Use the trace clustering method to divide the complex software system into multiple functionally independent components, and then using the inductive miner (IM) [4] algorithm for pre-mining to prepare a high-quality initial population for GPM, which can reduce the number of iterations to reach the high-quality model, and making it easier to generate process models with high-quality;
2. Improvement of the mutation operation of the genetic operation, by changing the mutation operation from random to directed, thereby speeding up the population optimization;
3. An overall quality function is proposed to balance four quality dimensions of the model, and makes the model generated by the algorithm have higher overall quality.

2. Related Work

The autonomous nature of the services and the fact that they are loosely coupled make it important to monitor and analyze their behavior [5]. In the context of Web services, the recording of all kinds of events related to activities is possible, which can be used to extract new information of service processes [6]. Process mining aims to discover, monitor, and improve real processes by extracting knowledge from the event logs [7], which makes it possible to analyze service processes based on events recorded in the context of Web services.
In the field of service mining, Taibi and Systä [8] proposed a decomposition method based on process mining, which could identify the micro-services, and separate them from the monolithic systems. Pérez-Castillo et al. [9] proposed a refactoring technique, which is specially developed for business process models, obtained by process mining, and other reverse engineering techniques. van der Aalst and Verbeek [10] employed a web sphere case to present the application of process mining in services.

Traditional process mining algorithms exhibit problems when dealing with large-scale service processes, and generate spaghetti-like process models that are hard to analyze [11]. An approach to overcome this is to cluster the traces so that each resulting cluster corresponds to a cohesive and similar set of process instances that can be fully represented by a model. Song et al. [12] cluster traces based on the event log profile, which can be applied to a flexible environment to improve the mining results. Bose and Aalst [13] cluster traces based on the universal edit distance. Hompes et al. [14] proposed a feature set clustering method based on conservative patterns, by selecting a specific clustering dimension that can be obtained by analyzing the event log, making it possible to obtain better clustering results.

The alignment technology can compare the behavior of the process model with the behavior recorded in the event log and discover their similarities and deviations [15]. However, the existing alignment techniques are limited to finding the differences, and are usually used to evaluate the quality of the model, the repair of the model can only be completed by the users [15].

GPM can generate higher-quality models compared with other mining methods. However, the algorithm is less efficient. One reason is that the initial population quality of GPM is poor due to its random generation, the other is mutation operation in GPM is performed in a random manner, which makes it difficult to optimize the model quality. Liqin et al. [16] present a genetic mining algorithm based on case classification, which uses three existing mining algorithms to prepare the initial population to improve the mining results of the genetic algorithm. However, these mining methods can not ensure the soundness [4] of the population model, and too many individuals in the population will increase the processing time of the genetic mining algorithm. And the mutation operation of the proposed algorithm is performed randomly.

The proposed method uses IM algorithm to prepare a high-quality and soundness initial population, meanwhile changing the mutation operation from random to directed by using the information of alignment. These factors can accelerate the convergence speed of the genetic mining algorithm.

### 3. Methods

Figure 1 shows the architecture of HGSM. HGSM input event log, output process model. As Fig. 1 shows, Part 1 of the HGSM prepares the high-quality initial population for the genetic algorithm. To be specific, the trace of the event log is clustered by the Markov cluster algorithm (MCL) [14] to group it into N sub-logs, each of which is a group of similar traces on the selected attribute of trace. And the IM algorithm discovers N process models from N sub-logs. In part 2, as the initial population, N models are optimized and synthesized by genetic algorithm. Finally, a model with the best quality is obtained. HGSM has been implemented in the process mining toolkit ProM [16], and can be executed continuously.

#### 3.1 High-Quality Initial Population Preparation

To divide the complex service process into loosely-coupled components and simplify the mining environment, we divide the event log based on MCL [14]. The MCL algorithm is a trace clustering method that inputs an event log, outputs sub-logs, each consisting of a similar set of traces. Firstly, for the analysis of an event log, an attribute of the trace is selected as the clustering dimension, which determines the clustering results and the number of clusters.

Almost all trace attributes can be used as clustering dimensions. One can select the clustering dimension according to the mining target, i.e., the components of a software, the execution time of a trace, the type of payment, etc. And the selection of the mining target may come from the prior knowledge from domain experts. If there is no mining target, different clustering dimensions can be used to cluster separately, and then the selection of clustering dimensions can be determined based on the mining results. Secondly, the algorithm uses the cosine similarity to create the trace similarity matrix, and each case in the event log is mapped to a multi-dimensional vector. Similarly, the attributes of
the case are mapped to the different dimensions of the vector. Finally, the clustering is based on the similarity between the vectors. In practice, a similar set of traces often corresponds to a particular process containing coherent behavior. It is easy to get better mining results by mining such a group of traces.

**Definition 1 (Event, Activity, Attribute)** [14] Let \( e \) be the event universe, i.e., the set of all possible event identifiers. Events may be characterized by various attributes, e.g., an event may correspond to an activity, or be executed by a particular person. Let \( N \) be a set of attribute names. For any event \( e \in e \) and attribute name \( n \in N \), \#\( n(e) \) is the value of attribute \( n \) for event \( e \). Let \( A \) be the activity universe, i.e., the set of all possible activity identifiers. \#\( act(e) \in A \) is the activity related to \( e \).

**Definition 2 (Case, Trace, Event log)** [14] Let \( C \) be the case universe, i.e., the set of all possible case identifiers. Cases, such as events, have attributes. For any case \( c \in C \) and attribute name \( n \in N \), \#\( n(c) \) is the value of attribute \( n \) for case \( c \). Each case has a mandatory attribute called “trace”:\#\( \text{trace}(c) \in C^* \). \( \tilde{c} = \text{trace}(c) \) is the shorthand notation referring to the trace of a case. A trace is a finite sequence of events \( \sigma \in e^* \), such that each event appears only once, i.e., for \( 1 \leq i \leq j \leq |\sigma|: \sigma_i \neq \sigma_j \). An event log is a set of cases \( L \subseteq C \) such that each event appears at most once in the entire log, i.e., for any \( c_1, c_2 \in L \) such that \( c_1 \neq c_2: \\partial_{\text{set}(c_1)} \cap \partial_{\text{set}(c_2)} = \emptyset \).

**Definition 3 (Trace Similarity Matrix)** [14] Let \( L \subseteq C \) be an event log. \( S(L) = (L \times L) \rightarrow [0,0.1,1.0] \) denotes the set of all possible trace similarity matrices over \( L \). For cases \( l, l' \in L \), and a trace similarity matrix \( S \in (L), S(l,l') \) denotes the similarity between \( l \) and \( l' \).

**Definition 4 (Trace clustering)** [14]: Given an event log \( L \), a trace clustering over \( L \) is a partition over a (possibly proper) subset of the traces in \( L \).

Next, sub-models are discovered by the IM algorithm. The IM algorithm is a discovery approach to generate a process model for a given log. IM can construct high-quality process models form with more than 80% replay fitness in polynomial time. Meanwhile, the IM algorithm can ensure that all the models mined are sound [4]. An unsound model may contain livelock, deadlock, or other anomalies. In each iteration of the genetic algorithm, the quality of the models needs to be measured and improved, and if the model is unsound, additional work is needed to repair the model. In summary, the IM algorithm is applicable to prepare a better initial population.

The approach works recursively with the divide and conquer strategy: split log, construct part of the process tree, and proceed with handling split parts of log separately [4]. To be specific, the input of the algorithm is the event log \( L \), and the output is the discovered process model \( N \). The IM algorithm uses a divide-and-conquer strategy to split the event log \( L \) into \( m \) sub-logs, simplifying the problem to find \( m \) sub-process models for the \( m \) sub-logs. The steps are as follows: first, select appropriate slicing operators (sequential, parallel, loop, and exclusive choice) for log \( L \), and divide the activities in log \( L \) into disjoint sets through slicing; These sets then correspond to the sub-logs \( L_1, L_2, \ldots, L_m \), resulting from the splitting of log \( L \); next, through the above steps, the sub-logs \( L_1, L_2, \ldots, L_m \) are recursively mined until they contain only one activity. Finally, the slicing operator records how activities are grouped together to form a process tree language, which can be used to return a complete process tree model.

3.2 Optimization and Integration of Model by Genetic algorithm

1. Representation of process model
Only a small fraction of all possible models represented in traditional languages such as BPMN, Petri nets, UML activity diagrams are sound [7]. HGSM is a quality-guided mining algorithm that requires multiple measurements of model quality. For this, such unsound constructs should be avoided. Therefore, we use the process tree as the representation of the model, since all possible process trees are sound [17]. This avoids the extra work of model repair and improves the performance of the genetic algorithm.

**Definition 5 (Process tree)** [4]: Process tree is defined recursively, let \( \emptyset \) be a finite set of operators, \( A \) is a set of activities, \( tau \notin A \) is the silent activity.

\[ a \in (A \cup \{tau\}) \] is a process tree;

Let \( P_1, \ldots, P_n (n > 0) \) be process trees and \( \otimes \in \emptyset \) be a process tree operator, then \( \otimes(P_1, \ldots, P_n) \) is a process tree.

The following are the standard operators for the process tree:

- \( \times \) is the exclusive choice between one of the subtrees;
- \( \rightarrow \) is the sequential execution of all subtrees;
- \( \parallel \) indicates the parallel execution of all subtrees;
- \( \bigodot \) is a loop operator with loop body \( P_1 \) and optional loop paths \( P_2, \ldots, P_n (n \geq 2) \).

2. Fitness function
Fitness function is the optimization goal of genetic algorithm. Four quality dimensions have been proposed for model evaluation: replay fitness, precision, generalization, and simplicity [17]. And the quantitative methods for the four quality dimensions are as follows:

1) Replay fitness:
Replay fitness quantifies the degree to which the model can align with the behavior recorded in the log [18]. This study uses an alignment-based fitness computation defined in [18], it aligns the event log with the process model to observe the inconsistency between them, which is calculated as Eq. (1). For the inconsistency, we can change the activities in the model to make them consistent, and the effort required to change them is the “cost”. \( \text{Min cost} \) is the minimal cost of aligning the event log to the model with no synchronous moves, and \( \text{Actual cost} \) is the actual cost for the aligning model and event log. The fitness value is in the range [0, 1].

\[ \text{Replay fitness} = \frac{\text{Min cost}}{\text{Actual cost}} \] (1)
2) Simplicity:
Simplicity indicates the complexity of the model, simplicity is measured according to [17] by comparing the size of the model to the number of activities in the log. The simplicity value defined in [17] is given by Eq. (2).

\[
Simplicity = \frac{\text{#duplicate activities} + \text{#missing activities}}{\text{nodes in model} + \text{#total activities}}
\]  

(2)

3) Precision:
Precision illustrates underfitting is avoided [19], which indicates the behaviors allowed by the process model but not appearing in the event log. The precision measurement method refers to [17], which compares the state space executed by the process tree when replaying the log, and calculates the precision according to the escaping edge, that is, the decision appears in the model, but does not appear in the log. If there is no escape edge, the precision is perfect. We obtain the part of the state space used from information provided by the replay fitness, where we ignore events that are in the log, but do not correspond to an activity according to the alignment. We calculate the precision as follows:

\[
Precision = 1 - \frac{\sum_{\text{visited markings}} \#\text{visits} \cdot (\#\text{outgoing edges} - \#\text{used edges})}{\#\text{total marking visits over all markings}}
\]  

(3)

4) Generalization:
Generalization signifies avoiding overfitting [20]. Generalization estimates how well the process model describes the (unknown) system, and not only the event log. If all parts of the process model are frequently used, the process model is likely to be generic. However, if some parts of the process model are rarely used, chances are high that the system allows for more behavior. Therefore we base the generalization measure on how often parts of the process model have been used while replaying the event log. For this, we use the alignment provided by the replay fitness. If a node is visited more often then we are more certain that its behavior is (in)correct. If some parts of the tree are very infrequently visited, generalization is bad. Generalization is calculated as follows:

\[
\text{Generalization} = 1 - \frac{\sum_{\text{nodes}} (\sqrt{\#\text{executions}})^{-1}}{\#\text{nodes in tree}}
\]  

(4)

Although there are quantitative methods for the quality dimensions, they tend to compete with each other, and it is difficult to achieve a balance between them. Meanwhile, state-of-the-art methods can only take into account a part of the quality dimension [7] e.g., the model mined by the region-based mining algorithm [21] has a good replay fitness and precision, but poor generalization and simplicity. However, low values in any quality dimension can affect the mining results [17]. To balance these dimensions, we proposed the overall quality function (OQ), which is the non-weighted sum of the four dimensions given by (5).

\[
OQ = (Fr + Pe + Gn + Sm)/4
\]  

(5)

Fr, Pe, Gn, and Sm are quantitative measures of the model in four dimensions, which is given by Eqs. (1)–(4). Their values are between 0 and 1.

3. Mutation operation based on alignment log
The genetic operations aim to improve the quality of the process tree in the population. They directly affect the process tree. To obtain good mining results, the population should have sufficient diversity and high quality. According to the proportion of the elite selection, multiple process trees having high OQ values are retained to the next generation, while the process trees in the rest of the population are improved by the genetic operations. There are three kinds of genetic operations: replacement, crossover, and mutation [3]. The replacement operation selects some process trees with the worst quality in the population according to a certain proportion, and then uses randomly generated process trees, to replace this part of the process trees; the crossover operation exchanges two randomly selected sub-trees, between the two process trees. Crossover and replacement are used to increase the population diversity and are unable to improve the quality of the process tree. The mutation is the only genetic operation that can improve the quality of the process trees, it directly operates on the nodes of the process tree.

To accelerate the convergence speed of the genetic mining algorithm, it is necessary to improve the quality of process trees in the population efficiently. However, in the genetic mining algorithm, the mutation is conducted randomly, i.e., randomly selecting the nodes and changing them, such a mutation is difficult to improve the quality of the process trees. Therefore, we improved the mutation operation.

The alignment technology can compare the behavior of the process model with that recorded in the event log and discover their similarities and deviations [15]. The fewer deviations between model and log, the higher the quality of the model. The deviation occurs when an activity only appears in the log or model, and this deviation can be called a move on model or a move on log [15]. The “>>” identifier is introduced to represent the deviation. However, the existing alignment techniques are limited to finding the deviations to measure the replay fitness of the model, the repair of the model can only be completed by the users [15].

This study uses the information obtained by aligning the log to guide the mutation operation when calculating the replay fitness of the process tree. The higher the quality of
the process tree in the population, the faster the algorithm converges [3]. By changing the mutation operation from random to directed, the model can get closer to the event log faster, thereby accelerating the quality improvement of the process tree, and ultimately speeding up the convergence speed of the genetic algorithm.

**Definition 6** (Alignment, move [15]) Let \( l = a_1, a_2, a_3 \ldots a_m \) be a trace over event log \( \varepsilon \), let \( t = s_1, s_2, s_3, \ldots s_m \) be a set of actually occurring activity sequences in process model \( N \), an alignment from \( \varepsilon \) to \( N \) is a sequence \( \alpha = (a_1, s_1) (a_2, s_2) \ldots (a_k, s_k) \), where:

The first line of alignment \( \alpha \): \((a_1, a_2, a_3 \ldots a_m)\) is a trace in the event log;

The second line of alignment \( \alpha \): \((s_1, s_2, s_3, \ldots s_m)\) is a set of activity occurrence sequences in process model \( N \);

For all the \( i = 1, 2, \ldots k, l(s_i) = a_i \), iff \( l(s_i) \neq \text{tau} \wedge a_i \neq >> \wedge s_i \neq \text{tau} \);

A move is a pair \((a, s) \in (l \cup \{>>\}) \times (t \cup \{>>\}) \setminus \{\{>>, \}>>\})\), such that:

\((a_i, s_i)\) is a move on model, iff \( a_i = >> \wedge s_i \neq >> \);

\((a_i, s_i)\) is a move on log, iff \( a_i \neq >> \wedge s_i = >> \);

\((a_i, s_i)\) is a synchronous move, iff \( a_i \neq >> \wedge s_i \neq >> \).

Mutation operation directly operates on nodes in the model, including adding nodes, deleting nodes, and changing nodes. And Figs. 2–7 are instances of guided mutation. The “Log” line in the figure means the sequence of activities recorded in the event log, and the “Model” line in the table means the sequence of activities reflected in the model. Process tree to the left of the arrow means the original process tree, and the right is the process tree processed by mutation operation. As shown in Fig. 2, if the selected leaf node is always skipped during the alignment (that is, the activity is only moved on the model), then the leaf will be removed, and if the selected leaf node is sometimes skipped, namely Fig. 2 b move on the log, remove it from the model.

![Fig. 2](image1)

Log | a | >> | c
---|---|---|---
Model | a | b | c
Log | a | >> | c
Model | a | b | c

Fig. 3 b sometimes moves on the log, adds a tau activity to make b can skip.

![Fig. 3](image2)

Log | a | >> | c
---|---|---|---
Model | a | b | c
Log | a | b | c
Model | a | b | c

Fig. 4 The order of a and b is indefinite, add a brother node b under the parallel operation node for a.

![Fig. 4](image3)

Log | a | b | c
---|---|---|---
Model | a | >> | c
Log | b | a | c
Model | >> | a | c

Fig. 5 b move on the model, add it to the model.

![Fig. 5](image4)

Log | a | b | c
---|---|---|---
Model | a | >> | c
Log | a | c
Model | a | c

Fig. 6 If only a or b move on log, add the exclusive choice node as the parent node of them

![Fig. 6](image5)

Log | a | b | c | >>
---|---|---|---|---
Model | a | >> | c | b
Log | b | a | c | >>
Model | >> | a | c | b

Fig. 7 Select an operator node to change the process tree.
4. Experiment

4.1 Experimental Preparation

The experiment includes three parts. The first part aims to verify whether the HGSM algorithm can generate the behavior contained in the event log and cluster functionally consistent traces correctly, i.e., components. We use the process log generator (PLG) [22], which can generate events from a specific model. We mine the event log to check if the original model can be generated. In particular, one of the data sets in this part is the vending process of the vending machine system (abbreviated as VM). The other is the running process of an online bookstore software system (abbreviated as BS).

Figure 8 is the process model of VM. First, the system displays a product menu, and second, the customer can select the product, and then the system displays the unit price of goods and the customer determines the purchase quantity. The system then generates payment information. Next, customers can choose to pay by coins, credit cards or they can cancel their order. Change is also available for coin payment. After payment, the system displays the successful payment by coins or credit card. Finally, the vending machine delivers products. The obtained event log from PLG contains 1000 cases, 8101 events.

The BS data are collected from an online bookstore software system, the system provides a platform for the customers to order books online. After a customer orders some books, these books will be packed and sent for delivery. We created the software operation data by collecting 1000 independent runs that cover all possible operation scenarios. The obtained XES event log contains 1000 cases, with 25960 events.

The online bookstore software system involves three independent components, i.e., the Starter, SearchOffer, and OrderAndDelivery. The Starter component contains the BookstoreStarter class; the SearchOffer component contains the Catalog, BookSeller, and Bookstore classes; the OrderAndDelivery component contains Order classes and Delivery classes. The software starts with the instantiation of the Starter component, then the SearchOffer component obtains an offer for each book, and finally, the OrderAndDelivery component can generate book orders and deliver all the selected books. The UML diagram of the software is shown in Fig. 9. The UML diagram depicts the interactions of classes and methods in one possible software operation, which be used as the ground truth knowledge, to validate the discovery results using HGSM.

The second part of the experiment aims to verify the generated model quality of HGSM. Five quality indicators are used for model quality assessment: replay fitness, precision, generalization, simplicity, and the proposed overall quality. We compare the model quality obtained by the HGSM, with those obtained by state-of-the-art mining algorithms, including the $a\#$ algorithm [24], the IM algorithm.
heuristic algorithm [25], integer linear programming algorithm (ILP) [26], the genetic algorithm based on case classification (CGPM) [16], and the GPM algorithm.

Six public data sets are used for the quality validation, some algorithms may discover unsound models for these large-scale data, which leads to the quality of the models cannot be quantified. Thus, the event logs are filtered to ensure soundness. Traffic fine data [27] are the road traffic fine management processes. CCC19 data [28] are the consistency check challenge data. Loan application data [29] are the loan application process data. Representational bias data [30] are the representative bias test data. Benchmarking logs-choose data [31] is the test algorithm scalability data contain the selection loop structure. Benchmarking logs-parallel data [31] is also the scalability data of the test algorithm, which contains a parallel structure. The input problem size was measured by four metrics: number of cases, number of events, number of activities (size of the alphabet), and average case length [7]. The size of the event logs is shown in Table 1.

The third part of the experiment compares the convergence speed and the mining consumption time of HGSM and GPM based on the six public data sets. The ratio of four genetic operations and the number of initial populations for two algorithms are the same, and iteration times are set to 1000.

Table 1 Event logs used in the evaluation, with input size statistics

| Name                  | #Case | #Events | #Acts | Avg./Case |
|-----------------------|-------|---------|-------|-----------|
| VM                    | 1000  | 8108    | 12    | 8.1       |
| BS                    | 1000  | 25960   | 13    | 25.9      |
| Traffic fine          | 489   | 1710    | 11    | 3.5       |
| CCC19                 | 20    | 1394    | 58    | 69.7      |
| Loan application      | 16    | 96      | 6     | 6         |
| Representational bias | 1000  | 5161    | 6     | 5.16      |
| Benchmarking choose   | 10000 | 70032   | 800   | 7         |
| Benchmarking parallel | 10000 | 107653  | 80    | 10        |
Java SE 1.7.0 67 (64 bit) is used and the experiments are performed on a system with Intel dual-core i7-3770 CPU (3.0GHz) CPU with 12G RAM on Windows 10.

4.2 Experimental Results

4.2.1 Correctness Verification of Mining Results

1. VM data

There are differences in the vending process corresponding to different payment methods, thus we select the trace attribute ‘pay type’ that represents the payment method as the clustering dimension. Then, we use the IM algorithm to mine the resulting clusters respectively. Figure 10 is the mining results of four sub-logs. It can be seen that the model of sub-log 1 is the process of customer pay by coins and system change; the model of sub-log 2 is the customer pay by coins and the system does not change; the model of sub-log 3 is the process of the customer pay by card; the model of sub-log 4 is the customer canceling payment. Therefore,
by selecting the appropriate clustering dimension, we can effectively divide similar traces into the same cluster.

2. BS data

Figure 11 depicts the results of mining the clustered sub-logs of BS data using the IM algorithm, where the events’ names are combined in the form of ‘method name + class name’. Figure 11 shows that HGSM can distinguish traces from different components. Sub-logs of three components are divided correctly, and three different sub-models represent the operation process of the three components. Figure 12 shows the final mining result, obtained by HGSM, to optimize and integrate all the process trees. By comparison with Fig. 9, we can see that HGSM can mine a model, representing the whole software operation behavior.

4.2.2 Model Quality Analysis

The model quality obtained by different algorithms of six public data sets is shown in Figs. 13–18, the abscissa represents different algorithms, the ordinate represents the quality value of the generated model, and the columns with different colors represent different quality dimensions. These figures indicate that, compared with other mining algorithms, the overall quality of the models generated by HGSM, CGPM, and GPM is higher. This is because the genetic mining algorithms are quality-guided. And compared with GPM, CGPM exhibits higher overall quality owing to the preparation of a higher-quality initial population. And HGSM exhibits the highest overall quality owing to the preparation of a higher-quality initial and the improvement of the mutation operation for GPM.

The model generated by the IM algorithm shows a high value of replay fitness, but its simplicity is low. The heuristic algorithm model has a high value of simplicity, but the value of replay fitness is not ideal. The model obtained by the ILP algorithm can achieve a high degree of replay fitness and simplicity, but the precision and generalization
are low. Although each algorithm has its advantages, the values of different quality dimensions of the model mined by the algorithm fluctuate highly, for different data. And outliers occurred in some cases, e.g., the precision value of alpha# and ILP in road traffic fine data, the precision value of heuristic algorithm in CCC19. HGSM uses the OQ function to set the same weight for the four quality indicators, as the mining guide, where it is seen that the four quality dimensions are stable only fluctuate slightly, which can also avoid outliers.

4.2.3 Convergence Speed and the Mining Consumption Time Analysis

During the operation of the genetic algorithm, the overall quality of the model varied with the iteration times of the genetic algorithm. Figures 19–24 show how the overall quality value of the model changes with the number of iterations of six public data sets when mining using GPM, CGPM, and HGSM algorithms. The abscissa represents the number of iterations, the ordinate represents the overall quality value of the process tree. These figures indicate that the overall quality of initial populations randomly generated by the GPM algorithm is mostly less than 0.6. By using the trace clustering and IM algorithm to pre-process, HGSM can improve the overall quality of initial populations, the
quality of initial populations of HGSM is mostly higher than 0.7. Meanwhile, the convergence of the HGSM algorithm requires fewer iterations than GPM, e.g., For Road traffic fines data, HGSM and GPM converge in 699 and 803 generations, respectively. For Benchmarking choose data, HGSM and GPM converge in 395 and 623 generations, respectively. After convergence, the final model generated by HGSM has higher overall quality than GPM. e.g., For loan application data, the overall quality of the model generated by GPM and HGSM are 0.903 and 0.969, respectively. For Benchmarking choose data, the overall quality of the model generated by GPM and HGSM are 0.783 and 0.849, respectively.

For CGPM, the algorithm uses three different mining algorithms (i.e., alpha, heuristic, and region-based algorithm) to generate three models for each sub log, and put them as the initial population of genetic mining algorithm, this increases the number of individuals of the population, make it easy to get a higher quality process model in the initial population. Therefore, on some data sets, the overall quality of the initial population is higher than that of HGSM, and the convergence speed is faster than HGSM, while after convergence, the final model generated by HGSM has higher overall quality than CGPM, e.g., For Benchmarking choose data, HGSM and CGPM converge in 395 and 600 generations, respectively. For CCC19 data, HGSM and CGPM converge in 630 and 720 generations, respectively. After convergence, the final model generated by HGSM has higher overall quality than GPM. e.g., For Benchmarking choose data, the overall quality of the model generated by HGSM and CGPM are 0.849 and 0.805, respectively. For Benchmarking parallel data, the overall quality of the model generated by HGSM and CGPM are 0.944 and 0.912, respectively. For CCC19 data, although the model quality generated by CGPM is higher than HGSM on this dataset, it is at the expense of enormous time consumption (See Table 2).

HGSM prepares high-quality initial populations for
GPM, the higher the quality of initial populations, the fewer iterations of the algorithm to generate a high-quality model. And the improvement of mutation operation can improve the quality of the models faster and finally accelerate the convergence speed of the algorithm.

Table 2 is the mining time spent of GPM, CGPM, and HGSM of six public data sets. The processing time is only the evolutionary computation part. Table 2 indicates that for smaller data sets, e.g., Loan application and Representational bias, the time advantage of HGSM is not evident compared to GPM and CGPM; while for large data sets, e.g., Benchmarking choose, HGSM can save a lot of time compared with GPM and CGPM. Simultaneously, the time used for mining depends not only on the size of the data but also the structural complexity. The data volume of CCC19 is not large, however, it still takes a long time. This is due to its high structural complexity. For CGPM, for each sub log obtained by classification, the algorithm uses three different mining algorithms to generate models as the initial population of genetic mining algorithm, which increases the number of individuals of the population and greatly increases the processing time of the genetic mining algorithm. Compared with GPM, although CGPM algorithm requires fewer iterations to converge, each iteration requires a long processing time. And this situation is more obvious on large data sets, e.g., Benchmarking choose. In addition, the three algorithms (alpha, heuristic, and region-based algorithm) can not guarantee the soundness of generated model, which needs additional time to process the unsound model. And the three algorithms can not directly generate the process tree. The model can be processed by genetic mining algorithm only after it is transformed into process tree, which will consume additional preprocessing time.

The experimental results demonstrate that HGSM guarantees the correctness of model mining. And by using the trace clustering method, HGSM can divide the complex service-oriented system into multiple functionally independent components correctly. In the respect of model quality, compared with state-of-the-art mining algorithms, HGSM has apparent advantages in terms of the model quality; further, HGSM represents a significant advantage in mining time and the convergence speed compared with the GPM and CGPM.

5. Conclusion

This paper proposes a hybrid genetic service mining method based on a trace clustering population. By optimizing GPM with high-quality initial population preparation, the proposed method can reduce the number of iterations to reach the high-quality model. Meanwhile, by using the information obtained from alignment, we change the mutation operation from random to directed to speed up the population optimization of GPM. The experimental results demonstrate that compared with state-of-art mining algorithms, HGSM has apparent advantages in terms of the model quality; further, HGSM represents a significant advantage in mining time and the convergence speed compared with the GPM and CGPM. Moreover, HGSM can group traces of similar behavior into one cluster, for software operation event logs, HGSM can effectively divide the components, which provides a new solution to the problem of mining large event logs in the current service mining field.
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