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Abstract

Assessing the quality of cancer care administered by US health providers poses numerous challenges due to meaningful heterogeneity in patient populations. Patients undergoing oncology treatment exhibit substantial variation in disease presentation.
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among other crucial characteristics. In this paper, we present a framework for institutional quality measurement that addresses this patient heterogeneity. Our framework follows recent advancements in health outcomes research, conceptualizing quality measurement as a causal inference problem. This approach enables us to use flexible covariate profiles to target specific patient populations of interest. We use different clinically relevant covariate profiles and evaluate methods for case-mix adjustments. These adjustments integrate weighting and regression modeling approaches in a progressive manner in order to reduce model extrapolation and allow for provider effect modification. We evaluate these methods in an extensive simulation study, comparing their performance in terms of point estimates and estimated rankings. We highlight the practical utility of weighting methods that can generate stable weights when covariate overlap is limited and alert investigators when case-mix adjustments are infeasible without some form of extrapolation that goes beyond the support of the observed data.

In our study of cancer-care outcomes, we assess the performance of oncology practices for different profiles that correspond to important types of patients who may receive cancer care. We describe how the methods examined may be particularly important for high-stakes quality measurement, such as public reporting or performance-based payments. These methods have the potential to help inform individual patient health care decisions and contribute to progress toward more personalized quality measurement.
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1 Introduction

In recent decades, a primary focus of statistical and public policy research has been the development of reliable and valid measures to evaluate the performance of institutions and organizations (Normand et al. 2016). These metrics are crucial for promoting accountability and improving the performance of these entities. Moreover, in sectors such as education and healthcare, such measures enable informed individual decision-making around vital life choices through their ability to measure the quality of schools and hospitals, often in league tables (Goldstein and Spiegelhalter 1996). However, quality measurement is a complex task that demands careful consideration of several factors (Ash et al. 2012).

Firstly, the methods must be fair and account for systematic differences in the case-mixes of the populations the institutions serve. Additionally, the methods ought to be transparent and promote an open understanding of their case-mix adjustments by stakeholders, such as patients and physicians. Finally, there must be accountability for the great heterogeneity of the individuals in the population thinly spread across numerous organizations in the data. Finally, careful consideration must be given to the heterogeneity and sparsity of the data, where highly diverse individuals are thinly distributed across numerous organizations. For example, in this paper we study the performance of cancer care providers in the US. In our data, there are 600 cancer practices, with a median of 112 patients, each characterized by 20 covariates. In nearly 50% of the practices, there is at least one (constant) zero count in a relevant covariate dimension, further complicating case-mix adjustments because there is no variation on that dimension. Appropriately handling sparse, high-dimensional data is key to reliable measurement.

Often, these performance or quality assessments are conducted using parametric outcome regression models. For instance, Medicare’s Hospital Compare evaluates hospital performance across the U.S. based on a random-effects logit model, which includes random hospital indicators and covariates that account for patient risk factors (Krumholz et al. 2011). However,
this approach does not clearly reveal the exact form of the case-mix adjustments applied to the data. In other words, it is unclear how individual patient-level data are weighted to generate aggregate quality estimates. Also, the characteristics of the target population to which inferences apply are not manifest and may be distorted by the implied weighting of the regression procedure. In particular, if some of the covariates are sparse, such as racial minority indicators across health care providers, the implied weights of such procedures can result in a weighted population that omits the minority (see Section 7.1 of Chattopadhyay and Zubizarreta, 2023, for a general discussion of this and related matters in linear regression adjustments). Finally, it is not clear to what extent the quality assessments for a given health care provider are based on data from the provider in question as opposed to other health providers that see different patients, involving some form of extrapolation based on a model that can be misspecified. More generally, as discussed by George et al. (2017), this approach can produce rankings of provider organizations (e.g., hospitals) that are not checkable against data.

In this study, we build upon the contributions of Silber et al. (2014), Longford (2020), and Keele et al. (2023), viewing quality measurement through the lens of causal inference (see also Varewyck et al. 2014; Daignault and Saarela 2017; Tang et al. 2020). This is important because it helps to clearly define the estimands and to state and evaluate the assumptions needed for their identification. Also, it helps to decouple the estimands from the estimation methods and to envision alternative approaches that can be used for case-mix adjustment (for example, approaches that combine new weighting and regression methods). Importantly, this helps to recognize when these methods produce quality assessments based on extrapolations for which there is little or no data for each health provider to support them. Unlike some hierarchical models (Jones and Spiegelhalter 2011), this framework also helps to delimit the design and analysis stages of a study and to use methods for case-mix adjustment that do not require information about the outcomes (Rubin 2008). Finally, it provides a more coherent framework for discussing hospital or practice effects, which is something that is routinely
A central concept in this paper is the evaluation of healthcare provided based on a covariate profile of a target population. This profile characterizes the population of study interest in terms of summary statistics of the joint distribution of its observed variables (see also Chattopadhyay et al., 2020, and Han et al., 2024). As we illustrate, this profile may correspond to the entire patient population across all health care providers, the population of a specific hospital or practice, or a target population with a similar covariate profile to that of an individual patient. The latter may be of particular interest to patients selecting the best providers for treating patients like them. This covariate profile helps to recognize from the outset that patients are heterogeneous and that some health care providers may specialize in treating different types of patients. In addition, it allows us to understand the problem of sparsity in terms of a profile (in this sense, we provide a characterization of the distribution of the covariates relative to the profile) and to use methods that ground the analysis as much as possible on the available data and identify when the results are an extrapolation beyond the support of the data of a given health provider.

Utilizing this profile and borrowing from the causal inference literature, we evaluate weighting methods for quality measurement which emphasize transparency, flexibility, and robustness in the case-mix adjustments. First, in terms of transparency, these weighting methods are based on constrained convex optimization problems that are computationally tractable and warn the investigator when some form of extrapolation beyond the support of the observed data is needed to perform the adjustments. Also, it is straightforward to conduct covariate balance checks, which are intuitive for stakeholders. Second, in terms of flexibility, the profiles can represent varied target populations. Finally, in terms of robustness, the methods examined conduct the case-mix adjustments in a layered way, adjusting for as many covariates as possible by weighting, without extrapolating, and leaving the rest of the covariates to modeling, borrowing strength across providers from the parametric form of the...
outcome model. As a result, these methods are less sensitive to model misspecification than traditional regression approaches used in quality measurement.

Starting from a target population of interest, our goal is to make the case-mix covariate adjustments transparent, and, to the greatest extent possible, ground the comparisons of practices or hospitals on the available data. This paper is organized as follows. In Section 2, we delineate our data, comprised of SEER cancer registry and Medicare administrative records. In Section 3, we describe a framework from causal inference where target estimands, identification assumptions, and covariate profiles are key. In Section 4, we outline methods that use balancing weights and regression modeling to perform the adjustments. In Section 5, we evaluate the performance of the methods in a simulation study. In Section 6, we present the results from our case study. Finally, in Section 7, we provide a discussion and remarks.

2 SEER cancer registry and Medicare administrative data

We use cancer registry data from the Surveillance, Epidemiology, and End Results (SEER) Program for individuals diagnosed with cancer in 2011-2013 linked to administrative data from Medicare for 2010-2014. The SEER-18 data include demographic and clinical information for cancer patients from areas covering 28% of the total US population. Medicare data include inpatient, outpatient, provider carrier, durable medical equipment, and hospice/home health files. Our study population includes individuals aged 65 years and older who were enrolled in parts A and B of fee-for-service Medicare through at least 6 months after their cancer diagnosis. Patients were attributed to medical oncology practices based on outpatient evaluation and management visits to a medical oncology practice (Gondi et al. 2021).

The main outcome is survival one year after the first visit to the practice (we also studied
survival through six months after diagnosis and through 18 months diagnosis). The co-
variates we used for case-mix adjustment are: age (continuous), sex, race/ethnicity (White,
Black, other/unknown), marital status (unmarried, married, unknown), census-tract median
household income (quartiles), Census-level proportion of residents without a high school ed-
ucation (quartiles), Klabunde modification of the Charlson Comorbidity Index (0, 1, 2, ≥3),
cancer type (breast, colorectal, lung, ovary, pancreas, prostate), and cancer stage (1, 2, 3, 4,
missing). We excluded practices with less than 30 patients.

3 Framework

3.1 Notation

Let \( i = 1, \ldots, n \) index the patients across different practices and write \( X_i \in \mathbb{R}^K \) for their
vector of \( K \) observed covariates. Put \( x^* \) for the target covariate profile. This profile can
characterize various target populations, such as the entire patient population across all prac-
tices or the subpopulation of patients similar to an individual patient of interest. The profile
\( x^* \) summarizes the target population in terms of its covariate means, or more, more generally
in terms of transformations \( \tilde{X}_i \) of its covariates, such as higher moments.

Now, let \( p = 1, \ldots, P \) index the practices and let \( 1_{p,i} \) stand for the practice assignment
indicator of patient \( i \). Write \( Y_i(p) \) for the potential outcome (Neyman 1923, 1990; Rubin
1974) under practice assignment \( 1_{p,i} \), \( p = 1, \ldots, P \). Denote \( Y_i \) for their observed outcome,
\( Y_i = \sum_{p=1}^{P} 1_{p,i} Y_i(p) \). Finally, define \( U \) as the vector unobserved covariates. See Table ?? in
the Online Supplementary Materials for a summary of this notation.

3.2 Estimands

We are fundamentally interested in estimating the mean potential outcome under health
care provider \( p \) for patients with covariate values equal to the profile \( x^* \); that is,

\[
\mu_p(x^*) := E[Y_i(p)|X_i = x^*].
\]
More generally, considering that a covariate profile may summarize a distribution, we can write \( \mu_p(x^*) = \int E[Y_i(p)|X_i = x] f^*(x) dx \), where \( f^*(x) \) is the density of such a distribution.

We take two perspectives: the first one, perhaps of an individual patient, which for the purpose of selecting a care provider is primarily interested in the average effect of receiving care in practice \( p' \) instead of practice \( p'' \), \( \mu_{p'}(x^*) - \mu_{p''}(x^*) \), where \( x^* \) are the observed covariates of the target patient; and the second one, perhaps of the system of health providers, which for performance payment purposes is mainly interested in the ranking of all the practices for a given target population of patients described by \( x^* \), \( \mu(1)(x^*), \mu(2)(x^*), \ldots, \mu(P)(x^*) \), where the subscript \((p)\) enclosed in parentheses denotes the \( p \)-th order statistics of the mean potential outcome function conditional on covariates. In other words, the first perspective is primarily interested in contrasts whereas the second one is mainly interested in rankings.

Arguably, there is a third important perspective which is interested in the two previous quantities. For instance, this can be the perspective of a given practice, which is interested the average treatment effect for benchmarking itself to another practice, and the ranking for understanding its relative standing in the wider concert of all practices. In all these cases, the core objective is reduced to identifying and estimating the conditional potential outcome \( \mu_p(x^*) \), grounded in the assumptions outlined below.

### 3.3 Assumptions

Our notation implies the Stable Unit Treatment Value Assumption (SUTVA; Rubin 1980) which in our setting states that there is no interference between patients and that there are no additional versions of the “treatments” beyond receiving care in one of the \( P \) practices. Again, our problem boils down to estimating the conditional mean potential outcome function \( \mu_p(x^*) \) for all \( p = 1, \ldots, P \). For identification, or causal quality measurement, we also require the unconfoundedness assumption, \( 1_{p,i} \perp \perp Y_i(p) \mid X_i \), and the positivity assumption, \( 0 < \Pr(1_{p,i} = 1|X_i = x^*) < 1 \), for all \( x^* \), \( p = 1, \ldots, P \) (Imbens 2000). Hence, \( \mu_p(x^*) := E[Y(p)|X = x^*] = E[Y|X = x^*, p] \). The unconfoundedness assumption states
that observed covariates determine selection into practices, whereas the positivity assumption states that for every value of the target $x^*$ there is a positive probability of receiving care in all the practices. To our knowledge, these assumptions are implicit in traditional forms of quality measurement (e.g., Krumholz et al. 2011).

3.4 Profiles

The covariate profiles $x^*$ can represent different target populations. Examples of target populations of interest are the population of patients across all practices, the population of patients in the top 10% best performing practices, and in the bottom 10% worst performing practices. In other settings, one may be interested in the population of patients that go to large or small practices, that receive care in a given geographic area, or that correspond to a group of policy interest, such as vulnerable patients as defined by race ethnicity, socio-economic status, or clinical complexity. For personalization, the profile $x^*$ can also represent a target population with similar covariate values as those of a specific individual who may be seeking care. Throughout, we consider the profile to be fixed.

Based on $x^*$, we distinguish between three types of covariates: those whose sample covariate values contain the target profile $x^*$ inside its convex hull and for which case-mix adjustments toward $x^*$ can be conducted by interpolation (i.e., by a convex combination of the observations in a given practice); those practices for which $x^*$ is outside its convex hull and for which the adjustments can only be performed by extrapolation (i.e., by an affine transformation of the observations in the practice); and those covariates for which $x^*$ is outside its convex hull and for which at least one practice has a covariate with constant value different from that in $x^*$ for all its patients. These are covariates that cannot be weighted toward the target $x^*$, even when extrapolation is allowed. These covariates require borrowing information across the practices. We call these null-case covariates $X_{null}$ and denote their complement by $X_{null}^c$, such that $X_{null} \cup X_{null}^c = X$. In other words, null-case covariates take a constant value different to the corresponding values of $x^*$ for all patients in a practice. In our analysis, we
focus on null-case covariates alongside the first type of covariates which can be adjusted for by interpolation.

4 Methods for layered case-mix adjustments

We consider imputation estimators of the form

$$\hat{Y}_{i:1, p, i=1} := \frac{1}{n_p} \sum_{i:1, p, i=1} \hat{\mu}_{p,i}(x^*)$$

where $\hat{\mu}_{p,i}(x^*)$ represents the estimated conditional mean potential outcome for patient $i$ under practice $p$, and $n_p$ denotes the sample size for practice $p$. In particular, we focus on linear estimators of the form

$$\hat{Y}_{i:1, p, i=1}^{imp, lin} := \sum_{i:1, p, i=1} \omega_i Y_i$$

where $\omega_i$ are suitable weights that add up to one. Equation (3) is a Hájek estimator (Hájek 1971). Many common estimators admit this representation; for example, ordinary least squares and ridge regression imputation approaches (see, e.g., Ben-Michael et al. 2020; Chattopadhyay and Zubizarreta 2021).

For the most, we consider such linear weighting estimators for their simplicity and because the weights can be computed without the outcomes (that is, as part of the design of the study, Rubin 2008), a valuable feature for practical and objective quality measurement. To adjust for the null-case covariates, the estimators have to leverage information from other practices, so

$$\hat{Y}_{i:1, p, i=1}^{imp, lin} = \sum_{i=1}^{n} \omega_i Y_i.$$  

For continuous and binary outcomes, we utilize linear and linear probability models, respectively (Hellevik 2009). One challenge in fitting these outcome models is the potential for overfitting or encountering singularity issues when attempting to account for all possible effect modifiers. For example, in outcome models of the form $E[Y|X, p] = \alpha_p + \beta_p^T X$, 
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the coefficient vector $\beta_p$ may not be identifiable for some practices if there are null-case covariates.

To address such null-case covariates, we posit the following outcome model,

$$E[Y|X,p] = \alpha_p + \alpha^\top \tilde{X}_{null} + \beta_p^\top \tilde{X}_{null},$$

where only the covariates in $\tilde{X}_{null}$ can be effect modifiers. As a result, $\mu_p(x^*)$ becomes

$$\alpha_p + \alpha^\top \tilde{x}^*_{null} + \beta_p^\top \tilde{x}^*_{null},$$

where $\tilde{x}^*_{null}$ is the component of the profile for $\tilde{X}_{null}$, while $\tilde{x}^*_{null}$ corresponds to $\tilde{X}_{null}$.

When estimating $\mu_p(x^*)$ for quality measurement, three key questions are the method for adjustment, the covariate functions for adjustment, and the degree of adjustment. We study these questions through the following methods that combine weighting and modeling approaches. In what follows, the categorization \{\textit{weighting, modeling}\} is more procedural than conceptual as estimators of the form (3) can be collapsed to a single weighting or modeling approach. We choose this procedural categorization because it maps more closely to common practice.

The methods we consider are summarized in Table ?? in the Online Supplementary Materials. They combine weighting and modeling approaches or use one of them. First, we describe traditional modeling approaches. Afterward, we consider approaches that start by weighting and increasingly impose stronger parametric modeling assumptions where there is less or no data.

For modeling-only approaches, we consider different forms of linear regression imputation. First, with fixed-effects (FE) model, we regress the outcome on the covariates $X$ and the practice indicators $1, \ldots, 1_P$, then predict the patient outcomes and average them within each practice. We implement this approach with the original covariates $X$ and transformations $\tilde{X}$ thereof. The transformations that we consider aim to balance the covariance matrices
of the covariates; specifically, in $\tilde{X}$ we consider the original covariates and the square of their principal component scores of $X^c_{\text{null}}$. Second, we consider stratified regression (SR) of the outcome on the covariates, where we fit separate models for each practice, to then predict the patient outcomes and average them within each of the practices. Here again, we fit the models on the original covariates $X$ and the transformations $\tilde{X}$. We also consider pooled regression (PR) with interactions on $X_{\text{null}}^c$, where we regress the outcome on $X_{\text{null}}$, $(1, \ldots, 1_p)$, and interactions of $X_{\text{null}}^c$ and $(1, \ldots, 1_p)$.

For weighting-only approaches, we consider inverse probability weighting using logistic regression (LW) and the stable balancing weighting (SBW; Zubizarreta 2015). Unlike modeling approaches to weighting, the latter balancing approach is better suited for comparing hundreds of treatments (i.e., practices in our case study). Specifically, SBW finds weights of minimum variance that approximately balance functions of the covariates. See Wang and Zubizarreta (2020) and Chattopadhyay et al. (2020) for theoretical properties and empirical performance of the SBW in causal inference settings. Ideally, the weights will take non-negative values and balance the covariates by interpolating within the convex hull of the available data. Of course, this non-extrapolating form of adjustment is feasible only for practices that contain $x^*$ inside its convex hull; otherwise, the optimization problem does not admit a solution indicating that the investigator needs to extrapolate to adjust. In Table ?? (see the Online Supplementary Materials), we denote this approach by $\{\text{SBW}(\mathbb{R}_0^+, X), \cdot\}$ or $\{\text{SBW}(\mathbb{R}_0^+, \tilde{X}), \cdot\}$ depending on whether the original covariates $X$ or their transformations $\tilde{X}$ are used (in our empirical studies, $\tilde{X}$ includes the square of principal component scores of the covariates in order to approximately balance their covariance matrix). Since some covariates are null for some of the practices (that is, when some covariates take a constant value different to the corresponding values of $x^*$ for all patients in some of the practices), alternatively, we combine the SBW with a modeling step as follows.

In order to control extrapolation and allow for effect modification, the idea is to balance as
many covariates as possible (i.e., $\mathbf{X}^c_{null}$) through weighting and leave the rest (i.e., $\mathbf{X}_{null}$) for modeling, borrowing strength across practices from the parametric form of the outcome model. Here we adjust for $\mathbf{X}^c_{null}$ using constrained SBW allowing approximate balance and then use these weights in weighted linear regression. Specifically, in $\{\text{SBW}(\mathbb{R}^+_0, \mathbf{X}^c_{null}), \text{WR}(\mathbf{X})\}$ we perform weighted regression of the outcome on $\mathbf{X}$ and the practice indicators, where the weights are from $\text{SBW}(\mathbb{R}^+_0, \mathbf{X}^c_{null})$; then we predict the patient outcomes and average them within each of the practices. To facilitate comparisons with other viable approaches, we include two additional methods: $\{\text{LW}(\mathbb{R}^+, \mathbf{X}^c_{null}), \text{WR}(\mathbf{X})\}$ and $\{\text{LW}(\mathbb{R}^+, \mathbf{X}^c_{null}), \text{FE}(\mathbf{X})\}$. The first method uses inverse propensity scores estimated from a logistic regression model as weights in the weighted linear regression. The second method is a bias-corrected (BC) estimator where the outcomes are regressed on covariates $\mathbf{X}$ and the practice indicators $\mathbf{1}_1, \ldots, \mathbf{1}_p$. More detailed explanations of these methods are provided in the Online Supplementary Materials.

5 Simulation study

To assess the performance of the previous methods, we extend the simulation study design by Yang et al. (2016) to (i) encompass higher-dimensional “treatments,” corresponding to $P = 100$ and $P = 200$ practices, (ii) include $K = 30$ covariates in the practice assignment and outcome models, (iii) and examine both linear and non-linear outcome models. This simulation design reflects the performance of methods in the real-world data by incorporating a similar number of covariates, degrees of sparsity, and outcomes generated under models of increasing complexity.

5.1 Study design

In our simulation, we consider a vector of 30 observed covariates, $\mathbf{X}_i = (X_{i1}, X_{i2}, \ldots, X_{i30})$, distributed as follows: $X_{i1}, X_{i2}, X_{i3} \sim \mathcal{N}_3(\mu_3, \Sigma_3)$, with $\mu_3 = (0, 0, 0)^\top$ and $\Sigma_3 = [(2, 1, -1), (1, 1, -0.5), (-1, -0.5, 2)]; X_{i4} \sim \text{Unif}[-3, 3]; X_{i5} \sim \chi^2_1; X_{i6} \sim \text{Bern}(0.5); X_{i7}, X_{i8}, X_{i9}, X_{i10} \sim \mathcal{N}_4(\mu_4, \Sigma_4)$, with $\mu_4 = (0, 0, 0, 0)^\top$, $\Sigma_4 = [(2, 1, -1, -1), (1, 1, -0.5, -0.5), (-1, -0.5, 2, .5)$,
and $X_{ik} \sim \text{Bern}(0.5)$ for $k = 11, ..., 30$. The practice assignment indicators are generated in the following way: $(\mathbf{1}_{1,i}, \mathbf{1}_{2,i}, ..., \mathbf{1}_{P,i}) \sim \text{Multinom}\{\Pr(1 | \mathbf{X}_i), \Pr(2 | \mathbf{X}_i), ..., \Pr(P | \mathbf{X}_i)\}$, where $\Pr(\mathbf{1}_{p,i} | \mathbf{X}_i) = \frac{\exp(\mathbf{X}_i^\top \eta_p)}{\sum_{p=1}^{P} \exp(\mathbf{X}_i^\top \eta_p)}$, with $\eta_p = (1 - \frac{p}{P}) \times (1, 1, 1, -1, 1, 1, 0, 0, 0, \eta_0)^\top$ and $\eta_0 = (1, -1, 1, -1, ..., 1, -1)$. Using these covariates and practice assignment indicators, we generate the outcomes under four models of increasing complexity:

- **Setting 1**, linear model: $Y_i(p) = (1 + 2p/P)X_{i1} + \{(−1)^p + 2\}X_{i2} + \{(−1)^p + 2\}X_{i3} + \{(−1)^p + 2\}X_{i4} + \{(−1)^p + 2\}X_{i5} − (1)p(X_{i6} − 0.5) + \sum_{k=11}^{30} 0.5(X_{ik} − 0.5) + 0.1p + \varepsilon_i$, where $\varepsilon_i \sim \mathcal{N}(0, 1)$.

- **Setting 2**, weakly non-linear model: $Y_i(p) = (1 + 2p/P)(X_{i1} + 0.25X_{i1}^2 − 0.5) + \{(−1)^p + 2\}X_{i2} + \{(−1)^p + 2\}X_{i3} + \{(−1)^p + 2\}X_{i4} + \{(−1)^p + 2\}X_{i5} − (1)p(X_{i6} − 0.5) + \sum_{k=11}^{30} 0.5(X_{ik} − 0.5) + 0.1p + \varepsilon_i$, where $\varepsilon_i \sim \mathcal{N}(0, 1)$.

- **Setting 3**, moderately non-linear model: $Y_i(p) = (1 + 2p/P)(X_{i1} + 0.5X_{i1}^2 − 1) + \{(−1)^p + 2\}X_{i2} + \{(−1)^p + 2\}X_{i3} + \{(−1)^p + 2\}X_{i4} + \{(−1)^p + 2\}X_{i5} − (1)p(X_{i6} − 0.5) + \sum_{k=11}^{30} 0.5(X_{ik} − 0.5) + 0.1p + \varepsilon_i$, where $\varepsilon_i \sim \mathcal{N}(0, 1)$.

- **Setting 4**, highly non-linear model: $Y_i(p) = (1 + 2p/P)(X_{i1} + X_{i1}^2 − 2) + \{(−1)^p + 2\}X_{i2} + \{(−1)^p + 2\}X_{i3} + \{(−1)^p + 2\}X_{i4} + \{(−1)^p + 2\}X_{i5} − (1)p(X_{i6} − 0.5) + \sum_{k=11}^{30} 0.5(X_{ik} − 0.5) + 0.1p + \varepsilon_i$, where $\varepsilon_i \sim \mathcal{N}(0, 1)$.

In this manner, the true mean potential outcome function for practice $p$ is $E[Y_i(p)] = E[E[Y_i(p) | \mathbf{X}_i]] = 0.1p$ for all $p = 1, ..., P$. Thus, the effect of practice $p = 1$ in place of practice $p = 10$ is $0.1 - 1 = -0.9$. Under this data generating mechanism, for $P = 100$ and $P = 200$, we generate 1000 data sets of size $n = 10000$, with corresponding average practice sizes of 100 and 50. For all the approaches, we let $\mathbf{X}_{\text{null}} := (X_1, ..., X_{10})$, $\mathbf{X}_{\text{null}}^c := (X_{11}, ..., X_{30})$. 

[14]
5.2 Comparative performances

We evaluate the performance of all the methods from two perspectives: an absolute perspective, focusing on bias and root mean square error (RMSE) of the estimated survival rates (Tables 1 and 2), and a relative perspective, based on the errors in the estimated practice rankings (Tables ?? and ??). For both perspectives, we consider three target profiles: patients across the overall system of practices, patients in one practice near the center of covariate distribution, and patients in one practice at the boundary of covariate distribution.

We evaluate the performance of the methods described in Table ??.

Tables 1 and 2 present the biases and RMSEs for $P = 100$ and $P = 200$, respectively. For $P = 100$ with a linear outcome model, practice-pooled regression (PR) exhibits relatively small biases and RMSEs, outperforming both fixed-effects regression (FE) and practice-stratified regression (SR). However, at $P = 200$, PR become more sensitive to model misspecification, exhibiting the highest RMSEs among all methods when similar higher-order terms are adjusted. Across both scenarios with $P = 100$ and $P = 200$, as well as for both linear and non-linear outcomes, the proposed approach ($\{\text{SBW, WR}\}$) consistently shows stable and robust performance. It effectively handles different forms of covariate adjustment, whether the specification is parsimonious ($\{\text{SBW}(\mathbb{R}_0^+, X_{\text{null}}^c), \text{WR}(X)\}$) or more comprehensive ($\{\text{SBW}(\mathbb{R}_0^+, \tilde{X}_{\text{null}}^c), \text{WR}(\tilde{X})\}$). Even when a parsimonious specification results in underfitting, the approach remains robust to misspecification. Conversely, when the more comprehensive specification leads to overfitting, the estimator still maintains its stability.

In general, when $P$ is large relative to the sample size $n$, the combined weighting and modeling approaches ($\{\text{LW, FE}\}, \{\text{LW, WR}\}$, and $\{\text{SBW, WR}\}$), which incorporate forms of weighting that adjust only for $X_{\text{null}}^c$, exhibit more accurate performance than the one-step modeling approaches ($\{\cdot, \text{FE}\}, \{\cdot, \text{SR}\}, \{\cdot, \text{PR}\}, \{\text{LW, }\cdot\}$). In extended simulation study results (not included in the paper due to space constraints but available upon request), approaches that
incorporate LW weights and additionally adjust for the null-case binary covariates $X_{null}$ in the treatment assignment models, increase biases and RMSE, despite the relevance of these covariates.

In Tables ?? and ??, two metrics are presented: the mean and the maximum absolute difference between the true and estimated rankings. For both metrics, the findings are consistent with the results observed previously.

6 Case study

The methods that exhibited the most accurate and robust performance in the simulation study are \{SBW($\mathbb{R}^+_0$, $X^c_{null}$), WR($X$)\}, hence we will now use them to assess survival rates across oncology practices. First, we will describe the covariate profiles of the target populations, including all patients in the system and three individual patients. In the case of the individual patients, we envision a population of patients with the same covariate values as the individual patient. Second, we will find the practices with null-case covariates for each profile. Again, these are practices for which quality estimates can be provided only by extrapolation using data from other practices. Third, we will report quality estimates using SBW($\mathbb{R}^+_0$, $X$) and \{SBW($\mathbb{R}^+_0$, $X^c_{null}$), WR($X$)\}. Finally, we will devise rankings using \{SBW($\mathbb{R}^+_0$, $X^c_{null}$), WR($X$)\}.

Table 3 describes the four covariate profiles under study. The first profile is the average “patient” across all practices (the system). The next three profiles are examples of hypothetical patients that often require cancer care. In particular, Patient 1 represents a White man in his early 70s with stage 3 lung cancer and generally low socioeconomic status. Patient 2 corresponds to a White woman in her late 70s with stage 4 pancreatic cancer, high comorbidity, and higher socioeconomic status. Patient 3 is identical to Patient 2, except for race which is now Black. As we will see, just changing this covariate from Patient 2 to Patient 3 will have important implications for quality measurement.
For each of these profiles, we inspect the data to understand the extent to which data are available to assess the survival outcomes for each of the different practices. Figure ?? in the Online Supplementary Materials counts the number of practices with null-case covariates for each profile. Again, these are practices for which it is not possible to carry out the case-mix adjustments (and therefore, estimate the mean outcome) using data solely from the practice in question; that is, without leveraging the functional form of a model fitted on data from patients in other practices. For the system profile, across all 600 practices, there are 306 practices with no null-case covariates and 294 practices with at least one null-case covariate. Among these, 83 have three or more null-case covariates. The covariates that produce the largest number of null cases are race (Black and other), education (quartile 1), income (quartile 4), and cancer type (ovary and prostate). For patients 1, 2, and 3, the numbers of practices with null-case covariates are reduced substantially, but there are still sizable numbers of practices that did not treat a single patient with a certain covariate value of the target profiles. This is particularly true for Patient 3, because many practices did not treat any Black women with pancreatic cancer, a cancer that is relatively infrequently diagnosed.

When dealing with null-case covariates, SBW($\mathbb{R}_0^+, \mathbf{X}$) does not produce estimates for every practice because its case-mix optimization problem is infeasible. By contrast, $\{\text{SBW}(\mathbb{R}_0^+, \mathbf{X}_{\text{null}}), \text{WR}(\mathbf{X})\}$ borrows information from data across practices, specifically for the null-case covariates sex, race, cancer type, and cancer stage. While SBW($\mathbb{R}_0^+, \mathbf{X}$) is sample bounded (Robins et al. 2007) and allows for effect modification for all the covariates $\mathbf{X}$, $\{\text{SBW}(\mathbb{R}_0^+, \mathbf{X}_{\text{null}}), \text{WR}(\mathbf{X})\}$ admits effect modification for $\mathbf{X}_{\text{null}}$, which generally constitutes a smaller subset of covariates. Consequently, using SBW($\mathbb{R}_0^+, \mathbf{X}$) we can inspect covariate balance as follows.

Figure 1 shows covariate balance relative to the system profile before and after weighting using SBW($\mathbb{R}_0^+, \mathbf{X}$). The results are similar for other profiles. Before weighting, there are substantial differences in covariates means between practices and the profile (most notably
in race, education, and income) yet after weighting these differences are reduced, showing
the case-mix adjustments and comparability of the patient samples after weighting.

Figure 2 follows Keele et al. (2023) and shows the estimated survival rate after one year
using \( \text{SBW}(\mathbb{R}_0^+, \mathbf{X}) \) (left) and \( \{\text{SBW}(\mathbb{R}_0^+, \mathbf{X}_{\text{null}}), \text{WR}(\mathbf{X})\} \) (right) for the system profile.
Point estimates and confidence intervals are depicted in blue and light blue, respectively. In
both plots, practices are indexed by the order of their estimated 1-year survival rates using
\( \{\text{SBW}(\mathbb{R}_0^+, \mathbf{X}_{\text{null}}), \text{WR}(\mathbf{X})\} \), so in the right plot Practice 1 has the lowest survival rate and
Practice 600, the highest. In the left plot, we observe that \( \text{SBW}(\mathbb{R}_0^+, \mathbf{X}) \) often does not
produce point estimates, leaving blank spaces for the practices where forms of extrapolation
and information borrowing are needed for case-mix adjustment. Comparing the two plots,
we note that while both sets of estimates follow a roughly similar “S” shape in aggregate,
the individual practice point estimates can differ substantially.

To quantify uncertainty, the figure displays confidence intervals for the point estimates
\( \{\hat{\mu}_p(\mathbf{x}^*)\}_{p=1}^P \). Their contrast \( \hat{\mu}_{p'}(\mathbf{x}^*) - \hat{\mu}_{p''}(\mathbf{x}^*) \) estimates the conditional average treatment
effect \( \mathbb{E}[Y(p') - Y(p'') | \mathbf{X} = \mathbf{x}^*] \). Using weighted linear regression, \( \hat{\mu}_{p'}(\mathbf{x}^*) - \hat{\mu}_{p''}(\mathbf{x}^*) \) corre-
sponds to the difference between two indicators coefficients, \( \hat{\alpha}_{p'} - \hat{\alpha}_{p''} \), which can be tested
using a t-test for the null hypothesis \( \mu_{p'}(\mathbf{x}^*) = \mu_{p''}(\mathbf{x}^*) \). Additionally, if the null hypothesis
is \( \mu_1(\mathbf{x}^*) = ... = \mu_P(\mathbf{x}^*) \), we can conduct a Rao’s Score test (Rao 1948; specifically, an
F-test in this linear regression scenario) using the coefficients \( \hat{\alpha}_1, ..., \hat{\alpha}_P \) and robust estimates
of their variances and covariances. A major challenge arises when simultaneously testing
all contrasts and rankings due to multiple testing, which is an ongoing challenge and will
be explored in future research. This simulation study shows that the proposed approach
performs well in estimating rankings, which is an important milestone at this stage.

Figure ?? in the Online Supplementary Materials shows the changes in rankings for different
profiles. The left plot compares the rankings for the system profile and that of Patient 1.
There are substantial differences: 367 or 61.1% of the practices change their ranking by 10%
(60 ranking places) or more. The center plot makes a similar comparison between profiles 2 and 3, when only one covariate value (race) changes between profiles. 426 or 71% of the practices change their ranking by 10% (60 ranking places) or more. To better grasp this variation, the right plot shows the changes in relative positions after grouping the practices by quintiles. Table 4 counts the number of practices for each of these changes: 176 or 29.3% of the practices remain in the same quintile when the profile changes (diagonal of the matrix), 215 or 35.8% of the practices move up or down by one quintile, 209 or 34.8% move by two or more quintiles, and 42 or 7% of the practices move from the top to the bottom quintile or vice versa. This exemplifies that the profile — the “test” on which each practice is evaluated — matters. Among other reasons, this is important for quality measurement that is used for high-stakes purposes, such as public reporting or payment.

7 Discussion

Motivated by the challenge of assessing the quality of cancer care delivered by healthcare providers throughout the United States, we have presented a framework for institutional quality measurement that accounts for the heterogeneity of the patient populations these providers serve. Central to this framework is the concept of a target covariate profile, which can represent the specific patient populations of interest for quality measurement. Leveraging this profile, we have assessed the empirical performance of several estimators that combine weighting and regression modeling adjustments in a layered manner in order to reduce parametric extrapolation. We have implemented a form of adjustment that approximately balances the covariance matrices of the observed covariates. In particular, we have highlighted the practical utility of weighting methods that openly describe the target population and warn the investigator when case-mix adjustments and performance estimates are infeasible without extrapolation beyond the support of the data of a given practice.

Addressing settings with null-case covariates, our examination highlights that case-mix adjustment methods must rely on data from other practices to generate performance estimates.
due to the absence of relevant patient data in these instances. As we have discussed, if the investigator wishes to obtain estimates for practices with null-case covariates, there is no other option than to rely on a model fitted using data from other practices. As we have shown, it is important to be aware of these different types of adjustments, as they can meaningfully impact assessments and recommendations for both practices and patients. In this context, we have studied a constrained optimization approach to weighting, which, unlike existing unconstrained weighting approaches, provides an explicit diagnostic for extrapolation through a feasibility check.

We have underscored the empirical performance of two approaches for case-mix adjustments. The first approach uses balancing weights and conducts the adjustments by interpolation. Importantly, because it does not require using outcome information, it is part of the design stage of the study (Rubin 2007). The second approach combines balancing weights and regression modeling, allowing for extrapolation beyond the data support but in a more robust and constrained manner compared to traditional regression modeling approaches for quality measurement. While the first approach is limited by sparse data — producing estimates only when the case mix-adjustments are feasible by interpolation — it allows for effect modification for all covariates in the target covariate profile and produces a sample-bounded estimator (i.e., one that is restricted to lie inside the range of the observed data). The latter approach can extrapolate but is applicable to the entirety of health providers in the data.

Our methods assume the availability of common data across different practices. When data-sharing between practices is restricted, some of our methods can be adapted following Han et al. (2024) allowing each practice to share only their balancing weights and summary statistics (such as weighted variance-covariance matrices) to the investigators.

Starting from a covariate profile, the proposed methodology serves as a tool for assessing the quality of healthcare providers, enabling us to develop more personalized recommenda-
tions for specific patient groups. In a nutshell, with this methodology each patient has a covariate or risk profile, and asks: for a given outcome (e.g., survival after one year), what is the typical performance of providers for patients with a similar covariate profile to mine? The methodology first finds providers who have data treating patients like them. Then, for the relevant providers, it produces performance estimates. While some providers may not have sufficient data to offer personalized estimates without extrapolation, the methodology still can produce estimates for those providers with extrapolation upon the patient’s request.

Our work underscores the practical challenges inherent in evaluating all healthcare providers in a system with respect to a single covariate profile. We illustrate how performance estimates can vary depending on the profile used for assessment. Looking forward, this emphasizes that different healthcare providers should be evaluated more holistically with respect to diverse profiles — also recognizing that not all providers can be evaluated simultaneously with respect to the same profile because of violations to the positivity assumption.

Future work entails addressing structural violations of the positivity assumption, which occur when certain treatments are unattainable in particular practices due to medical guidelines or geographic constraints. One promising approach for addressing this issue is the use of incremental propensity score interventions (Kennedy 2019). Additionally, future research should consider covariate mismatches, as discussed in Han et al. (2023), allowing hospitals to incorporate practice-specific covariate information more effectively. This effort also includes integrating non-parametric balancing approaches for general covariate profiles $\mathbf{x}^*$ and statistical learning methods for the mean potential outcome function $\mu_p$, such as ensemble learners (Van der Laan et al. 2011), as in Hirshberg and Wager (2021). Finally, an essential consideration moving forward involves careful quantification of uncertainty through multiple testing adjustments, where ideas from statistical genetics may be helpful. Our analysis applies to other settings besides health care, including business and education, where instead
of practices, we have companies and schools. Furthermore, provided there are adequate
data, this framework can be applied at the individual level, evaluating the performance of professionals such as physicians, school teachers, and executive officers, rather than entire institutions.
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Figure 1: Covariate balance relative to the system profile before and after weighting. After weighting adjustments, imbalances, as measured by standardized mean differences, are close to zero.

Figure 2: Estimated survival rates after one year for the system profile using $\text{SBW}(\mathbb{R}_0^+, \mathbf{X})$ (left) and $\{\text{SBW}(\mathbb{R}_0^+, \mathbf{X}_{\text{null}}), \text{WR}(\mathbf{X}; \mathbf{w})\}$ (right).
Table 1: Absolute bias and RMSE based on 1,000 simulated data sets, averaged over 100 practices, for three target samples: all patients in the system, and patients from the practices near the center or at the boundary of the population. Two forms of covariates (\(X\) and \(\bar{X}\)) are considered: \(X\) exact fits when the outcome is linear and under fits when the outcome is non-linear; \(\bar{X}\) over fits when the outcome is linear and exact fits when the outcome is quadratic.

| Method                                      | Simulation setting | Linear | Lowly non-linear | Moderately non-linear | Highly non-linear |
|---------------------------------------------|--------------------|--------|------------------|-----------------------|-------------------|
| **Bias (parsimonious)**                     |                    |        |                  |                       |                   |
| \{., FE\(X\)\}                            | Exact              | 0.88   | 0.91             | 1.91                  | 0.88              | 0.91             | 1.91             | 0.89 | 0.91 | 1.91             |
| \{., SR\(X\)\}                            |                    | 0.00   | 0.00             | 0.01                  | 0.16              | 0.08             | 0.30             | 0.32 | 0.16 | 0.61             |
| \{., PR\(X\)\}                            |                    | 0.00   | 0.00             | 0.00                  | 0.16              | 0.08             | 0.30             | 0.31 | 0.16 | 0.60             |
| \{LW\(\bar{X}^{null}\), \cdot\}          |                    | 0.27   | 0.24             | 0.66                  | 0.33              | 0.22             | 0.71             | 0.39 | 0.21 | 0.79             |
| \{LW\(\bar{X}^{null}\), FE\(X\)\}       |                    | 0.24   | 0.21             | 0.65                  | 0.24              | 0.21             | 0.65             | 0.27 | 0.21 | 0.66             |
| \{LW\(\bar{X}^{null}\), WR\(X\)\}       |                    | 0.24   | 0.21             | 0.66                  | 0.25              | 0.21             | 0.66             | 0.27 | 0.21 | 0.66             |
| \{SBW\(\bar{X}^{null}, \cdot\), \cdot\}  |                    | 0.01   | 0.01             | 0.17                  | 0.12              | 0.04             | 0.18             | 0.24 | 0.09 | 0.24             |
| **RMSE (parsimonious)**                     |                    | 0.94   | 1.04             | 1.95                  | 0.96              | 1.07             | 1.96             | 1.01 | 1.16 | 1.98             |
| \{., FE\(X\)\}                            | Exact              | 0.94   | 1.04             | 1.95                  | 0.96              | 1.07             | 1.96             | 1.01 | 1.16 | 1.98             |
| \{., SR\(X\)\}                            |                    | 0.18   | 0.19             | 0.28                  | 0.35              | 0.38             | 0.62             | 0.63 | 0.68 | 1.14             |
| \{., PR\(X\)\}                            |                    | 0.14   | 0.14             | 0.19                  | 0.29              | 0.30             | 0.50             | 0.53 | 0.56 | 0.93             |
| \{LW\(\bar{X}^{null}\), \cdot\}          |                    | 0.49   | 0.52             | 1.03                  | 0.56              | 0.56             | 1.19             | 0.68 | 0.69 | 1.40             |
| \{LW\(\bar{X}^{null}\), FE\(X\)\}       |                    | 0.34   | 0.34             | 0.79                  | 0.41              | 0.43             | 0.88             | 0.55 | 0.61 | 1.07             |
| \{LW\(\bar{X}^{null}\), WR\(X\)\}       |                    | 0.34   | 0.34             | 0.80                  | 0.41              | 0.43             | 0.86             | 0.54 | 0.60 | 1.00             |
| \{SBW\(\bar{X}^{null}, \cdot\), \cdot\}  |                    | 0.14   | 0.14             | 0.36                  | 0.27              | 0.29             | 0.53             | 0.48 | 0.52 | 0.83             |
| **RMSE (comprehensive)**                   |                    | 0.94   | 1.04             | 1.95                  | 0.95              | 1.05             | 1.95             | 0.96 | 1.08 | 1.97             |
| \{., FE\(\bar{X}\)\}                      | Exact              | 0.94   | 1.04             | 1.95                  | 0.95              | 1.05             | 1.95             | 0.96 | 1.08 | 1.97             |
| \{., SR\(\bar{X}\)\}                      |                    | 0.26   | 0.25             | 0.43                  | 0.31              | 0.35             | 0.64             | 0.42 | 0.56 | 1.04             |
| \{., PR\(\bar{X}\)\}                      |                    | 0.19   | 0.17             | 0.30                  | 0.23              | 0.26             | 0.49             | 0.32 | 0.43 | 0.83             |
| \{LW\(\bar{X}^{null}\), \cdot\}          |                    | 0.55   | 0.60             | 1.06                  | 0.60              | 0.61             | 1.21             | 0.69 | 0.69 | 1.42             |
| \{LW\(\bar{X}^{null}\), FE\(\bar{X}\)\}  |                    | 0.37   | 0.37             | 0.79                  | 0.39              | 0.39             | 0.83             | 0.44 | 0.45 | 0.90             |
| \{LW\(\bar{X}^{null}\), WR\(\bar{X}\)\}  |                    | 0.37   | 0.36             | 0.79                  | 0.39              | 0.39             | 0.82             | 0.43 | 0.44 | 0.87             |
| \{SBW\(\bar{X}^{null}, \cdot\), \cdot\}  |                    | 0.24   | 0.23             | 0.71                  | 0.26              | 0.30             | 0.76             | 0.34 | 0.46 | 0.88             |
Table 2: Absolute bias and RMSE based on 1,000 simulated data sets, averaged over 200 practices, for three target samples: all patients in the system, and patients from the practices near the center or at the boundary of the population. Two forms of covariates (X and Ź) are considered: X exact fits when the outcome is linear and under fits when the outcome is non-linear; Ź over fits when the outcome is linear and exact fits when the outcome is quadratic.

| Method                           | Simulation setting | Linear | Lowly non-linear | Moderately non-linear | Highly non-linear |
|----------------------------------|--------------------|--------|------------------|-----------------------|-------------------|
|                                  |                    | System | Center | Edge | System | Center | Edge | System | Center | Edge | System | Center | Edge |
| RMSE (parsimonious)              |                    |        |        |      |        |        |      |        |        |      |        |        |      |
| {·, FE(X)}                      |                    | 1.00   | 1.12   | 2.00 | 1.02   | 1.15   | 2.02 | 1.09   | 1.27   | 2.07 | 1.35   | 1.64   | 2.28 |
| {·, SR(X)}                      |                    | 0.68   | 0.86   | 1.30 | 0.77   | 0.98   | 1.51 | 0.93   | 1.21   | 1.80 | 1.36   | 1.80   | 2.49 |
| {·, PR(X)}                      |                    | 0.45   | 0.54   | 0.96 | 0.55   | 0.68   | 1.09 | 0.75   | 0.95   | 1.36 | 1.23   | 1.62   | 2.08 |
| RMSE (comprehensive)            |                    |        |        |      |        |        |      |        |        |      |        |        |      |
| {·, FE(Ž)}                      |                    | 1.00   | 1.12   | 2.00 | 1.00   | 1.13   | 2.01 | 1.02   | 1.18   | 2.04 | 1.09   | 1.35   | 2.16 |
| {·, SR(Ž)}                      |                    | 0.85   | 1.05   | 1.42 | 0.91   | 1.14   | 1.61 | 1.04   | 1.31   | 1.88 | 1.42   | 1.80   | 2.52 |
| {·, PR(Ž)}                      |                    | 1.26   | 2.01   | 2.76 | 1.50   | 2.44   | 3.17 | 2.00   | 3.38   | 4.32 | 3.35   | 5.56   | 7.58 |
| RMSE (comprehensive)            |                    |        |        |      |        |        |      |        |        |      |        |        |      |
| {·, FE(Ž-null)}                 |                    | 0.44   | 0.54   | 1.09 | 0.47   | 0.61   | 1.14 | 0.54   | 0.78   | 1.26 | 0.78   | 1.25   | 1.65 |
| {·, SR(Ž-null)}                 |                    | 0.54   | 0.64   | 1.02 | 0.58   | 0.69   | 1.07 | 0.65   | 0.78   | 1.16 | 0.86   | 1.06   | 1.45 |
| {·, PR(Ž-null)}                 |                    | 0.54   | 0.64   | 1.02 | 0.58   | 0.69   | 1.07 | 0.65   | 0.78   | 1.16 | 0.86   | 1.06   | 1.45 |
| {SBW(X̄-null), WR(X̄)}          |                    | 0.03   | 0.07   | 0.47 | 0.14   | 0.08   | 0.47 | 0.27   | 0.14   | 0.49 | 0.54   | 0.26   | 0.58 |
| {SBW(X̄-null), WR(X̄)}          |                    | 0.47   | 0.61   | 1.14 | 0.54   | 0.78   | 1.26 | 0.78   | 1.25   | 1.65 | 0.78   | 1.25   | 1.65 |
Table 3: Covariate profiles for the system and three hypothetical patients.

|                                      | System | Patient 1 | Patient 2 | Patient 3 |
|--------------------------------------|--------|-----------|-----------|-----------|
| Age                                  | 76.10  | 70.77     | 78.34     | 78.34     |
| Sex (Male)                           | 0.34   | 1         | 0         | 0         |
| Sex (Female)                         | 0.66   | 0         | 1         | 1         |
| Race (White)                         | 0.82   | 1         | 1         | 0         |
| Race (Black)                         | 0.08   | 0         | 0         | 1         |
| Race (Other)                         | 0.10   | 0         | 0         | 0         |
| Marital status (Married)             | 0.52   | 0         | 1         | 1         |
| Marital status (Unmarried)           | 0.44   | 1         | 0         | 0         |
| Percentage of residents without a high school education | 13.09  | 27.75     | 13.57     | 13.57     |
| Census-tract median household income | 1.08   | 0.60      | 0.89      | 0.89      |
| Charlson Comorbidity Index (0)       | 0.34   | 0         | 0         | 0         |
| Charlson Comorbidity Index (1)       | 0.26   | 0         | 0         | 0         |
| Charlson Comorbidity Index (2)       | 0.16   | 0         | 0         | 0         |
| Charlson Comorbidity Index (≥3)      | 0.24   | 1         | 1         | 1         |
| Cancer type (Breast)                 | 0.35   | 0         | 0         | 0         |
| Cancer type (Colorectal)             | 0.17   | 0         | 0         | 0         |
| Cancer type (Lung)                   | 0.34   | 1         | 0         | 0         |
| Cancer type (Ovary)                  | 0.02   | 0         | 0         | 0         |
| Cancer type (Pancreas)               | 0.07   | 0         | 1         | 1         |
| Cancer type (Prostate)               | 0.05   | 0         | 0         | 0         |
| Cancer stage (1)                     | 0.27   | 0         | 1         | 1         |
| Cancer stage (2)                     | 0.22   | 0         | 0         | 0         |
| Cancer stage (3)                     | 0.20   | 1         | 0         | 0         |
| Cancer stage (4)                     | 0.27   | 0         | 1         | 1         |

Table 4: Changes in quintile rankings of practices for the profiles of patients 2 and 3.

| Patient 2 / 3 | [1,120] | (120,240] | (240,361] | (361,480] | (480,600] |
|---------------|---------|-----------|-----------|-----------|-----------|
| [1,120]       | 33      | 32        | 20        | 13        | 22        |
| (120,240]     | 23      | 36        | 29        | 15        | 17        |
| (240,361]     | 23      | 24        | 39        | 17        | 17        |
| (361,480]     | 21      | 18        | 19        | 33        | 29        |
| (480,600]     | 20      | 10        | 13        | 42        | 35        |
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### Table A1: Notation

| Symbol  | Definition                                                                 |
|---------|---------------------------------------------------------------------------|
| $i$     | Index of patient $i = 1, \ldots, n$                                       |
| $p$     | Practice assignment $p = 1, \ldots, P$                                    |
| $X_i$   | Observed covariates of patient $i$                                        |
| $X_{null}$ | Covariates in $X$ that are null for at least one practice               |
| $X_{c null}$ | Covariates that are not null for all practices, $X_{null} \cup X_{c null} = X$ |
| $\tilde{X}$ | Transformations of the observed covariates $X$                          |
| $U$     | Unobserved covariates                                                    |
| $\mathbf{1}_{p,i}$ | Practice assignment indicator of patient $i$, $p = 1, \ldots, P$       |
| $Y_i(p)$ | Potential outcome of patient $i$ under practice assignment $p$           |
| $Y_i$   | Observed outcome of patient $i$, $Y_i = \sum_{p=1}^{P} \mathbf{1}_{p,i}Y_i(p)$ |
| LW$(a,b)$ | Inverse probability weighting with logistic regression model, domain of weights $a$ (e.g., $a = \mathbb{R}^+$), and adjustment for the covariates in $b$ (e.g., $b = X_{c null}, X$) |
| SBW$(a,b)$ | Stable balancing weighting with constraints $a$ on the weights to require non-negative weights and interpolation adjustments ($a = \mathbb{R}^+_0$) or unrestricted weights and extrapolation adjustments ($a = \mathbb{R}$), and balance on the covariates in $b$ (e.g., $b = X_{c null}, X$) |
| FE$(b)$ | Fixed-effects regression with adjustment for the covariates in $b$ (e.g., $b = X$) plus practice indicators $1, \ldots, 1_P$ |
| SR$(b)$ | Practice-stratified regression with adjustment for the covariates in $b$ (e.g., $b = X$) |
| PR$(b)$ | Practice-pooled regression with adjustment for the covariates in $b$ (e.g., $b = X$) plus practice indicators $1, \ldots, 1_P$ plus interactions of $X_{c null}$ and practice indicators |
| WR$(b)$ | Weighted regression with adjustment for the covariates in $b$ (e.g., $b = X$) plus practice indicators $1, \ldots, 1_P$ |
## B Methods considered in the empirical evaluations

Table A2: Methods considered in the empirical evaluations, \{weighting,modeling\}

| \{\cdot, FE(\tilde{X})\} | ≜ Fixed-effects regression of the outcome on \(\tilde{X}\) and the practice indicators; we fit one single model for all the practices, to then predict the patient outcomes and average them within each of the practices |
| \{\cdot, SR(\tilde{X})\} | ≜ Stratified regression of the outcome on \(\tilde{X}\); we fit separate models for each practice, to then predict the patient outcomes and average them within each of the practices |
| \{\cdot, PR(\tilde{X})\} | ≜ Pooled regression of the outcome on \(\tilde{X}\); we fit one model for all practice at the same time, to then predict the patient outcomes and average them within each of the practices |
| \{LW(\mathbb{R}^+, \tilde{X}^c_{\text{null}}), \cdot\} | ≜ Inverse probability weighting Hájek estimator with the propensity scores estimated by logistic regression model on \(\tilde{X}^c_{\text{null}}\) |
| \{LW(\mathbb{R}^+, \tilde{X}^c_{\text{null}}), FE(\tilde{X})\} | ≜ Bias-corrected estimator with propensity score model on \(\tilde{X}^c_{\text{null}}\) and fixed-effects outcome model on \(\tilde{X}\) |
| \{LW(\mathbb{R}^+, \tilde{X}^c_{\text{null}}), WR(\tilde{X})\} | ≜ Weighted regression of the outcome on \(\tilde{X}\) and the practice indicators with the weights \(\text{LW}(\mathbb{R}^+, \tilde{X}^c_{\text{null}})\); we fit one single model for all the practices, to then predict the patient outcomes and average them within each of the practices |
| \{SBW(\mathbb{R}_0^+, \tilde{X}^c_{\text{null}}), WR(\tilde{X})\} | ≜ Weighted regression of the outcome on \(\tilde{X}\) and the practice indicators with the weights \(\text{SBW}(\mathbb{R}_0^+, \tilde{X}^c_{\text{null}})\); we fit one single model for all the practices, to then predict the patient outcomes and average them within each of the practices |
| \{SBW(\mathbb{R}_0^+, \tilde{X}), \cdot\} | ≜ SBW with non-negative weights and balance conditions for \(\tilde{X}\) |
C Methods for layered case-mix adjustments

C.1 Weighted linear regression

To accommodate covariates with null values in certain practices, we assume the following underlying structure for the outcomes,

$$E[Y|X,p] = \alpha^\top \tilde{X}_{null} + \alpha_p + \beta_p^\top \tilde{X}_{null}^c,$$

(A1)

where only non-null covariates $\tilde{X}_{null}^c$ can be effect modifiers. Thus, the estimand $\mu_p(x^*) = \alpha^{\top} \tilde{x}_{null}^* + \alpha_p + \beta^\top_p \tilde{x}_{null}^{c*}$; the contrast $\mu_{p'}(x^*) - \mu_{p''}(x^*) = \alpha_{p'} - \alpha_{p''} + (\beta_{p'} - \beta_{p''})^\top \tilde{x}_{null}^{c*}$.

To increase the robustness and stability of the estimator, we employ a two-step approach. First, we balance $\tilde{X}_{null}^c$ of each practice to its target $\tilde{x}_{null}^{c*}$. When considering the total population as the target, we set $\tilde{x}_{null}^{c*} = E_n[\tilde{X}_{null}^c]$, which corresponds to the sample mean. After obtaining the weights $w_p$ for $p = 1, ..., P$, we then fit a weighted linear regression of the outcome vector $Y$ on $n \times (L + P)$ design matrix $Z := (\tilde{X}_{null}, \tilde{X}_{null}^c, 1, ..., 1_P)$. This yields estimates for the corresponding coefficients $\hat{\alpha}$, $\hat{\beta}$, and $(\hat{\alpha}_1, ..., \hat{\alpha}_P)$. Consequently, we compute $\hat{\mu}_p(x^*) := \hat{\alpha}^{\top} \tilde{x}_{null}^* + \hat{\beta}^\top \tilde{x}_{null}^{c*} + \hat{\alpha}_p$. Therefore, the estimator of the contrast $\mu_{p'}(x^*) - \mu_{p''}(x^*)$ is $\hat{\alpha}_{p'} - \hat{\alpha}_{p''}$.

With this procedure, the implied weights will be $\omega_p^{\top} := (\tilde{x}_{null}^{c*\top}, \tilde{x}_{null}^{c*\top}, e_p^{\top})(Z^\top W Z)^{-1}(Z^\top W)$, where $e_p = (0, ..., 1, ..., 0)^\top$ is a length-$P$ vector with a 1 in the $p$-th element and 0’s elsewhere, $W$ is an $n \times n$ matrix of normalized weights $W := \sum_{q=1}^P \frac{n_q}{n} \text{diag}(w_q)$. We are going to show the robustness and stability properties of this estimator.
The weighted estimator can be written as

\[
\omega_p^T Y = \omega_p^T \tilde{X}_{null} \alpha + \omega_p^T \left[ \sum_{q=1}^{P} 1_q \alpha_q + \sum_{q=1}^{P} 1_q \tilde{X}_{null}^c \beta_q \right] + \omega_p^T \varepsilon
\]

\[
= \omega_p^T \tilde{X}_{null} \alpha + \omega_p^T \left[ \sum_{q=1}^{P} 1_q \alpha_q + \tilde{X}_{null}^c \beta \right] + \omega_p^T \left[ \sum_{q=1}^{P} 1_q \tilde{X}_{null}^c \beta_q - \tilde{X}_{null}^c \beta \right] + \omega_p^T \varepsilon
\]

\[
= \alpha^T \tilde{x}_{null}^* + \alpha_p + \beta^T \tilde{x}_{null}^c + \omega_p^T \left[ \sum_{q=1}^{P} 1_q \tilde{X}_{null}^c \beta_q - \sum_{q=1}^{P} 1_q \tilde{X}_{null}^c \beta \right] + \omega_p^T \varepsilon,
\]

where \(1_q := \text{diag}(1_q), \beta = \sum_{q=1}^{P} \frac{n_q}{n} \beta_q\). Therefore, the estimation error is \(\omega_p^T \left[ \sum_{q=1}^{P} 1_q \tilde{X}_{null}^c (\beta_q - \beta) \right] - (\beta_p - \beta)^T \tilde{x}_{null}^c + \omega_p^T \varepsilon\). To further decompose the error, \(\omega_p\) is decomposed into two components, balancing weights and leveraging weights,

\[
\omega_p^T = \left\{ (\tilde{x}_{null}^*, \tilde{x}_{null}^c, e_p^T) (Z^T WZ)^{-1} Z^T - \frac{n}{n_p} \mathbb{1}_p^T + \frac{n}{n_p} \mathbb{1}_p^T \right\} W,
\]

\[
= \left\{ Z (Z^T WZ)^{-1} (\tilde{x}_{null}^*, \tilde{x}_{null}^c, e_p^T)^T - \frac{n}{n_p} \mathbb{1}_p^T \right\} W + \frac{n}{n_p} \mathbb{1}_p^T W.
\]

Since the balancing weights \(\frac{n}{n_p} \mathbb{1}_p^T W\) lets \((\frac{n}{n_p} \mathbb{1}_p^T W)^T [\sum_{q=1}^{P} 1_q \tilde{X}_{null}^c (\beta_q - \beta)] - (\beta_p - \beta)^T \tilde{x}_{null}^c = 0\), it remains to show the leveraging weights \(\{ Z (Z^T WZ)^{-1} (\tilde{x}_{null}^*, \tilde{x}_{null}^c, e_p^T)^T - \frac{n}{n_p} \mathbb{1}_p \}^T W\) can maintain balance at some extent. We let

\[
\begin{bmatrix}
(M_{11})_{L \times L} & (M_{12})_{L \times P} \\
(M_{21})_{P \times L} & (M_{22})_{P \times P}
\end{bmatrix}
\]

denote \(Z^T WZ\).

\[
Z (Z^T WZ)^{-1} (\tilde{x}_{null}^*, \tilde{x}_{null}^c, e_p^T)^T = [\tilde{X}_{null}, \tilde{X}_{null}^c, 1_1, ..., 1_P]
\begin{bmatrix}
M_{11} & M_{12} \\
M_{21} & M_{22}
\end{bmatrix}^{-1}
\begin{bmatrix}
(\tilde{x}_{null}^*, \tilde{x}_{null}^c, e_p^T)^T
\end{bmatrix}
\]
\[ x_{\text{null}} \cdot \bar{x}^c_{\text{null}} \cdot 1_{1}, \ldots, 1_{p} \cdot \begin{bmatrix} (M_{11} - M_{12}M_{22}^{-1}M_{21})^{-1} & 0 \\ 0 & (M_{22} - M_{21}M_{11}^{-1}M_{12})^{-1} \end{bmatrix} \cdot \begin{bmatrix} I_{p} \\ -M_{12}M_{22}^{-1} \\ -M_{21}M_{11}^{-1} \\ I_{p} \end{bmatrix} \begin{bmatrix} \bar{x}^*_{\text{null}} \\ \bar{x}^*_{\text{null}} \\ \bar{x}^*_{\text{null}} \\ e_p \end{bmatrix} \]

\[ = [\bar{x}^c_{\text{null}}(M_{11} - M_{12}M_{22}^{-1}M_{21})^{-1} [I_{1}, \ldots, 1_{p}](M_{22} - M_{21}M_{11}^{-1}M_{12})^{-1}] \]

\[ = [\bar{x}^c_{\text{null}}(M_{11} - M_{12}M_{22}^{-1}M_{21})^{-1} \left( \begin{bmatrix} \bar{x}^*_{\text{null}} \\ \bar{x}^*_{\text{null}} \end{bmatrix} - M_{12} \frac{n}{n_p} e_p \right) +

[I_{1}, \ldots, 1_{p}](M_{22} - M_{21}M_{11}^{-1}M_{12})^{-1} \left( -M_{21}M_{11}^{-1} \begin{bmatrix} \bar{x}^*_{\text{null}} \\ \bar{x}^*_{\text{null}} \end{bmatrix} \right) +

[I_{1}, \ldots, 1_{p}] \{(M_{22} - M_{21}M_{11}^{-1}M_{12})^{-1} - M_{22}^{-1} \} e_p + [I_{1}, \ldots, 1_{p}] \frac{n}{n_p} e_p \]

\[ = [\bar{x}^c_{\text{null}}(M_{11} - M_{12}M_{22}^{-1}M_{21})^{-1} \left( \begin{bmatrix} \bar{x}^*_{\text{null}} \\ \bar{x}^*_{\text{null}} \end{bmatrix} - \frac{E_{\nu_{\alpha}}}{\nu_{\alpha}} \frac{1}{r_p} w(\bar{X}_{\text{null}}) \right) +

[I_{1}, \ldots, 1_{p}](M_{22} - M_{21}M_{11}^{-1}M_{12})^{-1} \left( -M_{21}M_{11}^{-1} \begin{bmatrix} \bar{x}^*_{\text{null}} \\ \bar{x}^*_{\text{null}} \end{bmatrix} \right) +

[I_{1}, \ldots, 1_{p}] \{(M_{22} - M_{21}M_{11}^{-1}M_{12})^{-1} - M_{22}^{-1} \} e_p + \frac{n}{n_p} 1_{p} \]
\[
\begin{align*}
\mathbf{\Delta_1} &= [\mathbf{I}_1, \ldots, \mathbf{I}_P] \mathbf{M}_{22}^{-1} \mathbf{M}_{21} \mathbf{M}_{11}^{-1} \begin{bmatrix} \tilde{\mathbf{x}}^*_{\mathbf{null}} \\ \tilde{\mathbf{x}}^*_{\mathbf{c}} \\ \tilde{\mathbf{x}}^*_{\mathbf{null}} \end{bmatrix} + [\mathbf{I}_1, \ldots, \mathbf{I}_P] \{(\mathbf{M}_{22} - \mathbf{M}_{21} \mathbf{M}_{11}^{-1} \mathbf{M}_{12})^{-1} - \mathbf{M}_{22}^{-1}\} \mathbf{e}_p - \\
\mathbf{\Delta_2} &= [\mathbf{I}_1, \ldots, \mathbf{I}_P] \{(\mathbf{M}_{22} - \mathbf{M}_{21} \mathbf{M}_{11}^{-1} \mathbf{M}_{12})^{-1} - \mathbf{M}_{22}^{-1}\} \mathbf{M}_{11}^{-1} \begin{bmatrix} \tilde{\mathbf{x}}^*_{\mathbf{null}} \\ \tilde{\mathbf{x}}^*_{\mathbf{c}} \\ \tilde{\mathbf{x}}^*_{\mathbf{null}} \end{bmatrix} + \\
\mathbf{\Delta_3} &= [\mathbf{I}_1, \ldots, \mathbf{I}_P] \{(\mathbf{M}_{22} - \mathbf{M}_{21} \mathbf{M}_{11}^{-1} \mathbf{M}_{12})^{-1} - \mathbf{M}_{22}^{-1}\} \begin{bmatrix} \mathbf{e}_p - \mathbf{M}_{21} \mathbf{M}_{11}^{-1} \end{bmatrix} \begin{bmatrix} \tilde{\mathbf{x}}^*_{\mathbf{null}} \\ \tilde{\mathbf{x}}^*_{\mathbf{c}} \\ \tilde{\mathbf{x}}^*_{\mathbf{null}} \end{bmatrix} + \frac{n}{n_p} \mathbf{1}_p.
\end{align*}
\]
Hence, the first component of the estimation error is

$$
\Delta_1^\top W \left[ \sum_{q=1}^P 1_q \tilde{X}^c_{\text{null}}(\beta_q - \beta) \right]
$$

$$
= \begin{bmatrix}
\tilde{x}_{\text{null}}^* - \text{E}_{w_p}[\tilde{X}_{\text{null}}]\\
0
\end{bmatrix}^\top (M_{11} - M_{12}M_{22}^{-1}M_{21})^{-1}
\begin{bmatrix}
\tilde{X}_{\text{null}}^\top W[\sum_{q=1}^P 1_q \tilde{X}^c_{\text{null}}(\beta_q - \beta)]\\
\tilde{X}^c_{\text{null}}^\top W[\sum_{q=1}^P 1_q \tilde{X}^c_{\text{null}}(\beta_q - \beta)]
\end{bmatrix}
$$

$$
= \text{tr} \left( \begin{bmatrix}
\sum_{q=1}^P \tilde{X}^\top_{\text{null}} W_1 q \tilde{X}^c_{\text{null}}(\beta_q - \beta)\\
\sum_{q=1}^P \tilde{X}^c_{\text{null}}^\top W_1 q \tilde{X}^c_{\text{null}}(\beta_q - \beta)
\end{bmatrix} \begin{bmatrix}
\tilde{x}_{\text{null}}^* - \text{E}_{w_p}[\tilde{X}_{\text{null}}]\\
0
\end{bmatrix}^\top (M_{11} - M_{12}M_{22}^{-1}M_{21})^{-1} \right)
$$

Under the following conditions, the first component converges to 0. If $w_{p,i}$ converges to the true inverse propensity scores $\frac{\text{Pr}(1_*,i=1|X_i)}{\text{Pr}(1_*,i=1|X_i)}$, where $1_*$ is the indicator for the target population, then $\tilde{X}_{\text{null}}$ is already balanced, $\text{E}_{w_p}[\tilde{X}_{\text{null}}] - \tilde{x}_{\text{null}}^* = o_p(1)$. If $w_p$ balances the means and the covariance of $\tilde{X}_{\text{null}}^c$, then $\sum_{q=1}^P \tilde{X}^c_{\text{null}}^\top W_1 q \tilde{X}^c_{\text{null}}(\beta_q - \beta) = o_p(1)$. If $w_p$ balances the cross product of $\tilde{X}_{\text{null}}$ and $\tilde{X}_{\text{null}}^c$ or the coefficient $\{\beta_q\}_{q=1}^P$ is independent of imbalance, then $\sum_{q=1}^P \tilde{X}^\top_{\text{null}} W_1 q \tilde{X}^c_{\text{null}}(\beta_q - \beta) = \text{cor}(\{\beta_q - \beta\}_{q=1}^P, \{\text{E}_{w_q}[[\tilde{X}^\top_{\text{null}} \tilde{X}^c_{\text{null}}]]\}_{q=1}^P) = o_p(1)$.

The second component of the estimation error is uniform for all $p = 1, ..., P$ and thus does not change the ranking. If $w_p$, $p = 1, ..., P$, further balances $\tilde{X}_{\text{null}}$ to the same value or
converges to the true inverse propensity scores, then the second component is $o_P(1)$.

$$\Delta_2^\top W\left[\sum_{q=1}^{P} 1_q \tilde{X}_\text{null}^c (\beta_q - \beta)\right]$$

$$= \begin{bmatrix} \tilde{x}_{\text{null}}^* \\ \tilde{x}_{\text{null}}^{*c} \end{bmatrix}^\top M_{11}^{-1} \begin{bmatrix} E_{w_1} [\tilde{X}_\text{null}] & \cdots & E_{w_P} [\tilde{X}_\text{null}] \\ \tilde{x}_{\text{null}}^{*c} & \cdots & \tilde{x}_{\text{null}}^{*c} \end{bmatrix} \begin{bmatrix} E_{\tilde{I}_1} W [\tilde{X}_\text{null}]^\top (\beta_1 - \beta) \\ \vdots \\ E_{\tilde{I}_P} W [\tilde{X}_\text{null}]^\top (\beta_P - \beta) \end{bmatrix}.$$

The third component is

$$\Delta_3^\top W\left[\sum_{q=1}^{P} 1_q \tilde{X}_\text{null}^c (\beta_q - \beta)\right]$$

$$= \begin{bmatrix} e_p - M_{21} M_{11}^{-1} \tilde{x}_{\text{null}}^* \\ \tilde{x}_{\text{null}}^{*c} \end{bmatrix}^\top \left\{ \left( M_{22} - M_{21} M_{11}^{-1} M_{12} \right)^{-1} - M_{22}^{-1} \right\} \begin{bmatrix} E_{\tilde{I}_1} W [\tilde{X}_\text{null}]^\top (\beta_1 - \beta) \\ \vdots \\ E_{\tilde{I}_P} W [\tilde{X}_\text{null}]^\top (\beta_P - \beta) \end{bmatrix}.$$

$$= \begin{bmatrix} e_p - M_{21} M_{11}^{-1} \tilde{x}_{\text{null}}^* \\ \tilde{x}_{\text{null}}^{*c} \end{bmatrix}^\top \left\{ \left( I_P - \text{diag} \left( \frac{n_1}{n}, \ldots, \frac{n_P}{n} \right) \right)^{-1} - I_P \right\} \begin{bmatrix} \tilde{x}_{\text{null}}^{*c \top} (\beta_1 - \beta) \\ \vdots \\ \tilde{x}_{\text{null}}^{*c \top} (\beta_P - \beta) \end{bmatrix},$$

which is $o_p(1)$ as each $n_p/n$ approaches 0.

Conditioning on knowing the weights, the variance of the estimator is

$$E \| \omega^\top_p \epsilon \|^2_2 = \sigma^2 \left( \tilde{x}_{\text{null}}^{* \top} \tilde{x}_{\text{null}}^{*c \top}, e_p^\top \right) (Z^\top W Z)^{-1} Z^\top W^2 Z (Z^\top W Z)^{-1} \left( \tilde{x}_{\text{null}}^{* \top} \tilde{x}_{\text{null}}^{*c \top}, e_p^\top \right)^\top.$$
The variance of $\hat{\mu}_p(x^*)$ is $E\|\omega_p^\top \varepsilon\|^2_2$. The variance of the contrast $\hat{\mu}_{p'}(x^*) - \hat{\mu}_{p''}(x^*)$ derived from the weighted linear regression is $\sigma^2(e_{p'} - e_{p''})^\top (Z^\top WZ)^{-1}Z^\top W^2(Z^\top WZ)^{-1}(e_{p'} - e_{p''})$.

The null hypothesis $H_0 : \hat{\mu}_{(1)}(x^*) = \hat{\mu}_{(2)}(x^*) = \ldots = \hat{\mu}_{(P)}(x^*)$ is equivalent to the null hypothesis for the intercepts $H_0 : \hat{\alpha}_{(1)} = \hat{\alpha}_{(2)} = \ldots = \hat{\alpha}_{(P)}$, for which one can use the Rao’s Score test (?; specifically, the F-test in this linear regression setting). Hypothesis testing for rankings will be one of our future works.

We minimize the variance of each $w_p$ to increase stability. To solve for $w_p$ during implementation, we utilize the stable balancing weighting (SBW; ?) approach.

### C.2 Fixed-effects regression

In fixed-effects regression, the estimator fixes the coefficients of $\tilde{X}_{null}$ and $\tilde{X}_{null}^c$, letting the intercepts vary across practices. Ignorance of effect modifier $\tilde{X}_{null}^c$ results in bias.

$$\omega_p^{\text{FET}} Y := [(\tilde{x}_{null}^x, \tilde{x}_{null}^c, e_p^\top) (Z^\top Z)^{-1} Z^\top] Y.$$

### C.3 Practice-stratified regression

As stated before, when fitting a stratified model for each practice, one runs into singularity issues. To make fair comparisons among practices, we use the same set of variables for all the practices.

### C.4 Practice-pooled regression

Another way of covariate adjustments is to put the interaction terms in a pooled regression model. The variance of the following estimator can be considerable when the dimension of $X_{null}^c$ is large.

$$\omega_p^{\text{PR}} Y := (\tilde{x}_{null}^x, e_p^\top, 0, \ldots, \tilde{x}_{null}^c, e_p^\top, 0) (Z_0^\top Z_0)^{-1} Z_0^\top Y,$$

where the design matrix $Z_0 := (\tilde{X}_{null}, \mathbb{1}^1, \ldots, 1_P, 1_P \tilde{X}_{null}^c, \ldots, 1_P \tilde{X}_{null}^c)$. 
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C.5 Bias-corrected estimator

We consider the following bias-corrected (BC) doubly robust estimator where the outcome model is the same as the fixed-effects model. Since the outcome model misspecifies the heterogeneous effects, the unbiasedness relies on the correct estimation of the practice assignment probabilities. Let \( w_p \) denote the estimated inverse propensity score weights. When \( P \) is large and the covariate overlap is poor, the BC estimator is unstable.

\[
\omega_{BC}^T Y := w_p^T (Y - Z(Z^T Z)^{-1}Z^T Y) + (\tilde{x}^c_{null}, \tilde{x}^c_{null}, e_p^T)(Z^T Z)^{-1}Z^T Y
\]

\[
= \left[ w_p^T - w_p^T Z(Z^T Z)^{-1}Z^T + (\tilde{x}^c_{null}, \tilde{x}^c_{null}, e_p^T)(Z^T Z)^{-1}Z^T \right] \left[ Z(\alpha^T, \beta^T, \alpha_1, ..., \alpha_P)^T + \sum_{q=1}^P \tilde{1}_q \tilde{X}^c_{null}(\beta_q - \beta) \right] + \omega_p^T \varepsilon
\]

\[
= 0 + \omega_p^T \left[ \sum_{q=1}^P 1_q \tilde{X}^c_{null}(\beta_q - \beta) \right] + \tilde{x}^c_{null} \alpha + \alpha_p + \tilde{x}^c_{null} \beta + \omega_p^T \varepsilon
\]

Therefore, the estimation error is

\[
\{ w_p^T + \left[ - w_p^T Z + (\tilde{x}^c_{null}, \tilde{x}^c_{null}, e_p^T)(Z^T Z)^{-1}Z^T \right] \left[ \sum_{q=1}^P 1_q \tilde{X}^c_{null}(\beta_q - \beta) \right] - \tilde{x}^c_{null} (\beta_p - \beta) + \omega_p^T \varepsilon
\]

\[
= \left[ - w_p^T Z + (\tilde{x}^c_{null}, \tilde{x}^c_{null}, e_p^T) \right] (Z^T Z)^{-1}Z^T \left[ \sum_{q=1}^P 1_q \tilde{X}^c_{null}(\beta_q - \beta) \right] + w_p^T \left[ \sum_{q=1}^P 1_q \tilde{X}^c_{null}(\beta_q - \beta) \right] - \tilde{x}^c_{null} (\beta_p - \beta) + \omega_p^T \varepsilon
\]

If \( w_{p,i} \) converges to the true inverse propensity scores \( \Pr(1_{X_i} = 1|X_i) \), then the error converges to 0.

C.6 Other balancing estimators

An alternative approach to our proposed one is replacing the balancing weights with the inverse propensity scores. The procedure, adapted to the null-case covariates, is a compromise
version of the doubly robust estimation in (?). It is less efficient than the direct balancing weights when linear models for the outcomes are good enough. In the simulation, we will show it performs slightly better when the outcomes are highly non-linear.

D Accuracy of estimated rankings
Table A3: Absolute difference between the true and estimated rankings across 100 practices and 1000 simulated data sets for three target samples: all patients in the system, and patients from the practices near the center or at the boundary of the population. The mean value is averaged across 100 practices and 1000 simulated data sets. The maximum value is computed for each data set and then averaged all over.

| Method (parsimonious) | Simulation setting | Linear | Non-linear: low | Non-linear: medium | Non-linear: high |
|-----------------------|--------------------|--------|-----------------|-------------------|-----------------|
|                       |                    | Target | System Center Edge | System Center Edge | System Center Edge |
| Mean (parsimonious)   | Exact              | 7.23   | 7.00 15.81      | 7.22 7.10 15.93   | 7.38 7.44 16.07 |
| {-, FE(X)}            |                    | 1.26   | 1.39 2.06       | 2.39 2.43 4.21    | 4.21 4.10 7.74  |
| {-, SR(X)}            |                    |        |                 |                   |                 |
| {-, PR(X)}            | 0.93 0.94 1.36     | 1.84 1.76 3.02 |                   | 3.33 3.06 5.83  | 6.56 5.68 12.74 |
| LW(\(\hat{X}_c\))    |                    | 2.68   | 2.53 6.57       | 3.03 2.95 6.97    | 3.80 3.84 7.76  | 5.81 5.91 10.21 |
| LW(\(\hat{X}_c\)), FE(X) |                | 2.68   | 2.52 6.60       | 3.02 2.94 6.85    | 3.77 3.80 7.39  | 5.74 5.83 9.14  |
| SBW(\(\hat{X}_c\)), WR(X) |                | 0.96   | 0.99 2.63       | 1.76 1.75 3.61    | 3.06 3.00 5.40  | 5.77 5.56 9.29  |
|                       | Over               | 7.20   | 6.97 15.76      | 7.23 7.04 15.99   | 7.30 7.26 16.24 |
|                       |                    | 1.76   | 1.82 2.99       | 2.09 2.50 4.22    | 2.82 3.78 6.41  | 4.59 6.53 10.98 |
|                       |                    |        |                 |                   |                 |
|                       | Exact              | 4.01   | 4.27 7.94       | 4.21 4.24 8.57    | 4.66 4.62 9.46  | 6.01 6.04 11.79 |
|                       |                    | 2.81   | 2.67 6.42       | 2.95 2.82 6.61    | 3.23 3.13 6.93  | 4.07 4.06 7.88  |
|                       |                    | 1.62   | 1.61 5.49       | 1.85 2.13 5.82    | 2.37 3.14 6.57  | 3.72 5.39 8.78  |
| Maximum (parsimonious)| Exact              | 20.77  | 17.95 36.03     | 20.45 18.55 35.84 | 22.10 19.98 37.91 | 27.23 24.92 44.54 |
|                       |                    | 5.81   | 5.68 10.21      | 12.29 10.54 22.31 | 21.88 18.06 41.72 | 41.79 31.68 81.35 |
|                       |                    | 4.12   | 3.94 6.47       | 9.22 7.56 16.09   | 16.99 13.32 31.36 | 33.35 24.27 69.11 |
|                       |                    | 16.49  | 13.94 33.12     | 18.38 14.50 36.67 | 21.48 17.49 41.37 | 28.65 26.07 52.86 |
|                       |                    | 10.66  | 8.58 22.21      | 12.99 10.40 25.86 | 16.85 14.80 31.13 | 25.04 24.47 42.47 |
|                       |                    | 10.62  | 8.57 22.17      | 12.84 10.24 24.60 | 16.60 14.38 28.67 | 24.67 23.75 37.60 |
|                       |                    | 4.45   | 4.14 16.61      | 8.53 7.39 21.20   | 14.74 12.71 28.58 | 26.00 22.86 43.65 |
| Maximum (parsimonious)| Over               | 20.42  | 18.03 35.30     | 20.40 18.24 35.79 | 21.13 18.93 37.68 | 23.68 21.98 43.44 |
|                       |                    | 10.79  | 8.37 17.97      | 12.83 11.55 24.59 | 17.08 17.66 37.03 | 27.33 29.54 61.07 |
|                       |                    | 10.79  | 8.37 17.97      | 12.83 11.55 24.59 | 17.08 17.66 37.03 | 27.33 29.54 61.07 |
|                       |                    |        |                 |                   |                 |
|                       | Exact              | 20.42  | 18.03 35.30     | 20.40 18.24 35.79 | 21.13 18.93 37.68 | 23.68 21.98 43.44 |
|                       |                    | 10.79  | 8.37 17.97      | 12.83 11.55 24.59 | 17.08 17.66 37.03 | 27.33 29.54 61.07 |
|                       |                    |        |                 |                   |                 |
|                       |                    | 10.79  | 8.37 17.97      | 12.83 11.55 24.59 | 17.08 17.66 37.03 | 27.33 29.54 61.07 |
|                       |                    |        |                 |                   |                 |
|                       |                    |        |                 |                   |                 |
Table A4: Absolute difference between the true and estimated rankings across 200 practices and 1000 simulated data sets for three target samples: all patients in the system, and patients from the practices near the center or at the boundary of the population. The mean value is averaged across 200 practices and 1000 simulated data sets. The maximum value is computed for each data set and then averaged all over.

| Method (parsimonious) | Linear | Non-linear: low | Non-linear: medium | Non-linear: high |
|-----------------------|--------|-----------------|--------------------|-----------------|
|                       | Target | Target          | Target             | Target          |
| Mean (parsimonious)   | Exact  | Center          | Edge               | Center          |
| {·, FE($\tilde{\text{X}}$)} | 8.19   | 9.01            | 17.93              | 8.23            | 9.00            | 17.90              |
| {·, SR($\tilde{\text{X}}$)} |        | 8.23            | 9.00              | 17.90           | 8.54            | 9.23            | 17.89              |
| {·, PR($\tilde{\text{X}}$)} | 1.56   | 1.73            | 2.32               | 2.86            | 3.22            | 4.54               |
| (LW($\tilde{\text{X}}^\text{null}_{\text{c}}$),·) | 5.02   | 6.08            | 9.83               | 5.48            | 6.60            | 10.66              |
| (LW($\tilde{\text{X}}^\text{null}_{\text{c}}$), FE($\tilde{\text{X}}$)) | 3.53   | 4.14            | 8.01               | 4.09            | 4.77            | 8.56               |
| (LW($\tilde{\text{X}}^\text{null}_{\text{c}}$), WR($\text{X}$)) | 3.54   | 4.14            | 8.05               | 4.08            | 4.69            | 8.42               |
| (SBW($\text{X}^\text{null}_{\text{c}}$), WR($\text{X}$)) | 1.80   | 2.25            | 5.44               | 2.95            | 3.45            | 6.28               |

| Mean (comprehensive) | Over | Exact           |
|----------------------|------|-----------------|
| {·, FE($\tilde{\text{X}}$)} | 8.18 | 8.97            |
| {·, SR($\tilde{\text{X}}$)} | 3.46 | 3.28            |
| {·, PR($\tilde{\text{X}}$)} | 6.21 | 7.45            |
| (LW($\tilde{\text{X}}^\text{null}_{\text{c}}$),·) | 4.13 | 4.83            |
| (LW($\tilde{\text{X}}^\text{null}_{\text{c}}$), FE($\tilde{\text{X}}$)) | 4.11 | 4.80            |
| (LW($\tilde{\text{X}}^\text{null}_{\text{c}}$), WR($\text{X}$)) | 3.33 | 4.21            |
| (SBW($\text{X}^\text{null}_{\text{c}}$), WR($\text{X}$)) | 3.33 | 4.21            |

| Maximum (parsimonious) | Exact | Under           |
|------------------------|-------|-----------------|
| {·, FE($\tilde{\text{X}}$)} | 7.92  | 8.87            |
| {·, SR($\tilde{\text{X}}$)} | 26.68 | 32.58           |
| {·, PR($\tilde{\text{X}}$)} | 26.16 | 19.24           |
| (LW($\tilde{\text{X}}^\text{null}_{\text{c}}$),·) | 16.28 | 19.15           |
| (LW($\tilde{\text{X}}^\text{null}_{\text{c}}$), FE($\tilde{\text{X}}$)) | 16.28 | 19.15           |
| (LW($\tilde{\text{X}}^\text{null}_{\text{c}}$), WR($\text{X}$)) | 11.16 | 13.81           |
| (SBW($\text{X}^\text{null}_{\text{c}}$), WR($\text{X}$)) | 24.30 | 26.20           |

| Maximum (comprehensive) | Over | Exact           |
|------------------------|------|-----------------|
| {·, FE($\tilde{\text{X}}$)} | 24.30 | 26.20           |
| {·, SR($\tilde{\text{X}}$)} | 53.70 | 38.97           |
| {·, PR($\tilde{\text{X}}$)} | 35.75 | 41.75           |
| (LW($\tilde{\text{X}}^\text{null}_{\text{c}}$),·) | 20.80 | 24.26           |
| (LW($\tilde{\text{X}}^\text{null}_{\text{c}}$), FE($\tilde{\text{X}}$)) | 20.31 | 23.64           |
| (LW($\tilde{\text{X}}^\text{null}_{\text{c}}$), WR($\text{X}$)) | 18.92 | 18.33           |
| (SBW($\text{X}^\text{null}_{\text{c}}$), WR($\text{X}$)) | 19.92 | 20.83           |
### Distribution of null-case covariates

Table A5: Number of practices with at least one null-case covariate

| Covariate                                           | Profile | Violations |
|-----------------------------------------------------|---------|------------|
| Age                                                 | 0.278   | 0          |
| Age (65-74)                                         | 0.459   | 0          |
| Age (75-84)                                         | 0.421   | 0          |
| Age (≥85)                                           | 0.120   | 2          |
| Sex (Male)                                          | 0.339   | 6          |
| Sex (Female)                                        | 0.661   | 3          |
| Race (White)                                        | 0.822   | 1          |
| Race (Black)                                        | 0.075   | 108        |
| Race (Other)                                        | 0.102   | 69         |
| Marital status (Married)                            | 0.516   | 0          |
| Marital status (Unmarried)                          | 0.438   | 0          |
| Census-level prop. of residents without a high school ed. | 0.164   | 0          |
| Census-level prop. of residents without a high school ed. (Quartile 1) | 0.256   | 71         |
| Census-level prop. of residents without a high school ed. (Quartile 2) | 0.257   | 20         |
| Census-level prop. of residents without a high school ed. (Quartile 3) | 0.251   | 4          |
| Census-level prop. of residents without a high school ed. (Quartile 4) | 0.237   | 17         |
| Census-tract median household income                 | 0.230   | 0          |
| Census-tract median household income (Quartile 1)    | 0.247   | 7          |
| Census-tract median household income (Quartile 2)    | 0.250   | 0          |
| Census-tract median household income (Quartile 3)    | 0.251   | 3          |
| Census-tract median household income (Quartile 4)    | 0.252   | 60         |
| Charlson Comorbidity Index (0)                      | 0.345   | 0          |
| Charlson Comorbidity Index (1)                      | 0.259   | 0          |
| Charlson Comorbidity Index (2)                      | 0.159   | 0          |
| Charlson Comorbidity Index (≥3)                     | 0.237   | 0          |
| Cancer type (Breast)                                | 0.347   | 4          |
| Cancer type (Colorectal)                            | 0.171   | 10         |
| Cancer type (Lung)                                  | 0.337   | 7          |
| Cancer type (Ovary)                                 | 0.023   | 141        |
| Cancer type (Pancreas)                              | 0.075   | 28         |
| Cancer type (Prostate)                              | 0.048   | 55         |
| Cancer stage (1)                                    | 0.269   | 3          |
| Cancer stage (2)                                    | 0.217   | 0          |
| Cancer stage (3)                                    | 0.196   | 3          |
| Cancer stage (4)                                    | 0.274   | 2          |
F  Number of practices with at least one null-case covariate

Figure A1: Number of practices with at least one null-case covariate

Figure A2: Changes in practice rankings for different covariate profiles. The right plot groups the ranking by quintiles.