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Abstract
Transforming $\omega$-automata into parity automata is traditionally done using appearance records. We present an efficient variant of this idea, tailored to Rabin automata, and several optimizations applicable to all appearance records. We compare the methods experimentally and show that our method produces significantly smaller automata than previous approaches.

1 Introduction

Constructing correct-by-design systems from specifications given in linear temporal logic (LTL) [34] is a classical problem [35], called LTL (reactive) synthesis. The automata-theoretic solution to this problem is to translate the LTL formula to a deterministic automaton and solve the corresponding game on the automaton. Although different kinds of automata can be used, a reasonable choice would be deterministic parity automata (DPA) due to the practical efficiency of parity game solvers [12, 28] and the fact that these games allow for optimal memoryless strategies. The bottleneck is thus to create a reasonably small DPA. The classical way to transform LTL formulae into DPA is to first create a non-deterministic Büchi
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automaton (NBA) and then determinize it [15]. Since determination procedures [32,40] based on Safra’s construction [38] are practically inefficient, many alternative approaches to LTL synthesis arose, trying to avoid determinization and/or focusing on fragments of LTL, e.g. [1,22,33]. However, new results on translating LTL directly and efficiently into deterministic automata [9,10,17] open new possibilities for the automata-theoretic approach. Indeed, tools such as Rabinizer [16,20] or LTL3DRA [2] can produce practically small deterministic Rabin automata (DRA). Consequently, the task is to efficiently transform DRA into DPA, which is the aim of this paper.

Transformations of deterministic automata into DPA are mostly based on appearance records [13]. For instance, for deterministic Muller automata (DMA), one wants to track which states appear infinitely often and which do not. In order to do that, the state appearance record keeps a permutation of the states, ordered according to their most recent visits, see e.g. [23,41]. In contrast, for deterministic Streett automata (DSA), one only wants to track which sets of states are visited infinitely often and which not. Consequently, index appearance record (IAR) keeps a permutation of these sets of interest instead, which are typically very few. Such a transformation has been given first in [39] from DSA to DRA only (not DPA, which is a subclass of DRA). Fortunately, this construction can be further modified into a transformation of DSA to DPA, as shown in [23].

Since (i) DRA and DSA are syntactically the same, recognizing the complement languages of each other, and (ii) DPA can be complemented without any cost, one can apply the IAR of [23] to DRA, too. However, the construction presented in [23] is suboptimal in several regards. In this work, we present a view on appearance records that is more natural for DRA, resulting in a much more efficient transformation.

Our contribution in this paper is as follows:

- We provide an efficient IAR construction transforming DRA to DPA, generalizing previous works. In particular, we show that the construction of [21] shares the underlying idea of [23], while the IAR presented now generalizes both.
- We present several optimizations applicable to appearance-record constructions in general. A canonic representation of “simultaneous” events significantly reduces the state space size and allows for further optimizations.
- We experimentally compare our IAR construction to the construction of [23] and evaluate the effect of the different optimizations. Moreover, we combine IAR with the LTL→DRA tool of Rabinizer [20] and Spot [7] to obtain LTL→DRA→DPA translation chains and compare it to state-of-the-art tools for LTL→DPA translation offered by Rabinizer/Owl\(^1\) and Spot, confirming its competitiveness.

2 Preliminaries

As usual, \(\mathbb{N}\) refers to the (positive) natural numbers. For every set \(S\), we use \(\overline{S}\) to denote its complement. Moreover, \(S^f\) and \(S^\omega\) refer to the set of finite and infinite sequences comprising elements of \(S\), respectively.

\(^1\) Owl [19] is a general purpose library for LTL and automata transformations, on which Rabinizer [20] is currently built. Compared to the simple LTL-to-automata interface of Rabinizer, Owl offers high flexibility for developers of such LTL and automata transformations. In particular, we also utilized Owl to easily implement our IAR construction.
2.1 ω-Automata

An alphabet is a finite set Σ. The elements of Σ are called letters. An (in)finite word is an (in)finite sequence of letters. The set of all finite and infinite words over Σ is given by Σ* and Σω, respectively. A set of words L ⊆ Σω is called (infinite) language. The length of a word w, denoted |w|, is given by the number of its letters, setting |w| = ∞ for infinite words w ∈ Σω. The ith letter (i ≤ |w|) of a word w is denoted by wi, i.e. w = w1w2 · · ·.

Definition 2.1 (Deterministic ω-Automata) A deterministic ω-automaton A over the alphabet Σ is given by a tuple (Q, Σ, δ, q0, α) where

– Q is a finite set of states,
– Σ is an alphabet,
– δ : Q × Σ → Q∪{⊥} is a transition function where ⊥ represents that no transition is defined for the given state and letter,
– q0 ∈ Q is the initial state, and
– α is an acceptance condition (described later).

The transition function δ induces the set of transitions Δ = {⟨q, a, q′⟩ | q ∈ Q, a ∈ Σ, q′ = δ(q, a) ∈ Q}. We write Aq = (Q, Σ, δ, q, α) to denote the automaton with new initial state q.

We identify automata with the underlying graph induced by the transition structure. For a transition t = ⟨q, a, q′⟩ ∈ Δ we say that t starts at q, moves under a and ends in q′. A sequence of transitions ρ = ρ1ρ2 · · · ∈ Δω is an (infinite) run of an automaton A on a word w ∈ Σω if (i) ρ1 starts at q0, and (ii) for each i we have that ρi moves under wi and ends in the same state as ρi+1 starts at. We write A(w) to denote the unique run of A on w, if it exists. Such a run may not exist if at any point the transition function δ yields ⊥. If an automaton A has a run for every word w ∈ Σω, it is called complete.

A transition t occurs in ρ if there is some i with ρi = t. By Inf(ρ) we denote the set of all transitions occurring infinitely often in ρ. Additionally, we extend Inf to words by defining InfA(w) = Inf(A(w)) if A has a run on w. If A is clear from the context, we furthermore write Inf(w) for InfA(w).

An acceptance condition is a positive Boolean formula, i.e. only comprising variables, logical and, and logical or, over the variables VΔ = {Inf(T), Fin(T) | T ⊆ Δ}. Acceptance conditions are interpreted as follows. Given a run ρ and an acceptance condition α, we consider the truth assignment that sets the variable Inf[T] to true iff ρ visits (some transition of) T infinitely often, i.e. Inf(ρ)∩T ̸= ∅. Dually, Fin[T] is set to true iff ρ visits every transition in T finitely often, i.e. Inf(ρ)∩T = ∅. A run ρ satisfies α if this truth-assignment evaluates α to true. We say that an automaton accepts a word w ∈ Σω if its run ρ on w satisfies the automaton’s acceptance condition α. The language of A, denoted by L(A), is the set of words accepted by A. An automaton recognizes a language L if L(A) = L.

Many kinds of acceptance conditions have been defined in the literature, e.g. Muller [30], Rabin [36], Strejček [44], Parity [29], and generalized Rabin [17]. In this work, we primarily deal with Rabin and Parity. A Rabin condition {(F1, I1)}k i=1 yields an acceptance condition α = √ k i=1 (Fin[F1] ∧ Inf[I1]). Each (F1, I1) is called a Rabin pair, where the F1 is called the prohibited set (or Finite set) and I1 the required set (Infinite set), respectively. A Parity or Rabin chain condition is a Rabin condition where F1 ⊆ I1 ⊆ · · · ⊆ Fk ⊆ Ik. This condition

\[\text{Note that Rabin pairs do not have consistent notation in the literature. For example, some authors instead use } F_j \text{ for the required and } E_j \text{ for the prohibited sets.}\]
is equivalently specified by a priority assignment $\lambda : \Delta \to \mathbb{N}$. A word is accepted iff on its run $\rho$ the maximum priority of all infinitely often visited transitions $\max\{\lambda(q) \mid q \in \text{Inf}(\rho)\}$ is even.$^3$

By slight abuse of notation, we identify the acceptance condition with the above set/priority representations. A deterministic Rabin or parity automaton is a deterministic $\omega$-automaton with an acceptance condition of the corresponding kind. In the rest of the paper we use the corresponding abbreviations DRA and DPA.

Furthermore, given a DRA with an acceptance set $\{(F_i, I_i)\}_{i=1}^k$ and a word $w \in \Sigma^\omega$, we write $F_{\text{inf}}(w) = \{F_i \mid F_i \cap \text{Inf}(w) \neq \emptyset\}$ and $I_{\text{inf}}(w) = \{I_i \mid I_i \cap \text{Inf}(w) \neq \emptyset\}$ to denote the set of all infinitely often visited prohibited and required sets, respectively.

**Remark 2.1** In this work, we restrict ourselves to deterministic automata. A non-deterministic automaton can have multiple transitions for a given state-letter pair, and a word is accepted if any of its possible runs is accepting. However, non-deterministic variants of both Rabin and parity automata are rarely used in practice, while deterministic parity automata are a fundamental tool to, for example, LTL synthesis, as explained in the introduction. Thus, we focus on deterministic automata for the sake of simplicity and practicality. Nevertheless, our methods and proofs can be directly extended to non-deterministic automata.

### 2.1.1 State-based acceptance

Traditionally, acceptance for $\omega$-automata is defined state-based, i.e. the acceptance condition is formulated in terms of states instead of transitions. For example, a state-based parity acceptance would assign a priority to each state and a word is accepted if the maximal priority among the infinitely often visited states is even. One of the main reasons for this state-based view is that the acceptance of finite automata is defined via states in which the run of the (finite) word ends. Since the concept of $\omega$-automata is rooted in finite automata, this approach is carried over to the infinite domain. However, in line with recent works, e.g. [6,7,20], we instead use transition-based acceptance for two reasons.

Firstly, transition-based acceptance is both theoretically and practically more concise. It is straightforward to convert from state-based acceptance to transition-based acceptance by “pushing” the acceptance information onto the outgoing transitions. This does not incur an increase in the number of states, i.e. transition-based automata are always at least as concise as state-based automata. For the other direction observe that when defining the acceptance on transitions, we can “access” both the current and the next state, while state-based acceptance only allows reasoning about the current state. The natural translation from transition-based to state-based thus needs to “remember” the previous state and transition, i.e. essentially uses $Q \times \Sigma$ as new-state space. In practice, the alphabet is often derived from a set of atomic propositions $\text{AP}$, i.e. $\Sigma = 2^{\text{AP}}$. Thus, going from $Q$ to $Q \times 2^{\text{AP}}$ results in an exponential blow-up in the number of states. We also provide a matching lower bound: Theorem 2.1 outlines a family of single-state transition-based automata where every state-based automaton recognizing the same language necessarily has an exponential number of states.

Secondly, many constructions are more “natural” to formulate using transition-based acceptance. Informally, acceptance information is often based on the change of state instead of the actual “label” of a particular state. In particular, the (state-based) construction of [23], which inspired our work, adds information to the state space based on the previous state. However, this information is only used to deduce acceptance information. By carefully transforming this construction to transition-based acceptance, we actually arrive at the

---

$^3$ One can equivalently consider the minimal priority or change acceptance from even to odd.
same construction as the one presented in the conference paper [21], despite approaching the problem from different directions. We explain this transformation in more detail later on, see Sect. 3.2. Observing this underlying equivalence when considering state-based acceptance is far less obvious, since the type of “meta-data” stored by these constructions is significantly different. As such, thinking in terms of transition-based acceptance can aid understanding the construction by emphasizing the difference between state and transition information. However, we repeat that this is not a hard fact but rather an informal observation.

**Theorem 2.1** There exists a family of languages $L_n$ which are recognized by an automaton with transition-based Rabin acceptance using a single state, while every automaton with state-based Rabin acceptance requires at least $2^n$ states.

**Proof** (Sketch) Fix the alphabet $\Sigma_n = \{1, \ldots, 2^n\}$. Moreover, define the language $L_n \subseteq \Sigma_n^\omega$ to contain exactly all finally constant words $w \in \Sigma_n^\omega$, i.e. $L_n = \{w | \exists k. \forall k' > k. w_k = w_{k'}\}$.

This language can be recognized by a (transition-based) DRA with a single state $q_0$ and a self-loop under every letter. A word $w$ is finally constant iff there exists a letter $v \in \Sigma_n$ such that $w_k = v$ for all sufficiently large $k$. So, intuitively, we can create a Rabin pair for every way a word can be stable. Formally, for every letter $v \in \Sigma_n$, we define $F_v = \{(q_0, v', q_0) | v' \neq v\}$ and $I_v = \{(q_0, v, q_0)\}$. When restricted to state-based acceptance, it is not difficult (but tedious) to see that $2^n$ states are necessary (and sufficient). Intuitively, the state-based acceptance needs to “remember” the previous letter in order to detect every switching behaviour. If there were less than $2^n$ states, we can construct two accepted words which visit the same set of states infinitely often. By appropriately switching back and forth between these two words, we obtain another accepted word, which contradicts the non-alternation requirement of the language.

There are some subtleties to be noted. One may claim that transition-based acceptance is “cheating”: We are not making the automaton smaller as a whole, we are only moving complexity into the transitions and acceptance; clearly an exponential factor cannot magically vanish. In particular, the language from Theorem 2.1 can be recognized by an automaton with $2^n + 1$ states and a single Rabin pair, compared to the $2^n$ pairs of the transition-based automaton. However, there are a number of practical arguments why a compact state space often is preferable over a simpler transition relation. The details are beyond the scope of this work, and we only give a brief overview on major points. From a theoretical side, the complexity of algorithms may depend differently on the number of states and, for example, size of the acceptance condition. Indeed, reducing the number of states often yields more speed-ups in practice than a corresponding simplification of the transition relation. In particular, applications of automata often end up building the product between a labelled system and an automaton. There, we usually are only interested in the acceptance information associated with states in the product. Thus, we can project away large parts of the transition relation after building the product, while the states of the automaton remain a part of the product. Also, representing the transition relation together with acceptance information symbolically works well in practice (see, for example, [19]) and is much easier to achieve than a similar generic approach applied to the set of states. We emphasize that (apart for parametrized algorithms) these are purely empirical/anecdotal arguments, a different representation naturally does not change the computational complexity of associated decision problems.

### 2.1.2 Strongly connected components

A non-empty set of states $S \subseteq Q$ in an automaton $A$ is strongly connected if for every pair $q, q' \in S$ there is a path (of non-zero length) from $q$ to $q'$. Such a set $S$ is a strongly connected


**component (SCC)** if it is maximal w.r.t. set inclusion, i.e. there exists no strongly connected $S'$ with $S \subseteq S'$. Consequently, SCCs are disjoint.

SCCs are an important concept for analysing the language of an automaton. Recall that acceptance of a word by an $\omega$-automaton only depends on the set of transitions visited infinitely often by its run. This set of infinitely often visited transitions necessarily has to contain a cycle and thus the corresponding set of states is strongly connected. In particular, $\text{Inf}(w)$ always belongs to a single SCC. In other words, only states and transitions in SCCs are relevant for acceptance, since only those can be encountered infinitely often. We say that a state is **transient** if it does not belong to any SCC. Similarly, a transition is called transient if its starting or end state does not belong to an SCC or these states belong to two different SCCs. Transient objects are encountered at most once along every path.

### 2.2 Preorders

In this work, we make heavy use of (total) preorders over finite sets. Thus, we introduce some notation.

**Definition 2.2** Let $S$ be a finite set. A binary relation $\preccurlyeq \subseteq S \times S$ is called *preorder* (or *quasiorder*) if it is reflexive, i.e. $a \preccurlyeq a$ for all $a \in S$, and transitive, i.e. $a \preccurlyeq b$ and $b \preccurlyeq c$ implies $a \preccurlyeq c$ for all $a, b, c \in S$. It is called *total* if for all $a, b \in S$ we additionally have $a \preccurlyeq b$ or $b \preccurlyeq a$. We write $a \sim b$ if $a \preccurlyeq b$ and $b \preccurlyeq a$, i.e. $a$ and $b$ are “equal” under $\preccurlyeq$. Dually, we write $a \prec b$ if $a \preccurlyeq b$ but not $b \preccurlyeq a$, i.e. $a$ is “smaller” than $b$ under $\preccurlyeq$.

We use $\Sigma^k$ to denote the set of all total preorders on $S = \{1, \ldots, k\}$.

We exclusively use total preorders; hence, we omit “total” for the sake of readability. These (total) preorders are also called / are equivalent to *weak orderings* or (weak) *preference relations*. Such orders can, for example, be interpreted as an age relation, where $a \sim b$ means $a$ and $b$ are “of the same age” and $a \prec b$ means $a$ is “younger” than $b$ or “occurred more recently". We use this intuition while explaining our algorithms.

Note that a preorder partitions the set $S$ into equivalence classes (elements of equal age) and assigns a total order to these classes. More specifically, for every preorder, there exists a unique ordered partitioning $(E_p)_{p=1}^r \subseteq S$ (where $r$ depends on $\preccurlyeq$) such that

- $E_p \neq \emptyset$ for all $1 \leq p \leq r$,
- $a \sim b$ iff $a, b \in E_p$ for some $1 \leq p \leq r$,
- $a \prec b$ iff $a \in E_p, b \in E_q$ for some $1 \leq p < q \leq r$

and vice versa. We call $r$ the *size* of $\preccurlyeq$, denoted by $|\preccurlyeq|$ and write $\preccurlyeq[p]$ to refer to the $p$th class $E_p$ for $1 \leq p \leq |\preccurlyeq|$. Naturally, the number of (total) preorders is given by $|\Sigma^k| = \sum_{i=0}^k \text{Inf} \cdot \text{S}(k, i)$, where $\text{S}(k, i)$ are the *Stirling numbers of the second kind*, i.e. the number of ways to partition a set of $k$ objects into $i$ non-empty subsets. The value $|\Sigma^k|$ is also called *ordered Bell number* or *Fabini number*.

As an example, consider the preorder specified by $\preccurlyeq = \{(1), \{2, 3\}, \{4\}\} \in \Sigma^4$. Here, we have $1 \sim 2 \sim 3 \sim 4$. For a preorder $\preccurlyeq \in \Sigma^k$, we write $\text{pos}(\preccurlyeq, i)$ to denote the *position* of $i$ in $\preccurlyeq$, i.e. the index $p$ with $i \in \preccurlyeq[p]$. Moreover, we write $\text{off}(\preccurlyeq, i) := |\{j \mid j \preccurlyeq i\}| - |\{j \mid \text{pos}(\preccurlyeq, j) \leq \text{pos}(\preccurlyeq, i)\}|$ to denote the *offset* of $i$, i.e. the number of elements less or equal to $i$.

Considering the above preorder $\preccurlyeq$ again, we for example have that $\text{pos}((\{1\}, \{2, 3\}, \{4\}), 2) = 2$, since 2 is in the second equivalence class, and $\text{off}(((\{1\}, \{2, 3\}, \{4\}), 2) = 3$, since there are three elements less than or equal to 2, namely 1, 2, and 3. We also make use of a reordering operation described in the following. Let $\preccurlyeq \in \Sigma^k$ be a preorder and $G \subseteq \{1, \ldots, k\}$.
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define \( \preceq' = \text{move}(\preceq, G) \) as the preorder obtained by “moving” all elements of \( G \) to the front. Intuitively, \( \preceq' \) is the preorder where all elements of \( G \) are “reborn” and thus younger than all others. Formally, we set \( \preceq':= (G, \preceq [1] \setminus G, \preceq [2] \setminus G, \ldots, \preceq \setminus \preceq \setminus G) \), omitting empty sets. With the above example \( \preceq := ((1), \{2, 3\}, \{4\}) \), we get that \( \text{move}(\preceq, \{1, 2\}) = ((1, 2), \{3\}, \{4\}) \). Note that the preorder obtained this way can have a length anywhere between 1 and \( |\preceq| + 1 \).

Finally, we define the notion of refinement. Given two preorders \( \preceq, \preceq' \in \mathcal{P}^{k} \), we say that \( \preceq \) \textbf{refines} \( \preceq' \) if \( \preceq \subseteq \preceq' \) and \( \preceq \) \textbf{strictly refines} \( \preceq' \) if \( \preceq \subseteq \preceq' \). Intuitively, this means that \( \preceq \) is more “restrictive”. Another way to view refinement is that some previously equal items are now prohibited. Another way to view refinement is that some previously equal items are now prohibited. Another way to view refinement is that some previously equal items are now prohibited.

\begin{definition}
\textbf{Definition 3.1} Let \( R = (Q, \Sigma, \delta, q_0, \{(F_i, I_i)\}_{i=1}^k) \) be a Rabin automaton. Then the \textbf{index appearance record automaton} \( \text{IAR}(R) = (\tilde{Q}, \tilde{\Sigma}, \tilde{\delta}, \tilde{q}_0, \lambda) \) is defined as a parity automaton with

\begin{itemize}
  \item \( \tilde{Q} = Q \times \mathcal{P}^k \),
  \item \( \tilde{q}_0 = (q_0, (\{1, \ldots, k\})) \), and
  \item \( \tilde{\delta}((q, \preceq), a) = (\delta(q, a), \text{move}(\preceq, \{i \mid t \in F_i\})) \) where \( t = \langle q, a, \delta(q, a) \rangle \) is the corresponding transition in the Rabin automaton, i.e. all indices of \textit{prohibited} sets visited by the transition \( t \) are moved to the front. We set \( \tilde{\delta}((q, \preceq), a) = \bot \) if \( \delta(q, a) = \bot \).

\end{itemize}

To define the priority assignment, we first introduce some auxiliary notation. Fix a transition \( \tilde{t} = \langle (q, \preceq), a, (q', \preceq') \rangle \) and its corresponding transition \( t = \langle q, a, q' \rangle \) in the Rabin automaton. Let \( e = \max_{\preceq}(\{i \mid t \in F_i \cup I_i\}) \) the largest index w.r.t. \( \preceq \) of a Rabin pair containing \( t \) or \( e = 0 \) if no such pair exists. We define \( \text{maxPos}(\tilde{t}) = \text{pos}(\preceq, e) \) (or 0 if \( e = 0 \)) and analogously \( \text{maxOff}(\tilde{t}) = \text{off}(\preceq, e) \) (or 0 if \( e = 0 \)) the position and offset of \( e \) in \( \preceq \). For readability, set \( o = \text{maxOff}(\tilde{t}) \) and \( p = \text{maxPos}(\tilde{t}) \). Then, we define the

\footnote{Originally, it appeared in an unpublished report of McNaughton in 1965 under the name “order vector with hit” [3].}

\footnote{See [46] for a variant of this idea applied to graph games.}
priority assignment by
\[
\lambda(\hat{t}) := \begin{cases} 
1 & \text{if } e = 0, \\
2o & \text{if } \forall i \in \preceq_r[p]. t \notin F_i, \\
2o + 1 & \text{otherwise, i.e. if } \exists i \in \preceq_r[p]. t \in F_i.
\end{cases}
\]

Note that the second case implies that there exists an \( i \in \preceq_r[p] \) such that \( t \in I_i \), as otherwise \( \maxPos(\hat{t}) \) would have a different value.

For a practical implementation, one would of course only construct the states reachable from the initial state. We define the state space as the whole product for notational simplicity. When drawing examples and discussing practical issues like (space) complexity or the actual implementation, we only consider the set of reachable states.

Furthermore, for readability, we identify Rabin sets \( F_i \) and \( I_i \), with their index \( i \). For example, given a preorder \( \preceq \) we say that “\( F_i \) is younger than \( F_j \)” if \( i \prec j \) or say write “the position of \( F_i \)” to refer to \( \pos(\preceq, i) \).

Remark 3.1 We highlight that our construction does not fundamentally modify the state space of the input automaton. Instead, it only augments the original states with additional metadata. In particular, if the states of the Rabin automaton are meaningful objects, our construction preserves this meaning. This is, for example, relevant for recent approaches exploiting semantic labelling [18] obtained from the Rabin automaton [9] or reduction approaches relying on knowledge about states [25].

Before proving correctness, i.e. that \( IAR(\mathcal{R}) \) recognizes the same language as \( \mathcal{R} \), we provide a small example in Fig. 1 and explain the intuition behind the construction. For a given run, the indices of all prohibited sets which are visited infinitely often will eventually be younger than all those only seen finitely often: After some finite number of steps, none of the finitely often visited ones will be seen again, while the infinitely occurring ones will be moved to the front over and over again. By choice of priorities, we only accept a word if additionally some required set older than all infinitely often seen prohibited sets also occurs infinitely often.

In contrast to the constructions of [21,23], we consider total preorders instead of permutations (corresponding to total orders). For state appearance records, which inspired these constructions, it is natural to use a permutation, since exactly one state appears in each step. However, with Rabin acceptance it might happen that two prohibited sets are visited at the same time. The previous constructions resorted to breaking this tie arbitrarily. This suggests that permutations are not the natural mechanism to track the order of appearance for such events. Therefore, we instead use preorders, which are able to represent such ties.

The curious reader may wonder how this construction improves the one of [21], especially since applying the construction of [21] to the example in Fig. 1 yields a smaller automaton. Indeed, in the current form, the automaton \( IAR(\mathcal{R}) \) always is at least as large as the one produced by [21] (with initial state optimization included) and can even be significantly worse: Intuitively, every “unresolved” tie either gets resolved eventually or remains unresolved. In the former case, an additional useless state is introduced, and in the latter we may as well have resolved it arbitrarily immediately. However, by using an optimization based on refinement, we recover the worst-case complexity of [21] through the above intuition and obtain significant savings in practice.
Fig. 1 An example DRA and the resulting IAR DPA. For readability, we only draw the reachable part of the state space. In the Rabin automaton, a number in a white box next to a transition indicates that this transition is a required one of that Rabin pair. A black shape dually indicates that the transition is an element of the corresponding prohibited set. For example, with $t = (p, a, p)$, we have $t \in F_1$ and $t \in I_2$. In the IAR construction, we shorten the notation for preorders to save space. For example, “$p_{12}$” corresponds to $(p, \{1, 2\})$ and “$p_{1|2}$” to $(p, (\{1\}, \{2\}))$. The priority of a transition is written next to the transitions’ letter.

### 3.1 Proof of correctness

We now prove correctness of our construction. Thus, for the rest of the section fix a Rabin automaton $R = (Q, \Sigma, \delta, q_0, \{(F_i, I_i)\}_{i=1}^k)$ and let $P = \text{IAR}(R) = (\tilde{Q}, \tilde{\Sigma}, \tilde{\delta}, \tilde{q}_0, \lambda)$ the constructed IAR automaton. First, we show that runs are preserved between the two automata.

**Lemma 3.1** Let $q \in Q$ be a state in $R$ and $(q, \preccurlyeq) \in \tilde{Q}$ an IAR state with $q$ as first component. Then, $\delta(q, a) = q'$ iff $\tilde{\delta}((q, \preccurlyeq), a) = (q', \preccurlyeq')$ for some $\preccurlyeq' \in \Xi^k$ (and $\delta(q, a) = \bot$ iff $\tilde{\delta}((q, \preccurlyeq), a) = \bot$).

**Proof** Follows immediately from the definition. \qed

**Corollary 3.1** A word $w \in \Sigma^\omega$ has a run $\rho$ on $R$ iff it has a run $\tilde{\rho}$ on $P$. Moreover, if such a pair of runs exists, we have that $\rho_i = q$ iff $\tilde{\rho}_i = (q, \preccurlyeq)$ for some $\preccurlyeq \in \Xi^k$.

**Proof** Follows from Lemma 3.1 using an inductive argument. \qed

Note that the above statement essentially shows that the first component of the IAR state stays “in sync” with the Rabin automaton. Now, we show how the preorders evolve in the infinite run. In particular, all infinitely often seen prohibited sets eventually are younger than all finitely often seen ones.

**Lemma 3.2** Let $w \in \Sigma^\omega$ be a word on which $P$ has a run $\tilde{\rho}$. Then, the offsets of all finitely often visited prohibited sets stabilize after a finite number of steps, i.e. their offset is identical in all infinitely often visited states. Moreover, for every $i$, $j$ with $F_i \in \mathcal{F}_{\text{inf}}(w)$, $F_j \notin \mathcal{F}_{\text{inf}}(w)$ and infinitely often seen state $(q, \preccurlyeq)$, we have that $i < j$, i.e. all infinitely often seen prohibited sets are younger than all finitely often ones in every infinitely often visited state.

**Proof** The offset of an index $i$ only changes in two different ways:
– $F_i$ has been visited and thus $i$ is moved to the front, or
– some $F_j$ with a position greater to the one of $F_i$, i.e. $i < j$, has been visited and is moved to the front, increasing the offset of $F_i$.

Note that visiting a set $F_j$ with $i \sim j$ does not increase the offset of $i$.

Let $\rho$ be the run of $\mathcal{R}$ on $w$ (using Corollary 3.1). Assume that $F_i$ is visited finitely often on $\rho$, i.e. there is a step from which on $F_i$ is never visited again by $\rho$. Consequently, the first case does not occur after finitely many steps. As the size of the preorder is bounded, the second case may also only occur finitely often, since otherwise the offset of $F_i$ would grow arbitrarily large. Thus, the offset of $F_i$ eventually remains constant. As $F_i$ was chosen arbitrarily, we conclude that all finitely often visited $F_i$ eventually are pushed to the right and remain on their position. Consequently, all infinitely often visited $F_i$ move to the left, proving the claim.

**Corollary 3.2** Fix some word $w \in \Sigma^\omega$ which has a run $\tilde{\rho}$ on $\mathcal{P}$. Let $\tilde{t} \in \text{Inf}(\tilde{\rho})$ be an infinitely often visited transition in the IAR automaton. Further, assume that its corresponding Rabin transition $t$ is in some prohibited set, i.e. $t \in F_i$ for some $i$. Let $(q, \preceq)$ be the state $i$ starts at. Then, we have for all indices $j$ younger than $i$, i.e. $j \preceq i$, that $F_j$ is also visited infinitely often, i.e. $F_j \in \mathcal{F}_{\text{inf}}(w)$.

**Proof** Follows immediately from Lemma 3.2. \qed

Looking back at the definition of the priority function, the central idea of correctness can now be outlined as follows. For every $I_i$ which is visited infinitely often we can distinguish two cases:

– $F_i$ is visited infinitely often. Then, $I_i$ will eventually be older than all $F_j$ with $F_j \in \mathcal{F}_{\text{inf}}$ (as these are visited infinitely often). Hence, the priority of every transition $\tilde{t}$ with corresponding transition $t \in I_i$ is both even and bigger than every odd priority seen infinitely often along the run.
– $F_i$ is visited infinitely often, i.e. after each visit of $I_i$, $F_i$ is eventually visited. As argued in the proof of Lemma 3.2, the position of $F_i$ can only increase until it is visited again. Hence, every visit of $I_i$, yielding an even priority, is followed by a visit of $F_i$ resulting in an odd priority which is strictly greater.

Using this intuition, we formally show correctness of the construction. To this end, we prove a slightly stronger statement, namely that the language of every state $q \in Q$ in $\mathcal{R}$ (i.e. $\mathcal{L}(\mathcal{R}_q)$) is equal to the language of every state $(q, \preceq)$ in the constructed automaton $\mathcal{P}$. Note that this in particular implies that any two IAR states with a different preorder but equal Rabin state recognize the same language.

**Lemma 3.3** We have that $\mathcal{L}(\mathcal{R}_p) = \mathcal{L}(\mathcal{P}_{(p, \preceq)})$ for all $p \in Q$ and $\preceq \in \Xi^k$.

**Proof** Fix an arbitrary state $p \in Q$ and preorder $\preceq \in \Xi^k$, and set $\tilde{p} = (p, \preceq) \in \tilde{Q}$. Corollary 3.1 yields that for a word $w$ the Rabin automaton $\mathcal{R}_p$ has a run $\rho$ on $w$ iff $\mathcal{P}_{\tilde{p}}$ has a run $\tilde{\rho}$ on it. Moreover, we know that the two runs stay “in sync”, i.e. the first component of $\tilde{\rho}_i$ equals the state of the Rabin automaton $\rho_i$ ([Fact I]).

$\mathcal{L}(\mathcal{R}_p) \subseteq \mathcal{L}(\mathcal{P}_{\tilde{p}})$: Let $w \in \mathcal{L}(\mathcal{R}_p)$ be a word accepted by the Rabin automaton $\mathcal{R}_p$. Let $\rho$ and $\tilde{\rho}$ denote the runs of $\mathcal{R}_p$ and $\mathcal{P}_{\tilde{p}}$ on it, respectively. We show that every transition $\tilde{t} \in \text{Inf}(\tilde{\rho})$ with maximal priority (among all infinitely often visited transitions) has even priority and thus $w$ is also accepted by $\mathcal{P}_{\tilde{p}}$. \qed
By assumption, there exists an accepting Rabin pair \((F_i, I_i)\), i.e. \(I_i \in \mathcal{I}_{\inf}(w)\), \(F_i \not\in \mathcal{F}_{\inf}(w)\). In particular, there exists a transition \(t_i = \langle q_i, a_i, q'_i \rangle \in (\inf(\rho) \cap I_i) \setminus F_i\). Consequently, by \([1]\) there also exists an infinitely often visited transition \(\tilde{t}_i = \langle (q_i, \preceq_i), a_i, (q'_i, \preceq'_i) \rangle\). Hence, \(\text{off}(\preceq_i, i) \leq \max\text{Off}(\tilde{t}_i)\) by definition of \(\max\text{Off}\), since the transition visits \(I_i\).

Now, fix an infinitely often seen IAR transition \(\tilde{t} = \langle (q, \preceq), a, (q', \preceq') \rangle \in \inf(\tilde{\rho})\) with maximal \(\max\text{Off}(\tilde{t})\) among all the infinitely often visited transitions, i.e. \(\max\text{Off}(\tilde{t}_i) \leq \max\text{Off}(\tilde{t})\). From Lemma 3.2 we know that the offset of \(i\) stays constant along the infinite run, i.e. \(\text{off}(\preceq_i, i) = \text{off}(\preceq, i)\). Together, this yields \(\text{off}(\preceq_i, i) = \text{off}(\preceq, i) \leq \max\text{Off}(\tilde{t}_i) \leq \max\text{Off}(\tilde{t})\).

Assume for contradiction that \(\lambda(\tilde{t})\) is odd, i.e. \(t \in F_j\) for some appropriate \(j\). By Corollary 3.2 this yields \(\{F_i \mid i \preceq j\} \subseteq \mathcal{F}_{\inf}(w)\). As we previously argued \(\text{off}(\preceq_i, i) \leq \max\text{Off}(\tilde{t}_i)\), \(i \preceq j\) and \(F_i \in \mathcal{F}_{\inf}(w)\), contradicting the assumption.

\[\mathcal{L}(\mathcal{P}_{\tilde{\rho}}) \subseteq \mathcal{L}(\mathcal{R}_\rho):\] Let \(w \in \mathcal{L}(\mathcal{P}_{\tilde{\rho}})\) be a word accepted by the constructed parity automaton. Again, denote the corresponding runs by \(\rho\) and \(\tilde{\rho}\). We show that there exists some \(i\) where \(F_i \not\in \mathcal{F}_{\inf}(w)\) and \(I_i \in \mathcal{I}_{\inf}(w)\), i.e. \(\mathcal{R}_\rho\) accepts \(w\).

By assumption, the maximal priority \(\lambda_{\max}\) of all infinitely often visited transitions is even. Let \(\tilde{t} = \langle (q, \preceq), a, (q', \preceq') \rangle \in \inf(\tilde{\rho})\) be a transition with \(\lambda(\tilde{t}) = \lambda_{\max} = 2 \cdot \max\text{Off}(\tilde{t})\), i.e. \(\tilde{t}\) is a witness for the maximal priority. By definition of the priority assignment \(\lambda\), there exists an \(i\) with \(\text{off}(\preceq, i) = \max\text{Off}(\tilde{t})\) and \(t \in I_i \setminus F_i\). By choice of \(\tilde{t}\) and \([1]\), we get that \(t = \langle q, a, q' \rangle \in \inf(\rho)\) and hence \(I_i\) is visited infinitely often in the Rabin automaton (via \(t\)). We now show that \(F_j\) is visited only finitely often.

Assume the contrary, i.e. that \(F_j\) is visited infinitely often. This implies that infinitely often after taking \(\tilde{t}\), some transition \(t_F = \langle (q_F, \preceq_F), a', (q'_F, \preceq'_F) \rangle\), with \(t_F \in F_i\) is eventually taken. After visiting \(I_i\), the position of \(F_i\) cannot decrease until it is visited again. Hence, after each visit of \(\tilde{t}\) such a transition \(t_F\) occurs later where \(\text{off}(\preceq_F, i) \geq \max\text{Off}(\tilde{t})\). But then also \(\max\text{Off}(\tilde{t}_F) \geq \max\text{Off}(\tilde{t})\), as \(t_F = \langle q_F, a', q'_F \rangle \in F_i\). Hence, \(\lambda(\tilde{t}_F) > \lambda(\tilde{t})\), contradicting the assumption of \(\lambda(\tilde{t})\) being maximal.

This directly yields the desired correctness of the translation.

**Theorem 3.1** For every DRA \(\mathcal{R}\), we have that \(\mathcal{L}(\mathcal{IAR}(\mathcal{R})) = \mathcal{L}(\mathcal{R})\).

**Proof** Follows immediately from Lemma 3.3 by choosing \(p = q_0\).

**Theorem 3.2** Let \(n = |Q|\) be the number of states in \(\mathcal{R}\) and \(k\) the number of Rabin pairs. The number of states in \(\mathcal{P}\) is bounded by \(n \cdot |\Sigma|^k \in O(n \cdot k! \cdot \log(2)^{-k})\). Moreover, the number of priorities is bounded by \(2k + 1\).

**Proof** Follows directly from the construction.

Since \(\log(2)^{-1} > 1\), this result implies means that the (worst-case) state-space size of \(\mathcal{P}\) is exponentially larger than the one presented in the conference version \([21]\) \((O(n \cdot k!))\). However, we can improve our construction naturally by investigating the interpretation of preorders more closely. This both re-establishes the asymptotically optimal complexity result and yields much smaller automata in practice. Moreover, it also generalizes previous optimizations, as we explain in Sect. 4.

### 3.2 Relation to previous appearance-record constructions

In this section, we discuss the relation of our approach (and the one of \([21]\)) to the previous construction of \([23, \text{Section 3.2.2}]\). There, a DPA with state-based acceptance is built from
a Streett automaton. Since Streett acceptance is the negation of a Rabin acceptance and parity acceptance can be negated by simply adding 1 to every priority (or inverting the parity condition), we can transparently apply this transformation to Rabin automata as well.

In order to explain the relation to our construction, we first explain its basic principles. As in our case, the states of the resulting DPA comprise both the original automaton state and an appearance-record on the $F_i$ sets\(^6\), however a total order in the case of \([23]\). The construction of \([23]\) additionally adds two pointers $f$ and $e$, indicating the maximal index of occurring $F_i$ and $I_i$ sets. The priority assignment of each state is then derived based on these two pointers.

In order to convert this construction to transition-based acceptance, we observe that both $f$ and $e$ are not “stateful” information; they are not needed to determine a successor, only to derive the acceptance. Hence, we can move the computation of $f$ and $e$ together with the resulting priority assignment onto the transition. Consequently, the resulting state space would be exactly the same as in our construction, namely Rabin states together with an appearance record. By further analysis of the priority assignment of \([23]\), one can also show that the resulting priorities are equivalent to the ones obtained from \([21]\). Finally, we additionally can augment \([23]\) to use preorders. Then, we arrive exactly at our construction. As such, our construction in its basic form captures the essence of the one presented \([23]\).

While this insight has arisen naturally when considering transition-based acceptance, it seems less obvious in the state-based case, as noted in \([21, \text{Remark 1}]\). Arguably, we also could arrive at this insight by replacing the pointers $f$ and $e$ by the corresponding priority assignment and then additionally realizing that the construction of \([23]\) equals the state-based version of \([21]\). However, we argue that it is less clear to observe this relation. In contrast, by properly separating the concerns of transition dynamics and acceptance, the constructions and their relationship have become more understandable.

## 4 Optimizations

Naturally, we are interested in building the output automata as compactly as possible. In this section, we present several optimizations of our construction which aim to do so. On the one hand, this has several practical implications for, for example, solving the resulting parity game. The runtime of practical parity game solvers typically increases in the order of $O(n^d)$, where $n$ is the number of states and $d$ the number of priorities, motivating us to minimize both of these metrics. On the other hand, the presented optimizations are based on theoretically intriguing insights and thus are of interest *eo ipso*.

### 4.1 Choosing the initial order

The first observation is that the arbitrary choice of \(\{(1, \ldots, k)\}\) as initial preorder can lead to suboptimal results. It may happen that several states of the resulting automaton are visited at most once by every run before a “recurrent” preorder is reached. For example, if we always have that $F_2$ is visited after every time the automaton visits $F_1$, we never need $F_1$ and $F_2$ to be of “equal age” in the resulting automaton. These states enlarge the state-space unnecessarily, as demonstrated in Fig. 2. Indeed, when choosing \(\{(1, 3), \{4\}, \{2\}\}\) instead of \(\{(1, 2, 3, 4)\}\) as the initial order in the example, only the shaded states are built during the construction, while the language of the resulting automaton is still equal to that of the input DRA.

\(^6\) Note that the notation for prohibited and required sets is different in \([23]\).
Theorem 4.1 For an arbitrary Rabin automaton \( \mathcal{R} \) with initial state \( q_0 \), we have that 
\[ \mathcal{L}(\text{IAR}(\mathcal{R})) = \mathcal{L}(\text{IAR}(\mathcal{R})(q_0, \preceq_0)) \]
for all \( \preceq_0 \in \Xi^k \).

Proof Follows directly from Lemma 3.3. \( \square \)

This observation can be used to improve the state-space size in practice but does not change the worst case: Consider an automaton with a self-loop at the initial state \( q_0 \) which is contained in all \( F_i \). Consequently, every \( (q_0, \preceq'_i) \) in \( \text{IAR}(\mathcal{R}) \) has a transition to \( (q_0, ([1, \ldots, k])) \). In the following, we present a more sophisticated optimization which generalizes the idea of picking an initial preorder to the whole state space. Moreover, using insights we gain in the following sections, we present a fast and practical mechanism to choose a good initial preorder in Sect. 4.4.

4.2 Refinement

Inspired by the previous idea, we now explain how to exploit the preorders on the overall state space. Recall that the idea of the previous section is that the initial preorder potentially does not differentiate between two indices which always should be considered different. In other words, we want to find a preorder which refines the initial preorder without distinguishing too much. More generally, we should be able to merge states with a “too coarse” preorder into states with a finer preorder without losing correctness. In particular, note that total orders are the finest preorders; hence, we could merge all states into states with total orders, resolving ties arbitrarily, and indeed recover the original construction of [21].

We now formalize this idea and explain a practical implementation.

Definition 4.1 Given an IAR automaton \( \mathcal{P} = \text{IAR}(\mathcal{R}) = (\tilde{Q}, \Sigma, \tilde{\delta}, \tilde{q}_0, \lambda) \), we say that a state \( (q, \preceq) \) refines \( (q', \preceq') \) if \( q = q' \) and \( \preceq \) refines \( \preceq' \). Moreover, a function \( R : \tilde{Q} \rightarrow \tilde{Q} \) is a refinement function if for every \( \tilde{q} \in \tilde{Q} \) we have that \( R(\tilde{q}) \) refines \( \tilde{q} \). The refined automaton is given by \( R(\mathcal{P}) = (\tilde{Q}_R, \Sigma, \tilde{\delta}_R, R(\tilde{q}_0), \lambda_R) \), where

- \( \tilde{Q}_R = \{ R(\tilde{q}) \mid \tilde{q} \in \tilde{Q} \} \),
- \( \tilde{\delta}_R((q, \preceq), a) = R(\tilde{\delta}((q, \preceq), a)) \) or \( \bot \) if \( \tilde{\delta}((q, \preceq), a) = \bot \), and
- \( \lambda_R \) is defined as before (note that \( \lambda \) was defined only based on the corresponding Rabin transition and the preorder of the starting state).

Figure 3 shows an example of this refinement optimization.
Lemma 4.1 Let \( R \) be a Rabin automaton and \( R \) a refinement function. We have that \( L(R, p) = L(R(IAR(R), (p, \preceq))) \) for all \( p \in Q \) and \( \preceq \in \Xi^k \).

Proof The proof is similar in essence to the proof of Lemma 3.3. We prove that the offsets of Rabin pairs with infinitely often seen prohibited sets eventually are smaller than all with finitely often seen ones, leading to an even maximal priority iff an appropriate required set is seen infinitely often. Since the proof ideas are largely similar, we shorten some of the arguments compared to the previous proof. For readability, we omit specifying the initial state \((p, \preceq)\).

Fix an arbitrary Rabin automaton \( R \), set \( P = IAR(R) = (\tilde{Q}, \Sigma, \tilde{\delta}, \tilde{q}_0, \lambda) \) and let \( R(P) = (\tilde{Q}_R, \Sigma, \tilde{\delta}_R, R(\tilde{q}_0), \lambda) \). First, note that we again can show that the runs of \( R, P, \) and \( R(P) \) all stay in sync w.r.t. the Rabin state by a simple inductive argument. Additionally, we can show a relation between the runs of \( P \) and \( R(P) \). Intuitively, transitions in \( R(P) \) can only “split” equivalence classes at will. Let \( w \) be a word where \( P \) has the run \( \tilde{\rho} \) and \( R(P) \) the run \( \tilde{\rho}_R \). Further, let \( \tilde{q} \) be the state \( \tilde{\rho} \) starts at, with an analogous definition for \( \tilde{\rho}_R \). Then we can show by another inductive argument that \( \tilde{\rho}_R \) refines \( \tilde{\rho} \) at each position. Recall that refining only allows to split equivalence classes, not reorder or merge them; hence, strict ordering is preserved, i.e. if \( i \prec j \) then \( i \prec' j \) for every \( \preceq' \) refining \( \preceq \). This also immediately shows that acceptance in \( R \) implies acceptance in \( R(P) \), as such splits do not change the fact that the offset of the accepting pair always remains strictly larger than the offsets of rejecting pairs.

However, the situation is slightly more involved in the case of \( w \) being rejected. Thus, assume for contradiction that \( w \) is rejected in \( R \) but accepted by \( R(P) \). Consequently, the maximal priority seen infinitely often is even and there exists a witness transition \( \tilde{t}_R \). Let \( \preceq \) be the preorder associated with the state \( \tilde{t}_R \) is starting in. The corresponding transition \( t \) necessarily has to be in \( I_i \) for some \( i \); otherwise, no even priority is emitted. We cannot directly conclude that a later visit of \( F_i \) will overrule the even priority emitted by the visit of \( I_i \), since the equivalence class which contains \( i \) may get split up by \( R \), changing its offset. However, we have that for every \( F_j \in \mathcal{F}_{\text{inf}}(w) \) there exists a later transition \( \tilde{t}_R^j \in F_j \). In particular, all
such $F_j$ with $i \preceq j$ will also be visited. Since $R(P)$ cannot reorder the equivalence classes and the offsets of $F_j$ can only increase (compared to $\preceq$) until they are visited again, the priority of some such $i_R \preceq j$ is odd and larger than the one emitted by $i_R$.

**Theorem 4.2** Let $\mathcal{R}$ be a Rabin automaton and $R$ a refinement function. Then $\mathcal{L}(\mathcal{R}) = \mathcal{L}(R(IAR(\mathcal{R})))$.

**Proof** Follows directly from Lemma 4.1. □

**Remark 4.1** This optimization directly subsumes the initial state optimization presented in the previous section: Since the initial order is the “coarsest” preorder (every element is treated equal) it is refined by every other preorder, and we can pick any initial preorder. Once the initial state $(q_0, \preceq_0)$ is picked, we can easily choose the refinement function $R$ such that the runs on $R(P)$ equal the runs of $P(q_0, \preceq_0)$.

In our implementation, we first construct $IAR$, then for each state $q \in \mathcal{R}$ determine the set of “maximal” preorders $\preceq$ (w.r.t. refinement) occurring in $IAR$, and finally construct a function which maps each preorder to an arbitrary maximal preorder refining it. We use $R_{\text{max}}$ to denote this refinement function. Formally, let $\tilde{Q}$ be the set of states reachable from $\tilde{q}_0$ and, for a state $q \in \tilde{Q}$, let $\tilde{Q}_q^* = \{\preceq | (q, \preceq) \in \tilde{Q}_q^* \}$ all “reachable” preorders with state $q$. Then, we set

$$\text{maxOrd}(q) = \{\preceq \in \tilde{Q}_q^* | \forall \preceq' \in \tilde{Q}_q^*, \neg(\preceq' \text{ strictly refines } \preceq)\}.$$  

In other words, maxOrd$(q)$ are the maximal preorders w.r.t. refinement which are reachable at state $q$. Finally, we set $R_{\text{max}}((q, \preceq)) = (q, \preceq')$ where $\preceq' \in \text{maxOrd}(q)$ is a maximal preorder such that $\preceq'$ refines $\preceq$. Note that such a $\preceq'$ always exists.

Using this implementation, we obtain the worst-case complexity of [21]. Moreover, as our experiments in Sect. 5 show, the practical improvement is significant as well.

**Theorem 4.3** Let $\mathcal{R} = (Q, \Sigma, \delta, q_0, \{(F_i, I_i)\}_{i=1}^k)$ be a Rabin automaton. Further, let $n = |Q|$ the number of states in $\mathcal{R}$. There always exists a refinement function $R$ such that $R(IAR(\mathcal{R}))$ has at most $n \cdot k!$ states. In particular, $R_{\text{max}}$ satisfies this requirement. Moreover, the number of priorities is bounded by $2k + 1$.

**Proof** The first claim trivially holds, since for every preorder we can simply pick an arbitrary total order (corresponding to the permutations of [21]) by breaking ties arbitrarily. Clearly, there are at most $k!$ permutations for each state.

To prove the second claim, i.e. that $R_{\text{max}}$ satisfies the first condition, observe that there are at most $k!$ preorders that do not refine each other, i.e. $|\text{maxOrd}(q)| \leq k!$. In particular, two preorders $\preceq$ and $\preceq'$ do not refine each other iff there exist two indices $i$ and $j$ such that $i < j$ but $i \preceq i'$. To conclude, observe that $|R_{\text{max}}(\tilde{Q})| = |\{(q, \preceq) | q \in Q, \preceq \in \text{maxOrd}(q)\}| \leq n \cdot k!$.

The third claim directly follows from the definition of the priority function $\lambda$. □

**Remark 4.2** Implemented naively, this approach produces the (potentially larger) IAR automaton $IAR(\mathcal{R})$ as intermediate result. By keeping a list of all explored maximal preorders for each state during construction, we can apply the refinement dynamically: Whenever we explore a new state $(q, \preceq)$, we check if $\preceq$ is refined by or refines some other already explored preorder associated to $q$ and apply appropriate steps. Consequently, we store at most $k!$ preorders per state at all times during the construction and the constructed automaton never grows larger than $n \cdot k!$.
In [24, Theorem 7], the authors show that there exists a family of languages \( \{ L_n \}_{n \geq 2} \) which can be recognized by a DSA with \( \Theta(n) \) states and \( \Theta(n) \) pairs, but cannot be recognized by a DRA with less than \( n! \) states. This can easily be modified to a proof for (state-based) Rabin to Parity translations, using the facts that (i) Rabin is the complement of Streett, (ii) Parity is self-dual, and (iii) Parity is a special case of Rabin. In contrast, Theorem 4.3 yields a worst-case state-complexity of \( \Theta(n \cdot k \cdot k!) \) (for state-based acceptance), leaving only a small gap.

Recent work further suggests that a blow-up of at least \( k! \) and at least \( 2^k \) priorities indeed is necessary [26, Theorem 2]. There, a much more generic result is proven, yielding lower bounds for translations from any particular acceptance condition \( \alpha \) to parity automata via the notion of Zielonka trees (see [5] for a similar result on Muller conditions). Instantiating the theorem for Rabin condition, observe that the Zielonka tree associated with Rabin has \( k! \) leaves and height \( 2^k + 1 \) (\( C = \{1, \ldots, 2k\} \)). This proves that there exists a language recognizable by a single-state Rabin automaton with \( k \) pairs, while every parity automaton recognizing that language requires \( k! \) states and \( 2^k + 1 \) priorities.

### 4.3 SCC decomposition

Our third optimization is based on the classic observation that only the acceptance information of SCCs are relevant for acceptance. Recall that for every run (i) only transitions in an SCC can appear more than once and (ii) the set of transitions appearing infinitely often belong to a single SCC. Observation (i) implies that a transient transition can occur at most once on any run. Thus, we do not need to track acceptance while moving along transient transitions. Observation (ii) means that we can process each SCC separately and restrict ourselves to the Rabin pairs that can possibly accept in that SCC. This reduces the number of indices we need to track in the appearance record for each SCC, which can lead to significant savings. Note that a similar step could also be performed as a preprocessing step of the Rabin automaton.

Finally, when moving into a new SCC, we additionally can “reset” the tracked preorder in an arbitrary way.

For readability, we introduce some abbreviations. We use \( \varepsilon \) to denote the “empty” preorder (of length 0). Given an automaton \( \mathcal{A} = (Q, \Sigma, \delta, q_0, \alpha) \) and a set of states \( S \subseteq Q \), we write \( \delta \upharpoonright S : S \times \Sigma \to S \) to denote the restriction of \( \delta \) to \( S \), i.e., \( \delta \upharpoonright S(q, a) = \delta(q, a) \) if \( \delta(q, a) \in S \) and \( \bot \) otherwise. Analogously, we define \( \Delta \upharpoonright S = \Delta \cap (S \times \Sigma \times S) \) as the set of transitions in the restricted automaton. Consequently, we define the restriction of the whole automaton \( \mathcal{A} \) to the set of states \( S \) using \( q \in S \) as initial state by \( \mathcal{A} \upharpoonright q \, S = (S, \Sigma, \delta \upharpoonright S, q, \alpha \upharpoonright S) \), where the acceptance \( \alpha \upharpoonright S \) is updated appropriately, e.g., for a Rabin acceptance \( \alpha = \{(F_i, I_i)\}_{i=1}^k \) we set

\[
\alpha \upharpoonright S = \{(F_i \cap (\Delta \upharpoonright S), I_i \cap (\Delta \upharpoonright S)) \mid I_i \cap (\Delta \upharpoonright S) \neq \emptyset\}.
\]

Using this notation, we describe the optimized IAR construction, denoted IAR\_scc in Algorithm 1. The algorithm decomposes the DRA into its SCCs, applies the formerly presented IAR procedure to each sub-automaton separately and finally connects the resulting DPAs back together. The IAR construction applied to the sub-automata may also apply the previously presented initial state or refinement optimization. Since the “infinite” part of the run

---

7 This optimization is effectively the same as in [21], we only adapted it to our new preorder-based construction and added some further explanations.

8 Recall that \( \Delta \) is the set of transition triples of the form \( (q, a, \delta(q, a)) \).
Algorithm 1 The SCC decomposition procedure for IAR, IAR\(\text{sc}c\).

**Input:** DRA \(\mathcal{R} = (Q, \Sigma, \delta, q_0, \{(F_i, L_i)\}_{i=1}^k)\), IAR construction IAR.

**Output:** DPA \(\mathcal{P}\) with \(L(\mathcal{P}) = L(\mathcal{R})\).

1: \(\tilde{Q}^* \leftarrow \emptyset\), \(\tilde{\delta}^* \leftarrow \emptyset\), \(\tilde{\lambda}^* \leftarrow \emptyset\)
2: for SCC \(S\) in \(\mathcal{R}\) do
3: Pick a starting state \(q \in S\)
4: \((\tilde{Q}_S, \Sigma, \tilde{\delta}_S, \tilde{q}_S, \tilde{\lambda}_S) \leftarrow \text{IAR}(\mathcal{R} \mid q \in S)\)
5: \(\tilde{Q}^* \leftarrow \tilde{Q}^* \cup \tilde{Q}_S\), \(\tilde{\delta}^* \leftarrow \tilde{\delta}^* \cup \tilde{\delta}_S\), \(\tilde{\lambda}^* \leftarrow \tilde{\lambda}^* \cup \tilde{\lambda}_S\)
6: \(\tilde{Q}^* \leftarrow \tilde{Q}^* \cup \{(q, \varepsilon) \mid q\ \text{transient in } \mathcal{R}\}\)
7: for transient \(t = (q, \varepsilon)\) do
8: for \((q, \varepsilon) \in \tilde{Q}^*\) do
9: Pick a \((q', \varepsilon) \in \tilde{Q}^*\)
10: \(\tilde{\delta}^*((q, \varepsilon), a) \leftarrow (q', \varepsilon)\)
11: \(\tilde{\lambda}^*((q, \varepsilon), a, (q', \varepsilon)) \leftarrow 1\)
12: Pick a \((q_0, \varepsilon) \in \tilde{Q}^*\) as \(\tilde{q}_0^*\)
13: return \((\tilde{Q}^*, \Sigma, \tilde{\delta}^*, \tilde{q}_0^*, \tilde{\lambda}^*)\)

---

**Fig. 4** Example application of Algorithm 1, using the same notation as in Fig. 1.

---

can only occur inside an SCC, we do not need to track any information along transient states or edges and thus we can directly copy the transition structure of the Rabin automaton.

Figure 4 shows an example application and the obtained savings of the construction. Pair 1 is only relevant for acceptance in the SCC \{\(p\}\}, but in the unoptimized construction it still changes the preorder in the part of the automaton constructed from \{\(q, r\}\}, as e.g. the transition \(\langle r \rangle b q\) is contained in \(F_1\). Similarly, pair 2 is tracked in \{\(p\}\} while actually not being relevant. The optimized version yields improvements in both state-space size and amount of priorities.

In order to prove correctness of IAR\(\text{sc}c\), we show some auxiliary lemmas. To this end, we again fix a Rabin automaton \(\mathcal{R} = (Q, \Sigma, \delta, q_0, \{(F_i, L_i)\}_{i=1}^k)\) and set \(\mathcal{P}^* = \text{IAR}\(\text{sc}c\)(\(\mathcal{R}\), IAR) = (\(\tilde{Q}^*, \Sigma, \tilde{\delta}^*, \tilde{q}_0^*, \tilde{\lambda}^*)\) the constructed IAR automaton. Moreover, let \(\mathcal{P}_S = \text{IAR}(\mathcal{R} \mid q \in S)\) the IAR automata constructed for SCC \(S\) in Line 4. We use \(\Xi \leq k = \{\varepsilon\} \cup \bigcup_{i=1}^k \Xi_i\) to denote all preorders of length up to \(k\), including the empty preorder. With this definition, we have for the states \(\tilde{Q}^*\) of \(\mathcal{P}^*\) that \(\tilde{Q}^* \subseteq Q \times \Xi \leq k\).

First and foremost, we argue that the algorithm is well defined. Note that in the Rabin automaton, each state and transition is either transient or contained in an SCC. Transitions are transient even if the starting state and end state are contained in different SCCs. Due to
Moreover, it is easy to see that \( \tilde{\xi} \) for every state in the SCC, i.e., for every \( p \in S \). Line 6 then adds one state to the constructed automaton for each transient Rabin state. Hence, there is at least one \( (p, \tilde{\xi}) \) for each \( p \in \tilde{Q} \) and the choices in Lines 9 and 12 are well defined. Moreover, it is easy to see that \( \tilde{\delta}^* \) is assigned at most one value for each pair \( (q^*, a) \in \tilde{Q}^* \) and similarly \( \lambda^* \) gets assigned exactly one value for each transition \( t^* \in \tilde{\Delta}^* \).

Now we show that \( \text{IARscc} \) emulates runs on the original automaton, i.e., every run of a Rabin automaton has a unique corresponding run in its \( \text{IARscc} \) translation, similar in spirit to Lemma 3.1 and Corollary 3.1.

**Lemma 4.2** Let \( q \in Q \) a state in \( \mathcal{R} \) and \( (q, \tilde{\xi}) \in \tilde{Q}^* \) an IAR state with \( q \) as first component. Then, \( \delta(q, a) = q' \iff \tilde{\delta}^* ((q, \tilde{\xi}), a) = (q', \tilde{\xi}') \) for some \( \tilde{\xi}' \in \tilde{\Sigma}_{\leq k} \).

**Proof** We prove both directions separately.

\[ \Rightarrow \] We show that for all \( q, q' \in \tilde{Q} \) and \( a \in \Sigma \) with \( q' = \delta(q, a) \) and for every \( \tilde{\xi}' \in \tilde{\Sigma}_{\leq k} \) such that \( (q, \tilde{\xi}) \in \tilde{Q}^* \), there is a \( \tilde{\xi}' \in \tilde{\Sigma}_k \) with \( (q', \tilde{\xi}') = \tilde{\delta}^* ((q, \tilde{\xi}), a) \), i.e., the run of \( \mathcal{P}^* \) cannot get "stuck".

Choose a transition \( t = (q, a, q') \) in the Rabin automaton and let \( \tilde{\xi}' \) be an arbitrary preorder. We show that \( \tilde{\delta}^* ((q, \tilde{\xi}), a) = (q', \tilde{\xi}') \) for some preorder \( \tilde{\xi}' \). To this end, distinguish two cases:

- \( t \) transient: The statement follows directly from the treatment of \( t \) in the loop of Line 7.
- \( t \) not transient: Then, \( t \) is encountered while processing a particular SCC \( S \), i.e., while applying \( \text{IAR} \) to the sub-automaton. In this case, Lemma 3.1 is directly applicable.

\[ \Leftarrow \] By investigating the algorithm, one immediately sees that whenever \( \tilde{\delta}^* ((q, \tilde{\xi}), a) \) is assigned some value \( (q', \tilde{\xi}') \) we have \( q' = \delta(q, a) \) as a precondition. \( \square \)

**Corollary 4.1** Let \( w \in \Sigma^\omega \) be a word. Then, \( \mathcal{R} \) has a run \( \rho \) on \( w \) iff it has a run \( \tilde{\rho} \) on \( \mathcal{P}^* \). Moreover, if such a pair of runs exists, we have that \( \rho_i = q \iff \tilde{\rho}_i = (q, \tilde{\xi}) \) for some \( \tilde{\xi} \in \tilde{\Sigma}_{\leq k} \).

**Proof** Follows directly from Lemma 4.2 using an inductive argument. \( \square \)

Furthermore, we show that every SCC in the result corresponds to a subset of an SCC in the original automaton. In other words, it cannot be the case that an SCC in the resulting IAR automaton contains states corresponding to states in two different SCCs of the Rabin automaton.

**Corollary 4.2** For every SCC \( S^* \subset \tilde{Q}^* \in \mathcal{P}^* \), we have that its projection \( \{ q \in Q \mid \exists \tilde{\xi} \in \tilde{\Sigma}_{\leq k} (q, \tilde{\xi}) \in S^* \} \) to \( \mathcal{R} \) is a subset of some SCC in \( \mathcal{R} \).

**Proof** Consider an arbitrary cycle in \( \mathcal{P}^* \). Projecting the cycle to \( \mathcal{R} \) again results in a cycle since the automata stay “in sync” due to Corollary 4.1. Thus, the projected cycle has to be contained in a single SCC of \( \mathcal{R} \). \( \square \)

As a last lemma, we prove that \( \mathcal{R} \mid_q S \) recognizes the correct language.

**Lemma 4.3** Let \( w \) be a word such that \( \mathcal{R} \) has a run \( \rho \) on it. Let \( S \) be the SCC containing \( \inf(w) \) and pick an arbitrary \( q \in S \). Fix \( j \in \mathbb{N} \) such that \( \rho_i \in \Delta \mid S \) for all \( i \geq j \). Then \( w \) is accepted by \( \mathcal{R} \) iff \( w' = w_j w_{j+1} \cdots \) is accepted by \( (\mathcal{R} \mid_q S)_{s_j} \) where \( s_j \) is the state \( \rho_j \) starts at.
Proof Fix \(w, \rho, S, q, j\) and \(w'\) as stated. One immediately sees that \((R \upharpoonright_q S)_{\rho_j}\) has a run \(\rho' = \rho_j \rho_{j+1} \cdots\) on \(w'\) and \(\text{Inf}(\rho) = \text{Inf}(\rho')\). Hence, we only need to show that there are pairs in both automata accepting the respective runs.

\[\Rightarrow\text{As \(w\) is accepted by \(R\) there is an accepting Rabin pair \((F_i, I_i)\). By assumption, \(\text{Inf}(\rho) \subseteq \Delta \upharpoonright S\) and \(\text{Inf}(\rho) \cap I_i \neq \emptyset\). Hence, \(I_i \cap (\Delta \upharpoonright S) \neq \emptyset\) and \((F_i \cap (\Delta \upharpoonright S), I_i \cap (\Delta \upharpoonright S))\) is a pair of the restricted automaton accepting \(\rho'\).}

\[\Leftarrow\text{Follows by an analogous argument.}\]

With these results, we prove the correctness of the algorithm.

Theorem 4.4 For every DRA \(R\) we have that \(L(IARscc(R, IAR)) = L(R)\) for all presented variants of IAR.

Proof Let \(w \in \Sigma^\omega\) be an arbitrary word. By Corollary 4.1, we have that \(R\) has a run \(\rho\) on \(w\) iff \(P_\rho\) has a run \(\rho^*\) on it. Assume w.l.o.g. that both automata indeed have such runs (otherwise \(w\) trivially is not accepted by neither automata). Let \(S\) and \(S^*\) be the SCCs containing \(\text{Inf}(\rho)\) and \(\text{Inf}(\rho^*),\) respectively. We further assume w.l.o.g. that \(\{i \mid I_i \cap (\Delta \upharpoonright S) \neq \emptyset\} \neq \emptyset;\) otherwise, both of the automata only generate rejecting events infinitely often and \(w\) is rejected.

By virtue of Corollary 4.2, the SCC \(S^*\) is constructed while processing \(S\) in the main loop, i.e. it is an SCC of \(P_S.\) As both runs eventually remain in the respective SCCs, there is a \(j \in \mathbb{N}\) such that \(\rho_i \in \Delta \upharpoonright S\) and \(\rho^*_i \in \Delta^* \upharpoonright S\) for all \(i \geq j.\) By Lemma 4.3 we have that \(w' = w_j w_{j+1} \cdots\) is accepted by \((R \upharpoonright_q S)_{\rho^*_j}\) iff \(w\) is accepted by \(R.\) Furthermore, employing Lemmas 3.3 and 4.1 we have that \(w'\) is accepted by \((P_S)_{\rho^*_j}\) iff it is accepted by \((R \upharpoonright_q S)_{\rho^*_j}\).

By construction, \(w\) is accepted by \(P^*\) iff \(w'\) is accepted by \((P_S)_{\rho^*_j}.\) Together, this yields that \(w\) is accepted by \(R\) iff it is accepted by \(P^*.\)

4.4 Optimal choice of the initial order with SCCs

Section 4.1 presented an initial optimization idea by choosing a good initial preorder. In Sect. 4.2 we argued that this idea is subsumed by the state refinement approach. However, when combined with the SCC optimization of the previous section, we can nevertheless obtain an efficient and theoretically appealing selection mechanism, as we shall explain now. In particular, our implementation applies this step as a “preprocessing” to quickly eliminate large parts of the state space before applying the more costly refinement computation.

Recall that when we apply IARscc the initial order is only optimized when processing an SCC \(S\) of the input automaton, i.e. when building \(P_S\) from \(R \upharpoonright_q S.\) Consequently, we can restrict ourselves to only deal with Rabin automata forming a single SCC. For simplicity, let \(R\) be such a single-SCC automaton. While IAR(\(R\)) may contain multiple SCCs, we show that it contains exactly one (reachable) bottom SCC (BSCC), i.e. an SCC without outgoing edges. Additionally, this BSCC is the only SCC which contains all states of the original automaton \(R\) in the first component of its states.

Theorem 4.5 Let \(R = (Q, \Sigma, \delta, q_0, \{(F_i, I_i)\})\) be a Rabin automaton that is strongly connected. We have that \(P = IAR(R)_{(q_0, \forall \gamma)}\) contains exactly one reachable BSCC \(\tilde{S}\) for every \(\forall \gamma \in \mathcal{E}^k,\) and for every reachable SCC \(\tilde{S}'\) of \(P\) we have that \(\tilde{S} = \tilde{S}'\) iff \(Q = \{q \mid \exists \gamma \in \mathcal{E}^k. (q, \gamma) \in \tilde{S}'\}\).

Proof We assume w.l.o.g. that there is at most one \(F_i\) which is empty. Otherwise, due to the structure of Rabin acceptance, we simply merge all required sets with empty corresponding prohibited set into one required set without changing acceptance.
We first show existence of BSCCs. As $\mathcal{R}$ is assumed to be strongly connected, every state in $\mathcal{R}$ necessarily has a successor. From the definition of IAR it immediately follows that (i) $\mathcal{P}$ is finite, and (ii) that there can be no state without a successor, which implies that there always exists a BSCC.

We show that each BSCC of $\mathcal{P}$ contains all states of $\mathcal{R}$, i.e. for every BSCC $\tilde{S}$ and state $q \in Q$ there exists a preorder $\preceq$ such that $(q, \preceq) \in \tilde{S}$ [Fact I]. Let $(q, \preceq) \in \tilde{S}$ be a state in a BSCC of $\mathcal{P}$. Since the Rabin automaton comprises a single SCC, there exists a word $w$ such that starting from $q$ every state is visited at least once. By Corollary 3.1, we get that the corresponding run of $\mathcal{P}$ on $w$ starting from $(q, \preceq)$ also visits every state of $\mathcal{R}$ (in the first component) at least once.

Next, we show both uniqueness and the given characterization of BSCCs as the only SCC which contains all states of $\mathcal{R}$. Let $\tilde{S}$ be a BSCC of $\mathcal{P}$, $\tilde{S}'$ an SCC with $Q = \{q \mid \exists z \in \mathcal{E}^k. (q, z) \in \tilde{S}' \}$ and $\tilde{S} \neq \tilde{S}'$. This implies that $\tilde{S} \cap \tilde{S}' = \emptyset$, as different SCCs are disjoint by definition. Note that $\tilde{S}'$ might also be bottom. Since $\tilde{S}'$ is an SCC, there exists a path which visits all transitions in $\tilde{S}'$. Formally, for each state $q' \in \tilde{S}'$ we can find a finite word $w$ such that the run of $\mathcal{P}$ on $w$ starting from $q' \in \tilde{S}'$ visits each transition in $\tilde{S}'$ at least once and ends in $q'$. Fix $\tilde{q}' = (q, \tilde{q}') \in \tilde{S}'$ and let $w$ be such a word. By [I], there exists a preorder $\preceq' \in \mathcal{E}^k$ such that $\tilde{q}' = (q, \preceq') \in \tilde{S}$. After following the word $w$ on $\mathcal{P}$ starting from the two states $\tilde{q}$ and $\tilde{q}'$, we arrive at $(q, \tilde{z}) \in \tilde{S}$ (since $\tilde{S}$ is bottom) and $(q, \tilde{z}') \in \tilde{S}'$ (by choice of $w$), respectively. But, as every transition and thus every (non-empty) $F_i$ was visited along the path, we have that $\tilde{z} = \tilde{z}'$. Note that by our assumption there exists at most one empty $F_i$ and thus it is the oldest in both $\tilde{z}$ and $\tilde{z}'$ if it exists. Therefore $(q, \tilde{z}) = (q, \tilde{z}')$ and hence $\tilde{S} \cap \tilde{S}' \neq \emptyset$, contradicting the assumption. $\square$

This result makes defining an optimal choice of the initial order straightforward. As follows. We construct $\text{IAR}(\mathcal{R})$ starting with, for example, the coarsest initial preorder. By the theorem, there always exists a BSCC containing all states of $\mathcal{R}$, independent of the initial order. We can find such a BSCC by, for example, a classical DFS. Now, since each state of $\mathcal{R}$ occurs in that BSCC, we can always find a preorder $\preceq_0$ such that $(q_0, \preceq_0)$ is in the BSCC. If we choose $(q_0, \preceq_0)$ as the new initial state, then no state outside of the BSCC is reachable in $\text{IAR}(\mathcal{R})(q_0, \preceq_0)$ (since it is a BSCC). Note that this in particular implies that the constructed automaton $\text{IARscc}(\mathcal{R}, \text{IAR})$ always has exactly the same number of SCCs as the input automaton $\mathcal{R}$, since for each SCC in $\mathcal{R}$ we construct a single-SCC IAR automaton.

### 4.5 Applicability to other constructions

We briefly remark how our optimizations can be applied to other constructions. Note that all our reasoning essentially only relies on the fact that the “appearance record” only tracks the infinite behaviour. For example, this allows us to change the initial record without modifying the language. Thus, we can transfer practically all our reasoning to every appearance record construction; refinement of course only applies to those using preorders. For example, we could improve the state appearance record used for Muller acceptance or a variant of our IAR translating Streett to parity.

### 5 Experimental results

In this section, we compare variants of our approach and established tools, in particular Spot (version 2.9.6) [7] and Owl (version 20.06.00) [19] (compiled to native code with GraalVM
We implemented our construction on top of Owl. The source code, all tools, data sets, and scripts used for the evaluation can be found at [27]. Due to contribution guidelines of Owl, only the most optimized variant (\(IAR_{S_I}^*\) in the evaluation) is part of its standard distribution (named dra2dpa). The evaluation was performed on an AMD Ryzen 5 3600 6 × 3.60 GHz CPU with 8 GB RAM available. All of our evaluation is greatly aided by Spot’s utility tools randaut, randltl, autcross, and ltl1cross. All executions were restricted to a single CPU core.

**Tools**

Our experiments evaluate the IAR construction together with our presented optimizations and compare it to other state-of-the-art tools. We denote enabled optimizations with subscripts, namely \(i\) (initial state), \(r\) (refinement), and \(S\) (SCC decomposition). Whenever SCC decomposition is combined with initial state refinement, we use the reasoning of Sect. 4.4 to obtain an optimal initial state.

Additionally, we write \(IAR^t\) to denote the IAR variant using total orders instead of preorders, as described in the conference paper [21].\(^9\) Note that for the total order variant, the refinement optimization is not applicable, since there are no states refining each other. Thus, \(IAR_{S_I}^t\) is the “most optimized” variant thereof.

Apart from the IAR variants of this work, we consider constructions from Spot [7], and Owl [19]. For completeness sake, we also implemented the (transition-based variant of the) original construction of [23] without any optimizations (denoted \(LdAR\)). The used constructions together with their configuration is mentioned at the appropriate places. In [21], we also compared to GOAL [45]. Since that paper was published, a new version of GOAL has been released. However, the new version still is far outside the league of the other mentioned tools: Firstly, the DRA-to-DPA translation only works on state-based input. Secondly, it is several orders of magnitude slower even on simple automata. Hence, we exclude it from the comparison. The artefact contains instructions to replicate these findings.

We highlight that the mentioned state-of-the-art tools are highly optimized, containing several minimization techniques which may yield drastic improvements by themselves, orthogonal to the performance of the underlying construction. As such, the subsequent results have to be read carefully: Where one tool outperforms an other, it may be due to, for example, better generic optimizations in that tool rather than fundamental improvements or the automata generated by one method may be structurally more aligned with a particular optimization technique. Since these optimizations are often interwoven with the actual computation, we do not see a clear way to disable them in a fair way. In an effort to make the comparison as fair as possible, we also apply the generic post-processing procedure of Spot (which seems to be the most advanced) to all tools. The post-processing is denoted with a superscript \(*\). For example, \(IAR_{S_I}^*\) is our construction with enabled SCC and initial state optimization combined with Spot’s post-processing.

See “Appendix A.1” for an exhaustive list of all tool names together with a brief description of the underlying approach.

**State-based acceptance**

In [21], we also performed comparison with state-based acceptance. Already there, the experimental evidence clearly suggested that transition-based acceptance is more appealing. Since the conference paper, more and more papers and tools shifted to transition-based acceptance due to its theoretical and practical appeal. Moreover, Owl is fundamentally built

\(^9\) We reimplemented [21] in Owl to profit from its recent improvements and to unify most of the logic, allowing for a fair comparison. In particular, the only difference between \(IAR\) and \(IAR^t\) is that a total preorder is chosen as initial state.
to exclusively work with transition-based acceptance. While both Spot and Owl provide mechanisms to output automata with state-based acceptance, comparison to “native” state-based constructions still would be unfair, since the canonical conversion from transition to state-based acceptance potentially could introduce superfluous states. Together, we choose to omit an explicit treatment of state-based acceptance.

**Metrics**

We perform experiments on three different input sets, explained later. On each input set, we compare the average performance of several tools. We are interested in the overall runtime, number of states and edges in the resulting automaton, and the average number of acceptance sets, i.e. distinct priorities. We note that runtimes are very small for all tools (often in the order of a few milliseconds). As such, even the efficiency of the used parsing / serialization routines may have an significant impact. Thus, comparison of runtime between two different tools has to be done carefully. One might argue that this problem could be overcome by using larger inputs; however, we experienced that typically memory becomes an issue much faster than runtime. Unfortunately, autcross and ltlcross, which are used to run the experiments and gather raw data, do not provide insight on the memory footprint.

**Data Sets**

We first consider DRA-to-DPA translations and then include our IAR approach in a larger LTL-to-DPA pipeline, as used in, for example, reactive synthesis. Several of our input datasets are randomly generated, partly due to a lack of standard datasets. Evaluation on such random inputs has to be understood with care due to several reasons. In Theorem 4.3, we have shown that our translation of DRA to DPA incurs an exponential blow-up. Even more drastically, the LTL-to-DRA translations we use to evaluate our LTL-to-DPA pipeline already construct a double exponentially sized DRA in the worst case, leading to a triple-exponential worst-case bound. In particular, applying only a handful of changes to an LTL formula can explode the resulting DPA from only ten to several thousands of states. Yet, similar to, for example, SAT problems, the theoretical worst case rarely shows in practice. Most of the randomly generated inputs are easily translated while only a small fraction of the inputs actually leads to large outputs, as visible in our plots.

See “Appendix A.2” for an exhaustive overview of all datasets.

### 5.1 DRA to DPA

As there are, to our knowledge, no “standard” datasets for this kind of comparison, we use Spot’s tool randaut tool to produce randomly generated Rabin automata, yielding two datasets dra2dpa and dra2dpa-large. We present an overview of the comparisons in Fig. 5 and Table 1. We discuss several findings separately.

Effects of our optimizations: Each of the presented optimizations decreases the size of the obtained automata noticeably while not incurring significant runtime overhead. In particular, note that the unoptimized IAR indeed is the slowest of all variants, likely due to serialization overhead of significantly larger automata. Moreover, all our approaches yield the same number of priorities and Spot’s post-processing also prunes them down to the same number. We highlight the significant effect of the refinement optimization, i.e. the results of IARr, which is one of the main contributions of this work. Combined with Spot’s post-processing it already yields the best results, suggesting that (at least on this dataset) Spot applies a similar SCC and initial state optimization. We note that the runtime of IARSr is slightly higher than IARs, contrary to our conjectures in Sect. 4.4.
### Table 1  Comparison of different Rabin to Parity translations on the \texttt{dra2dpa} and \texttt{dra2dpa-large} datasets

|            | \texttt{dra2dpa} | \texttt{dra2dpa-large} |
|------------|------------------|------------------------|
| \( R \)   | 19.68            | 19.95                  |
| IAR        | 62 (397)         | 212 (1403)             |
| IAR\(_i\)  | 54 (261)         | 115 (985)              |
| IAR\(_S\)  | 49 (248)         | 54 (144)               |
| IAR\(_S\)  | 58 (247)         | 115 (985)              |
| IAR\(_r\)  | 54 (144)         | 128 (860)              |
| IAR\(_S\)  | 56 (145)         | 1185 (860)             |
| IAR\(_S\)  | 59 (149)         | 1185 (860)             |
| LdAR       | 115 (985)        | 115 (985)              |
| IAR\(_t\)  | 32 (155)         | 155 (1090)             |
| IAR\(_t\)  | 37 (143)         | 261 (880)              |
| Spot\(_DRA") | 137 (206)       | 830 (708)              |

Each cell displays the geometric average to reduce the influence of potential outliers. We also include the values after post-processing with spot in parentheses.

We suspect that this is due to the small size of the automata. Interestingly, these two methods yield exactly the same results in terms of state-space. We conjecture that this a consequence of the discussion of Sect. 4.2: The refinement apparently picks optimal initial states and their reachable successors in each SCC.

Comparison to [23]: LdAR clearly is outperformed by every other approach. Interestingly, its post-processed version seems to overtake the basic IAR construction on a few more complex inputs, likely related to the exponentially worse worst case of IAR as discussed in Sect. 3.

Comparison to [21]: All of our variants without refinement optimization are outperformed by the unoptimized variant total order construction IAR\(_t\). This presumably also is related to the complexity discussion of Sect. 3. The implementation of IAR\(_t\) uses sorting as tie-breaking, which seems to be a practical choice. However, refinement alone already is sufficient to outperform the most optimized variant of [21], namely IAR\(_S\)\(_i\) significantly.

Comparison to Spot: For this translation, Spot uses an improved variant of our previous work [21], see [37]. Thus, it is hardly surprising that our results are comparable. We suspect that Spot has a slight advantage (\(\approx 10\%\)) on these datasets due to built-in optimizations. In particular, Spot has a significantly higher runtime.

In summary, we observe that our approach is competitive and all our optimizations yield an improvement without too much overhead. Moreover, the new refinement optimization yields significant improvements over our previous IAR approach [21].
Fig. 5 Comparison of several tools on the datasets dra2dpa and dra2dpa-large. We run each tool on each input from the respective dataset and plot the results in ascending order (sometimes called “cactus plot”). Thus, at point \( i \) on the x-axis we have \( i \)th smallest result of each tool. Tools present in both graphs are drawn with the same line style. The first graph compares different IAR variants without post-processing, the second with post-processing and Spot as baseline, and the third compares the most optimized variants on a larger dataset.

5.2 LTL to DPA

Motivated by the previous results we concatenate our DRA to DPA translation IAR with LTL-to-DRA translations of Owl and Spot, obtaining two LTL-to-DPA translations. We compare this approach to the respective solutions of Spot (Spot\(_{\text{LTL}}\)) and Owl (Owl\(_{\text{LTL}}\)). We do not present our results on the total order construction of [21] here, since they largely overlap with the preorder variant on this dataset.

Before we present the results, we highlight some peculiarities of the following comparisons. Firstly, since our tool is only one piece of a large pipeline, the results are very dependent on the performance and structure of the automata created by the predecessors in the pipeline. Moreover, we do not expect to outperform the specifically tailored tools, we rather provide this comparison to put the performance of our IAR construction into context. Finally, the
Fig. 6  Comparison of several LTL-to-DPA tools on ltl2dpa-rand (left) and ltl2dpa-lit (right). As in Fig. 5, we report the sorted resulting state numbers of each tool on the respective dataset. We “zoomed in” on the interesting regions, indicated by the axis labels.

Table 2  Comparison of several LTL-to-DPA tools on the datasets ltl2dpa-rand (top) and ltl2dpa-lit (bottom)

|               | Random (ltl2dpa-rand) |               | Literature (ltl2dpa-lit) |
|---------------|-----------------------|---------------|--------------------------|
|               | Time (ms)             | States        | Edges                    | Acc.       |
| Owl IAR       | 31 (41)               | 20 (15)       | 85 (59)                  | 3.27 (1.56) |
| Spot IAR      | 28 (36)               | 17 (16)       | 72 (65)                  | 2.88 (1.56) |
| Owl LTL       | 66 (68)               | 21 (15)       | 91 (60)                  | 3.22 (1.56) |
| Spot LTL      | 11 (20)               | 25 (18)       | 159 (77)                 | 1.56 (1.56) |

As in Table 1, each cell displays the geometric average and we additionally include the values after post-processing with spot in parentheses.

Constructions used in Spot LTL are fundamentally different from the constructions of Owl LTL. In particular, there are some formulae where Owl’s constructions outperform Spot by orders of magnitude and vice versa, see “Appendix A.4” for details.

Figure 6 and Table 2 show our results on the datasets ltl2dpa-rand and ltl2dpa-lit. Quite surprisingly, our approach seems to perform at least on par with the established tools, sometimes even better. We observe that the relative performance of the different approaches varies between the datasets; however, all seem to be largely comparable (except for few extremes). In particular, all (post-processed) approaches yield practically equivalent solutions for a large portion of either datasets. This indicates that the datasets probably are “too simple” in order to sufficiently showcase the differences between the approaches. As the plots in Fig. 6 indicate, the complexity can quickly explode. Finding sufficiently rich datasets where all formulae are challenging yet tractable may prove to be difficult.

There are further, tailored datasets on which Owl significantly outperforms Spot (for example, fairness constraints or GR(1) formulae [33]) or vice-versa. We do not report on them here in particular, since this difference in performance is not due to our IAR construction. See “Appendix A.4” for some pairwise comparisons between tools, demonstrating the effects of the underlying differences between Owl and Spot.
In summary, our results suggest that our IAR construction is capable of handling real-world inputs with a performance comparable to state-of-the-art tools. Moreover, each of the four approaches seems to have slightly different strengths. In particular, analysing where the combination of IAR with a tool’s LTL-to-DRA translation outperforms the tool’s “native” LTL-to-DPA translation could yield interesting insights and significant improvements.

6 Conclusion

We have presented a new perspective on the index appearance record construction. In comparison to the standard construction, our new approach produces significantly smaller automata due to several non-trivial improvements. In [21], the switch to transition-based acceptance alone yielded significant savings, several optimizations further improved the construction. This work extends [21] by (i) shifting to pre-orders, allowing for a canonical representation and further optimizations, (ii) lifting previous optimizations to this new construction, and (iii) introducing the new refinement-based optimization. As in [21], our construction preserves the “labelling” of the input automaton, merely adding additional, understandable metadata to the state space. The shift to pre-orders and the subsequent refinement optimization allowed for significant practical improvements compared to [21]. Together, our construction is on-par with or even ahead of state-of-the-art tools.

For future work, a more targeted post-processing of the state space and the priority function is desirable. Further, one can adopt optimizations of Spot as well as consider optimizations taking the automaton topology more into account. Combining our approach with the optimizations presented in [37] could yield additional improvements. Dually, analysing instances where our approach applied to LTL-to-DPA translation outperforms existing tools could help to improve those tools, too.

A further interesting direction is to extend the refinement notion of Sect. 4.2 to runs. For example, if we know that starting from a state \( s \) two prohibited sets \( F_1 \) and \( F_2 \) occur on every infinite run (not necessarily on the same transition), we could immediately move them into the same group when entering that state \( s \). As such, this idea is related the concept of confluence (also called “diamond property”) and approaches identifying this property potentially could be applicable here.
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A Further evaluation details

A.1 List of tools

In this section, we list and describe all tools used in our evaluation and some more which can be found in the artefact for further evaluation. The post-processed versions of tools is obtained
by chaining them with autfilt --hoa --parity --deterministic --high
-. We used \texttt{min odd} parity acceptance due to technical reasons, namely (i) Owl’s parity
post-processing only is applicable to \texttt{min} parity and (ii) our implementation of [24] also
yields \texttt{min odd} automata. Moreover, note that as of now, the optimize-aut processor
of Owl does not perform too significant optimizations. Its main effect on parity automata is
removal of dead states and “compressing” of priorities.

A.1.1 DRA to DPA tools

\textbf{IAR}: Our base method IAR without any further optimization.

\texttt{owl -I- hoa --- dra2dpa --no-scc --no-init --no-succ
--min --odd --- optimize-aut --- hoa}

\textbf{IAR_{I}}: IAR with initial state optimization (Sect. 4.1).

\texttt{owl -I- hoa --- dra2dpa --no-scc --no-succ --min --odd
--- optimize-aut --- hoa}

\textbf{IAR_{R}}: IAR with refinement optimization (Sect. 4.2).

\texttt{owl -I- hoa --- dra2dpa --no-scc --no-succ --min --odd
--- optimize-aut --- hoa}

\textbf{IAR_{S}}: IAR with SCC optimization (Sect. 4.3).

\texttt{owl -I- hoa --- dra2dpa --no-scc --no-succ --min --odd
--- optimize-aut --- hoa}

\textbf{IAR_{Si}}: IAR with SCC and initial state optimization (Sects. 4.3 and 4.4).

\texttt{owl -I- hoa --- dra2dpa --no-scc --no-succ --min --odd
--- optimize-aut --- hoa}

\textbf{IAR_{Sr}}: IAR with SCC and refinement optimization (Sects. 4.2–4.4).

\texttt{owl -I- hoa --- dra2dpa --no-init --min --odd
--- optimize-aut --- hoa}

\textbf{IAR_{Sr}}: IAR with SCC, refinement, and initial state optimization (Sects. 4.2 and 4.3).

\texttt{owl -I- hoa --- dra2dpa --no-scc --no-succ --min --odd
--- optimize-aut --- hoa}

\textbf{IAR^{I}}: The total-order IAR of [21] without further optimizations.

\texttt{owl -I- hoa --- dra2dpa --no-scc --no-succ
--no-init --no-preorder
--min --odd --- optimize-aut --- hoa}

\textbf{IAR^{I}}: The total-order IAR of [21] with SCC and initial state optimization (similar to
Sects. 4.3 and 4.4).

\texttt{owl -I- hoa --- dra2dpa --no-scc --no-preorder
--min --odd --- optimize-aut --- hoa}

\textbf{LdAR}: The original construction of [24].

\texttt{owl -I- --- loding --- optimize-aut --- hoa}
Spot\textsubscript{DRA}: Spot’s DRA to DPA translation with some post-processing optimizations disabled
\begin{verbatim}
autfilt --hoa --deterministic --parity --low -x wdba
    -minimize=0,simul=0
\end{verbatim}

GOAL: A primarily educational tool based on \cite{45}, containing basic translations for various automata and formulas.
\begin{verbatim}
goal batch `$nba = load -c HOAF /dev/stdin;
    $dpa = convert -t dtw $nba;
    save $dpa -c HOAF /dev/stdout;`
\end{verbatim}

\subsection{A.1.2 LTL to DPA tools}

Owl\textsubscript{IAR}: Owl’s \texttt{ltl2dra} tool combined with our optimized IAR
\begin{verbatim}
owl -I- ltl --- ltl2dra --- optimize-aut
    --- dra2dpa --min --odd
    --- optimize-aut --- hoa
\end{verbatim}

\textbf{Spot\textsubscript{IAR}}: Spot’s LTL to DRA translation combined with our optimized IAR
\begin{verbatim}
ltl2tgba --deterministic --high - |
    autfilt --remove-dead-states --cleanup-acceptance
    --partial-degeneralize
    --generalized-rabin --deterministic --high |
    owl -I- hoa --- dgra2dra --- dra2dpa --min --odd
    --- optimize-aut --- hoa
\end{verbatim}

Owl\textsubscript{IAR′}: Owl’s \texttt{ltl2dra} tool combined with optimized total-order IAR \cite{21}
\begin{verbatim}
owl -I- ltl --- ltl2dra --- optimize-aut --- dra2dpa
    --no-preorder --min --odd
    --- optimize-aut --- hoa
\end{verbatim}

\textbf{Spot\textsubscript{IAR′}}: Spot’s LTL to DRA translation combined with optimized total-order IAR \cite{21}
\begin{verbatim}
ltl2tgba --deterministic --high - |
    autfilt --remove-dead-states --cleanup-acceptance
    --partial-degeneralize
    --generalized-rabin --deterministic --high |
    owl -I- hoa --- dgra2dra --- dra2dpa
    --no-preorder --min --odd
    --- optimize-aut --- hoa
\end{verbatim}

Owl\textsubscript{LTL}: Owl’s \texttt{ltl2dpa} tool
\begin{verbatim}
owl -I- ltl --- simplify-ltl --- ltl2dpa
    --- optimize-aut --- hoa
\end{verbatim}

\textbf{Spot\textsubscript{LTL}}: Spot’s LTL to DPA translation with some post-processing optimizations disabled
\begin{verbatim}
ltl2tgba --hoa --deterministic --parity
    --low -x wdba-minimize=0,simul=0 -
\end{verbatim}
A.2 List of datasets

dra2dpa: 100 randomly generated Rabin automata over 5 atomic propositions with 20 States, 6 Rabin pairs, a transition density of 5%, and acceptance probability of 10%. The set is simplified by both Owl’s and Spot’s automata optimizations.

```sh
dra2dpa
```

randaut -n 100 5 --seed=0 -Q 20 --density=0.05 --deterministic --acceptance="Rabin 6" --acc-probability 0.1 --hoaf | owl hoa --- optimize-aut --- hoa |
autfilt --remove-dead-states --cleanup-acceptance --partial-degeneralize --generalized-rabin --deterministic --high | owl hoa --- optimize-aut --- dra2dra --- optimize-aut --- hoa

dra2dpa-large: 100 randomly generated Rabin automata over 5 atomic propositions with 20 States, 6 Rabin pairs, a transition density of 5%, and acceptance probability of 20%. The set is simplified by both Owl’s and Spot’s automata optimizations.

```sh
dra2dpa-large
```

randaut -n 100 5 --seed=0 -Q 20 --density=0.1 --deterministic --acceptance="Rabin 6" --acc-probability 0.2 --hoaf | owl hoa --- optimize-aut --- hoa |
autfilt --remove-dead-states --cleanup-acceptance --partial-degeneralize --generalized-rabin --deterministic --high | owl hoa --- optimize-aut --- dra2dra --- optimize-aut --- hoa

ltl2dpa-rand: 100 randomly generated LTL formulae over 5 atomic propositions and Boolean size of 32–42. The set is simplified by both Owl’s and Spot’s LTL processing.

```sh
ltl2dpa-rand
```

randltl -n-1 5 --tree-size=25..40 --seed=0 | owl ltl --- simplify-ltl --- string |
ltlfilt --simplify=2 |
ltlfilt --remove-wm |
ltlfilt --bsize=32..42 -n 100

Additional info on the `bsize` parameter, copied from Spot’s website:

With `--size` the size of the formula is exactly the number of atomic propositions and operators used. [...] With `--bsize`, every Boolean subformula is counted as 1 in the total size. So $F(a \& b \& c)$ would have Boolean-size 2. This type of size is probably a better way to classify formulas that are going to be translated as automata, since transitions are labelled by Boolean formulas: The complexity of the Boolean subformulas has little influence on the overall translation.

ltl2dpa-lit: A collection of 165 formulae, obtained from several previous works [8, 11,14,31,42,43], simplified by both Owl and Spot. Since some contain duplicates (after simplification), the actual set only contains 155 formulae. All formulae are part of the artefact.
We note that both the configuration of the random generators as well as the selection of literature was done mostly arbitrary. We did not explicitly try to bias towards one particular tool. For the random datasets, we observed that runtimes etc. are very sensitive to changes of the random generator. We tried several combinations of parameters to obtain datasets where no tool exhausts the resources of reasonable consumer hardware, yet significant computation is performed. This arguably introduces a slight bias; however, when experimenting with larger datasets, similar patterns as the ones observed in Sect. 5 emerged. For the literature selection, we tried to avoid works for which one particular tool is known to have a significant advantage.

A.3 Comparisons for DRA-to-DPA translation

In this section, we present log-log-plots comparing the state count of selected pairs of tools on the set \texttt{dra2dpa} for the reader’s convenience. The solid and dashed lines indicate equal and double/half size, respectively. The artefact contains all pairwise comparisons.

A.4 Comparisons for LTL-to-DPA translation

As in the previous section, we provide log-log-plots for pairs of tools, showing the state-count on both the \texttt{ltl2dpa-rand} and \texttt{ltl2dpa-lit} separately.
A.4.1 \texttt{ltl2dpa-rand} comparison

A.4.2 \texttt{ltl2dpa-lit} comparison
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