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Abstract
Neural mechanisms of touch are typically studied in laboratory settings using robotic or other types of well-controlled devices. Such stimuli are very different from highly complex naturalistic human-to-human touch interactions. The lack of scientifically useful naturalistic stimuli hampers progress, particularly in social touch research. Vision science, on the other hand, has benefited from inventions such as virtual reality systems that have provided researchers with precision control of naturalistic stimuli. In the field of touch research, producing and manipulating stimuli is particularly challenging due to the complexity of skin mechanics. Here, we review the history of touch neuroscience focusing on the contrast between strictly controlled and naturalistic stimuli, and compare the field to vision science. We discuss new methods that may overcome obstacles with precision-controlled tactile stimuli, and recent successes in naturalistic texture production. In social touch research, precise tracking and measurement of naturalistic human-to-human touch interactions offer exciting new possibilities.
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Technological advances are overcoming historical barriers to tactile stimulus design, allowing the production and measurement of new kinds of naturalistic touch stimuli. Vision science has already reaped the benefits of a wide range of naturalistic stimuli and precise stimulus control. Now, these benefits are becoming available to tactile researchers, and it is particularly important for the study of social and affective touch, which has been historically limited by the stimulators available.

The problem of completely defining a tactile stimulus
Research progress in the domain of sensory systems is highly dependent on researchers’ ability to produce, adapt, and manipulate stimuli in ways that are appropriate for the sensory system under investigation. In vision science, the invention of projectors, computer monitors, and virtual reality systems have provided researchers with more and more control [1] over increasingly naturalistic stimuli [2,3]. In the field of touch and somatosensation research, producing and manipulating stimuli is particularly challenging.

A reason for this challenge lies in the complexity of the skin mechanics. For any sensory system, we can think of the receptor surface as the interface between the environment and the nervous system. For vision, the receptor surface is the retina, which is limited in size, and does not typically deform. For touch, the receptor surface is the skin, which, in contrast, is distributed over the entire body, and physically deforms in response to stimulation.

One way to model visual or tactile sensory stimuli is by devising a function that provides a full description of all sensory information that can potentially be seen or felt, respectively called the plenoptic and plenhaptic functions. The plenoptic function [4], defined in 1991, has a finite number of seven dimensions to capture a visual stimulus, and is used to produce computer-modeled visual environments. Because of the mechanical properties of the skin, the plenhaptic function, defined in 2011, has infinite dimensions [5], and can only be reduced to a finite number by making assumptions and simplifications of the interaction between the object and the skin.

Assuming equal levels of complexity between visual and tactile stimulators, the plenhaptic function imposes theoretical limits to the possible range of stimulation that can be mechanically achieved. This limit implies that a universal haptic stimulator is only possible with additional compromises. Thus, we might never see a
single commercial product that could provide touch researchers with the power, flexibility, and fidelity of stimulus control that computer monitors and virtual reality systems provide to vision researchers. Additionally, haptic devices require physically moving parts close to or in contact with the receptor surface, which limits the spatial resolution with which researchers can manipulate the stimulus.

Fortunately, a large number of haptic interfaces for a growing number of purposes are now becoming accessible to industry and research [6–8]. Advances in computer vision and motion tracking are providing new tools for 3D-modeling of hands, bodies and objects that can be used to measure physical features of both social and non-social touch interactions [9–12]. These advances provide somatosensory researchers with new methods of systematically exploring neural processing of much more complex stimuli that bear a closer resemblance to the tactile environment humans navigate in our daily lives.

**Vision science: A benchmark for stimulus complexity**

In their seminal work, Hubel and Wiesel [1] studied receptive fields in the cat’s striate cortex. Around the same time, scientists also quantified responses in the cat’s somatic cortex [13]. These pioneering studies employed highly controlled and parametrized stimuli (e.g., spotlight to the retina and skin indentation for vision and somatosensation, respectively).

While the mid-20th century saw fields of somatosensory and visual research reach similar milestone discoveries, vision science has successfully pivoted to using naturalistic stimuli in recent years. The turn of the century came with improved technology that enabled researchers to explore cortical responses beyond the simplistic light patterns used previously. Advances up to this point have been discussed in detail elsewhere (for instance, see the studies by Reinagel et al., Felsen et al. [14,15]). In parallel, the non-invasive whole-brain neuroimaging modality that is fMRI was slowly becoming more mainstream [16]. With the advances in stimulation and recording together, in human research in particular, we highlight below some landmark studies regarding natural stimuli in vision.

In 2003, Bartels and Zeki [2] published the first fMRI study to use uncontrolled stimuli—a James Bond movie—vis-à-vis visual function. Bartels and Zeki showed that even when stimuli are embedded in complex situations (i.e. not in isolation, as is the case in parametrized testing), functional specialization was nevertheless preserved. In another study that used free viewing of a video clip, Hasson et al. [17] highlighted the ecological validity of naturalistic stimuli in vision research. From whole-brain fMRI signals, the authors found significant inter-subject correlation of neural activity in a large swathe of the cortex, implying that brains exhibit the same spatiotemporal pattern in response to the same stimuli.

Likewise, in the field of computational neuroscience, while the biologically inspired artificial neural networks (ANN) are deeply rooted in the findings of Hubel and Wiesel [18], in recent years, ANNs have moved in the direction of representational models of the natural scene [19,20].

Contemporarily, while both low- and high-level stimuli are still used to serve different scientific objectives, more advanced technologies are becoming widely available that allow for more degrees of freedom for manipulation. For instance, consumer virtual or augmented reality (VR, AR, respectively) do not only offer visual stimulation. With VR/AR, other sensory systems can be integrated and studied in parallel.

**Stimulus design limits touch research**

Historically, most psychophysical and neurophysiological studies of touch have been performed either with simple hand-held stimulators with minimal control, or with well-controlled stimuli that are very limited in the range of tactile stimulations they can produce. In the field of affective and social touch research, there is widespread use of commercially available paint brushes made with soft goat hair, which when stroked across the skin are generally felt as pleasant [21–26]. Despite being a complex stimulus composed of many individual hairs moving in slightly different ways, very little is known about the mechanical interaction between the hairs of the brush and the skin, and which physical features of the brush contribute to its softness or pleasantness. In a recent attempt to understand this by introducing mechanical changes at the skin—brush interface, the unavailability of fine stimulus control limited the precision of the conclusions [27].

Afferent neurons have been studied with precise sets of stimuli, which usually involve one fundamental physical dimension at a time (e.g. Change in just the lateral or normal force, or vibration frequency). Therefore, afferent neuron types in touch have been characterized mainly by their responses to one specific dimension embedded in simplistic stimuli rather than stimuli that are typically encountered in daily life.

Compared to neurophysiological studies, psychophysical studies have enjoyed a somewhat broader range of stimuli with better control. An example of how early technological advances in touch interfaces has improved...
our understanding of the somatosensory system is the development of apparent motion devices and the tactile motion aftereffect. Investigation of the visual motion aftereffect has provided insights into retinal and cortical processing of visual inputs. There are multiple ways of inducing the aftereffect with different types of visual stimuli, and these can be explained by neural activity in different locations in the nervous system [28]. Many of these insights were gleaned from the careful manipulation of visual elements on computer monitors such as random dot kinematograms, in which the proportion of randomly moving and consistently moving elements can be determined by the experimenter [29].

Early investigations of the tactile motion aftereffect suggested that it was weak, unreliable or inconsistent [30,31]. It was only after the development of apparent motion actuators, allowing finer control over individual elements in a moving stimulus, that a robust tactile motion aftereffect could be found [32]. This immediately lead to the insight that the direction-sensitive adapted neural population relies on dynamic activation in the periphery [32], and this was shortly followed by the insight that the neural population was also likely to scale their activity to the speed of motion [33].

**Advances in haptics and motion tracking can usher in a new era of touch research**

Advances in physics, chemistry, engineering and manufacturing allow new fields to grow dramatically including robotics and materials science. In the case of haptics, the increased interest in embedding haptic feedback in our daily lives (e.g., in cars, smartphones, game controllers or clothes), has inspired haptics researchers to develop new approaches to stimulating the sense of touch. One area that has grown rapidly in the last decade is research into the texture of objects and surfaces.

Texture is one of the key aspects of the world of touch. It has been a recurring challenge to render virtual tactile textures that researchers try to tackle, with a particular interest in surface displays embedded in smartphones. A major challenge for studying texture—skin interactions is that skin and most textured materials are not transparent. Opacity limits the number of sensors one can use to measure the deformation of the skin, which is fundamental information about the interaction. To overcome this challenge, researchers developed textured surfaces that are transparent, allowing imaging of the stimulus—skin interaction [34–36]. Another solution is to use non-optical sensors. Interaction between the human skin and the texture can be estimated by a frequency analysis over time using accelerometers and the force applied on the texture using force—torque sensors [37].

Even when flat surfaces have similar coefficients of friction and thermal effects, the differences in molecular structures can be felt by humans [38,39], which shows how complex it is to render high-fidelity virtual textures. In this field, many key studies investigated natural and naturalistic textures, and carefully measured their mechanical interactions with the skin [40], as well as the neurophysiological [41] and psychophysical responses [42–44]. There have been recent efforts to build databases of texture-rendering models to better understand how they can be synthesized [45], and it is now possible to virtually represent distinct granularity of textures [46].

Another issue in touch stimulation is the concept of agent interactions. Human-to-human interactions typically involve active touch by both individuals, which is not always practical in laboratory settings [47,48]. However, a recent study showed that tactile emotions can be conveyed with a robotic human-like arm [49]. It is also possible to take advantage of human-like fingertip sensors to deliver specific stimuli even though it limits the contact area to the size of a fingertip [50,51]. The advantage of this approach is to achieve a high degree of control while producing more naturalistic stimuli. For readers interested in a more thorough discussion of haptic technologies social touch, Huisman published a review dedicated to this topic [52].

Instead of mimicking human gestures with robots, another approach is to record the gestures made by a human to evaluate physical dimensions such as pressure, velocity, or contact area. Again, the problem of skin opacity arises. Unlike with surface research, it is impossible to make the skin transparent to allow image capture. However, similar approaches with non-optical sensors have proved useful. By placing accelerometers on the back of the hand, it is possible to analyze the frequency content produced when the hand engages in touch interactions [53].

Video capture of human-to-human touch can also be used to estimate contact characteristics, despite image occlusion, using motion tracking and 3D modeling of human body parts. While motion tracking technology is not new, until recently no one had been able to reliably measure touch events. Traditional motion tracking uses the 2-dimensional information from video recordings, capturing motion information about individual points identified with visual markers or landmarks [54,55], but which cannot detect collision or touch events. Recent advances in camera technology and computer vision are making it possible to detect interpersonal touch events by creating 3D models of the surfaces of the arm, fingers and hands of individuals when they engage in social touch tasks in the laboratory [9,10,48].
With a view of precisely measuring naturalistic interactions, Figure 1 shows contact characteristics of interpersonal human-to-human touch measured with motion tracking and 3D anatomical modeling. The density plots show normal velocity (person A’s hand moving down to press on person B’s arm), tangential velocity (person A’s hand moves along person B’s arm) and contact area (the area of contact between person A’s hand and fingers and person B’s arm). In each of these panels, person A was trying to communicate one of six messages (attention, calming, gratitude, happiness, love, or sadness) using only touch. The density distributions reveal that the contact characteristics vary considerably, even within a single message. These results suggest socially relevant stimuli have complex, but measurable physical attributes, and that it is not appropriate to only use highly controlled and consistent stimulators if they are limited in the range of touch stimuli they can produce.

**Conclusion**

Progress in the understanding of neural mechanisms of social touch is hampered by a lack of adequate stimuli. Visual neuroscience, on the other hand, has made important progress by using naturalistic stimuli. For tactile research, it is very difficult to build stimulators that can produce the highly complex skin deformation that characterizes naturalistic stimuli, although progress is being made in this area. For example, success has been achieved in the production of naturalistic surface textures, and in our subsequent understanding of texture perception and its neural basis. Another way forward for social and affective touch is to capitalize on recent improvements to 3D-modeling in motion tracking systems that can make high-precision measurement and allow identification of key-parameters in true human-to-human interactions.
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