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Abstract

Stainless steels have gained much attention to be one of the most widely used metallic due to their high mechanical properties, corrosion resistance in moderately corrosive environments and their ability to use in biomedical devices, food industry and implants in human body. However, owing to their low thermal conductivity and high ductility, these materials are classed as materials difficult to machine. Therefore, the object of this experimental study is to investigate the effect of cutting parameters such as cutting speed (Vc), feed rate (f) and depth of cut (ap) on the machining outputs including surface roughness (Ra), cutting temperature (Tc) and tool flank wear (Vb) during dry turning of AISI 316L using coated carbide insert TP2501. The experiments were conducted according to Taguchi L²⁷ orthogonal array parameter design, response surface methodology (RSM) and artificial neural network (ANN) have been used. Statistical analysis revealed that the feed rate affected for surface roughness, depth of cut the dominant factor impacted for cutting temperature, and tool flank wear mainly influenced by Vc, f and ap, respectively. The prediction results obtained by ANN and RSM models showed a good agreement with experimental data. However, ANN models proved the capability to provide more accurate results compared to RSM models. According to optimization analysis based on desirability function (DF) and non-dominated sorting genetic algorithm (NSGA II), DF results were determined to acquire high machined part quality.

Keywords: ANN, Machining, ANOVA, Tool wear, Cutting temperature, Desirability Function, NSGA II.
Nomenclature

AISI: American Iron and Steel Institute

Vc: Cutting speed (m/min)
ap: Depth of cut (mm)
f: Feed rate (mm/rev)
Ra: Arithmetic mean Roughness (μm)
V_B: Tool wear (mm)
T_C: Cutting temperature (°C)
MS: Mean squares
SS: Sum of squares
DF: Degree of freedom

F-value: Variance ratio
P-value: Probability of significance
R^2: Determination coefficient
R: Correlation coefficient
RSME: Root Mean Square Error
ANN: Artificial Neural Network
RSM: Response Surface Methodology
ANOVA: Analysis of Variance
NSGA II: Non-dominated Sorting
Genetic Algorithm II

Introduction

In the present day, manufacturing industries are responsible for ensuring the consumer increasing demands on the products quality in the required quantity and in turn to obtain less expensive products in the fastest way possible. The workpieces quality is influenced by various parameters such as surface quality, tool wear and thermal resistance in aggressive environments. Therefore, the development of the machining of hard to cut materials such as AISI 316L become an absolute necessity in addition to the diversity of their applications.

The surface quality is mainly related to the surface finish and integrity obtained after machining, and its value is an important factor in evaluating machining accuracy, also imposes one of the most critical constraints for the selection of machines and cutting parameters in the planning process, the improvement of surface quality can be hindered by tool wear, cutting temperature, resistance of the tool against thermal and mechanical loads should be taken into consideration. Looking from this aspect, an ideal tool should possess the
properties of good wear and thermal resistance, high mechanical strength and high thermal
stability. Many researchers have studied the influence of cutting parameters on AISI stainless
steel on machining outputs.

Touggui et al. [1] used the Taguchi method to minimize some response parameters including
surface roughness, tangential cutting force and cutting power in dry turning of AISI 316L
with a cermet tool. The authors highlighted that the surface finish mainly affected by the feed
rate, consequently the increase or decrease of surface roughness can be interpreted by the
generation of helical grooves causing by the relative motion between work-piece and tool. Nur et al. [2] conducted a study using coated carbide insert to machine AISI 316L under dry
turning condition. The authors discussed machining parameters effects on surface roughness
and cutting forces based on RSM method. Their results denoted that the feed rate has
significant influence on surface roughness and cutting forces. In a recent study. Martowibowo
[3] investigated the impact of certain cutting parameters on machining outputs under the dry
turning process of AISI 316L, the author found that feed rate and depth of cut have a major
impact on Surface roughness.

Akbar et al. [4] investigated the effect of cutting parameters on temperature and tool life
during turning AISI 316L. the author found that with high Vc, f, and depth of cuts the cross
section of ships increase which led to increase the maximum temperature and the tool wear
cause a decrease of tool life. Also, Singh and Sinha [5] discussed the effects of cutting
parameters (Vc, f, ap, and nose radius) on cutting force, tool flank wear and centerline mean
surface roughness during dry turning of bio-implant steel (AISI 316L) using coated carbide
cutting tool. The tool flank wear was found directly proportional to the depth of cut at higher
values of nose radius and depth of cut and constant at lower levels. The reasons behind this
possibly are the increased contact length and tool nose radius, which enhances the area of
contact between the workpiece and tool. This raised the temperature sufficiently at the tool
cutting edge.

Rodríguez et al. [6] studied the variation by cutting parameters of the during the machining of
the AISI 304, AISI 316L and AISI 420. Results showed that the cutting temperature increases
when the values of cutting speed, feed, depth of cut, and material maximum strength are
increased and that the cutting temperature decreases with the increase of materials thermal
conductivity, being this last variable the one that showed most influence on the cutting temperature. Sathishkumar and Rajmohan [7] made an experimental work to optimize cutting variables to reduce surface roughness and cutting temperature, experiments have been performed by plain turning of AISI 316L stainless steel on CNC lathe under MQL setup with multi-walled carbon nanotube (MWCNT) inclusions (mixed in a specific ratio 0.20% by wt. with the cutting fluid) using carbide inserts, the author concluded that feed rate is the most influencing cutting variable on the response variables. Another research made by Zaharudin and Budin [8]. The surface finish of AISI 316L stainless steel work piece, wear rate and tool life of uncoated and coated TiCN insert in turning of stainless steel was investigated. As a results, when the cutting speed increased, the wear rate increased practically while the increment in the cutting speed caused the decreasing on the surface roughness of the work material. The author also highlighted that TiCN coated insert not only ensure the cutting tools is wear resistance, but also ensure that the surface quality is maintained during cutting process. Same result found by Prasad et al. [9]; it is observed that lower heat and temperatures are generated when coated inserts are employed.

In order to respond to the product requirements in manufacturing processes, it is very important to forecast the surface roughness, cutting temperature and tool flank wear. Consequently, it is necessary to search the best modeling approach of these output parameters. To obtain this objective, several approaches can be used as well as surface response methodology (RSM) and artificial neural network (ANN). RSM is considered a quick and useful modeling method for the investigation and optimization of complex processes as well as for modeling machining output parameters. Asiltürk et al. [10] found that RSM represents a good tool for predicting surface roughness in dry turning condition of AISI 304 Austenitic Stainless Steel, with a coated carbide insert (IC3028). Galanis and Manolakos [11] developed an empirical mathematical model with the application of RSM. their results indicate that RSM modeling can give accurate results in predicting surface roughness. Chabbi et al. [12] established a predictive modeling and multi-response optimization of technological parameters in turning of polyoxymethylene polymer (POM C) using RSM; their results of the confirmation tests show that the developed models are effectively able to predict the output responses. RSM was also employed by Parida and Maity [13] in their experiment to determine the cause-effect relationship between the control variables and the studied response; their
results indicate that RSM modeling can give accurate results to predict tool wear and surface roughness when turning Monel-400.

The ANN has come up as one of the most efficient methods for empirical modeling, especially for non-linear systems, as well as for modeling of output parameters in machining areas. Das et al. [14] used artificial neural network model for analysis and prediction the relationship between cutting parameters and surface roughness of Al-4.5Cu-1.5TiC Metal Matrix Composites, by its capability to detect non-linear relationships. Moreover, Sangwan et al. [15] develops an approach for determining the optimum machining parameters leading to minimum surface roughness by integrating ANN and Genetic Algorithm (GA). The proposed ANN model results indicate a good agreement between the predicted and the experimental values. In addition, Nouioua et al. [16] investigated the influence of cutting settings on surface roughness and tangential force, when turning of X210Cr12 steel using coated carbide insert with various nose radius using ANN-based multi-objective GWO algorithm, the author proved the effectiveness of the ANN-MOGWO developed approach in prediction the uncontrollable factors as the surface roughness and the cutting force, which provide the best cutting settings. Morales et al. [17], Asiltürk and Çunkaş [18], Kara et al. [19] used various models to predict outputs using Multiple regression methods and ANN Methods. Results showed that the ANN models were the most desirable method compared to the multiple regression method in terms of accuracy.

As for the comparison between surface response methodology and artificial neural network approaches. Several researches discuss the accuracy and capability of RSM and ANN. Nouioua et al. [20], Kilickap et al. [21], Zerti et al. [22] developed ANN and RSM models to predict outputs parameters, the authors found that artificial neural network models show better accuracy than response surface methodology with low error, which justifies the conclusion that concerns the high precision of the ANN compared to the RSM.

Based on previous literature investigations, the main objective of this research is to study the influence of cutting speed, feed rate and depth of cut on surface roughness, cutting temperature and tool wear in dry turning of AISI 316L using coated carbide insert. In order to obtain optimal turning parameters regarding the surface quality, tool wear and the tool-workpiece temperature, taguchi’s design has been used to reach this objective. Furthermore,
the analysis of variance has been adopted to summarize which parameters have a significant influence on each response. Mathematical prediction models have been developed by response surface methodology and artificial neural networks to represent the cause effect relationship between mean responses and input control variables, the DF and NSGA II algorithm were integrated for multi-objective optimization of each response in order to achieve the full control and monitoring of the turning process using accurate modeling and optimization algorithm.

1. Experimental procedures

The current work investigated the influence of cutting parameters on surface roughness, tool flank wear and cutting temperature in turning of AISI 316L. The experimental tests were carried out in dry condition using a TURNADO 230 conventional lathe, with a range of speed from 30 rpm to 3000 rpm and 7.5 KW spindle power. The work piece material used was AISI 316L stainless steel having the dimension of 400mm*80Ø, its chemical composition and physical properties are presented in Tab. 1. The chosen insert was TP2501 coated carbide designed with high wear resistance and mainly used for turning stainless steels. Its standard designation is WNMG080404-MF2, her physical properties are given in Tab. 2. The insert was clamped onto a MWLN2525M08 tool holder and each test was achieved using new cutting edge.

Table 1. Chemical composition and physical properties of AISI 316L [1].

| Chemical composition |
|----------------------|
| C% | Si% | Mn% | S% | Cr% | Ni% | Mo% | Cu% | Co% | V% | Fe% |
| 0.013 | 0.5 | 1.79 | 0.031 | 16.57 | 9.79 | 2.00 | 0.373 | 0.163 | 0.074 | 68.3 |

| Physical properties |
|---------------------|
| Particle size range | Max service temperature | Hardness | Re 0.2% | Re |
| 11-90 µm | 540C° | 197 HV | 170 MPa | 485 MPa |
Table 2. Physical properties of cutting-insert \(^{[23]}\). 

| Nose radius (mm) | Cutting edge length (mm) | Clearance angle (°) | Rake angle (°) | Tool cutting angle (°) | Insert included angle (°) | Hardness (HRC) |
|------------------|--------------------------|---------------------|---------------|------------------------|---------------------------|----------------|
| 0.4              | 8.7                      | 5°                  | -6°           | 95°                    | 80°                       | 45-65          |

During each experiment, the cutting temperature was measured and recorded online using T650sc infrared camera with a pre-configured range of measurement from 100 °C to 650 °C, the result is the average of the curve of each run as shown in Fig. 2. Then, the surface arithmetic roughness of the machined workpiece was recorded using roughness meter PCE-RT-1200 after each experiment at three different point equally positioned at 120° and the result is the average of these three values. Next, the tool wear measure of each cutting edge was achieved by using YF-2010 3D microscope with digital camera (accuracy of 0.003 mm). The graphical summary of the experimental setup is represented in Fig. 1.
The Taguchi design represent the perfect choice to save the experimental time and costs. The greatest advantages of this method are to decrease time, to reduce the cost and to find out significant factors in a shorter time period \[^{10}\]. The cutting parameters to be studied and their levels are presented in Tab. 3.

**Table 3. Cutting parameters and their levels.**

| Level | Cutting speed \( V_c \) (m/min) | Feed rate \( f \) (mm/rev) | depth of cut \( ap \) (mm) |
|-------|---------------------------------|-----------------------------|-----------------------------|
| 1     | 200                             | 0.12                        | 0.15                        |
| 2     | 300                             | 0.18                        | 0.30                        |
| 3     | 425                             | 0.24                        | 0.45                        |

2. Results and discussion

Using the full factorial experimental Taguchi design \( L_{27} \) (3 parameters with 3 levels), created by all possible combinations of cutting parameters, the corresponding experimental results of the surface roughness, cutting temperature and tool flank wear are shown in Fig. 2 and given in Tab. 4. In this study, the analysis of variance (ANOVA) method was calculated on each model to determine the significance of the model itself and its coefficients. For each machining response, an empirical model was developed using RSM and ANN. The RSM and ANN approaches were used in order to predict the cutting settings and compared in terms of the predicted data and their coefficient of determination \( (R^2) \). Finally, in order to achieve the optimal cutting parameters. The multi-objective optimization using DF and NSGAI11 were adopted and compared. The Fig. 3 displays the flow chart pertaining to the analysis procedure.
Figure 2. Tool flank wear and cutting temperature experimental results

Figure 3. Flow chart of the analysis methodology.

Table 4. Experimental results

|   | Vc (m/min) | f (mm/rev) | ap (mm) | Ra (µm) | Tc (°C) | V_B (mm) |
|---|------------|------------|---------|---------|---------|---------|
| 1 | 200        | 0.12       | 0.15    | 1.36    | 207.2   | 0.092   |
| 2 | 200        | 0.18       | 0.15    | 2.49    | 201.534 | 0.095   |
| 3 | 200        | 0.24       | 0.15    | 3.506   | 184.107 | 0.12    |
| 4 | 200        | 0.12       | 0.30    | 1.3     | 231.00  | 0.107   |
| 5 | 200        | 0.18       | 0.30    | 2.466   | 214.079 | 0.116   |
| 6 | 200        | 0.24       | 0.30    | 3.413   | 207.307 | 0.135   |
| 7 | 200        | 0.12       | 0.45    | 1.323   | 243.144 | 0.106   |
| 8 | 200        | 0.18       | 0.45    | 2.083   | 265.04  | 0.112   |
| 9 | 200        | 0.24       | 0.45    | 3.553   | 265.122 | 0.146   |
|   |   |   |   |   |   |
|---|---|---|---|---|---|
|   |   |   |   |   |   |
|   |   |   |   |   |   |
|   |   |   |   |   |   |
|   |   |   |   |   |   |
|   |   |   |   |   |   |

2.1. Analysis of variance (ANOVA)

ANOVA is a great statistical method frequently used to investigate and quantify the impact of cutting parameters and their interactions on machinability concerns. In order to realize this goal, the statistical index $P$-value is used to judge this signification. If $P$-value is less than 5%, this would mean the parameter is statistically significant. The results were applied with 95% confidence interval. In this study, the analysis of the acquired results was achieved using Design Expert software.

ANOVA results for $R_a$, $T_c$ and $V_B$ are presented in Tab. 5, 6, 7 respectively. The tables show the SS, DF, MS, F-value and P-value of each factor and interaction.

2.1.1. Surface roughness analysis

The Tab. 5 underlined that the feed rate has the most significance on surface roughness, with 92.64% of contribution. While other parameters (ap, Vc) and their interactions have no influence on $R_a$. This was expected because, theoretically, surface roughness for a particular nose radius is mostly a function of the feed rate and changes with the square of the feed rate.
value [25]. During the turning process, the generated surface is a helical furrow resulting from the tool nose shape and helicoids movement tool–workpiece generated by the machine tool. In this case, the use of large feed rate results in a worst surface roughness, because at large feeds, the distance between peaks and valleys is much more important. Further, it can be observed that, the interaction effect of all the three cutting parameters has insignificant influence on surface roughness. The results found are in good agreement with the previous researcher’s works mentioned in literature review.

Table 5. Results of analysis of variance (ANOVA) for Ra

| Source    | SS     | DF | MS   | F-value | P-value | Cont. (%) |
|-----------|--------|----|------|---------|---------|-----------|
| Model     | 20.05  | 10 | 2.00 | 93.47   | < 0.0001| 98.33%    |
| Vc        | 0.0750 | 1  | 0.0750 | 3.50  | 0.0799  |           |
| f         | 18.89  | 1  | 18.89 | 880.68 | < 0.0001| 92.64%    |
| ap        | 0.0587 | 1  | 0.0587 | 2.74  | 0.1175  |           |
| Vcxf      | 0.0037 | 1  | 0.0037 | 0.1727| 0.6833  |           |
| Vcxfap    | 0.1098 | 1  | 0.1098 | 5.12  | 0.0380  |           |
| fxap      | 0.0030 | 1  | 0.0030 | 0.1376| 0.7155  |           |
| Vc²       | 0.0066 | 1  | 0.0066 | 0.3092| 0.5859  |           |
| f²        | 0.0091 | 1  | 0.0091 | 0.4254| 0.5235  |           |
| ap²       | 0.0156 | 1  | 0.0156 | 0.7285| 0.4060  |           |
| Vcxfxap   | 0.0055 | 1  | 0.0055 | 0.2575| 0.6188  |           |
| Residual  | 0.3432 | 16 | 0.0214 |       |         | 1.67%     |
| Pure Error| 0.0000 | 1  | 0.0000 |       |         | 0.0%      |
| Total     | 20.39  | 26 |       |         |         | 100%      |

2.1.2. Tool wear analysis

According to Tab. 6 which represent ANOVA’s results for tool flank wear, it seems clearly that feed rate is the most significant factor with 30.47% of contribution, cutting speed comes second with 26.369% of contribution, followed by depth of cut with a contribution of 9.589%. The reasons behind this possibly are the increased contact length and high cutting speed, which increase the contact area between the workpiece and tool. This raised the temperature sufficiently at the tool cutting edge. The workpiece material (AISI 316L) has very low thermal conductivity; hence, most of the temperature is to be withstood by the tool, and consequently, the tool may be got soften and worn out.

Table 6. Results of analysis of variance (ANOVA) for \( V_B \)

| Source     | SS     | DF | MS   | F-value | P-value | Cont. (%) |
|------------|--------|----|------|---------|---------|-----------|
| Residual   | 0.3432 | 16 | 0.0214 |       |         | 1.67%     |
| Pure Error | 0.0000 | 1  | 0.0000 |       |         | 0.0%      |
| Total      | 20.39  | 26 |       |         |         | 100%      |
2.1.3. Cutting temperature analysis

From the Tab. 7, the ANOVA shows that the depth of cut has the strongest influence on cutting temperature with a contribution of 78.259%, this result is probably due to the fact that an increase of the depth of cut generates a higher friction between the material that will be removed and the cutting tool, this will also increase the energy in the system, generating at the same time an increase of the cutting temperature. While other parameters have a weakest impact.

Table 7. Results of analysis of variance (ANOVA) for $T_C$

| Source     | SS      | DF | MS        | F-value | P-value | Cont. (%) |
|------------|---------|----|-----------|---------|---------|-----------|
| Model      | 15578.83| 9  | 1730.98   | 25.25   | < 0.0001| 93.04%    |
| $V_c$      | 18.88   | 1  | 18.88     | 0.2755  | 0.6065  | 0.112%    |
| $f$        | 62.17   | 1  | 62.17     | 0.9070  | 0.3543  | 0.371%    |
| $ap$       | 13103.89| 1  | 13103.89  | 191.17  | < 0.0001| 78.259%   |
| $V_c \times f$ | 70.86 | 1  | 70.86     | 1.03    | 0.3235  | 0.423%    |
| $V_c \times ap$ | 16.74 | 1  | 16.74     | 0.2442  | 0.6275  |           |
| $f \times ap$ | 358.17 | 1  | 358.17    | 5.23    | 0.0354  | 2.139%    |
| $V_c^2$    | 403.69  | 1  | 403.69    | 5.89    | 0.0266  | 2.41%     |
| $f^2$      | 271.44  | 1  | 271.44    | 3.96    | 0.0629  | 1.621%    |
| $ap^2$     | 344.42  | 1  | 344.42    | 5.02    | 0.0386  | 2.056%    |
| Residual   | 1165.29 | 17 | 68.55     |         |         | 6.959%    |
| Pure Error | 0.9302  | 1  | 0.9302    |         |         | 0.005%    |
| Total      | 16744.12| 26 |           |         |         | 100%      |

2.1.4. Cutting temperature and tool flank wear relation
when the contact surface between the tool and the work-piece increases, the friction in this contact area will automatically rise, causing a rapid tool flank wear and an increase of the cutting temperature, this result is very clearly presented in the Fig. 4 with five runs as an example under different cutting parameters.

![Figure 4. Tool Flank wear and cutting temperature relation](image)

### 2.2. Modeling

#### 2.2.1. RSM modeling

In order to achieve desired results, it is needed to conduct experiments with proper planning. Therefore, response surface methodology approach is used in this work. RSM is a group of mathematical and statistical strategies for determining an appropriate functional relationship between a response of interest and a set of variables \[^{[26]}\]. Two important models are frequently used in RSM, the linear model of Y based on first order polynomial given by Eq. 1, and the quadratic model of Y based on second order polynomial expressed by Eq. 2.

\[
Y = a_0 + \sum_{i=1}^{k} a_i X_i + \varepsilon
\]

\[
Y = a_0 + \sum_{i=1}^{k} a_i X_i + \sum_{i,j=1}^{k} a_{ij} X_i X_j + \sum_{i=1}^{k} a_{ii} X_i^2 + \varepsilon
\]

(1) (2)
Where, \((Y)\) is the desired output, \((X_i, X_j)\) are the independent factors, \((a_0, a_i, a_{ii}, a_{ij})\) are the constant term, the coefficients of the linear and quadratic terms and interactive terms respectively.

**Regression analysis**

In this research, estimation equations for \(Ra\), \(V_B\) and \(T_C\) are given by Eq. 3, 4 and 5, respectively. The coefficient of determination \((R^2)\) of the equations obtained with the quadratic regression models for \(Ra\), \(V_B\) and \(T_C\) were estimated as 98.33%, 92.12% and 93.04%, respectively. In general, to achieve more model accuracy, the \(R^2\) value should be between 0.8 and 1.0 \[^{[27]}\]. The closeness of the adjusted \(R^2\) value to \(R^2\) value indicates that the degree of the model chosen is sufficient enough to incorporate the experimental variability \[^{[28]}\].

The mathematical model can be used to make predictions of the response for given levels of each factor. Here, the levels should be specified in the original units for each factor. This equation should not be used to determine the relative impact of each factor because the coefficients are scaled to accommodate the units of each factor and the intercept is not at the center of the design space.

\[
Ra = -0.805541 + 0.001326 \times V_c + 16.50384 \times f + 1.15643 \times ap - 0.011521 \times V_c \times f + 0.000895 \times V_c \times ap - 7.28593 \times f \times ap - 2.71606 \times 10^{-6} \times V_c^2 + 10.90892 \times f^2 - 2.28420 \times ap^2 + 0.029032 \times V_c \times f \times ap \tag{3}
\]

\[
V_B = +0.277902 - 0.00975 \times V_c - 0.980171 \times f + 0.157488 \times ap + 0.001604 \times V_c \times f - 0.00006 \times V_c \times ap - 0.575824 \times f \times ap + 1.21098 \times 10^{-6} \times V_c^2 + 2.17075 \times f^2 - 0.163791 \times ap^2 + 0.002638 \times V_c \times f \times ap \tag{4}
\]

\[
T_C = 136.60406 + 0.358538 \times V_c + 338.896 \times f - 109.381 \times ap + 0.382971 \times V_c \times f - 0.074451 \times V_c \times ap + 619.0608 \times f \times ap - 0.00066 \times V_c^2 - 1876.6269 \times f^2 + 338.228 \times ap^2 \tag{5}
\]

**Main effect and interaction plots**

The main effect and interaction plots are represented in Fig. 5 and 6. Concerning the mean effect of the researched parameters on the output property is presented by the line graph, a higher slope mean the parameter is the most significant compared to other parameters. First, the Fig. 5.a shows that the feed rate has a higher steep slope compared to cutting speed and depth of cut. Hence, it can be stressed that the feed rate is the most significant parameter on
surface roughness than the other parameters. Second, the tool flank wear is concerned in Fig. 5.b, both of feed rate and cutting speed present a greater steep slope compared to depth of cut. Consequently, it can be noticed that the feed and cutting speed are principal parameters that produced higher impact on $V_B$ followed by the depth of cut. Third, the cutting temperature is a function of depth of cut demonstrates a higher steep slope compared to other parameters (Fig. 5.c).

Concerning the interaction plots in Fig. 6, the interactions ($f \times ap$ and $f \times V_c$) have significant effect on $Ra$, otherwise (i.e., $V_c \times ap$) have no meaningful influence on $Ra$ (Fig. 6.a). Whereas, the interaction ($f \times ap$) has the greatest influence on $V_B$ followed by the interaction ($f \times V_c$) (Fig. 6.b). On the contrary, the interaction ($V_c \times ap$) has insignificant effect on $V_B$. As what can be seen in (Fig. 6.c), the interaction ($V_c \times ap$) has significant effect on $T_c$ compared to other interactions.
Three-dimensional response surface plots were drawn to study the effect of the input factors on surface roughness, tool flank wear and cutting temperature. These 3D plots were drawn as one of the most influencing factors was fixed at the middle level, while the other two factors are varied.

**Figure 5.** Main effects plot for (a)-Ra, (b)-V\textsubscript{B} and (c)-T\textsubscript{C}

**Figure 6.** Interaction plot for (a)-Ra, (b)-V\textsubscript{B} and (c)-T\textsubscript{C}

**3D surface plots**

Three-dimensional response surface plots were drawn to study the effect of the input factors on surface roughness, tool flank wear and cutting temperature. These 3D plots were drawn as one of the most influencing factors was fixed at the middle level, while the other two factors are varied.
As feed rate is the most influencing factor on surface roughness. Its effect is shown in Fig. 7.a. This figure displays that the surface roughness values will be higher when feed rate is high. It is clearly remarked that Ra increases three times more as the feed increases from 0.12 to 0.24 mm/rev. while the cutting depth and cutting speed do not affect the surface quality much.

As tool flank wear is greatly affected by feed rate and cutting speed, the effect of feed rate on \( V_B \) is illustrated in Fig. 7.b. It is found that tool flank wear increases with increasing effects of both cutting speed and feed rate. \( V_B \) increases when feed rate goes from 0.12 to 0.24 mm/rev with an average percentage of 70%. This figure also displays that the tool wear increase slightly with the increase of the depth of cut.

As cutting temperature is highly influenced by depth of cut. The Fig. 7.c present the evolution of the cutting temperature according to depth of cut, it can be remarked that \( T_C \) is lowest with weakest value of depth of cut and cutting speed. Then, it increases as the depth of cut is increased from 0.15 to 0.45mm with an average of 50°C. in the other hand, \( T_C \) increases in the first part of the variation field of \( V_C \) and feed rate, and decrease in the second part. With a maximum value at middle levels.
2.2.2. ANN modeling

An ANN is a data processing and modeling technique works similarly to the human brain, ANNs are very efficient on adaptation and learning and capable to model the highly nonlinear processes. For this reason, they are used as modeling tools in a number of applications [15,16,20,22].

A neural network contains a number of neurons connected one another according to a specific architecture, each neuron is a mathematical function that collects, classifies information and produce an output. The information travel from the input layer to the output layer, traversing the hidden layer.

In this study, the artificial neural network was set up using the MATLAB Neural Network Toolbox. Numerous models were tested in order to determine the optimal network structure of the ANN prediction model, the most suitable activation function and the applicable training algorithm. The optimal number of neurons in the hidden layer H has been chosen on the basis of the correlation coefficient (R) and the root mean square error (RSME).

The back propagation algorithm was used as a learning algorithm, the TRAINLM was utilized as training algorithm which is the fastest back propagation algorithm in the toolbox and highly recommended as the first-choice supervised algorithm (mathworks, MATLAB).

Figure 7. 3D plots for (a)-Ra, (b)-V_B, and (c)-T_C
the hyperbolic tangent sigmoid (TANSIG) transfer function was used as an activation function.

**Surface Roughness:**

The selected architecture of ANN was found to be a feed forward neural network with single hidden layer consisting of five nodes as shown in Fig. 8, three nodes in the input layer corresponds to the three cutting parameters (Vc, f and ap), and one node in the output layer. It is very important train the neural network for accurate results; less training makes the ANNs inefficient and may provide inaccurate prediction \(^{[20]}\).

For the chosen architecture (3-5-1), 23 tests are reserved for learning and 4 tests are arbitrary selected for validation.

Tab. 8 shows the correlation coefficient (R), the mean squared error (RMSE) values of different architecture tested to select the optimal one, with the nearest R to unit and the weakest RSME.

The obtained predictive model for surface roughness expressed by Eq. 6 as follow:

\[
R_a = 1.105 - 3.606 \times H_1 + 0.128 \times H_2 - 0.147 \times H_3 - 0.794 \times H_4 + 9.026 \times H_5
\]

(6)

where H1 to H5 represent the hidden layer codes used, they expressed as follows:

\[
H_1 = tanh(0.0016 - 0.0045 \times V_c + 6.141 \times ap + 1.872 \times f)
\]

(7)

\[
H_2 = tanh(3.404 - 0.00219 \times V_c - 1.038 \times ap - 7.306 \times f)
\]

(8)

\[
H_3 = tanh(-1.136 - 0.000411 \times V_c + 1.459 \times ap + 2.455 \times f)
\]

(9)

\[
H_4 = tanh(2.182 - 0.00399 \times V_c + 2.1 \times ap - 4.547 \times f)
\]

(10)

\[
H_5 = tanh(-0.0575 - 0.0019 \times V_c + 4.249 \times ap + 0.434 \times f)
\]

(11)

| Table 8. Performance of ANN structures of (Ra) model |
|-----------------------------------------------|
| Configuration | R    | RMSE  |
|----------------|------|-------|
| 3-3-1          | 0.99 | 0.005 |
| 3-4-1          | 0.998| 0.0019|
| **3-5-1**      | **0.996**| **0.00028**|
| 3-6-1          | 0.991| 0.0107|
Table 9. Performance of ANN structures of (T_C) model

| Configuration | R   | RMSE  |
|---------------|-----|-------|
| 3-3-1         | 0.969 | 12.275 |
| 3-4-1         | 0.986 | 20.909 |

Figure 8. Neural Network architecture selected for Ra

Cutting Temperature:

The same steps are considered to model cutting temperature (Tc). The optimal structure chosen is found as (3-5-1) shown in Fig. 9. The correlation coefficient (R) and the mean squared error (RMSE) values for different architecture to choose the optimal model are shown in Tab. 9.

The developed cutting temperature ANN model is expressed as follows:

\[ T_C = 176.7076 - 4338.312 \times H_1 - 8168 \times H_2 - 613.532 \times H_3 + 2849.086 \times H_4 + 9863.184 \times H_5 \] (12)

where H1, …, H5 represent the hidden layer codes used for calculations, expressed in Eqs. (13 to 17) as follows:

\[ H_1 = tanh(0.0113 - 0.000015 \times V_C - 0.097 \times ap + 0.0273 \times f) \] (13)
\[ H_2 = tanh(0.4278 - 0.00015 \times V_C - 2.0287 \times ap - 0.0664 \times f) \] (14)
\[ H_3 = tanh(-0.0251 + 0.000038 \times V_C + 0.1015 \times ap - 0.0148 \times f) \] (15)
\[ H_4 = tanh(0.4246 + 0.000037 \times V_C - 0.8022 \times ap - 1.3723 \times f) \] (16)
\[ H_5 = tanh(0.238 - 0.000143 \times V_C - 1.496 \times ap + 0.362 \times f) \] (17)
Figure 9. Neural Network architecture selected for $T_C$

**Tool wear:**

The same steps are considered to model tool wear ($V_B$). The optimal structure chosen is found as (3-10-1) shown in Fig. 10. The correlation coefficient (R) and the mean squared error (RMSE) values for different architecture to chose the optimal model are shown in Tab. 10.

The obtained mathematical model for prediction of $V_B$ is shown in Eq.18:

$$V_B = 0.244 + 0.0251 \times H_1 - 0.0158 \times H_2 + 0.00813 \times H_3 - 0.056 \times H_4 + 0.011 \times H_5 - 0.038 \times H_6 + 0.034 \times H_7 - 0.0238 \times H_8 - 0.1515 \times H_9 - 0.0049 \times H_{10}$$  \hspace{1cm} (18)

where $H_1, \ldots H_{10}$ represent the hidden layer codes used for calculations, which are presented by Eqs. (19 to 28) as follows:

$$H_1 = tanh(-3.215 + 0.0042 \times V_c + 3.915 \times ap + 1.475 \times f)$$  \hspace{1cm} (19)

$$H_2 = tanh(2.436 + 0.00281 \times V_c + 13.2954 \times ap - 5.3162 \times f)$$  \hspace{1cm} (20)

$$H_3 = tanh(3.835 - 0.00459 \times V_c - 9.1413 \times ap - 3.3462 \times f)$$  \hspace{1cm} (21)

$$H_4 = tanh(6.912 - 0.009 \times V_c - 12.872 \times ap - 3.224 \times f)$$  \hspace{1cm} (22)

$$H_5 = tanh(3.3097 - 0.00826 \times V_c - 6.315 \times ap - 2.9805 \times f)$$  \hspace{1cm} (23)

$$H_6 = tanh(-4.315 + 0.00627 \times V_c + 12.738 \times ap + 0.172 \times f)$$  \hspace{1cm} (24)

$$H_7 = tanh(-0.876 + 0.0113 \times V_c - 13.787 \times ap - 0.3359 \times f)$$  \hspace{1cm} (25)
\[ H_B = \tanh(3.372 - 0.00937 \times V_C - 6.496 \times ap + 4.154 \times f) \]  \hspace{1cm} (26) \\
\[ H_9 = \tanh(0.689 + 0.00203 \times V_C - 3.6672 \times ap - 0.515 \times f) \]  \hspace{1cm} (27) \\
\[ H_{10} = \tanh(-0.331 + 0.0048 \times V_C - 12.598 \times ap + 6.5437 \times f) \]  \hspace{1cm} (28)

| Configuration | \( R^2 \) | RMSE    |
|---------------|----------|---------|
| 3-3-1         | 0.971    | 1.624E-5|
| 3-4-1         | 0.972    | 3.203E-5|
| 3-5-1         | 0.980    | 6.268E-5|
| 3-6-1         | 0.943    | 1.4E-4  |
| 3-7-1         | 0.983    | 7.625E-6|
| **3-10-1**    | **0.980**| **4.33E-6**|

Figure 10. Neural Network architecture selected for \( V_B \) model

**ANN performance:**

The performance capability plot of the chosen trained Artificial Neural Network (ANN) prediction model of Ra is presented in Fig. 6. The best validation performance (MSE) of the
ANNs developed were found as 2.849E-4, 3.507 and 4.333E-6, respectively, for Ra, T_C and V_B, which can be considered as extremely satisfactory.
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Figure 11. Correlation between predicted and experimental data using the training, validation, and test datasets for: a) surface roughness, b) cutting temperature, c) tool wear.

2.2.3. Comparative results of ANN and RSM models

The main advantage of RSM is its ability to investigate and quantify the impact of cutting parameters and their interactions from the coefficients in the regression model. This ability is powerful for reducing the complexity of the problem. For this raison RSM is considered a quick and useful modeling method for the investigation and optimization of complex processes as well as for modeling machining outputs. From another side, ANNs perform better than the other techniques, especially RSM when highly nonlinear behavior is considered. Also, this technique can build an efficient model using a small number of experiments; however, the technique accuracy would be better when a larger number of experiments are used for modeling.

In this study, the predictive models developed by RSM and ANN were compared on the basis of their prediction results. The results are presented in Tab. 11 and Fig. 12 a, b, c, respectively. It is well remarked that the deviations of the predicted and experimental data are smaller for ANN models compared to those of the RSM models. Which proves the robustness
and the reliability of the ANN method. Also, the predictive models developed by RSM and ANN were compared on the basis of their prediction accuracy using their coefficient of determination ($R^2$) for the surface roughness, cutting temperature and tool wear. RSM models are 0.9833, 0.9304 and 0.9212 and their values for ANN models are 0.996, 0.97, and 0.98, respectively. This can also clarify the capability of ANN models in providing more accurate results than those predicted by RSM.
Figure 12. Comparison between the experimental and predicted results using ANN and RSM for: a) Ra, b) $T_C$, c) $V_B$

Table 11. Comparison of prediction results for RSM and ANN

| Number | Predicted Surface roughness (Ra) | Absolute prediction error (%) | Predicted Tool flank wear (VB) | Absolute prediction error (%) | Predicted Cutting temperature (TC) | Absolute prediction error (%) |
|--------|---------------------------------|------------------------------|-------------------------------|------------------------------|-----------------------------------|------------------------------|
|        | RSM    | ANN   | RSM    | ANN   | RSM    | ANN   | RSM    | ANN   | RSM    | ANN   | RSM    | ANN   |
| 1      | 1.33   | 1.26  | -1.88  | -7.35 | 0.100  | 0.093 | 9.45   | 1.18  | 204.85 | 209.44 | -1.12  | 1.08  |
| 2      | 2.36   | 2.47  | -4.84  | -0.44 | 0.095  | 0.096 | 0.84   | 1.62  | 201.58 | 199.34 | 0.02   | -1.08 |
| 3      | 3.48   | 3.45  | -0.65  | -1.31 | 0.114  | 0.118 | -4.58  | -1.54 | 184.79 | 188.87 | 0.37   | 2.59  |
| 4      | 1.35   | 1.32  | 4.13   | 1.6   | 0.110  | 0.095 | 3.36   | -10.47| 220.19 | 226.13 | -4.67  | -2.10 |
| 5      | 2.37   | 2.41  | -3.66  | -2.23 | 0.109  | 0.117 | -5.77  | 1.59  | 222.48 | 209.94 | 3.92   | -1.93 |
| 6      | 3.47   | 3.54  | 1.84   | 3.93  | 0.123  | 0.144 | -8.44  | 6.67  | 211.26 | 207.50 | 1.91   | 0.09  |
| 7      | 1.27   | 1.39  | -3.96  | 5.17  | 0.113  | 0.105 | 6.79   | -0.13 | 250.74 | 238.26 | 3.12   | -2.00 |
| 8      | 2.27   | 2.11  | 9.40   | 1.35  | 0.111  | 0.114 | -0.53  | 1.83  | 258.61 | 263.00 | -2.42  | -0.76 |
| 9      | 3.36   | 3.55  | -5.26  | 0.10  | 0.125  | 0.149 | -14.24 | 2.47  | 252.96 | 263.15 | -4.58  | -0.74 |
| 10     | 1.25   | 1.88  | 10.30  | 65.52 | 0.086  | 0.093 | -15.63 | -9.63 | 211.19 | 208.26 | 0.59   | -0.80 |
| 11     | 2.25   | 2.30  | -0.67  | 1.63  | 0.098  | 0.094 | -10.09 | -13.54| 210.21 | 199.95 | 5.22   | 0.09  |
| 12     | 3.32   | 3.16  | 4.015  | -0.83 | 0.124  | 0.107 | 11.33  | -4.00 | 195.71 | 200.16 | -1.63  | 0.59  |
| 13     | 1.34   | 1.26  | 2.97   | -3.08 | 0.100  | 0.098 | 0.6    | -1.43 | 225.40 | 229.65 | -3.60  | -1.79 |
| 14     | 2.34   | 2.32  | 3.18   | 2.31  | 0.113  | 0.108 | 4.31   | -0.36 | 229.99 | 225.44 | 0.42   | -1.56 |
| 15     | 3.43   | 3.47  | -0.23  | 1.02  | 0.142  | 0.121 | 17.60  | 0.76  | 221.07 | 211.32 | -0.57  | -4.96 |
| 16     | 1.32   | 1.41  | 10.39  | -4.71 | 0.107  | 0.116 | -10.83 | -2.65 | 254.84 | 242.64 | 5.22   | 0.18  |
| 17     | 2.34   | 2.29  | 2.34   | 0.22  | 0.122  | 0.118 | -1.61  | -4.26 | 265.00 | 263.37 | -0.32  | -0.94 |
2.2.4. Multi-Response Optimization for $Ra$, $V_B$ and $T_C$

Multi objective optimization using Desirability Function:

The object of multi-response optimization is to determine the conditions on the independent variables that lead to optimal or nearly optimal values of the response variables.

Among different optimization approaches are available, one of them is the desirability function approach (DF). Due to its simplicity, effectiveness and sufficiently, its extensively employed by several experimenters \cite{12,29,30,31}. For this reason, it is used in the current study. In DF, the operating conditions who have highest desirability value is considered as the optimal solution \cite{32}. The equations to calculate the desirability are substantiated in Refs \cite{29,33}.

The asked objects and the variation interval of cutting parameters for optimization and its optimal result chosen are summarized in Tab. 12 and 13, respectively.

In this study, three cases of optimization were studied. Minimize surface roughness, cutting temperature and tool flank wear, respectively. Fig. 13, Fig. 14 displays desirability bar graph for the optimal solution. The parameter settings are presented in the first 3 bars and the optimal awaited response values are illustrated in the remaining bars.

|   | $Ra$ | $V_B$ | $T_C$ |
|---|------|-------|-------|
| 18 | 3.44 | 3.55  | -3.37 |
| 19 | 1.08 | 1.15  | -3.41 |
| 20 | 2.02 | 1.91  | 4.96  |
| 21 | 3.04 | 3.13  | -3.71 |
| 22 | 1.25 | 1.26  | 0.94  |
| 23 | 2.23 | 2.80  | -12.55|
| 24 | 3.30 | 3.16  | 5.79  |
| 25 | 1.31 | 1.27  | 3.88  |
| 26 | 2.34 | 2.23  | 5.88  |
| 27 | 3.45 | 3.41  | 0.298 |

The asked objects and the variation interval of cutting parameters for optimization and its optimal result chosen are summarized in Tab. 12 and 13, respectively.
**Table 12.** Conditions and goals for the three optimization cases

| Conditions | Name | Unit | Goal     | Lower limit | Upper limit | Lower weight | Upper weight | Importance |
|------------|------|------|----------|-------------|-------------|--------------|--------------|------------|
|            | $V_C$ | m/min | In range | 200         | 425         | 1            | 1            | 3          |
|            | $F$   | mm/rev| In range | 0.12        | 0.24        | 1            | 1            | 3          |
|            | $A_p$ | mm   | In range | 0.15        | 0.45        | 1            | 1            | 3          |
|            | $R_a$ | µm  | Minimize | 1.126       | 3.56        | 1            | 1            | 5          |
|            | $T_C$ | °C   | Minimize | 184.107     | 266.486     | 1            | 1            | 3          |
|            | $V_B$ | mm   | Minimize | 0.092       | 0.226       | 1            | 1            | 3          |

Surface roughness represents manufacturing quality. The minimum value of surface roughness therefore indicates the good quality of surface finish. For this purpose, lower surface roughness is required to obtain the maximum importance.

**Table 13.** Summary of solutions achieved for the five optimization cases

| Solutions | Number | $V_C$ (m/min) | $f$ (mm/rev) | $A_p$ (mm) | $R_a$ (µm) | $T_C$ (°C) | $V_B$ (mm) | Desirability |
|-----------|--------|---------------|--------------|------------|------------|------------|------------|--------------|
|           | 1      | 425,000       | 0.120        | 0.150      | 1.095      | 195,377    | 0.105      | 0.935 Selected |
|           | 2      | 424,165       | 0.120        | 0.150      | 1.097      | 195,540    | 0.104      | 0.935         |
|           | 3      | 423,189       | 0.120        | 0.150      | 1.098      | 195,731    | 0.104      | 0.935         |
|           | 4      | 421,303       | 0.120        | 0.150      | 1.100      | 196,090    | 0.104      | 0.935         |
|           | 5      | 424,984       | 0.120        | 0.151      | 1.097      | 195,456    | 0.105      | 0.934         |
Figure 13. The graph plot of desirability.
Multi objective optimization using Non-dominated Sorting Genetic Algorithm II

The optimization of cutting parameters in machining has been the subject of several research works using various techniques. It allows the choice of the most suitable cutting conditions in order to obtain the desired results for the desired technological parameters. In this paper, advanced multi-objective optimization algorithm has been used to define the optimum sets that efficiently handles multi-objective optimization problems such as: the Second-Generation Evolutionary Algorithm (NSGA II) proposed by Deb et al. [34].

NSGA II algorithm is one of the most cited classical algorithms in the field of evolutionary multi-objective optimization by SCI [35]. It reduces the computational complexity of the problem by introducing three algorithms: fast non-dominant sorting, elite strategy, and crowding distance sorting.

After processing, the obtained results with the ANN NSGA-II approach are found to be:

The optimum inputs are: feed rate = 0,12 mm/rev, depth of cut = 0,15 mm and cutting speed = 424,96 m/min.

The optimum outputs are surface roughness = 1,87 μm, cutting temperature = 181,11 C° and tool flank wear = 0,095 mm.
2.2.5. Confirmation test results:

The response surface methodology is a good modeling tool that helps in identifying the insignificant main factors and interaction factors or insignificant quadratic terms in the model which reduce the complexity of the problem and it helps also to achieve the best production control by multi optimization using desirability function. In the other side, the NGSA II algorithm the possibility to use ANN results giving more accuracy to the optimization process. The comparative study indicated that the desirability function solutions were found to be closer to the confirmation test results compared to those obtained by NGSA II as indicated in Tab. 14 and Fig. 16.

Table 14. Optimization results comparison.

| Inputs     | Multi Res. Opt. | NSGA-II      | Confirmation test |
|------------|-----------------|--------------|-------------------|
| ap (mm)    | 0.15            | 0.15         | 0.15              |
| $V_C$ (m/min) | 425            | 424.96       | 425               |
| f (mm/rev) | 0.12            | 0.12         | 0.12              |
| Outputs    |                 |              |                   |
| Ra (m)     | 1.095           | 1.87         | 1.126             |
| $T_C$ (°C) | 195.377         | 181.11       | 195.373           |
| $V_B$ (mm) | 0.105           | 0.095        | 0.098             |

Figure 15. The Pareto curve for optimization of $T_C$ and Ra targets.
Conclusion

This study details the modeling and optimization of the dry-turning of AISI 316L machined by a coated carbide insert. It also compares the performance of both the response surface methodology (RSM) and the artificial neural network (ANN) according to their prediction and generalization capabilities using experimental results based on the Taguchi design for surface roughness, cutting temperature and tool flank wear. In addition, in this research work, the performance of DF is analysed and compared with NSGA-II. According to the results analysis, it has been found that:

1- Depth of cut is the dominant factor affecting the cutting temperature with proportion of the contribution of 78.26%.
2- Statistical ANOVA confirmed that the feet rate (f) has the strongest influence on the surface roughness criteria. The proportion of the contribution is 92.64%.
3- ANOVA of the tool flank wear indicated that the feed rate (f) is the factor that has the greatest influence on VB with contribution of 30.47%. The Cutting speed (VC) comes second with contribution of 26.37%. Finally, the depth of cut (ap) with a contribution of 9.59%.
4- The response surface methodology is a great modeling approaches that facilitates the problem and enables to identifying the significant and insignificant factors and their interaction on the desired response in a simple manner.

5- The comparative study indicated that the ANN models were found to be better in providing more accurate prediction results of surface roughness, cutting temperature and tool flank wear compared to RSM models in terms of better correlation and lower error.

6- The use of the DF for the optimization of several parameters simultaneously is considered very satisfactory to minimize the machining parameters Ra, VB, TC.

7- The approach ANN-NGSA II was found to be helpful for future industrial application for predicting Ra, VB, TC with accurate results and optimizing the cutting parameters that helps as to achieve a best production control.
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