QUANTITATIVE UPPER BOUNDS FOR BERGMAN KERNELS ASSOCIATED TO SMOOTH KÄHLER POTENTIALS
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Abstract. We prove upper bounds for the Bergman kernels associated to tensor powers of a smooth positive line bundle in terms of the rate of growth of the Taylor coefficients of the Kähler potential. As applications, we obtain improved off-diagonal rate of decay for the classes of analytic, quasi-analytic, and more generally Gevrey potentials.

1. Introduction

Let \( (L, h) \to X \) be a positive Hermitian holomorphic line bundle over a compact complex manifold of dimension \( n \). The metric \( h \) induces the Kähler form \( \omega = -\frac{1}{2} \partial \bar{\partial} \log(h) \) on \( X \). For \( k \) in \( \mathbb{N} \), let \( H^0(X, L^k) \) denote the space of holomorphic sections of \( L^k \). The Bergman projection is the orthogonal projection \( \Pi_k : L^2(X, L^k) \to H^0(X, L^k) \) with respect to the natural inner product induced by the metric \( h^k \) and the volume form \( dV = \frac{\omega^n}{n!} \). The Bergman kernel \( B_k \), a section of \( L^k \otimes \bar{L}^k \), is the distribution kernel of \( \Pi_k \). Given \( p \in X \), let \( (U, e_L) \) be a local trivialization of \( L \) near \( p \). We write \( |e_L|^2 = e^{-\phi} \) and call \( \phi \) a local Kähler potential. In the frame \( e_L^k \otimes \bar{e}_L^k \), the Bergman kernel \( B_k(z, w) \) is understood as a function \( K_k(z, w) \) on \( U \times U \). We note that on the diagonal \( z = w \), the function \( K_k(z, z)e^{-k\phi(z)} \) is independent of the choice of the local frame, hence it is a globally defined function on \( X \) called the Bergman function, which is also equal to \( |B_k(z, z)|_{h^k} \).

Theorem 1.1. Assume \( h \in C^\infty \). Let \( d(z, w) \) be the distance function on \( X \) associated with the Kähler metric \( \omega \). Then there exists an increasing function \( f(k) \to \infty \) as \( k \to \infty \) such that for all \( z \) and \( w \) in \( X \), we have

\[
|B_k(z, w)|_{h^k} \leq \begin{cases} 
C k^n e^{-ckd(z,w)^2}, & \text{when } d(z, w) \leq f(k)\sqrt{\frac{\log k}{k}}, \\
C k^n e^{-cf(k)\sqrt{k \log k} d(z,w)}, & \text{when } d(z, w) \geq f(k)\sqrt{\frac{\log k}{k}},
\end{cases}
\]

where \( c \) and \( C \) are positive constants that depend only on \( (L, h) \) and \( X \).

Although in [Ch13a], this result is only stated for \( d(z, w) > \delta \), for \( \delta > 0 \) independent of \( k \), it is implicit in their proof. The goal of this paper is to prove a quantitative version of the above theorem that relates the growth rate of \( f(k) \) to the growth rate of the derivatives of \( h \), and use it to obtain improvements in the cases where \( h \) is analytic, quasi-analytic, or more generally Gevrey function.

To state our main result we need some notations. Let \( M \) be a positive \( C^2 \) function on \( \mathbb{R}_{>0} \). We say \( \partial^2 \log h \) belongs to the class \( C_M \) if for every local Kähler potential \( \phi \) on an open set \( U \), there
exists $A > 0$ such that for any multi-index $\alpha \in \mathbb{Z}_{\geq 0}^n$ with $|\alpha| \neq 0$, and any $z \in U$,

$$\left| \frac{D^\alpha (\partial^2 \phi)}{\alpha!} (z) \right| \leq A^{|\alpha|} M(|\alpha|).$$

Here $D^\alpha = \partial_{z_1}^{\alpha_1} \ldots \partial_{z_n}^{\alpha_n} \partial_{\bar{z}_1}^{\alpha_{n+1}} \ldots \partial_{\bar{z}_n}^{\alpha_{2n}}$, and $\partial^2 \phi$ means any second order partial derivative of $\phi$. We shall call $M$ a majorant of the Taylor coefficients of $\partial^2 \phi$.

**Theorem 1.2.** Suppose $\partial^2 \log h \in \mathcal{C}_M$ and log $(M)$ is strictly convex on $\mathbb{R}_{>0}$. For each $N \in \mathbb{R}_{>0}$, let $J(N) = M(N)^{1/N}$ and assume $J(N)$ is unbounded. Then there exists $k_0$ such that for each $k \geq k_0$, the equation

$$(1.2) \quad N^2 J(N)|J(N)|^{2N J(N)} = k,$$

has a unique solution $N(k) \in \mathbb{R}_{>0}$ and $f(k)$ given by

$$(1.3) \quad f(k) = \frac{N(k) \sqrt{J(N(k))} / J(N(k))}{\sqrt{\log k}},$$

satisfies Theorem 1.1. When $k < k_0$, for simplicity we define $f(k) = f(k_0)$.

Let us now draw some quick corollaries of this theorem. We say $h$ belongs to the Gevrey class $G^s$, $s \geq 1$, if $M(N) = N^{(s-1)N}$. Since this $M$ satisfies the conditions of the theorem for $s > 1$ (but not for $s = 1$) we immediately get $f(k) = \frac{\delta N}{\sqrt{\log k}}$, for $\delta > 0$ independent of $k$, thus we obtain the following improved upper bounds:

**Corollary 1.3.** Assume $h \in G^s$ \(^1\), $s > 1$. Then for all $k \in \mathbb{N}$, and all $z, w \in X$, we have

$$(1.4) \quad |B_k(z, w)|_{h^k} \leq \begin{cases} CK^k e^{-ckd(z, w)^2}, & d(z, w) \leq k^{-\frac{s}{s-1}}, \\
CK^k e^{-ckd(z, w)^{s-1}}, & d(z, w) \geq k^{-\frac{s}{s-1}}. \end{cases}$$

where $c$ and $C$ are positive constants dependent only on $(L, h)$ and $X$.

In the special case $s = 1$, meaning when the metric $h$ is analytic, we obtain the following estimate which was stated without a proof in Remark 6.6 of [Ch03]:

**Corollary 1.4.** Assume $h$ is analytic. Then for all $k \in \mathbb{N}$ and $z, w \in X$, we have

$$(1.5) \quad |B_k(z, w)|_{h^k} \leq CK^n e^{-ckd(z, w)^2}.$$ 

Note that for this corollary we cannot directly use Theorem 1.2 because in the analytic case $J(N)$ is bounded (and vice versa). We will give two proofs for this estimate, where one of them involves taking a uniform limit $s \to 1^+$ in Corollary 1.3. To provide more examples, we can also consider Denjoy [Den21] classes of quasi-analytic functions given by

$M(N) = (\log N)^N, \quad (\log N)^N (\log \log N)^N, \quad (\log N)^N (\log \log N)^N (\log \log \log N)^N, \quad \cdots.$

For instance if $M(N) = (\log N)^N$, from Theorem 1.2 we get $f(k) \sim k^{\frac{1}{N}} (\log k)^{-\frac{2}{N}}$, which by plugging into Theorem 1.1 we obtain:

**Corollary 1.5.** Assume $h \in \mathcal{C}_M$ \(^2\) with $M(N) = (\log N)^N$. Then for all $k \geq 2$ and all $z, w \in X$,

$$(1.6) \quad |B_k(z, w)|_{h^k} \leq \begin{cases} CK^n e^{-ckd(z, w)^2}, & d(z, w) \leq \frac{1}{\log k}, \\
CK^n e^{-ck \log d(z, w)} d(z, w), & d(z, w) \geq \frac{1}{\log k}. \end{cases}$$

\(^1\)Note that $\phi \in G^s$ if and only if $h = e^{-\phi} \in G^s$.

\(^2\)Again, $\phi$ belongs to this particular class if and only if $h = e^{-\phi}$ does.
We note that in Theorem 1.1, the maximum rate of growth of the function \( f(k) \) is \( \frac{k^2}{\sqrt{\log k}} \), which happens when the metric \( h \) is analytic, but there is no minimum rate of growth for \( f(k) \) as it can be arbitrary small by choosing the majorant \( M \) in Theorem 1.2 to have arbitrary large growth rate. Also, as we see all of the above estimates are much better than the following Agmon type estimates (see [Be03, Ch91, De98, Lin01, MaMa15]) valid for all smooth metrics \( h \)

\[
|B_k(z, w)|_{h^k} \leq C k^n e^{-c \sqrt{k} d(z, w)}.
\]

We must emphasize that on the diagonal and in certain shrinking neighborhoods of the diagonal we have more precise information on the Bergman kernel. Zelditch [Ze98] and Catlin [Ca99] proved if \( h \) is \( C^\infty \) then on the diagonal \( z = w \), the Bergman kernel accepts a complete asymptotic expansion of the form

\[
|B_k(z, z)|_{h^k} = K_k(z, z) e^{-k \phi(z)} \sim \frac{k^n}{\pi^n} \left( b_0(z, \bar{z}) + \frac{b_1(z, \bar{z})}{k} + \frac{b_2(z, \bar{z})}{k^2} + \cdots \right).
\]

Very near the diagonal, i.e. in a \( \frac{1}{\sqrt{k}} \)-neighborhood of the diagonal, one has a scaling asymptotic expansion for the Bergman kernel (see [ShZe02, MaMa07, MaMa13, LuSh15, HeKeSeXu16]). In fact given any \( \gamma > 0 \), for \( d(z, w) \leq \gamma \sqrt{\frac{\log k}{k}} \) one has (see [ShZe02])

\[
|B_k(z, w)|_{h^k} = \frac{k^n}{\pi^n} e^{-\frac{k D(z, w)}{2}} \left( 1 + O \left( \frac{1}{k} \right) \right).
\]

Here \( D(z, w) \) is Calabi’s diastasis function [Cal53] which is controlled from above and below by \( d^2(z, w) \) and defined by

\[
D(z, w) = \phi(z) + \phi(w) - \psi(z, \bar{w}) - \psi(w, \bar{z}),
\]

where \( \psi(z, \bar{w}) \) is an (almost) holomorphic extension of the Kähler potential \( \phi(z) \). Furthermore, we expect this asymptotic property to hold for \( \gamma = f(k) \):

**Conjecture 1.6.** Assume \( \partial^2 \log h \in C_M \) where \( M \) satisfies the conditions of Theorem 1.2 and \( f(k) \) is given by (1.3). Then the asymptotic (1.9) holds for \( d(z, w) \leq f(k) \sqrt{\frac{\log k}{k}} \). In the analytic case (1.9) holds for \( d(z, w) < \delta \) for some \( \delta > 0 \) independent of \( k^3 \).

Related to this conjecture, in [HeLuXu18] it is shown that if \( h \) is analytic then (1.9) holds for \( d(z, w) \leq C k^{-\frac{3}{4}} \). Under the weaker assumption \( h \in G^s \), for \( s > 1 \), it is proved in [HeLuXu18] that (1.9) is valid for \( d(z, w) \leq C \epsilon k^{-\frac{3}{4} + \frac{1}{4s}} \) for any \( \epsilon > 0 \).

### 1.1. Organization of the paper

Our work is greatly inspired by [Ch13a]. To obtain a quantitative version of the result of [Ch13a], we follow their proof thoroughly and keep track of all constants involved. We also fill in some details of [Ch13a] such as the bootstrapping arguments and the CR structure involved in the analytic hypoellipticity lemma for the Kohn Laplacian. As in [Ch13a], we study the Bergman kernel in three regions, namely

\[
d(z, w) \leq \gamma \sqrt{\frac{\log k}{k}}, \quad \gamma \sqrt{\frac{\log k}{k}} \leq d(z, w) \leq f(k) \sqrt{\frac{\log k}{k}}, \quad \text{and} \quad d(z, w) \geq f(k) \sqrt{\frac{\log k}{k}}.
\]

As we discussed above in fact in the region \( d(z, w) \leq \gamma \sqrt{\frac{\log k}{k}} \) we have an asymptotic expansion for the Bergman kernel (see [ShZe02]). For completeness, in Subsection 3.5 we will provide a proof for

\[\text{3}^{\text{In fact, in the analytic case, this is a conjecture of Zelditch [Ze14].}}\]
this using [BeBeSj08]. In the regions
\[ \gamma \sqrt{\frac{\log k}{k}} \leq d(z, w) \leq f(k) \sqrt{\frac{\log k}{k}}, \quad \text{and} \quad d(z, w) \geq f(k) \sqrt{\frac{\log k}{k}}, \]
which we will call near diagonal and far from diagonal respectively, we study the Bergman kernel via studying the Green kernel of the Hodge-Kodaira Laplacian as in [Ch13a]. In fact far from diagonal estimates follow from near diagonal estimates by an iterative argument involving Neumann series exactly as it is done in [Ch13a]. One of the main ingredients in the proof of near diagonal estimates is our Lemma 3.6, which is new relative to [Ch13a], and is the counterpart of the analytic hypoellipticity Lemma 2.2 when the condition of analyticity of \( h \) is replaced by \( \partial^2 \log h \) belonging to the class \( \mathcal{C}_M \). The function \( f(k) \), which is responsible for the rate of the decay of the Green kernel (or the Bergman kernel) is obtained in this step and it is extracted from an interesting optimization problem where the convexity of \( \log(M) \) plays a key role.

Section 2, provides background on the relation of the Bergman and Green kernels, a priori elliptic estimates, analytic hypoellipticity of the Kohn Laplacian and its underlying CR structure. Section 3 involves proving the near diagonal estimates. The optimization problem for \( f(k) \) is studied in Subsection 3.3. Subsection 3.5, gives a proof of the very near diagonal asymptotic expansion 1.9. Finally, Section 4 gives a proof for far from diagonal estimates using the near diagonal estimates.

2. Background Materials

2.1. The relation between the Bergman kernel and the Green Kernel. In this section we will introduce the Green kernel associated to the line bundle \( L^k \) and explain its relation with the Bergman kernel.

Let
\[ \overline{\partial}_k : \Gamma(X, \Lambda^{0, q}(L^k)) \to \Gamma(X, \Lambda^{0, q+1}(L^k)) \]
be the usual Dolbeault operator. Denote by \( \overline{\partial}_k^* \) the formal adjoint, with respect to the \( L^2 \) inner product induced by the Hermitian metric \( h \) and Kähler metric \( \omega \). Then we have the Hodge-Kodaira Laplacian
\[ \Box_k = \overline{\partial}_k \overline{\partial}_k^* + \overline{\partial}_k^* \overline{\partial}_k : \Gamma(X, \Lambda^{0,1}(L^k)) \to \Gamma(X, \Lambda^{0,1}(L^k)). \]
Since the line bundle \((L, h)\) is positive, by Weitzenböck formula (see (2.7)), there exists some positive constant \( c > 0 \) such that
\[ (\Box_k f, f) \geq ck\|f\|^2_{L^2}, \quad \text{for any} \ f \in \Gamma(X, \Lambda^{0,1}(L^k)). \]
By this lower bound and the fact that \( \Box_k \) is formally self-adjoint, we have the Green operator
\[ G = \Box_k^{-1} : L^2(X, \Lambda^{0,1}(L^k)) \to L^2(X, \Lambda^{0,1}(L^k)). \]
Let \( G_k(z, w) \) be the distribution kernel of \( G_k \), called the Green kernel. As \( \Box_k \) is formally self-adjoint, we have the Hermitian symmetry
\[ \overline{G_k(z, w)} = G_k(w, z). \]
For any section \( f \in \Gamma(X, L^k) \), using Hörmander’s \( L^2 \) estimates, \( u = \overline{\partial}_k G_k \overline{\partial}_k f \) is the solution of
\[ \overline{\partial}_k u = \overline{\partial}_k f, \]
with the minimal \( L^2 \) norm and \( u \perp \ker \overline{\partial}_k \). Therefore, in terms of the Bergman projection \( \Pi_k \), we obtain
\[ \Pi_k f = f - \overline{\partial}_k G_k \overline{\partial}_k f. \]
Writing this into integrals, we get
\[ \int_M f(w) B_k(z, w) dV_w = f(z) - \nabla_k \int_M \nabla_k f(w) G_k(z, w) dV_w. \]

By integrating by parts and comparing the kernels, we get
\begin{equation}
B_k(z, w) = \nabla^*_{k,z} \nabla_{k,w} G_k(z, w), \quad \text{for any } z \neq w \in X.
\end{equation}

Here the subindex \( z \) in \( \nabla_{k,z} \) and \( w \) in \( \nabla^*_{k,w} \) indicate which variable the operators acts on.

### 2.2. An equivalent framework without weights.

In this section, we introduce an equivalent framework of the \( L^2 \) space of \( L^k \) valued holomorphic sections. Though this framework only works in a local coordinate chart, it is convenient since the norms are not involved with any \( k \)-dependent weight.

Given a local coordinate chart \( U \), let \( \phi \) be a Kähler potential. We define the linear map \( \mathcal{I} : L^2(U, \Lambda^{0,q}(L^k)) \to L^2(U, \Lambda^{0,q}) \) by
\[ u := \mathcal{I} f = e^{-\frac{k}{2} \phi} f. \]

Note \( \int_U |f|^2 e^{-k \phi} dV = \int_U |u|^2 dV \). \( \mathcal{I} \) is therefore a linear isometry, by which we can identify these two \( L^2 \) spaces. Let us carry out the corresponding operators of \( \nabla_{k,z}, \nabla^*_{k,w}, \square_k \) on \( L^2(U, \Lambda^{0,1}) \) via this identification. Define \( \mathcal{D}_k : \Gamma(U, \Lambda^{0,q}) \to \Gamma(U, \Lambda^{0,q+1}) \) as
\[ \mathcal{D}_k = \mathcal{I}^{-1} \circ \nabla_{k} \circ \mathcal{I} = e^{-\frac{k}{2} \phi} \nabla_k e^{\frac{k}{2} \phi} = \nabla_k + \frac{k}{2} \partial \phi \wedge. \]

Then the adjoint operator \( \mathcal{D}^*_k : \Gamma(U, \Lambda^{0,q+1}) \to \Gamma(U, \Lambda^{0,q}) \) becomes
\[ \mathcal{D}^*_k = \mathcal{I}^{-1} \circ \nabla^*_{k} \circ \mathcal{I} = e^{-\frac{k}{2} \phi} \nabla^*_{k} e^{\frac{k}{2} \phi}, \]
and we can define the Laplace operator \( \Delta_k : \Gamma(U, \Lambda^{0,1}) \to \Gamma(U, \Lambda^{0,1}) \) by
\[ \Delta_k = \mathcal{D}_k \mathcal{D}^*_k + \mathcal{D}^*_k \mathcal{D}_k = \mathcal{I}^{-1} \circ \square_k \circ \mathcal{I} = e^{-\frac{k}{2} \phi} \square_k e^{\frac{k}{2} \phi}. \]

Similarly, the counterpart of the Green kernel \( G_k(z, w) \) is
\begin{equation}
G_k(z, w) = G_k(z, w) e^{-\frac{k}{2} \phi(z)} e^{-\frac{k}{2} \phi(w)},
\end{equation}
which represents a fundamental solution of \( \Delta_k \) with a pole singularity at \( w \). This is a section in \( \Gamma(U \times U, \pi_1^* \Lambda^{0,1} \otimes \pi_2^* \Lambda^{0,1}) \), where \( \pi_1, \pi_2 : U \times U \to U \) are projections to the first and second components respectively. In particular, \( G_k(z, w) \) is Hermitian symmetric in \( z \), \( w \) and if we take the norm, then
\[ |G_k(z, w)| = |G_k(z, w)|_{L^k}. \]

Indeed, \( L^2(U, \Lambda^{0,1}) \) and \( L^2(U, \Lambda^{0,1}(L^k)) \) are equivalent because of the identification \( \mathcal{I} \). We will work in the space \( L^2(U, \Lambda^{0,1}) \), where there is no weight in the inner product, while all the operators are twisted by \( e^{\frac{k}{2} \phi} \). Note that we only need \( k \geq 1 \), which need not to be an integer in this unweighted framework.
2.3. Elliptic Regularity. In this section, we will recall some results from the regularity theory of the elliptic systems. For more details, we refer the readers to [GiMa12].

The operators $\Box_k$ and $\Delta_k$ are both elliptic operators. For simplicity, we only state the results for $\Delta_k$ here and similar results also hold for $\Box_k$. In a local coordinate chart $U = B(0, 1)$, we can write out the operator $\Delta_k$. For any $u \in \Gamma(U, A^{0,1}),$

$$
(\Delta_k u)_k = -\partial_i \left( g^{ij} \partial_j u_k \right) + \left( a_{ij}^k + b_{ij}^{k+1} \right) \partial_i u_j + \left( c_{ij}^k + d_{ij}^{k+1} \right) \partial_i u_j + \left( e_{ij}^k + f_{ij}^{k+1} \right) u_i,
$$

where we have used Einstein summation convention, and denoted

$$
\Delta_k u = (\Delta_k u)_k d\sigma^k, \quad u = u_j d\sigma^j.
$$

All the coefficients $a_{ij}^k, a_{ij}^{k+1}, b_{ij}^k, b_{ij}^{k+1}, c_{ij}^k, d_{ij}^k$ and $e_{ij}^k$ are polynomials of $g, \phi, g^{-1}$, and their derivatives (up to second order). For simplicity, we denote the above identity as

$$
\Delta_k u = -\partial_i \left( g^{ij} \partial_j u \right) + (ak + b) * \nabla u + (ck^2 + dk + e) * u.
$$

Here $u$ is identified with the vector $(u_1, u_2, \cdots, u_n)$, $\nabla$ is the gradient operator, and $*$ denotes certain algebraic operations. Though $g^{-1}, a, b, c, d, e$ are smooth and bounded uniformly for any $C^m$ norm, $k$ could be arbitrarily large. In order to apply the elliptic estimates, we need to make all the coefficients bounded uniformly by rescaling. For $R \in (0, 1]$, define $\tilde{g}(z) = g(Rz)$, $\tilde{a}(z) = Ra(Rz)$, $\tilde{b}(z) = Rb(Rz)$, $\tilde{c}(z) = R^2c(Rz)$, $\tilde{d}(z) = R^2d(Rz)$, $\tilde{e}(z) = R^2e(Rz)$ and $\tilde{u}(z) = u(Rz)$. Then

$$
\Delta_k \tilde{u} = R^2 \Delta_k u(Rz).
$$

When $R \leq \frac{1}{k} \leq 1$, all the coefficients are uniformly bounded for any $C^m$ norm. Let $\eta$ be a smooth cut-off function such that supp $\eta \in B(0, \frac{1}{2}R)$ and $\eta = 1$ in $B(0, \frac{1}{4}R)$. And let $\tilde{\eta}(z) = \eta(Rz)$. By using the Caccioppoli inequality (see Theorem 4.11 in [GiMa12]), for any $m \in \mathbb{N},$

$$
\|\eta \tilde{u}\|_{H^{m+1}(B(0,1))} \leq C \left( \|\tilde{u}\|_{L^2(B(0,1))} + \|\Delta_k \tilde{u}\|_{H^m(B(0,1))} \right),
$$

where $C$ only depends on $m$, the lower bound of $g^{-1}$ and the $C^{m+1}$ norm of coefficients $g^{-1}, a, b, c, d, e$. We change $\tilde{u}$ back to $u$ and obtain the following interior estimates.

$$
\|u\|_{H^{m+1}(B(0,R/2))} \leq C \left( \frac{1}{R^{m+1}} \|u\|_{L^2(B(0,R))} + \frac{1}{R^m} \|\Delta_k u\|_{H^m(B(0,R))} \right), \quad \text{for any } R \leq \frac{1}{k}.
$$

2.4. A priori upper bounds of the Green kernel. In this section, we will prove an a priori upper bound of the Green kernel $G_k$.

**Lemma 2.1.** Given any point $p \in X$, there exists a coordinate chart $U$ containing $p$ and constants $C, \alpha > 0$, such that whenever $z, w \in U$ and $z \neq w$, we have

$$
|G_k(z, w) + |\nabla G_k(z, w)| + |\nabla^2 G_k(z, w)| \leq C (k + |z - w|^{-1})^\alpha,
$$

where $\nabla$ denotes the gradient.

This lemma is from [Ch13a] and here we fill in the details of the proof. Admittedly, sharper upper bounds on $G_k(z, w)$ can be proved but this one is sufficient for our purpose. The proof is divided into two steps. First, we can rather easily obtain certain upper bound on the operator $G_k$, whose distribution kernel is $G_k(\cdot, \cdot)$. Second, the operator bound can be improved to the pointwise bound in (2.6) by the interior estimates (2.5). This is a standard bootstrapping argument and will be used again in later sections.
Proof. For $\Box_k : L^2(X, Λ^{0,1}(L^k)) \to L^2(X, Λ^{0,1}(L^k))$, Weitzenböck formula tells that
\begin{equation}
\Box_k = \nabla^* \nabla + \text{Ric} TM + k \text{Ric} L,
\end{equation}
where $\nabla$ is the Chern connection on the bundle $L^k$ coupled with the Levi-Civita connection on $Λ^{0,1}$. When $k$ is sufficiently large, $\Box_k$ is bounded below by $\frac{\pi}{2}$, whence $G_k$ has the operator bound $\|G_k\|_{L^2 \to L^2} \leq \frac{2}{k}$. Let $V$ be a coordinate chart containing $p$. For simplicity, we can assume $V = B(0, 2)$. Take $U = B(0, 1)$ and for any $z, w \in U$, by compositing with inclusion and restriction maps, we can regard $G_k$ as a linear operator
\[
G_k : L^2(B(w, \frac{1}{4}d(z, w)), Λ^{0,1}(L^k)) \to L^2(B(z, \frac{1}{4}d(z, w)), Λ^{0,1}(L^k)),
\]
with the operator bound $\|G_k\| \leq \frac{2}{k}$. If we let
\[
G_k : L^2(B(w, \frac{1}{4}d(z, w)), Λ^{0,1}) \to L^2(B(w, \frac{1}{4}d(z, w)), Λ^{0,1})
\]
be the linear operator with distribution kernel $G_k(\cdot, \cdot)$, then $G_k$ shares the same operator bound $\|G_k\| \leq \frac{2}{k}$ by (2.2). That is, for any $u \in L^2(B(w, \frac{1}{4}d(z, w)), Λ^{0,1})$ with $\sup u \subseteq B(w, \frac{1}{4}d(z, w))$, we have
\[
\|G_k u\|_{L^2(B(z, \frac{1}{4}d(z, w)))} \leq \frac{2}{k} \|u\|_{L^2(B(w, \frac{1}{4}d(z, w)))}.
\]
Since $\Delta_k G_k u = u$, which vanishes in $B(z, \frac{1}{4}d(z, w))$, if we apply the elliptic estimates (2.5) to $G_k u$ on $B(z, R)$ with $R = \min\{\frac{1}{k}, \frac{1}{4}d(z, w)\}$, then for any $m \in \mathbb{N}$,
\[
\|\eta G_k u\|_{H^m(B(z, R))} \leq CR^{-m}\|G_k u\|_{L^2(B(z, R))} \leq C (k + |z - w|^{-1})^m \|u\|_{L^2(B(w, \frac{1}{4}d(z, w)))},
\]
where $C$ is a constant depending only on $C^{m+3}$ norm of the Kähler potential $\phi$ and the lower bound of $\sqrt{-1} \partial \bar{\partial} \phi$. Taking $m = n + 1$ and applying the Sobolev embedding theorem,
\[
|G_k u(z)| \leq C (k + |z - w|^{-1})^{n+1} \|u\|_{L^2(B(w, \frac{1}{4}d(z, w)))}.
\]
Therefore,
\[
\|G_k(z, \cdot)\|_{L^2(B(w, \frac{1}{4}d(z, w)))} = \sup_{u \in L^2(B(w, \frac{1}{4}d(z, w)))} \left| \int u(\zeta)G_k(z, \zeta) d\zeta \right| \|u\|_{L^2(B(w, \frac{1}{4}d(z, w)))} \leq C (k + |z - w|^{-1})^{n+1}.
\]
Since for any $\zeta \in B(w, \frac{1}{4}d(z, w))$,
\[
\Delta_k G_k(z, \zeta) = 0,
\]
when $\Delta_k$ acts on the second component, again by applying the elliptic estimates (2.5) to $G_k(z, \cdot)$ on $B(w, R)$ with $R = \min\{\frac{1}{k}, \frac{1}{4}d(z, w)\}$, and using the Sobolev embedding theorem, we have
\[
|G_k(z, w)|_{C^2} \leq C (k + |z - w|^{-1})^{n+3} \|G_k(z, \cdot)\|_{L^2(B(w, \frac{1}{4}d(z, w)))} \leq C (k + |z - w|^{-1})^{2n+4},
\]
where the pointwise $C^2$ norm is taken on the second component $w$. Note the constant $C$ only depends on the dimension $n$ and the $C^{n+6}$ norm of Kähler potential $\phi$ and the lower bound of $\sqrt{-1} \partial \bar{\partial} \phi$. Hence, we can make $C$ uniform for all $z, w \in U$. The result follows by the symmetry $G(z, w) = \overline{G(w, z)}$ and taking $a = 2n + 4$. \hfill \Box

2.5. Analytic hypoellipticity of the Kohn Laplacian. In this section, we work in the unweighted framework introduced above. Let $B \subseteq \mathbb{C}^n$ be an open ball and let $\overline{B} \subseteq B$ be a relatively compact subset. When metrics are real analytic, M. Christ has proved the following estimates in [Ch13a](see Lemma 7) by using the analytic hypoellipticity of the Kohn Laplacian [Ta80, Tr78].
Lemma 2.2. Let the ball $B \subseteq \mathbb{C}^n$ be equipped with a real analytic Hermitian metric $g$. Let $L$ be a holomorphic line bundle over $B$, equipped with a positive real analytic Hermitian metric $h$. For any relatively compact $\bar{B} \Subset B$, there exist positive constant $C$ and $b$, such that for any solution $u \in \Gamma(B, L^{0,q})$ ($0 < q < n$) of $\Delta ku = 0$ on $B$,

\begin{equation}
\|u\|_{L^\infty(\bar{B})} \leq Ce^{-bk}\|u\|_{L^\infty(B)}
\end{equation}

Remark 2.3. This lemma does not require the metric $g$ is polarized by the line bundle. We still denote $\phi = -\log h$, which is a Kähler potential in the polarized case. Positivity of $h$ means that $(\phi_{ij}) \geq cI$ for some $c > 0$. The constant $C$ is a universal numerical constant. The constant $b$ depends on the following data:

(a) the lower bound of $\sqrt{-1} \partial \bar{\partial} \phi$, i.e. a positive constant $c$ such that $(\phi_{ij}) \geq cI$ in $B$;
(b) the lower bound of $(g_{ij})$, i.e. a positive constant $c$ such that $(g_{ij}) \geq cI$ in $B$;
(c) the analyticity constant of $\phi$, i.e. a positive constant $C(\phi)$ such that
\[ |D^\alpha(z, \bar{z})\phi(z)| \leq C(\phi)|\alpha|! |\alpha|! , \quad \text{for any multi-index } \alpha \text{ and } z \in B; \]
(d) the analyticity constant of each entry of metric $g$;
(e) the distance from $\bar{B}$ to $\partial B$.

For the completeness, we include a proof here for $n \geq 2$. To begin with, we endow $B \times \mathbb{R}$ with a strictly pseudoconvex CR structure (see [ChSh01] for more details). Set the domain
\[ \Omega = \{(z, w) \in B \times \mathbb{C} : \Im w > \frac{\phi(z)}{2}\}. \]
Then its boundary is
\[ \partial \Omega = \{(z, w) \in B \times \mathbb{C} : \Im w = \frac{\phi(z)}{2}\}, \]
and it defining function is $\rho(z, w) = \Im w - \frac{\phi(z)}{2}$. A straightforward calculation shows that if we define
\[ L_p := \frac{\partial}{\partial z_p} + i\phi_p \frac{\partial}{\partial w}, \quad \text{for } 1 \leq p \leq n, \]
then $\{L_p\}$ form a global basis for the space of $T^{1,0}\partial \Omega$. Clearly,
\[ [L_p, L_q] = 0, \quad \text{for any } 1 \leq p, q \leq n. \]
Thus $(\partial \Omega, T^{1,0}\partial \Omega)$ is a CR manifold.

We can identify the boundary $\partial \Omega$ with $B \times \mathbb{R}$ via the diffeomorphism $\pi : \partial \Omega \to B \times \mathbb{R}$ defined as
\[ \pi(z, t + i\frac{\phi(z)}{2}) \to (z, t). \]
Therefore, a CR structure can be induced on $B \times \mathbb{R}$, via $\pi$, that is,
\[ \pi_* L_p = \pi_* \left( \frac{\partial}{\partial z_p} + i\phi_p \frac{\partial}{\partial w} \right) = \frac{\partial}{\partial z_p} + i\frac{\phi_p}{2} \frac{\partial}{\partial t}, \quad \text{for } 1 \leq p \leq n. \]
We still use $L_p$ for $\pi_* L_p$ for $1 \leq p \leq n$ by abusing notations. If we denote $T = \frac{\partial}{\partial t}$, then
\[ [L_p, T_q] = \left[ \frac{\partial}{\partial z_p} + i\frac{\phi_p}{2} \frac{\partial}{\partial t}, \frac{\partial}{\partial z_q} - i\frac{\phi_q}{2} \frac{\partial}{\partial t} \right] = -i\phi_{pq}T. \]
Since $\phi = -\log h$ is plurisubharmonic by the positivity of the Hermitian line bundle $(L, h)$, the CR structure on $B \times \mathbb{R}$ is strictly pseudoconvex.
We will further endow the CR manifold \( B \times \mathbb{R} \) with a compatible Hermitian structure. Note \( L_p, \mathcal{T}_p \) for \( 1 \leq p \leq n \) and \( T \) form a global basis of the tangent bundle. We can directly define an Hermitian metric \( h \) such that
\[
h(L_p, L_q) = g_{pq}, \quad h(L_p, \mathcal{T}_q) = h(L_p, T) = h(\mathcal{T}_p, T) = 0, \quad h(T, T) = 1.\]
Set \( \omega_p = dz_p, \bar{\omega}_p = d\bar{z}_p \) for \( 1 \leq p \leq n \) and \( \tau = dt - i^{\frac{\alpha}{2}}dz_p + i^{\frac{\beta}{2}}d\bar{z}_p \), which form a dual basis to \( L_p, \mathcal{T}_p, T \). Then \( h \) naturally induces a Hermitian metric on the cotangent bundle such that
(2.9) \[ h(\omega_p, \omega_q) = g^{pq}. \]
The induced volume form is therefore
(2.10) \[ dV_{B \times \mathbb{R}} = \det g \frac{\sqrt{1}}{2} dz_1 \wedge d\bar{z}_1 \wedge \frac{\sqrt{2}}{2} dz_2 \wedge d\bar{z}_2 \cdots \wedge \frac{\sqrt{2}}{2} dz_n \wedge d\bar{z}_n \wedge dt = dV_g \wedge dt. \]

We are now ready to prove Lemma 2.2.

Proof. Set \( U(z, t) = u(z)e^{ikt} \) as a \((0, q)\) form on \( B \times \mathbb{R} \). Let \( \partial_b \) be the Cauchy Riemann operator associated to the CR structure on \( B \times \mathbb{R} \). Then
\[
\partial_b U = \sum_{p=1}^{n} d\bar{z}_p \wedge \mathcal{T}_p U = e^{ikt} \left( \partial_b u + \frac{1}{2}\bar{\partial}_b \phi \wedge u \right) = e^{ikt} D_k e^{-ikt} U.
\]
Since the metric and volume form on \( B \times \mathbb{R} \) as shown in (2.9) and (2.10) are compatible with those of \((B, g)\), the formal adjoint \( \partial_b^* \) satisfies
\[
\partial_b^* U = e^{ikt} D_k^* e^{-ikt} U.
\]
Therefore,
\[
\square_b U = e^{ikt} \Delta U = 0.
\]
Note the constructed CR structure on \( B \times \mathbb{R} \) is real analytic and strictly pseudoconvex, while the compatible Hermitian metric on \( B \times \mathbb{R} \) is also real analytic. By the analytic hypoellipticity of Kohn Laplacian \( \square_b \) for \( n \geq 2 \) ([Ta80, Tr78]), the solution \( U \) is real analytic. What is more, there exists some positive constant \( C \), which only depends on the data in Remark 2.3, such that
\[
\|D^n U(z, t)\|_{L^\infty(\tilde{B} \times \mathbb{R})} \leq \|U\|_{L^\infty(B \times \mathbb{R})} C|\alpha|!, \quad \text{for any multi-index } \alpha.
\]
In particular,
\[
\|k^m u(z)\|_{L^\infty(\tilde{B})} = \|D^m_1 U\|_{L^\infty(\tilde{B} \times \mathbb{R})} \leq C^m m! \|u\|_{L^\infty(B)}, \quad \text{for } m \geq 0.
\]
Therefore,
\[
\|u\|_{L^\infty(\tilde{B})} \leq \frac{C^m m!}{k^m} \|u\|_{L^\infty(B)}, \quad \text{for } m \geq 0.
\]
Take \( m = \left\lfloor \frac{k}{C} \right\rfloor \) and then by Stirling’s approximation,
\[
\|u\|_{L^\infty(\tilde{B})} \leq \frac{m!}{m^m} \|u\|_{L^\infty(B)} \leq e^{-m+1} \frac{1}{m^2} \|u\|_{L^\infty(B)} \leq C_1 e^{-bk} \|u\|_{L^\infty(B)},
\]
where \( C_1 = e \) and \( b = \frac{1}{2C} \).
3. Estimates of the Green kernel near the diagonal

Given $p \in X$, let $V$ be a coordinate chart containing $p$. Without the loss of generality, we can assume $V = B(p, 3) \subseteq \mathbb{C}^n$. Recall that $M(x)$ is a $C^2$ function on $\mathbb{R}_{>0}$ such that $\log(M(x))$ is strictly convex. We define the following class of functions, the growth rate of whose Taylor coefficients are controlled by $M$.

**Definition 3.1.** Suppose $u \in C^\infty(V)$. We say the Taylor coefficients of $u$ are majorized by $M$, if there exists some positive constant $A$ such that for any multi-index $\alpha \in \mathbb{Z}_{\geq 0}^{2n}$ with $|\alpha| \neq 0$ and any $z \in V$,

$$\left| \frac{D^\alpha u}{\alpha!}(z) \right| \leq A^{|\alpha|}M(|\alpha|).$$

We shall use $\mathcal{C}_M(V)$ to denote the collection of all such smooth functions on $V$. We shall also say a family of functions is uniformly in $\mathcal{C}_M(V)$, if there exists a positive constant $A$ satisfying (3.1) for any function in the family.

**Remark 3.2.** It is not hard to verify that condition (3.1) is invariant under holomorphic coordinates change if we allow $A$ to depend on the coordinate chart and local coordinates. Therefore, we can similarly define the class $\mathcal{C}_M(X)$.

Let $\phi$ be a Kähler potential on $V$ such that all the second order derivatives $\partial^2 \phi \in \mathcal{C}_M(V)$. Set $U = B(p, 1)$ and we will prove the following estimates of $G_k(z, w)$ for $z, w$ in a shrinking neighborhood in $U$. We first introduce some notations before stating the result.

Let $J(x) = M(x)^{1/x}$ and assume $J(x)$ is unbounded. In Lemma 3.17, we will prove that

$$x^2 J(x)J'(x)e^{\frac{2xJ'(x)}{J(x)}}$$

is strictly increasing to infinity starting from some point $x_0 > 0$ and we let

$$k_0 = x_0^2 J(x_0)J'(x_0)e^{\frac{2x_0J'(x_0)}{J(x_0)}}.$$

Then for each integer $k \geq k_0$, the equation

$$N^2 J(N)J'(N)e^{\frac{2NJ'(N)}{J(N)}} = k,$$

has a unique solution $N(k) \in \mathbb{R}_{>0}$ and we define $f(k)$ as

$$f(k) = \frac{N(k)\sqrt{J'(N(k))/J(N(k))}}{\sqrt{\log k}},$$

and for $k < k_0$ we define $f(k) = f(k_0)$. By the following lemma, whose proof will be given later, we know that:

**Lemma 3.3.** Then $f(k)$ is strictly increasing to infinity for $k \geq k_0$.

This section is devoted to proving the following theorem, which proves our near diagonal estimates with $f(k)$ defined above.

**Theorem 3.4.** Suppose the Kähler potential $\phi$ satisfies that $\partial^2 \phi \in \mathcal{C}_M(V)$ where $M$ is strictly logarithmically convex and $M(x)^{\frac{1}{x}}$ is unbounded. Then there exist positive constants $a, b, C, \gamma, \kappa$, independent of $k$ so that for any $z, w \in U$ with $\gamma \sqrt{\frac{\log k}{k}} \leq |z - w| \leq f(k)\sqrt{\frac{\log k}{k}}$ and $k \geq \kappa$,

$$|G_k(z, w)| + |\nabla_z G_k(z, w)| + |\nabla_z \nabla_w G_k(z, w)| \leq Ce^{-bk|z-w|^2}.$$
When $\phi$ is analytic this estimate holds in the much larger neighborhood $\gamma \sqrt{\frac{\log k}{k}} \leq |z - w| \leq 1$ for any $k \geq \kappa$.

**Remark 3.5.** The constant $b$ depend on the following data:

(a) the lower bound of $\sqrt{-1} \partial \bar{\partial} \phi$, i.e. a positive constant $c$ such that $(\phi_{i\bar{j}}) \geq cI$ in $B$;
(b) the lower bound of $(g_{i\bar{j}})$, i.e. a positive constant $c$ such that $(g_{i\bar{j}}) \geq cI$ in $B$;
(c) the constant $A$ as in (3.1) for metric $g$ and $\partial^2 \phi$.

And $C$ depends on (a), (b), (c) and certain $C^m$ norm of $\phi$ and $g$ for some $m$ only depending on the dimension $n$.

The following lemma is the counterpart of Lemma 2.2 for metrics in the class $C_M$, which is a key step in proving the above theorem. As in [Ch13a], we will construct analytic metrics to approximate $g$ and $h$ in the $C_M$ class and apply Lemma 2.2 to the approximation metrics. As the constants in (2.8) depend only on the data mentioned in Remark 2.3, which are uniform in a shrinking ball depending on $\kappa$ for all the approximation metrics, we can prove (2.8) for the $C_M$ metrics in such a shrinking ball.

**Lemma 3.6.** Let the ball $B = B(0, 3) \subseteq \mathbb{C}^n$ be equipped with a smooth Hermitian metric $g \in C_M(B)$. Let $L$ be a holomorphic line bundle over $B$, equipped with a positive smooth Hermitian metric $h$ such that all second order derivatives $\partial^2 \log h \in C_M(B)$. Then for each $\delta \in (0, 1)$, there exist positive constants $C$ and $b$, such that for any solution $u \in \Gamma(B, A^{0,q})$ ($0 < q < n$) of $\Delta_k u = 0$ on $B$,

$$\|u\|_{L^\infty(B(z, \delta f(k)\sqrt{\log k}))} \leq Ce^{-bf(2)^k(k)\log k}\|u\|_{L^\infty(B(z, \delta f(k)\sqrt{\log k}))}, \text{ for any } z \in B(0, 1),$$

where $f$ is defined in (1.3).

Here $\partial^2 \log h \in C_M(B)$ means that for every local potential $\phi = -\log h$ on an open set $B$, there exists $A > 0$ satisfying (3.1) for any multi-index $\alpha \in \mathbb{Z}^{2n}_{\geq 0}$ with $|\alpha| \neq 0$ and any $z \in B$.

**Remark 3.7.** This lemma does not require the metric $g$ is polarized by the line bundle. We still denote $\phi = -\log h$, which is a Kähler potential in the polarized case. The constants $C$ and $b$ depend on the same data as in the previous remark.

Before proving this lemma, we first show the application of this lemma in proving Theorem 3.4.

**Proof of Theorem 3.4.** Given $w \in B(p, 1)$, by using the Bochner coordinates at $w$, we can write the Kähler potential as $\phi(z) = |z|^2 + O(|z|^4) = |z|^2 \varphi(z)$ for some $\varphi \in C^\infty(B(w, 2))$ and any $z \in B(w, 2)$. Fix $r \geq \frac{2}{k}$ and define a linear map $T : B(0, 2) \subseteq \mathbb{C}^n \to U$ such that $T(\zeta) = r\zeta$. Pulling back the operator $\mathcal{D}_k = \mathcal{D}_{k,\phi}$, we obtain

$$\mathcal{D}^\dagger_{k, \phi(r\zeta)} = \mathcal{D}_k + \frac{k}{2} \mathcal{D}_k \left( \frac{\phi(r\zeta)}{r^2} \right) \wedge = \mathcal{D}_k + \frac{k}{2} \mathcal{D}_k \left( \frac{\phi(r\zeta)}{r^2} \right) \wedge = \mathcal{D}^\dagger_{k, \phi(r\zeta)},$$

where $\mathcal{D}_k$ always acts on the $\zeta$ variable and $\widetilde{k} = kr^2 > \log k$.

Associated to the $L^2$ inner product induced by the metric $g(r\zeta)$ over $B(0, 2)$, we can also define the adjoint of $\mathcal{D}^\dagger_{k, \phi(r\zeta)}$ and the Laplace operator $\Delta^k_{k, \phi(r\zeta)}$. Note $\frac{\phi(r\zeta)}{r^2} = |\zeta|^2 \varphi(r\zeta)$ as a function of $\zeta$ belongs to $C^\infty(B(0, 2))$ for any $0 < r \leq 1$. What is more, the following data are also uniform for $0 < r \leq 1$.
(a) $\partial \bar{\partial} \phi (r \zeta) = (\partial \bar{\partial} \phi) (r \zeta)$ is bounded below uniformly for $0 < r \leq 1$.
(b) $g(r \zeta)$ is bounded below uniformly for $0 < r \leq 1$.
(c) $\partial^2 \phi (r \zeta)/r^2 = \partial^2 \phi (r \zeta)$ is in $C_M$ uniformly for $0 < r \leq 1$. This is to say, there exists a positive constant $A$ satisfying (3.1) for all functions $\partial^2 \phi (r \zeta)/r^2$ with $0 < r \leq 1$.
(d) The metric $g(r \zeta)$ is in $C_M$ uniformly for $0 < r \leq 1$.

Pulling back the Green kernel $G_k$ via $T$ and using (3.4), for any nonzero $\zeta \in B(0, 2)$ we have

$$\Delta_{k, \phi(r \zeta)}^+ G_k(r \zeta, 0) = \Delta_{k, \phi(r \zeta)}^+ G_k(r \zeta, 0) = T^* (\Delta_k G_k)(\zeta, 0) = 0. \tag{3.5}$$

By taking $\delta = \frac{1}{4}$ in Lemma 3.6, for any $\zeta$ with $\frac{1}{4} f(\bar{k}) \sqrt{\log k} \leq |\zeta| \leq \frac{1}{4} f(\bar{k}) \sqrt{\log k}$, we have

$$|G_k(r \zeta, 0)| \leq C e^{-b f(\bar{k})} \log \bar{k} \|G_k(r \cdot, 0)\|_{L^\infty(B(\zeta, \frac{1}{4} f(\bar{k}) \sqrt{\log k}))}.$$  

Note that whenever $\xi \in B(\zeta, \frac{1}{4} f(\bar{k}) \sqrt{\log k})$, one has $|\xi| \geq \frac{1}{12} f(\bar{k}) \sqrt{\log k}$. Since $f(k)$ is bounded from below by a positive constant by Lemma 3.3, we have $|\xi| \geq c k^{-\frac{1}{2}}$ for some positive constant $c$. Now for any $\frac{2}{\sqrt{k}} \leq r \leq 1$, the a priori estimates on $G_k$ in Lemma 2.1 imply

$$|G_k(r \zeta, 0)| \leq C k^a e^{-b f(\bar{k})} \log \bar{k}.$$  

The constants $C$ and $b$ only depend on the positivity of $\sqrt{-1} \partial \bar{\partial} \phi$, the constant $A$ in (3.1) for $\partial^2 \phi$, and $n$. The constant $a$ only depends on the dimension $n$. Since for any $\zeta \neq 0$,

$$\Delta_{k, \phi(r \zeta)}^+ G_k(r \zeta, 0) = 0,$$

where $\Delta_{k, \phi(r \zeta)}^+$ acts on the first variable $\zeta$, by using the interior estimates (2.5) with $R = \frac{1}{6k}$, and Sobolev embedding theorem, we obtain

$$\|G_k(r \zeta, 0)\|_{C^1(A(0; \frac{1}{2} f(\bar{k}) \sqrt{\log k}), f(\bar{k}) \sqrt{\log k}))} \leq C k^a \|G_k(r \zeta, 0)\|_{L^\infty(A(0; \frac{1}{2} f(\bar{k}) \sqrt{\log k}), f(\bar{k}) \sqrt{\log k}))} \leq C k^a e^{-b f(\bar{k})} \log \bar{k} \leq C k^a e^{-\frac{1}{2} k |r \zeta|^2}.$$  

In each line, $C$ and $a$ may be renamed by new constants, but they only depend on the positivity of $\sqrt{-1} \partial \bar{\partial} \phi$, the constant $A$ in (3.1) for $\partial^2 \phi$, and $n$. And $a$ still only depends on $n$. Therefore, uniformly for any $w \in U$, any $r$ with $\frac{2}{\sqrt{k}} \leq r \leq 1$, and any $z, w \in U$ satisfying

$$\frac{r}{2} f(k r^2) \sqrt{\log(k r^2)} \leq |z - w| \leq r f(k r^2) \sqrt{\log(k r^2)},$$

we have

$$|G_k(z, w)| + |\nabla_z G_k(z, w)| \leq C k^a e^{-c k |z - w|^2}. \tag{3.6}$$  

In particular, if we vary $r$ within the interval $[2k^{-1/2}, 1]$, we have for $z, w \in U$ with $\sqrt{\log k} \leq |z - w| \leq f(k) \sqrt{\log k}$,

$$|G_k(z, w)| + |\nabla_z G_k(z, w)| \leq C k^a e^{-c k |z - w|^2}. \tag{3.7}$$  

Since $\Delta_k \nabla_z G_k(z, w) = \Delta_k \nabla_z G_k(z, w) = 0$ if $\Delta_k$ is acting on $w$ variable, the estimate on $\nabla_z \nabla_w G_k(z, w)$ follows by bootstrapping. By the relation (2.1), this lemma immediately implies the Theorem 1.2.
for any points \( z, w \in X \) with \( \gamma \sqrt{\log \frac{k}{k}} \leq d(z, w) \leq f(k) \sqrt{\log \frac{k}{k}} \). Here \( \gamma \) is a sufficiently large constant so that \( k^a \) can be absorbed by \( e^{-\frac{1}{2}kd(z,w)^2} \). This finishes the proof of Theorem 3.4, except it remains to prove it in the analytic case. \( \square \)

### 3.1. Proof of Theorem 3.4 in the analytic case

We provide two proofs. The first proof \(^4\) is obvious from the above rescaling argument, the only change is that instead of Lemma 3.6 which is specialized for the non-analytic cases, we use Lemma 2.2 combined with the uniformity of the following data:

(a) \( \partial \bar{\partial} \phi(r\zeta) = (\partial \bar{\partial}\phi)(r\zeta) \) is bounded below uniformly for \( 0 < r \leq 1 \).
(b) \( g(r\zeta) \) is bounded below uniformly for \( 0 < r \leq 1 \).
(c) \( \partial^2 \phi(r\zeta) = \partial^2 \phi(r\zeta) \) is uniformly analytic for \( 0 < r \leq 1 \).
(d) The metric \( g(r\zeta) \) is uniformly analytic for \( 0 < r \leq 1 \).

The second proof involves taking the limit \( s \to 1^+ \) in Corollary 1.3. Since we need to understand the constants involved in terms of \( s \), we shall give this proof in Subsection 3.4.

### 3.2. Proof of Lemma 3.6

By translation, we can assume \( z = 0 \) and work in \( B(0,2) \). Take the Taylor expansion of \( \phi \) at 0, that is,

\[
\phi(\zeta) = \phi(0) + \sum_{i=1}^{n} \phi_i(0) \zeta_i + \sum_{i,j=1}^{n} \frac{1}{2} \phi_{ij}(0) \zeta_i \zeta_j + O(|\zeta|^3).
\]

Set

\[
P = \phi(0) + \sum_{i=1}^{n} \phi_i(0) \zeta_i + \sum_{i,j=1}^{n} \frac{1}{2} \phi_{ij}(0) \zeta_i \zeta_j + \frac{1}{2} \sum_{i,j=1}^{n} \phi_{ij}(0) \zeta_i \zeta_j.
\]

Let \( Q \) be the real-valued harmonic conjugate of \( P \), normalized to vanish at 0. Since \( \bar{\partial}(P + iQ) = 0 \),

\[
\overline{\Delta}_{k,0} = \overline{\partial} + \overline{k \partial \phi} = e^{ikQ} (\bar{\partial} + \frac{k}{2} \bar{\partial}(\phi - P)) e^{-ikQ} = e^{ikQ} \overline{\Delta}_{k,0} e^{-ikQ}.
\]

With the \( L^2 \) inner product induced by \( g \) on \( \Gamma(B(0,2), A^{0,q}) \), the formal adjoint operators are related by

\[
\overline{\Delta}_{k,0} = e^{ikQ} \overline{\Delta}_{k,0} e^{-ikQ}.
\]

For the Laplace operators, we have

\[
\Delta_{k,0} = e^{ikQ} \Delta_{k,0} e^{-ikQ}.
\]

Therefore,

\[
\Delta_{k,0} u = 0 \quad \text{if and only if} \quad \Delta_{k,0} e^{-ikP} u = 0.
\]

What is more, \( u \) and \( e^{-ikP} u \) share the same \( L^\infty \) norm. So by replacing \( \phi \) by \( \phi - P \), we can assume the Taylor expansion of \( \phi \) at 0 has the form

\[
\phi(\zeta) = \sum_{i,j=1}^{n} \phi_{ij}(0) \zeta_i \zeta_j + O(|\zeta|^3).
\]

We will now extend \( \phi \) to a plurisubharmonic function on \( \mathbb{C}^n \). Let \( \eta \) be a smooth cut-off function on \( \mathbb{C}^n \) such that \( \eta = 1 \) on \( B(0,1) \) and \( \text{supp} \eta \subseteq B(0,2) \). For any \( \zeta \in \mathbb{C}^n \), define

\[
\psi(\zeta) = \phi_2(\zeta) + \eta \left( \frac{\zeta}{\epsilon_0} \right) (\phi(\zeta) - \phi_2(\zeta)),
\]

\(^4\)This proof was communicated to us by M. Christ [Ch17].
where $\varepsilon_0$ is a small positive number and $\phi_2$ is the Taylor polynomial of degree 2 for $\phi$ at 0, which in here $\phi_2(\zeta) = \sum_{ij=1}^n \phi_{ij}(0)\zeta_i\zeta_j$. Then $\psi$ is close to $\phi_2$ in $C^2$ norm when $\varepsilon_0$ is sufficiently small.

**Lemma 3.8.** When $\varepsilon_0$ is sufficiently small, we have
$$\|\psi - \phi_2\|_{C^2(C^n)} = O(\varepsilon_0).$$

**Proof.** Since $\psi - \phi_2 = 0$ when $|\zeta| \geq 2\varepsilon_0$, we only need to consider $|\zeta| \leq 2\varepsilon_0$. Since $\varepsilon_0$ is sufficiently small, by Taylor’s theorem,
$$\phi(\zeta) - \phi_2(\zeta) = O(|\zeta|^3).$$

Therefore,
$$\|\psi - \phi_2\|_{C^2(C^n)} = O(\varepsilon_0).$$

\[\square\]

In particular, this implies that $(\partial_i\partial_j\psi) (\zeta)$ is positive uniformly for $\zeta \in C^n$ when $\varepsilon_0$ is sufficiently small, because $\partial_i\partial_j\phi_2(z) = \partial_i\partial_j\phi(0)$ is a positive definite constant matrix. From now on, we will fix such a sufficiently small constant $\varepsilon_0$.

To proceed, we need the following lemma on the function $J(x) = M(x)^{1/x}$ on $\mathbb{R}_{>0}$.

**Lemma 3.9.** If $\log M(x)$ is strictly convex and $J(x)$ is unbounded, then there exists some $x_0 > 0$ such that $J(x)$ is strictly increasing for $x > x_0$.

**Proof.** Since $\log M(x)$ is strictly convex, $x \log J(x)$ is strictly convex. By taking two derivatives, we have
\begin{equation}
2 \frac{J'(x)}{J(x)} + x \frac{J''(x)J(x) - (J'(x))^2}{J^2(x)} > 0.
\end{equation}

It follows that
$$x \left( \frac{J'(x)}{J(x)} \right)' = x \frac{J''(x)J(x) - (J'(x))^2}{J^2(x)} > -2 \frac{J'(x)}{J(x)}.$$

Therefore,
\begin{equation}
\left( x^2 \frac{J'(x)}{J(x)} \right)' > 0.
\end{equation}

So either $J'(x)$ is always negative, or $J'(x)$ is positive starting from some $x_0$. In the first case, $J'(x) < 0$ implies that $J(x)$ is bounded, which contradicts our assumption. So $J'(x)$ is positive after some $x_0$, and the result follows immediately. \[\square\]

**Definition 3.10.** We define $x_0$ to be the smallest number such that $J'(x) > 0$ for $x > x_0$ and $J(x) \geq J(y)$ for all $y \leq x_0$.

Next, we construct a sequence of real analytic functions $\Psi_{N,r}$ to approximate $\psi$. Define
\begin{equation}
\Psi_{N,r}(\zeta) = r^{-2}\psi_N(r\zeta) + r^{-2} (1 - \eta(\zeta)) (\psi_2(r\zeta) - \psi_N(r\zeta)),
\end{equation}
where $\psi_N$ is the Taylor polynomial of degree $N$ for $\psi$ at 0. We will restrict $r$ to be
$$\frac{1}{\sqrt{k}} \leq r \leq \varepsilon M(N)^{-1/N},$$
for some variable $\varepsilon > 0$ sufficiently small, where all approximation functions $\Psi_{N,r}$ are uniformly plurisubharmonic on $C^n$.

**Lemma 3.11.** There exists some $\varepsilon_1 > 0$ depending on constant $A$, dimension $n$ and the metric $g$, such that $\sqrt{-1}\partial\bar{\partial}\Psi_{N,r}(\zeta)$ is positive uniformly for $\zeta \in C^n$ and $r \leq \varepsilon M(N)^{-1/N}$ for all $0 < \varepsilon \leq \varepsilon_1$. 


Lemma 3.13. There exist some $\psi_{N,r}$ such that

$$\|\Psi_{N,r}(\zeta) - \psi_2(\zeta)\|_{C^2(\mathbb{C}^n)} = O(\varepsilon).$$

By (3.8), $\psi_{N,r}$ writes into

$$\Psi_{N,r}(\zeta) = \psi_2(\zeta) + r^{-2}\eta(\zeta) (\psi_N(r\zeta) - \psi_2(r\zeta)).$$

Since $\text{supp} \eta \subseteq B(0,2)$, we only need to estimate $\|\frac{1}{r^2} (\psi_N(r\zeta) - \psi_2(r\zeta))\|_{C^2([|\zeta|] \leq 2)}$. Recall $\psi_N$ and $\psi_2$ are Taylor polynomials for $\psi$ at 0. Denote $\nu = (\zeta, \overline{\zeta})$. Then

$$\frac{1}{r^2} (\psi_N(r\zeta) - \psi_2(r\zeta)) = \sum_{3 \leq |\alpha| \leq N} \frac{D^n\psi(0)}{\alpha!} r^{(|\alpha| - 2)} \varepsilon^{|\alpha|}. \, \|v^\alpha\|_{C^2([|\zeta|] \leq 2)}.$$

By Lemma 3.9 and Definition 3.10, if $N \geq x_0$ then we have $M(|\alpha|)^{1/|\alpha|} \leq M(N)^{1/|\alpha|}$ for any $1 \leq |\alpha| \leq N$. Note that $\psi = \phi$ in $B(0,\varepsilon_0)$ and thus we have

$$\|\frac{1}{r^2} (\psi_N(r\zeta) - \psi_2(r\zeta))\|_{C^2([|\zeta|] \leq 2)} \leq \sum_{3 \leq |\alpha| \leq N} \frac{D^n\psi(0)}{\alpha!} r^{(|\alpha| - 2)} \varepsilon^{|\alpha|} \|v^\alpha\|_{C^2([|\zeta|] \leq 2)} \leq \sum_{3 \leq |\alpha| \leq N} A^{|\alpha| - 2} M(|\alpha| - 2) \varepsilon M(N)^{1/|\alpha|} \|v^\alpha\|_{C^2([|\zeta|] \leq 2)} \leq \sum_{3 \leq |\alpha| \leq N} (\varepsilon A)^{|\alpha| - 2} 2^{|\alpha|}.$$

Therefore, when $\varepsilon \leq \frac{1}{167}$,

$$\|\frac{1}{r^2} (\psi_N(r\zeta) - \psi_2(r\zeta))\|_{C^2([|\zeta|] \leq 2)} \leq 2^{2n + 7} A \varepsilon.$$

So the result follows by the fact that $\frac{1}{r^2} \psi(r\zeta) = \sum_{i,j=1}^n \phi_{ij}^\alpha(0) \zeta_i \zeta_j$. \hfill \Box

Remark 3.12. By using the same argument, we can actually generalize (3.9) to any $C^m$ norm. That is to say,

$$\|\Psi_{N,r}(\zeta) - \psi_2(\zeta)\|_{C^m(\mathbb{C}^n)} = O_m(\varepsilon).$$

The approximation functions $\Psi_{N,r}$ are also uniformly real analytic as stated in the following lemma.

Lemma 3.13. There exist some $\varepsilon_1 > 0$ depending on $A$, such that $\Psi_{N,r}(\zeta)$ are real analytic on $|\zeta| \leq 1$, uniformly for $r \leq \varepsilon M(N)^{-1/N}$ for all $0 < \varepsilon \leq \varepsilon_1$.

Proof. We denote $\nu = (\zeta, \overline{\zeta})$. When $|\zeta| \leq 1$, (3.8) writes into

$$\Psi_{N,r}(\zeta) = r^{-2} \psi_N(r\zeta) = \sum_{2 \leq |\alpha| \leq N} \frac{D^n\psi(0)}{\alpha!} r^{(|\alpha| - 2)} \varepsilon^{|\alpha|}.$$

After taking derivatives,

$$\frac{D^n\Psi_{N,r}(\zeta)}{\beta!} = \sum_{2 \leq |\alpha| \leq N} \sum_{\beta \leq \alpha} \frac{D^n\psi(0)}{\alpha!} r^{(|\alpha| - 2)} \frac{\alpha!}{\beta!} \varepsilon^{\alpha - \beta}.$$

By using the fact that $\psi = \phi$ on $B(0,\varepsilon_0),

$$\left|\frac{D^n\Psi_{N,r}(\zeta)}{\beta!}\right| \leq \sum_{2 \leq |\alpha| \leq N} \sum_{\beta \leq \alpha} A^{(|\alpha| - 2)} M(|\alpha| - 2) r^{(|\alpha| - 2)} \frac{\alpha!}{\beta!} \varepsilon^{\alpha - \beta} \leq \sum_{2 \leq |\alpha| \leq N} 2^{(|\alpha| - 1)} A^{|\alpha| - 2}. $$
When $\varepsilon \leq \frac{1}{4M}$, 

\[
|D_{\bar{\partial}}^n \psi_{N,r}(\zeta)|_{g_r} \leq 2^{2n+5}.
\]

\[\square\]

Similarly, we will also approximate the metric $g$ by analytic ones. Define

\begin{equation}
\tag{3.10}
g_{N,r}(\zeta) = g_N(r\zeta) + (1 - \eta(\zeta)) \left( g(0) - g_N(r\zeta) \right),
\end{equation}

where $g_N$ is the Taylor polynomial of degree $N$ for $g$ at 0. By the same argument as in Lemma 3.11, we can show that

\begin{equation}
\tag{3.11}
\|g_{N,r}(\zeta) - g(0)\|_{C^2(\mathbb{C}^n)} = O(\varepsilon).
\end{equation}

In particular, when $\varepsilon$ is sufficiently small, $g_{N,r}$ is bounded below by some positive constant on $\mathbb{C}^n$, uniformly for $r \leq \varepsilon M(N)^{-1/N}$. What is more, the same argument as in Lemma 3.13 implies that $g_{N,r}$ is real analytic on $|\zeta| \leq 1$, uniformly for $r \leq \varepsilon M(N)^{-1/N}$.

For each plurisubharmonic function $\Psi_{N,r}$ on $\mathbb{C}^n$ and any $k > 0$, we can define $\overline{D}_{k,\Psi_{N-n-1,r}} = \partial + \frac{k}{2} \partial \Psi_{N-n-1,r} \wedge$. With the $L^2$ inner product on differential forms induced by $g_{N-n-3,r}$, we have the formal adjoint $\overline{D}_{k,\Psi_{N-n-1,r}}$. We can further define the Laplace operator

\[
\Delta_{k,\Psi_{N-n-1,r}} = \overline{D}_{k,\Psi_{N-n-1,r}} \partial \overline{D}_{k,\Psi_{N-n-1,r}}^* + \partial \overline{D}_{k,\Psi_{N-n-1,r}}^* \overline{D}_{k,\Psi_{N-n-1,r}}.
\]

One key observation is that

\[
\overline{D}_{k,\Psi_{N-n-1,r}} = \overline{D}_{k,\Psi_{N-n-1,r}}^2 
\]

and so is that

\[
\Delta_{k,\Psi_{N-n-1,r}} = \Delta_{k,\Psi_{N-n-1,r}}^{r^2} 
\]

Denote $\Delta_N = \Delta_{k,\Psi_{N-n-1,r}}^{r^2} \Psi_{N-n-3,r}$ for simplicity and let $\Delta = \Delta_{k,\Psi(r\zeta),g(r\zeta)}$ for $|\zeta| \leq 1$. We will compare these two Laplacians.

**Lemma 3.14.** For any $w \in C^{n+2}(\overline{B(0,1)})$ and any $|\zeta| \leq 1$, we have

\[
|\Delta w(\zeta) - \Delta_N w(\zeta)|_{C^m} \leq C k^2 (2^{n+3} A \varepsilon)^{N-n-2} |w(\zeta)|_{C^{n+2}},
\]

where $C$ is a constant only depending on the metric $g$ and dimension $n$ and $|w(\zeta)|_{C^m} = \sum_{j=0}^{m} |\partial^j w(\zeta)|$

for any $m \geq 0$.

**Proof.** Recall that when $|\zeta| \leq 1$, $r^2 \Psi_{N,r}(\zeta) = \psi_N(r\zeta)$, which is the Taylor polynomial of $\psi$ at 0. By Taylor’s theorem,

\[
\psi(r\zeta) - \psi_{N-1}(r\zeta) = \sum_{|\alpha| = N-n} \frac{N-n}{\alpha!} (r\zeta)^\alpha \int_0^1 (1 - t)^{N-n-1} (D^\alpha \psi) (rt\zeta) dt.
\]

Allow $C(n)$ to be a constant only depending on $n$, which may change in different steps. Thus, for $r \leq \varepsilon M^{-1/N}$ and sufficiently small $\varepsilon$, we can estimate the difference as

\[
\|\psi(r\zeta) - \psi_{N-1}(r\zeta)\|_{C^{n+2}(|\zeta| \leq 1)} \leq C(n) 2^{(n+3)N} |\varepsilon A|^{N-n} \leq C(n) (2^{n+3} \varepsilon A)^{N-n},
\]

Similarly, $g_{N-n-3,r}(\zeta) = g_{N-n-3}(r\zeta)$ for $|\zeta| \leq 1$, which is the Taylor polynomial of $g$ at 0, whence

\[
\|g(r\zeta) - g_{N-n-3,r}(\zeta)\|_{C^{n+2}(|\zeta| \leq 1)} \leq C(n) (2^{n+3} A \varepsilon)^{N-n-2}.
\]
Since \( g_{N,r} \) are bounded below and above uniformly on \( |\zeta| \leq 1 \) by (3.11), we also have the similar estimates on the inverses of \( g_{N,r} \) and \( g \). That is,
\[
\left\| g^{-1}(r\zeta) - g^{-1}_{N-r-3}(r\zeta) \right\|_{C^{n+2}(|\zeta| \leq 1)} \leq C(2^{n+3}A\varepsilon)^{N-n-2},
\]
where \( C = C(n, g) \) is a constant depending only on the metric \( g \) and dimension \( n \). Note that in general, the notation \( \Delta_{k,\varphi,g} \) denotes a second order differential operator, whose coefficients are polynomials of derivatives (up to second order) of \( g, \varphi \) and \( g^{-1} \), together with \( k \) and \( k^2 \). Thus, for any \( w \in C^2(B(0,1)) \) and any \( |\zeta| \leq 1 \), we have
\[
|\Delta w(\zeta) - \Delta_N w(\zeta)|_{C^n} \leq Ck^2(2^{n+3}A\varepsilon)^{N-n-2}|w(\zeta)|_{C^{n+2}}.
\]
\( \square \)

Now define \( w(\zeta) = u_r(\zeta) := u(r\zeta) \). Since for any \( |\zeta| \leq 1 \),
\[
\Delta u_r(\zeta) = \Delta_{k,\varphi,g}(r\zeta)u(\zeta) = \Delta_{k,\varphi,g}(r\zeta)u(\zeta) = 0,
\]
by using the interior estimates (2.5), we have for any \( |\zeta| \leq \frac{1}{r} \),
\[
(3.12) \quad |\Delta_N u_r(\zeta)|_{C^n} \leq Ck^2(2^{n+3}A\varepsilon)^{N-n-2}|u_r(\zeta)|_{C^{n+2}} \leq Ck^{2n+5}(2^{n+3}A\varepsilon)^{N-n-2}\|u_r\|_{L^2(B(\frac{1}{2}))}.
\]

Recall that \( \Delta_N = \Delta_{k^2,\Psi_{N-n-1,r},g_{N-n-3,r}} \), where uniformly for \( r \leq \varepsilon M^{-1/N} \), \( \sqrt{-1}\partial\bar{\partial}\Psi_{N,r} \) is positive by Lemma 3.11 and \( \|g_{N,r}(\zeta)\|_{C^2(C^n)} \) is bounded above by (3.11). Performing a standard integration by parts calculation (see Chapter IV in [Ho66]), for \( \sqrt{\frac{\log k}{k}} \leq r \leq \varepsilon M^{-1/N} \) and any \( h \in C_0^\infty(C^n,\Lambda^{0,1}) \),
\[
(\Delta_N h, h)_{L^2} \geq \frac{k^2}{2}(h, h)_{L^2}.
\]

Note that the \( L^2 \) norm here is induced by the metric \( g_{n-3} \) on \( C^n \).

Let \( \eta \) be a smooth cut-off function such that \( \eta = 1 \) in \( B(0, \frac{1}{2}) \) and \( \operatorname{supp} \eta \subseteq B(0, \frac{1}{2}) \). Then for the equation
\[
\Delta_N v = \eta \Delta_N u_r,
\]
there exits a solution \( v \) such that
\[
(3.13) \quad \|v\|_{L^2} \leq \frac{2}{k^2}\|\eta \Delta_N u_r\|_{L^2}.
\]

Combining with (3.12), we have
\[
(3.14) \quad \|v\|_{L^2} \leq Ck^{2n+5}(2^{n+3}A\varepsilon)^{N-n-2}\|u_r\|_{L^2(B(0,1))}.
\]

By the interior estimates (2.5) and the Sobolev embedding, we have the pointwise estimates of \( v \) in \( B(0, \frac{1}{2}) \). That is,
\[
|v(\zeta)| \leq C\|v\|_{H^{n+1}(B(0, \frac{1}{2}))} \leq C \left( k^{n+1}\|v\|_{L^2(B(0, \frac{1}{2}))} + k^{n-1}\|\Delta_N v\|_{H^n(B(0, \frac{1}{2}))} \right).
\]

Using (3.12) and (3.13), we have
\[
|v(\zeta)| \leq Ck^{n+1}\|\Delta_N u_r\|_{H^n(B(0, \frac{1}{2}))} \leq Ck^{3n+6}(2^{n+3}A\varepsilon)^{N-n-2}\|u_r\|_{L^2(B(\frac{1}{2}))}.
\]

On the other hand, as \( \Delta_N (u_r - v) = 0 \) for \( \zeta \in B(0, \frac{1}{4}) \) and all the data in Remark 2.3 are uniform for \( \sqrt{\frac{\log k}{k}} \leq r \leq \varepsilon M^{-1/N} \), by Lemma 2.2,
\[
\|u_r - v\|_{L^\infty(B(0, \frac{1}{2}))} \leq Ce^{-bkr^2}\|u_r - v\|_{L^\infty(B(0, \frac{1}{4}))} \leq Ce^{-bkr^2} \left( 1 + k^{3n+6}(2^{n+3}A\varepsilon)^{N-n-2} \right)\|u_r\|_{L^\infty(B(0,1))},
\]
where $b$ is some positive constant independent from $k, r$ and $N$. Therefore,
\[
\|u_r\|_{L^\infty(B(0,1))} \leq Ck^{3n+6}e^{-bkr^2}\|u_r\|_{L^\infty(B(0,1))} + Ck^{3n+6}e^{-(N-n-2)\log \left( \frac{1}{2n+4\varepsilon} \right)}\|u_r\|_{L^\infty(B(0,1))}.
\]
We restrict $N \geq 2n+4$ and $\varepsilon \leq 2^{2n+6}A^2$ and rename $b$ to be $\min \{b, \frac{1}{2} \}$. Then,
\[
(3.15) \quad \|u_r\|_{L^\infty(B(0,1)^3)} \leq Ck^{3n+6} \left( e^{-bkr^2} + e^{-bN\log \left( \frac{1}{2} \right)} \right)\|u_r\|_{L^\infty(B(0,1))},
\]
where $C$ is a positive constant depending on the constant $A$ in (3.1) for $\partial^2\phi$ and $g$, the dimension $n$, the positivity of $\sqrt{-1}\partial\bar{\partial}\phi$ and $g$.

We now set $r = \varepsilon M(N)^{-1/N}$ with $\varepsilon \leq \varepsilon_1$, where $\varepsilon_1$ is sufficiently small so that (3.15) holds, and match the decay rates to obtain
\[
k \varepsilon^2 = N \log \left( \frac{1}{\varepsilon} \right).
\]
To get the fastest decay rate, our goal is to maximize $k \varepsilon^2$ under the above restrictions.

**Lemma 3.15.** *Given $k > x_0^2J(x_0)J'(x_0)e^{2N\sqrt{f(x_0)}}$, if $r \in (0, \infty)$, $\varepsilon \in (0, \varepsilon_1)$, $N \in [x_0, \infty)$ satisfy
\[
r = \varepsilon M(N)^{-1/N}, \quad k \varepsilon^2 = N \log \left( \frac{1}{\varepsilon} \right),
\]
Then there exists a unique point $(\tilde{r}, \tilde{\varepsilon}, \tilde{N})$ maximizing $k \varepsilon^2$ under the above conditions. What is more, the maximum satisfies
\[
(3.16) \quad C(\varepsilon_1)^{-1}f^2(k) \log k \leq \max(k \varepsilon^2) \leq f^2(k) \log k,
\]
where $f(k)$ is defined as in (1.3) and $C(\varepsilon_1)$ is a constant depending on $\varepsilon_1$ (for example we can take $C(\varepsilon_1) = \frac{4\log(1/\varepsilon_1)}{\varepsilon_1^2}$).

Now we use this lemma to finish the proof of Lemma 3.6 and the proof of Lemma 3.15 is delayed to the next section.

Since $(\tilde{r}, \tilde{\varepsilon}, \tilde{N})$ is the point where $k \varepsilon^2$ is attaining the maximum, (3.16) implies
\[
C(\varepsilon_1)^{-1/2}f(k) \sqrt{\frac{\log k}{k}} \leq \tilde{r} \leq f(k) \sqrt{\frac{\log k}{k}}.
\]
Plugging $r = \delta \tilde{r}$ into (3.15) for given $\delta \in (0, 1)$ and using the fact that $\lim_{k \to \infty} f(k) = +\infty$ by Lemma 3.3, we have
\[
\|u\|_{L^\infty(B(0,\varepsilon N \delta f(k)^{1/2} \log k^{1/2}))} \leq Ck^{3n+6} \left( e^{-b\delta^2 \max(k \varepsilon^2)} + e^{-b \max(k \varepsilon^2)} \right)\|u\|_{L^\infty(B(0,\varepsilon N \delta f(k)^{1/2} \log k^{1/2}))} \leq C e^{-\frac{1}{2} b \delta^2 f^2(k) \log k} \|u\|_{L^\infty(B(0,\varepsilon N \delta f(k)^{1/2} \log k^{1/2}))},
\]
Here $C$ is a positive constant depending on the constant $A$ in (3.1) for $\partial^2\phi$ and $g$, the dimension $n$, the positivity of $\sqrt{-1}\partial\bar{\partial}\phi$ and $g$. We then rename $\frac{1}{2} b \delta^2$ by $b$. The result follows by a covering argument.

**3.3. The optimization problem for $f(k)$**. In this section we prove Lemmas 3.15 and 3.3.

Note
\[
k \varepsilon^2 = k \varepsilon^2 M^{-2/N} = N \log \left( \frac{1}{\varepsilon} \right).
\]
This can be written as
\[
(3.17) \quad \frac{k \varepsilon^2}{\log \left( \frac{1}{\varepsilon} \right)} = N M^{2/N} := g(N).
\]
By Lemma 3.9, \( g(N) = NM^{2/N} = NJ^2(N) \) is strictly increasing for \( N \geq x_0 \). We set \( N \geq x_0 \) from now on. Equivalently, that means
\[
\frac{k\varepsilon^2}{\log \left( \frac{1}{\varepsilon} \right)} = g(N) \geq g(x_0).
\]
Let \( \varepsilon_0(k) \) be the only solution to \( \frac{k\varepsilon^2}{\log \left( \frac{1}{\varepsilon} \right)} = g(x_0) \). Then given \( \varepsilon \geq \varepsilon_0(k) \) we can solve \( N = N(\varepsilon) = g^{-1} \left( \frac{k\varepsilon^2}{\log \left( \frac{1}{\varepsilon} \right)} \right) \).

Then \( h \) satisfies the following property.

**Lemma 3.16.** Given \( k > 0 \), \( h(\varepsilon) \) has a unique critical point in \( (\varepsilon_0(k), 1) \), denoted by \( \varepsilon(k) \). \( h \) is strictly increasing in \( (0, \varepsilon(k)) \) and strictly decreasing in \( (\varepsilon(k), 1) \).

**Proof.** We compute the critical point of \( h \),
\[
h'(\varepsilon) = N'(\varepsilon) \log \left( \frac{1}{\varepsilon} \right) - \frac{N}{\varepsilon},
\]
On the other hand, if we rewrite (3.17) into
\[
k\varepsilon^2 = g(N) \log \left( \frac{1}{\varepsilon} \right),
\]
and take the derivative, we get
\[
2k\varepsilon = g'(N)N'(\varepsilon) \log \left( \frac{1}{\varepsilon} \right) - \frac{g(N)}{\varepsilon}.
\]
Therefore,
\[
(3.18) \quad N'(\varepsilon) \log \left( \frac{1}{\varepsilon} \right) = \frac{2k\varepsilon + \frac{g(N)}{\varepsilon}}{g'(N)},
\]
and \( h'(\varepsilon) \) turns into
\[
(3.19) \quad h'(\varepsilon) = \frac{2k\varepsilon + \frac{M^2}{g'(N)}}{g'(N)} - \frac{g(N)}{\varepsilon} = \frac{2 \log \left( \frac{1}{\varepsilon} \right) g(N) + g(N) + Ng'(N) - Ng'(N)}{\varepsilon g'(N)}.
\]
If we set \( h'(\varepsilon) = 0 \), then the critical point satisfies
\[
\log \left( \frac{1}{\varepsilon} \right) = \frac{Ng'(N) - g(N)}{2g(N)} = \frac{NJ'(N)}{J(N)}.
\]
Plugging this back into (3.17),
\[
(3.20) \quad k = g \cdot \frac{Ng'(N) - g(N)}{2g(N)} \cdot e^{\frac{Ng'(N) - g(N)}{g(N)}} = N^2J(N)J'(N)e^{\frac{2NJ'}{J}}.
\]
We will show that the function on the right side is strictly increasing to infinity when \( N > x_0 \).

**Lemma 3.17.** Let \( G(x) = \frac{xg'(x) - g(x)}{g(x)} \) for \( x \in \mathbb{R}_{>0} \) and let \( x_0 \) be defined by Definition 3.10. If \( \log M(x) \) is strictly convex and \( M(x)^{\frac{1}{4}} \) is unbounded, then \( g(x) \cdot G(x) \cdot e^{G(x)} \) is strictly increasing on \( (x_0, \infty) \) and converges to \( +\infty \) as \( x \to \infty \).
Proof. Recall that $g(x) = xM^{rac{2}{x}}$ and thus $x \log(g(x)) - x \log x$ is strictly convex. By a straightforward computation,

$$
(x \log(g(x)) - x \log x)'' = \frac{2g'(x)}{g(x)} + \frac{xg''(x)g(x) - (g'(x))^2}{g^2(x)} - \frac{1}{x} > 0.
$$

By Lemma 3.9, $\frac{g(x)}{x}$ is strictly increasing on $(x_0, \infty)$. It implies that for $x > x_0$,

$$
\frac{\left(\frac{g(x)}{x}\right)'}{x^2} = \frac{xg'(x) - g(x)}{x^2} > 0,
$$

and thus $G(x) > 0$ for $x > x_0$. Next we compute the derivative of $G$:

$$
G'(x) = \frac{g'(x)}{g(x)} + \frac{xg''(x)g(x) - (g'(x))^2}{g^2(x)}.
$$

So (3.21) rewrites into

$$
G'(x) - \frac{1}{x}G(x) = G'(x) + \frac{g'(x)}{g(x)} - \frac{1}{x} > 0.
$$

In order to show that $\ln g(x) + \ln G(x) + G(x)$ is increasing, we compute its derivative:

$$
(\ln g(x) + \ln G(x) + G(x))' = \frac{g'(x)}{g(x)} + \frac{G'(x)}{G(x)} + G''(x) > \frac{G'(x)}{G(x)} + \frac{1}{x} > 0.
$$

Now that $g(x) \cdot G(x) \cdot e^{G(x)}$ is strictly increasing for $x > x_0$, it remains to check $g(x) \cdot G(x) \cdot e^{G(x)}$ is unbounded. Assume not. Then there exists some constant $C > 0$ such that

$$
xg'(x) - g(x) = g(x) \cdot G(x) \leq C,
$$

which can be rewritten into

$$
\left(\frac{g(x)}{x} + C \frac{x}{x}
$$

which is against the assumption that $\frac{g(x)}{x} = M(x)^{2/x}$ is unbounded. So the result follows. \hfill \Box

Now that the right side of (3.20) is strictly increasing in $N$, for any $k > \frac{1}{2}g(x_0)G(x_0)e^{G(x_0)}$, there exists a unique solution $N(k) > x_0$ as in (1.2). And by using the relation $\frac{k\varepsilon^2}{\log \varepsilon} = g(N)$ in (3.17), we can further solve $\varepsilon(k) \in (0, 1)$, the critical point of $h(\varepsilon)$. It is clear that $\varepsilon(k) \in (\varepsilon_0(k), 1)$ by the fact $g(N(k)) > g(x_0)$.

Since $h(\varepsilon)$ has a unique critical point in $(\varepsilon_0(k), 1)$, it remains to check $h$ attains a local max at $\varepsilon(k)$. By taking one more derivative of (3.19),

$$
h''(\varepsilon) = -\frac{2\log \left(\frac{1}{\varepsilon}\right) + 3 \frac{g}{g'}}{\varepsilon^2} + \frac{2 \left(\frac{1}{\varepsilon}\right) + 1 \left(\frac{g'}{g}\right)^2 - g^2 + g''}{\left(\frac{g'}{g}\right)^2} - \frac{N'(\varepsilon)}{\varepsilon} + \frac{N}{\varepsilon^2}
$$

$$
= -\frac{2\log \left(\frac{1}{\varepsilon}\right) + 3 \frac{g}{g'}}{\varepsilon^2} + \frac{2 \left(\frac{1}{\varepsilon}\right) + 1 \left(\frac{g'}{g}\right)^2 - g^2 + g''}{\left(\frac{g'}{g}\right)^2} - \frac{1}{\varepsilon^2 \log \left(\frac{1}{\varepsilon}\right)} \frac{2g \log \left(\frac{1}{\varepsilon}\right) + g}{g'} + \frac{N}{\varepsilon^2}.
$$

Using (3.6),

$$
h''(\varepsilon) \leq -\frac{2\log \left(\frac{1}{\varepsilon}\right) + 3 \frac{g}{g'}}{\varepsilon^2} + \frac{2 \left(\frac{1}{\varepsilon}\right) + 1 \left(\frac{g'}{g}\right)^2 - \frac{g^2}{N} \left(\frac{g}{g'}\right)^2 - \frac{1}{N} \left(\frac{g}{g'}\right)^2}{\varepsilon^2 \log \left(\frac{1}{\varepsilon}\right)} \frac{2g \log \left(\frac{1}{\varepsilon}\right) + g}{g'} + \frac{N}{\varepsilon^2}.
$$

Since at the critical point

$$
\frac{g(\varepsilon(k))}{g'(\varepsilon(k))} = \frac{N}{2 \log \left(\frac{1}{\varepsilon(k)}\right) + 1},
$$
it follows that
\[ h''(\varepsilon(k)) \leq -\frac{2}{\varepsilon(k)^2} \frac{N}{2 \log \left( \frac{1}{\varepsilon(k)} \right) + 1} + \frac{2}{\varepsilon(k)} \frac{1}{2 \log \left( \frac{1}{\varepsilon(k)} \right) + 1} - \frac{N}{\varepsilon(k)^2 \log \left( \frac{1}{\varepsilon(k)} \right)}. \]

Thus \( h''(\varepsilon(k)) < 0 \) by noting the fact
\[ \max_{0 < \varepsilon < 1} \varepsilon \log \left( \frac{1}{\varepsilon} \right) = \frac{1}{e} < \frac{1}{2}. \]

So the function \( h \) is strictly increasing before the critical point \( \varepsilon(k) \) and is strictly decreasing afterwards. \( \square \)

As \( \varepsilon \) is actually contained in \( (\varepsilon_0(k), \varepsilon_1] \) under our constraint, there are two cases for the maximum of \( h(\varepsilon) \). The first case is when \( \varepsilon(k) \leq \varepsilon_1 \). Then
\[ \max_{\varepsilon \in (\varepsilon_0(k), \varepsilon_1]} h(\varepsilon) = N(k) \log \left( \frac{1}{\varepsilon(k)} \right). \]

The second case is when \( \varepsilon(k) > \varepsilon_1 \) and the maximum of \( h(\varepsilon) \) is attained at \( \varepsilon_1 \) instead. But in this case, \( h(\varepsilon_1) \) is actually comparable to \( h(\varepsilon(k)) \). To be precise, we claim that there exists some constant \( C(\varepsilon_1) \) depending on \( \varepsilon_1 \) such that
\[ h(\varepsilon_1) \leq h(\varepsilon(k)) \leq C(\varepsilon_1)h(\varepsilon_1). \]

The first inequality is clear by Lemma 3.16. To prove the second one, we need the following lemma on \( g \).

**Lemma 3.18.** If \( \log M(x) \) is strictly convex and \( M(x)^{\frac{1}{x}} \) is unbounded, then

(a) \( g(x) \) is strictly convex on \( \mathbb{R}_{>0} \).

(b) For any \( y \geq 1 \) and any \( k \geq g(x_0) \),
\[ \frac{1}{y} g^{-1}(ky) \leq g^{-1}(2k). \]

**Proof.** Recall (3.21) and rewrite it into
\[ \frac{g''(x)}{g(x)} > \left( \frac{g'(x)}{g(x)} \right)^2 - \frac{2}{x} \frac{g'(x)}{g(x)} + \frac{1}{x^2} = \left( \frac{g'(x)}{g(x)} - \frac{1}{x} \right)^2. \]

Thus (a) follows immediately.

Now we prove (b). Since \( g(x) \) is increasing for \( x \in (x_0, \infty) \) by Lemma 3.9 and convex by (a), the inverse function \( g^{-1}(x) \) is concave on \( (g(x_0), \infty) \). For any \( k \geq g(x_0) \) and \( y \geq 1 \), we have
\[ \frac{1}{y} g^{-1}(ky) \leq \frac{1}{y} g^{-1}(ky) + \frac{y-1}{y} g^{-1}(g(x_0)) \leq g^{-1} \left( \frac{yk + (y-1)g(x_0)}{y} \right) \leq g^{-1}(2k). \]

So we obtain (b). \( \square \)

Now we prove (3.22). If \( \varepsilon(k) \in (\varepsilon_1, e^{-1}) \), then
\[ h(\varepsilon(k)) = \log \left( \frac{1}{\varepsilon(k)} \right) g^{-1} \left( \frac{k \varepsilon(k)^2}{\log (1/\varepsilon(k))} \right) \leq \log (\varepsilon_1) g^{-1}(k), \]
and Lemma 3.18 gives that for any \( k \geq \frac{2g(x_0) \log(1/\varepsilon_1)}{\varepsilon_1^2} \),
\[ g^{-1}(k) \leq \frac{2 \log(1/\varepsilon_1)}{\varepsilon_1^2} g^{-1} \left( \frac{k \varepsilon_1^2}{\log (1/\varepsilon_1)} \right). \]
Therefore, (3.22) follows by setting \( C(\varepsilon_1) = \frac{2\log(1/\varepsilon_1)}{\varepsilon_1^4} \).

On the other hand, if \( \varepsilon(k) \in (e^{-1}, 1) \), then using Lemma 3.18 again, for any \( k \geq \frac{2\log(1/\varepsilon_1)}{\varepsilon_1^4} \), we have

\[ h(\varepsilon(k)) \leq g^{-1}(2k) \leq \frac{4\log(1/\varepsilon_1)}{\varepsilon_1^4} g^{-1} \left( \frac{k\varepsilon_1^2}{\log(1/\varepsilon_1)} \right), \]

and thus (3.22) follows by setting \( C(\varepsilon_1) = \frac{1}{\varepsilon_1^4} \).

**Proof of Lemma 3.3**. We denote \( \beta(N(k)) = \frac{J'(N(k))}{J(N(k))} \) and then \( f^2(k) \) writes into

\[ f^2(k) = \frac{N^2(k)\beta(N(k))}{\log k}. \]

We denote \( \hat{N}(k) = \frac{dN}{dk}(k) \) and compute the derivative of \( f^2(k) \):

\[ (f^2)'(k) = \frac{\hat{N} N (2\beta + N\beta') k \log k - N^2\beta}{k \log^2 k}. \quad (3.23) \]

Taking the logarithm of (1.2), we get

\[ 2\log N + 2\log J + \log \beta + 2N\beta = \log k. \quad (3.24) \]

Differentiating this, we get

\[ \hat{N} \left( \frac{2}{N} + 2\beta + \frac{\beta'}{\beta} + 2\beta + 2N\beta' \right) = \hat{N} (N\beta' + 2\beta) \left( \frac{1}{N\beta} + 2 \right) = \frac{1}{k}. \]

We solve \( \hat{N} \) and plug it into (3.23):

\[ (f^2)'(k) = \frac{N \left( \frac{1}{N\beta} + 2 \right)^{-1} \log k - N^2\beta}{k \log^2 k} = \frac{N \log k - N - 2N^2\beta}{k \log^2 k \left( \frac{1}{N\beta} + 2 \right)}. \]

Note that \( \beta(N(k)) = \frac{J'(N(k))}{J(N(k))} > 0 \) for \( N(k) > x_0 \) by Lemma 3.9. So it is sufficient to check \( \log k - 1 - 2N\beta \) is positive. By (3.24),

\[ \log k - 1 - 2N\beta = 2\log J + \log \left( \frac{N^2\beta}{2} \right) - 1. \]

By (3.7), \( \log \left( N^2\beta \right) \) is bounded below when \( N(k) > x_0 \). Recall \( J(x) \) is increasing to infinity when \( x > x_0 \) by Lemma 3.9 and \( N(k) \) is also increasing to infinity. Thus \( f(k) \) is strictly increasing when \( k \) is large enough. It remains to show that \( \lim_{k \to \infty} f(k) = \infty \).

Recall from the proof of Lemma 3.16 that

\[ f^2(k) \log k = h(\varepsilon(k)) \geq h(k^{-1/4}). \]

The second inequality is valid because \( h \) attains the maximum at \( \varepsilon(k) \). If \( \varepsilon = k^{-1/4} \), then for sufficiently large \( k \) satisfying \( \frac{4\sqrt{k}}{\log k} \geq x_0 \), \( N(\varepsilon) = g^{-1} \left( \frac{4\sqrt{k}}{\log k} \right) \) by (3.17). Thus,

\[ h(k^{-1/4}) = \frac{1}{4} g^{-1} \left( \frac{4\sqrt{k}}{\log k} \right) \log k. \]

The result follows by the fact that \( g(x) = xJ^2(x) \) is increasing to infinity on \( (x_0, \infty) \). \( \square \)
3.4. The second proof of Theorem 3.4 in the analytic case. Let \( s \in (1, 2) \) and assume \( h \in G^1 \subset C^s \). Clearly the majorant is given by \( M(N) = N^{(s-1)N} \) and hence correspondingly \( J(N) = N^{s-1} \) and \( g(N) = NJ(N) = N^{2s-1} \). It is clear from Definition 3.10 that in this case \( x_0 = 1 \), and therefore \( k_0 = (s - 1)e^{2s-2} \). From the proof of Lemma 3.18, we also require that \( k \geq \frac{2 \log(1/\varepsilon_1)}{\varepsilon_1^2} \), where \( \varepsilon_1 \) only depends on \( n \) and \( h \) but not \( s \). In addition, in the proof of estimate (3.15), we need \( N(k) \geq 2n + 4 \). But since \( N(k) \) satisfies (1.2) we get

\[
N(k) = \left( \frac{e^{2-2s}}{s-1} \right)^{\frac{1}{2s-2}} k^{\frac{1}{s-1}} \geq \left( \frac{e^{2-2s}}{s-1} \right)^{\frac{1}{2s-2}}. 
\]

Hence by choosing \( s \) sufficiently close to 1 we get \( N(k) \geq 2n + 4 \) for all \( k \geq 1 \). Another place that we need to carefully study the dependence of our constants on \( s \) is in the proof of Lemma 3.15, when we absorb \( k^{a(n)} \) into \( e^{-bf(k)^2 \log k} \), where \( a(n) \) depends only on \( n \). To do this we need to choose \( k \) large enough so that \( bf(k)^2 \geq 2a(n) \). This follows because by (1.3) for \( s \) sufficiently close to 1, we have

\[
f(k) = \left( \frac{(s - 1)N(k)}{\log k} \right)^{\frac{1}{2}} = (s - 1)^{\frac{1}{2s-2}} e^{\frac{1}{2s-2}} k^{\frac{1}{2s-2}} \geq \frac{1}{2} \frac{k^{\frac{1}{2}}}{\sqrt{\log k}}.
\]

Finally, since \( b \) and \( C \) in Theorem 3.4 are independent of \( s \), we can take the limit as \( s \to 1^+ \), and obtain \( f(k) \to \frac{k^{\frac{1}{2}}}{\sqrt{\log k}} \), which proves Theorem 3.4 in the analytic case.

3.5. Estimates of the Bergman kernel when \( d(z, w) \leq \gamma \sqrt{\frac{\log k}{k}} \). In the shrinking neighborhood \( d(z, w) \leq \gamma \sqrt{\frac{\log k}{k}} \) for any \( \gamma > 0 \), the asymptotic expansion of Bergman kernel (1.8) is actually still valid. The following theorem is due to Shiffman and Zelditch in [ShZe02] and [ShZe08]. We include a proof here for the completeness using [BeBeSj08].

**Theorem 3.19.** Assume \( h \in C^\infty \). Given any positive constant \( \gamma \), if \( d(z, w) < \gamma \sqrt{\frac{\log k}{k}} \), then we have

\[
K_k(z, w) = e^{-k\psi(z, w)} \frac{k^n}{\pi^n} \left( 1 + \sum_{j=1}^{m-1} \frac{b_j(z, \bar{w})}{k^j} + \frac{1}{k^m} O_m, \gamma(1) \right).
\]

Here, \( \psi(z, \bar{w}) \) and \( b_j(z, \bar{w}) \) are (almost) holomorphic extensions of \( \phi(z) \) and \( b_j(z, \bar{z}) \) from (1.8).

Note that by taking \( m = 1 \), (3.25) writes into (1.9), which in particular implies the desired estimates (1.1) of the Bergman kernel for \( d(z, w) \leq \gamma \sqrt{\frac{\log k}{k}} \).

**Proof.** For any \( m \in \mathbb{N} \), when \( d(z, w) \) is sufficiently small, we have the off-diagonal expansion from [BeBeSj08]:

\[
K_k(z, w) = e^{k\psi(z, w)} \frac{k^n}{\pi^n} \left( 1 + \sum_{j=1}^{m-1} \frac{b_j(z, \bar{w})}{k^j} \right) + e^{k \bar{z}(\phi(z) + \phi(w))} k^{-m+n} O_m(1).
\]

By combining the terms on the right hand side together, we obtain

\[
K_k(z, w) = e^{k\psi(z, w)} \frac{k^n}{\pi^n} \left( 1 + \sum_{j=1}^{m-1} \frac{b_j(z, \bar{w})}{k^j} + e^{k \bar{z}(\phi(z) + \phi(w) - 2\psi(z, w))} k^{-m} O_m(1) \right).
\]
Now we replace \( m \) by \( m + p \) in the above equation. Then
\[
K_k(z, w) = e^{k\psi(z, \bar{w})} \frac{k^n}{\pi^n} \left( 1 + \sum_{j=1}^{m+p-1} \frac{b_j(z, \bar{w})}{k^j} + e^{\frac{k}{2}(\phi(w) - 2\psi(z, \bar{w}))} k^{-m-p} O_{m+p}(1) \right).
\]
For the error term, if we take \( p \geq \gamma^2 \) we have
\[
|e^{\frac{k}{2}(\phi(w) - 2\psi(z, \bar{w}))}| = e^{\frac{k}{2}D(z, w)} \leq e^{k\gamma^2} \leq k^p.
\]
Therefore,
\[
K_k(z, w) = e^{k\psi(z, \bar{w})} \frac{k^n}{\pi^n} \left( 1 + \sum_{j=1}^{m-1} \frac{b_j(z, \bar{w})}{k^j} + \sum_{j=m}^{m+p-1} \frac{b_j(z, \bar{w})}{k^j} + k^p \cdot k^{-m-p} O_{m, \gamma}(1) \right)
\]
\[
= e^{-k\psi(z, \bar{w})} \frac{k^n}{\pi^n} \left( 1 + \sum_{j=1}^{m-1} \frac{b_j(z, \bar{w})}{k^j} + k^{-m} O_{m, \gamma}(1) \right).
\]
So the result follows. \( \square \)

4. Estimates of the Green kernel far from the diagonal

In this section, we are going to prove Theorem 1.2. By the relation (2.1) between the Bergman kernel and Green kernel, it is sufficient to estimate \( G_k(z, w) \) and its derivatives.

4.1. Construction of local Green kernel.

Lemma 4.1. Given any \( r \) with \( r \geq f(k) \sqrt{\frac{\log k}{k}} \), there exists a bounded linear operator
\[
T : L^2(X, \Lambda^{0,1}(L^k)) \rightarrow L^2(X, \Lambda^{0,1}(L^k))
\]
such that for sufficiently large \( k \),

(1) The distribution kernel of \( T \) is supported in \( \{(z, w) : d(z, w) \leq r\} \),

(2) \( \|T \circ \Box_k - I\| \leq e^{-bf(k)\sqrt{\log k}} \), where \( b \) is a positive constant depending on \( (L, h) \) and \( X \).

Proof. Fix \( r \) with \( r \geq f(k) \sqrt{\frac{\log k}{k}} \). For any \( x, y \in X \), define
\[
K(z, w) = G_k(z, w) \eta \left( \frac{k}{f^2(k) \log k} d(z, w)^2 \right),
\]
where \( \eta \) is a smooth cut-off function such that \( \text{supp} \eta \subseteq B(0, 1) \) and \( \eta = 1 \) on \( B(0, \frac{1}{4}) \). Then clearly we have
\[
\text{supp} K \subseteq \{(z, w) \in X \times X : d(z, w) \leq f(k) \sqrt{\frac{\log k}{k}} \}.
\]
Define
\[
P : L^2(X, \Lambda^{0,1}(L^k)) \rightarrow L^2(X, \Lambda^{0,1}(L^k))
\]
as the operator with distribution kernel \( K(z, w) \). Letting \( \Box_k \) act on \( z \) variable and computing derivatives straightforwardly,
\[
|\Box_k (K(z, w) - G_k(z, w))| \leq Ck \left( |G_k(z, w)| + |\nabla_z G_k(z, w)| \right).
\]
Since \( |\Box_k (K(z, w) - G_k(z, w))| \) is supported in
\[
\{(z, w) \in X \times X : \frac{1}{2} f(k) \sqrt{\frac{\log k}{k}} \leq d(z, w) \leq f(k) \sqrt{\frac{\log k}{k}} \},
\]

so by Theorem 3.4, we have
\[ |G_k(z, w)| + |\nabla_x G_k(z, w)| \leq Ce^{-bf^2(k)\log k}, \]
and therefore we must have
\[ \|\Box_k (K(z, w) - G_k(z, w))\| \leq Ck^2 e^{-bf^2(k)\log k}. \]
In terms of the operator \( P \), the above inequality becomes
\[ \|\Box_k \circ P - I\| \leq Ck^2 e^{-bf^2(k)\log k}. \]
If we change \( b \) to \( \frac{b}{2} \), then for sufficiently large \( k \),
\[ \|\Box_k \circ P - I\| \leq e^{-bf^2(k)\log k}. \]
Next define operators
\[ E = I - \Box_k \circ P, \quad T = P \circ \sum_{j=0}^{N-1} E^j. \]
Then
\[ \Box_k \circ T = (I - E) \circ \sum_{j=0}^{N-1} E^j = I - E^N. \]
Taking the operator norm, we get
\[ \|\Box_k \circ T - I\| \leq \|E\|^N \leq e^{-bNf^2(k)\log k}. \]
Set \( N = \left[ \frac{\sqrt{r}}{f(k)\sqrt{\log k}} \right] \geq \frac{1}{2} \frac{\sqrt{r}}{f(k)\sqrt{\log k}} \). Then
\[ \|\Box_k \circ T - I\| \leq e^{-b\frac{\sqrt{r}}{2} f(k)\sqrt{\log k}}. \]
Since \( \Box_k \) and \( T \) are both formally self-adjoint, we immediately get the same bound for \( T \circ \Box_k - I \).
Recall \( \text{supp} K \subseteq \{(z, w) \in X \times X : d(z, w) \leq f(k)\sqrt{\log k}\} \), so is the distribution kernel of \( E \). Therefore, the distribution kernel of \( T \) is supported where
\[ d(z, w) \leq N f(k)\sqrt{\frac{\log k}{k}} \leq r. \]

Now we will prove Theorem 1.2. First, note that when \( d(z, w) \leq \gamma \sqrt{\frac{\log k}{k}} \), the asymptotic expansion (1.9) is valid and (1.1) directly follows, and when \( \gamma \sqrt{\frac{\log k}{k}} \leq d(z, w) \leq f(k)\sqrt{\frac{\log k}{k}} \), (1.1) follows by Theorem 3.4. It remains to prove the result for \( d(z, w) \geq f(k)\sqrt{\frac{\log k}{k}} \).

4.2. Estimates of the Green kernel when \( d(z, w) \geq f(k)\sqrt{\frac{\log k}{k}} \).

**Lemma 4.2.** There exist positive constants \( C \) and \( b \) such that for any \( z, w \in X \) with \( d(z, w) \geq f(k)\sqrt{\frac{\log k}{k}} \), we have
\[ |G_k(z, w)|_{C^2} \leq Ce^{-bf(k)\sqrt{k\log k} d(z, w)}. \]
Proof. Given \( z, w \in X \) with \( d(z, w) \geq f(k) \sqrt{\log k} \). By taking necessary embedding and restriction, we can regard \( G_k \) as an operator from \( L^2(B(y, \frac{1}{4}d(z, w))) \) to \( L^2(B(x, \frac{1}{4}d(z, w), \Lambda^{0,1}(L^k)) \). Set \( r = d(z, w) \). Let \( T(z', w') \) be a local Green kernel constructed in Lemma 4.1 supported where \( d(z', w') \leq \frac{r}{2} \) and \( T \) be the associated operator. Then for any \( u \in L^2(B(w, \frac{1}{4}d(z, w), \Lambda^{0,1}(L^k)) \) with \( \text{supp} \ u \subseteq B(w, \frac{1}{4}d(z, w)) \), we have

\[
G_k u = T \square_k G_k u + (I - T \square_k) G_k u = Tu + (I - T \square_k) G_k u.
\]

Since \( \text{supp} \ Tu \subseteq B(w, \frac{1}{4}d(z, w) + \frac{r}{2}) \), which is disjoint from \( B(z, \frac{1}{4}d(z, w)) \),

\[
\|G_k u\|_{L^2(B(z, \frac{1}{4}d(z, w)))} = \| (I - T \square_k) G_k u\|_{L^2(B(z, \frac{1}{4}d(z, w)))} \leq \frac{2}{k} e^{-bf(k) \sqrt{k \log k}} \|u\|_{L^2(B(w, \frac{1}{4}d(z, w)))}.
\]

The second inequality follows by the second part of Lemma 4.1 and the fact that \( \square_k \) is bounded below by \( \frac{b}{k} \) for sufficiently large \( k \). Thus as an operator from \( L^2(B(w, \frac{1}{4}d(z, w)), \Lambda^{0,1}(L^k)) \rightarrow L^2(B(z, \frac{1}{4}d(z, w)), \Lambda^{0,1}(L^k)) \),

\[
\|G_k\| \leq \frac{2}{k} e^{-bf(k) \sqrt{k \log k}} \leq e^{-bf(k) \sqrt{k \log k}}.
\]

Since \( \square_k G_k u = u \), which vanishes in \( B(z, \frac{1}{4}d(z, w)) \), if we apply the interior estimates (2.5) to \( G_k u \), then for any \( m \in \mathbb{N} \),

\[
\|\eta G_k u\|_{H^m(B(z, \frac{1}{4}))} \leq Ck^m \|G_k u\|_{L^2(B(z, \frac{1}{4}))} \leq Ck^m e^{-bf(k) \sqrt{k \log k}} \|u\|_{L^2(B(w, \frac{1}{4}d(z, w)))},
\]

where \( C \) is a constant only depending on \( m \) and Kahler potential \( \phi \). Taking \( m = n + 1 \) and applying Sobolev embedding theorem,

\[
|G_k u(z)|_{h^k(z)} \leq Ck^{n+1} e^{-bf(k) \sqrt{k \log k}} \|u\|_{L^2(B(w, \frac{1}{4}d(z, w)))}.
\]

Therefore,

\[
\|G_k(z, \cdot)\|_{L^2(B(w, \frac{1}{4}d(z, w)))} = \sup_{u \in L^2(B(w, \frac{1}{4}d(z, w)))} \left| \int u(\zeta)G_k(z, \zeta)e^{-\phi(\zeta)d\zeta}|_{h^k(z)} \right| \|u\|_{L^2(B(w, \frac{1}{4}d(z, w)))} \leq Ck^{n+1} e^{-bf(k) \sqrt{k \log k}}.
\]

Since for any \( \zeta \in B(w, \frac{1}{4}d(z, w)) \), we have

\[
\square_k G_k(z, \zeta) = 0,
\]

where \( \square_k \) acts on the second component, again using the interior estimates (2.5) and Sobolev embedding theorem, we have

\[
|G_k(z, \cdot)|_{h^k} \leq Ck^{n+1} \|G_k(z, \cdot)\|_{L^2(B(w, \frac{1}{4}d(z, w)))} \leq Ck^{n+2} e^{-bf(k) \sqrt{k \log k}}.
\]

Therefore,

\[
|G_k(z, w)|_{h^k} \leq Ck^{n+2} e^{-bf(k) \sqrt{k \log k}d(z, w)} \leq C_0 e^{-bf(k) \sqrt{k \log k}d(z, w)}.
\]

Note the constant \( C \) only depends on the dimension \( n \), constant \( A \) as in (3.1) for \( \partial^2 \phi \) and positivity of \( \sqrt{-1} \partial \bar{\partial} \phi \). Then using a standard bootstrapping argument, we obtain the estimates for the \( C^2 \) norm of \( G_k(z, w) \) with respect to \( z \) and \( w \) variables. \( \square \)
4.3. Proof of Corollary 1.4. In Theorem 3.4, we proved that in the particular case when $h$ is analytic we have for any $k \geq \kappa$
\[
|G_k(z, w)| + |\nabla_z G_k(z, w)| + |\nabla_w G_k(z, w)| \leq Ce^{-bk|z-w|^2},
\]
whenever $\gamma \sqrt{\frac{\log k}{k}} \leq |z-w| \leq 1$, which in terms of the distance function on $X$ can be considered as $\gamma \sqrt{\frac{\log k}{k}} \leq d(z, w) \leq \delta$ for some $\delta > 0$ and a new $\gamma$ comparable with the previous one. We then use the same iterative argument as above with $f(k) = \frac{k^2}{\sqrt{\log k}}$, combined with a covering argument, to obtain
\[
|G_k(z, w)|_{C^2} \leq Ce^{-b k d(z, w)} \quad \text{for} \quad d(z, w) \geq \delta,
\]
which implies the same estimates for the Bergman kernel. But note that since $X$ is compact, in this estimate we can replace $d(z, w)$ with $d(z, w)^2$ by making $b$ a bit smaller; for example changing $b$ to $\frac{b}{\text{diam}(X)}$, with $\text{diam}(X)$ being the diameter of $X$, would do the job.
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