Abstract—This paper highlights the design philosophy and architecture of the Health Guardian, a platform developed by the IBM Digital Health team to accelerate discoveries of new digital biomarkers and development of digital health technologies. The Health Guardian allows for rapid translation of artificial intelligence (AI) research into cloud-based microservices that can be tested with data from clinical cohorts to understand disease and enable early prevention. The platform can be connected to mobile applications, wearables, or Internet of things (IoT) devices to collect health-related data into a secure database. When the analytics are created, the researchers can containerize and deploy their code on the cloud using pre-defined templates, and validate the models using the data collected from one or more sensing devices. The Health Guardian platform currently supports time-series, text, audio, and video inputs with 70+ analytic capabilities and is used for non-commercial scientific research. We provide an example of the Alzheimer’s disease (AD) assessment microservice which uses AI methods to extract linguistic features from audio recordings to evaluate an individual’s mini-mental state, the likelihood of having AD, and to predict the onset of AD before turning the age of 85. Today, IBM research teams across the globe use the Health Guardian internally as a test bed for early-stage research ideas, and externally with collaborators to support and enhance AI model development and clinical study efforts.
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I. INTRODUCTION

Digital Health is an interdisciplinary field gaining momentum in recent years. The ubiquitous presence of mobile and Internet of things (IoT) technologies, the availability of wearable sensors, and the cost-effectiveness of cloud computing services have ushered in a new era of healthcare services focused on predictive, preventative, and personalized care. By bringing the power of new information technology such as edge computing, cloud computing, and artificial intelligence (AI) into healthcare, many traditional practices can be improved, and new methodologies developed. For example, the most common form of traditional preventative care are the regular health check-ups, which aims to find potential health issues before they become a problem. However, these exams provide only an episodic view into an individual’s health trajectory, and the infrequency of these check-ups may cause missed windows of optimum intervention. With the combination of wearable and ambient sensing technologies, it is now possible to continuously monitor digital biomarkers in real-time during activities of daily life. The bio-signals from various smart devices can be transmitted to
remote data centers using cloud computing resources to build a holistic model of an individual’s health, or a “digital twin” [2]. The data can be aggregated, processed, and analyzed with AI and machine learning models to identify key health insights and interventions, which would then be relayed back to the patient and their healthcare team. The feedback mechanism and timing can be augmented with modern control theory approaches and behavioral dynamics (Figure 1).

There are many examples of AI research spanning vast domains of healthcare such as using automated speech and language analysis to identify individuals with Alzheimer’s disease [3] or determine severity of cognitive impairments [4], automated drawing analysis to assess elderly cognition [5], and gait and motion monitoring for Parkinson’s disease assessment [6]. While many of these algorithms show significant promise, it takes a great amount of coordination to test, revise, and validate the models and successfully translate them into clinical practice. Existing solutions for remote patient monitoring systems are often fragmented and focus on standalone issues of data collection or analysis. Few offer a comprehensive end-to-end solution that provide quality control of every step in the data life cycle: from data collection to analysis to clinical feedback [8].

The Health Guardian described in this paper is a platform that allows for rapid translation of AI research into microservices that can be tested in clinical cohorts. The platform offers an easy-to-use, end-to-end solution for data collection, storage, and analysis, which helps to bridge the gap in translating basic AI research into commercial and clinical use. In this paper, we will describe the Alzheimer’s disease (AD) assessment microservice in greater detail. This microservice takes advantage of the data pipeline construction capability of the Health Guardian platform by processing an audio description of a picture displayed on a mobile phone in three main steps. The first two steps use shared components that involve text pre-processing and natural language processing (NLP) feature engineering algorithms. The final stage can be a regression step to evaluate an individual’s mini mental state, or a classification step to compute the probability of them having AD today, or a service to predict the onset of AD before turning 85. [4, 9]

The Health Guardian platform is implemented in a hybrid cloud infrastructure to ensure cost-savings in the early phases of a project, and offers scalable solutions to support larger clinical trials and data collection. Standardized and reusable templates are available for new users to easily integrate their analytics into the cloud-based environment. The platform is designed using the “separation of concerns” principle where cloud components are separate from the analytics, so the researchers do not need to be well versed in cloud computing in order to benefit from latest technological advancements. Having a shared and reusable infrastructure enables agile development and streamlines the resources needed to set up new data pipelines for each new project.

II. HEALTH GUARDIAN PLATFORM

The Health Guardian platform is a collection of components that can be combined to build custom end-to-end data pipelines that move data through four key stages: data ingestion, data storage, data analytics, and data access. These stages rest on top of a common services layer, and all components are built on an Openshift and multi-cloud infrastructure (Figure 2).

Data can be ingested from various data sources such as mobile and IoT devices, wearables or electronic health records (EHR). Various data connectors are used to route the data to appropriate datastores. For example, streaming data from IoT devices can utilize Message Queuing Telemetry Transport (MQTT) and Kafka brokers, questionnaire responses from the mobile phone can use HTTP API gateways, and large number of existing EHR files can be processed through open database connectivity/Java database connectivity (ODBC/JDBC) or file exchange systems.

All raw data such as text, audio, images, or video will be separated into structured and unstructured data and stored in a data warehouse or data lake, respectively. Structured data is converted to an IBM proprietary Common Data Model for internal sharing use, and stored in a SQL database. Unstructured data which includes audio, video, and sensor data are stored in its native format in a cloud object storage. Hyperlink to the unstructured data storage location is stored in the database to maintain the association between the datasets.

The centerpiece of the Health Guardian is an IBM proprietary service mesh system called Orbit. This service utilizes the open source Python Celery in a sidecar proxy manner, combined with an IBM proprietary Golang based server for worker registration, worker health monitoring and service discovery. The Orbit-Service decouples each analytic service into an API gateway and an analytic worker. The gateway is a light-weight flask application that serves HTTP RESTful
API to communicate with the data source or data collecting devices. The analytic worker is created for each microservice and performs the computation analytics on the data collected.

When a dataset is ingested, the API gateway is invoked by the caller through a batch job script or an event-driven front end application. The API gateway will submit a request to the Task Dispatcher along with the dataset and the task is added to the Task Queue. The next available worker will claim the task and return a task id to the caller. When the worker finishes the computation, the results are saved in the result store with the task id as the key. The caller can then retrieve the result.

On top of the Orbit-based orchestration layer, there is a user interaction application called the Clinical Task Manager. Researchers can use this tool to define a clinical study which includes one or more sub-tasks (e.g. questionnaires, audio/video recordings, etc.) for data collection, and assign a cohort to perform those tasks. The tasks will be pushed to the cohort’s edge devices (e.g. a smartphone) based on either a schedule set by the researchers, or an event-driven condition. When a subject completes the tasks, the data will be collected by Health Guardian automatically and the Orbit-Service will orchestrate the analytics work flow to generate results.

All the components described in the Health Guardian are containerized and can be deployed to any public or private cloud. This allows for a flexible deployment strategy to comply with various privacy and security rules and regulations. There is also a common services layer that includes logging, access controls, and other security measures to ensure data quality and security are maintained throughout the entire data pipeline.

III. ALZHEIMER’S DISEASE ASSESSMENT MICROSERVICE

The Alzheimer’s disease (AD) assessment microservice deployed on the Health Guardian platform is an example where AI methods are used to evaluate an individual’s mini mental state, the likelihood of AD, and to predict the onset of AD before turning 85 through automated linguistic analysis. The deployment of the microservice onto the Health Guardian platform allows clinical data to be collected on a weekly or daily basis for testing, revising, and validating the computational models. Once the AI model has been validated, the back-end workers and data pipeline of the Health Guardian platform can be used to batch process large clinical datasets in a high-throughput manner. In this section, we will walk through the integration of the AD assessment microservice into the Health Guardian platform.

A. Background

Alzheimer’s disease is a neuro-degenerative disorder that is characterized by a decline in memory, thinking, and independence in activities of daily living. It is the main cause of dementia, and its prevalence is expected to increase from 50 million people in 2010 to 113 million by 2050 worldwide [10]. Alzheimer’s is a progressive disease, where dementia symptoms worsen gradually over a number of years. The earliest manifestations can be short-term memory difficulty, while during the later stages, individuals can experience impairment...
in expressive speech, visuospatial processing, and an inability to respond to their environment.

Besides slowness in thinking and difficulties sustaining attention, language comprehension and production deficits have been well documented in a large variety of cognitive and neurological disorders such as Parkinson’s disease, Alzheimer’s disease, and aging-related cognitive decline [11], [12]. As such, speech and language competence are sensitive indicators for cognitive impairment, and linguistic performance is considered to be a biomarker for neurological disorders.

In clinical practice, it is common to use a neuropsychological test such as the cookie-theft picture description task from the Boston Aphasia Diagnostic Examination to evaluate linguistic performance [13], [14]. The cookie-theft image is one of the most commonly used picture description task and requires an individual to describe what they see in the picture either orally or in written form.

Many AI researchers have developed computational techniques to extract the linguistic features from speech and text responses. Examples of linguistic variables include verbosity, lexical richness, and repetitiveness. These can be determined by counting the number of words, number of unique words,
and frequency of repeated words used. Other linguistic analyses include semantic analysis, which measures how often the text contains information content units relevant to the cookie-theft picture \cite{15}, and syntactic complexity, a measure of the diversity, variety, and degree of linguistic elaborateness used \cite{16}.

B. Integration into the Health Guardian Platform

The Health Guardian front-end mobile application is built with a modular architecture. It is capable of showing various types of prompts to interact with the study participants and can capture video, audio, text and other forms of data based on the researcher’s experimental design.

To conduct an Alzheimer’s assessment experiment, researchers use the Clinical Task Manager (CTM) to create an experiment by defining a task with two question prompts. The first prompt asks about the participant’s gender, which is useful in the acoustic analysis where vocal features are dependent on the gender. The second prompt asks for a one minute audio recording to describe the cookie theft picture. The researchers can then assign this task to a cohort of select study participants. All participants in a given cohort will receive the task automatically in the Health Guardian mobile application installed on their smartphones (Figure 3a.ii). The Health Guardian mobile application will unpack the task payload based on the researcher’s input in the CTM. It will display the first prompt as a gender question with two choice buttons (Figure 3a.iii). The second prompt will show text-based instructions (Figure 3a.iv) followed by an image of the cookie theft picture when the audio recording starts (Figure 3a.v). It is worth noting that the mobile front-end application is designed with many task visualization template options, such as single/multiple choice questions, sliding scale selection, and text/image/audio/video prompts etc. When researchers create the task and associated question prompts in the CTM, they can select the most appropriate response choice. All of these can be done without requiring the researchers to write a single line of code.

Next, in order to process the audio data, a worker and an API gateway for the AD assessment microservice also need to be created using pre-defined, easy-to-use templates during the experiment design stage:

In the worker template, the researchers need to update all Python package requirements and docker build instructions. Complicated analytic code can be installed as a Python package or imported as a git submodule. Simple analytic code can be embedded directly into the worker template. The entry points for feeding input data to the analytic process need to be defined as Celery jobs and registered in the Orbit-Service. Jobs for different analytic processes can be organized into different namespaces in the Orbit-Service. Once the worker template is updated with the changes above, it can be containerized and deployed onto any computing infrastructure. In our case, we used an Openshift cluster for production deployment. It is also possible to deploy the workers on Virtual Machine servers, bare-metal servers or even a researcher’s personal laptop during the development and testing phases. If the analytic code requires special hardware for computation, like graphic processing units (GPUs) or a quantum computer, the worker can be deployed on such machines as well.

The second template to set up is the API gateway. The API gateway is a light-weight Flask application that exposes callable HTTP endpoints for invoking the jobs registered in the Orbit-Service. When researchers create the experiment in the CTM, they will specify the appropriate endpoints for data processing. When the data ingress service receives the upload package from the Health Guardian mobile application, it will automatically call the API gateway to submit a job to the appropriate data processing queue. The mobile application can also call the API gateway to retrieve the results when a worker has completed its assigned tasks. All workers and API gateways adopt stringent security requirements including activity logging, access controls, and periodic vulnerability scanning.

The AD assessment pipeline consists of several stages: the analytics first converts the recorded audio to text using IBM’s Speech-to-Text service, and then passes the transcription of the audio file to a text pre-processing service. The text pre-processing service in turn generates representations of text, such as lemmas, syntactic trees, semantic annotations, to be used for further linguistic analyses. These representations are then passed to the natural language processing (NLP) feature engineering service to be filtered down based on the final scoring task’s requirement. A final scoring stage will apply classification models to the selected features to calculate a confidence score for the likelihood of AD based on the linguistic features extracted. By simply replacing the final scoring stage with regression models and selecting a different subset of extracted linguistic features, a new service is created to provide a snapshot of an individual’s mini mental state. Likewise, a service for predicting the onset of AD before turning 85 can be created \cite{9}.

When the user completes their description task, the audio recording will be uploaded to the Health Guardian data ingress service (Figure 3a.vi). The raw audio file is ingested and stored in the cloud object storage (COS) (Figure 3d.i), while the metadata is stored in a raw data table in a PostgreSQL database (Figure 3d.ii). Metadata includes the original task description, data collection details such as the timestamp when the participant started and completed the tasks, answers to the gender question, and url for retrieving the raw audio file. The data ingress service will use the data handler information which is setup by the researchers during the experiment design phase to determine which API gateway endpoints to invoke. The process request with the data payload is then sent to the API gateway, the Orbit-Service will add the request to the Task Queue, and a taskID will be returned. The Health Guardian mobile application can use this taskID to retrieve the final results after all the analytics are completed. The task will be assigned to the next available AD assessment worker and the computation performed. An example of the worker logs for a given AD assessment task is shown in Figure 3e.i. The
results of the worker are persisted in a results table in the same PostgreSQL database as the raw data table. The data from the raw and results data tables are correlated and can be queried using the dataset ID for a specific task performed. The results table is also accessible by the API gateway. The mobile application is set up to ping the API gateway every 10 seconds until a result has been posted (Figure 3e.ii). The mobile application will then parse the results from the API gateway, and recreate a more digestible form to display on the mobile screen. Figure 3a.vii shows an example of the modified results from the API gateway. A confidence score between -1 and 1 is shown, where -1 is the highest likelihood of AD while 1 is the lowest. It also displays a feature graph for speech richness, an example linguistic feature that was extracted. On the graph, the user’s performance (orange line) in that feature category is shown in comparison to a distribution of healthy individuals (blue line) and those diagnosed with AD (red line).

IV. Discussion

The architecture of the Health Guardian platform integrates the agile development methodology [17] into the traditional clinical study workflow. The platform is designed with a reusable infrastructure that establishes a standard communication protocol and data format, so code developed in one project can be leveraged by other projects.

A novel feature of the Health Guardian platform is the decoupling of the analytic service into a worker and API gateway in the Orbit-Service. This decoupling offers several key benefits. First, the decoupling optimizes the use of computation resources such that a specialized machine does not waste resources handling common HTTP RESTful requests, nor do web servers or cloud environments have to handle special computing tasks like quantum processing. Second, since the workers and gateways communicate through Python Celery’s distributed task queue, researchers do not need to handle time-consuming tasks such as opening ports in remote firewall, managing IP tables for service discovery, or setting up a SSH jumping server through a client’s security management team. Third, the light-weight gateway gives flexibility to the data collection since it can be deployed to any public or private cloud. Lastly, this decoupling creates a sandbox environment for researchers to efficiently work from their own laptop (or specialized lab computing environment), while receiving all computing tasks such as opening ports in remote firewall, managing IP tables for service discovery, or setting up a SSH jumping server through a client’s security management team.

In recent years, the number of digital health services focused on predictive, preventative, and personalized care have grown tremendously. However, the implementation and adoption of these tools at an enterprise level remains a challenge. The Health Guardian platform and its microservice-based architecture is a tool that can be used to accelerate AI research development, bridging the gap between clinical validation and integration into healthcare workflows. The Health Guardian platform separates the complexity of the cloud infrastructure from other research-related components, allowing researchers to incorporate their models into the cloud infrastructure, and perform iterative cycles of data collection to test and enhance the algorithms using clinical data. Solutions that provide end-to-end data life cycle management, such as the Health Guardian, is key to keep pace and validate the rapid development of new digital health technologies.
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