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Abstract

The two central topics of information theory are the compression and the transmission of data. Shannon, in his seminal work, formalized both these problems and determined their fundamental limits. Since then the main goal of coding theory has been to find practical schemes that approach these limits.

Polar codes, recently invented by Arıkan, are the first “practical” codes that are known to achieve the capacity for a large class of channels. Their code construction is based on a phenomenon called “channel polarization”. The encoding as well as the decoding operation of polar codes can be implemented with $O(N \log N)$ complexity, where $N$ is the blocklength of the code.

We show that polar codes are suitable not only for channel coding but also achieve optimal performance for several other important problems in information theory. The first problem we consider is lossy source compression. We construct polar codes that asymptotically approach Shannon’s rate-distortion bound for a large class of sources. We achieve this performance by designing polar codes according to the “test channel”, which naturally appears in Shannon’s formulation of the rate-distortion function. The encoding operation combines the successive cancellation algorithm of Arıkan with a crucial new ingredient called “randomized rounding”. As for channel coding, both the encoding as well as the decoding operation can be implemented with $O(N \log N)$ complexity. This is the first known “practical” scheme that approaches the optimal rate-distortion trade-off.

We also construct polar codes that achieve the optimal performance for the Wyner-Ziv and the Gelfand-Pinsker problems. Both these problems can be tackled using “nested” codes and polar codes are naturally suited for this purpose. We further show that polar codes achieve the capacity of asymmetric channels, multi-terminal scenarios like multiple access channels, and degraded broadcast channels. For each of these problems, our constructions are the first known “practical” schemes that approach the optimal performance.

The original polar codes of Arıkan achieve a block error probability decaying exponentially in the square root of the block length. For source coding, the gap between the achieved distortion and the limiting distortion also vanishes exponentially in the square root of the blocklength. We explore other polar-like code constructions with better rates of decay. With this generalization,
we show that close to exponential decays can be obtained for both channel
and source coding. The new constructions mimic the recursive construction of
Arikan and, hence, they inherit the same encoding and decoding complexity.
We also propose algorithms based on message-passing to improve the finite
length performance of polar codes.

In the final two chapters of this thesis we address two important problems
in graphical models related to communications. The first problem is in the area
of low-density parity-check codes (LDPC). For practical lengths, LDPC codes
using message-passing decoding are still the codes to beat. The current anal-
ysis, using density evolution, evaluates the performance of these algorithms
on a tree. The tree assumption corresponds to using an infinite length code.
But in practice, the codes are of finite length. We analyze the message-passing
algorithms for this scenario. The absence of tree assumption introduces corre-
lations between various messages. We show that despite this correlation, the
prediction of the tree analysis is accurate.

The second problem we consider is related to code division multiple ac-
cess (CDMA) communication using random spreading. The current analysis
mainly focuses on the information theoretic limits, i.e., using Gaussian in-
put distribution. However in practice we use modulation schemes like binary
phase-shift keying (BPSK), which is far from being Gaussian. The effects of
the modulation scheme cannot be analyzed using traditional tools which are
based on spectrum of large random matrices. We follow a new approach using
tools developed for random spin systems in statistical mechanics. We prove a
tight upper bound on the capacity of the system when the user input is BPSK.
We also show that the capacity depends only on the power of the spreading
sequences and is independent of their exact distribution.

Keywords: Polar codes, low-complexity schemes, channel coding, source
coding, Wyner-Ziv problem, Gelfand-Pinsker problem, multi-terminal scenar-
ios, exponent of polar codes, Reed-Muller Codes, belief propagation, LDPC
codes, density evolution, CDMA communication, statistical mechanics, inter-
opolation method.
Résumé

Les deux sujets centraux de la théorie de l'information sont la compression et la transmission des données. Shannon, dans son travail fondamental, formalisa ces deux problèmes et détermi- na les limites théoriques ultimes associées. Depuis, le but principal de la théorie du codage a été de trouver des schémas de faible complexité qui s’approchent de ces limites.

Les codes polaires (polar codes), inventés récemment par Arıkan, sont les premiers codes pratiques qui atteignent la capacité, pour une large classe de canaux. La construction de ces codes est basée sur un phénomène appelé “polarisation du canal”. Les opérations de codage, et de décodage basé sur une méthode d’éliminations successives, peuvent être implémentées avec une complexité $O(N \log N)$ où $N$ est la longueur du code.

Comme nous le montrons, les codes polaires sont non seulement bien adaptés pour le codage de canal, mais atteignent la performance optimale de plusieurs autres problèmes importants en théorie de l’information. Le premier problème que nous considérons est le codage de source avec pertes. Nous construisons des codes polaires qui atteignent la limite ultime donnée par la fonction de distorsion de Shannon pour une large classe de sources. Nous montrons que cette performance optimale est atteinte en choisissant un code polaire adapté au “canal-test” qui apparaît naturellement dans l’expression de Shannon pour la fonction de distorsion. L’opération de codage combine l’algorithme d’éliminations successives d’Arıkan avec un nouvel ingrédient crucial appelé “l’arrondi aléatoire”. Les deux opérations, le codage et le décodage, peuvent être implémentées avec une complexité de $O(N \log N)$. Il s’agit du premier schéma qui est de faible complexité tout en atteignant la limite ultime donnée par la fonction de distorsion.

Nous construisons aussi des codes polaires qui sont optimaux pour les problèmes de Wyner-Ziv et de Gelfand-Pinsker. Dans ces deux problèmes, la performance optimale est atteinte grâce à des codes “emboités”, et les codes polaires s’appliquent de façon très naturelle dans ce contexte. Nous montrons aussi que les codes polaires sont optimaux pour les canaux asymétriques, pour des scénarios multi-terminaux comme le canal à accès multiple et le canal broadcast dégradé. Pour chacun de ces problèmes, nos constructions sont les premières connues qui soient de faible complexité tout en atteignant la perfor-
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mance optimale.

Les codes polaires initiaux d’Arıkan, pour le codage de canal, atteignent une probabilité d’erreur de bloc décroissant exponentiellement avec la racine carrée de la taille du bloc. Pour le codage de source, la différence entre la distorsion atteinte et la limite ultime décroît aussi exponentiellement en fonction de la racine carrée de la longueur du bloc. Nous explorons d’autres constructions de codes polaires avec de meilleurs taux de décroissance. Avec ces généralisations, nous montrons que des décroissances quasi-exponentielles peuvent être obtenues pour ces deux situations. Les nouvelles constructions mimiquent la construction récursive d’Arıkan, et donc héritent de la même complexité de codage et décodage. Nous proposons aussi des algorithmes basés sur la propagation de messages pour améliorer la performance des codes polaires pour les longueurs finies.

Les deux chapitres finaux de cette thèse s’attachent à deux problèmes importants concernant les modèles sur les graphes pour les communications. Le premier est dans le domaine des codes de parité de basse densité (LDPC). Pour des longueurs utilisées dans la pratique, les codes LDPC avec le décodeur de propagation de messages, restent encore les codes à battre. L’analyse, utilisant l’évolution de densité, évalue la performance de ces algorithmes sur un arbre. L’hypothèse de l’arbre correspond à l’utilisation d’un code de longueur infinie, mais en pratique ceux-ci sont de longueur finie. Nous analysons la propagation de messages pour ce dernier scenario. Sans l’hypothèse de l’arbre des corréations entre les messages sont introduites. Nous montrons que malgré ces corrélations, la prédiction de l’analyse sur l’arbre est correcte.

Le second problème que nous considérons est relié au canal à accès multiple par répartition en code (CDMA) avec étalement aléatoire. L’analyse usuelle porte essentiellement sur les entrées à distribution Gausienne. Néanmoins, en pratique on utilise des schémas de modulation par déplacement de phase (par exemple BPSK) qui sont loins d’être Gaussiens. Les effets de ces modulations ne peuvent pas être analysés avec les outils traditionnels qui sont basés sur la théorie des grandes matrices aléatoires. Nous suivons une nouvelle approche utilisant les méthodes développées pour les systèmes de spin aléatoires en mécanique statistique. Nous prouvons une borne supérieure optimale sur la capacité du système pour des entrées BPSK. Nous montrons aussi qu’il y a une capacité dépend seulement de la puissance des séquences d’étalement et est indépendante du détail de la distribution.

Mots clés: codes polaires, schémas de faible complexité, codage de canal, codage de source, problème de Wyner-Ziv, problème de Gelfand-Pinsker, scénarios multi-terminaux, exposants des codes polaires, codes de Reed-Muller, propagation de messages, codes LDPC, évolution de densité, communication CDMA, mécanique statistique, méthode d’interpolation.
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