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Abstract. Inspired by the work of Schur on the Taylor series of the exponential and Laguerre polynomials, we study the Galois theory of trimmed exponentials $f_{n,n+k} = \sum_{i=0}^{k} \frac{x^n}{(n+i)!}$ and of the generalized Laguerre polynomials $L_k^{(n)}$ of degree $k$. We show that if $n$ is chosen uniformly from $\{1, \ldots, x\}$, then, asymptotically almost surely, for all $k \leq x^{o(1)}$ the Galois groups of $f_{n,n+k}$ and of $L_k^{(n)}$ are the full symmetric group $S_k$.

1. Introduction

To a polynomial $f(x) = \sum_{j=0}^{k} b_j x^j$ with complex roots $\alpha_1, \ldots, \alpha_k$ we attach the Galois group $G_f$, which is defined as the automorphism group of $\mathbb{Q}(\alpha_1, \ldots, \alpha_k)/\mathbb{Q}$. It acts faithfully on the roots, and this action induces an embedding $G_f \leq S_k$. Already Galois showed that arithmetic properties of the $\alpha_i$-s are encoded in $G_f$. Therefore, in applications it is often times crucial to compute the Galois group of a specific polynomial or a family of polynomials.

We call the problem of computing the Galois group of a polynomial or a family of polynomials the direct Galois problem. Although there are algorithms to compute the Galois group of a given polynomial (see the survey paper [20]), it is typically a challenge to compute the Galois group of a specific family of polynomials. For example, consider the family of the generalized Fibonacci polynomials $x^k - x^{k-1} - \cdots - 1$. The construction of the Arnoux-Yoccoz surfaces [1] uses the irreducibility of these polynomials, and further studies, cf. [19], need the more subtle information that the field $E/\mathbb{Q}$ generated by a root has no totally real subextensions. If $k$ is even, the Galois group is $S_k$ [22] hence $E$ is minimal. If $k$ is odd, the Galois group is also conjectured to be $S_k$, but it is still open in general. Nevertheless, the required property for the application is proved by the first author, Shusterman and Zannier [19] Appendix.

The direct Galois problem was studied from a probabilistic approach. Roughly speaking, the Galois group tends to be the "largest possible". Maybe the first result in this spirit goes back to van-der Waerden [22] who proved that the probability of a random uniform polynomial of degree $k$ and integral coefficients $|a_i| \leq H$ to have Galois group $S_k$ tends to 1 as $H$ tends to infinity. See [15, 8] for better bounds on the error term. Recently, the case when $H$ is fixed (e.g. $H \geq 35$) and the degree tends to infinity was established [5, 6, 4].

One can approach the direct Galois problem in a more explicit manner and there is a line of works on polynomials coming from analytic functions. Let $e_k(x) = \sum_{j=0}^{k} \frac{x^j}{j!}$ be the Taylor polynomial of degree $k$ of the exponential function. In 1930,
Schur [25] computed the Galois group of $e_k$:

$$G_{e_k} = \begin{cases} 
  A_k & k \equiv 0 \pmod{4}, \\
  S_k & \text{otherwise}.
\end{cases}$$

One may trim the Taylor series of $e^x$ on both sides. After normalization, the trimmed exponential has the form

$$f_{n,m}(x) = \sum_{j=n}^{m} \frac{x^{j-n}}{j!}, \quad m > n.$$  

When $n > 1$ it seems that the discriminant is never a square, hence the Galois group should not be the alternating group. Therefore one may pose the following

**Conjecture 1.** For every $m > n \geq 1$ the polynomial $f_{n,m}$ is irreducible and moreover

$$G_{f_{n,m}} = S_{m-n}.$$  

Numerical experiments suggest that this conjecture is valid. The goal of this paper is to combine the probabilistic approach with the explicit approach to get partial results and thus to provide evidence to this conjecture. Our main result is that when $m$ is chosen at random, then the conjecture holds with high probability for all $n$ which is relatively close to $m$:

**Theorem 1.** Choose $m$ uniformly at random in $\{1, \ldots, x\}$. Let $k_{\text{max}} = k_{\text{max}}(x) = x^{o(1)}$. Then

$$\lim_{x \to \infty} \mathbb{P} \left( \forall 8 \leq k \leq k_{\text{max}} : G_{f_{m-k,m}} = S_k \right) = 1.$$  

Our approach fits in a broader point of view. The *generalized Laguerre polynomial* $L_k^{(\alpha)}$ of degree $k$ and parameter $\alpha$ is defined as the polynomial solution of the ordinary differential equation

$$xy'' + (\alpha + 1 - x)y' + ky = 0.$$  

It has the closed form

$$L_k^{(\alpha)}(x) = \sum_{j=0}^{k} \frac{(k + \alpha)(k - 1 + \alpha) \cdots (j + 1 + \alpha)}{(k - j)!j!} (-x)^j.$$  

The family of generalized Laguerre polynomials includes the exponential Taylor polynomials $e_k(x) = L_k^{(-k-1)}$ and the Laguerre polynomials when $\alpha = 0$. When $\alpha = -2k-1$, we get the reverse Bessel polynomials and when $\alpha = \pm 1/2$ the Hermite polynomials (up to normalization).

In 1929, Schur [24] proved the irreducibility of $e_k = L_k^{(-k-1)}$ and $L_k^{(0)}$ and in [25] he computed the corresponding Galois groups: for $e_k = L_k^{(-k-1)}$ it was discussed above, and $L_k^{(0)}$ has the full symmetric group.

A year later, he [25] proved that $L_k^{(+1/2)}$ has Galois group

$$G_{L_k^{(+1/2)}} = \begin{cases} 
  A_k & k \text{ is odd or } k + 1 \text{ is an odd square}, \\
  S_k & \text{otherwise}.
\end{cases}$$  

and that $L_k^{(\pm 1/2)}$ has Galois group $S_k$ for $k > 12$. Presumably Schur’s motivation was to give explicit examples of polynomials with Galois group $A_k$, following Hilbert’s realization of $A_k$ using specialization methods.
Following Schur, $L_k^{(\alpha)}$ was studied in many ranges and special values of $\alpha$. In 1978, Grosswald [16] showed that the Galois group of the reverse Bessel polynomials $L_k^{(-2k-1)}$ is the symmetric group, under the condition that they are irreducible. In 2002, Filaseta and Trifonov [14] proved the irreducibility.

Also in 2002, Filaseta and Lam [10] showed that for any choice of rational number $\alpha$ that is not a negative integer.

In 2005, Hajir [17] showed that in this case $G \geq A_k$. There are further recent results on these families, see for example [13, 18].

In these results $k$ is large w.r.t. $\alpha$. We prove a result for small degrees. Our result is valid for almost all $\alpha$ in the probabilistic sense and for all small $k$:

**Theorem 2.** Choose $\alpha \in \{1, \ldots, x\}$ uniformly at random and let $k_{\text{max}} = x^{o(1)}$. Then

$$\lim_{x \to \infty} P(\forall 8 \leq k \leq k_{\text{max}}, L_k^{(\alpha)} \text{ is irreducible with Galois group } S_k) = 1.$$ 

In fact our results hold for a larger family of polynomials that unifies Theorems 1 and 2, see Section 2.

Small degrees $k \leq 7$ are discussed in Section 5.2.
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### 2. Proof of Theorems 1 and 2

In this section we discuss the family of polynomials $[f]$ coming from a polynomial $f$, we state a few technical propositions, and we deduce Theorems 1 and 2 from the propositions. The proofs of the propositions appear in Section 5. In that section we will also give bounds on the convergence rates.

For a polynomial $f = \sum_{j=0}^{k} b_j x^j$ we define

$$[f] = \left\{ \sum_{j=0}^{k} a_j b_j x^j : a_j \in \mathbb{Z} \text{ and } a_0 a_k \neq 0 \right\}.$$ 

Schur [24] showed that $f \in [L_k^{(-k-1)}]$ is irreducible if $|a_0| = |a_k| = 1$. Filaseta [11] relaxed Schur’s condition to $|a_0| = 1$, $0 < |a_k| < k$, and $(k, a_k) \neq (6, \pm 5), (7, \pm 10)$. Filaseta and Lam [10] showed that for $\alpha$ a rational number that is not a negative integer and $|a_0| = |a_k| = 1$, $f \in [L_k^{(\alpha)}]$ is irreducible for all but finitely many $k$.

Since

$$L_k^{(\alpha)}(x) = \sum_{j=0}^{k} \binom{k}{j} \frac{(\alpha + k)!}{k!} \frac{1}{(j + \alpha)!} (-x)^j,$$

and $a_j := (-1)^j \binom{k}{j} \frac{(\alpha + k)!}{k!}$ is integral, we have

$$[L_k^{(\alpha)}] \subset [f_{\alpha, \alpha+k}].$$

This motivated Filaseta, Finche, and Leidy [12] to suggest to study the families $[f_{\alpha, \alpha+k}]$ as a form of generalization of $[L_k^{(\alpha)}]$. 


Throughout this section \( m \) is a uniformly chosen random integer in the interval \([1, x]\). We recall that every \( f \in \left[ \sum_{j=0}^{k} b_j x^j \right] \) comes with a tuple \((a_0, \ldots, a_k)\), as in [1]. We define three families of events. For a positive integer \( k \) and for primes \( p, q \) (not necessarily distinct) let

\[
A^p_k = \{ \forall f \in [f_{m-k,m}], \ (p \nmid a_k \Rightarrow f \text{ is irreducible}) \},
\]

\[
B^p_k = \{ \forall f \in [f_{m-k,m}], \ (p \nmid a_2 | \frac{f}{x} \Rightarrow G_f \neq A_k) \},
\]

\[
C^q,p_k = \{ \exists j_1, j_2 = j_1 + p, \forall f \in [f_{m-k,m}], \ (q \nmid a_{j_1}, a_{j_2} \Rightarrow G_f \geq A_k) \}.
\]

The technical propositions compute the probabilities of these events in certain ranges.

For \( A^p_k \) and \( B^p_k \) we need that \( k \leq x^{o(1)} \):

**Proposition 3.** Let \( k_{\text{max}} = x^{o(1)} \). Then

\[
\lim_{x \to \infty} \mathbb{P} \left( \bigcup_{p > k_{\text{max}}} \bigcap_{k=1}^{k_{\text{max}}} A^p_k \right) = 1.
\]

**Proposition 4.** Let \( k_{\text{max}} = x^{o(1)} \). Then

\[
\lim_{x \to \infty} \mathbb{P} \left( \bigcup_{p > k_{\text{max}}} \bigcap_{k=1}^{k_{\text{max}}} B^p_k \right) = 1.
\]

For \( C^q,p_k \) we get a wider range of \( k \):

**Proposition 5.** Let \( k_{\text{max}} = x^{1/7-\epsilon} \). Then

\[
\lim_{x \to \infty} \mathbb{P} \left( \bigcap_{k=8}^{k_{\text{max}}} \bigcup_{q > k > p > \frac{k}{2}} C^q,p_k \cup C^p,q_k \right) = 1.
\]

We are now ready to prove the theorems:

**Proof of Theorem 1.** By the above propositions, with probability \( 1 + o_x \to \infty(1) \), for every \( k = 8, \ldots, k_{\text{max}} \) there exist \( p_1, p_2, p_3, p_4 \) such that \( p_1 > p_2 > k > p_3 > k/2 \) and either \( p_4 > k \) or \( p_4 = p_3 \), such that \( A^{p_1}_k, B^{p_2}_k, \) and \( C^{p_3,p_4}_k \) hold. Since \( f_{m-k,m} \in [f_{m-k,m}] \) with \( a_j = 1 \) for all \( j \), we conclude that \( f_{m-k,m} \) is irreducible, with Galois group \( G_f = S_k \), as needed.

**Proof of Theorem 2.** We start exactly the same as in the proof of Theorem 1. Now, the polynomial

\[
f = \frac{k!}{m!} L_k^{(m-k)}
\]

satisfies \( f \in [f_{m-k,k}] \) with \( a_j = (-1)^j \binom{k}{j} \). In particular, \( p_1, p_2 \nmid a_j \) for all \( j \), so with probability \( 1 + o_x \to \infty(1) \), the polynomial \( f \) is irreducible and \( G_f \neq A_k \). If \( p_4 > k \), then we also have that \( G_f \geq A_k \), and so \( G_f = S_k \) and the proof is done.

To this end assume that \( k > p_3 = p_4 > k/2 \). To finish the proof, it suffices to show that \( p_3 \nmid a_j, a_{j+2} \) for every \( j_1, j_2 = j_1 + p_3 \). We have

\[
v_{p_3}(a_j) = 1 - v_{p_3}(j!(k-j)!) = \begin{cases} 1 & j \in (k-p_3,p_3), \\ 0 & \text{otherwise} \end{cases}
\]
Both $j_1 = j_2 - p_3 \leq k - p_3$ and $j_2 = j_1 + p_3 \geq p_3$ lie outside the interval $(k - p_3, p_3)$, therefore $p_3 \nmid a_{j_1}a_{j_2}$, as required. \hfill \qed

3. Newton Polygons

3.1. Setting. Let $\mathbb{Q}_p \subseteq K \subseteq L$ be a tower of finite extensions. We denote by $e = e(L/K)$ the ramification index and by $v$ the unique extension of the $p$-adic valuation to $L$, normalized so that $v(K^\times) = \mathbb{Z}$.

**Definition 3.1.** Let $f \in K[x]$ be of degree $k$, and assume that $f(0) \neq 0$. Write $f = \sum_{j=0}^{k} b_j x^j$ and consider the set of points $B(f) = B(p,f) = \{(j,v(b_j)) : 0 \leq j \leq k\} \subset \mathbb{Z} \times (\mathbb{Z} \cup \{\infty\})$.

We recall the definition of the Newton polygon of $f$ as the boundary of the lower convex hull of $B(f)$; i.e., the lowest possible piecewise linear function that includes $(0,v(b_0)),(k,v(b_k))$ and all of its vertices are in $B(f)$. We denote it by $NP(f)$ or $NP(p,f)$ if we wish to emphasize the valuation.

We denote the set of lattice points on $NP(f)$ by $C(f) = C(p,f) = NP(f) \cap (\mathbb{Z} \times \mathbb{Z})$.

**Remark 3.2.** By assumption $b_0, b_k$ are nonzero, hence $v(b_0), b(f_k) \in \mathbb{Z}$, hence $NP(f)$ is compact.
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**Figure 1.** $NP(p(m!f_{m,n}))$ with $n = 1342340$, $m = 1342347$, and $p = 1342343$

3.2. Basic Properties. By definition, $NP(f)$ is piecewise linear with increasing rational slopes. The set of vertices of $NP(f)$ is a subset of $B(f)$, and usually a proper subset.

**Definition 3.3.** We denote the sequence of slopes of $NP(f)$ by $\beta_j := NP(f)(j) - NP(f)(j-1)$.

We collect below a few well known properties. See [9] for proofs.

The slopes of $NP(f)$ give the valuation of the roots of $f$; hence relating the valuation of the coefficients with the valuation of the roots. This idea goes back to Newton, in the context of complex polynomials in two variables, see [7]. More precisely:

**Lemma 3.4.** Let $f \in K[x]$ be of degree $k$ with $f(0) \neq 0$, and $\alpha$ a root of $f$. Then for some $1 \leq j \leq k$ we have $v(\alpha) = -\beta_j$.

The next two lemmas relate $NP(gh)$ with $NP(g)$ and $NP(h)$. 
Lemma 3.5. Let \( f = gh \) where \( g, h \in K[x] \) with \( g(0), h(0) \neq 0 \). Then the sequence of slopes of \( f \) is the same as the combined sequence of slopes of \( g \) and \( h \), ordered to be increasing.

Lemma 3.6. Let \( f \in K[x] \), with \( f(0) \neq 0 \). If \( \text{NP}(f) \) consists of \( r \) segments of distinct slopes \( m_1, \ldots, m_r \) and lengths \( d_1, \ldots, d_r \), then \( f \) has a factorization of the form \( f = \prod_{i=1}^{r} g_i \), where \( g_i \in K[x], \deg(g_i) = d_i \), and \( \text{NP}(g_i) \) is a line with slope \( m_i \).

Recall that a polynomial \( f \) is Eisenstein at \( p \), if \( C^{(p)}(f) = \{(0,1), (k,0)\} \) and then \( \text{NP}(f) \) consists of one line with slope \(-1/\deg f \). The Eisenstein criterion says that in this case \( f \) is irreducible. More generally we have

Lemma 3.7. Let \( f \in \mathbb{Q}[x] \) and \( p \) be a prime. Assume that \( \text{NP}^{(p)}(f) \) contains a segment whose end points are \((c,d)\) and \((c+t, d-s)\) such that \( \gcd(s,t) = 1 \) and \( p \nmid t \). Then the Galois group of \( f \) over \( \mathbb{Q}_p \) contains an element having a \( t \)-cycle in its factorization to disjoint cycles. In particular \( G_f \) contains such an element.

Proof. By Lemma 3.6 \( f = gh \), where \( g, h \in \mathbb{Q}_p[x] \), \( \deg g = t \) and \( \text{NP}(g) \) is a line with slope \((-\frac{1}{t}) \). By Lemma 3.5 a root \( \alpha \) of \( g \) has valuation \( \frac{1}{t} \). In particular, if \( \alpha \) is a root of \( g \), we get that \( (\mathbb{Q}_p(\alpha) : \mathbb{Q}_p) = t \), and this extension is totally ramified. Hence the inertia group acts transitively on the roots of \( g \). On the other hand, since \( p \nmid t \), the ramification group of the splitting field of \( g \) is tame, hence the inertia group acts cyclically on the roots of \( g \). Thus a lifting of a generator of the inertia group of \( g \) to the splitting field of \( f \) is the desired element. \( \square \)

Lemma 3.8. Let \( f = \sum_{j=0}^{k} b_j x^j \in K[x] \) be of degree \( k \), with \( f(0) \neq 0 \), and \( g = \sum_{j=0}^{k} a_j b_j x^j \in [f] \). If \((c,d) \in C(f)\) and \( v(a_c) = 0 \), then \((c,d) \in C(g)\).

Proof. Regardless of the restriction on \( a_c \), it is always true that

\[
\text{NP}(f) \leq \text{NP}(g).
\]

By assumption on \( a_c \)

\[
\text{NP}(g)(c) \leq \text{NP}(f)(c) = d.
\]

It follows that \( \text{NP}(g)(c) = d \) as required. \( \square \)

Lemma 3.9. Let \( f = \sum_{j=0}^{k} b_j x^j \in K[x] \) be of degree \( k \), with \( f(0) \neq 0 \), and \( g = \sum_{j=0}^{k} a_j b_j x^j \in [f] \). If \( \text{NP}(f) \) contains a line of slope \(-\frac{1}{t}\) from \((c,d)\) to \((c+t, d-s)\) and \( v(a_c), v(a_{c+t}) = 0 \), then \( \text{NP}(g) \) contains the same line from \((c,d)\) to \((c+t, d-s)\).

Proof. By Lemma 3.8 \( \text{NP}(g)(c) = \text{NP}(f)(c) = d \) and \( \text{NP}(g)(c+t) = \text{NP}(c+t) = d-s \). On the other hand, we always have

\[
\text{NP}(f) \leq \text{NP}(g).
\]

By convexity of \( \text{NP}(g) \) this means that \( \text{NP}(g) \) and \( \text{NP}(f) \) coincide on the interval \([c, c+t]\), as needed. \( \square \)
4. Smooth numbers

Recall a natural number $m \in \mathbb{N}$ is called $k$-smooth if every prime divisor $p \mid m$ is $\leq k$. The number of all $k$-smooth numbers smaller than $x$ is denoted by

$$\psi(x, k) := \# \{m \leq x : m \text{ is } k\text{-smooth}\}.$$

An exact asymptotic for $\psi(x, k)$ in various uniformity regimes is known, cf. [23, Chapter 3] for a survey of such results. We bring below an upper bound, having the advantages of being uniform in $x$ and $k$ and of having an easy proof of which we have learnt from Koukoulopoulos.

**Lemma 4.1.** As $x$ tends to infinity we have

$$\psi(x, k) \leq \frac{x}{\log x} (\log k + O(1)).$$

**Proof.** Let $S(x, k)$ denote the set of $k$-smooth numbers smaller than $x$, so that

$$\psi(x, k) = |S(x, k)|.$$

Consider

$$\sum_{s \in S(x, k)} \log s.$$

On the one hand, by partial summation

$$\sum_{s \in S(x, k)} \log s = \psi(x, k) \log x - \int_1^x \frac{\psi(u, k)}{u} du \geq \psi(x, k) \log x - x.$$

On the other hand, by substituting $\log s = \sum_{p \mid s} \log p$ we get

$$\sum_{s \in S(x, k)} \log s = \sum_{s \in S(x, k)} \sum_{p \mid s} \log p = \sum_{p \leq x, p \leq k} \log p \sum_{s \in S(p, k)} 1 \
\leq \sum_{p' \leq x, p \leq k} \frac{x \log p}{p'} \leq x (\log k + O(1)).$$

(The last inequality follows from Mertens’ first theorem $\sum_{p \leq k} \frac{\log p}{p} \leq \log k + 2$.) Combining the two inequalities and rearranging finishes the proof.

**Proposition 4.2.** Let $m$ be a uniform random integer in $[1, x]$. Let $k = k(x)$. Then

$$\mathbb{P} (\exists p > k : v_p(m) = 1) = 1 - O \left( \frac{\log k}{\log x} + \frac{1}{k} \right)$$

with absolute implied constant.

**Proof.** By Lemma 4.1

$$\mathbb{P} (\exists p > k : v_p(m) \geq 1) = 1 - O \left( \frac{\log k}{\log x} \right).$$
On the other hand,
\[ \mathbb{P}(\exists p > k : v_p(m) > 1) \leq \frac{1}{x} \sum_{k < p \leq \sqrt{x}} \frac{x}{p^2} \leq \sum_{k < p \leq \sqrt{x}} \frac{1}{p^2} \leq \sum_{n = k}^{\infty} \frac{1}{n^2} = O\left(\frac{1}{k}\right). \]

The result follows. \(\square\)

We shall need the following refined version of Proposition 4.2.

**Corollary 4.3.** Let \(m\) be a uniform random integer in \([1, x]\). Let \(k = k(x)\) and \(t = t(x)\) be functions of \(x\). Then
\[ \mathbb{P}(\forall 0 \leq i < t : \exists p_i > k \text{ prime s.t. } v_{p_i}(m - i) = 1) = 1 - O\left(\frac{t \log k}{\log x} + \frac{t}{k}\right). \]

**Proof.** If \(t \geq \log x\), then the statement is trivial. Next assume that \(t \leq \log x\), hence \(\log(x - i) \sim \log x\), as \(x \to \infty\). By Proposition 4.2 and the union bound we have
\[ \mathbb{P}(\forall 0 \leq i < t : \exists p_i > k \text{ prime s.t. } v_{p_i}(m - i) = 1) \geq 1 - \sum_{i = 0}^{t - 1} O\left(\frac{\log k}{\log(x - i)} + \frac{1}{k}\right) = 1 - \sum_{i = 0}^{t - 1} O\left(\frac{\log k}{\log x} + \frac{1}{k}\right) = 1 - O\left(\frac{t \log k}{\log x} + \frac{t}{k}\right), \]
as needed. \(\square\)

5. Proof of the technical propositions

As usual, and throughout this section, \(m\) is a uniformly chosen integer in the interval \([1, x]\).

The following is a version of Proposition 3 with explicit error term.

**Proposition 5.1.** Let \(\kappa = \kappa(x)\) be a function of \(x\). Let \(A^\prime_k\) be the event that for every \(1 \leq k \leq \kappa\) and every \(f \in [f_{m - k, m}]\) with \(p \nmid a_0 a_k\) the Galois group \(G_f\) contains a \(k\)-cycle. Then
\[ \mathbb{P}\left(\bigcup_{p > k} A^\prime_k\right) \geq \mathbb{P}\left(\bigcup_{p > \kappa} A^\prime_k\right) = 1 - O\left(\frac{\log \kappa}{\log x} + \frac{1}{\kappa}\right). \]

**Proof.** Obviously \(A^\prime_k \subseteq A_k\), hence the left hand side inequality. Proposition 4.2 implies that with probability \(1 - O\left(\frac{\log \kappa}{\log x} + \frac{1}{\kappa}\right)\) there exists a prime \(p > \kappa\) such that \(v_p(m) = 1\). Thus \(p \nmid m - j\), for all \(1 \leq j \leq p - 1\) and in particular for all \(1 \leq j \leq \kappa - 1\). Take \(f \in [f_{m - k, m}]\) with \(p \nmid a_0 a_k\) and consider \(g = m! f\). Then the
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Newton polygon consists of a single segment of slope $-1/k$. By Lemma 3.7, $G_g$ and hence also $G_f$ contain a $k$-cycle.

**Proof of Proposition 4.** Apply Proposition 5.1 with $\kappa = \max\{k_{\text{max}}, \log x\}$. In this case the error term tends to 0 as $x$ tends to $\infty$.

Next we prove a version of Proposition 4 with explicit error terms.

**Proposition 5.2.** Let $\kappa = \kappa(x)$ be a function of $x$. Let $B_k^{\nu'}$ be the event that for every $f \in [f_{m-k,m}]$ with $p \nmid a_0 a_2 [k/2]$ the Galois group $G_f$ contains a $2[k/2]$-cycle. Then

$$\mathbb{P}\left( \bigcup_{p > \kappa} B_k^p \right) \geq \mathbb{P}\left( \bigcup_{p > \kappa} B_k^{\nu'} \right) = 1 - O\left( \frac{\log \kappa}{\log x} + \frac{1}{k} \right).$$

The proof of Proposition 5.2 is similar to the proof of Proposition 5.1. We leave the details to the reader.

**Proof of Proposition 4.** Applying Proposition 5.2 with $\kappa = \max\{k_{\text{max}}, \log x\}$ implies Proposition 4.

5.1. **Large Galois Group.** For this part we need a deep result from analytic number theory, the existence of primes in short intervals:

$$\exists y < p < y + y^\rho, \quad \forall y \gg 1$$

for some $\rho > 0$. The smaller $\rho$ is the larger the range of uniformity in which our result holds. The state-of-the-art is $\rho = 0.525$, due to Baker, Harman and Pintz.

We first prove that if $k$ grows with $x$, then the Galois group contains a $p$-cycle with $\frac{k}{2} < p < k - 2$.

**Proposition 5.3.** Let $\kappa_1 \leq \kappa_2$ be functions of $x$ such that $\lim_{x \to \infty} \kappa_1 = \infty$ and $\kappa_2^{\nu + \epsilon} = O(x)$, for some $0.425 > \epsilon > 0$. Let $\Gamma_k^\rho$ be the event that there exist two indices $j_1, j_2 = j_1 + p$ such that for any $f \in [f_{m-k,m}]$ with $p \nmid a_{j_1}, a_{j_2}$ we have $p \mid |G_f|$. Then

$$\mathbb{P}\left( \bigcap_{\kappa_1 \leq k \leq \kappa_2} \bigcup_{\frac{k}{2} < p < k - 2} \Gamma_k^p \right) = 1 - O(\kappa_1^{-\epsilon}).$$

**Proof.** Fix $\kappa_1 \leq k \leq \kappa_2$ and $\frac{k}{2} < p < \frac{k}{2} + h < k - 2$, for some $h$. Let $A = \{0 \leq i \leq k - p\} \subseteq \mathbb{Z}/p\mathbb{Z}$. So $m \pmod{p} \in A$ if and only if there are two multiples of $p$ in the interval $[n, m]$ (recall that $n = m - k$). Since $m$ is a uniform integer in $[1, x]$, $m \pmod{p}$ is uniform in $\mathbb{Z}/p\mathbb{Z}$ up to an error term of $O(p/x)$, so we have

$$\mathbb{P}(\exists m_p' \neq m_p \in [n, m] : p \mid m_p', m_p)$$

$$= \frac{|A|}{p} - O\left( \frac{p}{x} \right) = 1 - O\left( \frac{h}{p} + \frac{p}{x} \right) = 1 - O\left( \frac{h}{k} + \frac{k}{x} \right) = 1 - O\left( \frac{h}{k} \right).$$

Let $B = \{0 \leq i \leq p - 1\} \subseteq \mathbb{Z}/p^2\mathbb{Z}$. So $m \pmod{p^2} \not\in B$ if and only if $v(m_p) = 1$, where $m_p = p \cdot [m/p]$ is the largest multiple of $p$ in $[n, m]$. As before $m \pmod{p^2}$ is uniform in $\mathbb{Z}/p^2\mathbb{Z}$ up to an error term of $O(p^2/x)$. Thus we get that

$$\mathbb{P}(v_p(m_p) = 1) = 1 - \frac{|B|}{p^2} - O\left( \frac{p^2}{x} \right) = 1 - O\left( \frac{1}{k} + \frac{k^2}{x} \right) = 1 - O\left( \frac{1}{k} \right).$$
We apply this to three primes \( \frac{k}{2} < p_1, p_2, p_3 < \frac{k}{2} + h \). Put \( P = (p_1p_2p_3)^2 \). Using the Chinese Remainder Theorem and that \( m \pmod{P} \) is uniform in \( \mathbb{Z}/P\mathbb{Z} \) up to an error term of \( O(P/x) = O(k^6/x) \), we get that

\[
\mathbb{P}(\exists i : \exists m_p' < m_p, \in [n, m], p_i | m_p', m_p, \text{ and } v_p(m_p) = 1) \\
= 1 - O\left(\frac{h^3}{k^3} + \frac{k^6}{x}\right).
\]

Next we note that if \([n, m]\) contains two multiples \( m_p' < m_p \) of \( p \) and if \( v_p(m_p) = 1 \), then \( \Gamma_k^p \) holds, with \( j_1 = m_p' \) and \( j_2 = m_p \).

Indeed, put \( \nu = v_p(m_p') \). Then the Newton polygon of any \( g = m! \cdot f \) with \( f \in [f_{n, m}] \) lies above the polygon whose vertices are \( \{(0, \nu + 1), (m_p', 1), (m_p, 0), (k, 0)\} \). Taking \( j_1 = m_p' \) and \( j_2 = m_p \) and \( f \) as in the statement, we get that the Newton polygon contains the line whose end points are \( \{(m_p', 1), (m_p, 0)\} \) (here we use that since \( m_p' - n < p \), the points coming before \( (m_p', 1) \) lie above the line with slope \( -1/p \) running through \( (m_p', 1) \)). So \( f \) has a root whose valuation is \( -1/p \), hence the ramification index is divisible by \( p \), hence the order of the Galois group is divisible by \( p \), as claimed.

![Figure 3. The Newton polygon of \( m!f_{n,m} \)](image)

Take now \( h = 3k^\rho \) with \( \rho = 0.525 \). By (2), there exist three primes \( \frac{k}{2} < p_1 < p_2 < p_3 < \frac{k}{2} + h \). Since \( \bigcup_{k/2 < p < k - 2} \Gamma_k^p \) contains the event in (3), it follows that

\[
\mathbb{P}\left(\bigcap_{k/2 < p < k - 2} -\Gamma_k^p\right) = O\left(\frac{h^3}{k^3} + \frac{k^6}{x}\right) = O(k^{-1-\epsilon}).
\]

By the union bound we have

\[
\mathbb{P}\left(\bigcup_{k_1 < k < k_2} \bigcap_{\frac{k}{2} < p < k - 2} -\Gamma_k^p\right) = O\left(\sum_{k_1 < k < k_2} k^{-1-\epsilon}\right) = O(\kappa_1^{-\epsilon}),
\]

as needed.

Next we deal with small \( k \)-s.

**Proposition 5.4.** Let \( \kappa_1 \) and \( t \) be functions of \( x \) such that for every \( 8 \leq k \leq \kappa_1 \), the interval \( (k - t, k - 2) \) contains a prime. For positive integer \( k \), and two primes \( q, p \), let \( \Delta_k^{q,p} \) be the event that for every \( f \in [f_{n, m}] \) with \( q \mid a_{00} \), we have \( p \mid |G_f| \). Then

\[
\mathbb{P}\left(\bigcap_{8 \leq k \leq \kappa_1} \bigcup_{\frac{k}{2} < p < k - 2} \bigcup_{q > k} \Delta_k^{q,p}\right) = 1 - O\left(\frac{t \log \kappa_1}{\log x} + \frac{t}{\kappa_1}\right).
\]
Proof. By Corollary 4.3, with the required probability, there exist prime numbers $q_0, \ldots, q_{t – 1}$ all bigger than $\kappa_1$ such that $v_{q_i}(m – i) = 1$. It suffices to show that this implies the event in the assertion.

Take $p$ to be the largest prime in the interval $(k – t, k – 2)$. By Bertrand’s postulate, $p > \frac{k}{2}$. Let $i = k – p$, so $i < t$. The Newton polygon NP$(q_i)(f)$ of any $f \in \{f_{n,m}\}$ with $q_i \mid a_0a_1$ contains the segment whose endpoints are $\{(0, c+1), (p, c)\}$ for some $c$. Its slope is $-\frac{1}{p}$, which means that one of the roots has valuation $\frac{1}{p}$, so the ramification index is a multiple of $p$, and so $p \mid |G_f|$, as needed.

Proof of Proposition 5.5. Take $\kappa_1 = \log x, \kappa_2^{7+\epsilon} = O(x)$ and $t = (\log x)^{0.525}$. If $x$ is sufficiently large, then there always exists a prime in $(k – t, k – 2)$ either by Bertrand postulate if $k$ is small or by (2) if $k$ is large. We apply Propositions 5.3 and 5.4 and we get that with probability $1 – o(1)$, for every $8 \leq k \leq \kappa_2$, there exists a prime $\frac{k}{2} < p < k – 2$, a prime $q = \frac{k}{2}$ or $q > k$ and two indices $j_1, j_2 = j_1 + p$ such that for every $f \in \{f_{n,m}\}$ with $q \mid a_{j_1}, a_{j_2}$ we have that $p \mid |G_f|$. Since we condition on $f$ being irreducible, $G_f$ is transitive. Thus $G$ is primitive (cf. [9, Lemma 2.4]) and hence by Jordan’s theorem [21], $G \geq A_k$.

5.2. Extending the Results to Small $k$. The results can be extended to $k \leq 7$, $k \neq 6$.

Proposition 5.5. Choose $m$ uniformly at random in $\{1, \ldots, x\}$. Then

$$\mathbb{P} (\forall 0 < k \leq 7, k \neq 6 : G_{f_{n,m}} = S_k) = 1 – O\left(\frac{\log \log x}{\log x}\right).$$

Proof. Applying Corollary 4.3 with $k = \log x$ and $t = 7$, shows that with probability

$$1 – O\left(\frac{\log \log x}{\log x}\right)$$

for every $0 \leq i < k$ there exists a prime $p_i > 7$ with

$$v_{p_i}(m – i) = 1.$$

The Newton polygons at these primes give a $k$ cycle and a $k – 1$ cycle in $G_{f_{n,m}}$. In particular $G_{f_{n,m}}$ is 2-transitive, and not contained in $A_k$.

Looking on the Newton polygon at the other primes, gives that $k – i$ divides $|G_{f_{n,m}}|$ for $i = 0, \ldots, k – 1$, hence $\text{lcm}(1, \ldots, k) \mid |G_{f_{n,m}}|$.

By direct computation, the only subgroups of $S_k$ ($k \leq 7, k \neq 6$) satisfying these conditions are $S_k$ themselves.

Remark 5.6. Surprisingly, the proof above fails for $S_6$.

Indeed, $G = \text{PGL}_2(F_7) \simeq S_6$ is a 2-transitive subgroup of $S_6$, not contained in $A_6$, and of order $5! = 120$ which is divisible by $60 = \text{lcm}(1, \ldots, 6)$.

Moreover, for every $1 \leq r \leq 6$, there is an element $g_r \in G$, whose decomposition to disjoint cycles contains an $r$-cycle.
References

[1] Pierre Arnoux and Jean-Christophe Yoccoz. Construction de difféomorphismes pseudo-Anosov. C. R. Acad. Sci. Paris Sér. I Math., 292(1):75–78, 1981.
[2] Roger C Baker, Glyn Harman, and János Pintz. The difference between consecutive primes, ii. Proceedings of the London Mathematical Society, 83(3):532–562, 2001.
[3] Lior Bary-Soroker. Dirichlet’s theorem for polynomial rings. Proceedings of the American Mathematical Society, 137(1):73–83, 2009.
[4] Lior Bary-Soroker, Dimitris Koukoulopoulos, and Gady Kozma. Irreducibility of random polynomials: general measures. arXiv preprint arXiv:2007.14567, 2020.
[5] Lior Bary-Soroker, Gady Kozma, et al. Irreducible polynomials of bounded height. Duke Mathematical Journal, 169(4):579–598, 2020.
[6] Emmanuel Breuillard, Péter P Varjú, et al. Irreducibility of random polynomials of large degree. Acta Mathematica, 223(2):195–249, 2019.
[7] Egbert Brieskorn and Horst Knörrer. Plane Algebraic Curves: Translated by John Stillwell. Springer Science & Business Media, 2012.
[8] Rainer Dietmann. On the distribution of Galois groups. Mathematika, 58(1):35–44, 2012.
[9] Gustave Dumas. Sur quelques cas d’irréductibilité des polynômes à coefficients rationnels. Journal de Mathématiques Pures et Appliquées, 2:191–258, 1906.
[10] M Filaseta and T-Y Lam. On the irreducibility of the generalized laguerre polynomials. Acta Arithmetica, 105(2):177–182, 2002.
[11] Michael Filaseta. A generalization of an irreducibility theorem of i. schur. In Analytic number theory, pages 371–396. Springer, 1996.
[12] Michael Filaseta, Carrie Finch, and J Russell Leidy. Tn shorey’s influence in the theory of irreducible polynomials. Diophantine Equations, Narosa Publ., New Delhi, pages 77–102, 2008.
[13] Michael Filaseta, Travis Kidd, and Ognian Trifonov. Laguerre polynomials with galois group am for each m. Journal of Number Theory, 132(4):776–805, 2012.
[14] Michael Filaseta and Ognian Trifonov. The irreducibility of the bessel polynomials. Journal fur die Reine und Angewandte Mathematik, pages 125–140, 2002.
[15] P. X. Gallagher. The large sieve and probabilistic Galois theory. In Analytic number theory (Proc. Sympos. Pure Math., Vol. XXIV, St. Louis Univ., St. Louis, Mo., 1972), pages 91–101, 1973.
[16] E Grosswald. Bessel polynomials lecture notes in mathematics, vol. 698 springer-verlag. New York, 1978.
[17] Farshid Hajir. On the galois group of generalized laguerre polynomials. Journal de théorie des nombres de Bordeaux, 17(2):517–525, 2005.
[18] Farshid Hajir. Algebraic properties of a family of generalized laguerre polynomials. Canadian Journal of Mathematics, 61(3):583–603, 2009.
[19] W. Patrick Hooper and Barak Weiss. Rel leaves of the Arnoux-Yoccoz surfaces. Selecta Math. (N.S.), 24(2):875–934, 2018. With an appendix by Lior Bary-Soroker, Mark Shusterman, and Umberto Zannier.
[20] Alexander Hulpke. Techniques for the computation of galois groups. In Algorithmic Algebra and Number Theory, pages 65–77. Springer, 1999.
[21] Camille Jordan. Sur la limite de transitivité des groupes non alternés. Bulletin de la Société mathématique de France, 1:40–71, 1873.
[22] Paulo A Martin. The galois group of $x^n - x^{n-1} - \cdots - x - 1$. Journal of Pure and Applied Algebra, 190(1–3):213–223, 2004.
[23] Karl Kenneth Norton. Numbers with small prime factors, and the least k th power non-residue, volume 106. American Mathematical Soc., 1971.
[24] Issai Schur. Einige Sätze über Primzahlen: mit Anwendungen auf Irreduzibilitätsfragen. 1929.
[25] Issai Schur. Gleichungen ohne Affekt. Verlag der Akademie der Wissenschaften, 1930.
[26] J Schur. Affectless equations in the theory of laguerreesch and hermitian polynomials. Journal for pure and applied mathematics, 165:52–58, 1931.
[27] B. L. van der Waerden. Die Seltenheit der reduziblen Gleichungen und der Gleichungen mit Affekt. Monatsh. Math. Phys., 43(1):133–147, 1936.