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Abstract: An electric mobility ecosystem, which resembles a human-centred cyber physical (HCP) system, consists of several interacting sub-systems that constantly communicate with each other. Cyber-security of such systems is an important aspect as vulnerability of one sub-system propagates to the entire system, thus putting it into risk. Risk assessment requires modelling of threats and their impacts on the system. Due to lack of available information on all possible threats of a given system, it is generally more convenient to assess the level of vulnerabilities either qualitatively or semi-quantitatively. In this paper, we adopt the common vulnerability scoring system (CVSS) methodology in order to assess semi-quantitatively the vulnerabilities of the communication in electric mobility human-centred cyber physical systems. To this end, we present the most relevant sub-systems, their roles as well as exchanged information. Furthermore, we give the considered threats and corresponding security requirements. Using the CVSS methodology, we then conduct an analysis of vulnerabilities for every pair of communicating sub-systems. Among them, we show that the sub-systems between charging station operator (CSO) and electric vehicle supply equipment (charging box) as well as CSO and electric mobility service provider are the most vulnerable in the end-to-end chain of electric mobility. These results pave the way to system designers to assess the operational security risks, and hence to take the most adequate decisions, when implementing such electric mobility HCP systems.
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1. Introduction

A cyber physical system (CPS) is a collection of sub-systems, which are interconnected with each other by means of information and communications technology (ICT). In [1], the author describes CPSs as the integration of computation and physical processes such that the embedded computers (e.g., information) and networks (e.g., communication) monitor and control those physical processes through feedback loops. In a human-centred cyber physical system (HCPS), human beings (e.g., operators) are involved in certain decision-making. Consequently, there is a mutual dependence of humans and such systems on each other: the system reacts on the human interventions and vice versa. To this end, an electric mobility ecosystem is a typical example of an HCPS, where such a system consists of generally five relevant sub-systems (e.g., actors/stakeholders) of electric vehicles (EV), electric vehicle supply equipment (EVSE), electric mobility service provider (eMSP), charging station operator (CSO) and distribution system operator (DSO) [2,3]. As it can be noticed, in addition to the cyber physical system in place, human beings (e.g., EV drivers, grid or charging station operators) are involved in such a system. This involvement necessitates a constant feedback loop which can be realised thanks to the information commutation and communication between the different sub-systems.

Cyber-security of such HCPS has received considerable attention in the recent years, due to the fact that the vulnerability of one sub-system brings the whole HCPS system...
into risk. To this end, several works in the literature targeted analysing the vulnerability of different HCPSs. For instance, it was shown in [4] that the vulnerabilities in the Ukrainian power system allowed attackers to exploit them. Furthermore, as DSO and CSO sub-systems are interconnected, then CSOs could also become the target of cyber attackers. Hence, by gaining control to the CSO’s infrastructure, it would be possible to manipulate the power station connected to the corresponding charging station. This could lead to imbalance in the power demand and supply, and hence endangers the stability of the power system, which then causes power outages. The impact would be even greater when for example smart charging solutions are in place at the charging station: cyber attackers could compel those charging stations to use more power than reserved to them, which could damage transformers and feeder lines (e.g., a sort of denial of service attacks). In [5], the authors investigated and reviewed the cyber-security attacks, counter measures, and challenges of the communication protocols used within the context of human-centred cyber physical systems (e.g., SCADA). They showed that several vulnerabilities present in SCADA systems were exploited successfully, such as the attacks carried in 2008 on the public tram system in Lodz (Poland), and in 2000 on the Maroochy Water Services (Australia).

To assess the level of risk present in such HCPSs, the underlying risk needs to be modelled. However, modelling risk is a complex and tedious process. Basically, accepted risk models involve some basic concepts such as assets, threats (e.g., damaging events putting assets in danger), impacts (e.g., the potential outcome of threats causing damage to the assets) and vulnerabilities (e.g., weaknesses of the system allowing threats to exploit assets, and causing impacts). For risk assessment, analysing the threats quantitatively is unrealistic for most systems. This is because in most cases access to important and security-relevant information is not available. As a matter of fact, assessing the vulnerabilities and the associated impact is far more simpler and realistic, since those are within the control of system operators and designers [6]. Thus, risk assessment methodologies in human-centred cyber physical systems focus on assessing these aspects (e.g., vulnerabilities and impacts), usually qualitatively (e.g., low, medium, high) or semi-quantitatively (e.g., score range between 0 and 10). Furthermore, each pair of communicating entities has its own particular threats and vulnerabilities, and the corresponding impact(s) on the system. Those need to be analysed and assessed separately, so that the end-to-end security of the whole human-centred cyber physical systems can be addressed adequately.

Given the importance and relevance of the topic, in this paper we study semi-quantitatively the vulnerabilities on the communicating entities within the context of electric mobility HCP systems. To this end, we first identify all the relevant sub-systems (e.g., actors/stakeholders) that are involved in the communication of such type of human-centred cyber physical systems. We then adopt the common vulnerability scoring system (CVSS) methodology in order to assess semi-quantitatively the vulnerabilities present between every pair of communicating sub-systems. To achieve this, we carry out an exhaustive literature review [7–18] leading us to consider assumptions and giving clear justifications on our choices. Based on those assumptions, CVSS overall vulnerability score is calculated. Our carried out analysis and assessment show that among the different communicating pair of sub-systems, the ones between CSO and EVSE as well as CSO and eMSP are the most vulnerable sub-systems. To the best of our knowledge, this is the first paper in attempting to provide an end-to-end semi-quantitative assessment of the vulnerabilities within the context of electric mobility HCP systems.

The remainder of this paper is structured as follows: In Section 2, we first describe the human-centred cyber physical system under study by giving details about the involved sub-systems, their corresponding roles, as well as the information communicated between them. We then define the attack types and the security requirements that need to be consider. In Section 4, the CVSS methodology is introduced, its three groups are detailed by specifying the different metrics for each group, and the model to compute the overall vulnerability score is given. Evaluation and assessment of vulnerabilities between each
A pair of communicating sub-systems are presented in Section 5. The paper is concluded in Section 6.

2. Preliminaries

In this section, we first describe the different actors of the electric mobility HCP system and specify their respective roles. Then based on the considered actors, we state the exchanged information and the underlying standard data models. Lastly, we define different types of attacks pertinent to the electric mobility context and specify the most relevant security requirements necessary to face against the described attack types.

2.1. System Description

In [19], the electric mobility system architecture (EMSA) model and framework were introduced. Such a framework is based on the smart grid architecture model (SGAM) [20]; however for the context of electric mobility. Thus, its four domains were selected carefully to represent the corresponding cyber physical system (see Figure 1): energy conversion (e.g., DSO), energy transfer to and from EV (e.g., CSO), electric vehicle and EV user premises (e.g., eMSP and EV users). In addition to its four domains, EMSA also consists of–like SGAM–6 zones of process, field, station, operation, enterprise and market. Process is the smallest power generating or consuming entity (e.g., EVSE, EV), whereas field is the concatenation of one or more processes (e.g., charging box providing two or more charging connectors or EVSEs). Station is the aggregation of one or more fields (e.g., a charging station consisting of several charging boxes), whereas operation, enterprise and market are the respective concatenations of lower level entities (e.g., an operation zone can present the aggregation of one or more charging stations). It is worthwhile to mention that starting from operation upwards, the realisation of each zone is done through a software implementation (e.g., charging station management system). Finally, such a model has 5 interoperability layers of business, function, information, communication and component. In business layer, all the actors together with their business goals and high level uses cases are specified. In the function layer, all the necessary functions/methods are defined for the realisation of the goals specified in the business layer. In the information layer, the necessary data models are detailed which are used by the functions specified in the function layer. Communication layer specifies the different communication protocols used for the exchange of information between different functions. The physical infrastructure with its constituent entities are detailed in the component layer.

![Figure 1. The E-Mobility Systems Architecture (EMSA) model of [19].](image-url)
2.1.1. Role of Each Actor

Figure 2 presents the relevant actors of electric mobility considered in this paper and their respective roles. Please note that the corresponding figure captures both the function and component layers of EMSA. This is because the function layer specifies all the necessary functions (e.g., payment method) needed by the corresponding HCP system. Furthermore, functions of each sub-system exchange information with each other through communication. Consequently, Figure 2 clarifies the need for the communication between different sub-systems. The following actors (e.g., sub-systems) and their corresponding roles are considered in this paper:

- **EV User**: is the one who uses the electric vehicle (EV). The owner and user should not necessarily point to the same person.
- **EV**: is the transportation mean which is powered by an electric battery system.
- **EVSE**: EV supply equipment, also known as the charging connector, is responsible for providing electricity drawn from the power system to the EV to charge its battery. The EVSE communicates with the EV to negotiate the charging parameters, manage power delivery, and to handle the payment.
- **eMSP**: electric mobility service provider grants EV Users access to a variety of EVSEs, facilitates payment services with different methods, and helps in searching for available charging stations. For this purpose, eMSP normally makes an agreement with CSOs to get the data of charging sessions of their customers. One entity could also play the role of CSO and eMSP for the same purpose.
- **CSO**: charging station operator is responsible for managing the different charging boxes (e.g., a collection of EVSEs) located at one or more charging stations. Furthermore, it is responsible for technical operations and maintenance of EVSEs (public and semi-public). Its revenue comes mainly from providing electrical energy to EVs, and it has the information for authorising EV Users for using its EVSEs.
- **CH**: clearing house, also known as roaming, enables EV Users to be able to charge their EVs at EVSEs that belong either to a different country or contracted CSO.
- **DSO**: distribution system operator, also known as the grid operator, has the main responsibility of maintaining the stability of the grid and hence the constant flow of electricity.
- **Energy Supplier**: is responsible for supplying energy to the utility companies and DSOs. In certain cases, energy supplier and DSO can be the same entity.

It is important to note that the above-mentioned sub-systems present the abstract description of the HCP system under study. As a matter of fact, in this paper whenever we analyse every pair of the communicating sub-systems (see Section 5), this is realised at this level of abstraction. More precisely, it is possible that more than one instance of the corresponding sub-system exploits the vulnerability of one or more instances of the other sub-system (e.g., relationship is m:n and not 1:1). To clarify more, in case of a vulnerability that exists at the EVSE (e.g., charging boxes), this vulnerability can be exploited by more than one electric vehicle and at different charging boxes.
2.1.2. Information Commutation

Figure 3 gives an overview of the standard data models used for the interaction between pairs of actors (e.g., sub-systems) described in Section 2.1.1. Currently, the electric mobility ecosystem is vigorously fragmented, where mostly open protocols pre-dominate the information commutation. The de-facto standards specify the relevant data formats.
In the zones of market and enterprise, protocols for clearing house-based (e.g., roaming purposes) such as open clearing house protocol (OCHP [21]) and open inter charge protocol (OICP [22]), or peer-to-peer information exchange such as the open charge point interface (OCPI v2.2 [23]) dominate. Those protocols are used to exchange information between the actors of eMSP, CH and CSO. For the exchange of information between the actors of DSO and CSO, the open smart charge protocol (OSCP [24]) stands over the others.

In the zones of operation, station, field and process, the open charge point protocol (OCPP [25]) is used for the information exchange between the charging station management system (e.g., back-end system) and the charging station controllers giving access to the EVSEs. For the cross-domain information exchange with grid management system, open automated demand-response (OpenADR [26]) is available. This data model is used for the realisation of demand-response such that the relevant information is exchanged with charging station management system and the grid infrastructure through monitoring devices (e.g., smart meters). Finally, the direct communication between the actors of EV and EVSE as well as between the charging station controller and different charging boxes (e.g., collection of EVSEs) are realised thanks to the standards ISO 15118 [27] and IEC 61851 [28].

2.2. Cyber Security

In this section, we first give the definition of the different types of cyber attacks considered in this paper, and then specify the corresponding security requirements.

2.2.1. Types of Attacks

Inspired by [5,29,30], in this paper we consider the following six different types of cyber attacks that can be executed within the context of electric mobility HCP systems:

- **Man-in-the-Middle (MiM):** includes the insertion of unauthentic information and spoofing by intervening the communication between two entities through a forged party. During the exchange of messages, the attacker might counterfeit the message and send the wrong information to the endpoint. This can decrease the availability of communicating entities and damage their reputation.

- **Impersonation:** the theft of another entity’s identity by a malicious party. To this end, this latter uses the victim’s credentials during the identification and authentication processes, so that it pretends to be the authentic entity. This can lead to various harmful effects on the system.

- **Eavesdropping:** the illegal scan of the conversation between two entities by a malicious party. This is done in order to capture sensitive information about the system (e.g., credentials). This attack can lead EV Users, CSOs, and other actors (e.g., sub-systems) of electric mobility HCP systems to financial damage depending on the significance of the captured information. For instance, the loss of personally identifiable information (PII) can create privacy issues, and chances for impersonation become significant.

- **Denial-of-Service (DoS):** too many requests on communication channels and services may delay message delivery. Furthermore, disruption can also be realised by deleting messages/actions/processes which can make the services inaccessible to authentic users. This could cause unavailability of the service for a temporary period of time, which can damage the reputation and integrity of service providers (e.g., DSO, CSO, eMSP).

- **Tampering of messages:** is the act of deliberately modifying (e.g., destroying, manipulating, or editing) information that belongs to some other entity. It could cause harmful effects to the system. For instance, the fabrication of tariff information or metering data may lead to energy theft in EV charging infrastructure.

- **Repudiation:** systems, services, or processes can deliberately or unintentionally stop executing their proper actions, such as message transmission or data storage, etc. For instance, EV Users can claim to have received less energy than stated on the billing record. Likewise, the DSO may claim to have delivered more energy to the CSO.
2.2.2. Security Requirements

The following five security requirements are considered in this paper, for the context of electric mobility HCP systems, which are inspired by [31]:

- **Confidentiality**: is the protection of information from any unauthorised disclosure. To face eavesdropping attacks, the confidentiality of sensitive information such as charging request messages, control messages for payments, etc. should be protected.

- **Authentication**: is the process of verification in order to ensure that the communicating entity is the one that it claims to be. To face impersonation attacks and to provide a fair billing with an EV roaming support, strong entity identification and mutual authentication services should be realised.

- **Authorisation**: is the process of granting authorised users legitimate access to resources (e.g., system, data, application, etc.). It is beneficial to minimise the chances of successful impersonation attacks.

- **Integrity**: ensures that the original message being sent has not been altered or changed during the transmission. To face tampering attacks, the integrity of the messages should be ensured.

- **Availability**: is the property of a system or a resource of the system being accessible and usable upon demand by authorised entities. DoS attacks impose a threat to this property. Measures (e.g., gateway filtering) must be in place to ensure that important service entities can resist DoS attacks.

It is important to note that the National Institute of Standards and Technology (NIST) has defined several security requirements for Smart Grid (see Table 3-3 in [32]). Thus, the above mentioned requirements present a subset and not an exhaustive list of security requirements.

3. Literature Review

In this section, we present the results of the carried out literature review. We classify them based on the involved pair of communicating sub-systems.

3.1. EV-EVSE

It was shown in [29] that MiM attacks are possible that can manipulate the energy provisioning path. This is realised by using its own fake charging spot implanted between EV and authorised EVSE. To this end, the attacker routes the communication between honest EV user and EVSE. This leads to partial theft of energy, whereas the authorised EV gets the fraction of its purchased energy. In [29,31], the authors demonstrated that by eavesdropping sensitive authentication and authorisation information (e.g., vehicle identification number stored in internal storage of EV) can be stolen, which can lead to impersonation attacks. In [11], the authors show that the authentication process between EV and EVSE could be eavesdropped. Thus, by inserting fake card reader devices on remote EVSE or using NFC-enabled phones and cloning the cards, it is possible to eavesdrop on the data communication (e.g., ID number) of RFID cards. Lee et al. in [16] showed that an attacker can use two ways to intrude the system by stealing either valid certificate, private key or by using expired or revoked certificates. Furthermore, they demonstrated that fraud and harm may also be committed by tampering of messages exchanged between EV and EVSE. For instance, by modifying “metering status” or “power delivery” messages, an EV user can be provided with less energy than the requested amount. The charging fee can also be fabricated by changing the parameters of “payment details” messages. Regarding DoS attacks, it was shown in [29,31] that such type of attacks could make the EVSE inaccessible by delaying or dropping some messages related to charge metering. Furthermore, the authors illustrated that repudiation (e.g., transaction falsification) could also take place either deliberately or unintentionally, where EV user can claim to have received less energy than stated on the billing record. Similarly, the utility may claim to have delivered more energy to the customers.
3.2. EVSE-CSO

The authors in [15,17] showed that the communication between EVSE and CSO is vulnerable to eavesdropping which may lead to impersonation attacks. Distortion (e.g., fake data insertion, spoofing) could lead to MiM attacks which could easily disturb communication. Furthermore, they illustrated that disruption is also possible by deleting some messages from the conversation or by replaying some selective messages in the communication. Variants of this threat can be those related to DoS. To this end, attackers could take advantage of the interception, so that other subsequent attacks can be carried out such as denial of power resources and services, energy theft and overload (e.g., variation of power levels at particular points in the system such as substations). In all of these cases, attackers inject fake OCPP transactions to cause serious local effects and/or reduce network stability.

3.3. CSO-eMSP

The authors in [18] studied the communication between those two sub-systems. They showed that dishonest CSO employees or even eavesdroppers could steal the static credentials used in protocol setup phase that can lead to MiM attacks and spoofing. Furthermore, the authors claim that it could be possible the creation of false charging plans and manipulate the smart charging processes. Due to insufficient security provided by TLS, professional hackers could get into the network and alter the data in transit between the several sub-systems that the eMSP communicates with. Finally, the authors demonstrated that DoS attacks on channels and services could delay message deliveries and make services inaccessible to legitimate users. This could cause shutting down services. For instance, a malware in a system can compromise the ability of the eMSP to create charging plans or handling sensitive data in a secure manner. The authors in [14] illustrated that the CSO is capable of reading the data transmitted between EVSE and EVs such as the contract ID of EV user and energy rates at that particular time or location. This insufficient end-to-end security can cause the security issues of private data. In case of messages tampering attacks, eMSP cannot verify that the data received from CSO is authentic as it was originally generated by EVSE.

3.4. DSO-CSO and -eMSP

In [33], the authors demonstrated that it is possible for professional hackers/other third parties to intrude the data collected by the DSO and potentially alter it. Furthermore, viruses and/or malware could potentially be a danger to the system by altering or tapping into specific parts of the power grid. Dishonest employees of the DSO or eMSP can also find ways to manipulate forecast capacity and communication.

4. Methodology to Assess Vulnerabilities

Basically, risk can be assessed either quantitatively [34] or qualitatively [35]. The former is realised when significant amount of information is available and derives assessments in the form of numerical values, whereas the latter derives assessments based on some qualitative levels (e.g., high, medium, low) which might be sometimes subjective. Each of those two approaches has its own advantages and inconveniences. Semi-quantitative approaches such as Microsoft’s Dread [36] and FISTS’s CVSS [37] are proposed in order to benefit from advantages of both quantitative and qualitative assessment approaches. Briefly, the principles and methods used in this approach are based on numerical representative in the form of bins or scales. The values and meanings of those scales are specified for particular context. Once the assessment is generated in the form of bins (e.g., 0–15, 16–35, 36–70, 71–85, 86–100) or scales (e.g., 0.1–10), those can be converted into qualitative metrics and communicated with decision-makers. Table 1 summarises the most relevant quantitative, qualitative and semi-quantitative approaches that have been proposed in the literature. Please note that the last two entries (e.g., MIL-STD-882E and ASIL) of this table deal with assessing risks for safety-critical systems. For instance ASIL models risk as the
probability of a dangerous event to happen multiplied by its impact and takes into account parameters such as exposure, severity, controllability of the dangerous event.

**Table 1.** The most relevant quantitative, qualitative and semi-quantitative approaches proposed in the literature.

| Approach                                      | Type                        | Parameters                                                                 | Reference |
|-----------------------------------------------|-----------------------------|---------------------------------------------------------------------------|-----------|
| NIST Special Publication 800-30               | Qualitative and semi-quantitative | Likelihood and impact                                                     | [35]      |
| Common Vulnerability Scoring System           | Semi-quantitative (0–10)    | Attack vector, attack complexity, privilege required, user interaction, CIA impact, exploit code maturity, remediation level, report confidence, and security requirements | [37]      |
| Microsoft’s DREAD                             | Semi-quantitative (1–10)    | Damage, reproducibility, exploitability, affected users, discoverability   | [36]      |
| OWASP Risk Rating Methodology                 | Qualitative and semi-quantitative (0–9) | Likelihood based on threat agent and vulnerability factors, impact based on technical and business factors | [38]      |
| MIL-STD-882E System Safety                   | Qualitative                 | Severity and probability                                                  | [39]      |
| Automotive Safety Integrity Level (ASIL)      | Qualitative                 | Probability, severity, controllability                                   | ISO 26262 |

In this paper, we adopt the common vulnerability scoring system (CVSS) methodology for the assessment of the vulnerabilities. As mentioned previously, this methodology provides a semi-quantitative approach for the derivation of the underlying metrics for assessment. Our choice is based on the fact that among the different methodologies, CVSS considers numerous parameters for the assessment (see Table 1). Consequently, it is suitable for the analysis of vulnerabilities of complex sub-systems and their interactions, which is the case for the electric mobility human-centred cyber physical systems. Next, we briefly describe the corresponding methodology and highlight how the different metrics are derived.

### 4.1. Common Vulnerability Scoring System

CVSS assesses the vulnerability of a system by dividing the considered metrics into three groups: base, temporal, and environmental (see Figure 4). Base group consists of metrics related to CIA (Confidentiality, Integrity and Availability) impact, access vector and complexity as well as authentication. Temporal group comprises of metrics related to exploitability, remediation level and report confidence. Finally, environmental group consists of metrics related to CIA requirement, potential of collateral damage and target distribution.

The methodology assigns to each of the above-mentioned metrics certain numerical values, which are derived based on the recommendations of the standardised information gathering (SIG questionnaire) repository [40] with the collaboration of Deloitte and Touche LLP [41]. The overall vulnerability score of each system under study is calculated with the help of mathematical models. Based on the derived scores, those can then be qualitatively categorised into low, medium, high, and critical levels, as shown in Table 2. Next, we detail the metrics of each group and then give the overall mathematical models for the assessment of the vulnerability, which are proposed by [37].
4.1.1. Base Metric Group

This group demonstrates the characteristics of vulnerabilities of a system that remain constant with respect to time and the user’s environment. It consists of the following parameters:

- **Access Vector**: represents either the fact that the vulnerability is remotely exploitable or up to what extent the attacker needs access to get into the system. For this purpose, it has three possibilities of network, adjacent and local. Network describes that vulnerability is remotely exploitable and has the highest value of 1. Adjacent is used when attacker requires physical or logical access to the network (e.g., local IP, Bluetooth) and has a value of 0.646. Local indicates that the attacker needs either local or physical access to vulnerable entities for their manipulation, and has a value of 0.395.

- **Access Complexity**: illustrates the level of complexity in carrying out attacks on a system. The more complex the attack is, the least vulnerable the system becomes. It has three possibilities of high, medium and low. High shows that the vulnerable configuration is seen very rarely in practice, and has a value of 0.35. Medium indicates that access depends on some factors such as authentication, special configuration and/or knowledge about the system, and has a value of 0.61. Low denotes that the attack can be performed easily, and has the highest value of 0.71.

- **Authentication**: shows that either the attacker needs to be authorised by the system or does not need to be, in order to successfully compromise the system. It has three possibilities of none, single and multiple. None is used when the attacker is unauthorised and does not require privilege to access system resources, and has the highest value of 0.704. Single shows that the attacker needs to be authorised at least
once and must have privilege up to non-sensitive resources, and has a value of 0.56. Multiple denotes that the attacker is authorised and has privilege up to administrative level or the attack depends on user interaction, and has a value of 0.45.

- Impact Metric: describes the level of CIA (Confidentiality, Integrity, Availability) of the system impacted by an attack. It has three possibilities of complete, partial and none. Complete illustrates that there is a complete loss of CIA, and has the highest value of 0.660. Partial is used when there is loss of CIA up to some extent, and has a value of 0.275. None indicates that there is no impact on CIA and has a value of 0.

Based on the aforementioned parameters, the score for the base group metric is calculated by considering the following mathematical model [37]:

\[
Base_{score} = (0.6\text{Impact} + 0.4\text{Exploitability} - 1.5)\times1.176 \tag{1}
\]

where Impact and Exploitability are given as:

\[
\text{Impact} = 10.41(1 - (1 - \text{Imp}_C\text{Req}_C)(1 - \text{Imp}_I\text{Req}_I)(1 - \text{Imp}_A\text{Req}_A))
\]

\[
\text{Exploitability} = 20\text{AccessVectorAccessComplexityAuthentication}
\]

where Imp\text{X} and Req\text{X} denote respectively the impact and requirement of the element X, such that X can be one of the three parameters of Confidentiality (C), Integrity (I), or Availability (A). Furthermore, authentication, access vector and complexity are modeled in Exploitability. For the worst case scenario, Impact and Exploitability can take values of 10.41 and 6.6 respectively. Consequently, replacing those values in Equation (1) results in a score of 8.7 for the base group metrics when considering the worst case scenario.

4.1.2. Temporal Metric Group

This group represents the reported information about vulnerabilities, and shows to what extent the attacks against a particular vulnerability are known. New patch releases and advancement in system security as well as attack methods make this metric varying with respect to time and user environment. It consists of the following parameters:

- Exploitability: represents the severity in exploiting the vulnerabilities of the system. To this end, it has four possibilities: high, functional exploitation, PoC code, and unproven. High indicates that attack is possible by commonly available codes, remotely deliverable viruses or by manual trigger, and has the highest value of 1. Functional exploitation shows that exploitation techniques along with code are available that can be functional in case of vulnerability, and has a value of 0.95. Proof-of-concept (PoC) code demonstrates that exploitation techniques do not work for all situations, where extensive modifications are required by a skilled attacker, and has a value of 0.9. Unproven illustrates that no exploitable code is available, and only theoretical concept of exploitability can be found, and has a value of 0.85.

- Remediation Level: measures the level of effort realised to remedy the effected components of the system by attacks. Like the previous metric, this one too has four possibilities: unavailable, workaround, temporary and official fixes. Unavailable demonstrates that there is currently no available solution, and has the highest value of 1. Workaround indicates that solutions might be available through third-parities, and has a value of 0.95. Temporary fix shows that the official vendors provide a temporary solution, and has a value of 0.9. Official fix shows that a complete solution is available by official vendors, and has a value of 0.87.

- Report Confidence: this metric measures the level of assurance on the existence of vulnerabilities by authorised vendors. This metric has three possibilities: confirmed, reasonable, and unknown. Confirmed shows that the corresponding vulnerability is acknowledged by vendors, and has the highest value of 1. Reasonable indicates that the vulnerability is confirmed by unofficial vendors such as researchers or security analysts, and has a value of 0.95. Finally, unknown demonstrates that only the impact
indicates the presence of vulnerability, where the reason of the vulnerability is not known, and has a value of 0.9.

Taking into account the above-mentioned parameters, the score for the temporal group metric is calculated by considering the following mathematical model [37]:

\[
Temporal_{score} = Base_{score} \times \text{Exploitability} \times \text{Remediation Level} \times \text{Report Confidence}
\]  
(2)

where \(Base_{score}\) is given in Equation (1) and the other three parameters are described in this section respectively. For the worst case scenario, the temporal metric group has the same score of 8.7 as that of the base metric group. Please note that the temporal score produces a score no higher than the base one, and no greater than 33% lower than the base score.

4.1.3. Environmental Metric Group

This group represents metrics that capture characteristics of a vulnerability that are associated with a user’s environment. It consists of the following parameters:

- **Collateral Damage Potential**: this parameter measures the possible loss of (1) physical assets of an organisation, and (2) life through damage caused by an attack. It has six possibilities: low, low-medium, medium-high, high, and undefined with values of 0.1, 0.3, 0.4, 0.5 and 0 respectively. In this paper, as we consider the information and communication layers of EMSA without analysing its component layer, then we consider the possibility of undefined (e.g., value of 0) for this parameter.

- **Target Distribution**: it measures the percentage of systems that could be affected by the vulnerability. This parameter has five possibilities: none, low, medium, high, and undefined with values of 0, 0.25, 0.75, 1.0, and 1.0 respectively. For the same reason as explained in the previous parameter, this one too we select the value of zero (e.g., none) to skip this metric in the equation.

- **Security Requirements**: this metric measures the effect that an organisation or individuals could have by loss of confidentiality, integrity, and availability (CIA). Thus, it consists of three sub-metrics of \(Req_C, Req_I,\) and \(Req_A\). Furthermore, each such sub-metric has four possibilities: low, medium, high and undefined with values of 0.5, 1.0, 1.51, and 1.0 respectively.

Considering the above-mentioned parameters, the score for the environmental group metric is calculated by considering the following mathematical model [37]:

\[
Environmental_{score} = (Temporal_{score} + (10 - Temporal_{score}) \times \text{Collateral Damage Potential}) \times \text{Target Distribution}
\]  
(3)

where \(Temporal_{score}\) is given in Equation (2) and the other two parameters are described in this section respectively. For the worst case scenario, the environment metric group has a score of 9.35.

5. Evaluation

In this section, we evaluate and assess the vulnerabilities using the CVSS methodology presented in Section 4. To this end, we consider the communication between every pair of actors (e.g., sub-systems) given in Section 2.1, together with the type of attacks described in Section 2.2.

5.1. EV-EVSE

The communication between EV and EVSE happens whenever an EV is willing to be supplied with electricity (e.g., to charge its battery) from the EVSE (see Figure 2). To compute the overall vulnerability score of this communication, we considered assumptions and gave justifications to them, which are explained next.

5.1.1. Base Metric Group

This communication might be vulnerable to attacks whenever the EV user’s ID, private keys, and/or certificates are compromised. This can be only realised if the attacking entity
is located locally (e.g., no remote access) at the charging station. Hence, the Access Vector is set to “local”. Since end-to-end security has already been considered by ISO 15118 standard, as well as transport layer security is implemented, then we assume Access Complexity to be “medium” (e.g., it cannot be “low”). Please note that it also cannot be considered “high” since the EV user ID is the only factor on which the complete authentication to back end system depends. We consider Authentication to be “single”, because it is possible to obtain the unique ID of the EV user through fake RFID reader devices. Regarding Impact Metrics, since the vulnerabilities in access control give user-level access, we consider confidentiality and integrity to be “partial”. Similarly, the successful attacks can cause user-level access issues in the form of denial of service, then we assume also availability to be “partial”.

5.1.2. Temporal Metric Group

We assume Exploitability to be “functional exploitation”, since exploit code is available. This is because, it can be implemented in most of the situations where the vulnerability exists (e.g., ATM skimming). Although the encryption-based RFID cards are used in banking systems; however their use is not considered in the scope of ISO 15118 yet. Since official vendors do not report the vulnerabilities or attacks related to authentication, the solutions are explained by non-official sources such as research organisations or security companies. Consequently, we consider Report Confidence and the Remediation Level to be “reasonable” and “workaround” respectively.

5.1.3. Environmental Metric Group

Since the disclosure of identification data or charging related messages can have limited adverse effects on individuals in the form of energy theft, we consider that the Security Requirements’ confidentiality to be “low”. Furthermore, the tampering of messages can cause serious damage to the system. Hence, we assume integrity to be “medium”. For instance, by modifying ‘metering status’ messages or ‘power delivery’ messages, an EV user can be provided with less energy than the requested amount. Charging fees can also be fabricated by changing the parameters of ‘payment details’ messages. Unavailability of EVSEs can be problematic, on one hand to the EV users, and on the other hand to EVSE vendor’s reputation. Thus, we suppose the availability to be “medium”.

5.1.4. Overall Score

Based on the above-mentioned justifications on the different considered metrics, we calculated the overall score for the vulnerability between EV and EVSE. The obtained results is shown in Table 3, indicating a low overall vulnerability score of 3.0.

5.2. EVSE-CSO

The communication between EVSE and CSO happens whenever a charging or management related information are required (e.g., new charging process starts, payment, maintenance). As it can be seen in Figure 3, this communication is realised through the OCPP protocol. To compute its overall score, we identified three different vulnerabilities related to the OCPP protocol: transport layer security, local authentication, system maintenance methods. Furthermore, for each of these three types of vulnerabilities, we considered assumptions and gave justifications to them, so that the overall score is computed.
Table 3. Summary of the vulnerability analysis for the EV-EVSE sub-systems communication. The parameter values indicate our choice to the different metrics of the CVSS methodology.

| Base Metrics                  | Parameter Values |
|-------------------------------|------------------|
| Access Vector                 | local            |
| Access Complexity             | medium           |
| Authentication                | single           |
| Confidentiality Impact        | partial          |
| Integrity Impact              | partial          |
| Availability Impact           | partial          |

| Temporal Metrics              | Parameter Values |
|-------------------------------|------------------|
| Exploitability                | functional exploitation |
| Remediation Level             | workaround        |
| Report Confidence             | reasonable       |

| Environmental Metrics         | Parameter Values |
|-------------------------------|------------------|
| Confidentiality Requirement   | low              |
| Integrity Requirement         | medium           |
| Availability Requirement      | medium           |

| Overall vulnerability score   | 3.0              |

5.2.1. Base Metric Group

Vulnerability V1: Transport Layer Security

OCPP is implemented based on web-based services using the HTTP and FTP protocols over older versions of TLS, which are vulnerable to attacks. In this paper, we assume that the implementation of OCPP is updated with all the latest patches installed. Despite those assumptions, any vulnerability due to required TLS configurations could be remotely exploitable. Thus, we assume that Access Vector has a value of “network”. Furthermore, we consider that Access Complexity is “medium”. This is because the number of attacks are possible even for TLS v1.3 [42]. The Authentication metric is “none” because exploiting any TLS or OpenSSL-related vulnerability, the attacker does not need user interaction to launch a successful attack such as by JavaScript or Applet injection, etc. Regarding Impact Metrics, we assume the confidentiality to be “partial”. This is because in TLS-related attacks, ‘data in transit’ can only be on the risk of disclosure; however, saved data remain secure. We consider that integrity and availability have a value of “complete” because entire modification of information would be possible by exploiting this vulnerability, leading to total unavailability of the EVSE and CSO.

Vulnerability V2: Local Authentication

For this type of vulnerability, we consider Access Vector to be “network” since, according to the OCPP protocol, CSO sends the updated local authentication list (LAL) to EVSEs and removes its cached memory to allow EVSEs to authenticate users in offline mode. Attackers can exploit this feature remotely by enforcing EVSEs to remain offline through any DoS attack. Furthermore, we assume Access Complexity to be “low”. Since user interaction is not required in this type of attacks, then we give Authentication a value of “none”. Regarding Impact Metrics, we assume confidentiality and integrity to be both “none”, whereas we consider that availability to have a value of “complete”.

Vulnerability V3: System Maintenance Methods

According to the OCPP protocol, the CSO is required to send a request to EVSE in order to download the firmware updates or to upload the diagnostic files. This feature can be exploited by forcing the EVSE to accept the request with a fake URL to download the firmware updates from malicious hosts. By changing the parameters of this request, an attacker can upload its diagnostic files to that particular EVSE. This vulnerability can
be exploited through the communication channels since most of the messages of OCPP are transferred by web-services using the HTTP and FTP protocols over SSL. Hence, we consider Access Vector to be “network”. Furthermore, we assume Access Complexity to be “medium”. This is because exploiting this vulnerability requires modification of commands. As the attack depends on the acceptance of fake requests from the target system, thus we give Authentication a value of “multiple”. Finally, regarding Impact Metrics, we assume the integrity, availability and confidentiality to be “partial”. This is because to inject fake commands with modified parameters into the system, disclosure of a few commands could be required to get the actual format. By exploiting this vulnerability, some of system’s functions instead of the whole can be comprised. Moreover, this exploit can reduce the system performance because of some injected viruses or malware bugs.

5.2.2. Temporal Metric Group
Vulnerability V1: Transport Layer Security

For this type of vulnerability, we consider Exploitability to be “functional exploitation”. This is because various types of attacks are published related to TLS versions. Since the official vendors recommend using TLS v1.1 and above, then we assume Remediation to be “official fix”. Regarding the Report Confidence metric, we give it a value of “confirmed”. This is because vendors acknowledged such type of vulnerability. Consequently, improved versions were introduced (e.g., TLS v1.1, v1.2, v1.3).

Vulnerability V2: Local Authentication

We consider Exploitability to be “PoC code” because exploitation techniques do not work for all situations, such that extensive modifications are required by skilled attackers. Non-official vendors explain this type of OCPP vulnerability and different solutions are also provided by them. Thus, we assume Remediation Level to be “workaround”. As sufficient details are published about this vulnerability and possible attacks on OCPP-based communication, we give Report Confidence a value of “reasonable”.

Vulnerability V3: System Maintenance Methods

We assume that Exploitability has a value of “PoC code”, because the exploitation technique does not work for all situations, where extensive modifications are required by skilled attackers. Since the aforementioned vulnerability of OCPP is explained by non-official vendors and solutions are also provided by them, then we consider Remediation Level to be “workaround”. Finally, we give Report Confidence a value of “reasonable”, as sufficient details are published about the vulnerabilities and possible attacks on OCPP-based communication.

5.2.3. Environmental Metric Group
Vulnerability V1: Transport Layer Security

Since the disclosure of identification-related information or charging-related messages can have limited adverse effects on individuals in the form of energy theft, then we consider confidentiality of the Security Requirements metric to be “medium”. The tampering of messages can cause a considerable damage to the system. For this purpose, we assume that integrity has a value of “high”. For instance, by amendment of messages, attackers might intercept and perform many successive attacks such as a denial of power resources and services, energy theft, and overload the system. In such situations, attackers can inject fake OCPP transactions to cause serious local effects or reduce the system’s stability. Unavailability of EVSE and/or CSO can be problematic at the user- and system-level. This is because denial of service attacks can make CSO unable to respond to EVSE, eMSP, DSO, and CH. Thus, we consider the availability to be “medium”.
Vulnerability V\textsubscript{2}: Local Authentication

Loss of availability of EVSEs can have limited adverse effects on the individual level or to the reputation of the company. Thus, we consider availability of the Security Requirements metric to be “low”. No modification or disclosure of other system information can happen because of this particular vulnerability. Consequently, we assume the integrity and confidentiality requirements to be “undefined”.

Vulnerability V\textsubscript{3}: System Maintenance Methods

Exploitation of this vulnerability can have limited adverse effects on individuals or organizations. Thus, we assume integrity, availability and confidentiality of the Security Requirements metric to be “low”.

5.2.4. Overall Score

Based on the above-mentioned justifications on the different considered metrics, we calculated the overall score for the three vulnerabilities V\textsubscript{1}, V\textsubscript{2} and V\textsubscript{3} separately for the communication between EVSE and CSO. The obtained results are given in Table 4, indicating an overall vulnerability score of 7.7 (high), 4.4 (medium) and 3.9 (low) for V\textsubscript{1}, V\textsubscript{2} and V\textsubscript{3} respectively.

| Parameter Values for V\textsubscript{1} | Parameter Values for V\textsubscript{2} | Parameter Values for V\textsubscript{3} |
|----------------------------------------|----------------------------------------|----------------------------------------|
| Access Vector                          | network                                | network                                |
| Access Complexity                      | medium                                 | low                                    |
| Authentication                         | none                                   | multiple                               |
| Confidentiality Impact                 | partial                                | partial                                |
| Integrity Impact                       | complete                               | partial                                |
| Availability Impact                    | complete                               | partial                                |
| Exploitability                         | functional exploitation                | PoC code                               |
| Remediation Level                      | official fix                           | workaround                             |
| Report Confidence                      | confirmed                              | reasonable                             |
| Confidentiality Requirement            | medium                                 | undefined                              |
| Integrity Requirement                  | high                                   | undefined                              |
| Availability Requirement               | medium                                 | low                                    |

5.3. CSO-eMSP

CSO and eMSP communicate and exchange messages with each other for the sake of facilitating and providing numerous services to the EV users. It can be noticed from Figure 3 that the corresponding communication is realised through the OCPI protocol. To compute its overall vulnerability score, we identified three different vulnerabilities related to the OCPI protocol: static credentials for authentication, transport layer security, and application layer security. Furthermore, for each of these three types of vulnerabilities, we assumed certain facts with justifications, so that the overall score is computed.
5.3.1. Base Metric Group
Vulnerability V1: Static Credentials for Authentication

Stated by the OCPI protocol, the exchange of static tokens in the initial setup phase of the protocol is outside its scope. This can be realised for instance by email exchanges. However, many attacks could remotely exploit this vulnerability. As a matter of fact, we assign Access Vector a value of “network”. Moreover, we assume Access Complexity to be “low”. This is because security of static credentials depends on TLS or any email service. We consider Authentication to be “none”, since if the attacker successfully gets the static credential, he/she could act as a legitimate entity, and the system will be completely disclosed to him/her. Regarding Impact Metrics, we give availability a value of “none”, because according to the types of attacks considered in this paper, if the attacker enters into the system either as CSO or eMSP, he/she will not disconnect the connection between CSO and eMSP. Instead, he/she would rather go for other advantages of authorisation such as energy theft. For integrity and confidentiality, we consider to have both a value of “complete”.

Vulnerability V2: Transport Layer Security

OCPI protocol relies on transport layer security and it refers to TLS as SSL, which is an older version and is vulnerable to attacks. Therefore, the communication between CSO and eMSP could be remotely exploited. Consequently, we assume Access Vector to be “network”. In this paper, we consider that the implementation is realised using the latest versions of TLS (e.g., version 1.2 or 1.3). Furthermore, OCPI considers the use of TLS as an option and does not describe the security features of the communication in detail, such as which cipher suits or certificates should be used. Hence, we give Access Complexity a value of “medium”. In case of insufficient transport layer configurations, an attacker would not be required to be authenticated to exploit the vulnerability. This is because various attacks can bypass the authentication mechanisms. As a matter of fact, we assume Authentication to be “none”. Concerning Impact Metrics, we give confidentiality a value of “complete”, since CSO acts as a mediator for the delivery of information from EVSE to eMSP. Furthermore, CSO remains capable of reading or modifying the exchanged information, such that eMSP has no means of verifying that the data received from CSO is the same as the one generated by EVSE. We assume that integrity is “partial”, because the attacker can have limited control over modifications or compromised components. Finally, we consider availability to be “partial”. This is because, the denial of service attacks can reduce the system performance, such that the resources of the impacted component might get delayed but not fully unavailable.

Vulnerability V3: Application Layer Security

Due to the lack of inherent end-to-end security at the application layer, this vulnerability can be remotely exploited. Thus, we consider Access Vector to be “network”. Also, Access Complexity is “low”, whenever any legitimate entity acts as an attacker. Furthermore, we give Authentication a value of “none”. This vulnerability is a sort of uncertainty of a system to verify whether the received information is correct or not. Therefore, we assign to the Impact Metrics’ confidentiality and availability a value of “undefined”. However, since modified information can be sent and received by victim eMSP or CSO, then integrity has a value of “partial”.

5.3.2. Temporal Metric Group
Vulnerability V1: Static Credentials for Authentication

We assume Exploitability to be “functional exploitation”, as numerous exploitation techniques exist. Because this vulnerability type of OCPI can cause issues, which can be temporarily fixed by official vendors, then we assign Remediation Level a value of “temporary fix”. Moreover, as sufficient details are published about the vulnerabilities and possible attacks on OCPI-based communications, we consider Report Confidence to be “reasonable”.
Vulnerability V2: Transport Layer Security

For this type of vulnerability, we consider *Exploitability* to be “PoC code”, because exploitation techniques do not work for all situations such that extensive modifications are required by skilled attackers. For the same reasons as the ones of the vulnerability of V1, we give *Remediation Level* and *Report Confidence* a value of “temporary fix” and “reasonable” respectively.

Vulnerability V3: Application Layer Security

We give *Exploitability* a value of “PoC code”, since exploitation techniques do not work for all situations, such that extensive modifications are required by skilled attackers. As protocols for the communication between CSO and eMSP do not consider end-to-end security as a priority, then we consider *Remediation Level* to be “workaround”. Because sufficient information are published about this vulnerability and possible attacks on OCPI-based communication, then we give *Report Confidence* a value of “reasonable”.

5.3.3. Environmental Metric Group

Vulnerability V1: Static Credentials for Authentication

When an attacker intrudes inside the system, the disclosure of customer’s identification information and charging-related messages can have limited adverse effects on the system or on individuals in the form of energy theft or privacy issues. For this reason, we consider confidentiality of the *Security Requirements* metric to be “low”. Since tampering of messages can create a problem for the system to maintain the correctness of its records, then integrity is “medium”. As the loss of availability of communication between CSO and eMSP cannot happen in this vulnerability, therefore we assign availability a value of “undefined”.

Vulnerability V2: Transport Layer Security

Due to the same reasons as the ones for the vulnerability V1, we assume confidentiality and integrity of the *Security Requirements* metric to be “low” and “medium” respectively. As the loss of availability could have limited adverse effects on the system, we set availability to be “low”.

Vulnerability V3: Application Layer Security

Since modification of business-related information could have a limited effect on the overall system, then we assume confidentiality and availability to be “undefined”, and integrity to be “low”.

5.3.4. Overall Score

Based on the above-mentioned justifications on the different considered metrics, we calculated the overall score for the three vulnerabilities V1, V2 and V3 separately for the communication between CSO and eMSP. The obtained results are shown in Table 5, indicating an overall vulnerability score of 7 (high), 6.2 (medium) and 3.0 (low) for V1, V2 and V3 respectively.

5.4. DSO-CSO and -eMSP

The communication between DSO and CSO as well as eMSP takes place in order to realise demand-side integration through the advanced metering infrastructure (AMI). It can be observed from Figure 3 that the corresponding communication is achieved through the OpenADR and OSCP protocols. To compute its overall vulnerability score, we identified two different vulnerabilities related to those protocols: lack of key management system, and vulnerabilities in AMI. Furthermore, for each of these two type of vulnerabilities, we considered assumptions and gave justifications to them, so that the overall score is computed.
Table 5. Summary of the vulnerability analysis for the CSO-eMSP sub-systems communication. The parameter values indicate our choice to the different metrics of the CVSS methodology. Three different types of vulnerabilities \( V_1, V_2, \) and \( V_3 \) are identified for this communication.

| Base Metrics                | Parameter Values for \( V_1 \) | Parameter Values for \( V_2 \) | Parameter Values for \( V_3 \) |
|-----------------------------|---------------------------------|---------------------------------|---------------------------------|
| Access Vector               | network                         | network                         | network                         |
| Access Complexity           | low                             | medium                          | low                             |
| Authentication              | none                            | none                            | none                            |
| Confidentiality Impact      | complete                        | complete                        | undefined                       |
| Integrity Impact            | complete                        | partial                         | partial                         |
| Availability Impact         | none                            | partial                         | undefined                       |

| Temporal Metrics            | Parameter Values for \( V_1 \) | Parameter Values for \( V_2 \) | Parameter Values for \( V_3 \) |
|-----------------------------|---------------------------------|---------------------------------|---------------------------------|
| Exploitability              | functional exploitation         | PoC code                        | PoC code                        |
| Remediation Level           | temporary fix                   | temporary fix                   | workaround                      |
| Report Confidence           | reasonable                      | reasonable                      | reason able                     |

| Environmental Metrics       | Parameter Values for \( V_1 \) | Parameter Values for \( V_2 \) | Parameter Values for \( V_3 \) |
|-----------------------------|---------------------------------|---------------------------------|---------------------------------|
| Confidentiality Requirement| low                             | low                             | undefined                       |
| Integrity Requirement       | medium                          | medium                          | low                             |
| Availability Requirement    | undefined                       | undefined                       | undefined                       |

| Overall vulnerability score | 7                               | 6.2                             | 3.0                             |

5.4.1. Base Metric Group

Vulnerability \( V_1 \): Lack of Key Management System

Since this vulnerability can be remotely exploitable, we assume that \( Access \ Vector \) has a value of “network”. Furthermore, we consider \( Access \ Complexity \) to be “low” as a legitimate entity can act as an attacker. We give \( Authentication \) a value of “none” because such an action is not required by attackers. Consequently, the attackers can have full access to the device, which can violate confidentiality and integrity requirements of user-related data. Hence, we assign to both of those metrics a value of “partial”, and to availability a value of “undefined”.

Vulnerability \( V_2 \): Vulnerabilities in AMI

The advance metering infrastructure (AMI) enables the automated collection of metering data from smart meters. Furthermore, it facilitates the realisation of demand-side management through the OpenADR protocol [43]. Therefore, any hardware design flaw or weak encryption modules in smart meters can directly affect the data collection required for billing. Moreover, smart meters do not have high computational capabilities to process powerful encryption algorithms, making them vulnerable to hacking and data leakage. Hence, we assume that \( Access \ Vector \) has a value of “network”, because attackers can exploit the smart meters through any DoS attack such as collision in the channel, flooding or jamming, etc. Furthermore, we give \( Access \ Complexity \) a value of “low”, since exploiting this vulnerability does not require any user interaction. Finally, as the user’s data can be disclosed and tampering of meter readings is also possible up to certain extent, then we give the \( Impact \ Metrics \)’ confidentiality and integrity a value of “partial”. We assume availability to have a value of “low”, since attackers can also make any particular meter unavailable.

5.4.2. Temporal Metric Group

Vulnerability \( V_1 \): Lack of Key Management System

We assign \( Exploitability \) a value of “PoC code” because exploitation techniques do not work for all situations. Extensive modifications are required by a skilled attacker
due to high-level security provided by the OpenADR protocol. Furthermore, we assign Remediation Level a value of “temporary fix” whenever the system uses mechanisms to identify false requests. Finally, we assume that Report Confidence has a value of “unknown”.

Vulnerability $V_2$: Vulnerabilities in AMI

We consider Exploitability to be “PoC code” because the exploitation techniques do not work for all situations: A skilled attacker requires extensive modifications due to the high level of security provided by OpenADR. The aforementioned vulnerability of OpenADR is explained by non-official vendors. However, unavailability of any meter or unexpected meter readings can easily be identified by the system. Consequently, we assume Remediation Level to be “temporary fix” by official vendors. As sufficient information are published about these vulnerabilities of smart meters and possible attacks on OpenADR-based communication, we assign Report Confidence a value of “reasonable”.

5.4.3. Environmental Metric Group

Vulnerability $V_1$: Lack of Key Management System

Disclosure and modification of data on one or few links in a network could have only a limited effect on the overall system. As a matter of fact, we assign Security Requirements metric’s confidentiality and integrity a value of “low”, and availability a value of “undefined”.

Vulnerability $V_2$: Vulnerabilities in AMI

The loss of smart meter’s availability can have limited adverse effects on the individual level or the reputation of the company. Thus, we assign availability requirement a value of “low”. On the other hand, since the modification or disclosure of consumer’s information can make even adverse effects on the grid or demand-response systems, then we assume that integrity and confidentiality have a value of “medium”.

5.4.4. Overall Score

Based on the above-mentioned justifications on the different considered metrics, we calculated the overall score for the two vulnerabilities $V_1$ and $V_2$ separately for the communication between DSO with CSO and eMSP. The obtained results are shown in Table 6, indicating an overall vulnerability score of 3.9 (low), and 4.9 (medium) for $V_1$ and $V_2$ respectively.

5.5. Summary of the Results

In this section, we present the obtained results in a nutshell by taking into account the following two scenarios:

- **Scenario 1:** In case more than one vulnerability exist within the communication of a given sub-system (e.g., 3 vulnerabilities for CSO-eMSP), we consider the worst score of the vulnerabilities as the one for the whole sub-system.
- **Scenario 2:** In case more than one vulnerability exist within the communication of a given sub-system (e.g., 3 vulnerabilities for CSO-eMSP), we consider the average score of those vulnerabilities as the one for the whole sub-system.

Figure 5 summarises the results of the carried out vulnerability analysis of each pair of communicating sub-systems, by considering the above-mentioned two scenarios. It can be noticed that for the considered both scenarios, the communicating pairs of EVSE-CSO and CSO-eMSP sub-systems are the most vulnerable than the remaining ones. More precisely, by considering Scenario 1, both of the sub-systems EVSE-CSO and CSO-eMSP have high vulnerabilities, DSO-CSO and DSO-eMSP have medium vulnerabilities, whereas the sub-system EV-EVSE has the lowest vulnerabilities. This is also the case, when considering Scenario 2, where DSO-CSO has the lowest vulnerabilities, whereas the other sub-systems have medium vulnerabilities.
Table 6. Summary of the vulnerability analysis for the DSO-CSO and DSO-eMSP sub-systems communication. The parameter values indicate our choice to the different metrics of the CVSS methodology. Two different types of vulnerabilities $V_1$ and $V_2$ are identified for this communication.

| Base Metrics            | Parameter Values for $V_1$       | Parameter Values for $V_2$       |
|-------------------------|----------------------------------|----------------------------------|
| Access Vector           | network                          | network                          |
| Access Complexity       | low                              | low                              |
| Authentication          | none                             | none                             |
| Confidentiality Impact  | partial                          | partial                          |
| Integrity Impact        | partial                          | partial                          |
| Availability Impact     | undefined                        | low                              |

| Temporal Metrics        | Parameter Values for $V_1$       | Parameter Values for $V_2$       |
|-------------------------|----------------------------------|----------------------------------|
| Exploitability          | PoC code                         | PoC code                         |
| Remediation Level       | temporary fix                    | temporary fix                    |
| Report Confidence       | unknown                          | reasonable                       |

| Environmental Metrics    | Parameter Values for $V_1$       | Parameter Values for $V_2$       |
|--------------------------|----------------------------------|----------------------------------|
| Confidentiality Requirement | low                           | medium                           |
| Integrity Requirement    | low                              | medium                           |
| Availability Requirement | undefined                       | low                              |

| Overall vulnerability score | 3.9 | 4.9 |

Figure 5. Summary of the vulnerability scores of the different sub-systems by considering two different scenarios. In case more than one vulnerability exist for each communicating sub-system, Scenario 1 and Scenario 2 consider the worst and average values to compute the overall vulnerability score.
6. Conclusions

Cyber-security of human-centred cyber physical systems has lately received considerable attention. This is because such systems consist of several sub-systems which are interconnected with each other through information and communications technology, whereas the vulnerability of one sub-system threatens the whole system. Risk assessment of such complex systems is particularly difficult due to the needed modelling requirements. Usually, it is not possible to quantitatively assess the level of threats as in practice there is a lack of available data. Consequently, the cyber-security risks of real-world systems are assessed by analysing the vulnerabilities of the system under study either qualitatively (e.g., low, medium, high) or semi-quantitatively (e.g., bucket or scoring system).

In this paper, we considered a human-centred cyber physical system for the context of electric mobility. For this purpose, we studied the vulnerabilities of the end-to-end communicating sub-systems. We adopted the common vulnerability scoring system (CVSS) methodology in order to semi-quantitatively assess the vulnerabilities between every pair of communicating sub-systems. To achieve this, we carried out an exhaustive literature review [7–18], which later helped us in considering well-justified assumptions. Using those assumptions, we assigned values to the different parameters of the three metric groups of the CVSS. Based on those parameters and their corresponding values, we calculated the overall vulnerability score for each pair of communicating sub-systems of (1) EV-EVSE, (2) EVSE-CSO, (3) CSO-eMSP, and (4) DSO-CSO as well as DSO-eMSP. In most of the above-mentioned communicating sub-systems, there exist more than one vulnerability. As a matter of fact, we derived the score for each of the vulnerabilities, and then considered two different scenarios. Scenario 1 always considers the worst vulnerability score, whereas Scenario 2 takes the average to compute the overall score. We showed that among the five different communicating sub-systems, the ones of CSO-eMSP and CSO-EVSE have high vulnerability scores for both scenarios. Consequently, we conjecture that those two sub-systems are the weakest part of the end-to-end communicating chain of electric mobility human-centred cyber physical systems.
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Abbreviations

The following abbreviations are used in this manuscript.

| Abbreviation | Definition |
|--------------|------------|
| AMI          | advanced metering infrastructure |
| CIA          | confidentiality, integrity and availability |
| CS           | charging station |
| CSO          | charging station operator |
| CPS          | cyber physical system |
| CVSS         | common vulnerability scoring system |
| DoS          | denial-of-service |
| DSO          | distribution system operator |
| EMSA         | e-mobility system architecture |
| eMSP         | e-mobility service provider |
| EV           | electric vehicle |
| EVSE         | electric vehicle supply equipment |
| HCPS         | human-centred CPS |
ICT  information and communications technology
MiM  man-in-the-middle
OCN  open charging network
OCPI  open charge point interface
OCPP  open charge point protocol
OICP  open inter charge protocol
OpenADR  open automated demand response
OSCP  open smart charging protocol
SCADA  supervisory control and data acquisition
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