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Abstract

Multi-modal multi-objective optimization problems (MMMOPs) have multiple solution vectors mapping to the same objective vector. For MMMOPs, it is important to discover equivalent solutions associated with each point in the Pareto-Front for allowing end-users to make informed decisions. Prevalent multi-objective evolutionary algorithms are incapable of searching for multiple solution subsets, whereas, algorithms designed for MMMOPs demonstrate degraded performance in the objective space. This motivates the design of better algorithms for addressing MMMOPs. The present work highlights the disadvantage of using crowding distance in the decision space when solving MMMOPs. Subsequently, an evolutionary framework, called graph Laplacian based Optimization using Reference vector assisted Decomposition (LORD), is proposed, which is the first algorithm to use decomposition in both objective and decision space for dealing with MMMOPs. Its filtering step is further extended to present LORD-II algorithm, which demonstrates its dynamics on multi-modal many-objective problems. The efficacy of the frameworks are established by comparing their performance on 34 test instances (obtained from the CEC 2019 multi-modal multi-objective test suite) with the state-of-the-art algorithms for MMMOPs and other multi- and many-objective evolutionary algorithms. The manuscript is concluded mentioning the limitations of the proposed frameworks and future directions to design still better algorithms for MMMOPs.
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1 Introduction

Multi-objective optimization deals with problems having two or more conflicting objectives (optimization criteria) [1, 2]. The mathematical formulation of a box-constrained multi-objective minimization problem (1) presents the mapping from a $N$-dimensional vector ($X$) in the decision space ($D$) to a $M$-dimensional vector ($F(X)$) in the objective space [1,2].

$$\text{Minimize } F(X) = [f_1(X), f_2(X), \cdots, f_M(X)]$$

where, $X \in D \subseteq \mathbb{R}^N$, $F(X) : D \rightarrow \mathbb{R}^M$

and $D : x_j^L \leq x_j \leq x_j^U, \forall j = 1, 2, \cdots, N$ (1)

Pareto-dominance relation is used for comparison of two vectors i.e., $X$ Pareto-dominates $Y$, as defined below.

$$\forall i \in \{1, 2, \cdots, M\}, \text{ and } \exists j \in \{1, 2, \cdots, M\}, \quad X \prec Y \iff (f_i(X) \leq f_i(Y) \land f_j(X) < f_j(Y))$$

(2)

A Pareto-optimal solution $X^* \in D$ is attained, if $\not\exists X \in D$ that dominates $X^*$. A set of all such Pareto-optimal solutions form the Pareto-optimal Set (PS) and their images in the objective space yields the Pareto-front (PF) [1,2].

The notion of Multi-Modal Multi-Objective Problem (MMMOP) [3] arises when a set of $k_{PS} \geq 2$ distinct decision vectors ($A_M = \{X_1, X_2, \cdots, X_{k_{PS}}\}$) maps to almost same objective vectors i.e., $\forall (X_i, X_j) \in A_M \times A_M, \|F(X_i) - F(X_j)\| < \epsilon$ (a small number) as illustrated in Fig. 1 for a benchmark test problem (MMF4 [4]). Thus, the PS can consist of multiple subsets of non-dominated solutions, where each subset can independently generate the entire PF.

The motivation to study MMMOPs arises due to those decision maker’s preferences which cannot be mathematically formulated and introduced in the MMMOPs. Thus, providing a diverse set of nearly equivalent solutions help the users to make an informed decision. Another advantage of studying MMMOPs is if the practical implementation of a solution is hindered, an equivalent alternative is readily available. Some practical MMMOPs are seen in rocket engine design [5], feature selection problem [6] and path-planning problem [7].

To optimize such MMMOPs, an Evolutionary Algorithm (EA) faces the following challenges:

1. Maintaining diversity in the decision space i.e., representing and maintaining diversity within each of the multiple solution subsets which independently maps to a diverse approximation of the PF.
Figure 1: Four solution vectors ($X_1, X_2, X_3$ and $X_4$) mapping to almost same objective vectors ($F(X_1), F(X_2), F(X_3)$ and $F(X_4)$) for a benchmark test problem (MMF4 [4]).

2. Necessity of a large population to efficiently represent an MMMOP. For example, if $k_{PF}$ points (e.g., 100) represent a 2-objective PF and $k_{PS}$ decision vectors (e.g., 4 for MMF4 problem [4, 8]) map to each point of the PF, then the final population size required is $k_{PF} \times k_{PS}$ (e.g., $100 \times 4 = 400$).

Such MMMOPs cannot be tackled by any of the existing Multi-Objective Evolutionary Algorithms (MOEAs) [1, 2]: Pareto-dominance based EAs (such as NSGA-II [9] and $\theta$-DEA [10]), indicator-based EAs (such as HypE [11] and GDE-MOEA [12]) and decomposition-based EAs (such as MOEA/D [13], NSGA-III [14] and MOEA/DD [15]), as these MOEAs focus on the objective space to regulate the population. For decomposition-based EAs, Das and Dennis’s approach [16] is used which involves a two-layered recursive procedure to define reference vectors from the origin to a set of uniformly distributed points on a unit hyperplane in the objective space. These reference vectors partition the objective space into multiple sub-spaces and thereby, reduces the problem complexity by restricting one or more steps of the EA within these subspaces [17]. As these algorithms do not suffer from the dominance resistance phenomenon of Pareto-dominance based EAs [1, 2] as well as the huge computational cost of hypervolume-like indicator evaluation [11], decomposition based EAs are extensively used for $M$-objective problems.

One of the earliest seminal work on assessment and manipulation of solution
distribution in the decision space\(^1\) was that of the Omni-optimizer \([18]\). It introduced the concept of considering diversity in the decision space during the propagation of good candidates. As an indicator of such diversity, it proposed the use of crowding distance in decision space which played a crucial role in the non-dominated sorting strategy. In the direction of incorporating diversity of solutions in both decision as well as objective space, the work in \([19]\) uses neighborhood count and Lebesgue contribution, respectively. However, its evaluation involves large computational cost. Another work \([20]\) which also considered crowding distance in decision space involved a probabilistic model for simultaneously estimating the PSs and the PF. However, it was designed for a special class of problems \([20]\) and has poor performance for problems whose PS is a linear manifold.

Extensive research on EAs for MMMOPs (MMMOEAs) started with decision-niched NSGA-II (DN-NSGA-II) \([21]\) replacing the crowding distance in the objective space with the crowding distance in the decision space in the NSGA-II framework for addressing MMMOPs. Thus, the diversity of solutions in the objective space receives a significant setback. Another study combines NSGA-II with Weighted Sum Crowding Distance and Neighborhood Based Mutation (NSGA-II-WSCD-NBM) \([22]\) for addressing MMMOPs. Unlike these preliminary studies, \(\text{MO} \_\text{Ring} \_\text{PSO} \_\text{SCD}\) \([23]\) was the first to demonstrate its performance on several MMMOPs. It establishes that both diversity preservation and niching methods (like ring topology) play vital roles for MMMOPs. Zoning search (ZS) \([24]\) was later introduced in \(\text{MO} \_\text{Ring} \_\text{PSO} \_\text{SCD}\) to enhance its diversity in the decision space. However, as number of zones increases exponentially with the dimension of the decision space, ZS is computationally expensive. After this, MOEA/D with addition and deletion operators (MOEA/D-AD) \([25]\) was proposed which introduced the notion of almost same Pareto-optimal solutions, following which Multi-Modal Multi-objective Evolutionary Algorithm with Two Archive and Recombination (TriMOEA_TA&R) strategy \([26]\) was proposed for MMMOPs. Although TriMOEA_TA&R is beneficial only for those MMMOPs where a subspace can be extracted from the convergence-related decision variables \([26]\), it proposed the notion of differential treatment for diversity in decision and in objective space. More specifically, it represented diversity in decision space by neighborhood count. Two recent studies: Differential Evolution based algorithm for MMMOPs (DE-TriM) \([8]\) and Multi-Modal Neighborhood sensitive Archived Evolutionary Multi-Objective optimizer (MM-NAEMO) \([27]\), use reference vector assisted decomposition of objective space and adaptive reproduction strategies for improving diversity in objective space. The former \([8]\) has a performance similar to \(\text{MO} \_\text{Ring} \_\text{PSO} \_\text{SCD}\) in the decision space but enhanced performance in the objective space whereas the latter \([27]\) has inferior performance in the objective space as compared to other MOEAs. Earlier in 2019, a

---

\(^1\)In this article, decision space, variable space and solution space are considered as synonymous.
Niching Indicator based Multi-Modal Many-Objective optimizer (NIMMO) [28] was proposed which is the first algorithm to demonstrate its performance on a few Multi-Modal Many-Objective Problems (MMMaOPs). However, these MMMaOPs have only 2-dimensional decision space. Overall, most of these algorithms [21, 23, 24, 27] perform poorly in objective space and have been tested only on non-scalable problems which motivate further design of better algorithms to address MMMOPs and MMMaOPs with high number of variables (N) and objectives (M).

The framework proposed in this article is called graph Laplacian based Optimization using Reference vector assisted Decomposition (LORD) and is used for MMMOPs. It is further extended to LORD-II for MMMaOPs. This paper identifies the drawback of using crowding distance in decision space and to reduce its adverse effects, graph Laplacian based clustering (spectral clustering) is used to decompose the decision space while reference vector based approach is used to decompose the objective space. Diversity preservation is conducted in each decomposed sub-region in a collaborative manner. This divide-and-conquer approach uses adaptive hyper-parameters which make the proposed frameworks adaptive to problem characteristics. Analysis of the performance of the proposed frameworks using the test functions from [4] and comparison with other MMMOEA s establish their efficacy.

In the rest of the paper, Section 2 mentions the motivation behind the proposed work, Section 3 outlines the proposed evolutionary frameworks, Section 4 presents the experiments to establish their efficacy and Section 5 concludes the article with scope of future work in this direction.

## 2 Motivation for the proposed approach

The proposed work is driven by the following motivations:

1. The work in [23] mentions that maintaining good solution distribution is not equivalent to locating more Pareto-optimal solutions. Another work [26] establishes that diversity preservation in decision space is qualitatively represented by the number of optimal solutions and not by their uniform distribution. The reason behind this claim is that the solution distribution is problem-specific. The present work emphasizes both on the number of optimal solutions as well as on their distribution.

2. For MMMOPs, most EAs [8, 18, 20–23] use crowding distance in decision space (CDX) in order to assess the solution distribution. However, the use of crowding distance over the entire decision space can be illusional. To describe the problem, let the example in Fig. 2 be considered. It has an isolated ■ solution in the PS. However, due to overlap along different dimensions of the decision
space, has nearby neighbors in both objective and decision space. Thus, by usual crowding distance based sorting [8, 23], this solution appears towards the end of the sorted list as a more crowded solution. This problem is being termed as the crowding illusion problem. To reduce the effect of the crowding illusion problem, in this work, a set of non-dominated solutions is clustered and, thereafter, crowding distance is computed within each cluster. By this modified approach, the solution appears towards the beginning of the sorted list as a less crowded solution.

3. The third motivation for presenting the proposed work is to improve the capability of EAs to yield more diverse solutions in the objective space for MMMOPs. To this end, reference vector based decomposition is adopted. Additionally, the proposed approach exploits the neighborhood property [29] during the selection step and attempts to retain solutions if there is only a single solution associated with a direction. Moreover, due to the importance of niching methods for multi-modal optimization, the proposed work uses an adaptive mating among candidates from neighboring directions (subspaces) to generate a progeny.

To the best of the authors’ knowledge, the proposed work is the first of its kind to present the concept of decomposition in decision space for handling MMMOPs. Moreover, the proposed framework is also the first to study its scalability on MMMaOPs. Herein, lies the novelty of the proposed work.

3 Proposed Algorithmic Framework

This section outlines the overall framework of graph Laplacian based Optimization using Reference vector assisted Decomposition (LORD) while highlighting the major contributions in the population filtering step (line 7 of Algorithm 1).

3.1 General Framework

The overall framework of the proposed algorithm is shown in Algorithm 1. It takes the problem description ($\text{prob}(N, M)$) as input along with the population size ($n_{pop}$), termination condition (maximum function evaluations, MaxFES) and the set of reference vectors ($W = [W_1, \cdots, W_{n_{dir}}]$) to decompose the objective space. For reference vector assisted decomposition of the objective space, Das and Dennis’s approach [16] is used. Algorithm 1 estimates the PS and the PF as the output. Its major blocks are outlined next.

In the initialization phase (line 1), to form the population ($\mathcal{A}_{G=1}$), $n_{pop}$ candidates are randomly generated within the specified bounds of the decision variables
Figure 2: Crowding illusion problem in a benchmark test problem (MMF3 [4]) arises due to overlap along different dimensions of the decision space which gives the illusion that ■ is crowded. Usual sorting of solutions from least crowded to most crowded generates △△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△△##[X^L, X^U]. Along with this, the mean values of reproduction parameters (F^{DE}_{m,G=1}, CR_{m,G=1} and η_{cm,G=1}) are initialized. For the k-th reference vector (W_k), the indices of other reference vectors are stored in the k-th row of the neighborhood lookup matrix, N_k ∈ N, sorted by distance from W_k. This completes the initialization step. The for-loop (line 3 to 13) executes different generations of LORD until G_{max} = \lceil MaxFES/n_{dir} \rceil. Each generation G consists of iterations over all n_{dir} reference vectors. Within one iteration, a number of operations (reproduction/perturbation in line 6 and population filtering in line 7) is performed. These operations are described in the next paragraphs. If the child candidate X_{child} survives the filtering step, the reproduction parameters involved in its creation are appended to respective success vectors (S^{DE}, S^{CR} and S^{η}) in steps 8 to 10. When G ends, the mean of reproduction parameters are updated in line 12 over the number of parameter values stored in respective success vectors. The population (A_{G_{max}}) at the end of G_{max} generations estimates the PS and the set of objective vectors corresponding to each candidate of A_{G_{max}} represents the approximated PF.

The reproduction of a child candidate X_{child} in line 6 of Algorithm 1 occurs for the k-th reference vector (W_k) by calling Algorithm 2 which is described as follows. The first parent X_1 is randomly chosen from the candidates associated with W_k (line
Algorithm 1 General Framework

Input: prob(N,M): An MMMOP having N-dimensional decision space (lower-bounded by \( \mathbf{X}^L \) and upper-bounded by \( \mathbf{X}^U \)) and M-dimensional objective space;
n\_pop: Population size; MaxFES: Maximal of fitness evaluations; \( \mathcal{W} \): Set of \( n_{dir} \) reference vectors (as in [15,16])

Output: \( \mathcal{A}_{G_{max}} \): Final population estimating PS; \( \mathcal{A}_{F,G_{max}} \): Objective vectors \( \forall X \in \mathcal{A}_{G_{max}} \)

1: procedure LORD(prob, n\_pop, MaxFES, \( \mathcal{W} \))
2: Set \( \mathcal{A}_G, \mathcal{N}, F_{DE}^{m,G}, CR_{m,G}, \eta_{cm,G} \) for \( G = 1 \)
3: for \( G = 1 \) to \( G_{max} \) do
4: \( \mathcal{S}_{FDE} \leftarrow \emptyset, \mathcal{S}_{CR} \leftarrow \emptyset, \mathcal{S}_{\eta_c} \leftarrow \emptyset \)
5: for \( k = 1 \) to \( n_{dir} \) (for each direction) do
6: \( \begin{bmatrix} X_{child} \end{bmatrix}, F_{DE}^{m,G}, CR_{m,G}, \eta_{cm,G} \) \leftarrow PERTURB(\( \mathcal{A}_G, N_k, F_{DE}^{m,G}, CR_{m,G}, \eta_{cm,G}, \mathcal{W}_k, P_{mut} \))
7: \( \mathcal{A}_G \leftarrow \text{FILTER}(\mathcal{A}_G, X_{child}) \)
8: if \( X_{child} \in \mathcal{A}_G \) then
9: \( \mathcal{S}_{FDE} \leftarrow \mathcal{S}_{FDE} \cup F_{DE}^{m,G}, \mathcal{S}_{CR} \leftarrow \mathcal{S}_{CR} \cup CR_{m,G}, \mathcal{S}_{\eta_c} \leftarrow \mathcal{S}_{\eta_c} \cup \eta_{cm,G} \)
10: end if
11: end for
12: \( F_{DE}^{m,G+1} \leftarrow \text{mean}(\mathcal{S}_{FDE}), CR_{m,G+1} \leftarrow \text{mean}(\mathcal{S}_{CR}), \eta_{cm,G+1} \leftarrow \text{mean}(\mathcal{S}_{\eta_c}) \)
13: end for
14: return \( \mathcal{A}_{G_{max}} \) and \( \mathcal{A}_{F,G_{max}} = \{ F(X) | X \in \mathcal{A}_{G_{max}} \} \)
15: end procedure

7). The other remaining parents (in line 10 or 17) and also \( X_1 \) if no candidates are associated with \( \mathcal{W}_k \) (in lines 3 to 5) are randomly chosen using the same mating pool (\( \mathcal{A}_{G_{max}}^{nat} \)) formation principle (Algorithm 3, elaborated in next paragraph). The parameter \( P_{mut} \) decides whether to perform DE/rand/1/bin [31,32] or SBX crossover [14,21] (in line 9 or 16). The parameter \( (\eta_c) \) of SBX crossover and the parameters \( (F_{DE}^{m,G}, CR_{m,G}) \) of DE/rand/1/bin are sampled from Gaussian distributions with mean values provided by \( \eta_{cm,G}, F_{DE}^{m,G}, CR_{m,G} \) in lines 11 and 18, respectively. The standard deviation values are empirically chosen. As SBX crossover yields two children, one of them is randomly removed (in line 13). Both SBX crossover and DE/rand/1/bin are followed by Polynomial mutation [30] in lines 14 and 21, respectively. Polynomial mutation [30] helps to avoid local optima and hence, is very effective for MMMOEAs. The child candidate \( (X_{child}) \) and the sampled values of reproduction parameters are returned in line 24. Depending on the choice of if-condition in line 9 of Algorithm 2,
Algorithm 2 Reproduction of Child Candidate

Input: \( A_G \): Population; \( N_k \): Mating pool; \( \{ F_{m,G}^{DE}, CR_{m,G}, \eta_{cm,G} \} \): Reproduction parameters; \( W_k \): \( k \) th reference vector; \( P_{mut} \): Probability of mutation switching

Output: \( X_{child} \): Child; \( \{ F^{DE}, CR, \eta_c \} \): Reproduction parameters used

1: procedure PERTURB(\( A_G, N_k, F_{m,G}^{DE}, CR_{m,G}, \eta_{cm,G}, W_k, P_{mut} \))
2: if no candidate is associated with \( W_k \) then
3: \( N' \leftarrow \) First \( k_{nbr} \) non-empty vectors from \( N_k \)
4: \( W_r \leftarrow \) Reference vector for random index \( r \in N' \)
5: \( X_1 \leftarrow \) Random candidate associated with \( W_r \)
6: else
7: \( X_1 \leftarrow \) Random candidate associated with \( W_k \)
8: end if
9: if \( rand(0, 1) < P_{mut} \) then
10: \( A_{mat,G} \leftarrow \) MATING_POOL(\( N_k, A_G, 1 \))
11: \( \eta_c \leftarrow N(\eta_{cm,G}, 5) \)
12: \( X_2 \leftarrow \) Randomly from \( A_{mat,G} \)
13: \( X'_{child} \leftarrow \) SBX-crossover [14] with \( X_1, X_2, \eta_c \)
14: \( X_{child} \leftarrow \) Polynomial mutation [30] on \( X'_{child} \)
15: \( F^{DE} \leftarrow \emptyset, CR \leftarrow \emptyset \)
16: else
17: \( A_{mat,G} \leftarrow \) MATING_POOL(\( N_k, A_G, 3 \))
18: \( F^{DE} \leftarrow N(F_{m,G}^{DE}, 0.1), CR \leftarrow N(CR_{m,G}, 0.1) \)
19: \( [X_2, X_3, X_4] \leftarrow \) Randomly from \( A_{mat,G} \)
20: \( X'_{child} \leftarrow \) DE/rand/1/bin [31] with \( X_1 \) to \( X_4, F^{DE}, CR \)
21: \( X_{child} \leftarrow \) Polynomial mutation [30] on \( X'_{child} \)
22: \( \eta_c \leftarrow \emptyset \)
23: end if
24: return \( X_{child}, F^{DE}, CR, \eta_c \)
25: end procedure

either \( \eta_c \) or \( F^{DE} \) and \( CR \) are empty so only used values of reproduction parameters are appended to the success vectors in line 9 of Algorithm 1.

The mating pool (\( A_{mat,G}^{k} \)) formation in line 10 or 17 of Algorithm 2 occurs for the \( k \) th reference vector (\( W_k \in W \)) by calling Algorithm 3. The idea is to consider \( k_{nbr} \) nearest non-empty reference vectors of \( W_k \) (line 2). Afterwards, \( n_s \) random reference vectors \( \{ W_{r_1}, \ldots, W_{r_{n_s}} \} \) are selected from these \( k_{nbr} \) selected vectors in line 3. All candidates associated with \( \{ W_{r_1}, \ldots, W_{r_{n_s}} \} \) form \( A_{mat,G}^{k} \) in line 4 and returned from line 5. For association, the minimum perpendicular distance from the objective vector to a reference vector is considered as done in [14, 15].
Algorithm 3 Mating Pool Formation

Input: \( N_k \): Sorted array of nearest neighboring directions of \( W_k \); \( A_G \): Population in decision space; \( n_S \): Number of sub-spaces to be chosen

Output: \( A_{k,G}^{\text{mat}} \): Sub-population selected for mating

1: procedure MATING_POOL(\( N_k, A_G, n_S \))
2: \( N' \leftarrow \) First \( k_{\text{nbr}} \) non-empty vectors from \( N_k \)
3: \( \{W_{r_1}, \ldots, W_{r_{n_S}}\} \leftarrow \) Reference vectors for random indices \( \{r_1, \ldots, r_{n_S}\} \in N' \)
4: \( A_{k,G}^{\text{mat}} \leftarrow \) Candidates of \( A_G \) associated with \( \{W_{r_1}, \ldots, W_{r_{n_S}}\} \)
5: return \( A_{k,G}^{\text{mat}} \)
6: end procedure

In order to maintain the convergence and diversity of the population in the objective space as well as the diversity of the population in the decision space, one of the candidates from the existing population (\( A_G \)) or the child candidate (\( X_{\text{child}} \)) is removed in line 7 of Algorithm 1 by calling the filtering operation, which is explained in the next few sub-sections.

3.2 Decomposition of the Decision Space

The selection / filtering step (line 7) of Algorithm 1 involves graph Laplacian based partitioning [33] of the population in the decision space. Let a set of solutions in the decision space be considered as \( A^{\text{nd}} \). The steps for such spectral clustering of \( A^{\text{nd}} \) are enumerated as follows:

1) Create nearest neighbor graph (\( G \)): All candidates of \( A^{\text{nd}} \) are considered as the nodes of graph \( G \). Euclidean distances between all pairs of candidates in \( A^{\text{nd}} \) are evaluated. Edges are placed between pairs of candidates (nodes) where distance is less than a threshold of \( \varepsilon_L \). Specifically, \( G \) (binary symmetric matrix) is the adjacency matrix representation.

2) Obtain symmetric normalized graph Laplacian (\( L_{\text{sym}} \)): The symmetric normalized graph Laplacian [33] is obtained using (3) where \( I \) is the identity matrix of the same order as of \( G \) and \( G_d \) is a diagonal matrix created using the degree of each node (row sum) of \( G \).

\[
L_{\text{sym}} = I - G_d^{-1/2} G G_d^{-1/2}
\] (3)

3) Obtain number of connected components (\( k_{\text{CC}} \)): The algebraic multiplicity of 0 eigen value of \( L_{\text{sym}} \) [33] gives the number of connected components (\( k_{\text{CC}} \) of \( G \).

4) Assign candidates (nodes) to \( k_{\text{CC}} \) clusters: By Cheeger’s inequality [34,35], the sparsest cut of a graph is approximated by the second smallest eigenvalue of \( L_{\text{sym}} \).
Algorithm 4 Filter for constant Population Size (LORD)

Input: $\mathcal{A}_G$: Current population; $\mathbf{X}_{\text{child}}$: Child candidate
Output: $\mathcal{A}_G$: Filtered population of size $n_{\text{pop}}$

1: procedure FILTER($\mathcal{A}_G$, $\mathbf{X}_{\text{child}}$)
2: $\mathcal{A}^{\text{nd}}_{F,G} = \{ \mathbf{F}(\mathbf{X}) | \mathbf{X} \in (\mathcal{A}_G \cup \mathbf{X}_{\text{child}}) \}$
3: $\mathcal{A}^{\text{nd}}_F \leftarrow$ Last non-dominated rank of $\mathcal{A}^{\text{nd}}_{F,G}$
4: $\mathcal{A}^{\text{nd}} = \{ \mathbf{X} | \mathbf{F}(\mathbf{X}) \in \mathcal{A}^{\text{nd}}_F \}$
5: $\{C_1, \ldots, C_{k_{\text{CC}}}\} \leftarrow$ Spectral clustering of $\mathcal{A}^{\text{nd}}$
6: Evaluate SCD cluster-wise
7: $\mathcal{A}^{\text{nd}}_s \leftarrow$ Select one-by-one from $C_1$ to $C_{k_{\text{CC}}}$ w.r.t. SCD
8: for $j = |\mathcal{A}^{\text{nd}}_s|$ to 1 (starting from most-crowded) do
9: $W_k \leftarrow$ Direction where $\mathbf{X}_j \in \mathcal{A}^{\text{nd}}_s$ is associated
10: if $\# \text{candidates associated with } W_k > 1$ then
11: $\mathbf{X}_{\text{del}} \leftarrow$ Assign $\mathbf{X}_j$ for deletion
12: Break loop
13: end if
14: end for
15: if no $\mathbf{X}_{\text{del}}$ is chosen then
16: $\mathbf{X}_{\text{del}} \leftarrow$ Last candidate of $\mathcal{A}^{\text{nd}}_s$
17: end if
18: $\mathcal{A}_G \leftarrow (\mathcal{A}_G \cup \mathbf{X}_{\text{child}}) - \mathbf{X}_{\text{del}}$
19: return $\mathcal{A}_G$
20: end procedure

Thus, in this work, all the eigen vectors from the second smallest to the $k_{\text{CC}}$ eigenvalues are clustered ($C_1, \ldots, C_{k_{\text{CC}}}$) using k-means algorithm [36] for assigning the candidates of $\mathcal{A}^{\text{nd}}$ to the clusters (partitions) in the decision space. Examples of clustering of a non-dominated set of solutions are illustrated in Fig. 2a and Fig. 3a for benchmark test problems [4]: MMF3 and MMF2, respectively.

Although any clustering method can be used to reduce the crowding illusion problem, yet spectral clustering is chosen over k-means clustering on $\mathcal{A}^{\text{nd}}$ due to the following reasons: (1) k-means is effective only for globular structures whereas spectral clustering is effective for non-globular structure as well, (2) $k_{\text{CC}}$ for k-means is not known apriori whereas $k_{\text{CC}}$ for spectral clustering can be obtained mathematically and (3) k-means (performed in the step 4 of spectral clustering of $\mathcal{A}^{\text{nd}}$) becomes independent of the number of decision variables ($N$).
3.3 Filtering Scheme of LORD framework

The filtering steps of the LORD framework (Algorithm 4) consists of three major steps as follows:

1. **Obtain last non-dominated rank (maintaining convergence in objective space):**
   The objective vectors corresponding to all candidates of \( A_G \) and \( X_{child} \) are stored in \( A_{F,G} \) in line 2. Using non-dominated sorting, the subset \( A^{nd} \) corresponding to the last non-dominated rank \([15, 37]\) is obtained in lines 3 to 4. If \( A^{nd} \) is a singleton set, lines 5 to 17 yield the only \( X_{del} \) which is eliminated. Otherwise, one of the candidates \( X_{del} \in A^{nd} \) (i.e., from the least converged set of mutually non-dominated candidates) is to be eliminated.

2. **Spectral clustering of candidates from \( A^{nd} \) (maintaining diversity in decision space):** The candidates in \( A^{nd} \) is partitioned using the steps mentioned in Section 3.2 in line 5. As Special Crowding Distance (SCD) indicates crowding in objective as well as in decision space \([8, 23]\), SCD is evaluated cluster-wise (for all candidates within a cluster) in line 6. A sorted set \( A^{nd}_{s} \) of candidates is formed by rearranging \( A^{nd} \) in line 7 where at first the candidates corresponding to the highest SCD is selected from each cluster, then candidates corresponding to the second-highest SCD is selected from each cluster and so on. Formation of this \( A^{nd}_{s} \) is shown in Fig. 3b using an example.

3. **Association based elimination of candidate from \( A^{nd}_{s} \) (maintaining diversity in objective space):** Starting from the last candidate (worst) in \( A^{nd}_{s} \), the reference
Figure 4: Filtering of LORD-II on a set of solutions ($A^{\text{nd}}$): (a) candidates ($X_1$, $X_2$ and $X_3$) with maximal PBI from each sub-space form $A_{\text{del}}$, (b) sub-spaces with only one candidate ($X_2$) are disregarded in $A_{\text{del}}$, (c) candidate $X_1$, common to both largest cluster ($C_{I_{\text{del}}} = C_1$ of size 40) and $A_{\text{del}}$, is deleted.

Explicit maintenance of the three essential properties of an EA for an MMMOP is the most important characteristics of LORD. While SCD explicitly accounts for solution distribution in decision space, the candidates towards the end of $A_{\text{nd}}$ come from the largest cluster (as seen in the examples in Fig. 2 and Fig. 3) which are more likely to be deleted. Hence, the proposed framework implicitly takes care of the neighborhood count also as a diversity criterion. This general framework (Algorithm 1) with the filtering scheme in Algorithm 4 is called graph Laplacian based Optimization using Reference vector assisted Decomposition (LORD) whose performance is assessed in Section 4.

3.4 Filtering Scheme of LORD-II framework

As with higher number of objectives, Pareto-dominance fails to provide the necessary selection pressure [1, 2], another filtering scheme using Penalty-based Boundary
Algorithm 5 Filter for constant Population Size (LORD-II)

Input: $A_G$: Current population; $X_{child}$: Child candidate
Output: $A_G$: Filtered population of size $n_{pop}$

1: procedure FILTER($A_G$, $X_{child}$)
2:  $A^{nd} ← A_G ∪ X_{child}$
3:  $A_{F,G}^{nd} = \{ F(X)|X ∈ A^{nd} \}$
4:  $A_{del} ← \emptyset$
5:  for $k = 1$ to $n_{dir}$ (for each direction) do
6:    $A_{F,k}^{sub} ←$ Candidates of $A_{F,G}^{nd}$ associated with $W_k$
7:    if $\left| A_{F,k}^{sub} \right| > 1$ then
8:      $A_{del} ← A_{del} ∪ (X$ with max PBI in $A_{F,k}^{sub})$
9:    end if
10:  end for
11:  $[C_1, \cdots, C_{k_{CC}}] ←$ Spectral clustering of $A^{nd}$
12:  $I_{del} = 0$, $M_{del} = 0$
13:  for $j = 1$ to $k_{CC}$ (for all clusters) do
14:    if $A_{del} ∩ C_j ≠ \emptyset$ then
15:      if $M_{del} < \left| C_j \right|$ then
16:        $I_{del} = j$, $M_{del} = \left| C_j \right|$
17:      end if
18:    end if
19:  end for
20:  $A_{del}' ← C_{I_{del}} ∩ A_{del}$
21:  $X_{del} ←$ Select candidate with max PBI from $A_{del}'$
22:  $A_G ← A^{nd} − X_{del}$
23:  return $A_G$
24: end procedure

Intersection (PBI) is presented in Algorithm 5. The filtering steps of this scheme is illustrated in Fig. 4 which consists of three major steps as follows:

1. **PBI-based selection for deletion (maintaining convergence in objective space):**
   The objective vectors corresponding to all candidates of $A_G$ and $X_{child}$ are stored in $A_{F,G}^{nd}$ in line 3. From each direction, the candidate with the maximum PBI [15, 16, 38] is stored in $A_{del}$ (lines 4 to 10) as potential candidates for deletion.

2. **Disregarding based on association (maintaining diversity in objective space):** If the sub-population associated with any direction is a singleton set, its deletion
would hamper the diversity in the objective space. Hence, it is not considered while forming $A_{del}$ in lines 7 to 10.

3. Spectral clustering of candidates (maintaining diversity in decision space): All candidates in decision space ($A^{ud}$) is partitioned in line 11 using the steps mentioned in Section 3.2. The density is noted in lines 12 to 19 with respect to cardinality of those clusters which share common element with $A_{del}$ (line 14). From the largest cluster ($C_{L_{max}}$), the candidates common to those in $A_{del}$ are chosen to yield $A''_{del}$ in line 20. The candidate with the largest PBI in $A''_{del}$ is deleted (lines 21 to 22) to yield the filtered population ($A_{G}$) for the next iteration.

While the cluster size explicitly accounts for the number of optimal solutions in a solution subset, the spectral clustering implicitly accounts for the solution distribution in the decision space. The general framework (Algorithm 1) with this filtering scheme of Algorithm 5 is called LORD-II.

This combination of the proposed operations allows the LORD and LORD-II to effectively address MMMOPs and MMMaOPs, respectively, as demonstrated in the next section.

4 Experimental Results

To assess the effectiveness of the proposed frameworks, LORD and LORD-II are implemented in MATLAB R2018a using a 64-bit computer (8 GB RAM, Intel Core i7 @ 2.20 GHz). For performance analysis, the experimental specifications of the benchmark MMMOPs, performance measures, and parameter settings of the proposed as well as competitor algorithms are provided in the following sub-sections.

4.1 Benchmark Problems

The 22 benchmark problems from [4]: MMF1 to MMF15, MMF1.a, MMF1.e, MMF14.a, MMF15.a, Omni-test and SYM-PART (simple and rotated) problems, are considered in this study. As per [4], $MaxFES$ and the population size $n_{pop}$ are chosen to be $5000 \times N$ and $100 \times N$, respectively. Further details of these MMMOPS are mentioned in Table 1. Overall, the proposed framework is experimented on 34 test instances. The specifications for the two-layered reference vector based decomposition scheme [14–16, 38] are mentioned in Table 2 with $p_1$ divisions in the boundary layer and $p_2$ divisions in the inside layer, yielding $n_{dir}$ number of reference vectors.

2Results by varying $n_{pop}$ and $MaxFES$ to match the specifications of NIMMO [28] and MOEA/DD [15] are provided in the supplementary material.
Table 1: Specifications for 2-objective MMMOPs in terms of $N$-dimensional decision space, upper and lower bounded between $X^U$ and $X^L$ having reference point at $R_{HV}$ for HV calculation with $N_{IGD}$ number of points in the reference set for IGD evaluation and #Sets number of subsets within PS.

| Problems   | $N$ | $X^L$ | $X^U$ | $R_{HV}$ | $N_{IGD}$ | #Sets |
|------------|-----|-------|-------|----------|-----------|-------|
| MMF1      | 2   | [1, -1] | [3, 1] | [1, 1, 1] | 400       | 2     |
| MMF1_e    | 2   | [1, -1] | [3, 1] | [1, 1, 1] | 400       | 2     |
| MMF2      | 2   | [0, 0]  | [1, 1] | [1, 1, 1] | 400       | 2     |
| MMF3      | 2   | [0, 0]  | [1, 1, 1] | 400       | 2     |
| MMF4      | 2   | [-1, 0] | [1, 2] | [1, 1, 1] | 400       | 4     |
| MMF5      | 2   | [1, -1] | [3, 3] | [1, 1, 1] | 400       | 4     |
| MMF6      | 2   | [1, -1] | [3, 2] | [1, 1, 1] | 400       | 4     |
| MMF7      | 2   | [1, -1] | [3, 1] | [1, 1, 1] | 400       | 4     |
| MMF8      | 2   | [-π, 0] | [π, 9] | [1, 1, 1] | 400       | 4     |
| MMF9      | 2   | [0.1, 0.1] | [1, 1, 1] | 400       | 2     |
| MMF10     | 2   | [0.1, 0.1] | [1, 1, 1] | 400       | 1     |
| MMF11     | 2   | [0.1, 0.1] | [1, 1, 1] | 400       | 1     |
| MMF12     | 2   | [0.0]  | [1, 1] | [1, 1, 1] | 410       | 1     |
| MMF13     | 3   | [0.1, 0.1, 0.1] | [1, 1, 1, 1] | 1250      | 1     |
| MMF14     | $M \geq 3$ | [0, ..., 0] | [1, ..., 1] | 1250      | 2     |
| MMF14_e   | $M \geq 3$ | [0, ..., 0] | [1, ..., 1] | 1250      | 2     |
| MMF15     | $M \geq 3$ | [0, ..., 0] | [1, ..., 1] | 1250      | 1     |
| MMF15_a   | $M \geq 3$ | [0, ..., 0] | [1, ..., 1] | 1250      | 1     |
| Omni-test | 3   | [0, 0, 0] | [6, 6, 6] | 400       | 27    |
| SIM-PART  | 2   | [-20, -20] | [20, 20] | 400       | 9     |
| rotated   | 2   | [-20, -20] | [20, 20] | 400       | 9     |

The idea is to choose these number of divisions such that $n_{dir} \cong n_{pop} = 100N$. It should be noted that MMF12 has discontinuous PF, hence the number of subsets in the global PS is one per Pareto-optimal patch. Also, for MMF10 to MMF13, MMF15 and MMF15_a, the number of subsets in the global PS is one but these problems have local PSs close to their global PS which make them MMMOPs.
Table 2: Specifications for reference vector based decomposition for problems with $M$ objectives and $N$ decision variables.

| $M$ | $p_1$ | $p_2$ | $n_{dir}$ |
|-----|-------|-------|-----------|
| 2   | 100$N$ - 1 | 0     | 100$N$    |
| 3   | 23    | 0     | 300       |
| 5   | 8     | 0     | 495       |
| 8   | 5     | 2     | 828       |
| 10  | 4     | 3     | 935       |

4.2 Performance Indicators

Performance of MOEAs are reported in terms of their convergence and diversity abilities in the objective space [1]. Inverted generational distance (IGD) [1, 38] and the hypervolume indicator (HV) [11, 29] are used for MMMOPs with $M = 2$ to assess the performance of the EAs in the objective space. As per [4], the reference points ($R_{HV}$) for HV evaluation and the number of points ($N_{IGD}$) sampled from the true PF and PS to form the reference sets for IGD evaluation are specified in Table 1. Convergence metric (CM) [39, 40] with the same reference set as IGD and the $D_{metric}$ [29, 41] are used for MMMOPs with $M \geq 3$ to respectively assess the individual convergence and diversity performance of the EAs in the objective space.

For performance analysis in decision space, IGD in decision space [20] and Pareto-Set Proximity (PSP) [23] are used for MMMOPs with $M = 2$. In this study, IGDX and IGDF represents IGD values in decision and objective spaces, respectively. For MMMOPs with $M \geq 3$, fraction of non-contributing solutions in the final population (NSX) [42, 43] and the convergence metric of this non-contributing set (CM_NSX) are noted. In the results, $1/HV$ (specified as rHV) and $1/PSP$ (specified as rPSP) are considered such that lower value is the better measure over all the indicators. Brief description of all the performance indicators are provided in Section II of the supplementary material for convenience of the readers.

4.3 Details of Competitor Algorithms

As DN-NSGA-II$^3$ [21] and MO_Ring_PSO_SCD$^3$ [23] are MMOEAs using non-dominated sorting approach with crowding distance in decision space, the perfor-

$^3$The data for reference sets of PS and PF for IGD evaluation, and the MATLAB codes of DN-NSGA-II and MO_Ring_PSO_SCD are acquired from http://www5.zzu.edu.cn/ecilab/info/1036/1163.htm.

$^4$A non-contributing solution is a solution in the non-dominated set whose removal does not change the IGDX of the non-dominated set.
mance of the proposed framework of LORD is compared with these two algorithms. However, as these MMMOEAs are known to perform poorly in the objective space [21, 23], in order to establish that the efficacy of LORD in the objective space as well, its performance is compared with the most commonly used MOEA (NSGA-II) [2, 44]. For MMMOPs with $M \geq 3$, the performance of LORD-II is compared with MO_Ring_PSO_SCD [23] and a popular decomposition based many-objective optimization algorithm (MOEA/DD) [15].

Other MMMOEAs such as Omni-Optimizer [18], TriMOEA_TA&R [26], MM-NAEMO [27], DE-TriM [8] and NIMMO [28], have demonstrated their effectiveness only for certain kinds of test problems. In Section IV of the supplementary material, some results (from problems of CEC 2019 test suite [4] and from polygon and rotated polygon problems [28, 45]) obtained by these competing algorithms are also compared with those obtained by LORD and LORD-II. These results also support the superiority of the proposed approaches.

Most of the hyper-parameters of LORD and LORD-II are adaptive in nature, while the rest of them are set as follows:

- $k_{nbr}$ is the number of non-empty neighboring directions considered for choosing the mating pool (line 2, Algorithm 3). In this work, $k_{nbr} = 0.2 \times n_{dir}$ is considered. The performance is unaffected when the 0.2 factor is increased. This is because a non-empty neighboring direction is easily found from 20% of all the reference vectors as most of the test instances have regular Pareto-Fronts.

- $P_{mut}$ is the probability of switching between the two reproduction strategies (line 7, Algorithm 2). In this work, $P_{mut} = 0.25$ is considered.

- $\varepsilon_L$ is the threshold for formation of nearest neighbor graph in the decision space (Section 3.2). This work considers $\varepsilon_L = \alpha_L \times$ the diagonal of $D$, with $\alpha_L = 0.2$.

- The initial mean values for the reproduction parameters are considered to be $F^{DE}_{m,G=1} = 0.5$, $CR_{m,G=1} = 0.2$ and $\eta_{cm,G=1} = 30$.

Studies on the sensitivity of $P_{mut}$ and $\alpha_L$ are provided in Section III of the supplementary material.

### 4.4 Performance Analysis

For 2-objective MMMOPs, the performance of LORD in decision and objective spaces are presented in Tables 3 and 4, respectively. For $M$-objective MMMOPs (with $M \geq 3$), the performance of LORD-II is presented in Table 5.

---

5The MATLAB code for MOEA/DD is acquired from [https://github.com/BIMK/PlatEMO](https://github.com/BIMK/PlatEMO)
Table 3: Mean ± Standard Deviation (Significance) of rPSP and IGDX for 2-objective MMMOPs over 51 Runs.

| Problems | rPSP | IGDX | LORD | MO_Qing | SUMAX | LORD | MO_Qing | SUMAX |
|----------|------|------|------|---------|-------|------|---------|-------|
| MMF1     | 0.0489 ± 0.0044 | 0.0018 (+) | 0.0146 (+) | 0.0013 (+) | 0.0044 | 0.0485 ± 0.0032 | 0.0103 (+) | 0.0058 (+) |
| MMF2     | 0.0054 ± 0.0069 | 0.0019 (~) | 0.0016 (+) | 0.0013 (+) | 0.0075 | 0.0352 ± 0.0075 | 0.0018 (~) | 0.0057 (+) |
| MMF3     | 0.5591 ± 0.1466 | 0.1276 (+) | 0.1296 (+) | 0.1296 (+) | 0.0108 | 0.1286 (+) | 0.1296 (+) | 0.1296 (+) |
| MMF4     | 0.0219 ± 0.0108 | 0.0113 (+) | 0.0085 (+) | 0.0049 (+) | 0.0103 | 0.0352 ± 0.0081 | 0.0049 (+) | 0.0055 (+) |
| MMF5     | 0.0294 ± 0.0074 | 0.0054 (+) | 0.0016 (+) | 0.0013 (+) | 0.0044 | 0.0219 ± 0.0032 | 0.0016 (+) | 0.0020 (+) |
| MMF6     | 0.0219 ± 0.0081 | 0.0141 (+) | 0.0016 (+) | 0.0013 (+) | 0.0044 | 0.0219 ± 0.0032 | 0.0016 (+) | 0.0020 (+) |
| MMF7     | 0.0294 ± 0.0074 | 0.0054 (+) | 0.0016 (+) | 0.0013 (+) | 0.0044 | 0.0219 ± 0.0032 | 0.0016 (+) | 0.0020 (+) |
| MMF8     | 0.0745 ± 0.0173 | 0.0320 (+) | 0.0172 (+) | 0.0172 (+) | 0.0014 | 0.0524 ± 0.0025 | 0.0172 (+) | 0.0165 (+) |
| MMF9     | 0.0079 ± 0.0015 | 0.0005 (+) | 0.0005 (+) | 0.0005 (+) | 0.0014 | 0.0079 ± 0.0005 | 0.0005 (+) | 0.0005 (+) |
| MMF10    | 0.0018 ± 0.0007 | 0.0113 (+) | 0.0083 (+) | 0.0038 (+) | 0.0099 | 0.0018 ± 0.0007 | 0.0038 (+) | 0.0009 (+) |
| MMF11    | 0.0029 ± 0.0002 | 0.0003 (+) | 0.0013 (+) | 0.0001 (+) | 0.0001 | 0.0029 ± 0.0002 | 0.0013 (+) | 0.0001 (+) |
| MMF12    | 0.0014 ± 0.0001 | 0.0014 (+) | 0.0001 (+) | 0.0001 (+) | 0.0001 | 0.0014 ± 0.0001 | 0.0001 (+) | 0.0001 (+) |
| MMF13    | 0.0021 ± 0.0009 | 0.0014 (+) | 0.0014 (+) | 0.0014 (+) | 0.0039 | 0.0021 ± 0.0009 | 0.0014 (+) | 0.0039 (+) |
| SUMAX    | 0.7499 ± 0.3254 | 0.4192 ± 0.0824 | 0.1986 (+) | 0.1986 (+) | 0.0014 | 0.7499 ± 0.3254 | 0.4192 ± 0.0824 | 0.1986 (+) |
| LORD     | 0.7499 ± 0.3254 | 0.4192 ± 0.0824 | 0.1986 (+) | 0.1986 (+) | 0.0014 | 0.7499 ± 0.3254 | 0.4192 ± 0.0824 | 0.1986 (+) |
| NSGA-II  | 0.7499 ± 0.3254 | 0.4192 ± 0.0824 | 0.1986 (+) | 0.1986 (+) | 0.0014 | 0.7499 ± 0.3254 | 0.4192 ± 0.0824 | 0.1986 (+) |
| NSGA-II  | 0.7499 ± 0.3254 | 0.4192 ± 0.0824 | 0.1986 (+) | 0.1986 (+) | 0.0014 | 0.7499 ± 0.3254 | 0.4192 ± 0.0824 | 0.1986 (+) |
| LORD     | 0.7499 ± 0.3254 | 0.4192 ± 0.0824 | 0.1986 (+) | 0.1986 (+) | 0.0014 | 0.7499 ± 0.3254 | 0.4192 ± 0.0824 | 0.1986 (+) |
| NSGA-II  | 0.7499 ± 0.3254 | 0.4192 ± 0.0824 | 0.1986 (+) | 0.1986 (+) | 0.0014 | 0.7499 ± 0.3254 | 0.4192 ± 0.0824 | 0.1986 (+) |
| NSGA-II  | 0.7499 ± 0.3254 | 0.4192 ± 0.0824 | 0.1986 (+) | 0.1986 (+) | 0.0014 | 0.7499 ± 0.3254 | 0.4192 ± 0.0824 | 0.1986 (+) |

All the results have been statistically validated using Wilcoxon ranked sum test for all 34 test cases for establishing the superiority of observed performance values of LORD or LORD-II in comparison to the other competitor EAs. The significance is indicated using the following three signs:

+ denotes LORD or LORD-II is significantly superior
– denotes the competitor EA is significantly superior than LORD or LORD-II
~ denotes that LORD or LORD-II has equivalent performance as that of the competitor EA

The following insights can be obtained from the results presented in Tables 3 and 4:
Table 4: Mean ± Standard Deviation (Significance) of rHV and IGDF for 2-objective MMMOPs over 51 Runs.

| Problems | 2-objective |      |      |      |      |      |      |
|----------|-------------|------|------|------|------|------|------|
|          | LORD | MO_Ring_PSO_SCD | DN-NSGA-II | NSGA-II | LORD | MO_Ring_PSO_SCD | DN-NSGA-II | NSGA-II |
| MMP1     | 1.0747 ± 0.0038 | 1.1484 ± 0.0005 (+) | 1.1495 ± 0.0014 (+) | 1.0758 ± 0.0006 (+) | 0.0025 ± 0.0002 (+) | 0.0037 ± 0.0005 (+) | 0.0043 ± 0.0005 (+) | 0.0028 ± 0.0005 (+) |
| MMP2     | 1.0734 ± 0.0008 | 1.1483 ± 0.0009 (+) | 1.1484 ± 0.0009 (+) | 1.0755 ± 0.0015 (+) | 0.0022 ± 0.0002 (+) | 0.0036 ± 0.0006 (+) | 0.0043 ± 0.0006 (+) | 0.0046 ± 0.0006 (+) |
| MMP3     | 1.0771 ± 0.0021 | 1.1481 ± 0.0013 (+) | 1.1483 ± 0.0018 (+) | 1.0781 ± 0.0020 (+) | 0.0029 ± 0.0002 (+) | 0.0039 ± 0.0007 (+) | 0.0047 ± 0.0007 (+) | 0.0050 ± 0.0007 (+) |
| MMP4     | 1.0837 ± 0.0120 | 1.1480 ± 0.0059 (+) | 1.1485 ± 0.0067 (+) | 1.1173 ± 0.0222 (+) | 0.0073 ± 0.0020 (+) | 0.0077 ± 0.0027 (+) | 0.0078 ± 0.0027 (+) | 0.0078 ± 0.0027 (+) |
| MMP5     | 1.0730 ± 0.0006 | 1.1480 ± 0.0009 (+) | 1.1483 ± 0.0009 (+) | 1.0741 ± 0.0015 (+) | 0.0024 ± 0.0002 (+) | 0.0027 ± 0.0007 (+) | 0.0028 ± 0.0007 (+) | 0.0028 ± 0.0007 (+) |
| MMP6     | 1.0742 ± 0.0003 | 1.1483 ± 0.0006 (+) | 1.1486 ± 0.0006 (+) | 1.0754 ± 0.0010 (+) | 0.0000 ± 0.0001 (+) | 0.0000 ± 0.0001 (+) | 0.0000 ± 0.0001 (+) | 0.0000 ± 0.0001 (+) |
| MMP7     | 1.0741 ± 0.0002 | 1.1482 ± 0.0006 (+) | 1.1485 ± 0.0006 (+) | 1.0740 ± 0.0011 (+) | 0.0001 ± 0.0002 (+) | 0.0002 ± 0.0004 (+) | 0.0002 ± 0.0004 (+) | 0.0002 ± 0.0004 (+) |
| MMP8     | 1.0746 ± 0.0002 | 1.1481 ± 0.0012 (+) | 1.1486 ± 0.0014 (+) | 1.0742 ± 0.0020 (+) | 0.0015 ± 0.0002 (+) | 0.0020 ± 0.0003 (+) | 0.0022 ± 0.0003 (+) | 0.0022 ± 0.0003 (+) |
| MMP9     | 1.0820 ± 0.0000 | 1.1484 ± 0.0000 (+) | 1.1487 ± 0.0000 (+) | 1.0805 ± 0.0000 (+) | 0.0018 ± 0.0000 (+) | 0.0020 ± 0.0000 (+) | 0.0020 ± 0.0000 (+) | 0.0020 ± 0.0000 (+) |
| MMP10    | 0.9869 ± 0.0067 | 1.0969 ± 0.0060 (+) | 1.0970 ± 0.0060 (+) | 0.9921 ± 0.0063 (+) | 0.0061 ± 0.0020 (+) | 0.0112 ± 0.0040 (+) | 0.0146 ± 0.0040 (+) | 0.0174 ± 0.0040 (+) |
| MMP11    | 0.9861 ± 0.0058 | 1.0960 ± 0.0058 (+) | 1.0961 ± 0.0058 (+) | 0.9922 ± 0.0061 (+) | 0.0062 ± 0.0019 (+) | 0.0126 ± 0.0034 (+) | 0.0168 ± 0.0034 (+) | 0.0181 ± 0.0034 (+) |
| MMP12    | 0.9441 ± 0.0000 | 0.9442 ± 0.0000 (+) | 0.9443 ± 0.0000 (+) | 0.9444 ± 0.0000 (+) | 0.0000 ± 0.0000 (+) | 0.0000 ± 0.0000 (+) | 0.0000 ± 0.0000 (+) | 0.0000 ± 0.0000 (+) |
| Omnibus  | 0.0015 ± 0.0000 | 0.0000 ± 0.0000 (+) | 0.0000 ± 0.0000 (+) | 0.0015 ± 0.0000 (+) | 0.0015 ± 0.0000 (+) | 0.0015 ± 0.0000 (+) | 0.0015 ± 0.0000 (+) | 0.0015 ± 0.0000 (+) |
| Sum-up   | 0.0050 ± 0.0000 | 0.0060 ± 0.0000 (+) | 0.0060 ± 0.0000 (+) | 0.0071 ± 0.0000 (+) | 0.0071 ± 0.0000 (+) | 0.0071 ± 0.0000 (+) | 0.0071 ± 0.0000 (+) | 0.0071 ± 0.0000 (+) |

- LORD has superior performance than DN-NSGA-II [21] in all cases. The reason for the poor performance of DN-NSGA-II is that it considers crowding distance only in decision space and neglects the diversity of solutions in the objective space, which does not allow solutions to spread along the PF. As a result of this behavior and the neighborhood property [29], the solution distribution in the decision space also suffers.

- NSGA-II performs second-best to LORD in the objective space (Table 4). However, as it does not attend to the solution distribution in the decision space, its performance suffers a setback in the decision space (Table 3).

- MO_Ring_PSO_SCD performs second-best to LORD in the decision space (Table 3). However, MO_Ring_PSO_SCD has a tendency to get trapped in the local PS.
Table 5: Mean ± Standard Deviation (Significance) of NSX, CM_NSX, D_metric and CM for M-objective (M ≥ 3) MMMOPs over 51 Runs.

| Problems (M) | LORD-II | MORA|DD | MORA|DD | LORD-II | MORA|DD | LORD-II | MORA|DD | LORD-II | MORA|DD | LORD-II | MORA|DD | LORD-II |
|-------------|---------|-----|-----|-----|-----|---------|-----|-----|---------|-----|-----|---------|-----|-----|---------|-----|-----|---------|
| MMF14 (3)   | 0.0068 ± 0.0026 (a) | 0.0072 ± 0.0026 (a) | 0.0088 ± 0.0101 (c) | 0.0000 ± 0.0000 (c) | 2.0863 ± 0.0000 (c) | 0.0000 ± 0.0000 (c) | 0.0000 ± 0.0000 (c) | 22.5213 ± 0.0000 (c) | 0.0000 ± 0.0000 (c) | 0.0000 ± 0.0000 (c) | 0.0000 ± 0.0000 (c) | 0.0000 ± 0.0000 (c) | 0.0000 ± 0.0000 (c) | 0.0000 ± 0.0000 (c) | 0.0000 ± 0.0000 (c) |
| MMF14 (5)   | 0.0200 ± 0.0259 (a) | 0.0200 ± 0.0259 (a) | 0.0518 ± 0.0111 (c) | 0.0000 ± 0.0000 (c) | 2.2186 ± 0.0000 (c) | 0.0000 ± 0.0000 (c) | 0.0000 ± 0.0000 (c) | 22.5213 ± 0.0000 (c) | 0.0000 ± 0.0000 (c) | 0.0000 ± 0.0000 (c) | 0.0000 ± 0.0000 (c) | 0.0000 ± 0.0000 (c) | 0.0000 ± 0.0000 (c) | 0.0000 ± 0.0000 (c) | 0.0000 ± 0.0000 (c) |
| MMF15 (3)   | 0.0200 ± 0.0259 (a) | 0.0200 ± 0.0259 (a) | 0.0518 ± 0.0111 (c) | 0.0000 ± 0.0000 (c) | 2.2186 ± 0.0000 (c) | 0.0000 ± 0.0000 (c) | 0.0000 ± 0.0000 (c) | 22.5213 ± 0.0000 (c) | 0.0000 ± 0.0000 (c) | 0.0000 ± 0.0000 (c) | 0.0000 ± 0.0000 (c) | 0.0000 ± 0.0000 (c) | 0.0000 ± 0.0000 (c) | 0.0000 ± 0.0000 (c) | 0.0000 ± 0.0000 (c) |
| MMF15 (5)   | 0.0200 ± 0.0259 (a) | 0.0200 ± 0.0259 (a) | 0.0518 ± 0.0111 (c) | 0.0000 ± 0.0000 (c) | 2.2186 ± 0.0000 (c) | 0.0000 ± 0.0000 (c) | 0.0000 ± 0.0000 (c) | 22.5213 ± 0.0000 (c) | 0.0000 ± 0.0000 (c) | 0.0000 ± 0.0000 (c) | 0.0000 ± 0.0000 (c) | 0.0000 ± 0.0000 (c) | 0.0000 ± 0.0000 (c) | 0.0000 ± 0.0000 (c) | 0.0000 ± 0.0000 (c) |
| MMF15 (10)  | 0.0200 ± 0.0259 (a) | 0.0200 ± 0.0259 (a) | 0.0518 ± 0.0111 (c) | 0.0000 ± 0.0000 (c) | 2.2186 ± 0.0000 (c) | 0.0000 ± 0.0000 (c) | 0.0000 ± 0.0000 (c) | 22.5213 ± 0.0000 (c) | 0.0000 ± 0.0000 (c) | 0.0000 ± 0.0000 (c) | 0.0000 ± 0.0000 (c) | 0.0000 ± 0.0000 (c) | 0.0000 ± 0.0000 (c) | 0.0000 ± 0.0000 (c) | 0.0000 ± 0.0000 (c) |

As a result, for some MMMOPs, such as MMF11 and MMF12, it has very poor performance. Since, by using cluster-wise SCD, LORD addresses the crowding illusion problem (Section 2, Fig. 2), it has superior performance in most cases in both decision as well as in objective space.

- Even with the increase in the number of subsets in the global PS (#Sets in Table 1), the performance of LORD remains steady (Tables 3 and 4).

- It is important for MMMOEs to converge to global optima of MMMOPs, overcoming the local optima. As LORD gives satisfactory performance for MMF10 to MMF13, which are problems with one global PS, LORD can also be considered as an excellent MOEA.

- rPSP is the ratio of IGDX to cover rate (cov_rate) where cover rate indicates the proportion of overlapping region between the obtained and true bounds of the decision variables [23]. As cov_rate is nearly equal to one (ideal value) for the test results, Table 3 reflect similar values of rPSP and IGDX.

Due to space constraint, the plots of PS and PF (for the median run) obtained by LORD are presented in Section V of the supplementary material and compared with 21
Figure 5: Visualizations of Pareto-optimal Set (PS) and Pareto-Front (PF) of 3- and 8-objective MMF14 and MMF15 problems for median runs by LORD-II (top row) and MO_Ring_PSO_SCD (bottom row). As both MMF14 and MMF15 problems have similar PF, only the obtained PF of MMF14 are shown here.

The following insights can be obtained for LORD-II from the results presented in Table 5:

- For 3-objective problems, LORD-II and MOEA/DD has similar performance in the objective space. However, both the EAs outperform MO_Ring_PSO_SCD by a large margin in convergence (CM) and diversity (D_metric). In the decision space, LORD-II maintains superiority.

- For 5-objective problems, LORD-II outperforms both the EAs in the decision space. However, LORD-II and MOEA/DD have similar performance in two cases, LORD-II is superior in one case and marginally outperformed in another case by MOEA/DD.

- For 8- and 10-objective problems, LORD-II exhibits superior performance in both decision and objective space.

- As seen from Fig. 5, PS and PF estimated by LORD-II have not only converged to global optimal surfaces but also the solutions are uniformly spread. The performance by MO_Ring_PSO_SCD (Fig. 5) is not as good as LORD-II and deteriorates severely with increase in dimension. The radial plot visualization of the estimated PF [38,46] shows that for LORD-II (Fig. 5f), all solutions have approximately converged to the global PF and form a uniformly distributed circle. This is not the case for MO_Ring_PSO_SCD (Fig. 5l) and hence, it yields poor values in the objective space.
The scalability of the proposed approach for exploration of solution distribution in the decision space is established in Section VI of the supplementary material where the performance of LORD-II is analyzed by varying the dimension of the decision space i.e., with $N = \{3, 10, 30, 50, 100\}$ for the 3-objective MMF14 problem. Another experiment demonstrates the superior diversity attainment behavior (in both decision and objective spaces) of LORD in Section VII of the supplementary material.

5 Conclusion and Future Research Directions

In this work, a novel EA is presented which deals with the challenges of MMMOPs. It is a first of its kind algorithm to attempt decomposition of decision space using graph Laplacian based clustering for maintaining the diversity of solutions in that space. It uses reference vectors to partition the objective space for maintaining diversity in the objective space. The proposed algorithm has two different versions to entail the convergence attribute. The first version (LORD) is for MMMOPs with small number of objectives, which eliminates the maximally crowded solution from the last non-dominated rank. The second version (LORD-II) is for problems with higher number of objectives which eliminates the candidate with maximal PBI, from the maximally large cluster. During elimination of candidate, LORD and LORD-II try to ensure that the removal does not occur from the sub-spaces (defined by reference vectors) with only one associated candidate. The proposed frameworks have been tested over 34 test instances from the CEC 2019 test suite for MMMOPs [4] and their performance have been compared with recent state-of-the-art algorithms to establish their efficacy.

Inspite of their superior performance, LORD and LORD-II have the following disadvantages; reducing the effects of which could be considered for future extensions of this work:

1. Spectral clustering solves the preliminary purpose of decomposing the decision space and is effective for problems like MMF2, MMF3, SYM-PART, etc. However, for problems like MMF1, MMF6, MMF7, etc., where overlap exists along certain dimensions within each subset of PS [4], spectral clustering does not completely eliminate the crowding illusion problem (Fig. 2). Hence, the search for better decomposition methods in the decision space forms a potential future work.

2. As done in the proposed work as well as in most of the previous works such as [8,25], the mating pool selection is performed from neighboring candidates in the objective space. Nonetheless, if an approximate partitioning of the decision space could be done to yield the bounding box of each subset of PS, intra- and inter-subset mating could further be studied for enhanced diversity of solutions.
in the decision space. Moreover, different subsets of the PS of an MMMOP have
correlated structures. Such information on correlation could be incorporated to
design new perturbation operators for guiding the search in MMMOPs.

3. It should be noted that the research on MMMOPs has just started develop-
ing. Hence, besides designing more algorithms to deal with MMMOPs, other
challenges in this new direction involve developing novel decision-making strate-
gies (selecting one out of multiple equivalent solutions from the PS mapping to
a certain solution in the PF), analyzing more practical problems, designing
benchmark problems replicating real-world challenges as well as designing new
performance measures (independent of the true PS) to study the convergence
and diversity in the decision space for practical problems.
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Supplementary Material for Decomposition in Decision and Objective Space for Multi-Modal Multi-Objective Optimization

Monalisa Pal and Sanghamitra Bandyopadhyay*

1 Introduction

This is a supplementary document for the article proposing graph Laplacian based Optimization using Reference vector assisted Decomposition (LORD) for Multi-Modal Multi-objective Optimization Problems (MMMOPs) [1] and its extension (LORD-II) for multi-modal many-objective optimization problems. This material is to assist the readers to obtain a deeper insight on various topics associated with the proposed approach. Kindly note that this is not a stand-alone document and bears reference to the main article proposing LORD and LORD-II.

This material consists of the following topics in its different sections:

1. Section 2 of this material describes the various performance indicators used to analyze the performance of LORD and LORD-II in the proposed work.

2. Section 3 of this material presents an experiment to study the sensitivity of thresholding for nearest neighbor graph formation which assists in spectral clustering (decomposition) of the decision space for LORD and LORD-II. It also presents an experiment to study the sensitivity of the probability (threshold) for switching between different reproduction strategies (DE/rand/1/bin and SBX crossover).
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Section 4 compares the performance of LORD and LORD-II with six other multi-modal multi-objective evolutionary algorithms (MMMOEAs) which were designed for specific types of multi-modal multi-objective problems (MMMOPs).

Section 5 provides the Cartesian coordinate plots of the Pareto-optimal sets (PSs) and the Pareto-fronts (PFs) of the 22 test instances of CEC 2019 test suite [2] and compares them with those obtained by MO_Ring_PSO_SCD (a state-of-the-art algorithm for MMMOPs) [3] and LORD (or LORD-II).

Section 6 of this material presents a scalability study on the performance of LORD-II for addressing 3-objective MMF14 problem up to 100 candidate dimensions.

Section 7 of this material analyzes the diversity attainment behavior of LORD in both objective space and decision space.

Finally, the material is concluded in Section 8.

2 Brief Description of Performance Indicators

This section briefly describes the various performance indicators used to analyze the performance of LORD and LORD-II in the proposed work.

2.1 Convergence Metric

Convergence Metric [4, 5] (also known as generational distance [6]) indicates the convergence of the solutions in the estimated Pareto-optimal surface to the true Pareto-optimal surface. Let $\mathcal{A}$ be a non-dominated set of solutions and $\mathcal{H}_{CM}$ be a set of several points are sampled uniformly across the Pareto-optimal surface. Convergence metric ($CM$) is estimated by (1) as the sample mean of the minimum Euclidean distance $D_E(.)$ of the objective vectors estimating the Pareto-Front ($\mathcal{A}_F = \{\mathbf{F}(\mathbf{X}_i)|\mathbf{X}_i \in \mathcal{A}\}$) from the points in the reference set ($\mathbf{H}_j \in \mathcal{H}_{CM}$), over the number of solutions in the approximated Pareto-Front. If CM is evaluated in the decision space $\mathcal{H}_{CM}$ is a representation of the true Pareto-optimal Set and instead of $\mathbf{F}(\mathbf{X}_i) \in \mathcal{A}_F$, $\mathbf{X}_i \in \mathcal{A}$ is considered in (1).

$$CM(\mathcal{A}_F, \mathcal{H}_{CM}) = \frac{1}{|\mathcal{A}_F|} \sum_{i=1}^{|\mathcal{A}_F|} \left( \min_{j=1}^{|\mathcal{H}_{CM}|} (D_E(\mathbf{F}(\mathbf{X}_i), \mathbf{H}_j)) \right),$$

where $\mathbf{F}(\mathbf{X}_i) \in \mathcal{A}_F$ and $\mathbf{H}_j \in \mathcal{H}_{CM}$
2.2 Inverted Generational Distance

Inverted Generational Distance (IGD) \([7,8]\) gives an indication of the convergence as well as the diversity of the approximated Pareto-Front. Let \(\mathcal{A}\) be a non-dominated set of solutions and \(\mathcal{A}_F = \{ \mathbf{F}(\mathbf{X}_i) | \mathbf{X}_i \in \mathcal{A}\}\) be the estimated Pareto-Front. Similar to the evaluation of \(CM\), IGD also requires a set \(\mathcal{H}_{IGD}\) of \(N_{IGD}\) points sampled uniformly over the true Pareto-Front (if evaluated in the objective space). IGD is estimated by (2) as the sample mean of the minimum Euclidean distance \(D_E(.)\) of the points in the reference set \((\mathbf{H}_j \in \mathcal{H}_{IGD})\) from the objective vectors constituting the approximated Pareto-Front \((\mathbf{F}(\mathbf{X}_i) \in \mathcal{A}_F)\), over the number of solutions in \(\mathcal{H}_{IGD}\). If IGD is evaluated in the decision space \(\mathcal{H}_{IGD}\) is a representation of the true Pareto-optimal Set and instead of \(\mathbf{F}(\mathbf{X}_i) \in \mathcal{A}_F\), \(\mathbf{X}_i \in \mathcal{A}\) is considered in (2). In this work, IGDF is used to represent IGD in objective space and IGDX is used to represent IGD in decision space.

\[
IGD(\mathcal{A}_F, \mathcal{H}_{IGD}) = \frac{1}{|\mathcal{H}_{IGD}|} \sum_{j=1}^{|\mathcal{H}_{IGD}|} \left( \min_{i=1}^{|\mathcal{A}_F|} (D_E(\mathbf{F}(\mathbf{X}_i), \mathbf{H}_j)) \right),
\]

where \(\mathbf{F}(\mathbf{X}_i) \in \mathcal{A}_F\) and \(\mathbf{H}_j \in \mathcal{H}_{IGD}\)

2.3 Hypervolume Indicator

Hypervolume Indicator \([4,9]\) can also represent both convergence and diversity information using a single value and also its evaluation is independent of the knowledge of the true Pareto-Front. For its evaluation, a hyper-rectangle is considered between a reference point \((\mathbf{R}_{HV})\) and the origin of the objective space. A set of points (say \(\mathcal{H}_{HV}\)) is randomly sampled in this hyper-rectangle using Monte-Carlo simulation. Hypervolume Indicator \((HV)\) is given by (3) which yields the fraction of the points in \(\mathcal{H}_{HV}\) which are Pareto-dominated by the non-dominated set of solutions, approximating the Pareto-Front (denoted by \(\mathcal{A}_F\)). For its evaluation, an attainment function \((\alpha_{HV}(.))\) is defined which returns 1 when a point \(\mathbf{H}_j \in \mathcal{H}_{HV}\) is dominated by any solution \((\mathbf{F}(\mathbf{X}_i) \in \mathcal{A}_F)\). Hypervolume Indicator is given by the average of the values returned by the attainment function over the set of points belonging to \(\mathcal{H}_{HV}\).

\[
HV(\mathcal{A}_F, \mathcal{H}_{HV}) = \frac{1}{|\mathcal{H}_{HV}|} \sum_{j=1}^{|\mathcal{H}_{HV}|} \alpha_{HV}(\mathbf{H}_j, \mathcal{A}_F),
\]

where \(\mathbf{H}_j \in \mathcal{H}_{HV}\) and \(\alpha_{HV}(\mathbf{H}_j, \mathcal{A}_F) = \begin{cases} 1, & \text{if } \exists \mathbf{F}(\mathbf{X}_i) \in \mathcal{A}_F \text{ with } \mathbf{F}(\mathbf{X}_i) \prec \mathbf{H}_j \\ 0, & \text{otherwise} \end{cases}\)

(3)
2.4 Pareto-Set Proximity

Pareto-Set Proximity (PSP) [3] is used to evaluate the similarity between the approximated Pareto-optimal Set ($\mathcal{A}$) and the true Pareto-optimal Set (represented by a set $\mathcal{H}_{IGD}$ of $N_{IGD}$ points sampled uniformly on the true Pareto-optimal Set). PSP is given by (4) where $cov\_\text{rate}$ represents the cover rate (overlap ratio of the approximated Pareto-optimal Set to the true Pareto-optimal Set) and $IGD(\mathcal{A},\mathcal{H}_{IGD})$ represents IGDX. In (4), $x_{i}^{\min}$ and $x_{i}^{\max}$ represent the minimum and maximum along the $i^{th}$ decision variable over the approximated Pareto-optimal Set, respectively. Similarly, $x_{i}^{\text{MIN}}$ and $x_{i}^{\text{MAX}}$ represent the minimum and maximum along the $i^{th}$ decision variable over the true Pareto-optimal Set, respectively. While $cov\_\text{rate}$ indicates overlap, $IGD(\mathcal{A},\mathcal{H}_{IGD})$ represents convergence and diversity of the approximated Pareto-optimal Set with respect to true Pareto-optimal Set. Thus, PSP quantifies an overall quality of the approximated Pareto-optimal Set.

$$PSP(\mathcal{A},\mathcal{H}_{IGD}) = \frac{cov\_\text{rate}}{IGD(\mathcal{A},\mathcal{H}_{IGD})}$$

where $cov\_\text{rate} = \left(\prod_{i=1}^{N} \gamma_{i}\right)^{\frac{1}{2N}}$

$$\gamma_{i} = \begin{cases} 
1, & \text{if } x_{i}^{\text{MAX}} = x_{i}^{\text{MIN}} \\
0, & \text{if } x_{i}^{\min} \geq x_{i}^{\text{MAX}} \lor x_{i}^{\max} \leq x_{i}^{\text{MIN}} \\
z_{i}, & \text{otherwise}
\end{cases}$$

and $z_{i} = \left(\frac{\min(x_{i}^{\max}, x_{i}^{\text{MAX}}) - \max(x_{i}^{\min}, x_{i}^{\text{MIN}})}{x_{i}^{\text{MAX}} - x_{i}^{\text{MIN}}}\right)^{2}$

2.5 Diversity indicator: D_{metric}

This indicator is a measure of the diversity of the population in the objective space [10]. Let $S_{k}^{G}$ represent the number of objective vectors associated with the $k^{th}$ reference vector at generation $G$. Ideal value of $S_{k}^{G} = S_{\text{ideal}}^{G} = n_{\text{pop}}/n_{\text{dir}}$ where $n_{\text{pop}}$ is the size of the population and $n_{\text{dir}}$ is the number of reference vectors. At generation $G$, $D_{\text{metric}}^{G}$ is defined by (5) which has an ideal value of zero implying best diversity. A higher value of $D_{\text{metric}}$ implies poor diversity. Thus, $D_{\text{metric}}$ of the population at termination of an EA is gives the diversity attained by the estimated

---

1It should be noted $x_{i}^{\text{MIN}}$ and $x_{i}^{\text{MAX}}$ are the bounds of the $i^{th}$ variable over true Pareto-optimal Set, not over the decision space $\mathcal{D}$. 

---
Pareto-Front [10].

\[
D_{\text{metric}}^G = \frac{n_{\text{dir}}}{n_{\text{pop}}} \sqrt{\sum_{k=1}^{n_{\text{dir}}} (S^G_k - S^G_{\text{ideal}})^2}
\] (5)

## 2.6 Non-Contributing Solutions and Associated Indicators

As seen from (2), IGDX evaluation involves the term \( \min_{X_i \in A} (D_E (X_i, H_j)) \) where \( H_j \in \mathcal{H}_{IGD} \). A solution \( X_i^{NS} \in A \) is called a non-contributing solution, if for a given representation of the true Pareto-optimal Set (\( \mathcal{H}_{IGD} \)) and a given set of non-dominated solutions (\( A \)) the condition in (6) is satisfied [6,11].

\[
\exists H_j \in \mathcal{H}_{IGD} : D_E (X_i^{NS}, H_j) = \min_{X_i \in A} (D_E (X_i, H_j))
\] (6)

Let the subset of the non-dominated solution set consisting of all such non-contributing solutions be \( A^{NS} \). The proportion of non-contributing solutions in the non-dominated solution set is given by \( NSX = |A^{NS}| / |A| \). In this work, this proportion \( NSX \) is reported as an indicator to reflect the amount of outliers i.e., how many non-dominated solutions of the final population are not the nearest neighbors of any point in \( \mathcal{H}_{IGD} \) (the set representing the true Pareto-optimal Set).

Removing \( A^{NS} \) from \( A \) does not change IGDX i.e., \( IGD(A, \mathcal{H}_{IGD}) = IGD(A - A^{NS}, \mathcal{H}_{IGD}) \). However, to note how far the outliers are from the surface of true Pareto-optimal Set, in this work, the convergence metric of \( A^{NS} \) is evaluated in the decision space with respect to \( \mathcal{H}_{CM} \) i.e., \( CM_{NSX} = CM (A^{NS}, \mathcal{H}_{CM}) \). If both \( NSX \) and \( CM_{NSX} \) are large, it implies that a large number of solutions are far away from the true Pareto-optimal Set.

## 3 Parameter Sensitivity Studies

### 3.1 Parameter: Threshold for Nearest Neighbor Graph

One of the major strategies of the proposed evolutionary frameworks is the spectral clustering of the decision space (Section III-B of the main manuscript). The first step of spectral clustering involves formation of the nearest neighbor graph. For constructing this graph, distances between every pair of candidates (nodes) are obtained and edges are placed between nodes whose distance is less than a threshold of \( \varepsilon_L \). In Section IV-C of the main manuscript, it is stated that \( \varepsilon_L \) is considered as \( \alpha_L \) (= 0.2) times the longest possible distance in the decision space i.e., diagonal of the box-constrained decision space, \( D \).
In this section of the supplementary material, $\alpha_L$ is varied between 0.1 to 0.8 such that $\varepsilon_L$ is varied between 10% to 80% of the length diagonal of $D$. The performance of LORD with different thresholds for nearest neighbor graph is studied in terms of IGDX and IGDF for MMF1 to MMF8 problems. Similarly, the performance of LORD-II is studied for 3-objective MMF14, MMF14_a, MMF15 and MMF15_a problems.

It can be seen from Table 1 that the best performance is obtained at $\alpha_L = 0.2$. With increasing threshold, all the points in the decision space form a single component and distinguishability of multiple PSs is lost which deteriorates the performance. On the other hand, when the threshold is very small, the number of clusters becomes approximately equal to the population size and every candidate is treated independently. This leads to higher randomness and thus, degrades the performance of the proposed evolutionary frameworks.

### 3.2 Parameter: Threshold for Reproduction Switching

Another characteristic feature of the proposed evolutionary frameworks is the probabilistic switching between two reproduction strategies for perturbation of candidates (Algorithm 3 of the main manuscript). This switching is dictated by a threshold ($P_{mut}$) which decides whether DE/rand/1/bin [12] or SBX-crossover [13] is followed. A lower value of $P_{mut}$ implies DE/rand/1/bin is favoured over SBX-crossover. In Section IV-C of the main manuscript, it is stated that $P_{mut} = 0.25$ is considered.

In this section of the supplementary material, $P_{mut}$ is tested for the following

| $\alpha_L \rightarrow$ | IGDX      | IGDF      |
|------------------------|-----------|-----------|
| MMF1                   | 0.0504    | 0.0028    |
| MMF2                   | 0.1431    | 0.0092    |
| MMF3                   | 0.0459    | 0.0084    |
| MMF4                   | 0.0298    | 0.0021    |
| MMF5                   | 0.0976    | 0.0025    |
| MMF6                   | 0.0812    | 0.0025    |
| MMF7                   | 0.0277    | 0.0024    |
| MMF8                   | 0.1631    | 0.0025    |
| MMF14                  | 0.0495    | 0.0025    |
| MMF14_a                | 0.0657    | 0.0025    |
| MMF15                  | 0.0295    | 0.0025    |
| MMF15_a                | 0.0369    | 0.0025    |

In this section of the supplementary material, $\alpha_L$ is varied between 0.1 to 0.8 such that $\varepsilon_L$ is varied between 10% to 80% of the length diagonal of $D$. The performance of LORD with different thresholds for nearest neighbor graph is studied in terms of IGDX and IGDF for MMF1 to MMF8 problems. Similarly, the performance of LORD-II is studied for 3-objective MMF14, MMF14_a, MMF15 and MMF15_a problems.

It can be seen from Table 1 that the best performance is obtained at $\alpha_L = 0.2$. With increasing threshold, all the points in the decision space form a single component and distinguishability of multiple PSs is lost which deteriorates the performance. On the other hand, when the threshold is very small, the number of clusters becomes approximately equal to the population size and every candidate is treated independently. This leads to higher randomness and thus, degrades the performance of the proposed evolutionary frameworks.
Table 2: Mean of IGDX and IGDF for some MMMOPs over 51 Independent Runs of LORD and LORD-II for Sensitivity Study of $P_{\text{mut}}$.

| $P_{\text{mut}}$ | IGDX | IGDF |
|------------------|------|------|
| $0.00$           |      |      |
| $0.25$           |      |      |
| $0.50$           |      |      |
| $0.75$           |      |      |
| $1.00$           |      |      |

LORD

| MMF1  | $0.0529$ | $0.0431$ | $0.0470$ | $0.0472$ | $0.0506$ | $0.0028$ | $0.0026$ | $0.0027$ | $0.0027$ |
| MMF2  | $0.0694$ | $0.0110$ | $0.0169$ | $0.0207$ | $0.0251$ | $0.0100$ | $0.0069$ | $0.0085$ | $0.0097$ | $0.0141$ |
| MMF3  | $0.0603$ | $0.0275$ | $0.0116$ | $0.0188$ | $0.0217$ | $0.0169$ | $0.0065$ | $0.0070$ | $0.0082$ | $0.0475$ |
| MMF4  | $0.0283$ | $0.0237$ | $0.0239$ | $0.0287$ | $0.0381$ | $0.0023$ | $0.0021$ | $0.0021$ | $0.0023$ | $0.0025$ |
| MMF5  | $0.0923$ | $0.0789$ | $0.0738$ | $0.0900$ | $0.0904$ | $0.0027$ | $0.0025$ | $0.0024$ | $0.0026$ | $0.0028$ |
| MMF6  | $0.1199$ | $0.0693$ | $0.0777$ | $0.0827$ | $0.0976$ | $0.0025$ | $0.0024$ | $0.0025$ | $0.0025$ | $0.0025$ |
| MMF7  | $0.0240$ | $0.0209$ | $0.0229$ | $0.0228$ | $0.0278$ | $0.0024$ | $0.0023$ | $0.0023$ | $0.0023$ | $0.0025$ |
| MMF8  | $0.4619$ | $0.1197$ | $0.1085$ | $0.0737$ | $0.1123$ | $0.0026$ | $0.0025$ | $0.0025$ | $0.0026$ | $0.0026$ |

LORD-II

| MMF14 | $0.0490$ | $0.0484$ | $0.0497$ | $0.0494$ | $0.0502$ | $0.0547$ | $0.0545$ | $0.0542$ | $0.0548$ | $0.0554$ |
| MMF14a| $0.0617$ | $0.0609$ | $0.0613$ | $0.0650$ | $0.0671$ | $0.0578$ | $0.0563$ | $0.0580$ | $0.0589$ | $0.0596$ |
| MMF15 | $0.0296$ | $0.0288$ | $0.0291$ | $0.0292$ | $0.0291$ | $0.0553$ | $0.0551$ | $0.0552$ | $0.0553$ | $0.0560$ |
| MMF15a| $0.0374$ | $0.0370$ | $0.0364$ | $0.0372$ | $0.0378$ | $0.0588$ | $0.0588$ | $0.0593$ | $0.0594$ | $0.0606$ |

cases:

1. $P_{\text{mut}} = 0.00$: This case assesses the performance when only DE/rand/1/bin is used in the reproduction stage.

2. $P_{\text{mut}} = 0.25$: This case assesses the performance when DE/rand/1/bin is used more often than SBX-crossover in the reproduction stage.

3. $P_{\text{mut}} = 0.50$: This case assesses the performance when DE/rand/1/bin and SBX-crossover have equal preference and either of them is randomly selected to be used in the reproduction stage.

4. $P_{\text{mut}} = 0.75$: This case assesses the performance when SBX-crossover is used more often than DE/rand/1/bin in the reproduction stage.

5. $P_{\text{mut}} = 1.00$: This case assesses the performance when only SBX-crossover is used in the reproduction stage.

The performance of LORD with different thresholds ($P_{\text{mut}}$) is studied in terms of IGDX and IGDF for MMF1 to MMF8 problems. Similarly, the performance of LORD-II is studied for 3-objective MMF14, MMF14a, MMF15 and MMF15a problems. It should be noted that polynomial mutation [14] follows either of these reproduction strategies for perturbation of candidates so that the proposed frameworks are not prone to local optima [5]. Also, more reproduction strategies could be incorporated in Algorithm 3 of the main manuscript by growing the if-else tree.

It can be seen from Table 2 that the best performance is obtained at $P_{\text{mut}} = 0.25$. Hence, DE/rand/1/bin is preferred over SBX-crossover for exploration of search space.
Table 3: Mean of IGDX and IGDF for 2- and 3-objective MMMOPs over 51 Independent Runs.

| 2-objective Problems | IGDX | IGDF |
|----------------------|------|------|
| LORD | DE-TriM [16] | MM-NAEMO [17] | PSO-SCD | LORD | DE-TriM [16] | MM-NAEMO [17] | PSO-SCD |
| MMF1₄ | 0.0051 | 0.0165 (+) | 0.0286 (+) | 0.0029 | 0.0026 (+) | 0.0036 (+) | 0.0016 (+) |
| MMF1₅ | 0.0151 | 0.0106 (+) | 0.0117 (+) | 0.0029 | 0.0026 (+) | 0.0035 (+) | 0.0006 (+) |
| MMF1₆ | 0.7409 | 2.8777 (+) | 0.4115 (+) | 0.4737 (+) | 0.0029 | 0.0029 (+) | 0.0051 (+) | 0.0119 (+) |
| MMF1₇ | 0.0160 | 0.0118 (+) | 0.0113 (+) | 0.0261 (+) | 0.0010 | 0.0005 (+) | 0.0004 (+) | 0.0287 (+) |
| MMF2₄ | 0.0176 | 0.0263 (+) | 0.0257 (+) | 0.0169 | 0.0017 (+) | 0.0085 (+) | 0.0154 (+) |
| MMF2₅ | 0.0251 | 0.0211 (+) | 0.0162 (+) | 0.0271 (+) | 0.0018 | 0.0025 (+) | 0.0033 (+) | 0.0037 (+) |
| MMF2₆ | 0.0814 | 0.0892 (+) | 0.0871 (+) | 0.0857 (+) | 0.0024 | 0.0027 (+) | 0.0037 (+) | 0.0037 (+) |
| MMF2₇ | 0.0632 | 0.0576 (+) | 0.0743 (+) | 0.0736 (+) | 0.0023 | 0.0025 (+) | 0.0036 (+) | 0.0035 (+) |
| MMF3₄ | 0.0218 | 0.0201 (+) | 0.0229 (+) | 0.0262 (+) | 0.0022 | 0.0025 (+) | 0.0035 (+) | 0.0037 (+) |
| MMF3₅ | 0.0762 | 0.0899 (+) | 0.3348 (+) | 0.0673 (+) | 0.0025 | 0.0029 (+) | 0.0037 (+) | 0.0048 (+) |
| MMF3₆ | 0.0046 | 0.0797 (+) | 0.0048 (+) | 0.0079 (+) | 0.0085 | 0.0119 (+) | 0.0079 (+) | 0.0160 (+) |
| MMF3₇ | 0.0018 | 0.0036 (+) | 0.0121 (+) | 0.0276 (+) | 0.0061 | 0.0089 (+) | 0.0630 (+) | 0.1128 (+) |
| MMF11 | 0.0020 | 0.0036 (+) | 0.0048 (+) | 0.0054 (+) | 0.0082 | 0.0109 (+) | 0.0031 (+) | 0.0176 (+) |
| MMF12 | 0.0113 | 0.0175 (+) | 0.0050 (+) | 0.0038 (+) | 0.0020 | 0.0023 (+) | 0.0016 (+) | 0.0068 (+) |
| MMF13 | 0.0242 | 0.0326 (+) | 0.1787 (+) | 0.0314 (+) | 0.0063 | 0.0094 (+) | 0.1059 (+) | 0.264 (+) |
| Omini-test | 0.0796 | 0.0732 (+) | 0.1511 (+) | 0.3907 (+) | 0.0091 | 0.0125 (+) | 0.0130 (+) | 0.442 (+) |
| SYM-PART-simple | 0.0549 | 0.1038 (+) | 0.1576 (+) | 0.0360 (+) | 0.0165 | 0.0101 (+) | 0.0472 (+) | 0.0419 (+) |
| SYM-PART-rotated | 0.1238 | 0.1388 (+) | 0.7636 (+) | 0.2548 (+) | 0.0178 | 0.0125 (+) | 0.0395 (+) | 0.0467 (+) |
| Sim-up | 0.1129 | 0.1129 | 0.2872 | 0.2872 | 0.0178 | 0.0125 (+) | 0.0395 (+) | 0.0467 (+) |

This is similar to the results reported in [15] which suggests Differential Evolution (DE) generally outperforms Genetic Algorithm (GA) for multi-objective optimization problems. However, unlike the work in [15], the results reported in Table 2 suggest that a switching scheme is beneficial as it gains from the exploratory capabilities of both these reproduction strategies. It should also be noted that the IGD values (for MMF14, MMF14₄, MMF15 and MMF15₄) vary much less across different $P_{mut}$ values from LORD-II than the IGD values for some problems (MMF2, MMF3, MMF6 and MMF8) from LORD. This suggests that LORD is more sensitive to $P_{mut}$ than LORD-II.

4 Comparison of LORD and LORD-II with Several MMMOEAs

In this material, three sets of comparisons are performed which are as follows:

1. As the proposed frameworks use reference vector assisted decomposition of the objective space, the performance two recent MMMOEAs (DE-TriM [16] and MM-NAEMO [17]) using similar decomposition of objective space are compared with LORD for MMMOPs with $M = 2$ and with LORD-II for MMMOPs with
\( M = 3. \)

2. As LORD-II is designed for multi-modal many-objective optimization problems (MMMaOPs), its performance is compared with the only other optimizer (NIMMO [18]) developed for MMMaOPs. A few results from other competitor MMMOEAs are also presented in this comparison as these results are presented on polygon and rotated polygon problems with higher number of objectives.

3. As the recommendation of the report defining the MMMOPs [2] is followed, all the results in the main manuscript are presented with a population size of \( 100 \times N \) where \( N \) is the dimension of the decision space. An experiment to assess the performance of LORD-II is performed where the population size is set low, as per the optimal recommendation for MOEA/DD [8].

As the main manuscript compares LORD and LORD-II with MO_Ring_PSO_SCD [3], the first two experiments are accompanied with results from MO_Ring_PSO_SCD as well to fairly assess the relative rankings of algorithms.

4.1 Comparison with Reference Vector Assisted MMMOEAs

In this sub-section, using the parameters and reference sets specified in Section IV of the main manuscript, the performances of LORD and LORD-II are compared with Differential Evolution for Multi-Modal Multi-objective problems (DE-TriM) [16] and with the Multi-Modal Multi-objective version of Neighborhood-sensitive Archived Evolutionary Multi-Objective optimizer (MM-NAEMO) [17]. Also, the results of MO_Ring_PSO_SCD [3] are specified in Table 3 for reference. Each of these algorithms (DE-TriM, MM-NAEMO and MO_Ring_PSO_SCD) are set up using the parameters recommended in [16], [17] and [3], respectively.

Test problems from the CEC 2019 multi-modal multi-objective test suite [2] are considered for this experiment and the algorithms are run for a maximum number of \( 5000 \times N \) function evaluations with a \( 100 \times N \) population size where \( N \) is the dimension of decision space. The algorithms are executed for 51 runs and the mean of IGDX and IGDF values are reported in Table 3 to analyze the performance in decision and objective space, respectively. All the results have been statistically validated using Wilcoxon ranked sum test.

Overall, it can be seen from Table 3 that LORD-II has the best performance in both objective and decision space for 3-objective problems. LORD has the best and DE-TriM has the second-best performance in the objective space for 2-objective problems according to Table 3. On the other hand, Table 3 shows that LORD has best or second-best performance in the decision space for most of the 2-objective problems except MMF1_e. Unlike other MMMOEAs [3,17,19] which yields poor performance
in objective space in order to improve the performance in decision space, LORD and LORD-II performs satisfactorily in both the spaces and competitively outperforms the other reference vector assisted algorithms for MMMOEs.

### 4.2 Comparison on Multi-Modal Many-Objective Problems

In this sub-section, the performance of LORD-II is compared with Niching Indicator based Multi-Modal Many-Objective optimizer (NIMMO) [18] which is set up as per the specifications in [18]. Also, the performance of MO_Ring_PSO_SCD [3] on these problems are specified for reference, along with that of the first MMMOEA (Omni-Optimizer [21]) and the scalable MMMOEA (TriMOEA_TA&R [20]).

#### Table 4: Mean PSP values for $M$-objective polygon and rotated polygon (RPolygon) problems over 31 independent runs.

| $M$-Problems | LORD-II | NIMMO [18] | TriMOEA_TA&R [20] | MO_Ring_PSO_SCD | Omni-Optimizer [21] |
|---------------|---------|------------|-------------------|-----------------|---------------------|
| 3-Polygon     | 184.66  | 178.71 (+) | 158.39 (+)        | 109.85 (+)      | 120.17 (+)          |
| 3-RPolygon    | 156.01  | 166.54 (-) | 49.63 (+)         | 107.81 (+)      | 113.59 (+)          |
| 5-Polygon     | 181.38  | 141.30 (+) | 61.55 (+)         | 87.99 (+)       | 90.96 (+)           |
| 5-RPolygon    | 160.34  | 132.04 (+) | 28.83 (+)         | 86.99 (+)       | 88.22 (+)           |
| 8-Polygon     | 216.64  | 111.35 (+) | 72.69 (+)         | 69.98 (+)       | 71.09 (+)           |
| 8-RPolygon    | 196.47  | 104.28 (+) | 13.01 (+)         | 67.94 (+)       | 70.04 (+)           |
| 10-Polygon    | 224.85  | 138.23 (+) | 77.00 (+)         | 83.24 (+)       | 89.26 (+)           |
| 10-RPolygon   | 189.46  | 126.33 (+) | 25.64 (+)         | 82.54 (+)       | 86.48 (+)           |
| Sum-up        | +/- / - / ~ | 7/1/0 | 8/0/0 | 8/0/0 | 8/0/0 |

#### Table 5: Mean IGDX values for $M$-objective polygon and rotated polygon (RPolygon) problems over 31 independent runs.

| $M$-Problems | LORD-II | NIMMO [18] | TriMOEA_TA&R [20] | MO_Ring_PSO_SCD | Omni-Optimizer [21] |
|---------------|---------|------------|-------------------|-----------------|---------------------|
| 3-Polygon     | 0.0054  | 0.0056 (+) | 0.0063 (+)        | 0.0091 (+)      | 0.0083 (+)          |
| 3-RPolygon    | 0.0064  | 0.0059 (-) | 0.0295 (+)        | 0.0090 (+)      | 0.0085 (+)          |
| 5-Polygon     | 0.0055  | 0.0070 (+) | 0.0162 (+)        | 0.0113 (+)      | 0.0110 (+)          |
| 5-RPolygon    | 0.0062  | 0.0074 (+) | 0.0400 (+)        | 0.0113 (+)      | 0.0110 (+)          |
| 8-Polygon     | 0.0046  | 0.0089 (+) | 0.0136 (+)        | 0.0143 (+)      | 0.0140 (+)          |
| 8-RPolygon    | 0.0051  | 0.0093 (+) | 0.0747 (+)        | 0.0144 (+)      | 0.0138 (+)          |
| 10-Polygon    | 0.0044  | 0.0072 (+) | 0.0123 (+)        | 0.0120 (+)      | 0.0112 (+)          |
| 10-RPolygon   | 0.0053  | 0.0076 (+) | 0.0404 (+)        | 0.0118 (+)      | 0.0112 (+)          |
| Sum-up        | +/- / - / ~ | 7/1/0 | 8/0/0 | 8/0/0 | 8/0/0 |

In this sub-section, the performance of LORD-II is compared with Niching Indicator based Multi-Modal Many-Objective optimizer (NIMMO) [18] which is set up as per the specifications in [18]. Also, the performance of MO_Ring_PSO_SCD [3] on these problems are specified for reference, along with that of the first MMMOEA (Omni-Optimizer [21]) and the scalable MMMOEA (TriMOEA_TA&R [20]).
Table 6: Mean IGDF values for $M$-objective polygon and rotated polygon (RPolygon) problems over 31 independent runs.

| $M$-Problems     | LORD-II | NIMMO [18] | TriMOEA_TAR [20] | MO_Ring_PSOSCD [3] | Omni-Optimizer [21] |
|------------------|---------|-------------|------------------|--------------------|---------------------|
| 3-Polygon        | 0.0023  | 0.0025 (+) | 0.0040 (+)       | 0.0034 (+)         | 0.0028 (+)          |
| 3-RPolygon       | 0.0023  | 0.0025 (+) | 0.0046 (+)       | 0.0034 (+)         | 0.0028 (+)          |
| 5-Polygon        | 0.0031  | 0.0044 (+) | 0.0149 (+)       | 0.0057 (+)         | 0.0051 (+)          |
| 5-RPolygon       | 0.0030  | 0.0044 (+) | 0.0149 (+)       | 0.0058 (+)         | 0.0052 (+)          |
| 8-Polygon        | 0.0031  | 0.0069 (+) | 0.0180 (+)       | 0.0092 (+)         | 0.0082 (+)          |
| 8-RPolygon       | 0.0032  | 0.0069 (+) | 0.0190 (+)       | 0.0093 (+)         | 0.0083 (+)          |
| 10-Polygon       | 0.0033  | 0.0064 (+) | 0.0204 (+)       | 0.0087 (+)         | 0.0074 (+)          |
| 10-RPolygon      | 0.0034  | 0.0064 (+) | 0.0185 (+)       | 0.0086 (+)         | 0.0075 (+)          |
| Sum-up           | +/ /−/ ~ | 8/0/0 | 8/0/0 | 8/0/0 | 8/0/0 |

Table 7: Cartesian coordinate plots of the 2-dimensional PSs of $M$-objective polygon and rotated polygon problems.

This experiment considers $M$-objective polygon and rotated (by 45 degrees) polygon problems [18, 22]. For these problems, the number of objectives ($M$) is equal to the number of vertices of the polygons and $i^{th}$ objective to be minimized is given by the Euclidean distance of a solution to its nearest $i^{th}$ vertex over any of the given number of polygons. Hence, a 3-objective polygon problem searches for triangles, a 5-objective polygon problem searches for pentagons and so on. There are a total of eight problem instances considered in this experiment. These problems are specified as follows:

- Dimension of decision space: $N = 2$
- Bounds of decision space ($D$): $X_L = [-1, -1]$ and $X_U = [2, 2]$
- Dimension of objective space: $M \in \{3, 5, 8, 10\}$
- Number of Subsets in Pareto-optimal Set: $\#Sets = \text{number of polygons} = 9$
Table 8: Specifications for the experiment on polygon and rotated polygon problems according to [18].

| Parameters | Used by LORD-II | Used by NIMMO, TriMOEA_TA&R, MO_Ring_PSO_SCD, and Omni-Optimizer in [18] |
|------------|----------------|------------------------------------------------------------------------|
| n_{pop}    | 3-obj 210      | 210                                                                    |
|            | 5-obj 210      | 210                                                                    |
|            | 8-obj 156      | 156                                                                    |
|            | 10-obj 230     | 230                                                                    |
| #runs      | 31             | 31                                                                     |
| MaxFES     | 10000          | 10000                                                                  |
| N_{IGD}    | 5000           | 5000                                                                   |

- Reference sets for true PS and true PF as well as the vertices of the polygons are obtained from https://sites.google.com/view/nimmopt/.

As per the recommendations in [18], this experiment considers the specifications mentioned in Table 8. Here, PSP, IGDX and IGDF values are reported in Tables 4, 5 and 6, respectively. Apart from LORD-II, all the performance values are considered from the results in [18] as all the recommendations of [18] are used to conduct this experiment with polygon and rotated polygon problems. The remaining parameters of LORD-II are set up as specified in Section IV of the main manuscript.

Results demonstrate the superiority of LORD-II in both the decision and objective spaces, over all the problems, among the five state-of-the-art competitor algorithms considered in this experiment. An interesting observation is that the performance of all MMMOEAs (except TriMOEA_TA&R) in both decision and objective spaces are unaffected due to rotation. However, the IGDX and PSP values of TriMOEA_TA&R are widely different (poorer) for rotated polygon problems from that of the polygon problems (Tables 4 and 5, respectively). This may be due to the ignorance of solution distribution in the decision space by TriMOEA_TA&R and solely focusing on the number of solutions per PS as the diversity criteria in the decision space [20].

The distribution of the solutions as obtained by the median run of LORD-II over the 9 subsets in the PS of the 8 instances of the test problems are presented in Table 7 which are then compared with the ground truth for analysis. The following observations are noted:

- For all the 8 instances, LORD-II converges to global surfaces i.e., there are no outliers.
- For most of the cases, the number of solutions per subset is uniform over the 9
Table 9: Mean of IGDX and IGDF for \( M \)-objective MMMOPs over 51 Independent Runs for Different Population Sizes \( (n_{\text{pop}}) \).

| Problems | \( M \) | \( n_{\text{pop}} \) | LORD-II | MOEA/DD | LORD-II | MOEA/DD | LORD-II | MOEA/DD | LORD-II | MOEA/DD |
|----------|--------|----------------|--------|---------|--------|---------|--------|---------|--------|---------|
| MMF14 | 3 | 91 | 0.0832 | 0.2150 (+) | 0.1044 | 0.1045 (~) | 0.0300 | 0.0443 | 0.0971 (+) | 0.0540 | 0.0655 (+) |
| MMF14 | 3 | 91 | 0.1150 | 0.2076 (+) | 0.1044 | 0.1045 (~) | 0.0300 | 0.0576 | 0.0780 (+) | 0.0561 | 0.0568 (+) |
| MMF15 | 3 | 91 | 0.0514 | 0.0522 (~) | 0.1053 | 0.1056 (~) | 0.0300 | 0.0287 | 0.0295 (+) | 0.0548 | 0.0562 (+) |
| MMF15 | 3 | 91 | 0.0608 | 0.0705 (+) | 0.1056 | 0.1144 (~) | 0.0300 | 0.0355 | 0.0357 (~) | 0.0571 | 0.0607 (+) |
| MMF14 | 5 | 210 | 0.3070 | 0.3134 (+) | 0.3125 | 0.3136 (+) | 0.2495 | 0.2484 | 0.2554 (+) | 0.0564 | 0.0598 (+) |
| MMF14 | 5 | 210 | 0.3283 | 0.4083 (+) | 0.3129 | 0.3135 (~) | 0.2495 | 0.2670 | 0.2846 (+) | 0.0752 | 0.0839 (+) |
| MMF15 | 5 | 210 | 0.2460 | 0.2652 (+) | 0.3155 | 0.3167 (~) | 0.2495 | 0.1960 | 0.2032 (+) | 0.0602 | 0.0645 (+) |
| MMF15 | 5 | 210 | 0.2695 | 0.2963 (+) | 0.3181 | 0.3186 (~) | 0.2495 | 0.2155 | 0.2230 (+) | 0.0905 | 0.0999 (+) |
| MMF14 | 8 | 156 | 0.6864 | 0.6906 (+) | 0.7234 | 0.7244 (+) | 0.5285 | 0.5621 | 0.5807 (+) | 0.1445 | 0.1494 (+) |
| MMF14 | 8 | 156 | 0.6851 | 0.7363 (+) | 0.7225 | 0.7241 (+) | 0.5285 | 0.5725 | 0.5936 (+) | 0.1776 | 0.1905 (+) |
| MMF15 | 8 | 156 | 0.6086 | 0.6263 (+) | 0.7270 | 0.7291 (+) | 0.5285 | 0.5146 | 0.5586 (+) | 0.1503 | 0.1486 (~) |
| MMF15 | 8 | 156 | 0.6543 | 0.6539 (~) | 0.7277 | 0.7289 (+) | 0.5285 | 0.5315 | 0.5498 (+) | 0.2195 | 0.2159 (~) |
| MMF14 | 10 | 275 | 0.8494 | 0.8914 (+) | 0.6811 | 0.6864 (+) | 0.5335 | 0.7088 | 0.7373 (+) | 0.4483 | 0.4692 (~) |
| MMF14 | 10 | 275 | 0.8274 | 0.8972 (+) | 0.6839 | 0.6907 (+) | 0.5335 | 0.6869 | 0.7421 (+) | 0.4396 | 0.4317 (~) |
| MMF15 | 10 | 275 | 0.7787 | 0.8105 (+) | 0.6864 | 0.6903 (+) | 0.5335 | 0.6469 | 0.6731 (+) | 0.5610 | 0.2984 (~) |
| MMF15 | 10 | 275 | 0.8074 | 0.8246 (+) | 0.6913 | 0.6940 (+) | 0.5335 | 0.6712 | 0.6848 (+) | 0.4375 | 0.4384 (~) |
| Sum-up | /−/−~ | 14/0/2 | /−/−~ | 14/1/2 | /−/−~ | 14/0/1 | /−/−~ | 14/0/1 | /−/−~ | 14/2/4 |

4.3 Comparing recommended population size of MOEA/DD

The experiments in the main manuscript with respect to LORD-II for MMMOPs with \( M \geq 3 \) are provided with a population size of approximately \( 100 \times N \) (as recommended by the paper proposing the MMMOPs [2]) where \( N \) is the number of decision variables. On one hand, such large population size is a necessity for MMMOPs (please see Section I of main manuscript), on the other hand, it is questionable whether MOEAs such as MOEA/DD works well with such large population size. This further raises the question of whether the superior performance of LORD-II over MOEA/DD in Table V of the main manuscript is an attribute of the proposed algorithm or is only a result of the large population size.

For fair comparison, this experiment is proposed where both LORD-II and MOEA/DD are executed using the small population size recommended in the paper proposing MOEA/DD [8]. The IGDX and IGDF values for both the algorithms executed using large and small population sizes are reported in Table 9. The following insights are obtained from Table 9:

- It can be seen that for both polygon and rotated polygon problems, the shape and size of the polygon are properly replicated for 3- and 5-objective problems. For 8- and 10-objective problem, the shapes are not identifiable, rather a near-spherical blob is formed at each of the subset in the PS.
• As can be seen, the improved performance of LORD-II with respect to MOEA/DD is once again evident even for small population size.

• For none of the test instances, LORD-II is outperformed by MOEA/DD in the decision space. Only in one test instance for small population size and two test instances for large population size, MOEA/DD outperforms LORD-II in the objective space. However, the numerical values are different only by a small margin.

• As population size affects IGDX and IGDF, a large population size reflects better results regardless of the effectiveness of the underlying EA [18]. This better performance for larger population size is also observed in Table 9 for both LORD-II and MOEA/DD. However, as the superior performance of LORD-II is also established for small population size, this better result of LORD-II against MOEA/DD is indeed due to the effectiveness of the proposed algorithmic framework of LORD-II.

Thus, it is clearly established that the improved performance is an attribute of the proposed algorithmic framework (LORD-II) and not of the large population size.

5 Comparison by Visualization of Results

The Cartesian coordinate plots of the 2-objective MMMOPs are presented in Tables 10 and 11. For comparison, the results of LORD, MO_Ring_PSO_SCD [3] and the ground truth (ideal solutions) are plotted. Similarly, the Cartesian coordinate plots of the 3-objective MMMOPs are presented in Table 12 for comparing the results of LORD-II, MO_Ring_PSO_SCD [3] and the ground truth (ideal solutions).

5.1 Performance of LORD in objective space

It can be seen from Tables 10 and 11 that in most of the cases the number of outliers (points which have not converged on the ideal surface of PF) present in the results of MO_Ring_PSO_SCD are much more than those of LORD. This indicates the better convergence of LORD than MO_Ring_PSO_SCD. However, just on the basis of the plots, it is difficult to conclude regarding the diversity of solutions in the objective space as both the algorithms produce relatively uniform solution distribution.

5.2 Performance of LORD in decision space

From Tables 10 and 11, it can be seen for all MMMOPs except MMF1_e and MMF8, the solution distribution in the decision space is at least as good as that provided by
Table 10: Cartesian coordinate plots of PSs and PFs for some 2-objective MMMOPs viz. MMF1 to MMF7 and MMF1_z and MMF1_e.

|       | Pareto-optimal Set (PS) | MO_Ring_PSO_SCD | True | LOZO | MO_Ring_PSO_SCD |
|-------|-------------------------|------------------|------|------|------------------|
| MMF1  |                         |                  |      |      |                  |
| MMF1_z|                         |                  |      |      |                  |
| MMF1_e|                         |                  |      |      |                  |
| MMF2  |                         |                  |      |      |                  |
| MMF3  |                         |                  |      |      |                  |
| MMF4  |                         |                  |      |      |                  |
| MMF5  |                         |                  |      |      |                  |
| MMF6  |                         |                  |      |      |                  |
| MMF7  |                         |                  |      |      |                  |

MO_Ring_PSO_SCD. In some cases, such as MMF2, MMF3 and MMF10, the solution distribution is evidently superior than those obtained by MO_Ring_PSO_SCD. The poor performance for MMF1_z and MMF8 indicates the need for better decomposition methods in the decision space.
Table 11: Cartesian coordinate plots of PSs and PFs for some 2-objective MMMOPs viz. MMF8 to MMF13 and Omni-test, SYM-PART simple and SYM-PART rotated.

5.3 Performance of LORD-II in objective space

While MMF14 and MMF14_a are implemented to have one global PF, MMF15 and MMF15_a have one global and one local PF. The PFs for these problems are a spherical non-convex surface with the global being located at a radius of 2 and the local being located at a radius of 2.2, centering the origin of the objective space, in the first hyper-octant. As seen from Table 12, in the same function evaluation budget,
almost all candidates have converged on the global surface of PF for LORD-II which is not the case for MO_Ring_PSO_SCD.

5.4 Performance of LORD-II in decision space

To realize the reason behind presence of outliers for MO_Ring_PSO_SCD, the corresponding decision space can be analyzed. While MMF14 and MMF14_a are implemented to have two global PSs, MMF15 and MMF15_a has one global and one local PS. As shown in the true solutions in Table 12, the top-most PS for MMF14 and MMF14_a acts as a local PS for MMF15 and MMF15_a, respectively.

By looking into the decision space, it can be realized that for MMF15 and MMF15_a, many solutions are stuck at the local optimal surface for MO_Ring_PSO_SCD which has been successfully overcome by LORD-II. This establishes the superiority of LORD-II over MO_Ring_PSO_SCD.

6 Scalability Study on LORD-II framework

As argued in [20], most of the MMOEAs in literature are not tested on scalable problems which raises doubts about the scalability of the MMOEAs. In this section, the performance of LORD-II is analyzed by varying the candidate dimension ($N$) of 3-objective MMF14 problem i.e., for $N = \{3, 10, 30, 50, 100\}$. The other parameters are kept same those mentioned in the main manuscript for 3-objective MMF14 problem. The mean of 51 runs (odd number of runs to get distinct median runs for each metric) are noted in Table 13.
Table 13: Mean of rPSP, IGDX, rHV and IGDF for 3-objective MMF14 (with different candidate dimensions, N) over 51 Independent Runs of LORD-II.

| N  | rPSP  | IGDX  | rHV   | IGDF  |
|----|-------|-------|-------|-------|
| 3  | 0.0449| 0.0443| 1.0395| 0.0540|
| 10 | 0.5928| 0.5838| 1.0414| 0.0013|
| 30 | 2.8270| 1.5038| 1.0402| 0.0001|
| 50 | 2.1513| 2.1258| 1.0405| 0.0001|
| 100| 3.2476| 3.1807| 1.0406| 0.0000|

As the number of objectives (M) does not change, the performance in the objective space is expected to remain almost same. This is true for rHV. However, it is interesting to note that IGDF gradually decreases i.e., the performance of LORD-II improves with increase in N.

At first, the performance in the decision space deteriorates only linearly (not exponentially) with increase in N. For example, IGDX increases 34 times when N is increased from 3 to 30. However, with further increase in N, the deterioration in performance is very less. For example, IGDX increases by only twice when N is increased from 30 to 100.

Based on this experiment, it is claimed the performance of LORD-II with the proposed approaches for decomposition of decision and objective spaces work efficiently even for high dimensional MMMOPs i.e., the proposed frameworks are scalable with problem size.

### 7 Population Dynamics in Decision and Objective Space

The experiment performed in [3], which studies and compares the convergence behavior of MO_Ring_PSO_SCD in the decision space, is repeated in this work for comparing the corresponding behavior of LORD and LORD-II with MO_Ring_PSO_SCD [3] and DN-NSGA-II [23]. For this experiment, the proportion of solutions in each of the four distinct regions of MMF4 (Fig. 1a) is calculated per generation. Ideally, for uniformly distributed solutions, these proportions should reach and saturate at 25%. For all the EAs, n_{pop} = 800 and G_{max} = 100 is considered with the remaining parameters as specified in Section IV of the main manuscript. Each of the EAs are allowed to run 5 times and the mean proportions are plotted for DN-NSGA-II (Fig. 1b), MO_Ring_PSO_SCD (Fig. 1c), LORD (Fig. 1d) and LORD-II (Fig. 1e). As seen from these figures, the proportion of solutions in 3 regions is steady near 25-27% for
both LORD and LORD-II. For LORD, the proportion in region 4 fluctuates between 20 to 25%, whereas for LORD-II, it is steady around 19-21%. Thus, the convergence behavior of LORD and LORD-II is intermediate between that of MO_Ring_PSO_SCD and DN-NSGA-II.

Along with the diversity of solution in decision space, the diversity of solution in objective space is also important. For this experiment, $D_{\text{metric}}$ [10] is used as given by (5) with $n_{\text{dir}} = 800$. $D_{\text{metric}}$ indicates the deviation between ideal and actual solution distribution in the objective space at the $G^{th}$ generation and hence, it should be 0 ideally.

For the population at each generation, $D_{\text{metric}}$ is obtained for all the four EAs and plotted in Fig. 1f. As shown, the diversity of solutions in objective space for MO_Ring_PSO_SCD severely deteriorates with generations. This may be a result of the crowding illusion described in Fig. 2 of the main manuscript. On the other hand, for LORD, although $D_{\text{metric}}$ has not reached 0, a decreasing trend is observed. For LORD-II, the $D_{\text{metric}}$ has reached the ideal value roughly by 25 generations. These
evidences support the enhanced diversity preservation of the proposed frameworks in the objective space without sacrificing too much on the distribution in the decision space.

All the above-mentioned experiments establish the efficacy and the robustness of using the proposed LORD and LORD-II frameworks for addressing multi-objective optimization problems (MMMOPs or otherwise).

8 Conclusion

As the modality of a real-world problem is often unknown, an evolutionary algorithm designed for MMMOPs, should also perform equally good for unimodal multi-objective optimization problems. Moreover, the convergence in the objective space is the foremost criteria to be established before dealing with the solution distributions in the objective and decision space. The proposed frameworks, LORD and LORD-II, provide themselves as robust alternatives for various kinds of multi-objective and many-objective optimization problems, respectively. Nonetheless, it is a preliminary work in this direction and better methods for improving the performance of evolutionary algorithms for MMMOPs are open for further research.
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