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Abstract

Recent work has shown that machine learning (ML) models can be trained to accurately forecast the dynamics of unknown chaotic dynamical systems. Short-term predictions of the state evolution and long-term predictions of the statistical patterns of the dynamics (“climate”) can be produced by employing a feedback loop, whereby the model is trained to predict forward one time step, then the model output is used as input for multiple time steps. In the absence of mitigating techniques, however, this technique can result in artificially rapid error growth. In this article, we systematically examine the technique of adding noise to the ML model input during training to promote stability and improve prediction accuracy. Furthermore, we introduce Linearized Multi-Noise Training (LMNT), a regularization technique that \textit{deterministically} approximates the effect of many small, independent noise realizations added to the model input during training. Our case study uses reservoir computing, a machine learning method using recurrent neural networks, to predict the spatiotemporal chaotic Kuramoto-Sivashinsky equation. We find that reservoir computers trained with noise or with LMNT
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produce climate predictions that appear to be indefinitely stable and have a climate very similar to the true system, while reservoir computers trained without regularization are unstable. Compared with other regularization techniques that yield stability in some cases, we find that both short-term and climate predictions from reservoir computers trained with noise or with LMNT are substantially more accurate. Finally, we show that the deterministic aspect of our LMNT regularization facilitates fast hyperparameter tuning when compared to training with noise.
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1. Introduction

Learning dynamics solely from state time-series measurements of otherwise unknown complex dynamical systems is a challenging problem for which, in recent years, machine learning (ML) has been shown to be a promising solution. For example, ML models trained on time series measurements have been applied to obtain accurate predictions of terrestrial weather \[1, 2, 3, 4\]. Chaotic dynamics is of particular interest due to its common occurrence in complex systems. Time series measurements from such systems have been accurately predicted using ML (e.g., in Refs. \[5, 6, 7, 8\]), although, due to the exponentially sensitive dependence of chaotic orbits on perturbations, the time duration for which specific measurements can be predicted is necessarily limited (e.g., as in weather forecasting). Nonetheless, ML models can also produce arbitrarily long-term predictions that approximate the correct “climate” \[9, 10\], by which we mean a statistical description of the long-term system behavior. However, as with numerical methods for solving differential equations, ML models sometimes generate artificial instabilities that lead to an inaccurate climate. We call this situation a “climate instability”; such an instability might or might not degrade the accuracy of a short term forecast.

1.1. Machine learning prediction of dynamics and the issue of climate stability

In this article, we consider the commonly employed ML scheme used for predicting dynamical system states from time-series measurements \{u(t)\}, the general structure of which is shown in Fig. [1]. We note that we are concerned here with ML models that contain some form of a “memory” of
Figure 1: Machine Learning Model for Predicting Dynamics. The above diagrams show an ML model for prediction in the (a) “open-loop” configuration (for training) and (b) “closed-loop” configuration (for prediction). In panel (b), the dashed line indicates that the output is fed back into the model as the next input.

Previous inputs, so that $u_{\text{out}}(t + \Delta t)$ depends not only on $u_{\text{in}}(t)$, but also on $u_{\text{in}}(t - \Delta t)$, $u_{\text{in}}(t - 2\Delta t)$, etc. This memory is a necessary component when one does not have access to full system measurements, and it often improves model performance even when full system state measurements are available. The goal during ML model training in this scheme (Fig. 1(a)) is to adjust the model weights such that when the model input is $u_{\text{in}}(t) = u(t)$, the output $u_{\text{out}}(t + \Delta t)$ closely matches the measurements $u(t + \Delta t)$. We refer to Fig. 1(a) as the “open-loop” configuration. After training, we initialize prediction after time $t = T_{\text{init}}\Delta t$ by switching the model to the configuration shown in Fig. 1(b), which we refer to as the “closed-loop” configuration. In this configuration, the output $u_{\text{out}}((T_{\text{init}} + n)\Delta t)$ is used as the next input $u_{\text{in}}((T_{\text{init}} + n)\Delta t)$ for $n = 1, 2, 3, \ldots$, and the outputs $\{u_{\text{out}}((T_{\text{init}} + n)\Delta t)\}$ also form the predicted time series of measurements. This closed-loop configuration is used for prediction in Refs. [1, 2, 3, 4, 5, 6, 7, 11].

Once a trained ML model has been placed into the closed-loop configuration, it acts as an autonomous dynamical system. Assuming that the unknown dynamical system generating the training data $\{u(t)\}$ is evolving on an “attractor” (an invariant set of the state space dynamics that “attracts” nearby orbits [12]), the closed-loop ML model plausibly has an invariant set that approximates this attractor [13]. From examples, it appears that this approximating invariant set is often indeed an attractor for the ML model, with ergodic properties nearly identical to those of the true dynamical system being measured [14]. This has been demonstrated in examples where the unknown dynamical has multiple attractors [15] and where the training data does not sample the unknown dynamical system attractor [16]. However,
even in cases where the existence of an approximating invariant set can be guaranteed, it might be that small perturbations transverse to the invariant set grow with time, so that, eventually, the ML model climate grossly differs from that of the dynamical system producing the training data \( \{ u(t) \} \). Climate stability requires suppressing the growth of such perturbations. In chaotic systems where accurate long-term prediction is impossible, such as the earth’s atmosphere, obtaining the correct climate is often the goal of long-term predictions. In addition, climate instability can limit the duration of accurate short-term state forecasts (as shown, e.g., in Figs. 4 and 5 of Ref. [14]). This can occur if the growth time of the climate instability is fast enough that it causes substantial deviation from the invariant set of the closed-loop system before the predictions break down due to the natural chaos of the orbits on the original attractor of the unknown system being predicted.

1.2. Stabilization

With the aim of improving stability and climate prediction without sacrificing short-term prediction accuracy, one of our primary goals in this article is to systematically study the effect of added noise to the model input, as discussed in Refs. [17, 18]. Roughly speaking, one can view the added noise as perturbing the input training orbit off the target invariant set of the dynamics so that, during the training, the ML model learns to respond to input from a neighborhood of the invariant set. Thus, perturbations from the invariant set are trained to be pulled back toward the invariant set, tending to make it stable (i.e., make it an attractor). We emphasize, however, that this reasoning is only heuristic, because it is based on the open-loop system (Fig. 1(a)), while the prediction uses the closed-loop system (Fig. 1(b)).

In addition to considering the utility of input noise, we also introduce a new regularization technique, Linearized Multi-Noise Training (LMNT), for training ML models with memory. While the LMNT regularization technique is based on the idea of adding noise to the input training data, LMNT is a deterministic, non-stochastic procedure. In the context of our chosen machine learning method, reservoir computing, we find that LMNT greatly simplifies the tuning of the hyperparameter associated with the regularization strength when compared to the approach of adding noise to the model input.
1.3. Outline and main results

Our article is structured as follows: In Sec. 2, we describe the basic structure of a machine learning predictor that is trained to produce short-term forecasts and then used for long-term climate prediction. We discuss in Sec. 2.1 our implementation of reservoir computing using a recurrent neural network (RNN), describe the process of training in Sec. 2.2 and discuss different regularization techniques, whose performance we will test, in Sec. 2.3. We then describe our LMNT regularization technique in Sec. 2.4. In Sec. 2.5, we discuss how we will produce and evaluate short and long-term predictions using each of the regularization techniques described. Our results using training data from a chaotic test system, the Kuramoto-Sivashinsky equation, are discussed in Sec. 3. We discuss alternative implementations of LMNT and give concluding remarks in Sec. 4.

1.4. Additional Background: ML Model Robustness to Perturbations

A number of techniques have been used to improve ML model “robustness” – insensitivity to small spurious changes – for input/output situations analogous to Fig. 1(a). Since this relates to the subject of this article, we discuss some of this past background. These techniques include regularization, such as Tikhonov regularization [19] (also known as ridge regression), LASSO regression [20], and Jacobian regularization [21]. Training using a dropout scheme [22] is another method which introduces random noise to improve model robustness. In RNN models, teacher forcing [23], the more sophisticated professor forcing [24], or the online weight adjustment technique known as FORCE learning [25] are used to encourage the dynamics during the closed-loop prediction to more closely resemble the dynamics during training. Noise may also be added to an RNN model’s internal state to encourage stability [26]. In the case where an ML prediction model runs in a closed-loop configuration (as in our Fig. 1(b)), using a cost function that incorporates multiple feedback loops, which can be done simultaneously, as in Ref. [1], or iteratively, as in Ref. [4] (referred to as “fine-tuning”), may also improve model stability. In addition, hybrid methods which combine machine learning with a science-based model can also improve model stability and climate replication [27, 28]. Many of these regularization techniques introduce additional model “hyperparameters” – algorithmic parameters that are not optimized within the training procedure – to obtain optimal performance. Tuning hyperparameters can often be computationally expensive, even when full optimization is not attempted.
2. Methods

We consider the case where we have a finite-duration time series of training data consisting of \( M \) simultaneous measurements of state variables from our unknown dynamical system, \( \mathbf{u}(t) = [u_1(t), u_2(t), \ldots, u_M(t)]^\top \), obtained from time \( t_0 \) to time \( t_0 + t_{\text{train}} \) with a sampling time-step of \( \Delta t \). We standardize \( \mathbf{u} \) by applying, for each \( k \), a linear transformation to the \( k^{th} \) measurement time series so that \( u_k(t) \) has mean 0 and standard deviation 1. We assume that the sampling time-step is short compared to the time scale of the unknown dynamical system (e.g., for a chaotic system, the average \( e \)-fold error growth time, known as the “Lyapunov time”).

We perform our model training in the open-loop configuration shown in Fig. 1(a); we input samples from our training time series to our machine learning (ML) model \( (\mathbf{u}_{\text{in}}(t) = \mathbf{u}(t)) \), obtaining an \( M \)-dimensional output \( \mathbf{u}_{\text{out}}(t + \Delta t) \). The goal of the training is to adjust the parameters of our ML model so that \( \mathbf{u}_{\text{out}}(t + \Delta t) \simeq \mathbf{u}(t + \Delta t) \) for all \( t \) in \( t_0 \leq t \leq t_0 + t_{\text{train}} - \Delta t \). Once trained, our model takes an input \( \mathbf{u}(t) \) and outputs a prediction of the dynamical system state at time \( t + \Delta t \). We subsequently use the trained model to produce predictions by switching our ML model into the closed-loop configuration shown in Fig. 1(b). After receiving an initial input up to time \( t_{\text{init}} \geq t_0 + t_{\text{train}} \), the model in this configuration functions autonomously by feeding the model output back into the model as input \( (\mathbf{u}_{\text{in}}(t + \Delta t) = \mathbf{u}_{\text{out}}(t + \Delta t)) \), shown by the dashed line in Fig. 1(b). We obtain a prediction for the unknown dynamical system state at time \( t_{\text{init}} + T \Delta t \), where \( T \) is a positive integer, by cycling the model as described \( T \) times and recording the final model output as the prediction.

2.1. Reservoir computing

We next describe the particular ML technique used in this article, known as reservoir computing. While we employ reservoir computers for our study, the LMNT approach can be straightforwardly extended to other ML architectures with memory, such as Long-Short Term Memory (LSTM) [29] or Gated Recurrent Units (GRUs) [30], by approximating the effect of noise added to the input on the output at multiple subsequent times. In reservoir computing, the \( M \)-dimensional input vector \( \mathbf{u}_{m}(t) \) is coupled by an \( N \times M \) input coupling matrix \( \mathbf{B} \) to a high-dimensional reservoir with an \( N \)-dimensional internal state vector \( \mathbf{r}(t) \). The internal reservoir state at time \( t \) depends on both this input and the internal state at time \( t - \Delta t \). This internal state
During Standard Training: $u_{in}(t) = u(t)$
During Noise Training: $u_{in}(t) = u(t) + \sqrt{3} \gamma(t)$
During Prediction: $u_{in}(t + \Delta t) = u_{out}(t + \Delta t)$

Figure 2: Diagram of our Reservoir Computer Model. The reservoir is trained in the “open-loop” training phase (analogous to Fig. (1a)). During this phase, the dashed line representing the feedback loop is inactive. Once training is complete, the “closed-loop” prediction phase (analogous to Fig. (1b)) may begin by activating the output-to-input feedback connection (shown by the dashed line). On the left, we indicate the input during training for the standard training (discussed in Sec. 2.2) and for noise training (discussed in Sec. 2.3.3), as well as the feedback input during prediction (discussed in Sec. 2.5).

This evolving internal state is finally coupled by an output coupling matrix $W$ to produce an output $u_{out}(t + \Delta t)$. In reservoir computing, only the matrix elements of $W$ are adjusted during training, while the values in the input coupling matrix elements and the parameters of the reservoir evolution function are fixed after initialization.

For the reservoir computer implementation used in this article, we use an artificial recurrent neural network with a large number of computational nodes. This network’s adjacency matrix, $A$, is an $N \times N$ sparse matrix with randomly generated non-zero elements. These non-zero elements represent edges in a directed, weighted graph of $N$ nodes, and the $i^{th}$ element of the reservoir state vector $r(t)$ represents the scalar state of the $i^{th}$ network node. Values of the non-zero elements of $A$ are sampled from a uniform random distribution over the interval $[-1, 1]$, and are assigned such that the average number of non-zero elements per row is equal to $\langle d \rangle$, called the “average in-degree”. For $A$ to be sparse, we choose $\langle d \rangle \ll N$. Then, $A$ is re-scaled ($A \rightarrow \text{constant} \times A$) such that its “spectral radius” $\rho$, the magnitude of the
maximum magnitude eigenvalue of $A$, is equal to some chosen value. The spectral radius is chosen to be small enough (typically less than 1 suffices) that the reservoir will satisfy the “echo-state” property \[17\] and large enough that the reservoir has substantial memory. We choose the input coupling $B$ as a $N \times M$ matrix with exactly one non-zero value per row so that each reservoir node is coupled to exactly one coordinate of $u_{in}(t)$. We choose the location of these non-zero elements such that each input is coupled to an approximately equal number of reservoir nodes. These non-zero elements are sampled from a uniform random distribution over the interval $[−\sigma, \sigma]$; we refer to $\sigma$ as the “input scaling”.

Given an input $u_{in}(t)$ and the previous reservoir internal state $r(t - \Delta t)$, the reservoir internal state evolves according to the following equation:

$$r(t) = (1 - \alpha)r(t - \Delta t) + \alpha \tanh(Ar(t - \Delta t) + Bu_{in}(t) + C),$$ \hspace{1cm} (1)

where $\tanh$ is applied element-wise. Here, $C$ is an $N$-dimensional bias vector with elements sampled from a uniform random distribution over the interval $[−\theta, \theta]$; we refer to $\theta$ as the “input bias”. The leaking rate, $\alpha$, controls the time scale of the reservoir evolution, and is chosen to be between 0 and 1.

Prior to applying the output coupling $W$, we compute a “reservoir feature”, $s(t)$, using the reservoir feature function, $f(r(t), u_{in}(t))$. We choose this function as:

$$s(t) = f(r(t), u_{in}(t)) = \begin{bmatrix} 1 \\ u_{in}(t) \\ r(t) \\ r(t)^2 \end{bmatrix}.$$ \hspace{1cm} (2)

Here, the $r(t)^2$ represents an element-wise power of 2, while $[\vdots]$ represents vertical concatenation of the contained elements. The most essential component of $s(t)$ is the reservoir state vector $r(t)$, which is a high dimensional vector ($N \gg M$) mapped from the much lower dimensional ($M$) input state space. In addition to $r(t)$, the reservoir feature also contains a constant (the 1), the reservoir input ($u_{in}(t)$), and the squared reservoir state ($r(t)^2$). We include the reservoir input so that our model need only learn the change from $u(t)$ to $u(t + \Delta t)$. Finally, we find empirically, as in Ref. \[5\], that including the squared reservoir state improves the accuracy of our forecasts.

The parameters used to generate the reservoir computer ($N$, $\langle d \rangle$, $\rho$, $\sigma$, $\theta$, and $\alpha$) and the regularization parameters used during training (which we
will describe in Secs. 2.2-2.4) are “hyperparameters” (see Sec. 1.4). To obtain an accurate short-term prediction and a long-term prediction with a climate similar to that of the true system, it is necessary to carefully choose the values of these hyperparameters. In reservoir computing, modifying the hyperparameters used to generate a trained reservoir computer will require that one re-perform the training before the reservoir can again be used for prediction. Regularization parameters for some regularization types, however, can be changed without having to re-perform all of the steps in the reservoir training. We will discuss this more in Sec. 2.3.

We next describe the reservoir training process and loss function for the different types of regularization we will discuss in this article.

2.2. Training with Regularization

The goal of the training is to determine the \( M \times (1+M+2N) \) output coupling matrix \( W \) such that \( WS(t) \approx u(t+\Delta t) \) when \( u(t) \) is generated by the unknown dynamical system. Training is accomplished with the reservoir in the “open-loop” configuration with no output feedback present. Our training data consists of measurements obtained at \( T_{\text{sync}} + T_{\text{train}} + 1 \) equally-spaced values:

\[
\{u(t)\} = \{u(0), u(\Delta t), \ldots, u((T_{\text{sync}} + T_{\text{train}} - 1)\Delta t), u((T_{\text{sync}} + T_{\text{train}})\Delta t)\}.
\]

Each of the \( M \) components of \( u(t) \) has been standardized such that its mean value and standard deviation over the \( T_{\text{train}} + T_{\text{sync}} + 1 \) time steps are 0 and 1, respectively. Here, \( T_{\text{train}} \) represents the number of training samples, while, as explained subsequently, \( T_{\text{sync}} \) represents the number of synchronization samples. We begin training by initializing the reservoir so that \( r(-\Delta t) = 0 \).

We then input \( u_{in}(0) = u(0) \), computing the evolved reservoir state \( r(0) \) and recording the reservoir feature vector \( s(0) \). Iterating from \( t = \Delta t \) to \( t = (T_{\text{sync}} + T_{\text{train}} - 1)\Delta t \), we perform this process, obtaining a set of reservoir feature vectors from \( t = 0 \) to \( t = (T_{\text{sync}} + T_{\text{train}} - 1)\Delta t \). We can express the evolution of the reservoir feature vector during training using the open-loop reservoir evolution function, \( g_o(s(t-\Delta t), u(t)) \), as follows:

\[
s(t) = g_o(s(t-\Delta t), u(t)) = \begin{bmatrix} 1 \\ u(t) \\ g_r(s(t-\Delta t), u(t)) \\ (g_r(s(t-\Delta t), u(t)))^2 \end{bmatrix},
\]

(4)
where
\[
g_r(s(t - \Delta t), u(t)) = (1 - \alpha) \left[ 0_{N \times (1+M)}, I_{N \times N}, 0_{N \times N} \right] s(t - \Delta t) + \alpha \tanh \left( \left[ 0_{N \times (1+M)}, A, 0_{N \times N} \right] s(t - \Delta t) + Bu(t) + C \right).
\]

In Eq. 5, \( \ldots \) denotes horizontal concatenation. To ensure that the reservoir feature vectors have minimal dependence on the initial reservoir state, we do not use the first \( T_{\text{sync}} \) reservoir feature vectors to train the reservoir. The first \( T_{\text{sync}} \) inputs are only used to “synchronize” the reservoir state \( r(t) \) to the unknown dynamical system trajectory \([31]\). For a reservoir computer with typical hyperparameter values, \( T_{\text{sync}} \) may be set such that \( T_{\text{sync}} \ll T_{\text{train}} \).

We thus obtain \( T_{\text{train}} \) dynamical system state inputs to the synchronized reservoir, reservoir internal states, and reservoir feature vectors to be used for the training, which we will denote as \( \{u_j\}, \{r_j\}, \{s_j\} \). Here, \( 0 \leq j \leq T_{\text{train}} - 1 \) and sample \( j \) is obtained at time \( t = (T_{\text{sync}} + j) \Delta t \). We additionally introduce the target time series data, \( \{v_j\} \), which contains the unknown dynamical system states \( u(T_{\text{sync}} + j + 1) \) that we desire to approximate at each time index \( j \).

We train \( W \) such that \( Ws_j \approx v_j \) by minimizing the following regularized least-squares loss function, which, for our purposes, has the form:
\[
\ell(W) = \frac{1}{T_{\text{train}}} \sum_{j=0}^{T_{\text{train}}-1} \left\| Ws_j - v_j \right\|_2^2 + \sum_i \beta_i \text{Tr} \left( WR_i W^\top \right).
\]

In Eq. 6 and in future equations, \( \text{Tr}(\ldots) \) denotes the trace of a matrix, and \( \| \ldots \|_2 \) is the Euclidean norm. Here, \( R_i \) is a regularization matrix, which we denote with an index \( i \), with an associated tunable regularization parameter \( \beta_i \). Depending on the type of regularization used, \( R_i \) might or might not depend on \( \{u_j\} \) and \( \{s_j\} \). We will discuss the different types of regularization used in this article in Secs. 2.3-2.4. For all regularization types used, we will minimize this cost function using the “matrix solution”, as follows. We first form the matrices \( S \) and \( V \), where the \( j^{th} \) columns of \( S \) and \( V \) are \( s_j \) and \( v_j \), respectively. We then determine a matrix \( W \) which solves the following linear system obtained by setting the derivative of Eq. 6 with respect to \( W \) to zero:
\[
W \left( \frac{1}{T_{\text{train}}} SS^\top + \sum_i \beta_i R_i \right) = \frac{1}{T_{\text{train}}} VS^\top.
\]
While all of the regularization methods which we use in this article may be incorporated into the matrix solution, we note that this is not the case for all regularization types (e.g., LASSO regularization [20]). In such cases, it would be necessary to use a method other than the matrix solution to minimize Eq. 6 (e.g., proximal gradient methods for LASSO [32]). We solve for $W$ in Eq. 7 using the `gesv` function in LAPACK [33], implemented via `numpy.linalg.solve` [34] in Python.

2.3. Regularization

We now discuss the regularization techniques to improve an ML model’s climate stability that we will test in this article. Each of these techniques adds a term to the loss function in the form of Eq. 6, except for noise training, which replaces the vectors $s_j$ in Eq. 6 with perturbed vectors $\tilde{s}_j$.

2.3.1. Tikhonov Regularization

Tikhonov regularization [19], also known as “ridge regression”, places a penalty on the Frobenius (element-wise $L^2$) norm of $W$ to prevent model over-fitting. In this article, we consider Tikhonov regularization using a single scalar regularization parameter, $\beta_T$; however, one may generally use a matrix of regularization parameters to penalize different elements of $W$ to different degrees. The Tikhonov regularization function is

$$\beta_T \|W\|_F^2 = \beta_T \text{Tr} (WW^T)$$

(8)

where $\|\ldots\|_F$ is the Frobenius matrix norm, i.e., the square root of the sum of the squares of all the matrix elements. For use in the last term on the right-hand side of Eq. 6, we define a Tikhonov regularization matrix as

$$R_T = I_{(1+M+2N) \times (1+M+2N)}$$

(9)

and express $\text{Tr}(WW^T)$ as $\text{Tr}(WR_TW^T)$.

2.3.2. Jacobian Regularization

Jacobian regularization penalizes an ML model’s input-output Jacobian matrix to promote model robustness with respect to input perturbations [21]. For reservoir computing, we use the Jacobian matrix of $u_{out}(t+\Delta t) =Ws(t)$ with respect to $u_m(t)$ (see Fig. 2). For the open-loop reservoir evolution function $g_o(s(t-\Delta t, u(t)))$ and an input $u_j$, this Jacobian is $W\nabla_{u_g}(s_{j-1}, u_j)$, where by $\nabla_x f(y_j, x_j)$ we mean the Jacobian of $f(y, x)$ with respect to $x$. 
evaluated at \( y = y_j \) and \( x = x_j \). The resulting Jacobian regularization function is

\[
\frac{\beta_f}{T_{train} - 1} \sum_{j=1}^{T_{train}-1} \| W \nabla u_{g_o}(s_{j-1}, u_j) \|_F^2 = \beta_f \text{Tr} (WR_JW^T),
\]

where the Jacobian regularization matrix is

\[
R_J = \frac{1}{T_{train} - 1} \sum_{j=1}^{T_{train}-1} \nabla u_{g_o}(s_{j-1}, u_j) \nabla u_{g_o}(s_{j-1}, u_j)^T.
\]

We have introduced a normalizing factor of \( 1/(T_{train} - 1) \) so that the scaling of \( R_J \) is approximately independent of \( T_{train} \). We compute \( \nabla u_{g_o}(s_{j-1}, u_j) \) from Eqs. 4 and 5 as follows.

\[
\nabla u_{g_o}(s_{j-1}, u_j) = \begin{bmatrix}
0 \\
\alpha \text{diag}(h(r_{j-1}, u_j))B \\
\alpha \text{diag}(2r_j) \text{diag}(h(r_{j-1}, u_j))B
\end{bmatrix},
\]

where

\[
\text{diag}(d) = \begin{bmatrix}
d_1 \\
\ddots \\
0 \\
d_N
\end{bmatrix}, \quad \text{and}
\]

\[
h(r_{j-1}, u_j) = \text{sech}^2 (Ar_{j-1} + Bu_j + C),
\]

where the \( \text{sech}^2 \) in Eq. 14 is the derivative of \( \tanh \). We note that Eq. 11 depends on the reservoir model parameters (A, B, C, and \( \alpha \)) and the internal reservoir state, \( r_{j-1} \), when the reservoir receives the input \( u_j \).

2.3.3. Noise Training

Similar to our motivation for using Jacobian regularization, we can use noise added to the reservoir input to encourage the reservoir output to be insensitive to perturbations of the input. In noise training, we add a scaled noise vector \( \sqrt{\beta_N} \gamma(t) \) to each input to the reservoir during training:

\[
u_m(t) = u(t) + \sqrt{\beta_N} \gamma(t),
\]

where \( \gamma(t) \) is the noise vector and \( \beta_N \) is the noise variance. We generate the set of noise vectors, \( \{ \gamma_j \} \), to be added during training for each of the
$M$ components of $\gamma(t)$ at sample time $t$, sampling independently from a normal distribution with mean 0 and standard deviation 1. Following the process described earlier in this section, we obtain the noisy reservoir features, denoted by $\{\tilde{s}_j\}$. We then train $W$ such that $W\tilde{s}_j \approx v_j$ by minimizing the noisy loss function:

$$\ell(W) = \frac{1}{T_{train}} \sum_{j=1}^{T_{train}} \|W\tilde{s}_j - v_j\|_2^2 + \beta T \text{Tr} (WR_T W^\top),\quad (16)$$

where we include a Tikhonov regularization term as well. We minimize Eq. 16 as we did Eq. 6 by constructing a matrix $\tilde{S}$, where the $j^{th}$ column of $\tilde{S}$ is $\tilde{s}_j$, and solving the following linear system:

$$W \left( \frac{1}{T_{train}} \tilde{S} \tilde{S}^\top + \beta T R_T \right) = \frac{1}{T_{train}} V \tilde{S}^\top.\quad (17)$$

We note that while we can solve Eq. 17 using the same method used for Eq. 7, changing the noise scaling $\beta_N$ requires us to re-compute the matrix $\tilde{S}$ before we can solve Eq. 17 again. By contrast, changing the Tikhonov or Jacobian regularization parameter only requires that we re-scale the already-determined regularization matrices before we can solve Eq. 7 again. This re-computation generally makes tuning the noise scaling more computationally costly than the other regularization parameters.

### 2.4. Linearized Multi-Noise Training (LMNT)

We now introduce Linearized Multi-Noise Training (LMNT), pronounced as an initialism. While this training technique is motivated by noise training, it is deterministic and results in a regularization matrix that may be easily re-scaled for efficient regularization parameter tuning (thus avoiding the drawback mentioned at the end of Sec. 2.3). To formulate this regularization, we consider computing the noisy reservoir feature vectors as described in Sec. 2.3.3 for $P$ different noise realizations added to the input during training, where $P \gg 1$. That is, we compute the reservoir feature vectors for a particular set of noise vectors $\{\gamma_{i,1}\}$; then, beginning the computation again, we compute the reservoir feature vectors for another set of noise vectors $\{\gamma_{i,2}\}$; and so on, up to iteration $P$. We denote these features as $\{\tilde{s}_{i,p}\}$, where the index $p = 1, 2, \ldots, P$ denotes the noise realization used. The full
least-squares loss function is

\[ \frac{1}{P} \ell(W) = \frac{1}{P} \sum_{p=1}^{P} \frac{1}{T_{\text{train}}} \sum_{j=0}^{T_{\text{train}}-1} \| W \tilde{s}_{j,p} - v_j \|^2_2 + \beta_T \| W \|^2_F, \]  

(18)

where we have added a factor of \(1/P\) to normalize the loss function to have values similar to Eq. 6, and we again include a Tikhonov regularization term.

We perform a bias-variance decomposition [35] on the first term in the loss function, obtaining:

\[ \frac{1}{P} \sum_{p=1}^{P} \frac{1}{T_{\text{train}}} \sum_{j=0}^{T_{\text{train}}-1} \| W \tilde{s}_{j,p} - v_j \|^2_2 = \]

\[ \frac{1}{T_{\text{train}}} \sum_{j=0}^{T_{\text{train}}-1} \| W \bar{s}_j - v_j \|^2_2 + \frac{1}{P} \sum_{p=1}^{P} \frac{1}{T_{\text{train}}} \sum_{j=0}^{T_{\text{train}}-1} \| W q_{j,p} \|^2_2 \]

(19)

In Eq. 19, \( \bar{s}_j \) is the mean of the reservoir feature vector computed over \( P \) noise realizations for time index \( j \), while \( q_{j,p} = \tilde{s}_{j,p} - \bar{s}_j \) is the deviation of \( \tilde{s}_{j,p} \) from \( \bar{s}_j \).

We next approximate Eq. 19 by assuming that: (a) \( P \to \infty \); (b) \( \beta_N \) is small, allowing us to approximate to linear order in \( \sqrt{\beta_N} \); and (c) due the reservoir computer’s decaying memory, we can consider only the \( K \) most-recent additions of noise prior to time index \( j \), where \( K \leq T_{\text{sync}} \). Considering assumption (a), we can write the variance term in Eq. 19 as:

\[ \lim_{P \to \infty} \frac{1}{P} \sum_{p=1}^{P} \frac{1}{T_{\text{train}}} \sum_{j=0}^{T_{\text{train}}-1} \| W q_{j,p} \|^2_2 \]

\[ = \lim_{P \to \infty} \frac{1}{T_{\text{train}}} \sum_{j=0}^{T_{\text{train}}-1} \text{Tr} \left[ W \left( \frac{1}{P} \sum_{p=1}^{P} q_{j,p} q_{j,p}^\top \right) W^\top \right] \]

\[ = \frac{1}{T_{\text{train}}} \sum_{j=0}^{T_{\text{train}}-1} \text{Tr}[W \Sigma_j W^\top], \]

(20)

where \( \Sigma_j \) is the covariance of \( q_{j,p} \), \( \Sigma_j = \lim_{P \to \infty} P^{-1} \sum_{p=1}^{P} q_{j,p} q_{j,p}^\top \). Next
considering assumptions (b) and (c), we write $\tilde{s}_{j,p}$ as:

$$\tilde{s}_{j,p} \approx s_j + \sqrt{\beta N} \sum_{k=j-K+1}^{j} \nabla u(j,k) \gamma_{k,p} + \mathcal{O}(\beta N), \quad (21)$$

where $s_j$ is the feature vector for noiseless training and $\nabla u(j,k)$ is the Jacobian of $s_j$ with respect to $u_k$, where $k \leq j$:

$$\nabla u(j,k) = \nabla s_{go}(s_{j-1}, u_j) \nabla s_{go}(s_{j-2}, u_{j-1}) \ldots \nabla s_{go}(s_k, u_{k+1}) \nabla u_{go}(s_{k-1}, u_k). \quad (22)$$

Then, since $\gamma_{k,p}$ is chosen from a distribution with mean zero,

$$\lim_{P \to \infty} \tilde{s}_j = s_j + \mathcal{O}(\beta N), \quad (23)$$

and for large $P$,

$$q_{j,p} \approx \sqrt{\beta N} \sum_{k=j-K+1}^{j} \nabla u(j,k) \gamma_{k,p} + \mathcal{O}(\beta N). \quad (24)$$

We use Eq. 23 to approximate the bias term in Eq. 19 and Eq. 24 to approximate the variance term. We assume that the $\mathcal{O}(\beta N)$ term in Eq. 23, which depends on $j$, has fluctuations that are independent of the fluctuations in $W s_j - v_j$, and that the mean over $j$ of $W s_j - v_j$ is approximately zero, as it should be for least-squares fitting. Thus we assume that changing $\tilde{s}_j$ to $s_j$ in Eq. 19 makes a change that is small compared to $\beta N$, due to the cancellation of the $\mathcal{O}(\beta N)$ terms in the expression $\|W \tilde{s}_j - v_j\|_2^2 - \|W s_j - v_j\|_2^2 \approx 2 W \mathcal{O}(\beta N) (W s_j - v_j)^T$ after summing over $j$.

Next, since the noise vectors $\gamma_{j,p}$ are independent of each other and each has covariance $I$, we approximate $\Sigma_j$ in Eq. 20 as

$$\Sigma_j = \sum_{k=j-K+1}^{j} \nabla u(j,k) \beta_N I \nabla u(j,k)^T = \beta_N \sum_{k=j-K+1}^{j} \nabla u(j,k) \nabla u(j,k)^T. \quad (25)$$

Combining Eqs. 20 and 22 we obtain the LMNT regularization function:

$$\beta_L \frac{1}{T_{\text{train}} - K} \sum_{j=K}^{T_{\text{train}}-1} \sum_{k=j-K+1}^{j} \| W \nabla u(j,k) \|_F^2, \quad (26)$$

15
where we have replaced $\beta_N$ by $\beta_L$. We restrict to $j \geq k$ so that $k \geq 1$ and, thus, $k - 1 \geq 0$ in Eq. 22. In Eq. 22 $u_k$ and $s_k$ are computed without any addition of noise, making this regularization deterministic. We use Eq. 12 for $\nabla u_{g_0}$, and we compute $\nabla s_{g_0}$ using the open-loop reservoir feature evolution described by Eq. 4 and shown in Fig. 2:

\[
\nabla s_{g_0}(s_{j-1}, u_j) = \begin{bmatrix}
0_{(1+M)x(1+M+2N)} \\
\nabla s_{g_r}(s_{j-1}, u_j) \\
diag(2r_j) \nabla s_{g_r}(s_{j-1}, u_j)
\end{bmatrix},
\]

where Eq. 27

\[
\nabla s_{g_r}(s_{j-1}, u_j) = \alpha \text{diag}(h(r_{j-1}, u_j)) \begin{bmatrix}
0_{Nx(1+M)}, & A, & 0_{NxN}
\end{bmatrix} + \begin{bmatrix}
0_{Nx(1+M)}, & (1-\alpha)I_{NxN}, & 0_{NxN}
\end{bmatrix}
\]

and where diag(...) and $h(r_{j-1}, u_j)$ are the same as in Eqs. 13 and 14, respectively. When computed using the inputs and internal reservoir states during training, the resulting regularization matrix is:

\[
R_L = \frac{1}{T_{\text{train}} - K} \sum_{j=K}^{T_{\text{train}}-1} \left[ \sum_{k=j-K+1}^{j} \nabla u_j(k) \nabla u_j(k)^\top \right].
\]

In the case where $K = 1$, this regularization matrix is identical to the Jacobian regularization matrix, $R_J$. For all results in this article, we will compute the LMNT regularization using $K = 4$; we justify this choice of $K$ and show results for other $K$ values in Appendix A. We also note that the LMNT regularization is computed here using approximately the same number of training samples as is used to train the reservoir. In Appendix B, we discuss computing the LMNT regularization with a greatly reduced number of training samples.

2.5. Prediction and Metrics

Once we have determined $W$, we are ready to begin prediction. Prior to switching on the feedback loop shown in Fig. 2, we reset the internal reservoir state to 0, and then input a short sequence of measurements, $\{u_{\text{true}}(t)\}$, from the system we intend to predict. More precisely, assume that $u_{\text{true}}(t)$ is known up to time $T_{\text{init}}\Delta t$. To re-synchronize the reservoir to the true system trajectory, we begin at time $(T_{\text{init}} - T_{\text{sync}})\Delta t$, inputting $u_{\text{in}}((T_{\text{init}} - T_{\text{sync}})\Delta t) = u_{\text{true}}((T_{\text{init}} - T_{\text{sync}})\Delta t)$. We iterate this process from $t = (T_{\text{init}} - T_{\text{sync}})\Delta t$ to $t = T_{\text{init}}\Delta t$, recording the resulting reservoir states until we obtain $r(T_{\text{init}}\Delta t)$. We then compute our prediction for the system state at
time \((T_{\text{init}} + 1)\Delta t\) as \(u_{\text{out}}((T_{\text{init}} + 1)\Delta t) = Ws(T_{\text{init}}\Delta t)\), where \(s(T_{\text{init}}\Delta t) = f(r(T_{\text{init}}\Delta t), u_{\text{true}}(T_{\text{init}}\Delta t))\) (see Eq. 2). We then activate the feedback loop shown in Fig. 2 so that \(u_{\text{in}}(t) = u_{\text{out}}(t)\) for \(t \geq (T_{\text{init}} + 1)\Delta t\). We compute \(u_{\text{out}}((T_{\text{init}} + 2)\Delta t) = Ws((T_{\text{init}} + 1)\Delta t)\), feed back this prediction as input, and so on, until we have reached our desired prediction time, \(t_{\text{pred}} = (T_{\text{init}} + T_{\text{pred}})\Delta t\), where \(T_{\text{pred}}\) is a positive integer. The closed-loop reservoir dynamics can be expressed as a single evolution function \(s(t) = g_c(s(t - \Delta t))\), where

\[
\begin{bmatrix}
1 \\
Ws(t - \Delta t) \\
g_s(s(t - \Delta t)) \\
(g_s(s(t - \Delta t)))^2
\end{bmatrix}
\]

and

\[
g_s(s(t - \Delta t)) = (1 - \alpha) \begin{bmatrix} 0_{N \times (1+M)}, I_{N \times N}, 0_{N \times N} \end{bmatrix} s(t - \Delta t) + \alpha \tanh(\begin{bmatrix} 0_{N \times 1}, BW, A, 0_{N \times N} \end{bmatrix} s(t - \Delta t) + C).
\]

The right side of Eq. 31 is obtained by substituting \(u(t) = Ws(t + \Delta t)\) into the right side of Eq. 5.

When evaluating the performance of a prediction from our machine learning model, we are interested in:

1. For what duration of time is the near-term prediction approximately valid? (In other words, how long does the near-term prediction error remain below some chosen threshold?)
2. Is the long-term climate “stable”? (In other words, does the ML model prediction remain within approximately the same region of space as the training data, or does it escape to some other region?)
   - Due to the chaotic nature of the systems we are interested in, we expect predictions to be “unstable” in the sense that the predicted trajectory will exponentially diverge from the true trajectory due to any error in the initial condition, no matter how small the error is in the model. We distinguish this type of instability from climate instability.
3. If the prediction is stable, are its statistical properties, or “climate”, similar to that of the unknown dynamical system?
To evaluate each of these criteria, we use the following metrics:

1. **Prediction Valid Time:** The prediction valid time is computed as

   \[ VT = \min_{T_{\text{init}} \Delta t \leq (T_{\text{init}} + T_{\text{pred}}) \Delta t} \left\{ t \mid \frac{\| u_{\text{out}}(t) - u_{\text{true}}(t) \|_2}{E} > \epsilon_{VT} \right\} - \Delta t. \]  

   (32)

   Here, \( \epsilon_{VT} \) is the valid time error threshold, and \( E \) is the average error between true system states computed from the training data as the mean of \( \| u_j - u_k \|_2 \) over \( 0 \leq j < k \leq T_{\text{train}} \). In all of our tests, we choose \( \epsilon_{VT} = 0.2 \), representing a 20% error in the prediction.

2. **Climate Stability:** It is often the case that unstable ML model predictions will diverge exponentially from the region of the true attractor, eventually resulting in numerical overflow in the floating-point computation. These predictions can be easily identified as unstable. However, unstable predictions may also settle in some other region of space instead, necessitating that we use some other metric to characterize if the climate of such predictions is stable. We determine if such a prediction is stable by computing the mean of the normalized “map error” over the entire prediction. This metric presumes a diagnostic scenario where we know the true evolution equations for \( u(t) \) and that \( u(t) \) is the entire state of the system to be predicted. The map error at time \( t \) is the norm of the difference between \( u_{\text{out}}(t) \) and the result of evolving the true evolution equations for time \( \Delta t \) from initial condition \( u_{\text{out}}(t - \Delta t) \). The normalized map error is

   \[ \epsilon_{\text{map}}(t) = \frac{\| u_{\text{out}}(t) - F(u_{\text{out}}(t - \Delta t), t - \Delta t, t) \|_2}{\overline{E}_{\text{map}}}. \]  

   (33)

   Here, \( F(u(t_0), t_0, t_f) \) is a function that integrates the true evolution equations with an initial condition \( u(t_0) \) from \( t_0 \) to \( t_f \). We have normalized the map error using the mean error of the persistence forecast computed from the training data,

   \[ \overline{E}_{\text{map}} = \| u_{j+1} - u_j \|_2, \]  

   (34)

   where the horizontal bar \( (\ldots) \) denotes a mean computed over the training time indices from \( j = 0 \) to \( j = T_{\text{train}} - 1 \).
We denote by $\bar{\epsilon}_{\text{map}}$ the mean of $\epsilon_{\text{map}}(t)$ for $T_{\text{init}} \Delta t \leq t \leq (T_{\text{init}} + T_{\text{pred}}) \Delta t$. We choose a threshold for the mean normalized map error that, if exceeded, characterizes the prediction as unstable. We choose this threshold by first producing predictions using an ensemble of reservoir realizations, training data sets, and testing data sets that are each trained using regularization parameter value from a logarithmic grid of parameter values. We then compute a histogram of the mean map error values from predictions that have not resulted in numerical overflow. In all cases we test, we are able to clearly see a multimodal distribution, with those points with low mean map error corresponding to stable predictions and those with high mean map error corresponding to unstable predictions. We show an example of a histogram of mean map error values in Sec. 3.2. From this histogram, we have chosen $\bar{\epsilon}_{\text{map}} = 1.0$ as our stability cutoff. To measure the maximum deviation from the true evolution equations during prediction, we also compute the maximum map error for each prediction,

$$
\epsilon_{\text{map}}^{\text{max}} = \max_{T_{\text{init}} \Delta t \leq t \leq (T_{\text{init}} + T_{\text{pred}}) \Delta t} \epsilon_{\text{map}}(t).
$$

3. Climate Similarity: To compare the climate of the true system and the stable predictions generated from our reservoir computer, we use the power spectral density (PSD), $S_{uu}(f)$. We estimate the PSD of a particular element of $u_{\text{true}}(t)$ or $u_{\text{out}}(t)$ using a smoothed periodogram. For a 1-dimensional time series data set $\{u_j\} = \{u_0, u_1, \ldots, u_{J-2}, u_{J-1}\}$, where $J = T_{\text{pred}}/\Delta t$ and $u_j = u((T_{\text{init}} + j + 1) \Delta t)$, this estimate is computed using Welch’s method [36].

3. Results

3.1. Kuramoto-Sivashinsky Equation

The test system that we will use to examine near-term accuracy and long-term climate stability and accuracy is the Kuramoto-Sivashinsky (KS) equation [37, 38] with periodic boundary conditions:

$$
\frac{\partial y(x,t)}{\partial t} + y(x,t) \frac{\partial y(x,t)}{\partial x} + \frac{\partial^2 y(x,t)}{\partial x^2} + \frac{\partial^4 y(x,t)}{\partial x^4} = 0,
$$

where $y(x,t) = y(x + L, t)$ for a chosen spatial periodicity length $L$. For particular choices of $L$, the Kuramoto-Sivashinsky equation exhibits chaotic
dynamics. To obtain the dynamical system states that we will use as our training and testing data, and to evaluate the map error as discussed in Sec. 2.5, we simulate Eq. 36 on a spatial grid consisting of 64 grid points equally-spaced at intervals of $\Delta x = L/64$ using the ETRK4 method [39, 40] to integrate the system at a time step of $\Delta t = 0.25$. The resulting discretized system state is:

$$y(t) = [y(0, t), y(\Delta x, t), \ldots, y((M - 1)\Delta x, t)]^\top,$$

(37)

where $M = 64$. For each time series used for training and testing, we choose a different random initial condition, where each coordinate of $u(0)$ is sampled from a uniform distribution on the interval $[-0.6, 0.6]$, with the spatial mean value of $u(0)$ adjusted to be 0. We then integrate the equation and discard the states obtained before $t = 500$ to avoid the effect of any transient dynamics that are not on the true attractor. Our numerical integrations of Eq. 36 yield chaotic trajectories and (as they should) preserve the zero spatial average of $y(t)$ for $t > 0$. We standardize $y(t)$ as follows to form $u(t)$ that is used for training and testing the reservoir. To each coordinate of $y(t)$, we apply a linear transformation so that the resulting coordinate of $u(t)$ has mean 0 and standard deviation 1 over the training time period.

When discussing the prediction valid time and the prediction spectra, we will do so in units of the Lyapunov time, corresponding to the inverse of the largest positive Lyapunov exponent for typical orbits of the chaotic attractor of Eq. 36. The Lyapunov time is characteristic time over which errors in the true chaotic system will experience an $e$-fold growth. For a periodicity length $L = 22$, we have computed the Lyapunov time to be $t_{\text{Lyap}} = 20.83$ using the Bennetin algorithm [41].

We have also done tests with other systems besides the Kuramoto-Sivashinsky equations (e.g., the chaotic Lorenz '63 model [42]). We do not report these results here, as they result in conclusions that coincide with what follows from our tests on Eq. 36.

3.2. Prediction Test Results

We now present the result of our predictions test on the Kuramoto-Sivashinsky equation. In order to test a scenario where climate stability is challenging, we have used a reservoir with 500 nodes (see Table[1]). Though it would be computationally feasible to improve stability with a larger reservoir in this case, it might not be in scenarios with higher dimensional dynamics. In summary, we find from our tests that:
Reservoir computers trained with no regularization or only Jacobian regularization produce predictions that are always observed to be unstable and produce predictions that have a very low valid time.

Reservoir computers trained with only Tikhonov regularization produce predictions that are only sometimes observed to be stable, while otherwise producing predictions with a very low valid time.

Reservoir computers trained with Jacobian and Tikhonov regularization, noise training and Tikhonov regularization, and LMNT and Tikhonov regularization are observed to always produce stable predictions if the regularization hyperparameters are chosen large enough. The latter two regularization methods result in the best prediction valid times, as well as the best mean and maximum map errors.

Stable predictions from reservoir computers trained with only Tikhonov regularization have an average PSD that appears to match the PSD of the true system climate somewhat well, while predictions from the methods that always produce stable predictions have an average PSD that near-perfectly matches the PSD of the true system climate.

From our variation of the regularization parameters, we find the best prediction valid time performance near the boundary between climate stability and partial climate instability, indicating that careful tuning of the regularization parameter value is needed during optimization.

### 3.2.1. Climate Stability and Valid Time

| Reservoir Hyperparameters          |       |
|-----------------------------------|-------|
| Number of nodes (N)               | 500   |
| Average degree (⟨d⟩)              | 3     |
| Spectral radius (ρ)               | 0.6   |
| Input weight (σ)                  | 0.1   |
| Input bias (θ)                    | 0.1   |
| Leaking rate (α)                  | 1.0   |

Table 1: Reservoir computer hyperparameter values used for all prediction tests.
Training and Prediction Parameters

| Parameter          | Value                          |
|--------------------|--------------------------------|
| $T_{sync}$         | $100 \ (1.2 \ t_{Lyap})$       |
| $T_{train}$        | $20,000 \ (240 \ t_{Lyap})$    |
| $T_{pred}$         | Valid Time Tests: 2000 $\ (241 \ t_{Lyap})$  
                        Climate Stability and Accuracy Tests: 16,000 $\ (192 \ t_{Lyap})$  |
| Number of Reservoir Ensemble Members | 20 |
| Number of Training Data Sets | 10 |
| Number of Testing Data Sets | Prediction Valid Time Tests: 35  
                        Climate Stability and Accuracy Tests: 5  |
| Total Number of Predictions | Prediction Valid Time Tests: 7000  
                        Climate Stability and Accuracy Tests: 1000  |

Table 2: Parameters used for all reservoir training and tests.

| Regularization Type              | Search Grid                     |
|----------------------------------|---------------------------------|
| Tikhonov ($\beta_T$)             | $0 \text{ and } 10^l$ for $l \in \{-18, -17.5, \ldots, -4.5, -4\}$ |
| Jacobian ($\beta_J$)             | $10^l$ for $l \in \{-8, -7.8, \ldots, -4.2, -4\}$ |
| Noise Training ($\beta_N$) and LMNT ($\beta_L$) | $10^l$ for $l \in \{-8, -7.8, \ldots, -6.2, -6\}$ |

Table 3: The regularization parameters that are searched over for each reservoir prediction test.

We simulate the KS equation using reservoir computers with the hyperparameters listed in Table 1. For each of our tests, we train an ensemble of random reservoir realizations, each generated using a different random seed for the input coupling matrix $B$ and the reservoir network adjacency matrix $A$, using a training time series data set drawn from an ensemble of training data sets generated using Eq. 36, each with a different random initial condition. Each trained reservoir makes predictions on an ensemble of testing time series data sets, which again each have a different random initial condition. The duration and number of each of these training and testing time series data sets, along with the number of reservoir realizations tested, can be found in Table 2. Panel (A) in Fig. 3 shows a histogram of the mean map error values of predictions generated from a reservoir computer trained using Jacobian and Tikhonov regularization using the regularization parameter values contained in Table 3. The histogram is multimodal, with the
Figure 3: Comparing Predictions with Increasing $\bar{\epsilon}_{map}$ Values. In this figure, panel (A) shows a histogram of the mean map error values of predictions generated from reservoir computers trained with Jacobian and Tikhonov regularization using a logarithmic grid of regularization parameter values (grid given in Table 3). In this panel, the solid blue line marks the $\bar{\epsilon}_{map}$ climate stability threshold, while the dashed red, green, and magenta lines denote the mean map error value for three example predictions: one is a stable prediction with a low $\bar{\epsilon}_{map}$, one is stable with a high $\bar{\epsilon}_{map}$, and one is unstable, respectively. These predictions are obtained using a long $T_{pred} = 1,000,000$ (12,000 $t_{Lyap}$). The dynamics at the end of these predictions are displayed in panel (B), with the stable example prediction with a low $\bar{\epsilon}_{map}$ on the top, the stable example prediction with a high $\bar{\epsilon}_{map}$ in the middle, and the unstable example prediction on the bottom. Panel (C) displays the computed power spectral density of $u_{out,1}(t)$ and $u_{true,1}(t)$ for each of these predictions and the true test data. When computing the power spectral density using Welch’s method, we used a window with $2^{13}$ samples ($98.304 \ t_{Lyap}$).

clearest division between cases with $\bar{\epsilon}_{map} < 10$ and $\bar{\epsilon}_{map} > 10$. Some cases with $1 < \bar{\epsilon}_{map} < 10$ stay in the general vicinity of the attractor but do not reproduce its climate, as illustrated by the 3rd example in Fig. 3, we have chosen to classify these as unstable. Our choice for a cutoff of $\bar{\epsilon}_{map} = 1$ between cases we classify as stable or unstable is meant to ensure that those we classify as stable do produce a reasonably accurate climate, as illustrated
Table 4: Reservoir computer prediction results using different types of regularization. Bold

text marks the best performance for the corresponding metric. In every case, regularization
parameter values are chosen to maximize the fraction of stable predictions produced
by an ensemble of reservoirs over an ensemble of training and testing data sets. If multiple
regularization parameter values are found to produce the same fraction of stable predictions,
then we choose the regularization parameter(s) from that subset that maximize the
median prediction valid time. The ± error bounds indicate the maximum of the upper
and lower 95% confidence intervals for the median [43]. In the case of the valid time, we
enlarge this interval slightly to account for the ∆t discretization of our predictions.

| Regularization Type | Regularization Parameters | Fraction of Stable Predictions | Median Valid Time ($t_{Lyap}$) | Median $\bar{\epsilon}_{map}$ | Median $\epsilon_{max}^{map}$ |
|---------------------|---------------------------|---------------------------------|----------------------------------|-----------------------------|-----------------------------|
| None                | N/A                       | 0/1000                          | 0.05 ± 0.01                      | $\infty$                    | $\infty$                    |
| Jacobian Only       | $\beta_J = 10^{-7}$        | 0/1000                          | 0.25 ± 0.01                      | $\infty$                    | $\infty$                    |
| Tikhonov Only       | $\beta_T = 10^{-6}$        | 565/1000                        | 0.71 ± 0.02                      | (6.46 ± 0.22) × 10^{-1}     | 5.23 ± 0.31                 |
| Jacobian and Tikhonov | $\beta_J = 10^{-5.4}$    | 1000/1000                       | 2.88 ± 0.02                      | (9.16 ± 0.04) × 10^{-3}     | (5.82 ± 0.06) × 10^{-4}    |
| Noise Training and Tikhonov | $\beta_N = 10^{-7.4}$ | 1000/1000                       | 4.24 ± 0.04                      | (2.77 ± 0.02) × 10^{-4}     | (2.02 ± 0.04) × 10^{-2}    |
| LMNT (K = 4) and Tikhonov | $\beta_L = 10^{-7.4}$   | 1000/1000                       | 4.27 ± 0.04                      | (2.75 ± 0.02) × 10^{-3}     | (2.03 ± 0.04) × 10^{-2}    |

Table 4 shows the results of reservoir predictions made using different types of regularization, ordered from worst to best performance. Figures 4 and 5 show examples of unstable and stable predictions, respectively. Each figure uses a particular reservoir computer, training time series data set, and testing time series data set drawn from our ensemble. We note that the reservoir computer and training time series data set used in each figure are different, while the testing time series data set is the same. In addition, we want to emphasize that the predictions shown in Fig. 5 are observed to be stable for the entire long prediction period of 192 $t_{Lyap}$. Figure 6 shows
Figure 4: Unstable Predictions of the KS Equation. The top panel (A) shows a testing time series $u_{\text{true}}(t)$ generated from the true KS equations dynamics, while the bottom panels show results from a reservoir computer trained using no regularization (B1 and B2), Jacobian regularization only (C1 and C2), and Tikhonov regularization only (D1 and D2). Panels on the left show the reservoir prediction, $u_{\text{out}}(t)$, while those on the right show the difference between the reservoir prediction and the true evolution $u_{\text{true}}(t)$. In all panels, the horizontal axis denotes the time measured in Lyapunov times based on the largest positive Lyapunov exponent of the true system, while the vertical axis denotes the spatial coordinate. In panel (A) and in the panels on the left, the color denotes the values of $u_{\text{true}}(t)$ and $u_{\text{out}}(t)$, respectively, while in panels on the right, the color denotes the difference, $u_{\text{out}}(t) - u_{\text{true}}(t)$, between the prediction and true dynamics. An entire prediction at a particular time being colored black indicates that this prediction has become unstable and left the region of the true attractor. In the right panels, the cyan line denotes the corresponding prediction valid time.

We observe that the map error $\epsilon_{\text{map}}(t)$ during each of the predictions shown in Figs. 4 and 5.

We note that the map error of the unstable predictions curves increases, while the map error in the stable prediction remains small throughout the entire prediction period ($192 t_{\text{Lyap}}$). We note that the map error of the predictions made using noise training and Tikhonov regularization and LMNT and Tikhonov regularization are very similar for $t_{\text{pred}} < 7 t_{\text{Lyap}}$. 
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Figure 5: Stable Predictions of the KS Equation. The top panel (A) shows a testing time series $u_{\text{true}}(t)$ generated from the true KS equations dynamics, while the bottom panels show results from a reservoir computer trained using Tikhonov regularization only (B1 and B2), Jacobian regularization and Tikhonov regularization (C1 and C2), noise training and Tikhonov regularization (D1 and D2), LMNT and Tikhonov regularization (E1 and E2). Panels on the left show the reservoir prediction, $u_{\text{out}}(t)$, while those on the right show the difference between the reservoir prediction and the true evolution $u_{\text{true}}(t)$. In all panels, the horizontal axis denotes the time measured in Lyapunov times based on the largest positive Lyapunov exponent of the true system, while the vertical axis denotes the spatial coordinate. In panel (A) and in the panels on the left, the color denotes the values of $u_{\text{true}}(t)$ and $u_{\text{out}}(t)$, respectively, while in panels on the right, the color denotes the difference, $u_{\text{out}}(t) - u_{\text{true}}(t)$, between the prediction and true dynamics. Black coloring marks where the prediction (left panels) or prediction difference (right panels) is outside the range given by the color bar.

We see that reservoir computers trained without regularization or using only Jacobian regularization produce predictions with a very low median valid time (less than 30% of a Lyapunov time) and are always unstable.
Reservoir computers trained with only Tikhonov regularization have a somewhat longer, but still poor prediction valid time, while just over half of the predictions remain stable. Furthermore, they require a high amount of regularization to reach this fraction of stability. Reservoir computers trained with Tikhonov regularization in addition to either Jacobian regularization, Noise Training, or LMNT produce predictions that are always observed to be stable and appear to remain stable for arbitrarily long times with appropriately chosen regularization amounts. Prediction valid times using the combination of Jacobian and Tikhonov regularization, however, are substantially lower than for those that are trained with the other stable regularization types.

3.2.2. Prediction Climate

As discussed, results for some regularization methods appear to be stable for arbitrarily long times. These are thus potential candidates for climate predictions. In Fig. 7, we display the PSD computed from time series data from the true system and from predictions made using these long-time stable results. We find that predictions using reservoir computers trained with only Tikhonov Regularization (using only those orbits that remain stable) give a useful, but imperfect, replication of the PSD of the true system climate. We observe in Fig. 7 that all of the other regularization methods that resulted in stable predictions are able to capture the PSD of the climate with very high
accuracy.

Figure 7: Average Predicted PSD Compared to True PSD. The true KS equation PSD is computed over a single trajectory of duration $T_{\text{pred}} = 1,000,000$ ($12,000 \, t_{\text{Lyap}}$), while the prediction PSD is computed as the average over predictions of duration $T_{\text{pred}} = 16,000$ ($192 \, t_{\text{Lyap}}$) produced by the ensemble of reservoirs, training data sets, and testing initial conditions used to test the prediction climate. When computing the PSD with Welch’s method, we used a window with $2^{13}$ samples (98.304 $t_{\text{Lyap}}$).

3.2.3. Regularization Optimization

In this section, we show how the optimal regularization parameter values used to produce the results shown in Figs. 4-7 and in Table 4 are obtained. Figure 8 displays, for two of the regularization methods, the fraction of stable predictions and the median prediction valid time for predictions made using reservoir computers trained with regularization parameter values distributed over a logarithmic grid. For each method, among all of the tested regularization parameter values, we choose those resulting in predictions that are always stable and have the highest prediction valid time. The corresponding plots generated using noise training and Tikhonov regularization look very similar to those generated using LMNT and Tikhonov regularization (panels (B1) and (B2)).
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Figure 8: Fraction of Stable Predictions and Median Valid Time using Varying Regularization Parameter Values. Color plots displaying the fraction of stable predictions and median prediction valid time over a grid of different regularization parameters values are shown on the left and right, respectively. Panels (A1) and (A2) are generated from predictions made from reservoir computers trained with Jacobian and Tikhonov regularization; the regularization parameters are plotted along the vertical and horizontal axes, respectively. Panels (B1) and (B2) are generated from predictions made from reservoir computers trained with LMNT and Tikhonov regularization; again, the regularization parameters are plotted along the vertical and horizontal axes, respectively. The black dots in panels (A2) and (B2) mark the regularization parameter values chosen to both fully stabilize the predictions and produce the largest median prediction valid time, which is noted in the white box in the top right of each panel.

In general, we find that the chosen regularization parameters are close to the boundary between parameters that produce predictions that are al-
ways stable and those that sometimes produce unstable predictions. This result demonstrates why it is advantageous be able to efficiently tune the regularization parameters used during training; the more efficiently one can tune, the closer one can explore to this stability boundary, and thus the better one’s model will be. As discussed in Sec. 2.3.3, the desirability of an easily-tunable regularization makes LMNT preferable to noise training, which requires re-computation of the reservoir internal states each time the regularization parameter $\beta_N$ is changed.

We remark that in some cases, it is possible to obtain an increased median prediction valid time at the cost of a small fraction of predictions being long-term unstable. For example, if we were to decrease $\beta_T$ from the optimal value marked by the black dot in panel (A2) in Fig. 8, the median prediction valid time over all of the predictions would increase; however, panel (A1) of Fig. 8 indicates that some of our predictions will now eventually become unstable. In addition, we see from panel (B1) that increasing the LMNT regularization parameter value from the optimal (e.g., to $10^{-6}$) improves the robustness of our prediction stability to changes in the Tikhonov regularization parameter value. Panel (B2) shows that this comes at the cost of a decreased valid prediction time; however, if one is only able to perform a coarse hyperparameter optimization, then choosing a more robust LMNT regularization parameter value may be necessary. These cases emphasize how different choices of regularization parameter values can be optimal for different tasks.

4. Discussion and Conclusion

In the absence of mitigating techniques, long-term forecasting using the machine learning approach shown in Fig. 1 can often become unstable. We show that in the case of reservoir computing, machine learning can be trained to produce stable predictions of a paradigmatic chaotic test system, the Kuramoto-Sivashinsky equation, by training with added input noise or with our new regularization technique, LMNT. We find that reservoir computers trained using only Tikhonov regularization are only able to produce stable predictions for some reservoir realizations and training data sets. Reservoir computers trained with Jacobian and Tikhonov regularization make substantially less accurate short-term forecasts, measured by prediction valid time, than those trained with noise training or LMNT. In addition, we find that all stable predictions are able to accurately reproduce the climate of the
Kuramoto-Sivashinsky equation, though reservoir computers trained with only Tikhonov regularization did not reproduce the climate as accurately as the other techniques used. In the LMNT case, the regularization matrix need not be computed again for each regularization strength value tested during hyperparameter tuning, presenting a clear advantage over noise training, which is more difficult to tune.

While training with LMNT leads to accurate and stable predictions, computing the LMNT regularization matrix can be computationally intensive due to the many matrix-matrix products involved (see Eq. [29]). One way to speed up this computation during training would be to approximate the LMNT regularization matrix using a smaller number of training samples than is used for the rest of the training. Another, still more approximate and heuristic, possibility would be to compute the regularization using a constant input, such as the mean computed over the training data. We discuss our results using these two methods in Appendix B.

Work remains to be completed on evaluating the performance of our new regularization technique on other systems, terrestrial climate in particular. As of the writing of this article, we have implemented a version of the reduced training sample LMNT in the hybrid atmospheric model described in Ref. [28]. In preliminary results, our implementation of LMNT leads to terrestrial climate predictions that are stable for over the decade-long run duration test and maintain a good climate, similar to the results achieved using input noise. The LMNT technique may also be suitable for other RNN training methods, such as LSTM; in this context, one could also compare this technique to other regularization techniques, such as LASSO or multiple feedback training, which require that the model be trained using gradient descent or similar iterative methods.

Data and Code

The data and code that support the findings of this article are freely available at at https://github.com/awikner/res-noise-stabilization.
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### Appendix A. LMNT Performance vs. Number of Noise Steps, $K$

| Noise Steps, $K$ | Regularization Parameters | Fraction of Stable Predictions | Median Valid Time ($t_{Lyap}$) | Median $\bar{\epsilon}_{map}$ | Median $\epsilon_{map}^{max}$ |
|------------------|---------------------------|-------------------------------|-------------------------------|-------------------------------|-------------------------------|
| 1 (Jacobian)     | $\beta_T = 10^{-5.4}$    | 1000/1000                     | 2.88 ± 0.02                   | (9.16 ± 0.04) ×10^{-3}       | (5.82 ± 0.06) ×10^{-2}       |
|                  | $\beta_L = 10^{-6.4}$    |                               |                               |                               |                               |
|                  | $\beta_T = 10^{-8.5}$    |                               |                               |                               |                               |
| 2                | $\beta_L = 10^{-6.4}$    | 1000/1000                     | 3.92 ± 0.04                   | (4.10 ± 0.02) ×10^{-3}       | (2.65 ± 0.03) ×10^{-2}       |
|                  | $\beta_T = 10^{-10.5}$   |                               |                               |                               |                               |
| 3                | $\beta_L = 10^{-6.4}$    | 1000/1000                     | 4.04 ± 0.04                   | (3.44 ± 0.01) ×10^{-3}       | (2.39 ± 0.03) ×10^{-2}       |
|                  | $\beta_T = 10^{-12}$     |                               |                               |                               |                               |
| 4                | $\beta_L = 10^{-7.4}$    | 1000/1000                     | 4.27 ± 0.04                   | (2.75 ± 0.01) ×10^{-3}       | (2.03 ± 0.04) ×10^{-2}       |
|                  | $\beta_T = 10^{-16.5}$   |                               |                               |                               |                               |
| 5                | $\beta_L = 10^{-7.4}$    | 1000/1000                     | 4.27 ± 0.04                   | (2.73 ± 0.02) ×10^{-3}       | (2.02 ± 0.02) ×10^{-2}       |
|                  | $\beta_T = 10^{-16.5}$   |                               |                               |                               |                               |

Table A.5: Reservoir computer prediction results using Tikhonov regularization and LMNT regularization, where we vary the number of noise steps used to compute the LMNT regularization. For a detailed description of how we select regularization parameter values and compute uncertainty bounds, see the Table 4 caption.

Computing the LMNT regularization matrix can be computationally expensive due to the many matrix-matrix products and sums involved (see Eq. 29). In our reservoir computing implementation, this high computational cost is mitigated by the fact that $\mathbf{A}$ and all diagonal matrices $\text{diag}(\ldots)$ are sparse; nevertheless, for computational efficiency one should choose the number of noise steps that the LMNT regularization approximates, $K$, to be as small as possible while still resulting in near-optimal prediction stability and prediction accuracy. Table [A.5] displays the results of reservoirs trained with Tikhonov and LMNT regularization as we increase the number of noise steps approximated. We see that while we can select regularization parameter values such that all predictions are stable for all values of $K$ tested, the median valid time increases and the median $\bar{\epsilon}_{map}$ and median $\epsilon_{map}^{max}$ decreases as $K$ is increased. We find that, in this scenario, $K = 4$ gives as high a median valid time as low a median $\bar{\epsilon}_{map}$ and median $\epsilon_{map}^{max}$ as higher $K$; we have therefore chosen to use $K = 4$ for all other tests of the LMNT regularization discussed in this article.
Appendix B. LMNT Performance with Reduced Training Data

While it is most natural to compute the LMNT regularization using all of the training states (similar to how we compute the Jacobian regularization), this computation becomes expensive for long training times and large $K$ values, as discussed in Appendix A. One can substantially decrease this computational cost and potentially obtain a useful regularization matrix by either (a) computing the regularization using a size $T$ subset of the training states, obtained by sampling the states uniformly, or (b) computing the regularization using the mean input computed over the training data and the reservoir state synchronized to this mean. The regularization matrix for the technique (a) is

$$R_{L,T} = \frac{1}{T} \sum_{j=0}^{T-1} \left[ \sum_{k=1+\text{floor}(j\tau)}^{K+\text{floor}(j\tau)} \nabla u(K+\text{floor}(j\tau),k) \nabla u(K+\text{floor}(j\tau),k)^\top \right],$$

where $\tau = (T_{\text{train}} - K)/T$, $T < T_{\text{train}} - K$ is a positive integer, and $\text{floor}(\ldots)$ denotes rounding down. The regularization matrix for technique (b) is

$$R_{L,0} = \sum_{k=1}^{K} \nabla u,0(K,k) \nabla u,0(K,k)^\top.$$

In Eq. $33$, $\nabla u,0(K,k)$ denotes evaluation of the right side of Eq. $22$ at $u_k = 0$ (the mean of our standardized training data) and $s_{j-1} = s_{j-2} = \cdots = s_k = s_{\text{mean}}$, where $s_{\text{mean}}$ is the reservoir feature vector synchronized to the constant mean input.

Table $33$ shows the prediction results obtained from reservoir trained with LMNT, reduced training sample LMNT, and mean-input LMNT. For our particular test system, we find that training with only 20 training samples (0.1% of the available training data) is sufficient to obtain predictions that are always observed to be stable and have a median valid time equivalent to that when the LMNT regularization is computed with all of the training data. This effectiveness for a small number of training samples indicates that LMNT-like regularization would also be effective in models trained in batches.
using stochastic gradient descent or its derivatives. In addition, computing
the LMNT regularization with the mean input and synchronized reservoir
state performs as well as the full LMNT regularization. This result suggests
that, in this case, the variability across the training data of the derivative
matrices $\nabla u(j,k)$ is small enough that a small number of samples, or one
representative derivative matrix, is sufficient to compute a regularization
matrix that performs comparably to the full LMNT. If this property holds
in other applications, the computationally simpler mean-input LMNT might
yield sufficient stabilization and make the full or partial LMNT computation
unnecessary.
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