EQUIVALENCES OF CATEGORIES, GRUSON-JENSEN DUALITY AND APPLICATIONS

SEPTIMIU CRIVEI AND MIOBRAG CRISTIAN IOVANOV

Abstract. For coalgebras \( C \) over a field, we study when the categories \( \mathcal{CM} \) of left \( C \)-comodules and \( \mathcal{MC} \) of right \( C \)-comodules are symmetric categories, in the sense that there is a duality between the categories of finitely presented unitary left \( R \)-modules and finitely presented unitary left \( L \)-modules, where \( R \) and \( L \) are the functor rings associated to the finitely accessible categories \( \mathcal{CM} \) and \( \mathcal{MC} \).

1. Introduction

Let \( R \) be a ring with identity and let \( \mathcal{MR} \) denote the category of unitary right \( R \)-modules. Consider the functor rings associated to the categories \( \mathcal{MR} \) and \( \mathcal{MR}^{op} \), say \( S \) and \( A^{op} \) respectively. Then there is a duality between the categories of finitely presented unitary left \( S \)-modules and finitely presented unitary right \( A \)-modules. This is a reformulation of the duality proved by Gruson and Jensen [14, Theorem 5.6]. The result was extended by Dung and García [9, Theorem 2.9] to the case of unitary modules over a ring with enough idempotents, and furthermore, by Crivei and García [5, Corollary 5.13] to the case of unitary and torsionfree modules over an idempotent ring, provided the corresponding module categories are locally finitely generated. The latter was the first Gruson-Jensen duality established for categories not having enough projectives.

Gruson-Jensen duality can also be reformulated using the notion of symmetric categories. The idea of considering such a concept appeared first in the work of Herzog [16], according to the account given by Prest in [21], and was later on used by Dung and García for finitely accessible categories [9], and by Crivei and García for exactly definable categories [5]. In this language, the above Gruson-Jensen dualities say that the categories \( \mathcal{MR} \) and \( \mathcal{MR}^{op} \) are symmetric to each other whenever they are: categories of unitary modules over a ring with identity, categories of unitary modules over a ring with enough idempotents, or more generally, categories of unitary and torsionfree modules over an idempotent ring, provided they are locally finitely generated. Every finitely accessible Grothendieck category has a symmetric category, but this fails in general to be finitely accessible Grothendieck; see the example from [5, p. 3953]. Therefore, an interesting problem is to find further examples of finitely accessible Grothendieck categories having their symmetric categories again finitely accessible Grothendieck.

In the present paper we consider categories of comodules over a coalgebra \( C \) over a field. We first recall general results and give an interpretation of Gruson-Jensen duality in terms of Freyd categories and homotopy categories of certain categories of chain complexes. The categories of left \( C \)-comodules and right \( C \)-comodules are locally finite Grothendieck [5], and so finitely accessible Grothendieck. The existence of a left-right setting similar to the case of modules suggests that this would be a good framework

2000 Mathematics Subject Classification. 18C35, 18A32, 16T15.

Key words and phrases. Symmetric categories, duality, comodule, coalgebra.
for a Gruson-Jensen duality to hold. Let us first note that the categories of left $C$-comodules and right $C$-comodules are equivalent to categories of modules over rings with identity if $C$ is a finite dimensional coalgebra, and more generally, they are equivalent to categories of modules over rings with enough idempotents if $C$ is a left and right semiperfect coalgebra [8]. So the categories of left $C$-comodules and of right $C$-comodules are symmetric, or equivalently, the Gruson-Jensen duality takes place in these cases, because it can be reduced to the aforementioned module-theoretic contexts. On the other hand, we shall construct several examples of coalgebras with very good finitary properties for which the Gruson-Jensen duality does not hold.

Although a coalgebra has very good built-in finiteness properties, which might at first glance lead one to believe that such a duality would be in place, it turns out that there are situations where some strong conditions are fulfilled but the Gruson-Jensen duality does not hold. We show that for a coalgebra which is only left or only right semiperfect, the Gruson-Jensen duality can fail. We also show that another set of strong conditions on a coalgebra $C$ is not enough to have such a duality: we give an example where $C^*$ is left and right almost noetherian (meaning that cofinite left ideals and cofinite right ideals are finitely generated) and moreover $C^*$ is even noetherian on one side, but the Gruson-Jensen duality between the functor rings of $M^C$ and $^CM$ does not hold.

2. Finitely accessible categories and functor rings

Throughout the paper all categories will be additive and all modules will be unitary. Let us recall some terminology on finitely accessible categories. An object $P$ of a category $C$ with direct limits is called finitely presented if the functor $\text{Hom}_C(P, -)$ commutes with direct limits. A category $C$ is called finitely accessible (or locally finitely presented in the terminology of [4]) if $C$ has direct limits, the class of finitely presented objects of $C$ is skeletally small, and every object of $C$ is a direct limit of finitely presented objects [21]. A Grothendieck category is finitely accessible if and only if it has a family of finitely presented generators. A finitely accessible category is called locally coherent if every finitely presented object is coherent, that is, finitely generated subobjects of finitely presented objects are finitely presented. Such a category is necessarily Grothendieck and has a family of finitely presented generators [21].

Now let $C$ be a finitely accessible category and let $(U_i)_{i \in I}$ be a family of representatives of the isomorphism classes of finitely presented objects of $C$. We associate a ring $R$ to the family $(U_i)_{i \in I}$ in the following way (e.g., see [9], [13]):

$$R = \bigoplus_{i \in I} \bigoplus_{j \in J} \text{Hom}_C(U_i, U_j)$$

as abelian group, and the multiplication is given by the rule: if $f \in \text{Hom}_C(U_i, U_j)$ and $g \in \text{Hom}_C(U_k, U_l)$, then $fg = f \circ g$ if $i = l$ and zero otherwise. Then $R$ is a ring with enough idempotents [12], say $R = \bigoplus_{i \in I} e_i R = \bigoplus_{i \in I} Re_i$. The idempotents $e_i$ are the elements of $R$ which are the identity on $U_i$ and zero elsewhere, and they form a complete family of pairwise orthogonal idempotents. The ring $R$ constructed above is called the functor ring of $C$. The family $(Re_i)_{i \in I}$ is a family of finitely generated projective generators of the category $R\mathcal{M}$ of (unitary) left $R$-modules. A (unitary) left $R$-module $X$ is finitely presented if and only if there is an exact sequence $\bigoplus_{i \in F_1} Re_i \to \bigoplus_{j \in F_2} Re_j \to X \to 0$ for some
Proposition 2.2. Let \( f, g \) and a morphism by \( (f, g) \) be an additive category. Following [2], we shall associate to \( C \) two additive categories which are defined as follows. In the morphism category \( \text{Mor}(C) \) of \( C \) denote an object \( u : M \to N \) by \( (M, u, N) \) and a morphism by \( (f, g) : (M', u', N') \to (M, u, N) \), where \( f : M' \to M \) and \( g : N' \to N \) are such that \( uf = gu' \). Consider in \( \text{Mor}(C) \) the full subcategories \( \mathcal{X} \) and \( \mathcal{Y} \) consisting of all split monomorphisms and all split epimorphisms respectively. Then the stable categories \( \mathcal{B}(C) = \text{Mor}(C)/\mathcal{X} \) and \( \mathcal{A}(C) = \text{Mor}(C)/\mathcal{Y} \) are called the Freyd categories associated to \( C \). An object \( (M, u, N) \) from \( \text{Mor}(C) \) will be denoted by \([M, u, N]\) and \( \{M, u, N\} \) when viewed as an object in \( \mathcal{B}(C) \) and \( \mathcal{A}(C) \) respectively. Also, a morphism \( (f, g) \) from \( \text{Mor}(C) \) will be denoted by \([f, g]\) and \( \{f, g\} \) when viewed in \( \mathcal{B}(C) \) and \( \mathcal{A}(C) \) respectively. The category \( \mathcal{B}(C) \) may be viewed alternatively as \( \text{Mor}(C) \) modulo the congruence generated by the subgroup of \( \text{Hom}_C(M, N) \) consisting of all morphisms \( (f, g) : (M', u', N') \to (M, u, N) \) for which there exists a morphism \( \alpha : N' \to M \) such that \( \alpha u' = f \), i.e. by commuting square morphisms factoring as in the following diagram with the lower left triangle and the big square commuting (only):

\[
\begin{array}{ccc}
M & \xrightarrow{u} & N \\
\downarrow{f} & & \downarrow{g} \\
M' & \xrightarrow{u'} & N'
\end{array}
\]

Indeed, if \( (f, g) : (M', u', N') \to (M, u, N) \) is a morphism in \( \text{Mor}(C) \), then \( [f, g] = 0 \) in \( \mathcal{B}(C) \) if and only if there is a morphism \( \alpha : N' \to M \) such that \( \alpha u' = f \). In particular \( [M, u, N] = 0 \) if and only if \( f \) is a split monomorphism. Therefore, \( \mathcal{B}(C) \) is one of the homotopy categories introduced by Freyd in [11].

We note that the subgroup of \( \text{Hom}_C(M, N) \) determining the above congruence is the sum of two groups, namely the group of all morphisms \( (f, g) : (M', u', N') \to (M, u, N) \) for which there exists a morphism \( \alpha : N' \to M \) such that \( \alpha u' = f \) and \( ua = g \) and the group of all morphisms \( (f, g) : (M', u', N') \to (M, u, N) \) with \( f = 0 \). This follows since if \( f = \alpha u' \) then \( (f, g) = (\alpha u', u\alpha) + (0, g - u\alpha) \). It is also worth
to note that the equivalence relation corresponding to the first of these groups is just the usual homotopy equivalence of chain complexes, restricted to bounded chain complexes of length 2.

Similarly, \( \mathcal{A}(\mathcal{C}) \) is the other homotopy category introduced by Freyd in [11], since it may be viewed alternatively as \( \text{Mor}(\mathcal{C}) \) modulo the congruence generated by the subgroup of \( \text{Hom}_\mathcal{C}(M, N) \) (for each pair of objects \((M, N)\)) consisting of all morphisms \((f, g) : (M', u', N') \to (M, u, N)\) for which there exists a morphism \( \beta : N' \to M \) such that \( u\beta = g \), i.e. by commuting square morphisms factoring as in the following diagram with the upper right triangle and the big square commuting (only):

\[
\begin{array}{c}
M \xrightarrow{u} N \\
\downarrow f \quad \quad \quad \downarrow g \\
M' \xrightarrow{u'} N'
\end{array}
\]

\( \beta \)

\[
M \xrightarrow{u} N \xrightarrow{p} \text{Coker}(u) \rightarrow 0
\]

The Freyd categories are related as follows. We shall denote equivalences of categories by “\( \approx \)”.

**Proposition 3.1.** [2 Proposition 3.6] Let \( \mathcal{C} \) and \( \mathcal{D} \) be two categories. Then:

(i) \( \mathcal{C} \approx \mathcal{D} \) if and only if \( \mathcal{A}(\mathcal{C}) \approx \mathcal{A}(\mathcal{D}) \) if and only if \( \mathcal{B}(\mathcal{C}) \approx \mathcal{B}(\mathcal{D}) \).

(ii) \( \mathcal{A}(\mathcal{C}^\text{op}) \approx \mathcal{B}(\mathcal{C})^\text{op} \) and \( \mathcal{B}(\mathcal{C}^\text{op}) \approx \mathcal{A}(\mathcal{C})^\text{op} \).

**Proposition 3.2.** Let \( \mathcal{C} \) be an abelian category.

(i) The category \( \mathcal{B}(\mathcal{C}) \) is an abelian category, equivalent to the category of exact chain complexes of type \( M \to N \to P \to 0 \) of objects in \( \mathcal{C} \) up to the usual homotopy equivalence.

(ii) The category \( \mathcal{A}(\mathcal{C}) \) is an abelian category, equivalent to the category of exact chain complexes of type \( 0 \to K \to M \to N \to 0 \) of objects in \( \mathcal{C} \) up to the usual homotopy equivalence.

**Proof.** (i) The category \( \mathcal{B}(\mathcal{C}) \) is abelian by [2 Proposition 4.5]. The second part of (i) follows by considering the functor given on objects by

\[
[M, u, N] \longrightarrow (M \xrightarrow{u} N \to \text{Coker}(u) \to 0)
\]

and observing that any morphism \([f, g] : [M', u', N'] \to [M, u, N]\) in \( \mathcal{B}(\mathcal{C}) \) can be extended to a morphism \( h : \text{Coker}(u') \to \text{Coker}(u) \). If \([f, g] = 0\), then there is \( \alpha : N' \to M \) such that \( \alpha u' = f \). Since \((u\alpha - g)u' = u\alpha u' - gu' = uf - gu' = 0\), we see that \( \text{Ker}(p') = \text{Im}(u') \subseteq \text{Ker}(u\alpha - g) \) so then there is \( \alpha' : \text{Coker}(u) \to N \) such that \( \alpha' p' + u\alpha = g \):

\[
\begin{array}{c}
M \xrightarrow{u} N \xrightarrow{p} \text{Coker}(u) \rightarrow 0 \\
\downarrow f \quad \quad \quad \quad \downarrow g \quad \quad \quad \quad \quad \downarrow p \\
M' \xrightarrow{u'} N' \xrightarrow{h} \text{Coker}(u') \rightarrow 0
\end{array}
\]

Moreover, we have that \( hp' = pg = pu'p' + pu\alpha = pc'p' \), and so \( h = pc' \) (\( pc' \) is an epimorphism), so \((f, g, h)\) is a null-homotopic morphism of chain complexes. The inverse functor is obvious.

(ii) is analogous to (i).

We note that the result of [2] that \( \mathcal{A}(\mathcal{C}) \) and \( \mathcal{B}(\mathcal{C}) \) are abelian also follows by the above equivalences. □
The full subcategories of finitely presented left or right modules over the functor ring of a locally coherent category \( C \) are closely related to the Freyd categories associated to \( C \) (for a general case, see \([2, \text{Corollary 3.9}]\)).

**Corollary 3.3.** Let \( C \) be a locally coherent category and let \( R \) be its functor ring. Then \( \text{fp}(\mathcal{M}_R) \approx \mathcal{A}(\text{fp}(C)) \) and \( \text{fp}(R\mathcal{M}) \approx \mathcal{B}(\text{fp}(C))^\text{op} \).

**Proof.** We sketch the second part. Note that \( \text{fp}(C) \) is abelian by Proposition \(2.2 \). A finitely presented left \( R \)-module is the cokernel of a morphism between finitely generated left \( R \)-modules. Using the duality between the categories of finitely generated projective left \( R \)-modules and finitely generated projective right \( R \)-modules, the equivalence between the category finitely generated projective right \( R \)-modules and \( \text{fp}(C) \), and Proposition \(3.2 \), we obtain a duality between \( \text{fp}(R\mathcal{M}) \) and \( \mathcal{B}(\text{fp}(C)) \). The duality is explicitly given on objects as follows. Let \( (U_i)_{i \in I} \) be a family of representatives of the isomorphism classes of finite dimensional left \( C \)-comodules and denote \( U = \bigoplus_{i \in I} U_i \). We have seen that an object \( X \) of \( R\mathcal{M} \) is finitely presented if and only if there is a finite presentation \( \text{Hom}_C(N, U) \to \text{Hom}_C(M, U) \to X \to 0 \) for some objects \( M \) and \( N \) in \( \text{fp}(C) \). This is induced by an object \([M, u, N]\) of \( \mathcal{B}(\text{fp}(C)) \). \( \square \)

Now we can give an interpretation of symmetry of finitely accessible categories in terms of Freyd categories.

**Definition 3.4.** Let \( C \) and \( D \) be two finitely accessible categories. We call \( C \) and \( D \) symmetric categories if there is a duality between the categories \( \mathcal{B}(\text{fp}(C)) \) and \( \mathcal{B}(\text{fp}(D)) \).

Let us note that \( C \) and \( D \) are symmetric in the above sense if and only if they are symmetric in the sense of Dung and García \([9]\). To this end, let us denote by \( R \) and \( L \) the functor rings of \( C \) and \( D \) respectively. Then by Proposition \(3.5 \) we have \( \mathcal{B}(\text{fp}(C)) \approx \mathcal{B}(\text{fp}(D))^\text{op} \) if and only if \( (\text{fp}(R\mathcal{M}))^\text{op} \approx \text{fp}(L\mathcal{M}) \) if and only if \( C \) and \( D \) are symmetric in the sense of \([9, \text{Definition 2.8}]\) .

### 4. Coalgebras and comodules

Now we recall several facts on coalgebras and comodules, mainly following \([8]\). Let \( C \) be a coalgebra over a field \( k \). Denote by \( C^* = \text{Hom}_k(C, k) \) the dual algebra of \( C \) over \( k \). Then \( C^* \) is a topological vector space endowed with the weak-\( * \) topology, in which the closed subspaces are annihilators in \( C^* \) of subspaces of \( C \). In this topology, \( C^* \) has a basis of neighbourhoods of 0 consisting of ideals of finite codimension. The coalgebra \( C \) is called left \( \mathcal{F} \)-noetherian if every closed and cofinite left ideal of \( C^* \) (in the sense that \( C^*/I \) is finite dimensional) is finitely generated in \( M_{C^*} \) (see \([22] \) and \([6]\)). In particular, every right semiperfect coalgebra is left \( \mathcal{F} \)-noetherian \([6, \text{Theorem 2.12}] \). The coalgebra \( C \) is called left strongly reflexive or left almost noetherian (or \( C^* \) is left almost noetherian, see \([22] \) and \([6]\)) if every cofinite left ideal \( I \) of \( C^* \) is finitely generated \([6]\). Clearly, every left almost noetherian coalgebra is left \( \mathcal{F} \)-noetherian.

A right \( C^* \)-module \( M \) is called rational if for every \( x \in M \), there are \( x_1, \ldots, x_n \in M \) and \( c_1, \ldots, c_n \in C \) such that

\[
xc^* = \sum_{i=1}^{n} x_ic^*(c_i)
\]
for every $c^* \in C^*$. The class $\text{Rat}(\mathcal{M}_{C^*})$ of rational right $C^*$-modules is closed under submodules, direct sums, direct products and homomorphic images. In fact, $\text{Rat}(\mathcal{M}_{C^*}) = \sigma[C_{C^*}]$, where $\sigma[C_{C^*}]$ is the full subcategory of the category $\mathcal{M}_{C^*}$ of right $C^*$-modules consisting of the modules subgenerated by $C$.

Denote by $C\mathcal{M}$ the category of left $C$-comodules. Then there is an isomorphism of categories $C\mathcal{M} \cong \text{Rat}(\mathcal{M}_{C^*})$. We shall frequently make the identification between left $C$-comodules and rational right $C^*$-modules. The category of rational right $C^*$-modules, and so the category of left $C$-comodules, is a Grothendieck category, which has a family of finite dimensional generators, namely the rational right $C^*$-modules of the form $C^*/I$ with $I$ a closed cofinite (two-sided) ideal of $C^*$. It is easy to note that a $C$-comodule is finitely presented if and only if it is finitely generated if and only if it is finite dimensional.

We denote by $\text{fd}(C\mathcal{M})$ the class of finite dimensional left $C$-comodules. Similar considerations may be made for the categories $\mathcal{M}^C$ of right $C$-comodules and $\text{Rat}(C\cdot\mathcal{M})$ of rational left $C^*$-modules. Note that the functor $(-)^*$ defines a duality between the categories $\text{fd}(C\mathcal{M})$ and $\text{fd}(\mathcal{M}^C)$ [5]. We also refer to [5] and [8] for basics on coalgebras and their comodules.

We note an interesting characterization of the category $\text{Mor}(\text{fd}(C\mathcal{M}))$. One can prove without much difficulty that this category is equivalent (in fact, isomorphic) to the category of finite dimensional right comodules over the upper triangular matrix coalgebra $M^2_{\Delta}(C) =$ \begin{pmatrix} C & C \\ 0 & C \end{pmatrix} with comultiplication and counit given by (we use the Sweedler notation with the summation symbol omitted)

$$(x \ y \ z) \mapsto (x_1 \ 0) \otimes (x_2 \ 0) + (y_1 \ 0) \otimes (0 \ y_2) + (0 \ y_1) \otimes (0 \ y_2) + (0 \ 0) \otimes (0 \ z_2),$$

The dual algebra of this coalgebra is precisely the algebra $M^2_{\Delta}(C^*)$ of upper triangular matrices with entries in $C^*$. The stated equivalence associates to any $M \xrightarrow{\mu} N$ the $M^2_{\Delta}(C)$-comodule $M \oplus N$ with coaction given by:

$$(m \ n) \mapsto (n_0 \ 0) \otimes (n_1 \ 0) + (f(m_0) \ 0) \otimes (0 \ m_1) + (0 \ n_0) \otimes (0 \ m_1).$$

The inverse of this equivalence goes as follows. Denote

$$E = \begin{pmatrix} 0 & 0 \\ 0 & \varepsilon \end{pmatrix}, \quad N = \begin{pmatrix} 0 & \varepsilon \\ 0 & 0 \end{pmatrix}, \quad F = \begin{pmatrix} \varepsilon & 0 \\ 0 & 0 \end{pmatrix}$$

as elements of $M^2_{\Delta}(C^*)$. Then, for a right $M^2_{\Delta}(C)$-comodule $T$, we have $T = F \cdot T \oplus E \cdot T$ and the inverse functor associates the object $N : E \cdot T \rightarrow F \cdot T$ in $\text{Mor}(\text{fd}(\mathcal{M}^C))$, with the morphism $N$ given by left multiplication by $N \in M^2_{\Delta}(C^*) = (M^2_{\Delta}(C))^*$. The correspondence on morphisms is similar.
5. Positive answers

In what follows we shall discuss symmetry for comodule categories, or equivalently, the existence of a Gruson-Jensen duality in the case of comodule categories.

As noted in the introduction, the case of a (left and right) semiperfect coalgebra can be solved by reducing it to a result for module categories over rings with enough idempotents. We now give some details.

**Theorem 5.1.** Let $C$ be a (left and right) semiperfect coalgebra. Then the categories $C\mathcal{M}$ and $\mathcal{M}^C$ are symmetric. More precisely, there is a duality between $\text{fp}(R\mathcal{M})$ and $\text{fp}(\mathcal{M}_R)$.

Moreover, if $C$ is a right semiperfect coalgebra and the categories $C\mathcal{M}$ and $\mathcal{M}^C$ are symmetric, then $C$ is (left and right) semiperfect.

**Proof.** Denote by $R$ and $L$ the functor rings of $C\mathcal{M}$ and $\mathcal{M}^C$ respectively. Since $C$ is (left and right) semiperfect, it is known and not difficult to show (see, for example, [8, Chapter 3]) that $\text{Rat}(C^*) = \text{Rat}(C^\ast)$ is an idempotent ideal of $C^\ast$ denoted simply $\text{Rat}(C^*)$. Moreover, $\text{Rat}(C^*)$ is a ring with enough idempotents, and the category of rational left $C^*$-modules (right $C$-comodules) is the same as that of left $\text{Rat}(C^*)$-modules (see also [3]). Similarly, the category of left $C$-comodules is the same as that of right $\text{Rat}(C^*)$-modules. Therefore, applying [9, Theorem 2.9] (which solves the case of unitary modules over a ring with enough idempotents), there is a duality between $\text{fp}(R\mathcal{M})$ and $\text{fp}(\mathcal{M}_L^{\text{op}})$. But $R \cong L^{\text{op}}$ since $R = \bigoplus_{M,N \in C\mathcal{M}} \mathcal{C}\text{Hom}(M,N) \cong \bigoplus_{M,N \in C\mathcal{M}} \mathcal{C}\text{Hom}(N^*,M^*) = \bigoplus_{P,Q \in \mathcal{M}^C} \text{Hom}_C(P,Q) = L^{\text{op}}$

and, because $(-)^*$ is a contravariant functor, the multiplication of $R$ (composition) is reverted.

For the last part, note that for a right semiperfect coalgebra the category $\mathcal{M}^C$ has a generating family of small projective objects (see [8, Chapter 3]), and so, by well known results of category theory (e.g. see [15]) it is equivalent to the category of unital left $A$-modules for a ring $A$ with enough idempotents. In this case, its symmetric category $C\mathcal{M}$ must be equivalent to the category of right unital $A$-modules by [9, Theorem 2.9], and so it has a generating set of projective objects. Therefore, $C$ is also left semiperfect.

**Proposition 5.2.** The categories $C\mathcal{M}$ and $\mathcal{M}^C$ are symmetric if and only if $\mathcal{A}(\text{fd}(C\mathcal{M})) \cong \mathcal{B}(\text{fd}(C\mathcal{M}))$ if and only if $\mathcal{A}(\text{fd}(\mathcal{M}^C)) \cong \mathcal{B}(\text{fd}(\mathcal{M}^C))$.

**Proof.** Using the duality between $\text{fd}(C\mathcal{M})$ and $\text{fd}(\mathcal{M}^C)$ and Proposition 5.1, we have $\mathcal{B}(\text{fd}(\mathcal{M}^C)) \cong \mathcal{B}(\text{fd}(\mathcal{M}^C))^{\text{op}} \cong \mathcal{A}(\text{fd}(C\mathcal{M}))^{\text{op}}$. Now it follows that $C\mathcal{M}$ and $\mathcal{M}^C$ are symmetric if and only if there is a duality between $\mathcal{B}(\text{fd}(\mathcal{M}^C))$ and $\mathcal{B}(\text{fd}(C\mathcal{M}))$ if and only if $\mathcal{A}(\text{fd}(C\mathcal{M})) \cong \mathcal{B}(\text{fd}(C\mathcal{M}))$. The last assertion follows in a similar way.

6. Negative answers

In this section we will study the simple objects of the category $\text{fp}(R\mathcal{M})$ of finitely presented left $R$-modules over the functor ring $R$ of a locally finite category and use the conclusions to give examples of situations where the Gruson-Jensen duality does not happen.

**Proposition 6.1.** Let $C$ be a finitely accessible category with products having functor ring $R$. Then a finitely presented left $R$-module $X$ is simple in $\text{fp}(R\mathcal{M})$ if and only if it is simple in $R\mathcal{M}$.
Proof. By Proposition 2.1, \( \text{fp}(R \mathcal{M}) \) is locally coherent. Then by Proposition 2.2, \( \text{fp}(R \mathcal{M}) \) is abelian (with only finite coproducts). It is easy to deduce that a morphism between finitely presented left \( R \)-modules is a monomorphism (epimorphism) in \( \text{fp}(R \mathcal{M}) \) if and only if it is a monomorphism (epimorphism) in \( R \mathcal{M} \), and kernels and cokernels are computed in \( R \mathcal{M} \). Then the subobjects of an object in \( \text{fp}(R \mathcal{M}) \) are the finitely presented submodules. Therefore, a simple finitely presented left \( R \)-module will be a simple object in \( \text{fp}(R \mathcal{M}) \).

Conversely, assume that \( X \) is simple in \( \text{fp}(R \mathcal{M}) \). Denote \( U = \bigoplus_{i \in I} U_i \), where \((U_i)_{i \in I}\) is a family of representatives of the isomorphism classes of finitely presented objects of \( \mathcal{C} \). If \( X \) is not a simple left \( R \)-module, then there is some \( x \in X \) such that \( 0 \neq Rx \neq X \). But since \( X \) is unitary, \( e_i x = x \) for some idempotent \( e_i \) corresponding to a split inclusion \( U_i \hookrightarrow U \), and so in fact \( Rx \) is finitely generated and is a quotient of \( Re_i \). Since \( \text{fp}(R \mathcal{M}) \) is locally coherent, \( Rx \) has to be finitely presented, and this contradicts the assumption that \( X \) contains no non-trivial finitely presented submodules. \( \square \)

A finitely accessible category will be called locally finite if every finitely presented object has finite length. In particular, it is locally coherent, and so Grothendieck. The following result is important as it computes the simple objects of the abelian category \( \mathcal{B}(\text{fp}(\mathcal{C})) \) for a locally finite category \( \mathcal{C} \), and it will be the key ingredient that we will use in order to construct examples of non-symmetric comodule categories.

**Proposition 6.2.** Let \( \mathcal{C} \) be a locally finite category with functor ring \( R \). An object \( X \) in \( \text{fp}(R \mathcal{M}) \) is simple if and only if there is an object \( u : M \to N \) in \( \mathcal{B}(\text{fp}(\mathcal{C})) \), which is the corresponding object of \( X \) (up to equivalence) through the duality of Corollary 3.3, and such that \( M \to N \) is an epimorphism with simple kernel and \( M \) is indecomposable injective.

**Proof.** Denote \( U = \bigoplus_{i \in I} U_i \), where \((U_i)_{i \in I}\) is a family of representatives of the isomorphism classes of finitely presented objects of \( \mathcal{C} \). Consider a finite presentation

\[
\begin{array}{ccc}
\text{Hom}(N,U) & \xrightarrow{\text{Hom}(u,U)} & \text{Hom}(M,U) \\
\downarrow & & \downarrow \\
X & \xrightarrow{\varphi} & 0
\end{array}
\]

of the simple object \( X \) for some objects \( M, N \) of \( \text{fp}(\mathcal{C}) \). Then \( u : M \to N \) is an object in \( \mathcal{B}(\text{fp}(\mathcal{C})) \).

Note that we may assume that \( M \) is indecomposable. Indeed, write \( M = \bigoplus_{i \in I} M_i \) as a finite direct sum of indecomposables. Then since \( \varphi \neq 0 \) at least one of its restrictions to \( \text{Hom}(M_i, U) \) is nonzero, and since \( X \) is simple, this restriction will be surjective. Moreover, the kernel of this restricted morphism (as a morphism of left \( R \)-modules) will be finitely presented, so in particular finitely generated.

Let \( \sigma_M \) be the (split) inclusion of \( M \) into \( U \). The fact that \( X \) is simple translates equivalently to the following: for any \( \alpha \in \text{Hom}(M, U) \), either \( \alpha \) factors through \( u : M \to N \) (so \( \alpha = \overline{\alpha} u \) for some \( \overline{\alpha} \in R \)) or there are \( \beta \in R \) and \( \gamma \in \text{Hom}(N, U) \) such that \( \sigma_M = \beta \alpha + \gamma u \) (i.e. the generator \( \sigma_M \) of \( \text{Hom}(M, U) \) is generated by \( \alpha \) modulo \( \text{Hom}(N, U) \), for any \( \alpha \neq 0 \) modulo \( \text{Hom}(N, U) \)).
Now, since $\alpha$ has finite image in $U$, and $M$ is a direct summand with complement $U'M$, and $\beta$ and $\gamma$ also have finite images, this condition is equivalent to the one given by the right diagram above, where $P$ can be any object of finite length of $C$. That is, whenever $\alpha$ does not factor through $u$ there are $\beta$ and $\gamma$ such that $1_M = \beta \alpha + \gamma u$. We have two cases:

- **(1)** $\text{Im}(u) = N$. Let $K = \text{Ker}(u)$. We note that a quotient $\alpha : M \to M/L$ splits through $u$ if and only if $K \subseteq L$. When this is not true, equivalently, when $L \cap K \neq K$, we see that $L \cap K \subseteq \text{Ker}(\beta \alpha) \cap \text{Ker}(\gamma u)$, and since $\beta \alpha + \gamma u = 1_M$, we get $L \cap K = 0$. This shows that $K$ is a simple subobject of $M$ (pick $L$ any subobject of $K$ for this purpose); if $K = 0$, then we would have $X = 0$, a contradiction. Now choose an arbitrary inclusion morphism $\alpha : M \to P$ and find such $\beta, \gamma$ as above (because $\alpha$ does not factor through $u$). The equality $1_M = \beta \alpha + \gamma u$ shows that the morphism $h = (\alpha + u) : M \to P \oplus N$ is split by $(\beta + \gamma)$. So we have $h(M) \oplus M' = N \oplus P = (\bigoplus_{k \in K} N_k) \oplus (\bigoplus_{j \in J} P_j)$, with each $N_k$ and $P_j$ indecomposable. Now, since all these objects are of finite length, by (an equivalent form of the) Krull-Remak-Schmidt-Azumaya theorem, we find that $h(M)$ is a complement of a direct sum of some subfamily of $\{N_k, P_j\}_{k \in K, j \in J}$ (see e.g. [21 Lemma 9.2.2] or [1]). Since $h(M)$ is indecomposable, and it cannot be isomorphic to any of the $N_k$'s because $\text{length}(M) \geq \text{length}(N_k)$ ($u$ is an epimorphism with nonzero kernel) we get $h(M) \oplus N \oplus (\bigoplus_{j \notin j_0} P_j) = N \oplus P$, for $j_0 \in J$ for which $M \simeq h(M) \simeq P_{j_0}$. In particular, $h(M) \cap (N \oplus (\bigoplus_{j \notin j_0} P_j)) = 0$, and therefore, if $p$ is the projection onto $P_{j_0}$ we obtain $h(M) \cap \text{Ker}(p) = 0$, so $ph$ is a monomorphism. Thus, as $M \simeq P_{j_0}$, $ph$ is an isomorphism. But note that $ph = p(\alpha + u) = p\alpha + pu = po$, since $\text{Im}(u) \subseteq N \subseteq \text{Ker}(p)$. This shows that $M$ splits off in $P$, and therefore it is injective in the category $\text{fp}(C)$. Using, similar arguments as those in [3] Chapter 2, Section 4], it follows that $M$ is injective in $C$.

- **(2)** $\text{Im}(u) \neq N$. We first note that $u$ must be a monomorphism. Consider $\alpha : M \to P = \text{Im}(\alpha)$ the corestriction of $u$. If this splits through $u$, then it is easy to see that $\text{Im}(u)$ is a direct summand in $N$. This situation reduces to the previous one, since if $u : M \to \text{Im}(u) \oplus T$, then we can have an exact sequence $\text{Hom}(\text{Im}(u), U) \to \text{Hom}(M, U) \to X \to 0$ (i.e. $M \to N$ and $M \to \text{Im}(u)$ represent the same object of $\text{Mor}(\text{fp}(C))$). As before, finding $\beta$ and $\gamma$ with $\beta \alpha + \gamma u = 1_M$ will yield that $\text{Ker}(u) = 0$, since $\text{Ker}(u) = \text{Ker}(\alpha)$. But now we have a context similar to that of the proof of (1), with the roles of $\alpha$ and $u$ reversed: $u$ is a monomorphism and $\alpha$ is an epimorphism. As before, we get that $u$ splits; but this situation is not possible, since in this case, $u$ defines the zero object of $\mathcal{B}(\text{fp}(C)) \simeq (\text{fp}(\mathcal{C}))^{op}$ (see Proposition 6.3), i.e. $X = 0$.

Finally, let $u : M \to N$ be an epimorphism with simple kernel $S$ and $M$ finite dimensional indecomposable injective. We check that the finitely presented object $X$ corresponding to $u : M \to N$ is simple, and for this we check the equivalent condition given by the above right diagram. Let $\alpha : M \to P$ be a morphism. If $\text{Ker}(\alpha) \supseteq S$, then obviously $\alpha$ factors through $u$. Otherwise, $\text{Ker}(\alpha) \cap S = 0$, and since $M$ is indecomposable injective and $S$ is simple, $S$ is the socle of $M$ and is essential in $M$. Thus we have $\text{Ker}(\alpha) = 0$ (since $\text{Ker}(\alpha) \cap S = 0$), so $\alpha$ is injective. But then, since $M$ is an injective object, $\alpha$ splits off and we can find $\beta$ with $\beta \alpha = u$, and so we can take $\gamma = 0$. $\square$

Next we recall the following definition and results from [7] [17] [19].

**Definition 6.3.** A right $C$-comodule $M$ is called **chain** (or **uniserial**) if the lattice of its right subcomodules is a chain. A coalgebra $C$ is called **right serial** if its indecomposable injective right comodules
are uniserial, equivalently, $C$ is a direct sum of uniserial right comodules. $C$ is called serial if it is both left and right serial.

It is shown in [7] that a coalgebra is serial (see also [10, Corollary 25.3.4] and the proof of [17, Proposition 4.4]) if and only if any finite dimensional right (equivalently, any finite dimensional left) $C$-comodule is a direct sum of chain comodules.

Recall that when $X$ is a locally finite partially ordered set and $F$ is a field (so for each $x \leq y$ there are only finitely many $z$ such that $x \leq z \leq y$), $C_X = F \{ (x,y) \in X \times X | x \leq y \}$, the vector space with basis $\{ (x,y) \in X \times X | x \leq y \}$ becomes an $F$-coalgebra when endowed with the comultiplication $\Delta((x,y)) = \sum_{x \leq z \leq y} (x,z) \otimes (z,y)$ and counit $\varepsilon((x,y)) = \delta(x,y)$. Let $C_N$ be the coalgebra associated in this way to the set of natural numbers. Then we have:

**Proposition 6.4.** $C_N = \bigoplus_{n \in \mathbb{N}} F \{(n,p) | p \geq n \}$ is a decomposition of $C_N$ into indecomposable injective right comodules, and $C_N = \bigoplus_{n \in \mathbb{N}} F \{(k,n) | k \leq n \}$ is a decomposition of $C_N$ as a direct sum of indecomposable injective left comodules. Moreover, all these are chain comodules. Consequently, $C_N$ is a serial coalgebra. It is right semiperfect, and not left semiperfect.

**Proof.** It is easy to see that $E_r(n) = F \{(n,p) | p \geq n \}$ are right subcomodules and $E_l(n) = F \{(k,n) | k \leq n \}$ are left subcomodules. Also note that the coradical of this coalgebra is cocommutative, and consists of the span of all grouplike elements $F \{(n,n) | n \in \mathbb{N} \}$. Therefore, the socle (the simple part) of each $E_r(n)$ (and $E_l(n)$) is precisely $F \{(n,n) \}$, so it is simple. This shows that they are indecomposable injective (since they are summands of $C_N$). We also see that $E_r(n)/F \{(n,n) \} \simeq E_r(n+1)$ and $E_l(n)/F \{(n,n) \} \simeq E_l(n-1)$. Then, using an inductive process, we show that the Loewy filtration of each $E_r(n)$ has simple quotient at each step, so $E_r(n)$ are chain comodules by [17]. Similarly, $E_l(n)$ are chain comodules.

This coalgebra is right semiperfect since the injective indecomposable left comodules $E_l(n)$ are finite dimensional, and not left semiperfect since there are infinite dimensional injective indecomposable right comodules $E_r(n)$ (in fact, all these are infinite dimensional).

**Example 6.5.** The coalgebra $C_N$ does not have Gruson-Jensen duality. This follows immediately by applying Theorem 5.1 since this coalgebra is right but not left semiperfect. It also follows by applying the results of this section, which provide a little more information about the categories of modules over the functor rings. Indeed, note that there is a simple injective left $C_N$-comodule, namely $F \{(0,0) \}$. By Proposition 6.2 there will be some simple modules in the category of finitely presented left modules over the functor ring $R$ of $\mathcal{CM}$. However, again by Proposition 6.2 there will be no simple modules in the category of finitely presented left modules over the functor ring $L \simeq R^{op}$ of $\mathcal{MC}$, because there is no finite dimensional injective right $C_N$-comodule, so there can be no epimorphism $Q \rightarrow Q/T$ with $Q$ injective and $T$ a simple right submodule of $Q$ (which would be the object from $\mathcal{B}(\text{fp}(C))$ corresponding to a simple finitely presented left $L$-module). This illustrates the result of Theorem 5.1 by example.

In what follows, we show that other possible replacements of the semiperfect hypothesis of Theorem 5.1 to very strong finitary properties are still not enough for this duality to hold.

We recall the following general type of construction, dual to the generalized upper triangular matrix ring (see also [18, Section 4]). Let $C$ and $D$ be two coalgebras and $M$ be a $\mathcal{C}$-$D$ bicomodule. Write $c \rightarrow c_1 \otimes c_2$, ...
More specifically, this coalgebra has a basis \( \{ x^i \} \). The decomposition of \( \Delta \) does not hold. We can see that the second term of the coradical filtration of \( H \) is \( H_1 = F\{ c_0, c_1, x_0, x_1, t \} \). Then, since \( \dim(H_1) < \infty \), by [6] Theorem 2.8 we get that \( H \) is left and right almost noetherian, and

\[
C \rightarrow D \rightarrow \sum_{i+j=n} c_i \otimes c_j
\]

and counit \( \varepsilon(c_n) = \delta_{0n} \). Let \( D = F \) as a coalgebra. Then \( \varepsilon : C \rightarrow D \) is a morphism of coalgebras, and so \( M = C \) becomes a \( C \cdot D \) bicomodule (in fact the right \( D \)-comodule structure is nothing else but the vector space structure of \( C \)). Let \( H = \left( \begin{array}{cc} C & M \\ 0 & D \end{array} \right) \) be the coalgebra defined above.

More specifically, this coalgebra has a basis \( \{(c_n); (x_n); t\} \) with comultiplication \( \Delta(c_n) = \sum_{i+j=n} c_i \otimes c_j \), \( \Delta(x_n) = \sum_{i+j=n} c_i \otimes x_j + x_n \otimes t \), \( \Delta(t) = t \otimes t \) and counit given by \( \varepsilon(c_n) = \delta_{0n}, \varepsilon(t) = 1, \varepsilon(x_n) = 0 \). Then:

- The decomposition of \( H \) as indecomposable injective left comodules is \( H = F\{ \{(c_n)\}; (x_n)\}; t \} \).
- The decomposition of \( H \) as indecomposable injective right comodules is \( H = F\{ \{(c_n)\}; (x_n)\} \otimes F\{ t \} \).

Denote by \( R \) and \( L \) the functor rings of \( H \cdot M \) and \( M \cdot H \) respectively. As before, by Proposition 6.2 this shows that there are no simple modules in \( \text{fp}(R \cdot M) \), because there are no finite dimensional injective comodules in \( H \cdot M \), but there are some simple modules in \( \text{fp}(L \cdot M) \) (corresponding to the simple injective right \( H \)-comodule \( F \cdot t \)), so the two categories are not dual to each other.

Note that this coalgebra has some other very nice “finitary” properties, and still the Gruson-Jensen duality does not hold. We can see that the second term of the coradical filtration of \( H \) is \( H_1 = F\{ c_0, c_1, x_0, x_1, t \} \). Then, since \( \dim(H_1) < \infty \), by [6] Theorem 2.8 we get that \( H \) is left and right almost noetherian, and
therefore, it is also left and right $\mathcal{F}$-noetherian. Moreover, $H$ is left artinian (i.e. artinian as a left $H$-comodule) and $H^*$ is left noetherian (but not right noetherian). This can be seen by looking at the dual ring $H^* = \begin{pmatrix} C^* & C^* \\ 0 & F \end{pmatrix}$ of $H$. Then, by well known facts about matrix rings of this type, $H^*$ is left noetherian because $C^* = F[[X]]$ and $F$ are noetherian and $C^*$ is left finitely generated, but it is not right noetherian because $C^*$ is not finitely generated over $F$. The fact that $H$ is left artinian can be easily seen either because $H^*$ is left noetherian, or because each indecomposable injective left $H$-comodule has only finite dimensional subcomodules.

**Remark 6.7.** We note that a left and right semiperfect coalgebra is left and right $\mathcal{F}$-noetherian, and the left (and right) $\mathcal{F}$-noetherian is a categorical condition for a coalgebra: it means that every finite dimensional rational $C^*$-module is finitely presented as left $C^*$-module, that is, the categories of $\text{fp}(\mathcal{M}^C)$ and $\text{f.d.fpc}\cdot \mathcal{M}$ (finitely presented $C^*$-modules which are finite dimensional) coincide. Because of this, one could then expect that the result on the G-J duality for $C^*$ might offer some insight to such a duality between the functor rings of $\text{fp}(\mathcal{M}^C)$ and $\text{fp}(\mathcal{C}\mathcal{M})$, but the above example shows that this does not hold. In fact, it is seen that even stronger conditions, such as $C^*$ almost noetherian on both sides and even noetherian on one side are not enough to have the G-J duality. The above example is also motivated by the following fact: a coalgebra $C$ which is right semiperfect and left artinian (i.e. $C$ is artinian as a left $C$-comodule, equivalently, $C^*$ is left noetherian) is necessarily finite dimensional. Indeed, if $C$ is left artinian, then $C = \bigoplus_{i=1}^n E(S_i)$ a finite sum of artinian indecomposable injectives in $C\mathcal{M}$; but since $C$ is right semiperfect, these $E(S_i)$ are finite dimensional, and so $C$ is finite dimensional. Thus, the conditions of $C$ being left artinian and $C$ being right semiperfect can be thought as two ramifications of the finite dimensional coalgebras whose “intersection” is the class of finite dimensional coalgebras.

In view of the above and of Example 6.6, it is then natural to ask the following question:

**Question** If $C$ is a left and right artinian coalgebra, are the categories $C\mathcal{M}$ and $\mathcal{M}^C$ symmetric?

This would in fact provide a first example of a Gruson-Jensen duality (symmetry) where the categories of comodules in question are of quite a different nature than the categories of unitary modules over a ring with enough idempotents. Examples of Gruson-Jensen duality for categories other than categories of unitary modules over a ring with enough idempotents are scarce, apparently the only other known generic example of this type being the case of the categories of unitary and torsionfree modules over an idempotent ring, provided they are locally finitely generated (see [5]). Let us point out that the main obstacle in establishing a Gruson-Jensen duality for such categories is the lack of enough projective objects.
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