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Abstract

We determine all spacetime flows which lead to a Hamiltonian dynamics in the space of general relativistic initial data sets with asymptotically Kerr-de Sitter ends. The corresponding Hamiltonians are calculated. Some implications for black-hole thermodynamics are pointed out.
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1 Introduction

There is growing astrophysical evidence that spacetimes with positive cosmological constant provide physically correct models for cosmology. Large families of such non-compact, vacuum, general-relativistic models have been constructed (see [15, 16, 19, 20, 22, 23, 41] and references therein). In particular we have now large classes of initial data sets with one or more ends of cylindrical type, in which the metric becomes periodic when one recedes to infinity along half-cylinders. This then raises the question, how to define the total mass, or energy, of such configurations. We have answered this question for asymptotically Schwarzschild-de Sitter metrics in [12] using a Hamiltonian formalism, and the aim of this paper is to generalize the analysis there to metrics with asymptotically Kerr-de Sitter ends.

Consider, thus, the variational identity associated with the motion of a hypersurface in a vacuum space-time in the direction of a vector field $X$, Equation (2.3) below. The requirement of convergence of the volume integral there, when the boundary recedes to infinity on an asymptotically periodic end, leads to the requirement that the Lie derivative of the metric in the direction of $X$ approaches zero asymptotically, at least in an integral sense. Barring the case where $X$ is everywhere spacelike at large distances, one expects that this will only happen for metrics which are asymptotic to Kerr-de Sitter metrics. Hence our interest in asymptotically Kerr-de Sitter metrics. We note that a large family of non-trivial vacuum spacetimes which are exactly Kerr-de Sitter outside the domain of dependence of a compact set has been constructed in [23].
Now, in the coordinate system of (3.1) below, all Killing vectors of Kerr-de Sitter metrics with rotation parameter \( a \neq 0 \) take the form

\[
X = \chi \partial_t + \beta \partial_\varphi,
\]

(1.1)

where \( \chi \) and \( \beta \) do not depend upon the spacetime coordinates, but might depend upon the solution at hand.

The vector field \( \partial_\varphi \) is singled-out by the requirement that all its orbits are \( 2\pi \)-periodic. Not unexpectedly, we check that the spacetime flow of \( \partial_\varphi \) generates a Hamiltonian flow on the space of metrics. The corresponding Hamiltonian is usually interpreted as the total angular momentum of the solution.

In the case where the rotation parameter \( a \) of the metric vanishes, the vector field \( \partial_t \) is singled-out as the unique, up to a multiplicative constant, Killing vector field orthogonal everywhere to \( \partial_\varphi \). We showed in [12] that the spacetime flow of \( \partial_t \) generates a Hamiltonian dynamical system in the space of gravitational initial data with asymptotically Schwarzschild-de Sitter ends, with the associated Hamiltonian equal to the mass parameter \( m \).

When \( a \neq 0 \), there does not seem an obvious choice for a second preferred Killing vector. A natural question arises, which of the Killing vector fields of the form (1.1) generate a Hamiltonian dynamical system on the space of asymptotically Kerr-de Sitter vacuum metrics. We give an exhaustive description of such vector fields in Theorem 5.1 below. This is the main result of this work. The result requires a detailed analysis of the variational identities arising in this context, to be found in Section 2 which occupies a significant part of this paper. We believe this analysis has interest on its own.

Much to our surprise, the vector field \( \partial_t \) of the coordinates of (3.1) is not associated with a Hamiltonian flow. However, we show that the vector field \( \sqrt{1 + a^2 \Lambda/3} \partial_t \) is, the corresponding Hamiltonian being equal to \( m(1 + a^2 \Lambda/3)^{-3/2} \). Some further explicit examples of interest of Hamiltonian flows are given.

As such, the simplest asymptotically Kerr-de Sitter spacetime is the Kerr-de Sitter spacetime itself. The variational identities that result from a Hamiltonian analysis are then known in the literature under the name of “black hole thermodynamics”. The ambiguity in the choice of the energy, equivalently, in the choice of the Hamiltonian vector field, leads to ambiguities in the definition of thermodynamical variables. Here we point out that in the Kerr-de Sitter spacetimes one can define preferred Killing vector fields \( X \) by requiring that \( X \) is tangent to some bifurcate Killing horizon, and has surface gravity equal to one there. (This enables one to define e.g. the rotation velocities of the remaining horizons with respect to the selected one.) It turns out that these vector fields are Hamiltonian, with Hamiltonian equal the area of the selected horizon. The choice of “total energy” as the value of the associated Hamiltonian, leads to a set of geometrically unique thermodynamical identities.

We note the recent analysis of [30], where thermodynamical instabilities are tied to instabilities of associated black string solutions. We believe that our analysis provides a good starting point for similar considerations for solutions with a positive cosmological constant, and hope to be able to address this issue in a near future.
We refer the reader to [1, 4–6, 39] and references therein for alternative approaches to a definition of mass in the presence of a positive cosmological constant. In Appendix F we shortly discuss a definition using conformal Killing-Yano tensors. We note that in space-times with a non-zero cosmological constant the Komar integral does not provide a surface-independent integrand except for the angular-momentum of hypersurfaces asymptotically invariant under rotations.

2 The variational formula

We wish to define a Hamiltonian dynamical system on a set of Lorentzian metrics on an (3 + 1)-dimensional manifold \( \mathcal{M} \), assuming the existence of a spacelike hypersurface \( \mathcal{I} \subset \mathcal{M} \) on which the metric asymptotes to a Kerr-de Sitter metric as one recedes to infinity along an end of \( \mathcal{I} \). This is a special case of a more general construction which can be done in all space-dimensions \( n \geq 2 \) and proceeds as follows: Given a Lorentzian metric \( g \) on \( \mathcal{M} \) we choose an \( n \)-dimensional manifold \( \Sigma \) and a one-parameter family of embeddings

\[
\mathbb{R} \times \Sigma \ni (t, x) \mapsto \psi(t, x) \in \mathcal{M}.
\]  

(2.1)

Note that while for all \( t \in \mathbb{R} \) the maps \( \Sigma \ni x \mapsto \psi(t, x) \in \mathcal{M} \) are assumed to be embeddings of \( \Sigma \), we do not assume that the whole map (2.1) is an embedding. Thus, the hypersurfaces

\[
\mathcal{I}_t := \{ \psi(t, x), \ x \in \Sigma \}
\]

do not need to form a foliation, they are allowed to cross each other, etc.

We emphasise that the maps \( \psi \) can depend upon the metric \( g \) under consideration. Indeed, this will be the case in our main application here, namely the description of a family of Hamiltonian dynamical systems in the space of asymptotically Kerr-de Sitter metrics.

To continue, we choose a compact volume \( V \subset \Sigma \) with a smooth boundary \( \partial V \). The equations will be analysed on \( V \) before taking an exhaustion of \( \Sigma \) and passing to the limit. We set

\[
\mathcal{V} = \psi(0, V).
\]

Along each hypersurface \( \mathcal{I}_t \) we define a spacetime vector field \( X \) by the formula

\[
X := \psi_\ast \partial_t. \tag{2.2}
\]

Note that this defines a vector field on a neighbourhood of \( \mathcal{I} := \mathcal{I}_0 \) if \( \psi \) is a diffeomorphism near \( \{0\} \times \Sigma \) but, in general, we will only have a spacetime vector field defined along \( \mathcal{I}_t \) for each \( t \).

2.1 Adapted coordinates

In [33] it was assumed that \( X \) is actually a vector field on \( \mathcal{M} \), which is moreover supposed to be timelike and non-vanishing. Then, the spacetime domain

\[
\Omega := \bigcup_t \{ \mathcal{G}_t^X(\mathcal{V}) \} \subset \mathcal{M}
\]
was considered, where by \( \{ G^X_i \} \) we denote the (local) group of diffeomorphisms generated by the field \( X \). The boundary defined as \( \partial \Omega := \cup_t \{ G^X_t(\partial V) \} \) was, therefore, a smooth timelike submanifold, with \( \mathcal{V} := \Omega \cap \mathcal{S} \). Let \((x^k), k = 1, \ldots, n\), be a coordinate system on \( \Sigma \). In [33] local coordinates \( y^\mu \) on \( \mathcal{M} \) were chosen so that

\[ \mathcal{S}_i = \{ y^0 = t \}, \text{ and } y^i(\psi(t, x)) = x^i(x), \]

whence \( X = \partial_0 \). Using this particular coordinate system, the following variational formula has been proved in [33] in dimension \( 3 + 1 \), for a Lorentzian metric interacting with a matter field \( \varphi \):

\[
0 = \frac{1}{2\gamma} \int_V \left( \dot{P}^{kl} \delta g_{kl} - g_{kl} \delta P^{kl} \right) + \int_V (p \delta \varphi - \dot{\varphi} \delta p) + \frac{1}{\gamma} \int_{\partial V} (\dot{\lambda} \delta \alpha - \dot{\alpha} \delta \lambda) \\
+ \frac{1}{2\gamma} \int_{\partial V} (2\nu \delta Q - 2\nu^A \delta Q^A + \nu Q^{AB} \delta g_{AB}) + \int_{\partial V} p \delta \varphi \tag{2.3}
\]

with \( \gamma = 8\pi \) when \( n = 3 \) (see, e.g., [12, Appendix D] for other dimensions). Here, \( g_{kl} \) and \( P^{kl} \) describe gravitational Cauchy data on \( V \), i.e. the pull-back to \( V \) of the metric induced by the space-time metric on \( \mathcal{V} \) and of the ADM momentum, respectively, whereas \( \varphi \) and \( p \) represent symbolically the corresponding Cauchy data for the matter fields, if any. “Dot” stands for the time derivative \( \partial_t \). As explained in detail below or in [33], the \( Q^A \)'s describe various components of the extrinsic curvature of the world tube \( \partial \Omega \), whereas \( \nu, \nu^A, \) and \( g_{AB} \) encode the metric induced on \( \partial \Omega \) using an \((n - 1) + 1\) decomposition. Finally, \( \lambda = \sqrt{\det g_{AB}} \) is the volume form on \( \partial V \) whereas \( \alpha \) denotes the hyperbolic angle between \( \mathcal{S} \) and \( \partial \Omega \). For a Hamiltonian flow the second line of (2.3) equals the variation of the Hamiltonian, which is at the origin of the occurrence of the \( \gamma \) factors in the formula.

As such, in [28] the formula was generalized to the case when \( X \) is spacelike. Next, in [24] the field was allowed to be null-like. Finally, it has been pointed out in [12] that the formula remains true for vacuum metrics, possibly with a cosmological constant, in any space-dimension \( n \geq 2 \), with a constant \( \gamma \) which depends upon dimension.

Our first aim is to remove the coordinate condition \( X = \partial_0 \), and the hypothesis that \( X \) is a vector field on \( \mathcal{M} \), and allow for non vanishing variation \( \delta X^\mu \) of the field \( X \). The latter is motivated by the fact, that imposing coordinate conditions leads typically to vector fields \( X \) which depend upon the configuration of the field, so varying the latter necessarily requires varying the former. This issue will indeed have to be addressed in our analysis below of asymptotically Kerr-de Sitter spacetimes.

Now, on each \( V_i := \{ t \} \times V \) we have a non-degenerate \( n \)-dimensional metric \( g \) and the ADM momentum \( P \), defined via the \( \psi \)-pull-back of the corresponding objects from \( \psi(\{ t \} \times V) \in \mathcal{M} \). Given a coordinate system \( (x^k) \) on \( V \), we denote components of \( g \) and \( P \), together with their derivatives with respect to the parameter \( t \), as \( g_{kl}, P^{kl}, \dot{g}_{kl} \) and \( \dot{P}^{kl} \), respectively. On each boundary \( \partial V_i \) we have the induced \((n - 1)\)-metric, which we describe by its components \( g_{AB} \). For computational purposes it is useful to choose the last coordinate \( x^n \) in such a way that it is constant on \( \partial V \), and then the collection \( (x^A), A = 1, \ldots, n - 1, \)
provides a coordinate chart on the boundary. By \( \lambda := \sqrt{\det g_{AB}} \) we denote the \((n - 1)\)-volume density on the boundary.

At each point of \( \partial \mathcal{V} \) we decompose the field \( X \) into the part tangent to \( \partial \mathcal{V} \), which we denote by \( X^\parallel = \nu^A \partial_A \), and the part \( X^\perp \), orthogonal to \( \partial \mathcal{V} \). We have, therefore, \( X = X^\perp + X^\parallel \) and we define

\[
\nu := \pm \sqrt{|(X^\perp|X^\perp)|},
\]

where the + sign is taken if \( X \) is timelike and “−” if \( X \) is spacelike. At points at which \( X^\perp \) is non-zero and not null we define the unit vector \( \mathbf{N} := \frac{1}{\nu} X^\perp \), so that there we have:

\[
X = \nu \mathbf{N} + \nu^A \partial_A . \tag{2.4}
\]

We will use the same symbols \( \nu^A \) and \( \nu \) for the corresponding pull-backs to \( \partial V \).

To define the remaining objects appearing in (2.3), on \( \partial \mathcal{V} \) consider the two-dimensional tangent plane in \( T \mathcal{M} \) orthogonal to \( T \partial \mathcal{V} \) (the plane may be identified with the two-dimensional Minkowski space) and use the following four normalized vectors: \( \mathbf{N}, \mathbf{M} \) – orthogonal to \( \mathbf{N} \), \( \mathbf{m} \) – tangent to \( S \), directed outwards and, finally, \( \mathbf{n} \) – orthogonal to \( \mathbf{m} \), directed in the future. See Figure 2.1.

By “\( \alpha \)” we denote the “hyperbolic angle” between \( \mathbf{N} \) and \( \mathbf{n} \), defined as follows:

\[
\alpha = \begin{cases} \text{arsinh}(\mathbf{N} | \mathbf{m}) & \text{for } X^\perp \text{ timelike,} \\ \text{sgn}(\mathbf{N} | \mathbf{m}) \text{arcosh}(\mathbf{N} | \mathbf{m}) & \text{for } X^\perp \text{ spacelike.} \end{cases} \tag{2.5}
\]

Of course, the definition is meaningful only for non-vanishing \( \nu \), which is the case if we assume that \( X^\perp \) is everywhere timelike, or everywhere spacelike non-vanishing everywhere. The hypothesis that \( \nu \) has no zeros is needed for the derivation of the elegant formula (2.3). However, we stress that this hypothesis will not be needed in our main results below.

In order to define the remaining objects \( Q, Q_A \) and \( Q^{AB} \) we consider the hypersurface \( \partial \Omega = \{ G_t^X (\partial V) \} \subset \mathcal{M} \), parameterized by coordinates \( (x^a) = (x^0, x^A) = (t, x^A) \), and the ADM version \( Q^{ab} \) of its extrinsic curvature:

\[
Q^{ab} := \sqrt{|\det g_{cd}|} (L \hat{g}^{ab} - L^{ab}) , \tag{2.6}
\]

\[
L_{ab} := -\frac{1}{\sqrt{g^{nn}}} \Gamma^n_{ab} = -\frac{1}{\sqrt{g^{nn}}} A^n_{ab} , \tag{2.7}
\]

where \( \hat{g}^{ab} \) is the \( n \)-dimensional inverse with respect to the induced metric \( g_{ab} \) on \( \partial \Omega \), with \( L = L^{ab} g_{ab} \).
Assuming again that $\nu$ has no zeros, we set:

\[
\begin{align*}
Q &= \nu Q^0, \\
Q_A &= Q^0_A = Q^0 a A, \\
Q^{AB} &= \frac{\nu^{-1}}{\nu} g^{AC} Q_{CD} g^{DB} = \frac{1}{\nu} \left( Q^{AB} + Q^{0A} \nu^B + Q^{0B} \nu^A + Q^{AB} \nu^B \right),
\end{align*}
\]

where we use $(n-1)$-dimensional inverse $\tilde{g}^{AB}$ of the metric $g_{AB}$ on $\partial V$.

We can also reformulate these definitions in terms of the extrinsic curvature of $\partial V$, namely: the torsion covector

\[
\ell_A := (\nabla_A N | M),
\]

and the extrinsic curvature tensor in direction of $M$

\[
k_{AB} \equiv k_{AB}(M) := (\nabla_A \partial_B | M),
\]

and its trace

\[
k = \tilde{g}^{AB} k_{AB}.
\]

Equivalently, for any pair $(Y, Z)$ of vector fields tangent to $\partial V$ it holds that $k(Y, Z) = (\nabla_Y Z | M)$. We have

\[
\begin{align*}
Q &= \lambda k, \\
Q_A &= \lambda \ell_A, \\
Q^{AB} &= \lambda \left( \tilde{g}^{AB} k + \tilde{g}^{AB} s \right),
\end{align*}
\]

where by $s$ we denote the following “acceleration scalar”

\[
s = (\nabla_N N | M) = -(M | \nabla_N M). \tag{2.14}
\]

This completes the list of geometric objects used in (2.3).

In Appendix C we prove the following:¹

**Theorem 2.1** Formula (2.3) is valid for $V$ which are either spacelike everywhere or timelike everywhere, for any vector field $X$ defined along $V$ such that $X$ is nowhere vanishing and everywhere transverse to the image $\mathcal{V}$ of $V$ in spacetime. The vector field $X$ is allowed to depend upon the metric and its derivatives (hence with non-vanishing variation $\delta X^\mu$) provided that $\mathcal{V}$ is kept fixed in spacetime.

¹More precisely, in Appendix C we prove the second part of our theorem, namely that the vector field $X$ is allowed to depend upon the field configuration without changing (2.3). The first part of the theorem is implicit in the considerations in [33], and follows explicitly from the remaining analysis in the current work in any case.
2.2 General case

As made clear in Theorem 2.1, the analysis of (2.3) so far assumed that the field $X$ is a) a spacetime vector field b) which is metric-independent and c) is transverse to $\mathcal{V}$ with $X^\perp$ spacelike or timelike. However, in our analysis of asymptotically Kerr-de Sitter metrics we need to allow vector fields $X$ which depend upon the metric, which might vanish and/or change type, and in fact hypersurfaces $\mathcal{V}$ which might be either spacelike everywhere or timelike everywhere. We will remove all these unwanted conditions. This forces us to revisit the calculations leading to (2.3) for general vectors $X$.

The essential difference between our final formula below and that in [33] is, that here the geometric quantities appearing on $\partial \mathcal{V}$ are not necessarily those associated with a hypersurface obtained by flowing $\partial \mathcal{V}$ along $X$, as this set will not form a hypersurface in general, but those associated with a hypersurface $\{y_n = 0\}$ obtained by choosing some coordinate system near $\mathcal{V}$ in which $\mathcal{V} = \{y_0 = 0\}$, $\partial \mathcal{V} \subset \{y_n = 0\}$. When $X$ is everywhere transverse to $\mathcal{V}$, we can choose coordinates so that $X = \partial/\partial y^0$, in which case all objects appearing in this section coincide with those of [33], as described in Section 2.1. However, transversality will not be assumed in this section.

We emphasise that even in the transverse case we do not need to make the choice $X = \partial/\partial y^0$ (or $X$ proportional to $\partial/\partial y^0$, which leads to the same geometric objects). There is indeed a freedom here, which is equivalent to the choice of the vector field $\partial/\partial y^0$ at the boundary $\partial \mathcal{V}$. Every such choice will lead to the variational formula (2.35) below, with different geometric quantities appearing there at $\partial \mathcal{V}$ for two not-everywhere-colinear-at-$\partial \mathcal{V}$ choices of $\partial/\partial y^0$.

A natural possibility is to choose $\partial/\partial y^0$ to be normal to $\mathcal{V}$, but other choices might be more convenient depending upon the problem at hand.

In any case, we stress once again that the index 0 does not indicate the variable $t$ associated with Hamiltonian flow, but an auxiliary coordinate $y^0$.

To continue, consider the Lagrangian for vacuum Einstein’s equations with a cosmological constant $\Lambda$:

$$L = \frac{1}{16\pi} \sqrt{|g|} (R + 2\Lambda) = \pi^{\mu\nu} R_{\mu\nu} + \frac{\Lambda}{8\pi} \sqrt{|g|}, \quad (2.15)$$

where $R_{\mu\nu} = R^\lambda_{\mu\lambda\nu}$ is expressed in terms of a metric and a symmetric connection $\Gamma^\lambda_{\mu\nu}$. The multiplicative coefficient $1/16\pi$ is physically motivated only in dimension $3 + 1$, using units where $G = 1$. Following [33] we define

$$\pi^{\mu\nu} := \frac{-1}{16\pi} \sqrt{|g|} g^{\mu\nu}. $$

Consider a one-parameter family of field configurations $\lambda \mapsto (g_{\mu\nu}(\lambda), \Gamma_{\mu\nu}^\lambda(\lambda))$ and define a “variation” $\delta$ as the operation

$$\delta := \left. \frac{d}{d\lambda} \right|_{\lambda = 0},$$

thus $\delta g = \frac{dg}{d\lambda}|_{\lambda = 0}$, etc. The following identity can be easily verified:

$$\delta L = R_{\mu\nu} \delta \pi^{\mu\nu} + \frac{\Lambda}{8\pi} \delta \sqrt{|g|} + \pi^{\mu\nu} \delta R_{\mu\nu}. $$
\[
\begin{align*}
= & \frac{1}{16\pi} (G^{\mu\nu} - \sqrt{|g|} \Lambda g^{\mu\nu}) \delta g_{\mu\nu} - (\nabla_{\kappa} P^{\mu\nu\kappa}_\lambda) \delta \Gamma^\lambda_{\mu\nu} + \partial_\kappa \left( P^{\mu\nu\kappa}_\lambda \delta \Gamma^\lambda_{\mu\nu} \right) \\
= & \varepsilon^{\mu\nu} \delta g_{\mu\nu} - (\nabla_{\kappa} P^{\mu\nu\kappa}_\lambda) \delta \Gamma^\lambda_{\mu\nu} + \partial_\kappa \left( P^{\mu\nu\kappa}_\lambda \delta \Gamma^\lambda_{\mu\nu} \right),
\end{align*}
\]

where

\[
\begin{align*}
P^{\mu\nu\kappa}_\lambda = & \delta^\kappa_\lambda \pi^{\mu\nu} - \delta^\kappa_\mu \pi^{\nu}\lambda.
\end{align*}
\]

Due to the identity (2.16), the (vacuum) Euler-Lagrange equations,

\[
0 = \varepsilon^{\mu\nu} := \frac{\delta L}{\delta g_{\mu\nu}} = -\frac{1}{16\pi} (G^{\mu\nu} - \sqrt{|g|} \Lambda g^{\mu\nu})
\]

are equivalent to

\[
\begin{align*}
\delta L = & \partial_\kappa \left( P^{\mu\nu\kappa}_\lambda \delta \Gamma^\lambda_{\mu\nu} \right).
\end{align*}
\]

To simplify notation we set

\[
\begin{align*}
A^\lambda_{\mu\nu} := & \Gamma^\lambda_{\mu\nu} - \delta^\lambda_{(\mu} \Gamma^\nu_{\nu)}\kappa,
\end{align*}
\]

which enables us to rewrite identity (2.16) in yet another, equivalent form.

\[
\begin{align*}
\delta L - \varepsilon^{\mu\nu} \delta g_{\mu\nu} - \varepsilon^\lambda_{\mu\nu} \delta \Gamma^\lambda_{\mu\nu} = & \partial_\lambda \left( \pi^{\mu\nu} \delta A^\lambda_{\mu\nu} \right).
\end{align*}
\]

This equation holds regardless of whether or not the metric \(g\) satisfies itself the vacuum field equations or the connection fulfills the metricity condition.

Now, each field configuration \(\lambda \mapsto g(\lambda)\) comes with its own family of maps

\[
(\lambda, t) \mapsto \psi_{\lambda}(t, \cdot)
\]

as at the beginning of Section 2, where each \(\psi_{\lambda}(t, \cdot) : \Sigma \mapsto \mathcal{M}\) is an embedding of \(\Sigma \supset V\) into the associated spacetime \(\mathcal{M}\). Let

\[
\lambda \mapsto X(\lambda) := (\psi_{\lambda})_* \partial_t
\]

be the one-parameter family of spacetime vector fields defined along \(\psi_{\lambda}(\{t\} \times \Sigma)\) associated with \(\psi_{\lambda}\). At given \(t\), the field \(X(\lambda)\) can be extended to a smooth vector field defined in a spacetime neighborhood of \(\psi_{\lambda}(\{t\} \times V)\) in many ways. If the \(\psi_{\lambda}\)'s are local diffeomorphisms near \(\{t\} \times \Sigma\), then \(\psi_{\lambda}^* \partial_t\) defines directly such a vector field, and we will make this choice. Otherwise we choose any smooth extension; one of the important outcomes of our calculations below is to show that the result does not depend upon this choice.

To derive the “Hamilton-type” variational identity, (2.27) below, we rewrite the Lie derivative of the connection,

\[
\mathcal{L}_X \Gamma^\lambda_{\mu\nu} = \nabla_{\mu} \nabla_{\nu} X^\lambda - X^\sigma R^\lambda_{\nu\mu\sigma},
\]

in terms of \(A\) (compare [33, 34])

\[
\begin{align*}
\pi^{\mu\nu} \mathcal{L}_X A^\alpha_{\mu\nu} = & \, P^{\mu\nu\kappa}_\lambda \mathcal{L}_X \Gamma^\lambda_{\mu\nu} \\
= & \left( \delta^\alpha_{\mu} \pi^{\mu\nu} - \delta^\alpha_{\nu} \pi^{\mu}\right)(\nabla_{\mu} \nabla_{\nu} X^\lambda - X^\sigma R^\lambda_{\nu\mu\sigma}) \\
= & \frac{\sqrt{|g|}}{16\pi} \left\{ \nabla_{\mu}(\nabla^\mu X^\alpha - \nabla^\alpha X^\mu) + 2 R^\alpha_{\sigma\mu} X^\sigma \right\} \\
= & \frac{1}{16\pi} \left\{ \partial_\mu \left[ \sqrt{|g|}(\nabla^\mu X^\alpha - \nabla^\alpha X^\mu) \right] + 2 \sqrt{|g|} R^\alpha_{\sigma\mu} X^\sigma \right\}.
\end{align*}
\]
This leads to the identity

\[
-\delta \left( \pi^{\mu\nu} \mathcal{L}_X \pi_\lambda^\mu - X^\lambda L \right) = (\mathcal{L}_X \pi^{\mu\nu}) \delta A^\lambda_{\mu\nu} - (\mathcal{L}_X A^\lambda_{\mu\nu}) \delta \pi^{\mu\nu} \\
+ \partial_\sigma \left[ X^\lambda \pi^{\mu\nu} \delta A^\sigma_{\mu\nu} - X^\sigma \pi^{\mu\nu} \delta A^\lambda_{\mu\nu} \right] \\
+ L \delta X^\lambda + \pi^{\mu\nu} [\mathcal{L}_X, \delta] A^\lambda_{\mu\nu} + X^\lambda \mathcal{E}^{\mu\nu} \delta g_{\mu\nu},
\]  

(2.24)

keeping in mind that we allow \( X \) to depend upon the field configuration, and where we do not assume that the vacuum Einstein equations are satisfied. However, we have assumed that the connection \( \Gamma \) is metric; equivalently, the field \( \mathcal{E}^{\alpha}_\beta \), defined in (2.16) vanishes. Using (2.23), we find

\[
\pi^{\mu\nu} \mathcal{L}_X A^\lambda_{\mu\nu} - X^\lambda L + X^\lambda \mathcal{E}^{\mu\nu} \delta g_{\mu\nu} = X^\lambda \mathcal{E}^{\mu\nu} \delta g_{\mu\nu} + \\
\frac{1}{16\pi} \left\{ \partial_\mu \left[ \sqrt{|g|} \left( \nabla^\mu \delta X^\lambda - \nabla^\lambda \delta X^\mu \right) \right] + \left( 2\sqrt{|g|} R^\lambda_{\sigma} X^\sigma - 16\pi X^\lambda L \right) \right\}.
\]  

(2.25)

Recall that

\[
\delta X = \frac{dX}{d\lambda \mid_{\lambda=0}}.
\]

The identity \([\mathcal{L}_X, \delta] = -\mathcal{L}_\delta X\) enables one to rewrite the last line in (2.24) as follows:

\[
L \delta X^\lambda - \pi^{\mu\nu} \mathcal{L}_\delta X A^\lambda_{\mu\nu} = \\
-\frac{1}{16\pi} \left\{ \partial_\mu \left[ \sqrt{|g|} \left( \nabla^\mu \delta X^\lambda - \nabla^\lambda \delta X^\mu \right) \right] - 32\pi \mathcal{E}^\lambda_{\sigma} \delta X^\sigma \right\}.
\]  

(2.26)

We conclude that for solutions of the field equations the term \( \mathcal{L}_X \pi^{\mu\nu} \delta A^\lambda_{\mu\nu} - \mathcal{L}_X A^\lambda_{\mu\nu} \delta \pi^{\mu\nu} \) in (2.24) is the divergence of a bivector density:

\[
(\mathcal{L}_X A^\lambda_{\mu\nu}) \delta \pi^{\mu\nu} - (\mathcal{L}_X \pi^{\mu\nu}) \delta A^\lambda_{\mu\nu} = -2X^\sigma \delta \mathcal{E}^\lambda_{\sigma} + X^\lambda \mathcal{E}^{\mu\nu} \delta g_{\mu\nu} \\
+ \frac{1}{16\pi} \partial_\mu \left\{ \delta \left[ \sqrt{|g|} \left( \nabla^\mu \delta X^\lambda - \nabla^\lambda \delta X^\mu \right) \right] \right\} + \partial_\sigma \left[ X^\lambda \pi^{\mu\nu} \delta A^\sigma_{\mu\nu} - X^\sigma \pi^{\mu\nu} \delta A^\lambda_{\mu\nu} \right] \\
- \frac{1}{16\pi} \partial_\mu \left[ \sqrt{|g|} \left( \nabla^\mu \delta X^\lambda - \nabla^\lambda \delta X^\mu \right) \right].
\]  

(2.27)

Let \((y^0, y^i)\) be local coordinates near \( \mathcal{V} = \psi_0(\{0\} \times V) \equiv \psi(\{0\} \times V) \) so that \( y^0 \) is constant on \( \mathcal{V} \). The \( y^i \)'s here will always be local coordinates on \( \mathcal{M} \), with \( \partial_\mu \equiv \partial / \partial y^\mu \), while \((t, x^i)\) will always denote local coordinates on \( \mathbb{R} \times \Sigma \). In particular we emphasise that \( \partial_0 = \partial / \partial y^0 \) will not be equal to \( \partial / \partial t \) in general.

From now on we assume that \( \mathcal{V} \) is spacelike everywhere or timelike everywhere; equivalently, \( \pi^{00} \) is nowhere vanishing on \( \mathcal{V} \). As such, studies of Hamiltonian dynamics assume that \( \mathcal{V} \) is spacelike. However, for the analysis in Section 4 the variational identities that we are about to derive will also be needed for \( \mathcal{V} \)'s which are timelike.
In coordinates such that \( \mathcal{V} \subset \{ y^0 = \text{const} \} \), the integral of the left-hand side of (2.27) over the \( n \)-dimensional manifold \( \mathcal{V} \) reads

\[
\int_{\mathcal{V}} \left[ (\mathcal{L}_X A^\lambda_{\mu\nu}) \delta \pi^{\mu\nu} - (\mathcal{L}_X \pi^{\mu\nu}) \delta A^\lambda_{\mu\nu} \right] d\Sigma_\lambda

= \int_{\mathcal{V}} \left[ (\mathcal{L}_X A^0_{\mu\nu}) \delta \pi^{\mu\nu} - (\mathcal{L}_X \pi^{\mu\nu}) \delta A^0_{\mu\nu} \right] d^n y. \tag{2.28}
\]

We wish to rewrite this formula in terms of the usual initial data on \( \mathcal{V} \). For this, set

\[
X = X^0 \frac{\partial}{\partial y^0} + Y,
\]

where \( Y := X^k \frac{\partial}{\partial y^k} \) is tangent to \( \mathcal{V} \).

Let \( f \) be some field on spacetime. We shall denote by \( \mathcal{L}_X f \) the usual Lie-derivative operator on a manifold, and by \( \mathcal{L}_Y f \) the restriction of \( \mathcal{L}_X f \) to \( \mathcal{V} \). Note that \( \mathcal{L}_Y F \) coincides with \( \mathcal{L}_Y F \) for vector fields \( Y \) tangent to \( \mathcal{V} \) and geometric fields \( F \) on \( \mathcal{V} \), and both notations will be used interchangeably in such cases. See Appendix B for some explicit expressions.

We have the following:

**Theorem 2.2**

1. Suppose that \( X = X^0 \partial_0 \) on \( \mathcal{V} \), then:

\[
\int_{\mathcal{V}} \left( \mathcal{L}_X g_{kl} \delta P^{kl} - \mathcal{L}_X P^{kl} \delta g_{kl} \right) + 2 \int_{\partial \mathcal{V}} (\mathcal{L}_X \alpha \delta \lambda - \mathcal{L}_X \lambda \delta \alpha)

- \int_{\partial \mathcal{V}} X^0 (2\nu \delta Q - 2\nu^A \delta Q_A + \nu Q^{AB} \delta g_{AB})

= 16\pi \int_{\mathcal{V}} X^0 (-2\delta E^0 + E^{\mu\nu} \delta g_{\mu\nu}), \tag{2.29}
\]

where

\[
\mathcal{L}_{X^0 \partial_0} g_{kl} := X^0 \partial_0 g_{kl} + N_k \partial_0 X^0 + N_l \partial_k X^0, \tag{2.30}
\]

\[
\mathcal{L}_{X^0 \partial_0} P^{kl} := X^0 \partial_0 P^{kl} + N^k \sqrt{g} \left( D^k D^l X^0 - \bar{g}^{kl} \Delta X^0 \right)

+ \left\{ \sqrt{g} \left( \bar{g}^{lr} D^k N + \bar{g}^{kl} D^r N - 2\bar{g}^{kl} D^r N \right)

+ P^{kl} N^r - P^{kr} N^l - P^{lr} N^k \right\} \partial_r X^0, \tag{2.31}
\]

\[
\mathcal{L}_{X^0 \partial_0} \lambda := X^0 \partial_0 \lambda + \lambda \nu^A \partial_A X^0, \tag{2.32}
\]

\[
\mathcal{L}_{X^0 \partial_0} \alpha := X^0 \partial_0 \alpha - \frac{N g^{nk}}{\sqrt{|g^{mn}|}} \partial_k X^0. \tag{2.33}
\]

2. Suppose that \( X^0 = 0 \iff X = X^i \partial_i =: Y \) on \( \mathcal{V} \), then:

\[
\int_{\mathcal{V}} \left( \mathcal{L}_Y g_{kl} \delta P^{kl} - \mathcal{L}_Y P^{kl} \delta g_{kl} \right)

= \int_{\partial \mathcal{V}} \left( 2Y^k \delta P^{n} k - Y^n P^{kl} \delta g_{kl} \right) - 32\pi \int_{\mathcal{V}} Y^i \delta E^0_i, \tag{2.34}
\]

where \( \mathcal{L}_Y = \mathcal{L}_Y \) is the usual Lie-derivative operator on \( \mathcal{V} \).
Remarks 2.3  1. Adding (2.29) and (2.34), one obtains the variational formula for a general vector field $X = X^0 \partial_0 + Y$:

$$\int \mathcal{V} \left( \mathcal{L}_X g_{kl} \delta P^{kl} - \mathcal{L}_X P^{kl} \delta g_{kl} \right) + 2 \int_{\partial \mathcal{V}} \left( \mathcal{L}_{X^0} \alpha \delta \lambda - \mathcal{L}_{X^0} \lambda \delta \alpha \right) - \int_{\partial \mathcal{V}} X^0 (2 \nu \delta Q - 2 \nu^A \delta Q_A + \nu Q^{AB} \delta g_{AB}) - \int_{\partial \mathcal{V}} \left( 2 Y^k \delta P^{n \ k} - Y^n P^{kl} \delta g_{kl} \right) = 16 \pi \int \mathcal{V} X^0 E_{\mu \nu} \delta g_{\mu \nu} - 2 X^0 \delta E^0_{\mu} \right),$$ \hspace{2cm} (2.35)

with $\mathcal{L}_X$ for $g_{ij}$ and $P^{ij}$ obtained by adding $\mathcal{L}_{X^0} \partial_0$ and $\mathcal{L}_Y$.

2. For solutions of the field equations, (2.29) with $X^0 = 1$ clearly coincides with Kijowski’s formula (2.3).

3. We show in Appendix D below that (2.3) with the additional condition that $Y$ is transversal to $\partial \mathcal{V}$ (equivalently, $\nu$ has no zeros) coincides with (2.34).

Proof: Since the proofs are quite lengthy and computationally intensive, we start with roadmaps.

The proof of formula (2.34) proceeds as follows:

- We integrate (2.27) over $\mathcal{V}$ and show that the left-hand side gives (2.71).
- Using (2.50), (2.52) and (2.69), the boundary terms on the right-hand side of (2.68) lead to the formula (2.72), which is equivalent to (2.34).

For (2.29) more work is needed:

- We integrate (2.27) over $\mathcal{V}$ and show that the left-hand side splits into several terms as in (2.73). The terms proportional to $X^0$ are given by (2.82), while the next term is a straightforward divergence. The terms involving $\partial_k X^0$ are the most problematic ones, we return to them in the last three steps of the calculation.
- The divergence terms from the right-hand side of (2.27) are collected as a boundary integral in (2.89). The second line of this formula simplifies to (2.90).
- An intermediate result is provided by (2.91), where all volume terms containing $\partial_k X^0$ are collected in (2.92). The proof is then complete when $X^0$ is space-independent, as all $\partial_k X^0$ terms vanish under this hypothesis.
- To analyze (2.92) one introduces an ADM-type parameterization of the fields. A lengthy calculation gives (2.98).
- Using the Lie derivatives worked-out in Appendix B, one is led to (2.104).
• All boundary terms containing $\partial_A X^0$ cancel out and we obtain our final formula (2.29).

Let us pass now to the details of the argument. We start by recallling the transport formula for Christoffel symbols. Letting $\Gamma$ denote the connection coefficients in a coordinate system $y$, and $\hat{\Gamma}$ those transported by a diffeomorphism $\psi$, it holds that

$$\Gamma^\alpha_{\beta\gamma} = \hat{\Gamma}^\tau_{\sigma\rho} \frac{\partial y^\alpha}{\partial y^\tau} \frac{\partial y^\sigma}{\partial y^\tau} \frac{\partial y^\rho}{\partial y^\tau} + \frac{\partial^2 \psi^\tau}{\partial y^\alpha \partial y^\rho},$$ (2.36)

where we have denoted by $\partial y/\partial \psi$ the derivatives of the map inverse to $\psi$.

Let us denote by $\delta \psi \Gamma^\alpha_{\beta\gamma}$ those variations of $\Gamma^\alpha_{\beta\gamma}$ which arise from a family of maps $\psi(\lambda)$ such that $\psi(0)$ is the identity. It follows from (2.36) that

$$\delta \psi \Gamma^\alpha_{\beta\gamma} = \delta X^\mu \partial_\mu \Gamma^\alpha_{\beta\gamma} - \Gamma^\sigma_{\beta\gamma} \frac{\partial \delta X^\alpha}{\partial y^\sigma} + \Gamma^\alpha_{\sigma\gamma} \frac{\partial \delta X^\sigma}{\partial y^\gamma} + \Gamma^\alpha_{\beta\sigma} \frac{\partial \delta X^\sigma}{\partial y^\gamma},$$ (2.37)

$$\delta \psi A^\alpha_{\beta\gamma} = \delta X^\mu \partial_\mu A^\alpha_{\beta\gamma} - A^\sigma_{\beta\gamma} \frac{\partial \delta X^\alpha}{\partial y^\sigma} + A^\alpha_{\sigma\gamma} \frac{\partial \delta X^\sigma}{\partial y^\gamma} + A^\alpha_{\beta\sigma} \frac{\partial \delta X^\sigma}{\partial y^\gamma} + \frac{\partial^2 \delta X^\alpha}{\partial y^\gamma \partial y^\alpha} - \frac{\partial \delta X^\alpha}{\partial y^\gamma} \frac{\partial \delta X^\gamma}{\partial y^\gamma},$$ (2.38)

$$\mathcal{L}_X A^\alpha_{\beta\gamma} = X^\mu \partial_\mu A^\alpha_{\beta\gamma} - A^\sigma_{\beta\gamma} \frac{\partial X^\alpha}{\partial y^\sigma} + A^\alpha_{\sigma\gamma} \frac{\partial X^\sigma}{\partial y^\gamma} + A^\alpha_{\beta\sigma} \frac{\partial X^\sigma}{\partial y^\gamma} + \frac{\partial^2 X^\alpha}{\partial y^\gamma \partial y^\gamma} - \frac{\partial \delta X^\alpha}{\partial y^\gamma} \frac{\partial \delta X^\gamma}{\partial y^\gamma},$$ (2.39)

Now, it should be kept in mind that in all formulae above part of the variations of the field arise from variations of the map $\psi$, which is allowed to vary. To make this clear, let us denote by $\delta_f$ those variations of the fields for which $\psi$ is the identity (here the index $f$ stands for “fields”). We thus have

$$\delta = \delta_f + \delta_\psi.$$ (2.40)

The distinction between $\delta$ and $\delta_f$ is somewhat arbitrary for tensor fields defined in spacetime in a fixed coordinate system, since $\delta_\psi$ can always be absorbed in a redefinition $\delta_f$ and vice-versa. The question arises, whether this remains true after pull-backs to the image of $\psi_0(t, \cdot)$ have been taken. In order to clarify this, let us denote by $\hat{g}_{ij}$ the metrics induced by $g_{\mu\nu}(\lambda)$ on the images of $\psi_\lambda(t, \cdot)$

$$\hat{g}_{ij}(\lambda, t, \vec{x}) = g_{\mu\nu}(\lambda, \psi_\lambda(t, \vec{x})) \frac{\partial \psi^\mu_0(t, \vec{x})}{\partial x^i} \frac{\partial \psi^\nu_0(t, \vec{x})}{\partial x^j}.$$

Then, in coordinates such that $y^0(\psi_0(0, x^k)) = 0$, $y^i(\psi_0(0, x^k)) = x^i$:

$$\delta_f \hat{g}_{ij}(0, \vec{x}) := \left. \frac{d}{d\lambda} \left( g_{\mu\nu}(\lambda, \psi_\lambda(0, \vec{x})) \frac{\partial \psi^\mu_0(0, \vec{x})}{\partial x^i} \frac{\partial \psi^\nu_0(0, \vec{x})}{\partial x^j} \right) \right|_{\lambda=0}$$
\[
\delta_\psi \hat{g}_{ij}(0, \vec{x}) = \left. \frac{d}{d\lambda} \left( g_{\mu\nu}(0, \psi(0, \vec{x})) \frac{\partial \psi^\mu(0, \vec{x})}{\partial x^i} \frac{\partial \psi^\nu(0, \vec{x})}{\partial x^j} \right) \right|_{\lambda=0}
\]
\[
= \left. \mathcal{L}_{\delta X} g_{ij} \right|_{\lambda=0}
\]

(spacetime components of a spacetime Lie derivative),

\[
\delta \hat{g}_{ij}(0, \vec{x}) = \left. \frac{d}{d\lambda} \left( g_{\mu\nu}(\lambda, \psi(0, \vec{x})) \frac{\partial \psi^\mu(0, \vec{x})}{\partial x^i} \frac{\partial \psi^\nu(0, \vec{x})}{\partial x^j} \right) \right|_{\lambda=0}
\]
\[
= \delta_f \hat{g}_{ij}(0, \vec{x}) + \delta_\psi \hat{g}_{ij}(0, \vec{x}).
\]

Since our variations are arbitrary, for any \(\delta_\psi \hat{g}_{ij}\) we can redefine \(\delta_f \hat{g}_{ij}\) so that \(\delta \hat{g}_{ij}\) takes any desired value, and vice-versa. This remains true even if the variations are constrained to satisfy the linearised field equations (which we do not assume in most of our calculations, but which might be convenient for some purposes), since \(\delta_\psi\)-variations do indeed satisfy the linearised field equations, respectively the linearized constraint equations, when the fields being varied satisfy the full equations, respectively the constraint equations.

From now on we will not make a distinction between \(\hat{g}_{ij}\) and \(g_{ij}\).

A similar argument applies to \(P_{ij}\). Henceforth, from now on we will not make a distinction between \(\delta_f\) and \(\delta\) unless a significant ambiguity arises.

We continue with a preliminary result which deserves highlighting:

**Proposition 2.4** The integral (2.28) depends upon the extension of \(X \equiv \psi(0) \partial_t\) off \(\mathcal{V}\) only through boundary terms arising at \(\partial \mathcal{V}\).

**Proof:** We will need the constraints implied by the identities \(\nabla_k \pi^{0k} = 0\) and \(\nabla_k \pi^{00} = 0\): Indeed, expressing the left-hand sides in terms of \(\pi^{\mu\nu}\) and \(A^0_{\mu\nu}\), we obtain the following constraints:

\[
A^0_{00} = \frac{1}{\pi^{00}} \left( \partial_k \pi^{0k} + A^0_{kl} \pi^{kl} \right),
\]
\[
A^0_{0k} = -\frac{1}{2\pi^{00}} \left( \partial_k \pi^{00} + 2A^0_{kl} \pi^{0l} \right).
\]

To continue, we insert (2.39) into (2.28). We start by noting that all second-order derivatives \(\partial_\mu \partial_\nu X^\sigma\) there with \(\mu = \nu = 0\) cancel out. Next, all terms involving \(\partial_0 X^0\) and \(\partial_k \partial_0 X^0\) can be collected into

\[
(1) := \int_{\mathcal{V}} \partial_k (\partial_0 X^0 \partial_0 \pi^{0k}) + \partial_0 X^0 \delta(2A^0_{\mu\nu} \pi^{0\nu} - A^0_{\mu\nu} \pi^{\mu\nu} - \partial_0 \pi^{0k})
\]
\[
= \int_{\partial \mathcal{V}} \partial_0 X^0 \delta \pi^{0n}.
\]

A similar calculation using (2.45) gives the following contribution of terms involving \(\partial_0 X^k\) in (2.28) after inserting (2.39) there:

\[
(2) := -\int_{\mathcal{V}} \partial_0 (\partial_0 X^k \partial_0 \pi^{00}) = -\int_{\partial \mathcal{V}} \partial_0 X^k \delta \pi^{00},
\]
which had to be established. □

For further reference, we note that those terms in (2.28) which involve $\partial_0 X^0$ and its space-derivatives take the form

$$
(3) := \int_{\mathcal{V}} \partial_k X^0 \left[ -\partial_t \delta \pi^{ik} + 2\delta (\pi^{k\nu} A_0^\nu) - A_0^{\mu \nu} \delta \pi^{\mu \nu} \right] + \int_{\partial \mathcal{V}} \partial_t X^0 \delta \pi^{in} .
$$

We continue with the terms which do not involve $X^0$ and $\partial_0 X^\mu$. Recall that $\mathcal{V}$ is given by the equation \{ $y^0 = 0$ \}. To avoid ambiguities, we will use the notation

$$
Y := X^k \partial_k , \text{ thus } X = X^0 \partial_0 + Y , \text{ with } dy^0(Y) = 0 . \tag{2.49}
$$

It has been shown in [33], for variations such that the image of $V$ in $\mathcal{M}$ remains fixed (equivalently, $\delta \psi^0 = 0$), that we have

$$
\pi^{\mu \nu} \delta A_0^{\mu \nu} \big|_{\delta \psi^0 = 0} = \frac{(n - 3)}{16\pi} \delta \left( \sqrt{\left| \det g_{mn} \right|} K \right) - \frac{1}{16\pi} g_{kl} \delta P^{kl} + \partial_k \left[ \pi^{00} \delta \left( \frac{\pi^{0k}}{\pi^{00}} \right) \right] ,
$$

(2.50)

recall that we allow $\det g_{mn}$ to have either sign. Here we use the usual definitions

$$
K_{kl} := -\frac{1}{\sqrt{\left| g^{00} \right|}} \Gamma^{0}_{kl} = -\frac{1}{\sqrt{\left| g^{00} \right|}} A^0_{kl} ,
$$

(2.51)

$$
P^{kl} := \sqrt{\left| \det g_{mn} \right|} (K^{kl} - K^{kl}) ,
$$

(2.52)

where $\tilde{g}^{kl}$ is the $n$-dimensional inverse of the metric $g_{kl}$ induced by $g_{\mu \nu}$ on $\mathcal{V}$. (More precisely, the calculation in [33] has been done in dimension $3 + 1$, but the same calculation in higher dimensions leads to the formula above.) To avoid the overburdening of notation, we will not make a distinction between the fields on $\mathcal{V}$ and their pull-backs to $\mathcal{V}$.

We use (2.50) as follows: Consider any differentiable family of fields $t \mapsto (\pi(t), A(t))$. We first note the identity

$$
\partial_t A^0_{\mu \nu} \delta \pi^{\mu \nu} - \partial_0 \pi^{\mu \nu} \delta A^0_{\mu \nu} = -\partial_t (\pi^{\mu \nu} \delta A^0_{\mu \nu}) + \delta (\pi^{\mu \nu} \partial_t A^0_{\mu \nu}) + \pi^{\mu \nu} [\partial_t, \delta] A^0_{\mu \nu} .
$$

(2.53)

Equation (2.50) implies

$$
\partial_t (\pi^{\mu \nu} \delta A^0_{\mu \nu}) = \partial_t \left( \frac{(n - 3)}{16\pi} \delta \left( \sqrt{\left| \det g_{mn} \right|} K \right) - \frac{1}{16\pi} g_{kl} \delta P^{kl} + \partial_k \left[ \pi^{00} \delta \left( \frac{\pi^{0k}}{\pi^{00}} \right) \right] \right) ,
$$

(2.54)

$$
\delta (\pi^{\mu \nu} \partial_t A^0_{\mu \nu}) = \delta \left( \frac{(n - 3)}{16\pi} \partial_t \left( \sqrt{\left| \det g_{mn} \right|} K \right) - \frac{1}{16\pi} g_{kl} \partial_t P^{kl} + \partial_k \left[ \pi^{00} \partial_t \left( \frac{\pi^{0k}}{\pi^{00}} \right) \right] \right) .
$$

(2.55)
Inserting this into the right-hand side of (2.53), we find
\[
\partial_t A^{0}_{\mu\nu} \delta \pi^{\mu\nu} - \partial_t \pi^{\mu\nu} \delta A^{0}_{\mu\nu} = \frac{1}{16\pi} \left( \partial_t g_{kl} \delta P^{kl} - \partial_t P^{kl} \delta g_{kl} \right) - \frac{n-3}{16\pi} [\partial_t, \delta] \left( \sqrt{\det g_{mn}} K \right) + \frac{1}{16\pi} g_{kl} [\partial_t, \delta] P^{kl} + [\delta, \partial_k] \left[ \pi^{00} \partial_t \left( \frac{\pi^{0k}}{\pi^{00}} \right) \right] - [\partial_t, \partial_k] \left[ \pi^{00} \delta \left( \frac{\pi^{0k}}{\pi^{00}} \right) \right] + [\partial_t, \partial_k] \left[ \pi^{00} \left[ \partial_t, \delta \right] \left( \frac{\pi^{0k}}{\pi^{00}} \right) \right] - \partial_k \left[ \partial_t \pi^{00} \delta \left( \frac{\pi^{0k}}{\pi^{00}} \right) - \partial_t \left( \frac{\pi^{0k}}{\pi^{00}} \right) \delta \pi^{00} \right].
\] (2.56)

When \( \partial t = \partial_{\gamma^0} \equiv \partial_0 \) and all commutators vanish, one obtains
\[
\partial_0 A^{0}_{\mu\nu} \delta \pi^{\mu\nu} - \partial_0 \pi^{\mu\nu} \delta A^{0}_{\mu\nu} = \frac{1}{16\pi} \left( \partial_0 g_{kl} \delta P^{kl} - \partial_0 P^{kl} \delta g_{kl} \right) - \partial_k \left[ \partial_0 \pi^{00} \delta \left( \frac{\pi^{0k}}{\pi^{00}} \right) - \partial_0 \left( \frac{\pi^{0k}}{\pi^{00}} \right) \delta \pi^{00} \right].
\] (2.57)

We note that for any field \( f \), with \( \delta f := \partial_\lambda f |_{\lambda=0} \), it holds that
\[
\partial_t \delta f = X^\alpha \partial_\alpha \partial_\lambda f |_{\lambda=0} = \partial_\lambda \left( X^\alpha \partial_\alpha f \right) |_{\lambda=0} - \partial_\lambda X^\alpha |_{\lambda=0} (\partial_\alpha f) = \delta (\partial_t f) - \delta X^\alpha \partial_\alpha f.
\] (2.58)

While this can be used to analyze the commutator terms in (2.56), it is calculationally advantageous to proceed as follows: Using (2.39) and (B.6), Appendix B, and taking an extension of \( X^k \) off \( \gamma' \) such that \( \partial_0 X^k = 0 \) we have
\[
(\mathcal{L}_{X^k} A^{0}_{\mu\nu}) \delta \pi^{\mu\nu} - (\mathcal{L}_{X^k} \pi^{\mu\nu}) \delta A^{0}_{\mu\nu} =
= Y^i \left( \partial_i A^{0}_{\mu\nu} \delta \pi^{\mu\nu} - \partial_i \pi^{\mu\nu} \delta A^{0}_{\mu\nu} \right) - \partial_k Y^{k} \pi^{\mu\nu} \delta A^{0}_{\mu\nu} + 2 \partial_\mu Y^k \delta \left( \pi^{\mu\nu} A^{0}_{k\nu} \right)
= 2 \partial_k Y^k \delta (\pi^{\mu\nu} A^{0}_{k\nu}).
\] (2.59)

For the term \( \ast \), we can use (2.56) with \( \partial_t = \partial_{y^i} \) and with vanishing commutators:
\[
\partial_t A^{0}_{\mu\nu} \delta \pi^{\mu\nu} - \partial_t \pi^{\mu\nu} \delta A^{0}_{\mu\nu} = \frac{1}{16\pi} \left( \partial_t g_{kl} \delta P^{kl} - \partial_t P^{kl} \delta g_{kl} \right) - \partial_k \left[ \partial_t \pi^{00} \delta \left( \frac{\pi^{0k}}{\pi^{00}} \right) - \partial_t \left( \frac{\pi^{0k}}{\pi^{00}} \right) \delta \pi^{00} \right].
\] (2.60)

The middle term \( \pi^{\mu\nu} \delta A^{0}_{\mu\nu} \) is given by (2.50). The term involving \( \pi^{\mu\nu} A^{0}_{k\nu} \) can be rewritten as
\[
\pi^{\mu\nu} A^{0}_{k\nu} = \pi^{il} A^{0}_{kl} + \pi^{i0} A^{0}_{k0} = \frac{N}{16\pi} \sqrt{\det g_{mn}} \left( g^{il} \Gamma^0_{kl} + g^{i0} A^{0}_{k0} \right)
= -\frac{\sqrt{\det g_{mn}} g^{il} K_{kl}}{16\pi} - \frac{\pi^{i0}}{2\pi^{00}} \partial_k \pi^{00},
\] (2.61)

where we have used the second line of (B.11), Appendix B:
\[
A^{0}_{0k} = -\frac{1}{2} \frac{\partial_k \pi^{00}}{\pi^{00}} - \Gamma^0_{kl} \frac{g^{0l}}{g^{00}}.
\]
In the first line of (2.61), and elsewhere, we use the notation
\[ N^k := -g^{0k}/g^{00}, \quad N := (-g^{00})^{-1/2}. \] (2.62)

Now, we add all terms depending on \( P^{kl} \):
\[
\frac{1}{16\pi} \left\{ Y^i \left( \partial_i g_{kl} \delta P^{kl} - \partial_i P^{kl} \delta g_{kl} \right) - \partial_i Y^k \left( \delta P - g_{kl} \delta P^{kl} \right) - 2\partial_i Y^k \delta P^i \right\} = \frac{1}{16\pi} \left( \mathcal{L}_Y g_{kl} \delta f P^{kl} - \mathcal{L}_Y P^{kl} \delta f g_{kl} \right). \] (2.63)

The remaining terms gather to a full divergence,
\[
-Y^i \partial_k \left[ \partial_i \pi^{00} \delta \left( \frac{\pi^{00}}{\pi^{00}} \right) - \partial_i \left( \frac{\pi^{00}}{\pi^{00}} \right) \delta \pi^{00} \right] - \partial_i Y^k \partial_k \delta \left( \frac{\pi^{00}}{\pi^{00}} \right)
- \partial_i Y^k \partial_i \pi^{00} \delta \pi^{00}
+ \partial_i \partial_k Y^k \delta \left( \frac{\pi^{00}}{\pi^{00}} \pi^{00} \right)
= \partial_k \left[ \partial_i \pi^{00} \delta N^k - \left( \overbrace{Y^i \partial_i \pi^{00}}^{\mathcal{L}_Y \pi^{00}} - \overbrace{\partial_i \pi^{00} \partial_i N^k}^{\mathcal{L}_Y N^k} \right) \delta \pi^{00} \right], \] (2.64)
leading to
\[
(4) := \frac{1}{16\pi} \int_{\mathcal{Y}} \left( \mathcal{L}_Y g_{kl} \delta f P^{kl} - \mathcal{L}_Y P^{kl} \delta f g_{kl} \right)
- \frac{1}{16\pi} \int_{\partial \mathcal{Y}} \left( \mathcal{L}_Y \sqrt{\det g_{mn}} \delta f N^n - \mathcal{L}_Y N^n \delta f \sqrt{\det g_{mn}} \right). \] (2.65)

A case of interest in its own is that of vector fields \( X \) which are tangent to \( \mathcal{Y} \). An alternative, standard and rather more straightforward treatment of this case is presented in Section 4.2 below. Here we show how the relevant identity follows from the calculations above:

**Proposition 2.5** Suppose that the map \( \psi \) leaves \( \mathcal{Y} \) invariant:
\[
\psi(t, \mathcal{Y}) \subset \mathcal{Y}, \tag{2.66}
\]
and let \( Y \) denote the generator of the flow \( t \mapsto \psi(t, \cdot) \) on \( \mathcal{Y} \). Then
\[
\int_{\mathcal{Y}} \left( \mathcal{L}_Y g_{kl} \delta P^{kl} - \mathcal{L}_Y P^{kl} \delta g_{kl} \right)
= \int_{\partial \mathcal{Y}} \left( 2Y^k \delta P^k - Y^n P^{kl} \delta g_{kl} \right) - 32\pi \int_{\mathcal{Y}} X^i \delta \mathcal{E}^0_i. \tag{2.67}
\]

**Proof:** We return to (2.27) with \( \lambda = 0 \), which we repeat here for the convenience of the reader
\[
(\mathcal{L}_X A_{\mu}^\lambda) \delta \pi^{\mu\nu} - (\mathcal{L}_X \pi^{\mu\nu}) \delta A_{\mu}^\lambda = -2X^\sigma \delta \mathcal{E}^\lambda_\sigma + X^\lambda \mathcal{E}^{\mu\nu} \delta g_{\mu\nu}
+ \frac{1}{16\pi} \partial_{\mu} \left\{ \delta [\sqrt{|g|} (\nabla^\nu X^\lambda - \nabla^\lambda X^\nu)] \right\} + \partial_\sigma \left[ X^\lambda \pi^{\mu\nu} \delta A_{\mu}^\sigma - X^\sigma \pi^{\mu\nu} \delta A_{\nu}^\lambda \right]
- \frac{1}{16\pi} \partial_{\mu} \left[ \sqrt{|g|} (\nabla^\nu \delta X^\lambda - \nabla^\lambda \delta X^\nu) \right]. \tag{2.68}
\]
Integrating over \( \mathcal{V} \), the last term above leads to the following boundary integrand:

\[
\frac{1}{16\pi} \left[ \sqrt{|g|} (\nabla^n X^0 - \nabla^0 X^n) \right] = \frac{1}{16\pi} \left[ \sqrt{|g|} (g^{n\mu} g^{0\nu} - g^{n\nu} g^{0\mu}) \partial_{\mu}(g_{\nu\lambda} X^\lambda) \right] = -\frac{\sqrt{|\text{det} g_{kl}|}}{16\pi N} (2N X^i X^n_i - \partial_0 X^n + N^i D_i X^n - X^i D_i N^n) . \tag{2.69}
\]

Here, and elsewhere, \( D \) denotes the covariant derivative operator of the space metric \( g \). Now, we have seen that

\[
\int_{\mathcal{V}} \left[ (\mathcal{L}_X A^0_{\mu\nu}) \delta \pi^{\mu\nu} - (\mathcal{L}_X \pi^{\mu\nu}) \delta A^0_{\mu\nu} \right] d\Sigma = (1) + (2) + (3) + (4) , \tag{2.70}
\]

where (1) has been defined in (2.46), (2) in (2.47), (3) in (2.48) and (4) in (2.65). Let us take an extension \( X \) of the vector field \( Y \) (which is tangent to \( \mathcal{V} \) and defined so far only on \( \mathcal{V} \)) such that \( X^0 \equiv 0 \). Then (1) and (3) vanish by (2.46) and (2.48). From (2.47) and (2.65) one finds

\[
\int_{\mathcal{V}} (\mathcal{L}_X A^0_{\mu\nu}) \delta f \pi^{\mu\nu} - (\mathcal{L}_X \pi^{\mu\nu}) \delta f A^0_{\mu\nu} \]

\[
= (2) + \frac{1}{16\pi} \int_{\mathcal{V}} \left[ \mathcal{L}_X g_{kl} \delta f P^{kl} - \mathcal{L}_X P^{kl} \delta f g_{kl} \right] \]

\[
- \frac{1}{16\pi} \int_{\partial \mathcal{V}} \left[ \mathcal{L}_X \sqrt{\text{det} g_{mn}} \delta N^n - \mathcal{L}_X N^n \delta \frac{\sqrt{\text{det} g_{mn}}}{N} \right] . \tag{2.71}
\]

Using (2.50) and (2.69) to rewrite the right-hand side of (2.68), with some work (2.71) can be rewritten as

\[
16\pi \int_{\partial \mathcal{V}} - \partial_0 X^n \delta \pi^{00} + \int_{\mathcal{V}} \left[ \mathcal{L}_X g_{kl} \delta f P^{kl} - \mathcal{L}_X P^{kl} \delta f g_{kl} \right] =
\]

\[
= (2) \int_{\partial \mathcal{V}} \left( 2\delta (P^{ni} X^i) - X^n P^{kl} \delta g_{kl} \right) + \int_{\partial \mathcal{V}} \left[ \partial_i \left( \frac{\sqrt{\text{det} g_{kl}}}{N} (X^i \delta N^n - X^n \delta N^i) \right) \right] = 0
\]

\[
+ \int_{\partial \mathcal{V}} \left[ \partial_0 X^n \delta \frac{\sqrt{\text{det} g_{kl}}}{N} - 2P^{ni} \delta X^i \right] - 32\pi \int_{\mathcal{V}} X^i \delta \mathcal{E}_0^i . \tag{2.72}
\]

The first term in the first line cancels out the first term in the last line, providing the required result.

Our considerations so far have taken care of all the terms involving \( X^i \) and \( \partial_0 X^\mu \). We continue with the analysis of the remaining terms, with the aim of proving (2.29). For all practical purposes, the calculations are the same as if we wanted to analyze the variational identity (2.27) for vector fields such as \( X^i \equiv 0 \equiv \partial_0 X^\mu \), and so we proceed accordingly. Equation (2.27) specialised to this case reads

\[
(\mathcal{L}_X A^0_{\mu\nu}) \delta \pi^{\mu\nu} - (\mathcal{L}_X \pi^{\mu\nu}) \delta A^0_{\mu\nu} =
\]

\[
X^0 \left[ (\partial_0 A^0_{\mu\nu}) \delta \pi^{\mu\nu} - (\partial_0 \pi^{\mu\nu}) \delta A^0_{\mu\nu} \right] + \partial_0 (\partial_0 X^0 \delta \pi^{\mu\nu})
\]

\[
+ \partial_0 X^0 \left[ \pi^{\mu\nu} \delta A^k_{\mu\nu} + \delta (\pi^{k\mu} \Gamma^0_{\mu0} - \pi^{0\mu} \Gamma^k_{\mu0}) \right] . \tag{2.73}
\]
In order to analyze the first term on the right-hand side above we use (2.57).

Integrating over \( V \) gives

\[
\int_{\partial V} X^0 \left( \partial_0 A^0_{\mu \nu} \delta \pi^{\mu \nu} - \partial_0 \pi^{0 \mu} \delta A^0_{\mu \nu} \right) = \frac{1}{16 \pi} \int_{\partial V} X^0 \left( \partial_0 g_{kl} \delta P^{kl} - \partial_0 P^{kl} \delta g_{kl} \right) + \int_{\partial V} \partial_k X^0 \left[ \partial_0 \pi^{00} \delta \left( \frac{\pi^{k0}}{\pi^{00}} \right) - \partial_0 \left( \frac{\pi^{k0}}{\pi^{00}} \right) \delta \pi^{00} \right] \]

\[ \quad - \int_{\partial V} \partial_0 X^0 \left[ \partial_0 \pi^{00} \delta \left( \frac{\pi^{n0}}{\pi^{00}} \right) - \partial_0 \left( \frac{\pi^{n0}}{\pi^{00}} \right) \delta \pi^{00} \right]. \tag{2.74} \]

To analyze the boundary term in (2.74), we start with the identity

\[
\pi^{00} \delta \left( \frac{\pi^{n0}}{\pi^{00}} \right) + \pi^{nn} \delta \left( \frac{\pi^{n0}}{\pi^{nn}} \right) = 2 \sqrt{|\pi^{00} \pi^{nn}|} \delta \pi^{00} \sqrt{|\pi^{00} \pi^{nn}|}. \tag{2.75} \]

Writing

\[
q := \frac{\pi^{n0}}{\sqrt{|\pi^{00} \pi^{nn}|}} = \frac{g^{n0}}{\sqrt{|g^{00} g^{nn}|}}, \tag{2.76} \]

and assuming that \( \text{sgn} \pi^{00} \text{sgn} \pi^{nn} = -1 \), one finds

\[
2 \sqrt{|\pi^{00} \pi^{nn}|} = \frac{2}{16 \pi} \sqrt{|g|} \sqrt{|g^{00} g^{nn}|} = \frac{1}{8 \pi} \sqrt{\text{det} g_{AB}} \sqrt{1 + q^2}. \tag{2.77} \]

We will write

\[
\lambda := \sqrt{\text{det} g_{AB}} \tag{2.78} \]

for the pull-back to \( \partial V \) of the \((n-1)\)-dimensional volume density on the boundary \( \partial V \). In this notation we have

\[
\pi^{00} \delta \left( \frac{\pi^{n0}}{\pi^{00}} \right) + \pi^{nn} \delta \left( \frac{\pi^{n0}}{\pi^{nn}} \right) = \lambda \frac{\delta q}{\sqrt{1 + q^2}} = \frac{\lambda}{8 \pi} \delta \alpha, \tag{2.79} \]

where \( \alpha := \text{arcsinh} (q) \) is the hyperbolic angle between the vector orthogonal to the hypersurface \( \psi (\{ t \} \times V) \) and the world-tube \( \{ y^n = \text{const} \} \) (e.g., \( \alpha = 0 \) corresponds to the situation where the vector \( \psi_\ast \partial_t \) is tangent to the tube). When \( \text{sgn} \pi^{00} \text{sgn} \pi^{nn} = 1 \), instead of (2.77) and (2.79) we get

\[
2 \sqrt{|\pi^{00} \pi^{nn}|} = \frac{2}{16 \pi} \sqrt{|g|} \sqrt{|g^{00} g^{nn}|} = \frac{1}{8 \pi} \sqrt{\text{det} g_{AB}} \sqrt{1 - q^2}, \tag{2.80} \]

and

\[
\pi^{00} \delta \left( \frac{\pi^{n0}}{\pi^{00}} \right) + \pi^{nn} \delta \left( \frac{\pi^{n0}}{\pi^{nn}} \right) = \lambda \frac{\delta q}{\sqrt{1 - q^2}} = \frac{\lambda}{8 \pi} \delta \alpha, \tag{2.81} \]

where now \( q = \sin \alpha \).

This, and a calculation identical to the one leading to (2.53) imply that the boundary integral in (2.74) takes the form:

\[
\int_{\partial V} X^0 \left[ \partial_0 \pi^{nn} \delta \left( \frac{\pi^{n0}}{\pi^{nn}} \right) - \partial_0 \left( \frac{\pi^{n0}}{\pi^{nn}} \right) \delta \pi^{nn} + \frac{1}{8 \pi} (\partial_0 \alpha \delta \lambda - \partial_0 \lambda \delta \alpha) \right]. \]
Finally, we obtain
\[
\int V^0 \left( \partial_0 A_{\mu \nu}^0, \pi^{\mu \nu} - \partial_0 \pi^{\mu \nu} \delta A_{\mu \nu}^0 \right)
\]
\[
= \frac{1}{16 \pi} \int V^0 \left( \partial_0 g_{k l} \delta P^{k l} - \partial_0 P^{k l} \delta g_{k l} \right) + \frac{1}{8 \pi} \int \partial^\nu X^0 (\partial_0 \alpha \delta \lambda - \partial_0 \lambda \delta \alpha)
\]
\[
+ \int \partial_\nu X^0 \left[ \partial_0 \pi^{0 0} \delta \left( \frac{\pi^{k 0}}{\pi^{0 0}} \right) - \partial_0 \left( \frac{\pi^{k 0}}{\pi^{0 0}} \right) \delta \pi^{0 0} \right]
\]
\[
+ \int \partial_\nu X^0 \left[ \partial_0 \pi^{n n} \delta \left( \frac{\pi^{n 0}}{\pi^{n n}} \right) - \partial_0 \left( \frac{\pi^{n 0}}{\pi^{n n}} \right) \delta \pi^{n n} \right].
\tag{2.82}
\]

We continue with an analysis of the boundary term with \( X^i \) set to zero:
\[
X^0 \pi^{\mu \nu} \delta A_{\mu \nu}^n - X^n \pi^{\mu \nu} \delta A_{\mu \nu}^0 = X^0 \pi^{\mu \nu} \delta A_{\mu \nu}^n.
\tag{2.83}
\]
Let us exchange the role of \( y^n \) and \( y^0 \). Identities (2.44) and (2.45) become constraints on the boundary of the world-tube \( T \times \partial V \), where \( T \) is the time-axis:
\[
A_{n n}^n = \frac{1}{\pi^{n n}} \left( \partial_0 \pi^{n a} + A_{a b}^n \pi^{a b} \right),
\tag{2.84}
\]
\[
A_{n a}^n = -\frac{1}{2 \pi^{n n}} \left( \partial_0 \pi^{n n} + 2 A_{a b}^n \pi^{n b} \right),
\tag{2.85}
\]
and \( a, b = 0, 1, 2, \ldots, n - 1 \). They imply
\[
\pi^{\mu \nu} \delta A_{\mu \nu}^n = \pi^{a b} \delta A_{a b}^n + 2 \pi^{n a} \delta A_{a n}^n + \pi^{n n} \delta A_{n n}^n
\]
\[
= \frac{(n - 3)}{16 \pi} \delta (\sqrt{|g_{c d}|}) - \frac{1}{16 \pi} g_{a b} \delta Q^{a b} + \partial_a \left[ \pi^{n a} \delta \left( \frac{\pi^{n a}}{\pi^{n n}} \right) \right],
\tag{2.86}
\]
where \( Q^{a b} \) and \( L \) have been defined in (2.6). Equation (2.86) gives
\[
\int \partial_\nu X^0 \pi^{\mu \nu} \delta A_{\mu \nu}^n
\]
\[
= \frac{(n - 3)}{16 \pi} \int \partial_\nu X^0 (\sqrt{|g_{c d}|}) - \frac{1}{16 \pi} \int \partial_\nu X^0 g_{a b} \delta Q^{a b} + \int \partial_\nu X^0 \partial_a \left[ \pi^{n a} \delta \left( \frac{\pi^{n a}}{\pi^{n n}} \right) \right]
\]
\[
= \frac{(n - 3)}{16 \pi} \int \partial_\nu X^0 (\sqrt{|g_{c d}|}) - \frac{1}{16 \pi} \int \partial_\nu X^0 g_{a b} \delta Q^{a b} + \int \partial_\nu X^0 \partial_a \left[ \pi^{n a} \delta \left( \frac{\pi^{n a}}{\pi^{n n}} \right) \right]
\]
\[
+ \int \partial_\nu X^0 \left[ \partial_0 \pi^{n n} \delta \left( \frac{\pi^{n 0}}{\pi^{n n}} \right) - \partial_0 \left( \frac{\pi^{n 0}}{\pi^{n n}} \right) \delta \pi^{n n} \right] + \int \partial_\nu X^0 \delta \left( \frac{\pi^{n 0}}{\pi^{n n}} \right) \right].
\tag{2.87}
\]
We turn attention now to the Komar-type boundary terms in (2.27):
\[
\frac{1}{16 \pi} \delta \left[ g (\nabla^n X^0 - \nabla^0 X^n) \right] - \frac{1}{16 \pi} \sqrt{|g|} (\nabla^n \delta X^0 - \nabla^0 \delta X^n)
\]
\[
= X^0 \delta \left( \pi^{n a} \Gamma_{a n}^{0} - \pi^{n 0} \Gamma_{a n}^{n} \right) + \partial_\mu X^0 \delta \pi^{n \mu}.
\]
It holds that
\[
\pi^{n a} \Gamma_{a n}^{0} - \pi^{n 0} \Gamma_{a n}^{n} = \frac{1}{8 \pi} \sqrt{|g_{c d}|} g^{a 0} L_{a 0} - \pi^{n n} \partial_0 \left( \frac{\pi^{n 0}}{\pi^{n n}} \right).
\tag{2.88}
\]
The last boundary term in (2.87) cancels the corresponding term in the above formula when we add them together:

\[
\int_{\partial V} X^0 \pi^{\mu \nu} \delta A_{\mu \nu} + X^0 \delta \left( \pi^{\mu \nu} \Gamma^0_{\mu 0} - \pi^{0 \mu} \Gamma^0_{\mu 0} \right) + \partial_\mu X^0 \delta \pi^{\mu \nu} = (1) + \partial V - \text{term from (3)}, \text{ cf. (2.46) and (2.48)}
\]

\[
\frac{(n - 3)}{16\pi} \int_{\partial V} X^0 \delta \left( \sqrt{\det g_{cd}} L_{a0} \right) - \frac{1}{16\pi} \int_{\partial V} X^0 g_{ab} \delta Q^{ab} + \frac{1}{8\pi} \int_{\partial V} X^0 \delta \left( \sqrt{\det g_{cd}} (\hat{g}^{a0} L_{a0}) \right)
\]

\[
+ \int_{\partial V} \partial_\mu X^0 \delta \pi^{\mu \nu} + \int_{\partial V} X^0 \partial_A \left[ \pi^{nn} \delta \left( \frac{\pi^{nA}}{\pi^{nn}} \right) \right] + \int_{\partial V} X^0 [\partial_0 \pi^{nn} \delta \left( \frac{\pi^{n0}}{\pi^{nn}} \right) - \partial_0 \left( \frac{\pi^{n0}}{\pi^{nn}} \right) \delta \pi^{nn}] .
\]

(2.89)

Now, a rather lengthy calculation shows that

\[
\frac{1}{8\pi} \left[ \sqrt{\det g_{cd}} (\hat{g}^{a0} L_{a0} + \frac{1}{2} (n - 3) L) \right] - \frac{1}{16\pi} g_{ab} \delta Q^{ab} = \frac{1}{16\pi} (2\nu \delta Q - 2\nu^A \delta Q_A + \nu Q^{AB} \delta g_{AB}) ,
\]

(2.90)

which enables one to rewrite the second line of (2.89) as

\[
\frac{1}{16\pi} \int_{\partial V} X^0 (2\nu \delta Q - 2\nu^A \delta Q_A + \nu Q^{AB} \delta g_{AB}) .
\]

Formulæ (2.82) and (2.89) give the following intermediate result:

\[
\int_{V} X^0 \left( \partial_0 g_{kl} \delta P^{kl} - \partial_0 P^{kl} \delta g_{kl} \right) + 2 \int_{\partial V} X^0 (\partial_0 \alpha \delta \lambda - \partial_0 \lambda \delta \alpha)
\]

\[
- \int_{\partial V} X^0 (2\nu \delta Q - 2\nu^A \delta Q_A + \nu Q^{AB} \delta g_{AB}) + \int_{V} (**) \times \partial_k X^0
\]

\[
= - \int_{\partial V} \partial_A X^0 \left[ \pi^{nn} \delta \left( \frac{\pi^{nA}}{\pi^{nn}} \right) \right] + 16\pi \int_{V} X^0 (\pi Q^0 + \pi \delta g_{\mu \nu}) ,
\]

(2.91)

where the expression (**) is given by

\[
\frac{(**)}{16\pi} = \pi^{\nu \mu} A^{k}_{\mu \nu} + \delta \left( \pi^{k \mu} \Gamma^0_{\mu 0} - \pi^{0 \mu} \Gamma^0_{\mu 0} \right) + \partial_0 \pi^{00} \delta \left( \frac{\pi^{k0}}{\pi^{00}} \right) - \partial_0 \left( \frac{\pi^{k0}}{\pi^{00}} \right) \delta \pi^{00} .
\]

(2.92)

This is precisely the multiplicative factor of \( \partial_k X^0 \) in the sum of volume terms in (2.48) and (2.82).

Equation (2.91) ends the proof of (2.29) when \( X^0 = \text{const} \), because then \( \partial_k X^0 \) vanishes, while the first term in the last line of (2.91) integrates to zero.

To calculate (**), we will need the usual ADM formulæ (B.1) for an \((n + 1)\) splitting, together with

\[
\Gamma^0_{k0} = \partial_k \log N - \frac{N^l}{N} K_{lk} , \quad \Gamma^0_{00} = \partial_0 \log N + N^k \partial_k \log N - \frac{N^l N^k}{N} K_{lk}
\]
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(recall that $K_{kl} = -N\Gamma^0_{kl} = -\frac{1}{2\pi}(D_iN_k + D_kN_i - \partial_0 g_{kl})$). Furthermore,

$$\Gamma^k_{ij} = \tilde{\Gamma}^k_{ij} + \frac{N^k}{N}K_{ij}, \quad \Gamma^k_{0j} = D_jN^k - NK^k_j + \frac{N^k}{N}\left(N^lK_{lj} - D_jN^l\right).$$

Using the above, we find

$$(b) = Ng^{k\mu}\Gamma^0_{\mu 0} - Ng^{0\mu}\Gamma^k_{\mu 0} = 2D^kN + \frac{1}{N}\left(\hat{g}^{kl}\dot{N}_l - D_lN^kN^l - N_lD^KN^l\right)$$

$$= 2D^kN + \frac{1}{N}\dot{N}^k - 2N_lK^k,$$

$$(2.93)$$

$$(c) = \partial_0(\sqrt{\det g_{mn}})\delta N^k - \dot{N}^k\delta(\sqrt{\det g_{mn}}).$$

$$(2.94)$$

To calculate (a), the following intermediate results are useful:

$$A^k_{00} = \Gamma^k_{00} = \frac{\hat{g}^{kl}\dot{N}_l - N_lD^kN^l}{\dot{N}^k + N_lD^lN^K - 2N_lK^l} + ND^kN + \frac{N^k}{N}\left(N^iN^jK_{ij} - \dot{N}^i - N^lD_lN^i\right)$$

$$(2.95)$$

$$A^k_{0j} = \Gamma^k_{0j} - \frac{1}{2}\delta^k_j\Gamma^\lambda_{0\lambda} = \Gamma^k_{0j} - \frac{1}{2}\delta^k_j\Gamma^l_{0l} - \frac{1}{2}\delta^k_j\Gamma^0_{00}$$

$$A^k_{0j} = D_jN^k - NK^k_j + \frac{N^k}{N}(N^lK_{lj} - D_jN^l) - \frac{1}{2}\delta^k_j\left(\partial_0 \log N + D_lN^l - NK\right)$$

$$(2.96)$$

$$A^k_{ij} = \Gamma^k_{ij} - \delta^k_{ij}\Gamma^\lambda_{ij\lambda} = \Gamma^k_{ij} - \delta^k_{ij}\Gamma^l_{ijl} - \delta^k_{ij}\Gamma^0_{ij0}$$

$$= \tilde{\Gamma}^k_{ij} - \delta^k_{ij}\tilde{\Gamma}^l_{ijl} - \delta^k_{ij}\partial_0\log N + \frac{N^k}{N}K_{ij}$$

$$(2.97)$$

We pass now to

$$\partial_0 X^0 \frac{(a)}{16\pi} = \partial_0 X^0 \pi^{\mu\nu} \delta A^k_{\mu\nu} = \partial_0 X^0 \left(\pi^{00} \delta A^k_{00} + 2\pi^{0j} \delta A^k_{0j} + \pi^{ij} \delta A^k_{ij}\right).$$

Using the above, one can first notice that (**) does not contain $\partial_0 N$ or $\partial_0 N^k$. After some further work we obtain:

$$(**) = N\sqrt{\hat{g}}\left(\hat{g}^{ij} - \frac{N^iN^j}{N^2}\right)\delta \left(\tilde{\Gamma}^k_{ij} - \delta^k_{ij}\tilde{\Gamma}^l_{ijl}\right) + 2D^kN\delta \sqrt{\hat{g}} + \sqrt{\hat{g}}D_iN\delta \hat{g}^{ki} +$$

$$+ \frac{\sqrt{\hat{g}}}{N^2}D^iN(N^k\delta N^i - N^i\delta N^k) - \sqrt{\hat{g}}K\delta N^k$$

$$+ \frac{\sqrt{\hat{g}}}{N}\left[N^i\delta D_iN^k - D_i\dot{N}^k\delta N^i - N^k\delta (D_iN^i) + D_iN^i\delta N^k\right]$$

$$+ \sqrt{\hat{g}}N^k\delta K - 2N^i\delta(\sqrt{\hat{g}}K^k) + \sqrt{\hat{g}}g^{ij}\delta(N^kK_{ij}).$$

$$(2.98)$$

Those terms in (2.98) which depend on the shift vector $N^k$ but do not involve $K_{ij}$ may be simplified as follows:

$$-\sqrt{\hat{g}}\frac{N^iN^j}{N}\delta \left(\tilde{\Gamma}^k_{ij} - \delta^k_{ij}\tilde{\Gamma}^l_{ijl}\right) + \frac{\sqrt{\hat{g}}}{N^2}D_iN(N^k\delta N^i - N^i\delta N^k) +$$
$$+ \sqrt{g} N \left[ N^i \delta D_i N^k - D_i N^k \delta N^i - N^k \delta(D_i N^i) + D_i N^i \delta N^k \right] =$$

$$= \partial_i \left( \sqrt{g} \frac{N^i \delta N^k}{N} - \sqrt{g} \frac{N^k \delta N^i}{N} \right).$$

After multiplying by $\partial_k X^0$ one obtains a full divergence:

$$\partial_k X^0 \partial_i \left( \sqrt{g} \frac{N^i \delta N^k}{N} - \sqrt{g} \frac{N^k \delta N^i}{N} \right)$$

$$= \partial_k \left[ X^0 \partial_i \left( \sqrt{g} \frac{N^i \delta N^k}{N} - \sqrt{g} \frac{N^k \delta N^i}{N} \right) \right]. \quad (2.99)$$

We continue with all terms in (2.98) that involve $K_{ij}$:

$$\sqrt{g} N^k \delta K - \sqrt{g} K \delta N^k - 2N^j \delta (\sqrt{g} K^k) + \sqrt{g} g^{ij} \delta (N^k K_{ij}) = 2N^j \delta P^k_j - N^k P^i_j \delta g_{ij} \cdot \quad (2.100)$$

Now, using (B.2) and (B.14), Appendix B, one finds

$$\mathcal{L}_X g_{kl} \delta P^{kl} - \mathcal{L}_X P^{kl} \delta g_{kl}$$

$$= X^0 \left[ \partial_0 g_{kl} \delta P^{kl} - \partial_0 P^{kl} \delta g_{kl} \right]$$

$$+ D_k X^0 \left[ 2N^i \delta P^{kl} - (N^k P^{ij} - N^j P^{ik} - N^i P^{jk}) \delta g_{ij} \right] \quad (\ast)$$

$$- D_r X^0 \left[ \sqrt{g} \left( \tilde{g}^{lr} D^k N + \tilde{g}^{kr} D^l N - 2 \tilde{g}^{kl} D^r N \right) \right] \delta g_{kl}$$

$$- N \sqrt{g} \left( \nabla^k \nabla^l X^0 - \tilde{g}^{kl} \Delta X^0 \right) \delta g_{kl}. \quad (2.101)$$

We thus see that the right-hand side of (2.100) corresponds precisely to the $(\ast)$-part of $\mathcal{L}_X g_{kl} \delta P^{kl} - \mathcal{L}_X P^{kl} \delta g_{kl}$:

$$\partial_k X^0 \left[ 2N^j \delta P^k_j - N^k P^i_j \delta g_{ij} \right] = (\ast).$$

Using

$$\partial_k X^0 \sqrt{\det g_{mn} \tilde{g}^{ij} \delta \left( \tilde{\Gamma}_i^k - \delta^k (\tilde{\Gamma}_i^l) \right)} = D^j X^0 \sqrt{\det g_{mn} \tilde{g}^{ij} \delta g_{ij} - D_l \delta g_{ij} \delta \left( \tilde{\Gamma}_i^l (\tilde{\Gamma}_j^k) \right)}$$

$$- \partial_l \sqrt{\det g_{mn} \left( D^j X^0 \tilde{g}^{ij} \delta g_{ij} + D_k X^0 \delta g^{kl} \right)} + \sqrt{\det g_{mn} \left( \tilde{g}^{kl} D^j D_i X^0 - D_l D_k X^0 \right)} \delta g_{kl},$$

all the terms in $(\ast)$ of $D_k X^0$ which involve $DN$ and $DDD X^0$, and which we denote by $(\ast \ast \ast)$, take the form

$$(\ast \ast \ast) \quad = D_k X^0 \left[ N \sqrt{\tilde{g}} \tilde{g}^{ij} \delta \left( \tilde{\Gamma}_i^j - \delta^j (\tilde{\Gamma}_i^l) \right) + 2D^k N \delta \sqrt{\tilde{g}} + \sqrt{\tilde{g}} D_i N \delta \tilde{g}^{kl} \right]$$

$$= - D_k X^0 \left[ N \sqrt{\tilde{g}} \left( D^i X^0 \tilde{g}^{ij} \delta g_{ij} + D_k X^0 \delta g^{kl} \right) \right]$$

$$+ 2D_k X^0 \left( 2D^k N \delta \sqrt{\tilde{g}} + \sqrt{\tilde{g}} D_i N \delta \tilde{g}^{kl} \right)$$

$$+ N \sqrt{\tilde{g}} \left( \tilde{g}^{kl} D^i D_i X^0 - D^k D^j X^0 \right) \delta g_{kl}. \quad (2.102)$$
Comparing with the last two lines of (2.101), we see that \((***)\) differs from the desired expression by a divergence term. Further, all the volume terms in (2.29) have at this stage been accounted for. Now, this divergence term leads to one more boundary integral, with integrand equal to

\[
-N\sqrt{g} \left( D^n X^0 \tilde{g}^{ij} \delta g_{ij} + D_k X^0 \delta \tilde{g}^{kn} \right)
\]

\[
= -N\sqrt{\tilde{g}} D_k X^0 \left( \tilde{g}^{ij} \tilde{g}^{nk} - \tilde{g}^{ik} \tilde{g}^{jn} \right) \delta g_{ij}
\]

\[
= -2N \left( \sqrt{\tilde{g}^{nn}} D_n X^0 + D_C X^0 \frac{\tilde{g}^{nC}}{\sqrt{\tilde{g}^{nn}}} \right) \delta \lambda
\]

\[
+ N\lambda \tilde{g}^{AC} \partial_C X^0 \left( \frac{\tilde{g}^{nB}}{\sqrt{\tilde{g}^{nn}}} \delta g_{AB} + \sqrt{\tilde{g}^{nn}} \delta g_{nA} \right) .
\]

(2.103)

The before-last line above will be part of \(L_X \lambda\).

Adding all the results above, and using the formula for \(L_X \lambda\) (see (B.5), Appendix B)) we end up with the following identity when \(X = X^0 \partial_0\):

\[
\int_{\gamma} (L_X g_{kl} \delta P^{kl} - L_X P^{kl} \delta g_{kl}) + 2 \int_{\partial \gamma} (L_X \alpha \delta \lambda - L_X \lambda \delta \alpha + \lambda \nu^A \partial_A X^0 \delta \alpha)
\]

\[
= \int_{\partial \gamma} \partial_A X^0 \left[ N\lambda \sqrt{\tilde{g}^{nn}} \delta \left( \frac{\tilde{g}^{nA}}{\tilde{g}^{nn}} \right) + \sqrt{g} \left( \frac{N^A \delta N^n}{N} - \frac{N^n \delta N^A}{N} \right) \right]
\]

\[
+ \int_{\partial \gamma} X^0 (2\nu \delta Q - 2\nu^A \delta Q_A + \nu Q^{AB} \delta g_{AB}) + 16\pi \int_{\partial \gamma} X^0 \partial_A \left[ \pi^{nn} \delta \left( \frac{\pi^{nA}}{\pi^{nn}} \right) \right]
\]

\[
+ 16\pi \int_{\gamma} X^0 (-2\delta E^0 + E^{\mu\nu} \delta g_{\mu\nu}) .
\]

(2.104)

Using the identity

\[
N^A = \nu^A + N^n \left( \frac{\tilde{g}^{nA}}{\tilde{g}^{nn}} \right) ,
\]

one finds

\[
\int_{\partial \gamma} \partial_A X^0 \left[ N\lambda \sqrt{\tilde{g}^{nn}} \delta \left( \frac{\tilde{g}^{nA}}{\til{g}^{nn}} \right) + \sqrt{g} \left( \frac{N^A \delta N^n}{N} - \frac{N^n \delta N^A}{N} \right) - 2\nu^A \delta \alpha \right]
\]

\[
= \int_{\partial \gamma} \partial_A X^0 N\sqrt{g} g^{nn} \delta \left( \frac{g^{nA}}{g^{nn}} \right) = -16\pi \int_{\partial \gamma} X^0 \partial_A \left[ \pi^{nn} \delta \left( \frac{\pi^{nA}}{\pi^{nn}} \right) \right] .
\]

This, together with some obvious cancelations of boundary terms in (2.104) ends the proof of (2.29). \(\square\)

3 The Kerr-de Sitter metrics

We wish to analyse (2.3) for metrics defined on a half-cylinder \([0, \infty) \times S^2\) which asymptote to a periodic spacelike hypersurface in a maximal extension of the
Kerr-de Sitter metric. (The reader is referred to [9], or [18] and references therein, for a discussion of maximal extensions.) Locally, in Boyer-Lindquist coordinates [9, p. 102], the metric takes the form

\[ g = \rho^2 \left( \frac{1}{\Delta_r} dt^2 + \frac{1}{\Delta_\theta} d\theta^2 \right) + \frac{\sin^2(\theta) \Delta_\theta}{\rho^2 \Xi^2} (adt - (r^2 + a^2) d\varphi)^2 - \frac{\Delta_r}{\rho^2 \Xi^2} (dt - a \sin^2(\theta) d\varphi)^2, \]

where

\[ \rho^2 = r^2 + a^2 \cos^2(\theta), \]

\[ \Delta_r = (r^2 + a^2) \left( 1 - \frac{\Lambda}{3} r^2 \right) - 2mr, \]

\[ \Delta_\theta = 1 + \frac{a^2 \Lambda}{3} \cos^2(\theta), \]

\[ \Xi = 1 + \frac{a^2 \Lambda}{3}, \]

with \( t \in \mathbb{R}, r \in \mathbb{R}, \) and \( \theta, \varphi \) being the standard coordinates parameterizing the sphere.

Above we have used the standard notation \((t, r, \theta, \varphi)\) for the Boyer-Lindquist coordinates. This leads to a conflict of notation, as in all our considerations so far \( t \) was a parameter along the Hamiltonian flow. The Boyer-Lindquist coordinate \( t \) would correspond to the coordinate \( y^0 \) in our previous considerations in cases in which the initial data surface is given by \( \{ t = 0 \} \). Note, however, that such coordinates can work at most in regions where \( \partial_t \) is spacelike, so the identification of the Boyer-Lindquist coordinate \( t \) with \( y^0 \) is also to be avoided. Our explicit calculations will be done for a boundary surface \( \partial V \) taken to be one of the coordinate-surfaces \( \{ t = \text{const} \ r = \text{const} \} \), before passing with the boundary to infinity.

Throughout we will assume \( \Lambda > 0 \) and \( a \neq 0 \); the case \( a = 0 \) has been covered in [12], while the case \( \Lambda < 0 \) is briefly discussed in Appendix E.

We will keep away from zeros of \( \rho \), where the geometry is singular, and ignore the trivial coordinate singularities \( \sin(\theta) = 0 \). Recall that the metric (3.1) can be smoothly extended across the zeros of \( \Delta_r \), which become Killing horizons in the extended spacetime. Note that under our assumptions \( \Delta_r \) has at least two and up to four distinct real zeros. A projection diagram for a natural maximal analytic extension in the case of four distinct real zeros is shown in Figure 3.1, see [18] for the remaining cases. The figure illustrates clearly that KdS spacetimes with the corresponding range of parameters contain complete periodic spacelike hypersurfaces. Inspection of the remaining diagrams in [18] shows that complete periodic spacelike hypersurfaces meeting an infinite number of Killing horizons exist only when \( \Delta_r \) has four distinct real zeros. In the remaining cases there exist asymptotically cylindrical complete spacelike hypersurfaces which intersect only one or two horizons.
Figure 3.1: A projection diagram for the Kerr-Newman - de Sitter metric with four distinct zeros of $\Delta r$, from [18]. The pattern continues indefinitely in all directions.
When $m = 0$, an explicit coordinate transformation bringing the metric to the usual de Sitter form can be found in [9, p. 102], see (E.2) below, compare [2, 29, 40].

In what follows the following formula will be useful:

$$
\lambda := \sqrt{\det g_{AB}} = \sin(\theta) \sqrt{\Delta \theta \Xi \Delta \theta (r^2 + a^2) - a^2 \Delta_r \sin^2(\theta)}.
$$

(3.6)

4 Hamiltonian flows for asymptotically Kerr-de Sitter metrics

Recall (2.35), which we rewrite as

$$
\int_Y \big( \mathcal{L}_{Xg_{kl}} \delta P^{kl} - \mathcal{L}_{X} P^{kl} \delta g_{kl} \big) + 2 \int_{\partial Y} \big( \mathcal{L}_{X^0} \alpha \delta \lambda - \mathcal{L}_{X^0} \lambda \delta \alpha \big) + 16\pi \int_Y X^0 \mathcal{E}^{\mu \nu} \delta g_{\mu \nu} - 2 X^\mu \delta \mathcal{E}_\mu^0
$$

\[= \int_{\partial Y} X^0 \big( 2 \nu \delta Q - 2 \nu A \delta Q_A + \nu Q^{AB} \delta g_{AB} \big) + \int_{\partial Y} \big( 2 Y^k \delta P^{n}_k - Y^n P^{kl} \delta g_{kl} \big), \]

\[=: \theta_b(S, X). \]

(4.1)

The subscript "b" stands for "boundary".

Given a compact spacelike surface $S$ and a spacetime vector field $X$ defined along $S$, $\theta_b(S, X)$ is thus the "non-dynamical" boundary term from our variational identity. $\theta_b$ can be thought of as a one-form on the space of vacuum initial data.

As such, we consider the collection of vacuum initial data which approach Kerr-de Sitter initial data in an asymptotically periodic end, together with first derivatives. (A large class of such initial data has been constructed in [15, 20, 23].) Our aim is to calculate $\theta_b$ for such metrics.

Now, the value of the integral defining $\theta_b(S, X)$ approaches the value of the same integral calculated in an exact Kerr-de Sitter metric when $S$ is moved to infinity along the end. So, the problem of calculating $\theta_b$ for asymptotically Kerr-de Sitter metrics is reduced to one of calculating this integral for exact Kerr-de Sitter metrics.

In spite of various attempts, we have not been able to carry out a direct calculation of $\theta_b(S, X)$ for the metric (3.1) on a general surface $t = \text{const}$, $r = \text{const}'$. However, one can proceed as follows:

Equation (4.1) shows that, for all metric variations within the family of exact Kerr-de Sitter or Kerr-anti de Sitter metrics, and for all Killing vectors $X$ of those metrics we have

$$
\theta_b(S, X) = \theta_b(S', X),
$$

(4.2)

whenever there exists a spacelike or timelike hypersurface $Y$ so that $\partial Y = S \cup S'$.

In particular, if $S$ is a sphere

$$
S_{\tau, \rho} := \{ t = \tau, \ r = \rho \}.
$$
in a region where the slices \( \{ t = \text{const} \} \) are timelike or spacelike, we obtain

\[
\partial_r (\theta_b(S_{t,r}, X)) = 0. \tag{4.3}
\]

Since the Kerr-de Sitter metric is \( t \)-independent, it obviously holds that

\[
\partial_t (\theta_b(S_{t,r}, X)) = 0. \tag{4.4}
\]

We conclude that we can choose any convenient value of \( t \) and \( r \) to calculate \( \theta_b(S_{t,r}, X) \) within each of the regions, where \((t, r, \theta, \varphi)\) form a coordinate system.

Although this is not immediately apparent, it is the case that the integrand depends smoothly upon the metric when approaching the Killing horizons, hence surfaces lying on the boundaries of the relevant regions can also be used to calculate the integral at a bifurcation surface \( \Delta_r = 0 \). This simplifies the calculations enough to make them tractable.

The reader should keep in mind that when seeking a primitive for \( \theta_b \) on bifurcation spheres, variations \( \delta m \) and \( \delta a \) have to be accompanied with a variation \( \delta r \) of \( r \) so that \( \delta \Delta_r = 0 \).

4.1 “Energy”

As such, the condition \( \Delta_r = 0 \) implies that \( \nu = 0 \) and \( Q = 0 \); recall that \( \nu^\theta = 0 \) everywhere in our coordinates. Denoting by \( \int_{\Delta_r=0} \) the limit \( \lim_{\epsilon \to 0} \int_{\Delta_r=\epsilon} \), we find

\[
\int_{\Delta_r=0} \left(-2\nu^A \delta Q_A + \frac{2a}{r^2 + a^2} \int_{\Delta_r=0} \delta \theta_b = \frac{16\pi a}{r^2 + a^2} \delta \left( \frac{ma}{\Xi} \right) \right),
\]

\[
\int_{\Delta_r=0} \nu Q^{AB} \delta g_{AB} = \frac{\partial_r \Delta_r}{\Xi(r^2 + a^2)} \delta \left( \frac{4\pi(r^2 + a^2)}{\Xi} \right).
\]

To obtain the above, the following formulae are useful:

\[
\nu^\varphi = -a \frac{(a^2 + r^2) \Delta_\theta - \Delta_r}{(a^2 + r^2)^2 \Delta_\theta - a^2 \sin^2(\theta) \Delta_r} = \Delta_r = 0 - \frac{a}{a^2 + r^2}, \tag{4.5}
\]

\[
Q_\varphi = \frac{ma \sin^3(\theta)}{\Xi^2 \rho^4} \left[(r^2 - a^2)\rho^2 + 2r^2(r^2 + a^2)\right], \tag{4.6}
\]

\[
\nu = \frac{1}{\sqrt{|\hat{g}^{00}|}} = \frac{\sqrt{\Delta_r \Delta_\theta \rho}}{\Xi \sqrt{(a^2 + r^2)^2 \Delta_\theta - a^2 \sin^2(\theta) \Delta_r}}, \tag{4.7}
\]

\[
\nu Q^{AB} \delta g_{AB} = Q_{CD} \hat{g}^C \hat{g}^D \delta g_{AB} = -Q_{CD} \hat{g}^C \hat{g}^D \]

\[
= -\nu \lambda \left(Lg_{AB} - L_{AB}\right) \delta \hat{g}^{AB}
\]

\[
= \nu \lambda \left(L \hat{g}^{AB} \delta g_{AB} + L_{AB} \delta \hat{g}^{AB}\right)
\]

\[
= \nu \lambda \left(\frac{1}{\rho^2} \partial_r (\sqrt{\Delta_r \rho}) \times \frac{1}{\chi^2} \delta(\lambda^2) + \frac{\sqrt{\Delta_r}}{2\rho} \partial_r g_{AB} \delta \hat{g}^{AB}\right)
\]
\[
\nu \left( \frac{2}{\rho^2} \partial_r (\sqrt{\Delta_r} \rho) \delta \lambda + \frac{\lambda \sqrt{\Delta_r}}{2\rho} \partial_r g_{AB} \delta \tilde{g}^{AB} \right) = \Delta_r = 0 \frac{2\sqrt{\Delta_r}}{\Xi(a^2 + r^2)} \partial_r (\sqrt{\Delta_r}) \delta \lambda,
\]
(4.8)

\[
\sqrt{\Delta_r} \partial_r (\sqrt{\Delta_r}) = \frac{1}{2} \partial_r \Delta_r = r - m - \frac{r \Lambda}{3} (2r^2 + a^2),
\]
\[
\lambda = \frac{\sin(\theta)}{\sqrt{\Delta_\theta}} \sqrt{\Delta_\theta (r^2 + a^2)^2 - a^2 \Delta_r \sin^2(\theta)} = \Delta_r = 0 \frac{\sin(\theta)}{\Xi} (r^2 + a^2).
\]
(4.9)

We also note
\[
J := \frac{1}{8\pi} \int_{S^2} P r \phi = \frac{1}{8\pi} \int_{S^2} Q \phi = \frac{ma}{\Xi^{3/2}},
\]
(4.10)

where the last equality can be used to simplify the calculation of the term \( \int_{\Delta_r = 0} \delta Q \).

From \( \delta \Delta_r = 0 \) we get
\[
\frac{1}{2} \partial_r \Delta_r \delta r = r \delta m - (1 - \frac{\Lambda}{3} r^2) a \delta a.
\]
Finally, we are led to
\[
\int_{\Delta_r = 0} 2\nu \delta Q - 2\nu^A \delta Q^A + \nu Q^{AB} \delta g_{AB}
\]
\[
= 16\pi \frac{a}{r^2 + a^2} \delta \frac{ma}{\Xi^{3/2}} + 4\pi \frac{\partial_r \Delta_r}{\Xi(r^2 + a^2)} \delta \left( \frac{r^2 + a^2}{\Xi} \right)
\]
\[
= \frac{16\pi}{\Xi^{3/2}} \delta \left( \frac{m}{\Xi^{3/2}} \right).
\]
(4.11)

The last equality is not completely obvious, and its proof proceeds as follows:
\[
\frac{a}{r^2 + a^2} \delta \frac{ma}{\Xi^{3/2}} + \frac{1}{4} \frac{\partial_r \Delta_r}{\Xi(r^2 + a^2)} \delta \left( \frac{r^2 + a^2}{\Xi} \right)
\]
\[
= \frac{a}{r^2 + a^2} \delta \frac{ma}{\Xi^{3/2}} + \delta \frac{\partial_r \Delta_r}{\Xi(r^2 + a^2)} \left( r \delta r + a \delta a \right) + \frac{1}{4} \frac{\partial_r \Delta_r}{\Xi} \delta \frac{1}{\Xi}
\]
\[
= \frac{1}{\Xi^{3/2}} \delta m - \frac{r \Lambda}{3 \Xi^{3/2}} a \delta a + \frac{1}{4} \left[ \frac{2ma^2}{r^2 + a^2} + \frac{1}{2} (r - m) - \frac{r \Lambda}{6} (2r^2 + a^2) \right] \delta \frac{1}{\Xi}
\]
\[
= \delta \left( \frac{m}{\Xi^{3/2}} \right) + \left( r - \frac{\Lambda}{3} r^3 - \frac{2mr^2}{r^2 + a^2} - \frac{1}{2} m \right) \delta \frac{1}{\Xi^{3/2}}
\]
(4.12)

where the following identity is useful:
\[
- \frac{\Lambda}{3 \Xi^{3/2}} a \delta a = \frac{1}{2} \delta \frac{1}{\Xi}.
\]

Equation (4.12) is equivalent to the statement:

**Proposition 4.1** The flow generated by the vector field
\[
X = \sqrt{\Xi} \partial_t
\]
is Hamiltonian, with Hamiltonian \( H_X \) given by
\[
E := H_{\sqrt{\Xi}} = \frac{m}{\Xi^{3/2}}.
\]
(4.14)
4.2 Angular momentum

There is a standard calculation which shows that \( \theta_b(S,t,\partial_\varphi) \) is, up to a multiplicative factor, the variation of total angular momentum, which we reproduce here for completeness; compare Proposition 2.5. For this, let \( X \) be any vector field tangent to \( V \). The divergence theorem and the vacuum vector constraint equation \( D_k P^{ki} = 0 \) give

\[
-J := \frac{1}{\gamma} \int_{\partial V} P^i X_i dS_i = \frac{1}{\gamma} \int_V P^i D_i X_j = \frac{1}{2\gamma} \int_V P^{ij} \mathcal{L}_X g_{ij}.
\]

(4.15)

Hence, if \( X \) does not depend upon the metric and is further tangent to \( \partial V \),

\[
-\delta J = \frac{1}{2\gamma} \int_V \delta P^{ij} \mathcal{L}_X g_{ij} + P^{ij} \mathcal{L}_X \delta g_{ij}
\]

\[
= \frac{1}{2\gamma} \int_V \delta P^{ij} \mathcal{L}_X g_{ij} + \mathcal{L}_X (P^{ij} \delta g_{ij}) - \mathcal{L}_X P^{ij} \delta g_{ij}
\]

\[
= \frac{1}{2\gamma} \int_V \delta P^{ij} \mathcal{L}_X g_{ij} - \mathcal{L}_X P^{ij} \delta g_{ij})
\]

\[
+ \frac{1}{2\gamma} \int_{\partial V} P^{ij} \delta g_{ij} X_k dS_k,
\]

(4.16)

providing the usual Hamiltonian formula for angular momentum:

\[
-\delta J = \frac{1}{2\gamma} \int_V \frac{\partial g_{ij}}{\partial \varphi} \delta P^{ij} - \frac{\partial P^{ij}}{\partial \varphi} \delta g_{ij}.
\]

Comparing with (4.1), we obtain an alternative proof of Proposition 2.5 for vector fields tangent to \( S \):

\[
\theta_b(S,t,\partial_\varphi) = -2\gamma \delta J.
\]

(4.17)

When \( X \) remains tangent to \( \mathcal{V} \) but is allowed to depend on the metric, there arises a supplementary term

\[
\frac{1}{2\gamma} \int_V P^{ij} \mathcal{L}_X g_{ij} = \frac{1}{\gamma} \int_{\partial V} P^i_j \delta X^j dS_i.
\]

(4.18)

We see that whenever \( \delta X \) is a Killing vector (which is the case in our considerations here), or when \( \delta X \) vanishes at \( \partial \mathcal{V} \), the integral (4.18) vanishes.

From (4.11) we obtain

\[
\theta_b(S,t,\partial_\varphi) = -2\gamma \delta J = -16\pi \delta \left( \frac{ma}{E^2} \right).
\]

(4.19)

\(^2\)The minus sign in (4.15) has been intriguing to us. In this context it is helpful to realize that in a field theory where the energy density is given by \( T_{00} \), energy-conservation in its usual form requires the momentum density to be defined as \( -T_{0i} \). A simple consistency check is provided by a massless scalar field of the form \( \phi = f(x - vt) \), where the minus sign is needed to have the field momentum positively directed along the velocity vector. Compare [7].
4.3 The Henneaux-Teitelboim vector field

In [29], in the closely related case of negative cosmological constant, the authors consider the vector field

\[ X_{HT} := \partial_t + \frac{\Lambda a}{3\Xi} \partial_\phi. \]  

(4.20)

The volume part of the variational formula (2.3) is linear in \( X \), which gives

\[ \theta_b(S_{t,r}, X_{HT}) = \theta_b(S_{t,r}, \partial_t) + \frac{\Lambda a}{3\Xi} \theta_b(S_{t,r}, \partial_\phi). \]

(4.21)

Hence,

\[ \theta_b(S_{t,r}, X_{HT}) = 16\pi \left[ \frac{1}{\Xi^{1/2}} \delta \left( \frac{m}{\Xi^{3/2}} \right) - \frac{\Lambda a}{3\Xi} \delta \left( \frac{ma}{\Xi^2} \right) \right] \]

\[ = \frac{16\pi}{\Xi} \delta \left( \frac{m}{\Xi^2} \right). \]  

(4.22)

We see that \( X_{HT} \) is not Hamiltonian.

On the other hand, (4.22) and our remaining considerations so far show that:

**Proposition 4.2** The vector field

\[ X = \Xi X_{HT} \equiv \Xi \partial_t + \frac{\Lambda a}{3} \partial_\phi \]  

(4.23)

generates a Hamiltonian flow on the space of metrics, with Hamiltonian \( H_X \) given by

\[ H_{\Xi X_{HT}} = \frac{m}{\Xi^2}. \]  

(4.24)

4.4 Kerr-Schild coordinates

In [9, p.102] it is emphasized that the Kerr-de Sitter metric is asymptotically de Sitter as it tends to the de Sitter metric in the limit as \( r \) goes to infinity. One way of making this precise is to invoke the Kerr-Schild coordinates, with a de Sitter background metric. Following [2, 26] we use the coordinate transformation

\[ d\tau = \frac{1}{\Xi} dt + \frac{2mr}{\left(1 - \frac{r^2\Lambda}{3}\right) \Delta_r} dr, \]

\[ d\phi = d\varphi - \frac{a\Lambda}{3\Xi} dt + \frac{2mr a}{(r^2 + a^2) \Delta_r} dr \]  

(4.25)

to obtain

\[ g = g_{dS} + \frac{2mr}{\rho^2} (k_\mu dx^\mu)^2, \]  

(4.26)

with

\[ g_{dS} = -\frac{\Delta_\theta}{\Xi} d\tau^2 + \frac{\rho^2}{\left(1 - \frac{r^2\Lambda}{3}\right)(r^2 + a^2)} dr^2 + \frac{\rho^2}{\Delta_\theta} d\theta^2. \]
The metric \( g_{dS} \) is the de Sitter metric in unusual coordinates, which can be verified by using \([9, 26]\) to find the transformation

\[
R^2 = \frac{r^2 \Delta \theta + a^2 \sin^2(\theta)}{\Xi},
\]

\[
R^2 \sin^2(\Theta) = \frac{r^2 + a^2}{\Xi} \sin^2(\theta),
\]

\[
T = \tau,
\]

\[
\Phi = \phi
\]

between (4.28) and the de Sitter metric in static coordinates:

\[
g_{dS} = -(1 - \frac{\Lambda R^2}{3})dT^2 + \frac{1}{1 - \frac{\Lambda R^2}{3}}dR^2 + R^2 (d\Theta^2 + \sin^2(\Theta)d\Phi^2). \tag{4.29}
\]

The vector \( k^\mu \partial_\mu \) is null both for \( g \) and \( g_{dS} \).

According to the above, the natural “time-evolution” Killing vector \( X_{KS} \) in the Kerr-Schild setting is

\[
X_{KS} \equiv \partial_\tau = \Xi \partial_t + \frac{a\Lambda}{3} \partial_\phi.
\]

This coincides with the vector field (4.23), with the associated Hamiltonian given by (4.24). We can also calculate directly:

\[
\theta_b(S_{t,r}, X_{KS}) = \Xi \theta_b(S_{t,r}, \partial_t) + \frac{a\Lambda}{3} \theta_b(S_{t,r}, \partial_\phi)
\]

\[
= 16\pi \left[ \Xi^{1/2} \delta \left( \frac{m}{\Xi^{3/2}} \right) - \frac{a\Lambda}{3} \delta \left( \frac{ma}{\Xi^{3/2}} \right) \right]
\]

\[
= 16\pi \delta \left( \frac{m}{\Xi^{3/2}} \right). \tag{4.31}
\]

5 All Killing vector fields generating Hamiltonian flows

We have seen that the “energy functional”

\[
E := \frac{m}{\Xi^{3/2}}
\]

generates the flow of the vector field \( \sqrt{\Xi} \partial_t \), while the “angular momentum functional”

\[
J := \frac{ma}{\Xi^{3/2}}
\]

generates the flow of \( -\partial_\phi \). This allows us to prove the following:
Theorem 5.1 A vector field \( X \) defined along an initial data hypersurface \( S \) which asymptotes to a Kerr-de Sitter Killing vector field as one recedes to infinity along an asymptotically KdS end,

\[
X \to \chi \sqrt{\Xi} \partial_t + \beta \partial_\varphi,
\]

where \( \chi \) and \( \beta \) are allowed to depend upon \( J \) and \( E \), but not upon coordinates, generates a Hamiltonian flow on the space of initial data sets with one asymptotically Kerr-de Sitter end if and only if

\[
\frac{\partial \chi}{\partial J} + \frac{\partial \beta}{\partial E} = 0.
\]

If (5.2) holds, the Hamiltonian \( H_X = H_X(E, J) \) generating the flow of initial data associated to \( X \) is the unique, up to a constant, solution of the equations

\[
\partial_E H_X = \chi, \quad \partial_J H_X = -\beta.
\]

Proof: Let us denote by \( \mathcal{V}_R \subset \mathcal{S} \) a family of domains with smooth boundaries \( S_R \) such that \( S_R \) is homologous to spheres of constant \( t \) and \( r \) in the asymptotically KdS region of \( \mathcal{S} \), with \( \bigcup \mathcal{V}_R = \mathcal{S} \).

Let \( X_1 \) denote any vector field which asymptotes to \( \sqrt{\Xi} \partial_t \), and let \( X_2 \) denote any vector field which asymptotes to \( \partial_\varphi \). Then the vector field

\[
X_3 := X - \chi X_1 - \beta X_2
\]
asymptotes to zero.

We have seen that, for all vacuum variations of asymptotically KdS initial data it holds that

\[
\lim_{R \to \infty} \chi \int_{\mathcal{V}_R} \left( \mathcal{L}_{X_1} g_{kl} \delta P^{kl} - \mathcal{L}_{X_1} P^{kl} \delta g_{kl} \right) + 2 \lim_{R \to \infty} \chi \int_{S_R} \mathcal{L}_{X_1} \delta \alpha \delta \lambda - \mathcal{L}_{X_1} \delta g_{kl}
\]

\[
= \lim_{R \to \infty} \chi \theta_b(S_R, X_1) = \chi dE,
\]

\[
\lim_{R \to \infty} \beta \int_{\mathcal{V}_R} \left( \mathcal{L}_{X_2} g_{kl} \delta P^{kl} - \mathcal{L}_{X_2} P^{kl} \delta g_{kl} \right) + 2 \lim_{R \to \infty} \beta \int_{S_R} \mathcal{L}_{X_2} \delta \alpha \delta \lambda - \mathcal{L}_{X_2} \delta g_{kl}
\]

\[
= \lim_{R \to \infty} \beta \theta_b(S_R, X_2) = -\beta dJ.
\]

\[
\lim_{R \to \infty} \int_{\mathcal{V}_R} \left( \mathcal{L}_{X_3} g_{kl} \delta P^{kl} - \mathcal{L}_{X_3} P^{kl} \delta g_{kl} \right) + 2 \lim_{R \to \infty} \int_{S_R} \mathcal{L}_{X_3} \delta \alpha \delta \lambda - \mathcal{L}_{X_3} \delta g_{kl}
\]

\[
= \lim_{R \to \infty} \theta_b(S_R, X_3) = 0.
\]

(In the first two equations, the boundary integrals involving \( \alpha \) and \( \lambda \) vanish because \( \partial_t \) and \( \partial_\varphi \) are asymptotic Killing vectors; in the last equation, all boundary integrals vanish because \( X_3 \) asymptotes to zero.) It easily follows that

\[
\chi \delta E - \beta \delta J = \lim_{R \to \infty} \int_{\mathcal{V}_R} \left( \mathcal{L}_X g_{kl} \delta P^{kl} - \mathcal{L}_X P^{kl} \delta g_{kl} \right)
\]
The left-hand side will be equal to $\delta H_X$, for some function $H_X = H_X(E, J)$, if and only if (5.2) holds. \hfill \Box

The theorem implies that neither the field $\partial_t$, nor the Henneaux-Teitelboim field $X_{HT}$, generate Hamiltonian flows on the space of metrics.

A corollary of Theorem 5.1 is that every Killing vector field of the Kerr-de Sitter metric can be rescaled by an $m$– and $a$–dependent factor so that the rescaled field is Hamiltonian. Indeed, consider a vector field of the form (5.1) which does not satisfy (5.2). Then the vector field

$$\gamma(\chi \sqrt{\Xi} \partial_t + \beta \partial/\partial \varphi)$$

will be Hamiltonian if and only if $\gamma$ is a solution of the ODE

$$\left( \chi \frac{\partial}{\partial J} + \beta \frac{\partial}{\partial E} + \frac{\partial \chi}{\partial J} + \frac{\partial \beta}{\partial E} \right) \gamma = 0. \quad (5.9)$$

This equation can always be solved locally using the method of characteristics.

Note that many such rescalings exist: Suppose that $X$ has been rescaled so that $\gamma X$ has a Hamiltonian $H_{\gamma X}$. Then for any function $f$ the vector field $f'(H_{\gamma X}) \gamma X$ is Hamiltonian, with Hamiltonian

$$H_{f'(\gamma X)} = f(H_{\gamma X}).$$

As an example, we note that the vector field

$$\partial_t - \frac{\Lambda a}{3 \Xi} \partial \varphi = \text{"}X_{KS} \text{"} \text{with } a \text{ replaced by its negative}$$

is not Hamiltonian. But the Killing vector field $\frac{1}{\sqrt{2 \Xi - 1}} \left( \partial_t - \frac{\Lambda a}{3 \Xi} \partial \varphi \right)$ is, with Hamiltonian $\frac{m}{2 \Xi} \sqrt{2 \Xi - 1}$. Similarly $\frac{m}{2 \Xi} \left( \partial_t - \frac{\Lambda a}{3 \Xi} \partial \varphi \right)$ is, with Hamiltonian $\frac{m^2}{2 \Xi} (2 \Xi - 1)$.

Further examples of Hamiltonian vector fields include

$$\frac{\partial a}{\partial M} X_{KS} - \frac{\partial a}{\partial J} \partial \varphi = - \frac{J}{M^2} X_{KS} - \frac{1}{M} \partial \varphi, \quad (5.10)$$

generated by $H = a \equiv J/M$, and

$$\frac{\partial m}{\partial M} X_{KS} - \frac{\partial m}{\partial J} \partial \varphi = \Xi \left[ \left( 1 - \frac{\Lambda J^2}{M^2} \right) X_{KS} - \frac{2 \Lambda J}{3 M} \partial \varphi \right], \quad (5.11)$$

generated by $H = m \equiv M [1 + \Lambda J^2/(3M^2)]^2$.

6 Black hole thermodynamics

“Black hole thermodynamics” can be thought of as considerations based on variational identities involving global invariants such as mass and angular momentum and local invariants associated to event horizons. In stationary spacetimes with a preferred “stationary” Killing vector, say $\bar{X}$, and a Killing horizon,
one proceeds as follows: One defines the total energy $E$ as the Hamiltonian associated to the flow generated by $\dot{X}$. If $\dot{X}$ is tangent to the generators of a horizon with compact cross-sections, a rather general calculation shows that

$$\delta E = \frac{\kappa}{8\pi} \delta A,$$

(6.1)

where $A$ is the area of the section of the horizon, and $\kappa$ is the surface gravity. If, however, $\dot{X}$ is not tangent to the generators, then there must exist another Killing vector $X$ tangent to the generators. In spacetime dimension four, mild supplementary conditions guarantee that one can find a linear combination, say $\eta = \partial_\varphi$, of $\dot{X}$ and $X$ which has $2\pi$ periodic orbits:

$$\dot{X} = X - \Omega \eta.$$  

(6.2)

Note that a specific normalisation of $X$, determined by $\dot{X}$, has been chosen in (6.2). Equation (6.1) is now replaced by

$$\delta E = \frac{\kappa}{8\pi} \delta A + \Omega \delta J.$$  

(6.3)

As already discussed in e.g. [25], a basic problem with this program for Kerr-de Sitter spacetimes is the choice of the Killing vector $\dot{X}$ above. Let us illustrate this with some examples.

### 6.1 $\partial_t$

Suppose, first, that we decide to use the $\partial_t$-vector field of the Boyer-Lindquist coordinates as the preferred Killing vector field $\dot{X}$. As we have seen that this Killing vector is not Hamiltonian, the prescription cannot be applied. This last problem can be fixed by taking instead $\dot{X} = \sqrt{\Xi} \partial_t$, which is associated with the Hamiltonian $m \Xi^{-3/2}$. We will return to this choice in Section 6.3.

### 6.2 $\partial_T$

Yet another choice, which is directly Hamiltonian without the need to do any rescalings, is the Kerr-Schild vector field $X_{KS}$ of (4.23), and let us therefore investigate this choice in detail.

First, some general considerations are in order. In maximally extended Kerr-de Sitter spacetimes, the Killing horizons are located at

$$\Delta_r \equiv (r^2 + a^2) \left(1 - \frac{\Lambda}{3} r^2 \right) - 2mr = 0.$$  

Let $r_*$ be a root of this equation, then it is easily seen from (3.1) that the Killing vector field

$$X_* = \Xi \left( \partial_t + \frac{a}{a^2 + r_*^2} \partial_\varphi \right) = X_{KS} + \left( \frac{a \Xi}{a^2 + r_*^2} - \frac{\Lambda}{3} \right) \partial_\varphi = \partial_T + \frac{a (3 - \Lambda r_*^2)}{3 (a^2 + r_*^2)} \partial_\varphi$$

$$= X_{KS} + \left( \frac{2ma r_*}{(a^2 + r_*^2)^2} \right) \partial_\varphi$$

(6.4)
is tangent to the generators of the corresponding Killing horizon. (In the last equality above the equation satisfied by \( r_\ast \) has been used.)

We have seen that the Hamiltonian mass \( M_H \) associated with \( X_{KS} \) is

\[
M_H = \frac{m}{\Xi^2},
\]

and that the total angular momentum \( J \) is

\[
J = \frac{ma}{\Xi^2} = M_H a.
\]

Using (3.6), the area \( A_\ast \) of the horizon is

\[
A_\ast = 2\pi \int_0^\pi \lambda|_{r=r_\ast} \, d\theta = \frac{2\pi(r_\ast^2 + a^2)}{\Xi} \int_0^\pi \sin(\theta) \, d\theta = \frac{4\pi(r_\ast^2 + a^2)}{\Xi}.
\]

As such, the surface gravity \( \kappa_\ast \) of a Killing horizon \( \mathcal{H}_\ast \) can be defined through the formula

\[
\partial_\mu(X^\alpha X_\alpha)|_{\mathcal{H}_\ast} = -2\kappa_\ast X_\mu.
\]

A convenient procedure to calculate \( \kappa_\ast \) proceeds as follows: let \( b \) be any one-form which extends smoothly across the horizon and such that \( b(X) = 1 \). Then \( \kappa_\ast \) can be obtained as the value at the horizon of minus one half of the left-hand side of (6.8):

\[
\kappa_\ast = -\frac{1}{2}b(\nabla(X^\alpha X_\alpha))|_{\mathcal{H}_\ast}.
\]

Note that the left-hand side is independent of the choice of \( b \), and so is therefore the right-hand side.

Recall [9] that an extension of the Kerr-de Sitter metric (3.1) across a Killing horizon can be obtained by introducing new coordinates

\[
d\hat{v} = dt + \Xi \frac{r^2 + a^2}{\Delta_r} \, dr,
\]

\[
d\hat{\varphi} = d\varphi + \Xi \frac{a}{\Delta_r} \, dr.
\]

Hence the one form

\[
b = \frac{1}{\Xi} dt + \frac{r^2 + a^2}{\Delta_r} \, dr
\]

extends smoothly across the Killing horizon \( \mathcal{H}_\ast \) and satisfies \( b(X_\ast) = 1 \). Thus

\[
\kappa_\ast = -\lim_{r \to r_\ast} \frac{(r^2 + a^2)}{2\Delta_r} g^{rr} \partial_r(g(X_\ast, X_\ast))
\]

\[
= -\lim_{r \to r_\ast} \frac{(r^2 + a^2)}{2\Delta_r} g^{rr} \partial_r(g(X_\ast, X_\ast))
\]

\[
= \frac{\partial_r \Delta_r}{2(r^2 + a^2)} |_{r=r_\ast}.
\]

Here we have used

\[
g^{rr} = \frac{\Delta_r}{r^2 + a^2 \cos^2 \theta},
\]

\[
g(X_\ast, X_\ast) = -\frac{\Delta_r}{a^2 + r_\ast^2} \left( \frac{r_\ast^2 + a^2 \cos^2 \theta}{(a^2 + r_\ast^2)^2} + O((r - r_\ast)^2) \right).
\]

36
We claim that we have, consistently with what has been said above,

\[
\left(1 - \frac{\Lambda}{3} r^2\right) \frac{a}{r^2 + a^2} \frac{m a}{\Xi^{3/2}} \frac{\delta}{\delta J} + \frac{1}{4} \frac{\partial_r \Delta_r}{\kappa_s/2} \delta \left(\frac{r^2 + a^2}{\Xi}\right) = \delta \left( \frac{m}{\Xi^{3/2}} \right),
\]

(6.14)

where \( r = r_s \). Indeed, our variational identities lead to (compare [8, 27, 36–38])

\[
\delta M_H = \frac{1}{8\pi} \kappa_s \delta A + \Omega_s \delta J.
\]

(6.15)

To prove (6.14), we rewrite (4.12) in the form

\[
\frac{a\sqrt{\Xi}}{r^2 + a^2} \frac{m a}{\Xi^{3/2}} + \frac{1}{4} \frac{\partial_r \Delta_r}{\Xi (r^2 + a^2)} \delta \left(\frac{r^2 + a^2}{\Xi}\right) = \delta \left( \frac{m}{\Xi^{3/2}} \right).
\]

(6.16)

Dividing by \( \sqrt{\Xi} \), we are lead to

\[
\frac{a}{r^2 + a^2} \frac{m a}{\Xi^{3/2}} + \frac{1}{4} \frac{\partial_r \Delta_r}{\Xi (r^2 + a^2)} \delta \left(\frac{r^2 + a^2}{\Xi}\right) = \delta \left( \frac{m}{\Xi^{3/2}} \right) + \frac{m}{2\Xi^3} \delta \Xi.
\]

(6.17)

Inserting the identity

\[
\frac{m}{2\Xi^3} \delta \Xi = \frac{\Lambda}{3} \frac{m a}{\Xi^{3/2}} a \delta a = \frac{\Lambda}{3} \left[ \frac{r^2 a}{r^2 + a^2} \frac{m a}{\Xi^{3/2}} - a^2 \frac{\partial_r \Delta_r}{4\Xi (r^2 + a^2)} \delta \left(\frac{r^2 + a^2}{\Xi}\right) \right],
\]

(6.18)

into (6.17) one obtains (6.14).

6.3 \( \sqrt{\Xi} \partial_t \)

The dynamics associated with the vector field \( \sqrt{\Xi} \partial_t \) of Proposition 4.1 is generated by the Hamiltonian

\[
\hat{M}_H := m \Xi^{-3/2}.
\]

We have the decomposition

\[
\sqrt{\Xi} \partial_t = \sqrt{\Xi} \left( \partial_t + \frac{a}{a^2 + r_s^2} \partial_\varphi \right) - \frac{a\sqrt{\Xi}}{a^2 + r_s^2} \partial_\varphi = \Xi^{-1/2} \tilde{X}_s - \Omega_s \partial_\varphi,
\]

(6.19)

where \( \tilde{X}_s \) is tangent to the generators of \( \mathcal{M}_s \). The surface gravity of \( \tilde{X}_s \) is \( \tilde{\kappa}_s = \Xi^{-1/2} \kappa_s \), with \( \kappa_s \) given by (6.12). By inspection of (6.16) one obtains:

\[
\delta \hat{M}_H = \frac{1}{8\pi} \kappa_s \delta A + \Omega_s \delta J.
\]

(6.20)
6.4 \( \kappa_s^{-1}X_s \)

We have seen so far two sets of variational identities of thermodynamical type which are satisfied in Kerr-de Sitter spacetimes, and one can clearly produce an infinite collection of such identities by considering all possible Hamiltonian dynamical systems associated with all Hamiltonian asymptotic Killing vectors of Theorem 5.1. It is thus natural to raise the question, whether any such identities are singled-out by the geometry. It turns out that this is indeed the case, and can be seen as follows:

Recall that the equation \( \Delta_s = 0 \) can have up to four distinct roots, and that there are always at least two distinct zeros when no naked singularities occur. Further, there is always a negative simple root. Consider, then, a Kerr-de Sitter spacetime with \( a^2 \Lambda < 3 \), and choose a non-degenerate Killing horizon \( H^* = \{ r = r^* \} \). There exists precisely one preferred Killing vector associated with this horizon, namely the unique Killing vector which is tangent to \( H^* \) and has surface gravity equal to one:

\[
\tilde{X}^* := \kappa^{-1}_s X^* = \frac{2(r_2^2 + a^2)\Xi}{\partial_t \Delta |_{r=r^*}} \left( \frac{a}{a^2 + r^2} \partial_\varphi \right),
\]

where \( X^* \) has been given in (6.4), and we have used (6.12).

It turns out that \( \tilde{X}^* \) is Hamiltonian. To see this, we rewrite (6.15) as

\[
\delta \left( \frac{A_s}{8\pi} \right) = \frac{1}{\kappa_s} (\delta M_H - \Omega_s \delta J).
\]

This means that the Hamiltonian \( \frac{A_s}{8\pi} \) generates the vector field

\[
\frac{1}{\kappa_s} (X_{KS} + \Omega_s \partial_\varphi) = \kappa^{-1}_s X^*.
\]

Equivalently, the flow of \( \kappa^{-1}_s X^* \) is generated by

\[
\tilde{M}_H := \frac{A_s}{8\pi} = \frac{r_2^2 + a^2}{2\Xi}.
\]

Consider, then, two Killing horizons with areas \( A_a \) and generating Killing vectors \( X_a \). Suppose that \( A_1 \) is non-degenerate and normalise \( X_1 \) to unit surface gravity. We will denote by \( \Omega_{21} \) the relative angular velocity of the second horizon with respect to the first one:

\[
X_1 = \frac{2\Xi}{\partial_t \Delta |_{r=r_1}} \left( (r_1^2 + a^2) \partial_t + a \partial_\varphi \right),
\]

\[
X_2 = \frac{2\Xi}{\partial_t \Delta |_{r=r_2}} \left( (r_2^2 + a^2) \partial_t + a \partial_\varphi \right),
\]

\[
X_1 = \frac{(r_1^2 + a^2) \partial_t \Delta |_{r=r_2}}{(r_2^2 + a^2) \partial_t \Delta |_{r=r_1}} X_2 + \frac{2a \Xi (r_2^2 - r_1^2)}{(r_2^2 + a^2) \partial_t \Delta |_{r=r_1}} \partial_\varphi.
\]
We then have the variational identity
\[ \delta \left( \frac{A_1}{8\pi} \right) = \frac{\kappa_{21}}{8\pi} \delta A_2 + \Omega_{21} \delta J \]
\[ = \frac{\kappa_2}{8\pi \kappa_1} \delta A_2 + \frac{\Omega_2 - \Omega_1}{\kappa_1} \delta J, \] (6.25)
with \( \kappa_i \) given by (6.12), and \( \Omega_i \) given by the last line of (6.4).

For Schwarzschild-de Sitter spacetime, the areas \( A_* \) are determined by \( r_2^2 \), and we note the following relation between the roots of the polynomial \( \Delta r \big|_{a=0} \)
\[ r_1^2 + r_1 r_2 + r_2^2 = \frac{3}{\Lambda} =: \ell^2 \] (6.26)
which allows one to express explicitly \( A_1 \) as a function of \( A_2 \).

In the general case \( a \neq 0 \), (6.7) can be rewritten as
\[ A_* = 4\pi \ell^2 \frac{M^2 r_*^2 + J^2}{M^2 \ell^2 + J^2}; \] recall that \( M = \Xi^{-2} m \) and \( J = M a, \ell^2 = 3\Lambda^{-1}. \) (6.27)

This can be solved for \( r_* \) as a function of \( A_*, M \) and \( J \):
\[ r_*^2 = \frac{(\ell^2 M^2 + J^2)A_* - 4\pi \ell^2 J^2}{4\pi \ell^2 M^2}. \] (6.28)

Rewriting the equation \( \Delta r = 0 \) as
\[ (r^2 + a^2)^2 \left( 1 - \frac{\Lambda}{3} r^2 \right)^2 - 4m^2 r^2 = 0 \] (6.29)
one obtains, dropping stars:
\[ z^2 (1 - z)^2 - 4z \mu^2 - 4j^2 (z - 1) = 0, \] (6.30)
where
\[ z := A/(4\pi \ell^2), \mu := \ell^{-1} M, \text{ and } j = \ell^{-2} J. \] (6.31)

Let \( z_a, a = 1, 2, \) be two distinct roots of (6.30). Eliminating \( \mu \) between the resulting equations, one finds the relation
\[ z_1 z_2 (1 - 2z_1 - 2z_2 + z_1 z_2 + z_1^2 + z_2^2) = 4j^2. \] (6.32)

This can be explicitly solved for \( z_2(z_1) \), but the resulting formulae are not very illuminating. A detailed analysis of the resulting equations will be presented elsewhere.

A Notations

We summarize some of our notations, which largely follow [33] with, however, some exceptions:

The coordinates \( y^\mu \) are always local coordinates on the spacetime \( \mathcal{M} \). In Section 2 the coordinates \((t, \vec{x})\) are local coordinates on \( \mathbb{R} \times \Sigma \). However, \( t \)
denotes a Boyer-Lindquist time coordinate when discussing Kerr-de Sitter and asymptotically Kerr-de Sitter metrics.

The coordinate $y^0$ is constant on $V := \psi_0(V)$.

The symbol $\tilde{g}^{ij}$, with $i, j \in \{1, \ldots, n\}$, denotes the $n$-dimensional inverse of the metric $g_{ij}$ induced on the level sets of $\psi_t(V)$. Strictly speaking, we have a one-parameter family of metrics $g_{ij}(t)$, but we will not use this notation. We use the symbol $D$ to denote the covariant derivative operator of $g_{ij}$.

The coordinate $y^n$ is constant on $\partial V$.

The symbol $\hat{g}^{ab}$, with $a, b \in \{0, 1, \ldots, n-1\}$, denotes the $n$-dimensional inverse of the metric $g_{ab}$ induced on the level sets of $y^0$.

The symbol $\tilde{\tilde{g}}^{AB}$, with $A, B \in \{1, \ldots, n-1\}$, denotes the $(n-1)$-dimensional inverse of the metric $g_{AB}$ induced on $\partial V$.

B Lie derivatives of geometric fields on $V$

The aim of this appendix is to derive the derivative operators which are obtained by restricting the Lie derivative of spacetime objects to a non-characteristic hypersurface. For composite objects such that $\alpha$ or $\lambda$, the method is to use systematically the chain-rule together with the spacetime expression for the Lie derivative of the relevant components of the metric. We use the ADM decomposition of the metric:

\[ g^{kl} = \tilde{g}^{kl} - \frac{N^k}{N^2} N^l, \quad g_{0k} = \frac{N^k}{N^2}, \quad N^2 = -\frac{1}{\sqrt{\tilde{g}}}, \quad g_{00} = N^k N_k - N^2. \] (B.1)

Here, as elsewhere, we let $X = X^0 \partial_0 + Y$, with $Y = X^i \partial_i$. We will use the symbol $\mathcal{L}_X$ to denote the restriction to the hypersurface $\{y^0 = \text{const}\}$ of the spacetime Lie derivative operator, while $\mathcal{L}_Y$ is the usual Lie derivative operator on the level sets of the function $y^0$, viewed as an $n$-dimensional manifold of its own.

B.1 The induced metric

We start with the following straightforward formulae:

\[ \mathcal{L}_X g_{kl} = X^0 \partial_0 g_{kl} + N_k \partial_l X^0 + N_l \partial_k X^0 + \mathcal{L}_Y g_{kl}, \] (B.2)
\[ \mathcal{L}_X \tilde{g}^{kl} = -\tilde{g}^{kl} \tilde{X}^0 \partial_0 \tilde{g}^{kl} - \tilde{N}^k \tilde{N}^l \tilde{X}^0 - \tilde{N}^l \tilde{N}^k \tilde{X}^0 + \mathcal{L}_Y \tilde{g}^{kl}. \] (B.3)

B.2 The volume density $\lambda$

We pass now to

\[ \lambda^2 = \det g_{AB} = \det g_{\mu \nu} \left( g^{00} g^{nn} - g^{0n} g^{0n} \right), \]

which can equivalently be written as

\[ \left( -g^{00} g^{nn} + g^{0n} g^{0n} \right)^{1/2} = \frac{\lambda}{N \sqrt{\tilde{g}}} = \frac{\sqrt{\tilde{g}^{nn}}}{N}. \]
The definition of the Lie derivative
\[ \mathcal{L}_X g^{\mu\nu} = X^\lambda \partial_\lambda g^{\mu\nu} - \partial_\alpha X^\mu g^{\alpha\nu} - \partial_\alpha X^\nu g^{\mu\alpha} \]
together with
\[ \mathcal{L}_X \sqrt{|\det g_{\alpha\beta}|} = \partial_\mu \left( X^\mu \sqrt{|\det g_{\alpha\beta}|} \right) \] (B.4)
gives the following for \( X \) of the form \( X = X^0 \partial_0 \):
\[ \mathcal{L}_X \lambda = X^0 \partial_0 \lambda + \left( N^A - \frac{\tilde{g}^{nA}}{\tilde{g}^{nn}} N^n \right) \lambda \partial_A X^0 = X^0 \partial_0 \lambda + \lambda \nu^A \partial_A X^0. \] (B.5)
For further reference we have
\[ \mathcal{L}_X \pi^{\mu\nu} = \partial_\lambda \left( X^\lambda \pi^{\mu\nu} \right) - \partial_\alpha X^\mu \pi^{\alpha\nu} - \partial_\alpha X^\nu \pi^{\mu\alpha}. \] (B.6)

### B.3 The angle \( \alpha \)
Using the definition (2.76) of \( q \) and (B.3), we get
\[ \frac{2}{q} \mathcal{L}_X q = \frac{2}{g^{0n}} \mathcal{L}_X g^{0n} - \frac{1}{g^{00}} \mathcal{L}_X g^{00} - \frac{1}{g^{nn}} \mathcal{L}_X g^{nn}, \]
which gives, again for \( X = X^0 \partial_0 \),
\[ \mathcal{L}_X q = X^0 \partial_0 q - \frac{\tilde{g}^{nk}}{\sqrt{|g^{00}g^{nn}|}} \partial_k X^0, \] (B.7)
and finally for \( q = \sinh \alpha \) we have the following:
\[ \mathcal{L}_X \alpha = X^0 \partial_0 \alpha - \frac{\tilde{g}^{nk}}{\cosh \alpha \sqrt{|g^{00}g^{nn}|}} \partial_k X^0 = X^0 \partial_0 \alpha - \frac{N \tilde{g}^{nk}}{\sqrt{|g^{nn}|}} \partial_k X^0. \] (B.8)

### B.4 The ADM momentum
The definition (2.52) of \( P^{kl} \) can be rewritten as follows:
\[ P^{kl} := \sqrt{\det g_{mn}} \left( K \tilde{g}^{kl} - K^{kl} \right) \]
\[ = \frac{1}{\sqrt{|g^{00}|}} \sqrt{\det g_{mn}} \Gamma^0_{mn} \left( \tilde{g}^{mk} \tilde{g}^{nl} - \tilde{g}^{mn} \tilde{g}^{kl} \right) \]
\[ = K_{mn} \left( \tilde{g}^{mk} \tilde{g}^{nl} - \tilde{g}^{mn} \tilde{g}^{kl} \right) \] (B.9)
(summation over spatial indices \( m, n \) only), where we have defined the purely spatial tensor density
\[ K_{mn} := \sqrt{|\det g_{\alpha\beta}|} \Gamma^0_{mn} \equiv -\sqrt{\det g_{mn}} K_{mn}. \]

Now, when \( X \) has no zeros, \( \dot{P}^{kl} \) can be defined as a derivative with respect to time, as calculated in a coordinate system in which \( X = \partial_t \). This definition
implies the Leibniz rule. Applying it to (B.9), we express $\dot{P}^{kl}$ in terms of “dots” acting on $\Gamma^\lambda_{\mu\nu}$ and $g_{\mu\nu}$, i.e. in terms of Lie derivatives of the metric and of the connection. To obtain the general formula, valid for any vector field, we use (2.22) to obtain

$$L_X \Gamma^\lambda_{\mu\nu} = \nabla_\mu \nabla_\nu X^\lambda - X^\sigma R^\lambda_{\nu\sigma\mu}$$

$$= \partial_\mu \partial_\nu X^\lambda + \Gamma^\lambda_{\mu\sigma} \partial_\nu X^\sigma - \Gamma^\sigma_{\mu\nu} \partial_\sigma X^\lambda + X^\sigma \partial_\sigma \Gamma^\lambda_{\mu\nu}.$$

$$L_X \Gamma^0_{kl} = \partial_k \partial_l X^0 + \Gamma^0_{kn} \partial_l X^n + \Gamma^0_{kl} \partial_n X^0 + \Gamma^0_{ko} \partial_k X^0$$

$$- \Gamma^0_{kl} \partial_0 X^0 - \Gamma^0_{kl} \partial_n X^0 + X^\sigma \partial_\sigma \Gamma^0_{kl}.$$  \(\text{(B.10)}\)

Recall that $A_{0k} = \Gamma^0_{k0} - \frac{1}{2} \Gamma^\lambda_{k\lambda}$. Using the constraints (2.44)

$$A_{0k} = - \frac{1}{2g^{00}} \left( \partial_k \pi^0 + 2A_{0k} \right)$$

$$= - \frac{1}{2} \partial_k \left( g^{00} \sqrt{|\det g_{\alpha\beta}|} \right) - \Gamma^0_{k0} g^{0l}$$

$$= - \frac{1}{2} \partial_k \sqrt{|\det g_{\alpha\beta}|} - \frac{1}{2} \frac{\partial_k g^{00}}{g^{00}} - \Gamma^0_{k0} g^{0l},$$  \(\text{(B.11)}\)

together with the formula

$$\Gamma^\lambda_{k\lambda} = \partial_k \sqrt{|\det g_{\alpha\beta}|}$$  \(\text{(B.12)}\)

we find

$$\Gamma^0_{k0} = - \frac{1}{2} \frac{\partial_k g^{00}}{g^{00}} - \Gamma^0_{k0} \frac{g^{0l}}{g^{00}}.$$

The identity

$$g_{m0} \Gamma^0_{kl} + g_{mn} \Gamma^n_{kl} = \Gamma_{nkl} = g_{mn} \tilde{\Gamma}^n_{kl}$$

implies

$$\Gamma^n_{kl} = \tilde{\Gamma}^n_{kl} - g^{mn} g_{m0} \Gamma^0_{kl} = \tilde{\Gamma}^n_{kl} + \frac{g^{n0}}{g^{00}} \Gamma^0_{kl},$$  \(\text{(B.13)}\)

where $\tilde{\Gamma}^n_{kl}$ describes the spatial connection on hypersurfaces $\{t = \text{const}\}$. Inserting (B.13) and (B.12) into (B.10) we obtain

$$L_X \Gamma^0_{mn} = D_m D_n X^0 + X^\sigma \partial_\sigma \Gamma^0_{mn} + \Gamma^0_{mk} \partial_n X^k + \Gamma^0_{nk} \partial_m X^k - \Gamma^0_{mn} \partial_0 X^0 - \frac{g^{0k}}{g^{00}} \left( \Gamma^0_{mn} \partial_k X^0 + \Gamma^0_{mk} \partial_n X^0 + \Gamma^0_{nk} \partial_m X^0 \right)$$

$$- \frac{1}{2g^{00}} \left( \partial_m g^{00} \partial_n X^0 + \partial_n g^{00} \partial_m X^0 \right),$$

where $D$ denotes the covariant derivative in each hypersurface $\{y^0 = \text{const}\}$ separately. Using now (B.4), we are led to

$$L_X K_{mn} = L_X \left( \sqrt{|\det g_{\alpha\beta}|} \Gamma^0_{mn} \right).$$
\[
\Gamma^0_{mn} X^\sigma \partial_\sigma \left( \sqrt{\left| \det g_{\alpha \beta} \right|} + \sqrt{\left| \det g_{\alpha \beta} \right|} L_X \Gamma^0_{mn} \right)
\]
\[
= X^0 \partial_0 K_{mn} + \sqrt{\left| \det g_{\alpha \beta} \right|} D_m D_n X^0
\]
\[
+ \partial_k \left( X^k K_{mn} \right) + K_{mk} \partial_n X^k + K_{nk} \partial_m X^k
\]
\[
- \frac{g_{k0}}{g_{00}} \left( K_{mn} \partial_k X^0 + K_{mk} \partial_n X^0 + K_{nk} \partial_m X^0 \right)
\]
\[
- \frac{\sqrt{\left| \det g_{\alpha \beta} \right|}}{2g_{00}} \left( \partial_m g_{00} \partial_n X^0 + \partial_n g_{00} \partial_m X^0 \right). \]

Using ADM notation, we have \( \sqrt{\left| \det g_{\alpha \beta} \right|} = N \sqrt{\left| \det g_{mn} \right|} \) and
\[
\mathcal{L}_X K_{mn} = X^0 \partial_0 K_{mn} + N \sqrt{\left| \det g_{mn} \right|} D_m D_n X^0 + \mathcal{L}_X K_{mn}
\]
\[
+ N^k (K_{mn} \partial_k X^0 + K_{mk} \partial_n X^0 + K_{nk} \partial_m X^0)
\]
\[
+ \frac{\sqrt{\left| \det g_{mn} \right|}}{\left| \det g_{mn} \right|} \left( \partial_m N \partial_n X^0 + \partial_n N \partial_m X^0 \right). \]

On the other hand,
\[
\mathcal{L}_X \left( \tilde{g}^m g^n - \tilde{g}^{mn} g_{kl} \right) = \tilde{g}^m \mathcal{L}_X g^m - \tilde{g}^{mn} \mathcal{L}_X g_{mn} - \tilde{g}^{kl} \mathcal{L}_X g_{kl}. \]

Consequently
\[
\mathcal{L}_X \left( \tilde{g}^m \tilde{g}^n - \tilde{g}^{mn} \tilde{g}_{kl} \right) = X^0 \partial_0 \left( \tilde{g}^m \tilde{g}^n - \tilde{g}^{mn} \tilde{g}_{kl} \right) + \mathcal{L}_X \left( \tilde{g}^m \tilde{g}^n - \tilde{g}^{mn} \tilde{g}_{kl} \right)
\]
\[
- \left\{ \tilde{g}^{mn} \left( N^r \tilde{g}^{lr} + N^l \tilde{g}^{nr} \right) + \tilde{g}^{kl} \left( N^m \tilde{g}^{kr} + N^k \tilde{g}^{mr} \right) \right\} \partial_r X^0. \]

Finally, we obtain:
\[
\mathcal{L}_X P^{kl} = \mathcal{L}_X \left\{ K_{mn} \left( \tilde{g}^m \tilde{g}^n - \tilde{g}^{mn} \tilde{g}_{kl} \right) \right\}
\]
\[
= X^0 \partial_0 P^{kl} + \mathcal{L}_X P^{kl} + N \sqrt{\left| \det g_{mn} \right|} \left( D^k D^l X^0 - \tilde{g}^{kl} \Delta X^0 \right)
\]
\[
+ N^r \left( P^{kl} \partial_r X^0 + K^k_r D^l X^0 + K^l_r D^k X^0 - 2 \tilde{g}^{kl} K^m_r \partial_m X^0 \right)
\]
\[
+ \sqrt{\left| \det g_{mn} \right|} \left( D^k N D^l X^0 + D^l N D^k X^0 - 2 \tilde{g}^{kl} D^m N \partial_m X^0 \right)
\]
\[
- \left\{ K^k_r \left( N^m \tilde{g}^{lr} + N^l \tilde{g}^{mr} \right) + K^l_r \left( N^m \tilde{g}^{kr} + N^k \tilde{g}^{mr} \right) \right\} \partial_r X^0. \]

After obvious cancelations we obtain the desired formula:
\[
\mathcal{L}_X P^{kl} = X^0 \partial_0 P^{kl} + \mathcal{L}_X P^{kl} + N \sqrt{\left| \det g_{mn} \right|} \left( D^k D^l X^0 - \tilde{g}^{kl} \Delta X^0 \right)
\]
\[
+ \left\{ \sqrt{\left| \det g_{mn} \right|} \left( \tilde{g}^{lr} D^k N + \tilde{g}^{kr} D^l N - 2 \tilde{g}^{kl} D^r N \right) \right\} \partial_r X^0. \] (B.14)
C Stationarity with respect to variations of the field \( X \)

One of the consequences of Theorem 2.2 is, that variations of \( X \) enter formula (2.3) with vanishing coefficients. In this appendix we give an alternative proof of this, under the supplementary assumptions that \( X \) is a space-time vector field, which is everywhere transverse to \( \mathcal{V} \), with \( \nu \) without zeros, and assuming variations of the map \( \psi \) which leave \( \mathcal{V} \) invariant.

Given a field \( X \) on \( \mathcal{M} \) which is transversal with respect to a hypersurface \( \mathcal{V} \), and give a variation field \( \delta X \), we choose an arbitrary 1-parameter family \( X(\lambda) \) of (transversal) vector fields such that \( X(0) = X \), fulfilling:

\[
\delta X = \frac{\partial}{\partial \lambda} \bigg|_{\lambda=0} X(\lambda). \tag{C.1}
\]

A possible contribution of the variation of \( X \) to the right-hand side of formula (2.3) is linear with respect to \( \delta X \). We denote it by \( \mathcal{A}(\delta X) \).

Let \( g^{X(\lambda)}_t \) be the local flow generated by \( X(\lambda) \). We set

\[
\mathbb{R} \times \mathcal{V} \ni (t,x) \mapsto \phi^X_\lambda(t,x) = g^{X(\lambda)}_t(x). \tag{C.2}
\]

Next, given a field configuration \( g \) on \( \mathcal{M} \), we define a 1-parameter family \( g(\lambda) \) of metric tensors as

\[
g(\lambda) := (\phi^*_\lambda)^{-1} g \iff \phi^*_\lambda g(\lambda) = \phi^*_0 g(0) = g. \tag{C.3}
\]

This means that in local coordinates \((t,x^i)\) in a neighborhood of \( \mathcal{V} \) as in (C.2), the metric coefficients \( g_{\mu\nu}(\lambda) \) of \( g(\lambda) \) do not depend upon \( \lambda \):

\[
g_{\mu\nu}(\lambda) = g_{\mu\nu}.
\]

So, from the point of view of the manifold

\[
\mathbb{R} \times \Sigma \supset \mathbb{R} \times V \approx \mathbb{R} \times \mathcal{V}
\]

and the above coordinate system on it, the resulting variations satisfy

\[
\delta g_{\mu\nu} \equiv \delta g_{\mu\nu} = \frac{\partial}{\partial \lambda} \bigg|_{\lambda=0} g_{\mu\nu}(\lambda) \equiv 0,
\]

and, therefore, all the terms in the right-hand side of formula (2.3) vanish.

Now, it has been shown in [33] that (2.3) is coordinate invariant. This implies that the right-hand side of (2.3) vanishes when calculated in any coordinates \((x^\alpha)\) on \( \mathcal{M} \), not necessarily the ones adapted to the flow of \( X(\lambda) \) as above. Observe that by (C.3) we have

\[
\delta g = \frac{\partial}{\partial \lambda} \bigg|_{\lambda=0} g(\lambda) = \frac{\partial}{\partial \lambda} \bigg|_{\lambda=0} (\phi^*_\lambda)^{-1} g = -\mathcal{L}_Z g,
\]
where the Lie derivative $\mathcal{L}_Z g$ of the metric $g$ is calculated with respect to the field

$$Z(t, x) := \frac{\partial}{\partial \lambda} \bigg|_{\lambda=0} \phi_\lambda(t, x).$$

Hence, the sum of all contributions of $\delta_\psi g_{\mu\nu}$ to the right-hand side of (2.3) is canceled by the contribution $\mathcal{A}(\delta X)$ of $\delta X$. In other words: $\mathcal{A}(\delta X)$ is equal to the contribution of $\delta g = \mathcal{L}_Z g$.

In fact, this last contribution vanishes identically. To show this, observe that $Z$ vanishes identically on $\mathcal{V}$ because $\phi_\lambda(0, x) = x$ for every $x \in \mathcal{V}$. This implies that variations of all the Cauchy data, i.e. $\delta g_{kl}, \delta P_{kl}$ and, therefore, also $\delta \lambda$ and $\delta g_{AB}$, together with Cauchy data of matter fields: $\delta \varphi$ and $\delta \rho$, vanish identically. The only non-vanishing contribution could, therefore, come from $\delta \mathcal{Q}, \delta \mathcal{Q}_A$ and $\delta \alpha$. Hence, the total contribution of these fields, according to (2.3), is equal to:

$$\mathcal{A}(\delta X) = \frac{1}{\gamma} \int_{\partial \mathcal{V}} \left( \dot{\lambda} \delta \alpha + \nu \delta \mathcal{Q} - \nu^A \delta \mathcal{Q}_A \right). \quad \text{(C.4)}$$

These quantities obey, however, the following identities:

$$\delta \mathcal{Q} = - \frac{1}{\nu} \left( \dot{\lambda} - \partial_A (\nu^A) \right) \delta \alpha, \quad \text{(C.5)}$$

$$\mathcal{Q}_A + P^n_A = - \lambda \partial_A \alpha, \quad \text{(C.6)}$$

$$\delta \mathcal{Q}_A = - \lambda \partial_A \delta \alpha \quad \text{(C.7)}$$

(see Equations (7.11)-(7.13) in [33]). Inserting (C.5) and (C.7) into (C.4) and integrating by parts they cancel each other, so that $\mathcal{A}(\delta X) = 0$.

For further reference, we note the following formulae for the variation of the remaining fields involved:

$$\delta g_{AB} = 0,$$

$$\delta g_{00} = \delta(X|X) = 2(X|\delta X) = -2\nu \delta \nu + 2\nu_A \delta \nu^A,$$

$$\delta g_{0A} = \delta(X|\partial A) = g_{AB} \delta \nu^B.$$  

Moreover, using the invariance of $\mathcal{Q} = \nu Q^{00}$ and $\mathcal{Q}_A = Q^{00}_A$, we have:

$$0 = \delta (\nu Q^{00}) = Q^{00}_0 \delta \nu + \nu \delta Q^{00},$$

$$0 = \delta Q^{00}_A = \delta \left( Q^{00}_0 g_{0A} + Q^{AB}_B g_{BA} \right),$$

whence,

$$\delta Q^{00} = - \frac{1}{\nu} Q^{00}_0 \delta \nu,$$

$$\delta Q^{0B} = - \tilde{g}^{BA} (g_{0A} \delta Q^{00} + Q^{00}_0 \delta g_{0A}) = Q^{00} \left( \frac{1}{\nu} \nu^B \delta \nu - \delta \nu^B \right).$$
D Spacelike vectors in adapted coordinates

In this appendix we show that the variational formula (2.3) for vector fields $X$ tangent to the initial data surface coincides with (2.34). For simplicity, and consistency with [33] we assume variations that satisfy the linearized constraint equations.

Using (2.90), one can define a Hamiltonian by performing a Legendre transformation which leads to the so-called “purely metric” formula (9.1) in Kijowski’s paper [33]:

$$-\delta \overline{H} = \frac{1}{16\pi} \int_V \left( \dot{P}^{kl} \delta g_{kl} - \dot{g}_{kl} \delta P^{kl} \right) + \frac{1}{8\pi} \int_{\partial V} (\dot{\lambda} \delta \alpha - \dot{\alpha} \delta \lambda)$$

$$+ \frac{1}{16\pi} \int_{\partial V} Q^{ab} \delta g_{ab},$$

(D.1)

where

$$\overline{H} = -\frac{1}{8\pi} \int_{\partial V} P_{0}^{0} = -\frac{1}{8\pi} \int_{\partial V} \left[ \sqrt{\det g_{cd}} (\dot{g}^{00} L_{00} + \frac{1}{2} (n - 3) L) \right].$$

(D.2)

For the purpose of the calculation here, it is convenient to change the notation so far as follows: Instead of $P^{kl}$ we write $P_{V}^{kl}$, and instead of $Q^{ab}$ we write $P_{T}^{ab}$. This notation emphasizes the fact that those fields describe the “ADM momentum” of the surface $V$, respectively the “world tube” $T$ obtained by flowing $\partial V$ along the vector field $X$:

$$T := \{ \mathcal{G}^X_t (x) | x \in \partial V \}.$$

In the case of current interest, where $X$ is tangent to $V$ both surfaces coincide, hence so do the corresponding ADM momenta.

In this notation, (D.1) takes the form

$$\frac{1}{8\pi} \delta \int_{\partial V} P_{T}^{0} = \frac{1}{16\pi} \int_V \left( \dot{P}^{kl} \delta g_{kl} - \dot{g}_{kl} \delta P^{kl} \right) + \frac{1}{8\pi} \int_{\partial V} (\dot{\lambda} \delta \alpha - \dot{\alpha} \delta \lambda)$$

$$+ \frac{1}{16\pi} \int_{\partial V} X^{n} P_{T}^{kl} \delta g_{kl} .$$

(D.3)

So far the variation $\delta X$ of $X$ was assumed to be zero, and we used adapted coordinates so that $X = \partial_0$. The reader is warned that $\partial_0$ has nothing to do with a time coordinate in space-time, but is related to a parameter along the flow of $X$. Now, we want to rewrite the formula in a way which allows variations of $X$. For this purpose observe that the upper index 0 in (D.3) describes the transversal, or “normal” (with respect to $\partial V$) direction, which we denote by $n$, whereas the lower index 0 describes the direction of the field $X$. Hence:

$$P_{T}^{0} = P_{T}^{n} X^{k} .$$

This leads to an associated rewriting of (D.3):

$$\frac{1}{8\pi} \int_{\partial V} X^{k} P_{T}^{n} = \frac{1}{16\pi} \int_V \left( \dot{P}^{kl} \delta g_{kl} - \dot{g}_{kl} \delta P^{kl} \right) + \frac{1}{8\pi} \int_{\partial V} (\dot{\lambda} \delta \alpha - \dot{\alpha} \delta \lambda)$$

$$+ \frac{1}{16\pi} \int_{\partial V} X^{n} P_{T}^{kl} \delta g_{kl} .$$

(D.4)
Observe, now, that for \( X \) tangent to \( V \) we have \( \alpha \equiv 0 \) (see formula (2.5)). Using further \( P_{\mathcal{T}}^{kl} = P_{V}^{kl} \), we are led to

\[
\frac{1}{16\pi} \int_{\partial V} 2X^{k}\delta P_{V}^{n} - X^{n}P_{V}^{kl}\delta g_{kl} = \frac{1}{16\pi} \int_{V} \left( \dot{P}_{V}^{kl}\delta g_{kl} - \dot{g}_{kl}\delta P_{V}^{kl} \right), \tag{D.5}
\]

where a “dot” denotes the Lie derivative with respect to \( X \). This is a particular case, with \( V = \mathcal{T} \), of formula (2.3), and coincides with (2.34) within the collection of solutions of field equations, as desired.

For further reference, we note that in fact we also have the pointwise identity:

\[
2\nu\delta Q - 2\nu A\delta Q_{A} + \nu Q^{AB}\delta g_{AB} = 2X^{k}\delta P_{V}^{n} - X^{n}P_{V}^{kl}\delta g_{kl}. \tag{D.6}
\]

which is equivalent to (2.90) when \( X \) is tangent to \( V \).

\section*{E Negative \( \Lambda \)}

There exists a clear prescription how to calculate the Hamiltonian mass of a family of metrics asymptotic to a fixed background metric [10]. This is the case for Kerr-anti de Sitter metrics with negative cosmological constant, which are all asymptotic to the anti de Sitter metric [13, 14, 21, 29]. We emphasise that this the key difference between \( \Lambda < 0 \) and \( \Lambda > 0 \), as considered in this work: there is no single metric to which the Kerr de Sitter metrics converge as one recedes to infinity along asymptotically periodic ends of initial data sets.

More precisely, we use the standard form of the background anti de Sitter metric,

\[
b = - \left( 1 + \frac{R^{2}}{\ell^{2}} \right) dT^{2} + \left( 1 + \frac{R^{2}}{\ell^{2}} \right)^{-1} dR^{2} + R^{2} \left( d\Theta^{2} + \sin^{2}{\Theta} d\Phi^{2} \right), \tag{E.1}
\]

where, as usual, \( \ell^{2} = -3/\Lambda \). We consider the space of initial data sets for the vacuum Einstein equations which along \( \mathcal{I} := \{T = 0\} \) approach the initial data for \( b \) as \( R \) tends to infinity at a rate made precise in (E.11) below. We wish to check whether the Kerr-de Sitter metrics can be put in the relevant form, and calculate their Hamiltonian mass.

In this appendix we apply this prescription to the Kerr-anti de Sitter metrics. As such, for such metrics the mass is not a global invariant anymore, but the component of a linear functional on the set of KIDs for the anti-de Sitter metrics [11, 17], which transforms as a Lorentz covector under asymptotic isometries of the anti de Sitter background. We will ignore the remaining components of the functional and consider only the “energy component”, since the transformation properties of the associated object are well understood.

When \( \Lambda < 0 \) and \( \Xi > 0 \) (as needed for non-singular rotating black holes with negative cosmological constant [14, 29]), to calculate the Hamiltonian mass we need to find the leading order behaviour of the metric and compare it to anti de Sitter. For this one needs first to transform the Boyer-Lindquist form of the
metric to a new coordinate system defined by (see, e.g., [2])

\[ T = \Xi \frac{t}{r}, \]

\[ R^2 = \frac{1}{\Xi} \left( r^2 \Delta_\theta + a^2 \sin^2(\theta) \right), \]

\[ R \cos(\Theta) = r \cos(\theta), \]

\[ \Phi = \varphi - a \frac{\Lambda}{2\Xi} t, \] \hspace{1cm} (E.2)

Under (E.2) we have, with expansions for large \( R \),

\[ g_{TT} = \Xi^2 g_{tt} + \frac{2\Xi a\Lambda}{3} g_{t\varphi} + \frac{a^2 \Lambda^2}{9} g_{\varphi\varphi} \]
\[ = \frac{\Lambda R^2}{3} - 1 + \frac{72 \sqrt{6} m}{R (a^2 \Lambda - a^2 \Lambda \cos(2\Theta) + 6)^{5/2}} + O(R^{-2}), \] \hspace{1cm} (E.3)

\[ g_{T\Phi} = \Xi g_{t\varphi} + \frac{a\Lambda}{3} g_{\varphi\varphi} \]
\[ = - \frac{72 \sqrt{6} a^2 m \sin^2(\Theta)}{R (a^2 \Lambda - a^2 \Lambda \cos(2\Theta) + 6)^{5/2}} + O(R^{-2}), \] \hspace{1cm} (E.4)

\[ g_{RR} = - \frac{108 \sqrt{6} m}{\Lambda R^2 - \frac{\Lambda^2 R^4}{R^2}} + O(R^{-6}), \] \hspace{1cm} (E.5)

\[ g_{R\Theta} = \frac{216 \sqrt{6} a^2 m \sin(2\Theta)}{(a^2 \Lambda - a^2 \Lambda \cos(2\Theta) + 6)^{5/2}} + O(R^{-5}), \] \hspace{1cm} (E.6)

\[ g_{\Theta\Theta} = R^2 + \frac{108 \sqrt{6} a^4 m \sin^2(2\Theta)}{R^3 (a^2 \Lambda - a^2 \Lambda \cos(2\Theta) + 6)^{7/2}} + O(R^{-4}), \] \hspace{1cm} (E.7)

\[ g_{\Phi\Phi} = R^2 \sin^2(\Theta) \]
\[ + \frac{72 \sqrt{6} a^2 m \sin^4(\Theta)}{R (a^2 \Lambda - a^2 \Lambda \cos(2\Theta) + 6)^{5/2}} + O(R^{-2}). \] \hspace{1cm} (E.8)

To calculate the Hamiltonian mass of the Kerr-anti de Sitter metrics we can use the results of [21]: For this, let \( b = b_{\mu\nu} dx^\mu dx^\nu \) denote the anti de Sitter metric in the coordinate system (4.29). Let \( e_\hat{\alpha}, \hat{\alpha} \in \{0, 1, 2, 3\} \) be the following ON frame for \( b \),

\[ e_0 = \frac{1}{\sqrt{1 + \frac{R^2}{\ell^2}}} \partial_T, \quad e_1 = \sqrt{1 + \frac{R^2}{\ell^2}} \partial_R, \quad e_2 = \frac{1}{R} \partial_\varphi, \quad e_3 = \frac{1}{R \sin(\Theta)} \partial_\varphi. \] \hspace{1cm} (E.9)

Define

\[ e^{\mu\nu} := g^{\mu\nu} - b^{\mu\nu}, \] \hspace{1cm} (E.10)

and let \( e^{\hat{\alpha}\hat{\beta}} \) denote the components of \( e^{\mu\nu} \) in the coframe dual to \( \{e_\hat{\alpha}\} \). If there exists \( \epsilon > 0 \) such that

\[ e^{\hat{\alpha}\hat{\beta}} = O(R^{-3/2-\epsilon}), \quad e_\epsilon(e^{\hat{\alpha}\hat{\beta}}) = O(R^{-3/2-\epsilon}), \] \hspace{1cm} (E.11)
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then the Hamiltonian mass $M_H$ of a hypersurface $\{t = \tau\}$ equals [21, Equation (5.22)]

$$M_H = \lim_{R \to \infty} \frac{R^3}{16\pi \ell^2} \int_{S_{\tau,R}} (R \partial_R e^{\hat{A} \hat{A}} - 2e^{11}) d^2 S$$

$$= \lim_{R \to \infty} \frac{R^3}{16\pi \ell^2} \int_{S_{\tau,R}} (-R \partial_R e^{\hat{A} \hat{A}} + 2e_{11}) d^2 S \quad (E.12)$$

(summation over $\hat{A}$).

One finds

$$e_{11} = (1 + \frac{R^2}{\ell^2}) (g_{RR} - b_{RR})$$

$$= -\frac{36 (\sqrt{6}m)}{R^3 \left( \Lambda \left(a^2 \Lambda - a^2 \Lambda \cos(2\Theta) + 6\right)^{3/2}\right)} + O(R^{-4}), \quad (E.13)$$

$$e_{12} = O(R^{-4}), \quad (E.14)$$

$$e_{22} = \frac{1}{R^2} (g_{\Theta \Theta} - b_{\Theta \Theta})$$

$$= \frac{108 \sqrt{6} a^4 m \sin^2(2\Theta)}{R^5 \left(a^2 \Lambda - a^2 \Lambda \cos(2\Theta) + 6\right)^{7/2}} + O(R^{-6}), \quad (E.15)$$

$$e_{33} = \frac{1}{R^2 \sin^2(\Theta)} (g_{\Phi \Phi} - b_{\Phi \Phi})$$

$$= \frac{72 \sqrt{6} a^2 m \sin^2(\Theta)}{R^3 \left(a^2 \Lambda - a^2 \Lambda \cos(2\Theta) + 6\right)^{5/2}} + O(R^{-4}), \quad (E.16)$$

$$e_{00} = \frac{216 (\sqrt{6}m)}{R^3 \left( \Lambda \left(a^2 \Lambda - a^2 \Lambda \cos(2\Theta) + 6\right)^{5/2}\right)} + O(R^{-4}), \quad (E.17)$$

$$e_{03} = \frac{216 (\sqrt{2}a m \sin^3(\Theta))}{R \left( \sqrt{-\Lambda} \left(a^2 \Lambda - a^2 \Lambda \cos(2\Theta) + 6\right)^{5/2}\right)} + O(R^{-2}), \quad (E.18)$$

with vanishing remaining components. The fall-off requirements are therefore satisfied, and we obtain a mass integrand

$$-\frac{36 (\sqrt{6}m \left(a^2(-\Lambda) + a^2 \Lambda \cos(2\Theta) + 12\right)}{R^3 \left( \Lambda \left(a^2 \Lambda - a^2 \Lambda \cos(2\Theta) + 6\right)^{5/2}\right)} + O(R^{-4})$$

which integrates over $S^2$ to

$$M_H = \frac{9m}{(a^2 \Lambda + 3)^2} = \frac{m}{\Xi^2}. \quad (E.19)$$

**F Conformal Yano-Killing tensors**

In four-dimensional spacetimes admitting non-trivial conformal Yano-Killing (CYK) tensors $Y_{\alpha\beta}$, or asymptotic CYK tensors, global invariants can be defined by integrating $Y_{\alpha\beta} C^{\alpha\beta\gamma\delta}$ over two-dimensional submanifolds (cf., e.g.,
In Kerr-de Sitter spacetime [35] a solution of the CYK equations is given by

$$Y := r \sin \theta d\theta \wedge [(r^2 + a^2) d\phi - adt] + a \cos \theta dr \wedge (dt - a \sin^2 \theta d\phi) .$$  \hspace{1cm} (F.1)

The Hodge dual of $Y$ is also a CYK tensor:

$$*Y = a \cos \theta \sin \theta d\theta \wedge [(r^2 + a^2) d\phi - adt] + r dr \wedge (a \sin^2 \theta d\phi - dt) .$$  \hspace{1cm} (F.2)

According to [3, p. 17], these two tensors form a basis of the set of solutions. As discussed extensively above, there is no unique choice of a preferred Killing vector $X$ which can be used to define mass. Similarly, when we define the mass via CYK tensor, we have a freedom to multiply $Y$ by any function of $m$ and $a$, and there does not seem to be a preferred choice for asymptotically KdS metrics.

The Weyl tensor for KdS depends on the cosmological constant $\Lambda$ in a non-trivial way. Surprisingly enough, the CYK–Weyl contractions $F(C, Y) := Y^{\lambda\kappa} C_{\mu\nu\lambda\kappa}$ and $F(C, *Y) := *Y^{\lambda\kappa} C_{\mu\nu\lambda\kappa}$ do not depend on $\Lambda$, which results in the following closed two-forms:

$$F(C, Y) = \frac{4m}{\rho^4} \left\{ [r^2 - a^2 \cos^2 \theta] \sin \theta d\theta \wedge [(r^2 + a^2) d\phi - adt] + 2ar \cos \theta dr \wedge [a \sin^2 \theta d\theta - dt] \right\} ,$$  \hspace{1cm} (F.3)

$$F(C, *Y) = \frac{4m}{\rho^4} \left\{ 2ar \sin \theta \cos \theta d\theta \wedge [adt - (r^2 + a^2) d\phi] + [r^2 - a^2 \cos^2 \theta] dr \wedge (a \sin^2 \theta d\phi - dt) \right\} ,$$  \hspace{1cm} (F.4)

where $\rho^2 = r^2 + a^2 \cos^2 \theta$. Integration of (F.3) over a sphere $r = \text{const.}$ and $t = \text{const.}$ gives

$$\frac{1}{16\pi} \int_S F(C, Y) = m ,$$  \hspace{1cm} (F.5)

while a similar integral for (F.4) vanishes.
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