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Abstract
This paper deals with peer learning and, in particular, with the phenomena of exclusion; it proposes to model a group of learners where everyone has his own behaviour that expresses his way of following a curriculum. The focus is on individual motivations that avoid disadvantage certain individuals while optimising behaviour at the community level; in this context, the approach is based on the belief that the induced learning dynamics can be clarified by the contribution of agent-based modelling and its entry into the field of peer learning simulation. Flat learning means here that every learner features the same initial skill level, along with the same opportunities to learn both independently and with the help of peers. To address this topic the paper proposes the Flat Peer Learning agent-based computational model inspired by the Vygotsky’s social and learning theory. The paper shows that even if strict equity could be guaranteed, educators would still be faced with the dilemma of having to choose between optimising the learning process for the group or preventing exclusion for some.
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Introduction

While peer learning has been successfully applied in various discipline-based education research agenda, much is left to understand about the underlying dynamics of skill improvement among learners. For instance, little is known about how both peer learning and independent learning processes affect one another in a group of learners [15, 16, 23].

The originality of the approach resides in a focus on looking for causes that go beyond the role of intelligence, family environment, social status,... or even the fact that schools guarantee a level playing field for all children; rather, but without...
ignoring the relevance of it all, the paper explores the causes that may be basically inherent in the very process of knowledge diffusion in a network of peer learners [37]. Beyond the empirical evidence that peer learning works, the question arises as to how it works. Answering this type of question should enable practitioners to design increasingly adaptable and effective forms of peer learning. As Abrami et al. [5] wrote “For many years peer learning was under-theorised, supported by old sayings such as to teach is to learn twice [...] A number of researchers have conducted work with strong implications for building theory in peer learning; however, a plethora of theories does not help the hard-pressed practitioner.”. One way to supplement existing empirical evaluations is to develop abstract models featuring explanatory and predictive capabilities with respect to the knowledge diffusion dynamics. Such approaches have been previously leveraged in psychology and sociology where agent-based modelling (hereinafter ABM) has established itself as an useful tool [28, 32, 33].

This paper proposes an ABM approach to model a group of learners able to increase their skill level through independent study and by engaging in peer learning; it is based on flat learning and reciprocal tutoring.

**Flat peer learning**

Although recent years have been marked by a greater awareness of equitable practices in peer learning, it is not easy to know/measure the implication of these efforts towards greater equity [21].

Most often, from the earliest age, children are grouped together in a classroom according to their age; although this limits the differences in the initial levels, it is unfortunately not sufficient to ensure strict equity and, moreover, this practice does not guarantee similar learning abilities. The model we proposed is based on strict equity which requires that every learner features the same initial skill level, along with the same capability to learn independently or with the help of peers. As no such perfectly homogeneous group would naturally occur in a real educational settings, this aspect may seem unrealistic at first sight; however, it is precisely this impossibility which justifies using simulations to focus exclusively on the intrinsic properties of the process, independently of the particularities of any specific group of learners. We use the term flat-learning here to underline the fact that such a learning system does not exist in real life, even though it may be a goal to which one could aspire.

**Reciprocal tutoring**

Interest in reciprocal mentoring has also greatly increased in recent years, as it allows everyone to be both helper and helped, avoiding discrimination on the basis of ability and status [5, 18]. It is again the concern not to differentiate the actors in the peer learning process that motivates us to make the hypothesis of reciprocal tutoring. Such approach avoids having questionable results because they may be biased by a multitude of confounding factors arising from the learners’ individual
characteristics; simulating an homogeneous group eliminates such factors and helps us to isolate the very properties that are inherent to the underlying learning dynamics.

Although this paper focuses exclusively on reciprocal learning, we do not deny the importance of teacher-to-student interactions; indeed, the two approaches are complementary and a combination, closer to the daily reality of learners and pedagogues, is supposed to generate a form of synergy [9, 11, 30].

**Purposes**

In real peer learning situations, there are both endogenous and exogenous causes that interact with each other; while being aware of this, it is however relevant to focus on the role of the former and in particular to highlight what in the learning process is due to endogenous causes independently of the exogenous ones.

The primary model’s purpose is to gain insights on the exclusion phenomenon whereby a learner ends up not being able to improve his skills and falls behind his classmates or within a group engaged in distance learning. On-line learning has developed over the last decade and, since the COVID-19 epidemic, it has become even more central to people’s lives. In addition, the constraint of spatial separation has led learners, pupils or students, to go outside the school or academic framework; in this context relational networks have played a central role in promoting learning interactions between people. The concomitance of these two trends shows that the issues raised by peer learning, and in particular that of dropping out, are essential today and are likely to remain relevant in the future [36].

Simulations will answer the following questions: (i) does the exclusion phenomenon manifest itself despite homogeneity among learners? (ii) compared to independent learning, to what extent does peer learning support the learning process? (iii) what factors affect the emergence of exclusion? (iv) can we maximize the global learning performance and, at the same time, minimize exclusion? These questions are different from both educational studies focusing on establishing the impact of a given pedagogical intervention on a given group of students, or educational studies leveraging data mining or machine learning techniques on interactions and performance data [6, 20]. The approach is in the vein of the work on the one-dimensional, probabilistic and totalistic CA cellular automata where peer learning have been reformulated as a synchronization problem [14]; because of the strict-equity assumption, it exemplifies a type of research questions that can only be investigated by means of artificial simulations.

**Previous works**

Here, we present some previous works to establish comparisons according to the different modelling approaches.

The paper “An agent-based model for teaching–learning processes” proposed an ABM “for describing the increase the knowledge by accumulating the information needed to complete a learning task or objectives” [30]. Simulations allow
to evaluate the performance of learning in the classroom. From this results the authors propose to built a gas model analogy and thus use such models to interpret the resulting learning process. The common features with the present contribution are: (i) use of an agent-based modelling/simulation approach; (ii) see learning as an accumulative phenomenon; (iii) choose a simplified model of reality. The differences are: (i) studied the influence of interaction with the teacher; (ii) validated on a classroom only; the question then arises whether this model could be extended to a non-homogeneous network of learners; (iii) use of an analogy with a physical process; (iv) does not distinguish between independent learning and peer learning; (v) does not address the phenomenon of exclusion.

Koponen et al. [25] proposed “An agent-based model of discourse pattern formation in small groups of competing and cooperating members”. The authors approach discourse patterns in a small group formation through the ABM where patterns are the outcomes of peer-to-peer comparison events. The dynamics result from both competition and cooperation between agents; it has been shown that low competitiveness leads to egalitarian triads and that increased cooperation favours the formation of such triads. The common features with the present contribution are: (i) use of an agent-based modelling/simulation approach; (ii) refers to peer-to-peer interactions; (iii) consider a situation of cooperation between agents. while the differences are: (i) find exclusion cases due to learning differences; (ii) has very specific objectives relating to discourse in group (no learning); (iii) use small size group (four up to seven agents); (iv) consider a situation of competition between agents for a common resource (i.e. compete for the floor).

The paper “Collective learning modeling based on the kinetic theory of active particles” proposes a “systems approach to the theory of perception and learning in populations composed of many living entities” [11]. From these two processes, the authors derive a mathematical structure which reveals their complexity and modelling uses methods derived from the kinetic theory. Apart from the main topic of peer-learning in a classroom, this article presents many points of differentiation from the present article: (i) describe peer and teacher interactions; (ii) combine perception and learning; (iii) heterogeneity is a central assumption; (iv) use mathematical model rather than ABM; (v) based on kinetic theory and game theory; (vi) only validated on a classroom; the question then arises whether this model could be extended to a non-homogeneous network of learners; (vii) does not focus on the exclusion phenomenon.

Bordogna et al. [9] proposed “A cellular automata model for social-learning processes in a classroom contexts”. Drawing on ideas inspired by sociology, educational psychology, statistical physics and computer science, the authors propose to model “teaching-learning processes that take place in the classroom”. They focus on the role of collaborative groupwork and, in particular, on the size of such groups to track the effectiveness of the learning process. The common features with the present contribution are: (i) use of an agent-based modelling approach; (ii) take inspiration from sociology and educational psychology; (iii) point out that collaboration between learners is a key point. The differences are: (i) the presence of teachers; (ii) only validated on a classroom; the question then
arises whether this model could be extended to a non-homogeneous network of learners; (iii) take inspiration from statistical physics.

The paper “Theoretical description of teaching-learning processes: A multidisciplinary approach” proposes a “systems approach to the theory of perception and learning in populations composed of many living entities” [8]. Although it has much in common with the previous article, its originality lies in the study of the learning process that results from interactions between individuals via the Internet; however, the very structure of the network is not considered.

The remainder of the paper is articulated in five main parts: “The flat peer learning model” presents the peer learning model; “Simulation with independent learning” and “Simulation with peer learning” present the simulations and results; “Discussion” discuss on the peer learning network; then we conclude with a summary of our findings and discuss future work.

The flat peer learning model

The Flat peer learning model (hereinafter FPL) models the interactions of a population of agent-learners connected with each other. Each agent features an internal state that is updated via two stochastic processes, independent and peer learning.

Specifics of the model

The model supposes that agents are: (i) autonomous units, free to interact with other agents; (ii) reactive with a form of memory; (iii) heterogeneous regarding their state; (iv) interdependent as they influence others in response to the influence that they receive [31].

Patterns

The learners are represented by a set of $M$ agents; each one occupies a node in a peer network (hereinafter $Pn$). The learner’s positions in the network define a neighbourhood between individuals; for each one, this is the set of other learners who possibly can help him or that he can help. The potential influence of a learner is the number of connections he has with others; this number is represented by the node-degree in $Pn$. The agents are indexed by the integers, so that $a_i$ is the agent-number $i$, $N_i$ his neighbourhood and $|N_i|$ his degree.

In the following we will consider successively two patterns for the FPL model, a regular lattice and a scale-free structure; the first one models an homogeneous space zone like a classroom, while the second refers rather to a relational network.

Discrete states

The current state of agent $a_i$ is his skill level or knowledge with respect to an arbitrary task and is denoted by $\text{state}_i$. The model allows for agents to progress through
a fixed number of levels. The set of states values $\Sigma = \{\text{level}_1, \ldots, \text{level}_L\}$ is a set of finite cardinal totally ordered with order defined by the $\text{succ}$ function such as $\forall j$ as $1 \leq j < L$, $\text{succ}(\text{level}_j) = \text{level}_{j+1}$ and $\text{succ}(\text{level}_L) = \text{level}_L$. This defines a total order on the states by:

$$\text{state}_i \prec \text{state}_j \iff \exists n \in \mathbb{N}^* \text{ with state}_j = \text{succ}^n(\text{state}_i)$$

where the integer $n$ means an iterate with $n$ steps.

**Process overview**

At each time step $t$, each agent $a_i$ updates his current state $\text{state}_{t_i}$ according to a local transition rule:

$$\Phi : \Sigma |N_i|+1 \rightarrow \Sigma$$

$$sN_i \cup \{\text{state}_{t_i}'\} \mapsto \text{state}_{t_i}'+1$$

where $sN_i$ is the set of states of all the agents in $N_i$; so, the function $\Phi$ takes as input the neighbourhood states and the own state of the agent.

At a time, for all the agents, the updates are synchronous. An agent can not progress by more one level at each time step (i.e. $\text{state}_{t_i}'+1 = \text{state}_{t_i}'$ or $\text{succ}(\text{state}_{t_i}')$); as the level of an agent never diminishes, there is an irreversible *ratchet effect*. The entire process represents the evolution of the system from the initial configuration (all agents have state value level$_1$) to a configuration in which all agents have reached the target state value level$_L$. For each agent, we define his own performance as his learning-time that is the number of time steps necessary to reach the target skill level.

The model is build on the assumption that knowledge is accomplished following a linear path passing through intermediate levels. You have to be aware that in real life this is not always the case; even fixing level$_1$ and level$_L$ there could be many different paths joining them and each learner can be more comfortable with one path than another one. Although this assumption induces a limitation, it is necessary, at least in a first approach, to highlight the exogenous causes of the peer learning process.

**Independent learning**

This part of the model captures the ability for learners to improve their skill level by studying the material, or practicing, on their own. Independent learning thus refers to the ability of any given learner to improve his skill level by one during one-time step; the probability $p$ for such an improvement to occur is fixed and identical for every learner.

For instance, if $p$ is set to 0.1, each learner has a one-in-ten chance of improving his skill level during one-time step. This boils down to any given learner improving one skill level every 10 time steps, on average. So, if we consider 10 time steps to represent the duration of the learning episode (e.g. a semester-long course), then a value for $p$ that is much lower than 0.10 would indicate that many students will not achieve mastery of the skill being taught by the end of the course; conversely, if $p$ is
much higher than 0.10, most students will achieve mastery by the end of the learning episode.

To model the independent learning process we present two approaches based, first on probabilistic equation, then on agent-based modelling.

**Probabilistic equation model**

For each person, the learning process is independent and follows a *Negative binomial distribution*. Such distribution, pertains to the trial number \( t \) at which the first \( L \) successes have been obtained, each trial being the realization of a *Bernoulli* variable with success probability \( p \). Therefore the probability for a learner to reach the target value level \( L \) at step \( t \) is:

\[
\binom{t - 1}{L - 1} p^L (1 - p)^{t - L}
\]  

(1)

Following Wolfram [43] we deduce that a learner reaches the target level \( L \) on average after \( \frac{L}{p} \) time steps with a standard-deviation of \( \sqrt{\frac{Lp(1-p)}{p}} \).

**Agent-based model**

First and foremost, let us recall that with independent learning a single run entails the simulation of \( M \) independent processes. For each learner, the neighbourhood is not taken into account and thus the function \( \Phi \) takes its values from \( \Sigma \) only. During each time step \( t \), the level of a learner \( a_i \) is updated on the basis of a stochastic dynamics: a random variable \( x_p \) is generated on the uniform interval \([0..1]\) and compared to the \( p \) value; so, the probabilistic transition function \( \Phi \) is fully defined by:

\[
\text{state}_{i}^{t+1} = \begin{cases} 
\text{succ(state}_{i}^{t}) & \text{if } (x_p < p) \\
\text{state}_{i}^{t} & \text{else}
\end{cases}
\]  

(2)

Let us note that, once a learner reaches the top level, \( \Phi \) is the identity function.

**Peer learning**

Now, we combine the ability for each learner to improve by himself his skill level with the ability to increase this one by interacting with other learners. As peer learning is described as a way of moving beyond independent to mutual learning [10], we are particularly interested in exploring the extent to which interactions can improve the learning process both from the point of view of each participant but also at the level of the group considered as a whole. Obviously, this objective will be all the more meaningful in that the learners have a measured capacity to progress by themselves.

---

1 Note that formula (1) holds true only if \( \text{level}_i = 0 \).
Peer learning rules

The $\mathcal{FPL}$ model captures interactions between learners. Any given agent $a_i$ may only engage in peer learning with agents $a_k$ checking the following conditions:

1. $a_k \in N_i$
2. $a_k$ features a higher skill level than $a_i$ (i.e. $\text{state}_i < \text{state}_k$);
3. $a_k$ is ‘within the reach’ of $a_i$

More knowledgeable other

To specify the third condition, we will refer to the notion of peer formalised by the developmental psychologist Lev Vygotsky using the concept of More Knowledgeable Other (hereinafter MKO) [2, 13, 35, 38].

Vygotsky suggests that knowledge is developed through social contact and that learning takes place through interactions between teachers and students as well as between students themselves\(^2\) [23, 39]. In a real learning scenario, a MKO is anyone who can help a learner with regard to a particular task; such a person may be a teacher, a parent, an older adult, a coach or a peer. Following this, the MKO of a learner is defined as the subset of all other learners that may help him. We propose to specify the MKO according to the following educational strategy: let $\delta$ an integer larger or equal to 1, for each agent-learner $a_i$ his MKO is the set:

$$\text{MKO}_i = \{a_k \in N_i | \text{state}_k = \text{succ}^\delta(\text{state}_i)\}$$

(3)

The integer parameter $\delta$ means an iterate with $\delta$ steps; it will be referred to as the level gap; for simplicity, it is assumed that its value is identical for all learners. This strategy means that a neighbour (condition 1) can help if he is better (condition 2) with a skill level gap equal to $\delta$ (condition 3). Although this strategy is logical and understandable way, once applied by all learners, the consequences are difficult to predict.

\(^2\) In this paper, we consider interactions between students only.
Peer learning dynamics

During each time step $t$, if a given agent $a_i$ did not already improve his skill level via independent learning, thanks to peer learning he may still do so if, at least, there is one other agent in $\text{MKO}_i$. In such a case, his level can be improved via a new process based on both a fixed probability $q$ (assumed to be the same for all learners) and the number of MKOs among his neighbours; the idea is that the more neighbours who can help him a learner has, the more likely he is to progress. This new process supplements the above-described independent learning dynamic and captures the idea of peer learning.

So the $\mathcal{FPL}$ model is based on initially setting the population of agents, each with the initial state level $1$. The dynamics then proceeds in a series of discrete time steps. During each time step $t$, the agent’s states are updated simultaneously based on two stochastic processes: for each agent $a_i$, two random variables $x_p$ and $x_q$ are generated on the uniform interval $[0; 1]$ and compared to $p$ and $q$ values respectively; so, the probabilistic transition function $\Phi$ is fully defined by:

$$
\text{state}^{t+1}_i = \begin{cases} 
\text{succ}(\text{state}^t_i) & \text{if } x_p < p \\
\text{succ}(\text{state}^t_i) & \text{if } x_p \geq p \text{ and } x_q < 1 - (1 - q)^{\text{MKO}_i} \\
\text{state}^t_i & \text{else}
\end{cases}
$$

(4)

The simulation of a complete learning episode consists of repeating such elementary step until all agents reach the target state value level $L$. It should be noted that as soon as an agent has reached the maximum level, he can no longer progress, but can continue to help those who are still learning.

To supplement the description of the model, algorithm 1 provides the pseudo-code and to ensure reproducibility of results, the full source code will be available upon request from the authors. Let’s note that the model implements well the principle of equity because (i) initially all agents have the same state value; (ii) the three parameters $p$, $q$, $\delta$ that control the learning processes are identical for all agents; (iii) and the peer network is static.
The model parameters can be seen as the variables of a particular entity named observer; the value of such a variable is fixed before an execution and does not vary during the learning process [22]. Table 1 summarizes the ”observer variables”. The other entities are the learners; each has its own variables which can vary during the learning process. Table 2 summarizes the ”learner variables”.

Entities and variables

The model parameters can be seen as the variables of a particular entity named observer; the value of such a variable is fixed before an execution and does not vary during the learning process [22]. Table 1 summarizes the ”observer variables”. The other entities are the learners; each has its own variables which can vary during the learning process. Table 2 summarizes the ”learner variables”.

Algorithm 1 FPL model (variables and pseudo-code)

global [  
M              ▷ number of learners  
N              ▷ peer network  
L              ▷ number of levels  
q              ▷ independent learning probability  
p              ▷ peer learning probability  
δ              ▷ level gap  
]  
learners-own [state; learning-time; MKO]  

Require: for each learner i, state_i = level_1, learning-time = 0

procedure MAIN  
    while (∃ one learner k with state_k < level_L) do GOONSETP  
    end while  
end procedure

procedure GOONSETP  
    for each learner k with [state_k < level_L] do UPDATE(MKO_k(Pn, δ))  
    end for  
    for each learner k with [state_k < level_L] do LEARN(k)  
    end for  
end procedure

procedure LEARN(k)  
    if (randomFloat 1.0 < p) then IMPROVE(k)  
    else  
        helped? ← false  
        for each learner in MKO_k(Pn, δ) do  
            if (randomFloat 1.0 < q) then  
                helped? ← true  
            end if  
        end for  
        if (helped?) then IMPROVE(k)  
    end if  
    learning-time ← learning-time + 1  
end procedure

procedure IMPROVE(k)  
state_k ← succ(state_k)  
end procedure  
Ensure: for each learner i, state_i = level_L
In the following sections we will present simulations of the FPL model. Experiments will be performed with an implementation of the model in the NetLogo multi-agent programmable environment [3, 41]. The observer entity corresponds to the agent-observer and the learner entities to the agent-turtles; so, in Netlogo code, the observer-variables will be the global variables and the learner-variables the turtles-own variables.

### Scales

We will refer to as one single run, the process starting with all the skill levels set to level1, and ending when all the learners has reached the target value levelL.

As the model is probabilistic, all presented quantitative results will be averaged over 100 runs, unless otherwise noted. We use the coefficient of variation (hereinafter cv), that is the ratio of the standard deviation of a sample to its mean, to choose this sample size. As proposed by Lee et al. [26], “the sample size at which the difference between consecutive cv’s falls below a criterion, and remains so is considered a minimum number of runs”. For example, with a grid network, with $p = 0.3$, $q = 0.3$ and $\delta = 4$, as the outcome drawn from sample sizes in {10, 100, 500, 1000}, yields cv in {0.0042, 0.0045, 0.0045, 0.0045}, 100 runs is a reasonable choice [27]. To avoid effects due to a small sample size, the number of agent-locations $M$ will be oversized to 1024.

### Table 1 Observer variables (global parameters)

| Name  | Meaning                  | Independent | Ind. + peer |
|-------|--------------------------|-------------|-------------|
| $M$   | Number of learners       | 1024        | 1024        |
| $L$   | Number of levels         | 50          | 50          |
| $p$   | Ind. learning probability| [0; 1]      | 0.3         |
| $Pn$  | Peer network             | –           | Lattice/SFN |
| $q$   | Peer learning probability| –           | [0; 1]      |
| $\delta$ | Level gap        | –           | [1; 20]     |

### Table 2 Learner variables

| Name       | Meaning                        | Value                  |
|------------|--------------------------------|------------------------|
| State      | Current level                  | [1; L]                 |
| Learning-time | Current time steps         | $\mathbb{N}^*$         |
| MKO        | Current more-knowledgeable-other | Set of learners       |

### Netlogo simulations

In the following sections we will present simulations of the FPL model. Experiments will be performed with an implementation of the model in the NetLogo multi-agent programmable environment [3, 41]. The observer entity corresponds to the agent-observer and the learner entities to the agent-turtles; so, in Netlogo code, the observer-variables will be the global variables and the learner-variables the turtles-own variables.
Global measures of performance

For each learner, his own performance is defined as his learning-time that is the number of time steps necessary to reach the target skill value level \( L \) from level \( 1 \).

As the dynamics can lead to heterogeneous groups with respect to level, simulations will focus on monitoring two aggregate measures over the entire population:

- The learning cost (hereinafter \( c_L \)) is the mean of the learning-time over all the learners.
- The exclusion cost (hereinafter \( c_E \)) is the standard-deviation of the learning-time.

Of course, to know whether the mean and standard deviation are representative, it will be necessary to look at the learning time distribution; if this is indeed the case, the first measure will be a good indicator of learning effectiveness for the group considered as a whole, whereas the second will be an indicator of the extent of dropping out related to the number of learners who are significantly behind their peers and/or also a measure of overachievers. Ideally, we would like to minimize both \( c_L \) and \( c_E \); with self-directed learning, the cost depends on \( p \) only, while with peer learning, costs are based on \( p, q \) and \( \delta \).

Simulation with independent learning

To obtain a basis for comparison, we begin by simulating independent learning alone. The parameters used are described in table 1 (column 2).

Figure 1 shows the influence of the probability \( p \) on the independent learning capabilities (\( p \) varies from 0.1 to 0.9 with a 0.1 step). It can be observed that experimental and theoretical values fit very well\(^3\): as \( p \) increases, (i) the Learning-cost decreases as \( \frac{L}{p} \) and (ii) the Exclusion-cost decreases as \( \frac{\sqrt{Lx(1-p)}}{p} \). With low independent learning capability (say \( p \leq 0.3 \)), in spite of an initial homogeneous population, it can be observed a kind of learning drift which leads to heterogeneous levels, and to a relatively long learning duration.

One must remain aware that the model is a simplification of independent learning in real life where things are more complicated. For example, the successive attempts to learn something depend on the previous ones, the second time you deal with a homework because you did not achieve to complete it the first time, you do not start from scratch because you already have thought about it. However our aim here is not so much to stick to reality as to show the value of peer learning. On the basis of these initial results, we are therefore now going to investigate how to improve the overall performance of a group of learners by enabling peer learning interactions.

\(^3\) In fact, this comes as no surprise because this result just confirm the negative binomial law
Here, we consider the complete \( \mathcal{FPL} \) model with both independent and peer learning.

To determine the extent to which peer learning interactions may reduce the learning and the exclusion costs, we will refer to the concept of *Zone of Proximal Development* (hereinafter ZPD) elaborated by Vygotsky [17, 40]. Educational research literature defines the ZPD as the difference between the ability of learner to perform a specific task under the guidance of his MKO and the learner’s ability to do that task independently; basically, the theory explains that learning occurs in ZPD [42]. Research inspired by this concept, and its more recent generalization to *Scaffolding* techniques [44], is therefore of particular relevance when attempting to sketch a model of peer learners interactions. By taking inspiration from this concept, \( \text{zpd}_L \) and \( \text{zpd}_E \) are defined as the respective gain due to peer interactions in the costs of learning and exclusion:

\[
\text{zpd}_L(p, q, \delta) = cL(p, 0, \delta) - cL(p, q, \delta)
\]

\[
\text{zpd}_E(p, q, \delta) = cE(p, 0, \delta) - cE(p, q, \delta)
\]

Obviously, without peer learning (i.e. \( q = 0 \)) the two gains are null. As the aim is to minimize the learning cost while avoiding wildly differing skill levels, we have to both maximize the two gains \( \text{zpd}_L \) and \( \text{zpd}_E \).

Unless otherwise noted, parameters are set as described in table 1 (column 3). By setting \( p \) to 0.3, we will consider situations where the independent learning capabilities are relatively low. There are two global parameters to monitor the capability to learn from the peers: for each learner \( a_k \), (i) the level gap \( \delta \) which allows to
determine at each time step $t$ the set $\text{MKO}_k^t$, and (ii) the probability $q$ to learn from a peer in $\text{MKO}_k$. Of course, the MKO depends on the underlying peer network also; in the following two kinds of network will be considered, first a lattice then a scale-free structure.

**Peer learning on a lattice**

To model an homogeneous space zone like a classroom a 2-D spatial lattice is considered [4].

**Regular network**

A regular square lattice of $32 \times 32$ cell-agents is used where each cell represents a learner. To avoid some side effects and to guarantee the homogeneity of the agents, periodic boundary conditions is imposed (i.e the world wraps both horizontally and vertically); so, for each learner, the neighbourhood is composed of the agents around him and his degree is invariant with value 8.4

**Learning-time distribution**

First of all, we have to look at the experimental learning-time distribution. Figure 2 plot the experimental distributions for $p = 0.3$, $q = 0.3$ and different values of the $\delta$ parameter ($\delta \in \{1;4;7;10\}$).

It can be observed that in all cases, except for $\delta = 1$, the distributions fit well a theoretical Normal distribution with the same average and the same standard-deviation (red curves in Fig. 2); let us note that the mean of the distribution increases with $\delta$. As the distribution is symmetrical the drop-out and the over-performing learners are in the same order of magnitude.

On the contrary, with $\delta = 1$, the distribution is asymmetrical with a tail for high values: there are many over-performing learners and few drop-out learners and the vast majority of learners have a learning-time close to the average (Fig. 2a).

**ZPD versus MKO**

Figure 3 plot the values of the Zone-of-Proximal-Development versus the More-Knowledgeable-Others for different values of the $q$ parameter. Let’s remember that the MKO is characterized by the level gap $\delta$ (Eq. 3). For $q = 0.1$, results are presented by a bar graph and for others $q$ values by lines; the horizontal line ($y = 0$) corresponds to $q = 0$ and serves as a reference.

---

4 The Moore neighbourhood is used.
It can be observed that the gain \( zpdL(q, \delta) \) in learning cost decreases with \( \delta \) to reach a value close to zero for \( \delta = 20 \); this is true for all the non-zero values of \( q \) (Fig. 3a).

For exclusion, the situation is quite different and even unexpected since, if \( q < 0.6 \), the gain first increases with \( \delta \) up to a maximum, then gradually decreases (Fig. 3b). The value of \( \delta \) for which \( zpdE(q, \delta) \) reaches its maximum will be noted \( \delta_{opt}(q) \); for instance, \( \delta_{opt}(0.1) = 4 \) (see the bar graph on Fig. 3b).

**Peer learning on a scale-free network**

Here the peer network is not based on spatial proximity but rather on social relationships. Previously we have made the assumption that the peer network is defined in such a way that every learner-node has the same number of neighbours but this
disregards many situations where real networks do not share this feature. In particular, in the context of e-learning or online learning the peer network rather looks like a relational network.

We are aware that this leads to a violation of the principle of strict equity because the position of the agents in the network, will differentiate one learner from the other; although the agents have the initial same level and progress from level to level according to the same laws, it will be interesting to study the influence of the degree on the learning process and, in particular, to highlight the role played by the hubs in such a dynamics.

Scale-free network

As many relational networks are scale-free network (hereinafter SFN), the constraint is relaxed by studying peer networks where each node may have its own degree [7, 29]. Thus, it is assumed that the degree distribution follows a power law; that is, the fraction \( n(k) \) of learners having \( k \) neighbours goes approximately as:

\[
n(k) \approx k^{-\gamma}
\]

where \( \gamma \) is a parameter whose value is typically in the range [2; 3]. Let us note that ABM is well appropriate to model such an heterogeneous population.

Thus some learners have a huge numbers of neighbours whereas a lot of learners have just some; the most connected are the hubs and the least connected are the leaves. In the following, questions about the role of such individuals in the learning process will be asked. Another important characteristic is that a SFN can be generated by a random process called preferential attachment [12] where new nodes attach to old ones with a probability proportional to its degree; this feature will be used to synthesize such networks for simulations (Fig. 4).
A clearer vision is needed for the experimental learning-time distribution; in particular, the question is whether it fits with a theoretical Normal distribution.

Figure 5 plot the experimental distributions for \( p = 0.3 \), \( q = 0.3 \) and \( \delta \in \{1;5;10;15\} \). It can be observed that (i) the distributions are quasi symmetrical and fit well a theoretical Normal distribution with the same average and the same standard-deviation (red curves in Fig. 5); (ii) the average increases with \( \delta \); and (iii) the smallest standard-deviation is obtained for \( \delta = 5 \).

**ZPD versus MKO**

Figure 6 plot the values of the Zone-of-Proximal-Development versus the More-Knowledgeable-Others for different values of the \( q \) parameter. Results are presented with bars for \( q = 0.3 \) and for others \( q \) values with lines; the horizontal line \( (y = 0) \) corresponds to \( q = 0 \);

– Once again, for all values of \( q \), it can be observed that the gain \( zpdL(q, \delta) \) in learning cost decreases with \( \delta \) to reach a value close to zero for \( \delta = 20 \) (Fig. 6a).
– For exclusion, the situation is yet again unexpected since, if $q < 1$, the gain $zpdE(q, \delta)$ first increases with $\delta$ up to a maximum, then gradually decreases; for instance, $\delta_{opt}(0.3) = 5$ (Fig. 6b).

### Discussion

Comparing a regular lattice with a scale-free network, results are qualitatively equivalent: the learning cost decreases with $\delta$ while the exclusion cost first increases and then finally decreases; as expected, the gains provided by the peer learning process is cancelled out for high $\delta$ values. From a quantitative point of view, however, it can be noted that the gains due to peer learning are less important with a scale-free than a regular network.

---

---
In both cases, the key point is that the gap value $\delta_{opt}$ that maximizes the gain $zpdE$ (and thus minimizes the cost of exclusion) leads to a quite long mean learning-time over the population. It is therefore impossible both to maximise the overall learning performance and to minimise the phenomenon of exclusion.

The scale-free network topology reinforces this phenomenon as (i) for $\delta < 3$ the gain $zpdE(q, \delta)$ is even negative—it means there is more exclusion with peer learning than without—and (ii) $zpdE(q, \delta)$ reaches its maximum for a higher $\delta$ value (e.g. $\delta_{opt}(0.3) = 5$ instead of 3 for a lattice). An explanation for all this can be found by looking more closely at the very structure of the network: in a regular lattice all the agents have the same degree and therefore play the same game whereas this is no longer the case with a SFN where there are few hubs with huge numbers of neighbours and many leaves with one neighbour only. In a regular lattice, due to its homogeneity, knowledge diffusion may be isotropic; in contrast in a scale-free network, as the hubs are obligatory crossing points, some sub-networks will be favoured while others will be penalized; of course, this is an aggravating factor that promotes exclusion.

Figures 7, 8, 9 and 10 are related to SFN; they show the impact of the degree on the peer learning process. Figures 7 and 8 display a scatter-plot where each point corresponds to one learner at the end of the process with coordinates (degree, learning-time). Figure 9 show, for each time step $t$, the current level of the learners.

– In Fig. 7, the independent learning probability $p$ and the peer learning gap $\delta$ are fixed respectively to 0.3 and 1 and the peer learning probability $q$ is in

---

5 However, this does not mean that the worst performances with independent learning simulations are better than the worst performances in the case of peer learning.
the set \{0.3;0.6;0.8;0.9\}. Results show that, regardless of \(q\), the minimal gap \((\delta = 1)\) favours as a priority the hubs in such a way they learn very early and so become quickly unreachable to help other learners.

In Figs. 8 and 9, \(p\) and \(q\) are fixed respectively to 0.3 and 0.6 (thus \(\delta_{\text{opt}} = 5\)) and \(\delta\) is in the set \{1;5;10;20\}. Results confirm that the gain in learning-time decreases with \(\delta\). More, it can be observed that (i) for \(\delta = \delta_{\text{min}} = 1\) the hubs learn very early and thus become quickly unable to help other learners; (ii) for the optimal value \(\delta = \delta_{\text{opt}} = 5\), the hubs always learn first, but here there is a ripple effect on the latecomers, resulting in far fewer drop-outs; (iii) for \(\delta = 10\) and \(\delta = 20\) the peer learning effect is low and there is a weak correlation between degree and level. Let us note that the max degree is approxi-
matively of 75 and we consider a learner to be a hub as soon as his degree is above 30.

Finally, a 3-D animation of the learning process is made: the scale-free network is initially created on the bottom x–y plane (z = 1); then, during the learning process agents are climbing from the plane z = 1 to plane z = L; for each agent, at each time step, the z-axis represents his current state. Figure 10 display two snapshots of such an animation at a given time; it illustrates the role played by hubs in the peer learning process. If δ = δ_{min} = 1, there are a strong drop-out for low degree agents because the hubs have progressed very fast (Fig. 10a). In contrast, with δ = δ_{opt} = 5,
everyone climbs forward together and there is small differences in level between agents throughout the peer learning process (Fig. 10b).

Conclusions and future work

This paper proposed an agent-based approach to model peer learning dynamics occurring in a group of learners either positioned in a classroom or member of a inter-related group involved in a distance learning session. We start from the premise that to capture the essential characteristics of the learning process, eliminating additional effects, it is useful to develop and simulate simplified models consisting of totally or partially homogeneous entities. Here, the aim was not to
Fig. 10 3-D Snapshot of the scale-free population at a given time during the learning process (z-axis represents the level and node-size is correlated to degree). \( M = 500; \ p = 0.3; \ q = 0.95 \) (Two significant runs)
minimize, let alone deny, the role of intelligence, family environment, social status... in the learning process but rather to explore the causes that may be basically inherent in the very process of knowledge diffusion in a network of peer learners [37]. Although it is relevant to look for the causes of exclusion in factors that differentiate between people, agent-based simulations of the $FPL$ model have shown that this phenomenon may also arise solely on the basis of the learning process itself.

Even though the model is probabilistic, it assumes that the learning process is strictly equitable in the meaning that all learners are equivalent in terms of their initial skill levels, and also in the way they improve their level. As it is impossible to set up in a sustainable way such a strict process in real life, the agent-based modelling approach is one possibility to explore intrinsic properties of a peer learning strategy while eliminating confounding factors related to individual characteristics.

Although the value of peer learning is now recognised and its practical implications have already been considered [1, 34], it is still important that models and computational simulations suggest ways in which learning strategies can be put into practice. A crucial parameter that controls the exclusion phenomenon is the level gap that represents the acceptable skill level difference allowing one learner to help another. On this basis, the simulations produced some tangible results:

- there is an optimal value for the level gap to avoid exclusion; but, as this occurs at the expense of the mean learning-time, a dilemma arises: one could be tempted to prioritize global performance, and thus risk leaving some learners in the lurch, or, conversely, avoid excluding learners at the cost of diminishing the global performance;
- to prevent exclusion, a learner should never seek peers whose skill level is exactly one level above his own;
- all other things being equal, the exclusion phenomenon is more pronounced with a scale-free than a lattice network;
- In a scale-free network the hubs play a central role in the way knowledge spreads among learners and this role can be adequately monitored by means of the level gap.

The results presented in this paper open some perspectives for future works:

- First, the impact of static characteristics such as the definition of “acceptable peers” and the $p$ and $q$ probabilities needs to be examined in more detail; for example, one could relax the constraint on the uniqueness of the parameters $p$, $q$ and $\delta$ (i.e. rather consider distributions of values over the population).
- The successive attempts to learn something depend on the previous ones, the second time you deal with a homework you do not start from scratch because you already have thought about it; to take this phenomenon into account the probability $p$ should be a decreasing function of the number of steps.
- Although the $FPL$ model allows reciprocal peer learning—i.e. all agents are learners, and all may potentially help another neighbour as peer—situations
including teacher or pedagogical virtual agent interactions need to be considered [9, 24, 30]. The two dynamics are complementary and should interact in synergy.

- Because in the real world agents are non-homogeneous, it would be interesting to compare the results with some heterogeneity (for instance, a Gaussian or a Poisson distribution for the initial level of agents) and discuss as the latter will impact the outcome.
- Although here a simple scale-free network is used, in future work it will be useful to study the influence of the $\gamma$ parameter and the presence of loops in the network.
- More broadly, one of the interests of these results is to suggest ways for real learning strategies that make it possible to control the deleterious effect of dropping out while improving the overall performance of the learning process. From this perspective, what should serve as a guideline is individualization for micro-decisions and real-time adaptability for the learning network. Beyond the approaches which consist in favouring individuals in difficulty and/or slowing down the most advanced, this could be done by individualizing and managing the learning gap $\delta$, for example, by correlating it to individual degree and/or level. In the same way, the learning network could usefully evolve under impetus and/or advice from educators through the implementation of a dynamic relocation strategy of the learners [19].
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