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Abstract—Reinforcement learning (RL) has had its fair share of success in contact-rich manipulation tasks but it still lags behind in benefiting from advances in robot control theory such as impedance control and stability guarantees. Recently, the concept of variable impedance control (VIC) was adopted into RL with encouraging results. However, the more important issue of stability remains unaddressed. To clarify the challenge in stable RL, we introduce the term all-the-time-stability that unambiguously means that every possible rollout will be stability certified. Our contribution is a model-free RL method that not only adopts VIC but also achieves all-the-time-stability. Building on a recently proposed stable VIC controller as the policy parameterization, we introduce a novel policy search algorithm that is inspired by Cross-Entropy Method and inherently guarantees stability. As a part of our extensive experimental studies, we report, to the best of our knowledge, the first successful application of RL with all-the-time-stability on the benchmark problem of peg-in-hole.

I. INTRODUCTION

In contact-rich manipulation, modeling and control of contacts are necessary for successful execution of the task. Traditional planning and control methods that specialize in free motion and obstacle avoidance do not address contact-rich manipulation adequately. Planning and control of contact-rich tasks is exceedingly difficult, especially when precise knowledge of the geometry and location of the manipulator and its surroundings is not available. The control of manipulator-environment interaction under the presence of uncertainties is generally studied as interaction control \cite{1, 2}, but the terms compliant manipulation \cite{3} and more recently contact-rich manipulation \cite{4}, \cite{5}, \cite{6} have also been used. While seeking an appropriate control solution, an important property to be satisfied is stability, without which widespread adoption of robots cannot be realized.

Most interaction control methods assume the availability of a nominal reference trajectory, which again presupposes some degree of knowledge of the task geometry. Reinforcement learning (RL) has emerged as a promising paradigm that can alleviate this concern. Many recent works have applied deep RL methods for learning contact-rich manipulation policies that directly outputs torques or forces \cite{6}, \cite{7}, \cite{8}. Although valid in principle, these methods do not benefit from the rich theory of interaction control and more importantly do not guarantee stability. In an encouraging trend, a number of recent works have studied incorporating variable impedance control (VIC), a well-known interaction control concept, into an RL policy and found that it indeed improved sample efficiency and task performance \cite{4}, \cite{9}, \cite{10}. Unfortunately, none of the existing application of RL on contact-rich tasks, even those without a VIC structure, guarantee stability. To clarify the scope of the stability we are interested in, we define the term all-the-time-stability as guaranteed stability for all possible exploratory actions, from the beginning till end of the RL process.

In this paper, we propose a model-free RL algorithm with all-the-time-stability. The method is well suited but limited to contact-rich manipulation tasks. Our approach leverages a previously proposed framework for modeling stable VICs for discrete interaction motions \cite{11}. The main technical contribution is the introduction of a novel policy search method, inspired by Cross-Entropy Method (CEM) \cite{12}, in which the sampling distribution is so constructed that it can only generate stable parameter samples. A novel update law is derived for iteratively updating the sampling distribution. Our experimental results reveal that the proposed method not only achieves all-the-time-stability, but with principled initialization, it also attains high sample efficiency. We demonstrate, to the best of our knowledge, the first successful reinforcement learning with all-the-time-stability for the peg-in-hole task—a task that has long been considered as the benchmark for contact-rich manipulation \cite{13}, \cite{14}, \cite{5}.
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II. RELATED WORKS

This section is organized according to different topics as follows:

1) RL for Contact-rich Manipulation: Learning artificial neural networks (ANN) policies for contact-rich manipulation has a long history [13], [15], but these early works adopted an admittance control approach that is more suited to non-rigid interactions [2]. Recent well-known examples are [6], [7], [5], where optimal control [6], motion planning [7] and multimodal feature learning [5] were leveraged for making the problem tractable. Other approaches are model predictive control (MPC) with learned dynamics [16], [8] and learning reference force profile [17], [18]. None of these methods guarantee control stability during learning or for the final policy.

2) Learning Variable Impedance Policies: Learning a VIC policy can be done either through learning from demonstration (LfD) [19], [20], [21], where human demonstration data is used to optimize policy parameters, or RL where a cost-driven autonomous trial-and-error process leads to a policy. A policy with VIC structure incorporates two levels of control loops: a trajectory generation loop and an impedance control loop. Guarantees on stability can be obtained only if both loops are considered in a unified way [11]. An example of LfD with stability guarantee is [21].

In this paper we adopt the paradigm of RL which has the benefit of alleviating the demand of human demonstrations. Time-dependent policies, without any stability guarantees, were learned in [9] and [22]. In [9] a Dynamical Movement Primitive (DMP) that encodes both reference and joint impedance trajectories is used, whereas in [22], a policy parameterized as a mixture of proportional-derivative systems is adopted. State-dependent policies were learned in [10], [4]. In [10], both the reference and stiffness trajectories are predicted from a policy parameterized by Gaussian Mixture Regression (GMR) model. Interestingly, stability was guaranteed for the trajectory generation loop by means of the method proposed in [23], but the overall stability was unclear because of the lack of unified analysis of both loops. The ANN based method [4] learns a state-dependent policy that outputs reference trajectory and impedance parameters but offers no stability guarantees.

3) Stable Variable Impedance Controllers: A recent work [24] performed stability analysis for already existing trajectory and impedance profiles, but does not propose any particular controller structure that may be utilized in RL. In another interesting work [25], the stability issue of VIC was tackled by a passivity-based approach, but it too assumed a reference trajectory to be given. Khanzari et al. [11] proposed a trajectory-independent modeling framework i-MOGIC for discrete motions, featuring VIC and stability guarantees. Our method adopts i-MOGIC as the policy parameterization and makes progress to form a model-free RL algorithm with all-the-time-stability.

4) Cross-Entropy Method for RL: The Cross-Entropy method [12], a general purpose sampling-based optimization method, has been previously used for policy search both in an unconstrained [26] and constrained [27] setting. Our approach can also be seen as a constrained policy search, but unlike [27], the constraint (symmetric positive definiteness) is automatically guaranteed by the choice of the Wishart sampling distribution. Furthermore, unlike most cases where a Gaussian sampling distribution allows an analytical maximum likelihood estimation (MLE) based update, our special sampling distribution that consists of both Gaussian and Wishart factors necessitates a novel approach. Our policy search method may be seen as a CEM-inspired Evolution Strategy rather than a faithful implementation of CEM.

5) Relation to Safe RL: Stability has been considered as a means for safe RL in [28], [29], [30]. The method in [28] depends on smoothness properties of the learned Gaussian process (GP) dynamics model, something that is inappropriate for contact. [29] also used GP and is further limited to learning only the unactuated part of the dynamics, while the remaining is assumed to be a known control-affine model. Another example [30] assumes the availability of a stabilizing prior controller, which, along with the magnitude of the disturbance in the assumed nominal dynamics model, determines the region of guaranteed stability. In our case, such limitations do not exist since no model is learned; instead, our approach assumes a fully known model of the manipulator inverse dynamics against which stability is derived. This is not a limitation because such models are easily available. Unknown interaction dynamics does not undermine (global) stability as long as the interaction is passive (see III-D). Our perspective on stability is greater than safety: stability guarantee is required to ascertain the basic functionality of a control system.

III. BACKGROUND AND PRELIMINARIES

A. Reinforcement Learning

A Markov decision process is defined by a set of states $X$, a set of actions $A$, a reward function $r(x_t, u_t)$, an initial state distribution $p(x_0)$, a time horizon $T$, and transition probabilities (or dynamics) $p(x_{t+1}|x_t, u_t)$. In policy search RL, the goal is to obtain the optimal stochastic policy $\pi_\theta(u|x)$ by maximizing the expected trajectory reward $E_\tau[\sum_{t=0}^{T} r(x_t, u_t)]$, where $\tau = (x_0, u_0, ..., x_T)$ represents a sample from a distribution of trajectories $p(\tau)$ that is induced by $p(x_0), \pi(x_t)$ and $p(x_{t+1}|x_t, u_t)$ over the time period $T$. This is usually done by a gradient-based ($\nabla J(\theta)$) search for the optimum value $\theta^*$ of the parameterized policy $\pi_\theta$:

$$\theta^* = \arg\max_{\theta} J(\theta) = \arg\min_{\theta} E_\tau[\sum_{t=0}^{T} r(x_t, u_t)]$$

In this paper, we consider a deterministic policy ($u_t = \pi_\theta(x_t)$) and deterministic dynamics ($x_{t+1} = f(x_t, u_t)$). Nevertheless, the general form of the problem in [1] remains unchanged since a distribution $p(\tau)$ can still be induced by $p(\theta)$ and $p(x_0)$, $p(\theta)$ arises in the context of parameter space exploration [31], which is less common than action space exploration (stochastic policy). Parameter space exploration allows exploration with deterministic policies.
B. Stability in RL

Lyapunov stability analysis deals with the study of time evolution of non-linear control systems such robotic manipulators [32]. An equilibrium point of the system is stable if the state trajectories that start close enough are bounded around it and asymptotically stable if the trajectories converge to it. Such properties are necessary to ensure that the system does not fail catastrophically in a wide range of circumstances. Stability is guaranteed by mathematically proving the existence of a certain Lyapunov function $V(x_t)$—a scalar function of the state analogous to energy—that has the properties (among others) $V(x^*) = 0$ and $\dot{V}(x_t) \leq 0$ for $t > 0$, where $x^*$ is the equilibrium point.

In an RL context, stability corresponds to a guarantee that any rollout is bounded in state space and tends to the goal position demanded by the task. Ideally, the policy should ensure the goal position as the unique equilibrium point, in which case we can refer to stability of the system and not just an equilibrium point. The notion of global stability, in which the initial state can be anywhere, is also desirable.

C. Cross Entropy Methods

Cross Entropy Methods (CEM) [12] conducts sampling-based optimization to solve problems like \( \Pi \). The optimization relies on a sampling distribution $q(\theta | \Phi)$ to generate the samples $\{\theta_n\}_{n=1}^{N_e}$. The performance of each $\theta_n$ is evaluated according to $J(\theta_n)$ and used to compute updates for the distribution parameter $\Phi$. Formally, it iteratively solves:

$$
\Phi^{i+1} = \arg \max_{\Phi} \sum_{n} \mathbb{I}(J(\theta_n^i)) \log q(\theta_n^i | \Phi) \quad \theta_n^i \sim q(\theta | \Phi^i)
$$

where $\mathbb{I}(\cdot)$ denotes an indicator function that selects only the best $N_e (< N_s)$ samples or elites based on individual performance $J(\theta_n)$.

The computation of $\Phi^{i+1}$ from the samples $\{\theta_n^i\}_{n=1}^{N_e}$ is done by MLE. Very often $q(\theta | \Phi)$ is modeled as Gaussian, for which an analytical solution exists [12]. As the iteration index $i$ grows, $q(\theta | \Phi^i)$ is encouraged to converge to a narrow solution distribution with high performance, thereby approximately solving $\Pi$.

D. i-MOGIC

Integrated MOtion Generator and Impedance Controller (i-MOGIC) was proposed as a modeling framework for discrete interaction motions [11]. The controller has the form of a weighted mixture of several spring-damper components:

$$
\begin{equation}
\begin{aligned}
\mathbf{u} &= -S^0\mathbf{s} - D^0\dot{\mathbf{s}} - \sum_{k=1}^{K} w^k(s)[S^k(s - \bar{s}) + D^k\dot{\mathbf{s}}]
\end{aligned}
\end{equation}
$$

The stiffness and damping matrices are denoted by $S$ and $D$, respectively. The superscript 0 is used to indicate the base spring-damper and $k$ for a mixture component. $s$ and $\dot{s}$ denote position and velocity of the manipulator. Note that $s$ is defined relative to the goal position, implying that the global attractor point is the origin. The attractor points for the remaining components are denoted by $\bar{s}^k$. The mixing weight $w^k(s)$ is a function of $s$ and parameterized by $S^k, \bar{s}^k, l^k$, where $l^k$ is a scalar quantity.

Equation (3) can be seen as a VIC policy [11] of the form:

$$
\begin{equation}
\begin{aligned}
\mathbf{u} &= \pi_0(\mathbf{x}) = -\bar{S}(\mathbf{s} - \bar{s}(\mathbf{x})) - \bar{D}(\mathbf{x})\dot{s},
\end{aligned}
\end{equation}
$$

where $\mathbf{x} = [s^T, \dot{s}^T]^T$, $\mathbf{u}$ is force/torque and $\bar{s}$, $\bar{S}$ and $\bar{D}$ are state-dependent position reference, stiffness matrix and damping matrix, respectively. The parameter set of i-MOGIC is given by:

$$
\theta = \{S^0, D^0, S^k, D^k, s^k, l^k\} \text{ for } k = 1, \ldots, K.
$$

(5)

Khansari et al. [11] showed that, with gravity compensated, (3) is globally asymptotically stable at the origin if:

$$
\begin{equation}
\begin{aligned}
S^0 &= (S^0)^T \succ 0 \quad D^0 \succ 0
\end{aligned}
\end{equation}
$$

Global asymptotic stability is proven for free motion using only the manipulator dynamics while considering any interaction forces as persistent disturbance. When the interaction is with a passive environment, asymptotic stability may be lost but stability is retained [11]. A simple example is when an obstacle is preventing the manipulator from moving towards the goal; here, the contact forces constitute the persistent disturbance. A passive environment corresponds to the common case where objects in the environment are not actuated. Note that some terms in the original i-MOGIC is omitted in (3) since they are set to zero.

IV. APPROACH

As we have seen, i-MOGIC is a parameterized policy with a VIC structure and stability guarantees. To attain our goal of an RL algorithm with all-time-stability, we need a policy search algorithm that also features stable exploration and convergence guarantees. Our main contribution is a model-free RL algorithm that meets these requirements. We adopt i-MOGIC policy parameterization and propose a CEM-like policy search algorithm. i-MOGIC being a deterministic policy and its stability determined solely by its parameter values, the parameter space exploration strategy of CEM is ideal. Figure 2 provides further perspective by juxtaposing our solution with a deep RL approach, such as [4], with VIC structure and the more common action space exploration.
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### A. Optimizing Positive-definite Matrix Parameters

We model the sampling distribution for an SPD matrix with the Wishart distribution [33], which is fully defined by two parameters $\nu$ and $W$ and denoted by $S \sim W(D|W, \nu)$. The expected value of a random matrix is not easy to define but is controlled by $\nu$. MLE-based update of Wishart distribution is possible if we adopt a numerical optimization approach for (2). Often, it is desirable to avoid such an approach because it may entail specification of parameter intervals, gradient computation or lack of convergence guarantees. Instead, we derive a simple update rule that, in spite of not targeting to solve (2), has the general property of continuously refining the sampling distribution towards an approximate solution. Although ours is no longer a faithful CEM method, it still conforms to the Evolution Strategy paradigm.

We propose to update the $W$ parameter of the Wishart distribution by the empirical average of the elite samples $(S_m)_{m=1}^{N_e}$. This is valid since scaling and addition preserves symmetry and positive definiteness. Our update rule for the $\nu$ parameter is based on two modeling assumptions: $\Delta H \propto -(R_c - R_b)$ and $\Delta \ln \nu \propto -\Delta H$, where $H$ is the entropy of the Wishart distribution; and $R_c$ and $R_b$ are the average rewards of all samples and elites, respectively. The first linear model is our design choice and is motivated by the intuition that should there be a reduction in entropy of the sampling distribution commensurate with a relative gain between $R_b$ and $R_c$. The second model actually matches closely with reality as evidenced by Fig. 3. After combining the linear models and rearranging terms we obtain our update law:

\[
W^{i+1} = \frac{1}{N_e} \sum_{m=1}^{N_e} S_m^i,
\]

\[
\nu^{i+1} = \nu^i \exp \left( \gamma \beta \frac{R_c^i - R_b^i}{R_b^i} \right)
\]

where $S_m^i$ is the elite sample scaled by $\nu$, $i$ is the iteration variable (see Fig. 2), and $\beta > 0$ and $\gamma > 0$ are the respective proportionality constants of the linear models. Since Fig. 3 (right) also indicates that $\gamma$ is dependent only on $D$, $\gamma$ can be estimated once $D$ is known (for example, $D = \text{dim}(s)$). The constant $\beta$, on the other hand, is a hyperparameter and its tuning corresponds to the trade-off between exploration and exploitation. Higher values can achieve updates that favour exploitation instead of exploration because the variance of Wishart distribution is a decreasing function of $\nu$.

We now focus on the convergence behavior of the proposed method. Notice that $R_c \geq R_b$ and therefore $\nu^i \geq \nu^j$. The boundary condition $R_c = R_b$ is satisfied only at convergence where all samples from the sampling distribution return identical rewards. In all other cases the distribution shrinks because of the decreasing nature of variance with increasing $\nu$. This guarantees eventual convergence. Indeed, the converged solution may be a local minimum, as it would be the case for any policy search method. It is worth noting that although our modeling assumption, $\ln \nu < -H$, is most appropriate, any decreasing function $\nu$ of $H$ is sufficient.

### B. Stability-Guaranteed Policy Search

Our goal is to derive a model-free policy search method that guarantees the stability constraints of i-MOGIC. More specifically, we seek an algorithm that solves (1) using the general strategy in (2), if possible, but subject to the stability constraints in (6). The policy parameterization $\pi_\theta$ is (3), with the parameter set $\theta$ in (5). The only missing piece is the sampling distribution $q$ and the exact strategy for the iterative update of its parameter $\Phi$.

We define a sampling distribution of the form:

\[
q(\theta | \Phi) = q(s|\Phi_\theta)q(S^0|\Phi_{S^0})q(D^0|\Phi_{D^0})... \prod_{k=1}^{K} q(S^k|\Phi_{S^k})q(D^k|\Phi_{D^k})q(r^k|\Phi_{r^k}),
\]

where $S^k$, $D^k$, and $r^k$ are the samples, gradients, and rewards, respectively, for the $k$-th iteration. The policy parameterization $\pi_\theta$ is (3), with the parameter set $\theta$ in (5). The only missing piece is the sampling distribution $q$ and the exact strategy for the iterative update of its parameter $\Phi$.

We define a sampling distribution of the form:

\[
\Phi = \Phi^0 = \{\Phi^0_\theta, \Phi^0_{S^0}, \Phi^0_{D^0}, \Phi^0_{S^k}, \Phi^0_{D^k}, \Phi^0_{r^k}\}
\]

for $k = 1, ..., K$.

**Algorithm 1** Policy search with stability guarantees

1. Initialize $i = 0$;
2. $\Phi^0 = \{\Phi^0_\theta, \Phi^0_{S^0}, \Phi^0_{D^0}, \Phi^0_{S^k}, \Phi^0_{D^k}, \Phi^0_{r^k}\}$ for $k = 1, ..., K$;
3. while not converged do
4. Do rollouts with $\theta^i_n \sim q(\theta^i_n | \Phi^i)$, $n = 1...N_a$;
5. Extract $N_e$ samples from $N_a$ based on performance measure $J(\theta^i_n)$ (see Sec. III-C);
6. Compute $\Phi^i_{M+1}$ using MLE on $(s^i_n)_{n=1}^{N_a}$;
7. Compute $\Phi^i_{M+1}$ using $\Phi^i_{M+1}$ on $(M^i_m)_{m=1}^{N_e}$;
8. $M \in \{S^0, D^0, S^k, D^k, r^k\}$ for $k = 1, ..., K$;
9. Increment $i$;
where \(q(\theta|\Phi)\) is the joint probability distribution of all the parameters in \(\Phi\). After introducing a notational simplification \(s = ([s^1]^T, ..., [s^K]^T]^T\), \(q(s|\Phi_s)\) is a multivariate Gaussian distribution with parameters \(\Phi_s = \{\mu_s, \Sigma_s\}\); and \(q(M|\Phi_M)\) represents Wishart distributions with parameters \(\Phi_M = \{W_M, \nu_M\}\) where \(M \in \{S^0, D^0, S^k, D^k\}\) for \(k = 1, ..., K\). While the matrix cases have dimension \(D = \text{dim}(s)\), \(q(l^k)\) is a one dimensional Wishart distribution of positive numbers \(l^k \in \mathbb{R}^+\) (also equivalent to Gamma distribution). Since we have modeled the individual elements in \(\theta\) as independent random variables, each of them can be maintained and updated independently. The update of the Gaussian \(q(s|\Phi_s)\) is performed by the standard practice of MLE. For the remaining Wishart cases we employ our novel strategy in \(\Phi\). The complete algorithm is shown in Alg. [I]

### V. EXPERIMENTAL RESULTS

Several experiments are performed to study the proposed method using the simulator MuJoCo and the industrial robot YuMi. A sampling frequency of 100 Hz is used.

#### A. Simulated 2D Block-insertion

In this experiment a series of simulated 2D block-insertion tasks are set up. Three tasks are defined by varying the initial position of the block and also the insertion clearance (Fig. 4). The policy controls the block by exerting an orthogonal 2D force (rotation not allowed) with the goal of inserting it into the slot. The task executions are expected to generate contacts between the block and the environment.

Other aspects of the experimental setup include hyperparameter tuning, initialization and reward model. Apart from the number of spring-damper components (\(K\)), which we discuss in the following paragraph, only the learning rate is required to be tuned, for which we found \(\beta = 1\) to work well. We fixed \(N_s = 15\) and \(N_c = 3\) for all our experiments. This choice is motivated by the real-world sample complexity of RL for our final experiment, where an excess of 15 rollouts per iteration may be undesirable (also see Sec. VII). We initialize the parameters of the sampling distribution as follows. The Wishart parameter \(W\) is set to the identity matrix (or 1 in the case of scalar) and the \(\nu\) parameter is set to the minimum value \(D + 1\). The value of \(\nu\) should be interpreted as a measure of confidence for the value of \(W\). For the Gaussian distribution, we set the mean to zero vector and the covariance to identity. Finally, we adopt a reward model that consists of the Euclidean distance to the goal and a quadratic cost term for the actions.

Does the value of \(K\) play a significant role? This question is answered with a grid search using the set \(\{0, 1, 2, 4, 8, 16\}\). We found that the best minimum number for \(K\) does depend on the task. The results are summarized in Table II. Task3 was not successful even for \(K = 16\); we believe this task can only be solved with a more complex reward structure (reward shaping) that can circumvent local optima. The final RL progress for the selected values of \(K\) are shown in Fig. 5. Task2 is learned earlier than Task1, despite being more complex, because of lower insertion clearance. The successful paths were similar to the indicated ones in Fig. 4.

The second aspect worth investigating is whether the method learns variable impedance at all? The combined stiffness (Fig. 6b) and damping (Fig. 6c) matrices, along a
An insertion depth of 20 mm is considered successful. (d) 3D printed cylindrical peg and hole.

successful rollout (position trajectory) in the final iteration for Task2 are plotted. We see that both stiffness and damping matrices have larger eigenvalues (higher impedance) at the beginning of the trajectory and gets smaller (lower impedance) at the vicinity and the interior of the slot. This is exactly what one would expect: higher impedance for free motion and lower impedance for contact motion. Note that the trajectory indicates free motion up until it makes contact followed by a smooth insertion. The first contact is visible as a small blip right before the insertion.

Finally, to test that stability is indeed maintained throughout the training, we plot the Lyapunov (energy) function $V(s, s)$ of iMOGIC–for one rollout each from the first and last iterations (Fig. 8). We see that both plots are monotonically decreasing, indicating the main stability guaranteeing property $\dot{V} < 0$. The plot of the first iteration case did not converge to zero indicating that it did not succeed. However, stability is still preserved if not asymptotic stability. This is as example of the case where stability is preserved even when a (passive) environment is preventing convergence to the equilibrium point. In Fig. 8c-e, we see how RL has reshaped an initial Lyapunov energy function to one that is rich enough to succeed in the task—without compromising stability. Note that the energy function shares parameters with the policy.

**B. Peg-in-hole in Simulation**

In this experiment we scale up to a 7-DOF manipulator arm that is expected to insert a cylindrical peg into a square hole (Fig. 7). The peg-in-hole task has been historically considered as the benchmark problem for contact-rich manipulation [13], [15], [14]. To ensure that the policy learns to exploit and also comply with environmental constraints, the initial position is chosen to be laterally away from the hole. The policy is implemented in the operational space including both translation and rotation (Euler angle representation). To comply with the Lyapunov analysis formalism where the global attractor point (goal position) is at the origin, the goal frame is adopted as the reference frame. As mentioned earlier, we fix the population parameters as $N_p = 15$ and $N_e = 3$. Other settings include $K = 2$ and $\beta = 10$. We adopt the reward model suggested in [6].

To mitigate the increased risk of local minima due to a larger parameter set, we propose the following principled approach. The base spring-damper distribution parameters $W^{S_0}, W^{D_0}$ are initialized as, but not constrained to, diagonal matrices such that a suitable critically damped pair would bring the manipulator to a close vicinity of the goal. For free motion such a value can be calculated analytically, but in the contact-rich case, an experimental approach is best. The parameters $\nu^{S_0}, \nu^{D_0}$ indicate the level of confidence for $W^{S_0}, W^{D_0}$ and we used an initial value of 30. For the remaining spring-damper components, the parameter $W^{S_k}$ was initialized to a fraction of the base parameter ($W^{S_k} = \frac{1}{2} W^{S_0}$) and $W^{D_k}$ set to the corresponding critically damped value. For each of the local attractor points, its Gaussian distribution mean $\mu_{s,k}$ is initialized to the zero vector (goal point) and the covariance $\Sigma_{s,k}$ is initialized with a diagonal matrix such that the initial position of the manipulator is one unit of Mahalanobis distance away from the goal.

Does the RL process converge by progressively narrowing the sampling distribution to an approximate solution? Fig. 9a-b shows examples of RL with and without initialization. The case without initialization did not succeed at all. Further, we can see in Fig. 9c that while the overall reward converges for the case with initialization, the corresponding $\nu$ parameter

Fig. 7: The peg-in-hole task (a) The MuJoCo environment: cylindrical peg (24 mm wide, 50 mm long), square hole (25 mm wide, 30 mm deep), and execution time of 2 s (b-d). The real-world environment: cylindrical peg (27 mm wide, 50 mm long), cylindrical hole (27.5 mm wide, 40 mm deep), and 5 s of execution time. (c) Successful insertion position. (d) 3D printed cylindrical peg and hole.

Fig. 8: RL on simulated peg-in-hole (a) Reward progress with and without initialization (b) Success rate is % success among all rollouts per iteration. (c) Growth curve of the $\nu$ parameter (d) Average of element-wise standard deviations of $s$ and $l$ parameters (init case).

Fig. 9: Stability test for first (a) and last (b) RL iterations Trajectories (only 3D translation) of five randomly chosen initial positions.
Fig. 10: RL progress for peg-in-hole with real robot. Success rate is % success among all rollouts per iteration.

grows to a high value (ln ν ≈ 12). We would expect the entropy to reduce accordingly but more interesting is how the variance of the Wishart samples reduce. In Fig. [8], we compare the average of element-wise standard deviations of the vectors $s$ and $I$, which contains parameters $s^k$ and $l^k$, respectively. Note that $s$ is modeled by Gaussian distribution that is updated by MLE and $I$ is modeled by Wishart distribution that is updated by our novel update rule. Remarkably, both cases appear to converge to zero at a similar rate. Note that 20-25 iterations is all it took for the convergence.

It is also interesting to see the stability property in action. In Fig. [9], we plot some trajectories (in operational space) for particular samples of policy parameters in the first (9a) and last (9b) iterations. Individual trajectories correspond to randomly chosen initial positions. Even without any learning (first iteration) the trajectories converge towards the goal position (9a). Similar behavior is evident for the fully learned final iteration also (9b). In fact, for the latter case, one of the rollouts even succeeded, indicating a strong potential for generalization across initial positions if trained accordingly.

C. Peg-in-hole with Real Robot

In this experiment we bring the previous simulated experiment into the real world with some minor differences in the geometry and the initial position (Fig. 7b-d). Note that the insertion task is even more challenging with a clearance of only 0.5 mm. We use the same hyperparameter and parameter initialization values as before. A stopping condition for the RL process is introduced: 10 success out of 15 trials–provided that the reward has plateaued–is adopted. In theory, for a deterministic policy and dynamics, even one condition for the RL process is introduced: 10 success out of 15 trials–provided that the reward has plateaued–is adopted. A stopping condition was satisfied in iteration 20 with 11 successful insertions. The overall progress of RL can be seen in Fig. 10. Interestingly, due to good initialization, there were instances of insertions very early on; but, as it is evident from the success rate plot, it was also unreliable. The parameter $ν$ reached a value of about 2000 at iteration 20. We recommend a final target value for $ν$ in the interval $[1 \times 10^3, 10 \times 10^3]$ as a guiding principle for tuning the learning rate $\beta$. Throughout the RL process, the motion exhibited compliant behaviour that relied on environmental constraints for task execution. For example, the spike in success rate at iteration 5 corresponded to the behavior in which the peg slid (on the horizontal surface) all the way to the hole. Later iterations learned a faster strategy to target the opening of the hole directly which also resulted in compliant insertions. Stable behavior, such as represented in Fig. [9] was also evident throughout the RL process.

VI. DISCUSSIONS

Our results reveal that it is indeed possible to guarantee all-the-time-stability for RL in the context of contact-rich manipulation. We validated the proposed method by successfully learning the challenging benchmark problem of peg-in-hole. The stability guarantee that originates in the theoretical proof of iMOGIC [11] is preserved by the unique properties of our novel CEM-like policy search method. It is also noteworthy that our policy implementation is in the operational space including translation and rotation.

As a CEM-like optimization method, the proposed method is susceptible to local minima and high sample complexity. This is generally the case for all policy search RL methods. Our method tackles local minima issue by adopting a principled initialization method that is general enough for any task. Initialization is possible only because of the specialized nature of the policy that features interpretable structures such as spring-damper systems. Good initialization also significantly reduced sample complexity of the RL process despite the moderate size of the parameter set. In [4] approximately 600 iterations were required for tasks such as door opening and surface wiping, while ours required only 20-50 iterations for the arguably more complex peg-in-hole task. Note that our parameterization features full stiffness and damping matrices that are learned, while in related works such as [4], [10] only diagonal stiffness matrices are learned.

The main contribution in this paper is a novel CEM-like algorithm. The novelty is not only in modeling most of the sampling distribution (except for the local attractor points) with Wishart distributions, but also an update rule for the sampling distribution. Although the standard approach of MLE could have been attempted for the distribution update, our novel strategy allowed to circumvent some practical issues associated with a numerical MLE for Wishart distribution (see Sec. IV-A). Interestingly, one could associate an additional benefit to our update strategy. Real-world RL imposes constraints on values for $N_s$ and $N_e$; for example, we used 15 and 3 respectively. It can be argued that MLE with such few samples $(N_s)$ may cause the sampling distribution to collapse rapidly and thus contribute to local minima. On the other hand, our method offers a fine control on the process through the learning rate $\beta$. Therefore, we recommend to keep $N_s$ and $N_e$ fixed and vary $\beta$ to control the trade-off between exploitation and exploration.

A natural question is how much the specialized policy parameterization (i-MOGIC) restricts the complexity of the tasks that can be learned. Although we have demonstrated a peg-in-hole task, it is not clear if more complex motion profiles such as those that temporarily moves away from the goal can be solved. Further studies are required to elucidate this. ANN-based policy parameterization, with or without a VIC structure, can be expected to be more flexible towards the range of tasks that can be learned. Furthermore, these
methods can also incorporate complex high dimensional state (or observation) spaces such as image pixels. However, it is extremely difficult for such methods to produce stable policies let alone achieve all-the-time-stability. Since a notion of all-the-time-stability is more or less mandatory for real-world deployment, methods such as ours that achieve it without being too restrictive should be seen as a promising direction.

VII. CONCLUSION

In this paper, we set the ambitious goal of attaining stability-guaranteed reinforcement learning for contact-rich manipulation tasks. To include stable exploration into our notion of stability, we introduced the term all-the-time-stability. We built upon a previously proposed stable variable impedance controller and developed a novel model-free policy search algorithm that is inspired by Cross-Entropy Method. In our novel approach, we formulated the sampling distribution such that it could only produce stable parameter samples and then derived an update law for its iterative update. The experimental results are significant since not only all-the-time-stability was achieved, but it was possible to perform real-world reinforcement learning on the benchmark task of peg-in-hole with very low sample complexity.
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