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Abstract

We present a novel approach for unsupervised activity segmentation which uses video frame clustering as a pretext task and simultaneously performs representation learning and online clustering. This is in contrast with prior works where representation learning and clustering are often performed sequentially. We leverage temporal information in videos by employing temporal optimal transport. In particular, we incorporate a temporal regularization term which preserves the temporal order of the activity into the standard optimal transport module for computing pseudo-label cluster assignments. The temporal optimal transport module enables our approach to learn effective representations for unsupervised activity segmentation. Furthermore, previous methods require storing learned features for the entire dataset before clustering them, whereas our approach processes one mini-batch at a time. Our method explicitly optimizes for unsupervised activity segmentation and is much more memory efficient.

1. Introduction

With the advent of deep learning, significant progress has been made in understanding human activities in videos. However, most of the research efforts so far have been invested in action recognition [11, 76, 77, 82], where the task is to classify simple actions in short videos. Recently, a few approaches have been proposed for dealing with complex activities in long videos, e.g., temporal action localization [13, 68, 69, 88], which aims to detect video segments containing the actions of interest, and anomaly detection [27, 32, 74], whose goal is to localize video frames containing anomalous events in an untrimmed video.

In this paper, we are interested in the problem of temporal activity segmentation, where our goal is to assign each frame of a long video capturing a complex activity to one of the action/sub-activity classes. One popular group of methods [14, 40, 41, 46, 53] on this topic require per-frame action labels for fully-supervised training. However, frame-level annotations for all training videos are generally difficult and prohibitively costly to acquire. Weakly-supervised approaches which need weak labels, e.g., the ordered action list or transcript for each video [12, 18, 35, 42, 50, 61, 62, 64], have also been proposed. Unfortunately, these weak labels are not always available a priori and can be time consuming to obtain, especially for large datasets.

To avoid the above annotation requirements, unsuper-
vised methods [3, 43, 52, 57, 65, 66, 78] have been introduced recently. Given a collection of unlabeled videos, they jointly discover the actions and segment the videos by grouping frames across all videos into clusters, with each cluster corresponding to one of the actions. Previous approaches [43, 52, 65, 78] in unsupervised activity segmentation usually separate the representation learning step from the clustering step in a sequential learning and clustering framework (see Fig. 1(a)), which prevents the feedback from the clustering step from flowing back to the representation learning step. Also, they need to store computed features for the entire dataset before clustering them in an offline manner, leading to inefficient memory usage.

In this work, we present a joint representation learning and online clustering approach for unsupervised activity segmentation (see Fig. 1(b)), which uses video frame clustering as a pretext task and thus directly optimizes for unsupervised activity segmentation. We employ temporal optimal transport to leverage temporal information in videos. Specifically, the temporal optimal transport module preserves the temporal order of the activity when computing pseudo-label cluster assignments, yielding effective representations for unsupervised activity segmentation. In addition, our approach processes one mini-batch at a time, thus having substantially lesser memory requirements.

In summary, our contributions include:

- We propose a novel method for unsupervised activity segmentation, which jointly performs representation learning and online clustering. We leverage video frame clustering as a pretext task, thus directly optimizing for unsupervised activity segmentation.
- We introduce the temporal optimal transport module to exploit temporal cues in videos by imposing temporal order-preserving constraints on computed pseudo-label cluster assignments, yielding effective representations for unsupervised activity segmentation.
- Our method performs on par with or better than the state-of-the-art in unsupervised activity segmentation on public datasets, i.e., 50-Salads, YouTube Instructions, and Breakfast, and our dataset, i.e., Desktop Assembly, while being much more memory efficient.
- We collect and label our Desktop Assembly dataset.

2. Related Work

Below we summarize related works in temporal activity segmentation and self-supervised representation learning.

**Unsupervised Activity Segmentation.** Early methods [3, 57, 66] in unsupervised activity segmentation explore cues from the accompanying narrations for segmenting the videos. They assume the narrations are available and well-aligned with the videos, which is not always the case and hence limits their applications. Approaches [43, 52, 65, 78], which rely purely on visual inputs have been developed recently. Sener et al. [65] propose an iterative approach which alternates between learning a discriminative appearance model and optimizing a generative temporal model of the activity, while Kukleva et al. [43] introduce a multi-step approach which includes learning a temporal embedding and performing K-means clustering on the learned features. Vidal-Mata et al. [78] and Li and Todorovic [52] further improve the approach of [43] by learning a visual embedding and an action-level embedding respectively. The above approaches [43, 52, 65, 78] usually separate representation learning from clustering, and require storing learned features for the whole dataset before clustering them. In contrast, our approach combines representation learning and clustering into a single joint framework, while processing one mini-batch at a time, leading to better results and memory efficiency. More recently, the work by Swetha et al. [75] proposes a joint representation learning and clustering approach. However, our approach is different from theirs in several aspects. Firstly, we employ optimal transport for clustering, while they use discriminative learning. Secondly, for representation learning, we employ clustering-based loss, while they use reconstruction loss. Lastly, despite our simpler encoder, our approach has similar or superior performance than theirs on public datasets.

**Weakly-Supervised Activity Segmentation.** A few works focus on weak supervision for temporal activity segmentation such as the order of actions appearing in a video, i.e., transcript supervision [12, 18, 35, 42, 50, 61, 64], and the set of actions occurring in a video, i.e., set supervision [21, 51, 63]. Recently, Li et al. [54] apply timestamp supervision for temporal activity segmentation, which requires annotating a single frame for each action segment. Our approach, however, does not require any action labels.

**Image-Based Self-Supervised Representation Learning.** Since the early work of Hinton and Zemel [34], considerable efforts [7, 22, 26, 38, 44, 45, 56, 60, 79] have been invested in designing pretext tasks with artificial image labels for training deep networks for self-supervised representation learning. These include image denoising [79], image colorization [44, 45], object counting [56, 60], solving jigsaw puzzles [7, 38], and predicting image rotations [22, 26]. Recently, a few approaches [4, 5, 8–10, 25, 36, 84, 86, 87, 90] leveraging clustering as a pretext task have been introduced. For example, in [8, 9], K-means cluster assignments are used as pseudo-labels for learning self-supervised image representations, while the pseudo-label assignments are obtained by solving the optimal transport problem in [4, 10]. In this paper, we focus on learning self-supervised video representations, which requires exploring both spatial and temporal cues in videos. In particular, we follow the clustering-based approaches of [4, 10], however, unlike them, we em-
employ temporal optimal transport to leverage temporal cues.

**Video-Based Self-Supervised Representation Learning.**
Over the past few decades, a variety of pretext tasks have been proposed for learning self-supervised video representations [2, 6, 15, 17, 23, 24, 28–30, 37, 47, 58, 59, 71, 80, 85, 91, 92]. A popular group of methods learn representations by predicting future frames [2, 17, 71, 80] or their encoding features [24, 30, 37]. Another group explore temporal information such as temporal order [15, 23, 47, 58, 85] and temporal coherence [6, 28, 29, 59, 91, 92]. The above approaches process a single video at a time. Recently, a few methods [19, 31, 67] which optimize over a pair of videos at once have been introduced. TCN [67] learns representations via the time-contrastive loss across different viewpoints and neighboring frames, while TCC [19] and LAV [31] perform frame matching and temporal alignment between videos respectively. Here, we learn self-supervised representations by clustering video frames, which directly optimizes for the downstream task of unsupervised activity segmentation.

### 3. Our Approach

We now describe our main contribution, which is an unsupervised approach for activity segmentation. In particular, we propose a joint self-supervised representation learning and online clustering approach, which uses video frame clustering as a pretext task and hence directly optimizes for unsupervised activity segmentation. We exploit temporal information in videos by using temporal optimal transport. Fig. 2 shows an overview of our approach. Below we first define some notations and then provide the details of our representation learning and online clustering modules.

**Notations.** We denote the embedding function as \( f_\theta \), i.e., a neural network with learnable parameters \( \theta \). Our approach takes as input a mini-batch \( X = \{x_1, x_2, \ldots, x_B\} \), where \( B \) is the number of frames in \( X \). For a frame \( x_i \) in \( X \), the embedding features of \( x_i \) are expressed as \( z_i = f_\theta(x_i) \in \mathbb{R}^D \), with \( D \) being the dimension of the embedding features. The embedding features of \( X \) are then written as \( Z = [z_1, z_2, \ldots, z_B]^{\top} \in \mathbb{R}^{B \times D} \). Moreover, we denote \( C = [c_1, c_2, \ldots, c_K]^{\top} \in \mathbb{R}^{K \times D} \) as the learnable prototypes of the \( K \) clusters, with \( c_j \) representing the prototype of the \( j \)-th cluster. Lastly, \( P \in \mathbb{R}^{B \times K} \) and \( Q \in \mathbb{R}^{B \times K} \) are the predicted cluster assignments (i.e., predicted “codes”) and pseudo-label cluster assignments (i.e., pseudo-label “codes”) respectively.

### 3.1. Representation Learning

To learn self-supervised representations for unsupervised activity segmentation, our proposed idea is to use video frame clustering as a pretext task. Thus, the learned features are explicitly optimized for unsupervised activity segmentation. Here, we consider a similar clustering-based self-supervised representation learning approach as [4, 10].

However, unlike their approaches which are designed for image data, we propose temporal optimal transport to make use of temporal information additionally available in video data. Below we describe our losses for learning representations for unsupervised activity segmentation.

**Cross-Entropy Loss.** Given the frames \( X \), we first pass them to the encoder \( f_\theta \) to obtain the features \( Z \). We then compute the predicted codes \( P \) with each entry written as:

\[
P_{ij} = \frac{\exp(\frac{1}{2} z_i^\top c_j)}{\sum_{j'=1}^{K} \exp(\frac{1}{2} z_i^\top c_{j'})},
\]

where \( P_{ij} \) is the probability that the \( i \)-th frame is assigned to the \( j \)-th cluster and \( \tau \) is the temperature parameter [83]. The pseudo-label codes \( Q \) are computed by solving the temporal optimal transport problem, which we will describe in the next section. For clustering-based representation learning, we minimize the cross-entropy loss with respect to the encoder parameters \( \theta \) and the prototypes \( C \) as:

\[
L_{CE} = -\frac{1}{B} \sum_{i=1}^{B} \sum_{j=1}^{K} Q_{ij} \log P_{ij}.
\]

**Temporal Coherence Loss.** To further exploit temporal information in videos, we consider adding another self-supervised loss, i.e., the temporal coherence loss. It learns an embedding space following the temporal coherence constraints [28, 29, 59], where temporally close frames should be mapped to nearby points and temporally distant frames should be mapped to far away points. To enable fast convergence and effective representations, we employ the N-pair metric learning loss proposed by [70]. For each video, we first sample a subset of \( N \) ordered frames denoted by \( \{z_i\} \) (with \( i \in \{1, 2, \ldots, N\} \)). For each \( z_i \), we then sample a “positive” example \( z_i^+ \) inside a temporal window of \( \lambda \) from \( z_i \). Moreover, \( z_j^- \) sampled for \( z_j \) (with \( j \neq i \)) is considered as a “negative” example for \( z_i \). We minimize the temporal coherence loss with respect to the encoder parameters \( \theta \) as:

\[
L_{TC} = -\frac{1}{N} \sum_{i=1}^{N} \log \frac{\exp(z_i^\top z_i^+)}{\sum_{j=1}^{N} \exp(z_i^\top z_j^-)}.
\]

**Final Loss.** Our final loss is written as:

\[
L = L_{CE} + \alpha L_{TC}.
\]

Here, \( \alpha \) is the weight for the temporal coherence loss. Our final loss is optimized with respect to \( \theta \) and \( C \). The cross-entropy loss and the temporal coherence loss are differentiable and can be optimized using backpropagation. Note that we do not backpropagate through \( Q \).

### 3.2. Online Clustering

Below we describe our online clustering module for computing the pseudo-label codes \( Q \) online. Following [4, 10], we consider the problem of computing \( Q \) as
the optimal transport problem and solve for $Q$ online by using a mini-batch $X$ at a time. This is different from prior works [43, 52, 65, 78] for unsupervised activity segmentation, which require storing features for the entire dataset before clustering them in an offline fashion and hence have significantly more memory constraints. \par \textbf{Optimal Transport.} Given the features $Z$ extracted from the frames $X$, our goal is to compute the pseudo-label codes $P$ with each entry $Q_{ij}$ representing the probability that the features $z_i$ are mapped to the prototype $c_j$. Specifically, $Q$ is computed by solving the optimal transport problem as:

$$
\max_{Q \in \mathbb{S}} \quad Tr(Q^T Z C^T) + \epsilon H(Q), \quad (5)
$$

$$
Q = \left\{ Q \in \mathbb{R}^{B \times K}_+ : \quad Q1_K = \frac{1}{B} 1_B, \quad Q^T 1_B = \frac{1}{K} 1_K \right\}. \quad (6)
$$

Here, $1_B$ and $1_K$ denote vectors of ones in dimensions $B$ and $K$ respectively. In Eq. 5, the first term measures the similarity between the features $Z$ and the prototypes $C$, while the second term (i.e., $H(Q) = -\sum_{i=1}^{B} \sum_{j=1}^{K} Q_{ij} \log Q_{ij}$) measures the entropy regularization of $Q$, and $\epsilon$ is the weight for the entropy term. A large value of $\epsilon$ usually leads to a trivial solution where every frame has the same probability of being assigned to every cluster. Thus, we use a small value of $\epsilon$ in our experiments to avoid the above trivial solution. Furthermore, Eq. 6 represents the equal partition constraints, which enforce that each cluster is assigned the same number of frames in a mini-batch, thus preventing a trivial solution where all frames are assigned to a single cluster. Although the above equal partition prior does not hold for activities with various action lengths, we find that in practice it works relatively well for most activities with various action lengths (e.g., please see Fig. 5 and more discussion in the supplementary material). The solution for the above optimal transport problem can be computed by using the iterative Sinkhorn-Knopp algorithm [16] as:

$$
Q_{OT} = \text{diag}(u) \exp \left( \frac{Z C^T}{\epsilon} \right) \text{diag}(v), \quad (7)
$$

where $u \in \mathbb{R}^B$ and $v \in \mathbb{R}^K$ are renormalization vectors. \par \textbf{Temporal Optimal Transport.} The above approach is originally developed for image data in [4, 10] and hence is not capable of exploiting temporal cues in video data for unsupervised activity segmentation. Thus, we propose to incorporate a temporal regularization term which preserves the temporal order of the activity into the objective in Eq. 5, yielding the temporal optimal transport.

Motivated by [73], we introduce a prior distribution for $Q$, namely $T \in \mathbb{R}^{B \times K}_+$, where the highest values appear on the diagonal and the values gradually decrease along the direction perpendicular to the diagonal. Specifically, $T$ maintains a fixed order of the clusters, and enforces initial frames to be assigned to initial clusters and later frames to be assigned to later clusters. Mathematically, $T$ can be represented by a 2D distribution, whose marginal distribution along any line perpendicular to the diagonal is a Gaussian distribution centered at the intersection on the diagonal, as:

$$
T_{ij} = \frac{1}{\sigma \sqrt{2\pi}} \exp \left( -\frac{d_{ij}^2}{2\sigma^2} \right), \quad d_{ij} = \frac{|i/B - j/K|}{\sqrt{1/B^2 + 1/K^2}}, \quad (8)
$$

where $d_{ij}$ is the distance from the entry $(i, j)$ to the diagonal line. Though the above temporal order-preserving prior does not hold for activities with permutations, we empirically observe that it performs relatively well on most datasets containing permutations (e.g., please see Tabs. 3, 4, 5, and more discussion in the supplementary material).
To encourage the distribution of values of \( Q \) to be as similar as possible to \( T \), we replace the objective in Eq. 5 with the temporal optimal transport objective:

\[
\max_{Q \in \mathcal{Q}} \text{Tr}(Q^T ZC^T) - \rho KL(Q||T).
\]

(9)

Here, \( KL(Q||T) = \sum_{i=1}^{B} \sum_{j=1}^{K} Q_{ij} \log \frac{Q_{ij}}{T_{ij}} \) is the Kullback-Leibler (KL) divergence between \( Q \) and \( T \), and \( \rho \) is the weight for the KL term. Note that \( \mathcal{Q} \) is defined as in Eq. 6. Following [16], we can derive the solution for the above temporal optimal transport problem as:

\[
Q_{TOT} = \text{diag}(u) \exp \left( \frac{ZC^T + \rho \log T}{\rho} \right) \text{diag}(v),
\]

(10)

where \( u \in \mathbb{R}^B \) and \( v \in \mathbb{R}^K \) are renormalization vectors.

In contrast to previous methods [43, 52, 65, 78] which require features of the entire dataset to be loaded into memory, our method requires only a mini-batch of features to be loaded in memory at a time. This reduces the memory requirement significantly from \( O(N) \) to \( O(B) \), where \( B \) is the mini-batch size, \( N \) is the total number of frames in the entire dataset, and \( B \) is much smaller than \( N \), especially for large datasets. For example, CTE [43] requires a memory of 57795 \( \times 30 \times 8 \) bytes for storing features on the 50 Salads dataset, whereas our method requires 512 \( \times 30 \times 8 \) bytes for the same purpose, where \( N = 57795 \), \( B = 512 \), and 30 is the size of the final embedding.

4. Experiments

Implementation Details. We use a 2-layer MLP for learning the embedding on top of pre-computed features (see below). The MLP is followed by a dot-product operation with the prototypes which are initialized randomly and learned via backpropagation through the losses presented in Sec. 3.1. The ADAM optimizer [39] is used with a learning rate of \( 10^{-3} \) and a weight decay of \( 10^{-4} \). For each activity, the number of prototypes is set as the number of actions in the activity. In our approach, the order of the actions is fixed as mentioned in Sec. 3.2. During inference, cluster assignment probabilities for all frames are computed. These probabilities are then passed to a Viterbi decoder for smoothing out the probabilities given the order of the actions. Note that, for a fair comparison, the above protocol is the same as in CTE [43], which is the closest work to ours. Please see more details in the supplementary material.

Datasets. We use three public datasets (all under Creative Commons License), namely 50 Salads [72], YouTube Instructions (YTI) [3], and Breakfast [40], while introducing our Desktop Assembly dataset:

- 50 Salads consists of 50 videos of actors performing a cooking activity. The total video duration is about 4.5 hours. Following previous works, we report results at two granularity levels, i.e., Eval with 12 action classes and Mid with 19 action classes. For Eval, some action classes are merged into one class (e.g., “cut cucumber”, “cut tomato”, and “cut cheese” are all considered as “cut”). Thus, it has less number of action classes than Mid. We use pre-computed features by [81].

- YouTube Instructions (YTI) includes 150 videos belonging to 5 activities. The average video length is about 2 minutes. This dataset also has a large number of frames labeled as background. Following previous works, we use pre-computed features provided by [3].

- Breakfast consists of 10 activities with about 8 actions per activity. The average video length varies from few seconds to several minutes depending on the activity. Following previous works, we use pre-computed features proposed by [41] and shared by [43].

- Our Desktop Assembly dataset includes 76 videos of actors performing an assembly activity. The activity comprises 22 actions conducted in a fixed order. Each video is about 1.5 minutes long. We use pre-computed features by ResNet-18 [33] pre-trained on ImageNet. Please see more details in the supplementary material.

Metrics. Since no labels are provided for training, there is no direct mapping between predicted and ground truth segments. To establish this mapping, we follow [43, 65] and perform Hungarian matching. Note that the Hungarian matching is conducted at the activity level, i.e., it is computed over all frames of an activity. This is different from the Hungarian matching used in [1] which is done at the video level and generally leads to better results due to more fine-grained matching [78]. We adopt Mean Over Frames (MOF) and F1-Score as our metrics. MOF is the percentage of correct frame-wise predictions averaged over all activities. For F1-Score, to compute precision and recall, positive detections must have more than 50% overlap with ground truth segments. F1-Score is computed for each video and averaged over all videos. Please see [43] for more details.

Competing Methods. We compare against various unsupervised activity segmentation methods [3, 43, 52, 65, 75, 78]. Frank-Wolfe [3] explores accompanied narrations. Mallow [65] iterates between representation learning based on discriminative learning and temporal modeling based on a generalized Mallow’s model. CTE [43] leverages timestamp prediction for representation learning and then K-means for clustering. VTE [78] and ASAL [52] further improve CTE [43] with visual cues (via future frame prediction) and action-level cues (via action shuffle prediction) respectively. UDE [75] uses discriminative learning for clustering and reconstruction loss for representation learning.
4.1. Ablation Study Results

We perform ablation studies on 50 Salads (i.e., Eval granularity) and YTI to show the effectiveness of our design choices in Sec. 3. Tabs. 1 and 2 show the ablation study results. We first begin with the standard optimal transport (OT), without any temporal prior. From Tabs. 1 and 2, OT has the worst overall performance, e.g., OT obtains 27.8 for F1-Score on 50 Salads, and 11.6 for F1-Score and 16.0% for MOF on YTI. Next, we experiment with adding temporal priors to OT, including time-stamp prediction loss in CTE [43] (yielding OT+CTE), temporal coherence loss in Sec. 3.1 (yielding OT+TCL), and temporal order-preserving prior in Sec. 3.2 (yielding TOT). We notice while OT+CTE, OT+TCL, and TOT all outperform OT, TOT achieves the best performance among them, e.g., TOT obtains 42.8 for F1-Score on 50 Salads, and 30.0 for F1-Score and 40.6% for MOF on YTI. The above observations are also confirmed by plotting the pseudo-label codes \( Q \) computed by different variants in Fig. 3. It can be seen that OT fails to capture any temporal structure of the activity, whereas TOT manages to capture the temporal order of the activity relatively well (i.e., initial frames should be mapped to initial prototypes and vice versa).

Finally, we consider adding more temporal priors to TOT, including time-stamp prediction loss in CTE [43] (yielding TOT+CTE) and temporal coherence loss in Sec. 3.1 (yielding TOT+TCL). We observe that TCL is often complementary to TOT, and TOT+TCL achieves the best overall performance, e.g., TOT+TCL obtains 48.2 for F1-Score on 50 Salads, and 32.9 for F1-Score and 45.3% for MOF on YTI. We notice that TOT+TCL has a lower MOF than TOT on 50 Salads, which might be because TCL optimizes for disparate representations for different actions but multiple action classes are merged into one in 50 Salads (i.e., Eval granularity).

4.2. Hyperparameter Setting Results

Effects of \( \alpha \). We study the effects of different values of \( \alpha \), i.e., the balancing weight between the clustering-based loss and the temporal coherence loss in Eq. 4. We measure F1-Scores on YouTube Instructions. Fig. 4(a) shows the results, where the performance peaks in the proximity of \( \alpha = 1.0 \).

Effects of \( \rho \). The effects of various values of \( \rho \), i.e., the balancing weight between the similarity term and the temporal order-preserving term in Eq. 9, are presented in Fig. 4(b). We use YouTube Instructions and measure F1-Scores. From Fig. 4(b), \( \rho \in [0.07, 0.1] \) performs the best. The drop at \( \rho = 0.01 \) is due to numerical issues (see Fig. 6 of [73]).

Effects of \( \eta \). Fig. 4(c) shows the results of varying the value of \( \eta \), i.e., the number of Sinkhorn-Knopp iterations during TOT training. We measure F1-Scores on YouTube Instructions. From the results, \( \eta \in [3, 5] \) performs the best. Larger values of \( \eta \) do not improve the performance but increase the computational cost significantly.

Effects of \( B \). The results of increasing the value of \( B \), i.e., the mini-batch size during TOT training, are presented in Fig. 4(d). We use 50 Salads dataset (Eval granularity) and measure F1-Scores. As we can see from the results, the performance improves as the mini-batch size increases.

4.3. Results on 50 Salads Dataset

Tab. 3 presents the MOF results of different unsupervised activity segmentation methods on 50 Salads. From

![Table 1. Ablation study results on 50 Salads (i.e., Eval granularity). The best results are in \textbf{bold}. The second best are \textit{underlined.}](image)

| Variants | F1-Score | MOF   |
|----------|----------|-------|
| OT       | 27.8     | 37.6  |
| OT+CTE   | 34.3     | 40.4  |
| OT+TCL   | 30.3     | 27.5  |
| TOT      | 42.8     | 47.4  |
| TOT+CTE  | 36.0     | 40.8  |
| TOT+TCL  | 48.2     | 44.5  |

Table 2. Ablation study results on YouTube Instructions. The best results are in \textbf{bold}. The second best are \textit{underlined.}

| Variants | F1-Score | MOF   |
|----------|----------|-------|
| OT       | 11.6     | 16.0  |
| OT+CTE   | 22.0     | 35.2  |
| OT+TCL   | 24.8     | 35.7  |
| TOT      | 30.0     | 40.6  |
| TOT+CTE  | 26.7     | 38.2  |
| TOT+TCL  | 32.9     | 45.3  |

4.3. Results on 50 Salads Dataset

Tab. 3 presents the MOF results of different unsupervised activity segmentation methods on 50 Salads.

![Figure 3. Pseudo-label codes \( Q \) computed by different variants for a 50 Salads video.](image)
Figure 4. Hyperparameter setting results. Y axes show F1-Scores. We use YTI in (a-c) and 50 Salads (Eval granularity) in (d).

the results, TOT outperforms CTE [43] by 11.9% and 1.6% on the Eval and Mid granularity respectively. Similarly, TOT also outperforms VTE [78] by 16.8% and 7.6% on the Eval and Mid granularity respectively. Note that CTE, which uses a sequential representation learning and clustering framework, is our most relevant competitor. VTE further improves CTE by exploring visual information via future frame prediction, which is not utilized in TOT. The significant performance gains of TOT over both CTE and VTE show the advantages of joint representation learning and clustering. Moreover, TOT performs the best on the Eval granularity, outperforming the recent works of ASAL [52] and UDE [75] by 8.2% and 5.2% respectively. Finally, by combining TOT and TCL, we achieve 34.3% on the Mid granularity, which is very close to the best performance of 34.4% of ASAL. Also, TOT+TCL outperforms ASAL and UDE by 5.3% and 2.3% on the Eval granularity respectively. As mentioned previously, TOT+TCL has a lower MOF than TOT on the Eval granularity, which might be due to large intra-class variations in the Eval granularity.

4.4. Results on YouTube Instructions Dataset

Here, we compare our approach against state-of-the-art methods [3, 43, 52, 65, 75, 78] for unsupervised activity segmentation on YTI. Following all of the above works, we report the performance without considering background frames. Tab. 4 presents the results. As we can see from Tab. 4, TOT+TCL achieves the best performance on both metrics, outperforming all competing methods including the recent works of ASAL [52] and UDE [75]. In particular, TOT+TCL achieves 32.9 for F1-Score, while ASAL and UDE obtain 32.1 and 29.6 respectively. Similarly, TOT+TCL achieves 45.3% for MOF, while ASAL and UDE obtain 44.9% and 43.8% respectively. Finally, although TOT is inferior to TOT+TCL on both metrics, TOT outperforms a few competing methods. Specifically, TOT has a higher F1-Score than UDE [75], VTE [78], CTE [43], Mallow [65], and Frank-Wolfe [3], and a higher MOF than CTE [43] and Mallow [65].

4.5. Results on Breakfast Dataset

We now discuss the performance of different methods on Breakfast. Tab. 5 shows the results. It can be seen that the recent work of ASAL [52] obtains the best performance on both metrics. ASAL [52] employs CTE [43] for initialization, and explores action-level cues for improvement, which can also be incorporated for boosting the performance of our approach. Next, TOT outperforms the sequential representation learning and clustering approach of CTE [43] by 4.6 and 5.7% on F1-Score and MOF respectively, while performing on par with VTE [78] and UDE [75], e.g., for MOF, TOT achieves 47.5% while VTE and UDE obtain 48.1% and 47.4% respectively. Also, the significant performance gains of TOT over the most relevant competitor CTE confirms the advantages of joint representation learning and clustering. Some qualitative results are shown in Fig. 5. It can be seen that our results are more closely aligned with the ground truth than those of CTE. Finally, combining TOT and TCL yields a similar F1-Score but a lower MOF than TOT, which might be due to large intra-class variations in the Breakfast dataset.
### 4.6. Results on Desktop Assembly Dataset

Prior works, e.g., CTE [43] and VTE [78], often exploit temporal information via time-stamp prediction. However, the same action might occur at various time stamps across videos in practice, e.g., different actors might perform the same action at different speeds. Our approach instead leverages temporal cues via temporal optimal transport, which preserves the temporal order of the activity. Table 6 shows the results of CTE and our methods (i.e., TOT and TOT+TCL) on Desktop Assembly, where the activity comprises 22 actions conducted in a fixed order. From Tab. 6, TOT+TCL performs the best on both metrics, i.e., 53.4 for F1-Score and 58.1% for MOF. Also, TOT and TOT+TCL significantly outperform CTE on both metrics, i.e., TOT and TOT+TCL obtain F1-Score gains of 6.8 and 8.5 over CTE respectively, and MOF gains of 8.7% and 10.5% over CTE respectively.

### 4.7. Generalization Results

So far, we have followed all previous works in unsupervised activity segmentation to use the same set of unlabelled videos for training and testing. We now explore another experiment setup to evaluate the generalization capability of our method. Specifically, we split the datasets, i.e., 50 Salads (Eval granularity), YouTube Instructions, Breakfast, and Desktop Assembly, into 80% for training and 20% for testing, e.g., for 50 Salads with 50 videos in total, we use 40 videos for training and 10 videos for testing. Tab. 7 presents the results of our method and CTE [43]. As expected, the results of all methods decline as compared to those reported in preceding sections. In addition, our method continues to outperform CTE in this experiment setup.

### 5. Conclusion

We propose a novel approach for unsupervised activity segmentation, which jointly performs representation learning and online clustering. We introduce temporal optimal transport, which maintains the temporal order of the activity when computing pseudo-label cluster assignments. Our approach is online, processing one mini-batch at a time. We show comparable or superior performance against the state of the art on three public datasets, i.e., 50 Salads, YouTube Instructions, and Breakfast, and our Desktop Assembly dataset, while having substantially less memory requirements. One venue for our future work is to handle order variations and background frames such as VAVA [55]. Also, our approach can be extended to include additional self-supervised losses such as visual cues [78] and action-level cues [52]. Lastly, we can utilize deep supervision [20, 48, 49, 89] for hierarchical segmentation.
A. Supplementary Material

In this supplementary material, we first discuss the limitations of our method in Sec. A.1 and show some qualitative results in Sec. A.2. Next, we provide the details of our implementation and our Desktop Assembly dataset in Secs. A.3 and A.4 respectively. Lastly, we discuss the societal impacts of our work in Sec. A.5.

A.1. Limitation Discussions

Below we discuss the limitations of our method, including the equal partition constraint in Eq. 6 of the main text, the fixed order prior in Eq. 8 of the main paper, the performance of TCL, the comparison with ASAL, and the case of unknown activity class.

Equal Partition Constraint. We impose the equal partition constraint on cluster assignments, which may not hold true for the data in practice, i.e., one action might be longer than others in a given video. However, the equal partition constraint is imposed on soft cluster assignments (cluster assignment probabilities), i.e., the sum of soft cluster assignments should be equal for all clusters. More importantly, we apply the constraint at the mini-batch level (not the dataset level), which provides some flexibility to our approach, i.e., the sum of soft cluster assignments may be equal at the mini-batch level but the final cluster assignments may favor one cluster over others to some extent. For example, it may appear in Fig. 3(c) of the main paper that the soft cluster assignments are evenly distributed, but if we obtain the hard cluster assignments (by taking max over all soft cluster assignments for each frame), we observe that cluster #11 gets a slightly higher number of frames assigned than others. The above observations show that our approach may be capable of handling actions with various lengths to some extent, which is likely the case for the datasets used in this paper.

Fixed Order Prior. We apply a fixed order prior on the clusters learned via our approach. The fixed order prior allows us to introduce the temporal order-preserving constraint within the standard optimal transport module, and predict temporally ordered clusters which are more natural for video data and can be fed directly to the Viterbi decoding module at test time. As evident in Fig. 3 of the main text, OT without the fixed order prior fails to extract any temporal structure of the activity (see Fig. 3(a)), while TOT with the fixed order prior is able to capture the temporal order of the activity relatively well (see Fig. 3(c)), i.e., initial frames are assigned to cluster #1, following frames are assigned to cluster #2, subsequent frames are assigned to cluster #3, and so on. The ablation study results in Tabs. 1 and 2 of the main paper show that the fixed order prior provides performance gains on 50 Salads and YouTube Instructions, which further confirms the benefits of the fixed order prior. For the datasets used in this paper, permutation generally occurs when an action is not performed by the actor. In such cases, our method assigns only a few frames to the missing action (e.g., see the yellow segment in the TOT result in Fig. 4 of the main text) and hence manages to perform relatively well on the datasets used in this work. Nevertheless, we note that if there are several permutations or missing actions, our approach may not work.

TCL Performance. TCL has been used in many previous works, e.g., [28, 29, 59], to exploit temporal cues in videos for representation learning. Specifically, it encourages neighboring video frames to be mapped to nearby points in the embedding space (or belong to the same class) and distant video frames to be mapped to far away points in the embedding space (or belong to different classes). From our experiments above, TCL works well in cases of small/medium intra-class variations, e.g., 50 Salads (Mid granularity), YTI, and Desktop Assembly datasets, while often not performing well in cases of large intra-class variations, e.g., 50 Salads (Eval granularity) and Breakfast datasets. Furthermore, our basic method (i.e., TOT) is able to achieve similar or better results than many previous methods on all datasets.

ASAL Comparison. On the Breakfast dataset, ASAL [52] performs the best, while our method (i.e., TOT) outperforms Mallow [65] and CTE [43] and performs on par with VTE [78] and UDE [75]. We note that ASAL is first initialized by CTE and then exploits action-level cues for refining the results of CTE (see Fig. 1 of the ASAL paper). Thus, we could instead utilize our method to provide a better initialization for ASAL and then leverage action-level cues with ASAL for boosting our performance. This remains an interesting direction for our future work. Furthermore, our method relies on a single two-layer MLP network (same as CTE), whereas ASAL employs a combination of three networks, i.e., two MLP networks and one RNN network. Since the objective of our work is to demonstrate the merit of an online clustering approach, we decide to use a single simple MLP network to facilitate a fair comparison with CTE (an offline clustering method).

Unknown Activity Class. Prior works and ours assume known activity classes and known number of actions per activity. To mitigate that, in Sec. 4.7 of CTE, it proposes to make guesses on values of $K'$ (number of activity classes) and $K$ (same number of actions per activity), and perform multi-level clustering to predict activity classes. However, the guesses are in fact very close to the ground truth ($K' \ast K = 50$ vs. ground truth 48). Our approach could be extended to perform multi-level clustering, but it is not trivial and remains our future work.
A.2. Qualitative Results

Fig. 6 shows some qualitative results on 50 Salads, YouTube Instructions, Breakfast, and Desktop Assembly datasets. Overall, the results of TOT and TOT+TCL are closer to the ground truth than those of CTE [43].

A.3. Implementation Details

Encoder Network. As mentioned in Sec. 4 of the main paper, we employ a two-layer fully-connected encoder network on top of the pre-computed features. Each fully-connected layer is followed by the sigmoid activation function. The dimensions of the output features are 30, 40 and 200 respectively for 50 Salads, Breakfast, and YouTube Instructions datasets.

Frame Sampling. As we mention in Sec. 3.2 of the main text, our temporal optimal transport module assumes a fixed order of the prototypes, and assigns early frames to early prototypes and later frames to later prototypes. To implement the above, we sample frames from a video such that i) the sampled frames are temporally ordered and ii) the sampled frames spread over the entire video duration. In particular, we first divide the video into $N$ bins of equal lengths. We then sample one anchor frame $z_i$ from the $i$-th bin with $i \in \{1, 2, ..., N\}$. For the temporal coherence loss presented in Sec. 3.1 of the main paper, we sample a “positive” frame $z_i^+$ for each anchor frame $z_i$, i.e., $z_i^+$ is inside a temporal window of $\lambda$ from $z_i$. Further, we consider all $z_j^+$ with $j \neq i$ as “negative” frames for $z_i$.

Background Class on Breakfast. The “SIL” action class in the Breakfast dataset corresponds to both background frames occurring at the start and at the end of the videos. However, the background frames at the start of the videos are visually and temporally different from those at the end of the videos. Therefore, following the 50 Salads dataset, we break the starting background frames and the ending background frames into 2 separate action classes (i.e., “action_start” and “action_end”). For a fair comparison, we have also evaluated CTE [43] with the above background label splitting, however that leads to performance drops on both F1-Score and MOF metrics. In particular, CTE with background label splitting obtains 22.7 F1-Score and 41.5% MOF, whereas CTE without background label splitting (in Tab. 5 of the main text) achieves 26.4 F1-Score and 41.8% MOF.

Adding Entropy Regularization to Eq. 9. The entropy regularization in Eq. 5 ensures cluster assignments are smoothly spread out among clusters but does not consider temporal positions of frames. The KL divergence in Eq. 9 takes both factors into account by considering temporal positions of frames and imposing a smooth prior distribution (Eq. 8) on cluster assignments. We did try adding the entropy regularization to Eq. 9 but did not get better results (for TOT on 50 Salads - Eval granularity, we obtained
46.2% vs. 47.4% in Tab. 3). Thus, we did not include the entropy regularization term in Eq. 9.

Hyperparameter Settings. The network is trained by using the ADAM optimizer [39] at a learning rate of $10^{-3}$ and a weight decay of $10^{-4}$. We freeze the gradients for the prototypes during the first few iterations for better convergence [10]. For the three public datasets, we set $\tau$ to 0.1, $\lambda$ to 30, and $\alpha$ to 1.0. Further, the number of Sinkhorn-Knopp iterations is fixed to 3 and each mini-batch contains sampled frames from 2 videos. Tabs. 8 and 9 present the hyperparameter settings for TOT and TOT+TCL respectively on the three public datasets, including 50 Salads, YouTube Instructions, and Breakfast.

Computing Resources. Our experiments are conducted with a single Nvidia V100 GPU on Microsoft Azure.

A.4. Desktop Assembly Dataset Details

Our Desktop Assembly dataset includes 76 videos of different actors assembling a desktop computer from its parts. The desktop assembly activity consists of 22 action classes and 1 background class, amounting to a total of 23 action classes. The actions are “picking up chip”, “placing chip on motherboard”, “closing cover”, “picking up screw and screw driver”, “tightening screw”, “plugging stick in”, “picking up fan”, “placing fan on motherboard”, “tightening screw A”, “tightening screw B”, “tightening screw C”, “tightening screw D”, “putting screw driver down”, “connecting wire to motherboard”, “picking up RAM”, “installing RAM”, “locking RAM”, “picking up disk”, “installing disk”, “connecting wire A to motherboard”, “connecting wire B to motherboard”, “closing lid”, and “background”. The activity is performed by 4 different actors with various appearances, speeds, and viewpoints. We downsample the videos to 10 frames per second, resulting in a total of 59,165 frames for the entire dataset. We use ResNet-18 [33] pre-trained on ImageNet to obtain pre-computed features which are used as input for all methods. The original videos, pre-computed features, and action class labels are available at https://bit.ly/3JKm0JP. We note that the action class labels are only used during evaluation. Our hyperparameter settings for TOT and TOT+TCL on our Desktop Assembly dataset are presented in Tab. 10.

A.5. Societal Impacts

Our approach enables learning video recognition models without requiring action labels. It would positively impact the problems of worker training and assistance, where models automatically built from video datasets of expert demonstrations in diverse domains, e.g., factory work and medical surgery, could be used to provide training and guidance to new workers. Similarly, there exist problems such as surgery standardization, where operation room video datasets could be processed with approaches such as ours to improve the standard of care for patients globally. On the other hand, video understanding algorithms could generally be used in surveillance applications, where they improve security and productivity at the cost of privacy.
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