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Abstract. In real situations, agents might take different activity levels to participate; agents might represent administrative areas of different scales. On the other hand, agents always face an increasing need to focus on multiple aims efficiently in their operational processes. Thus, we introduce two solutions to investigate distribution mechanism by applying the maximal level-marginal contributions among activity level (decision) vectors under multicriteria management systems. Based on a specific reduced game and some reasonable properties, we offer some characterizations to analyze the rationality for these two solutions. In order to desire that any utility could be distributed among the players and their activity levels in proportion to related differences, two weighted extensions are also proposed by means of different weight functions.

1. Introduction. Reduced game property is an important property in the characterizations on traditional games. It asserts that the recommendation made for any problem should always agree with the recommendation made in the subproblem that appears when the payoffs of some agents are settled on. This property has been always analyzed in different contexts by adopting reduced games, such as bargaining problems, cost allocation problems and so on.

In a transferable-utility (TU) game, each agent is either fully involved or totally out of participation with some other agents. Based on the notion of the marginal contributions, the equal allocation of non-separable costs (EANSC, Ransmeier (1942)) and the normalized marginal index are defined on traditional TU games respectively. Moulin (1985) introduced the complement-reduced game to show that the EANSC provides a fair rule for distributing utilities. Liao et al. (2017) also adopted the complement-reduction to characterize the normalized marginal index.

In a multi-choice TU game, each agent is permitted to participate with finite various activity levels (or decisions). Thus, a multi-choice TU game could be regarded as a natural extension of a traditional TU game. Nouweland et al. (1995) referred to other applications of multi-choice TU games, such as a large building project with a deadline and a penalty for every day if this deadline is overtime. The date of completion depends on the effort of how all of the people plunged into the project: the greater they exert themselves, the sooner the project will be completed. This
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situation gives rise to a multi-choice game. The worth of a coalition where each agent works at a certain activity level is defined as the minus of the penalty which needs to be paid for giving the date of completion of the project when every agent makes the relative effort. Another application appears in a large company with many divisions, where the profit-making depends on their performance. This gives rise to a multi-choice TU game in which the agents are the divisions and the worth of a coalition where each division functions at a certain level is the corresponding profit made by the company. Many multi-choice solutions have been applied wildly, e.g., Branzei (2008), Branzei et al. (2009), Branzei et al. (2009, 2014), Hwang and Liao (2013), Liao (2018), and so on. By considering overall allocations for a given member on multi-choice TU games, Hwang and Liao (2010), Liao (2008, 2012) and Nouweland et al. (1995) proposed several extended allocations and related results for the core, the EANSC and the Shapley value respectively.

In different fields, from sciences to industry, engineering and the social sciences, managers face an increasing need to focus on multiple aims efficiently in their operational processes. Related situations include analyzing distribution tradeoffs, selecting optimal decision or process designs, or any other condition where you need an efficient solution with tradeoffs between two or more aims. In many cases these real world efficient situations could be formulated as multicriteria mathematical optimization models. The solutions of such situations requires appropriate techniques to offer optimal results that - unlike traditional viewpoints or methods - take several properties of the aims into account. Several pre-existing results considered multicriteria situations. For example, Bednarczuk et al. (2018) transformed the multiple-choice knapsack problem into a bi-objective optimization problem whose solution set contains solutions of the original multiple-choice knapsack problem. Goli et al. (2019) addressed the optimization of the multi-objective product portfolio problem under return uncertainty is addressed here. The contribution is based on the application of a hybrid improved artificial intelligence and robust optimization and presenting a new method for calculating the risk of a product portfolio. A two-objective (minimizing risk and maximizing return) mathematical model is also proposed. In order to maximize the increase in cash flow, maximize the total created jobs in the supply chain, and maximize the reliability of consumed raw materials, Goli et al. (2020) addressed the multiobjective, multiproducts and multiperiod closed-loop supply chain network design with uncertain parameters, whose aim is to incorporate the financial flow as the cash flow and debts’ constraints and labor employment under fuzzy uncertainty. By considering multi-criteria analysis methods in some complex situations (e.g., with different aspects to be considered and multilevel actors involved), the objective of the results proposed by Guarini et al. (2018) is to outline a procedure with which to select the method best suited to the specific queries of evaluation, which commonly arise while addressing decision-making problems. A flexible combinatorial optimization modeling approach introduced by Mustakerov et al. (2018) is developed for multi-choice complying with different decision maker requirements. The described approach is based on formulation of multicriteria linear mixed integer optimization tasks. Tirkolaee et al. (2019) addressed the multi-objective multi-mode resource-constrained project scheduling problem with payment planning where the activities can be done through one of the possible modes and the objectives are to maximize the net present value and minimize the completion time concurrently.
In real situations, the agents and their activity levels are different. Agents might represent constituencies of different sizes; Agents might have different bargaining abilities. Also, lack of symmetry may arise when different bargaining abilities for different agents are modeled. In line with the above interpretations, we would now desire that any utility could be distributed among the agents and their activity levels in proportion to weights. Weights come up naturally in the framework of utilities allocation. For example, when we deal with a problem of utility allocation among investment projects, then the weights could be associated to the profitability of the different projects. In a question of allocating travel costs among various places visited, the weights could be the number of days spent at each one (cf. Shapley (1982)). It is reasonable that weights could be assigned to the “agents” and the “levels” to distinguish the difference among the agents and their activity levels respectively.

The above mentioned results raise one motivation:

- whether some solutions could be introduced by considering multi-choice behavior, multicriteria situation and weights simultaneously.

The paper is devoted to investigate the motivation. The main results of this paper are as follows.

- Two new solutions, the multicriteria max-index (MMI) and the multicriteria normalized index (MNI), are introduced in Section 2. These two solutions are multi-choice extensions of the EANSC and the normalized marginal index under multicriteria situation.

- In order to analyze the rationality for these two solutions, we propose an extended reduction to offer some characterizations. In Section 3, we show that the MMI is the only solution satisfying the properties of multicriteria standard for games and multicriteria reduced game property. Further, we also show that the MMI is the only solution satisfying the properties of multicriteria pareto optimality, multicriteria equal treatment for equal, multicriteria covariance and multicriteria reduced game property.

- Since the MNI violates multicriteria reduced game property, in Section 4, we define the revised reduced game property to show that the MNI is the only solution satisfying the properties of normalized-marginal-standard of games and revised reduced game property.

- In Section 5, we adopt the weight function for agents and the weighted function for levels to propose two weighted extensions of the MMI and related characterizations.

2. Preliminaries. Let $U$ be the universe of agents. For $i \in U$ and $b_i \in \mathbb{N}$, we set $B_i = \{0, \cdots, b_i\}$ to be the action (decision) space of agent $i$ and $B_i^+ = B_i \setminus \{0\}$, where 0 denotes no participation. Let $B^N = \prod_{i \in N} B_i$ be the product set of the action spaces for agents in $N$. For all $T \subseteq N$, a agent-coalition $T \subseteq N$ corresponds in a canonical way to the multi-choice coalition $e^T \in B^N$, which is the vector with $e^T_i = 1$ if $i \in T$, and $e^T_i = 0$ if $i \in N \setminus T$. Denote $0_N$ the zero vector in $\mathbb{R}^N$. For $m \in \mathbb{N}$, let $0_m$ be the zero vector in $\mathbb{R}^m$ and $\mathbb{N}_m = \{1, 2, \cdots, m\}$.

A multi-choice TU game is a triplet $(N, b, v)$, where $N$ is a non-empty and finite set of agents, $b = (b_i)_{i \in N} \in \prod_{i \in N} B_i^+$ is the vector that describes the highest levels of activity for each agent, and $v : B^N \to \mathbb{R}$ is a function with $v(0_N) = 0$ which assigns to each action vector $\alpha = (\alpha_i)_{i \in N} \in B^N$ the worth that the agents can obtain when each agent $i$ plays at level $\alpha_i$. A multicriteria multi-choice TU
game is a triple \((N, b, V^m)\), where \(m \in \mathbb{N}\), \(V^m = (v^t)_{t \in \mathbb{N}_m}\) and \((N, b, v^t)\) is a multi-choice TU game for all \(t \in \mathbb{N}_m\). Denote the class of all multicriteria multi-choice TU games by \(\Gamma\).

A solution is a map \(\sigma\) assigning to each \((N, b, V^m) \in \Gamma\) an element

\[
\sigma(N, b, V^m) = (\sigma^t(N, b, V^m))_{t \in \mathbb{N}_m},
\]

where \(\sigma^t(N, b, V^m) = (\sigma^t_i(N, b, V^m))_{i \in \mathbb{N}} \in \mathbb{R}^N\) and \(\sigma^t_i(N, b, V^m)\) is the payoff of the agent \(i\) when \(i\) participates in \((N, b, v^t)\). Let \((N, b, V^m) \in \Gamma\), \(T \subseteq \mathbb{N}\) and \(\alpha \in \mathbb{R}^N\), we denote \(L(\alpha) = \{i \in N|\alpha_i \neq 0\}\), and denote \(\alpha_T \in \mathbb{R}^T\) to be the restriction of \(\alpha\) to \(T\). Given \(i \in \mathbb{N}\), we introduce the substitution notation \(\alpha_{-i}\) to stand for \(\alpha_N \setminus \{i\}\) and let \(\gamma = (\alpha_{-i}, p) \in \mathbb{R}^N\) be defined by \(\gamma_{-i} = \alpha_{-i}\) and \(\gamma_i = p\).

In the following, we provide different generalizations of the EANSC and the normalized marginal index.

**Definition 2.1.**

1. The **multicriteria max-index (MMI)**, \(\eta_i\), is defined by

\[
\eta^t_i(N, b, V^m) = \eta^t_i(N, b, V^m) + \frac{1}{|N|} \cdot [v^t(b) - \sum_{k \in N} \eta^t_k(N, b, V^m)]
\]

for all \((N, b, V^m) \in \Gamma\), for all \(t \in \mathbb{N}_m\) and for all \(i \in \mathbb{N}\). The value \(\eta^t_i(N, b, V^m) = \max_{j \in B^t} \{v^t(b_{-i, j}) - v^t(b_{-i, j-1})\}\) is the **maximal level-marginal contribution** of the agent \(i\) from level \(j - 1\) to \(j\) in \((N, b, v^t)\). From now on we restrict our attention to bounded multi-choice TU games, defined as those games \((N, b, v^t)\) such that, there exists \(M_v \in \mathbb{R}\) such that \(v^t(\alpha) \leq M_v\) for all \(\alpha \in B^N\). We adopt it to guarantee that \(\eta_i(N, b, v^t)\) is well-defined. Under the solution \(\eta_i\), all agents first receive their maximal level-marginal contribution, and further allocate the remaining utility equally.

2. The **multicriteria normalized index (MNI)**, \(\overline{X}_i\), is defined by

\[
\overline{X}^t_i(N, b, V^m) = \frac{v^t(b)}{\sum_{k \in N} \eta^t_k(N, b, V^m)} \cdot \eta^t_i(N, b, V^m)
\]

for all \((N, b, V^m) \in \Gamma^*,\) for all \(t \in \mathbb{N}_m\) and for all \(i \in \mathbb{N}\), where \(\Gamma^* = \{(N, b, V^m) \in \Gamma | \sum_{i \in N} \eta^t_i(N, b, V^m) \neq 0\text{ for all } t \in \mathbb{N}_m\}\). By the definition of \(\overline{X}_i\), all agents allocate the full-level utility proportionally by applying maximal level-marginal contributions.

**Remark 1.** As we mention in Introduction, multicriteria analysis (also known multiattribute analysis, multi-objective analysis, and so on) is a notion of multiple criteria analysis that is concerned with conditions involving more than one aim to be optimized simultaneously. Multicriteria analysis has been applied in many areas, including engineering, politics, economics, logistics where efficient decisions need to be used in the presence of trade-offs among two or more aims. For example, minimizing cost while maximizing comfort by buying a central air conditioning system, and maximizing efficiency whilst minimizing energies consumption and emission of pollutants are examples of multicriteria efficient problems involving two and three aims respectively. In many situations, there can be more than three aims. On the other hand, each agent could be allowed to participate with infinite various activity decisions (levels, strategies) in real situations respectively. Therefore, we consider the framework of multicriteria multi-choice TU games in this paper.
In the following we provide a brief application of multicriteria multi-choice TU games in the setting of “management”. This kind of problem can be formulated as follows. Let \( N = \{1, 2, \ldots, n\} \) be a set of all agents of a grand management system \((N, b, V^m)\). The function \( v^t \) could be treated as a utility function which assigns to each level vector \( \alpha = (\alpha_i)_{i \in N} \in B^N \) the worth that the agents can obtain when each agent \( i \) participates at operation strategy \( \alpha_i \in B_i \) in the sub-management system \((N, b, v^t)\). Modeled in this way, the grand management system \((N, b, V^m)\) could be considered as a multicriteria multi-choice TU game, with \( v^t \) being each characteristic function and \( b_i \) being the set of all operation strategies of the agent \( i \). In the following sections, we would like to show that the MMI and the MNI could provide “optimal allocation mechanisms” among all agents under multi-choice behavior and multicriteria situation.

3. The MMI and its characterizations. In this section, we adopt some properties to characterize the MMI. A solution \( \psi \) satisfies **multicriteria pareto optimality (MPO)** if for all \((N, b, V^m) \in \Gamma \) and for all \( t \in \mathbb{N}_m \), \( \sum_{i \in N} \psi_t^i(N, b, V^m) = v^t(b) \). A solution \( \psi \) satisfies **multicriteria standard for games (MSTFG)** if \( \psi(N, b, V^m) = \eta(N, b, V^m) \) for all \((N, b, V^m) \in \Gamma \) with \(|N| \leq 2\). A solution \( \psi \) satisfies **multicriteria equal treatment for equal (METE)** if \( \psi_t(N, b, V^m) = \psi_k(N, b, V^m) \) for all \((N, b, V^m) \in \Gamma \) with \( \eta^t_i(N, b, V^m) = \eta^t_k(N, b, V^m) \) for some \( i, k \in N \) and for all \( t \in \mathbb{N}_m \). A solution \( \psi \) satisfies **multicriteria covariance (MCOV)** if \( \psi(N, b, V^m) = \psi(N, b, W^m) + (f^t)_{t \in \mathbb{N}_m} \) for all \((N, b, V^m), (N, b, W^m) \in \Gamma \) with \( v^t(\alpha) = \psi_t^i(\alpha) + \sum_{i \in L(\alpha)} f^t_i \) for some \( f^t \in \mathbb{R}^N \), for all \( t \in \mathbb{N}_m \) and for all \( \alpha \in B^N \).

MPO asserts that all utility should be allocated completely. MSTFG is an extension of the two-person standardness due to Hart and Mas-Colell (1989). METE asserts that the payoffs should be the same if the maximal level-marginal contributions are the same. MCOV can be interpreted as an extremely weak kind of additivity. By Definition 1, it is easy to see that the MMI satisfies MPO, MSTFG, METE and MCOV.

Moulin (1985) defined the reduced game as that in which each coalition in the subgroup could attain payoffs to its agents only if they are compatible with the initial payoffs to “all” the agents outside of the subgroup. An extended Moulin-reduction on \( \Gamma \) is defined as follows. Let \((N, b, V^m) \in \Gamma \), \( S \subseteq N \) and \( \psi \) be a solution. The **reduced game** \((S, b_S, V^m_{S, \psi})\) is defined by \( V^m_{S, \psi} = (v^t_{S, \psi})_{t \in \mathbb{N}_m} \) and

\[
v^t_{S, \psi}(\alpha) = \begin{cases} 0 & \text{if } \alpha = 0_S, \\ v^t(\alpha, b_N \setminus S) - \sum_{i \in N \setminus S} \psi^i_t(N, b, V^m) & \text{otherwise.} \end{cases}
\]

A solution \( \psi \) satisfies **multicriteria reduced game property (MCRGP)** if \( \psi^t_i(S, b_S, V^m_{S, \psi}) = \psi^t_i(N, b, V^m) \) for all \((N, b, V^m) \in \Gamma \), for all \( t \in \mathbb{N}_m \), for all \( S \subseteq N \) with \(|S| = 2\) and for all \( i \in S \).

**Lemma 3.1.** The MMI \( \eta \) satisfies MCRGP.

**Proof.** Let \((N, b, V^m) \in \Gamma \), \( S \subseteq N \) and \( t \in \mathbb{N}_m \). Assume that \(|N| \geq 2 \) and \(|S| = 2\).

By the definition of \( \eta \),

\[
\eta^t_i(S, b_S, V^m_{S, \eta}) = \eta^t_i(S, b_S, V^m_{S, \eta}) + \frac{1}{|S|} \cdot \left[ v^t_{S, \eta}(b_S) - \sum_{k \in S} \psi^t_k(S, b_S, V^m_{S, \eta}) \right].
\]  

(1)
for all \( i \in S \) and for all \( t \in \mathbb{N}_m \). By definitions of \( \eta^t \) and \( v^t_{S,\pi} \):
\[
\eta^t_i(S, b_S, V^m_{S,\pi}) = \max_{j \in B^t_i} \{ v^t_{S,\pi}(b_{S\setminus\{i\}}, j) - v^t_{S,\pi}(b_{S\setminus\{i\}}, j - 1) \} = \max_{j \in B^t_i} \{ v^t(b_{-i}, j) - v^t(b_{-i}, j - 1) \} = \eta^t_i(N, b, V^m).
\]

By equations (1), (2) and definitions of \( v^t_{S,\pi} \) and \( \pi \),
\[
\eta^t_i(S, b_S, V^m_{S,\pi}) = \eta^t_i(N, b, V^m) + \frac{1}{|S|} \left[ v^t_{S,\pi}(b_S) - \sum_{k \in S} \eta^t_k(N, b, V^m) \right] = \eta^t_i(N, b, V^m) + \frac{1}{|S|} \left[ v^t(b) - \sum_{k \in S} \eta^t_k(N, b, V^m) \right] - \sum_{k \in S} \eta^t_k(N, b, V^m) = \eta^t_i(N, b, V^m) + \frac{1}{|S|} \left[ v^t(b) - \sum_{k \in S} \eta^t_k(N, b, V^m) \right] - \sum_{k \in S} \eta^t_k(N, b, V^m) = \eta^t_i(N, b, V^m) + \frac{1}{|S|} \left[ v^t(b) - \sum_{k \in S} \eta^t_k(N, b, V^m) \right] - \sum_{k \in S} \eta^t_k(N, b, V^m) = \eta^t_i(N, b, V^m)
\]
for all \( i \in S \) and for all \( t \in \mathbb{N}_m \). So, the MMI satisfies MCRGP.

Inspired by Hart and Mas-Colell (1989), Maschler and Owen (1989) and Moulin (1985), we adopt MCRGP to characterize the MMI.

**Theorem 3.2.** On \( \Gamma \), the MMI is the only solution satisfying \( \text{MSTFG} \) and \( \text{MCRGP} \).

**Proof.** By Lemma 3.1, \( \pi \) satisfies MCRGP. Clearly, \( \pi \) satisfies MSTFG.

To prove uniqueness, suppose \( \psi \) satisfies \( \text{MSTFG} \) and \( \text{MCRGP} \). By \( \text{MSTFG} \) and \( \text{MCRGP} \) of \( \psi \), it is easy to derive that \( \psi \) also satisfies \( \text{MPO} \), hence we omit it. Let \( (N, b, V^m) \in \Gamma \). By \( \text{MSTFG} \) of \( \psi \), \( \psi(N, b, V^m) = \pi(N, b, V^m) \) if \(|N| \leq 2 \). The case \(|N| > 2 \): Let \( i \in N \), \( t \in \mathbb{N}_m \) and \( S = \{i, k\} \) for some \( k \in N \setminus \{i\} \).

\[
\psi^t(N, b, V^m) - \psi^t_k(N, b, V^m) = \psi^t_i(S, b_S, V^m_{S,\psi}) - \psi^t_k(S, b_S, V^m_{S,\psi}) \quad (\text{by \text{MCRGP} of } \psi)
\]
\[
\eta^t_i(S, b_S, V^m_{S,\psi}) - \eta^t_k(S, b_S, V^m_{S,\psi}) = \eta^t_i(N, b, V^m) - \eta^t_k(N, b, V^m) \quad (\text{by \text{MSTFG} of } \psi)
\]
\[
\max_{j \in B^t_i} \{ v^t_{S,\psi}(b_{S\setminus\{i\}}, j) - v^t_{S,\psi}(b_{S\setminus\{i\}}, j - 1) \} - \max_{j \in B^t_k} \{ v^t(b_{-i}, j) - v^t(b_{-i}, j - 1) \} = \max_{j \in B^t_i} \{ v^t(b_{-i}, j) - v^t(b_{-i}, j - 1) \} - \max_{j \in B^t_k} \{ v^t(b_{-i}, j - 1) \} = \eta^t_i(N, b, V^m) - \eta^t_k(N, b, V^m).
\]

Thus, \( \psi^t_i(N, b, V^m) - \psi^t_k(N, b, V^m) = \eta^t_i(N, b, V^m) - \eta^t_k(N, b, V^m) \). By \( \text{MPO} \) of \( \psi \) and \( \pi \),
\[
|N| \cdot \psi^t_i(N, b, V^m) - \psi^t(b) = \sum_{k \in N} \left[ \psi^t_i(N, b, V^m) - \psi^t_k(N, b, V^m) \right] = \sum_{k \in N} \left[ \eta^t_i(N, b, V^m) - \eta^t_k(N, b, V^m) \right] = |N| \cdot \eta^t_i(N, b, V^m) - \psi^t(b).
\]
Hence, \( \psi^t_i(N, b, V^m) = \eta^t_i(N, b, V^m) \) for all \( i \in N \) and for all \( t \in \mathbb{N}_m \).
Next, we characterize the MMI by means of related properties of MPO, METE, MCOV and MCRGP.

**Lemma 3.3.** If a solution \( \psi \) satisfies MPO, METE and MCOV, then \( \psi \) satisfies MSTFG.

**Proof.** Assume that a solution \( \psi \) satisfies MPO, METE and MCOV. Let \((N, b, V^m)\) \(\in \Gamma.\) The proof is completed by MPO of \( \psi \) if \(|N| = 1.\) Let \((N, b, V^m) \in \Gamma \) with \(N = \{i, k\} \) for some \( i \neq k.\) We define a game \((N, b, V^m)\) to be that \(w^t(\alpha) = v^t(\alpha) - \sum_{i \in L(\alpha)} \eta^t_i(N, b, V^m)\) for all \(\alpha \in B^N\) and for all \(t \in \mathbb{N}_m.\) By definition of \(W^m,\)

\[
\eta^t_i(N, b, W^m) = \max_{j \in B^+_i} \{w^t(j, b_k) - w^t(j - 1, b_k)\}
\]

\[
= \max_{j \in B^+_i} \{v^t(j, b_k) - v^t(j - 1, b_k) - \eta^t_i(N, b, V^m)\}
\]

\[
= \max_{j \in B^+_i} \{v^t(j, b_k) - v^t(j - 1, b_k)\} - \eta^t_i(N, b, V^m)
\]

\[
= \eta^t_i(N, b, V^m) - \eta^t_i(N, b, V^m) = 0.
\]

Similarly, \(\psi^t_k(N, b, W^m) = 0.\) Therefore, \(\eta^t_i(N, b, W^m) = \eta^t_k(N, b, W^m).\) By METE of \( \psi,\) \(\psi^t_i(N, b, W^m) = \psi^t_i(N, b, W^m).\) By MPO of \( \psi,\) \(w^t(b) = \psi^t_i(N, b, W^m) + \psi^t_k(N, b, W^m) = 2 \cdot \psi^t_i(N, b, W^m)\) i.e., \(\psi^t_i(N, b, W^m) = \frac{w^t(b)}{2} = \frac{1}{2} \cdot [v^t(b) - \eta^t_i(N, b, V^m) - \eta^t_k(N, b, V^m)].\) By MCOV of \( \psi,\)

\[
\psi^t_i(N, b, V^m) = \frac{1}{2} \cdot [v^t(b) - \eta^t_i(N, b, V^m) - \eta^t_k(N, b, V^m)]
\]

\[
= \frac{1}{2} \cdot \psi^t_i(N, b, V^m).
\]

Similarly, \(\psi^t_k(N, b, V^m) = \frac{1}{2} \cdot \psi^t_k(N, b, V^m).\) Hence, \( \psi \) satisfies MSTFG. \(\square\)

**Theorem 3.4.** On \( \Gamma, \) the MMI is the only solution satisfying MPO, METE, MCOV and MCRGP.

**Proof.** By Definition 2.1, \( \bar{\eta} \) satisfies MPO, METE and MCRGP. The remaining proofs follow from Theorem 3.2 and Lemmas 3.1, 3.3. \(\square\)

The following examples are to show that each of the axioms used in Theorems 3.2 and 3.4 is logically independent of the remaining axioms.

**Example 1.** For all \((N, b, V^m) \in \Gamma,\) for all \(t \in \mathbb{N}_m\) and for all \(i \in N,\) we define the solution \( \psi \) to be

\[
\psi^t_i(N, b, V^m) = \begin{cases} 
\eta^t_i(N, b, V^m) & \text{if } |N| \leq 2, \\
0 & \text{otherwise}. 
\end{cases}
\]

Clearly, \( \psi \) satisfies MSTFG, but it violates MCRGP.

**Example 2.** For all \((N, b, V^m) \in \Gamma,\) for all \(t \in \mathbb{N}_m\) and for all \(i \in N,\) we define the solution \( \psi \) to be \(\psi^t_i(N, b, V^m) = \eta^t_i(N, b, V^m).\) Clearly, \( \psi \) satisfies METE, MCOV and MCRGP, but it violates MPO and MSTFG.

**Example 3.** We define the solution \( \psi \) to be \(\psi^t_i(N, b, V^m) = \frac{v^t(b)}{|N|}\) for all \((N, b, V^m) \in \Gamma,\) for all \(t \in \mathbb{N}_m\) and for all \(i \in N.\) Clearly, \( \psi \) satisfies MPO, METE and MCRGP, but it violates MCOV.
Example 4. For all \((N, b, V^m) \in \Gamma\), for all \(t \in \mathbb{N}_m\) and for all \(i \in N\), we define the solution \(\psi\) to be
\[
\psi^t_i(N, b, V^m) = \left[ v^t(b) - v^t(b_{-i}, 0) \right] + \frac{1}{|N|} \cdot \left[ v^t(b) - \sum_{k \in N} [v^t(b) - v^t(b_{-k}, 0)] \right].
\]
Clearly, \(\psi\) satisfies MPO, MCOV and MCRGP, but it violates METE.

Example 5. For all \((N, f, v) \in \Gamma\), for all \(t \in \mathbb{N}_m\) and for all \(i \in N\), we define the solution \(\psi\) to be
\[
\psi^t_i(N, b, V^m) = \eta^t_i(N, b, V^m) + \frac{d^t(i)}{\sum_{k \in N} d^t(k)} \cdot \left[ v^t(b) - \sum_{k \in N} \eta^t_k(N, b, V^m) \right],
\]
where for all \((N, b, V^m) \in \Gamma\), \(d^t : N \to \mathbb{R}^+\) is defined by \(d^t(i) = d^t(k) = \eta^t_i(N, b, V^m) = \eta^t_k(N, b, V^m)\). Define a solution \(\theta\) by for all \((N, b, V^m) \in \Gamma\), for all \(t \in \mathbb{N}_m\) and for all \(i \in N\),
\[
\theta^t_i(N, b, V^m) = \begin{cases} 
\eta^t_i(N, b, V^m) & \text{if } |N| \leq 2, \\
\psi^t_i(N, b, V^m) & \text{otherwise}.
\end{cases}
\]
Clearly, \(\theta\) satisfies MPO, METE and MCOV, but it violates MCRGP.

4. The MNI and its characterization. It is easy to show that the MNI satisfies MPO, METE and NMSG, but it violates MCOV. Similar to Theorem 1, we would like to characterize the MNI by means of reduced game property. Unfortunately, it is easy to see that \((S, b, V^m)\) does not exist if \(\sum_{i \in S} \eta^t_i(N, b, V^m) = 0\). Thus, we consider the revised reduced game property as follows. A solution \(\psi\) satisfies \underline{revised reduced game property (RERGP)} if \((S, b, V^m) \in \Gamma^*\) for some \((N, b, V^m) \in \Gamma\) and for some \(S \subseteq N\), it holds that \(\psi^t_i(S, b, V^m) = \psi^t_i(N, b, V^m)\) for all \(t \in \mathbb{N}_m\) and for all \(i \in S\). \(\psi\) satisfies \underline{normalized-marginal-standard for games (NMSG)} if \(\psi(N, b, V^m) = \lambda(N, b, V^m)\) for all \((N, b, V^m) \in \Gamma\), \(|N| \leq 2\).

Lemma 4.1. The MNI satisfies RERGP on \(\Gamma^*\).

Proof. Let \((N, b, V^m) \in \Gamma^*\). If \(|N| \leq 2\), then the proof is completed. Assume that \(|N| \geq 3\) and \(S \subseteq N\) with \(|S| = 2\). Similar to equation \((2)\),
\[
\eta^t_i(S, b, V^m) = \eta^t_i(N, b, V^m).
\]
for all \(i \in S\) and for all \(t \in \mathbb{N}_m\). Define that \(a_t = \frac{1}{\sum_{b \in \mathbb{N}} \eta^t_i(N, b, V^m)}\). For all \(i \in S\) and for all \(t \in \mathbb{N}_m\),
\[
\lambda_t^t(S, b, V^m) = \sum_{b \in \mathbb{N}_m} \eta^t_i(S, b, V^m) \cdot \eta^t_i(N, b, V^m)
\]
\[
= \frac{1}{\sum_{b \in \mathbb{N}_m} \eta^t_i(N, b, V^m)} \cdot \eta^t_i(N, b, V^m)
\]
\[
= a_t \cdot \eta^t_i(N, b, V^m) \quad \text{(by Definition 2.1)}
\]
By equations \((3)\) and \((4)\), the solution \(\lambda\) satisfies RERGP. \(\square\)
Theorem 4.2. On $\Gamma^*$, the solution $\overline{\lambda}$ is the only solution satisfying NMSG and RERGP.

Proof. By Lemma 4.1, $\overline{\lambda}$ satisfies RERGP. Clearly, $\overline{\lambda}$ satisfies NMSG.

To prove uniqueness, suppose $\psi$ satisfies RERGP and NMSG on $\Gamma^*$. By NMSG and RERGP of $\psi$, it is easy to derive that $\psi$ also satisfies MPO, hence we omit it. Let $(N, b, V^m) \in \Gamma^*$. We will complete the proof by induction on $|N|$. If $|N| \leq 2$, it is trivial that $\psi(N, b, V^m) = \overline{\lambda}(N, b, V^m)$ by NMSG. Assume that it holds if $|N| \leq p - 1$, $p \leq 3$. The case $|N| = p$: Let $i, j \in N$ with $i \neq j$ and $t \in \mathbb{N}_m$. By Definition 1, $\lambda_k(N, b, V^m) = \sum_{k \in N} \eta^t_k(N, b, V^m) \cdot \eta^t_k(N, b, V^m)$ for all $k \in N$. Assume that $\alpha^t_k = \sum_{k \in N} \eta^t_k(N, b, V^m)$ for all $k \in N$. Therefore,

$$\begin{align*}
\psi^t_i(N, b, V^m) &= \psi^t_i(N \setminus \{j\}, b_{N \setminus \{j\}}, V^m_{N \setminus \{j\}}, \psi) \quad \text{(by RERGP of } \psi) \\
&= \overline{\lambda}(N \setminus \{j\}, b_{N \setminus \{j\}}, V^m_{N \setminus \{j\}}, \psi) \quad \text{(by NMSG of } \psi) \\
&= \sum_{k \in N} \eta^t_k(N \setminus \{j\}, b_{N \setminus \{j\}}, V^m_{N \setminus \{j\}}, \psi) \cdot \eta^t_k(N, b, V^m) \\
&= \frac{v^t(b) - \psi^t_i(N, b, V^m)}{\eta^t(N, b, V^m)} \cdot \eta^t_i(N, b, V^m) \quad \text{(by equation (2))} \\
&= \frac{v^t(b) - \psi^t_i(N, b, V^m)}{\eta^t(N, b, V^m) + \sum_{k \in N} \eta^t_k(N, b, V^m)} \cdot \eta^t_i(N, b, V^m). \\
\end{align*}$$

By equation (5),

$$\begin{align*}
\psi^t_i(N, b, V^m) \cdot [1 - \alpha^t_j] &= [v^t(b) - \psi^t_i(N, b, V^m)] \cdot \alpha^t_j \\

\Rightarrow \sum_{i \in N} \psi^t_i(N, b, V^m) \cdot [1 - \alpha^t_j] &= [v^t(b) - \psi^t_i(N, b, V^m)] \cdot \sum_{i \in N} \alpha^t_j \\

\Rightarrow v^t(b) \cdot [1 - \alpha^t_j] &= [v^t(b) - \psi^t_i(N, b, V^m)] \cdot 1 \quad \text{(by MPO of } \psi) \\

\Rightarrow v^t(b) = v^t(b) \cdot \alpha^t_j = v^t(b) - \psi^t_i(N, b, V^m) \\

\Rightarrow \overline{\lambda}(N, b, V^m) = \psi^t_i(N, b, V^m). 
\end{align*}$$

The proof is completed. \qed

The following examples are to show that each of the axioms adopted in Theorem 4.2 is logically independent of the remaining axioms.

Example 6. For all $(N, b, V^m) \in \Gamma^*$, for all $t \in \mathbb{N}_m$ and for all $i \in N$, we define the solution $\psi$ to be $\psi^t_i(N, b, V^m) = 0$. Clearly, $\psi$ satisfies RERGP, but it violates NMSG.

Example 7. For all $(N, b, V^m) \in \Gamma^*$, for all $t \in \mathbb{N}_m$ and for all $i \in N$, we define the solution $\psi$ to be

$$\psi^t_i(N, b, V^m) = \begin{cases} 
\overline{\lambda}(N, b, V^m), & \text{if } |N| \leq 2, \\
0, & \text{otherwise}.
\end{cases}$$

Clearly, $\psi$ satisfies NMSG, but it violates RERGP.

5. Two weighted extensions. As mentioned in Introduction, weights come up naturally in the framework of utilities allocation. For example, we may be dealing with a problem of utility allocation among investment projects. Then the weights could be associated to the profitability of the different choices of all projects. Weights are also included in contracts signed by the owners of a condominium and
used to divide the cost of building or maintaining common facilities. Another example is data or patent pooling among firms where the size of the firms, measured for instance by their market shares, are natural weights. Thus, it is reasonable that weights could be assigned to the “agents” and the “levels” to distinguish the difference among the agents and their activity levels respectively.

If $d : U \rightarrow \mathbb{R}^+$ be a positive function, then $d$ is called a weight function for agents. If $w : B^U \rightarrow \mathbb{R}^+$ be a positive function, then $w$ is called a weight function for levels. These weights could be interpreted as a-priori measures of importance; they are taken to reflect considerations not captured by the characteristic function. By these two types of the weight function, two weighted revisions of the MMI is defined as follows.

Definition 5.1.

- The **P-weighted max-index (P-WMI)**, $\eta^d$, is defined by for all $(N, b, V^m) \in \Gamma$, for all weight function for agents $d$, for all $t \in \mathbb{N}_m$ and for all agent $i \in N$,

$$\eta^{d,t}_i(N, b, V^m) = \eta^d_i(N, b, V^m) + \frac{d(i)}{\sum_{k \in N} d(k)} \cdot \left[ v^t(b) - \sum_{k \in N} \eta^d_k(N, b, V^m) \right]. \quad (6)$$

Under the solution $\eta^d$, all agents first receive their maximal level-marginal contribution, and further allocate the remaining utilities proportionally by applying weights.

- The **L-weighted max-index (L-WMI)**, $\eta^w$, is defined by for all $(N, b, V^m) \in \Gamma$, for all weight function for agents $w$, for all $t \in \mathbb{N}_m$ and for all agent $i \in N$,

$$\eta^{w,t}_i(N, b, V^m) = \mu^{w,t}_i(N, b, V^m) + \frac{1}{|N|} \cdot \left[ v^t(b) - \sum_{k \in \mathbb{N}} \mu^{w,t}_k(N, b, V^m) \right], \quad (7)$$

where $\mu^{w,t}_i(N, b, V^m) = \max_{j \in B^+_i} \left\{ w(j) \cdot \left[ v^t(b_{-i}, j) - v^t(b_{-i}, j - i) \right] \right\}$. Under the solution $\eta^w$, all agents first receive their weighted maximal level-marginal contribution, and further allocate the remaining utility equally.

Remark 2. By Definition 5.1, it is easy to show that the P-WMI satisfies MPO and MCOV, but it violates METE. Similarly, the L-WMI satisfies MPO, but it violates METE and MCOV.

Similarly, a solution $\psi$ satisfies **P-weighted standard for games (PWSFG)** if $\psi(N, b, V^m) = \eta^d(N, b, V^m)$ for all $(N, b, V^m) \in \Gamma$ with $|N| \leq 2$ and for all weight function for agents $d$. A solution $\psi$ satisfies **L-weighted standard for games (LWSFG)** if $\psi(N, b, V^m) = \eta^w(N, b, V^m)$ for all $(N, b, V^m) \in \Gamma$ with $|N| \leq 2$ and for all weight function for levels $w$. Similar to the proofs of Lemma 3.1 and Theorem 3.2, we propose the analogies of Lemma 3.1 and Theorem 3.2.

- The P-WMI $\eta^d$ and the L-WMI $\eta^w$ satisfy MCRGP.
- On $\Gamma$, the P-WMI $\eta^d$ is the only solution satisfying PWSFG and MCRGP.
- On $\Gamma$, the L-WMI $\eta^w$ is the only solution satisfying LWSFG and MCRGP.

The following examples are to show that each of the axioms used in above characterizations is logically independent of the remaining axioms.

Example 8. For all $(N, b, V^m) \in \Gamma$, for all $t \in \mathbb{N}_m$, for all weight function $w$ and for all $i \in N$, we define the solution $\psi$ to be $\psi_i^t(N, b, V^m) = 0$. Clearly, $\psi$ satisfies MCRGP, but it violates PWSFG and LWSFG.
Example 9. For all \((N, b, V^m) \in \Gamma\), for all \(t \in \mathbb{N}_m\), for all weight function for agents \(d\) and for all \(i \in N\), we define the solution \(\psi_i\) to be
\[
\psi_i^t(N, b, V^m) = \begin{cases} \\
\eta_i^{d,t}(N, b, V^m) & \text{if } |N| \leq 2, \\
0 & \text{otherwise}. 
\end{cases}
\]
Clearly, \(\psi\) satisfies PWSFG, but it violates MCRGP.

Example 10. For all \((N, b, V^m) \in \Gamma\), for all \(t \in \mathbb{N}_m\), for all weight function for levels \(w\) and for all \(i \in N\), we define the solution \(\psi_i\) to be
\[
\psi_i^t(N, b, V^m) = \begin{cases} \\
\eta_i^{w,t}(N, b, V^m) & \text{if } |N| \leq 2, \\
0 & \text{otherwise}. 
\end{cases}
\]
Clearly, \(\psi\) satisfies LWSFG, but it violates MCRGP.

Remark 3. Here we provide an application with real data. Let \((N, b, V^m) \in \Gamma\) with \(N = \{i, j\}\), \(m = 2\) and \(b = (2, 1)\). Thus, \((N, b, V^m) = ((N, b, v^1), (N, b, v^2))\).

Let \(d(i) = 2\), \(d(j) = 3\), \(w(2) = 1\), \(w(1) = 5\) and \(w(1_i) = 2\), where \(k_p\) means level \(k\) of agent \(p\), \(p \in \{i, j\}\). Further, let \(v^1(2, 1) = 6\), \(v^1(2, 0) = 5\), \(v^1(1, 1) = 3\), \(v^1(0, 1) = 4\), \(v^1(1, 0) = 8\), \(v^1(0, 0) = 0\), \(v^2(2, 1) = 9\), \(v^2(2, 0) = 8\), \(v^2(1, 1) = 7\), \(v^2(0, 1) = 2\), \(v^2(1, 0) = 5\) and \(v^2(0, 0) = 0\). By Definitions 2.1 and 5.1,
\[
\eta_1^1(N, b, V^m) = 3, \quad \eta_2^1(N, b, V^m) = 1, \\
\eta_1^2(N, b, V^m) = 5, \quad \eta_2^2(N, b, V^m) = 1, \\
\eta_1^3(N, b, V^m) = 4, \quad \eta_2^3(N, b, V^m) = 2, \\
\eta_1^4(N, b, V^m) = \frac{13}{2}, \quad \eta_2^4(N, b, V^m) = \frac{5}{2}, \\
\eta_1^5(N, b, V^m) = \frac{3}{2}, \quad \eta_2^5(N, b, V^m) = \frac{3}{2}, \\
\eta_1^6(N, b, V^m) = \frac{15}{2}, \quad \eta_2^6(N, b, V^m) = \frac{3}{2}, \\
\eta_1^{d,1}(N, b, V^m) = \frac{19}{5}, \quad \eta_2^{d,1}(N, b, V^m) = \frac{11}{5}, \\
\eta_1^{d,2}(N, b, V^m) = \frac{31}{5}, \quad \eta_2^{d,2}(N, b, V^m) = \frac{14}{5}, \\
\mu_1^{w,1}(N, b, V^m) = 3, \quad \mu_2^{w,1}(N, b, V^m) = 2, \\
\mu_1^{w,2}(N, b, V^m) = 25, \quad \mu_2^{w,2}(N, b, V^m) = 2, \\
\eta_1^{w,1}(N, b, V^m) = \frac{7}{2}, \quad \eta_2^{w,1}(N, b, V^m) = \frac{5}{2}, \\
\eta_1^{w,2}(N, b, V^m) = 16, \quad \eta_2^{w,2}(N, b, V^m) = -7.
\]

6. Concluding remarks. Differing from pre-existing investigations on multichoice TU games, some results of this paper are provided as follows. Based on multicriteria situation and multi-choice behavior simultaneously, we consider the framework of multicriteria multi-choice TU games. By applying the maximal level-marginal contributions under multicriteria situation and multi-choice behavior simultaneously, we propose the MMI and the MNI. Further, we provide axiomatic results to present the rationality for the MMI and the MNI. In order to modify the difference among the agents and their activity levels respectively, we propose two weighted extensions of the MMI and related characterizations. we adopt different weight functions to introduce two weighted extensions of the MMI and related characterizations.

On the other hand, Davoodi et al. (2019) investigated an integrated model for relief operations in critical situations. The model is aimed at minimizing the late arrival of relief vehicles that cross points en route to disaster locations. Sangaiah et al. (2020) addressed a robust mixed-integer linear programming model for LNG sales planning over a given time horizon aiming to minimize the costs of the vendor. Since the parameter of the manufacturer supply has an uncertain nature in...
the real world, and this parameter is regarded to be interval-based uncertain. It is reasonable that the results due to Davoodi et al. (2019) and Sangaiah et al. (2020) could be extended to improve the method presentations of this paper by considering multicriteria situation and multi-choice behavior simultaneously. Based on the main results of this paper, it is also reasonable to consider that some traditional solutions could be extended by applying the maximal level-marginal contributions under multicriteria situation and multi-choice behavior simultaneously. This is left to the readers.
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