Accurate Prediction of Free Solvation Energy of Organic Molecules via Graph Attention Network and Message Passing Neural Network from Pairwise Atomistic Interactions
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Abstract

Deep learning based methods have been widely applied to predict various kinds of molecular properties in the pharmaceutical industry with increasingly more success. Solvation free energy is an important index in the field of organic synthesis, medicinal chemistry, drug delivery, and biological processes. However, accurate solvation free energy determination is a time-consuming experimental process. Furthermore, it could be useful to assess solvation free energy in the absence of a physical sample. In this study, we propose two novel models for the problem of free solvation energy predictions, based on the Graph Neural Network (GNN) architectures: Message Passing Neural Network (MPNN) and Graph Attention Network (GAT). GNNs are capable of summarizing the predictive information of a molecule as low-dimensional features directly from its graph structure without relying on an extensive amount of intra-molecular descriptors. As a result, these models are capable of making accurate predictions of the molecular properties without the time consuming process of running an experiment on each molecule. We show that our proposed models outperform all quantum mechanical and molecular dynamics methods in addition to existing alternative machine learning based approaches in the task of solvation free energy prediction. We believe such promising predictive models will be applicable to enhancing the efficiency of the screening of drug molecules and be a useful tool to promote the development of molecular pharmaceutics.

1 Introduction

The ability to predict physiochemical and biological properties of organic compounds is of significant importance in developing new materials with specific desired properties. It allows us to compute properties without time-consuming and costly experiments as well as to discover novel compounds with extraordinary characteristics. Common strategies to predict such properties are ab initio quantum mechanical simulations like Hartree-Fock (HF) [1], density functional theory (DFT) [2][3], molecular dynamics (MD) [4][5], and hybrid quantum mechanics/molecular mechanics (QM/MM) [6][7]. Traditionally, these methods have been widely used to calculate various molecular properties without experimentation. High-performance computational screening based on these approaches has become routine, giving researchers the ability to simulate the properties of thousands of chemical compounds as part of a single study. However, their applications in real practice may be limited considering the
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high computational cost of running these advanced methods, as well as their low accuracy, especially for large systems [8]. As a result, the use of machine learning models has become more widespread as they are computationally efficient and more accurate.

Recent developments in machine learning (ML), specifically deep learning (DL), have enabled researchers to predict the structure and properties of complex materials with an accuracy comparable to computational chemistry methods [9,10]. An ML algorithm trains a machine learning predictive model using a training set of input-output pairs so that the model is able to predict the output given the input. Deep learning models have enabled the use of large datasets where instead of using hand-crafted features, the models are able to learn hidden patterns in the data by itself. In materials science, machine learning is critical in areas such as new material discovery and material property prediction [11,12]. Computational chemistry simulations and experimental measurements are two conventional methods that are widely adopted in the field of materials science. However, it is difficult to use these two methods to accelerate materials discovery and design because they are often time consuming and inefficient. With the launch of the Materials Genome Initiative, a large effort has been made by material scientists to collect extensive datasets of materials properties. These datasets include pre-existing computational simulations and experimental measurements. Therefore, machine learning techniques can be used for finding patterns in this high-dimensional data, providing a fast and reliable solution for predicting the inherent properties of a large number of candidate molecules. In recent years, ML algorithms have been widely used for material property prediction. Also, they are often used in combination with quantum chemistry simulations such as DFT and MD for applications such as excited state dynamics [13,14,15,16,17], solubility of organic molecules [18,19,20,21], bandgap of inorganic compounds [22], and thermodynamic stability [23].

Using ab initio methods such as DFT or MD, molecules are represented as a set of Cartesian coordinates which correspond to the atomic positions in 3D space. Therefore, we can obtain properties related to the geometry and energy of the molecular system by solving the Schrödinger equation or Newton’s equation of motion. However, for ML algorithms, representing the atomic positions in 3D space is not the only way to predict the molecular properties. In recent years, scientists have come up with various molecular representations for material property prediction [12]. Some of these different molecular representations are: (1) SMILES [24,25] that uses short strings to describe the structure of chemical species; (2) Extended Connectivity Fingerprints (ECFPs) [26,27] that breaks molecules into local neighborhoods and hashes them into a bit vector of an specified size; (3) Electronic density [28,29] which is the measure of the probability of an electron being present at an infinitesimal element of space; (4) Coulomb matrix [10] which represents the forces between each pair of atoms; (5) 3D geometry which is similar to inputs for DFT and MD simulations; (6) Bag of bonds and fragments; (7) Chemical environments [30]; and etc. The ML algorithms provide the benefit of a variety of molecular representations, which give scientists the ability to select the best representation for their property of interest. In addition to the references cited above, we recommend references [31,32,33] for readers interested in these topics.

Molecules can also be expressed in the form of graphs, with the inclusion of the chemical information. Graphs provide a natural way of describing molecular structures as atoms can be represented by nodes and chemical bonds by edges. The basic chemical information can be encoded in the molecular graphs as the input. The chemical information includes atomic features such as atom type and ionic radius, bond features such bond type and conjugation, and molecular features such as polarity and molecular weight. Then, a graph based DL model such as GNN can be used to train a model. Graph theoretical approaches have been widely used to analyze chemical compounds [34], crystal structures, and even for the representation of reactions [35].

Solvation free energy is the free energy change associated with the transfer of a solute molecule from ideal gas to a solvent at specific pressure and temperature. Solvation free energy, which describes the interaction between a solvent and dissolved molecules, is an important index in the fields of organic synthesis [36,37], medicinal chemistry [38,39], drug delivery [40], electrochemical redox reactions [41,42], biological processes such as DNA and protein interaction [43], protein folding [44], electronic and vibrational properties of biomolecules [45,46], and etc. Accurate solvation free energy determination is a time-consuming and costly process. It would be particularly useful to assess solvation free energy in the absence of a physical sample as some molecules can be difficult or time-consuming to synthesize. ML models can predict multiple molecular properties prior to synthesis, avoiding the process entirely for molecules that do not demonstrate the desired properties.
Recent studies demonstrated that ML models can successfully predict the solvation free energy of solutes in aqueous solutions (aka hydration free energy) \cite{21,47,20}. Most of these ML models show an accuracy better than or comparable with ab initio simulations. ML models also have much faster calculation than computer simulations. While computational chemistry simulations can take up to a day for a single calculation, ML models can predict the solvation free energy of thousands of molecules in a few hours using a personal computer. Unfortunately, the majority of ML models for solvation have been limited to aqueous solutions.

In the present work, we introduce a novel approach for predicting solvation free energy of solvent-solute pairs. Herein, we have used the graph based models: Message Passing Neural Network (MPNN) and Graph Attention Network (GAT). The results demonstrate that our graph-based models outperform the descriptor-based models and other graph based models in the literature in terms of prediction accuracy and computational efficiency. The novelty of our model is that we take pair-wise interaction of solute and solvent into consideration. We believe this methodology can be applied in other molecular property prediction beyond solvation free energy.

The rest of the present paper is outlined as follows: section 2 describes the embedding method for graph representation of molecules, a brief introduction on how MPNN and GAT models work, and feature aggregation. In section 3, the model architecture, our results, and the performance of each approach are demonstrated in detail. In section 4, we discuss the novelty of our models, their sources of error, and compare their performance with both MD and DFT simulation, as well as other ML models. In the last section, we conclude our work and discuss directions for future work.

2 Methods

2.1 Graph representation of molecules

In graph neural networks, the first stage is to encode the molecule as a graph. In graph representation of molecule, the atoms and bonds that make up a molecule are mapped into sets of nodes and edges. The graph is then augmented by the given information of the molecule which is stored as node (atom) features and edge (bond) features.

Node Features We use 8 features for each node where, after converting categorical features to one-hot vectors, each node is represented by a 31-dimensional vector. These 8 features are:

1. The type of the atom is encoded as a 10-dimensional one-hot vector where the 10 choices are: Carbon, Nitrogen, Oxygen, Fluorine. Phosphorus, Sulfur, Chlorine. Bromine. Iodine, or other atoms.
2. The formal charge of the atom represented with an integer.
3. Hybridization of the atom encoded as a 3-dimensional one-hot vector with categories “sp,” “sp2,” and “sp3.”
4. Hydrogen bonding: A one-hot vector of whether this atom is a hydrogen bond donor or acceptor.
5. Aromatic: A one-hot vector of whether the atom belongs to an aromatic ring.
6. Degree: A one-hot vector of the degree (0-5) of the atom. Degree is the number of bonded neighbors.
7. Number of Hydrogens: A one-hot vector of the number of hydrogens (0-4) to which the atom is connected.
8. Calculated Partial charge.

Edge features Each edge between the nodes in the graph contains 4 features. After converting the categorical features to one-hot vectors, each edge is represented by a 11-dimensional vector. These 4 features are:

1. Bond type: A one-hot vector of the bond type, “single,” “double,” “triple,” or “aromatic.”
2. Same ring: A one-hot vector of whether the atoms in the pair are in the same ring.
3. Conjugated: A one-hot vector of whether the bond is conjugated or not.
4. Stereo: A one-hot vector of the stereo configuration of a bond.

In Figure 1 we have shown the molecule 2-Nitrotoluene as an example. It can be noted that the features are either numerical or categorical. The categorical features are encoded as one-hot vectors e.g. if there are five possible categories and the atom (or edge) is of category three, that feature is represented by a 5-dimensional vector where the third element is one and the rest is zero.

![Figure 1: Example of node (atom) and edge (bond) features for a sample molecule, 2-Nitrotoluene.](image)

Once the molecule is transformed into its graph representation, it is fed into the encoder layer of the model. As we detail below, we use two different encoder models: MPNN and GAT. Each of these models take the graph object as input and output a learned representation of it such that the information of different atoms and edges are aggregated.

2.2 Message Passing Neural Network (MPNN)

In this work, we utilize and train an MPNN architecture to generate vectors representing solvent and solute molecules. In this section we will describe the MPNN framework in more detail. Let G be the graph representation of a molecule (solute or solvent), where for each node \( v \) we have its feature vector \( h_0^v \), and for each edge \( w \) we have its feature vector \( e_{vw} \). The MPNN model goes through a number of message passing steps where at each step \( t \), the node \( v \)'s feature vector is updated to \( h_t^v \). The update rule is:

\[
m_{t+1}^v = \sum_{w \in N(v)} M_t(h_t^w, h_t^v, e_{vw})
\]

\[
h_{t+1}^v = U_t(h_t^v, m_{t+1}^v)
\]

where \( N(v) \) denotes to the \( v \)'s neighboring nodes in \( G \), and \( M_t \) and \( U_t \) are arbitrary functions that depends on hidden states and edges of the neighbouring nodes. For readers interested in further reading on this we recommend references cited above.

As mentioned above, the size \( h_0^v \) vectors in our problem is 31 (the number of the features after converting categorical features to one-hot vectors). However, the size of the feature vectors after message passing phase is set to be 64. This is a hyperparameter that can be tuned. The message
passing phase runs for T=6 time steps which is defined as the number of times we update the output vector representation $h_v^t$ for each node.

### 2.3 Graph Attention Network (GAT)

Introduced in [50], the GAT model is made of graph attention layers. A graph attention layer maps a set of node features to a new set of node features using a soft-attention mechanism. In short, for a given node, the graph attention layer outputs a weighted average of it and its neighbors’ features where the weights are not fixed and are input-dependent. More specifically, for a given node $v$ and its feature-vector $h_v \in \mathbb{R}^F$, the graph attention mechanism outputs $h_v' \in \mathbb{R}^{F'}$ where:

$$h_v' = \sum_{w \in N(v)} \alpha_{vw} W h_v$$

where $W \in \mathbb{R}^{F' \times F}$ is a projection matrix and $F'$ is the dimension of hidden features. In many cases, a non-linearity is also applied to the linear combination. The attention mechanism works such that the weights $\alpha_{vw}$ are determined based on the graph features. To make sure the weights are normalized, they are computed using a softmax formula:

$$\alpha_{vi} = \frac{e^{l(a^T[Wh_v || Wh_i])}}{\sum_{w \in N(v)} e^{l(a^T[Wh_v || Wh_w])}}$$

where $l$ is an activation function (we use the LeakyReLU function), $||$ stands for concatenation, and $a$ is a parameter vector in $\mathbb{R}^{2F}$. The extension of a graph attention layer to multi-head attention is performed by using several projection matrices and then concatenating the resulting hidden features.

Looking at the above formulas, it is clear that the attention mechanism adds a large amount of flexibility to the model architecture; unlike graph convolutional layers, the attention layer is capable of assigning different levels of importance to each of the neighboring nodes in a dynamic fashion. Additionally, it adds interpretability to the model as one can investigate the neighbors that get the highest weight. In our experiments, we use a GAT model with two attention layers for the solvent and solute encoders with $F' = 42$ for both layers of the solvent encoder and $F' = 12$ for both layers of the solute model. We use multi-headed attention with 4 heads in all layers of both models.

### 2.4 Feature Aggregation

After passing the molecule graph through GAT or MPNN models, the encoded output is a matrix with a size of [number of nodes $\times$ 64]. The main problem is that different molecules will be encoded into representations of different sizes, since different molecules have different number of nodes. To be able to feed this representation into existing neural network architectures (e.g. feed-forward layer), it is necessary to be able to aggregate the information in the encoded graph representations of different size into a feature-vector with a fixed size. To correct this, we use the set2set by Vinyals et al. [51], and weightedsum&max (as implemented in DGL package [52]) readout functions for MPNN and GAT models, respectively. Given the encoded graph, the set2set (or weightedsum&max) layer computes a feature-vector for the whole graph using a readout function $R$:

$$\hat{y} = R\{h_v^T | v \in G\}.$$  

Further using the MPNN (or GAT) model, the input graph is encoded into a graph represented by a matrix with a size of [number of nodes $\times$ 64]. The set2set (or weightedsum&max) layer maps this matrix into a vector size of 128.

The final step is to aggregate the information of the solvent and solute molecules and make a prediction. This is done by simply concatenating the two molecules’ feature vectors and then passing it through an MLP layer. The MLP layer then outputs the predicted solvation energy. The overall flow of the model is shown in Figure 2. Note that the message function $M_t$, update function $U_t$, graph attention mechanism, and the readout functions are all learned differentiable functions.
Experiments

3.1 Computational Setup and Results

In this study, 5,952 data points for non-aqueous solvents are collected with the Solv@TUM database version 1.0. This dataset contains a collection of experimentally measured partition coefficients for a large number of molecular solutes in non-aqueous solvents. There are 657 unique organic solvents and 146 unique organic solutes. The partition coefficients are then converted to solvation free energies in kcal/mol. Finally, the SMILES representation of 5,952 solute-solvent pairs and their solvation free energy in kcal/mol are prepared for the machine learning input. Because the Solv@TUM dataset only contains common names of the solvents, an automated search is performed using PubChemPy library in order to obtain the SMILES strings of the compounds. Less than 1% of the compound names are not valid in PubChem database, therefore their SMILES strings are manually added to the dataset.

For implementation of the neural network, we use PyTorch framework. At the very first stage (Figure 2), the SMILES representations are converted to a Deepchem graph object using the MolGraphConv featurizer as implemented in Deepchem. The graph objects have 8 features for each node...
(atom) and 4 features for each edge (bond). The MPNN (or GAT) function is then applied to the graph objects, which generates a unique matrix for each molecule. The resulting matrix is then fed into a readout phase which computes a feature vector for the whole graph using a given readout function (MPNN uses set2set and GAT uses WeightedSumAndMax). Then we concatenate the vectors representing each solute and solvent pair. The resulting vector is then used in a multilayer perception (MLP) model to predict the solvation free energy. The MLP consists of 3 hidden layers each with 256, 256, and 128 hidden neurons, respectively.

The dataset is split into train, validation, and test sets in an 8:1:1 ratio. The train set has been used for training the models, while the validation set is used to give an estimate of model accuracy while tuning the model’s hyperparameters. We perform an extensive grid search for tuning hyperparameters: learning rates, learning algorithms, and dimensions of hidden layers. We choose the stochastic gradient descent (SGD) algorithm with Nesterov momentum, whose learning rate is 0.02, and 0.005 and momentum is 0.9, and 0.9 for MPNN and GAT models, respectively. We also added a cosine annealing scheduler [60] to the optimizer. The test set is then used to give an unbiased estimate of the accuracy of the final tuned model. To minimize the variance of the test runs we take an average of results over 10 independent runs.

The performance of the two proposed models are shown in Figure 3. For comparison, the performances of two other ML models proposed by Lim & Jung [25, 61] are also shown in this figure. We can see that both of our novel models perform better than the two example models proposed in the literature. Moreover, from Figure 3 we can also see that the prediction errors for the MPNN model are 0.29 kcal/mol in RMSE and 0.18 kcal/mol in MAE, while results from the GAT model have an error of 0.25 kcal/mol in RMSE and 0.13 kcal/mol in MAE. Together, these results indicate that the GAT architecture is the more suitable novel model for free solvation energy prediction. Our GAT model has the lowest error obtained in any classical, quantum-mechanical, or ML based model for free solvation energy prediction.

4 Discussion

In recent years, researchers have been widely used DFT [62, 63], MD [64], and QM/MM [65] simulations to predict the solvation free energy of organic molecules in various solvents. Despite the initial success of these methods, they are computationally expensive, often taking days to process one calculation. Additionally, they are complicated to set up even for experts; one needs to benchmark a variety of functional and basis sets (for DFT simulations), and force fields (for MD simulations) to find the best hyperparameters for the simulations. Furthermore, these hyperparameters are usually different from molecule to molecule, meaning that new hyperparameters must be set for every molecular system. Finally, these computational chemistry methods show a low accuracy with a mean absolute error (MAE) in the range of 0.6-1.0 kcal/mol [23]. However, our GAT and MPNN models are computationally cheaper and easier to set up with a much lower MAE of 0.13 and 0.18 kcal/mol, respectively.

Figure 4 shows the mean absolute error and the number of compounds in the dataset for different solvents. The mean absolute error is calculated based on the prediction of the test dataset. As it can be seen from this figure, the mean absolute error tends to be larger for the solvents that present less in the dataset. For example, the solvents 2-Ethylhexanol, M-cresol, and 2-Picoline only represent 2, 5, and 6 of the total number of compounds in the dataset and have an average absolute error of 3.51, 1.43, and 0.73 kcal/mol, respectively. Clearly, the more data points that are available for each solvent, the lower the mean absolute error. To lower the MAE for all solvents to more equitable levels, we should gather more extensive data for each solvent.

The Solv@TUM database contains a collection of experimentally measured solvation free energy of solutes in non-aqueous solvents. The data has been compiled from the works of at least 68 references. It is apparent that each entry has been measured in somewhat different experimental conditions, with different equipment. Moreover, each entry has been measured by different researchers and it is obvious that there might be some human error in the experimental values as well. We believe that since our model is trained based on this dirty and coarse data, the small mean absolute error of 0.13 kcal/mol for the GAT model is somewhat inevitable. Moreover, our model’s error is in the range of the measurement errors of experimentally measured solvation free energies. Thus, it is pretty impossible to have a lower prediction error.
A validation dataset is a sample of data held back from model training that is used to give an estimate of model accuracy while tuning the model’s hyperparameters. The test dataset is also held back from the model training, but is instead used to give an unbiased estimate of the accuracy of the final tuned model. There has been a trend in literature, especially in material property prediction, that researchers disregard validation datasets and use test datasets for both hyperparameter tuning and reporting the accuracy of the final tuned model. We believe that for an unbiased model training, it is crucial for any ML study to have validation and test datasets. Unlike the work done by Lim & Jung [25, 61] for solvation free energy prediction and some other studies for material property prediction, we used the validation dataset for hyperparameter tuning and we reported the accuracy of the model using the test dataset. We believe that this approach should also be employed by other researchers so that an unbiased estimate of the skill of the final tuned model could be computed.

There exist, descriptor based ML models which rather than encoding the structure of a compound as a graph, instead the physio-chemical, structural, and electronic properties of compounds are separately calculated and manually added to the model [66]. The Dragon software [67], for example, can calculate 5,270 molecular descriptors. These molecular descriptors are then used as input features to predict the property of interest. However, having this many features may not be effective, as they increase the complexity of the model while it may not help much to improve the prediction accuracy. Moreover, the descriptors could be strongly correlated; for example, adding atomic mass as an additional feature might not be useful since it is straightforwardly mapped to the atom types and thus already reflected in the atom type information. Moreover, some of the features might not be
related to the property of interest and negatively impact model performance. For example, in the free solvation energy prediction features like "ring bridge count" might be totally irrelevant. Therefore, researchers should extensively search and find those features which contribute most to the prediction variable in which we are interested in, while at the same time try to reduce overfitting, improve accuracy, and reduce training time. This makes setting up the ML model so difficult and exclusive to the prediction output. On the other hand, the graph molecular representation used in this work, only requires 8 and 4 features for each atom and bond, respectively. The graph-based models are capable of generating and evaluating the physio-chemical, structural, and electronic properties of the compounds using this minimal number of features. Using the graph structure and the given atom and bond features, these models directly compute a feature vector of desired size, which perfectly predicts the property of interest with a significantly low error. This makes the ML setup so easy, fast, and, more importantly, flexible so that it can be used for any desired molecular property prediction.
5 Conclusions

In this study, two novel deep learning architectures, MPNN and GAT, are applied for free solvation energy predictions. Each solute-solvent pair molecule is first converted to graph objects. Each node (atom) has 8 atomic features: atom types, formal charges, hybridization, hydrogen bonding, aromaticity, degree, number of hydrogens, and partial charge. Each edge (bond) has 4 features: bond type, same ring, conjugation, and stereo configuration. Then MPNN (or GAT) are applied to the solute and solvent pair separately. The resulting vector feature representing solute and solvent are then concatenated and used in an MLP layer to predict the solvation free energy. Our deep learning architectures shows better prediction than state of the art deep learning and quantum mechanical methods in terms of RMSE and MAE. The MPNN model has an error of 0.29 kcal/mol in RMSE and 0.18 kcal/mol in MAE, while results from the GAT model show an error of 0.25 kcal/mol in RMSE and 0.13 kcal/mol in MAE. This is the most accurate free solvation energy calculation in the literature to the best of our knowledge.

Most of the deep learning methods for solubility and solvation free energy only consider one solvent. The novelty of our neural network model is that we take pair-wise interaction of solute and solvent into consideration. We believe our architecture can be used for pair-wise interactions such as solvent-solute, protein-ligand, and etc. Also, unlike chemical descriptor based models, our neural network architecture is able to find the physio-chemical and molecular properties needed for solvation free energy calculations with only a few atom and bond features. This makes our model so flexible that can be used to learn and predict various molecular properties. This methodology can be applied in other molecular property predictions beyond solvation free energy. We believe such promising predictive models will be applicable to enhancing the efficiency of the screening of drug molecules, essentially as a useful tool to promote the development of molecular pharmaceutics.
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