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Abstract. We study mixing times for the totally asymmetric simple exclusion process (TASEP) on a segment of size $N$ with open boundaries. We focus on the maximal current phase, and prove that the mixing time is of order $N^{3/2}$, up to logarithmic corrections. In the triple point, where the TASEP with open boundaries approaches the Uniform distribution on the state space, we show that the mixing time is precisely of order $N^{3/2}$. This is conjectured to be the correct order of the mixing time for a wide range of particle systems with maximal current. Our arguments rely on a connection to last-passage percolation, and recent results on moderate deviations of last-passage times.

1. Introduction

Over the last decades, the one-dimensional totally asymmetric simple exclusion process (TASEP) is among the most investigated particle systems, with motivations and applications from statistical mechanics, probability theory and combinatorics [14, 18, 24, 25, 50]. The model has the following simple description: a collection of indistinguishable particles are placed on different integer sites. Each site is endowed with a Poisson clock, independently of all others, which rings at rate 1. Whenever the clock at an occupied site rings, we move its particle to the right, provided that the target site is vacant. This last condition is called the exclusion rule. For the TASEP with open boundaries, we restrict the dynamics to a segment, and let in addition particles enter at the left-hand side boundary at rate $\alpha$, and exit at the right-hand side boundary at rate $\beta$.

Despite its simple construction, the TASEP serves as a powerful model to describe traffic or the motions of particles in gases. The TASEP was first introduced in the mathematical literature as an interacting particle system; see [61], and [50] for a classical introduction. Since the discovery that the TASEP has a description as a corner growth model (CGM) on $\mathbb{Z}^2$, and that it is an exactly solvable model in the Kardar-Parisi-Zhang universality class, the set of available techniques rapidly developed; see [27, 41, 55] for seminal work, and [25] for a survey on the KPZ universality class. Today many precise results, for example on scaling limits for last passage times or sharp bounds on the transversal fluctuations of geodesics, are known [8, 11, 13, 15]. Many of these results have in common that they benefit from exact expressions for various observables which come from integrable probability.
These expressions are then combined with probabilistic techniques.

In recent years, mixing times for exclusion processes gained more attention, and sharp bounds in terms of cutoff and determining limit profiles were achieved; see for example [22, 38, 44, 45, 62]. However, the variety of results available from integrable probability was so far not exploited. In this paper, we intertwine the different perspectives on the TASEP with open boundaries — as an interacting particle system and as a corner growth model. We focus on mixing times in the maximal current phase \( \alpha, \beta \geq \frac{1}{2} \), which is from a physical perspective of particular interest due to its relation to the KPZ universality class; see [26, 27]. To our best knowledge, this is the first time a mixing time of order \( N^{3/2} \), involving the exponent \( 2/3 \) of the KPZ relaxation scale, is shown for an interacting particle system which belongs to the KPZ universality class.

1.1. Model and results. We consider the TASEP with open boundaries on a segment \([N] := \{1, \ldots, N\}\) for some \( N \in \mathbb{N} \), and parameters \( \alpha, \beta > 0 \). It is the continuous-time Markov chain \((\eta_t)_{t \geq 0}\) on the state space \( \Omega_N := \{0,1\}^N \) with generator

\[
\mathcal{L} f(\eta) = \sum_{x=1}^{N-1} \eta(x)(1 - \eta(x + 1)) \left[ f(\eta^{x,x+1}) - f(\eta) \right] + \alpha(1 - \eta(1)) \left[ f(\eta^1) - f(\eta) \right] + \beta \eta(N) \left[ f(\eta^N) - f(\eta) \right]
\]

for all cylinder functions \( f \). Here, we use the standard notation

\[
\eta^x.y(z) = \begin{cases} 
\eta(z) & \text{for } z \neq x, y \\
\eta(x) & \text{for } z = y \\
\eta(y) & \text{for } z = x,
\end{cases}
\]

\[
\eta^x(z) = \begin{cases} 
\eta(z) & \text{for } z \neq x \\
1 - \eta(z) & \text{for } z = x
\end{cases}
\]

and to denote swapping and flipping of values in a configuration \( \eta \in \Omega_N \) at sites \( x, y \in [N] \). We say that site \( x \) is occupied if \( \eta(x) = 1 \), and vacant otherwise. A visualization of the TASEP with open boundaries is given in Figure 1. Note that the TASEP with open boundaries is irreducible, and thus has a unique stationary distribution which we denote by \( \mu = \mu_N \). We are interested in the convergence to \( \mu \), which we quantify in terms of total-variation mixing times. To do so, we let for a probability measure \( \nu \) on \( \Omega_N \)

\[
\|\nu - \mu\|_{TV} := \frac{1}{2} \sum_{x \in \Omega_N} |\nu(x) - \mu(x)| = \max_{A \subseteq \Omega_N} (\nu(A) - \mu(A))
\]
be the total-variation distance of $\nu$ and $\mu$. We define the $\varepsilon$-mixing time of $(\eta_t)_{t \geq 0}$ by
\[
t^N_{\text{mix}}(\varepsilon) := \inf \left\{ t \geq 0 : \max_{\eta \in \Omega_N} \| P(\eta_t \in \cdot | \eta_0 = \eta) - \mu_N \|_{TV} < \varepsilon \right\}
\]
for all $\varepsilon \in (0, 1)$. Our goal is to study the order of $t^N_{\text{mix}}(\varepsilon)$ when $N$ goes to infinity.

Depending on the boundary parameters $\alpha$ and $\beta$, we distinguish three different phases: For $\alpha < \min(\beta, \frac{1}{2})$ we are in the low density phase, and for $\beta < \min(\alpha, \frac{1}{2})$ we are in the high density phase. The remaining case $\alpha, \beta \geq \frac{1}{2}$ is called the maximal current phase. These names are justified when studying the invariant measure $\mu$; see Section 2.2 for a more detailed discussion. In short, the average density in $\mu$ stays above $\frac{1}{2}$ in the high density phase, it stays below $\frac{1}{2}$ in the low density phase, and it is close to $\frac{1}{2}$ in the maximal current phase, creating the largest possible flow of particles entering the segment.

In the following, we focus on the maximal current phase and provide bounds on the corresponding mixing times. Our first result is an upper bound on the mixing time for the TASEP with open boundaries in the maximal current phase.

**Theorem 1.1.** For all $\alpha, \beta \geq \frac{1}{2}$, and for all $\varepsilon \in (0, 1)$, the mixing time of the TASEP with open boundaries satisfies
\[
\limsup_{N \to \infty} \frac{t^N_{\text{mix}}(\varepsilon)}{N^{3/2} \log(N)} \leq C_1
\]
for some universal constant $C_1 > 0$.

In all other cases of $\alpha, \beta > 0$ with $\alpha \neq \beta$, the mixing time of the TASEP with open boundaries is known to be of linear order [38]. When $\alpha = \beta = \frac{1}{2}$, called the triple point as the maximum current phase coincides with the high density phase and the low density phase of the TASEP with open boundaries, the above result can be refined.

**Theorem 1.2.** For $\alpha = \beta = \frac{1}{2}$, and for all $\varepsilon \in (0, 1)$, the mixing time of the TASEP with open boundaries satisfies
\[
\limsup_{N \to \infty} \frac{t^N_{\text{mix}}(\varepsilon)}{N^{3/2}} \leq C_2
\]
for some constant $C_2 = C_2(\varepsilon) > 0$.

Previously, the best upper bound on the mixing time of the TASEP in the triple point was of order $N^3$; see Theorem 1.6 in [38]. We note that the upper bound on the mixing time in Theorem 1.2 is expected to give the correct order for many interacting particle systems; see Conjecture 1.5. The next result states that the TASEP with open boundaries in the maximal current phase has a mixing time of order at least $N^{3/2}$.

**Theorem 1.3.** For all $\alpha, \beta \geq \frac{1}{2}$, and for all $\varepsilon \in (0, 1)$, we have that the mixing time of the TASEP with open boundaries satisfies
\[
\liminf_{N \to \infty} \frac{t^N_{\text{mix}}(\varepsilon)}{N^{3/2}} \geq C_3
\]
for some constant $C_3 = C_3(\varepsilon) > 0$. 
We remark that a lower bound of order \( N^{3/2} \) may be deduced using results on the relaxation time of the TASEP with open boundaries from the physics literature; see [28, 29], and a well-known connection between relaxation and mixing times; see Theorem 12.5 in [49]. However, we provide a proof of Theorem 1.3 which does not rely on spectral techniques.

1.2. Related work. Mixing times for exclusion processes are a topic of lots of recent interest; see Chapter 23 in [49] for a general introduction. In [45], Lacoin studies the symmetric simple exclusion process on the segment, in which particles perform simple random walks under the exclusion rule. He determines the first-order mixing time of the symmetric simple exclusion process and proves cutoff, a sharp transition for the mixing time. A lower bound giving the correct first-order term was previously shown by Wilson in [62]. For the asymmetric simple exclusion process, including the TASEP with closed boundaries \( \alpha = \beta = 0 \), Labbé and Lacoin prove cutoff in [44]. Moreover, for several instances of exclusion processes, the limit profiles of the mixing time are studied; see [22, 44, 46]. Very recently, mixing times are investigated for simple exclusion processes with a size-dependent bias, and in random environments [43, 47, 56].

In general, many techniques to obtain sharp bounds on the mixing times of exclusion processes rely on reversibility of the process. In the absence of reversibility, mixing times for the asymmetric simple exclusion process on the circle are investigated in [37]. Further, in [38], mixing times for the simple exclusion processes with open boundaries are studied, and several different regimes of mixing times are identified. In particular, the mixing time in the high density phase and in the low density phase is linear in the size of the segment. Note that when allowing for open boundaries, the invariant measure of the simple exclusion process has, in general, not a simple closed form. During the last decades, elaborate tools like the Matrix product ansatz and staircase tableaux were developed to provide useful representations of the invariant measure [18, 24, 31, 52].

When restricting our attention to a totally asymmetric simple exclusion process, the set of available techniques increases drastically due to an alternative representation of the one-dimensional TASEP as an exponential corner growth model on \( \mathbb{Z}^2 \). Historically, the formulation as a CGM was a crucial tool in the seminal work by Rost to derive hydrodynamic limits, in the sense of a rigorous connection to the Burgers equation [55]. This correspondence allows to equivalently study last passage times and geodesics in the exponential CGM to gain insights on the interacting particle system. Note that many observables and properties have equivalent expressions; see also Sections 2 and 3.

The current in the TASEP can be phrased using last passage times, for which sharp asymptotic results, in terms of Tracy-Widom limit laws, are known [41, 54, 57]. Second class particles in the TASEP have a natural interpretation as competition interfaces in the CGM representation. This correspondence was first observed by Ferrari and Pimentel in [35] for the TASEP in the rarefaction fan, and later extended [23, 34, 39]. In particular, this equivalence allows to prove a law of large numbers for second class particles using asymptotic results for Busemann functions [23, 59, 63]. When starting the TASEP from an invariant product measure, a version of Burke’s property gives rise to a stationary corner growth
model [6, 58]. Note that all of these correspondences are usually described between the TASEP on the full line and the CGM on $\mathbb{Z}^2$ with i.i.d. Exponential-1-weights. A stationary TASEP on $\mathbb{N}$ with an open boundary is investigated [54], and more recently in [3, 16]. In Section 3, we provide the above equivalences for the TASEP on a segment with open boundaries; see also [42] for similar ideas in the physics literature.

A huge benefit of the corner growth representation is the fact that it can be analyzed with tools from integrable probability. This means that we are endowed with exact formulas for many observables, for example scaling limits, involving the exponent $2/3$ of the KPZ relaxation scale, for the current of the TASEP on the integers when starting from a shock, or for the TASEP on the torus [4, 15, 36, 40, 51]. In particular, the TASEP is one of few models which is provably in the KPZ universality class. Further, it is shown in a seminal work by Corwin and Shen that the KPZ equation arises for the TASEP in the triple point under a suitable weakly asymmetric scaling [27]. However, note that many of these exact expressions for the TASEP tend to fail under minor changes of the setup. This led to a series of works, including [8, 9, 10, 11, 12, 13, 53, 64], where for example the effect of changing one rate in the TASEP, known as the slow bond problem, or the correlation of last passage times and the coalescence of geodesics are studied. The articles have in common that they use results from integrable probability and combine them with probabilistic concepts; see also [5, 60] for similar results avoiding the connection to integrable probability entirely.

1.3. Intuition for the $N^{3/2}$-mixing time using the TASEP on the integers. Before presenting the proof of our main results, let us give some heuristics for a mixing time of order $N^{3/2}$ in the maximal current phase. One possibility is to argue with the scaling exponent in the KPZ regime, but this requires more prerequisites. Instead, we present two direct approaches comparing the TASEP with open boundaries to the TASEP on the integers.

Intuitively, we can view the segment $[N]$ as a part of the integer lattice, and extend the exclusion dynamics. A canonical way of extending the stationary TASEP in the maximal current phase to the integers is to start from a Bernoulli-$\frac{1}{2}$-product measure. This is justified by Lemma 2.3 where we discuss properties of the invariant measure in the maximal current phase. On the integers, let us add a perturbation at the origin. Formally, this corresponds to placing a second class particle at site 0. Using the results by Prähofer and Spohn for the TASEP, and by Balázs and Seppäläinen for a general asymmetric setup, one sees that the time for a perturbation to travel a distance $n$ will be of order $n^{3/2}$ [7, 54]. This suggests that on the segment, the expected time for a perturbation to exit is at most of order $N^{3/2}$. Since the segment contains at most $N$ perturbations, respectively second class particles, this indicates a mixing time of order $N^{3/2}$ up to logarithmic corrections.

To see that we expect the leading order to be precisely $N^{3/2}$, we consider a different embedding using the TASEP speed process on $\mathbb{Z}$; see [1], and [19] for a recent approach using Hecke algebras. In this process, we start with all sites being occupied. A particle initially at site $x \in \mathbb{Z}$ receives label $x$. The particles now perform the TASEP dynamics, i.e., a particle at site $y$ with label $x$ swaps at rate 1 with the particle at site $y+1$ of label $z$ whenever $x < z$. Treating the particles with labels 1 to $N$ as perturbations of the system,
we have to wait until these particles are at sites $> N$ or $< 1$ to mix. Using a shift-invariance argument, it suffices to follow the speed of the particle with label 1. It turns out that the particle has almost surely a speed $U_1$ which is uniformly chosen from $[-1, 1]$. Naively, one may expect that the speeds are independent and that it takes a time of order $N^2$ until all perturbations exit. However, this is not the case. As shown by Amir et al. in Theorem 1.8 of [1], the labels $C_1 \subseteq \mathbb{N}$ of particles with the same speed $U_1$ as particle 1 have the same law as the times of last increase of a random walk conditioned to remain positive with increments distribution

\begin{equation}
P(X = 1) = P(X = -1) = \frac{1 - U_1^2}{4} \quad \text{and} \quad P(X = 0) = \frac{1 + U_1^2}{2}.
\end{equation}

In particular, the probability that $x \in C_1$ for some $x \in \mathbb{N}$ is of order $x^{-1/2}$. Hence, there are order $\sqrt{N}$ many particles among the particles of labels 2 to $N$ with the same speed as the particle of label 1. Using [35] to coupling the motion of particle 1 with a competition interface in last passage percolation, we expect that the position $X_1^1$ at time $t$ of the particle with label 1 is of order $U_1 t$ and satisfies

\begin{equation}
\text{Var}(X_1^1) \sim ct^{4/3}
\end{equation}

for all $t \geq 0$, and some constant $c > 0$. We formally introduce and discuss competition interfaces in Section 3.3 for the TASEP with open boundaries. Moreover, conditioning on the speed $U_1$ of the particle of label 1, we expect that a particle of label $y$ with speed $U_1$ follows the same competition interface as particle 1, implying that the position $X_y^1$ at time $t$ of the particle with label $y$ satisfies

\begin{equation}
\mathbb{E}[X_y^1] \sim y + U_1 t \quad \text{and} \quad \text{Var}(X_y^1) \sim ct^{4/3}
\end{equation}

for all $t > 0$, and some constant $c > 0$. Thus, it suffices to consider one particle in each cohort of the same speed, and bound the time until it is at sites $> c'N$ or $< -c'N$ for sufficiently large constant $c' > 0$. Recall that each such cohort has a size of order $\sqrt{N}$. Since the speed is uniform on $[-1, 1]$, there are at most order $x$ many cohorts of a speed in $[-(x + 1)N^{-1/2}, -xN^{-1/2}] \cup [xN^{-1/2}, (x + 1)N^{-1/2}]$. The claim that all particles with labels 1 to $N$ are at sites $> N$ or $< 1$ after order $N^{3/2}$ many steps follows from (1.7) and (1.8), together with a union bound over $x \in [N^{1/2}]$.

1.4. Outline of the paper. This paper is structured as follows. In the remainder of this section, we state open questions on mixing times for exclusion processes. In Section 2, we collect basic properties of the TASEP with open boundaries, seen as an interacting particle system. In Section 3, we give a representation of the TASEP with open boundaries as a corner growth model on the strip and describe how well-known concepts for corner growth models transfer to our setup. In particular, we express second class particles by competition interfaces; see [34, 35]. In Section 4, we prove Theorem 1.1 by arguing that the exit time of the competition interface can be bounded by the time it takes for certain geodesics in last passage percolation (LPP) on the strip to coalesce. To estimate the coalescence times, we use a path decomposition together with moderate deviation estimates by Basu et al. for LPP on the strip and a connection to the stationary CGM on the half-quadrant; see [3, 8, 11, 14]. We show that every path with a large passage time can with high probability be modified such that we obtain a heavy path between any pair of sites close to its endpoints. Following
the ideas in [33], we see that every pair of these heavy paths, and hence also the geodesics, must with high probability intersect. In Section 5, we show Theorem 1.2 on mixing times in the triple point. We use a form of duality for the stationary CGM on the strip, which allows us to bound the hitting time of the boundary for semi-infinite geodesics using exit times for competition interfaces. In Section 6, we give a short proof of the lower bounds on the mixing time in Theorem 1.3 using the results of Section 4.

1.5. Open questions. We conclude the introduction by highlighting two open problems on mixing times for exclusion processes. The first open question concerns the asymmetric simple exclusion process with open boundaries. In this model, the particles on the segment have a drift, but may move to both directions within the segment, and may enter and exit at both endpoints. Again, one can define a range of parameters such that the exclusion process is in the maximal current phase. The following open question is Conjecture 1.7 in [38], and we refer to Section 1.2 of [38] for a more comprehensive discussion of open problems on the simple exclusion process with open boundaries.

**Conjecture 1.4.** The mixing time of the asymmetric simple exclusion process in the maximal current phase is of order \( N^{3/2} \), and the cutoff phenomenon does not occur.

More generally, it is believed that the mixing time of order \( N^{3/2} \) is present in a much broader setup. The following conjecture is due to Milton Jara (personal communication):

**Conjecture 1.5.** Consider a particle conserving system on the ring, which has only (nice) local interactions, and assume that the second derivative of the average current does not vanish. Then the mixing time is of order \( N^{3/2} \), up to poly-logarithmic corrections.

Note that the TASEP \((\eta_t)_{t \geq 0}\) with open boundaries can be thought of as a particle conserving system on a ring by considering the process \((\eta_t, 1 - \eta_t)_{t \geq 0}\); see Section 3 in [38].

2. The TASEP with open boundaries as an interacting particle system

In the following, we study the TASEP with open boundaries as an interacting particle system; see also [50] for a general introduction. We collect basic definitions and properties of the TASEP with open boundaries from probability theory, statistical mechanics and combinatorics. This includes the canonical coupling, second class particles, invariant measures and the current.

2.1. Canonical coupling and second class particles. We start with a joint coupling for the TASEP with open boundaries for all possible initial states and boundary parameters. Let \((\eta_t)_{t \geq 0}\) and \((\zeta_t)_{t \geq 0}\) be two TASEPs with open boundaries on a segment of size \(N\) with respect to parameters \(\alpha, \beta > 0\) and \(\alpha', \beta' > 0\). We assume that \(\alpha \geq \alpha'\) and \(\beta \leq \beta'\) holds, as the construction of the coupling in the other cases is similar. We choose the same rate \(1\) Poisson clocks for each site \(x \in [N-1]\) in the segment. Whenever a clock at some site \(x\) rings, we attempt to move a particle from \(x\) to \(x+1\) in both processes under the exclusion constraint. At the boundaries, we consider independent rate \(\alpha'\) and rate \(\beta\) Poisson clocks. Whenever the rate \(\alpha'\) Poisson clock rings, we place a particle in both processes at site 1. Whenever the rate \(\beta\) Poisson clock rings, we place in both processes an empty site at site \(N\). If \(\alpha \neq \alpha'\), consider in addition an independent rate \((\alpha - \alpha')\) Poisson clock, and place a particle at site 1 in \((\eta_t)_{t \geq 0}\) whenever this clock rings. Similarly, if \(\beta \neq \beta'\), we consider
an independent rate \((\beta' - \beta)\) Poisson clock and place an empty site at \((\zeta_t)_{t \geq 0}\) at site \(N\) whenever this clock rings.

Let \(\tilde{\mathbf{P}}\) denote the law of this coupling, called the \textbf{canonical coupling}. The following lemma is immediate from this construction; see also Lemma 2.1 in [38] for a similar construction for general simple exclusion processes with open boundaries.

\textbf{Lemma 2.1.} Let \((\eta_t)_{t \geq 0}\) and \((\zeta_t)_{t \geq 0}\) be two TASEPs with open boundaries on a segment of size \(N\) with respect to parameters \(\alpha, \beta > 0\) and \(\alpha', \beta' > 0\). Assume that \(\alpha \geq \alpha'\) and \(\beta \leq \beta'\) holds. Then under the canonical coupling \(\tilde{\mathbf{P}}\), we have that

\[ (2.1) \quad \tilde{\mathbf{P}}(\eta_t(x) \geq \zeta_t(x) \text{ for all } x \in [N] \text{ and } t \geq 0 \mid \eta_0(y) \geq \zeta_0(y) \text{ for all } y \in [N]) = 1. \]

Using the canonical coupling, we define the \textbf{disagreement process} \((\xi_t)_{t \geq 0}\) between two TASEPs \((\eta_t)_{t \geq 0}\) (with parameters \(\alpha, \beta > 0\)) and \((\zeta_t)_{t \geq 0}\) (with parameters \(\alpha', \beta' > 0\)) on the segment of size \(N\) as the process taking values in \([0, 1, 2]^N\) given by

\[ (2.2) \quad \xi_t(x) := 1_{\eta_t(x) = \zeta_t(x) = 1} + 21_{\eta_t(x) \neq \zeta_t(x)} \]

for all \(x \in [N]\) and \(t \geq 0\). We say that site \(x\) is occupied by a \textbf{first class particle} at time \(t\) if \(\xi_t(x) = 1\). Similarly, we say that site \(x\) is occupied by a \textbf{second class particle} at time \(t\) if \(\xi_t(x) = 2\). When \(\alpha \geq \alpha'\) and \(\beta \leq \beta'\), as well as \(\eta_0(y) \geq \zeta_0(y)\) for all \(y \in [N]\) holds, the canonical coupling \(\tilde{\mathbf{P}}\) between \((\eta_t)_{t \geq 0}\) and \((\zeta_t)_{t \geq 0}\), and Lemma 2.1 ensure that the disagreement process \((\xi_t)_{t \geq 0}\) is given as the following Markov chain.

In the canonical coupling between \((\eta_t)_{t \geq 0}\) and \((\zeta_t)_{t \geq 0}\), we assign rate 1 Poisson clocks to all sites \(x \in [N-1]\), a rate \(\alpha\) Poisson clock to the left boundary, and a rate \(\beta\) Poisson clock to the right boundary. Further, if \(\alpha \neq \alpha'\), we assign a rate \((\alpha - \alpha')\) Poisson clock to the left boundary, and if \(\beta \neq \beta'\) a rate \((\beta' - \beta)\) Poisson clock to the right boundary. Suppose that at time \(t\), the Poisson clock assigned to a site \(x\) rings. Then we obtain the configuration \(\xi_t\) from \(\xi_{t-}\) as follows. If \(\xi_{t-}(x) = 1\) and \(\xi_{t-}(x+1) = 2\) holds, or if \(\xi_{t-}(x) = 2\) and \(\xi_{t-}(x+1) = 0\), then we set

\[ (2.3) \quad \xi_t(y) := \begin{cases} 
\xi_{t-}(x+1) & \text{if } y = x \\
\xi_{t-}(x) & \text{if } y = x + 1 \\
\xi_{t-}(y) & \text{if } y \notin \{x, x+1\}
\end{cases} \]

for all \(y \in [N]\). Otherwise, we set \(\xi_t = \xi_{t-}\). Suppose that at time \(t\), the rate \(\alpha\) Poisson clock assigned to the left boundary rings. Then we place a first class particle site 1, i.e. we let \(\xi_t(1) = 1\), and leave the configuration unchanged at all other sites. Suppose that at time \(t\), the rate \((\alpha' - \alpha)\) Poisson clock assigned to the left boundary rings. If \(\xi_{t-}(1) = 0\) holds, then set \(\xi_t(1) = 2\), and leave the configuration unchanged at all other sites. Otherwise, we set \(\xi_t = \xi_{t-}\). Similarly, when the rate \(\beta'\) Poisson clock rings, we set \(\xi_t(N) = 0\) and leave the remaining configuration unchanged, whereas when the \((\beta' - \beta)\) Poisson clock rings, we set \(\xi_t(N) = 2\), provided that \(\xi_{t-}(N) = 1\), and consider \(\xi_t = \xi_{t-}\) otherwise.

The next lemma is a standard result for an upper bound on the mixing time using the exit times of second class particles in the disagreement process; see Corollary 2.5 in [38].
Lemma 2.2. Let \((\eta^0_t)_{t \geq 0}\) and \((\eta^1_t)_{t \geq 0}\) be two TASEPs with open boundaries on \([N]\) for some \(N \in \mathbb{N}\), and the same boundary parameters \(\alpha, \beta > 0\), in the canonical coupling \(\tilde{P}\) started from the all empty and the all full states \(\mathbf{0}\) and \(\mathbf{1}\), respectively. Let \((\xi_t)_{t \geq 0}\) be their disagreement process, and denote by \(\tau\) the first time at which \((\xi_t)_{t \geq 0}\) contains no second class particles. If \(\tilde{P}(\tau > s) \leq \varepsilon\) holds for some \(\varepsilon > 0\) and \(s \geq 0\), then the mixing time of the TASEP with open boundaries satisfies \(t_{\text{mix}}(\varepsilon) \leq s\).

2.2. Invariant measures and current. Recall the stationary distribution \(\mu = \mu_N\) from Section 1.1. When \(\alpha = \beta = \frac{1}{2}\) holds, it is known that \(\mu_N\) is the Uniform distribution on \(\Omega = \{0, 1\}^N\); see Proposition 2 in [20]. For general parameters \(\alpha, \beta \geq \frac{1}{2}\), the invariant measure \(\mu\) does not have a simple closed form, and it is a challenging task to find good representations for \(\mu\); see [24, 31, 52]. The next lemma is a consequence of a seminal result due to Derrida et al. when \(\alpha, \beta > 1/2\), and due to Bryc and Wang for the entire maximum current phase [21, 30]. Their results give a precise description of the fluctuations of the number of particles in the invariant measure \(\mu_N\). However, we only require the following simple consequence of Theorems 1.2 and 1.3 in [21].

Lemma 2.3. Fix some \(\alpha, \beta \geq \frac{1}{2}\). Let \(c_1, c_2 \in [0, 1]\) with \(c_1 < c_2\). Then for all \(s \in \mathbb{R}\), we have that the invariant measures \((\mu_N)_{N \in \mathbb{N}}\) satisfy

\[
\liminf_{N \to \infty} \mu_N \left( \frac{1}{\sqrt{N}} \sum_{i=c_1N}^{c_2N} (\eta(i) - \frac{1}{2}) > s \right) = \mathbb{P}(Z > s)
\]

for some explicitly known random variable \(Z\) whose law depends only on \(c_1, c_2, \alpha, \) and \(\beta\).

Remark 2.4. A similar result holds in the high and low density phase, replacing the normalization 1/2 in (2.4) by \((1 - \beta)\) and \(\alpha\), respectively.

Next, we consider the current \((\mathcal{J}^N_t)_{t \geq 0}\) of particles in the TASEP with open boundaries on a segment of length \(N\). Here, \(\mathcal{J}^N_t\) denotes the number of times a particle was created at site 1 until time \(t \geq 0\). It is a classical result due to Derrida et al. in [31] that the current satisfies a law of large numbers, where for any possible initial configuration, and any choice of the parameters \(\alpha, \beta \geq \frac{1}{2}\)

\[
\lim_{t \to \infty} \frac{\mathcal{J}^N_t}{t} = J_N
\]

holds almost surely for some (deterministic) sequence \((J_N)_{N \in \mathbb{N}}\) with \(\lim_{N \to \infty} J_N = \frac{1}{4}\). In the following, we are interested in the order of fluctuations for the current starting with empty initial conditions. For \(\alpha = \beta = \frac{1}{2}\), Derrida et al. argue in [32] that for fixed \(N\), the variance of the current satisfies

\[
\lim_{t \to \infty} \frac{\text{Var}(\mathcal{J}^N_t)}{t} = \Delta_N = \frac{1}{4\sqrt{\pi N}}
\]

where \(\Delta_N\) is called the diffusion constant. An inspection of their arguments suggests

\[
\text{Var}(\mathcal{J}^N_t) \leq C \Delta_N(t + t_{\text{rel}}^{N})
\]

for all \(t \geq 0\) and some constant \(C > 0\), where \(t_{\text{rel}}^{N}\) denotes the relaxation time, i.e., the inverse spectral gap, of the TASEP with open boundaries on the segment of length \(N\). In
the authors argue that $t_{\text{rel}}^N$ is of order $N^{3/2}$ in the maximal current phase, which implies that at a time of order $N^{3/2}$, the variance of the current for the TASEP with open boundaries on the segment of length $N$ should be of order $\sqrt{N}$. This motivates the following proposition.

**Proposition 2.5.** Let $\alpha, \beta \geq \frac{1}{2}$, and let $t_N = cN^{3/2}$ for some constant $c > 0$. Then for every $\varepsilon > 0$, there exists some constant $C = C(c, \varepsilon) > 0$ such that

$$\liminf_{N \to \infty} \mathbb{P} \left( J_{t_N}^N - \frac{1}{4} t_N \in [-C\sqrt{N}, C\sqrt{N}] \mid \eta_0 = 0 \right) \geq 1 - \varepsilon.$$  

Once we built up the framework of last passage percolation (LPP) on the strip in Section 3, we will see that Proposition 2.5 follows directly from Proposition 4.5 by rephrasing the above statement on the current in terms of last passage times; see also Remark 4.6.

3. The TASEP with open boundaries as a corner growth model

We will now give a description of the TASEP with open boundaries as an exponential corner growth model (CGM) on a strip in $\mathbb{Z}^2$. The presented objects and statements are well-known for the TASEP on the integers; see [58] for an overview, and we will in the following provide the corresponding definitions and theorems for the TASEP with open boundaries.

3.1. Construction of the TASEP with open boundaries as a CGM. Consider the integer lattice $\mathbb{Z}^2$, and a function $p: \mathbb{Z}^2 \to [0, \infty)$. We let $(\omega_x^p)_{x \in \mathbb{Z}^2}$ be a family of independent Exponential-distributed random variables, where $\omega_x^p$ has mean $p(x)$, i.e., we have $\mathbb{P}(\omega_x^p > s) = \exp(-p(x)^{-1}s)$ for all $s \geq 0$. We use the convention that $\omega_x^p \equiv 0$ if $p(x) = 0$. For $x = (x_1, x_2) \in \mathbb{Z}^2$, set $|x|_1 := |x_1| + |x_2|$. For $x, y \in \mathbb{Z}^2$ with $y \geq x$ with respect to the component-wise ordering $\geq$, we say that $\pi_{x,y}$ is an up-right lattice path from $x$ to $y$ if

$$\pi_{x,y} = \{ z^0 = x, z^1, \ldots, z^{|y-x|^1} = y : z^{i+1} - z^i \in \{e_1, e_2\} \text{ for all } i \},$$

where $e_1 := (1,0)$ and $e_2 := (0,1)$. We denote by $\Pi_{x,y}$ the set of all lattice paths connecting $x$ to $y$. For $x, y \in \mathbb{Z}^2$ and a function $p$, we denote the passage time of a lattice path $\pi_{x,y}$ by

$$G_p(\pi_{x,y}) := \sum_{z \in \pi_{x,y}} \omega_z^p,$$

and let $G_p(x,y)$ be the last passage time between $x$ and $y$ with

$$G_p(x,y) := \max_{\pi_{x,y} \in \Pi_{x,y}} G_p(\pi_{x,y})$$

if $y \geq x$, and $G_p(x,y) := -\infty$ otherwise. A key property of $G_p$ is its monotonicity, i.e., for two functions $p, \tilde{p}: \mathbb{Z}^2 \to [0, \infty)$ with $p(x) \geq \tilde{p}(x)$ for all $x$, there exists a coupling $\mathbf{P}$ with

$$\mathbf{P} \left( G_p(x,y) \geq G_{\tilde{p}}(x,y) \right) = 1.$$  

We will frequently use the monotonicity throughout the paper. Furthermore, we have the following notions and conventions: Let $S = S(p) := \{ x \in \mathbb{Z}^2 : p(x) \neq 0 \}$ be the support of $p$. We will write $G(x,y)$ for $G_p(x,y)$ when the function $p$ is clear from the context. For $x = (n,n)$ and $y = (m,m)$ for some $n,m \in \mathbb{N}$, let $G(n,m) := G(x,y)$. When $n,m$
are not integer-valued, we take \( |n|, |m| \) without explicitly mentioning. Further, for finite \( A, B \subseteq \mathbb{Z}^2 \), we set
\[ G(A, B) := \max_{x \in A, y \in B} G(x, y). \]

Next, in order to provide a connection to the TASEP with open boundaries, we assign labels to the particles as they enter the segment, i.e., the first particle entering gets label 1, the next particle label 2, and so on. Similarly, the left-most particle in the segment at time 0 receives label 0, the next particle label -1, and so on. For \( u \in \mathbb{N} \) and \( t \geq 0 \), let \( \ell_t(u) \) be the position of the particle with label \( u \) at time \( t \). We set \( \ell_t(u) = \infty \) if the particle with label \( u \) has left the segment by time \( t \), and \( \ell_t(u) = -\infty \) if label \( u \) was not yet assigned to a particle at time \( t \). For an initial state \( \eta_0 \in \Omega_N \), we denote by \( \gamma_0 = \{ \gamma_0^i \in \mathbb{Z}^2 : i \in \{0, \ldots, N\}\} \) the initial growth interface with \( \gamma_0^0 := (0,0) \), and recursively
\[ \gamma_t^i := \begin{cases} \gamma_0^i + e_1 & \text{if } \eta_0(i) = 0 \\
\gamma_0^i - e_2 & \text{if } \eta_0(i) = 1 \end{cases} \]
for all \( t \geq 0 \). The process \( (\gamma_t)_{t \geq 0} \) is called the growth interface. The next lemma describes a coupling between the TASEP with open boundaries and last passage times. As for last passage percolation with \( p \equiv 1 \), this coupling is a classical result due to Rost \[55\], we will only give a sketch of the proof.

**Lemma 3.1.** Let \( \alpha, \beta \geq \frac{1}{2} \). Consider the function \( p \) given for all \( x = (x_1, x_2) \in \mathbb{Z}^2 \) by
\[ p(x) := \begin{cases} \alpha^{-1} & \text{if } x_1 = x_2 > 0 \\
\beta^{-1} & \text{if } x_1 = N = x_2 \\
1 & \text{if } x_2 \in [x_1 - N + 1, x_1 - 1] \\
0 & \text{otherwise} \end{cases} \]
Then there exists a coupling such that for all \( u \in \mathbb{N}, n \in [N] \cup \{0\} \) and \( t \geq 0 \)
\[ \{\ell_t(u) > n\} = \{G_p(\gamma_0, (u, u+n)) \leq t\} \] .
In other words, the event that the particle with label \( u \) is at some position \( > n \) at time \( t \) agrees with the event that the last passage time between \( \gamma_0 \) and \( (u, u+n) \) is at most \( t \).

**Sketch of the proof.** For \( x = (u, u+n) \) with \( n \in \{1, \ldots, N-1\} \), let \( \omega_x^p \) be the time it takes for particle \( u \) at \( n \) to perform a jump after the first time that the site at position \( n+1 \) is empty. For \( n = 0 \), let \( \omega_x^p \) be the time it takes until label \( u \) gets assigned to a particle after the first time \( t \) at which \( \ell_t(u-1) > 1 \). For \( n = N \), let \( \omega_x^p \) be the time until the particle with label \( u \) exits the segment after the first time \( t \) at which \( \ell_t(u) = N \) holds. In all other cases, choose \( \omega_x^p \) independently according to the correct marginals. Note that all random variables \( \{\omega_x^p\}_{x \in \mathbb{Z}^2} \) have the correct marginal distributions; see also Figure 2. To see that the relation (3.6) holds, note that the last passage times satisfy the recursion
\[ G_p(\gamma_0, (u, u+n)) = \max\{G_p(\gamma_0, (u-1, u+n)), G_p(\gamma_0, (u, u+n-1))\} + \omega_x^p . \]
Consider the environment with $\omega_n = 2$, or was removed from the segment if $u_n$.

Furthermore, notice that the particle of label $\omega$ is drawn in red, and the interface $\gamma_t$ in purple.

Furthermore, for general $x \in \mathbb{Z}^2$, we have $p \equiv 1$. The following bounds on the last passage times in homogeneous environments are Theorem 4.1 in [11], and Theorem 2 in [48].

**Lemma 3.2.** Consider the environment with $p(x) = 1$ for all $x \in \mathbb{Z}^2$, and denote by $G_1(x, y)$ the corresponding last passage time. Let $\varepsilon > 0$. Then there exist $c, \bar{c} > 0$, depending only on $\varepsilon$, such that for all $x = (x_1, x_2) \geq (1, 1)$ with $\varepsilon < x_1/x_2 < \varepsilon^{-1}$, and all $\theta > 0$

$$
\mathbb{P} \left( |G_1(0, x) - (\sqrt{x_1} + \sqrt{x_2})^2| \geq \theta |x_1|^{1/3} \right) \leq \bar{c} \exp \left( -c \min \left( \theta^3, \theta |x_1|^{1/3} \right) \right).
$$

Furthermore, for general $x = (x_1, x_2) \in \mathbb{N}^2$, we have that

$$
\mathbb{P} \left( |G_1(0, x) - (\sqrt{x_1} + \sqrt{x_2})^2| \geq \theta |x_1|^{1/2} |x_2|^{-1/6} \right) \leq \bar{c} \exp (-c\theta)
$$

for all $\theta \in (0, \frac{1}{4} \sqrt{x_1} + \sqrt{x_2})^2 |x_1|^{-1/2} |x_2|^{1/6})$. In particular, there exists some absolute constant $C > 0$ such that

$$
|\mathbb{E}[G_1(0, x)] - (\sqrt{x_1} + \sqrt{x_2})^2| \leq C |x_1|^{1/2} |x_2|^{-1/6}.
$$

**3.2. Geodesics and Busemann functions.** For two sites $y \geq x$, let $\pi_{x,y}^*$ denote a lattice path which maximizes the last passage time between $x$ and $y$. We call $\pi_{x,y}^*$ a geodesic between the sites $x$ and $y$. It will be convenient to work with geodesics on certain subsets of sites. Fix some $N \in \mathbb{N}$ and define for each $n \geq 1$ the anti-diagonal $L_n$ by

$$
L_n := \{ x \in \mathcal{S} : |x|_1 = n \}
$$

for $\mathcal{S} = \mathcal{S}(p)$ with respect to $p$ from (3.5). We denote by $R_n^m$ the rectangle

$$
R_n^m := \mathcal{S} \cap \bigcup_{n \leq i < n + m} L_i
$$
spanned between $\mathbb{L}_n$ and $\mathbb{L}_{n+m-1}$. We say that an up-right path $(z^n)_{n \in \mathbb{N}}$ of sites in $\mathbb{Z}^2$ with $z^1 = x$ is a semi-infinite geodesic starting at $x \in \mathbb{Z}^2$, and write $\pi^*_x$, if we have that $\pi^*_x$ restricted between any two sites $z^i, z^j$ for some $i, j \in \mathbb{N}$ with $i < j$ is equal to $\pi^*_{z^i,z^j}$. The next lemma guarantees the existence and coalescence of a semi-infinite geodesic in $(\omega^p_{x})_{x \in \mathbb{Z}^2}$ with $p$ from (3.5) for any starting vertex $x \in S(p)$. While a similar result for homogeneous environments requires some work, it follows for the strip from a compactness argument. We give in the following an elementary proof of this fact.

**Lemma 3.3.** For every vertex $x \in S(p)$, there exists almost surely a unique semi-infinite geodesic $\pi^*_x$ in $(\omega^p_{x})_{x \in \mathbb{Z}^2}$ for $p$ from (3.5). Moreover, for any two sites $x, y$, the semi-infinite geodesics $\pi^*_x$ and $\pi^*_y$ will almost surely coincide from some finite point $c(x, y) \in \mathbb{Z}^2$ onwards.

**Proof.** Without loss of generality, let $x = (1, 1)$. For all $m \in \mathbb{N}$, set $v_m := (m, m) \in \mathbb{Z}^2$ and consider the family of geodesics $(\pi^*_x,v_m)_{m \in \mathbb{N}}$ where

$$
\pi^*_x,v_m = (x = v^1_m, v^2_m, v^3_m, \ldots, v^{2m-1}_m = v_m).
$$

We claim that for every $j \in \mathbb{N}$, there exists some finite $M(j)$ such that

$$
v^i_m = v^i_m'
$$

holds for all $i \leq j$, and all $m, m' \geq M(j)$. To see this, let $A_n$ be the event

$$
A_n := \left\{ \omega^p_{\left(\frac{n}{2} + \frac{N}{2}, \frac{n}{2}\right)} \geq N^3 \text{ and } \omega^p_{\frac{n}{2}} \leq 1 \text{ for all } y \in R^n \setminus \left\{ \left(\frac{n}{2} + \frac{N}{2}, \frac{n}{2}\right) \right\} \right\}.
$$

When $A_n$ holds, $\pi^*_x,v_m$ and $\pi^*_x,v_{m'}$ must agree on the first at least $n$ sites for all $m, m' \geq \frac{n}{2} + N/2$ as any geodesic from $(1, 1)$ to a site $z$ with $|z_1| > n + N$ must pass through $(\frac{n}{2} + \frac{N}{2}, \frac{n}{2})$. This follows from the fact that on $A_n$ any up-right path in $R^n$ which does not intersect $(\frac{n}{2} + \frac{N}{2}, \frac{n}{2})$ has a passage time of most $2N$, while any up-right path in $R^n$ which intersects $(\frac{n}{2} + \frac{N}{2}, \frac{n}{2})$ has a passage time of at least $N^3$; see Figure 3. Further, note that $A_n$ holds with positive probability, and that $A_n$ and $A_{n+m}$ are independent for all $m > N$. We obtain the claim by applying the Borel-Cantelli lemma. Thus, we let the $j$th vertex in $\pi^*_x$ be $v_j = v_{M(j)}$ to conclude the existence of the semi-infinite geodesic $\pi^*_x$. Similarly, the Borel-Cantelli lemma yields that $|c(x, y)|_1$ is almost surely finite since

$$
|c(x, y)|_1 \leq \inf\{n \geq \max(|x_1|, |y_1|): A_n \text{ occurs}\}.
$$

Uniqueness of $\pi^*_x$ follows from the uniqueness of the paths $\pi^*_{x,v_m}$ for all $m \in \mathbb{N}$. $\square$

Note that Lemma 3.3 can be extended for any uniformly bounded function $\tilde{p}$ with the same support as $p$ from (3.5). Further, using Lemma 3.3, we can for all $x, y \in S(p)$ define

$$
B(x, y) := G_p(\pi^*_x,c(x,y)) - G_p(\pi^*_y,c(x,y))
$$

(3.12)

to be their Busemann function. In words, $B(x, y)$ is the signed difference between the last passage times for any point on the semi-infinite geodesics of $x$ and $y$ beyond $c(x, y)$.
3.3. Second class particles and competition interfaces. Recall the notion of second class particles from Section 2. We will now provide a connection to competition interfaces in the CGM representation of the TASEP with open boundaries. A connection of this type was first observed by Ferrari and Pimentel in [35] for last passage percolation on \( \mathbb{Z}^2 \).

We start by defining the competition interface, following the construction in [34, 35]. Recall the initial growth interface \( \gamma_0 \) for the strip of width \( N \). Suppose that we have some \( m \in [N - 1] \) with

\[
\gamma_0^m - \gamma_0^{m-1} = e_1 \quad \text{and} \quad \gamma_0^m - \gamma_0^{m+1} = e_2.
\]

Fix such an \( m \), and set \( \gamma_+ := \{ \gamma_0^i : i \in \{0, \ldots, m-1\} \} \) and \( \gamma_- := \gamma_0 \setminus \gamma_+ \). We define

\[
\Gamma^+ := \{ x \in \mathbb{Z}^2 : G(\gamma_+, x) > G(\gamma_-, x) \text{ and } x \succeq y + (1, 1) \text{ for some } y \in \gamma_0 \}
\]

\[
\Gamma^- := \{ x \in \mathbb{Z}^2 : G(\gamma_+, x) > G(\gamma_+, x) \text{ and } x \succeq y + (1, 1) \text{ for some } y \in \gamma_0 \}
\]

with respect to the environment with \( p \) from (3.5). Note that \( \Gamma^+ \) and \( \Gamma^- \) partition \( S(p) \) above \( \gamma \) almost surely. The competition interface \( (\phi_n)_{n \in \mathbb{N}} \) is recursively defined by \( \phi_1 := \gamma_0^m \) and

\[
\phi_{n+1} := \begin{cases} 
\phi_n + (0, 1) & \text{if } \phi_n + (1, 1) \in \Gamma^+ \\
\phi_n + (1, 0) & \text{if } \phi_n + (1, 1) \in \Gamma^- \\
\phi_n & \text{otherwise}.
\end{cases}
\]

Intuitively, we color the regions \( \Gamma^+ \) and \( \Gamma^- \), and \( (\phi_n)_{n \in \mathbb{N}} \) travels along the transition of the colors. Alternatively, the competition interface is characterized by the recursion

\[
\phi_{n+1} = \arg \min \{ G(\gamma_0, \phi_n + (0, 1)), G(\gamma_0, \phi_n + (1, 0)) \};
\]
see equation (2.2) in [34]. A visualization of the competition interface is given in Figure 4. For $A \subseteq S(p)$, we say that $A$ is monochromatic if either $A \subseteq \Gamma^+$ or $A \subseteq \Gamma^-$ holds.

Next, we consider a disagreement process $(\xi_t)_{t \geq 0}$ with a single second class particle. Let $\tau_{ex}$ be the exit time of this second class particle. The following lemma intertwines the competition interface $(\phi_n)_{n \in \mathbb{N}} = (\phi_n^1, \phi_n^2)_{n \in \mathbb{N}}$ and the trajectory $(X_t)_{t \in [0, \tau_{ex})}$ of the second class particle. Since it follows similar to Proposition 3 in [35] and Proposition 2.2 in [34], we will only highlight the required adjustments for the strip, rather than giving full details.

**Lemma 3.4.** For the disagreement process $(\xi_t)_{t \geq 0}$ on the segment of size $N$ with a single second class particle starting at $x$, let $\gamma_0$ be the initial growth interface on the strip of width $N + 1$ corresponding to the configuration where we replace the second class particle in $\xi_0$ by a $(0, 1)$-pair, and take $m = x$ in (3.13). There exists a coupling such that

\[(3.16)\quad X_t - X_0 = (\phi_n^1 - \phi_n^1) - (\phi_n^2 - \phi_n^2)\]

holds almost surely for all $t \in [G(\gamma_0, \phi_n), G(\gamma_0, \phi_{n+1}))$ with $t < \tau_{ex}$, and $n \in \mathbb{N}$. Moreover

\[(3.17)\quad \mathbb{L}_k \subseteq \Gamma^+ \text{ or } \mathbb{L}_k \subseteq \Gamma^- \quad \Rightarrow \quad \tau_{ex} \leq G(\gamma_0, \mathbb{L}_k)\]

holds for all $k > N$, i.e., if the anti-diagonal $\mathbb{L}_k$ from (3.10) is monochromatic, then the second class particle has left the segment by time $G(\gamma_0, \mathbb{L}_k)$.

**Sketch of the proof.** We adopt the arguments of Proposition 3 and Lemma 6 in [35]. In a first step, we replace the second class particle by a $(0, 1)$-pair, also called $*$-pair, by extending the dynamic to the segment $[N + 1]$ using the same boundary conditions, i.e. a configuration $\xi \in \{0, 1, 2\}^{N+1}$ with a single second class particle at site $x$ gets mapped into the configuration $\eta \in \{0, 1\}^{N+1}$ with

\[(3.18)\quad \eta(y) := \begin{cases} 
\xi(y) & \text{if } y < x \\
0 & \text{if } y = x \\
1 & \text{if } y = x + 1 \\
\xi(y - 1) & \text{if } y > x + 1
\end{cases}\]
for all $y \in [N + 1]$. In a second step, we then describe the motion of the $\ast$-pair using the competition interface.

More precisely, for the first step, let $x$ be the starting location of the second class particle in $(\xi_t)_{t \geq 0}$, and let $(\eta^{01}_t)_{t \geq 0}$ be the same TASEP with open boundaries started from $\xi_0$, but where we replace the second class particle at $x$ by a $(0, 1)$-pair, increasing the size of the segment by 1. We use the same clocks for corresponding particles. The particle in the $\ast$-pair agrees with the clock of the second class particle. Let the $\ast$-pair evolve in the following way: Whenever the particle in the $\ast$-pair moves, we let the $\ast$-pair move one step to the right. Whenever a particle moves to the empty site in the $\ast$-pair, we let the $\ast$-pair move one step to the left. Note that after every such move until time $\tau_{ex}$, we will obtain a $(0, 1)$-pair. This gives a bijection between $(X_t)_{t \geq 0}$ and the $\ast$-pair in $(\eta^{01}_t)_{t \geq 0}$ until time $\tau_{ex}$.

For the second step, we use (3.15) and an induction argument as in Proposition 3 of [35] to see that the $\ast$-pair follows the competition interface as described in (3.16), e.g., every time we make a step to the right in the competition interface, (3.15) ensures that the particle in the $\ast$-pair jumps before the empty site gets replaced. A special case occurs when $(\phi_n)_{n \in \mathbb{N}}$ reaches the boundary of the strip. Without loss of generality, suppose that $\phi_k = (\ell, \ell)$ for some $\ell \in \mathbb{N}$. Then at time $\tilde{t} = G(\gamma_0, \phi_{k-1})$, the $\ast$-pair is located at the sites 1 and 2, while we have $X(\tilde{t}) = 1$. Using (3.15), we see that the empty site in the $\ast$-pair gets replaced before the particle in the $\ast$-pair moves. Since this replacement occurs at rate $\alpha$, we can extend the above coupling such that the second class particle in $(\xi_t)_{t \geq 0}$ leaves the segment at time $G(\gamma_0, \phi_k)$. In particular, when we see a monochromatic anti-diagonal, the competition interface must have reached the boundary of the strip, giving (3.17). \hfill \Box

In Section 4, our goal will be to establish criteria which ensure that with positive probability, we see a monochromatic anti-diagonal at a distance of order at most $N^{3/2}$ away from $x$ for any possible starting configuration. This will then allow us to prove Theorem 1.1.

### 3.4. Stationary corner growth model on the strip.

In this section, we discuss a stationary corner growth model for the triple point $\alpha = \beta = \frac{1}{2}$, which will be an essential tool in Section 5. It is the analogue of the stationary CGM on $\mathbb{Z}^2$; see for example Section 3 in [58] for an introduction. Recall from Section 2 that in the triple point, the stationary measure of the TASEP with open boundaries has a product structure, i.e., it is the Uniform distribution on $\{0, 1\}^N$. We see that Burke’s property holds, which means that in equilibrium, the particle trajectories have marginal distributions according to rate $\frac{1}{2}$ Poisson clocks; see also Lemma 3.5. Formally, we define the stationary CGM on the strip as the corner growth model on $\mathbb{Z}^2$ in environment $(\omega^{p_{stat}}_x)_{x \in \mathbb{Z}^2}$ given according to

$$ p_{stat}(x) := \begin{cases} 
2 & \text{if } x_1 = x_2 \geq 1, \text{ or } x_1 - N = x_2 \geq 1, \text{ or } x_2 = 0 \text{ and } x_1 \in [N] \\
1 & \text{if } x_1 - N < x_2 \geq 0 \text{ and } x_1 > x_2 > 0 \\
0 & \text{otherwise}
\end{cases} $$

and denote by $G_{stat}$ the corresponding last passage times. A similar version of a stationary CGM was also studied on the half-quadrant; see [3, 16, 54]. The following lemma characterizes the distribution of the increments of the last passage times. Further, it justifies that the
CGM with respect to $p_{\text{stat}}$ is called stationary, in the sense of [6], and that Burke’s property holds. Since the proof follows from similar arguments as Lemma 4.1 and Lemma 4.2 in [6], we only give a sketch of the proof; see also Lemma 2.1 and Lemma 2.2 in [16].

**Lemma 3.5.** Fix some $i, j$ with $(i + 1, j + 1) \in \mathcal{S} = \mathcal{S}(p_{\text{stat}})$. If $(i, j + 1) \in \mathcal{S}$ holds, then
\begin{equation}
I_{i+1,j+1} := G_{\text{stat}}(0, (i + 1, j + 1)) - G_{\text{stat}}(0, (i, j + 1))
\end{equation}
is Exponential-$\frac{1}{2}$-distributed. If $(i + 1, j) \in \mathcal{S}$ holds, we see that
\begin{equation}
J_{i+1,j+1} := G_{\text{stat}}(0, (i + 1, j + 1)) - G_{\text{stat}}(0, (i + 1, j))
\end{equation}
is Exponential-$\frac{1}{2}$-distributed. If $(i, j), (i, j + 1), (i + 1, j) \in \mathcal{S}$ holds, we have that
\begin{equation}
Y_{i,j} := \min(I_{i+1,j}, J_{i,j+1})
\end{equation}
is Exponential-$1$-distributed. Moreover, $I_{i+1,j+1}, J_{i+1,j+1}$ and $Y_{i,j}$ are independent. Furthermore, along every down-right path $\gamma = \{(\gamma^0)^i\} \in \mathcal{S}$, where
\begin{equation}
\gamma^i - \gamma^{i-1} \in \{e_1, -e_2\}
\end{equation}
for all $i \in [N]$, the increments $|G_{\text{stat}}(0, \gamma^i) - G_{\text{stat}}(0, \gamma^{i-1})|$ are i.i.d. Exponential-$\frac{1}{2}$-distributed, and independent of $Y_{i,j}$ for all $(i, j) \in \mathcal{S}$ with $(i + 1, j + 1) \preceq y$ for some $y \in \gamma$.

**Sketch of the proof.** The first claim in the lemma is shown using induction. Observe that the increments of the last passage times satisfy
\begin{equation}
I_{i,j} = (I_{i,j-1} - J_{i-1,j})^+ + \omega_{\text{stat}}(i,j),
\end{equation}
where $z^+ := \max(z, 0)$ for $z \in \mathbb{R}$, and similarly for $J_{i,j}$. Note that for $I_{2,0}$ and $J_{1,1}$, the statements (3.20) and (3.21) hold by construction. Using this fact as induction basis, we obtain the independence and the correct marginal distributions by calculating the moment generating function of $(I_{i+1,j+1}, J_{i+1,j+1}, Y_{i,j})$, and using (3.24); see Lemma 4.1 in [6]. A similar induction argument on the down-right paths contained in $\mathcal{S}$ yields independence of the increments along every down-right path; see also Lemma 4.2 in [6].

**Remark 3.6.** For last passage percolation on $\mathbb{Z}^2$, the stationary CGM is closely related to Busemann functions; see [23, 58, 59]. Note that Busemann functions are defined in (3.12) for the strip, but we will not further discuss a connection to Lemma 3.5 at this point.

4. **Mixing times in the maximal current phase**

In this section, our goal is to show Theorem 1.1. We have the following strategy: Using Lemma 3.2 and Lemma 3.4, we bound the exit time of a second class particle by finding a monochromatic anti-diagonal. We see in Section 4.1 that a sufficient condition for a monochromatic anti-diagonal is that all geodesics between two anti-diagonals coalesce. In Section 4.2, we use similar ideas as Dey et al. in [33] for Poissonian LPP on a strip to show that the geodesics coalesce with positive probability if the anti-diagonals have a distance of order $N^{3/2}$. To do so, we need to control the fluctuations of the last passage times on the strip, which we accomplish in Section 4.3. While the required estimates follow from known results when $\alpha, \beta \geq 1$, the analysis for $\alpha \in \left[\frac{3}{4}, 1\right)$ and $\beta \in \left[\frac{1}{2}, 1\right)$ is more delicate and uses a path decomposition together with recent results on last passage times in the half-quadrant [3], and the stationary CGM on $\mathbb{Z}^2$ [17].
4.1. Exit times via the coalescence of geodesics. We start with a simple observation on the ordering of geodesics in last passage percolation; see also Lemma 11.2 in [14]. We define a natural ordering $\succeq_g$ of up-right paths of finite or infinite length on the strip as follows: For two up-right paths $\pi_1, \pi_2$, we have that

$$\pi_1 \succeq_g \pi_2 \iff y_1 \geq y_2 \text{ for all } (x, y_1) \in \pi_1, (x, y_2) \in \pi_2,$$

i.e., for every pair of sites on the paths with the same first component, the site in $\pi_1$ lies above the site in $\pi_2$. The next lemma gives a sufficient condition on the endpoints of finite geodesics such that they are ordered with respect to $\succeq_g$.

**Lemma 4.1.** Fix some environment $(\omega^p_x)_{x \in \mathbb{Z}^2}$. For $i \in [4]$, let $a_i = (a^1_i, a^2_i) \in \mathbb{Z}^2$. If

$$a^1_1 \leq a^1_2 \leq a^1_4 \leq a^1_3 \quad \text{and} \quad a^2_2 \leq a^2_1 \leq a^2_3 \leq a^2_4 \quad (4.1)$$

holds, and the geodesics $\pi_{a_1, a_4}$ and $\pi_{a_2, a_3}^*$ are fully contained in $\mathcal{S}(p)$, then almost surely

$$\pi_{a_1, a_4} \succeq_g \pi_{a_2, a_3}^*. \quad (4.2)$$

**Proof.** The statement (4.2) is immediate from a picture, see for example Figure 16 in [14] for a visualization, using that between any such pair of points, there is almost surely a unique maximizing path.

As a direct consequence, we get a sufficient condition for monochromatic anti-diagonals.

**Lemma 4.2.** Consider some initial growth interface for the strip of width $N$, which satisfies (3.13), and color all sites according to $\Gamma^+$ and $\Gamma^-$. Let $n, k \geq N$ and recall the rectangle $R_n^k$ from (3.11). For $i \in [4]$, let $a_i = (a^1_i, a^2_i) \in \mathbb{Z}^2$ be the corners of $R_n^k$ in counter-clockwise order such that $a_1, a_2 \in \mathbb{L}_n$ and $a_3, a_4 \in \mathbb{L}_{n+k-1}$. Then almost surely

$$\pi_{a_1, a_4}^* \cap \pi_{a_2, a_3}^* \neq \emptyset \Rightarrow \mathbb{L}_{n+k} \text{ is monochromatic}. \quad (4.3)$$

**Proof.** Using the ordering in Lemma 4.1, we see that any geodesic between $x \in \mathbb{L}_n$ and $y \in \mathbb{L}_{n+k}$ must pass through some common point $z$ whenever the event on the left-hand side of (4.3) occurs. By construction, any geodesic connecting the initial growth interface $\gamma_0$ to $\mathbb{L}_{n+k}$ must intersect with $\mathbb{L}_n$, and hence also pass through $z$; see Figure 4. Without loss of generality, assume that $z \in \Gamma^+$. This implies that all sites in $\mathbb{L}_{n+k}$ must be contained in $\Gamma^+$ as there is almost surely a unique maximal path connecting $\gamma_0$ and some site in $\mathbb{L}_{n+k}$ follows.

Note that Lemma 3.3 guarantees the coalescence of the geodesics between any two points in $\mathbb{L}_n$ and $\mathbb{L}_{n+k}$ on the strip of width $N$ when $k$ is sufficiently large. The next proposition bounds the probability of coalescence for $k = k(N)$. Its proof is deferred to Section 4.2.

**Proposition 4.3.** Recall the environment for $p$ from (3.5) for some $\alpha, \beta \geq \frac{1}{2}$, and some initial growth interface. Consider the rectangle $R_n^k$ and denote by $a_i$ for $i \in [4]$ its corners in counter-clockwise order such that $a_1, a_2 \in \mathbb{L}_N$ and $a_3, a_4 \in \mathbb{L}_{N+k-1}$. There exist $c, C > 0$ and $N_0 = N$ such that for all $N \geq N_0$, and for all $m \in \mathbb{N}$, we have for $k = mcN^{3/2}$

$$\mathbb{P}(\pi_{a_1, a_4}^* \cap \pi_{a_2, a_3}^* \neq \emptyset) \geq 1 - \exp(-Cm). \quad (4.4)$$

Assuming that Proposition 4.3 holds, we have all the tools to show Theorem 1.1.
Proof of Theorem 1.1. By Lemma 2.2, we can bound the mixing time by the exit time of the second class particles in the disagreement process between 1 and 0. Instead of bounding the exit time of all second class particles at once, we instead consider $N$ disagreement processes $(\xi^i_t)_{t \geq 0}$ with respect to the step initial configurations $\eta^i_0$ and $\eta^{i-1}_0$ in $\Omega_N$ for $i \in [N]$, recalling $[N] = \{1, \ldots, N\}$, where we define

$$\eta^i_0(j) := \mathbb{1}_{j > i}$$

for all $j \in [N]$. Note that $\eta^0_0 = 1$ and $\eta^N_0 = 0$. Fix some $\varepsilon = \varepsilon(N) > 0$. Using the triangle inequality for the total-variation distance in (1.1), it suffices to show that the exit time $\tau^i_{\text{ex}}$ of the second class particles in $(\xi^i_t)_{t \geq 0}$ satisfies

$$\mathbb{P} \left( \tau^i_{\text{ex}} \leq s \right) \geq 1 - \frac{\varepsilon}{N}$$

for all $i \in [N]$ in order to conclude that $t^N_{\text{mix}}(\varepsilon) \leq s$ for the mixing time of the TASEP with open boundaries. Note that each of the disagreement processes $(\xi^i_t)_{t \geq 0}$ contains exactly one second class particle. Let $\gamma_{0,i}$ denote the initial growth interface with respect to $(\xi^i_t)_{t \geq 0}$. By combining Lemma 3.4 and Lemma 4.2, together with Proposition 4.3 for $m = 2C^{-1} \log(N)$, and thus $k = 2C^{-1} \log(N)^{3/2}$, we see that

$$\max_{i \in [N]} \mathbb{P} \left( \tau^i_{\text{ex}} \leq 5k \right) \geq 1 - \frac{1}{N^2} - N \max_{i \in [N]} \mathbb{P} \left( G(\gamma_{0,i}, \mathbb{L}_{N+k}) \geq 5k \right)$$

for all $N$ large enough, where $c$ and $C$ are taken from Proposition 4.3. We claim that the right-hand side in (4.6) must be larger than $1 - 2N^{-2}$ for sufficiently large $N$. To see this, we dominate the environment with respect to $p$ with a homogeneous environment on $\mathbb{Z}^2$ for $p \equiv 2$. Let $G_1(\cdot, \cdot)$ and $G_2(\cdot, \cdot)$ denote the last passage times with respect to $p \equiv 1$ and $p \equiv 2$, and note that $G_2(x, y)$ has the same law as $2G_1(x, y)$ for all $y \geq x$. By Lemma 3.2, we get

$$\mathbb{P}(G_2(x, y) > 2E[G_2(x, y)] \text{ for all } x \in \gamma_{0,i} \text{ and } y \in \mathbb{L}_{N+k})$$

$$= \mathbb{P}(G_1(x, y) > 2E[G_1(x, y)] \text{ for all } x \in \gamma_{0,i} \text{ and } y \in \mathbb{L}_{N+k}) \leq N^2 \exp(-N^{1/3})$$

for all $N$ sufficiently large. Using the well-known fact that $t^N_{\text{mix}}(\varepsilon)$ is for fixed $N$ monotone decreasing in $\varepsilon > 0$, we conclude the upper bound on $t^N_{\text{mix}}(\varepsilon)$ by (4.5) with $\varepsilon = 2N^{-1}$. □

4.2. Coalescence times of geodesics. In order to show Proposition 4.3, we use a similar strategy as Dey et al. in Section 6 of [33] for Poissonian LPP on a strip in the plane. We first give a lower bound on the probability that the last passage time between $\mathbb{L}_N$ and $\mathbb{L}_{N+k}$ is large when $k$ is of order $N^{3/2}$; see Lemma 4.4. We then show that with high probability, there are no two disjoint paths with large passage times. We then argue that with sufficiently large probability, we can construct a large path between any two points of $\mathbb{L}_N$ and $\mathbb{L}_{N+k}$, letting us conclude that all the corresponding geodesics must in fact intersect with positive probability. We iterate this argument along multiples of $k$ to conclude.

We start with a bound on the probability to see a large last passage time in $R^N_{\mathbb{Z}^2}$. In the following, we consider an environment $(\omega^p_{x})_{x \in \mathbb{Z}^2}$ for $p$ from (3.5) for some $\alpha, \beta \geq \frac{1}{2}$ and $N \in \mathbb{N}$, starting from the growth interface corresponding to the all empty configuration $0$. 


Lemma 4.4. There exist $\tilde{c} > 0$ and $\tilde{N}_0 \in \mathbb{N}$ such that for all $N \geq \tilde{N}_0$, and all $n \in \mathbb{N}$ and $\theta \geq 1$, the last passage time on the strip satisfies

\begin{equation}
\mathbb{P}(G(L_N, L_{N+nN^{3/2}}) > 2nN^{3/2} + \theta n\sqrt{N}) \geq \exp(-\tilde{c}n\theta^{3/2}).
\end{equation}

Proof. For $n \in \mathbb{N}$, let $x_{\text{mid}}^n := ([n/2 + N/4], [n/2 - N/4])$ denote the midpoint of the anti-diagonal $L_n$. By Lemma B.2 in [8], and monotonicity in $\alpha$ and $\beta$, we have that

\begin{equation}
\mathbb{P}(G(x_{\text{mid}}^n, x_{\text{mid}}^{n+N^{3/2}-1}) > 2N^{3/2} + \theta \sqrt{N}) \geq \exp(-\tilde{c}\theta^{3/2})
\end{equation}

holds for all $\alpha, \beta > 0$, $\theta \geq 1$, and some constant $\tilde{c}$, provided that $N$ is sufficiently large. We concatenate the geodesics along the midpoints of the anti-diagonals $L_{N+iN^{3/2}}$ for all $i \in \{0, \ldots, n\}$ to see that the left-hand side in (4.7) is bounded from below by

\[
\prod_{i=1}^{n} \mathbb{P}(G(x_{\text{mid}}^{N+(i-1)N^{3/2}}, x_{\text{mid}}^{N+iN^{3/2}-1}) > 2N^{3/2} + \theta \sqrt{N}).
\]

Together with (4.8), this yields the claim. \hfill \Box

For the next statement, which states bounds on the fluctuations of the passage times along the geodesics between $L_N$ and $L_{N+\theta^{-1}N^{3/2}}$ for some $\theta \geq 1$, we let for all $n, k \geq N$

\[
G_{\min}(L_n, L_{n+k}) := \min_{x \in L_n, y \in L_{n+k}} G(x, y)
\]

denote the minimal last passage time connecting two points on the anti-diagonals.

Proposition 4.5. There exist constants $c_1, c_2, \tilde{\theta} > 0$ and $N'_0 \in \mathbb{N}$ such that for all $\theta \geq \tilde{\theta}$, and all $n \geq N \geq N'_0$, we have that

\begin{equation}
\mathbb{P}(G(L_n, L_{n+\theta^{-1}N^{3/2}}) - 2\theta^{-1}N^{3/2} \geq \theta \sqrt{N}) \leq \exp(-c_1\theta^{3/2})
\end{equation}

\begin{equation}
\mathbb{P}(G_{\min}(L_n, L_{n+\theta^{-1}N^{3/2}}) - 2\theta^{-1}N^{3/2} \leq -2\theta \sqrt{N}) \leq \exp(-c_2\theta).
\end{equation}

Since the proof of Proposition 4.5 requires a bit of setup, it is deferred to Section 4.3.

Remark 4.6. Using Lemma 3.1, the upper bound on $J_{11}^N$ in Proposition 2.5 follows from Theorem 4.2 in [11]. The lower bound follows from (4.9), using that

\begin{equation}
\mathbb{P}(G(1, N^{3/2}) \geq s) \leq n\mathbb{P}(G(1, n^{-1}N^{3/2}) \geq n^{-1}s)
\end{equation}

for all $n \in \mathbb{N}$ and $s \geq 0$.

In order to show Proposition 4.3, we require the following bound on the intersection of geodesics. For $y \geq x$ and $\tilde{y} \geq \tilde{x}$, and fixed times $t, \tilde{t} > 0$, we consider the events

\[
A_{x,y} := \{G(x,y) > t\} \quad \text{and} \quad B_{\tilde{x},\tilde{y}} := \{G_{\tilde{x},\tilde{y}} > \tilde{t}\}.
\]

We define the disjoint occurrence of $A_{x,y}$ and $B_{\tilde{x},\tilde{y}}$ as the event

\[
A_{x,y} \circ B_{\tilde{x},\tilde{y}} := \{ \exists \pi_{x,y} \in \Pi_{x,y}, \pi_{\tilde{x},\tilde{y}} \in \Pi_{\tilde{x},\tilde{y}}: G(x,y) \geq t \land G(\tilde{x},\tilde{y}) \geq \tilde{t} \land \pi_{x,y} \cap \pi_{\tilde{x},\tilde{y}} = \emptyset \}.
\]

In words, the event $A_{x,y} \circ B_{\tilde{x},\tilde{y}}$ occurs when we find a lattice path $\pi_{x,y}$ from $x$ to $y$ of weight at least $t$, as well as a lattice path $\pi_{\tilde{x},\tilde{y}}$ from $\tilde{x}$ to $\tilde{y}$ of weight at least $\tilde{t}$ such that $\pi_{x,y}$ and $\pi_{\tilde{x},\tilde{y}}$ do not intersect. In next lemma follows from the BKR inequality; see Theorem 7 in [2].
Lemma 4.7. For all \( y \geq x \) and \( \tilde{y} \geq \tilde{x} \), and all \( t, \tilde{t} > 0 \) in the definition of \( A_{x,y} \) and \( B_{\tilde{x},\tilde{y}} \)

\[
\mathbb{P}(A_{x,y} \circ B_{\tilde{x},\tilde{y}}) \leq \mathbb{P}(A_{x,y})\mathbb{P}(B_{\tilde{x},\tilde{y}}).
\]

(4.12)

Assuming that Proposition 4.5 holds, we have all the tools to show Proposition 4.3.

Proof of Proposition 4.3. We claim that it suffices to show (4.4) for \( m = 1 \). To see this, note that for \( m \geq 2 \), we can consider the coalescence event on the left-hand side of (4.4) for the anti-diagonals \( \mathbb{L}_{N+c(i-1)N^{3/2}} \) and \( \mathbb{L}_{N+c(i+1)N^{3/2}-1} \), where \( i \in [m] \). Note that these events are independent, and whenever one of these events occurs for a pair of geodesics, we have that by Lemma 4.1, the geodesics between \( \mathbb{L}_N \) and \( \mathbb{L}_{N+c(i)N^{3/2}-1} \) must coalesce as well. Fix \( m = 1 \), and let \( c > 0 \) be some constant, which we will determine later on. In order to show (4.4), we consider the events

\[
A := \left\{ G(a_1, a_4) \geq 2cN^{3/2} + 9c^2\sqrt{N} \right\}
\]

\[
B := \left\{ G(a_2, a_3) \geq 2cN^{3/2} + c^2\sqrt{N} \right\}
\]

on the rectangle \( R_{N^3/2}^c \), where we recall that \( a_i \) for \( i \in [4] \) denotes the corners of the rectangle \( R_{N^3/2}^c \). Further, recall that we denote by \( A \circ B \) the event of disjoint occurrence of \( A \) and \( B \), and that Lemma 4.7 yields

\[
\mathbb{P}(A \circ B) \leq \mathbb{P}(A)\mathbb{P}(B)
\]

for all choices of \( c > 0 \). Next, for all \( n \in \mathbb{N} \) with \( n \geq N \), we define the events

\[
D_n := \{ G(\mathbb{L}_n, \mathbb{L}_{n+c-2N^{3/2}}) - 2c^{-2}N^{3/2} \leq c^2\sqrt{N} \}
\]

\[
E_n := \{ G_{\min}(\mathbb{L}_n, \mathbb{L}_{n+c-2N^{3/2}}) - 2c^{-2}N^{3/2} \geq -2c^2\sqrt{N} \};
\]

see also Proposition 4.5. Since \( A \) and \( E_n \) are increasing events with respect to the environment \( (\omega_i^x)_{x \in \mathbb{Z}^2} \), we apply the FKG inequality to get

\[
\mathbb{P}(D_n \cap E_n | A) \geq \mathbb{P}(E_n) - (1 - \mathbb{P}(D_n))\mathbb{P}(A)^{-1}
\]

for all \( c > 0 \). By Lemma 4.4, we have that for some constant \( c_0 > 0 \)

\[
\mathbb{P}\left( \min_{x \in \mathbb{L}_{N^{3/2}}} G(a_1, x) - 2N^{3/2} > -c_0^{-1}\sqrt{N} \right) \geq c_0
\]

\[
\mathbb{P}\left( \min_{y \in \mathbb{L}_{(c-1)N^{3/2}}} G(y, a_4) - 2N^{3/2} > -c_0^{-1}\sqrt{N} \right) \geq c_0.
\]

Together with Proposition 4.5 to estimate \( G(\mathbb{L}_{N^{3/2}+1}, \mathbb{L}_{(c-1)N^{3/2}-1}) \), we see that

\[
\mathbb{P}(A) \geq \exp \left( -50\overline{c}c^2 \right)
\]

for all \( c > 0 \) sufficiently large. Using Lemma 4.4 and Proposition 4.5 to bound the probability of the events \( D_n \) and \( E_n \), respectively, this gives us that

\[
\mathbb{P}(D_n \cap E_n | A) \geq 1 - \exp(-2c^2) - \exp \left( -c_1c^3 + 50\overline{c}c^2 \right) \geq \frac{7}{8}
\]

(4.15)

for \( c \) sufficiently large, and all \( n \geq N \geq \max(N_0, N_0') \). When the events in (4.15) hold for a suitable choice of \( n \), we want to argue that we can modify the geodesic between \( a_1 \) and
Figure 5. Visualization of the modified path constructed in the proof of Proposition 4.3.

We claim that

\[ A \cap D_N \cap E_N \cap D_M \cap E_M \subseteq B \]

holds for all \( c > 0 \) sufficiently large. To see this, let \( a_5 \in \mathbb{Z}^2 \) be the site where \( \pi^*_{a_1,a_4} \) intersects \( L_{N+c^{-2}N^{3/2}} \). Similarly, let \( a_6 \in \mathbb{Z}^2 \) be the site where \( \pi^*_{a_1,a_4} \) intersects \( L_M \). We construct a path from \( a_2 \) to \( a_3 \) by first following the geodesic from \( a_2 \) to \( a_5 \), then the geodesic from \( a_5 \) to \( a_6 \) (which agrees with \( \pi^*_{a_1,a_4} \)), and then the geodesic from \( a_6 \) to \( a_3 \); see Figure 5 for a visualization. Note that when the events on the left-hand side in (4.16) hold, the constructed path ensures that \( B \) holds. Thus, using (4.15), we obtain that

\[
\mathbb{P}(B|A) \geq \mathbb{P}(D_N \cap E_N \cap D_M \cap E_M|A)
\]

for sufficiently large \( c > 0 \). Note that by (4.13), and the fact that

\[
\mathbb{P}(B) \leq \mathbb{P}(\exists i \in [c^2]: G(L_{N+(i-1)c^{-1}N^{3/2}}, L_{N+ic^{-1}N^{3/2}-1}) \geq 2N^{\frac{3}{2}} + c\sqrt{N})
\]

\[ \leq c^2 \exp(-c^2 \frac{3}{2}) \]

by Proposition 4.5, we see that

\[
\mathbb{P}(A \circ B|A) \leq \mathbb{P}(B) \leq \frac{1}{4}
\]

for all \( c \) large enough. Together with (4.17) and choosing \( c \) large enough, we note that with probability at least \( \frac{1}{4} \mathbb{P}(A) \), the two geodesics \( \pi^*_{a_1,a_4} \) and \( \pi^*_{a_2,a_3} \) must intersect. \( \square \)

4.3. Proof of the fluctuations in Proposition 4.5. We start with the statement (4.10). Recall (3.9) in Lemma 3.2 with some constant \( C = C(1/2) \). A calculation shows that for
any two points $x, y$ with $x \in \mathbb{L}_N$ and $y \in \mathbb{L}_{N+1} \mathbb{N}^{3/2}$, the last passage time $G_1$ from Lemma 3.2 satisfies

$$\mathbb{E}[G_1(x, y)] \geq \left( \sqrt{\theta^{-1}N^{3/2} + \frac{N}{2}} + \sqrt{\theta^{-1}N^{3/2} - \frac{N}{2}} \right)^2 - 2C\theta^{-1/3}N^{\frac{1}{2}}$$

for all $N$ large enough, using the fact that $\sqrt{1-\delta} \leq 1 - \delta/2 + \delta^2$ for all $\delta \in [0, 1]$. The statement (4.10) is now a consequence of Theorem 4.2 (iii) in [11], which covers the special case $\theta = 1$, and similarly applies for fixed $\theta > 1$ when $N$ is sufficiently large.

It remains to show the statement (4.9). Recall the rectangle $R := R_N^{\theta^{-1}N^{3/2}} \subseteq \mathbb{Z}^2$ defined in (3.11), and denote by $\partial R$ its boundary. We have the following strategy. Each lattice path $\pi_{x,y}$ between some $x \in \mathbb{L}_N$ and $y \in \mathbb{L}_{N+1}$ is decomposed into subpaths which belong to exactly one of the following three sets $\Pi_1, \Pi_2$ and $\Pi_3$. Paths in $\Pi_1$ have both endpoints in $\partial R$, but do not touch $\partial R$ otherwise. Paths in $\Pi_2$ connect a site in $R_+ := R \cap \{(n, n) : n \in \mathbb{N}\}$ with a site in $R_- := R \cap \{(n+1, n) : n \in \mathbb{N}\}$, and do not touch $\partial R$ otherwise. Paths in $\Pi_3$ connect two sites which are both in $R_+$, respectively both in $R_-$, but do not touch $R_+$, respectively $R_-$, at any point.

More precisely, for a lattice path $\pi_{x,y} = (x = z^0, z^1, \ldots, z^\ell = y)$ with $\ell = \lfloor \theta^{-1}N^{3/2} \rfloor$, let $\mathcal{I}_+$ and $\mathcal{I}_-$ denote the sets of indices where $z^i$ is contained in the upper boundary $R_+$, respectively in the lower boundary $R_-$. We apply the following recursive decomposition:

If $\mathcal{I}_+ = \mathcal{I}_- = \emptyset$, we let $\pi \in \Pi_1$. Else, let $i_{\text{min}}$ and $i_{\text{max}}$ be the smallest and largest indices in $\mathcal{I}_+ \cup \mathcal{I}_-$, respectively. If $i_{\text{min}} \neq 1$, add the path $(z^{i_{\text{min}}}, \ldots, z^{i_{\text{max}}})$ to $\Pi_1$, and proceed with the remaining sub-path. Else, assume without loss of generality that $i_{\text{min}} \in \mathcal{I}_+$ holds. If $i_{\text{min}} = i_{\text{max}} = 1$, we let $\pi \in \Pi_1$ and stop. Else, let $j$ be the smallest index in $\mathcal{I}_-$, possibly $j = \infty$ if $\mathcal{I}_-$ is empty, and let $k$ be the largest index in $\mathcal{I}_+$ with $k < j$. We will now add

$$(z^{i_{\text{min}}}, \ldots, z^k) \in \Pi_3 \quad \text{and} \quad (z^k, \ldots, z^j) \in \Pi_2,$$

and continue this decomposition in the same way for the remaining sub-path. A visualization of this path decomposition is given in Figure 6.
In order to bound the passage time of paths in $\Pi_1$ and $\Pi_2$, we rely on a general estimate for last passage times in homogeneous environments, i.e. when $p \equiv 1$. Recall that $|y|_1 = |y_1| + |y_2|$ for $y = (y_1, y_2) \in \mathbb{Z}^2$, and let $\mathbb{B}(R)$ be the set of pairs of points $(x, y) \in R \times R$ with $x = (x_1, x_2)$, $y = (y_1, y_2)$, and $y \succeq x$, which have a slope bounded between $\frac{1}{2}$ and 2, i.e., where
\[
\frac{y_2 - x_2}{y_1 - x_1} \in \left[ \frac{1}{2}, 2 \right].
\]
The next result on last passage times between pairs of sites in $\mathbb{B}(R)$ is stated as Proposition A.3 in [8], where it is noted that the proof follows by a similar argument as Proposition 10.5 in [14] for Poissonian last passage percolation. For the sake of completeness, we include a proof in the appendix, relying on Theorem 4.2 (ii) of [11].

**Lemma 4.8.** Let $p \equiv 1$. There exist constants $C, \theta_0 > 0$ such that for $\theta \geq \theta_0$

\[
\mathbb{P} \left( \max_{(x, y) \in \mathbb{B}(R)} |G_p(x, y) - \mathbb{E}[G_p(x, y)]| > \theta \sqrt{N} \right) \leq \exp(-C\theta^2)
\]
holds for all $N$ sufficiently large.

The following lemma states an upper bound on the passage time for any path in $\Pi_1$. For a pair of sites $x$ and $y$, we write $(x, y) \in \partial R$ if $x, y \in \partial R$ and $y \succeq x$ holds.

**Lemma 4.9.** Take $p$ from (3.5). Recall from (3.1) that $G(\pi_{x,y}) = G_p(\pi_{x,y})$ denotes the passage time of some lattice path $\pi_{x,y}$ connecting $x = (x_1, x_2)$ and $y = (y_1, y_2)$. There exist constants $C_1, \theta_0 > 0$ such that for $\theta \geq \theta_0$

\[
\mathbb{P} \left( \max_{(x, y) \in \partial R, \pi_{x,y} \in \Pi_1} G(\pi_{x,y}) - 2|y - x|_1 > \frac{\theta}{40} \sqrt{N} \right) \leq \exp(-C_1\theta^2)
\]
holds for all $N$ sufficiently large.

**Proof.** Recall the upper bound on the expectation of $G(x, y)$ from (3.9), and that all paths in $\Pi_1$ touch the boundary $\partial R$ only at their endpoints. We distinguish two cases. For all pairs of sites with a slope bounded between $\frac{1}{2}$ and 2, we obtain (4.20) from Lemma 4.8. For the remaining pairs of points $(x, y)$, note that we get from (3.9) in Lemma 3.2 that
\[
\mathbb{E}[G(x, y)] - 2|y - x|_1 < -c|y - x|_1
\]
for some absolute constant $c > 0$, and all $N$ sufficiently large. We then conclude (4.20) from (3.8) in Lemma 3.2 and a union bound over the at most $N^4$ such pairs of sites in $\partial R$. □

Similarly, we can estimate the passage time of all paths in $\Pi_2$, which connect $R_+$ and $R_-$. 

**Lemma 4.10.** Recall that the rectangle $R$ has length $\theta^{-1}N^{3/2}$ for some $\theta \geq 1$. There exist constants $C_2, \theta_0 > 0$ such that for $\theta > \theta_0$ and $\lambda > 0$

\[
\mathbb{P} \left( \max_{(x, y) \in \partial R, \pi_{x,y} \in \Pi_2} G(\pi_{x,y}) - 2|y - x|_1 > \left( \lambda - \frac{\theta}{4} \right) \sqrt{N} \right) \leq \exp(-C_2\lambda^2)
\]
holds for all $N$ sufficiently large.
Proof. For all paths $\pi_{x,y} \in \Pi_2$, which connect two points $x = (x_1, x_2)$ and $y = (y_1, y_2)$ with a slope bounded between $\frac{1}{2}$ and $2$, we have that
\[
E[G(\pi_{x,y})] \leq (\sqrt{y_1 - x_1 + N/2} + \sqrt{y_2 - x_2 - N/2})^2
\leq 2|y - x| - N^2/|y - x|_1 + 2C|y - x|^{1/3}
\]
holds for the constant $C > 0$ in (3.9) of Lemma 3.2. Similar to Lemma 4.9, since we touch $R_+ \cup R_-$ only at the endpoints, (4.21) follows from Lemma 4.8 for all pairs of points $\mathbb{B}(R)$ with a slope bounded between $\frac{1}{2}$ and $2$. Again, for the remaining paths, we apply (3.8) in Lemma 3.2 and a union bound to conclude. \hfill \Box

It remains to show that the passage time of paths in $\Pi_3$ can not be too large either.

**Lemma 4.11.** There exist constants $C_3, \theta_0 > 0$ such that for $\theta \geq \theta_0$,
\[
\mathbb{P} \left( \max_{(x,y) \in \partial R} \max_{\pi_{x,y} \in \Pi_3} [G(\pi_{x,y}) - 2|y - x|_1] > \frac{\theta}{40} \sqrt{N} \right) \leq \exp(-C_3 \theta^{2})
\]
holds for all $N$ sufficiently large.

Before coming to the proof of Lemma 4.11, we show how to obtain Proposition 4.5 by combining Lemma 4.9, Lemma 4.10, and Lemma 4.11.

**Proof of Proposition 4.5.** Fix some lattice path $\pi$ connecting a site in $\mathbb{L}_n$ to some site in $\mathbb{L}_{n+\theta^{-1}N^{3/2}}$. According to the above described decomposition into sub-paths, let $\Pi_1^\pi$ be the set of subpaths of $\pi$ belonging to the set $\Pi_1$. Note that $\Pi_1^\pi$ contains at most two elements. Further, let $\Pi_2^\pi$ and $\Pi_3^\pi$ denote the sets of subpaths of $\pi$ belonging to $\Pi_2$ and $\Pi_3$, respectively. Let $|\pi|$ be the length of a lattice path $\pi$, i.e. the number of elements in $\pi$ minus 1. Assuming the complement of the events in Lemma 4.9 and Lemma 4.11 holds, we get
\[
\sum_{\bar{\pi} \in \Pi_1^\pi} (G(\bar{\pi}) - 2|\bar{\pi}|) \leq 2\sqrt{N} \frac{\theta}{40} \quad \text{and} \quad \sum_{\bar{\pi} \in \Pi_3^\pi} (G(\bar{\pi}) - 2|\bar{\pi}|) \leq |\Pi_3^\pi| \sqrt{N} \frac{\theta}{40}
\]
Similarly, choosing $\lambda = \theta/8$ in Lemma 4.10 and assuming that the complement of the event in Lemma 4.10 holds, we see that
\[
\sum_{\bar{\pi} \in \Pi_2^\pi} (G(\bar{\pi}) - 2|\bar{\pi}|) \leq -|\Pi_2^\pi| \sqrt{N} \frac{\theta}{8}.
\]
By construction of the decomposition, we have that $|\Pi_2^\pi| \leq |\Pi_2^\pi| + 1$ for any path $\pi$, and thus combining (4.23) and (4.24), we conclude that with probability at least $1 - \exp(-c_1 \theta^{3/2})$
\[
G(\pi) - 2|\pi| \leq \sqrt{N} \frac{\theta}{20} + \left( |\Pi_2^\pi| - |\Pi_2^\pi| \right) \sqrt{N} \frac{\theta}{8} \leq \sqrt{N} \theta
\]
for some suitable constant $c_1 > 0$. Since $\pi$ was arbitrary, this finishes the proof. \hfill \Box

Using the same arguments as in the above proof of Proposition 4.5, we obtain the following bound on the last passage time between two sites on different boundaries of the strip. We use this result later on in Section 6 for a lower bound on the mixing time.
Corollary 4.12. Take \( p \) from (3.5) and consider the rectangle \( R = R_N^{N^{-1} N^{3/2}} \subseteq \mathbb{Z}^2 \). Fix some \( x = (x_1, x_2) \in R_+ \) and \( y = (y_1, y_2) \in R_- \) in the upper and lower boundary of \( R \), respectively. There exist constants \( C_4, \theta_0 > 0 \) such that for \( \theta \geq \theta_0 \) and all \( N \) large enough

\[
\mathbb{P}\left( G(\pi^*_x, y) - 2|y - x| > \frac{\theta}{40} \sqrt{N} \right) \leq \exp\left(-C_4 \theta^3 \right).
\]

Proof. Consider the same path decomposition as the proof of Proposition 4.5 for the geodesic \( \pi = \pi^*_x, y \) from \( x \) to \( y \) into sets of sub-paths \( (\Pi^i)_{i \in [3]} \). Recall that \( \Pi^i \) contains at most two elements, and we further have that

\[
|\Pi^1_3| \leq |\Pi^2_3| + 1 \quad \text{and} \quad |\Pi^2_3| \geq 1.
\]

As for (4.25), we get from Lemma 4.9, Lemma 4.10 for \( \lambda = \theta/8 \), and Lemma 4.11 that

\[
G(\pi) - 2|\pi| \leq \sqrt{N} \frac{\theta}{20} + |\Pi^2_3| \sqrt{N} \frac{\theta}{40} - |\Pi^2_3| \sqrt{N} \frac{\theta}{8} \leq - \sqrt{N} \frac{\theta}{40}
\]

with probability at least \( 1 - \exp(-C_4 \theta^3/2) \) for some constant \( C_4 > 0 \). \( \square \)

It remains to show Lemma 4.11. Due to the monotonicity of the last passage times with respect to the boundary parameters, it suffices to consider \( \alpha = \beta = \frac{1}{2} \). We will proceed in two steps. First, we argue that the passage time for a path in \( \Pi_3 \) can be dominated using a corner growth model on the half-quadrant, for which we have moderate deviation estimates for fixed paths. In a second step, we convert these estimates into uniform bounds on the last passage time using similar arguments as in Proposition 10.1 of [14].

Consider the corner growth model on the half-quadrant with boundary parameter \( \frac{1}{2} \) given with respect to the environment \( (\omega^p_{x, y})_{x, y \in \mathbb{Z}^2} \), where

\[
p_{\text{half}}(x) := \begin{cases} 2 & \text{if } x_1 = x_2 \geq 0 \\ 1 & \text{if } x_1 > x_2 \geq 0 \\ 0 & \text{otherwise} \end{cases}
\]

for all \( x = (x_1, x_2) \in \mathbb{Z}^2 \); see [3, 16, 54]. This CGM on the half-quadrant has a natural interpretation as an interacting particle system: It is the TASEP on \( \mathbb{N} \), where particles enter at site 1 at rate \( \frac{1}{2} \). The next lemma follows from the fact that each path in \( \Pi_3 \) starts and ends at the same boundary part \( R_+ \) or \( R_- \) of \( \partial R \), but does not touch the opposite side.

Lemma 4.13. Recall the environment \( (\omega^p_{x, y}) \) with respect to \( p \) from (3.5). Let \( \pi_{x, y} \in \Pi_3 \) be a path connecting \( x = (x_1, x_2) \in R_+ \) to \( y = (y_1, y_2) \in R_+ \). There exists a coupling \( \mathbb{P} \) with

\[
\mathbb{P}\left( \sum_{z \in \pi_{x, y}} \omega^p_{z, y} = \sum_{z \in \pi_{x, y}} \omega^p_{z, y} \right) = 1.
\]

In particular, the last passage time on the strip between some \( x, y \in R_+ \), when restricted to paths in \( \Pi_3 \), is stochastically dominated by the last passage time between \( x \) and \( y \) on the half-quadrant. By symmetry, a similar statement holds when \( x, y \in R_- \).
We remark that last passage times in the corner growth model on the half-quadrant, in
the following denoted by $G_{\text{half}} (x, y)$ for $x, y \in R_+$, were investigated in [3]. The authors show
that the last passage time between two points in $R_+$ of distance $n$ has fluctuations of order
$n^{1/3}$, and that the limiting distribution is given by the Tracy-Widom GOE distribution.
We will use the following moderate deviation estimate.

**Lemma 4.14.** There exists a constant $c > 0$ such that the geodesic $\pi^*_{x,y}$ in the environment
$(\omega^{{\text{half}}}_x)$ with respect to $p_{\text{half}}$ from (3.19) connecting $x, y \in \{(n, n) : n \in N\}$ with $y \geq x$
satisfies

$$
P \left( G_{\text{half}}(\pi^*_{x,y}) > 2|y - x|_1 + \lambda |y - x|_1^{1/3} \right) \leq \exp(-c\lambda^{2/3})
$$

for any $1 \leq \lambda \leq |y - x|_1^{1/3}$.

**Proof.** Consider the corner growth model with respect to the environment given by the
function $p_{\text{swap}} : Z^2 \to [0, \infty)$ with

$$
p_{\text{swap}}(x) := \begin{cases} 
2 & \text{if } x_1 \geq 0 \text{ and } x_2 = 0 \\
1 & \text{if } x_1 \geq x_2 > 0 \\
0 & \text{otherwise,}
\end{cases}
$$

and denote by $G_{\text{swap}}(x, y)$ the corresponding last passage time. As observed in Lemma 6.1
of [3], we have for all $x, y$ on the diagonal $\{(n, n) : n \in N\}$ that

$$
G_{\text{half}}(x, y) \overset{(d)}{=} G_{\text{swap}}(0, y - x)
$$

holds, i.e., instead of putting i.i.d. Exponential-$\frac{1}{2}$-random variables on the diagonal, it is
equivalent to study the last passage time when placing i.i.d. Exponential-$\frac{1}{2}$-random variables
on the $x_1$-axis. Note that the last passage time in the environment $(\omega^{{\text{swap}}}_x)$ with respect to
$p_{\text{swap}}$ is stochastically dominated by the last passage time of the stationary corner growth
model on $Z^2$, which is defined as the CGM on $Z^2$ in the environment $(\omega^{{\text{swap}}}_x)$ with

$$
p_Z(x) := \begin{cases} 
2 & \text{if } x_1 = 0 \text{ or } x_2 = 0 \\
1 & \text{if } x_1, x_2 > 0 \\
0 & \text{otherwise}
\end{cases}
$$

for all $x \in Z^2$. Let $G_Z(x, y)$ denote the corresponding last passage time between $x, y \in Z^2$
and recall that we write $G(i, j) = G((i, i), (j, j))$ for $i, j \in N$ with $i < j$. Theorem 2.5 in
[17] states that there exist constants $c, n_0 > 0$, such that

$$
P \left( G_Z(0, n) > 4n + \lambda n^{1/2} \right) \leq \exp \left(-c\lambda^{3/2} \right),
$$

holds for all $n > n_0$ and $1 \leq \lambda \leq n^{1/3}$. Using (4.32), this implies (4.31). \hfill \square

It remains to convert the path-wise bound in Lemma 4.14 into a uniform bound.

**Proof of Lemma 4.11.** Note that by Lemma 4.13, it suffices to show (4.22) for all $x, y \in R_+$
with respect to the environment according to $p_{\text{half}}$ from (4.29) instead of $p$ from (3.5).
By symmetry, we get a similar bound for $x, y \in R_-$. We will now follow the strategy of
Proposition 10.5 in [14]. By Theorem 1.5 in [3], which bounds the fluctuations of the last
passage times on the half-quadrant between two points on the diagonal, there exists some \( c > 0 \) such that
\[
- cn^{\frac{1}{3}} \leq \mathbb{E}[G_{\text{half}}(0, n)] - 4n \leq cn^{\frac{1}{3}}
\]
holds for all \( n \in \mathbb{N} \). Note that we have the bound
\[
G_{\text{half}}(0, 3n) \geq \max_{i,j \in [n, 2n], i < j} G_{\text{half}}(0, i) + G_{\text{half}}(i, j) + G_{\text{half}}(j, 3n)
\]
for all \( n \geq 1 \). For all \( x, y \) with \( y \geq x \), we let in the following
\[
\tilde{G}_{\text{half}}(x, y) := G_{\text{half}}(x, y) - \mathbb{E}[G_{\text{half}}(x, y)]
\]
be the normalized last passage time between \( x \) and \( y \). From (4.33) and (4.34), we get
\[
\tilde{G}_{\text{half}}(0, 3n) \geq \min_{i \in [n, 2n]} \tilde{G}_{\text{half}}(i, 0) + \min_{j \in [n, 2n]} \tilde{G}_{\text{half}}(j, 3n) + \max_{i,j \in [n, 2n]} \tilde{G}_{\text{half}}(i, j) - 8cn^{\frac{1}{3}}
\]
for all \( n \geq 1 \). Now for fixed \( \theta > 0 \), let \( F_1, F_2 \) and \( F_3 \) be the events
\[
F_1 := \left\{ \min_{i \in [n, 2n]} \tilde{G}_{\text{half}}(0, i) \geq -\frac{\theta}{32}n^{\frac{1}{3}} \right\},
\]
\[
F_2 := \left\{ \min_{j \in [n, 2n]} \tilde{G}_{\text{half}}(j, 3n) \geq -\frac{\theta}{32}n^{\frac{1}{3}} \right\},
\]
\[
F_3 := \left\{ \max_{i,j \in [n, 2n]} \tilde{G}_{\text{half}}(i, j) \geq \frac{\theta}{4}n^{\frac{1}{3}} \right\}.
\]
As a consequence of Theorem 4.2(iii) in [11], which states a lower bound on the last passage times between sufficiently far enough points when restricting the geodesics to stay within a parallelogram, we see that on the environment \( p \) from (3.5) with \( \alpha = \beta = 1 \), there exists constants \( \tilde{c}, t_0 > 0 \) such that
\[
\mathbb{P}\left( \min_{i,j \in [3n]: i \leq j-n} G_p(i, j) - 2(j - i) \geq -tn^{1/3} \right) \geq 1 - \exp(-\tilde{c}t^{1/3})
\]
for all \( t > t_0 \). Together with Lemma 4.13 in order to bound \( \tilde{G}_{\text{half}}(\cdot, \cdot) \) using \( G_p(\cdot, \cdot) \), and (4.33), we see that
\[
\mathbb{P}(F_1) = \mathbb{P}(F_2) \geq \frac{1}{2}
\]
holds for all \( n \geq 1 \), provided that \( \theta \) is sufficiently large. Choosing \( \theta \geq 128c \) large enough, and using the FKG-inequality together with (4.35), we obtain for all \( n \geq 1 \) that
\[
\mathbb{P}\left( \tilde{G}_{\text{half}}(0, 3n) \geq \frac{\theta}{8}n^{\frac{1}{3}} \right) \geq \mathbb{P}(F_1 \cap F_2 \cap F_3) \geq \mathbb{P}(F_1)\mathbb{P}(F_2)\mathbb{P}(F_3) \geq \frac{1}{4}\mathbb{P}(F_3).
\]
Recall that it suffices by Lemma 4.13 to consider the environment according to \( p_{\text{half}} \) from (4.29) instead of \( p \) from (3.5). We apply now Lemma 4.14 for \( n = \theta^{-1}N^{3/2} \) and \( \lambda = \theta/8 \) in order to bound \( \mathbb{P}(F_3) \). Using (4.33) in order to bound the expectation of \( \tilde{G}_{\text{half}}(i, j) \) for \( 0 < i < j < n \), and noting that we can replace the rectangle \( R = R_N^\lambda \) in (4.22) by \( R_n^\lambda \) without changing the statement, we conclude Lemma 4.11. \( \square \)
5. Mixing times in the triple point

In this part, we prove Theorem 1.2. Our key tool is a duality result for the stationary corner growth model on the strip; see Section 3.4. More precisely, similar to [6, 53], we relate the semi-infinite geodesics in the stationary CGM to the competition interface for the reversed process, which will again be a stationary CGM. The arguments used in the proof of Theorem 1.1 allow us to estimate the time it takes until a semi-infinite geodesic hits the boundary of the strip. We then couple the stationary CGM to the TASEP in the triple point, where all sites are initially occupied by second class particles. We bound the time until all second class particles have left the segment by the number of steps until a particular semi-infinite geodesics touches both boundaries of the strip.

Recall the stationary CGM in environment $(\omega_{x}^\text{stat})_{x\in\mathbb{Z}^2}$ with $p_{\text{stat}}$ from (3.19). We let $\pi_{(1,0)}^* = (v_1^*, (1,0), v_2^*, \ldots)$ be the semi-infinite geodesic starting from $(1,0)$, and set

\begin{equation}
\nu^n_{\text{hit}} := \inf\{j \geq n : v_j^* \in \{(m,m), (m+N,m) : m \in \mathbb{N}\}\}
\end{equation}

as the first generation after reaching $\mathbb{L}_n$ at which the semi-infinite geodesics touches the boundary of the strip. Recall that Lemma 3.3 ensures the existence and uniqueness of $\pi_{(1,0)}^*$, and note that the same arguments as in the proof of Lemma 3.3 ensure that $\nu^n_{\text{hit}}$ is almost surely finite for every $n \in \mathbb{N}$. The following proposition quantifies the first generation where the boundary is hit in $\pi_{(1,0)}^*$ after reaching $\mathbb{L}_n$.

**Proposition 5.1.** For all $\varepsilon > 0$, there exist constants $\tilde{c} = \tilde{c}(\varepsilon) > 0$ and $N_0 \in \mathbb{N}$ such that

\begin{equation}
P \left( \nu^n_{\text{hit}} - n \leq \tilde{c}N^2 \right) \geq 1 - \varepsilon
\end{equation}

holds for all $n \geq N \geq N_0$.

In order to show Proposition 5.1, we introduce a reversed process of the stationary CGM on the strip; see also Section 4.1 in [6] for a similar process for the stationary CGM on $\mathbb{Z}^2$. Recall that $G_{\text{stat}}$ is the last passage time in the environment $\omega_{x}^\text{stat} = (\omega_{x}^\text{stat})_{x\in\mathbb{Z}^2}$ for $p_{\text{stat}}$ from (3.19) on the strip of width $N \in \mathbb{N}$. Further, recall $I_{i,j}, J_{i,j}$ and $Y_{i,j}$ with respect to $G_{\text{stat}}$ defined in Lemma 3.5. In the following, we fix some $M \geq N$ and denote by

\[ \mathcal{P}_M := \{x \in \mathbb{Z}^2 : (1,0) \leq x \leq (M+N-1,M)\} \cap S(p_{\text{stat}}) \]

the parallelogram which we get from all sites below $(N+M-1,M)$ in the support of $p_{\text{stat}}$. We define an environment $(\omega_x^\text{rev})_{x \in \mathcal{P}_M}$ on $\mathcal{P}_M \subseteq \mathbb{Z}^2$ by

\begin{equation}
\omega_x^\text{rev} := \begin{cases}
I_{N+M-1-x_1,M-x_2} & \text{if } x_1 - M = x_2 \geq 1, \text{ or } x_2 = 0 \text{ and } x_1 \in [N] \\
J_{N+M-x_1,M-x_2+1} & \text{if } x_1 = x_2 \geq 1 \\
Y_{N+M-x_1,M-x_2} & \text{otherwise}
\end{cases}
\end{equation}

for all $x = (x_1,x_2) \in \mathcal{P}_M$. Let $G_{\text{rev}}(i,j)$ denote the last passage time between $(1,0)$ and $(i,j) \in \mathcal{P}_M$ with respect to $\omega^\text{rev} = (\omega^\text{rev})_{x \in \mathcal{P}_M}$. We will see in the next lemma that the last passage times $G_{\text{rev}}$ describe a time-reversal of the stationary TASEP in the triple point, which is again a TASEP with open boundaries, and thus has a CGM representation.
Lemma 5.2. The collection of random variables \((\omega^\text{rev}_x, G^\text{rev}_x)\) has the same law as \((\omega^\text{stat}_x, G^\text{stat}_x)\) when restricted to \(\mathcal{P}_M\). Moreover, the last passage times \(G^\text{rev}_x \) in \(\mathcal{P}_M\) satisfy
\[
G^\text{rev}_x(i, j) = G^\text{stat}_x((1, 0), (N + M, M)) - G^\text{stat}_x((1, 0), (N + M - i, M - j)).
\]

Proof. By Lemma 3.5, the random variables \((\omega^\text{rev}_x)\) have on \(\mathcal{P}_M\) the same marginal distributions as \((\omega^\text{stat}_x)\), and are independent. As in Section 4.1 of [6], a calculation shows that
\[
G^\text{stat}_x(i, j) := G^\text{stat}_x((1, 0), (N + M, M)) - G^\text{stat}_x((1, 0), (i, j))
\]
for \((i, j) \in \mathcal{P}_M\) satisfies the recursion
\[
G^\text{stat}_x(i, j) = \max(G^\text{stat}_x(i + 1, j), G^\text{stat}_x(i, j + 1)) + \omega^\text{rev}_{(N+M-i,M-j)}.
\]
This gives (5.4) since the property (5.5) characterizes the last passage times \(G^\text{rev}_x\). □

Next, we relate on \(\mathcal{P}_M\) the semi-infinite geodesic \(\pi^*_x(1, 0) = (v^*_1, v^*_2, \ldots)\) in the stationary CGM for \(\omega^\text{stat}_x\) to competition interfaces in the reversed process for \(\omega^\text{rev}_x\).

Lemma 5.3. Fix some \(n, m \geq N\) with \(n + m < M\). Let \((v^*_n, \ldots, v^*_{n+m})\) be the trajectory of \(\pi^*_x(1, 0)\) restricted between the anti-diagonals \(L_n\) and \(L_{n+m}\). Let \((z^1, \ldots, z^{n+1})\) denote the corresponding lattice path which we obtain by rotating the environment, i.e., we set
\[
z^i := (N + M, M) - v^*_i \quad \text{for all } i \in [m + 1].
\]

Then for all \(z^i \notin \partial \mathcal{P}_M\) with \(i \in [m]\), the recursion (3.15) holds, i.e.,
\[
z^{i+1} = \arg \min (G^\text{rev}_x(z^i + (0, 1)), G^\text{rev}_x(z^i + (1, 0))).
\]

Proof. Note that all \(v^*_i \in \pi^*_x(1, 0)\) with \(v^*_i \notin \partial \mathcal{P}_M\) satisfy the recursion
\[
v^*_i = \begin{cases} v^*_{i+1} - (0, 1) & \text{if } G^\text{stat}_x((1, 0), v^*_{i-1} - (0, 1)) > G^\text{stat}_x((1, 0), v^*_{i+1} - (0, 1)) \\ v^*_{i+1} - (1, 0) & \text{if } G^\text{stat}_x((1, 0), v^*_{i+1} - (0, 1)) < G^\text{stat}_x((1, 0), v^*_{i+1} - (0, 1)) \end{cases}
\]
see for example equation (2.3) in [6]. Using (5.4) in Lemma 5.2, this yields the recursion (5.7) for all sites in the path \((z^1, \ldots, z^{m+1})\) which are not contained in \(\partial \mathcal{P}_M\). □

Proof of Proposition 5.1. In the following, we take the setup from Lemma 5.3. We fix \(m = cC^{-1} \log(\varepsilon^{-1})N^{3/2}\) where the constants \(c\) and \(C\) are taken from Proposition 4.3 with \(M = m + n + 1\). We claim that with probability at least \(1 - \varepsilon\), the semi-infinite geodesic \(\pi^*_x(1, 0)\) hits the boundary \(\partial \mathcal{S}(\mathcal{P}_\text{stat})\) of the strip between the anti-diagonals \(L_n\) and \(L_{n+m}\). If \(v^*_{n+m} \in \partial \mathcal{S}\), there is nothing to show. Otherwise, we follow the path \((z^1, \ldots, z^{m+1})\) from (5.6) between \(L_N\) and \(L_{N+m}\) in the environment \((\omega^\text{rev}_x)_{x \in \mathcal{P}_M}\) until we reach \(\partial \mathcal{P}_M\).

Let \(k\) be the first generation such that \(z^k \in \partial \mathcal{S}\), and \(k = \infty\) if no such \(k\) exists. We claim that due to Lemma 5.2, the path \((z^1, \ldots, z^{\min(k,m+1)})\) has the law of a competition interface in \((\omega^\text{rev}_x)_{x \in \mathcal{P}_M}\). More precisely, we decompose \(L_{N+1}\) according to \(z^1 = (z^1_1, z^1_2) \in L_{N+1}\) as
\[
L_{N+1}^+ := \{ (x_1, x_2) \in \mathbb{Z}^2 : x_1 + x_2 = N + 1 \text{ and } x_1 \leq z^1_1 \}
\]
and \(L_{N+1}^- := L_{N+1} \setminus L_{N+1}^+\). We construct the competition interface starting at \(z^1\) until we reach \(\partial \mathcal{S}\), using the recursive definition (3.14) with respect to the coloring \((\tilde{\Gamma}^+, \tilde{\Gamma}^-)\) for
\[
\tilde{\Gamma}^+ := \{ x \in \mathcal{P}_M : |x|_1 > N \text{ and } \pi^*_{((1,0),x)} \cap L_{N+1}^+ \neq \emptyset \}.
\]
Fix started from (1, 0) to conclude. Note that the coalescence of all geodesics connecting coupling, where the environments \((\omega)^{\mathrm{rev}}_x\) is an environment of a stationary corner growth model on the strip, Lemma 4.2 ensures that the coalescence of all geodesics connecting \(L_N\) and \(L_{N+m}\) in the environment \((\omega)^{\mathrm{rev}}_x\) is sufficient for the event that the competition interface reaches the boundary before hitting \(L_{N+m}\). Apply Proposition 4.3 to conclude. □

Before coming to the proof of Theorem 1.2, we require the following two lemmas on the coupling and crossing of geodesics.

**Lemma 5.4.** Fix \(M \in \mathbb{N}\). Let \(\pi^*_1,M = (\pi^*_1,M(m))_{m \in [2M-1]}\) be the geodesic between (1, 0) and \((M, M)\) in environment \((\omega)^{\mathrm{rev}}_x\) for \(p\) from (3.5) with boundary parameters \(\alpha = \frac{1}{2}\) and \(\beta = \frac{1}{2}\). Let \(\pi^*_{\mathrm{stat}} = (\pi^*_{\mathrm{stat}}(m))_{m \in \mathbb{N}}\) be the semi-infinite geodesic in environment \((\omega)^{\mathrm{stat}}_x\) with \(p_{\mathrm{stat}}\) from (3.19), starting at (1, 0). Then there exists a coupling of the two environments such that for all \(\varepsilon > 0\), we find some constant \(c'(\varepsilon) > 0\) such that for all \(M > 2c'N^{\frac{3}{2}}\)

\[
\liminf_{N \to \infty} \mathbb{P}(\pi^*_1,M(m) = \pi^*_{\mathrm{stat}}(m) \text{ for all } m \in [c'N^{\frac{3}{2}}, M - c'N^{\frac{3}{2}}]) \geq 1 - \varepsilon.
\]

**Proof.** Note that \(p\) and \(p_{\mathrm{stat}}\) differ only in the sites \(\{(x_1, x_2) \in \mathcal{S}(p): x_2 \leq 0\}\). Consider the coupling, where the environments \((\omega)^{\mathrm{rev}}_x\) and \((\omega)^{\mathrm{stat}}_x\) agree on \(\mathbb{Z}^2 \setminus \{(x_1, x_2) \in \mathcal{S}(p): x_2 \leq 0\}\), and are independently chosen otherwise. Note that by Proposition 4.3, we find some constant \(c' = c'(\varepsilon)\) such that

\[
\mathbb{P}(\pi^*_x,y \cap \pi^*_x',y' \neq \emptyset \text{ for all } x, x' \in L_{N+1} \text{ and } y, y' \in L_{c'N^{3/2}}) \geq 1 - \frac{\varepsilon}{2}
\]

\[
\mathbb{P}(\pi^*_x,y \cap \pi^*_x',y' \neq \emptyset \text{ for all } x, x' \in L_{M-c'N^{3/2}} \text{ and } y, y' \in L_M) \geq 1 - \frac{\varepsilon}{2}
\]

holds. Since \(\pi^*_1,M\) and \(\pi^*_{\mathrm{stat}}\) are defined with respect to the same environment between \(L_{N+1}\) and \(L_M\), this allows us to conclude (5.8). □

**Figure 7.** Visualization of the semi-infinite geodesic in the proof of Proposition 5.1 started from (1, 0). On the dotted purple part, the semi-infinite geodesic corresponds to a competition interface in the reversed process.
Lemma 5.5. For \( n, m \in \mathbb{N} \), recall the rectangle \( R_{n,m}^m \) from (3.11) with corners \((a_i)_{i \in [4]}\) in counter-clockwise order and width \( N \in \mathbb{N} \) such that \( a_1, a_2 \in \mathbb{L}_n \) and \( a_3, a_4 \in \mathbb{L}_{n+m-1} \). Let
\begin{align}
B_{n, m}^+ & := \{ \pi_{a_2, a_3}^* \cap \{(i, i): i \in \mathbb{N}\} \neq \emptyset \}, \\
B_{n, m}^- & := \{ \pi_{a_1, a_4}^* \cap \{(i + N, i): i \in \mathbb{N}\} \neq \emptyset \},
\end{align}
i.e., the geodesics \( \pi_{a_1, a_4}^* \) and \( \pi_{a_2, a_3}^* \) touch both diagonal boundaries of \( R \), respectively. Then for all \( \varepsilon > 0 \), there exists some \( c = c(\varepsilon) > 0 \) such that for all \( n \geq N \) and all \( m \geq cN^{3/2} \)
\begin{equation}
\mathbb{P}(\{B_{n, m}^+\}) = \mathbb{P}(\{B_{n, m}^-\}) \geq \frac{1}{2} - \varepsilon.
\end{equation}

Proof. By symmetry, it suffices to show \( \mathbb{P}(B_{n, m}^+ \cap B_{n, m}^-) \geq 1/2 - \varepsilon \). Recall \( \bar{c} = c(\epsilon/3) \) from Lemma 5.4 and \( \bar{c} = \bar{c}(\epsilon/3) \) from Proposition 5.1. In the following, we set \( c := 3\bar{c} + \bar{c} \). By Lemma 5.4, the geodesic \( \pi_{a_2, a_3}^* \) agrees with probability at least \( 1 - \epsilon/3 \) with the stationary geodesic \( \pi_{\text{stat}}^* \) started from \((1,0)\) for all positions \( i \in [\bar{c}N^{3/2} + N, m - \bar{c}N^{3/2}] \). By Proposition 5.1, we see that \( \pi_{\text{stat}}^* \) touches with probability at least \( 1 - \epsilon/3 \) the boundary of \( R \) in \([n + 2\bar{c}N^{3/2}, m - \bar{c}N^{3/2}] \).

We claim that on the event that all geodesics between \( \mathbb{L}_n \) and \( \mathbb{L}_{n+cN^{3/2}} \) coalesce, which has probability at least \( 1 - \varepsilon/3 \) by Proposition 4.3, both boundary sides are equally likely to be hit by \( \pi_{\text{stat}}^* \). To see this, assume that \( N \) is even as a similar argument will hold for odd \( N \). Consider the semi-infinite geodesic \( \tilde{\pi}_{\text{stat}}^* \) started from \((N/2, -N/2)\) with respect to the environment \((\omega_{x}^{\text{stat}})\) for the function \( \tilde{p}_{\text{stat}}: \mathbb{Z}^2 \to \mathbb{R} \) given by
\begin{equation}
\tilde{p}_{\text{stat}}(x_1, x_2) := p_{\text{stat}}((x_2 + N/2, (x_1 - N/2))
\end{equation}
for all \((x_1, x_2) \in \mathbb{Z}^2 \) and \( p_{\text{stat}} \) from (3.19). In words, we obtain \( \tilde{p}_{\text{stat}} \) by flipping \( p_{\text{stat}} \) along the axis \((x_1, x_2): x_2 = x_1 - N/2\). Since \( p_{\text{stat}}(x) = \tilde{p}_{\text{stat}}(x) \) for all \( x \in \mathbb{N}^2 \) with \( |x| > N \), we use the same coupling as in Lemma 5.4 for the environments \((\omega_{x}^{\text{stat}})\) and \((\omega_{x}^{\text{stat}})\) to get that \( \tilde{\pi}_{\text{stat}}^* \) and \( \pi_{\text{stat}}^* \) must agree above \( \mathbb{L}_{n+cN^{3/2}} \) when all geodesics between \( \mathbb{L}_n \) and \( \mathbb{L}_{n+cN^{3/2}} \) coalesce. The claim follows now by the symmetry of the environments with respect to \( \tilde{p}_{\text{stat}} \) and \( p_{\text{stat}} \). Thus, combining all of the above observations, this finishes the proof. \( \square \)

Proof of Theorem 1.2. Recall from Section 2 the TASEP with open boundaries as an interacting particle system and consider the disagreement process \((\xi_t)_{t \geq 0}\) between \( 1 \) and \( 0 \) taking values in \( \{0, 1, 2\}^N \), noting that \( \xi_0(i) = 2 \) for all \( i \in [N] \) by construction. Further, recall from Section 3.1 that we assign labels \( u \in \mathbb{N} \) to the first class particles as they enter the segment at site 1, and we denote by \( \ell_t(u) \) the position of the particle with label \( u \) at time \( t \geq 0 \). Here, we use the convention that \( \xi_s(\ell_s(u) + 1) = 0 \) if label \( u \) was not assigned by time \( s \), the particle \( u \) has reached site \( N \) by time \( s \), or the particle \( u \) has left the segment by time \( s \). For \( T \geq 0 \), we define the following event \( A_T \): There exists some \( k = k(T) \in \mathbb{N} \), and a sequence of times \( 0 = t_0 \leq t_1 \leq t_2 \leq \cdots \leq t_k \in [0, T] \) such that
\begin{equation}
\xi_s(\ell_s(i) + 1) = 0
\end{equation}
holds for all \( s \in [t_{i-1}, t_i] \) and \( i \in [k] \). Further, we require that there exists some \( \tau \in [t_{k-1}, t_k) \) such that
\begin{equation}
\ell_{\tau}(k) = N.
\end{equation}
Figure 8. A possible evolution of the tagging mechanism. Particles which entered the segment are shown with their labels. In each step, the tagged particle is marked with an arrow, provided it is contained in the segment.

In words, the event $A_T$ says that we can find a sequence of time intervals such that during the $i^{th}$ interval, the particle of label $i$ never sees a particle to its right while it is contained in the segment, even if it jumps during this time. Further, the $k^{th}$ particle is located at site $N$ at some time $\tau \in [t_{k-1}, t_k)$ less than $T$. The proof of Theorem 1.2 is now split into four steps. First, we argue that if $P(A_T) \geq \epsilon$ holds for some $\epsilon > 0$ and $T > 0$, then we have that

$$P(\xi_T \in \{0, 1\}^N) \geq \epsilon,$$

i.e. with probability at least $\epsilon$, the corresponding disagreement process contains no second class particles at time $T$. Second, we give an alternative representation of the event $A_T$ using tagged particles. In a third step, we link the tagging mechanism to semi-infinite geodesics. In a last step, we combine the above observations to deduce the desired upper bound on the mixing time of the TASEP with open boundaries.

Let us start with the first claim, i.e. we show that when the event $A_T$ holds for some $T \geq 0$ with some $k = k(T)$ and $t_1, t_2, \ldots, t_k$ depending on $k$ and $T$, we get that all second class particles in the disagreement process have left by time $T$. To see this, let $j - 1$ be the largest integer such that the particle with label $j - 1$ has not entered by time $t_{j-1}$, and note that $j \in [k]$ by construction. We claim that for all $i \in [j, k]$, there can not be a second class particle to the left of the particle with label $i$ at time $s$ for all $s \in [t_{i-1}, t_i)$. To see this, observe that after the particle with label $j$ enters the segment, it will never see a second class particle at time $s$ directly to its right for all $s < t_j$. Since the particle with label $j + 1$ is placed to the left of the particle with label $j$, we obtain the claim by induction over $i \in [j, k]$. Condition (5.15) now ensures that all second class particles must have left the segment by time $\tau$.

Next, we turn to providing sufficient conditions for the event $A_T$ to hold. A key observation is that we can without loss of generality start from the initial configuration $\xi_0 \equiv 1$, i.e. $\xi_0(i) = 1$ for all $i \in [N]$, instead of $\xi_0 \equiv 2$. This is due to fact that we do in (5.14) not distinguish between seeing a first or second class particle to the right of the particle with label $i$. In particular, under the canonical coupling from Section 2.1, the event $A_T$ occurs when starting from $\xi_0 \equiv 1$ if and only if it occurs when starting from $\xi_0 \equiv 2$, potentially
using different times \((t_i)\) and a different \(k \in \mathbb{N}\) in the definition of \(A_T\) for the two initial conditions \(\xi_0 \equiv 1\) and \(\xi_0 \equiv 2\), respectively. Starting now with \(\xi_0 \equiv 1\), we interpret the conditions for the event \(A_T\) to hold by tagging particles. We define a tag \((X_t)_{t \geq 0}\) to be a non-decreasing sequence with \(X_t \in \mathbb{N}\) for all \(t \geq 0\), and declare at time \(t\) the first class particle of label \(X_t\) as tagged. Further, we require that a tag \((X_t)_{t \geq 0}\) satisfies

\[
\xi_t(\ell_{X_t} + 1) = 0
\]

for all \(t \geq 0\), noting that a tagged particle at time \(t\) might not be contained in the segment at time \(t \geq 0\), in which case (5.17) trivially holds. Observe that by taking

\[
t_i = \sup\{t \geq 0 : X_t \leq i\}
\]

for all \(i \in \mathbb{N}\), the event \(A_T\) holds whenever we can find some \(\tau \leq T\) such that \(\ell_\tau(X_\tau) = N\); see Figure 8 for an example.

Using the CGM representation of \((\xi_t)_{t \geq 0}\) started from \(\xi_0 \equiv 1\), we provide a sufficient condition for the event \(A_T\) via semi-infinite geodesics on the strip; see Section 3.2. We claim that the event \(A_T\) holds whenever the corresponding semi-infinite geodesic \(\pi^*\) starting at \((1, -N + 1)\) contains sites \((n, n)\) and \((n' + N, n')\) for some \(1 < n < n'\) while we have that

\[
G_p((1, -N + 1), (n' + N, n')) < T;
\]

see Figure 9 for a visualization. In other words, \(A_T\) holds whenever we ensure that the semi-infinite geodesic started from \((1, -N + 1)\) first touches the upper boundary of the strip before returning to the lower boundary at some site \((n' + N, n')\) while collecting a passage time between \((1, -N + 1)\) and \((n' + N, n')\) of at most \(T\).
Figure 10. Correspondence between the TASEP with open boundaries and its growth interface at three different time points $t$. The cell added at time $t$ is highlighted in blue. Note that the tagged particle, marked with an arrow, never has a particle to its right. The backwards equations for the semi-infinite geodesic started at $(1, -4)$ yield that the cells $(3, 1), (4, 3),$ and $(6, 2)$ were part of the growth interface before the respective blue cells are added.

To show this claim, note that the semi-infinite geodesic $\pi^* = (v_1 = (1, -N + 1), v_2, \ldots)$ satisfies for $p$ from (3.5) the backwards equations

$$v_i = \begin{cases} v_{i+1} - (0, 1) & \text{if} \ G_p((1, -N + 1), v_{i+1} - (0, 1)) > G_p((1, -N + 1), v_{i+1} - (1, 0)) \\ v_{i+1} - (1, 0) & \text{if} \ G_p((1, -N + 1), v_{i+1} - (0, 1)) < G_p((1, -N + 1), v_{i+1} - (1, 0)) \end{cases}$$

for all $v_i, v_{i+1} \in S(p)$ with $i > N$, recalling the support $S(p)$ of $p$; see for example (2.8) in [34] for a reference on the backwards equations. Consider now a particle of label $n$ such that $(n, n) \in \pi^*$. As necessarily $(n + 1, n) \in \pi^*$ holds since the semi-infinite geodesic is contained in the strip, the backwards equations ensure that

$$G_p((1, -N + 1), (n, n)) > G_p((1, -N + 1), (n + 1, n - 1)).$$

In particular, at time $t_1 = G_p((1, -N + 1), (n, n))$ when the particle of label $n$ enters the segment, site 2 must be empty; see also Figures 9 and 10. Continuing this argument, set

$$t_1 = \sup \{ G_p((1, -N + 1), (n + j, n)) : (n + j, n) \in \pi^* \text{ for some } j \in [N] \}$$

and $X_t = n$ for all $t \in [0, t_1)$, noting that (5.17) holds due to the backwards equations for all $t \in [0, t_1)$, i.e. until time $t_1$, the tagged particle of label $n$ has not seen a particle to its right. At time $t_1$, we declare particle $n + 1$ as tagged, noting that as the particle of label $n$ jumps at time $t_1$, we have that $\xi_{t_1}(\ell_{n+1} + 1) = 0$. Using again the backwards equations, we can set

$$t_2 = \sup \{ G_p((1, -N + 1), (n + j, n + 1)) : (n + j, n + 1) \in \pi^* \text{ for some } j \in [N] \}$$

and $X_t = n + 1$ for all $t \in [t_1, t_2)$, observing that (5.17) holds for all $t \in [t_1, t_2)$. A visualization of this procedure is given in Figure 10.
In general, suppose that \((i, j), (i + 1, j) \in \pi^*\) for some \(i \geq j\) and \(n' \geq j \geq n\). Then the backwards equations ensure that
\[
G_p((1, -N + 1), (i, j)) > G_p((1, -N + 1), (i + 1, j - 1)),
\]
i.e. at the time the particle with label \(j\) jumps from site \(i - j\) to site \(i - j + 1\), the particle with label \(j - 1\) has already reached site \(i - j + 3\) or left the segment. Thus, for all \(j \in \mathbb{N}\) with \(n' \geq j \geq n\), we can choose
\[
t_{j-n+1} = \sup\{G_p((1, -N + 1), (i, j)): (i, j) \in \pi^*\text{ for some } i \in \mathbb{N}\}
\]
and \(X_t = j\) for all \(t \in [t_{j-n}, t_{j-n+1})\), noting (5.17) holds for all \(t \in [t_{j-n}, t_{j-n+1})\). Furthermore, notice that for \(k = n' - n + 1\) and \(\tau = G_p((1, -N + 1), (n' + N, n'))\), the condition (5.19) for the semi-infinite geodesics \(\pi^*\) implies that we can find some \(\tau < \min(T, t_k)\) such that \(\ell_t(X_\tau) = N\). Combining the above observations, this justifies the claim.

As a last step, we argue that \(A_T\) holds with positive probability for some \(T\) of order \(N^{3/2}\), using the above correspondence to semi-infinite geodesics. By the Markov property of \((X_t)_{t \geq 0}\) and (5.16), we use independent attempts to see that for any \(\varepsilon > 0\), there exists some \(C > 0\) such that all second class particles in the disagreement process have left the segment at time \(CN^{3/2}\) with probability at least \(1 - \varepsilon\). Together with Lemma 2.2, we obtain the desired upper bound on the mixing time in Theorem 1.2. To see that \(T\) can indeed be chosen of order \(N^{3/2}\), consider the events \(B_{1,m}^+\) and \(B_{-m}^-\) from Lemma 5.5 with \(m = cN^{3/2}\) for \(c = c(1/4) > 0\). From Lemma 4.1 on the ordering of geodesics, we see that the semi-infinite geodesic touches both boundaries of the strip as required whenever \(B_{1,m}^+\) and \(B_{-m}^-\) hold, and \(T = 16cN^{3/2}\). Since \(B_{1,m}^+\) and \(B_{-m}^-\) are independent by construction and have probability at least \(1/4\), we conclude.

6. Lower bounds on the mixing times

In this section, we give a proof of the lower bound of order \(N^{3/2}\) in Theorem 1.3 using the results from Section 4 on last passage times on the strip. Let us stress that the presented arguments do not rely on spectral techniques like the Bethe ansatz. We start with a comparison between geodesics on the strip. We use it as an estimate on the total number of particles in the TASEP with open boundaries for some time \(t\) of order \(N^{3/2}\), starting from the initial configuration \(0\) with only empty sites.

**Lemma 6.1.** Recall the last passage time \(G_p\) in the environment \((\omega_x^p)_{x \in \mathbb{Z}^2}\), according to \(p\) from (3.5) for boundary parameters \(\alpha, \beta\), and the initial growth interface for \(0\). Then for every \(\varepsilon, \theta > 0\), there exist \(\delta, d > 0\), depending only on \(\alpha, \beta, \varepsilon, \theta > 0\), such that
\[
B_1 := \left\{ G_p(0, \delta N^{3/2}) > 4\delta N^{3/2} - d\sqrt{N}\right\}
\]
\[
B_2 := \left\{ G_p(0, \delta N^{3/2} + \theta\sqrt{N} + N/2, \delta N^{3/2} + \theta\sqrt{N} - N/2)) < 4\delta N^{3/2} - d\sqrt{N}\right\}
\]
satisfy \(\mathbb{P}(B_1) \geq 1 - \varepsilon/4\) and \(\mathbb{P}(B_2) \geq 1 - \varepsilon/4\) for all \(N\) sufficiently large.

Informally speaking, Lemma 6.1 says that with high probability, the geodesic in the strip between \((0,0)\) and a site on the diagonal is larger than the geodesic connecting to an endpoint, which has a larger \(|\cdot|_1\)-distance, but is sufficiently far off from the diagonal.
Proof of Lemma 6.1. Recall from Lemma 3.2 the last passage time $G_1$ in a homogeneous environment on $\mathbb{Z}^2$. By (3.9), we see that

$$E\left[G_1(0, \delta N^{3/2})\right] \geq 4\delta N^{3/2} - C\delta^{1/3} N^{1/2}$$

holds for the constant $C = C(1/2)$ from Lemma 3.2. We obtain that $\mathbb{P}(B_1) \geq 1 - \varepsilon/4$ by choosing $d > 0$ large enough, uniformly in $\delta < 1$, and applying Theorem 4.2 (iii) in [11], which bounds the fluctuations of the last passage time on the strip with respect to the expected last passage time in a homogeneous environment. To see that $\mathbb{P}(B_2) \geq 1 - \varepsilon/4$ holds for any given $\theta > 0$ and $d = d(\theta, \varepsilon)$, we apply Corollary 4.12 with $\delta = \delta(d, \varepsilon) > 0$ small enough. This yields the desired bound on the fluctuations of the last passage time between two points in the strip. □

Proof of Theorem 1.3. Recall from Section 1.1 that we denote by $\mu_N$ the unique invariant measure of the TASEP with open boundaries. For all $\theta > 0$, we define

$$E_\theta := \left\{ \eta \in \{0, 1\}^N : \sum_{j=1}^N (\eta(j) - \frac{1}{2}) \geq -\theta \sqrt{N} \right\}.$$ 

By Lemma 2.3, we can find for every $\varepsilon > 0$ some $\theta = \theta(\varepsilon) > 0$ and $N_0 \in \mathbb{N}$ such that

(6.3) $\mu_N(E_\theta) \geq 1 - \frac{\varepsilon}{2}$

holds for all $N \geq N_0$. Let $(\eta_t)_{t \geq 0}$ be the TASEP with open boundaries started from the empty initial configuration, i.e. $\eta_0 = 0$. We claim that we can find $\delta, d > 0$ such that for $t_N = t_N(\delta, d) := 4\delta N^{3/2} - d\sqrt{N}$

(6.4) $\mathbb{P}\left( \sum_{i=1}^N \eta_{t_N}(i) \geq \frac{N}{2} - \theta \sqrt{N} \mid \eta_0 = 0 \right) \leq \frac{\varepsilon}{2}$

holds for all $N$ sufficiently large, where $\theta = \theta(\varepsilon)$ is taken from (6.3). To see this, recall from Lemma 3.1 the correspondence between a corner growth model on a strip and the TASEP with open boundaries. Since we start from the all empty initial configuration, whenever $G_p(0, \delta N^{3/2}) > t_N$

holds, we know from the location of the corresponding growth interface that at most $\delta N^{3/2}$ particles have entered the segment by time $t_N$. Similarly, when $G_p(0, (\delta N^{3/2} + \theta \sqrt{N} + N/2, \delta N^{3/2} + \theta \sqrt{N} - N/2) < t_N$

holds, we see that at least $\delta N^{3/2} + \theta \sqrt{N} - N/2$ particles left the segment by time $t_N$. Now apply Lemma 6.1 to obtain (6.4). This gives

(6.5) $\|\mathbb{P}(\eta_{t_N} \in \cdot \mid \eta_0 = 0) - \mu_N\|_{TV} \geq \mu_N(E_\theta) - \mathbb{P}(\eta_{t_N} \in E_\theta \mid \eta_0 = 0) \geq 1 - \varepsilon$,

using the characterization of the total-variation distance in (1.1) for the first inequality, together with (6.3) and (6.4) for the second step. Since we take a maximum over all possible initial configurations in the definition of the mixing time, this yields the desired lower bound. □
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Appendix A. Proof of Lemma 4.8

We now give a proof of Lemma 4.8 following the arguments from Proposition 10.1 of [14] for Poissonian last passage percolation. We start by defining a family of parallelograms, which we use in order to cluster the rectangle $R := R_{N}^{\theta} \subseteq \mathbb{Z}^{2}$ from (3.11). For all $k \in \{0, 1, 2, \ldots \}$, we define the sets

$$V_k := \left\{(|x_1|, |x_2 - x_1|) : x_1 = \frac{1}{8}N^{3/2}2^{-k/4}i \text{ and } x_2 = N2^{-k/6}j \text{ for some } i, j \in \mathbb{Z} \text{ and } |x_1 - z_1| \leq 2^{-k/4}N^{3/2} \text{ and } |(x_2 - x_1) - z_2| \leq N2^{-k/6} \text{ for some } (z_1, z_2) \in R \right\},$$

i.e. the set $V_k$ is a discrete lattice approximating the rectangle $R$ by $|V_k| \leq 4^{k+2}$ points. For each pair of lattice points $s = (s_1, s_2)$ and $u = (u_1, u_2)$ with $s, u \in V_k$ such that

$$u_1 - s_1 = 2^{-k/4}N^{3/2} \quad \text{and} \quad \frac{2}{3} \leq 1 + \frac{u_2 - s_2}{2^{-k/12}N^{1/2}} \leq \frac{3}{2},$$

(A.1)
we denote by $U^{(k)}_{s,u}$ the parallelogram spanned by the four points
\[ s + (0, N2^{-k/6}), \ s - (0, N2^{-k/6}), \ u + (0, N2^{-k/6}), \ u - (0, N2^{-k/6}). \]

Let $\mathcal{U}_k$ denote the set of all such parallelograms using sites in $V_k$, and note that $|\mathcal{U}_k| \leq 16^{k+2}$.

Further, for all $U = U^{(k)}_{s,u} \in \mathcal{U}_k$, we set
\[ U_L := U \cap \left\{ (x_1, x_2) \in \mathbb{Z}^2 : s_1 \leq x_1 \leq s_1 + \frac{1}{8} 2^{-k/4} N^{3/2} \right\}, \]
\[ U_R := U \cap \left\{ (x_1, x_2) \in \mathbb{Z}^2 : u_1 - \frac{1}{8} 2^{-k/4} N^{3/2} \leq x_1 \leq u_1 \right\}. \]

The following lemma is a reformulation of Theorem 4.2 (ii) of [11] for our setup.

**Lemma A.1.** Fix $p \equiv 1$, and let $k = k(N) \in \mathbb{N}$ satisfy
\[ \limsup_{N \to \infty} \frac{k}{6 \log_2(N)} < 1. \]

There exist constants $c, \lambda_0 > 0$ such that for each parallelogram $U = U^{(k)}_{s,u} \in \mathcal{U}_k$ with sites $s, u \in V_k$ satisfying (A.1), and all $\lambda = \lambda(N) \geq \lambda_0$ and $N$ large enough, we have that
\[ \mathbb{P}\left( \max_{x \in U_L, y \in U_R} G_p(x, y) - \mathbb{E}[G_p(x, y)] \geq \lambda 2^{-k/12} \sqrt{N} \right) \leq \exp(-c \min(\lambda^2, \lambda \sqrt{N} 2^{-k/12})). \]

**Proof of Lemma 4.8.** In the following, set
\[ K = K(N) := \lceil 5 \log_2(N) \rceil + 3. \]

Consider a pair of sites $(x, y) \in \mathbb{B}(R)$ such that $|y_1 - x_1| \geq N^{1/4}$. Our key observation is that for all $N$ sufficiently large and $k \in \{0, 1, \ldots, K\}$, for each pair $(x, y) \in \mathbb{B}(R)$ with
\[ y_1 - x_1 \in \left[ \frac{3}{4} 2^{-k/4} N^{3/2}, 2^{-k/4} N^{3/2} \right], \]
we find some $U \in \mathcal{U}_k$ such that $x \in L(U)$ and $y \in R(U)$ holds. Next, we define for all $k \in \{0, 1, \ldots, K\}$ the events
\[ \mathcal{E}_k := \left\{ \sup_{U \in \mathcal{U}_k} \max_{x \in U_L, y \in U_R} G_p(x, y) - \mathbb{E}[G_p(x, y)] \geq \theta \sqrt{N} \right\}, \]

and we let
\[ \tilde{\mathcal{E}} := \left\{ \max_{(x,y) \in \mathbb{B}(R) : |y-x_1| \leq N^{1/4}} G_p(x, y) - \mathbb{E}[G_p(x, y)] \geq \theta \sqrt{N} \right\}. \]

From Lemma A.1 for $\lambda = \theta 2^{k/12}$, we get that
\[ \mathbb{P}\left( \bigcup_{k \in \{0, 1, \ldots, K\}} \mathcal{E}_k \right) \leq \sum_{k \in \{0, 1, \ldots, K\}} 16^{k+2} \exp(-c_1 \min(2^{k/12} \theta^2, \theta \sqrt{N})) \leq \exp(-c_2 \theta^{3/2}) \]
for some constants $c_1, c_2, \theta_0 > 0$, and all $\theta \geq \theta_0$, provided that $N$ is sufficiently large. Moreover, using Lemma 3.2 and a union bound, we get that

\begin{equation}
\mathbb{P}(\tilde{E}) \leq N^5 \exp(-c_3 N^{\frac{1}{4}})
\end{equation}

for some constant $c_3 > 0$, and $N$ sufficiently large. Since for all $N$ large enough, each pair of points in $\mathbb{B}(R)$ is covered within the events $(\mathcal{E}_k)_{k \in \{0,1,\ldots,K\}}$ and $\tilde{E}$, we conclude by combining (A.7) and (A.8). \qed
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