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Abstract

The existence and uniqueness of mild solution of some fractional impulsive equations is studied. The fractional calculus, Gronwall inequality, and Leray-Schauder’s fixed point theorem are used to present the sufficient condition for the existence and uniqueness of solutions. An example is given to illustrate the main results.

1. Introduction

In this paper, we study some evolution equations with finite impulsive:

\[ cD^\alpha t x(t) = Ax(t) + I^{1-\alpha} f(t, x(t)) + B(t) U(t), \]
\[ t \in J = [0, b], \quad t \neq t_k, \]
\[ \Delta x(t_k) = I_k(x(t_k^-)) \quad k = 1, 2, 3, \ldots, n, \]
\[ x(0) = x_0, \]

where \( cD^\alpha t \) is the standard Caputo fractional derivative of order \( \alpha, b > 0, 0 < \alpha < 1, A : D(A) \subset X \rightarrow X \) is a generator of a \( C_0 \) semigroup \( \{T(t), t \geq 0\} \) defined on a complex Banach space \( X \), let \( f : J \times X \rightarrow X \) be a given function and satisfying some assumptions that will be specified later, the function \( I_k : X \rightarrow X \) is continuous, and \( 0 = t_0 < t_1 < t_2 < \cdots < t_k < \cdots < t_n = T, \) \( \Delta x(t_k) = x(t_k^+) - x(t_k^-) \) and \( x(t_k^+) \) denote the right and the left limits of \( x(t) \) at \( t = t_k \) \((k = 1, 2, \ldots, n)\), \( U \) is a given control function in another Banach space \( Y \), and \( B \) is a linear operator from \( Y \) to \( X \).

The fractional calculus and fractional difference equations have attracted lots of authors during the past years, and they gave some outstanding work [1–4], because they described many phenomena in engineering, physics, science, and controllability. Delay evolution equation allows someone to think after-effect, so it is a relative important equation. There are some significant development; for example, Wang et al. [5, 6] consider the following fractional delay nonlinear integrodifferential controlled system:

\[ D^q t x(t) + Ax(t) = f(t, x(t), \int_0^t g(t, s, x(s)) ds) + B(t) u(t), \]
\[ t \in I = (0, T], \quad q \in (0, 1), \]
\[ x(t) = \phi(t) \quad t \in [-r, 0], \]

and they used Laplace transform and probability density functions to prove some sufficient conditions of some fractional nonlinear finite time delay evolution equations. Shu et al. [7] used the solution operator of semigroup to investigate the system given by

\[ D^\alpha x(t) = Ax(t) + f(t), \quad \alpha \in (0, 1), \]
\[ x(0) = x_0, \]
\[ \Delta x|_{t=t_k} = I_k(x(t_k^-)) \]

Benchohra et al. [8] deal with existence of mild solutions of some fractional functional evolution equations with infinite...
delay. Balachandran et al. [9] concerned the relative controllability of fractional dynamical with delays in control. Special-ly, Cuevas and Lizama [10] studied some sufficient conditions for the existence and uniqueness of almost automorphic mild solutions to the following semilinear fractional differential equation fractional differential equations:

\[ D^\alpha x(t) = Ax(t) + D^{\alpha-1} f(t, x(t)), \quad \alpha \in (1, 2), \quad x(0) = x_0. \]  

(4)

Bazhlekova [11] studied the fractional evolution equations in Banach spaces. Xue and Xiong [12] concerned the existence and uniqueness of mild solutions for abstract differential equations given by

\[ D^\alpha u(t) = Au(t) + \int_0^t L^\alpha f(t, u_t), \quad t \in I = [0, T], \quad \alpha \in (0, 1), \quad x(t) = \phi(t), \quad t \in [-r, 0]. \]  

(5)

Motivated by the abovementioned works, we study (1). The rest of this paper is organized as follows. In Section 2, some notation and preparation are given. In Section 3, some mainly results of (1) are obtained. At last, an example is given to demonstrate our results.

## 2. Preliminary

In this section, we will give some definitions and preliminaries which will be used in the paper. The norm of the space \( X \) will be defined by \( \| \cdot \|_X \). Let \( C(J, X) \) denote the Banach space of all \( X \) valued continuous functions from \( J = [0, T] \) into \( X \), the norm \( \| \cdot \|_C = \sup \| \cdot \|_X \). Let the another Banach space \( PC(J, X) = \{ x: J \rightarrow X, x \in C([t_k, t_{k+1}], X), k = 0, 1, 2, \ldots, n, \text{there exist } x(t_k^-, x(t_k^+), k = 1, 2, \ldots, n, x(t_k^+) = x(t_k^-), \| x \|_{PC} = \max\{\sup \| x(t + 0)\|, \sup \| x(t - 0)\}\} \). We can use \( L^p(J, R) \) to denote the Banach space of all Lebesgue measurable functions from \( J \) to \( R \) with \( \| f \|_{L^p(J, R)} = (\int_J |f(t)|^p dt)^{1/p} \), and \( L^2(J, X) \) denote the Banach space of functions \( f: J \rightarrow X \) which are Bochner integrable normed by \( \| f \|_{L^2(J, X)}, u \in L^p(J, R) \).

Let us recall some known definitions; for more details, see [2–4].

- \( \alpha, \beta > 0 \) that \( n - 1 < \alpha < n, n - 1 < \beta < n \), and \( f \) is a suitable function.

**Definition 1** (Riemann-Liouville fractional integral and derivative operators). The integral operator \( I^\alpha_a \) is defined on \( L_1[a, b] \) by

\[ I^\alpha_a f(x) = \frac{1}{\Gamma(\alpha)} \int_a^x (x-t)^{\alpha-1} f(t) \, dt, \quad (a \leq x \leq b). \]  

(6)

The derivative operators are defined as \( D^\alpha_a f(x) = D^\alpha_a (I^\alpha_a f(x)), \) where \( D^\alpha_a = d^\alpha / dt^\alpha \) and

\[ I^\alpha_a D^\alpha_a f(x) = f(x). \]  

(7)

**Definition 2.** Caputo fractional derivative of \( f(x) \) of order \( \alpha \) is defined as

\[ cD^\alpha_a f(x) = \frac{1}{\Gamma(n-\alpha)} \int_a^x (x-t)^{n-\alpha-1} f^{(n)}(t) \, dt. \]  

(8)

If \( \alpha = 0 \), we can write the Caputo derivative of the function \( f(t) \in C^n[0, \infty), f : [0, \infty) \rightarrow R \) via the above Riemann-Liouville fractional derivative as

\[ cD^\alpha_0 f(x) = L^\alpha \left[ f(x) - \sum_{k=0}^{n-1} \frac{x^k}{k!} f^{(k)}(0) \right]. \]  

(9)

Let us recollect the generalized Gronwall inequality which can be found in [13] and will be used in our main result.

**Lemma 3.** Suppose \( \beta > 0, a(t) \) is a nonnegative function locally integrable on \([0, T]\), and \( b(t) \) is a nonnegative, nondecreasing continuous function defined on \([0, T]\), \( b(t) \leq M \) (constant), and \( y(t) \) is nonnegative and locally integrable on \([0, T]\) with

\[ y(t) \leq a(t) + b(t) \int_0^t (t-s)^{\beta-1} y(s) \, ds, \quad t \in [0, T]. \]  

(10)

Then

\[ y(t) \leq a(t) + \int_0^t \left[ \sum_{n=1}^{\infty} \frac{[b(t) \Gamma(\beta)]^n}{\Gamma(n\beta)} (t-s)^{n\beta-1} a(s) \right] ds, \quad t \in [0, T]. \]  

(11)

**Remark 4.** Under the hypothesis of Lemma 3, let \( a(t) \) be a nondecreasing function on \([0, T]\). Then

\[ y(t) \leq a(t) E_\beta \left( b(t) \Gamma(\beta) t^\beta \right), \]  

(12)

where \( E_\beta \) is the Mittag-Leffler function defined by

\[ E_\beta(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(k\beta + 1)}. \]  

(13)

By Lemma 3 and Remark 4, we can establish a useful nonlinear impulsive Gronwall inequality which will be used in calculating.

**Lemma 5** (see [14]). Let \( x \in PC(J, X) \) satisfy the following inequality:

\[ \| x(t) \| \leq c_1 + c_2 \int_0^t (t-s)^{\beta-1} \| x(s) \| \, ds + \sum_{0<h_k<c} h_k \| x(t_k^-) \|, \]  

(14)

where \( c_1, c_2, h_k \geq 0 \) are constants. Then

\[ \| x(t) \| \leq c_1 \left( 1 + H^* E_\beta \left( c_2 \Gamma(\beta) t^\beta \right) \right)^k \times E_\beta \left( c_2 \Gamma(\beta) t^\beta \right) \quad \text{for} \ t \in (t_k, t_{k+1}], \]  

(15)

where \( H^* = \max\{h_k : k = 1, 2, \ldots, m\}. \)
Specially, if \( \beta = 1 \),
\[
\|x(t)\| \leq c_1 \left( 1 + H^* E_1(c_2 t^k) E_1(c_2 t) \right) \text{ for } t \in (t_k, \ t_{k+1}] .
\] (16)

We also introduce the following theorem that will be used in our main result.

**Theorem 6** (Hölder’s inequality). Assume that \( p > 0, q > 0 \), and \( 1/p + 1/q = 1 \); if \( f \in L^p(\Omega) \) and \( g \in L^q(\Omega) \) then \( f \cdot g \in L^1(\Omega) \) and \( \|f \cdot g\|_{L^1(\Omega)} \leq \|f\|_{L^p(\Omega)} \|g\|_{L^q(\Omega)} \).

**Theorem 7** (Arzela-Ascoli theorem). If a sequence \((f_n)\) in \(C(x)\) is bounded and equicontinuous, then it has a uniformly convergent subsequence.

**Theorem 8** (Leray-Schauder’s fixed point theorem). If \( C \) is a closed bounded and convex subset of Banach space \( X \) and \( F: C \to C \) is completely continuous, then the \( F \) has a fixed point in \( C \).

### 3. Existence and Uniqueness of Mild Solution

In this section, we will investigate the existence and uniqueness for impulsive fractional differential equations with the help of the Leray-Schauder’s fixed point theorem and someone else. Without loss of generality, let \( t \in (t_k, t_{k+1}] \), \( 1 \leq k \leq n-1 \).

Firstly, we will make the following assumptions be satisfied on the data of our problem.

**H(1):** \( \{T(t), t > 0\} \) is a compact semigroup, and there exists a constant \( M > 0 \), such that \( M = \sup_{t \in (0,\infty)} \|T(t)\|_{L^p(\Omega)} < \infty \).

**H(2):** The function \( f: J \times X \to X \) satisfies the following:

(i) \( f \) is measurable for all \( t \in J \);

(ii) there exists a constant \( L_f > 0 \) such that \( \|f(t, x) - f(t, y)\| \leq L_f \|x - y\| \), for all \( x, y \in X \);

(iii) there exists a real function \( \phi(t) \in L^{1/(\gamma)}(J, R^+) \), \( \gamma \in (0,\alpha) \), and a constant \( \theta > 0 \), such that \( \|f(t, x)\| \leq \phi(t) + \theta \|x\| \), for a.e. \( t > 0 \) and all \( x \in X \).

**H(3):** \( I_i: X \to X \) \( i = 1, 2, \ldots, n \) satisfies the following:

(i) \( I_i \) maps a bounded set to a bounded set;

(ii) there exist constants \( h_i > 0 \) \( i = 1, 2, \ldots, n \) such that
\[
\|I_i(x) - I_i(y)\| \leq h_i \|x - y\|, \quad x, y \in X ;
\] (17)

(iii) \( \|I(0)\| = \max(\|I_1(0)\|, \|I_2(0)\|, \ldots, \|I_n(0)\|) \).

**H(4):** Let \( Y \) be a separable reflexive Banach space. Operator \( B \in L^\infty(J, L(Y, X)) \), \( B \|_{L^\infty} \) stands for the norm of operator \( B \) on Banach space \( L^\infty(J, L(Y, X)) \).

**H(5):** The multivalued maps \( U: J \to P(Y) \) (where \( P(Y) \)) is a class of nonempty closed and convex subsets of \( Y \) are measurable and \( U(\cdot) \subseteq \Omega \) where \( \Omega \) are a bounded set of \( Y \).

Set the admissible control set:
\[
U_{ad} = S_U^p = \{u \in L^p(\Omega): u(t) \in U(t) \text{ a.e.} \} , \quad 1 < p < \infty .
\] (18)

Then, \( U_{ad} \neq \emptyset \) (see Proposition 2.1.7 and Lemma 2.3.2 of [15]). And it is obvious that \( Bu \in L^p(J, X) \) for all \( u \in U_{ad} \).

According to Definitions \( 1 \) and \( 2 \) and by comparison with the fractional differential equations given in [5, 16, 17], then we shall define the concept of mild solution for problem (1) as follows.

**Definition 9.** A function \( x \in PC(J, X) \) is said to be a solution (mild solution) of the problem (1) if \( x(0) = x_0 \) such that
\[
x(t) = S_a(t) x_0 + \sum_{i=1}^k S_a(t-t_i) I_i(x(t_i)) + \int_0^t S_a(t-s) f(s, x(s)) \, ds
\] (19)
\[-\int_0^t (t-s)^{\alpha-1} T_a(t-s) B(s) u(s) \, ds,
\]
where
\[
S_a(t) = \int_0^\infty \xi_a(\theta) T(\theta^\alpha \theta) \, d\theta,
\]
\[
T_a(t) = \alpha \int_0^\infty \theta \xi_a(\theta) T(\theta^\alpha \theta) \, d\theta,
\]
\[
\xi_a(\theta) = \frac{1}{\Gamma(\alpha)} \sum_{n=0}^\infty (-1)^n \theta^{-(\alpha-1)} \frac{\Gamma((\alpha+1)/n)}{n!} \sin(n\pi \alpha) ,
\]
\[
\theta \in (0, \infty) ,
\]
(20)
where \( \xi_a \) is a probability density function defined on \( (0, \infty) \), that is
\[
\xi_a(\theta) \geq 0 , \quad \theta \in (0, \infty) , \quad \int_0^\infty \xi_a(\theta) = 1 .
\] (21)

**Lemma 10** (see [17]). The operators \( S_a(t) \) and \( T_a(t) \) have the following properties and there exists \( M \) as described in H(1).

(i) For any fixed \( t \geq 0 \), \( S_a(t) \) and \( T_a(t) \) are linear and bounded operators; that is, for any \( x \in X \),
\[
\|S_a(t) x\| \leq M \|x\| , \quad \|T_a(t) x\| \leq \frac{M}{\Gamma(\alpha)} \|x\| .
\] (22)

(ii) \( \{S_a(t), t \geq 0\} \) and \( \{T_a(t), t \geq 0\} \) are strongly continuous.

(iii) For any \( t \geq 0 \), \( S_a(t) \) and \( T_a(t) \) are also compact operators if \( T(t) \) is compact.

**Lemma 11.** If the assumptions H(1)–H(4) are satisfied and (1) is mildly solvable on \([0, b]) \), then there exists a constant \( \omega > 0 \) such that \( \|x(t)\| \leq \omega \).
Proof. If (1) can be solvable on \([0, b]\), we may suppose \(x(t)\) is the mild solution of it, so \(x(t)\) must satisfy (19) as follows:

\[
x(t) = S_\alpha(t)x_0 + \sum_{i=1}^k S_\alpha(t-t_i)I_i(x(t_i))
\]

\[
+ \int_0^t S_\alpha(t-s)f(s,x(s))\,ds + \int_0^t (t-s)^{\alpha-1} T_\alpha(t-s)B(s)u(s)\,ds.
\]

For \(t \in (t_k, t_{k+1}]\), \(1 \leq k \leq n-1\), through calculating, we can get that

\[
\|x(t)\| \leq \|S_\alpha(t)x_0\| + \sum_{i=1}^k \|S_\alpha(t-t_i)I_i(x(t_i))\|
\]

\[
+ \int_0^t \|S_\alpha(t-s)f(s,x(s))\|\,ds + \int_0^t (t-s)^{\alpha-1} \|T_\alpha(t-s)B(s)u(s)\|\,ds
\]

\[
\leq M\|x_0\| + M\sum_{i=1}^n h_i\|x(t_i)\| + Mn\|I(0)\|
\]

\[
+ M\int_0^t \|\phi(s)\|\,ds + M\frac{\|B\|_{\infty}}{\Gamma(\alpha)}\int_0^t (t-s)^{\alpha-1} \|u(s)\|\,ds
\]

\[
\leq M\|x_0\| + M\sum_{i=1}^n h_i\|x(t_i)\| + Mn\|I(0)\| + Mb^{1-\gamma}\|\phi\|_{L^{1/p}}
\]

\[
+ M\theta\int_0^t \|x(s)\|\,ds + M\frac{\|B\|_{\infty}}{\Gamma(\alpha)} \left( \frac{p-1}{p\alpha-1} \right)^{(p-1)/p} b^{\alpha-1/p}\|u\|_{L^p}
\]

Let \(\rho = M\|x_0\| + M\|I(0)\| + Mb^{1-\gamma}\|\phi\|_{L^{1/p}} + (M\|B\|_{\infty}/\Gamma(\alpha))(p-1)/p\|u\|_{L^p}\), then

\[
\|x(t)\| \leq \rho + M\sum_{i=1}^n h_i\|x(t_i)\| + M\theta\int_0^t \|x(s)\|\,ds,
\]

so it follows from Lemma 5,

\[
\|x(t)\| \leq \rho(1 + H^* E_1(M\theta b)^x E_1(M\theta b) = \omega,
\]

where

\[
H^* = \max \{Mh_i : i = 1, 2, \ldots, n\}.
\]

The proof is completed. \qed

**Theorem 12.** Assume that the hypotheses \(H(1)–H(4)\) are satisfied, and then the problem (1) has an unique mild solution on \(I\) provided that

\[
\left( \sum_{i=1}^n h_i + \theta b \right) M < 1.
\]

Proof. Transform the problem (1) into a fixed point theorem. Consider the operator \(F : PC(I, X) \rightarrow PC(I, X)\) defined by

\[
(Fx)(t) = S_\alpha(t)x_0 + \sum_{i=1}^k S_\alpha(t-t_i)I_i(x(t_i))
\]

\[
+ \int_0^t S_\alpha(t-s)f(s,x(s))\,ds + \int_0^t (t-s)^{\alpha-1} T_\alpha(t-s)B(s)u(s)\,ds.
\]

Clearly, the problem of finding mild solutions of (1) is reduced to find the fixed points of the \(F\), the proof base on Theorem 8. Now we prove that the operator \(F\) satisfies all the conditions of the Theorem 8.

Firstly, choose

\[
M \left[ \|x_0\| + n\|I(0)\| + b^{1-\gamma}\|\phi\|_{L^{1/p}} + \frac{\|B\|_{\infty}}{\Gamma(\alpha)} \left( \frac{p-1}{p\alpha-1} \right)^{(p-1)/p} b^{\alpha-1/p}\|u\|_{L^p} \right]
\]

\[
\times \left( 1 - M\sum_{i=1}^n h_i - Mb\theta \right)^{-1} \leq r,
\]

and consider the bounded set \(B_r = \{x \in PC : \|x\| \leq r\}\).

Next, for the sake of convenient, we divide the proof into several steps.

**Step 1.** We prove that \(FB_r \subseteq B_r\).

In fact, for each \(x \in B_r\), \(t \in (t_k, t_{k+1}]\), \(1 \leq k \leq n-1\), we have

\[
\|(Fx)(t)\| \leq \|S_\alpha(t)x_0\| + \sum_{i=1}^n \|S_\alpha(t-t_i)I_i(x(t_i))\|
\]

\[
+ \int_0^t \|S_\alpha(t-s)f(s,x(s))\|\,ds + \int_0^t (t-s)^{\alpha-1} \|T_\alpha(t-s)B(s)u(s)\|\,ds
\]

\[
\leq M\|x_0\| + M\sum_{i=1}^n h_i\|x(t_i)\| + Mn\|I(0)\|
\]

\[
+ M\theta\int_0^t \|x(s)\|\,ds + M\frac{\|B\|_{\infty}}{\Gamma(\alpha)} \left( \frac{p-1}{p\alpha-1} \right)^{(p-1)/p} b^{\alpha-1/p}\|u\|_{L^p}
\]

The proof is completed.
\[
\begin{align*}
\leq M \|x_0\| + M \sum_{i=1}^{n} h_i \|x(t_i)\| \\
+ M n \|B(0)\| + Mb^{1-\gamma} \|\phi\|_{L^{1/\gamma}} \\
+ M \theta \int_0^t \|x(s)\| \, ds \\
+ \frac{M|B|_{L^{\infty}}}{\Gamma(\alpha)} \left( \frac{p - 1}{p \alpha - 1} \right)^{(p-1)/p} b^{\alpha-1(p-1)/p} \|u\|_{L^{p}} \\
\leq M \|x_0\| + Mn \|B(0)\| \\
+ Mb^{1-\gamma} \|\phi\|_{L^{1/\gamma}} + \frac{M|B|_{L^{\infty}}}{\Gamma(\alpha)} \left( \frac{p - 1}{p \alpha - 1} \right)^{(p-1)/p} b^{\alpha-1(p-1)/p} \|u\|_{L^{p}} \\
\times b^{\alpha-1(p-1)/p} \|u\|_{L^{p}} \\
+ \left( M \sum_{i=1}^{n} h_i + Mb\theta \right) r \\
\leq r. 
\end{align*}
\]

(31)

Hence, we can deduce that \( FB_n \subseteq B_r \).

**Step 2.** We show that \( F \) is continuous.

Let \( \{x_n\} \) be a sequence such that \( x_n \to x \) in \( PC(J, X) \) as \( n \to \infty \). Then, for each \( t \in (t_k, t_{k+1}] \), \( 1 \leq k \leq n-1 \), we obtain

\[
\begin{align*}
\|(Fx_n)(t) - (Fx)(t)\| \\
\leq \left\| \sum_{i=1}^{k} S_{\alpha}(t - t_i) \left[ I_x(x_n(t_i)) - I_x(x(t_i)) \right] \right\| \\
+ \int_0^t \left\| S_{\alpha}(s) \left[ f(s, x_n(s)) - f(s, x(s)) \right] \right\| \, ds \\
\leq M \sum_{i=1}^{n} h_i \|x_n - x\| + ML \int_0^t \|x_n(s) - x(s)\| \, ds \\
\leq \left[ M \sum_{i=1}^{n} h_i + ML \right] \|x_n - x\|.
\end{align*}
\]

as \( x_n \to x \), and it is easy to see that

\[
\|Fx_n - Fx\| \longrightarrow \text{ as } n \longrightarrow \infty;
\]

that is, \( F \) is continuous.

**Step 3.** \( F \) is equicontinuous on \( B_r \).

Let \( 0 \leq \tau_1 < \tau_2 \leq b \); then, for each \( x \in B_r \), we obtain

\[
\begin{align*}
\|(Fx)(\tau_2) - (Fx)(\tau_1)\| \\
\leq \left\| \left[ S_{\alpha}(\tau_2) - S_{\alpha}(\tau_1) \right] x_0 \right\| \\
+ \left\| \sum_{i=1}^{k} S_{\alpha}(\tau_2 - t_i) - \sum_{i=1}^{k} S_{\alpha}(\tau_1 - t_i) \right\| I_x(x(t_i)) \\
+ \int_0^{\tau_2} S_{\alpha}(\tau_2 - s) f(s, x(s)) \, ds \\
- \int_0^{\tau_1} S_{\alpha}(\tau_1 - s) f(s, x(s)) \, ds \\
+ \int_0^{\tau_2} (\tau_2 - s)^{\alpha-1} T_{\alpha}(\tau_2 - s) B(s) u(s) \, ds \\
- \int_0^{\tau_1} (\tau_1 - s)^{\alpha-1} T_{\alpha}(\tau_1 - s) B(s) u(s) \, ds \\
\leq \|S_{\alpha}(\tau_2) - S_{\alpha}(\tau_1)\| \|x_0\| \\
+ \sum_{i=1}^{k} \|S_{\alpha}(\tau_2 - t_i) - S_{\alpha}(\tau_1 - t_i)\| \left( h_i \|x(t_i)\| + \|I_x(0)\| \right) \\
+ \int_0^{\tau_2} \left[ (\tau_2 - s)^{\alpha-1} - (\tau_1 - s)^{\alpha-1} \right] \\
	imes T_{\alpha}(\tau_2 - s) B(s) u(s) \, ds \\
+ \int_0^{\tau_1} \left[ T_{\alpha}(\tau_2 - s) - T_{\alpha}(\tau_1 - s) \right] \\
	imes B(s) u(s) \, ds \\
\leq \left( k + 1 \right) \| S_{\alpha}(\tau_2) - S_{\alpha}(\tau_1) \| \| x_0 \| + N \\
+ \sum_{i=1}^{k} \| S_{\alpha}(\tau_2 - t_i) - S_{\alpha}(\tau_1 - t_i) \| \left( h_i \| x(t_i) \| + \| I_x(0) \| \right) \\
+ \int_0^{\tau_2} \left( S_{\alpha}(\tau_2 - s) - S_{\alpha}(\tau_1 - s) \right) f(s, x(s)) \, ds
\end{align*}
\]

(35)

By (ii) of Lemma 10, we have

\[
\lim_{\tau_2 - \tau_1} \Lambda = 0.
\]
By the assumption \(H(2)\), we obtain
\[
Q_1 \leq M \left( \|\phi\|_{L^{1/p}} + \theta b^\gamma r \right) (\tau_2 - \tau_1)^{1-\gamma},
\]
and we get
\[
Q_2 \leq \frac{M\|B\|_{\infty}}{\Gamma(\alpha)} \left( \frac{p-1}{p\alpha-1} \right)^{(p-1)/p} \|u\|_{L^p}(\tau_2 - \tau_1)^{\alpha-(1/p)},
\]
\[
Q_3 \leq \frac{2M\|B\|_{\infty}}{\Gamma(\alpha)} \left( \frac{p-1}{p\alpha-1} \right)^{(p-1)/p} \|u\|_{L^p}(\tau_2 - \tau_1)^{\alpha-(1/p)},
\]
\[
Q_4 \leq \sup_{s \in [0, \tau_1 - \varepsilon]} \left\| T_\alpha (r_2 - s) - T_\alpha (r_1 - s) \right\|
\times \left( \frac{p-1}{p\alpha-1} \right)^{(p-1)/(p\alpha-1) - \xi/p/(p-1)} \left( \frac{p-1}{p\alpha-1} \right)^{(p-1)/p} \|u\|_{L^p} \theta^{\alpha-1/p}.
\]

Combining the estimations for \(\Lambda, Q_i (i = 1, \ldots, 4)\), let \(\tau_2 \to \tau_1\) and \(\varepsilon \to 0\), and we know that \(\|(Fx)(\tau_2) - (Fx)(\tau_1)\| \to 0\), which implies that \(F\) is equicontinuous.

**Step 4.** Now we show that \(F\) is compact.

Let \(t \in (t_k, t_{k+1}]\), \(1 \leq k \leq n - 1\) be fixed, and we show that the set \(\Pi(t) = \{(Fx)(t) : x \in B_k\}\) is relatively compact in \(X\).

Clearly, \(\Pi(0) = \{x_0 - g(x)\}\) is compact, so it is only necessary to consider \(t > 0\). For each \(\varepsilon \in (0, t), t \in (0, b]\), \(x \in B_k\), and any \(\delta > 0\), we define
\[
\Pi_{\varepsilon, \delta} (t) = \{F_{x, \delta} (x) (t) : x \in B_k\},
\]
where
\[
F_{x, \delta} (x) (t) = S_\alpha (t) x_0 + \sum_{i=1}^k S_\alpha (t - t_i) I_i (x (t_i^-))
\]
\[
+ \int_0^{t-\varepsilon} \int_\delta^{t-\varepsilon} \xi_\alpha (t) T ((t - s)^\alpha \theta) f (s) \, d\theta \, ds
\]
\[
+ \alpha \int_0^{t-\varepsilon} (t - s)^{\alpha-1} \theta \xi_\alpha (t) T ((t - s)^\alpha \theta) B (s) u (s) \, d\theta \, ds
\]
\[
= S_\alpha (t) x_0 + \sum_{i=1}^k S_\alpha (t - t_i) I_i (x (t_i^-))
\]
\[
+ T (e^\theta \delta)
\]
\[
+ \xi_\alpha (t) T ((t - s)^\alpha \theta - e^\theta \delta) f (s) \, d\theta \, ds
\]
\[
\times \int_\delta^{t-\varepsilon} \int_\delta^{t-\varepsilon} \xi_\alpha (t) T ((t - s)^\alpha \theta - e^\alpha \delta) \, d\theta \, ds
\]
\[
+ \alpha \int_0^{t-\varepsilon} \int_\delta^{t-\varepsilon} \theta \xi_\alpha (t) T ((t - s)^\alpha \theta - e^\theta \delta) B (s) u (s) \, d\theta \, ds.
\]

From the compactness of \(T (e^\theta \delta) (\varepsilon > 0)\), we obtain that the set \(\Pi_{\varepsilon, \delta} (t) = \{F_{x, \delta} (x) (t) : x \in B_k\}\) is relatively compact set in \(X\) for each \(\varepsilon \in (0, t)\) and \(\delta > 0\). Moreover, we have
\[
\| F (x) (t) - F_{x, \delta} (x) (t) \|
= \left\| \int_0^t \int_0^x \xi_\alpha (t) T ((t - s)^\alpha \theta) f (s) \, d\theta \, ds \right. \]
\[
- \left. \int_0^{t-\varepsilon} \int_\delta^{t-\varepsilon} \xi_\alpha (t) T ((t - s)^\alpha \theta) f (s) \, d\theta \, ds \right\|
\]
\[
+ \alpha \int_0^{t-\varepsilon} \int_\delta^{t-\varepsilon} \theta (t-s)^{\alpha-1} \xi_\alpha (t) T ((t - s)^\alpha \theta)
\times T ((t-s)^\alpha \theta) B (s) u (s) \, d\theta \, ds
\]
\[
- \alpha \int_0^{t-\varepsilon} \int_\delta^{t-\varepsilon} \theta (t-s)^{\alpha-1} \xi_\alpha (t) T ((t - s)^\alpha \theta)
\times T ((t-s)^\alpha \theta) B (s) u (s) \, d\theta \, ds
\]
\[
+ \alpha \int_0^{t-\varepsilon} \int_\delta^{t-\varepsilon} \theta (t-s)^{\alpha-1} \xi_\alpha (t)
\times T ((t-s)^\alpha \theta) B (s) u (s) \, d\theta \, ds
\]
\[
\leq M \left( \|L^{-1/p} \phi \|_{L^{1/p}} + \theta b \right) \int_\delta^{t-\varepsilon} \xi_\alpha (t) \, d\theta
\]
\[
+ M \left( e^{-1} \phi \|_{L^{1/p}} + \theta e \right) \int_0^{t-\varepsilon} \xi_\alpha (t) \, d\theta
\]
\[
+ \alpha M \left( \|L^{-1/p} \phi \|_{L^{1/p}} + \theta \right) \int_\delta^{t-\varepsilon} \xi_\alpha (t) \, d\theta
\]
\[
\times \int_\delta^{t-\varepsilon} \theta \xi_\alpha (t) \, d\theta
\]
In the following, we will consider the Lagrange problem (P).

4. Optimal Control Results

In the following, we will consider the Lagrange problem (P).

Find a control pair \((x^0, u^0) \in PC(J, X) \times U_{ad}\) such that

\[
\mathcal{J}(x^u, u) \leq J(x^u, u), \quad \forall (x, u) \in PC(J, X) \times U_{ad},
\]

where

\[
\mathcal{J}(x^u, u) = \int_0^b \mathcal{L}(t, x^u(t), u(t)) \, dt,
\]

and \(x^u\) denotes the mild solution of system (1) corresponding to the control \(u \in U_{ad}\).

For the existence of solution for problem (P), we shall introduce the following assumption.

\(H(6)\): The function \(\mathcal{L} : J \times X \times Y \rightarrow R \cup \{\infty\}\) satisfies the following.

(i) The function \(\mathcal{L} : J \times X \times Y \rightarrow R \cup \{\infty\}\) is Borel measurable;

(ii) \(\mathcal{L}(t, \cdot, \cdot)\) is sequentially lower semicontinuous on \(X \times Y\) for almost all \(t \in J\);

(iii) \(\mathcal{L}(t, x, \cdot)\) is convex on \(Y\) for each \(x \in X\) and almost all \(t \in J\);

(iv) there exist constants \(c \geq 0, d > 0, \varphi\) is nonnegative, and \(\varphi \in L^1(J, R)\) such that

\[
\mathcal{L}(t, x, u) \geq \varphi(t) + c\|x\|_X + d\|u\|_Y^p.
\]

Next, we can give the following result on existence of optimal controls for problem (P).

**Theorem 13.** Let the assumptions of Theorem 12 and \(H(6)\) hold. Suppose that \(B\) is a strongly continuous operator. Then Lagrange problem (P) admits at least one optimal pair; that is, there exists an admissible control pair \((x^0, u^0) \in PC(J, X) \times U_{ad}\) such that

\[
\mathcal{J}(x^0, u^0) = \int_0^b \mathcal{L}(t, x^0(t), u^0(t)) \, dt \leq \mathcal{J}(x^u, u),
\]

\[
\forall (x^u, u) \in PC(J, X) \times U_{ad}.
\]
By \( H(3) \)(ii), we have
\[
\eta_1 (t) = \left\| \sum_{i=1}^{n} S_{\alpha} (x^m (t_i) - x^0 (t_i)) \right\| \leq M \sum_{i=1}^{n} \| x^m - x^0 \| \rightarrow 0, \quad as \ m \rightarrow \infty.
\]
Using Lemma 10(i) and by \( H(2) \)(ii), one can obtain
\[
\eta_2 (t) = \int_{0}^{t} \left\| S_{\alpha} (x^m (s) - x^0 (s)) \right\| ds 
\leq ML_f \int_{0}^{t} \left\| x^m (s) - x^0 (s) \right\| ds.
\]
Similarly, one has
\[
\eta_3 (t) = \int_{0}^{t} (t - s)^{p-1} \times \left\| T_{\alpha} (x^m (s) - x^0 (s)) \right\| ds
\leq M \left( \frac{p-1}{p\alpha - 1} \right) ^{(p-1)/p} \left\| x^m - x^0 \right\| \rightarrow 0, \quad as \ m \rightarrow \infty.
\]
Since \( B \) is strongly continuous, we have
\[
\left\| Bu^m - Bu^0 \right\|_{L^p(J,Y)} \rightarrow 0 \quad as \ m \rightarrow \infty,
\]
which implies
\[
\eta_3 (t) \rightarrow 0 \quad as \ m \rightarrow \infty.
\]
Thus
\[
\left\| x^m (t) - x^0 (t) \right\| \leq \eta_1 (t) + \eta_3 (t)
+ ML_f \int_{0}^{t} \left\| x^m (s) - x^0 (s) \right\| ds
\leq [\eta_1 (t) + \eta_3 (t)] E_1 \left( ML_f b \right).
\]
This yields that
\[
x^m \stackrel{S}{\rightarrow} x^0 \quad in \ PC(J,X) \quad as \ m \rightarrow \infty.
\]
Note that \( H(6) \) implies all of the assumptions of Balder (see [18], Theorem 2.1) are satisfied. Hence, by Balders theorem, we can conclude that \( (x, u) \rightarrow \int_{0}^{b} \mathcal{L}(t, x(t), u(t)) dt \)
is sequentially lower semicontinuous in the strong topology of \( L^1(J,X) \). Since \( L^p(J,Y) \subset L^1(J,Y) \), \( \mathcal{F} \) is weaker lower semicontinuous on \( L^p(J,Y) \), and since, by \( H(6) \)(iv), \( \mathcal{F} \rightarrow -\infty \), \( \mathcal{F} \) attains its infimum at \( u_0 \in U_{ad} \); that is,
\[
\rho = \lim_{m \rightarrow \infty} \int_{0}^{b} L(t, x^m (t), u^m (t)) dt
\geq \int_{0}^{b} L(t, x^0 (t), u^0 (t)) dt = f (x^0, u^0) \geq \rho.
\]
The proof is completed. \( \square \)

5. An Example

Consider the following initial-boundary value problem of fractional impulsive parabolic control system
\[
\frac{\partial^{\alpha}}{\partial t^{\alpha}} x(t, y) = \frac{\partial^2}{\partial y^2} x(t, y) + I_{1-\alpha} (e^{-t} + \frac{1}{t + 10}) x(t, y)
+ \int_{0}^{1} q(y, \tau) u(\tau, t) d\tau, \quad t \in J' = [0,1], \; y \in [0,\pi],
\Delta x(\frac{1}{2}, y) = x(\frac{1}{2}, y), \; x(0, y) = x(1, y), \; y \in [0,\pi],
\]
\[
x(t, 0) = x(t, \pi) = 0, \quad t \in \bar{J} = [0,1],
x(0, y) = x_0 (y), \; y \in [0,\pi]
\]
with the cost function
\[
J(x, u) = \int_{0}^{1} \int_{0}^{\pi} \left\| x(t, y) \right\|^2 dy dt + \int_{0}^{1} \int_{0}^{\pi} \left\| u(t, y) \right\|^2 dy dt,
\]
where \( \alpha = 1/2, q : [0,1] \times [0,1] \rightarrow R \) is continuous, \( u \in L^2(J, [0,1]), b_1 \in L^2(J) \).
Take \( X = Y = L^2[0,\pi] \) and the operator \( A : D(A) \subset X \rightarrow X \) is defined by
\[
A \omega = \omega'',
\]
where the domain \( D(A) \) is given by
\[
\{ \omega \in X : \omega, \omega' \text{ are absolutely continuous,} \; \omega'' \in X, \; \omega(0) = \omega(\pi) = 0 \}.
\]
Then \( A \) can be written as
\[
A \omega = \sum_{n=1}^{\infty} n^2 \omega_n \omega_n, \quad \omega \in D(A),
\]
where \( \omega_n (x) = \sqrt{2/\pi} \sin nx \; (n = 1, 2, \ldots) \) is an orthonormal basis of \( X \). It is well known that \( A \) is the infinitesimal
generator of a compact semigroup $T(t)$ ($t > 0$) in $X$ given by

$$T(t)x = \sum_{n=1}^{\infty} \exp^{-n^2 t} (x, x_n) x_n, \quad x \in X,$$

$$\|T(t)\| \leq e^{-t} \leq 1 = M,$n

$$f(t, x(t), y(t)) = e^{-t} + \frac{1}{(t+10)} x(t, y),$$

$$I_k(x(t, y)) = \frac{\|x(y)\|}{5},$$

$$B(t, y) = \left[ \int_0^1 q(y, \tau) u(t, \tau) d\tau \right].$$

(63)

It is easy to see that

$$\|f(t, x(t))\| \leq \sqrt{\pi} e^{-t} + \frac{1}{10} \|x(t)\|,$n

$$\|I_k(x(t))\| \leq \frac{\|x(t)\|}{5},$$

$$\|f(t, x(t)) - f(t, y(t))\| \leq \frac{1}{10} \|x - y\|,$n

$$\|I_k(x(t)) - I_k(y(t))\| \leq \frac{1}{5} \|x - y\|,$n

and then

$$\left( \sum_{i=1}^{n} h_i + \theta b \right) M = \left( \frac{1}{5} + \frac{1}{10} \times 1 \right) \times 1 < 1.$$ (64)

Hence, all the conditions of Theorem 12 are satisfied, and system (58) has a unique optimal solution.
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