Locating the eigenshield of a network via perturbation theory
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The functions of complex networks are usually determined by a small set of vital nodes. Finding the best set of vital nodes (eigenshield nodes) is critical to the network’s robustness against rumor spreading and cascading failures, which makes it one of the fundamental problems in network science. The problem is challenging as it requires to maximize the influence of nodes in the set while simultaneously minimizing the redundancies between the set’s nodes. However, the redundancy mechanism is rarely investigated by previous studies. Here we introduce the matrix perturbation framework to find a small “eigenshield” set of nodes that, when removed, lead to the largest drop in the network’s spectral radius. We show that finding the “eigenshield” nodes can be translated into the optimization of an objective function that simultaneously accounts for the individual influence of each node and redundancy between different nodes. We analytically quantify the influence redundancy that explains why an important node might play an insignificant role in the “eigenshield” node set. Extensive experiments under diverse influence maximization problems, ranging from network dismantling to spreading maximization, demonstrate that the eigenshield detection trends to significantly outperforms state-of-the-art methods across most problems. Our findings shed light on the mechanisms that may lie at the core of the function of vital nodes in complex network.

I. INTRODUCTION

A core problem in the physics of complex systems concerns the identification of “vital” nodes that play a fundamental role in the structure and dynamics of complex networks, e.g., for population immunization, spreading maximization in epidemic processes, optimal network percolation [1⁻³]. Finding the vital nodes (eigenshield nodes) for a network’s structural robustness can help optimize vaccination strategies [4], prevent the collapse of infrastructure systems [5] and ecosystems [6, 7]. In parallel, from a dynamic perspective, determining the eigenshield nodes has far-reaching implications for viral marketing campaigns [5] and epidemic spreading processes [6, 7]. The search for eigenshield nodes can be translated into well-defined “influence maximization problems” (IMPs) [2, 11⁻¹⁴]. Solving IMPs typically requires not only to maximize the influence of the nodes included in the eigenshield node set, but also to simultaneously minimize their redundancy [2, 16]. Yet we still lack an analytic method to quantify the redundancy of a given node set and its relationship with the detection of optimal eigenshield nodes.

Here we introduce a theoretical framework to find a small “eigenshield” set of nodes that, when removed, lead to the largest drop in the network’s spectral radius. The rationale behind this problem is that the spectral radius plays a key role for diverse structural and dynamical properties of complex networks, including the epidemic threshold [17], linear threshold dynamics [8], and network robustness [18]. As a direct consequence, we expect the eigenshield nodes to play a fundamental role for diverse structural properties and dynamical processes on the network.

We use network perturbation theory [19] to map the eigenshield detection problem into the optimization of an objective eigenshield function, which features two components: (a) a positive “influence” contribution, which represents the sum of the influences the eigenshield nodes would have if they were to be considered independently, and (b) a negative “redundancy” contribution, which represents the redundancy term (“overlapping influence”, OF for short) that results from the nodes’ underlying interactions inside the eigenshield node set. We show that the previously-neglected redundancy term explains why a central node according to traditional centrality metrics [2, 20⁻²²] might play an insignificant role in the eigenshield node set. We then develop an optimization method to optimize the eigenshield function, and to identify the eigenshield nodes.

Analysis of 40 empirical networks reveals that our method outperforms state-of-the-art (heuristic and deep learning based) centralities [1, 2, 4, 10⁻²³] in both the spectral radius minimization problem and a set of other IMPs— including the problem of the dismantling of a network’s giant component [2, 23], maximizing the spreading coverage in the linear threshold model [5], the susceptible-infected-susceptible (SIS) model, and the susceptible-infected-recovered (SIR) model [6]). Unlike the eigenshield nodes identified by the state-of-the-art methods, the eigenshield nodes identified by the proposed method exhibit large cumulative influence and small overlapping influence. Eigenshield nodes detected by the state-of-the-art methods can exhibit a large cumulative influence; however, their redundancy is also high, which can degrade their performance. Taken together,
these findings point to the large redundancy between the
detected nodes as the main drawback of the state-of-
the-art methods, and indicate the removal of redundant
nodes from the eigenshield set as a viable pathway to
overcoming this limitation.

II. RESULTS

A. Set influence

We consider an arbitrary structural perturbation of a
symmetrical $N \times N$ adjacency matrix, $A$, whose elements
are denoted as $a_{ij}$, $a_{ij} = 1$ if there is an edge between
node $i$ and $j$, and $a_{ij} = 0$ otherwise. We parametrize
the perturbation as $A' = A + \varepsilon P$, where $\varepsilon$ denotes an
arbitrary small real number, and $P$ denotes an arbitrary
perturbation matrix. The terms $\{\mu_i\}$ and $\{v_i\}$ denote the
eigenvalues and corresponding eigenvectors of $A$ (with
$\mu_1 \geq \mu_2 \geq \ldots \geq \mu_N$, $|v_i|^2 = 1$). The eigenvalues $\{\mu'_i\}$ of
the perturbed matrix, $A'$, can be approximated by $\mu_i' \approx \mu_i + \varepsilon (v_i^T P v_i)$ [10] (See Appendix E for the derivation).

We interpret the removal of a set of nodes from a given
network as a perturbation. Particularly, removing a set $S$ of
nodes causes the loss of all edges $E_S = \{(i, j) | i \in S \text{ or } j \in S\}$ attached to nodes in $S$. Hence, the removal
of the nodes in $S$ can be represented by an $N \times N$ per-
turbation matrix $R$, whose element $r_{ij} = a_{ij}$ if $i \in S$ or $j \in S$, and $r_{ij} = 0$ otherwise. After removing the
edges attached to the node set, the adjacency matrix of the
remaining network is $A' = A - R$. By assuming that $|S| \ll N$ and replacing $\varepsilon = -1$ and $P = R$, we obtain $\mu'_i \approx \mu_i - \Delta \mu_i$ for $\mu'_i$ ($i = 1, 2, \ldots, N$), with

$$\Delta \mu_i(S) = v_i^T R v_i = 2 \sum_{(a,b) \in E_S} v_{ia} v_{ib} = \sum_{(a,b) \in E_S} s_{iab},$$

(1)

where we define the link-level score $s_{iab} = 2 v_{ia} v_{ib}$, repre-
senting the decrease in eigenvalue $\mu_i$ induced by removing
the edge $(a, b)$, and $v_{ia}$ denotes the $a$-th entry of the
eigenvector $v_i$. We refer to Eq. (1) as the set influence
of $S$. The term $\Delta \mu_i(S)$ is the sum of the eigenvalues
decreased by the removal of edge attached to the
removed nodes. Notably, we only consider the first-order
approximation of $\mu'_i$. The first-order approximation of $\mu'_i$
is sufficiently accurate when a small fraction of nodes is
removed (See Appendix Fig. 11 for the empirical illus-
tration).

To reveal the relation between the set influence and in-
fluence of the individual node, we note that if we remove
a single node $u$, the decrease in eigenvalues is as follows:

$$\Delta \mu_i(u) = \sum_v a_{uv} s_{iuv},$$

(2)

which we refer to as the node influence. However, the set
influence $\Delta \mu_i(S)$ is not simply the sum of the influence
scores of the nodes in $S$. The set influence can also be

expressed as follows:

$$\Delta \mu_i(S) = \Delta \mu_{i,\text{cum}}(S) - \Delta \mu_{i,\text{ov}}(S),$$

(3)

where $\Delta \mu_{i,\text{cum}}(S) := \sum_{u \in S} \Delta \mu_i(u)$ represents the cu-
mulative influence of the nodes in $S$, considered inde-
dependently, and $\Delta \mu_{i,\text{ov}}(S)$ represents the OI of the nodes
in $S$, defined as follows:

$$\Delta \mu_{i,\text{ov}}(S) = \sum_{(a,b) \in E^S_{\text{og}}} s_{iab},$$

(4)

where $E^S_{\text{og}} = \{(i,j) | i \in S \text{ and } j \in S\}$. We refer to Sec-
tion IV for the derivation of Eq. (3). Intuitively, when we
calculate the set influence, each edge should be calculated
only once in Eq. (1). However, the cumulative influence
term counts the edges between nodes in $S$ twice, with
one extra contribution removed from the set influence
function (the OI term in Eq. (4)).

Eq. (2) describes the scenario that $S$ only has a single
node $u$. With the increase of $|S|$, the contribution of node
$u$ to the set influence $\Delta \mu_i(S)$ is

$$\Delta \mu_i(u) = \Delta \mu_i(S) - \Delta \mu_i(S \setminus u) = \sum_{v \in S} a_{uv} s_{iuv}. $$

(5)

The eigenshield $\tilde{\Delta \mu_i}(u)$ is determined by both the edges
attached to $u$ and the set $S$. With the increase of $|S|$, the
neighbors of $u$ are likely to be chosen and added to
$S$, leading to the decrease of $\tilde{\Delta \mu_i}(u)$. When $\tilde{\Delta \mu_i}(u)$ is
small enough, node $u$ plays an insignificant role for the set
influence of $S$ and should be removed from the eigenshield
node set.

If the perturbation preserves the order of the eigen-
values (i.e., if $\mu_i > \mu_j$ implies $\mu'_i > \mu'_j$), the problem of
determining the set $S$ that maximizes the decrease in the
largest eigenvalue is equivalent to maximizing $\Delta \mu_1(S)$. How-
ever, in general, this was not the case. The precise
formulation involves determining the set $S$ that mini-
izes $\lambda_1(S) = \max_{i \in \{1, \ldots, N\}} \{\mu_i - \Delta \mu_i(S)\}$. To save com-
putational time, in practice, we can achieve satisfactory
accuracy by considering only the largest $h$ original eigen-
values and minimizing

$$\tilde{\lambda}_1(S) = \max_{i \in \{1, \ldots, h\}} \{\mu_i - \Delta \mu_i(S)\},$$

(6)

where $h \ll N$ denotes a small positive number. There
is no principled criterion for setting $h$. Increasing $h$ in-
creases the precision at the cost of higher computational
time. The empirical results suggest that a small value of
$h$ is sufficient to achieve high precision. In the experi-
ments, we set $h = 20$ unless otherwise stated; the results
obtained are robust with respect to variations in $h$.

B. Eigenshield and optimization method

We then introduce a greedy method to minimize $\tilde{\lambda}_1(S)$.
We start from an empty set, $S = \emptyset$, and at each step,
we select and include the candidate node \( u \notin S \) that minimizes \( \lambda_1(S \cup \{u\}) \). After the new node \( u \) is added, we remove all nodes \( v \in S \) from \( S \) that contributes to \( \lambda_1 \) less than \( u \). The contribution of an individual node \( u \) to \( \lambda_1 \) (eigenshield value) is defined as

\[
\tilde{\lambda}_1(u) = \tilde{\lambda}_1(S \setminus \{u\}) - \lambda_1(S).
\]  

(7)

The addition of a new node and the removal of weaker contributors are repeated until the process converges, i.e. until we obtain a fixed number of nodes. It is noticed that \( \lambda_1(u) \) in Eq. 7 is degenerated into \( \Delta \mu_1(u) \) in Eq. when we set \( h = 1 \).

Despite its conceptual simplicity, the greedy algorithm has high time complexity because it requires the calculation of the eigenvalues and corresponding eigenvectors of the adjacency matrix \( A \), which has time complexity \( O(N^3) \). To overcome this issue, herein we propose a highly scalable method based on a simplified influence function. The function weighs the decreases in eigenvalues with the magnitude of every original eigenvalue, reflecting the property that the largest eigenvalue of the perturbed matrix \( A' \) tends to be mostly determined by the variations in the largest original eigenvalues of matrix \( A \). Therefore, we introduce the weighted sum, \( w(S) = \sum_{i=1}^N \mu_i \Delta \mu_i(S) \). Using Eq. 1, \( w(S) \) can be reduced to:

\[
w(S) = \sum_{i \in S} k_i - \frac{1}{2} \sum_{i \in S} k_i^{(\text{int})}(S)
\]  

(8)

where \( k_i^{(\text{int})}(S) = \sum_{j \in S} a_{ij} \) denotes the internal degree of node \( i \) within the set \( S \). Based on the described analysis, the IMP problem is rephrased of determining a set of nodes \( S \) to maximize \( w(S) \). We maximize \( w(S) \) using a similar greedy algorithm to that used to minimize \( \lambda_1(S) \). The difference is that at each step, we select a node to maximize \( w(S) \). In addition, the removal of previous nodes is based on the reduced eigenshield,

\[
w(u) = w(S) - w(S \setminus \{u\}) = k_i - k_i^{(\text{int})}(S).
\]  

(9)

In fact, the \( \tilde{\lambda}_1(S) \)-based greedy algorithm directly optimizes the OI in Eq. 4, and we refer to the corresponding set detection method as the OI method, whereas the \( w(S) \)-based greedy algorithm optimizes the simplified OI in Eq. 8, and we refer to the corresponding set detection method as the SOI method.

Before proceeding with extensive performance validation, we focus on the major differences between the SOI and state-of-the-art methods. Similar to Eq. 9, the influence function \( w(S) \) is decomposed as the difference between a term representing the cumulative influence of the nodes in \( S \) (\( \sum_{i \in S} k_i \)), and a term quantifying the degree of internal connectedness of the nodes in \( S \) (proportional to \( \sum_{i \in S} k_i^{(\text{int})}(S) \)). A set with high influence, \( w(S) \), is simultaneously characterized by a large cumulative influence of its individual nodes and a low degree of internal connectedness. The latter property ensures that there is minor significant redundancy in the network paths that connect the detected nodes. Elder significant nodes that have large redundancy with fresh nodes could be identified and removed from the eigenshield node set.

To appreciate the role of SOI on the optimal set selection, we visually compare the optimal sets by the SOI and state-of-the-art methods.
We begin by considering a single network. We compared the performance of the OI and SOI methods (to minimize $\lambda_1(S)$ and maximize $\pi(S)$, respectively) against those of nine state-of-the-art methods: high degree (HD) [2], betweenness centrality (BC) [20], PageRank (PR) index [23], eigenvector centrality (EC) [19], K-shell index [9], belief propagation index [22], collective influence (CI) [11], non-backtracking matrix (NBM) index [21], and FINDER index (a reinforcement learning method) [26]. We refer to Appendix A for the details of the state-of-the-art methods. Figure 3 shows the performance of the eleven methods in the PDZBase network. In Fig. 2, the proposed methods outperformed the other methods in terms of $\mu_1'$. To further validate the methods, we consider the eigenvalue minimization problem directly addressed by the OI and SOI methods, as well as two well-studied IMPs: the structural problem of determining the set of nodes whose removal causes the biggest decrease in the size of the giant component (network dismantling problem [1]), and the functional problem of determining the set of nodes that maximize the spreading of information under the linear threshold model (spreading maximization problem [8]). Beyond analyzing a single dataset, we analyzed 40 empirical and 6 synthetic networks (see Appendix B for the dataset details). For each network and IMP, we ranked the eleven methods based on their performance. Hence, for each IMP, the overall performance of a method is defined as the average performance of the method over the 46 analyzed datasets. For the eigenvalue minimization problem, we consider a measure $R_{\mu_1}$ to summarize the performance of a method in a given network:

$$R_{\mu_1} = \frac{1}{Q} \sum_{|S|=1}^{Q} \mu_1'(S),$$

where $Q$ and $\mu_1'(S)$ denote the number of removed nodes and the largest eigenvalue after removing the nodes in $S$, respectively, and $R_{\mu_1}$ represents the average largest eigenvalue within $q = [S]/N \in [1/N, Q/N]$. In the calculation, we only considered a small fraction of removed nodes and set $Q = [0.2N]$. Similarly, we define the average giant component ($R_G(S) = \frac{1}{Q} \sum_{|S|=1}^{Q} G(S)$), where $G(S) \in [0, 1]$ denotes the relative size of the giant connected component after removing the nodes in $S$. The average coverage for the linear threshold model is $R_{\sigma}(S) = \frac{1}{Q} \sum_{|S|=1}^{Q} \sigma(S)$, where $\sigma(S)$ denotes the fraction of activated nodes in the processes initiated by the nodes in $S$. For each empirical network, we rank the eleven methods by $R_{\mu_1}$, $R_G$, and $R_{\sigma}$. The overall performance of a method is defined as the average ranking score of the method across the 46 analyzed datasets. The SOI method achieves optimal or nearly optimal performance for the three evaluation metrics considered here, ($R_{\mu_1}$, $R_G$, and $R_{\sigma}$), as shown in Fig. 4. Moreover, in the eigenvalue minimization problem, among the 40 analyzed real networks, the SOI method performs the best in 28 networks (70%), whereas the CI method performs the best in only three networks (7.5%). The SOI method achieves a considerably lower average $R_{\mu_1}$ and a better average ranking than the state-of-the-art methods (Fig. 3a and Appendix Fig. 7). In the eigenvalue minimization problem, the optimal performance of the SOI method is reasonable, given that the method was introduced to solve this specific problem. However, we show that the performance of the SOI method is also nearly optimal or optimal in the giant component and spreading coverage problems, indicating better generalization properties associated with the SOI method than with other methods. In particular, in the giant component problem, among the 40 analyzed real networks, the SOI and CI methods performed the best in 14 (35%) and 5 (20%) networks, respectively. Surprisingly, even though the SOI was not specifically designed to solve the giant component problem, it is the best-performing method in a larger number of networks than the current state-of-the-art method (CI). According to the average $R_G$, the CI is the best-performing method, as expected from previous studies.
FIG. 3. Methods’ average performance. Average $R_{\mu}$, $R_G$, and $R_{\sigma}$ for the analyzed methods. The SOI method achieves the best performance in terms of $R_{\mu}$ and $R_{\sigma}$, and near-best performance in $R_G$.

However, the SOI exhibits a comparable performance, being outperformed by the CI method by less than 2%. The other methods perform substantially worse than CI and SOI.

For the spreading maximization problem, over the analyzed 40 real networks, the SOI performed the best in 24 (60%) networks. Other popular metrics for the identification of influential spreaders, such as the K-shell, NBM, and EC, exhibit worse performance than SOI. The main reason is that the three methods (K-shell, NBM, and EC) were aimed at characterizing the importance of a single node rather than multiple nodes. As $|S|$ increases, the OI mechanism plays a significant role in the set influence, which degrades the performance of the K-shell, NBM, and EC methods.

In addition to the above IMPs, we also studied the influence blocking problem for two epidemic spreading models in the supercritical regime: the SIS and SIR models. The results are in qualitative agreement with those of the coverage maximization problem, in which the proposed method substantially outperform the existing methods (see Appendix C for all the details, and Appendix D for the results).

To better understand the superior performance of the SOI method over state-of-the-art methods, we compare the cumulative degree of the detected nodes and the internal connectedness between the detected nodes in the Euroroads network (see Fig. 4). Internal connectedness is represented by the OI between detected nodes. The simplified set influence $w(S)$ consists of two parts: the cumulative degree of nodes (the first part of the right-hand side (r.h.s.) of Eq. [5]), $k_{sum} = \sum_{i \in S} k_i$, and the edges between eigenshield nodes (defined by the second part of the r.h.s. of Eq. [5]), $k_{int} = \frac{1}{2} \sum_{i \in S} k_i^{(int)}(S))$. Since $w(S) = k_{sum} - k_{int}$, to maximize $w(S)$, we should maximize $k_{sum}$ and simultaneously minimize $k_{int}$. In Fig. 4 the SOI method maximizes the $w(S)$ in Eq. [5], having the largest cumulative degree of nodes, but low internal connectedness. In contrast, the state-of-the-art methods only consider the node influence and exhibit considerable OIs between nodes. Therefore, they cannot achieve the maximum $w(S)$. (See Appendix Fig. 13 for the similar results in other networks.)

III. CONCLUSION

To summarize, we develop a theoretical framework to detect the eigenshield of a network, namely, the small set of nodes that, when removed, causes the largest drop in the network’s spectral radius. The identification of the eigenshield nodes is rephrased as the problem of optimizing the set influence function, which is solved through a greedy algorithm scaled for large complex networks. The proposed method could remove insignificant nodes from the eigenshield nodes, in contrast with classical meth-
ods that only add new nodes to maximize the influence of eigenshield node set. The method proposed herein not only exhibits optimal or nearly optimal performance in diverse influence maximization problems compared to the state-of-the-art methods, but the influence redundancy also explains the drawbacks of the classical methods. Although differences in the specifications of network dynamics can affect the performance of the methods, our findings point toward a method to identify eigenshield nodes of complex networks with better generalization properties than existing methods.

While our study focused on monopartite networks, many real-world systems (such as social and transportation networks) can be alternatively described as networks of interacting networks, higher-order effects, and temporal effects. Future research may generalize the proposed method to more complex representations, which will require the development of matrix perturbation techniques for appropriate matrix representations of the interactions (e.g., adjacency tensors).

IV. MATERIALS AND METHODS

A. Network perturbation

We parameterize the perturbation of a network as \( A' = A + \varepsilon P \), where \( \varepsilon P \) denotes an arbitrary perturbation matrix. The terms \( \{\mu_i\} \) and \( \{v_i\} \) denote the eigenvalues and corresponding eigenvectors of \( A \) (with \( \mu_1 \geq \mu_2 \geq \ldots \geq \mu_N, ||v_i||_2 = 1 \)). Similarly, \( \{\mu_i'\} \) and \( \{v_i'\} \) denote the eigenvalues and corresponding eigenvectors of \( A' \). According to the algebraic theory, the eigenvalues \( \{\mu_i'\} \) of the perturbed matrix, \( A' \), can be expressed by the Taylor series as

\[
\mu_i' = \mu_i'(\varepsilon, P) = \mu_i + \sum_{j=1}^{+\infty} k_{i,j} \varepsilon^j,
\]

where \( k_{i,j} \) represents the \( j \)-th order Taylor coefficient for eigenvalue \( \mu_i' \). We can derive an analytical expression for the first-order Taylor coefficient

\[
k_{i,1} = \frac{v_i^Tv_i}{||v_i||_2^2},
\]

(12)

where \( ||v_i||_2 = 1 \) (See Appendix E for the derivation). Equation 12 forms the basis of our method for identifying a set of eigenshield nodes.

B. Eigenvalue-based influence of nodes

We treat the node removal as network perturbation. The perturbation matrix \( \mathbf{R} = (r_{ij})_{N \times N} \) should be \( r_{ii} = r_{ji} = a_{ij} \) if the endpoints \( i \in \mathcal{S} \) or \( j \in \mathcal{S} \); \( r_{ij} = 0 \) otherwise. Based on Eq. 12, the eigenvalues of the remaining network's adjacency matrix \( \mathbf{A}' = \mathbf{A} + \varepsilon \mathbf{R} \) (\( \varepsilon = -1 \)) are

\[
\mu_i(\varepsilon = -1) \approx \mu_i - \sum_{(a,b) \in \mathcal{E}_s} \varepsilon_{ab}v_{a}v_{b},
\]

(13)

where \( |v_i| = 1 \). Recalling Eqs. 1-3, the influence overlap among the eigenshield nodes is the sum of individual influence minus the set influence,

\[
\Delta \mu_{i,ov}(\mathcal{S}) = \sum_{a \in \mathcal{S}} \Delta \mu_i(a) - \Delta \mu_i(\mathcal{S}).
\]

(14)

Particularly, we investigate the influence overlap between two eigenshield nodes,

\[
\Delta \mu_{i,ov}(a, b) = \Delta \mu_i(a) + \Delta \mu_i(b) - \Delta \mu_i(\{a, b\}) = s_{ab},
\]

(15)

which actually means the influence of the common edge between two nodes \( a \) and \( b \). Furthermore, the influence overlap among nodes in a set is

\[
\Delta \mu_{i,ov}(\mathcal{S}) = \sum_{(a, b) \in \mathcal{E}_s^\mathcal{S}} s_{ab} = \sum_{(a, b) \in \mathcal{E}_s^\mathcal{S}} \Delta \mu_{i,ov}(a, b).
\]

(16)

When minimizing the largest eigenvalue of \( A' \), we should consider all \( \mu_i, i = 1, 2, \ldots, N \) (Eq. 2) that is of high time complexity. Note that the \( \lambda_1 \) is more likely to be determined by the decrease of large \( \mu_i \) than small \( \mu_i \), we introduce the weighted sum of \( \Delta \mu_i(\mathcal{S}) \),

\[
w(\mathcal{S}) = \sum_i \mu_i \Delta \mu_i(\mathcal{S}),
\]

(17)

Hence, the problem of minimizing \( \lambda_1 \) is rephrased of maximizing \( w(\mathcal{S}) \) in Eq. 17.

For the undirected networks, supposing that there are no multiplicity eigenvalues, the symmetric matrix could be decomposed into

\[
A = [v_1, v_2, ..., v_N] \begin{bmatrix} \mu_1 & 0 & \cdots & 0 \\ 0 & \mu_2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & \mu_N \end{bmatrix} [v_1, v_2, ..., v_N]^T.
\]

(18)

Equation 18 actually represents the eigenvector decomposition, from which we get \( \sum_i \mu_i s_{ab} = \sum_i \mu_i v_{ia}v_{ib} = 1 \) if \( (a, b) \in \mathcal{E} \). Combining Eqs. 17 and 18, we can abbreviate Eq. 17 into

\[
w(\mathcal{S}) = 2 \left( \sum_{i \in \mathcal{S}} k_i - \sum_{i \in \mathcal{S}, j \in \mathcal{S}, i < j} a_{ij} \right),
\]

(19)

where \( k_i \) is the degree of node \( i \). Neglecting the constant term, we arrive at Eq. 8 (we rewrite it here),

\[
w(\mathcal{S}) = \sum_{i \in \mathcal{S}} k_i - \frac{1}{2} \sum_{i \in \mathcal{S}} k_i^{(\text{int})}(\mathcal{S}),
\]

(20)

\( w(\mathcal{S}) \) means the sum of edges attached to eigenshield nodes. Note that in Eq. 20 the first term of the r.h.s of Eq. 20 is the cumulative sum degree of all eigenshield nodes, while the second term is the edges between eigenshield nodes that mean influence redundancy.
C. Optimization algorithm

We first directly optimize $\tilde{\lambda}_1$, and then optimize $w(S)$ to reduce time complexity.

Optimizing $\tilde{\lambda}_1$: The algorithm of OI is as follows:

1. Initially, the eigenshield node set is empty, $S = \emptyset$. The aim is to choose a fixed size of eigenshield nodes that minimize the largest eigenvalue of the remaining network.
2. Calculate the eigenvalues $\mu_i$ and the corresponding eigenvectors $v_i$ for the adjacency matrix of a network, $|v_i| = 1, i = 1, 2, 3, ... h$.
3. Choose a new candidate node $a (a \notin S)$ and add the node into $S$. The newly chosen node should minimize $\tilde{\lambda}_1$. The decrease of $\tilde{\lambda}_1$ induced by choosing node $a$ is

$$\Delta \tilde{\lambda}_1(a) = \tilde{\lambda}_1(S) - \tilde{\lambda}_1(S \cup a).$$

(21)

4. Re-calculate the contribution of previously chosen nodes to the $\tilde{\lambda}_1$. Because of the influence overlap mechanism in Eq. 13, the previously chosen nodes may have much influence overlap with newly chosen nodes. Thus, the previously important nodes may be insignificant after adding new nodes into $S$. The contribution of a previous node $m$ (in $S$) to the $\tilde{\lambda}_1$ is evaluated by

$$\Delta \tilde{\lambda}_1(m) = \tilde{\lambda}_1(S' \setminus m) - \tilde{\lambda}_1(S'),$$

(22)

where $S' = S \cup a$ and $S' \setminus m$ is the remaining set by removing node $m$ from $S'$. Here, we choose the node with the smallest $\Delta \tilde{\lambda}_1(m), m \neq a$. If $\Delta \tilde{\lambda}_1(m) < \Delta \tilde{\lambda}_1(a)$, we remove the previously chosen node $m$ from set $S$; otherwise skip the step. This procedure actually means removing redundant nodes from $S'$.

5. Repeat step 3–4 to choose the fix size of eigenshield nodes.

The proposed OI method is a greedy algorithm that minimizes Eq. 6. Note that the key issue of the algorithm is step 3 and step 4 that simultaneously add marginal eigenshield nodes and remove existing chosen nodes, which reduces the influence overlap between eigenshield nodes. Consequently, the set influence could be maximized.

Optimizing $w(S)$: The algorithm of SOI is as follows:

1. Initially, the set of eigenshield nodes is empty, $S = \emptyset$. The aim is to choose a fixed size of eigenshield nodes that maximize $w(S)$ in Eq. 20.
2. At every step, we choose a new eigenshield node $a$ and add the node into $S$. The newly chosen node should maximize $w(S)$ (Eq. 20). The increase of $w(S)$ induced by choosing node $a$ is

$$w(a) = w(S \cup a) - w(S) = \sum_{k \in V \setminus S} a_{ak}.$$  

(23)

The newly added node is actually the one with the largest degree after removing the node set $S$.

3. Re-calculate the contribution of previously chosen nodes to the $w$. The contribution of a previous node $m$ (in $S$) to the $w$ means the decrease of $w$ if we remove the node $m$ from $S$, which is evaluated by

$$\Delta w(m) = w(S') - w(S' \setminus m) = \sum_{k \in V \setminus S'} a_{mk}.$$ 

(24)

where $S' = S \cup a$. $\Delta w(m)$ actually means the size of connections between $m$ and the remaining network after removing the node set $S'$. Here, we choose the node with the smallest $\Delta w(m), m \neq a$. If $\Delta w(m) < \Delta w(a)$, we remove the node $m$ from set $S'$; otherwise skip the step. This procedure actually means removing redundant nodes from $S'$.

4. Repeat step 2–3 to choose the fix number of eigenshield nodes.

In the proposed algorithms (OI and SOI), we only use a greedy strategy to optimize the objective function that might only reach local optimization. Other better intelligence algorithms may be introduced to optimize Eq. 20 (See the optimization methods in the supplementary of ref. 1). In the experiments, the simple greedy algorithm still arrives at perfect performance.

D. Analysis of the time complexity

For the algorithm OI, we require calculating the eigenvalues and the corresponding eigenvectors that scales as $O(N^3)$. At each step, a candidate node is chosen by traversing the relevant eigenvectors that scale $O(h |E|)$, where $h$ is a small positive number in Eq. 6. Besides, it needs at least $O(h |S|)$ steps to scan all the chosen nodes to remove insignificant ones who contribute to the $\tilde{\lambda}_1$ less than the new node. Thus, the overall time complexity is $O(N^3 + h |E| + h |S|) = O(N^3)$, where the main time consumption is the calculation of eigenvalues and eigenvectors.

For the algorithm SOI, we do not require to calculate the eigenvalues and eigenvectors explicitly. At every step, we maximize the Eq. 20 that scales as $O(|E|)$. With the size increase of eigenshield nodes, the previous chosen nodes may be excluded from the eigenshield node set. The overall time complexity scales as $O(|E| \cdot |S|)$. For sparse networks, $|E| \propto N$, the time complexity is $O(N \cdot |S|)$.

E. Data set and baseline methods

We consider 40 real-world networks drawn from disparate fields, including infrastructure networks, social networks, protein-protein networks, biological networks, scientific collaboration networks, and so on. Besides, we also generate model networks, including scale free networks and ER networks. Please refer to Appendix B for the dataset details.

We compare our method with nine classical methods: high degree (HD), betweenness centrality (BC), PageR-
ank (PR) index, eigenvector centrality (EC), K-shell index, belief propagation index, collective influence (CI), non-backtracking matrix (NBM), and FINDER index (a reinforcement learning method). Please refer to Appendix A for the details of the state-of-the-art methods.
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Appendix A: Baseline methods

In the section, we introduce the state-of-the-art heuristic and analytical algorithms which are widely used to identify the eigenshield nodes in complex networks. Heuristic methods are based on intuitions about what being a central node means, and therefore, they do not optimize an objective influence function. By contrast, analytical methods usually optimize some objective functions to derive the importance of nodes.

a. Heuristic methods

(a) High-Degree (HD): In the HD method, nodes are ranked by degree, and sequentially chosen by the descending order of degree. The drawback of HD is that some hubs may form tightly-knit groups called “rich-clubs” and HD is inclined to choose the rich-club hubs. Whereas rich-club hubs have much overlapping influence, which limits their set influence.

(b) Betweenness centrality (BC): The betweenness of a node is determined by the number of the shortest paths that pass through the node. The betweenness method selects vital nodes according to the descending order of nodes’ betweenness. Compared with HD, BC could identify some sparse, yet vital nodes. In this work, we use MatlabBGL toolbox to implement the BC centrality.

(c) PageRank (PR): PageRank index was introduced by Brin and Page to rank web pages in Google’s Web search engine, and subsequently found diverse applications across biology, scientometrics, and so on. For an undirected network, the PageRank scores of nodes are calculated by the recursive equation,

\[ s_{t+1} = \alpha P s_t + (1 - \alpha) v, \]

where \( P_{ij} = a_{ij} / d_j \) is the transition matrix. \( v \) is the teleportation vector that is tuned by the parameter \( \alpha \). In the experiments, we set \( \alpha = 0.85 \) and \( v = 1 \). We implement the PageRank and set the initial \( s_0 = 1 \). We iterate Eq. (A1) until the \( |s_{t+1} - s_t| \) is less than 0.01%.

(d) Eigenvector centrality (EC): It utilizes the eigenvector corresponding to the largest eigenvalue of the adjacency matrix. The importance of a node is characterized by the corresponding entry of the eigenvector. Nodes are chosen according to the descending order of the entries of the eigenvector. We directly calculate the eigenvector corresponding to the largest eigenvalue and choose nodes based on the entries of eigenvector.

e. K-shell: K-shell ranking is based on the K-shell decomposition of the network. The importance of a node is the K-shell of the node. The K-shell of a node is calculated by a recursive procedure: Removing the nodes with degree less than \( k' \) iteratively until node \( i \) is removed. The minimal \( k' \) that node \( i \) is removed is the K-shell of the node. K-shell performs well in identifying a single vital node. For multiple nodes, high K-shell nodes also form “rich-clubs” that have much inner connections between vital nodes, which limits the performance. In this work, we use our own implementation of the K-shell.

(f) FINDER: This is a deep reinforcement learning method. The method is trained purely on small synthetic networks and then applied to real networks. At every step, the method chooses a candidate node that minimizes an accumulated normalized connectivity that depends on the applications. In the experiments, we use the trained reinforcement neural model that is released by the authors (see the Github responsibility). The trained reinforcement neural model provides an open API to calculate the vital nodes.

(g) Non-backtracking matrix (NBM): The method utilizes the non-backtracking matrix of a network to evaluate the importance of a node. The non-backtracking matrix was once used to detect communities in sparse networks. Comparing with the EC method that causes most of the weight of the centrality to concentrate on a small number of nodes, NBM avoids the concentration of the weight on a small fraction of nodes. The non-backtracking matrix of a network is \( P_{2m \times 2m} \), with the element \( P_{e_{j}, e_{k-1}} = \delta_{jk} (1 - \delta_{ij}) \), where \( m \) is the number of directed edges. \( \delta_{jk} = 1 \) if \( j = k \); \( \delta_{jk} = 0 \) otherwise. The centralities of nodes by NBM are equal to the first \( n \) elements of the leading eigenvector of the \( 2n \times 2n \) matrix.

\[ M = \begin{pmatrix} A & I - D \\ I & 0 \end{pmatrix}, \]  

where \( A, I, D \) are the adjacency matrix, identity matrix, and the diagonal degree matrix of a network, respectively. Equation (A2) provides a convenient access to evaluate the importance of nodes based on non-backtracking matrix. We implement the Eq. (A2) to calculate the importance of nodes.

(h) Collective Influence (CI): Morone and Makse proposed the collective influence that utilized the non-backtracking matrix to find the optimal vital nodes. After approximately solving the percolation problem, they arrive at a simple formalism to choose vital nodes. The method assigns to node \( i \) the collective influence strength,

\[ CI_t(i) = (k_i - 1) \sum_{j \in \partial Ball(i, \ell)} (k_j - 1), \]

where \( \partial Ball(i, \ell) \) is the set of nodes with \( \ell \)–length from node \( i \). Vital nodes are chosen based on the CI of each node. The method introduces a tunable parameter \( \ell \) to tune the sphere of influence of a node. We implement the CI to calculate the importance of each node. The \( CI_t(i) \) of all remaining nodes are re-calculated when we chose a node and add it into the eigenshield node set.
(i) Belief propagation method (BP): NBM and CI assume that information does not spread back to the previous nodes, and hence neglect the loop structures. A more accurate method is to utilize the belief propagation method (BP) or (message-passing method [37]). The BP algorithm is rooted in the spin glass model. In BP, a recursive process is adopted to calculate the importance of nodes. The probability \( q_i^0(t) \) that a node \( i \) is suitable to be removed from the network is

\[
q_i^0(t) = \frac{1}{1 + e^x \left[ 1 + \sum_{k} \partial_i(t) \frac{1 - q_k^0}{z_{k \rightarrow i}} \right] \prod_{j \in \partial_i(t)} \left[ q_j^0 + q_j^{-1} \right]},
\]

where \( x \) is a tunable parameter and \( \partial_i(t) \) is the set of neighboring nodes of node \( i \) at time \( t \). \( q_i^0(n) \) is the probability that the neighboring node \( j \) is suitable to be removed if node \( i \) is absent at time \( t \), and while \( q_i^0(t) \) is the probability that the neighboring node \( i \) is suitable to be the root node of a tree-like component if node \( i \) is absent at time \( t \). The two marginal probability values \( q_i^0(n) \) and \( q_i^{-1}(n) \) are estimated by a self-consistent belief propagation equation:

\[
q_j^{0^{-1}}(n+1) - q_j^{0^{-1}}(n+1) < 0.01\% \text{ for all edge } (i,j).
\]

Appendix B: Data description

The empirical datasets are all from the konect dataset collection [24]. We treat all networks unweighted and undirected. Besides, we only reserve the giant component of a network to ensure that the network is connected. The details of all networks are as follows:

(1) Facebook ego network: This network consists of ‘circles’ (or ‘friends lists’) from Facebook, which was collected from survey participants using Facebook app. The data has been anonymized by replacing the Facebook-internal ids for each user with a new value.

(2) Reality Mining: This undirected network contains human contact data among 100 students of the Massachusetts Institute of Technology (MIT), collected by the Reality Mining experiment performed in 2004 as part of the Reality Commons project. A node represents a person and an edge indicates that the corresponding nodes had physical contact.

(3) Dbpedia-similar: This is the similarity graph from DBpedia. It contains the “similar to” links between pages of Wikipedia. The network is undirected and does not contain multiple edges.

(4) Gene fusion: This is a gene fusion network. Nodes are genes, and two nodes are connected if the two genes have been observed to have fused during the emergence of cancers.

(5) PDZBase: This is a network of protein-protein interactions from PDZBase.

(6) Jazz: The collaboration network between Jazz musicians. Each node is a Jazz musician and an edge denotes whether two musicians have played together in a band in 2003.

(7) Haggle: The undirected network represents contacts between people measured by carried wireless devices. A node represents a person and an edge shows the contact between persons.

(8) Netscience: This is a network of co-authorships in the area of network science.

(9) Infectious: This network describes the face-to-face behavior of people during the exhibition INFECTIOUS: STAY AWAY in 2009 at the Science Gallery in Dublin. Nodes represent exhibition visitors and edges represent face-to-face contacts that were active for at least 20 seconds.

(10) Elegans: This is the metabolic network of the roundworm Caenorhabditis elegans. Nodes are metabolites (e.g., proteins), and edges are interactions between them.

(11) aS7332: The graph represents the Internet Autonomous Systems (AS) topology. Each AS exchanges traffic flows with some neighbors (peers). The network was constructed from the BGP (Border Gateway Protocol) logs of the University of Oregon Route Views Project - Online data and reports from November 8, 1997 to January 2, 2000.

(12) Euroroads: This is the international E-road network located mostly in Europe. The network is undirected. Nodes represent cities and an edge between two nodes denotes that they are connected by an E-road.

(13) Arenas-email: This is the email communication network at the University Rovira i Virgili in Tarragona in the south of Catalonia in Spain. Nodes are users and each edge represents that at least one email was sent.

(14) Air traffic: This network was opened by the
USA’s FAA (Federal Aviation Administration) National Flight Data Center (NFDC), Preferred Routes Database. Nodes in this network represent airports or service centers and links are created from strings of preferred routes recommended by the NFDC.

(15) Yeast: This undirected network contains protein interactions in yeast. A node represents a protein and an edge represents a metabolic interaction between two proteins.

(16) Hamsterster friendships: This Network contains friendships between users of the website hamsterster.com.

(17) DNC emails: This is the directed network of emails in the 2016 Democratic National Committee (DNC) email leak. Nodes in the network correspond to persons in the dataset. A directed edge in the dataset denotes that a person has sent an email to another person.

(18) Human protein (Stelzl): This network represents interacting pairs of protein in Humans.

(19) US power grid: This undirected network contains information about the power grid of the Western States of the United States of America. An edge represents a power supply line. A node is either a generator, a transformer or a substation.

(20) Bitcoin: This is who-trusts-whom network of people who trade using Bitcoin on a platform called Bitcoin OTC. Members of Bitcoin OTC rate other members in a scale of -10 (total distrust) to +10 (total trust) in steps of 1. This is the first explicit weighted signed directed network available for research.

(21) Route views: This is the undirected network of autonomous systems of the Internet connected with each other. Nodes are autonomous systems (AS), and edges denote communication.

(22) WikiVote: Wikipedia is a free encyclopedia written collaboratively by volunteers around the world. A small part of Wikipedia contributors are administrators. In order for a user to become an administrator, a request for adminship (RfA) is issued and the Wikipedia community proposes a public discussion or a vote deciding who to promote to adminship. The network contains all the Wikipedia voting data from the inception of Wikipedia till January 2008. Nodes in the network represent wikipedia users and a directed edge from node \( i \) to node \( j \) represents that user \( i \) voted on user \( j \).

(23) CaHepTh: Arxiv HEP-TH (High Energy Physics - Theory) collaboration network is from the e-print arXiv and covers scientific collaborations between authors papers submitted to High Energy Physics - Theory category. If an author \( i \) co-authored a paper with author \( j \), the graph contains an undirected edge from \( i \) to \( j \). If the paper is co-authored by \( k \) authors this generates a completely connected (sub)graph on \( k \) nodes. The data covers papers in the period from January 1993 to April 2003 (124 months).

(24) Sister cities: This is an undirected network of cities of the world connected by “sister city” or “twin city” relationships extracted from WikiData.

(25) Oregon: This is the Autonomous Systems (AS) peering information inferred from Oregon route-views between March 31, 2001 and May 26, 2001.

(26) Astrophysics: This is the co-authorship network from the “astrophysics” section (astro-ph) of arXiv. Nodes are authors and an edge denotes a collaboration.

(27) Douban: This is the social network of douban, a Chinese online recommendation site. The network is undirected and unweighted.

(28) GoogleHyperlink: This is a network of web pages connected by hyperlinks. The data was released in 2002 by Google as a part of the Google Programming Contest.

(29) CAIDA: This is the undirected network of autonomous systems of the Internet from the CAIDA project, collected in 2007. Nodes are autonomous systems (AS), and edges denote communication.

(30) Digg: This is the reply network of the social news website Digg. Each node in the network is a user of the website, and each directed edge denotes that a user replied to another user.

(31) Amazon (MDS): This is the co-purchase network of Amazon based on the “customers who bought this also bought” feature. Nodes are products and an undirected edge between two nodes shows that the corresponding products have been frequently bought together.

(32) Brightkite: This undirected network contains user-user friendship relations from Brightkite website. A node represents a user.

(33) Catster households: This is an undirected online social network.

(34) Livemocha: This is the social network of Livemocha, an online language learning community. The network is undirected and unweighted.

(35) CiteSeer: This is the citation network extracted from the CiteSeer digital library. Nodes are publications and the directed edges denote citations.

(36) Actor collaborations: This is an actor network. Two actors are connected if they both appeared in the same movie.

(37) Dogster: This Network contains friendships between users of the website dogster.com.

(38) Youtube friendship: This is the friendship network of the video-sharing site Youtube. Nodes are users and an undirected edge between two nodes indicates a friendship.

(39) Hyves: This is the social network of Hyves, a Dutch online social network. The network is undirected and unweighted.

(40) Orkut: This is the social network of Orkut users and their connections. The dataset is only a sample of the orkut website and thus may be incomplete.

(41) Erdős-Rényi (ER) network: This is a random network generated by the ER model. \( P \).

(42-46) Scale free (SF) network: This is a random network following the power law degree distribution. Initially, we randomly determine the degree of each node.
We then use discrete-time approach to simulate the SIS model in a network denoted by an adjacency matrix $A = (a_{ij})_{N \times N}$. Let $\rho_i(t)$ represent the infection probability of node $i$ at time $t$. The general dynamics of each node could be written as

$$\frac{\partial \rho_i(t)}{\partial t} = -\rho_i(t) + \beta [1 - \rho_i(t)] \sum_{j \in N_i} \rho_j(t), \quad (C1)$$

where $N_i$ is the neighboring set of node $i$.

In the experiment, we consider the SIS immunization process. Initially, a small fraction of eigenshield nodes are chosen and immunized. The chosen nodes are removed from the network and don’t participate in the spreading of epidemics. At the same time, 5% random nodes are immunized. The chosen nodes are removed where $\rho_i(t) = 1$ and the other nodes are in susceptible state. We then use discrete-time approach to simulate the SIR model, which is similar to that of SIS model. The iteration ends when $|\sum_v I_v(n+1) - \sum_v I_v(n)| < 0.01%$ and $|\sum_v R_v(n+1) - \sum_v R_v(n)| < 0.01%$.

**Linear threshold model**: In the model, a node $i$ is infected by its neighbor $j$ based on the weight of edge $b_{ij}$, which requires $\sum_{j \in N_i} b_{ij} \leq 1$. For undirected networks, $b_{ij}$ is usually defined as $b_{ij} = 1/d_i$, where $d_i$ is the degree of node $i$. The dynamics of linear threshold model is as follows:

1. Initially, all nodes are in inactive state.
2. Assign a threshold $\theta_i$ for each node $i$.
3. Choose a small number of nodes as initial spreaders and set them as active state.
4. In step $t$, all nodes that were active in step $t-1$ remain active. In the meanwhile, we activate the nodes whose total weight of their active neighbors is larger than the threshold, i.e.,

$$\sum_{N_{active}} b_{ij} \geq \theta_i, \quad (C4)$$

The threshold $\theta_i$ indicates the intrinsic tendencies of nodes to adopt the action of its active neighbors.

5. Repeat step 4 until no fresh node is activated in the step.

In the maximization problem of linear threshold model, the key issue is to choose effective initial active nodes to maximize the size of activated nodes in the ultimate step, denoted by $\sigma(S)$, where $S$ is the initial spreaders.

**Parameter settings**: For the spreading immunization simulations of SIS and SIR models, we set the spreading rate $\beta = 0.3$ and 5% random nodes as initial infected nodes unless otherwise stated. For the SIR model, the recovering rate is settled $\gamma = 0.1$ and 5% random nodes is settled as initial infected ones. Actually, we also investigate the spreading rate $\beta$ on the SIR model. For the linear threshold model, $\theta_i$ usually follow random distribution. In the experiments, we use uniform distribution $(0, 1)$ for $\theta_i$ in Eq. (C4) in the experiments. In order to reduce the fluctuation, we run 100 independent simulations to obtain the average size of the activated nodes in the ultimate step.

When choosing eigenshield nodes, some baseline methods has tunable parameters. For the PR method, we set $\alpha = 0.85$ and $v = 1$ in Eq. (A1) because the settings achieve best performance for the PageRank method. For the CI method, we set $\ell = 2$, because if $\ell$ is large, $CIr(i) = 0$ in Eq. (A3) in small networks, and under the scenario we cannot evaluate the importance of most nodes. $\ell = 2$ could achieve quite good performance in both small and large networks. For the BP method, we set the initial parameters in Eqs. (A4) (A4) following uniform distribution $(0, 1)$. For the proposed OI method, we set $h = 20$ in Eq. (A9) unless otherwise stated (In the experiments, we also investigate the influence of $h$ on the performance).
TABLE I. Structural properties of the different real networks. Structural properties include network size (N), link number (E), degree assortativity (r), average clustering coefficient (<C>), average shortest path length (<L>), and sparsity.

| Network          | N   | E    | r     | <C>  | <L>  | Sparsity |
|------------------|-----|------|-------|------|------|----------|
| Facebook         | 94  | 187  | -0.673| 0.006| 3.412| 4.28 × 10^{-4}|
| Reality Mining   | 96  | 2593 | -0.056| 0.597| 1.445| 5.56 × 10^{-1}|
| Dbpedia-similar  | 107 | 167  | -0.140| 0.037| 5.212| 2.94 × 10^{-2}|
| Gene fusion      | 110 | 124  | -0.454| -0.000| 4.248| 2.07 × 10^{-2}|
| PDZBase          | 161 | 209  | -0.466| 0.001| 5.326| 1.62 × 10^{-2}|
| Jazz             | 197 | 2719 | 0.020| 0.449| 2.234| 1.41 × 10^{-1}|
| Haggle           | 273 | 2048 | -0.481| 0.089| 2.424| 5.51 × 10^{-2}|
| Netsciense        | 379 | 914  | -0.082| 0.146| 6.042| 1.28 × 10^{-2}|
| Infectious       | 409 | 2760 | 0.231| 0.327| 3.632| 3.31 × 10^{-2}|
| Elegans          | 452 | 2021 | -0.225| 0.096| 2.664| 1.98 × 10^{-2}|
| aS7332           | 492 | 1078 | -0.236| 0.027| 3.434| 8.92 × 10^{-3}|
| Euroroads        | 1039| 1305 | 0.090| 0.005| 18.395| 2.40 × 10^{-3}|
| Arenas-email     | 1133| 5451 | 0.078| 0.084| 3.606| 8.50 × 10^{-3}|
| Air traffic      | 1225| 2399 | -0.016| 0.0115| 5.932| 3.20 × 10^{-2}|
| Yeast            | 1458| 1948 | -0.210| 0.010| 6.812| 1.80 × 10^{-3}|
| Hamsterster      | 1788| 12476| -0.089| 0.028| 3.453| 7.80 × 10^{-3}|
| DNC emails       | 1864| 4267 | -0.304| 0.079| 3.365| 2.46 × 10^{-3}|
| Human protein    | 3022| 6104 | -0.123| 0.012| 4.861| 1.34 × 10^{-3}|
| US power grid    | 4940| 6591 | 0.004| 0.015| 18.990| 5.40 × 10^{-4}|
| Bitcoin          | 5880| 21228| -0.163| 0.022| 3.587| 1.23 × 10^{-3}|
| Route views      | 6474| 13895| -0.182| 0.010| 3.667| 6.63 × 10^{-4}|
| WikiVote         | 7066| 100736| -0.083| 0.040| 3.248| 4.03 × 10^{-3}|
| CaHeptTh         | 8638| 24806| 0.239| 0.141| 5.945| 6.65 × 10^{-4}|
| Sister cities    | 14274| 20573| 0.387| 0.111| 7.654| 2.02 × 10^{-4}|
| Oregon           | 10670| 22002| -0.186| 0.006| 3.642| 3.87 × 10^{-4}|
| Astrophysics     | 16046| 121251| 0.235| 0.425| 5.108| 9.42 × 10^{-4}|
| Dourban          | 154907| 327103| -0.180| 0.010| 5.103| 2.73 × 10^{-5}|
| GoogleHyperlink  | 15762| 137184| -0.122| 0.192| 2.561| 1.10 × 10^{-3}|
| CAIDA            | 26475| 53381| -0.238| 0.007| 3.912| 2.44 × 10^{-4}|
| Digg             | 30359| 85146| 0.005| 0.006| 4.682| 1.85 × 10^{-4}|
| Amazon           | 334862| 925864| -0.059| 0.205| 11.731| 1.65 × 10^{-5}|
| Brightkite       | 58228| 214078| 0.011| 0.111| 4.859| 1.26 × 10^{-4}|
| Catster households| 105138| 494858| -0.134| 0.004| 2.617| 8.95 × 10^{-5}|
| Livemocha        | 104103| 2193083| -0.147| 0.014| 3.207| 4.05 × 10^{-4}|
| CiteSeer         | 384413| 1751463| -0.061| 0.050| 6.348| 2.37 × 10^{-5}|
| Actor collaborations| 382219| 33115812| 0.227| 0.166| 3.698| 4.53 × 10^{-4}|
| Dogster          | 426820| 8546581| -0.088| 0.014| 3.399| 9.38 × 10^{-5}|
| Youtube          | 1134889| 2987595| -0.037| 0.006| 5.554| 4.64 × 10^{-6}|
| Hyves            | 1402673| 2777419| -0.023| 0.002| 5.756| 2.92 × 10^{-6}|
| Orkut            | 3072441| 117184899| 0.016| 0.041| 4.267| 2.48 × 10^{-5}|
| ER               | 5000| 40000| -0.008| 0.002| 2.000| 3.20 × 10^{-3}|
| SF, r=4.0        | 5000| 40000| -0.004| 0.005| 2.000| 3.20 × 10^{-3}|
| SF, r=3.5        | 5000| 40000| -0.010| 0.007| 2.000| 3.20 × 10^{-3}|
| SF, r=3.0        | 5000| 40000| -0.0000| 0.015| 2.000| 3.20 × 10^{-3}|
| SF, r=2.5        | 5000| 40000| -0.0004| 0.019| 2.000| 3.20 × 10^{-3}|
| SF, r=2.0        | 5000| 40000| 0.003| 0.023| 2.000| 3.20 × 10^{-3}|

Appendix D: Additional experiments

Figure 5 shows the difference between real and estimated largest eigenvalues, where the estimated largest eigenvalue is obtained by Eq. In Fig. 5, the difference is small when the fraction q of the eigenshield nodes is very small and then keeps stable for large q. The real networks also have the similar performance in Fig. 6.
Hence, the validity of Eq. (12) is empirically illustrated for small $q$.

Figure 7 shows the average ranking order of the eleven methods based on the three metrics $R_{\mu_1}$, $R_G$ and $R_\sigma$. We see that the SOI performs the best in terms of $R_{\mu_1}$ and $R_\sigma$, which agrees well with the performance of the average ranking score.

Note that SIS model and linear threshold model are nonlinear dynamics and the dynamics is determined by both the location of eigenshield nodes and the spreading rate. In the experiments, we choose 10% nodes as eigenshield nodes. For the SIS model, we remove the eigenshield nodes from the network and that removing the eigenshield nodes could hinder the spreading of information. For the linear threshold model, we set the eigenshield nodes as initially activated ones. We then observe the influence of the spreading rate on the final activated nodes for the two models. The average performances of each method across the 40 real networks are summarized in Figs. 8 and 3(c). Based on the performance summary, the SOI method outperforms other methods irrespective of the spreading rate.

Besides, we also study the influence blocking problem based on the SIR epidemic spreading model. 10% nodes are chosen as eigenshield ones and are removed from the network. The removal of the eigenshield nodes could hinder the spreading of information. The average performances of each method across the 40 real networks are summarizes in Figs. 9 and 10. Similar to the SIS model, the SOI method also outperforms other methods irrespective of the parameter settings.

The percolation of SIS and SIR in complex networks reveals that the spreading dynamics dramatically change near the threshold (We use $\beta_c = 1/\mu_1$ to characterize the threshold [17]). We particularly simulate the dynamics with different spreading rate below, near, and above the threshold. Figures 11 and 12 shows that the SOI method always performs the best irrespective of the spreading rate.

Further, Figures 13 and 14 show the influence of $h$ on the performance of the proposed method OI in model networks and real networks respectively. In mode networks (Fig. 13), $h$ rarely influences the eigenvalue, while the performance increases with $h$ in real networks, since real networks have complex network structures that are difficult to characterize. However large $h$ would increase the time consumption, and thus we use $h = 20$ in the experiments.

Moreover, we analyze the size of edges attached to eigenshield nodes and edges between eigenshield nodes in model and real networks when $q = 0.1$ in Figs. 15 and 16. In model networks, since most methods are inclined to choose high degree nodes, the performance of different methods is similar on the whole. Whereas in real networks, we see that the SOI method has the most edges attached to eigenshield nodes, but the least edges between eigenshield nodes, and thus, the set influence is maximized and overlapping influence is minimized.
FIG. 5. (Color online) The difference between real and estimated largest eigenvalues of the remaining matrix $A'$ in model networks as a function of the fraction $q$ of the eigenshield nodes. The eigenshield nodes are chosen by high degree (HD) method. (a) ER network. (b) SF network, $\gamma = 2.0$. (c) SF network, $\gamma = 2.5$. (c) SF network, $\gamma = 3.0$. (d) SF network, $\gamma = 3.5$. (e) SF network, $\gamma = 4.0$. 

- \textbf{Real $\mu'_1$} 
- \textbf{Estimated $\lambda'_1$}
FIG. 6. (Color online) The difference between real and estimated largest eigenvalues of the remaining matrix $A'$ in real networks. Panels (1) ~ (40) are the results of the 40 real networks, following the order of table 1.
FIG. 7. (Color online) The means of ranking orders of the eleven methods based on the three metrics $R_{\mu_1}$, $R_G$, and $R_{\sigma}$. We use ascending order for the $R_{\mu_1}$ and $R_G$, and descending order for $R_{\sigma(q)}$. Thus, smaller order is better.

FIG. 8. (Color online) The average fraction of infected nodes as a function of the spreading rate for the SIS spreading model across 40 real networks. We simulate the SIS immunization process: Initially, a small fraction of eigenshield nodes are chosen and immunized. The chosen nodes are removed from the network and don’t participate in the spreading of epidemics. At the same time, 5% random nodes are set as initial infected ones and the other nodes are in susceptible state. We count the fraction of infection nodes when $|\sum_{i} p_i(n + 1) - \sum_{i} p_i(n)| < 0.01\%$. Smaller fraction of infected nodes means better immunization performance and is better.
FIG. 9. (Color online) The average fraction of infection nodes and recovering nodes as a function of the spreading rate $\beta$ (in Eq. C2) for the SIR spreading model across 40 real networks. We simulate the SIR immunization process: Initially, a small fraction of eigenshield nodes are chosen and immunized. The chosen nodes are removed from the network and don’t participate in the spreading of epidemics. At the same time, 5% random nodes are set as initial infected ones and the other nodes are susceptible state, $\gamma = 0.1$. We count the fraction of infection nodes and recovering nodes when $|\sum_v I_v(n + 1) - \sum_v I_v(n)| < 0.01\%$ and $|\sum_v R_v(n + 1) - \sum_v R_v(n)| < 0.01\%$. Smaller $\tau$ means better immunization performance and is better.

FIG. 10. (Color online) The average fraction of infection nodes and recovering nodes as a function of the recovering rate $\beta$ (in Eq. C2). In the simulation, we set the spreading rate $\beta = 0.5$ in Eq. C2. The simulation process is similar to that of Fig. 9.
FIG. 11. (Color online) The average fraction of infected nodes as a function of the spreading rate for the SIS model across 40 real networks. Smaller is better. The spreading rates are $\beta = 0.5\beta_c, \beta_c, 1.5\beta_c, 2\beta_c, 4\beta_c, 8\beta_c$ respectively, where $\beta_c = 1/\mu_1$.

\[
\begin{array}{cccccc}
\beta=0.5\beta_c & \beta=\beta_c & \beta=1.5\beta_c & \beta=2\beta_c & \beta=4\beta_c & \beta=8\beta_c \\
\text{SIR} & \text{SIR} & \text{SIR} & \text{SIR} & \text{SIR} & \text{SIR} \\
\text{SIR} & \text{FINDER} & \text{FINDER} & \text{FINDER} & \text{FINDER} & \text{FINDER} \\
\text{PR} & \text{PR} & \text{PR} & \text{PR} & \text{PR} & \text{PR} \\
\text{HC} & \text{HC} & \text{HC} & \text{HC} & \text{HC} & \text{HC} \\
\text{PR} & \text{PR} & \text{PR} & \text{PR} & \text{PR} & \text{PR} \\
\text{BC} & \text{BC} & \text{BC} & \text{BC} & \text{BC} & \text{BC} \\
\text{C} & \text{C} & \text{C} & \text{C} & \text{C} & \text{C} \\
\text{CI} & \text{CI} & \text{CI} & \text{CI} & \text{CI} & \text{CI} \\
\text{BC} & \text{BC} & \text{BC} & \text{BC} & \text{BC} & \text{BC} \\
\text{C} & \text{C} & \text{C} & \text{C} & \text{C} & \text{C} \\
\text{CI} & \text{CI} & \text{CI} & \text{CI} & \text{CI} & \text{CI} \\
\text{BC} & \text{BC} & \text{BC} & \text{BC} & \text{BC} & \text{BC} \\
\text{CI} & \text{CI} & \text{CI} & \text{CI} & \text{CI} & \text{CI} \\
\text{FINDER} & \text{FINDER} & \text{FINDER} & \text{FINDER} & \text{FINDER} & \text{FINDER} \\
\text{NBM} & \text{NBM} & \text{NBM} & \text{NBM} & \text{NBM} & \text{NBM} \\
\text{K-shell} & \text{K-shell} & \text{K-shell} & \text{K-shell} & \text{K-shell} & \text{K-shell} \\
\end{array}
\]

$0.0 \quad 0.10 \quad 0.15 \quad 0.20 \quad 0.40 \quad 1.0 \quad 2.0 \times 10^{-1}$

FIG. 12. (Color online) The average fraction of infected nodes as a function of the spreading rate (in Eq. C2) for the SIR spreading model across 40 real networks. The recovering rate is set as $\gamma = 0.1$ in Eq. C2. Smaller fraction of infected nodes is better. The spreading rate is $\beta = 0.5\beta_c, \beta_c, 1.5\beta_c, 2\beta_c, 4\beta_c, 8\beta_c$ respectively, where $\beta_c = 1/\mu_1$.
Appendix E: Matrix perturbation theory

Equation (12) is the basis of the proposed method. In the section, we show the derivation detail of Eq. (12).

We now consider the matrix perturbation on arbitrary matrix. Supposing that the matrix $A$ has left and right eigenvectors, denoted as $y_1, y_2, ..., y_n$ and $v_1, v_2, ..., v_n$, and that all the left and right eigenvalues are simple, i.e., without multiplicity, we first define quantities $s_i$,

$$s_i = y_i^T v_i \quad (i = 1, 2, ..., n).$$

Note that $s_i$ actually represents the cosine similarity of $y_i$ and $v_i$ if the two vectors are real and normalized. When $||y_i||_2 = 1$ and $||v_i||_2 = 1$, we also have

$$|s_i| = |y_i^T v_i| \leq ||y_i||_2 ||v_i||_2 = 1.$$  \hspace{1cm} (E2)

We now consider the eigenvalues $\mu_i(\epsilon)$ and eigenvectors $v_i(\epsilon)$ of matrix $A + \epsilon P$. We denote $t_{ij}$ as parameters. Since $\mu_i(\epsilon)$ and $v_i(\epsilon)$ can be represented as power series, substituting

$$\mu_i(\epsilon) = \mu_i + k_{i,1} \epsilon + k_{i,2} \epsilon^2 + ..., \hspace{1cm} (E3)$$

and

$$v_i(\epsilon) = v_i + (\epsilon t_{i1} + \epsilon^2 t_{i2} + ...) v_1 + ... + (\epsilon t_{in} + \epsilon^2 t_{n2} + ...) v_n \hspace{2cm} (E4)$$

into the

$$(A + \epsilon P) v_i(\epsilon) = \mu_i(\epsilon) v_i(\epsilon), \hspace{1cm} (E5)$$

we get

$$A(\sum_{j=1, j\neq i}^{n} t_{ji} v_j) + P v_i = \mu_i(\sum_{j=1, j\neq i}^{n} t_{ji} v_j) + k_{i,1} v_i. \hspace{1cm} (E6)$$

The Eq. (E6) can be simplified as

$$\sum_{j=1, j\neq i}^{n} (\mu_j - \mu_i) t_{ji} v_j + P v_i = k_{i,1} v_i. \hspace{1cm} (E7)$$

Left-multiplying the equation by $y_i^T$ and notice that $y_i^T v_j = 0 (i \neq j)$, we get

$$k_{i,1} = \frac{y_i^T P v_i}{y_i^T v_i}. \hspace{1cm} (E8)$$

Next, we analyze the perturbation of eigenvector based on Eq. (E7). Left multiplying Eq. (E7) by $y_i^T$, we get

$$(\mu_j - \mu_i) t_{ji} s_j + \beta_{ji} = 0 \hspace{1cm} (j = 1, 2, 3, ..., n, j \neq i). \hspace{1cm} (E9)$$

The first term of $v_i(\epsilon)$ is

$$\epsilon [\frac{\beta_{1,1} v_1}{(\mu_i - \mu_1) s_1} + \frac{\beta_{2,1} v_2}{(\mu_i - \mu_2) s_2} + ... + \frac{\beta_{i-1,1} v_{i-1}}{(\mu_i - \mu_{i-1}) s_{i-1}} + \frac{\beta_{i+1,1} v_{i+1}}{(\mu_i - \mu_{i+1}) s_{i+1}} + ... + \frac{\beta_{n,1} v_n}{(\mu_i - \mu_n) s_n}]. \hspace{1cm} (E10)$$

Note that all other eigenvectors will influence the $v_i(\epsilon)$. Besides, the influence is also determined by $\mu_i - \mu_j$. If an eigenvalue $\mu_j$ is close to $\mu_i$, the eigenvector corresponding to $\mu_i$ is sensitive to the perturbation.

Given a network, since the adjacency matrix $A$ is symmetrical, we have $y_i = v_i$ and $s_i = 1$. Hence, we obtain Eq. (12) based on Eq. (E8).
FIG. 13. (Color online) The influence of $h$ on the eigenvalue performance of the proposed method OI in model networks. (a) ER network. (b) SF network, $\gamma = 2.0$. (c) SF network, $\gamma = 2.5$. (c) SF network, $\gamma = 3.0$. (d) SF network, $\gamma = 3.5$. (e) SF network, $\gamma = 4.0$. 


FIG. 14. (Color online) The influence of $h$ on the eigenvalue performance of the proposed method OI in real networks. Panels (1) ~ (40) are the results of the 40 real networks, following the order of table I.
FIG. 15. (Color online) The size of edges attached to eigenshield nodes and edges between eigenshield nodes in model networks when $q = 0.1$. (a) ER network. (b) SF network, $\gamma = 2.0$. (c) SF network, $\gamma = 2.5$. (d) SF network, $\gamma = 3.0$. (e) SF network, $\gamma = 3.5$. (f) SF network, $\gamma = 4.0$. 

Legend: 
- Blue: Edges attached to influential nodes
- Orange: Edges between influential nodes
FIG. 16. (Color online) The size of edges attached to eigenshield nodes and edges between eigenshield nodes in real networks when $q = 0.1$. Panels (1) $\sim$ (40) are the results of the 40 real networks, following the order of table I.