The SNS/HFIR Web Portal System – How Can it Help Me?
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Abstract. In a busy world, continuing with the status-quo, to do things the way we are already familiar, often seems to be the most efficient way to conduct our work. We look for the value-add to decide if investing in a new method is worth the effort. How shall we evaluate if we have reached this tipping point for change? For contemporary researchers, understanding the properties of the data is a good starting point. The new generation of neutron scattering instruments being built are higher resolution and produce one or more orders of magnitude larger data than the previous generation of instruments. For instance, we have grown out of being able to perform some important tasks with our laptops – the data are too big and the computations would simply take too long. These large datasets can be problematic as facility users now begin to grapple with many of the same issues faced by more established computing communities. These issues include data access, management, and movement, data format standards, distributed computing, and collaboration among others. The Neutron Science Portal has been architected, designed, and implemented to provide users with an easy-to-use interface for managing and processing data, while also keeping an eye on meeting modern cybersecurity requirements imposed on institutions. The cost of entry for users has been lowered by utilizing a web interface providing access to backend portal resources. Users can browse or search for data which they are allowed to see, data reduction applications can be run without having to load the software, sample activation calculations can be performed for SNS and HFIR beamlines, McStas simulations can be run on TeraGrid and ORNL computers, and advanced analysis applications such as those being produced by the DANSE project can be run. Behind the scenes is a “live cataloging” system which automatically catalogs and archives experiment data via the data management system, and provides proposal team members access to their experiment data. The complexity of data movement and utilizing distributed computing resources has been taken care on behalf of users. Collaboration is facilitated by providing users a read/writeable common area, shared
across all experiment team members. To date, these shared areas are the fastest growing data spaces. The portal currently has over 370 registered users, almost 5TB of experiment and user data, approximately 660K files cataloged, and had almost 10,000 unique visits last year. Future directions for enhancing portal robustness include examining how to mirror data and portal services, better facilitation of collaborations via virtual organizations, enhancing disconnected service via “thick client” applications, and better inter-facility connectivity to support cross-cutting research. The portal has established itself in the SNS/HFIR user community, and the development team strives to continue to improve the quality of features and services provided in order to better serve the community.

1. Background
With the advent of the Spallation Neutron Source (SNS) at Oak Ridge National Laboratory, an opportunity occurred to revisit how to provide software and services via the facility. Under the guidance of Ian Anderson, then Director of the Experimental Facilities Division (XFD), a number of Neutron Science Software Initiative (NeSSI) workshops were held in 2003 and 2004 to solicit feedback from the community on its requirements and wishes for next generation software [1]. The primary outcome was the desire to have a portal system which would help manage and process data for users. For easy access, it was decided that the Neutron Science Portal (portal) would have a web interface via a web browser not requiring users to install software. Portal design work commenced in 2004 and 2005 with an operational portal deployed by April 28, 2006 when first neutrons were detected at SNS. These first data were incorporated into the portal and are still available today.

The core portal development team has stayed in-tact ever since the design phase, and is now an active part of the Neutron Scattering Science Division (NSSD) operations headed by Deputy Division Director, Ken Herwig. Portal development has been a good collaborative effort both within Oak Ridge National Laboratory, and in including external contributors from academic and commercial settings. Initial design and development effort was undertaken by the ORNL Computer Science and Mathematics Division (CSMD) under the guidance of Al Geist with early work done by Sudharshan Vazhkudai and Jim Kohl. Upon establishment of the SNS Analysis Software Team in 2004 when Stephen Miller became the team leader, additional people were added to the SNS team, Pete Peterson, Michael Reuter, Shelly Ren, and Jean Bilheux, and began to work with the CSMD personnel. Tom Swain from The University of Tennessee Software Quality Research Laboratory (SQRL) [2] joined the team early on to help establish portal requirements and specifications. Since then, Bradford Smith of SQRL has joined to lead test and integration efforts. These requirements and specifications documents were important for establishing a direction and are relevant even today. As the development effort progressed, it became apparent that the ISAW visualization tools could play an important role in providing visualization via the portal, and Ruth and Dennis Mikkelson joined the team, initially funded via an NSF grant. Leading the effort to architect and establish the computing infrastructure has been Jim Trater of the ORNL IT group.

Leading the way in High Performance Computing (HPC) has been John Cobb and his software development team comprised of Vickie Lynch and Meili Chen, who have been funded via the NSF Neutron Science TeraGrid Gateway (NSTG) project to make TeraGrid HPC resources available to SNS researchers [3]. This team has been instrumental in helping to navigate between NSF and DOE computing worlds by working to establish a community account usable by the SNS portal users on TeraGrid resources thus eliminating the need for portal computing users to have to obtain TeraGrid accounts unless they so desired. The NSTG team has deployed McStas instrument simulation software [4], data fitting software, and will soon deploy data reduction software on TeraGrid computing resources.

Since the early days, the portal has grown considerably. It holds data from SNS [5] and High Flux Isotope Reactor (HFIR) [6] as well as the Low Energy Neutron Source (LENS) at the University of Indiana Bloomington [7], some example data from the NPDF instrument at the Lujan Center [8], and the entire IPNS [9] data repository. The portal has approximately 370 registered users, contains almost 4TB of data (much of it is compressed) in almost a million files. On an average day, the portal has
about 20 individual visitors, receives about 4500 web site “hits”, and performs about 260 compute jobs. Thus for SNS and HFIR users, the portal has established itself as a regular fixture as part of performing experiments and data analysis.

More recently Mark Green of Tech-X corporation [10], funded via a DOE SBIR project, joined the team to assist with data management. He worked with development team members, IT and cybersecurity personnel to develop programmatic interfaces to identify and access data contained within the repository. Also, Jian Huang of The University of Tennessee SEELAB [11] joined the team recently working on rebinning software to transform data on an irregular grid to a regular grid as part of work supporting single crystal inelastic data reduction and analysis. Stuart Campbell recently joined the SNS team from the Diamond X-ray facility in the U.K [12] primarily to develop software for the time of flight inelastic science group and to help with NeXus data format software development.

2. What is the portal?
A user accesses the portal via a web browser. In order to do this and to utilize portal computing resources, the user must first obtain an XCAMS computer user account [13], which must be requested and granted. Once approved, users can login to the portal whereupon they will have access to their “workspace”, consisting of pointers to experiment data that they are allowed to view. Data are stored by facility, instrument, proposal IDs in order to support providing a multi-facility data repository.

In addition to providing data access, the portal also provides access to applications and computing resources. These same resources are available both to on-site users at SNS and HFIR, and to users external to the facility. The portal provides a suite of applications which the user is able to launch remotely, but the applications appear locally. This capability is made available via NX remote desktop technology [14] accessed via the browser. The NX remote desktop feature enables the portal to present an application to the user as though it runs locally, while also taking advantage of remote computing resources. This approach has allowed the portal team to leverage significant resources for performing computation. The application backend can run on a portal server, create and submit jobs to a job queue, and return results which the GUI and the user can access at their sites.

Segmenting computation from the user interface layer enables utilization of a wide array of computing resources. GUI applications run by users at SNS on analysis computers can run locally. Applications launched by remote users can be run on separate portal servers and computation servers at SNS. Other resources include the Oak Ridge Institutional (OIC) cluster [15] and the NSTG cluster [16]. Both of these resources are not managed by SNS staff and thus have specific rules for accessing these resources which could be difficult for most users to traverse. To facilitate using these resources, community accounts are utilized where a job for a portal user is run as the community user on these resources. The Application Manager is the intelligent subsystem within the portal which handles transparent execution of user jobs on a variety of aforementioned target environments. In addition, it handles seamless data staging in and out of these resources, job monitoring, logging, failover and recovery.

Thus the portal includes data browsing and search, but also provides GUI tools that are connected to powerful computing resources. Applications include experiment data histogramming tools, data reduction tools, data visualization tools, and McStas Monte Carlo simulation. Due to the ability to run applications remotely, the portal also supports hosting of community produced applications such as ISAW [17], DAVE [18], DANSE [19] applications, EXPGUI [20], FullProf [21], GSAS [22]. Database tools such as the Cambridge Structural Database [23] and the Inorganic Crystal Structure Database [24] are also available. Experiment support tools such as a Sample Activation Calculator are also available which enables users to compute the estimated radioactive dose rate that specified samples will produce for a given instrument.

The portal development effort has produced a significant code base. Currently the composite portal development effort has produced over 650,000 lines of code since the onset of portal development.
Data reduction applications account for approximately half of this code base. Software development follows a rigorous process for defining the content of each release. A centralized software build process is utilized to coordinate building correct versions for test and deployment. Testing is done to ensure that features meet requirements, and upon successful completion, the new version is deployed. Software are maintained in a subversion (SVN) [25] repository with a web based issue tracking system called Trac [26] placed atop SVN.

3. Why is the portal usage growing?
A quick and naive answer for why the portal usage is growing is that the quantity of data is growing. However, it is not merely the quantity and scale of data that is attracting portal usage, but a fundamentally convenient way to work with that data. The facility creates the data and thus has significant influence over how convenient it is for users to acquire, access, and process data. In the past, users collected raw data at their instruments, but this is no longer the primary mode of operation at SNS, which has invested considerable effort into these major capabilities that significantly improve convenience:

1. Experiment metadata are automatically captured and associated with the experiment data.
   These data are translated into a self-describing file format called NeXus [27] which utilizes the underlying HDF-5 scientific data format [28].
2. The live cataloging process takes experiment data as it is streamed from the instruments, catalogs pertinent metadata, and stores the data for access. The entire process is quick and places data in the centralized repository in a matter of seconds to minutes.
3. There is a high level of integration between user experiment support systems and the data management system. For instance, the data management system integrates with the proposal system (IPTS) [29] in order to capture and associate user and experiment information with experiment data.
4. The facility curates the data on behalf of the user, thus addressing worries users may have for where they store their data, and the integrity of this data.

These functions are all conducted automatically on behalf of the user, in a transparent manner and their data is available for access via the portal using a basic web browser. Thus the complexities of preparing, moving, cataloging, and discovering data are all handled for the user. The portal offers both data browsing and data search for discovering data. A path structure had to be determined in order to facilitate locating data contained within a multi-facility data repository. The generalized path stores data by facility, instrument, proposal ID, collection, and run number. In this way, users can uniquely locate their data across facilities and instruments. The search interface offers users a powerful means for quickly locating data. Search is particularly useful for those users who have performed a number of experiments and are challenged to remember where to browse to locate data. The search interface enables users to locate data by a number of metadata tags such as proposal ID, run number, Principle Investigator (PI) name, sample name, and date. But the user can only locate data which they have permission to access according to the proposals with which they are affiliated. Thus, in addition to the XCAMS authentication system, there is an authorization layer that grants fine-grained access. The facility is capable of providing this data privacy as it has knowledge of the experiment team members via the proposal system. Additional users can be added to the proposal as the PI desires using the proposal check-in utility of the portal.

Once data are located there are a number of things which a user can do such as inspect the data, examine the metadata, or visualize the data. The portal facilitates examining a number of standard file formats such as ASCII text, XML, NeXus, along with a number of imaging formats such as jpg. In particular, one can inspect the NeXus metadata of interest by digging into the hierarchy of attribute groups. The data within the NeXus files can also be visualized. The ISAW visualization tools have been adapted to work via the portal, but needed to be adapted to handle the case where the data could
be too large to send over the internet. Thus the visualization tool operates in a client-server mode where only the necessary data are sent over the network link. To enhance data exploration, data can be viewed in tabular form, 1D or 2D plot. The 2D plot can present the data in either linear or log color scales.

The portal also provides users the ability to both upload and download data, and users can freely move data to and from the portal. This begs the question for why users do not simply take all of their data home with them to reduce and analyze. They can certainly do so, however, users do not usually take the data with them out of convenience, but out of necessity. One feature of the NeXus files is that they utilize internal compression for the data much like a “.zip” file. The difference being that the metadata within the file are still readable. The HDF-5 utilities perform compression and decompression on behalf of the user. It is common to achieve 90-95% compression with the NeXus files. Thus copying a NeXus file to one’s laptop and reading the data can produce an out-of-memory error. For instance, a typical 40MB to 50MB ARCS NeXus histogram file expands to approximately 4GB. A Sequoia file is approximately 50% bigger at 6GB, and a TOPAZ file will expand to almost 15GB. Thus the data are simply too large to process efficiently via typical user laptops, especially when one considers that data reduction typically requires processing a number of files concurrently – perhaps as many as six.

Realizing that the data are large, the facility also provides another convenience – facility produced and maintained data reduction applications are also made available via the portal. Integrated within the portal is a mechanism which enables GUI applications to be displayed locally on one’s own computer, however the application is actually running back on facility computers. Utilizing this web based “thin client” approach has a number of significant advantages:

1. The user always has access to the most recent version of the application without having to perform installation.
2. Data are kept proximal to computing thus the amount of time to move data is minimized.
3. The facility can provide access to substantial computing resources which users may not have available to themselves otherwise.

The portal is useful for providing individual researchers convenient access to computing and data, however it is already providing more than that by facilitating collaboration. In the past, data sharing required the interested parties to figure out where to place the data in a mutually accessible, and safe location. Depending upon the size of the data, finding such a location is not always easy else we would simply email it to our collaborators. Within the portal data hierarchy, each experiment proposal subdirectory has within it a ‘shared’ subdirectory to facilitate collaboration. These are the only read-write subdirectories within the repository as all others are read-only. In addition, only the experiment team that can access the experiment data can access these shared areas. Thus experiment team members can place data in an area common among themselves in order to share data. The shared areas are the fastest growing regions in the data repository. All of the above features ensure that the portal attracts a steady influx of users.

4. **What’s next?**
There are several notable growth areas for the portal ranging from data, computing and networking, and new application development. Integration with X-ray sources to make X-ray data available for co-analyses with neutron scattering data has good scientific impact potential. Working with the X-ray facilities is one step towards developing a user facility network (UFNet) which could be used to facilitate cross-cutting scientific research. Other portals exist in the X-ray and neutron scattering communities, and new portals are likely on the horizon. Inter-operating with these portals will be

---

1. Note that paging techniques do exist which would make it possible to process such data on a laptop, however there is a question of the feasibility for processing very large data sets this way.
important but will bring significant challenges in federating their respective user authentication systems.

The future also looks to hold a new way of working by enabling users to leverage the ever-increasing portable computing power available to them. To illustrate, the web browser thin client approach does not require the user to install applications and relies upon the server-side for most of the work. But a “thick client” would enable a user to perform work on their local computer while also providing a remote interface to portal infrastructure enabling data movement and remote computation at the discretion of the user. Thus computing via a thick client would shift work away from a remote server onto a user’s own computer based upon what makes sense to be done locally. Work has begun in producing a thick client via an SBIR project lead by Mark Green of Tech-X Corporation. Similarly, the ISAW package is also being adapted to leverage remote data and computing resources.

Successful next generation applications will enable domain scientists to more fully focus on their research and less on the nuances of computing, yet will provide access world class cyberinfrastructure and scientific computing applications. Users will have more freedom of choice and flexibility for how and where they perform data analysis and computing. The future of computing for facility users looks bright.
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