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Abstract

In linguistics, a sememe is defined as the minimum semantic unit of languages. Sememe knowledge bases (KBs), which are built by manually annotating words with sememes, have been successfully applied to various NLP tasks. However, existing sememe KBs only cover a few languages, which hinders the wide utilization of sememes. To address this issue, the task of sememe prediction for BabelNet synsets (SPBS) is presented, aiming to build a multilingual sememe KB based on BabelNet, a multilingual encyclopedia dictionary. By automatically predicting sememes for a BabelNet synset, the words in many languages in the synset would obtain sememe annotations simultaneously. However, previous SPBS methods have not taken full advantage of the abundant information in BabelNet. In this paper, we utilize the multilingual synonyms, multilingual glosses and images in BabelNet for SPBS. We design a multimodal information fusion model to encode and combine this information for sememe prediction. Experimental results show the substantial outperformance of our model over previous methods (about 10 MAP and F1 scores). All the code and data of this paper can be obtained at \url{https://github.com/thunlp/MSGI}.

1 Introduction

A word is the smallest unit of language that can stand on its own (O’Grady et al., 1997), but its meaning can be further divided into smaller components. In linguistics, a \textit{sememe} is defined as the minimum semantic unit (Bloomfield, 1926). It is believed by some linguists that the meanings of all the words in any language can be decomposed of a limited set of language-independent sememes, which is equated with the idea of semantic primitives (Wierzbicka, 1996).

Sememes are implicit in words and hence cannot be utilized in natural language processing (NLP) directly. To tackle this challenge, Dong and Dong (2006) manually defined about 2,000 sememes and used them to annotate over 100,000 English and Chinese words, whereupon a sememe knowledge base called HowNet was established. Figure 1 gives an example of sememe annotations in HowNet.

HowNet is a special lexical knowledge base (KB). Different from other lexical KBs like WordNet (Miller, 1998), which explain meanings of words by relations between words, e.g., hyponym and meronym, HowNet provides intensional definitions of words using infra-word sememes. This distinctness gives HowNet unique advantages. First, sememes can be easily incorporated into neural networks as semantic labels (Qi et al., 2019; Qin et al., 2020), which displays the particular suitability of HowNet in knowledge integration into deep learning. Second, the nature that limited sememes can represent meanings of unlimited words endows HowNet with the ability to handle low-data regimes, e.g., sememes can improve the embeddings of rare words (Niu et al., 2017). Because of
these advantages, HowNet has been successfully utilized in various NLP tasks (Qi et al., 2021b).

HowNet is distinctive and useful, but it covers only two languages (English and Chinese). Plus there are no sememe KBs like HowNet in other languages, which hinders NLP of most languages from benefiting by sememes. Manually building a sememe KB for each language is an obvious solution. But it is not realistic at all because the building process would be extremely time-consuming and labor-intensive — it takes several linguistic experts more than two decades to build HowNet.

To solve this problem, Qi et al. (2020) pioneeringly propose to build a multilingual sememe KB based on BabelNet (Navigli and Ponzetto, 2012a), a multilingual encyclopedic dictionary. The entries of BabelNet are synsets composed of synonyms in almost 500 languages, as illustrated in Figure 2. All the multilingual synonyms in a synset have the same meaning and thus should be annotated with the same sememes. Therefore, sememe annotations of words in many languages would be simultaneously obtained by annotating sememes for BabelNet synsets. For example, suppose we annotate four sememes human, family, spouse and male to the synset in Figure 2, all the multilingual synonyms in the synset (“husband”, “époux”, “丈夫”, etc.) would be simultaneously annotated with these sememes.1

Further, Qi et al. (2020) build a seed dataset by manually annotating sememes for some synsets, and present the task of sememe prediction for BabelNet synsets (SPBS), which is aimed at automatically predicting sememes for the other unannotated synsets. In addition, they put forward two SPBS methods that utilize different information in BabelNet synsets, namely synset-related Wikipedia articles and relations between synsets.

In this paper, we argue that some other information contained in BabelNet can be exploited for SPBS. As shown in Figure 2, in addition to the multilingual synonyms, each BabelNet synset comprises multilingual glosses that are extracted from different sources including WordNet and Wiktionary.2 Besides, many synsets contain images from Wikipedia and Wikidata (Vrandečić and Krötzsch, 2014). The multilingual synonyms, glosses and images of a synset convey the meaning of the synset, thus naturally helpful in predicting sememes for the synset. Therefore, we propose to utilize all the information in BabelNet synsets for the task of SPBS.

We design a multimodal information fusion model named MSGI (sememe prediction with Multilingual Synonyms and Glosses as well as Images), which comprises a multilingual text encoder, an image encoder and a multi-label classifier. The text encoder is based on a cross-lingual pre-trained language model that encodes the multilingual synonyms and glosses. To adapt the general pre-trained language model for the task of SPBS, we introduce a new pre-training task named masked contextual sememe prediction to it. The image encoder learns the embeddings of the images, and we adopt the attention-based multi-instance learning mechanism to process multiple images.

In experiments, we find that our MSGI model substantially outperforms previous SPBS methods (by about 10 MAP and F1 scores). We also conduct a series of quantitative and qualitative analyses of the sememe prediction results of MSGI, aiming to explain the effectiveness of MSGI.

---

1If a word is polysemous, it would be included in multiple BabelNet synsets and have multiple sets of sememes.

2https://www.wiktionary.org/
2 Related Work

2.1 Sememe Knowledge Base

HowNet is the most famous sememe KB and has attracted wide attention since it was published (Dong and Dong, 2006). So far it has displayed its effectiveness in various NLP tasks, such as word similarity computation (Liu and Li, 2002), sentiment analysis (Fu et al., 2013), word sense disambiguation (Hou et al., 2020), word representation learning (Niu et al., 2017), language modeling (Gu et al., 2018), relation extraction (Li et al., 2019), reverse dictionary (Zhang et al., 2020), adversarial and backdoor attacks (Zang et al., 2020; Qi et al., 2021c), text matching (Lyu et al., 2021b), quote recommendation (Qi et al., 2022), etc.

Besides the application of sememe KBs, another line of research is the automatic expansion and construction of sememe KBs. Among these studies, most of them focus on automatic expansion of existing sememe KBs (Xie et al., 2017b; Jin et al., 2018; Lyu et al., 2021a). They propose different methods to automatically predict sememes for English/Chinese words that are not covered in HowNet, aiming to expand and update HowNet.

Only a few studies try to automatically construct a sememe KB for a new language. Qi et al. (2018) present the task of cross-lingual lexical sememe prediction, aiming to predict sememes for words in a new language based on the sememe annotations of English/Chinese words in HowNet. However, it is not efficient because it can handle only one language at a time. Moreover, it cannot conduct sense-level sememe prediction and thus hardly processes polysemous words. Afterwards, Qi et al. (2020) pioneeringly propose the scheme of the BabelNet-based multilingual sememe KB, which is a more efficient and economical way to build sememe KBs for many languages. They take advantage of the multilingual nature of BabelNet and try to automatically predict sememes for all BabelNet synsets, so that all words in almost 500 languages in BabelNet would obtain sememe annotations. Further, they build a seed dataset by aligning the words in HowNet and BabelNet and propose two methods to automatically predict sememes for synsets. Building on this work, we utilize more information incorporated in BabelNet to predict sememes for BabelNet synsets, achieving much better results.

Moreover, a recent work tries to construct a sememe KB on the basis of a dictionary (Qi et al., 2021a). It does not rely on the existing sememe annotations of HowNet or use the sememe set of HowNet. Instead, it views the words in the controlled defining vocabulary of a dictionary as “semmes”, and extracts them directly from dictionary definitions.

2.2 BabelNet

BabelNet (Navigli and Ponzetto, 2012a) is a multilingual encyclopedic dictionary that merges many heterogeneous resources, mainly including WordNet (Miller, 1998), Wikipedia and Wikidata (Vrandečić and Krötzsch, 2014). It has been utilized in multiple NLP tasks (Navigli et al., 2021), especially the cross-lingual or multilingual tasks, such as multilingual word sense disambiguation (Navigli and Ponzetto, 2012b), cross-lingual lexical entailment (Vyas and Carpuat, 2016) and cross-lingual AMR parsing (Blloshmi et al., 2020). Most of these studies regard BabelNet as a large multilingual sense inventory and utilize the multilingual synonyms and glosses in BabelNet synsets, and some studies also use images in it, e.g., Calabrese et al. (2020) learn multimodal sense embeddings with the concepts and images in BabelNet.

Due to the multilingual mapping between different resources, BabelNet has become the hub to ground many linguistic resources, e.g., BabelNet is at the core of a dictionary matrix within the ELEXIS project\(^3\) that aims to interlink different lexicographic resources.

3 Methodology

In this section, we elaborate on our MSGI model. Before that, we first introduce the formalization of the SPBS task. Then we describe the details of MSGI, and finally we present the training strategy of MSGI. Figure 3 illustrates the framework and training strategy of MSGI.

3.1 SPBS Task Formalization

According to Qi et al. (2020), SPBS neglects the hierarchical structures of sememes and regards sememes as discrete semantic labels. Therefore, SPBS is essentially a multi-label classification problem that is aimed at attaching appropriate labels (sememes) to the target BabelNet synset. Formally, suppose \(B\) is the set of all BabelNet synsets and \(S\) is the set of all sememes. For a given target synset \(b \in B\), SPBS is intended to predict its

\(^3\)https://elex.is/
sememe set $S_b = \{s_1, \ldots, s_{|S_b|}\} \subset S$, where $|\cdot|$ represents the cardinality of a set.

To this end, a prediction score is computed for each sememe. Then the sememes whose prediction scores are higher than a threshold are selected as the prediction results. Formally, the predicted sememe set for the target synset $b$ is

$$\hat{S}_b = \{s \in S | P(s|b) > \delta\},$$

where $P(s|b)$ is the prediction score of a sememe $s$ and $\delta$ is the prediction score threshold.

### 3.2 The MSGI Model

MSGI is a multimodal information fusion model that is composed of a text encoder, an image encoder and a multi-label classifier. Next, we describe the three parts one by one.

**Text Encoder**

The text encoder is aimed at encoding the semantic information of the multilingual synonyms and glosses of a BabelNet synset. We combine all the multilingual synonyms and glosses into a multilingual text sequence and utilize XLM-R (Conneau et al., 2020) to encode it. XLM-R is a large cross-lingual pre-trained language model, and is pre-trained on a large corpus in many languages using self-supervised training objectives including masked language model (Devlin et al., 2019). Because of the popularity and outstanding performance on multiple cross-lingual NLP tasks, we choose XLM-R as the base text encoder in this paper. But our method also works based on other cross-lingual pre-trained language models.

We construct the multilingual text sequence of a synset in the following way. For a target synset, we first concatenate the synonyms and gloss in the same language. Inspired by Du et al. (2020), we put a special separator token, specifically a colon (‘:’), between the synonyms and gloss to discriminate them. Besides, we use another separator token, namely vertical bar (‘|’), to separate the synonyms. For example, the concatenation of the English synonyms and gloss of the example synset in Figure 2 is ‘husband’ | ‘hubby: A woman’s partner in marriage’ | ‘époux’ | ‘marié: Partenaire masculin dans un mariage’}, where ‘/s’ is the language separator token in XLM-R.

After obtaining the monolingual text sequences in many languages, we concatenate them into the final multilingual text sequence. For example, the concatenation of the English and French text sequences is $S_{(en,fr)} = \{/s\}$ ‘husband’ | ‘hubby: A woman’s partner in marriage’ | ‘/s\} ‘époux’ | ‘marié: Partenaire masculin dans un mariage’}, as shown in Figure 3.

Next, we feed the multilingual text sequence into XLM-R and obtain a series of hidden states:

$$h_{/s}, \ldots = XLM-R(S).$$

We use the first hidden state as the text-based semantic representation of the synset: $b_t = h_{/s}$.

**Image Encoder**

The image encoder is used to capture the semantic information contained in the images in a BabelNet synset. Previous studies have shown that images can help learn better semantic representations for concepts and entities (Xie et al., 2017a; Calabrese et al., 2020). We believe that images are also beneficial to SPBS.

We use the popular image classification model ResNet (Deng et al., 2009) as the image encoder to learn image embeddings. Most BabelNet synsets have multiple images, and we need to combine the embeddings of multiple images into one aggregated image-based representation. Simply averaging all image embeddings may suffer from noises and cannot highlight important information. Inspired by Xie et al. (2017a), we utilize the attention-based multi-instance learning mechanism to construct the aggregated image-based representation.

Suppose a BabelNet synset $b$ has $m$ images and the embedding of the $j$-th image obtained from RestNet is $e_j$. Based on the text-based representation of the synset $b_t$, we calculate the attention of each image:

$$\alpha_j = \frac{\exp(b_t \cdot e_j)}{\sum_{k=1}^{m} \exp(b_t \cdot e_k)}.$$  

The aggregated image-based representation is the attention-weighted sum of the image embeddings:

$$b_i = \sum_{j=1}^{m} \alpha_j e_j.$$

In experiments, however, we find that images in BabelNet are too diversified, and some are even not related to the corresponding synsets at all.\footnote{It is because most images in BabelNet are automatically extracted from Wikipedia and Wikidata without manual examination.} For example, among the displayed four images in the example synset in Figure 2, they vary markedly in styles and semantic descriptive perspectives. Even with the attention mechanism, the model would still be confused if we consider all the images.

After obtaining the monolingual text sequences in many languages, we concatenate them into the final multilingual text sequence. For example, the concatenation of the English and French text sequences is $S_{(en,fr)} = \{/s\} ‘husband’ | ‘hubby: A woman’s partner in marriage’ | ‘/s\} ‘époux’ | ‘marié: Partenaire masculin dans un mariage’}, as shown in Figure 3.

Next, we feed the multilingual text sequence into XLM-R and obtain a series of hidden states:

$$h_{/s}, \ldots = XLM-R(S).$$

We use the first hidden state as the text-based semantic representation of the synset: $b_t = h_{/s}$.

**Image Encoder**

The image encoder is used to capture the semantic information contained in the images in a BabelNet synset. Previous studies have shown that images can help learn better semantic representations for concepts and entities (Xie et al., 2017a; Calabrese et al., 2020). We believe that images are also beneficial to SPBS.

We use the popular image classification model ResNet (Deng et al., 2009) as the image encoder to learn image embeddings. Most BabelNet synsets have multiple images, and we need to combine the embeddings of multiple images into one aggregated image-based representation. Simply averaging all image embeddings may suffer from noises and cannot highlight important information. Inspired by Xie et al. (2017a), we utilize the attention-based multi-instance learning mechanism to construct the aggregated image-based representation.

Suppose a BabelNet synset $b$ has $m$ images and the embedding of the $j$-th image obtained from RestNet is $e_j$. Based on the text-based representation of the synset $b_t$, we calculate the attention of each image:

$$\alpha_j = \frac{\exp(b_t \cdot e_j)}{\sum_{k=1}^{m} \exp(b_t \cdot e_k)}.$$  

The aggregated image-based representation is the attention-weighted sum of the image embeddings:

$$b_i = \sum_{j=1}^{m} \alpha_j e_j.$$

In experiments, however, we find that images in BabelNet are too diversified, and some are even not related to the corresponding synsets at all.\footnote{It is because most images in BabelNet are automatically extracted from Wikipedia and Wikidata without manual examination.} For example, among the displayed four images in the example synset in Figure 2, they vary markedly in styles and semantic descriptive perspectives. Even with the attention mechanism, the model would still be confused if we consider all the images.
We can simply train MSGI using the cross-entropy loss, where $L_b = -\frac{1}{|S_b|} \sum_{s \in S_b} \log p_s + \sum_{s \notin S_b} \log(1 - p_s)$, (5)

where $p_s$ is the sememe prediction score of $s$.

Here we directly use the raw XLM-R, which is general and independent on downstream tasks. We argue that it can be enhanced by integrating specific adaptation to the SPBS task. Inspired by the masked language model (Devlin et al., 2019) and sememe-incorporated language model (Gu et al., 2018), we propose the masked contextual sememe prediction (MCSP) pre-training task as the adaptation of XLM-R.

**MCSP Pre-training**

MCSP is aimed at predicting sememes for a masked word in a sentence by utilizing the contextual information. It is viable for English and Chinese glosses thanks to HowNet that annotates sememes for English and Chinese words. We hope that MCSP pre-training can make the raw XLM-R more familiar with sememes and in turn, perform better in the subsequent training of SPBS.

More specifically, for a multilingual text sequence of a synset, we randomly replace some words in its English and Chinese glosses with a special [MASK] token. Then we feed the corrupted text sequence into the raw XLM-R, and pass the hidden states of the [MASK] tokens to a multi-label classifier like Equation (4), which serves as the sememe predictor for words. Following previous studies on sememe prediction for words (Xie et al., 2017a),
et al., 2017a; Jin et al., 2018), we neglect the polysemy of the masked words and group sememes of all senses together to form the sememe set of a word.

The training loss for MCSP is also multi-label cross-entropy loss. After the MCSP pre-training, we conduct the training of SPBS as in Equation (5).

4 Experiments

In this section, we evaluate the sememe prediction performance of our MSGI model.

4.1 Experimental Settings

Dataset The evaluation is conducted on BabelSememe, the seed dataset of the multilingual sememe KB based on BabelNet that is built by Qi et al. (2020). Its training/validation/test sets have 12,369/1,546/1,546 synsets that are manually annotated by a total of 2,106 sememes.

Baseline Methods We choose the two methods proposed by Qi et al. (2020) as main baselines: (1) SPBS-SR, which performs collaborative filtering-based sememe prediction (Xie et al., 2017b) using NASARI embeddings (Camacho-Collados et al., 2016), a set of synset embeddings trained with related Wikipedia articles; (2) SPBS-RR, which models SPBS as a relation prediction task in knowledge graph by considering relations between synsets; (3) the Ensemble of the above two methods. Besides, we have two naive baselines that are used for comparison in Qi et al. (2020); (4) Logistic regression (LR), which directly uses NASARI embeddings for multi-label classification; (5) TransE (Bordes et al., 2013), which is a classical relation prediction model and adapted for SPBS in a similar way to SPBS-RR.6

Evaluation Metrics Following Qi et al. (2020), we use mean average precision (MAP) and F1 score as the evaluation metrics.

Selection of Languages It is impractical to consider all the 500 languages in BabelNet together. In our experiments, we pick 3 representative languages, namely English, French and Chinese. English and Chinese are the two languages in HowNet and are required for MCSP pre-training. French is a high-resource language and most synsets have French glosses in BabelNet. Besides, these 3 languages have different linguistic distances: English is close to French while Chinese is far from the two. Some synsets have no glosses in French or Chinese, and we remove the whole corresponding monolingual part from the multilingual text sequences.

Implementation Details For the text encoder, we use the pre-trained base version of XLM-R with the help of the Transformers library (Wolf et al., 2020), and the hidden size is 768. For the image encoder, we choose ResNet-152 that contains 152 layers and delivers 1000-dimensional image embeddings, and implement the model with PyTorch.7 We transform the image embeddings into 768 dimensions with a linear layer in order for attention calculate and concatenation with the text-based representation. For images from BabelNet, we resize them into 256×256. For images from ImageNet, we use the processed version of ImageNet 21K (Ridnik et al., 2021) whose images are resized into 224×224. In BabelSememe, 9,356 synsets have images, among which 2,538 synsets have images from both BabelNet and ImageNet. The average image number of a synset is 45.

We use the Adam (Kingma and Ba, 2015) optimizer in both MCSP pre-training and the final training. The prediction score threshold δ in Equation (1) is continuously tuned on the validation set and set to 0.42 finally. The learning rates for XLM-R and the multi-label classifier are separately tuned in {1e-6, 5e-6, 1e-5, 5e-5, 1e-4} and {1e-4, 5e-4, 1e-3, 5e-3, 1e-2}, where the boldfaced ones are final picks based on the validation set performance.

4.2 Main Results

Table 1 shows the SPBS results of different models on the test set. We have the following observations:

(1) The MSGI model achieves consistent and substantial outperformance over previous methods (about 10 for both MAP and F1 score), which demonstrates the usefulness of the multilingual and multimodal information in BabelNet in the SPBS task and the effectiveness of the MSGI model.

(2) Among the four PoS types, MSGI performs best on nominal synsets, which is possibly because nominal synsets have the largest amount and the most abundant information in BabelNet (Navigli and Ponzetto, 2012a).

6SPBS-SR and LR require NASARI embeddings that only cover nominal synsets. Thus the two methods work on the nominal synsets only.

7https://pytorch.org/hub/pytorch_vision_resnet/
Table 1: SPBS performance of different models on the test set of BabelSememe. The boldfaced results exhibit statistically significant improvement over the other results with \( p < 0.1 \) according to the paired \( t \)-test, and the underlined results indicate no significant difference.

| Model         | MAP | F1  | MAP | F1  | MAP | F1  | MAP | F1  | MAP | F1  |
|---------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| LR            | 54.42 | 39.81 | –   | –   | –   | –   | –   | –   | –   | –   |
| TransE        | 61.05 | 46.78 | 34.75 | 26.76 | 29.11 | 22.99 | 30.05 | 20.69 | 51.73 | 39.73 |
| LPBS-SR       | 65.16 | 49.75 | –   | –   | –   | –   | –   | –   | –   | –   |
| LPBS-RR       | 62.50 | 47.92 | 34.76 | 25.28 | 32.68 | 24.51 | 30.86 | 20.07 | 53.31 | 40.53 |
| Ensemble      | 68.85 | 55.35 | 34.76 | 25.28 | 32.68 | 24.51 | 30.86 | 20.07 | 57.64 | 45.61 |
| MGI (ours)    | **71.81** | **64.36** | **59.78** | **47.01** | 55.61 | 41.02 | 68.52 | 55.20 | **67.23** | **57.68** |
| -Synonym      | 67.40 | 59.07 | 35.31 | 24.99 | 36.33 | 26.18 | 48.33 | 37.45 | 57.25 | 48.54 |
| -Gloss        | 66.90 | 56.99 | 54.22 | 41.54 | 53.11 | 39.20 | **68.76** | **55.14** | 62.67 | 52.21 |
| -Image        | 71.41 | 61.58 | 59.70 | 44.29 | **55.86** | **43.15** | 63.81 | 51.63 | 67.13 | 56.62 |
| -MCSP         | 70.58 | 61.99 | 57.55 | 43.27 | 52.57 | 40.61 | 68.49 | 52.79 | 65.70 | 56.05 |

Table 2: SPBS performance of the MSGI model incorporated with different image information.

| Used Images                                      | MAP  | F1  |
|-------------------------------------------------|------|-----|
| No Images                                       | 69.40 | 60.44 |
| All BabelNet Images                             | 70.25 | 60.99 |
| Filtered BabelNet Images                        | 70.63 | 61.21 |
| Filtered BabelNet + ImageNet Images             | **71.33** | **62.10** |

4.4 Effectiveness of Multilinguality

In this subsection, we investigate the effectiveness of the multilingual information in the MSGI model. We extract the 8,974 synsets that have synonyms and glosses in all the three languages (English, French and Chinese), and randomly split them into training/validation/test sets in the ratio of 8:1:1. Then we train MSGI with multilingual text sequences in different combinations of languages.

The evaluation results on the test set are shown in Table 3. We observe that considering more languages can bring performance enhancement indeed, which demonstrates the usefulness of the multiling-
Table 3: SPBS performance of the MSGI model with information in different language combinations.

| Languages | MAP  | F1   |
|-----------|------|------|
| En        | 67.22| 55.80|
| Fr        | 59.87| 50.87|
| Zh        | 70.87| 61.13|
| En+Fr     | 68.01| 57.48|
| En+Zh     | 71.95| 61.53|
| Fr+Zh     | 71.65| 60.45|
| En+Fr+Zh  | 72.98| 63.46|

Figure 4: SPBS results of synsets with different numbers of sememes. The numbers of synsets in the six ranges are 422, 422, 287, 208, 119 and 88, respectively.

Figure 5: SPBS results of synsets having sememes with different frequencies. The numbers of synsets in the six ranges are 708, 164, 66, 35, 21 and 49, respectively.

5 Analysis

In this section, we conduct some quantitative and qualitative analyses of the SPBS results of MSGI. All the experiments are conducted on the validation set of BabelSememe.

5.1 Effect of Synset’s Sememe Number

We first investigate how the characteristics of a synset affect its sememe prediction results. The effect of PoS has been studied in §4.2. Here we focus on another quantitative characteristic, namely the number of a synset’s annotated sememes. Figure 4 shows the average sememe prediction MAP and F1 scores of the synsets that have different numbers of sememes. We find that the sememe prediction performance of a synset is basically not influenced by its sememe number. In contrast, according to Qi et al. (2020), the baseline methods (SPBS-SR, SPBS-RR and Ensemble) perform badly on the synsets with too few or too many sememes. These results show the higher robustness of our MSGI model to sememe number.

5.2 Effect of Sememe Frequency

In this subsection, we explore what sememes are easy or hard to predict. We study the characteristic of sememe frequency, i.e., the number of synsets having a target sememe in the training set, which is the only quantitative feature of sememes. Figure 5 shows the results, where the x-axis denotes the sememe frequency ranges while the y-axis denotes the average sememe prediction performance of the synsets having the sememes within a specific frequency range. We find that the frequent sememes are easier to predict broadly, which is consistent with the findings in previous work (Qi et al., 2020).

5.3 Qualitative Analysis

In this subsection, we conduct qualitative analysis and case studies into the SPBS results of the MSGI model. We randomly select fifty synsets from the validation set and carry out error analysis one by one. According to their sememe prediction results, we can classify the synsets into four types, namely (1) Good: MSGI performs well on these synsets with MAP/F1 score higher than 85; (2) Fewer, MSGI predicts fewer sememes for these synsets than the ground truth; (3) More, MSGI predicts more sememes for these synsets than the
ground truth; (4) **Similar**: MSGI predicts some sememes that are different from but similar to the ground-truth sememes. The number of synsets belonging to the four types are 23 (46%), 10 (20%), 3 (6%) and 14 (28%), respectively.

We pick one example synset for each type and show their basic information and sememe prediction results in Table 4. For the synset of “anorexia”, the gloss doesn’t embody any information about “disgust at eating”, thus the MSGI model doesn’t predict the two sememes “disgust” and “eat”. For the synset of “boiler”, the gloss provides much information and the model predicts more sememes than the ground truth, which are basically reasonable. For the synset of “semantic”, our model predicts “knowledge” rather than “information”, while the two sememes are similar and related.

### 6 Conclusion and Future Work

In this paper, we propose to utilize the multilingual and multimodal information in BabelNet, i.e., multilingual synonyms, multilingual glosses and images, to predict sememes for BabelNet synsets. We design the MSGI model and it achieves absolute outperformance over previous methods. In the future, we will try to leverage more information in BabelNet, e.g., semantic relations, to better predict sememes. We will also consider expanding BabelSememe with the prediction results of our model after manual examination.
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