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Abstract

We present a novel method for coreference resolution error analysis which we apply to perform a recall error analysis of four state-of-the-art English coreference resolution systems. Our analysis highlights differences between the systems and identifies that the majority of recall errors for nouns and names are shared by all systems. We characterize this set of common challenging errors in terms of a broad range of lexical and semantic properties.

1 Introduction

Coreference resolution is the task of determining which mentions in a text refer to the same entity. State-of-the-art approaches include both learning-based (Fernandes et al., 2012; Björkelund and Farkas, 2012; Durrett and Klein, 2013) and deterministic models (Lee et al., 2013; Martschat, 2013). These approaches achieve state-of-the-art performance mainly relying on morphosyntactic and lexical factors. However, consider the following example.

In order to improving the added value of oil products, the second phase project of the Qinghai Petroleum Bureau’s Ge’ermu oil refinery has been put into production. This will further improve the factory’s oil products structure.

Due to the lack of any string overlap, most state-of-the-art systems will miss the link between the factory and the Qinghai Petroleum Bureau’s Ge’ermu oil refinery. The information that factory is a hypernym of refinery, however, may be useful to resolve such links.

The aim of this paper is to quantify and characterize such recall errors made by state-of-the-art coreference resolution systems. By doing so, we provide a solid foundation for work on employing knowledge sources for improving recall for coreference resolution (Ponzetto and Strube, 2006; Rahman and Ng, 2011; Ratinov and Roth, 2012; Bansal and Klein, 2012, inter alia). In particular, we make the following contributions:

We present a novel framework for coreference resolution error analysis. This yields a formal foundation for previous work on link-based error analysis (Uryupina, 2008; Martschat, 2013) and complements work on transformation-based error analysis (Kummerfeld and Klein, 2013).

We apply the method proposed in this paper to perform a recall error analysis of four state-of-the-art systems, encompassing deterministic and learning-based approaches. In particular, we identify and characterize a set of challenging errors common to all systems, and discuss strengths and weaknesses of each system regarding specific error types. We also present a brief precision error analysis.

A toolkit which implements the framework proposed in this paper is available for download.¹

2 A Link-Based Analysis Framework

In this section we discuss challenges in coreference resolution error analysis and devise an error analysis framework to overcome these challenges.

2.1 Motivation

Suppose a document contains the entity BARACK OBAMA, which is referenced by four mentions in the following order: Obama, he, the president and his. A typical output of a current system not equipped with world knowledge will consist of two entities: {Obama, he} and {the president, his}. Obviously, the system made a recall error. But, due to the complex nature of the coreference resolution task, it is not clear how to represent the re-

¹http://smartschat.de/software
call error: is it missing the link between the president and Obama? Can the error be attributed to deficiencies in pronoun resolution?

Linguistically motivated error representations would facilitate both understanding of current challenges and make system development faster and easier. The aim of this section is to devise such representations.

2.2 Formalizing Coreference Resolution

To start with, we give a formal description of the coreference resolution task following the terminology used for the ACE (Mitchell et al., 2004) and OntoNotes (Weischedel et al., 2013) projects.

A mention is a linguistic realization of a reference to an entity. Two mentions corefer if they refer to the same entity. Hence, coreference is reflexive, symmetric and transitive, and therefore an equivalence relation. The task of coreference resolution is to predict equivalence classes of mentions in a document according to the coreference relation.

In order to extract errors, we need to compare the reference equivalence classes, given by the annotation, with the system equivalence classes obtained from system output. The key question now is how we represent these equivalence classes of mentions. Adapting common terminology, we also refer to the equivalence classes as entities.

2.3 Representing Entities

The most straightforward entity representation ignores any structure and models an entity as a set of mentions. This representation was utilized for error analysis by Kummerfeld and Klein (2013), who extract errors by transforming reference into system entities. In this set-based representation, we can only extract whether two mentions corefer at all. More fine-grained information, for example about antecedent information, is not accessible.

We therefore propose to employ a structured entity representation, which explicitly models links established by the coreference relation between mentions. This leads to a link-based error representation which formalizes the methods presented in Uryupina (2008) and Martins (2013).

We employ for representation a complete one-directional graph. That is, we represent an entity $e$ over mentions $\{m_1, \ldots, m_n\}$ as a graph $e = (N, A)$, where $N = \{m_1, \ldots, m_n\}$ and $A = \{(m_k, m_j) \mid k > j\}$. The indices respect the mention ordering. Mentions earlier in the text have a lower index. An example graph for an entity over four mentions $m_1, \ldots, m_4$ (such as the BARACK OBAMA entity) is depicted in Figure 1a. In this graph, we express all coreference relations between all pairs of mentions.

In the following, we discuss how to compute recall errors for a reference entity $r \in R$ with respect to the system entities $S$. For computing precision errors, we just switch the roles of $R$ and $S$.

2.4 Comparing Reference and System Entities

As we represent entities as sets of links between mentions, errors can be quantified as differences in the links. For example, if an edge (representing a link) from some reference entity $r \in R$ is missing we could also use an undirected instead of a one-directional graph, but using a one-directional graph conveniently models sequential information, which simplifies notation and the algorithms we will present.

Figure 1: (a) a reference entity $r$, represented as a complete one-directional graph, (b) a set $S$ of three system entities, (c) the partition $r_S$, (d) a spanning tree for $r$. 
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2We could also use an undirected instead of a one-directional graph, but using a one-directional graph conveniently models sequential information, which simplifies notation and the algorithms we will present.
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in all system entities in \( S \), this is a recall error.

In order to formalize this, we employ the notion of a partition of an entity. Let \( r \in \mathbb{R} \) be some reference entity, and let \( S \) be a set of system entities. The partition of \( r \) by \( S \), written \( r_S \), is obtained by taking all edges in \( r \) that also appear in \( S \). \( r_S \) consists of all connected components of \( r \) (we will refer to these as subentities) that are also in \( S \). All edges in \( r \) that are not in \( r_S \) are candidates for recall errors, as these were not in any entity in \( S \).

Figure 1b shows a set \( S \) of three system entities: two consist of two mentions, one of three mentions. In our running example, this corresponds to the system output \{Obama, he\} and \{the president, his\} plus some spurious mentions, which are colored gray. The graph \( r_S \) for our example is shown in Figure 1c. The two edges correspond to the correctly recognized links (he, Obama) and (his, the president). All edges in \( r \) (Figure 1a) missing from this graph are candidates for errors.

### 2.5 Spanning Trees

However, taking all edges in \( r \) missing in \( r_S \) as errors leads to unintuitive results. In the BARACK OBAMA example, this would lead to four errors being extracted: (the president, Obama), (his, Obama), (the president, he) and (his, he). But, in order to correctly predict the BARACK OBAMA entity, a coreference resolution system only needs to predict three correct links, i.e. it has to provide a spanning tree of the entity’s graph representation.

Therefore, to extract errors, we compute a spanning tree \( T_r \) of \( r \), and take all edges in \( T_r \) that do not appear in \( r_S \) as errors. Figure 1d shows an example spanning tree for the running example entity \( r \). The dashed edge, which corresponds to the link (the president, Obama), does not appear in \( r_S \) and is therefore extracted as an error.

The strategies for computing a spanning tree may differ for recall and precision errors. Hence, our extraction algorithm is parametrized by two procedures \( \text{ST}_{\text{rec}}(e, P) \) and \( \text{ST}_{\text{prec}}(e, P) \) which, given an entity \( e \) and a set of entities \( P \), output a spanning tree \( T_e \) of \( e \). The whole algorithm for error extraction is summarized in Algorithm 1.

### 3 Spanning Tree Algorithms

In the last section we presented a framework for link-based error analysis, which extracts errors by comparing entity spanning trees to entity partitions. Therefore we can accommodate different notions of errors by varying the algorithm for computing spanning trees. We now present some spanning tree algorithms for extracting recall and precision errors.

#### 3.1 Recall Errors

We first observe that for error extraction, the structure of the spanning trees of the subentities appearing in \( r_S \) does not play a role. Edges present in \( r_S \) are not candidates for errors, since they appear in both the reference entity \( r \) and the system output \( S \). Therefore, it does not matter which edges from the subentities are in the spanning tree.

Hence, to build the spanning tree, we first choose arbitrary spanning trees for the subentities in the partition. We choose the remaining edges according to the spanning tree algorithm.

Having settled on this, we only have to decide which edges to choose that connect the trees representing the subentities. There are many possible choices for this. For example, the graph in Figure 1c has four candidate edges which connect the trees for the subentities.

We can reduce the number of candidate edges by only considering the first mention (with respect to textual order) in a subentity as the source of an edge to be added. This makes sense since all other mentions in that subentity were correctly resolved to be coreferent with some preceding mention. We still have to decide on the target of the edge. In Figure 1c, we have two choices for edges: \((m_3, m_1)\) and \((m_3, m_2)\). We now present two methods for choosing edges.
Choosing Edges by Distance. The most straight-forward way to decide on an edge is to take the edge with smallest mention distance between source and target. This is the approach taken by Martschat (2013).

Choosing Edges by Accessibility. However, the distance-based approach may lead to unintuitive results. Let us consider again the BARACK OBAMA example from Figure 1. When choosing edges by distance, we would extract the error (the president, he). However, such links with a non-pronominal anaphor and a pronominal antecedent are difficult to process and considered unreliable (Ng and Cardie, 2002; Bengtson and Roth, 2008). On the other hand, the missed link (the president, Obama) constitutes a well-defined hyponymy relation which can be found in knowledge bases and is easily interpretable by humans.

Uryupina (Uryupina, 2007; Uryupina, 2008) presents a recall error analysis where she takes the “intuitively easiest” missing link to analyze (Uryupina, 2007, p. 196). How can we formalize such an intuition? We will employ a notion grounded in accessibility theory (Ariel, 1988). Names and nouns refer to less accessible entities than pronouns do. For such anaphors, we prefer descriptive (name/nominal) antecedents. Inspired by Ariel’s degrees of accessibility, we choose a target for a given anaphor $m_i$ as follows:

- If $m_i$ is a pronoun, choose the closest preceding mention.
- If $m_i$ is not a pronoun, choose the closest preceding proper name. If no such mention exists, choose the closest preceding common noun. If no such mention exists, choose the closest preceding mention.

Applied to the example from Figure 1, this algorithm extracts the error (the president, Obama).³

3.2 Precision Errors

Virtually all approaches to coreference resolution obtain entities by outputting pairs of anaphor and antecedent, subject to the constraint that one anaphor has at most one antecedent.

We use this information to build spanning trees for system entities: these spanning trees consist of exactly the edges which correspond to anaphor/antecedent pairs in the system output.

4 Data and Systems

We now discuss data and coreference resolution systems which we will employ for our analysis.

4.1 Data

We analyze the errors of the systems on the English development data of the CoNLL’12 shared task on multilingual coreference resolution (Pradhan et al., 2012). This corpus contains 343 documents, spanning seven genres: bible texts, broadcast conversation, broadcast news, magazine texts, news wire, telephone conversations and web logs.

4.2 Systems

State-of-the-art approaches to coreference resolution encompass various paradigms, ranging from deterministic pairwise systems to learning-based structured prediction models. Hence, we want to conduct our analysis on a representative sample of the state of the art, which should be publicly available. Therefore, we decided on two deterministic and two learning-based systems:

- **StanfordSieve⁴** (Lee et al., 2013) was the winning system of the CoNLL’11 shared task. It employs a multi-sieve approach by making more confident decisions first.
- **Multigraph⁵** (Martschat, 2013) is a deterministic pairwise system which is based on Martschat et al. (2012), the second-ranking system in the English track of the CoNLL’12 shared task. It uses a subset of features as hard constraints and chooses an antecedent for a mention by summing up the remaining boolean features.
- **IMSCoref⁶** (Björkelund and Farkas, 2012) ranked second overall in the CoNLL’12 shared task (third for English). It stacks multiple decoders and relies on a combination of standard pairwise and lexicalized features.
- **BerkeleyCoref⁷** (Durrett and Klein, 2013) is a state-of-the-art system that uses mainly lexicalized features and a latent antecedent ranking architecture. It outperforms Stanford-Sieve and IMSCoref on the CoNLL’11 data.

---

³A similar procedure was used by Ng and Cardie (2002) to extract meaningful antecedents when training a coreference resolution system.

⁴Part of Stanford CoreNLP, available at http://nlp.stanford.edu/software/corenlp.shtml. We use version 3.4.

⁵http://smartschat.de/software

⁶http://www.ims.uni-stuttgart.de/forschung/ressourcen/werkzeuge/IMSCoref.en.html. We use the CoNLL 2012 system.

⁷http://nlp.cs.berkeley.edu/berkeleycoref.shtml
Table 1: Comparison of the systems with Fernandes et al. (2012) and with Martschat (2013) on CoNLL’12 English development data.

| System            | MUC  | B³   | CEAF  | Average |
|-------------------|------|------|-------|---------|
| Fernandes et al.  | 69.46| 57.83| 54.43 | 60.57   |
| Martschat         | 66.22| 55.47| 51.90 | 57.86   |
| StanfordSieve     | 64.96| 54.49| 51.24 | 56.90   |
| Multigraph        | 69.13| 58.61| 56.06 | 61.28   |
| IMSCoref          | 67.15| 55.19| 50.94 | 57.76   |
| BerkeleyCoref     | 70.27| 59.29| 56.11 | 61.89   |

For Multigraph, we modified the system described in Martschat (2013) slightly to allow for the incorporation of distance (similar to Cai and Strube (2010)). Inspired by Lappin and Leass (1994), we add salience weights for subjects and objects to the model to improve third-person pronoun resolution. We also extended the feature set by a sub-string feature. Furthermore, motivated by Chen and Ng (2012), we added a lexicalized feature for non-pronominal mentions that were coreferent in at least 50% of the cases in the training data.

StanfordSieve was run with its standard CoNLL shared task settings. The learning-based systems were trained on the CoNLL’12 training data. We trained IMSCoref with its standard settings, and trained BerkeleyCoref with the final feature set from Durrett and Klein (2013) for twenty iterations. We evaluate the systems on English CoNLL’12 development data and compare it with the winning system of the CoNLL’12 shared task (Fernandes et al., 2012) and with Martschat (2013) in Table 1, using the reference implementation v7 of the CoNLL scorer (Pradhan et al., 2014).

BerkeleyCoref performs best according to all metrics, followed by Multigraph. StanfordSieve is the worst performing system: the gap to BerkeleyCoref is five points in average score.

5 A Comparative Analysis

The coreference resolution systems presented in the previous section are a representative sample of the state of the art. Therefore, by analyzing the errors they make, we can learn about remaining challenges in coreference resolution and analyze the qualitative differences between the systems. The results of such an analysis will deepen our understanding of coreference resolution and will suggest promising directions for further research.

5.1 Experimental Settings

Previous studies identified the presence of recall errors as a main bottleneck for improving performance (Raghunathan et al., 2010; Durrett and Klein, 2013; Kummerfeld and Klein, 2013). This is also evidenced by the CoNLL shared tasks on coreference resolution (Pradhan et al., 2011; Pradhan et al., 2012), where most competitive systems had higher precision than recall. This indicates that an analysis of recall errors helps to understand and improve the state of the art. Hence, we focus on analyzing recall errors, and complement this by a brief analysis of precision errors.

We analyze errors of the four systems presented in the previous section on the CoNLL’12 English development data. To extract recall errors we employ the spanning tree algorithm which chooses edges by accessibility. We obtain precision errors from the pairwise output of the systems.

5.2 A Recall Error Analysis of StanfordSieve

Since StanfordSieve is currently the most-widely used coreference resolution system, it serves as a good starting point for our analysis. Remember that we represent each error as a pair of anaphor and antecedent. For an initial analysis, we categorize each error by mention type, distinguishing between proper name, common noun, pronoun, demonstrative pronoun and verb.

StanfordSieve makes 5245 recall errors. To put this number into context, we compare it with the maximum number of recall errors a system can make. This count is obtained by extracting recall errors from the output of a system that puts each mention in its own entity, which yields 14609 errors. In Table 2 we present a detailed analysis. For each pair of mention type of anaphor and antecedent, we categorize each error by mention type, distinguishing between proper name, common noun, pronoun, demonstrative pronoun and verb.

8 We obtain the type from the part-of-speech tag of the mention’s head. Furthermore, we treat every mention whose head has a NER label in the data as a proper name.
Table 2: Number of StanfordSieve’s recall errors according to mention type, compared to the maximum possible number of errors. Rows are anaphors, columns antecedents.

|        | Name | Noun | Pron. | Dem. | Verb |
|--------|------|------|-------|------|------|
| Errors | 1006 | 181  | 43    | 0    | 0    |
| Maximum| 3578 | 206  | 56    | 2    | 0    |
| Errors | 517  | 1127 | 46    | 14   | 91   |
| Maximum| 742  | 2063 | 51    | 14   | 91   |
| Errors | 483  | 761  | 543   | 45   | 53   |
| Maximum| 1166 | 1535 | 4596  | 92   | 53   |
| Errors | 23   | 86   | 41    | 31   | 117  |
| Maximum| 27   | 93   | 43    | 46   | 117  |
| Errors | 1    | 20   | 2     | 4    | 10   |
| Maximum| 1    | 20   | 2     | 4    | 11   |

Table 3: Recall error numbers for all systems.

| System       | Total | Anaphor Pron. | Name/Noun |
|--------------|-------|---------------|-----------|
| StanfordSieve| 5245  | 36%           | 54%       |
| Multigraph   | 4630  | 32%           | 56%       |
| IMSCoref     | 5220  | 32%           | 58%       |
| BerkeleyCoref| 4635  | 32%           | 56%       |

5.3 Analysis of the Other Systems

In the previous section we identified various characteristics of the errors made by StanfordSieve: only (comparatively) few errors are made for pronoun resolution and name coreference, while other types of nominal anaphora and coreference of demonstrative/verbal mentions pose a challenge for the system. Do the other systems in our study also have these characteristics? In order to answer this question, we repeated the analysis for the three other systems described in Section 4. We summarize the results in Table 3. We only report numbers for pronoun resolution and name/noun coreference, as all systems do not resolve verbal mentions and perform poorly for demonstratives.

StanfordSieve makes the most recall errors, closely followed by IMSCoref. Multigraph and BerkeleyCoref make around 600 errors less. While the total number of errors differs between the systems, the distributions are similar. In particular, around 55% of recall errors made involve only proper names and common nouns. The number is a bit higher for IMSCoref. We conclude that, despite variations in performance, both deterministic and learning-based state-of-the-art systems have similar weaknesses regarding recall.

The results displayed in Table 3 suggest various opportunities for future research. In this paper, we will focus on analyzing name/noun recall errors, as these constitute a large fraction of all recall errors. Future work should address the pronoun resolution errors and a characterization of the verbal/demonstrative errors.

5.4 Analysis of the Name/Noun Recall Errors

We now turn towards a fine-grained analysis of the name/noun recall errors. Table 4 displays the number of such recall errors made by each system, according to the mention types of anaphor and antecedent. We are interested in errors common to all systems, and in qualitative differences of errors between the systems.

5.4.1 Common Errors

Let us first analyze the errors common to all systems. Our analysis is driven by the question how these can be characterized, and which knowledge is missing to resolve such links. We discuss the errors depending on the mention types of anaphor and antecedent. The lower part of Table 4 displays the number of common errors for each category.
Table 4: Name/Noun recall errors for all systems.

| Description          | Name-Name | Noun-Name | Name-Noun | Noun-Noun |
|----------------------|-----------|-----------|-----------|-----------|
| StanfordSieve        | 1006      | 517       | 181       | 1127      |
| Multigraph           | 753       | 501       | 189       | 1152      |
| IMSCoref             | 1082      | 500       | 188       | 1264      |
| BerkeleyCoref        | 910       | 456       | 171       | 1072      |
| Common errors        | 475       | 371       | 147       | 835       |
| Correct boundaries identified | 257   | 273       | 108       | 563       |
| excl. IMSCoref       | 156       | 222       | 97        | 475       |

Table 5: Distribution of top five named entity types of common name-name recall errors and all possible name-name recall errors.

| Common      | All       |
|-------------|-----------|
| Type        | %         | %         |
| ORG         | 25%       | PERSON    | 26%       |
| PERSON      | 19%       | GPE       | 26%       |
| GPE         | 16%       | ORG       | 20%       |
| DATE        | 14%       | NONE      | 14%       |
| NONE        | 9%        | DATE      | 6%        |

Furthermore, in order to assess the impact of mention detection, the table shows the number of common errors where boundaries for both mentions were identified correctly by some system. We can see that boundary identification is a difficult problem, especially for proper name pairs: for 48% of such errors, no system found the correct boundaries of both mentions participating in the error. The number of errors where correct boundaries could be found drops significantly after excluding IMSCoref. This is due to the mention extraction strategy of IMSCoref: the other systems in our study discard the shorter mention when two mentions have the same head, IMSCoref keeps both mentions. Hence, the system is able to correctly identify some mentions even in the presence of parsing or preprocessing errors. However, as a result, IMSCoref has to process many spurious mentions, which makes learning more difficult.

We conclude that mention detection still constitutes a challenge. We now proceed to a detailed analysis of errors common to all systems. In passing we will discuss difficulties in mention detection with regard to specific error types.

Errors between Pairs of Proper Names. The systems share 475 recall errors between pairs of proper names. In Table 5, we compare the distribution of gold named entity types of these errors with the distribution of gold named entity types of all possible errors (obtained via a singleton system). We see that especially difficult classes of links are pairs with type ORG or DATE.

Let us now consider lexical features of the errors. In 154 errors, the strings match completely, but the correct resolution was mostly prevented by annotation inconsistencies (e.g. China instead of China’s) or propagated parsing and NER errors, which lead to deficiencies in mention extraction.

For 217 errors, at least one token appears in both mention strings, as in the “Cole” and the “USS Cole”. This shows the insufficiency of the features which hint to alias relations, may it be heuristics or learned lexical similarities (for 109 of the 217 errors, both mention boundaries were identified correctly by at least one system). Disambiguation with respect to knowledge bases could provide a principled way to identify name variations.

We classified the remaining 104 errors manually, see Table 6. For a couple of categories such as identifying acronyms, spelling variations and aliases, disambiguation could also help. Many errors happen for date mentions, which suggests the use of temporal tagging features.

Errors for Noun-Name Pairs. We now investigate the errors where the anaphor is a common noun and the antecedent is a proper name. 371 errors are common to all systems. The high fraction of common errors shows that this is an especially challenging category. We again start by investigating how the distribution of the named entity type

When computing these, we ignored case and ignored all tokens with part-of-speech tag DT or POS.
of the antecedent differs when we compare common errors to all possible errors. The results are shown in Table 7. Links with a proper name antecedent of type PERSON are especially difficult. They constitute 22% of the common errors, but only 18% of all possible errors.

Most mentions are in a hyponymy relation, like the prime minister and Mr. Papandreou. This confirms that harnessing such relations could improve coreference resolution (Rahman and Ng, 2011; Uryupina et al., 2011). For 65 of the errors (18%) there is lexical overlap: the head of the anaphor is contained in the proper name antecedent, as in the entire park and the Ocean Park.

When categorizing all common errors according to the head of the anaphor, we observe 204 different heads. 142 heads appear only once, but the top ten heads make up 88 of the 371 errors. The most frequent heads are company (15), group (12), government, country and nation (each 9). This suggests that even with few reliable hyponymy relations recall could be significantly improved.

We observe similar trends when the anaphor is a proper name and the antecedent is a noun.

### Table 6: Classification of common name-name recall errors without common tokens.

| Description | Occ. | Example |
|-------------|------|---------|
| Acronyms    | 20   | National Ice Hockey League and NHL |
| Alias       | 24   | Florida and the Sunshine State |
| Annotation  | 2    | Annotation errors (pronoun as name) |
| Context     | 2    | Paula Cocoz and juror number ten |
| Date        | 29   | 1989 and last year’s |
| Metonymy    | 12   | South Africa and Pretoria |
| Roles       | 8    | Al Gore and the Vice President |
| Spelling    | 7    | Hsiahuotzu and Hsiahuotsu |

Table 7: Distribution of top five named entity types of common noun-name recall errors and all possible noun-name recall errors.

| Type    | %     | Type    | %     |
|---------|-------|---------|-------|
| ORG     | 28%   | ORG     | 27%   |
| PERSON  | 22%   | GPE     | 22%   |
| GPE     | 19%   | PERSON  | 18%   |
| NONE    | 7%    | NONE    | 11%   |
| DATE    | 5%    | DATE    | 5%    |

Table 8: Comparison of noun-name recall errors. Entries are errors made by the system in the row, while the participating mentions are coreferent according to the the system in the column.

### Errors between Pairs of Common Nouns.

835 errors between pairs of common nouns are shared by all systems. For 174 of these, the anaphor is an indefinite noun phrase, which makes resolution a lot harder, since most coreference resolution systems classify these as non-anaphoric and therefore do not attempt resolution.

For further analysis, we split all 835 errors in two categories, distinguishing whether the head matches between the mentions or not. In 341 cases the heads match. For many of these cases, parsing errors propagate and prevent the systems from recognizing the correct mention boundaries.

In order to get a better understanding of the errors for nouns with different heads, we randomly extracted 50 of the 494 pairs and investigated the relation that holds between the heads. In 23 cases, the heads were related via hyponymy. In 10 cases they were synonyms. The remaining 17 cases involve many different phenomena, for example meronymy. This confirms findings from previous research (Vieira and Poesio, 2000).

Hence, looking up lexical relations, especially hyponymy, might be helpful to solve these cases.

### 5.4.2 Differences between the Systems

In order to analyze differences between the systems, we compare the recall errors they make. The information how recall errors differ between systems will enable us to understand individual strengths and weaknesses.

Exemplarily, we will have a look at the differences in the errors when the anaphor is a common noun and the antecedent is a proper name. By system design and by the total error numbers (Table 4) we expect the learning-based systems to have a slight advantage over the deterministic systems.

In Table 8 we compare noun-name recall errors made by each system. Entries are errors made by
the system in the row, while the participating mentions are coreferent according to the system in the column. The numbers confirm our hypothesis, but also show that the deterministic systems are able to recover a few links missed by the learning-based systems.

For example, BerkeleyCoref recovers 60 links that could not be found by Multigraph, including 34 links without any common token, such as the airline and Pan Am. Multigraph recovers only 42 links not found by BerkeleyCoref, 21 without any common token. Qualitatively, StanfordSieve and Multigraph are able to resolve a few links thanks to their engineered substring match, such as the judge and Dallas District Judge Jack Hampton.

We also conducted similar investigations for common noun and proper name pairs. For common nouns, the trends are similar: the learning-based systems have an advantage over the deterministic systems. However, only few relations between nouns with different heads are learned – compared to StanfordSieve, BerkeleyCoref recovers only 11 such pairs, such as the man and an expert in the law. Recall of the deterministic systems is further hampered by their strict checks for modifier agreement, which they employ to keep precision high. Both systems miss for example the link from the anaphor the Milosevic regime to the regime, since the nominal modifier of the anaphor does not appear in the antecedent.

For proper names, Multigraph employs sophisticated alias heuristics which help to resolve matches such as Marshall Ye Ting’s and his grandfather Ye Ting. This explains the corresponding low number in Table 4. The lexicalized features of Multigraph, IMSCoref and BerkeleyCoref help to learn aliases when there is no string match, especially for the bible part of the corpus (resolving links such as Jesus and the Son of Man).

### Table 9: Name/Noun precision errors for all systems. The percentages are the proportion of precision errors with respect to all decision of the system in that category.

| Description  | Name-Name | Noun-Name | Name-Noun | Noun-Noun |
|--------------|-----------|-----------|-----------|-----------|
| StanfordSieve | 1038      | 31%       | 64        | 59%       | 65        | 72%       | 944       | 48%       |
| Multigraph   | 1131      | 30%       | 76        | 51%       | 24        | 56%       | 743       | 42%       |
| IMSCoref     | 834       | 26%       | 74        | 59%       | 46        | 64%       | 1050      | 54%       |
| BerkeleyCoref| 810       | 24%       | 191       | 67%       | 60        | 62%       | 1015      | 48%       |
| Common errors| 158       | 1         | 2         | 167       |

5.5 Precision Errors

In the above analysis we identified common name/noun recall errors and discussed strengths and weaknesses of each system. Let us complement this analysis by a brief discussion of corresponding precision errors.

Table 9 gives an overview. It displays the number of precision errors for each category, and the proportion of these errors compared to all decisions in that category. We can see some general trends from this table: first, more decisions lead to a higher proportion of errors. This shows the difficulty of balancing recall and precision. Second, proper name coreference seems much easier than common noun coreference. Coreference involving different mention types is a lot harder – the systems only attempt few decisions, most of them are wrong. This confirms findings from our recall error analysis. Third, the fraction of common errors is very low, which indicates that precision errors stem from various sources, which are handled differently by each system.

6 Related Work

We now discuss related work in coreference resolution error analysis and in the related field of coreference resolution evaluation metrics.

**Error Analysis.** While many papers on coreference resolution briefly discuss errors made and resolved by the system under consideration, only few concentrate on error analysis. Uryupina (2008) presents a manual error analysis on the small MUC-7 test set; Martschat (2013) performs an automatic coarse-grained error classification on CoNLL data. By extending and formalizing the approach of Martschat (2013), we are able to perform a large-scale investigation of recall errors made by state-of-the-art systems.
Kummerfeld and Klein (2013) devise a method to extract errors from transformations of reference to system entities. They apply this method to a variety of systems and aggregate errors over these systems. By aggregating, they are not able to analyze differences. They furthermore focus on describing many different error classes, instead of closely investigating particular phenomena.

**Evaluation Metrics.** We extract recall and precision errors. How does our error analysis framework relate to coreference resolution evaluation metrics, which quantify recall and precision errors? We first observe a fundamental difference: evaluation metrics deal with scoring coreference chains, they provide no means of extracting recall or precision errors. Therefore our analysis complements insights obtained via evaluation metrics.

We follow Chen and Ng (2013) and distinguish between linguistically agnostic metrics, which do not employ linguistic information during scoring, and linguistically informed metrics, which employ linguistic information similar as we do when computing spanning trees.

We limit the discussion of linguistically agnostic metrics to the three most popular evaluation metrics whose average constitutes the official score in the CoNLL shared tasks on coreference resolution: MUC (Vilain et al., 1995), \(B_3\) (Bagga and Baldwin, 1998) and CEAF\(_e\) (Luo, 2005).\(^{10}\)

Our framework bears most similarities to the MUC metric, as both are based on the same link-based entity representation. In particular, when we divide the number of errors extracted from an entity by the size of a spanning tree for that entity, we obtain a score linearly related\(^{11}\) to the MUC score for that entity (recall for reference entities, precision for system entities). \(B_3\) and CEAF\(_e\) are not founded on a link-based structure. \(B_3\) computes recall by computing the relative overlap of reference and system entity for each reference mention, and then normalizes by the number of mentions. CEAF\(_e\) computes an optimal entity alignment with respect to the relative overlap, and then normalizes by the number of entities. As the metrics are not link-based, they do not provide means to extract link-based errors. We leave determining whether the framework of these metrics exhibits a useful notion of errors to future work.

Recent work considered devising evaluation metrics which take linguistic information into account. Chen and Ng (2013) inject linguistic knowledge into existing evaluation metrics by weighting links in an entity representation graph. Tuggener (2014) devises scoring algorithms tailored for particular applications by redefining the notion of a correct link. While both of these works focus on scoring, they weight or explicitly define links in the reference and system entities, thereby they in principle allow error extraction. However, the authors do not attempt this and it is not clear whether the errors extracted that way are useful for analysis and system development.

7 Conclusions

We presented a novel link-based framework for coreference resolution error analysis, which extends and complements previous work. We applied the framework to analyze recall errors of four state-of-the-art systems on a large English benchmark dataset. Concentrating on errors involving only proper names and common nouns, we identified a core set of challenging errors common to all systems in our study.

We characterized the common errors among a broad range of properties. In particular, our analysis highlights and quantifies the usefulness of world knowledge. Furthermore, by comparing the recall errors made by each system, we identified individual strengths and weaknesses. A brief precision error analysis highlighted the hardness of resolving noun-name and noun-noun links.

The presented method and findings help to identify challenges in coreference resolution and to investigate ways to overcome these challenges.
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