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Abstract

Objectives The residential population of an area is an incomplete measure of the number of people that are momentarily present in the area, and of limited value as an indicator of exposure to the risk of crime. By accounting for the mobility of the population, measures of ambient population better reflect the momentary presence of people. They have therefore become an alternative indicator of exposure to the risk of crime. This study considers the heterogeneity of the ambient population by distinguishing residents, employees and visitors as different categories, and explores their differential impact on thefts, both on weekdays and weekends.

Methods We analyze one-year of police recorded thefts across 2104 1 km² grid cells in a central area in Beijing, China. Controlling for the effects of attractiveness, accessibility, and guardianship, we estimate a series of negative binominal models to investigate the differential effects of the three groups (residents, employees and visitors) in the ambient population on crime frequencies, both on weekdays and during weekends and holidays.

Results Overall, larger ambient populations imply larger theft frequencies. The effect of visitors is stronger than the effects of residents and employees. The effects of residents and employees vary over the course of the week. On weekdays, the presence of residents is more important, while the reverse holds true during weekends and holidays.

Discussion The effects of ambient population on thefts vary by its composition in terms of social roles. The larger role of visitors is presumably because in addition to being potential victims, residents and employees may also exercise informal social control. In addition, they spend more time indoors than where risk of theft is lower, while visitors might spend more time outdoors and may also bring about greater anonymity and weaken informal social control.
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Introduction

To monitor, predict and compare crime levels, it is important to know the population at risk of victimization. For spatial units, such as cities or neighborhoods, it has traditionally been assumed that the residential population, the number of people who live in an area, are the population at risk, although this assumption is problematic (Boggs 1965). An alternative indicator of exposure to crime risk is the ambient population: the number of people who are present in the area during a specific time period (Andresen 2007; Hipp et al. 2019). These people might be the residents of the area, but they could also include people who visit the area but live elsewhere. Measuring the true ambient population at risk has been a key focus in recent studies in criminology (Andresen 2006; Haberman and Ratcliffe 2015; Hipp et al. 2019). The frequency of occurrence of crime depends on an understanding of the population for whom crime is a threat; that is the total number of people who are at the risk of criminal victimization (i.e., the denominator of the crime rate). Traditionally, researchers have used the residential population as the denominator of the crime rate or, in the context of multivariate regression, as one of the predictors of crime frequencies.

However, the local residents are not always the only ones who are at risk of victimization in an area. Most people continuously move beyond their residential area for pursuing important activities (Cagney et al. 2020), and are thus at risk elsewhere (Roman 2005). The activity patterns of residents vary considerably between weekdays and weekends. On weekdays, for example, in many areas large proportions of the resident population work, attend school or pursue other activities away from their homes. During these times, they are not exposed to victimization risk in their own residential area. During weekends, however, large percentages of the population spend much more time at home. At the same time, city centers, generally home to a small proportion of urban residents, are visited by numbers of people that dwarf the number of local residents, in particular on weekends. The residential population thus reflects only part of the population that makes use of the local area, because at predictable days of the week and times of the day they are joined by others who visit the local area for a variety of purposes. Therefore, the size of the local residential population may not necessarily bear a strong relation to the local crime rate, and calculations of crime risk exposure based on residential population may lead to bias (Boggs 1965).

The limited accuracy of residential population as an estimate of risk exposure is aggravated by the way it is usually collected. In most countries residential population measures are based on census data, which are collected at low frequencies. In China, census data are collected every 10 years.

Recent studies have begun to provide empirical evidence against the sole reliance on residential population measures from census data as a useful denominator in the calculation of crime risk. For example, since 2006, Andresen and colleagues carried out a series of studies to explore ambient population estimated from LandScan Global Population Database. Their findings suggest that the ambient population may provide a more reliable estimate of the presence of potential victims than the residential population (Andresen 2006, 2007, 2011; Andresen and Jenion 2010).

In addition to the LandScan approach, three other approaches have been used in the literature to address this challenge. One is to approximate population by the presence of facilities that are known to bring together large crowds, and thereby an increased volume of potential targets and motivated offenders. These facilities have been labeled ‘crime generators’ and ‘crime attractors’ (Brantingham and Brantingham 1995; Kinney et al. 2008). The distinction between both categories is rooted in the nature of the
offender’s intention to visit the location. Crime generators are usually visited without a premediated criminal intention, whereas crime attractors are locations that are often visited with a premediated criminal intention. Different types of facilities attract different categories of the population who visit the facilities with varying purposes. Studies following this approach often measure the ambient population by the number of such population-attracting facilities (Bernasco and Block 2011), the co-location of facilities (mixed land use) (Kinney et al. 2008), and the number of employees registered to the facilities (Kim 2018; Wo et al. 2016). By increasing the temporal resolution, recent scholarship finds that facilities exhibit varied magnitudes in its relation to crime in different time periods of a day, thus shedding light on the dynamic nature of the population at risk (Haberman and Ratcliffe 2015).

With recent technological advances, automatically collected geo-referenced and time-stamped data at massive scales (‘big location data’) emerge as another source for the measurement of the ambient population.

Although not free of potential biases, big location data, such as mobile phone location data and location-based social media data, are much more direct measures of the presence of people than the more indirect proxy measures based on land use. For example, during the COVID-19 pandemic, due to lockdown measures the presence of retail and other facilities is not representative of the size of ambient populations, whereas the locations of smartphones and other mobile devices continue to represent actual locations of their users. Big location data also hold promise for measuring ambient populations at more fine-grained spatial–temporal granularities (Hipp et al. 2019; Malleson and Andresen 2015). Landscan data, for example, provide 24-h estimates per square kilometer (Andresen and Jenion 2010), whereas contemporary big location data can easily provide estimates that are more precise. Some types of big location data can be used not only to automatically measure the presence of people, but also to track their whereabouts over time and thus measure individual mobility in addition to mere presence (Candia et al. 2008; Song et al. 2010).

The third method used to measure ambient population and population mobility is the transportation survey (Boivin and Felson 2017). Compared to survey-sample-based transportation data, the big data approach reports location data with a much wider coverage and refined spatial and temporal resolutions at lower costs.

The abovementioned studies suggest that measures of ambient population bear a stronger relation to crime than traditional measures of residential population, in particular at smaller spatial and temporal scales. However, a limitation of these studies is that they do not distinguish amongst the people that make up the ambient population, and thereby ignore the internal heterogeneity of ambient population. For example, the knowledge of and the strength of attachment to a location will usually vary within the ambient population (Boivin and Felson 2017). Outsiders (who visit the location infrequently for occasional activities) may be less knowledgeable and less attached to the location than employees (who work at the location), and employees may be less knowledgeable and attached than residents (who live at the location). A place with a large proportion of outsiders often features high mobility and anonymity, thereby decreasing local informal social control and potentially increasing crime (Tillyer and Walter 2019). On the contrary, if a place is mainly used by residents or employees, there will be more social control, and potentially less social disorder and less crime (Yu and Maxfield 2014). Few studies have paid attention to the internal heterogeneity of ambient population. As an exception, He et al. (2020) use mobile phone data to distinguish between local and non-local phone users. But they do not make further differentiations based on their activities and attachments, such as between residents, employees, and visitors.
Whereas the residential population of an area is a stable measure that does not change over time in the short run, the ambient population and the composition of the ambient population are likely to vary across weekly cycles, with weekdays displaying different activity levels than weekends. Therefore, to improve our understanding of how ambient populations affect crime, the present study subdivides the ambient population into local residents, employees and visitors, and explores their differential impacts on the distribution of crime during weekdays and weekends in Beijing.

The relation between ambient population and crime will likely depend on the type of crime, because both the motivations and the opportunities for committing crime vary across crime types (Garofalo et al. 1987). In the present study, for two main reasons we focus on theft. First, theft is strongly related to the physical presence of people, which makes it an appropriate type of crime to be linked to ambient population. Second, thefts account for a large part of property crimes in China, and have a great impact on people’s daily life. Gaining more knowledge about theft might help develop crime control strategies.

Literature Review

Opportunity Theories, Crime Generators and Crime Attractors

Crime is not randomly distributed in space, but tends to be concentrated at different levels of spatial aggregation, such as neighborhoods, street segments (Weisburd 2015) and even addresses (Sherman et al. 1989). To explain these variations, opportunity theories assert that the distribution of crimes is a function of the criminal opportunities. Opportunity theories of crime include routine activity theory, rational choice theory, and crime pattern theory. In the routine activity perspective, the convergence in time and place of suitable targets, motivated offenders, and a lack of capable guardianship leads to the emergence of crime (Cohen and Felson 1979). This perspective highlights the importance of routine activities and the interactions between different stakeholders. The crime pattern perspective suggests that offenders gain their spatial knowledge and awareness of crime opportunities through daily activities. As a result, they often offend in places that they also visit for legal routines activities, such as work, school, shopping or leisure (Brantingham and Brantingham 1995). Rational choice theory argues that offenders take a rational approach to making decisions by balancing the potential benefits, costs, and risks of alternatives when committing crime (Cornish and Clarke 1987). It suggests that offenders prefer to commit crimes where suitable targets are present and capable guardians are absent.

Inspired by these opportunity theories of crime, a sizable criminological literature has been devoted to estimating the frequency of convergences between motivated offenders and potential targets. A major body of empirical work uses crime generators as a proxy for the frequency of offender-target convergence, and crime attractors for the measurement of predatory activities of potential offenders. Crime generators are “particular areas to which large numbers of people are attracted for reasons unrelated to any particular level of criminal motivation they might have or to any particular crime they might end up committing” (Brantingham and Brantingham 1995: 7), while crime attractors are “particular places, areas, neighborhoods, districts which create well-known criminal opportunities to which
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1 In this paper, we use the word weekends to refer to both weekends and holidays.
strongly motivated, intending criminal offenders are attracted because of the known opportunities for particular types of crime.” (Brantingham and Brantingham 1995: 8). Thus, the main distinction between crime generators and crime attractors is the intention with which potential offenders visit them. Crime generators are visited without a premediated criminal intention, while crime attractors are visited with a criminal purpose in mind.

Crime generators include, but are not limited to, shopping centers, schools, sports and entertainment facilities and public transit hubs. According to crime pattern theory, crime generators bring together crowds and thereby potentially provide a relatively large volume of suitable targets for motivated offenders. As a result, the local crime level is elevated. Indeed, empirical studies demonstrate that land use structure, indicative of the volume of potential targets, is consequential for the local crime volumes (Quick et al. 2019).

As for crime attractors, they attract motivated offenders because they provide known opportunities for particular types of crime. They include bars, prostitution areas, drug markets and youth hangout places. Bernasco and Block (2011) used a subset of shops and businesses with frequent cash transactions and less than 11 employees (like bars, restaurants and liquor stores etc.), and specific places where drug-related, prostitution-related and gambling-related incidents happened, as crime attractors for robberies in Chicago. In practice, however, or in large-scale research, it is difficult to distinguish crime generators from crime attractors. For example, without personal knowledge about the offenders, it is impossible to know whether they committed premediated thefts or visited the crime location without the intention to steal. For example, retail businesses are crime generators if many people come there without any particular criminal motivation, but some potential offenders visit there purposively because there are many easy crime opportunities. In the latter case, retail businesses can also be regarded as crime attractors (Steenbeek et al. 2012; Wilcox et al. 2004). Thus, it is too simple to argue that some types of locations (e.g. bars, or youth hangout places) are attractors and that others (e.g. shopping malls, or stadiums) are crime generators.

Besides crime generators and attractors, in particular with respect to street crimes targeting people, various studies have taken a more direct measurement of the population at risk as criminal opportunities for offenders (Andresen 2011, Hipp et al. 2021). By accounting for population mobility, prior scholarship has made significant progress in measuring ambient population. More recently, the advance of location-aware devices, especially the smartphone, has created opportunities for passively measuring human mobility at fine-grained spatial and temporal resolutions at low costs (Raento et al. 2009). In what follows, we summarize key measurements about ambient population.

**Ambient Population and Its Measurement**

Given the dynamic nature of ambient population, using residential population as a measure of ambient population can hardly advance our understanding of crime, as crime is highly sensitive to its immediate spatial and temporal context. Two alternative strategies for measuring ambient population can be distinguished: survey data and location-based services data.

**Survey Data Measures**

One important way to measure ambient populations is to use transportation surveys. Transportation surveys document the mobility of respondents, typically by asking them to keep
a trip diary in which they document the origins, destinations, travel modes and purposes of their movements. The resulting data can capture fluctuations of the ambient population (Boivin 2018). For example, Mburu and Helbich (2016) combine residential population census data and the number of daily commuters to calculate the number of residents in administrative units at any given time as a measure of ambient population. Felson and Boivin (2015) show with a transportation survey of 506 neighborhoods in Canada that the volumes of both violent and property crime in a neighborhood are strongly correlated with the number of trips leading to that neighborhood. Using the same data, Boivin and Felson (2017) further demonstrate that the number of non-crime trips between each pair of neighborhoods positively predicts the volume of crime trips between them.

**Location-Based Services (LBS) Data Measures and Their Time Effects**

As compared to conventional approaches described earlier, a location-based services (LBS) approach can much more effectively capture the mobility of large population in detail. There is a growing body of research that utilizes location-based services data, such as mobile phone and social media data, to measure the presence of people throughout the city (Zhang, Zhou and Zhang 2017). One advantage of using such ‘big data’ is that it provides an unobtrusive measure to capture the spatial patterns of human mobility and social behavior rather than relying on retrospective survey responses (Kounadi et al. 2018; Song et al. 2018a). A series of studies lend support to the effectiveness of LBS-derived indicators for ambient population, finding a positive relationship between ambient population and crime (Hanaoka 2016; Kounadi et al. 2018; Malleson and Andresen 2016, Wang, Gerber and Brown 2012).

Two major types of LBS data, mobile phone and social media data, are increasingly being employed in criminology studies. For example, the mobility of the general population measured by mobile phone trajectories can help predict offenders’ crime location choices (Song et al. 2019), and aggregated and anonymized human location data derived from mobile network activity can be used to predict crime levels (Bogomolov et al. 2014). Based on spatially referenced mobile phone data from Xi’an, a large city in China, with demographic characteristics of anonymized users, He et al. (2020) take into account variations in the ambient population by distinguishing between local and non-local phone users and find that besides crime attractors, generators and detractors, the proportion of non-local ambient population is significantly correlated with increased risk of larceny-theft. Another recent advance that emerges as a preferable alternative to static census population data stems from location-based social media platforms such as Twitter. In a study by Lan et al. (2019), counts of Twitter messages (‘tweets’) are used to analyze the spatial pattern of theft. They find that tweet counts, interpreted as a measure of ambient population, show a significant spillover effect on thefts, and that the total effect based on tweets counts outperforms that by Census population measure. Also using Twitter data from Southern California, Hipp et al. (2019) reveal that the temporal population estimated from social media help explain the level of crime in blocks during corresponding time periods.

However, recent studies also emphasize the limitations of these data. Mobile traces are recorded only when the user makes a call or sends a text message, and location of Twitter users are only recorded when they post a tweet. Less than 10 percent of tweets are geo-located (Anselin and Williams 2016), and multiple counting may bias the estimated distribution of the ambient population (Malleson and Andresen 2015). Both LBS measures may not reliably capture what people do and where they go between observed activities.
In addition, big location data are produced by a sample that is not necessarily representative of the population of interest. The LBS traces might also vary between persons, between locations, and between different timeframes in phone and application use. Furthermore, their spatial resolution varies between urban and rural areas for mobile phone traces as a result of the uneven distribution of cell towers (De Montjoye et al. 2013). Consequently, these big location data may produce biased estimations of ambient population.

Data from generic location-based application platforms are less sensitive to a single type of phone usage and location traces and show increasing promise. They usually include all locations traces from all applications that use the platform location services. Baidu map is one such example. As the biggest online mapping service provider in China, like Google map in the West, it offers location services to a wide variety of individual users as well as applications. Recently, such data have been applied to the study of urban science after careful desensitization. For instance, Lv et al. (2021) use Baidu map data to uncover polycentric urban development and its determinants in China. Given their high quality and rich contextual information, the application of such embedded big data holds great promise for testing social science theories. This multi-source-based data is likely to catch a wider population and provide a more accurate picture of the population of interest. Nevertheless, to the best of our knowledge, this type of big data has not been used in criminology research.

In terms of time effects, considering the mobility of population, researchers have also used the big data to measure the temporal variation of ambient population. For example, using mobile phone location data, Hanaoka (2016) find that the impact of hourly population density on occurrences of snatch-and-run offenses is negative in the daytime while positive in the nighttime. Song et al. (2018a) find that the best indicators of risk populations for theft from the person, i.e. residential population, subway ridership, taxi ridership, and mobile phone users, varies by the course of a day during weekdays and weekends.

**Varied Effects in the Measurement of Ambient Populations for Crime Prediction**

Within the myriad of data approaches in the measurement of ambient population, there is still little consensus on which approach is more appropriate. Some recent studies compare the effectiveness of different measures of ambient population in the prediction of crime. Malleson and Andresen (2016) use correlation coefficients to compare the effectiveness of mobile phone data, census population, and twitter, and identify the Census workday population as the most appropriate population-at-risk measure. However, this study does not control the potential impact of offenders and guardianship. Guided by the routine activity approach, Song et al. (2018a) further test indicators of risk populations (residential population, subway ridership, taxi ridership, and mobile phone users) to explain variations in theft from the person across space and time. Controlling for the potential confounding effects of offender and guardian presence, they show that on both weekdays and weekends, the best indicators of risk population vary over the course of a day.

Other researchers try to construct an improved indicator of the presence of potential victims by integrating multiple data sources. For example, Haleem et al. (2021) introduce the concept of an exposed population-at-risk, defined as the mix of residents and non-residents present in a spatial unit at a given time, and discern a temporally non-linear association between population size and violent crime in public space.

Most existing big data used to measure ambient populations only provide time and location, but do not distinguish between different categories of people in the ambient
population. They lack information on basic demographic attributes such as age and gender, and also on socio-economic attributes. Even if they exist in the original data of the data providers, they are typically removed to protect the privacy of the individuals (Cagney et al. 2020). With respect to cell phone data, an exception is a series of studies on ethnic segregation in Estonia, where the researchers assigned ethnic group membership (Estonian versus Russian) based on the user language settings of the cellphones (Silm and Ahas 2014; Toomet et al. 2015). The contents of Twitter messages may also provide context beyond time and location. Williams et al. (2017) have made an attempt to use a measure of broken windows found in the textual content of tweets communication to explain variance in offline crime patterns. Ristea et al. (2020) demonstrate that geo-tagged tweets, and tweets with violent content in particular, exhibit appreciable utility in predicting the volumes of seven common crime types around sporting events, both for game and nongame days. The strength and weakness of different population measures are summarized in Table 1.

When ambient population is used for indicating the risk of criminal victimization, an important distinction may be based on the functional roles of the people who make up the ambient population, i.e. what are the main activities that motivate their presence at the particular time and location. Prior studies have not established the functional roles of those who make up the ambient population: they do not distinguish between residents, employees or visitors, three groups that differ widely in their activity spaces and their roles in producing social cohesion, and may thereby have a different impact on local crime levels. These differential impacts are still to be assessed. The next section introduces the different roles that residents, employees and visitors play in affecting crimes.

Residents, Employees and Visitors

Supported by the literature in environmental criminology, we have argued that the ambient population—the number of people who are actually present in a specific area during a specific time period—better reflects exposure to the risk of criminal victimization than the residential population — the number of people who happen to live in that area. The concept of ambient population takes temporal variation into account, and recognizes that people are mobile and do not necessarily spend their time in the immediate environment of their homes.

Nevertheless, the ambient population is not a homogeneous group. The individuals who are present at a given location at a given time, are there to pursue a variety of activities with different purposes: some live at the location, for others it is their workplace or school, and still others are there for leisure activities. Generally speaking, and based on the time of day they spend most of their time in a location, the ambient population can be grouped into residents, employees, and visitors. Different proportions of these three categories in the ambient population might entail different effects on the level of crime.

There have been a few studies that explored the relationship between crime and the presence of residents, employees, and visitors (strangers). Theoretically, opportunity theories of crime posit that in places with more strangers, anonymity and a lack of surveillance generate more crime (Brantingham and Brantingham 1995) (pp.14). Social disorganization theory contends that mobile populations will inhibit the development of local social cohesion and mutual trust, which consequently limits the informal social control against crime (Taylor 1997). According to both theories, the increased presence of transient visitors would lead to decreased guardianship and increased crime. The non-resident ambient population, i.e. visitors, arguably offer more anonymity for offenders, are more vulnerable
| Population measure                        | Strength                                                                 | Weakness                                                                 |
|------------------------------------------|--------------------------------------------------------------------------|--------------------------------------------------------------------------|
| Census population                        | A traditional measure with easy access                                   | Cannot reflect the changes of population; long interval, collected every 10 years |
| Survey data measures                     | Rich in personal details, including respondents’ social attributes and activity purposes | Sampling with small samples; cannot reflect the changes of population; long collected interval and high cost |
| Location-based services data measure     | Mobile phone location data                                              | User location recorded only when making a call or sending a text message | Do not distinguish between different categories of people in the ambient population |
|                                          | Wide coverage of population; reflecting the dynamic of population         |                                                                           |
|                                          | Easy access, low cost and wide coverage especially of young people       | Poor representative of general population; Less than 10 percent of tweets being geo-located |
| Social media location data               | Reflecting people around subway stations                                 | Not necessarily representative of the population of interest              |
| Subway ridership                         | Reflecting people present on the streets                                 |                                                                           |
| Taxi ridership                           |                                                                           |                                                                           |
| Data from generic location-based application platforms | Wide coverage including all locations traces from all applications that use the platform location services | Has not been used in criminology research |

Table 1: The strength and weakness of different population measures
for victimization and have less incentive to contribute to collective social control efforts (Tillyer et al. 2021). Empirically, combining transportation survey data and crime data, recent research by Boivin and Felson (2017) estimates daily population flows into each census tracts for four purposes (work, shopping, recreation, and education). Their findings reveal that crimes by visitors and residents both increase with inflows of visitors to the tract. In particular, recreational trips increase crimes in tracts more significantly than shopping trips.

Conversely, informal social control and guardianship against crimes is almost entirely provided by those who frequent the local area the most, notably residents and employees. In the language of Jane Jacobs, the most significant and common form of informal surveillance comes from and is reinforced by, “an intricate, … unconscious, network of voluntary control and standards among the people [who carry out activities therein]” (Jacobs 1961:31). Residents, shopkeepers, and local employees, for instance, are typically opposed to incivilities and crimes that may threaten their own interests. Lynch (1987) found that the occupational role affects the risk of victimization at work to a much greater degree than demographic characteristics of workers. It further deserves attention that employees on weekends can be a different type of employees on weekdays. In one study, Zeytinoğlu and Cooke (2006) find that women, part-time, temporary or seasonal workers, those in the service sector, and those with lower education are more likely to regularly work on weekends in Canada. Consequently, the effects of employees on crimes on weekdays may differ from those on weekends.

In a nutshell, then, the composition of the ambient population observed in an area can vary over time and between areas, and changes in the composition rather than the volume of the ambient population may affect the volume of crime. Residents, employees and visitors vary in their familiarity with the local area, in their risk of falling victim to crime, and in their willingness to intervene against crime. Despite the theoretically presumed differential impact of residents, employees, and visitors on crime, the distinction between these subgroups in the ambient population has hardly been made in the criminological literature.

Summary

From the literature, we know that more street activity brings together potential offenders and targets/victims, thus increasing criminal opportunities. Ambient population is a better indicator in predicting crimes than static census residential population. However, due to the general unavailability of attributes of the ambient population as measured by big data, prior studies mainly focus on quantifying the size, density, and spatial movement of the ambient population, but fail to distinguish functional roles: who work in the local area, who live there, and who merely pass by? Thus, there is room for improvement in our understanding of how the composition of the ambient population affects crime levels.

Firstly, the total population present in a spatial unit, is regarded as a homogeneous group, regardless of their purposes in the area. For example, residents and visitors with different purposes have different impacts on crimes (Boivin and Felson 2017). Depending on the nature of their activities in a particular spatial unit, individuals may have varying degrees of exposure to and leave differential influence on the spatial unit. While the literature generally supports the positive link between the size of ambient population and/or residential population and crime, it is unclear which group of the ambient population—residents, visitors, or employees—better represents the risk population of crime.
Secondly, though the temporal variation of effects of general ambient population on crimes have been found, are the impact of different ambient population groups on crimes during weekdays different from that during weekends? People’s activity patterns on weekdays differ from those on weekends and holidays. Accordingly, the compositions of the ambient population (i.e., visitors, employees, and residents) in a specific area may also differ. Previous studies reveal that the distribution of crime hotspots observed on weekdays is different from that on weekends (Andresen and Malleson 2015). Little is known, however, about whether such variation is a result of changes in the composition of ambient population during two time periods.

To summarize, this study will contribute to ambient population literature by (1) decomposing the ambient population into residents, employees and visitors and evaluating their influence separately; (2) differentiating between weekdays and weekends.

Data and Methods

Study Area and Study Units

As the political and cultural center of China, Beijing has become one of the most populous and developed cities in China. In 2019, the administrative area of Beijing city was about 16,808 km² and the permanent population, who lived in Beijing continuously for more than 6 months, reached 21.54 million, of whom 7.46 million were the non-permanent or floating population without a Beijing Hukou. The Hukou regulation, or the household registration system, provides privileges regarding to education, housing and medical services to those who are registered with Hukou status. The system is an important means for the Chinese government to control population migration, by way of separating migrants from native residents (Long et al. 2021; Xiao et al. 2021).

This paper takes the central urban area of Beijing as the study area (see Fig. 1). The central urban area of Beijing refers to the area within the sixth ring expressway, with a total area of 2201 km².

To capture spatial variation in crime, we overlaid the area with a 1 km × 1 km grid raster, creating initially 2198 grid cells in the study area. These grid cells are the spatial units of analysis in the present study. As some of the grid cells are mainly covered by water, forest or farmland, where there are very few people present and where virtually no thefts

Fig. 1 Research area and theft spatial pattern for the full week
can take place, these were eliminated. The final analysis includes 2104 square grid cells of 1 km × 1 km.

Recent work in the criminology of place emphasizes that crime opportunities are concentrated in micro-places rather than larger areas, such as neighborhoods (Weisburd et al. 2009). Although square 1 km² grid cells cover a larger surface and may be more heterogeneous than the units that have been distinguished in some studies of crime and place (street segments, or census blocks in the USA, or Lower Layer Super Output Areas in the United Kingdom), they are smaller and likely more homogeneous than traditional spatial units such as neighborhoods or urban districts. An additional advantage of grid cells is that in terms of size and shape they are identical, whereas more ‘natural’ units like neighborhoods can vary widely in size or shape. Square 1 km² grid cells were also used in prior spatial crime studies of cities in China (e.g., Song et al. 2018a).

Data

The current study integrates multi-source data including criminal case data from the police recorded crimes dataset, population data from the Baidu map company whose data is aggregated to Baidu Huiyan Platform, population data of the latest available census (2010), Points of Interest data (POIs), global land cover map (FROM-GLC10), and road network data.

Crime Data

This study focuses on thefts that took place outdoors in the study area. Police reported thefts data, from January 1 to December 31, 2014, were obtained from the Beijing Municipal Public Security Bureau. They include all cases that were reported to the police, regardless of the value of the stolen items. The data contain the geographic coordinates and the date and time stamps for each case. In 2014, there are total 49,280 cases, 33,829 on weekdays (i.e., Monday to Friday workdays excluding national holidays) and 15,451 on weekends (i.e., Saturday, Sunday, and holidays) in the study area.

Systematic empirical research on victims’ willingness to report to the police in China is limited (Wu, Sun and Hu 2021). However, in one of the few exceptions (Zhang et al. 2007), it was estimated that in contemporary urban China, 19 percent of theft victims reports to the police. This percentage is much lower than is common in many Western countries of the world. For example, the estimated victims’ reporting rate of personal property across 16 Western countries was estimated to be 42 percent (Goudriaan et al. 2004, Table 2), which is more than twice the percentage of 19 percent reported by Zhang et al. (2007).

We believe the lower reporting rate in China is unlikely to seriously bias our estimates, because amongst urban citizens in China, neither personal characteristics (age, gender, education, income, marital status, unemployment, prior victimization), nor neighborhood attributes (neighborhood disadvantage, social cohesion, informal control) seem affect the likelihood of reporting theft victimization to the police (Zhang et al. 2007; Zhuo et al. 2008). Like elsewhere (Goudriaan et al. 2004), in China the reporting of theft is mostly affected by the financial value of the stolen items. Nevertheless, although police reported thefts and other property crimes have been widely used in crime research in China (e.g., Peng et al. 2011; Song et al. 2018a), it is important to remain alert to potential issues of selectivity, including the notion that thefts of items with low value may be underrepresented in police data.
Table 2  Descriptive statistics

|                         | Mean   | S.D.   | Min   | Max    |
|-------------------------|--------|--------|-------|--------|
| **Dependent variables** |         |        |       |        |
| Number of thefts during full week (case) | 23.42  | 50.23  | 0.00  | 812.00 |
| Number of thefts on weekdays (case)        | 16.08  | 33.78  | 0.00  | 547.00 |
| Number of thefts at weekends (case)         | 7.34   | 17.00  | 0.00  | 348.00 |
| **Independent variables**                   |         |        |       |        |
| **Full week**                              |         |        |       |        |
| Number of residents (1000, per day)         | 10.73  | 19.21  | 0.00  | 131.60 |
| Number of employees (1000, per day)         | 5.79   | 9.84   | 0.00  | 116.42 |
| Number of visitors (1000, per day)          | 16.50  | 20.73  | 0.31  | 247.14 |
| Number of overall ambient population (1000, per day) | 33.09  | 47.35  | 0.34  | 675.43 |
| **Weekday**                                |         |        |       |        |
| Number of residents (1000, per day)         | 10.96  | 19.61  | 0.00  | 137.26 |
| Number of employees (1000, per day)         | 6.96   | 11.86  | 0.00  | 139.18 |
| Number of visitors (1000, per day)          | 18.07  | 23.23  | 0.39  | 259.59 |
| Number of overall ambient population (1000, per day) | 36.06  | 51.79  | 0.39  | 706.11 |
| **Weekend**                                |         |        |       |        |
| Number of residents (1000, per day)         | 10.27  | 18.37  | 0.00  | 129.47 |
| Number of employees (1000, per day)         | 5.09   | 8.59   | 0.00  | 103.20 |
| Number of visitors (1000, per day)          | 15.55  | 19.40  | 0.22  | 239.59 |
| Number of overall ambient population (1000, per day) | 31.04  | 44.21  | 0.27  | 648.72 |
| **Covariates**                             |         |        |       |        |
| Attractiveness                            |         |        |       |        |
| Proportion of built land area              | 0.88   | 0.58   | 0.03  | 1.00   |
| Number of attractors                       | 5.82   | 10.07  | 0.00  | 62.00  |
| POI entropy                                | 1.09   | 2.49   | 0.00  | 2.49   |
| Proportion of female residents             | 0.49   | 0.12   | 0.37  | 0.68   |
| Accessibility                              |         |        |       |        |
| Proportion of branch roads (km)             | 0.51   | 0.35   | 0.00  | 1.00   |
| Number of bus stops                        | 6.32   | 18.52  | 0.00  | 43.00  |
| Number of subway stations                  | 0.08   | 0.34   | 0.00  | 5.00   |
| Guardianship                               |         |        |       |        |
| Distance to nearest police station (km)     | 1.88   | 1.93   | 0.02  | 7.11   |
| Proportion of natives                      | 0.66   | 0.72   | 0.00  | 0.96   |
| Proportion of the highly educated          | 0.17   | 0.12   | 0.00  | 0.67   |

**Population Data**

Our ambient population data come from the *Huiyan* platform belonging to the Baidu map company, a database collecting the data from all users of the Baidu Map location-based services (LBS). Baidu map is one of the most popular electronic navigation map suppliers in China, like Google Maps in the West. Over 1.65 million application developers as well as over 650 thousand apps or websites rely on the Baidu LBS, and it services more than 600 million Chinese users (Li et al. 2019). The mean daily location
requests received by the Baidu Map Location-based service surpasses 120 billion times. Furthermore, Baidu LBS data is regarded as a relatively high-quality data source for its integrated information collecting from three independent sources: GPS, WiFi, and cellular network (Chao et al. 2018). It needs to be pointed out that the Baidu users do not represent the complete population in an area, because not everyone uses a smartphone or the location-based services. However, according to Lv et al. (2021), the accuracy of the estimated population distributions based on the location logs of the Baidu Maps is above 90 percent. Baidu LBS data have been widely used in the study of population distributions, migration, urban land use, and other topics (Li et al. 2016; Liu et al. 2020b; Lyu and Zhang 2019).

Based on their trajectory characteristics, all users are classified into three categories: residents, employees, and visitors. For example, from the recorded locations of their mobile phone, if a person is at home, they will be counted as a resident in their home grid cell. But when they go to their place of work, at that location they will be counted as an employee. In grid cells they visit that do not contain their home or their work, they are counted as a visitor. The details of the processing algorithm and the criteria to judge whether a place is the person’s home or work place are as follows. The home location and work location of the users are calculated using the Density-Based Spatial Clustering of Applications with Noise algorithm (DBSCAN) (Ester et al. 1996; Lv et al. 2021). It needs to be pointed out that this algorithm was developed and applied by the Baidu company and the result, the aggregated data, subsequently is described and used by us.

Residents in this study are defined by the following four criteria: (1) they send their location requests hundreds of times at a particular location over three months; (2) their location requests mainly happen in residential areas; (3) The time of their location requests is usually in the nighttime of weekdays or weekends; (4) they usually use non-public WiFi to send the location requests. Employees are defined based on three criteria: (1) the location requests mainly happen in the workplace such as offices or factory buildings; (2) the time of their location requests usually happen in daytime of weekdays; (3) they usually use public WiFi to send the location requests. Visitors are those who neither live nor work in that/a certain grid cell but request a location-based service there.

According to the algorithm, one person can be a resident or an employee of only one specific grid cell. If a person has two apartments in Beijing, in the data he will still appear to have only one residential grid cell, the one where he lives most of the time. The residential grid cell and working grid cell can be the same if a person lives and works in the same place. More specifically, if the distance between his residential place and working place is beyond 200 m, he is defined as both a resident and an employee in this grid cell, but if the distance is within 200 m, he is only defined as a resident. The probability for the latter situation is lower than 0.2%. As for the definition of visitor, one person can be recognized as a visitor in multiple grid cells excluding the grid cells in which they are a resident or an employee.

After discerning the types of a person belonging to every grid cell, for each day the sum is taken of the average total numbers of visitors, residents and employees in the ambient population that had been present in a specific grid cell. In this study, we calculate the average daily number of each of these three categories of population from January 2018 to December 2019 in each grid cell. Because the period during which ambient population data is available (2018–2019) does not align with the period over which crime data were collected (2014), we assume that the daily mobility of the population in Beijing did not change a great deal between 2014 and 2018–2019.
Covariates

As mentioned above, criminal opportunities easily arise when motivated offenders and potential targets converge in space and time in the absence of capable guardianship (Cohen and Felson 1979). These factors are covered by three categories of covariates that are used to explain the frequency of thefts: attractiveness, accessibility, and guardianship.

Attractiveness The presence of crime generators and crime attractors is often associated with increased crime (Bernasco and Block 2011; Kinney et al. 2008). A first indicator of theft opportunity is land use. It should be noted that even the central urban area of Beijing, within the Sixth Ring Road, includes farm and forest land, where socio-economic activities are quite limited. Areas with built land attract more activities by the general population as well as by offenders. Therefore, we include the proportion of built land per grid cell as a general indicator of theft opportunity. Built land is measured using the FROM-GLC10 global land cover map. FROM-GLC10 is a 10-m resolution map originated from satellite image and classified by training samples (Gong et al. 2019).

With regard of crime attractors, in the Chinese context, several studies suggest that areas around (inter)net bars, game centers, bars and Karaoke TVs (KTVs) attract offenders and have elevated crime rates (Li et al. 2014; Song et al. 2018b). They are places where mostly young people meet each other and hang out. Therefore, we use the total number of (inter)net bars, game centers, bars and KTVs as an indicator of crime attractors.

As mentioned in the literature review, in most research, including ours, we do not know what the motivation of the offenders is when they visit the locations where they end up committing crimes. Therefore, it is often hard to tell crime attractors from crime generators. Instead of using a specific POI as a crime attractor or generator, following a prior study (Sung et al. 2015), we use the entropy index (EI) of urban function to measure the degree of urban diversity. The higher the entropy index, the more mixed the urban functions, which is found to produce elevated crime levels, exceeding those that would be predicted from population size alone (MacDonald 2015). This effect is presumed to exist because mixed land use, especially in metropolitan cities, often has a higher accessibility and wider service area than the local community, so that clustered facilities attract not only local residents but also visitors who live elsewhere. The anonymity and a lack of surveillance in such busy locations often facilitate offenders’ crime decision making and elevate local crime rates (Boivin 2018).

To measure the different types of urban functions, 1.34 million Points of interest (POIs) in Beijing with latitude and longitude coordinates were also provided by Baidu map company at the end of December 2018. After eliminating POIs which do not reflect the main urban functions such as place names, road names, natural landscapes or indoor facilities, with reference to the classification standards for urban land use in China (GB50137-2011), 0.59 million remaining POIs were divided into 21 categories: administration, cultural facilities, schools, sports facilities, hospitals, welfare institutions, heritages, retail stores, wholesale markets, restaurants, hotels, office buildings, entertainment facilities, gas stations, parks and squares, factories, warehouses, subway stations, bus stations, parking lots, and residential communities. The entropy formula is

$$EI = \sum_{i=1}^{n} \frac{P_i \times \ln P_i}{\ln(n)}$$

(1)
where $P_i$ is the ratio of the number of $i$-type POIs to the total number of POIs in each block and $n$ is the number of units.

Females are usually considered as the more vulnerable group than males (Augustine et al. 2002). Therefore, based on the census data, female percentage are also regarded as an important aspect of attractiveness for thieves.

**Accessibility** Public transportation is often considered a rational choice by offenders to lower mobility costs (Oliveira, Natarajan and da Silva 2019) and ease escape after committing crimes. As such, communities with high accessibility attract high volumes of outsiders, involving potential offenders (Liu et al. 2020a). Empirically, the number of public transportation stations (e.g., bus stops and subway stations) is used to measure public transportation convenience. Studies confirm that crime rates increase with the presence of bus stops and subway stations (Bernasco and Block 2011; Haberman and Ratcliffe 2015; Liu et al. 2020a). Additionally, the presence of through traffic as well as high walkability may increase crime by increasing street traffic and the presence of strangers (Lee and Contreras 2021). Davies and Johnson (2015) found that road structure, measured by betweenness, influences burglary risk, with burglary risk higher on street segments with higher usage potential. Other studies use the total length of roads to capture usage potential. For example, Stucky and Ottensmann (2009) show that the total length of major streets in a grid cell is significantly positively associated with violent crime in Indianapolis. For accessibility, therefore, we control three variables: the number of bus stops, the number of subway stations, and the total length of streets in the grid cell. Road network data of Beijing was crawled from Baidu Map API in December 2018. It contains urban roads of all levels including main roads, secondary roads and branch roads but not the roads within the gated communities. In general, more public transportation facilities and higher density road networks represent better accessibility.

**Guardianship** According to routine activity theory, the absence of capable guardianship is crucial for crime to take place (Reynald 2009). The presence of strong guardianship can protect attractive victims from falling prey to motivated offenders. In empirical studies, distance to the closest police station as a proxy for accessibility to formal social control is commonly used. The presumed mechanism is that offenders are aware of an increased presence of police on streets near a police station, and therefore avoid offending in the proximity of police stations. Helbich and Jokar Arsanjani (2015) and Song et al. (2018a) found that the distance to police stations significantly impacts nonviolent crime. We, therefore, calculate the shortest road network distance from the grid cell center to the nearest police station as a measure of the level of guardianship. Moreover, we consider the percentage of natives as well as the percentage of highly-educated population as indicators of informal social control (Song et al. 2018b).

Variables of percentages of female, natives and highly-educated population are calculated based on census data. It needs to pointed out that the boundaries of census units (i.e., subdistrict administration) do not align perfectly with 1 km x 1 km grid boundaries. To estimate the census population per grid, we first intersected grids with census units and calculated for each intersection its proportion in the census unit areas. After that, assuming that the population is homogeneously distributed within census units, the population of the intersection was estimated by multiplying the population of the corresponding census unit and the proportion, and finally these estimates were summed by every grid.
Analytic Strategy

To describe the spatial patterns of theft and the three categories of ambient population, we visualize their spatial distribution with maps, and calculate their Moran’s I indices. Moran’s I is a measure of spatial autocorrelation that indicates whether characteristics of nearby areas are correlated. Like Pearson’s correlation coefficient, it ranges between -1 (perfect negative) and 1 (perfect positive) and in large sample has an expected value of 0 in the absence of any correlation. The overall level of spatial autocorrelation in theft provides a measure of the extent to which theft frequencies are spatially clustered. In addition, we present Pearson correlation coefficients between all independent variables.

The second step in the analysis is to model the relationship between annual crime frequencies per grid cell as the dependent variable, and three different ambient population measures as the key independent variables, in addition to control variables. Like in other recent crime studies (e.g., Kim and Hipp 2020; Kurland and Johnson 2021), the distribution of theft in our data is over-dispersed: it has a larger variance than mean. To account for this overdispersion, as suggested by (Osgood 2000) and in line with most recent studies on sparse crime frequencies (e.g., Bernasco and Block 2011; Kim and Hipp 2020; Kurland and Johnson 2021), we use negative binomial regression models. Controlling for the effects of attractiveness, accessibility, and guardianship, four alternative indicators of ambient population—number of residents, number of employees, number of visitors, and the sum of these three categories—are included in separate models. In addition, and to determine the relative roles of ambient resident, employee and visitor populations, a model is estimated that contains these three ambient population categories simultaneously. Further, each of these models is estimated for weekdays only, for weekends only, and for complete weeks. Moreover, to ensure that results aren’t sensitive to the assumptions of the Negative binomial model, with reference on Wooldridge (2010) and Berk and MacDonald (2008), we also present the results of corresponding Poisson regression models with robust standard errors in the appendix.

We estimated a set of negative binomial regression models. The general form of the negative binomial model is:

$$E(y) = \exp\left(\beta_0 + \beta_1 Pop + \sum^n_i \beta_i Cov + \epsilon\right)$$

(2)

where $\beta_0$ is an intercept and $\beta_i$ are the coefficients of variables, where $i$ is greater than 1. $Pop$ represents the ambient population measure (residents, employees, visitors and overall ambient population respectively). $Cov$ is the set of all other covariates representing the opportunity structure. $\epsilon$ represents unobserved individual heterogeneity.

We report coefficients, standardized coefficients and incidence rate ratios (IRRs) for every independent variable. Standardized coefficients are based on standardization ($\mu=0$, $sd=1$) of the independent variables and therefore can be used to compare the relative effects across variables in a model. Because we measure ambient population per 1000 people, the IRR indicates how many additional annual thefts are associated with a (daily) increase of 1000 people, i.e. localized mobile phone users. For example, if the estimated employee ambient population IRR equals 1.05, it means that an increase of 1000 employees is associated with an increase of thefts by a factor 1.05, i.e. by 5 percent.

To compare model fit between models, we use values of the Akaike Information Criterion (AIC). These measures do not require the comparison models to be hierarchically
nested. Smaller values of AIC indicate better fit. Moreover, a more rigorous comparison involves a bootstrapping method (Lubke and Campbell 2016; Wagenmakers et al. 2004), in which a bootstrap sample (a sample with replacement of 2104 cases from a dataset of size 2104) is taken 1000 times repeatedly from the original sample, and a percentage is generated of the most preferred model across the 1000 bootstrap replications. We compare the five models in a specific period. For example, for the full week, with the same covariates controlled, model 1 includes only residents, model 2 only employees, Model 3 only visitors, Model 4 includes residents, employees and visitors simultaneously, and Model 5 considering the overall ambient population. For each of the five models, we count in how many of the 1000 bootstrap replications the model is the preferred model (has lowest AIC) and report it in the results. These bootstrap results offer a more robust assessment of the relative performance of models than a simple comparison of the AIC values of the five models.

The spatial autocorrelation of dependent variables or the covariates can cause concerns, because spatial autocorrelation in the error terms violates standard statistical techniques that assume independence among observations. Ridgeway et al. (2019) and Bester et al. (2011) suggest that clustering the covariance matrix by larger geographical units (i.e. districts in our study) can allow for arbitrary dependence among the analysis units (grid cells) within these larger units. Moreover, as the number of grid cells within districts grows large, dependence among grid cells on the boundaries becomes negligible, so accounting for spatial dependence within districts becomes comparable to accounting for arbitrary spatial dependence. In line with this argument, we cluster standard errors at district level, 2104 grid cells in 12 districts, and compare the results of the negative binominal models with and without cluster robust standard errors. If the differences are not substantial, then spatial autocorrelation is not a concern. Between both models, the values of the key variables of ambient population are stable, and only the proportion of female residents turns from significant to non-significant. Therefore, spatial autocorrelation does not pose concern to the conclusions drawn from the analysis. In this study, we present only the model results of the negative binominal regressions with cluster robust standard errors.

Diagnostic tests for degrading multicollinearity were conducted by calculating variance inflation factors (VIFs). The largest variance inflation factor (VIF) value of all models is 6.18 (visitors), showing that there are no degrading multicollinearity issues in the models. For a discussion of rules of thumb for interpreting VIF values, see O’Brien (2007).

We used Stata version 15.0 software (StataCorp 2017) to calculate Pearson correlations and VIF values, and to estimate the negative binominal regression models. We used ArcGIS software to create maps and calculate Moran’s I values.

**Empirical Findings**

**Descriptive Statistics**

There are 49,280 thefts with valid geographical coordinates in Beijing in 2014, with an average of 135.0 cases per day and 23.4 cases per grid cell per year (Table 2). During a full year, 33,829 thefts occurred on weekdays and 15,451 on weekends and holidays, which implies a weekday to weekend ratio of 2.19. The total number of weekdays and weekend days (which include national holidays) during the study period are 250 and 115 respectively, which a weekday to weekend ratio of 2.17. As both weekday to
weekend ratios of almost identical (2.19 versus 2.17), daily theft rates are roughly equal on weekdays and weekends.

The maximum values of the number of bus stops and the distance to nearest police station (km) are 43 and 7.11 respectively, which may seem quite large, but are quite plausible. Grid cells with train stations and in business areas often have many public transits hubs like bus stops and subway stations. The grid with longest distance to the nearest police station is in the suburb area in the South.

The distribution of theft exhibits a significant spatial concentration (Moran’s I = 0.265, p < 0.001). Spatial concentration on weekdays (Moran’s I = 0.299, p < 0.001) is stronger than on weekend days (Moran’s I = 0.194, p < 0.001). As can be observed in Fig. 1, the overall density of theft in Beijing gradually decreases from the city center to the outskirts. A number of hotspots of theft emerge in areas where business centers, recreational activity spaces and wholesale markets are concentrated, such as the Wangfujing commercial pedestrian street, the Xidan shopping center, the Beijing zoo clothing wholesale market, and the Wangjing business center. In the outer suburbs, thefts are relatively infrequent and dispersed, with small clusters in urban villages and in towns where district governments are located.

According to the Baidu big-data-based ambient residential population in 2018 and 2019, the mean daily number of residents in each grid cell in central urban area of Beijing is about 10.96 thousand on weekdays, 10.27 thousand on weekends, and 10.73 thousand on weekdays and weekends combined. The number of residents in Beijing decreases on weekends and holidays as people may go on vacation and leave the city.

The mean daily number of employees in each grid cell in central urban area of Beijing is 5.79 thousand. On average, there are 1.87 thousand more people working on weekdays than on weekends. To calculate visitors, we adopt a person-time measure, which means one person can be counted multiple times if they enter multiple grid cells in which they do not live or work. The mean daily number of visitors in each grid cell is as high as 16.50 thousand person-times during the whole study period; it drops from 18.07 thousand on weekdays to 15.55 thousand on weekends.

Table 3 shows that the correlations among the three ambient populations (residents, employees and visitors) are moderately high (0.67, 0.68 and 0.72), which indicates that grid cells high on one ambient population category tend to be high on other categories as well. The correlations are not almost perfect, which indicates that they do measure distinct constructs.

The spatial distribution characteristics of thefts mentioned above may be closely related to the spatial structure of various ambient populations. The distributions of residents, employees and visitors are all more concentrated in space than thefts. The strongest concentration is observed for visitors (Moran’s I = 0.641, p < 0.001), followed by residents (Moran’s I = 0.544, p < 0.001) and employees (Moran’s I = 0.519, p < 0.001) (Fig. 2). Affected by the mobility of some residents, the concentration of residents on weekends (Moran’s I = 0.521, p < 0.001) is slightly lower than that on weekdays (Moran’s I = 0.546, p < 0.001). Compared with weekends (Moran’s I = 0.618, p < 0.001), visitors exhibit an even higher clustering in space on weekdays (Moran’s I = 0.657, p < 0.001). This could be because some socio-economic activities, such as socializing, sports, shopping, traveling, are partially transferred from city center to suburbs on weekends. The agglomeration of employees on weekends (Moran’s I = 0.520, p < 0.001) is almost the same as that of weekdays (Moran’s I = 0.517, p < 0.001). Despite that the size of employee population is smaller on weekends than on weekdays, the correlation between the two across grids is as high as 0.95. This indicates that the spatial
Table 3  Pearson correlation coefficients between independent variables

| (1) Residents | (2) Employees | (3) Visitors | (4) Overall ambient population | (5) Proportion of built land area | (6) Number of attractors | (7) POI entropy | (8) Proportion of female residents | (9) Proportion of branch roads | (10) Number of bus stops | (11) Number of subway stations | (12) Distance to nearest police station | (13) Proportion of natives | (14) Proportion of the highly educated |
|--------------|---------------|-------------|---------------------------------|----------------------------------|--------------------------|----------------|-----------------------------------|-----------------------------------|-------------------------|-----------------------------|-------------------------------------|--------------------------|----------------------------------|
|              | (1) Residents | (2) Employees | (3) Visitors | (4) Overall ambient population | (5) Proportion of built land area | (6) Number of attractors | (7) POI entropy | (8) Proportion of female residents | (9) Proportion of branch roads | (10) Number of bus stops | (11) Number of subway stations | (12) Distance to nearest police station | (13) Proportion of natives | (14) Proportion of the highly educated |
|              | 1             | 0.67***     | 0.72***     | 0.95***                          | 0.06**                            | 0.55***                  | 0.53***     | 0.32***                           | 0.29***                           | 0.53***                 | 0.40***                    | -0.14***                           | -0.12***                | 0.30***                           |
| (1) Residents |               | (2) Employees | (3) Visitors | (4) Overall ambient population | (5) Proportion of built land area | (6) Number of attractors | (7) POI entropy | (8) Proportion of female residents | (9) Proportion of branch roads | (10) Number of bus stops | (11) Number of subway stations | (12) Distance to nearest police station | (13) Proportion of natives | (14) Proportion of the highly educated |
|              |               | 1            | 0.68***     | 0.91***                          | 0.06**                            | 0.55***                  | 0.53***     | 0.32***                           | 0.29***                           | 0.41***                 | 0.36***                    | -0.21***                           | -0.11***                | 0.38***                           |
| (1) Residents |               |              | 1           | 0.97***                          | 0.07*                             | 0.58***                  | 0.62***     | 0.23***                           | 0.30***                           | 0.42***                 | 0.45***                    | -0.27***                           | -0.14***                | 0.44***                           |
|              |               |              |             |                                 |                                   |                         | 0.68***     | 0.22***                           | 0.32***                           | 0.48***                 | 0.43***                    | -0.12***                           | -0.14***                | 0.39***                           |
| (1) Residents |               |              |             |                                 |                                   |                         |            | 0.05*                             | 0.26***                           | 0.49***                 | 0.26***                    | -0.01**                            | -0.13***                | 0.32***                           |
|              |               |              |             |                                 |                                   |                         |            |                                   | 0.27***                           | 0.11***                 | 0.11***                    | -0.02***                           | -0.03                   | 0.00                              |
| (1) Residents |               |              |             |                                 |                                   |                         |            |                                   |                                   | 0.01                     | 0.27***                    | -0.01**                            | -0.06**                 | 0.00                              |
|              |               |              |             |                                 |                                   |                         |            |                                   |                                   |                         | 0.27***                    | -0.19***                           | -0.19***                | 0.15***                           |
| (1) Residents |               |              |             |                                 |                                   |                         |            |                                   |                                   |                         |                         | -0.09***                           |                         | 0.10***                           |
|              |               |              |             |                                 |                                   |                         |            |                                   |                                   |                         |                         |                                   |                         | 1                                |
| (1) Residents |               |              |             |                                 |                                   |                         |            |                                   |                                   |                         |                         |                                   |                         | 1                                |
|              |               |              |             |                                 |                                   |                         |            |                                   |                                   |                         |                         |                                   |                         | 1                                |
| (1) Residents |               |              |             |                                 |                                   |                         |            |                                   |                                   |                         |                         |                                   |                         | 1                                |
|              |               |              |             |                                 |                                   |                         |            |                                   |                                   |                         |                         |                                   |                         | 1                                |

Two-tail tests: ***p < 0.001, **p < 0.01, *p < 0.05
distribution of employees is quite stable on weekdays and weekends at the grid cell level.

**Regression Models**

**Models Results of the Full Week**

Table 4 shows the model effects of different measures of populations on thefts during the whole study period. From the results of Model 1 to Model 5, with the covariates controlled, all population measures, i.e. ambient population of residents, employees, visitors as well as the whole ambient population, significantly increase thefts. Between Models 1, 2 and 3, the AIC value of Model 3 is the smallest, and it has the highest percentage of being the most preferred model in the bootstrap procedure, which indicates that the visitor ambient population has a stronger relation to thefts than the resident and employee ambient populations. As for the two other categories of ambient population, employees appear to have less impact on thefts than residents do. In terms of the model performance based on AIC values, as well as the percentages in the bootstrap procedure, the overall ambient population models (Model 5) has the strongest relation with the volume of thefts. This implies that our distinction between residents, employees and visitors in the ambient population supports their differential effect on theft rates, but that the distinction itself does not seem to add to the prediction. Compared with the results of Poisson regression model with robust standard errors in the appendix, the values of coefficients do differ from the negative binomial regression models but their directions and significance levels do not change.

In model 4, residents, employees and visitors are considered simultaneously. All of them are significant. A one thousand persons increase in residents, employees and visitors, implies that the number of thefts increases by 1.1 percent, 1.7 percent and 3.8 percent respectively. The standardized coefficients show that visitors have the strongest impact on thefts, then followed by residents. As for the covariates, the area of built land, number of attractors, POI entropy, and the proportion of branch roads are positively and significantly related to thefts regardless of the population measures, while the distance to nearest police station shows a significant negative effect on theft, indicating that more thefts are committed in grid cells closer to police stations, a finding consistent with the findings of previous research (Helbich and Jokar Arsanjani 2015; Song et al. 2018a). The proportion of female residents has no significant effects on thefts. The area of built land has the largest effect according to its standardized coefficient among all the covariates. Regarding accessibility, the number of bus stops and subway stations are not significant, whose effects may be replaced by the ambient population, leading to their insignificance to thefts in most models.

![Fig. 2 The spatial pattern of different ambient population for the full week](image-url)
Table 4 Model results of negative binominal regression with cluster robust standard errors during the full week. N = 2104 square grids

|                | Model 1             | Model 2             | Model 3             | Model 4             | Model 5             |
|----------------|---------------------|---------------------|---------------------|---------------------|---------------------|
|                | Coef.   | IRR    | St.Coef. | Coef.   | IRR    | St.Coef. | Coef.   | IRR    | St.Coef. | Coef.   | IRR    | St.Coef. |
| Ambient popula-|  |        |         |  |        |         |  |        |         |  |        |         |
| tion           |         |        |         |  |        |         |  |        |         |  |        |         |
| Residents      | 0.029***| 1.030  | 0.559   | 0.010*  | 1.011  | 0.203    | 0.020***| 1.020  | 1.036    |  |        |         |
| (1000)         |         |        |         |  |        |         |  |        |         |  |        |         |
| Employees      | 0.050***| 1.051  | 0.489   | 0.017*  | 1.017  | 0.169    | 0.020***| 1.020  | 1.036    |  |        |         |
| (1000)         |         |        |         |  |        |         |  |        |         |  |        |         |
| Visitors       | 0.039***| 1.040  | 0.816   | 0.038***| 1.039  | 0.788    | 0.020***| 1.020  | 1.036    |  |        |         |
| (1000)         |         |        |         |         |         |         |  |        |         |  |        |         |
| Overall ambient| 0.020***| 1.020  | 1.036    |  |        |         |  |        |         |  |        |         |
| population     |         |        |         |  |        |         |  |        |         |  |        |         |
| (1000)         |         |        |         |         |         |         |  |        |         |  |        |         |
| Covariates     |         |        |         |         |         |         |  |        |         |  |        |         |
| Proportion of  | 0.093** | 1.098  | 5.466   | 0.092** | 1.096  | 5.402    | 0.088** | 1.092  | 5.166    | 0.089** | 1.093  | 5.207    |
| built land     |         |        |         |         |         |         |  |        |         |  |        |         |
| area           |         |        |         |         |         |         |  |        |         |  |        |         |
| Number of      | 0.050***| 1.051  | 0.504   | 0.050***| 1.050  | 0.501    | 0.038***| 1.039  | 0.383    | 0.037***| 1.038  | 0.375    |
| attractors     |         |        |         |         |         |         |  |        |         |  |        |         |
| POI entropy    | 0.131   | 1.013  | 0.033   | 0.002   | 1.002  | 0.005    | 0.049*  | 1.050  | 0.123    | 0.050*  | 1.051  | 0.125    |
| Proportion of  | 1.675   | 5.337  | 0.162   | 2.351   | 10.498 | 0.228    | 2.215   | 9.162  | 0.214    | 2.107   | 8.225  | 0.204    |
| female         |         |        |         |         |         |         |  |        |         |  |        |         |
| residents      |         |        |         |         |         |         |  |        |         |  |        |         |
| Proportion of  | 1.352***| 3.864  | 0.478   | 1.315***| 3.724  | 0.465    | 1.382***| 3.982  | 0.489    | 1.376***| 3.957  | 0.487    |
| branch roads   |         |        |         |         |         |         |  |        |         |  |        |         |
| Number of      | 0.003   | 1.003  | 0.050   | 0.006   | 1.006  | 0.111    | 0.003   | 1.003  | 0.053    | 0.002   | 1.002  | 0.045    |
| bus stops      |         |        |         |         |         |         |  |        |         |  |        |         |
| Number of      | 0.141   | 1.152  | 0.048   | 0.098   | 1.103  | 0.033    | 0.177   | 1.189  | 0.060   | −0.171  | 0.842  | −0.058   |
| subway stations|         |        |         |         |         |         |  |        |         |  |        |         |
Two−tail tests: ***$p < 0.001$, **$p < 0.01$, *$p < 0.05$. St.Coef. is the coefficient value if all independent variables are standardized. Bootstrap (%) is the percentage of times being the most preferred model, which is with the lowest AIC value, across the 1000 bootstrap replications.

| Model        | Distance to nearest police station | Proportion of natives | Proportion of the highly educated | Constant | AIC       | Bootstrap (%) |
|--------------|-----------------------------------|-----------------------|----------------------------------|----------|-----------|---------------|
| Coef. | IRR     | St.Coef. | Coef. | IRR     | St.Coef. | Coef. | IRR     | St.Coef. | Coef. | IRR     | St.Coef. | Coef. | IRR     | St.Coef. |
| Model 1      | $-0.149^{**}$ | 0.861 | $-0.287$ | $-0.153^{**}$ | 0.858 | $-0.296$ | $-0.114^*$ | 0.892 | $-0.220$ | $-0.113^*$ | 0.893 | $-0.219$ | $-0.126^{**}$ | 0.882 | $-0.242$ |
| Model 2      | $-0.206^{***}$ | 0.814 | $-0.147$ | $-0.239^{***}$ | 0.788 | $-0.171$ | $-0.208^{***}$ | 0.812 | $-0.149$ | $-0.206^{***}$ | 0.814 | $-0.147$ | $-0.213^{***}$ | 0.808 | $-0.152$ |
| Model 3      | $-0.569$ | 0.511 | $-0.069$ | $-0.056$ | 0.945 | $-0.007$ | $-0.393$ | 0.675 | $-0.048$ | $-0.318$ | 0.727 | $-0.039$ | $-0.189$ | 0.828 | $-0.023$ |
| Model 4      | $0.062$ | 1.064 | $1.795$ | $-0.041$ | 0.960 | $1.807$ | $-0.274$ | 0.760 | $1.788$ | $-0.241$ | 0.786 | $1.788$ | $-0.135$ | 0.874 | $1.795$ |
| Model 5      | $13,974.96$ | $13,988.91$ | $13,898.09$ | $13,889.06$ | $13,861.85$ | $0.0%$ | $0.0%$ | $25.2%$ | $30.7%$ | $44.1%$ |
Model Results of Weekdays and Weekends

Separate models are estimated for weekdays (Table 5) and weekends (Table 6). The population distribution is still an important factor in predicting thefts among all the variables throughout all the models. Both on weekdays and weekends, the models of overall ambient population perform better than the others. Looking into different ambient population, the visitor ambient population is the best indicator, while visitors account for less than a half of the overall ambient population.

Nevertheless, the performance of models is some different between weekdays and weekends. Resident ambient population outperforms employee ambient population on weekdays than on weekends. In Model 9, the employee variable is not significant. While during weekends, employees have stronger impact on theft than residents. In Model 14, the residents variable is not significant.

Covariates in weekdays and weekends have similar performance as in models of the full week. Taking the models considering residents, employees, and visitors simultaneously as an example (Model 4, 9 and 14), built land, crime attractors, POI entropy, as well as branch road proportion are significantly related with the increase of thefts, while distance to nearest police station and proportion of natives have negative impact on thefts. There is one exception that in Model 14, proportion of the highly educated will decrease thefts significantly while not significant in Model 4 and 9.

Conclusions and Discussion

Using big location data of an online map service company (Baidu map), this study decomposes the ambient population into residents, employees and visitors, and explores their impacts on thefts in 1 km × 1 km grids in Beijing, China. With the same set of covariates being controlled, it first evaluates the influence of residents, employees, and visitors on thefts for the full week, and subsequently compares the performance of these different ambient population measures on weekdays and weekends.

The key conclusion of the study is that our findings show that the ambient population is not a homogeneous group, and that the composition of the ambient population affects its influence on thefts. Generally speaking, for the full week, visitors have the largest effect on thefts, followed by residents and employees. Because visitors are outsiders, they may be more likely to fall victim to crimes, given their unfamiliarity with the local area. Moreover, according to social disorganization theory, high population mobility is detrimental for local social cohesion and mutual trust. Large volumes of visitors bring anonymity to the local area (Boivin and Felson 2017), reduce informal social control, and create more criminal opportunities. Possession of valuable belongings, unfamiliarity, and high anonymity all contribute to visitors’ elevated risk of theft victimization. In contrast, although residents and employees can also be potential targets, in light of Jacobs’ notion of “eyes on the street” (Jacobs, 1961), they may be better surveillants and more likely to intervene for the public good than others (Tillyer et al. 2021). These findings may inform policy makers who may be advised to focus their crime prevention strategies on places that attract large numbers of visitors, rather than places that attract large ambient populations more generally.
### Table 5  Model results of negative binominal regression with cluster robust standard errors on weekdays. N = 2104 square grids

| Model 6 | Model 7 | Model 8 | Model 9 | Model 10 |
|---------|---------|---------|---------|----------|
| **Coef.** | **IRR** | **St.Coef.** | **Coef.** | **IRR** | **St.Coef.** | **Coef.** | **IRR** | **St.Coef.** | **Coef.** | **IRR** | **St.Coef.** |
| **Ambient population** | | | | | | | | | | | | |
| Residents (1000) | 0.029*** | 1.030 | 0.577 | | | 0.010* | 1.010 | 0.202 | | | | |
| Employees (1000) | | | 0.042*** | 1.042 | 0.493 | | | 0.009 | 1.009 | 0.115 | | | |
| Visitors (1000) | | | | | | 0.033*** | 1.034 | 0.776 | 0.032** | 1.033 | 0.664 | | |
| Overall ambient population (1000) | | | | | | | | | | | 0.019*** | 1.019 | 0.940 |
| **Covariates** | | | | | | | | | | | | |
| Proportion of built land area | 0.101** | 1.106 | 5.926 | 0.100** | 1.105 | 5.867 | 0.096** | 1.100 | 5.608 | 0.095** | 1.100 | 5.603 | 0.096** | 1.101 | 5.635 |
| Number of attractors | 0.047*** | 1.049 | 0.477 | 0.048*** | 1.049 | 0.478 | 0.036** | 1.037 | 0.365 | 0.035*** | 1.036 | 0.354 | 0.035** | 1.035 | 0.348 |
| POI entropy | 0.013 | 1.013 | 0.033 | 0.002 | 1.002 | 0.005 | 0.038* | 1.038 | 0.095 | 0.043* | 1.044 | 0.109 | 0.037* | 1.037 | 0.091 |
| Proportion of female residents | 1.755 | 5.785 | 0.170 | 2.439 | 11.464 | 0.236 | 2.560 | 12.931 | 0.248 | 2.346 | 10.447 | 0.227 | 2.424 | 11.288 | 0.235 |

* * * Significant at the 0.001 level.
** Significant at the 0.01 level.
* Significant at the 0.05 level.
| Model 6 | Model 7 | Model 8 | Model 9 | Model 10 |
|--------|--------|--------|--------|--------|
| **Coef.** | **IRR** | **St.Coef.** | **Coef.** | **IRR** | **St.Coef.** | **Coef.** | **IRR** | **St.Coef.** | **Coef.** | **IRR** | **St.Coef.** |
| Propotion of branch roads | 1.349*** | 3.855 | 0.477 | 1.321*** | 3.746 | 0.467 | 1.387*** | 4.003 | 0.491 | 1.375*** | 3.954 | 0.486 | 1.288*** | 3.626 | 0.456 |
| Number of bus stops | 0.003 | 1.003 | 0.053 | 0.006 | 1.006 | 0.117 | 0.005 | 1.005 | 0.090 | 0.004 | 1.004 | 0.067 | 0.003 | 1.003 | 0.049 |
| Number of subway stations | 0.139 | 1.149 | 0.047 | 0.089 | 1.093 | 0.030 | −0.176 | 0.839 | −0.059 | −0.173 | 0.841 | −0.058 | −0.091 | 0.913 | −0.031 |
| Distance to nearest police station | −0.159*** | 0.853 | −0.307 | −0.163*** | 0.849 | −0.314 | −0.126** | 0.882 | −0.243 | −0.123** | 0.884 | −0.238 | −0.135** | 0.874 | −0.260 |
| Proportion of natives | −0.203*** | 0.817 | −0.145 | −0.239*** | 0.787 | −0.171 | −0.224*** | 0.799 | −0.160 | −0.215*** | 0.807 | −0.154 | −0.220*** | 0.803 | −0.157 |
| Proportion of the highly educated | −0.450 | 0.589 | −0.055 | −0.183 | 0.833 | −0.022 | −0.741 | 0.477 | −0.090 | −0.573 | 0.564 | −0.070 | −0.468 | 0.626 | −0.057 |
| **Constant** | −0.362 | 0.696 | 1.367 | −0.465 | 0.628 | 1.380 | −0.718 | 0.488 | 1.368 | −0.670 | 0.512 | 1.366 | −0.587 | 0.556 | 1.372 |
| **AIC** | 12,629.30 | 12,646.01 | 12,563.88 | 12,557.19 | 12,551.63 |
Table 5 (continued)

| Model 6 | Model 7 | Model 8 | Model 9 | Model 10 |
|--------|--------|--------|--------|--------|
| Coef.  | IRR    | St.Coef. | Coef.  | IRR    | St.Coef. | Coef.  | IRR    | St.Coef. | Coef.  | IRR    | St.Coef. |
| 0.2%   | 0.0%   | 26.7%   | 32.9%  | 40.2%  |

Two-tail tests: ***p < 0.001, **p < 0.01, *p < 0.05. St.Coef. is the coefficient value if all independent variables are standardized. Bootstrap (%) is the percentage of times being the most preferred model, which is with the lowest AIC value, across the 1000 bootstrap replications.
Table 6  Model results of negative binominal regression with cluster robust standard errors at weekends. N = 2104 square grids

|                  | Model 11 |       | Model 12 |       | Model 13 |       | Model 14 |       | Model 15 |       |
|------------------|----------|-------|----------|-------|----------|-------|----------|-------|----------|-------|
|                  | Coef.    | IRR   | St.Coef. | Coef.  | IRR      | St.Coef.| Coef.    | IRR   | St.Coef. | Coef.  | IRR   | St.Coef. |
| Ambient population |          |       |          |        |          |        |          |       |          |        |       |          |
| Residents (1000)  | 0.026*** | 1.027 | 0.486    |        | 0.005    | 1.005  | 0.089    |       | 0.019*** | 1.019  | 0.832 |
| Employees (1000)  |          |       |          | 0.065***| 1.067    | 0.557  |          | 0.021* | 1.021    | 0.182  |       |          |
| Visitors (1000)   |          |       |          | 0.039***| 1.040    | 0.756  | 0.038*** | 1.038  | 0.730    |       | 0.019***| 1.019  |
| Overall ambient population (1000) |          |       |          | 0.019***| 1.019    | 0.832  |          | 0.019***| 1.019    | 0.832  |       |          |
| Covariates       |          |       |          |        |          |        |          |       |          |        |       |          |
| Proportion of built land area | 0.108**  | 1.114 | 6.338    | 0.105** | 1.111    | 6.188  | 0.100**  | 1.105  | 5.872    | 0.100** | 1.105  | 5.862    | 0.101**  | 1.107  | 5.957    |
| Number of attractors | 0.052*** | 1.053 | 0.521    | 0.050***| 1.051    | 0.500  | 0.040*** | 1.040  | 0.399    | 0.039***| 1.040  | 0.394    | 0.039*** | 1.040  | 0.396    |
| POI entropy       | 0.007    | 1.007 | 0.018    | 0.003   | 1.003    | 0.007  | 0.044*   | 1.045  | 0.110    | 0.043*  | 1.044  | 0.108    | 0.036*   | 1.036  | 0.089    |
| Proportion of female residents | 1.374    | 3.953 | 0.133    | 2.010   | 7.464    | 0.195  | 1.790    | 5.990  | 0.173    | 1.788  | 5.978  | 0.173    | 1.765    | 5.840  | 0.171    |
| Proportion of branch roads | 1.216*** | 3.375 | 0.430    | 1.167***| 3.212    | 0.413  | 1.134*** | 3.436  | 0.437    | 0.039***| 3.380  | 0.431    | 1.146*** | 3.145  | 0.406    |
| Number of bus stops | 0.001    | 1.001 | 0.013    | 0.004   | 1.004    | 0.068  | 0.001    | 1.001  | 0.002    | 0.001  | 1.001  | 0.002    | 0.001    | 1.001  | 0.013    |
| Number of subway stations | 0.180    | 1.197 | 0.061    | 0.139   | 1.149    | 0.047  | −0.104   | 0.884  | −0.035   | −0.105 | 0.900  | −0.036   | −0.019   | 0.981  | −0.006    |
| Model 11 | Model 12 | Model 13 | Model 14 | Model 15 |
|---------|---------|---------|---------|---------|
| Coef.   | IRR     | St.Coef.| Coef.   | IRR     | St.Coef.| Coef.   | IRR     | St.Coef.| Coef.   | IRR     | St.Coef.|
| Distance to nearest police station | −0.125* | 0.882 | −0.242 | −0.129** | 0.879 | −0.248 | −0.091* | 0.913 | −0.176 | −0.091* | 0.913 | −0.176 | −0.102* | 0.903 | −0.197 |
| Proportion of natives | −0.180*** | 0.835 | −0.129 | −0.205*** | 0.815 | −0.146 | −0.168*** | 0.845 | −0.120 | −0.171*** | 0.843 | −0.122 | −0.180*** | 0.836 | −0.128 |
| Proportion of the highly educated | −0.402 | 0.630 | −0.074 | −0.007 | 0.993 | −0.002 | −0.124 | 0.883 | −0.015 | −0.175 | 0.839 | −0.021 | −0.021 | 0.979 | −0.003 |
| Constant | −1.002 | 0.367 | 0.591 | −1.094 | 0.335 | 0.609 | −1.302* | 0.272 | 0.600 | −1.279* | 0.278 | 0.603 | −1.161 | 0.313 | 0.607 |
| AIC     | 10,054.25 | 10,050.72 | 9970.788 | 9961.409 | 9958.077 |
| Bootstrap (%) | 0.0% | 0.0% | 28.6% | 34.5% | 46.9% |

Two-tail tests: ***p < 0.001, **p < 0.01, *p < 0.05. St.Coef. is the coefficient value if all independent variables are standardized. Bootstrap (%) is the percentage of times being the most preferred model, which is with the lowest AIC value, across the 1000 bootstrap replications.
Another important finding is that the effects of residents and employees vary between weekdays and weekends. Whereas visitors have the largest effect on thefts both on weekdays and weekends, on weekdays the effect of residents is larger than the effect of employees, and on weekends the effect of employees is larger than the effect of residents. A possible explanation is on weekdays residents tend to stay around their residence and have a more flexible schedule. They may carry out outdoor activities, such as grocery shopping and exercising, exposing themselves to motivated offenders to a greater extent. Moreover, some residents, especially the old and the children, a relative vulnerable group to victimization, travel shorter distances during their daily activities, and are more likely to stay close to where they live (Yuan and Raubal 2016). By contrast, employees are predominantly involved in indoor activities in the workspace (e.g., office buildings and factories), making them less likely to fall victim to theft (Song et al. 2018b). Therefore, compared to employees who have to work indoors, residents have a stronger effect on thefts due to their longer stay, higher vulnerability, and greater exposure to risk on weekdays.

But on weekends, for residents, more people perform daily activities near home, more young residents are active in the neighborhood, and more family members are around. This generates stronger guardianship and reduces vulnerability among residents. Although some employees work overtime on weekends, they have a more flexible time budget than on weekdays and might just spend part of the day on working (Sun et al. 2014). For the rest of the time, they can have more outdoor activities around, which increases their exposure to thefts. To summarize, as a result of their distinctive activity patterns—the activity space (i.e. outdoor or indoor) and the way they spend time in a grid cell—different groups of ambient population have varied effects on crime. Consequently, on weekends the presence of employees has a stronger effect on thefts than the presence of residents. The implication of our findings is that for an improved understanding of how ambient populations affect crime rates, it is important to take into account both the different roles of the people that make up the ambient population (e.g. resident, employee or visitor) and the different phases in the weekly time cycle (e.g. weekday and weekend). In the application of these findings, one should generally not favor one ambient population category or one temporal phase over the other, but rather measure and apply them simultaneously.

In line with the literature, we find that indicators of attractiveness—area of built land, number of attractors, and POI entropy—are positively related with crime, consistent with previous findings (Kinney et al. 2008). As for accessibility, the longer the street is, the more thefts there will be. However, unlike the findings of Liu et al. (2020a), we do not find any effect of the presence of bus stops or subway stations in the models considering ambient population. This suggests that these indicators of accessibility (how convenient it is for people to visit the location) do not add to the information already included in the indicators of ambient population (how many people are actually present in the location). Another possible reason is that in Beijing, the bus stops quite evenly distribute around the city, therefore having no significant impact on thefts. The proportion of female residents presents no impact on thefts, indicating that the gender of victims makes no difference to offenders.
When it comes to guardianship, like the findings of Helbich and Jokar Arsanjani (2015) and Song et al. (2018a), distance to nearest police station, potentially indicative of guardianship, has a negative relation with theft when ambient population is not accounted for. A possible explanation is that proximity to police stations may increase the willingness of victims to report their victimization to the police, resulting in more rather than less thefts being reported closer to police stations. In addition, police stations may be intentionally located in crowded places and in high crime areas to improve accessibility and response to calls for service. Any inhibitive effect of formal guardianship on theft may thus be offset by these two factors. In terms of informal social control, the natives feature strong informal social control and can prevent thefts. Though the highly educated population is not significant in many models, it presents a negative effect, which also indicates their informal social control on thefts, especially on weekends.

As any study, there are limitations of this study that should be noted. First, in terms of the identification of ambient population subgroups, although we are able to differentiate between residents, employees, and visitors, we are unable to further discern the type of activities individuals are engaged in during the study period. The type of employees observed on weekdays and weekends may be different. As argued above, the employee population is likely involved in the public and semi-public domains on weekends than weekdays, which may contribute to the differential effect size of employees on theft on the two timeframes. Relatedly, the population subgroup labels are mutually exclusive, which may bias our estimation of individuals’ trip purposes. In our dataset, a person carrying out non-working activities, such as shopping, in the grid cells where one works on the weekend, he or she is still regarded as an employee rather than a visitor. At the same time, different types of employees, such as employees by retail vs. nonretail, are found to have different effects on crimes in the literature. However, this distinction cannot be made in this study because the resident, employee and visitor categories are part of the data made accessible by the Baidu Company, which cannot be further subdivided by us. Another limitation is that the algorithms underlying the distinctions between residents, employees and visitors have been developed, implemented and described by the Baidu company, and are not openly available. Because these data are unique (that is why we are using them to further our understanding of how ambient population affects crime) we have no way of comparing the data with reliable external sources.

In addition, our data is unable to identify people who live and work within the same grid cell. For instance, some owners of groceries live and work in the same units, accessing a unique WiFi, and they may be classified as only residents but not employees. Further, employees without a fixed working place, such as taxi drivers, delivery men and floating vendors, will be treated as visitors. These issues may bias our interpretation of employees, residents and visitors, but only marginally because these groups of city residents probably only constitute a small fraction of the whole population.

Another limitation is that we used crime data from 2014 and population data from 2018–2019. Although the spatio-temporal pattern of population distribution most likely
has not changed a lot from 2014 to 2018, it would have been slightly more precise to analyze both data sources from the same years.

As for the study units, according to the literature of crime at places, 1 km * 1 km grid may be too large, and potentially raise concerns of environment heterogeneity within the grids. This can be also regarded as a modifiable areal unit problem (Fotheringham and Wong 1991) and could inspire further work that distinguishes multiple spatial units of analysis, provided that more detailed data becomes available.

Our measure of formal guardianship, the distance to the nearest police station, is not a perfect measure of guardianship, as it fails to measure the actual whereabouts and activities of the police, and because it might also be related to the willingness of victims to report to the police. In future work, improved measures of formal guardianship could remedy this limitation. Finally, this study has only discussed one type of crime, theft. Different crimes may have different kinds of crime targets. For example, the ambient population can be a target of thefts, but not burglary which targets on a specific dwelling instead of a person. The effects of visitors, residents, and visitors in the ambient population may be different with respect to other types of crime than thefts.

In the empirical literature, the negative binomial model has been popular in estimating crime count data, probably because it is straightforward, utilizes standard maximum likelihood estimation techniques, can be estimated with standard software packages, and accounts for overdispersion in the data. The negative binomial model itself does not account for spatial autocorrelation. If the differences between results of the negative binominal models with and without cluster robust standard errors are substantial, the technique is not appropriate and other techniques for analyzing spatially autocorrelated count data are needed, such as spatial filtering (Chun 2014; Haining et al. 2009), generalized cross entropy (Roman et al. 2008) and Bayesian methods (Liu and Zhu 2016). A comprehensive overview of methods is provided by (Dorman et al. 2007). In our application, the negative binomial model suffices because it accounts for overdispersion and because the differences mentioned above turn out to be very small.

Despite the aforementioned limitations, this study contributes to the literature by further investigating the differential effects of three main categories of ambient population on thefts on weekdays and weekends, and by using big data with a wider reach. Findings show that visitors and residents have stronger effects on thefts than employees, which presumably is a result of their more varied activity space, length of stay, and possibly of their informal social control capacity too.

**Appendix**

See Table 7.
| Table 7 | Model results of Poisson regression with cluster robust standard errors |
|---------|-----------------------------------------------------------|
|         | Full week                                                | Weekdays                                | Weekends                                |
|         | Model 1 | Model 2 | Model 3 | Model 4 | Model 5 | Model 6 | Model 7 | Model 8 | Model 9 | Model 10 | Model 11 | Model 12 | Model 13 | Model 14 | Model 15 |
| Ambient population |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |
| Residents (1000) | 0.013*** | 0.008** | 0.013*** | 0.007* | 0.008*** | 0.003  |         |         |         |         |         |         |         |         |         |
| Employees (1000)  | 0.019*** | 0.007*  | 0.016*** | 0.005  | 0.021*** | 0.010***|         |         |         |         |         |         |         |         |         |
| Visitors (1000)   | 0.017*** | 0.020***|         | 0.015***| 0.020***|         | 0.017***| 0.024***|         |         |         |         |         |         |         |         |
| Overall ambient population (1000) | 0.010*** |         |         | 0.011***|         |         |         |         |         |         |         |         |         |         |         |         |
| Covariates |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |         |
| Proportion of built land area | 0.125*** | 0.121***| 0.120***| 0.115***| 0.123***| 0.126***| 0.121***| 0.120***| 0.117***| 0.123***| 0.125***| 0.120***| 0.117***| 0.125***| 0.124***|
| Number of attractors | 0.027*** | 0.018***| 0.014***| 0.017***| 0.018***| 0.026***| 0.017***| 0.012***| 0.016***| 0.015***| 0.029***| 0.018***| 0.016***| 0.039***| 0.021***|
| POI entropy | 0.031*  | 0.032** | 0.014***| 0.011  | 0.028*  | 0.033*  | 0.033*  | 0.019*  | 0.015*  | 0.029*  | 0.028*  | 0.029*  | 0.017***| 0.019***| 0.025*  |
| Proportion of female residents | 1.885** | 2.624***| 2.728***| 2.872***| 2.352***| 1.867** | 2.610***| 2.943***| 2.955***| 2.472***| 1.907** | 2.639***| 2.577***| 2.825***| 2.292***|
| Proportion of branch roads | 1.058***| 1.062***| 1.062***| 1.122***| 1.022***| 1.059***| 1.008***| 1.075***| 1.136***| 1.021***| 1.055***| 1.001***| 1.049***| 1.106***| 1.020***|
| Number of bus stops | −0.003 | −0.002 | −0.003 | −0.002 | −0.003 | −0.002 | −0.002 | −0.001 | −0.003 | −0.003 | −0.002 | −0.002 | −0.004 | −0.002 | −0.004 |
| Number of subway stations | 0.043  | 0.008  | 0.284  | 0.226  | 0.162  | 0.045  | 0.006  | 0.260  | 0.243  | 0.170  | 0.040  | 0.012  | 0.283  | 0.209  | 0.154  |
### Table 7 (continued)

|                      | Model 1 | Model 2 | Model 3 | Model 4 | Model 5 | Model 6 | Model 7 | Model 8 | Model 9 | Model 10 | Model 11 | Model 12 | Model 13 | Model 14 | Model 15 |
|----------------------|---------|---------|---------|---------|---------|---------|---------|---------|---------|----------|----------|----------|----------|----------|----------|
|                      | Coef.   | Coef.   | Coef.   | Coef.   | Coef.   | Coef.   | Coef.   | Coef.   | Coef.   | Coef.    | Coef.    | Coef.    | Coef.    | Coef.    | Coef.    |
| Distance to nearest  | −0.198*** | −0.192*** | −0.185*** | −0.151*** | −0.207*** | −0.207*** | −0.186*** | −0.162*** | −0.215*** | −0.177*** | −0.174*** | −0.172*** | −0.132*** | −0.187*** |
| police station       |         |         |         |         |         |         |         |         |         |          |          |          |          |          |          |
| Proportion of natives| −0.109*** | −0.119*** | −0.121*** | −0.133*** | −0.113*** | −0.107*** | −0.127*** | −0.135*** | −0.113*** | −0.113*** | −0.122*** | −0.120*** | −0.133*** | −0.115*** |
| Proportion of the    | −0.652 | −0.393 | −0.010 | −0.106 | −0.304 | −0.643 | −0.382 | −0.178 | −0.291 | −0.281 | −0.674 | −0.419 | −0.194 | −0.061 | −0.467 |
| highly educated      |         |         |         |         |         |         |         |         |         |          |          |          |          |          |          |
| Constant             | 0.640   | 0.408   | 0.271   | 0.111   | −0.135  | 0.286   | 0.045   | −0.172  | −0.257  | 0.101   | −0.561  | −0.791* | −0.859*  | −1.079** | −0.670  |
| AIC                  | 60,008.31 | 61,694.53 | 59,671.61 | 58,466.47 | 58,066.57 | 42,297.28 | 43,687.78 | 42,031.05 | 41,636.02 | 41,077.05 | 24,520.77 | 23,818.56 | 23,297.13 | 22,693.51 | 22,297.04 |
| Bootstrap (%)        | 0.0%    | 0.0%    | 16.7%   | 37.8%   | 45.5%   | 0.0%    | 0.0%    | 24.3%   | 34.2%   | 41.5%   | 0.0%    | 0.3%    | 18.8%    | 33.6%    | 47.3%    |

Two-tail tests: ***$p<0.001$, **$p<0.01$, *$p<0.05$. Bootstrap (%) is the percentage of times being the most preferred model, which is with the lowest AIC value, across the 1000 bootstrap replications.
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