Strategies for variable selection in large-scale healthcare database studies with missing covariate and outcome data
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Prior work has shown that combining bootstrap imputation with tree-based machine learning variable selection methods can recover the good performance achievable on fully observed data when covariate and outcome data are missing at random (MAR). This approach however is computationally expensive, especially on large-scale datasets. We propose an inference-based method RR-BART, that leverages the likelihood-based Bayesian machine learning technique, Bayesian Additive Regression Trees, and uses Rubin’s rule to combine the estimates and variances of the variable importance measures on multiply imputed datasets for variable selection in the presence of missing data. A representative simulation study suggests that RR-BART performs at least as well as combining bootstrap with BART, BI-BART, but offers substantial computational savings, even in complex conditions of nonlinearity and nonadditivity with a large percentage of overall missingness under the MAR mechanism. RR-BART is also less sensitive to the end note prior via the hyperparameter k than BI-BART, and does not depend on the selection threshold value π as required by BI-BART. Our simulation studies also suggest that encoding the missing values of a binary predictor as a separate category significantly improves the power of selecting the binary predictor for BI-BART. We further demonstrate the methods via a case study of risk factors for 3-year incidence of metabolic syndrome with data from the Study of Women’s Health Across the Nation.
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1 Introduction

The problem of variable selection is one of the most popular model selection problems in statistical applications (George, 2000). Variable selection involves modeling the relationship between an outcome variable and a set of potential explanatory variables or predictors and identifying a subset of predictors that has the most impact on the model fit. There are a wide variety of approaches for variable selection in fully observed data. For example, stepwise methods such as the backward stepwise regression (Hocking, 1976) that sequentially deletes or adds variables based on hypothesis tests between nested models, and shrinkage methods such as the least absolute shrinkage and selection operator (lasso) (Tibshirani, 1996) that optimizes a likelihood penalized for model complexity using certain criteria (e.g., the Akaike or Bayesian information criterion), have been widely used in practice. Heinze et al. (2018) provides a detailed review of the variable selection methods.

By comparison, variable selection in the presence of missing covariate and outcome data has been less studied. The challenge lies in the fact that there are different statistical approaches for handling missing data under different missing data mechanisms. As a result, methods for variable selection need to be
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tailed to the specific statistical approach used under a given missing data mechanism. There are three general missing data mechanisms: missing completely at random (MCAR), missing at random (MAR), and missing not at random (MNAR) (Little et al., 2012). When the missingness depends neither on observed data nor on the missing data, the data are said to be MCAR. Only when data are MCAR, the complete cases analysis would not bias the results as the complete cases are representative of the entire data. A more realistic assumption about the missing data is that the mechanism of missingness may depend on the observed data, and then the missing data are MAR given the observed data (Sterne et al., 2009). Under the MAR assumption, one can predict the missing values based on the observed data. In a more challenging situation where the missingness depends on the missing data, the data are MNAR (Little and Rubin, 2019). To handle MNAR, an approach recommended by the National Research Council (NATIONAL RESEARCH COUNCIL, 2010) is sensitivity analysis (Hogan et al., 2014; Hu et al., 2018) that evaluates the impact of the potential magnitude of departure from MAR on analysis results. Little and Rubin (2019) provide a comprehensive review of existing statistical approaches for handling missing data. In this paper, we focus on the MAR mechanism that allows replacing missing data with substituted values or imputation based on the observed data, which is widely accepted in epidemiological and health research.

Under MAR, variable selection has been conducted in combination with three commonly used statistical approaches for handling missing data: 1) inverse probability weighting and its variants; 2) likelihood-based methods; and 3) imputation for missing values (Long and Johnson, 2015). We refer to Long and Johnson (Long and Johnson, 2015) for an overview of these three approaches. In this article, we put the third approach, variable selection in conjunction with imputation, under close investigation. This approach is widely applicable and is amenable to general missing data patterns because once the missing values are imputed, a wide array of variable selection methods designed for complete data can be applied. The key consideration is the uncertainty about both the imputation and selecting a subset of important predictors.

Wood et al. (2008) compared strategies for combining the backward stepwise selection approach and multiple imputation for incomplete data, and recommended selecting variables based on Rubin’s rules that combine estimates of parameters and standard errors across multiply imputed data. Long and Johnson (2015) proposed combining bootstrap imputation and stability selection (Meinshausen and Bühlmann, 2010), and used simulations to demonstrate several advantages of this approach such as accommodating general missing data patterns and avoiding the issue of unstable weights associated with inverse probability weighting based methods. Stability selection is a general variable selection approach based on resampling or subsampling originally developed for the fully observed data (Meinshausen and Bühlmann, 2010). In stability selection, the randomized lasso is applied to each random sample, drawn by random subsampling or resampling of the complete data, and a subset of important predictors are selected based on the variable selection results across all $M$ random samples using a threshold $\pi$, e.g., if they are selected in at least $\pi M$ random samples. Both studies rely on parametric assumptions about the exact relationship between response and covariates, which may be misspecified and as a result, variable selection results can be sub-optimal (Bleich et al., 2014).

Flexible nonparametric methods can mitigate the reliance on the parametric assumptions (Hu et al., 2020, 2021) and improve the variable selection results (Bleich et al., 2014; Mazumdar et al., 2020; Ungaro et al., 2020; Hu et al., 2021, 2020; Ji et al., 2020). The variable selection methods based on nonparametric modeling techniques are primarily focused on the complete data. For variable selection on incomplete data, Hu et al. (2021) investigated combining bootstrap imputation, as suggested in Long and Johnson (2015), with six variable selection methods, and found that the tree-based variable selection methods, permutation-based Bayesian additive regression trees (BART) (Bleich et al., 2014) and recursive elimination based extreme gradient boosting (XGB) (Chen and Guestrin, 2016), random forests (RF) (Breiman, 2001) and conditional random forests (CRF) (Hothorn et al., 2006), had substantially better performance than two commonly used parametric methods, the backward stepwise selection (Wood et al., 2008) and lasso (Tibshirani, 1996); and all methods improve on the naive complete-case analysis for variable selection, when data are MAR. Hu et al. (2021) found that in the incomplete data with either a small or large percentage of missing values, BART and XGB had the overall best performance, which, when used with bootstrap
imputation via either MICE (Van Buuren, S and Groothuis-Oudshoorn, C.G.M, 2010) or missForest (Tang and Ishwaran, 2017), can recover the performance on the fully observed data; and that RF and CRF had closely similar performance across all scenarios.

The goal of this paper is to describe three alternative strategies for handling the variable selection problem in the presence of missing covariate and outcome data and compare them with the bootstrap imputation based methods. Although Hu et al. (2021) show the permutation based BART method used with bootstrap imputation (we term the approach as BI-BART) has the best overall performance, this method is computationally expensive as it requires both bootstrap and permutation on each bootstrap sample, and therefore is not easily scalable to large-scale healthcare data. To lessen the computational burden, we propose an inference based strategy that combines the BART model’s variable inclusion proportions on multiply imputed datasets using Rubin’s rule (Rubin, 2004) for variable selection. We refer to this strategy as RR-BART. We show via simulation that RR-BART achieves a significant reduction in computational times with the variable selection results comparable to BI-BART.

The three alternative strategies are: 1) missingness incorporated in attributes (MIA) (Kapelner and Bleich, 2015; Chen and Guestrin, 2016). MIA is a technique offered by some tree-based methods that treats the missingness as a value in its own right in the splitting rule. As MIA cannot handle missing outcome data, we implement this technique on cases with complete outcome data; 2) encoding the missing data of a discrete variable as “unknown”. This strategy creates an additional level to a discrete variable representing the missing values, which does not require any assumptions or need for imputation; 3) Using multiple imputation and Rubin’s rule to combine inferences about variable importance measures on multiply imputed datasets. Given that in Hu et al. (2021), all four tree-based methods had good performance and that RF and CRF had similar performance, we focus on BART, XGB and RF and compare them to the backward stepwise selection and lasso. Since there was no significant difference in the variable selection results due to imputation techniques between MICE and missForest (Hu et al., 2021), we use MICE throughout as the imputation method. For strategy 1), we consider MIA within BART and XGB, which can be implemented by specifying the appropriate missing data argument in each method’s R function. Strategy 2) is applied to all methods and strategy 3) applies to the BART model as we can obtain the uncertainty intervals of the variable inclusion proportions from their posterior samples. We compare these methods using a comprehensive and representative simulation study and further demonstrate the methods by applying them to a variable selection problem in the Study of Women’s Health Across the Nation (SWAN). Throughout, we consider a binary outcome, but all methods can be extended to continuous outcomes straightforwardly.

The remainder of the paper is organized as follows. Section 2 introduces the proposed method and overviews all comparison strategies and methods. In Section 3, we describe the data generating processes and summarize the comparative findings in our simulation study. Section 4 provides a case study where we investigate risk factors for 3-year metabolic syndrome among women in their middle years using data from the SWAN study. Section 5 concludes with a discussion.

2 Methods

2.1 Overview

We combine bootstrap imputation with five variable selection methods and term the methods as BI-BART, BI-XGB, BI-RF, BI-LASSO, BI-Stepwise. The bootstrap imputation based variable selection procedure consists in three steps: 1) generate $B$ (we use $B = 100$ in simulations (Section 3) and case study (Section 4) ) bootstrap datasets, 2) conduct imputation for each bootstrap dataset, 3) perform variable selection on each imputed (complete) dataset and select variables that appear in at least $\pi B$ datasets, where $\pi$ is the selection threshold with the optimal value depending on the specific method.

As discussed in the alternative strategy 1), we also implement MIA within the BART model and the XGB model while performing variable selection: MIA-BART and MIA-XGB. The idea of MIA is to modify the splitting rule when constructing a new tree branch by considering the missingness itself as a
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valid splitting criterion. The algorithm chooses one of the following three rules for all variables for splitting
X and all splitting values \( x_c \): 1) if \( X \) is observed and \( X \leq x_c \), send this observation left; otherwise, send
this observation right. If \( X \) is missing, send this observation left, 2) if \( X \) is observed and \( X \leq x_c \), send
this observation left; otherwise, send this observation right. If \( X \) is missing, send this observation right, 3) If \( X \) is missing, send this observation left; if it is observed, regardless of its value, send this observation
right. We refer to (Kapelner and Bleich, 2015) for a detailed description of the MIA procedure.

Our proposed inference-based variable selection method RR-BART uses the BART model as the infra-
structure and Rubin’s rule to combine the estimates and variances of the variable inclusion proportions on
multiply imputed datasets for variable selection. Section 2.2 describes key steps of our proposed approach.

We use multivariate amputation (Schouten et al., 2018) to generate missing data. This approach can
generate a general missing data pattern under the specified missing data mechanism with a desired miss-
ingness percentage, which may not be appropriately controlled by the commonly used stepwise univariate
amputation procedure (Schouten et al., 2018). In multivariate amputation, the complete data can be divided
into a prespecified number of subsets, to each of which a specific missing data pattern under a mechanism
can be assigned through the weighted sum score, and then the subsets can be merged together to have the
desired proportion of missingness. For example, the the weighted sum score for an MAR predictor \( X_3 \) of
a subset can follow \( wss_{x_3} = w_1 f_1 + w_2 f_2 \), where \( w_1 \) and \( w_2 \) are respectively the user-specified weights
for \( X_1 \) and \( X_2 \), on which the missingness of \( X_3 \) depends. A logistic distribution function is then ap-
plied to \( wss_{x_3} \) to compute the missingness probability for \( X_3 \). More detail of the multivariate amputation
procedure can be found in Schouten et al. (2018).

We assess the performance of variable selection using four metrics frequently used in the literature
(Wood et al., 2008; Bleich et al., 2014): i) precision, the proportion of truly useful predictors among all
selected predictors, ii) recall, the proportion of truly useful variables selected among all useful variables,
iii) \( F_1 = \frac{2 \cdot \text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}} \), the harmonic mean of precision and recall. The \( F_1 \) score balances between
avoiding selecting irrelevant predictors (precision) and identifying the full set of useful predictors (recall), and iv) Type I error, the mean of the probabilities that a method will incorrectly select each of the noise
predictors. We next briefly describe each method and refer to Hu et al. (2021) for a detailed review.

### 2.2 Bayesian Additive Regression Trees

BART is a tree-based Bayesian sum-of-trees model with regularizing priors to control overfitting by keep-
ing the contribution of each individual tree small (Chipman et al., 2010). BART is a likelihood-based
machine learning method, offering an additional advantage over the algorithm-based machine learning
methods of providing proper representations of uncertainty intervals via the posterior (Hu et al., 2020; Hu
and Gu, 2021; Hu et al., 2021). Details of the BART model can be found in Chipman et al. (2010). Bleich
et al. (2014) developed a permutation based variable selection method using the variable inclusion propor-
tion (VIP), the proportion of times each predictor is chosen as a splitting rule divided by the total number
of splitting rules appearing in the model. The response vector is permuted a number of times (e.g, 100) and
the BART model is fitted to each of the permuted response vectors and the original predictors; the VIPs
computed from each of BART model fits constitute the null distributions. A variable is selected if its VIP
from the BART model fitted to the unpermuted response is larger than the
\( \begin{align*}
\text{quantile of its own null & score} \end{align*} \)

We propose an inference-based approach, RR-BART. The key steps of RR-BART approach are:

1. **Impute the data** \( M \) times; fit a BART model to each imputed dataset and draw \( P \) Markov chain Monte
   Carlo (MCMC) posterior samples of the VIP for a predictor \( X_k \), \( k = 1, \ldots, K \). We then have a
distribution of \( \text{VIP}_{m,p} \), \( m = 1, \ldots, M \) \( p = 1, \ldots, P \).
2. Calculate the average VIP across \( P \) posteriors and \( M \) imputed datasets for each predictor \( \text{VIP}_{k..} = \frac{1}{M} \sum_{m=1}^{M} \min_{k=1,\ldots,K} (\text{VIP}_{km}) \); calculate the distance between each VIP score and the minimum average, \( \Delta_{kmp} = \text{VIP}_{kmp} - \text{VIP}_{k..} \) for \( k = 1,\ldots,K, m = 1,\ldots,M, p = 1,\ldots,P \).

3. Apply the Rubin’s rule (Rubin, 2004; Hu and Hogan, 2019) to the distribution of \( \Delta_{kmp} \). The overall mean and total variance of the distance score for predictor \( X_k \) are calculated as follows:

\[
\bar{Q}_k = \frac{1}{M} \sum_{m,p} \Delta_{kmp} / MP,
\]

Within-imputation variance \( W_k = \frac{1}{M} \sum_{m} \text{Var}(\bar{\Delta}_{km}.), \)

Between-imputation variance \( B_k = \frac{1}{M-1} \sum_{m} (\bar{\Delta}_{km}. - \bar{\Delta}_{k..})^2, \)

Total variance \( T_k = W_k + (1 + \frac{1}{M})B_k, \)

where \( \text{Var}(\bar{\Delta}_{km}.). \) is the variance among \( \{ \Delta_{kmp}, p = 1,\ldots,P \} \) divided by the sample size \( n \), \( \bar{\Delta}_{km}. = \frac{1}{P} \sum_{p} \Delta_{kmp} \) and \( \bar{\Delta}_{k..} = \frac{1}{MP} \sum_{m} \sum_{p} \Delta_{kmp} \). The \( 1-\alpha \) confidence interval for variable \( k \)'s average distance score is \( \bar{Q}_k \pm t_{df,1-\alpha} \sqrt{T_k} \), where the degrees of freedom for the \( t \)-distribution is \( df = (M - 1)/((B_k + B_k/M)/T_k)^2 \) (Rubin, 2004).

4. Select variables with the \( 1-\alpha \) confidence intervals that do not contain zero.

### 2.3 Random forests

RF is a tree-based ensemble method (Breiman, 2001) that aggregates a distribution of decision trees, each constructed on a bootstrap sample. In the tree-building process on each bootstrap sample, a random subset of predictors is considered for each split, and certain observations are not used for fitting the tree model and are called out-of-bag (OOB) samples. The OOB data can be used to evaluate the performance of the RF model. The RF model provides the OOB variable importance score, which is calculated by permuting the variable’s values in the OOB sample and recording the difference in prediction accuracy between the permuted and original data. The OOB variable importance score is frequently used in variable selection approaches (Díaz-Uriarte and De Andres, 2006; Hu et al., 2020; Ungaro et al., 2020). We use an approach based on recursive elimination of variables (Díaz-Uriarte and De Andres, 2006) in combination with bootstrap imputation. On each imputed dataset, we start with an RF model including the full set of predictors and record the variable importance score for each predictor, and iteratively remove a proportion (we used 10% in simulations and case study) of predictors with the smallest variable importance scores and refitting a new forest with the remaining predictors. The OOB error rates from all the fitted RF are recorded. We select the smallest number of predictors from an iteration whose OOB error rate is within one standard error of the minimum error rate of all RF models.

### 2.4 Extreme gradient boosting

At the core of the XGB method is gradient boosting (Chen and Guestrin, 2016). Boosting is a process in which a weak learner is boosted into a strong learner. The idea of gradient boosting is to build a model via additive functions that minimizes the loss function (exponential loss for classification), which measures the difference between the predicted and observed outcomes (Friedman et al., 2000). XGB uses a gradient tree boosting model with each additive function being a decision tree mapping an observation to a terminal node. In addition, XGB uses shrinkage and column subsampling to further prevent overfitting (Chen and
Shrinkage scales newly added weights by a factor after each step of tree boosting and the column subsampling selects a random subset of predictors for split in each step of tree boosting. As implemented in Hu et al. (2021), we use the recursive feature elimination procedure with XGB for variable selection on each imputed dataset. Because XGB does not supply OOB data, we evaluate model prediction accuracy on a 50% hold-out set.

2.5 Least absolute shrinkage and selection operator

The lasso is among the most popular shrinkage methods (Tibshirani, 1996). Shrinkage methods perform variable selection by regularizing the coefficient estimates. Variable selection via lasso for a binary outcome is by maximizing the log-likelihood of a logistic regression penalized for model complexity, which is concave and can be solved using nonlinear programming methods. The $\ell_1$ penalty in the penalized version of the log-likelihood has an effect of forcing some parameter coefficients to be exactly equal to zero when the tuning parameter $\lambda$ is sufficiently large. The variables with nonzero coefficients are then selected. The optimal $\lambda$ can be selected using cross validation. In our simulations, we selected $\lambda$ as the largest value such that the mean cross-validated deviance was within one standard error of the minimum deviance.

2.6 Backward Stepwise Selection

We consider the backward stepwise selection procedure based on statistical testing as implemented in Wood et al. (2008) and Hu et al. (2021). The procedure starts with a model including all potential predictors. The backward selection process deletes from the model the predictors that have the least impact on the fit (at a pre-specified statistical significance level $\alpha_1$) and the forward selection process may add back certain removed variables into the model according to a pre-specified statistical significance level ($\alpha_2$). In our simulations and case study, we used $\alpha_1 = \alpha_2 = 0.05$.

3 Simulation

The simulations are motivated by information and data structures observed in our case study in Section 4. We considered a sample size of $n = 1000$ and generated 15 predictors, among which five ($X_1, \ldots, X_5$) were truly associated with the outcome (useful predictors) and 10 were noise predictors ($X_6, \ldots, X_{15}$). Predictors $X_1$, $X_2$ and $X_3$ were generated independently from the standard normal distribution $N(0,1)$, and $X_4$ and $X_5$ were simulated from conditional distributions given $x_1, x_2$ and $x_3$ and were amputated to have missing values under the MAR mechanism. The true data models for $X_4$ and $X_5$ are:

$$x_4 \mid x_1, x_2, x_3 \sim N(0.5x_1 + 0.5x_2 + 0.3x_3^2 + 0.3x_1x_2, 1)$$

$$x_5 \mid x_1, x_2, x_3 \sim \text{Bern}(\logit^{-1}(-0.3 + 0.3x_1^2 + 0.5x_2 + 0.5x_3 + 0.3x_1x_3)).$$

The noise predictors $X_6, \ldots, X_{10}$ were independently generated from $N(0,1)$, and $X_{11}, \ldots, X_{15}$ from Bern (0.5). The outcome is related to the useful predictors as follows:

$$\Pr(y = 1 \mid x_1, \ldots, x_5) = \logit^{-1}(−4.4 + 0.1x_1^2 + 4.5\sin(0.1\pi x_2x_3) + x_4 + 1.8x_5 + 0.6x_1x_5)$$

For a fair comparison of methods, the outcome model is designed to make it difficult for any method to model the true covariate-outcome relationship. We include both linear and nonlinear forms of continuous predictors ($x_4$ and $x_1$), discrete predictors ($x_5$) and nonaddictive effects ($x_2x_3$).

Following generating the full data, we amputated $X_4$, $X_5$ and $Y$ under the MAR mechanism using the multivariate amputation procedure (Schouten et al., 2018; Hu et al., 2021). Our desired proportion of missingness in outcome $Y$ is 35% and in the entire dataset is 70%. This is motivated by the real-world SWAN data used in our case study. In SWAN data, the proportion of missing values in each covariate can be as small as 0.1% and no greater than 27%, but the proportion of complete cases is only 39%. The large
overall percentage of missingness with small-to-moderate proportion of missing values in each variable is frequently encountered in large-scale health datasets. In fact, previous simulation studies demonstrate that multiple imputation could provide unbiased results when the proportion of missing data is up to 90% (Madley-Dowd et al., 2019; Hughes et al., 2019). We first randomly split the complete data into 6 subsets with the following proportions of cases: 0.47, 0.25, 0.25, 0.01, 0.01, and 0.01. Each subset was then amputated by specifying the weighted sum score and applying the logistic distribution function to the score. Web Section 1 in the Supplementary Materials describes the multivariate amputation procedure.

There are eight methods for variable selection under investigation: BI-BART, BI-RF, BI-XGB, BI-LASSO, BI-Stepwise, MIA-BART, MIA-XGB, and RR-BART. Each method is implemented with two strategies for handling missing data in discrete variables: imputation and creating an additional category for missing data. Complete data variable selection methods are also applied to the full data (before amputation) and complete cases. When implementing imputation via MICE, all predictors available to the analyst will be included in the imputation model. For bootstrap imputation based methods, we draw $B = 100$ bootstrap samples and evaluate the performance metrics among 200 Monte Carlo replications. The performance of our proposed method RR-BART is assessed among 200 replications, each with 40 imputed datasets. The performance of strategies without imputation (MIA, full data and complete cases) is evaluated among 1000 replications. The multivariate amputation procedure was conducted using the `ampute` function in the R package mice (Schouten et al., 2018). Imputation was performed using the R package mice (Van Buuren, S and Groothuis-Oudshoorn, C.G.M, 2010). Bootstrap imputation based methods are implemented following the codes provided with Hu et al. (2021). R codes to implement our proposed method RR-BART and MIA within BART or XGB, as well as to replicate our simulation studies will be provided in the GitHub page of the corresponding author upon acceptance of this manuscript.

Table 1 displays the performance results of all variable selection methods on the full data, incomplete data and among complete cases. On the fully observed data, all three tree-based machine learning methods, BART, RF and XGB, outperform the two parametric methods, LASSO and backward stepwise selection, with RF boasting the highest $F_1$ score and XGB tending to select more noise predictors (higher Type 1 error). All methods have substantially deteriorated performance amongst complete cases. Combining with strategies for handling missing data, all methods except backward stepwise selection can recover the performance achieved on fully observed data. However, for BART and XGB, implementing MIA within the models gives lower precision, recall and $F_1$ and higher type I error than combining bootstrap imputation with the models. Our proposed method RR-BART has a similarly good overall performance (judged by $F_1$) but boasts a lower type I error compared to BI-BART with the optimal $\pi$, and when compared to MIA-BART, RR-BART has a better performance suggested by a higher recall and $F_1$ score.

Presented in Table 2 is a side-by-side comparison of six variable selection methods performed on incomplete data with two strategies for handling a missing at random discrete variable: one is imputing the missing values and one is creating a separate category of “unknown” for the missing values. The results suggest that all methods except BI-LASSO have similar or better performance when the missing values of a discrete variable are treated as a separate category without imputation. For the LASSO, setting missing values as unknown considerably increases recall but decreases precision, due to substantially increased type I error (more noise predictors selected).

Figure 1 plots the distributions of the numbers of selected noise predictors and useful predictors for each of seven methods across 200 replications. Two observations can be made. First, nonparametric machine learning methods, BI-BART, RR-BART, BI-RF and BI-XGB, tend to select more useful predictors and less noise predictors than parametric methods, BI-LASSO and BI-Stepwise. Second, across the four machine learning methods, BI-XGB selects more noise predictors, corresponding to its higher type I error and lower precision. Our proposed approach RR-BART is among the three methods that tend to select the least noise predictors. BI-RF selects the most number of useful predictors, followed by RR-BART.

A close examination of the power for each useful predictor is shown in Web Table 1. The power is calculated as the proportion of times a variable is selected across 200 replications. The average power across all useful predictors is equal to recall. When using imputation for both $X_4$ and $X_5$, BI-BART and BI-XGB
Table 1  Simulation results for each variable selection approach performed on the full data, incomplete data and complete cases. For bootstrap imputation based methods on incomplete data, we show results corresponding to the best threshold values of $\pi$ (based on $F_1$) as well as results on the complete cases.

|                      | Precision | Recall | $F_1$ | Type I error |
|----------------------|-----------|--------|-------|--------------|
| **Full data**        |           |        |       |              |
| BART                 | 1.00      | 0.78   | 0.87  | 0.00         |
| RF                   | 0.97      | 0.95   | 0.95  | 0.02         |
| XGB                  | 0.86      | 0.91   | 0.87  | 0.11         |
| LASSO                | 1.00      | 0.47   | 0.63  | 0.00         |
| Stepwise             | 0.88      | 0.56   | 0.67  | 0.05         |

| **Incomplete data**  |           |        |       |              |
| RR-BART              | 0.99      | 0.84   | 0.90  | 0.00         |
| BI-BART $\pi = 0.1$  | 0.99      | 0.80   | 0.87  | 0.01         |
| MIA-BART             | 1.00      | 0.72   | 0.83  | 0.00         |
| BI-RF $\pi = 0.3$    | 0.99      | 0.98   | 0.99  | 0.00         |
| BI-XGB $\pi = 0.5$   | 0.92      | 0.88   | 0.89  | 0.05         |
| MIA-XGB              | 0.88      | 0.84   | 0.83  | 0.09         |
| BI-LASSO $\pi = 0.5$ | 0.90      | 0.55   | 0.67  | 0.04         |
| BI-Stepwise $\pi = 0.7$ | 0.90 | 0.46   | 0.60  | 0.03         |

| **Complete cases**   |           |        |       |              |
| BART                 | 0.99      | 0.52   | 0.67  | 0.00         |
| RF                   | 0.98      | 0.56   | 0.69  | 0.01         |
| XGB                  | 0.81      | 0.66   | 0.69  | 0.11         |
| LASSO                | 0.98      | 0.24   | 0.48  | 0.00         |
| Stepwise             | 0.85      | 0.47   | 0.59  | 0.05         |

have subpar performance in identifying the discrete variable $X_5$ and good ability of detecting nonlinear ($X_1$) and nonadditive forms ($X_2$ and $X_3$) of continuous variables. On the contrary, parametric methods BI-LASSO and BI-Stepwise have a poor performance in selecting continuous predictors of complex forms and good performance in identifying discrete variables. Our proposed method RR-BART, though has a lower power in selecting nonadditive predictors ($X_2$ and $X_3$) than BI-BART, significantly improves the power for the discrete variable $X_5$, which leads to a better average power, or recall, compared to BI-BART. Interestingly, using the strategy of creating an additional category for the missing values of $X_5$ significantly improves the power of BI-BART in detecting $X_5$ and in turn the recall. The improvement is also observed for RR-BART, but not for BI-XGB and BI-LASSO.
Table 2 Comparisons of variable selection results of six methods performed on incomplete data with two strategies for handling a missing at random discrete variable: one is imputing the missing values and one is creating a separate category of “unknown” for the missing values. For bootstrap imputation based methods, results corresponding to the best threshold values of $\pi$ (based on $F_1$) are shown.

| Method      | Imputation Type | Precision | Recall | $F_1$ | Type I error | Setting missing values as unknown Type I error |
|-------------|----------------|-----------|--------|-------|--------------|-----------------------------------------------|
| RR-BART     |                | 0.99      | 0.84   | 0.90  | 0.00         | RR-BART                                      |
| BI-BART $\pi = 0.1$ |            | 0.99      | 0.80   | 0.87  | 0.01         | BI-BART $\pi = 0.1$                           |
| BI-RF $\pi = 0.3$    |            | 0.99      | 0.98   | 0.99  | 0.00         | BI-RF $\pi = 0.3$                             |
| BI-XGB $\pi = 0.5$  |            | 0.92      | 0.88   | 0.89  | 0.05         | BI-XGB $\pi = 0.5$                            |
| BI-LASSO $\pi = 0.5$ |            | 0.90      | 0.55   | 0.67  | 0.04         | BI-LASSO $\pi = 0.5$                           |
| BI-Stepwise $\pi = 0.7$ |            | 0.90      | 0.46   | 0.60  | 0.03         | BI-Stepwise $\pi = 0.7$                       |

Finally, it has been shown in the literature that the BART model for binary outcomes may be sensitive to the choice of prior for the hyperparameter $k$ (Dorie et al., 2016; Hu et al., 2020). We conducted a sensitivity analysis in Web Section 2 of the Supplementary Materials to assess whether the specification

Figure 1 Distributions of the numbers of selected noise predictors and useful predictors for each of six methods across 200 replications. The total number of useful predictors is 5 and the total number of noise predictors is 10. MIA-BART and MIA-XGB are not shown for their inferior performance compared to imputation based methods.
for $k$ impacts the performance of BART based methods, BI-BART and RR-BART. Web Figure 1 suggests that both methods may be moderately sensitive to $k$ with respect to precision and type I error, but relatively insensitive to $k$ in terms of recall and $F_1$. Web Figure 2 demonstrates that both methods are insensitive to $k$ when selecting continuous variables in either the linear form ($X_4$) or nonlinear form ($X_1$), however, our proposed approach RR-BART is less sensitive to the amount of shrinkage via $k$ than BI-BART in selecting the discrete variable $X_5$ and nonadditive continuous variables $X_2$ and $X_3$.

4 Case study

We demonstrate the methods by addressing a variable selection problem using data from the SWAN study. The SWAN study was a multicenter, longitudinal study in the US with primary aim of understanding women’s health across the menopause transition. The SWAN study enrolled 3305 women aged between 42 and 52 in 1996-1997 and followed them up to 2018 annually. A detailed description of the study can be found in Janssen et al. (2008). The goal of this case study is to identify predictors of 3-year incidence of metabolic syndrome, which is an important health research problem but has been less studied in the literature for women during their middle years.

Metabolic syndrome is a cluster of conditions that occur together and has been shown to increase the risk of heart disease, stroke and type 2 diabetes (Kazlauskaite et al., 2020). Following prior work (Kazlauskaite et al., 2020), we define metabolic syndrome as the presence of at least three of the following five symptoms: abdominal obesity, hypertension, hypertriglyceridemia, impaired fasting glucose, and low high-density lipoprotein cholesterol level. Our analysis included 2313 women who did not have metabolic syndrome at enrollment. Among these women, 251 (10.9%) developed metabolic syndrome within three years of enrollment, 1240 (53.6%) did not, and the remaining 822 (35.5%) did not respond to the survey questions giving rise to missing outcomes. We considered 15 potential predictors (3 binary and 12 continuous variables) including socioeconomic status, life style and biomarkers based on the previous literature (Janssen et al., 2008; Kazlauskaite et al., 2020). The name and definition of the 15 variables are displayed in Table 3. Nine out of the 15 potential predictors have missing data with the proportion of missingness ranging from 0.1% to 27.1%. Only 39.2% observations have observed data in both covariates and outcomes, i.e., the overall percentage of missingness in the data is 60.8%.

Given that the four nonparametric methods BI-RF, RR-BART, BI-BART and BI-XGB have substantially better performance than other approaches considered, we applied these four methods to the SWAN data to select important predictors for 3-year incidence of metabolic syndrome. For BI-RF, BI-BART and BI-XGB, we respectively used the optimal threshold value $\pi = 0.3$, $\pi = 0.1$ and $\pi = 0.5$, suggested for each method by the simulation study. We also created an additional category for the missing values of the discrete variables for BI-BART, RR-BART and BI-RF given that our simulation study demonstrates that their performance with this strategy is better than their performance using imputation for discrete variables.

All four methods selected the same six predictors: diastolic blood pressure (DIABP), high density lipoprotein cholesterol (HDLRESU), systolic blood pressure (SYSBP), tissue plasminogen activator (TPA), triglycerides (TRIGRES) and waist circumference (WAIST). The results are in accordance with prior work on risk factors for metabolic syndrome (Carnethon et al., 2004; Wei et al., 2018). For example, blood pressure, cholesterol level, waist circumstance and triglycerides have been identified as common risk factors for metabolic syndrome. Our analysis also selected TPA as a potentially important risk factor. This may be justified in the clinical context: TPA is associated with insulin resistance, which was found to be involved in the pathogenesis of impaired fasting gluoces (Rao et al., 2004).

5 Discussion

We investigate strategies for variable selection with missing covariate and outcome data in large-scale health study. Prior work has shown that combining bootstrap imputation with tree-based variable selection
Table 3 Names and definitions of variables used in the case study in Section 4.

| Variable   | Definition                                                                 |
|------------|---------------------------------------------------------------------------|
| DEGREE     | Education degree                                                          |
| DIABP      | Diastolic blood pressure                                                  |
| DTTRANS    | Trans fats, grams (g)                                                     |
| HDLRESU    | High density lipoprotein cholesterol, milligrams per deciliter (mg/dl)   |
| HPBMD      | Total hip bone mineral density                                            |
| LDLRESU    | Low density lipoprotein cholesterol, milligrams per deciliter (mg/dl)    |
| LPA1RES    | Lipoprotein Lp(a), milligrams per deciliter (mg/dl)                       |
| PAIRESU    | PAI-1, nanograms per milliliter (ng/ml)                                  |
| PHYSWORK   | Work physical compared to other women same age                            |
| SMOKERE    | Ever smoked regularly                                                     |
| SPBMD      | Total spine bone mineral density                                          |
| SYSBP      | Systolic blood pressure                                                   |
| TPA        | Tissue plasminogen activator, nanograms per milliliter (ng/ml)            |
| TRIGRES    | Triglycerides, milligrams per deciliter (mg/dl)                           |
| WAIST      | Waist circumference (cm)                                                  |

methods has good operating characteristics with respect to selecting the most relevant predictors (Hu et al., 2021). The computational cost of this method, however, can be high in large-scale data, given that both bootstrap and recursive nonparametric modeling are needed. Here we propose an inference-based method that leverages the underlying Bayesian probability model of the tree-based machine learning technique BART, and uses Rubin’s rule to combine estimates and variances of the VIPs of each predictor provided by the BART model on multiply imputed datasets for variable selection. In addition, we consider two alternative strategies other than imputation for handling missing data: treating the missing values of discrete variables as an additional level and implementing MIA within BART and XGB, which accommodate missing covariates by modifying the binary splitting rules.

Our simulation study suggests that the proposed method RR-BART performs at least as well as bootstrap imputation based BI-BART and can recover the performance on the fully observed data, even with a large percentage of overall missingness and in complex conditions of nonlinearity and nonadditivity. RR-BART is less sensitive to the end note prior via the hyperparameter $k$ than BI-BART in detecting discrete variables or nonadditive continuous variables. Creating a separate level for the missing values in a binary variable significantly improves the power of BI-BART in selecting the discrete variable compared to imputing the missing values. This strategy is also beneficial for RR-BART and BI-RF. This may be because the additional category representing the missing data itself adds information to be considered for splitting in the tree-constructing process. The benefit of using this strategy particularly with BI-BART or RR-BART may be more pronounced when a dataset has many binary variables. The other imputation-free strategy, MIA within BART or XGB, however has inferior variable selection performance, suggested by decreased precision and recall and increased type I error. The MIA strategy cannot accommodate missing outcome data, and therefore may be less efficient than imputation based methods due to reduced sample size.
The BI-RF method has the best performance. Hu et al. (2021) shows in their simulations that although BI-RF has a good performance, it tends to have relatively lower recall and $F_1$ score than BI-BART. However, in our simulation settings, BI-RF has a higher recall and $F_1$ than BI-RR. This is likely due to the smaller numbers of useful and noise predictors considered in our study coupled with the sensitivity of BI-BART to $k$. The performance of our proposed approach, RR-BART, is on par with BI-RF, but the computational savings offered by RR-BART are substantial. All simulations were run in R on an iMAC with a 4 GHz Intel Core i7 processor. On a dataset of size $n = 1000$ with 15 predictors, each RR-BART or BI-XGB implementation took 2 minutes to run, while each BI-RF implementation took about 8 minutes and each BI-BART took about 3 hours to run. More importantly, unlike the bootstrap imputation based methods, RR-BART does not require a selection threshold $\pi$, whose optimal value varies by methods and simulation settings.

Although our proposed method RR-BART provides promising performance for variable selection in the presence of MAR covariate and outcome data, it is possible to further improve the method for the big-$n$-small-$p$ situation, which is frequently encountered in health registry data. Another possible research avenue is to derive an alternative nonparametric measure of variable importance rather than the VIP that reflects the impact of inclusion or deletion of predictors on the model prediction accuracy in the presence of missing data (Williamson et al., 2021). Finally, extending the methods to accommodate MNAR data could be a worthwhile contribution.
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S1 Multivariate amputation in Section 3

After generating the complete data, we employed the multivariate amputation procedure to amputate $X_4$, $X_5$ and $Y$ under the MAR mechanism and the final incomplete dataset has 35% of missingness in the outcomes and 70% of missingness in the entire dataset. We first randomly split the complete data into 6 subsets with the following proportions of cases: 0.47, 0.25, 0.25, 0.01, 0.01, and 0.01. Each subset was then amputated with a specific missing data pattern as follows:

1. $wss_{y,i} = 8x_1 + 8x_2 + 8x_3 + 10x_4 + 12x_5 + 8x_2x_3 + 8x_1x_4$
2. $wss_{x_4,i} = 8x_1 + 8x_2 + 6x_3^2 + 8x_1x_2$
3. $wss_{x_5,i} = 6x_1^2 + 4x_1 + 8x_2 + 8x_3 + 8x_1x_3$
4. $wss_{y,x_4,i} = 10x_1 + 8x_2 + 8x_3$
5. $wss_{y,x_5,i} = 8x_1^2 + 6x_1 + 10x_2 + 8x_3 + 8x_1x_3$
6. $wss_{y,x_4,x_5,i} = 8x_1 + 8x_2 + 8x_3^2 + 6x_3 + 8x_1x_2$.

In subsets (4)-(6), the joint missingness in $Y$ and $X_4$, $Y$ and $X_5$ and $Y$, $X_4$ and $X_5$ was created. A right-tailed type of missingness was applied in subsamples (1)-(3) and a centered type of missingness was applied in subsamples (4)-(6).

S2 Sensitivity of BI-BART and RR-BART to $k$

We conducted a sensitivity analysis to assess whether the choice of end-node ($\mu$) prior, specifically via the hyperparameter $k$, impacts the performance of BART based methods, BI-BART and RR-BART. We consider four values $k = 1, 2, 3, 5$ reflecting moderate to heavy shrinkage for the $\mu$ prior hyperparameter, and evaluate the performance of BI-BART and RR-BART using the four performance metrics: precision, recall, $F_1$ and type I error, as well as the power for each of five useful predictors. Suggested by Web Figure 1, both methods are moderately sensitive to $k$ with
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respect to precision and type I error, but relatively insensitive to \( k \) in terms of recall and \( F_1 \). RR-BART achieves the best \( F_1 \) with \( k = 2 \) while a slightly heavier shrinkage via \( k = 3 \) seems to marginally improve the \( F_1 \) score for BI-BART. Web Figure 2 takes a closer look at how sensitive the power for each of five useful predictors is to the specification of \( k \). Both methods are insensitive to \( k \) in identifying a continuous predictor when it is in either the linear (\( X_4 \)) or nonlinear (\( X_1 \)) form. With discrete variables or continuous variables in conditions of nonadditivity, both methods are sensitive to \( k \), but the level of shrinkage has a smaller impact on RR-BART than on BI-BART. For BI-BART, the identification of the discrete variable \( X_5 \) requires a heavy shrinkage but the identification of the nonadditive predictors (\( X_2 \) and \( X_3 \)) tend to favor a moderate shrinkage. For RR-BART, moderate shrinkage via \( k = 2 \) or \( k = 3 \) works well for both discrete variables and nonadditive continuous variables.

S3 Additional tables and figures

Web Table 1: Power for each of five useful predictors of six methods performed on incomplete data with two strategies for handling a missing at random discrete variable: one is imputing the missing values and one is creating a separate category of “unknown” for the missing values. Power is calculated as the proportion of times a variable is selected across 200 replications. For bootstrap imputation based methods, results corresponding to the best threshold values of \( \pi \) (based on \( F_1 \)) are shown. MIA-BART and MIA-XGB are not shown for their inferior performance compared to imputation based methods.

|                  | \( X_1 \) | \( X_2 \) | \( X_3 \) | \( X_4 \) | \( X_5 \) |
|------------------|-----------|-----------|-----------|-----------|-----------|
| \begin{tabular}{l} \textbf{Imputation} \\ \text{BI-BART}  \\ \text{\( \pi = 0.1 \)} \end{tabular} | 1.00 | 0.85 | 0.89 | 1.00 | 0.25 |
| \begin{tabular}{l} \textbf{Imputation} \\ \text{RR-BART} \end{tabular} | 1.00 | 0.62 | 0.67 | 1.00 | 0.93 |
| \begin{tabular}{l} \textbf{Imputation} \\ \text{BI-RF}  \\ \text{\( \pi = 0.3 \)} \end{tabular} | 1.00 | 0.99 | 1.00 | 1.00 | 0.93 |
| \begin{tabular}{l} \textbf{Imputation} \\ \text{BI-XGB}  \\ \text{\( \pi = 0.5 \)} \end{tabular} | 1.00 | 0.91 | 0.92 | 1.00 | 0.60 |
| \begin{tabular}{l} \textbf{Imputation} \\ \text{BI-LASSO}  \\ \text{\( \pi = 0.5 \)} \end{tabular} | 0.35 | 0.28 | 0.14 | 1.00 | 1.00 |
| \begin{tabular}{l} \textbf{Imputation} \\ \text{BI-Stepwise}  \\ \text{\( \pi = 0.7 \)} \end{tabular} | 0.12 | 0.08 | 0.08 | 1.00 | 1.00 |

|                  | \( X_1 \) | \( X_2 \) | \( X_3 \) | \( X_4 \) | \( X_5 \) |
|------------------|-----------|-----------|-----------|-----------|-----------|
| \begin{tabular}{l} \textbf{Setting missing values as unknown} \\ \text{BI-BART}  \\ \text{\( \pi = 0.1 \)} \end{tabular} | 1.00 | 0.86 | 0.89 | 1.00 | 0.97 |
| \begin{tabular}{l} \textbf{Setting missing values as unknown} \\ \text{RR-BART} \end{tabular} | 1.00 | 0.72 | 0.76 | 1.00 | 0.96 |
| \begin{tabular}{l} \textbf{Setting missing values as unknown} \\ \text{BI-RF}  \\ \text{\( \pi = 0.3 \)} \end{tabular} | 1.00 | 1.00 | 1.00 | 1.00 | 0.96 |
| \begin{tabular}{l} \textbf{Setting missing values as unknown} \\ \text{BI-XGB}  \\ \text{\( \pi = 0.5 \)} \end{tabular} | 1.00 | 0.94 | 0.95 | 1.00 | 0.31 |
| \begin{tabular}{l} \textbf{Setting missing values as unknown} \\ \text{BI-LASSO}  \\ \text{\( \pi = 0.5 \)} \end{tabular} | 0.39 | 0.56 | 0.37 | 1.00 | 0.77 |
| \begin{tabular}{l} \textbf{Setting missing values as unknown} \\ \text{BI-Stepwise}  \\ \text{\( \pi = 0.7 \)} \end{tabular} | 0.11 | 0.13 | 0.08 | 1.00 | 1.00 |
Web Figure 1: The sensitivity of BI-BART and RR-BART’s precision, recall, $F_1$ and type I error to $k$. Four values $k = 1, 2, 3, 5$ are considered reflecting moderate to heavy shrinkage for the $\mu$ prior hyperparameter.
Web Figure 2: The sensitivity of the power of BI-BART and RR-BART to $k$ for each of five useful predictors. Four values $k = 1, 2, 3, 5$ are considered reflecting moderate to heavy shrinkage for the $\mu$ prior hyperparameter.