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Abstract: In order to mitigate the influence of human subjectivity on indicator weights in the performance evaluation of enterprise collaboration, and explore the nonlinear relationship between the enterprise collaboration influencing factors and the evaluation results, this paper propose a combined performance evaluation model based on AHP-EW and an improved Elman neural network. Firstly, based on the characteristics of collaboration among manufacturing enterprises, the evaluation system for the collaborative performance of manufacturing enterprises is constructed from three dimensions. Moreover, this study combines subjective and objective weighting methods to obtain comprehensive weights that take into account both expert experience and objective information. Then, an improved Elman neural network is proposed and trained to predict and evaluate the collaborative performance indicator data, which greatly shortens the evaluation time and improves evaluation accuracy. The experimental results show that the proposed model has a faster convergence speed and higher accuracy, which will provide a valuable reference for decision making and the management of enterprise collaboration.
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1. Introduction

With the development of information technology and economic globalization, market competition has become increasingly fierce. Market demands are becoming increasingly diversified and individualized, and the expectations for products of customers are also becoming higher [1]. How to respond quickly to the market has become the key to competition among enterprises. To cope with these new challenges, more and more enterprises are cooperating in their core business links to quickly respond to market demands and enhance their competitiveness [2]. A division of labor based on specialized product parts forms a manufacturing enterprise collaboration network (MECN). The competition among enterprises has been transformed from a competition over the product quality and production cost of a single enterprise to a competition over the overall collaboration performance of the enterprises and their collaborators.

The essence of MECNs is to provide services such as collaborative product design, collaborative manufacturing, supply chain management, customer relationship management and information sharing among enterprises, and ultimately to realize various collaborative activities across enterprise boundaries. In recent years, much meaningful research has been carried out on the construction of MECNs. Zhang [3] investigated the clustering characteristics of an enterprise collaboration network through an integrating analytic hierarchy process and complex network theory. Peng [4] proposed a probability-based gray comprehensive evaluation method to simulate the preference and uncertainties for partner
selection problems in MECNs. Hu [5] investigated an empirical MECN from the viewpoint of complex network theory to explore the topology and evolutionary process of MECNs, and to construct an evolutionary model to reproduce the topological properties found in the empirical network. Jia [6] studied the MECN modeling and feature analysis of complex products, and proposed an enterprise partner selection model based on entropy weight and TOPSIS. Durugbo [7] systematically reviewed the research status of collaborative networks and proposed a comprehensive multi-level framework for describing the logic and management of collaborative networks. Andres [8] studied collaborative processes in hierarchical manufacturing networks and proposed potential future research lines to fully support collaborative processes in non-hierarchical manufacturing network environments.

The current research on MECN mainly focuses on its formation process and characteristic analysis. There are relatively few studies on the collaborative relationship between manufacturing enterprises. The collaborative relationship of enterprises will directly affect both parties, and may even affect other related enterprises, resulting in a cascading effect that affects the operation of the entire alliance. Furthermore, the collaborative relationship between all enterprises in the alliance will determine the quality and cost of the product, thereby affecting the competitiveness of the entire alliance. Therefore, it is of great importance to study the evaluation of the collaboration performance between enterprises.

The most common methods are the mathematical programming approach, uncertainty theory, swarm intelligence algorithm, BP neural network, and so on. However, some existing methods also have some shortcomings. Sometimes, subjective influence is too serious when determining the weight of the index. Moreover, the evaluation data of enterprises in different periods usually show a certain correlation, and the output of BP neural networks is only determined by the current input when dealing with the evaluation problem, which deviates from the reality. To handle these problems, this paper conducts special research on the collaboration performance between enterprises in MECN. Taking the dynamics and uncertainty of the collaboration performance evaluation into consideration, this paper first introduced an improved Elman neural network and AHP-EW into the collaboration performance evaluation.

The possible contributions of this paper are as follows:

1. We combine the subjective AHP with the objective EW to determine the comprehensive indicator weights. A combined weight model based on minimum deviation is established to abstract the index weighting problem into a multi-attribute decision-making problem, so as to obtain a comprehensive weight with the smallest total deviation from the subjective and objective weighting results.

2. We introduce an improved Elman neural network to deal with the nonlinear relationship between index values and evaluation results. The Elman neural network with memory and self-adaptation is used to solve the dynamic and nonlinearity of the enterprise collaboration performance evaluation. On this basis, the additional momentum and adaptive learning methods are used to improve the network’s learning algorithm parameters, shorten the network’s convergence time and improve the network’s accuracy.

2. Related Work

Cai [9] explored the influencing factors of supply chain risk and constructed a supply chain risk evaluation model based on a BP (Back Propagation) neural network. Huang [10] compared the application effects of several common neural network models for enterprise credit risk evaluation based on a data set of Chinese private small and medium-sized enterprises (SMEs). Gao [11] built a combined performance evaluation model based on a BP neural network to evaluate the effectiveness of manufacturing collaborative logistics. Daclin [12] developed two kinds of measures to evaluate the ability of interoperation between cooperating enterprises before and during the partnership. Abudureheman [13] established an enterprise innovation performance evaluation index system and introduced a fuzzy convolutional neural network to evaluate the enterprises’ innovation performance. Li [14]
analyzed and evaluated the competitiveness of China’s logistics enterprises, established the evaluation index of the competitiveness of logistics enterprises, and used SPSS (Statistical Product and Service Solutions) software to analyze the dynamic factors. Li [15] proposed an improved analytic hierarchy process–back propagation (AHP-BP) neural network and used it for the evaluation of corporate social responsibility (CSR) performances. Shu [16] combined a multi-level fuzzy evaluation and a BP neural network for the performance evaluation of private enterprises, so that the decision support system has the advantages of a neural network and multi-level dynamic evaluation simultaneously. Pei [17] combined the gray relational analysis method with a BP neural network to evaluate the resilience of enterprise safety production and provide a valuable reference for improving enterprise safety production. Zhang [18] introduced the bat algorithm (BA) to improve the parameter selection process of BP neural networks and applied it to the evaluation of enterprise business conditions, obtaining a higher prediction accuracy. Awasthy [19] presented the University–Industry Collaboration Maturity Model (UICMM)—a collaboration maturity model for a range of stakeholders including universities and industry to assess and benchmark their collaborative efforts. Ho [20] developed a maturity model for supply chain collaboration as a diagnostic tool for analyzing current collaboration practices in organizations as well as a roadmap to guide organizations toward an advanced level of supply chain collaboration. Schimpf [21] proposed a generic and practical model to categorize the collaboration maturity already existing in companies, sectors and regions, and also to allow the categorization of the status as well as the envisioned collaboration maturing related to single actions. Mahmood [22] developed a performance evaluation approach for production systems in an SME’s network that is based on identified key performance indicators and their real-time visualization.

In summary, domestic and foreign scholars focus more on the credit, financial risk, operation and logistics performance of enterprises, which has laid a theoretical foundation and guidance for the development of enterprises in many aspects. However, few studies have focused on the issue of collaborative performance evaluations among enterprises. Existing methods often fail to reflect the dynamic characteristics of enterprise collaboration with regard to market development and task changes, and ignore the objective information of the evaluation index itself, which is not conducive to the scientific and accurate evaluation of enterprises’ collaboration performance. By introducing the Elman neural network with memory and combining the subjective and objective weighting method, on the basis of establishing the enterprise collaboration performance evaluation index system, the enterprise collaboration performance combination evaluation model will be constructed, and the model will be verified by the actual sample data.

3. Collaboration Performance Evaluation Based on Combination of AHP and EW
3.1. Construction of the Evaluation Index System for Collaboration Performance
3.1.1. Principles of Evaluation Index System

In order to ensure the objectivity and accuracy of the evaluation, when selecting the evaluation index, it is necessary to consider the rationality of the index system, as well as the characteristics of the collaborative relationship between enterprises. Therefore, the following principles are followed when constructing the enterprise collaboration performance index system:

1. The principle of comprehensiveness. There are many factors that affect manufacturing enterprise collaboration. When constructing the evaluation index system, various factors should be selected comprehensively, and the influence of each index should be considered in each subsequent step.
2. The principle of operability. Operability means that the evaluation index and its corresponding data can be easily collected. In addition, it is necessary to ensure that the quantification of these indexes is executable.
3. The principle of importance. The selected indicators should be representative and able to reflect important aspects of enterprise collaboration, that is, ignore some secondary aspects and grasp the key points.

4. The principle of relevance. The evaluation index system should not only include the key influencing factors of enterprise collaboration, but also have a certain logical relationship between the indexes, so that the indexes at all levels form an index system from top to bottom.

3.1.2. Selection of Evaluation Indicators

In order to scientifically evaluate the collaborative performance of the enterprises in MECN, it is necessary to comprehensively consider factors such as behavioral characteristics, business characteristics and the internal and external conditions of manufacturing enterprises. On the basis of analyzing the collaborative characteristics of manufacturing enterprises, this paper constructs an enterprise collaborative performance evaluation index system from the three dimensions of enterprise finance, business and strategy by classifying and dividing related enterprise data. The specific indicators are shown in Table 1.

Table 1. Enterprise collaboration performance evaluation index system.

| First-Level Indicators | Second-Level Indicators | Third-Level Indicators |
|------------------------|------------------------|-----------------------|
| Collaboration performance | Enterprise finance | Input–output ratio ($G_1$) |
|                        |                       | Timely settlement rate ($G_2$) |
|                        |                       | Cost saving rate ($G_3$) |
|                        |                       | Cash conversion rate ($G_4$) |
|                        | Proportion of joint purchases to total purchases ($G_5$) |
|                        | Procurement timeliness ($G_6$) |
|                        | Inventory turnover ($G_7$) |
|                        | Synchronization of production plan ($G_8$) |
|                        | Material supply flexibility ($G_9$) |
|                        | On-time delivery ($G_{10}$) |
|                        | Project construction flexibility ($G_{11}$) |
|                        | Comprehensive project quality qualification rate($G_{12}$) |
|                        | The stability of supply and demand ($G_{13}$) |
|                        | Output value of jointly developed products ($G_{14}$) |
|                        | Timeliness of information delivery ($G_{15}$) |
|                        | Degree of information sharing ($G_{16}$) |
|                        | Goal congruence ($G_{17}$) |
| Enterprise business |                          |                       |
|                        | Corporate culture compatibility ($G_{18}$) |
|                        | Degree of strategic goal matching ($G_{19}$) |
|                        | Historical cooperation times ($G_{20}$) |
|                        | Degree of corporate trust ($G_{21}$) |

3.2. Determining the Comprehensive Weight Based on Combination of AHP and EW

Analytic hierarchy process (AHP) is a subjective weighting method which can better reflect the subjective feelings and experience of experts, but its results are greatly influenced by human subjective factors. The entropy weight method is a method based on objective facts, which only considers the fluctuation of data and ignores the engineering experience of experts. Therefore, neither can accurately reflect the importance of collaboration performance indicators.
In this paper, a combined weight model based on minimum deviation is proposed, which abstracts the comprehensive weight determination into a multi-attribute decision-making problem. This will effectively reduce the “polarization” effect of the subjective and objective weighting methods, and achieve dynamic optimality among the two weighting methods. It not only takes into account the subjective experience of decision makers, but also takes into account the objective facts, so that the evaluation results are more realistic. The specific process is as follows:

3.2.1. Determining the Subjective Weight Based on AHP

The indicators in each layer have different degrees of importance to the indicators of the previous layer. A comparison matrix is a numerical representation of the relative importance of the related indicators of this level to a certain factor at the previous level. For example, the comparison matrix of criterion layer $B = (b_1, b_2, \ldots, b_n)$ regarding target layer $A$ is as follows:

$$B = \begin{pmatrix} b_{11} & b_{12} & \cdots & b_{1n} \\ b_{21} & b_{22} & \cdots & b_{2n} \\ \vdots & \vdots & \ddots & \vdots \\ b_{n1} & b_{n2} & \cdots & b_{nn} \end{pmatrix} = (b_{ij})_{nn}$$ (1)

where $n$ is the number of elements in the criterion layer, $b_{ij}$ represents the relative importance value of $b_i$ to $b_j$ relative to the target layer, and Satty’s 1–9 scale method is used to quantify the important relationships among different elements.

According to the value of the comparison matrix $B$, calculate the product $m_i$ of the elements of each row in the comparison matrix, and calculate the $n$-th root of $m_i$.

$$m_i = \sqrt[n]{\prod_{j=1}^{n} b_{ij}}, (i, j = 1, 2, \ldots, n)$$ (2)

The vector $M = [m_1, m_2, \ldots, m_n]^T$ is normalized.

$$z_i = \frac{m_i}{\sum_{i=1}^{n} m_i}, (i = 1, 2, \ldots, n)$$ (3)

where $Z = [z_1, z_2, \ldots, z_n]^T$ is the feature vector. After the indicator weights are obtained, a consistency check is required. The largest eigenvalue of the comparison matrix $B$ is calculated, where $(BZ)_i$ represents the $i$-th element of the vector $BZ$.

$$\lambda_{max} = \frac{1}{n} \sum_{i=1}^{n} (BZ)_i \cdot z_i$$ (4)

Finally, the consistency index test is carried out on the obtained weight coefficients. If $CR < 0.10$, the comparison matrix has a satisfactory consistency, that is, the weights are calculated correctly. The consistency ratio ($CR$) is calculated as follows:

$$CR = \frac{\lambda_{max} - n}{RI(n - 1)}$$ (5)

where $RI$ is the average random consistency index.
3.2.2. Determining the Objective Weight Based on EW

Supposing there are \( m \) evaluation objects and \( n \) evaluation indicators, the collected data forms the following matrix:

\[
A = \begin{bmatrix}
a_{11} & a_{12} & \cdots & a_{1n} \\
a_{21} & a_{22} & \cdots & a_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
a_{m1} & a_{m2} & \cdots & a_{mn}
\end{bmatrix}
\]

After standardization of indexes, the standardized index matrix \( A' = (a'_{ij})_{m \times n} \) is obtained. The proportion \( f_{ji} \) of the \( j \)-th evaluation object in the \( i \)-th index is calculated:

\[
f_{ji} = \frac{a'_{ji}}{\sum_{i=1}^{m} a'_{ji}}
\]

Then, the entropy value \( e_i \) of the \( i \)-th index can be calculated:

\[
e_i = -\frac{1}{\ln m} \sum_{j=1}^{m} f_{ji} \ln f_{ji}
\]

where \( e_i \) is the entropy value of the \( i \)-th index, and \( m \) is the number of evaluation objects. The entropy weight \( s_i \) of the \( i \)-th index can be calculated as:

\[
s_i = \frac{1 - e_i}{\sum_{i=1}^{n} (1 - e_i)}
\]

3.2.3. Determining the Comprehensive Weight Based on Minimum Deviation

After using the above two methods to calculate the subjective weight and the objective weight, respectively, the most common method is to perform linear weighting on them, and the obtained comprehensive index weight \( c_i \) is:

\[
c_i = \alpha_i z_i + (1 - \alpha_i) s_i , \ (i = 1, 2, \ldots n)
\]

where \( z_i \) represents the subjective weight of the \( i \)-th index obtained by AHP, and \( s_i \) represents the objective weight of the \( i \)-th index obtained by EW. \( \alpha_i \) is the preference coefficient of the subjective weight of the \( i \)-th index, and \( 1 - \alpha_i \) is the preference coefficient of the objective weight of the \( i \)-th index, but the value of \( \alpha_i \) is generally set based on experience, which is highly subjective.

In order to reflect the subjectivity of decision makers in the decision-making process and the objectivity of data fluctuations, this paper adopts the combined weighting method based on the minimum deviation to determine the weight of comprehensive indicators.

The reasonable comprehensive index weight is the weight that can minimize the total deviation of the decision result from the result under the subjective and objective weighting method. Therefore, we construct the following single-objective optimization model:

\[
\min \sum_{i=1}^{n} \left[ \frac{\alpha_i (c_i - z_i)^2}{2} + (1 - \alpha_i) \frac{(c_i - s_i)^2}{2} \right]
\]

Since AHP is easily affected by subjective factors, the entropy weight method is introduced to determine an objective weight according to the fluctuation of the data, which reduces the influence of subjective factors and improves the dynamicity of the index weight. This provides the basic conditions for the accurate evaluation of enterprises’ collaboration performance.
3.3. Collaboration Performance Evaluation Based on Fuzzy Evaluation

3.3.1. Determining the Evaluation Factor Set and the Evaluation Set

According to the constructed evaluation index system, there are three first-level indexes; let \( U = \{u_1, u_2, u_3\} \) represent the set of all evaluation factors. Among them, each factor is divided into several sub-factors \( U_i = \{u_{i1}, u_{i2}, \ldots, u_{ik}\}, \ (i = 1, 2, 3) \), that is, \( u_i \) contains \( k \) sub-factors.

The evaluation set \( V \) represents the set of evaluation result levels, which is defined as:

\[
V = \{v_1, v_2, v_3, v_4, v_5\}
\]

(12)

The evaluation level is divided into: \( V = \{excellent, good, medium, poor, bad\} \).

3.3.2. Determining the Weight of Evaluation Factors

Considering the different level of importance of each factor to enterprise collaboration, the weight of each indicator is therefore different, and the weight vector is set as \( D = \{d_1, d_2, d_3\} \). According to the influence of various factors in the index set to the enterprises' collaboration performance, this paper uses the combination of AHP and EW to determine the weight of each evaluation factor. Then we construct the index weight set:

\[
D = \{d_1, d_2, d_3\}, \ d_i = \{d_{i1}, d_{i2}, \ldots, d_{ik}\}, \ (i = 1, 2, 3)
\]

(13)

where \( d_i \) represents the weight of each factor in the index set to \( V \).

3.3.3. Establishment of Fuzzy Comprehensive Evaluation Matrix

Let \( r_{ij} \) be the membership degree of the i-th element \( U_i \) in the factor set \( U \) to the j-th element in the evaluation set \( V \), then the evaluation result of the i-th single-factor \( U_i \) can be expressed as \( R_i = \{r_{i1}, r_{i2}, \ldots, r_{i5}\} \) by a fuzzy set. The matrix \( R_{3x5} \) is composed of three single-factor evaluation sets \( R_1, R_2 \) and \( R_3 \) as rows, which is called a fuzzy comprehensive evaluation matrix.

3.3.4. Comprehensive Evaluation

The comprehensive evaluation result can be obtained by the fuzzy relation synthetic operation:

\[
H = D \cdot R = (h_1, h_2, h_3, h_4, h_5)
\]

(14)

where \( h_i \) is the membership degree of the evaluation result belonging to \( v_i \).

In order to obtain the evaluation value in the form of a percentage, the weighted average method is used to deal with fuzzy comprehensive evaluation results:

\[
P = H \cdot O^T
\]

(15)

where \( O = \{100, 80, 60, 40, 20\} \).

The enterprise collaboration performance evaluation index system is constructed from the three dimensions of enterprise finance, business and strategy, and the index weight is determined through the integration of AHP and EW. The combination of subjective and objective weighting methods not only considers the subjective experience of experts, but also takes into account the objective information of objective data fluctuations. Then, the fuzzy comprehensive evaluation method is used to solve the evaluation results step by step, and more accurate and satisfactory evaluation results are obtained.

4. Improved Elman Neural Network for Collaboration Performance Evaluation

4.1. Analysis of Evaluation Problems and Elman Neural Network

To establish a reasonable enterprise collaboration performance evaluation model, on the one hand, it is necessary to solve the problem of the weight allocation of the
evaluation index, and on the other hand, it is necessary to explore the mapping rules between enterprise collaboration performance evaluation indicators and evaluation results.

Traditional evaluation methods have certain limitations, and they are often difficult to use in complex environments such as those with incomplete information and fuzzy information. Elman neural networks have strong information processing capabilities and self-learning capabilities which can overcome these limitations. In addition, Elman neural networks with extremely strong nonlinear mapping capabilities can be used to efficiently and accurately discover the laws, which provides a new way to solve multi-index comprehensive evaluation. Compared with the BP neural network, the Elman neural network adds a context layer, which makes it highly sensitive to historical state data, and has the ability to process dynamic information. Therefore, the Elman neural network is selected to simulate the expert evaluation process in this paper.

By introducing the Elman neural network with strong memory and nonlinear processing capabilities, it can learn from the historical evaluation data, simulate the intuition and experience of experts, and self-identify and optimize the importance of each influencing factor. In order to enhance the applicability of the Elman for collaborative performance evaluation, the additional momentum method and adaptive learning methods are used to improve the network’s learning algorithm, and they are used for enterprise collaborative performance evaluation. The performance evaluation process of enterprise collaboration in this paper is shown in Figure 1.

![Figure 1. The performance evaluation process of the proposed model.](image)

### 4.2. Structure Design of Elman Neural Networks

Different structures of neural networks result in some differences in their ability to solve problems. According to the characteristics of enterprises’ collaboration performance and the proposed evaluation index system, the structure of Elman neural networks is designed. The specific process is as follows:

#### 4.2.1. Determining the Number of Neurons in the Input Layer and the Output Layer

The data corresponding to the enterprise collaborative performance evaluation index system is taken as the input vector of the Elman neural network. Therefore, the number of input neurons is the same as the number of evaluation indicators, which is set to 21. The trained network integrates 21 pieces of evaluation index information into a scalar, so the number of neurons in the output layer is set to 1.

#### 4.2.2. Hidden Layer Setting

Taking into account the amount of data corresponding to the evaluation index, the number of hidden layers and context layers are both set to 1 in this paper. The selection of the number is the key to determining the network’s performance, but there is currently no unified conclusion to determine it. If the number is too large, problems such as a long
learning time and poor fault tolerance will occur, and if the number is too small, problems such as poor calculation accuracy will occur. Most of the current research is based on the empirical formula:

\[
n = \sqrt{r + m + b}
\]  
(16)

where \(n, r, m\) are the number of neurons in the hidden layer, input layer and output layer, respectively, and \(b\) is a constant between 1 and 10.

4.2.3. Determining the Network’s Structure

Based on 21 evaluation indicators and 1 output, combined with the above formula, this paper increases the number of neurons in the hidden layer and the continuation layer from 6 to 15. Through multiple experiments and comparisons, it is found that when the number of neurons in the hidden layer is set to 11, the network’s performance is optimal. In summary, the evaluation model designed in this paper is a 4-layer \((21 \times 11 \times 11 \times 1)\) Elman neural network model.

4.3. Improved Elman Neural Network Algorithm

However, Elman neural networks also have their own limitations and shortcomings. Aiming at the shortcomings of neural network algorithms in practical engineering applications, scholars have mainly studied and improved from two aspects of network topology and learning algorithms. The adjustment of the neural network topology will greatly increase the computational burden, which is not conducive to the improvement of neural networks’ performance. Therefore, the additional momentum method is used to improve the learning algorithm of the neural network.

4.3.1. Weight Adjustment Based on Additional Momentum

The additional momentum factor algorithm means that in the process of back propagation, a part of the previous weight change is added to the current weight adjustment value through the momentum factor, and it is used as the actual weight adjustment value. The adjustment formula is as follows:

\[
\Delta w(t + 1) = \alpha \Delta w(t) + (1 - \alpha) \eta \frac{\partial E(t)}{\partial w(t)}
\]  
(17)

\[
\Delta w(t + 1) = w(t) + \Delta w(t + 1)
\]  
(18)

where \(t\) is the number of training times, \(\alpha\) is the momentum factor, generally set to 0.95, and \(\eta\) is the learning rate.

4.3.2. Adaptive Learning Rate

The adaptive learning rate refers to the automatic adjustment of the learning rate during the training process. The adjustment formula is as follows:

\[
\eta(t + 1) = \begin{cases} 
1.05\eta(t), & E(t + 1) < E(t) \\
0.7\eta(t), & E(t + 1) > 1.05(t) \\
\eta(t), & \text{other}
\end{cases}
\]  
(19)

If the correction of the weights reduces the error, the learning rate should be increased so that it learns at the maximum learning rate. Otherwise, over-tuning has occurred, and the value of the learning rate should be reduced immediately.

The specific process of the improved Elman neural network algorithm is as follows:

1. Initialize the connection weight matrix of the Elman neural network \(w_1, w_2, w_3\)
2. Randomly select 80% of the collected enterprise indicator data as the training set and input it into the network.
3. Calculate the output of the hidden layer, the context layer and the output layer.
4. Error back propagation.
Elman neural networks use a BP algorithm to revise weights, and the error of the network is:

$$E = \frac{1}{l} \sum_{k=1}^{l} (y'_k - y_k)^2 \quad (k = 1, 2, \ldots, l) \quad (20)$$

where $y'_k$ is the target output and $l$ is the total number of samples.

The adjustment of the connection matrix $w_1$ from the context layer to the hidden layer:

$$\frac{\partial E}{\partial w_1} = \frac{\partial E}{\partial y(k)} \frac{\partial y(k)}{\partial h(k)} \frac{\partial h(k)}{\partial w_1(k)} = -e(k)g'(w_3h(k)) \cdot w_3f'(w_2h(k - 1) + w_1(x(k - 1)))h(k - 1) \quad (21)$$

The adjustment of the connection weight matrix $w_2$ from the input layer to the hidden layer:

$$\frac{\partial E}{\partial w_2} = \frac{\partial E}{\partial y(k)} \frac{\partial y(k)}{\partial h(k)} \frac{\partial h(k)}{\partial w_2(k)} = -e(k)g'(w_3h(k)) \cdot w_3f'(w_2h(k - 1) + w_1(x(k - 1)))x(k - 1) \quad (22)$$

The adjustment of the connection weight matrix $w_3$ from the hidden layer to the output layer:

$$\frac{\partial E}{\partial w_3} = \frac{\partial E}{\partial y(k)} \frac{\partial y(k)}{\partial h(k)} \frac{\partial h(k)}{\partial w_3} = -e(k)g'(w_3h(k))h(k) \quad (23)$$

5. The connection weight matrix $w_1, w_2, w_3$ are corrected.

The correction formula of the network weight is:

$$w_1(t + 1) = w_1(t) + \eta e(k)w_3h(k - 1) \cdot g'(w_3h(k))f'(w_1h(k - 1)) + w_2(x(k - 1)) \quad (24)$$

$$w_2(t + 1) = w_2(t) + \eta e(k)w_3x(k - 1) \cdot g'(w_3h(k))f'(w_1h(k - 1) + w_2(x(k - 1))) \quad (25)$$

$$w_3(t + 1) = w_3(t) + \eta e(k)h(k)g'(w_3h(k)) \quad (26)$$

Aiming at the dynamics and uncertainty of enterprises’ collaboration performance evaluation, an Elman neural network is introduced and its network structure is designed based on the constructed evaluation index system. Then, through the study of the existing evaluation information, the importance of each evaluation index is identified and optimized, and a more reasonable and scientific evaluation result is obtained. Finally, the network’s learning algorithm is improved by adjusting the relevant parameters to speed up the convergence speed and improve the accuracy of the evaluation results.

5. Experimental Results

5.1. Data Collection

In order to verify the effectiveness of the proposed method, a manufacturing enterprise in Sichuan Province and its collaboration enterprises are selected as sample data, and the survey method is a questionnaire survey. First, design a questionnaire based on the constructed collaborative performance evaluation index system, and distribute it to the enterprise and its partners to collect data. Then, manufacturing enterprise managers, technical experts and authoritative scholars evaluate the collaboration performance between different enterprises, and use the evaluation results as the target value. Finally, 50 pieces of enterprise collaboration performance evaluation data originating from 25 collaborative enterprises were obtained, and each piece of data contained 21 evaluation indicators. Inspired by the experimental settings of [9,10,15], we randomly select 40 pieces of data as training data and the remaining 10 pieces of data as test data. Matlab_R2021b software is used for programming and operation, the 21 items of data of the enterprise are used as input values, and the corresponding evaluation values are used as target output values. The collaborative relationship between enterprises is shown in Figure 2.
The raw data after standardization is shown in Table 2, where $G$ represents the indicator data and $E_i$ to $E_j$ represents the collaboration performance of enterprise $E_i$ and $E_j$.

### Table 2. 50 pieces of collaborative data from 25 collaborative enterprises after normalization.

| $E_1$ to $E_6$ | $E_1$ to $E_9$ | $E_1$ to $E_{11}$ | $E_2$ to $E_3$ | $E_2$ to $E_5$ | $E_3$ to $E_6$ | ... | $E_{25}$ to $E_{15}$ |
|----------------|----------------|-------------------|----------------|----------------|----------------|-----|------------------|
| G1             | 0.4988         | 0.0100            | 0.4214         | 0.8787         | 0.9532         | 0.5252 | ...              | 1.0000 |
| G2             | 1.0000         | 0.6694            | 0.0100         | 0.7963         | 0.4686         | 0.2982 | ...              | 0.9151 |
| G3             | 0.7722         | 0.8716            | 0.5572         | 1.0000         | 0.9973         | 0.9035 | ...              | 0.9694 |
| G4             | 0.1829         | 0.9707            | 0.8469         | 0.2571         | 0.0100         | 0.8453 | ...              | 0.5112 |
| G5             | 0.9751         | 0.7493            | 0.4631         | 0.7991         | 0.1266         | 0.4948 | ...              | 0.5849 |
| G6             | 0.3793         | 0.6735            | 0.4810         | 0.9054         | 0.7606         | 1.0000 | ...              | 0.6656 |
| G7             | 0.6774         | 0.4573            | 0.7871         | 0.3023         | 0.4479         | 0.2243 | ...              | 0.0100 |
| G8             | 0.5226         | 0.0100            | 1.0000         | 0.4707         | 0.3411         | 0.8328 | ...              | 0.1339 |
| ...            | ...            | ...               | ...            | ...            | ...            | ...   | ...              | ...    |
| G21            | 0.6381         | 0.5744            | 0.3273         | 0.3561         | 0.8465         | 0.3570 | ...              | 0.0100 |

### Table 3. The meaning and setting of experimental parameters.

| Parameters | Meaning                                           | Set Value                  |
|------------|---------------------------------------------------|----------------------------|
| P          | The value range of the input matrix                | input(:,1:40)              |
| T          | The value range of the output matrix               | output(:,1:40)             |
| TF_i       | The transfer function of the i-th layer            | trainsg                   |
| BTF        | The training function                              | trainlm                    |
| epochs     | Number of iterations over all training samples     | 500                        |
| goal       | Training accuracy                                  | $1 \times 10^{-3}$         |

In order to design a neural network model that is more suitable for enterprise collaboration performance evaluation, experiments were carried out to compare networks with different numbers of neurons in the hidden layer. The experimental comparison results are shown in Table 4 and Figure 3.
Table 4. Comparison of network performance with different numbers of neurons in the hidden layer.

| The Numbers of Neurons in the Hidden Layer | Error (MSE)     | Training Times (Epochs) |
|-------------------------------------------|-----------------|-------------------------|
| 6                                         | 0.00099996023   | 180                     |
| 7                                         | 0.00099992489   | 179                     |
| 8                                         | 0.00099993312   | 170                     |
| 9                                         | 0.00099992097   | 167                     |
| 10                                        | 0.00099991308   | 160                     |
| 11                                        | 0.0009990843    | 159                     |
| 12                                        | 0.0009994574    | 154                     |
| 13                                        | 0.0009997011    | 152                     |
| 14                                        | 0.0009994827    | 151                     |
| 15                                        | 0.0009998314    | 148                     |

Figure 3. Model performance comparison for different numbers of neurons in the hidden layer.

As can be seen from Table 4 and Figure 3, when the number of neurons in the hidden layer increases from 6 to 11, the error of the model shows a decreasing trend as a whole. Until the number of neurons in the hidden layer increases to 11, the model has the lowest error of 0.0009990843. After that, the error of the model will continue to increase as the number of neurons in the hidden layer increases. Therefore, in the subsequent experiments, the number of neurons in the hidden layer of the Elman neural network is 11.

5.3. Comparative Analysis of Models

To verify the excellent performance of the improved Elman neural network algorithm proposed in this paper, the convergence speed and accuracy of the proposed model and the original Elman [23] and RBF (Radial Basis Function) neural networks [24] are compared. The convergence of the improved Elman neural network and the original Elman neural network is shown in Figures 4 and 5.

It can be seen from Figures 4 and 5 that the original Elman neural network has iterated more than 360 times, while the improved Elman neural network has only been iterated more than 160 times under the same experimental environment. The proposed model takes significantly less time on enterprise collaboration performance evaluation data, which demonstrates the effectiveness of the improved learning algorithm. The enterprise collaboration performance evaluation data used in the experiment are representative and universal, so the experimental conclusions are also applicable to other enterprise collaboration performance evaluations of this type.
To verify the performance of the proposed model, 5-fold cross-validation and relative error are used to describe the performance of the model. The dataset is randomly divided into five disjoint subsets, one of the subsets is selected as the test set in turn, and the rest are used as the training set. Finally, the results of the five tests are averaged. The results of the cross-validation experiments are shown in Table 5. The formula for calculating the relative error $RL$ is as follows:

$$RL = \frac{\sum_{k=1}^{n} |y'_k - \hat{y}_k|}{n}$$  \hspace{1cm} (28)

where $n$ is the number of samples in the test set, $y'_k$ is the target output value, and $\hat{y}_k$ is the actual output value of the model.

Table 5. Cross-validation experimental results of the proposed model with other models.

| Experiment Number | Elman Neural Network | RBF Neural Network | Improved Elman Neural Network |
|-------------------|----------------------|--------------------|-------------------------------|
|                   | Relative Error       | Relative Error     | Relative Error                |
| 1                 | 6.81%                | 7.52%              | 4.56%                         |
| 2                 | 6.16%                | 7.23%              | 4.42%                         |
| 3                 | 6.49%                | 7.92%              | 4.77%                         |
| 4                 | 6.99%                | 7.80%              | 4.96%                         |
| 5                 | 6.74%                | 7.68%              | 4.45%                         |
| Average           | 6.64%                | 7.63%              | 4.63%                         |

From Table 5, it can be seen that the relative error of the proposed model is lower than the other two models in all five experiments.
Subsequently, the mean error of the proposed model over five experiments is compared with the original Elman and RBF neural networks. The comparison results are shown in Figure 6 and Table 6.

Figure 6. Relative error comparison of the proposed model with other models.

Table 6. The output results and error comparison of the proposed model and other models.

| Collaborative Relationship | Expected Output | Elman Neural Network [23] | RBF Neural Network [24] | Improved Elman Neural Network |
|---------------------------|----------------|---------------------------|-------------------------|-----------------------------|
|                           |                | Predicted Value | Relative Error | Predicted Value | Relative Error | Predicted Value | Relative Error |
| $E_1$ to $E_6$            | 75             | 69.613         | 7.18%          | 80.302          | 7.07%          | 78.273          | 4.36%          |
| $E_7$ to $E_5$            | 69             | 64.118         | 7.08%          | 64.317          | 6.79%          | 65.701          | 4.78%          |
| $E_6$ to $E_1$            | 57             | 61.127         | 7.24%          | 53.163          | 6.73%          | 58.454          | 2.55%          |
| $E_8$ to $E_4$            | 85             | 89.97          | 5.85%          | 92.133          | 8.39%          | 80.844          | 4.89%          |
| $E_5$ to $E_8$            | 65             | 60.523         | 6.89%          | 69.732          | 7.28%          | 62.663          | 3.60%          |
| $E_6$ to $E_7$            | 74             | 68.674         | 7.20%          | 69.996          | 5.41%          | 77.966          | 5.36%          |
| $E_3$ to $E_2$            | 73             | 67.636         | 7.35%          | 78.462          | 7.48%          | 69.204          | 5.20%          |
| $E_4$ to $E_9$            | 78             | 74.262         | 4.79%          | 72.575          | 6.96%          | 74.887          | 3.99%          |
| $E_2$ to $E_5$            | 87             | 90.299         | 3.79%          | 81.015          | 6.88%          | 88.991          | 2.29%          |
| $E_7$ to $E_1$            | 64             | 61.361         | 4.12%          | 70.252          | 9.77%          | 60.454          | 5.54%          |
| Average                   |                | 6.15%          | 7.28%          | 4.26%          |                |                |                |

It can be seen from Figure 6 that the error of the model proposed in this paper is higher than other models for only a few samples, and the error on most of the remaining samples is much lower than that of other models, thus showing a better overall evaluation accuracy.

It can be seen from Table 6 that the relative error of the proposed model is only 4.26%, while the relative errors of RBF and the original Elman neural network are 7.28% and 6.15%, respectively. Compared with the other two methods, the relative error of the proposed model is reduced by an average of 36.14%. The experimental results show that compared with other methods, the improved Elman neural network algorithm in this paper has a faster convergence speed and higher accuracy. Therefore, the method proposed in this paper can provide a more accurate reference for the performance evaluation of inter-firm collaboration in enterprise collaboration alliances.

6. Conclusions

This paper proposes an enterprise collaboration performance evaluation method based on an improved Elman neural network and AHP-EW. The enterprise collaboration performance evaluation index system is established from the three dimensions of enterprise...
finance, enterprise business and enterprise strategy, and the weights obtained by the AHP and EW methods are synthesized by the minimum deviation method, which takes into account the influence of expert experience and data fluctuations simultaneously. Then, an improved Elman neural network model is proposed, in which the additional momentum and adaptive learning rate methods are used to improve the network’s learning algorithm. The Elman neural network was used to convert human subjective judgments into objective statistical data to improve the rationality, intuition and credibility of the evaluation results. Finally, the proposed model is verified by taking the data of a manufacturing enterprise and its partners as an example. The optimal network structure for enterprise collaboration performance evaluation is determined through repeated experiments. The comparison results with original Elman and RBF neural networks show that the convergence speed of the proposed model is improved by about 50%, and the relative error is reduced by about 30% on average, which can provide a valuable reference for enterprise collaboration and management.

Due to the limitation of external objective conditions, both qualitative and quantitative indicators are used when constructing the evaluation index system for enterprises’ collaboration performance. Although the fuzzy comprehensive evaluation method is used to deal with qualitative indicators, qualitative indicators occupy a large proportion. In this process, qualitative indicators may be affected by the subjective consciousness and quality of the experts. Due to the fact that the number of experts in the expert database is relatively small, the number of experts is limited, and the breadth of prior knowledge accumulation is limited, which needs to be continuously enriched. The number of enterprise data samples should also gradually expand, which is more conducive to model learning and more accurate evaluation accuracy.
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