We report on a theoretical study of the electronic structures of freestanding nanowires made from narrow band gap semiconductors GaSb, InSb and InAs. The nanowires are described by the eight-band $k.p$ Hamiltonians and the band structures are computed by means of the finite element method in a mixture basis consisting of linear triangular elements inside the nanowires and constrained Hermite triangular elements near the boundaries. The nanowires with two crystallographic orientations, namely the [001]- and [111]-oriented nanowires, while the top valence bands show double-maximum structures in the [001]-oriented nanowires, but single-maximum structures in the [111]-oriented nanowires. The wave functions and spinor distributions of the band states in these nanowires are also calculated. It is found that significant mixtures of electron and hole states appear in the bands of these narrow band gap semiconductor nanowires. The wave functions exhibit very different distribution patterns in the nanowires oriented along the [001] direction and the nanowires oriented along the [111] direction. It is also shown that single-band effective mass theory could not reproduce all the band state wave functions presented in this work.

I. INTRODUCTION

Recently semiconductor nanowires have attracted great attention due to their unique physical properties and potential applications in nanoelectronics, optoelectronics, and quantum electronics. With advances in the materials technology, high-quality semiconductor nanowire have been obtained through, for instance, molecular-beam epitaxy, metal-organic vapor phase epitaxy, and chemical vapor deposition. Due to their well organized crystal structures, relatively high carrier mobilities, small cross sections, and strong quantum confinement effects, III-V semiconductor nanowires have been employed to construct field-effect transistors, infrared photodetectors, light emission diodes, thermal electrical devices, laser devices, solar cells, and quantum devices.

Several theoretical methods, including density-functional theory, tight-binding methods, and $k.p$ theory have been used to study the properties of semiconductor nanowires. Among all the methods, $k.p$ theory is considered as a computationally less-demanding one and is wildly adopted in the calculations for the nanowire band structures near the band extrema. Both narrow and large band gap nanowires grown along the [001] crystallographic direction have been studied based on $6 \times 6$ or $8 \times 8$ $k.p$ Hamiltonians. However, few studies have been made for the properties of more frequently experimentally grown [111]-oriented nanowires based on $k.p$ theory. Rediński and Peeters have calculated the band structure of GaAs nanowires oriented in the [111] direction based on a six-band $k.p$ Hamiltonian. Lassen et al. have made a study of the band structure of [111]-oriented GaAs nanowires based on a $4 \times 4$ Burt-Foreman Hamiltonian and a study of the band structures of [111]-oriented InP and InAs nanowires based on $8 \times 8$ Hamiltonians. However, the studies by Lassen et al. have only be made for [111]-oriented InP and InAs nanowires with small cross-sectional sizes of 2.5 nm to 15 nm and are lack of the analysis of the conduction band properties and the spinor distributions in the band states, which can play an essential role in the understanding of the electronic properties of nanowires, especially, for those made from narrow band gap semiconductors. Thus, the capability of $k.p$ theory have yet to be fully explored and extended to [111]-oriented nanowires with large cross-sectional sizes, which are seldom discussed theoretically, but are more commonly grown and employed in experiments.

The purpose of this paper is to present a systematic study of the electronic structures of narrow band gap semiconductor GaSb, InSb and InAs nanowires oriented along the [001] and [111] crystallographic directions based on $8 \times 8$ $k.p$ theory. A form of an eight-band Luttinger-Kohn Hamiltonian with a principal axis along the [111] direction has been derived. Such a Hamiltonian has not yet been present before, but it is required to study the electronic structure of nanowires grown along the [111] crystallographic direction. The paper is organized as follows. In Section II, the eight-band $k.p$ theory applicable to nanowires oriented in the [001] and [111] directions and the choices for materials parameters are presented and discussed. The methods of nu-
merical computations have also been briefly described in this section, while the details are presented and discussed in the Appendix. In Section III, the results of calculations for [001]-oriented GaSb, InSb and InAs nanowires based on the standard eight-band Luttinger-Kohn Hamiltonian are presented and discussed. In Section IV, the results of calculations for [111]-oriented GaSb, InSb and InAs nanowires based on the derived form of the eight-band Luttinger-Kohn Hamiltonian as shown in Section II are presented and discussed, and are compared with the corresponding results obtained for the [001]-oriented nanowires. Finally, the paper is summarized in Section V.

II. THEORY

In this section, we present the k.p theory employed in this work. For the study of narrow band gap semiconductor GaSb, InSb and InAs nanowires oriented in the [001] crystallographic direction, the standard form of the Hamiltonian can be employed directly after replacing the \( k_x \) and \( k_y \) vectors with the corresponding momentum operators. However, for the treatment of experimentally more commonly grown, [111]-oriented GaSb, InSb and InAs nanowires, one needs to transform the standard form of the eight-band Luttinger-Kohn Hamiltonian to the form with the [111] direction as a principal axis. In the following, a derivation of an eight-band Luttinger-Kohn Hamiltonian with an arbitrary crystallographic direction will be presented and will then be applied to obtain the form which can be readily used in the calculations for an nanowire oriented along the [111] direction. The numerical implementation and the choices of the parameters in the treatment of GaSb, InSb and InAs nanowires will also be described and discussed.

A. Derivation of an eight-band Hamiltonian with its principal axis in an arbitrary direction

Our starting point in deriving a form of the eight-band Luttinger-Kohn Hamiltonian with an arbitrary crystallographic direction as a principal axis is a standard \( 4 \times 4 \) Hamiltonian matrix\(^{[20]}\) \( H_{1\times4} \), widely used in the study of direct band gap semiconductors. The matrix is in the form of

\[
\begin{pmatrix}
|S\rangle & |X\rangle & |Y\rangle & |Z\rangle \\
E_c + (A' + \frac{e^2}{2m_0}) k_x^2 & B k_x k_y + i P_0 k_x & B k_y k_x + i P_0 k_y & B k_y k_y + i P_0 k_x \\
B k_x k_y - i P_0 k_x & E'_x + M(k_x^2 + k_y^2) + L'k_x^2 + \frac{e^2 k_x^4}{2m_0} & N'k_y k_x & N'k_y k_y \\
B k_x k_y - i P_0 k_y & N'k_y k_x & E'_x + M(k_x^2 + k_y^2) + L'k_y^2 + \frac{e^2 k_y^4}{2m_0} & N'k_x k_x \\
B k_y k_y - i P_0 k_x & N'k_y k_y & N'k_x k_y & E'_x + M(k_x^2 + k_y^2) + L'k_x^2 + \frac{e^2 k_x^4}{2m_0}
\end{pmatrix}
\]

and \( H^{so} \) is the spin-orbit interaction matrix,

\[
H^{so} = \frac{\Delta}{3}
\begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & i & 0 & 0 & 0 & -1 & 0 \\
0 & -i & 0 & 0 & 0 & 0 & 0 & i \\
0 & 0 & 0 & 0 & 1 & i & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & -i & 0 & i & 0 & 0 & 0 \\
0 & -1 & i & 0 & 0 & 0 & 0 & 0
\end{pmatrix}
\]

The complex matrix \( H^{so} \) could be diagonalized in the basis of \( \{ |JM \rangle \} \), where \( |JM \rangle \) represents a state with the total angular momentum quantum number \( J = 1/2 \) or \( 3/2 \) and the component quantum number \( M \), leaving a value of \( \Delta/3 \) added to the heavy-hole (HH) and the light-hole (LH) states and a value of \( -2\Delta/3 \) added to the spin split-off (SO) state.\(^{[24]}\) In the Luttinger-Kohn formulation, the basis set of \( \{ |JM \rangle \} \) is often chosen to present the eight-band k.p Hamiltonian. In the treatment of nanowires oriented in the [001] direction, the eight-band Hamiltonian as in Eq. (2) or its corresponding form represented in

\[
H = H^0 + H^{so}
\]

where \( H^0 \) is the \( 8 \times 8 \) matrix constructed from Eq. (3),

\[
H^0 = \begin{pmatrix}
H_{1\times4} & H_{4\times4} \\
H_{4\times4} & H_{1\times4}
\end{pmatrix}
\]
the basis set of \( \{|JM\}\} \) needs to be solved after replacing \( k_x \) and \( k_y \) with the corresponding momentum operators.

In the treatment of narrow band gap semiconductor nanowires oriented in a direction other than [001] direction, it is however convenient to adopt an eight-band k.p Hamiltonian described with a principal axis along the direction. Such a Hamiltonian could be derived from a standard Luttinger-Kohn eight-band Hamiltonian using a rotation operator,

\[
R(\phi, \theta) = \begin{bmatrix}
\cos(\phi) \cos(\theta) & \sin(\phi) \cos(\theta) & -\sin(\theta) \\
-\sin(\phi) \cos(\phi) & \cos(\phi) & 0 \\
\sin(\phi) \sin(\theta) & \sin(\phi) \sin(\theta) & \cos(\theta)
\end{bmatrix}
\]

where \( \theta \) and \( \phi \) define the azimuth angle as illustrated in Fig. 1. Under the rotation operation, the original axis systems are transformed to the desired ones according to

\[
x'_i = R_{ij} x_j, \quad k'_i = R_{ij} k_j.
\]

The orbital states in the basis set of \( \beta = \{|S', \downarrow\rangle, |X', \downarrow\rangle, |Y', \downarrow\rangle, |Z', \downarrow\rangle, |S', \uparrow\rangle, |X', \uparrow\rangle, |Y', \uparrow\rangle, |Z', \uparrow\rangle\} \) are connected with the orbital states in the original basis set by

\[
\{\beta\} = U\{\alpha\}, \quad U = \begin{bmatrix} 1 & R & \end{bmatrix}
\]

and the spin states are transformed according to

\[
\begin{bmatrix} \uparrow' \\ \downarrow' \end{bmatrix} = \begin{bmatrix} e^{i\frac{\phi}{2}} \cos\left(\frac{\theta}{2}\right) & -e^{-i\frac{\phi}{2}} \sin\left(\frac{\theta}{2}\right) \\ e^{i\frac{\phi}{2}} \sin\left(\frac{\theta}{2}\right) & e^{-i\frac{\phi}{2}} \cos\left(\frac{\theta}{2}\right) \end{bmatrix} \begin{bmatrix} \uparrow \\ \downarrow \end{bmatrix}.
\]

Thus, the basis set defined with the principal axes being set along the axes of the rotated system, \( \{\gamma\} = \{|S', \downarrow\rangle, |X', \downarrow\rangle, |Y', \downarrow\rangle, |Z', \downarrow\rangle, |S', \uparrow\rangle, |X', \uparrow\rangle, |Y', \uparrow\rangle, |Z', \uparrow\rangle\} \) are connected to the original basis set \( \{\alpha\} \) as

\[
\{\gamma\} = AU\{\alpha\} = W\{\alpha\},
\]

where

\[
A = \begin{bmatrix} e^{i\frac{\phi}{2}} \cos\left(\frac{\theta}{2}\right)I_4 & -e^{-i\frac{\phi}{2}} \sin\left(\frac{\theta}{2}\right)I_4 \\ e^{i\frac{\phi}{2}} \sin\left(\frac{\theta}{2}\right)I_4 & e^{-i\frac{\phi}{2}} \cos\left(\frac{\theta}{2}\right)I_4 \end{bmatrix}
\]

with \( I_4 \) is a 4x4 identity matrix. The Hamiltonian matrix \( H_0 \) expressed in terms of the basis set \( \{\gamma\} \) is related to the k.p Hamiltonian matrix \( H_0^0 \), which is expressed in terms of the original basis set \( \{\alpha\} \), via

\[
H_\gamma = W^* H_0^0 W^T.
\]

In the Hamiltonian matrix given in Eq. (3), each element is a polynomial of \( k \) vector components up to the second power. Here \( k \) is defined in the original coordinate system. In order to conveniently treat nanowires oriented along an arbitrary direction defined by azimuth angle \( (\theta, \phi) \), we would like to define the \( k \) vector in the Hamiltonian in the rotated system. In terms of this newly defined \( k' \) vector, the original Hamiltonian \( H_0^0 \) is transformed according to

\[
H_0^0(k') = H_0^0(R^{-1}k).
\]

By combining Eqs. (11) and (12), the Hamiltonian \( H_0^0 \) defined in terms of the basis set \( \{\gamma\} \) with a principal axis along the direction set by azimuth angle \( (\theta, \phi) \) can be found from

\[
H_0^0(k') = W^* H_0^0(R^{-1}k) W^T.
\]

The result shown in Eq. (13) is a concise form without including the spin-orbit interaction term \( H^{so} \) given in Eq. (4). This term is of a diagonal form in the basis of \( \{\delta\} = \{|J'M'\}\}. Here we use \( |J'M'\rangle \) to denote that the state angular momenta are defined with the respect to the principal axes in the rotated coordinate systems. It can be shown that the basis set \( \{\delta\} \) is connected to the basis set \( \{\gamma\} \) via

\[
\{\delta\} = Q\{\gamma\},
\]

where the transformation matrix \( Q \) is given by

\[
Q = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 -\sqrt{\frac{\gamma}{\delta}} i & 0 & 0 & 0 & 0 & \sqrt{\frac{\gamma}{\delta}} & 0 \\ 0 & 0 & 0 & 0 & 0 & \sqrt{\frac{\gamma}{\delta}} & -\sqrt{\frac{\gamma}{\delta}} & 0 \\ 0 -\sqrt{\frac{\gamma}{\delta}} i & -\sqrt{\frac{\gamma}{\delta}} & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & \sqrt{\frac{\gamma}{\delta}} i & 0 & 0 \\ 0 & 0 & -\sqrt{\frac{\gamma}{\delta}} i & 0 & -\sqrt{\frac{\gamma}{\delta}} & 0 & 0 & 0 \\ 0 -\sqrt{\frac{\gamma}{\delta}} i & \sqrt{\frac{\gamma}{\delta}} & 0 & 0 & 0 & 0 & 0 & -\sqrt{\frac{\gamma}{\delta}} i \end{bmatrix}
\]

The eight-band k.p Luttinger-Kohn Hamiltonian with the principal axes defined in the rotated coordinate system can then be expressed in terms of \( \{\delta\} \) as

\[
H_0^0(k') = P^* H_0^0(R^{-1}k) P^T + \text{diag}(0, 0, \frac{\Delta}{3}, \frac{\Delta}{3}, \frac{\Delta}{3}, \frac{\Delta}{3}, -\frac{2\Delta}{3}, -\frac{2\Delta}{3}).
\]
where

\[ P = QAU. \]  

Equation (17) presents a general expression for transformation of the standard eight-band k.p Luttinger-Kohn Hamiltonian to an eight-band k.p Luttinger-Kohn Hamiltonian defined in the basis set of \( \{ \delta \} \) with the principal axes set along the axes of a rotated coordinate system of an arbitrary rotation angle \( (\theta, \phi) \).

By setting the values of \( (\theta, \phi) \) to \([\arccos(1/\sqrt{3}), \pi/4]\) and the \( x'_3 \) axis to [111] direction, we have the eight-band k.p Luttinger-Kohn Hamiltonian matrix as

\[
\begin{bmatrix}
A & 0 & \tilde{T} + \tilde{V} & 0 \\
0 & A & \sqrt{2}(W - U) & -\sqrt{2}(T + \tilde{V}) \\
T + V & \sqrt{2}(W - U) & -P + Q & -\tilde{S} \\
0 & -\sqrt{3}(T + V) & -S & -P - Q \\
-\sqrt{3}(T - V) & 0 & \tilde{R} & 0 \\
\sqrt{2}(W - U) & \tilde{T} - \tilde{V} & 0 & \tilde{R} \\
W - U & -\sqrt{2}(T - V) & \sqrt{2}\tilde{S} & -\sqrt{2}\tilde{R} \\
\sqrt{2}(T + V) & W + U & -\sqrt{2}Q & \sqrt{2}Q \\
\end{bmatrix}
\]  

(18)

In the above expressions, parameters \( \tilde{\gamma}_1, \tilde{\gamma}_2 \) and \( \tilde{\gamma}_3 \) are the modified Luttinger parameters,\(^{77} \) which are related to the Dresselhaus parameters\(^{77} \) \( L', M \) and \( N' \) by

\[
\tilde{\gamma}_1 = \frac{2m_0}{3\hbar^2} (L' + 2M) - 1, \\
\tilde{\gamma}_2 = \frac{m_0}{3\hbar^2} (L' - M), \\
\tilde{\gamma}_3 = \frac{m_0}{3\hbar^2} N'.
\]  

In the present work, these modified Luttinger parameters \( \tilde{\gamma}_1, \tilde{\gamma}_2, \) and \( \tilde{\gamma}_3 \) are assumed to take the forms of Pidgeon and Brown\(^{80} \), instead of the forms of Bahder\(^{74} \) and Pryor\(^{78} \), as suggest by Kishore et al.\(^{76} \)

\[
\tilde{\gamma}_1 = \gamma_1 - \frac{E_p}{3E_g}, \\
\tilde{\gamma}_2 = \gamma_2 - \frac{E_p}{6E_g}, \\
\tilde{\gamma}_3 = \gamma_3 - \frac{E_p}{6E_g},
\]  

(21)

where \( E_g \) is the bulk band gap, \( E_p \) the Kane energy parameter, and \( \gamma_1, \gamma_2 \) and \( \gamma_3 \) the Luttinger parameters.

### B. Choice of parameters

In the calculations for this work, most of the band and Luttinger parameters are taken from Vurgaftman et al.\(^{77} \) except for parameters \( E_p \) for GaSb and InSb. As suggested by Foreman\(^{79} \), we have taken a redefined form of \( E_p \), to eliminate spurious solutions from the numerical
calculations for GaSb and InSb nanowires, as
\[ E_p = \frac{3m_e/m_c}{2E_g + 1/(E_g + \Delta)}, \tag{22} \]
where \( m_e \) is the free electron mass and \( m_c \) the conduction-band effective electron mass. We adopt this equation to eliminate the spurious solution. The parameters used to calculated \( E_p \) are taken from Ref. \[79\] except for the \( m_c \) for bulk InSb. In the calculations for InSb nanowires, we still face problems with spurious solutions even after we have modified parameter \( E_p \) using the value of \( m_c \) recommended by Vurgaftman et al. in Ref. \[81\] Thus, in the treatment of InSb nanowires, we have used the value of \( m_c \) as suggested for bulk InSb in Ref. \[81\] which is still in the reasonable range as suggested by Vurgaftman et al. Table \[I\] summarizes all the required materials parameters used in the calculations for this work, except for parameters \( A' \) and \( B \). These two parameters have been set to zero in the calculations. In this work, we have also taken the bulk valence band edges as the energy reference by setting \( E_v = 0 \) in all the calculations.

C. Numerical implementation

Finite element method (FEM) is a numerical technique to find the solutions of partial differential equations. Here we will briefly introduce the numerical procedure in solving for the eigensolutions of our nanowire Hamiltonians using FEM. For more details about the procedure, we would like to refer to the Appendix. In the implementation of FEM in this work, the nanowire eigenvalue equation,
\[ HF = EF, \tag{23} \]
where \( H \) is the Hamiltonian and \( F \) is the envelope function, is discretized in a mixture basis consisting linear triangular elements inside the cross section and constrained Hermite triangular elements near the boundaries. Three nanowire cross-sectional shapes, namely, square, hexagon, and circle, have been considered in this work and the cross-sectional sizes of the nanowires are measured by side length \( l \), side length \( h \) and radius \( r \), respectively.

![Cross sections of nanowires considered in this work.](image)

FIG. 2. Cross sections of nanowires considered in this work. The sizes of square, hexagonal and circular cross sections are measured by side length \( l \), side length \( h \) and radius \( r \), respectively.

|        | InSb | GaSb | InSb |
|--------|------|------|------|
| \( E_g \) (eV) | 0.417 | 0.812 | 0.235 |
| \( \Delta \) (eV) | 0.39 | 0.76 | 0.81 |
| \( E_p \) (eV) | 21.5 | 24.76 | 23.2 |
| \( \gamma_1 \) | 20.0 | 13.4 | 34.8 |
| \( \gamma_2 \) | 8.5 | 4.7 | 15.5 |
| \( \gamma_3 \) | 9.2 | 6.0 | 16.5 |
| \( a_0 \) (nm) | 0.61 | 0.61 | 0.65 |
| \( m_c/m_e \) | 0.039 | 0.0139 |

TABLE I. Band and Luttinger parameters for bulk materials InAs, GaSb and InSb used in this work. All the parameters are taken from Ref. \[79\] except for \( m_c \) for bulk InSb. This parameter is taken from Ref. \[81\].

In an eight-band k.p theory, the spinor distributions in a band state of a nanowire. Among the three narrow band gap III-V semiconductors, GaSb has the largest bulk band gap and the InSb the smallest bulk band gap (cf. Table \[I\]). Thus, common features found in the GaSb and InSb nanowires

III. BAND STRUCTURES AND BAND STATES OF \([001]\)-ORIENTED GaSb, InAs AND InSb NANOWIRES

In the following, we first present our results of calculations for \([001]\)-oriented GaSb, InAs, and InSb nanowires. Since the Rashbar or Dresselhaus term is not included in our k.p Hamiltonians, the energy bands of these nanowires are all doubly spin-degenerated. Thus, for each band state, we will only present the spatial distribution of the wave function of one spin state since the spatial distribution for the other one is identical.

A. GaSb and InSb nanowires with a square cross section

Let us first consider the band properties of \([001]\)-oriented GaSb and InSb nanowires with a square cross section. Among the three narrow band gap III-V semiconductors, GaSb has the largest bulk band gap and the InSb the smallest bulk band gap (cf. Table \[I\]). Thus, common features found in the GaSb and InSb nanowires...
are expected to be observable also in the corresponding [001]-oriented InAs nanowires with a square cross section. Figures 3 and 4 show the band structures of the [001]-oriented GaSb and InSb nanowires with a square cross section of size $40 \times 40$ nm$^2$ and the spinor distributions of the lowest conduction band state and the highest valence band state at the $\Gamma$ point of the GaSb nanowire.

In contrast, the valence bands of the [001]-oriented GaSb and InSb nanowires with the square cross sections do not show simple parabolic dispersions, but instead complex characteristics as seen in Fig. 3 and Fig. 4. First, we emphasize again that all the valence bands are doubly spin-degenerate. No nearly orbital degenerate bands are found in the valence bands shown in Fig. 3 and Fig. 4. In addition, these valence bands move up or down with increasing $k_z$ vector in a complex way and undergo anticrossings when they move close to each other in energy. Nevertheless, it should be noted that the all the valence bands are close in energy; the energy separations between them are on the order of $\sim$meV in average, very small when compared to that between the conduction bands which are on the order of $\sim$10 meV. The most distinct feature seen in the valence bands of the [001]-oriented GaSb and InSb nanowires with the square cross sections is a double maximum structure in the topmost valence band of each nanowire with the two energy maxima appearing at finite values of $k_z$. Such a double maximum structure has been seen in the calculations for other [001]-oriented semiconductor nanowires with a square cross section. It has also been shown that when the cross section of the [001]-oriented nanowires becomes rectangular, this double maximum structure in the topmost valence bands is suppressed and the bands tend to show good parabolic dispersions around the $\Gamma$ point.
The calculated wave functions for the five lowest conduction band states at the Γ point. Panels (a) to (e) show the results for the five lowest conduction band states at the Γ point. Panels (f) to (j) show the results for the five highest valence band states at the Γ point.

FIG. 6. The same as in Fig. 5 but for the probability distributions of the five lowest conduction band states at Γ point of the [001]-oriented GaSb nanowire obtained based on simple one-band theory.

As for the wave functions of the five highest valence band states at the Γ-point, it is seen in Fig. 5(f) to Fig. 5(j) that they are in general more localized to the inside of the nanowire when compared to their corresponding conduction band states. In particular, the highest valence band, which is also s-like, is much more strongly localized to the center of the nanowire than the lowest conduction band state. The 2nd highest valence band state shows a doughnut shaped probability distribution, just as the 2nd lowest conduction band state. This state is more extended to the boundaries of the the nanowire than the highest valence band state and thus feels a stronger quantum confinement. This explains why this dominantly HH-like state has a lower energy than the highest valence band state which is dominantly LH-like. The 3rd, 4th and 5th lowest valence band states, though shaped in more complex patterns in the probability distribution, all are more localized to the inside of the nanowire than their corresponding conduction band states.

The wave functions of the five lowest conduction band states and the five highest valence band states of the GaSb nanowire at the Γ point. Here and throughout this work, the wave functions are presented by the probability distributions normalized within each panel to the highest value found in the panel. It is seen that the lowest conduction band state is s-like, while the 2nd and 3rd conduction band states show similar, doughnut-shaped probability distributions. In fact, as can be seen in Fig. 5(a), the the 2nd and 3rd conduction bands are very close in energy and form a nearly degenerate band. The 4th lowest conduction band state at the Γ point shows four peaks localized at the four corners of the cross section in the probability distribution. The 5th lowest conduction band state also shows a four-peak like probability distribution. But, it is localized at the four edges instead of four corners of the cross section and thus has a higher energy than the 4th lowest conduction band state. In fact, as we discussed in Fig. 3(a), this conduction band state is very close in energy to the 6th lowest conduction band state, forming another nearly degenerate band state. For comparison, we show in Fig. 6 the wave functions of the five lowest conduction band states of the GaSb nanowire at the Γ-point obtained based on simple one band effective mass theory. It is seen that although the simple one band effective mass theory gives correct descriptions for the wave functions of many conduction band states, it certainly fails to describe the 2nd and 3rd lowest conduction band states.
FIG. 7. Probability distributions of band state wave functions of the [001]-oriented InSb nanowire with the square cross section of size $l = 40$ nm. Panels (a) to (e) show the results for the five lowest conduction band states at the $\Gamma$ point. Panels (f) to (j) show the results for the five highest valence band states at the $\Gamma$ point.

B. InAs nanowires with a square and a circular cross section

In this subsection, we discuss the band properties of [001]-oriented InAs nanowires. We will consider both the nanowires with a square cross section and the nanowires with a circular cross section. We will first compare the results of calculations for the InAs nanowires with a square cross section to the corresponding GaSb and InSb nanowires shown in Section III A and then discuss the differences in the band properties of the InAs nanowires with a square and with a circular cross section. In the calculations, we have chosen the circular cross section with a radius of 22.57 nm and the square cross section with a size of 40 nm. Thus, the two nanowires have the same cross-sectional areas and therefore similar quantum confinement effects.

Figure 8 shows the band structures of the [001]-oriented InAs nanowires with a square cross section of size $l = 40$ nm [(a) and (c)] and a circular cross-section of radius $r = 22.57$ nm [(b) and (d)]. By comparison of the band structure shown in Figs. 8(a) and 8(c) with the band structures shown in Figs. 3 and 4, we see that the [001]-oriented InAs nanowire with the square cross section exhibits the same characteristics in the band structure as the corresponding [001]-oriented GaSb and InSb nanowires, such as formation of nearly degenerate bands in lower conduction bands, a double maximum structure in the topmost valence band, and a complex anti-crossing structure in the valence bands. The differences between the band structures of the three nanowires appear quantitatively in band energies.

Now, we discuss the similarities and differences in the band structures of the [001]-oriented InAs nanowires with the square cross section and the circular cross section. It is seen in Fig. 8 that the band structures of the two nanowires look similar. In particular, the three lowest conduction bands look the same in band shapes and energies (including the nearly degenerate energies of the 2nd and 3rd lowest conduction bands) in the two nanowires. The three highest valence bands of the two nanowires also look much alike. Both nanowires show a double maximum structure in the topmost valence band and complex anti-crossing characteristics between the bands. Nevertheless, clear differences are found in the bands other than the three lowest conduction and the three highest valence bands of the two nanowires. For example, the 4th lowest conduction band in Fig. 8(a) locates just below 0.48 eV at the $\Gamma$ point and is non-orbital-degenerate band, while the 4th lowest conduction band in Fig. 8(b) locates above 0.48 eV at the $\Gamma$ point and is nearly orbital-degenerate with the 5th lowest conduction band. For higher conduction bands, this kind of discrepancies persistently appear. The same conclusion can also be made for the valence bands deeper than the 3rd highest valence bands of the two nanowires.

FIG. 8. (a) and (c) Band structure of an InAs nanowire oriented along the [001] crystallographic direction with a square cross section of size $l = 40$ nm. (b) and (d) Band structure of an InAs nanowire oriented along the [001] crystallographic direction with a circular cross section of radius $r = 22.57$ nm.
FIG. 9. Probability distributions of band state wave functions of the [001]-oriented InAs nanowire with the square cross section of size $l = 40$ nm. Panels (a) to (e) show the results for the five lowest conduction band states at the Γ point. Panels (f) to (j) show the results for the five highest valence band states at the Γ point.

FIG. 10. Probability distributions of band state wave functions of the [001]-oriented InAs nanowire with the circular section of radius $r = 22.57$ nm. Panels (a) to (e) show the results for the five lowest conduction band states at the Γ point. Panels (f) to (j) show the results for the five highest valence band states at the Γ point.

very different band energies. As a comparison, the 4th and 5th lowest conduction band states of the nanowire with the circular cross section show almost the same localization properties and thus have nearly the same band energies as we discussed above. Nevertheless, we would like to emphasize again that it is appropriate to choose either a square cross section or a circular cross section in the analysis of the band properties of a [001]-oriented nanowire if one is interested only in the band properties near the band gap of the nanowire. For the bands located far from the band gap, the effect of the cross section shape on the band properties of the nanowire is not negligible and should be taken into account in the analysis of the electronic properties of the nanowire.

IV. BAND STRUCTURES AND BAND STATES OF [111]-ORIENTED GaSb, InAs AND InSb NANOWIRES

The properties of [111] oriented nanowires are not as widely discussed as the [001] ones, although these nanowires are commonly grown and studied in experiments. The epitaxially grown [111]-oriented III-V semiconductor nanowires often have a hexagonal cross section and the systems in the k.p presentation are $D_{3d}$ symmetric. In addition, the k.p Hamiltonian is symmetric under a combined operation of time reversal and spatial inversion. The energy bands therefore are all doubly degenerate (i.e., spin degenerate), which is the same as we see in the case for the [001]-oriented III-V nanowires. In the following, we will first present and discuss the results obtained for a [111]-oriented GaSb nanowire with a hexagonal cross section and compare them with the results shown above for the [001]-oriented GaSb nanowire. We will then present and discuss, as well as compare, the results of calculations for [111]-oriented InSb nanowires with a hexagonal cross section and a circular cross section. Finally, we present and discuss the results of calculations for [111]-oriented InAs nanowires with a hexagonal cross section of different sizes.

A. GaSb nanowire with a hexagonal cross section

Figure 11 shows the calculated band structure and spinor distribution of the lowest conduction band and highest valence band of a [111]-oriented GaSb nanowire with a hexagonal cross section of size $h = 24.8$ nm (corresponding to a cross-section area which is the same as that in the [001]-oriented GaSb nanowire as we discussed in Fig. 3). It is seen that the conduction bands of the [111]-oriented GaSb nanowire show parabolic dispersions just as in the corresponding [001]-oriented nanowire. The lowest conduction band of the [111]-oriented GaSb nanowire is located at $\sim 0.82$ eV and is followed by the nearly orbital-degenerate 2nd and 3rd lowest conduction bands with energies slightly below 0.84 eV, similar to the case
in the [001]-oriented GaSb nanowire. However, not at all like the ones in the [001]-oriented GaSb nanowire, the 4th and 5th lowest conduction bands located slightly below 0.86 eV are nearly orbital-degenerated in the [111]-oriented GaSb nanowire, while the 6th lowest conduction band laying above 0.86 eV in the [111]-oriented GaSb nanowire is not. Such differences in nearly orbital degeneracy between the [111]- and [001]-oriented GaSb nanowires appear also in higher energy-laying conduction bands.

As for the valence bands, similar complex, anticrossing characteristics as seen in the [001]-oriented GaSb nanowire with the square cross section are found in the [111]-oriented GaSb nanowire. However, some noticeable differences are present in the valence bands of the two GaSb nanowires. For example, the highest valence band in the [001]-oriented nanowire does not show the pronounced double-maximum structure as in the [001]-oriented nanowire. Furthermore, although the 2nd highest valence band does show an anti-crossing with the 3rd one, just like the case in the [001]-oriented nanowire as seen in Fig. 3(c), it no longer shows an anti-crossing with the 4th highest valence band.

The spinor distributions of the lowest conduction band of the [111]-oriented GaSb nanowire shown in Fig. 11(b) looks the same as for the [001]-oriented GaSb nanowire shown in Fig. 8(b). The band is dominantly EL-like and has contained little hole characteristics. The spinor distributions of the highest valence band of the [111]-oriented GaSb nanowire also show great similarities to that in the [001]-oriented GaSb nanowire; the band is dominantly hole-like. In details, the band states are dominantly LH-like states near the Γ point and switch to be dominantly HH-like states when passing through the \( k_z \) point at which the band shows an anti-crossing with the 3rd highest valence band. Again, the highest valence band contains little characteristics of EL-like and spin SO-like states.

Figure 12 shows the calculated wave functions of the five lowest conduction bands and the five highest valence bands of the [111]-oriented GaSb nanowire at the Γ point. When comparing with the wave functions of the band states of the [001]-oriented GaSb nanowire with a square cross section shown in Fig. 3, the three lowest conduction band states exhibit similar probability distributions as the three corresponding conduction band states of the [001]-oriented GaSb nanowire. Namely, the lowest conduction band state shows a highly symmetric, circular shaped probability distribution with a peak in the center, while the 2nd and 3rd lowest conduction band states, with nearly degenerated energies, show ringlike probability distributions each with six peaks on the ring and a deep hole in the center. Note that the hole minima of the two conduction band states do not go to zero due to small but not negligible contributions from the valence band states. The next two lowest conduction band state wave functions of the [111]-oriented nanowires show very different probability distributions from the corresponding states in the [001]-oriented GaSb nanowire. These states still exhibit ring-like probability distributions but each with a larger and deeper hole in the middle.

As for the valence bands of the [111]-oriented GaSb nanowire, the wave functions of the two highest valence band states at the Γ point look similar to the two corresponding valence band state wave functions of the [001]-oriented GaSb nanowire, although the ordering of the two states is reversed. However, the wave function of the next three highest valence band states of the [111]-oriented GaSb nanowire shows distinctly different characteristics in the probability distribution from the three corresponding valence band states of the [001]-oriented GaSb nanowire. The former all show more circularly symmetric probability distributions, the latter exhibit clearly fourfold symmetric probability distributions. Here, it could be worthwhile to note also some details in the three valence band state wave functions of the [111]-oriented GaSb nanowire. It is seen in Fig. 12 that both the 3rd and 4th highest valence band state wave functions have a circular shaped high probability distribution in the middle and a ring-like high probability distribution around, while the 5th highest valence band state wave function shows a single ring-like probability distribution with a strong localization to the inside of the nanowire.

B. InSb nanowires with a hexagonal and a circular cross section

In this section, we present the results of calculations for a [111]-oriented InSb nanowire with a hexagonal cross section of size \( h = 24.8 \) nm and a [111]-oriented InSb nanowire with a circular cross section of radius \( r = 22.57 \) nm (i.e., the two nanowires are the same in cross sectional area) and make a comparable discussion of these results. Figure 13 shows the calculated band structures of the two InSb nanowires. In Fig. 13(a), it is seen that the conduction bands of the [111]-oriented InSb nanowire with a hexagon cross-section are all of parabolic
type, which is similar to the results found for the [111]-oriented GaSb nanowires shown in Fig. 11 but is different in energy separations between bands due to the fact that the electron effective mass is much smaller in InSb. Again, the lowest conduction band of the [111]-oriented InSb nanowire is non-orbital-degenerate (but spin-degenerate) band, the 2nd and 3rd lowest conduction bands and the 4th and 5th lowest conduction bands form two nearly orbital-degenerate bands, and the 6th band is again a non-orbital-degenerate band. Similarly, as shown in Fig. 13(b), the valence bands of the [111]-oriented InSb nanowire show complex anti-crossing characteristics as previously seen in the valence bands of the [111]-oriented GaSb nanowire. In particular, the three highest valence bands of the [111]-oriented InSb nanowire are all non-orbital-degenerate bands and show the feature that the 3rd highest valence band anti-crosses through the 2nd and 1st highest valence bands as in the [111]-oriented GaSb nanowire. In Figs. 13(b) and 13(d), the band structure of the [111]-oriented InSb nanowire with a circular cross section is presented. When compared with that shown in Figs. 13(a) and 13(c), little difference is found in the band structures of the two nanowires with the hexagonal and circular cross sections. Thus, all the characteristics of the band structure of the [111]-oriented InSb nanowire with a circular cross section can be described in the same way as for the [111]-oriented InSb nanowire with a corresponding hexagonal cross section.

The spinor distributions of the lowest conduction band and the highest valence band of the [111]-oriented InSb nanowire with the hexagonal cross section are presented in Fig. 14. It is found again that the conduction band contains significant contributions from the hole-like states as we discussed for the [001]-oriented nanowire shown in Fig. 4 due to the strong coupling between the electron and hole states in the narrow band gap semiconductor InSb. The HH-like component in the conduction band is larger than the components from the other hole-like states at the Γ point, while with increasing \( k_z \) the LH-like state contribution increases and becomes the major contribution of the hole-like states. The spinor distributions of the highest valence band again show a strong mixing of the LH- and HH-like states and that the band contains little contribution from the EL-like and spin SO-like states. Also, as the same as in the [111]-oriented GaSb nanowire, the band is dominantly of LH-like characteristics near the Γ point and switches to dominantly of HH-like characteristics with increasing \( k_z \).

The spinor distributions of the lowest conduction band and the highest valence band of the [111]-oriented InSb nanowire with the circular cross section look the same as in Figs. 14.

Figure 15 shows the wave functions of the five lowest conduction band states and the five highest valence band states at the Γ point of the [111]-oriented InSb nanowire with the hexagonal cross section. When compared with the wave functions shown in Fig. 12 almost the same probability distributions are found in these band states of the [111]-oriented InSb nanowire. One noticeable difference is that the values of the probability distributions of the 2nd and 3rd lowest conduction band states at the center of the InSb nanowire are higher than the corresponding values found in GaSb nanowire, implying a slightly more contributions from the hole states in the nanowire of the narrower band gap InSb material. Another noticeable difference is that the ordering of the probability distributions of the 4th and 5th highest valence band states have been reversed when compared with the corresponding valence band states of the GaSb nanowire. Such an ordering change in the two valence band states have also been found in the calculations based on atomistic tight-binding theory.
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FIG. 15. Probability distributions of band state wave func-
tions of the \([111]\)-oriented InSb nanowire with the hexagonal
cross section of size \(h = 24.8\) nm. Panels (a) to (e) show
the results for the five lowest conduction band states at the
\(\Gamma\) point. Panels (f) to (j) show the results for the five highest
valence band states at the \(\Gamma\) point.

FIG. 16. Probability distributions of band state wave func-
tions of the \([111]\)-oriented InSb nanowire with the circular
cross section of radius \(R = 22.57\) nm. Panels (a) to (e) show
the results for the five lowest conduction band states at the
\(\Gamma\) point. Panels (f) to (j) show the results for the five highest
valence band states at the \(\Gamma\) point.

conduction band states and the five highest valence band
states at the \(\Gamma\) point of the \([111]\)-oriented InSb nanowire
with the circular cross section. It is evident that the prob-
ability distributions of the wave functions of these band
states look more or less the same as their corresponding
states in the InSb nanowire with the hexagonal cross
section. The only difference occurs in symmetry details; the \(D_6\) symmetry is found in the probability distribu-
tions of the band states of the InSb nanowire with the
circular cross section, while the \(D_6\) symmetric probabil-
ity distribution patterns are found for the InSb nanowire
with the hexagonal cross section. Nevertheless the dif-
ference is very small. Thus, it may well be appropriate
to assume a circular cross section in computing for the
electronic structure of a \([111]\)-oriented nanowire even if
its actual cross section is of hexagonal shape.

C. InAs nanowires with hexagonal cross sections of
different sizes

Until now, we have discussed the band properties of
the \([111]\)-oriented GaSb and InSb nanowires with a cer-
tain cross-sectional size or area. In this subsection, we
will analyze the band properties of nanowires in a series
of cross sectional sizes. We take the InAs nanowires with
hexagonal cross sections as an example. In Fig. 17 we
plot the band structures of \([111]\)-oriented InAs nanowires
with hexagonal cross-sections of 5, 10, 30, and 50 nm in
size. It is seen that the four band structures look simi-
lar in band shapes but with the band energies scaled
with the nanowire cross-sectional size. Such size-scalable
characteristics in the band structures of the nanowires
were first identified and discussed by Persson and Xu
in Ref. 55. In detail, the conduction bands all pos-
sess good parabolic dispersions and have the same de-
gerante properties, just like that of the \([111]\)-oriented
GaSb and InSb nanowires with a hexagonal cross sec-
tion. The energy separations between the conduction
bands decrease with increasing cross-sectional size in the
nanowires. These size-dependent band energies have also
been observed and discussed in details in Refs. 61 and 62
and could be evaluated using an empirical formula pro-
posed in Refs. 61 and 62. As for the valence bands, the
general size-scalable band structure characteristics can
still be identified in Fig. 17. However, we should note that
there are visible deviations from the general size-scalable
band structure characteristics in the InAs nanowire of
small cross-sectional sizes. In particular, the two highest
valence bands at the \(\Gamma\) point is very close in energy in the
InAs nanowire with 5 nm in cross-sectional size, which
is clearly different from the InAs nanowires with larger
cross-sectional sizes. Differences in valence band shape
in the InAs nanowire with 5 nm in cross-sectional size
also can be identified when we compare its valence bands
to the valence bands of other InAs nanowires with larger
cross sectional sizes.

Figure 18 shows the wave functions of the five high-
est valence band states at the \(\Gamma\) point of the four \([111]\)-
oriented InAs nanowires with different cross-sectional
sizes. Here, we do not show the calculated results for
the conduction band states, since they look almost the
same as for the \([111]\)-oriented GaSb and InSb nanowires
shown in Figs. 12 and 15. The wave function probability
distributions of the corresponding valence band states in
the four InAs nanowires of different cross-sectional sizes
look very similar. The difference appears in the order-
ing of these states. For example, the ordering of the
wave function probability distributions of the two high-
est valence band states in the InAs nanowire of 5 nm
in cross-sectional size is different from the orderings of
the two states in other three InAs nanowires with larger
cross-sectional sizes, in agreement with the results shown
in Fig. 17 for the band structures of these nanowires. A
switch in the ordering of the wave function probability
distributions occurs also in the 4th and 5th highest va-
lence band states of the InAs nanowire of 30 nm in cross-
sectional size. This may simply be an effect of numerics,
since as can be seen in Fig. 17 the two valence band states
are extremely close in energy in the InAs nanowire with
larger cross-sectional sizes.

Finally, we note that we have also calculated the
band structures for the \([111]\)-oriented GaSb and InSb
FIG. 17. Band structure of an InAs nanowire oriented along the [111] crystallographic direction with a hexagonal cross section of (a) and (e) size $h = 5$ nm, (b) and (f) size $h = 10$ nm, (c) and (g) size $h = 30$ nm, and (d) and (h) size $h = 50$ nm.

FIG. 18. Wave function probability distributions of the five highest valence band states of the [111]-oriented InAs nanowire with the hexagonal cross section of (a) to (e) size $h = 5$ nm, (f) to (j) size $h = 10$ nm, (k) to (o) size $h = 30$ nm, and (p) to (t) size $h = 50$ nm.

nanowires with different cross sectional sizes, and similar size-scalable characteristics in the energy bands and band states have been found.

V. CONCLUSIONS

In this paper, the electronic structures of narrow band gap semiconductor InSb, InAs, and GaSb nanowires oriented along the [001] and [111] crystallographic directions have been studied based on k.p theory. The derivation for a general form of the Luttinger-Kohn eight-band k.p Hamiltonian with the principal axis along an arbitrary crystallographic direction has been presented and a compact form of the Luttinger-Kohn k.p Hamiltonian with the [111] crystallographic direction have been given. The band structures and band states of the nanowires are calculated using FEM. The numerical implementation has been performed in a mixture basis consisting of linear triangular elements and constraint Hermite elements to suppress the Gibbs oscillations in the eigenstates near the boundaries of the nanowires. Band structures, and band state wave functions and spinor distributions of [001]- and [111]-oriented InSb, InAs, and GaSb are calculated and are compared with respect to the differences in materials, crystallographic orientation and cross-sectional shape. For each orientation, the nanowires of the three narrow band gap materials are found to show qualitatively similar characteristics in the band structures. However, the nanowires oriented along the [001] and [111] directions are found to show different characteristics in the valence bands. In particular, it is found that all the conduction bands show simple, good parabolic dispersions in both the [001]- and [111]-oriented nanowires, while the top valence bands show double-maximum structures in the [001]-oriented nanowires, but single-maximum structures in the [111]-oriented nanowires. The band states near the band gaps are found to be characterized by significant mixtures of electron and hole states in the narrow band gap InSb and InAs nanowires. For the nanowires
of GaSb, a material with the largest band gap among the three materials considered, the mixture of electron and hole states in the band states at the band edges is less significant, but is still visible. It is also found that the wave functions of the band states exhibit different probability distribution patterns in the nanowires oriented along the [001] direction and the nanowires oriented along the [111] direction. Although, for the [001]-oriented nanowires with square cross sections and with circular cross sections, the wave function probability distributions show some clear differences in certain corresponding band states, such differences become less visible in the [111]-oriented nanowires with a hexagonal cross section and with a circular cross section. It is also shown that single-band effective mass theory could not reproduce all the band state wave functions obtained by the eight-band k.p calculations presented in this work.
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**APPENDIX: NUMERICAL IMPLEMENTATION BASED ON FINITE ELEMENT METHOD**

In this appendix, the numerical implementation in the framework of finite element method (FEM) in solving for the electronic structure of a nanowire described by an eight-band k.p Hamiltonian is presented. In eight-band k.p theory, it is convenient to express the envelope function as

\[ F = [F_1 \ F_2 \ \ldots \ F_8]^T, \]

(25)

and the eigenvalue equation in the block form,

\[ \sum_{\nu=1}^{8} H_{\nu \mu} F_\nu = E F_\mu, \quad \nu = 1, 2, \ldots, 8, \]

(26)

where \( H_{\nu \mu} \) is an element of the Hamiltonian and \( F_\mu \) a component of the envelope function. Using the periodic boundary condition for our nanowire system, the above equation can be solved as an eigenvalue problem in the two-dimensional x-y space. Thus, in the following, we will restrict our description to the two-dimensional space. In the framework of FEM, the space spanned by the physical system is divided into a set of mutual exclusive elements \( \{e_1, e_2, \ldots\} \), in which a set of real-space basis functions \( \{N_{e_1}, N_{e_2}, \ldots\} \) are defined. Each envelope function component can be expanded in terms of the basis functions as

\[ F_\mu = \sum_{i=1}^{M_e} N_{e_i}^T U_{\mu e_i}, \]

(27)

where \( M_e \) is the total number of elements and \( \{U_{\mu e_1}, U_{\mu e_2}, \ldots\} \) are the expansion coefficients. By substituting Eq. (27) into Eq. (26), the eigenvalue equation takes the form

\[ \sum_{\nu=1}^{M_e} \sum_{i=1}^{8} H_{\nu \mu} N_{e_i}^T U_{\mu e_i} = E \sum_{i=1}^{M_e} N_{e_i}^T U_{\mu e_i}. \]

(28)

By multiplying from left on both sides by \( \sum_i N_{e_i} \) and integrating over the entire space \( \Omega \), the above eigenvalue equation can be written as,

\[ \sum_{\nu=1}^{M_e} \sum_{i=1}^{8} \{H_{\nu \mu}\}_{e_i} U_{\mu e_i} = E \sum_i \{M\}_{e_i} U_{\mu e_i}, \]

(29)

where submatrices \( \{H_{\nu \mu}\}_{e_i} \) and \( \{M\}_{e_i} \) are defined as

\[ \{H_{\nu \mu}\}_{e_i} = \int_{\Omega} N_{e_i} H_{\nu \mu} N_{e_i}^T dxdy, \]

(30)

\[ \{M\}_{e_i} = \int_{\Omega} N_{e_i} N_{e_i}^T dxdy. \]

(31)

Here we note that in the FEM scheme, the basis function \( N_{e_i} \) in each element \( e_i \) is expressed as a vector obtained by expanding it in a finite and convenient basis, whose dimension and components are given by the type of the element \( e_i \) employed (see below for details). Thus, \( \{H_{\nu \mu}\}_{e_i} \) and \( \{M\}_{e_i} \) in Eqs. (30) and (31) are in general matrices of a finite order.

In actual computation, the above eigenvalue equation [Eq. (29)] is expressed, by assembling the submatrices in all elements into a larger FEM matrix, as

\[ [H][U] = [E][M][U], \]

(32)

\[ [H] = \begin{bmatrix} \{H_{11}\} & \{H_{12}\} & \ldots & \{H_{18}\} \\ \{H_{21}\} & \{H_{22}\} & \ldots & \{H_{28}\} \\ \vdots & \vdots & \ddots & \vdots \\ \{H_{81}\} & \{H_{82}\} & \ldots & \{H_{88}\} \end{bmatrix}, \]

(33)

\[ [M] = \begin{bmatrix} \{M\} \\ \{M\} \\ \ldots \\ \{M\} \end{bmatrix}, \]

(34)

\[ [U] = [U_1 \ U_2 \ \ldots \ U_8]^T. \]

(35)

where \( U_i \) is an eigenvector component, which itself is a vector of a finite dimension. This equation needs to be solved under the boundary condition of

\[ F_\mu(x, y)|_{\text{cross-section boundary}} = 0, \quad \text{for} \quad \mu = 1 \ldots 8. \]

(36)
Practically, this can be achieved by solving the eigenvalue equation with matrices of a reduced size in Eq. (32), obtained by eliminating the rows and columns whose corresponding components in the eigenvectors are known to be zero according to the boundary condition.

Solving for the above FEM eigenvalue equation can be implemented only if the specific expressions of the basis functions \( N_{e_i} \) in all elements \( e_i \) are specified. To provide these expressions, it is convenient to transform the original \( x-y \) coordinate system to a standard \( \lambda_1-\lambda_2 \) coordinate system defined by

\[
\begin{align*}
x &= (x_1 - x_3)\lambda_1 + (x_2 - x_3)\lambda_2 + x_3, \\
y &= (y_1 - y_3)\lambda_1 + (y_2 - y_3)\lambda_2 + y_3,
\end{align*}
\]

as shown in Fig. 19 where a triangle \( \triangle A_1A_2A_3 \) in the \( x-y \) plane defined with coordinates \((x_1, y_1), (x_2, y_2), \) and \((x_3, y_3)\) has been transformed to a triangle \( \triangle A'_1A'_2A'_3 \) defined with the corresponding coordinates of \((1,0), (0,1), \) and \((0,0)\) in the \( \lambda_1-\lambda_2 \) plane.

The transformations of the derivatives in the two coordinate systems can be obtained from the following relations,

\[
\begin{align*}
\frac{\partial}{\partial x} &= \frac{1}{\det A} \left[ (y_2 - y_3) \frac{\partial}{\partial \lambda_1} - (y_1 - y_3) \frac{\partial}{\partial \lambda_2} \right], \\
\frac{\partial}{\partial y} &= \frac{1}{\det A} \left[ -(x_2 - x_3) \frac{\partial}{\partial \lambda_1} + (x_1 - x_3) \frac{\partial}{\partial \lambda_2} \right],
\end{align*}
\]

where

\[
A = \begin{bmatrix}
1 & 1 & 1 \\
1 & x_2 & x_3 \\
y_1 & y_2 & y_3
\end{bmatrix}.
\]

Thus, operators in the k.p Hamiltonian, such as \( C\hat{k}_x^2, C\hat{k}_y^2, C\hat{k}_x, C\hat{k}_y, C\hat{k}_x\hat{k}_y, C\hat{I}, \) where \( C \) stands for a material parameter, are transformed according to

\[
\{C\hat{k}^2\} = -\frac{\partial}{\partial x} C \frac{\partial}{\partial x} = \frac{C}{\det A} T^T \left[ (y_2 - y_3)^2(B_1B_1^T) - (y_1 - y_3)(y_1 - y_3) \times ((B_2B_2^T) + (B_1B_1^T)) + (y_1 - y_3)^2(B_2B_2^T) \right],
\]

\[
\{C\hat{k}_x\} = -\frac{i}{2} \left[ C \frac{\partial}{\partial x} + C \frac{\partial}{\partial y} \right] = -\frac{iC}{2} T^T \left[ (y_2 - y_3)((N_eB_1^T) - (B_1N_e^T)) - (y_1 - y_3)(y_1 - y_3) \right],
\]

\[
\{C\hat{k}_y\} = -\frac{i}{2} \left[ C \frac{\partial}{\partial y} + C \frac{\partial}{\partial x} \right] = -\frac{iC}{2} T^T \left[ -(x_2 - x_3)((N_eB_2^T) - (B_2N_e^T)) + (x_1 - x_3)(y_1 - y_3)(y_1 - y_3) \right],
\]

\[
\{C\hat{k}_x\hat{k}_y\} = -\frac{1}{2} \left[ \frac{\partial}{\partial x} C \frac{\partial}{\partial y} + C \frac{\partial}{\partial x} \frac{\partial}{\partial y} \right] = \frac{C}{2\det A} T^T \left[ -2(x_2 - x_3)(y_2 - y_3)(y_1 - y_3) \right],
\]

\[
\{C\hat{I}\} = (C \cdot \det A) T^T \left( N_eN_e^T \right),
\]

where \( N_{e_i} \) is the basis function in element \( e_i \) defined in the \( \lambda_1-\lambda_2 \) coordinate system, \( T \) an element-type related matrix, \( B_1 = \frac{\partial}{\partial \lambda_1} N_{e_i}, B_2 = \frac{\partial}{\partial \lambda_2} N_{e_i}, \) and angle braces for any given expression inside stand for integration operations as

\[
\langle AB^T \rangle = \int \int_{\Omega_{e_i}} AB^T dxdy.
\]

In the linear triangular elements, the basis function \( N_{e_i} \) and matrix \( T \) take the forms of

\[
N_{e_i} = \begin{bmatrix}
\lambda_1 & \lambda_2 & \lambda_3
\end{bmatrix}^T,
\]

\[
T = diag\{1, 1, 1\},
\]

where \( \lambda_3 \) is given by \( \lambda_3 = 1 - \lambda_1 - \lambda_2. \) In the constraint Hermite triangular elements, \( N_{e_i} \) and \( T \) are given by

\[
N_e = [Q_1, Q_2, Q_3, R_1, S_1, R_2, S_2, R_3, S_3]^T,
\]

\[
T = diag\{1, 1, 1, D, D, D\},
\]
where

\[
D = \begin{bmatrix}
  x_1 - x_3 & y_1 - y_3 \\
  x_2 - x_3 & y_2 - y_3
\end{bmatrix},
\]

\[
Q_1(\lambda) = \lambda_1^2 (3 - 2\lambda_1) + 2\lambda_1 \lambda_2 \lambda_3,
\]

\[
Q_2(\lambda) = \lambda_2^2 (3 - 2\lambda_2) + 2\lambda_1 \lambda_2 \lambda_3,
\]

\[
Q_3(\lambda) = \lambda_3^2 (3 - 2\lambda_3) + 2\lambda_1 \lambda_2 \lambda_3,
\]

\[
R_1(\lambda) = \lambda_1^2 (\lambda_1 - 1) - \lambda_1 \lambda_2 \lambda_3,
\]

\[
R_2(\lambda) = \lambda_1 \lambda_2^2 + \frac{1}{2} \lambda_1 \lambda_2 \lambda_3,
\]

\[
R_3(\lambda) = \lambda_1 \lambda_3^2 + \frac{1}{2} \lambda_1 \lambda_2 \lambda_3,
\]

Finally, we note that with the above expressions for \(N_{el}\), the integration of Eq. (53) can be easily evaluated using the elegant formula of

\[
\int_{\Omega_{el}} \lambda^n \lambda^p \lambda^q dx dy = \frac{n!p!q!}{(n + p + q)!} \det A.
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