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ABSTRACT

Since load time series are very changeable, demand forecasting of the short-term load is challenging based on hourly, daily, weekly, and monthly load forecast demand. As a result, the Turkish Electricity Transmission Company (TEAŞ) load forecasting is proposed in this paper using artificial neural networks (ANN) and fuzzy logic (FL). Load forecasting enables utilities to purchase and generate electricity, load shift, and build infrastructure. A load forecast was classified into three sorts (hourly, weekly, and monthly). Over time, forecasting power loads with artificial neural networks and fuzzy logic reveals a massive decrease in ANN and a progressive increase in FL from 24 to 168 hours. As illustrated, fuzzy logic and artificial neural networks outperform regression algorithms. This study has the highest growth and means absolute percentage error (MAPE) rates compared to FL and ANN. Although regression has the highest prediction growth rate, it is less precise than FL and ANN due to their lower MAPE percentage. Artificial Neural Networks and Fuzzy Logic are emerging technologies capable of forecasting and mitigating demand volatility. Future research can forecast various Turkish states using the same approach.
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1. INTRODUCTION

Turkish Electricity Transmission Company (TEAŞ) is responsible for power production, transmission and distribution to its users throughout Turkey. TEAŞ provide electricity load for all residents in Turkey with constant, consistent and cost-effective electricity transport while keeping environmentally sensitive and supporting efficient resource use proudly and effectively [1]. The main objective of the demand support model forecasting is to decide whether a demanding series requires applying a classification model, a statistical or judgmental approach for forecasting demand [2]. The products are first classified according to their product life cycle status.

The classifications in the stage of the launch increase [3]; these grades have no representative historical demand data that is required for statistical estimates [4].

To create a classification model for forecasting mature goods, we use the findings of the first question of the study. The main benefit of the forecast is that it offers valuable knowledge to different stakeholders used to make future decisions—the art of estimating in a far future while anticipating/projecting for short periods [5]. The end cannot be forecast correctly. Mistakes marginalize the future forecast. Particularly when forecasting, there is a marginal error; which is widened.

Senthil Kumar et al. [6] developed net energy using Artificial neural networks (ANN) equations to calculate potential energy consumption levels in Turkey using an artificial nerve network technique. Hasheminia and Niaki [7] defined and implemented a new artificial wave forecasting network, a recurrent network with an updated algorithm. Yama and Lineberry [8] have presented an intelligent hybrid system that combines autoregressive built-in average moving models and ANN for demand...
forecasting. Scholars examined the application of advanced machinery training techniques, including neural networks, new neuro networks and super-port vector machines, to forecast distorted demand at the end of the supply chain. Sharma [9] used fuzzy neural networks (FNN) with initial weights created by a genetic algorithm to learn fuzzy rules for promotion obtained by marketing experts. Mounce et al. [10] updated the changing FNN and took a weighted factor in determining the value of each element between these various rules. Also, Pezeshki and Mazinani [11] had an intelligent Fuzzy neural forecasting decision support system available.

Demand forecasting of electric loads is essential to assist power companies to plan and managing efficiently. The precise short-term load forecast is challenging since the load time series has high uncertainty levels [12]. Depending on the horizon to be considered, electricity load forecasts are classed into long-term and short-term [13]. Forecasts for short-term load cover hourly, every day, weekly and monthly forecasts; they are thoroughly covered in literature and covered in many publications. Several research papers have been produced to apply Artificial Neural Networks (ANN). Yao et al. [14] utilized a heterogeneous ANN for load prediction in the short-term forecast challenge. They also discussed the uses of minimum historical evidence to determine neural weights. Aksoy et al. [15] employed the ANN to anticipate the hourly temperatures for electricity utilities. The ANN for forecasting has also been described in the Greek power system.

Due to the complexity of the market, load forecasting in the electrical market is difficult. The instant nature of power, the complicated design of the market and frequent regulatory interventions make this complex. Artificial intelligence is a relatively recent research topic that grows in quality [16]. Computer intelligence is commonly used to refer to fuzzy parts of the system, swarm intelligence, progressive computer systems and artificial neural networks [12]. One of the area’s most often employed in electricity prediction is ANNs. Artificial neural networks have gained greater attention because of their evident design, straightforward execution, and good performance [17].

Following the research in demand forecasting, several contributions address the impact of ANN and FL on short-term load forecasting, which aid the impact, benefits, and prospects (see Table 1). As a result, this study substantially contributes by anticipating demand using artificial neural networks and fuzzy logic approaches and comparing them to conventional methods. In addition, the study is made by the valuable techniques of Artificial Neural Network algorithms for forecasting demand. Since they can handle non-linear data and capture subtle functional correlations between empirical data, even when the underlying relationships are unknown or difficult to express, applying fuzzy logic and artificial neural networks in demand forecasting will overcome many constraints encountered in the workplace. Also, the MAPE indicated that ANN and FL are accurate and consistent compared to the regression method. This study showed that ANN and FL have a minimal error percentage compared to the regression analysis. Therefore, demand forecasting of load using artificial neural network (ANN) and fuzzy logic (FL) from the Turkish Electricity load is proposed in this study.

In general, both methods and procedures are critical for accurate estimation; yet, there is a dearth of research on load forecasting methodologies. The study is classified into five broad categories based on requirements from the journal. The paper is structured as follows. Section 1, the background of the study. Section 2, the methodology of the research paper. Section 3 presented the data analysis, while section 4 presented the interpretation of the data and general discussion. The final section presented the conclusion and recommendation of the research paper.

### 2. METHODOLOGY

2.1. Data Collection and Pre-processing

Collecting data is the first step in creating a forecast. The amount of data necessary varies depending on the complexity of the underlying function that we are trying to approximate. The number of neurons in the neural network directly impacts the choice of the data set. A neural network is trained using pre-processed data to make forecasting easier. It is possible to perform data pre-processing, such as normalization, non-linear transformations and feature extraction.

Normalization is the first and most crucial stage in pre-processing of data. As a result, the neural network will be better able to retrieve meaningful information during training. For the most part, there are two ways to normalize data. Standardize the data to fall into a standard range - usually harmful to positive.
2. Simulation of Real-Time Forecasts

Although in actuality, these variables might be dependent on forecasts, actual weather data collected at the Fort Collins Weather Station [24] for the test day is utilized to model weather-related variables in the network. Regarding weather-predicting accuracy, [24] suggests that further research in this area may be warranted.

2.3. Artificial Neural Network

Artificial neural network undertakes calculations to replicate the learning processes of the human brain, which consists of a parallel-distributed structure of neurons that uses the gained knowledge to match inputs to outputs and make the "map" of the inputs to outputs available for usage. They are modelled after their namesakes in the brain and built to allow them to be adaptable [24]. An incomplete understanding of the brain's mechanism of neural information processing led to a variety of ANN models. An overview of ANN models for time-series forecasting is provided in the next section.

As one of the most often used ANN architectures for prediction algorithms, the multilayer perceptron (MLP) is renowned for its ability to adapt to complicated patterns [24]. Layers in MLPs comprise three layers: an input or input-output-output layer.

2.4. The Fuzzy Logic Systems

Weekday and weekend parameters of both fuzzy logic systems were intended to be identical [25]. The fuzzy logic system's input and output sets used symmetrical Gaussian distributed membership functions, with variables and parameterized throughout the evolutionary algorithm parameterization loop [26]. There are no discontinuous spots in the Gaussian distribution where the optimization may fail [24].

2.5. Mean Absolute Percentage Error (MAPE)

Error metrics explain that the gap between actual and expected values is successful if the model's performance is measured in terms of the difference between the actual and anticipated values. Due to the magnitude of this quantity's impact on model performance and dependability, forecasting's primary objective is to minimize it. Some error measures can be used to evaluate the model's performance. The MAPE error is the most frequently encountered among neural network researchers [12]. There are 24 forecast points in this example, and \( n \) is the number of forecast points. Calculating the most significant error across 24 hours also allows it to determine the amount of energy consumed during that period as represented by the area spanned by the load profile curve and the forecasting accuracy, referred to as the "magnitude of peak hour" [24].

2.6. Forecasting Load

In order to calculate the projected load profile, the ANN calculates the average of three load profiles. When the weights are initialized, this is done to reduce the random effects of the initialization. They are 24-hour periods with no precedent in the network, meaning that the network has never been exposed to a day like a forecast. The training and validation data sets are based on the data before the forecasting date [24].

3. SIMULATION RESULTS

The above Figure 1 shows the prediction of electricity loads using artificial neural networks and fuzzy logic at various hours, and we can see a sharp decline for ANN and an abrupt decline for FL from the 24 hours to 168 hours' horizon. The above analysis compares artificial neural networks (ANN) and fuzzy logic (FL) at various week hours. We can see that both ANN and FL show a better forecast.

The above Figure 2 reveals that regression shows a higher growth in electricity load prediction than FL and ANN from the first week of the Year, Sunday to Saturday. The electricity load consumption in Figure 2 was based daily for domestic, commercial, or industrial.

![Figure 1. Load forecast demand using artificial neural network (ANN), fuzzy logic (FL)](image1)

![Figure 2. Comparison of Load forecast demand for the first week of the Year using artificial neural network (ANN), fuzzy logic (FL) and Multiple Linear Regression](image2)
The domestic is a people dwelling place. Commercial consumers are businesses and industries that require a more considerable volume of supplies than residential clients do. The load, however, are predicted by residential vs commercial, with the latter being the more prevalent.

Figure 3 illustrates significant discrepancies between the three models. As shown from Figure 3, fuzzy logic and ANN approaches are more accurate and dependable than regression methods. According to statistical, qualitative characteristics such as MAPE, Figure 3 indicated that ANN and FL model were more potent than the regression model in predicting load. Compared to the MLR model, the selected ANN and FL model could predict load for training, validation, and testing stages with a per cent gain in $R^2$. Additionally, the ANN and FL model is clearly defined compared to the MLR model by considering the relatively similar values of statistical parameters such as the median or similar distribution for the actual values (Figure 3). Additionally, a graphical representation of the actual values by the ANN, FL and MLR models shown on a graph (Figure 3) can aid in predicting load.

A short-term load forecasting model for consumption was built using ANN and FL and then compared with regression (Figure 4). The study forecasted Turkey's electricity consumption using ANN and FL techniques; regression has the highest growth (Figure 4). This figure illustrates how an ANN and FL model improved short-term electrical load predictions. The suggested ensemble technique has lower variance and bias than regression. According to the findings, the regression shows the highest growth compared to FL and ANN in Figure 4. The above, Figure 5 shows the forecast with FL and ANN with Regression as a standard method, and this indicates that regression has the highest growth and highest mean absolute percentage error (MAPE) compared to FL and ANN. Although we can see that regression has the highest forecast growth but has lower precision compared to FL and ANN, both FL and ANN models keep lower MAPE per cent.

Recent years have seen a surge in interest in short-term power load forecasting, and the literature has numerous intriguing examples. Accurate load forecasting is critical for both power plants and manufacturing operations. Exogenous variables like weather, consumption time, day type, seasonal effects, and economic or political changes substantially affect the load consumption pattern. These methods have been modified to provide more precise approximations, necessitating the employment of a variety of methodologies.

The figures illustrate that non-linear linkages between input variables and load may impair ANN, FL, and MLR models. A comparison of ANN, FL, and MLR models demonstrated the critical importance of selecting the appropriate model to forecast load. ANN-based load forecasting can be enhanced on the Turkish market by using a more extensive training dataset and more detailed feature sets. The most critical aspect of developing an
effective system for anticipating electric load is selecting the appropriate input parameters. We studied the effect of these variables on the test subjects’ performance. We studied the effects of these factors on the performance of load forecasting using ANN and FL then compared the results to those obtained using Regression analysis. The Turkish market's hourly load data are derived from EPIAS. We computed hourly lagged load statistics using this data, including the previous hour's load, the load at the same hour the previous day, the same hour the previous week, and the average load for the last 24 hours. As the air temperature rises, the load increases to levels more significant than those experienced during the coldest temperatures. We evaluated the accuracy of our power load forecasting models using data from the deregulated Turkish market [27].

Fuzzy logic and artificial intelligence optimization techniques and approaches are extensively applied [18, 20, 21, 28, 29]. These fuzzy models have been enhanced and adjusted here with the assistance of specialists. The specialists directly impacted the system's ability to succeed due to their skill and breadth of knowledge. The knowledge base, ruleset, and rule count all develop in lockstep with the size of the input variable and membership function. As a result, the fuzzy model must be modified regardless of whether classical or artificial intelligence approaches are utilized [26].

This paper constructs a short ANN, FL, and Regression load predictors model. The first two forecasts and ANN and FL were done, while the second part compared ANN and FL with Regression. The performance may be improved by more intricate structures, such as the combination structure presented by Emeç and Akkaya [30].

In Turkey, electricity is generated by fossil fuel-fired power stations that rely heavily on natural gas. Turkey is forced to import petroleum and natural gas due to domestic resources. This reliance on imported energy directly affects power generation. Forecasting future electricity use is a significant issue in Turkey regarding planning electricity generation. Incorrect prediction of electricity usage will result in either a power shortfall or an oversupply of electricity. A power deficit will result in unhappiness and disharmony in the household and industrial sectors. The economy will suffer adversely due to the industrial sector's disarray. Excess electricity output will also cost the country money because it would produce more than is required [18].

Model for Analysis of Energy Demand (MAED) anticipates energy consumption based on various criteria about the country's economic, technological, social, and demographic characteristics. The MAED approach is not considered reliable for forecasting Turkey's electricity consumption. Because the assumptions utilized in MAED forecasts mirror the MENR's aims, anticipated figures are typically greater than actual energy consumption. As a result, providing updated electricity consumption predictions for Turkey has remained a priority over the years. MLR is used to decide which independent factors will anticipate future electricity usage using artificial neural networks. MLR is applied after the independent and dependent variables have been transformed logarithmically. Incorporating logarithmic transformation into the MLR allows the connection between the independent and dependent variables to remain non-linear while preserving the linear model [22, 31, 32].

Artificial neural networks (ANNs) have been used to forecast short-term demand. ANNs are mathematical or computational representations of biological neural networks that take structure and function into account. It comprises a network of artificial neurons that utilizes a connectionist algorithm to process information. Each artificial neural network is built on a single artificial neuron [6]; the neuron must adhere to only three rules: multiplication, addition, and activation. As a result, all input values are multiplied by a unique weight at the artificial neuron's entry site. The sum function is essential to the artificial neuron. Calculate the sum of all weighted inputs and biases. A transfer function, or activation function, is the sum of previously weighted inputs and biases that have passed through the exit of the artificial neuron [32].

From Monday to Sunday, the days of the week were allocated number values ranging from 1 to 7. The 'weekdays' are denoted by the number 1 and the 'weekends' by the number 0. Additionally, the hours of the day were allocated numbers ranging from 1 to 24, indicating 1 am to 12 midnight. Adjustments to the network were now made till the optimal performance was obtained. The number of epochs, hidden layers, activation functions, and network design, among other parameters, can be modified to obtain the optimal network. Training is essentially a matter of trial and error. The activation function was the sigmoid transfer function [33-35].

Fuzzy set theory is a generalization of classical set theory. In classical set theory, an element is either a member of or not a member of a given set. As a result, the degree of membership in that set is its crisp value [26]. However, in fuzzy set theory, an element's degree of membership can be modified continually from the realm of discourse, a fuzzy set maps to the near interval 0, 1. In fuzzy sets, a membership function can represent the continuous character of data. Fuzzy set theory is a critical component of artificial intelligence (AI) and has many applications in load forecasting. For instance, it can model standard linguistic variables imprecise or ambiguous on a cognitive level. Load forecasting is fraught with uncertainty due to variations in parameters such as temperature, humidity, rainfall, wind speed, air pressure, and solar radiation about the load, and its value cannot be predicted mathematically. As a result, a fuzzy logic approach will be the most appropriate way to apply
in these circumstances [20]. Therefore, fuzzy logic is utilized to map the highly non-linear relationship between meteorological characteristics and their impact on peak demand each month of the year (membership functions). The two parameters, temperature, and humidity are employed as inputs to the fuzzy logic model in this paper, whereas load is used as an output [36].

MLR is more trustworthy than FNN, fuzzy logic, and ANN approaches. This article suggests three distinct STLF approaches: ANN, Fuzzy Logic, and Fuzzy Neural Network. The load data for the ISO New England power utility are compared to those using the multiple linear regression approach. The figures demonstrate that the more recent fuzzy logic, ANN, and FNN algorithms surpass the previous MLR strategy. We have rephrased this for clarity, but the relationship between preceding one-week and two-day time-lag loading is likely more substantial [21,29,31,33,37-39].

The electrical load is affected by the calendar effect, consumption, electricity pricing, weather, and currency. These factors have the following effects: Demand is influenced by the calendar, which includes working hours, holidays, and national or religious festivals. Consumption is directly related to demand in both the industrial and household sectors. Electricity prices are affected by both production and trade. The current weather conditions may affect electricity usage. These four weather measures are sometimes regarded as the most affectionate because they need the usage of air conditioners or electric heaters. Currency changes also affect cross-border electricity trade agreements and industrial costs [38,40].

From a utilitarian viewpoint, ANN, as a black-box technique, can lower the entrance barrier for engineers interested in load forecasting, as it does not require advanced statistical knowledge or an understanding of systems. On the other hand, an ANN-based method does not provide a systematic means for engineers to improve their understanding of the system or their knowledge of its load consumption [41]. From this advantage point, the MLR methodology offers an advantage over the ANN approach: the many impacts, such as holiday and weekend effects, can be detected and modelled transparently and methodically. They analyzed using multiple linear regression (MLR) and artificial neural networks (ANN). They employed seven independent variables to forecast energy use over time; multiple linear regression was used to analyze the proposed models. By analyzing all possible combinations of the seven independent and dependent variables, 27 equations were constructed. Three models were chosen as the best for predicting future energy use, and these three models were combined in an ANN to do so. They created the ANN using back-propagation training with a feed-forward multilayer perceptron neural network [27,32,35,42].

An error-based comparison was performed between the proposed model and the classical back propagation-trained ANN model [43]. The suggested technique outperforms standard neural networks in terms of energy demand prediction. MENR (Ministry of Energy and Natural Resources) estimates were lower in both instances [36,44]. The word "primary energy" refers to an unaltered type of energy. Two examples are coal and natural gas. Logarithmic regression was used to generate the model, and t- and F-tests were used to validate it [24]. Additionally, he forecasted Turkey's PEC from 2010 to 2025 using three different growth rates for the CP and GDP.

Over two-thirds of the energy consumed in the United States is generated by electricity. Additionally, there are additional articles devoted to Turkey's electricity consumption predictions. There is a correlation between meteorological conditions and electrical consumption in short-term projections. The long-term electricity consumption of Turkey is calculated by Senthil Kumar et al. [6] using a recurrent neural network (RNN) and a three-layered feed-forward back-propagation network (FFBPN). Finally, the RNN is the most effective structure. The authors have forecasted Turkey's electricity demand for 2008-2014.

3. CONCLUSION

Load forecasting aids an electric utility in purchasing and generating power, load shifting, and infrastructure development. Demand forecasting is critical in a deregulated energy industry. Load forecasting has three categories—load projection for one hour to one week. Short term load forecasting can help predict load flows and minimize overloading. The daily load peak forecast is fundamental in dispatching tasks. ANN and FL short-term load forecasting models usually rely on endogenous information, generally in the active power. The proposed techniques in this study were used to forecast the load for Turkey electricity. These two methods yield a minimal MAPE value compared to regression. Artificial Neural Networks and Fuzzy logic are recent technologies that predict and reduce actual and forecasted demand. There was no historical data for the load forecast for the selected years. As a result, the data was forecasted for these two years. Therefore, future studies should investigate the other new technologies to forecast; future studies can also forecast for different states in Turkey using the same techniques.

4. REFERENCES

1. Hausmann, P. Demand Forecast. (2020), 39-49.
2. Ivanov, D., Tsipoulanidis, A., and Schönberger, J. Demand Forecasting. (2017), 301-315.
3. Bhattacharyya, S. Energy Demand Forecasting. (2019), 121-145.
1. Karaçoş, A. G., and Erkan, T. E. “Exploiting Visual Features in Financial Time Series Prediction.” *International Journal of Cognitive Informatics and Natural Intelligence*, Vol. 14, No. 2, (2020), 61-76.

2. Islam, M., Che, H., Hasanuzzaman, M., and Rahim, N. A. Energy Demand Forecasting. (2020), 105-123.

3. Senthil Kumar, A., Goyal, M., Ojha, C., Singh, R., and Swamee, P. “Application of Artificial Neural Network, Fuzzy Logic and Decision Tree Algorithms for Modelling of Sewage Flow at Kasol in India.” *Water Science and Technology: a Journal of the International Association on Water Pollution Research*, Vol. 68, (2013), 2521-6. https://doi.org/10.2166/wst.2013.491.

4. Hasheminia, H., and Niaki, S. “A Hybrid Method of Econometrics and Artificial Neural Networks for Forecasting Economic Phenomena.” *Sharif Journal of Science and Technology*, Vol. 24, (2008), 39-45.

5. Yama, B. R., and Lineberry, G. T. “Artificial Neural Network Application Task in Mining.” *Mining Engineering (Littleton, Colorado)*, Vol. 51, (1999), 59-64.

6. Sharma, M. “Artificial Neural Network Fuzzy Inference System (ANFIS) For Brain Tumor Detection.” (2012).

7. Mounce, S., Boxall, J., and Machell, J. An Artificial Neural Network/Fuzzy Logic System for DMA Flow Meter Data Analysis Providing Burst Identification and Size Estimation. (2007).

8. Pezeshki, Z., and Mazinimi, S. M. “Comparison of Artificial Neural Networks, Fuzzy Logic and Neuro-Fuzzy for Predicting Optimization of Building Thermal Consumption: A Survey.” *Artificial Intelligence Review*, Vol. 52, (2019), 495-525. https://doi.org/10.1007/s10462-018-9630-6.

9. Lin, M., Huang, C., Chen, R., Fujita, H., and Wang, X. “Directional Correlation Coefficient Measures for Pythagorean Fuzzy Sets: Their Applications to Medical Diagnosis and Cluster Analysis.” *Complex & Intelligent Systems*, Vol. 7, No. 2, (2021), 1025-1043. https://doi.org/10.1007/s40747-020-00261-1.

10. Sekerci, H. Load Demand Forecast of Organized Industrial Zone and Imbalance Cost Analysis. (2019).

11. Yao, A. W. L., Liao, H., and Liu, C. “A Taguchi and Neural Network Based Electric Load Demand Forecaster.” *The Open Automation and Control Systems Journal*, Vol. 1, (2008), 7-13. https://doi.org/10.2174/1874443800801010007.

12. Aksoy, A., Ozturk, N., and Sucky, E. “Demand Forecasting for Apparel Manufacturers by Using Neuro-Fuzzy Techniques.” *Journal of Modelling in Management*, Vol. 9, No. 1, (2014), 18-35. https://doi.org/10.1108/JM-J-2011-0045.

13. Rama, K., and Gooda Sahib-Kaudeer, N. A Predictive Analysis of Residential Electrical Load Demand in Mauritius. (2020).

14. Sikora, R., Baniukiewicz, P., Chady, T., Lopato, P., Psuj, G., Grzywacz, B., and Misztal, L. Artificial Neural Networks and Fuzzy Logic in Nondestructive Evaluation. In *Studies in Applied Electromagnetics and Mechanics*, (2014), 137-151.

15. Mannan, A. A., Sohel, Md., Mohammad, N., Haque Sunny, Md. S., Djeza, D. R., and Presaad, E. A Comprehensive Review of the Load Forecasting Techniques Using Single and Hybrid Predictive Models.” *IEEE Access*, Vol. 8, (2020), 134911-134939. https://doi.org/10.1109/ACCESS.2020.3010702.

16. Chen, K.-L., and Lu, T.-L. “A Hybrid Demand Forecasting Model Based on Empirical Mode Decomposition and Artificial Neural Network in Ti-Led Industry.” *Cybernetics and Systems*, Vol. 43, No. 5, (2012), 426-441. https://doi.org/10.1080/016922912.2012.688691.

17. Sina, A., and Kaur, D. “An Accurate Hybrid Approach for Electric Short-Term Load Forecasting.” *IETE Journal of Research*, (2021), 1-16. https://doi.org/10.03772063.2021.1905085.

18. Azadeh, A., Neshat, N., Rafiee, K., and Zohrevand, A. M. “An Adaptive Neural Network-Fuzzy Linear Regression Approach for Improved Car Ownership Estimation and Forecasting in Complex and Uncertain Environments: The Case of Iran.” *Transportation Planning and Technology*, Vol. 35, No. 2, (2012), 221-240. https://doi.org/10.1080/03080106.2011.651887.

19. Srisaeng, P., Baxter, G. S., and Wild, G. “An Adaptive Neuro-Fuzzy Inference System for Forecasting Australia’s Domestic Low Cost Carrier Passenger Demand.” *Aviation*, Vol. 19, No. 3, (2015), 150-163. https://doi.org/10.3846/16487788.2015.1104806.

20. Gordini, N., and Veglio, V. “Customers Churn Prediction and Marketing Retention Strategies. An Application of Support Vector Machines Based on the AUC Parameter-Selection Technique in B2B e-Commerce Industry.” *Industrial Marketing Management*, Vol. 52, (2017), 100-107. https://doi.org/10.1016/j.indmarman.2016.08.003.

21. Tapoglou, E., Karatzas, G., Trichakis, I., and Varouchakis, E. Uncertainty Analysis of a Combined Artificial Neural Network - Fuzzy Logic - Kriging System for Spatial and Temporal Simulation of Hydraulic Head. (2015).

22. Moosavi, S. M. S., and Seibarchry, M. “A Robust Multi-Objective Fuzzy Model for a Green Closed-Loop Supply Chain Network under Uncertain Demand and Reliability (A Case Study in Engine Oil Industry).” *International Journal of Engineering*, Vol. 34, No. 12, (2021), 2585-2603. https://doi.org/10.5829/ije.2021.34.12c.03.

23. Lin, M., Li, X., Chen, R., Fujita, H., and Lin, J. “Picture Fuzzy Interfunctional Partitioned Heronian Mean Aggregation Operators: An Application to MADM Process.” *Artificial Intelligence Review*, (2021). https://doi.org/10.1007/s10462-021-09953-7.

24. Bozkurt, Ö. Ö., Bircikç, G., and Taşyüz, Z. C. “Artificial Neural Network and SARIMA Based Models for Power Load Forecasting in Turkish Electricity Market.” *PLOS ONE*, Vol. 12, No. 4, (2017), e0175915. https://doi.org/10.1371/journal.pone.0175915.

25. Farahbakhsh, H., Pourfar, I., and Lashkar Ara, A. “A Modified Artificial Bee Colony Algorithm Using Accept-Reject Method: Theory and Application in Virtual Power Plant Planning.” *IETE Journal of Research*, (2021), 1-16. https://doi.org/10.03772063.2021.1973597.

26. Verma, D., Dong, Y., Sharma, M., and Chaudhary, A. K. “Advanced Processing of 3D Printed Biocomposite Materials Using Artificial Intelligence.” *Materials and Manufacturing Processes*, (2021), 1-21. https://doi.org/10.1080/1042679X.2021.1945909.

27. Emec, Ş., and Akkaya, G. TÜRKİYE’S ELECTRICITY CONSUMPTION FORECASTING with ARTIFICIAL NEURAL NETWORKS. (2019).

28. Chen, K.-L., Yeh, C.-C., and Lu, T.-L. “A Hybrid Demand Forecasting Model Based on Empirical Mode Decomposition and Artificial Neural Network in Ti-Led Industry.” *Cybernetics and Systems*, Vol. 43, No. 5, (2012), 426-441. https://doi.org/10.1080/016922912.2012.688691.

29. Almasri, R. A., and Narayan, S. “A Recent Review of Energy Efficiency and Renewable Energy in the Gulf Cooperation Council (GCC) Region.” *International Journal of Green Energy*, Vol. 18, No. 14, (2021), 1441-1468. https://doi.org/10.1080/15435075.2021.1904941.

30. Fahad, M., and Arbab, N. “Factor Affecting Short Term Load Forecasting.” (2014). https://doi.org/10.7763/JOCET.V2.145.

31. Kumaran, J., and Ravi, G. “Long-Term Sector-Wise Electrical Energy Forecasting Using Artificial Neural Network and Biogeography-Based Optimization.” *Electric Power Components and Systems*, Vol. 43, No. 11, (2015), 1225-1235. https://doi.org/10.1080/15325008.2015.1028115.
35. Çunkaş, M., and Altun, A. A. “Long Term Electricity Demand Forecasting in Turkey Using Artificial Neural Networks.” *Energy Sources, Part B: Economics, Planning, and Policy*, Vol. 5, No. 3, (2010), 279-289. https://doi.org/10.1080/15567240802533542.

36. Blancas, J., and Noel, J. Short-Term Load Forecasting Using Fuzzy Logic. Presented at the 2018 IEEE PES Transmission Distribution Conference and Exhibition - Latin America (T-DLA), (2018).

37. González-Fernández, I., Iglesias-Otero, M. A., Esteki, M., Moldes, O. A., Mejuto, J. C., and Simal-Gandara, J. “A Critical Review on the Use of Artificial Neural Networks in Olive Oil Production, Characterization and Authentication.” *Critical Reviews in Food Science and Nutrition*, Vol. 59, No. 12, (2019), 1913-1926. https://doi.org/10.1080/10408398.2018.1433628.

38. Wang, R., Chen, S., and Lu, J. “Electric Short-Term Load Forecast Integrated Method Based on Time-Segment and Improved MDSC-BP.” *Systems Science & Control Engineering*, Vol. 9, (2021), 80-86. https://doi.org/10.1080/21642583.2020.1843088.

39. Oğcu, G., Demirel, O. F., and Zaim, S. “Forecasting Electricity Consumption with Neural Networks and Support Vector Regression.” *Procedia - Social and Behavioral Sciences*, Vol. 58, (2012), 1576-1585. https://doi.org/10.1016/j.sbspro.2012.09.1144.

40. Fatema, I., Kong, X., and Fang, G. “Electricity Demand and Price Forecasting Model for Sustainable Smart Grid Using Comprehensive Long Short-Term Memory.” *International Journal of Sustainable Engineering*, Vol. 0, No. 0, (2021), 1-19. https://doi.org/10.1080/19397038.2021.1951882.

41. Siddharth, D., Saini, D. K. J., and Singh, P. “An Efficient Approach for Edge Detection Technique Using Kalman Filter with Artificial Neural Network.” *International Journal of Engineering*, Vol. 34, No. 12, (2021), 2604-2610. https://doi.org/10.5829/ijie.2021.34.12e.04.

42. Borade, A. B., and Bansod, S. V. “Comparison of Neural Network-Based Forecasting Methods Using Multi-Criteria Decision-Making Tools.” *Supply Chain Forum: An International Journal*, Vol. 12, No. 4, (2011), 4-14. https://doi.org/10.1080/16258312.2011.11517276.

43. Antonopoulos, V. Z., Gianniotis, S. K., and Antonopoulos, A. V. “Artificial Neural Networks and Empirical Equations to Estimate Daily Evaporation: Application to Lake Vegeritis, Greece.” *Hydrological Sciences Journal*, Vol. 61, No. 14, (2016), 2590-2599. https://doi.org/10.1080/02626667.2016.1142667.

44. Demireno, A., and Ceylan, G. “Middle Anatolian Region Short-Term Load Forecasting Using Artificial Neural Networks.” *Electric Power Components and Systems*, Vol. 34, No. 6, (2006), 707-724. https://doi.org/10.1080/15325000600419284.