Shape spaces are fundamental in a variety of applications including image registration, morphing, matching, interpolation, and shape optimization. In this work, we consider two-dimensional shapes represented by triangular meshes of a given connectivity. We show that the collection of admissible configurations representable by such meshes form a smooth manifold. For this manifold of planar triangular meshes we propose a geodesically complete Riemannian metric. It is a distinguishing feature of this metric that it preserves the mesh connectivity and prevents the mesh from degrading along geodesic curves. We detail a symplectic numerical integrator for the geodesic equation in its Hamiltonian formulation. Numerical experiments show that the proposed metric keeps the cell aspect ratios bounded away from zero and thus avoids mesh degradation along arbitrarily long geodesic curves.
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1. Introduction

The notion of shapes is essential for the study of many problems in modeling, computer graphics, geometry processing, computer vision and other fields. Regardless of the field of application, shapes can be described in many different ways. We mention sets of points with a connectivity structure Kendall, 1984; Bookstein, 1986, closed curves describing the boundary of planar shapes Klassen et al., 2004; Michor, Mumford, 2006 or surfaces in higher dimension Bauer, Harms, Michor, 2011; 2012, characteristic functions Delfour, Zolésio, 2011; Zolésio, 2007. For a general overview on shape representations, we direct the reader to Younes, 2010.

In some of these references, the collection of shapes in the respective class is endowed with the structure of a Riemannian manifold. For instance, the pioneering work of Kendall, 1984 defines shapes in terms of a set of points called landmarks together with their connectivity. The author considers configurations...
modulo translations, rotations, and scaling. In Michor, Mumford, 2006, the authors define shapes as embeddings of the unit circle in the plane modulo reparametrizations, which constitutes an infinite-dimensional manifold. For an easily accessible overview of shape manifolds and their metrics, we refer the reader to Younes, 2012.

In this paper, we are considering two-dimensional shapes represented by triangular meshes, see for instance Figure 3.1. Mesh representations are frequently used in image registration and image morphing applications; see, e.g., Alexa, Cohen-Or, Levin, 2000; Alexa, 2002; Baghaie, Yu, D’souza, 2014. Moreover, meshes frequently appear when partial differential equations are involved, notably in PDE-constrained shape optimization problems; see, e.g., Mohammadi, Pironneau, 2010; Paganini, 2016; Schulz, Siebenborn, Welker, 2016.

Although PDE-constrained shape optimization will not play a role in this paper, we draw our motivation from the following two observations. First, the prevalent approach for the evaluation of shape derivatives is of the optimize–then–discretize category. Without going into details here, the application of the continuous shape derivative on discrete meshes can cause additional errors to appear; see the discussion in Berggren, 2010 for details. Second, when transitioning from one mesh to another, one frequently allows each mesh vertex to move along a straight line with an assigned velocity (a Euclidean geodesic). This almost always causes the mesh quality to deteriorate and the mesh to become degenerate in finite time; compare Figure 4.3. Both effects represent severe obstacles in computational shape optimization, and many approaches have been proposed to mitigate mesh deterioration; see for instance the overview provided in Etling et al., 2020.

In this paper, we are proposing to represent shapes as the collection of all admissible vertex positions of a given reference mesh. This set turns out to be a finite dimensional manifold, which we endow with a suitable Riemannian metric. The metric on this manifold of planar triangular meshes is designed to be geodesically complete. This allows us to achieve mesh deformations along geodesic curves with any given initial velocity and for arbitrarily long times while maintaining non-generate meshes with a given connectivity. We also observe numerically that cell aspect ratios remain bounded away from zero. Notice that, in contrast to other shape manifolds, e.g., Kendall, 1984; Younes, 1998, the manifold of planar triangular meshes does not identify meshes which are obtained by rotations, translations, and scalings of each other. This is motivated by our goal of using this space for PDE-constrained shape optimization problems in the future, where these identifications cannot be made due to space dependent data.

To the best of our knowledge, the literature in which meshes are considered points on a shape manifold is still scarce. We are aware of a series of contributions considering meshes representing the surface of three-dimensional objects instead of flat shapes. In their seminal paper Kilian, Mitra, Pottmann, 2007, the authors consider two Riemannian metrics on this space based on isometric and rigid deformations. In Heeren et al., 2012, the authors propose a Riemannian metric for the space of discrete thin shells, which takes into account viscous dissipation in terms of membrane and bending energies to reflect physical behavior. The authors in Yang et al., 2011 provide a framework to characterize spaces of quad meshes implicitly prescribed by a collection of non-linear constraints. They also propose ways to explore this shape space using tangent vectors and quadratically parametrized osculant surfaces. In Amenta, Rojas, 2020, the authors consider the embedding of a triangular surface mesh into \( \mathbb{R}^3 \) up to translations, rotations and scale, using its vector of dihedral angles. Finally, Liu et al., 2010 construct shape spaces equipped with Riemannian metrics measuring how costly it is to interpolate
two shapes through elastic deformations. Their representation of shapes is based on the discrete exterior derivative, or coboundary operator, of parametrizations over a finite simplicial complex.

In contrast to all of the above, our emphasis is on providing a rigorous differential geometric framework for the admissible vertex configurations of planar triangular meshes and a geodesically complete Riemannian metric. The latter avoids mesh degradation while still allowing large deformations without jeopardizing mesh quality. Our work has direct applications in shape optimization and it allows us to formulate and pursue a novel and fully discrete approach to PDE-constrained shape optimization. This will be discussed elsewhere.

This manuscript is organized as follows. In Section 2 we present a brief motivation by considering the space of point configurations on the real line and equipping it with a complete Riemannian metric. The formal presentation of the manifold of planar triangular meshes and its principal properties can be found in Section 3. In Section 4 we propose a Riemannian metric and prove its completeness. Since closed form solutions of the ensuing geodesic equations are not available, we consider in Section 5 the numerical integration of the geodesic in Hamiltonian formulation by the symplectic Störmer–Verlet scheme. Finally, we present numerical experiments in Section 6 which illustrate the behavior of mesh transformations along the geodesics associated with the proposed metric. The conditions which define admissible vertex configurations are formulated in the language of abstract and geometric simplicial complexes. The reader will find relevant background material in the appendix, along with auxiliary results.

2. Motivation in 1D

In order to illustrate and motivate the concepts developed in this manuscript for two-dimensional triangular meshes, we briefly sketch a one-dimensional analogue first. In this simplified model, we consider a number $N_V \geq 2$ of points arranged along the real line. The variable point coordinates are denoted by $q_i \in \mathbb{R}$, $i = 1, \ldots, N_V$. We are interested in all admissible point configurations, given by

$$
\mathcal{M}_+ := \left\{ Q = (q_1, \ldots, q_{N_V}) \in \mathbb{R}^{N_V} \big| q_1 < q_2 < \cdots < q_{N_V} \right\}.
$$

The only condition for non-degeneracy is that the points maintain their ordering and positive distances from each other.

Clearly, $\mathcal{M}_+$ is an open submanifold of $\mathbb{R}^{N_V}$. When endowed with the Euclidean Riemannian metric, $\mathcal{M}_+$ is not geodesically complete. In fact, geodesics in this metric are the curves $\gamma(t) = Q_0 + t V_0$ with initial positions $Q_0 \in \mathcal{M}_+$ and initial velocity $V_0 \in \mathbb{R}^{N_V}$. It is easy to see that Euclidean geodesics exist for all $t \in \mathbb{R}$ if and only if the components of the initial velocity are all identical, i.e., $V_0^1 = \ldots = V_0^{N_V}$.

Our interest is to establish a geodesically complete Riemannian metric for $\mathcal{M}_+$, which ensures that all geodesics exist for all $t \in \mathbb{R}$. The key component is to find a function $f: \mathcal{M}_+ \to \mathbb{R}$ which is proper, i.e., for which the preimages $f^{-1}(K)$ of compact sets $K \subset \mathbb{R}$ are compact in $\mathcal{M}_+$. One particular choice of such a function is

$$
f(Q) := \sum_{i=1}^{N_V-1} \frac{1}{q_{i+1} - q_i} + \frac{\beta}{2} |Q - Q_{\text{ref}}|^2.
$$

(2.2)
with $\beta > 0$. A theorem of Gordon, 1973 then shows that the augmented Riemannian metric represented by
\[ g_{ab} = \delta^b_a + \frac{\partial f}{\partial q^a} \frac{\partial f}{\partial q^b} \] (2.3)
is geodesically complete. Here $\delta^b_a$ is the Kronecker delta symbol representing the Euclidean metric.

Unfortunately and, perhaps, surprisingly, even in this one-dimensional setting, the structure of the geodesic equation associated with this Riemannian metric is little intuitive. In the simplest case with $N_V = 2$ and the marginal choice $\beta = 0$, it can be shown by straightforward calculations that this is a second-order differential equation of the form
\[ \ddot{\mu} = 0, \]
\[ \ddot{\epsilon} - 2 \Gamma(\epsilon) [\dot{\epsilon}]^2 = 0, \]
where $\mu = q_1 + q_2$ is twice the average position of the two points, and $\epsilon = q_2 - q_1$ denotes twice their distance. Moreover, $\Gamma$ is one of the Christoffel symbols, which can be evaluated as
\[ \Gamma(\epsilon) = \frac{2}{\epsilon^3 + 2\epsilon}. \]

Some trajectories of the geodesic equation for various initial conditions and numbers of points and with $\beta = 1$, obtained using numerical integration, are shown in Figure 2.1. It can clearly be seen that the goal of maintaining non-degenerate configurations is achieved for all $t \in \mathbb{R}$.

The transition from the simple one-dimensional setting to two-dimensional meshes is non-trivial. First of all, the conditions which describe the admissible vertex configurations, and thus the manifold of planar triangular meshes, require some thought. Second, the design of a proper function $f$, and the proof of its properness, are significantly more complex.

Figure 2.1: Snapshots of geodesics on the 1D configuration space $M_\gamma$ from (2.1) with the metric (2.3) and $\beta = 1$. Velocities are shown as arrows with their Euclidean lengths.
3. **Manifold of Planar Triangular Meshes**

As was already mentioned, we consider shapes represented by triangular meshes in $\mathbb{R}^2$ like those frequently used, e. g., in finite element computations. Informally, a triangular mesh is a finite collection of non-degenerate triangles satisfying the condition that the intersection of any two triangles is either empty, a common edge, or a common vertex; see, e. g., Quarteroni, Valli, 1994, Ch. 3. In the language of simplicial complexes, such meshes are precisely the *pure simplicial 2-complexes*.

In fact, we restrict the discussion to meshes with the property that any two distinct triangles $T_A, T_B$ are connected by a finite sequence of triangles $T_A = T_0, T_1, \ldots, T_n = T_B$ such that $T_i \cap T_{i+1}$ is a common edge of both for all $i = 0, \ldots, n - 1$. We refer to this property as *2-path connectedness* below. Clearly, this implies that the union of all triangles forms a connected subset of $\mathbb{R}^2$. Two examples of such meshes are shown in Figure 3.1.

![Figure 3.1: Two examples of triangular meshes, similar to Alexa, Cohen-Or, Levin, 2000, Fig. 4.](image)

Intuitively, a mesh is described by its connectivity and the positions of its vertices. We recall that we are interested in all possible configurations of vertex positions a mesh of a given connectivity can attain. To this end, we need to formulate conditions which avoid triangles becoming degenerate and vertices entering triangles to which they are not incident; see Figure 3.2.

![Figure 3.2: Admissible (left) and inadmissible (right) assignment of vertex coordinates for two meshes sharing the same connectivity.](image)
3.1. Admissible Meshes

In order to make these ideas formal, we utilize the concept of abstract simplicial complexes as well as geometric simplicial complexes; see Appendix A. We emphasize that all geometric simplicial complexes throughout the manuscript have vertices in \( \mathbb{R}^2 \). From now on, we will use interchangeably the terms 0-face or vertex, 1-face or edge, and 2-faces or triangle. For simplicity of notation and without loss of generality, the 0-faces will be numbered \( 1, \ldots, N_V \).

We begin with the formalization of connectivity.

**Definition 3.1.** Suppose that \( \Delta \) is an abstract simplicial 2-complex with vertex set \( V = \{ 1, \ldots, N_V \} \). We say that \( \Delta \) is a **connectivity complex**, provided that

(i) \( \Delta \) is pure,

(ii) \( \Delta \) is 2-path connected,

**Example 3.2.** The abstract simplicial 2-complex

\[
\Delta = \{ \{ 1 \}, \{ 2 \}, \{ 3 \}, \{ 4 \}, \{ 5 \}, \{ 1, 2 \}, \{ 2, 3 \}, \{ 3, 4 \}, \{ 1, 5 \}, \{ 2, 5 \}, \{ 3, 5 \}, \{ 4, 5 \}, \{ 1, 2, 5 \}, \{ 2, 3, 5 \}, \{ 3, 4, 5 \}, \{ 4, 1, 5 \} \}
\]

(3.1)

is a connectivity complex. By contrast, the following abstract simplicial 2-complexes are not connectivity complexes since they violate conditions (i) and (ii), respectively:

\[
\Delta = \{ \{ 1 \}, \{ 2 \}, \{ 3 \}, \{ 4 \}, \{ 1, 2 \}, \{ 2, 3 \}, \{ 3, 1 \}, \{ 1, 4 \}, \{ 1, 2, 3 \} \},
\]

\[
\Delta = \{ \{ 1 \}, \{ 2 \}, \{ 3 \}, \{ 4 \}, \{ 5 \}, \{ 1, 2 \}, \{ 2, 3 \}, \{ 3, 1 \}, \{ 3, 4 \}, \{ 4, 5 \}, \{ 5, 3 \}, \{ 1, 2, 3 \}, \{ 3, 4, 5 \} \}.
\]

A connectivity complex \( \Delta \) is a purely combinatorial object, which we can think of as a recipe for constructing meshes. In order to achieve the latter, we need to assign vertex positions. These can be summarized in a matrix

\[
Q = \begin{bmatrix} q_1 & q_2 & \ldots & q_{N_V} \end{bmatrix} \in \mathbb{R}^{2 \times N_V}.
\]

(3.2)

As is illustrated in Figure 3.2, not all assignments of vertex positions will give rise to an admissible mesh. In order to distinguish those which do from those which don’t, we require further notation. Given a connectivity complex \( \Delta \) and an assignment \( Q \) of its vertex positions, we define

\[
\Sigma_\Delta(Q) := \{ \text{conv}\{q_{i_0}, \ldots, q_{i_k}\} \mid \{i_0, \ldots, i_k\} \in \Delta \} \subset \mathcal{P}(\mathbb{R}^2),
\]

(3.3)

where \( \mathcal{P}(\mathbb{R}^2) \) denotes the power set of \( \mathbb{R}^2 \). In other words, \( \Sigma_\Delta(Q) \) collects the convex hulls of the vertices of all 0-, 1- and 2-faces in \( \Delta \).

We can now formalize the set of all admissible meshes with a given connectivity as follows.

**Definition 3.3.** Suppose that \( \Delta \) is a connectivity complex with vertex set \( V = \{ 1, \ldots, N_V \} \). Then we define the set of admissible meshes with connectivity \( \Delta \) as

\[
\mathcal{M}_\Delta(\Delta) := \left\{ Q \in \mathbb{R}^{2 \times N_V} \left| \Sigma_\Delta(Q) \text{ is a geometric simplicial complex in } \mathbb{R}^2 \right. \right. \left. \left. \text{whose associated abstract simplicial complex is } \Delta \right\} \right. .
\]

(3.4)
Notice that \( Q \in \mathcal{M}_0(\Delta) \) implies that \( \{ q_{i_0}, q_{i_1}, q_{i_2} \} \) are affine independent for all \( \{ i_0, i_1, i_2 \} \in \Delta \).

The conditions of \( \Sigma_\Delta(Q) \) formalize the idea of an admissible mesh, i.e., that all triangles be non-degenerate and that any two intersecting triangles can only intersect in a common edge or a common vertex. We remark that we need to insist in definition (3.4) that the abstract simplicial complex associated with \( \Sigma_\Delta(Q) \) agrees with \( \Delta \). As an example, consider

\[
\Delta = \{ \{1\}, \{2\}, \{3\}, \{4\}, \{1, 2\}, \{2, 3\}, \{3, 1\}, \{1, 4\}, \{4, 2\}, \{2, 1\}, \{1, 2, 3\}, \{2, 1, 4\} \}
\]

and choose coordinates such that \( \text{conv}\{q_1, q_2, q_3\} \) and \( \text{conv}\{q_2, q_1, q_4\} \) are 2-simplices but \( q_3 = q_4 \) holds. Then \( \Sigma_\Delta(Q) \) is a geometric simplicial complex but its abstract simplicial complex is smaller than \( \Delta \) since the two triangles coincide.

It is easy to see that there exist connectivity complexes \( \Delta \) for which \( \mathcal{M}_0(\Delta) \) is empty. This is the case, for instance, when

\[
\Delta = \{ \{1\}, \{2\}, \{3\}, \{4\}, \{1, 2\}, \{2, 3\}, \{3, 1\}, \{1, 4\}, \{4, 2\}, \{1, 2\}, \{1, 2, 3\}, \{1, 2, 4\} \}
\]

Notice that there are three triangles with one common edge, which represents an impossible configuration for a geometric simplicial 2-complex in \( \mathbb{R}^2 \).

The possible emptiness of \( \mathcal{M}_0(\Delta) \) will not be a cause of concern in what follows.

**Proposition 3.4.** For any given connectivity complex \( \Delta \) with vertex set \( V = \{1, \ldots, N_V\} \), the set \( \mathcal{M}_0(\Delta) \) is an open (possibly empty) subset of \( \mathbb{R}^{2 \times N_V} \).

**Proof.** We can assume that \( \mathcal{M}_0(\Delta) \) is non-empty. Let \( Q \in \mathcal{M}_0(\Delta) \) be arbitrary. We need to prove that there exists \( \delta > 0 \) such that the open ball \( B_\delta(Q) \subset \mathbb{R}^{2 \times N_V} \), e.g., in the Frobenius norm, belongs to \( \mathcal{M}_0(\Delta) \). We proceed in the following steps, selecting a suitable \( \delta > 0 \) along the way. We show that, for all \( U \in B_\delta(Q) \),

(i) \( \Sigma_\Delta(U) \) is a geometric simplicial 2-complex and

(ii) \( \Sigma_\Delta(U) \) has associated abstract simplicial complex \( \Delta \).

We begin with statement (i). Suppose that \( \{i_0, i_1, i_2\} \) is an arbitrary 2-face in \( \Delta \). Since \( \{q_{i_0}, q_{i_1}, q_{i_2}\} \) is affine independent, \( \text{det} \left[ q_{i_1} - q_{i_0}, \ q_{i_2} - q_{i_1} \right] \neq 0 \). By continuity of the determinant function, we can find \( \delta > 0 \) such that \( \text{det} \left[ u_{i_1} - u_{i_0}, \ u_{i_2} - u_{i_1} \right] \) has the same sign as before for all \( U \in B_\delta(Q) \). Therefore, \( \text{conv}\{u_{i_0}, u_{i_1}, u_{i_2}\} \) is a 2-simplex. Since the number of 2-faces in \( \Delta \) is finite, a joint value of \( \delta > 0 \) can be found which is valid for all 2-faces in \( \Delta \). Clearly, the same reasoning also applies to the 1-faces and 0-faces. Consequently, for all \( U \in B_\delta(Q) \), \( \Sigma_\Delta(U) \) consists of a collection of simplices whose dimension agrees with the dimension of the corresponding face of \( \Delta \).

In the following, let \( \sigma \) and \( \sigma' \) be any two distinct faces in \( \Delta \). We denote by \( \sigma(Q) \) and \( \sigma'(Q) \) the corresponding simplices in \( \Sigma_\Delta(Q) \). For instance, when \( \sigma = \{i_0, \ldots, i_k\} \), then \( \sigma(Q) = \text{conv}\{q_{i_0}, \ldots, q_{i_k}\} \). By construction, it is clear that when \( \tau \subset \sigma \) holds, then \( \tau(U) \) is a face of \( \Sigma_\Delta(U) \), for all \( U \in B_\delta(Q) \). We
also know that \( \tau(Q) := \sigma(Q) \cap \sigma'(Q) \) is either empty or a face of both. In order to conclude statement (i), we now show that this property extends to all \( U \in B_\delta(Q) \), possibly for a smaller value of \( \delta > 0 \) than previously chosen. We distinguish two cases. \( \bullet \) When \( \tau(Q) = \emptyset \), then since \( \sigma(Q) \) and \( \sigma'(Q) \) are compact and convex, there exists an affine linear functional \( \varphi \) such that \( \varphi < 0 \) on \( \sigma(Q) \) and \( \varphi > 0 \) on \( \sigma'(Q) \); see, e.g., Hiriart-Urruty, Lemaréchal, 2001, Cor. 4.1.3, p.52. Possibly by making \( \delta \) smaller, we retain \( \varphi < 0 \) on \( \sigma(U) \) and \( \varphi > 0 \) on \( \sigma'(U) \) for all \( U \in B_\delta(Q) \). Consequently, \( \tau(U) = \sigma(U) \cap \sigma'(U) = \emptyset \). \( \bullet \) Suppose that \( \tau(Q) \) is a face of both \( \sigma(Q) \) and \( \sigma'(Q) \), say, \( \sigma(Q) = \text{conv}\{q_{i_0}, \ldots, q_{i_k}\} \), \( \sigma'(Q) = \text{conv}\{q_{j_0}, \ldots, q_{j_\ell}\} \) and \( \tau(Q) = \text{conv}\{q_{i_0}, \ldots, q_{i_m}\} = \text{conv}\{q_{j_0}, \ldots, q_{j_m}\} \) with some \( 0 \leq m \leq \min\{k, \ell\} \). We have already proved that \( \sigma(U) \) and \( \sigma'(U) \) are simplices of dimensions \( k \) and \( \ell \), respectively, for all \( U \in B_\delta(Q) \). Therefore, the only concern is that \( \tau(U) \) is larger than \( \text{conv}\{u_{i_0}, \ldots, u_{i_m}\} \). In each case, however, we can construct a hyperplane, defined by two vertices of either \( \sigma \) or \( \sigma' \), which separates \( \sigma(U) \setminus \sigma'(U) \) from \( \sigma'(U) \setminus \sigma(U) \), for all \( U \in B_\delta(Q) \), possibly for a smaller value of \( \delta > 0 \) than previously chosen. See Figure 3.3 for an illustration. \( \bullet \) Altogether, this confirms that \( \tau(U) := \sigma(U) \cap \sigma'(U) \) is either empty or a face of both for \( U \) in a suitable ball \( B_\delta(Q) \). While looping over all pairs of distinct faces \( \{\sigma, \sigma'\} \), \( \delta \) needs to be reduced only finitely many times, therefore we have shown statement (i).

In order to show statement (ii), recall from Appendix A.2 that the abstract simplicial complex associated with \( \Sigma_\Delta(Q) \) is defined as

\[
\Delta(Q) = \{ \sigma \subseteq \{1, \ldots, N_V\} \mid \text{conv}\{v_i\}_{i \in \sigma} \in \Sigma_\Delta(Q) \}.
\]

Since \( Q \in M_0(\Delta) \), \( \Delta(Q) = \Delta \) holds by definition. Moreover, by (3.3) we clearly have \( \Delta \subset \Delta(U) \) for all \( U \subset \mathbb{R}^{2 \times N_V} \) and thus for all \( U \in B_\delta(Q) \). However, the considerations above show that there can be no additional simplices in \( \Sigma_\Delta(U) \) than those coming from (3.3). In other words, \( \Delta = \Delta(U) \) holds for all \( U \in B_\delta(Q) \), which is statement (ii). \( \square \)

![Figure 3.3: Illustration for the proof of Proposition 3.4, showing (from top left to bottom right) the representative cases \((k, \ell, m) \in \{(2, 2, 1), (2, 2, 0), (2, 1, 1), (2, 1, 0), (2, 0, 0), (1, 1, 0), (1, 0, 0)\}\). \( \sigma(Q) \) is shown in blue, \( \sigma'(Q) \) is shown in red, and their intersection \( \tau(Q) \) is shown in black. A possible separating hyperplane is displayed as a dashed red line. Proposition 3.4 shows that \( M_0(\Delta) \) is an open submanifold of \( \mathbb{R}^{2 \times N_V} \). It is however easy to see that any non-empty \( M_0(\Delta) \) is not path-connected and, equivalently, not connected. In fact, \( Q \in M_0(\Delta) \) implies that \(-Q \) lies in \( M_0(\Delta) \) as well but in a different connected component. This is true even if \( \Delta \)
contains only a single 2-face. For example, the two meshes shown in Figure 3.4 cannot be joined by a continuous path of vertex positions which remains inside \( M_0(\Delta) \). In order to resolve this issue, we need to consider orientations.

![Figure 3.4](image)

**Figure 3.4:** Two admissible meshes with the same connectivity complex \( \Delta \) whose vertex position matrices \( Q \) lie in different connected components of \( M_0(\Delta) \).

### 3.2. Orientation

Recall that an orientation of an abstract 2-face \( \sigma = \{i_0, i_1, i_2\} \) is an equivalence class of orderings of \( \sigma \), where two orderings \( i_0, i_1, i_2 \) and \( i_{\pi(0)}, i_{\pi(1)}, i_{\pi(2)} \) are equivalent if and only if \( \pi \) is an even permutation of 0, 1, 2. We denote the equivalence class represented by the ordering \( i_0, i_1, i_2 \) by \( \sigma_{\{i_0, i_1, i_2\}} \).

**Definition 3.5.** Let \( \Delta \) be an abstract simplicial 2-complex.

(a) Suppose that each of the 2-simplices in \( \Delta \) has an assigned orientation. We say that these orientations are consistent and that \( \Delta \) is **consistently oriented** if and only if the orientations of any two 2-simplices in \( \Delta \) sharing a 1-face induce opposite orientations on that 1-face.

(b) We say that \( \Delta \) is **orientable** if there exist orientations of all 2-simplices in \( \Delta \) which render \( \Delta \) consistently oriented.

For example, the abstract simplicial 2-complex in (3.1) with orientations \([1, 2, 5], [2, 3, 5], [3, 4, 5]\) and \([4, 1, 5]\) is consistently oriented. Moreover, the abstract simplicial 2-complex from (3.5) is non-orientable.

**Remark 3.6.** It is easy to see that a connectivity complex \( \Delta \) can be encoded as a **connectivity matrix** \( C \in \mathbb{R}^{3 \times N_T} \), where \( N_T \) is the number of triangles in \( \Delta \) and each column of \( C \) lists the vertices of one of the triangles. For instance, the connectivity complex from (3.1) could be summarized as

\[
C = \begin{bmatrix}
1 & 2 & 3 & 4 \\
2 & 3 & 4 & 1 \\
5 & 5 & 5 & 5
\end{bmatrix}.
\]
Its consistent orientation is reflected in the fact that triangles sharing an edge have their two common vertices appear in opposite orderings. Consider for instance the third and fourth columns, in which the shared vertices appear in the orders \([4, 5]\) and (after an even permutation) \([5, 4]\), respectively.

In the sequel, we will say that “\([i_0, i_1, i_2]\) is a 2-face” instead of “\(\{i_0, i_1, i_2\}\) is a 2-face with orientation \([i_0, i_1, i_2]\)”. Similarly, we write \([i_0, i_1]\) to denote a 1-face together with its orientation. For consistency of notation, we will also write \([i_0]\) instead of \(\{i_0\}\) for a 0-face although orientation does not matter there.”

**Assumption 3.7.** For the remainder of this paper, we suppose that \(\Delta\) is a consistently oriented connectivity complex with vertex set \(V = \{1, \ldots, N_V\}\). The matrix \(Q \in \mathbb{R}^{2 \times N_V}\) denotes an arbitrary assignment of its vertex positions. Further assumptions on \(Q\) are specified as needed.

**Definition 3.8.** Suppose that \([i_0, i_1, i_2]\) is a 2-face of \(\Delta\). We define its **signed area** as

\[
A_Q(i_0, i_1, i_2) := \frac{1}{2} \det \left[ q_{i_0} - q_{i_1}, \ q_{i_2} - q_{i_1} \right].
\]

(3.6)

Notice that this definition is independent of the particular ordering of vertices representing the orientation since \(A_Q(i_0, i_1, i_2) = A_Q(i_1, i_2, i_0) = A_Q(i_2, i_0, i_1)\) holds. Specifically, \(A_Q(i_0, i_1, i_2) > 0\) indicates that the vertex positions \(q_{i_0}, q_{i_1}, q_{i_2}\) are in counterclockwise ordering. The opposite ordering leads to a change in sign. Moreover, \(A_Q(i_0, i_1, i_2) \neq 0\) holds if and only if \(\{q_{i_0}, q_{i_1}, q_{i_2}\}\) are affine independent, regardless of the orientation.

**Definition 3.9.** We define the **set of admissible oriented meshes with connectivity** \(\Delta\) as

\[
\mathcal{M}_e(\Delta) := \{ Q \in \mathcal{M}_0(\Delta) \mid A_Q(i_0, i_1, i_2) > 0 \text{ for all 2-faces } [i_0, i_1, i_2] \text{ of } \Delta \}. \quad (3.7)
\]

Figure 3.5 illustrates two elements of \(\mathcal{M}_e(\Delta)\).

**Proposition 3.10.** The set \(\mathcal{M}_e(\Delta)\) is an open (possibly empty) subset of \(\mathbb{R}^{2 \times N_V}\).

**Proof.** Due to the continuity of the determinant and Proposition 3.4, the set described in (3.7) is a finite intersection of open subsets of \(\mathbb{R}^{2 \times N_V}\).

3.3. **Definition of the Manifold of Planar Triangular Meshes**

The set \(\mathcal{M}_e(\Delta)\) in Definition 3.9 formalizes our initial question, which vertex positions a mesh, or rather an oriented mesh, can attain? On a side note, we conjecture that \(\mathcal{M}_e(\Delta)\) is non-empty and connected, provided that \(\mathcal{M}_0(\Delta)\) is non-empty, but we are currently unable to prove this. We therefore take a slightly more practical point of view. Rather than asking which oriented meshes can be generated
from an oriented connectivity complex, we start from a given oriented reference mesh (represented by vertex coordinates \( Q_{\text{ref}} \)) and ask, which other oriented meshes can be obtained through continuous deformations within \( M_+ (\Delta) \)?

This leads us to the following

**Definition 3.11.** Suppose that \( Q_{\text{ref}} \in M_+ (\Delta) \) are the coordinates of a given reference mesh. We define the manifold of planar triangular meshes as

\[
M_+ (\Delta; Q_{\text{ref}}) := \{ Q \in M_+ (\Delta) \mid \text{there exists a continuous path in } M_+ (\Delta) \text{ from } Q_{\text{ref}} \text{ to } Q \}. \quad (3.8)
\]

The set \( M_+ (\Delta; Q_{\text{ref}}) \) is our primary object of interest. Let us summarize some essential properties.

**Theorem 3.12.** The set \( M_+ (\Delta; Q_{\text{ref}}) \) is

(a) a path component of \( M_+ (\Delta) \), and thus path-connected,

(b) an open submanifold of \( \mathbb{R}^{2N_V} \).

**Proof.** Statement (a) is immediate from the definition of \( M_+ (\Delta; Q_{\text{ref}}) \). Moreover, since \( M_+ (\Delta) \) is locally path-connected, its path components are open. Since \( M_+ (\Delta) \) is itself open in \( \mathbb{R}^{2N_V} \) by Proposition 3.10, statement (b) follows. We refer the reader to Lee, 2011, Ch. 4 for a background on components and path components of manifolds. \( \square \)

**Remark 3.13.** Notice that as a submanifold, \( M_+ (\Delta; Q_{\text{ref}}) \) inherits the Hausdorff and second countability properties of \( \mathbb{R}^{2N_V} \).
4. A Complete Riemannian Metric for $\mathcal{M}_+(\Delta; Q_{\text{ref}})$

In this section we propose a Riemannian metric for manifold of planar triangular meshes $\mathcal{M}_+(\Delta; Q_{\text{ref}})$ and show its completeness. The tangent space at $Q \in \mathcal{M}_+(\Delta; Q_{\text{ref}})$ will be denoted by $T_Q \mathcal{M}_+(\Delta; Q_{\text{ref}})$ and we remark that it is a vector space isomorphic to $\mathbb{R}^{2\times N_V}$. In fact, we can visualize a tangent vector $V \in \mathbb{R}^{2\times N_V}$ as a collection of vectors in $\mathbb{R}^2$, one per vertex; see Figure 4.1. We will occasionally need the vectorization operation $\text{vec}: \mathbb{R}^{2\times N_V} \rightarrow \mathbb{R}^{2N_V}$ which stacks $Q \in \mathbb{R}^{2\times N_V}$ column by column.

The simplest choice of a Riemannian metric for $\mathcal{M}_+(\Delta; Q_{\text{ref}})$ is the Euclidean one, whose components (with respect to the vec chart) are given by

$$ \tilde{g}_{ab}(Q) \equiv \delta^b_a, \quad a, b = 1, \ldots, 2N_V. $$

(4.1)

Here $\delta^b_a$ is the Kronecker delta symbol. Geodesic curves $\gamma$ with respect to $\tilde{g}$ are trivial to compute. They simply consist of a collection of straight lines, each emanating from a vertex and traveled along with constant Euclidean velocity. More precisely, given a point $Q \in \mathcal{M}_+(\Delta; Q_{\text{ref}})$ and a tangent vector $V \in \mathbb{R}^{2\times N_V}$, the unique geodesic curve $\gamma_{Q,V}$ passing through $Q$ at time zero with velocity $V$ is

$$ \gamma_{Q,V}(t) = Q + tV. $$

Since there is no communication between the moving vertices, geodesics w.r.t. $\tilde{g}$ generally cease to exist in $\mathcal{M}_+(\Delta; Q_{\text{ref}})$ after a finite time, terminating in a degenerate mesh. Figure 4.3 shows this situation with the Euclidean metric.

It is the main purpose of the present paper to define a complete Riemannian metric instead, which avoids degenerate meshes by design.
A recipe to construct complete Riemannian metrics on connected smooth manifolds such as $M_\Delta(\Delta; Q_{\text{ref}})$ was presented in Gordon, 1973. Recall that a function $f : M \to \mathbb{R}$ is proper if the preimages $f^{-1}(K)$ of compact sets $K \subset \mathbb{R}$ are compact in $M$.

**Theorem 4.2** (Gordon, 1973, Thm. 1). Suppose that $M$ is a connected manifold of class $C^3$, endowed with a (not necessarily complete) Riemannian metric $\tilde{g}$ with component functions $\tilde{g}_{ab}$. If $f : M \to \mathbb{R}$ is any proper function of class $C^3$, then the Riemannian metric $g$ defined by

$$g_{ab} = \tilde{g}_{ab} + \frac{\partial f}{\partial x^a} \frac{\partial f}{\partial x^b}$$

(4.2)

is geodesically complete.

Moreover, Gordon, 1973, Thm. 2 shows that this construction is the only way to obtain complete Riemannian metrics on connected smooth manifolds.

Intuitively, it is clear that the metric coefficients must be large whenever the mesh is close to a situation of self-intersection. These self-intersections can be of internal or external nature, see Figure 4.4. Internal self-intersections are impending whenever a triangle is about to collapse to a line segment or even a point. Exterior self-intersections can be recognized by the distance of one boundary face to another boundary face becoming small. (The definition of boundary and interior faces can be found in the end of Appendix A.1.) These situations, and the metric which prevents them, can be expressed in terms of the heights of the triangle (for internal self-intersections) and the distance of non-incident boundary vertices and edges (for external self-intersections).

In the following, we are going to use different notions of distances between geometric objects. The Euclidean distance between two vertices $q$ and $q'$ is going to be denoted by $\|q - q'\|$. When we wish to emphasize the vertex numbers in the simplicial complex and the dependence on the matrix $Q$ of vertex positions, we shall use the alternative notation $d_Q(i_0; i_1) = \|q_{i_0} - q_{i_1}\|$ instead. The notation $d_Q(\cdot; \cdot)$ is also used to denote the Euclidean distance between higher dimensional geometric objects. For instance,

$$d_Q(i_0; [j_0, j_1]) := \min\{\|q_{i_0} - q\| \mid q \in \text{conv}\{q_{j_0}, q_{j_1}\}\}$$
denotes the Euclidean distance between vertex \( i_0 \) and the edge spanned by vertices \( j_0 \) and \( j_1 \). Similarly, \( d_Q([i_0, i_1]; [j_0, j_1]) \) denotes the Euclidean distance between the edges \([i_0, i_1]\) and \([j_0, j_1]\). In the case of vertex-edge distances, we will also use a distance \( D_Q(i_0; [j_0, j_1]) \) different from the Euclidean one, see Definition 4.4.

**Definition 4.3.** Let us denote as \([i_0, i_1, i_2]\) an arbitrary 2-face of \( \Delta \). Given \( Q \in M_+(\Delta) \), we denote by

\[
E'_{\ell} (i_0, i_1, i_2) := \| q_{i_{\ell+1}} - q_{i_{\ell+2}} \| = d_Q(i_{\ell\oplus 1}; i_{\ell\oplus 2}), \quad \ell = 0, 1, 2
\]

the length of the \( \ell \)-th edge (the one opposite the \( \ell \)-th vertex). Here \( \oplus \) denotes addition modulo 3. Recall from (3.6) the definition of the signed area \( A_Q(i_0, i_1, i_2) \) and let

\[
h'_{\ell} (i_0, i_1, i_2) = \frac{2 A_Q(i_0, i_1, i_2)}{E'_Q(i_0, i_1, i_2)}, \quad \ell = 0, 1, 2
\]

be the \( \ell \)-th height (the one through the \( \ell \)-th vertex); see, e.g., Agricola, Friedrich, 2008, Ch. 2, Rem. 7, p.41.

Notice that the signed areas \( A_Q \) are positive for \( Q \in M_+(\Delta) \) and thus all heights in (4.4) are positive as well.

**Definition 4.4.** Suppose that \([i_0]\) is a 0-face and \([j_0, j_1]\) is a 1-face of \( \Delta \). We define the 1-norm distance of a 0-face to a 1-face

\[
D_Q(i_0; [j_0, j_1]) := \min \{ \| q_{i_0} - q \|_1 \mid q \in \text{conv}(q_{j_0}, q_{j_1}) \},
\]

where the 1-norm is based on an edge oriented coordinate system; see Figure 4.5 for an illustration.

It can easily be shown that

\[
D_Q(i_0; [j_0, j_1]) = \| q_{i_0} - q_{j_0} + t (q_{j_1} - q_{j_0}) \|_1
\]
holds, where
\[
    t = \max \left\{ 0, \min \left\{ 1, \frac{(q_{i_0} - q_{j_0})^T(q_{j_1} - q_{j_0})}{\|q_{j_1} - q_{j_0}\|^2} \right\} \right\}
\]  

(4.5b)

Clearly, the well-known equivalence of norms implies
\[
    d_Q(i_0; [j_0, j_1]) \leq D_Q(i_0; [j_0, j_1]) \leq \sqrt{2} d_Q(i_0; [j_0, j_1]).
\]  

(4.6)

Figure 4.5: Illustration of the distance (4.5) of a 0-face to a 1-face in an edge oriented coordinate system.
The two cases shown are when the projection of the 0-face onto the infinite line generated by the 1-face belongs to the 1-face (left), and when it does not (right).

We are now in the position to define a preliminary proper function \( f \) which is going to help render the shape manifold \( \mathcal{M}_+(\Delta; Q_{\text{ref}}) \) geodesically complete by means of Theorem 4.2.

**Definition 4.5.** We denote by \( V_0 \) the set of the boundary 0-faces and by \( E_\partial \) the set of boundary 1-faces. Suppose that the 2-faces in \( \Delta \) are numbered from 1 to \( N_\Gamma \). We define the function \( f : \mathcal{M}_+(\Delta) \rightarrow \mathbb{R} \) by
\[
    f(Q) := \sum_{k=1}^{N_\Gamma} \sum_{\ell=0}^2 \frac{\beta_1}{h^k_{Q}(i_{k_0}, i_{k_1}, i_{k_2})} + \sum_{[j_0, j_1] \in E_\partial} \sum_{i_0 \in V_0 \setminus \{j_0, j_1\}} \frac{\beta_2}{D_Q(i_0; [j_0, j_1])} + \frac{\beta_3}{2} \|Q - Q_{\text{ref}}\|^2_F.  
\]  

(4.7)

Here \( \beta_1, \beta_2, \beta_3 \) are non-negative parameters, \( h^k_{Q} \) are the heights given in (4.4) and \( D_Q \) is the 1-norm based distance of a vertex to an edge given in (4.5). Moreover, \( Q_{\text{ref}} \in \mathcal{M}_+(\Delta) \) serves as a reference configuration and \( \|\cdot\|_F \) denotes the Frobenius norm.

We remark that the first term in (4.7) is designed to avoid interior self-intersections, which go along with at least one height in a triangle converging to zero. The second term avoids exterior self-interactions. The third term penalizes large deviations from the reference mesh. All three terms are required in order to show the properness of \( f \) in Theorem 4.9. In preparation, we study several properties of \( f \) in what follows.

**Lemma 4.6.** For any choice of \( \beta_1, \beta_2, \beta_3 \geq 0 \), the function \( f \) defined in (4.7) is well-defined on \( \mathcal{M}_+(\Delta) \) and continuous with values in \((0, \infty)\).

**Proof.** From the definition of \( \mathcal{M}_+(\Delta) \) it is clear that all areas and the lengths of the 1-faces are strictly positive and thus the same is true for the heights in (4.4). In the same way, all the distances from a 0-face to a 1-face given in (4.5) are positive. The continuity of \( f \) w.r.t. \( Q \) on \( \mathcal{M}_+(\Delta) \) is obvious. \( \square \)
The major next step is to prove the properness of \( f \) defined in (4.7). In order to make the proof more readable we present some intermediate results whose proofs are given in Appendix C. The first result shows important bounds on the heights \( h_Q^\ell \) (4.4), lengths of 1-faces \( E_Q^\ell \) (4.3), signed area \( A_Q \) (3.6), inradius \( r_Q \) and circumradius \( R_Q \) (see Appendix B) of the 2-faces of \( \Delta \) in terms of the value of \( f \). Moreover, we prove bounds on the interior angles \( \theta_Q^\ell \) of the 2-faces.

**Lemma 4.7.** Let \( [i_0, i_1, i_2] \) be an arbitrary 2-face of \( \Delta \). Suppose that \( \beta_1, \beta_2 \geq 0 \) and \( \beta_3 > 0 \) holds and \( Q \in \mathcal{M}_*(\Delta; Q_{ref}) \). Then the following statements hold.

(a) The heights satisfy \( h_Q^\ell(i_0, i_1, i_2) \geq \frac{\beta_\ell}{f(Q)} \), for all \( \ell = 0, 1, 2 \).

(b) The inradius satisfies \( r_Q(i_0, i_1, i_2) \geq \frac{\beta_1}{f(Q)} \).

(c) The lengths of the 1-faces satisfy \( \frac{2\beta_1}{f(Q)} \leq E_Q^\ell(i_0, i_1, i_2) \leq 2 \sqrt{\frac{f(Q)}{\beta_3}} + \sqrt{2} \|Q_{ref}\|_F \), for all \( \ell = 0, 1, 2 \).

(d) The area satisfies \( A_Q(i_0, i_1, i_2) \geq \frac{\pi \beta_2^2}{f(Q)^2} \).

(e) The inradius and the circumradius satisfy

\[
\frac{r_Q(i_0, i_1, i_2)}{R_Q(i_0, i_1, i_2)} \geq \frac{4\pi \beta_1^3}{(2 \sqrt{\frac{f(Q)}{\beta_3}} + \sqrt{2} \|Q_{ref}\|_F)^3} \frac{1}{f(Q)^3}.
\]

(f) There exists a function \( \Psi: (0, \infty) \to \mathbb{R} \) which is monotone increasing and takes values in \([0, 1]\) such that

\[
|\cos(\theta_Q^\ell(i_0, i_1, i_2))| \leq \Psi(f(Q)) \quad \text{for all } \ell = 0, 1, 2.
\]

In particular, \( |\cos(\theta_Q^\ell(i_0, i_1, i_2))| \leq \Psi(b) < 1 \) holds whenever \( f(Q) \leq b \).

The next result establishes bounds on the distance from a 0-face to a 1-face in terms of the function \( f \). Here we distinguish between boundary and interior 0- and 1-faces. Briefly, a 1-face is interior if it is shared by two distinct 2-faces. Otherwise it belongs to only one 2-face and is referred to as a boundary 1-face. A 0-face is a called a boundary 0-face if it belongs to at least one boundary 1-face. Otherwise, all of its incident 1-faces are interior and the 0-face will be referred to as interior as well. We refer the reader to Appendix A.1 for details.

**Proposition 4.8.** Suppose that \( Q \in \mathcal{M}_*(\Delta) \). We consider a 0-face \([i_0]\) and a 1-face \([j_0, j_1]\) of \( \Delta \) such that \( \{q_{i_0}\} \cap \text{conv}\{q_{j_0}, q_{j_1}\} = \emptyset \). Suppose \( \beta_1, \beta_2, \beta_3 \geq 0 \). Then the following statements hold.

(a) If \([i_0]\) and \([j_0, j_1]\) are boundary, then

\[
D_Q(i_0; [j_0, j_1]) \geq \frac{\beta_2}{f(Q)}.
\]

(b) If \([i_0]\) is interior and \([j_0, j_1]\) is interior or boundary, then

\[
D_Q(i_0; [j_0, j_1]) \geq \frac{\beta_1}{f(Q)}.
\]
(c) If \([i_0] \) is boundary and \([j_0, j_1] \) is interior, then
\[
D_Q(i_0; [j_0, j_1]) \geq \frac{\min\{\beta_1, \beta_2\}}{\sqrt{2} f(Q)} \min_{\theta \in \Theta} \left\{ \sqrt{1 - \cos^2(\theta)} \right\},
\]
where \( \Theta \) is the set of four angles formed by the edge \([j_0, j_1] \) and the adjacent 1-faces belonging to \( \text{St}([j_0, j_1]) \); see Figure C.2.

We are now in a position to present the main theorem of this section.

**Theorem 4.9.** Suppose that \( \beta_1, \beta_2, \beta_3 > 0 \) holds. Then the restriction of \( f \) to \( M_\ast(\Delta; Q_{\text{ref}}) \) is proper.

**Proof.** Suppose that \( K \subset \mathbb{R} \) is an arbitrary, compact set. We can suppose that \( f^{-1}(K) \) is non-empty. Consequently, we have \( K \subset [a, b] \) for some \( b > 0 \). Since \( M_\ast(\Delta; Q_{\text{ref}}) \) carries the metric subspace topology of \( \mathbb{R}^{2 \times N_f} \), the compactness of \( f^{-1}(K) \) agree with its sequential compactness. To verify the latter, suppose that \( (Q_n) \subset f^{-1}(K) \subset M_\ast(\Delta; Q_{\text{ref}}) \) is an arbitrary sequence. We will show that it contains a subsequence which converges in \( M_\ast(\Delta; Q_{\text{ref}}) \).

The definition of \( f \) implies
\[
\frac{\beta_1}{2} \|Q_n - Q_{\text{ref}}\|^2 \leq f(Q_n) \leq b
\]
for all \( n \in \mathbb{N} \) and thus \( (Q_n) \) is bounded. Consequently, there exists a subsequence (which we do not relabel) converging to some \( Q^* \subset \mathbb{R}^{2 \times N_f} \). It remains to prove that \( Q^* \) belongs to \( M_\ast(\Delta; Q_{\text{ref}}) \) and that \( Q^* \in f^{-1}(K) \) holds. We proceed by proving the following results about the limit configuration \( Q^* \):

1. The signed area \( A_{Q^*}(i_0^k, i_1^k, i_2^k) \) of each triangle \( k = 1, \ldots, N_T \) is strictly positive. In particular, the points \( \{q_{i_0^k}, q_{i_1^k}, q_{i_2^k}\} \) are affine independent.
2. \( \Sigma_\Delta(Q^*) \) is a simplicial 2-complex whose associated abstract simplicial complex is \( \Delta \).

Statements (i) and (ii) together prove that \( Q^* \) belongs to \( M_\ast(\Delta) \). From there we will proceed to show that

(iii) \( Q^* \) belongs to \( M_\ast(\Delta; Q_{\text{ref}}) \) and \( Q^* \in f^{-1}(K) \) holds.

To show statement (i), fix an arbitrary oriented 2-face \( [i_0, i_1, i_2] \) of \( \Delta \). Thanks to Lemma 4.7, statement (d) we know
\[
A_{Q_n}(i_0, i_1, i_2) \geq \frac{\pi \beta_1^2}{f^2(Q_n)} \geq \frac{\pi \beta_1^2}{b^2}.
\]
Since \( A_Q(i_0, i_1, i_2) \) depends continuously on \( Q \), we can pass to the limit and obtain statement (i).

The proof of statement (ii) is broken down into the following steps, according to the definition of \( \Sigma_\Delta(Q^*) \), see (3.3), and the definition of simplicial complexes, see Appendix A.

(a) \( \Sigma_\Delta(Q^*) \) is a non-empty, finite collection of simplices in \( \mathbb{R}^2 \).
We proved in statement (i) that $A_{Q^*}(i_0, i_1, i_2) > 0$ holds for all 2-faces in $\Delta$. Therefore, the vertex positions $\{q_{i_0}^*, q_{i_1}^*, q_{i_2}^*\}$ are affine independent so that their convex hulls are 2-simplices in $\mathbb{R}^2$. Since $\Delta$ is an abstract simplicial 2-complex, all other sets in $\Sigma_\Delta(Q^*)$ are the convex hulls of some subset of the vertices of a triangle, and these vertices are clearly affine independent as well. This shows statements (a) and (b).

The proof of statements (γ) and (δ) is the most difficult part. In practical terms, we have to show that the structure of the simplicial complex describing the mesh does not change when passing to the limit $n \to \infty$ in the vertex positions.

The dimensions of the individual simplices in $\Sigma_\Delta(Q_n)$ are easily seen to be stable under this limit. Indeed, notice that 1-faces will not collapse at the limit thanks to $d_Q(i_0; i_1) = E_Q^*(i_0, i_1, i_2)$ and Lemma 4.7, statement (c). In the same way, 2-faces do not collapse at the limit thanks to the bound on the heights given by Lemma 4.7, statement (a). Therefore, the only concern is that unwanted intersections might appear. For instance, a vertex might converge to meet an edge which it is not supposed to intersect. We need to show that the properties of $f$ prevent this from happening.

In the following we are considering two arbitrary, distinct faces $\sigma$ and $\sigma'$ of $\Delta$. (The case of $\Delta$ consisting of a single 2-simplex is trivial.) According to the dimension of $\sigma$ and the vertices involved, we denote it by $[i_0]$ if it is a 0-face, by $[i_0, i_1]$ if it is a 1-face, and by $[i_0, i_1, i_2]$ in case of a 2-face. The corresponding vertex indices for $\sigma'$ are $j_0, j_1$ and $j_2$. We denote the corresponding faces in $\Sigma_\Delta(Q_n)$ by $\sigma_n$ and $\sigma'_n$, and those in $\Sigma_\Delta(Q^*)$ by $\sigma$ and $\sigma'$, respectively. For instance, when $\sigma = [i_0, i_1]$, then $\sigma_n = \text{conv}\{q_{i_0}^n, q_{i_1}^n\}$ and $\sigma = \text{conv}\{q_{i_0}^*, q_{i_1}^*\}$.

We proceed by distinguishing cases, according to the dimensions of $\sigma$ and $\sigma'$.

(γ) The non-empty intersection of any two simplices $\sigma, \sigma'$ in $\Sigma_\Delta(Q^*)$ is a face of both $\sigma$ and $\sigma'$.

(δ) The abstract simplicial complex underlying $\Sigma_\Delta(Q^*)$ is $\Delta$.
\( \sigma' = \{q''_{ji}\} \) do not intersect. ● Second, if \([i_0, j_0]\) is not a face in \(\Lambda\), then there exists \([j_1]\) such that \([j_0, j_1]\) is a boundary 1-face. Using Proposition 4.8, statement (a) we know \(D_{Q_0}(i_0; [j_0, j_1]) \geq \beta_2/b \) and thus \(D_{Q'}(i_0; [j_0, j_1]) \geq \beta_2/b \). In particular, \(\|q''_{ji} - q''_{j_0}\| \geq \beta_2/b \) holds. Again, \(\sigma, \sigma' = \emptyset\).

**\(\sigma\) is a boundary 0-face and \(\sigma'\) is a boundary 1-face:** ● First assume that \(\sigma = [i_0] \) and \(\sigma' = [j_0, j_1]\) do not intersect. Using Proposition 4.8, statement (a) we obtain \(D_{Q_0}(i_0; [j_0, j_1]) \geq \beta_2/b \) and thus \(D_{Q'}(i_0; [j_0, j_1]) \geq \beta_2/b \), i.e., \(\sigma \cap \sigma' = \emptyset\). ● Second, if \(\sigma\) and \(\sigma'\) intersect, then necessarily \(\sigma \cap \sigma' = \sigma\). Without loss of generality, suppose \([i_0] = [j_0] \neq [j_1]\). Moreover, since \(\Lambda\) is pure, there exists a vertex \([k]\) such that \([j_0, j_1, k]\) is a 2-simplex in \(\Lambda\). Therefore, \(\|q''_{ji} - q''_{j_0}\| = \|q''_{ji} - q''_{j_1}\| \) agrees with the length \(E^2_{Q_0}(j_0, j_1, k)\) of an edge for some \(t \in \{0, 1, 2\}\). Thanks to Lemma 4.7, statement (c), we have \(E^2_{Q_0}(j_0, j_1, k) \geq (2\beta_1)/f(Q_n) \geq (2\beta_1)/b \) and thus \(\|q''_{ji} - q''_{j_1}\| \geq (2\beta_1)/b \). Therefore, \(\sigma \cap \sigma' = \sigma\), as desired.

**\(\sigma\) is a boundary 0-face and \(\sigma'\) is a boundary 2-face:** We begin by noticing that for any \(Q \in M_0(\Lambda)\) and in particular for any \(Q \in M_4(\Lambda; \text{ref})\), the distance between a 0-face and a 2-face satisfies

\[
d_Q(i_0; [j_0, j_1, j_2]) = \min \left\{ d_Q(i_0; [j_0, j_1]), d_Q(i_0; [j_1, j_2]), d_Q(i_0; [j_2, j_0]) \right\} \\
\geq \frac{1}{\sqrt{2}} \min \left\{ D_Q(i_0; [j_0, j_1]), D_Q(i_0; [j_1, j_2]), D_Q(i_0; [j_2, j_0]) \right\}.
\]  

(4.11)

● Now, we suppose that \(\sigma = [i_0] \) and \(\sigma' = [j_0, j_1, j_2]\) do not intersect. Since \(\sigma'\) is a boundary face, at least one of its 1-faces is a boundary face. Without loss of generality, let \([j_0, j_1]\) be a boundary 1-face. As in the previous case, Proposition 4.8, statement (a) gives a bound on the first term of (4.11). Moreover, w.l.o.g. we assume \([j_0, j_2]\) is an interior edge. Then, thanks to Proposition 4.8, statement (c) the second term of (4.11) is bounded. In the same way, if \([j_0, j_2]\) is either interior or boundary can be bounded using one of the previous arguments. In summary, we get

\[
d_{Q_n}(i_0; [j_0, j_1, j_2]) \geq \frac{\min\{\beta_1, \beta_2\}}{2b} \min_{\theta \in \Theta} \left\{ \sqrt{1 - \cos^2(\theta)} \right\}
\]

Notice, that thanks to Lemma 4.7, statement (f), \(|\cos(\theta)| \leq \Psi(b) < 1\) holds for all \(\theta \in \Theta\), which implies

\[
d_{Q_n}(i_0; [j_0, j_1, j_2]) \geq \frac{\min\{\beta_1, \beta_2\}}{2b} \left( \sqrt{1 - \Psi^2(b)} \right)
\]

and thus the same bound is valid for \(d_{Q'}(i_0; [j_0, j_1, j_2])\). This shows that \(\sigma \cap \sigma' = \emptyset\) holds.

● Second, if \(\sigma\) and \(\sigma'\) intersect, then necessarily \(\sigma \cap \sigma' = \sigma\). Without loss of generality, suppose \([i_0] = [j_0]\). Therefore, \(\|q''_{ji} - q''_{j_0}\| = \|q''_{ji} - q''_{j_1}\| \) agrees with the length \(E^2_{Q_0}(j_0, j_1, j_2)\) of an edge for some \(t \in \{0, 1, 2\}\). In the same way, the distance \(d_{Q_n}(i_0; [j_1, j_2])\) agrees with \(h^2_{Q_n}(j_0, j_1, j_2)\) for some \(t = 0, 1, 2\). Thus, Lemma 4.7, statements (a) and (c) show \(\sigma \cap \sigma' = \sigma\), as desired.

**\(\sigma\) and \(\sigma'\) are boundary 1-faces:** As in the previous case, we begin by noticing that for any \(Q \in M_0(\Lambda)\) and in particular for any \(Q \in M_4(\Lambda; \text{ref})\), the distance \(d_Q([i_0, i_1]; [j_0, j_1])\) of two 1-faces satisfies

\[
d_Q([i_0, i_1]; [j_0, j_1]) = \min \left\{ d_Q(i_0; [j_0, j_1]), d_Q(i_1; [j_0, j_1]), d_Q(j_0; [i_0, i_1]), d_Q(j_1; [i_0, i_1]) \right\} \\
\geq \frac{1}{\sqrt{2}} \min \left\{ D_Q(i_0; [j_0, j_1]), D_Q(i_1; [j_0, j_1]), D_Q(j_0; [i_0, i_1]), D_Q(j_1; [i_0, i_1]) \right\}.
\]  

(4.12)
• First suppose that $\sigma = [i_0, i_1]$ and $\sigma' = [j_0, j_1]$ do not intersect. Since both $\sigma$ and $\sigma'$ are boundary 1-faces, their vertices are boundary vertices. Therefore, by Proposition 4.8, statement (a), all four terms on the right hand side of (4.12) with $Q$ replaced by $Q_0$ are bounded below by $\beta_2/b$. Consequently, we obtain $d_Q([i_0, i_1]; [j_0, j_1]) \geq \beta_2/\sqrt{2b}$, i.e., $\sigma \cap \sigma' = \emptyset$. • Second, when $\sigma = [i_0, i_1]$ and $\sigma' = [j_0, j_1]$ intersect, they intersect in a vertex. Without loss of generality, $[i_0] = [j_0]$ holds. Thanks to Proposition 4.8, statement (a), we find that $d_{Q_0} (i_0; [j_0, j_1]) \geq \beta_2/b$ holds and thus $D_{Q_0} (i_0; [j_0, j_1]) \geq \beta_2/b$ as well. The same argument also shows $D_{Q_0} (j_0; [i_0, i_1]) \geq \beta_2/b$. As mentioned previously, the edge lengths $||q_{i_0} - q_{j_0}||$ and $||q_{i_0} - q_{j_0}||$ remain positive by Lemma 4.7, statement (c). This implies $\sigma \cap \sigma' = \{q_{j_0}\}$.

$\sigma$ is a boundary 1-face and $\sigma'$ is a boundary 2-face: We begin by noticing that for any $Q \in M_0(\Delta)$ and in particular for any $Q \in M_0(\Delta; Q_{\text{ref}})$, the distance $d_Q([i_0, i_1]; [j_0, j_1, j_2])$ of any 1-face and any 2-face satisfies

$$d_Q([i_0, i_1]; [j_0, j_1, j_2]) = \min \{ d_Q([i_0, i_1]; [j_0, j_1]), d_Q([i_0, i_1]; [j_1, j_2]), d_Q([i_0, i_1]; [j_2, j_0]) \} \geq \frac{1}{\sqrt{2}} \min \{ d_Q(i_0; [j_0, j_1]), d_Q(i_0; [j_1, j_2]), d_Q(i_0; [j_2, j_0]), d_Q(j_0; [i_0, i_1]), d_Q(j_1; [i_0, i_1]), d_Q(j_2; [i_0, i_1]) \}. \quad (4.13)$$

The estimate follows from (4.12). • First suppose that $\sigma = [i_0, i_1]$ and $\sigma' = [j_0, j_1, j_2]$ do not intersect. Some of the terms on the right hand side of (4.13) with $Q$ replaced by $Q_0$ are distances between boundary vertices and boundary edges, for which Proposition 4.8, statement (a) provides a lower bound $\beta_2/b$. The remaining terms are distances between interior vertices and interior edges, or boundary vertices and interior edges, which can be bounded below by Proposition 4.8, statement (b) or statement (c), respectively. Altogether, we obtain

$$d_{Q_0}([i_0, i_1]; [j_0, j_1, j_2]) \geq \frac{\min \{ \beta_3, \beta_2 \} \sqrt{1 - \Psi^2(b)}}{2b} > 0.$$  

• Second, assume that $\sigma$ and $\sigma'$ intersect in a vertex. Without loss of generality, $[i_0] = [j_0]$ holds. We recall (4.11):

$$d_Q(i_0; [j_0, j_1, j_2]) \geq \frac{1}{\sqrt{2}} \min \{ d_Q(i_0; [j_0, j_1]), d_Q(i_0; [j_1, j_2]), d_Q(i_0; [j_2, j_0]) \}.$$  

As above, some of the terms on the right hand side of (4.11) with $Q$ replaced by $Q_0$ are distances between the boundary vertex $[i_1]$ and boundary edges, and the remaining terms are distances between $[i_1]$ and interior edges. An application of Proposition 4.8, statement (a) and statement (c) yields a uniformly positive lower bound for $d_{Q_0} (i_0; [j_0, j_1, j_2])$ and thus for $d_Q (i_0; [j_0, j_1, j_2])$. This implies $\sigma \cap \sigma' = \{ q_{j_0} \}$. • Third, assume that $\sigma \cap \sigma' = \sigma$. Without loss of generality, suppose $[i_0] = [j_0]$ and $[i_1] = [j_1]$. Then we can use $d_{Q_0} (j_2; [i_0, i_1]) \geq h_{Q_0} (j_0, j_2, j_2)$ for $\ell = 2$, and thus Lemma 4.7, statement (a) yields a lower bound of $\beta_1/b$. As mentioned previously, the edge length $||q_{i_0} - q_{i_1}|| = ||q_{j_0} - q_{j_1}||$ remains positive by Lemma 4.7, statement (c). From here we conclude $\sigma \cap \sigma' = \sigma$.

$\sigma$ and $\sigma'$ are boundary 2-faces: We first notice that

$$d_Q([i_0, i_1, i_2]; [j_0, j_1, j_2]) \geq \frac{1}{\sqrt{2}} \min_{\ell = 0, 1, 2} \{ d_Q(i_\ell; [j_0, j_1, j_2]), d_Q(j_\ell; [i_0, i_1, i_2]) \}. \quad (4.14)$$
holds. • First suppose that \( \sigma = \{i_0, i_1, i_2\} \) and \( \sigma' = \{j_0, j_1, j_2\} \) do not intersect. Each term on the right hand side of (4.14) with \( Q \) replaced by \( Q_n \) can be estimated below by Proposition 4.8, statements (a) to (c). Thanks to Lemma 4.7, statement (f), we obtain the uniform lower bound
\[
d_{Q_n}(\{i_0, i_1, i_2\}; \{j_0, j_1, j_2\}) \geq \frac{\min\{\beta_1, \beta_2\}}{2b} \sqrt{1 - \Psi^2(b)} > 0
\]
and thus \( \sigma, \sigma' = \emptyset \) holds.

• Second, suppose that \( \sigma \) and \( \sigma' \) intersect in a vertex. Without loss of generality, suppose \([i_0] = [j_0]\). We need to consider
\[
d_Q(i_i; \{j_0, j_1, j_2\}) \geq \frac{1}{\sqrt{2}} \min \{D_Q(i_i; \{j_0, j_1\}), D_Q(i_i; \{j_1, j_2\}), D_Q(i_i; \{j_2, j_0\})\}
\]
and the same with \( i_1 \) replaced by \( i_2 \) and show that these expressions are bounded away from zero for \( Q = Q_n \). Regardless of whether \([i_1] \) and \([i_2] \), and \([j_0, j_1], [j_1, j_2], [j_2, j_0] \) are interior or boundary faces, in each case, one of Proposition 4.8, statements (a) to (c) applies and provides this lower bound. The same argument applies with the roles of \( \sigma \) and \( \sigma' \) reversed. We can conclude that \( \sigma, \sigma' = \{q_{i_0}^*, q_{i_0}^*\} = \{q_{j_0}^*, q_{j_0}^*\} \) as desired. • Third, suppose that \( \sigma \) and \( \sigma' \) intersect in a common edge, which is necessarily an interior 1-face. Without loss of generality, suppose that \([i_0] = [j_0] \) and \([i_1] = [j_2] \). We need to estimate only the distances from \([i_2] \) to \([j_0, j_1, j_2] \) and from \([j_1] \) to \([i_0, i_1, i_2] \). To this end, we use
\[
d_{Q_n}(i_2; \{j_0, j_1, j_2\}) \geq \frac{\min\{\beta_1, \beta_2\}}{2b} \sqrt{1 - \Psi^2(b)} > 0
\]
\[
d_{Q_n}(j_i; \{i_0, i_1, i_2\}) \geq \frac{\min\{\beta_1, \beta_2\}}{2b} \sqrt{1 - \Psi^2(b)} > 0
\]
which follow Proposition 4.8, statements (a) to (c). Therefore, \( \sigma, \sigma' = \text{conv}\{q_{i_0}^*, q_{i_0}^*\} = \text{conv}\{q_{j_0}^*, q_{j_0}^*\} \) as desired. Moreover, \( q_{i_0}^* \) and \( q_{i_0}^* \) are going to remain distinct points since \( \|q_{i_0}^* - q_{i_0}^*\| = E^2_{Q_n}(i_0, i_1, i_2) \), which remains bounded away from zero by Lemma 4.7, statement (c).

As we have already mentioned, similar arguments as above can be used in the case when \( \sigma \) or \( \sigma' \) are interior faces. To summarize, we conclude that the limiting simplices \( \sigma, \sigma' \) intersect in the same way as \( \sigma_n \) and \( \sigma'_n \), and the dimension of this intersection is in turn dictated by the underlying abstract simplicial complex. We have thus shown that \( \Sigma_n(Q^*) \) is a simplicial 2-complex whose associated abstract simplicial complex is \( \Lambda \), which concludes the proof of statement (ii).

**Statements (i) and (ii) together show that** \( Q^* \) **belongs to** \( M_\Lambda(\Delta) \). **It remains to confirm statement (iii).** Since \( M_\Lambda(\Delta) \) is locally connected, its connected components and path components agree. Since connected components are closed, and \( M_\Lambda(\Delta; Q_{\text{ref}}) \) is by definition a path component of \( M_\Lambda(\Delta) \), \( M_\Lambda(\Delta; Q_{\text{ref}}) \) is closed in \( M_\Lambda(\Delta) \). (We refer the reader to Lee, 2011, Ch. 4 for more details.)

Having shown that \( Q_n \) converges to \( Q^* \) in \( M_\Lambda(\Delta) \) and \( (Q_n) \subset M_\Lambda(\Delta; Q_{\text{ref}}) \), we can conclude that \( Q^* \) belongs to \( M_\Lambda(\Delta; Q_{\text{ref}}) \) as well. Finally, using the continuity of \( f \) on \( M_\Lambda(\Delta) \), see Lemma 4.6, and thus on \( M_\Lambda(\Delta; Q_{\text{ref}}) \), we infer that \( Q^* \in f^{-1}(K) \) holds. This confirms the sequential compactness of \( f^{-1}(K) \) in \( M_\Lambda(\Delta; Q_{\text{ref}}) \) and concludes the proof. \( \square \)

**Remark 4.10.** For the proof of Theorem 4.9, we used that \( \Lambda \) is a connectivity complex according to Definition 3.1, i.e., \( \Lambda \) is a pure, abstract simplicial 2-complex, which is 2-path connected. The purity was
used whenever we embedded a lower-dimensional face into a 2-face. The 2-path connectedness enters through Proposition 4.8. We encourage the reader to check the proofs in Appendix A, especially Lemmas A.2 and A.3.

Although Theorem 4.9 shows the properness of \( f \) on \( \mathcal{M}_* (\Delta; Q_{\text{ref}}) \), unfortunately we cannot directly use it in Theorem 4.2 since \( f \) lacks differentiability due to the occurrence of the vertex-edge distance \( Q \mapsto D_Q \) in (4.7), which is only Lipschitz. Therefore, we replace \( D_Q \) by a regularized function \( Q \mapsto D_Q^\mu \) of class \( C^3 \). This then gives rise to the following regularized function \( f^\mu : \mathcal{M}_* (\Delta) \to \mathbb{R} \):

\[
f^\mu (Q) := \sum_{k=1}^{N_\epsilon} \sum_{i=0}^2 \frac{\beta_i}{k!} (i_0^k, i_1^k, i_2^k) \Delta + \sum_{\{j_0, j_1\} \in E_\epsilon} \sum_{i_0, i_1, j_0, j_1} \frac{\beta_3}{D_Q^\mu (i_0; [j_0, j_1])} + \frac{\beta_3}{2} \| Q - Q_{\text{ref}} \|_F^2, \tag{4.15}
\]

which we can use in place of (4.7). Provided that we choose \( f^\mu \geq f \), Proposition 4.11 below implies that \( f^\mu \) is proper as well. Indeed, we are providing in Appendix D an entire family of regularized functions \( f^\mu \) with parameter \( \mu \) which, in addition to satisfying \( f^\mu \geq f \), approximate \( f \) arbitrarily well.

**Proposition 4.11.** Let \( X \) be a metric space and consider a function \( f : X \to \mathbb{R} \) which is proper. Suppose that \( \hat{f} : X \to \mathbb{R} \) is continuous and it satisfies \( 0 \leq f \leq \hat{f} \). Then \( \hat{f} \) is proper.

**Proof.** Let \( K \subset \mathbb{R} \) be compact. We need to prove that \( (\hat{f})^{-1} (K) \) is compact. In case \( (\hat{f})^{-1} (K) = \emptyset \), nothing is to be shown. Otherwise, since \( \hat{f} \) is non-negative, we can suppose that \( K \subset [a, b] \) with \( a \geq 0 \). Since \( (\hat{f})^{-1} (K) \subset X \) and \( X \) is a metric space, the compactness of \( (\hat{f})^{-1} (K) \) is equivalent to its sequential compactness. To show the latter, consider a sequence \( (x_n) \subset (\hat{f})^{-1} (K) \), i.e., \( \hat{f} (x_n) \in K \). Using the assumption \( 0 \leq f (x_n) \leq \hat{f} (x_n) \in K \subset [a, b] \) and therefore \( f (x_n) \in [0, b] \) for all \( n \in \mathbb{N} \). Since \( f \) is proper and \( [0, b] \) is compact, there exists a subsequence, still labeled \( (x_n) \), such that \( x_n \to x^* \) in \( [0, b] \). Thanks to the continuity of \( \hat{f} \), we have \( \hat{f} (x_n) \to \hat{f} (x^*) \). Since all \( \hat{f} (x_n) \in K \), the limit \( \hat{f} (x^*) \) belongs to \( K \) as well.

We summarize these results in the following theorem.

**Theorem 4.12.** Suppose that \( \beta_1, \beta_2, \beta_3 > 0 \) holds. Consider a continuous function \( Q \mapsto D_Q^\mu \) on \( \mathcal{M}_* (\Delta) \) which satisfies \( 0 < D_Q^\mu \leq D_Q \). Then the following statements hold.

(a) The restriction of \( f^\mu \) to \( \mathcal{M}_* (\Delta; Q_{\text{ref}}) \) defined in (4.15) is proper.

(b) Suppose in addition that \( Q \mapsto D_Q^\mu \) is of class \( C^3 \) on \( \mathcal{M}_* (\Delta; Q_{\text{ref}}) \). Then \( \mathcal{M}_* (\Delta; Q_{\text{ref}}) \), endowed with the Riemannian metric whose components (with respect to the vec chart) are given by

\[
g_{ab} = \delta_a^b + \frac{\partial f^\mu}{\partial (\vec{Q})^a} \frac{\partial f^\mu}{\partial (\vec{Q})^b}, \quad a, b = 1, \ldots, 2 N_V, \tag{4.16}
\]

is geodesically complete.
The geodesic equation associated with the metric \((4.16)\) is quite involved. We describe in Section 5 a numerical approach to its solution, and present numerical results in Section 6. In the remainder of this section, we study an invariance property of the proposed metric \((4.16)\). Moreover, we show that this metric agrees with the Euclidean metric for tangent vectors representing translations in case \(\beta_3 = 0\).

**Theorem 4.12** remains valid when \((4.15)\) is replaced by the slightly more general function

\[
\tilde{f}^{\mu}(Q) := \sum_{k=1}^{N_{\gamma}} \sum_{r=0}^{2} \chi_1 \left( h_Q^{\mu}(i_0, i_1, i_2) \right) + \sum_{[j_0,j_1] \in E_\beta} \sum_{E_\beta \neq j_0,j_1} \chi_2 \left( \frac{\beta_2}{D_Q^{\mu}(i_0; [j_0, j_1])} \right) \right) + \frac{\beta_3}{2} \|Q - Q_{\text{ref}}\|^2. \tag{4.17}
\]

Here \(\chi_1\) is a cut-off function of class \(C^3\) which satisfies \(\chi_1(s) = 0\) on some interval \([0, s]\) and \(\chi_1(s) = s\) for \(s \geq 3\). The same holds for \(\chi_2\). In other words, the first and second terms, which were seen to be responsible to avoid interior and exterior self-intersections, respectively, can safely be turned off when the heights, or the distances of boundary vertices to non-incident boundary edges, respectively, are larger than a threshold \(1/5\). We will exploit this in our numerical experiments.

Proof. The definition of \(f\) in \((4.7)\), the definition of \(f^{\mu}\) in \((4.15)\) and the assumption \(0 < D_Q^{\mu} \leq D_Q\) imply \(0 < f \leq f^{\mu}\) on \(M_4(\Delta)\). Statement (a) now follows from Proposition 4.11. Statement (b) follows immediately from Theorem 4.2. \(\square\)

**Remark 4.13.** Theorem 4.12 remains valid when \((4.15)\) is replaced by the slightly more general function

\[
\tilde{f}^{\mu}(Q) := \sum_{k=1}^{N_{\gamma}} \sum_{r=0}^{2} \chi_1 \left( h_Q^{\mu}(i_0, i_1, i_2) \right) + \sum_{[j_0,j_1] \in E_\beta} \sum_{E_\beta \neq j_0,j_1} \chi_2 \left( \frac{\beta_2}{D_Q^{\mu}(i_0; [j_0, j_1])} \right) \right) + \frac{\beta_3}{2} \|Q - Q_{\text{ref}}\|^2. \tag{4.17}
\]

The geodesic equation associated with the metric \((4.16)\) is quite involved. We describe in Section 5 a numerical approach to its solution, and present numerical results in Section 6. In the remainder of this section, we study an invariance property of the proposed metric \((4.16)\). Moreover, we show that this metric agrees with the Euclidean metric for tangent vectors representing translations in case \(\beta_3 = 0\).

**Proposition 4.14** (Invariance of \((4.16)\) with respect to mesh translations and rotations). Suppose that \(T: \mathbb{R}^2 \rightarrow \mathbb{R}^2\) is defined by \(T(x) = Rx + b\) with \(R \in SO(2)\) and \(b \in \mathbb{R}^2\). We extend \(R\) and \(T\) to \(\mathbb{R}^{2\times NY}\), operating column by column. We denote by \(\mathcal{T}_Q: \mathcal{T}_Q M_4(\Delta; Q_{\text{ref}}) \times \mathcal{T}_Q M_4(\Delta; Q_{\text{ref}}) \rightarrow \mathbb{R}\) the metric \((4.16)\) at an arbitrary point \(Q \in M_4(\Delta; Q_{\text{ref}})\). Moreover, we denote by \(\bar{g}_Q\) the metric similar to \((4.16)\) obtained by replacing \(Q_{\text{ref}}\) by \(T(Q_{\text{ref}})\) in \((4.15)\). Then

\[
g_Q(V, W) = \bar{g}_{T(Q)}(RV, RW) \tag{4.18}
\]

holds for all \(V, W \in \mathcal{T}_Q M_4(\Delta; Q_{\text{ref}})\).

Proof. Since \(T\) is a rotation and translation, \(Q \in M_4(\Delta; Q_{\text{ref}})\) implies \(T(Q) \in M_4(\Delta; Q_{\text{ref}})\). Moreover, the heights in the first term of \((4.15)\) depend only on the relative positions of the vertices to each other, i.e.,

\[
h_Q^{\mu}(i_0, i_1, i_2) = h_{T(Q)}(i_0, i_1, i_2)
\]

holds for all 2-faces \([i_0, i_1, i_2]\). Similarly, the vertex-edge distances are also invariant with respect to rotation/translation, i.e.,

\[
D_Q^{\mu}(i_0; [j_0, j_1]) = D_{T(Q)}^{\mu}(i_0; [j_0, j_1])
\]

holds for all boundary vertices \(i_0\) and non-incident boundary edges \([j_0, j_1]\). This shows that the second sum in \((4.15)\) is also invariant with respect to \(T\). Finally, we have \(\|Q - Q_{\text{ref}}\|_p = \|T(Q - Q_{\text{ref}})\|_p\). This shows that \(f^{\mu}(Q, Q_{\text{ref}}) = f^{\mu}(T(Q); T(Q_{\text{ref}}))\) holds, where the right hand side term uses \(T(Q_{\text{ref}})\) in place of \(Q_{\text{ref}}\) in \((4.15)\). Equation \((4.18)\) now follows easily from the chain rule. \(\square\)
\textbf{Proposition 4.15} (Agreement of (4.16) with the Euclidean metric for translations). We denote by $g_Q$ the metric (4.16) at an arbitrary point $Q \in M_\Delta(\Delta; Q_{\text{ref}})$. Suppose that $V \in \mathcal{T}_Q M_\Delta(\Delta; Q_{\text{ref}}) \cong \mathbb{R}^{2 \times N_v}$ is a tangent vector satisfying $V = [V_0, V_0, \ldots, V_0]$ for some $V_0 \in \mathbb{R}^2$, representing a translation. Moreover, $W = [W_1, W_2, \ldots, W_{N_v}]$ is an arbitrary vector in $\mathcal{T}_Q M_\Delta(\Delta; Q_{\text{ref}})$. If $\beta_3 = 0$ holds, then
\begin{equation}
 g_Q(V, W) = \text{trace}(V^T W) = \sum_{j=1}^{N_v} V_0^j W_j \tag{4.19}
\end{equation}
holds, i.e., the action of (4.16) on $(V, W)$ agrees with the action of the Euclidean metric.

\textit{Proof.} We consider a representative term for the first and second sum in (4.15). Suppose that $[i_0, i_1, i_2]$ is a 2-face of $\Delta$. Since heights and distances are translation invariant, we have $h_Q^t(i_0, i_1, i_2) = h_Q^t(i_0, i_1, i_2)$ as well as $D^Q_{ij}(i_0; [j_0, j_1]) = D^Q_{ij}(i_0; [j_0, j_1])$ for all $t \in \mathbb{R}$. Consequently, the directional derivative of $f^\mu$ at $Q$, in the direction of $V$, is equal to zero. Taking into account the definition (4.16) of the metric, the claim follows. \hfill \square

An immediate consequence of Proposition 4.15 is that geodesics with respect to the metric (4.16), whose initial tangent vectors $V$ represent a translation, will be identical to Euclidean geodesics, i.e., $\gamma(t) = Q + t \cdot V$ holds, provided that $\beta_3 = 0$ holds.

5. Geodesic Equation

Geodesics are acceleration-free curves $t \mapsto \gamma(t)$ on a Riemannian manifold. They are uniquely defined by a choice of an initial point $\gamma(0)$ and initial velocity $\dot{\gamma}(0)$. In case of the Euclidean metric, geodesics are straight lines with constant velocity. As illustrated in Figure 4.3, they need not, in general, exist for all $t$ on $M_\Delta(\Delta; Q_{\text{ref}})$. Therefore, we introduced the metric (4.16), which renders the manifold of planar triangular meshes $M_\Delta(\Delta; Q_{\text{ref}})$ geodesically complete.

Suppose that $x^a$, $a = 1, \ldots, n$ are local coordinates on a Riemannian manifold $M$ of dimension $n$, and let $y^a := x^a \circ \gamma$ denote the coordinates of a curve $\gamma$. Then $\gamma$ is a geodesic if and only if its coordinate curves solve the following system of nonlinear second-order ordinary differential equations
\begin{equation}
 \frac{d^2 y^c}{dt^2} + \Gamma^c_{ab} \frac{dy^a}{dt} \frac{dy^b}{dt} = 0, \quad c = 1, \ldots, n. \tag{5.1}
\end{equation}
In (5.1), $\Gamma^c_{ab}$ is evaluated at $\gamma(t)$. Here and it the following we use Einstein’s summation convention. Furthermore, $\Gamma^c_{ab}$ are the Christoffel symbols defined by
\begin{equation}
 \Gamma^c_{ab} = \frac{1}{2} g^{cd} \left( \frac{\partial g_{da}}{\partial x^b} + \frac{\partial g_{db}}{\partial x^a} - \frac{\partial g_{ab}}{\partial x^d} \right) \tag{5.2}
\end{equation}
where $g_{ab}$ and $g^{cd}$ are the components of the metric tensor and of its inverse, respectively, evaluated at $\gamma(t)$.

The unique solution of (5.1) with initial conditions $\gamma(0) = Q \in M$ and $\dot{\gamma}(0) = V \in \mathcal{T}_Q M$ is denoted by $\gamma_{Q; V}(t)$. It exists for some open interval containing 0.
Definition 5.1. Let $Q \in \mathcal{M}$ and $V \in T_Q\mathcal{M}$. The exponential map at $Q$ is defined as
\[ V \mapsto \exp_Q V := y_Q(V)(1). \]

Generally, the exponential map is defined only for $V$ in a neighborhood of zero in $T_Q\mathcal{M}$. However, on geodesically complete manifolds, $\exp_Q$ is defined on all of $T_Q\mathcal{M}$ thanks to the Hopf–Rinow theorem (see, e.g., do Carmo, 1992, Ch. 7, Thm. 2.8, p.146) and $\exp_Q$ is a global diffeomorphism for all $Q \in \mathcal{M}$.

5.1. Hamiltonian Formulation for Geodesics

Unfortunately, the geodesic equation (5.1) for the manifold of planar triangular meshes $\mathcal{M}_e(\Delta; Q_{\text{ref}})$ w.r.t. the Riemannian metric (4.16) does not have a closed form solution. Therefore, we need to resort to a numerical integrator. Our method of choice here is the Störmer–Verlet scheme, which is based on the Hamiltonian formulation of the geodesic equation and which preserves the kinetic energy of the initial velocity.

In the following we denote by $Q^a$, $a = 1, \ldots, 2N_V$, the coordinates of a point $Q \in \mathcal{M}_e(\Delta; Q_{\text{ref}})$ with respect the chart vec: $\mathbb{R}^{2 \times N_V} \rightarrow \mathbb{R}^{2N_V}$, which stacks $Q \in \mathbb{R}^{2 \times N_V}$ column by column. Similarly, we denote by $V^a$ the components of a tangent vector $V \in T_Q\mathcal{M}_e(\Delta; Q_{\text{ref}})$ in the chart induced basis of the tangent space. Finally, the components of a cotangent vector $P \in T^*_Q\mathcal{M}_e(\Delta; Q_{\text{ref}})$ are denoted by $P_a$.

The geodesic equation (5.1) can be understood as the Euler–Lagrange equation
\[ \frac{d}{dt} \left( \frac{\partial L(Q, V)}{\partial V^a} \right) - \frac{\partial L(Q, V)}{\partial Q^a} = 0 \] (5.3)
associated with the Lagrangian
\[ L(Q, V) := \frac{1}{2} g^{ab}(Q) V^a V^b \] (5.4)
defined on the tangent bundle $T\mathcal{M}_e(\Delta; Q_{\text{ref}})$; see for instance Dubrovin, Fomenko, Novikov, 1992, Ch. 5, Thm. 31.2.1, p.321.

The derivation of the Hamiltonian formulation of the geodesic can be found, for instance, in Dubrovin, Fomenko, Novikov, 1992, §33. The corresponding Hamiltonian is formulated in terms of position $Q$ and momentum $P_a = g_{ab}(Q) V^b$. It is defined as
\[ \mathcal{H}(Q, P) := PV - L(Q, V) = \frac{1}{2} g^{ab}(Q) P_a P_b \] (5.5)
on the cotangent bundle $T^*\mathcal{M}_e(\Delta; Q_{\text{ref}})$. Therefore, the Hamiltonian system is given by
\[ \dot{P}_a = -\frac{\partial \mathcal{H}(Q, P)}{\partial Q^a} = \frac{1}{2} \frac{\partial g_{bd}(Q)}{\partial Q^a} g^{bc}(Q) P_b g^{de}(Q) P_e \] (5.6a)
\[ \dot{Q}^a = +\frac{\partial \mathcal{H}(Q, P)}{\partial P_a} = g_{ab}(Q) P_b. \] (5.6b)

In (5.6a) we used the rule of the derivative of the inverse function.

An advantage of the Hamiltonian structure (5.6) is that we can use energy preserving integrators, such as the Störmer–Verlet scheme.
5.2. Störmer–Verlet Scheme for Hamiltonian Systems

The flow of a Hamiltonian system as in (5.6) on a Riemannian manifold \( M \) is defined as \( \varphi_t : T^* M \to T^* M \), mapping the initial condition \((Q_0, P_0)\) to the solution at time \( t \). An important geometric property of a Hamiltonian systems is that its flow \( \varphi_t \) is symplectic, i.e., the derivative \( \varphi'_t = \frac{\partial \varphi_t}{\partial Q} \) of the flow satisfies

\[
(\varphi'_t)^T J \varphi'_t = J \\
\text{with } J = \begin{bmatrix} 0 & \text{id} \\ -\text{id} & 0 \end{bmatrix},
\]

where \text{id} denotes the identity matrix of the dimension of \( M \). A numerical integrator which preserves this property is said to be symplectic. A prominent example is the Störmer–Verlet scheme, see for instance Hairer, Lubich, Wanner, 2003, eq.(2.10). Its application to the Hamiltonian system (5.6) is given in Algorithm 1.

**Algorithm 1:** Störmer–Verlet scheme for the geodesic equation (5.1) in Hamiltonian form (5.6).

**Data:** abstract simplicial complex \( \Delta \) with \( N_V \) vertices

**Data:** matrix \( Q_{\text{ref}} \in M_4(\Delta) \subset \mathbb{R}^{2 \times N_V} \) of reference vertex positions

**Data:** matrix \( Q_0 \in M_4(\Delta; Q_{\text{ref}}) \subset \mathbb{R}^{2 \times N_V} \) of initial vertex positions

**Data:** initial tangent vector \( V_0 \in \mathbb{R}^{2 \times N_V} \)

**Data:** final time \( T \); number of time steps \( N \); time step size \( \Delta t := \frac{T}{N} \)

**Result:** approximate solution of the geodesic equation (5.1) with initial conditions \( \gamma(0) = Q_0 \) and \( \dot{\gamma}(0) = V_0 \) on \( M_4(\Delta; Q_{\text{ref}}) \) at times \( t_n = n \Delta t, n = 0, \ldots, N \)

1. set initial momentum \( P_{a,0} = g_{ab}(Q_0) V_0^b \)
2. for \( n \leftarrow 0 \) to \( N - 1 \) do
3. solve \( P_{a,n+\frac{1}{2}} = P_{a,n} - \frac{\Delta t}{4} \left( \frac{\partial g_{bd}(Q_n)}{\partial Q^a} g^{bc}(Q_n) P_{c,n+\frac{1}{2}} g_{de}(Q_n) P_{e,n+\frac{1}{2}} \right), a = 1, \ldots, 2 N_V \)
4. solve \( Q_{n+1}^a = Q_n^a + \frac{\Delta t}{2} \left( g^{ab}(Q_n) P_{a,n+\frac{1}{2}} + g_{ab}(Q_{n+1}) P_{a,n+\frac{1}{2}} \right), a = 1, \ldots, 2 N_V \)
5. set \( P_{a,n+1} = P_{a,n+\frac{1}{2}} - \frac{\Delta t}{4} \left( \frac{\partial g_{bd}(Q_{n+1})}{\partial Q^a} g^{bc}(Q_{n+1}) P_{c,n+\frac{1}{2}} g_{de}(Q_{n+1}) P_{e,n+\frac{1}{2}} \right), a = 1, \ldots, 2 N_V \)
6. solve \( V_{n+1}^a = g_{ab}(Q_{n+1}) P_{b,n+1}, a = 1, \ldots, 2 N_V \)
7. end
8. return \( Q_0^a, \ldots, Q_N^a, a = 1, \ldots, 2 N_V \), approximating \( \gamma(t_0), \ldots, \gamma(t_N) \)
9. return \( V_0^a, \ldots, V_N^a, a = 1, \ldots, 2 N_V \), approximating \( \dot{\gamma}(t_0), \ldots, \dot{\gamma}(t_N) \)
10. return \( P_{a,0}, \ldots, P_{a,N}, a = 1, \ldots, 2 N_V \), approximating the momentum \( P_a = g_{ab}(Q) V^b \) at \( t_0, \ldots, t_N \)

More details on an efficient implementation which takes advantage of the specific structure of the Riemannian metric tensor (4.16) and its inverse is beyond the scope of this paper and will be postponed to a forthcoming publication.

6. Numerical Experiments

The purpose of this section is to numerically investigate how planar triangular meshes deform under the complete Riemannian metric (4.16), and to compare it with the Euclidean metric. To this
end, we implemented the Störmer–Verlet scheme (Algorithm 1) to integrate the geodesic equation numerically.

Our experiments are structured as follows. In Section 6.1, we investigate elementary transformations (translation, shearing, scaling, and rotation) of a square mesh with crossed diagonals. In Section 6.2 we revisit the example depicted in Figure 4.3, whose initial tangent vector gives rise to a more complex transformation dynamic. The aforementioned experiments confirm that the proposed metric successfully avoids self-intersections of the mesh due to its completeness. To study this also quantitatively, we conduct in Section 6.3 an experiment using a slightly more complex mesh, where we evaluate a mesh quality measure along the geodesics.

To be precise, all of our experiments are based on the function

\[
 f^\mu(Q) := \sum_{k=1}^{N_T} \sum_{\ell=0}^{2} \frac{\beta_1}{h_{Q}^{f}(i_{0}^{k}, i_{1}^{k})} + \frac{\beta_3}{2} \|Q - Q_{\text{ref}}\|^2
\]

which is used to construct the metric

\[
 g_{ab} = \delta_{ab} + \frac{\partial f^\mu}{\partial (\text{vec } Q)^a} \frac{\partial f^\mu}{\partial (\text{vec } Q)^b}, \quad a, b = 1, \ldots, 2 NV
\]

as in (4.16). The omission of the \(\beta_2\)-term in (6.1) preventing exterior self-intersections is justified by Remark 4.13. For the experiments shown in this paper, exterior self-intersections are never a factor, which we verified a posteriori, and thus we can choose a cut-off function \(\chi_2\) which effectively removes the second term in (4.15). The choice of parameters \(\beta_1, \beta_3 > 0\), which control the relative importance of each term in \(f^\mu\) in relation to the Euclidean base metric in (6.2), is described below for each experiment individually.

### 6.1. Elementary Mesh Transformations

In this section we showcase the deformation of a simple mesh under a number of elementary transformations. To be precise, we consider initial tangent vectors which would produce a translation, shearing, scaling, or rotation, respectively, of the mesh in the Euclidean setting (\(\beta_1 = \beta_3 = 0\) in (6.1)). In particular, we study numerically the influence of the parameters \(\beta_1\) and \(\beta_3\).

Each of the Figures 6.1 to 6.4 shows 20 snapshots of a geodesic on the interval \([0, 3]\), obtained using values \(\beta_1, \beta_3 \in \{0, 0.5, 1.0\}\). The initial tangent vector is the same for all plots in a figure. Although the initial tangent vectors are not shown, they can be easily recognized by the displacements they induce in the first time step. Notice that the scaling of the plots within a figure may vary to make better use of the available space. In each case, \(Q_{\text{ref}}\) is chosen to be the initial mesh.

In Figure 6.1, the initial vector represents a translation of the mesh. As predicted by Proposition 4.15, when \(\beta_3 = 0\) holds, geodesics w.r.t. (6.2) coincide with Euclidian geodesics, i.e., they remain translations, as can be seen from the first row in Figure 6.1. In case \(\beta_1 = 0\), the mesh is also merely translated, albeit with a speed (in the Euclidean sense) depending on \(\beta_3\); see the first column of Figure 6.1.
Figure 6.1: 20 snapshots of geodesics for different values of $\beta_1$, $\beta_3$, starting from the same initial mesh (shown in red) and produced by the same initial tangent vector, which induces a translation; see Section 6.1. The final mesh is shown in blue.

In Figure 6.2 we consider an initial tangent vector which induces a shearing motion. In this case, there is a pronounced difference between the mesh evolution along the Euclidean geodesic ($\beta_1 = \beta_3 = 0$, see Figure 6.2a) and those with $\beta_1 > 0$. In the latter case, we can clearly see how the term involving the heights in (6.1) counteracts the impending mesh degeneracy observed along the Euclidean geodesic and helps to maintain a favorable cell aspect ratio.

Figure 6.3 shows the mesh deformation when the initial tangent vector induces a scaling of the mesh, i.e., the tangent vectors at the four corner vertices are pointing inwards. In the Euclidean case ($\beta_1 = \beta_3 = 0$), this quickly leads to a non-admissible (flipped) mesh shown in Figure 6.3a (top left). The same is true for the other experiments with $\beta_3 = 0$ (first column). However, with positive values of $\beta_1$ and $\beta_3$ we see that the completeness of the metric prevents the mesh from shrinking too much and it remains admissible for all times.

In Figure 6.4 we show some geodesics when the initial tangent vector induces a rotation. Here the
Figure 6.2: 20 snapshots of geodesics for different values of $\beta_1$, $\beta_3$, starting from the same initial mesh (shown in red) and produced by the same initial tangent vector, which induces shearing; see Section 6.1. The final mesh is shown in blue.

Euclidean geodesics ($\beta_1 = \beta_3 = 0$) does not cause the mesh to become degenerate. Naturally, the Euclidean geodesic resembles a rotation only for small times since all vertices move along straight lines. Interestingly, however, in the case $\beta_1 > 0$ and $\beta_3 = 0$ the geodesics appear to produce exact rotations.

6.2. More Complex Initial Tangent Vector

In this example, we revisit the setup depicted in Figure 4.3, i.e., we retain a very simple initial mesh but consider the geodesic in the direction of an unfavorable initial tangent vector (Figure 4.2). We
Figure 6.3: 20 snapshots of geodesics for different values of $\beta_1$, $\beta_3$, starting from the same initial mesh (shown in red) and produced by the same initial tangent vector, which induces scaling; see Section 6.1. The final mesh is shown in blue.

compare the Euclidean geodesic ($\beta_1 = \beta_3 = 0$) with the proposed metric (for values $\beta_1 = \beta_3 = 1$). In each case, $Q_{ref}$ is chosen to be the initial mesh. Figure 6.5 shows the respective mesh evolution at 16 snapshots within the interval $[0, 2]$. The scaling of the axes is the same in each snapshot.

In the Euclidean case, the mesh degenerates very quickly and becomes non-admissible around $t = 1$. By contrast, the completeness of the proposed metric ensures the mesh to be admissible for all times. Notice that the inward pointing initial tangent vectors at the two bottom vertices are repelled and reverse direction around $t = 0.53$ as a consequence of the term involving $\beta_1$ in (6.1), which avoids interior self-intersections.
Figure 6.4.: 20 snapshots of geodesics for different values of $\beta_1$, $\beta_3$, starting from the same initial mesh (shown in red) and produced by the same initial tangent vector, which induces a rotation; see Section 6.1. The final mesh is shown in blue.

6.3. Mesh Quality Experiment

In this experiment, we consider a slightly more complex mesh consisting of 33 vertices and 48 triangles. The initial mesh is a discretized version of the unit circle. The initial tangent vector considered acts only on the boundary of the mesh, i.e., its components pertaining to interior mesh vertices are zero. Such a situation occurs frequently in shape optimization, where the Hadamard structure theorem (Sokołowski, Zolésio, 1992, Thm. 2.27) provides an expression for the shape derivative which is supported only the boundary of the current mesh. One would then usually apply an extension technique to obtain a displacement field (tangent vector) supported in all vertices. A typical example is to achieve this through the solution of an elasticity equation. With our approach, the displacement of all vertices, including the interior ones, is achieved automatically by following the geodesic with respect to the
Figure 6.5.: Snapshots of the geodesics described in Section 6.2, comparing the complete metric with $\beta_1 = \beta_3 = 1$ (first and third columns) and the Euclidean metric with $\beta_1 = \beta_3 = 0$ (second and fourth columns).
metric (6.2).

As a quality measure for the mesh, we consider the mesh aspect ratio

\[ AR(\Delta; Q) := \min_{[i_0,i_1,i_2] \in \Delta} \frac{2 \rho_Q(i_0, i_1, i_2)}{R_Q(i_0, i_1, i_2)}. \]  

(6.3)

The aspect ratio takes values between 0 and 1, where the latter is achieved precisely for unilateral triangles.

In Figure 6.4 we show three snapshots of three geodesics on the interval \([0, 2]\). We compare the Euclidean geodesic (\(\beta_1 = \beta_3 = 0\)) with the proposed metric for values \(\beta_1 = \beta_3 = 0.25\) and \(\beta_1 = \beta_3 = 0.5\). As in the previous experiments, \(Q_{\text{ref}}\) is chosen to be the initial mesh.

As we can observe from these snapshots, but also from Figure 6.7, the mesh aspect ratio over time degenerates for the Euclidean metric, where only the boundary values are displaced. By contrast, the mesh aspect ratio is observed to be bounded away from zero for the metric (6.2) when \(\beta_1, \beta_3 > 0\).

**Conclusions and Outlook**

In this paper we studied the set \(M_0(\Delta)\) of all possible configurations (vertex coordinates) for planar triangular meshes of a given connectivity. These were described using the language of simplicial complexes. We proved that \(M_0(\Delta)\) is an open submanifold of \(\mathbb{R}^{2N_V}\). Our primary object of interest, however, was \(M_r(\Delta; Q_{\text{ref}})\), a path component of \(M_0(\Delta)\) with one of the two possible orientations. Our main result was the construction of a complete Riemannian metric for \(M_r(\Delta; Q_{\text{ref}})\). To this end, we devised a proper function and used a theorem of Gordon, 1973.

The main motivation for this study originates in computational shape optimization, where triangular meshes are frequently used to represent planar shapes, in particular when the problem involves a partial differential equation. It is common practice in computational shape optimization to deform meshes along Euclidean geodesics, which is computationally trivial but inevitably leads to a restriction in step sizes in order to counteract mesh degeneration. The metric we propose avoids this.

As a drawback, we obtained geodesic equations which can only be integrated numerically. Our method of choice was the Störmer–Verlet scheme. Although we put some effort into an efficient implementation which will be described elsewhere, the solution of the geodesic equation remains computationally involved and may easily become the most expensive step in a shape optimization loop. Therefore, it appears reasonable to investigate compromises between following exact geodesics with respect to the complete metric, and following the straight lines of Euclidean geometry. This is a topic for future research.

We hope that the ideas presented here may be of interest for applications other than shape optimization as well, including mesh morphing, mesh interpolation, and image registration. In this context, it becomes important to be able to evaluate, besides the exponential map, also the logarithmic map...
Figure 6.6.: Snapshots of the geodesics described in Section 6.3 for different values of $\beta = \beta_1 = \beta_3$. The tangent vectors are also shown. They have been scaled to improve the visualization.
Figure 6.7.: Mesh quality plot over time along geodesics for different values of $\beta = \beta_1 = \beta_3$, see Section 6.3.

as well as the parallel transport of tangent vectors. We are planning to investigate these topics in a separate publication.

Finally, we recall that we conjectured that $M_\gamma(\Delta)$ as in Definition 3.9 is connected. In the affirmative case, we would have $M_\gamma(\Delta) = M_\gamma(\Delta; Q_{ref})$. We invite the reader to prove or disprove this statement.

A. GEOMETRIC AND ABSTRACT SIMPLICIAL COMPLEXES

This section collects basic definitions concerning geometric and abstract simplicial complexes. For a more thorough introduction, we refer the reader to, e.g., Horak, Jost, 2013; Edelsbrunner, Harer, 2010; Misztal, 2010.

A.1. GEOMETRIC SIMPLICIAL COMPLEXES

We begin with the notion of geometric simplicial complexes. Throughout, let $Z$ be a finite dimensional vector space. (In our applications, we will have $Z = \mathbb{R}^2$.) A simplex $\sigma$ of dimension $k \in \mathbb{N}_0$ (or $k$-simplex) in $Z$ is the convex hull of $k + 1$ affine independent points (the vertices of $\sigma$) in $Z$. A face of dimension $m (0 \leq m \leq k)$ (an $m$-face) of $\sigma$ is the convex hull of a subset of $m + 1$ of its vertices. 0-faces are vertices, 1-faces are edges and 2-faces are triangles.

A (finite) geometric simplicial complex $\Sigma$ in $Z$ is a non-empty, finite set of simplices in $Z$ satisfying the following conditions: every face of a simplex $\sigma \in \Sigma$ also belongs to $\Sigma$, and the non-empty intersection of any two simplices $\sigma, \sigma'$ in $\Sigma$ is a face of both $\sigma$ and $\sigma'$. We say that a geometric
 simplicial complex $\Sigma$ is of \textbf{dimension} $k \in \mathbb{N}_0$ (or a \textbf{geometric simplicial $k$-complex}) if $k$ is the largest dimension of any simplex in $\Sigma$. The \textbf{vertex set} of a geometric simplicial complex $\Sigma$ is the union of the vertices of all of its faces.

A geometric simplicial $k$-complex $\Sigma$ is \textbf{pure} if all maximal elements of $\Sigma$ (w.r.t. the partial order of set inclusion) have dimension $k$. In other words, a geometric simplicial $k$-complex is pure if and only if every simplex in $\Sigma$ is the face of some $k$-simplex in $\Sigma$. A geometric simplicial $k$-complex $\Sigma$ in $Z$ is said to be \textbf{$m$-path connected} ($1 \leq m \leq k$) if for any two distinct $m$-faces $\sigma, \sigma'$ in $\Delta$, there exists a finite sequence of $m$-faces, starting in $\sigma_0 = \sigma$ and ending in $\sigma_n = \sigma'$, such that $\sigma_i \cap \sigma_{i+1}$ is an $(m - 1)$-face for $i = 0, \ldots, n - 1$.

In this context we also consider the definition of star, closed star and link of a face $\sigma$ in a simplicial complex $\Sigma$. The \textbf{star} of $\sigma$, denoted as $\text{St}(\sigma)$, is the union of the interior of those simplices of $\Sigma$ which have $\sigma$ as a face. The \textbf{closure} of a subset of the faces in $\Sigma$ can be defined as the smallest subcomplex of $\Sigma$ containing those faces. Specifically, the closure of the star of $\sigma$, denoted as $\overline{\text{St}(\sigma)}$, is called the \textbf{closed star} of $\sigma$ in $\Sigma$. It can be understood as the union of all simplices of $\Sigma$ having $\sigma$ as a face, and it is a subcomplex of $\Sigma$. The set $\overline{\text{St}(\sigma)} \setminus \text{St}(\sigma)$ is called the \textbf{link} of $\sigma$ in $\Sigma$ and it is denoted by $\text{lk}(\sigma)$. In other words, the link of $\sigma$ is the set of all simplices in the closure of $\overline{\text{St}(\sigma)}$ which do not have $\sigma$ as a face. It can be proved that for any face $\sigma$ of $\Sigma$, $\text{lk}(\sigma)$ is a subcomplex of $\Sigma$. If $\Sigma$ is pure and of dimension $d$, then $\text{St}(\sigma)$ is also pure and of dimension $d$. Furthermore, if $\sigma$ is of dimension $k$, then $\text{lk}(\sigma)$ is pure and of dimension $d - k - 1$. Figure A.1 shows examples of the star, closed star and link of a face $\sigma$ of a simplicial complex. We concentrate on the cases relevant here, when $\sigma$ is a 0-face or a 1-face.

Another important notion is the distinction between boundary faces and interior faces. Let $\Sigma$ be a simplicial 2-complex. We say that a 1-face $\sigma \in \Sigma$ is a \textbf{boundary 1-face} if it belongs to exactly one 2-face. We denote the set of all boundary 1-faces by $E_\partial$. We say that a 2-face is a \textbf{boundary 2-face} if it contains at least one boundary 1-face. The set of all boundary 2-faces will be denoted by $T_\partial$. Finally, a 0-face is called a \textbf{boundary 0-face} if it belongs to at least one boundary 1-face. We denote the set of all boundary 0-faces by $V_\partial$.

A 1-face is said to be an \textbf{interior 1-face} if it belongs to exactly two 2-faces. A 2-face is said to be an \textbf{interior 2-face} if all of its 1-faces are interior. Finally, a 0-face is said to be an \textbf{interior 0-face} if all 1-faces it belongs to are interior. Notice that in a simplicial 2-complex, all 0-, 1- and 2-faces are either boundary or interior.

Now, we focus on some results regarding closed stars of interior 0-faces. We start by defining a \textbf{polygonal chain}, which is a connected series of edges. It can also be understood as a curve which is specified by a finite sequence of points called the vertices of the chain. Furthermore, a \textbf{simple polygonal chain} is one in which only consecutive segments intersect and they intersect only at their end points. In the same way, a \textbf{closed polygonal chain} is one in which the first vertex coincides with the last one.

For the three lemmas which follow, we make the following joint assumption.

\textbf{Assumption A.1}. Suppose that $\Delta$ is a connectivity complex, i.e., a pure, 2-path connected abstract simplicial 2-complex, see Definition 3.1. Given a set of vertex positions $Q \in M_0(\Delta)$, we recall that $\Sigma_\Delta(Q)$
Figure A.1.: Examples of star, closed star and link for a vertex (top row) and an edge (bottom row) of a simplicial complex, see Appendix A.1.

is a simplicial 2-complex whose associated abstract simplicial complex is $\Delta$, see Definition 3.3.

**Lemma A.2.** If $q$ is any 0-face of $\Sigma_\Delta(Q)$, then $\text{lk}(q)$ is a simple polygonal chain.

**Proof.** Since we are working with simplicial 2-complexes and $\Delta$ is pure, we know from Gallier, 2008, p.100 that $\text{lk}(q)$ is a simplicial complex which is pure and of dimension 1, see also Figure A.1.c. Then, we can conclude that $\text{lk}(q)$ is a sequence of line segments. We will also know that this sequence of line segments will be simple since $\text{lk}(q)$ is a simplicial complex. Then, it only remains to be proved is that this sequence of line segments is connected. To this end we proceed by contradiction and assume that the sequence of line segments is not connected. By definition of a connected set, we know that there exists at least one line segment which is isolated from the others. From the definition of $\text{lk}(q)$
we know that for every 1-face \( e \) in \( \text{lk}(q) \), there exists a 2-face \( T \) in \( \overline{\text{St}(q)} \) such that \( e \subset T \). In particular, if we call \( \widehat{e} \) the isolated 1-face and \( \widehat{T} \) an associated 2-face, then it is easy to see that there will not be a sequence of 2-faces which will connect \( \widehat{T} \) with any other 2-face. This contracts the assumption of \( \Delta \) being 2-path connected.

\[ \square \]

**Lemma A.3.** If \( q \) is an interior 0-face, then \( \text{lk}(q) \) is a simple closed polygonal chain.

**Proof.** From Lemma A.2, we know that \( \text{lk}(q) \) is a simple polygonal chain. It remains to prove that it is closed. We proceed by contradiction and assume that the first vertex is different from the last. If we denote as \( \widehat{e} \) the first line segment of the polygonal chain, we know that by definition of the link of a 0-face, there exists \( \widehat{T} \in \overline{\text{St}(q)} \), which is the 2-face uniquely identified by \( \widehat{e} \) and \( q \). Now, we notice the 1-face joining \( q \) and \( \widehat{e} \) belongs to only one 2-face (namely \( \widehat{T} \)), which by definition means it is a boundary 1-face and therefore \( q \) will be a boundary 0-face, which produces a contradiction. \[ \square \]

**Lemma A.4.** Suppose that \( q \) is an interior 0-face. Let us denote by \( e^\text{lk}_i \) the 1-faces which belong to \( \text{lk}(q) \). Finally, let us consider the set

\[ C = \bigcap_{i \in I} H^+(e^\text{lk}_i), \]

where \( I := \{ i \in \mathbb{N} | e_i \in \text{lk}(q) \} \) and \( H^+(e_i) \) denotes the half-space generated by the 1-face \( e_i \) which contains \( \overline{\text{St}(q)} \). Then, \( C \subset \overline{\text{St}(q)} \) holds.

**Proof.** We proceed by contraposition, i.e., we assume \( x \notin \overline{\text{St}(q)} \) and we wish to prove \( x \notin C \). By definition of \( \overline{\text{St}(q)} \), \( x \notin \overline{\text{St}(q)} \) implies that for all \( T_i \in \overline{\text{St}(q)} \), then \( x \notin T_i \). Now, since \( q \) is an interior 0-face and thanks to Lemma A.3, we know \( \text{lk}(q) \) is a simple closed polygonal chain, which means there exists and index \( i \in I \) such that \( x \in H^-(e^\text{lk}_i) \), which implies \( x \notin C \). \[ \square \]

### A.2. Abstract Simplicial Complexes

A (finite) abstract simplicial complex \( \Delta \) over a finite set \( V \) is a non-empty collection of non-empty subsets of \( V \) such that, for all \( \sigma \in \Delta \), every non-empty subset of \( \sigma \) also belongs to \( \Delta \). The elements of \( \sigma \in \Delta \) are called the faces of \( \Delta \). A face \( \sigma \) is said to be of dimension \( m \in \mathbb{N}_0 \) (an \( m \)-face) if \( \#\sigma = m + 1 \). An abstract simplicial complex \( \Delta \) is said to be of dimension \( k \in \mathbb{N}_0 \) (an abstract simplicial \( k \)-complex) if \( k \) is the largest dimension of any of its faces. The vertex set of an abstract simplicial complex \( \Delta \) is the union of all of its faces, i.e., \( \bigcup_{\sigma \in \Delta} \sigma \subset V \). The elements of the vertex set are the vertices. Clearly, an abstract simplicial complex over a finite set \( V \) is also an abstract simplicial complex over its vertex set.

An abstract simplicial \( k \)-complex \( \Delta \) is pure if all maximal elements of \( \Delta \) (w.r.t. the partial order of set inclusion) have dimension \( k \). An abstract simplicial \( k \)-complex \( \Delta \) is said to be \( m \)-path connected \( (1 \leq m \leq k) \) if for any two distinct \( m \)-faces \( \sigma, \sigma' \) in \( \Delta \), there exists a finite sequence of \( m \)-faces, starting in \( \sigma_0 = \sigma \) and ending in \( \sigma_n = \sigma' \), such that \( \sigma_i \cap \sigma_{i+1} \) is an \( (m-1) \)-face for \( i = 0, \ldots, n-1 \).
Abstract simplicial complexes provide a purely combinatorial description of geometric simplicial complexes, disregarding actual vertex “positions”. Every geometric simplicial complex $\Sigma$ defines an abstract simplicial complex $\Delta$ (unique up to homomorphisms, i.e., renaming vertices) of the same dimension, as follows. Suppose that $v_1, v_2, \ldots, v_{N_\Sigma}$ are the vertices of $\Sigma$. Define $\Delta$ over the vertex set \{1, \ldots, N_\Sigma\} as

$$\Delta := \{ \sigma \subset \{1, \ldots, N_\Sigma\} \mid \text{conv}\{v_i\}_{i \in \sigma} \in \Sigma \}.$$  

We call $\Delta$ the abstract simplicial complex associated with $\Sigma$.

Finally, it is worth mentioning that the notions of boundary faces and interior faces of dimensions 0, 1 and 2, of an abstract simplicial 2-complex can be defined in the same way as in the geometric case.

**B. Basic Notions and Inequalities for Triangles**

In this section we collect some well-known results about triangles in $\mathbb{R}^2$, in an effort to keep this paper self-contained. Most of the definitions were taken from Agricola, Friedrich, 2008. In the language of geometry, let us suppose that $\Delta$ is a connectivity complex, i.e., a pure, 2-path connected abstract simplicial 2-complex, with vertex set $V$, see Definition 3.1. Given a set of vertex positions $Q \in M_3(\Delta)$, we recall that $\Sigma_\Delta(Q)$ is a simplicial 2-complex whose associated abstract simplicial complex is $\Delta$, see Definition 3.3. Orientation is not relevant for the results in this section.

Let us consider a 2-face of $\Delta$, denoted as $\{i_0, i_1, i_2\}$. The associated geometric counterpart, i.e., the triangle $\text{conv}\{q_{i_0}, q_{i_1}, q_{i_2}\}$, is an element of $\Sigma_\Delta(Q)$. Its edge lengths are denoted as $E^\ell_Q(i_0, i_1, i_2)$, where the edge numbered $\ell$ is the one opposite the vertex $q_{i_\ell}$ for $\ell = 0, 1, 2$. We denote the interior angles of the triangle by $\theta^\ell_Q(i_0, i_1, i_2)$, where the angle numbered $\ell$ is the one at the vertex $q_{i_\ell}$ for $\ell = 0, 1, 2$. The $\ell$-th height is denoted as $h^\ell_Q(i_0, i_1, i_2)$ and it is the length of the line segment perpendicular to the edge $\{i_{\ell+1}, i_{\ell+2}\}$ which passes through the vertex $q_{i_\ell}$. Here $\oplus$ denotes addition modulo 3. The inradius is the radius of the largest circle that fits inside the triangle and we denote it as $r_Q(i_0, i_1, i_2)$. The circumradius is the radius of the smallest circle into which the triangle will fit and we denote it as $R_Q(i_0, i_1, i_2)$.

The area of the triangle is denoted as $A_Q(i_0, i_1, i_2)$ and it satisfies the identity

$$A_Q(i_0, i_1, i_2) = \frac{E^0_Q(i_0, i_1, i_2) h^0_Q(i_0, i_1, i_2)}{2} = s_Q(i_0, i_1, i_2) r_Q(i_0, i_1, i_2),$$  \hspace{1cm} (B.1)

where $s_Q(i_0, i_1, i_2)$ is the semi-perimeter, i.e.,

$$s_Q(i_0, i_1, i_2) := \frac{1}{2} \left[ E^0_Q(i_0, i_1, i_2) + E^1_Q(i_0, i_1, i_2) + E^2_Q(i_0, i_1, i_2) \right].$$  \hspace{1cm} (B.2)

Rearranging terms in (B.1), we have that

$$h^0_Q(i_0, i_1, i_2) = 2 r_Q(i_0, i_1, i_2) \frac{s_Q(i_0, i_1, i_2)}{E^0_Q(i_0, i_1, i_2)}.$$
Since \( s_Q(i_0, i_1, i_2) > \max \{ E_Q^0(i_0, i_1, i_2), E_Q^1(i_0, i_1, i_2), E_Q^2(i_0, i_1, i_2) \} \) holds, we have
\[
h_Q^I(i_0, i_1, i_2) > 2 r_Q(i_0, i_1, i_2).
\] (B.3)

Notice also that the area (B.1) agrees with the signed area defined in (3.6) if \([i_0, i_1, i_2]\) is properly oriented. We will not need to use different symbols for area and signed area.

The well-known relation \( R_Q(i_0, i_1, i_2) \geq 2 r_Q(i_0, i_1, i_2) \) between the inradius and circumradius can be found in Svrtan, Veljan, 2012, p.198. Another useful relation between the inradius and the heights is given by
\[
\frac{1}{r_Q(i_0, i_1, i_2)} = \frac{1}{h_Q^0(i_0, i_1, i_2)} + \frac{1}{h_Q^1(i_0, i_1, i_2)} + \frac{1}{h_Q^2(i_0, i_1, i_2)}.
\] (B.4)

see, e.g., Kay, 2011, p.353. From Bursan, 2015, Cor. 3 we can obtain the following bound on the interior angles,
\[
\frac{r_Q(i_0, i_1, i_2)}{R_Q(i_0, i_1, i_2)} - \sqrt{1 - \frac{2 r_Q(i_0, i_1, i_2)}{R_Q(i_0, i_1, i_2)}} \leq \cos(\theta^Q(i_0, i_1, i_2)) \leq \frac{r_Q(i_0, i_1, i_2)}{R_Q(i_0, i_1, i_2)} + \sqrt{1 - \frac{2 r_Q(i_0, i_1, i_2)}{R_Q(i_0, i_1, i_2)}}.
\] (B.5)

Finally, we will use the characterization of the circumradius given in Agricola, Friedrich, 2008, Thm. 27, p.43,
\[
R_Q(i_0, i_1, i_2) = \frac{E_Q^0(i_0, i_1, i_2) E_Q^1(i_0, i_1, i_2) E_Q^2(i_0, i_1, i_2)}{4A_Q(i_0, i_1, i_2)}.
\] (B.6)

C. Proofs

C.1. Proof of Lemma 4.7

As in the statement of Lemma 4.7, let \( \Delta \) be a consistently oriented connectivity complex (Definitions 3.1 and 3.5) with vertex set \( V = \{ 1, \ldots, N_V \} \). Furthermore, let \([i_0, i_1, i_2]\) be an arbitrary 2-face of \( \Delta \). Finally, let us assume \( Q \in M_+(\Delta; Q_{ref}) \).

Then clearly, all heights are strictly positive and we have
\[
\frac{\beta_i}{h_Q^I(i_0, i_1, i_2)} \leq \sum_{k=1}^{N_r} \sum_{\ell=0}^2 h_Q^I(i_0, i_1, i_2) \frac{\beta_i}{h_Q^I(i_0, i_1, i_2)} \leq f(Q),
\]
which proves statement (a). Denoting by \( r_Q(i_0, i_1, i_2) \) the inradius of a 2-face of \( \Delta \) and using (B.4) we obtain that
\[
\frac{\beta_i}{r_Q(i_0, i_1, i_2)} \leq \sum_{k=1}^{N_r} \sum_{\ell=0}^2 \frac{\beta_i}{r_Q(i_0, i_1, i_2)} \leq f(Q),
\]
which proves statement (b).
It is also well known that for any 2-face the length of each of its 1-faces is greater than twice the inradius, from where we obtain the first inequality of statement (c):

\[
\frac{2\beta_1}{f(Q)} \leq 2 r_Q(i_0, i_1, i_2) \leq E'_Q(i_0, i_1, i_2).
\]

For the second inequality of statement (c), we use the triangle inequality and the definition of \( f \) to obtain

\[
E'_Q(i_0, i_1, i_2) = \|q_{i_{00}} - q_{i_{02}}\| + 2 \|q_{i_{02}}\| \leq \sqrt{2} \|Q\|_F
\]

\[
\leq \sqrt{2} \|Q - Q_{\text{ref}}\|_F + \sqrt{2} \|Q_{\text{ref}}\|_F \leq 2 \sqrt{\frac{f(Q)}{\beta_3}} + \sqrt{2} \|Q_{\text{ref}}\|_F,
\]

which completes the proof of statement (c). Next we use that the area of each 2-face is larger than the area of its incircle, i.e., \( A_Q(i_0, i_1, i_2) \geq \pi r_Q^2(i_0, i_1, i_2) \). Using the bound in statement (b), we obtain statement (d). Statement (e) follows immediately from (B.6) and statements (b) to (d). To prove statement (f), we use (B.5) to obtain

\[
|\cos(\theta^f(i_0, i_1, i_2))| \leq \frac{r_Q(i_0, i_1, i_2)}{R_Q(i_0, i_1, i_2)} + \sqrt{1 - \frac{2 r_Q(i_0, i_1, i_2)}{R_Q(i_0, i_1, i_2)}}
\]

for any \( \ell = 0, 1, 2 \). Consider the function

\[
\varphi(x) := x + \sqrt{1 - 2x}
\]

in the interval \([0, \frac{1}{2}]\), where it is continuous and decreasing and takes values in \([0, 1]\). Its maximum value is \( \varphi(0) = 1 \). Thanks to statement (e), we know that

\[
\frac{r_Q(i_0, i_1, i_2)}{R_Q(i_0, i_1, i_2)} \geq \frac{4 \pi \beta_3}{2 \left( \frac{f(Q)}{\beta_3} + \sqrt{2} \|Q_{\text{ref}}\|_F \right)^3} \frac{1}{f(Q)^3} =: \psi(f(Q)).
\]

The function \( \psi(x) : (0, \infty) \to (0, \infty) \) is continuous and decreasing. Since \( \varphi \) is also decreasing, we get

\[
|\cos(\theta^f(i_0, i_1, i_2))| \leq \varphi \left( \frac{r_Q(i_0, i_1, i_2)}{R_Q(i_0, i_1, i_2)} \right) \leq \varphi(\psi(f(Q))).
\]

Now set \( \Psi := \varphi \circ \psi : (0, \infty) \to (0, 1) \), which is increasing and continuous as claimed.

### C.2. Proof of Proposition 4.8

As in the statement of Proposition 4.8, let \( \Delta \) be a consistently oriented connectivity complex and \( Q \in \mathcal{M}_*(\Delta) \). We consider a 0-face \([i_0]\) and a 1-face \([j_0, j_1]\) of \( \Delta \) such that \( \{q_{i_0}\} \cap \text{conv}\{q_{j_0}, q_{j_1}\} = \emptyset \).

To shorten and simplify notation, we will simply write \( q = q_{i_0} \) and \( e = \text{conv}\{q_{j_0}, q_{j_1}\} \). We also use \( D(q; e) \) to denote \( D_Q(i_0; [j_0, j_1]) \) and \( d(q; e) \) to denote \( d_Q(i_0; [j_0, j_1]) \). By assumption, we have \( q \cap e = \emptyset \).

Therefore, the distance \( D(q; e) \) defined in (4.5) is strictly positive. Also recall the definition of \( f \) from (4.7). Finally, we are going to use the notation introduced in the end of Appendix A, specifically the link \( \text{lk}(\cdot) \), and the closed star \( \text{St}(\cdot) \) of a 0- or 1-face.

We consider the cases following the statement of Proposition 4.8.
Figure C.1.: Illustrations for the proof of Proposition 4.8: $\overline{\text{St}(q)}$ (left and center) and $\overline{\text{St}(e)}$ (right) are shaded in red. Moreover, $\text{lk}(q)$ (left and center) and $\text{lk}(v_1)$ (right) are shown by dark red lines.

$q$ and $e$ are boundary faces: We estimate

$$\frac{\beta_2}{D(q; e)} \leq \sum_{[e_0, e_1] \in E_2} \sum_{k_0 \notin e_0, e_1} \frac{\beta_2}{D_Q(k_0; [e_0, e_1])} \leq f(Q),$$

which proves (4.8) and thus statement (a).

$q$ is an interior 0-face and $e$ is interior or boundary 1-face: • We first consider the case $e \cap \overline{\text{St}(q)} = \emptyset$. We use the notation described in Lemma A.4, i.e., $e_i^{lk}$ are the 1-faces which belong to $\text{lk}(q)$, indexed over $i \in I$. Moreover, $H^+(e_i^{lk})$ denotes the half-space generated by the 1-face $e_i^{lk}$ which contains $\overline{\text{St}(q)}$. Using Lemmas A.3 and A.4, we know there exists a 1-face $e_j^{lk}$ which separates $e$ from $\overline{\text{St}(q)}$ since $e \cap H^+(e_j^{lk}) = \emptyset$. (See Figure C.1a for an example of such a mesh.) Consider the 2-face uniquely identified by $e_j^{lk}$ and vertex $q$ and denote by $h_j$ the height of this 2-face passing through $q$. Then,

$$d(q; e_j^{lk}) \geq h_j.$$  

Since $e \cap H^+(e_j^{lk}) = \emptyset$ holds, this implies

$$D(q; e) \geq d(q; e) > d(q; e_j^{lk}) \geq h_j \geq \frac{\beta_1}{f(Q)},$$

where the last inequality follows from Lemma 4.7, statement (a). • We now consider the case when $e \cap \overline{\text{St}(q)} \neq \emptyset$. Since $q, e \in \Sigma_\Delta$ and $q \cap e = \emptyset$ by assumption, we have two possibilities. First, $e \cap \overline{\text{St}(q)}$ is a vertex $v$, and it belongs to some $e_j^{lk}$. (See Figure C.1b for such a construction.) Using Pythagoras’ Theorem we get

$$d(q; e) = \|q - v\| \geq d(q; e_j^{lk}) \geq h_j,$$
which implies that \( D(q; e) \geq d(q; e) \geq \frac{\beta_j}{f(Q)} \) by Lemma 4.7, statement (a). • Second, \( e \cap \text{St}(q) = e^{l_k} \).

Notice that \( D(q; e) \geq d(q; e^{l_k}) \geq h_j \), where \( h_j \) is the height of the 2-face uniquely defined by \( q \) and \( e^{l_k} \), which passes through \( q \). Thanks to Lemma 4.7, statement (a) we have \( D(q; e) \geq \frac{\beta_j}{f(Q)} \).

Altogether, we have proved (4.9) and thus statement (b).

**q is a boundary 0-face and e is an interior 1-face:** • We first consider the case \( q \cap \text{St}(e) = \emptyset \). In order to estimate \( D(q; e) \), we are going to invoke Lemma C.1, which separates the task into the estimation of angles and the estimation of \( ||q - v_i|| \), where \( v_1 \) and \( v_2 \) are the 0-faces of \( e \). We begin with the latter and assume, without loss of generality, that \( ||q - v_1|| \geq ||q - v_2|| \). Therefore, we focus on the estimation of \( ||q - v_1|| \). We consider now two cases.

\( v_1 \) is an interior 0-face: Since \( q \cap \text{St}(e) = \emptyset \), there exist two possibilities. • Suppose first that \( q \cap \text{St}(v_1) = \emptyset \) holds. Since \( v_1 \) is interior, then thanks to Lemma A.3 we know that \( \text{lk}(v_1) \) is a closed polygonal chain. Therefore, there exists \( e^{l_k} \in \text{lk}(v_1) \) such that \( q \cap H^+(e^{l_k}) = \emptyset \). (See Figure C.1c for such a construction.) This implies \( ||q - v_1|| > d(v_1; e^{l_k}) > h_j \geq \beta_j / f(Q) \). The last inequality was obtained by Lemma 4.7, statement (a) • Suppose now that \( q \cap \text{St}(v_1) \neq \emptyset \) holds. Since \( q, e \in K_\Delta \), we conclude \( q \in \text{lk}(v_1) \) and thus there exists an edge between \( q \) and \( v_1 \). It thus follows from Lemma 4.7, statement (c) that \( ||q - v_1|| \geq \frac{2\beta_j}{f(Q)} \) holds. In both cases, we can conclude that \( ||q - v_1|| > \frac{\min\{\beta_1, \beta_2\}}{\sqrt{2} f(Q)} \). This result, together with Lemma C.1, implies (4.10) as follows

\[
D(q; e) \geq d(q; e) > \frac{\min\{\beta_1, \beta_2\}}{\sqrt{2} f(Q)} \min_{\theta \in \Theta} \left\{ \sqrt{1 - \cos^2(\theta)} \right\}.
\]

Thus statement (c) for the case that \( v_1 \) is an interior 0-face.

\( v_1 \) is a boundary 0-face: • We first consider the case \( q \cap \text{St}(v_1) = \emptyset \). Thanks to the definition of boundary faces, we know that there exists a boundary 1-face, denoted as \( \tilde{e} \), such that \( v_1 \) is one of its 0-faces and \( ||q - v_1|| \geq d(q; \tilde{e}) \). Using (4.6), and (4.8) we get \( ||q - v_1|| \geq D(q; \tilde{e}) / \sqrt{2} \geq \frac{\beta_1}{f(Q)} \). • If on the other hand, \( q \cap \text{St}(v_1) \neq \emptyset \), then by definition of \( \text{St}(v_1) \), we know that there exists an edge between \( q \) and \( v_1 \). It thus follows from Lemma 4.7, statement (c) that \( ||q - v_1|| \geq \frac{2\beta_j}{f(Q)} \) holds. We can summarize both cases as \( ||q - v_1|| \geq \frac{\min\{\beta_1, \beta_2\}}{\sqrt{2} f(Q)} \). This result, together with Lemma C.1, implies (4.10) and thus statement (c) for the case that \( v_1 \) is an boundary 0-face.

• We end this proof by considering the case when \( q \cap \text{St}(e) \neq \emptyset \). Since \( q, e \in K_\Delta \), the only possibility is that \( q \cap \text{St}(e) = q \) holds. By considering the 2-face uniquely defined by \( e \) and \( q \), we have \( D(q; e) \geq d(q; e) \geq h \), where \( h \) is the height of this 2-face which passes through \( q \). Using Lemma 4.7, statement (a) and the fact that \( \sqrt{1 - \cos^2(\theta)} < 1 \) for all \( t = 1, \ldots, 4 \), we conclude

\[
D(q; e) \geq \frac{\beta_1}{f(Q)} > \frac{\min\{\beta_1, \beta_2\}}{\sqrt{2} f(Q)} \min_{\theta \in \Theta} \left\{ \sqrt{1 - \cos^2(\theta)} \right\},
\]

which proves (4.10) and thus statement (c) in this case.

The following auxiliary result was used in the proof of Proposition 4.8 above. It shows that under the assumptions of Proposition 4.8, the distance of a boundary 0-face \([i_0] \) from an interior 1-face \([j_0, j_1]\) can be bounded from below. This bound is given in terms of the angles formed by the edge
\[ [q_h, q_i] \] and the adjacent 1-faces which belong to the closed star of \([q_h, q_i]\), and the minimum of \(\|q_i - q_h\|\) and \(\|q_h - q_i\|\). To keep the notation consistent with the proof of Proposition 4.8, we recall that \(Q \in \mathcal{M}_s(\Lambda)\) is given but arbitrary, and that the 0 and 1-faces of \(\Sigma_{\Lambda}(Q)\) under consideration are denoted as \(q = q_i\) and \(e = \text{conv}\{q_h, q_i\} =: \text{conv}\{v_1, v_2\}\), respectively.

**Lemma C.1.** Suppose that the assumptions of Proposition 4.8 hold and that, specifically, \(i_0\) is a boundary 0-face and \([i_0, j_1]\) is an interior 1-face. Assume \(q \cap \overline{\text{St}(e)} = \emptyset\), where \(\overline{\text{St}(e)}\) denotes the closed star of \(e\). Then

\[
d(q; e) \geq \min_{\theta \in \Theta} \left\{ \cos(\theta) \right\} \min \{ \|q - v_1\|, \|q - v_2\| \},
\]

where \(\Theta\) is the set of four angles formed by the edge \(e\) and the adjacent 1-faces belonging to \(\text{St}(e)\); see Figure C.2.

**Proof.** We start by noticing that thanks to the definition of interior 1-faces, the closed star \(\overline{\text{St}(e)}\) contains exactly two 2-faces. Let us denote by \(p\) the orthogonal projection of \(q\) onto the infinite line defined by the edge \(e\). We distinguish two cases. • If \(p\) does not belong to \(e\), then by the definition of the distance from a vertex to an edge, we get \(d(q; e) = \min \{ \|q - v_1\|, \|q - v_2\| \}\). • Conversely, if \(p\) does belong to \(e\), then w.l.o.g. we assume \(\|q - v_1\| < \|q - v_2\|\). Furthermore, we denote by \(s\) the unique point of intersection between the line segment joining \(q\) and \(p\) with one of edges of \(\overline{\text{St}(e)}\). It is clear that \(d(q; e) = \|q - p\|\). Now, by Pythagoras’ Theorem we have that \(\|q - p\|^2 = \|q - v_1\|^2 - \|v_1 - p\|^2\). Moreover, we know that \(\cos(\theta_1) = \|v_1 - p\|/\|v_1 - s\|\), which implies \(\|q - p\|^2 = \|q - v_1\|^2 - \cos^2(\theta_1) \|v_1 - s\|^2\).

Now, since we have assumed \(q \cap \overline{\text{St}(e)} = \emptyset\), we have \(\|q - p\| > \|s - p\|\), and using again Pythagoras’ Theorem we obtain

\[
\|v_1 - s\|^2 = \|v_1 - p\|^2 + \|p - s\|^2 < \|v_1 - p\|^2 + \|p - q\|^2 = \|v_1 - q\|^2.
\]

Figure C.2: Illustration of the construction for the distance between a 0-face and an interior 1-face, used in Lemma C.1.
Thus,
\[ d(q; e)^2 = \|q - p\|^2 > \|v_1 - q\|^2 - \cos^2(\theta_1) \|v_1 - q\|^2 \]
\[ = (1 - \cos^2(\theta_1)) \|v_1 - q\|^2. \]

Thanks to the assumption \( \|q - v_1\| \leq \|q - v_2\| \) we can conclude that
\[ d(q; e) > \sqrt{1 - \cos^2(\theta_1)} \min \{\|q - v_1\|, \|q - v_2\|\} \]
\[ \geq \min_{\theta \in \Theta} \left\{ \sqrt{1 - \cos^2(\theta)} \right\} \min \{\|q - v_1\|, \|q - v_2\|\}. \]

Notice that \( \sqrt{1 - \cos^2(\theta)} < 1 \) holds for all \( \theta \in \Theta \), whether or not the orthogonal projection of \( q \) onto the infinite line defined by \( e \) belongs to \( e \). We can thus conclude
\[ d(q; e) \geq \min_{\theta \in \Theta} \left\{ \sqrt{1 - \cos^2(\theta)} \right\} \min \{\|q - v_1\|, \|q - v_2\|\}. \]  

(C.2) □

D. An Example Regularization for \( D_Q(i_0; [j_0, j_1]) \)

This section aims to present an example of a family of functions which can be used to approximate \( f \) as suggested in (4.15), using a regularized version of the distance \( D_Q(i_0; [j_0, j_1]) \) described in (4.5). We start by noticing that this distance from the 0-face \( i_0 \) to the 1-face \([j_0, j_1]\) can be written as

\[ D_Q(i_0; [j_0, j_1]) = g(\hat{q}^1_{i_0}; \hat{q}^1_{j_0}, \hat{q}^1_{j_1}) + |\hat{q}^2_{i_0} - \hat{q}^2_{j_1}|. \]  

(D.1)

Here \( \hat{q}^t \) stands for the first (\( t = 1 \)) or second (\( t = 2 \)) component of a vector \( q \) rotated about the origin so that its first coordinate aligns with the edge \( \text{conv}\{q_{j_0}, q_{j_1}\} \), as shown in Figure 4.5. For convenience, the convention here is that \( \hat{q}^1_{j_0} < \hat{q}^1_{j_1} \) holds. Furthermore, the function \( g \) is the distance of a point to an interval in \( \mathbb{R} \), i.e.,

\[ g(x; [y, z]) = \begin{cases} 
|y - x| & \text{if } y \geq x, \\
0 & \text{if } y \leq x \leq z, \\
|x - z| & \text{otherwise.}
\end{cases} \]  

(D.2)

We construct a regularizing function \( D_Q^\mu(i_0; [j_0, j_1]) \) based on \( C^3 \) regularizations of (D.2) and the absolute value function.

**Definition D.1.** Suppose that \( \mu \geq 1 \). We define the regularized distance from a vertex to an edge as follows

\[ D_Q^\mu(i_0; [j_0, j_1]) = g^\mu(\hat{q}^1_{i_0}; [\hat{q}^1_{j_0}, \hat{q}^1_{j_1}]) + h^\mu(\hat{q}^2_{i_0} - \hat{q}^2_{j_1}) \]  

(D.3)

where for \( x, y, z \in \mathbb{R} \),

\[ g^\mu(x; [y, z]) = \begin{cases} 
|y - x| - \frac{1}{4\mu} & \text{if } \frac{1}{2\mu} \leq y - x, \\
32\mu^5(y - x)^6 - 48\mu^4(y - x)^5 + 20\mu^3(y - x)^4 & \text{if } 0 \leq y - x \leq \frac{1}{2\mu}, \\
0 & \text{if } y \leq x \leq z, \\
32\mu^5(x - z)^6 + 48\mu^4(x - z)^5 + 20\mu^3(x - z)^4 & \text{if } 0 \leq x - z \leq \frac{1}{2\mu}, \\
|x - z| - \frac{1}{4\mu} & \text{if } x - z \geq \frac{1}{2\mu}.
\]  

(D.4)
and

\[ h^\mu(x) = \begin{cases} |x| - \frac{1}{4\mu} & \text{if } |x| \geq \frac{1}{2\mu}, \\ 40\mu^2|x|^6 - 64\mu^4|x|^5 + 32\mu^3|x|^4 - 4\mu^2|x|^3 + \frac{\mu}{2}|x|^2 & \text{otherwise.} \end{cases} \] (D.5)

We now focus on proving that the proposed family of functions \( D_Q^\mu \) satisfy the assumptions of Theorem 4.12. Specifically, we verify \( D_Q^\mu \leq D_Q \) in Proposition D.2 and argue that \( Q \mapsto D_Q^\mu \) is of class \( C^3 \) in Proposition D.3. Moreover, Proposition D.4 shows that in addition, the regularization is consistent, i.e., \( f^\mu(Q) \rightarrow f(Q) \) holds when \( \mu \rightarrow \infty \), for all \( Q \in M_\Lambda(\Delta; Q_{\text{ref}}) \).

**Proposition D.2.** For any \( Q \in M_\Lambda(\Delta; Q_{\text{ref}}) \) and all \( \mu \geq 1 \), we have \( D_Q^\mu(i_0; [j_0, j_1]) \leq D_Q(i_0; [j_0, j_1]) \).

**Proof.** We need to establish \( h^\mu(x) \leq |x| \) and \( g^\mu(x; [y, z]) \leq g(x; [y, z]) \) for all \( x, y, z \in \mathbb{R} \) such that \( y < z \).

We start by proving \( h^\mu(x) \leq |x| \). When \( |x| \geq \frac{1}{2\mu} \), then the first case in (D.5) applies and \( h^\mu(x) \leq |x| \) is immediate. When \( |x| < \frac{1}{2\mu} \), we estimate

\[
h^\mu(x) - |x| = 40\mu^2|x|^6 - 64\mu^4|x|^5 + 32\mu^3|x|^4 - 4\mu^2|x|^3 + \frac{\mu}{2}|x|^2 - |x|
\leq |x| \left( \frac{40}{32} - \frac{64}{16} + \frac{32}{8} - \frac{4}{4} + \frac{1}{4} - 1 \right) = -\frac{1}{2} |x| \leq 0.
\]

Next we prove \( g^\mu(x; [y, z]) \leq g(x; [y, z]) \). We focus on the second case in (D.4), i.e., \( y - x \leq \frac{1}{4\mu} \), since the other cases are simpler. Using the definitions, we have

\[
g^\mu(x; [y, z]) - g(x; [y, z]) = 32\mu^2(y - x)^6 - 48\mu^4(y - x)^5 + 20\mu^3(y - x)^4 - (y - x)
\leq (y - x) \left( \frac{32}{32} - \frac{48}{16} + \frac{20}{8} - 1 \right) = -\frac{1}{2} (y - x) < 0.
\]

The claim now follows immediately from the definition (D.3). \( \square \)

**Proposition D.3.** The function \( M_\Lambda(\Delta) \ni Q \mapsto D_Q^\mu(i_0; [j_0, j_1]) \) is of class \( C^3 \).

**Proof.** The rotation \( M_\Lambda(\Delta) \ni Q \mapsto [\hat{q}_{i_0}, \hat{q}_{i_1}, \hat{q}_{i_2}] \) is of class \( C^\infty \). The functions \( x \mapsto h^\mu(x) \) and \( x \mapsto g^\mu(x; [y, z]) \) are of class \( C^3 \) on \( \mathbb{R} \) by construction. This can be verified in a straightforward way. In addition, \( y \mapsto g^\mu(x; [y, z]) \) and \( z \mapsto g^\mu(x; [y, z]) \) are of class \( C^3 \). Since \( D_Q^\mu(i_0; [j_0, j_1]) \) consists of the composition of these functions with the rotation, it is of class \( C^3 \) as well. \( \square \)

**Proposition D.4.** For any \( Q \in M_\Lambda(\Delta; Q_{\text{ref}}) \), \( D_Q^\mu(i_0; [j_0, j_1]) \rightarrow D_Q(i_0; [j_0, j_1]) \) as \( \mu \rightarrow \infty \). Consequently, \( f^\mu(Q) \rightarrow f(Q) \) holds as well.

**Proof.** We start by proving \( h^\mu(x) \rightarrow |x| \). When \( x \neq 0 \), then \( h^\mu(x) = |x| - \frac{1}{4\mu} \) for \( \mu \) sufficiently large and thus \( h^\mu(x) \rightarrow |x| \). When \( x = 0 \), then \( h^\mu(x) = 0 \) for all \( \mu \).
Concerning $g^\mu$, we distinguish the following cases. When $x < y < z$ holds, then we are in the first case in (D.4) for sufficiently large $\mu$ and thus for $\mu \to \infty$ we get $g^\mu(x; [y, z]) \to |y - x|$. When $x = y$, then the second case in (D.4) applies and $g^\mu(x; [y, z]) = 0$ for all $\mu$. When $y < x < z$, then the third case is relevant for sufficiently large $\mu$ and thus $g^\mu(x; [y, z]) \to 0$ as $\mu \to \infty$. The remaining cases are similar. The claim now follows immediately from the definition (D.3).
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