CHAPTER 4

Methodological Issues in the Study of Prospective Timing

Giovanna Mioni

1 Introduction

The ability to accurately estimate the passage of time plays an important role in daily activities, from the sleep-wake cycle to speaking, to the ability to play musical instruments. We process time across a wide range of intervals, which operates over the range of milliseconds to the 24-h (Buhusi & Meck, 2005; Fraisse, 1984; Grondin, 2010). As described by Block, Grondin, and Zakay (Chapter 2, this volume), the methods to investigate temporal processing can be distinguished in prospective and retrospective paradigms. In the prospective paradigm, participants know in advance that they will be asked to judge the duration of a time period. In the retrospective paradigm, participants do not know until the end of a time period that they will be asked to judge its duration. The way participants experience the passage of time and the various cognitive processes involved may nevertheless differ between the two paradigms. In the prospective paradigm, a person may intentionally encode temporal information as an integral part of the experience of the time period. In the retrospective paradigm, a person may incidentally encode temporal information, and whatever information is relevant may be later retrieved from memory.

Traditionally, processing duration in the milliseconds-seconds range has been explained using the pacemaker-accumulator model (Gibbon, Church, & Meck, 1984; Triesman, 1963). The model postulates that duration judgments go through three stages: clock, memory, and decision stage. The clock stage is composed of a pacemaker that emits pulses gated to an accumulator. A switch is placed before the accumulator that controls the flow of pulses from the pacemaker to the accumulator. The memory stage is conceptualized as the storing system that accumulates pulses in working memory for comparison with the content of reference memory. The reference memory contains a long-term memory representation of pulses accumulated across prior trials. The final stage is the decision stage, in which the current duration is compared with those stored in the reference memory. In Treisman’s model (1963),
the pacemaker directly receives inputs from an arousal center. As the arousal levels vary, the speed with which the pacemaker emits pulses change. An increased level of arousal leads to an increase in the speed of the pacemaker. For a given duration period, if the pacemaker runs faster, more pulses reach the accumulator, and this duration is judged to be longer (Droit-Volet & Meck, 2007). The Attentional-Gate Model (Block & Zakay, 1996; Zakay & Block, 1996) acknowledges the role of arousal in the pacemaker speed but it also adds an ‘attentional gate’ that is influenced by the amount of attention allocated to time. If less attention is devoted to time, the gate narrows and allows fewer pulses to transfer to the accumulator.

These models provide interesting frameworks to test research hypotheses. But how do we test them? Which method is more appropriate for a specific question? In this view, the purpose of this chapter is to facilitate a future researcher that approaches the study of timing to select the appropriate method with a specific focus on prospective timing. Here, the principal methods for studying time in the prospective paradigm will be described. Moreover, applications in clinical populations will be also described.

2 Methods for Studying Time in the Prospective Paradigm

Traditionally, researchers have utilized many different methods for investigating time (Block, 1990; Grondin, 2008; 2010; Zakay 1990; 1993), however, this chapter, will focus only on the most classical ones used in the prospective paradigm (i.e., time production, verbal estimation, and time reproduction).

Time production and verbal estimation tasks may be considered the two sides of the same coin and reflect similar underlying temporal processes and mechanisms (Block, 1990). In the production task, a participant has to produce an interval equal to an interval previously reported (i.e., “Produce 2 seconds”). In the verbal estimation task, after experiencing target duration, the participant has to translate this subjective duration into clock units. An adapted version of experiments utilizing these tasks can be downloaded from the GitHub repository of this book. These two methods involve the comparison of the experienced duration with internal information concerning conventional duration units, such as milliseconds and seconds (i.e., reference memory; Zakay, 1990). In both cases, a translation from an objectively labeled duration to a subjectively experienced duration (i.e., time production) and vice versa (i.e., verbal estimation) has to be completed. Time production and verbal estimation are appropriate ways for investigating individual differences related to the internal clock (its speed rate or variables influencing it), given that they best
reflect the speed or rate of functioning of an internal clock (Baudouin et al., 2006; Glicksohn, & Hadad, 2011).

In the time reproduction tasks, participants are required to reproduce the duration of the temporal interval previously presented. The task is composed of two phases: the encoding and the reproduction phase. First, participants experience the target duration (i.e., encoding phase), and then they are asked to delimit a time interval (by pressing a designed key) equivalent to the target duration previously presented (i.e., reproduction phase; Mioni, Stablum, McClintock, & Grondin, 2014c). An adapted version of such experiments can be downloaded from the GitHub repository of this book. Compared to the production or verbal estimation tasks, a reproduction task is used less in the investigation of individual differences at the internal clock level. In fact, the speed rate of the internal clock is the same when experiencing the target duration and when reproducing it. This method, which relies on a comparison of previously experienced temporal intervals, has the potential disadvantage that it might be mainly an index of the consistency of the subjective time experience, providing no information about variation at the pacemaker rate. Even if the rate of physiological and cognitive processes varies, the same rate will subserve a person’s experience of the target duration (encoding phase) and its reproduction (reproduction phase). Thus, the reproduction method may detect individual differences only if it is used in the framework of psychophysical studies, in which duration is varied. In addition, judgments obtained by using the reproduction method (as well as the production method) may be confounded by extraneous variables such as the desire to terminate the experiment sooner, impatience, or the inability to delay a response.

Researchers often use these three methods interchangeably without providing an explanation for the selection of a given method. It is important to remember that each method activates different timing-related processes and presents some specific perceptual errors. For example, participants tested with the verbal estimation method are prone to respond to the estimated duration using rounded numbers and data are often characterized by a great amount of variability compared to the other methods (Grondin, 2010; Zakay, 1990). Time reproduction is considered to be more accurate and reliable than time production and verbal estimation; however, it is less useful for investigating variations in the pacemaker rate. Time production and verbal estimation show more inter-participant variability than time reproduction, but can be successfully used in studies where the rate of the internal pacemaker is manipulated.

Moreover, it is important to consider that each method requires cognitive resources to be processed. In fact, a reproduction task recruits attention and working memory to keep active the reference duration in order to subsequently
reproduce it. Conversely, the production and verbal estimation tasks require other cognitive processes such as language processing and access to long-term memory (Block, Zakay, & Hancock, 1998). Time production and reproduction tasks require a motor action\(^1\) to produce and reproduce, respectively, the temporal intervals after the presentation of a given target duration.

### 3 Scoring Methods

Data collected from the reproduction, production, and verbal estimation tasks may be scored in terms of the: (1) \( \frac{S_d}{O_d} \) ratio, (2) absolute discrepancy \(|S_d-O_d|\), (3) absolute error \(\frac{|S_d-O_d|}{O_d}\), and (4) coefficient of variation \(\frac{sd^2}{S_d}\) (Glicksohn & Hadad, 2012; Mioni et al., 2014). \(S_d\) represents the subjective duration expressed by the participants and \(O_d\) represents the objective target duration presented.

In computing the \( \frac{S_d}{O_d} \) ratio, the time estimation is expressed in terms of proportion of physical duration and then the results are compared across different temporal intervals. The absolute discrepancy \(|S_d-O_d|\) reflects the magnitude of temporal error without giving any information regarding the duration (i.e., over- or under-estimation). The absolute error \(\frac{|S_d-O_d|}{O_d}\) may be the most sensitive of all indices and reflects a more generalized disruption of timing (Brown & Boltz, 2002). Finally, the coefficient of variance (cv) is an index of timing variability over a series of trials.

Interestingly, Glicksohn and Hadad (2012) tried to compare and contrast these different indices (with exclusion of cv) while studying sex difference in time perception. The authors only considered the time production task, but the results are a good starting point for extending the conclusions to the time reproduction and verbal estimation methods. Briefly, the results showed that when \( \frac{S_d}{O_d} \) ratio is considered, female participants had a lower mean ratio in comparison to the male participants. In contrast, results reported using \(|S_d-O_d|\) and \(\frac{|S_d-O_d|}{O_d}\) indices were seriously compromised by wide individual differences. Regarding the cv, it is an interesting index when comparing clinical and healthy groups and when group and individual variability is under investigation. With clinical population, higher temporal variability is a robust finding (Cester, Mioni, & Cornoldi, 2017; Jones & Jahanshahi, 2014; Mioni,

---

1 Verbal speech can also be considered a motor action but here we refer as “motor action” only the context of physical motor action. It includes the preparation and the execution of a physical movement.

2 \(sd\) = standard deviation.
Grondin, & Stablum, 2014a; Mioni, Stablum, Prunetti, & Grondin, 2016b) and it has been explained as a manifestation of difficulties in maintaining a stable representation of duration. This difficulty is accentuated in patients due to attentional, working memory, and executive dysfunction, and could be viewed as a manifestation of failure to fully attend to temporal information (Cester et al., 2017; Jones & Jahanshahi, 2014; Mioni, Grondin, & Stablum, 2014a; Mioni, Stablum, Prunetti, & Grondin, 2016b).

What are the benefits of one measure over the other? If multiple temporal intervals are included within the same experimental design, Sd/Od ratio should be used. This index also provides information regarding the direction of duration (over- or under-estimation); if an index of amount of error is needed, the absolute discrepancy ($|S_d-O_d|$) is more appropriate. The absolute error ($|S_d-O_d|/O_d$) includes a mix of the other two indices reflecting a more generalized disruption of timing. The cv can be included if different groups (i.e., clinical vs. healthy or children vs. adults) are compared and it is an interesting measure of temporal variability.

4 Critical Considerations

Taking into consideration that each method activates different time-related processes (attentional or working memory resources) and activate different representation of time (subjective or objective), one way to select the appropriate method is to take into account other variables involved such as the temporal interval, the motor component, cognitive load, and cognitive strategies as well as the group of participants under investigation. A general consideration is also that, given the tendency we have to round off time estimates with chronometric units, verbal estimations produce more variability and are less accurate (greater discrepancy with respect to the standard duration) than time production and reproduction methods.

4.1 Temporal Range

Regarding the temporal range, a general tendency in timing literature, mainly in neuroscience researchers, is to emphasize a distinction between intervals above and below 1s, which is based on differential pharmacological effects (Rammsayer, 2008) and on patient studies with various cases of brain damage (see Allman & Meck, 2012; Meck, 2005; Mioni, Grondin, & Stablum, 2014a; Piras et al., 2014). Moreover, researchers claim that the processing of smaller intervals is more sensory-based or benefits from some automatic processing, whereas the processing of longer intervals requires the support of cognitive
resources (also see Lewis & Miall, 2003; Mioni, Stablum, & Grondin, 2014b). Even if this ‘is’ transition period remains somewhat arbitrary, there is certainly some turning point on the time continuum. This is evident considering the benefit observed from adopting explicit counting strategy for processing long temporal intervals (around seconds range) with respect to brief temporal interval (around milliseconds range) (Grondin, Meilleur-Wells, & Lachance, 1999; Grondin, Ouellet, & Roussel, 2004; Mioni, Stablum, & Grondin, 2014b). Indeed, there are empirical reasons to believe that this transition occurs around 1200 ms. Using a time discrimination task, Mioni and colleagues (2014) tested participants with duration ranging from 400 to 1600 ms to investigate if temporal discrimination is influenced by the temporal range and/or by the context. Results suggest that context influences time discrimination performance only when the temporal range under investigation is below 1300 ms and the temporal intervals varied within blocks. In the case of temporal intervals longer than 1300 ms, participants presented a tendency to respond “long” independently of the procedure used. Researchers claimed that processing of smaller intervals is more sensory based, or benefits from some automatic processing, whereas the processing of longer intervals requires the support of cognitive resources (Hellström & Rammsayer, 2004; Lewis & Miall, 2003). This is also confirmed by results observed from patients’ studies with brain lesions (see later sections in this chapter and also Allman & Meck, 2012; Jones & Jahanshahi, 2014; Mioni, Grondin, & Stablum, 2014a; Piras et al., 2014).

Therefore, if the theoretical question involves exploring “pure” temporal abilities, without (or with reduced) influence of cognitive processes, brief temporal intervals (below 1200–1300 ms) should be privileged.

### 4.2 Concurrent Secondary Task

In most cases, when performing temporal tasks, participants are also engaged in an additional exercise, called the “secondary task”. The aim of adding a secondary task is to: (1) avoid counting strategies that are often used when experiencing long temporal intervals (see Section 4.3) and (2) understand the effects of cognitive load on duration judgments. As mentioned before, attention plays a major role in prospective duration experience. The Attentional-Gate Model (Block & Zakay, 1996; Zakay & Block, 1996) proposes that the

---

3 In a time discrimination task, participants are required to judge the relative duration of two time intervals presented successively and indicate whether the second stimulus is presented longer or shorter with respect to the first one.

4 The context effect here refers to the presentation of temporal intervals randomized within or across blocks (see also Jones and McAuley 2005).
experienced duration of a time period depends on the amount of information encoded during the temporal information processor and by a non-temporal information processor. Task demands (variation in the cognitive load) determine the way in which a person divides attention between the two processors. In fact, employing a concurrent secondary task gives the opportunity of testing the effects of variation of cognitive resources on temporal processing (Block, Hancock, & Zakay, 2010). It is thought that when a person is working on a difficult or attention-demanding task, time seems to pass quickly, but if a person is working on an easy or less attentional-demanding task, time seems to pass slowly. Therefore, time processing is adversely affected by the attentional or workload demands of any non-temporal (secondary) task (Brown, 1997, 2008; Brown & Boltz, 2002; Zakay & Block, 2004). It is possible to test the effects of the secondary task by: (1) manipulating the cognitive load of the secondary task by employing easy or more complex secondary tasks (Brown, 1985, 1997), or (2) varying the instruction by asking participants to focus attention mainly on the temporal task, or on the secondary task or both.

Generally, dual-task conditions (temporal task + secondary task) typically cause time judgments to become less accurate than single-task conditions in which participants judge time alone, but the effects also vary depending on the temporal task used. Verbal estimates and reproductions usually decrease (shorter temporal intervals estimated or reproduced) with greater processing demands during a time period, the reverse usually holds for time productions. During time reproduction tasks, temporal reproductions are longer if the timing task is defined as the primary task (attention fully focused on performing the timing task) than if it is defined as the secondary task (attention is focused on the secondary task).

4.3 Counting during Timing Tasks

Adding a secondary task during the temporal task, not only gives the opportunity to test variations of attention and cognitive resources on time processing, but it also prevents the participants from adopting strategies, such as counting, during time processing (Grondin et al., 1999, 2004). It has been demonstrated that explicit counting improves temporal sensitivity in children as well as in adults (Clément & Rattat, 2006) and also in clinical groups (Perbal, Couillet, Azouvi, & Pouthas, 2003; Perbal, Couillet, Azouvi, & Pouthas, 2005). An explanation of this counting advantage, rely on the knowledge that segmenting information into smaller parts helps the processing of this information. Moreover, counting reduces the contribution of memory to the overall variance in the timing process. This reduction is made possible by the remembering of the number counted rather than by remembering an interval representation.
However, letting participants use strategies during the timing task interferes with the meaning of testing “time”. Therefore, it is preferred to not allow participants in adopting counting or any other strategy. One option is to employ brief temporal intervals in which counting is not advantageous (Grondin et al., 1999, 2004). Grondin (2004) showed, in a time discrimination task, benefits from explicit counting at 1.6 s, but not at .8 s, when temporal intervals were marked by auditory as well as visual stimuli (see also Mioni, Stablum, & Grondin, 2014b; Mioni et al., 2016a). Rattat and Droit-Volet (2012) compared the effects of the three classic methods to avoid counting: (1) instructions not to count, (2) articulatory suppression, and (3) administration of an interference task in temporal generalization, time bisection, and reproduction tasks with two duration ranges (i.e., 1–4 s and 2–8 s). Results showed that all three no-counting conditions prevented participants from counting, and interestingly, the instructions not to count actually constituted the simplest and more efficient method of preventing counting in timing tasks. An alternative way to prevent participants from counting is to employ a motor task (i.e., continuous finger tapping). This method has the advantage to be employed independently of the modality used to present the temporal intervals. In some cases using a counting or articulatory suppression strategies with auditory stimuli might create and additional modality interference (Mioni et al., 2016a).

4.4 Methods for Producing and Reproducing Time

In the case of time production and reproduction, an additional issue concerns the motor action required to produce or reproduce temporal intervals. Participants need to integrate their motor action in order to produce a precise button press to process the temporal interval (Droit-Volet, 2010; Mioni et al., 2014). Moreover, preparing and executing a motor action requires cognitive resources that might result in additional variance (Caldara et al., 2004). For instance, we can assume that people suffering from deficits in planning, preparation, and execution of motor movements could have poor temporal performance in a temporal reproduction task due to their motor-related deficits rather than to their inability to estimate time (Bloxham, Dick, & Mooret, 1987; Stuss et al., 1989). Mioni and colleagues (2014) compared the effects of three classical methods used to reproduce time with temporal intervals ranging from 1 to 18 s: (1) pressing a designed key at the end of the reproduction, (2) pressing a designed key to start and stop the reproduction, and (3) continuous pressing a designed key to reproduce the duration. Results showed that temporal performance depends on the method employed and on the interval range under investigation. In fact, the second method (i.e., pressing to start and end the reproduction) led to better accuracy ($|S_d-O_d|$) than did
Methods 1 and 3 with longer durations. However, when short durations were employed (i.e., 1 s), method 2 generated a higher absolute discrepancy ($|S_d - O_d|$), indicating lower performance. Participants using method 1 showed good performance only when reproducing 1-s intervals. Of interest are the results obtained with cvs. Although participants using method 3 showed the lowest level of accuracy ($|S_d - O_d|$) and under-reproduced temporal durations ($|S_d/O_d|$) more than participants using method 1 or 2, method 3 led to the lowest cvs. Interestingly, pressing continuously to reproduce the duration, generated less variability than the other methods, in particular when participants reproduce longer durations.

4.5 **Modality and Stimulus Type**

Finally, when building a timing task the modality and the type of temporal interval should be taken into account. The modality refers to the sensory modality used to present the temporal intervals (visual, auditory, or tactile). It is known that time perception is influenced by the sensory modality used for marking the time intervals (Grondin, 2003). Timing is more precise when stimuli are presented in the auditory rather than the visual modality (Grondin, 2003, 2010; Ulrich, Nitschkle, & Rammsayer, 2006), and this auditory superiority might be due to the automaticity of temporal processing in audition.

Also, the way the temporal intervals are presented influence temporal performance. Temporal intervals can be defined as “filled” or “empty”. An interval is defined “filled” when there is one given continuous signal between onset and offset; the signals’ onset and offset marks the interval’s beginning and end. An “empty” interval is a silent duration, that is, without stimulation, included within two sensory signals that mark the beginning and end of the interval. Generally, duration estimates lengthen if duration is filled as opposed to unfilled. However, the differences between performance with filled and empty intervals are used depends on the type of markers, on the range of duration investigated, and the method employed (Grondin, 2008, 2010).

5 **Prospective Timing in Clinical Populations**

It is useful to bear in mind that there is no human clinical condition that can be defined solely as a disorder of timing and time perception per se. However, distortions in ones’ timing ability are present, to varying degrees, in many patient populations, and may or may not accompany differences in other aspects of sensory processing, as well as developmental, cognitive, and behavioural profiles. From a clinical perspective, examinations of the timing
ability in patients with certain psychiatric or behavioural disorders may help to ameliorate understanding of the psychological experience of these disorders and their potential remediation. In this regard, temporal distortion in Parkinson’s patients (PD) and traumatic brain injury patients (TBI) will be discussed. The selection of these two clinical groups concerns the presentation of two different patterns of temporal dysfunction and will help in the understanding of the source of their temporal misperception. Readers who are more interested in psychopathologies will also find a large number of time-related articles in the neuropsychological or psychiatric literature (Allman & Meck, 2012; Meck, 2005): Developmental findings in healthy (Droit-Volet, 2013) and clinical children (Autism: Allman & Falter, 2015; Attention-deficit hyperactivity disorder: Hart, Radua, Mataix-Cols, & Rubia, 2012; Toplak, Dockstader, & Tannock, 2006), depressed (Thönes, & Oberfeld, 2015) and anxious (Mioni et al., 2016a) patients; patients with schizophrenia (Thoenes & Oberfeld, 2017).

5.1 Timing in Parkinson’s Patients
PD is a movement disorder characterized by bradykinesia, tremor, rigidity, and postural instability. Disease symptoms occur as a result of selective, progressive, and chronic degeneration of the nigrostriatal and mesocortico-limbic dopamine systems (Allman & Meck, 2012; Jankovic & Tolosa, 2007; Meck, 2005). Dysfunctions in dopamine transmission have also been identified as the main cause of temporal impairment in PD patients. Evidence suggests that PD patients show dysfunctions in time perception in various temporal tasks (Jones & Jahanshahi, 2014).

PD patients have been tested due to their basal ganglia dysfunction and dopaminergic alteration. Dopaminergic antagonists produce a deceleration of the subjective clock speed (Buhusi & Meck, 2005). These results traditionally elected the dopaminergic system and the basal ganglia as a “house” of the pacemaker-clock system. However, the pathophysiology of PD is complex and evolves in the course of the illness. The basal ganglia seem to be particularly involved in timekeeping functions, and a strict connection is hypothesized between the basal ganglia and cortical structures supporting conscious representation and memory for time. The frontal cortex, mainly the dorsolateral prefrontal cortex, has an established role in a range of cognitive processes, such as working memory and decision-making, which the clock model proposes as necessary for efficient interval timing. Therefore, it can be difficult in PD patients to tease apart whether the timing difficulties are driven by a core timing dysfunction, or by the disruption of general cognitive processes.

When investigating perceptual timing in patients with movement disorders the most effective tasks are those not involving reaction time and responses
based on motor components. Time discrimination and time bisection tasks fit these criteria; however, studies have been conducted also with time production, verbal estimation, and time reproduction tasks. Despite the motor limitation (that can be controlled including a simple motor task), results from studies conducted with time reproduction tasks showed both increased and reduced variability and over- and under-reproduction in PD patients compared to controls. It is possible that some of the contradictory findings reported in the literature on timing and time perception with PD patients may be explained by differences in temporal range and stimuli modality.

An interesting phenomenon that is often observed is the “migration effect” (Malapani, Deweer, & Gibbon, 2002; Malapani et al., 1998). When temporal intervals in different temporal ranges are used within the same block, short intervals are over-reproduced and long intervals are under-reproduced (see also the Vierordt’s law; Lejeune, & Wearden, 2009). What is the source of this effect in PD patients? Malapani et al. (2002) suggested that the memory for learned durations is the source of the temporal impairment rather than variation at the clock level.

Some other critical factors that have to be taken into account when testing PD patients is the effect of medication and the role of cognitive factors. Regarding the first point, Jones and Jahanshahi (2014) reported that half of the studies that reported a direct comparison between “ON” and “OFF” medication indicated a beneficial effect of medication on perceptual timing. However, some studies have also reported the opposite findings, reflecting a negative effect of dopaminergic remediation of relatively preserved basal ganglia circuits. Moreover, patients can vary in severity and duration of the illness, which are factors that can mediate the medication impact (Merchant et al., 2008).

Finally, regarding the involvement of cognitive function on temporal processing, this leads to an important area of debate. Does the temporal dysfunction observed in PD patients reflect a dysfunction in critical timing regions or it is mediated by global cognitive impairment? Traditionally, the way for testing the extent to which cognitive impairment is correlated with timing performance is to compare performance in neuropsychological and temporal tasks. Even though most studies report a complete neuropsychological evaluation (Jones & Jahanshahi, 2014), very few studies run correlational analyses. Jones et al. (2008) conducted a factor analysis and reported a common factor between measures of attention and time production that was distinct from time reproduction. However, Merchant et al. (2008) found that performance on a range of cognitive tasks did not discriminate those with PD who did well or poorly on a range or motor and perceptual timing tasks. Importantly, in all these studies, the group of PD patients was treated as a whole sample, however,
different levels of impairment exist at the individual level. A different approach was followed by Mioni et al. (2015, 2017). That is, by using Litvan's criteria (Litvan et al., 2012), patients with a diagnosis of PD who failed at least two tasks (below two standard deviations) in the same domain or in different domains were defined as PD with mild cognitive impairment (MCI) and tested separately from PD patients without MCI. Results showed that PD-MCI patients were less accurate and more variable with respect to PD-no-MCI and controls that demonstrated similar temporal abilities. It is, therefore, evident, that the level of cognitive function can influence temporal performance in PD patients, but this does not preclude that “pure” clock dysfunction is also present.

5.2 Time in Traumatic Brain Injury Patients

Neuropathological evidence suggest a marked heterogeneity of injuries across TBI patients. However, it is apparent that diffuse axonal injury is common, and that damage occurs most frequently in the frontal and temporal lobes. Temporal impairments in patients with TBI are expected considering the disruption of cognitive function involved in temporal processing (Mioni, Grondin, & Stablum, 2014a; Piras et al., 2014).

Reviewing the studies conducted to investigate temporal dysfunction in TBI patients (Mioni, Grondin, & Stablum, 2014a), four used a time reproduction task (Meyers & Levin, 1992; Mioni, Stablum, McClintock, & Cantagallo, 2012; Mioni, Mattalia, & Stablum, 2013a; Perbal et al., 2003), three a verbal estimation task (Anderson & Schmitter-Edgecombe, 2011; Meyers & Levin, 1992; Schmitter-Edgecombe & Rueda, 2008), two a time production task (Mioni, Mattalia, & Stablum, 2013a; Perbal et al., 2003), and two a time discrimination task5 (Mioni, Mattalia, & Stablum, 2013a; Mioni, Stablum, & Cantagallo, 2013b).

The studies conducted with the time reproduction task showed that TBI patients were as accurate as controls (Sd/Od ratio) and showed higher variability (cv) in their timing judgments, indicating dysfunction in maintaining a stable representation of temporal intervals. In the study conducted by Perbal et al. (2003), participants were also asked to perform a secondary (non-temporal) task together with the time reproduction task. Similar under-reproduction was observed in TBI patients and controls in both simple (time reproduction only) and concurrent (time reproduction + non-temporal task) conditions, in particular under the latter condition.

5 In time discrimination tasks, participants are required to compare the relative duration of two intervals that are sequentially presented (standard-comparison) and then judge, which one was longer or shorter. Since this chapter does not cover this method, please refer to the original papers for a detailed presentation of the results (Mioni et al. 2013a, 2013b).
The studies conducted with a time production task confirmed and extended the results obtained with the time reproduction task. Again, TBI patients were as accurate as controls (Sd/Od ratio) and showed higher temporal variability (cv; Mioni et al., 2013b; Perbal et al., 2003). Regarding the impact of a concurrent non-temporal task, no effect was found (time production only vs. time production + non-temporal task) and this finding applies to both groups (i.e., TBI and controls). TBI and controls showed the same performances (Sd/Od ratio and cv) in both simple and concurrent conditions (Perbal et al., 2003).

Three studies were conducted with a verbal estimation task but performance was only analysed in two of them. Indeed, in Meyers and Levin’s (1992) study, performance at a verbal estimation task was not analysed due to the extreme variability noted in the TBI sample. Schmitter-Edgecombe and Rueda (2008), as well as Anderson and Schmitter-Edgecombe (2011), reported lower accuracy (|Sd-Od|), higher under-estimation (Sd/Od ratio), and more variability (i.e., cv) in TBI patients than controls.

In brief, TBI patients and controls showed similar performances (|Sd-Od| or Sd/Od ratio) when time reproduction and time production tasks are employed. However, TBI patients performed less accurately than controls when verbal estimation was used. Moreover, in all studies, variability is higher with TBI patients than with controls.

In sum, the revision of the existing literature investigating time perception in TBI patients showed that temporal dysfunctions in TBI patients were related to deficits in cognitive function involved in temporal processing such as working memory, attention, and executive function rather than an impairment in time estimation per se. In fact, temporal dysfunctions were observed when the tasks employed required high cognitive functions to be performed (Mioni, Mattalia, & Stablum, 2013a; Mioni, Stablum, & Cantagallo, 2013b). The consistent higher temporal variability observed is a sign of impaired frontally mediated cognitive functions that affect temporal representation.

6 Conclusions and Practical Considerations

This chapter provided a general overview of the typical perceptual timing tasks used under the prospective paradigm. The tasks that have been described were the time production, verbal estimation, and time reproduction tasks. Each of these tasks highlights different temporal characteristics and requires different cognitive processes. Briefly, time production and verbal estimation tasks are suitable methods for investigating individual differences in the speed rate of
the internal clock, while time reproduction is useful if it is used in the framework of psychophysical studies where duration is varied.

Different factors should be taken into account when selecting a timing task. First of all, the temporal range is critical. Brief temporal ranges should be preferred to reduce additional cognitive factors that are required when performing long temporal intervals (i.e., attention and working memory). Moreover, a motor component can alter temporal performance in time production and time reproduction, when brief temporal intervals are employed. If longer temporal intervals are used (around 1.2 s), participants have the natural tendency to use strategies (i.e., counting) during the temporal task. Segmenting a long temporal interval using counting improves temporal performance, however in this case the results can be less interpreted as an index of temporal ability and more as an index of counting. To prevent participants from counting, various methodologies can be used, and simply asking participants not to count has been demonstrated as a good method to eliminate counting. Finally, this chapter briefly presented a review of the main findings observed in timing literature when PD and TBI patients are tested with some specific clinical and methodological suggestions.
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