A Simplified Representation of Pressure Flow from Surface Slopes in Urban Sewer Systems
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Abstract: A Constant Pipe Drainage (CPD) capacity for sewer systems is commonly applied when undertaking flood risk assessment, however data that are needed for calibration and validation of numerical models are scarce or unavailable. The CPD model neglects the effect of pressure flow and leads to significant deviation in flood volume estimate. This study proposes a new index Velocity Ratio (VR) to approximate pressure flow. A case study in Guangzhou, China is used to investigate the capability of reproducing a reasonable flood volume for two models, the CPD and the VR-based. Compared to the flood volume simulated by the Storm Water Management Model (SWMM), the CPD model shows a significant overestimation, Mean Relative Deviation (MRD) 192%. The VR-based model has a much better performance, MRD 18%. Therefore, the VR-based model is a simple and effective representation of pressure flow in urban sewer systems and can be easily applied in areas lacking detailed pipe data, especially for planning new pipe networks or updating the old pipes.
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1. Introduction

Urban flooding is a growing threat to cities across the globe, causing considerable negative impacts including live losses, property damages, and intangible losses such as traffic congestion and disruption of regular lives [1–3]. In response to the threat from urban flooding, various mitigation measures are utilized such as flood risk analysis [4–6], drainage network upgrading [7–9], and “sponge city” planning [10–13]. Flood modelling is a critical technique in the assessment of possible mitigation strategies and measures. Flood modelling under different rainfall scenarios provides the spatial extent and water depth of inundations and therefore assists the flood mitigation quantitatively. Recent decades have witnessed significant progress in the development of urban flood models to improve accuracy and efficiency [14,15].

The dynamic interaction between surface flow and subsurface pipe flow, called “Dual-Drainage”, is a key issue in urban flood simulations, particularly under extreme rainfall events [16–18]. The function of sewer pipes is affected by the capacity of sewer inlets, which is related to inlet types and grate designs [19,20]. Inadequate inlet capacity resulted from low design criteria or the absence of regular maintenance leads to local surface flooding. The overflow from sewer systems is another important source of surface floods. It typically occurs in hydraulic structures such as manholes, gullies, and gutters due to the presence of pressure flow and can lead to dangerous phenomena like blowout of manhole covers. The flow exchange in manholes between inflow and outflow pipes is complex [21] and the related energy losses are a source of uncertainty in hydraulic
models [22]. The energy losses have been investigated in a bend manhole for combined sewer systems [23], in a 45° junction manhole [24], and under surcharged conditions [25], especially using a scaled physical model [22]. Recent progress in understanding energy losses under various flow conditions, especially from physical experiments [26–30], is beneficial for accurate modelling and risk analysis of urban flooding.

Model efficiency always matters in engineering practice and emergency response. Further, 1D/2D models have the highest accuracy in representing the flow process, but this is at the expense of a high computational cost [31–33]. In response, various Rapid Flood Inundation Models (RFIMs) have been developed in recent decades to meet the demand for fast flood simulations. Most RFIMs route the surface flow to derive flood inundation information, taking advantage of the greater availability of high-resolution topographic data and high-performance computing resources [34]. The surface flow can be routed by the simplified forms of 2D shallow water equation, including diffusive wave [35–38], kinematic wave [39,40] and inertial wave [41–43], and also by the Cellular Automata approaches [44–47]. In these models, surface flow is typically routed on a regular cell basis, but the computational efficiency is still a challenge for large areas represented by high-resolution topographic data. Inundation models based on Geographic Information Science (GIS), e.g., GUFIM [48], RFSM [49], and USISM [50], simulate urban floods more effectively by dividing an urban area into the catchments of depression, which are also named Impact Zones (IZs) [51,52]. Flood water generated within a catchment flows to and merges in depressions and finally spills downstream when the depressions are filled. The final flooding extent and depth are derived after the exchange of flood water between catchments [53–56].

A reasonable flood inundation depends not only on surface routing approaches, but also on the amount of flood water used for routing. Flood water only comes from surcharged manholes in 1D/2D models, but more recently, the assumption of Constant Pipe Drainage (CPD) has been frequently employed in the flood generation of RFIMs [33,47,50] for regions where detailed sewer data are not available. Typically, a fixed drainage capacity is subtracted from the runoff to obtain the amount of flood water. The CPD assumes that the design capacity is the upper limit, which is proper in the free surface flow condition. But this assumption is no longer valid under the pressure flow condition in which more storm water could be drained out by sewer pipes. In other words, applying the CPD under pressure flow causes underestimation in actual sewer drainage and overestimation in flood volume. The impact of pressure flow on drainage capacity and manhole overflow has been studied under various flow conditions using numerical and physical models [19–30], which rely on detailed pipe data. Due to the lack of detailed pipe data, an effective approach is still needed to reduce the uncertainty of flood volume estimate, e.g., caused by the free surface flow assumption under pressure flow. Therefore, the aim of this research is to establish a simplified representation of pressure flow under extreme rainfall events, which can be applied in areas without detailed pipe data. The performance of the simplified model is evaluated against the well-known Storm Water Management Model (SWMM).

2. Materials and Methods

The flowchart of this study is shown in Figure 1. First, pressure flow drainage is simulated by the SWMM, which is capable of representing pressure flow in surcharged sewer systems. The influential factors are then analyzed in order to identify the key factor relating to pressure flow; the selected factor is further applied as the independent variable to establish a regression model to estimate the drainage under pressure flow. Finally, estimated drainage under pressure flow is used to adjust the flood volumes simulated by the CPD. The performances are evaluated against the flood volumes simulated by the SWMM.
2.1. Study Area

The study area is downtown of Panyu District, Guangzhou, China (Figure 2), which has an annual rainfall of about 1800 mm. This area has experienced rapid urbanization in recent decades and is currently about 74.5% impermeable. The sewer system was designed to cope with the rainfall events of a 1 year return period. The surface topography is represented by a Digital Elevation Model (DEM) of 1 m resolution, which was produced by the Light Detection and Ranging (LiDAR) technology in 2014. Land cover is classified into pervious and impervious surfaces using a 0.1 m resolution aerial image [57], which was acquired at the same time with the LiDAR DEM. Soil data come from the Harmonized World Soil Database version 1.1. Detailed pipe data, including pipe length, pipe diameter, and invert elevation, are collected from the original AutoCAD format.

2.2. Pressure Flow Simulation

2.2.1. SWMM

A SWMM in the study area was established, calibrated, and validated by Pan et al. in 2017 [58]. A monitoring system including a rain gauge and electronic water-depth meter was installed at the location shown in Figure 2c, where flood inundation has occurred several times each year. The in-situ measured rainfall depth and the derived street flooding volume were used to calibrate and validate the model. The flooding volume was calculated using recorded flood depths and the 1 m LiDAR DEM. In this study, the validated model is applied to simulate flood processes under multiple rainfall scenarios. Further, 25 independent drainage networks were identified in the model by means of the spatial relationship of drainage pipes, as shown in Figure 2c. The areas that have few pipes or which directly drain into rivers are not included in the analysis because their pipe systems have a limited impact on the storm drainage compared to large networks or upstream areas.
Figure 2. The location of the study area in Guangzhou, China (a), its topography and aerial image (b), and 25 independent drainage networks (c). The location of the monitoring system is marked by a red pentagram in the drainage network DN25.

2.2.2. Rainfall Scenarios

The hourly rainfall depths for typical return periods are listed in Table 1 according to the local “Intensity-Duration-Frequency” relationships released by the Guangzhou Bureau of Water Authority [59]. The unequal intervals of rainfall depth among typical return periods are not convenient for analyzing the changing pattern and thus, rainfall scenarios from 5 to 115 mm are designed with an equal interval of 5 mm to reflect the impact of rainfall depth more intuitively. The performance in a single return period can be represented by the closest scenario. For instance, the last design storm has a similar rainfall depth (115 mm) with the 100 year return period (114 mm).
Table 1. Average intensity and rainfall depth for design storms with typical return periods over a 1 hour duration in Guangzhou, China.

| Return Period (Year) | Average Intensity (L/(ha.s)) | Rainfall Depth (mm) |
|----------------------|-----------------------------|---------------------|
| 1                    | 151.3                       | 55                  |
| 2                    | 176.1                       | 63                  |
| 5                    | 209.7                       | 76                  |
| 10                   | 236.2                       | 85                  |
| 20                   | 263.6                       | 95                  |
| 50                   | 295.1                       | 106                 |
| 100                  | 315.5                       | 114                 |

The temporal distribution of rainfall process is represented using the Chicago curve [60]. The rising and falling limbs are represented in equations (1):

\[
q(t_b) = \frac{a \left(1 - n\right) t_b + b}{\left(1 - r\right)^{1+n}}
\]

\[
q(t_a) = \frac{a \left(1 - n\right) t_a + b}{\left(\frac{t_a}{r} + b\right)^{1+n}}
\]

\[
a = 167A_1(1 + F \times \log T),
\]

where \(q(t_b)\) and \(q(t_a)\) are the time series of rainfall intensity in the rising and falling limbs, respectively; \(t_b\) and \(t_a\) are the time before and after the peak rainfall intensity, respectively; \(r\) is the ratio of the peak rainfall intensity time to the total duration and is set as 0.33; \(A_1\) is the rainfall depth (mm) for the 1 year return period, \(F\) is the parameter of rainfall depth variations, \(T\) is return period (year), \(b\) is used to adjust rainfall duration, and \(n\) is related to rainfall attenuation. The values of \(F\), \(b\), and \(n\) are 0.438, 11.259, and 0.750, respectively [59].

2.2.3. Runoff Generation

The runoff is calculated using the Soil Conservation Service—Curve Number method (SCS-CN) [61], a widely applied procedure for computing runoff from single-event design storms. The SCS-CN runoff equations are:

\[
R = \frac{(P - I_a)^2}{P - I_a + S}
\]

\[
S = \frac{25400}{CN} - 254,
\]

where \(R\) is the runoff depth (mm), \(P\) denotes the rainfall depth (mm) of the storm event, \(I_a\) is all losses (mm) before runoff begins, \(S\) means the potential maximum soil retention (mm), and \(CN\) is the runoff curve number. \(I_a\) is highly variable, but generally is correlated with soil and land cover parameters. The empirical relationship between \(I_a\) and \(S\) is applied as

\[
I_a = 0.25S.
\]

\(S\) is related to the soil and cover conditions through \(CN\), which has a range from 0 to 100. Typical runoff curve numbers for various cover type, imperviousness, and hydrologic soil group are also given [62]. In order to reflect the difference in impervious surface, composite runoff curve number is computed as

\[
CN_c = CN_p + \frac{P_{imp}}{100} (98 - CN_p),
\]
where $CN_c$ is the composite runoff curve number, $CN_{imp}$ is the pervious runoff curve number, and $P_{imp}$ is the percentage of imperviousness [62]. The $CN_{imp}$ is set as 73 in this study.

2.2.4. Flood Volume

In the SWMM, the overflow from surcharged junctions is the source of surface flooding. The flood volume of a drainage network under a certain rainfall scenario is the sum of the overflow from all junctions of the drainage network. There are 575 simulations in total for the 25 drainage networks under rainfall scenarios from 5 to 115 mm.

2.3. Pressure Flow Representation

2.3.1. Drainage Ratio

We propose a Drainage Ratio (DR) to measure the effect of pressure flow against the free surface flow in Equation (5)

$$DR = \frac{D - D_r}{R - R_r}$$

(5)

where $R$ and $R_r$ are the runoff generated under the given ($P$) and reference ($P_r$) rainfall scenarios and $D$ and $D_r$ are the amount of runoff drained out by sewer pipes under the given and reference rainfall scenarios, respectively. The runoff ($R$ and $R_r$) is estimated by the SCS-CN method. The pipe drainage under pressure flow ($D$ and $D_r$) is simulated by the SWMM. The DR of a drainage network ranges from 0 to 1, depending on the hydraulic characteristics of the network and the reference rainfall scenario $P_r$.

In the CPD model, we assume that no flooding occurs if the precipitation is less than $P_r$. In other words, all drainage networks could effectively drain out the runoff generated by $P_r$. Flooding occurs when the precipitation is more than $P_r$, and the flood volume is the residual runoff ($R - R_r$) generated by the actual precipitation $P$ and the reference precipitation $P_r$, i.e., $D = D_r$. As a result, the DR of each network equals zero.

In this study, the reference rainfall ($P_r = 55$ mm) corresponds to a 1 year return period. The rainfall scenarios used for the test range from 60 to 115 mm, with an increasing interval of 5 mm. The testing rainfall period is 1 hour. When this method is applied to other sewer networks, the new reference rainfall scenario $P_r$ must be determined according to the local rainfall and drainage criteria.

2.3.2. Correlation Analysis with Influential Factors

The Pearson correlation is used to measure the effect of influential factors on pressure flow drainage, using a drainage network as a sample. The value of all influential factors is calculated on the basis of a drainage network. Four single factors and two compound indices are employed. The single factors include catchment area, pipe length, pipe slope, and pipe cross section area. Catchment area and pipe length are the same as those set up in the SWMM. Pipe slope and cross section area are defined as the average weighted by pipe length in Equations (6):

$$S_{pipe} = \frac{\sum_{i=1}^{N} S_i L_i}{\sum_{i=1}^{N} L_i}$$

$$C = \frac{\sum_{i=1}^{N} C_i L_i}{\sum_{i=1}^{N} L_i}$$

(6)

where $S_{pipe}$ and $C$ are the averages of pipe slope and the cross section area of a drainage network, respectively. $S_i$, $C_i$, and $L_i$ are slope, cross section area, and length for the $i$th pipe, respectively, and $N$ is the number of pipes in the drainage network.

We propose a new compound index, Velocity Ratio (VR), defined in Equations (7)–(9):  

$$VR = \frac{V_{pipe}}{V_{ideal}}$$

(7)
V_{pipe} = S_{pipe}^{1/2} \tag{8}
V_{ideal} = \frac{AR}{C_x t}, \tag{9}

where \(V_{pipe}\) (dimensionless) is the runoff velocity and \(V_{ideal}\) (m/s) is the average flow velocity that is required for a drainage network to completely drain out runoff through the cross section area \(C\) (m²) of pipes over the storm duration \(t\) (s). \(A\) (m²) is the catchment area of the drainage network and \(R\) (m) is the runoff depth. Representing the runoff velocity by the square root of pipe slope is inspired by the Gauckler-Manning formula [63], in which flow velocity is linearly proportional to the square root of the hydraulic slope.

We substitute Equations (8) and (9) into (7) and finally obtain the VR in Equation (10):

\[ VR = \frac{S_{pipe}^{1/2} \times C_x t}{A \times R}. \tag{10} \]

When the pipe slope is unavailable, we compute another VR by replacing the pipe slope with the mean land surface slope in Equation (11):

\[ VR_s = \frac{S_{sur}^{1/2} \times C_x t}{A \times R}. \tag{11} \]

2.3.3. Regression Model

The most influential factor (VR) identified in the correlation analysis is used to establish a linear model to estimate the DR from VR in Equation (12):

\[ DR = k \times VR + e, \tag{12} \]

where \(k\) is the coefficient and \(e\) is the estimated error.

In order to establish the regression model, the drainage networks are divided into two groups. One group (13 networks) with odd numbers (DN1, DN3, DN5, ..., DN23, and DN25) is used to derive \(k\) and \(e\) for model calibration and the other group (12 networks) with even numbers (DN2, DN4, DN6, ..., DN22, and DN24) is used to validate the model. The performance of the regression model is assessed by Mean Absolute Deviation (MAD) and the Square of the correlation coefficient (R²) between two DRs estimated by the regression model and simulated by the SWMM under the rainfall scenarios from 60 to 115 mm.

2.4. Flood Volume Adjustment

The flood water (total volume) can be calculated by multiplying the DR estimated by the regression model and the runoff increase \((R - R_r)\) when the given rainfall is heavier than the reference rainfall (55 mm in an hour) in Equation (13):

\[ FV = (R - R_r) \times (1 - DR), \tag{13} \]

where \(FV\) is the total volume of flood water in a drainage network.

In the CPD model, no flood occurs when the rainfall depth is less than the reference rainfall depth, e.g., 55 mm in this study, and all runoff generated by the increasing rainfall becomes flood water \((R - R_r)\). However, when \(R > R_r\), the pipe drainage is not the free surface flow any more, but pressure flow, which could increase the flow speed and drain out more water than \(D_r\). Therefore, the flood volume is overestimated by the CPD model and needs to be adjusted based on the effect of pressure flow on pipe drainage. When the pipe data are not available, pressure flow cannot be simulated by the SWMM or other hydraulic models, but the regression model of Equations (12) and (13) is an effective alternative to represent pressure flow and reduce the flood volume uncertainty caused by the CPD model.

Determining the actual capability of drainage networks is crucial for applying adjustments based on the VR. In the adjustment, all drainage networks are assumed capable of draining out runoff generated by the reference rainfall event. As a result, the flood volume at the reference rainfall depth, e.g., 55 mm in this study, is zero for all drainage networks. However, the assumption may be invalid...
because the drainage capacity is changing due to urban development or inadequate maintenance. If so, the flood volume at the reference rainfall depth can be larger than zero and systematic underestimations will occur. Further adjustment to the initial flood volume is still needed and solved in the results section.

3. Results

3.1. The Effect of Pressure Flow

The CPD model neglects the effect of pressure flow and leads to significant bias in drainage and flood volumes, particularly for extreme rainfall events (Figure 3). The drainage volumes simulated by the SWMM increase monotonously with rainfall intensity at an attenuating rate. Accordingly, the simulated flood volumes increase at an escalating rate. In contrast, in the CPD model the drainage is assumed equal to the runoff until the reference rainfall depth (55 mm) and then remains stable under pressure flow. As a result, the gap in the flood volume between the SWMM and the CPD amplifies with rainfall intensity.

Figure 3. Hydrological responses of the drainage network DN6 simulated by the SWMM and the CPD under the rainfall events from 5 to 115 mm. Four typical return periods are marked using vertical dashed lines. The key properties of DN6 are: (1) area, 34.4 ha; (2) imperviousness, 75.4%; (3) pipe length, 1.45 km; (4) average pipe slope, 0.76%; (5) average pipe cross section area, 0.371 m²; and (6) average surface slope, 5.88%.

Besides the DN6 network illustrated in Figure 3, other drainage networks demonstrate a similar pattern that the flood volume increases with rainfall intensity. Due to the difference in the actual drainage capacity, the rainfall depth at which a network becomes flooded varies. Nevertheless, most networks get flooded at 55 mm, with the exceptions in DN4 and DN12, which get flooded at 75 mm and 80 mm, respectively. The DR of a drainage network decreases with increasing rainfall intensity, and the minimum and maximum DRs in the networks are listed in Table 2. It is clear that pressure
flow helps drain out more storm water when the rainfall exceeds the reference value. What are the most influential factors controlling the pressure flow?

Table 2. Drainage Ratios in all 25 drainage networks. “Min” and “Max” are the minimum and maximum Drainage Ratios (DRs), corresponding to the rainfall scenarios of 115 and 60 mm, respectively.

| Network | Min  | Max  | Network | Min  | Max  |
|---------|------|------|---------|------|------|
| DN1     | 0.72 | 0.93 | DN14    | 0.77 | 0.84 |
| DN2     | 0.70 | 0.88 | DN15    | 0.70 | 0.85 |
| DN3     | 0.84 | 0.93 | DN16    | 0.84 | 0.94 |
| DN4     | 0.89 | 1.00 | DN17    | 0.55 | 0.67 |
| DN5     | 0.63 | 0.79 | DN18    | 0.57 | 0.74 |
| DN6     | 0.66 | 0.82 | DN19    | 0.76 | 0.88 |
| DN7     | 0.67 | 0.88 | DN20    | 0.58 | 0.76 |
| DN8     | 0.85 | 0.97 | DN21    | 0.44 | 0.60 |
| DN9     | 0.80 | 0.94 | DN22    | 0.64 | 0.79 |
| DN10    | 0.82 | 0.97 | DN23    | 0.56 | 0.75 |
| DN11    | 0.65 | 0.78 | DN24    | 0.75 | 0.93 |
| DN12    | 0.96 | 1.00 | DN25    | 0.79 | 0.88 |
| DN13    | 0.90 | 0.99 |         |      |      |

3.2. Significant Factors Affecting Pressure Flow

The two compound indices, $VR_P$ from pipe slope and $VR_s$ from surface slope, demonstrate the largest and significant correlation coefficients with $DR$ among the six influential factors under the rainfall of a 100 year return period (Figure 4e,f). Catchment area and pipe length have a negative relationship with $DR$ (Figure 4a,b) and pipe slope and cross section area have a positive effect on $DR$ (Figure 4c,d). Table 3 summarizes the correlation coefficients between $DR$ and the influential factors under six typical rainfall scenarios. They show similar results with Figure 4. Catchment area, $VR_P$ and $VR_s$ are significantly associated with $DR$ under all rainfall scenarios at the confidence level 95%. Catchment area and pipe length are negatively correlated to $DR$, indicating that large areas or long distances are not beneficial for drainage. For a given rainfall event, a larger catchment area usually generates more runoff. Moreover, the pipe length is strongly related to the catchment area with a correlation coefficient of 0.81.

The $VR_P$ has the largest correlation coefficients among all influential factors. Compared to the four single factors, the $VR_P$ has a clear physical basis by integrating the catchment area, pipe slope, pipe cross section area, and runoff depth in Equation (10). The correlation coefficients range from 0.68 to 0.75, showing an increasing trend with rainfall intensity. One probable explanation is that the flow speed increases with higher pressure and the effect of pressure flow increases with rainfall intensity. When the pipe slope in $VR$ is replaced by the surface slope, the correlation coefficients (0.64-0.68) are slightly smaller, but are still much higher than the single factors and significant at the confidence level of 95% (Table 3), suggesting that the $VR_s$ can be used as a valid variable to estimate the $DR$ or the effect of pressure flow when the pipe data are not available.
Figure 4. The scatter plots between the DR and six influential factors in the 25 drainage networks under the rainfall of a 100 year return period: catchment area (a), pipe length (b), pipe slope (c), pipe cross section area (d), Velocity Ratio ($VR_p$) from pipe (e), and $VR_s$ from land surface slope (f). The pipe slope and cross section area are calculated using Equation (6). “Corr” is the Pearson correlation coefficient and “p” denotes the p-value in the statistical significance test.
Table 3. Pearson correlation coefficients between the DR and influential factors under six typical return periods. The correlation analysis is based on all 25 networks, using one network as a sample. “*” and “#” denote the confidence levels of 95% (p-value 0.05) and 90% (p-value 0.1), respectively. “VRp” and “VRs” are the Velocity Ratio using pipe slope and surface slope, respectively.

| Return Period (Year) | Catchment Area (ha) | Pipe Length (km) | Pipe Slope (%) | Pipe Cross Section Area (m²) | VRp | VRs |
|----------------------|---------------------|------------------|---------------|-----------------------------|-----|-----|
| 2                    | −0.48 *             | −0.37 #          | 0.23          | 0.08                        | 0.68 * | 0.64 * |
| 5                    | −0.47 *             | −0.36 #          | 0.28          | 0.11                        | 0.72 * | 0.65 * |
| 10                   | −0.44 *             | −0.33 #          | 0.29          | 0.15                        | 0.75 * | 0.68 * |
| 20                   | −0.43 *             | −0.34 #          | 0.29          | 0.15                        | 0.74 * | 0.68 * |
| 50                   | −0.43 *             | −0.35 #          | 0.29          | 0.15                        | 0.75 * | 0.68 * |
| 100                  | −0.43 *             | −0.35 #          | 0.28          | 0.17                        | 0.75 * | 0.68 * |
| Average              | −0.45 *             | −0.35 #          | 0.28          | 0.13                        | 0.73 * | 0.67 * |

3.3. Estimate of Drainage Ratio under Pressure Flow

The regression models derived from 13 drainage networks in the calibration group for the six typical rainfall scenarios are summarized in Table 4. The DR of other 12 drainage networks in the validation group is estimated by these models using the VRs and is compared to the DR simulated by the SWMM (Figure 5). From the scatter plots, we can observe a clear positively correlated pattern between estimated and simulated DR. However, the samples do not cluster close to the fitted lines, reflected by the R² at a relatively low level (0.217–0.369). The R² increases with the rainfall intensity in both calibration and validation, indicating that the model tends to have a larger power representing the pressure flow under heavier rainfall events. The Mean Absolute Deviation (MAD) shows a slightly deteriorating trend with the rainfall intensity even if the R² becomes better. A possible reason is that the range of DR value expands from a 2 year return period (0.73–1.0, Figure 5a) to a 100 year return period (0.57–0.96, Figure 5f). Nevertheless, the estimated DR agrees with the simulated DR at an acceptable level in terms of the MAD, which ranges from 0.081 to 0.093.

Table 4. The regression models between DR and VRs derived from 13 drainage networks in the calibration group for the six typical rainfall scenarios. The model performances in calibration and validation are also listed.

| Return Period | Regression Equation | Calibration R² | Validation R² | MAD |
|---------------|---------------------|----------------|---------------|-----|
| 2 year        | $DR = 1.795VRs + 0.655$ | 0.498 | 0.217 | 0.081 |
| 5 year        | $DR = 3.837VRs + 0.614$ | 0.506 | 0.239 | 0.087 |
| 10 year       | $DR = 6.008VRs + 0.578$ | 0.519 | 0.299 | 0.089 |
| 20 year       | $DR = 8.382VRs + 0.544$ | 0.519 | 0.324 | 0.091 |
| 50 year       | $DR = 10.506VRs + 0.513$ | 0.513 | 0.329 | 0.093 |
| 100 year      | $DR = 13.253VRs + 0.488$ | 0.527 | 0.369 | 0.093 |
3.4. Flood Volume under Pressure Flow

The flood volume can be calculated in Equation (13) using the runoff increase and the DRs estimated by the regression models in Table 4. The estimated flood volumes are compared with those simulated by the SWMM and the CPD (Figure 6). The curves of estimated flood volume using VRs, Pressure Flow using Surface Slope (PFSS), are under the SWMM curves for both network DN6 (Figure 6a) and all 25 networks as a whole (Figure 6b). The cause of underestimation is the non-zero flood volume at 55 mm on the SWMM curve. The PFSS curve intersects with the CPD curve at “P0”. Ideally, the adjustment should be made at “P1”, which is the intersection of CPD and SWMM curves. However, the accurate location of “P1” is unknown in practice. An alternative approach is to make the adjustment at a certain place like “P2” on the CPD curve, which is close to the reference rainfall scenario of 55 mm. If the intersection is moved to “P2” at 60 mm, the adjusted PFSS curves fit the
SWMM curves much better than the PFSS at “P0”. The performances of three models, CPD, PFSS, and adjusted PFSS, are measured by the MAD and Mean Relative Deviation (MRD), as listed in Table 5. Clearly, regression models using surface slope can significantly reduce the uncertainty in flood volume estimated by the CPD. Moreover, the adjusted PFSS curve is slightly above the SWMM curve, conforming to the conservative principle in the flood risk analysis.

![Diagram](image)

**Figure 6.** Comparison of flood volumes derived by pressure flow (SWMM), free surface flow (CPD), and the regression model using surface slope (PFSS) for the drainage network DN6 (a) and all 25 networks (b). “PFSS” stands for Pressure Flow using Surface Slope and “Adj-PFSS” means the empirical adjustment using the flood volume at the rainfall depth of 60 mm. Four typical return periods are marked by vertical dashed lines. Two zoom-in graphs, Figure 6c,d, are given to show the locations of P0, P1, and P2 in Figure 6a,b, respectively.

**Table 5.** Performances of three models against the SWMM, measured by Mean Absolute Deviation (MAD) ($10^4$ m$^3$) and Mean Relative Deviation (MRD).

|        | DN6 |        | All Networks |
|--------|-----|--------|--------------|
| MAD    | 0.70| 15.69  | 166%         |
| MRD    | 166%| 192%   | 40%          |
| MAD    | 0.04| 0.97   | 18%          |
| MRD    | 0.97| 18%    | 36%          |
4. Discussions

4.1. Representation of Pressure Flow

The new index VR presented in this study provides a simplified representation of pressure flow, which frequently occurs in urban sewer systems, particularly under extreme rainfall events. The pipe flow transits from free-surface flow to pressure flow when the pipes become surcharged. Pressure flow is affected by multiple factors such as rainfall intensity, land cover, the spatial layout of sewer systems, local inundation depth, and boundary conditions. The accurate representation of pressure flow relies on hydrodynamic models with high-resolution data including surface land cover and subsurface sewer pipes. However, the lack of pipe data hinders the application of hydrodynamic models that implement the dual-drainage concept. This study proves that VR using surface slopes is strongly associated with pressure flow and can be applied to derive reasonable flood volumes when detailed pipe data are unavailable.

Although the VR-based model represents pressure flow satisfactorily in this study, it still has limitations. Firstly, with respect to flood volume, the 18% relative deviation cannot be neglected despite the fact that the VR-based model significantly outperforms the CPD model. Secondly, the VR-based model is not able to describe the flood status at single hydraulic features such as junction and conduit because it is designed to work on the basis of a drainage network. Furthermore, unlike hydrodynamic models that can directly output detailed flooding information including volume, velocity, time, and location, the VR-based model only provides flood volume. The inundating depth could be derived from flood volume with the aid of fine DEM data.

4.2. Applications

A direct application of our research is to evaluate the consistency of drainage designs using the VR from pipe slope in the planning phase. For an independent drainage network, the capacities of upstream branches should match that of the downstream areas. Otherwise, the sewer system cannot work properly. Consistency can be assessed by the difference in the VR between upstream branches and the whole drainage network. The regions with lower VR are the bottle neck of the drainage network and thus should be the target of further adjustment. Evaluation using the VR can significantly improve the efficiency of drainage design assessment compared with costly hydrodynamic simulations.

Another application is to assess the flood severity and to estimate the optimal pipe size and cost required for drainage projects. For a specific area, a larger pipe size required to instantly drain out storm water usually demands a higher cost, otherwise severe flooding would occur. The optimal pipe size can be estimated using Equation (9) by balancing the cost and tolerance to flood severity. Given a rainfall scenario (R), catchment area (A) and duration (t), the optimal pipe size (C) can be determined if the velocity term ($V_{ideal}$) is known. The $V_{ideal}$ can be set as the maximum safe flow velocity according to the local drainage design code.

5. Summary and Remark

This research presents a simplified representation of pressure flow using a Velocity Ratio (VR)-based model, aiming to reduce the uncertainty of flood volume estimated by the CPD model when detailed pipe data are unavailable. The case study in Guangzhou, China was used to evaluate the performances of the VR-based model and the CPD model under typical rainfall events from 1 year to 100 year return periods. The simulated results from the well-known SWMM were applied as the reference.

The CPD model neglects the effect of pressure flow and leads to significant overestimation of flood volume. The overestimation is amplified with increasing rainfall intensity. In contrast, the VR-based model using surface slope can derive a reasonable amount of flood water. The estimated flood volumes for all networks agree with those simulated by the SWMM and have much smaller deviations (MAD $0.97 \times 10^4$ m$^3$ and MRD 18%) than those simulated by the CPD (MAD $15.69 \times 10^4$ m$^3$).
and MRD 192%). Therefore, the VR-based model is an effective alternative to hydraulic models, especially in areas lacking detailed pipe data.

The VR is a simplified representation of pressure flow and is designed to estimate flood volumes on the basis of drainage networks. It cannot describe the status of single hydraulic features such as junction and conduit, nor provide hydraulic information like the surface flow velocity, although the inundating depth could be estimated from flood volume with the aid of fine DEM data.

The general capability of the VR-based model needs further tests under distinct urban settings such as multiple land use/land cover, climate, and terrain conditions, and combined or separate sewer systems. Furthermore, it is worth exploring the potential of the VR-based model in calibrating and validating hydraulic models.
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