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Abstract. In this paper, we compute the tightest possible bounds on the probability that the optimal value of a combinatorial optimization problem in maximization form with a random objective exceeds a given number, assuming only knowledge of the marginal distributions of the objective coefficient vector. The bounds are “extremal” since they are valid across all joint distributions with the given marginals. We analyze the complexity of computing the bounds assuming discrete marginals and identify instances when the bounds are computable in polynomial time. For compact 0/1 V-polytopes, we show that the tightest upper bound is weakly NP-hard to compute by providing a pseudopolynomial time algorithm. On the other hand, the tightest lower bound is shown to be strongly NP-hard to compute for compact 0/1 V-polytopes by restricting attention to Bernoulli random variables. For compact 0/1 H-polytopes, for the special case of PERT networks arising in project management, we show that the tightest upper bound is weakly NP-hard to compute by providing a pseudopolynomial time algorithm. The results in the paper complement existing results in the literature for computing the probability with independent random variables.
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1. Introduction. In this paper, we are interested in the random combinatorial optimization problem of the form:

\[ Z(\tilde{c}) = \max_{x \in \mathcal{X}} \tilde{c}^T x \]

where \( \tilde{c} = (\tilde{c}_1, \ldots, \tilde{c}_n) \) is an \( n \)-dimensional random vector and \( \mathcal{X} \) is a subset of the set \( \{0, 1\}^n \). Our main goal is to compute bounds on the probability that the random optimal value \( Z(\tilde{c}) \) is greater than or equal to a fixed number \( r \) when the marginal distributions of the random variables \( \tilde{c}_i \) for \( i \in [n] \) are specified. Throughout the paper, given a nonnegative integer \( n \), we let \( [n] \) denote the set \( \{1, \ldots, n\} \) and given integers \( n_1 \leq n_2 \), we let \( [n_1, n_2] \) denote the set \( \{n_1, \ldots, n_2\} \). We assume each random variable \( \tilde{c}_i \) is discrete with marginal probabilities specified as \( \mathbb{P}(\tilde{c}_i = c_{ik}) = p_{ik} \) for \( k \in [0, K] \) and support given by \( \mathcal{C}_i = \{c_{i0}, \ldots, c_{iK}\} \) where the values are ordered as \( c_{i0} < \ldots < c_{iK} \). The marginal probabilities satisfy \( \sum_k p_{ik} = 1 \) for all \( i \in [n] \) and \( p_{ik} \geq 0 \) for all \( i \in [n] \) and \( k \in [0, K] \). Let \( \Theta \) denote the set of all joint distributions on \( \tilde{c} \) consistent with the marginal distributions:

\[ \Theta = \left\{ \theta \in \mathbb{P}\left(\prod_{i=1}^n \mathcal{C}_i\right) : \mathbb{P}_\theta(\tilde{c}_i = c_{ik}) = p_{ik}, \text{ for } i \in [n], k \in [0, K] \right\} , \]
where \( \mathbb{P}(\prod_{i=1}^{n} C_i) \) is the set of all joint distributions supported on the set \( C_1 \times \ldots \times C_n \). Given a fixed value \( r \), we are interested in computing the following extremal probability bounds:

(Upper bound) \( U(r) = \max_{\theta \in \Theta} \mathbb{P}_\theta(Z(\tilde{c}) \geq r) \),

(Lower bound) \( L(r) = \min_{\theta \in \Theta} \mathbb{P}_\theta(Z(\tilde{c}) \geq r) \).

A related probability of interest to compute is when the random combinatorial optimization problem has mutually independent random variables in the objective coefficient vector. Specifically, let \( \theta_{\text{ind}} \) be the joint distribution:

\[
\mathbb{P}_{\theta_{\text{ind}}}(\tilde{c}_1 = c_{1k_1}, \ldots, \tilde{c}_n = c_{nk_n}) = p_{1k_1} \times \ldots \times p_{nk_n}, \quad \text{for } k_1 \in [0, K], \ldots, k_n \in [0, K],
\]

where \( \theta_{\text{ind}} \in \Theta \). The probability for the independent distribution is given as:

(Independence) \( I(r) = \mathbb{P}_{\theta_{\text{ind}}}(Z(\tilde{c}) \geq r) \),

where \( U(r) \geq I(r) \geq L(r) \). We discuss the complexity of computing \( U(r), L(r) \) and \( I(r) \) in this paper.

1.1. Applications. Our interest in studying these probability bounds are motivated from the applications discussed next.

(a) In simple settings, the extremal probability bounds discussed in this paper reduce to well known probability bounds. For example, consider computing an upper bound on the probability of occurrence of at least one of the \( n \) events \( E_1, \ldots, E_n \). If only the probabilities of occurrence of each individual event is known, Boole’s union bound given by \( \min(\sum_i \mathbb{P}(E_i), 1) \) is tight. This bound arises as a special case of the framework above, by defining the Bernoulli random variables as \( \tilde{c}_i = 1 \) if \( E_i \) occurs and \( \tilde{c}_i = 0 \) otherwise, setting \( Z(\tilde{c}) = \sum_i \tilde{c}_i \) and \( r = 1 \). Bounds on the sum of random variables when only the marginal distributions are given has been extensively studied in the risk, insurance and finance settings; see Chapter 4 in [38].

(b) In the context of Program Evaluation and Review Technique (PERT) networks, the distribution of the completion time of a project needs to be estimated where the project is composed of several activities with random activity times [13]. Planning decisions are made taking into account the distribution of the project completion time. In this setting, \( Z(\tilde{c}) \) is the optimal value of a longest path problem on a directed acyclic graph where the arc length vector \( \tilde{c} \) denotes the random activity duration vector. The probability of the completion time exceeding a deadline \( r \) is a relevant measure of the performance of the project (higher the probability, worse the performance). Much of the literature has looked at computing this probability under the assumption of independence or limited dependence among the activity durations [15, 12, 19, 4, 30]. However in PERT networks, there is evidence of significant dependence occurring among the activity durations when the resources are shared across activities or when adverse events affect all activities [35]. This motivates the interest in the computation of extremal probability bounds.

(c) In the context of reliability, the probability of a system being functional is characterized in terms of the probabilities of the subcomponents being operational. Extremal probability bounds then provide an estimate of the robustness of the system to dependence among the subcomponents; see the book of [26]. For example, the \( s-t \) reliability measure (probability that there exists at least one operational path from node \( s \) to node \( t \) in a graph) is computed by assuming each edge \( (i, j) \) on the graph is associated with a Bernoulli random variable \( \tilde{c}_{ij} \) where \( \tilde{c}_{ij} = 1 \) if the arc is operational and 0 if it fails and formulating \( Z(\tilde{c}) \) as a minimum \( s-t \) cut problem with \( r = 1 \).
1.2. Existing Results and Contributions of This Paper. Evaluating $Z(c)$ is already NP-hard for the class of deterministic combinatorial optimization problems. In this paper we focus on combinatorial optimization problems where the convex hull of the feasible region has a compact representation and $Z(c)$ is computable in polynomial time. Two representations we consider are described next:

(a) V-polytope: The convex hull of the set $\mathcal{X} \subseteq \{0, 1\}^n$, denoted by $\text{conv}(\mathcal{X})$, is given by a convex combination of a set of $P$ points:

$$
\text{conv}(\mathcal{X}) = \text{conv}\{\mathbf{x}_1, \ldots, \mathbf{x}_P\},
$$

$$(1.2) \quad \left\{ \sum_{j=1}^P \lambda_j \mathbf{x}_j : \sum_{j=1}^P \lambda_j = 1, \lambda_j \geq 0, \text{ for } j \in [P] \right\},$$

where $\mathbf{x}_1, \ldots, \mathbf{x}_P \in \{0, 1\}^n$. In this representation, $P$ is typically exponential in $n$ and so (1.2) is only useful when $P$ is allowed to be part of the input size specification. The size of the input instance for computing $U(r)$ or $L(r)$ in this case is given by:

$$\text{Size of input} = O(\max(K, P)n \max(\log_2 U_1, \log_2 U_2)),$$

where $K+1$ is an upper bound on the size of any marginal support, $n$ is the number of random variables, $P$ is the number of extreme points in the V-polytope, $U_1$ and $U_2$ are the maximum numerical values among the integers in the ratio representation of the rational numbers $p_{ik}$ and $c_{ik}$ across all $i$ and $k$. The logarithmic dependence of the input size on the magnitude of the input probabilities and the support points arises since $O(\log(U))$ binary digits are needed to represent a positive integer $U$.

For $P = 1$ and $\mathbf{x} = \mathbf{1}_n$ (the vector of all ones), we get $Z(\mathbf{c}) = \sum_i c_i$. Even for the sum of random variables, computing $U(r)$ and $L(r)$ have been shown to be NP-hard for two point marginal distributions [25] using a reduction from the partition problem. Computing $I(r)$ with two point marginal distributions has also shown to be #P-hard [22] using a reduction from the problem of counting the number of feasible solutions to a 0-1 knapsack problem. In special cases, the bounds are efficiently computable. These include the sum of $n = 2$ random variables [28, 39] where simple formulas exist for arbitrary distributions and for the sum of $n$ random variables with $K = 1$ (Bernoulli random variables) [37]. Many other bounds, not necessarily tight have also been proposed in the literature (see Chapter 4 in [38] for several such bounds).

We add to this stream of results by showing that for compact 0/1 V-polytopes, the upper bound $U(r)$ is in fact weakly NP-hard to compute by providing a pseudopolynomial time algorithm. Specifically, we show that when the random variables take values $c_{ik} = k$ for $k \in [0, K]$, it is possible to compute $U(r)$ by solving a linear program that is of polynomial size in $K$, $n$, $P$ and $\log_2(U_1)$. The key aspect of this result is that dependence on the parameter $U_2$ is overcome. Furthermore for Bernoulli random variables, we provide further reduction in the polynomial size of the linear program for computing $U(r)$. On the other hand, we show the lower bound $L(r)$ is strongly NP-hard to compute. Specifically, we show that it is not possible to compute $L(r)$ in polynomial time in the input size even when the random variables are Bernoulli, unless $P = NP$. We also provide a #P-hardness result for independent Bernoulli random variables in this representation.

(b) H-polytope: The convex hull of the set $\mathcal{X} \subseteq \{0, 1\}^n$ is given by:

$$
\text{conv}(\mathcal{X}) = \{ \mathbf{x} : \mathbf{A} \mathbf{x} \leq \mathbf{b} \},
$$

where the matrix $\mathbf{A}$ is of size $m \times n$ and $\mathbf{b}$ is a vector of length $m$. In this representation,
the size of the input instance for computing $U(r)$ or $L(r)$ is given by:

$$O(\max(K, m)n \max(\log_2 U_1, \log_2 U_2, \log_2 U_3)),$$

where in addition to the other parameters, $U_3$ is the maximum numerical value among the integers in the ratio representation of the rational numbers in the matrix $A$ and vector $b$. An example of a combinatorial optimization problem with a compact 0/1 H-polytope representation is a PERT network where computing $Z(c)$ is possible in polynomial time. In PERT networks, the extreme points are characterized by the s-t paths in the network which can be exponentially large. The V-polytope representation is not useful in this setting. However $Z(c)$ can be computed efficiently using a linear program which grows polynomially in the size of the network characterized by the number of nodes and edges in the graph, rather than the number of paths in the graph.

Computing $I(r)$ is however known to be NP-hard for PERT networks even when the activity durations are Bernoulli random variables [19]. For certain classes of reliability problems, polynomial time computable bounds $U(r)$ and $L(r)$ have been proposed in the literature [48, 45]. However these formulations make use of the equivalence of separation and optimization [17] to prove polynomial time complexity bounds without providing compact formulations that are easy to implement in practice.

We add to the stream of results in H-polytopes by showing that for PERT networks a polynomial sized linear program (LP) can be used to compute the tightest upper bound $U(r)$ when the activity durations are restricted to take values in $[0, K]$. In turn, this shows that for PERT networks, the upper bound $U(r)$ is weakly NP-hard. This provides the maximum (worst case) probability of the random project completion time exceeding a given deadline.

A related area of research is distributionally robust chance constraints [47, 21] wherein the constraints of an optimization problem are required to be satisfied with high probability. The difference of this line of research from our work is that we instead focus on computing the tail probabilities of the objective value of an uncertain optimization problem.

The structure of the paper is as follows. In Section 2 and Section 3 respectively, we provide results for the V-polytope and the H-polytope. Numerical results provided in Section 4 compare various probability bounds in random walks and PERT networks.

We also show applications in models exhibiting limited dependence.

2. Bounds for the V-Polytope.

2.1. Upper Bound. We begin by developing a pseudopolynomial time algorithm for computing $U(r)$ for 0/1 V-polytopes. The bound is computed using a linear program. For the analysis, we assume that the support of each random variable $\tilde{c}_i$ is contained in $C_i = [0, K]$. Under this restriction on support, we are looking for algorithms with running time polynomial in $K$, $n$, $P$ and $\log_2(U_1)$ thereby dropping the explicit dependence on the size of the input required to represent the marginal support values $c_{ik}$. The support of the random vector is contained in $[0, K]^n$ which is of size $O(K^n)$. Let us first write an exponential sized LP to compute $U(r)$ (see [20]):

$$U(r) = \max \sum_{c \in [0, K]^n} \theta(c) \mathbb{1}_{\{Z(c) \geq r\}}$$

s.t. $$\sum_{c \in [0, K]^n} \theta(c) = 1,$$

$$\sum_{c \in [0, K]^n} \theta(c) = p_{ik}, \text{ for } i \in [n], k \in [0, K],$$

$$\theta(c) \geq 0, \text{ for } c \in [0, K]^n,$$
where $\mathbb{1}(Z(c) \geq r) = 1$ if $Z(c) \geq r$ and 0 otherwise and the decision variables are the joint probabilities $\theta(c) = P(c = c)$ for $c \in [0,K]^n$. The primal linear program has a polynomial number of constraints but an exponential number of variables. From strong duality, $U(r)$ is the optimal value of the corresponding dual linear program,

$$U(r) = \min \lambda + \sum_{i=1}^{n} \sum_{k=0}^{K} \alpha_{ik} p_{ik}$$

s.t. $\lambda + \sum_{i=1}^{n} \sum_{k=0}^{K} \alpha_{ik} \mathbb{1}(c_i = k) \geq 1$, for $Z(c) \geq r, c \in [0,K]^n$,

$$\lambda + \sum_{i=1}^{n} \sum_{k=0}^{K} \alpha_{ik} \mathbb{1}(c_i = k) \geq 0, \text{ for } c \in [0,K]^n,$$

where the decision variables are $\lambda$ and $\alpha_{ik}$ for $i \in [n]$ and $k \in [0,K]$. The dual linear program has a polynomial number of variables but an exponential number of constraints. By the equivalence of separation and optimization [17], a polynomial time algorithm to solve the underlying separation problem for the dual linear program implies the existence of a polynomial time algorithm to compute $U(r)$. We now show that the separation problems corresponding to the constraints (2.1) and (2.2) can be solved efficiently and develop a compact linear program to compute $U(r)$. We highlight that the approach detailed next, gives the tightest possible upper bound given any input marginal distributions.

**Theorem 2.1.** Let $\mathcal{X} = \{x_1, \ldots, x^f\} \subseteq \{0,1\}^n$. Given the marginal distributions of the random vector $\tilde{c}$ as $P(\tilde{c} = k) = p_{ik}$ for $k \in [0,K]$ and $i \in [n]$, the tightest upper bound is computable by solving the linear program:

$$U(r) = \max \sum_{x \in \mathcal{X}} a_{x}$$

s.t. $\sum_{x \in \mathcal{X}} a_{x} + b = 1$,

$$h_{lk} + \sum_{x \in \mathcal{X}} \left[ \sum_{i=k}^{n} \delta_{ik}x_i + \sum_{l=0}^{n} \delta_{ik}(1 - x_i) \right] = p_{ik}, \text{ for } i \in [1,n], k \in [0,K],$$

$$\sum_{k \in [0,K]} h_{lk} = b, \text{ for } i \in [1,n],$$

$$\sum_{l \in [r,nK]} \tau_{lk} = a_{x}, \text{ for } \mathcal{X},$$

$$\tau_{lk} = \sum_{k \in [0,K]} \delta_{ik}x_k(1 - x_n) + \sum_{k=0}^{\min(l,K)} \delta_{ik}x_n, \text{ for } l \in [r,nK], \text{ for } x \in \mathcal{X},$$

$$\sum_{k=0}^{\min(K,l)} \delta_{ik}x_k(1 - x_n) = \sum_{k=0}^{\min(K,l)} \delta_{ik}x_n, \text{ for } l \in [0,nK], \text{ for } x \in \mathcal{X},$$

$$\sum_{k=0}^{M} \delta_{1,l,k+1,k,x}x_1 + \sum_{k=0}^{K} \delta_{1,l,0,k,x}(1 - x_2), \text{ for } l \in [1,K], \text{ for } x \in \mathcal{X},$$

$$\sum_{k=0}^{M} \delta_{1,k,0,x}(1 - x_1) + \delta_{1,0,0,x}x_1 = \sum_{k=0}^{K} \delta_{2,k,k,x}x_2 + \sum_{k=0}^{K} \delta_{2,k,0,x}(1 - x_2), \text{ for } x \in \mathcal{X},$$

$$\delta_{ikl} = 0 \text{ for } k \in [0,K], \text{ for } l \in [0,r-1], \text{ for } x \in \mathcal{X},$$

$$\delta_{i,k,l,x} = 0 \text{ for } k \in [0,K], \text{ for } l \in [1,nK], \text{ for } x \in \mathcal{X},$$

$$\delta_{i,k,l,x} = 0 \text{ for } k \in [0,K], \text{ for } l \in [0,nK] \setminus k, \text{ for } x \in \mathcal{X},$$

$$\delta_{i,k,l,x} = 0 \text{ for } k \in [0,K], \text{ for } l \in [0,nK] \setminus k, \text{ for } x \in \mathcal{X} \text{ with } x_1 = 1,$$

$$\delta, h, a, b, \tau \geq 0.$$
where $M = \min(nK - l, K)$. Specifically the linear program is solvable in time polynomial in $K$, $n$, $P$ and $\log_2(U_1)$.

**Proof.** We derive the LP by reformulating constraints (2.1) and (2.2).

**Step (1):** Reformulating constraints (2.1): We can rewrite constraint (2.1) as: $\lambda + W(\alpha) \geq 1$, where $W(\alpha)$ is the optimal value of the following 0-1 integer program,

\[
W(\alpha) = \min \sum_{i=1}^{n} \sum_{k=0}^{K} \alpha_{ik} y_{ik}
\]

s.t. \[
\max_{x \in X} \sum_{i=1}^{n} \left( \sum_{k=0}^{K} k y_{ik} \right) x_i \geq r,
\]

\[
\sum_{k=0}^{K} y_{ik} = 1, \text{ for } i \in [n], y_{ik} \in \{0, 1\}, \text{ for } i \in [n], k \in [0, K].
\]

This is obtained by defining the binary variable $y_{ik}$ as $\mathbb{I}_{\{c_i = k\}}$. Towards further simplification, for any $x \in X$, $\alpha \in \mathbb{R}^{n \times (K+1)}$ and $r \in [0, nK]$, define $G(\alpha, x)$ as the optimal value of the following 0-1 integer program:

\[
G(\alpha, x) = \min \sum_{i=1}^{n} \sum_{k=0}^{K} \alpha_{ik} y_{ik}
\]

s.t. \[
\sum_{i=1}^{n} \left( \sum_{k=0}^{K} k y_{ik} \right) x_i \geq r, \sum_{k=0}^{K} y_{ik} = 1, \text{ for } i \in [n], y_{ik} \in \{0, 1\}, \text{ for } i \in [n], k \in [0, K].
\]

Then we have that $\lambda + W(\alpha) \geq 1 \iff \lambda + G(\alpha, x) \geq 1$ for $x \in X$. We next propose a dynamic programming reformulation to compute $G(\alpha, x)$. The dynamic programming solution further aids in developing our linear program. Let $f_{i,l,x}$ denote the optimal value of the subproblem making optimal assignments for the variables $y_{jk}$ for $j \in [i]$:

\[
f_{i,l,x} = \min \sum_{j=1}^{i} \sum_{k=0}^{K} \alpha_{jk} y_{jk}
\]

s.t. \[
\sum_{j=1}^{i} \left( \sum_{k=0}^{K} k y_{jk} \right) x_j = l,
\]

\[
\sum_{k=0}^{K} y_{jk} = 1, \text{ for } j \in [i], y_{jk} \in \{0, 1\}, \text{ for } j \in [i], k \in [0, K].
\]

Thus $f_{i,l,x}$ denotes the optimal value of the objective when every random variable $c_j, j \in [1, n]$ must be assigned a value from $[0, K]$ and the partial sum $\sum_{j=1}^{i} c_j x_j = l$.

However there is a cost $\alpha_{jk}$ for assigning $c_j = k$. Also variable $j$ contributes to the partial sum only if $j \leq i$ and $x_j = 1$. The objective is to minimize the cost of the overall assignment to all random variables.

For the base case of the DP, we must have $f_{1,k,x} = \alpha_{1,k}$ for $k \in [0, K]$ provided $x_1 = 1$, since $\sum_{j=1}^{1} c_j x_j = k$ only if $x_1 = 1$. Whereas if $x_1 = 0$, $f_{1,0,x} = \min_{k \in [0,K]} \alpha_{1,k}$ as $\sum_{j=1}^{1} c_j x_j = 0$ always. For $i > 1$, if $x_i = 1$, then $f_{i,l,x}$ will take the smallest possible value of $f_{i-1,l-k,x} + \alpha_{ik}$ out of all possible values of $k \in [0, K]$, and $y_{ik} = 1$ for the corresponding $k$. Whereas if $x_i = 0$, $f_{i,l,x}$ will take the smallest possible value of $f_{i-1,l,x} + \alpha_{ik}$. So we have:

\[
f_{i,l,x} = \min_{k \in [0,K]} \left( f_{i-1,l,x} + \alpha_{ik} \right) (1 - x_i) + \min_{k \in [0,K]} \left( f_{i-1,l-k,x} + \alpha_{ik} \right) x_i.
\]
Finally, the optimal objective is \( \min_{1 \leq l \leq nK} f_{n,l,x} \). Putting together the dynamic programming recursion gives us the following linear program:

\[
G(\alpha, x) = \max \ t_x \\
\text{s.t.} \ f_{n,l,x} - t_x \geq 0 \text{ for } l \in [r, nK], \\
\quad f_{i-1,l-k,x} + \alpha_{ik} - f_{i,l,x} \geq 0, \text{ for } i \in [2, n], l \in [0, nK], \\
\quad k \in [0, \min(l, K)], \text{ for } x \in X \text{ with } x_i = 1 \\
\quad (2.3) \\
\quad f_{i-1,l,x} + \alpha_{ik} - f_{i,l,x} \geq 0, \text{ for } i \in [2, n], l \in [0, nK], \\
\quad k \in [0, K], \text{ for } x \in X \text{ with } x_i = 0, \\
\quad -f_{1,k,x} + \alpha_{1,k} = 0 \text{ for } k \in [0, K] \text{ for } x \in X \text{ with } x_1 = 1, \\
\quad -f_{1,0,x} + \alpha_{1,k} \geq 0 \text{ for } k \in [0, K] \text{ for } x \in X \text{ with } x_1 = 0.
\]

Forcing \( \lambda + G(\alpha, x) \) to be greater than 1, provides the following equivalent reformulation of the constraint (2.1):

\[
\lambda + t_x \geq 1 \\
f_{n,l,x} - t_x \geq 0 \text{ for } l \in [r, nK], \\
f_{i-1,l-k,x} + \alpha_{ik} - f_{i,l,x} \geq 0, \text{ for } i \in [2, n], l \in [0, nK], \\
k \in [0, \min(l, K)], \text{ for } x \in X \text{ with } x_i = 1 \\
f_{i-1,l,x} + \alpha_{ik} - f_{i,l,x} \geq 0, \text{ for } i \in [2, n], l \in [0, nK], \\
k \in [0, K], \text{ for } x \in X \text{ with } x_i = 0, \\
-f_{1,k,x} + \alpha_{1,k} = 0 \text{ for } k \in [0, K] \text{ for } x \in X \text{ with } x_1 = 1, \\
-f_{1,0,x} + \alpha_{1,k} \geq 0 \text{ for } k \in [0, K] \text{ for } x \in X \text{ with } x_1 = 0.
\]

**Step (2):** Reformulating constraints (2.2): Enforcing (2.2) boils down to ensuring:

\[
\lambda + \min \left\{ \sum_{i=1}^{n} \sum_{k=0}^{K} \alpha_{ik} y_{ik} : \sum_{k=0}^{K} y_{ik} = 1, \text{ for } i \in [n], y_{ik} \in \{0, 1\}, \text{ for } i \in [n], k \in [0, K] \right\} \geq 0.
\]

It is easy to see that the optimal value of the optimization problem is attained by \( y_{ik} = 1 \text{ for } k = \arg \min_{k \in [0, K]} \alpha_{ik} \text{ for all } i \in [n] \). Thus the constraint can be reformulated as \( \lambda + \max \{ \sum_{i=1}^{n} v_i : \alpha_{ik} - v_i \geq 0, \text{ for } i \in [1, n], k \in [0, K] \} \geq 0 \). Then integrating all the constraints together gives us the following linear program:

\[
\min \lambda + \sum_{i=1}^{n} \sum_{k=0}^{K} \alpha_{ik} p_{ik} \\
\text{s.t.} \ \lambda + t_x \geq 1, \\
f_{n,l,x} - t_x \geq 0 \text{ for } l \in [r, nK], \\
f_{i-1,l-k,x} + \alpha_{ik} - f_{i,l,x} \geq 0, \text{ for } i \in [2, n], l \in [0, nK], \\
k \in [0, \min(l, K)], \text{ for } x \in X \text{ with } x_i = 1 \\
f_{i-1,l,x} + \alpha_{ik} - f_{i,l,x} \geq 0, \text{ for } i \in [2, n], l \in [0, nK], \\
k \in [0, K], \text{ for } x \in X \text{ with } x_i = 0, \\
-f_{1,k,x} + \alpha_{1,k} = 0 \text{ for } k \in [0, K] \text{ for } x \in X \text{ with } x_1 = 1, \\
-f_{1,0,x} + \alpha_{1,k} \geq 0 \text{ for } k \in [0, K] \text{ for } x \in X \text{ with } x_1 = 0, \\
\lambda + \sum_{i=1}^{n} v_i \geq 0, \\
\alpha_{ik} - v_i \geq 0, \text{ for } i \in [1, n], k \in [0, K].
\]

The dual of this LP is the tight reformulation in the theorem. The LP has a total of \( O(n^2 K^2 P) \) variables and \( O(n^2 K^2 P) \) constraints. The maximum value from the input univariate distributions \( p_{ik} \) requires \( \log_2(U_1) \) bits for representation. Hence the linear program is solvable in time polynomial in \( n, K, P \) and \( \log_2(U_1) \).

When \( P \) is polynomial in \( n \), this is a polynomial sized linear program in comparison to the original primal linear program which has \( O(K^n) \) variables. All the variables
in the linear program can be interpreted as probabilities of appropriate events. Let \( \theta^* \) be a solution that attains the objective \( U(r) \). Then, for example, \( a_0 \) can intuitively be thought of as the probability \( \mathbb{P}_{\theta^*}(Z(\hat{c}) < r, \delta) \in \arg\max_{x: x \in \mathcal{X}} \mathbb{E}[\mathcal{X}] \), \( \delta_{ikl} \) may be interpreted as \( \mathbb{P}_{\theta^*}(Z(\hat{c}) < r, \delta) \in \arg\max_{x: x \in \mathcal{X}} \mathbb{E}[\mathcal{X}], \hat{c}_i = k, \sum_{j=1}^{l} c_{ij}x_j = l \), \( h_{ik} = \mathbb{P}_{\theta^*}(Z(\hat{c}) < r, \delta \in \arg\max_{x: x \in \mathcal{X}} \mathbb{E}[\mathcal{X}], \hat{c}_i = k) \). The constraints on \( \delta \) then capture the fact that if \( \sum_{j=1}^{l} c_{ij}x_j = l \) then \( \sum_{j=1}^{l+1} c_{ij}x_j = l + k' \) if \( c_{i+1} = k' \) and \( x_{i+1} = 1 \). However if \( x_{i+1} = 0 \), then the partial sum is preserved up to \( i + 1 \) so that \( \sum_{j=1}^{l+1} c_{ij}x_j = l \).

**Corollary 2.2.** Suppose \( a^*, b^*, \delta^*, h^* \) denote an optimal solution to the LP in Theorem 2.1. A distribution that meets the value \( U(r) \) can be constructed as follows:

1. Generate a Bernoulli random variable \( \tilde{z} = 1 \) with probability \( \sum_{x \in \mathcal{X}} a_x^* \).

2. If \( \tilde{z} = 1 \),
   a. Generate \( x \in \mathcal{X} \) with probability \( a_x^* / \sum_{x \in \mathcal{X}} a_x^* \).
   b. If \( x_1 = 0 \), generate \( \hat{c}_1 = k \) with probability \( \delta_{1,k,0,x} / \sum_{k'} \delta_{1,k',0,x} \).
      If \( x_1 = 1 \), generate \( \hat{c}_1 = k \) with probability \( \delta_{1,k,k,x} / \sum_{k'} \delta_{1,k',k,x} \).
   c. Set \( l = \hat{c}_1 x_1 \).
   d. For \( i \in [2, n] \):
      i. If \( x_i = 0 \), generate \( \hat{c}_i = k \) with probability \( \delta_{i,k,i,x} / \sum_{k'} \delta_{i,k',i,x} \).
      ii. If \( x_i = 1 \), generate \( \hat{c}_i = k \) with probability \( \delta_{i,k,i+k,x} / \sum_{k'} \delta_{i,k',i+k,x} \).

3. If \( \tilde{z} = 0 \), for \( i \in [n] \), generate \( \hat{c}_i = k \) with probability \( h_{ik}^*/b^* \).

A proof sketch is provided in Appendix A. We will provide some insights on the extremal distribution constructed with an example PERT network.

![Fig. 1: An example network](image)

| Path | Edges | Len |
|------|-------|-----|
| 1    | (8,1), (1,2), (2,t) | 3   |
| 2    | (8,3), (3,4), (4,5), (5,t) | 4   |
| 3    | (8,6), (i,i + 1)∀i ∈ [6,12], (13,t) | 9   |

![Table 1: Paths in Example 2](image)

We consider the network in Figure 1 with the s-t paths described in Table 1 and use \( K = 2 \). The network has 15 vertices and 16 edges. Each s-t path corresponds to an extreme point \( x \in \mathcal{X} \). All marginal distributions are identical with \( p_{ek} = 1/3 \) for all \( e \in E, k \in [0,2] \). For achieving a value of \( Z(\hat{c}) > 8 \), path 3 is critical. This is captured by the variables in our formulation wherein \( a_1 = a_2 = 0 \) and all possible mass gets concentrated on \( a_k \) whenever \( r > 8 \). In particular for \( r = 18 \), the maximum value of \( \mathbb{P}(s-t) \geq 18 \) is \( 1/3 \) and for all edges \( e \) in path 3, \( \delta_{e.0,18,x} \) and \( \delta_{e.1,18,x} \) turn out to be zero. Our variables \( \delta_{e,i,t,x} = \mathbb{P}(\hat{c}_e = k, \sum_{j \leq e} c_{ij}x_j = l, x = x) \). Indeed, if path 3 must have a total length of 18, then none of the edges in the path can be allowed to have a length of 0 or 1. Thus all edges in path 3 end up with mass concentrated on a support of 2 so that \( \delta_{e,i,2,18,x} = \mathbb{P}(\hat{c}_e = k, \sum_{j \leq e} c_{ij}x_j = l, x = \text{Path } 3) = 1/3 \) and is as large as it can get. Similarly in this context we note that the \( h_{ek} = \mathbb{P}(\hat{c}_e = k, Z(\hat{c}) < r) \) variables are such that no edge in path 3 is allowed to take a length of 2. In particular \( h_{e0} = h_{e1} = 1/3 \) and \( h_{e2} = 0 \) for all edges in path 3. This makes intuitive sense as such an assignment prevents \( Z(\hat{c}) = 18 \) and \( h \) variables capture the probabilities of assignments if the total length from all s-t paths is less than 18.

Further structural insights on the extremal distribution are not obvious to deduce as the extremal distribution varies greatly with \( r \). For example, in the case of sums of
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random variables, where \( X = \{1^n\} \), if \( r = n \), it is known that the comonotonic distribution is an extremal distribution whereas if \( r = 1 \) the counter-monotone distribution serves as an extremal distribution [38].

2.1.1. Reduced Formulations for Bernoulli Random Variables. In the scenario where the random variables take support in \( \{0, 1\} \), we show that the size of the linear program in Theorem 2.1 can be reduced by employing an alternative approach to tackle the separation problem: \( \min \{ \sum_{i=1}^{n} \alpha_i c_i : Z(c) \geq r, c \in \{0, 1\}^n \} \).

**Theorem 2.3.** Let \( X = \{x^1, \ldots, x^p\} \subseteq \{0, 1\}^n \). Given the marginal distributions of the Bernoulli random vector \( \tilde{c} \) as \( P(\tilde{c}_i = 1) = 1 - P(\tilde{c}_i = 0) = p_i \) for \( i \in [n] \), the tightest upper bound is computable by solving the linear program:

\[
U(r) = \max \sum_{x} a_x \\
\text{s.t.} \sum_{x} a_x + b = 1,
\]

\[
h_i + \sum_{x \in X} g_{i,x} = p_i, \text{ for } i \in [n],
\]

\[
h_i \leq b, \text{ for } i \in [n],
\]

\[
g_{i,x} \leq a_x, \text{ for } i \in [n], x \in X,
\]

\[
ra_x - \sum_{x_i=1} g_{i,x} \leq 0, \text{ for } x \in X,
\]

\[
a \geq 0, b \geq 0, g \geq 0, h \geq 0.
\]

In particular \( U(r) \) can be computed in time polynomial in \( n, P \) and \( \log(U_1) \).

**Proof.** Constraint (2.2) in the exponential sized dual linear program for Bernoulli random variables can be rewritten as follows:

\[
\lambda + \min \left\{ \sum_{i=1}^{n} \alpha_i c_i : c_i \in \{0, 1\}^n \right\} \geq 0
\]

\[
\iff \lambda + \min \left\{ \sum_{i=1}^{n} \alpha_i c_i : 0 \leq c_i \leq 1, \text{ for } i \in [n] \right\} \geq 0
\]

\[
\iff \lambda + \sum_{i=1}^{n} \eta_i \geq 0, \alpha_i + \eta_i \geq 0, \text{ for } i \in [n], \eta \geq 0,
\]

where the first equivalence follows from the 0/1 extreme points of the unit hypercube and the second equivalence is from LP duality. Constraint (2.1) can be rewritten as follows,

\[
\min \left\{ \sum_{i=1}^{n} \alpha_i c_i : \max_{x \in X} c^\top x \geq r, c \in \{0, 1\}^n \right\} \geq 1 - \lambda
\]

\[
\iff \min \left\{ \sum_{i=1}^{n} \alpha_i c_i : c^\top x \geq r, 0 \leq c_i \leq 1, \text{ for } i \in [n] \right\} \geq 1 - \lambda, \text{ for } x \in X,
\]

where the equivalence holds by disaggregating the constraints and using the observation that for each \( x \in X \subseteq [0, 1]^n \), the constraint \( c^\top x \geq r \) has a totally unimodular structure. Note that while this totally unimodular structure arises with binary support, it breaks down for more general discrete support. Further dualizing the linear program for each \( x \in X \) and enforcing the constraints gives the equivalent formulation:

\[
\lambda + r \Delta_x - \sum_{i=1}^{n} \gamma_{i,x} \geq 1, \text{ for } x \in X, \alpha_i - \Delta_x r_i + \gamma_{i,x} \geq 0, \text{ for } i \in [n], x \in X,
\]

\[
\Delta_x \geq 0, \text{ for } x \in X, \gamma_{i,x} \geq 0 \text{ for } i \in [n], x \in X.
\]
Putting the reformulations together in place of the dual constraints (2.2) and (2.1) in the exponential sized dual linear program gives:

$$\min \lambda + \sum_{i=1}^{n} \alpha_i p_i$$

s.t. $$\lambda + \sum_{i=1}^{n} -\eta_i \geq 0, \alpha_i + \eta_i \geq 0, \text{ for } i \in [n],$$

$$\lambda + r \Delta_x - \sum_{i=1}^{n} \gamma_i x \geq 1, \text{ for } x \in X,$$

$$\alpha_i - \Delta_x x_i + \gamma_i x \geq 0, \text{ for } i \in [n], x \in X',$$

$$\Delta_x \geq 0, \text{ for } x \in X', \gamma_i x \geq 0, \text{ for } i \in [n], x \in X', \eta_i \geq 0, \text{ for } i \in [n].$$

The formulation in the theorem is the dual of the above LP with $O(nP)$ variables and $O(nP)$ constraints. Hence its time complexity is polynomial in $n$, $P$ and $\log(U_1)$. □

While the above LP has $O(nP)$ variables and $O(nP)$ constraints, in comparison, the linear program in Theorem 2.1 applied to Bernoulli random variables has $O(n^3P)$ variables and $O(n^2P)$ constraints.

Next we describe the construction of the extremal distribution using the optimal solution of the linear program in Theorem 2.3. We first observe that the following interpretation for the variables as probabilities ensure that all the constraints in the LP are satisfied: $\lambda_X = P(\sum_{i=1}^{n} c_i x_i \geq r), b = P(Z(c) < r), g_i x = P(\sum_{i=1}^{n} c_i x_i \geq r, \tilde{c}_i = 1), h_i = P(Z(c) < r, \tilde{c}_i = 1).$ Let $g_x = [g_{1,x}, \ldots, g_{n,x}]$ and suppose $C_{x,r} = \{c \in \{0,1\}^n : \sum_{i=1}^{n} c_i x_i \geq r\}$ and $\tilde{C}_r = \{c \in \{0,1\}^n : Z(c) < r\}$. All components of the vector $g_x/a_x$ lie in the interval $[0,1]$ and also we have $\sum_i g_{i,x} x_i \geq r a_{x}$. Therefore the vector $g_x/a_x$ can be expressed as convex combination of the extreme points of the set $\{c \in \{0,1\}^n : \sum_{i=1}^{n} c_i x_i \geq r\}$. Thus the following representations exist:

- For all $x \in X, g_x/a_x = \sum_{c \in C_{x,r}} \lambda_{x,c}c + \sum_{c \in \tilde{C}_r} \gamma_{x,c}c = 1$.

We now construct a distribution that meets the objective $U(r)$ in Theorem 2.3.

**Corollary 2.4.** Given an optimal solution of the linear program denoted by $a^*, b^*, g^*, h^*$, an extremal distribution is constructed using the following mixture distribution:

1. Generate a Bernoulli random variable $\bar{z} = 1$ with probability $\sum_{x \in X} a_{x}^*.$
2. If $\bar{z} = 1$,
   a. Generate $x \in X$ with probability $a_{x}^*/\sum_{x \in X} a_{x}^*.$
   b. Generate $c \in C_{x,r}$ with probability $\lambda_{c,r}.$
3. If $\bar{z} = 0$, for $i \in [n]$, generate $c \in \tilde{C}_r$ with probability $\gamma_{c}.$

We now consider an application of our techniques to the sum of random variables.

### 2.2. Application to the Sum of Random Variables

The computation of probability bounds for the sum of dependent random variables has received much attention in the literature. In particular, there have been many upper and lower bounds developed with general marginal distributions (discrete or continuous) in the works of [39, 14, 34, 44, 43, 7] and the references therein. These bounds are typically generated by choosing appropriate dual feasible solutions and are guaranteed to be tight in special cases [38]. Given the hardness results for computing these bounds, it is of interest to find instances where the tight bounds are polynomial time computable.

We now discuss the application of Theorem 2.1 to computing bounds for sums of dependent random variables with discrete marginal distributions. Let $S(r, K)$ denote
the following probability bound:

\[ S(r, K) = \max \left\{ \mathbb{P}_\theta \left( \sum_{i=1}^{n} \tilde{c}_i \geq r \right) : \mathbb{P}_\theta(\tilde{c}_i = k) = p_{ik}, \text{ for } k \in [K], i \in [n], \theta \in \mathbb{P}([0, K]^n) \right\}. \]

For Bernoulli random variables with \( K = 1 \) where \( p_{00} = 1 - p_i \) and \( p_{i1} = p_i \), the tightest upper bound for \( r = 1 \) is given by Boole’s union bound: \( S(1, 1) = \min(\sum_{i=1}^{n} p_{i1}, 1) \).

For more general values of \( r \in [n] \), the tightest upper bound for the sum of dependent Bernoulli random variables was computed in closed form by [37]:

\[ S(r, 1) = \min \left( \left( \min_{t \in [0, r-1]} \sum_{i=1}^{n} \frac{p_{i1}}{r - t} \right), 1 \right), \tag{2.4} \]

where the marginal probabilities \( p_{11}, p_{21}, \ldots, p_{n1} \) are ordered as \( p_{11} \leq p_{21} \leq \ldots \leq p_{n1} \).

Theorem 2.1 brings us to the following corollary which shows that the tightest upper bounds are computable in polynomial time. This adds to the stream of literature on identifying instances where the tightest upper bound is computable in polynomial time.

**Corollary 2.5.** Given the marginal distributions of the random vector \( \bar{c} \) as \( \mathbb{P}(\tilde{c}_i = k) = p_{ik} \text{ for } k \in [0, K] \text{ and } i \in [n] \), the tightest upper bound on the sum exceeding a value \( r \) is computable by solving the linear program:

\[
S(r, K) = \max_{a, b, h, \delta, \tau} \quad a \\
\text{s.t.} \quad a + b = 1, \\
h_{ik} + \sum_{l=0}^{K} \delta_{i,k,l} = p_{ik}, \text{ for } i \in [n], k \in [0, K], \\
\sum_{k=0}^{nK} h_{ik} = b, \text{ for } i \in [n], \\
a = \sum_{l=r}^{\min(K, l)} \tau_l, \tau_l = \sum_{k=0}^{\min(K, l)} \delta_{n,k,l}, \text{ for } l \in [r, nK], \\
\delta_{n,k,l} = 0, \text{ for } l \in [0, r-1], k \in [0, \min(K, l)], \\
\delta_{1,k,k} = \sum_{k'=0}^{nK-k} \delta_{2,k,k'+k}, \text{ for } k \in [0, K], \\
\delta_{2,k,k'+k} = 0, \text{ for } k \in [0, K], k' \in [K + 1, nK - k], \\
\sum_{k=0}^{\min(K, l)} \delta_{i,k,l} = \sum_{k'=0}^{\min(K, l)} \delta_{i+1,k'+k}, \text{ for } i \in [2, n - 1], l \in [0, nK], \\
a, b, h, \delta, \tau \geq 0. \]

The linear program is polynomial sized in \( n, K \) and \( \log(U_1) \).

Next we describe the construction of the extremal distribution using the optimal solution of the linear program in Corollary 2.5. Given an optimal solution of the linear program denoted by \( a^*, b^*, h^*, \delta^*, \tau^* \), an extremal distribution is constructed using the following mixture distribution:

1. Generate a Bernoulli random variable \( \tilde{z} \) with probability \( a^* \).
2. If \( \tilde{z} = 1 \),
   (a) Generate \( \tilde{c}_1 = k \) with probability \( \delta_{1,k,k}/a^* \).
(b) For each \(i\) in \([2, n]\), generate \(\tilde{c}_i\) as follows:

\[
P(\tilde{c}_i = k \mid \sum_{j=1}^{i} \tilde{c}_j = l) = \frac{\sum_{k'=0}^{l} \delta_{i,k,l+k}}{\sum_{k''=0}^{l} \delta_{i-1,k'',l}}, \text{ for } l \in [0, iK].
\]

3. If \(\tilde{z} = 0\), generate \(\tilde{c}_i = k\) with probability \(h_{ik}/b\) independently across \(i \in [n]\).

It can be verified that \(\theta^*\) is the extremal distribution where the optimal decision variables can be interpreted as: \(a^* = \mathbb{P}_{\theta^*}(\sum_i \tilde{c}_i \geq r)\), \(b^* = \mathbb{P}_{\theta^*}(\sum_i \tilde{c}_i < r)\). Additionally, \(h_{ik}^* = \mathbb{P}_{\theta^*}(\tilde{c}_i = k, \sum_{j=1}^{n} \tilde{c}_j < r)\), \(\tau_i^* = \mathbb{P}_{\theta^*}(\sum_{i=1}^{n} \tilde{c}_i \geq r, \sum_{i=1}^{n} \tilde{c}_i = l)\) and \(\delta_{i,k,l}^* = \mathbb{P}_{\theta^*}(\tilde{c}_i = k, \sum_{j=1}^{i} \tilde{c}_j = l, \sum_{i=1}^{n} \tilde{c}_i = n)\).

### 2.2.1. Weighted Probability Bounds

In this section, we show that the results in Corollary 2.5 can be extended to compute tight weighted probability bounds of sums of discrete random variables as the optimal value of a compact linear program. Such bounds are useful in modeling scenarios where some of the variables are extremally dependent (assuming only knowledge of the marginal distributions), while the rest are mutually independent and the two sets of variables are independent of each other (see Subsection 4.1 for a numerical example). We can thus offset the inherent conservatism in the extremally dependent and mutually independent models by introducing a limited degree of independence into the model. Denote by \(w = (w_1, w_2, \ldots, w_{nK})\), \(w_i \in \mathbb{R}, i \in [nK]\) a vector of pre-specified weights. We are interested in computing the following tight upper bound on the weighted sum of the tail probabilities

\[
\max_{\theta \in \Theta} \sum_{l=0}^{nK} \sum_{i=1}^{n} w_i \mathbb{P}_{\theta}(\sum_{i=1}^{n} \tilde{c}_i \geq l).
\]

Note that without loss of generality, we can ignore \(l = 0\) and consider \(\mathbb{P}_{\theta}(\sum_{i=1}^{n} \tilde{c}_i = l)\) for \(l \in [nK]\) instead of tail probabilities by a suitable transformation of weights.

Denote by \(S(w, K)\) the following upper bound:

\[
S(w, K) = \max_{\theta \in \Theta} \sum_{l=0}^{nK} w_i \mathbb{P}_{\theta}(\sum_{i=1}^{n} \tilde{c}_i = l),
\]

where we are given the marginal distributions of the discrete random vector \(\tilde{c}\) as \(\mathbb{P}(\tilde{c}_i = k) = p_{ik}\) for \(k \in [0, K]\) and \(i \in [n]\). We next prove the result for sums of Bernoulli random variables (\(K = 1\)) which can then be extended to the case \(K \geq 2\).

**Theorem 2.6.** Given the marginal distributions of a Bernoulli random vector \(\tilde{c}\) as \(\mathbb{P}(\tilde{c}_i = 1) = p_i\) for \(i \in [n]\), the tightest upper bound \(S(w, 1)\) is computable via the LP:

\[
S(w, 1) = \max \sum_{l=0}^{n} \tau_l w_l \\
s.t. \sum_{l=0}^{n} \tau_l = 1, \\
\sum_{l=0}^{n} \delta_{il} = p_i, \quad \text{for } i \in [n], \quad \tau_l \geq \delta_{il}, \quad \text{for } i \in [n], \quad \text{for } l \in [n], \quad \sum_{l=1}^{n} \delta_{il} = l \tau_i, \quad \text{for } l \in [n], \quad \tau_l \geq 0, \quad \text{for } l \in [n], \quad \delta_{il} \geq 0, \quad \text{for } i \in [n], \quad \text{for } l \in [n].
\]
Proof. The tight bound $S(w, 1)$ can be computed as the optimal value of the following exponential sized linear program:

$$\begin{align*}
\max \quad & \sum_{l=0}^{n} w_l \sum_{c \in [0, 1]^n: \sum_{i=1}^{n} c_i = l} \theta(c) \\
\text{s.t.} \quad & \sum_{c \in [0, 1]^n: c_i = 1} \theta(c) = p_i, \quad \text{for } i \in [n], \\
& \sum_{c \in [0, 1]^n} \theta(c) = 1, \\
& \theta(c) \geq 0 \quad \text{for } c \in [0, 1]^n.
\end{align*}$$

(2.6)

An optimal solution of this linear program always exists with a finite optimal value.

Note that when $w = (0, r-1, 1_{n-r+1})$ (zeros up to index $r-1$ and ones thereafter), the objective function in (2.6) reduces to the tail probability bounds $S(r, 1)$ considered in Subsection 2.2. We next derive a compact reformulation of (2.6) by considering the linear relaxation of its dual separation problem, similar to the proof of Theorem 2.3 with $\lambda = \{1, n\}$. The dual of the linear program (2.6) can be written as:

$$\begin{align*}
\min \quad & \sum_{i=1}^{n} \alpha_i p_i + \lambda \\
\text{s.t.} \quad & \sum_{i=1}^{n} \alpha_i c_i + \lambda \geq w_i, \quad \text{for } c \in [0, 1)^n: \sum_{i=1}^{n} c_i = l, \quad \text{for } l \in [n].
\end{align*}$$

(2.7)

The dual linear program (2.7) has $2^n$ constraints, which can be divided into $n$ sets of $\binom{n}{l}$ constraints for $l \in [n]$. Similar to the steps followed in the derivation of the reduced formulation for Bernoulli variables in Theorem 2.3, for each $l \in [n]$, the set of $\binom{n}{l}$ constraints corresponding to the scenarios $c \in [0, 1)^n: \sum_{i=1}^{n} c_i = l$ can be rewritten as follows:

$$\begin{align*}
\lambda + \left\{ \min_{i=1}^{n} \alpha_i c_i : c \in [0, 1)^n, \sum_{i=1}^{n} c_i = l \right\} \geq w_i, \quad \text{for } l \in [n] \\
\iff \lambda + \left\{ \min_{i=1}^{n} \alpha_i c_i : 0 \leq c_i \leq 1, \quad \text{for } i \in [n], \sum_{i=1}^{n} c_i = l \right\} \geq w_i, \quad \text{for } l \in [n] \\
\iff \lambda + \left\{ \max_{i=1}^{n} u_i + w_l : u_i \leq v_i, \quad \text{for } i \in [n], \sum_{i=1}^{n} v_i + u_i \leq \alpha_i, \quad \text{for } i \in [n], u_i \leq 0, \quad \text{for } i \in [n], \right\} \geq w_i, \quad \text{for } l \in [n],
\end{align*}$$

(2.8)

where the first equivalence follows from the totally unimodular structure of the constraint matrix and the second equivalence is from linear programming duality. Since an optimal solution to the primal (2.6) exists, by strong duality, the dual (2.7) must also have an optimal solution. Consequently there must exist a feasible solution to the linear program in the last equivalence of (2.8) and the constraint sets corresponding to each $l \in [0, n]$ in (2.7) can be replaced by the following polynomial-sized set of constraints:

$$\begin{align*}
\lambda + \sum_{i=1}^{n} u_i + w_l \geq w_i, \\
u_i \leq v_i \leq \alpha_i, \quad \text{for } i \in [n], \\
u_i \leq 0, \quad \text{for } i \in [n],
\end{align*}$$

(2.9)
Thus the compact version of the dual (2.7) can be written as:

\[
\min \sum_{i=1}^{n} \alpha_{i} p_{i} + \lambda \\
\text{s.t. } \lambda - \sum_{i=1}^{n} u_{i} + l_{i} \geq w_{i}, \quad \text{for } l \in [n], \\
v_{i} - u_{i} \leq \alpha_{i}, \quad \text{for } i \in [n], \text{ for } l \in [n], \\
u_{i} \geq 0, \quad \text{for } i \in [n], \text{ for } l \in [n].
\]

(2.10)

Finally, dualizing (2.10) leads to the compact linear program (2.5) with \(O(n^2)\) variables and constraints.

It is straightforward to generalize the result in Theorem 2.6 to compute the tight bound on the weighted probability of sums of discrete random variables \(S(w, K)\) by a combination of techniques used in the proofs of Corollary 2.5 and Theorem 2.6.

We note interesting connections with state of the art if the weight vector were to be interpreted as a function so that \(w(l) = w_{l}\). The objective then can be viewed as,

\[
S(w, K) = \max \sum_{l=1}^{nK} w_{l} \mathbb{E}[\sum_{i=1}^{n} \tilde{c}_{i} = l]] = \max \mathbb{E}[\sum_{l=1}^{nK} w_{l} \mathbb{E}[\sum_{i=1}^{n} \tilde{c}_{i} = l]] = \max \mathbb{E} \left[ w \left( \sum_{i=1}^{n} \tilde{c}_{i} \right) \right]
\]

In a special case where the function \(w(.)\) is convex, it is well known that the comonotone distribution attains the maximum value \([38]\). However on the other hand when \(w(.)\) is concave, the analysis appears to be harder and the theory of joint mixability \([42]\) has been used to solve some special cases in this context.

2.3. Hardness Results for the Lower Bound and Independence. In this section, we show both \(L(r)\) and \(I(r)\) are not computable in polynomial time for compact 0/1 V-polytopes unless \(P = NP\). The hardness results are shown using a reduction from the independent set problem in graphs. An independent set in an undirected graph \(G = (V, E)\) is a subset of the vertices such that no two vertices are adjacent to one another. The decision and optimization version of this problem are known to be \(NP\)-hard while counting the number of independent sets is known to be \(#P\) hard \([16]\). The next theorem shows computing the lower bound \(L(r)\) is \(NP\)-hard.

**Theorem 2.7.** Let \(\mathcal{X} = \{x^{1}, \ldots, x^{d}\} \subseteq \{0, 1\}^{n}\). Given the marginal distributions of the Bernoulli random vector \(\tilde{c}\) as \(\mathbb{P}(\tilde{c}_{i} = 1) = 1 - \mathbb{P}(\tilde{c}_{i} = 0) = p_{i}\) for \(i \in [n]\), computation of the lower bound \(L(r)\) is \(NP\)-hard and cannot be computed in time polynomial in the input size unless \(P = NP\).

**Proof.** The relevant separation problem to be solved to compute \(L(r)\) is:

\[
\max \left\{ \sum_{i=1}^{n} \alpha_{i} c_{i} : c' x^{j} \leq r - 1, \text{ for } j \in [p], c_{i} \in \{0, 1\}, \text{ for } i \in [n] \right\},
\]

(2.11)

where \(\alpha \in \mathbb{R}^{n}\) is given. This is \(NP\)-hard to solve. To see this, consider a graph \(G = (V, E)\) on \(n\) nodes. Given an undirected graph \(G = (V, E)\), let \(n = |V|\) and \(P = |E|\). Define the set \(\mathcal{X}\) as the set of incidence vectors of the graph:

\(\mathcal{X} = \{x^{e} : e \in E\} \subseteq \{0, 1\}^{n}\),

where for any \(e = (i, j) \in E\), we let \(x^{e}_{i} = 1, x^{e}_{j} = 1\) and \(x^{e}_{k} = 0\) for all \(k \neq i, j\). Setting \(\alpha_{i} = 1\) for all \(i\) and \(r = 2\) in (2.11) solves the maximum independent set problem. Since the separation problem is \(NP\)-hard to solve, the optimization problem is \(NP\)-hard to solve and computing \(L(r)\) is \(NP\)-hard. □
Remark: A special case where the lower bound \(L(r)\) is efficiently computable is in the case of sums of discrete random variables. This case turns out to be so due to an appropriate transformation to the upper bound \(U(.)\) as detailed below.

\[
\min_{\theta \in \Theta} \mathbb{P}_\theta \left( \sum_{i=1}^{n} \tilde{c}_i \geq r \right) = 1 - \max_{\theta \in \Theta} \mathbb{P}_\theta \left( \sum_{i=1}^{n} \tilde{c}_i \leq r - 1 \right) = 1 - \max_{\theta \in \Theta} \mathbb{P}_\theta \left( \sum_{i=1}^{n} (K - \tilde{c}_i) \geq nK - r + 1 \right)
\]

\[
= 1 - \max_{\theta \in \Theta} \mathbb{P}_\theta \left( \sum_{i=1}^{n} \tilde{d}_i \geq nK - r + 1 \right),
\]

where \(\tilde{d}_i\) is a random variable such that \(\mathbb{P}(\tilde{d}_i = j) = \mathbb{P}(\tilde{c}_i = K - j) = p_{i,K-j}\), and \(\Theta\) consists of all distributions consistent with the marginal distributions of \(\tilde{d}\).

We next discuss hardness results for computing the probabilities with independent random variables. The next theorem from [22] shows that computing the probability of the sum of independent discrete random variables is \#P-hard.

**Theorem 2.8.** [22] Let \(\tilde{c}_i\) be a two point random variable with \(\mathbb{P}(\tilde{c}_i = a_i) = 1 - \mathbb{P}(\tilde{c}_i = 0) = p_i\) for \(a_i \in \mathbb{Z}_+\). Computing the probability \(I(r) = \mathbb{P}_{\theta_{ind}}(\sum_{i=1}^{n} \tilde{c}_i \geq r)\) is \#P-hard.

The hardness in Theorem 2.8 was shown using a reduction from counting the number of independent sets in a graph. The hardness result in their construction arises from the support of the random variables. When the random variables have restricted support such as Bernoulli, the sum is a Poisson Binomial random variable for which the probability is computable in polynomial time through recursions [9]. We next show however that for \(Z(\tilde{c})\) given as the optimal value of a maximization problem over a compact 0/1 V-polytope, computing the probability under the assumption of independence is hard even when the random variables are Bernoulli.

**Theorem 2.9.** Let \(X = \{x^1, \ldots, x^n\} \subseteq \{0,1\}^n\). Given the marginal distributions of the Bernoulli random vector \(\tilde{c}\) as \(\mathbb{P}(\tilde{c}_i = 1) = 1 - \mathbb{P}(\tilde{c}_i = 0) = p_i\) for \(i \in [n]\), computation of the probability \(\mathbb{P}_{\theta_{ind}}(Z(\tilde{c}) \geq r)\) is \#P-hard and cannot be computed in time polynomial in the input size unless \(P = NP\).

**Proof.** We will do a reduction from counting the number of independent sets in a graph. Given an undirected graph \(G = (V,E)\), let \(n = |V|\) and \(P = |E|\). Define the set \(X\) as the set of incidence vectors of the graph:

\[
X = \{x^e; e \in E\} \subseteq \{0,1\}^n,
\]

where for any \(e = (i,j) \in E\), we let \(x^e_i = 1, x^e_j = 1\) and \(x^e_k = 0\) for all \(k \neq i,j\). Let \(\mathbb{P}(\tilde{c}_i = 1) = 1 - \mathbb{P}(\tilde{c}_i = 0) = 1/2\) and \(r = 2\). Then:

\[
\mathbb{P}_{\theta_{ind}} \left( \max_{e \in E} \sum_{e \in E} x^e \geq 2 \right) = 1 - \mathbb{P}_{\theta_{ind}} \left( \max_{e \in E} x^e \leq 1 \right)
\]

\[
= 1 - \mathbb{P}_{\theta_{ind}} (\tilde{c}_i + \tilde{c}_j \leq 1 \text{ for } (i,j) \in E)
\]

\[
= 1 - \frac{\text{No. of independent sets in G}}{2^n}.
\]

Since computing the number of independent sets is \#P-hard, so is computing \(I(r)\).

### 2.4. Extensions with Sparse Bivariate Information

While Theorem 2.9 establishes the hardness of computation of the tail probability \(\mathbb{P}_{\theta_{ind}}(Z(\tilde{c}) \geq r)\), we observe the family \(\Theta\) can be further restricted with additional constraints so as to...
bring the bound $U(r)$ closer to $I(r)$. For example if one were to incorporate knowledge of sparse bivariate information, the polynomial solvability result of Theorem 2.1 would carry forward. For simplicity, we will give some pointers to this extension by restricting our attention to the case of Bernoulli random variables.

Let $\mathbf{c}$ be a Bernoulli random vector with known univariate marginal distributions and sparse bivariate marginals. In particular consider an undirected graph $G = (V, E)$ over the $|V| = n$ vertices. Assume that the bivariate distributions $P(\tilde{c}_i, \tilde{c}_j = q_i, q_j)$ are known for $q_i \in \{0, 1\}, q_j \in \{0, 1\}$, for $(i, j) \in E$. Consider a family of distributions, $\Theta_{bv} = \{\theta \in P([0, 1]^n) : P_\theta(\tilde{c}_i = 1, \tilde{c}_j = 1) = p_{ij} \text{ for } (i, j) \in E, \ P_\theta(\tilde{c}_i = 1) = p_i \text{ for } i \in V \}$. Suppose $U_{bv}(r)$ denotes the largest value of the tail probability out of all distributions in $\Theta_{bv}$, $U_{bv}(r) = \max_{\theta \in \Theta_{bv}} P(Z(\mathbf{c}) \geq r)$. When $G$ represents the complete graph over $n$ vertices, $\Theta_{bv}$ represents the set of all joint distributions consistent with all pairs (a total of $n(n-1)/2$) of given bivariate distributions. This case is unfortunately computationally hard even for the case where $Z(\mathbf{c})$ denotes a sum of random variables. Checking for existence of a feasible joint distribution is itself hard [33].

In the case where the graph $G$ is a tree, $\Theta_{bv}$ contains all joint distributions consistent with $n - 1$ of the bivariate distributions (as specified by the edges in the tree). We focus on this sparsity structure of bivariate information. A special case where $Z(\mathbf{c})$ is studied in [32], wherein a tight linear programming formulation is proposed. These techniques can be used along with our approach proposed in Section 2 to obtain tightest possible bounds for $U_{bv}(r)$ when the underlying graph $G$ is a tree and $Z(\mathbf{c})$ represents any linear optimization problem over a 0/1 polytope.

Fig. 2: Suppose $n = 7$ and the set of known bivariate marginal distributions corresponds to the set $E = \{(1, 2), (2, 5), (2, 6), (3, 7), (1, 3), (1, 4)\}$. The figure gives the corresponding directed tree with all arcs pointing away from the root node 1. The degrees of the various nodes are $d_1 = 3, d_2 = 2, d_3 = 1, d_4 = 0, d_5 = 0, d_6 = 0, d_7 = 0$. Let $i$ denote the root node labelled 1. Assuming a non-decreasing order on the node labels, the three children of $i$ are denoted as $i(1), i(2)$ and $i(3)$ (nodes 2, 3 and 4 respectively). The sub-tree of $i$ induced by the first two children is denoted by $T(i, 2)$ and is shaded. The number of nodes in $T(i, 2)$ is denoted by $N(i, 2)$. $N(i, 2) = 6$ here.

The set of vertices in $T(i, 2)$ is $V(i, 2) = \{1, 2, 3, 5, 6, 7\}$.

We now focus on a directed rooted tree representation of the graph where node 1 is designated as the root and the arcs are directed away from the root node. Assume an arbitrary but fixed ordering of the remaining nodes. We let $d_i$ denote the out-degree of node $i$ and denote the $s$th child of node $i$ (as per the ordering fixed a-priori) as $i(s)$. We denote by $T(i, s)$ the sub-tree rooted at $i$ consisting of the first $s$ sub-trees of $i$ where $V(i, s)$ is the set of vertices in $T(i, s)$ and $N(i, s)$ is the cardinality of this set. For ease of understanding, the notations are illustrated in Figure 2.
Theorem 2.10. For a tree graph $G$, the bound $U_{\text{int}}(r)$ can be computed using a linear program polynomial sized in $n$ and the number of extreme points $\mathcal{P}$.

$$\min_{\eta, \gamma, \Delta, \tau, x} \lambda \cdot n + \sum_{i=1}^{n} \alpha_i p_i + \sum_{(i,j) \in E} \beta_{ij} p_{ij}$$

s.t. $\lambda + \sum_{(i,j) \in E} (\Delta_{ij} + \chi_{ij}) - \sum_{i=1}^{n} \tau_i \geq 0$

$$\sum_{(i,j) \in E} (\Delta_{ij} - \eta_{ij}) + \sum_{(j,i) \in E} (\Delta_{ji} - \gamma_{ji}) \geq 0 \text{ for } i \in [n]$$

$\eta_{ij} + \gamma_{ij} - \Delta_{ij} + \chi_{ij} + \beta_{ij} \geq 0 \text{ for } (i,j) \in E$

$\lambda + \tau_i \geq 1 \text{ for } x \in \mathcal{X}$

$p_{1,0,0,0,0,0} \geq 0 \text{ for } t \in [r, n, x] \in \mathcal{X}$

$p_{1,1,0,0,0,0} \geq 0 \text{ for } t \in [r, n, x] \in \mathcal{X}$

For each internal node $i$ and each $x \in \mathcal{X}$:

$f_{1,0,0,0,0,0} \geq 0 \text{ for } t \in [0, N(i,1) - 2]$  

$f_{1,1,0,0,0,0} \geq 0 \text{ for } t \in [x(i_1), N(i,1) - 2 + x(i_1)]$  

$f_{1,0,0,0,0,0} \geq 0 \text{ for } t \in [x_i, N(i,1) - 2 + x_i]$  

$f_{1,1,0,0,0,0} \geq 0 \text{ for } t \in [x_i + x(i_1), N(i,1) - 2 + x_i + x(i_1)]$

For each internal node $i$ with out-degree at least 2, and each $x \in \mathcal{X}$:

$f_{2,0,0,0,0,0} \geq 0 \text{ for } s \in [2, d_i], t = [0, N(i, s) - 2], a = [a_{\text{min}}^1, a_{\text{max}}^1]$  

$f_{2,1,0,0,0,0} \geq 0 \text{ for } s \in [2, d_i], t = [x_i, N(i, s) - 2 + x_i], a = [a_{\text{min}}^2, a_{\text{max}}^2]$  

$f_{2,0,0,0,0,0} \geq 0 \text{ for } s \in [2, d_i], t = [x_i + x(i), N(i, s) - 2 + x_i + x(i)], a = [a_{\text{min}}^3, a_{\text{max}}^3]$  

where $a_{\text{min}}^1 = \max(0, t - (N(i, s - 1) - 1)), a_{\text{max}}^1 = \min(N(i,s), d_i) - 1 + x_i(s), t)$

$a_{\text{min}}^2 = \max(x_i(s), t - (N(i, s - 1) - 1)), a_{\text{max}}^2 = \min(N(i,s), d_i) - 1 + x_i(s), t)$

$a_{\text{min}}^3 = \max(0, t - (N(i, s - 1) - 1 + x_i), a_{\text{max}}^3 = \min(N(i,s), d_i - 1), t - x_i)$

3. Bounds for the H-Polytope: PERT Networks. In this section, we consider combinatorial optimization problems with a known compact H-polytope representation. While the formulations in the previous section can be used for V-polytope representations, the complexity of the formulations depend on $P$ and can be burdensome in applications where $P$ is large. It is therefore desirable to have compact formulations under known H-polytope representations. We will now show that for PERT networks represented with a H-polytope, the upper bound $U(r)$ is efficiently computable in polynomial time in $n$ and $K$.

PERT networks are widely used in project planning and management across various settings such as construction projects, software planning projects and facility maintenance projects. A PERT network is denoted by a directed acyclic graph (DAG) $G = (V, E)$ where $V$ is the set of vertices and $E$ is the set of edges. The start node is denoted by $s \in V$ and the terminal node is denoted by $t \in V$. The arcs represent activities in the project and nodes represent events in an activity on arc framework.
The network structure captures precedence relationships among the activities. Each activity \((i, j)\) is associated with a random time duration \(c_{ij}\) to complete it. For fixed \(c_{ij}\), \((i, j) \in E\), the completion time of the project is computed as the longest path from node \(s\) to \(t\). This is formulated as the 0-1 integer program:

\[
Z^{pert}(c) = \max \sum_{(i,j) \in E} c_{ij} x_{ij}
\]

\[
s.t. \quad \sum_{j:(i,j)\in E} x_{ij} - \sum_{j:(j,i)\in E} x_{ji} = \begin{cases} 1, & \text{if } i = s, \\ -1, & \text{if } i = t, \\ 0, & \text{otherwise}, \end{cases}
\]

\[
x_{ij} \in \{0,1\}, \quad \text{for } (i, j) \in E.
\]

The total unimodularity of the constraint matrix ensures that the LP relaxation exactly solves the integer program and \(Z^{pert}(c)\) is polynomial time computable. There is a large stream of literature on uncertain PERT networks [46, 36] and computing the distribution and the expected value of \(Z^{pert}(\tilde{c})\) with independent activity durations. Evaluating both the distribution and the expected value are known to be \#P-hard [19] and not polynomial time computable even in the number of values that the project duration takes. Several approximations and bounds have been proposed (see [15, 12, 23]). In special cases, the computation of the distribution and the expected value are known to be possible in polynomial time with independent distributions. Specifically, for the class of series parallel graphs with activity durations supported in \([0, K]\), the worst case probability and expectation bounds can be computed in polynomial time.

For more general graphs, prior works of [12, 23] have also constructed approximations by using transformations to series parallel graphs.

Applying the formulation in Theorem 2.1 requires enumeration of the \(P\) extreme points which in the setting of PERT networks, corresponds to the \(s-t\) paths in the network. The previous formulation is hence useful only when the number of \(s-t\) paths does not grow rapidly. We next propose a tight formulation that does not require the enumeration of the \(s-t\) paths. Specifically the result implies that for extremal dependence, the worst-case probability is polynomial time computable for general DAG under the assumption of restricted support in \([0, K]\) while for independent distributions, such a result is possible only for restricted graph like series parallel graphs.

**Theorem 3.1.** Consider a PERT network \(G = (V, E)\) with \(|E| = n\) and \(s\) and \(t\) denoting the source and terminal nodes respectively. Given the marginal distributions of the activity duration vector \(\tilde{c}\) as \(\mathbb{P}(\tilde{c}_{ij} = k) = p_{ijk}\) for \((i, j) \in E, k \in [0, K]\) and \(r \in [0, nK]\), the tightest upper bound on the probability of the project completion time taking a value greater than or equal to \(r\) is the optimal value of the linear program:

\[
U^{pert}(r) = \max \quad a
\]

\[
s.t. \quad a + b = 1,
\]

\[
\sum_{k=0}^{K} h_{ijk} = b, \quad \text{for } (i, j) \in E,
\]

\[
\sum_{k=0}^{K} g_{ijk} + \sum_{k=0}^{K} \sum_{l=0}^{nK} \delta_{j,k,l} = a, \quad \text{for } (i, j) \in E,
\]

\[
h_{ijk} + g_{ijk} + \sum_{l=0}^{nK} \delta_{ij,k,l} = p_{ijk}, \quad \text{for } (i, j) \in E, k \in [0, K],
\]

\[
a = \sum_{k=0}^{nK} \tau_l,
\]

\[
\tau_l = \sum_{i:(i,t)\in E} \sum_{k=0}^{\min(l,K)} \delta_{ilt,k,m}, \quad \text{for } l \in [r, nK],
\]

\[
\sum_{i:(i,t)\in E} \sum_{k=0}^{\min(K,nK-1)} \delta_{ij,t,k} = \sum_{i:(i,t)\in E} \sum_{k=0}^{\min(K,l)} \delta_{ij,t,k}, \quad \text{for } i \in V \setminus \{s,t\}, l \in [0, nK],
\]

\[
\sum_{i:(i,t)\in E} \sum_{k=0}^{\min(K,K)} \delta_{ij,t,k} = 0, \quad \text{for } l \in [0, r-1],
\]

\[
\sum_{i:(i,t)\in E} \sum_{k=0}^{\min(K,K)} \delta_{ij,t,k} = 0, \quad \text{for } l \in [1, nK],
\]

\[
a, b \geq 0, \quad \tau_l \geq 0, \quad \text{for } l \in [r, nK], h_{ijk}, g_{ijk} \geq 0, \quad \text{for } (i, j) \in E, k \in [0, K],
\]

\[
\delta_{ij,k,l} \geq 0, \quad \text{for } (i, j) \in E, k \in [0, K], l \in [k, nK].
\]
Hence, \(\max_{\theta \in \Theta} \mathbb{P}_\theta(Z^{\text{pert}}(\epsilon) \geq r) = U^{\text{pert}}(r)\) and \(U^{\text{pert}}(r)\) is computable in time polynomial in \(|V|, |E|, K\) and \(\log(U_1)\).

**Proof.** The approach will, as before, involve developing a compact formulation for the separation problem in (2.1). We will make use of the structure of the \(s\)-\(t\) flow polytope in order to derive the reduced formulation. Given \(\lambda\) and \(\alpha\), the constraint (2.1) is equivalent to:

\[
\lambda + \min_{\text{Sep}(\alpha)} \left\{ \sum_{(i,j) \in E} \sum_{k=0}^{K} \alpha_{ijk} \mathbb{1}_{\{c_{ij} = k\}} : Z^{\text{pert}}(\epsilon) \geq r, c_{ij} \in [0,K], \text{ for } (i,j) \in E \right\} \geq 1.
\]

This problem looks at assigning a length from the set \([0,K]\) to each edge \(c_{ij}\) where the cost of assigning length \(k\) to \(c_{ij}\) is \(\alpha_{ijk}\). In particular, we want to compute a minimum cost assignment of the lengths to \(c_{ij}\) in such a way that the longest path from node \(s\) to \(t\) has a length at least \(r\). This is equivalent to ensuring the existence of an \(s\)-\(t\) path with length at least \(r\). The costs \(\alpha_{ij} = (\alpha_{ijk} ; k \in [0,K])\) can be viewed as a mapping from \([0,K]\) to \(\mathbb{R}\), albeit without any structural assumptions such as monotonicity, non-negativity etc. Observe that for each edge \((i,j) \in E\), we will always incur a cost of at least \(q_{ij} = \min_{k \in [0,K]} \alpha_{ijk}\). We focus on minimizing the updated costs \(v_{ijk} = \alpha_{ijk} - q_{ij} \geq 0\). In particular for \(k^* \in \arg\min_{k \in [0,K]} \alpha_{ijk}\), we have \(v_{ijk^*} = 0\).

The optimization problem \(\text{Sep}(\alpha)\) in (3.1) can therefore be split up as follows:

\[
\text{Sep}(\alpha) = \sum_{(i,j) \in E} q_{ij} + \min \left\{ \sum_{(i,j) \in E} \sum_{k=0}^{K} \frac{v_{ijk}}{\mathbb{1}_{\{c_{ij} = k\}}} : Z^{\text{pert}}(\epsilon) \geq r, c_{ij} \in [0,K], \text{ for } (i,j) \in E \right\}.
\]

We will now focus on finding an assignment to \(\epsilon\) so as to solve the optimization problem in the second term in Equation (3.2). Observe that we want to minimize the updated costs \(v\) subject to the constraint \(Z(\epsilon) \geq r\). For this, we propose a set of dynamic programming recursions as follows.

Let \(f_{l,i}\) denote the best value of the objective in the optimization problem (3.2) when there exists a path from \(s\) to \(i\) with of length exactly \(l\). The computation of \(f_{l,i}\) gives a minimum cost assignment such that some path from \(s\) to \(i\) has a length of exactly \(l\). Since a PERT network is described by a DAG, there exists an ordering of the vertices by means of a topological sort. Denote such an ordering by \(O_{\text{top}}\). The base case of the dynamic program is given by the computation of \(f_{0,s}\) for the source node \(s\). Clearly \(f_{0,s} = 0\) as the assignment \(c_{ij} = \arg\min_{k \in S} v_{ijk}\) incurs a total cost of 0 and any path from \(s\) to itself has a length of 0 trivially. Next we describe the induction step. For any node \(j\), let the value of \(f_{l,i}\) be known for all nodes \(i\) such that \((i,j) \in E\), \(l \in [0,nK]\). This is possible when we fill the columns of the matrix \(f\) in the order given by \(O_{\text{top}}\). The following relations hold:

\[
f_{l,j} = \min_{i \in (i,j) \in E} \min_{k \in [0,K]} (f_{l-k,i} + v_{ijk}), \text{ for } l \in [k,nK]
\]

This holds since if a path of length \(l\) exists from \(s\) to \(j\) and an edge \((i,j)\) on this path is assigned a value of \(k\), then the path from \(s\) to \(i\) must have a length of \(l-k\). The optimal value of the objective must therefore choose the minimum value generated out of all possible assignments for all incoming arcs \((i,j)\) to node \(j\). Finally the objective function in (3.2) requires that the assignment produces a path of length of at least \(r\).
from $s$ to $t$. Let $z$ denote the objective value of the optimization problem in (3.2). Then, $z = \min_{l \in [r,nK]} f_{t,t}$. Putting all the dynamic programming recursions together,

$$\text{Sep}(\alpha) = \max_{q,r,s} \sum_{(i,j) \in E} q_{ij} + z$$

subject to $q_{ij} \leq \alpha_{ijk}$, for $(i,j) \in E, k \in [0,K], f_{0,s} = 0, z \leq f_{t,t}$, for $l \in [r,nK], f_{t,i} \leq f_{t-i,k} + \alpha_{ijk} - q_{ij}$, for $(i,j) \in E, k \in [0,K], l \in [k,nK].$

Now, forcing $\lambda + \text{Sep}(\alpha) \geq 1$ gives a set of linear inequalities reformulating (2.1). Constraint (2.2) can be reformulated in the same manner as in proof of Theorem 2.1. Combining the reformulations of (2.1) and (2.2) gives us,

$$\min \lambda + \sum_{(i,j) \in E, k \in [0,K]} \alpha_{ijk} p_{ijk}$$

subject to $\lambda + \sum_{(i,j) \in E, k \in [0,K]} d_{ij} \geq 0, \alpha_{ijk} - d_{ij} \geq 0$, for $(i,j) \in E, k \in [0,K], \lambda + z + \sum_{(i,j) \in E, k \in [0,K]} q_{ij} \geq 1, \alpha_{ijk} - q_{ij} \geq 0$, for $(i,j) \in E, k \in [0,K], f_{0,s} = 0, f_{t,t} - z \geq 0$, for $l \in [r,nK], f_{t-i,k} - q_{ij} - f_{t-i,j} \geq 0$, for $(i,j) \in E, k \in [0,K], l \in [k,nK].$

Further taking the dual of this linear program gives us the formulation in the theorem.

The LP thus obtained with $O(|E|^2 K^2 + |V||E|K)$ constraints and $O(|E|^2 K^2)$ variables is therefore polynomially sized in $|V|, |E|$ and $K$. The maximum value from the input univariate distributions $p_{ijk}$ requires $\log_2(U_1)$ bits for representation. Hence the linear program is solvable in time polynomial $|V|, |E|, K$ and $\log_2(U_1)$.

The techniques used in deriving Theorem 2.1 and Theorem 3.1 rely on dynamic programming. However by making further use of the problem structure, we are able to obtain a further reduced formulation in Theorem 3.1 for PERT networks.

### 4. Numerical Results

We will now provide numerical results from various formulations. The following formulations were implemented using gurobi \[18\].

(a) Upper bound $U(r)$: Tightest upper bounds via the LPs in Theorems 2.1 and 3.1.

(b) Markov bound: Markov's inequality gives us an upper bound for any distribution $\theta \in \Theta$ and positive value of $r$ as, $\mathbb{P}_\theta(Z(\tilde{c}) \geq r) \leq \min (\max_{\theta \in \Theta} \mathbb{E}_\theta[Z(\tilde{c})] / r, 1)$. To compute the maximum expected value when $X$ is represented with a V-polytope, we can use existing results in the literature \[29\] to get:

$$\max_{\theta \in \Theta} \mathbb{E}_\theta[Z(\tilde{c})] = \max_{\gamma,\lambda} \sum_{i=1}^{n} \sum_{k=0}^{K} k^{\gamma_i} p_{ik}$$

subject to $\sum_{x \in X} \lambda_x = 1, \lambda_x \geq 0$ for $x \in X$, $\sum_{k=0}^{K} p_{ik} \gamma_i = \sum_{x \in X : x_i = 1} \lambda_x$, $0 \leq \gamma_i \leq 1$ for $i \in [n]$.

where the random variables $\tilde{c}_i \in [0,K]$ with $p_{ik} = \mathbb{P}(\tilde{c}_i = k)$ for $k \in [0,K]$ and $i \in [n]$.

(c) Independence: To compute $I(r) = \mathbb{P}_{\theta,ind}(Z(\tilde{c}) \geq r)$, we approximate the probability using a simulation of 10000 runs.
where the weights are appropriately computed.

In this model, we will see that the bound on the tail probability of the sum of random variables is not specified while the random variables in \( \tilde{\alpha} \) is not specified but the random variables in \( \tilde{\beta} \) are mutually independent.

The term \( \sum_{x \in \mathcal{X}} \lambda_x \) gives us \( P(\tilde{Z}(\tilde{\alpha}) > r) \) for the extremal distribution maximizing \( E[\tilde{Z}(\tilde{\alpha}) - r]^+ \). We refer to this probability bound as 'Worst Exp' in all the plots.

4.1. Sums of Random Variables with Limited Dependence. We first provide a numerical application of the weighted probability bounds to the sums of random variables by allowing for a limited degree of dependence. This is achieved by considering a split of the set of random variables into two sets - one allowing for extremal dependence among the variables and the other set containing mutually independent variables. The random variables across the two sets are assumed independent of each other. Specifically let \( P(\tilde{\alpha}_i = 1) = 1 - P(\tilde{\alpha}_i = 0) = p_i \) for \( i \in [n_1] \) and \( P(\tilde{\beta}_j = 1) = 1 - P(\tilde{\beta}_j = 0) = q_j \) for \( j \in [n_2] \). The dependence among random variables in \( \tilde{\alpha} \) is not specified while the random variables in \( \tilde{\beta} \) are mutually independent. The two sets of random variables are also independent of each other. Under this model, we will see that the bound on the tail probability of the sum of random variables can be reformulated using the weighted probability bound in Theorem 2.6 where the weights are appropriately computed.

Given \( r \in [0, n_1 + n_2] \), let the tightest upper bound on the tail probability be:

\[
\mathcal{B}(r, 1) = \max_{\theta \in \Theta} P_{\theta} \left( \sum_{i=1}^{n_1} \tilde{\alpha}_i + \sum_{j=1}^{n_2} \tilde{\beta}_j \geq r \right),
\]

where \( \Theta \) is the set of distributions consistent with the given assumptions:

\[
\Theta = \left\{ \theta \in P([0, 1]^{n_1+n_2}) : P_{\theta}(\alpha, \beta) = P_{\theta}(\alpha) P_{\theta_{ind}}(\beta), \quad \text{for } (\alpha, \beta) \in \{0, 1\}^{n_1+n_2}, \right. 
\]

\[ P_{\theta}(\tilde{\alpha}_i = 1) = p_i, \quad \text{for } i \in [n_1], \]

where \( \theta_{ind} \) is the product distribution for the independent variables in \( \tilde{\beta} \) supported on \( [0, 1]^{n_2} \). We refer to this as the “limited dependency” model. The probability can be rewritten as:

\[
P_{\theta} \left( \sum_{i=1}^{n_1} \tilde{\alpha}_i + \sum_{j=1}^{n_2} \tilde{\beta}_j \geq r \right) = \sum_{\ell=0}^{n_2} \left[ P_{\theta_{\alpha}} \left( \sum_{i=1}^{n_1} \tilde{\alpha}_i \geq r - \ell \right) P_{\theta_{ind}} \left( \sum_{j=1}^{n_2} \tilde{\beta}_j = \ell \right) \right],
\]

where \( \theta_{\alpha} \) is a feasible distribution of the random vector \( \tilde{\alpha} \) corresponding to \( \theta \) and,

\[
P_{\theta_{\alpha}}(\alpha) = \sum_{\beta \in \{0,1\}^{n_2}} P_{\theta}(\alpha, \beta), \quad \forall \alpha \in \{0, 1\}^{n_1}
\]
In this case, it is possible to compute the probabilities $\mathbb{P}_{\theta_{\text{ind}}} \left( \sum_{i=1}^{n_1} \tilde{\alpha}_i = \ell \right)$, $\ell \in [0, n_2]$ in polynomial time using dynamic programming recursion [9]. We can then reformulate (4.2) as follows:

$$\max_{\theta \in \Theta} \mathbb{P}_\theta \left( \sum_{i=1}^{n_1} \tilde{\alpha}_i + \sum_{j=1}^{n_2} \tilde{\beta}_j \geq r \right) = \max_{\theta \in \Theta} \sum_{\ell=0}^{n_2} \left[ \mathbb{P}_{\theta_{\text{ind}}} \left( \sum_{i=1}^{n_1} \tilde{\alpha}_i \geq r - \ell \right) \mathbb{P}_{\theta_{\text{ind}}} \left( \sum_{j=1}^{n_2} \tilde{\beta}_j = \ell \right) \right].$$

is the set of distributions defined on $\{0, 1\}^{n_1}$ and consistent with the given marginal information for $\tilde{\alpha}$. By rewriting the tail probabilities as:

$$\mathbb{P}_{\theta_{\text{ind}}} \left( \sum_{i=1}^{n_1} \tilde{\alpha}_i \geq r - \ell \right) = \sum_{t=r-\ell}^{n_1} \mathbb{P}_{\theta_{\text{ind}}} \left( \sum_{i=1}^{n_1} \tilde{\alpha}_i = t \right),$$

we can cast (4.3) in the form of a weighted probability function similar to that in (2.6) with $n_1$ decision variables and weights $w_t = \mathbb{P}_{\theta_{\text{ind}}} \left( \sum_{j=1}^{n_2} \tilde{\beta}_j = \ell \right)$, for $\ell \in [0, n_2]$. The compact linear program (2.5) can now be used to compute the tight bound.

In this model, when $n = n_1$ and $n_2 = 0$, all the random variables are extremely dependent and the tight bound $S(r, 1)$ is retrieved. Similarly, when $n = n_2$ and $n_1 = 0$, all the random variables are mutually independent and the tail probability bound $I(r, 1)$ is retrieved. We also consider a Poisson approximation to the sum of Bernoulli random variables. [27] showed that the Poisson distribution can be used to approximate the probability distribution of sums of independent but not necessarily identical Bernoulli random variables, where the error of the approximation is small when the probabilities are small. The method from [40], [8] extends this idea and develops error bounds for the Poisson approximation of the distribution of sums of weakly dependent Bernoulli variables. We compare the limited dependency bounds computed from the compact linear program (2.5) with the two extremes of extremal dependence and complete independence and three other probabilities computed using a Poisson approximation, a comonotonic bound computed with perfectly dependent random variables and the Markov bound. Figure 3 shows the six bounds for $n = 30$ variables where the limited dependency bounds (in purple) have been selectively shown for $n_1 = 6, 10, 14, 18, 22, 26$ (left to right). In Figure 3a, we consider non-identical small marginal probabilities by uniformly and independently generating the them from $[0.1, 0.15]$ while in Figure 3b, we uniformly generate the probabilities from $[0, 1]$. The Poisson approximation closely follows the independent tail probability $I(r, 1)$ in Figure 3a as the theory suggests with the assumption of small probabilities while in Figure 3b, it initially underestimates the independent tail probability (for $r \leq 15$) and then overestimates it. Due to the almost identical nature of the small probabilities in Figure 3a, the comonotonic bound plot remains almost flat for $r \geq 1$ and the Markov bound is very close to the extremely dependent bound $S(r, 1)$ while this is not true in Figure 3b due to the non-identical probabilities. The results indicate that the LP approach can appropriately incorporate both independence and dependence considerations in computing the extremal tail probability bounds.

We next illustrate the usefulness of the limited dependency bound $S(r, 1)$ in (4.2) in applications where distributions of sums of dependent random variables are used by comparing it to the Poisson approximation. Denote the Poisson approximation on the tail probability of the sum of $n$ Bernoulli random variables by,
(b) Larger range of marginal probabilities

Fig. 3: Step plots of upper bounds for $n_1 + n_2 = 30$

$S_P(r, 1) = \sum_{k=0}^{n} e^{-\lambda} \frac{\lambda^k}{k!}$. While several bounds on the error of the Poisson approximation have been proposed in the literature (see [31] for an overview), these bounds are not necessarily tight and typically become weaker with increase in the number of dependent variables (degree of dependence) and the marginal probabilities. However, since we can compute the exact bound $S(r, 1)$, we can also compute the precise error of the Poisson approximation for given level of dependence $n_1$. A popular metric to measure the distance between two probability measures is the Kolmogorov distance (also called uniform distance) which is defined as:

$$d_K(F_X; F_Y) = \sup_x |F_X(x) - F_Y(y)|,$$

where $F_X(x), F_Y(y)$ are the CDF’s of the two distributions. Note that because of the absolute value used in the definition, we can use the right tail probability functions instead of the CDF’s and thus compute the Kolmogorov distance between the Poisson and limited dependence distributions (for each level of dependence $n_1$) as follows:

$$d_K(S_P; \overline{S}) = \max_{r \in [0, n]} |S_P(r, 1) - \overline{S}(r, 1)|.$$

When the variables are identical and mutually independent (note that $n_1 = 0$ and $n_1 = 1$ are equivalent mutually independent cases), there are known bounds on the Kolmogorov distance between the Poisson and Binomial distributions. [41] proves an upper bound: $d_K(S_P(n, p); B(n, p)) \leq p\pi^2 e^{3p(2-p)/(16(1-p))}$. However our observations show that this bound is weaker with increasing probabilities.

We next consider a numerical experiment with $n_1 + n_2 = 30$ Bernoulli random variables and identical probabilities $p$. Figure 4a plots the Kolmogorov distance from (4.1) for each $n_1 \in [0, 30]$ and $p = [0.01, 0.05, 0.1, 0.15, 0.2]$ while Figure 4b plots the numerical inverse of the first plot.

It is clear from the Figure 4a that the Kolmogorov distance increases monotonically with the number of dependent variables $n_1$. This concurs with the theoretical understanding that the Poisson approximation performs better with mutual independence and weak dependence. For the same level of dependence, as $p$ increases, the Kolmogorov distance increases for the range of $p \in [0.01, 0.2]$ considered here. On the
other hand, for a given error, the dependence level which can be accomodated within the specified error decreases with increasing $p$ within the plotted range. However, our observation shows that this monotonicity need not hold for larger values of $p$. From Figure 4b, we can compute a desired level of dependence for a given error of the Poisson approximation (measured in terms of the Kolmogorov distance). This can provide useful information in applications where Poisson approximations for distributions of sums of dependent random variables are used (see [1] for a non-exhaustive list of examples) and the error tolerance is pre-specified. For example, this approach can be used by portfolio managers to recommend partially dependent stocks (where some stocks are dependent but the exact correlation is not specified and others are independent) based on the degree of risk aversion of the investors.

4.2. Random Walk: V-Polytope. We now consider the maximum of partial sums of random variables, a problem arising from applications in random walks. Consider a random vector $\mathbf{c}$ of size $n$ and let $Z^{rw}(\mathbf{c}) = \max(c_1, c_1 + c_2, \ldots, \sum_{i=1}^{n} c_i)$, where $c_i \in \{-1, 1\}$ for all $i \in [n]$. The tail behaviour of this quantity has been extensively studied (see [2]) and is of interest in settings such as risk and queueing theory. For example, when $n \to \infty$ and the random variables are mutually independent, the Lundberg inequality (see [3]) gives the tail probability bound, $P_{\text{ind}}(Z^{rw}(\mathbf{c}) \geq r) \leq e^{-h_0r}$, where $h_0$ is parameter dependent on the moment generating function of the distribution of $\mathbf{c}$. Several approximations for the distribution of $Z^{rw}(\mathbf{c})$ have been developed for the finite $n$ case (see [10, 24]) using the marginal distributions. Here we consider the bounds on the tail probability with extremal dependence.

Let $U_{\text{rw}}(r)$ denote the maximum value of the tail probability over all joint distributions consistent with the given marginal distributions, $U_{\text{rw}}(r) = \max_{\Theta} P(Z^{rw}(\mathbf{c}) \geq r)$. Figure 5a illustrates the probability bounds for the case of identical probabilities with $p_i = 0.5$ for all $i \in [n]$. ‘Tight UB’ refers to the bound $U_{\text{rw}}(r)$. While the Markov bound applies to only non-negative random variables, in the random walk application considered, $Z^{rw}(\mathbf{c}) \in [-1, n]$. We therefore use the following variant,

\[
P(Z^{rw}(\mathbf{c}) \geq r) = P(Z^{rw}(\mathbf{c}) + 1 \geq r + 1) \leq \min \left( \frac{\max_{\Theta} \mathbb{E}_\Theta[Z^{rw}(\mathbf{c})] + 1}{r + 1}, 1 \right).
\]
We observe that the Markov bound is not a tight upper bound for this application. The probability bound ‘Worst exp’ refers to the bound attained by the comonotone distribution here (since $Z^{uw}(c)$ is a supermodular function and the comonotone distribution maximizes expectation of supermodular functions) so that $P(\tilde{c}_1 = 1, \ldots, \tilde{c}_n = 1) = 0.5$ and $P(\tilde{c}_1 = -1, \ldots, \tilde{c}_n = -1) = 0.5$. The tight upper bound labelled ‘Tight UB’ gives $U^{uw}(r)$ and is attained by a different distribution from the comonotone distribution. We also illustrate the tree bound using formulation in Theorem 2.10 for the case where the underlying bivariate distributions are specified as follows: $P(\tilde{c}_i = 1, \tilde{c}_{i+1} = 1) = P(\tilde{c}_i = 1)P(\tilde{c}_{i+1} = 1) \forall i \in [1, n-1]$. Thus the bivariate distributions are known on a series graph in Theorem 2.10. We observe that the tree bound brings substantial reduction in the bound $U^{uw}(r)$ and is closer to independence.

Similar trends are observed for the case of non-identical probabilities in Figure 5b.

(a) The case of identical probabilities, $p_i = 0.5$.  
(b) A case of non-identical probabilities, $p_i \leq 0.5$.

Fig. 5: Probability bounds for the random walk application.

### 4.3. PERT Networks

We now discuss our numerical results in PERT networks. We compute $U^{pert}(r)$ using the LP in Theorem 3.1. In the plots, $U^{pert}(r)$ is denoted by the label ‘Tight UB’. The Markov bound evaluates to $\min(\max E[Z(\tilde{c})]/r, 1)$ where the maximum possible expectation bound is computed in polynomial time in the size of the graph using the below tight formulation from [29].

$$\max E[Z(\tilde{c})] = \min_{y, d, u} u_s + \sum_{(i,j) \in E} \sum_{k=1}^{K} p_{ijk} y_{ijk}$$

$$\text{s.t.} \quad u_i - u_j \geq d_{ij}, \text{ for } (i, j) \in E,$$
$$u_t = 0, y_{ijk} \geq k - d_{ij}, \text{ for } (i, j) \in E, \text{ for } k \in [0, K],$$
$$y \geq 0, d, u \text{ unrestricted.}$$

Formulation (4.1) is used to obtain the tail probability from a distribution that maximizes $E[Z(\tilde{c}) - r]^+$, where $\mathcal{X}$ denotes the set of $s$-$t$ paths for PERT networks.

The network in Figure 6 with $n = 24$ nodes and a total of 29 edges or activities is considered. There are a total of 14 paths from $s$ to $t$. The longest path from $s$ to $t$ contains 10 edges and hence the maximum possible completion time of the project is $10K$, where $K$ is the maximum possible duration of each of the activities. This network was presented in [6, 5] where the worst case bounds for the expected time of completion was computed. We take $K = 10$ and for all edges $(i, j)$, $p_{ijk} = 1/(K+1)$. 

This manuscript is for review purposes only.
The Markov bound is not tight for this example while the gaps from independence and worst exp demonstrate significant gap with the tight bound. Here, the worst exp curve is closer to Tight UB than independence. However the distribution maximizing the worst case expectation does not maximize the tail probability.

4.3.1. Comparison of Bounds on Randomly Generated Instances. We now compare our bounds against the Markov bound and the bound from the independent distribution for a set of 50 randomly generated graphs and univariate marginals on $n = 10$ nodes with $K = 10$. In Figure 7a, we report the gap $M(r)-U_{\text{pert}}(r)$ for various values of $r$ where $M(r)$ represents the Markov bound. The bars indicate the range between the minimum and maximum gaps while the dotted line provides the mean gap. Observe that the Markov bounds are not tight in general and always provide an upper bound for $U_{\text{pert}}(.)$. In Figure 7b, we report the gap $U_{\text{pert}}(r) - \mathbb{P}_{\theta_{\text{ind}}}(Z(c) \geq r)$ where $\theta_{\text{ind}}$ denotes the independent distribution. The independent distribution serves as lower bound for $U_{\text{pert}}(r)$ and is clearly not an extremal distribution.

4.3.2. Computational Times. We now report the computational times of our compact linear program as a function of the number of nodes $n$ as well as a function of $K$. Figure 8a shows the error bars of the execution time as a function of $n$, over 50 random instances with $r = 40$ and $K$ fixed to 10. Even for $n = 100$ nodes, the execution time is about 1.2 seconds on an average. We performed the experiment for various values of $r \in \{10, \ldots, 50\}$, however we did not observe significant difference in the results. In Figure 8b, we provide the error bars of the execution time as a function
of $K$, with $r = 50$ and $n = 20$. Over all instances, our compact LP takes a maximum of 0.45 seconds even when the support for the activity durations goes till $K = 100$.
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Appendix A. Proof of Corollary 2.2. The constraints on δ in the LP ensure that the above distribution is feasible and the constraints involving \( \tau_l, \delta_{nkl}, \) and \( a_k \) ensure that if \( z = 1 \), the generated realization \( c \) and \( x \) will have \( \sum_{i=1}^n c_i x_i \geq r \).

**Consistency.** We will first prove that the distribution constructed is a feasible distribution and lies in \( \Theta \). We will prove this using induction.

\[
\mathbb{P}(\hat{c}_1 = k) = \mathbb{P}(\hat{z} = 1) \sum_{x \in X} \mathbb{P}(\hat{x} = x | \hat{z} = 1) \mathbb{P}(\hat{c}_1 = k | x, \hat{z} = 1) + \mathbb{P}(\hat{z} = 0) \mathbb{P}(\hat{c}_1 = k | x, \hat{z} = 0) \\
= (1 - \sum_{x \in X} a_x) \sum_{x \in X} a_x \frac{\delta_{1kkx}}{\delta_{1k'lx}} x_1 + \frac{\delta_{1k0x}}{\delta_{1k'lx}} (1 - x_1) + b_{ik}/b \\
= h_{ik} + \delta_{1kkx} x_1 + \delta_{1k0x} (1 - x_1) = p_{ik}. 
\]

The last but one inequality holds since for any \( x \in X \), if \( x_1 = 1 \), then the constraints in the LP ensure that \( \sum_{k' = 1}^n \delta_{1k'lx} = \sum_{l = r}^n \sum_{k'} \delta_{nk'lx} = \sum_{l = r}^n \tau_l x = a_x \) and \( \sum_{k} \delta_{1k0x} = \sum_{l = r}^n \delta_{nk'lx} = \sum_{l = r}^n \sum_{k'} \delta_{nk'lx} \). Also, for all \( l \in \{0, nK\} \), we have \( \mathbb{P}(\hat{c}_1 x_1 = l, \hat{z} = 1, \hat{x} = x) = \sum_{l = r}^n \delta_{nk'lx} \delta_{1k'lx} \) if \( x_1 = 1 \) and, \( \mathbb{P}(\hat{c}_1 x_1 = 0, \hat{z} = 1, \hat{x} = x) = \sum_{l = r}^n \sum_{k'} \delta_{nk'lx} \delta_{1k'lx} \). We will now show that for any \( l \in \{0, nK\} \), \( \mathbb{P}(\sum_{j=1}^{i+1} \hat{c}_j x_j = l, \hat{z} = 1, \hat{x} = x) = \sum_{l = r}^n \sum_{k'} \delta_{nk'lx} \delta_{1k'lx} \) via induction. The base case has already been shown for \( i = 1 \). Now assume, \( \mathbb{P}(\sum_{j=1}^{i+1} \hat{c}_j x_j = l, \hat{z} = 1, \hat{x} = x) = \sum_{l = r}^n \sum_{k'} \delta_{nk'lx} \delta_{1k'lx} \) where \( 1 < i < n \). Then,

\[
\mathbb{P}(\sum_{j=1}^{i+1} \hat{c}_j x_j = l, \hat{z} = 1, \hat{x} = x) = x_{i+1} \sum_{k} \mathbb{P}(\sum_{j=1}^{i} \hat{c}_j x_j = l - k, \hat{c}_{i+1} = k, \hat{z} = 1, \hat{x}) \\
+ (1 - x_{i+1}) \sum_{k} \mathbb{P}(\sum_{j=1}^{i} \hat{c}_j x_j = l, \hat{c}_{i+1} = k, \hat{z} = 1, \hat{x}) \\
= x_{i+1} \sum_{k} \mathbb{P}(\sum_{j=1}^{i} \hat{c}_j x_j = l - k, \hat{z} = 1, \hat{x}) \mathbb{P}(\hat{c}_{i+1} = k | \sum_{j=1}^{i} \hat{c}_j x_j = l - k, \hat{z} = 1, \hat{x}) \\
+ (1 - x_{i+1}) \sum_{k} \mathbb{P}(\sum_{j=1}^{i} \hat{c}_j x_j = l, \hat{z} = 1, \hat{x}) \mathbb{P}(\hat{c}_{i+1} = k | \sum_{j=1}^{i} \hat{c}_j x_j = l, \hat{z} = 1, \hat{x}) \\
= x_{i+1} \sum_{k} \sum_{k'} \delta_{1,k',l-k,x} \delta_{ik'lx} \mathbb{P}(\hat{c}_{i+1} = k | \sum_{j=1}^{i} \hat{c}_j x_j = l, \hat{z} = 1, \hat{x}) \\
+ (1 - x_{i+1}) \sum_{k} \sum_{k'} \delta_{1,k',l,x} \delta_{ik'lx} \mathbb{P}(\hat{c}_{i+1} = k | \sum_{j=1}^{i} \hat{c}_j x_j = l, \hat{z} = 1, \hat{x}) \\
= \sum_{k=0}^{K} \delta_{iklx} 
\]
\[ P(\tilde{c}_i = k) = \sum_{x \in X} \sum_{l=0}^{nK} x_i P(\tilde{z} = 1, \tilde{x} = x, \sum_{j=1}^{l} \tilde{c}_i \tilde{x}_i = l, \tilde{c}_i = k) \]

\[ + \sum_{x \in X} \sum_{l=0}^{nK} (1 - x_i) P(\tilde{z} = 1, \tilde{x} = x, \sum_{j=1}^{l} \tilde{c}_i \tilde{x}_i = l, \tilde{c}_i = k) + P(\tilde{z} = 1, \tilde{c}_i = k) \]

\[ = \sum_{x \in X} \sum_{l=0}^{nK} x_i \delta_{kli} + \sum_{x \in X} \sum_{l=0}^{nK} (1 - x_i) \delta_{kli} + h_{ik} = p_{ik} \]

The last equality arises due to the constraints on \( \delta \) in the LP in Theorem 2.1.

Optimality. For the distribution constructed, we have that

\[ P(\max \tilde{c}' \tilde{x} \geq r) \geq P(\tilde{z} = 1, \tilde{x} = x, \tilde{c}' \tilde{x} \geq r) \]

\[ = \sum_{x \in X} \sum_{l=0}^{nK} P(\tilde{z} = 1, \tilde{x} = x, \tilde{c}' \tilde{x} = l) = \sum_{x \in X} \sum_{l=0}^{nK} \sum_{k=0}^{K} \delta_{nlk} = \sum_{x \in X} a_x \]

Thus the distribution constructed indeed attains the optimal value of the LP.

Appendix B. Proof of Theorem 2.10. Upon writing down the dual of the corresponding exponential sized formulation, the analogous separation problem here boils down to enforcing

\[ \min \left\{ \lambda + \sum_{i=1}^{n} \alpha_i c_i + \sum_{(i,j) \in E} \beta_{ij} c_i c_j \mid \sum_{i=1}^{n} c_i x_i \geq r, \forall x \in X \right\} \]

To solve the problem above for each \( x \), one can adapt the dynamic programming solution in [32](originally designed for constraints \( \sum_{i=1}^{n} c_i \geq r \)) to handle the constraint \( \sum_{i=1}^{n} c_i x_i \geq r \). Such a reformulation provides all but the first three constraints in the formulation in Theorem 2.10. From [32] the first three constraints reformulate,

\[ \min \left\{ \lambda + \sum_{i=1}^{n} \alpha_i c_i + \sum_{(i,j) \in E} \beta_{ij} c_i c_j \mid \forall c \in \{0,1\}^n \right\} \geq 0. \]