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Abstract: As an imperative part of smart grids (SG) technology, the optimal operation of active distribution networks (ADNs) is critical to the best utilization of renewable energy and minimization of network power losses. However, the increasing penetration of distributed renewable energy sources with uncertain power generation and growing demands for higher quality power distribution are turning the optimal operation scheduling of ADN into complex and global optimization problems with non-unimodal, discontinuous and computation intensive objective functions that are difficult to solve, constituting a critical obstacle to the further advance of SG and ADN technology. In this work, power generation from renewable energy sources and network load demands are estimated using probability distribution models to capture the variation trends of load fluctuation, solar radiation and wind speed, and probability scenario generation and reduction methods are introduced to capture uncertainties and to reduce computation. The Open Distribution System Simulator (OpenDSS) is used in modeling the ADNs to support quick changes to network designs and configurations. The optimal operation of the ADN, is achieved by minimizing both network voltage deviation and power loss under the probability-based varying power supplies and loads. In solving the computation intensive ADN operation scheduling optimization problem, several novel metamodel-based global optimization (MBGO) methods have been introduced and applied. A comparative study has been carried out to compare the conventional metaheuristic global optimization (GO) and MBGO methods to better understand their advantages, drawbacks and limitations, and to provide guidelines for subsequent ADN and smart grid scheduling optimizations. Simulation studies have been carried out on the modified IEEE 13, 33 and 123 node networks to represent ADN test cases. The MBGO methods were found to be more suitable for small- and medium-scale ADN optimal operation scheduling problems, while the metaheuristic GO algorithms are more effective in the optimal operation scheduling of large-scale ADNs with relatively straightforward objective functions that require limited computational time. This research provides solution for ADN optimal operations, and forms the foundation for ADN design optimization.
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1. Introduction

With the rapid development of distributed generation (DG) technology, energy storage system (ESS) equipment, power distribution networks are being transformed from traditional passive load distribution systems into intelligent active distribution networks (ADNs) [1]. Future distribution networks will consist of various energy sources, serving a variety of functions of an integrated energy system. Besides that, the continued improvements and wide applications of distribution automation, data acquisition, and data transmission technologies are rapidly improving the observability and controllability of the distribution power grid, which enables the active control of the network for optimal operation. The ability to actively control the operations of DGs and ESSs in the distribution network further demands the optimal control of the grid operation to reach the full energy efficiency potential and to best utilize the available renewable energy resources in the distribution network.

The optimal operation of the active power distribution network is essentially an optimal power flow (OPF) problem, and considerable research efforts have been devoted to this area with similar optimization problem formulation and two different types of solution methods, conventional optimization methods and stochastic/metaheuristic global optimization methods, depending upon the complexity of the formulation [2]. The conventional optimization solution approach uses traditional optimization methods, including Non-Linear Programming (NLP) [3], Quadratic Programming (QP) [4], Linear Programming (LP) [5], Gradient Method, Newton Method, and Interior Point Method (IPM) to solve the optimal operation scheduling problem. These methods are efficient and effective for the OPF problems of conventional power networks due to the quadratic form of the network power flow objective function model. In many cases, the close-form solution of the network flow characteristics can be derived. However, a number of factors made this conventional approach no longer directly applicable: (a) with the additions of local renewable energy sources, such as wind and solar power generation units and ESS to the network, the more complex models for capturing the time-variant, discontinuous and uncertain behaviors of these new network elements, as well as the introduction of additional control variables have changed the unimodal and continuity nature of the optimization objective functions of the OPF problem; (b) considering and modeling embedded local sub-network in a black-box form network simulation software turns the optimization objective function more complex and ill-shaped; (c) additional network composition and operation considerations lead to the inclusion of non-continuous design variables; and (d) inclusions of more complex networks and network components result in more complex operation constraints to the optimization with non-convex feasible region. The conventional optimization methods cannot deal with these issues and ensure convergence to the global optimum of these complex network operation schedule optimization problems.

Due to the inherent limitations of the classical “local optimization methods” and the advances in computation technology, the interest in using advanced population-based evolutionary global optimization methods to solve network optimal scheduling problems has rapidly grown during the recent decades. The population-based global optimization methods use the random transition rules rather than deterministic ones to identify the global optimum through intensive computation. These algorithms do not directly use the derivative information of the objective function during the search, illustrating high ability to locate the global optimum and to cope with large-scaled non-linear problems. Widely-used population-based global optimization methods include differential evolution (DE) [6,7], particle swarm optimization (PSO) [7], genetic algorithm (GA) [8], evolutionary programming (EP) [9,10], simulated annealing (SA) [11], gravitational search algorithm (GSA) [12,13], Tabu search algorithm (TS) [14], artificial bee colony algorithm (ABC) [15], modified imperialist competitive algorithm (MOMICA) [16], and black hole optimization algorithm. These global optimization search methods are capable of solving complex global optimization problems with mixed continuous and discrete variables, and discontinuous objective function. Meanwhile, these techniques also require extensive computation in evaluating the objective and constraint functions to obtain a very large number of sample points during their stochastic search process to ensure convergence to the
global optimum and robustness. These shared characteristics makes them less applicable or attractive for applications in which the objective and constraint functions of the optimization are in implicit form through computational demanding numerical simulations—the so-called computational expensive “black-box function” optimization problem (CE-BOP) [17]. The mounting computational time resulted from tens of thousands of lengthy simulations make the optimization infeasible. If the number of black-box objective function evaluation is limited, the search will likely lead to questionable results.

On the other hand, the use of a generic ADN performance modeling tool for automatic and quick generation of the optimal operation schedule for a given ADN is essential. Use network performance modeling and simulation tool, such as the Open Distribution System Simulator (OpenDSS) [18], allows quick changes to the network design and its model for dynamic operation optimization and for the design optimization of the ADN with different network configurations. Firstly, the automatic and quick generation of optimal operation schedule for a given ADN based on the modeling tool’s accurate prediction of network performance is needed for the real-time optimal operation and control of the ADN. Secondly, the generation of the optimal operation schedule for ADN using the modeling tool’s accurate network performance prediction is also needed indirectly for evaluating various ADN architecture and component sizes in the optimal design of the ADN, since all different architecture and component size designs can only be compared under their optimal operations. The combination of operation and design optimizations will ensure efficient utilization of available renewable energy sources and high efficiency of the distribution networks, while the integrated ADN performance simulation and quick global optimization software tool serve as the foundation for both.

Over the last decade, many effective search methods for solving the expensive black-box optimization problems have been introduced, including the “Divide-the-Best” algorithms [19] and the efficient diagonal partition strategy [20] which partitions the search hyperinterval into smaller hyperintervals and only evaluates the objective function at the two vertices of the main diagonal of the generated hyperintervals, to effectively avoid the unnecessary ponderous simulations. Another type of effective solution method is the surrogate or metamodel-based global optimization (MBGO) search techniques, which have been introduced and investigated by many researchers, including the authors’ group [21]. The approach uses limited “expensive” sample data points from the original, computationally expensive optimization model to introduce a surrogate model, or metamodel, such as Kriging [22] and radial basis functions (RBF) [23], and to effectively use the “cheaper” sample points from the metamodel to speed up the search of the global optimum with much reduced number of original model evaluations and computational time. Several reviews have systematically presented the advantages of these algorithms [21,24–26]. The newly introduced algorithms have been compared with other existing GO techniques using about a dozen of standard benchmarks optimization problems to study their capability to accurately locate the global optimum, search efficiency and computation time. Haftka, Villanueva and Chaudhuri surveyed surrogate-based global optimization algorithms with adaptive samplers that employ Gaussian Process or Kriging surrogates with a focus on how different algorithms balance exploration and exploitation, and the advantage of surrogate assisted parallel evolutionary algorithms [27]. These benchmark problems consist of a large set of objective functions of a wide variety of types, such as unimodal, multimodal, continues, discontinues, discrete, constrained, unconstrained and high dimensional, with over a hundred different benchmark test functions. Although there is no general agreement on any set of functions that can be used to validate a global optimization algorithm, these benchmark problems allow a better understanding on the comparative performance of various optimization algorithms. Further development of representative global design optimization test cases is imperative to provide effective measure and verification on the capability of new global optimization algorithm, and to guide further research.

In this work, an ADN operation schedule optimization model considering the uncertainties of both distributed generations and loads has been formulated, and the new probability-based scenario generation and reduction methods have been introduced to model and handle the uncertainties associated with the distributed generations and loads. To solve the formulated ADN operation
optimization problems with single and multi-objective functions effectively, a number of novel MBGO methods, including the Space Exploration and Region Elimination (SEUMRE) algorithm, the Hybrid and Adaptive Meta-model-based (HAM) method, the Mode Pursuing Sampling (MPS) method, and the Multi-Start Space Reduction (MSSR) surrogate-based search algorithm have been introduced and applied. The IEEE 13 node, 33 node and 123 node network models have been modified to form our ADN system test cases. The computational efficiency and the global convergence of these MBGO methods are analyzed and discussed in details in comparison with the traditional population-based optimization methods. The robustness and efficiency of these MBGO methods are summarized, and the suitability of each of these optimization methods is discussed.

The rest of this paper is organized as follows: Section 2 describes the uncertainty model of distributed generations and loads. The ADN optimal operation problem considering the uncertainties of both distributed generations and loads is formulated in Section 3. The MBGO solution methods and the operation optimization procedure are described in detail in Section 4. Simulation results are presented in Section 5 to illustrate the computational efficiency and global convergence capability of the MBGO search methods. Finally, conclusions of this study are given in Section 6.

2. Uncertainty Modeling of Distributed Generations and Loads

The distributed renewable energy sources and loads in an active distribution network are associated with considerable uncertainties. To ensure the optimal operation of the ADN, these uncertainties need to be captured and model properly. In this work, power generation from renewable energy sources and network load demands are estimated using probability distribution models to capture the variation trends of load fluctuation, solar radiation and wind speed. The method of probability-based scenarios is used to represent the uncertainties of DGs and loads.

2.1. Wind Power

Wind speed prediction is the key to the operational scheduling of wind turbine generator system. Extensive researches have been investigated in developing various wind speed forecasting models. The two parameters Weibull distribution model in a simple form has been recognized to fit well with actual wind velocity distribution [28], and generally considered as most applicable. With the statistical wind speed probability density function, the model is expressed as follows:

\[ f(v) = \frac{k}{c} \cdot \left( \frac{v}{c} \right)^{k-1} \cdot \exp \left[ -\left( \frac{v}{c} \right)^{k} \right] \]  

(1)

where, \( v \) is the wind speed, \( k \) and \( c \) are the two Weibull distribution parameters, \( k \) is the shape parameter \( (k > 0) \), and \( c \) is the scale parameter \( (c > 1) \). \( k \) and \( c \) can be obtained by the mean value and standard deviation of wind speed over the observed time as follows:

\[ k = \left( \frac{\sigma_{ws}}{\mu_{ws}} \right)^{-1.086} \]  

(2)

\[ c = \frac{\mu_{ws}}{\Gamma(1+k^{-1})} \]  

(3)

where, \( \mu_{ws} \) and \( \sigma_{ws} \) are the mean value and standard deviation of wind speed respectively, \( \Gamma(\cdot) \) is the Gamma function.
The wind power generation is then approximated by cut-in wind speed $v_{ci}$, cut-out wind speed $v_{co}$, rated wind speed $v_r$, and rated wind power generation $P_r$ as follows:

$$P_{WT}(v) = \begin{cases} 
0 & 0 \leq v \leq v_{ci} \\
k_2v^2 + k_1v + k_0 & v_{ci} \leq v \leq v_r \\
P_r & v_r \leq v \leq v_{co} \\
0 & v_{co} \leq v
\end{cases}$$

(4)

where, $k_0$, $k_1$, and $k_2$ are curve fitting parameters of the wind turbine.

2.2. Photovoltaic Power

The photovoltaic (PV) output power is closely related to the intensity of solar radiation and ambient temperature. According to statistics, the intensity of the solar radiation can be approximately represented as a Beta distribution over a certain period of time [29], and its probability density function can be expressed as:

$$f\left(\frac{G_c}{G_{\text{max}}}\right) = \frac{\Gamma(\alpha + \beta)}{\Gamma(\alpha)\Gamma(\beta)} \cdot \left(\frac{G_c}{G_{\text{max}}}\right)^{\alpha-1} \cdot \left(1 - \frac{G_c}{G_{\text{max}}}\right)^{\beta-1}$$

(5)

where, $\Gamma(\cdot)$ is the Gamma function, $G_c$ and $G_{\text{max}}$ refer to the actual illumination intensity and the maximum illumination intensity during a period of time, $\alpha$ and $\beta$ are the shape parameters for the Beta distribution, which can be obtained by average illumination intensity and standard deviation of this period of time as follows:

$$\alpha = \frac{\mu_c^2(1 - \mu_c)}{\sigma_c^2} - \mu_c$$

(6)

$$\beta = \frac{\alpha(1 - \mu_c)}{\mu_c}$$

(7)

where, $\mu_c$ and $\sigma_c$ are the mean value and standard deviation of illumination intensity, respectively.

The actual output power of PV can be forecasted by comparing with the sunlight intensity, environmental temperature, and output power under standard conditions, as expressed in Equation (8):

$$P_{pv} = P_{stc_{pv}} \frac{G_c}{G_{stc}} \left[1 + k_{pv}(T_c - T_{stc})\right]$$

(8)

where, the operating parameters with the subscript stc have values under standard testing conditions, ($G_{stc} = 1 \text{kW/m}^2$, and $T_{stc} = 25 \degree\text{C}$); $k_{pv}$ is the power temperature coefficient; and $T_c$ is the battery surface temperature, which is a function of environmental temperature, $T_a$, and radiation intensity at the operating point, $G_c$:

$$T_c = T_a + \alpha G_c$$

(9)

2.3. Load Fluctuation

Extensive works have been done on the analysis of load fluctuation characteristics such as [30,31], the existing research studies have shown that the fluctuation characteristics of load are similar to normal distribution. Probability of requiring load demands can be approximately represented as follows:

$$f(P_{ld}) = \frac{1}{\sqrt{2\pi(\sigma_{ld})^2}} \exp\left(-\frac{(P_{ld} - \mu_{ld})^2}{2(\sigma_{ld})^2}\right)$$

(10)

where, $\mu_{ld}$ and $\sigma_{ld}$ are the mean value and standard deviation of load demand based on the observed value, respectively.
3. Formulation of the ADN Optimal Operation Problem

3.1. Scenario Generation

To address the uncertainties of the DGs and loads in the optimization operation of ADN, the method of probability scenarios is introduced, which actually includes the probability scenario generation and scenario reduction. Considering the multidimensional, random variation of DGs and loads, the multidimensional sampling theory is needed for multidimensional hierarchical sampling. The Latin hypercube sampling (LHS) method, an effective multidimensional hierarchical sampling method that reflects the overall distribution of random variables, ensuring that all sampling regions can be covered by the sampling points [32], is used in this work for DGs and loads uncertainty sampling to generate different probability scenarios, the detailed sampling method is as follows:

(1) For any random variable \( x_i \), the probability of the vertical axis of the cumulative probability distribution curve \( F_{x_i} = f_i(x_i) \) of \( x_i \) is divided into \( N \) intervals, and a value is randomly extracted in each interval:

\[
P(x_{ik} < x < x_{i(k+1)}) = \frac{1}{N}
\]  

(11)

(2) For the \( k \)-th sample of the random variable \( x_i \), the corresponding cumulative distribution probability (CDF) is:

\[
F_{x_i}(k) = \frac{1}{N}r_n + \frac{(k - 1)}{N}
\]  

(12)

where, \( r_n \sim N(0,1) \) subject to uniform distribution. By calculating the inverse function of the cumulative distribution function \( F_{x_i} \), the first sample value \( x_{ik} \) of random variable \( x_i \) can be obtained:

\[
x_{ik} = F_{x_i}^{-1}\left(\frac{1}{N}r_n + \frac{(k - 1)}{N}\right)
\]  

(13)

(3) After the sampling is completed, the sampling values of each random variable are arranged in a column of the matrix to form a \( N \times P \) sampling matrix. The Gram-Schmidt sequence orthogonalization method is used to sort the matrix [33], and the correlation of each column is minimized by iterative calculation. Therefore, \( N \) sampling scenarios are formed.

3.2. Scenario Reduction

According to the principle of LHS in Section 3.1, the larger the sampling scale is, the higher accuracy can be obtained. However, large sampling scale will also lead to heavier computational burden and reduced computational efficiency. To reduce the amount of computation and also retain the characteristics of the original scene as much as possible, similar scenarios are thus merged using the scenario reduction technique. The Synchronous Back to Generation Reduction (SBR) technique [34,35] is used here to reduce the number of scenarios and to determine the corresponding scenario probability.

Assuming that there exist \( N \) scenarios in the initial scenario set, the probability of each scenario generated by LHS is thus \( 1/N \). Defining the 2 norms of the scenario vector \( d(i,j) = d(s_i,s_j) \) as the probability distance between different scenarios, and arranging them in a descending order. By defining the final scenario number as \( N_{E} \), \( S_{D} \) as the set of deleted scenarios, which is empty initially, the main steps of the scenario reduction algorithm include:

(1) Calculate the probability distance between scenario \( i \) and \( j \), \( d(i,j) = d(s_i,s_j) \), \( i,j = 1, \cdots, N \).

(2) For each scenario \( m \), find the scenario \( n \) with the shortest distance, \( d(m,n) = \min(d(m,k)) \), \( k \neq m, k \in S \).

(3) If the probability of scenario \( m \) is \( p_m \), calculate \( Pd_m(n) = p_m \cdot d(m,n) \) and determining the scenario \( r \) to be deleted by formula \( Pd_m(r) = \min Pd_m \).
where, $F$ is the objective function of the ADN operation optimization, $S$ is the total number of scenarios, $p_s$ is the probability of occurrence of the $s$-th scenario, $w_1$, $w_2$ are the weighting factors of the objectives to be optimized, $\Delta U_{i,s,t}$ is the voltage deviation of the $i$-th node at time $t$ in the $s$-th scenario. $P_{\text{loss},s,t}$ is the system active power loss at time $t$ in the $s$-th scenario. $S_N$ refers to the set of system nodes, $U_{i,t}$ is the voltage amplitude of the $i$-th node at time $t$ in the $s$-th scenario, $U_N$ is the rated voltage of the $i$-th node, $U_{i,t}^{\text{max}}$ and $U_{i,t}^{\text{min}}$ are the maximum and minimum voltages of the $i$-th node, $G_{ij}$ is the real part of the admittance between node $i$ and $j$, and $\theta_{ij,s,t}$ is the phase angle difference between node $i$ and $j$ at time $t$ in the $s$-th scenario.

3.4. Constraints of the Optimization

The operation optimization is subjected to a variety of ADN operating constraints, including the power flow equality constraints, DGs operation constraints, ESS charge and discharge limits, and network stability constraints. Specifically, these include:

(a) Power flow equality constraints

$$\Delta P_{i,s,t} = P_{\text{Di},s,t} - P_{\text{Di},s,t} - U_{i,s,t} \sum_{j=0}^{S_N} U_{i,s,t} (G_{ij} \cos \theta_{ij,s,t} + B_{ij} \sin \theta_{ij,s,t}) = 0$$
$$\Delta Q_{i,s,t} = Q_{\text{Di},s,t} - Q_{\text{Di},s,t} - U_{i,s,t} \sum_{j=0}^{S_N} U_{i,s,t} (G_{ij} \sin \theta_{ij,s,t} - B_{ij} \cos \theta_{ij,s,t}) = 0$$

where, $P_{\text{Gi},s,t}$ is the contributing generator active power for node $i$ at time $t$ in the $s$-th scenario, $P_{\text{Di},s,t}$ is the load consumption active power for node $i$ at time $t$ in the $s$-th scenario, $\Delta P_{i,s,t}$ is the active power difference for node $i$ at time $t$ in the $s$-th scenario, $Q_{\text{Gi},s,t}$ is the contributing generator reactive power for node $i$ at time $t$ in the $s$-th scenario, $Q_{\text{Di},s,t}$ is the load consumption reactive power for node $i$ at time $t$ in the $s$-th scenario, $\Delta Q_{i,s,t}$ is the reactive power difference for node $i$ at time $t$ in the $s$-th scenario, $B_{ij}$ is the imaginary part of the admittance between node $i$ and $j$.

(b) Dispatchable DGs operation constraints: mainly including the upper and lower boundary constraints and the ramp rate limit.

\[
\begin{align*}
\left\{ \begin{array}{l}
P_{\text{DG,m},s}^{\min} & \leq p_{\text{DG,m},s}^t \leq P_{\text{DG,m}}^{\max} & m & \in \{1 \ldots N_{\text{DG}}\} \\
Q_{\text{DG,m}}^{\min} & \leq \sqrt{(S_{\text{DG,m}}^{\max})^2 - (p_{\text{DG,m}}^{\max})^2} & m & \in \{1 \ldots N_{\text{DG}}\} \\
\sqrt{(S_{\text{DG,m}}^{\max})^2 - (p_{\text{DG,m}}^{\min})^2} & \leq Q_{\text{DG,m}}^{\max} & m & \in \{1 \ldots N_{\text{DG}}\} \\
p_{\text{DG,m},s}^t - p_{\text{DG,m},s}^{t-1} & \leq r_{\text{DG,m}} \Delta t & m & \in \{1 \ldots N_{\text{DG}}\}
\end{array} \right.
\]

where, $P_{\text{DG,m},s}^t$ is the active output power of the $m$-th DG at time $t$ in the $s$-th scenario, $P_{\text{DG,m}}^{\max}$ and $P_{\text{DG,m}}^{\min}$ are the maximum and minimum active output power of the $m$-th DG, $Q_{\text{DG,m},s}^t$ is the reactive output power of the $m$-th DG at time $t$ in the $s$-th scenario, $Q_{\text{DG,m}}^{\max}$ and $Q_{\text{DG,m}}^{\min}$ are the maximum
and minimum reactive output power of the \( m \)-th DG, \( S_{DG,m} \) is the rated capacity of the \( m \)-th DG, \( r_{DG,m} \) is the ramp rate limit for the \( m \)-th DG, and \( N_{DG} \) is the number of dispatchable DGs.

(c) ESS operation constraints: mainly including the charge and discharge power limits of ESS, the state of charge (SOC) constraints of ESS:

\[
\begin{align*}
SOC_{ess,k}^f &= SOC_{ess,k}^{f-1} + \eta_{ch,k} p_{ch,k}^{max} - \eta_{dis,k} p_{dis,k}^{max} \quad k \in \{1 \ldots N_{ESS}\} \\
SOC_{ess,k}^{min} &\leq SOC_{ess,k}^f \leq SOC_{ess,k}^{max} \quad k \in \{1 \ldots N_{ESS}\} \\
p_{min}^{ch,k} \leq p_{ch,k}^{1} \leq p_{max}^{ch,k} \quad k \in \{1 \ldots N_{ESS}\} \\
p_{min}^{dis,k} \leq p_{dis,k}^{1} \leq p_{max}^{dis,k} \quad k \in \{1 \ldots N_{ESS}\}
\end{align*}
\]

where, \( SOC_{ess,k}^f \) is the SOC of \( k \)-th ESS at time \( t \) in the \( s \)-th scenario, \( SOC_{ess,k}^{min} \) and \( SOC_{ess,k}^{max} \) are the maximum and minimum SOC of the \( k \)-th ESS, \( \eta_{ch,k} \) and \( \eta_{dis,k} \) are the discharge efficiency and charge efficiency of \( k \)-th ESS, \( p_{ch,k}^{1} \) is the power charged to the \( k \)-th ESS at time \( t \) in the \( s \)-th scenario, \( p_{dis,k}^{1} \) is the power discharged by the \( k \)-th ESS at time \( t \) in the \( s \)-th scenario, \( \Delta t \) is the scheduling time period, \( L_{ess,k} \) is the energy storage capacity of \( k \)-th ESS, \( p_{max}^{ch} \) and \( p_{min}^{ch} \) are the maximum and minimum charging power of the \( k \)-th ESS, \( p_{max}^{dis} \) and \( p_{min}^{dis} \) are the maximum and minimum discharging power of the \( k \)-th ESS, and \( N_{ESS} \) is the number of ESSs.

(d) System node voltage and Line transmission power constraints:

\[
\begin{align*}
U_{ij,m}^{min} &\leq U_{ij,s,t} \leq U_{ij,m}^{max} \quad j \in S_N \\
I_{ij,m}^{min} &\leq I_{ij,s,t} \leq I_{ij,m}^{max} \quad i,j \in S_N
\end{align*}
\]

where, \( I_{ij,s,t} \) is the transmission current between node \( i \) and \( j \) at time \( t \) in the \( s \)-th scenario, \( I_{ij,m}^{max} \) and \( I_{ij,m}^{min} \) are the maximum and minimum transmission current between node \( i \) and \( j \).

### 3.5. Conversion to an Unconstrained Optimization Problem

To speed up the solution of the formulated constrained ADN operation optimization problem, the original constrained optimization problem is first converted into an equivalent unconstrained optimization problem. The equality constrained of Equation (15), indicating dependent relations of design variables, is eliminated by variable substitution automatically during each simulation-based power flow calculation. The inequality constraints of Equations (16)–(18) are met by adding them to the original objective function with large penalty coefficients. The converted unconstrained optimization problem then has the following form:

\[
\begin{align*}
\min F &= \sum_{s=0}^{24} \sum_{i=1}^{24} p_{ij}^s \left( w_1 \sum_{k=1}^{N_{ESS}} \left( \frac{\Delta U_{ij,s,t}^2}{\Delta U_{ij,s,t}^{2,\text{max}}} \right) + w_2 \sum_{k=1}^{N_{DG}} \left( \frac{\Delta P_{DG,m,s}^2}{\Delta P_{DG,m,s}^{2,\text{max}}} \right) + \lambda_3 \sum_{k=1}^{N_{ESS}} \left( \frac{\Delta SOC_{ess,k}^f}{\Delta SOC_{ess,k}^{f,\text{max}}} \right) + \lambda_4 \sum_{k=1}^{N_{ESS}} \left( \frac{\Delta L_{ij,s,t}}{\Delta L_{ij,s,t}^{\text{max}}} \right) \right) \\
\text{s.t.} & \quad \begin{cases} \\
\rho_{DG,m,s}^{m} \leq p_{DG,m,s} \leq \rho_{DG,m,s}^{max} \quad m \in \{1 \ldots N_{DG}\} \\
\rho_{ch,k}^{min} \leq p_{ch,k}^{1} \leq \rho_{ch,k}^{max} \quad k \in \{1 \ldots N_{ESS}\} \\
\rho_{dis,k}^{min} \leq p_{dis,k}^{1} \leq \rho_{dis,k}^{max} \quad k \in \{1 \ldots N_{ESS}\}
\end{cases}
\end{align*}
\]

where, \( \lambda_1, \lambda_2, \lambda_3, \lambda_4 \) are large positive numbers as penalty coefficients for the ramp rate limit, reactive output power constraints, state of charge (SOC) constraints, and line transmission power constraints respectively. The calculation of penalty items is as follows:

\[
\delta P_{DG,m,s}^{ij} = \begin{cases} 
0 & \text{if } \rho_{DG,m,s}^{m} \leq p_{DG,m,s} - p_{DG,m,s}^{m-1} \leq \rho_{DG,m,s} \quad m \in \{1 \ldots N_{DG}\} \\
p_{DG,m,s}^{m} - p_{DG,m,s}^{m-1} & \text{if } p_{DG,m,s} - p_{DG,m,s}^{m-1} > \rho_{DG,m,s} \\\np_{DG,m,s}^{m} - p_{DG,m,s}^{m-1} & \text{if } p_{DG,m,s} - p_{DG,m,s}^{m-1} \leq -\rho_{DG,m,s} \quad \text{and } m \in \{1 \ldots N_{DG}\}
\end{cases}
\]
An individual is assigned a fitness score to judge how good it is as a solution to the problem. Those highly fit individuals are “selected” to reproduce, by cross breeding or “crossover” with other points or strings, leading to high robustness with excellent chance of reaching the global optimum of the previous generation. By favoring the more fit individuals, the most promising areas of the search space are explored. Eventually the population might converge to an optimal solution to the problem. Finally, mutation is realized as a random deformation of the strings with a certain probability. This allows the search to preserve genetic diversity, thus avoiding local maxima. The algorithm is capable of exploring and exploiting promising regions of the search space, and it always operate on a whole population of points or strings, leading to high robustness with excellent chance of reaching the global optimum and lower risk of being trapped within a local minima. Meanwhile it has slow convergence, and often results in different optima in different simulation runs.

\[
\Delta Q'_{DG,m,s} = \begin{cases} 
Q'_{DG,m,s} - Q_{DG,m}^\text{max} & Q'_{DG,m,s} > Q_{DG,m}^\text{max} \\
0 & Q_{DG,m}^\text{min} \leq Q'_{DG,m,s} \leq Q_{DG,m}^\text{max} \\
Q_{DG,m}^\text{min} - Q_{DG,m}^\text{max} & Q_{DG,m}^\text{max} < Q'_{DG,m,s} \end{cases} m \in \{1 \ldots N_{DG}\} \quad (21)
\]

\[
\Delta SOC_{ess,k,s}^t = \begin{cases} 
SOC_{ess,k,s}^t - SOC_{ess,k}^\text{max} & SOC_{ess,k,s}^t > SOC_{ess,k}^\text{max} \\
0 & SOC_{ess,k,s}^t \leq SOC_{ess,k,s}^\text{max} \\
SOC_{ess,k}^\text{min} - SOC_{ess,k,s}^t & SOC_{ess,k,s}^t < SOC_{ess,k}^\text{min} \end{cases} k \in \{1 \ldots N_{ESS}\} \quad (22)
\]

\[
\Delta I_{ij,t} = \begin{cases} 
I_{ij,t} - I_{ij}^\text{max} & I_{ij,t} > I_{ij}^\text{max} \\
0 & I_{ij}^\text{min} \leq I_{ij,t} \leq I_{ij}^\text{max} \\
I_{ij}^\text{min} - I_{ij,t} & I_{ij,t} < I_{ij}^\text{min} 
\end{cases} i, j \in S_N \quad (23)
\]

4. Traditional GO and MBGO Solution Methods

4.1. Traditional Optimization Methods

Simulated Annealing (SA), Genetic Algorithms (GA), and Particle Swarm Optimization (PSO) are three representative traditional global optimization methods.

Simulated Annealing is a robust, combinatorial probabilistic global optimization method for solving both constrained and unconstrained problems (Kirkpatrick et al. [36]). The method approaches the global optimum of a problem similarly to a process of an elastic ball that can bounce over peaks from valley to valley. The search begins at a high temperature which enables the ball to bounce higher over any peaks to access any valley. As the temperature lowers down, the ball loses its bouncing power so it can settle in a relatively small region of the valley. From the design objectives, possible valleys or states to be explored are generated. Acceptance criteria, based upon the difference between the depths of the presently explored valley and the last saved lowest valley, are used to determine probabilistically whether to stay in the new lower valley or to jump to another one (Metropolis rule). By carefully controlling the rate of cooling or the temperature, SA can effectively locate the global optimum over time. The method can deal with highly nonlinear optimization problems with chaotic and noisy data in its objective with a large number of constraints, support parameter tuning to improve the performance of the optimization. On the other hand, the method normally converges slowly and it is difficult to find an appropriate stopping rule for the method.

Genetic Algorithm is a widely used global optimization method based upon evolutionary control strategy for solving both constrained and unconstrained problems (Holland [37]). GAs work with a population of individuals, each of these individuals could be a possible solution to a given problem. An individual is assigned a fitness score to judge how good it is as a solution to the problem. Those highly fit individuals are “selected” to reproduce, by cross breeding or “crossover” with other individuals in the population. The production creates new individuals as offspring, which carry some features taken from each parent. The least fit members of the population are less likely to get selected for reproduction and are forced out. A whole new population of possible solutions is thus produced by selecting the best individuals from the current “generation”, and mating them to produce a new set of individuals with a higher proportion of the characteristics possessed by the good members of the previous generation. By favoring the more fit individuals, the most promising areas of the search space are explored. Eventually the population might converge to an optimal solution to the problem. Finally, mutation is realized as a random deformation of the strings with a certain probability. This allows the search to preserve genetic diversity, thus avoiding local maxima. The algorithm is capable of exploring and exploiting promising regions of the search space, and it always operate on a whole population of points or strings, leading to high robustness with excellent chance of reaching the global optimum and lower risk of being trapped within a local minima. Meanwhile it has slow convergence, and often results in different optima in different simulation runs.
Particle Swarm Optimization is another well-known global optimization algorithm for solving both constrained and unconstrained optimization problems with the capability to handle high dimensional problems (Kennedy and Eberhart [38]). The algorithm imitates the biological behavior of a flock of birds. To search for food, each member in a flock determines its velocity based on their personal experience as well as information gained through interactions with other members of the flock. Each bird, a particle, flies through the solution space of the optimization problem searching for the optimum solution and its position represents a potential solution. The approach is simple in concept, easy to implement, apply, extend and hybridize. It has the capacity of learning and memorization, and can utilize position and velocity information. On the other hand, it may fall into local optima and show slow convergence at the final stage of search.

4.2. More Recently Introduced Metamodel Based Global Optimization (MBGO) Methods

MBGO methods are effective optimization schemes for computationally intensive global optimization problems. For optimization problems in which the calculations of the objective and constraint functions require extensive numerical analysis and simulation, introduction of the metamodel and use of the “cheap” points of the metamodel to replace the computationally expensive sample point evaluation on the original model will considerably reduce computation time to identify the global optimization quickly. In this work, four more recently introduced MBGO have been used to solve the ADN operation optimization problems, including the Space Exploration and Region Elimination (SEUMRE) algorithm, the Hybrid and Adaptive Metamodel-based (HAM) method, the Mode Pursuing Sampling (MPS) method, and the Multi-Start Space Reduction (MSSR) surrogate-based search algorithm.

4.2.1. SEUMRE Algorithm

Space Exploration and Region Elimination (SEUMRE) algorithm is a global optimization algorithm designed for solving black-box global optimization problems (Younis and Dong [39]). The approach divides the design space into several unimodal regions using design experiment data; identifies and ranks the regions that most likely contain the global minimum; fits a Kriging model with additional design experiments using Latin Hypercube designs over the most promising region; identifies its minimum, and moves to the next most promising region. Step by step, the method identifies the global optimum by examining the most promising unimodal regions with additional design experiments. SEUMRE is computationally efficient and robust by reducing the design space through the elimination of non-promising regions, thus dramatically reducing the number of function & constraint evaluation. It is easy to understand and to implement with many successful applications. However, its initial region-elimination driven by experiment data may miss the region of the true global optimum. The algorithm will thus be trapped around a local optimum of a multimodal function and/or a high-dimensional problem. Although SEUMRE is highly efficient in search convergence, it is not stable for complex global optimization problems and generally cannot handle problems where the design variables are more than 60.

4.2.2. Hybrid and Adaptive Metamodel-Based (HAM) Algorithm

The Hybrid and Adaptive Metamodel-based global optimization method is a hybrid and adaptive MBGO method that can automatically select appropriate metamodeling techniques during the optimization search process to improve search efficiency (Gu et al. [40]). The search initially applies three representative metamodels concurrently. Preference to better performing model is then introduced by selecting sample data points adaptively according to the calculated values of the three metamodels (Kriging, RBF and polynomial response surface) to improve modeling accuracy and to obtain better search efficiency. The method is particularly suitable for design problems involving computation intensive, black-box analyses and simulations, and for the applications where the characteristics of the problem are not clear, making the selection of appropriate MBGO tool difficult.
However, since HAM needed to construct three types of metamodels in each iteration, once these metamodels focus on the same region, the algorithm will likely converge to the local optimum and can hardly explore other promising areas.

4.2.3. MPS Algorithm

The Mode Pursuing Sampling method is a global optimization algorithm designed for solving black-box function optimization problems with constraints (Wang et al. [41]). Based on a novel mode-pursuing sampling method that systematically generates more sample points in the neighborhood of the function model while statistically covers the entire search space, a quadratic regression is used to detect the region containing the global optimum. The sampling and detection process iterates until the global optimum is obtained. The method is found to be effective, efficient, robust, and applicable to both continuous and discontinuous functions through intensive testing. It can effectively converge to the global optimum if the objective function is continuous in the neighborhood of the global optimum. However, for problems with a large number of local optima, the MPS optimization method may be trapped in a local optimum due to the lack of a rigorous indicator of the global optimum. It may not be effective for multimodal functions or high dimensional problems.

4.2.4. MSSR Algorithm

Multi-start Space Reduction (MSSR) surrogate-based global optimization method is a most recently MBGO method in our research for the applications with black-box and computationally intensive applications (Dong et al. [25]). In this new algorithm, the design space is classified into: the original design space or global space (GS), the reduced medium space (MS) that contains the promising region, and the local space (LS) that is a local area surrounding the present best solution in the search. During the search, a kriging-based multi-start optimization process is used for local optimization, sample selection and exploration. In this process, Latin hypercube sampling is used to acquire the starting points and sequential quadratic programming (SQP) is used for the local optimization. Based upon a newly introduced selection strategy, better sample points are obtained to supplement the kriging model, and the estimated mean square error of kriging is used to guide the search of the unknown areas. The multi-start search process is carried out alternately in GS, MS and LS until the global optimum is identified. The method is robust, highly efficient, and full automated. However, since MSSR needs to call the SQP solver many times in each iteration, it may requires more computation time in solving high-dimensional and multimodal problems.

4.3. Integrated ADN Operation Simulation and Optimization Platform

To introduce a generally applicable ADN operation optimization model with the flexibility to handle different network architecture and to add, remove and change different network components, a network performance evaluation, operation simulation and optimization platform has been built in MATLAB using the OpenDSS codes [18] to gauge the network performance and to carry out objective and constraint function evaluations of the ADN operation optimization. OpenDSS is an open source code software tool originally developed by Electrotek Concepts in 1997, and later acquired by the Electric Power Research Institute (EPRI) to simulate the advanced automation and modernization of the power grids. As a generic distribution system simulation platform implemented in MATLAB, OpenDSS can support quasi-steady state and dynamic simulation of distribution networks. Its generic modeling capability and simple use make it a promising tool for smart-grid analysis and planning. The integrated software platform, introduced in this work, is illustrated in Figure 1. The various global optimization programs in the Global Optimization Solver used in this study have been implemented as MATLAB codes as part of the Global Optimization Toolbox, GO Tools, from University of Victoria.
The objective and constraint functions of the ADN operation optimization are defined in the Optimization Control Module using MATLAB codes. Two-way data exchange through network control variables or optimization design variables are done between the Optimization Control Module that assesses progress of the optimization search and the OpenDSS Network Simulator that simulate network power flow. The data exchanges are carried out through the Component Object Model (COM) interface provided by the OpenDSS package between the Optimization Control Module and the OpenDSS; and the API between the Optimization Control Module and the generic Global Optimization Solver. The Operation Optimization Control module passes intermediate values of the design variables to OpenDSS, and OpenDSS runs the power flow simulation of the distribution system over successive time intervals and calculates the power loss while satisfying bus voltage and power balance. The power flow simulation results are then fed back to the Control Module for next global optimization search iteration using the Global Optimization Solver until the stopping criteria of the optimization are satisfied.

### 4.4. Operation Optimization Procedure

A flowchart for illustrating the data flow among the three major parts of the simulation-based network operation optimization platform is shown in Figure 2. The detailed solution procedure steps are described as follows:

**Step 1**: Initialize the connection between OpenDSS simulator and MATLAB, if successful, then enter the second step, otherwise, continue to establish communication connection.

**Step 2**: Set the simulation control variables, and import the statistics mean value and standard deviation of DGs and load demands based on the observed value.

**Step 3**: Initialize the DSS test case file and define the controlled element object, then calculate the initial power flow.
**Step 4:** Generate the probability scenarios using Latin hypercube sampling (LHS) method, reduce the scenarios and determine the corresponding scenario probability with the SBR (Synchronous Back to Generation Reduction) technique.

**Step 5:** Define the total scenarios and set weighting factors \( w_1 \) and \( w_2 \) for the two objectives to be optimized (nodes voltage deviation, or active power loss, or both), then convert the constrained optimization problem into an unconstrained optimization problem as described by Equations (19)–(23), set scenario = 1, and time = 1.

**Step 6:** For each scenario, each time interval, generate a number of initial populations randomly for the conventional metaheuristic global optimization (GO) methods, or generate initial sample points using the LHS for the MBGO methods.

**Step 7:** Search for new solutions: for the GA algorithm, use crossover and mutation to produce new populations. For the PSO algorithm, update position and velocity of current populations based on their personal experience as well as information gained through interactions to generate new populations. For the SA algorithm, generate a new solutions randomly and determine whether to accept it based on Metropolis rule. For the SEUMRE algorithm, divide the design space into several unimodal regions; identify and rank the regions, then fit a Kriging model and identify its minimum. For the HAM algorithm, select several new sample points adaptively according to the calculated values of the three metamodels and update the current best solution. For the MPS algorithm, sample a number of points using mode-pursuing sampling method and detect the optimal solution region using quadratic regression. For the MSSR algorithm, use a kriging-based multi-start optimization process to carry out the local optimization, sample selection and exploration alternately, and then select better sample points to supplement the kriging model and identifies the current optimal solution.

**Step 8:** Stopping criteria: check whether the relative error \( \Delta f \) between the last two optimal solutions is less than a given value \( \varepsilon \) or the current number of iterations \( k \) is greater than the set value \( k_{\text{max}} \). If satisfied, update the power flow; otherwise, return to Step 7.

**Step 9:** Check the simulation time, if the simulation time reaches the end, go to Step 10, otherwise, return to Step 6.

**Step 10:** Check the scenario number, if the scenario number reaches the end, output the results, otherwise, return to Step 6.

**Step 11:** Close the connection between OpenDSS simulator and control, produce charts using obtained results, analyze and discuss the results.
5. Case Studies

5.1. IEEE 13 Node System—A Small Distribution Network

5.1.1. Network Structure and Results of the Optimization

The first selected test case is a modified IEEE 13 node system, a small and highly loaded 4.16 kV grid that is revised from its original form [42] for this research, as shown in Figure 3. Its distributed power generations, included MT, diesel generator (DS), FC, PV and WT, are connected at nodes 671, 670, 675, 645 and 634, respectively. The 24 h observed mean and variance of wind speed and illumination intensity are assumed to be taken from reference [30], by which the corresponding wind speed Weibull distribution parameters and illumination intensity beta distribution parameters can be calculated. Load demand power assumed to meet the normal distribution [30], the final probability

![Figure 2. ADN operation optimization considering uncertainties using various optimization algorithms.](attachment:image.png)
scenarios of wind power, PV and load demand using the scenario generation and scenario reduction methods are shown in Figure 4a–c, the probability distribution of each scenario is shown in Figure 4d, and the parameters of the distributed power generation system are given in Table 1.

![Figure 3. Modified IEEE 13 node test case.](image)

(a) PV power  
(b) Wind power  
(c) Load demand  
(d) Probability of each scenario

Figure 4. The probability scenarios of PV, wind power and load demand using the scenario generation and scenario reduction methods (a) PV; (b) wind power; (c) Load demand; and (d) probability of each scenario.
Table 1. Parameters of distributed power generations.

| Type of DG | Access Node | P_{max} (MW) | P_{min} (MW) | r_{DG} (MW/min) | V_{base} (kV) |
|------------|-------------|--------------|--------------|-----------------|---------------|
| DS         | 670         | 0.50         | 0.00         | 0.1             | 4.16          |
| FC         | 675         | 0.80         | 0.00         | 0.16            | 4.16          |
| MT         | 671         | 1.00         | 0.00         | 0.2             | 4.16          |

The model ADN simulation and optimization have been carried out on a regular PC equipped with an Intel(R) Core(TM) i5-5200 2.2-GHz CPU, 8-GB memory, and the Windows 7 operating system. The parameters of the tested GO and the selected MBGO algorithms are set as follows: the initial sampling size of the SEUMRE algorithm \( p = 20 \), the “cheap” sample size \( m = 300 \), the Kriging metamodel correlation function parameters: \( \theta = 10, \theta_{\text{max}} = 20, \theta_{\text{min}} = 0.1 \), the convergence criteria \( \varepsilon = 10^{-4} \), the maximum number of iterations \( k_{\text{max}} = 200 \). The initial sampling points of HAM algorithm is set to 8, the number of cheap points for HAM algorithm is set to 10,000, the number of promising points is set to 7, the Kriging metamodel correlation parameters for HAM are the same as SEUMRE, the number of points in the data set and the degree of the full polynomial surface for the polynomial response surface model in HAM is set to 5 and 2, respectively, the parameter \( c \) value, the polynomial term and the verbose value for the radial basis function model is set to 1, 0 and 1, respectively, the convergence criteria of HAM is set to \( \varepsilon = 10^{-4} \), the maximum number of iterations \( k_{\text{max}} = 200 \). For the MSSR algorithm, the initial sampling points is 8, the size of the reduced medium space and the local space is 30 and 5 respectively, the Krigeing correlation parameters, the convergence criteria and the maximum number of iterations are the same as SEUMRE. For the MPS algorithm, the number of initial samples is set to 11, the number of samples selected from each time sampling is also set to 11, the number of the coefficients for fitting a second-order function is set to 10, the convergence criteria \( \varepsilon = 10^{-4} \), the maximum number of iterations \( k_{\text{max}} = 200 \). The mutation probability of genetic algorithm is \( P_{\text{mg}} = 0.01 \), crossover probability \( P_{\text{mc}} = 0.8 \), the initial population size 50, the convergence criteria \( \varepsilon = 10^{-4} \), the max iterations number is set to 200. The initial population of particle swarm optimization algorithm is 20, the maximum inertia weight \( w_s = 0.9 \), the minimum inertia weight \( w_c = 0.4 \), the learning factor is \( C_1 = C_2 = 2 \), the convergence criteria \( \varepsilon = 10^{-4} \), the max iterations number is 200. The initial temperature of the simulated annealing algorithm is \( T_0 = 100 \), and the annealing rate is \( \lambda = 0.85 \), the convergence criteria \( \varepsilon = 10^{-4} \), the max iterations number is also set to 200. Table 2 presents the results of the tested representative GO and the selected MBGO algorithms in solving the ADN operation optimization problem, NFE is the number of function evaluations of the design objective. The obtained optimization results, the computation time, and needed NFE of each of the six global optimization algorithms are shown in Table 2 and Figure 5.

Table 2. Performance comparison among tested global optimization algorithms for the IEEE 13 node test case.

| Algorithms | SEUMRE | HAM  | MSSR | MPS  | GA   | SA   | PSO  |
|------------|--------|------|------|------|------|------|------|
| Average Power Loss (kW) | 21.1973 | 21.1962 | 21.1993 | 21.1999 | 21.1997 | 21.1987 | 21.1994 |
| Running Time (s) | 4.15956 | 215.125 | 137.062 | 31.6809 | 37.76787 | 60.79356 | 28.64178 |
| NFE (times) | 4740 | 6510 | **2000** | 11,920 | 50,500 | 59,410 | 40,200 |
The CPU time needed by the SEUMRE method is only 11.03% of GA and 14.52% of PSO in average, showing the effectiveness of the SEUMRE algorithm in dealing with low dimensional ADN operation optimization problem, NFE is the number of function evaluations of the design scheduling objective function evaluation. The network design and planning optimization problem needs to consider various network designs under their optimal operations and each design data point is both a black-box global optimization problem and a computation intensive problem. Since the latter requires NFE times of operation scheduling objective function evaluation, the design optimization, as a nested design optimization problem requiring hundreds or thousands of design points in its search of the design optimum, will require hundred or thousand times of NFE of the optimal operation scheduling objective function evaluation. The network design and planning optimization problem will be really computation intensive. The ability of different optimization techniques to handle this discontinuous objective function with multiple local minima, although their convergence performance varies significantly. Two different measures on computational efficiency are used, computation/running time and number of (objective) function evaluation (NFE) for the following reasons:

- The needed computation time shows the feasibility of the approach for real-time optimal and dynamics network operation control and scheduling for this given problem. The measure is only important for computation intensive problem and for solution time-constrained real-time applications.
- The needed NFE, as an impartial measure shows the relative computation efficiency of the algorithm, regardless of the computation intensity of the objective function and the capability of the used computer. Specifically it indicates the potential of the approach to be used for more complex ADN network optimization problem.

Due to the small size of this tested network and the simplicity of operation scheduling task, the computation time needed to evaluate the objective function is short although its NFE varied considerably, as shown in Table 2. This test case is a black-box global optimization problem, but not a computation intensive problem. On the other hand, the ADN network planning optimization problem is both a black-box global optimization problem and a computation intensive problem. Since the latter needs to consider various network designs under their optimal operations and each design data point requires NFE times of operation scheduling objective function evaluation, the design optimization, as a nested design optimization problem requiring hundreds or thousands of design points in its search of the design optimum, will require hundred or thousand times of NFE of the optimal operation scheduling objective function evaluation. The network design and planning optimization problem will be really computation intensive. The ability of different optimization techniques to handle this hidden issue can only be measured by the NFE in this test case.

5.1.3. Test Case 1 Result Analysis and Discussion

The test results shown in Table 2 and Figure 5 indicated that the SEUMRE method required much less computational time and converged much faster than the traditional GO optimization techniques. The CPU time needed by the SEUMRE method is only 11.03% of GA and 14.52% of PSO in average, showing the effectiveness of the SEUMRE algorithm in dealing with low dimensional ADN operation optimization problem. The SEUMRE method can identify global optimum efficiently using a small and wide range of parameters, as shown in Table 2.
number of simulation sample points and optimization search iterations. On the other hand, the HAM, MPS and MSSR method required much longer computation time although their NFE remained low. Considerable computation has been devoted to form the metamodels in their search of the global optimum. Due to the simplicity of the network and modest computation needed in its network simulation, the multiple metamodels used in HAM and the multiple starting schemes used in MSSR added additional computation burden while their advantages in search robustness and flexibility have not yet able to show. Nevertheless, all three MBGO methods showed much lower needed NFES and great advantage for more computation intensive ADN design optimization problem as discussed in the previous subsection.

5.1.4. Considerations on Multiple and Competing Optimization Objectives

In this study, different weight ratios on the two competing objectives of the operation optimization have also been tested using the MBGO algorithms. Figure 6 shows the network performance result comparison with and without the optimal operation control in one day simulation using different weights on the combined objective function, for pure active power loss minimization ($w_1 = 0$ and $w_2 = 1$), for node voltage deviation minimization (case $w_1 = 1$ and $w_2 = 0$), and for both active power loss and node voltage deviation minimizations ($w_1 = 100$ and $w_2 = 1$). The DG with optimized dispatch operation has significantly reduced power loss of the network system with considerably reduced cost of the ADN operation. This comparison on the three different operation optimization scenarios showed slightly different levels of power loss reduction in the order of active power loss minimization, power loss and node voltage deviation minimization, and node voltage deviation minimization, directly related to the chosen weights on the overall design objective. This formulation with flexible weight selection supports different operation control intents, and appropriate weight coefficients should be carefully selected for an actual ADN optimal operation application.

![Figure 6](image_url)

**Figure 6.** Average power loss with and without optimal control in one-day simulation for IEEE 13 test case.

Figure 7 presents the voltage variation of node 634 in one day simulation with and without the optimal operation control. The node voltage fluctuation has been effectively alleviated by the global optimization, allowing the network to receive more fluctuating power from distributed renewable energy sources and to have a higher proportion of clean energy.

The choice and weight of the design objective also has considerable impact on the voltage fluctuation control in the order of node voltage deviation minimization, power loss and node voltage deviation minimization, and active power loss minimization, as shown in Figure 6. It is thus important to choose appropriate weight coefficients in the multi-objective optimal operation from the network control perspective as well.
Cell (FC) units are attached to the Node 18. Eight DGs including one PV power generation unit, one wind turbine power generation unit, three micro-turbine (MT) units and three fuel cell (FC) units are attached to the Node 8, 12, 18, 6, 28, 33, 25 and 22, respectively. Besides that, two battery energy storage system (ESS), rated power of 1.0 MW and 0.5 MW, are attached to the Node 23, and 20 of the network system. The initial power loss of this system is 202.771 kW, the range of node voltage is set to be 0.95~1.05 pu, and loads, the system can cope with a variety of possible uncertainty scenarios and the voltage stability is better.

Figure 7. Voltage variation at the Node 634 in one day simulation for IEEE 13 node test case.

Figure 8 shows the voltage distribution of all 13 nodes during a selected time period, and three different cases are discussed, case one without optimal control, case two with optimal control but not consider the uncertainties of DGs and loads, case three with optimal control and consider the uncertainties. We can find that the optimization reduced voltage deviation at different nodes and stabilized voltage in the network. Also, it can be found that after considering the uncertainties of DGs and loads, the system can cope with a variety of possible uncertainty scenarios and the voltage stability is better.

Figure 8. Node voltage distribution of the IEEE 13 node test case.

5.2. IEEE 33 Node System—A Medium-Size Distribution Network

The ADN test case is a 33-bus, 12.66-kV, radial distribution system [43] as shown in Figure 9, consisting of 33 nodes and 32 lines. The line and load data of the network are obtained from [44], and the total real and reactive power loads on the system are 3.715 MW and 2.300 MVar, respectively. The initial power loss of this system is 202.771 kW, the range of node voltage is set to be 0.95~1.05 pu, the upper limit of transmission line current is set to be 0.3 kA. The lowest bus bar voltage is 0.9661 pu, occurring at the Node 18. Eight DGs including one PV power generation unit, one wind turbine power generation unit, three micro-turbine (MT) units and three fuel cell (FC) units are attached to the Node 8, 12, 18, 6, 28, 33, 25 and 22, respectively. Besides that, two battery energy storage system (ESS), rated
The parameters of the GO and the MBGO algorithms are basically set the same as test case 1, except the initial sampling size of the SEUMRE and MPS algorithms, where they are set to be 45 and 46, respectively for this medium-scale test case. Table 5 presents the results obtained from the 33 node ADN system operation optimization problem, using different GO optimization programs. The numbers of function evaluation of these methods are shown in Figure 10.

**Table 3. Key parameters of distributed power generation.**

| Type of DG | Access Node | \(P_{\text{max}}\) (MW) | \(P_{\text{min}}\) (MW) | \(r_{\text{DC}}\) (MW/min) | \(V_{\text{base}}\) (kV) |
|------------|-------------|----------------|----------------|----------------|----------------|
| MT1        | 8           | 0.80           | 0.00           | 0.16           | 12.66          |
| MT2        | 12          | 0.60           | 0.00           | 0.12           | 12.66          |
| MT3        | 18          | 0.40           | 0.00           | 0.08           | 12.66          |
| FC1        | 6           | 0.80           | 0.00           | 0.16           | 12.66          |
| FC2        | 28          | 1.00           | 0.00           | 0.2            | 12.66          |
| FC3        | 33          | 0.80           | 0.00           | 0.2            | 12.66          |

**Table 4. Key parameters of distributed energy storage system.**

| Type of ESS | Access Node | \(P_{\text{max}}\) (MW) | \(P_{\text{min}}\) (MW) | \(\eta_d/\eta_r\) | \(\text{SOC}_{\text{max}}\) | \(\text{SOC}_{\text{min}}\) |
|-------------|-------------|----------------|----------------|-----------------|----------------|----------------|
| ESS1        | 23          | 1.00           | -1.00          | 0.9/0.9         | 90%            | 10%            |
| ESS2        | 20          | 0.50           | -0.50          | 0.95/0.95       | 90%            | 10%            |

The parameters of the GO and the MBGO algorithms are basically set the same as test case 1, except the initial sampling size of the SEUMRE and MPS algorithms, where they are set to be 45 and 46, respectively for this medium-scale test case. Table 5 presents the results obtained from the 33 node ADN system operation optimization problem, using different GO optimization programs. The numbers of function evaluation of these methods are shown in Figure 10.

**Table 5. Performance comparison among the different global optimization methods for IEEE 33 node test case.**

| Algorithms    | SEUMRE | HAM | MSSR | MPS | GA | SA | PSO |
|---------------|--------|-----|------|-----|----|----|-----|
| Average Power Loss (kW) | 9.4587 | 9.4622 | 9.4646 | 9.4842 | 9.4863 | 9.4596 | 9.4709 |
| Running Time (s)    | 7.8537 | 190.2367 | 173.8665 | 99.8367 | 90.0481 | 132.9006 | 50.6816 |
| NFE (times)       | 2780   | 3780 | 2020 | 4555 | 50,500 | 192,010 | 20,200 |
The authors at present and are beyond the scope of this paper.

For the ADN design optimization with much more design and computation time. This simple test illustrated the inherent limitation of the conventional GO algorithms and the advantage of the MBGO techniques. For the ADN design optimization with much more design variables for varying network architecture and component sizes, the advantages of MBGO techniques will be much more significant. These challenging design optimization problems are studied by the authors at present and are beyond the scope of this paper.
The power losses in one day operation simulation with different operation scenarios are shown in Figure 11. The optimized operation of this medium scale ADN presented significant system loss reduction of 62.5% and improved system efficiency, regardless of the selection of the optimal operation scenarios.

Table 6. Results of network ESS size design optimization for the IEEE 33 node ADN test case under optimal operation.

| Algorithms   | SEUMRE | HAM  | MSSR | MPS  | GA   | SA   | PSO   |
|--------------|--------|------|------|------|------|------|-------|
| ESS1 sizing capacity (kW) | 1081.62 | 1078.78 | 1086.84 | 1084.06 | 1098.42 | 1083.83 | 1094.90 |
| ESS2 sizing capacity (kW) | 1571.14 | 1579.04 | 1572.38 | 1596.27 | 1564.05 | 1614.71 | 1573.87 |
| Annual Power Loss cost ($) | 495,45.39 | 49,545.26 | 49,545.51 | 49,545.49 | 49,545.57 | 49,545.59 | 49,546.08 |
| Running Time (s) | 640.890 | 1509.91 | 847.920 | 1629.4 | 12824.9 | 5619.20 | 2449.54 |
| NFE (times) | 2370 | 6300 | 2040 | 2629 | 50,500 | 16,810 | 10,100 |

Figure 11. Power loss in one day simulation for the IEEE 33 node test case.

The simulation results on voltage variation at Node 22 in one day operation with different optimal operation scenarios, determined by different weight coefficients of the objective function, are given in Figure 12. Without the optimization, node voltage changes dramatically with time, between 0.997~1.003 pu. Under optimal operation with optimized active and reactive power output of DGs and ESSs, the node voltage fluctuation dropped considerably with a stable voltage value in the vicinity of 1 pu. The test has proved the advantage of the proposed network operation optimization model and solution methods in effectively improving network voltage quality.

Voltage distribution among the 33 nodes of the network at a representative time section is shown in Figure 13. Without the optimal control, the voltage at the end of the feeder (Node 18 and Node 33) has fallen to near 0.96 pu. The operation optimization coordinately injected power from the three MTs and three FCs to improve the quality of power supply at the feeder terminal nodes, leading to ideal feeder voltage around 1 pu. The two ESS devices are mainly responsible for the high permeability caused by PV and WT to absorb excess inductive reactive power, intermittent fluctuations and stabilize PV and WT power charge, and ensuring safe and reliable operation of the network system.
5.3. IEEE 123 Node System—A Large-Scale Distribution Network

To test the applicability of different global optimization methods to large-scale distribution systems, the IEEE 123-bus radial distribution feeder case [45], as shown in Figure 14, was used as the third test case. In this ADN system, the three-phase power base is 5MVA while the line-to-line voltage base is 4.16 kV, the network consists of 123 nodes and 117 lines. The line and load data of the network were obtained from [46], the maximum and minimum voltage limits at each node are 1.05 and 0.95 pu, respectively. One PV power generation unit with the rated capacity of 100 kW and one wind turbine power generation unit with the rated capacity of 120 kW are attached to Node 83 and Node 22 respectively, eight micro gas turbine (MT) systems, six hydrogen fuel cell systems (FC), and six diesel generators (DS), are also embedded into the network system to handle power fluctuations from the PV and WT systems. The major technical parameters and access modes of each DG are shown in Table 7. The probability scenarios of WT, PV, and the load demand are the same with test case 1.
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To test the applicability of different global optimization methods to large-scale distribution systems, the IEEE 123-bus radial distribution feeder case [45], as shown in Figure 14, was used as the third test case. In this ADN system, the three-phase power base is 5MVA while the line-to-line voltage base is 4.16 kV, the network consists of 123 nodes and 117 lines. The line and load data of the network were obtained from [46], the maximum and minimum voltage limits at each node are 1.05 and 0.95 pu, respectively. One PV power generation unit with the rated capacity of 100 kW and one wind turbine power generation unit with the rated capacity of 120 kW are attached to Node 83 and Node 22 respectively, eight micro gas turbine (MT) systems, six hydrogen fuel cell systems (FC), and six diesel generator (DS) systems are also embedded into the network system to handle power fluctuations from the PV and WT systems. The major technical parameters and access modes of each DG are shown in Table 7. The probability scenarios of WT, PV, and the load demand are the same with test case 1.

The parameters of all the algorithms are set the same as test case 1, the initial sampling size of the SEUMRE and MPS algorithm are 210 and 211, respectively. The test results from the operation optimization of the 123 node, large-scale ADN system, using the six different global optimization methods are given in Table 8.

![Figure 14. IEEE 123 node test case.](image)

Table 7. Parameters of distributed power generation in IEEE 123 test case.

| Type of DG | Access Node | $P_{\text{max}}$ (MW) | $P_{\text{min}}$ (MW) | $r_{\text{DG}}$ (MW/min) | $V_{\text{base}}$ (kV) |
|-----------|-------------|-----------------------|-----------------------|--------------------------|-----------------------|
| DS1       | 20          | 2.00                  | 0.00                  | 0.2                      | 2.4                   |
| DS2       | 23          | 2.00                  | 0.00                  | 0.2                      | 2.4                   |
| DS3       | 25          | 1.00                  | 0.00                  | 0.15                     | 2.4                   |
| DS4       | 27          | 1.00                  | 0.00                  | 0.15                     | 2.4                   |
| DS5       | 31          | 1.00                  | 0.00                  | 0.1                      | 2.4                   |
| DS6       | 33          | 1.00                  | 0.00                  | 0.1                      | 2.4                   |
| FC1       | 16          | 1.00                  | 0.00                  | 0.2                      | 2.4                   |
| FC2       | 6           | 2.00                  | 0.00                  | 0.4                      | 2.4                   |
| FC3       | 10          | 1.00                  | 0.00                  | 0.25                     | 2.4                   |
| FC4       | 8           | 1.00                  | 0.00                  | 0.25                     | 2.4                   |
| FC5       | 4           | 1.00                  | 0.00                  | 0.2                      | 2.4                   |
| FC6       | 14          | 1.00                  | 0.00                  | 0.2                      | 2.4                   |
| MT1       | 88          | 2.00                  | 0.00                  | 0.4                      | 2.4                   |
| MT2       | 80          | 1.00                  | 0.00                  | 0.25                     | 2.4                   |
| MT3       | 90          | 1.00                  | 0.00                  | 0.25                     | 2.4                   |
| MT4       | 93          | 1.00                  | 0.00                  | 0.2                      | 2.4                   |
| MT5       | 97          | 2.00                  | 0.00                  | 0.5                      | 2.4                   |
| MT6       | 100         | 1.00                  | 0.00                  | 0.25                     | 2.4                   |
| MT7       | 102         | 2.00                  | 0.00                  | 0.4                      | 2.4                   |
| MT8       | 105         | 1.00                  | 0.00                  | 0.2                      | 2.4                   |
Table 8. Performance comparison of seven global optimization methods for the IEEE 123 node test case.

| Algorithms | SEUMRE | HAM | MSSR | MPS | GA  | SA  | PSO  |
|------------|--------|-----|------|-----|-----|-----|------|
| Average Power Loss (kW) | 36.8860 | 39.2078 | 39.4498 | 38.3270 | 36.6471 | **35.7628** | **35.9531** |
| Running Time (s) | 463.227 | 1865.49 | 5730.81 | 2142.685 | 420.0060 | 1650.756 | **160.4970** |
| NFE (times) | 31,890 | **6310** | 13,540 | 22,969 | 100,500 | 396,010 | 40,200 |

The operation optimization of the IEEE 123 node large-scale distribution system presented a different type of global optimization problem due to its large number of design variables and large search space, regardless of the same form of objective and constraint functions of the optimization formulation. The test results, shown in Table 6, present the different performance behaviors of the tested global optimization methods, comparing with the previous small- and medium-sized ADN operation optimization. The results showed that all three MBGO algorithms needed longer computation time, while the conventional GO algorithms converged to satisfactory results quicker. High dimensionality caused intractability of systematic searching through vast design space and approximation of the original, high-dimensional objective functions required exponentially increased number of sample points. The three surrogate model based MBGO methods narrowed down the search to specific regions too quickly, leading to repeated efforts in identifying the “most promising” region. While the three stochastic GO methods randomly sampled the entire search space, progressed slowly, but surely, producing the final search results in relatively shorter time. In addition, all six GO search methods require considerable solution time in identifying the optimal operation solution of the large ADN, and it becomes difficult or impossible to use this optimization method directly for real-time optimal ADN operation control and dynamic scheduling. Possible solutions to this problem include the less desirable path of using much more powerful computers; and the possible alternative of using a simple real-time, network load scenario pattern matching method to retrieve previously generated solution from the optimal ADN operation solution database that has been created off-line through intensive ADN operation optimizations for various possible load scenarios. The latter approach is part of our present research and again beyond the scope of this paper.

The findings from this research allows us to intelligently select different global optimization tools for different size of network operation optimization problems, and to introduce more advanced MBGO algorithms to address the issue. There is no simple one-size-fit-all solution for the optimal scheduling and design of various types and sizes of power distribution networks. For different scale ADN operation optimization problems, it is important to select the appropriate global solution tools accordingly. MBGO algorithms are more suitable for small- and medium-scale distribution system operation optimization; and for large-scale ADN operation optimization problem, the traditional GO algorithms are the preferable choices at present.

The power loss of different network operation scenarios for the IEEE 123 node test case is shown in Figure 15. The optimized operation of the large-scale ADN, solved using the conventional GO methods, presented much reduced system power loss of almost 68.3%.

Voltage distribution of the IEEE 123 node test case with and without optimal control is shown in Figure 16. The optimal control considerably reduced voltage deviation at all nodes through network wide optimization. The voltage deviation minimization and power loss minimization operation scenarios led to single-minded results, while the combined voltage deviation and power loss minimization operation scenario led to balanced operation and better overall control effect.
problems in a comparative study to better understand their advantages, drawbacks and limitations, and to provide guidelines for subsequent scheduling, planning and design optimization of ADNs.

The optimization problem with fully consideration of the uncertainties of distributed generations and loads has been introduced to reduce system power loss and minimize voltage deviation. The formulated optimization problem has been applied to three representative ADNs of different sizes: small-, medium- and large-scale, with 13, 33 and 123 nodes, modified from the standard IEEE test cases. Representative global optimization methods, both of the conventional, stochastic type and the more recently introduced MBGO kind have been used as solution methods for solving the operation optimization problems in a comparative study to better understand their advantages, drawbacks and limitations, and to provide guidelines for subsequent scheduling, planning and design optimization of ADNs. These include the three well-known stochastic and evolutionary GO methods, SA, GA and PSO, and the four MBGO methods, SEUMRE, HAM, MPS and MSSR. The computational efficiency, measured by computation time and NFE, and the global convergence of these methods are analyzed and discussed in details. The results from the network operation optimization and their comparisons showed that global

6. Conclusions

Figure 15. Power loss for the large-scale ADN in one day simulation for the IEEE 123 node test case.

Figure 16. Node voltage distribution for the IEEE 123 node test case.
optimization techniques can replace the less capable or even inadequate conventional optimization methods to effectively identify the optimal ADN operation solutions and to form the foundation for the optimal planning and design of ADN.

The comparisons produced guidelines on the applicability and suitability of each of these optimization methods to different classes of ADN operation optimization problems. For small-scale and medium-scale ADN operation optimization problems, search for the optimal operation solutions can be successfully and quickly carried out using the recently introduced MBGO methods. These algorithms can considerably reduce the computation time needed for solving these complex, black-box, global optimization problems, making operation scheduling optimization feasible for practical use. When the number of design variables is small, real-time operation scheduling might be feasible due to the short solution time needed. On the other hand, for large-scale ADN operation optimization problems with a large number of design variables, the MBGO methods required much more computation time to converge to the global optimum and showed inferior computation efficiency than the conventional stochastic global optimization methods. The high dimension problems with a large number of network nodes lead to exponential increase of sampling space size and possible numbers of local minima. The amount of computation for forming the meta-models in the three tested MBGO methods also increase sharply, leading to low search efficiency. The stochastic global optimization methods, due to their steady search schemes, present stable convergence and steady performance in dealing with these large scale problems. The MBGO algorithm is more suitable for small- and medium-scale ADN operation and planning design problem, and the evolutionary GO algorithm more effectively in large-scale ADN operation and planning and design issues. This research has shown ways to formulate and solve the challenging network operation scheduling global optimization problem. The optimal control of DGs and ESSs in active distribution network can effectively reduce network power loss and voltage deviation to ensure the economical operation of distribution network and guarantee the voltage stability of the system.

The NFE measures, reordered in the tests, also demonstrated the great benefits and potential of the MBGO methods in more challenging optimal operating ADN’s design optimization problems and other computation intensive tasks, through the optimal ESS sizing example. The method of optimal operating ADN’s design optimization is briefly discussed.

In this work, the challenging global optimization task of large ADN operation scheduling problem based on the IEEE 123 node test case has also been successfully completed, presenting a new path for finding the optimal solution of large adaptive grid scheduling. Meanwhile, a possible path for dealing with the high-dimensional ADN’s optimal scheduling problems have been briefly mentioned as possible future research.
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