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Abstract

The Wiener index of a graph \( W(G) \) is a well studied topological index for graphs. An outstanding problem of Šoltés is to find graphs \( G \) such that \( W(G) = W(G - v) \) for all vertices \( v \in V(G) \), with the only known example being \( G = C_{11} \). We relax this problem by defining a notion of Wiener indices for signed graphs, which we denote by \( W_\sigma(G) \), and under this relaxation we construct many signed graphs such that \( W_\sigma(G) = W_\sigma(G - v) \) for all \( v \in V(G) \). This ends up being related to a problem of independent interest, which asks when it is possible to 2-color the edges of a graph \( G \) such that there is a path between any two vertices of \( G \) which uses each color the same number of times.

1 Introduction

The Wiener index of a graph \( W(G) \) is defined to be \( W(G) = \frac{1}{2} \sum_{u,v \in V(G)} d_G(u,v) \), and throughout we adopt the convention that \( d_G(u,v) = \infty \) if \( u, v \) are in different components of \( G \). This definition was introduced by Wiener [12] in order to solve a problem in chemistry, and since then numerous results involving the Wiener index have been published, see for example [1, 7, 11, 13] and the numerous references therein. Of particular interest to us is a problem of Šoltés [10] which asks to find graphs \( G \) which satisfy \( W(G) = W(G - v) \) for all vertices \( v \in V(G) \). The only known example is \( G = C_{11} \), and we refer the reader to papers of Knor, Majstrović, and Škrevoski [4, 5, 6] for a thorough treatment of this problem.

Our main goal of this paper is to establish a notion of Wiener indices for signed graphs. A signed graph is a pair \((G, \sigma)\) where \( G \) is a graph and \( \sigma \) is a function from \( E(G) \) to \( \{\pm 1\} \) which is called a signing. Given a signed graph \((G, \sigma)\) and a subgraph \( G' \subseteq G \), we abuse notation slightly by writing \((G', \sigma)\) to be the signed graph where \( \sigma \) is the restriction of the map \( \sigma : E(G) \to \{\pm 1\} \) to \( E(G') \). In our drawings of signed graphs we represent negative edges with dashed lines and positive edges with solid lines, see for example Figure 1. We say that a path \( P \) is a \( uv \)-path if its endpoints are \( u \) and \( v \).
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Definition 1. If $P$ is a path in $G$ and $\sigma$ is a signing of $G$, we define $\sigma(P) := \sum_{e \in P} \sigma(e)$. For $u, v \in V(G)$ we define the signed distance $d_{G,\sigma}(u, v) = \min_P |\sigma(P)|$ where the minimum ranges over all $uv$-paths $P$, and when $G$ is understood we will simply denote this by $d_\sigma(u, v)$. We define the Wiener index $W_\sigma(G)$ of the signed graph $(G, \sigma)$ by $W_\sigma(G) = \frac{1}{2} \sum_{u,v \in V(G)} d_\sigma(u, v)$.

Observe that if $\sigma$ is a constant function, then $d_\sigma(u, v) = d(u, v)$, and hence $W_\sigma(G) = W(G)$. In particular, if $W(G) = W(G - v)$ for all $v \in V(G)$, then there exists a (constant) signing $\sigma$ of $G$ such that $W_\sigma(G) = W_\sigma(G - v)$. Thus the problem of finding signed graphs $(G, \sigma)$ with $W_\sigma(G) = W_\sigma(G - v)$ can be viewed as a relaxation of Šoltés’ problem.

In this paper we give many examples of signed graphs satisfying $W_\sigma(G) = W_\sigma(G - v)$ for all $v \in V(G)$, and even with $W_\sigma(G) = W_\sigma(G - S)$ for any set $S$ of size less than some value $k$. All of these examples rely heavily on the fact that, in the signed setting, it is possible to have $W_\sigma(G) = 0$. More generally, we use the following definition.

Definition 2. We say that a signing $\sigma$ of a graph $G$ is $k$-canceling if for any set $S \subseteq V(G)$ of size less than $k$, we have $W_\sigma(G - S) = 0$. We say that a graph $G$ is $k$-canceling if there exists a $k$-canceling signing $\sigma$ of $G$. We will refer to 1-canceling graphs (i.e. those with $W_\sigma(G) = 0$ for some $\sigma$) simply as canceling graphs.

In Section 4 we construct several families of graphs which are $k$-canceling for any given value of $k$. We postpone describing these results, and instead focus on the nicest cases of $k = 1, 2$. To state our main result, we recall that the square of a graph $G$, denoted $G^2$, is the graph which has $V(G^2) = V(G)$ and $uv \in G^2$ if and only if $d_G(u, v) \leq 2$. The following result implies, in particular, that squares of connected graphs on at least 5 vertices are canceling.

Theorem 1.1. Let $G$ be an $n$-vertex graph with $n \geq 5$. If $G$ contains the square of an $n$-vertex tree, then $G$ is canceling. If $G$ contains the square of a Hamiltonian cycle, then $G$ is 2-canceling.

It was proven by Fan and Kierstead [3] that any $n$-vertex graph $G$ with minimum degree at least $2(n - 1)/3$ contains the square of a Hamiltonian path, and hence this is a sufficient condition for $G$ to be canceling. It has also been proven by Komlós, Sárközy, and Szemerédi [9] that if $n$ is sufficiently large and $G$ has minimum degree at least $2n/3$, then $G$ contains the square of a Hamiltonian cycle. This result, together with Theorem 1.1 and the definition of being 2-canceling, gives the following.

Corollary 1.2. If $n$ is sufficiently large and $G$ is an $n$-vertex graph with minimum degree at least $2n/3$, then there exists a signing $\sigma$ of $G$ such that $W_\sigma(G) = W_\sigma(G - v) = 0$ for all $v \in V(G)$.

Our second main result involves necessary conditions for a graph to be canceling.

Theorem 1.3. If $G$ is a canceling graph on $n \geq 2$ vertices, then the following conditions hold:

(a) $G$ is connected,

(b) $G$ contains an odd cycle,
(c) $G$ has minimum degree at least 2, and

(d) $G$ has at least $n + 2$ edges.

Moreover, the conditions of (c) and (d) are best possible: for all $n \geq 5$, there exists an $n$-vertex graph $G$ with minimum degree 2 and $n + 2$ edges which is canceling.

Theorem 1.3 and a simple induction argument gives the following result, where we recall that a graph $G$ is $k$-connected if $G - S$ is connected for all $S \subseteq V(G)$ of size less than $k$.

**Corollary 1.4.** If $G$ is a $k$-canceling graph on $n \geq k + 1$ vertices, then the following conditions must hold:

(a) $G$ is $k$-connected,

(b) $G$ contains an odd cycle,

(c) $G$ has minimum degree at least $k + 1$, and

(d) $G$ has at least $n + \binom{k}{2} + 2k$ edges.

The rest of the paper is organized as follows. Theorem 1.1 is proven in Section 2 and Theorem 1.3 is proven in Section 3. In Section 4 we construct $k$-canceling graphs for all $k$, and in Section 5 we briefly investigate an $r$-colored variant of $k$-canceling signed graphs. We close with some concluding remarks in Section 6.

Before moving onto the main text, we record two basic observations that will be useful to us throughout the paper.

**Observation 1.5.** If $G'$ is a spanning subgraph of $G$ and $G'$ is $k$-canceling, then $G$ is $k$-canceling.

This result follows by taking any signing $\sigma$ of $G$ that restricts to a $k$-canceling signing of $G'$. A slightly less obvious observation is the following.

**Observation 1.6.** If $G$ has at least $k + 1$ vertices, then a signing $\sigma$ is $k$-canceling if and only if $W_\sigma(G - S) = 0$ for all sets $S \subseteq V(G)$ of size exactly $k - 1$.

**Proof.** The forward direction is clear, so assume $W_\sigma(G - S) = 0$ for all sets $S \subseteq V(G)$ of size $k - 1$, and let $T \subseteq V(G)$ be a set of size $\ell < k$. We claim that $d_{G - T, \sigma}(u, v) = 0$ for any $u, v \in V(G - T)$. Indeed, take any $S \supseteq T$ of size $k - 1$ which does not contain $u, v$ (which exists since $G$ has at least $k + 1$ vertices). Then by assumption of $W_\sigma(G - S) = 0$, there exists a $uv$-path $P$ in $G - S$ from $u$ to $v$ with $\sigma(P) = 0$. This path is also in $G - T$, which shows that $d_{G - T, \sigma}(u, v) = 0$. As $T, u, v$ were arbitrary, we conclude that $\sigma$ is $k$-canceling. \qed
and the symmetry of the problem, it suffices to show that
\( \sigma(P) = 0 \).

\[ \text{Figure 1: The } v_1v_9\text{-path } P \text{ with } \sigma(P) = 0. \]

## 2 Proof of Theorem 1.1

In order to prove Theorem 1.1, we first show that a particular signing for squares of path graphs gives \( W_\sigma(P^2_n) = 0 \) for \( n \geq 5 \) and \( n \neq 6 \).

**Lemma 2.1.** Let \( P_n \) be the \( n \)-vertex path on \( v_1, \ldots, v_n \) and let \( \sigma \) be the signing of \( P^2_n \) such that \( \sigma(e) = +1 \) if and only if \( e \in P_n \). If \( n \geq 5 \), then we have \( d_\sigma(v_i, v_j) = 0 \) for all \( i, j \) unless \( n = 6 \) and \( \{i, j\} = \{1, 6\} \).

**Proof.** Assume \( n \geq 5 \) and let \( v_i, v_j \in V(P^2_n) \) with \( i < j \). We first claim that if \( j - i \equiv 0 \mod 3 \) (possibly with \( j = i \)), then there exists a path \( P_{i,j} \) from \( v_i \) to \( v_j \) such that \( \sigma(P_{i,j}) = 0 \) and such that every \( v_k \in V(P_{i,j}) \) satisfies \( i \leq k \leq j \) and \( k - i \equiv 0 \mod 3 \). Indeed, this follows by taking the path

\[ v_i v_{i+1} v_{i+3} v_{i+4} v_{i+6} \cdots v_{j-3} v_{j-2} v_j. \]

The path \( P_{i,j} \) shows that \( d_\sigma(v_i, v_j) = 0 \) if \( j - i \equiv 0 \mod 3 \). If \( j - i \equiv 1 \mod 3 \) and \( j \neq 2 \), then one can take the path formed by \( P_{i,j-1} \) concatenated with the path \( v_{j-1} v_{j-2} v_j \), and we note that \( 1 \leq j - 2 \leq n \) since \( j \neq 2 \) and that \( v_{j-2} \notin P_{i,j-1} \) since \( (j - 2) - i \equiv 2 \mod 3 \). If \( j = 2 \) then we must have \( i = 1 \) and we can take the path \( v_1 v_3 v_2 \) since \( n \geq 3 \).

If \( j - i \equiv 2 \mod 3 \) and \( j \neq 3, n \), then we can take \( P_{i,j-2} \) together with \( v_{j-2} v_{j-3} v_{j-1} v_{j+1} v_j \). If \( j = 3 \) then \( i = 1 \) and we can take the path \( v_1 v_2 v_4 v_5 v_3 \) because \( n \geq 5 \). Thus it remains to show that \( d_\sigma(v_1, v_n) = 0 \) when \( n - i \equiv 2 \mod 3 \). By the symmetry of the signing, it suffices to show \( d_\sigma(v_1, v_j) = 0 \) when \( j - 1 \equiv 2 \mod 3 \), and by the analysis we've already done this holds except possibly when \( j = n \) and \( n \equiv 0 \mod 3 \). This proves the \( n = 6 \) case, so we now only need to consider \( n \geq 9 \) with \( n \equiv 0 \mod 3 \). In this case we can show \( d_\sigma(v_1, v_n) = 0 \) by using the path \( P = v_1 v_3 v_2 v_4 v_5 v_6 v_8 v_7 v_9 \) (see Figure 1) concatenated with \( P_{9,n} \) (and by our claim, \( P_{9,n} \) uses no internal vertices of \( P \)), proving the lemma. \( \square \)

Let \( S_n \) denote the \( n \)-vertex star. In this case \( S^2_n = K_n \), so to prove Theorem 1.1, we will need the following lemma which shows that (in particular) \( K_n \) is canceling for \( n \geq 5 \).

**Lemma 2.2.** If \( n \geq 5 \), then \( K_n \) is 2-canceling.

**Proof.** Let \( V(K_n) = \{v_1, \ldots, v_n\} \) and consider the signing \( \sigma \) which has \( \sigma(v_i, v_{i+1}) = +1 \) for all \( 1 \leq i \leq n \) (with the indices written mod \( n \)) and \( \sigma(e) = -1 \) for all other edges \( e \). By Observation 1.6 and the symmetry of the problem, it suffices to show that \( W_\sigma(K_n - S) = 0 \) where \( S = \{v_n\} \).
Consider any \( v_i, v_j \in K_n - S \) with \( i < j \). If \( i \neq 1 \) then the path \( v_i v_{i-1} v_j \) in \( K_n - S \) shows that \( d_\sigma(v_i, v_j) = 0 \), and if \( j \neq n - 1 \) then the path \( v_i v_{j+1} v_j \) works. Thus it suffices to show \( d_\sigma(v_1, v_{n-1}) = 0 \), and this works by considering \( v_1 v_2 v_{n-1} \) because \( n \geq 5 \).

We now move on to prove our general theorem.

**Proof of Theorem 1.1.** By Observation 1.5 it suffices to prove the result when \( G = C_n^2 \) or \( G \) is the square of an \( n \)-vertex tree. One can check by hand that the signings in Figure 2 show that \( G = C_n^2 \) is 2-canceling and \( G = P_6^2 \) is canceling.

Consider the case \( G = C_n^2 \). Note that \( C_n^2 = K_5 \), so this is 2-canceling by Lemma 2.2. Thus it remains to prove the result for \( n \geq 6 \) with \( n \neq 7 \). In this case we let \( \sigma \) be the signing with \( \sigma(e) = +1 \) if and only if \( e \in C_n \). By Observation 1.6 it suffices to prove \( W_\sigma(C_n^2 - v) \) for any vertex \( v \). Observe that \((C_n^2 - v, \sigma)\) contains as a spanning subgraph the signed graph \((P_{n-1}^2, \sigma')\) with \( \sigma' \) the signing from Lemma 2.1. Because \( W_\sigma(P_{n-1}^2) = 0 \) for \( n \geq 6 \) and \( n \neq 7 \), this implies that \( W_\sigma(C_n^2 - v) = 0 \) for these values of \( n \).

It remains to prove the result when \( G = T^2 \) for some \( n \)-vertex tree \( T \). If \( T \) is the \( n \)-vertex star \( S_n \), then \( T^2 = K_n \) and the result is given by Lemma 2.2. Thus in what follows we assume that \( T \) is an \( n \)-vertex tree with \( n \geq 5 \) such that \( T \) is not \( P_6 \) nor a star \( S_n \).

Take \( \sigma \) to be the signing with \( \sigma(e) = +1 \) if and only if \( e \in T \). Let \( u, v \) be arbitrary vertices in \( T \), and let \( Q \) be any maximal path in \( T \) containing \( u, v \), say with \( Q = x_1 \cdots x_m \) and \( x_1 = u, x_j = v \). Observe that the signed graph \((Q^2, \sigma)\) is isomorphic to the signed graph \((P_{m-1}^2, \sigma')\) in Lemma 2.1, so by the lemma we have \( d_\sigma(u, v) = 0 \) unless possibly \( m \leq 4 \) or \( m = 6 \) and \( \{i, j\} = \{1, 6\} \).

First note that \( m \geq 3 \) since \( Q \) is a maximal path and \( T \) is a tree on at least 3 vertices. If \( Q = x_1 x_2 x_3 \), then because \( n \geq 4 \), there must exist some vertex \( w \notin Q \) which is adjacent to some \( x_i \) vertex. Note that \( x_1, x_3 \) are leaves because \( Q \) is maximal, so we must have that \( w \) is adjacent to \( x_2 \). Because \( n \geq 5 \) and the assumption that no vertex in \( T \) has degree \( n - 1 \) (i.e., \( T \neq S_n \)), some vertex \( w' \) must be at distance 2 from \( x_2 \) in \( T \), and without loss of generality we can assume \( w' \) is adjacent to \( w \), see Figure 3(a). We can then consider the paths \( x_1 w x_2, x_2 w x_3, \) and \( x_1 w w' x_2 x_3 \) to see that \( d_\sigma(x_a, x_b) = 0 \) for all \( 1 \leq a < b \leq 3 \), and in particular \( d_\sigma(u, v) = 0 \).

Now assume \( Q = x_1 x_2 x_3 x_4 \). Again \( n \geq 5 \) implies that there must exist some other vertex \( w \), and by the symmetry of the problem (and that \( x_1, x_4 \) are leaves) we can assume \( w \) is adjacent to \( x_2 \), see Figure 3(b). Now we can use the paths \( x_1 w x_2, x_1 w x_2 x_4 x_3, x_1 x_3 x_4, x_2 x_1 x_3, x_2 x_1 w x_3 x_4, x_3 x_2 x_4 \)
to see that again $d_{\sigma}(u, v) = 0$.

Finally, we consider the case $Q = x_1 \cdots x_6$ with, say, $u = x_1, v = x_6$. Because $T \neq P_6$ there exists some other vertex $w$, which without loss of generality we can assume is adjacent to either $x_2$ or $x_3$. In the former case we consider the path $x_1wx_2x_4x_5x_6$, and in the latter case we use $x_1x_2wx_3x_4x_6$. Either case shows $d_{\sigma}(u, v) = 0$, completing the proof.

Before closing this section, we note that the condition on $n$ in Theorem 1.1 is tight: $P_4^2$ is $K_4$ minus an edge which is not canceling, and similarly $C_4^2 = K_4$ is not 2-canceling.

3 Proof of Theorem 1.3

It is clear that a canceling graph must be connected. This and the following lemma shows that bipartite graphs on at least 2 vertices can not be canceling.

Lemma 3.1. If $G$ is a bipartite graph with bipartition $U \cup V$, then $W_{\sigma}(G) \geq |U||V|$ for every signing $\sigma$.

Proof. Let $\sigma$ be a signing of $G$, $u \in U$, and $v \in V$. We claim that $d_{\sigma}(u, v) \geq 1$. Indeed, because $G$ is bipartite, every path from $u$ to $v$ in $P$ has an odd number of edges, and hence $|\sigma(P)|$ will be an odd integer. In particular, it will be at least 1. Thus

$$W_{\sigma}(G) = \frac{1}{2} \sum_{x, y \in V(G)} d_{\sigma}(x, y) \geq \sum_{u \in U, v \in V} d_{\sigma}(u, v) \geq |U||V|,$$

proving the lemma.

A similar argument gives the following.

Lemma 3.2. If $G$ has $\ell$ vertices of degree 1, then $W_{\sigma}(G) \geq \ell$ for every signing $\sigma$.

Proof. If $u$ has degree 1, let $x_u$ be its unique neighbor. Observe that $ux_u$ is the only path from $u$ to $x_u$, so $d_{\sigma}(u, x_u) = 1$ for every signing $\sigma$. Summing this over all $u$ of degree 1 gives the result.
Figure 4: A canceling graph which consists of four paths with the same endpoints.

Lemma 3.2 shows that we only have to consider (connected) graphs with minimum degree at least 2. The following lemma with \( t = 2 \) shows that canceling graphs must contain a vertex of degree at least 3.

**Lemma 3.3.** Let \( G \) be a graph which consists of internally disjoint paths \( P_1, \ldots, P_t \) that have the same endpoints \( x \) and \( y \). If \( t \leq 3 \), then \( G \) is not canceling.

This bound on \( t \) is best possible: Figure 4 gives a signing of a graph consisting of 4 paths with common endpoints which is canceling.

**Proof.** Assume for contradiction that there exists a signing \( \sigma \) of \( G \) such that \( d_\sigma(u, v) = 0 \) for all \( u, v \in V(G) \). Intuitively our goal is to prove that \( G \) must look roughly like the graph in Figure 4 after deleting the topmost path, which is not canceling because the two vertices in the bottom path have positive signed distance.

It is not too hard to see that the only paths between \( x \) and \( y \) are the \( P_i \) paths, so having \( d_\sigma(x, y) = 0 \) implies that \( \sigma(P_i) = 0 \) for some \( i \), say with \( i = 1 \). Note that this means \( P_1 \) has a (positive) even number of edges.

Let \( x' \) be the vertex in \( P_1 \) adjacent to \( x \), and without loss of generality we assume \( \sigma(xx') = +1 \). It is not hard to see that the only paths from \( x' \) to \( x \) are the edge \( xx' \) and the path \( P_1 - x \) concatenated with another one of the \( P_j \) paths. In particular, we must have \( \sigma(P_1 - x) + \sigma(P_j) = 0 \) for some \( j \neq 1 \), say \( j = 2 \). Because \( \sigma(P_1) = 0 \) and \( \sigma(xx') = +1 \), we have \( \sigma(P_1 - x) = -1 \) and hence \( \sigma(P_2) = +1 \). Similarly the only paths from \( x' \) to \( y \) are \( P_1 - x \) (which has \( \sigma(P_1 - x) = -1 \neq 0 \)) and paths which use \( x'x \) together with one of the \( P_j \) paths, and the same reasoning as before implies that \( \sigma(P_3) = -1 \).

Because \( G \) is a graph (and not a multigraph), at least one of \( P_2 \) and \( P_3 \) uses more than 1 edge. Without loss of generality we can assume this holds for \( P_3 \). Let us denote the vertices of \( P_3 \) by \( z_1z_2\cdots z_p \), where \( z_1 = x \) and \( z_p = y \). Because \( P_3 \) has at least two edges and \( \sigma(P_2) = -1 \), there must exist some \( j \) such that \( \sigma(z_jz_{j+1}) = +1 \). Observe that every path from \( z_j \) to \( z_{j+1} \) is either \( z_jz_{j+1} \), or \( z_jz_{j-1}\cdots z_1 \) concatenated with some \( P_j' \) and the path \( z_pz_{p-1}\cdots z_{j+1} \). Note that \( \sigma(z_jz_{j+1}) = +1 \neq 0 \), and the \( z_jz_{j+1} \)-path \( P \) using \( P_j' \) has

\[
\sigma(P) = \sigma(P_j') + \sigma(P_3) - \sigma(z_jz_{j+1}) = \sigma(P_j') - 2.
\]

Because \( \sigma(P_1), \sigma(P_2), \sigma(P_3) \neq 2 \), we have \( d_\sigma(z_j, z_{j+1}) > 0 \), a contradiction. \( \square \)

The last lemma we will need to show that the conditions of Theorem 1.3 are necessary is the following.
Lemma 3.4. Let $G_1, G_2$ be graphs such that $V(G_1) \cap V(G_2) = \{w\}$. Then $G_1 \cup G_2$ is canceling if and only if $G_1$ and $G_2$ are canceling.

Proof. For any signing $\sigma$, we claim that

$$W_\sigma(G_1 \cup G_2) \geq W_\sigma(G_1) + W_\sigma(G_2).$$

Indeed, consider any two vertices $u, v \in V(G_1)$. We observe that every path between $u$ and $v$ must lie entirely in $G_1$, so the signed distance between these two vertices in $G_1 \cup G_2$ is the same as their signed distance restricted just to $G_1$. The same result holds for $G_2$, so in total this gives

$$W_\sigma(G_1 \cup G_2) \geq \frac{1}{2} \sum_{i=1,2} \sum_{u,v \in V(G_i)} d_\sigma(u,v) = W_\sigma(G_1) + W_\sigma(G_2).$$

In particular, if there exists no signing with, say, $W_\sigma(G_1) = 0$, then the inequality above shows that there exists no such signing for $G_1 \cup G_2$ as well.

Now assume there exist signings $\sigma_i$ for $G_i$ such that $W_{\sigma_i}(G_i) = 0$. Let $\sigma$ be the signing of $G_1 \cup G_2$ which has $\sigma(e) = \sigma_i(e)$ for $e \in E_i$ (this is well defined since $G_1, G_2$ have no edges in common). With this we immediately have that $d_\sigma(u,v) = 0$ for $u, v \in V(G_i)$ and any $i$. If $u_i \in V(G_i)$, then by assumption there exists a $u_i w$-path $P_i$ in $G_i$ with $\sigma_i(P_i) = 0$. The concatenation of $P_1$ and $P_2$ shows that $d_\sigma(u_1, u_2) = 0$ for any $u_i \in V(G_i)$, and thus $W_\sigma(G_1 \cup G_2) = 0$ as desired. □

We use the following lemma to construct a family of graphs which show that the conditions of Theorem 1.3 are best possible.

Lemma 3.5. Let $(G', \sigma')$ be a signed graph with $W_{\sigma'}(G') = 0$ such that there exists a cycle $C'$ in $G'$ containing an edge $e$ with $\sum_{e' \in C'} \sigma'(e') = -\sigma'(e)$. If $G$ is any graph obtained by replacing $e$ in $G'$ with a path on an odd number of edges, then $G$ is canceling.

Examples of graphs and edges $e$ which satisfy these conditions can be found in Figure 5.

Proof. Let $e = xy$ be an edge as in the hypothesis of the lemma and let $G$ be $G'$ after replacing $e$ with the path $P = x w_1 \ldots w_{2i} y$ for some $i \geq 0$. We let $w_0 = x$ and $w_{2i+1} = y$. Define a signing $\sigma$ for $G$ by $\sigma(e') = \sigma'(e')$ if $e' \in E(G')$ and such that $\sigma(w_j w_{j+1}) = (-1)^j \sigma'(e)$ for all $0 \leq j \leq 2i$. Observe that with this $\sigma(P) = \sigma'(e)$. We claim that $W_\sigma(G) = 0$.

Let $u, v \in V(G)$. If $u, v \in V(G')$, then by assumption there exists some $uv$-path $Q'$ in $G'$ such that $\sigma'(Q') = 0$. Let $Q$ be the path in $G$ obtained by replacing the edge $e$ in $Q'$ with the path $P$ (and if $e \notin Q'$ we let $Q = Q'$). Because $\sigma(P) = \sigma'(e)$, we have $\sigma(Q) = \sigma'(Q') = 0$, so $d_\sigma(u,v) = 0$ in this case.

Now consider the case $u = w_j$, and without loss of generality assume that $j$ is even. If $v \in V(G')$, then there exists an $xv$-path $Q_x'$ in $G'$ with $\sigma(Q_x') = 0$ (if $v = x$, then $Q_x'$ is the empty path). If $Q_x'$ does not use the edge $e = xy$ then $P_{\leq j} := w_j w_{j-1} \cdots w_1 x$ concatenated with $Q_x'$ shows $d_\sigma(u,v) = 0$ (here $\sigma(P_{\leq j}) = 0$ because $j$ is even), and otherwise $e$ must be the first edge of $Q_x'$ (since the path starts at $x$) and one can concatenate $P_{\geq j} := w_j w_{j+1} \cdots y$ with $Q_x' - e$ to show $d_\sigma(u,v) = 0$ by using $\sigma(P_{\geq j}) = \sigma(P) - \sigma(P_{\leq j}) = \sigma'(e)$. 

8
Figure 5: The graphs $G_1$ and $G_2$ and edges $e$ which satisfy Lemma 3.5.

Now assume $v = w_{j'}$. If $j'$ is even, then we can assume $j < j'$ and use the path $w_j w_{j+1} \cdots w_{j'}$ to show $d_\sigma(w_j, w_{j'}) = 0$. Thus we can assume $v = w_{j'}$ with $j'$ odd. If $j < j'$, then we can take the concatenation of the path $P_{\leq j}$ together with $Q_{y}'$ (which does not use the edge $e$) and $P_{\geq j'}$ to show $d_\sigma(w_j, w_{j'}) = 0$. If $j' < j$, then take the concatenation of the paths $P_{\leq j'}$, $Q := C' - e$ (where $C'$ is as in the hypothesis), and $P_{\geq j}$. Observe that

$$\sigma(P_{\leq j'}) + \sigma(P_{\geq j}) = \sigma(P) - \sum_{t=j'}^{j-1} \sigma(w_tw_{t+1}) = \sigma'(e) + \sigma'(e) = 2\sigma'(e),$$

where here we used that $j'$ is odd (so the first term of the sum is $-\sigma'(e)$) and that $j$ is even (so that there are an odd number of terms in the alternating sum). By hypothesis $\sigma(Q) = -2\sigma'(e)$, so in total this path gives $d_\sigma(w_j, w_{j'}) = 0$, completing the proof.

We now prove our main result for this section.

**Proof of Theorem 1.3.** Let $G$ be a canceling graph on at least 2 vertices. It is clear that $G$ must be connected, and Lemmas 3.1 and 3.2 implies that $G$ contains an odd cycle and has minimum degree at least 2. Given this, if $G$ had $n$ edges then $G$ would have to be a cycle, but this is impossible by Lemma 3.3 with $t = 2$. Thus $G$ must have at least $n + 1$ edges.

If $G$ had exactly $n + 1$ edges, then because $G$ has minimum degree at least 2 it must either have exactly one vertex of degree 4 and the rest of degree 2, or exactly two vertices of degree 3 and the rest of degree 2. It is not difficult to see that the former case (and $G$ being connected) implies that $G$ consists of two cycles sharing a common vertex, and this is not canceling by Lemmas 3.4 and 3.3 for $t = 2$. The latter case implies that $G$ consists of three internally disjoint paths from the two vertices of degree 3, and in this case Lemma 3.3 with $t = 3$ implies that $G$ is not canceling. Thus $G$ must contain at least $n + 2$ edges.

To show that these conditions are best possible, consider the two graphs $G_0, G_1$ given in Figure 5. It is not hard to see that these are canceling (in particular, $G_1 = (P_5^2, \sigma)$ with $\sigma$ as in Lemma 2.1), that the edges labeled $e$ satisfy the hypothesis of Lemma 3.5, and that $|E(G_i)| = |V(G_i)| + 2$ for $i = 1, 2$. Thus for all even $n \geq 6$, one can use Lemma 3.5 to replace $e \in G_0$ by a path with $n - 4$ new vertices to obtain an $n$-vertex canceling graph $G$ which has minimum degree 2 and $n + 2$ edges. Similarly one can replace the edge $e \in G_1$ with a path to get the result for all odd $n \geq 5$, proving the result. \qed
4 \textit{k-canceling Graphs}

By Observation 1.5, we see that there exists an $n$-vertex $k$-canceling graph if and only if $K_n$ is $k$-canceling, so as a first step it makes sense to try and understand when $K_n$ is $k$-canceling. The best general bound we have for this is the following.

**Proposition 4.1.** If $n \geq 2k + 4$, then $K_n$ is $k$-canceling.

We note that this bound is not tight, even for $k = 1$. Proposition 4.1 is an immediate corollary of the following result by taking $G'$ to be a complete bipartite graph on $U \cup V$ with $|U| = |V| = k + 2$.

**Proposition 4.2.** Let $G'$ be a bipartite graph on $U \cup V$ with $|U|, |V| \geq k + 2$ and minimum degree at least $k + 1$. Let $G$ be the graph obtained from $G'$ by adding every edge between two vertices of $U$ and every edge between two vertices of $V$. Then $G$ is $k$-canceling.

**Proof.** Let $\sigma$ be the signing such that $\sigma(uv) = +1$ if and only if $u \in U$ and $v \in V$. Let $x, y$ be arbitrary vertices of $G$ and $S$ a set of less than $k$ vertices.

First consider the case $x \in U$ and $y \in V$. Because $x$ has at least $k + 1$ neighbors in $V$, it has some neighbor $z \in V - S - \{y\}$, and in this case the path $xyz$ shows $d_\sigma(x, y) = 0$. Now suppose $x, y \in U$. Because $|U - S| \geq 3$, there exists some $z \in U - S - \{x, y\}$. As argued before, $z$ has a neighbor $w \in V - S$ and $y$ has a neighbor $w' \in V - S - \{w'\}$. Then the path $xzw'y$ shows $d_\sigma(x, y) = 0$. A symmetric argument gives the result if $x, y \in V$, completing the proof.

Another family of examples can be obtained from blowups of odd cycles. If $G$ is a graph on $\{v_1, \ldots, v_t\}$, then the $(n_1, \ldots, n_t)$-blowup of $G$ is defined to be the $t$-partite graph on sets $V_1, \ldots, V_t$ with $|V_i| = n_i$ and with $u \in V_i$ and $w \in V_j$ adjacent if and only if $v_i \sim v_j$ in $G$.

**Proposition 4.3.** Let $G$ be the $(n_1, \ldots, n_{2t+1})$-blowup of a cycle $C_{2t+1}$ with $t \geq 1$. If $n_i \geq 2k$ for all $i$, then $G$ is $k$-canceling.

By Theorem 1.3(b), it is necessary that we take the blowup of an odd cycle. The uniform bound $n_i \geq 2k$ cannot be weakened when $k = 1$ since Theorem 1.3(d) shows that $C_{2t+1}$ (which is the $(1, \ldots, 1)$-blowup of $C_{2t+1}$) is not canceling. It may be possible to improve the bound on $n_i$ for larger $k$.

**Proof.** Let $V_1 \cup \cdots \cup V_{2t+1}$ be the partition of $G$ such that $|V_i| = n_i$ and every vertex of $V_i$ is adjacent to every vertex of $V_{i-1} \cup V_{i+1}$. Further partition each set $V_i$ arbitrarily into two sets $V_i^0, V_i^1$ of each of size at least $k$. Let $\sigma$ be the signing which has $\sigma(uv) = +1$ if and only if $u \in V_i^j$ and $v \in V_{i+1}^j$ for some $i, j$.

Let $u, v \in V(G)$ and let $S$ be an arbitrary set of less than $k$ vertices. Define $U_i^j = V_i^j - S$, and note that each of these sets contain some vertex $u_i^j$. By relabeling our parts we can assume $u \in U_1^0$. If $v \in U_1^1$, then the path $uu_2^0u_1^1u_2^1v$ shows $d_\sigma(u, v) = 0$, see Figure 6(a). If $v \in U_1^0$, then the path $uu_2^0v$ works.
Thus we can assume \( v \in U^j_i \) for some \( i \neq 1 \), and possibly be relabeling our parts again we can assume\(^1\) \( v \in U^j_{2i+1} \) for some \( i \). If \( j \) has the same parity as \( i \), then any path of the form\(^2\)
\[
 uu^j_1 u^j_2 u^j_3 u^j_4 \ldots u^j_i u^j_{i+1} u^j_{i+2} \ldots u^j_{2i} v
\]
shows \( d_\sigma(u, v) = 0 \) since the first \( i \) edges are all given negative signs while the latter are given positive signs, see Figure 6(b). If \( i, j \) have different parities, then one can use a path \( P \) as above to reach \( u^j_{2i+1} \), and then one can go to \( u^j_{2i} \) and then to \( v \) (note that the only vertex of \( P \) in \( U^j_{2i} \) is in \( U^1_{i+1} \), so \( u^j_{2i} \) is a new vertex and this genuinely defines a path). This completes the proof. \( \square \)

5 \( r \)-colored Graphs

The study of canceling graphs has a natural extension to \( r \)-colored graphs.

**Definition 3.** Given an edge coloring \( \chi : E(G) \to [r] \), we say that a path \( P \) is **canceling** if 
\[
|\{ e \in P : \chi(e) = i \}| = |\{ e \in P : \chi(e) = j \}|
\]
for all \( i, j \). That is, every color is used the same number of times in \( P \). We say that an edge coloring \( \chi : E(G) \to [r] \) is **\((r, k)\)-canceling** if for any \( u, v \in V(G) \) and set \( S \subseteq V(G) \setminus \{u, v\} \) of size less than \( k \), there exists a canceling path \( P \) from \( u \) to \( v \) in \( G - S \). We say that a graph \( G \) is **\((r, k)\)-canceling** if there exists an \((r, k)\)-canceling edge coloring \( \chi \) of \( G \).

Observe that \((2, k)\)-canceling graphs are exactly \( k \)-canceling graphs since \( d_\sigma(u, v) = 0 \) is equivalent to the existence of a \( uv \)-path which uses each “color” \( \pm 1 \) the same number of times.

A few of the basic lemmas we have established for \( k \)-canceling graphs extend to \((r, k)\)-canceling graphs, but for the most part the proofs of our main results do not carry over to this setting. For example, it may be the case that \( P_n^r \) is \((r, 1)\)-canceling for \( n \) sufficiently large in terms of \( r \), but the natural analog of the coloring of Lemma 2.1 (namely, the one which gives two vertices

\(^1\)This is essentially because there is a path of even length between any two vertices of \( C_{2i+1} \).

\(^2\)Here if \( p \leq i + 1 \), then the \( p \)th vertex of the path appears in \( U^j_p \) with \( p, q \) having opposite parities, so in particular the \( i + 1 \)st vertex will be in \( U^j_{i+1} \) as we have implicitly claimed.
color $i$ if they are at distance $i$ in $P_n$) can quickly be shown not to work for $r = 3$, so new ideas would be needed here.

As a first step towards exploring these problems, we establish a bound for $K_n$.

**Proposition 5.1.** If $n \geq 3(k - 1)(r - 1)$ with $r \geq 3$ and $k \geq 2$, then $K_n$ is $(r, k)$-canceling.

**Proof.** Let $m = 3(k - 1)(r - 1)$ and let $V(K_n) = \{x_1, \ldots, x_m, y_{m+1}, \ldots, y_n\}$. For $i < m$ let $\chi(x_i, x_{i+1}) = j$ where $j \equiv i \mod (r - 1)$, let $\chi(x_m, x_1) = r - 1$, and let $\chi(e) = r$ for all other edges. That is, we form a cycle on the $x_1, \ldots, x_m$ vertices which cycles through the first $r - 1$ colors a total of $3(k - 1)$ times, and we use the last color $r$ for every other edge, see Figure 7 for the case $r = 3$, $k = 2$, and $n = 6$.

Let $u, v \in V(G)$ and let $S \not\ni u, v$ be a set of less than $k$ vertices. For ease of presentation we will only consider the case that $S$ contains a vertex of $\{x_1, \ldots, x_m\}$ (the other case being strictly easier to analyze), and without loss of generality we can assume $x_m \in S$. Write $S \cap \{x_1, \ldots, x_m\} = \{x_{i_1}, x_{i_2}, \ldots, x_{i_p}\}$ with $i_j < i_{j+1}$ for all $j$ (and hence $i_p = m$). By letting $i_0 := 0$, we see that $\sum_{j=1}^{p} i_j - i_{j-1} = m$, so one of these at most $k - 1$ terms must have size at least $m/(k - 1) \geq 3r - 3$. Without loss of generality we can assume this holds for $j = 1$, which means that $x_1, \ldots, x_{3r-4} \not\in S$. In particular, $x_1, \ldots, x_{2r-1} \not\in S$ since $r \geq 3$, so we can always use these vertices to construct canceling paths in $K_n - S$.

First assume\(^3\) $u, v \notin \{x_1, x_2, \ldots, x_{2r}\}$. In this case the path $ux_1 \cdots x_{2r-1}v$ is $r$-canceling (in particular, $u \neq x_m \in S$, so $\chi(u, x_1) = r$). If $u = x_i$ with $1 \leq i \leq r$ and $v \notin \{x_1, \ldots, x_{2r}\}$, then one can consider the path $x_i x_{i+1} \cdots x_{i+r-1}v$. If $u = x_i$ with $r \leq i \leq 2r$ and $v \notin \{x_1, \ldots, x_{2r}\}$, then one can consider the path $x_i x_{i-1} \cdots x_{i-r+1}v$.

It remains to deal with the case $u = x_i, v = x_j$ with $i, j \in \{1, 2, \ldots, 2r\}$. Without loss of generality we can assume $i < j$. If $i \geq r$ then we can consider the path $x_i x_{i-1} \cdots x_{i-r+1}x_j$, and similarly if $j \leq 2r - 3$ we can consider the path $x_j x_{j+1} \cdots x_{j+r-1}x_i$. Thus we can assume $i < r \leq 2r - 3 < j$. If $i + r < j$ then we could consider the path $x_i \cdots x_{i+r-1}x_j$, so in total we must have

$$2r - 2 \leq j \leq i + r \leq 2r - 1.$$  

If $i = r - 1$, then both paths $x_{r-1}x_{r-2} \cdots x_1x_{2r-2}x_{2r-1}$ and $x_{r-1}x_{r-2} \cdots x_1x_{2r-1}x_{2r-2}$ are canceling (since $x_1 \cdots x_r$ uses each of the first $r - 1$ colors and $x_{2r-2}x_{2r-1}$ has the same color as $x_{r-1}x_r$), see Figure 8 for the case $r = 3$. Thus in this case there is a canceling path from $x_i$ to $x_j$ regardless of whether $j = 2r - 2$ or $j = 2r - 1$. So we can assume $i = r - 2$ and hence\(^3\) Note that we could have $x_{2r} \in S$, but in this case we trivially have $u, v \neq x_{2r}$.\[\]
Figure 8: The path from $x_2 = x_{r-1}$ to $x_4 = x_{2r-2}$ when $r = 3$. Note that $x_2x_3$ is a dashed edge, $x_3x_4$ is a solid edge, and all the other missing edges are dotted.

$j = 2r - 2$. In this case we can consider the path $x_{2r-2}x_{2r-1} \cdots x_{3r-4}x_{r-1}x_{r-2}$ and again this is canceling. We conclude that the coloring $\chi$ is $(r, k)$-canceling, proving the result.

6 Concluding Remarks

There are many directions one could consider for further research. One is to continue to explore $k$-canceling and more generally $(r, k)$-canceling graphs. In particular, it would be nice to know when $K_n$ is $(r, k)$-canceling, since there exist $n$-vertex $(r, k)$-canceling graphs if and only if $K_n$ is $(r, k)$-canceling.

Question 6.1. Let $n_{r,k}$ be the smallest integer such that $K_n$ is $(r, k)$-canceling for all $n \geq n_{r,k}$. What is $n_{r,k}$ (approximately)? In particular, what are $n_{2,k}$ and $n_{r,1}$ (asymptotically) equal to?

For example, Propositions 4.1 and 5.1 show that $n_{r,k} \leq 3kr$ for all $k, r \geq 1$. It is not difficult to show that $n_{2,1} = 4$, $n_{2,2} = 5$, and $n_{2,3} = 7$ by using Lemma 2.2, Proposition 4.1, and some casework for small $n$. Our best general bounds for $r = 2$ are the following.

Proposition 6.2. For $k \geq 5$ we have

$$k + \log_4(k) \leq n_{2,k} \leq 2k + 4.$$

Proof. The upper bound follows from Proposition 4.1. A well known result in Ramsey theory [2] says that any 2-coloring of $K_n$ contains a monochromatic clique on at least $\log_4(n)$ vertices (or equivalently, if $n \geq 4^t$, then any 2-coloring of $K_n$ contains a monochromatic $K_t$). Thus if $n = k - 1 + \log_4(k)$, then any signing $\sigma$ of $K_n$ yields a monochromatic clique on a set $T$ of size at least $\log_4(k)$. Taking $S = V(K_n) \setminus T$ (which is a set of size less than $k$) gives that $G - S$ is a monochromatic clique on at least 2 vertices, and hence $W_\sigma(G - S) > 0$. Thus there exists no $k$-canceling signing of $K_n$ as desired.

It is not difficult to improve this lower bound with a more careful analysis, but ultimately we do not know how to prove a stronger bound than $k + \Omega(\log k)$. For $k = 1$ and large $r$, we know essentially nothing beyond the upper bound $n_{r,1} \leq 3(r - 1)$ given by Proposition 4.1, though we think $n_{r,1}$ may be asymptotically smaller than this.

While this paper focused primarily on generalizing Šoltés’ problem to signed graphs, there are many other classical problems in the study of Wiener indices that can be asked in this setting.
Figure 9: A Dyck path viewed as a sign graph.

For example, a well known result for Wiener indices is that if $T$ is an $n$-vertex tree, then $W(S_n) \leq W(T) \leq W(P_n)$ where $S_n, P_n$ are the $n$-vertex star and path graphs, respectively. One could ask for similar bounds in the signed setting, and we suspect the following is true.

**Conjecture 6.3.** If $(T, \sigma)$ is a signed $n$-vertex tree, then

$$W_\sigma(P_n) \leq W_\sigma(T) \leq W_\sigma(P_n),$$

where $+$ is the constant signing that assigns +1 to every edge of $P_n$, and $\alpha$ is the alternating signing which assigns the first edge of the path +1, the second $-1$, the third $+1$, and so on.

Note that $W_+(P_n) = W(P_n)$, so the upper bound follows from the result for classical Wiener indices, and it remains to prove that the lower bound holds.

Another related statistic for a graph one could consider is the minimum signed Wiener index $W_*(G) := \min_\sigma(G)$, where the minimum ranges over all signings $\sigma$ of $G$. This statistic is analogous to the minimum digraph Wiener index of all orientations of a graph $G$ defined by Knor, Majstrović, and Škrevoski [8]. Again one could ask for the extremal values of $W_*(T)$ when $T$ is an $n$-vertex tree. To state our conjecture regarding this, we say that a tree $T$ is a double star if there exist vertices $x, y \in V(T)$ such that every edge of $T$ uses at least one of the vertices $x$ or $y$. For example, the star $S_n$ is a double star since every edge is incident to the center of the star $x$.

**Conjecture 6.4.** If $T$ is an $n$-vertex tree, then

$$W_*(P_n) \leq W_*(T) \leq \max_{D \in \mathcal{D}} W_*(D),$$

where $\mathcal{D}$ is the set of all $n$-vertex double stars.

We have verified this conjecture for $n \leq 9$, and we note that this conjecture is false if one only considers stars as opposed to double stars. This conjecture is somewhat surprising to us because it is essentially the opposite of what happens for the classical case where paths maximize $W(T)$ and stars minimize $W(T)$.

We end this paper by considering Dyck paths, which are one of the most well studied objects in combinatorics. These are lattice paths from $(0, 0)$ to $(2n, 0)$ which use $n$ steps along the vector $(1, 1)$ and $n$ steps along the vector $(1, -1)$ and such that the path always stays above the $x$-axis. It is natural to view a Dyck path as a signed path graph by assigning the $(1, x)$ steps the sign $x$, see Figure 9. This leads to the following (somewhat vague) question.

**Question 6.5.** What can be said about the signed Wiener indices of Dyck paths?

Possible ways to answer this question might be to count the number of paths with a given signed Wiener index, or to determine which signed Wiener indices are achievable by Dyck paths.
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