An efficient flamelet progress-variable method for modeling non-premixed flames in weak electric fields
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Abstract

Combustion stabilization and enhancement of the flammability limits are mandatory objectives to improve nowadays combustion chambers. At this purpose, the use of an electric field in the flame region provides a solution which is, at the same time, easy to implement and effective to modify the flame structure. The present work describes an efficient flamelet progress-variable approach developed to model the fluid dynamics of flames immersed in an electric field. The main feature of this model is that it can use complex ionization mechanisms without increasing the computational cost of the simulation. The model is based on the assumption that the combustion process is not directly influenced by the electric field and has been tested using two chemi-ionization mechanisms of different complexity in order to examine its behavior with and without the presence of heavy anions in the mixture. Using a one- and two-dimensional numerical test cases, the present approach has been able to reproduce all the major aspects encountered when a flame is subject to an imposed electric field and the main effects of the different chemical mechanisms. Moreover, the proposed model is shown to produce a large reduction in the computational cost, being able to shorten the time needed to perform a simulation up to 40 times.
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1. Introduction

Flow control is a crucial issue to enhance the performance of modern internal combustion engines. In particular, experimental tests have demonstrated that the extinction limit of both premixed and diffusive flames can be controlled by the application of an external electric field \cite{1–4}. The effectiveness of this method comes from the action of the imposed electric field on the charged particles produced by the combustion process. In this way, the fluid mixture is polarized around the flame front, where a body force is thus applied. Moreover, such a mixture polarization determines a distortion of the electric potential field, where the flame behaves as an additional electrode, whose electric potential is comparable to the applied voltage \cite{5}. Being the flame usually contained between the two electrodes, the presence of the flame front further increases the electric field strength applied to the fluid mixture.

However, in spite of the experimental evidence, the models developed for the prediction of this phenomenon are computationally too expensive for practical design purposes. For this reason, it is mandatory to design methods that reduce the additional cost associated with the adoption of these models in flame simulations. At the same time, considering the importance of the local charge distribution, any model should correctly predict the amount of cations and anions produced by the flame, requiring a comprehensive kinetic
mechanism and accurately taking into account the right transport properties of the ions [6]. In particular, the present work deals with the combustion of methane in air for which, at the best of the authors’ knowledge, a complete mechanism for ionized species has been proposed by Starik and Titova [7]. It consists of 392 reactions for the production and depletion of 59 species. Another noteworthy kinetic scheme, proposed by Prager et al. [8], is based on the mechanism for the prediction of lean methane-air mixtures combustion assembled by Warnatz et al. [9] (208 reactions among 38 species) and takes into account the production and depletion of 11 charged species through 67 reactions. The model has been validated against the experimental data of Goodings et al. [10, 11].

A big effort has also been spent in the determination of the transport properties, especially concerning the free electrons produced by the flame. A very sophisticated model has been proposed by Bisetti and El Morsli [12], where the electron properties are computed using the momentum transfer cross-sections of the electrons with the main components of the gas mixture. The complexity of the model has been further improved by the same authors [13] including non-thermal effects in the ionization process. Interesting work has also been done by Han et al. [14] including charges-charges and charges-neutral interaction modeling in order to study the effect of polarizability of the species. Probably, Speelman et al. [15] have been the first, in this context, to employ a complete binary diffusion approach, which takes into account at the same time the molecular diffusion and the drift to the electric field. At the present time, it has only been possible to use these models in low dimensional flame descriptions because of their high complexity and computational cost.

Only a few simulations have been carried out in realistic configurations in conjunction with a Computational Fluid Dynamics (CFD) approach. One of the first attempts in modeling the interaction of the electric field with the combustion process has been done by Hu et al. [16]. In this model, a co-flow flame and a candle flame of methane in air have been studied using a reduced kinetic mechanism computed at run-time in a two-dimensional configuration. This approach neglects the effect of the local charge distribution on the electric field, therefore considering it constant at each point of the domain. This assumption can often lead to a large underestimation of the local electric field strength and, therefore, to a reduced effect of the voltage difference on the flow. A few years later, a large improvement in modeling the phenomenon has been achieved by Yamashita et al. [17], who computed the capillary combustion chamber already studied experimentally and numerically by Papac [18] and Papac and Dunn-Rankin [19]. The interaction between the charge produced by the flame and the local electrical potential was taken into account solving the Gauss law at each time-step of the simulation. Since the flame was mostly confined close to the metallic surfaces, the presence of the electrons in the mixture was neglected assuming that, because of the high mobility, they would have been rapidly removed. This assumption, in conjunction with a reaction mechanism which considers only the electrons as negatively charged species, probably leads to an over-estimation of the flame response to the voltage.

Although the transport of the entire set of species of the kinetic mechanism guarantees the best accuracy during the calculation, this approach is still computationally too expensive to be applied to real industrial cases. For this reason, it is necessary to employ a reduced combustion model even in two-dimensional cases. The first solution to this problem has been proposed by Belhi et al. [20, 21]. Neglecting the effect of the production of charged species on the neutral chemistry, the proposed model uses a kind of laminar Flamelet Progress-Variable (FPV) approach [22] to simulate the combustion process. Two equations (one for the mixture fraction $Z$ and one for the progress-variable $C$) are solved and a tabulated function, namely

$$\phi = F_\phi(Z, C),$$

is used to predict the generic thermo-chemical mixture property $\phi$. An additional transport equation is then added to the system for each charged species considered in the mechanism. The species properties and production rates are computed using the temperature and mass fractions stored in the FPV chem-table (Eq. (1)). This approach definitely allows one to use detailed schemes for the combustion description, but still, poses limits on the number of species used in the ionization mechanism.

Considering the good predictive capabilities shown by FPV models in a wide range of cases [23–28], the aim of the present work is to develop a model for the interaction of electric field with lifted diffusive
flames, completely based on and consistent with the flamelet formulation. Such a formulation guarantees
the possibility of using arbitrarily complex mechanisms for both the neutral and charged species, without
any computational cost overhead. In the next sections, after the description of the main assumptions and
equations employed by the model, a one-dimensional validation test is presented to assess the capability
of the FPV approach to reproduce the results of the corresponding detailed chemi-ionization mechanism;
then, a two-dimensional numerical test case using two different kinetic mechanisms is considered to assess
the effectiveness of the proposed approach.

2. Mathematical model

2.1. Governing equations

In order to focus our attention on modeling electro-chemical phenomena, the present work deals only
with laminar flows, avoiding, in this way, the demanding task of the turbulence modeling. Moreover,
the low-Mach-number regime considered allows one to neglect flow compressibility, therefore decoupling
the Navier–Stokes equations from the energy transport equation. Following the classical derivation of low-Mach-
number equations, the pressure \( p \) field is decomposed into a spatially-uniform thermodynamic pressure
and a hydrodynamic component, which is retained only in the momentum equation. In fact, under the
assumption of small pressure fluctuations, the density can be computed by the mean thermodynamic pressure
plus the fluid temperature and composition. Thus, the fluid dynamics is modeled by solving the
following mass and momentum conservation equations

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) = 0, \quad (2)
\]

\[
\frac{\partial \rho \mathbf{u}}{\partial t} + \nabla \cdot (\rho \mathbf{u} \mathbf{u}) = -\nabla p + \rho f + \nabla \cdot \mathbf{\tau}; \quad (3)
\]

where \( t \) is the time, \( \rho \) is the mixture density, \( \mathbf{u} \) is the velocity, \( \mathbf{f} \) is a generalized specific force field. The
local shear stress tensor \( \mathbf{\tau} \) is modeled as

\[
\mathbf{\tau} = 2\rho \nu \left[ \mathbf{S} - \frac{1}{3} (\nabla \cdot \mathbf{u}) \mathbf{I} \right], \quad (4)
\]

where

\[
\mathbf{S} = \frac{1}{2} \left[ \nabla \mathbf{u} + \left( \nabla \mathbf{u} \right)^T \right], \quad (5)
\]

and \( \nu \) is the kinematic viscosity, evaluated as a function of temperature and mixture composition. The
energy equation together with the balance equations of the chemistry model close the system of the governing
equations as described in the next section.

2.2. Chemistry model

The present approach is based on the flamelet model proposed by Fiorina et al. [22], which uses a
set of one-dimensional premixed unstrained flames for solving a detailed mechanism and composing the
two-dimensional manifold (Eq. (1)). Species mass fraction \( (Y_i) \), temperature \( (T) \) and mixture velocity \( (u) \)
distributions satisfy the following equations:

\[
\frac{\partial \rho u}{\partial x} = 0, \quad (6)
\]

\[
\rho u \frac{\partial Y_i}{\partial x} + \frac{\partial \rho V_i Y_i}{\partial x} = \dot{\omega}_i, \quad (7)
\]

\[
\rho u c_p \frac{\partial T}{\partial x} + \sum_{i=1}^{N} \rho V_i Y_i c_p \frac{\partial T}{\partial x} = \frac{\partial}{\partial x} \left( \lambda \frac{\partial T}{\partial x} \right) + \sum_{i=1}^{N} h_i \dot{\omega}_i, \quad (8)
\]
In the previous equations: \( N_s \) is the number of species; \(( \cdot )_i\) refers to \( i^{th} \) species quantity; \( \dot{\omega}_i \) is the production rate computed using the chosen chemical mechanism; \( c_p \) is the constant pressure heat capacity; \( c_p \) is the mixture constant pressure heat capacity defined as \( c_p = \sum_{i=1}^{N_s} Y_i c_{p,i} \); \( h_i \) is the species enthalpy.

The diffusion velocity of the \( i^{th} \) species (\( V_i \)) is computed as:

\[
V_i = -\frac{1}{X_i} \alpha_i \frac{\partial X_i}{\partial x} + \sum_{k=1}^{N_s} \frac{Y_k}{X_k} \alpha_k \frac{\partial X_k}{\partial x} + \frac{1}{X_i} \alpha^T \frac{\partial \ln T}{\partial x},
\]

where: \( X_i \) is the molar fraction; \( \alpha_i \) is the diffusivity; \( \alpha^T \) is the thermo diffusivity due to the Soret effect.

The previous equations, coupled with the ideal gas law, are used to predict the distribution of all the neutral and charged species with exception to the electrons. In fact, the mass fraction of the electrons has been calculated imposing the charge neutrality of the mixture with the equation:

\[
n_e^- = n_{\text{cations}} - n_{\text{anions}},
\]

where the number of particles per unit of volume (\( n \)) is computed as:

\[
n_i = N_a \rho \frac{Y_i}{M_i}.
\]

In the previous equation, \( N_a \) is the Avogadro number and \( M_i \) is the \( i^{th} \) species molar mass. Such an approximation is used only during the FlameMaster pre-processing calculations. In fact, as described in details in the next sub-section, the present model does not take into account the effect of the electric field on the flamelets. This assumption allows one to simplify the model, avoiding the numerical and theoretical complexity of a functional mapping involving the local electric field strength and direction at the expense of a limitation in the applied electric field intensity, as properly discussed in the following.

Defining the progress variable as the linear combination of the mass fractions of the main combustion products, it is possible to embed the entire combustion process in a functional manifold. This manifold is populated using premixed unstrained flamelet solutions for a wide range of equivalence ratio and considering the mixture fraction and the progress variable as independent variables. Therefore, only these two quantities are transported through the computational domain solving the following equations together with Equations (2) and (3):

\[
\frac{\partial \rho Z}{\partial t} + \nabla \cdot (\rho u Z) = \nabla \cdot (\rho \alpha Z \nabla Z),
\]

\[
\frac{\partial \rho C}{\partial t} + \nabla \cdot (\rho u C) = \nabla \cdot (\rho \alpha C \nabla C) + \rho \dot{\omega}_C.
\]

The Lewis number for these two scalars is assumed to be equal to one leading to \( \alpha_C = \alpha_Z = \frac{1}{\rho \bar{\varepsilon}} \); this quantity is computed and stored in a two-dimensional chem-table along with the chemical source term of the progress-variable, \( \dot{\omega}_C \), the mixture density and viscosity.

### 2.3. Charged species transport model

The proposed model for charge transport is based on the assumption that the presence of the electric field does not affect the combustion process of the neutral species. This assumption is valid only when the applied electric field is weak enough not to activate non-thermal phenomena due to the presence of free-electrons and when ionized species mass fractions are much smaller than combustion radical ones. On the other hand, this hypothesis strongly simplifies the model, reducing the dimensions of the needed functional manifold, with obvious advantages in terms of computational cost and memory footprint. Moreover, the use of the low-Mach-number formulation of the Navier–Stokes equations has forced the authors to neglect all the effects of the applied electric field on the energy of the system. This assumption is reasonable considering
the low ion currents developed in the domain, which would lead to a negligible heating due to the Joule effect. Furthermore, the low amount of charges produced in the flame by chemi-ionization with respect to the neutral species implies that the enthalpy fluxes activated by the electric field would have only a minor effect of the total enthalpy of the system.

Since cations and anions move in opposite directions, when exposed to an electric field, at least two scalar quantities are necessary in order to predict the distribution of positive and negative charges in the domain. Using an approach similar to the definition of the progress variable, we have employed the two quantities \( P \) and \( M \), defined as

\[
P = e N_a \sum_{i=1}^{N_s} \frac{S_i Y_i}{M_i} \bigg|_{S_i > 0} \tag{14}
\]

and

\[
M = -e N_a \sum_{i=1}^{N_s} \frac{S_i Y_i}{M_i} \bigg|_{S_i < 0} \tag{15}
\]

where \( S_i \) is the number of elementary charges (positive for cations and negative for anions) and \( e \) is the elementary charge expressed in Coulomb. Being \( P \) and \( M \) linear combinations of species mass fractions, their transport equations read

\[
\frac{\partial \rho P}{\partial t} + \nabla \cdot (\rho u P + \rho k P E P) = \nabla \cdot (\rho \alpha P \nabla P) + \rho \dot{\omega}_P \tag{16}
\]

and

\[
\frac{\partial \rho M}{\partial t} + \nabla \cdot (\rho u M - \rho k M E M) = \nabla \cdot (\rho \alpha M \nabla M) + \rho \dot{\omega}_M. \tag{17}
\]

The additional advective term is due to the force applied by the electric field on the charged particles and it takes into account the different mobility of the species. The mobility of the drifting scalars is modeled using the following mass weighted average:

\[
k_P = \frac{\sum_{i=1}^{N_s} S_i Y_i k_i}{\sum_{i=1}^{N_s} S_i Y_i} \bigg|_{S_i > 0} \tag{18}
\]

and

\[
k_M = \frac{\sum_{i=1}^{N_s} S_i Y_i k_i}{\sum_{i=1}^{N_s} S_i Y_i} \bigg|_{S_i < 0}. \tag{19}
\]

These two expressions are ill-defined far from the flame-front, where the charged species mass fractions, computed in the flamelet environment, are zero; moreover, imposing weak electric fields, the modification of the ions spatial distribution is very small far from the flame front. For this reason, when the sum of the charged species molar fractions (either positive or negative) is lower than \( 10^{-30} \), \( k_P/M \) are evaluated as the arithmetical average of the species mobility. As proposed by Fialkov [6], \( 10^{-4} \text{m}^2/(\text{Vs}) \) has been retained as the mobility of heavy cations and anions, whereas the electron mobility has been estimated as \( 1.868 \times 10^{-2} \text{m}^2/(\text{Vs}) \) using the formula proposed by Belhi et al. [21]. As already pointed out in literature, this value is less accurate than the estimate of Bisetti and El Morsli [12], but it ensures a lower computational cost reducing the electron velocity through the domain. With the aim of evaluating the prediction capability of the formulated reduced FPV model, in the absence of detailed experimental data, this approximation
appeared appropriate; in fact, the computational burden associated with the adoption of a more accurate and complex mobility model, leading to higher mobility values, would not have any significant information to the present work. The evaluation of the result sensitivity to the accuracy of the mobility model of cations, anions and electrons is highly relevant but it is beyond the scope of the present work and is deferred to future works.

The same averaging procedure has been applied to predict the diffusivity of the two scalars, \( P \) and \( M \). The diffusivity of the heavy charged species has been set equal to that of their corresponding neutral, whereas the Einstein relationship is used to model the electrons diffusion coefficients,

\[
\alpha_{e^-} = \frac{k_B k_e - T}{e}.
\]

When the average operator is ill defined, the drifting scalar diffusivity has been approximated with the thermal diffusivity.

The present model neglects the influence of the electric field on the combustion process. This is acceptable for weak electric fields; however, particular attention must be paid to the evaluation of the production terms of \( P \) and \( M \), being the recombination process of the charges strongly dependent on the local charge balance [5]. In fact, computing these terms as a simple linear combination of the production rates of the corresponding species can lead to large errors in the prediction of the charge distributions. This is due to the presence of the Coulomb force in equations (16) and (17) which renders the transport of these scalars very different from the conditions considered in the flamelet environment. In fact, the ion-wind is not taken into account when generating the flamelet chem-table, since the steady flamelet equations (6), (7), (8) are solved neglecting the coupling with the electric field and its interaction with the charged species; therefore, in order to be consistent with the manifold used for all the other terms, it is necessary to define an appropriate scaling for the two production rates (\( \dot{\omega}_P \) and \( \dot{\omega}_M \)), taking into account the concentration of positive and negative charges computed at run-time. The scaling used here is inspired by the work of Ihme and Pitsch [29] about the prediction of nitric oxide concentration using an FPV model.

The general model reaction for the production/depletion of ions has the form:

\[
R^{'} + R^{''} + ... \rightleftharpoons P^{'} + P^{-} + P^{'} + ...
\]

where several neutral species (\( R’, R^{''}, ... \)) react to produce positively and negatively charged particles (\( P^{'} \) and \( P^{-} \)) as well as other neutrals (\( P’, ... \)). From now on, the procedure will be explained for a reaction where the forward direction produces the ions and backward direction consumes them. It is trivial to extend this procedure to reactions where only one direction is allowed. The charge transfer reactions are not considered in the procedure because they do not lead to a change in the total positive or negative charge, but only to a change of the mixture composition. The forward reaction rate will always depend on the fluid properties and on the concentrations of the neutral species. Therefore, under the assumption that the electric field does not have any effect on the neutral chemistry, the forward reaction rate can be kept constant for all the \( P \) and \( M \) values. A positive production term of the charges for the j-th reaction is defined as

\[
\dot{\omega}_j^+ = eN_a k_f^j n_c,
\]

where \( k_f^j \) is the forward reaction rate of the j-th reaction and \( n_c \) is the number of cations or anions produced by the reaction. For the conservation of charges, equation (22) can be applied to cations or anions, indifferently. The negative production term for the j-th reaction can be defined in a similar way,

\[
\dot{\omega}_j^- = -eN_a k_b^j n_c,
\]

where \( k_b^j \) is the backward reaction rate of the j-th reaction and \( n_c \) is the number of cations or anions consumed by the reaction. The backward reaction rate depends on the fluid properties and on the concentrations of the products of the reaction. In particular, unlike the forward one, the backward reaction rate is strongly influenced by the imposition of an external electric field. For this reason, in order to take into account the
real distribution of charges in the domain, assuming a first order kinetics for the charges, a linear scaling is imposed to the negative production rate, leading to the following definition of the production terms:

$$\dot{\omega}_P = \dot{\omega}_M = \sum_{j=1}^{N_r} \dot{\omega}_j^- + \sum_{j=1}^{N_r} \dot{\omega}_j^+ P M. \quad (24)$$

In the equation above, $N_r$ is the number of reactions involving a production or a consumption of charges. Moreover, the summations are precomputed and stored in the chem-table, along with: the $P$ and $M$ quantities obtained by the solution of the steady flamelet equation and indicated with subscript “($)FPV” (to distinguish them from the run time values); $k_P$ and $k_M$; $\alpha_P$ and $\alpha_P$. Equation (24) ensures, by construction, that both scalars will have exactly the same production rate, enforcing the conservation of charge principle.

Using the described model it is possible to evaluate the local charge of the fluid mixture as

$$\text{Charge} = \rho(P - M), \quad (25)$$

which is divided by the free-space electrical permittivity and used in the Gauss law, namely

$$\nabla^2 V = \frac{\rho(M - P)}{\epsilon_0}, \quad (26)$$

to compute the local electric potential and then the electric field

$$\mathbf{E} = -\nabla V. \quad (27)$$

Finally, assuming that the entire force applied by the electric field on the charged particles is transferred to the fluid, the following specific force term is added to the momentum conservation equation

$$f = (P - M)\mathbf{E}. \quad (28)$$

3. Numerical Procedure

The low-Mach-number Navier–Stokes equations together with the transport equations of the combustion model are solved by the semi-implicit fractional-step method proposed by Shunn et al. [30]. A Poisson equation for the pressure is obtained by a projection step to achieve a consistent discretization of the momentum equation. The computational domain is discretized by an unstructured grid employing a linear reconstruction of the variable inside each cell to evaluate spatial gradients. The resulting spatial discretization is second-order accurate with low numerical dissipation. As pointed out by Sommerer and Kushner [31] and more recently by Belhi et al. [21], the high drift velocity developed by the ions, even when exposed to weak electric fields, increases the stiffness of the problem requiring a time-step much smaller than that needed to advance the Navier–Stokes equations in time. In fact, the Courant–Friedrichs–Lewy (CFL) condition for the $k^{th}$ drifting scalar is reformulated to provide the integration time-step ($\Delta t$) as

$$\text{CFL}_k = \max_{1 \leq j \leq n_{cv}} \left( \frac{\Delta t \sum_{i=1}^{n_{f,j}} |(u_i + k_k \mathbf{E}_i) \cdot \mathbf{n}_i S_i|}{V_j} \right), \quad (29)$$

where: $V_j$ is the grid cell volume; $n_{cv}$ is the number of cell in the computational domain; $n_{f,j}$ is the number of faces for the $j^{th}$ control volume; $\mathbf{n}_i$ is the unit normal to the $i^{th}$ face; $S_i$ is the $i^{th}$ face surface area; $u_i$ and $E_i$ are the flow velocity and the electric field computed on the $i$-th face; $k_k$ is the mobility of the $k^{th}$ drifting scalar. Since electron mobility is orders of magnitude higher than that of other ionized species, the
time-step will be always limited by the scalar that represents the negative charges. In order to optimize the computational effort needed by the numerical procedure, a nested time discretization is combined with the fractional step for advancing the drifting scalars \((P\) and \(M\)) and the electric potential, imposing a target CFL condition for the drifting scalars advection. In particular, the nested time procedure consists in subdividing the time step used to integrate the flow and chemistry equations into a number of steps calculated in order to guarantee the stability of the stiff charged species transport model, namely, equations (16), (17) and (26). The fluid and scalar properties needed for the solution of these equations are linearly interpolated at the solution time. The Crank-Nicolson time integration in conjunction with the second-order conservative spatial operators, described in Shunn et al. [30], guarantees the second-order accuracy of both time discretizations.

The advancing procedure for the drifting scalars involves the solution of the \(P\) and \(M\) transport equations and of the electric potential Poisson equation using the same spatial operators used for the other equations. This choice has been made for sake of simplicity and speed in the computational algorithm but it can cause numerical instabilities in the negative charges solution when they are exposed to intense electric fields. In these situations, the Péclet number of this quantity increases and, therefore, the steepened gradients are more critical for the employed centered scheme. Although this represents one of the major issues of the present numerical procedure, it has been verified that, for the range of applied voltages considered in this paper, no instabilities were encountered.

4. Chemical model

4.1. Description of the chemical mechanisms

In order to test the behavior of the present model, when employed in conjunction with different chemical mechanisms, methane-air combustion simulations have been performed using two sets of reactions for the ionized species. The ionized species production has been modeled using either the mechanism proposed by Belhi et al. [20] or the more sophisticated mechanism assembled by the same authors in a successive paper [21]. Even though more accurate ionization mechanisms are provided in the literature [8], the use of these two mechanisms allows us to verify (as it will be described later) the all simplifying assumptions underlying the model formulation. In both cases, the kinetic mechanism for the neutral species is the GriMech 3.0 [32].

Using the first mechanism (later referred to as “mechanism A”), the ionization consists of two reactions involving the production of only two charged species, namely, \(H_3O^+\) and \(e^-\). In particular, this mechanism produces the ionized species in the reacting region of the flame through the reaction

\[
CH + O \rightarrow HCO^+ + e^- .
\]  

(30)

The produced \(HCO^+\) is rapidly converted in \(H_3O^+\) with the mechanism described by Pedersen and Brown [33]. The originated anion and cation recombine via the reaction

\[
H_3O^+ + e^- \rightarrow H_2O + H ,
\]  

(31)

which has been assumed to be the major recombination reaction by many authors in the past [16, 17, 33]. Being only two charged species present in this mechanism (the presence of \(HCO^+\) is negligible), our model almost recovers that proposed by Belhi et al. [20]. In fact, the two scalar quantities, \(P\) and \(M\), represent the charge due to the presence of these two species and therefore modeling is not required for their transport properties.

Using the second mechanism (later referred to as “mechanism B”), the electrons produced through the reaction (30) are employed in a series of electron attachment reactions which produce \(O_2^-\), \(OH^-\) and \(O^-\). These species have multiple effects on the mixture. Firstly, they absorb part of the electrons preventing the recombination process of the \(H_3O^+\) and slightly increasing the number of charged particles in the mixture. Secondly, they strongly reduce the mobility of the negative charges being much heavier than the electrons. This kinetic mechanism has been employed to test the capabilities of the present model to handle these phenomena without increasing the numerical cost of the computation.
Figure 1: Unstrained premixed flamelet solution at $\phi = 1$ of temperature (black) and $P$ (red) for the mechanism “A” (symbols) and mechanism “B” (continuous line).

For both mechanisms, the transport properties of the heavy ions have been assumed equal to those of the corresponding neutral species given by the GriMech 3.0 [32] database. The thermal properties of the ions are instead taken from the database by Burcat and Ruscic [34].

Although the validation of these two mechanisms has been already provided in Belhi et al. [20, 21], we analyze the results for the stoichiometric ($\phi = 1$) unstrained flamelets computed for the conditions of the test case described in Section 6. The calculations have been performed using the freely distributed C++ code FlameMaster V3.3.10 [35].

Figure 1 shows temperature and $P$ profiles for both the mechanisms. The two temperature profiles coincide, confirming that the change of the ionization mechanism has a negligible influence on the combustion process. Indeed, the charged species constitute only a minor part of the mixture and there are two or, in some cases, three orders of magnitude between the molar fractions of the combustion radicals and those of the anions and cations. On the other hand, the peak value of $P$, which, as expected, is located close to the flame-front for both mechanisms, is slightly lower for mechanism “A”. The difference between the two peak values is about 1% and is due to the employment of the electrons in the production of the heavy charged species.

Figure 2 shows the breakdown of the negative species produced by the two mechanisms, in order to
observe their influence on the transport properties of the charged particles. As expected the main negative species for the mechanism “B” is the electron, whose number density has a profile almost identical to that predicted by mechanism “A”. The main difference between the two profiles is in the upstream part the flame front, which is shown in the inset. In this region, the dominant negative species in the mixture is OH\(^{-}\), whose density is in some points even higher than that of the electrons. For this reason, the mobility of the negative species computed with Eq. (19) is much lower for the mechanism “B”, entailing a different response of the mixture to an applied electric field.

4.2. 1D verification of the method

In order to verify the correct implementation of the model in our CFD solver and to provide a first validation of the present approach, we have computed the two flamelet solutions provided in the previous subsection with the proposed FPV approach. Even though this may seem a trivial test case, it requires that the production rates, the diffusive fluxes as well as the drift induced by the electric field have to be well resolved in order to obtain a good agreement between the results of the FlameMaster code and of the CFD solver.

Figure 2: Unstrained premixed flamelet solution at $\phi = 1$ for the number density of electrons obtained using mechanism “A” (symbols); number density of $e^-$ (---), of $O_2^-$ (- - -), of $OH^-$ (-----) and of $O^-$ (------) obtained using mechanism “B”. A close-up view of the lower left corner of the graph is shown by the inset.
Figure 3: Comparison of the unstrained premixed flamelet solution at $\phi = 1$ obtained using the FlameMaster code and the proposed model considering mechanism “A”. Symbols represent the profiles of $P$ (\textcircled{c}) and temperature (\textcircled{q}), computed using the detailed chemistry. The dashed and solid lines correspond to the solutions obtained with our CFD code.

The CFD solution has been obtained using a one-dimensional grid composed of 3001 nodes evenly distributed over a total length of 40 mm. Dirichlet conditions have been imposed at the first left point of the computational domain, enforcing the laminar planar flame speed, the mixture fraction relative to the case at $\phi = 1$ and the progress-variable equal to zero. The concentration of positive and negative ions has also been set to zero at this point, considering that this configuration should not produce any ion-flux. Moreover, the large distance considered between the inlet plane and the flame-front (about 1.6 mm) ensures the suitability of this assumption. In fact, it has been verified that the profiles of positive and negative charges concentration reach zero at a large distance from the inlet (about 1.5 mm as shown in Figures 3-4), entailing that the boundary condition is not influencing their fluxes in the domain. A convective outlet condition has been imposed at the last right point of the computational domain for the velocity and all the scalars.

Figure 3 and Figure 4 show the results obtained for the mechanism “A” and “B”, respectively. In both cases, the solutions obtained by the FPV approach have been compared with those computed by the FlameMaster code. It is noteworthy that, unlike the FPV-CFD solver, the FlameMaster simulations are performed considering the fully coupled detailed chemistry but enforcing the electrical neutrality of the
mixture and therefore without solving the generated electric field. There is an excellent agreement between the profiles of both temperature and positive charge density for the two simulations of each case. Only tiny differences, which can be attributed to the charge transport computed by the FPV-CFD solver, can be seen on the charges profile for both cases. This result was expected considering the small effect of the auto-generated electric field and constitutes a first validation of the proposed model.

5. Validation for burner-stabilized flame

A further one-dimensional test case has been performed to compare the results of the present reduced order model with those obtained employing a detailed description of the phenomenon in a configuration where the flame interacts with an imposed electric field. The test case has been carried out in the well-known configuration presented by Speelman et al. [36] and consists of a premixed one-dimensional flame produced by a cylindrical heat-flux stabilized burner, whose deck area is 7.069 cm². A mixture of methane and air at $\phi = 1$ is injected with the laminar flame speed of the same mixture at 298 K and 1 atm, whereas the temperature of the burner is kept at 350 K. An external electric field is imposed using two electrodes, one positioned at the injection point of the mixture and the other 1 cm downstream.
The computations employing the detailed chemi-ionization mechanism have been performed using the code FlameMaster [35] modified in order to solve the Poisson equation for the local electric potential and to account for the electric diffusion of the charged species. The resulting computational tool is very similar to that proposed by Speelman et al. [36] except for the numerical discretization of the differential equations and for the molecular diffusion model employed. In fact, FlameMaster [35] employs a central finite difference representation instead of the upwind finite-volume method used by Speelman et al. [36] and the diffusion model of Ern and Giovangigli [37] is substituted with that described in the subsection 2.2. Since the tabulated approach, used in the present work to describe the chemistry, is not able to correctly predict heat transfer phenomena, it has been decided to perform the reduced order model simulations solving only the equations presented in the subsection 2.3. The data needed by the equations of the charged species have been extracted by a flamelet calculation performed in by the FlameMaster code [35] imposing the electrical neutrality of the system. This procedure provides exactly the same data needed for the solution of the $P$ and $M$ equations as if they were interpolated from a table produced with the procedure described in section 2.2 but avoids the limitations imposed by the use of a tabulated chemistry approach.

In order to keep the formulation consistent with the rest of the paper and to reduce the computational cost of this validation, we employ the same values of the mobility described in section 2.3 for both computational approaches. For this reason, the numerical results obtained will not be comparable with the experimental results of Speelman et al. [36].

Figure 5 shows the electric current produced by the system versus the applied voltage obtained using the detailed and reduced order model in conjunction with the mechanism “A” and “B”. As expected the values of current measured with these simulations is much lower than that presented by Speelman et al. [36]. Such a mismatch is only due to the reduced mobility of the ions. Moreover, the reduced effect of the electric field on the charged species prevents the onset of the saturation on the flame. Apart from this point, the match of the two sets of data is satisfactory for both the mechanisms and particularly relevant for the performance of the model: it ensures that the reduced model is able to reproduce the results of the detailed mechanism it has been built on.
6. Two-dimensional test case

In order to test the proposed electro-chemical model in a more complex configuration, a two-dimensional configuration inspired to that of Belhi et al. [21] has been considered. It consists of a diffusive lifted methane-air flame burning in a two-dimensional slot burner whose geometry is shown in Figure 6. The fuel is injected in the middle of a 20 mm wide combustion chamber with a velocity profile corresponding to a fully developed Poiseuille flow at an average velocity of 4 m/s. The fuel nozzle is composed of two parallel flat plates, whose thickness is 0.1 mm, at distance of $\ell = 2$ mm, representing the reference length. At each side of the fuel nozzle, an air co-flow enters the combustion chamber with the Blasius velocity profile having a free-stream velocity equal to 0.8 m/s and an upstream flat plate length of 3.5 mm. The fuel is pure methane and the oxidizer is standard dry air; both streams enter at 300 K. The combustion process, which develops at atmospheric pressure, has a stoichiometric mixture fraction $Z_{st} = 5.4 \times 10^{-2}$ and a laminar stoichiometric flame velocity of about $u_{st}^f = 0.38$ m/s.

Two mesh electrodes are positioned at the inlet of the fuel and oxidizer flow and 20 mm downstream of the inlet, respectively, forming a sort of capacitor configuration, whose mean electric field direction is aligned with the jet velocity. The two electrodes are attached to an electrical generator in order to apply the electric field on the flame; the electric voltage is applied to the downstream electrode, whereas the inlet one is maintained at zero voltage. The fluid flow is supposed not to be influenced by the presence of the
7. Numerical setup

The computational domain used for all the calculations coincides with the portion of the combustion chamber located between the electrodes (Figure 6). This choice derives from a trade-off between the accuracy of the prediction and the number of points needed for the simulation. In fact, a longer domain would guarantee reduced influence of the outlet boundary condition on the flame, but also an increase in the number of grid points. Moreover, the chosen configuration ensures a straightforward specification of the boundary condition at the downstream electrode. The two-dimensional computational grid has been generated starting from a structured grid made of $128^2$ uniformly distributed points. An homothetic refinement procedure has led to a mesh of about $2.4 \times 10^5$ quadrilateral cells clustered in the flame region. The obtained grid spacing has a minimum value of about $4 \times 10^{-2}$ mm next to the center line of the chamber and smoothly increases going toward the sides of the domain.

Dirichlet boundary conditions have been imposed at the inlet points for the fluid velocity, mixture fraction and progress-variable. A no-slip condition has been applied along the fuel nozzle lip, whereas the sides of the domain have been considered as inviscid walls. Standard convective boundary condition for the flow velocity has been imposed at the downstream outlet points. The effect of buoyancy has been neglected.

The electrodes have been modeled by a Dirichlet boundary condition for the Gauss equation and alternatively using Neumann or Dirichlet boundary conditions for $P$ and $M$. In the particular electrical configuration considered here, for the cathode (negative pole, being this a power consuming device), the Dirichlet condition is applied to the negative charges ($M = 0$), which are repelled by the surface, and the Neumann condition is applied for the positive charges ($\nabla P \cdot n = 0$), which are attracted by the surface. Concerning the anode, the numerical boundary conditions are the opposite. However, since the flow outlet section intercepts the flame, the charged particles are always present at this section and the Dirichlet condition would cause numerical instabilities. For this reason, the zero normal gradient boundary condition for the charges has been imposed at the outlet points both for an anode or a cathode.

The flamelet profiles have been computed by the code FlameMaster V3.3.10 [35] using 1000 unevenly spaced grid points; the output data are organized in a chemical look-up table. The progress-variable is defined as $C = Y_{CO} + Y_{CO_2}$, as proposed by Domingo et al. [38]. Probably, a better description of the tabulated quantities can be achieved using an ad-hoc optimized definition of the progress-variable, obtained using the procedures described by Niu et al. [39], Ihme et al. [40] or by Prüßert et al. [41]. This optimization procedure has been omitted in the present work in order to keep a chemistry description consistent with Belhi et al. [20, 21]. The table, obtained in this way, is discretized using 301 unevenly distributed points in both $Z$ and $C$ directions, in order to accurately interpolate the thermo-chemical variable fields needed by the flow solver.

8. Results

This section provides the analysis of the flame structure corresponding to different applied voltages, including the configuration without any imposed electric field. An important feature of the flame structure is the flame-tip position, which is here defined as the first point where $C$ reaches the value of $5 \times 10^{-3}$ on the stoichiometric mixture fraction iso-line.

In the next sub-section, the flame configuration computed without charges transport model is discussed, being taken as baseline configuration. Afterwards, the effect of an applied continuous voltage on the flame-tip position will be presented analyzing the new equilibrium configurations. In order to further study the local behavior of the flame immersed in an electric field, the analysis of the electric potential and mixture charge will be performed in the steady configuration of each value of the applied voltage.
8.1. Simulations without charge transport model

For both chemical mechanisms considered in this work, these simulations have been initialized using a zero velocity flow-field. A first computation has been performed to determine the steady solution for the non-reactive flow. Then, the flame has been ignited imposing the maximum physical value of the progress-variable (based on the local $Z$ value) and a second simulation has been performed in order to reach the steady configuration.

For both mechanisms, the flame is symmetric from the ignition time to the stabilization, which is reached in about 1.5 s. Figure 7 shows the temperature contours computed using mechanisms “A” (on the left-hand side) and “B” (on the right-hand side). The two mechanisms predict the same flame configuration, proving the marginal influence of the chemi-ionization mechanism on the combustion process. The baseline lift-off height measured in both cases is $x_0 = 6.97$ mm (about $3.5 \ell$), whereas the spanwise position of the flame tip is $y_0 = 1.90$ mm (about $0.95 \ell$). Both these data are in good agreement with the results of Belhi et al. [21].

The difference between the present test and that in literature is the shape of the injection velocity profile of the co-flow. The position of the flame seems remarkably influenced by this boundary condition, in fact, the flame is easily blown-off or shifted toward the fuel nozzle slightly changing the upstream length of the plate for the Blasius profile.

It is noteworthy that both solutions show the well known reduction of the mixture velocity in the upstream region of the flame as described by many authors in the literature [42–44]. This phenomenon, together with the shape of the velocity profiles imposed at the inlet sections, determines the point of stabilization of the
flame in a flow with an average velocity higher than the laminar planar flame speed.

8.2. Flame-tip steady position for voltage imposition

Once the steady configuration of the flame has been obtained without considering charge transport phenomena, a series of simulations has been run for both mechanisms varying the voltage applied to the flame. Two sets of twelve simulations have been performed changing the applied voltage in the range between $-750 \text{ V}$ and $1250 \text{ V}$. This range has been chosen considering the attachment voltages predicted by Belhi et al. [21] and the limitations posed by the employed central finite difference scheme. A step of $125 \text{ V}$ has been used as sample interval for the negative polarity cases, whereas the positive polarity has been sampled by a $250 \text{ V}$ interval. The smaller sample interval employed for the negative polarity has been chosen in order to capture the sharper attachment of the flame expected in this configuration.

The streamwise ($x/x_0$) and spanwise ($y/y_0$) non-dimensional coordinates of the flame-tip at steady-state are plotted in Figure 8 versus the applied voltage, $x_0$, $y_0$ being the streamwise and spanwise coordinates of the flame-tip for $\Delta V = 0 \text{ V}$. For consistency, it has been verified that the flame-tip position does not change when the charge transport model is employed and no voltage is imposed. On the other hand, as shown in the figure, both the positive and negative polarities lead to a reduction of the flame-tip lift-off height. In the unattached cases, the new equilibrium point is reached when the force due to the electric field is balanced by the higher momentum of the flow next to the injection region. Because of this mechanism, the flame will eventually attach to the upstream electrode when the flow momentum is not strong enough to counteract the electric force. In this context, it is evident the importance of the injection velocity profiles of both the co-flow and fuel jet, as well as of the nozzle lip thickness. It is noteworthy that the present model is not adequate to reproduce quasi-attached configurations because of the strong electric field generated between the flame and the electrode. The electric field intensities predicted in these configurations would definitely activate non-thermal processes and probably lead to the electrical breakdown of the mixture. Moreover, the high strain of the flow and the possible heat flux through the fuel nozzle would make the present chemical model inadequate to describe the combustion process in these configurations.

Figure 8a shows that both the chemical set of reactions predict the attachment of the flame to the upstream electrode at $\Delta V = 750 \text{ V}$ for the positive polarity. In particular, the right-hand sides of the two
graphs are almost identical because the two considered chemical mechanisms produce a similar quantity of positive ions with the same transport properties, exchanging the same momentum with the incoming flow. The branches of the graph related to the negative polarities (left-hand side of the graphs) show a completely different behavior for each mechanism. In fact, the flames computed with the mechanism “A” are less responsive to the applied voltage, if compared with the positive polarity cases, and do not achieve the attachment to the upstream electrode in the considered voltage range. On the other hand, mechanism “B” provides flames which are continuously closer to the upstream electrode and predicts an attachment of the flame-tip between $\Delta V = -375$ V and $\Delta V = -500$ V. Such a difference, commonly called “diodic effect”, has been already observed in the literature [45]. The difference in the shape of the plotted graphs is due to the different nature of the ions produced by the two mechanisms. The presence of the anions in the upstream part of the flame, predicted by mechanism “B” as shown in Figure 2, is responsible for the stronger attraction of the flame by the upstream electrode in the cases with negative polarity. Firstly, the heavy anions are more effective than the electrons in reducing the flow momentum, thanks to their lower mobility [5]. Then, the formation of anions inhibits the recombination of the electrons with the cations through the mechanism described in Section 4, generating a larger region of negatively charged mixture, as described by Belhi et al. [21]. On the other hand, mechanism “A” produces only electrons, which are lighter than the cations and, therefore, less effective in reducing the momentum of the incoming flow.

Figure 8b shows the spanwise non-dimensional coordinate of the flame-tip for all the tested configurations. The behavior of both mechanisms is very similar to that of the streamwise position plots, except that it appears to be less affected by the applied voltage. The cause of this difference is that the applied electric field is mainly aligned with the flow direction with only minor deviations close to the flame-tip due to the flame curvature. The displacement toward the center of the flame-tip is, therefore, due to the shape of the stoichiometric mixture fraction iso-line shown in Figure 7.

The results shown here are in good agreement with the findings of Belhi et al. [21], considering the high sensibility of this kind of system to the modeling assumptions and numerical setup. Regarding the positive polarity, the available calculations [21] show an attachment of the flame at 1250 V. This value is rather higher than those found in the present work, but this difference is probably due to a different injection profile of the co-flow. Furthermore, analyzing the negative polarity branches of the graph, it is possible to find a substantial agreement of the flame position computed using both the considered chemical mechanisms. In fact, the sharp attachment achieved with the mechanism “B” and the high distance of the flame from the nozzle predicted with the mechanism “A” reduce the influence of the inlet injection profile uncertainty on the flame position. Although the very good agreement obtained in the validation in Section 5 suggests that the assumptions made for evaluating the transport properties and reaction terms of the drifting scalars are appropriate, another source of discrepancy between the present results and those of [21] can still be in the use of Eq. (18), Eq. (19) and Eq. (24) when the model is employed for more complex configurations. Unfortunately, the impossibility of isolating these two sources of error and the lack of experimental data on this case make further analyses unfeasible at the present time.

8.3. Electric potential distribution

As expected and described in the previous section, the introduction of the electrical model does not have any influence on the flame configuration when no electric voltage is imposed, but this case is interesting because of the ability of the present model to reproduce the electric field generated by the flame. In fact, the large difference in diffusivity between the heavy charged particles and the electrons, which are produced in the reaction region of the flame, leads to a charge unbalance reducing the number of anions in this zone. This mixture polarization generates an electric field pointing away from the flame and inducing a drift velocity of the electrons which counteracts their diffusive flux. The electric potential field is shown in Figure 9 for the region surrounding the flame. This generated electric field is too weak to influence the fluid dynamics producing a negligible force, and, for this reason, it is usually neglected in combustion simulations. On the other hand, this phenomenon is widely used in various type of combustion chambers in order to monitor the behavior of the flame with ion-sensors.

Mechanism “B” predicts a slightly lower electric potential difference, whose magnitude is 0.6 V, and it is concentrated in the reacting region. On the other hand, the high potential region computed with mechanism
Figure 9: Comparison of electric potential field (expressed in V) in the cases at $\Delta V = 0$ V for the mechanism “A” (left) and mechanism “B” (right). The iso-lines are defined as in Figure 7.

“A” is larger and more intense (the total difference of potential is about 1.2 V). Both predicted values are in good agreement with the measurements available in literature obtained by ion-sensors [46–48].

The contour plots provided in Figure 10 show the distribution of electric potential in the entire computational domain for two values of applied voltage with opposite polarity, 500 V and $-375$ V, for both chemical mechanisms. In both graphs, the flame creates a region with constant electric potential between the flame-front and the downstream electrode, highlighting the importance of modeling the interaction of the flame with the electric field. The extension of this region is determined by the ability of the flame to produce a large amount of charges in its reacting layer. In fact, in a steady condition, the charges are usually depleted at a rate close to the production rate and the difference between the two rates is equal to the advective and diffusive fluxes. When the electric field induces a displacement on the charges distribution, they move in opposite direction locally reducing their consumption rate. The equilibrium point is reached either when the charge separation is sufficient to absorb the imposed voltage or when the maximum amount of charges is produced by the flame. In both the presented cases, the steady configuration is obtained through the first configuration, being the flame sub-saturated. The electric potential distribution, shown in the contour plot, entails that the electric field intensity is higher in the region between the flame-tip and the upstream electrode and highlights the need of considering the mixture charge in the Gauss equation (Eq. (26)). Moreover, this modification of the electric potential field by the flame strongly affects the convective movement of the charges. In fact, their distribution is marginally affected in the diffusive region of the flame and, instead, strongly modified in the premixed part of the triple flame.

Figure 11 shows a plot of the value of the electric potential measured at the flame-tip position versus
the applied voltage for mechanisms “A” and “B”. The plotted line is almost coincident with the bisector for all the lifted flame configurations of both polarities. The line sharply deviates from the bisector when the flame attaches to the upstream electrode and the ions motion becomes more complex and not suitable to be predicted by the present model. The largest difference between the flame-tip voltage and the imposed one for an unattached flame is in the region between $-500$ V and $-750$ V for mechanism “A”. The smooth but consistent deviation from the bisector suggests an incipient electrical saturation of the flame.

Figure 11 also explains why the streamwise and spanwise position of the flame-tip exhibit a parabolic scaling for both simulation set (see Figures 8a and 8b). This result is in good agreement with the results present in literature. This non-linearity is due to the increasing polarization of the flame, which experiences a larger charge separation in order to absorb the rising difference of potential, as shown in Figure 11. In fact, the larger charges separation over the flame-front region, in conjunction with the increased difference of potential, leads to the mentioned quadratic scaling of the equilibrium point position between the flow momentum and the electric force.

8.4. Charge repartition and local electric field

Figure 12 shows the charge distribution in the surroundings of the flame tip at both $-375$ V and $500$ V. The four combinations of mechanisms and polarities predict two charge concentration regions, one next to the $C$ iso-line and the other located further downstream in the reaction layer. The first charge peak is due to modification of the ionized species distribution caused by the presence of the electric field. In fact, the sign of this peak is a direct consequence of the applied field polarity, being positive in the positive polarity case and negative in the other. The second peak of charge, which is positive in all the four cases examined here, coincides with the region of the flame where the charges are produced and it is due to the high diffusivity of the electrons. In fact, such a charge peak is responsible for the electric field generated by the flame and described in the previous sub-sections (Figure 9). Its effect on the electric potential field is not visible in the contour plots relative to the present cases (Figure 10), being the magnitude of the generated potential much weaker than the applied voltage.
In the positive polarity case, both the fields of the Figure 10b show similar charged areas along the C iso-line, but the calculations performed with the mechanisms “A” are characterized by a higher and more elongated peak. On the other hand, the solution obtained with the mechanisms “B” has two additional small charge concentration regions, located between the C iso-line and the reacting region. These differences between the two mechanisms are ascribable to the higher charges mobility of the mechanism “A”, which contains only electrons as negatively charged species. The higher negative mobility induces a higher mixture polarization localized in the upstream part of the flame-front. Regarding mechanism “B”, the presence of heavy ions in the mixture, which modify the local transport properties of the scalar $M$, entails more complicated equilibrium points for the distribution of the electrical quantities.

In the negative polarity case (Figure 10a), mechanism “B” predicts a higher peak due to the electric field induced charges transport. The diametrical behavior of the two mechanisms with respect to the positive polarity is due to the already described effect of the heavy anions (present in the upstream part of the flame) that inhibit the recombination of the electrons and therefore cause an anion concentration. The shape of this concentration and its location are in good agreement with the contour plots shown by Belhi et al. [21] in his Figure 11. This phenomenon is responsible for the stronger influence of the imposed electric field on the flame position for this type of polarity.
9. Computational cost of the simulations

For the formulation of a good model, its efficiency and its affordability are not of secondary importance with respect to its accuracy. In fact, the reduction of the computational cost of this kind of simulations is a mandatory requirement for analyzing complex flows in the future. For this reason, a comparison of the average wall-time needed per time-step has been carried-out for each simulation done in this work. When mechanism “A” is used, the computational cost of the present approach is comparable with the performance of the model proposed by Belhi et al. [20]. Mechanism “B” instead provides a completely different behavior of the model because of the introduction of the averaged properties of the scalars.

All the simulations were run on two Xeon 10-core E5-2660v3 (2.6 GHz) processors without hyper-trading arranged on a single node. The time-step for the inner iterations has been evaluated using the CFL number based on the advection of the negative charges ($CFL_M$), which has been set to 3.5 for all the simulations. The outer advancement step has been kept constant and equal to $5 \times 10^{-6}$ s for all the simulations (corresponding to a CFL number of about 2.5 based on the flow velocity). The results of the comparison are reported in Table 1 for each combination of applied voltage and kinetic mechanisms.

Analyzing the data in Table 1, it is clear the large speedup obtained employing the present model in conjunction with mechanism “B”. The best cases (where the speedup is close to 40) are those where an external voltage is applied and where the flame is not collapsed on the upstream electrode. Such a large difference is due to the reduction of the advection velocity of the scalar $M$ in the regions far from the flame. This reduction of drift velocity is entailed by the averaging process on the scalar mobility.

For this reason, the time per step measured in the case without any applied voltage is almost identical for the two mechanisms. In this case, the region where the electric field reaches its higher intensity coincides with the flame, where the mobilities of $P$ and $M$ are computed using the species distributions obtained by the flamelet equations. Being the distribution predicted by the flamelets very similar to those predicted by the CFD simulation, the drift velocity computed for the scalar $M$ does not change with the ionization mechanism. As consequence, the number of inner time-steps needed by both mechanisms is almost the same (about 5).
| Voltage | Mech. “A” | Mech. “B” | Speedup |
|---------|-----------|-----------|---------|
| −750 V  | 111.26 s  | 17.12 s   | 6.50    |
| −625 V  | 93.15 s   | 14.91 s   | 6.25    |
| −500 V  | 71.86 s   | 7.69 s    | 9.34    |
| −375 V  | 55.90 s   | 1.36 s    | 41.16   |
| −250 V  | 39.72 s   | 1.36 s    | 29.08   |
| −125 V  | 26.96 s   | 0.95 s    | 28.25   |
| 0 V     | 5.29 s    | 5.26 s    | 1.01    |
| 250 V   | 37.16 s   | 1.33 s    | 28.01   |
| 500 V   | 79.90 s   | 1.79 s    | 44.61   |
| 750 V   | 123.75 s  | 15.25 s   | 8.11    |
| 1000 V  | 177.23 s  | 22.67 s   | 7.82    |
| 1250 V  | 256.91 s  | 32.67 s   | 7.86    |

Table 1: Computational cost of the simulations per flow time-step.

On the other hand, when an external voltage is applied, the maximum electric field intensity is going to be placed next to the upstream electrode, as shown in Figure 13, where no charges are present especially in the weak voltage cases. In this region, mechanism “A” computes the drift velocity of the scalar $M$ using the mobility of the electrons. On the other hand, mechanism “B” uses an arithmetically averaged mobility which is two orders of magnitude lower than the electrons mobility. In the second case, the drift velocity computed for the anions is much lower and, therefore, the set-up employing mechanism “A” experience a most restrictive time advancement condition. Accordingly, the solver is forced to perform a larger number of inner time-steps (for a $\Delta V = 500 \text{ V}$ the simulations with the mechanism “A” and “B” require about 200 and 5 inner time-steps, respectively). Since the number of operations performed per inner time-steps is the same regardless the complexity of the chemistry model, a large variation of wall-time needed for the solution is registered.

The speedup effect of mechanism “B” vanishes in the cases with attached flame because the reacting region reaches the zone of the computational domain where the electric field is maximum and therefore the computed velocity of the anions becomes again comparable between the two mechanisms.

Such a reduction of the numerical cost is not a mere numerical artifact produced by the present model, but it relies on the fact that the electrons, produced in the flame region, are very likely to collide with molecular oxygen present in the mixture upstream the flame, producing $\text{O}_2^-$. This phenomenon, which tracking each species does not make any impact on the stiffness of the problem, strongly enhances the numerical efficiency of the system in this configuration where the maximum electric field is reached well outside the reacting region (see Figure 13).

10. Conclusions

This work provides a model for the prediction of the effect of weak electric fields on diffusive laminar flames. The proposed formulation solves the same number of governing equations independently of the chemical mechanism used to predict the chemi-ionization of the flame. This model, based on the Flamelet Progress-Variable (FPV) approach, only introduces two scalar quantities, which are used to predict the local presence of positive and negative charges in the mixture. Therefore, the proposed approach allows one to use detailed and more accurate chemistry models, improving the accuracy of the numerical simulations without any increase of computational cost. The model has been tested using two numerical test cases and employing two different chemical mechanisms for the ionization of the mixture.

A one-dimensional test case has been first considered in order to validate the accuracy of the proposed reduced-order model to reproduce the results of a detailed chemi-ionization model. Then, the results of a two-dimensional simulations, performed with a wide range of constant imposed voltage, have shown a
good agreement with the calculations available in literature regarding the flame position and its electrical response. It has also been shown that it is possible to reduce the computational cost of each simulation by a factor of 40. This aspect, together with the low dimensionality of the chem-tables required by the model, can be very useful for the extension of the present formulation to turbulent flows.

The two scalar quantities defined to describe the behavior of the positive and negative charges, which are the key feature of the proposed FPV approach, render on one hand its use very efficient and, on the other hand, introduce some approximations in modeling the charge transport phenomena. This aspect should be definitely investigated in the future taking advantage of experimental test case specifically produced for model validation. Moreover, the behavior of the present formulation with more complex species transport models and configuration is a current field of investigation.

Acknowledgments

This research has been supported by grant n. PON03PE_00067_6 APULIA SPACE. The authors want also to thank the reviewer for his precious suggestions, which contributed to improve the clarity of the present work.

References

[1] A. Cessou, E. Varea, K. Criner, G. Godard, P. Vervisch, Simultaneous measurements of OH, mixture fraction and velocity fields to investigate flame stabilization enhancement by electric field, Experiments in Fluids 52 (2012) 905–917.

[2] H. Duan, X. Wu, C. Zhang, Y. Cui, J. Hou, C. Li, Z. Gao, Experimental Study of Lean Premixed CH4/N2/O2 Flames under High-Frequency Alternating-Current Electric Fields, Energy & Fuels 29 (2015) 7601–7611.

[3] S. M. Lee, C. S. Park, M. S. Cha, S. H. Chung, Effect of electric fields on the liftoff of nonpremixed turbulent jet flames, IEEE Transactions on Plasma Science 33 (2005) 1703–1709.

[4] A. R. Hutchins, W. A. Reach, J. D. Kribs, K. M. Lyons, Effects of Electric Fields on Stabilized Lifted Propane Flames, Journal of Energy Resources Technology 136 (2014) 1–10.

[5] J. Han, M. Belhi, T. A. Casey, F. Bisetti, H. G. Im, J. Y. Chen, The i-V curve characteristics of burner-stabilized premixed flames: Detailed and reduced models, Proceedings of the Combustion Institute 36 (2017) 1241–1250.

[6] A. Fialkov, Investigations on ions in flames, Progress in Energy and Combustion Science 23 (1997) 399–528.

[7] A. M. Starik, N. S. Titova, Kinetics of Ion Formation in the Volumetric Reaction of Methane with Air, Combustion, Explosion and Shock Waves 38 (2002) 253–268.

[8] J. Prager, U. Riedel, J. Warnatz, Modeling ion chemistry and charged species diffusion in lean methane-oxygen flames, Proceedings of the Combustion Institute 31 I (2007) 1129–1137.

[9] J. Warnatz, U. Maas, R. W. Dibble, Combustion, 3rd ed., Springer Berlin Heidelberg, Berlin, Heidelberg, 2001. URL: http://link.springer.com/10.1007/978-3-662-04508-4. doi:10.1007/978-3-662-04508-4.

[10] J. M. Goodings, D. K. Bohme, Chun-Wai NG, Detailed ion chemistry in methane-oxygen flames. I. Positive ions, Combustion and Flame 36 (1979) 27–43.

[11] J. M. Goodings, D. K. Bohme, Chun-Wai NG, Detailed ion chemistry in methane-oxygen flames. II. Negative ions, Combustion and Flame 36 (1979) 45–62.

[12] F. Bisetti, M. El Morsli, Calculation and analysis of the mobility and diffusion coefficient of thermal electrons in methane/air premixed flames, Combustion and Flame 159 (2012) 3518–3521.

[13] F. Bisetti, M. El Morsli, Kinetic parameters, collision rates, energy exchanges and transport coefficients of non-thermal electrons in premixed flames at sub-breakdown electric field strengths, Combustion Theory and Modelling 18 (2014) 1–37.

[14] J. Han, M. Belhi, F. Bisetti, Numerical modeling of ion transport in flames, Combustion Theory and Modelling 19 (2015) 744–772.

[15] N. Speelman, M. Kiefer, D. Markus, U. Maas, L. P. H. de Goey, J. A. van Oijen, Validation of a novel numerical model for the electric currents in burner-stabilized methane-air flames, Proceedings of the Combustion Institute 35 (2015) 847–854.

[16] J. Hu, B. Rivin, E. Sher, The effect of an electric field on the shape of co-flowing and candle-type methane-air flames, Experimental Thermal and Fluid Science 21 (2000) 124–133.

[17] K. Yamashita, S. Karnani, D. Dunn-Rankin, Numerical prediction of ion current from a small methane jet flame, Combustion and Flame 156 (2009) 1227–1233.

[18] M. J. Papac, Effects of Electric Fields on Convection in Combustion Plasmas and Surrounding Gases, 36th AIAA Plasmadynamics and Lasers Conference (2010). URL: http://arc.aiaa.org/doi/pdf/10.2514/6.2005-4784. doi:10.2514/6.2005-4784.

[19] M. J. Papac, D. Dunn-Rankin, Modelling electric field driven convection in small combustion plasmas and surrounding gases, Combustion Theory and Modelling 12 (2008) 23–44.
Figure 13: Electric field intensity projected along the $x$ (a-b figures) and $y$ (c-d figures) directions (expressed in kV/m) at two different imposed voltage. Results for mechanism “A” and for mechanism “B” are shown on the left and right hand-side of each picture, respectively. The iso-lines are defined as in Figure 7.