On-the-fly computation of frontal orbitals in density matrix expansions
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Abstract

Linear scaling density matrix methods typically do not provide individual eigenvectors and eigenvalues of the Fock/Kohn-Sham matrix, so additional work has to be performed if they are needed. Spectral transformation techniques facilitate computation of frontal (homo and lumo) molecular orbitals. In the purify-shift-and-square method the convergence of iterative eigenvalue solvers is improved by combining recursive density matrix expansion with the folded spectrum method [J. Chem. Phys. 128, 176101 (2008)]. However, the location of the shift in the folded spectrum method and the iteration of the recursive expansion selected for eigenpair computation may have a significant influence on the iterative eigenvalue solver performance and eigenvector accuracy. In this work, we make use of recent homo and lumo eigenvalue estimates [SIAM J. Sci. Comput. 36, B147 (2014)] for selecting shift and iteration such that homo and lumo orbitals can be computed in a small fraction of the total recursive expansion time and with sufficient accuracy. We illustrate our method by performing self-consistent field calculations for large scale systems.
1 Introduction

Computing interior eigenvalues of large matrices is one of the most difficult problems in the area of numerical linear algebra and it appears in many applications. This work is inspired by and focuses on the area of electronic structure calculations, in particular Hartree–Fock and Kohn–Sham density functional theory. Let the eigenvalues of the Fock/Kohn-Sham matrix $F$ be arranged in ascending order

$$\lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_h < \lambda_l \leq \cdots \leq \lambda_{N-1} \leq \lambda_N,$$  \hspace{1cm} (1)

where $\lambda_1, \ldots, \lambda_h$ correspond to occupied electron orbitals, $\lambda_l, \ldots, \lambda_N$ correspond to unoccupied electron orbitals, and $N$ is the number of basis functions. The highest occupied molecular orbital (homo) and the lowest unoccupied molecular orbital (lumo), corresponding to the eigenvalues $\lambda_h$ and $\lambda_l$, respectively, are also known as frontal orbitals in the literature. We assume here that there is a non-zero gap $\lambda_l - \lambda_h > 0$ between eigenvalues corresponding to occupied and unoccupied orbitals.

The analysis of molecular orbitals around the homo-lumo gap helps to describe the structure and properties of chemical compounds. The computation of the homo and lumo orbitals of a given Fock/Kohn-Sham matrix for large systems is of particular interest.

The one-electron density matrix $D$ corresponding to a given Fock or Kohn–Sham matrix $F$ is the matrix for orthogonal projection onto the subspace spanned by eigenvectors of $F$ that correspond to occupied orbitals:

$$F y_i = \lambda_i y_i,$$  \hspace{1cm} (2)

$$D := \sum_{i=1}^{n_{\text{occ}}} y_i y_i^T,$$  \hspace{1cm} (3)

where $n_{\text{occ}}$ is the number of occupied orbitals.

A straightforward approach to obtain the density matrix is a diagonalization of the
matrix $F$. It gives the full spectrum of the matrix $F$, but leads to a cubical scaling of the computational cost with system size, restricting calculations to rather small systems.

Numerous approaches were developed for computing the density matrix with a linear complexity with respect to the number of basis functions. With such approaches linear scaling can be achieved for systems with non-zero gap if a technique for imposing matrix sparsity is used. In recursive density matrix expansion methods the computation of the density matrix is viewed as the problem of evaluating the matrix function

$$D = \theta(\mu I - F),$$

where $I$ is the identity matrix, $\theta$ is the Heaviside step function and $\mu$ is located between the homo and lumo eigenvalues, which makes (4) equivalent to the definition in (3). Since there are no eigenvalues in the homo-lumo gap the Heaviside step function can be efficiently approximated by a function smooth in the homo-lumo gap. A regularized approximation of the step function can be obtained using the recursive polynomial expansion

$$D \approx X_n = f_n(f_{n-1}(\ldots f_0(F)\ldots)),$$

where $f_i, i = 0, \ldots, n$ are low-order polynomials. The polynomial $f_0$ defined as

$$f_0(x) = \frac{\lambda_{\max} - x}{\lambda_{\max} - \lambda_{\min}}$$

maps the spectrum of the matrix $F$ into the interval $[0, 1]$ in reverse order. Here $\lambda_{\min}$ and $\lambda_{\max}$ are the extremal eigenvalues of $F$ or bounds thereof, i.e.

$$\lambda_{\min} \leq \lambda_1 \text{ and } \lambda_{\max} \geq \lambda_N.$$

The polynomials $f_i$ are chosen such that they recursively push occupied eigenvalues to 1 and
unoccupied to 0. Here we focus on the second-order spectral projection polynomials (SP2) \( f_i(x) = x^2 \) or \( 2x-x^2 \), \( i = 1, \ldots, n \). In the original algorithm proposed by Niklasson the polynomials used in each iteration are chosen based on the trace of the matrix. Here, we base our choice of polynomials on estimates of the homo and lumo eigenvalues. A common approach to decide when to stop recursive expansion iterations is to check when some quantity, measuring how far the matrix is from idempotency, goes below a predetermined threshold value. New parameterless stopping criteria for recursive polynomial expansions were recently proposed in Ref. Such criteria entail automatic detection of when numerical errors coming from removal of matrix elements or rounding errors are becoming dominant, therefore preventing stopping if a significantly better result might be obtained and avoiding failure to converge or performing iterations which do not notably improve the result.

Linear scaling methods avoid explicit computation of the eigenvectors, so to compute homo and lumo eigenpairs (pairs of eigenvalues and the corresponding eigenvectors) additional work has to be performed. Several techniques have been proposed and used to facilitate the computation of interior eigenpairs of real symmetric matrices near a given value. Examples include spectrum transformation methods like shift-and-square, shift-and-invert, and shift-and-project techniques and various subspace methods targeting interior eigenvectors satisfying a given property. Eigenpairs in a given interval can be obtained with methods using some filtering technique for approximation of the invariant subspace spanned by the eigenvectors of interest.

The shift-and-square technique is based on the transformation \((X - \sigma I)^2\) where \(X\) is the matrix of interest and the shift \(\sigma\) is a value close to the eigenvalues of interest. This method, also called the folded spectrum method in the literature, has been applied in various applications, including electronic structure calculations, analysis of complex network models and for matrices given in a compressed storage scheme. In Ref. the shift-and-square method was applied directly to the Fock/Kohn-Sham matrix and the shift \(\sigma\) was placed within the homo-lumo gap.
In previous works the shift $\sigma$ is chosen rather arbitrarily, giving no guarantee as to how many eigenvectors will be computed from the occupied and unoccupied parts of the spectrum. Moreover, as noted in Refs. 36 and 20, the smallest eigenvalues of the transformed problem are much more clustered than the corresponding eigenvalues in the original problem. In addition, spectrum folding may produce multiple eigenvalues in the transformed problem. If just homo or lumo eigenpairs are to be obtained, the shift should be located within the homo-lumo gap. However, if the shift is chosen very close to the desired eigenvalue, the eigenvalues from the corresponding invariant subspace will be mapped to poorly separated eigenvalues, resulting in a large number of iterations of the chosen iterative eigenvalue solver, and therefore requiring the execution of many matrix-vector products.

As mentioned earlier the density matrix $D$ is an orthogonal projection onto the occupied subspace which in the shift-and-project technique is utilized for extracting occupied or unoccupied parts of the spectrum. Occupied eigenvalues of $F$ near the homo-lumo gap correspond to the largest eigenvalues of $D(F - \lambda_{\text{min}}I)$. Unoccupied eigenvalues of $F$ near the homo-lumo gap correspond to the smallest eigenvalues of $(I - D)(F - \lambda_{\text{max}}I)$. Homo and lumo eigenpairs can be found by computing the largest eigenpair of $D(F - \lambda_{\text{min}}I)$ and the smallest eigenpair of $(I - D)(F - \lambda_{\text{max}}I)$, respectively. We will come back briefly to this method in section 4.3.2.

Shift-and-square and shift-and-project techniques can be combined with the SP2 recursive expansion into the methods referred to as purify-shift-and-square and purify-shift-and-project, respectively. In this work we will further improve and simplify the purify-shift-and-square method of Ref. 37. The matrix $X_i$ in each iteration of the recursive expansion can be represented as a matrix function of the matrix $F$, see (5), and therefore in exact arithmetics $F$ and $X_i$, $i = 0, 1, \ldots$ have a common set of eigenvectors. An important property of the recursive polynomial expansion is that separation of the eigenvalues near the homo-lumo gap from the rest of the spectrum is increasing during the initial phase of the recursive expansion, see Figure 1. The polynomial obtained in the SP2 recursive expansion is used here as a
Figure 1: Idempotency error $\|X_i - X_i^2\|$ and eigenvalues of $X_i$ in every iteration of the SP2 recursive expansion. The matrix $X_0$ is a diagonal matrix with equidistant eigenvalues in the intervals $[0, 0.48]$ and $[0.52, 1]$. Homo and lumo eigenvalues are represented here as red and green empty circles, respectively.

filter separating eigenvalues near the homo-lumo gap and consequently the number of eigensolver iterations required to compute corresponding eigenvectors is reduced. An advantage of the purify-shift-and-square method is that no additional matrix-matrix multiplications are required. The matrix square in the transformation $(X_i - \sigma I)^2 = X_i^2 - \sigma X_i + \sigma^2 I$ is anyway needed for the computation of $X_{i+1}$ in the next recursive expansion iteration. In a chosen iteration $i$ of the recursive expansion we obtain a polynomial

$$\beta_i(x) := f_i(f_{i-1}(\ldots f_1(x) \ldots)), \quad x \in [0, 1].$$

Composition of the polynomial $\beta_i(x)$ with the square polynomial used in the shift-and-square method gives the filter $(\beta_i(x) - \sigma I)^2$ illustrated in Figure 2, where $\sigma$ is chosen to be inside the homo-lumo gap. The figure shows the sharpness of the obtained filter.

In this work we address questions concerning selection of shift in the homo-lumo gap and an SP2 recursive expansion iteration for computation of the eigenvector of interest using the purify-shift-and-square method. The shift and iteration should ideally be chosen such that the smallest possible number of iterations in an iterative eigenvalue solver is needed while preserving a sufficient eigenvector accuracy. Our method will make use of the homo and
Figure 2: Illustration of the approximation polynomial $\beta_{12}(x)$ and the polynomial filter $(\beta_{12}(x) - \sigma)^2$ obtained in the purify-shift-and-square method in iteration 12 for a particular choice of $\sigma = 0.6$ in the recursive expansion presented in Figure 1. The lumo eigenvalue is represented using a red star marker.

lumo eigenvalue estimates proposed in Ref. [17]

2 Homo and lumo eigenvalue estimates

Accurate estimates for homo and lumo eigenvalues can be obtained using information extracted from the recursive expansion. The recent approach described in Ref. [17] requires only the evaluation of Frobenius norms and traces of the matrices $X_i - X_i^2$ during the course of a recursive expansion. This approach capitalizes on the fact that the homo and lumo eigenvalues dominate the Frobenius norm and trace of $X_i - X_i^2$ at the end of the recursive expansion. This can be understood from the right panel of Figure 1.

For the eigenvalue $\eta_i$ of $X_i$ that is closest to 0.5 in iteration $i$ the inequalities

$$\frac{v_i^2}{w_i} \leq \eta_i - \eta_i^2 \leq v_i, \quad i = 1, \ldots, n$$ (9)
hold, where \( v_i = \| X_i - X_i^2 \|_F \) is the Frobenius norm of \( X_i - X_i^2 \) and \( w_i = \text{trace}(X_i - X_i^2) \) is the trace of \( X_i - X_i^2 \). The approximation of the spectral norm by the Frobenius norm becomes more accurate when the matrix has a lot of zero eigenvalues. Therefore, we expect the rightmost bound in (9) to become more tight in the last iterations of the recursive expansion. However, depending on the eigenvalue distribution, the upper bound given by the Frobenius norm may deteriorate with increasing system size, see the left panel of Figure 3 for an example. There is a simple remedy. The Frobenius norm in the rightmost inequality in (9) can be replaced with the so called mixed norm \( \| \cdot \|_m \) first defined in Ref. 38, which satisfies

\[
\| X_i - X_i^2 \|_2 \leq \| X_i - X_i^2 \|_m \leq \| X_i - X_i^2 \|_F.
\] (10)

The mixed norm can be obtained by dividing the matrix into square submatrices of equal size, padding with zeros if needed, constructing a matrix with the Frobenius norms of the obtained submatrices and computing the spectral norm of the constructed matrix. Thus the mixed norm is significantly cheaper to compute than the spectral norm for larger submatrix sizes. The mixed norm computed with a fixed submatrix size has the same asymptotic behavior as the spectral norm, and therefore the tightness of the rightmost bound in (9) with \( m_i := \| X_i - X_i^2 \|_m \) instead of \( v_i \) will not deteriorate with increasing system size, see the left panel in Figure 3 for an illustration.

Let \( \lambda_h^{\text{out}} \) and \( \lambda_h^{\text{in}} \) be bounds of the homo eigenvalue such that

\[
\lambda_h^{\text{out}} \leq \lambda_h \leq \lambda_h^{\text{in}},
\] (11)

and let \( \lambda_l^{\text{in}} \) and \( \lambda_l^{\text{out}} \) be bounds of the lumo eigenvalue such that

\[
\lambda_l^{\text{in}} \leq \lambda_l \leq \lambda_l^{\text{out}}.
\] (12)
Figure 3: Illustration of the dependency of the spectral norm bounds and eigenvalue bounds on system size. The SP2 algorithm is applied to a diagonal matrix of increasing size with equidistant eigenvalues in $[0, 0.45]$ and $[0.55, 1]$. Left panel: (from top to bottom) upper bounds obtained using the Frobenius norm, upper bounds obtained using the mixed norm, lower bounds for the spectral norm. All values have been normalized so that the spectral norm in each case corresponds to a value of 1. The bounds are plotted for a matrix $X_i - X_i^2$ obtained 2 iterations before the end of the recursive expansion. The submatrix size for the mixed norm is 100. Right panel: Intervals containing homo and lumo eigenvalues obtained using mixed and Frobenius norms for the inner bound are shown in blue and red, respectively. The outer bounds are the same for both cases.

The complete algorithm for computing homo and lumo eigenvalue bounds using the mixed norm as described above is given in Algorithm 1 which is used after completion of the recursive expansion. Note that the algorithm is equivalent to Algorithm 3 presented in Ref. 17 but here it is written for the SP2 recursive expansion and uses the mixed norm for the computation of inner bounds. In Algorithm 1, $n$ is the total number of recursive expansion iterations and $p_i$ is the sequence of taken polynomials, where $p_i = 1$ if $f_i(x) = x^2$ and $p_i = 0$ if $f_i(x) = 2x - x^2$.

See the right panel in Figure 3 for a comparison of the eigenvalue bounds obtained using $m_i$ instead of $v_i$ in the rightmost inequality in [9]. We can see that the inner bounds
Algorithm 1 Homo and lumo estimates obtained using information extracted from SP2

1: input: \( n, \lambda_{\text{max}}, \lambda_{\text{min}}, v_i, m_i, w_i, p_i, i = 1, 2, \ldots, n \)
2: \( \gamma = (3 - \sqrt{5})/2 \)
3: \( i = n \)
4: \( x_1 = 1, \ x_2 = 1, \ x_3 = 0, \ x_4 = 0 \)
5: while \( v_i < \gamma - \gamma^2 \) do
6: \( z_1 = \frac{1}{2} \left( 1 - \sqrt{1 - 4v_i^2/w_i} \right) \)
7: \( z_2 = \frac{1}{2} \left( 1 - \sqrt{1 - 4m_i} \right) \)
8: \( z_3 = \frac{1}{2} \left( 1 + \sqrt{1 - 4m_i} \right) \)
9: \( z_4 = \frac{1}{2} \left( 1 + \sqrt{1 - 4v_i^2/w_i} \right) \)
10: for \( j = i, i-1, \ldots, 1 \) do
11: if \( p_j = 1 \) then
12: \( z_k = \sqrt{z_k}, \ \ k = 1, 2, 3, 4 \)
13: else
14: \( z_k = 1 - \sqrt{1 - z_k}, \ \ k = 1, 2, 3, 4 \)
15: end if
16: end for
17: \( x_k = \min(x_k, z_k), \ \ k = 1, 2 \)
18: \( x_k = \max(x_k, z_k), \ \ k = 3, 4 \)
19: \( i = i - 1 \)
20: end while
21: \( \lambda_{\text{out}}^h = \lambda_{\text{max}} - (\lambda_{\text{max}} - \lambda_{\text{min}})x_4 \)
22: \( \lambda_{\text{in}}^h = \lambda_{\text{max}} - (\lambda_{\text{max}} - \lambda_{\text{min}})x_3 \)
23: \( \lambda_{\text{in}}^l = \lambda_{\text{max}} - (\lambda_{\text{max}} - \lambda_{\text{min}})x_2 \)
24: \( \lambda_{\text{out}}^l = \lambda_{\text{max}} - (\lambda_{\text{max}} - \lambda_{\text{min}})x_1 \)
25: output: \( \lambda_{\text{out}}^h, \lambda_{\text{in}}^h, \lambda_{\text{in}}^l, \lambda_{\text{out}}^l \)
computed using the mixed norm is tighter than the bounds computed using the Frobenius norm for large system sizes. In each iteration in Algorithm 1 the most loose outer bounds are taken, see lines 17 and 18. However, the Frobenius norm significantly overestimates the spectral norm for non-trivial large matrices, so for larger matrix sizes fewer iterations are taken into account due to the condition on line 5. Therefore, in the right panel in Figure 3 the outer bounds become more tight for larger system sizes. For even larger systems the condition on line 5 may never be satisfied. To be able to handle also such cases one may use the mixed norm $m_i$ instead of the Frobenius norm $v_i$ on line 5, i.e. one may use the condition $m_i < \gamma - \gamma^2$.

The intervals obtained in Algorithm 1 are propagated between self-consistent field (SCF) cycles using Weyl’s theorem for eigenvalue movement as described in Refs. 17 and 39. Propagated bounds are used for selecting polynomials in the next SCF cycle.

Let the inner and outer bounds for the homo eigenvalue of $X_i$ be denoted with $h_i^{\text{in}}$ and $h_i^{\text{out}}$ respectively, and the inner and outer bounds for the lumo eigenvalue with $l_i^{\text{in}}$ and $l_i^{\text{out}}$ respectively. In Algorithm 2 we compute bounds for each iteration and use them to determine the sequence of polynomials which will be used in the recursive expansion. Here $\lambda_i^{\text{out}_h}, \lambda_i^{\text{in}_h}, \lambda_i^{\text{in}_l}, \lambda_i^{\text{out}_l}$ are bounds for the homo and lumo eigenvalues of the matrix $F$ propagated from the previous SCF cycle. With $\varepsilon_M$ we denote the machine epsilon.

3 Computation of homo and lumo eigenvectors

In this section we will consider a purify-shift-and-square approach for computing homo and lumo eigenpairs of the matrix $F$. We will use the homo and lumo eigenvalue bounds obtained using the method discussed in section 2 to select the shifts and the recursive expansion iterations for computing homo and lumo eigenvectors.

Consider a symmetric matrix $X_i$ in a given iteration $i$ of the recursive expansion and note that its spectrum is located in the interval $[0, 1]$. Assume that the eigenvalue of $X_i$ closest to
Algorithm 2: Computation of the polynomial sequence in SP2

1: **input:** $\lambda_{\text{min}}$, $\lambda_{\text{max}}$, $\lambda_\text{h}^{\text{out}}$, $\lambda_\text{h}^{\text{in}}$, $\lambda_\text{l}^{\text{in}}$, $\lambda_\text{l}^{\text{out}}$
2: $\hat{h}_\text{in}^0 = 1 - \frac{\lambda_{\text{max}} - \lambda_{\text{in}}}{\lambda_{\text{max}} - \lambda_{\text{min}}}$, $\hat{h}_\text{out}^0 = 1 - \frac{\lambda_{\text{max}} - \lambda_{\text{out}}}{\lambda_{\text{max}} - \lambda_{\text{min}}}$
3: $l_\text{in}^0 = \lambda_{\text{max}} - \lambda_{\text{in}}$, $l_\text{out}^0 = \lambda_{\text{max}} - \lambda_{\text{out}}$
4: $i = 0$
5: **while** ($\hat{h}_\text{in}^i > \varepsilon_M$ or $l_\text{in}^i > \varepsilon_M$) **do**
6: 
7: **if** $l_\text{in}^{i-1} \geq \hat{h}_\text{in}^{i-1}$ **then**
8: 
9: $l_\text{out}^i = \left(h_\text{out}^{i-1}\right)^2$, $l_\text{in}^i = \left(h_\text{in}^{i-1}\right)^2$
10: 
11: $p_i = 1$
12: **else**
13: 
14: $l_\text{out}^i = 2h_\text{out}^{i-1} - \left(h_\text{out}^{i-1}\right)^2$, $l_\text{in}^i = 2h_\text{in}^{i-1} - \left(h_\text{in}^{i-1}\right)^2$
15: **end if**
16: $h_\text{in}^i = 1 - \hat{h}_\text{in}^i$, $h_\text{out}^i = 1 - \hat{h}_\text{out}^i$
17: **end while**
18: $n_{\text{max}} = i$
19: **output:** $n_{\text{max}}$, $p_i$, $h_\text{out}^i$, $h_\text{in}^i$, $l_\text{out}^i$, $l_\text{in}^i$, $i = 0, 1, \ldots, n_{\text{max}}$

A given value $\sigma_i \in [0, 1]$ is unique and that there is no other eigenvalue at the same distance from $\sigma_i$. The eigenvector of $X_i$ corresponding to this eigenvalue is equal to the eigenvector corresponding to the smallest eigenvalue of

$$g(X_i, \sigma_i) = (X_i - \sigma_i I)^2. \quad (13)$$

After this transformation, the eigenvalues of $X_i$ near the shift $\sigma_i$ have the same eigenvectors as the smallest eigenvalues of $g(X_i, \sigma_i)$. Computation of extremal eigenpairs is favorable for iterative eigensolvers such as the Lanczos method. If homo and lumo estimates are available, we can choose $\sigma_i$ such that the homo or lumo eigenpair is computed. Then, using the Rayleigh quotient we compute the corresponding homo or lumo eigenvalue of the matrix $F$.

Let the lumo and homo eigenvalues of the matrix $X_i$ be uniquely close to the shifts $\sigma_i^l$ and $\sigma_i^h$.
σ^i_h, respectively. Let i_l and i_h be the chosen recursive expansion iterations for computing lumo and homo eigenvectors. We summarize the purify-shift-and-square approach in Algorithm 3. In line 10 the removal of small matrix elements, or truncation, is written as an addition of an explicit perturbation matrix E_i to X_i. Particular choices of shifts and iterations will be suggested in the following sections.

Algorithm 3 Purify-shift-and-square approach for computing homo and lumo eigenpairs of the matrix F

1: **input:** F, p_i, i_l, i_h, σ^i_l, σ^i_h, λ_max, λ_min
2: X_0 = \frac{λ_{max}I - F}{λ_{max} - λ_{min}}
3: i = 1
4: while stopping criterion is not fulfilled do
5: if p_i = 1 then
6: X_i = \tilde{X}_{i-1}^2
7: else
8: X_i = 2\tilde{X}_{i-1} - \tilde{X}_{i-1}^2
9: end if
10: \tilde{X}_i = X_i + E_i
11: if i = i_h then
12: y_h := eigenvector for smallest eigenvalue of (\tilde{X}_i - σ^i_hI)^2
13: λ_h = (y_h^TFy_h) / ∥y_h∥
14: end if
15: if i = i_l then
16: y_l := eigenvector for smallest eigenvalue of (\tilde{X}_i - σ^i_lI)^2
17: λ_l = (y_l^TFy_l) / ∥y_l∥
18: end if
19: i = i + 1
20: end while
21: **output:** (λ_l, y_l), (λ_h, y_h)

3.1 Selecting shifts

Above we have discussed the purify-shift-and-square method for computing homo and lumo eigenpairs of the Fock/Kohn-Sham matrix, where the shift-and-square method is applied to the matrix X_i in a given iteration i of the recursive expansion. In this subsection we will propose particular choices of shift σ_i in the mapping (13). We denote with σ^i_h and σ^i_l the shifts chosen in iteration i for computation of homo and lumo eigenvectors, respectively. We
base our choice of shifts on the homo and lumo eigenvalue bounds obtained as described in section 2. Let \( h^i \) and \( l^i \) be the exact homo and lumo eigenvalues, respectively, of the matrix \( X_i \). In each iteration of Algorithm 1, the inner bounds for homo and lumo remain the same or improve, so one may expect to have tight inner bounds for homo and lumo of the matrix \( F \). On the contrary, to improve the reliability of the outer bounds for \( F \), the looser outer bounds for homo and lumo are taken in each iteration of Algorithm 1. Therefore, in practice, the outer bounds of \( F \) are looser than the inner bounds. Thus we will assume that

\[
\begin{align*}
l^i_{\text{out}} &< l^i \leq l^i_{\text{in}} \quad \text{and} \quad h^i_{\text{in}} \leq h^i < h^i_{\text{out}}; \\
\end{align*}
\]

which is true in all but trivial cases.

The shift \( \sigma^i \) should be chosen in such a way that the smallest eigenvalue of the matrix \( g(X_i, \sigma^i) \) is simple and corresponds to the same eigenvector as the lumo eigenvalue of \( X_i \). To achieve this, two conditions should be satisfied:

\[
\begin{align*}
l^i_{\text{in}} &\leq \sigma^i, \\
g(l^i_{\text{out}}, \sigma^i) &\leq g(h^i_{\text{in}}, \sigma^i).
\end{align*}
\]

See Figure 4 for an illustration. The condition (15) ensures that no eigenvalue from the

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.png}
\caption{Mapping of homo and lumo eigenvalues and their estimates by the \( g(x, \sigma^i) \) function. To ensure that the smallest eigenvalue of \( g(X_i, \sigma^i) \) and the lumo eigenvalue of \( X_i \) have the same eigenvector the two conditions (15) and (16) must be satisfied.}
\end{figure}
unoccupied part of the spectrum except lumo will be transformed to the smallest eigenvalue of \( g(X_i, \sigma^i) \). The condition \( (16) \) ensures that no eigenvalue from the occupied part of the spectrum will be transformed to the smallest eigenvalue of \( g(X_i, \sigma^i) \). Condition \( (16) \) is equivalent to

\[
\sigma^i \leq \frac{h^i_{in} + l^i_{out}}{2}.
\]

Therefore by selecting in the recursive expansion iteration \( i \) shift \( \sigma^i \) such that

\[
l^i_{in} \leq \sigma^i \leq \frac{h^i_{in} + l^i_{out}}{2}
\]

we know a priori that by computing the smallest eigenpair of the matrix \( g(X_i, \sigma^i) \) we will obtain the lumo eigenvector.

Similarly, we get the condition

\[
\frac{l^i_{in} + h^i_{out}}{2} \leq \sigma^h \leq h^i_{in}
\]

for the shift \( \sigma^h \) ensuring that by computing the smallest eigenpair of the matrix \( g(X_i, \sigma^h) \) we will obtain the homo eigenvector.

We have narrowed down the possible choices of shifts. Now we will propose particular choices of shifts keeping in mind bounds \( (18) \) and \( (19) \).

It is well known that iterative eigensolvers are sensitive to the relative eigenvalue separation.\cite{40,41} For a simple eigenvalue \( \eta_1 \) such that \( \eta_1 < \eta_2 \leq \cdots \leq \eta_N \) we define the relative eigenvalue distance as

\[
\delta_{rel}(\eta) = \frac{\eta_2 - \eta_1}{\eta_N - \eta_1}
\]

If \( \delta_{rel}(\eta) \) is high, then iterative eigensolvers typically require much fewer iterations than in
\( \delta_{rel}(\eta) \) is small. Thus we would like to choose \( \sigma^i_h \) and \( \sigma^i_l \) giving large ratio \( \delta_{rel} \) for the smallest eigenvalues of \( g(X_i, \sigma^i_h) \) and \( g(X_i, \sigma^i_l) \), respectively. Below we discuss the choice of \( \sigma^i_l \) and provide illustrative examples. A similar discussion can be done for the choice of \( \sigma^i_h \).

In Figure 5 we compare spectrum transformations using the polynomial \( g(x, \sigma) \) with \( \sigma = 0.425 \) and \( \sigma = 0.2 \). The original spectrum is separated into occupied and unoccupied parts, with 0.5 located in the homo-lumo gap. The relative distance for the smallest eigenvalue of the transformed spectrum is significantly smaller if shift \( \sigma = 0.2 \) is used than when \( \sigma = 0.425 \) is used. The example suggests to choose shift equal to the right bound of the interval (18), i.e. \( \sigma = \frac{h^i_l + h^i_u}{2} \), when the left bound of (18) is satisfied. Such a choice reduces the compression of the smallest eigenvalues in the transformed spectrum. Note that if in the example above shift 0.5 is chosen, the transformed spectrum will have multiple smallest eigenvalues, and the eigenvector of interest cannot be computed. However, such situation will not happen in practice if assumption (14) holds.

![Figure 5](image)

**Figure 5:** Illustration of spectrum transformation using the shift-and-square approach. The original matrix spectrum contains equidistant eigenvalues in the intervals \([0, 0.2]\) and \([0.8, 1]\) depicted as red circles on the x-axes. We assume that the lumo and homo eigenvalues are equal to 0.2 and 0.8, respectively. Panels (a) and (b) present the spectrum transformed using the polynomial \((x - \sigma)^2\) with two choices of shift \( \sigma \). Note the compression of the smallest eigenvalues in the transformed spectrum. Panel (c) shows relative separation (20) in the transformed spectrum for shifts satisfying (18).

Figure 6 shows the number of Lanczos iterations required for computing homo and lumo eigenpairs in each iteration \( i \) of the recursive expansion for various shifts. We apply the SP2 expansion to a random symmetric dense matrix of size 300. Occupied and unoccupied
eigenvalues are equidistantly distributed in intervals \([0, 0.495]\) and \([0.505, 1]\), respectively. The eigenvectors of the matrix were taken from a QR factorization of a matrix with random elements from a normal distribution. The distance of the inner bounds for homo and lumo eigenvalues of the matrix \(X_0\) from the exact values is set to \(10^{-3}\) and the distance of the outer bounds from the exact values is \(10^{-2}\), i.e. \(l_0^0 - l^0 = h^0 - h_0^0 = 10^{-3}\) and \(l^0 - l_0^0 = h_0^0 - h^0 = 10^{-2}\). We take 20 different shifts located inside the homo-lumo gap of the matrix \(X_i\). Results obtained using chosen shifts \(\sigma^i_l = \frac{h_{in}^i + l_{out}^i}{2}\) and \(\sigma^i_h = \frac{l_{in}^i + h_{out}^i}{2}\) are highlighted. If the maximum number of Lanczos iterations 500 is reached and no good approximation of the homo or lumo eigenvector is computed, we are not plotting the result. The figure shows that the choice of shift may significantly influence the number of iterations in the beginning of the recursive expansion. The proposed shifts are almost optimal in terms of the number of Lanczos iterations in each recursive expansion iteration.

Based on the discussion above we choose shifts equal to

\[
\sigma^i_l = \frac{h_{in}^i + l_{out}^i}{2},
\]

(21)
where eligible iterations for computing the lumo eigenvector are iterations when $\sigma^i_l \geq h^i_{\text{in}}$ is satisfied, and

$$\sigma^i_h = \frac{h^i_{\text{in}} + h^i_{\text{out}}}{2}, \quad (22)$$

where eligible iterations for computing the homo eigenvector are iterations when $\sigma^i_h \leq h^i_{\text{in}}$ is satisfied.

### 3.2 Selecting iterations

In the previous subsection we discussed the choice of shift in the purify-shift-and-square method for a given recursive expansion iteration. For each iteration our choice of shift was aimed at improving performance of the iterative eigensolver. Here we assume that shifts $\sigma^i_l$ and $\sigma^i_h$ are computed using (21) and (22), respectively. We will provide a way to select a recursive expansion iteration such that in addition to reducing the number of eigensolver iterations, the eigenvector can be computed with sufficient accuracy.

The accuracy of an eigenvector corresponding to a simple eigenvalue depends on the spectrum separation around the eigenvalue. Let $\delta(\eta)$ be the absolute distance between a simple eigenvalue $\eta$ and the rest of the spectrum:

$$\delta(\eta) = \min_{i, \eta \neq \eta_i} |\eta - \eta_i|. \quad (23)$$

The ratio $\frac{1}{\delta(\eta)}$ can be considered as a condition number of the problem of computing the eigenvector corresponding to the simple eigenvalue $\eta$. If an eigenvalue is far from 0 and it is well separated from the rest of the spectrum, i.e. $\delta(\eta)$ is large, the eigenvector is well conditioned and the norm of the difference between computed and exact eigenvectors will in general be small.

Let $l^0$ be the lumo eigenvalue of $X_0$ and let $l^0_2$ be the eigenvalue closest to $l^0$ such that $l^0_2 < l^0$. By selecting the recursive expansion iteration where the absolute value of the
slope of the polynomial \( g(\beta_i(x), \sigma^i_l) \) at the lumo eigenvalue \( l^0 \) is largest, we expect a large absolute separation between the eigenvalues \( g(\beta_i(l^0), \sigma^i_l) \) and \( g(\beta_i(l_1^0), \sigma^i_l) \). See the illustration in Figure 7 where we have plotted the polynomials \( g(x, \sigma^i_l) \) and \( g(\beta_i(x), \sigma^i_l) \). Recursive expansion is applied to a diagonal matrix of size 100 with 50 occupied orbitals and homol- lumo gap 0.08.

![Illustration of the spectrum transformation near the lumo eigenvalue by the polynomials \( g(x, \sigma_1^{11}) \) and \( g(\beta_1(x), \sigma_1^{11}) \). On the x-axis we denote with red cross the lumo eigenvalue of the matrix \( X_i \) in a given iteration \( i \) (i.e. \( l_1^{11} \) in the left panel, \( l^0 \) in the right panel). With two blue stars we denote the two closest eigenvalues to the lumo eigenvalue from occupied and unoccupied parts of the spectrum, respectively. On the y-axis we present the obtained eigenvalues after mapping by the corresponding polynomials. For computation of the lumo eigenvector we select the recursive expansion iteration where the polynomial \( g(\beta_i(x), \sigma^i_l) \) has the largest by absolute value slope at the lumo eigenvalue of the matrix \( X_0 \).

The derivative of the approximation polynomial \( \beta_i \) at a point \( x \in [0, 1] \) is the following:

\[
\beta_0(x) = x, \quad \beta'_0(x) = 1 \tag{24}
\]
\[
\beta'_i(x) = f'_i(\beta_{i-1}(x)) \beta'_{i-1}(x), \quad i \geq 1 \tag{25}
\]

We have

\[
g'(\beta_i(x), \sigma^i_l) = 2 \left( \beta_i(x) - \sigma^i_l \right) \beta'_i(x) \tag{26}
\]

The eigenvalue bounds for the lumo eigenvalue may be used instead of the exact lumo eigenvalue of \( X_0 \). Under assumption (14) and according to the discussion in section 2, the
inner bounds are in practice more accurate than the outer bounds. Thus we will use the eigenvalue bound $l_{\text{in}}^0$ instead of the exact lumo eigenvalue of $X_0$.

Summarizing the above discussion, to compute the lumo eigenvector we suggest to select a recursive expansion iteration $i_l$ such that $|g'(\beta_{i_l}(l_{\text{in}}^0), \sigma_{i_l}^l)|$ is as large as possible. Note that $g'(\beta_{i_l}(l_{\text{in}}^0), \sigma_{i_l}^l)$ has a negative value. Correspondingly, to compute the homo eigenvector we will search for a recursive expansion iteration $i_h$ such that $g'(\beta_{i_h}(h_{\text{in}}^0), \sigma_{i_h}^h)$ is as large as possible. The algorithm for selecting iterations $i_h$ and $i_l$ of the recursive expansion for computing homo and lumo eigenpairs, respectively, is summarized in Algorithm 4.

**Algorithm 4** Determine iterations for computing homo and lumo eigenvectors in SP2

1: **input:** $n_{\text{max}}, h_{\text{in}}^i, l_{\text{in}}^i, \sigma_h^i, \sigma_l^i, i = 0, 1, \ldots, n_{\text{max}}$
2: $\beta_h^i = 1, \beta_l^i = 1, G_h = -\infty, G_l = -\infty$
3: $i_h = -1, i_l = -1$
4: **for** $i = 1, 2, \ldots, n_{\text{max}}$ **do**
5: $\beta_h = 1 - h_{\text{in}}^{i-1}$
6: $\beta_l = l_{\text{in}}^{i-1}$
7: **if** $p_i = 1$ **then**
8: $\beta_h' = 2\beta_h\beta_h'$
9: $\beta_l' = 2\beta_l\beta_l'$
10: **else**
11: $\beta_h' = 2(1 - \beta_h)\beta_h'$
12: $\beta_l' = 2(1 - \beta_l)\beta_l'$
13: **end if**
14: $g_h' = 2(\beta_h - \sigma_h^i)\beta_h'$
15: $g_l' = 2(\beta_l - \sigma_l^i)\beta_l'$
16: **if** $\sigma_h^i \leq h_{\text{in}}^i$ **and** $g_h' \geq G_h$ **then**
17: $G_h = g_h'$
18: $i_h = i$
19: **end if**
20: **if** $l_{\text{in}}^i \leq \sigma_l^i$ **and** $|g_l'| \geq G_l$ **then**
21: $G_l = g_l'$
22: $i_l = i$
23: **end if**
24: **end for**
25: **output:** $i_l, i_h$

Let us summarize all the steps needed for computing homo and lumo eigenvectors during the recursive expansion:
• Use Algorithm 2 to determine sequence of polynomials for the recursive expansion and homo and lumo estimates for the matrices $X_i$ in each iteration
• Use formulas (21) and (22) to compute shifts
• Use Algorithm 4 to determine iterations of the recursive expansion for homo and lumo eigenvector computation
• Use Algorithm 3 to perform the recursive expansion and compute homo and lumo eigenvectors on-the-fly
• Use Algorithm 1 to compute new homo and lumo estimates for the matrix $F$, which will be propagated to the next SCF cycle

4 Application to self-consistent field calculations

In this section we apply the purify-shift-and-square method for computation of the homo and lumo orbitals in SCF calculations with the quantum chemistry program Ergo.\textsuperscript{43,44} We used direct inversion in the iterative subspace (DIIS) for SCF convergence acceleration\textsuperscript{45,46} and stopped the calculations as soon as the largest absolute element of $F'D'S - SD'F'$ was smaller than a given threshold value $\tau_{SCF}$, where $S$ is the basis set overlap matrix and $F'$ and $D'$ are the Fock and density matrices in non-orthogonal basis. Here we perform Hartree-Fock calculations, but all the algorithms proposed in this paper can also be used in Kohn-Sham density functional theory calculations. The computation of the density matrix from the Fock matrix is done in orthogonal basis. For transformation from non-orthogonal basis to orthogonal basis we employ the inverse Cholesky factor of the overlap matrix. The hierarchical matrix library described in Ref.\textsuperscript{47} was used for sparse matrix operations. A block size of 32 was used at the lowest level in the sparse hierarchical representation. The inner bounds for the homo and lumo eigenvalues (see section 2) are used for determination of polynomial sequence in the recursive expansion in Algorithm 2, error control, and determination of recursive expansion iterations for computing homo and lumo eigenvectors in...
The recent stopping criterion developed in Ref. 18 was used for termination of the recursive expansion iterations. The mixed norm with block size 32 was used both in the stopping criterion and for removal of small matrix elements. Truncation with control of the error in the occupied subspace measured by the largest canonical angle between the exact and approximate subspaces was performed as described in Refs. 38 and 39 with a predefined tolerance $\tau_{\text{puri}}$.

Numerical tests were run on the Triolith cluster at the National Supercomputer Centre (NSC) in Linköping, Sweden using the Intel 16.0.2 C++ compiler and Intel MKL version 11.3.2 for matrix operations at the lowest level in the sparse hierarchical representation. Each node on Triolith has two 8-core Intel Xeon E5-2660 “Sandy Bridge” processors running at 2.2 GHz. The calculations were performed on a node with 128 GB of memory.

All results presented in the following subsections were obtained in the last SCF cycle. All timing results represent elapsed wall time. The Lanczos algorithm was considered converged when the relative residual $\frac{\|Ax - \lambda x\|}{|\lambda|}$ for the eigenpair approximation $(\lambda, x)$ was less than $10^{-12}$. We used random starting guess for Lanczos iterations, unless otherwise stated.

### 4.1 Alkane chains and extended pyrimidine derivative molecule

In our first test we created a sequence of alkane chains $C_nH_{2n+2}$ with increasing $n$. The homolumo gap and spectrum width of the Fock matrix do not change significantly with increasing length of the chains, but eigenvalues near the homo-lumo gap tend to be more clustered and become nearly degenerate for larger system sizes. The distance between lumo and the rest of the spectrum decreases notably faster than the distance between homo and the rest of the spectrum. Thus for large systems we expect that computation of lumo eigenpairs will require more Lanczos iterations than the computation of homo eigenpairs.

Hartree-Fock calculations were performed on the alkane chains using the Gaussian basis set 6-311G*. The initial guess density matrix was obtained from calculations with a smaller basis set 3-21G. SCF convergence and truncation tolerances were set to $\tau_{\text{SCF}} = 10^{-3}$ and...
\[ \tau_{\text{puri}} = 10^{-3}, \text{ respectively.} \]

In Figure 8 we present total recursive expansion time, number of Lanczos iterations and fraction of time required for computing homo and lumo eigenvectors compared to the total recursive expansion time for alkane chains of increasing length. The recursive expansion execution time includes computation of eigenvectors. The maximum number of Lanczos iterations was set to 500. For the largest presented system size the Lanczos algorithm did not converge within 500 iterations for the lumo eigenpair. The time spent on Lanczos iterations is in this case indicated with a star marker.

Figure 8: Recursive expansion in the last SCF cycle of HF/6-311G* calculations performed for the alkane chains. The execution time in the left panel includes computation of homo and lumo eigenvectors. In the central and right panels the computation of the lumo eigenpair where the maximum number of allowed Lanczos iterations is reached without convergence is indicated using a star marker.

In our second test we combine alkane chains with a 5-(2-Acetoxyethyl)-6-methylpyrimidin-2,4-dione molecule \( (C_{9}H_{12}N_{2}O_{4}) \). The crystal structure of \( C_{9}H_{12}N_{2}O_{4} \) was synthesized by Kraljević et al.\textsuperscript{48} and can be obtained from Cambridge Crystallographic Data Center (CCDC 749761). We optimized the molecular structure of \( C_{9}H_{12}N_{2}O_{4} \) in the ground state using the Gaussian 09W program\textsuperscript{49} by performing density functional theory calculations with the B3LYP functional and the 6-311++G** standard Gaussian basis set. The molecule \( C_{9}H_{12}N_{2}O_{4} \) was extended by adding alkanes to the outermost carbon atom, as illustrated in Figure 9. We will refer to the new obtained systems as extended with alkane chains pyrimidin derivative, or simply extended systems. Figure 10 illustrates homo and lumo orbitals of \( C_{9}H_{12}N_{2}O_{4} \) computed using the Ergo program by performing Hartree-Fock calculations.
Figure 9: Extended C\textsubscript{9}H\textsubscript{12}N\textsubscript{2}O\textsubscript{4} molecule by adding pentane to the carbon atom indicated by the arrow.

with the 6-311G* basis set, and illustrated using the Gabedit GUI. A spectrum comparison between C\textsubscript{9}H\textsubscript{12}N\textsubscript{2}O\textsubscript{4}, alkane chains and extended molecules is given in Figure 11.

We perform Hartree-Fock calculations with the same basis set and parameters as described for the alkane chains. Results are given in Figure 12. In the extended systems the spectrum width and the part of the spectrum close to the homo-lumo gap of the Fock matrix is determined by the C\textsubscript{9}H\textsubscript{12}N\textsubscript{2}O\textsubscript{4} molecule, such that the relative distance between homo, lumo and the rest of the spectrum does not change significantly for increasing system sizes. Indeed, the central panel in Figure 12 shows that almost the same number of Lanczos iterations is required for computation of homo and lumo eigenpairs for various system sizes.

In this subsection we have considered two systems. The alkane chains represent “hard” systems since the eigenvalues of the Fock matrix become nearly degenerate already for relatively small chain lengths, resulting in a very high condition number for the problem of
Figure 11: Illustration of the eigenspectrum for increasing size alkane chains, pyrimidin derivative and extended systems. Upper panel: Spectrum width and location of the homo-lumo gap. Bottom panels: Close-up on the eigenspectrum near the homo-lumo gap.

Figure 12: Recursive expansion in the last SCF cycle of HF/6-311G* calculations performed for the C$_9$H$_{12}$N$_2$O$_4$ molecule extended with alkane chains. The execution time in the left panel includes computation of homo and lumo eigenvectors.

computing eigenvectors. In such cases, however, it may not make sense to compute individual eigenvectors. The extended molecules can be seen as “easy” systems since the eigenvalue
distribution near the homo-lumo gap does not depend on the system size. The fraction of
time needed for computation of homo and lumo eigenpairs relative to the total time of the
recursive expansion is around 2-2.5%.

4.2 Water clusters and protein-water molecular systems

4.2.1 Water clusters

In this subsection we describe results of performing Hartree-Fock calculations on water clus-
ters and protein-water molecular systems. These calculations are examples of homo and
lumo eigenpair computation for 3D systems of increasing size.

Water cluster geometries were generated from a large molecular dynamics simulation of
bulk water at standard temperature and pressure by including all water molecules within
spheres of varying radii. The xyz coordinate files can be obtained from [http://www.ergeoscf.org](http://www.ergeoscf.org).

Hartree-Fock calculations were performed on the water clusters using the Gaussian basis
set 3-21G. Initial guess density matrices were obtained from calculations with a smaller
basis set STO-2G. SCF convergence and truncation tolerances were set to $\tau_{\text{SCF}} = 10^{-3}$ and
$\tau_{\text{puri}} = 10^{-3}$, respectively.

The number of non-zeros per row in the density matrix and total time of the recursive
expansion are presented in Figure 13. The homo-lumo gap does not change significantly
with increasing system size, and therefore the total number of recursive expansion iterations
does not change significantly either, see the right panel in Figure 14.

The number of Lanczos iterations and fraction of time required for the Lanczos algorithm
relative to the total recursive expansion time is given in Figure 15. In the previous calcula-
tions we used random starting guess for Lanczos iterations. If the SCF calculation is near
convergence, then, if available, the homo and lumo eigenvectors from the previous SCF cycle
can be used as starting guesses for the Lanczos algorithm in the current cycle. In Figure 15
we compare results obtained with random initial guesses and results with eigenvectors from
the previous SCF cycle as guesses. The number of Lanczos iterations were reduced almost by a factor of two when non-random initial guess was used. However, one should be careful with using eigenvectors from previous SCF cycles as initial guesses. If the calculations are still far from self-consistency, the eigenvalue locations of two Fock matrices in consecutive cycles might differ significantly, resulting in worse performance of the Lanczos algorithm compared to calculations with random initial guess or even misconvergence.
Figure 15: Recursive expansion in the last SCF cycle of HF/3-21G calculations performed for water clusters. Left panel: Number of Lanczos iterations obtained with random initial guesses (solid lines) and eigenvectors from the previous SCF cycle as initial guesses (dashed lines). Right panel: Corresponding fraction of time spent on performing Lanczos iteration relative to the total execution time of the recursive expansion.

4.2.2 Protein-water molecular systems

We created a set of molecular systems by adding water molecules around a protein fragment 1RVS with geometry taken from the Protein Data Bank (PDB). We used the structure labeled “model 1” in the PDB file. We have used Gromacs to add water around the protein and performed a molecular dynamics simulation on the obtained system. Then all the atoms of the protein fragment and the surrounding water located within a certain distance from the protein were extracted. By increasing distance we include more atoms and thus obtain molecular systems of increasing size. The protein-water system was embedded in a set of classical point charges as described in Ref. 51.

Hartree-Fock calculations were performed on the protein fragment surrounded by water molecules within various distances using the Gaussian basis set 6-31G**. Initial guesses for density matrices were obtained from calculations with the smaller basis set 3-21G. SCF convergence and truncation tolerances were set to $\tau_{\text{SCF}} = 3 \cdot 10^{-4}$ and $\tau_{\text{puri}} = 10^{-3}$, respectively.

The number of non-zeros per row in the density matrix and total time of the recursive expansion are presented in Figure 16. Intermediate matrices in the recursive expansion are significantly dense and the number of nonzero elements per row is increasing with system
size, which means that the linear scaling regime is not yet reached for the considered system sizes. As in the case with water clusters, the number of recursive expansion iterations does not change significantly for varying system size, see the right panel in Figure 17. The number of Lanczos iterations and the fraction of time required for the Lanczos algorithm to the total recursive expansion time is given in Figure 18. Computation of homo and lumo eigenvectors
takes less than 1 percent of the total recursive expansion time.

Figure 18: Recursive expansion in the last SCF cycle of HF/6-31G** calculations performed for protein-water systems. Left panel: Number of Lanczos iterations required for computing homo and lumo eigenpairs. Right panel: Corresponding fraction of time spent on performing Lanczos iteration relative to the total execution time of the recursive expansion.

4.3 Comparison with related algorithms
4.3.1 Shift-and-square method

Originally, the shift-and-square method was applied to the matrix $F$. We perform Hartree-Fock calculations on the alkane chains containing 17 and 317 atoms and compare the number of Lanczos iterations required for the shift-and-square and the purify-shift-and-square methods. We apply the shift-and-square method to the scaled Fock matrix $X_0 = p_0(F)$. Since this transformation does not change the relative distribution of eigenvalues, it should not influence significantly the number of required Lanczos iterations. The shift in the shift-and-square method should be located in the homo-lumo gap, but it is usually chosen arbitrarily. Therefore we test 16 different shifts distributed equidistantly inside the homo-lumo gap. The number of Lanczos iterations for each shift is presented in Tables 1 and 2 for alkane chains containing 17 and 317 atoms, respectively. The maximum allowed number of Lanczos iterations was 5000. Shifts resulting in the smallest number of Lanczos iterations required for computing homo and lumo eigenpairs are emphasized with bold font. For comparison, the
purify-shift-and-square method requires 24 and 30 Lanczos iterations for computing homo and lumo eigenpairs, respectively, in the case of 17 atoms, and 26 and 163 Lanczos iterations, respectively, in the case of 317 atoms.

We also applied the shift-and-square method for computing homo and lumo eigenvectors of the C₉H₁₂N₂O₄ molecule extended with alkane chains (6042 atoms in total). We again pick 16 different shifts distributed equidistantly inside the homo-lumo gap, but the Lanczos algorithm did not converge in 5000 iterations for any of them. In comparison, using the purify-shift-and-square method we computed the homo and lumo eigenpairs in 14 and 20 Lanczos iterations, respectively.

Table 1: Number of Lanczos iterations required for computing homo and lumo eigenvectors using the shift-and-square method applied to the matrix \( X₀ = p₀(F) \). The matrix \( F \) is taken from the last SCF cycle of the HF/6-311G* calculation performed on the alkane chain containing 17 atoms giving 126 basis functions.

| \( \sigma \)   | Iters | Eigv | \( \sigma \)   | Iters | Eigv | \( \sigma \)   | Iters | Eigv |
|----------------|-------|------|----------------|-------|------|----------------|-------|------|
| -0.419804      | 5000  | -0.437706 | -0.381555     | 2606  | -0.437706 | -0.343306     | 2972  | -0.437706 |
| -0.343306      |       |       | -0.305057     | 4012  |       | -0.266808     | 666   |       |
| -0.305057      |       |       | -0.266808     | 3568  |       | -0.228558     |       |       |
| -0.266808      |       |       | -0.228558     |       |       | -0.228558     |       |       |

4.3.2 Shift-and-project method

The density matrix \( D \) is a projection matrix onto the occupied subspace. The homo eigenvector is equal to the eigenvector corresponding to the largest eigenvalue of the matrix \( D(F - \lambda_{\text{min}}I) \) and the lumo eigenvector is equal to the eigenvector corresponding to the smallest eigenvalue of the matrix \( (I - D)(F - \lambda_{\text{max}}I) \). In exact arithmetics the matrix \( D \) is also a projection matrix onto the occupied subspace of \( Xᵢ \) for every \( i \). The occupied subspace of the matrices \( Xᵢ \) is spanned by the eigenvectors corresponding to the largest \( n_{\text{occ}} \) eigenvalues, and the homo eigenvector corresponds to the smallest eigenvalue of the matrix.
Table 2: Number of Lanczos iterations required for computing homo and lumo eigenvectors using the shift-and-square method applied to the matrix $X_0 = p_0(F)$. The matrix $F$ was taken from the last SCF cycle of the HF/6-311G* calculation performed on the alkane chain containing 317 atoms giving 2526 basis functions.

| $\sigma$ | Iters | Eigv | Eigv |
|---------|--------|------|------|
|         | 5000   | -    | -    |
|         | 5000   | -    | -    |
|         | 4847   | -    | -    |
|         | 4847   | -    | -    |
|         | 3975   | -    | -    |
|         | 3975   | -    | -    |
|         | 5000   | -    | -    |
|         | 5000   | -    | -    |
| $\sigma$ | 1951   | -0.160729 |
| $\sigma$ | -0.385602 | -0.108275 |
| $\sigma$ | 0.022861 | -0.003366 |

$D(X_i - I)$ and the lumo eigenvector corresponds to the largest eigenvalue of $(I - D)X_i$. The original shift-and-project method applied to $F$ is essentially equivalent to the shift-and-project method applied to $X_0$.

In general, the projection matrix onto the occupied subspace of $X_i$ is not known in advance. One may use the density matrix approximation from the previous SCF cycle. However, it is unclear what impact projection using an approximate density matrix has on eigenvector accuracy. Another possibility is to use the final matrix $X_n$ in the recursive expansion as an approximation of the density matrix. However, this approach requires saving two matrices $X_i$, $i = i_{homo}, i_{lumo}$. After performing the whole expansion, one may use the density matrix approximation $\tilde{D} := X_n$.

Hartree-Fock calculations are performed for the alkane chain containing 917 atoms with basis set 6-311G* and for the water cluster containing 22950 atoms with basis set 3-21G. In Figures 19 and 20 we present the execution time required for performing Lanczos iterations for computing homo and lumo eigenvectors using purify-shift-and-square and purify-shift-and-project methods in the last SCF cycles. We attempt to compute eigenvectors in each iteration of the recursive expansion. The maximum allowed number of Lanczos iterations is set to 500. Iterations where the Lanczos algorithm did not converge are not shown. In addition, in the purify-shift-and-square method conditions (21) and (22) should be satisfied.
The issue of selecting iteration in the purify-shift-and-project method has not been addressed here, but it could be done by maximizing the slope of the approximation polynomial at the eigenvalue of interest.

Figure 19: Recursive expansion in the last SCF cycle of HF/6-311G* calculations performed for the alkane chain containing 917 atoms, see section 4.1. The homo and lumo eigenvectors are computed in each iteration. Highlighted iterations for computing eigenvectors in the purify-shift-and-square method are chosen using Algorithm 4. The iteration which is highlighted for the purify-shift-and-project method requires the smallest amount of time for computing both eigenvectors. Note that we skip computation of eigenvectors in the last iteration due to accuracy loss.

The projection in the purify-shift-and-project method does not affect the eigenvalue separation. Therefore one would in general expect a smaller time spent on Lanczos iterations in the purify-shift-and-project method compared to the purify-shift-and-square method. However, evaluation of a matrix product $\tilde{D}X_i$ is required in the purify-shift-and-project method. As shown in the example in Figure 20 the time spent on the evaluation of this matrix product can be significantly larger than the reduction of time required for Lanczos iterations compared to the purify-shift-and-project method. Instead of performing one expensive matrix-matrix multiplication $\tilde{D}X_i$, one may incorporate it into the Lanczos procedure and do two matrix-vector products instead. However, this will increase twice the number of the matrix-vector products in the Lanczos algorithm. This idea is not explored further here. Moreover, as stated above, the purify-shift-and-project method requires saving one or two
Figure 20: Recursive expansion in the last SCF cycle of HF/3-21G calculations performed for the water clusters containing 22950 atoms. The homo and lumo eigenvectors are computed in each iteration. Highlighted iterations for computing eigenvectors in the purify-shift-and-square method are chosen using Algorithm 4. The iteration which is highlighted for the purify-shift-and-project method requires the smallest amount of time for computing both eigenvectors. Note that we skip computation of eigenvectors in the last iteration due to accuracy loss.

matrices in memory and computation of eigenvectors is delayed until the end of the recursive expansion. We want to stress that with the purify-shift-and-square approach, eigenvectors are computed on-the-fly in the course of the recursive expansion without any need to store matrices in memory.

5 Discussion

In practice, the computation of more than one eigenvector near the homo-lumo gap may be needed. Let the homo eigenvector be computed in iteration $j$ using the purify-shift-and-square method. To compute the eigenvector corresponding to the second occupied eigenvalue (homo-1) one can use a deflation technique on the matrix $X_k$, where $k \leq j$. Instead of working with the matrix $X_k^{\sigma_k} := g(X_k, \sigma_k)$ with chosen shift $\sigma_k$ one works with the deflated matrix

$$
\hat{X}_k^{\sigma_k} = X_k^{\sigma_k} - \delta y_h y_h^T,
$$

(27)
where \( y_h \) is the computed homo eigenvector and \( \delta = \frac{y_h X_k^{\sigma_k} y_h^T}{y_h y_h^T} - \lambda_{\text{max}}(X_k^{\sigma_k}) \). Such rank-1 update of the matrix \( X_k^{\sigma_k} \) will in general destroy sparsity if any, and therefore one should not compute the matrix \( \tilde{X}_k^{\sigma_k} \) explicitly. Instead the deflation part should be incorporated into the Lanczos procedure.

Recall that \( h^i \) and \( l^i \) are the computed homo and lumo eigenvalues, respectively, in each iteration \( i \) of the recursive expansion. The eigenvalue bounds for homo-1 and lumo+1 can be obtained by applying Algorithm 1 with modified input values: \( v_i \to u_i \), \( m_i \to u_i \), \( w_i \to \omega_i \), where

\[
\begin{align*}
  u_i^2 &= v_i^2 - (h^i - (h^i)^2)^2 - (l^i - (l^i)^2)^2, \\
  \omega_i &= w_i - (h^i - (h^i)^2) - (l^i - (l^i)^2).
\end{align*}
\]  

(28)  

(29)

The obtained eigenvalue bounds for homo-1 and lumo+1 can be used for selecting shift and recursive expansion iteration for computation of homo-1 and lumo+1 eigenvectors.

In Ref. 52 a method for acceleration of the recursive expansion (SP2ACC) was proposed. Modified polynomials stretch and fold the eigenspectrum over itself resulting in an accelerated convergence while making sure that the occupied and unoccupied parts of the eigenspectrum are not mixed. Acceleration may mix states within each of the occupied and unoccupied subspaces, making it hard to keep track of the location of individual eigenvalues. However, in practice, acceleration parameters are computed using outer homo and lumo eigenvalue bounds. Under the assumption (14) we may assume that homo and lumo eigenvalues remain the closest eigenvalues to the homo-lumo gap in each subspace, and they are well separated from the rest of the spectrum. Therefore, the purify-shift-and-square method can be applied also if SP2ACC recursive expansion is used, however, this possibility is not discussed more in this work.
6 Conclusion

In this work the purify-shift-and-square method was used for computation of homo and lumo molecular orbitals for large systems in the context of recursive density matrix expansions. The purify-shift-and-square method which was initially discussed in Ref. [37] is based on two main ideas: 1) the shift-and-square approach, which shifts and folds the spectrum of the matrix for easier access to eigenvalues near the shift, 2) recursive expansion increases the separation of eigenvalues near the homo-lumo gap from the rest of the spectrum. In principle, the shift can be chosen anywhere in the homo-lumo gap. However, the choice of shift may significantly influence the performance of the iterative eigensolver and the accuracy of the computed eigenvector. In this work, shifts and recursive expansion iterations for computing homo and lumo eigenvectors are selected such that fast convergence of the iterative solver and sufficient accuracy of the eigenvector is obtained. Our choices are based on recent homo and lumo eigenvalue bounds.[17]

A key feature of the proposed method is that it makes use of the recursive expansion as an eigenvalue filter. We have shown that the presented method allows efficient computation of non-degenerate homo and lumo molecular orbitals for large systems in a small fraction of the total recursive expansion time.
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