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Abstract
In this paper, we study the parameterized complexity and inapproximability of the Induced Matching problem in hamiltonian bipartite graphs. We show that, given a hamiltonian cycle in a hamiltonian bipartite graph, the problem is W[1]-hard and cannot be solved in time \(n^{o(\frac{1}{2})}\) unless W[1]=FPT, where \(n\) is the number of vertices in the graph. In addition, we show that unless NP=P, the maximum induced matching in a hamiltonian graph cannot be approximated within a ratio of \(\frac{n}{1-\epsilon}\), where \(n\) is the number of vertices in the graph. For a bipartite hamiltonian graph in \(n\) vertices, it is NP-hard to approximate its maximum induced matching based on a hamiltonian cycle of the graph within a ratio of \(\frac{n}{1-\epsilon}\), where \(n\) is the number of vertices in the graph and \(\epsilon\) is any positive constant.
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1 Introduction

Given a graph \(G = (V, E)\), an induced matching is a vertex subset \(M \subseteq V\) such that the subgraph induced by \(M\) in \(G\) is a matching. The goal of the Maximum Induced Matching problem is to find the induced matching of the maximum size in a given graph \(G\). Although a maximum matching in a graph can be computed in polynomial time [16], finding the maximum induced matching in a given graph is NP-hard [17]. The problem remains NP-hard in bipartite graphs [14]. It is therefore highly unlikely to develop algorithms that can solve the problem in bipartite graphs in polynomial time.

In practice, instances of intractable problems are often associated with parameters and it is therefore interesting to study whether practically efficient solutions exist for these problems when their parameters are small positive integers. Parameterized computation identifies one or a few parameters in some intractable problems and focuses on the development of efficient algorithms for these problems while all parameters are small. Specifically, an NP-hard problem is fixed parameter tractable if a few parameters \(s_1, s_2, \ldots, s_l\) can be identified for the problem and it can be solved in time \(O(h(s_1, s_2, \ldots, s_l)n^c)\), where \(n\) is the size of the problem, \(h\) is a function that only depends on \(s_1, s_2, \ldots, s_l\), and \(c\) is a constant independent of all parameters.

A well known example of fixed parameter tractable problems is the Vertex Cover problem. The problem is NP-hard and the goal of the problem is to decide whether a graph \(G = (V, E)\) contains a vertex cover of size at most \(k\) or not. Recent work has developed a parameterized algorithm that improves the upper bound of the problem to \(O(1.2852^k + k|V|)\) [17]. This algorithm has practical values and can be used to efficiently solve the problem when the parameter \(k\) is fixed and of a small or moderate value. On the other hand, efficient parameterized solutions are not unknown for some problems and these problems are considered to be parameterized intractable. A hierarchy of parameterized complexity classes have been developed in the theory of parameterized
computation to describe the parameterized complexity of these problems. A well known example is the **Independent Set** problem. The goal of the problem is to decide whether a graph contains an independent set of size \(k\) or not. The problem has been shown to be W[1]-complete [11, 12]. In other words, all problems in the class of W[1] can be reduced to the **Independent Set** problem in polynomial time. All problems in W[1] are thus fixed parameter tractable if the **Independent Set** problem is fixed parameter tractable. A thorough investigation of topics on parameterized computation and complexity classes can be found in [10].

The parameterized induced matching problem is to decide whether a graph contains an induced matching of size \(k\) or not, where \(k\) is a positive integer parameter. The problem has been shown to be W[1]-hard for general graphs and thus cannot be solved with an efficient parameterized algorithm [11]. However, the problem is fixed parameter tractable for graph families that contain certain structure features. For example, the problem is fixed parameter tractable on planar graphs [24]. In addition, the problem can be solved in polynomial time when the underlying graph is chordal or outerplanar [4, 5]. Structure features of certain graph families can thus lead to efficient solutions for computing a maximum induced matching in graphs in these families.

A **bipartite graph** is a graph that does not contain odd cycles. In other words, the vertices in a bipartite graph can be partitioned into two independent sets. Some NP-hard problems become tractable when the underlying graphs are bipartite. For example, a maximum independent set in a bipartite graph can be computed in polynomial time.

A graph is **hamiltonian** if it contains a cycle that contains all of its vertices. A graph is **hamiltonian bipartite** if it is both bipartite and hamiltonian. Hamiltonian bipartite graphs have important applications in wireless communications [21] and quantum information processing [8]. Finding exact solutions for some NP-hard optimization problems in hamiltonian bipartite graphs thus constitutes an important aspect of algorithmic study. In [26], it is shown that the induced matching problem remains NP-hard and W[1]-hard in bipartite graphs. However, it remains unknown whether the problem can be efficiently solved in hamiltonian bipartite graphs, when a hamiltonian cycle of the graph is available.

Since efficient solutions are unlikely to be available for NP-hard problems, it is interesting to study the possibility to approximately solve these problems in polynomial time. Research in approximate computation focuses on the development of approximate algorithms for some NP-hard problems. In general, a solution generated by an approximate algorithm is guaranteed to be within a ratio of the optimal solution and thus can be practically useful. As a classical example, an approximation ratio of 2.0 can be achieved for the **Minimum Vertex Cover** problem in polynomial time [19]. However, it is often the case that an intractable problem cannot be approximated within a certain ratio unless NP=P. A well known example is the **Maximum Independent Set** problem. It has been shown that, unless NP=P, the problem cannot be approximated within a ratio of \(n^{1-\epsilon}\) in polynomial time, where \(\epsilon\) is any positive constant and \(n\) is the number of vertices in the graph [18]. Another example is the **Minimum Vertex Cover** problem. It has been shown that it is NP-hard to approximate the minimum vertex cover in a graph within a ratio of 1.677 [9]. In [20], it is shown that unless NP=P, the **Minimum Dominating Set** problem cannot be approximated within a ratio of \(c\ln n\), where \(c\) is some constant independent of \(n\) [20]. Our previous work shows that a similar inapproximability result also holds for the **Minimum Dominating Set** problem when the underlying graph is chordal or near chordal [22, 23].

In spite of its inapproximability in general graphs, the **Minimum Dominating Set** problem can be approximated within a constant ratio of 5 in planar graphs. The approximate ratio of an intractable problem can thus be significantly improved by certain structure features of the underlying graph. It is therefore natural to ask whether the maximum induced matching problem in a hamiltonian bipartite graph can be approximated within a good ratio based on a hamiltonian cycle of the graph if no efficient solutions are available for the problem.

In this paper, we study the parameterized complexity and inapproximability of the **Induced Matching** problem in hamiltonian bipartite graphs. We show that, given a hamiltonian bipartite graph in \(n\) vertices and a hamiltonian cycle of the graph, the problem remains W[1]-hard and cannot be solved in time \(n^{o(k^{1/2})}\) unless W[1]=FPT. For inapproximability, we show that it is NP-hard to approximate a maximum induced matching in a hamiltonian graph based on a hamiltonian cycle.
of the graph within a ratio of $n^{1-\epsilon}$, where $n$ is the number of vertices in the graph and $\epsilon$ is any positive constant. For a hamiltonian bipartite graph, its maximum induced matching cannot be approximated based on a hamiltonian cycle of the graph within a ratio of $n^{\frac{1}{2} - \epsilon}$ unless $NP=P$.

2 Preliminaries and Notations

Given a graph $G = (V, E)$, the degree of a vertex $v \in G$ is the number of vertices that are joined to $v$ with an edge. $G$ is bipartite if $V$ can be partitioned into two disjoint subsets $V_1, V_2$ such that each of $V_1$ and $V_2$ induces an independent set in $G$. $V_1$ and $V_2$ are the two sides of $G$. A graph is complete if any pair of its vertices are joined with an edge. A bipartite graph is complete if any pair of vertices from different sides are joined by an edge.

A hamiltonian path in a graph is a path that contains each vertex in the graph. A graph is hamiltonian if it contains a cycle that includes all its vertices and such a cycle is a hamiltonian cycle. A graph is a hamiltonian bipartite graph if it is both bipartite and hamiltonian. An induced matching in $G$ is a vertex subset $U \subseteq V$ such that the subgraph induced by $U$ in $G$ is a matching. The induced matching problem is to decide whether a given graph $G$ contains an induced matching of size $k$ or not.

Given a graph $G = (V, E)$, a subset of vertices $v_1, v_2, \ldots, v_k$ in $V$ form a clique if any pair of vertices in the subset are joined by an edge in $G$. The CLIQUE problem is to decide whether a given graph contains a clique of size $k$ or not, where $k$ is a positive integer. A well known fact is that the problem is $W[1]$-hard. \cite{Jansen2006}. In other words, the problem cannot be solved in time $O(f(k)n^c)$ unless the complexity class of $W[1]$ collapses into FPT, where $f$ is a function of $k$, $n$ is the number of vertices in the graph and $c$ is a constant independent of $n$ or $k$.

We consider a variant of the CLIQUE problem. Given a graph $G = (V, E)$, the goal of this variant is to determine whether $G$ contains a clique of size $2k+1$ or not, where $k$ is a positive integer. We denote the variant by $(2k+1)$-CLIQUE problem in the rest of the paper and it can be shown that the problem remains $W[1]$-hard.

**Lemma 2.1** The $(2k+1)$-CLIQUE problem is $W[1]$-hard and it cannot be solved in time $n^{o(k)}$ unless $W[1]=FPT$, where $n$ is the number of vertices in the graph.

**Proof.** We construct a polynomial time reduction from the CLIQUE problem to the $(2k+1)$-CLIQUE problem. Given a graph $G = (V, E)$, we construct a graph $H$ such that $G$ contains a clique of size $k$ if and only if $H$ contains a clique of $2k+1$.

To complete the construction, we create two identical copies $G_1, G_2$ of $G$. In other words, both $G_1$ and $G_2$ are isomorphic to $G$. Any two vertices from different copies of $G$ are joined with an edge. We then generate one additional vertex $u$ and join each vertex in $G_1, G_2$ to $u$ with an edge. We denote the resulting graph by $H$.

If $G$ contains a clique of size $k$, $H$ also contains a clique of size $2k+1$. Specifically, since $G_1, G_2$ are both isomorphic to $G$, each of them contains $k$ vertices that are connected into a clique in $H$. It is not difficult to see that these $2k$ vertices and $u$ together form a clique of size $2k + 1$ in $H$.

We now assume $H$ contains a clique $C$ of size $2k+1$, we use $C_1$ and $C_2$ to denote $C \cap G_1$ and $C \cap G_2$ respectively. Since $u$ is the only vertex that is not included in $G_1$ or $G_2$, we immediately obtain

$$|C_1| + |C_2| \geq 2k \tag{1}$$

The above inequality implies that one of $C_1$ and $C_2$ must contain at least $k$ vertices and these vertices are connected into a clique. Since $G_1, G_2$ are both isomorphic to $G$, this implies that $G$ contains a clique of size at least $k$. The $(2k + 1)$-CLIQUE problem is thus also $W[1]$-hard.

We assume that there exists an algorithm $A$ that can solve the $(2k + 1)$-CLIQUE problem in time $n^{o(k)}$, where $n$ is the number of vertices in the graph. Given a graph $G = (V, E)$ and a positive integer parameter $k$, we can use the following algorithm to solve the CLIQUE problem.

1. Construct a graph $H$ from $G$ based on the reduction that has been described above;
2. apply $A$ to $H$ to determine whether it contains a clique of size $2k + 1$ or not;
3. return “yes” if \( A \) returns “yes”, otherwise return “no”.

It is straightforward to see that the above algorithm solves the CLIQUE problem in time \( |V|^{o(k)} \) since \( H \) contains \( 2|V| + 1 \) vertices. However, it has been shown in [6] that the CLIQUE problem cannot be solved in time \( |V|^{o(k)} \) unless \( W[1]=\text{FPT} \). Such an algorithm thus does not exist for the \((2k+1)-\text{CLIQUE} \) problem unless \( W[1]=\text{FPT} \).

Given a graph \( G = (V, E) \), a walk in \( G \) is a sequence of edges \( e_1, e_2, \cdots, e_n \) such that \( e_i \) and \( e_{i+1} \) share an endpoint, where \( 1 \leq i < n \). A walk is an eulerian path if each edge in \( G \) is visited for exactly once. The starting vertex of an eulerian path \( e_1, e_2, \cdots, e_n \) is the endpoint of \( e_1 \) that is not shared with \( e_2 \) and its ending vertex is the endpoint of \( e_n \) that is not shared with \( e_{n-1} \). An eulerian path is an eulerian circuit if its starting and ending vertices are the same vertex. \( G \) is eulerian if it contains one eulerian circuit. In [2], it is shown that a graph is eulerian if the degree of each vertex in the graph is even. It is shown in [15] that an eulerian circuit, if exists, can be computed in polynomial time.

**Lemma 2.2** A complete graph on an odd number of vertices is eulerian and such a path can be computed in polynomial time.

**Proof.** The degree of each vertex in a complete graph on \( n \) vertices is \( n-1 \). \( n-1 \) is even when \( n \) is odd. The lemma follows from the results in [2] and [15].

Given a graph \( G = (V, E) \), an edge graph \( H \) of \( G \) can be constructed by representing each edge in \( G \) by a distinct vertex in \( H \) and two vertices in \( H \) are joined by an edge if their corresponding edges in \( G \) share an endpoint.

**Lemma 2.3** Given a complete graph \( G \) on an odd number of vertices, its edge graph \( H \) is hamiltonian.

**Proof.** We denote the number of edges in \( G \) by \( n \). From Lemma 2.2, there exists an eulerian circuit \( e_1, e_2, \cdots, e_n \) in \( G \). We use \( u_i \) to denote the vertex that corresponds to \( e_i \) in \( H \), where \( 1 \leq i \leq n \). It is clear that \( u_1, u_2, \cdots, u_n \) is in fact a hamiltonian path in \( H \). In addition, since \( e_1 \) and \( e_n \) share an endpoint, \( u_1 \) and \( u_n \) are joined by an edge in \( H \). \( H \) is thus hamiltonian.

**Lemma 2.4** Given a complete bipartite graph \( G = (V_1 \cup V_2, E) \), where \( V_1 \) and \( V_2 \) are the two sides of \( G \) and \( |V_1| = |V_2| \), for any two vertices \( u, v \) such that \( u \in V_1 \) and \( v \in V_2 \), there exists a hamiltonian path that starts with \( u \) and ends with \( v \). Such a hamiltonian path can be computed in polynomial time.

**Proof.** We denote \( |V_1| \) and \( |V_2| \) by \( n \). We consider the vertices in \( V_1 - \{u\} \) and \( V_2 - \{v\} \), since \( |V_1| = |V_2| \), each vertex in \( V_2 - v \) can be arbitrarily paired with a distinct vertex in \( V_1 - u \). All vertices in \( V_1 - \{u\} \) and \( V_2 - \{v\} \) can thus be partitioned into \( n-1 \) disjoint vertex pairs, we use \((v_1, u_1), (v_2, u_2), \cdots, (v_{n-1}, u_{n-1})\) to denote them, where \( v_i \in V_2 - \{v\} \) and \( u_i \in V_1 - \{u\} \) (\( 1 \leq i \leq n-1 \)). Since \( G \) is complete bipartite, \( u, v_1, u_1, v_2, u_2, \cdots, v_{n-1}, u_{n-1}, v \) is a hamiltonian path in \( G \). It is also clear that the path can be obtained in polynomial time.

3 Parameterized Complexity and Lower Bound

The \textsc{Induced Matching} problem has been shown to be \textsc{NP}-complete in general graphs and bipartite graphs. In addition, the parameterized induced matching problem is shown to be \textsc{W[1]}-hard in general graphs. In [25], a reduction from the \textsc{Irredundant Set} problem [13] is constructed to show that the problem remains \textsc{W[1]}-hard in bipartite graphs. In this section, we construct a reduction from the \((2k+1)-\text{CLIQUE} \) problem to show that the problem remains \textsc{W[1]}-hard in hamiltonian bipartite graphs.

**Theorem 3.1** Given a hamiltonian bipartite graph and a hamiltonian cycle in the graph, it is \textsc{W[1]}-hard to determine whether the graph contains an induced matching of size \( p \) or not, where \( p \) is a positive integer parameter.
Proof. We construct a polynomial-time reduction from the $(2k + 1)$-Clique problem, the goal of this problem is to decide whether a given graph $G = (V, E)$ contains a clique of size $2k + 1$ or not. From Lemma 2.1 the problem is $W[1]$-hard. Given a graph $G = (V, E)$ we construct a hamiltonian bipartite graph $H$ such that $G$ contains a clique of size $l = 2k + 1$ if and only if $H$ contains an induced matching of size $O(k^2)$. Without loss of generality, we assume $G$ contains at least 7 vertices and 3 edges.

To construct the graph $H$, we create $\frac{1}{2}l(l - 1)$ graph gadgets, each gadget is designed to select an edge in the graph, the $\frac{1}{2}l(l - 1)$ selected edges then form a clique of size $l$ in $G$. Each gadget contains three complete bipartite subgraphs, such a complete bipartite graph is a bipartite unit. Each bipartite unit in the gadget contains $|E|$ vertices, and each vertex represents an edge in $G$. The three bipartite units are connected into a larger bipartite graph. In particular, the vertices in all three bipartite units are grouped into two sides, two vertices from two different bipartite units are joined by an edge if they are in different sides and represent different edges in $G$. The vertices in two sides are included in two disjoint vertex subsets $S_1$ and $S_2$ respectively.

Figure 1 shows a gadget constructed from a simple graph. In the figure, (a) shows a graph that contains vertices 1, 2 and 3; (b) is a bipartite unit constructed from the edges in the graph in (a); (c) shows a gadget constructed by connecting two bipartite units into a larger graph. Solid lines in the figure are the edges in the bipartite units and dashed lines represent edges that connect vertices from different bipartite units. To make the figure clear, only the edges that join the vertex(1, 2) in one bipartite unit to vertices in the other one are shown in the figure.

Each graph gadget is associated with an integer pair $(k_1, k_2)$ such that $1 \leq k_1 < k_2 \leq l$, the pair represents the edge that joins the vertices for $k_1$ and $k_2$ in a clique of size $l$ in $G$. One of the bipartite unit in a graph gadget $(k_1, k_2)$ is dedicated to select a vertex in $G$ for $k_1$ in the clique and is called $k_1$ unit. Another one is dedicated to select a vertex for $k_2$ and is called $k_2$ unit. The remaining one is designed to guarantee that both bipartite units select the same edge.

We construct a graph $D$ to describe the relationships among different graph gadgets. Each graph gadget is represented by a vertex in $D$ and two vertices are joined by an edge if the corresponding gadgets share an integer in their integer pairs. For example, vertices that represent the graph gadgets with integer pairs $(k_1, k_2)$ and $(k_1, k_3)$ are joined by an edge in $D$ since their integer pairs share an integer $k_1$.

It is clear that $D$ is isomorphic to the edge graph of a complete graph on $l$ vertices. From Lemma
2.3 $D$ is a hamiltonian graph since $l = 2k + 1$ is an odd integer. There exists a hamiltonian cycle $C = g_1, g_2, \cdots, g_{2k+1}, g_1$ in $D$, where the gadgets represented by any two vertices consecutive in $C$ share an integer in their integer pairs. It is also clear from Lemma 2.3 that $C$ can be computed in polynomial time.

Two graph gadgets are consecutive if their corresponding vertices are consecutive in $C$. Based on $C$, each pair of gadgets that are consecutive in $C$ are connected by a connector. We next describe how a connector is constructed. Similar to the gadgets we have constructed to select edges, a connector contains 3 bipartite units, each bipartite unit in a connector contains $|V|$ vertices, and each vertex represents a vertex in $G$. The three bipartite units in a connector are connected into a larger bipartite graph. The vertices in all three bipartite units are grouped into two sides. Vertices in one side are included in $S_1$ and those in the other side are included in $S_2$. Two vertices in different bipartite units are joined by an edge if one of them is in $S_1$ and the other is in $S_2$ and they represent different vertices in $G$.

Given two consecutive graph gadgets $(k_1, k_2)$ and $(k_1, k_3)$, we connect the $k_1$ units of the two gadgets with a connector. The two $k_1$ units are connected to the three bipartite units in a connector into a larger bipartite graph. Specifically, for a given vertex $u$ in a $k_1$ unit that represents edge $(a, b)$ in $G$, we join each vertex from the other side that do not represent $a$ in the connector to $u$ with an edge. A connector is for $k_1$ if it connects two graph gadgets whose integer pairs both contain $k_1$.

Figure 2 shows an example of a connector and the edges that connect the connector to the two consecutive graph gadgets $(k_1, k_2)$ and $(k_1, k_3)$. Solid lines in the figure are the edges in the bipartite units and dashed lines represent the edges that join vertices from different bipartite units. To make the figure clear, only part of the edges are shown.

As the last step of the construction, we connect all connectors for each $t$, where $1 \leq t \leq l$, into a larger bipartite graph. For a given $t$, we use $N(t)$ to denote all vertices in all connectors for $t$. An edge is created to join two vertices $c \in N(t)$ and $d \in N(t)$ if one of them is in $S_1$, the other one is in $S_2$ and they represent different vertices in $G$. The subgraph induced by vertices in $N(t)$ is the connector group for $t$.

**Lemma 3.1** $H$ is a hamiltonian bipartite graph and a hamiltonian cycle in $H$ can be computed in polynomial time.

**Proof.** From the construction of $H$, any vertex in $H$ is either in $S_1$ or $S_2$ and any edge in $H$
is between a vertex in $S_1$ and a vertex in $S_2$. $H$ thus must be bipartite. We then show that a hamiltonian cycle in $H$ can be constructed based on $C$. We use $g_1, g_2, g_3, \ldots, g_{k(2k+1)}$ to denote the graph gadgets that correspond to the vertices in $D$ along $C$. Recall that $C$ is constructed from an eulerian circuit in a complete graph, one of the integers in the integer pair of $g_i$ is shared with that of $g_{i+1}$ and the other one is shared with that of $g_{i-1}$ for $1 < i < k(2k+1)$. For $g_1$, the integers in its integer pair are shared with $g_2$ and $g_{k(2k+1)}$ respectively. Similarly, the integers in the integer pair of $g_{k(2k+1)}$ are shared with $g_1$ and $g_{k(2k+1)-1}$ respectively.

We denote the integer shared between the integer pairs of $g_i$ and $g_{i+1}$ with $b(i)$ for $1 \leq i < k(2k+1)$ and use $b(k(2k+1))$ to denote the integer shared between the integer pairs of $g_k(2k+1)$ and $g_1$. It is clear that $g_i$ contains a bipartite unit for $b(i-1)$ and another one for $b(i)$ for $1 < i \leq k(2k+1)$. For each such $i$, we arbitrarily choose a vertex $s_i$ that are in both $S_1$ and the unit for $b(i)$ in $g_i$, and a vertex $e_i$ that are in both $S_2$ and the unit for $b(i+1)$ in $g_i$. From Lemma 2.4 since $G$ contains at least 3 edges we can find a path $p_i$ that starts with $s_i$, visits every vertex in $g_i$ and ends with $e_i$. Similarly, for $g_1$, we arbitrarily choose $s_1$ in both $S_1$ and the unit for $b(k(2k+1))$ and $e_1$ in both $S_2$ and the unit for $b(1)$ and there exists a path $p_1$ that starts with $s_1$, visits every vertex in $g_1$ and ends with $e_1$.

For $1 \leq i < k(2k+1)$, both $e_i$ and $s_{i+1}$ are connected to a connector. Note that since $e_i \in S_2$, $s_{i+1} \in S_1$ and $G$ contains at least 7 vertices, we use Lemma 2.4 again and there exists a path $q_i$ that starts with $e_i$, visits every vertex in the connector and ends with $s_{i+1}$. For the same reason, we can find a path $q_{k(2k+1)}$ that starts with $e_{k(2k+1)}$, visits every vertex in the connector between $y_{k(2k+1)}$ and $y_1$ and ends with $s_1$. It is not difficult to see that $p_1, q_1, p_2, q_2, \ldots, p_{k(2k+1)}, q_{k(2k+1)}$ form a hamiltonian cycle in $H$. $H$ is thus hamiltonian bipartite. From Lemma 2.4, the cycle can be obtained in polynomial time. 

Lemma 3.2 $G$ contains a clique of size $2k+1$ if and only if $H$ contains an induced matching of size $6k(2k+1)$.

Proof. First, if $G$ contains a clique of size $l$, we denote the vertices in the clique with $a_1, a_2, \ldots, a_l$ and they correspond to $1, 2, 3, \ldots, l$ in the clique. For gadget $(k_1, k_2)$, we select the three edges that represent edge $(a_{k_1}, a_{k_2})$ in the three bipartite units in the gadget. There are in total $3k(2k+1)$ such edges. In addition to these edges, for each connector, we select the 3 edges that represent the vertex shared by the two gadgets associated with the connector. For example, for the connector that connects gadgets $(k_1, k_2)$ and $(k_1, k_3)$, we choose the 3 edges that represent vertex $a_{k_i}$ in the 3 bipartite units in the connector. Since there are $k(2k+1)$ connectors in total, we have $3k(2k+1)$ edges selected in connectors. The total number of edges selected is thus $6k(2k+1)$. From the construction of $H$, it is not difficult to see that the selected edges together form an induced matching.

Next, we show that if $H$ contains an induced matching $M$ of size $6k(2k+1)$, $G$ contains a clique of size $2k+1$. We first show that the subgraph induced by vertices in a gadget may contain at most three edges in an induced matching of $H$. To show this, we assume there exists a gadget $T$ that contains four edges in $M$. Since $T$ contains three bipartite units, there exists two vertices $c_1 \in M$ and $c_2 \in M$ such that $c_1$ and $c_2$ are in the same side of a bipartite unit in $T$. Without loss of generality, we assume that $c_1$ and $c_2$ are both in $S_1$. Since $T$ contains four edges in $M$, it contains a vertex $d$ such that $d \in S_2$, $d \in M$ and $d$ is not matched to $c_1$ or $c_2$ in $M$. However, $d$ is joined to at least one of $c_1$ and $c_2$ by an edge since $c_1$ and $c_2$ represent two different edges in $G$. This contradicts the fact that $M$ is an induced matching. $T$ thus cannot contain more than three edges in $M$. On the other hand, $M$ may contain three edges in a gadget if each bipartite unit in the gadget contains one edge in $M$ and all three edges represent the same edge in $G$.

We consider the case where $M$ contains three edges in a gadget $T$. We partition the edges in $T$ into two sets $D_1$ and $D_2$ such that $D_1$ contains the edges that join vertices in the same bipartite unit and $D_2$ contains the edges that join vertices from different bipartite units. We show that if $M$ contains three edges in $T$, all three must come from $D_1$. First, if only one edge is from $D_2$, there must exist three vertices in $M$ such that one of them is in one side of a bipartite unit and the other two are in the other side of the same bipartite unit. This is contradictory to the fact that $M$ is an induced matching since a bipartite unit is a complete bipartite graph. If two edges are from $D_2$, there exists two vertices $c_1 \in M$ and $c_2 \in M$ such that $c_1$ and $c_2$ are in the same side of a bipartite
unit in $T$. Since $T$ contains three edges in $M$, there exists a vertex $d$ such that $d \in M$, $d$ is not matched to $c_1$ or $c_2$ in $M$ and $d$ is in the other side of $T$. Again, $d$ must be joined to at least one of $c_1$ and $c_2$ by an edge since they represent different edges in $G$. This contradicts the fact that $M$ is an induced matching. All three edges thus must be in $D_1$ and they must represent the same edge in $G$. We thus have shown that $M$ can contain at most three edges from a gadget and if $M$ contains three edges in a gadget, each of them represents an edge in $G$ and the three edges must represent the same edge in $G$.

For each $1 \leq t \leq l$, we consider the bipartite units in the connector group for $t$. From the construction, the connector group contains $3k$ bipartite units in total. An $m$ partial connector group for $t$ is the subgraph induced by vertices in $m$ bipartite units in the connector group for $t$, where $m$ is a positive integer and $1 \leq m \leq 3k$. We show that $M$ contains at most $m$ edges in an $m$ partial connector group. The claim trivially holds when $m = 1$. We now consider the case where $m > 1$.

Indeed, we assume $M$ contains $m+1$ edges in an $m$ partial connector group for $t$. Since the $m$ partial connector group contains at most $m$ bipartite units, there exists a bipartite unit that contains two vertices $c_1 \in M$, $c_2 \in M$ that $c_1$ and $c_2$ are both in the same side of the bipartite unit. Since $M$ contains $m+1$ edges in the $m$ partial connector group, there exists a vertex $d$ such that $d \in M$, $d$ is not matched to $c_1$ or $c_2$ in $M$ and $d$ is in the other side of the $m$ partial connector group. $d$ must be joined to one of $c_1$ and $c_2$ since they represent different vertices in $G$. This contradicts the fact that $M$ is an induced matching. $M$ thus contains at most $m$ edges in an $m$ partial connector group for $t$.

We then show that if $M$ contains $3k$ edges in the connector group for $t$, each of these edges must be completely contained in one bipartite unit of the connector group and represents the same vertex in $G$. We assume this is not the case and there exists an edge $(c_1, c_2) \in M$ such that $c_1 \in S_1$ is in bipartite unit $b_1$ and $c_2 \in S_2$ is in bipartite unit $b_2$. Since both $b_1$ and $b_2$ are complete bipartite, $M$ does not contain vertices in the $S_2$ side of $b_1$ or the $S_1$ side of $b_2$. $M$ must contain another vertex in the $S_1$ side of $b_1$ or the $S_2$ side of $b_2$ since otherwise the remaining $3k-2$ bipartite units form a $3k-2$ partial connector group and $M$ contains at most $3k-2$ edges in this partial connector group. The total number of edges $M$ contains in the connector group is thus at most $3k-1$, which contradicts the fact that $M$ contains $3k$ edges in the connector group. $M$ thus must contain two different vertices $d_1$ and $d_2$ in one side of $b_1$ or $b_2$. Since $3k+1 > 2$, $M$ must contain a vertex $d$ such that $d$ is on the other side of the connector group and is not matched to $d_1$ or $d_2$. Again, $d$ must be joined to at least one of $d_1$ and $d_2$ since they represent different vertices in $G$. This contradicts the fact that $M$ is an induced matching. Such an edge thus does not exist in $M$. Each edge in $M$ must be completely contained in one bipartite unit. Since $3k \geq 3$, it is straightforward to see that these edges must represent the same vertex in $G$.

An edge is an inner edge if it joins two vertices that are both in the same graph gadget or connector group. An edge is a boundary edge if it is not an inner edge. A boundary edge is attached to the connector group $t$ if one of its endpoints is in the connector group for $t$, where $1 \leq t \leq l$. Given an induced matching $M$ in $H$, a gadget with integer pair $(k_1, k_2)$ is bad in $k_1$ if $M$ contains a boundary edge $e$ such that one of the endpoints of $e$ is in the $k_1$ unit of the gadget. A gadget with integer pair $(k_1, k_2)$ is completely bad if it is bad in both $k_1$ and $k_2$. A gadget with integer pair $(k_1, k_2)$ is bad in one side if it is bad in either $k_1$ or $k_2$ but not completely bad. A gadget is good if it is neither completely bad nor bad in one side.

We show that $M$ contains at most 2 edges in a gadget that is not good. We denote the integer pairs of the gadget with $(k_1, k_2)$. If $M$ contains 3 edges in the gadget, each edge of the three is completely contained in one bipartite unit of the gadget. However, since the gadget is not good, a different vertex in the $k_1$ unit or the $k_2$ unit is also included in $M$. This contradicts the fact $M$ is an induced matching since both $k_1$ and $k_2$ units are complete bipartite. $M$ thus contains at most 2 edges in a gadget that is not good.

For any $t$ such that $1 \leq t \leq l$, we consider all boundary edges that are in $M$ and attached to the connector group for $t$. First, we observe that each bipartite unit in the connector group for $t$ contains at most two vertices that are the endpoints of boundary edges in $M$. We assume there exists a bipartite unit that contains three such vertices $c_1$, $c_2$, $c_3$ and $c_1$ is matched in $M$ to a vertex $e$ that represents an edge in $G$. It is clear that $c_1$, $c_2$, $c_3$ must be in the same side of the bipartite group.
unit. In addition, since $c_2$ and $c_3$ represent two different vertices in $G$, one of them must be joined to $e$ by an edge and this contradicts the fact that $M$ is an induced matching. Such a bipartite unit thus does not exist.

Given an induced matching $M$, a bipartite unit in the connector group for $t$ is full if it contains two vertices that are the endpoints of two boundary edges. A bipartite unit is empty if it does not contain any vertices in $M$ and is lonely if it is neither full nor empty. We now consider a full bipartite unit $b_1$ that contains two vertices $c_1$ and $c_2$ that are the endpoints of two boundary edges in $M$. We assume $c_1$ and $c_2$ are matched in $M$ to vertices $e_1$ and $c_2$ that represent two edges in $G$. We use $b_2$ and $b_3$ to denote the other two bipartite units that are in the same connector as $b_1$. We show that both $b_2$ and $b_3$ must be empty. Without loss of generality, we assume that both $c_1$ and $c_2$ are in $S_1$ side of $b_1$. We first show that $M$ does not contain a vertex in the $S_2$ side of $b_2$ or $b_3$. We assume such a vertex $d$ exists, $d$ must be joined to at least one of $c_1$ and $c_2$ by an edge in $H$ since they represent different vertices in $G$. This contradicts the fact that $M$ is an induced matching. Such a vertex thus does not exist.

We then show that $M$ does not contain a vertex in the $S_1$ side of $b_2$ or $b_3$. We assume there exists such a vertex $d$. Since $c_1$ is not joined to $c_2$ by an edge in $H$, the vertex represented by $c_2$ must be the corresponding endpoint of the edge represented by $c_1$. Since both $d$ and $e_1$ are in $M$ and $d$ is not matched to $e_1$ in $M$, $d$ must also represents the vertex represented by $c_2$. However, since $c_2$ is joined to $e_2$ by an edge in $H$, $d$ is also joined to $e_2$ by an edge in $H$. This contradicts the fact that $M$ is an induced matching. Such a vertex thus does not exist in the $S_1$ side of $b_2$ or $b_3$, $M$ thus does not contain any vertices in $b_2$ or $b_3$.

It is also clear that $b_1$ does not contain a third vertex that is the endpoint of an inner edge in $M$. To show this, we assume such a vertex $c_3$ exists, $c_3$ must be in the same side as that of $c_1$ and $c_2$. We assume $c_3$ is matched to $d$ in $M$, $d$ must be joined to at least one of $c_1$ and $c_2$ by an edge in $H$ since they represent different vertices in $G$. This contradicts the fact that $M$ is an induced matching.

Given an induced matching $M$ in $H$, a lonely bipartite unit in the connector group for $t$ is occupied if $M$ contains a boundary edge $e$ such that one of the endpoints of $e$ is included in the bipartite unit. A lonely bipartite unit in the connector group is unoccupied if it is not occupied. We assume that $M$ contains $s$ boundary edges that are attached to the connector group for $t$ and $2q$ of these $s$ edges are associated with $q$ full bipartite units. Each of the remaining $s - 2q$ edges is then associated with a distinct occupied bipartite unit. Recall that there are at least $2q$ empty bipartite units. We immediately obtain that the number of unoccupied bipartite units in the connector group for $t$ is at most $3k - q - (s - 2q) - 2q = 3k - s - q$ if $M$ includes $s$ boundary edges that are attached to the connector group.

Given an induced matching $M$ in $H$, an inner edge $e$ in the connector group for $t$ is dangling if $e \in M$ and one of the endpoints of $e$ is in an occupied bipartite unit. It is clear that the connector group for $t$ does not contain a dangling edge if it does not have unoccupied bipartite units. In addition, we observe that if the connector group for $t$ contains one dangling edge $f$, $f$ is the only inner edge that $M$ contains in the connector group. Indeed, since one of the endpoints of $f$ is in an occupied bipartite unit $b'$, $M$ must contain two vertices $c_1$ and $c_2$ that are in the same side of $b'$. If $M$ contains another inner edge in the connector group, there exists a vertex $d$ such that $d \in M$ and $d$ is not matched to $c_1$ or $c_2$ in $M$. Again, $d$ must be joined to one of $c_1$ and $c_2$ since they represent different vertices in $G$. This contradicts the fact that $M$ is an induced matching. Such an inner edge thus does not exist.

An edge in $H$ belongs to the connector group for $t$ if one of its endpoints is in the connector group. It is clear from the above reasoning that the number of edges that belong to the connector group for $t$ in $M$ is at most $3k - q$ if it contains a dangling edge.

We now consider the case where the connector group for $t$ does not contain a dangling edge. Since the number of unoccupied bipartite units is $3k - s - q$ and the connector group does not contain dangling edges, all the remaining inner edges in $M$ and the connector group must be completely contained in the $3k - s - q$ partial connector group formed by these unoccupied bipartite units. From the results we have shown for a partial connector group, $M$ contains at most $3k - s - q$ edges in such a partial connector group and the number of edges that belong to the connector group is
thus again at most $3k - q$.

We are now ready to show that $G$ must contain a clique of size $2k + 1$. We assume $M$ contains $w$ gadgets that are not good and use $e(M)$ to denote the number of edges in $M$. It is not difficult to see that the following inequality holds for $M$:

$$e(M) \leq 3(k(2k + 1) - w) + 2w + \sum_{t=1}^{l} B(t)$$

(2)

where $B(t)$ is the number of edges in $M$ that belong to the connector group for $t$. Since we have shown above that $B(t) \leq 3k - q \leq 3k$. We immediately obtain

$$e(M) \leq 6k(2k + 1) - w$$

(3)

On the other hand, $M$ contains $6k(2k + 1)$ edges. It is thus clear that $w$ must be 0, which implies that each graph gadget in $H$ must be good. $M$ thus does not include boundary edges. Since We have shown above that $M$ contains at most 3 inner edges in a graph gadget and $3k$ inner edges in a connector group, we can conclude that $M$ contains exactly $3$ edges in each graph gadget and $3k$ inner edges in each connector group.

As we have shown above, the $3k$ edges in each connector group represent a vertex in $G$. We can thus obtain $l = 2k + 1$ vertices $a_1, a_2, \ldots, a_l$ from the edges that are in $M$ and all connector groups. In addition, each graph gadget selects an edge in $G$. Since $M$ is an induced matching, these edges connect $a_1, a_2, \ldots, a_l$ into a clique of size $l = 2k + 1$. $G$ thus must contain a clique of size $2k + 1$. \qed

From Lemma 2.4, $H$ is hamiltonian bipartite and a hamiltonian cycle $P$ can be obtained in polynomial time. From Lemma 3.1, $G$ contains a clique of size $2k + 1$ if and only if $H$ contains an induced matching of size $6k(2k + 1)$. Since $H$ can be constructed in polynomial time, the induced matching problem is W[1]-hard in a hamiltonian bipartite graph, even when a hamiltonian cycle in the graph is available. \qed

Based on the proof of Theorem 3.1, we can obtain a parameterized lower bound of induced matching problem in hamiltonian bipartite graphs. Since we have shown in Lemma 2.4 that the $(2k + 1)$-CLIQUE problem cannot be solved in time $n^{o(k)}$ unless W[1]=FPT, we can immediately obtain the following theorem.

**Theorem 3.2** Unless W[1]=FPT, there does not exist an algorithm that can decide whether a bipartite hamiltonian graph contains an induced matching of size $k$ or not in time $n^{o(k^2)}$, where $n$ is the number of vertices in the graph, even when a hamiltonian cycle of the graph is available.

**Proof.** We assume there exists an algorithm $A$ that can determine whether a bipartite hamiltonian graph contains an induced matching of size $k$ or not in time $n^{o(k^2)}$, where $n$ is the number of vertices in the graph. Given an instance $(G, k)$ of the $(2k + 1)$-CLIQUE problem, whose goal is to determine whether graph $G$ contains a clique of size $2k + 1$ or not. We use the following algorithm to solve the $(2k + 1)$-CLIQUE problem.

1. Use the reduction we have developed in the proof of Theorem 3.1 to construct a bipartite hamiltonian graph $H$ from $(G, k)$ and compute a hamiltonian cycle $P$ in $H$;

2. apply $A$ to $H$ to decide whether it contains an induced matching of size $s = 6k(2k + 1)$ or not;

3. return “yes” if $A$ returns “yes”, otherwise return “no”.

From the reduction, we know that $H$ contains an induced matching of size $s$ if and only if $G$ contains a clique of size $2k + 1$. The above algorithm thus correctly solves the $(2k + 1)$-CLIQUE problem. Since $H$ contains $O(k^2n^2)$ vertices, where $n$ is the number of vertices in $G$, the computation time needed by the algorithm to determine whether $H$ contains an induced matching of size $s$ is at most

$$n^{o(k^2)} = n^{o(k)}$$

(4)

The $(2k + 1)$-CLIQUE problem can thus be solved in time $n^{o(k)}$. However, it has been shown in Lemma 2.4 that such an algorithm does not exist unless W[1]=FPT. Such an algorithm thus does not exist for the induced matching problem in hamiltonian bipartite graphs unless W[1]=FPT. \qed
4 Inapproximability

A well known inapproximability result regarding the MAXIMUM INDEPENDENT SET problem was obtained in [18]. It is shown that approximating the MAXIMUM INDEPENDENT SET problem within a ratio of $n^{1-\epsilon}$ in polynomial time is NP-hard, where $n$ is the number of vertices in the graph and $\epsilon$ is any positive constant.

Based on this inapproximability result, we first show that it is NP-hard to approximate the maximum induced matching in general graphs within a ratio of $n^{1-\epsilon}$, where $n$ is the number of vertices in the graph and $\epsilon$ is any positive constant. We then show that the same inapproximability result holds for the problem when the underlying graph is hamiltonian and a hamiltonian cycle of the graph is available. Finally, we show that unless NP=P, the problem cannot be approximated within a ratio of $n^{\frac{1}{4}-\epsilon}$ when the underlying graph is hamiltonian bipartite and a hamiltonian cycle of the graph is available.

**Theorem 4.1** It is NP-hard to approximate a maximum induced matching in a graph within a ratio of $n^{1-\epsilon}$ in polynomial time, where $n$ is the number of vertices in the graph and $\epsilon$ is any positive constant.

**Proof.** We construct a simple reduction from the MAXIMUM INDEPENDENT SET problem to the maximum induced matching problem. Given a graph $G = (V,E)$, the MAXIMUM INDEPENDENT SET problem is to find a maximum independent set in $G$. For each vertex $u \in V$, we create an image vertex $i_u$ and connect $u$ and $i_u$ by an edge. This creates a new graph $H$.

Figure 3 shows an example of the graph constructed by the reduction. The left part of the figure shows a graph $G$ that contains three vertices 1, 2 and 3, while its right part shows the graph $H$ constructed from $G$ by connecting each vertex in $G$ into its image vertex; $a$, $b$, $c$ are the image vertices of 1, 2 and 3 respectively.

We assume there exists a polynomial time algorithm that can approximate the maximum induced matching in a graph within a ratio of $n^{1-\epsilon}$. We apply the algorithm to $H$ and obtain an induced matching $M$ in $H$. We denote the size of $M$ by $APX(H)$. We then check every edge in $M$. If an edge of $M$ connects a vertex in $G$ and its image vertex, we include this vertex in a set $I$, otherwise we arbitrarily select one of the two vertices in the edge and include it in $I$. Since $M$ is an induced matching, $I$ is an independent set. We denote the size of $I$ by $APX(G)$. The size of $I$ is equal to the size of $M$. In other words, $APX(H) = APX(G)$.

We denote the size of the maximum independent set in $G$ with $OPT(G)$ and the size of the maximum induced matching in $H$ with $OPT(H)$. We have $OPT(G) \leq OPT(H)$ since given an independent set in $G$, we can immediately obtain an induced matching in $H$ by selecting the edges that connect vertices in the independent set to their image vertices in $H$. On the other hand, we also have $OPT(G) \geq OPT(H)$ since an independent set of size at least $OPT(H)$ can be obtained from an induced matching in $H$ with the method we have described above. We thus have $OPT(G) = OPT(H)$. 

![Figure 3: A graph constructed by the reduction in the proof of Theorem 4.1.](image)
Since the algorithm can approximate the maximum induced matching within a ratio of \( n^{1-\epsilon} \), we have

\[
\frac{APX(H)}{OPT(H)} \geq \frac{1}{(2|V|)^{1-\epsilon}} \geq \frac{1}{|V|^{1-\frac{\epsilon}{2}}}
\]

(5)

where the second inequality holds for sufficiently large \(|V|\). However, since \( APX(H) = APX(G) \) and \( OPT(H) = OPT(G) \), we immediately obtain

\[
\frac{APX(G)}{OPT(G)} \geq \frac{1}{|V|^{1-\frac{\epsilon}{2}}}
\]

(6)

This suggests that there exists an algorithm that can approximate a maximum independent set in graph \( G \) within a ratio of \( n^{1-\frac{\epsilon}{2}} \) in polynomial time, which is contradictory to the inapproximability result known for this problem. Such an approximate algorithm thus does not exist for the maximum induced matching problem unless \( P=NP \). \( \square \)

**Theorem 4.2** It is NP-hard to approximate a maximum induced matching in a hamiltonian graph based on a hamiltonian cycle in it within a ratio of \( n^{1-\epsilon} \) in polynomial time, where \( n \) is the number of vertices in the graph and \( \epsilon \) is any positive constant.

**Proof.** We construct a reduction from the maximum induced matching problem in a general graph to the same problem in a hamiltonian graph. Given a graph \( G = (V, E) \), the goal of the maximum induced matching problem is to compute a maximum induced matching in \( G \). We construct a graph \( H \) based on \( G \). We denote the number of vertices in \( G \) by \( p \) and create \( p \) additional vertices \( b_1, b_2, \ldots, b_p, b_1, b_2, \ldots, b_p \) are connected into a clique. In addition, each vertex in \( G = (V, E) \) is joined to \( b_1, b_2, \ldots, b_p \) by \( p \) edges. We denote the resulting graph by \( H \).

We first show that \( H \) is hamiltonian. We use \( u_1, u_2, \ldots, u_p \) to denote the vertices in \( G \). From the construction of \( H \), it is not difficult to see that \( b_1, u_1, b_2, u_2, b_3, \ldots, b_i, u_i, \ldots, b_p, u_p, b_1 \) form a hamiltonian cycle in \( H \) and such a hamiltonian cycle can be obtained in polynomial time.

We use \( OPT(G) \) to denote the size of a maximum induced matching in \( G \) and \( OPT(H) \) to denote the size of a maximum induced matching in \( H \). We show that \( OPT(G) = OPT(H) \). Since any induced matching \( M \) in \( G \) is also an induced matching in \( H \), we immediately obtain \( OPT(G) \leq OPT(H) \). On the other hand, we assume \( N \) is a maximum induced matching in \( H \). From the construction of \( H \), \( N \) contains only one edge if \( N \) contains an edge in the clique formed by \( b_1, b_2, \ldots, b_p \). \( OPT(H) \leq OPT(G) \) thus holds in this case. In addition, \( OPT(H) = |N| \leq OPT(G) \) also holds if \( N \) only contains edges in \( G \). Finally, if \( N \) contains an edge \( e \) that joins a vertex \( u \) in \( G \) and one of the additional vertices \( b_1, b_2, \ldots, b_p \), \( N \) contains only one edge and \( OPT(H) = |N| \leq OPT(G) \) again holds. We thus obtain \( OPT(G) = OPT(H) \).

We now assume that there exists a polynomial time algorithm \( A \) that can approximate the maximum induced matching in a hamiltonian graph based on a hamiltonian cycle in it within a ratio of \( n^{1-\epsilon} \), where \( n \) is the number of vertices in the graph and \( \epsilon \) is some positive constant. Given a graph \( G = (V, E) \), we use the following algorithm to approximate the maximum induced matching in \( G \).

1. Construct a hamiltonian graph \( H \) from \( G \) as described in the above reduction;
2. compute a hamiltonian cycle in \( H \) as described above;
3. apply \( A \) to \( H \) to obtain an approximate solution \( S \) for a maximum induced matching in \( H \);
4. arbitrarily pick an edge \( e \) in \( G \) and return \( e \) if \( S \) contains only one edge;
5. otherwise return \( S \).

It is clear that the algorithm returns an induced matching in \( G \) in polynomial time. We use \( APX(G) \) to denote the size of the matching returned by this algorithm and \( APX(H) \) to denote the size of the matching returned by algorithm \( A \). We then analyze the approximation ratio of
this algorithm. First, it is straightforward to see that \( \text{APX}(G) = \text{APX}(H) \). Since \( H \) contains \( 2p \) vertices, we have

\[
\frac{\text{OPT}(G)}{\text{APX}(G)} = \frac{\text{OPT}(H)}{\text{APX}(H)} \\
\leq (2p)^{1-\epsilon} \\
\leq p^{1-\frac{\epsilon}{2}}
\]

(7) (8) (9)

where the first inequality is due to the approximation ratio of \( A \), and the last inequality holds for sufficiently large \( p \).

\( B \) thus can approximate a maximum induced matching in \( G \) within a ratio of \( p^{1-\frac{\epsilon}{2}} \) in polynomial time for sufficiently large \( p \) and a positive constant \( \epsilon \). This contradicts Theorem 4.1. \( A \) thus does not exist unless \( \text{NP}=\text{P} \).

**Theorem 4.3** It is \( \text{NP} \)-hard to approximate a maximum induced matching in a bipartite graph within a ratio of \( n^{\frac{1}{2}-\epsilon} \) in polynomial time, where \( n \) is the number of vertices in the graph and \( \epsilon \) is any positive constant.

**Proof.** We construct a reduction from the **Maximum Independent Set** problem to the maximum induced matching problem in bipartite graphs. Given a graph \( G=(V,E) \), the goal of the **Maximum Independent Set** problem is to compute a maximum independent set in \( G \). We use \( n \) to denote the number of vertices in \( G \) and \( u_1, u_2, \ldots, u_n \) to denote the vertices in \( G \).

We assume that there exists a polynomial time algorithm \( A \) that can approximate a maximum induced matching in a bipartite graph within a ratio of \( N^{\frac{1}{2}-\epsilon} \), where \( N \) is the number of vertices in the graph and \( \epsilon \) is some positive constant. Without loss of generality, we assume that \( \epsilon < \frac{1}{100} \).

For each vertex \( u_i \in G \), where \( 1 \leq i \leq n \), we create two vertex groups, the two groups are included in the two sides of \( H \). Each group contains \( n^3 \) vertices that represent \( u_i \). We use \( s_i \) and \( t_i \) to denote the two groups for vertex \( u_i \) in the two sides of \( H \). \( H \) thus contains \( N = 2n^4 \) vertices in total.

For each \( 1 \leq i \leq n \), each vertex in \( s_i \) is joined to only one vertex in \( t_i \) by an edge in \( H \). These edges are **homogeneous edges**. A pair of vertices \( c \in s_i, \ d \in t_j \), where \( i \neq j \), are joined by an edge in \( H \) if \( (u_i, u_j) \) is an edge in \( G \). These edges are **heterogeneous edges**.

We use \( \text{OPT}(H) \) to denote the size of a maximum matching in \( H \) and \( \text{OPT}(G) = m \) to denote the size of a maximum independent set in \( G \). Indeed, we assume \( I = \{u_{i_1}, u_{i_2}, \ldots, u_{i_m}\} \) is a maximum independent set in \( G \). For each \( l \in \{i_1, i_2, \ldots, i_m\} \), all homogenous edges that join vertices in \( s_i, t_i \) can be included into a matching \( M' \). It is straightforward to see that since \( I \) is an independent set, \( M' \) is an induced matching of size \( n^3\text{OPT}(G) \). This implies that \( \text{OPT}(H) \geq n^3\text{OPT}(G) \).

We assume \( M \) is a maximum induced matching in \( H \). Since \( M \) is a maximum induced matching, if a homogeneous edge that joins two vertices from \( s_i \) and \( t_i \), where \( 1 \leq i \leq n \), is included in \( M \), all homogenous edges formed between vertices in \( s_i \) and \( t_i \) are also included in \( M \). If a heterogeneous edge formed between \( s_i \) and \( t_j \), where \( i \neq j \) is included in \( M \). Other heterogeneous edges formed between \( s_i \) and \( t_j \) are not included in \( M \). The number of heterogeneous edges in \( M \) is thus at most \( n(n-1) \).

We consider the following algorithm \( B \) for approximating a maximum independent set in \( G \).

1. construct a bipartite graph \( H \) from \( G \) based on the reduction described above;
2. apply \( A \) to \( H \) to find an approximate solution \( S \) for a maximum induced matching in \( H \);
3. we assume \( S \) contains homogeneous edges formed between groups for vertices \( h_1, h_2, \ldots, h_t \) in \( G \), return \( \{h_1, h_2, \ldots, h_t\} \) as an approximate solution for a maximum independent set in \( G \).

It is straightforward to see that \( B \) returns an independent set in \( G \) in polynomial time. We use \( \text{APX}(H) \) to denote the size of the induced matching returned by \( A \) and \( \text{APX}(G) \) to denote the size of the independent set returned by \( B \). We first show that \( \text{APX}(G) \geq 1 \). If \( B \) returns an empty set,
S only contains heterogenous edges. This implies that \( \text{APX}(H) < n^2 \). We thus have

\[
\frac{\text{OPT}(H)}{\text{APX}(H)} > \frac{n^3 \text{OPT}(G)}{n^2} \geq n \tag{10}
\]

\[
= \left( \frac{N}{2} \right)^{\frac{1}{4}} \tag{11}
\]

\[
> N^{\frac{1}{2} - \epsilon} \tag{12}
\]

where the first inequality follows from \( \text{OPT}(H) \geq n^3 \text{OPT}(G) \) and \( \text{APX}(H) < n^2 \); the last inequality holds for sufficiently large \( N \). This contradicts the approximation ratio of \( A \). \( B \) thus at least returns one vertex in \( G \) and \( \text{APX}(G) \geq 1 \). From the approximation ratio of \( A \), we have

\[
\frac{\text{OPT}(H)}{\text{APX}(H)} \leq N^{\frac{1}{2} - \epsilon} \tag{14}
\]

\[
= (2n^4)^{\frac{1}{2} - \epsilon} \tag{15}
\]

Since \( \text{OPT}(H) \geq n^3 \text{OPT}(G) \) and \( \text{APX}(H) \leq n^3 \text{APX}(G) + n^2 \), we have

\[
\frac{n^3 \text{OPT}(G)}{n^3 \text{APX}(G) + n^2} \leq \frac{\text{OPT}(H)}{\text{APX}(H)} \tag{16}
\]

Since \( \text{APX}(G) \geq 1 \), we have

\[
\frac{n^3 \text{OPT}(G)}{n^3 \text{APX}(G) + n^2} \geq \frac{\text{OPT}(G)}{2 \text{APX}(G)} \tag{17}
\]

This immediately leads to

\[
\frac{\text{OPT}(G)}{\text{APX}(G)} \leq 2(2n^4)^{\frac{1}{2} - \epsilon} \tag{18}
\]

\[
\leq n^{1 - \epsilon} \tag{19}
\]

where the last inequality holds for sufficiently large \( n \).

When the number of vertices in \( G \) is sufficiently large, \( B \) can approximate the maximum independent set in \( G \) within a ratio of \( n^{1 - \epsilon} \) in polynomial time, where \( n \) is the number of vertices in \( G \) and \( \epsilon \) is some positive constant. This contradicts the inapproximability of the Maximum Independent Set problem. \( A \) thus does not exist for the maximum induced matching problem in bipartite graphs.

A bipartite graph is equally sided if its two sides contain the same number of vertices. Since the bipartite graph \( H \) constructed in the proof of Theorem 4.3 is equally sided. We immediately obtain the following Corollary.

**Corollary 4.1** It is NP-hard to approximate a maximum induced matching in an equally sided bipartite graph within a ratio of \( n^{1 - \epsilon} \), where \( n \) is the number of vertices in the graph and \( \epsilon \) is any positive constant.

**Theorem 4.4** It is NP-hard to approximate a maximum induced matching in a hamiltonian bipartite graph based on a hamiltonian cycle of the graph within a ratio of \( n^{1 - \epsilon} \) in polynomial time, where \( n \) is the number of vertices in the graph and \( \epsilon \) is any positive constant.

**Proof.** We reduce the maximum induced matching problem in an equally sided bipartite graph to the same problem in a hamiltonian bipartite graph. Given an equally sided bipartite graph \( G = (V_1 \cup V_2, E) \), where \( |V_1| = |V_2| \), the goal of the problem is to compute a maximum induced matching in \( G \).

We construct a hamiltonian bipartite graph based on \( G \). Specifically, we denote \( p = |V_1| = |V_2| \) and create \( 2(p + 1) \) additional vertices \( l_1, l_2, \ldots, l_{p+1} \) and \( m_1, m_2, \ldots, m_{p+1} \). These additional
vertices are connected into a complete bipartite graph such that \(l_1, l_2, \ldots, l_{p+1}\) are in one side and \(m_1, m_2, \ldots, m_{p+1}\) are in the other side.

Each vertex in \(V_1\) is joined to all of \(m_1, m_2, \ldots, m_{p+1}\) by \(p + 1\) edges. Similarly, each vertex in \(V_2\) is joined to all of \(l_1, l_2, \ldots, l_{p+1}\) by \(p + 1\) edges. We denote the resulting bipartite graph by \(H\).

First, we show \(H\) is hamiltonian. We use \(u_1, u_2, \ldots, u_p\) to denote the vertices in \(V_1\) and \(v_1, v_2, \ldots, v_p\) to denote the vertices in \(V_2\). From the construction of \(H\), it is straightforward to see that \(m_1, u_1, m_2, u_2, \ldots, m_p, u_p, m_{p+1}, l_1, v_1, l_2, v_2, \ldots, l_{p}, v_{p}, l_{p+1}, m_1\) form a hamiltonian cycle in \(H\). Such a cycle can be obtained in polynomial time.

We use \(OPT(H)\) to denote the size of a maximum induced matching in \(H\) and \(OPT(G)\) to denote the size of a maximum induced matching in \(G\). Since an induced matching in \(G\) is also an induced matching in \(H\), we immediately obtain \(OPT(G) \leq OPT(H)\). We assume \(M\) is a maximum induced matching in \(H\) and \(|M| \leq OPT(G)\) if \(M\) only contains edges in \(G\); \(|M| = 1\) if \(M\) contains an additional vertex. This implies that \(OPT(H) \leq OPT(G)\). We thus have \(OPT(H) = OPT(G)\).

We assume there exists a polynomial time algorithm \(A\) that can approximate a maximum induced matching in a hamiltonian bipartite graph. We consider the following algorithm \(B\) for approximating a maximum induced matching in an equally sided bipartite graph \(G\).

1. Construct a hamiltonian bipartite graph \(H\) as described above;
2. compute a hamiltonian cycle \(P\) in \(H\);
3. apply \(A\) to \(H\) to obtain an approximate solution \(S\) for a maximum induced matching in \(H\);
4. return \(S\) if it only contains edges in \(G\);
5. otherwise, arbitrarily choose an edge \(e\) in \(G\) and return \(e\).

It is clear that \(B\) returns an induced matching in \(G\) in polynomial time. We use \(APX(G)\) to denote the size of the induced matching returned by \(B\) and \(APX(H)\) to denote the size of the induced matching returned by \(A\). It is straightforward to see that \(APX(G) = APX(H)\). We thus have

\[
\frac{OPT(G)}{APX(G)} = \frac{OPT(H)}{APX(H)} \leq (4q + 1)^{\frac{1}{q^2}}
\]

where the first inequality is due to the approximation ratio of \(A\) and the last inequality holds for sufficiently large \(q\).

\(B\) thus can approximate a maximum induced matching in an equal sided bipartite graph within a ratio of \(n^{\frac{2}{q^2}}\) in polynomial time, where \(n\) is the number of vertices in the graph and \(\epsilon\) is some positive constant. This contradicts Corollary \(4.4\). \(A\) thus does not exist and the theorem has been proved.

5 Conclusions

In this paper, we study the parameterized complexity and inapproximability of the INDUCED MATCHING problem in hamiltonian bipartite graphs. Our results show that although hamiltonian bipartite graphs contain some additional structure features when compared with general graphs, these structure features cannot lead to efficient parameterized algorithm for this problem. Our work also establishes inapproximability results for computing a maximum induced matching in hamiltonian bipartite graphs.

Although we have shown that a maximum induced matching in a hamiltonian bipartite graph cannot be approximated within a ratio of \(n^{\frac{2}{q^2}}\) in polynomial time, where \(n\) is the number of vertices in the graph and \(\epsilon\) is any positive constant, it remains open whether there indeed exists
an approximation algorithm that can in fact achieve an approximation ratio close to it. We believe such an algorithm exists for the **Maximum Induced Matching** problem in hamiltonian bipartite graphs and our future work may focus on the development and analysis of such an algorithm.
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