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This paper demonstrates the applicability of the Quantum Walk-based Optimisation Algorithm (QWOA) to the Capacitated Vehicle Routing Problem (CVRP). Efficient algorithms are developed for the indexing and unindexing of the solution space and for implementing the required alternating phase-walk unitaries, which are the core components of QWOA. Results of numerical simulation demonstrate that the QWOA is capable of producing convergence to near-optimal solutions for a randomly generated eight location CVRP. Preparation of the amplified quantum state in this example problem is demonstrated to produce higher-quality solutions than expected from classical random sampling of equivalent computational effort.
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I INTRODUCTION

Quantum computers may offer a unique advantage when it comes to many combinatorial optimisation problems, where the search for an optimal solution becomes quickly infeasible due to solution spaces that scale exponentially with increasing problem size [1]. While a classical computer’s central processing unit is restricted to assessing the quality of solutions one after another, a quantum processor is capable of operating on the complete solution space at once via the principle of quantum superposition. However, this capability alone does not provide any significant utility. For example, consider a quantum system initialised in an equal superposition of states, one for each solution in the solution space. A measurement of the system is equally likely to collapse the system into any one of these states, which is equivalent to simply picking a solution at random. Where quantum superposition offers significant utility, is when it is combined with a suitable quantum algorithm. Such an algorithm should be capable of significantly increasing the probability of measuring the system in a state corresponding to the most, or one of the most optimal solutions.

One candidate is the Quantum Walk-based Optimisation Algorithm (QWOA) [2, 3]. This algorithm makes use of alternating quality-dependent phase-shifts and continuous-time quantum walks over a circulant graph connecting all possible solutions in the solutions space. By tuning the applied phase-shifts and quantum walks via a set of classical parameters, it is hoped that quantum interference will result in a concentration of probability density at states corresponding to high-quality solutions. This tuning process is carried out via a classical optimisation procedure which optimises for the expectation value of quality, as measured from the quantum circuit. Its effectiveness has been recently demonstrated in the context of portfolio optimisation problems [4].

In this paper, we show the applicability of the QWOA to the combinatorial optimisation problem of capacitated vehicle routing. The capacitated vehicle routing problem (CVRP) asks which route(s) should be taken by supply vehicles with a limited capacity in order to deliver products from a single depot to multiple locations, each requiring unique quantities of various products. Trips to and from the depot as well as between external locations are all characterised by route-dependent costs. The globally optimal solution is the route or set of routes that successfully delivers all required products...
A capacitated vehicle routing problem consisting of $n$ delivery locations shall be referred to as a problem of size $n$. The delivery network for such a problem shall be characterised by a complete graph with $n + 1$ vertices. The vertex representing the depot is labelled with a zero, and the delivery locations are represented by vertices labelled 1, 2, ..., $n$. The number of packages required at each location are included in a package vector, $P_i$, of dimension $n$, containing non-negative integers, $P_i$, where $P_i$ is the number of packages required at location $i$ and $i = 1, 2, \ldots, n$. The costs associated with the trips between nodes are captured in a cost matrix, $C$. The cost matrix is square, $n + 1$ dimensional, and element $C_{ij}$ is the cost of the trip from node $i$ to node $j$ with $i, j = 0, 1, \ldots, n$ and with $C_{ij}$ taking positive finite values. Since it makes no sense to talk of a trip from a node to itself, the leading diagonal of the cost matrix consists of zeros. If costs are equal in both directions for all trips between nodes, then the cost matrix will be symmetrical, however, this need not be the case. The vehicle capacity is represented by the natural number variable, $V$. No consideration is made for time, and any solution which minimises cost can be undertaken by a single vehicle. Thus, while particular solutions (delivery routes) may be undertaken with multiple vehicles, the number of vehicles does not, and need not, make an appearance in this formulation of the CVRP.

Given a particular instance of the CVRP, solving the problem reduces to finding a solution from the space of all possible solutions, $S$, which minimises total cost. Or to put it more formally, for some instance of the CVRP, specified by a unique set of the parameters, $P$, $C$ and $V$, and with a quality function, $f(x)$, which returns the total cost of any given solution $x$, the problem reduces to finding an optimal solution $x^*$, such that

$$f(x^*) = \min\{f(x) \mid x \in S\}. \tag{1}$$

The difficulty lies in the total number of possible solutions, $M$, which grows exponentially with increasing problem size $n$.

### B. Illustrative Example

A CVRP is fully defined by the three aforementioned variables, $P$, $C$, and $V$. As an example, the following variables

$$P = \begin{bmatrix} 14 \\ 24 \\ 8 \end{bmatrix}, \quad C = \begin{bmatrix} 0 & 16 & 19 & 12 \\ 16 & 0 & 12 & 17 \\ 19 & 12 & 0 & 10 \\ 12 & 17 & 10 & 0 \end{bmatrix}, \quad V = 20$$

fully specify a CVRP of size $n = 3$, as illustrated in Figure 1.

The example solution shown in Figure 1 can be described as follows: A delivery is made to location 1, the leftover stock from this delivery is taken to location 2. The vehicle returns to the depot to restock before completing delivery of the remaining packages to location 2. Rather than taking the small number of leftover packages to location 3, the vehicle returns to the depot to restock before completing the round trip to location 3. Since the vehicle returned to the depot between locations 2 and 3, the solution is effectively split into two independent delivery groups/routes, one shown with blue arrows and the other with red. We can represent this solution as a set of subsets: $\{(1, 2), (3)\}$. The first subset corresponds to the route shown with blue arrows and the second corresponds to the route shown with red arrows. Note that the order of these subsets does not affect the quality of the solution, only the order of elements within each subset.

### C. Solution Space

The representation of the above example solution as an unordered set of ordered subsets can be extended to capture the entire solution space. Separation of the locations into independent delivery groups in all possible ways is akin to taking all possible partitions of the full set $\{1, 2, \ldots, n\}$. The order in which locations can be visited within each delivery group must also be taken into account. So for each partition, the full set of solutions it represents can be acquired by taking all combinations of the permutations of each subset. In other words, by first expanding each subset in the partition into a set containing all permutations of its elements, then by taking the Cartesian product of the resulting sets of permutations. The resulting solution space is the set of all possible partitions of the $n$ elements into nonempty and totally ordered subsets.
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III THE QUANTUM WALK OPTIMISATION ALGORITHM

A. Theoretical Framework

The Quantum Walk Optimisation Algorithm (QWOA) [2, 3] was designed to identify optimal, or near-optimal, solutions to combinatorial optimisation problems. Formally, we consider a mapping \( f: S \to \mathbb{R} \), which returns a measure of the cost (or “quality”) associated with each possible solution in the solution space \( S \), where \( S \) has cardinality \( M \).

The starting point of the QWOA is a quantum system with \( M \) basis states, one for each solution in \( S \), initialised in an equal superposition,

\[
|s\rangle = \frac{1}{\sqrt{M}} \sum_{x \in S} |x\rangle.
\]  

(2)

This initial state is then evolved through repeated application of the quality-dependent phase-shift and quantum-walk-mixing unitaries. The quality-dependent phase-shift unitary

\[
U_Q(y_j) = \exp(-iy_j Q),
\]  

(3)

where \( y_j \in \mathbb{R} \) and \( Q \) is a diagonal operator such that \( Q|x\rangle = f(x)|x\rangle \). The quantum-walk-mixing unitary is defined as

\[
U_W(t_j) = \exp(-it_j \mathcal{L}),
\]  

(4)

where \( t_j > 0 \), and \( \mathcal{L} \) is the Laplacian matrix of a circulant graph that connects the feasible solutions to the problem. For the purpose of this work, we choose a complete graph that connects computational basis states that correspond to a valid solution to the problem. Specifically, the dimension of the Hilbert space is always a power of two whilst the total number of valid routing solutions is not, in general, a power of two. In order to ensure a valid solution to the problem, it is necessary to restrict the connectivity to only the computational basis states that correspond to valid solutions to the problem. Thus, the Laplacian is defined as

\[
\langle x|\mathcal{L}|y\rangle = \begin{cases} 
0 & \text{if } x = y, \\
M - 1 & \text{if } x \neq y.
\end{cases}
\]  

(5)

Note that the initial state, \( |s\rangle \), can be understood as the complete graph connecting all solutions in the solution space, where each solution/node is occupied with equal probability. The first unitary \( U_Q \) applies a phase-shift at each node proportional to the cost/quality of the solution at that node, with the proportionality constant given by the parameter, \( y_j \). The second unitary \( U_W \) can be understood as performing a quantum walk over the complete graph for time \( t_j \), mixing the amplitudes across nodes. Following the mixing of phase-shifted amplitudes across the nodes of the complete graph, constructive and destructive interference will result in quality-dependent amplitude amplification, controlled by the parameters \( y_j \) and \( t_j \). Application of \( U_Q \) and \( U_W \) is repeated \( r \) times such that the final state of the system is given by,

\[
|y, t\rangle = U_{QWOA}(y, t)|s\rangle = U_W(t_r)U_Q(y_r)|\ldots, U_W(t_1)U_Q(y_1)|s\rangle,
\]  

(6)

where \( t = (t_1, t_2, \ldots, t_r) \) and \( y = (y_1, y_2, \ldots, y_r) \).

By tuning the parameters \( y \) and \( t \), it is possible to amplify the amplitudes corresponding with low cost solutions, and therefore increase the probability of a measurement of the system collapsing it into a low cost solution. The process of tuning the parameters is conducted iteratively through the use of a classical optimisation algorithm (e.g. Nelder-Mead) which takes as its objective function the expectation value of the \( Q \) operator:

\[
c(y, t) = \langle y, t|Q|y, t\rangle.
\]  

(7)

The QWOA is therefore a hybrid quantum (amplitude amplification) and classical (variational) approach. The extent of amplitude amplification possible is restricted by the number of iterations, so an increasing \( r \) presents the opportunity for greater amplification of the amplitudes corresponding to the optimal or sub-optimal solutions in the final state \( |y, t\rangle \).
B. Quantum Circuits

Figure 2 illustrates the overall quantum circuit layout for the QWOA, with each iteration applying first the quality-dependent phase-shift and then the quantum-walk-mixing unitary. This circuit will complete $r$ iterations for a depth-$r$ QWOA, leading to $2r$ independent classical variational parameters. The expectation value of the solution quality is used to tune the parameters and is obtained by repeated sampling of the output state. This sampling process is efficient in obtaining a precise estimation of the expectation value for any problem in the NPO-PB complexity class as discussed in [2].

The QWOA utilises a quantum walk over the feasible combinatorial solutions, connected using an arbitrary choice of graph. The requirement on the graph is that there exists an efficient quantum circuit to simulate the quantum walk. We choose to connect the $M$ valid solutions using the complete graph $K_M$, where $M$ is not necessarily a power of 2. The arbitrary-modulus Quantum Fourier Transform (QFT) was shown to be an efficient approach to perform quantum walk on this graph, and further was applicable to any other choice of circulant graph [3]. However, the QFT is known to be sensitive to noise [11], which is an undesirable property for NISQ computation. In terms of the QWOA this implies potential degradation of the quantum walk, causing leakage of amplitude to infeasible solutions. Here, we present an improved highly efficient quantum circuit for fast-forwarded quantum walk simulation on complete graphs connecting the feasible solutions.

The Laplacian described in Eq. 5 can be expressed as $\mathcal{L} = M(\mathbb{I} - |s\rangle \langle s|)$, where $|s\rangle$ is the equal superposition over the feasible solutions as per Eq. 2. Thus the quantum walk can be expressed as, up to a global phase,

$$e^{-it\mathcal{L}} = \mathbb{I} + \left(1 + e^{i\mathcal{M}}\right)|s\rangle \langle s|.$$  \hspace{1cm} (8)

This expresses the rotation of the system about a specific state $|s\rangle$. The rotation about a specific state is well-known in the context of deterministic quantum search and optimal fixed-point amplitude amplification [12–14]. We can therefore directly utilise these results to design an exact circuit for a quantum walk on the complete graph (which connects only the feasible solutions). The first step is to prepare an equal superposition state over all feasible solutions. We do this by preparing the equal superposition over the first $M$ integers $(1/\sqrt{M})\sum_{y=0}^{M-1} |y\rangle$, and then use a specific un-indexing unitary $U_d^\dagger$ to map each unique index state $|i\rangle$ to the $i$th feasible solution state $|id^{-1}(i)\rangle$, thus producing the equal superposition over the feasible solution states $|s\rangle$.

We label this unitary to prepare the desired state $|s\rangle$ starting in the $|0\rangle$ state as $G$, as shown in Figure 3. A similar approach was used by Chiew et al. [15] for preparing superpositions over set permutations. Let $m = \lfloor \log_2 M \rfloor$ be the number of qubits, and $2^m$ the dimension of the corresponding Hilbert space. Clearly if $M$ is a power of 2, we can set $G = H^{2m}$. Otherwise, define

$$G = U_d^\dagger H^{2m} S_0(\theta) H^{2m} S_\chi(\theta) H^{2m},$$  \hspace{1cm} (9)

where

$$S_0(\theta) = \begin{cases} e^{i\theta} |j\rangle & j = 0, \\ |j\rangle & 1 \leq j < 2^m, \end{cases}$$  \hspace{1cm} (10)

and

$$S_\chi(\theta) = \begin{cases} e^{i\theta} |j\rangle & 0 \leq j < M, \\ |j\rangle & M \leq j < 2^m. \end{cases}$$  \hspace{1cm} (11)

It can be directly verified that by choosing $\theta = 2 \arcsin \sqrt{\frac{m}{2^m}}$, we have $|s\rangle = G|0\rangle$ as required. Thus, utilising the fixed-point search quantum circuit given in [14], we give a quantum circuit in
Figure 3 that exactly simulates quantum walk on the complete graph connecting the feasible solutions.

Note that the spatial complexity of this QWOA circuit is dominated by that of the input register, which will require \( m = \lfloor \log_2 M \rfloor \) qubits, where \( M \), the cardinality of the solution space, is given in Section IVA. The time complexity of the quantum walk section of the circuit (besides the indexing process) is dominated by the use of the quantum comparator, leading to a gate complexity of \( \mathcal{O}(m \log m) \) [16]. However, the indexing and un-indexing algorithms will dominate the overall circuit complexity, with a gate complexity of \( \mathcal{O}(\text{poly}(n)) \). Note that these algorithms are discussed in Section IVB and have classical time complexity of \( \mathcal{O}(n^2) \). It is assumed that a quantum circuit implementation would therefore have gate complexity of at least \( \mathcal{O}(n^2) \) but not greater than \( \mathcal{O}(\text{poly}(n)) \).

### IV PREREQUISITE FEATURES FOR QWOA

There are four primary criteria for a problem to be considered as an adequate candidate for QWOA [3, 4]. Specifically,

1. The cardinality of the solution space (number of unique solutions) \( M \) must be efficiently computable, given a specific problem instance.
2. There must exist an efficient indexing and un-indexing algorithm for the solution space. The indexing algorithm should be capable of taking any arbitrary solution and returning its location in an ordered list of the full solution space. The un-indexing algorithm should be able to do the reverse of this process, returning the unique solution corresponding to a given index. Both of these processes should be efficient, in other words, they can not simply involve the construction of the entire solution space and their complexity should be at most polynomial relative to the size of the problem.
3. The quality of any arbitrary solution must be efficiently computable.
4. As per [2], the problem must lie in the NPO-PB class (the class of optimisation problems where the objective function is bounded polynomially in the problem size). This requirement comes from sampling the quantum circuit to estimate the expectation value, to ensure the number of samples required does not grow exponentially.

The CVRP satisfies these criteria as discussed below.

### A. Cardinality of the Solution Space

As described earlier, the full solution space for a problem of size \( n \) can be represented by the set of all possible partitions of \( n \) elements into nonempty and totally ordered subsets. This is closely related to the unsigned Lah numbers, \( L(n, k) \), which count the number of ways a set of \( n \) elements can be partitioned into \( k \) nonempty and totally ordered subsets [17]. It follows logically that the number of solutions, \( M \), in the solution space for a problem of size \( n \) would be given by the sum of unsigned Lah numbers:

\[
M = L(n) = \sum_{k=1}^{n} L(n, k).
\]
The unsigned Lah Numbers can be computed with the equation:

\[ L(n, k) = \binom{n-1}{k-1} \frac{n!}{k!} \]  

(13)

Alternatively, the unsigned Lah numbers can be computed using the recursive relation [18]:

\[
L(n, k) = \begin{cases} 
1, & \text{if } n = k \\
0, & \text{if } n, k = 0 \text{ or } k > n \\
L(n-1, k-1) + (n+k-1)L(n-1, k), & \text{otherwise.} 
\end{cases}
\]

(14)

As such, the cardinality of the solution space for the CVRP is efficiently computable for a problem of any size.

**B. Indexing and Unindexing Algorithms**

The application of the QWOA to any particular problem requires that its solution space be efficiently indexable. The logic required to produce such an indexing algorithm for the solution space of a size \( n \) CVRP can be found by closely analysing the recursive relation depicted in Eq. 14.

Solutions can be classified according to \( k \), the number of delivery groups (or subsets) that they contain, with \( k \) taking values: 1, 2, \ldots, \( n \). As such, the solution space can be divided into \( n \) distinct sub-spaces, one for each of these classifications. Each of these sub-spaces can be further divided into those solutions where the \( n \)th element exists in a singleton, i.e. in a subset by itself, and those where it exists in a subset with other elements.

For a given solution sub-space with \( k = K \), the number of solutions contained is given by \( L(n, K) = L(n-1, K-1) + (n+K-1)L(n-1, K) \) (see Eq. 14). With careful consideration, it can be seen that the first term in this expression corresponds to the group of solutions for which the \( n \)th element is in a singleton: by removing the \( n \)th element from every solution, a subset is lost, and the solution sub-space which remains consists of all ordered partitions of \( n-1 \) elements into \( K-1 \) subsets, of which there are \( L(n-1, K-1) \).

Similarly, the second term corresponds to the group of solutions for which the \( n \)th element is not in a singleton. This group of solutions can be acquired by taking the solution sub-space consisting of all partitions of \( n-1 \) elements into \( K \) ordered subsets, of which there are \( L(n-1, K) \) solutions, and for each of these solutions, inserting the \( n \)th element into each of the \( (n+K-1) \) available locations.

This is the logic upon which the algorithm is built, which consists of asking several questions for any particular solution:

- How many subsets exist within the solution?
- Is the \( n \)th element in a singleton?
- If not, in which of the \((n+K-1)\) available locations is it situated?
- After removing the \( n \)th element, where is the next element located?

The process of indexing or unindexing the solution space can also be understood as navigating a decision tree that is constructed from this same logic [19]. An example decision tree for the problem size \( n = 4 \) is shown in Figure 4.

Each terminal node (those at the right-hand side in Figure 4) represents a solution in the solution space. The solution located at the bottom has index zero, and the indices increase incrementally up the tree, such that the index of any particular solution is equal to the number of solutions that exist below it. Note that the tree has been included in a compact form, though there appear to be only eight terminal nodes, there are in fact 73. This is because the branches labelled with a number actually represent multiple branches, with the lowest branch being associated with \( p = 0 \) and the branch above with \( p = 1 \) and so on. Navigating through the decision tree from the origin to a particular terminal node involves choosing particular branches, each of which represents making decisions about the number of subsets in a solution, or the location of each element within the ordered subsets of a solution. By summing the number of solutions that are passed over with each decision made or branch taken, the resulting sum will be equal to the index of the final solution. In this way, the indexing process can be understood as navigating through the tree. Similarly, the unindexing process can be understood as choosing the appropriate branches such that the number of solutions passed over is equal to the index, with the terminal node corresponding to the required solution.

The indexing and unindexing algorithms are shown in Algorithm 1 and Algorithm 2. The time complexities of both the indexing and unindexing algorithms scale with \( n^2 \), \( O(n^2) \), which satisfies the requirement that both of these algorithms should be efficiently computable. Since efficient classical algorithms for indexing and un-indexing exist, these algorithms can be directly “quantised” by translation to a reversible circuit. This defines the indexing unitary \( U_x \) used in Figure 3.

**Algorithm 1**. This indexing algorithm returns the index of any solution, \( \text{soln} \), from the solution space. It is composed of two parts, the first relates to placing the solution within a particular sub-space, determined by the number of subsets it contains, and the second is responsible for indexing the solution within this sub-space. As a clarification, on line 14, \( p \) is assigned the location of the element \( e \) within the solution/partition. This is the location where \( e \) would have been placed in the partition not containing \( e \), where the leftmost location corresponds to \( p = 0 \). This can also be calculated from the sum of the following: the number of subsets prior to the one containing \( e \), the number of elements contained within these prior subsets, and the location of \( e \) within its own subset.

1. function INDEX(soln)
2. \( n \leftarrow \) number of elements in soln
3. \( K \leftarrow \) number of subsets in soln
4. return \( \sum_{i=1}^{n} L(n, k) + \text{SUBINDEX}(n, K, \text{soln}) \)
5. end function

6.
7. function SUBINDEX(n, k, soln)
8. \( e \leftarrow \) largest element in soln
9. if \( e = 1 \) then return 0
10. else if \( e \) is in a singleton then
11. remove \( e \) from soln
12. return \( \text{SUBINDEX} \) of \((n-1, k-1, \text{soln})\)
13. else
14. \( p \leftarrow \) location of \( e \) within soln
15. remove \( e \) from soln
16. return \((n-1, k-1) + (n+k-1) \cdot \text{SUBINDEX} \) of \((n-1, k, \text{soln}) \) + \( p \)
17. end if
18. end function
Algorithm 2. This unindexing algorithm returns the solution to which a given index within the solution space of particular problem size, \( n \), refers. The algorithm is composed of two parts, the first is responsible for selecting the sub-space to which the indexed solution belongs, and its corresponding sub-index within that space and the second is responsible for returning the solution to which the sub-index and hence index refers.

```
1: function UNINDEX(n, index)
2:     sub_index < index
3:     for k = 1, 2, …, n do
4:         if index < \( L(n, k) \) then return SOLUTION(n, k, sub_index)
5:     end if
6:     end for
7: end function
```

C. Computation of Solution Qualities

With the solution indexing now well established, the next challenge is to ensure the quality of an arbitrary solution can be efficiently computed and that the objective function is polynomially bounded in the number of locations. Computing the quality/cost corresponding to any given solution involves navigating the delivery network in the order specified by the solution while comparing the number of packages on the vehicle and its capacity with the number of packages required at each location/node. Each time an edge is traversed between two nodes, the corresponding cost from the cost matrix is incurred, and the total cost accumulated by the time the vehicle returns to the depot for the final time is the cost/quality of the solution. This process and the conditional logic involved is shown in detail in Algorithm 3, Algorithm 4, Algorithm 5. The complexity of this computation scales linearly with increasing problem size, \( n \), so the quality of any arbitrary solution is efficiently computable, as required. In addition, for constant bounds on elements in the cost matrix, package vector, and the vehicle capacity, the maximum cost scales linearly with the number of locations and hence the objective function is sufficiently well-behaved for expectation sampling.

Algorithm 3. Computing Solution Qualities: This algorithm returns the cost of a particular solution, \( soln \), for a particular instance of the CVRP, defined by the parameters: vehicle capacity, \( V \), package vector, \( P \), and cost matrix, \( C \). Note that the variable \( LO \) is short for “leftovers,” and tracks the number of packages remaining on the vehicle. Also, the variable \( perm \) is short for “permutation,” and \( RH \) is short for “return home.” \( RH \) is a Boolean variable that tracks whether the vehicle is due to return to the depot or has just returned to the depot.

```
1: function COST(soln, V, P, C)
2:     n < number of elements in soln
3:     cost = 0
4:     for perm in soln do
5:         LO = V
6:         RH = True
7:         for all i (except the last) in perm do
8:             cost = cost + \( C_{ij} \)
9:         end for
10:     i = final element in perm
11:     cost = ASSESS_FINAL_LOCATION(i, cost, LO, RH, P, V, C)
12:     end for
13:     return cost
14: end function
```

Algorithm 4. Computing Solution Qualities

```
15: function ASSESS_LOCATION(i, cost, LO, RH, P, V, C, perm)
16:     packages = P
17:     if RH = True then cost = cost + \( C_{ij} \)
18:     end if
19:     if LO > packages then
20:         LO = LO – packages
21:         restocks = 0
22:         RH = False
23:     else
24:         packages = packages – LO
25:         if packages mod V = 0 then
26:             restocks = [packages/V]
27:             RH = True
28:         LO = V
29:         else
30:             restocks = [packages/V] + 1
31:             RH = False
32:         end if
33:         cost = cost – restocks - \( C_{ij} \)
34:     end if
35:     j = next element in perm
36:     cost = cost + \( C_{ij} \)
37:     end if
38:     return RH, LO, RH
39: end function
```

V Numerical Results

An example CVRP of size \( n = 8 \) was created from randomly generated values and is captured by the following paramaters:

```
P = \begin{bmatrix}
23 & 18 & 28 & 7 & 23 & 27 & 9 & 22 \\
10 & 0 & 7 & 8 & 14 & 9 & 4 & 1 & 5 \\
16 & 7 & 0 & 15 & 10 & 5 & 2 & 11 \\
10 & 8 & 15 & 0 & 5 & 15 & 13 & 15 & 15 \\
17 & 9 & 10 & 15 & 1 & 0 & 13 & 5 & 3 \\
12 & 4 & 5 & 13 & 4 & 13 & 0 & 2 & 7 \\
11 & 1 & 2 & 15 & 5 & 5 & 2 & 0 & 2 \\
17 & 5 & 11 & 15 & 4 & 3 & 7 & 2 & 0
\end{bmatrix}, V = 20.
```
The inter-location costs consist of randomly generated integers from the uniform distribution from 1 to 15. Similarly, the depot to location costs are integers between 10 and 20, and the package counts between 5 and 30.

The cardinality of the solution space for an \( n = 8 \) problem, calculated as per Eq. 13, is \( L(8) = 394,353 \). Assessing the quality of these solutions reveals that there exist only 148 distinct solution qualities, where the lowest values correspond to the highest quality solutions. There is therefore a large amount of degeneracy in the qualities, which can be seen in the distribution of qualities shown in Figure 5A.

In order to assess the capability of the QWOA to handle the example problem outlined above, the relevant quantum system and algorithm is simulated numerically. This is carried out using the software package, QuOP_MPI [20] in accordance with the framework laid out in Section IIIA. The phase-shift and walk-time parameters are optimised with the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm, implemented via the SciPy open-source Python library.

Shown in Figure 5A is the initial quality distribution of the example problem described above, prior to the application of any phase-shifts or quantum walks. Even though the initialisation of the system as an equal superposition means
each node on the complete graph is associated with an equal part of the overall probability density, the mid-tier qualities are over-represented in the initial quality distribution because there are a large number of nodes corresponding to these qualities. The success of the QWOA will be measured by its ability to evolve the state of the system, via phase-shifts and quantum walks, such that the probability densities concentrate at the nodes corresponding with the highest quality solutions.

The QWOA objective function is the expectation value of the measured solution quality after $r$ QWOA iterations, given by Eq. 7. As shown in Figure 5B, with an increasing number of repeated iterations, $r$, the probability distribution within the system does in fact concentrate towards higher quality solutions. Upon closer inspection, however, for the given $r$ values, the resulting quality distribution is not concentrating at the most optimal solutions as much as it is at the near-optimal solutions. With significantly larger $r$, it is expected that convergence towards the most optimal solutions would become more complete, but as shown in Figure 6, the rate of convergence decreases at large $r$. More interesting is a direct comparison with classical random sampling of equivalent computational effort, where the classical data represents the expected best quality measured from $2r$ classical random samples of the solution space, computed from 100,000 trials. Note that we compare with $2r$ classical samples, because this represents the same number of calls to the quality function when compared with $r$ iterations of the QWOA process, where we quantify computational effort by the number of calls to the quality function. It should also be clarified that no allowance has been made for the computational effort involved in the classical optimisation procedure to arrive at an optimal set of parameters, $y$ and $t$, instead, the focus has been on the final optimally amplified state. This serves as a proof of concept in that it shows that the QWOA procedure is capable of providing speed up via sampling of the amplified state, given that there exists a computationally efficient method to arrive at a set of optimal parameters. Figure 6 shows that the expected quality/cost measured from a QWOA amplified state converges towards the target/minimum value as $\frac{1}{r}$, while the classical random sampling scales as $\frac{1}{r^2}$, when considering equivalent computational effort.

Taking a closer look at how the probability densities are being amplified relative to quality may reveal part of the reason why the
system seems to concentrate primarily towards sub-optimal solutions. The graph in Figure 7 shows how the probability densities are amplified at any particular node as a function of its solution quality for the \( r = 10 \) and \( r = 35 \) case. It is perhaps not surprising that the graph in Figure 5A shows more probability density at the near-optimal solutions, because there are significantly more of these solutions present in the solution space. The probability amplification shown in Figure 7, on the other hand, is given by the ratio of final to initial probability at any given node, so the number of solutions at a given quality does not have a multiplicative effect on the data shown. It is therefore quite telling that here the near-optimal solutions are being amplified more strongly than the most optimal solutions. A potential explanation for this is that amplification of near-
optimal solutions is favoured by the optimisation process over the most optimal solutions, because although they are not as optimal, they have a larger influence in minimising the objective function due to their superior numbers.

Any way in which the most optimal solutions can be weighted more heavily with regards to their effect on the objective function would be beneficial in countering this potential bias towards sub-optimal solutions. However, this may not be effective in a practical sense, because the expectation value is calculated from repeated observations of the system, and in order for the increased weighting to take effect, the most-optimal solutions must actually be measured, which is not likely in the pre-amplified state.

In the cannon of currently discovered quantum algorithms, QWOA is most naturally compared to the Quantum Approximation Optimisation Algorithm (QAOA). This algorithm seeks to solve combinatorial optimisation problems following a similar alternating ansatz that is capable of solving the CVRP as formulated in this study. However, QAOA is limited to a mixing operation across the entire Hilbert space [4], with invalid states being differentiated via a penalty function. In contrast, the QWOA indexing unitary restricts its equivalent walk operation to the subspace of only valid solutions. A previous numerical study demonstrated that this allows for the QWOA to produce more effective convergence to high-quality solutions than QAOA and QAOAz at the same circuit depth [4].

As QWOA seeks approximate solutions to the CVRP combinatorial optimisation problem, it is comparable in intent to classical heuristic and metaheuristic algorithms. Such methods are numerous and, as with QWOA, exhibit effectiveness that often depends on the structure of the underlying CVRP instance [21]. Nevertheless, current methods can identify solutions within 0.5–1% of the optimum for problems with hundreds to thousands of delivery locations [22]. The effectiveness of these algorithms is determined by benchmarking their performance against established data sets [21, 22], which exceed the scale afforded by classical simulation of quantum dynamics. For these reasons, a comparison between this QWOA application and current classical heuristic and metaheuristic methods lies beyond the scope of this study.

VI CONCLUSION

To conclude, the quantum-walk-based optimization algorithm (QWOA) can be effectively applied to the Capacitated Vehicle Routing Problem. Efficient algorithms have been developed for the indexing and unindexing of the Solution space for this problem. It has been demonstrated for a randomly generated eight location problem, that the QWOA is capable of significantly amplifying probabilities for optimal and near-optimal solutions, and in doing so, achieves expected qualities with less computational effort than that required by classical random sampling. The rate of convergence towards the most optimal solutions is however still somewhat limited, and the speed-up relative to classical sampling is contingent on navigating the variational process efficiently. Further work will be focused on quantifying and minimising the computational effort involved in the variational process and in finding a way to improve the algorithm further to provide faster convergence towards the most optimal solutions.
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