Abstract—Finding a suitable job and hunting for eligible candidates are important to job seeking and human resource agencies. With the vast information about job descriptions, employees and employers need assistance to automatically detect job titles based on job description texts. In this paper, we propose the multi-label classification approach for predicting relevant job titles from job description texts, and implement the Bi-GRU-LSTM-CNN with different pre-trained language models to apply for the job titles prediction problem. The BERT with multilingual pre-trained model obtains the highest result by F1-scores on both development and test sets, which are 62.20% on the development set, and 47.44% on the test set.

Index Terms—job descriptions, job titles, multi-label classification, deep neural models, transformer models.

I. INTRODUCTION

Recently, the development of online job seeking makes opportunities for many employees access to the useful information for their jobs. Thereby, recruiters find suitable candidates by posting job description and requirements for each job title. However, with the vast information of job descriptions and requirements, it is necessary to categorize this information into specific job titles. This is not only used for employees to easily find the most suitable job, but also can recommend relevant job titles for employees. Therefore, we propose a method to automatically detect job titles based on job descriptions posts.

The task of predicting suitable job titles from job descriptions is a text classification task. This task takes the input as a post of job descriptions, then predicts the suitable job titles for job description post as the output. However, the output for a job description post are not only one job title but also several of related job titles corresponding to the job description content. Hence, we apply the multi-label classification approach for the task of predicting job titles from job description.

To implement this task, we firstly collect the data about job descriptions and job requirements from various top online job finding websites in Vietnam. After collected the dataset, we implement the deep learning models for multi-label text classification on the dataset to make predict job titles from job description. Based previous works about Job prediction [1] and Bi-GRU-LSTM-CNN model [2], we applied to our task for predicting suitable job titles according to job description texts. Our main contribution in this paper is providing a dataset about job titles prediction and proposing a method to predict suitable job titles based on job description by multi-label text classification approach.

The paper is structured as follows. Section II investigates available methodologies and techniques for the job prediction task and multi-label text classification approach. Section III overviews about our dataset construction and characteristics of the dataset. Section IV proposes our methodologies for job titles prediction based on multi-label text classification approach. Section V shows our empirical results on the dataset. Finally, Section VI concludes our works.

II. RELATED WORKS

Huynh et al. [1] conducted an empirical study about job prediction: from deep neural network models to applications. In this paper, the authors focus on studying the job prediction using different deep neural network models including TextCNN, Bi-GRU-LSTM-CNN, and Bi-GRU-CNN. Their experimental results illustrated that our proposed ensemble model achieved the highest result with an F1-score of 72.71%. Also, Huynh et al. [2] proposed the Bi-GRU-LSTM-CNN model for the task of hate speech detection and achieved optimistic result. However, these two tasks are multi-class classification, in which the predictions by the classification model are just single labels. Hence, we propose our methodologies based on those previous works for our task.

Bhola et al. [3] proposed a multi-label classification method for the task of retrieving relevant skills based on job requirements, which is similar to our problem. From the obtained results, BERT [4] gives the highest results, which indicates the power of BERT and its variances for this task. Therefore, BERT and other variances including XLM-R [5], DistilBERT [6] and PhoBERT [7] - a Vietnamese pre-trained model based on RoBERTa [8] are also our chosen approaches for the task of job titles prediction.

F1-score are used in both multi-class classification and multi-label classification because of its ability to treat all classes in the dataset and avoid the bias among classes when evaluating the results [9], [10]. Hence, we use the F1 score for evaluating the performance of classification models for the task of job titles predictions.
III. DATASET

A. Data collection

We collect the textual data about job seeking on several of online Vietnamese job seeking sites. The data includes job descriptions, job requirements and job titles. However, the job titles are different on each site. Therefore, we have to normalize the job titles manually after collected data from different sites to a standard list of jobs. This list contains totally 68 job titles (See Appendix A for details). Table I illustrates examples from our dataset.

B. Data preparation

We collect approximately 22,000 job descriptions from different site to construct the training set. However, to guarantee the objective of the dataset, we collect nearly 4,000 other job descriptions which are different from previous data in the training set to construct the test set. Then, we take randomly 10% from each to create the development set. Table II shows details information about each set.

| Number of job description |
|---------------------------|
| Training set | 20,234 |
| Development set | 1,760 |
| Test set | 3,933 |

C. Data overview

| The length of job description in the dataset |
|---------------------------------------------|
| Maximum length | Average length |
| Training set | 1,589 | 158.27 |
| Development set | 1,061 | 153.78 |
| Test set | 899 | 143.98 |

Table III shows the length of job description texts in both training, development, and test set in the dataset. The lengths are calculated by character levels. It can be seen that, although the maximum length in the test set and the development set is lower than the training set, the average text length of three parts are nearly the same. Figure 1 illustrates the distribution of text length in training, development, and test set respectively.

Besides, as mentioned in Section I, the task of job title prediction is the multi-label text classification task, since each job description can have more than one label. Table IV summarizes the labels distribution for each job description in training, development, and test sets. It can be seen that, the proportion of job description that contains single label and job descriptions with more than one labels is nearly same, and number of job description with more than one label in the test set and development set are larger than in the training set. This is the challenge for classification models for giving corrects relevant job titles based on job descriptions.

| Labels appeared in the dataset for each job description (JD) |
|-------------------------------------------------------------|
| JD has 1 label | 10,380 | 734 | 986 |
| JD has more than 1 label | 9,854 | 1,026 | 2,947 |
| Maximum labels per JD | 7 | 5 | 7 |

In addition, according to Table IV the maximum labels per job description in the training and test sets are 7, while the development set has the maximum of 5 labels per job description. To make it clear, Figure 2 illustrates the amount of labels belongs to each job description text in the dataset. According to Figure 2, the majority of job descriptions contains one, two, and three labels, respectively.

Finally, in the dataset, the job descriptions are written in both Vietnamese and English. In the training set, there are 17,324 job description in Vietnamese, and 2,910 in English. In the development set, there are 1,508 Vietnamese job description, and 252 English ones. Last, the test set contains 3381 job descriptions written in Vietnamese, and 552 job descriptions written in English.
IV. METHODOLOGIES

A. The model for multi-label classification

The problem of our task is defined as below, which is categorized as multi-label classification task:

- **Input**: Job descriptions as texts.
- **Output**: List of job titles that suitable to the input job descriptions.

Figure 3. Nevertheless, our problem is categorized as the multi-label classification task, which is different with the multi-class classification task in [1]. Instead of returning the job title with the highest probability among list of job titles, the output of our task is the list of probabilities corresponding to the appearance of each job titles. Therefore, the labels of our problem are represented as one-hot vectors with 68 dimension, corresponding to 68 job titles in our dataset. We use the sigmoid function in the final layer (Dense layer) to control the probabilities of each label. If the probability of a label is larger than 0.5, then the label is set to 1, which is the chosen label.

B. Pre-trained language models

In many of NLP tasks, word vector representation plays an important role, which can enhancing the performance of classification models by boosting the ability of capturing and understanding words in contexts [11], [12]. Among all, pre-trained word embedding achieved state-of-the-art results in many of downstream task in NLP [11], especially the appearance of BERT [4] and it variances. Hence, in this paper, we use the pre-trained models in Vietnamese including W2V, fastText, Bert_Base, ELMO and MULTI_WC_F_E_B provided by Vu et al. [13], Pho2WV [14] as well as state-of-the-art pre-trained transformers model for Vietnamese languages such as multilingual BERT (m-BERT) [4], XLM-R [5], DistilBERT [6], and PhoBERT [7] to evaluate the performance of job title prediction task in our dataset. In Figure 3, the embedding layer is built based on those mentioned pre-trained models.

In addition, according to Thin et al. [15], the word-level models better than syllable-level models on Vietnamese text classification. Hence, we use the VnCoreNLP [16] to segment...
Vietnamese texts into words before fitting to the classification models.

C. Evaluation metrics

Assuming that \( y \) is a one-hot vector lists with 68 elements corresponding to 68 job titles denoted for the true labels, and \( \hat{y} \) denoted for prediction labels given by the classification models. With \( N \) prediction, The F1-score (according to [9]) is calculated as:

\[
F1 = \frac{1}{N} \sum_{i=1}^{N} \frac{2|y_i \cap \hat{y}_i|}{|y_i| + |\hat{y}_i|}
\]

\[ (1) \]

V. EXPERIMENTS

A. Experimental settings and Data pre-processing

We set the hyper-parameters of the Bi-LSTM-GRU-CNN model as: maximum length (max_len) equals to 200, batch sizes equals to 256 (we use batch_size equals to 32 for transformers pre-trained models), 100 units for both GRU, LSTM layers, and 50 units for 2 convolutional layers. Besides, we use the Adam optimizer and the Binary Crossentropy loss function.

For the pre-trained word embeddings, we use those which are provided by Vu et al. [13] at GitHub page [4] and PhoW2V [3] provided by Nguyen et al. at [14]. The dimension of word embeddings are 100 for PhoW2V, 300 for W2V and FastText, 768 for Bert Base, 1024 for ELMO, and 2392 for MULTI_WC_F_E_B.

For the transformers pre-trained models, we use bert-multilingual-cased for m-BERT, xlm-r-based for XLM-R, distilbert-base-cased for DistilBERT, and phobert-base for PhoBERT. All of these models are provided at Huggingface [2].

Finally, on the data pre-processing step, we remove special characters from the job descriptions texts, and segment texts into words by the VnCoreNLP toolkit [1].

B. Empirical results

### TABLE V

RESULTS OF THE BI-LSTM-GRU-CNN MODELS ON DIFFERENT OF PRE-TRAINED LANGUAGE MODELS

| Type         | Pre-trained models | F1-score (%) | Dev | Test |
|--------------|--------------------|--------------|-----|------|
| Pre-trained embeddings | PhoW2V             | 54.91        | 37.91 |
|               | fastText           | 73.27        | 34.61 |
|               | Bert Base          | 56.96        | 43.15 |
|               | ELMO               | 57.65        | 41.89 |
|               | MULTI_WC_F_E_B     | 58.58        | 43.91 |
| Transformer models | BERT               | 62.20        | 47.34 |
|               | XLM-R              | 61.39        | 48.97 |
|               | DistilBERT         | 57.85        | 42.16 |
|               | PhoBERT            | 61.29        | 46.85 |

Table V illustrates empirical results by the Bi-LSTM-GRU-CNN models on different pre-trained models. From the results, it can be seen that Transformer models obtained higher performance than pre-trained embeddings. The MULTI_WC_F_E_B showed highest results on the dataset among other word embeddings. For the transformer models, two multilingual models includes BERT and XLM-R showed the highest results, better than PhoBERT, which is a monolingual models trained on Vietnamese texts. This is because our dataset contains both job description written in Vietnamese and English as described in Section III. However, the difference between BERT, XLM-R and PhoBERT is not too much.

C. Error analysis

Table VI describes the number of correct and wrong job titles prediction by the classification model. It can be seen that, for job description with single label, the correct predictions is better than job description with multiple labels. The more labels the data has, the less correct the models predict. This is the challenge for the classification model in the task of multi-labels classification, because the model not only give single correct prediction, but also giving full correct predictions relevant to each job description. Specially, the currents model cannot give correct prediction for job descriptions which labels contains more than 5 job titles.

### TABLE VI

NUMBER OF CORRECT AND WRONG JOB TITLES PREDICTIONS FROM THE RESULTS BY CLASSIFICATION MODELS

| Number of job titles | # Corrects | # Wrongs |
|----------------------|------------|----------|
| 1                    | 560        | 426      |
| 2                    | 249        | 710      |
| 3                    | 89         | 1684     |
| 4                    | 19         | 131      |
| 5                    | 1          | 59       |

In addition, Table VII describes several incorrect prediction sample from the results. In the first job description from Table VII the classification model cannot recognize enough information from the texts, e.g. "Manulife - the name of the insurance company, to identify the job title about Insurances. In addition, also from the job description No #1, we can see that it describes the job as "...collecting, instructing and preparing customers' information and documents ...", which is a job about Customer services. However, the classification model cannot predict Customer services for the given job description. Besides, the job description No #2 confuses the classification models when the predicted job title is not relevant to any of the real job titles of the job description. This is because the entities "sales", "business", "debt" are mostly mentioned in the content of the job description. The job description mentioned the "mechanism machines" in the first sentence (see Job description No #2 from Table VII), which is relevant to the job title named as Mechanical / Auto / Automotive, and "chemical", which is relevant to Oil / Gas or Chemical Eng. Particularly, for the third job description (in Table VII), the classification model cannot predict relevant job titles. Hence, to boost up the ability of classification model,
we need to integrate extra information about the job such as job names and job requirements with the job description.

VI. CONCLUSION

In this paper, we propose a methodology for predicting job titles based on the job description texts by constructing a dataset containing nearly 22,000 job descriptions, and implement the Bi-GRU-LSTM-CNN models for the task of job prediction, which is categorized as multi-label text classification task. We use different of pre-trained embedding, and the transformer pre-trained models give better results than other approaches. The BERT with multilingual pre-trained model obtained the highest result on the dataset, which are 62.20% on the development set, and 47.44% on the test set.

From the error analysis, we found that the job descriptions are not enough for predicting relevant job titles in this task. To boost up the accuracy of classification model, the model need to reference to extra information such as job name, job level, and job requirements. Therefore, our future works are research on joint models and multi-task learning methodology for the job title prediction task to improve the accuracy of the classification models. Moreover, we collect more job descriptions about minority job titles to make the dataset more diverse as well as refine the dataset to improve the reliability.
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List of job titles in the dataset:

1. An Ninh / Bảo Vệ (Security)
2. An toàn lao động (HSE)
3. Biên phòng (Interpreters/ Translator)
4. Bán hàng / Kinh doanh (Sales / Business Development)
5. Bán lẻ / Bán si (Retail / Wholesale)
6. Bưu chính viễn thông (Telecommunications)
7. Bảo hiểm (Insurance)
8. Bảo trì / Sửa chữa (Maintenance)
9. Bất động sản (Real Estate)
10. CNTT - Phần cứng / Mạng (IT - Hardware / Network)
11. CNTT - Phần mềm (IT - Software)
12. Chăn nuôi / Thú y (Animal Husbandry / Veterinary)
13. Chứng khoán (Securities)
14. Công nghệ sinh học (Biotechnology)
15. Công nghệ thực phẩm / Đinh dưỡng (Food Tech / Nutritionist)
16. Cơ khí / Ô tô / Tự động hóa (Mechanical / Auto / Automotive)
17. Đu lịch (Tourism)
18. Dược phẩm (Pharmacy)
19. Đầu khí (Oil / Gas)
20. Đẹp may / Da giày / Thổi trang (Textiles / Garments / Fashion)
21. Dịch vụ khách hàng (Customer Service)
22. Giáo dục / Đào tạo (Education / Training)
23. Giải trí (Entertainment)
| No. | Job names                                      | Job descriptions                                                                                                                                                                                                                                                                                                                                                                                                                                                                 | True labels                                      | Predicted labels                                      |
|-----|-----------------------------------------------|-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|-------------------------------------------------|-----------------------------------------------------|
| 1   | Bình Dương Chuyên Viên Tư Vấn Tài Chính Khách Hàng Cố Sản - Kế Hợp Liên Kết Bệnh Viện | - Làm online (trong mùa dịch) hoặc tại quầy giao dịch đặt tại các Bệnh Viện Phụ Sản hoặc Khoa sản khi hết dịch. Không đi thị trường, độc quyền tiếp cận, khách thắc mắc khách hàng tìm kiếm và có nhu cầu của bệnh viện và tất cả các dịch của bệnh viện - Đại diện Công ty TNHH Manulife Việt Nam để giữ gìn, tư vấn về các gói sản phẩm bảo hiểm của Manulife cho khách hàng. - Thủ thuật thông tin khách hàng, hướng dẫn khách hàng chuẩn bị và nộp hồ sơ bảo hiểm của khách hàng để bộ phận thẩm định, Chăm sóc, hỗ trợ khách hàng - Thời gian làm việc: Thứ 2 - Thứ 7, 8 tiếng/ 1 ngày. Linh động thời gian làm việc theo ca theo trao đổi với Quản lý. (English: - Work online (during the epidemic season) or at transaction counters located at Obstetrics and Gynecology Hospitals when the epidemic is over. - Do not go market, exclusively accessing and exploiting potential and demanding customers of the hospital and from the hospital’s partners - Representative of Manulife Vietnam Co., Ltd. to introduce and advise on product packages Manulife’s insurance for customers. - Collect customer information, guide customers to prepare and submit insurance documents of customers to the appraisal, care and customer support department- Working time: Monday - Saturday, 8 hours/day. Flexible working time according to the exchange with the Manager.) | Bảo hiểm (Insurance), Dịch vụ khách hàng (Customer Service), Tư vấn (Consulting) | |
| 2   | Sales Engineer - Kỹ Sư Kinh Doanh (Lâm Việc Tại HCM Và Hà Nội) | Phu trách việc doanh Ngành hàng Máy, Công Cụ dụng cụ và hóa chất. Phụ trách phát triển quan hệ khách hàng. Lên kế hoạch bán hàng, thực hiện kế hoạch nhằm đạt mục tiêu doanh số hàng tháng, Theo dõi, điều chỉnh công nợ với khách hàng, thu công nợ và giao hàng đúng hạn. (English: In charge of sales of Machines, Tools and Chemicals. Responsible for customer relationship development. Make sales plan, execute the plan to achieve the monthly sales target. Follow up, compare debts with customers, collect debts and deliver on time.) | Bán hàng / Kinh doanh (Sales / Business Development), Có khi / Ở tổ / Tư đồng hóa (Mechanical / Auto / Automotive), Đại diện (Oil / Gas) | Tài chính / Đầu tư (Finance / Investment) |
| 3   | Nhân Viên Kinh Doanh Golf | Tư vấn cho khách hàng về sản phẩm dịch vụ vua công ty theo data ( Các sản phẩm thiết bị chơi Golf, dự án sân Golf, phòng Golf 3D) Chăm sóc khách hàng Làm báo giá gửi khách hàng, chốt đơn cho khách Tiếp khách hàng mua trực tiếp từ công ty (English: Advising customers on the company’s products and services based on data (Golf equipment products, Golf course projects, 3D Golf rooms) Customer care Making quotes for customers, closing orders for customers Receiving goods purchased directly at the company) | Tư vấn (Consulting) | [ ] |