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Charge screening effect in metallic carbon nanotubes is investigated in a model including the one-dimensional long-range Coulomb interaction. It is pointed out that an external charge which is being fixed spatially is screened by internal electrons so that the resulting object becomes electrically neutral. We found that the screening length is given by about the diameter of a nanotube.

I. INTRODUCTION

Recently carbon nanotubes (CNTs) have attracted much attention from various points of view. Especially their unique mechanical, electrical, chemical properties have stimulated many people’s interest in the analysis of CNTs. They have exceptional strength and stability, and they can exhibit either metallic or semiconducting properties depending on the diameter and helicity because of their small size, properties of CNTs should be governed by the law of quantum mechanics. Therefore it is quite important to understand the quantum behavior of electrons in CNTs.

However in low energy region \( < 10^4 [K] \), we do not have to examine all electrons in the system but low energy excitations near the Fermi level. Low energy excitations at half filling move along the tube axis because the circumference degree of freedom (an excitation in the compactified direction) is frozen by a wide energy gap (\( \sim 10^4 [K] \)). Hence this system can be described as a 1+1 dimensional system. Furthermore in the case of metallic CNTs, the system describing small fluctuations around the Fermi points is equivalent to the two components “massless” fermions in 1+1 dimensions. This allows us to analyze the low energy excitations with sufficient accuracy by means of techniques in quantum field theory.

Quantum mechanical behavior of the “massless” fermions in metallic CNTs is governed by many kinds of interactions. Among others the Coulomb interaction is the most important interaction and drives the system into a strongly correlated system. The purpose of this paper is to investigate how the Coulomb interaction plays the role when the system is perturbed. Particularly we try to answer the following basic question: “What is happening when we put an external charge on a metallic carbon nanotube?” The external charge which we consider in this paper is externally fixed spinless particle. This is thought to be a charged impurity in a metallic nanotube. To answer the above question we investigate the charging energy and charge screening effect.

This paper is composed as follows. A model Hamiltonian for low energy excitations in metallic nanotubes is constructed in Sec.II. In Sec.III, we rewrite the kinetic Hamiltonian in terms of current operators. Then we examine the Hamiltonian including the long-range Coulomb interaction and analyze some effects of the Coulomb interaction on charging energy and charge screening effect in Sec.IV. In Sec.V we consider the gate-electron interaction to show the effect of the long-range Coulomb interaction against an external perturbation. Conclusion and discussion are given in Sec.VI.

II. THE HAMILTONIAN

Low energy excitations in metallic carbon nanotubes consist of four independent fermion fields. Their quanta are spin-up(\( \uparrow \)) and down(\( \downarrow \)) electrons in the \( K \) and \( K' \) Fermi points. We denote these fields as,

\[
\Psi_i = \begin{pmatrix} \psi_{L,i} \\ \psi_{R,i} \end{pmatrix}, \quad i \in (\uparrow, \downarrow) \times (K, K'),
\]

where \( i \) is a label for the four fermions and these fermions are expressed by \( \Psi_{K_\uparrow}, \Psi_{K_\downarrow}, \Psi_{K'_\uparrow}, \Psi_{K'_\downarrow} \) respectively. For example, the field \( \Psi_{K_\uparrow} \) expresses the spin up electron field in the \( K \) Fermi point. Hereafter we use \( i \) as an element of the set: \( S = \{ K_\uparrow, K_\downarrow, K'_\uparrow, K'_\downarrow \} \equiv (\uparrow, \downarrow) \times (K, K') \) as in eq.(2.1). Each fermion field consist of two components spinor that we name them \( \psi_{L,i} \) and \( \psi_{R,i} \). This two components structure is due to the specific lattice structure of the graphite sheet. The subscripts \( L \) and \( R \) denote left-handed component and right-handed component respectively. The left and right are defined by the eigenvalue of the matrix \( \gamma^5 (= \sigma_3) \) and \( \sigma_3 \) is the \( z \)-component of the Pauli spin matrix.

Time evolution of these fields is governed by the complicated Hamiltonian in realistic circumstances. For example, tubes are not strict straight line but generally bend and the end of a tube(cap) might mix the wavefunctions of different Fermi points. We restrict our attention to the most basic and important interactions: kinetic interaction, one-dimensional long-range Coulomb interaction and gate-electron interaction with a simple boundary condition. The kinetic term is

\[
H_F = \sum_{i \in S} \sum_{j \in S} \Psi_i^\dagger H_F \Psi_j = v_F \sum_{i \in S} \Psi_i^\dagger \begin{pmatrix} P_x & 0 \\ 0 & -P_x \end{pmatrix} \Psi_i,
\]

where \( P_x = i \hbar \partial_x \) is the momentum in the tubule axis direction(\( x \in [0 : L] \equiv D \)) and \( v_F \) is the Fermi velocity. It is remarkable that the dispersion relation is linear
due to the special band structure of the π electrons in the graphite sheet. Therefore we call these fermions “massless” fermions.

The one-dimensional long-range Coulomb interaction is

$$\mathcal{H}_C = \frac{e^2}{8\pi} \int_D \frac{J^0(x) J^0(y)}{\sqrt{|x - y|^2 + d^2}} dy, \quad (2.3)$$

where $e$ is the electron charge and $d$ in the denominator denotes the diameter of a nanotube. $J^0(x)$ stands for the sum of each fermion charge density $J^0_i(x) (\equiv \Psi_i^\dagger(x) \Psi_i(x))$.

$$J^0(x) = \sum_{i \in S} J^0_i(x). \quad (2.4)$$

A comment is in order about introducing the cutoff $d$ in the Coulomb potential in eq. (2.3). When we write the Coulomb interaction without the cutoff, it has an ultraviolet divergence in the limit of $x \to y$. To avoid the divergence, we need to introduce a cutoff. It is appropriate to set it the diameter of a tube because when two electrons on a nanotube come from opposite sides of the tubule axis direction, they repeal and pass each other. At the moment they approach most, there is still a distance about the diameter of a nanotube to decrease the energy of such events. This is an origin of the cutoff. Similar kind of cutoffs in the Coulomb potential is derived from integrating out the circumference degree of the Coulomb interaction. Both potentials have the same behavior at long distance scale $|x - y| \geq \mathcal{O}(d)$. However, there is a significant difference at short distance scale $|x - y| < \mathcal{O}(d)$. Some detailed discussions about this potential are given in App. I.

We also include the effect of gate voltage on a nanotube. The interaction between the gate voltage and electrons is

$$\mathcal{H}_G = e V_g \cdot J^0(x), \quad (2.5)$$

where $V_g$ is a gate voltage which massless fermions feel. It should be noted that the gate voltage is not usually equivalent to a voltage of the gate itself because of the capacitance of a substrate. We may consider the position dependent gate voltage $V_g(x)$ as a model for an electrical contact or as an external perturbation to a nanotube. Response of the system against a local gate voltage is investigated in Sec. V. By comparing the system including the long-range Coulomb interaction with the one excluding the interaction, we show how the long-range Coulomb interaction changes the response to the local gate voltage.

The microscopic Hamiltonian density for this system is

$$\mathcal{H} = \mathcal{H}_F + \mathcal{H}_C + \mathcal{H}_G. \quad (2.6)$$

We shall analyze this Hamiltonian without any approximation. As for the screening of external particles which do not have a spin, we may neglect “nonlinear interactions” such as backscattering processes because total charge sector decouples from these interactions.

### III. Quantization of Electron

We have specified the Hamiltonian density which describes the low energy excitations in metallic nanotubes. In this section we quantize the massless fermion fields and rewrite the kinetic Hamiltonian in terms of the bosonic current operators. The Coulomb interaction and gate-electron interaction will be investigated in later sections.

The energy eigenfunctions of the first quantized kinetic Hamiltonian are given by

$$h_F \psi_n \begin{pmatrix} 1 \\ 0 \end{pmatrix} = \epsilon_n \psi_n \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad (3.1)$$

$$h_F \psi_n \begin{pmatrix} 0 \\ 1 \end{pmatrix} = -\epsilon_n \psi_n \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \quad (3.2)$$

$$\psi_n(x) = \frac{1}{\sqrt{L}} \left( e^{-i \frac{\pi}{2} k_F x} \right) \quad (3.3)$$

where $\epsilon_n$ is the energy eigenvalues and $L$ is the length of a metallic nanotube. The energy eigenvalues are quantized by a boundary condition. Here we impose the periodic boundary condition on the wave functions $\psi_n(x + L) = \psi_n(x)$. This boundary condition yields the following energy spectra:

$$\epsilon_n = \frac{2\pi \hbar v_F}{L} n \equiv \Delta n, \quad (3.4)$$

where $\Delta$ is an energy scale which depends only on the length of a nanotube. In order to evaluate the numerical value of this energy we use the formula for the Fermi velocity

$$v_F = \frac{3 \gamma a}{2\hbar} \sim \frac{c}{343 \text{ Å}} \quad (3.5)$$

where $c$ is the speed of light, $\gamma (\approx 2.7 \text{ [eV/Å]})$ is the overlap(hopping) integral and $a (\approx 1.42 \text{ [Å]})$ is the nearest-neighbor distance between two carbon atoms. For a single-wall nanotube with $L = 3 \text{ [µm]}, \Delta$ is about $1.2 \text{ [meV]}$.

Each massless fermion field can be decomposed into the left and right-handed component field as

$$\Psi_i(x, t) \equiv \Psi_{L,i}(x, t) + \Psi_{R,i}(x, t), \quad (3.6)$$

where $t$ is the time. The left and right-handed component fields consist of the energy eigenfunctions and annihilation operators of each quantum,

$$\Psi_{L,i}(x, t) = \sum_{n \in \mathbb{Z}} a_n^i \psi_n(x) e^{-i \frac{\pi}{2} k_F t} \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad (3.7)$$

$$\Psi_{R,i}(x, t) = \sum_{n \in \mathbb{Z}} b_n^i \psi_n(x) e^{i \frac{\pi}{2} k_F t} \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \quad (3.8)$$

where $a_n^i, b_n^i$ are independent fermionic annihilation operator of left-handed component of $i$-fermion and right-handed component of $j$-fermion satisfying the anti-commutators,

$$\{a_n^i, a_m^j\} = \{b_n^i, b_m^j\} = \delta^{ij} \delta_{nm}. \quad (3.9)$$
All of the other anticommutators vanish.

In 1+1 dimensions, it is possible to construct the fermion Fock space by acting bosonic creation operators which are bi-linear of the fermion operators on the vacuum. Because the Coulomb interaction consists of a product of the charge density, it is very convenient to rewrite the kinetic term \(H_F(=\int H_F)\) using the bosonic charge density operators. For this purpose, it is useful to introduce the left and right currents as follows:

\[
J^0(x) = J_L(x) + J_R(x). \tag{3.10}
\]

The left and right currents for each fermion is defined as

\[
J_{L,i}(x) = \Psi_{L,i}^\dagger(x)\Psi_{L,i}(x),
\]

\[
J_{R,i}(x) = \Psi_{R,i}^\dagger(x)\Psi_{R,i}(x). \tag{3.11}
\]

We expand these currents by the Fourier modes. We proceed to consider the right sector in the same way.

The current operators are

\[
J_{L,i}(x) = \sum_{i \in S} j^m_{L,i} = \sum_{n \in Z} j^m_{L,1} e^{-i\frac{2\pi nx}{L}}, \tag{3.12}
\]

where each components are given by

\[
j^m_{L,1} = \sum_{i \in S} j^m_{L,i}, j^m_{L,1} = \sum_{m \in Z} a_{i,1}^m a_{i,m+n}^\dagger, j^0_{L,1} = Q_{L,1}. \tag{3.13}
\]

The Fourier components \(j^m_{L,i}(\text{current operators})\) satisfies the following commutation relations on the fermion Fock space (current algebra).

\[
l_{L,1}^m (j^m_{L,1})^\dagger = n\delta_{ij}\delta_{nm}, (j^m_{L,1})^\dagger = j^{-m}_{L,1}. \tag{3.14}
\]

We proceed to consider the left sector in the same way. The current operators are

\[
J_{R,i}(x) = \sum_{i \in S} j^m_{R,i}(x) = \sum_{n \in Z} j^m_{R,1} e^{i\frac{2\pi nx}{L}}, \tag{3.15}
\]

\[
j^m_{R,1} = \sum_j j^m_{R,j}, j^m_{R,1} = \sum_{m \in Z} b_{m+n}^i b_{m}^i, j^0_{R,1} = Q_{R,1}. \tag{3.16}
\]

They satisfy the bosonic commutation relations

\[
l_{R,1}^m (j^m_{R,1})^\dagger = n\delta_{ij}\delta_{nm}, (j^m_{R,1})^\dagger = j^{-m}_{R,1}. \tag{3.17}
\]

The left charge \(Q_{L,i}\) and right charge \(Q_{R,i}\) are conserved separately because the system is invariant under the following two independent global transformations of fermion fields, \(\Psi_{L,i} \rightarrow e^{i\theta_{L,i}} \Psi_{L,i}, \Psi_{R,i} \rightarrow e^{i\theta_{R,i}} \Psi_{R,i}\). We must rewrite the fermion Hamiltonian such that all the matrix elements are the same as the original fermion Hamiltonian by means of current algebra. It is well-known that the following Hamiltonian has the same matrix element as the original fermion Hamiltonian:

\[
H_F = \Delta \sum_{i \in S} \left[\frac{\langle Q_i \rangle^2 + \langle Q_{5,i} \rangle^2}{4} - \frac{1}{12} \right]
+ \sum_{n > 0} (j_{L,i}^m (j_{L,i}^m)^\dagger + (j_{R,i}^m (j_{R,i}^m)^\dagger) \tag{3.18}
\]

where the \(U(1)\) charge \(Q_i\) and the chiral charge \(Q_{5,i}\) for each massless fermion is defined by the summation and subtraction between the left and right charges,

\[
Q_i = Q_{L,i} + Q_{R,i}, \quad Q_{5,i} = Q_{L,i} - Q_{R,i}. \tag{3.19}
\]

The physical meaning of the chiral charge is spatial integration of the electric current density \(ev_F(J_L(x) - J_R(x))\) in a tube. This charge measures the left-right asymmetry of the vacuum and is defined by the difference of the left charge and the right charge on the vacuum. Note that the vacuum energy in the last equation is non-vanishing, that is due to the finite size effect of a nanotube. Here \(\langle O \rangle\) means the vacuum expectation value of an operator \(O\). We have defined the second quantized vacuum by filling the negative energy modes, leaving the positive energy modes empty.

### IV. LONG RANGE COULOMB INTERACTION

The one-dimensional long-range Coulomb interaction in metallic nanotubes is given by the following potential form

\[
H_C = \int_D \mathcal{H}_C dx = \frac{e^2}{8\pi} \int_D \int_D \frac{J^0(x)J^0(y)}{|x-y|^2 + d^2} dxdy. \tag{4.1}
\]

where \(d\) is the diameter of a nanotube and this is the traces of the pseudo one-dimensional nature of carbon nanotubes. Total Hamiltonian of this system consists of the kinetic Hamiltonian and the Coulomb interaction. The kinetic Hamiltonian is written in terms of the current operators as is shown in the previous section. The Coulomb interaction can also be rewritten in terms of the current operators because total charge density in the Coulomb interaction is a sum of the left and right current operators,

\[
J^0(x) = \sum_{n \in Z} (j^m_{L,1} + j^m_{R,1}) \frac{1}{L} e^{i\frac{2\pi nx}{L}}. \tag{4.2}
\]

Hence, by replacing \(J^0(x)\) by eq. (4.2) in the Coulomb interaction (4.1), we obtain

\[
H_C = \frac{e^2}{8\pi L} V(0) \left(\sum_{j \in S} \langle Q_j \rangle^2 \right) + \frac{e^2}{4\pi L} \sum_{n > 0} V(n) \left(j_{L,1}^n + j_{R,1}^n \right) \left(j_{L,1}^n + (j_{R,1}^n)^\dagger\right). \tag{4.3}
\]

We have introduced the Fourier components of the Coulomb potential,

\[
V(n) = 2 \int_0^\infty dx \frac{\cos(2nx)}{\sqrt{x^2 + \frac{R}{T}^2}}, \tag{4.4}
\]

where \(R\) is the circumference \((R = \pi d)\) of a nanotube. The Coulomb interaction is given by the sum of
zero mode $V(0)$ and nonzero modes $V(n)$. The nonzero Fourier mode ($n \neq 0$) can be approximated to the modified Bessel function $V(n) \sim 2K_0(2n \frac{R}{L})$ quite well if \( \frac{R}{L} \ll 1 \).

We can include external charges in the theory by replacing the total charge density \( J^0 = \frac{1}{L} \int dxdy \sum_{n \in \mathbb{Z}} j^0_{nx} e^{-i \frac{2\pi nx}{L}} \).

It is straightforward to derive the corresponding expression in terms of current operators

\[
H_C = \frac{e^2}{8\pi L} V(0) \left( \sum_{i \in \mathbb{S}} (Q_i + J^0_{ex}) \right)^2 + \sum_{n > 0} \beta_n \left( (j^0_L)^\dagger + j^0_R + (j^0_{ex})^* \right) \left( j^0_L + (j^0_R)^\dagger + j^0_{ex} \right),
\]

where we introduce \( \beta_n \equiv \frac{e^2}{4\pi L} V(n) \) and define the Fourier components of the external charge as follows:

\[
J^0_{ex}(x) = \frac{1}{L} \sum_{n \in \mathbb{Z}} j^0_{nx} e^{-i \frac{2\pi nx}{L}}.
\]

Total charge of the external particle is given by the spatial integration of the c-number external charge density which is referred to \( Q_{ex} \),

\[
Q_{ex} \equiv \int_D J^0_{ex}(x)dx = J^0_{ex}.
\]

A. Order estimation

When an externally fixed particle with total charge \( Q_{ex} \) is put on a metallic nanotube, the charge density of the particle may be modeled by the delta-function,

\[
J^0_{ex}(x) = Q_{ex} \delta(x-x_0), \quad (4.9)
\]

where we put the particle at \( x_0 \in [0 : L] \). It can be thought that this external charge distribution is a model for a charged spinless impurity.

It is important to estimate the order of magnitude of the energy which we need to put a fixed external charge on a metallic nanotube. We simply neglect the interaction between internal electrons and the external charge, so we set \( \langle J^0(x) \rangle = 0 \). In this case, we get

\[
\langle H_C \rangle = \frac{e^2}{8\pi} \int_D J^0_{ex}(x) J^0_{ex}(y) dx dy = \frac{e^2}{8\pi} Q_{ex}^2.
\]

Estimation of this value for a metallic nanotube with \( d = 1.4 \) [nm] gives \( \langle H_C \rangle \sim 515 \cdot Q_{ex}^2 \) [meV]. As is discussed in the later section, this energy is strongly modified by the Coulomb interaction between internal electrons and the external charge. The internal electrons move or rearrange in order to decrease the energy of the system. This means that the charge screening effect occurs.

On the other hand, in an experiment concerning transport on nanotubes, an electron flows from the electric contact and after some period it spreads uniformly in a nanotube. Then we have

\[
J^0_{ex}(x) = Q_{ex} \frac{1}{L}. \quad (4.11)
\]

In this case, the Coulomb self energy is

\[
\langle H_C \rangle = \frac{e^2}{8\pi} \frac{1}{L} \ln \left[ \frac{1 + \left( \frac{d}{L} \right)^2}{1 + \left( \frac{d}{L} \right)^2} \right] Q_{ex}^2 \sim \frac{e^2}{4\pi} \frac{1}{L} \ln \left( \frac{2L}{d} \right) Q_{ex}^2.
\]

For a metallic nanotube with \( d = 1.4 \) [nm] and \( L = 3 \) [\( \mu \)m], we obtain \( \langle H_C \rangle \sim 4 \cdot Q_{ex}^2 \) [meV]. It should be noticed that the eq. (14.12) is the same formula that is usually used in the analysis of the Coulomb blockade phenomena of a transport experiment of nanotubes. This energy is called “charging energy(\( E_c \))” and is not modified by the interaction with internal charges due to its uniform distribution,

\[
E_c \equiv \frac{e^2}{4\pi} \frac{1}{L} \ln \left( \frac{2L}{d} \right).
\]

An experimental value of the charging energy for a metallic single-wall CNT with 3.2[\( \mu \)m] in length is about \( E_c = 3.8 \) [meV] and is very close to the above estimation. This is a verification of the cutoff in the potential of the Coulomb interaction.
B. Screening effect

We have so far considered the long-range Coulomb interaction very roughly. In this subsection we solve the system quantum mechanically and examine the charge screening effect. To investigate this effect, we shall compute the charging energy and induced charge distribution by an external charge. We start with one massless fermion case. This case corresponds to an approximation by an external charge. We consider one massless fermion case.

The Bogoliubov transformed currents (\(\tilde{j}_L\)) can be combined as follows:

\[ H = \Delta \left\{ \left( \frac{\langle Q \rangle^2 + \langle Q_5 \rangle^2}{4} - \frac{1}{12} \right) + \sum_{n>0} (\tilde{j}_L^n)^\dagger \tilde{j}_L^n + (\tilde{j}_R^n)^\dagger \tilde{j}_R^n \right\} + E_c (\langle Q \rangle + Q_{ex})^2 \sum_{n>0} \beta_n \left( (\tilde{j}_L^n)^\dagger + \tilde{j}_R^n + (\tilde{j}_{ex}^n)^\dagger \right) (\tilde{j}_L^n + (\tilde{j}_{ex}^n)^\dagger + \tilde{j}_{ex}^n), \quad (4.14) \]

where we omit the subscript \(i\) because we consider one massless fermion case. The kinetic term and the Coulomb term can be combined as follows:

\[ H = H_0 - \frac{\Delta}{12} \sum_{n>0} H_n, \quad (4.15) \]

where

\[ H_0 = \frac{\Delta}{4} \left( \langle Q \rangle^2 + \langle Q_5 \rangle^2 \right) + E_c \left( \langle Q \rangle + Q_{ex} \right)^2, \quad (4.16) \]

\[ H_n = \Delta \left( (\tilde{j}_L^n)^\dagger \tilde{j}_L^n + (\tilde{j}_R^n)^\dagger \tilde{j}_R^n \right) + \beta_n \left( (\tilde{j}_L^n)^\dagger + \tilde{j}_R^n + (\tilde{j}_{ex}^n)^\dagger \right) (\tilde{j}_L^n + (\tilde{j}_{ex}^n)^\dagger + \tilde{j}_{ex}^n). \quad (4.17) \]

\(H_0\) is the zero mode Hamiltonian whose structure is simple and is already diagonalized. Hereafter we choose the vacuum with vanishing \(U(1)\) charge (\(\langle Q \rangle = 0\)) and the chiral charge (\(\langle Q_5 \rangle = 0\)) for simplicity. In this case we have \(H_0 = E_c Q_{ex}^2\). We diagonalize the Hamiltonian \(H_n(n \neq 0)\) using the Bogoliubov transformation of current operators,

\[ \left( \begin{array}{c} \tilde{j}_L^n \cr \tilde{j}_R^n \end{array} \right) = \left( \begin{array}{cc} \cosh t_n & \sinh t_n \\ \sinh t_n & \cosh t_n \end{array} \right) \left( \begin{array}{c} j_L^n \cr j_R^n \end{array} \right), \quad (4.18) \]

where

\[ \sinh 2t_n = \frac{\beta_n}{E_n}, \quad \cosh 2t_n = \frac{1}{E_n} (\Delta + \beta_n), \]

\[ E_n = \Delta \sqrt{1 + \frac{2\beta_n}{\Delta}}. \]

The Bogoliubov transformed currents \(\tilde{j}_L^n, \tilde{j}_R^n\) satisfy the same bosonic commutation relations as the original current operators eq.(3.13) and eq.(3.17),

\[ [\tilde{j}_L^n, (\tilde{j}_L^m)^\dagger] = [\tilde{j}_R^n, (\tilde{j}_R^m)^\dagger] = n \delta_{nm}. \quad (4.19) \]

After some calculations we diagonalize \(H_n\) as follows:

\[ H_n = E_n \left[ (\tilde{j}_L^n)^\dagger + \gamma_n \tilde{j}_{ex}^n \right) (\tilde{j}_L^n + \gamma_n \tilde{j}_{ex}^n) + \right] - \Delta n \]

\[ + \beta_n \Delta^2 (\tilde{j}_{ex}^n)^* j_{ex}^n, \quad (4.20) \]

where \(\gamma_n = \sinh 2t_n (\cosh t_n - \sinh t_n)\). It is easy to find conditions of the vacuum \(|vac_1; J_{ex}^0\rangle\) in the presence of the external charges (\("vac_1\) in the ket denotes vacuum state for ‘one’ massless fermion.),

\[ (\tilde{j}_L^n + \gamma_n \tilde{j}_{ex}^n) |vac_1; J_{ex}^0\rangle = 0, \]

\[ (\tilde{j}_R^n + \gamma_n (\tilde{j}_{ex}^n)^*) |vac_1; J_{ex}^0\rangle = 0, \quad n > 0. \quad (4.21) \]

We estimate the energy change between the two vacua \(|vac_1; 0\rangle\) (without an external charge) and \(|vac_1; J_{ex}^0\rangle\) (with an external charge)

\[ \delta E = \langle \{vac_1; J_{ex}^0|H(J_{ex}^0)|vac_1; J_{ex}^0\} - \langle \{vac_1; 0|H(0)|vac_1; 0\} \]

\[ = E_c Q_{ex}^2 + \sum_{n>0} \beta_n \Delta^2 (\tilde{j}_{ex}^n)^* j_{ex}^n \]

\[ = E_c Q_{ex}^2 + \sum_{n>0} \frac{\beta_n}{1 + \frac{2\beta_n}{\Delta}} (\tilde{j}_{ex}^n)^* j_{ex}^n, \quad (4.22) \]

where \(H(J_{ex}^0)\) denotes the Hamiltonian with the external charge distribution \(J_{ex}^0\). If we neglect the Coulomb interaction between internal charges and an external charge, as in the previous subsection, the charging energy is given by

\[ E_c Q_{ex}^2 + \sum_{n>0} \frac{\beta_n}{1 + \frac{2\beta_n}{\Delta}} (\tilde{j}_{ex}^n)^* j_{ex}^n, \quad (4.23) \]

Comparing this with the exact result (4.22) one can recognize the difference between these results. The effect of
internal charge redistribution enters in the denominator of second term in eq. (4.22). Therefore if the energy separation of the kinetic spectrum is huge compared with the Coulomb interaction,

$$\frac{\beta_n}{\Delta} \ll 1,$$

(4.24)

the effect of rearrangement of the internal electrons is very small so that the charging energy is hardly modified from the previous order estimation. However for metallic nanotubes, the situation is completely different as we have mentioned at eq. (4.8).

Next, let us consider the rearrangement of internal electrons. This rearrangement can be shown in the expectation value of the charge density operator:

$$J^0(x) = \sum_{n=2} \left( (\tilde{J}^n_L)^\dagger + \tilde{J}^n_R \right) \frac{1}{L} e^{+i2\pi nx}$$

$$= \frac{Q}{L} + \sum_{n>0} \sqrt{\frac{\Delta}{E_n}} \left( (\tilde{J}^n_L)^\dagger + \tilde{J}^n_R \right) \frac{1}{L} e^{+i2\pi nx}$$

$$+ \sum_{n>0} \sqrt{\frac{\Delta}{E_n}} \left( \tilde{J}^n_L + (\tilde{J}^n_R)^\dagger \right) \frac{1}{L} e^{-i2\pi nx}. $$

(4.25)

The expectation value can be calculated using the definition of the vacuum in the presence of the external charge (4.21),

$$\langle J^0(x) \rangle_1 = \langle \text{vac}_1; J^0_{ex} | J^0(x) | \text{vac}_1; J^0_{ex} \rangle$$

$$= \sum_{n>0} \sqrt{\frac{\Delta}{E_n}} \frac{1}{L} \left( (\tilde{J}^n_{ex})^* e^{+i2\pi nx} + j^n_{ex} e^{-i2\pi nx} \right)$$

$$= \sum_{n>0} -\frac{2\beta_n}{1 + \frac{2\beta_n}{\Delta}} \frac{1}{L} \left( (\tilde{J}^n_{ex})^* e^{+i2\pi nx} + j^n_{ex} e^{-i2\pi nx} \right).$$

(4.26)

For the delta-function charge distribution (4.9), we obtain

$$\langle J^0(x) \rangle_1 = Q_{ex} \sum_{n>0} -\frac{2\beta_n}{1 + \frac{2\beta_n}{\Delta}} \frac{2}{L} \pi n \cos\left(\pi nx_0 \right).$$

(4.27)

2. two fermions case

Let us proceed to the two fermions case. Here we use \(i = \{ 1, 2 \} \) instead of, for example, \( i = \{ K_1, K_2 \} \) for simplicity. Even in the two fermions case zero mode sector of the Hamiltonian is very simple and it gives only the charging energy \( E_n Q_{ex} \). We should diagonalize the nonzero modes of the Hamiltonian. This part is given as follows:

$$H_n = \Delta \left( (\tilde{J}^n_{L,1})^\dagger + j^n_{R,1} \right)$$

$$+ \Delta \left( (\tilde{J}^n_{L,2})^\dagger + j^n_{R,2} \right)$$

$$+ \beta_n \left( (\tilde{J}^n_{L,1})^\dagger + j^n_{R,1} + (\tilde{J}^n_{L,2})^\dagger + j^n_{R,2} + (J^n_{ex})^* \right)$$

$$\times \left( j^n_{L,1} + (j^n_{R,1})^\dagger + j^n_{L,2} + (j^n_{R,2})^\dagger + j^n_{ex} \right).$$

(4.28)

First we focus on the fermion labeled by 1. If we regard \( j^n_{L,2} + (j^n_{R,2})^\dagger + j^n_{ex} \), as \( j^n_{ex} \) in the previous analysis, we get the following expression instead of eq. (4.20):

$$H_n = E_n \left[ (\tilde{J}^n_{L,1})^\dagger + \gamma_n \left( (\tilde{J}^n_{L,2})^\dagger + j^n_{R,2} + (j^n_{ex})^* \right) \right]$$

$$\times \left( \tilde{J}^n_{L,1} + \gamma_n \left( j^n_{L,2} + (\tilde{J}^n_{R,2})^\dagger + j^n_{ex}\right) \right)$$

$$+ \left( (\tilde{J}^n_{R,1})^\dagger + \gamma_n \left( j^n_{R,2} + (\tilde{J}^n_{R,2})^\dagger + j^n_{ex} \right) \right)$$

$$\times \left( \tilde{J}^n_{R,1} + \gamma_n \left[ (\tilde{J}^n_{L,2})^\dagger + (j^n_{ex})^* \right) \right] + n \right) - \Delta n$$

$$+ \Delta \left( (\tilde{J}^n_{R,2})^\dagger + j^n_{R,2} \right)$$

$$+ \beta_n \Delta^2 2 \left[ (\tilde{J}^n_{L,2})^\dagger + j^n_{R,2} + (j^n_{ex})^* \right] \left[ j^n_{L,2} + (j^n_{R,2})^\dagger + j^n_{ex} \right].$$

(4.29)

The last two lines in the above equation have almost same structure of the one which we have analyzed in the previous subsection (4.11),

$$\Delta \left( (\tilde{J}^n_{L,2})^\dagger + j^n_{R,2} \right)$$

$$+ \beta_n \Delta^2 \left[ (\tilde{J}^n_{L,2})^\dagger + j^n_{R,2} + (j^n_{ex})^* \right] \left[ j^n_{L,2} + (j^n_{R,2})^\dagger + j^n_{ex} \right].$$

(4.30)

However in the present case, the Coulomb interaction term is modified as follows:

$$\beta_n \to \frac{\beta_n \Delta^2}{E_n^2}.$$

(4.31)

We use the same method (Bogoliubov transformation) to diagonalize this part of the Hamiltonian with rotation angle \( s_n \) which is different from the previous one (\( c_n \)).

$$\begin{pmatrix} j^n_{L,2} \\ (\tilde{J}^n_{R,2})^\dagger \end{pmatrix} = \begin{pmatrix} \cosh s_n & \sinh s_n \\ \sinh s_n & \cosh s_n \end{pmatrix} \begin{pmatrix} j^n_{L,2} \\ (\tilde{J}^n_{R,2})^\dagger \end{pmatrix},$$

(4.32)

where

$$\sinh 2s_n = \frac{\beta_n \Delta^2}{E_n^2}, \quad \cosh 2t_n = \frac{1}{F_n} \left( \Delta + \beta_n \frac{\Delta^2}{E_n^2} \right),$$

$$F_n = \Delta \left[ 1 + \frac{\beta_n \Delta^2}{E_n^2} \right].$$

(4.33)

This transformation gives the result which is similar to eq. (4.20).

$$F_n \left[ (\tilde{J}^n_{L,2})^\dagger + \delta_n (j^n_{ex})^* \right] \left( \tilde{J}^n_{L,2} + \delta_n j^n_{ex} \right)$$

$$+ \left( (\tilde{J}^n_{R,2})^\dagger + \delta_n j^n_{ex} \right) \left( \tilde{J}^n_{R,2} + \delta_n (j^n_{ex})^* \right) + n \right) - \Delta n$$

$$+ \beta_n \frac{\Delta^2 \Delta^2}{E_n^2} \left[ (\tilde{J}^n_{L,2})^\dagger + j^n_{ex}\right] \left[ j^n_{L,2} + (j^n_{R,2})^\dagger + j^n_{ex} \right].$$

(4.34)
where $\delta_n = \sinh 2s_n (\cosh s_n - \sinh s_n)$. We define the vacuum for the two fermions case with external charge distribution.

\[
\begin{align*}
\langle J^n_{L,2} + \delta_n J^n_{ex}\rangle_{vac} J^n_{ex} &= 0, \\
\langle J^n_{R,2} + \delta_n (J^n_{ex})^*\rangle_{vac} J^n_{ex} &= 0, \\
\langle J^n_{L,1} + \gamma_n (J^n_{L,2} + J^n_{R,2})^\dagger \rangle_{vac} J^n_{ex} &= 0, \\
\langle \gamma_n [J^n_{L,1} + J^n_{R,2} + (J^n_{ex})^*] \rangle_{vac} J^n_{ex} &= 0.
\end{align*}
\]

From eqs. (4.29), (4.33) and the above definitions of the vacuum, the energy change of the two vacuum $|\text{vac}2; 0\rangle$ and $|\text{vac}2; J^n_{ex}\rangle$ is evaluated as

\[
\delta E = E_c Q^2_{ex} + \sum_{n>0} \beta_n \frac{\Delta^2}{F^2_n} \left( (J^n_{ex})^* e^{i 2\pi n x/L} + J^n_{ex} e^{-i 2\pi n x/L} \right). 
\]

We see that the effect of ‘two’ fermions on the charging energy is the factor 2 in front of the $\frac{\Delta^2}{F^2_n}$ in the denominator of second term. This means that the charging energy decreases more as compared with one fermion case. On the other hand, the internal electron charge density distribution becomes

\[
\langle J^n_{ex}(x)\rangle_2 = \sum_{n>0} -\frac{2\beta_n}{1 + 2\frac{\Delta_n}{\Sigma_n}} \frac{1}{L} \left( (J^n_{ex})^* e^{i 2\pi n x/L} + J^n_{ex} e^{-i 2\pi n x/L} \right). 
\]

It can be seen that the effect of the two fermions on the induced charge density is also the factor 2 in front of the $\frac{2\beta_n}{1 + 2\frac{\Delta_n}{\Sigma_n}}$ terms.

3. four fermions case

Four fermions case can be analyzed by the same procedure just like two fermion case. The calculation is straightforward but lengthy, so we shall omit them here. Instead, we give an alternative simple derivation in App. B. The formulae for the charging energy and induced internal charge density are

\[
\delta E = E_c Q^2_{ex} + \sum_{n>0} \beta_n \frac{\Delta^2}{F^2_n} (J^n_{ex})^* J^n_{ex}, 
\]

\[
\langle J^n_{ex}(x)\rangle_4 = \sum_{n>0} -\frac{2\beta_n}{1 + 2\frac{\Delta_n}{\Sigma_n}} \frac{1}{L} \left( (J^n_{ex})^* e^{i 2\pi n x/L} + J^n_{ex} e^{-i 2\pi n x/L} \right),
\]

where the subscript 4 of the vacuum expectation value $\langle J^n_{ex}(x)\rangle_4$ indicates the vacuum of the four fermions case.

Notice that these equations can be obtained from results of one fermion case by replacing the level spacing as follows:

\[
\Delta \rightarrow \frac{\Delta}{4}.
\]
corresponds to the week coupling \((\alpha \rightarrow \frac{\alpha}{2})\) of the four fermions case. The screening length is related to a cutoff in the long-range Coulomb interaction, then if we take another type of cutoff, the screening length depends on it.

Let us consider nanotubes which have different diameters. Fig. 2 shows the induced charge distribution \((4.4)\) of the four fermions case. The screening length is expanded in a Fourier series, between internal electrons in this system. The gate voltage and discuss the effect of the Coulomb interaction to the diameter of a nanotube.

V. GATE-ELECTRON INTERACTION

In this section we consider the position dependent gate voltage and discuss the effect of the Coulomb interaction between internal electrons in this system. The gate voltage is expanded in a Fourier series,

\[
V_g(x) = g \sum_{n \in \mathbb{Z}} v_g^n e^{-i \frac{2\pi n x}{L}},
\]

where \(g\) has the dimension of voltage. In this case the gate-electron interaction consist of the zero mode and nonzero modes,

\[
H_G = egv_g^0Q + \sum_{i < \mathbb{Z}} \sum_{n > 0} eg \left[ v_g^n (j_{Li}^n)^\dagger + (v_g^n)^* j_{Li}^n \right]
+ \sum_{n > 0} \sum_{i < \mathbb{Z}} eg \left[ v_g^n j_{Ri}^n + (v_g^n)^* (j_{Ri}^n)^\dagger \right].
\]

Let us concentrate on the nonzero modes of one fermion case without an external charge. The Hamiltonian for the nonzero modes is rewritten as

\[
H_n = E_n \left[ (\hat{J}_L^n)^\dagger + \Gamma_n (v_g^n)^* \right] (\hat{J}_L^n + \Gamma_n v_g^n)
+ (\hat{J}_R^n)^\dagger + \Gamma_n v_g^n \left( (\hat{J}_R^n)^\dagger + \Gamma_n (v_g^n)^* \right) + n - \Delta n
- 2E_n \Gamma_n^2 (v_g^n)^* v_g^n,
\]

where

\[
\Gamma_n = \frac{eg}{E_n} \sqrt{\frac{\Delta}{E_n}}.
\]

The above Hamiltonian gives us definitions of the vacuum,

\[
(\hat{j}_L^n + \Gamma_n v_g^n) |\text{vac} ; V_g\rangle = 0,
(\hat{j}_R^n + \Gamma_n (v_g^n)^*) |\text{vac} ; V_g\rangle = 0, \quad n > 0.
\]

With these definitions we can compute the expectation value of the charge density operator. As a simple example, we use a local gate potential which has the Gaussian form

\[
V_g(x) \sim g \sqrt{\frac{k}{\pi}} e^{-k(x-x_0)^2}, \quad v_g^n \sim e^{-\frac{x^2}{2\Delta_n^2}} e^{\frac{2\pi n x_0}{L}},
\]

where \(k\) decides the size of the local gate potential. Here we set \(k = 1/d^2\). This gives the induced charge density for four fermions case,

\[
\langle j^n(x) \rangle_4 = - \sum_{n > 0} \frac{4\pi g}{\Delta+2\pi n} \frac{2}{L} e^{-(\frac{x}{\Delta})^2} \cos \left( \frac{2\pi n}{L} (x-x_0) \right).
\]

In order to see the effect of the long-range Coulomb interaction on the induced charge density, we plot this function with the Coulomb interaction and without it \((\beta_n = 0)\) in Fig. 3. The plots in Fig. 3 show that the long-range Coulomb interaction between internal electrons significantly changes the response of the system to the external perturbation. The effect of the Coulomb interaction on the induced charge density appears in the denominator of the above result. It should be noted that finite width of the local gate voltage makes the effective range of \(n\) in the summation small and high frequency modes of the potential ineffective.

VI. DISCUSSION AND COMMENTS

In this paper we have analyzed the charge screening effect in metallic carbon nanotubes. The significance of our present work is put as follows.

We modeled the Hamiltonian\((2.4)\) describing the low energy excitations in metallic nanotubes and solved the system in the presence of the external charge. It was found that when we put an external particle on a metallic nanotube, the electric charge of the particle is screened by internal electrons due to the long-range Coulomb interaction between the particle and internal electrons. The Coulomb interaction is strong as compared with the energy scale of the kinetic Hamiltonian\((4.8)\). This fact makes the quantum mechanical screening complete.

The screening length is given by about the diameter \((10)\) in regard to the long-range Coulomb potential\((4.1)\). However the length depends on the cutoff in the potential of the Coulomb interaction(see App.\(^\)A),
therefore it is important to understand the short distance behavior of the potential to find more accurate value of the screening length. This is a nontrivial problem because the short distance corresponds to the high energy region, hence we necessarily examine other bands in addition to the linear bands. Anyway the effective range of screening(about the diameter of a nanotube or less than that) is very small compared with the length of a nanotube, the end of a nanotube(cap) can be thought to be ineffective to the screening phenomena.

The formula for the induced charge density in the presence of a point particle is given by eq.(4.40). The summation of $n$ in this equation converges due to eq.(4.8). However, the high frequency modes($n \gtrsim O(\frac{1}{a_z})$) of the long-range Coulomb interaction might be influenced by the other bands which do not belong to the 'massless' dispersion bands. We would like to make a quantitative analysis of these massive bands in a future report.
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APPENDIX A

We may use another kind of the long-range Coulomb potential which is derived from integrating out the circumference degree of the Coulomb interaction with a cut-off $a_z$. The interaction is given by,

$$H_C = \frac{e^2}{8\pi} \int_\mathcal{D} J^0(x) V(x-y) J^0(y) dxdy, \quad (A1)$$

with the potential,

$$V(x) = \frac{1}{\sqrt{|x|^2 + d^2 + a_z^2}} \frac{2K}{\pi} \frac{d}{\sqrt{|x|^2 + d^2 + a_z^2}}. \quad (A2)$$

$K(z)$ is the complete elliptic integral of the first kind and the cutoff $a_z(\sim a)$ denotes the average distance between a $2p_z$ electron and the nucleus. It should be noted that a new length scale $a_z$ in addition to $L$(length of a nanotube) and $d$(diameter) is coming out. This scale modifies the behavior of the potential at short distance($x \to 0$) as is shown in Fig.3.

Hence Fourier components of the potential,

$$V(n) = \frac{2}{\pi} \int_0^\pi 2K_0 \left(2nR \frac{R}{L} \sqrt{\sin^2 x + \left(\frac{a_z}{a}\right)^2}\right) dx \quad (A3)$$

are different from the previous one $V(n) \sim 2K_0(2n\frac{R}{L})$. We plot the induced charge density using eq.(A3) in Fig.3. It can be seen that the screening length is about one half the length of the diameter.

It is important to note that the effective range of $n$ summation in the formula of the induced charge density becomes large compared with the Coulomb interaction in the text. Within this plot, the summation converges up to $n \sim O(\frac{a_z}{a})$. So, it is not clear if the screening effect can be recognized in the framework of the "low energy" excitations. In order to answer such question, we introduce a regulator to examine if the high frequency modes of the potential give a significant contribution to the final result. Here we take a simple regulator,

$$\text{reg}(n) = \frac{1}{\exp|n - n^*| + 1}. \quad (A4)$$
FIG. 5: Position dependence of the induced charge density by an external spinless point particle (4.39) with $Q_{ex} = 1$. The solid line is given by the formula for the four fermions case (4.40). The dashed line is for the one fermion case (4.28). The dotted-dashed line shows the function in eq. (A4) that is regularized by the function (A4) with $n^* = 3000 \sim O(4)$. We use the Fourier components (A3) and take $a_x = 1.4(\sim a)[\AA]$, $d = 1.4 \text{[nm]}$ and $L = 3 \text{[\mu m]}$ in these plots.

where $n^* \sim O(4)$. We define the following induced charge density,

$$
\langle J^0(x) \rangle_{\text{reg}} = \sum_{n>0} \frac{\text{reg}(n) 2 \pi n}{1 + \frac{8a_x^2}{\Delta}} \cos \left( \frac{2\pi n}{L} (x - x_0) \right).
$$

(A5)

This function is also shown in Fig. 5. We see from this figure that the induced charge density oscillates. This is due to the regulator and does not have any physical meaning. What needs to be emphasized at this point is that the screening effect arises from the contribution of the low energy region $n < n^*$. Thus it is concluded that the charge screening can be analyzed in the low energy physics.

Let us consider nanotubes which have different diameter. Fig. 5 shows the induced charge distribution for nanotubes with $d = 0.7, 1.4, 2.1 \text{[nm]}$ by means of the Coulomb potential (A4). Here we suppose that these nanotubes have the same length $L = 1 \text{[\mu m]}$. It should be noted that the screening length is proportional to the diameter of a nanotube. However as compared with the previous potential case (Fig. 4) the diameter dependence is rather weak.

APPENDIX B

Here we derive the final results eq. (4.39) and eq. (4.57), using the operator decomposition into spin and charge. First we consider the density operator for $K$ Fermi point. We define the following operators for the $K$ point

$$
J_{L,C,K} = J_{L,K,1} + J_{L,K,\downarrow},
J_{L,S,K} = J_{L,K,1} - J_{L,K,\downarrow},
$$

(B1)

FIG. 6: Diameter dependence of the screening length. The scale of the length is given by nm. The solid line is for $d = 1.4 \text{[nm]}$ metallic nanotube, the dashed line is for $d = 2.1 \text{[nm]}$ case and the dashed-dotted line is for $d = 0.7 \text{[nm]}$. We use the Fourier components (A3) and take $a_x = 1.4(\sim a)[\AA]$ and $L = 1 \text{[\mu m]}$ in these plots.

where we omit spatial dependence of these operator for simplicity and $J_{L,C,K}, J_{L,S,K}$ express the charge and spin operators of left handed fermions in the $K$ Fermi point. Similarly for the right-handed sector at $K$ Fermi point, we define

$$
J_{R,C,K} = J_{R,K,1} + J_{R,K,\downarrow},
J_{R,S,K} = J_{R,K,1} - J_{R,K,\downarrow}.
$$

(B2)

The commutation relations between these operators can be calculated by using the commutation relation of original operators $(J_{L,i}, J_{R,i})$. For example, we obtain the following commutation relation

$$
[J_{L,C,K}(x), J_{L,C,K}(y)] = 2i \frac{\delta(x-y)}{2\pi} \partial_{x} \delta(x-y).
$$

(B3)

For $K'$ Fermi point, similarly we define

$$
J_{L,C,K'} = J_{L,K',1} + J_{L,K',\downarrow},
J_{L,S,K'} = J_{L,K',1} - J_{L,K',\downarrow},
J_{R,C,K'} = J_{R,K',1} + J_{R,K',\downarrow},
J_{R,S,K'} = J_{R,K',1} - J_{R,K',\downarrow}.
$$

Using above definitions of the density operators, we define the symmetric and antisymmetric combination concerning two Fermi points using the above spin and charge operators for left-handed sector as follows:

$$
J_{L,C,+} = J_{L,C,K} + J_{L,C,K'},
J_{L,C,-} = J_{L,C,K} - J_{L,C,K'},
J_{L,S,+} = J_{L,S,K} + J_{L,S,K'},
J_{L,S,-} = J_{L,S,K} - J_{L,S,K'}.
$$

Similarly for right-handed sector,

$$
J_{R,C,+} = J_{R,C,K} + J_{R,C,K'},
J_{R,C,-} = J_{R,C,K} - J_{R,C,K'},
J_{R,S,+} = J_{R,S,K} + J_{R,S,K'},
J_{R,S,-} = J_{R,S,K} - J_{R,S,K'}.
$$
We get the following kinetic Hamiltonian in term of these new density operators

\[ H_F = \frac{\Delta}{8} \int_D \left[ J_{L,C+}^2(x) + J_{R,C+}^2(x) : dx - \frac{1}{12} \right] \]

\[ + \frac{e^2}{8\pi} \int_D \int_D \left( J_{C+}(x) + J_{C-}^0(x) \right) \left( J_{C+}(y) + J_{C-}^0(y) \right) \frac{dx dy}{|x-y|^2} \cdot \]  

(B6)

This total Hamiltonian is very similar to the one fermion case which we have analyzed. The current operators is defined by the same way in the previous section

\[ J_{C+} = J_{L,C+} + J_{R,C+}, \quad J^0(x) = J_{C+}(x). \]  

(B4)

(B5)

Therefore we find that the total charge sector is decouple from other operators and this is famous spin and charge separation in one dimensional systems. The Coulomb interaction is written only by the total charge density. Hence we combine the kinetic term and the long-range Coulomb term and define \( C_+ \) sector as follows:

\[ H_{C+} = \frac{\Delta}{8} \int_D \left[ J_{L,C+}^2(x) + J_{R,C+}^2(x) : dx - \frac{1}{12} \right] \]

\[ + \frac{e^2}{8\pi} \int_D \int_D \left( J_{C+}(x) + J_{C-}^0(x) \right) \left( J_{C+}(y) + J_{C-}^0(y) \right) \frac{dx dy}{|x-y|^2} \cdot \]  

(B6)

Let us define the following operator and this is actually equivalent to the charge density operator,

\[ J_{C+} = J_{L,C+} + J_{R,C+}, \quad J^0(x) = J_{C+}(x). \]  

(B4)

(B5)

Therefore formulae of the charging energy and induced charge density for four fermions case can be obtained in the analysis of the one fermion case. we decompose it into zero mode and nonzero modes,

\[ H_{C+} = H_0 - \frac{\Delta}{12} + \sum_{n>0} H_n, \]  

(B11)

where

\[ H_0 = \frac{\Delta}{16} (\langle Q \rangle^2 + \langle Q_5 \rangle^2) + E_c (\langle Q \rangle + Q_{ex})^2 \]  

(B12)

\[ H_n = \frac{\Delta}{4} \left( \langle j_{L,C+}^n \rangle \langle j_{L,C+}^n \rangle + \langle j_{R,C+}^n \rangle \langle j_{R,C+}^n \rangle \right) \]

\[ + \beta_n \left( \langle j_{L,C+}^n \rangle \langle j_{R,C+}^n \rangle + \langle j_{L,C+}^n \rangle \langle j_{R,C+}^n \rangle \right) \]

\[ \times \left( \langle j_{L,C+}^n \rangle + \langle j_{R,C+}^n \rangle \right), \]  

(B13)

We can get this Hamiltonian by the following replacement in the one fermion Hamiltonian \([1,16,17]\), see also eq. \(4.18\),

\[ \Delta \rightarrow \frac{\Delta}{4}. \]  

(B14)

Therefore formulae of the charging energy and induced charge density for four fermions case can be obtained by the above replacement in the equations which was obtained in the analysis of the one fermion case.
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