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Abstract
In this paper we propose a novel arbitrary high order accurate semi-implicit space-time discontinuous Galerkin method for the solution of the two dimensional incompressible Navier-Stokes equations on staggered unstructured triangular meshes. Isoparametric finite elements are used to take into account curved domain boundaries. The discrete pressure is defined on the primal triangular grid and the discrete velocity field is defined on an edge-based staggered dual grid. While staggered meshes are state of the art in classical finite difference approximations of the incompressible Navier-Stokes equations, their use in the context of high order DG schemes is novel and still quite rare. Formal substitution of the discrete momentum equation into the discrete continuity equation yields a sparse four-point block system for the scalar pressure, which is conveniently solved with a matrix-free GMRES algorithm. A very simple and efficient Picard iteration is then used in order to achieve high order of accuracy also in time, which is in general a non-trivial task in the context of high order discretizations for the incompressible Navier-Stokes equations. The flexibility and accuracy of high order space-time DG methods on curved unstructured meshes allows to discretize even complex physical domains with very coarse grids in both, space and time. The use of a staggered grid allows to avoid the use of Riemann solvers in several terms of the discrete equations and significantly reduces the total stencil size of the linear system that needs to be solved for the pressure. The proposed method is validated for approximation polynomials of degree up to $p = 4$ in space and time by solving a series of typical numerical test problems and by comparing the obtained numerical results with available exact analytical solutions or other numerical reference data.
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1. Introduction
The discretization of the incompressible Navier-Stokes equations was mainly carried out in the past using finite difference methods\textsuperscript{1,2,3,4} as well as continuous finite element schemes\textsuperscript{5,6,7,8,9,10,11}. On the contrary, the construction of high order discontinuous Galerkin (DG) finite element methods for the incompressible Navier-Stokes equations is still a very active topic of ongoing research. Obtaining high order of accuracy also in time represents an important goal in order to achieve accurate results for unsteady problems.

Several high order DG methods for the incompressible Navier-Stokes equations have been recently presented in the literature, see for example\textsuperscript{12,13,14,15,16,17,18,19}, without pretending completeness. An alternative is the DG scheme proposed by Bassi et al. in\textsuperscript{20}, which is based on an extension of the technique of artificial compressibility that was originally introduced by Chorin in the finite difference context\textsuperscript{21,22}. Another very well known approach to discretize general convection-diffusion equations in the context of hp discontinuous Galerkin finite element methods is the one proposed by Baumann and Oden in\textsuperscript{23,24}. A unified analysis of several variants of the...
DG method applied to an elliptic model problem has been provided by Arnold et al. in [25]. We also would like to mention recent works on semi-implicit DG schemes, such as the ones presented in [26, 27, 28, 29, 30], to which our approach is indirectly related.

While the use of staggered grids is a very common practice in the finite difference community, its use is not so widespread in the development of high order DG schemes. The first staggered DG schemes, based on a vertex-based dual grid, have been proposed in [31, 32]. Other recent high order staggered DG schemes that use an edge-based dual grid have been forwarded in [33, 34, 35]. The advantage in using edge-based staggered grids is that they allow to improve significantly the sparsity pattern of the final linear system that has to be solved for the pressure.

Very recently, a staggered semi-implicit DG scheme for the solution of the two dimensional shallow water equations was presented in [35, 36] and then extended in [37] to the incompressible Navier-Stokes equations. The method presented in [37] is in principle of arbitrary high order of accuracy in space, while it reaches only second order in time. Consequently, it does not allow to recover high order accurate results for fully unsteady solutions.

In this paper we propose a new method that is based on the general ideas put forward in [35, 36, 37], but which is also able to reach high order of accuracy in time. For this purpose we construct an arbitrary high order accurate staggered space-time discontinuous Galerkin finite element scheme. By relying on staggered grids we follow the classical philosophy of staggered finite difference schemes for the incompressible Navier-Stokes equations and for the free surface shallow water and Navier-Stokes equations, see [1, 2, 4, 38, 39, 41, 42, 43, 44]. In the context of staggered finite difference schemes we also would like to mention the so-called multiple pressure variables approach (MPV) [45, 46, 47], which is based on the asymptotic analysis of the compressible Navier-Stokes equations and is able to preserve also their incompressible limit.

Our staggered semi-implicit space-time DG method proposed in this paper can be seen as a natural extension of the staggered semi-implicit DG scheme proposed in [37] to arbitrary high order of accuracy also in time. However, we emphasize that this extension is not straightforward for the complete convective-viscous problem. In the staggered DG scheme presented in [37], the discrete pressure is defined on the control volumes of the primal triangular mesh, while the discrete velocity vector field is defined on an edge-based, quadrilateral dual mesh. In the proposed staggered space-time DG scheme, the spatial control volumes are simply extended to the corresponding space-time control volumes by using the tensor product of the spatial control volume with the time interval of each time step, hence leading to triangular base prisms for the primal mesh and to quadrilateral base prisms for the dual mesh.

The nonlinear convective terms are discretized explicitly by using a standard DG scheme based on the local Lax-Friedrichs (Rusanov) flux [51], while the viscous terms are discretized implicitly using a fractional step method [3]. The DG discretization of the viscous fluxes is based on the formulation of Gassner et al. [52], who obtained the viscous numerical flux from the solution of the Generalized Riemann Problem (GRP) of the diffusion equation.

The discrete momentum equation is then inserted into the discrete continuity equation in order to obtain the discrete form of the pressure Poisson equation. The chosen dual grid used here is taken as the one used in [53, 54, 55, 34, 36], which leads to a sparse four-point block system for the scalar pressure. Once the new pressure field is known, the velocity vector field can subsequently be updated directly. A Picard iteration procedure that embraces the entire scheme in each time step is then used in order to achieve arbitrary high-order of accuracy also in time for the nonlinear convective term, without introducing a non linearity in the system for the pressure.

The rest of the paper is organized as follows: in Section 2 the numerical method is described in detail, while in Section 3 a set of numerical test problems is solved in order to study the spatial and temporal accuracy of the presented approach. Some concluding remarks are given in Section 4.

2. DG scheme for the 2D incompressible Navier-Stokes equations

2.1. Governing equations

The two dimensional incompressible Navier-Stokes equations are given by

\[ \frac{\partial \mathbf{v}}{\partial t} + \nabla \cdot \mathbf{F} + \nabla p = \nu \Delta \mathbf{v} + \mathbf{S}, \]
\[ \nabla \cdot \mathbf{v} = 0, \]

Note that high order in time is obtained later by a Picard iteration, which embraces the entire scheme in each time step.
where \( p = P/\rho \) indicates the normalized fluid pressure; \( P \) is the physical pressure and \( \rho \) is the constant fluid density; \( \nu \) is the kinematic viscosity coefficient; \( \mathbf{v} = (u, v) \) is the velocity vector; \( u \) and \( v \) are the velocity components in the \( x \) and \( y \) direction, respectively; \( \mathbf{S} = \mathbf{S}(\mathbf{v}, x, y, t) \) is a (nonlinear) algebraic source term; \( \mathbf{F}_c = \mathbf{v} \otimes \mathbf{v} \) is the flux tensor of the nonlinear convective terms, namely:

\[
\mathbf{F}_c = \begin{pmatrix}
u u \\
\nu v \\
u^2
\end{pmatrix}.
\]

Following the same idea of \([52, 56]\), the viscosity term is first written as \( \nu \Delta \mathbf{v} = \nabla \cdot (\nu \mathbf{v} \nabla \mathbf{v}) \) and then grouped with the nonlinear convective term. In this way the momentum Eq. (1) can be rewritten as

\[
\frac{\partial \mathbf{v}}{\partial t} + \nabla \cdot \mathbf{F} + \nabla p = \mathbf{S},
\]

where \( \mathbf{F} = \mathbf{F}(\mathbf{v}, \nabla \mathbf{v}) = \mathbf{F}_c(\mathbf{v}) - \nu \mathbf{v} \nabla \mathbf{v} \) is a nonlinear tensor that depends on the velocity and its gradient, see e.g. \([52, 56]\).

2.2. Staggered unstructured grid

Through this paper we use the same unstructured staggered grid in space as the one used in \([37, 36]\). In the following, we briefly summarize the grid construction and the main notation for the spatial grid. After that, the primary and dual spatial elements are extended to the primary and dual space-time control volumes, respectively.

2.2.1. Unstructured staggered grid in space

The spatial computational domain is covered with a set of \( N_i \) non-overlapping triangles \( T_i \), with \( i = 1 \ldots N_i \). By denoting with \( N_j \) the total number of edges, the physical \( j \)-th edge will be called \( \Gamma_j \). \( \mathcal{B}(\Omega) \) denotes the set of indices \( j \) corresponding to boundary edges. The three edges of each triangle \( T_i \) constitute the set \( S_i \) defined by \( S_i = \{ j \in [1, N_j] \mid \Gamma_j \text{ is an edge of } T_i \} \). For every \( j \in [1, N_j] - \mathcal{B}(\Omega) \) there exist two triangles \( i_1 \) and \( i_2 \) that share \( \Gamma_j \). We assign arbitrarily a left and a right triangle called \( \ell(j) \) and \( r(j) \), respectively. The standard positive direction is assumed to be from left to right. Let \( \vec{n}_j \) denote the unit normal vector defined on the edge \( j \) and oriented with respect to the positive direction from left to right. For every triangular element \( i \) and edge \( j \in S_i \), the neighbor triangle of element \( T_i \) that share the edge \( \Gamma_j \), is denoted by \( \varphi(i, j) \).

For every \( j \in [1, N_j] - \mathcal{B}(\Omega) \) the quadrilateral element associated to \( j \) is called \( R_j \) and it is defined, in general, by the two centers of gravity of \( \ell(j) \) and \( r(j) \) and the two terminal nodes of \( \Gamma_j \), see also \([53, 55, 56]\). We denote by \( T_{i,j} = R_j \cap T_i \) the intersection element for every \( i \) and \( j \in S_i \). Figure 1 summarizes the used notation, the primal triangular mesh and the dual quadrilateral grid. According to \([37]\), we will call the mesh of triangular elements \( \{T_i\}_{i \in [1, N_i]} \) the main grid or primal grid and the quadrilateral grid \( \{R_j\}_{j \in [1, N_j]} \) is termed the dual grid.

The dual grid is covering \( \Omega \) with non-overlapping quadrilaterals, so we define the equivalent quantities given for the main grid also to the dual one, briefly: \( N_j \) is the total amount of edges of \( R_j \); \( \Gamma_i \) indicates the physical \( i \)-th edge; \( \forall j \), the set of edges \( l \) of \( j \) is indicated with \( \mathcal{L}_j \); \( \ell_j(l) \) and \( r_j(l) \) are the left and the right quadrilateral element, respectively; \( \vec{n}_j \) is the standard normal vector defined on \( l \) and assumed positive with respect to the standard orientation on \( l \) (defined, as for the main grid, from the left to the right). Finally, each triangle \( T_i \) is defined starting from an arbitrary node and oriented in counter-clockwise direction. Similarly, each quadrilateral element \( R_j \) is defined starting from the point \( \ell_j(l) \) and oriented in counter-clockwise direction.

2.2.2. Space-time extension

In the time direction we cover the time interval \([0, T]\) with a sequence of times \( 0 = t^0 < t^1 < t^2 < \ldots < t^N < t^{N+1} = T \). We denote the time step by \( \Delta t^{n+1} = t^{n+1} - t^n \) and the corresponding time interval by \( T^{n+1} = [t^n, t^{n+1}] \) for \( n = 0 \ldots N \). In order to ease notation, sometimes we will use the abbreviation \( \Delta t = \Delta t^{n+1} \). In this way the generic space-time element defined in the time interval \([t^n, t^{n+1}]\) is given by \( T_j^n = T_j \times T^{n+1} \) for the main grid and \( R_j^n = R_j \times T^{n+1} \) for the dual grid. Figure 2 shows a graphical representation of the primary and dual space-time control volumes.
2.3. Space-time basis functions

According to [36, 37] we proceed as follows: we first construct the polynomial basis up to a generic polynomial degree \( p \) on some triangular and quadrilateral reference elements. In order to do this we take \( T_{\text{std}} = (\xi, \gamma) \in \mathbb{R}^{2+} \ | \ \gamma \leq 1 - \xi \vee 0 \leq \xi \leq 1 \) as the reference triangle and the unit square as the reference quadrilateral element \( R_{\text{std}} = [0, 1]^2 \).

Using the standard nodal approach of conforming continuous finite elements, we obtain \( N_{\text{std}} \) basis functions \( \{\phi_k\}_{k \in [1, N_{\text{std}}]} \) on \( T_{\text{std}} \) and \( N_{\phi} = (p + 1)^2 \) basis functions on \( R_{\text{std}} \). The connection between reference and physical space is performed by the maps \( T_i : T_i \rightarrow T_{\text{std}} \) for every \( i = 1 \ldots N_i \); \( T_j : R_j \rightarrow R_{\text{std}} \) for every \( j = 1 \ldots N_j \) and its inverse, called \( T_{i}^{-1} : T_{i} \leftarrow T_{\text{std}} \) and \( T_{j}^{-1} : R_{j} \leftarrow R_{\text{std}} \), respectively. The maps from the physical coordinates to the reference one can be constructed following a classical sub-parametric or a complete iso-parametric approach. In the same way we construct the time basis functions on a reference interval \([0, 1] \) for polynomials of degree \( p_{\gamma} \).

In this case the resulting \( N_{\gamma} = p_{\gamma} + 1 \) basis functions \( \{\gamma_k\}_{k \in [1, N_{\gamma}]} \) are defined as the Lagrange interpolation polynomials passing through the Gauss-Legendre quadrature points for the unit interval. For every time interval \([t^i, t^{i+1}] \), the map between the reference interval and the physical one is simply given by \( t = t^i + t^j \Delta t^{i+1} \) for every \( t \in [0, 1] \).

Using the tensor product we can finally construct the basis functions on the space-time elements \( T_{i}^{\text{std}} \) and \( R_{j}^{\text{std}} \) such as \( \phi_k(\xi, \gamma, \tau) = \phi(\xi, \gamma) \cdot \gamma(\tau) \) and \( \psi_k(\xi, \gamma, \tau) = \psi(\xi, \gamma) \cdot \gamma(\tau) \). The total number of basis functions becomes \( N_{\text{std}}^{\gamma} = N_{\phi} \cdot N_{\gamma} \) and \( N_{\gamma}^{\gamma} = N_{\phi} \cdot N_{\gamma} \). By introducing two sorting functions \( \ell_1(\cdot, N_{\gamma}^{\text{std}}) : [1, N_{\gamma}^{\text{std}}] \rightarrow [1, N_{\gamma}] \) and \( \ell_2(\cdot, N_{\gamma}^{\gamma}) : [1, N_{\gamma}^{\gamma}] \rightarrow [1, N_{\gamma}] \), defined as

\[
\ell_2(k, N) = \text{int}\left[ \frac{k-1}{N} \right] + 1
\]

\[
\ell_1(k, N) = k - (\ell_2(k, N) - 1) \cdot N
\]

we can explicit the form of \( \phi_k \) and \( \psi_k \) for \( k = 1 \ldots N_{\text{std}}^{\gamma} \) and \( l = 1 \ldots N_{\gamma}^{\gamma} \) in terms of space and time basis functions:

\[
\phi_k(\xi, \gamma, \tau) = \phi_{\ell_1(k,N_{\phi})}(\xi, \gamma)\gamma_{\ell_2(k,N_{\gamma}^{\gamma})}(\tau) \quad \forall k \in [1, N_{\phi}]
\]

\[
\psi_k(\xi, \gamma, \tau) = \psi_{\ell_1(k,N_{\phi})}(\xi, \gamma)\gamma_{\ell_2(k,N_{\gamma}^{\gamma})}(\tau) \quad \forall k \in [1, N_{\phi}]
\]

Remark how \( \ell_2 \) can be seen as a temporal layer selector function, so all the indexes \( k \) such that \( l_2(k, \cdot) = l \) represent the spatial degrees of freedom (DoF) at the time layer \( l \), for every fixed \( l = 1 \ldots N_{\gamma} \). In the same way \( l_1(k, \cdot) = m \)
represents the time evolution of the DoF $m$ inside the space-time element $T^m_{st}$. An example of how the sorting functions act is shown in Figure 3.

2.4. Semi-implicit space-time DG scheme

The discrete pressure $p_h$ is defined on the main grid, namely $p_h(x, y, t)|_{\mathcal{T}_{st}^i} = p_i(x, y, t)$, while the discrete velocity vector field $v_h$ is defined on the dual grid, namely $v_h(x, y, t)|_{\mathcal{R}_{st}^j} = v_j(x, y, t)$.

The numerical solution of (2)-(3) is represented inside the space-time control volumes of the primal and the dual grid during the current time interval $T^{n+1}$ by piecewise space-time polynomials as follows:

$$ p_j(x, y, t) = \sum_{l=1}^{N_{st}^p} \tilde{\phi}_l^{(j)}(x, y, t) \hat{p}_l^{n+1} =: \tilde{\phi}_l^{(j)}(x, y, t) \hat{p}_l^{n+1}, \quad (5) $$

$$ v_j(x, y, t) = \sum_{l=1}^{N_{st}^d} \tilde{\psi}_l^{(j)}(x, y, t) \hat{v}_l^{n+1} =: \tilde{\psi}_l^{(j)}(x, y, t) \hat{v}_l^{n+1}, \quad (6) $$

where the vectors of basis functions $\tilde{\phi}(x, y, t)$ and $\tilde{\psi}(x, y, t)$ are generated via the mappings from $\tilde{\phi}(\xi, \gamma, \tau)$ on $\mathcal{T}_{std}$ and $\tilde{\psi}(\xi, \gamma, \tau)$ on $\mathcal{R}_{std}$, respectively.

A weak formulation of the continuty equation (2) is obtained by multiplying it by $\tilde{\phi}$ and integrating over a control volume $\mathcal{T}_{st}^i$, for every $k = 1 \ldots N_{st}^p$. The resulting weak formulation reads

$$ \int_{\mathcal{T}_{st}^i} \tilde{\phi}_k^{(i)} \nabla \cdot v \, dxdydt = 0. \quad (7) $$
Similarly, multiplication of the momentum equation (3) by \( \tilde{\psi} \) and integrating over a control volume \( R'_{st} \) yields

\[
\int_{R'_{st}} \tilde{\psi}_k^{(j)} \left( \frac{\partial \mathbf{v}_j}{\partial t} + \nabla \cdot \mathbf{F}_j \right) dxdydt + \int_{R'_{st}} \tilde{\psi}_k^{(j)} \nabla p \ dxdydt = \int_{R'_{st}} \tilde{\psi}_k^{(j)} \mathbf{S} dxdydt, \tag{8}
\]

for every \( j = 1 \ldots N_j \) and \( k = 1 \ldots N'_\psi \). Using integration by parts Eq. (7) becomes

\[
\oint_{\partial T_{st,i}} \tilde{\phi}_k^{(i)} \mathbf{v} \cdot \mathbf{n}_j dsdt - \int_{T_{st,i}} \nabla \tilde{\phi}_k^{(i)} \cdot \mathbf{v} dxdydt = 0, \tag{9}
\]

where \( \mathbf{n}_j \) indicates the outward pointing unit normal vector. Due to the discontinuity of \( p_h \) and \( \mathbf{v}_h \) at element boundaries, equations (8) and (9) have to be split. Note, however, that thanks to the use of a staggered grid we do not need a Riemann solver here, since all the quantities are readily defined where needed for the flux computation. In other words, the velocity is continuous across the boundaries of the triangles on the main grid and the pressure is continuous across the boundaries of the dual quadrilateral grid.

\[
\sum_{j \in S_i} \left\{ \int_{T_{st,i}} \tilde{\phi}_k^{(i)} \mathbf{v}_j \cdot \mathbf{n}_j dsdt - \int_{T_{st,i}} \nabla \tilde{\phi}_k^{(i)} \cdot \mathbf{v}_j dxdydt \right\} = 0, \tag{10}
\]

and

\[
\int_{R'_{st}} \tilde{\psi}_k^{(j)} \left( \frac{\partial \mathbf{v}_j}{\partial t} + \nabla \cdot \mathbf{F}_j \right) dxdydt + \int_{T_{n,0,i}} \tilde{\psi}_k^{(j)} \nabla p_{n,j} dxdydt + \int_{T_{r,0,i}} \tilde{\psi}_k^{(j)} \nabla p_{r,j} dxdydt + \int_{T_{n,0,i}} \tilde{\psi}_k^{(j)} \left( p_{r,j} - p_{n,j} \right) \mathbf{n}_j dsdt = \int_{R'_{st}} \tilde{\psi}_k^{(j)} \mathbf{S} dxdydt, \tag{11}
\]
where \( \hat{n}_{ij} = \hat{n}_{j|i} \gamma_{i} \); \( T_{ij}^{\alpha} = T_{ij} \times T^{\alpha+1} \); and \( \Gamma_{ij}^{\alpha} = \Gamma_{ij} \times T^{\alpha+1} \). Using definitions (5) and (6), we conveniently rewrite the above equations as

\[
\sum_{\mu \in S} \left\{ \int_{T_{ij}^{\alpha}} \hat{\phi}_{k}^{(\mu)} \hat{\phi}_{j}^{(\mu)} \hat{n}_{ij} d\sigma d\tau d\xi d\tau d\xi = \int_{T_{ij}^{\alpha}} \nabla \hat{\phi}_{k}^{(\mu)} \hat{\phi}_{j}^{(\mu)} d\sigma d\tau d\xi d\tau d\xi \right\} = 0, \tag{12}
\]

and

\[
\int_{R_{ij}} \hat{v}_{k}^{(\mu)} \frac{\partial \hat{v}_{j}^{(\mu)}}{\partial t} d\sigma d\tau d\xi d\tau d\xi + \int_{R_{ij}} \hat{v}_{k}^{(\mu)} \nabla \cdot \mathbf{F} d\sigma d\tau d\xi d\tau d\xi + \int_{T_{ij}^{\alpha}} \hat{\phi}_{k}^{(\mu)} \nabla \hat{\phi}_{j}^{(\mu)} d\sigma d\tau d\xi d\tau d\xi = \int_{R_{ij}} \hat{\phi}_{k}^{(\mu)} \mathbf{D} d\sigma d\tau d\xi d\tau d\xi, \tag{13}
\]

where we have used the standard summation convention for the repeated index \( \ell \). Integrating the first integral in (13) by parts in time we obtain

\[
\int_{R_{ij}} \hat{v}_{k}^{(\mu)} \frac{\partial \hat{v}_{j}^{(\mu)}}{\partial t} d\sigma d\tau d\xi d\tau d\xi = \left[ \int_{R_{ij}} \hat{v}_{k}^{(\mu)} \hat{v}_{j}^{(\mu)} d\sigma d\tau d\xi d\tau d\xi \right]_{\sigma \tau \xi \tau \xi = 1} - \int_{R_{ij}} \hat{v}_{k}^{(\mu)} \hat{v}_{j}^{(\mu)} d\sigma d\tau d\xi d\tau d\xi - \int_{R_{ij}} \frac{\partial \hat{v}_{k}^{(\mu)}}{\partial t} \hat{v}_{j}^{(\mu)} d\sigma d\tau d\xi d\tau d\xi \tag{14}
\]

In Eq. (14) we can recognize the fluxes between the current space-time element \( R_{ij} \times T^{\alpha+1} \), the future space-time slab and the past space-time elements, as well as an internal space-time volume contribution that connects the layers inside the space-time element \( R_{ij}^{\alpha} \) in an asymmetric way. Note how the asymmetry affects only the space-time volume contribution in (14). This is due to the nature of the time derivative operator, which has a natural positive direction given by the causality principle in time. By substituting Eq. (14) into (13) we obtain the following weak formulation of the momentum equation in space-time:

\[
\int_{R_{ij}} \hat{v}_{k}^{(\mu)} \frac{\partial \hat{v}_{j}^{(\mu)}}{\partial t} d\sigma d\tau d\xi d\tau d\xi + \int_{R_{ij}} \hat{v}_{k}^{(\mu)} \nabla \hat{\phi}_{j}^{(\mu)} d\sigma d\tau d\xi d\tau d\xi + \int_{T_{ij}^{\alpha}} \hat{\phi}_{k}^{(\mu)} \nabla \hat{\phi}_{j}^{(\mu)} d\sigma d\tau d\xi d\tau d\xi - \int_{R_{ij}} \hat{\phi}_{k}^{(\mu)} \mathbf{D} d\sigma d\tau d\xi d\tau d\xi = \int_{R_{ij}} \hat{\phi}_{k}^{(\mu)} \mathbf{S} d\sigma d\tau d\xi d\tau d\xi, \tag{15}
\]

For every \( i \) and \( j \), Eqs. (12), (15) are written in a compact matrix form as

\[
\sum_{\mu \in S} D_{ij}^{\mu} \hat{v}_{j}^{(\mu+1)} = 0, \tag{16}
\]

and

\[
\left( M_{ij}^{\alpha} - M_{ij}^{\beta} \right) \hat{v}_{j}^{(\mu+1)} - M_{ij}^{\nu} \hat{v}_{j}^{(\mu)} + \gamma_{j}(v, \nabla v) + R_{ij} \hat{p}_{j}^{(\mu+1)} - L_{ij} \hat{p}_{j}^{(\mu+1)} = S_{j}, \tag{17}
\]
where:

\[ M_j^+ = \int_{R_j} \frac{\partial \phi_j^{(j)}(x,y,t^+)}{\partial t} \psi_j^{(j)}(x,y,t^+1) dxdy, \]  
(18)

\[ M_j^- = \int_{R_j} \frac{\partial \phi_j^{(j)}(x,y,t^-)}{\partial t} \psi_j^{(j)}(x,y,t^-1) dxdy, \]  
(19)

\[ M_j^0 = \int_{R_j} \frac{\partial \phi_j^{(j)}}{\partial t} \psi_j^{(j)} dxdydt, \]  
(20)

\[ \Upsilon_j = \int_{R_j} \psi_j^{(j)} \nabla \cdot \mathbf{F} dxdydt \]  
(21)

\[ D_{i,j} = \int_{\Gamma_j^i} \psi_k^{(i)} \phi_i^{(j)} \nabla \cdot \mathbf{n}_j dsdt - \int_{\Gamma_j^i} \nabla \phi_k^{(i)} \psi_i^{(j)} dxdydt, \]  
(22)

\[ R_j = \int_{\Gamma_j^i} \psi_k^{(i)} \phi_i^{(j)} \nabla \cdot \mathbf{n}_j dsdt + \int_{T_{n,j}^i} \nabla \phi_k^{(i)} \psi_i^{(j)} dxdydt, \]  
(23)

\[ L_j = \int_{\Gamma_j^i} \psi_k^{(i)} \phi_i^{(j)} \nabla \cdot \mathbf{n}_j dsdt - \int_{T_{n,j}^i} \nabla \phi_k^{(i)} \psi_i^{(j)} dxdydt, \]  
(24)

\[ S_j = \int_{R_j} \psi_k^{(i)} \nabla \cdot \mathbf{F} dxdydt. \]  
(25)

Remark how \( M_j^+ \) introduces, for polynomial degrees \( p_j > 0 \), an asymmetric contribution in time. The action of matrices \( \mathcal{L} \) and \( \mathcal{R} \) can be generalized by introducing a new matrix \( \mathcal{Q}_{i,j} \), defined as

\[ \mathcal{Q}_{i,j} = \int_{\Gamma_j^i} \psi_k^{(i)} \phi_i^{(j)} dsdt - \int_{\Gamma_j^i} \psi_k^{(i)} \phi_i^{(j)} \sigma_{n,j} \nabla \cdot \mathbf{n}_j dsdt, \]  
(26)

where \( \sigma_{n,j} \) is a sign function defined by

\[ \sigma_{n,j} = \frac{r(j)-2i+\ell(j)}{r(j)+\ell(j)}. \]  
(27)

In this way \( \mathcal{Q}_{n,j} = -\mathcal{L}_j \) and \( \mathcal{Q}_{n,j} = \mathcal{R}_j \), and then Eq. (17) becomes in terms of \( \mathcal{Q} \)

\[ \left( M_j^+ - M_j^- \right) \psi_j^{n+1} - M_j^- \psi_j^n + \Upsilon_j (\mathbf{v}, \nabla \mathbf{v}) + \mathcal{Q}_{r(j),j} \hat{p}^{n+1} + \mathcal{Q}_{\ell(j),j} \hat{p}^{n+1} = S_j, \]  
(28)

or, equivalently,

\[ \left( M_j^+ - M_j^- \right) \psi_j^{n+1} - M_j^- \psi_j^n + \Upsilon_j (\mathbf{v}, \nabla \mathbf{v}) + \mathcal{Q}_{r(j),j} \hat{p}^{n+1} + \mathcal{Q}_{\ell(j),j} \hat{p}^{n+1} = S_j. \]  
(29)

In order to further ease notation, we will use the abbreviation \( \mathcal{M}_j = \mathcal{M}_j^+ - \mathcal{M}_j^- \) henceforth and will write Eqs. (16)-(17) as follows:

\[ \sum_{j \in \mathcal{S}_j} D_{i,j} \psi_j^{n+1} = 0, \]  
(30)

\[ \mathcal{M}_j \psi_j^{n+1} - \mathcal{M}_j \hat{F} \psi_j + \mathcal{Q}_{r(j),j} \hat{p}^{n+1} + \mathcal{Q}_{\ell(j),j} \hat{p}^{n+1} = 0, \]  
(31)
where $\overline{Fv}_f$ is an appropriate discretization of the nonlinear convective, viscous and source terms. The details for the computation of $\overline{Fv}_f$ will be presented later. Formal substitution of the discrete momentum equation (31) into the discrete continuity equation (30), see also [39, 35, 36, 37], yields

$$
\sum_{j \in S_i} D_{ij} M^{-1}_{ij} Q_{ij} \hat{F}^{n+1}_{ij} + \sum_{j \in S_i} D_{ij} M^{-1}_{ij} Q_{p(i),j} \hat{p}^{n+1}_{p(i),j} = \sum_{j \in S_i} D_{ij} \overline{Fv}_f, \tag{32}
$$

We have now to choose a time discretization for the nonlinear convective-viscous term. The simplest choice would be to take $\overline{Fv}_f$ explicitly, so in this case $\sum_{j \in S_i} D_{ij} \overline{Fv}_f$ becomes a known term at time $t^n$ and hence Eq. (32) would represent a four-point block system for the new pressure $\hat{p}^{n+1}_i$, as proposed in [37]. Unfortunately, in problems when the viscous effects cannot be neglected, this will produce only a low order accurate method in time. The problem in this case is that the convective-viscous contribution in the time interval $T^{n+1}$ is based on the old information $T^n$ and does not see the effects of the new pressure in the time interval $T^{n+1}$. Furthermore, if we take $\overline{Fv}_f$ implicitly, then system (32) becomes nonlinear and it would be very cumbersome to solve it. In order to overcome this problem we introduce a simple Picard iteration to introduce the information of the new pressure into the viscous and convective terms, without introducing a nonlinearity in the final system to be solved. This approach is inspired by the local space-time Galerkin predictor method proposed for the high order time discretization of $P_N P_M$ schemes in [57, 58]. Hence, for $k = 1, N_{pic}$, we rewrite system (32) as

$$
\sum_{j \in S_i} D_{ij} M^{-1}_{ij} Q_{ij} \hat{F}^{n+1+k+1}_{ij} + \sum_{j \in S_i} D_{ij} M^{-1}_{ij} Q_{p(i),j} \hat{p}^{n+1+k+1}_{p(i),j} = \sum_{j \in S_i} D_{ij} \overline{Fv}_f^{n+1+k+1/2}, \tag{33}
$$

or, by introducing the boundary elements (see e.g. [38]),

$$
\left[ \sum_{j \in S_i \cap \partial \Omega(\Omega)} D_{ij}^0 M^{-1}_{ij} Q_{ij}^0 - \sum_{j \in S_i \cap \overline{Q}(\Omega)} D_{ij} M^{-1}_{ij} Q_{ij} \right] \hat{F}^{n+1+k+1}_{ij} = - \sum_{j \in S_i \cap \overline{Q}(\Omega)} D_{ij} M^{-1}_{ij} Q_{p(i),j} \hat{p}^{n+1+k+1}_{p(i),j} + \sum_{j \in S_i \cap \partial \Omega(\Omega)} D_{ij} \overline{Fv}_f^{n+1+k+1/2} + \sum_{j \in S_i \cap \partial \Omega(\Omega)} D_{ij}^0 \overline{Fv}_f^{n+1+k+1/2}, \tag{34}
$$

where $D_{ij}^0$ and $Q_{ij}^0$ are the natural extension of $D$ and $Q$ on triangular dual boundary elements, see e.g. [37]. Now the right hand side of Eq. (32) can be computed by using the velocity field at the old Picard iteration $k$ and including the viscous effects using a fractional step type procedure. In this way, Eq. (32) represents a block four-point system for the new pressure $\hat{p}^{n+1+k+1}_i$. Once the new pressure field is known, the velocity vector field at the new Picard iteration $\overline{Fv}_f^{n+1+k+1}$ can be readily updated from the momentum equation (31).

2.5. Nonlinear convection-diffusion

To close the problem it remains to specify how to construct the nonlinear convection-diffusion operator $\overline{Fv}_f^{n+1/2}$. Following the ideas of [37], a space-time DG scheme for the convection-diffusion terms on the dual mesh is given by

$$
\int_{K_j^v} \overline{v}_h \frac{\partial}{\partial t} \psi_k \delta dxdydt + \int_{K_j^u} \psi_k \overline{v}_h \cdot \overline{n} \delta dxdydt - \int_{K_j^v} \nabla \overline{v}_h \cdot F(\overline{v}_h, \nabla \overline{v}_h) dxdydt = \int_{K_j^v} \overline{\psi}^{(i)}_k S dxdydt, \tag{35}
$$

and the numerical flux for both, the convective and the viscous contribution, is given such as in [51, 52, 54], and reads

$$
\overline{G}_h \cdot \overline{n} = \frac{1}{2} \left( F(\overline{v}_h^-, \nabla \overline{v}_h^+) + F(\overline{v}_h^+, \nabla \overline{v}_h^-) \right) \cdot \overline{n} - \frac{1}{2} s_{\text{max}} (\overline{v}_h^+ - \overline{v}_h^-), \tag{36}
$$

with

$$
s_{\text{max}} = 2 \max(|\overline{v}_h^- \cdot \overline{n}|, |\overline{v}_h^+ \cdot \overline{n}|) + \frac{2\nu}{h^n + h^r} \frac{2p + 1}{\sqrt{2}}, \tag{37}
$$

where $\overline{v}_h^-$ and $\overline{v}_h^+$ are the upwind and downwind velocities, respectively, $s_{\text{max}}$ is the maximum of the upwind and downwind velocities, $\nu$ is the kinematic viscosity, $h^n$ is the mesh size at time $t^n$, and $h^r$ is the mesh size at the previous time step.
which contains the maximum eigenvalue of the Jacobian matrix of the purely convective transport operator $F_c$ in normal direction, see [35], and the stabilization term for the viscous flux, see [56, 52]. Furthermore, the $\mathbf{v}_h^+$ and $\nabla \mathbf{v}_h^+$ denote the velocity vectors and their gradients, extrapolated to the boundary of $R_j$ from within the element $R_j$ and from the neighbor element, respectively. $h^+$ and $h^-$ are the maximum radii of the inscribed circle in $R_j$ and the neighbor element, respectively. We discretize the velocity $\mathbf{v}$ explicitly but its gradient has to be taken implicitly, in order to avoid additional restrictions on the maximum time step given by the viscous terms. In viscosity dominated problems, this allows us to use both, high viscosity and large time steps. After integration of the first term of (35) by parts in time the resulting fully discrete formulation of (35) becomes

$$
\psi^{n+1,k+1}_i = M_j^{-1} M_j^{-1} \psi^n_i - M_j^{-1} \psi^n_j(v_{h}^{n+1,k}, \nabla v_{h}^{n+1,k+1}) + M_j^{-1} S_j,
$$

where

$$
\psi^n_j(v_{h}, \nabla v_{h}) = \int_{R_j} \psi_j^{(j)} \mathbf{v} \cdot F(\mathbf{v}_h, \nabla \mathbf{v}_h) d\text{xdy}
= \int_{\partial R_j} \psi_k \mathbf{G}_h \cdot \mathbf{n} ds - \int_{R_j} \nabla \psi_k \cdot F(\mathbf{v}_h, \nabla \mathbf{v}_h) d\text{xdy}.
$$

Due to the explicit treatment of the nonlinear convective terms, the above method requires that the time step size is restricted by a CFL-type restriction for DG schemes, namely:

$$
\Delta t = \frac{\text{CFL}}{2p+1} \frac{h_{\text{max}}}{2v_{\text{max}}},
$$

where $h_{\text{max}}$ is the smallest incircle diameter; CFL $< 0.5$; and $v_{\text{max}}$ is the maximum convective speed. Furthermore, the time step of the global semi-implicit scheme is not affected by the local time step used for the time integration of the convective terms if a local time stepping / subcycling approach is employed, see [58, 59]. Implicit discretization of the viscous contribution $\nabla \psi$ in (35) involves two five-point block systems (one for each velocity component) that can be efficiently solved using a matrix-free GMRES algorithm [60]. The solution of this system is not necessary in problems where the viscous term is small enough to be integrated explicitly in time. In that case, i.e. for explicit discretizations of the viscous terms, one has to include the additional explicit time step restriction for parabolic PDE in eq. (40).

Once $\psi^{n+1,k+1}_j$ has been computed, we set $\hat{F}_j^{n+1,k+1} := \psi^{n+1,k+1}_j$. As initial guess $\psi^{n+1,0}_j$ we can take the old velocity $v^n_h$ or the extrapolation of $v^n_h$ into the interval $T^{n+1}$.

2.6. Pressure correction formulation and final algorithm

The preliminary algorithm described above, as formulated by Eqs. (38), (34), (31) still contains an important drawback: indeed, Eq. (38) does not depend on the pressure of the previous Picard iteration and hence the algorithm does not see the effect of the pressure in the time interval $T^{n+1}$. In order to overcome the problem we introduce the contribution of the pressure from the previous Picard iteration directly into Eq. (38). Then, we update the velocity with the new pressure $\hat{p}^{n+1,k+1}_j$. With this modification, Eqs. (38), (34), (31) and hence the final algorithm become:

$$
\psi^{n+1,k+1}_i = M_j^{-1} M_j^{-1} \psi^n_i - M_j^{-1} \psi^n_j(v_{h}^{n+1,k}, \nabla v_{h}^{n+1,k+1}) - Q_{\rho(i,j)} \hat{p}^{n+1,k}_{\rho(i,j)} + Q_{\rho(i,j)} \hat{p}^{n+1,k}_{\rho(i,j)} + M_j^{-1} S_j,
$$

$$
\sum_{j \in S_j} D_{i,j} M_j^{-1} Q_{\rho(i,j)} (\hat{p}^{n+1,k+1}_{\rho(i,j)} - \hat{p}^{n+1,k}_{\rho(i,j)}) + \sum_{j \in S_j} D_{i,j} M_j^{-1} Q_{\rho(i,j)} (\hat{p}^{n+1,k+1}_{\rho(i,j)} - \hat{p}^{n+1,k}_{\rho(i,j)}) = \sum_{j \in S_j} D_{i,j} \hat{F}_j^{n+1,k+1} + \Psi_{\rho(i,j)} (\hat{p}^{n+1,k+1}_{\rho(i,j)} - \hat{p}^{n+1,k}_{\rho(i,j)}),
$$

$$
\phi^{n+1,k+1}_i = \hat{F}_j^{n+1,k+1} - M_j^{-1} \left[ Q_{\rho(i,j)} (\hat{p}^{n+1,k+1}_{\rho(i,j)} - \hat{p}^{n+1,k}_{\rho(i,j)}) - Q_{\rho(i,j)} (\hat{p}^{n+1,k+1}_{\rho(i,j)} - \hat{p}^{n+1,k}_{\rho(i,j)}) \right].
$$
Note that Eqs. (42) and (43) are written in terms of the \textit{pressure correction} \( \Delta \hat{p}^{n+1,k+1}_j = (\hat{p}^{n+1,k+1}_j - \hat{p}^{n+1,k}_j) \).

As initial guess for the pressure one can take \( p^{n+1,0}_h = 0 \), but one could also choose the extrapolation of \( p^n_h \) into \( T^{n+1} \). One time step of the final algorithm can be summarized as follows:

1. Initialize \( v^{n+1,0}_h \) and \( p^{n+1,0}_h \) using the known information from \( T^n \);
2. Picard iteration over \( k = 0 \ldots N_{\text{pic}} \):
   (a) compute \( \hat{v}^{n+1,k+\frac{1}{2}}_j \) using (41), i.e. convective terms are discretized explicitly and viscous terms implicitly; then set \( \hat{F}_j^{n+1,k+\frac{1}{2}} := \hat{v}^{n+1,k+\frac{1}{2}}_j \),
   (b) compute \( \hat{p}^{n+1,k+1}_j \) by solving the discrete pressure Poisson equation (42),
   (c) update \( \hat{v}^{n+1,k+1}_j \) explicitly from (43):
3. set \( \hat{v}^{n+1}_j = \hat{v}^{n+1,k+1}_j \) and \( \hat{p}^{n+1}_j = \hat{p}^{n+1,k+1}_j \).

For the spatial computational domain we can apply the remark given in [37] and so either use a subparametric or a complete isoparametric representation. The second approach requires to store more information about each element, but it also allows to generalize the shape of the elements. This property is crucial when we try to discretize complex curved domains with a very coarse grid. In any case, this generalization does not affect the computational time during run-time, since it interests only the construction of the geometry-dependent matrices in the preprocessing stage of the algorithm.

### 2.7. Splitting of the space-time matrices into a spatial and temporal part

Even if the shape of the main matrices is similar compared to the ones introduced in [37], the number of degree of freedom and the integral values are, in general, different. Due to the tensor product construction of the space-time basis functions, we can split the main integrals (18)-(22) and (26) into a spatial and a temporal part. Briefly, the space-time matrices are generated from the spatial matrices of [37], componentwise, as:

\[
M'_{ij}(k, l) = \gamma_{c(k)}(k^{n+1}) \gamma_{c(l)}(l^{n+1}) M'_{ij}(\ell_1(k), \ell_1(l)), \quad (44)
\]

\[
M^0_{ij}(k, l) = \gamma_{c(k)}(k^n) \gamma_{c(l)}(l^n) M^0_{ij}(\ell_1(k), \ell_1(l)), \quad (45)
\]

\[
D_{ij}(k, l) = \Delta t^{n+1} D^s_{ij}(\ell_1(k), \ell_1(l)) M'_{ij}(\ell_2(k), \ell_2(l)), \quad (46)
\]

\[
Q_{ij}(k, l) = \Delta t^{n+1} Q^s_{ij}(\ell_1(k), \ell_1(l)) M'_{ij}(\ell_2(k), \ell_2(l)), \quad (47)
\]

where the apex \( s \) means that the matrix is the one constructed in [37]; \( D' \) and \( M' \) are two time matrices defined as

\[
D'(k, l) = \int_0^1 \frac{d\gamma(\xi)}{d\xi} \gamma(\xi) d\xi, \quad (49)
\]

\[
M'(k, l) = \int_0^1 \gamma(\xi) \gamma(\xi) d\xi, \quad (50)
\]

Remark how the action of the matrix \( D' \) defined in (49) is symmetric only if \( p_y = 0 \).
3. Numerical test problems

In this section we study the accuracy of our new numerical method by solving some classical numerical benchmark problems, such as the lid-driven cavity flow, the unsteady oscillatory flow in a pipe or the unsteady flow past a circular cylinder. In particular, we perform quantitative comparisons between the numerical solution and available exact analytical solutions wherever possible.

3.1. Convergence test using a manufactured solution

In order to study the accuracy of the proposed space-time DG method, we need an exact unsteady solution of \[ 0 \leq t < \infty. \] For that purpose, we propose a so-called manufactured solution in this section, which also makes use of a linear source term of the type \[ \mathbf{S}(x,y,t) \]. The exact analytical solution for the velocity and the pressure is constructed so that

\[ \mathbf{v}_{an} = \mathbf{v}_0 \sin[k(x-y) - \omega t], \quad p_{an} = p_0 \sin[k(x-y) - \omega t], \]

with the amplitudes \( \mathbf{v}_0 = (v_0, v_0) \) and \( p_0 \). Using the manufactured solution \( (\mathbf{v}_{an}, p_{an}) \) we can compute all terms in \[ \text{(1)} \] exactly and hence obtain a source term \( \mathbf{S}(x,y,t) \) that balances the momentum equation. Remark that the velocity field must be divergence-free \( (\nabla \cdot \mathbf{v} = 0) \), hence \( \mathbf{v}_0 = 0 \). In the present test case, we take \( v_0 = 0 = 1; p_0 = 1; \omega = 2\pi; k = 10/2\pi; t_{\text{end}} = 0.5; \Delta t \) according to condition \[ \text{(4)}, \text{(5)}; \] and \( \nu = 0.01 \). The temporal accuracy is chosen equal to the spatial one, the total number of Picard iterations is taken as \( N_{\text{pic}} = p + 1 \) and \( p^{*1,0} \equiv 0 \) for the present test. The computational domain is \( \Omega = [-0.5, 0.5]^2 \); the exact velocity field and pressure are taken as initial conditions and the exact pressure is also specified on \( \partial \Omega \) as boundary condition. The \( L_2 \) error between the analytical and the numerical solution is computed as

\[ \epsilon(p) = \sqrt{\int_{\Omega} (p_h - p_{an})^2 \, dx \, dy}, \quad \epsilon(v) = \sqrt{\int_{\Omega} (\mathbf{v}_h - \mathbf{v}_{an})^2 \, dx \, dy}, \]

where the subscript \( h \) refers to the numerical solution obtained at the final time \( t = t_{\text{end}} \). The resulting rate of convergence is shown in Table \[ \text{(1)}. \] We observe that the optimal order of convergence is obtained up to \( p = 4 \) for the present unsteady test.

![Table 1: Numerical convergence results for the manufactured solution test problem with polynomial degrees \( p = 1 \) to \( p = 4 \) in space and time.](image)

| \( N_t \) | \( \epsilon(p) \) | \( \epsilon(v) \) | \( \sigma(p) \) | \( \sigma(v) \) | \( \epsilon(p) \) | \( \epsilon(v) \) | \( \sigma(p) \) | \( \sigma(v) \) |
|------|------|------|------|------|------|------|------|------|
| \( p = p_r = 1 \) | 40 | 1.217E-01 | 9.572E-02 | - | - | 8.740E-03 | 1.052E-02 | - | - |
| | 160 | 2.678E-02 | 2.362E-02 | 2.2 | 2.0 | 8.833E-04 | 1.065E-03 | 3.3 | 3.3 |
| | 640 | 6.050E-03 | 5.527E-03 | 2.1 | 2.1 | 1.050E-04 | 9.103E-05 | 3.1 | 3.5 |
| | 2560 | 1.758E-03 | 1.497E-03 | 1.8 | 1.9 | 1.347E-05 | 7.820E-06 | 3.0 | 3.5 |
| \( p = p_r = 3 \) | 40 | 7.703E-04 | 1.425E-03 | - | - | 5.315E-05 | 7.135E-05 | - | - |
| | 160 | 3.864E-04 | 4.999E-05 | 4.3 | 4.8 | 1.143E-06 | 1.418E-06 | 5.5 | 5.7 |
| | 640 | 2.425E-06 | 1.974E-06 | 4.0 | 4.7 | 3.102E-08 | 2.945E-08 | 5.2 | 5.6 |

3.2. The Womersley problem

Here we consider an unsteady, viscosity-dominated test problem for which the incompressible Navier-Stokes equations have a nontrivial exact solution, namely the fluid flow inside a rigid planar pipe that is driven by a sinusoidal pressure gradient of the type

\[ \frac{p_{an}(t) - p_{in}(t)}{L} = \mathcal{R} \left( \frac{\tilde{P}}{\rho c_{\text{out}}} \right), \]

with
In this test \( L \) denotes the tube length; \( \tilde{P} \) is the amplitude of the pressure oscillation; \( \rho \) is the density of the fluid; \( \omega \) is the frequency of the oscillation; \( p_{in} \) and \( p_{out} \) indicate the inlet and the outlet pressure, respectively; \( \Re \) is the real part operator. By imposing Eq. (52) at the tube ends, the exact analytical solution for the three dimensional, axially symmetric case was found by Womersley in [61]. It can be derived also for the two dimensional planar case. The resulting axial velocity is uniform in the \( x \)-direction and is given by

\[
 u(x, y, t) = \Re \left[ \frac{\tilde{P} \rho \omega }{\rho \omega \left(1 - \frac{\cos(\lambda(y_c - 1))}{\cos(\lambda)}\right)} \right], \tag{53}
\]

where \( \lambda = \sqrt{-i \alpha^2}; \alpha = R \sqrt{\frac{\nu}{\omega}}; y_c = \frac{y_b}{R}; \) and \( y_b \) is the \( y \) value of the bottom.

For the present test \( \Omega = [-0.5, 0.5] \times [-0.2, 0.2] \); and \( \tilde{P} = 1 \). We take a set of successively refined grids in order to show the convergence behaviour to the exact solution with respect to the order \( p \) in space and \( p \gamma \) in time. According to [61] the nonlinear convection effect is neglected for the present test. Thus, the stability of our scheme is not restricted by the CFL condition on the fluid velocity. Since we use very large time steps and a high viscosity coefficient in this test, the implicit treatment of the viscous terms is necessary to allow large time steps. In particular we choose \( \nu = 5 \cdot 10^{-2} \) and \( t_{end} = 1.5 \). On the coarsest grid we use \( \Delta t = t_{end}/6 \), then the time step is reduced proportional to the spatial grid size. No-slip boundary conditions are imposed on the top and the bottom boundary, while the pressure (52) is imposed at the inlet and the outlet boundary on the left and on the right, respectively. The number of Picard iterations is given by \( N_p = p + 1 \) for all simulations.

![Figure 4: Time series for the axial velocity \( u \) and the pressure \( p \) computed at \((x, y) = (-0.5, 0)\) for the coarsest grid \( N_i = 46 \) and \( N_t = 6 \)](image)

The resulting convergence results, using the \( L_2 \)-norm as in the previous example, are shown in Table 2. Observe how a non-optimal order of convergence \( p \) is achieved for the velocity for odd order schemes, while the optimal convergence rate \( p + 1 \) is achieved for the pressure for all polynomial degrees. Note that when using the semi-implicit staggered DG method introduced in [36] only a second order of convergence could be achieved for this unsteady test problem, while full high order convergence in space and time is obtained with the new scheme presented in this paper. In Figure 4 we show the time series of the axial velocity and the pressure in a given point for the coarsest grid configuration \((N_i, N_t) = (46, 6)\). While piecewise linear space-time polynomials are not able to reproduce the sinusoidal signal well with only six time steps, the piecewise quadratic and higher order approximations in space and time yield an almost perfect match with the exact solution even on this extremely coarse space-time grid.

In Figure 5 we compare the resulting numerical velocity profiles \( u(y) \) against the exact solution at several times for the case \((p, p \gamma) = (3, 3)\) and \( N_i = 736 \). Two different locations, \( x = -0.2 \) and \( x = 0.3 \), are plotted in order to show
that the profile is constant in the $x$-direction. One observes that there is no visible difference between numerical and exact solution in Fig. 5.

Table 2: Numerical convergence results for the planar Womersley problem.

| $p$ | $p_x$ | $N_p$ | $N_t$ | $\epsilon(p)$ | $\epsilon(v)$ | $\sigma(p)$ | $\sigma(v)$ |
|-----|-------|-------|-------|---------------|---------------|------------|------------|
| 1   | 1     | 46    | 6     | 5.7880182E-02 | 1.8848423E-02 | -          | -          |
| 1   | 1     | 184   | 12    | 1.7635947E-02 | 5.5901107E-04 | 1.7        | 1.8        |
| 1   | 1     | 736   | 24    | 4.6206559E-03 | 1.4587701E-04 | 1.9        | 1.9        |
| 1   | 1     | 2944  | 48    | 1.1683966E-03 | 3.7404869E-05 | 2.0        | 2.0        |
| 2   | 2     | 46    | 6     | 7.0716231E-03 | 2.6412698E-04 | -          | -          |
| 2   | 2     | 184   | 12    | 4.8160864E-04 | 3.8846170E-05 | 3.9        | 2.8        |
| 2   | 2     | 736   | 24    | 3.067533E-05  | 7.2036760E-06 | 4.0        | 2.4        |
| 2   | 2     | 2944  | 48    | 1.9295385E-03 | 1.6070616E-06 | 4.0        | 2.2        |
| 3   | 3     | 46    | 6     | 9.8372146E-04 | 1.2793693E-05 | -          | -          |
| 3   | 3     | 184   | 12    | 7.7144497E-05 | 7.8462176E-07 | 3.7        | 4.0        |
| 3   | 3     | 736   | 24    | 5.0814347E-06 | 4.8795894E-08 | 3.9        | 4.0        |
| 3   | 3     | 2944  | 48    | 3.2173776E-07 | 3.0326872E-09 | 4.0        | 4.0        |
| 4   | 4     | 46    | 6     | 7.3692980E-05 | 5.1193160E-07 | -          | -          |
| 4   | 4     | 184   | 12    | 1.2539784E-06 | 2.1649081E-08 | 5.9        | 4.6        |
| 4   | 4     | 736   | 24    | 2.1930727E-08 | 1.1576584E-09 | 5.8        | 4.2        |
| 4   | 4     | 2944  | 48    | 1.0258845E-09 | 7.0131498E-11 | 4.4        | 4.0        |
3.3. Taylor-Green vortex

Another widely used testcase for the verification of numerical methods for the incompressible Navier-Stokes equations is the Taylor-Green vortex problem. The analytical unsteady solution is given by

\[ u(x, y, t) = \sin(x) \cos(y) e^{-2\nu t}, \tag{54} \]

\[ v(x, y, t) = -\cos(x) \sin(y) e^{-2\nu t}, \tag{55} \]

\[ p(x, y, t) = \frac{1}{4} (\cos(2x) + \cos(2y)) e^{-4\nu t}. \tag{56} \]

The computational domain is \( \Omega = [0, 2\pi]^2 \) and is extended using periodic boundary conditions on all the boundaries.

As implied by Eqs. (54)-(56), the resulting velocity field initially appears as depicted in Figure 6 and then starts to lose energy according to the friction effects. For the present test we consider several grid refinements; \( t_{end} = 0.1; \nu = 0.1; \) and \( \Delta t \) is chosen according to the CFL time restriction for the nonlinear convective terms. The numerical convergence results are shown in Table 3. We find that the optimal convergence rates are achieved for this important nontrivial test problem with periodic boundary conditions.

3.4. Double shear layer

The numerical scheme is applied here to a test case studied in [62], which contains a high initial velocity gradient. We take \( \Omega = [-1, 1]^2 \) and, as initial condition, we consider a perturbed double shear layer profile:

\[ u_0 = \begin{cases} \tanh [\tilde{\rho} (y_n - 0.25)], & \text{if } y_n \leq 0.5, \\ \tanh [\tilde{\rho} (0.75 - y_n)], & \text{if } y_n > 0.5, \end{cases} \tag{57} \]

\[ v_0 = \delta \sin(2\pi x_n), \tag{58} \]

\[ p_0 = 1, \tag{59} \]

![Figure 6: Velocity field of the Taylor-Green vortex on the coarse grid \( N_i = 40 \) with \( p = 4 \). The edge-based dual grid is shown.](image-url)
where $y_n = \frac{y_{i1}}{2}$ and $x_n = \frac{x_{i1}}{2}$ are the normalized vertical and horizontal coordinates, respectively; $\hat{\rho}$ is a parameter that determines the slope of the shear layer; and $\delta$ is the amplitude of the initial perturbation. For the present test we set $\delta = 0.05$, $\hat{\rho} = 30$, $\nu = 2 \cdot 10^{-4}$; $p = 4$ and $p_y = 3$. The time step is chosen according to the CFL condition for the nonlinear convective terms and four Picard iterations have been used in this simulation. The domain $\Omega$ is covered with a total number of only $N_i = 640$ triangles and periodic boundary conditions are imposed everywhere. The resulting vorticity pattern is reported at several times in Figure 7. The two thin shear layers evolve into several vortices, as observed in [62], and overall the small flow structures seem to be relatively well resolved also at the final time $t = 1.8$, even if a very coarse grid has been used in space and time.

### 3.5. Lid-driven cavity flow

We consider here another classical benchmark problem for the incompressible Navier-Stokes equations, namely the lid-driven cavity problem [63]. This test case is solved numerically with the new staggered space-time DG scheme on very coarse grids using polynomial degrees of $p = 3$ and $p_y = 3$ in space and time, respectively. Let $\Omega = [-0.5, 0.5] \times [-0.5, 0.5]$, set velocity boundary conditions $u = 1$ and $v = 0$ on the top boundary (i.e., at $y = 0.5$) and impose so-slip wall boundary conditions on the other edges. As initial condition we take $u(x, y, 0) = v(x, y, 0) = 0$. We use a grid with only $N_i = 116$ triangles for $Re = 100$, $400$, $1000$ and $N_i = 512$ triangles for $Re = 3200$.

For the present test $\Delta t$ is taken according to the CFL condition (40) and $t_{end} = 150$. According to [63], primary and corner vortices appear from $Re = 100$ to $Re = 3200$, a comparison of the velocities against the data presented by Ghia et al in [63], as well as the streamline plots are shown in Figures 8 and 9. A very good agreement is obtained in all cases, even if a very coarse grid has been used in space and time.

### 3.6. Flow over a circular cylinder

In this section we consider the flow over a circular cylinder. In this case, the use of an isoparametric finite element approach is mandatory to represent the curved geometry of the cylinder wall, see [64, 66]. We consider here the viscous case in order to show the formation of the von Karman vortex street. We take a sufficiently large domain $\Omega = [-20, 80] \times [-20, 20] - \{ \sqrt{x^2 + y^2} \leq 1 \}$ and we cover it with only $N_i = 1702$ triangles. Note that the chosen grid is extremely coarse compared to the dimension of the domain $\Omega$. The characteristic average size of the mesh is $h = 1.295$ and the smallest element size is about $h_{min} = 0.347$. As initial condition we set $v(x, y, 0) = (\bar{u}, 0)$, where $\bar{u}$ is the inlet velocity, taking $\bar{u} = 0.5$ in our case. For the present test we use $\Delta t$ according to (40); $p = 3$; $p_y = 2$. The velocity $(\bar{u}, 0)$ is prescribed at the left boundary while passage boundary conditions are imposed on the other external edges of the domain. Finally a no-slip wall boundary condition is imposed on the cylinder surface. A plot of the streamlines is reported in Figure 10 at several output times. The resulting profiles for the vorticity and the horizontal velocity $u$ are plotted in Figure 11 as well as the dual grid elements for $Re = 100$. As shown in Figure 10 two vortices are initially generated at the circular cylinder and then, several vortices leave the cylinder and generate the Von Karman street as we can see in Figure 11. The resulting Strouhal number for the present test is $St = \frac{\bar{u}}{\nu} = 0.1647$ that is in good agreement with $St = 0.1649$ obtained by Qu et al. in [65].

### 4. Conclusions

A novel high order accurate staggered semi-implicit space-time discontinuous Galerkin scheme has been proposed for the solution of the two-dimensional incompressible Navier-Stokes equations on unstructured curved triangular

| $N_i$ | $p = p_y = 1$ | $p = p_y = 2$ | $p = p_y = 3$ | $p = p_y = 4$ |
|-------|---------------|---------------|---------------|---------------|
|       | $e(v)$ | $e(v)$ | $e(v)$ | $e(v)$ |
| 40    | 3.086E-01 | 5.583E-02 | 5.895E-03 | 5.669E-03 |
| 160   | 8.86E-02 | 6.756E-03 | 4.730E-04 | 3.109E-05 |
| 640   | 2.267E-02 | 5.052E-04 | 2.387E-05 | 4.623E-07 |
| 2560  | 5.476E-03 | 8.452E-05 | 1.312E-06 | 1.297E-08 |

Table 3: Numerical convergence results for the velocity vector field of the Taylor-Green vortex.
The use of a staggered grid makes our scheme different from the space-time DG schemes proposed in [16, 17]. The high order in space and time was verified up to $p = 4$ against available exact solutions for several test cases that include a manufactured solution using source terms, the viscosity-dominated Womersley problem and the well-known Taylor-Green vortex problem with periodic boundary conditions. The numerical results agree very well with the reference data for all test cases under consideration. In the special case $p = 0$ the numerical method proposed in this paper reduces exactly to the semi-implicit staggered DG scheme forwarded in [37], so it can be seen as its natural extension to high order of accuracy in time.

Furthermore, the use of matrices that depend only on the geometry and on the polynomial degree and that hence can be precomputed before runtime, as well as a very good sparsity pattern involved in the solution of the main system for the pressure, leads to a computationally efficient scheme. Actually, we have solved all our test problems with a matrix-free implementation of the GMRES method [60], without the use of any preconditioner.

Future research will concern the extension of the scheme to the fully three-dimensional case on unstructured tetrahedral and hexahedral meshes and its application to turbulent flows.
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Figure 7: Vorticity pattern for the double shear layer test at times, from top left to bottom right, $t = 0.4; t = 0.8; t = 1.2; t = 1.8$
Figure 8: Velocity profiles (left) and streamlines (right) at Reynolds numbers Re = 100 and Re = 400 for the lid-driven cavity problem.
Figure 9: Velocity profiles (left) and streamlines (right) at Reynolds numbers Re = 1000 and Re = 3200 for the lid-driven cavity problem.
Figure 10: Streamlines along the circular cylinder at times, from top left to bottom right, $t = 25, 50, 100$ and $t = 200$
Figure 11: Laminar viscous flow past a circular cylinder. Profile for the vorticity and horizontal velocity $u$ at time $t = 300$
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