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The present work introduces a new form of explicitly correlated factor in the context of the transcorrelated methods. The new correlation factor is obtained from the $r_{12} \approx 0$ mathematical analysis of the transcorrelated Hamiltonian, and its analytical form is obtained such that the leading order in $1/r_{12}$ of the scalar part of the effective two-electron potential reproduces the long-range interaction of the range-separated density functional theory. The resulting correlation factor exactly imposes the cusp and is tuned by a unique parameter $\mu$ which controls both the depth of the coulomb hole and its typical range in $r_{12}$. The transcorrelated Hamiltonian obtained with such a new correlation factor has a straightforward analytical expression depending on the same parameter $\mu$, and its physical contents continuously change by varying $\mu$: one can change from a non divergent repulsive Hamiltonian at large $\mu$ to a purely attractive one at small $\mu$. We investigate the convergence of the ground state eigenvalues and right-eigenvectors of such new transcorrelated Hamiltonian as a function of the basis set and as a function of $\mu$ on a series of two-electron systems. We found that the convergence towards the complete basis set is much faster for a quite wide range values of $\mu$. We also propose a specific value of $\mu$ which essentially reproduce the results obtained with the frozen Gaussian geminal introduced by Ten-No [CPL-330,169 (2000)].

I. INTRODUCTION

One of the most challenging problem in computational chemistry is the accurate simulation of the electronic structure of atomic and molecular systems, which implies solving the Schroedinger equation for a general $N$-body system. At the heart of the complexity of such a task relies the rapidly prohibitive computational cost of the wave function methods (WFT), which is induced by the exponential growth with the system size of the Hilbert space involved in the linear eigenvalue problem to be solved. In usual WFT, the computational bottleneck is mainly determined by two factors: the level of complexity of the wave function which is imposed by the amount of strong correlation effects in the system, and the convergence of the computed quantities with respect to the size of the one-electron basis used to project the Hamiltonian into a finite eigenvalue problem. Typically, strong correlation effects appear when the two-electron coulomb interaction can no longer be considered as a small perturbation over a mean field Hamiltonian. Treating such effects in a black box way involves the use of very flexible wave functions such as selected CI\textsuperscript{1–11}, full configuration Quantum Monte Carlo\textsuperscript{12–16} (FCI-QMC) or matrix product states\textsuperscript{17,18}. These methods all have one thing in common: they manage to select, although through different mathematical frameworks, the part of the exponentially growing Hilbert space which dominates the wave function.

Even if these schemes are extremely efficient to obtain a qualitative description of the wave function through a meaningful selection in an exponentially growing Hilbert space, a quantitative description is often out of reach as it implies the use of very large one-electron basis sets which are needed to recover the slowly converging correlation effects near the electron-electron coalescence point. These short-range correlation effects are mainly due to the diverging character of the coulomb potential, which induces a non analytical behaviour of the wave function at small inter-electronic distance ($r_{12} \approx 0$): the famous electronic cusp originally derived by Kato\textsuperscript{19}. For a clear and general derivation of the cusp conditions up to second order for Coulombic systems, see Ref. 20. As shown by the seminal works of Hylleraas\textsuperscript{21} and further developed by Kutzelnigg and coworkers\textsuperscript{22–24}, the slow convergence of the correlation energy with respect to the quality of the basis set is mainly due to the impossibility to represent the cusp in a finite one-electron basis set. As the cusp conditions originate from the divergence of the Coulomb potential at $r_{12} = 0$, an alternative approach would be to develop theories dealing with a smooth potential. Such a path was followed by three distinct branches: the explicitly correlated methods (F12), transcorrelated methods (TC) and the range-separated density functional theory (RS-DFT).

In RS-DFT\textsuperscript{25,26}, the electron-electron interaction is split into a smooth long-range part and a complementary short-range diverging part, the former being treated explicitly by a wave function and the latter by a density functional. Such a splitting is done through the function erf($\mu r_{12}$) where $\mu$ is the range separation parameter which allows one to continually move from Kohn-Sham DFT ($\mu = 0$) to pure WFT ($\mu = \infty$). As the effective Hamiltonian obtained in RS-DFT is smooth at $r_{12} = 0$ for a finite value of $\mu$, the corresponding eigenfunction has no electron-electron cusp\textsuperscript{27} and therefore the convergence of the results with respect to the basis set are exponential\textsuperscript{28}. A number of approximate RS-DFT schemes have been developed involving single-reference\textsuperscript{29–36} and multi-reference\textsuperscript{37–42} WFT methods. Nevertheless, there are still some open issues in RSDFT, such as remaining fractional-charge and fractional-spin errors in the short-range density functionals\textsuperscript{13} or the dependence of the quality of the results on the value of the range-separation parameter $\mu$.

Another approach to tackle the problems of WFT related to the electron cusp have been proposed by the F12 methods which introduce a function explicitly depending on the inter-electronic coordinate\textsuperscript{44–49} (called a Jastrow factor) to describe short-range correlation effects which are absent from the finite basis set. Thanks to strong orthogonality, all redundant correlation effects between the Jastrow factor and the basis set are projected out of the wave function, and therefore the Jastrow factor only deals with correlation effects orthonormal
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to the basis set. The resulting F12 theories, mainly based on perturbation theory and coupled cluster theory, are therefore extremely close to their parent WFT theory, with additional contributions involving two- and three-body terms resulting from the use of the Jastrow factor. It is important to notice that because of the orthogonalization between the Jastrow and the basis set, the complexity of the N-body problem within a given basis set is essentially the same between a F12 theory and the parent theory in WFT. Therefore, no strong compression of the electronic wave function is obtained within a given basis set by the F12 theory, but a fast convergence toward the complete basis set limit (CBS) is nevertheless obtained for correlation energies and other properties sensitive to the basis set.

An alternative point of view using a Jastrow factor is the so-called transcorrelated (TC) approach where the full effect of the Jastrow factor is incorporated into the calculation through a similarity transformation of the original Hamiltonian by the Jastrow factor. Seminal equations were derived by Hirschfelder\textsuperscript{50} who obtained an effective non-hermitian operator based on a specific form of Jastrow factor, and later on Boys, Handy and co-workers\textsuperscript{51–53} derived the equations of the TC Hamiltonian for a general exponential form of the Jastrow factor which insures size extensivity. The obtained TC Hamiltonian contains certain new features with respect to the usual Hamiltonian: the TC Hamiltonian contains an additional effective two- and three-electron scalar potential together with is a non hermitian two-electron differential operator. Because of its non-hermitian nature, the TC Hamiltonian looses the variational principle, and Boys and Handy managed to derive equations to optimize both orbitals and Jastrow parameters for a single Slater determinant. Nevertheless, such a constrained form for the Slater part of the wave function together with the loose of variational principle makes it difficult to find a monotonic convergence of computed energies\textsuperscript{54}.

Later on, Ten-No\textsuperscript{55} proposed to significantly change the paradigm of Boys and Handy: instead of using a single Slater determinant and optimizing both the orbitals and the Jastrow factor, one uses a more elaborate many body theory with a frozen universal Jastrow factor. This strategy was developed using as Møller-Plesset at second order (MP2) in Refs. \textsuperscript{55} and \textsuperscript{56} and a linearised coupled cluster ansatz in later work\textsuperscript{57}. The Jastrow factor introduced by Ten-No, developed as a linear combination of gaussian functions and referred to as the frozen gaussian eminal (FROGG), only depends on the inter-electronic coordinate and is optimized such that the scalar effective two-electron potential cancels on average the coulomb potential near \( r_{12} = 0 \). The use of gaussian functions to represent the Jastrow factor enabled Ten-No to develop a numerical scheme to evaluate exactly the three-electron integrals present in TC Hamiltonian\textsuperscript{58}, which is an alternative to the density-fitting method proposed by the same author in the general context of F12 methods\textsuperscript{59}. In Ref. \textsuperscript{56}, Ten-No \textit{et. al.} introduced a biorthogonal approach, which allows to treat the non-hermitian TC Hamiltonian in a mathematical form more suited to develop approaches based on many-body perturbation theory. It is also noteworthy that the eigenfunctions of the TC Hamiltonian are invariant by orbital rotation, and therefore in the limit where one gives full flexibility to the wave function, the biorthogonal and usual orthogonal approaches give the same results. Nevertheless, as approximations and truncations are necessary done in the wave function ansatz for realistic systems, the biorthogonal approach might improve the quality of the results in practice.

In later works, Umezawa \textit{et. al.}\textsuperscript{60,61} introduced a scheme to couple TC equations with the usual variational Monte Carlo (VMC) scheme in order to optimise the Jastrow factor through a variance miminization. An attempt to make TC equations variational have been proposed by Luo\textsuperscript{62,63} based on the empirical experience that in the original single determinant TC approach of Boys and Handy, the orbital optimization seemed to be the source of loss of the variational property. Luo therefore proposed to replace the original TC equations to optimize the orbitals by that of a general Jastrow–Slater ansatz in VMC. An alternative to the non hermitian nature of TC theory have been proposed by Yanai \textit{et. al.}\textsuperscript{64} where the Jastrow factor is expressed as an anti-hermitian operator, allowing one to obtain an hermitian effective Hamiltonian after the similarity transformation, which is then efficiently truncated through the use the canonical transformation\textsuperscript{65}. Applications of such method in the context of quantum computing have been recently published\textsuperscript{66}.

Further developments of the TC method towards the treatment of solid state systems have been carried by Ochi \textit{et. al.}\textsuperscript{57–70}, which includes both ground states calculations within a single determinant wave function\textsuperscript{67,70} or at the MP2 level\textsuperscript{69}, together with excited states within configuration interaction\textsuperscript{68}. The TC framework has also been used in the context of DFT to develop new approximations of density functionals\textsuperscript{71–73}.

More recently, Alavi \textit{et. al.}\textsuperscript{74} applied the TC equations with the use of elaborate Jastrow factors which explicitly takes into account the electron-electron together with electron-electron-nucleus coordinates. The Jastrow factor used in such work were obtained from the optimized Jastrow factors for He to Ne of Moskowitz \textit{et. al.}\textsuperscript{75} in the context of quantum Monte Carlo. In contrast to previous works where a constrained form was given to the wave function (such as coupled cluster for instance\textsuperscript{57}), Alavi \textit{et. al.} allow a full flexibility to the Slater part of the wave function to adapt to the elaborated Jastrow factors: they fully solve the \( N \)-electron problem corresponding to the TC Hamiltonian within a given basis set. This is done through the use of the FCI-QMC\textsuperscript{12–16} which is a projective technique allowing one to obtain the ground state of an operator, hermitian or not, through a stochastic sampling of the corresponding Hilbert space. The use of a TC Hamiltonian in the context of FCI-QMC has an important advantage: because the TC Hamiltonian already contains the effective Hamiltonian after the similarity transformation, the right-eigenvectors of the TC Hamiltonian are more compact and therefore the FCI-QMC procedure converges faster. This approach share common points with that of Ten-No in the sense that they both use a fixed Jastrow factor and use a flexible form of wave functions, even though the FCIQMC is certainly more flexible than the linearised coupled cluster ansatz of Ten-No used in Ref. \textsuperscript{56}.

In the present work, we derive a new form of Jastrow factor such that the leading \( 1/r_{12} \) terms of the corresponding TC Hamiltonian reproduce the RS-DFT effective Hamiltonian. As in RS-DFT, the new TC Hamiltonian and Jastrow factor are
tuned by a unique range separation parameter \( \mu \). The aim of this paper is to establish the analytical form of the TC Hamiltonian and perform a numerical study on the ground state eigenvalues and eigenvectors on a set of two-electron atomic and molecular systems: the helium isoelectronic series from H\(^{-}\) to Ne\(^{8+}\) and \( \text{H}_2 \) molecule. In the context of the TC theory the interesting features of the present work are that i) the analytical form of the TC Hamiltonian is explicitly known and it turns out that all two-electron integrals can be performed analytically and the three-electron integrals can be efficiently computed in mixed numerical-analytical way, ii) the new Jastrow factor and corresponding TC Hamiltonian are tuned by a unique parameter \( \mu \) which allows some flexibility, iii) there always exists a regime of \( \mu \) which significantly improves the basis set convergence of WFT, iv) we propose schemes to find a value of \( \mu \) which automatically adapts to the system and improves basis set convergence.

The paper is organized as follows. In the first section, inspired by the RS-DFT effective Hamiltonian, we derive the analytical form of a new Jastrow factor tuned by a unique parameter \( \mu \), and discuss the physical content of such a new Jastrow factor. Then, we show that the corresponding TC Hamiltonian has a straightforward analytical structure, which is briefly reviewed as a function of the \( \mu \) parameter. We perform a numerical study of the behaviour of the ground state eigenpair of \( \tilde{H}[\mu] \) in the case of the helium atom: in the first part we analy-\ize the speed of convergence of the ground state energy with respect to the basis set and the parameter \( \mu \), then we study the behaviour of the right eigenvectors in real space and compare it with the numerically exact ground state wave function. We show that the rapid convergence of the total energies coincides with a rapid convergence of the right eigenvectors in real space, and how to recover a very good approximation of the exact ground state wave function. Based on such encouraging results, we study the ground state energy of the helium isoelectronic series from H\(^{-}\) to Ne\(^{8+}\) and compare different schemes to obtain a value of \( \mu \) which automatically adapts to the system and still provides a fast convergence of the total energies. Eventually, we study the \( \text{H}_2 \) molecule and compare different regimes of correlation. Numerical comparison with the TC Hamiltonian obtained with the FROGG is also performed for all systems studied.

II. A NEW FORM OF JASTROW FACTOR FOR TRANSCORRELATED HAMILTONIANS

This section is dedicated to the derivation of a new form of Jastrow factor mimicking at short range the effective Hamiltonian of RS-DFT. For the sake of simplicity, we derive the main equations in the case of the helium atom which have an explicit form in terms of the \( r_{12} \) coordinate. Then, we derive the analytical form of the corresponding new transcorrelated Hamiltonians \( \tilde{H}[\mu] \) in the case of a general \( N \)-electron system, and study its physical content as a function of the parameter \( \mu \).

A. A new form of Jastrow factor \( u(\mu, r_{12}) \) tuned by a single parameter \( \mu \)

1. A simple physical picture: the transcorrelated Hamiltonian for the helium atom

Let us write the Hamiltonian of the helium atom using the \( r_i = |r_i| \) and \( r_{12} = |r_1 - r_2| \) coordinates \(^{36}\)

\[
H = h_c + \frac{1}{r_{12}},
\]

where

\[
h_c = -\frac{1}{2} \sum_{i=1}^{2} \left( \frac{\partial^2}{\partial r_i^2} + \frac{2}{r_i} \frac{\partial}{\partial r_i} + \frac{2Z}{r_i^2} \right) - \left( \frac{\partial^2}{\partial r_{12}^2} + \frac{2}{r_{12}} \frac{\partial}{\partial r_{12}} \right) - \left( \frac{r_1}{r_{12}} + \frac{r_2}{r_{12}} \right).
\]

Now let us consider the transcorrelated Hamiltonian \( \tilde{H}[u] \) obtained by the similarity transformation of the usual Hamiltonian by a Jastrow factor \( u(r_{12}) \) depending only on \( r_{12} \):

\[
\tilde{H}[u] = e^{-u(r_{12})} H e^{u(r_{12})}.
\]

With respect to \( H \), the only additional terms arising in \( \tilde{H}[u] \) are those coming from the action of the differential operator in \( r_{12} \),

\[
T[u] = -e^{-u(r_{12})} \left( \frac{\partial^2}{\partial r_{12}^2} + \frac{2}{r_{12}} \frac{\partial}{\partial r_{12}} \right) e^{u(r_{12})}.
\]

By defining the following operators

\[
\bar{u}[u] = \frac{\partial u(r_{12})}{\partial r_{12}},
\]

\[
\bar{W}[u] = -\frac{2}{r_{12}} \frac{\partial u(r_{12})}{\partial r_{12}},
\]

\[
\bar{u}[u] = -\frac{\partial^2 u(r_{12})}{\partial r_{12}^2} - \left( \frac{\partial u(r_{12})}{\partial r_{12}} \right)^2,
\]

one can write the Similarity transformed Hamiltonian as

\[
\tilde{H}[u] = h_c + \frac{1}{r_{12}} + \bar{W}[u] + \bar{u}[u] + \bar{u}[u].
\]

Therefore, one can see from Eq. (8) that the two electrons experience a modified scalar potential given by \( \frac{1}{r_{12}} + \bar{W}[u] + \bar{u}[u] \), and an additional differential operator \( \bar{u}[u] \), the latter making \( \tilde{H}[u] \) non-hermitian.

2. The working equation for \( u(\mu, r_{12}) \) inspired by RSDFT

Having established the form of \( \tilde{H}[u] \) in Eq. (8), one can notice that the leading order terms in \( 1/r_{12} \) are \( 1/r_{12} + \bar{W}[u] \). We
want now to impose the form of $u(r_{12})$ such that it mimics, at leading order in $1/r_{12}$, the long-range effective interaction entering in the effective Hamiltonian of the RS-DFT (see Eq. (95) in Appendix IX D). Mathematically, this condition implies that

$$
W[u] + \frac{1}{r_{12}} = \frac{\operatorname{erf}(\mu r_{12})}{r_{12}},
$$

which is equivalent to

$$
\frac{2}{r_{12}} \frac{\partial u(r_{12}, \mu)}{\partial \mu} + \frac{1}{r_{12}} = \frac{\operatorname{erf}(\mu r_{12})}{r_{12}}.
$$

The solution to Eq. (10) is

$$
u(r_{12}; \mu) = \frac{1}{2} r_{12} \left(1 - \operatorname{erf}(\mu r_{12})\right) - \frac{1}{2 \sqrt{\pi} \mu} e^{-(r_{12} \mu)^2},
$$

which defines the new Jastrow factor $u(r_{12}; \mu)$ which depends on a unique parameter $\mu$.

The main differences of the present approach with the FROGG introduced by Ten-No93 is that instead of optimizing the Jastrow factor as a linear combination of Gaussian functions such that $\frac{1}{r_{12}} + W[u] + \tilde{W}[u] \approx 0$ when $r_{12} = 0$, we establish an analytical expression of $u(r_{12}; \mu)$ such that i) the sum of all terms in $1/r_{12}$ (i.e. $W[u] + \frac{1}{r_{12}}$) exactly provides the non divergent long-range interaction $\operatorname{erf}(\mu r_{12})/r_{12}$ for all $r_{12}$, and ii) the new Jastrow factor $u(r_{12}; \mu)$ is more flexible than the FROGG as it is tuned by a unique parameter $\mu$ which determines both the depth of the hole and its typical range in $r_{12}$.

3. A few properties of $u(r_{12}; \mu)$

The new Jastrow $u(r_{12}; \mu)$ factor is tuned by a unique parameter $\mu$, which has the unit of the inverse of a distance. From Eq. (11) we can notice that

$$
\lim_{r_{12} \to 0} u(r_{12}; \mu) = 0,
$$

which means that

$$
\lim_{r_{12} \to 0} e^{u(r_{12}; \mu)} = 1,
$$

and therefore $u(r_{12}; \mu)$ impacts only the small $r_{12}$ behaviour, which is expected since the equation determining $u(r_{12}; \mu)$ is obtained from the small $r_{12}$ limit of the Schroedinger equation (see Eq. (9)).

To better understand the physical content of at $r_{12} \approx 0$, let us Taylor expand the function $u(r_{12}; \mu)$

$$
u(r_{12}; \mu) = -\frac{1}{2 \sqrt{\pi} \mu} + \frac{1}{2} r_{12} - \frac{\mu}{2 \sqrt{\pi}} r_{12}^2 + O(r_{12}^4).
$$

A first remark is that $u(r_{12}; \mu)$ exactly restores the cusp as

$$
\lim_{r_{12} \to 0} \frac{\partial}{\partial r_{12}} u(r_{12}; \mu) = \frac{1}{2},
$$

implying that the right-eigenvectors of the TC Hamiltonian obtained with $u(r_{12}; \mu)$ are necessary cusp less (see Appendix IX D). The Taylor expansion of Eq. (14) inserted in the exponential correlating Jastrow factor reads

$$
\tilde{e}^{u(r_{12}; \mu)} \equiv e^{-\frac{1}{2 \sqrt{\pi} \mu}} e^{\frac{1}{2} r_{12}^2} e^{-\frac{1}{4} \mu r_{12}^2}.
$$

From Eq. (16) one can analyze each term: i) as $e^{-\frac{1}{2 \sqrt{\pi} \mu}} < 1$, the Jastrow factor digs the Coulomb hole; ii) the term in $e^{\frac{1}{2} r_{12}^2}$ exactly imposes the cusp; iii) and the last term $e^{-\frac{1}{4} \mu r_{12}^2}$ reshapes the curvature of the Coulomb hole.

Coming now to the behaviour of $u(r_{12}; \mu)$ as a function of the parameter $\mu$, we report in Figure 1 its dependence in $r_{12}$ for a set of values of $\mu$, and we compare it with the FROGG. From Figure 1, one can see that: i) the larger the $\mu$, the more short-range is $u(r_{12}; \mu)$, ii) the larger the $\mu$, the closer $u(r_{12}; \mu)$ is from 0 and therefore the less impact the correlating factor has on the wave function, iii) the smaller the $\mu$, the deeper and broader is the hole imposed by $e^{u(r_{12}; \mu)}$.

As the function $u(r_{12}; \mu)$ contains a unique parameter $\mu$, one can try to find the value $\mu_{\text{FROGG}}$ such that $u(r_{12}; \mu_{\text{FROGG}})$ qualitatively reproduces the FROGG. To do so, we impose that $\mu_{\text{FROGG}}$ is such that the two Jastrow factors coincide at coalescence, i.e.

$$
u(r_{12} = 0; \mu_{\text{FROGG}}) = u^{\text{TN}}(r_{12} = 0),
$$

where $u^{\text{TN}}(x)$ is the FROGG introduced by Ten-No

$$
u^{\text{TN}}(x) = -\sum_{i=1}^{6} c_i e^{-a_i x^2},
$$

with the coefficients $c_i$ and exponents $a_i$ are given in Table 1 of Ref. 55. Eq. (17) gives

$$
\mu_{\text{FROGG}} = -\frac{1}{2 \sqrt{\mu^{\text{TN}}(0)}},
$$

which gives $\mu_{\text{FROGG}} \approx 0.87$. We represent on Fig. 1 the comparison between $u(r_{12}; \mu_{\text{FROGG}})$ and the FROGG, and it is clearly apparent that $u(r_{12}; \mu_{\text{FROGG}})$ reproduces almost perfectly the FROGG, although it decays slightly faster at large $r_{12}$. Therefore, one can see the FROGG as a special case of the new Jastrow factor $u(r_{12}; \mu)$ with $\mu = \mu_{\text{FROGG}}$.

B. The general analytical form of $\hat{H}[\mu]$ and some of its properties

1. General analytical form of $\hat{H}[\mu]$ for a $N$-electron system

Having established the analytical expression of $u(r_{12}; \mu)$, one can derive the expression of the associated transcorrelated Hamiltonian for a general $N$-electron system. Using the general form of the transcorrelated Hamiltonian of Eq. (2) in Ref. 74 and using $u(r_{12}, \mu)$ as Jastrow factor gives

$$
\hat{H}[\mu] \equiv e^{-\hat{r}_{\mu}} \hat{H} e^{\hat{r}_{\mu}}
$$

$$
= \hat{H} + \left[\hat{H}, \hat{r}_{\mu}\right] + \frac{1}{2} \left[\left[\hat{H}, \hat{r}_{\mu}\right], \hat{r}_{\mu}\right].
$$

(20)
with \( \tilde{t}_\mu \) \( = \sum_{i<j} u(r_{ij}, \mu) \) and \( \tilde{H} = \sum_{i} -\frac{1}{2} \nabla_i^2 + \nu(r_i) + \sum_{i<j} \frac{1}{r_{ij}} \). Therefore, the \( i \)-th right-eigenvector \( \{ \Phi_{i\mu}^a \} \) depends on \( \mu \) and satisfy the effective Schrödinger equation

\[
\tilde{H}[\mu] \{ \Phi_{i\mu}^a \} = E_i \{ \Phi_{i\mu}^a \},
\]

(21)

where \( E_i \) is the exact \( i \)-th eigenvalue of the physical Hamiltonian. The fact that \( \tilde{H}[\mu] \) and \( H \) share the same spectrum originates from the properties of the similarity transformation. Nevertheless, once projected in an incomplete basis set, \( \tilde{H}[\mu] \) and \( H \) might not have the same eigenvalues.

Eq. (20) leads to the following transcorrelated Hamiltonian

\[
\tilde{H}[\mu] = H - \sum_{i<j} \tilde{K}(r_{ij}, \mu) - \sum_{i<j<k} \tilde{L}(r_{i2}, r_{j3}, r_{k1}, \mu),
\]

(22)

where the effective two- and three-body operators \( \tilde{K}(r_{ij}, r_{j2}, \mu) \) and \( \tilde{L}(r_{ij}, r_{j2}, r_{j3}, \mu) \) are defined as

\[
\tilde{K}(r_{ij}, r_{j2}, \mu) = \frac{1}{2} \left( \Delta_{ij} u(r_{ij}, \mu) + \Delta_{i2} u(r_{i2}, \mu) \right)
+ (\nabla_i u(r_{ij}, \mu))^2 + (\nabla_i u(r_{i2}, \mu))^2
+ \nabla_i u(r_{ij}, \mu) \cdot \nabla_2 + \nabla_2 u(r_{ij}, \mu) \cdot \nabla_1,
\]

(23)

\[
\tilde{L}(r_{ij}, r_{j2}, r_{j3}, \mu) = \nabla_i u(r_{ij}, \mu) \cdot \nabla_2 u(r_{i2}, \mu)
+ \nabla_2 u(r_{ij}, \mu) \cdot \nabla_2 u(r_{i2}, \mu)
+ \nabla_2 u(r_{ij}, \mu) \cdot \nabla_3 u(r_{i3}, \mu).
\]

(24)

As shown in the Appendix IX A, the operator \( \tilde{K}(r_{ij}, r_{j2}, \mu) \) has a straightforward analytical expression which reads

\[
\tilde{K}(r_{ij}, r_{j2}, \mu) = \frac{1}{r_{ij}} \left( 1 - \text{erf}(\mu r_{ij}) \right) - \frac{\mu}{\sqrt{\pi}} e^{-\mu^2 r_{ij}^2} + \left( \frac{1 - \text{erf}(\mu r_{ij})}{4} \right)^2 - \left( \text{erf}(\mu r_{ij}) - 1 \right) \frac{\partial}{\partial r_{ij}},
\]

(25)

and similarly the analytical expression of \( \tilde{L}(r_{ij}, r_{j2}, r_{j3}, \mu) \) reads

\[
\tilde{L}(r_{ij}, r_{j2}, r_{j3}, \mu) = \frac{1}{r_{ij} r_{j2}} \left( 1 - \text{erf}(\mu r_{ij}) \right) - \frac{\mu}{\sqrt{\pi}} e^{-\mu^2 r_{ij}^2} + \left( \frac{1 - \text{erf}(\mu r_{ij})}{4} \right)^2 - \left( \text{erf}(\mu r_{ij}) - 1 \right) \frac{\partial}{\partial r_{ij}},
\]

(26)

FIG. 1. Shape of \( u(r_{ij}; \mu) \) (left) and of \( \exp(u(r_{ij}; \mu)) \) (right) for different values of \( \mu \). We also compare the FROGG (see Eq. (18)) and the value of \( \mu = 0.865 \) which equals the FROGG at \( r_{ij} = 0 \) (see Eq. (17)).

As the present study is devoted to two-electron systems, the physics of \( \tilde{H}[\mu] \) can be qualitatively understood by looking at \( \tilde{W}_{ee}(r_{ij}, \mu) \), which is illustrated in Fig. 2 for different values of \( \mu \). We can see that the scalar effective potential \( \tilde{W}_{ee}(r_{ij}, \mu) \) is non-divergent, increases when \( \mu \) increases and globally resembles the long-range interaction used in RS-DFT at large \( r_{ij} \). Nevertheless, as observed from Fig. 2, it is significantly different from the long-range interaction at small \( r_{ij} \), and it is not monotonic and attractive (i.e. \( \lim_{r_{ij} \to 0} \frac{\partial}{\partial r_{ij}} \tilde{W}_{ee}(r_{ij}, \mu) > 0 \)). This difference with respect to the long-range interaction can be understood as the equation obtained to derive the Jastrow factor only takes into account the first-order derivative of \( u(r_{ij}, \mu) \) (see Eqs. (9) and (10)). If one desires to impose that \( \tilde{W}_{ee}(r_{ij}, \mu) = \frac{\text{erf}(\mu r_{ij})}{r_{ij}} \), one would need to consider higher-order derivatives.
have to solve the non-linear differential equation

\[ 2 \frac{\partial u(r_{12})}{\partial r_{12}} + r_{12} \left( \frac{\partial^2 u(r_{12})}{\partial r_{12}^2} + \left[ \frac{\partial u(r_{12})}{\partial r_{12}} \right]^2 \right) = 1 - \text{erf}(\mu r_{12}), \]  

(30)

whose solution is unknown to the best of the author knowledge.

2. Limit cases for \( \bar{H}[\mu] \) with \( \mu \)

Regarding now the variation of \( \bar{H}[\mu] \), as

\[ \lim_{\mu \to \infty} u(\mu, r_{12}) = 0, \]  

(31)

one recovers the usual Hamiltonian in the \( \mu \to \infty \) limit:

\[ \lim_{\mu \to \infty} \bar{H}[\mu] = H, \]  

(32)

although it is only in the sense of distributions (see Appendix IX E for a more detailed explanation).

In the \( \mu \to 0 \) limit, the transcorrelated Hamiltonian \( \bar{H}[\mu] \) becomes simply

\[ \lim_{\mu \to 0} \bar{H}[\mu] = h_{\epsilon} - \frac{1}{4} \sum_{i\neq j} \frac{\partial}{\partial r_{ij}}, \]

\[ -\frac{1}{4} \sum_{i<j<k} \left( \frac{\tau_{ij}}{r_{ij}} + \frac{\tau_{jk}}{r_{jk}} + \frac{\tau_{ki}}{r_{ki}} + \frac{\tau_{ij}}{r_{ij}} + \frac{\tau_{kj}}{r_{kj}} + \frac{\tau_{ik}}{r_{ik}} \right), \]  

(33)

which means that all scalar electron-electron repulsive interaction have been replaced by a differential operator and a three electron interaction. It should be stressed that even if the \( \mu \to 0 \) limit of \( \bar{H}[\mu] \) is very unphysical, it conserves exactly the same spectrum than the usual Hamiltonian because it originates from a similarity transformation.

3. A special case of \( \bar{H}[\mu] \) which mimics the FROGG

As the Jastrow factor \( u(r_{12},\mu) \) for \( \mu = \mu_{\text{FROGG}} \) is very close to the FROGG, we can also compare the scalar effective potential \( \bar{W}_{ee}(r_{12},\mu_{\text{FROGG}}) \) with that obtained with the transcorrelated Hamiltonian obtained with the FROGG. The latter is simply defined as

\[ \bar{H}_{\text{TN}} = e^{-\tau_{\text{TN}}} H e^{\tau_{\text{TN}}}, \]  

(34)

with \( \tau_{\text{TN}} = \sum_{i<j} u^{\text{TN}}(r_{ij}) \) and \( u^{\text{TN}}(r_{ij}) \) given in Eq. (18). This leads to the following transcorrelated Hamiltonian

\[ \bar{H}_{\text{TN}} = H + \sum_{i<j} \left( \bar{W}^{\text{TN}}_{ee}(r_{ij}) + \tau_{\text{TN}} \right) - \sum_{i<j<k} \bar{L}^{\text{TN}}(r_1, r_2, r_3) \]  

(35)

where

\[ \bar{W}^{\text{TN}}_{ee}(r_{12}) = \frac{1}{r_{12}} - \Delta_{i} u^{\text{TN}}(r_{12}) - (\nabla_{1} u^{\text{TN}}(r_{12}))^2, \]  

(36)

\[ \tau_{\text{TN}} = \nabla_{1} u^{\text{TN}}(r_{12}) \cdot \nabla_{2} + \nabla_{2} u^{\text{TN}}(r_{12}) \cdot \nabla_{1}, \]  

(37)

\[ \bar{L}^{\text{TN}}(r_1, r_2, r_3) = \nabla_{1} u^{\text{TN}}(r_{12}) \cdot \nabla_{1} u^{\text{TN}}(r_{13}) + \nabla_{2} u^{\text{TN}}(r_{23}) + \nabla_{3} u^{\text{TN}}(r_{31}) \cdot \nabla_{3} u^{\text{TN}}(r_{32}). \]  

(38)

As apparent from Fig. 3 where \( \bar{W}^{\text{TN}}_{ee}(r_{12}) \) and \( \bar{W}_{ee}(r_{12},\mu_{\text{FROGG}}) \) are represented, while the latter is perfectly smooth for all \( r_{12} \), the former strongly oscillates near \( r_{12} = 0 \) between positive and negative values and is not bounded for \( r_{12} = 0 \). Such behaviour of \( \bar{W}^{\text{TN}}_{ee}(r_{12}) \) near \( r_{12} = 0 \) comes from the fact that, as it is made of gaussian functions, \( u^{\text{TN}}(r_{12}) \) is cusp-less i.e.

\[ \lim_{r_{12} \to 0} \frac{\partial}{\partial r_{12}} u^{\text{TN}}(r_{12}) = 0, \]  

(39)

and as a necessary condition to obtain a non divergent scalar potential is (see Eqs. (92) and (93) in Appendix IX D)

\[ \lim_{r_{12} \to 0} \frac{\partial}{\partial r_{12}} u(r_{12}) = \frac{1}{2}, \]  

(40)

\( \bar{W}^{\text{TN}}_{ee}(r_{12}) \) is necessary not bounded at \( r_{12} = 0 \).

Nevertheless, as it will be shown by numerical computations, the effective potentials \( \bar{W}^{\text{TN}}_{ee}(r_{12}) \) and \( \bar{W}_{ee}(r_{12},\mu_{\text{FROGG}}) \) are almost identical in average, as they numerically agree for \( r_{12} > 1 \) and that \( \bar{W}_{ee}(r_{12}) \) essentially oscillates around \( \bar{W}_{ee}(r_{12},\mu_{\text{FROGG}}) \) for small values of \( r_{12} \).
III. DETAILED NUMERICAL STUDY OF $\tilde{H}[\mu]$ IN THE CASE OF THE HELIUM ATOM

The first part of our numerical study concerns the convergence of the eigenvalues of $\tilde{H}[\mu]$ with respect to the basis set, and more precisely the dependence on $\mu$ of such convergence.

Considering a given basis set $B$ and the corresponding projector $P_B$, one can define the transcorrelated Hamiltonian projected on $B$ by

$$\tilde{H}[\mu]^B = P_B \tilde{H}[\mu] P_B,$$

and its eigenvalues $E_i^B[\mu]$ and right eigenvectors $\Phi_i^B[\mu]$ satisfy

$$\tilde{H}[\mu]^B |\Phi_i^B[\mu]\rangle = E_i^B[\mu] |\Phi_i^B[\mu]\rangle.$$  \hspace{5cm} (42)

As long as the basis set $B$ is incomplete, $E_i^B[\mu]$ might not coincide with $E_i$, and because of its non hermitian nature, $\tilde{H}[\mu]^B$ looses the variational principle and therefore its eigenvalues $E_i^B[\mu]$ have no reasons to be bounded from below.

A. $\mu$ dependence of the convergence of the ground state eigenvalue with respect to the basis set

1. Computational details

We implemented all integrals needed for the computation of the matrix elements of $\tilde{H}[\mu]$ on a usual Gaussian orbital basis set (see Appendix IX B for more details) together with the modification of the Slater rules due to the presence of the non hermitian term in $\tilde{H}[\mu]$. We also implemented all necessary integrals to use the FROGG derived by Ten-No in Ref. 55 in the context of the TC Hamiltonian. All implementation was done as a plugin of the program quantum package77. We use the restricted Hartree-Fock (RHF) molecular orbitals to build all matrix elements of $\tilde{H}[\mu]$, and then we solve the two-body problem giving full flexibility to $\Phi_i^B[\mu]$ (i.e. $\Phi_i^B[\mu]$ is expressed as a linear combination of all possible Slater determinants within a given basis set $B$) with a non hermitian eigensolver to obtain both right and left eigenvectors together with the eigenvalues.

2. Numerical results: ground state energies

We report in Table I the ground state eigenvalue $E_0^B[\mu]$ of $\tilde{H}[\mu]^B$ in the AVXZ basis sets $(X=D,T,Q,5)$ for different values of $\mu$, and we report in Figure 4 the graphical representation of such data. We also report in the tables and figures the results obtained with the FROGG. Several observations can be done from these data. First, because of the loose of the variational principle, $E_0^B[\mu]$ can take values below the exact non relativistic energy, and the smaller the $\mu$, the more pronounced is such effect. Nevertheless, one can also observe that, for each $\mu$, the error with respect to the exact energy gets smaller when enlarging the basis set, which illustrates that in the limit of a complete basis set the eigenvalues of any TC Hamiltonian coincide with that of the physical Hamiltonian.

Qualitatively, one can observe that there are two regimes of $\mu$: $\mu \in [0.2,0.35]$ where $E_0^B[\mu]$ is always below $E_0$ and $\mu \geq 0.7$ where $E_0^B[\mu]$ converges from above, as if the variational principle still applied. As $\mu$ increases, the difference between $E_0^B[\mu]$ and $E_0^B[\text{FCI}]$ in a given basis set diminishes, which is expected as $\lim_{\mu \to \infty} \tilde{H}[\mu] \to H$.

Also, it is striking to see that, in a given basis set, the ground state eigenvalue of the TC Hamiltonian obtained by the FROGG and that obtained by $\tilde{H}[\mu]$ with $\mu = \mu^{\text{FROGG}}$ coincide with less than 1 mH. The latter results confirms that as $\mu(r_{12}, \mu^{\text{FROGG}})$ $\approx H^{\text{TN}}(r_{12})$ (see Fig. 1 and Eqs. (17) and (19)), the TC Hamiltonians obtained with the two Jastrow factor are very similar, as illustrated for instance by the effective potential in Fig. 3.

Coming now to the speed of convergence of $E_0^B[\mu]$ with respect to the basis set, it is always faster than that of $E_0^B[\text{FCI}]$ for the whole range of values of $\mu$ selected here. To quantify better such observations, one can identify the basis set from which the error with respect to the exact non relativistic energy is smaller, in absolute value, than 1mH. For $0.3 \geq \mu \geq 0.4$ one can see that the error with respect to $E_0$ is never larger, in absolute value, than 1mH whatever the basis set used, which represents a strong improvement with respect to the FCI. For $0.5 \geq \mu \geq 1.0$ the 1mH error threshold is reached at the aug-cc-pVQZ level and the accuracy are comparable to the FCI in the aug-cc-pV5Z basis set. For $1.6 \geq \mu \geq 3.0$, such accuracy
is reached at the aug-cc-pVQZ level, whenever such accuracy is reached at the aug-cc-pV5Z level using the regular FCI Hamiltonian.

From the study of the ground state of the helium atom, one can conclude that i) the use of a simple Jastrow factor such as \( u(r_{12}; \mu) \) within the transcorrelated framework can strongly improve the speed of convergence of the total energy of the helium atom with a quite wide range of values of \( \mu \), ii) the results obtained with \( \mu = \mu^{\text{FROGG}} \) reproduce essentially that obtained with the FROGG, iii) for \( \mu \in [0.35, 0.7] \) the results obtained are always better than that obtained with the FROGG.

B. Study of the ground state eigenvector in real space

In Sec. III A.2 we shown the improvement of the speed of convergence of the ground state energies \( E_0^B[\mu] \) of the helium atom, which was effective for a quite large range of \( \mu \) starting from \( \mu = 0.2 \) to \( \mu = 1.6 \). Nevertheless, one can wonder if this good behavior results from a kind of error cancellation or if there is indeed a deeper mathematical reason for such an improvement of speed of convergence. To bring insights to these observations, we investigate the behaviour in real space of the ground state eigenvectors of the TC Hamiltonian and the usual physical Hamiltonian in the case of the helium atom.

For a two-electron system, the exact ground state eigenvector \( \Phi_0^B[\mu] \) is directly related to the exact ground state wave function \( \Psi_0^B[\mu] \) by the Jastrow factor \( u(r_{12}; \mu) \) through

\[
\Psi_0^B(r_1, r_2) = \frac{1}{\sqrt{N^B}} e^{u(r_{12}; \mu)} \Phi_0^B[\mu](r_1, r_2),
\]

where the normalization factor \( N^B \) is simply

\[
N^B = \langle \Phi_0^B[\mu]|e^{2u(r_{12}; \mu)}|\Phi_0^B[\mu] \rangle.
\]

Therefore, in a given basis set \( B \), the ground state eigenvector \( \Phi_0^B[\mu] \) of \( \hat{H}[\mu] \) can be used to estimate the exact ground state wave function \( \Psi_0^B[\mu] \) through

\[
\Psi_0^B[\mu](r_1, r_2) = \frac{1}{\sqrt{N^B}} e^{u(r_{12}; \mu)} \Phi_0^B[\mu](r_1, r_2),
\]

where the normalization factor \( N^B \) is simply

\[
N^B = \langle \Phi_0^B[\mu]|e^{2u(r_{12}; \mu)}|\Phi_0^B[\mu] \rangle.
\]

Then, the quality of a given basis set \( B \) to represent \( \hat{H}[\mu] \) can be also quantified from the vicinity between \( \Phi_0^B[\mu](r_1, r_2) \) and the exact wave function \( \Psi_0^B[\mu](r_1, r_2) \). To illustrate these ideas, we plotted a cutting of \( \Psi_0^B[\mu](r_1, r_2) \) and \( \Psi_0^B[\mu](r_1, r_2) \) with different basis sets and values of \( \mu \). The cutting used is the following: we set two electrons on a circle of radius \( r = 0.5 \) a.u. from the nucleus and look at the wave functions as a function of the angle \( \theta_{12} \) between the \( r_1 \) and \( r_2 \). For this study, we approximate the exact ground state wave function \( \Psi_0^B[\mu](r_1, r_2) \) of the helium atom by the wave function developed by Umrigar et. al.\(^{79}\)

which contains explicitly the \( r_{12} \) coordinate and which provides a total energy accurate up to twelve digits.

We report in Figs 5 and 6 the plot of the right eigenvector \( \Phi_0^B[\mu](r_1, r_2) \), estimated exact wave function \( \Psi_0^B[\mu](r_1, r_2) \) for \( \mu = 0.3 \) and \( \mu = 1.0 \) (respectively) and compared to the exact wave function \( \Psi_0^B[\mu](r_1, r_2) \) and FCI wave function for \( r = 0.5 \) a.u..

From these figures, one can notice that: i) the right eigenvector \( \Phi_0^B[\mu](r_1, r_2) \) converges faster than the FCI wave function with respect to the basis set, ii) that for \( \mu = 0.3 \) the wave function \( \Phi_0^B[\mu](r_1, r_2) \) presents a maximum at \( r_{12} = 0 \), whereas for \( \mu = 1.0 \) it has a minimum at coalescence just as the FCI wave function, iii) the wave function \( \Phi_0^B[\mu](r_1, r_2) \) is always larger that the FCI one when \( r_{12} \approx 0 \), iv) that \( \Psi_0^B[\mu](r_1, r_2) \) provides a remarkably good approximation to \( \Psi_0^B[\mu](r_1, r_2) \) from the AVTZ basis set.

A qualitative understanding of such observations can be provided by some physical considerations regarding \( \hat{H}[\mu] \) and its dependence with \( \mu \).

i) The shape of the Jastrow factor \( u(r_{12}; \mu) \) leading to the transcorrelated Hamiltonian is such that as long as \( \mu < \infty \), the effective potential \( \hat{W}_e(r_{12}; \mu) \) in \( \hat{H}[\mu] \) is non divergent, and therefore its eigenfunctions do not have to fulfill the cusp condition which leads to a faster convergence with \( B \). Nevertheless, one can also remark that for \( \mu > 0.5 \), the speed of convergence deteriorates as \( \mu \) increases, even though it remains finite. This can be explained by the fact that even if \( \hat{W}_e(r_{12}, \mu) \) remains bounded from above, when \( \mu \) is large such operator is poorly represented in a finite basis set.

ii) The fact that the wave function \( \Phi_0^B[\mu](r_1, r_2) \) presents a maximum at \( r_{12} = 0 \) for \( \mu = 0.3 \) whereas it provides a minimum for \( \mu = 1.0 \) can be explained by the shape of the effective potential \( \hat{W}_e(r_{12}, \mu) \); the latter is much more attractive when \( r_{12} \approx 0 \) for \( \mu = 0.3 \) than for \( \mu = 1.0 \) (see Fig. 7 for a graphical representation).

iii) Similarly, as for any \( \mu < \infty \) one has that \( \hat{W}_e(r_{12}, \mu) < \frac{1}{r_{12}} \), the value of the eigenvalue of \( \Phi_0^B[\mu](r_1, r_2) \) is necessary larger than the FCI wave function at \( r_{12} = 0 \) as in the latter the interaction is more repulsive. This implies that the on-top pair density (i.e. the probability of finding two electrons at the same position) is necessary larger for the eigenvectors of \( \hat{H}[\mu] \) than that for the eigenvectors of \( \hat{H} \).

IV. STUDY OF THE HELIUM ISOELECTRONIC SERIES

Having investigated in the case of the helium atom the behaviour of both the eigenvalues and eigenvectors of \( \hat{H}[\mu] \) with both \( \mu \) and the basis set used, we now study the ground state energies of the isoelectronic series of the helium atom from \( \text{H}^- \) to \( \text{Ne}^8+ \). As seen from the previous study on the helium atom, the quality of the eigenvalues of \( \hat{H}[\mu] \) depends on the value of \( \mu \) but there is a quite wide regimes of \( \mu \) for which they converge significantly faster with the basis set with respect to the usual Hamiltonian. Of course, the 'optimal' range of \( \mu \) might depend on the system and we investigate here different approaches to systematically find a reasonable value of \( \mu \) and test it on this isoelectronic series which consist in weakly correlated systems.
covering a quite wide range of densities. As in the study of the helium atom of Sec III, in a given basis set \( B \) and for a given system, we use RHF molecular orbitals and the full flexibility is given to the eigenvectors \( |\Phi^\mu_{\text{FROGG}}\rangle \).

In order to find a systematic way to determine a reasonable value of \( \mu \), one must keep in mind the physical meaning of such quantity: it has the unit of the inverse of a distance, and it depends on the system through its density for instance. In the context of RS-DFT, Toulouse et al. 80 have investigated different flavour of \( \mu \) varying in space through the density of the system in a given point in space. More specifically, they introduced (see Eq. (12) of 80) a range separation parameter typical for correlation effects in the uniform electron gas (UEG)

\[
\mu_{r_{\text{s}}} (r) = \frac{2}{\sqrt{r_{\text{c}}}} \frac{1}{r_{\text{c}}} \tag{47}
\]

with \( \alpha = (9\pi/4)^{-1/3}, r_{\text{c}} = (n4\pi/3)^{-1/3} \) and \( n \) being the density. Such function \( \mu_{r_{\text{s}}} (r) \) depends on the system and on the position in space through the density \( n(r) \) of the system at a given point \( r \). Therefore, we propose here to use the average value of \( \mu_{r_{\text{s}}} (r) \) over the Hartree Fock electronic density to define the value of \( \mu \) for a specific system in a given basis set:

\[
\langle \mu_{r_{\text{s}}} \rangle = \frac{1}{N_e} \int dr \mu_{r_{\text{s}}} (r) n_{\text{HF}} (r) \tag{48}
\]

where \( n_{\text{HF}} (r) \) is the HF density and \( N_e \) the number of electrons in the system. We report in Table II the convergence with the basis set \( B \) of the error with respect to the exact ground state energies of the isoelectronic series of the helium atom using \( \langle \mu_{r_{\text{s}}} \rangle \) in \( \hat{H} [\mu] \). We also report in Table II the value of \( \mu_{\text{FROGG}} \) in the double-zeta quality basis for each system, the value in larger basis sets varying by less than 0.1%. As one can observe from Table II, the ground state energies of \( \hat{H} [\langle \mu_{r_{\text{s}}} \rangle] \) converge much faster than that of the usual Hamiltonian as the MAD for the ground state energies is of 2.64 mH, 0.48 mH and 0.26 mH in the double-, triple- and quadruple zeta quality basis sets (respectively) whereas it is of 12.16 mH, 4.71 mH and 1.64 mH for the usual Hamiltonian. Also, one can observe that, except for the low density systems such as the H− and He species, it converges from below the exact ground state energy. Regarding now the value of \( \langle \mu_{r_{\text{s}}} \rangle \), one can notice that it increases with the atomic number. This is expected as the density becomes more picked near the nucleus while the nuclear charge increases, which induces necessary that the typical inter electronic distance lowers with \( Z \). In a similar fashion, we tried another definition of \( \mu \) based on the work of
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**FIG. 4.** Convergence of the ground state eigenvalue of \( \hat{H} [\mu] \) with respect to the AVXZ basis set series (X=D,T,Q,5) for different values of \( \mu \). We also compare with the results of the TC obtained with the \( n(r_{12}) = u^{\text{TN}} (r_{12}) \) (see Eq. (18)), referred here after as FROGG.

### Table I. Ground state eigenvalue (in Hartree) of \( \tilde{\mu} \)

| Basis/\( \mu \) | 0.2 | 0.3 | 0.35 | 0.5 | 0.7 | \( \mu_{\text{FROGG}} = 0.87 \) |
|---------------|-----|-----|------|-----|-----|-----------------|
| AVDZ         | -2.906309 (-2.58) | -2.904172 (-0.45) | -2.903137 (0.41) | -2.901420 (2.3) | -2.899516 (4.21) | -2.897927 (5.80) |
| AVTZ         | -2.905278 (-1.55) | -2.904691 (-0.97) | -2.904468 (-0.74) | -2.903969 (-0.24) | -2.903488 (0.24) | -2.903214 (0.51) |
| AVQZ         | -2.903425 (-0.6) | -2.903986 (-0.26) | -2.903879 (-0.15) | -2.903702 (0.02) | -2.903620 (0.1) | -2.903589 (0.13) |
| AVSZ         | -2.902429 (-0.51) | -2.903928 (-0.2) | -2.903834 (-0.11) | -2.903702 (0.02) | -2.903676 (0.05) | -2.903678 (-0.1) |
| Basis/\( \mu \) | 1.0 | 1.6 | 2.0 | 3.0 | \( \infty \) (FCI) | \( \mu_{\text{FROGG}} \) |
| AVDZ         | -2.896734 (6.99) | -2.892773 (10.95) | -2.891477 (12.25) | -2.890212 (13.51) | -2.889548 (14.18) | -2.897972 (15.75) |
| AVTZ         | -2.903069 (0.66) | -2.902421 (1.3) | 2.901932 (1.79) | -2.901159 (2.56) | -2.900598 (3.13) | -2.903191 (-0.20) |
| AVQZ         | -2.903558 (0.17) | -2.903359 (0.36) | -2.903244 (0.48) | -2.902951 (0.77) | -2.902534 (1.19) | -2.903833 (-1.11) |
| AVSZ         | -2.903675 (0.05) | -2.903634 (0.09) | -2.903592 (0.13) | -2.903479 (0.24) | -2.903201 (0.52) | -2.903825 (-0.10) |

*Exact non relativistic: -2.903724*
where $g \equiv 0$.

Also, the exact on-top pair density can be estimated from the UEG through

$$n_{2}^{\text{UEG}}(\mathbf{r}) = (n(\mathbf{r}))^2 g_0(n(\mathbf{r})) \quad (50)$$

where $g_0(n)$ is the structure factor of the UEG at a given density $n$. Therefore, one can then find the value $\mu$ such that the two on-top pair density coincide

$$n_{2}^{\mu}(\mathbf{r}) = n_{2}^{\text{UEG}}(\mathbf{r})$$

$$\Leftrightarrow \mu_{\text{UEG}}(\mathbf{r}) = \log \left( 2 g_0(n(\mathbf{r})) \right) \left/ \sqrt{\pi} \right. \quad (51)$$

Then, one can define an average value of $\mu_{\text{UEG}}(\mathbf{r})$ over the HF density

$$\langle \mu_{\text{UEG}} \rangle = \frac{1}{N_e} \int d\mathbf{r} \mu_{\text{UEG}}(\mathbf{r}) n_{\text{HF}}(\mathbf{r}). \quad (52)$$

We report in Table II for different basis sets the error with respect to the exact ground state energy of $E_0^{\mu}(\langle \mu_{\text{UEG}} \rangle)$ for the isoelectronic series studied here. From these data, one can see that the MAD is sensibly the same than that with the $\langle \mu_c \rangle$ but with a MSD of opposite sign with respect to the latter. This correlates with the fact that the values of $\langle \mu_{\text{UEG}} \rangle$ are in general larger than that of $\langle \mu_c \rangle$, except for H. Because the MAD are essentially the same but that the MSD are of opposite sign, it means that there exists an optimal value of $\mu$ between $\langle \mu_c \rangle$ and $\langle \mu_{\text{UEG}} \rangle$ which might be optimal. Therefore, we propose to

Toulouse et. al.\textsuperscript{30} which was proportional to $1/\rho^{\mu \text{HF}}$ and found that it leads to values of $\mu$ that are too large and therefore do not lead to significant improvement of the basis set convergence.

Still with the aim of finding good values of $\mu$, we propose here the derivation of another approach based on the mapping of the on-top pair density of the UEG and a model built with the Jastrow factor defined by (11). Assuming a single Slater determinant ansatz for a Jastrow Slater wave function with a Jastrow factor defined in (11) and neglecting the corresponding normalization factor, the on-top pair density is

$$n_{2}^{\mu}(\mathbf{r}) = \frac{1}{2} (n(\mathbf{r}))^2 e^{-\frac{1}{2} \mathbf{r}^2 \nu_{\mu}}. \quad (49)$$

FIG. 5. Helium atom, radius $r = 0.5$ a.u.: approximation of the exact wave function $\Psi_{0}^{\mu}(\mathbf{r})$ and right eigenvector $\Phi_{\mu}^{\mu}(\mathbf{r})$ for $\mu = 0.3$ in the AVDZ and AVTZ basis sets (left) and AVQZ and AVSZ (right). Comparison with the FCI wave function in the same basis sets and the estimated exact wave function $\Psi_{0}^{\mu}(\mathbf{r})$.

FIG. 6. Helium atom, radius $r = 0.5$ a.u.: approximation of the exact wave function $\Psi_{0}^{\mu}(\mathbf{r})$ and right eigenvector $\Phi_{\mu}^{\mu}(\mathbf{r})$ for $\mu = 1.0$ in the AVDZ and AVTZ basis sets (left) and AVQZ and AVSZ (right). Comparison with the FCI wave function in the same basis sets and the estimated exact wave function $\Psi_{0}^{\mu}(\mathbf{r})$.
define the average between \( \langle \mu_{r_{12}} \rangle \) and \( \mu_{\text{UEG}} \)

\[
\langle \mu_{r_{12}} \rangle = \frac{\langle \mu_{r_{12}} \rangle + \langle \mu_{\text{UEG}} \rangle}{2},
\]

and the results obtained are represented in Table II. From this data, one can clearly see that \( \langle \mu_{r_{12}} \rangle \) gives a better MAD and MSD as it is below 1 mH from the double-zeta quality basis set and still improve when enlarging the basis set.

We can also compare the results obtained with \( \langle \mu_{r_{12}} \rangle \), \( \langle \mu_{r_{12}} \rangle \) and \( \mu_{\text{UEG}} \) to that obtained with the FROGG and \( \mu_{\text{FROGG}} \), which are also reported in Table II. From these data one can clearly observe several things: i) while for the quite diffuse systems as H\(^+\) and He, the energy obtained with the FROGG are of comparable quality that that with \( \langle \mu_{\text{UEG}} \rangle \), \( \langle \mu_{r_{12}} \rangle \) and \( \mu_{\text{UEG}} \), the situation deteriorates in a monotonic way from Li\(^+\) to Ne\(^{8+}\), ii) from Li\(^+\) to Ne\(^{8+}\), the FROGG converges from below the exact energies, and the larger the Z, the more pronounced is the error with respect to the exact ground state energy, especially in the double-zeta quality basis, iii) the results obtained with \( \mu_{\text{FROGG}} \) show a similar behaviour with respect to that of using the FROGG, iv) the MAD obtained with the FROGG is significantly higher, specially for the double-zeta quality, than that obtained with \( \langle \mu_{\text{UEG}} \rangle \), \( \langle \mu_{r_{12}} \rangle \) and \( \mu_{\text{UEG}} \). These results illustrate that the Jastrow factor must adapt to the typical length-scale of the system, and therefore shows the benefit of using an easily tunable Jastrow factor such as \( u(r_{12}, \mu) \).

V. THE GROUND STATE POTENTIAL ENERGY CURVE H\(_2\):

Having established in Sec II B the analytical form of \( \hat{H}[\mu] \) for a general molecular system, we apply here the new TC Hamiltonian \( \hat{H}[\mu] \) on the study of the ground state potential curve of H\(_2\). As in the study of the helium atom of Sec III, in a given basis set \( \mathcal{B} \) and for a given geometry, we use RHF molecular orbitals and the full flexibility is given to the eigenvectors \( |\Phi^0_{\mu}[\mu]\rangle \). We report in Figs 8 the difference with respect to the estimated exact ground state potential energy curve using several levels of calculations for the aug-cc-pVDZ and aug-cc-pVQZ basis sets. We do not report the values in the aug-cc-pVQZ because the FCI values are already near the CBS.

From the Figs 8, one can observe that i) all methods provide a near chemical accuracy from the AVTZ basis set, ii) the TC Hamiltonian obtained with the FROGG and that with \( \mu_{\text{FROGG}} \) provide very similar results, iii) the values obtained with \( \mu_{\text{UEG}} \) and \( \langle \mu_{r_{12}} \rangle \) provide very similar results and improve accuracy over the FROGG for the AVDZ basis set, iv) a value of \( \mu = 0.5 \) provides a good description in the AVDZ basis set while remaining above the exact energy in the AVTZ basis set, which is not the case for \( \mu = 0.3 \). It should also be noticed that when the system becomes strongly correlated (i.e. when the bond is stretched), the TC eigenvalues, whatever the Jastrow chosen, do not show any pathological behaviour.

VI. CONCLUSION

In the present paper, we derived a new form of Jastrow factor \( u(r_{12}, \mu) \) for the TC framework and performed the first numerical tests on a set of two electron atomic and molecular systems. In contrast to the FROGG introduced by Ten-No\(^{35}\) which was obtained as a linear combination of Gaussians from a least-square fit with a fixed weighting function, the analytical form of the new Jastrow factor proposed here has been derived from the analysis of the leading order terms in \( \frac{1}{r_{12}} \) of the general TC Hamiltonian, such that it mimics the long-range interaction erf(\( \mu_{r_{12}} \))/\( r_{12} \) used in the RS-DFT framework (see Sec. II A). The Jastrow factor \( u(r_{12}, \mu) \) resulting from such mathematical conditions naturally imposes the cusp and digs the Coulomb hole over a typical length scale tuned by a unique parameter \( \mu \): the smaller the \( \mu \), the broader and deeper is the Coulomb hole dug by \( u(r_{12}, \mu) \), and in the \( \mu \to \infty \) limit, \( u(r_{12}, \mu) = 0 \). The TC Hamiltonian \( \hat{H}[\mu] \) obtained from the similarity transformation of the usual Hamiltonian with \( u(r_{12}, \mu) \) is analytical and depends on a unique parameter \( \mu \). While varying \( \mu \), the physical content of \( \hat{H}[\mu] \) significantly changes: one can continuously change from a repulsive non divergent Hamiltonian at large \( \mu \), to a partially attractive Hamiltonian at intermediate values of \( \mu \), and eventually to a purely attractive Hamiltonian at small values of \( \mu \) (see Sec. II B). Also, in the \( \mu \to \infty \) limit one recovers the usual physical Hamiltonian, just as in RS-DFT.

The numerical investigation of the ground state of the helium atom indicates that for values of \( \mu \) ranging from 0.2 to 1.6 one
can strongly improve the convergence of the computed energies with respect to the basis set (see Sec. III). An investigation of the right eigenvectors in real space for different values of μ have shown interesting behaviour: while for μ = 1 the right-eigenvectors provide a depletion of the probability of finding electrons near r_{12} = 0, for μ = 0.3 one obtains an increase of such a probability. These different behaviours can be understood as the effective potential entering in the TC Hamiltonian becomes more and more attractive as μ lowers. Nevertheless, when the right eigenvectors are multiplied by the corresponding Jastrow factor, one obtains a very good approximation of the numerically exact ground state wave function (see Sec. III B). Also, we found a value of μ ~ 0.87 which provides a Jastrow factor very close to the FROGG, and which produces essentially the same eigenvalues than the FROGG, indicating that one can see the FROGG as a special case of the more flexible Jastrow factor u(r_{12, μ}).

In order to study the performance of the present approach on a broader set of two-electron systems, we investigated the ground state energy of the helium isoelectronic series from H^- to Ne^{8+} (see Sec. IV). As the density considerably vary among the isoelectronic series, we propose a very simple scheme to provide a value of μ which automatically adapts to the system, the value of which increases with the nuclear charge of the atom considered. The results obtained for this system-dependent value of μ are found to be very accurate as the MAD with respect to the exact ground state energies over this isoelectronic series in double-zeta quality is about 1 mH and keeps lowering while improving the quality of the basis set. In contrast, the MAD obtained with the FROGG is much higher: it is of about 7 mH in the double-zeta quality basis set, which isoelectronic series in double-zeta quality is about 1 mH and keeps lowering while improving the quality of the basis set. In contrast, the MAD obtained with the FROGG is much higher: it is of about 7 mH in the double-zeta quality basis set, which...
we show that the present scheme provides an improvement of the convergence of the energy over the whole potential energy curve.

The perspective of this work are mainly to study more realistic systems which will includes the expensive three-body terms, and to explore the possibility of having a value of $\mu$ varying in space.
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FIG. 8. H$_2$ molecule: Error (in m a.u.) with respect to the estimated exact ground state energy for the aug-cc-pVDZ and aug-cc-pVTZ basis sets (AVDZ, AVTZ, respectively) as a function of the internuclear distance for different values of $\mu$, and comparison with FCI. $R_{eq}$ refers to the equilibrium distance of 1.401 a.u., and the estimated exact non relativistic potential energy curve was taken from Ref. 81.
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IX. APPENDIX

A. Analytical form for the operator $\hat{K}(r_1, r_2, \mu)$

To compute the operators $\hat{K}(r_1, r_2, \mu)$ one needs to compute first the gradient of $u(r_{12}, \mu)$ with respect to $r_1$ which reads

$$\nabla_1 u(r_{12}, \mu) = \frac{1 - \text{erf}(\mu r_{12})}{2r_{12}} (r_1 - r_2).$$

(54)
Then, the term \((\nabla_1 u(r_{12}, \mu))^2 + (\nabla_2 u(r_{12}, \mu))^2\) is simply
\[
(\nabla_1 u(r_{12}, \mu))^2 + (\nabla_2 u(r_{12}, \mu))^2 = \left(1 - \text{erf}(\mu r_{12}) \right)^2, \tag{55}
\]
The non hermitian operators in \(K(r_1, r_2, \mu)\) contains
\[
\nabla_1 u(r_{12}, \mu) \cdot \nabla_1 = \frac{1 - \text{erf}(\mu r_{12})}{2r_{12}} \left((x_1 - x_2) \frac{\partial}{\partial x_1} + (y_1 - y_2) \frac{\partial}{\partial y_1} + (z_1 - z_2) \frac{\partial}{\partial z_1}\right), \tag{56}
\]
and as \(\nabla_1 u(r_{12}, \mu) = -\nabla_2 u(r_{12}, \mu)\), the total non hermitian operator in \(K(r_1, r_2, \mu)\) can be written as
\[
\nabla_1 u(r_{12}, \mu) \cdot \nabla_1 + \nabla_2 u(r_{12}, \mu) \cdot \nabla_2 = \frac{1 - \text{erf}(\mu r_{12})}{2r_{12}} \left((x_1 - x_2) \frac{\partial}{\partial x_1} - (y_1 - y_2) \frac{\partial}{\partial y_1} + \frac{z_1 - z_2}{2} \frac{\partial}{\partial z_1}\right), \tag{57}
\]
One can notice that the form of Eq. (57) provides an explicit form to compute analytical integrals with Gaussian types functions. Nevertheless, one can notice that as
\[
\frac{\partial}{\partial r_{12}} = \frac{1}{2} \left( \frac{\partial}{\partial x_1} - \frac{\partial}{\partial x_2} \right), \tag{58}
\]
one can write
\[
\nabla_1 u(r_{12}, \mu) \cdot \nabla_1 + \nabla_2 u(r_{12}, \mu) \cdot \nabla_2 = \frac{1 - \text{erf}(\mu r_{12})}{r_{12}} \left((r_1 - r_2) \cdot \nabla_{r_{12}} \right), \tag{59}
\]
Then, introducing the spherical coordinate system for \(r_1 - r_2\) in terms of \(e_\theta = \frac{r_1 - r_2}{r_{12}}\) and the angle \( \theta \) and \( \phi \), one can write
\[
\nabla_{r_{12}} = \frac{\partial}{\partial r_{12}} e_\theta + \frac{1}{r_{12}} \frac{\partial}{\partial \theta} e_\theta + \frac{1}{r_{12} \sin(\theta)} \frac{\partial}{\partial \phi} e_\phi, \tag{60}
\]
and as \(r_1 - r_2 = r_{12} e_\theta\) one obtains
\[
(r_1 - r_2) \cdot \nabla_{r_{12}} = r_{12} \frac{\partial}{\partial r_{12}}, \tag{61}
\]
Therefore
\[
\nabla_1 u(r_{12}, \mu) \cdot \nabla_1 + \nabla_2 u(r_{12}, \mu) \cdot \nabla_2 = \left(1 - \text{erf}(\mu r_{12}) \right) \frac{\partial}{\partial r_{12}}, \tag{62}
\]
which is a more compact expression than Eq. (57).

The computation of the Laplacian reads
\[
\Delta_1 u(r_{12}, \mu) + \Delta_2 u(r_{12}, \mu) = 2 \left(1 - \text{erf}(\mu r_{12}) \right) \frac{\mu}{r_{12}} e^{-(\mu r_{12})^2}, \tag{63}
\]

\textbf{B. Computation of integrals involving} \(\hat{K}(r_1, r_2)\)

The only integrals involved of \(\hat{K}(r_1, r_2)\) over Gaussian functions which are not analytical are of the types
\[
v_{ij}^{kl} = \int dr_1 dr_2 \phi_i(r_1) \phi_j(r_2) (g(r_{12}, \mu))^2 \phi_k(r_1) \phi_l(r_2), \tag{64}
\]
with
\[
g(x, \mu) = \text{erf}(\mu x) - 1. \tag{65}
\]
To make integrals analytical, we first fit the function \(\text{erfc}(x)\) with a simple Slater-Gaussian function
\[
\text{erfc}(x) \approx h(x, \alpha, \beta, c) \tag{66}
\]
with
\[
h(x, \alpha, \beta, c) = e^{-\alpha x - \beta x^2} \tag{67}
\]
and \(\alpha = 1.09529\) and \(\beta = 0.756023\). Then, by posing \(y = \mu x\), one obtains
\[
g(x, \mu) \approx e^{-\alpha \mu x - \beta \mu x^2} = h(x, \alpha \mu, \beta \mu^2). \tag{68}
\]
Therefore, one can fit \(g(x)\) as
\[
g(x, \mu) = \left(1 - \text{erf}(\mu x) \right)^2 = \left(e^{-\alpha \mu x - \beta \mu x^2} \right)^2 \tag{69}
\]
\[
\approx e^{-2\alpha \mu x - 2\beta \mu^2 x^2} = h(x, 2\alpha \mu, 2\beta \mu^2).
\]
Then we fit the Slater function as a linear combination of Gaussians
\[
e^{-X} = \sum_{m=1}^{N_s} c_m e^{-c_m X^2}. \tag{70}
\]
In the present work, we use \(N_s = 20\) and the \(\{c_m, \zeta_m\}\) parameters are reported in Table IX B. By posing \(X = \gamma x\) one can fit any Slater function as
\[
e^{-\gamma X} = \sum_{m=1}^{N_s} c_m e^{-c_m \gamma^2 x^2}. \tag{71}
\]
Eventually, the function \(g(x, \mu)\) is obtained as a linear combination of Gaussian
\[
g(x, \mu)^2 \approx \sum_{m=1}^{N_s} c_m e^{-2\mu^2 (2\alpha \zeta_m + \beta x)^2}, \tag{72}
\]
which makes then the integrals analytical
\[
v_{ij}^{kl} \approx \sum_{m=1}^{N_s} \int dr_1 dr_2 \phi_i(r_1) \phi_j(r_2) e^{-2\mu^2 (2\alpha \zeta_m + \beta x)^2} \phi_k(r_1) \phi_l(r_2). \tag{73}
\]
All numerical tests performed for \(\mu > 0.1\) show that this fit is highly accurate.
We need to compute the following integral

$$\langle \phi_i \phi_j \phi_m | \tilde{L}_1^2 | \mathbf{r}_1, \mathbf{r}_2, \mathbf{r}_3, \mu \rangle \phi_\eta \phi_\eta$$

$$= \int \mathcal{D} \mathbf{r}_1 \mathcal{D} \mathbf{r}_2 \mathcal{D} \mathbf{r}_3 \phi_i(r_1) \phi_j(r_2) \phi_m(r_3) w_\mu(r_{12}) w_\mu(r_{13})$$

(79)

If we define the following function

$$W_{mn}(\mathbf{r}) = \int \mathcal{D} \mathbf{r}' \phi_m(\mathbf{r}') \phi_n(\mathbf{r}'') w_\mu(\mathbf{r} - \mathbf{r}')$$

(80)

it can be calculated easily by

$$W_{mn}(\mathbf{r}) = x w_{mn}(\mathbf{r}) - w_{mn}^x(\mathbf{r})$$

(81)

and

$$w_{mn}(\mathbf{r}) = \int \mathcal{D} \mathbf{r}' \phi_m(\mathbf{r}') \phi_n(\mathbf{r}'') w_\mu(\mathbf{r} - \mathbf{r}')$$

(82)

which are analytical integrals. Then, one can rewrite the matrix element of Eq. (79) as

$$\langle \phi_i \phi_j \phi_m | \tilde{L}_1^2 | \mathbf{r}_1, \mathbf{r}_2, \mathbf{r}_3, \mu \rangle \phi_\eta \phi_\eta$$

$$= \int \mathcal{D} \mathbf{r} \phi_\eta(r) W_{mn}(\mathbf{r}) W_{mn}^x(\mathbf{r})$$

(83)

Therefore, the matrix element of the $\tilde{L}_1$ is simply

$$\langle \phi_i \phi_j \phi_m | \tilde{L}_1 | \mathbf{r}_1, \mathbf{r}_2, \mathbf{r}_3, \mu \rangle \phi_\eta \phi_\eta$$

$$= \int \mathcal{D} \mathbf{r} \phi_\eta(r) \left[ W_{mn}(\mathbf{r}) W_{mn}^x(\mathbf{r}) + W_{mn}(\mathbf{r}) W_{mn}^z(\mathbf{r}) + W_{mn}^z(\mathbf{r}) W_{mn}^x(\mathbf{r}) \right]$$

(85)

which can be numerically evaluated easily. The total matrix element of the full operator is then

$$\langle \phi_i \phi_j \phi_m | \tilde{L}_1 \mathbf{r}_1, \mathbf{r}_2, \mathbf{r}_3, \mu \rangle \phi_\eta \phi_\eta$$

$$= \int \mathcal{D} \mathbf{r} \phi_\eta(r) \left[ W_{mn}(\mathbf{r}) W_{mn}^x(\mathbf{r}) + W_{mn}(\mathbf{r}) W_{mn}^y(\mathbf{r}) + W_{mn}(\mathbf{r}) W_{mn}^z(\mathbf{r}) \right]$$

$$+ \int \mathcal{D} \mathbf{r} \phi_\eta(r) \left[ W_{mn}(\mathbf{r}) W_{mn}^x(\mathbf{r}) + W_{mn}(\mathbf{r}) W_{mn}^y(\mathbf{r}) + W_{mn}(\mathbf{r}) W_{mn}^z(\mathbf{r}) \right]$$

(86)

which can be computed on the fly through a simple numerical integration.

D. $r_{12} \to 0$ limits for different forms of Hamiltonians and related cusp conditions

Having established the analytical form of the transcorrelated Hamiltonian $\tilde{H}[\alpha]$ for a general Jastrow factor $\alpha(r_{12})$ in the case of the helium atom in Sec. II A 1, one can then study...
the behaviour of $\tilde{H}[u]$ when $r_{12} \rightarrow 0$ and compare it to two other types of Hamiltonian: the usual physical Hamiltonian and that entering the RS-DFT framework. The analysis of the $r_{12} \rightarrow 0$ behaviour leads to the different condition that the eigenvectors of such operators must fulfill. It should be noticed that, although it was established in the case of the helium atom, the leading order analysis of the $r_{12} \rightarrow 0$ limit that will be carried out in that section are valid for a general $N$ electron system. For the sake of simplicity of the notations we focus on the ground state of these operators but the arguments are valid for any bounded eigenvectors.

In the case of the usual Hamiltonian, the exact ground state wave function $\Psi_{0}^{\rm ex}$ must satisfy the Schrödinger equation in real space

$$H\Psi_{0}^{\rm ex}(r_1, r_2) = E_{0}\Psi_{0}^{\rm ex}(r_1, r_2), \quad \forall (r_1, r_2). \quad (87)$$

When looking at $r_{12} \approx 0$, all terms multiplying $1/r_{12}$ in $H\Psi_{0}^{\rm ex}(r_1, r_2)$ must remain finite, which, according to Eq. (2), translates into

$$\lim_{r_{12} \rightarrow 0} \left( \frac{2}{r_{12}} \frac{\partial}{\partial r_{12}} - \frac{1}{r_{12}} \right) \Psi_{0}^{\rm ex}(r_1, r_2) = c, \quad c < \infty \quad (88)$$

or equivalently by multiplying Eq. (88) by $r_{12}$

$$\lim_{r_{12} \rightarrow 0} \left( \frac{2}{r_{12}} \frac{\partial}{\partial r_{12}} - \Psi_{0}^{\rm ex}(r_1, r_2) \right) = 0, \quad (89)$$

which translates into the famous cusp condition for antiparallel spins of Kato$^9$

$$\frac{\partial \Psi_{0}^{\rm ex}(r_1, r_2)}{\partial r_{12}} \bigg|_{r_{12}=0} = \frac{1}{2} \Psi_{0}^{\rm ex}(r_1 = 0). \quad (90)$$

Regarding now the similarity transformed Hamiltonians, the exact ground state eigenvector must also satisfy an eigenvalue equation in real-space,

$$\tilde{H}[u] \Phi_{0}^{\rm ex}(r_1, r_2) = E_{0} \Phi_{0}^{\rm ex}(r_1, r_2), \quad \forall (r_1, r_2). \quad (91)$$

Similarly to Eq. (88), when looking at $r_{12} \approx 0$, the terms multiplying $1/r_{12}$ in $\tilde{H}[u] \Phi_{0}^{\rm ex}(r_1, r_2)$ must remain finite, which involves also the term $\tilde{W}[u]$ in $H[u]$ (see Eq. (7)). Therefore, imposing the finiteness of the limit $r_{12} \rightarrow 0$ of Eq. (91) translates into

$$\lim_{r_{12} \rightarrow 0} \left( \frac{2}{r_{12}} \frac{\partial}{\partial r_{12}} - \frac{1}{r_{12}} \left[ 1 - 2 \frac{\partial u(r_{12})}{\partial r_{12}} \right] \right) \Phi_{0}^{\rm ex}(r_1, r_2) = c, \quad c < \infty. \quad (92)$$

Then, the term $\frac{1}{r_{12}} \left[ 1 - 2 \frac{\partial u(r_{12})}{\partial r_{12}} \right]$ in Eq. (92) looks like an effective electron-electron interaction induced by the presence of the Jastrow factor in $\tilde{H}[u]$. Therefore, as long as one imposes that

$$\frac{\partial u(r_{12})}{\partial r_{12}} \bigg|_{r_{12}=0} = \frac{1}{2}, \quad (93)$$

which is nothing but the cusp condition for the Jastrow factor $u(r_{12})$, the scalar term proportional to $1/r_{12}$ in Eq. (92) vanishes at $r_{12} = 0$, and then one obtains a non-divergent effective electron-electron interaction. Within the condition of Eq. (93), a sufficient condition for $\Phi_{0}^{\rm ex}(r_1, r_2)$ to fulfill the general condition of Eq. (92) is

$$\frac{\partial \Phi_{0}^{\rm ex}(r_1, r_2)}{\partial r_{12}} \bigg|_{r_{12}=0} = 0, \quad (94)$$

which implies that as long as the Jastrow factor contains the cusp conditions, the eigenfunction of $\tilde{H}[u]$ is cuspless. For instance, a simple Jastrow factor of the form $u(r_{12}) = \xi r_{12}$ releases $\Phi_{0}^{\rm ex}(r_1, r_2)$ from the constraint of fulfilling the cusp condition, and produces a non diverging effective potential for the TC Hamiltonian.

Another form of effective Hamiltonians leading to cuspless eigenfunctions are those obtained from RS-DFT where the Coulomb interaction $1/r_{12}$ is split into a non-divergent long-range interaction $\text{erf}(\mu r_{12})/r_{12}$ and a complementary short-range interaction $\text{erfc}(\mu r_{12})/r_{12}$, where $\text{erf}(x)$ and $\text{erfc}(x)$ are the error and complementary error functions, respectively. The parameter which controls such a splitting is the so-called range separation parameter $\mu$: RS-DFT reduces the usual WFT when $\mu \rightarrow \infty$, and $\mu \rightarrow 0$ it gives back the usual Kohn-Sham theory. In practice, RS-DFT introduces a self-consistent Schrödinger-like equation which must be fulfilled by an effective wave function $\Psi^\mu$. Applied to a two electron system and looking in regions where $r_{12} \approx 0$, the leading terms of the self-consistent Schrödinger-like equation of RS-DFT reads

$$\lim_{r_{12} \rightarrow 0} \left( \frac{2}{r_{12}} \frac{\partial}{\partial r_{12}} - \frac{\text{erf}(\mu r_{12})}{r_{12}} \right) \Psi^\mu(r_1, r_2) = c, \quad c < \infty, \quad (95)$$

and as

$$\lim_{r_{12} \rightarrow 0} \frac{\text{erf}(\mu r_{12})}{r_{12}} = \frac{2\mu}{\sqrt{\pi}}, \quad (96)$$

one obtains that

$$\frac{\partial \Psi^\mu(r_1, r_2)}{\partial r_{12}} \bigg|_{r_{12}=0} = 0, \quad (97)$$

which means that the wave functions $\Psi^\mu$, just as $\Phi_{0}^{\rm ex}$ are cuspless, because they deal with an effective non-divergent interaction.

Therefore, one can see that there is a similarity between the eigenvectors of RS-DFT and of the transcorrelated Hamiltonian: they are both cuspless as they originate from non divergent Hamiltonians.

E. Large $\mu$ limit of $\tilde{H}[u]$

As mentioned in Sec. II B 2, one must recover the usual physical Hamiltonian in the large $\mu$ limit. Nevertheless, one can notice that

$$\lim_{\mu \rightarrow \infty} \tilde{W}_x(r_{12}) = \frac{1}{r_{12}} + \delta(r_{12}) \quad (98)$$

with

$$\delta(x) = \lim_{\mu \rightarrow \infty} \frac{\mu}{\sqrt{\pi}} e^{-\mu x^2}, \quad (99)$$
being the Dirac distribution. Therefore, one could be tempted to write that

$$\lim_{\mu \to \infty} H[\mu] = H + \delta(r_{12}),$$  \hspace{1cm} (100)$$

which seems to contradict the intuitive limit of Eq. (32).

Nevertheless, as Eq. (100) deals with operators, the equality must be considered in the sense of distributions. Therefore, considering a generic bounded square integrable wave function $\psi(r_1, \ldots, r_N)$ yielding to an integrable pair density $n_2(r_1, r_2)$, the equality between $H[\mu]$ and $H$ is, in the sense of distributions, defined by the following equality

$$\langle \psi | H | \psi \rangle = \lim_{\mu \to \infty} \langle \psi | H[\mu] | \psi \rangle \ \Rightarrow \ H = H[\mu],$$  \hspace{1cm} (101)$$

and considering the limit for of $H[\mu]$ (see Eq. (100)), it implies that

$$\int \mathrm{d}r_1 \mathrm{d}r_2 n_2(r_1, r_2) \delta(r_{12}) = 0. \hspace{1cm} (102)$$

To intuitively show Eq. (102), one can perform a series of change of variable $(r_1, r_2) \to (r_{12}, \frac{1}{2}(r_1 + r_2))$ and then use the spherical coordinates for $r_{12}$

$$\int \mathrm{d}r_1 \mathrm{d}r_2 n_2(r_1, r_2) \delta(r_{12}) = \int \mathrm{d}r_{12} n_2(r_{12}) \delta(r_{12}) r_{12} \delta(r_{12}) \hspace{1cm} (103)$$

where $n_2(x)$ is the function $n_2(r_1, r_2)$ integrated over $(r_1, r_2)$ with the constraint that $|r_1 - r_2| = x$. As the pair density $n_2(r_1, r_2)$ remains finite and is integrable, the function $n_2(x)$ cannot diverge faster than $\frac{1}{x}$ when $x \to 0$ and therefore one obtains that

$$\int \mathrm{d}r_{12} n_2(r_{12}) \delta(r_{12}) r_{12} = 0, \hspace{1cm} (104)$$

which implies Eq. (32).

1. F. Bender and E. R. Davidson, Phys. Rev. 183, 23 (1969).
2. B. Huron, J. Malrieu, and P. Rancurel, J. Chem. Phys. 58, 5745 (1973).
3. R. J. Buenker and S. D. Peyerimhoff, Theor. Chim. Acta 35, 33 (1974).
4. R. J. Buenker, S. D. Peyerimhoff, and P. J. Bruna, Comp. Theor. Org. Chem. (Reidel, Dordrecht, 1981) p. 55.
5. S. Evangelisti, J.-P. Daudey, and J.-P. Malrieu, Chemical Physics 75, 91 (1983).
6. R. J. Harrison, The Journal of Chemical Physics 94, 5021 (1991).
7. C. Angeli, R. Cimiraglia, M. Persico, and A. Tonioni, Theo. Chem. Acc. 98, 57 (1997).
8. C. Angeli and M. Persico, Theor. Chem. Acc. 98, 117 (1997).
9. E. Giner, A. Scemama, and M. Caffarel, Can. J. Chem. 91, 879 (2013).
10. E. Giner, A. Scemama, and M. Caffarel, J. Chem. Phys. 142, 044115 (2015).
11. S. Sharma, A. A. Holmes, G. Jeanmairet, A. Alavi, and C. J. Umrigar, J. Chem. Theory Comput. 13, 1595 (2017).
12. G. H. Booth, A. J. W. Thom, and A. Alavi, J. Chem. Phys. 131 (2009).
13. G. H. Booth and A. Alavi, J. Chem. Phys. 132, 174104 (2010).
14. G. H. Booth, D. Cleland, A. J. W. Thom, and A. Alavi, J. Chem. Phys. 135, 084104 (2011).
15. K. Ghanem, A. Y. Lozovoi, and A. Alavi, The Journal of Chemical Physics 151, 224108 (2019), https://doi.org/10.1063/1.5134006.
16. E. Vitale, A. Alavi, and D. Kats, Journal of Chemical Theory and Computation 16, 5621 (2020), pMID: 32786911, https://doi.org/10.1021/acs.jctc.0c00470.
H. Luo, J. Chem. Phys. 133, 154109 (2010).

H. Luo, The Journal of Chemical Physics 135, 024109 (2011), https://doi.org/10.1063/1.3607990.

T. Yanai and T. Shiozaki, J. Chem. Phys. 136, 084107 (2012).

E. Neuscamman, T. Yanai, and G. K.-L. Chan, International Reviews in Physical Chemistry 29, 231 (2010), https://doi.org/10.1080/0144251003620540.

M. Motta, T. P. Gujarati, J. E. Rice, A. Kumar, C. Masteran, J. A. Latone, E. Lee, E. F. Valeev, and T. Y. Takeshita, Phys. Chem. Chem. Phys. 22, 24270 (2020).

M. Ochi, K. Sodeyama, R. Sakuma, and S. Tsuneyuki, J. Chem. Phys. 136, 094108 (2012).

M. Ochi and S. Tsuneyuki, J. Chem. Theory Comput. 10, 4098 (2014).

M. Ochi and S. Tsuneyuki, Chem. Phys. Lett. 621, 177 (2015).

M. Ochi, Y. Yamamoto, R. Arita, and S. Tsuneyuki, J. Chem. Phys. 144, 104109 (2016).

Y. Imamura and G. E. Scuseria, J. Chem. Phys. 118, 2464 (2003).

N. Umezawa, J. Chem. Phys. 147, 104104 (2017).

A. J. Cohen, H. Luo, K. Guther, W. Dobrazut, D. P. Tew, and A. Alavi, The Journal of Chemical Physics 151, 061101 (2019), https://doi.org/10.1063/1.5116024.

E. A. Hylleraas (Academic Press, 1964) pp. 1 – 33.

Y. Garniron, K. Gasperich, T. Applencourt, A. Benali, A. Ferté, J. Paquier, B. Pradines, R. Assaraf, P. Reinhardt, J. Toulouse, P. Barbaresco, N. Renon, G. David, J. P. Malrieu, M. Véril, M. Caffarel, P. F. Loos, E. Giner, and A. Scemama, J. Chem. Theory Comput. 15, 3591 (2019).

E. R. Davidson, S. A. Hagstrom, S. J. Chakravorty, V. M. Umar, and C. F. Fischer, Phys. Rev. A 44, 7071 (1991).

G. C. Lie and E. Clementi, J. Chem. Phys. 60, 1275 (1974).