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Abstract
This chapter describes several procedures used to prepare fMRI data for statistical analyses. It includes the description of common preprocessing steps, such as spatial realignment, coregistration, and spatial normalization, aimed at the spatial alignment of all fMRI data within- and between-subjects, as well as several denoising procedures aimed at minimizing the impact of common noise sources, including physiological and residual subject motion effects, on the BOLD signal time series. The chapter ends with a description of quality control procedures recommended for detecting potential problems in the fMRI data and evaluating its suitability for subsequent statistical analyses.
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1. Introduction
Blood oxygenation level dependent (BOLD) signal fluctuations reflecting underlying neuronal activation, commonly the focus of statistical analyses of fMRI data, are shadowed by an abundance of other additional, often artifactual, sources of BOLD signal variability. Without careful control of these additional sources, statistical analyses of fMRI data would be drowned in noise, leading to analyses with limited power and low replicability.

Many of these additional factors affecting the BOLD signal are well known. They include subject motion in the scanner, spatial misalignment caused by scanner imprecisions or differences in subjects’ anatomy, temporal fluctuations related to cardiac and respiratory cycles, acquisition time differences between individual slices, and thermal and drift noise from the scanner, among others, and they can have a considerable impact on both spatial and temporal properties of the fMRI data.

This chapter describes the steps typically involved in preparing fMRI data for statistical analyses, focusing on removing or minimizing these well-known sources of variability from the BOLD signal and identifying potential problems in the data before proceeding to statistical analyses. The first section (preprocessing) describes initial processing steps focusing on the spatial properties of both the functional and anatomical images. Some of these steps act, for example, to identify and correct misalignment across these images caused by subject motion within the scanner, magnetic field inhomogeneities, or by anatomical differences between subjects. The second section (denoising) focuses on the temporal domain of the BOLD signal. It describes additional processing steps acting to identify and remove remaining sources of temporal variability in the BOLD signal, such as cardiac, respiratory and other physiological factors, or residual effects caused by subject motion. The last section (quality control) describes common procedures used to detect potential problems in the fMRI data or in any of the preprocessing and denoising steps, and ultimately evaluate the suitability of the resulting data for subsequent statistical analyses.
2. Preprocessing

Each functional run in the scanner consists of a series of 3D images or scans acquired sequentially, typically with a fixed sample rate in the order of 1 Hz, and lasting for a few minutes. Each image is organized as a three-dimensional volume encoding the BOLD signal sampled at a uniform array of individual voxels (three-dimensional pixels) covering a typically-fixed region of space inside the scanner. The dimensionality of the fMRI data from a single functional run normally consists of several hundred thousand voxels each scanned at several hundred timepoints.

Initial preprocessing steps focus on intrasubject coregistration, compensating for a subject’s head motion across different scans, and intersubject coregistration, the alignment of all of the subjects’ brains in a way that preserves their main common anatomical features. Correction of other scanner-related artifacts, such as those produced by inhomogeneities in the magnetic field, or differences in the time of acquisition of individual slices, are often also addressed during these initial preprocessing steps, either jointly or separately from the above procedures.

2.1 Susceptibility Distortion Correction (SDC)

Differences in magnetic susceptibility across diverse tissue classes alter the precise homogeneity of the MR scanner field once a subject is introduced in the scanner. These inhomogeneities are stronger in areas close to tissue-air boundaries and produce both spatial distortions as well as signal dropout in the fMRI data. These effects are readily evident in many EPI images, for example, in inferior areas of the frontal lobe close to the nasal sinus. Spatial distortions arising from field inhomogeneities are particularly problematic along the phase-encoding direction (often the anterio-posterior direction, or AP) in an EPI sequence, and they have no significant effects on other spatial directions in an EPI sequence or on other acquisition sequences (e.g. T1-weighted used for anatomical scans).

While there has been some work toward methods that allow a purely data-driven correction of these spatial distortions [1], most current approaches rely on the acquisition of a separate scan attempting to quantify the precise distortions in the magnetic field within the scanner [2-3]. This separate fieldmap acquisition is performed prior to the fMRI runs. One approach relies on the acquisition of two sequential images acquired with different echo times, where by analyzing the phase difference between the two images a voxel-displacement map characterizing the magnitude and direction of the expected spatial distortions can be constructed. Another approach relies on the acquisition of two images acquired with opposite phase encoding directions (e.g. AP/PA), where the expected distortions can be quantified by comparing the opposite spatial deformations present in these two images (see Figure 1).
Once a voxel-displacement map is estimated, functional images can be spatially warped to recover the undistorted geometry. For a more efficient correction this warping can be performed simultaneously during realignment (see motion correction section below) to better account for expected changes in the magnitude of these distortions as the subject’s head moves during the scanning session.

2.2 Motion Correction

Subject motion in the scanner produces large fluctuations in the BOLD signal. Part of those fluctuations are simply due to the average BOLD signal intensity being quite different across different areas and across different tissue classes, so even small movements translate to relatively large changes as the signal time series at any given voxel is being sampled from different locations in the brain.

Considering that the brain is relatively rigid, a first-order correction of motion-induced changes in fMRI data can be achieved in two steps, in a process often referred to as realignment or intramodality coregistration. In the first step, the functional data are analyzed to estimate how exactly a subject moved in the scanner, for example by comparing the images acquired at each individual timepoint $I_n$ to the first image or other common reference image $I_0$ [4]. A rigid-body transformation matrix $M_n$ can be used to uniquely characterize the motion between these two images. This transformation matrix is encoded as a 4x4 matrix that maps 3D voxel coordinates $x_0$ in the reference image to the 3D voxel coordinates $x_n$ in the n-th image:

$$[x_n] = M_n \cdot [x_0]$$

in a way that minimizes some measure of dissimilarity between the two images, e.g.:

$$\min_{M_n} \sum_{x_0} |I_n(x_n) - I_0(x_0)|^2$$

For simplicity, rigid-body transformation matrices $M_n$ characterizing subject motion across time are usually represented by a series of six parameters, three representing translations and three representing rotations along each axis. Unfortunately, these reduced representations are not uniquely defined. Different software
packages use different conventions for their definition. For example, SPM [5] and CONN [6] use rotations around the point with (0,0,0) world-space coordinates, where rotations are represented in radians and applied sequentially in the order Z-Y-X, while FSL [7], AFNI [8], or fMRIPrep [9] use each different definitions of the center of rotation, units, and order of application of the different rotations. This disparity results in different sets of reduced motion parameters for the same data, as well as motion parameters that depend on the data’s original orientation, so reduced representations of rotation and translation parameters, while widely used to characterize subject motion, should always be interpreted with care.

Once the subject motion in the scanner has been estimated, the second step is simply to apply an opposite rigid-body transformation to the fMRI images at each timepoint to counteract those movements, effectively coregistering all scans of a subject to a common reference. Most modern imaging file formats, such as NIFTI or ANALYZE, allow separate encoding of the raw imaging data from the information regarding the orientation of these data. The orientation of an image is encoded by an affine voxel-to-world matrix $T_n$ (see Figure 2), characterizing the transformation from 3D indices $i$ of a voxel in this image to the position $x$ of that same voxel in the world in a conventional reference frame (e.g. with x/y/z coordinates in mm units and encoding left-to-right, anterior-to-posterior, and inferior-to-superior directions of the head):

$$\begin{bmatrix} x_n \\ y_n \\ z_n \\ 1 \end{bmatrix} = T_n \cdot \begin{bmatrix} i_n \\ j_n \\ k_n \\ 1 \end{bmatrix}$$

In these cases, once the subject motion has been estimated, coregistration of the images can be accomplished without the need to interpolate the functional data simply by modifying the voxel-to-world matrices $T_n$ to include the necessary subject-motion correction:

$$T_n^* = M_n^{-1} \cdot T_n$$

![Fig. 2 Schematic of affine map between voxel indices in a 3D volume (right) and 3D world coordinates (left), characterizing the position and orientation of the brain in a standard reference frame.](image)

Subject motion also interacts with susceptibility-induced distortions. In particular, the distribution of inhomogeneities in the scanner field created by the presence of the subject changes when the subject moves, altering the form of the resulting spatial distortions in functional images. To address this interaction, a first-order linear approximation to the changes in the magnetic field associated with subject motion is estimated from the functional images, which is then used to update the voxel-displacement map estimate and jointly correct susceptibility distortions and subject motion individually at each timepoint [10].
Despite these motion correction procedures a large number of residual effects of motion still remain in the BOLD time series. Among the largest factors that are not addressed by the motion-correction procedures described above are:

- Slice timing interactions: subject motion occurs at any point during the acquisition, so it can affect different slices of the functional data differently, depending on when exactly those slices were acquired (see Slice Timing Correction section below). This causes images to change with motion in a way that cannot be simply represented by a rigid-body transformation. A more efficient correction would take into account the interaction between subject motion and other factors such as intrascan differences in slice acquisition times [11-12]

- Spin history effects: as a subject moves in the scanner, the exact location of the tissue that is excited by an individual slice RF pulse varies. The state of relaxation of the tissue when a new pulse arrives depends on the time between successive pulses, so if the tissue is not exactly aligned across successive acquisitions the magnetization state of the tissue will covary with motion, resulting in “spin history” effects that can last several scans [13-14].

- Nonrigid-body noise: motion correction can introduce motion-correlated BOLD signal artifacts when applied to noise sources that do not accompany head movements (e.g. Nyquist ghost artifacts)

- Algorithm inaccuracies: inaccuracies in the estimation of subject motion parameters, as well as edge effects and inaccuracies when resampling the functional data [15], can result not only in a failure to fully remove the modeled motion-related artifacts, but they can also potentially introduce motion-correlated noise in the BOLD signal.

### 2.3 Slice Timing Correction (STC)

In a typical continuous functional acquisition, the BOLD signals from tissue within a single planar 2D slice are measured almost simultaneously using a fast sequence of RF pulses, and the measured electromagnetic signals at the scanner receiver coils are combined to create a single 2D image. These individual images, for example axial slices, are then stacked to form a 3D image, and the process is repeated at a fixed rate (e.g. repetition time TR = 2 s) to generate the complete fMRI data. This procedure results in slightly different acquisition times of the BOLD signal across different slices. The relative importance of correcting for interslice acquisition time differences depends on the type of planned statistical analysis of the fMRI data. For example, in an analysis of low-frequency fluctuations in the BOLD signal, interslice acquisition time differences may not be of great concern. On the other hand, in a fast event related design, where knowing the precise timing of each individual event is necessary, an appropriate STC may be crucial.

Interslice differences in acquisition times can be corrected posteriori by temporally shifting the BOLD time series at each voxel an amount counteracting the delay between the acquisition time of this voxel vs. that of a predefined reference slice. For example, Fourier-based algorithms resample the BOLD signal at the desired times using sinc-interpolation [16] (see Figure 3), where a fractional delay $\tau$ in a time series $f[n]$ would be corrected using a transformation of the form:

$$f^*[n] = f[n - \tau] \approx \frac{1}{N} \sum_{w=1}^{N} \sum_{m=1}^{N} f[m] e^{-j2\pi (w-(N/2))(m-n+\tau)/N}$$
Fig. 3 Example of sinc-interpolation (continuous red line) of BOLD discrete time series (black dots)

Temporal interpolation may be limited in cases where the TR is long or the acquisitions are sparsely sampled. It can also adversely extend the influence of individual outlier events on the BOLD signal. Rather than correcting the BOLD data directly, other approaches choose instead to model these delays directly during the statistical analysis, either explicitly taking into account the acquisition delay at each voxel or by including a general term (e.g. hemodynamic response function derivatives) that accommodates uncertainty in the precise timing of the events modeled [17].

The procedures used for motion correction and slice timing correction have conflicting assumptions. Motion correction estimation and resampling procedures consider motion at the level of the entire volume, treating motion as a rigid body transformation between volumes and disregarding timing differences between slices, while slice timing correction interpolation procedures assume that a voxel remains stationary, locked to the same location in the brain and disregarding potential motion between the scans. Since most imaging packages, including SPM, CONN, FSL, AFNI, and fMRIPrep, deal with these two sources separately, there is some debate regarding the optimal order of these two preprocessing steps [18]. In general, the recommendation is to first apply the procedure that is suspected to have resulted in larger distortions in the functional data, depending on a dataset sample or acquisition details. For example motion correction may be applied first in a study with large observed levels of subject motion, while STC may be applied first in a study with long TR.

2.4 Coregistration

Depending on the planned statistical analyses of fMRI data it may be convenient or necessary to combine information from different modalities. For example, a researcher may define regions of interest on the structural T1-weighted scan of a subject, where anatomical features are more clearly observable, and then wish to perform statistical analyses of EPI functional data at those same locations. As the subject may have moved between the two scans the same procedures used for motion correction are used to coregister the data from a subject across different modalities.

The main difference between realignment, or intramodality coregistration, and (intermodality) coregistration is that the latter procedures require more general measures of similarity/dissimilarity between the two images, as the relationship between the intensity values at the same anatomical location in two different modalities will naturally be more complex than the relationship between two images of the same modality (see Figure 4). Information theoretical measures such as mutual information and entropy correlation can be used to measure the similarity between two images when the intensity profiles of the different tissue classes in these images may vary largely across the two different modalities or MR contrasts [19-22].
Some of the main difficulties or limitations in the effectiveness of intermodality coregistration arise from potentially large differences in noise or artifactual sources across the two modalities. For example, intensity nonuniformity artifacts in the images can negatively affect the quality of coregistration [23]. In addition, spatial distortions caused by inhomogeneities in the scanner field and discussed in the SDC section above, are specific to EPI images, not affecting other imaging modalities such as T1-weighted normally used to acquire anatomical scans. If these spatial distortions have not been properly corrected in the fMRI data, due for example to a lack of fieldmap scans, coregistration of functional and anatomical data will produce subpar results as the two images cannot be properly aligned using simple rigid-body or affine transformations.

2.5 Spatial normalization

Most statistical analyses of fMRI data require combining information from multiple subjects. To that end it is common to assume that there is some form of identity or one-to-one mapping between locations in the brain of different subjects in a way that is invariant to anatomical differences and different shapes and sizes of their brains and heads.

In subject-specific region of interest (ss-ROI) analyses, this mapping is implicitly characterized by one or several common areas that are delineated in the brain of each subject, using either anatomical landmarks or functional localizer tasks [24]. These ROIs then act as the basic units of statistical analyses, where the BOLD signal is first aggregated across all voxels within an ROI, and then combined across subjects. In this way, regions of interest provide a common reference with relatively lax assumptions about the precise spatial localization of function across diverse subjects.

In contrast, in voxel-level analyses individual voxels are the basic units of statistical analyses. Intersubject coregistration of individual voxels relies on spatial normalization, a procedure that warps each subject’s brain to match a common template or reference space, although the details of spatial normalization vary depending on whether voxel-level analyses are performed on the cortical surface or across the entire volume.

In surface-based analyses, where the statistical analyses focus only on voxels within the cortical surface of each subject, the mapping between locations in the brain of different subjects is explicitly characterized by matching anatomical features of each subject’s cortical surface to a common template [25-26]. The procedure is performed in two steps. First, points in the cortical surface of a subject are mapped to points on a spherical surface in a way that minimizes metric distortions, so that the distance between two points on the cortical surface is similar to the geodesic distance between the locations on the spherical surface where these points are mapped. A map representing this subject’s anatomical features (cortical curvature values, with negative values for points within cortical sulci and positive values for points within cortical gyra) is then projected to the spherical surface and warped to match a common template of these features.
in a standard space (e.g., fsaverage space). These two transformations combined provide a one-to-one mapping between points in each subject’s cortical surface and points on a reference surface coordinate system.

For voxel-level analyses encompassing the entire brain, the most common form of intersubject coregistration relies on warping brain images of each subject to match a common template in a standard reference space, such as MNI (Montreal Neurological Institute). In practice, a relatively large number of different matching algorithms and different templates are similarly considered to provide a transformation to a common MNI reference space, even if consistent differences remain between different procedures [27-29]. Template or reference images can be defined from an average of T1-weighted images similarly normalized, such as the ICBM template [30], or from similar average images for other modalities or MR contrasts [31]. More detailed templates, independent of image modality, can also be defined from a set of spatial probability maps of different tissue classes, such as gray matter, white matter, cerebrospinal fluid, soft-tissue, bone, and air [32] (see Figure 5).

![Fig. 5 Example of an axial slice T1-weighted template (left; ICBM 2009c nonlin asym), and a tissue probability map template (right; SPM IXI-549 TPM)](image)

Modern algorithms can simultaneously segment and normalize images from different modalities with the aid of tissue probability maps that represent the a priori likelihood of different tissue classes over each individual voxel in an image [32-33]. Warping algorithms have also evolved over time, with initial deformation models relying on a small set of basis functions, such as polynomials, discrete cosine, b-spline, or radial basis functions [34-39], while current deformation models [27-28,40] typically rely on some variation of the general framework of diffeomorphic transformations [41-42]. Under this framework deformations are defined by the continuous integration of smooth velocity fields, and the allowable extent of the deformation is effectively controlled by regularization terms during the optimization procedure. This ensures that the resulting transformations preserve the image topology [43], maintaining a one-to-one mapping between points in each subject’s brain and points in the target reference space.

Regarding the practical application of spatial normalization in the context of the analysis of fMRI data, there are two different strategies that are used to jointly normalize the anatomical and functional data, which are referred to as direct and indirect normalization, respectively. In a direct normalization procedure, the functional and anatomical data are each normalized separately. In contrast, in an indirect normalization procedure the functional and anatomical images are first coregistered, and then only the anatomical image is normalized, while the functional images are instead directly transformed using the same spatial transformation estimated from the anatomical data. While indirect normalization is faster, and it can potentially take advantage of the reduced noise, higher spatial resolution, or higher tissue contrast available
in T1-weighted anatomical scans to produce a more accurate functional normalization, in practice the quality of the results relies on the accuracy of the coregistration between the functional and anatomical images, which can be negatively affected by EPI susceptibility distortions (see the coregistration section above). The general recommendation is to use indirect normalization when high-quality fieldmaps are available and EPI susceptibility distortions can be accurately corrected, and use direct normalizations when fieldmaps are not available or when there are significant residual mismatches between functional and anatomical images, as the direct normalization of the functional data can serve to minimize some of those distortions [44].

2.6 Spatial smoothing

The last step when preprocessing fMRI data is to spatially smooth the functional images. Smoothing is implemented by a spatial convolution operation with a three-dimensional isotropic Gaussian kernel, and the amount of smoothing is controlled by the width of this kernel, often specified by its full width half maximum (FWHM) value (e.g. 8 mm).

Smoothing serves multiple purposes. First, it can be expected to increase the BOLD signal-to-noise ratio (SNR). A classical matched filter approach determines that an optimal spatial filter maximizing the BOLD signal SNR would have a spatial frequency response equal to the ratio between the energy of the expected BOLD response and that of the expected noise covariance. From that perspective, spatial smoothing is simply a matched filter optimized to detect BOLD responses that are relatively smooth, with the kernel FWHM value controlling the expected extent of these responses. Second, smoothing also increases the spatial covariance of the noise, which can lead on its own to increases in sensitivity of statistical analyses, as it acts to reduce the severity of the required corrections for multiple comparisons [45]. Finally, and perhaps most importantly, smoothing makes the results more robust to residual misalignments between the functional BOLD responses across different subjects. Because most current spatial normalization procedures focus on anatomical homogenization and there is no one-to-one correspondence between anatomy and function, considerable variability in the localization of functional responses across different subjects can be expected to remain. From that perspective, smoothing serves to increase the amount of overlap of functional responses across subjects, increasing the sensitivity of group-level analyses at the cost of reduced spatial specificity [46-48]. Approaches that accommodate natural variability in the spatial localization of function without sacrificing sensitivity or spatial specificity [47,49] offer potential alternatives as increases in the spatial resolution of fMRI data continue to challenge the assumption of a one-to-one mapping between anatomy and function.

3. Denoising

After the functional MRI data have been preprocessed, the BOLD signal still contains a considerable amount of variability associated with non-neural sources, such as thermal and drift noise from the scanner, residual effects from subject motion, and respiratory, cardiac, and other physiological effects [50-53]. Properly addressing these noise sources is a crucially important consideration before performing statistical analyses of fMRI data, as without this step the results of these analyses would be highly unreliable, and likely uninterpretable.

The effect of these noise sources on the statistical analysis of fMRI data depends largely on the type of analysis planned. In the analysis of task fMRI data, for example, if the presence of noise covaries with the task (e.g., a subject may move more during a rest condition compared to a demanding task condition) noise can result in increased false positives and reduced replicability, as task-related noise variability is confounded with genuine task-related BOLD responses [54-55]. Even if motion was independent of the task, spurious task correlations can still influence the results, as the magnitude of motion-related variance is often considerably larger than that of task-related variance. Last, even if motion was independent of the
task and there were no spurious task-correlations in the sample, the presence of noise would still act to increase the residual BOLD signal variability, reducing the power of the statistical analyses and limiting replicability. Noise can also affect the form of the spatial covariance of the residual BOLD signal, potentially affecting the validity of cluster-level statistics and other procedures that rely on a priori characterizations of this covariance [56]. Last, the presence or relative influence of some of these noise sources may vary from subject to subject (e.g., depending on their relative levels of motion), potentially affecting the validity of common statistical assumptions in group analyses such as homoscedasticity of the residual BOLD signal. In the context of functional connectivity analysis of fMRI data, the effects of noise are even more damaging, as noise sources are often highly correlated across different areas, biasing any measures of BOLD signal correlation between regions [57]. These biases ultimately increase the rate of false positives and challenge the validity of functional connectivity statistical analyses, as a shared noise source between two regions is confounded with genuine functional connectivity between them.

Denoising steps are aimed at directly removing or reducing the influence of these noise sources on the BOLD signal timeseries. They are performed either directly as additional processing steps applied to the functional data before statistical analyses (e.g., removing noise components from the functional data), or jointly as part of an explicit noise control strategy during the statistical analyses (e.g. entering additional noise covariates in a first-level general linear model analysis of task data). Denoising is often performed separately on each individual functional run or session, as it is assumed that the impact of different noise sources on the BOLD signal may vary between runs.

Most denoising steps start by defining one or several time series \( g_k[n] \) characterizing some potential noise sources. It is assumed that the BOLD timeseries \( f_m[n] \) at each individual voxel \( m \) will be contaminated by a linear combination of these noise sources, although individual voxels may naturally differ in how exactly different noise sources affect them. Under these assumptions the influence of each noise source on the BOLD signal can then be estimated and removed in a single step using multivariate linear regression:

\[
F' = F - G \cdot (G^t \cdot G)^{-1} \cdot G^t \cdot F
\]

where \( F \) is a scans-by-voxels matrix with values \( f_m[n] \), and \( G \) is a scans-by-sources matrix with values \( g_k[n] \). This step projects the BOLD timeseries into a subspace orthogonal to the noise components so that statistical analyses can then proceed within this subspace where the presence of noise is considerably reduced or eliminated.

**Fig. 6** Example image of noise matrix \( G \) defining noise sources across three different functional runs (block diagonal structure with three blocks, one per run). Each block contains 6 time series associated with subject motion,
a variable number of time series identifying potential outlier scans, and 6 additional time series associated with component-based correction components.

Alternatively, the noise matrix $G$ can also be directly used during the statistical analyses as an explicit control covariate of the BOLD timeseries, e.g., in a first-level general linear model of the form:

$$F = [X \ G] \cdot [\overline{\beta}] + \epsilon$$

where the effects $\overline{\beta}$ characterizing the association between a model design matrix $X$ and the functional data $F$ can be estimated while controlling for the influence of known noise components $G$. The two approaches can also be combined, for example by first denoising the functional data using a set of noise components $G$ and then entering the same matrix $G$ as a control covariate in the statistical analysis to allow it to correctly infer the effective degrees of freedom in the denoised data.

The next sections describe some of the most widely used forms of denoising fMRI data, including motion regression, scrubbing, component-based corrections, and filtering. Other popular forms of denoising that require additional measurements, such as RETROICOR which uses respiratory and cardiac signals recorded during the scanner to address physiological noise sources [58], or ME-ICA which requires a multi-echo EPI acquisition and uses the differences in images acquired at different echo times to identify responses of potential neural origin [59-61], are not covered here.

### 3.1 Motion regression

A common way to address residual motion effects in the data is to remove from the BOLD signal time series at each individual voxel any component that may be temporally correlated with common indicators of subject motion. A natural indicator of subject motion affecting an individual voxel in the image could be the changing position of this voxel inside the scanner. This leads to a simple first-order approximation characterizing the range of possible motion effects on the BOLD signal at this voxel as linear combinations of three timeseries representing its changing 3D coordinates.

For simplicity, instead of a separate representation of motion effects at each voxel, a common representation across all voxels may be preferable. A simple common representation is provided by 12 timeseries representing each of the elements of the $M_n$ affine transformation matrices, which, by definition, are linearly related to the 3D coordinates of every individual voxel and hence to the modeled effects of motion on the BOLD signal. An even simpler representation is provided by 6 timeseries representing only three translation and three rotation parameters associated with the same $M_n$ matrices, as only rigid-body transformations are used to define these matrices (see motion correction section above). While not identical, for relatively moderate amounts of subject motion, the 3D coordinates of each voxel can be approximated by linear combinations of these 6 “translation/rotation” timeseries almost as well as by linear combinations of the 12 “affine matrix” timeseries. This leads to the most common form of motion regression of the BOLD signal, consisting of noise components $g_k[n]$ defined using the timeseries associated with each of the six motion parameters estimated during the motion correction preprocessing step: three timeseries indicating subject translations along the x, y, and z directions and three timeseries indicating rotations around the x, y, and z axes. Because the interest is in linear combinations of these timeseries, the scale, order, or units of these timeseries are unimportant. Despite their simplicity, these 6 motion timeseries explain an unexpectedly large proportion of the total variance in the BOLD signal consistently across different voxels and different subjects (see Figure 7).
In addition to these original six timeseries, one or several nonlinear transformations of the same timeseries are also sometimes included, such as first- or higher-order derivatives, one or multiple temporal shifts, and second- or higher-order powers. These additional terms can be used to extend beyond a simple first-order approximation between subject motion and BOLD signal changes, fitting a more complex linear expansion of the potentially nonlinear effects of motion on the BOLD signal [13].

3.2 Artifact detection and scrubbing

Individual outlier scans, either as a consequence of extreme sudden subject motion, hardware instabilities, or other abrupt events, can strongly influence the results of statistical analyses of fMRI data.

Motion-related outlier scans can be identified as supra-threshold values in framewise displacement (FD), a composite measure of subject motion computed at each individual scan. Framewise displacement timeseries are computed from the difference in the subject’s head position between two consecutive scans, as estimated during the motion correction preprocessing step. There are several similar definitions of framewise displacement, varying in how exactly a summary measure of displacement is computed between two scans. Some of these definitions are simple aggregations of motion parameters, such as C-PAC FD, defined as the sum of the absolute values of the three translation parameters plus the three rotations in radians multiplied by 50 [62], while others have a clearer geometrical interpretation, such as FSL FD, defined as the root mean square of the change in position of all points within an 80 mm sphere undergoing the same rotations and translations as the subject’s head [63], or CONN FD, defined as the maximum change in the position of six points placed at the centers of each face in a bounding box encompassing the brain and undergoing the same rotations and translations as the subject’s head [57]. Thresholds to identify outlier scans from FD timeseries vary from study to study, typically ranging between 0.5 mm and 2 mm.

In order to capture other events not necessarily related to subject motion, outlier scans can also be identified from measures of scan-to-scan changes in the BOLD signal timeseries. Several similar measures of BOLD signal change have also been proposed and used, such as global signal change (GSC), defined as the absolute difference in global BOLD signal (average signal across all voxels within the brain) between two consecutive scans [57], or DVARS, defined as the root mean square of the difference in BOLD signal between two consecutive scans computed over all voxels within the brain [62]. Thresholds to identify outlier scans from BOLD signal change measures also vary from study to study, with DVARS above 0.5% or GSC above 3 standard deviations being relatively conservative values.

Combining the two approaches above, outlier scans can be identified as scans with suprathreshold values in either FD or BOLD signal change measures. Because outliers are identified from measures of change...
between two consecutive scans, it is prudent to treat both scans as potential outliers, with the possibility of additionally removing other following images in cases where the effect of these outlier events may be suspected to last multiple scans. In addition to motion and BOLD signal changes, in some cases, it may be useful to identify additional potential outlier scans from different sources of evidence, which may be specific to a study or fMRI acquisition details. For example, to address potential instabilities in the BOLD signal during the first few scans, which can be caused by a transient magnetization state of the tissue at the beginning of a functional acquisition run, it is not uncommon to manually select a fixed number of initial scans as potential outliers so that their effect is removed together with that of other outliers.

Once outlier scans are identified, their effect on the BOLD signal is removed using a technique known as censoring or scrubbing, where one individual noise component \( g_k[n] \) is defined for each individual outlier scan, taking a value of 1 for the outlier scan and 0 for all other scans. Using these noise components, the standard linear regression denoising procedure will entirely remove the influence of the identified outlier scans from the BOLD signal timeseries without disrupting the continuity of the data. As with other denoising strategies, scrubbing can be performed before statistical analyses, as part of an explicit denoising step, or integrated with the statistical analyses by using these noise components as control variables.

### 3.3 BOLD noise modeling

Since noise is explicitly defined as variability in the BOLD signal that is associated with non-neural sources, it is natural to look at areas in the brain where there are no neurons and analyze the BOLD signal at those areas in an attempt to find a richer characterization of noise. One such approach is anatomical component-based correction (aCompCor), which performs a principal component analysis of the BOLD signal within white matter and cerebrospinal fluid areas (CSF) to extract a number of components best characterizing the variability in the BOLD signal within these areas [64-66]. White matter and CSF masks are usually heavily eroded to minimize partial volume effects and the potential contamination of the resulting components with signals of neural origin. Principal components estimated from white matter and CSF areas are useful to characterize physiological noise as well as residual motion-related variance in the rest of the brain. For example, in gray matter areas, it is common to find that a very large proportion of the total variance in the BOLD signal is explained by a small set of CompCor noise components estimated from white matter and CSF areas (see Figure 8).

To remove the influence of these noise sources across all voxels, principal components from CompCor can be entered directly as noise components \( g_k[n] \) in the standard linear regression denoising procedure. When combining CompCor with other denoising procedures, it is useful to compute principal components that are orthogonal to other already identified noise components, such as those estimated from motion parameters or from potential outlier scans, to focus the resulting CompCor components on additional, still unidentified, sources of noise-related variance.
Another similar approach uses independent component analyses (ICA) instead of principal component analysis to extract meaningful components from the BOLD signal. Traditionally, ICA-based denoising uses the BOLD signal from the entire brain, rather than from a limited set of areas such as white matter, to estimate a number of independent components. Because of this, it is necessary to identify among all of the extracted components those that most likely characterize noise sources. This can be done manually, although the process can be time consuming and requires a certain level of expertise, or automatically, using classifiers that are trained to discriminate noise components from other components related to neural sources [67-70]. Features that are frequently found to be useful are based on properties of the time series associated with each potential noise component, such as the relative power in higher frequencies, the presence of spikes, or the correlation with motion or other known noise sources, as well as properties of the spatial distribution of each component, such as the relative overlap with non-gray matter areas.

### 3.4 Frequency filtering

The last step when denoising fMRI data is to filter the BOLD signal time series within a frequency window of interest. The choice of filter depends on the planned statistical analyses. In task-based analyses, where high-frequency content may be essential, a simple high-pass filter with a cutoff frequency of approximately 0.01 Hz can be used, while in functional connectivity analyses, where the interest is often in low-frequency fluctuations, a bandpass filter between 0.01 Hz and 0.10 Hz is often preferred.

Similar to spatial smoothing, frequency filtering serves multiple purposes. It can be used in the context of a classical matched filter approach as a way to remove extremely low frequencies in the BOLD signal, which can be dominated by scanner drift effects or 1/f noise. It can also be used in simultaneous multislice (SMS) acquisitions with fast repetition times (e.g. below 250 ms) to remove high-frequency respiratory and cardiac noise from the BOLD signal. With a sufficiently high sampling rate of fMRI data acquisition, respiratory and cardiac effects on the BOLD signal can often be concentrated and easily identifiable at approximately 0.3 Hz and 1.3 Hz, while with slower acquisition sampling rates, the same effects would appear aliased over the entire sampled frequency range. In other contexts, beyond denoising, filtering can also be used to focus the statistical analyses on a specific frequency window or to analyze the frequency dependency of different measures of interest, such as task responses or functional connectivity.

Similar to other denoising steps, which are typically applied simultaneously in a single linear regression step combining all noise components $g_k[n]$, filtering can also be implemented simultaneously by defining as additional noise components a set of sine and cosine temporal functions spanning all frequencies outside of the desired frequency window (an approach referred to as *simult*, simultaneous regression and filtering). This approach is often found to produce similar results to an alternative sequential approach, where bandpass filtering is applied as a separate denoising step after a linear regression step addressing all other noise sources (an approach named RegBP, indicating regression followed by filtering) [71]. However, there are some practical limitations of *simult* that are not shared by RegBP, which may make the latter a preferred approach in many circumstances. First, *simult* can only accommodate filters with flat frequency response, excluding the application of other more general filters, such as Butterworth or similar filters with compact temporal support. Second, *simult* will estimate and remove the effect of other noise components $g_k[n]$ separately within the filter bandpass window, disregarding any information outside of this window, which may be the desired behavior when the effect of these noise components is expected to vary across different frequency windows, but it may also be an unnecessary or wasteful limitation when the effect of these noise components has a narrow temporal support (e.g., the effect of identified outlier scans used in scrubbing).
It is interesting to note that a RegBP approach where noise components $g_k[n]$ are pre-filtered is exactly equivalent to a simultaneous approach. This affords a simple generalization of RegBP encompassing both the traditional RegBP and simult approaches where, rather than prefiltering all noise components to implement a standard simult approach, or none of them to implement a standard RegBP approach, it is also possible to choose specifically which noise component(s) $g_k[n]$ may be desirable/reasonable to prefilter [57]. This choice, for example, can be made separately for different noise sources based on considerations regarding the nature of the association between each noise source and the BOLD signal. The general recommendation when using a generalized RegBP approach is to filter a particular noise component only if its effect on the BOLD signal can be expected to change depending on the frequency of the noise (particularly when comparing frequencies passed vs. those stopped by the filter).

4. Quality Control

After preprocessing and denoising the fMRI data and before performing statistical analyses, it is crucial to perform thorough quality control (QC) procedures aimed at identifying potential problems in the data or in any of the preprocessing and denoising steps [72-75]. Failure to do this will inevitably lead to problems later on, either in the form of results that do not replicate, results that are strongly affected by the presence of outliers, or results that are artificially matched to our expectations (e.g. by only addressing problems in the data after failing to observe an expected result).

The next section describes some quality control measures that can be computed automatically and that can help flag potential problems in the data. While it may be tempting to purely rely on such measures for quality control, visual inspection of raw functional and structural images as well as representative images after each of the preprocessing steps is an equally important part of any proper quality control pipeline. Obtaining fMRI data is time consuming, expensive, and demanding for our subjects. Visual inspection is but a small effort that can not only help identify problems in the data but can also help researchers familiarize themselves with the specificities of their data.

Among standard visual inspection procedures, displaying raw anatomical and functional images can help detect potential acquisition artifacts, such as ghosting, Gibbs artifacts, or spatial distortions caused by implants or other objects. It can also help evaluate the nature and extent of magnetic susceptibility distortions in the data or detect possible encoding or data conversion problems. After motion correction, displaying the first and last scan in each functional run from a subject can help detect potential problems in realignment or inter-run coregistration. After anatomical-functional coregistration, superimposing or quickly alternating between anatomical and functional slices while visually evaluating the match between anatomical features in the two images can help assess the accuracy of the intermodality coregistration, which can in turn help guide other choices of preprocessing steps. Similarly, after intersubject normalization, displaying the functional or anatomical images superimposed with an a priori gray matter tissue probability map can help detect potential problems in the normalization procedure, or evaluate the appropriateness of the chosen templates for the target population. Across multiple subjects, displaying a mosaic or alternating view of an individual functional or anatomical slice spanning all subjects can also help quickly identify potential outlier subjects. Last, displaying descriptive measures related to the specific statistical analyses planned, such as task-related response distributions for each subject in task-based analyses, analysis masks in voxel-level group analyses [76], or voxel-to-voxel correlation distributions for each subject in functional connectivity analyses [57], can also help identify potential otherwise unspecific problems in the data.

4.1 Subject-level quality control measures
There is a variety of quality control measures evaluating different aspects of the fMRI data at the level of individual subjects or individual runs. Their main application is to help identify problems in the data, possibly indicating potential outlier subjects or runs within a study. In that context, it is their relative values compared to other runs or subjects within the same study what carries the most useful information. While it may be tempting to use the absolute values of these measures to establish universal thresholds of data quality across studies, or to compare the quality of different datasets or different preprocessing procedures, this should always be done with care as many of these measures can be expected to show variability with differences in acquisition parameters or differences in the details of the analysis pipeline which may not afford such a simple interpretation as when those aspects are common across all subjects or runs. Descriptive analyses of these QC measures can be used to quickly identify potential outlier subjects or runs, for example (see Figure 9) by identifying those values above the upper quartile plus 1.5 times the interquartile range for mild outliers, or the upper quartile plus 3 times the interquartile range for extreme outliers (or the equivalent lower quartile thresholds when lower values in a QC measure are indicative of potential problems).

**Subject motion:** QC measures quantifying the amount or severity of motion for each subject can be computed by averaging framewise displacement (FD) across all scans for each subject. If outlier scans have been identified, a more sensitive measure can be computed by averaging only across valid scans (disregarding outlier scans) and reporting the number of outlier scans separately [6].

**BOLD signal stability:** QC measures quantifying BOLD signal stability can be computed by averaging BOLD signal change measures, such as DVARS or GSC. Similar to subject motion measures, computing this average only among valid scans leads to a measure more representative of the quality of the data after scrubbing (with higher values indicating potential problems). A similar measure (BOLD std) directly computes the standard deviation of the BOLD signal at each voxel and then aggregates across all voxels within the brain. Another related measure is global correlation (GCOR), which first aggregates across all voxels their standardized unit-variance BOLD signals and then computes the standard deviation of the
resulting global signal [77]. Yet another similar measure (but with inverse interpretation) is temporal signal-to-noise ratio (tSNR) [78], which represents the ratio between the average value of the BOLD signal and its standard deviation.

**Outlier scans:** the total number of scans identified as potential outliers by the artifact detection procedure is also a useful QC measure quantifying the overall quality of the functional data. Similarly, proportion of either valid or outlier scans can also be used to equalize these measures across subjects when the number and length of functional acquisitions differ among them.

**Effective degrees of freedom:** measures that attempt to quantify the effective temporal degrees of freedom [79] of the functional time series after denoising are useful to identify potential heteroscedasticity across subjects as well as potential overdenoising scenarios for individual subjects (where insufficient residual time series variability remains after removal of all of the identified noise components). Approximate measures such as those computed as the product of the number of scans minus the number of noise components, multiplied by the proportion of frequencies kept by the frequency filter, are also typically sufficient for QC purposes.

**Anatomical-functional overlap:** QC measures that quantify the accuracy of coregistration between the functional and anatomical data can be computed from measures of match or overlap between the two images, for example mutual information between the two images [19], or dice coefficients between gray matter masks computed separately from each image modality [6].

**Normalization accuracy:** similar to functional-anatomical overlap measures, QC measures that quantify the accuracy of spatial normalization of functional and anatomical images can be computed from measures of overlap between these images and their respective template images, for example dice coefficients between gray matter masks computed from each image modality and a template gray matter probability map (see Figure 10) [6].
4.2 Group-level quality control measures

While not a substitute for detailed subject-level quality control procedures, procedures that evaluate sources of intersubject variability in an entire dataset to provide overall quality measures can also be useful to help researchers identify and resolve potential problems in the data before proceeding to any planned statistical analyses. Group-level quality control measures are also more likely to generalize across different studies and acquisition details, so they can be useful when comparing different datasets or different pipelines.

A recommended group-level QC practice is to evaluate the correlation across subjects between subject-level quality control measures and functional measures of interest. The choice of functional measures of interest is typically matched to those considered in the planned statistical analysis. For example in functional activation analyses, group-level tests evaluating the association across subjects between subject-motion severity and task-related responses can be helpful to identify the presence of potential confounder effects.

Because many noise sources affect similarly large portions of the brain, their presence tends to affect the spatial correlation structure of the BOLD signal in a particularly consistent manner. Accordingly, one of the most promising group-level QC approaches, QC-FC correlations [80] borrowed from the functional connectivity literature, evaluates changes in the spatial correlation structure of the BOLD data that may covary with subject-level quality control measures. In particular, bivariate temporal correlations between the BOLD signals from different regions are used to sample the spatial correlation structure of the BOLD data. These values are computed from a large sample of different connections (e.g., all possible pairs among 1000 voxels or small ROIs distributed across the entire brain) to provide a relatively dense sample of the entire voxel-to-voxel correlation structure. The QC-FC intersubject correlation is then computed separately for each of these connections. Departures in the shape of the observed distribution of QC-FC intersubject correlation values from that expected by chance are quantified using a Kolmogorov-Smirnov-like measure of distributional distance, and match levels above 95% are considered as indicative of negligible modulations in the BOLD signal correlation structure with subject motion [57]. The same analyses can be repeated for different QC measures to rule out other potential sources of noise. Common QC measures used in QC-FC analyses include average framewise displacement, number of potential outlier scans found during the artifact detection step, and the proportion of valid scans for each subject. In contrast, other QC measures more directly related to BOLD signal properties, such as BOLD signal stability, are not considered as useful, as non-spurious associations between these measures and the observed BOLD spatial correlation structure may naturally exist in otherwise uncontaminated data.

While QC-FC analyses were originally proposed as a group-level quality control measure in the context of functional connectivity analyses, their applicability extends to any other statistical analyses of fMRI data, and they can be generally used to identify residual problems in the BOLD data regardless of the planned statistical analyses.

5. Summary and Conclusions

This chapter described preprocessing, denoising, and quality assurance steps involved in preparing fMRI data for statistical analyses.

Preprocessing steps focus on spatial properties of both the functional and anatomical images. They include susceptibility distortion correction, where inhomogeneities in the magnetic field created by the presence of a subject ultimately produce characteristic spatial distortions in the phase encoded direction of the EPI data,
intermodality coregistration, where functional, anatomical, or other imaging modalities are aligned in a common reference frame, intersubject normalization, addressing anatomical differences between subjects, and smoothing, aimed at increasing SNR and compensating for residual intersubject heterogeneity in the localization of functional activation.

Denoising steps focus on identifying and removing remaining sources of temporal variability in the BOLD signal. These steps include the regression of identified factors characterizing noise in the BOLD signal, such as motion regression, scrubbing, component-based corrections, and frequency filtering. The identified factors still account for the vast majority of the observed variability in the BOLD signal after preprocessing the data, so a careful control of these factors during denoising can help substantially improve power and replicability of any subsequent statistical analyses.

Last, quality control procedures are an essential part of preparing fMRI data for statistical analyses. This chapter described several procedures focusing on visual inspection of the functional and anatomical images, as well as several QC measures that can be used to evaluate some of the aspects affecting the quality of each individual subject’s data, such as average framewise displacement, average global signal change, or the proportion of artifactual scans. The section ends describing QC-FC, a promising group-level QC procedure that can be used to obtain a single omnibus measure evaluating the presence of residual motion effects or other harmful factors on the data before proceeding to statistical analyses.

The importance of thorough preprocessing, denoising, and quality control procedures before statistical analyses of the fMRI data cannot be overstated. The common adage “garbage in, garbage out” applies, as no matter how sophisticated our statistical analyses, they will produce only noise if the data is not properly curated. More alarmingly, noise output by statistical analyses can often look like genuine results, not only through the well understood loop of publication biases and a field overreliance on statistical significance, but also simply because the causes of noise are often proxies to other meaningful constructs (e.g. subject motion as a proxy for age or for disease severity, cardiac or respiratory rate for anxiety, etc.), resulting in low replicability and a high risk of misinterpreting the results of fMRI analyses. While there is no guaranteed approach or pipeline that will result in “clean” data, the preprocessing, denoising, and quality assurance steps described in this chapter can help maximize the chances that subsequent analyses of fMRI data will produce meaningful and replicable results.
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