Tunneling-tip-induced collapse of the charge gap in the excitonic insulator Ta$_2$NiSe$_5$
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Tuning many-body electronic phases by an external handle is of both fundamental and practical importance in condensed matter science. The tunability mirrors the underlying interactions, and gigantic electric, optical and magnetic responses to minute external stimuli can be anticipated in the critical region of phase change. The excitonic insulator is one of the more exotic phases of interacting electrons, produced by the Coulomb attraction between a small and equal number of electrons and holes, leading to the spontaneous formation of exciton pairs in narrow-gap semiconductors/semimetals. The layered chalcogenide Ta$_2$NiSe$_5$ has been recently discussed as a candidate for the excitonic insulator, though the nature of the excitation gap that opens below $T_c = 328$ K remains hotly debated. Here, we demonstrate a drastic collapse of the excitation gap in Ta$_2$NiSe$_5$ and the realization of a zero-gap state by moving the tip of a cryogenic scanning tunneling microscope towards the sample surface by a few angstroms. We argue that the collapse of the gap is driven predominantly by the electrostatic charge accumulation at the surface induced by the proximity of the tip and the resultant carrier doping. The fragility of the gap in the insulating state of Ta$_2$NiSe$_5$ strongly suggests the gap possesses many-body character. Our results establish a novel, reversible phase-change function based on Ta$_2$NiSe$_5$.

First proposed roughly 60 years ago, the excitonic insulator is an exotic phase of interacting electrons expected to arise in narrow-gap semiconductors and semimetals [1–3]. In narrow-gap semiconductors, if the binding energy $E_B$ of electron-hole excitations due to the Coulomb attraction exceeds the single-electron band gap $E_G$, then electron-hole pairs spontaneously condense below a transition temperature $T_c$. The state below $T_c$ is called an excitonic insulator and hosts elementary excitations characterized by a many-body gap $2\Delta_E$, as conceptually illustrated in Fig. 1(a). When $E_G$ is approximately zero, $T_c$ and $2\Delta_E$ are maximized, and when $E_G$ increases up to $E_B$, $T_c$ and $2\Delta_E$ decrease to zero. Even in semimetals with $E_G < 0$, the excitonic transition can still take place, but $T_c$ and $2\Delta_E$ are suppressed with increasing band overlap $|E_G|$, since the attractive Coulomb interactions are rapidly screened out by the increasing number of holes and electrons. As a result, $T_c$ exhibits a dome-shaped dependence on $E_G$, with maximum at zero gap, $E_G = 0$.

Recent intensive studies have established the ternary layered chalcogenide Ta$_2$NiSe$_5$ as one of the most promising candidates for an excitonic insulator in a bulk material [1–20]. Ta$_2$NiSe$_5$ is electronically quasi-one-dimensional, as each layer consists of an alternating array of one chain of NiSe$_4$ tetrahedra and two chains of TaSe$_6$ octahedra [Figs. 2(a) and 2(b)]. It has a nearly zero or negative direct gap at the Γ point [7, 16, 17], with Ta 5$d$ orbitals comprising the conduction bands and Ni 3$d$ (Se 4$p$) orbitals comprising the valence bands. Below $T_c = 328$ K, Ta$_2$NiSe$_5$ undergoes a phase transition to an insulator state with a finite excitation gap [7, 10]. Two initial observations supported the excitonic insulator nature of this gap. First, optical conductivity data revealed the formation of a charge gap [17] with an optical gap edge of 0.16 eV and an isosbestic point of gap opening $\sim 0.3$ eV below $T_c$. The energy scale of this gap agreed reasonably well with the exciton binding energy $E_B \sim 0.25$ eV estimated for the sister compound Ta$_3$NiS$_5$, which is a band insulator with a large single-electron energy gap of 0.6 eV [5]. Second, upon application of pressure or sulfur substitution, $E_G$ could be controlled, and $T_c$ traced out a dome peaked at $E_G \sim 0$, corresponding to pure Ta$_2$NiSe$_5$.

FIG. 1. (a) Conceptual image of the transition from a narrow-gap semiconductor (left) or semimetal (right) to an excitonic insulator (middle). A many-body gap $2\Delta_E$ opens up in the excitonic phase. (b) and (c) Doping of an ordinary semiconductor or an excitonic insulator leading to a rigid shift of the chemical potential or the collapse of the energy gap, respectively.
Further hints may come from examining the fragility of the insulating phase. As a general example, Mott insulators derived from repulsive Coulomb interactions between electrons often collapse into a metallic phase with a small number of carrier doping and/or application of pressure, reflecting the many-body character of their charge gap. Such control of electronic phases provides the basis for correlated electronics \footnote{7, 26, 31}. The same concepts may be extended to many-body electronic systems with attractive interactions, namely, an excitonic insulator. Several optical pumping studies have been devoted to the tuning of the insulating phase \footnote{12, 13} in Ta$_2$NiSe$_5$ and an electronic phase evolution in the time domain has been observed. Angle-resolved photoemission spectroscopy (ARPES) measurements have also probed the effect of depositing K atoms on the surface of Ta$_2$NiSe$_5$, resulting in a Stark effect, carrier doping, or both \footnote{10, 17}. As excitonic pairs consist of equal numbers of electrons and holes, we naturally expect that modest electron or hole doping would disturb the balance and thereby rapidly suppress the excitonic phase and the excitation gap. In contrast, if the gap were predominantly a single-electron hybridization gap, as in a conventional semiconductor, the doping effect would not modify the gap, but only shift the chemical potential, as shown in Fig. 1(b). Thus, more experiments along this line, perhaps by tuning the carrier density in a local, reversible and clean manner, may illuminate whether exciton formation or hybridization due to the monoclinic distortion plays the primary role.

In this work, we utilized cryogenic scanning tunneling microscopy (STM) to trigger and to probe the phase change in the excitonic insulator candidate Ta$_2$NiSe$_5$. We discovered an abrupt collapse of the excitation gap from $\sim$ 0.25 eV to zero upon moving the STM tip towards the sample surface by merely a few angstroms. We argue that the phase change is driven by tip-induced electrostatic surface charges, which generate an imbalance of electron and hole densities and cause the system to revert to a zero-gap semiconductor, as schematically shown in Fig. 1(c). Our results strongly suggest that the gap in Ta$_2$NiSe$_5$ has many-body and excitonic character and demonstrate nanoscale, reversible phase-tuning in the compound.

Single crystals of Ta$_2$NiSe$_5$ were grown via the chemical vapour transport technique performed in a sealed quartz tube with I$_2$ as the transport agent, as described in Ref. \footnote{21}. The transport and optical conductivity measurements clearly indicate the transition from a narrow-gap semiconductor/semimetal to an insulator at $T_c = 328$ K, which we ascribed to an excitonic transition in our previous communications \footnote{7}. All experiments were conducted in a home-built ultrahigh vacuum (UHV) STM facility with a base temperature of 4.3 K. The mounted crystal was cleaved at a low temperature ($\sim$ 200 K) in the UHV chamber, then quickly transferred to the micro-
scope head held at 4.3 K. The topographic images were acquired in constant-current mode. The differential conductance $dI/dV$ was recorded using a standard lock-in technique, by adding a modulation voltage $V_m$ to a fixed bias, $V_s$. All data were collected at 4.3 K unless otherwise specified.

The topographic STM image is fully consistent with the crystal structure determined for bulk single crystals [Figs. 2(a) and 2(b)] and indicates a high quality of surface for spectroscopic investigations. In the large-area image in Fig. 2(c), we observe atomically flat and clean terraces with a defect density less than 0.002 nm$^{-2}$ ($\sim$0.001 per unit-cell in the topmost layer) and an atomic step with a height of $\sim$0.6 nm, which agrees well with the interlayer distance, a half of the out-of-plane lattice constant $b$ [Fig. 2(c)]. The cleaved surface should represent Se atoms located at the top of layer. In the expanded image in Fig. 2(d), we can clearly see Se atoms at the expected positions and a rippling of the layer. Five Se chains within one period of the rippling modulation can be identified: the two in-phase atomic chains on the ridge are assigned to Se3, the two neighboring chains are assigned to Se2 and their respective neighboring chains at the bottom of valley are assigned to Se1. Though not visible, the Ni chains below the surface Se atoms should run along the Se1 chain and between the two Se3 chains, while the Ta chains below should lie between the Se1 and Se2 chains and between the Se2 and Se3 chains.

Measurements of the local density of states (LDOS) via $dI/dV$ spectroscopy on the well-defined surface reveal the emergence of a charge gap upon lowering the temperature below $T_c$. At 288 K, barely below $T_c = 328$ K, only a V-shaped pseudogap feature with finite $dI/dV$ at the Fermi energy is observed (Fig. 2(e) inset). The incomplete gap near $T_c$ can be ascribed to the combined effects of thermal and lifetime broadening, similar to those observed in superconductors. With further lowering of the temperature, however, a clear charge gap develops, and below 77 K, a nearly temperature-independent, full gap of $\sim$0.25 eV is manifested (Fig. 2(e) inset). We note that all the LDOS spectra in Fig. 2 were taken at a relatively large tip-sample distances (estimated to be larger than 0.92 nm), in order to minimize any effects from the tip. The spectra also did not depend appreciably on the lateral position of the tip in real space. The LDOS spectra obtained in this work agree well with those reported in preceding STM studies [3, 15]. The apparent shape difference is due to Feenstra normalization [32], and the gap of $\sim$ 0.25 eV is consistent with the optical gap (0.16 eV gap edge and 0.3 eV isosbestic point) reported in our previous work [7, 8]. In the valence band region below the gap (negative bias voltage), an additional terrace-like structure is superposed on the LDOS between roughly −0.2 eV to −0.5 eV, which also was observed in an earlier study and ascribed to impurities [3]. Our spectra are taken in a clean area distant from impurity atoms and the terrace structure is observed independent of the location of the tip. As later discussed, we suggest that these features originate neither from band structure details nor impurity atoms, but from self-trapped states of tip-induced electrons.

Our main discovery is that the 0.25 eV charge gap in Ta$_2$NiSe$_5$ collapses rapidly upon moving the STM tip a few angstroms toward the surface and is therefore rather fragile against an external perturbation. The tip-sample distance $z$ in the STM setup is precisely controlled by varying the tunneling current $I_s$ while maintaining a fixed bias voltage $V_s$. The changing distance modifies the number of carriers induced by the difference in work function between the tip and the sample. (c) Experimentally determined charge gap as a function of the estimated surface carrier density and inverse distance. Different dataset are color- and symbol-coded: balls, $V_s = 2$ V; squares, $V_s = 1.5$ V.
a \( z \)-independent gap of 0.25 eV and the perturbation by the tip does not influence the insulating ground state appreciably. In an intermediate \( z \) range from 0.92 nm to 0.54 nm, however, the gap is apparently very rapidly suppressed from 0.25 eV to almost zero. Eventually, with \( z < 0.54 \) nm, the gap appears to collapse completely and a V-shaped LDOS, indicative of a zero-gap semiconducting state, emerges. The drastic change of LDOS upon reducing \( z \) can be separated into those three regimes, as marked in Fig. 3(a). This gap collapse is fully reversible \([32]\). Another series of experiments also show the same collapse of the gap with decreasing \( z \) \([32]\). We note that the tip-sample distances here > 0.5 nm is large enough to eliminate the role of mechanical pressure by the tip in the observed gap collapse. Furthermore, mechanical contact would likely damage the tip or the sample surface, resulting in a loss of reversibility.

The approach of the tip towards the sample is accompanied by a systematic growth of the terrace-like feature observed around −0.2 to −0.5 eV in the \( dI/dV \) spectra, starting at a large \( z = 0.95 \) nm. This dramatic growth suggests that the terrace structure is not an intrinsic band structure feature of Ta\(_{2}\)NiSe\(_5\), but something else very likely connected to the mechanism of gap collapse. While the gap does not change appreciably, the terrace spreads over a wider energy range as \( z \) decreases to 0.92 nm. Below \( z = 0.92 \) nm, the high-energy tail of terrace extends further and even into the gap region, which appears to trigger the collapse of gap.

We ascribe the observed collapse of the charge gap to a carrier-doping effect from tip-induced electrostatic charges at the sample surface \([33]\). When the tip is brought in close proximity to the sample surface, an electric field is generated between the two due to the difference in their work functions. We use the literature value of the tip work function \( \phi_T = 4.50 \) eV \([34]\) and extract the sample work function \( \phi_S = 5.05 \) eV from \( I-z \) spectroscopy (Ref. \[27]\) estimated 5.4 eV), leading to a difference of 0.55 eV. We argue that the resulting electric field traps electrons at the sample surface, which manifest as the terrace-like structure, 0.2–0.5 eV below the Fermi energy, in the \( dI/dV \) spectrum at \( z = 0.95 \) nm. The fact that the terrace appears only below the Fermi energy implies that electrons (not holes) are trapped at the sample surface, consistent with the sign of the work function difference. Furthermore, the energy scale of the terrace, which represents the binding energy of these trapped electrons, is comparable to the work function difference. The width of the terrace in \( dI/dV \) then very likely corresponds to the energy dispersion of the trapped electrons. When \( z \) decreases from 0.95 nm, the electric field and the number of trapped electrons increase, thereby causing the bandwidth of the terrace structure to grow (Fig. 3(a)). The terrace band eventually spreads into the bulk gap below \( z = 0.92 \) nm and local carrier doping is expected, whereby the gap begins to collapse. At \( z = 0.92 \) nm, the difference of work function gives an electric field of 6.1 \( \times \) 10\(^{6}\) V/cm right below the tip and the electrostatically induced surface carrier density is estimated to be 3.4 \( \times \) 10\(^{-2}\) e/nm\(^2\), which corresponds 1.8 \( \times \) 10\(^{-2}\) e/(unit cell) assuming that the trapped electrons are only at the topmost layer \([32]\). This number is comparable to the population of electrons and holes participating in the formation of the (excitonic) charge gap \([7]\), but importantly, we note that only a fraction of the trapped surface electrons, those that lie in the high-energy tail of terrace structure that has extended into the gap region, contribute to doping. In other words, only a small number of effectively doped electrons, compared to the total number of electrons and holes involved, is needed to destabilize the charge gap. We note that the small number of effectively doped charges is consistent with the pinning of the chemical potential at the bottom of the valley, in between the conduction band and the valence band, in the zero-gap semiconductor region, \( z < 0.54 \) nm.

Fig. 3(c) summarizes the gap evolution in Ta\(_{2}\)NiSe\(_5\) versus the tip distance and estimated surface charge density for several data sets, in both directions of increasing and decreasing \( z \). We note that the drastic gap collapse is emphatically distinct from tip-induced band bending, which would result in a modest increase, not decrease, of the band gap size \([32]\) \([33]\). Our results are in principle consistent with K-dosing ARPES experiments \([16]\) \([17]\), although the details differ, including the observation of a Stark effect in the latter, perhaps due to the different mechanisms of carrier doping. In our case, the instability of the 0.25 eV excitation gap to an STM tip points to it having excitonic insulating character. Only a small amount of carriers is necessary to generate an imbalance between electrons and holes and increase the screening of attractive Coulomb interactions, thereby collapsing the gap. We note that the gap is fully closed for \( z < 0.54 \) nm, with no remnant hybridization gap. As the monoclinic transition may be driven by the excitonic instability \([5]\), it is possible that our tip-induced electronic transition drives a simultaneous structural transition, but we could not distinguish a loss of tiny monoclinic distortion in our STM images.

In conclusion, in our spectroscopic STM measurements of the putative excitonic insulator Ta\(_{2}\)NiSe\(_5\), we discovered a collapse of the 0.25 eV excitation gap in the LDOS upon moving the STM tip towards the surface by only a few tenth of nanometers. We argue that the collapse represents a local phase change from an insulator to a nearly zero-gap semiconductor, induced by local carrier doping due to a tip-induced electric field. The fragility of the 0.25 eV gap to the addition of a small amount of carriers strongly suggests it cannot be a pure single-electron band gap, but must have many-body, excitonic character. Our results also demonstrate a nanoscale, noninvasive, and reversible control of the charge gap in Ta\(_{2}\)NiSe\(_5\), which may be detected electronically and optically. This effect may
form the basis of novel nanoscale phase-change devices, wherein the insulating gap, not the carrier density, can be tuned, analogous to the case for a Mott transistor with a fragile many-body gap.
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