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ABSTRACT
The combination of deep learning and Monte Carlo Tree Search (MCTS) has shown to be effective in various domains, such as board and video games. AlphaGo [1] represented a significant step forward in our ability to learn complex board games, and it was rapidly followed by significant advances, such as AlphaGo Zero [2] and AlphaZero [3]. Recently, MuZero [4] demonstrated that it is possible to master both Atari games and board games by directly learning a model of the environment, which is then used with Monte Carlo Tree Search (MCTS) [5] to decide what move to play in each position. During tree search, the algorithm simulates games by exploring several possible moves and then picks the action that corresponds to the most promising trajectory. When training, limited use is made of these simulated games since none of their trajectories are directly used as training examples. Even if we consider that not all trajectories from simulated games are useful, there are thousands of potentially useful trajectories that are discarded. Using information from these trajectories would provide more training data, more quickly, leading to faster convergence and higher sample efficiency. Recent work [6] introduced an off-policy value target for AlphaZero that uses data from simulated games. In this work, we propose a way to obtain off-policy targets using data from simulated games in MuZero. We combine these off-policy targets with the on-policy targets already used in MuZero in several ways, and study the impact of these targets and their combinations in three environments with distinct characteristics. When used in the right combinations, our results show that these targets speed up the training process and lead to faster convergence and higher rewards than the ones obtained by MuZero.
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1 INTRODUCTION
Board games have often been solved using planning algorithms, more specifically, using tree search with handcrafted heuristics. TD-Gammon [7] demonstrated that it is possible to learn a position evaluation function and a policy from self-play to guide the tree search instead of using handcrafted heuristics and achieved superhuman performance in the game of Gammon. However, the success of TD-Gammon was hard to replicate in more complex games such as Chess. When Deep Blue [8] was able to beat the then world chess champion Garry Kasparov, it still used tree search guided by handcrafted heuristics. These approaches failed for even more complex games, such as Go, because of its high branching factor and game length. AlphaGo [1] was the first computer program to beat a professional human player in the game of Go by combining deep neural networks with tree search. In the first training phase, the system learned from expert games, but a second training phase enabled the system to improve its performance by self-play using reinforcement learning. AlphaGoZero [2] learned only through self-play and was able to beat AlphaGo soundly. AlphaZero [3] improved on AlphaGoZero by generalizing the model to any board game. However, these methods were designed only for board games, specifically for two-player zero-sum games.

Recently, MuZero [4] improved on AlphaZero by generalizing it even more, so that it can learn to play single-agent games while, at the same time, learning a model of the environment. MuZero is more flexible than any of its predecessors and can both master Atari games and board games. It can also be used in environments where we do not have access to a simulator of the environment.

Motivation. All these algorithms, regardless of their successes, are costly to train. AlphaZero took three days to achieve super-human performance in the game of Go, using a total of 5064 TPUs (Tensor Processing Units). MuZero, while being more efficient, still used 40 TPU for Atari Games and 1016 TPU for board games.

Both AlphaZero and MuZero use MCTS [5] to decide what move to play in each position. During tree search, the algorithm simulates games by exploring several possible moves and then selects the action that corresponds to the most promising trajectory. Even though not all trajectories from these simulated games correspond to good moves, they contain information useful for training. Therefore, these trajectories could provide more data to the learning system, enabling it to learn more quickly and leading to faster convergence and higher sample efficiency.

In this work, inspired by recent work [6] that introduced an off-policy value target for AlphaZero, we present three main contributions:

- We propose a way to obtain off-policy targets by using data from the MCTS tree in MuZero.
- We combine these off-policy targets with the on-policy targets already used in MuZero in several ways.
- We study the impact of using these targets and their combinations in three environments with distinct characteristics.

The rest of this work is organized as follows. Section 2 presents the background and related work of relevance for the proposed extensions. Section 3 explains the proposed extensions and Section 4 presents the results. Finally, Section 5 presents the main takeaway messages and points to possible directions for future work.
2 BACKGROUND AND RELATED WORK

2.1 Reinforcement Learning

Reinforcement learning is an area of machine learning that deals with the task of sequential decision making. In these problems, we have an agent that learns through interactions in an environment. We can describe the environment as a Markov Decision Process (MDP). An MDP is a 5-tuple $(S, A, P, R, \gamma)$ where: $S$ is a set of states; $A$ is a set of actions; $P : S \times A \times S \rightarrow [0, 1]$ is the transition function that determines the probability of transitioning to a state given an action; $R : S \times A \times S \rightarrow \mathbb{R}$ is the reward function that for a given state $s_t$, action $a_t$ and next state $s_{t+1}$ triplet returns the reward; and $\gamma \in [0, 1)$ is a discounting factor for future rewards.

Interactions with the environment can be broken into episodes. An episode is composed of several timesteps. In each timestep $t$, the agent observes a state $s_t$, takes an action $a_t$ and receives a reward $r_t$ from the environment which now transitions into a new state $s_{t+1}$.

The learning objective for the agent is to maximize the reward over the long run. The agent can solve a reinforcement learning problem by learning one or more of the following things: a policy $\pi(s)$; a value function $V(s)$; or a model of the environment. One or more of these can then be used to plan a course of action that maximizes the reward. A policy $\pi : S \times A \rightarrow [0, 1]$ determines the probability that the agent will take an action in a particular state.

A value function $V_{\pi} : S \rightarrow \mathbb{R}$ evaluates how good a state is based on the expected discounted sum of rewards for a certain policy, $\mathbb{E}_{\pi}[\sum_{k=0}^{\infty} y^k r_{t+k+1} | s_t = s]$. A model of the environment includes the transition function $P$ between states and the reward function $R$ for each state.

Another function of interest is the action-value function $Q_{\pi} : S \times A \rightarrow \mathbb{R}$ that represents the value of taking action $a$ in state $s$ and then following policy $\pi$ for the remaining timesteps.

Model-free algorithms are algorithms that are value and/or policy-based, meaning that they learn a value function and/or a policy. Algorithms that are dependent on a model of the environment are said to be model-based.

The agent interacts with the environment using a certain policy called the behaviour policy. When training, the model can update its estimates by either using the behavior policy or some other policy. On-policy learning occurs when the behaviour policy and the training policy are the same, and off-policy learning occurs when they are different.

2.2 Combining On-policy and Off-policy Learning

Most of the work that combines off and on-policy learning combines policy-based methods with value-based methods, for instance combining on-policy policy gradient with off-policy value functions [9] [10] [11] [12].

Backward Q-learning [13] combines SARSA [14] updates with Q-learning [15] updates. When collecting episodes, the Q-value estimate is updated using the SARSA update. Afterwards, when a terminal state is reached, the trajectory is followed backwards and a Q-learning update is performed.

Backward Q-learning uses tabular methods, explicitly storing the relevant values in tables. When it comes to deep reinforcement learning, Q-learning targets have been combined with Monte Carlo targets [16]:

$$y = \beta y_{\text{on-policy-MC}} + (1 - \beta) y_{\text{q-learning}}$$

where $y_{\text{on-policy-MC}}$ is calculated directly from the rewards of complete episodes in the replay buffer, $y_{\text{q-learning}}$ is a 1-step Q-learning target, and $\beta$ is a parameter to control mixing between targets. The authors tested it in Deep Q-Learning (DQN) [17] and Deep Deterministic Policy Gradient (DPPG) [18]. This method improved learning and stability in DPPG. However, in DQN it hindered training across four out of five Atari games.

2.3 MuZero

MuZero learns a model of the environment that is then used for planning. The model is trained to predict the most relevant values for planning which in this case are the reward, the policy and the value function.

2.3.1 Network. MuZero uses three functions to be able to model the dynamics of the environment and to plan.

- **Representation function** $h_{\theta}$: takes as input the past observations $o_1, ..., o_t$ and outputs a hidden state $s^h_t$ that will be the root node used for planning.

- **Dynamics function** $g_{\theta}$: takes as input the previous hidden state $s^{h-1}_t$ and an action $a^k$, and outputs the next hidden state $s^h_{t+1}$ and immediate reward $r^k$.

- **Prediction function** $f_{\theta}$: this is the same as in AlphaZero. It takes as input a hidden state $s^h_t$ and outputs the policy $p^k_t$ and value $v^k_t$.

Note that there is no requirement to be able to obtain the original observations from the hidden state. The only requirement for the hidden state is that it is represented in such a way as to predict the values necessary for planning accurately.

2.3.2 Training. Data for training can be either generated by self-play in the case of two-player zero sum-games or by interacting with the environment in the case of a general MDP. This data is sent to the replay buffer. A simplified version of how training is done in MuZero is illustrated by Algorithm 1.

Trajectories are sampled from the replay buffer for training. A trajectory for a timestep $t$ consists of the following information: the observation history $o_1, ..., o_t$, the action history $a_1, ..., a_{t+K}$, the reward history $r_1, ..., r_{t+K}$, the policy history $\pi_1, ..., \pi_K$ and the value history $v_1, ..., v_{t+K}$ where $K$ is the number of unroll steps.

After sampling a trajectory, the representation function $h_{\theta}$ receives the past observations $o_1, ..., o_t$ and gets the first hidden state $s^h_1$. Afterwards, the model is unrolled recursively for $K$ steps. To do this, at each step $k$, the dynamics function $g_{\theta}$ receives the previous hidden state $s^h_{t+k}$ and the real action $a_{t+k}$ and predicts the next hidden state $s^h_{t+k+1}$ and the reward $r^k_t$. The prediction function $f_{\theta}$ then takes the predicted hidden step $s^h_{t+k}$ as input and predicts the value $v^k_t$ and policy $p^k_t$.

**Loss.** After unrolling the model, the parameters of these functions are trained jointly end-to-end to predict the policy, value and
where \( z \) is the root node from where each simulation will start. In each simulation \( P \) is the network when searching.

Therefore, the network calculates \( u \) and \( v \) respectively and are defined as follows:

\[
u_t(\theta) = \frac{1}{k} \sum_{k=0}^{k} \left[ I'(u_{sk}, r_k^l) + I'(z_{sk}, v_k^l) + IP(\pi_{sk}, p_k^l) \right] + c \parallel \theta \parallel^2, \tag{2}\]

where \( u_{sk} \) is the true reward and \( r_k^l \) is the reward predicted by the dynamics function, \( z_{sk} \) is either the final reward (if board games) or a \( n \)-step return, \( v_k^l \) is the value predicted by the prediction function, \( \pi_{sk} \) is the policy from MCTS, and \( p_k^l \) is the policy predicted by the prediction function.

\[
\begin{align*}
I'(u, v) &= \left\{ \begin{array}{ll}
0, & \text{two-player zero-sum games}, \\
\phi(u)T\log(r), & \text{general MDP},
\end{array} \right. \\
I'(z, v) &= \left\{ \begin{array}{ll}
(z - v)^2, & \text{two-player zero-sum games}, \\
\phi(z)T\log(v), & \text{general MDP},
\end{array} \right. \\
IP(\pi, p) &= \pi^T\log(p). \tag{5}
\end{align*}
\]

Note that when the environment is a general MDP, \( z_{sk} \) is calculated by bootstrapping \( n \)-steps into the future. Therefore, \( z_{sk} = u_{sk+1} + u_{sk+2} + \ldots + y^{n-1}u_{sk+n} + y^{n}u_{sk+n} \).

2.3.3 Monte Carlo Tree Search (MCTS). The planning algorithm used by MuZero is MCTS that has been modified to include the network when searching.

MCTS is a best-first search algorithm. The algorithm starts at a game state \( s \) and is used to obtain a policy \( \pi_{MCTS}(s) \) and a value \( V_{MCTS}(s) \) for that state. In order to do this, a tree is progressively built by performing several simulations that always start at \( s \).

Each node in the tree represents a game state \( s \) and each edge a possible action \( a \). Each edge \((s, a)\) in the tree contains the visit count \( N(s, a) \), the mean action-value \( \bar{Q}(s, a) \), the probability from the policy \( P(s, a) \), the immediate reward \( R(s, a) \), and the state transition \( S(s, a) \).

MCTS Simulations. First, we use the representation function \( h_0 \) to obtain the first hidden state \( s^0 \). This hidden state will be the root node from where each simulation will start. In each simulation we will do the following steps:

- **Selection**: from \( s^0 \) until we reach a leaf node \( s^l \), we will pick an action \( a^k \) where \( k = 1...l \) to traverse the tree based on a modified version of Polynomial Upper Confidence Trees (PUCT) [19]

\[
d^k = \arg\max_{a} (Q(s, a^k) + U(s, a^k)), \tag{6}
\]

\[
U(s, a^k) = P(s, a^k)\left(\sqrt{\frac{N(s)}{1 + N(s, a^k)}} + c_1 \log(N(s, b) + c_2 + 1)\right). \tag{7}
\]

where \( c_1 \) and \( c_2 \) are used to control the influence of the prior \( P(s, a) \) relative to \( Q(s, a) \).

- **Expansion and Evaluation**: When we reach \( s^l-1 \), after selecting the best action \( a^l \), we use the dynamics function to obtain the reward and the next state \( s^l \), \( g_0(s^{l-1}, a^l) = s^l, r^l \). Afterwards, we compute the value and policy of that new state \( s^l \) using the prediction function: \( f_0(s^{l-1}, a^l) = v^l, p^l \). The values predicted are stored to be used in future simulations.

- **Backup**: Since we now consider that the environment can emit intermediate rewards, the value of a state is calculated with an \((l - k)\)-step estimate of the cumulative discounted reward plus the value estimate

\[
G^k = \sum_{r=0}^{l-k} y^{r} r^k + y^{l-k} v^l. \tag{8}
\]

We follow the simulation path backwards and update the statistics for each edge. For \( k = l...1 \)

\[
Q(s^{k-1}, a^{k}) = \frac{N(s^{k-1}, a^{k}) \cdot Q(s^{k-1}, a^{k}) + G^k}{N(s^{k-1}, a^{k}) + 1}, \tag{9}
\]

\[
N(s^{k-1}, a^{k}) = N(s^{k-1}, a^{k}) + 1. \tag{10}
\]

The value of \( \pi_{MCTS}(s,a) \) is then obtained based on the visit count of each action,

\[
\pi_{MCTS}(s,a) = \frac{N(s,a)^{1/r}}{\sum_{k} N(s,b)^{1/r}}. \tag{11}
\]

3 OFF AND ON-POLICY LEARNING IN MUZERO

We can consider that there are two types of games in MuZero: real games and simulated games. Real games are games where the model interacts with the environment. We use trajectories from these games for training. Simulated games are games that are played when performing MCTS simulations. We use these games to get the best possible action when playing. However, using trajectories from simulated games for training would provide more data which might increase convergence speed and sample efficiency.

In A0GB [6], the authors propose a way to use data from simulated games in AlphaZero, with a value target obtained greedily from the MCTS tree. Since in MuZero trajectories are sampled instead of positions, the targets proposed in the literature [20] [21] [6] for AlphaZero cannot directly be adapted to MuZero. We can, however, apply the same idea as in A0GB of traversing the tree greedily and using the values from that greedy path as training targets.

In this section, we define a path and a trajectory as a sequence of actions, observations and rewards. However, a path can have any length while a trajectory has a fixed length which, in the case of MuZero, is the number of unroll steps \( K \). Besides that, there are two axes of timesteps to consider: we have timesteps that occur during the real game denoted with the subscript \( t \), and timesteps
that occur during a simulated game denoted with the superscript $t$. For example, the action $a^t_i$ means that we followed the real game until timestep $t$ and then followed a simulated game until timestep $2$. Therefore, the total length of this game is $t + 2$.

### 3.1 Creating Simulated Trajectories

As detailed in Section 2.3.2, a valid MuZero training trajectory has several components. We will now explain how each component is obtained if we were to use a simulated path for an observation at timestep $t$. The observation history $o_1, ..., o_t$ is obtained from the real game as it is done in MuZero. Then, we traverse the tree built when playing and pick the action with the highest visit count for each node. This would give us the action history $a^0_1, ..., a^N_t$ where $N$ is the length of this path. As the planning is done with hidden states and not with the environment, we do not have direct access to the real rewards of the simulated path. Besides that, there are no guarantees that the greedy simulated path would be the same as the trajectory from the real game. Therefore, we cannot use the rewards from the real game for the simulated path. After obtaining the action history, we query the environments for the rewards by applying in order the action history to the environment, thus obtaining the reward history $r^0_1, ..., r^N_t$. After obtaining the rewards above, the value history $v^0_1, ..., v^N_t$ can then be calculated. First, we obtain the values $v^0_1, ..., v^N_t$ for the nodes along the path and then use those values and the reward history to calculate the $n$-step return. Algorithm 2 shows how to integrate the steps above during training.

We are now querying the environment to obtain the rewards. The impact on the performance is not significant as it is only done for one short path and not for the whole tree. However, this assumes that the environment is reversible, which in many real-world cases is not. Our approach can be considered a middle ground between AlphaZero and MuZero since we query the environment, but way less than in AlphaZero.

Besides that, since AlphaZero and MuZero use a replay buffer, one can consider them off-policy. However, we adopt the same criterion as Willemsen and co-authors [6] and consider MuZero and AlphaZero on-policy since the behaviour and training policy are the same.

**Greedy path length.** Let us consider a greedy path as shown in Figure 1 that we obtained by performing the steps mentioned above. This path will have a length $N$ meaning that it starts at $s^0_1$ and ends at $s^N_t$. There are two things we should be aware of regarding the length of this greedy path.

First, there is no guarantee that its length $N$ will be the same as the number of unroll steps $K$. We guarantee that the greedy path has a minimum length of $K$ by performing more simulations on the leaf node $s^N_t$ if needed.

Secondly, for a state $s^t$ the value target $z^t$ is calculated by the $n$-step return $z^t = u^{t+1} + y^{t+2} + ... + y^{t+n-1} u^{t+n} + y^n v^{t+n},$ where $n$ is the look-ahead length. We guarantee that the paths have a minimum of $K$ length. However $n$ can be larger than $K$ and performing more simulations on the leaf node to guarantee a minimum length of $n$ can be too costly. Therefore, we use a variable look-ahead length when training. For example, for a state $s^t$, if $t$ plus the look-ahead length is larger than the path length $N$, we use $t - N$ as the look-ahead length. Thus, as we calculate the value targets along the path, the look-ahead length will decrease.

![Figure 1: How we obtain the values needed to train when using simulated games. We first pick the best actions according to the visit count (the red path). Then, we unroll the environment by applying these actions to the environment obtaining the rewards needed to train.](image)

**Algorithm 2:** How the data for a trajectory is obtained

```python
while not done do
    root = MCTS.simulate(game.observations())
    action = MCTS.selectAction(root.childVisits)
    observation, reward, done = game.step(action)
    //traverse the tree greedily and do more simulations if needed
    greedyActions, leaf = MCTS.traverseGreedily(root, game.observations())
    gameCopy = game.clone()
    //Create off policy trajectory by applying the greedy actions to the environment
    for j = 0 to numberOfUnrollSteps do
        observation, reward, done = gameCopy.step(action[j])
        offPolicyTrajectory.append((observation, reward, action[j]))
    end
    //Create off policy trajectory by applying the greedy actions to the environment
    offPolicyTrajectory.append((observation, reward, action[j]))
end
addTrajectoriesToBuffer(replayBuffer, gameHistory)
```

### 3.2 Combining Off and On-policy Targets

The loss for an observation as defined in Equation 2 can be separated into two distinct components the value component which includes the reward and value loss, and the policy component which includes the policy loss.

$$l_t(\theta) = l_{value} + l_{policy},$$

(12)
We decided to use three environments: Cartpole, which has intermediate rewards; MiniGrid, which has sparse rewards; and TicTacToe, a two-player zero-sum game. Due to the computational resources needed to run general MDPs, MuZero, the environments chosen needed to be relatively simple.

4 EXPERIMENTAL EVALUATION

The proposed extension is built over an open-source implementation of MuZero [23]. We are mainly concerned with two things: the convergence speed and how high the final reward is.

Figure 2 shows that runs with decaying parameters are able to learn faster and reach higher final rewards than MuZero. Runs with both targets decaying reach a final reward of 430 and a consistent end reward for each line. The shaded area represents the minimum and maximum values observed and the line is the mean. Besides that we used smoothing for these plots.

Figure 2: Cartpole results for the several parameters tested. We used the best three runs, i.e the runs with the highest end reward for each line. The shaded area represents the minimum and maximum values observed and the line is the mean. Besides that we used smoothing for these plots.

4.1 Cartpole.

This environment consists of a pole attached to a cart placed on a track. The objective is to keep the pole that starts upright from falling over. A reward of 1 is given for every timestep that the pole remains upright. The environment is considered solved if an average reward of 195 is obtained over 200 episodes. Episodes end when the pole is more than 15 degrees from the vertical axis, or the cart moves more than 2.4 units from the center of the track.

At each timestep, there are only two possible actions: to move right or to move left. An observation consists of four components: the cart position, the cart velocity, the pole angle, and the pole angular velocity.

Parameters. We used an n-step of 50, an unroll step of 10, and a simulation number of 50. The hidden state is of size 8, the observations of size 4, and the action size is 2. We used a support of size 21. We trained for 25000 steps with a batch size of 128 and a replay buffer size of 500 games. A training step consists of training the network with one batch.

Besides the episode termination conditions presented above, we also guarantee that episodes do not have more than 500 steps. Therefore, the maximum reward of an episode is 500.

Results. In Table 1 we can see that, for the parameters tested, MuZero is able to achieve the highest end reward of 368, followed by M0OFFV with a reward of 330. The lowest reward comes from training completely with simulated games with a reward of 156. Figure 2 and Table 1 show that M0ALL solves the environment the quickest in 750 steps. However, it only achieves a final reward of 284 with training quickly converging to that value at around 1700 training steps. M0OFF is not able to solve the environment, while M0OFFV and MuZero continue learning after solving the environment at training steps 5135 and 4850, respectively.

Based on the results above, we decided to train using the off-policy targets and then decay the values for those targets. We did runs with both γ and δ decaying, and also, runs with only γ decaying and δ set to zero. In this way, we can take advantage of the fast initial convergence speeds that characterize runs that use the off-policy targets without having training stagnate towards the end.

We trained for 25000 steps using the parameter decay in Table 2. Figure 2 shows that runs with decaying parameters are able to learn faster and reach higher final rewards than MuZero. Runs with both targets decaying reach a final reward of 430 and a consistent reward higher than 195 in 4850 steps. Runs with only the off-policy value target decaying reach a final reward of 372 and solve the environment in 3750 steps.
4.2 TicTacToe

We used a board of size 3x3. When a game is over, the winner gets a reward of 20, and the loser a reward of -20. If the game is a draw, the reward is zero.

**Parameters.** We used an n-step of 9, an unroll step of 3, and a simulation number of 25. The hidden state is of size 8, the observations of size 9, and the action size is 9. We used a support of size 1. We trained for 25000 steps with a batch size of 64 and a replay buffer size of 3000 games.

**Results.** In Table 1, MuZero achieves the highest reward with a reward of 9.99, followed by M0OFFV with a reward of 8.09. In Figure 3, we can see that M0OFFV converges faster than MuZero initially but then learning slows down, converging to a lower reward. Both M0GB and M0OFF are not able to converge. Contrary to Cartpole, M0ALL performed worse than M0OFFV.

We trained with decaying parameters, using only the off-policy value target since M0ALL performed worse than M0OFFV. We decay the parameters according to Table 2. As we can see in Figure 3, using decaying parameters, we were able to achieve faster convergence and higher rewards than MuZero, with an end reward of 12.14 and opponent reward of 1.96.

### Table 1: Results for the several games tested.

| Parameters Combinations | Cartpole | TicTacToe | MiniGrid |
|--------------------------|----------|-----------|----------|
|                          | α β γ δ  | Reward    | Steps until solved | Reward | Opponent Reward | 3x3 | 4x4 | 5x5 | 6x6 |
| MuZero                   | 1 1 0 0  | 368 ± 18.96 | 8860 | 10.4 ± 5.54 | 2.96 ± 2.14 | 9.96 ± 0.07 | 9.83 ± 0.36 | 9.98 ± 0.03 | 9.76 ± 0.28 |
| M0OFF                    | 0 0 1 1  | 156 ± 18.16 | Not solved | 0.88 ± 1.26 | 13.82 ± 4.80 | 0.36 ± 0.42 | 1.23 ± 0.84 | 2.49 ± 2.28 | 0.40 ± 0.53 |
| M0GB                     | 0 1 1 0  | 217 ± 42.54 | 21750 | 2.66 ± 2.75 | 9.96 ± 5.02 | 9.84 ± 0.24 | 9.81 ± 0.39 | 0.01 ± 0.01 | 0.02 ± 0.03 |
| M0OFFV                   | 1 1 1 0  | 330 ± 43.76 | 5135 | 7.93 ± 4.83 | 3.36 ± 3.10 | 9.98 ± 0.01 | 9.81 ± 0.29 | 9.73 ± 0.20 | 9.74 ± 0.38 |
| M0ALL                    | 1 1 1 1  | 284 ± 37.09 | 750  | 4.70 ± 6.68 | 9.13 ± 8.24 | 9.29 ± 0.93 | 9.88 ± 0.18 | 9.03 ± 0.98 | 8.90 ± 1.27 |
| Decaying Value           | 1 1 - 0  | 372 ± 55.79 | 4850 | 12.12 ± 5.44 | 1.96 ± 1.91 | 9.88 ± 0.18 | **9.90 ± 0.16** | 9.91 ± 0.05 | 9.76 ± 0.15 |
| Decaying Value and Policy| 1 1 - -  | 430 ± 51.69 | 3750 | -            | -            | -            | -            | -            | -            |

4.3 MiniGrid.

This environment consists of an \( N \times N \) grid. The agent starts on the top left corner, and the objective is to reach the opposite corner. A reward of +10 is given when the agent reaches the corner. Episodes end when the agent reaches the corner or when \( N + N \) steps have passed. Therefore, the agent has to play optimally, or it does not get any reward at all, since the shortest path to the opposite corner is \( N + N \).

At each timestep, there are only two possible actions: to move down or to move right. An observation consists of the whole grid \( N \times N \).

**Parameters.** We used n-step of 7, unroll step of 7, and a simulation number of 5. The hidden state is of size 5, the observations of size \( N \times N \), and the action size of size 2. We used a support of size 21, a batch size of 32 and a replay buffer size of 5000 games. In this environment, the grid has size \( N \times N \).

We ran experiments with \( N = 3, 4, 5, 6 \). For \( N = 3, 4 \) we ran for 15000 training steps and for \( N = 5, 6 \) we ran for 20000 training steps. The other parameters are the same for all \( N \).

**Results.** Table 1 shows that as we increase \( N \), the gap between the model with the best result and others increases. For \( N = 3 \), M0OFFV achieves a mean reward of 9.98, followed by MuZero with a reward of 9.96. For \( N = 4 \), M0ALL achieves a mean reward of 9.88, followed by MuZero with a reward of 9.83. For \( N = 5, 6 \), MuZero outperforms the other parameters with scores of 9.98 and 9.76, respectively, with M0OFFV coming after with scores of 9.73 and 9.74.

Figures 4 and 5 show how the training progresses for grid size \( N = 4 \) and \( N = 6 \), respectively. M0OFFV seems to converge faster than MuZero consistently; however, MuZero was able to reach higher final rewards. M0GB was able to converge to high mean end rewards, 9.84 and 9.25, for \( N = 4 \) but for \( N = 6 \) it was not able to converge. M0OFF does not converge when using only data from simulated games, a behaviour already observed in Cartpole and TicTacToe. Contrary to Cartpole but similarly to TicTacToe, M0ALL performed worse than M0OFFV.

We trained with decaying parameters, and similarly to TicTacToe, since M0ALL performed worse than M0OFFV, we only used the off-policy value target. We decay the parameters according to Table 2. As we can see in Figure 4 and 5, runs that use decaying parameters
converged faster but reached an end reward similar to MuZero and M0FFV.

Table 1 shows that across grid sizes runs that use the off-policy value target tend to reach higher or similar rewards to MuZero.

4.4 Analysis

**Off-policy value target** $\gamma$. Across all environments, the usage of this target provides faster initial convergence speeds. However, if we compare M0FFV runs with M0GB run, we can see that using solely this target for the value is not enough, and it needs to be combined with the on-policy value target. Despite faster initial convergence speeds, we can see that M0FFV runs stagnate towards the end, reaching a lower end reward than MuZero, leading us to think that this target might impair training. Runs that used this target with decaying parameters were able to both have a faster initial convergence and reach higher rewards than MuZero across all environments.

**Off-policy policy target** $\delta$. This target only provided clear benefits in Cartpole. In this environment, runs that use this target quickly stagnate, which leads us to posit that this target does not seem to improve along with training and impairs convergence. This target is more dependent on the number of simulations than the value target because it is calculated solely based on the visit count, and as we go along a simulated trajectory, the visit count decreases. However, based on the M0ALL training curve, this target seems to be useful in the beginning, as M0OFFV does not have it and shows slower convergence speeds. In Cartpole, runs that used this target and the off-policy value target with decaying parameters were able to achieve faster initial convergence and reach higher rewards than MuZero.

In MiniGrid and TicTacToe, this target does not seem to provide any benefit, most likely due to the lower MCTS simulation count used. Figure 6 shows how off-policy targets are dependent on the number of simulations in MiniGrid. We can see that M0OFFV needed 50 simulations to be able to converge. The final mean reward obtained by M0OFF with this number of simulations is still lower than the one obtained with other targets, shown in Table 1, which only use 5 simulations.

**Comparing environments.** These new targets did not perform as well on MiniGrid as they did on Cartpole or TicTacToe.

We posit that this is due to the low simulation count used, since when we increased the number of simulations, these targets were enough for the model to start learning. This mainly affects the off-policy policy target, as TicTacToe also suffers from this issue.

Another reason is that MiniGrid only emits a reward if the agent plays perfectly, while in Cartpole, we have intermediate rewards, and in TicTacToe, the agent gets a reward regardless of the game result. This directly affects the off-policy value target, and indirectly, the off-policy policy target.

Furthermore, learning can be more difficult in games with sparse rewards such as MiniGrid and TicTacToe. For example, in an environment with intermediate rewards, like Cartpole, we require intermediate rewards, and in TicTacToe, the agent gets a reward regardless of the game result. This directly affects the off-policy value target, and indirectly, the off-policy policy target.

In environments with sparse rewards, we will only use the value of the last node of the path as the value target. This is similar to A0GB. However, in AlphaZero the value of the last node of the path can come directly from the environment, while in MuZero, the value will always come from the network. Besides that, the more simulations we perform on a node, the closer its value will be to the true value of that state. In A0GB, they tested in environments with a high simulation count. Therefore, in A0GB the target either came directly from the environment or had more simulations performed on its node, making its value target more accurate. In this work, we used a low simulation count, which means that the value target might come directly from the network since it had no simulations performed on it.

5 CONCLUSIONS AND FUTURE WORK

In this work, we presented a way to obtain off-policy targets by using data from MCTS simulations. We then combined these targets with on-policy targets in multiple ways and performed experiments in three environments with distinct characteristics.

The results show that off-policy targets can be useful for training and can speed up convergence.

Across all environments tested, runs that use the off-policy value target with decay are able to have faster initial convergence and achieve higher rewards than MuZero.
Table 2: How the parameters change along training for the several games tested.

| Decaying Value | Decaying Value and Policy | Tic/TacToe | Training Steps | α | β | γ | δ |
|----------------|--------------------------|------------|----------------|---|---|---|---|
| 1 1 1 0         | 1 1 1 1                  | 0 - 6249   | 1 1 1 0        | 0 - 6249 |
| 1 1 0.5 0       | 1 1 0.5 0.5              | 6250 - 12499 | 1 1 0.5 0 | 6250 - 12499 |
| 1 1 0 0         | 1 1 0 0                  | 12500+     | 1 1 0 0.5      | 12500+ |

| Catpole | Training Steps | α | β | γ | δ |
|---------|----------------|---|---|---|---|
| Decaying Value | Decaying Value and Policy | 1 1 0 0 | 1 1 0 0 |
| 1 1 0 0         | 1 1 0 0 | 12500+ |

Figure 6: Mean reward for M0OFF runs with varying simulation size for 6x6 MiniGrid.

The usefulness of the off-policy policy target seems to be dependent on the environment. We posit that this is due to the number of simulations used and depends on whether the environment has intermediate rewards, as explained in Section 4.4. However, in the environments where this target is useful, such as Cartpole, runs that use this target and the off-policy value target with decay are able to achieve better results than MuZero, and runs that only use the off-policy value target.

5.1 Future Work

There were some compromises we made due to the variable size of the simulated trajectories, detailed in 3.1.

- When the path length is smaller than the number of unroll steps, we choose to perform simulations on the leaf node of that path. However, we could perform simulations on the root node, making us discover another better trajectory. We could also divide our simulation budget as such: if we have a budget of 30 simulations and need more 3 nodes to reach the unroll step size, we can perform 10 simulations on the leaf node, then 10 on the next leaf node, etc. This would make our higher quality samples for the leaf nodes. The approach we choose is the middle ground between these two. However, a study of these approaches would be useful.

- We choose to use a variable look-ahead length. However, we could use a small simulation budget to make the path reach the look-ahead length size.

GradNorm [24] balances the losses of networks that are optimizing for several tasks in real-time based on the gradients of those losses. The results show that the best parameters depend on the type of environment and that using parameters that change during training seems to provide the best results. Therefore, using GradNorm to compute $\alpha, \beta, \gamma, \delta$ during training would be useful since we would not have to find the best values for these parameters for each environment.

Recent work [25] has identified several problems that exist due to the fact that we use the visit count to calculate the policy target $\pi_{MCTS}$ (Equation 11).

- Visit counts take too long to reflect newly discovered information. For example, if we get an unexpected win or loss, we need to do more simulations before this is reflected in the visit counts.
- Low visit counts can only express a limited subset of policies. For example, if we only do 5 simulations, then all policy targets are necessarily a multiple of 1/5.
- Using visit count as a policy target does not mean much for actions that were not visited once. We have gained no new information about that state, and now we will try to lower its policy value even further.

The policy target could be calculated using the regularized Q-values of each child node [25]. This new policy target performed better than using visit counts, especially for environments with a low number of simulations. Therefore, calculating the policy target from the regularized Q-values instead of the visit counts of each child node could significantly improve the usefulness of the off-policy policy target since the usefulness of this target seems to be correlated with the number of simulations used.
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