Internal alignment and position resolution of the silicon tracker of DAMPE determined with orbit data
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Abstract

The DArk Matter Particle Explorer (DAMPE) is a space-borne particle detector designed to probe electrons and gamma-rays in the few GeV to 10 TeV energy range, as well as cosmic-ray proton and nuclei components between 10 GeV and 100 TeV. The silicon-tungsten tracker-converter is a crucial component of DAMPE. It allows the direction of incoming photons converting into electron-positron pairs to be estimated, and the trajectory and charge (Z) of cosmic-ray particles to be identified. It consists of 768 silicon micro-strip sensors assembled in 6 double layers with a total active area of 6.6 m\textsuperscript{2}. Silicon planes are interleaved with three layers of tungsten plates, resulting in about one radiation length of material in the tracker. Internal alignment parameters of the tracker have been determined on orbit, with non-showering protons and helium nuclei. We describe the alignment procedure and present the position resolution and alignment stability measurements.
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1. Introduction

The DArk Matter Particle Explorer (DAMPE) is a satellite mission that was launched on December 17, 2015 from the Jiuquan Satellite Launch Center in the Gobi Desert, China. It is designed to detect electrons and photons in the few GeV to 10 TeV energy range, as well as protons and cosmic-ray ions from
10 GeV to 100 TeV, with excellent energy resolution and direction precision\cite{1,2}. The main objectives of DAMPE are the identification of possible indirect signatures of Dark Matter annihilation or decay, improving the understanding of the origin and propagation mechanisms of high energy cosmic rays and gamma-ray astronomy. It consists of four sub-detectors (Figure 1) stacked together as follows, moving from top to bottom. First is a Plastic Scintillator-strip Detector (PSD), which measures the cosmic ray charge (Z) and provides the veto signal for charged particles in gamma-ray detection. It is followed by a Silicon-Tungsten TracKer-converter (STK), that is described in detail in the next section. Next, there is an imaging calorimeter made of 14 layers of Bismuth Germanium Oxide (BGO) bars in a hodoscopic arrangement with a total thickness of about 32 radiation lengths, which provides a precise energy measurement and particle identification for electron/hadron separation. The BGO is aided by the NeUtron Detector (NUD), a boron-doped plastic scintillator detecting delayed neutrons coming from hadronic interactions at high energies, which serves to improve the electron/hadron separation power.

The STK is a key component of DAMPE, allowing the trajectory and absolute ion charge (Z) of incoming particles to be reconstructed and measured respectively. Moreover, thanks to its high position resolution, the direction of incoming photons converting into electron-positron pairs in the STK’s tungsten plates can be precisely reconstructed. In order to fully exploit the trajectory reconstruction capabilities of the STK, a precise alignment of the instrument is needed, as explained in this paper.

The paper is organized as follows. In Section 2 the STK is briefly described. Section 3 provides the details of the on-orbit data and simulation used in the alignment analysis. Section 4 gives an overview of the data reconstruction procedure. In Section 5 the alignment procedure is described in detail. In Section 6 the results on the STK position resolution are reported. In Section 7 the alignment stability and its on-orbit variations are discussed. Conclusions are given in Section 8.

2. The STK

The STK\cite{3} is designed to reconstruct the charged particle trajectories, to identify the direction of incoming gamma-rays converting into electron-positron pairs and to measure the charge Z of cosmic rays. It consists of 6 tracking double-layers, providing 6 independent measurements of the x and y coordinates of the incoming particle. The tracking layers are mounted on 7 supporting trays, as shown in Figure 2. To favor the pair conversion of incoming photons into electron-positron pairs, three tungsten layers are placed after the first, second and third tracking layer. Each tungsten layer is 1 mm thick, for a total of about one radiation length.
Each silicon layer consists of 16 modules, hereafter referred to as ladders (Figure 2 left). Each ladder is formed by 4 single-sided AC-coupled Silicon micro-Strip Detectors (SSD), daisy-chained via micro-wire bonds. All the 192 ladders are readout in groups of 24 by 8 data acquisition boards [4]. The sensors are produced by Hamamatsu Photonics [5] and are 320 µm thick, with dimensions of 9.5 × 9.5 cm². They are segmented into 768 strips with a 121 µm pitch, with a sensitive SSD area of 9.29 × 9.29 cm². The readout is done for every other strip, in order to limit the number of readout channels whilst maintaining sufficient spatial resolution [6]. The resulting 384 channels per ladder are read out by 6 VA140 ASIC chips made by IDEAS [7]. With analog readout and charge sharing on the non-readout strips, the expected position resolution is better than 70 µm for most incident angles.

The mechanical assembly of the STK has a construction precision of about 100 µm, coarser than the expected position resolution of the silicon sensors. Hence, alignment parameters are introduced to correct for the displacement and rotation of each sensor with respect to its nominal position, allowing the full tracker potential to be exploited. The alignment parameters are derived from the data, and they allow the correction of the particle coordinate in the STK, as described in Section 5. The effect of the alignment procedure is illustrated in Figure 3. The left and middle plots show the residual values with respect to the particle coordinate, before and after the alignment respectively. The residual is defined as the difference between the measured coordinate and the projection of the track in the i-th plane where the track is reconstructed without considering the i-th plane. Plots on the right show the distributions of the average residuals of SSDs. For these plots 1.3 M events passing the event selection described in Section 5.1 are used.

3. Data and simulation

3.1. Data

The DAMPE satellite is operating at an altitude of about 500 km in a sun-synchronous orbit with an inclination of about 97°, in a sky-survey mode permanently oriented to the zenith. Each orbit lasts about 95 minutes [2]. DAMPE has operated smoothly since its launch, recording about five million events per day. The data used in the analysis presented here was collected between January 2016 and May 2017.

3.2. Simulation

Monte-Carlo simulations of the full detector are used to validate the alignment procedure. Proton and helium events are generated based on the GEANT4 [8] toolkit, following a power-law energy spectrum with an index of -1. The energy range and statistics of the Monte-Carlo samples are reported in Table 1.
Figure 3: Track x- and y-residuals before (left) and after (middle) the alignment procedure, shown with respect to the particle coordinates. Black circles represent the average residuals for each of the 768 sensors with respect to the nominal sensor position, defined as the center of the SSD: 384 for x (top) and 384 for y (bottom). The distributions of these values are reported in the plots on the right side, where each histogram entry corresponds to one SSD.

| Generated Particle Type | Energy Range       | Statistics (events) \(\times 10^6\) |
|-------------------------|--------------------|-------------------------------------|
| \(p\)                   | 1 GeV – 100 GeV    | 500                                 |
| \(p\)                   | 100 GeV – 10 TeV   | 100                                 |
| He                      | 10 GeV – 100 GeV   | 20                                  |
| He                      | 100 GeV – 10 TeV   | 100                                 |

Table 1: Monte-Carlo samples used for the alignment analysis.
The detector geometry, including all sensitive volumes and the supporting structures of the payload, is implemented in the simulation from Computer-Aided-Design (CAD) drawings, using a software conversion toolkit [9, 10, 11]. To account for the effect of capacitive charge sharing between individual silicon strips, the sharing coefficients were obtained from a detailed SPICE [12] simulation of the SSD-equivalent electronic circuit. For a fair comparison with the events collected during on-orbit operation, the simulated data is processed through the same reconstruction and analysis chain as real data.

4. The STK event reconstruction

The reconstruction algorithms of the STK signal can be grouped into two main procedures: hit reconstruction and track finding.

4.1. Hit reconstruction

The raw data of the STK are represented as 12-bit ADC values, for a total of 384 values (channels) per ladder. The ADC values are processed on-board by FPGAs, to reduce the data size [13]. The data compression algorithm performs a simple clustering of the signals, where clusters are formed starting from channels (seeds) exceeding the signal-to-noise ratio \( S/N > 3 \), and including all neighboring channels with \( S/N > 5 \).

A more sophisticated clustering is then performed offline. The ADC values are grouped into arrays of 384 channels for each ladder. The clustering algorithm scans the arrays to find seeds, which are defined as local signal maxima with \( S/N > 4 \), then clusters are formed by collecting all neighboring channels with \( S/N > 1.5 \). If the signal in two neighboring channels of the cluster, while moving away from the seed channel, increases more than five times the corresponding average noise for these channels, the cluster is considered to have multiple signal peaks and is split into two clusters. High-noise or broken channels (which are less than 1% of the total) are masked during the reconstruction. The cluster coordinate is measured in units of readout channels, and calculated as the Center-of-Gravity (CoG) of the cluster strips weighted by the ADC signals, defined as

\[
CoG = \frac{\sum_i i \cdot S_i}{\sum_i N_i}
\]

where the sum is taken over all channels of the cluster. \( i \) is the index number of a channel and \( S_i \) (\( N_i \)) is the signal (noise) value of the \( i \)-th channel. The average cluster size for protons is found to range from 2.3 to 2.9 channels, depending on the arrival direction. For helium nuclei the average cluster size varies in the range of 3.2 to 4.0 channels.

The \( x \) and \( y \) clusters in the same tracking plane are then combined in all possible permutations to form 3D hits. Since each \( xy \) quarter plane is read out by different electronic boards, only combinations coming from the same quarter plane are allowed, which significantly reduces the number of false hits due to combinatorics.

The hit coordinate in the global reference frame of the detector is obtained from the cluster CoG, the ladder position, \( x_L \), and the ladder orientation in the nominal design, \( R_L \), as follows:

\[
x = \text{CoG} \cdot d \cdot R_L + x_L.
\]

where \( d = 242 \, \mu m \) is the strip readout pitch; \( R_L \) is equal to \( \pm 1 \), depending on the channel numbering orientation in the ladder readout. The same holds for \( y \).

4.2. Track finding

To reconstruct a track, we start from the shower direction of the BGO obtained with a centroid approach. This direction is projected to the first STK layer (the closest to the PSD) to select the closest hit. The track seed is then formed from this hit and the shower direction and the track is reconstructed using a custom implementation of the Kalman filter algorithm [14]. The quality of the track is evaluated from the number of hits and the \( \chi^2/\text{ndof} \) of the Kalman fit. Track candidates are rejected if the \( \chi^2/\text{ndof} \) is above a threshold.
that depends on the number of hits. The initial point of the inspected track is removed from the list of the seed points, and the seeding-filtering is repeated with the next-to-closest hits in the first layer.

Once all the seed points in the first layer have been used, the procedure is repeated with the layers 2 and 3. In this case, after the track is reconstructed, an additional step takes place as follows. The hits are searched in the layers before the seeding-hit plane using the track direction, and, if matching hits are found, they are included into the track, which is refitted with the appended hits. The seed-filtering is repeated until all seed points have been exhausted.

Finally, the above procedure is repeated with the three layers closest to the BGO (layers 6, 5 and 4) with the inverse direction of track filtering (from the BGO to the STK). On average, 41% of reconstructed tracks are recovered with the inverse track finding.

5. The STK alignment

5.1. Event selection

Events used in the alignment analysis are required to contain exactly one track, where the track is required to have $x$ and $y$ hits in all six planes. Not only does this simplify the involved derivatives calculation associated with the gradient-descent alignment method, but it also helps to minimize the track projection error in the estimate of the position resolution. About 15% of events in the full data set pass this selection criterion, which corresponds to about 0.8M events per day. About 80% of events do not have tracks passing this selection, and 5% of events have more than one track. These events are not used in the analysis. For the alignment procedure, reconstructed tracks are refitted with a straight line, using a simple least squares method, both in $x$–$z$ and $y$–$z$ projections independently. Tracks with $\chi^2$-values higher than a certain pre-defined threshold are removed from the sample1. About 98% of the events pass this selection. Figure 4 shows the distributions of tracks with respect to the $x$ coordinate in different STK layers after the alignment event selection.

5.2. Alignment algorithm

The following alignment correction parameters are introduced for each silicon sensor of the STK:

$$\Delta_X/\Delta_Y, \ \Delta_z, \ \theta_X, \ \theta_Y, \ \theta_Z.$$  \hspace{1cm} (1)

They correspond to the two offsets and three rotations of the silicon sensor respectively, for a total of 3840 alignment parameters. Rotations are considered with respect to the origin of the $xy$ reference frame in the plane where the sensor resides in the nominal design (CAD detector geometry). Bending of SSDs may contribute up to 1 $\mu$m to the position resolution at high particle incidence angles, according to the STK ladder metrology data. However, while we originally considered including the bending parameters of the SSDs as additional free parameters, we found it to have no significant impact on the resulting position resolution of the STK, and thus we treat each silicon sensor as a rigid body. The corrected (aligned) position of a hit can then be written as set of coupled equations:

$$x_a = x + \Delta_X - y \cdot \theta_Z$$  \hspace{1cm} (2)

$$y_a = y + \Delta_Y + x \cdot \theta_Z$$  \hspace{1cm} (3)

$$z_a = z + \Delta_z - x \cdot \theta_Y + y \cdot \theta_X$$  \hspace{1cm} (4)

The method used to determine the alignment parameters is based on the optimization (minimization) of the total $\chi^2$-value of tracks in the alignment data sample, where the total $\chi^2$ is defined as follows:

$$\chi^2 = \sum_{t \in \text{tracks}} \left( \sum_{p \in \text{points}} \frac{(x_{fit} - x_{hit})^2}{N_{\text{track},s_t}} + \sum_{p \in \text{points}} \frac{(y_{fit} - y_{hit})^2}{N_{\text{track},s_y}} \right),$$  \hspace{1cm} (5)

1The $\chi^2$ is evaluated for a linear fit of non-aligned tracks, as follows $\chi^2 = \sum \frac{(x_{fit} - x_{hit})^2}{N_{\text{track},s_t}} + \sum \frac{(y_{fit} - y_{hit})^2}{N_{\text{track},s_y}}$, where the sum is taken over all points comprising the track. Afterwards, tracks which have $\chi^2$ higher than the mean value plus 5 times the RMS of the $\chi^2$ distribution are removed from the sample.
Figure 4: Distributions of tracks in the alignment data sample with respect to the $x$ position of track in different layers of the STK, shown for different track inclinations: $\theta_x < 20^\circ$ (solid line), $20^\circ < \theta_x < 45^\circ$ (dashed line) and $\theta_x > 45^\circ$ (dotted line). Statistics in the plot corresponds to about 1.5 days of data after the alignment event selection. Layer 1 corresponds to the STK layer closest to the PSD. The structure of the equidistant drops is due to particles passing in the dead regions of the silicon sensors.

\[ s_x = s_x(t, p), \quad s_y = s_y(t, p), \]  

where $t$ is the index of track in the sample, $p$ is the index of the point within the track, $s_x$ and $s_y$ are the SSD identifiers, $x^{hit}$ and $x^{fit}$ are the measured and fitted (from a linear fit) coordinates of the track in the $i$-th point and $\text{N}_{\text{track, } s_x/s_y}$ is the number of tracks crossing the corresponding SSD. The $\text{N}_{\text{track, } s_x/s_y}$ factor allows the non-uniformity of track statistics for different SSDs to be taken into account. Note that alignment can not be done in $x$ and $y$ independently, since both coordinates are needed when identifying which SSD a track hit is associated with.

The minimization is done through an iterative gradient descent procedure using the gradient of $\chi^2$ with respect to the alignment parameters. In this way, all alignment parameters are optimized simultaneously. Specifically, the movement in the phase space of the alignment parameters is performed in the opposite direction to the gradient. After each iteration, the gradient is recalculated and another step is performed. The step size of the gradient descent varies dynamically.

Two custom implementations of the gradient descent method were tested in the analysis, as described below.

5.2.1. The fixed-$\chi^2$ method
In this method, the $\chi^2$ value for each iteration of the algorithm is compared with the one from a previous iteration, and if the improvement falls below a pre-determined threshold, the step size is halved. The condition at which the step size is decreased is:

\[ \chi^2_{\text{next}} \geq \chi^2_{\text{this}} - \epsilon \cdot \| \nabla \chi^2 \| \cdot \| \vec{d} \| \]  

where $\nabla \chi^2$ and $\vec{d}$ are the gradient and the step vectors respectively and $\epsilon \in [0; 1]$ is the threshold parameter. We tested three different possible values for this threshold: 0, 0.5 and 1. In the case of $\epsilon = 0$, the algorithm
oscillates around the minimum of the objective function (total $\chi^2$) and converges slower than in the case of $\epsilon = 0.5$. However, in the case $\epsilon = 1$ the step size of the algorithm drops after only a few iterations and therefore the algorithm does not converge. As a result, we chose $\epsilon = 0.5$ as a reference threshold value. We refer to this as the fixed-$\chi^2$ method, since the set of tracks for the $\chi^2$ evaluation remains fixed at each iteration of the alignment algorithm.

5.2.2. The variable-$\chi^2$ method

The alignment precision is limited by the internal resolution of the silicon sensors, and more significantly by the presence of multiple scattering (MS). To reduce the MS contribution, we apply here a further selection on the track candidates, rejecting tracks with track-hit residual values above a defined threshold. Specifically, we reject tracks if at least one track-hit residual is higher than $300\ \mu m$. This selection is applied on top of the track selection described in Section 5.1. The $100\ \mu m$ threshold was also tested and no significant difference was found with respect to the $300\ \mu m$ one. Furthermore, we allow the track sample to change from one iteration to another, so that the residual-based track quality selection is applied at every iteration of the alignment, introducing some new tracks in the sample and (or) removing some old ones. Contrary to the fixed-$\chi^2$ minimization, in this approach $\chi^2$ values cannot be used to control the step size of the algorithm. Hence we set a requirement on the angle between gradient vectors for two subsequent iterations, $\alpha$, as follows:

$$\cos(\alpha) \equiv \frac{\nabla \chi^2_{\text{this}} \cdot \nabla \chi^2_{\text{next}}}{\| \nabla \chi^2_{\text{this}} \| \| \nabla \chi^2_{\text{next}} \|} > \epsilon$$

(8)

where $\epsilon = 0.5$. When the cosine is less than $\epsilon$ the step size is halved. We call this approach the variable-$\chi^2$ method.

Figure 5 shows the comparison between the variable-$\chi^2$ and the fixed-$\chi^2$ methods. The deviation of residual mean is defined as the RMS of the distribution of average residuals for all 768 silicon sensors. As shown in the figure the variable-$\chi^2$ method performs better than the fixed-$\chi^2$ one, yielding a lower deviation. Therefore the variable-$\chi^2$ is used as the baseline alignment method for the remainder of the paper.

The first on-orbit alignment of the STK was performed with the data collected during two consecutive days in January 2016. Distributions of the obtained alignment parameters for all the silicon sensors are shown in Figure 6. The distributions for $\Delta X$ and $\Delta Y$ parameters are centered around zero with a width of

Figure 5: The deviation of residual mean for track-hit residuals after the alignment as a function of the number of iterations of the alignment algorithm for fixed-$\chi^2$ (left) and variable-$\chi^2$ (right) methods. The peak around 10 iterations in the left plot is due to additional iterations that are needed because of the gradient-descent step becoming too big and missing the minimum of the objective function.
about 100 µm, as expected from the mechanical precision. For the $\Delta Z$ parameters, the structure of the $z$ shifts corresponding to 6 different tracking planes can be observed.

6. Position resolution

The position resolution of the STK is estimated from the residual distributions of proton and helium candidate tracks after applying the alignment. The residuals are defined as the difference between projected and measured hit position, where the projected position is obtained from the linear fit of the remaining points of the track, without the point being tested.

6.1. Position resolution with protons

We apply a further event filtering to select high-energy tracks and reduce the contribution of multiple scattering to the residuals. Events are required to fulfill the following criteria:

- the total reconstructed energy in the calorimeter $E > 50$ GeV;
- the angular distance between the calorimeter shower direction and the track direction is below 10 degrees;
- the distance between the CoG of the calorimeter shower and the track projection in the BGO is below 50 mm, where the distance is measured in the $x$-$y$ plane passing through the CoG of the shower.
Moreover, in order to select protons, a cut on the cluster charge of each hit associated with the track is applied. The cluster charge, corrected for the particle path in the detector, \( S \times \cos(\theta) \), is required to be lower than 160 ADC counts. If at least one hit in the track does not pass this selection criterion, the track is discarded. As an example, Figure 7 shows the cluster charge distribution for all the track hits before the cluster ADC selection is applied. The cluster ADC cut is introduced to eliminate the contribution of helium and heavier ions in the sample, and has a 78% efficiency for protons, with a residual helium contamination of about 0.1%, estimated from the Monte-Carlo simulation. About 0.15 M events per day in the data pass the aforementioned cosmic-ray proton selection criteria.

The resulting track-hit residual distributions are shown as histograms of different angular ranges in Figures 8 and 9 for internal (2–5) and external (1, 6) layers of the STK. The residual distributions for the \( y \) layers show similar behavior. The external layers are treated separately, since, as expected, they exhibit larger residuals due to an increased contribution of the track-projection errors for these layers. The histograms correspond to the data of three months, where alignment constants were updated every two weeks, as described in Section 7.

The residual distributions can be fitted with a sum of two Gaussians:

\[
N(x^{fit} - x^{hit}) = \frac{N_1}{\sqrt{2\pi}\sigma_1}e^{-\frac{(x^{fit} - x^{hit})^2}{2\sigma_1^2}} + \frac{N_2}{\sqrt{2\pi}\sigma_2}e^{-\frac{(x^{fit} - x^{hit})^2}{2\sigma_2^2}}
\]  

\[\sigma_{12} = \sqrt{\frac{N_1\sigma_1^2 + N_1\sigma_2^2}{N_1 + N_2}}\]

Figure 7: The normalized distribution of all hits in the tracks with respect to the hit cluster charge multiplied by the cosine of the track incidence angle. The tracks are required to pass the selection described in Section 6.1.
Figure 8: The track-hit residual distributions for proton candidates for internal x layers of the STK, shown for different track inclinations. Histograms for layers 2-5 are aggregated and fitted with the double-Gaussian distribution.

Figure 9: The track-hit residual distributions for proton candidates for external x layers of the STK, shown for different track inclinations. Histograms for layers 1 and 6 are aggregated and fitted with the double-Gaussian distribution.
6.3. Systematic uncertainties

times) signal yield. to 5 µm better than the corresponding position resolution for protons, because of the higher (on average 4 times) signal yield.

The following sources of systematic uncertainties were considered in the analysis of the spatial resolution:

| θx | σ1 ± Δstat ± Δorb ± ΔMS | σ12 ± Δstat ± Δorb ± ΔMS |
|---|---|---|
| Layers 2–5 |
| <10° | 39.5 ± 0.8 ± 1.6 ± 0.4 | 46.9 ± 0.7 ± 1.9 ± 0.8 |
| 10° – 20° | 31.3 ± 0.7 ± 1.3 ± 0.5 | 40.1 ± 0.3 ± 1.6 ± 0.9 |
| 20° – 30° | 30.9 ± 0.7 ± 1.2 ± 0.6 | 39.3 ± 0.2 ± 1.6 ± 1.1 |
| 30° – 40° | 31.3 ± 0.9 ± 1.3 ± 0.7 | 40.5 ± 0.4 ± 1.6 ± 1.5 |
| 40° – 45° | 30.3 ± 1.2 ± 1.3 ± 0.7 | 41.5 ± 0.8 ± 1.7 ± 1.9 |
| >45° | 33.4 ± 1.7 ± 1.3 ± 0.7 | 45.0 ± 1.6 ± 1.8 ± 2.5 |
| Layers 1,6 |
| <10° | 50.0 ± 0.1 ± 2.0 ± 0.8 | 59.3 ± 0.1 ± 2.4 ± 1.6 |
| 10° – 20° | 39.9 ± 0.1 ± 1.6 ± 1.2 | 50.6 ± 0.4 ± 2.0 ± 1.8 |
| 20° – 30° | 39.3 ± 0.1 ± 1.6 ± 1.5 | 50.5 ± 0.6 ± 2.0 ± 2.2 |
| 30° – 40° | 40.0 ± 0.1 ± 1.6 ± 1.9 | 52.2 ± 0.7 ± 2.1 ± 2.8 |
| 40° – 45° | 40.0 ± 0.1 ± 1.6 ± 2.3 | 53.5 ± 0.6 ± 2.1 ± 3.6 |
| >45° | 43.6 ± 0.2 ± 1.7 ± 2.7 | 59.2 ± 0.4 ± 2.4 ± 4.5 |

Table 2: The σ1 and σ12 of the double-Gaussian fit of the track-hit residual distributions for different x planes of the STK, estimated with proton candidates. The corresponding statistical uncertainties are quoted, together with systematic uncertainties due to on-orbit variation of the alignment and the multiple scattering. Systematic uncertainty due to the contribution of nuclei with charge Z > 1 in the alignment sample is less than 0.1 µm and 0.2 µm for σ1 and σ12 respectively, as described in Section 6.3.

on average about seven times higher than the second one (Np). The values of σ1 and σ12 parameters of the double-Gaussian fits in Figures 8 and 9 are reported in Table 2. Systematic uncertainties of these parameters are described in Section 6.3. Figure 10 shows the effective position resolution estimated as a double Gaussian fit for all STK layers. The increase of the position resolution at low angles can be explained by the fact that particles at vertical incidence angles experience less signal sharing between readout strips, compared to inclined particles, and therefore have higher uncertainty in their position determination. A good agreement is observed between the effective position resolution obtained after the alignment and the one obtained for the ideal geometry in the simulation. The apparent discrepancies of up to 10 µm at high incidence angles (Figure 10) can be accounted for by uncertainties related to the charge sharing. The latter exhibits some residual differences when comparing data with simulated events. Finally, Table 3 summarizes the mean and RMS values of the residual distributions before and after the alignment for each STK layer.

6.2. Position resolution with helium

The event selection is the same as the one used for protons, with the exception of the requirement on the cluster charge. In order to select helium candidates, the signal of each hit is required to be in the range from 120 to 450 ADC counts (see Figure 7 for the cluster charge distribution). If at least one hit in the track does not pass this selection, the track is discarded. This selection has 78% efficiency for helium, with a residual proton contamination less than 0.05%, estimated from the Monte-Carlo simulation. The energy cut in the BGO is also modified, E > 100 GeV, to limit the effect of higher (compared to protons) multiple scattering. About 0.07 M events per day in the data pass this selection.

The resulting track-hit residual distributions for helium candidates are shown in Figures 11 and 12 for internal (2–5) and external (1,6) x layers of the STK respectively, and associate fit values for the σ1 and σ12 parameters of the double-Gaussian functions are reported in Table 4. The residuals for the y layers exhibit a similar behavior. The position resolution for all STK layers is shown in Figure 13. It is on average up to 5 µm better than the corresponding position resolution for protons, because of the higher (on average 4 times) signal yield.

6.3. Systematic uncertainties

The following sources of systematic uncertainties were considered in the analysis of the spatial resolution:
Figure 10: The effective position resolution for different $x$ and $y$ planes of the STK estimated with proton candidates, and defined as the RMS ($\sigma_{12}$) of the double-Gaussian fit of the track-hit residual distributions. Data error bars include statistical uncertainties and systematic uncertainties due to on-orbit variation of the alignment and multiple scattering, summed in quadrature. Monte-Carlo error bars are statistical uncertainties only, as described in Section 6.3.
Table 3: The mean and RMS values of the track-hit residual distributions for proton candidates for different STK planes. The residual distributions include tracks in the whole range of incidence angles.

| STK plane | Residuals before alignment | Residuals after alignment |
|-----------|----------------------------|---------------------------|
|           | Mean (µm) | RMS (µm) | Mean (µm) | RMS (µm) |
| $x_1$     | 137.6     | 96.5     | 0.1       | 55.0     |
| $x_2$     | -100.2    | 164.6    | 0.0       | 44.1     |
| $x_3$     | -33.3     | 52.8     | -0.1      | 41.8     |
| $x_4$     | 15.6      | 171.0    | 0.0       | 41.7     |
| $x_5$     | 17.3      | 167.7    | -0.1      | 42.5     |
| $x_6$     | 16.4      | 332.8    | 0.2       | 53.6     |
| $y_1$     | 91.1      | 433.9    | 0.0       | 51.7     |
| $y_2$     | -39.4     | 56.9     | 0.1       | 41.0     |
| $y_3$     | 25.3      | 197.3    | 0.0       | 38.9     |
| $y_4$     | -97.2     | 365.7    | -0.1      | 41.2     |
| $y_5$     | -13.4     | 108.5    | -0.1      | 42.1     |
| $y_6$     | 110.5     | 412.1    | 0.2       | 53.5     |

Figure 11: The track-hit residual distributions for helium ion candidates for internal $x$ layers of the STK, shown for different track inclinations. Histograms for layers 2–5 are aggregated and fitted with the double-Gaussian distribution.
Figure 12: The track-hit residual distributions for helium ion candidates for external $x$ layers of the STK, shown for different track inclinations. Histograms for layers 1 and 6 are aggregated and fitted with the double-Gaussian distribution.

| $\theta_x$ | $\sigma_1 \pm \Delta_{\text{stat}} \pm \Delta_{\text{orb}} \pm \Delta_{\text{MS}}$ | $\sigma_{12} \pm \Delta_{\text{stat}} \pm \Delta_{\text{orb}} \pm \Delta_{\text{MS}}$ |
|------------|-------------------------------------------------|-------------------------------------------------|
| $< 10^\circ$ | 36.0 ± 0.2 ± 1.4 ± 0.2 | 43.7 ± 0.7 ± 1.7 ± 0.3 |
| 10$^\circ$ – 20$^\circ$ | 25.1 ± 0.2 ± 1.0 ± 0.1 | 35.7 ± 0.4 ± 1.4 ± 0.2 |
| 20$^\circ$ – 30$^\circ$ | 24.5 ± 0.3 ± 1.0 ± 0.2 | 35.9 ± 0.2 ± 1.4 ± 0.3 |
| 30$^\circ$ – 40$^\circ$ | 24.3 ± 0.5 ± 1.0 ± 0.3 | 36.3 ± 0.2 ± 1.5 ± 0.6 |
| 40$^\circ$ – 45$^\circ$ | 23.1 ± 0.6 ± 0.9 ± 0.5 | 36.4 ± 0.4 ± 1.5 ± 1.0 |
| $> 45^\circ$ | 23.8 ± 0.8 ± 1.0 ± 0.8 | 38.2 ± 0.8 ± 1.5 ± 1.6 |

Layers 1, 6

| $\theta_x$ | $\sigma_1 \pm \Delta_{\text{stat}} \pm \Delta_{\text{orb}} \pm \Delta_{\text{MS}}$ |
|------------|-------------------------------------------------|
| $< 10^\circ$ | 44.7 ± 0.1 ± 1.8 ± 0.5 |
| 10$^\circ$ – 20$^\circ$ | 32.1 ± 0.1 ± 1.3 ± 0.3 |
| 20$^\circ$ – 30$^\circ$ | 31.2 ± 0.2 ± 1.3 ± 0.5 |
| 30$^\circ$ – 40$^\circ$ | 32.1 ± 0.3 ± 1.3 ± 1.1 |
| 40$^\circ$ – 45$^\circ$ | 30.6 ± 0.5 ± 1.2 ± 2.1 |
| $> 45^\circ$ | 30.0 ± 0.7 ± 1.2 ± 3.6 |

Table 4: The $\sigma_1$ and $\sigma_{12}$ of the double-Gaussian fit of the track-hit residual distributions for different $x$ planes of the STK, estimated with helium ion candidates. The corresponding statistical uncertainties are quoted, together with systematic uncertainties due to on-orbit variation of the alignment and the multiple scattering. Systematic uncertainty due to the contribution of nuclei with charge $Z > 1$ in the alignment sample is less than 0.1 $\mu$m and 0.2 $\mu$m for $\sigma_1$ and $\sigma_{12}$ respectively, as described in Section 6.3.
Figure 13: The effective position for different $x$ and $y$ planes of the STK estimated with helium candidates, and defined as the RMS ($\sigma_{12}$) of the double-Gaussian fit of the track-hit residual distributions. Data error bars include statistical uncertainties and systematic uncertainties due to on-orbit variation of the alignment and multiple scattering, summed in quadrature. Monte-Carlo error bars are statistical uncertainties only, as described in Section 6.3.
• Systematic uncertainty due to the contribution of multiple scattering to the residuals. It was estimated by reducing the energy selection requirement for the event selection in Sections 6.1 and 6.2 by a factor of two, down to 25 GeV for protons and 50 GeV for helium nuclei. The resulting difference in position resolution with respect to the baseline selection reaches at most 2.5 (1.6) µm for protons (helium nuclei) for internal layers of the STK, and 4.5 (4.1) µm for protons (helium nuclei) for the external layers.

• Systematic uncertainty due to alignment variation on orbit. It was estimated as a maximum variation with time of the RMS of narrower Gaussian (σ₁) in the fit of a track-hit residual distribution, as described in Section 7. This uncertainty is conservatively taken to be within 4%, which corresponds to a maximum uncertainty of up to 2.4 µm and 2.2 µm for protons and helium nuclei respectively.

• Systematic uncertainty due to the contribution of nuclei with charge \( Z > 1 \) in the alignment sample, estimated by adding the proton charge requirement to the alignment event selection, \( S \times \cos(\theta) < 160 \) ADC counts. A helium contamination in this case was found below 0.1%, estimated from the Monte-Carlo simulation by fitting the proton and helium charge distribution to the data, as shown in Figure 7. The position resolution estimation was repeated and compared with the baseline, and the resulting difference was taken as a systematic uncertainty. It is less than 0.1 µm and 0.2 µm for \( \sigma_1 \) and \( \sigma_{12} \) respectively.

Finally, the statistical uncertainties of the data and Monte-Carlo samples were estimated by splitting each sample in two statistically independent parts and performing the double-Gaussian fit for each part separately. The resulting difference divided by \( \sqrt{2} \) was taken as a statistical uncertainty. It varies depending on a track incidence angle and reaches at most 2 µm for both proton and helium data. For the proton and helium Monte-Carlo it was found to be less than 8 µm and 4 µm respectively.

7. Alignment stability

To assess the stability of the alignment, we use the control data sample obtained with the STK-based event selection, as follows. The residuals of a linear fit of 5 points in the projection to the 6-th plane (point under study) are required to be lower than 40 µm. Residuals are then evaluated with a similar methodology to the one described in Section 6 and fitted with a double-Gaussian distribution. The control selection helps to reduce the contribution of multiple scattering in the track-hit residuals, while allowing to collect sufficient statistics (about 2 M tracks) in less than 5 days of data. To avoid any bias due to the chosen selection criteria, we have also checked the same selection with a lower threshold of 10 µm. The resulting variation of the estimated position resolution is below 10%. We also use the control event selection to validate the convergence of the alignment algorithm and to estimate the required statistics of data for the alignment. As a measure of the stability of the alignment, we use the width of the narrower Gaussian of a fit of track-hit residual distribution, \( \sigma_1 \) (see Equation 9).

7.1. Alignment stability with time

Here we examine the position resolution for different time periods. In Figure 14 we show the variation of the \( \sigma_1 \) parameter as a function of time for both the fixed and the time-dependent alignment methods. In the first case, the alignment parameters have been computed only for January 2016. In the second one, those parameters are updated once every two weeks and the closest ones in time are used for each event in the control sample. As shown in Figure 14 in case of the time-dependent alignment, the variation of the position resolution with time is less than 4%. We have also checked the effect of performing the alignment once every two days and once every week, without finding any significant improvement compared to the baseline procedure.

Figure 15 shows the variation of average alignment parameters in the off-plane direction (z-axis). The change of those with time can be explained by two main effects: humidity release and temperature variation. In the beginning of on-orbit operation, the humidity release process is expected to cause a contraction of the
Figure 14: The variation of the \( \sigma_I \) for different STK planes at different track inclinations as a function of time. The values are shown for \( x \) planes only, while \( y \) planes show similar behavior. Horizontal dashed lines are shown to indicate 0 and 4% deviation from the initial values. Two cases are shown, the constant alignment (left) and the time-dependent alignment (right). In the first case, a single alignment is performed on January 1st 2016. In the second one, the alignment is performed at least once every two weeks of the data taking. A sparse subset of points for dates after August 2016 is shown for legibility.

| STK part         | Dimension (mm) | \( k_T \) (\( \mu m/\circ C \)) | \( k_H \) (\( \mu m/\%H_2O \)) |
|------------------|----------------|---------------------------------|---------------------------------|
| **In-plane direction** |                |                                 |                                 |
| Ladder flex      | 380            | 7.6                             | 0.4                             |
| Corner feet      | 181            | 4.2                             | 0.0                             |
| Support tray     | 940            | 0.9                             | 9.4                             |
| SSD              | 95             | 0.3                             | 0.0                             |
| **Out-of-plane direction** |            |                                 |                                 |
| Corner feet      | 236            | 5.5                             | 0.0                             |
| Support tray     | 28             | 0.0                             | 0.3                             |

Table 5: Conservative limits on the temperature and humidity dependence coefficients, \( k_T \) and \( k_H \), for different mechanical components of the STK: the aluminum corner feet, the support trays composed of carbon fiber and aluminum honeycomb, PCB ladder flexes and the silicon sensors. The temperature and humidity expansion can be parameterized as \( L = L_0 + k_T(T - T_0) + k_H(H - H_0) \), where \( L \) is a linear dimension of an STK part, \( T \) is temperature and \( H \) is humidity.
Figure 15: The variation of the average z position of each STK tracking layer with respect to the first layer (6x, tray 1) as a function of time (top), and the average temperature of the STK, measured by 384 temperature sensors installed on the STK ladders (bottom). During the period between July 2016 and December 2016 realignment was done every three days, in order to examine the alignment variation with higher timing resolution. The blue curves correspond to the trays with the tungsten plates.
carbon fiber trays. Then, the STK temperature varies up to 4°C due to seasonal variation of the DAMPE orbit. As seen from Figure 15 (bottom), the maximum rate of temperature change on orbit reaches about 0.5°C per week. The temperature is measured by 384 sensors installed on the STK ladders, 2 sensors per ladder. It is expected that the temperatures of the other parts of the STK follow a similar behavior with time. Table 5 summarizes the temperature and humidity expansion coefficients for different parts of the STK. The tracking planes are mounted on the four aluminum corner feet (see Figure 1), which expand or contract in the z direction because of the temperature variations. Moreover, temperature and humidity expansion/contraction of trays can result in bending of trays and therefore contribute to the off-plane position change as well. The z position variation impacts mostly inclined tracks, since tracks with low inclination are not sensitive to the z coordinate. It can be seen from the left plots in the Figure 14 that the variation of σ_z for inclined tracks is much higher than for vertical ones.

The variation of the average alignment in x and y direction was found to be within 1 µm. This can be explained by the fact that the mechanical structure of the STK is resting on the four aluminum corner feet and four aluminum frames housing the data acquisition boards (one frame attached to each side of the STK) which prevent the trays from relative shifts in x and y direction.

### 7.2. Performance of the alignment algorithm

In order to study the performance of the alignment algorithm, we evaluate the alignment parameters using either statistically reduced data samples or samples of a normal size but with a reduced number of iterations for the alignment procedure. Then, we estimate the position resolution using these parameters and compare it with the one obtained with the baseline alignment procedure. Figure 16 shows the variation of the σ_1 parameter as a function of the number of iterations for the alignment procedure and the number of tracks in the alignment sample. The dependencies in Figure 16 can be fitted with the following functions:

\[
\Delta \sigma_1 = a_1 \cdot e^{-b_1 N_{\text{iteration}}} \quad (11)
\]

\[
\Delta \sigma_1 = a_N \cdot (N_{\text{track}})^{-b_N} \quad (12)
\]

where \(N_{\text{iteration}}\) and \(N_{\text{track}}\) are the number of iterations and number of tracks used for the alignment respectively. Table 6 summarizes the fit values for these functions. As seen from the table, the values of the convergence slope \(b_N\) for different incidence angles \((\theta_X/\theta_Y)\) are compatible with one another within the statistical uncertainties. On the other hand, the convergence slope \(b_1\) decreases slowly as a function of the \(\theta_X/\theta_Y\). It can be explained by the fact that the statistics of tracks in the alignment sample decreases with the growth of \(\theta_X/\theta_Y\). Therefore, the tracks with low incidence angle contribute more to the total \(\chi^2\) (Equation 5).

As seen from Figures 16 top and 17 top, around 2000 iterations are needed to obtain the best alignment, especially for the highly inclined tracks, which are particularly sensitive to the alignment in the off-plane (z-axis) direction. It should be noted, however, that less than 100 iterations are needed for the in-flight realignment, since the alignment procedure is applied to the already pre-aligned geometry. As a convergence criterion, we require the variation of average \(\sigma_1\) to be below 1 µm. Finally, as shown in Figures 16 bottom...
Figure 16: The variation of the average $\sigma_1$ as a function of iteration number of the alignment algorithm (top) and number of tracks used for the alignment (bottom). The average is taken for all $x$ and $y$ layers of the STK and shown for different intervals of the particle incidence angle. The values in the top and the bottom plots are fitted with the formulae 11 and 12 respectively.
Figure 17: The variation of the $\sigma_1$ for each $x$ layer of STK as a function of iteration number of the alignment algorithm (top) and number of tracks used for the alignment (bottom).
and bottom, about 1 M tracks is sufficient to perform the alignment, which roughly corresponds to 1–2 days of data.

8. Conclusions

During its first 17 months of on-orbit operation, DAMPE has collected 2.6 billion events. Using this data we performed a detailed study and optimization of the alignment procedure of the silicon tracker. Given the mechanical stability of the tracker structure and the limited temperature variation of the detector, the alignment parameters are updated every two weeks to ensure optimal tracking performance. We estimate the effective position resolution for protons in the $x$ and $y$ internal tracker planes, after the alignment procedure is applied, to be $47 \pm 2 \mu m$ for events arriving at normal incidence ($<10^\circ$), $41 \pm 2 \mu m$ for intermediate inclinations and $45 \pm 3 \mu m$ at high incidence angles ($>45^\circ$). For helium nuclei the estimated position resolution is $44 \pm 2 \mu m$, $36 \pm 2 \mu m$ and $38 \pm 3 \mu m$ at low, intermediate and high incidence angles respectively. The effective position resolution in the external tracker layers is on average $12 \mu m$ and $9 \mu m$ worse than in the internal layers for protons and helium nuclei respectively, due to the high contribution of projection errors, as also observed in the simulation. We show that the variation of the optimal position resolution with time is less than 4%, i.e. less than 2 $\mu m$, given the implemented procedure. Results for the position resolution of the aligned tracker agree well with the results of the simulation for the nominal DAMPE geometry.
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