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ABSTRACT
This paper proposes PickNet, a neural network model for real-time channel selection for an ad hoc microphone array consisting of multiple recording devices like cell phones. Assuming at most one person to be vocally active at each time point, PickNet identifies the device that is spatially closest to the active person for each time frame by using a short spectral patch of just hundreds of milliseconds. The model is applied to every time frame, and the short time frame signals from the selected microphones are concatenated across the frames to produce an output signal. As the personal devices are usually held close to their owners, the output signal is expected to have higher signal-to-noise and direct-to-reverberation ratios on average than the input signals. Since PickNet utilizes only limited acoustic context at each time frame, the system using the proposed model works in real time and is robust to changes in acoustic conditions. For robust channel selection, we propose a novel neural network approach which does not require a priori knowledge about the microphone array's geometry. An exemplary blind beamforming method utilizes time-frequency (TF) masks, which are estimated either by clustering or by using a neural network. However, these steps are usually performed with batch or block-online processing, rendering them unusable in real-time applications which we are aiming to build. Several researchers studied the near-field speech extraction problem. They assumed each device to be physically close to a different speaker and attempted to extract only the near-field speaker signal from each device. Their proposed methods showed promising results when each speaker had one device in their close proximity under certain conditions about the ambient noise. Nonetheless, apparently the performance of these methods deteriorates in some out-of-scope situations, such as the case where each person has two or more near-field devices. These methods are also based on batch processing.

For ASR, system combination methods such as ROVER can be used to consolidate the ASR outputs from individual devices.

2. RELATED WORK
Technologies that can leverage the spatially distributed microphones have been developed both for speech enhancement and ASR. Blind beamforming would be the most popular speech enhancement approach as it does not require a priori knowledge about the microphone array’s geometry. An exemplary blind beamforming method utilizes time-frequency (TF) masks, which are estimated either by clustering or by using a neural network. However, these steps are usually performed with batch or block-online processing, rendering them unusable in real-time applications which we are aiming to build. Several researchers studied the near-field speech extraction problem. They assumed each device to be physically close to a different speaker and attempted to extract only the near-field speaker signal from each device. Their proposed methods showed promising results when each speaker had one device in their close proximity under certain conditions about the ambient noise. Nonetheless, apparently the performance of these methods deteriorates in some out-of-scope situations, such as the case where each person has two or more near-field devices. These methods are also based on batch processing.

For ASR, system combination methods such as ROVER can be used to consolidate the ASR outputs from individual devices.
However, it cannot be performed in real time because multiple ASR hypotheses that are generated asynchronously must be aligned at the word sequence level. Channel selection is an alternative approach. Simple techniques like picking up the audio channel with the maximum energy or SNR were shown to perform poorly [6]. A more effective approach is to make use of phoneme or senone posteriors generated by an acoustic model [6]. While the method of [6] was shown to substantially improve the ASR accuracy, it is based on batch processing and requires acoustic model (AM) evaluation for every input channel.

Based on this analysis of the prior work, we set our goal as developing a robust channel selection method that runs in real time with low computational cost. Dealing with overlapped speech is left to future work [10][11].

3. CHANNEL SELECTION BASED ON CLOSEST MICROPHONE IDENTIFICATION

We perform channel selection by identifying the microphone closest to the currently active speaker. The problem is defined as follows. Suppose that we have $M$ spatially distributed recording devices. Let $x_{m,t,f}$ denote the complex-valued short time Fourier transform (STFT) coefficient of the $m$th microphone signal with $t$ and $f$ denoting the time frame and frequency bin indices, respectively [11]. We estimate the posterior probability, $p_{m,t}$, of the $m$th device being closest to the speaker who is speaking at frame $t$. (Note that we do not consider overlapped speech.) Then, an enhanced signal, $y_{t, f}$, is computed as the weighted sum of the input STFT coefficients using these posterior probabilities. That is,

$$y_{t, f} = \sum_{m=0}^{M-1} p_{m,t} x_{m,t,f}.$$ (1)

The estimated STFT signal is converted to a time-domain signal with an inverse STFT.

In the following description, we omit an index range in sequence notation when the range is evident. Specifically, the ranges of microphone index $m$ and frequency bin index $f$ are assumed to be $(0, \ldots, M-1)$ and $(0, \ldots, F-1)$ unless otherwise indicated where $F$ denotes the frequency bin number. For example, $(\alpha_m)_{0 \leq m \leq M-1}$ is simplified as $(\alpha_m)$. The set of channel posterior probabilities for time frame $t$, i.e., $(p_m)_m$, is calculated based on the input signals around frame $t$, or $(x_{m,t,f})_{m,f \in V(t)}$, where $V(t)$ denotes a vicinity of $t$ defined as $(t - \Delta_L, \ldots, t + \Delta_R)$. Constants $\Delta_L$ and $\Delta_R$ are the numbers of past (left) and right (future) context frames to be considered. $\Delta_L$ should be set to cover the main components of late reverberation, which is essential for identifying the closest microphone. $\Delta_R$ must be small enough to keep system’s latency at an acceptable level. In our system, they were set at 36 and 4, respectively. Below, we present two models for the channel posterior probability estimation and our proposed training scheme.

3.1. Model without cross-channel layers

The left diagram of Fig. 2 shows the first modeling approach. Before the last softmax layer, each channel is processed separately with the same model that accepts a single-channel signal, $(x_{m,t,f})_{f \in V(t)}$, as input. For each channel, the model generates a scalar which implicitly measures how close the $m$th microphone is to the speaker who is active at time frame $t$. The $M$ output values are converted to probabilities $(p_m)_m$ with the softmax function. We use a convolutional network based on amplitude spectral input. More specifically, the input to the model is a 2-dimensional tensor comprising the amplitude spectral coefficients of a local TF patch, i.e., $(|x_{m,t,f}|)_{f \in V(t)}$. Our model stacks $3 \times 3$ convolution layers and fully connected layers to get a scalar output value as shown in the diagram.

A drawback of this model is that the closest microphone identification accuracy may be insufficient since each microphone signal is processed independently before softmax. PickNet overcomes this limitation.

3.2. PickNet: Model with cross-channel layers

Unlike the model described above, the proposed PickNet model passes around information across the channels by using cross-channel convolution layers. This allows the model to compare input channels more effectively by taking account of spatio-spectro-temporal patterns.

The cross-channel layer must deal with a varying number of input channels in such a way that changing the input channel order results in reordering the outputs while retaining the content of the output for each channel. This requirement can be defined as follows. Let us represent the mapping realized by the cross-channel layer as $f : (0, \ldots, i_{M-1}) \mapsto (0, \ldots, o_{M-1})$. Now, we consider a permutation, $(q_0, \ldots, q_{M-1})$, of $(0, \ldots, M-1)$. Then, $f$ must satisfy $f(q_0, \ldots, q_{M-1}) = (o_{q_0}, \ldots, o_{q_{M-1}})$. The right diagram of Fig. 2 shows our proposed cross-channel layer, which was inspired by a transform-aggregate-concatenate model [12][15]. The idea is as follows. We set aside a subset of the convolution kernels for cross-channel processing. The feature maps from these kernels are averaged across all the channels by element-wise mean pooling to generate a set of shared feature maps that capture “global” information. In each channel, these feature maps are concatenated with the “local” feature maps obtained by applying the remaining kernels to the individual channel input. As shown in the middle diagram, we convert some of the convolutional layers of the previous model into the cross-channel layers. Hence, at the end, we still obtain $M$ scalars and transform them to posterior probabilities with softmax. PickNet requires little extra computation compared with the model without the cross-channel layers. The cost grows only linearly with respect to the channel number.

3.3. Frame subsampling

Reducing a model evaluation cost is crucial for real time processing. To this end, we reduces the frequency of calculating the channel posterior probabilities. Specifically, we evaluate the channel selection model only every $N$ frames. For the frames where the model is not evaluated, the channel posterior probabilities of the preceding frames are used. The idea behind this simple modification is that the channel to be selected does not change very often because it should change at the same rate as speaker turns in conversations. We used $N = 3$ in our system.

3.4. Training data and loss function

Training data can be created by simulation from clean speech corpora. In our experiments, this was done as follows. We used WSJ1 and LibriSpeech [14] as our clean speech source. For each clean speech sample, we determined the dimensions of a virtual shoebox-shaped room for which room impulse responses (RIRs) were generated. In our simulation, the depth and width values were randomly drawn from a uniform distribution on the interval between 5 and 16
m. The height value was uniformly sampled from $[2.5, 4.5]$ m. The room reflection coefficient was randomly determined so that the resultant $T_{60}$ value fell in the range of 0.2 and 0.6 s. We assumed that there was one speaker and two microphones in the room, where one microphone should be located near the speaker position. The speaker and near-field microphone positions were randomly determined under the constraint that the speaker-to-microphone distance was between 30 and 70 cm in azimuth and between 10 to 30 cm in elevation. The second microphone position was then determined such that the distance of the two microphones was between 1 and 4 m. Then, the RIR was generated with the image method [15] and convolved with the clean speech signal to generate a reverberated signal for each microphone position. Both noise was added to each microphone signal at a randomly determined signal-to-noise ratio (SNR) between 10 and 20 dB. Finally, to account for a transient or impulsive noise sound captured only by one device (e.g., the noise that is created when the device is forcefully placed on a table), we randomly added a short noise clip taken from the MUSAN corpus [16] to one of the microphone signals, where the noise clip length was limited to $[0.1, 0.3]$ s.

As the loss function, we used the mean squared error (MSE) between the enhanced signal and the signal of the microphone closest to the speaker, where the MSE is measured for the noiseless condition. For each training frame, our model yields posterior probabilities. We used the diarization scheme of [19]. For each time frame. Then, streaming ASR was applied to the enhanced synchronized signals were fed into the channel selection model, which produced an enhanced signal based on (1) and the posterior probabilities of each device being spatially closest to the active speaker for each time frame. Therefore, we did not investigate its impact on the system performance. We used the same synchronization algorithm for all experiments to enable fair comparison.

Our informal inspection showed that the synchronization was accurate for most regions. Therefore, we did not investigate its impact on the system performance.

4. EXPERIMENTAL RESULTS

4.1. System

The proposed channel selection method was evaluated with a meeting transcription system using multiple cell phones. As illustrated in Fig. [1] each speaker had one device in his or her vicinity. The system consisted of four steps. First, speech signals from individual devices were synchronized with correlation matching. The synchronization was repeated every 30 s to account for clock drift errors [17, 18]. See [19] Section 3.1 for implementation details. Secondly, the synchronized signals were fed into the channel selection model, which produced an enhanced signal based on (1) and the posterior probabilities of each device being spatially closest to the active speaker for each time frame. Finally, “device diarization” (as opposed to speaker diarization) was performed to assign a closest microphone label to each recognized word by using the channel posterior probabilities. We used the diarization scheme of [19] by replacing a d-vector with channel posterior vector $\langle p_{m,t}\rangle_m$.

Our channel selection module performed STFT by using a 32-ms window with a 16-ms stride. We tested two feature vectors: 257-dimensional amplitude spectra and 80-dimensional log-mel energies. The features were mean-normalized along the time axis by using past four seconds of input. 41 feature frames, comprising a center frame, left 36 frames, and right 4 frames, were stacked to create an input to the channel selection model. The processing latency of the channel selection module was the sum of 64 ms (i.e., the 4 right-context frames) and the total of the times for feature extraction and model evaluation.
Table 1. Evaluation results for proposed models. Column “Xch” indicates whether the model has cross-channel layers. Column “Time” shows average model evaluation times to process one frame of audio in three-microphone case. The frame interval is 16 ms. For WER and WDER, the left and right numbers show the results for hand-held and on-table settings, respectively.

| Xch Features | %WER | %WDER | Time (ms) |
|--------------|------|-------|-----------|
| Single distant mic. | 16.4 | — | — |
| ✓(PickNet) STFT | 13.3/14.0 | 3.1/4.9 | 12.1 |
| ✓(PickNet) log-mel | 12.6/14.0 | 2.5/4.9 | 12.1 |
| ✓(PickNet) log-mel + subsampling | 12.6/13.7 | 2.2/3.0 | 3.97 |

4.2. Data and metrics

We collected 12 recordings of real conversations for evaluation. Each recording was approximately 20-m long. There were four two-speaker conversations, six three-speaker conversations, and two four-speaker conversations. The attendees sat around a table and had a natural conversation in English. Each person held one cell phone in one hand and put another cell phone on the table mostly within arm’s reach. This enabled us to examine the impact that the device arrangement had on the system performance. Various phone models were used, including iOS and Android smartphones of different manufacturers. Also, we placed a microphone at the center of the table to capture all participants’ voices at an equal distance. The conversations were held in various places ranging from small and large conference rooms to an atrium. Therefore, some recordings contained various types of natural background noise.

Reference human transcriptions were created including speaker labels. The system outputs were evaluated in terms of WER and word diarization error rate (WDER) by mapping the microphone IDs to the speaker IDs. The WDER was used to approximately assess the closest microphone identification performance since we used the real conversational data and thus only word-level ground-truth speaker labels were available. Segments including overlapped utterances were excluded from the scoring. The computational costs of the proposed models were evaluated with wall clock time measured on a CPU (Intel Xeon CPU E5-2620 v4 2.10GHz) with single threading. Inference was executed with ONNX Runtime for efficient computation.

4.3. Results

Table 1 shows the evaluation results for different channel selection models and the single distant microphone placed at the table center. All models outperformed the single microphone system, demonstrating the usefulness of the channel selection approach. We can see that PickNet with log-mel input yielded the best results in terms of both accuracy and processing speed. We also tested the effect of subsampling by carrying out the model evaluation at an 3-frame interval. The result shows that the subsampling significantly reduced the computational cost with little performance degradation. Resultant model’s cost was small enough to be employed for real usage.

We also conducted an experiment to compare the proposed method with three alternative approaches: blind beamforming, AM-based channel selection, and ASR system combination. Beamforming was carried out with mask-based beamforming using a model taken from our prior work [19]. A 1.2-s-long sliding block was used with a stride of 0.4 s and a right context of 0.4 s. As regards AM-based channel selection, we employed M-measure [6, 21] based on phoneme posteriors, which assesses the degree of the distinctiveness of articulation patterns. The phoneme posteriors were computed from the AM output. While it was originally used for utterance-wise batch channel selection, we calculated the M-measure values by using a sliding block of 0.8 s with a 0.4-s stride. The input channel with the largest M-measure value was selected for every block position. ROVER was used for the system combination. Note that all the alternative approaches were not based on real time processing. The purpose of this experiment was to clarify where the proposed method stands in terms of efficacy in the broad spectrum of the approaches to the ad hoc microphone arrays.

Table 2 shows the comparison results. We can see that, among the two signal processing-based approaches, the proposed method using PickNet always outperformed the blind beamforming method while the former had a much smaller processing latency. This proves the advantage of the channel selection approach in the considered setting using personal devices. When the cell phones were held in hands, the proposed method and M-measure significantly outperformed ROVER. This shows the advantage of the channel selection approach over the consensus-based approach under the condition that one input channel is superior to the others. The proposed method yielded a modestly higher WER than M-measure for the hand-held microphone condition. A close inspection revealed that the M-measure-based method produced more stable posterior channel probabilities, which can be attributed to the use of a long right context and the smoothing effect resulting from the block-based processing. Overall, the fact that PickNet was on par with or outperformed the other approaches except for one condition even though it was the only method based on real-time processing demonstrates the effectiveness of the proposed method.

Table 2. WER comparison of different multi-channel combination approaches. Only PickNet fulfills our real-time processing requirement. This comparison is provided to clarify how the proposed method compares with non-real-time approaches.

| Method          | Mode          | %WER |
|-----------------|---------------|------|
| Beamforming [5]  | block online  | 13.6/14.4 |
| M-measure [6]    | block online  | 11.9/13.7 |
| ROVER [7]        | batch         | 14.6/13.7 |
| Proposed (PickNet) | real time    | 12.6/13.7 |

5. CONCLUSION

We described a real-time channel selection method for ad hoc microphone arrays based on closest microphone identification. Our model, PickNet, can handle a varying number of microphones with the proposed cross-channel convolutional layer, and the performance is invariant to the order with which the microphones are presented to the model. An end-to-end multi-device meeting transcription system was built and evaluated by using real conversational recordings, showing the practical utility of the proposed method. Based on this work, we built an experimental app called Group Transcribe and released it from the Microsoft Garage project [3]. The proposed method can potentially be used for a remote-plus-in-person hybrid meeting scenario. The speech quality of the attendees joining from a conference room can be enhanced by using the cell phones or laptops they bring to the room. We hope our work can encourage further development of real-time algorithms for ad hoc microphone arrays.

---

[3] We thank the Microsoft Group Transcribe team for the invaluable help they provided throughout this project. The app is currently available for iOS.
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