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Abstract—Routing tables in ad hoc and wireless routing protocols can be represented using rooted trees. The constant need for communication and storage of these trees in routing protocols demands an efficient rooted tree coding algorithm. This efficiency is defined in terms of the average code length, and the optimality of the algorithm is measured by comparing the average code length with the entropy of the source. In this work, TreeExplorer is introduced as an easy-to-implement and nearly optimal algorithm for coding rooted tree structures. This method utilizes the number of leaves of the tree as an indicator for choosing the best method of coding. We show how TreeExplorer can improve existing routing protocols for ad hoc and wireless systems, which normally entails a significant communication overhead.
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I. INTRODUCTION

Trees can be seen in many areas of science and technology. Some of the most well-known application areas of trees are phylogenetic trees [1], XML documents [2], and binary search trees [3, Ch. 12]. They can also be seen in network routing protocols. In path-vector routing protocol [4], which is used in the Border Gateway Protocol [5], each node maintains a table that contains all the hops in the shortest path from that node to all other nodes in the network. As a result, it can be shown that path-vector routing tables are essentially rooted trees.

Routing is of great importance in ad hoc and wireless networks. Some of the existing methods for routing in ad hoc networks explicitly make use of the path-vector routing protocol [6], [7]. Other methods that do not specify the use of such routing tables can also benefit from replacing link state or distance vector routing tables with path-vector routing tables to avoid looping [8]. This observation conveys the inherent existence and use of rooted trees in ad hoc and wireless routing protocols. Additionally, some ad hoc routing protocols are entirely based on rooted trees in order to be scalable [9], [10]. Therefore, it can be seen that rooted trees play a significant role in ad hoc and wireless routing protocols.

Trees (and graphs in general) are known to be complex data structures [11]. This complexity might not be felt in networks with small number of nodes. However, networks are dynamic entities [12], and we are rapidly moving towards extremely big networks. With the emergence of IoT and 6G, the number of nodes is soon expected to be around 10 million devices per km² [13]. This fast growth will lead to more complex routing tables, which means significantly bigger rooted trees corresponding to each routing table.

In all of the application areas that were mentioned above for trees, they are stored in a database, communicated through a channel, or both. This would necessitate the need of coding the trees at hand for storage and communication purposes. It is known that routing protocols in ad hoc and wireless systems add a significant overhead to the communications in the system [14, Ch. 16], and this overhead will only grow larger with the exponential growth of the size of networks over time. As routing tables can be represented using rooted trees, we look for coding algorithms for rooted trees for use in routing protocols. If the trees are coded in the most compact way possible, the communication overhead in these systems will be significantly reduced. Consequently, the aim of this paper is to provide an efficient coding algorithm for rooted trees. Additionally, we will study the underlying structure of the tree independently of the node labels. It is shown that this will improve the performance of the algorithm.

In this paper, we introduce Pit-climbing, Tunnel-digging, and TreeExplorer as novel coding algorithms for rooted trees. As a hybrid of Pit-climbing and Tunnel-digging, TreeExplorer will be our ultimate proposed method. The performance of the algorithm is evaluated using information theoretic metrics, and simulation results illustrate its near-optimal performance. Ultimately, we discuss how TreeExplorer can be used to reduce the communication overhead in ad hoc and wireless routing.

II. TREE SOURCES

In this paper, we consider trees to be rooted and unlabeled. We use the terms ‘unlabelled tree’ and ‘tree structure’ interchangeably. We refer to movements along the edges towards the root as upwards, and downwards otherwise. Every node, except for the root, has a unique parent, which is the node directly connected to it in the upward direction. We use the term siblings to refer to a group of nodes that share the same parent. By depth of a node we mean the length of the shortest path from that node to the root. The children of each node are unordered unless explicitly mentioned. For unordered trees, we always arrange the children of each node from left to right using a mapping from unlabeled unordered rooted trees to unlabeled ordered rooted trees. The term entropy is used in this paper to refer to Shannon’s entropy [15]. All the entropies in this paper are calculated in base two (bits).
TABLE I: Possible unlabeled unordered rooted trees of up to three nodes

| n   | Possible trees | Count |
|-----|----------------|-------|
| 1   | \(\cdot\)      | 1     |
| 2   | \(\cdot\) \(\cdot\) | 1     |
| 3   | \(\cdot\) \(\cdot\) \(\cdot\) | 2     |

We are interested in calculating the entropy of a uniform source for rooted tree structures. Only uniform sources are considered as the authors were not able to find random generation models designed solely for tree structures. The sequence of the number of unlabeled unordered rooted trees with \(n\) nodes is listed on the on-line encyclopedia of integer sequences [16, A000081]. Table I shows the possible trees of this kind that can be built with up to three nodes. It is known that the asymptotic limit of this sequence is \(cd^n n^{-3/2}\) [17], where \(c\) and \(d\) are constants that can be found at [16, A187770] and [16, A051491], respectively. Consequently, the asymptotic uniform entropy for rooted tree structures with \(n\) nodes can be calculated using the following equation.

\[
H(G) \sim n \log_2 d - 1.5 \log_2 n + \log_2 c
\approx 1.5635n - 1.5 \log_2 n - 1.1846
\]  

Eq. (1) shows that the growth rate of the entropy of a uniformly distributed unlabeled unordered rooted tree source is asymptotically linear. This statement also holds for unlabeled ordered rooted trees, as their number matches the sequence of Catalan numbers [18, Ch. 8]. Additionally, the number of labeled (unrooted) trees is shown to be \(n^{n-2}\) [19, p. 26], which implies that \(\sim n \log_2 n\) bits are needed to code random labeled trees with uniform distribution.

III. PIT-CLIMBING ALGORITHM

In this section, we introduce a novel tree structure coding algorithm that we call pit-climbing. We use this term because of the analogy between the proposed method, and a climber that has been trapped in a pit and wants to climb up.

**Ternary pit-climbing algorithm (TPC):** We start traversing the tree from the leftmost leaf. We log our tree traversal using three symbols: \(\uparrow\), \(\uparrow\downarrow\) and \(\downarrow\). Anytime that we are at a leaf, we take the only possible path, which is upwards. If we take an upward path at any point from an edge, we consider that edge and the subtree below it as deleted (or filled-in) from the original tree so that we do not explore it again. Additionally, we log this upward movement in our code. If we have moved to a node that we have never been to before, we log \(\uparrow\) in the code. Otherwise, if we move upwards to a node that we have seen before, we log it with \(\uparrow\). When we reach a node that is not a leaf, we look at the leaves of the rooted subtree whose root is the node we are currently at. We then take the path downwards that falls into the leftmost leaf of that subtree. We log this entire fall with a single \(\downarrow\). We continue exploring the tree and logging the code in the same manner until we reach the root of the tree and there is no other edge to fall into.

We will clarify TPC with the following example.

**Example III.1.** Assume that we are given the rooted tree structure of Fig. 1, where the red node shows the root. The starting point of the algorithm is indicated, and the arrows show the path that PC takes. The orange, green, and blue arrows are used to show \(\downarrow\), \(\uparrow\), and \(\uparrow\downarrow\), respectively.

**Fig. 1:** Running TPC on a sample tree

In source coding, usually a binary code is preferred over a ternary code, as most of our systems for storage and communication are binary-based. To transform TPC codes into binary, we look back at the definition of the symbols. We observe that we can never have consecutive \(\downarrow\)s. This is because whenever we fall, we fall down to a leaf, so we can never fall twice or more. We make use of this fact, and assign 0 to \(\downarrow\), and 00 to \(\downarrow\uparrow\). We also use 1 to represent \(\uparrow\). We call this new binary code for rooted tree structures simply pit-climbing (PC). Even though this method of coding does not provide us with an instantaneous code, we claim that PC creates uniquely decodable codes. Theorem 1 proves this statement.

**Theorem 1.** Codes generated by pit-climbing are uniquely decodable.

**Proof.** We use induction on the depth of the tree. Firstly, the code for a tree with a single node is uniquely decodable (\(\emptyset\)). Next, assume that we know PC codes for all trees with a depth of \(k\) or less are uniquely decodable. For a tree with a depth of \(k + 1\), we look at the subtrees of the children of the root. Based on the induction, we know that the PC code for all these subtrees are uniquely decodable. The PC code for the original tree is the concatenation of the PC codes of the subtrees, with a connector of \(\uparrow\downarrow\equiv 10\) for the first two subtrees, and \(\uparrow\equiv 000\) for all other subtrees. In case the root only has one child, the final code will be the code of the subtree rooted at the child, plus an additional \(\uparrow\equiv 1\). Therefore, in all of the cases, the PC code of the tree with a depth of \(k + 1\) can be uniquely decoded. \(\square\)

Furthermore, we would like to investigate the length of the codewords generated by PC.
Theorem 2. The PC codeword length for a rooted tree structure with \( n \) nodes and \( l \) leaves is \( n + 2l - 3 \) bits.

Proof. Firstly, notice that each \( \downarrow \) in the TPC code corresponds to a leaf, as we always fall into a leaf. Additionally, we fall into every leaf except for the one we start the algorithm from exactly once. Therefore, we have \( l - 1 \) \( \downarrow \)'s in the TPC code, which translates into \( l - 1 \) bits in the PC code. Additionally, we climb up each edge of the tree exactly once. Therefore, the number of \( \uparrow \)’s and \( \Rightarrow \)’s in the TPC code is equal to the number of edges, which is \( n - 1 \). However, every \( \uparrow \) will translate into 2 bits in the PC code. The number of \( \uparrow \)’s is equal to the number of \( \downarrow \)’s, as anytime we fall from a node we will have to climb back up to it at some point. Therefore, the number of \( \uparrow \)’s is also \( l - 1 \), and we will have \( l - 1 \) additional bits when translating the TPC code into a PC code. Consequently, the total number of bits in the PC code will be \( l - 1 + n - 1 + l - 1 = n + 2l - 3 \). □

IV. TUNNEL-DIGGING ALGORITHM

Based on Theorem 2, the PC code length will increase with the number of leaves. However, the number of rooted trees with \( l \) leaves does not necessarily increase with \( l \). Hence, there is no justified reason for having longer codes for trees with more leaves. As a result, another algorithm called tunnel-digging is developed to tackle this problem. The PC algorithm is based on traversing a tree along its edges, up and down. Whereas, in TD, the aim is to traverse the tree in a horizontal manner. The name tunnel-digging comes from seeing the traversal method of this algorithm as digging tunnels between nodes on the same depth.

Ternary tunnel-digging algorithm (TTD): We start with the leftmost child of the root, and start moving right to nodes with the same depth in the order of the nodes. For each node that we encounter, we log a \( \leftarrow \) if it is a leaf, and a \( \rightarrow \) otherwise. If at any point we have to move between two nodes that are not siblings, we use a \( \Rightarrow \) to show the transition (digging a tunnel!). Additionally, if at any point there are no more nodes on the right to move to, we move to the leftmost node on the level below, and we mark this transition again with a \( \Rightarrow \). We continue until all the leaves of the tree are logged in the code.

The following example illustrates running TTD on a sample rooted tree structure.

Example IV.1. Assume that we are given the rooted tree structure of Fig. 2, where the red node shows the root. The starting point of the algorithm is indicated, and the arrows show the path that TTD takes. The blue, green, and orange arrows are used to show \( \leftarrow \), \( \rightarrow \), and \( \Rightarrow \), respectively.

To transform the TTD code into a binary code which will be called tunnel-digging (TD), we again use the properties of the TTD symbols. We notice that we can never have two consecutive \( \Rightarrow \)'s, as there is always at least one node in between the dug tunnels. Therefore, we use 0 to represent \( \Rightarrow \) and 00 to represent \( \rightarrow \). Additionally, we use 1 to show \( \leftarrow \). Notice that we use a shorter code for leaf nodes, as the number of leaf nodes is expected to be higher than the number of non-leaf nodes when TD is used to code the tree. The proof that the code is uniquely decodable can be done in the same manner as Theorem 1 by replacing \( \downarrow \), \( \uparrow \), and \( \Rightarrow \) with \( \rightarrow \), \( \leftarrow \), and \( \Rightarrow \), respectively. The following theorem calculates the code length of tunnel-digging.

Theorem 3. The TD codeword length for a rooted tree structure with \( n \) nodes and \( l \) leaves is \( 3n - 2l - 3 \) bits.

Proof. The number of \( \rightarrow \)'s and \( \leftarrow \)'s used in the code is exactly equal to the total number of nodes minus the root. However, we use two bits for each \( \rightarrow \), which shows non-leaf nodes. Therefore, the \( \rightarrow \)'s and \( \leftarrow \)'s use \( 2(n - 1) - l \) bits in total. Additionally, for every node that has at least one child (except for the root), we will have a \( \Rightarrow \) in the code. This would be equal to \( n - 1 - l \) bits. Thus, we will have \( 3n - 2l - 3 \) bits in total. □

V. TREEEXPLORER

To see in which scenarios TD performs better than PC we can write

\[
3n - 2l - 3 < n + 2l - 3 \Rightarrow l > n/2. \tag{2}
\]

Based on Eq. (2), PC works better when the number of leaves is less than \( n/2 \), and TD works better otherwise. They exhibit the same performance when the tree has exactly \( n/2 \) leaves. Based on this, we propose the following coding technique for rooted tree structures.

TreeExplorer: Firstly, the number of leaves of the rooted tree structure is counted (\( l \)). If \( l < n/2 \), the structure is coded using PC. The code is then prefixed with a 0 to specify that it has been coded using PC. Otherwise, the structure is coded using TD, and the code is prefixed with a 1.

It can easily be shown that the codes created using TreeExplorer are uniquely decodable. This is because the first bit of the code uniquely determines the coding method, and we have already proven that both PC and TD are uniquely decodable. The following theorem shows the upper bound for the average code length of TreeExplorer.

Theorem 4. For any probability distribution on rooted tree structures with \( n \) nodes, the average code length of TreeExplorer is less than \( 2n - 2 \).

Proof. Assume that the probability of the number of leaves \( (l) \) being less than \( n/2 \) is \( q \). If \( L \) is the length of the code
produced using TreeExplorer, we can write
\[
E[L] = q \sum_{l < n/2} [n + 2l - 2] + (1 - q) \sum_{l \geq n/2} [3n - 2l - 2] \\
< q(2n - 2) + (1 - q)(2n - 2) \\
= 2n - 2.
\]

VI. RESULTS AND COMPARISON

In this section, we provide some results from simulating TreeExplorer. For all the simulations in this section, the average code length is calculated by uniformly creating a pool of sample rooted tree structures, coding them, and then averaging the code length.

A. Comparison with entropy

We compare the average code length of TreeExplorer with the entropy of the uniform source, which was calculated in section II. The result is plotted in Fig. 3. It can be seen that the performance of TreeExplorer is very close to the entropy of the source, which is the optimal compression limit.

\[
E[L] = q \sum_{l < n/2} [n + 2l - 2] + (1 - q) \sum_{l \geq n/2} [3n - 2l - 2] \\
< q(2n - 2) + (1 - q)(2n - 2) \\
= 2n - 2.
\]

B. Adjacency list

The adjacency list representation is one of the most widely used methods for storing trees. This method uses \(2n \lceil \log_2 n \rceil\) bits to represent a tree. Fig. 4 compares the performance of adjacency list with TreeExplorer. Notice that for coding a labeled tree using TreeExplorer, an additional \(n \lceil \log_2 n \rceil\) bits are needed to list the node labels in the order of their appearance.

C. The Newick format

The Newick format has been the standard for representing phylogenetic trees since its introduction back in 1986 [20]. In this method, trees are represented using parentheses and commas. This format starts from the root of the tree, and lists the children and subtrees of the root in a nested manner. We will not go into further details on how this method works. However, because of the similarities between this format and TreeExplorer, we compare the performance of these two methods.

Our calculations show an additional \(n + 1\) bits and \(3n - 4l + 1\) bits in the Newick format compared to when TreeExplorer uses TD and PC, respectively. Fig. 5 compares the average codeword lengths of TreeExplorer and the Newick format for rooted trees of up to 50 nodes. It can be seen that the figure also confirms that TreeExplorer provides us with a shorter codeword length.

VII. APPLICATION TO NETWORK ROUTING

As stated earlier, one of the main motivations behind introducing a new coding algorithm for rooted trees is its application to routing protocols in ad hoc and wireless networks. In this section, we will explain how TreeExplorer can be applied to the existing routing protocols and improve their performance.

There are two sides to the information that we want to store or communicate about a routing table: the structure of the underlying rooted tree, and the labels of the nodes in the tree. Our proposed method of coding a routing table is to first code the underlying unlabeled structure using TreeExplorer, and then follow that with the labels of the nodes in the tree, in the order in which they are traversed in TreeExplorer. Fig.
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