ABSTRACT
Dematerialization of physical evidence is an asset of digitizing information, where information from physical evidence becomes more important than physical evidence itself. In principle, to preserve digital evidence, an accurate and reliable distributed storage system is needed that is packaged in terms of asset digitization which are summarized in chain of custody (CoC) documents. In addition to addressing all the needs related to the storage system, one thing that is no less important is to focus on the ease of distributing evidence on the network safely and reliably. This is one of the most important parts of interpreting the effectiveness of digital forensic investigations. However, several problems arose regarding the concept of managing digital evidence asset storage which still cannot be distributed, and is difficult to track. The purpose of this research is to complement the concept of Digital Evidence Cabinet (DEC) by combining InterPlanetary File System (IPFS) and Hyperledger Fabric (HF) as a distributable storage system. By proposing an alternative approach to the IPFSChain model, it is possible to achieve ease of data transfer, better data trust and protection of its ownership. The contribution of this research is to provide the concept of IPFSChain as a distributed storage model and all activities on assets can be audited properly by considering the rules of chain of custody.
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1. INTRODUCTION
Management of complex chain of custody assets and digital evidence, both in the process of retrieval, acquisition, preservation, and reporting [1]. Each process has its own vulnerability to assets. Among them are untrusted transaction processes, namely recording, storage, access control, and transfer of digital evidence in an insecure and effective network. Insecurity arises when the person creating the record is not digitally certified, the assets stored are not automatically encrypted, communications and data transfers are not transparent and cannot be traced. Assets are objects that move between participants [4]. Ineffectiveness occurs when the storage system is not distributed. Centralized storage causes delays when the central server is down or exposed to a DoS attack causing data availability to be hampered. In addition, the presence of a third party can lower the level of trust.

Given the importance of maintaining the integrity of the evidence from the beginning to the disposal of the evidence, the procedure for documenting evidence must be carried out chronologically [2] which will ensure that the evidence can be received in the courtroom [3]. Known as chain of custody (CoC). In other words, digital audit information for each stage of the investigation containing the what, who, when, where, why and how will be included in the chain of custody document. In addition, it takes the policy of the authority that controls all these activities.

Policies related to the authorization of all activities in the network that are not transparent can lead to distrust between one member and another. A member is a person registered in the system who occupies the position of one of the four certified parties. Members can consist of one or more in one party. In this study, parties are participants who will be formed in making a policy consisting of five participants, namely admin, officer, first responder, investigator, and extern. Each party's function is regulated based on a pre-agreed policy. The policy is flexible which can be set in an access control script. Therefore, it will be easier to identify and reliable.

In this research, a combined prototype of blockchain technology and IPFS distributed storage system is carried out, namely the IPFSChain model with off-chain and on-chain concepts. The concept refers to research conducted by [1], [6]-[8]. The approach taken is with the Digital Evidence Management Framework, distributed storage, access control, transparency, and auditable transaction security. The contribution of this research is to provide the concept of IPFSChain as a distributed storage model and all activities on assets can be audited properly by considering the rules of chain of custody.

2. RELATED WORK
Chain of custody which refers to efforts to record the state of an evidence chronologically during an investigation. As defined by The National Institute of Justice (NIJ) and The National Institute of Standards Technology (NIST) [31], [32]. In addition, the implementation of blockchain technology is carried out by various agencies for security, tracing track records in the system and maintaining the integrity of their data. In this case indirectly, the track record of activity by the blockchain system is a chain of custody.

Blockchain is a distributed database that tracks all transactions to ensure data set integrity [11], and safeguards copyright [12], without the involvement of third parties with efficient data management solutions [13] that use hash structures and consensus mechanisms. On the other hand, blockchain can only store data in the form of metadata but not the original
In terms of security, data storage on external platforms brings an important problem. As an alternative, IPFS can perform data security in protecting copyright. Data is encrypted and secured with the ElGamal encryption algorithm [14]. While the cloud service center structure has increased in recent years, concerns about privacy, security and traceability have also increased. For this purpose, a study of the combination of blockchain technology and IPFS has been carried out which can provide efficient results [19]. The solution given in this research is more focused on how to secure the copyright of a product designed by one of the members.

The heterogeneity of evidence and the lack of transparency in efforts to record, access, store, transmit data are essential for the forensic team to pay attention to. Apart from matters related to security, research focus on transparency and ease of data transmission in the management process of a digital asset, can provide a better level of trust. Previous research and development on digital evidence management, starting from the design of a framework formulated with a simple XML structure [9] with a centralized storage system Digital Evidence Cabinet (DEC) [1] to a complex framework using blockchain [6] - [8]. Vulnerabilities in an open and easily modified XML structure [6].

As previously mentioned, blockchain can only record information in the form of metadata, while the original files of digital evidence are stored in IPFS as one of the popular distributed storage technologies [18]. However, if it is integrated with IPFS and blockchain, it can provide an overhead that consumes resources and computational time [8].

3. THEORETICAL BACKGROUND

3.1 Blockchain

Blockchain is a distributed, open source, immutable, public digital ledger that is distributed among network peers [15]. This ledger keeps a permanent record of the transactions and interactions that take place between participants accessing a distributed and decentralized blockchain network in a secure, verifiable and transparent manner[17].

3.1.1 Blockchain elements

Blockchain elements as the main driving principles they have the nature of[19]:

Decentralization: An essential element of a blockchain that does not require a central node for several tasks including recording and storing data. The task is distributed between nodes.

Consensus Model(s): The consensus protocol serves as the guardian of data privacy on the network. There are three characteristics of this protocol, namely fault tolerance, liveness, and security. These characteristics are based on two things, namely efficiency and applicability.

Transparent: Self-review by blockchain network every 10 minutes, to reconcile between transactions in the network.

Open Source: This element means that anyone can set up an application or use the services of a public blockchain.

Identity & Access: The public blockchain allows anyone to review and verify any transaction. Data in private blockchain is restricted.

Autonomy: Data on the blockchain can be sent and can be updated securely.

Immutable: An essential element of a blockchain that does not require a central node for several tasks including recording and storing data. The task is distributed between nodes.

Anonymous: An essential element of a blockchain that does not require a central node for several tasks including recording and storing data. The task is distributed between nodes.

3.1.2 Blockchain components

Blockchain components as part of their main constituent elements in the form of[26]:

Transaction and Block: Records of events, cryptographically secured with digital signatures, which are verified, ordered and bundled together into blocks, form transactions on the blockchain. Thus, each block consists of transaction data along with a timestamp, a cryptographic hash of the previous block (the parent block) and a nonce. A nonce is a random number or bit string used to verify the hash.

Cryptography: It provides security and immutability by linking blocks in chronological order using a hash function. Legal ownership is given to transactions using digital signatures.

Smart Contract: The term smart contract was originally coined by Nick Szabo [27]. They are computer programs that run automatically when certain criteria are met in the system.

Consensus: Mutual agreement on one data state in a distributed network. Support for preventing malicious nodes from changing the state of data in a distributed environment.

Peer-to-Peer (P2P) Networks: Blockchain runs on a P2P network over the Internet without a central server. As a result, they do not have a single point of failure or attack. Each peer contributes storage and processing power for network maintenance.

3.1.3 Advantages of the blockchain

a) Troubleshooting synchronization problems that occur in traditional databases [19].

b) Adding any transaction in the network will be reflected in the database in all existing copies [20].

c) Data will be available, integrated, secure and immutable [21].

d) Trust between nodes [22].

3.1.4 Disadvantages of the blockchain

a) Since data is written and stored, no one can change it [19].

b) Storage of data on the network in more than one place will increase costs [20].

3.2 Hyperledger Fabric (HF)

Hyperledger Fabric [24] is an enterprise-grade open source platform with permission Distributed Ledger Technology (DLT) focused on developing a suite of frameworks, tools, libraries for stable blockchain deployments, hosted by the Linux Foundation. In research [25] described Hyperledger Fabric as a revolutionary framework because of its features that enable membership services and plug-and-play properties for blockchain solutions.

3.2.1 Main Components: Client, Peer, Order, CA [28].

Client: The client is a command line or application developed by the SDK. In other words, the person/member who owns and maintains the peer node. A peer is a network entity that maintains a ledger that runs the system. Two client functions, first is for node management including start, stop, node configuration, etc. Second, for chaincode lifecycle management including installation, upgrade, chaincode execution etc.

Peer: Equal footing nodes in a distributed system. Two types of peers: endorsers and committers. The endorser is responsible for verifying, simulating, and supporting transactions. The Committer is responsible for verifying the legitimacy of transactions and updating the status of the
blockchain and ledger. 

**Orderer:** A collection of nodes known as bookers who are responsible for receiving transactions sent by peer nodes, sorting transactions according to certain rules into blocks. 

**CA:** Authority component that provides or cancels member identity certificate.

### 3.2.2 Channel

Channels are private blockchain overlays that allow the isolation and confidentiality of data. Channels defined by Configuration-Block.

### 3.2.3 Chaincode

Chaincode is a program written in golang, java that generates transactions so that external parties can interact with the blockchain [28]. In general, a smart contract is the transaction logic that controls the lifecycle of a business object. Smart contracts are the regulator of transactions, while the chaincode regulates how smart contracts are packaged for implementation [24].

### 3.2.4 Ledger

A ledger is a database that contains the current value of a set of key-value pairs that have been added, modified, or removed by a validated and committed set of transactions on the blockchain [24].

### 3.3 Hyperledger Composer

The Hyperledger composer is a modular tool from Hyperledger Fabric containing a modeling language, and a set of APIs that make it easy for developers to create blockchain applications [29]. It is a collaboration tool that accelerates the development of smart contracts and distributed ledger structures [7]. The Hyperledger composer contains eleven components, namely: **Blockchain Sateet Storage:** Hyperledger basically has two storage areas, a distributed ledger and a state database [16]. The distributed ledger contains all transactions sent over the network, the state database contains the current status of assets and participants [29]. **Connection Profile:** The part of the business network card that is a JSON document as a link to the Fabric runtime execution. **Assets:** Goods, services, or tangible or intangible property, and are kept on a register. **Participants:** Members of the business network. **Identities:** Digital certificates and private keys that are used to transact on a business network and must be mapped to participants in the network. **Bussines Network Card:** A combination of identity, connection profile, and metadata, metadata that optionally contains the name of the business network to which it is connected. The business network card will be stored in the wallet. **Transactions:** The mechanism by which participants interact with assets. **Queries:** Queries are used to return data about the world-state blockchain. The query is sent using the Hyperledger Composer API. **Events:** defined in the business network definition in the same way as assets or participants. **Access Control:** Contains a detailed set of control rules over which participants have access to what assets and under what conditions. **Historian Registry:** Historian is a special registry that records successful transactions, including the participants and the identity that submitted them. Historians store transactions as HistorianRecord assets, which are defined in the Hyperledger Composer system namespace [29].

### 3.4 InterPlanetary File System (IPFS)

The need for reliable storage areas is increasing. In addition, the availability and ease of access to data to achieve better effectiveness is very much needed, especially in the realm of digital forensics. IPFS provides services with a distributable file storage environment. IPFS is a peer-to-peer distributed file system that attempts to connect all computing devices with the same file system [18].

Research conducted [30] states that, IPFS is not suitable for use cases where performance or security is critical. IPFS lacks authentication and the ability to track access and authentication [8]. However, IPFS is well suited for use cases where availability and fault tolerance are important [30]. Therefore, the need for data access and availability services can be met. As for security, implementing blockchain technology as a block chain to store metadata as an alternative.

### 3.5 Chain of Custody (CoC)

The principle of chain of custody is that ensuring the integrity of evidence by establishing and maintaining a chain of custody is essential for investigation. This will protect against further charges of destruction, theft, planting, and contamination of evidence [31]. Chain of custody is the process of maintaining and documenting the chronological history of evidence [32]. Through proper documentation, collection and preservation, the integrity of evidence can be assured. A well-maintained chain of custody and rapid transfer will reduce possible challenges to the integrity of evidence [31].

### 4. IPFSCHAIN: ALTERNATIVE PROPOSED

#### 4.1 Architecture and Components

**Overview of IPFSChain**

This section provides information on an overview of the architecture and components that make up the IPFSChain system. The information is given in Figure 3. User is an ordinary user who will be a participant or client if he has registered on the HF network and has certain authority rights. The client will return to normal user status when interacting with IPFS, because it is an off-chain part of another system. Additionally, IPFS is configured by default or publicly.

Participants or parties that have been previously determined will only be able to access files on the IPFS system if that party has received information from within the HF system in the form of a link for raw file access. The link is obtained if only that party is registered as an official member or registered in HF as a member or client.

If it turns out that there are parties working with unknown outsiders, then these unknown parties can access the file into the IPFS system and change it, then the alternative is to compare the hash value of the file. Comparison of the hash value of the file that has been recorded and stored in the HF system with the hash value of the file obtained from the IPFS system. If the hash value of the file is not the same as the hash value of the file in HF, it can be ascertained that the file is contaminated or invalid. The integrity of the file is considered valid, based on the information that has been documented into the HF system.

Broadly speaking, the components that make up the IPFSChain model consist of four components, namely: IPFS, HF, and the hyperledger composer. IPFS has the advantage of a distributable storage system with good performance and data availability. However, it is difficult to track access and authentication. The overview of the Hyperledger Composer as a modular HF is that it can make it easier to design business network systems, create policies with flexible access control, while both are an integral part of the Hyperledger project that
can trace access to data. These components can be seen in Figure 1 and Figure 2.

![Hyperledger composer components](image)

**Fig 1: Hyperledger composer components**

### 4.2 Design and Hyperledger Composer Tool

IPFSChain's aim is to provide a new alternative to the adoption of the Digital Evidence Cabinet (DEC) concept in digital evidence management and chain of custody. With this on-chain and off-chain concept design on IPFSChain, it is hoped that it will contribute to data availability, ease of access and transfer, and auditability of all activities on data. To achieve this objective, the representation of the components that will be focused on are: Participants: This section, as previously explained, basically consists of five parties, namely: Admin, officer, first responder, investigator, extern. Admin is the main person who gets full authority by default, which is given by the HF system to implement agreed policies. This admin can be interpreted as a super admin. By default from the HF system, this admin is hidden and invisible. So that later, only four participants will be seen, which can be seen in Figure 2. Meanwhile, the officer is the admin who is given the authority through the super admin to manage the system that has been designed for digital evidence management and chain of custody. The first responder is the party who plays an important role in recording information from the evidence, then transferring it by using the transaction rights to transfer assets to members of other parties. Thus, the ownership of the status of the transferred evidence assets will change. Investigators are members who will identify and search for evidence. Extern is a party whose members can consist of prosecutors or judges in the realm of law at the trial later. So that members from external parties can see directly the activities that occur in the IPFSChain system transparently. Thus, it is hoped that it can provide a better level of trust to the prosecutor/judge and make it easier to make decisions.

**Assets:** There are two assets created in the HF on-chain system in the form of metadata, namely: digital evidence and chain of custody. The raw evidence files are: video, audio, image, text, and document. The format and names are evidence01.txt, evidence02.jpg, evidence03.pdf, evidence04.mp3, and evidence05.mp4. This raw file is stored into IPFS off-chain system.

**Transactions:** Transactions in this case are activities that can only be carried out by first responders on assets. The transaction is in the form of evidence transfer and CoC transfer. Thus, the purpose of this transaction is related to the ownership of the asset. That is, the status of the asset will change ownership when the transaction is successful.

![Participant, transaction, and asset components in IPFSChain model](image)

**Fig 2: Participant, transaction, and asset components in IPFSChain model**

### 5. IMPLEMENTATION AND RESULT

#### 5.1 Create Business Network Archive

In this stage, the super admin uses the hyperledger composer tool on the Fabric platform via a web playground to create four participants, assets, and transactions. The archives used in this paper are: model file (.cto), script file (.js), and access control file (.acl). As shown in Figure 3, the business network archive (.bna) file is used to interact with the Fabric network. File.cto is a modeling language that defines who the participants are, what assets will be kept, and what assets can be transacted. The rules and policies are written in the file.acl. Furthermore, file.js is a script for how transactions work.

![IPFSChain model architecture and components](image)

**Fig 3: IPFSChain model architecture and components**
5.2 Angular Application and Authority
Yeoman generates a skeleton angular web application for users to interact with the HF network. Then, all participants who have been registered by the admin/officer have the same read rights to the assets. The rights are in the form of create, read, update, and delete. These rights are given in table 1. The representation of recording information from digital evidence evidence002.jpg into the blockchain is given in Figure 4.

Table 1. Authorization of participants and assets

| Participants   | Evidence | CoC |
|----------------|----------|-----|
|                | C R U D  | C R U D |
| Officer        | ✓        | ✓    |
| First Responder| ✓        | ✓    | ✓       |
| Investigator   | ✓        | ✓    | ✓       |
| Extern         | ✓        |       |

5.3 Functions of the Pseudocode
IPFSChain model in Hyperledger Composer

5.3.1 Registration Participants
The participant registration function is to register related parties into the HF network with the hyperledger composer tool. The registration function enters (email, firstName, lastName) as input and makes a request via an API in the system. The registration function is to register related members from the official systems, namely IPFS and HF. After the participants are registered, an identity card is created for each participant and stored in the identity wallet. Algorithm 1 summarizes the member registration function on the first responder party in detail as a member representation of the other party.

Algorithm 1 FirstResponder Registration

| Input: email, firstName, lastName |
|----------------------------------|
| Output: Register the FirstResponder as a participant |
|
5.3.2 Assets Creation
This asset creation function will take the ID from the digital evidence and the ID from the chain of custody as input and send it to the system. For every digital evidence there is one chain of custody, so the ID of the digital evidence will be in the chain of custody asset and vice versa. Detailed information is seen in algorithms 2 and 3.

5.3.3 Delete Assets
The delete asset function takes ID tokens as input and deletes tokens from IPFSChain. This asset write-off function is only given to members from the official side. As can be seen in table 1. Detailed information is given in algorithm 4.

5.3.4 Transfer Assets
This evidence asset transfer method takes the ID proof and inputs the participant's email. The participant's email is the ID of one of the party members. Whether members are publishers or new owners. With a note that the email used is already registered in the system. So that the transfer of evidence is successful and the ownership status of the asset changes. The same conditions apply to CoC assets. Detailed information is given on algorithm 5.

Algorithm 2 Evidence Assets Creation

| Input: evidenceID, cocID, Description, Issuer, Owner |
| Output: Creates the Evidence appropriate values in IPFSChain |

Algorithm 3 CoC Assets Creation

| Input: cocID, evidenceID, Description, Issuer, Owner |
| Output: Creates the CoC appropriate values in IPFSChain |

Algorithm 4 Evidence Assets Delete

| Input: evidenceID |
| Output: Remove the Evidence from IPFSChain |

Algorithm 5 Evidence Assets Transfer

| Input: evidenceID, cocID, Email Owner, Email newOwner |
| Output: Transfer the Evidence appropriate values in IPFSChain |

5.4 Evidence and IPFS
Users are clients who will interact with two systems, namely IPFS and HF. All operations that the user can perform on the HF are described in the subsection above. Operations that users can perform on IPFS such as add, cat, and get.

5.4.1 Add Evidence to IPFS
Representation, the add operation is carried out by the first
responder on the asset evidence02.jpg as follows:

```$ ipfs add evidence02.jpg```

Furthermore, the IPFS system provides the multi-hash value Qmd4vF6R7GfKqhpVPdakL3cKD5YhNURwdTRe88UigQb xM from the evidence02.jpg file as a link to access the file. The link in the form of a multi-hash is recorded by the first responder into the evidence assets in the HF system. See figure 4.

```{
"$class": "org.example.empty.Evidence",
"$evidenceID": "image01",
"$cocID": "coc01",
"$typeEvidence": "IMAGE",
"$File_Name": "evidence02.jpg",
"$Url": "ipfs.io/ipfs/Qmd4vF6R7GfKqhpVPdakL3cKD5YhNURwdTRe88UigQb xM",
"$Issuer": "resource.org.example.empty.Officer#or.samri@gmail.com",
"$Owner": "resource.org.example.empty.Officer#fr.romi@gmail.com"
}```

Fig 4: Display of metadata information on evidence assets

5.4.2 File Access to IPFS

IPFS provides several commands for access, one of which is the ‘cat’ command and the ‘get’ command. The ‘cat’ command is used to display the data object and the ‘get’ command is used to download the object. The ‘cat’ and ‘get’ operations are executed locally as follows:

```$ ipfs cat /ipfs/ Qmd4vF6R7GfKqhpVPdakL3cKD5YhNURwdTRe88UigQb xM```

```$ ipfs get /ipfs/ Qmd4vF6R7GfKqhpVPdakL3cKD5YhNURwdTRe88UigQb xM```

As for the ease of access for users, by utilizing the url that has been recorded in the asset evidence as shown in Figure 4. The user pastes in the search field of his browser with the following url:ipfs.io/ipfs/Qmd4vF6R7GfKqhpVPdakL3cKD5YhNURwd hTRe88UigQb xM.

6. PERFORMANCE EVALUATION AND DISCUSSION

In the IPFSChain implementation experiment the model uses the Ubuntu 16.04 LTS operating system running on VirtualBox version 6.1.26 r145957 with 20GB storage capacity, 4GB RAM, 1 core processor, NAT network connection, Hyperledger Composer: Docker Engineer v20.10, Docker Compose v1.28, Node v8.15, Npm v6.4, Python v2.7, CLI Tool v0.20, Git v2.7. Hyperledger Fabric v1.2 (hlfv12). IPFS v0.9.

Performance on the IPFSChain model is measured based on the effectiveness of time or ease of access and data transfer. Performance tests were carried out using the JMeter v5.3 tool installed on the Ubuntu operating system. The experiment was carried out with 10 rounds, each round was five sample requests per second (rps) which made http requests on a rest server api in a HF system consisting of 1 organization 4 partners. The http request activity is a post on the transaction. In other words, in one round the transfer of CoC and evidence is carried out simultaneously as shown in table 2 and table 3.

### Table 2. Performance evaluation on CoC transfer

| Round | Send (rps) | Avg. Latency (s) | Throughput (rps) | Received (KB/s) | Sent (KB/s) |
|-------|------------|-----------------|-----------------|----------------|-------------|
| 1     | 5          | 2.24            | 0.37            | 0.25           | 0.16        |
| 2     | 10         | 2.09            | 0.34            | 0.23           | 0.15        |
| 3     | 15         | 1.85            | 0.34            | 0.23           | 0.14        |
| 4     | 20         | 2.50            | 0.34            | 0.23           | 0.14        |
| 5     | 25         | 3.05            | 0.33            | 0.26           | 0.14        |
| 6     | 30         | 3.00            | 0.33            | 0.25           | 0.14        |
| 7     | 35         | 3.01            | 0.33            | 0.26           | 0.14        |
| 8     | 40         | 2.98            | 0.33            | 0.25           | 0.14        |
| 9     | 45         | 2.73            | 0.33            | 0.25           | 0.14        |
| 10    | 50         | 3.09            | 0.33            | 0.27           | 0.14        |

### Table 3. Performance evaluation on evidence transfer

| Round | Send (rps) | Avg. Latency (s) | Throughput (rps) | Received (KB/s) | Sent (KB/s) |
|-------|------------|-----------------|-----------------|----------------|-------------|
| 1     | 5          | 2.24            | 0.37            | 0.25           | 0.16        |
| 2     | 10         | 2.72            | 0.34            | 0.23           | 0.15        |
| 3     | 15         | 2.70            | 0.34            | 0.23           | 0.15        |
| 4     | 20         | 2.87            | 0.34            | 0.23           | 0.15        |
| 5     | 25         | 2.98            | 0.33            | 0.23           | 0.15        |
| 6     | 30         | 2.99            | 0.33            | 0.23           | 0.15        |
| 7     | 35         | 2.99            | 0.33            | 0.23           | 0.15        |
| 8     | 40         | 2.99            | 0.33            | 0.23           | 0.15        |
| 9     | 45         | 2.91            | 0.33            | 0.23           | 0.15        |
| 10    | 50         | 2.98            | 0.33            | 0.23           | 0.15        |

### Table 4. Performance evaluation on downloading and uploading digital evidence from and/or to IPFS

| Digital Evidence | Response Time (s) | Size (KB) |
|------------------|-------------------|-----------|
|                  | Upload            | Download  |           |
| evidence01.txt   | 0.04              | 0.04      | 5         |
| evidence02.jpg   | 0.04              | 0.04      | 50        |
| evidence03.pdf   | 0.15              | 0.34      | 500       |
| evidence04.mp3   | 1.42              | 2.45      | 5000      |
| evidence05.mp4   | 6.96              | 18.73     | 50000     |

As for the two assets with a total of 100 data transfer transactions on the IPFSChain api rest server system, it reduces the throughput value with sent and received times, an average of less than 3 seconds with an error of 5.5%. The results in this study show the same argument as in the research conducted [9], namely by increasing the number of partners reducing throughput. The histograms are shown in Figures 6 and 7. The performance of uploading and downloading files on IPFS is shown in Figure 8. Figure 8 shows that small files do not have a significant impact on the performance of IPFS. The details of the performance of the file are given in table 4.
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