Coarse-graining in micromagnetic simulations of dynamic hysteresis loops
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Abstract. We use micromagnetic simulations based on the stochastic Landau-Lifshitz-Gilbert equation to calculate dynamic magnetic hysteresis loops at finite temperature that are invariant with simulation cell size. As a test case, we simulate a magnetite nanorod, the building block of magnetic nanoparticles that have been employed in preclinical studies of hyperthermia. With the goal to effectively simulate loops for large iron-oxide-based systems at relatively slow sweep rates on the order of 1 Oe/ns or less, we modify and employ a previously derived renormalization group approach for coarse-graining (Grinstein and Koch, Phys. Rev. Lett. 20, 207201, 2003). The scaling algorithm is shown to produce nearly identical loops over several decades in the model cell volume. We also demonstrate sweep-rate scaling involving the Gilbert damping parameter that allows orders of magnitude speed-up of the loop calculations.
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The fundamental premise of micromagnetics is that the physics of interest can be modeled by a macrospin representing a collection of atomic spins within a small finite volume, or cell. The approximation that all spins within a cell point in the same direction is valid at temperature $T = 0$, so long as cells remain smaller than the exchange length [1]. A limiting factor for micromagnetic computer simulations is the number of cells used to model the system; using larger cells is computationally advantageous.

At finite $T$, a few schemes have been proposed to account for how parameters used for modelling the magnetic properties of the material must vary with cell size in order to keep system properties invariant with cell size. For example, Kirschner et al. [2, 3] suggested an approximate scaling of saturation magnetization $M_s$ based on the average magnetization of blocks of spins in atomistic Monte Carlo simulations, and subsequently scaling the exchange and uniaxial anisotropy constants $A$ and $K$ to preserve the exchange length and anisotropy field. Feng and Visscher [4] proposed that the damping parameter $\alpha$, which models the dynamics of magnetic energy loss [5], should scale with cell size, arguing that using larger cells is analogous to having more degrees of freedom for energy absorption; see also [6] for efforts related to $\alpha$. The renormalization
group (RG) approach of Grinstein and Koch [7], based on mapping a Fourier space analysis of the non-linear sigma model to ferromagnets in order to scale $A$, $K$, field $H$ and magnetization $M$, has garnered significant attention. However, to the best of our knowledge, no scaling theory has been applied to the calculation of magnetization-field (MH) hysteresis loops [8], which are the foundation of experimental characterization of magnetic systems.

In this Letter, we modify and employ the approach proposed by Grinstein and Koch [7] to the test case of calculating MH loops for magnetite nanorods at sweep rates relevant to magnetic hyperthermia, allowing us to make estimates of specific loss power that would otherwise be computationally impractical.

The magnetite nanorods we simulate are the building-blocks of the nanoparticles that were shown by Dennis et al to successfully treat cancerous tumours in mice via hyperthermia [9]. It is reasonable to choose the smallest micromagnetic cell to be the cubic unit cell, which is of length $a_0 = 0.839$ nm and contains 24 magnetic Fe ions. We set the exchange stiffness constant to $A_0 = 0.98 \times 10^{-11}$ J/m, which for cell length $a_0$ yields an effective exchange constant between neighbouring cells of $J_{\text{eff}} = a_0 A_0 = 8.222 \times 10^{-21}$ J, which in turn yields a bulk critical temperature of $T_c = 1.44 J_{\text{eff}}/k_B = 858$ K for the bulk 3D-Heisenberg-model version of our system. This value of $A_0$ is close to what can be theoretically determined by considering the atomic-level exchange interactions across the faces of neighbouring unit cells [10], and is in reasonable agreement with experimental values [11, 12, 13, 14, 15, 16, 17]. The nanorod dimensions are approximately $6.7$ nm $\times$ $20$ nm $\times$ $47$ nm ($8a_0 \times 24a_0 \times 56a_0$), with its length along the $z$-axis. We set $M_s = 480$ kA/m [11, 18, 19], the bulk value for magnetite. We do not consider magnetostatic interactions explicitly, but rather implicitly through an effective uniaxial anisotropy. For the purposes of this study, we choose a strength of $K_0 = 10$ kJ/m$^3$, which is consistent with other studies of iron oxide nanoparticles [20, 21], and for which a more precise estimate can be obtained by considering the nanorod’s demagnetization tensor [19, 22, 23, 24, 25, 26], maghemite content [9], and the effect of neighbouring nanorods within a nanoparticle. We omit cubic crystalline anisotropy as it has negligible effects on the hysteresis loops of magnetite nanoparticles with even modest aspect ratios, as discussed in Refs. [19, 26] (we have also verified that adding cubic anisotropy of strength 10 kJ/m$^3$ has no impact on the loops presented here). Anisotropy is set along the $z$-axis with a $5^\circ$ dispersion to mimic lattice disorder [21]. For convenience we set $\alpha = 0.1$, a choice consistent with previous studies [21, 27] and with magnetite thin films [28].

While hysteretic heating is at the heart of magnetic nanoparticle hyperthermia, preventing eddy current heating of healthy tissue limits the frequency $f$ and amplitude $H_{\text{max}}$ of the external field such that the sweep rate $\text{SR} = 4H_{\text{max}}f$ is less than a target value of 0.25 Oe/\text{ns} [29, 18]. For our simulation, we set $H_{\text{max}} = 500$ Oe, which for the target SR implies a target value of $f = 125$ kHz, a value large enough to restrict unwanted Brownian relaxation [18].

To model the dynamics of the magnetization of a cell $\mathbf{M}$ of fixed magnitude $M_s$,
Coarse-graining in micromagnetic simulations of dynamic hysteresis loops

we solve the Landau-Lifshitz-Gilbert (LLG) equation [22, 5, 31],

$$\frac{dM}{dt} = -\gamma_1 M \times H_{\text{eff}} - \frac{\alpha \gamma_1}{M_s} M \times (M \times H_{\text{eff}}) \quad (1)$$

where $t$ is time, $\gamma_1 = \mu_0 \gamma_e/(1 + \alpha^2)$, $\gamma_e = 1.76 \times 10^{11}$ rad/(s.T) is the gyromagnetic ratio for an electron, $\mu_0$ is the vacuum permeability, and $H_{\text{eff}}$ is due to the combination of an external field, uniaxial anisotropy, exchange interactions and a thermal field. We perform our simulations using OOMMF (Object Oriented Micromagnetic Framework) software [32]. In particular, we include the Theta Evolve module [33] used for simulations at finite $T$ via a stochastic thermal field [31].

We simulate the rod using cubic cells of length $ba_0$, with $b$ taking on values 1, 2, 4 and 8. See Fig. 1. For $b = 1$, 10752 cells make up the rod. For $b = 2$, there are $10752/2^3 = 1344$ cells. The volume of the rod is fixed for all simulations at $10752a_0^3 \approx (22a_0)^3$. Additionally, we simulate the rod as a single cell – a single rectangular prism, or block. While there is some ambiguity in assigning a single length scale to represent a rectangular prism, we choose $b = 22$ from the geometrical mean, i.e., the side length of the cube of the same volume as the rod.

Figure 1. Coarse-grained modelling of a magnetite nanorod. The smallest micromagnetic cell models the atomic spins within a cubic unit cell of length $a_0 = 0.839$ nm with a single magnetic moment. Our goal is to model the system using a smaller number of larger cells (of length $a_b = ba_0$ for $b > 1$) with appropriately scaled parameters. The number of cells drawn and their sizes are only approximate. Illustrative spins for half of the tetrahedral Fe$^{3+}$ sites (FCC sites) are drawn over a spinel unit cell taken from Ref. [30].
The goal of coarse-graining is to determine $A(b)$ and $K(b)$, i.e., how the exchange and anisotropy parameters should change with $b$ to keep system properties invariant with $b$. The $b = 22$ case is a practical limit where all the atomic spins are represented by a single macrospin, where exchange interactions are no longer required in the simulations, and which provides for an interesting test of a coarse-graining procedure in predicting $K(b)$. In calculating hysteresis loops for a system with cell length $b a_0$, we apply an external field along the $z$ axis of $H(b) = H_{\text{max}} \sin(2\pi f t)$, and report the $z$-component of the average (over cells) magnetization unit vector $m_H = M_z/M_s$, averaged over 88 to 100 independent simulations for $b > 1$. For $b = 1$ we use 250 simulations.

In Fig. 2a we plot hysteresis loops at $T = 310$ K using different cell sizes (varying $b$) while keeping the exchange and anisotropy parameters fixed at $A_0$ and $K_0$. A value of SR = 2.5 Oe/ns is chosen to make the simulations computationally feasible at $b = 1$. Both the coercivity $H_c$ and the remanence increase with increasing $b$. The increasing loop area is consistent with the stronger exchange coupling ($J_{\text{eff}} = b a_0 A_0$) between magnetization vectors of adjacent cells. For $b \geq 4$, it appears that the exchange is strong enough for the system to be nearly uniformly magnetized, and so $H_c$ remains largely unchanged for $b \geq 4$ since $K$ is constant. This means that for $b = 1$, at this $T$ and for our rod size, exchange is not strong enough to be able to treat the nanorod as a single macrospin in a trivial way. Clearly, varying cell size changes the loops and a coarse-graining procedure is required.

In their coarse-graining procedure, Grinstein and Koch introduced a reduced temperature $T^*$, which for a three dimensional system is given by,

$$T^* = \frac{k_B T \Lambda}{A},$$

where $\Lambda = 2\pi/ba_0$ is a high wave-number cut-off that reflects the level of coarse-graining. Similarly, the reduced parameters for field and anisotropy constants are defined as,

$$h = \mu_0 M_s H \frac{1000}{AA^2 4\pi}, \quad g = \frac{K}{AA^2},$$

with $H$ given in Oe. Introducing the parameter $l = \ln(b)$, they gave the following set of equations for calculating the reduced parameters as functions of cell size,

$$\frac{dT^*(l)}{dl} = [-1 + F(T^*(l), h(l), g(l))] T^*(l)$$

$$\frac{dh(l)}{dl} = 2h(l)$$

$$\frac{dg(l)}{dl} = [2 - 2F(T^*(l), h(l), g(l))] g(l)$$

where

$$F(T^*, h, g) = \frac{T^*}{2\pi(1 + h + g)}.$$  

Additionally, the magnetization of the coarse-grained system is scaled via,

$$M(T^*, h) = \zeta(l) \times M(T^*(l), h(l))$$
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where

\[ \zeta(l) = e^{-\int_0^l F(T^*(l'),h(l'),g(l')) dl'}. \]

(7)

For our system parameters and range of \( H \), both \( g \ll 1 \) and \( h \ll 1 \), and so \( F \approx T/2\pi \), which makes the numerical solution of Eq. 4 practically indistinguishable from the approximate analytic solution, which we find to be,

\[ A(b) = \zeta(b) \times A_0 \]

(8)

\[ K(b) = \zeta(b)^3 \times K_0 \]

(9)

\[ H(b) = \zeta(b) \times H_0 \]

(10)

\[ M_0 = \zeta(b) \times M(b) \]

(11)

where \( t = T/T_c \) and \( \zeta(b) = t/b + 1 - t \). At \( T = 310 \) K, \( t = 0.3613 \), \( \zeta(2) = 0.8193 \), \( \zeta(4) = 0.7290 \), \( \zeta(8) = 0.6839 \), and \( \zeta(22) = 0.6551 \).

Eqs. 8 and 9 provide a prescription for changing material parameters with \( b \), while Eqs. 10 and 11 provide the prescription for scaling \( H \) and \( M \) after a loop calculation. However, we find that the prescription does not yield loops that are invariant with \( b \), on account of Eq. 11; the correction of the coarse-grained values of \( M \) back to those corresponding to the unscaled system is too large (the corrected remanance is too small), as we show in Fig. 2b. In Fig. 2c, we apply a correction to Eq. 11 and obtain good agreement between the reference (\( b = 1 \)) and coarse-grained (\( b > 1 \)) loops.

To motivate our correction to the rescaling of the magnetization, we begin by noting that the same value of \( T^* \) in Eq. 2 can be achieved by either having a rescaled temperature \( T(b) \) or having a rescaled \( A(b) \). Combining this idea with Eq. 8 yields,

\[ T(b) = \frac{T_0}{b\zeta(b,T_0)}. \]

(12)

which together with Eq. 11 [after solving for \( M(b) \)] predicts an overly simple dependence of \( M \) on \( T \), parametrically through \( b \): a line passing through \( M_0 \) and \( T_0 \) at \( b = 1 \) and through \( M = 0 \) and \( T = T_c \) as \( b \to 0 \).

To obtain a model that better matches the data, we introduce a phenomenological correction to Eq. 11, one in which \( M_0 \) is a weighted average of \( M(b) \) and the RG expression for \( M_0 \),

\[ M_0 = \delta\zeta(b,T_0)M(b) + (1 - \delta)M(b). \]

(13)

We use \( \delta \) as a free parameter to fit the \( M(T) \) data for the nanorod. This yields a value of \( \delta = 0.511 \), which we use in rescaling \( m_H \) in Fig. 2c. The fit reasonably recovers \( M(T) \) in the \( T \) range corresponding to values of \( b \) between 1 and 22, as shown in Fig. 3.

The collapse of the data in Fig. 2c is remarkable, with the biggest discrepancy arising between \( b = 1 \), corresponding to the most fine-grained simulation, and \( b = 2 \), the first step in coarse-graining. The difference lies most noticeably in the shoulder region where magnetization begins to change, where the microscopic details likely matter most. Loss of some detail is expected with coarse-graining and consistent with previous studies involving atomic-level magnetization switching in a grain [34]. The magnetization in
Figure 2. Application of RG coarse graining to nanorod MH loops at $T = 310$ K and SR= 2.5 Oe/ns. (a) Changing cell length ($a = b a_0$) without changing magnetic parameters. (b) $A$ and $K$ are scaled according to Eqs. 8 and 9, respectively, and $m_H$ and $H$ are scaled according to Eqs. 11 and 10, respectively. (c) As in panel (b), except $m_H$ is scaled according to Eq. 13 with $\delta = 0.511$. $\Delta t = 1$ fs for all simulations. Horizontal error bars shown for $H_c$ represent one standard error and are vertically displaced to avoid overlap. Uncertainty in $H_c$ is approximately 7 to 13%.

The shoulder areas appears to diminish with increasing $b$. The behavior of $b = 22$ runs counter to this trend, but at this level of coarse-graining, there is only a single cell. It is significant, however, that scaling seems to hold even in this limit. (We note that in this limit, even though there are no exchange interactions in the simulations, the value of the effective anisotropy still depends on exchange through the dependence of $T_c$ on $A_0$.)

The loop areas for $b = 1, 2, 4, 8$ and 22 are 495, 488, 443, 432 and 472 Oe, respectively. The smallest loop area (for $b = 8$) is 13% smaller than the area for $b = 1$.

We now turn our attention to speeding up simulations by considering the relationship between SR and $\alpha$. A larger value of $\alpha$ signifies a faster loss of energy and a shorter relaxation time for alignment of the magnetic moments to the field, and results in a smaller hysteresis loop. Likewise, a slower SR is equivalent to a longer measurement time and consequently a smaller hysteresis loop. To build on these ideas, we recall Sharrock’s equation for $H_c$ as a function of $T$ [35],

$$H_c = H_K \left[ 1 - \sqrt{\frac{k_B T}{K V} \ln \left( \frac{f_0 \tau}{\ln 2} \right) } \right].$$

Sharrock derived this equation by calculating the time required for half of the magnetization vectors in the system, which are initially anti-aligned with the field, to overcome an energy barrier that grows with $KV$ and align with a field of strength $H_c$. In this context, $\tau$ is the relaxation time. In the context of hysteresis loops, $H_c$ is the field required to flip half of the magnetization vectors in an observation time $\tau$. 

We note that the unrenormalized exchange length for our simulated material is $l_{ex,0} = \sqrt{\frac{2A_0}{\mu_0 M_s^2}} = 8.23$ nm, which is longer than $a_8 = 6.712$ nm, and so only our $b = 22$ single block simulations scale the cell size beyond $l_{ex,0}$. Under renormalization, however, the exchange length becomes $l_{ex,b} = \sqrt{\frac{2\xi(b) A_0}{\mu_0 M_s^2}}$, which decreases with increasing $b$, and takes on values 7.45, 7.02, 6.80 and 6.66 nm for $b = 2, 4, 8,$ and 22, respectively. Thus for $b = 8$, the cell length and the exchange length are approximately the same.
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Figure 3. Determining a scaling function for $M(b)$ from the $T$ dependence of the nanorod magnetization. $\delta$ is used as a fitting parameter to match nanorod data, yielding a value of 0.511. Vertical dot-dash lines indicate reduced temperatures corresponding to different values of $b$.

which is related to SR via $\tau \propto 1/$SR. $f_0$ is the so-called attempt frequency, for which Brown [31, 36, 37, 38, 39] derived an expression in the high-barrier limit. At small $\alpha$, $f_0 \propto \alpha$, and so the product $f_0\tau \propto \alpha/$SR, implying that so long as SR/$\alpha = $ constant, $H_c$ should remain the same.

In Fig. 4 we show loops calculated for SR/$\alpha = 2.5$ ($H_{\text{max}} = 500$ Oe, and $f = 125$ kHz), the ratio obtained using a clinically relevant SR = 0.25 Oe/ns and the estimate of $\alpha = 0.1$. Data for $b = 4$ and 8 and for various SR-\alpha pairs show good agreement. At 0.25 Oe/ns, simulations using $b = 1$ are prohibitively long, taking several months on available computing resources. The results shown here combine the RG approach to reduce the number of cells, the ability to use a larger time step $\Delta t$ for larger cells in solving the LLG equation [6], and the SR/$\alpha$ scaling to employ a faster SR, all to dramatically reduce simulation time – by a factor of $4^3$ to $8^3$ for reducing the number of cells, a factor of at least 5 for the time step, and a factor of up to 1000 when using the fastest SR. The average area of the five loops for $b = 4$ in Fig. 4 is $S = 171.3 \pm 2.8$ Oe, translating to a specific loss power of $J\mu_0\frac{1000}{4\pi}M_sS/\rho = 207$ W/g $\pm10\%$ (using $\rho = 5.17$ g/cm$^3$), which is consistent with clinical expectations [40]. The loop area for $b = 8$ is 13% lower at $149.4$ Oe.

In summary, we show that our modification to the RG approach of Grinstein and Koch [7] yields a scaling of exchange and anisotropy parameters and finite temperature nanorod hysteresis loops that are, to approximately 10-15%, invariant with cell size. We
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Figure 4. Invariance of MH loops. We combine RG scaling of magnetic quantities, larger time step with block size, and SR/α scaling to predict the behaviour of prohibitively long fine-grain (b = 1) simulations. b = 4 unless otherwise noted.

note that the coarse-graining of magnetostatic interactions is beyond the framework of Ref. [7]. We are currently investigating magnetostatic scaling, and intend to report on it in future work.

Scaling results hold even to the point where the nanorod is represented by a single magnetization vector that experiences anisotropy only. Whether this limit holds for systems with weaker exchange remains to be studied. This reduction to an effective Stoner-Wohlfarth (SW) model [41] should facilitate comparison with experiments on nanorods, since an analytic solution to the SW model at finite T and SR exists [27]. It should also simplify computational studies of nanoparticles (nanorod composites) and collections of nanoparticles used in a wide variety of applications and hence facilitate comparison with experimental MH loops and quantification of system properties through simulations.

In addition to the computational speedup resulting from the use of fewer micromagnetic cells, the invariance of loops when SR/α is fixed provides another avenue for computational speedup by allowing one to use a larger SR than the target value. We caution, however, that the theoretical motivation for this invariance stems from considering the Sharrock equation for only small α. While both SR and α set time scales, we have not provided any reasoning for why the invariance should hold as well as it does for larger α.

The data that support the findings of this study are available from the
corresponding author upon reasonable request.
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