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Abstract

The L to H mode transition occurs at a critical power which depends on various parameters, such as the magnetic field, the density, etc. Experimental evidence on various tokamaks (JET, ASDEX-Upgrade, DIII-D, Alcator C-Mod) points towards the existence of a critical temperature characterizing the transition. This criterion for the L-H transition is local and is therefore easier to be compared to theoretical approaches. In order to shed light on the mechanisms of the transition, simple theoretical ideas are used to derive a temperature threshold ($T_{th}$). They are based on the stabilization of the underlying turbulence by a mean radial electric field shear. The nature of the turbulence varies as the collisionality decreases, from resistive ballooning modes to ion temperature gradient and trapped electron modes. The obtained parametric dependencies of the derived $T_{th}$ are tested versus magnetic field, density, effective charge. Various robust experimental observations are reproduced, in particular $T_{th}$ increases with magnetic field $B$ and increases with density below the density roll-over observed on the power threshold.
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1. Introduction

The L to H mode transition occurs at a critical power which depends on various parameters, such as the magnetic field, the density, etc [1–3]. This global approach of the transition is difficult to compare to theoretical approaches based on local mechanisms. Therefore, various attempts to define the L to H transition in terms of local parameters have been carried out in various machines. The most recent was done on 67 JET pulses using a neural network classification technique [4]. A temperature threshold, $T_{th}$, increasing with large magnetic field $B$, decreasing with larger density $n$ and weakly decreasing with safety factor $q$ is reported. The trends are consistent with former works done in ASDEX Upgrade [5], Alcator C-Mod [6], DIII-D [7], etc. These scaling laws have been derived on the electron temperature, which has been historically better diagnosed than the ion temperature. No cross-machine scaling of the temperature threshold is presently available, nonetheless, some common features emerge, such as an increase with larger magnetic field and a weaker dependence on density than the one reported for the power threshold, $P_{th}$. The parametric dependencies of the power and of the temperature are expected to differ [1].

In order to shed light on the mechanisms responsible for the transition above a critical temperature, the combination of two popular ideas is proposed. Namely, the role of the L mode edge unstable Resistive Ballooning Modes [8] and the stabilization by mean radial electric field, $E_r$, shear [9] are combined. The principle is to identify two times,
one characterizing the turbulence and one characterizing the mean flow. The assumption made is that the transition in H mode occurs when the shortest of the two times is the one characterizing the mean $E_r$ shear. Many L to H transition models are based on this assumption, see [10] for a review. Experimentally, it has long been seen that $E_r$ was a key player of the transition, read [9] for a review. The interplay between turbulence and $E_r$ shearing has been proposed long ago by various authors to explain the transition, see [10, 11] for complete references. This interpretation has been opposed to the Resistive Ballooning Mode mechanism proposed by [8] and others (see [10] for more complete references). In those works, RBM were proposed to be stabilized by increased pressure gradients due to larger MHD parameter $\alpha$. In the process described in this present work, RBM are stabilized by increased $T$ leading to reduced collisionality, until ITG-TEM take over. Experimental investigation of TCV L mode plasmas shows that the edge region exhibits a different transport response than the core [12]. On the theory/modeling side, RBM have been recently found to be linearly unstable in gyrokinetic modeling using parameters of DIII-D and Tore Supra L mode edges [13] as well as parameters of JET-ILW pedestal forming region prior to the H mode onset [14]. In this later case, the RBM growth rate reaches a minimum for temperatures in the range at which the transition into H mode occurs. The presence of unstable RBM has been shown to be in qualitative agreement with a larger power threshold obtained at larger $Z_{\text{eff}}$, see [14, 15] and references therein. On the other hand, recent experimental measurements still point strongly towards a key role of $E_r$ [15–19].

Based on this theoretical approach, an analytical formula for the turbulence growth rate, $\gamma_{\text{turb}}$, and another analytical formula for the mean $E_r$ shearing rate, $\gamma_{E_r}$, are derived. The ratio of the two competing times, $\gamma_{\text{turb}}/\gamma_{E_r}$ decreases for increasing $T$. It reaches a critical value below which the transition into H mode is assumed. A temperature corresponds to the critical value of $\gamma_{\text{turb}}/\gamma_{E_r}$, it is the temperature threshold $T_{\text{th}}$. If one of the other parameters such as $n$, $B$, $Z_{\text{eff}}$, etc is modified, $T_{\text{th}}$ varies too. Hence, with this model, the parametric dependencies of $T_{\text{th}}$ can be investigated. The temperature threshold is tested against magnetic field and other parameters reported to have a significant impact [4–6, 20]. But also, parameters known to impact the power threshold will be tested such as the effective charge $Z_{\text{eff}}$ proposed in [2]: the isotopic effect showing that the threshold is higher in H than in D [1, 21].

In sections 2 and 3, the theoretical approach is detailed. First the choice for the turbulence growth rate is justified and analytically derived. Then the choice for the mean $E_r$ shear is explained and its analytical derivation detailed. In section 4, the ratio of both times is studied, and temperature threshold dependencies analyzed. In particular, it is shown how the temperature threshold varies with parameters such as $B$, $n$, $Z_{\text{eff}}$, the isotopic effect and He versus D. It is demonstrated that the stabilization trends are in qualitative agreement with the reported experimental tendencies of the threshold. Finally, the weaknesses and strengths of the approach are discussed and conclusions are drawn in section 5.

2. The turbulence time scale: $1/\gamma_{\text{turb}}$

In this section, before deriving analytically the turbulence growth rate, some experimental observations are reported on the role of $Z_{\text{eff}}$. In some cases, an increased $Z_{\text{eff}}$ leads to higher power threshold $P_{\text{th}}$ which is suggestive of resistivity driven unstable modes at play. Indeed, in JET-ILW, for parameters of the pedestal forming region prior to the transition, RBM have been found to be linearly unstable [14]. Therefore, both the RBM growth rates, $\gamma_{\text{RBM}}$, and the ITG-TEM growth rates, $\gamma_{\text{ITG-TEM}}$, will be derived analytically; $\gamma_{\text{turb}}$ being the maximum of $\gamma_{\text{RBM}}$ and $\gamma_{\text{ITG-TEM}}$.

2.1. On the $Z_{\text{eff}}$ impact on the L to H transition threshold

Recent observations of the impact of the ITER Like Wall (ILW) in JET show a L to H mode power threshold, $P_{\text{th}}$, reduced by $\leq 40\%$ in ILW-TEM with respect to similar experiments in C wall [15]. This reduction is observed in the high density branch. The experiments were carried out with slow power ramps and matched plasma shapes, divertor configurations and $(J_r, B_T)$ pairs. Despite different divertor configurations, geometries and wall materials a similar reduction in $P_{\text{th}}$ is reported in ASDEX Upgrade with full W wall [22, 23]. A common feature of both JET and ASDEX Upgrade is a significant reduction of $Z_{\text{eff}}$ when switching from C walls to metallic ones.

Numerous past results have shown that divertor geometry and plasma shape strongly impact the power threshold. Note that the power threshold is the net power through the separatrix: $P_{\text{th}} = P_{\text{abs}} - P_{\text{rad, bulk}}$, $P_{\text{rad, bulk}}$ the radiated power from the bulk plasma and $P_{\text{abs}}$ the power absorbed by the bulk plasma. The L-H power threshold has been found to be lower by 20 to 35% with increased divertor closure in JET-C [24, 25] and in JT-60U [26]. In recent Alcator C-Mod experiments, the slot divertor configuration is associated with a lower power threshold than the vertical target configuration [27]. For both JET-C and JT60-U, during L mode phases, an increased divertor closure is associated with lower $Z_{\text{eff}}$. In Alcator C-Mod slot divertor, a lower radiated power from the bulk plasma [27] is reported. In DIII-D a lower X point height leads to a lower threshold [28]. A similar X-point height impact is also reported for JET-C [29]. In the DIII-D case, a lower $D_n$ in the main chamber is reported as the X point height is decreased. Such trend could be linked to modified $Z_{\text{eff}}$. Indeed, the plasma contamination can respond to reduced main chamber neutrals [24, 30], modified divertor screening [31], divertor and wall temperatures [32], distance from the LCFS to the wall, SOL parallel flows, etc. Therefore, a link between these various results could be that, through a modified divertor geometry and/or plasma shape, a reduced contamination, hence $Z_{\text{eff}}$, favors a lower L-H power threshold. Indeed, in 2004, an ITPA scaling law for $P_{\text{th}}$ proposed a dependence with $Z_{\text{eff}}$ [2] based on JT60-U observations at a given density and the limited information on $Z_{\text{eff}}$ from various machines present in the data base at that time. This scaling law has been recently shown to reduce the spread of JET-ILW and JET-C data points compared to the ITPA 2008 scaling law without $Z_{\text{eff}}$ [33].

The link between a modified plasma shape and a modified $Z_{\text{eff}}$ has been tested on recent JET-ILW data where five
different configurations have been explored at 2.4 T / 2.0 MA and constant density. Three configurations kept the upper triangularity (βi) fixed to high values while moving the strike point positions; and two configurations kept the upper triangularity to a lower value while modifying the lower triangularity (βl) [15]. A reduction of Ptot (from 3 MW down to 1.5 MW) at constant density is observed to correlate better with a reduction of Zeff, rather than with modified βl and βi [15]. Although Zeff is likely a player, other effects such as the X point configuration (single null, double null, B × V B drift direction) have been long demonstrated to be other key players [1, 34].

The fact that lower Zeff seem to ease the L to H transition is suggestive of a key role of resistivity in the turbulence drive. To check this hypothesis, JET-ILW data prior to the L to H mode transition has been analyzed by the linear gyrokinetic code Gene [35] as reported in [14]. The temperature was scanned. At low temperature, corresponding to the temperature range where the transition is obtained, Resistive Ballooning Modes are found linearly unstable. As the temperature is increased, i.e. as the resistivity is reduced, RBM are stabilized. When increasing further the temperature, ITG-TEM take over and are further destabilized as the temperature is increased due to more active TEM at lower collisionality. The competition between stabilized RBM and destabilized ITG-TEM leads to a growth rate which is minimum at a given temperature. Interestingly, the temperature range of this minimum is of the order of the experimentally measured temperature at which the transition into H mode occurs. The second stability limit, due to large MHD parameter α [36, 37], occurs at temperatures well above the experimental range as illustrated in appendix A. This stabilization mechanism cannot be responsible for the transition into H mode. Therefore, as the T is increased, the transition into H mode is expected to be facilitated when the RBM growth rates are reduced, before the ITG-TEM branch takes over. For a larger Zeff, the RBM growth rates increase, hence one expects higher threshold for higher Zeff. This observation is in qualitative agreement with the previously reported experimental observations. Therefore, in the following, an analytical model is built to reproduce the competition between the stabilized RBM and the destabilized ITG-TEM as the temperature is increased.

2.2. Analytically derived turbulence growth rate

The competition between RBM and ITG-TEM is modeled analytically. The turbulence growth rate γlab will be the maximum between γRBM and γITG–TEM. The obtained growth rates will be compared to Gene’s results.

2.2.1. Analytical RBM modeling.

The analytical derivation of the RBM growth rate is based on the derivation detailed in [13] where the fluid equations are re-derived starting from a kinetic variational formalism proposed in [38]. The s − α magnetic equilibrium is used. The dispersion relation allows to obtain both ωRBM, characterizing the eigenfunction width, and the growth rate, γRBM, characterizing the eigenvalue.

In the previous derivation [13], one type of ions was assumed with ne = ni = n as well as Te = Ti = T. In the following, these approximations are relaxed, with τ = Ti/Tc and ne = ∑i Zi ni, Zs and ns being respectively the charge number and the density of the ion species ‘s’. Moreover, the magnetic shear s and the MHD α parameter contributions to the curvature and grad-B drift frequency, nαD, are included. Based on [39], nαD for deeply trapped particles and averaged over the pitch angle becomes:

\[\gamma_{\text{RBM}} = \frac{k_z T_s}{e B_R} 0.2(1 + 1.9(s - \alpha))\]  (1)

The RBM dispersion relation is then derived in the fluid limit. The electrostatic case is assumed. This assumption can be justified a posteriori by considering the terms of the Ohm’s law \( \eta J_i = -i (\omega A_i - k_i \phi) \) using that \( V_i^2 A_i = -\mu_0 J_i \). The electrostatic limit is adequate if \( \gamma < \frac{e^2}{2m_0} k_i^2 \). As detailed in the appendix B, for the parameters used later and using the derivation detailed with \( \kappa = \frac{2e}{\gamma_{\text{RBM}}} \), one finds that \( \gamma = \eta_{\text{RBM}} \) is, at most, two orders of magnitude lower than \( \frac{e^2}{2m_0} k_i^2 \). As well, in [13], the linear gyrokinetic analysis using Gene has shown that for edge parameters, the electrostatic results almost perfectly overlap with the electromagnetic linear growth rates and frequencies.

The low wave number limit is taken as well as the usual fluid ordering \( \omega >> n\alphaD \), where \( \omega = \omega_i + i\nu \), \( \omega_i \) is the mode frequency and \( \nu \) its growth rate. In the strongly resistive limit, where the collisionality, \( \nu \), is such that: \( \nu >> \omega, n\omegaD \), the dispersion relation then becomes:

\[(1 + \frac{\tau}{Z})(n\omegaD n\alphaD) + \frac{1}{3} \frac{\nu}{\gamma} \left( \frac{\omega - n\omegaD}{\nu} \right) k_i^2 v_i^2 \]

\[\frac{1}{2} \sum_{s} Z_i^2 n_i n_s \left( \frac{k_i^2 \rho_s^2 \omega}{\gamma_s} \right) = 0 \]  (2)

with \( Z = \sum_{s} \frac{\rho_s n_i}{\gamma_s} \), \( n\omegaD \) the diamagnetic frequency such that \( n\omegaD = n\omegaD \), \( \frac{1}{\gamma} = \frac{1}{\gamma_s} = \frac{\nu}{\nu_s} = \frac{\nu}{\nu_s} = \frac{\nu}{\nu_s} \) for all ion species \( s \), \( s \) the velocity along the magnetic field line, \( k_i \) the wave vector along the magnetic field line, \( \phi \) the electrostatic potential, \( A_i \) the vector potential, \( \omega \) the frequency of the mode, and \( \rho_s \) the Larmor radius of the ion species \( s \) such that \( \rho_s = \rho_s \sqrt{\frac{2\pi}{\gamma_s} \frac{1}{Z_s}} \). For greater details on the derivation of this dispersion relation see [13].

The first term drives the instability as for usual interchange modes (pressure gradient aligned with curvature). The second term is related to the Ohm’s law and is stabilizing. This term is responsible for the resistive character of the modes. Indeed it is smaller for larger collisionality (i.e. resistivity). The third term is related to ion inertia (Finite Larmor Radius and polarization effects), and is also stabilizing. The competition between these three effects leads to the Resistive Ballooning Mode in the strongly resistive fluid limit. Since \( k_z^2 = -\frac{e^2}{2m_0} + k_i^2 \) and near a resonant surface, \( k_i v_i \simeq k_i^2 v_i (k_i = \frac{\nu}{\gamma_s} \) where \( L_s = qR/s \) is the shear length, \( x \) is the distance to the resonant surface), the electrostatic potential is solution of a second order differential equation, such that: \( \phi \propto e^{-x^2/\nu^2} \). Equation (2) can be split in two parts, one made of terms proportional to \( x^2 \) and the other of terms independent of \( x \). From the first part, the mode width, \( w_{RBM} \), is determined by the equilibrium between
the perpendicular dynamics fixed by the finite Larmor radius effect and the parallel dynamics constrained by the resistive term as follows:

\[
\left( \frac{w_{\text{RBM}}}{\rho} \right)^2 \approx \frac{\sqrt{\gamma} \sqrt{6 \nu y_{\text{RBM}}}}{\sqrt{C} \omega_e} \tag{3}
\]

with \( \bar{C} = \frac{\omega_e}{\Sigma_{\Delta n}} \) and \( \omega_e = k_{ip} \rho_D v_{the} \) is the electron transit frequency (\( v_{the} \) being the electron thermal velocity).

The second part is such that the interchange drive with the ion inertia term provides a relationship between the mode width and the growth rate \( \gamma \) (in the limit \( \omega \gg \omega^* \)) such that:

\[
y_{\text{RBM}} = \gamma I k_{ip} w_{\text{RBM}} \frac{1 + \frac{s}{\tau}}{\sqrt{2/C}} \tag{4}
\]

where \( \gamma_I = \sqrt{\mu} \sqrt{\frac{1}{2} (1 + 1.9(s - \alpha)) } \) is the interchange growth rate. \( \bar{c}_s = \sqrt{C_e/\rho_D} \) is a thermal velocity. Note that, if \( (1 + 1.9(s - \alpha)) < 0 \) then \( \gamma_I \) is forced to zero since in such case there is no drive for the interchange instability.

Combining equations (3) and (4) yield to the following expression for the RBM growth rate:

\[
\frac{y_{\text{RBM}}}{\gamma_I} \approx (\tau \bar{C})^{1/3} (1 + \tau/\bar{Z})^{2/3} (k_{ip} \rho)^{2/3} \left( \frac{6 \gamma_I v}{\omega_{te}^2} \right)^{1/3} \tag{5}
\]

The radial scale of the mode becomes:

\[
\frac{w_{\text{RBM}}}{\rho} \approx \frac{\sqrt{\gamma}}{\sqrt{C} \bar{C}^{1/3}} \left( 1 + \tau/\bar{Z} \right)^{1/6} (k_{ip} \rho)^{1/3} \left( \frac{6 \gamma_I v}{\omega_{te}^2} \right)^{1/3} \tag{6}
\]

From equation (5), it is clear that RBM are destabilized if the product of the interchange growth rate with the collisionality, \( \gamma_I v \), is large compared to the square of the electron parallel transit frequency, \( \omega_{te}^2 \). Therefore large collisionality is destabilizing as well as larger normalized density and temperature gradients. Higher magnetic shear, \( s \), is stabilizing through larger \( \omega_e \), higher \( q \) is destabilizing through lower \( \omega_e \).

At fixed \( k_{ip} \rho \) one obtains that \( y_{\text{RBM}} \) is a function of \( \tau, T_e, n_e, s, L_p, R, A_s, Z_\alpha \) and \( \omega_{te} \).

2.2.2. Analytical derivation of the ITG-TEM branch. As the temperature is scanned, it was reported in [14] that for lower collisionalities, the ITG-TEM branch takes over RBM. To account analytically for this competition between these two types of modes, an analytical model for ITG-TEM is proposed. It is derived in the fluid limit where the gyrokinetic equation is developed assuming that the frequency of the unstable modes, \( \omega = \omega^* \), is much larger than the drift frequencies \( \omega_{D} \) and \( \omega_{Te} \). The passing electrons are assumed adiabatic. As for the RBM, the finite Larmor radius effect are taken in the low wave number limit, where the Bessel functions are taken as \( J_2(k_{ip} \rho) \leq 1 - \frac{k_{ip}^2 \rho^2}{2} \). The trapped and passing ions and the trapped electrons are taken into account. The lowest order ballooning representation is used. Details of this derivation are given in the appendix D of [40]. In the absence of rotation, and after integrating over energy and pitch angle, one finally obtains the following dispersion relation:

\[
\left[ \left( \omega - \frac{d_{\text{eff}}^2}{2} \frac{d_{\text{eff}}^2}{2} \right) - 2n\omega_D \right] \left( \frac{d_{\text{eff}}^2}{2} \right)^2 \gamma \left( \omega - n\omega_{pe} \right) - \frac{f_1}{f_p} \frac{n\omega_{pe} \omega_D}{\omega + \omega_{pe}} \right] \phi = 0 \tag{7}
\]

with \( c_{\text{eff}} = \sqrt{C_e/\rho_{pe}} \), \( d_{\text{eff}} = \frac{\delta_{\text{eff}}^2}{2} + 4 \frac{n\omega_{pe}^2}{\omega} (s - \alpha - 0.5) d^2 \), \( \delta_{\text{eff}} = q^2/(2e) \rho_{pe} \), \( \rho_{pe} = \sqrt{T_e/Z} \). \( f_i \) the fraction of trapped particles, \( f_p = 1 - f_i \) the fraction of passing particles, \( n\omega_{pe} = k_{ip} \sqrt{D} \) and \( n\omega_{pe}^* = k_{ip} \sqrt{D} \). Similarly to the RBM derivation, the solution of this second order differential equation is a Gaussian of width \( y_{\text{ITG-TEM}} \). Balancing the parallel dynamics with the perpendicular finite width effects gives the expression for \( y_{\text{ITG-TEM}} \):

\[
y_{\text{ITG-TEM}} = \frac{-1 \omega d_{\text{eff}}}{k_{ip} c_{\text{eff}}} \tag{8}
\]

By replacing the values found in equation (8) for \( y_{\text{ITG-TEM}}^2 \), one then gets a second order polynomial equation for \( \omega \) such that:

\[
\omega \left( \omega - n\omega_{pe} \right) + \frac{f_1}{f_p} n\omega_{pe} \omega_D \left( \omega + \frac{\tau}{Z} n\omega_{pe} \right) + \left( 2n\omega_D + \frac{1}{4f_p} c_{\text{eff}}^2 d_{\text{eff}}^2 \right) \left( \omega + \frac{\tau}{Z} n\omega_{pe} \right)^2 = 0 \tag{9}
\]

Assuming a dominant curvature such that the interchange term dominates over the others, and assuming further that density profiles are flatter than pressure profiles, one then obtains the following growth rate:

\[
y_{\text{ITG-TEM}} = (k_{ip} \rho)^2 \gamma_I \frac{1}{1 - f_i} \left( \frac{f_i + \tau}{Z} \right) \tag{10}
\]

So far the impact of collisions on trapped electrons has not been included. It is important to take this effect into account since by scanning the temperature, the collisions are further decreased and, due to weaker detrapping, the TEM get stronger. In the gyrokinetic formulation, the collision frequency is at the denominator with the curvature drift. Therefore it is the ratio between \( v \) and \( n\omega_D \) which matters. To reproduce this effect in the fluid approach, a term such as \( \frac{1}{n\omega_{D}} \) is added. Since higher collisionality leads to weaker TEM, hence weaker growth rate, one obtains:

\[
y_{\text{ITG-TEM}} = \gamma_I \left( k_{ip} \rho \right)^2 \gamma_I \frac{1}{1 - f_i} \frac{\tau}{Z} \tag{11}
\]

The factor 0.07 has been adjusted to match a temperature scan done with \( \gamma_{\text{ITG-TEM}} \) as illustrated by figures 1 and 2. In the case of \( \left( f_i + \frac{\tau}{Z} \right) < 0.07 \frac{f_i + v}{n\omega_{D}} \), ITG only are assumed to be unstable and in this case:

\[
y_{\text{ITG}} = 0.2 (k_{ip} \rho)^2 \gamma_I \frac{1}{1 - f_i} \frac{\tau}{Z} \tag{11}
\]
Figure 1. Growth rate computed by Gene at $k_0 \rho_i = 0.1$ of the most unstable mode versus the temperature for the parameters as given in table 1, except changing $n$ from $2.6 \times 10^{19}$ m$^{-3}$ down to $1 \times 10^{19}$ m$^{-3}$ and $0.4 \times 10^{19}$ m$^{-3}$.

2.2.3. Comparison of the analytical turbulence growth with a Gene linear simulation. A growth rate for the RBM branch and one for the ITG-TEM branch have been derived analytically. They are derived for a fixed value of $k_0 \rho_i$, this means that the wave length is assumed to scale with $\rho_i$ and that this fixed $k_0 \rho_i$ is representative of the whole spectrum of modes.

The way RBM and ITG-TEM branches compete over a temperature scan is studied for a set of parameters inspired by a JET-ILW pulse prior to the transition into H mode, taken as in [14]:

The density, $2.6 \times 10^{19}$ m$^{-3}$ at $\rho = 0.97$, is changed to two other lower values: $0.4 \times 10^{19}$ m$^{-3}$ and $1 \times 10^{19}$ m$^{-3}$. If the density is decreased, the collisionality decreases leading to weaker RBM and stronger TEM contribution to the ITG-TEM branch [41]. This is what is reported in figure 1 for Gene and on figure 2 for the analytical model detailed above.

The value of $k_0 \rho_i$ is chosen arbitrarily within the range over which RBM, destabilized by larger collisionality, are reported, i.e. $k_0 \rho_i < 0.4$. In the following $k_0 \rho_i = 0.1$ is chosen. Note that for $k_0 \rho_i = 0.3$ the minimum of the growth rate is shifted towards larger temperatures. Therefore the present work limits itself to qualitative insights pointing towards the potential role of RBM. Clearly, non-linear effects could give more important weight to different wave-numbers, and should be addressed by future works.

In the fluid limit, the growth rate is the maximum of the RBM and the ITG-TEM growth rate, such that: $\gamma_{\text{turb}} = \max(\gamma_{\text{RBM}}, \gamma_{\text{ITG-TEM}})$. On figure 2 both RBM and ITG-TEM branches are displayed for three values of density as a function of temperature. As expected, the RBM growth rates decrease as the temperature increases, whereas the ITG-TEM growth rate increases with larger temperatures. The maximum of both branches reaches a minimum value at a given temperature. Note that the stabilization by the MHD parameter $\alpha$ occurs at temperatures at least 4 times larger than the experimental range as illustrated in appendix A.

Although not exact, one can see that the fluid model leads to a minimum growth rate at a temperature similar to the Gene calculation: 150–200 eV for $n = 2.6 \times 10^{19}$ m$^{-3}$ and rather 50–100 eV for from $n = \times 10^{19}$ m$^{-3}$. On the ITG-TEM branch, as the density is increased, the collisionality is larger and the TEM are weaker leading to weaker growth rates. This is seen on the Gene modeling and also in the analytical ITG-TEM branch. On the analytical model, this trend was obtained by setting a free parameter to 0.07 in front of the collision part of equation (11). The analytical growth rates are larger than the computed ones with Gene. Indeed, the fluid limit is known to overestimate the growth rates when compared to a gyrokinetic calculation.

In the following, the analytical growth rates will be calculated at fixed $k_0 \rho_i$. The choice for $k_0 \rho_i$ is arbitrary. Nonetheless, from non-linear simulations of ITG-TEM, it is known that non-linearly there is a down-shift of the highest turbulent activity towards lower $k_0 \rho_i$. In the following $k_0 \rho_i = 0.1$ is chosen.

3. The mean $E$, shearing time: $1/\gamma_E$

An analytical formulation of the turbulence growth rate, $\gamma_{\text{turb}}$, has been derived. In the following the derivation of the time scale of the competing mean $E$, shear, $\gamma_E$, is presented.
3.1. Experimental justification for the $E_r$ shearing

Thanks to recent progress made on $E_r$ measurements, either directly by Doppler reflectometry as in [17] or indirectly by simultaneous poloidal and toroidal rotation measurements using edge charge exchange spectroscopy as in [42–44], the experimental detailed dynamics and values of $E_r$ at the transition are better known. Recent experimental measurements in ASDEX Upgrade strongly support the essential role of the ion channel in the L-H transition, via the diamagnetic $E_r$ provided by the ion pressure gradient [16, 45]. These results indicate that the $E_r$ well has to reach a certain depth amplitude to permit the transition into H-mode. In JET-ILW, recent analysis of the back transition from H to L mode [15] show that similar inferred diamagnetic $E_r$ are found at the forward and back transitions. These two recent experimental observations support the theory of a critical mean $E_r$ shear suppressing turbulence at the L-H transition as proposed long ago [7]. On the other hand, the dynamics of the transition (measured by Doppler reflectometry, heavy ion beam probes, Langmuir probes and/or Beam Emission Spectroscopy) is reported to consist of oscillatory features [17–19]. These oscillatory behaviors might be providing evidence that low frequency, turbulence-generated Zonal Flows are key to trigger turbulence suppression preceding the L-H transition, although this interpretation is discussed in [19] and [46]. In all cases, the final word seems to be given by the mean $E_r$ shear to lock down the turbulence level. In the following, the mean $E_r$ shear is derived. The idea here, is to remain as simple as possible, while not forgetting essential mechanisms. If the parametric dependencies of the ratio of $\gamma_{nh}/\gamma_E$ are coherent with the main threshold dependencies, then further improvements of the shearing rate modeling could be foreseen, for example, to account for the turbulence driven ZF.

3.2. The modeled $\gamma_E$

To estimate the mean $E_r$ shear, the electric field is estimated at two radial locations. One is the last closed flux surface, where $E_r$ is known to scale with $\nabla T_e$ [47] and was found experimentally in JET to be $E_r(1) = -1.6V_{Te}$ and in ASDEX-Upgrade, TCV and JT60-U rather $E_r(1) = -3V_{Te}$. This latter formula has been shown to agree with an analytical model for the electrostatic potential in [48] in the sheath limited case for Hydrogen. Ideally, as suggested in [48], the combined effect of both the sheath and the main SOL plasma dynamics should be taken into account to estimate $E_r$ at the LCFS. For the time being, only its dependency on $T_e$ is included here by fixing $E_r(1) = -3V_{Te}$. If assuming a temperature profile having a fixed gradient length in the pedestal forming region and across the separatrix, one gets:

$$E_r(1) = \frac{T_{sep}}{L_T} \nu^r$$  \hspace{1cm} (12)

$L_T$ is the temperature gradient length and is kept constant to its value at $\rho = 0.97$ even at the LCFS. Assuming an exponential fit of the temperature in this region, one obtains:

$$T_{sep} = T(0.97)e^{(-0.03\rho/L_T)} \hspace{1cm} (13)$$

For the values of table 1, this leads to $T_{sep} = 70$ eV and $E_r(1) = 3.9$ kV m$^{-1}$. The other $E_r$ value is chosen at a radial location which is kept fixed. This means that the shear is modified by the two radial location values and not by a modified inner localization of the minimum of $E_r$. In H mode, this has been studied [43] and the $E_r$ well position was shown to depend only on $\alpha$. This point remains to be experimentally investigated in L mode prior to the transition. For the time being, in the approach presented here, the inner location is arbitrarily chosen to be $\rho = 0.97$ and is assumed to remain fixed through the various parametric scans. At this inner location, $E_r$ is estimated as follows:

$$E_r = \frac{\nabla P}{Z_n} - V_iB_p + V_iB_0 \hspace{1cm} (14)$$

In the following, the toroidal velocity, $V_i$, term is neglected. Indeed, in JET-ILW, with low NBI, edge charge exchange measurements have found that $V_i$ was lower than the uncertainties of the measurements for low NBI levels prior to the transition in the pedestal forming region [49]. In ASDEX Upgrade, in [42], also with edge charge exchange measurements, the toroidal velocity profile is found to be finite but flat in the pedestal forming region in L mode. Its contribution to $E_r$ is weaker than the $V_i$ term.

For the determination of the poloidal velocity, $V_i$, the neo-classical theory is used. In the edge region, $\nu$ varies strongly from below 1 to above 1, therefore it is essential to model properly the transition from the banana, plateau and Pfirsch–Schlutter regimes. This is done using the analytical formulation proposed in [50], such that:

$$V_i = K_{ne} \frac{1}{B_p L_i} \nabla T_i \hspace{1cm} (15)$$

with $Z_i$ the charge number of the main ions, $K_{ne} = \frac{K_{ne} - 2.1v^2e^3}{1 + v^2e^3}$ and $K_{bp} = \frac{1.17 - 0.33\sqrt{v_i}}{1 - 0.7\sqrt{v_i}}$, $v_i = \frac{v_i}{v_e}$ $v_i = \frac{v_i}{v_e}$ and is defined earlier. This formulation is an extrapolation among different analytical limits. This extrapolation could be carried out diversely as reported in [51]. In [44], the analytical formulation from [50] has been successfully compared to numerical neo-classical modeling as well as to the measured $V_i$ in H mode plasmas only. Nonetheless it is puzzling to note that the neo-classical and measured $E_r$ at the LCFS lead to negative values in disagreement with SOL physics expectations. More work is needed in this field, both theoretically and experimentally. Experiments

| Pulse | $\rho$ | $R/L_T$ | $R/L_a$ | $T$ | $n$ | $\nu^r$ | $q$ | $s$ | $Z_{ef}$ | $B$ |
|-------|-------|--------|--------|-----|----|--------|----|----|--------|----|
| 82228 | 0.97  | 55     | 9      | 122 | 2.6| 9.2    | 3.8| 4.3| 1.3    | 1.8|

Note: The temperature is given in eV, the density $n$ in $10^{19}$ m$^{-3}$ and the magnetic field $B$ in T.
with simultaneous SOL measurements with probes and charge exchange and Doppler reflectometry measurements in the edge should shed light on how and where the core neoclassical shear, have been analytically derived. A lowered ratio of $\gamma_{\text{turb}}/\gamma_E$ is taken as an indication for a facilitated entry into H mode. Therefore, since the H mode power threshold is known to scale with $B$, the density, $Z_{\text{eff}}$, etc., such dependencies should be qualitatively recovered through the dependencies of $\gamma_{\text{turb}}/\gamma_E$. This is what is investigated in this section.

4. Parametric dependencies of the ratio between the mean field time scale and the turbulence time scale: $\gamma_{\text{turb}}/\gamma_E$

In the two previous sections, two times, one characterizing the turbulence and the other the mean $E_r$ shear, have been derived. A lowered ratio of $\gamma_{\text{turb}}/\gamma_E$ is taken as an indication for a facilitated entry into H mode. Therefore, since the H mode power threshold is known to scale with $B$, the density, $Z_{\text{eff}}$, etc., such dependencies should be qualitatively recovered through the dependencies of $\gamma_{\text{turb}}/\gamma_E$. This is what is investigated in this section.

4.1. Magnetic field impact

The power threshold increases almost linearly with $B$ [2, 3], either with $q$ changing or with $q$ fixed as demonstrated in JET-ILW in [15]. Therefore, it seems to be $B$ per se which matters. On the turbulence side, $B$, at fixed $q$, could play a role through $\beta$ but the turbulence in the studied L mode edge at low $\beta$ is expected to be electrostatic due to the ordering of terms of the Ohm’s law as detailed in appendix B. At fixed $k\phi\rho_i$, larger $q$ leads to more unstable RBM. This trend is qualitatively coherent with TCV L mode experiments where the electron temperature gradient lengths are found to increase with $I_p$ in the edge region [12]. At fixed $q$, in the electrostatic case, $B$ impacts weakly $\gamma_{\text{turb}}$ through modified $\alpha$. As $T$ increases, $\gamma_{\text{turb}}$ goes from RBM to ITG-TEM dominated regime as illustrated by the top panel of figure 4. On the contrary, $\gamma_E$ increases with $T$ and is weaker for larger $B$ as seen on the middle panel of figure 4. Therefore a given value of $\gamma_{\text{turb}}/\gamma_E$ is reached for larger $T$ as $B$ increases, see bottom panel of figure 4. If the temperature threshold is defined as the temperature above which $\gamma_{\text{turb}}/\gamma_E$ is smaller than a given value, then one finds that $T_{\text{th}}$ increases with larger $B$ for any critical value of $\gamma_{\text{turb}}/\gamma_E$ as illustrated by figure 5.

The dependence of $\gamma_{\text{turb}}/\gamma_E$ with respect to $B$ leads to $T_{\text{th}} \propto B^{\alpha_{\gamma_E}}$ with a positive value of $\alpha_{\gamma_E}$ for any critical value of $\gamma_{\text{turb}}/\gamma_E$. Indeed for $\gamma_{\text{turb}}/\gamma_E = 0.3$, respectively 0.15, one finds $\alpha_{\gamma_E} = 1.0$, respectively 1.5, as illustrated by figure 5. This trend is in agreement with all the experimental reported behaviors of the temperature threshold reviewed in the introduction. More interestingly, it explains the robust, almost linear, scaling of the power threshold $P_{\text{th}}$ with $n \times B \times S$ [1–3]. Due to the $\gamma_E$ dependence on $1/B$ from equation (16), one obtains $T_{\text{th}} \propto B$ and hence at least $P_{\text{th}} \propto n B S$.

4.2. Density impact

A common and robust trend of all machines and scaling laws is an increase of the power threshold with higher density above
Figure 4. Top panel: turbulent growth rate $\gamma_{\text{turb}}$ in $s^{-1}$ as a function of temperature in eV for three values of the magnetic field at fixed $q$. Note that the RBM branch is dominant at low temperature where the growth rate decreases with increasing temperature and the ITG-TEM dominate at larger temperature with increasing growth rates for higher temperatures. Middle panel: mean flow shearing rate $\gamma_E$ in $s^{-1}$ as a function of temperature in eV for same three magnetic field values. Bottom panel, the ratio of $\gamma_{\text{turb}}/\gamma_E$ as a function of temperature for the same three values of $B$.

Figure 5. Temperature threshold versus magnetic field, at $q$ fixed, for two values of $\gamma_{\text{turb}}/\gamma_E$. For $B = 1.8$ T, 2.4 T and 3 T, the values are respectively signaled by the same colors used for figure 4, the other parameters are as reported in table 1.

A certain density. At low density, a roll-over of the dependence on density is reported in most machines [1]. In JET with the MKII-HD geometry and the C wall, the power threshold was not seen to roll-over at low density, whereas in JET-ILW it was [15].

Above the density roll-over, the dependence of the temperature threshold with density is weaker [4] than the dependence of $P_{th}$ which is close to linear [1–3]. A weaker trend for $T_{th}$ might be expected since $P_{th} \propto S_{th} \bar{T}_{th} / L T$.

Figure 6. Top panel: $\gamma_{\text{turb}}$ in $s^{-1}$ as a function of temperature in eV for three values of $n$. Middle panel: mean flow shearing rate $\gamma_E$ in $s^{-1}$ as a function of temperature in eV for three densities. Bottom panel, the ratio of $\gamma_{\text{turb}}/\gamma_E$ as a function of temperature for the same three $n$ values.

The very weak dependence of the temperature at the threshold with density, on the high density branch, is also reported in recent JET-ILW, AUG and Alcator C-Mod works [15, 16, 27]. In these works, on the contrary, the low density branch is associated with a clear increase of electron temperatures as the density is reduced. The behavior of $T_{th}$ versus density below and above the roll-over density will be recovered.

In the modeled turbulence growth presented here, increasing the density leads to larger collisionality, hence more unstable RBM. The $E \times B$ shearing is not affected by a modified density for the lower temperatures. For larger temperatures, the ITG-TEM branch takes over and is stabilized by larger densities. On the other hand, $\gamma_E$ is increased by larger densities. The temperature impact on $\gamma_{\text{turb}}$ and $\gamma_E$ for three densities are illustrated by figure 6.

As a consequence, two opposite trends are observed at low temperatures (below 50–100 eV) and at high temperatures (above 50–100 eV). At low temperatures, a higher density leads to lower $T_{th}$, whereas above 50–100 eV, a higher density leads to a weakly increasing $T_{th}$, as observed for the ratio of $\gamma_{\text{turb}}/\gamma_E = 0.15$ illustrated on figure 7. Nonetheless this trend is sensitive to the arbitrary choice of the critical value of $\gamma_{\text{turb}}/\gamma_E$ below which one enters in H mode. Indeed, for $\gamma_{\text{turb}}/\gamma_E = 0.3$ and the set of parameters from table 1, only a weak increase of $T_{th}$ versus density is reported, figure 7.

4.3. Impact of the effective charge

The effective charge was reported as an important ingredient of the scaling law in [2], other experimental facts pointing towards the potential impact of $Z_{eff}$ on the power threshold are reported in [14]. Recently, in JET-ILW, the ITPA 2004 scaling
law including a $Z_{\text{eff}}$ dependence has been shown to reconcile better JET-C and JET-ILW observations [33].

$Z_{\text{eff}}$ has opposite impacts at low temperatures where RBM are dominant and at higher temperatures where ITG-TEM dominate. Indeed, a higher $Z_{\text{eff}}$ destabilizes the RBM branch, due to larger collisionality and stabilizes the ITG-TEM due to dilution and collisionality impacts. Concerning the $E \times B$ shear, modifying $Z_{\text{eff}}$ impacts $V_c$ contribution to $E_i$ through a modified collisionality. The dilution also affects the pressure gradient term in $E_i$. $\gamma_E$ dependence on $Z_{\text{eff}}$ could not explain the observed trend of a larger power threshold for larger $Z_{\text{eff}}$ discussed earlier. Indeed, $\gamma_E$, if anything, is larger for larger $Z_{\text{eff}}$. Overall, at low temperatures, a lower temperature threshold due to lower $Z_{\text{eff}}$ is due to reduced RBM growth.

For $\gamma_{\text{hub}}/\gamma_E = 0.15$ and for two values of $Z_{\text{eff}}$, 2.2 and 1.3, respectively in the range found in JET-C and JET-ILW, the temperature threshold versus density exhibits a shift of its minimum towards lower values for the higher $Z_{\text{eff}}$, see figure 8. This shift downward is explained by more stable ITG-TEM and more unstable RBM. Such a shift is consistent with the fact that in JET-ILW the minimum in density has reappeared whereas in the same divertor configuration (MkII-HD) but with the C wall this minimum was not in the range that could be measured experimentally. Nonetheless, it is to note that on the high density branch, the experimentally stabilizing impact of $Z_{\text{eff}}$ is not reproduced here.

4.4. Impact of $T_i/T_e$

As discussed previously, experimentally, the low density branch is associated with a larger electron temperature [15, 16, 27]. In ASDEX Upgrade, with ECRH only, it is also reported that the low density branch is associated with a strong decoupling between ion and electron heat channels with $T_e > T_i$. In these cases, the edge ion heat flux, $q_i,\text{edge}$, at the L-H transition increases monotonically with the density (rather than non-monotonically as $P_{\text{i, edge}}$) indicating that $q_i,\text{edge}$ could be the relevant parameter [16, 45]. In JET-ILW, where $T_e = T_i$ even on the low density branch, a non-monotonically density trend remains with a minimum in density. On ASDEX Upgrade, $T_e > T_i$ is systematically associated with the low density branch, whereas in JET $T_e = T_i$ also below the minimum in density.

In the following, the $T_{\text{th}}$ sensitivity to $T_e/T_i$ is investigated. In particular, the $T_{\text{th}}$ dependence versus density at $T_i = T_e$ plotted on figure 7 is compared to the case where $T_e$ is kept fixed at 50 and 100 eV while $T_i$ is scanned. The comparison is made for $\gamma_{\text{hub}}/\gamma_E = 0.15$ and is illustrated on figure 9.

From figure 9, it can be seen that the dependence of $T_{\text{th}}$ on density is strongly modified by the value of $T_i/T_e$. In particular the minimum in density disappears when $T_e$ remains fixed at 50 eV while $T_i$ is scanned. Indeed, the impact of $T_i/T_e$ is expected on both the turbulence drive and on the $E \times B$ shear.

First, concerning the turbulence drive, as $T_i/T_e$ increases, the RBM drive is stronger, see the $\tau$ dependence in equation (5). This trend is illustrated by figure 10 where the growth rates are plotted versus $T_i$ at either fixed $T_e = 100$ eV or such that $T_i = T_c$, for two density values. For the $T_e = 100$ eV cases, in full lines, when $T_i$ is such that $T_i > 30$ eV, it can be seen that a larger density is destabilizing due to the RBM nature of the modes for larger $T_i/T_e$. This trend is reversed for low $T_i$ values where the ITG-TEM branch dominates.
The second reason is that \( E_r \) at the LCFS depends on \( T_e \), while \( E_r \) at \( \rho = 0.97 \) depends on \( T_i \). Indeed \( E_r \) well mentioned in [45], scales with \( T_i \). If the \( E_r \) shear is determined by the gradient between the well and the LCFS, as assumed here, the \( T_i/T_e \) ratio will impact \( \gamma_E \). Indeed, for \( T_i > T_e = 100 \text{ eV} \) (full lines), \( \gamma_E \) is smaller than its value obtained for \( T_i = T_e \) (dashed lines), as illustrated by figure 11.

Therefore when \( T_e > T_i \), the RBM drive is weaker and due to larger \( E_r (1) \), \( \gamma_E \) is larger, leading to lower \( T_{th} \) as reported on figure 9. For \( T_e = 50 \text{ eV} \), the RBM are dominant at all densities and in this case the minimum, due to a switch from underlying ITG-TEM to RBM, disappears. This trend is coherent with the results reported from ASDEX-Upgrade [16, 45].

4.5. Isotopic effect

A higher power threshold in H compared to D has been reported in various machines. The scaling with the mass number is significant: \( P_{th} \propto A_i^{-1} \), as reported in [1, 21]. It was also reported that the temperature threshold itself depended on \( A_i \) such that \( T_{th} \propto A_i^{-0.14\pm0.19} \) [20]. At fixed \( k_\theta \rho_i \), as it has been chosen here, the interchange growth rate scales as \( 1/\sqrt{A_i} \). \( A_i \) has no impact on the \( E \times B \) shearing rate in the case where the potential at the LCFS is set by adiabaticity [48]. If the potential is set by the sheath, then larger \( A_i \) will lead to higher \( E_r \) at the LCFS [56], hence greater \( E \times B \) shear. Therefore, in all cases, larger \( A_i \) leads to lower \( \gamma_{th}/\gamma_{E} \). The temperature threshold obtained for \( \gamma_{th}/\gamma_{E} = 0.15 \) when changing the main ion from D to H is largely increased assuming fixed \( Z_{\text{eff}}, q, T_i/T_e \), gradient lengths, etc., as illustrated on figure 12.

4.6. Helium versus deuterium effect

A recent multi-machine effort has been carried out to study the power threshold in He and compare it to the one obtained in D. These efforts are summarized in [57]. A higher power threshold with He is seen in Alcator C-Mod and DIII-D, whereas no impact is reported in JET [58] and ASDEX-Upgrade. In the modeling proposed here, by changing both the mass and the charge and keeping \( A_i/Z_i \) constant, nothing is modified on the turbulence drive. The neoclassical \( E_r \) is modified by a modified \( Z_i \). Indeed \( V_{th} \propto 1/Z_i \), hence a higher \( Z_i \) leads to a lower absolute value of \( E_r (0.97) \) and therefore a weaker \( \gamma_E \). \( A_i \) modifies the LCFS value if the potential is
set by the sheath [48, 56], otherwise it does not impact $E_r$. If the potential is set by the sheath, then the $E \times B$ shearing rate is impacted by two contradictory trends: one due to higher $Z_e$ leading to weaker shear, and one due to higher $A_i$ leading to larger $E_r$ at the LCFS. Two cases are looked at: one with $E_r(1)$ independent of $A_i$ and one where $A_i$ modified $E_r(1)$. Here $Z_{\text{eff}}$ has been assumed to be independent of the change from D to He and was kept constant at $Z_{\text{eff}} = 2.2$. This is an assumption made here to test the impact of the ion species in the proposed model. The experimental impact on $Z_{\text{eff}}$ when changing the main ions from D to He should be investigated further. If $E_r(1)$ does not depend on $A_i$, changing from D to He leads to a higher $\gamma_{\text{turb}}/Y_F$, leading to lower $T_{\text{th}}$ in D than in He as illustrated by figure 13. This is consistent with power thresholds higher in He than in D. If the potential is set by the sheath, then the $E \times B$ shearing rate is impacted by two contradictory trends: one due to a higher $Z_e$ leading to a weaker shear, and one due to a higher $A_i$ leading to a larger $E_r$ at the LCFS. Under these conditions, almost no impact of changing D to He on $T_{\text{th}}$ is observed.

Therefore, depending on the cases, where the potential at the LCFS is set by adiabaticity or by the sheath, one expects respectively that the temperature threshold in He will be larger than in D or similar. This physical mechanism could explain the variety of results reported in [57], where the power threshold in He is either larger of unaffected when compared to D. One should also note that here $Z_{\text{eff}}$ has been kept fixed while comparing D to He. Experimentally, that might not be the case. A larger $Z_{\text{eff}}$ together with He compared to a lower $Z_{\text{eff}}$ and D, would also annihilate the stabilizing effect of He observed on figure 13.

5. Discussion

The approach proposed here is based on robust physical ideas: the turbulence and $E \times B$ interplay on the one hand and the stabilization of RBM on the other hand. The turbulence and the $E \times B$ shear are characterized by two time scales, resp. $\gamma_{\text{turb}}$ and $\gamma_{\text{shear}}$, which are compared to each other through the ratio $\gamma_{\text{turb}}/\gamma_{\text{shear}}$. The growth rate of the turbulent contribution derived analytically, for both RBM and ITG-TEM, is shown to reproduce closely the main trends of a complete linear gyrokinetic simulation. In particular, when scanning up the temperature, a minimum in the growth rate is obtained as a result of the competing RBM with ITG-TEM for temperature values within the experimental range of the transition into H mode. The mean $E_r$ shear estimation is based on two values: the $E_r$ value at an inner location which accounts for the fact that the collisionality regime is changing rapidly in this region; $E_r$ at the LCFS which is constrained by SOL physics and scales with $\nabla V_e$ [48, 56]. This approach can then robustly produce a temperature threshold $T_{\text{th}}$ as experimentally reported in [4–6, 11, 15, 20, 27] and explain various parametric dependencies such as:

- a $T_{\text{th}}$ increase with $B$
- larger $T_{\text{th}}$ for densities below the minimum in density while being weakly affected above the minimum
- an upward shift of the minimum in density with reduced $Z_{\text{eff}}$
- a $T_{\text{th}}$ reduced for lower $T_i/T_e$, in particular the sensitivity of the low density branch to the value of $T_i/T_e$
- a higher $T_{\text{th}}$ in H than in D
- at fixed $Z_{\text{eff}}$ and $E_r(1)$ a higher $T_{\text{th}}$ in He than in D.

Nonetheless, the main approximations of this approach are subject to discussion:

- The turbulence is assumed to scale with the main ion Larmor radius. The value of $k_{\theta,\rho}$ remains fixed to 0.1. Non-linear modeling has to be carried out to include potential scale modification impacts.
- The $E_r$ shear is assumed to scale with the minor radius, which has recently been shown to be correct in H mode [43] but has not been studied prior to the transition.
- The density and the temperature profiles are assumed to have unchanged gradient lengths across the pedestal forming region.
- The toroidal rotation contribution in $E_r$ is neglected, whereas it is proposed to be a key element in [46].
- The role of a residual stress generating additional perpendicular rotation on $E_r$ is not taken into account here, whereas it is proposed to be linked to the grad-B drift direction impact on the threshold in [55].
- The neoclassical estimate of $E_r$ in the edge region leads to a negative $E_r$ at the LCFS which is inconsistent with the SOL constrain on a positive $E_r$. Deeper experimental and theoretical understanding of the edge-SOL $E_r$ are required.
- Dithering L-H transitions are observed [17–19] and proposed by some authors to be explained by an interplay with the zonal and the mean flows [17, 18]. Such dynamical non-linear interplay is not addressed by the present approach.
- Finally, only a local variable such as $T_{\text{th}}$ can be derived from this approach. Going from the derived $T_{\text{th}}$ trends to $P_{\text{th}}$ parametric dependencies is not straightforward.

Nevertheless, it is interesting to note that the ingredients of the model (namely: RBM and $E_r$ using $V_e(\nu^+)$) are included in a flux driven fluid non-linear modeling which has recently demonstrated its ability to obtain an edge transport barrier when the power is increased [59, 60]. These flux driven fluid simulations should now include Drift Waves and ITG-TEM as well and study the parametric dependencies of the power threshold.

Figure 13. Temperature threshold versus density, for D and He, the other parameters are as reported in table 1 and $\gamma_{\text{turb}}/Y_F = 0.15$. 

| Density in $10^{19}$ m$^{-3}$ | 0.5 | 1.0 | 1.5 | 2.0 | 2.5 | 3.0 |
|-----------------------------|-----|-----|-----|-----|-----|-----|
| Temperature threshold in eV | 200 | 160 | 120 | 80  | 40  | 0   |

---

**References**: [4–6, 11, 15, 20, 27, 43, 48, 56]
Figure 14. RBM and ITG-TEM growth rates in the fluid limit versus the temperature for the parameters of table 1, except changing $n$ from $2.6 \times 10^{19} \text{ m}^{-3}$ down to $1 \times 10^{19} \text{ m}^{-3}$ and $0.4 \times 10^{19} \text{ m}^{-3}$.
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Appendix A. Stabilization by $\alpha$

The fluid limit analytical formulations for the RBM and ITG-TEM growth rates (respectively equations (5) and (11)) are plotted versus temperature as illustrated by figure 2. Here the temperature range is extended up to $T = 800 \text{ eV}$. On figure 14, the stabilization impact due to large $\alpha$ takes over the destabilizing reduced collisionality for temperatures above 500 eV. For larger densities, due to larger $\alpha$, the stabilization occurs at lower temperatures. Similarly higher $q$ favors the $\alpha$ stabilization.

Figure 15. Ratio $\frac{\gamma_{\text{RBM}}}{\gamma_{\text{TEM}}}$ versus temperature in eV, for two values of density, the other parameters are as reported in table 1.

Appendix B. Validity of the electrostatic approximation

Following the discussion presented in section 2.2, the RBM are estimated analytically in the electrostatic limit. This assumption is justified a posteriori by comparing the terms of the Ohm’s law:

$$\eta J_\parallel = -i (\omega A_\parallel - k_\parallel \phi)$$

Using the Ampere’s law:

$$\nabla^2 A_\parallel = -\mu_0 J_\parallel$$

One finds that the electrostatic limit is adequate if $\gamma A_\parallel \ll \eta J_\parallel$, hence if $\gamma \ll \frac{n}{\mu_0 k_\perp^2}$.

In section 2.2, $\gamma_{\text{RBM}}$ and $\omega_{\text{RBM}}$ have been derived. Since $k_\perp^2 = (\frac{2\pi}{\omega_{\text{RBM}}})^2 + k_\theta^2$ and $\gamma = \gamma_{\text{RBM}}$, one can check the validity of the electrostatic approximation using the edge JET-ILW parameters presented in table 1. Such a check is illustrated by figure 15 where it is found that $\gamma_{\text{RBM}}$ is a least two orders of magnitude lower than $\frac{n}{\mu_0 k_\perp^2}$ which justifies the electrostatic limit used for the analytical derivation.

Also when using the linear gyrokinetic code Gene on the various sets of L mode edge parameters [13, 14] it was observed that including magnetic fluctuations did not affect the linear response.
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