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ABSTRACT

The use of technology has grown dramatically, and computer systems are now interconnected via various communication mediums. The use of distributed systems (DS) in our daily activities has only gotten better with data distributions. This is due to the fact that distributed systems allow nodes to arrange and share their resources across linked systems or devices, allowing humans to be integrated with geographically spread computer capacity. Due to multiple system failures at multiple failure points, distributed systems may result in a lack of service availability. To avoid multiple system failures at multiple failure points by using fault tolerance (FT) techniques in distributed systems to ensure replication, high redundancy, and high availability of distributed services. In this paper shows ease fault tolerance systems, its requirements, and explain about distributed system. Also, discuss distributed system architecture; furthermore, explain used techniques of fault tolerance, in additional that review some recent literature on fault tolerance in distributed systems and finally, discuss and compare the fault tolerance literature.

*Corresponding author: E-mail: arshad.akre@yahoo.com;
1. INTRODUCTION

A distributed system (DS) is a collection of independent computers that seem to users as a single, unified entity [1]. DSs are also collections of interconnected nodes that all work toward the same goal. The assignment has been split down into smaller tasks that have been handed to various nodes in order to respond to a specific challenge [2]. Each node finishes its portion of the job and sends the results back to the submission node [3]. Furthermore, since DSs may be homogeneous (cluster) or heterogeneous (Grid, Cloud, and P2P), they are vulnerable to difficulties like Quality of Service (QoS), Resource Selection, Load Balancing, and Fault Tolerance, among others [4].

Unlike uniprocessors, fault tolerance determines how a system reacts to abrupt hardware or software failure; breakdowns in a DS are harder to detect [5]. Fault tolerance is made up of two key components: failure detection and recovery [6]. Maintaining the system's functionality in the event of a breakdown or if any of its components get disconnected or malfunction is a major difficulty in DSs [7]. Retry, replication, check pointing, and message logging are just a few of the FT techniques available in the distributed paradigm [8].

A malfunctioning system causes human/economic harm, affects air traffic control, and interrupts telecommunications, among other things [9]. The necessity for reliable fault tolerance solutions reduces these threats to a minimum [10]. Faults are limited or partial in DSs [11]. Because the whole system isn't knocked down or unavailable, a section of a DS failure isn't as severe [12]. For example, if a system contains more than one processing core (CPU), if one core fails, the system will continue to operate as if it only had one physical core [13]. As a consequence, the remaining cores would regularly execute and analyze data. However, in a non-DS, if one of its components fails, the whole system or program fails and all related actions stop [14].

A system fault is a fault that results to an error when enabled. Fault tolerance includes many techniques in a distributed system architecture [15]. The failure tolerance is a dynamic technique to combine connected systems and to ensure that dispersed systems are reliable and accessible [16]. Hardware and redundancy solutions in distributed systems are famed as tolerance solutions (DS) [17]. Fault tolerance solutions for hardware include CPU's, communication links, memory, and I/O devices, whereas solutions for faulty software demand certain programs to deal with difficulties [18]. Solutions for failure tolerance that assist discover and recover problems, if practicable [19]. The failure tolerance of the software includes checkpoints and rollback retrieval [20]. Checkpoints are like a secure state or a functional snapshot of the whole system [21]. The fault tolerance validation approach is used to increase dependability and decrease construction mistakes [22]. There are several ways of doing this, one is to improve a formal language system model and utilize a validation programmer [23]. In contrast, error correction is the approach used to improve the dependability [24]. Failure to identify errors is reduced by redundancy tolerance. Before latent error processing is successful, latent errors are detected and repaired [25]. In fault tolerance systems, which involve hardware redundancy, software redundancy, redundancy of information and time redundancy, are also employed in many forms of redundancy. Hardware fault tolerance is the optimum in most applications [26].

In this paper we show ease fault tolerance systems, its requirements, and explained what a distributed system is. Furthermore, discuss distributed system architecture, and then explain used techniques of fault tolerance. Also, review some recent literature on fault tolerance in distributed systems and finally, we discuss and compare the fault tolerance literature.

2. BACKGROUND THEORY

2.1 Ease Fault Tolerance Systems

The fault tolerance system is an essential topic in distributed computing since it keeps the system functioning in a failure. Most importantly, keeping the system operating even if one or more of its components fails or malfunctions [27].

To be fault resistant, a system is related to "Dependable Systems." As demonstrated in Fig. 1, reliability meets many essential criteria in the fault tolerance system. The following criteria are required: availability, dependability, safety, maintenance [28].
• Availability: The point at which a system is ready to start delivering its functionality to its consumers. At any given moment, highly available systems are operational [29].

• Reliability: This refers to a computer system's capacity to function constantly without interruption [30]. In contrast to availability, dependability is defined as a time period rather than a moment in time. For a lengthy length of time, a highly dependable system functions constantly and without interruption [31].

• Safety: happens when a system fails to properly perform its related operations and its actions are erroneous, but no catastrophic failure occurs [32].

• Maintainability: Also, a highly sustainable system may suggest a high degree of accessibility, particularly if the accompanying problems can be mechanically diagnosed and repaired [33].

2.2 Distributed System

Distributed systems (DS) are ones that don't share memory and a common clock. Distributed nodes exchange data through a communication channel to connect and transmit information [34]. Each computer in a DS has its own memory and operating system, and the node using it retains local resources [35]. Remote resources, on the other hand, are those accessible via a network or communication channel [36]. Divided systems, especially for highly demanding and complicated control systems, have developed considerably in the past many years in terms of capability, scalability and openness [37]. This presents significant problems for the design of a functioning and dependable system, mainly because the hardware architecture has been loosely interconnected without a common physical memory [38]. For instance, control spreader synchronization process usually utilizes common variables on a single computer but must be related to message transmission on a distributed system [39]. The additional time lag associated with the transmission of messages across a network increases process asynchrony and requires the usage of specific protocols to coordinate its activities [40]. Like the distributed tolerance unit, the distributed system software and hardware monitors the problem and diagnoses it before any defects arise [41].

DS has developed throughout time, but the most prevalent implementations now are designed to work mainly on the Internet and in particular on the cloud [42]. A distributed system begins with a task to render a video to generate a ready-to-release completed product [43]. This tasking, such as a video editor on a client computer, is being handled through the web application or distributed apps. Scalability, competitors, available fault tolerances, transparency, heterogeneity and replication are the key properties of DS [44]. The scalability that it may expand as the workload size increases is an essential property of distributed systems by adding extra processing units or network nodes, if necessary. The competition feature is one component running in DS at the same time [45]. The absence of a “ground clock” is also characterized by when tasks take place at various rates and out of sequence [46]. Fault tolerance is the heart of the system work, since if a node fails, the other nodes may function without creating the whole calculation problem [47]. Transparency is an external programmer or end-user, rather than the underlying pieces, obtains a distributed system as a single computing unit [48]. The range of systems components called heterogeneity is typically asynchronous in most distributed systems, with various hardware, middleware, software and operating systems. The distributed systems may therefore be expanded by adding additional components [49]. The fourth characteristic of DS is replication that enables the exchange of information and messages, guaranteeing consistency amongst redundant resources, such as software, hardware and other components [50]. The function of distributed systems suits business demands, which do not have the complexity of a complete network of telecommunications [51]. Scalability and increased performance can be achieved in ways that monolithic systems cannot and since distributions can rely on the capabilities of other computer devices and processes, they can offer features that would be hard or impossible to build on a single machine [52].

In a DS, a set of rules is used to synchronize the operations of several or distinct processes through a communication network, resulting in a distinct collection of related activities [53]. Fig. 2 shows the communication network connecting systems in dispersed environments.

The autonomous system or computers in a DS communication environment access resources remotely or locally [54]. These elements are merged to form a single, comprehensible system.
The user is unaware of the many interconnected procedures that ensure the work is completed effectively in a distributed environment. In a DS, no one system is required to fulfill a task or to shoulder the whole system's load.

### 2.3 Distributed System Architecture

The DS's design is based on current operating systems and network software. A DS is made up of a group of self-contained computers connected via a computer network and distribution middleware. In a DS, the distribution middleware allows the corresponding computers to manage and share the resources of the corresponding system, giving the computer users the impression that the system is a single unified computing infrastructure. Middleware is the glue that holds dispersed applications together, regardless of their location, computer hardware, network protocols, operating systems, or programming languages. Standard services like as naming, concurrency management, event dissemination, security, and permission are provided by the middleware. Fig. 3 depicts the DS architecture, with the middleware providing services to the distributed environment's linked systems. The structure of a DS might be completely linked or partly linked networks.

---

**Fig. 1. Trustworthy DS**

**Fig. 2. Distributed system**
A full-connected network, as shown in Fig. 3, is one in which each node is connected to the rest of the network. The disadvantage of this network is that when a new computer is installed, the number of nodes linked to nodes increases physically because the network connects nodes [65]. As the number of nodes has increased, so has the number of file descriptors and the complexity of each node's interaction. File descriptors are conceptual indicators for accessing a file or other input/output resource, such as a pipe or network connection [66]. Thus, the capability of the connected node to open file descriptors and manage new connections constrained the ability of networked systems to function correctly [67]. Because messages transmitted from one node to the next are routed over a single connection, fully linked network systems can continue interact with others, even if the node and the link fail [68]. Components and connections are linked together with distributed system designs. The components might be single nodes or significant architectural components, whereas the connections link each of them [69]. Distributed systems connect to a network that shares all computers, software and hardware components together to transmit messages for communication. It may be connected to that network with an IP [70]. The messages exchanged between machines contain data formats, which systems like databases, objects and files wish to share [71].

Client server architecture offers data and services integration and allows customers inherent complexity such as communication protocols to be removed from them [72]. Clients can request to the right server because of the simplicity of their client-server design. These applications are made as transactions [73]. SQL or PL/SQL transactions and features which access single databases and services are frequently customer transactions [74]. A common resource server such as a data basket, printer and Web server consists of the distributed system architecture [75]. It had several clients and users deciding when to use, how to utilize and display the shared resource, changing data and returning it to the server [76]. Examples for the distributed real-time systems, parallel processing and distributed database systems are networking, the telecommunications network [77].

### 2.4 Fault Tolerance Techniques

As seen in Fig. 4, several fault tolerance strategies are available in classic distributed paradigms and may be applied at the task or process level [78].

#### 2.4.1 Reactive FT

When a system fails, reactive FT methods are employed to mitigate the effect of the failure on the system. Retry, replication, check-pointing, and message logging [79].

1) **Retry**: the most common failure recovery method, with the assumption that the cause of the failures would not be revisited in future retries [80].

2) **Replication**: method is to create several task clones for each running job and send them to different hosts so that none of the duplicated jobs hang (due to a host crash, the host disconnected from the network). Client, etc.), the job would be completed successfully [81].

3) **Check-pointing**: The most basic FT approach employed in DS is check-pointing; the basic idea is that the system saves its state on a regular basis on trustworthy and stable storage [82]. The system was restarted from the most recent checkpoint rather than from the beginning after a crash. In your pick, underline all author and affiliation lines [83].

4) **Message Logging**: Because check-pointing is an expensive technique, several methods have been devised to reduce the number of checkpoints while still enabling recovery [84]. This concept is based on the idea that if messages can be replayed in a predetermined order, the system can always achieve a consistent state without having to restore it from stable storage [85]. Instead, a check-pointed state is utilized as a starting point, and all messages sent since then are simply retransmitted and processed the same way they were before [83].

#### 2.4.2 Proactive FT

To avoid recovery from faults and errors, proactive FT predicts breakdowns and replaces healthy (functional) components for problematic components [86]. Preemptive migration, software rejuvenation, load balancing, and other techniques follow this paradigm [87].

1) **Software Rejuvenation**: A programmed change in the status is made with each system reboot [88].
2) Self-healing: The core concept is to automate the failure of a virtual machine-based application instance [89].

3) Preemptive Migration: method for continuously examining and evaluating an application. Fault tolerance classification [90].

Fig. 3. A distributed system's basic architecture

Fig. 4. Fault tolerance taxonomy [59]
3. LITERATURE REVIEW

Fochi, Caimi et al. [91] offered a technique for recovering when an MPE fails and offered a technique for properly migrating management software to a new PE. The protocol uses task migration to free a processor if there is no processor available to accept the kernel that was previously running in a problematic processor. The idea is transparent to the many-core applications, with just a little execution cost detected during administration and job transfer.

Vladimirova and Fayyaz [66] proposed FT-distributed satellite architecture. Following system functionality and application actions, quantifiable performance measurements are developed. Then, as an FT distributed computing system, a revolutionary multi-processor chip (MPSoC) AOCS computer is built. XILINX Zynq FPGAs then prototype distributed MPSoC AOCS. Using a MATLAB AOCS model and a fault injection approach, the prototype was thoroughly tested as loop hardware. The testing findings reveal that in terms of processor fault resilience and computational performance, the FT-distributed computing architecture outperforms standard onboard solutions.

Arafa, Barai et al. [83], examined at two distinct distributed file systems' FT approaches, HDFS and Ceph. Erasure coding is provided in the current HDFS and Ceph versions, in addition to standard replication. Using common benchmarks and fault injection, both systems analyze the performance and storage cost of replication and erasure coding implementations statistically. Results highlight the trade-offs of replication and erasure coding algorithms and serve as a basis for constructing high-availability, high-performance storage systems.

Bravo, Rodrigues et al. [80] explored a unique way including describing not just system configuration, but also fault handling behavior and how the system responds to changes in workload in a policy language handled outside the controlled system. This methodology shows how to employ a single streamlined, controlled system codebase to easily fulfill a broad variety of reliability criteria.

Hussain, Cui et al. [57] Color is a message-based recovery method that prevents failures. He recommended implementing MPI utilizing rescuer processes that share resources with original processes. He established that Color surpasses standard checkpoint/restart (C/R) and pure replication throughout a range of core counts at accurate accuracy using model-based analysis and real-system trials.

Yusuf and Junaidu [92] proposed an FT strategy paradigm that would enable self-detection and tolerate temporary node-dependent failures. The model is compared to preceding techniques in terms of detection capability, internode interdependence, and execution cost.

Zhao, Shen et al. [27] using RDP codes instead of Cocytus RS codes. To make DS more efficient, shortens RDP code recovery time utilizing two techniques: RDOR and CRR architectural decoding, dramatically boosting user experience and system stability. Finally, this study assesses both optimization approaches' performance as well as the different application situations they may be applied in.

Boem, Gallo et al. [78] using Active Fault Isolation, a scalable distributed FTC technique was presented to monitor coupled subsystems. Following identification of faults, the recommended methodology ensures that the issue may be precisely isolated in a minimum number of steps and local controllers securely reconfigured, or that disconnection of the faulty subsystem is preferred to reduce the spread of the effects of the issue.

Deng, Che et al. [93] a novel distributed control strategy was given to solve the fault-tolerant problem of output regulation for linear MASs with actuator faults. New distributed estimation methodology including online learning Techniques for detecting and calculating the system matrix of the ecosystem were developed for each subsystem. To offset actuator difficulties, a novel distributed FT controller based on the developed estimator was suggested.

Ghosh, Eisele et al. [94] discussed the fault management component of the RIAPS architecture, demonstrating its implementation in a transactive energy application. The fault management subsystem was created utilizing a methodological approach wherein the different frame failure scenarios were uncovered by assessing interaction patterns across RIAPS architectural tiers. The value of various services and their communication protocols in improving the resilience characteristics of the system was accurately analyzed and implemented.
Khalili, Zhang et al. [53] FT distributed leader following tracking approach for high order nonlinear unpredictable multi agent systems even with multiple simultaneous processes and actuator failures in distributed agents, adaptive learning techniques based on neural networks are meant to learn unknown defect functions, ensuring system stability and cooperative tracking. Over direct connections, the time-varying command of the leader is sent to just a subset of follower agents, and each follower agent shares local measurement information with its neighbors through a bidirectional but asymmetric topology.

Knasmüller, Hochreiner et al. [60] Proposed pathfinder architecture that tackles this constraint by allowing functional redundancy at stream processing paths. Pathfinder reacts to operator faults during system execution, relocating to a fault-free path with similar functionality. Pathfinder employ circuit breaker pattern to restore the main route while recovering a failed operator.

Li, Hua et al. [63] A distributed FT consensus control problem was investigated for a sort of uncertain, nonlinear multi agent systems with actuator and process flaws. Most present studies on tolerant control of multi-agent systems concentrate mostly on actuator failures. Unlike works, it is prone to both actuator and process failures. We present a less conservative criteria for the unknown nonlinear term. The recommended controllers, according to Lyapunov's stability theory, induce followers to agree with the leader.

Loutskii, Voloktya et al. [95] provides a strategy for improving the hyper de Bruijn topology's FT. It is suggested that extra de Bruijn be used. Routing techniques are investigated, and fast and FT routing strategies are provided. These approaches are based on quasi quantum relationships and are the outcome of the utilization of surplus code. The topology that resulted was synthesized. Its qualities are subjected to scaling computations. A comparison with various topologies was carried out.

Mahjoubi, Zeynalpour et al. [96] in distributed controllers, he demonstrated a load balancing and fault tolerant (LBFT) technique. The technique, which facilitates group switch migration, has been developed as a module on top of each controller. He examined the effects of load balancing and FT on RTT, packet loss, and throughput.

Pareek, Sharma et al. [97] Using RAID-5 architectural principles, he could safely recover data in the case of a single site crash. An revised model, mathematically justified, was presented to allow FT for a simultaneous double disk failure. To verify the model theory, Python programming language simulations were undertaken. Based on these simulations, the recommended improvements were tolerant to a double disk failure.

Shi [98] the cooperative FT formation control problem is investigated for a type of nonlinear leader follower multi-agent systems with actuator flaws (MASs). For each subsequent agent, a kind of decentralized observer is built using the local output information. A unique adaptive fault estimator is then used to estimate the real time fault signal. Using the obtained status and fault information, a novel fault-tolerant control method for stabilizing the closed loop system is devised.

Han, Jang et al. [36] suggested switch-centric byzantine FT (SC-BFT) Techniques for rapid consensus in distributed SDN enabled by programmable switches. In terms of communication overhead and reaction time, the evaluation findings show that SC-BFT outperforms traditional BFT Techniques (e.g., PBFT). SC-BFT is also shown to be less sensitive to the location of the consensus processing node.

Zhang, Xue et al. [99] He suggested a distributed adaptive (FT) control method, which is supported by the Lyapunov stability theory, and simulation studies validate the technique's convergence and resilience. Under the "leader-follower" concept, the multi-agent formation system can not only swiftly restore the system's normal operation but also guarantee that the agents move in accordance with the pre-set formation. In order to build the pre-set configuration, however, only the fault-tolerant control from various beginning locations at varied speeds was explored.

Perez, Goodloe et al. [100] He has proposed methodically evaluating the failure model in a distributed satellite swarm, introducing FT techniques, and verifying their appropriateness. He demonstrated how seeing defects through the eyes of the receiver simplifies the fault model and aids in the analysis of the FT measures necessary. Their computational abstraction represents satellites that communicate sensor data. Using linear temporal logic, he modeled
and validated the features of consensus and interactive agreement. He utilized this simulation to inject faults and random testing to alter the likelihood of various types of defects in the system and to ensure that the FT approaches could rectify these problems.

4. DISCUSSION AND COMPARISON

Problem tolerance is an important component of a distributed system because it maintains the system's continuation and operation in the event of a fault or failure. Using the comparison details illustrated in Table 1, noted the number of techniques used in twenty of the fault tolerance literature, and discusses the problems that face distributed systems, as well as the results of solving these problems using fault tolerance techniques. Active fault Isolation, LBFT, RIAPS, AOCS, hierarchically organized MPEs, and RAID-5 are the most commonly used techniques. FT is a dynamic strategy for keeping interconnected systems together, ensuring dependability and availability in distributed systems. Efficient FT approaches aid in the detection of flaws and, if feasible, their recovery.

| Ref. | year | methods topologies/techniques | problems Detected/fault | Significant result |
|------|------|--------------------------------|-------------------------|--------------------|
| [98] | 2019 | Cooperative Formation Control | multi-agent systems (MASs) | The numerical demonstration validated the theoretical findings provided |
| [92] | 2018 | Parity Checking | Transient defect in parallel query processing | Detection capability, inter-node interdependence, and execution cost |
| [93] | 2019 | A novel distributed estimation | the FT cooperative output regulation challenge for linear MASs with actuator failures | The suggested strategy can address the cooperative FT output control issue |
| [57] | 2018 | Co-Located Rescuers | a message logging-based technique that allows for fail-safe recovery | an MPI implementation that employs rescuer processes that share resources with the original processes |
| [53] | 2019 | Adaptive learning | a DFTC for a family of high order nonlinear uncertain(MASs) | full-state assessment and just a limited amount of output measurement |
| [97] | 2019 | RAID-5 | reduces the cases of complete system failure | Improving reliability with RAID |
| [100] | 2019 | swarm of satellites | assesses FT Techniques in a satellite swarm | the suggested fault model's applicability |
| [27] | 2018 | RDP codes - RS codes | RDP code recovery time is greatly reduced | distributed system more efficient |
| [95] | 2019 | Hyper de Bruijn | improve the HDB by using excess de Bruijn | enhance the HDB topology's FT |
| [36] | 2020 | (SC-BFT) Techniques | Consensus latency and traffic load are increased since all messages must be validated and multicast among controllers | SC-BFT gives an 80 percent decrease in reaction time as well as a considerable decrease in communication overhead |
| [83] | 2018 | HDFS and Ceph | Two typical distributed file systems' FT techniques | show the trade-offs of replication and erasure coding |
| [78] | 2018 | Active Fault Isolation. | Large-Scale Systems | It has been described a scalable distributed FTC technique for monitoring coupled subsystems |
| Ref. | year | methods topologies/techniques | problems Detected/fault | Significant result |
|------|------|-------------------------------|-------------------------|-------------------|
| [96] | 2019 | (LBFT)                        | LBFT on RTT             | a single point of failure are all important considerations cyber-physical system. |
| [94] | 2019 | (RIAPS)                       | real time, embedded systems, fault detection. | |
| [63] | 2019 | less conservative Lipschitz condition | Uncertain nonlinear multi agent systems(MAS) with actuator failures and process faults | verify the effectiveness of the theoretical |
| [60] | 2019 | Pathfinder framework           | the length of the failure by a large period of time | The circuit breaker pattern is used by Pathfinder |
| [66] | 2018 | (AOCS)                        | a fault-tolerant distributed design that is novel | show that the FT distributed computing system outperforms |
| [99] | 2020 | DAFTC                         | Multi-agent with Actuator Fault | The adaptive control strategy provides a high level of resilience |
| [80] | 2018 | PBA                           | Byzantine FT Distributed Graph Database | A single simplified managed system codebase may be utilized safely migrate the management software to a new processing element |
| [91] | 2018 | MPEs hierarchically organized | When an MPE fails, there is a recovery technique | |
5. CONCLUSION

Fault tolerance is a key element in DS design and is one of the main subjects in distributed systems. FT is defined as the ability of a system to operate in the event of failure. Problem tolerance is an important component of a distributed system because it maintains the system’s continuation and operation in the event of a fault or failure. The most methods for fault tolerance detection in distributed system adopted by the researchers which are Active fault Isolation, LBFT, RIAPS, AOCS, hierarchically organized MPEs, and RAID-5. In this paper shows ease fault tolerance systems, its requirements, and explained what a distributed system is. Then discusses distributed system architecture, and then we explain used techniques of fault tolerance then, we review some recent literature on fault tolerance in distributed systems, and finally, we discuss and compare the fault tolerance literature.
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