1. Introduction

For any $n \in \mathbb{C}$, the $q$-number can be defined as follows:

$$[n]_q = \frac{1-q^n}{1-q} = \sum_{0 \leq i < n} q^i = 1 + q + q^2 + \cdots + q^{n-1}. \quad (1)$$

The discovery of $q$-numbers by Jackson has been applied to various fields of mathematics such as $q$-differential equations, $q$-integrals and differentials, and $q$-series, and many properties have been studied by mathematicians (see [1–10]). It is also applied to polynomials, and their properties are studied in various ways in combination with Bernoulli, Euler, and Genocchi polynomials, which are considered important. As a start, we would like to introduce several definitions related to $q$-numbers.

**Definition 1.** The Gaussian binomial coefficients are defined by

$$\binom{m}{r}_q = \begin{cases} 0, & \text{if } r > m, \\ \prod_{i=0}^{r-1} (1-q^i) \frac{(1-q^m) \cdots (1-q^{m-r+1})}{(1-q) \cdots (1-q^r)}, & \text{if } r \leq m, \end{cases} \quad (2)$$

where $m$ and $r$ are non-negative integers. For $r = 0$, the value is 1 since the numerator and the denominator are both empty products. Like the classical binomial coefficients, the Gaussian binomial coefficients are center-symmetric. There are analogues of the binomial formula, and this definition has a number of properties (see [1–25]).

**Theorem 1.** Let $n, k$ be non-negative integers. Then, we get

$$\prod_{k=0}^{n-1} (1+q^k t) = \sum_{k=0}^{n} q^\binom{k}{2} \binom{n}{k}_q t^k, \quad (3)$$

$$\prod_{k=0}^{n-1} \frac{1}{(1-q^k t)} = \sum_{k=0}^{\infty} \binom{n+k-1}{k}_q t^k. \quad (3)$$
Definition 2. Let \( z \) be any complex number with \( |z| < 1 \). Two forms of \( q \)-exponential functions are expressed as
\[
e_{q}(z) = \sum_{n=0}^{\infty} \frac{z^n}{[n]_q!},
\]
and
\[
e_{q^{-1}}(z) = \sum_{n=0}^{\infty} \frac{z^n}{[n]_q^{-1}} = \sum_{n=0}^{\infty} q^{\frac{n}{2}} \frac{z^n}{[n]_q}.
\]

Definition 3. The definition of the \( q \)-derivative operator of any function \( f \) follows that
\[
D_q f(x) = \frac{f(x) - f(qx)}{(1-q)x}, \quad x \neq 0,
\]
and \( D_q f(0) = f'(0) \).

We can prove that \( f \) is differentiable at 0, and it is clear that \( D_q x^n = [n]_q x^{n-1} \).

Definition 4. We define the \( q \)-integral as
\[
\int_{0}^{b} f(x) \, d_q x = (1-q)b \sum_{j=0}^{b} q^j f(q^j b).
\]

If this function, \( f(x) \), is differentiable on the point \( x \), the \( q \)-derivative in Definition 3 goes to the ordinary derivative in the classical analysis when \( q \to 1 \).

In a deep learning network, we pass the nonlinear function through the nonlinear function, rather than passing it directly to the next layer. The function used at this time is called the activation function. Among these activation functions, there is a sigmoid function. The definition of sigmoid function is as follows.

Definition 5. Let \( z \in \mathbb{C} \). Then, the sigmoid function is expressed as
\[
s(z) = \frac{1}{1 + e^{-z}}.
\]

In order to find various applications, various studies were done by investigating the sigmoid function. For example, a variant sigmoid function with three parameters has been employed in order to explain hybrid sigmoidal networks, and sigmoid function, which is also called logistic function, has been defined using flexible sigmoidal mixed models based on logistic family curves for medical applications (see [15–19,23]). The following theorem has several basic properties for sigmoid polynomials.

Theorem 2. Let \( x \in \mathbb{C} \). Then, the following holds:
\[
S_n(x) = \sum_{k=0}^{n} \binom{n}{k} S_k x^{n-k},
\]
\[
S_n(x + y) = \sum_{k=0}^{n} \binom{n}{k} S_k (x)^{n-k},
\]
\[
S_n + \sum_{k=0}^{n} \binom{n}{k} (-1)^k S_{n-k} = \begin{cases} 1, & \text{if } n = 0, \\ 0, & \text{if } n \neq 0, \end{cases}
\]
\[
(-1)^{n} S_n (-1 - x) = S_n(x).
\]

In this paper, in order to confirm the relationship between the sigmoid polynomial including \( q \)-numbers and other polynomials, let us check the following famous polynomials including \( q \)-numbers.

The Bernoulli, Euler, and Genocchi polynomials have been widely studied in various mathematical applications including number theory, finite difference calculus, combinatorial analysis, and \( p \)-adic analytic number theory. These numbers and polynomials are very well known and most mathematicians are familiar with them because of their importance (see [1,11,13,20,22,24,25]).

Definition 6. \( q \)-Bernoulli numbers, \( B_{n,q} \), and polynomials, \( B_{n,q}(x) \), can be expressed as
\[
\sum_{n=0}^{\infty} B_{n,q} t^n = \frac{t}{e_q(t) - 1},
\]
\[
\sum_{n=0}^{\infty} B_{n,q}(x) t^n = \frac{t}{e_q(t) - 1} e_q(tx),
\]
respectively; \( q \)-Euler numbers, \( E_{n,q} \), and polynomials, \( E_{n,q}(x) \), are expressed as follows:
\[
\sum_{n=0}^{\infty} E_{n,q} t^n = \frac{[2]_q t}{e_q(t) + 1},
\]
\[
\sum_{n=0}^{\infty} E_{n,q}(x) t^n = \frac{[2]_q t}{e_q(t) + 1} e_q(tx),
\]
and finally, \( q \)-Genocchi numbers, \( G_{n,q} \), and polynomials, \( G_{n,q}(x) \), respectively, are expressed as follows:
\[
\sum_{n=0}^{\infty} G_{n,q} t^n = \frac{[2]_q t}{e_q(t) + 1},
\]
\[
\sum_{n=0}^{\infty} G_{n,q}(x) t^n = \frac{[2]_q t}{e_q(t) + 1} e_q(tx),
\]

Finding the properties of sigmoid polynomials combined with \( q \)-numbers in various ways is the main topic of this paper. In Section 2, we look for the basic properties of \( q \)-sigmoid polynomials and find relationships with Bernoulli, Euler, and Genocchi polynomials that can cope with this polynomial. We also check the relationship between the numbers and the polynomials and symmetry and find the identities using \( q \)-differential equations. In Section 3, approximate roots are sought based on the properties described in Section 2. We will observe the changes of the approximate roots of \( q \)-sigmoid polynomials according to the change of \( q \)-number and confirm some assumptions based on it.

2. Some Basic Properties of Sigmoid Polynomials Combining \( q \)-Numbers

In this section, we first define the number of sigmoid and polynomials that combine the \( q \)-numbers, plus the polynomials associated with the two variables. We find the
properties and identities of polynomials based on their definition and find relationships with other polynomials. We also use the $q$-number differential formula to find the identities of the polynomials for two parameters.

**Definition 7.** Let $0 < q < 1$ and $q \in \mathbb{R}$. Then, we define $q$-sigmoid polynomials as

$$\sum_{n=0}^{\infty} \delta_{n,q}(x) \frac{t^n}{[n]_q!} = \frac{1}{e_q(-t) + 1} e_q(tx).$$

(12)

From Definition 7, we have

$$\sum_{n=0}^{\infty} \delta_{n,q}(0) \frac{t^n}{[n]_q!} = \frac{1}{e_q(-t) + 1} = \sum_{m=0}^{\infty} \delta_{n,q} \frac{t^n}{[n]_q!},$$

(13)

where we call $\delta_{n,q}$ as $q$-sigmoid numbers. Also, we can consider $q$-sigmoid polynomials of two parameters as

$$\sum_{n=0}^{\infty} \delta_{n,q}(x) \frac{t^n}{[n]_q!} = \frac{1}{e_q(-t) + 1} e_q(tx) = \sum_{m=0}^{\infty} \delta_{n,q} \frac{t^n}{[n]_q!} \sum_{n=0}^{\infty} \frac{t^n}{[n]_q!} = \sum_{m=0}^{\infty} \frac{n}{k} \delta_{n,q} x^n.$$  

(16)

Comparing the both sides of $t^n/[n]_q!$, the required relation follows immediately.

**Corollary 1.** From Theorem 3, the following holds:

$$\delta_{n,q}(x + y) = \sum_{k=0}^{n} \binom{n}{k} \delta_{k,q}(x + y)^{n-k},$$

$$\delta_{n,q}(x, y) = \sum_{k=0}^{n} \binom{n}{k} \delta_{k,q}(x) y^{n-k},$$

$$\delta_{n,q}(x, y) = \sum_{l=0}^{n} \sum_{k=0}^{n-l} \binom{n}{l} \binom{n-l}{k} \delta_{k,q} x^{n-l} y^k.$$  

(17)

**Theorem 4.** Let $n$ be a non-negative integer. Then, we find

$$x^n = \sum_{k=0}^{n} \binom{n}{k} \delta_{k,q}(x) + \delta_{n,q}(x).$$

(18)

**Proof.** Considering $e_q(-t) + 1 \neq 0$ in Definition 7, we can express

$$\sum_{n=0}^{\infty} \delta_{n,q}(x) \frac{t^n}{[n]_q!} \left(e_q(-t) + 1\right) = \sum_{n=0}^{\infty} x^n \frac{t^n}{[n]_q!}.$$  

(19)

Using $q$-exponential function in the equation above, we can find

$$\sum_{n=0}^{\infty} \left(\sum_{k=0}^{n} \binom{n}{k} \delta_{k,q} x^{n-k} \delta_{n,q}(x)\right) \frac{t^n}{[n]_q!} = \sum_{n=0}^{\infty} x^n \frac{t^n}{[n]_q!},$$

(20)

which gives the required result.

$$\sum_{n=0}^{\infty} \frac{\delta_{n,q}(x, y) t^n}{[n]_q!} \frac{1}{e_q(-t) + 1} e_q(tx) e_q(ty).$$  

(14)

We note that $q$-sigmoid polynomials are the same as sigmoid polynomials when $q$ approaches 1.

**Theorem 3.** For $0 < q < 1$ and $x \in \mathbb{C}$, we have

$$\delta_{n,q}(x) = \sum_{k=0}^{n} \binom{n}{k} \delta_{k,q} x^{n-k}.$$  

(15)

**Proof.** From Definition 7, we can find a relation between $q$-sigmoid numbers and polynomials such as

$$\sum_{k=0}^{n} \binom{n}{k} \delta_{k,q} x^{n-k} + \delta_{n,q} = \begin{cases} 1, & \text{if } n = 0 \\ 0, & \text{if } n \neq 0. \end{cases}$$

(21)

**Theorem 5.** Let $0 < q^{-1} < 1$ and $n$ be a non-negative integer. Then, we derive

$$\sum_{k=0}^{n} \binom{n}{k} \delta_{n,q^{-1}}(x) + \delta_{n,q^{-1}} = \begin{cases} 1, & \text{if } n = 0 \\ 0, & \text{if } n \neq 0. \end{cases}$$

(22)

**Proof**

(i) For $e_q^{-1}(t) \neq -1$ in Definition 7, we can have

$$\sum_{n=0}^{\infty} \delta_{n,q^{-1}}(x) \frac{t^n}{[n]_q^{-1}!} \left(e_q^{-1}(-t) + 1\right) = e_q^{-1}(tx),$$

(23)

And we note that $[n]_{q^{-1}}! = q^{-\frac{n}{2}} [n]_{q}!$. Applying this property in the equation above, we can find

$$\sum_{n=0}^{\infty} \frac{q\left(n+2\right)}{n} \delta_{n,q^{-1}}(x) \frac{t^n}{[n]_q^{-1}!} \left(\sum_{n=0}^{\infty} \left(-1\right)^n q\left(n+2\right) \frac{t^n}{[n]_q!} + 1\right)$$

(24)
Using Cauchy’s product, we obtain

\[
\sum_{n=0}^{\infty} \left( \sum_{k=0}^{n} \frac{n!}{k!(n-k)!} (-1)^k q^{(k/2)(n-k/2)} s_{n,k,q}^{-1}(x) + q^{(n/2)} s_{n,q}^{-1}(x) \right) \frac{t^n}{[ n ]_q!} = \sum_{n=0}^{\infty} q^{(n/2)} x^n \frac{t^n}{[ n ]_q!},
\]

which gives the required result.

(ii) We omit a proof of (ii) due to its similarity to (i).

**Theorem 6.** Let \( a, b \) be any non-negative integers. Then, we find symmetric property as

\[
\sum_{k=0}^{n} \left[ \frac{n!}{k!(n-k)!} a^{k} b^{n-k} \right] s_{n,k,q}^{-1}(x) s_{n,q}^{-1}(y) = \sum_{k=0}^{n} \left[ \frac{n!}{k!(n-k)!} a^{k} b^{n-k} \right] s_{n,q}^{-1}(x) s_{n,k,q}^{-1}(y)
\]

**Proof.** We can consider that

\[
A := \frac{e_q(tx) e_q(ty)}{(e_q((t/a) + 1)(e_q((t/b) + 1)).
\]

From the form \( A \), we can find

\[
A = \sum_{n=0}^{\infty} \frac{1}{a^n b^n} s_{n,q}^{-1}(x) s_{n,q}^{-1}(y) t^n \frac{t^n}{[ n ]_q!} = \sum_{n=0}^{\infty} \frac{1}{a^n b^n} s_{n,q}^{-1}(x) s_{n,q}^{-1}(y) t^n \frac{t^n}{[ n ]_q!}
\]

or equivalently

\[
A = \sum_{n=0}^{\infty} \frac{1}{a^n b^n} s_{n,q}^{-1}(x) s_{n,q}^{-1}(y) t^n \frac{t^n}{[ n ]_q!}.
\]

The required relation follows on comparing the coefficients of \( t^n/[ n ]_q! \) in both sides.

**Corollary 3.** Let \( s, t \) be any non-negative integers without 0 from Theorem 6; one obtains

\[
\sum_{n=0}^{\infty} \frac{1}{a^n b^n} s_{n,q}^{-1}(x) s_{n,q}^{-1}(y) t^n \frac{t^n}{[ n ]_q!} = \sum_{n=0}^{\infty} \frac{1}{a^n b^n} s_{n,q}^{-1}(x) s_{n,q}^{-1}(y) t^n \frac{t^n}{[ n ]_q!}.
\]

**Theorem 7.** For \( 0 < q < 1 \) and \( q \in \mathbb{R} \), we find some relations as

\[
\sum_{l=0}^{n} \left[ \frac{n!}{l!(n-l)!} \right] s_{l,q}^{-1}(x) s_{l,q}^{-1}(y) = \sum_{l=0}^{n} \left[ \frac{n!}{l!(n-l)!} \right] s_{l,q}^{-1}(x) s_{l,q}^{-1}(y),
\]

where \( E_{n,q} \) is the \( q \) – Euler polynomial,

\[
\sum_{l=0}^{n} \left[ \frac{n!}{l!(n-l)!} \right] s_{l,q}^{-1}(x) s_{l,q}^{-1}(y) = \sum_{l=0}^{n} \left[ \frac{n!}{l!(n-l)!} \right] s_{l,q}^{-1}(x) s_{l,q}^{-1}(y),
\]

where \( B_{n} \) is the Bernoulli polynomial,

\[
(1+q) \sum_{l=0}^{n} \left[ \frac{n!}{l!(n-l)!} \right] s_{l,q}^{-1}(x) s_{l,q}^{-1}(y) = \sum_{l=0}^{n} \left[ \frac{n!}{l!(n-l)!} \right] s_{l,q}^{-1}(x) s_{l,q}^{-1}(y),
\]

where \( G_{n} \) is the Genocchi polynomial.

**Proof (i)** We suppose that

\[
B = \frac{e_q(t/m)e_q(tx)e_q(ty)}{(e_q(-t) + 1)(e_q(t/m) + 1)} + \frac{e_q(tx)e_q(ty)}{(e_q(-t) + 1)(e_q(t/m) + 1)}.
\]
From the form B, we can obtain

\[
B = \frac{1}{2_q} \sum_{n=0}^{\infty} \sum_{k=0}^{n} \left[ \begin{array}{c} n \\ k \end{array} \right] \frac{\delta_{k,q} (x)}{m^n} \frac{E_{n,q} (my)}{m^{n-k}} t^n \frac{\delta_{n,q} (x)}{[n]_q t^n} \\
+ \frac{1}{2_q} \sum_{n=0}^{\infty} \sum_{k=0}^{n} \left[ \begin{array}{c} n \\ k \end{array} \right] \frac{S_{k,q} (x) E_{n-k,q} (my)}{m^{n-k}} t^n \frac{\delta_{n-k,q} (x)}{[n]_q} \\
+ \frac{1}{2_q} \sum_{n=0}^{\infty} \sum_{k=0}^{n} \left[ \begin{array}{c} n \\ k \end{array} \right] \frac{S_{k,q} (x) E_{n-k,q} (my)}{m^{n-k}} t^n \frac{\delta_{n-k,q} (x)}{[n]_q} \\
B = \sum_{n=0}^{\infty} \delta_{n,q} (x, y) [n]_q^{-1} \\
\text{(33)}
\]

Therefore, we find result of Theorem 7 (i), (ii), and (iii). To find results of (ii) and (iii), we consider

\[
C = \frac{e_q (t/m)e_q (tx)e_q (ty)}{(e_q (-1) + 1)(e_q (t/m) - 1)} - \frac{e_q (tx)e_q (ty)}{(e_q (-1) + 1)(e_q (t/m) - 1)},
\]

\[
D = \frac{e_q (t/m)e_q (tx)e_q (ty)}{(e_q (-1) + 1)(e_q (t/m) + 1)} + \frac{e_q (tx)e_q (ty)}{(e_q (-1) + 1)(e_q (t/m) + 1)} \\
\text{(34)}
\]

We omit the proof of (ii) and (iii) because we can derive required results in the same method as (i).

**Theorem 8.** Let \( 0 < q < 1 \), \( q \in \mathbb{R} \), and \( n \in \mathbb{Z} \). \( q \)-differential of \( q \)-sigmoid polynomials is derived as

\[
\mathcal{D}_{q,y} \delta_{n,q} (x, y) = [n]_q \delta_{n-1,q} (x, y),
\]

\[
\mathcal{D}_q \delta_{n,q} (x) = [n]_q \delta_{n-1,q} (x). \\
\text{(35)}
\]

**Proof**

(i) Using \( q \)-derivative in Corollary 1 (ii), we have

\[
\sum_{n=0}^{\infty} \delta_{n,q} (x, y) [n]_q^{-1} t^n = \sum_{n=0}^{\infty} \left[ \begin{array}{c} n \\ l \end{array} \right] \sum_{k=0}^{\infty} \left[ \begin{array}{c} n-1 \\ k \end{array} \right] q^{l-k} x^k \delta_{l-k,q-1} (-1) x^k t^n \\
\text{(39)}
\]

Hence, we can find the required result.

(ii) We omit a proof of (ii) due to its similarity to (i).

**Theorem 9.** For \( q < 1 \), we obtain

\[
\delta_{n,q} (x, y) = \sum_{k=0}^{n} \left[ \begin{array}{c} n \\ k \end{array} \right] \delta_{k,q} (x) \mathcal{D}_{q,y} y^{n-k} \\
\mathcal{D}_{q,y} \delta_{n,q} (x, y) = \sum_{k=0}^{n} \left[ \begin{array}{c} n \\ k \end{array} \right] [n-k]_q \delta_{k,q} (x) y^{n-k-1} \\
\mathcal{D}_q \delta_{n,q} (x) = [n]_q \sum_{k=0}^{n} \left[ \begin{array}{c} n-1 \\ k \end{array} \right] \delta_{k,q-1} (-1) x^k. \\
\text{(36)}
\]

\[
\delta_{n,q} (x, y) = \sum_{k=0}^{n} \left[ \begin{array}{c} n \\ k \end{array} \right] q^{k}(t)^{-1} q^t (tx)e_q (ty) \mathcal{D}_{q,y} y^{n-k} \\
\mathcal{D}_{q,y} \delta_{n,q} (x, y) = \sum_{k=0}^{n} \left[ \begin{array}{c} n \\ k \end{array} \right] [n-k]_q \delta_{k,q} (x) y^{n-k-1} \\
\mathcal{D}_q \delta_{n,q} (x) = [n]_q \sum_{k=0}^{n} \left[ \begin{array}{c} n-1 \\ k \end{array} \right] \delta_{k,q-1} (-1) x^k. \\
\text{(36)}
\]

Applying Corollary 1 (ii) again in the equation above, we complete a proof of (i).

(ii) We omit the proof of (ii) again because we can derive required results in the same method as (i) and use Theorem 3.

\[
\delta_{n,q} (x, y) = \sum_{k=0}^{n} \left[ \begin{array}{c} n \\ k \end{array} \right] q^{k}(t)^{-1} q^t (tx)e_q (ty) \mathcal{D}_{q,y} y^{n-k} \\
\mathcal{D}_{q,y} \delta_{n,q} (x, y) = \sum_{k=0}^{n} \left[ \begin{array}{c} n \\ k \end{array} \right] [n-k]_q \delta_{k,q} (x) y^{n-k-1} \\
\mathcal{D}_q \delta_{n,q} (x) = [n]_q \sum_{k=0}^{n} \left[ \begin{array}{c} n-1 \\ k \end{array} \right] \delta_{k,q-1} (-1) x^k. \\
\text{(36)}
\]

**Theorem 10.** Let \( |q| < 1 \). Then, we investigate

\[
\delta_{n,q} (x, y) = \sum_{k=0}^{n} \left[ \begin{array}{c} n \\ k \end{array} \right] \delta_{k,q} (x) \mathcal{D}_{q,y} y^{n-k} \\
\mathcal{D}_{q,y} \delta_{n,q} (x, y) = \sum_{k=0}^{n} \left[ \begin{array}{c} n \\ k \end{array} \right] [n-k]_q \delta_{k,q} (x) y^{n-k-1} \\
\mathcal{D}_q \delta_{n,q} (x) = [n]_q \sum_{k=0}^{n} \left[ \begin{array}{c} n-1 \\ k \end{array} \right] \delta_{k,q-1} (-1) x^k. \\
\text{(36)}
\]

\[
\delta_{n,q} (x, y) = \sum_{k=0}^{n} \left[ \begin{array}{c} n \\ k \end{array} \right] q^{k}(t)^{-1} q^t (tx)e_q (ty) \mathcal{D}_{q,y} y^{n-k} \\
\mathcal{D}_{q,y} \delta_{n,q} (x, y) = \sum_{k=0}^{n} \left[ \begin{array}{c} n \\ k \end{array} \right] [n-k]_q \delta_{k,q} (x) y^{n-k-1} \\
\mathcal{D}_q \delta_{n,q} (x) = [n]_q \sum_{k=0}^{n} \left[ \begin{array}{c} n-1 \\ k \end{array} \right] \delta_{k,q-1} (-1) x^k. \\
\text{(36)}
\]

We can note a property of \( q \)-numbers such as

\[
[n]_q^{-1} = \frac{-n}{2} [n]_q^{-1}. \\
\text{Applying the property in the equation above, we have}
\]

\[
\sum_{n=0}^{\infty} \delta_{n,q} (x, y) [n]_q^{-1} t^n = \sum_{n=0}^{\infty} \left[ \begin{array}{c} n \\ l \end{array} \right] \sum_{k=0}^{\infty} \left[ \begin{array}{c} n-1 \\ k \end{array} \right] q^{l-k} x^k \delta_{l-k,q-1} (-1) x^k t^n \\
\text{(39)}
\]

\[
\text{Theorem 10. Let} |q| < 1. \text{Then, we investigate}
\]

\[
\sum_{i=0}^{n} \left[ \begin{array}{c} n-1 \\ l \end{array} \right] \delta_{l,q} (x) = \sum_{i=0}^{n} \left[ \begin{array}{c} n-1 \\ l \end{array} \right] \sum_{k=0}^{\infty} \left[ \begin{array}{c} l \\ k \end{array} \right] q^{l-k} x^k \delta_{l-k,q-1} (-1), \\
\text{(40)}
\]

\[
\sum_{k=0}^{n} \left[ \begin{array}{c} n-1 \\ k \end{array} \right] \delta_{k,q} (x) = \sum_{k=0}^{n} \left[ \begin{array}{c} n-1 \\ k \end{array} \right] q^{k} \delta_{k,q-1} (-1). \\
\text{(40)}
\]
Proof

(i) Using $q$-derivative in Theorem 10, we can find

$$D_{q,y}S_{n,q}(x, y) = \sum_{l=0}^{n} \left[ \sum_{k=0}^{l} \binom{l}{k} q^{(l-k)2} x^k S_{l-k,q} (-1) \right] D_{q,y} y^{n-l}$$

Comparing with Theorem 8 and result of the equation above, we can find the required result.

(ii) We omit a proof of (ii) due to its similarity to (i).

**Theorem 11.** Let $0 < q < 1$ and $q \in \mathbb{R}$. Then, we have

$$D_{q,y}S_{n,q}(x, y) = \frac{S_{n,q}(x, y) - S_{n,q}(x, qy)}{(1-q)y}$$

Comparing with Theorem 8 and result of the equation above, we can find the required result.

Applying $q$-derivative for $q$-sigmoid polynomials about parameter $y$, we obtain

$$D_{q,y} \sum_{n=0}^{\infty} S_{n,q}(x, y) \frac{t^n}{[n]_q!} = \frac{1}{(1-q)y} \left( e_q(tx)e_q(ty) - e_q(ty) - e_q(tx) \right)$$

Hence, we finish a proof of Theorem 10.

**Corollary 4.** From Theorem 11, one holds

$$D_{q,x}S_{n,q}(x) = \frac{S_{n,q}(x) - S_{n,q}(qx)}{(1-q)x}$$

**Proof.** We recall the definition of $q$-derivative such as

$$D_q f(x) = \frac{f(x) - f(qx)}{(1-q)x}$$

Applying $q$-derivative for $q$-sigmoid polynomials about parameter $y$, we obtain

$$D_{q,y} \sum_{n=0}^{\infty} S_{n,q}(x, y) \frac{t^n}{[n]_q!} = \frac{1}{(1-q)y} \left( \sum_{n=0}^{\infty} S_{n,q}(x, y) \frac{t^n}{[n]_q!} - \sum_{n=0}^{\infty} S_{n,q}(x, qy) \frac{t^n}{[n]_q!} \right)$$

3. **The Observation of Scattering Zeros of the $q$-Sigmoid Polynomials**

In this section, we try to find approximate roots of sigmoid polynomials combined with $q$-numbers and visualize them to confirm their properties. We use Mathematica to understand the values of the approximate roots and the structure piled up and make some assumptions based on this.

First, some $q$-sigmoid polynomials can be confirmed as follows:

$$\delta_{0,q} = \frac{1}{2}$$

$$\delta_{1,q} = \frac{1}{4}$$

$$\delta_{2,q} = \frac{1}{8q} (-1 + q)(2 + q)$$

$$\delta_{3,q} = \frac{1}{16q^2} (1 + q)(4 - 4q - 3q^3 + q^4 + q^5)$$

$$\delta_{4,q} = \frac{1}{32q^3} (q^4 + q^3 - q - 1)(8 + q(-8 + q(8 + q(-8 + q(-4 + q(-2 + (-1 + q)q(3 + q)))))))$$
Furthermore, here are several \( q \)-sigmoid polynomials as follows:

\[
\begin{align*}
\mathcal{S}_{0,q}(x) &= \frac{1}{2}, \\
\mathcal{S}_{1,q}(x) &= \frac{1}{4} (1 + 2x), \\
\mathcal{S}_{2,q}(x) &= \frac{1}{8} (-1 + q + 2(1 + q)x + 4x^2), \\
\mathcal{S}_{3,q}(x) &= \frac{1}{16} (1 + q(-2 + (-2 + q)q) - 2x + 2q^3x + q(1 + q + q^2)x^2 + 8x^3), \\
\mathcal{S}_{4,q}(x) &= \frac{1}{32} \left( -1 + 3q + 3q^2 - 3q^4 - 3q^5 + q^6 + 2(1 + q)^2(1 + (-3 + q)q)(1 + q^2)x \right. \\
&\quad \left. + 4(-1 + q^2(-1 + q + q^3))x^2 + 8(1 + q)(1 + q^2)x^3 + 16x^4 \right).
\end{align*}
\]

Based on this polynomial, through the program we try to examine the location of the polynomial roots when the \( q \)-number condition is different. Here we assume that the position of the approximate roots will be the point that constitutes the circle as the order of the polynomial increases. The reason is because Bernoulli, Euler, and Genocchi polynomials, which combine actual \( q \)-numbers, often appear in such a way. First, Figure 1 shows the case when the \( q \)-number is fixed at 0.1. The value of \( n \) is set to the left (10), the middle (30), and the right (50). It can be seen that the feature here is always an approximation of \( \approx 10 \) on the real axis. Next, as \( n \) increases, the approximate roots form a circular shape.

Figure 2 shows the result when \( n \) changes from 10, 30, to 50 when \( q \) is fixed to 0.5. The feature shown here appears from \( n = 30 \). It can be seen that approximate values of \( x \) are apart between \(-0.4 \) and \(-0.1 \). In addition, when \( n = 50 \), it can be seen that a more approximate interval is widened. In the case of \( n = 50 \), there exists a symmetrical root with respect to the real axis.

Table 1 shows the actually calculated approximate values for \( q = 0.5 \) and \( n = 50 \). Based on Table 1, it can be seen that the approximate value of the root still remains circular, but it does not exist since the circular form is widened when the value of \( x \) is close to \(-0.3 \). The calculation done by using Mathematica shows that the radius is 0.5, the center is the origin, and the angle of incidence is 0.25834°. Here, we can assume that if the \( q \) goes to 1 due to this interval, symmetric approximate roots will emerge.

In Figure 3, when \( q \) is fixed at 0.9 and \( n \) changes from left to right, changes were given to 10, 30, 50.

Figure 3 at \( n = 50 \) shows symmetry, which is very similar to the sigmoid polynomial. If we choose a \( q \)-number close to 1, it will be almost similar to the approximate figure of the sigmoid polynomial. Here, the axis of symmetry except real roots is \( x = -0.25 \) on the real axis and a spreading can be confirmed. It can be seen that the shape at this time is an elliptical shape, and the angle at which it is opened is 0.39404°.

Based on these results, we can confirm the accumulation structure of root in 3 dimensions as shown in Figure 4. It can be confirmed that the structure of root is different according to the change of \( q \)-number and the
change of the value of \( n \). Since we can see that the structure on the right side is almost similar to the structure of a general sigmoid polynomial, the form of sigmoid polynomial combining \( q \)-numbers can be thought of as the left figure and the middle figure. Therefore, we can think of the following conjecture.

**Conjecture 1**

1. When \( q \) is close to 0 and \( n \geq 50 \), the distribution of the roots is close to the circle.
2. When \( q = 50 \) with \( n \geq 50 \), the distribution of the roots is spread out.
(3) When $q \leq 0.5$ with $n \geq 10$, one of the approximate roots has a certain real root.

4. Conclusion

In this paper, approximate roots are obtained by programming based on the theorems in Section 2. By looking for the guesses in Section 3, we were able to visually confirm the properties of the $q$-number. I think more research is needed regarding what happens to the distribution of the approximate roots according to the angles.
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