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1. Introduction

Deift proposed the following conjecture:

**Conjecture 1.1** (Deift [8, 9]). *For the KdV equation* \( \partial_t u - 6u \partial_x u + \partial^3_x u = 0 \) *with almost periodic initial data* \( u(x, 0) = V(x) \), *the solution evolves almost periodically in time.*

The conjecture is motivated by the case of periodic initial data, for which it was proved by McKean–Trubowitz [13]. In recent years, it has been proved for certain classes of reflectionless initial data [3, 11].

However, in this manuscript we present a program which intends to show that the conjecture is not true in general, by constructing \( C^\infty \) almost periodic initial data \( V \) for which the solution is not almost periodic in \( t \).

The key element of our construction is a **dichotomy** that was found in [16], see also [7]. In a moment we will recall such notions as

1.1 Widom domain
1.2 DCT property
1.3 Reflectionless 1-D Schrödinger operators

Using these terms, the VY-dichotomy is the following statement.

For a generic spectral set \( E \) such that the domain \( \Omega = \mathbb{C} \setminus E \) is of Widom type, the following dichotomy holds:

a) *If the DCT property holds in* \( \Omega \), *then all reflectionless potentials* \( V \) *with spectrum* \( E \) *are almost periodic.*

b) *If DCT fails, no reflectionless potential with spectrum* \( E \) *is almost periodic.*

**Our main attempt** is to construct a special spectral set \( E \) such that DCT fails but there exists an almost periodic reflectionless potential \( V(x) \) with this spectral set; on the other hand the translation in time should be **generic**, for an exact setting see Problem [2,8]. Then the VY-dichotomy implies that the solution of the KdV equation with this almost periodic initial datum is not almost periodic in time.

1.1. **Widom Domain.** For our purpose it is enough to consider comparably simple spectral sets of the form

\[
E = [0, \infty) \setminus \bigcup_{j=1}^{\infty} (a_j, b_j),
\]

(1.1)

where

\[
0 < a_1 < a_2 < b_2 < a_3 < b_3 < \cdots < a_n < b_n < \cdots < a_2 < b_2 < a_1 < b_1.
\]

(1.2)

Thus, the spectral set \( E \) represents a system of proper intervals \([b_{k+1}, a_k], k \geq 1\), accumulating to the origin only, together with the point of accumulation

\[1\]This program was presented in a lecture by P. Y. at Johannes Kepler Universität on November 16, 2021 (https://www.jku.at/en/institute-of-analysis/conferences/on-the-deift-question/), and the present manuscript expands on the material presented in that lecture.
as well as the half axis \([b_1, \infty)\). We emphasize that the condition (1.2) on the set \(E\) in (1.1) holds throughout the whole manuscript.

We assume that \(\Omega = \mathbb{C} \setminus E\) is a Dirichlet regular domain. For any \(z_0 \in \Omega\), we denote by \(G(z, z_0) = G_\Omega(z, z_0)\) the Green function with a logarithmic pole at \(z_0\) for the domain \(\Omega\); by Dirichlet regularity, \(G(\cdot, z_0)\) is continuous on \(\Omega\) and vanishes continuously on \(E \cup \{\infty\}\). In our case only the origin has to be checked in this sense for regularity.

**Definition 1.2.** Let \(\tilde{c}_j\) be the critical points of \(G(z, -1)\), i.e., \(\nabla G(\tilde{c}_j, -1) = 0\). We say that \(\Omega\) is of Widom type if

\[
\sum_{j \geq 1} G(\tilde{c}_j, -1) < \infty. \tag{1.3}
\]

Note that in our case each gap contains a unique critical point \(\tilde{c}_j \in (a_j, b_j)\), \(j \geq 1\).

The key property of Widom domains is the following. Consider multi-valued meromorphic functions \(f\) on \(\Omega\) such that \(|f|\) is single-valued. For such functions, there exists a character \(\alpha = \alpha_f : \pi_1(\Omega) \to \mathbb{R}/\mathbb{Z}\) such that

\[
f \circ \gamma = e^{2\pi i \alpha(\gamma)} f, \quad \forall \gamma \in \pi_1(\Omega).
\]

The function \(f\) is said to be character-automorphic. By \(H^\infty(\alpha)\) we understand the collection of bounded character-automorphic functions with the given character \(\alpha\).

Due to Widom, (1.3) holds if and only if \(H^\infty(\alpha)\) contains a non-constant function for all characters \(\alpha\).

1.2. **DCT Property.** Statements about character-automorphic functions can also be viewed in terms of lifts to the universal cover \(\mathbb{D}\) via the uniformization \(\Omega \simeq \mathbb{D}/\Gamma\). More precisely, we denote by \(\Lambda : \mathbb{D}/\Gamma \to \Omega\) a uniformization of \(\Omega\), where \(\Gamma \cong \pi_1(\Omega)\) is a Fuchsian group (discrete subgroup of \(\text{PSU}(1, 1)\)). In particular, \(\Lambda\) is surjective and \(\Lambda(\zeta_1) = \Lambda(\zeta_2)\) if and only if \(\zeta_2 = \gamma(\zeta_1)\) for some \(\gamma \in \Gamma\). Now the multi-valued function \(f\) lifts to a single-valued function \(F\) on \(\mathbb{D}\); formally, \(F = f \circ \Lambda\).

The function \(f\) is said to have bounded characteristic if its lift \(F\) has bounded characteristic, i.e., if \(F = F_1/F_2\) for some \(F_1, F_2 \in H^\infty(\mathbb{D})\). If \(F_2\) is outer, \(f\) is said to be of Smirnov class. This class of character-automorphic functions is denoted by \(N_+(\Omega)\).

**Definition 1.3.** Let \(f\) be single-valued in the domain such that \(f \in N_+(\Omega)\) and

\[
\int_E (|f(\lambda + i0)| + |f(\lambda - i0)|) \frac{d\lambda}{\lambda + 1} < \infty. \tag{1.4}
\]

We say that DCT (Direct Cauchy Theorem) holds in \(\Omega\) if for all such \(f\)’s, we have

\[
f(z) = \frac{1}{2\pi i} \oint_{\partial \Omega} \frac{f(\lambda)d\lambda}{\lambda - z}.
\]
1.3. Reflectionless Operators. For any \( V \in L^\infty(\mathbb{R}) \), the Schrödinger operator \( L_V = -\partial_x^2 + V \) is a self-adjoint operator on \( L^2(\mathbb{R}) \) with domain \( D(L_V) = W^{2,2}(\mathbb{R}) \). In particular, it is limit point at \( \pm \infty \), and for any \( z \notin \sigma_{\text{ess}}(L_V) \), there are Weyl solutions \( \psi_\pm(x, z) \) which solve the eigenfunction equation

\[
-\partial_x^2 \psi_\pm(x, z) + V(x) \psi_\pm(x, z) = z \psi_\pm(x, z),
\]

are nontrivial, and square integrable at \( \pm \infty \), respectively. These Weyl solutions are defined uniquely up to normalization, and their logarithmic derivatives

\[
m_\pm(x, z) = \pm \frac{\partial_x \psi_\pm(x, z)}{\psi_\pm(x, z)},
\]

viewed as functions of \( z \), are Herglotz functions (analytic maps of \( \mathbb{C}_+ \) to itself). Moreover, \( m_\pm(x, \cdot) \) are spectral functions corresponding to half-line restrictions of \( L_V \) to half-lines \( [x, \pm \infty) \) with a Dirichlet boundary condition at \( x \), and by the Borg–Marchenko theorem, they determine \( V \) uniquely.

**Definition 1.4.** We will write \( m_\pm(z) = m_\pm(0, z) \). The potential \( V \) is said to be reflectionless if

\[
\lim_{\epsilon \downarrow 0} m_+(\lambda + i\epsilon) = -\lim_{\epsilon \downarrow 0} m_-(\lambda + i\epsilon)
\]

for Lebesgue-a.e. \( \lambda \in \sigma(L_V) \). We denote by \( \mathcal{R}(E) \) the set of all reflectionless potentials with \( \sigma(L_V) = E \).

2. Introduction: Details of the Plan

2.1. Divisors (Dirichlet Data) and the (Generalized) Abel Map. Following [15], we associate with a given \( V \in \mathcal{R}(E) \) a divisor \( D \in \mathcal{D}(E) \) to which we can apply the Abel map acting from \( \mathcal{D}(E) \) to the group of characters \( \pi_1(\Omega)^* \). This Abel map linearizes each flow in the KdV hierarchy.

**Definition 2.1.** To each gap \( (a_j, b_j), j \geq 1 \), we associate a topological circle

\[
I_j = [a_j, b_j] \times \{-1, +1\} \times (a_j, -1) \sim (b_j, +1)
\]

The product \( \mathcal{D}(E) = \prod_{j=1}^\infty I_j \) is called the torus of divisors associated to \( E \) or the torus of Dirichlet data.

Thus \( D \in \mathcal{D}(E) \) is the collection

\[
D = \{(\lambda_j, \epsilon_j)\}_{j=1}^\infty,
\]

where \( \lambda_j \in [a_j, b_j] \) and \( \epsilon_j = \pm 1 \) with the mentioned identification

\[
(a_j, -1) \sim (a_j, +1), \quad (b_j, -1) \sim (b_j, +1).
\]

**Lemma 2.2.** There is a homeomorphism

\[
\mathcal{B} : \mathcal{R}(E) \to \mathcal{D}(E), \quad V \mapsto D.
\]
Characters of the group $\pi_1(\Omega)$ form a group, which we denote by $\pi_1(\Omega)^*$. The group $\pi_1(\Omega)$ has a collection of free generators: loops $\gamma_k$ starting at $-1$ and going through the gap $(a_k, b_k)$. Thus each character $\alpha$ can be identified with a sequence $\{\alpha_k\}_{k \geq 1}$, $\alpha_k \in \mathbb{R}/\mathbb{Z}$, where

$$\alpha_k = \alpha(\gamma_k).$$

In this way we fix an identification $\pi_1(\Omega)^* \simeq (\mathbb{R}/\mathbb{Z})^\infty$.

**Definition 2.3.** Let $\omega(F, z)$ be the harmonic measure of the set $F \subset \Omega$ in the domain w.r.t. $z \in \Omega$ and $E_k = E \cap [0, a_k]$. The *Abel map* $A : D(E) \to \pi_1(\Omega)^*$ is given by

$$A_k(D) = \frac{1}{2} \sum_{j \geq 1} (\omega(\lambda_j, E_k) - \omega(b_j, E_k)) \epsilon_j \mod 1. \quad (2.1)$$

**Conjecture 2.4.** The composition map $A \circ B : \mathcal{R}(E) \to \pi_1(\Omega)^*$ linearizes the shifts of a reflectionless potential both in space and time, that is, there exists $\eta = \{\eta_k\}_{k \geq 1}$ such that

$$A(B(V(x + x_0))) = \{\alpha_k - \eta_k x_0 \mod 1\}_{k \geq 1}$$

and there exists $\eta^{(1)} = \{\eta_k^{(1)}\}_{k \geq 1}$ such that

$$A(B(u(x, t))) = \{\alpha_k - \eta_k^{(1)} t \mod 1\}_{k \geq 1}$$

where $u(x, t)$ is the solution of the KdV equation with $u(x, 0) = V(x)$.

We refer the reader to [11], but emphasize that our setting is outside the formal scope of the main results of [11] since our domains do not satisfy DCT. In Sect. 5 we develop a technique that in principle should allow one to remove this restriction. Based on this technique we prove Proposition 5.13 supporting the conjecture in the part dealing with the space shift.

### 2.2. Minimal Violations of DCT and the Main Lemma.

The following lemma is an easy consequence of the Morera theorem [12].

**Lemma 2.5.** Let the single-valued $f \in N_+(\Omega)$ obey (1.4). Then

$$h_f(z) = \frac{1}{2\pi i} \oint_{\partial D} \frac{f(\lambda) d\lambda}{\lambda - z} - f(z)$$

is an entire function w.r.t. $1/z$.

We say that $\Omega$ is a domain with a minimal violation of DCT if $h_f$ is a polynomial of $1/z$ for an arbitrary admissible function $f$. Recall that DCT holds if $h_f = 0$ for an arbitrary such function $f$.

For Widom domains, the Abel map is well defined and it is continuous. DCT is a criterion for uniqueness [15] [16]. Thus, as soon as DCT is violated, we have a set $\Xi$ of singular characters, which we define as follows,

$$\Xi = \{\alpha \in \pi_1(\Omega)^* : \alpha = A(D_1) = A(D_2), \quad D_1 \neq D_2\}. \quad (2.2)$$
Finding a description of the singular set $\Xi$ we consider as one of the most interesting and delicate questions in the modern development of Widom theory. In particular, it underlies our proposed solution of the Deift problem.

**Theorem 2.6.** Let $\Omega$ be a Widom domain with a minimal violation of DCT. Assume that

$$\int_{E \cap [0,b]} \frac{d\lambda}{\lambda} < \infty$$  \hspace{1cm} (2.3)

but

$$\int_E \frac{d\lambda}{\lambda^2} = \infty.$$ \hspace{1cm} (2.4)

Then $\alpha \in \Xi$ if and only if there exists $D$ such that $\alpha = A(D)$ and

$$\sum \log \frac{b_j}{\lambda_j} < \infty.$$ \hspace{1cm} (2.5)

In what follows,

$$D_b(E) = \left\{ D \in D(E) : \sum \log \frac{b_j}{\lambda_j} < \infty \right\}. \hspace{1cm} (2.6)$$

Note that the divisor $D_0 = \{b_j\}_{j \geq 1}$ is mapped to the origin of $\pi_1(\Omega)^*$, see (2.1). Thus $\alpha \in \Xi$ if the character is close to the origin in a certain (precise) sense, (2.5), and this is definitely an analytic condition on the character.

We say that a direction $\eta = \{\eta_k\}_{k \geq 1}$ is generic if its coordinates are rationally independent. Otherwise

$$T_\eta = \text{clos}_{x \in \mathbb{R}} \{\alpha(x) = \{\alpha_k(x) : \alpha_k(x) = \eta_k x \mod 1\} \hspace{1cm} (2.7)$$

is a proper subtorus of $(\mathbb{R}/\mathbb{Z})^\infty$, or in our identification of $\pi_1(\Omega)^*$.

By Conjecture 2.4 (in fact we will use Proposition 5.13), the translation flow maps via $A \circ B$ to the translation flow in the direction $-\eta$, that is, with

$$S_x : \mathcal{R}(E) \to \mathcal{R}(E), \ V(\cdot) \mapsto V(\cdot + x),$$

we have $(A \circ B)(S_x V) = \alpha_V - \eta x$, where $\alpha_V := (A \circ B)(V)$ is the character corresponding to $V$. Let us consider the orbit closure

$$\text{clos}\{\alpha_V - \eta x : x \in \mathbb{R}\} = \{\beta = \alpha_V + \alpha : \alpha \in T_\eta\} = T_\eta(\alpha_V).$$

**Lemma 2.7** (Main Lemma). Suppose that $V \in \mathcal{R}(E)$ is such that

$$T_\eta(\alpha_V) \cap \Xi = \emptyset, \quad \alpha_V = (A \circ B)(V).$$

Then $V$ is almost periodic.

The proof of this lemma is simple, but ideologically this is the main point in our construction. It allows us to reduce the Deift problem to the following one.

**Problem 2.8.** Construct a Widom domain $\Omega = \mathbb{C} \setminus E$ such that

i) DCT fails, i.e., $\Xi \neq \emptyset$,

ii) $\eta^{(1)}$ is in a generic position,
iii) there exists $\beta \in \pi_1(\Omega)^*$ such that
\[ T_\eta(\beta) \cap \Xi = \emptyset, \quad T_\eta(\beta) := \{ \beta + \alpha : \alpha \in T_\eta \}, \]
where $\eta$ and $\eta^{(1)}$ are defined in Conjecture 2.4 (an explicit definition is given in the next section in terms of the so-called comb domains).

**Remark 2.9.** iii) is naturally the main requirement here. ii) should be a consequence of a certain stability of iii) with respect to small perturbations of the spectral set, see Conjecture 3.1. If DCT holds, then $\Xi = \emptyset$ and iii) trivially holds for all $\beta$. But if $\Xi \neq \emptyset$, then $\eta$ has to be degenerate, since in the generic case $T_\eta = \pi_1(\Omega)^*$ and the intersection cannot be empty.

Most likely $\Xi$ is always dense in $\pi_1(\Omega)^*$. At least this is definitely true under the assumptions of Theorem 2.6, since by (2.5) any finite number of elements of $D$ can be modified in an arbitrary way.

Finally, in this section we would like to provide a simplest possible *model example*. The exact statements and conjectures are formulated in the next section.

Consider the set
\[ \Xi^0 = \{ \alpha : \lim_{k \to \infty} \alpha_k = 0 \}. \quad (2.8) \]
Note that the set is given in terms of a certain analytic condition and it is evidently dense in $\pi_1(\Omega)^*$ as well as $\Xi$. Also, if we consider the set of divisors
\[ D^0_b(E) = \{ D : \exists N_D \text{ such that } \lambda_j = b_j \text{ for all } j \geq N_D \}, \]
then $A(D^0_b(E)) \subset \Xi^0$.

**Proposition 2.10.** Let $\eta_k = 1/3^{k-1}$, $k \geq 1$. Then $T_\eta \simeq \mathbb{Z}_3 \times (\mathbb{R}/\mathbb{Z})$. There exists $\beta \in \pi_1(\Omega)^*$ such that $T_\eta(\beta) \cap \Xi^0 = \emptyset$.

Our expectation with respect to the real shape of $T_\eta$ is stated in Lemma 3.4. For this $T_\eta$, we still have $T_\eta(\beta) \cap \Xi^0 = \emptyset$ for some $\beta \in \pi_1(\Omega)^*$ as an easy consequence of Proposition 2.10. However, we do not expect that $\Xi \subset \Xi^0$.

### 3. Introduction: Results and Conjectures

#### 3.1. Comb Domains. The Stability Conjecture

Conformal mappings on the so-called comb domains (combs) are a convenient tool in the inverse spectral theory of periodic and almost periodic operators.

With a system of parameters $\eta = \{ \eta_k \}_{k \geq 1}$,
\[ 0 < \cdots < \eta_{k+1} < \eta_k < \cdots < \eta_1 < \infty \quad (3.1) \]
and $\{ h_k \}_{k \geq 1}$,
\[ \sum h_k < \infty \quad (3.2) \]
we associate the domain
\[ \Pi = \mathbb{C}_{++} \setminus \cup_{k \geq 1} \{ w = \eta_k + ih, \quad h \leq h_k \}, \quad (3.3) \]
where \( \mathbb{C}_{++} \) is the quarter plane
\[
\mathbb{C}_{++} = \{ w : \text{Im} w > 0, \text{Re} w > 0 \}.
\]

Let \( \Theta : \mathbb{C}_{+} \to \Pi \) be the conformal mapping normalized by
\[
\Theta(z) \sim i\sqrt{\lambda}, \quad z = -\lambda, \quad \lambda \to \infty, \quad \Theta(0) = 0.
\]

Let \( E = \Theta^{-1}(\mathbb{R}_+) \). Then \( \Omega = \mathbb{C} \setminus E \) is a Widom domain such that \( E \) obeys (1.2). The conditions (3.1) and (3.2) provide a parametric description of such domains. The function \( \text{Im} \Theta(z) \) has a single valued extension in \( \Omega \), this is the so called Martin function of this domain with respect to \( \infty \).

For this \( E \), the parameters \( \{ \eta_k \} \) are exactly the ones that were introduced in Conjecture 2.4. The parameters \( \eta^{(1)} = \{ \eta^{(1)}_k \} \) deal with the following comb,
\[
\Pi^{(1)} = \mathbb{C}_{++}^3 \setminus \bigcup_{k \geq 1} \{ w = \eta^{(1)}_k + ih, \quad h \leq h^{(1)}_k \},
\]
a subdomain of the 3/4-plane \( \mathbb{C}_{++}^3 = \{ w^3 : w \in \mathbb{C}_{++} \} \). Together with the accompanied \( \{ h^{(1)}_k \} \) under the conditions
\[
0 \leftarrow \cdots < \eta^{(1)}_{k+1} < \eta^{(1)}_k < \cdots < \eta^{(1)}_1 < \infty
\]
and
\[
\sum h^{(1)}_k < \infty,
\]
they provide a parametric description of the Widom domain \( \Omega = \mathbb{C} \setminus E \) obeying (1.2) via the conformal mapping \( \Theta^{(1)} : \mathbb{C}_{+} \to \Pi^{(1)} \) normalized by
\[
\Theta^{(1)}(z) \sim -i\sqrt{\lambda^3}, \quad z = -\lambda, \quad \lambda \to \infty, \quad \Theta^{(1)}(0) = 0.
\]

Conjecture 3.1. With a fixed collection \( \eta \), one can bring \( \eta^{(1)} \) in a generic position with an arbitrary small variation of \( \{ h_k \}_{k \geq 1} \).

In Sect. 4 we show that in the case of a finite number of gaps, an arbitrary variation of the frequencies \( \{ \eta, \eta^{(1)} \} \) can be uniquely achieved by a suitable variation of the gap end-points \( \{ a_k, b_k \}_{k \geq 1} \), see Theorem 4.5.

3.2. The Simplest Violation of DCT. \( \mathcal{T}_\eta \) as a Profinite Completion of \( \mathbb{Z} \). The origin, as the unique accumulation point of the spectral intervals, plays a special role in our construction. We define one more comb related to the Martin function in the domain with respect to the origin.

It is convenient to set \( \lambda = 1/\mu^2 \). We define \( \Delta(\mu) \) as a conformal mapping of the upper half plane \( \mathbb{C}_{+} \) onto the symmetric comb
\[
\Pi_0 = \mathbb{C}_{+} \setminus \bigcup_{k \geq 1} \{ w = \pm n_k + iv : v \leq v_k \}.
\]

The condition
\[
0 < n_1 < \cdots < n_k < n_{k+1} < \cdots \to \infty
\]
deals with (1.2), however the sequence \( \{v_k\}_{k \geq 1} \) is possibly even unbounded in the case of interest to us, contrary to (3.2). We denote by \((\mu_k^-, \mu_k^+)\) the preimage of the slit \( \{w = n_k + iv : v \leq v_k\} \). Respectively,
\[
(-\mu_k^+, -\mu_k^-) = \Delta^{-1}(-n_k + iv) \quad \text{for } v \leq v_k,
\]
and \( a_k = 1/(\mu_k^+)^2, b_k = 1/(\mu_k^-)^2 \).

The function
\[
\Theta_0(z) = \Delta(\mu), \quad z = 1/\mu^2, \quad \mu \in \mathbb{C}_- = \{\Re \mu < 0, \Im \mu > 0\},
\]
maps the upper half plane onto the left part of the comb
\[
\Pi_0^- = \{w \in \Pi_0 : \Re w < 0\}.
\]
In this case \( \Im \Theta_0(z) \) is the Martin function w.r.t. the origin in \( \Omega = \mathbb{C} \setminus E \) with \( E = \mathbb{R}_+ \cup \bigcup_{k \geq 1} (a_k, b_k) \).

**Proposition 3.2.** Let
\[
\cos \pi \Delta_\rho(\mu) = \cos \pi \mu - \rho \mu \sin \pi \mu, \quad \rho > 0.
\]
\( \Delta_\rho(\mu) \) provides a conformal mapping of \( \mathbb{C}_+ \) on the domain \( \Pi_0 \), whose frequencies are given explicitly by \( n_k = k, k \neq 0 \). Further, let
\[
\mathcal{E} = \mathcal{E}_\rho = \left\{ z = 1/\mu^2 : |\cos \pi \Delta_\rho(\mu)| \leq 1 \right\}.
\]
Then \( \Omega_\mathcal{E} = \mathbb{C} \setminus \mathcal{E} \) is of Widom type with a minimal DCT violation and the set \( \mathcal{E} \) obeys (2.3), (2.4).

Having this model spectral set \( \mathcal{E} \), we conjecture the following (for a more detailed motivation, see Sect. 7).

**Conjecture 3.3.** There exists \( \Omega \) of Widom type with a minimal DCT violation and \( E \) obeying (2.3), (2.4) such that \( \eta_k = 1/k \).

For the given system of space-frequencies generators, we have the following description of the torus \( \mathcal{T}_\eta \).

**Lemma 3.4.** Let \( \eta_k = 1/k \). Then \( \mathcal{T}_\eta \simeq (\mathbb{R}/\mathbb{Z}) \times \hat{\mathbb{Z}}, \) where \( \hat{\mathbb{Z}} \) is the profinite completion of integers
\[
\hat{\mathbb{Z}} = \prod_{p \text{ prime}} \mathbb{Z}_p.
\]

### 3.3. Description of Singular Characters

By Theorem 2.6 we have a description of the singular set \( \Xi \) in terms of divisors (2.5). Using Lemma 3.4 to check iii) in Proposition 5.13 we need to describe \( \Xi \) directly in terms of characters. The absence of such a description of \( \Xi \) seems to be the main obstacle in disproving the Deift conjecture.

The spectral set \( \mathcal{E} \) defined in Proposition 3.2 is remarkable in the sense that its parameters are quite explicitly given both in the spectral plane and in terms of potential theory (comb parameters).
Problem 3.5. For the set $\mathcal{E}$ defined via $\Delta(\mu)$ in (3.8), translate the characteristic property (2.5) for $\alpha \in \Xi$ into the language of potential theory (characteristics in the comb domains).

Our working hypothesis is that a description of $\Xi$ in this case can be given in terms of the convergence of the series
\[ \sum_{k \geq 1} \frac{\alpha_k}{k}. \] (3.9)
However at present we are even unable to clarify what kind of convergence should be claimed here (absolute or conditional; possibly $\alpha \in \Xi$ just requires the boundedness of partial sums in (3.9)).
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4. Stability Conjecture 3.1. Finite Number of Gaps

In the classical finite dimensional case, our considerations deal with the Riemann surface
\[ \mathcal{R} = \{(z, w) : w^2 = T(z)\}, \quad T(z) = z \prod_{k=1}^{n} (z - a_k)(z - b_k), \]
compactified by a single point at infinity. We use the standard dissection of our hyperelliptic Riemann surface $\mathcal{R}$: the $A_k$-cut starts at $-1$ on the upper sheet of the surface and goes back though the gap $(a_k, b_k)$, see Fig. 4.1. The $B_k$-cut goes along the gap $(a_k, b_k)$ on the upper sheet and goes back to the initial point along the same interval on the lower sheet.

Recall the following classical relation, see e.g. Theorem 4 [3, Ch. 9, §2], for abelian integrals. Let $\theta_{1,2}$ be abelian integrals on $\mathcal{R}$ with the periods
\[ (a_k)_{1,2} = \int_{A_k} d\theta_{1,2}, \quad (b_k)_{1,2} = \int_{B_k} d\theta_{1,2}. \]
We assume that the poles of the differentials $d\theta_{1,2}$ are out of the curves $A_k$ and $B_k$. Let $\mathcal{R}_* := \mathcal{R} \setminus \bigcup_{j=1}^{n}(A_j \cup B_j)$. Then

$$\frac{1}{2\pi i} \int_{\partial \mathcal{R}_*} \theta_1 d\theta_2 = \frac{1}{2\pi i} \sum_{k=1}^{n} ((a_k)_1(b_k)_2 - (b_k)_1(a_k)_2) = \sum \text{Res} \theta_1 d\theta_2. \quad (4.1)$$

In our considerations, as special role is played by the functions $\Theta(z)$ and $\Theta^{(1)}(z)$, given by the abelian integrals

$$\Theta(z) = \frac{1}{2} \int_{0}^{z} \frac{P(\lambda) d\lambda}{\sqrt{T(\lambda)}}, \quad \Theta^{(1)}(z) = \frac{3}{2} \int_{0}^{z} \frac{Q(\lambda) d\lambda}{\sqrt{T(\lambda)}}, \quad (4.2)$$

where $Q(z) = zP^{(1)}(z)$, and $P$ and $P^{(1)}$ are monic polynomials of degree $n$. They are defined uniquely by the integral conditions

$$\int_{B_k} d\Theta(z) = 2 \int_{a_k}^{b_k} d\Theta(z) = 0, \quad \int_{B_k} d\Theta^{(1)}(z) = 2 \int_{a_k}^{b_k} d\Theta^{(1)}(z) = 0. \quad (4.3)$$

In turn,

$$\int_{A_k} d\Theta(z) = 2 \int_{0}^{a_k} d\Theta(z) = 2 \eta_k, \quad \int_{A_k} d\Theta^{(1)}(z) = 2 \int_{0}^{a_k} d\Theta^{(1)}(z) = 2 \eta_k^{(1)}. \quad (4.4)$$

Also we will use the system of abelian integrals of the first kind $\vartheta_{E_k}$, $k = 1, \ldots, n$, with the normalization

$$\frac{1}{2\pi i} \int_{B_j} d\vartheta_{E_k}(z) = \delta_{k,j}, \quad d\vartheta_{E_k}(z) = \frac{O^{(k)}(z)}{\sqrt{T(z)}} dz, \quad (4.5)$$

where $O^{(k)}$ is a suitable polynomial of degree $n - 1$.

Note that the differentials $d\Theta$, $d\Theta^{(1)}$ as well as $d\vartheta_{E_k}$ are antisymmetric with respect to the substitution $(z, w) \mapsto (z, -w)$ on the surface.

**Remark 4.1.** We point out that in fact, in the KdV theory for the abelian integral describing the time evolution, the following normalization at infinity is commonly accepted

$$\Theta^{(t)} = \frac{1}{\tau^3} + \text{regular}, \quad z = \frac{1}{\tau^2}.$$ 

That is,

$$\Theta^{(t)} = \Theta^{(1)} - C\Theta$$

with a suitable constant $C$. Let us compute this constant. Let

$$T(z) = z^{2n+1} + A_T z^{2n} + \ldots \quad \text{and} \quad Q(z) = z^{n+1} + A_Q z^n + \ldots$$

For the differential $d\Theta^{(1)}$, we have the following local decomposition at infinity,

$$d\Theta^{(1)} = \frac{3}{2} z^2 \frac{1 + A_Q/z + \ldots}{\sqrt{1 + A_T/z + \ldots} \sqrt{z}} dz = (3z + 3(A_Q - A_T/2) + \ldots) d\sqrt{z}.$$
In the local coordinate we have
\[d\Theta^{(1)} = \left(-\frac{3}{\tau^4} - 3\frac{A_Q - A_T/2}{\tau^2} + \text{regular}\right) d\tau,\]
and the abelian integral \(\Theta^{(1)}\) has the following leading terms,
\[\Theta^{(1)} = \frac{1}{\tau^3} + 3 \left(A_Q - \frac{1}{2} A_T\right) \frac{1}{\tau} + \ldots.\] (4.6)

Thus, since \(\Theta = 1/\tau + \ldots\),
\[C = 3 \left(A_Q - \frac{1}{2} A_T\right)\]
and
\[\Theta^{(t)} := \Theta^{(1)} - 3 \left(A_Q - \frac{1}{2} A_T\right) \frac{1}{\tau} + \text{regular.}\] (4.7)

Let
\[d\Theta^{(t)} = \frac{3 Q^{(t)}(z)}{2 \sqrt{T(t)}} \, dz,\]
where, according to (4.7), \(Q^{(t)}(z)\) is the monic polynomial
\[Q^{(t)}(z) = Q(z) - 3 \left(A_Q - \frac{1}{2} A_T\right) P(z).\] (4.8)

Respectively, the frequencies \(\{\eta^{(t)}_k\}_{k=1}^n\) describing the time evolution are given by
\[\eta^{(t)}_k = \int_{\alpha_k} d\Theta^{(t)} = \eta^{(1)}_k - 3 \left(A_Q - \frac{1}{2} A_T\right) \eta_k.\] (4.9)

As a simplest application of the bilinear relation (4.1) we prove the following well known identities.

**Lemma 4.2.** Let \(A^{(k)}_O\) be the leading coefficient of the polynomial \(O^{(k)}(z)\), \(O^{(k)}(z) = A_O^{(k)} z^{n-1} + \ldots\). Then \(\eta_k = -A^{(k)}_O\).

**Proof.** Since infinity is the unique point of singularity for \(\vartheta_{E_k} d\Theta\), by (4.3) and (4.5) we get
\[\frac{1}{2\pi i} \int_{\partial R^+} \vartheta_{E_k} d\Theta = -\int_{A_k} d\Theta = -2\eta_k = \text{Res}_\infty \vartheta_{E_k} d\Theta.\]

To compute the residue at infinity we use the local coordinate \(z = 1/\tau^2\). We have
\[\vartheta_{E_k} = -2 A^{(k)}_O \tau + \ldots, \quad d\Theta = -d\tau/\tau^2 + \ldots\] (4.10)
Thus
\[\text{Res}_\infty \vartheta_{E_k} d\Theta = 2 A^{(k)}_O,\]
and the lemma is proved. \(\square\)
Assume that all parameters vary depending on a single variable $\epsilon$. The derivative w.r.t. the spectral parameter is denoted by prime ($\cdot')$ and w.r.t. $\epsilon$ by dot ($\cdot$). We derive a system of differential equations defining the variation of the surface $\mathcal{R}(\epsilon)$ depending on variations of the system of frequencies $\{\eta_k\}_{k=1}^n$ and $\{\eta^{(t)}_k\}_{k=1}^n$.

**Proposition 4.3.** Let $P$, $Q^{(t)}$ and $O^{(k)}$ be the polynomials forming $\Theta$, $\Theta^{(t)}$ and abelian integrals of the first kind $\vartheta_E$, respectively, see (4.2), (4.8) and (4.5). Let $\{\eta_k\}_{k=1}^n$ and $\{\eta^{(t)}_k\}_{k=1}^n$ be, respectively, the space and time generating frequencies in the KdV evolution. Then

$$
\sum_{j=1}^{n} \left( \frac{O^{(k)}(a_j)P(a_j)}{T'(a_j)} \dot{a}_j + \frac{O^{(k)}(b_j)P(b_j)}{T'(b_j)} \dot{b}_j \right) = -2\eta_k, \quad (4.11)
$$

$$
3 \sum_{j=1}^{n} \left( \frac{O^{(k)}(a_j)Q^{(t)}(a_j)}{T'(a_j)} \dot{a}_j + \frac{O^{(k)}(b_j)Q^{(t)}(b_j)}{T'(b_j)} \dot{b}_j \right) = -2\eta^{(t)}_k. \quad (4.12)
$$

In particular, for $\eta_k = 0$, the following equations hold,

$$
\sum_{j=1}^{n} \left( \frac{O^{(k)}(a_j)P(a_j)}{T'(a_j)} \dot{a}_j + \frac{O^{(k)}(b_j)P(b_j)}{T'(b_j)} \dot{b}_j \right) = 0, \quad (4.13)
$$

$$
3 \sum_{j=1}^{n} \left( \frac{O^{(k)}(a_j)Q^{(t)}(a_j)}{T'(a_j)} \dot{a}_j + \frac{O^{(k)}(b_j)Q^{(t)}(b_j)}{T'(b_j)} \dot{b}_j \right) = -2\eta^{(t)}_k. \quad (4.14)
$$

**Proof.** Since

$$
d\Theta = \frac{1}{2} \frac{P(z)}{\sqrt{T(z)}} \, dz,
$$

we have

$$
d\dot{\Theta} = \frac{1}{2} \left\{ \frac{\dot{P}(z)}{\sqrt{T(z)}} - \frac{1}{2} \frac{P(z) \dot{T}(z)}{\sqrt{T(z)} T(z)} \right\} \, dz.
$$

Since $P(z)$ is monic, the first term is an abelian differential of the first kind. The points of singularity in the second term are the $a_j$’s and $b_j$’s. It is easy to see that infinity in this case is a regular point. Since $T(0) = 0$, the differential is also regular at the origin.

The periods of $d\dot{\Theta}$ are easy to compute,

$$
\int_{A_k} d\dot{\Theta} = \partial_t \int_{A_k} d\Theta = 2\eta_k, \quad \int_{B_k} d\dot{\Theta} = \partial_t \int_{B_k} d\Theta = 0.
$$

Therefore, by (4.1),

$$
\frac{1}{2\pi i} \int_{\partial \mathcal{R}} \vartheta E_k d\dot{\Theta} = -2\eta_k = \sum_{\omega \geq 1 \{a_j,b_j\}} \text{Res} \vartheta E_k d\dot{\Theta}. \quad (4.15)
$$
To compute the residues at \(a_j\) we pass to the local coordinate \(\tau^2 = z - a_j\).

For the leading term of \(d\dot{\Theta}\), we have
\[
d\dot{\Theta} = -\frac{1}{4} \frac{P(a_j)}{\sqrt{T'(a_j)\tau}} \frac{T'(a_j)}{T'(a_j)\tau^2} 2\tau d\tau + \cdots = -\frac{1}{2} \frac{P(a_j)}{\sqrt{T'(a_j)\tau}} \frac{T'(a_j)}{T'(a_j)\tau^2} d\tau + \cdots.
\]

Since \(T(a_j) = 0\), we have \(T'(a_j)\dot{a}_j + \dot{T}(a_j) = 0\). Therefore,
\[
d\dot{\Theta} = -\frac{1}{2} \frac{P(a_j)}{\sqrt{T'(a_j)}} \frac{\dot{a}_j}{\tau^2} d\tau + \cdots. \tag{4.16}
\]

Note that the residue (the coefficient before \(d\tau/\tau\)) of this differential is trivial just for the parity reason. Similarly,
\[
d\vartheta_E = \frac{O^{(k)}(a_j)}{\sqrt{T'(a_j)}} 2\tau d\tau + \cdots = \frac{2}{\sqrt{T'(a_j)}} \frac{O^{(k)}(a_j)}{\tau} d\tau + \cdots.
\]

Therefore, locally,
\[
\vartheta_E = \vartheta_E(a_j) + 2 \frac{O^{(k)}(a_j)}{\sqrt{T'(a_j)}} \tau + \cdots.
\]

In combination with (4.16), we get
\[
\text{Res}_{a_j} \vartheta_E d\dot{\Theta} = \frac{O^{(k)}(a_j)P(a_j)}{T'(a_j)} \dot{a}_j.
\]

Since the computation at \(b_j\) is the same, (4.15) can be rewritten as (4.11).

A featured property of \(d\Theta^{(i)}\) is that \(d\Theta^{(i)}\) is also regular at infinity, see the second expression in (4.7). Therefore a word by word repetition of the above arguments provides (4.12). With \(\dot{\eta}_k = 0\), (4.11) and (4.12) are the same as (4.13) and (4.14).

Let us prove a specific property of the roots of the polynomials \(P\) and \(Q\).

**Lemma 4.4.** Let \(P\) and \(Q\) be defined by (4.2). Their zeros \(c_j\) and \(c_j^{(1)}\) form interlacing sequences. In other words, \(\text{Im} \frac{Q(z)}{P(z)} \geq 0\) in the upper half plane.

**Proof.** First we show that all preimages \((Q/P)^{-1}(\kappa)\), for \(\kappa \in \mathbb{R}\), are real. Consider \(\Theta_{\kappa}^{(1)} = \Theta^{(1)} - \kappa \Theta\), \(\kappa \in \mathbb{R}\). Since \(\Theta_{\kappa}^{(1)}(a_j) = \Theta_{\kappa}^{(1)}(b_j) = 0\), each gap contains at least one critical point, that is, a zero of \(Q_{\kappa} = Q - \kappa P\). Since the number of gaps is \(n\) and the degree of \(Q_{\kappa}\) is \(n + 1\), there is one more zero of \(Q_{\kappa}\), which was not localized yet. But since \(Q_{\kappa}\) is real on the real axis, this remaining zero is also real.

Assume now that \(P/Q\) is not monotonic between two consecutive zeros of \(Q\). Then this function has a critical point and at least one non-real direction (which starts at this critical point) in the complex plane where \(P/Q\) is still real. This contradicts the statement proven in the above paragraph.
Thus, the zeros of $Q$ and $P$ are interlacing. Recall that $P$ and $Q$ are monic polynomials, that is,

$$Q(z) \simeq z, \quad z \to \infty.$$  

By the well known property of functions with interlacing zeros and poles, $\text{Re} \left( \frac{Q}{P} \right)(z) \geq 0$ in the upper half plane and

$$\frac{P(c_j^{(1)})}{Q'(c_j^{(1)})} > 0.$$  

□

This property is inherited by an arbitrary combination $P$ and $Q_\kappa$, $\kappa \in \mathbb{R}$, in particular by $P$ and $Q^{(t)}$.

We are in a position to prove the main result of this section.

**Theorem 4.5.** Let $\{\eta_k\}_{k=1}^n$ and $\{\eta_k^{(t)}\}_{k=1}^n$ be the space and time generating frequencies in the KdV evolution, respectively. Then, arbitrary variations $\{\dot{\eta}_k\}_{k=1}^n \in \mathbb{R}^n$ and $\{\dot{\eta}_k^{(t)}\}_{k=1}^n \in \mathbb{R}^n$ can be obtained by unique variations of the ramification points of $\mathcal{R}$, i.e., of $\{\dot{a}_k, \dot{b}_k\}_{k=1}^n$ with the fixed additional ramification points zero and infinity.

**Remark 4.6.** In particular, in the above theorem one can set $\dot{\eta}_k = 0$ and choose an arbitrary $\dot{\eta}_k^{(t)}$.

**Proof of Theorem 4.5.** We have to show that the linear system (4.11)–(4.12) is uniquely solvable. By $\mathcal{X}$ we denote the matrix of this system. Assume that the matrix is degenerate, then there exists a nontrivial vector $(x, y) \in \mathbb{R}^2$ such that

$$(x, y) \mathcal{X} = 0,$$

where

$$(x, y) = \left( x_1 \ldots x_n, \ y_1 \ldots y_n \right).$$

Using the special form of the matrix $\mathcal{X}$, we get

$$O_x(a_j)P(a_j) + O_y(a_j)Q^{(t)}(a_j) = 0$$

and

$$O_x(b_j)P(b_j) + O_y(b_j)Q^{(t)}(b_j) = 0,$$

where

$$O_x(z) = \sum_{k=1}^{n} x_k O^{(k)}(z), \quad O_y(z) = \sum_{k=1}^{n} y_k O^{(k)}(z)$$

are polynomials of degree at most $n - 1$.

Let $T_1(z) = \prod_{j=1}^{n} (z-a_j)(z-b_j)$, that is, $T(z) = zT_1(z)$. Since $O_x(z)P(z) + O_y(z)Q^{(t)}(z)$ is a polynomial of degree at most $n$, (4.17) means that it is collinear to $T_1(z)$,

$$O_x(z)P(z) + O_y(z)Q^{(t)}(z) = CT_1(z).$$

(4.18)

If $C = 0$, we have $(x, y) = 0$ and the theorem is proved. Alternatively, we can normalize $(x, y)$ such that $C = 1$. Consequently $O_y$ should be a monic polynomial in this normalization.
Denote by \( \{c_j^{(n+1)}\}_{j=1} \) the zeros of \( Q_\zeta(z) \). Recall that they are interlacing with \( \{c_j\}_{j=1}^n \), the zeros of \( P \). In particular, \( \{c_j^{(n+1)}\}_{j=1} \) are the zeros of \( Q^{(t)}(z) \) and \( \{c_j^{(1)}\}_{j=1}^{n+1}, c_{n+1}^{(1)} = 0 \), are the zeros of \( Q(z) \).

By (4.18) we can restore \( O^x \) and \( O^y \) using the interpolation formulas

\[
O^x(z) = \sum_{j=1}^{n+1} \frac{Q^{(t)}(z)}{(Q^{(t)})'(c_j^{(t)}) (z - c_j^{(t)}) P(c_j^{(t)})},
\]

\[
O^y(z) = \sum_{j=1}^{n} \frac{P(z)}{P'(c_j^{(t)})(z - c_j^{(t)})} \frac{T_1(c_j^{(t)})}{Q^{(t)}(c_j^{(t)})}.
\]

The polynomial \( O^y \) is automatically of degree \( n-1 \), but \( \deg O^x = n-1 \) is equivalent to the statement that \( O^y \) is monic, see (4.18) with \( C = 1 \). Thus, if \( (x, y) \neq 0 \), then by (4.19),

\[
1 = \sum_{j=1}^{n} \frac{T_1(c_j^{(t)})}{P'(c_j^{(t)})Q^{(t)}(c_j^{(t)})} = \sum_{j=1}^{n} \frac{T_1(c_j^{(t)})}{P'(c_j^{(t)})Q(c_j^{(t)})}.
\]

To finalize the proof, we will show that in fact

\[
1 < \sum_{j=1}^{n} \frac{T_1(c_j^{(t)})}{P'(c_j^{(t)})Q(c_j^{(t)})}.
\]

For a fixed \( \zeta \in \mathbb{R} \), consider

\[
\frac{T_1(z)}{P(z)Q_\zeta(z)} = \sum_{j=1}^{n} \frac{1}{z - c_j^{(t)}} \frac{T_1(c_j^{(t)})}{P'(c_j^{(t)})Q_\zeta(c_j^{(t)})} + \sum_{j=1}^{n+1} \frac{1}{z - c_j^{(t)} \zeta} \frac{T_1(c_j^{(t)\zeta})}{P(c_j^{(t)\zeta})Q'(c_j^{(t)\zeta})}.
\]

Multiplying by \( z \) and passing to the limit \( z \to \infty \), we get

\[
1 = \sum_{j=1}^{n} \frac{T_1(c_j^{(t)})}{P'(c_j^{(t)})Q(c_j^{(t)})} + \sum_{j=1}^{n+1} \frac{T_1(c_j^{(t)\zeta})}{P(c_j^{(t)\zeta})Q'(c_j^{(t)\zeta})}.
\]

Here, like in (4.20), we take into account that \( Q_\zeta(c_j^{(t)}) = Q(c_j^{(t)}) \). We set now

\[
\zeta = \frac{Q(a_n)}{P(a_n)}.
\]

In this case \( c_n^{(t)\zeta} = a_n \) and we have

\[
1 - \sum_{j=1}^{n} \frac{T_1(c_j^{(t)})}{P'(c_j^{(t)})Q(c_j^{(t)})} = \sum_{j=1}^{n} \frac{T_1(c_j^{(t)\zeta})}{P(c_j^{(t)\zeta})Q'(c_j^{(t)\zeta})},
\]

that is, in the RHS the last term, dealing with \( j = n+1 \), is vanishing. We point out, see the proof of Lemma 4.4, that each open gap \( (a_j, b_j) \) contains one of zeros of \( Q_\zeta \). That is, with a suitable enumeration, \( c_j^{(t)\zeta} \in (a_j, b_j), j = 1, \ldots, n \). By the interlacing property, \( P(c_j^{(t)\zeta})Q'(c_j^{(t)\zeta}) > 0 \) and in the gaps \( T_1(\lambda) < 0 \), for all \( \lambda \in (a_j, b_j) \). Thus the RHS in (4.22) is a sum of negative numbers, and (4.21) and simultaneously the theorem are proved. \( \square \)
5. The Abel Map. Conjecture

5.1. Parametrization of Reflectionless Operators by Divisors. Let

\[ \mathcal{M}(z) = -\left( \begin{array}{cc} -1/m_- & 1 \\ 1 & m_+ \end{array} \right)^{-1} = \frac{1}{m_+ + m_-} \left( \begin{array}{cc} m_+ m_- & -m_- \\ -m_- & -1 \end{array} \right), \]

where \( m_\pm \) were defined in Section 1.3. This is the Weyl \( \mathcal{M} \)-matrix: it is a matrix Herglotz function, with an integral representation

\[ \mathcal{M}(z) = B + \int \left( \frac{1}{\lambda - z} - \frac{\lambda}{\lambda^2 + 1} \right) d\rho(\lambda), \]

where \( B = B^* \) and \( \rho \) is a \( 2 \times 2 \) positive matrix-valued measure on \( \mathbb{R} \) (\( \mathcal{M} \) has no point mass at \( \infty \), due to the leading asymptotics of \( m_\pm \)). \( L_V \) is unitarily equivalent to the operator of multiplication by \( \lambda \) in \( L^2(\mathbb{R}, \mathbb{C}^2, d\rho(\lambda)) \). In particular, \( \text{tr} \mathcal{M} \) is a Herglotz function whose corresponding measure on \( \mathbb{R} \) is a maximal spectral measure for \( L_V \).

We use special notations for diagonal entries of the matrix function \( \mathcal{M}(z) \),

\[ R = -\frac{1}{m_- + m_+}, \quad R_1 = \frac{m_+ m_-}{m_- + m_+}. \]

They are Herglotz class functions in \( \mathbb{C}_+ \). With the symmetry \( \overline{R(z)} = R(z) \), \( \overline{R_1(z)} = R_1(z) \) they are well defined in \( \Omega \). For a continuous potential \( V \), the following asymptotic relation holds,

\[ R(z) = \frac{1}{2\sqrt{-z}} \left( 1 + \frac{V(0)}{2z} + o(|z|^{-1}) \right), \quad z \to -\infty. \]

The map

\[ \mathcal{B} : \mathcal{R}(\mathcal{E}) \to \mathcal{D}(\mathcal{E}), \quad V \mapsto D \]

is defined by the following construction.

For any \( V \in \mathcal{R}(\mathcal{E}) \), \( R(z) \) is the full-line resolvent function. It can be restored by its arguments on the real axis (up to a positive multiplier). Due to (5.3), \( R(z) \) takes purely imaginary boundary values on \( \mathcal{E} \). In gaps it is real valued. Since \( R \) is holomorphic and strictly increasing on gaps, there exist \( \lambda_j \in [a_j, b_j] \) such that \( R < 0 \) on \( (a_j, \lambda_j) \) and \( R > 0 \) on \( (\lambda_j, b_j) \). Note that in particular, we have \( \lambda_j = b_j \) if \( R < 0 \) in the gap and \( \lambda_j = a_j \) if \( R > 0 \) in it. Finally, since \( \sigma(L_V) \subset \mathbb{R}_+ \), \( R(\lambda) > 0 \) on the negative half axis. Thus the argument of the function is completely defined (for a.e. \( \lambda \in \mathbb{R} \)). Having in mind the leading term in the asymptotic (5.3), we get

\[ R(z) = \frac{1}{2\sqrt{-z}} \prod_{j=1}^{\infty} \frac{(z - \lambda_j)}{\sqrt{(z - a_j)(z - b_j)}}, \]

Note that \( R \) and \( R_1 \) are holomorphic functions in \( \Omega = \mathbb{C} \setminus \mathcal{E} \). Since

\[ m_+ + m_- = -\frac{1}{R} \quad \text{and} \quad R_1 = -Rm_+m_- \]
if $\lambda_j \in (a_j, b_j)$, then $\lambda_j$ is a pole of exactly one of the functions $m_{\pm}$, which determines the coordinate $\epsilon_j \in \{-1, +1\}$.

In summary, we get the map $\mathcal{B}$ as follows: to any reflectionless $V$ corresponds the Dirichlet data $D = \{(\lambda_j, \epsilon_j)\}_{j=1}^{\infty} \in \prod_{j=1}^{\infty} I_j$ with each $I_j$ a topological circle, see Definition 2.1.

Our specific constraints (1.1), (1.2) on the set $E$ allow us to show that the divisor uniquely determines the $m$-functions (and therefore the potential $V$).

**Lemma 5.1.** If the set $E$ is of the form (1.1), (1.2), the functions $m_{\pm}$ are uniquely determined by $D = \{(\lambda_j, \epsilon_j)\}_{j=1}^{\infty} \in D(E)$ by

$$m_{\pm}(z) = -\frac{1}{2R_D(z)} \pm \sum_{j: \lambda_j \in (a_j, b_j)} \frac{\epsilon_j}{2R_D'(\lambda_j)} \frac{1}{\lambda_j - z},$$

(5.5)

where $R_D = R$ is given by (5.4).

**Proof.** Since $m_+ + m_- = -1/R$, this is a question of splitting the Herglotz function $-1/R$ into two, which can be done by splitting the measure $\sigma$ in its Herglotz representation,

$$-\frac{1}{R(z)} = \beta + \int \left( \frac{1}{\lambda - z} - \frac{\lambda}{1 + \lambda^2} \right) d\sigma(\lambda)$$

(by (5.4), there is no point mass at $\infty$). Note that a priori the origin is the only possible support for the singular component of the measure $\sigma$ on $E$.

On $\mathbb{R} \setminus E$, the measure $\sigma$ can only have isolated point masses. The function $-1/R$ has simple poles precisely at $\lambda_j \in (a_j, b_j)$ with residues $\sigma(\{\lambda_j\}) = 1/R'(\lambda_j)$. Note that

$$\sum_{j: \lambda_j \in (a_j, b_j)} \frac{1}{R'(\lambda_j)} \leq \sigma([0, b_1]) < \infty.$$  

(5.6)

For any interval $[c, d] \subset (b_{k+1}, a_k)$, by (5.4), $-1/R$ is uniformly bounded on the rectangle $[c, d] \times (0, 1]$, so $\sigma$ is purely absolutely continuous there. At any endpoint $x_* \in \{a_k, b_k \mid k \in \mathbb{N}\}$, by (5.4), $R(z) = O(|z - x_*|^{-1/2})$ as $z \to x_*$, so $\sigma(\{x_*\}) = 0$. Finally, since $R$ is strictly positive and increasing on $(-\infty, 0)$,

$$\lim_{\lambda \uparrow 0} (-1/R(\lambda)) = \sup_{\lambda \in (-\infty, 0)} (-1/R(\lambda)) \in (-\infty, 0],$$

so

$$\sigma(\{0\}) = \lim_{\lambda \uparrow 0} \left( -\frac{\lambda}{R(\lambda)} \right) = 0.$$

By the reflectionless condition (1.5), the absolutely continuous part of $\sigma$ must be split equally between $m_{\pm}$, and the poles of $-1/R$ at $\lambda_j \in (a_j, b_j)$ must go completely to $m_{\epsilon_j}$. Since $\sigma$ has no singular part on $E$, this describes
the split up to an additive real constant:

\[ m_{\pm}(z) = \pm c - \frac{1}{2R_D(z)} \pm \sum_{j: \lambda_j \in (a_j, b_j)} \frac{\epsilon_j}{2R_D'(\lambda_j)} \frac{1}{\lambda_j - z} \tag{5.7} \]

for some \( c \in \mathbb{R} \). Note that

\[ m_{+}(z) - m_{-}(z) = 2c + \sum_{j: \lambda_j \in (a_j, b_j)} \frac{\epsilon_j}{R_D'(\lambda_j)} \frac{1}{\lambda_j - z} \to 2c \]

as \( z \to -\infty \), by dominated convergence justified due to (5.6). However, \( m_{\pm}(z) = -\sqrt{-z} + o(1) \) as \( z \to -\infty \) by a result of Atkinson, which implies \( c = 0 \) and proves (5.5). If we assume from the start that \( V \) is continuous, we can replace this by the more precise

\[ m_{\pm}(z) = -\sqrt{-z} - \frac{V(0)}{2\sqrt{-z}} + o(|z|^{-1/2}). \tag{5.8} \]

Thus, the divisor \( D \) uniquely determines the Weyl functions \( m_{\pm} \), and by the Borg–Marchenko theorem, they uniquely determine the restrictions of \( V \) to \((0, \pm \infty)\). Conversely, for any divisor \( D \), the formulas (5.5) determine a reflectionless pair \( m_{\pm} \) such that \( M \) given by (5.2) has spectrum \( E \). Since \( E \) contains a half-line, this is in the Kotani–Marchenko class, and there exists a potential \( V \) corresponding to the reflectionless pair \( m_{\pm} \). Thus, for a divisor \( D \), let us denote by \( V_D \) the unique potential in \( R(E) \) corresponding to the divisor \( D \).

Note that the leading behaviors of \( m_{\pm} \) imply

\[ R_1 = -\frac{1}{2} \sqrt{-z} - \frac{V(0)}{4\sqrt{-z}} + o(|z|^{-1/2}), \quad z \to -\infty. \]

In particular, \( R_1(z) \to -\infty \) as \( z \to -\infty \).

5.2. The Abel Map and Canonical Products. Weyl-Titchmarsh Functions in Terms of Canonical Products. The complex Green function \( \Phi_{z_0} \) is defined by

\[ |\Phi_{z_0}(z)| = e^{-G_{\Omega}(z, z_0)}, \quad \Phi_{z_0}(-1) > 0. \]

This uniquely determines the character-automorphic function \( \Phi_{z_0} \). Due to the regularity of the domain \( \Omega = \mathbb{C} \setminus E \) and symmetry, this phase normalization gives, for \( \lambda \in (0, \infty) \setminus E \),

\[ \lim_{z \to -\infty} \Phi_{\lambda}(z) = 1. \tag{5.9} \]

Note that on the universal covering \( \Phi_{z_0} \) represents a Blaschke product and vice versa a Blaschke product constructed with zeros along the orbit \( \{\gamma(\zeta_0)\}_{\gamma \in \Gamma}, \zeta_0 \in \mathbb{D} \), is a complex Green function w.r.t. \( z_0 = \Lambda(\zeta_0) \).

As before, \( \omega(F, z_0) \) denotes the harmonic measure of the set \( F \subset E \) computed at \( z_0 \in \Omega \). For \( \lambda_j \in (a_j, b_j) \), \( \Phi_{\lambda_j}(z) \) can be represented by means of a conformal mapping on the following comb domain.
Proposition 5.2 (see e.g. [15]). Let $\omega_k^{\lambda_j} = \omega(E_k, \lambda_j)$. There exists a system of heights $\{h_k^{\lambda_j}\}_{k \geq 0, k \neq j}$ such that $\Phi_{\lambda_j}(z) = e^{i\theta_{\lambda_j}(z)}$, $z \in \mathbb{C}_+$, and $\theta_{\lambda_j}$ is the conformal mapping onto the half-strip

$$\{w = u + iv, v > 0, u \in (\pi \omega_j^{\lambda_j} - 1, \pi \omega_j^{\lambda_j})\}$$

with the system of slits

$$\cup_{k > j}\{\pi \omega_k^{\lambda_j} + iv, v \leq h_k^{\lambda_j}\} \cup_{k < j}\{\pi (\omega_k^{\lambda_j} - 1) + iv, v \leq h_k^{\lambda_j}\} \cup \{iv, v \leq h_0^{\lambda_j}\}.$$

In this conformal mapping, the last slit corresponds to the negative half-axis, that is, $\theta_{\lambda_j}(\infty) = -0$ and $\theta_{\lambda_j}(0) = +0$; and the third normalization condition is $\theta_{\lambda_j}(\lambda_j) = \infty$.

According to this statement for the generators $\{\gamma_k\}$ of $\pi_1(\Omega)$, we have

$$\Phi_{\lambda_j} \circ \gamma_k = e^{2\pi i \omega_k^{\lambda_j}} \Phi_{\lambda_j}. \tag{5.10}$$

Respectively, an alternative definition (to Definition 2.3) of the Abel map can be given in terms of characters corresponding to the following canonical products.

Lemma 5.3. For an arbitrary divisor $D \in \mathcal{D}(E)$, we define the canonical product $L_D$ as follows,

$$L_D(z) = \left( \prod_{j \geq 1} \frac{(z - \lambda_j)}{(z - b_j) \Phi_{\lambda_j}(z)} \right)^{\frac{1}{2}} \prod_{j \geq 1} \Phi_{\lambda_j}(z)^{\frac{1+\epsilon_j}{2}}, \tag{5.11}$$

where we take the branches of square roots so that $L_D > 0$ on $(-\infty, 0)$. Then the character of $L_D$ is $A(D)$.

Proof. The convergence of the product as well as of each sum in the definition (2.1) follows from the Widom condition (1.3). It remains, using (5.10), to compute the character of each factor in the canonical product. \qed

Our goal in this subsection is to get a representation for the Weyl-Titchmarsh functions in terms of canonical products, see Theorem 5.7. Essentially, its proof is based on the following theorem.

Theorem 5.4 ([15, Theorem D]). Let $E$ be a Dirichlet regular Widom set and $f$ a meromorphic function on $\Omega$ with $\text{Im} f(z) \geq 0$ for $z \in \mathbb{C}_+$ and $\overline{f(\bar{z})} = f(z)$. If the poles of $f$ satisfy the condition

$$\sum_{\lambda : f(\lambda) = \infty} G(\lambda, -1) < \infty,$$

then $f$ is of bounded characteristic and its inner factor is a quotient of Blaschke products (i.e., $f$ has no singular inner factor).
Note that due to this theorem, (5.11) is the outer-inner decomposition for the product $L_D$.

According to the previous subsection, $D \in D(E)$ one-to-one corresponds to $V \in R(E)$. Respectively, the associated Weyl-Titchmarsh functions depend on $D$, compare (5.5), but to simplify notation for a moment we drop the index $D$ and write $m_\pm$.

Due to monotonicity, $\lim_{\lambda \to -0} m_+(\lambda)$ exists and we denote this value by $m_+(0)$. Let
\[
n_+(z) = m_+(z) - m_+(0).
\]
(5.12)

Note that $n_+(\lambda) \leq 0$ on the negative half-axis. We define $n_-(z)$ via the reflectionless property:
\[
n_-(\lambda) = -n_+(-\lambda) = m_-(\lambda) + m_+(0), \quad \lambda \in E.
\]
Note that as before
\[
n_+(z) + n_-(z) = -\frac{1}{R(z)}.
\]
(5.13)

In particular this means that $n_-(0)$, which we define via the limit on $\mathbb{R}_-$, is negative. By monotonicity, $n_-(\lambda) \leq 0$ for $\lambda \in \mathbb{R}_-$. So, the adjoint second function is
\[
\tilde{R}_1(z) = \frac{n_+(z)n_-(z)}{n_+(z) + n_-(z)} = \frac{(m_+(z) - m_+(0))(m_-(z) + m_+(0))}{m_+(z) + m_-(z)}.
\]
(5.14)

Due to our construction, $\tilde{R}_1(\lambda) \leq 0$ for $\lambda \in \mathbb{R}_-$. Similarly to (5.4), there is a collection $\{\lambda_j^{(1)}\}_{j \geq 1}$, $\lambda_j \in [a_j, b_j]$ such that
\[
\tilde{R}_1(z) = -\sqrt{-z} \prod_{j \geq 1} \frac{z - \lambda_j^{(1)}}{\sqrt{(z - a_j)(z - b_j)}}.
\]
(5.15)

Moreover we can introduce a divisor $D_1 = \{(\lambda_j^{(1)}, \epsilon_j^{(1)})\}$ such that $\epsilon_j^{(1)} = \pm 1$ if and only if $\lambda_j^{(1)}$ is a zero of $n_\pm$.

**Lemma 5.5.** In terms of $D$ and $D_1$ defined above, the intermediate function $n_+$ admits the following representation,
\[
n_+(z) = -\sqrt{-z} \frac{L_{D_1}(z)}{L_D(z)}.
\]
(5.16)

**Proof.** Due to (5.4), (5.13), (5.14), and (5.15), we have
\[
n_+(z)n_-(z) = -z \prod_{j \geq 1} \frac{z - \lambda_j^{(1)}}{z - \lambda_j}.
\]

We can use Theorem 5.4. Since $|n_+(\lambda)| = |n_-(\lambda)|$, $\lambda \in E$, the outer parts of both functions coincide. Since the inner parts are the ratio of Blaschke products, they can be recovered up to unimodular constants from $\epsilon_j$ and $\epsilon_j^{(1)}$. The unimodular constants are uniquely defined by the signs of $n_\pm$ on the negative half-axis. As a result we get (5.16). \qed
The remaining parameter \( m_+(0) \) can be found from the asymptotics at infinity. Let us mention that all involved functions in fact are holomorphic (or at most have a pole) at infinity with respect to the local parameter \( \tau \), \( \tau^2 = 1/z \).

**Lemma 5.6.** Let

\[
Q_1(D) = \sum_j \left( \frac{a_j + b_j}{2} - \lambda_j \right)
\]  

and

\[
Q_2(D) = \sum_{j \geq 1} M(\lambda_j)e_j, \quad M(z) = \text{Im} \Theta(z).
\]

Then

\[
R_D(z) = \frac{1}{2\sqrt{-z}} \left( 1 + \frac{Q_1(D)}{z} + O\left( \frac{1}{z^2} \right) \right), \quad z \to -\infty
\]

and

\[
L_D(z) = 1 - \frac{Q_2(D)}{\sqrt{-z}} + \frac{Q_1(D) - Q_1(D_0) - Q_2(D)^2}{2z} + O(z^{-3/2}).
\]

Recall \( D_0 = \{b_j\}_{j \geq 1} \).

**Proof.** The first relation (5.19) is well known.

For an arbitrary \( \lambda_* \in \mathbb{R}^+ \setminus \mathbb{E} \), passing to the local coordinate \( z = 1/\tau^2 \) we have an analytic function

\[
\phi(\tau) = \Phi_{\lambda_*}(1/\tau^2)
\]

in a certain vicinity of the origin. Due to our normalization \( \phi(0) = 1 \), therefore \( \log \phi(\tau) \) is well defined and possesses a power series expansion

\[
\log \phi(\epsilon) = C_1\epsilon + C_2\epsilon^2 + C_3\epsilon^3 + \ldots
\]

Finally, we note that \( \Phi(\epsilon) \) is real valued on the negative half-axis and

\[
|\Phi(\lambda \pm i0)| = 1 \quad \text{for} \quad \lambda > b_1.
\]

This implies the symmetry property \( \phi(-\tau) = 1/\phi(\tau) \). Consequently, in (5.21) all even coefficients vanish, \( C_{2n} = 0 \). In particular, we get

\[
\Phi_{\lambda_*}(z) = 1 + \frac{C_1}{\sqrt{z}} + \frac{C_2}{2z} + O\left( \frac{1}{\sqrt{z^3}} \right), \quad z \to \infty.
\]

Now we will obtain a representation for \( C_1 \) in terms of special functions associated with the domain \( \Omega \). For \( \lambda_* \in (a_j, b_j) \) and \( \lambda \in \mathbb{R}_- \), we have

\[
G_\Omega(\lambda, \lambda_*) = \text{Re} \int_{a_j}^{\lambda_*} \frac{R_{D_{c(\lambda)}}(t)}{t - \lambda} d\lambda.
\]

with a suitable divisor \( D_{c(\lambda)} = \{(c_j(\lambda), 1)\}_{j \geq 1} \). We will use that uniformly

\[
(t - \lambda)R_{D_{c(\lambda)}}(\lambda) = \frac{\sqrt{-\lambda}}{2} + o(\ldots), \quad \lambda \to -\infty.
\]
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Since $D_{c(\lambda)} \to D_c$, where $D_c$ is the divisor of critical points of the Martin function $\text{Im} \, \Theta$, we get the asymptotics

$$G_{\Omega}(\lambda, \lambda_*) = \frac{2}{\sqrt{-\lambda}} \int_{a_j}^{\lambda_*} R_{D_c}(t) dt + o(...) = \frac{2}{\sqrt{-\lambda}} M(\lambda_*) + o(...) \quad \lambda \to -\infty.$$  

By the Widom condition, an arbitrary product

$$\Phi(z) = \prod_{j \in I} \Phi_{\lambda_j}(z)$$

is convergent for an arbitrary collection of indexes $I$. Moreover an arbitrary open arc $\Lambda^{-1}((b_1, \infty))$ is free of accumulation points of zeros of this product. It is well known, see e.g. [12, Chap. II, Theorem 6.1], that $\Phi(\Lambda(\zeta))$ is analytic on all these arcs. Let

$$\Phi_D(z) = \prod_{j \geq 1} \Phi_{\lambda_j}(z) = \prod_{j \xi_j = 1} \Phi_{\lambda_j}(z) \prod_{j \xi_j = -1} \Phi_{\lambda_j}(z).$$

Then for this ratio of Blaschke products we get

$$\Phi_D(z) = 1 + \frac{C_1(D)}{\sqrt{z}} + \frac{C_1(D)^2}{2z} + O \left( \frac{1}{\sqrt{z^3}} \right), \quad z \to \infty$$

with

$$C_1(D) = 2iQ_2(D).$$

Finally, we have

$$L_D(z) = \left\{ \prod_{j \geq 1} \frac{z - \lambda_j}{z - b_j} \Phi_D(z) \right\}^{1/2}$$

$$= \left( 1 + \frac{Q_1(D) - Q_1(D_0)}{2z} + O(z^{-2}) \right) \left( 1 - \frac{2Q_2(D)}{\sqrt{-z}} - \frac{4Q_2(D)^2}{2z} + O(z^{-3/2}) \right)^{1/2}$$

$$= \left( 1 + \frac{Q_1(D) - Q_1(D_0)}{2z} + O(z^{-2}) \right) \left( 1 - \frac{Q_2(D)}{\sqrt{-z}} - \frac{Q_2(D)^2}{2z} + O(z^{-3/2}) \right)$$

$$= 1 - \frac{Q_2(D)}{\sqrt{-z}} + \frac{Q_1(D) - Q_1(D_0) - Q_2(D)^2}{2z} + O(z^{-3/2}),$$

which establishes (5.20).

**Theorem 5.7.** Let $m_+ = (m_D)_+$ be the Weyl-Titchmarsh function defined by a divisor $D$. Let the divisor $D_1$ be associated to this function by (5.16). Then

$$m_+(z) = Q_2(D) - Q_2(D_1) - \sqrt{-z} \frac{L_D(z)}{L_{D_1}(z)}.$$  

(5.22)

**Proof.** Recall that $m_+(z)$ is fixed by its asymptotics at infinity (5.8). Using (5.20) and (5.16) we get a correction constant $m_+(0)$ in (5.12) and respectively have (5.22).
The Hardy Subspace $\mathcal{H}^2_D$ Generated by $(m_D)_+$. The Hardy space $\mathcal{H}^2_D(\alpha)$ is defined as the collection of character-automorphic functions $f$ with the character $\alpha$ such that $|f(z)|^2$ possesses a harmonic majorant, i.e.,

$$|f(z)|^2 \leq u(z)$$

with a certain harmonic function $u(z)$ in $\Omega$.

For Widom domains an equivalent definition is the following: $f \in \mathcal{H}^2_D(\alpha)$ if

a) $f$ is character automorphic, $f \circ \gamma = e^{2\pi i \alpha(\gamma)} f$, $\gamma \in \pi_1(\Omega)$,

b) $f$ is of Smirnov class, $f \in \mathcal{N}_+(\Omega)$,

c) the boundary values of $f$ are square-integrable with respect to the harmonic measure in the domain,

$$\|f\|^2_{\mathcal{H}^2_D(\alpha)} = \int_\Omega (|f(\lambda+i0)|^2 + |f(\lambda-i0)|^2) \omega(d\lambda, -1) < \infty.$$  (5.23)

However, one can substitute the harmonic measure in (5.23) by an arbitrary measure $\sigma$ that is of Szegő class in the following sense.

**Proposition 5.8.** Let $d\sigma = |\varphi|^2 d\omega(d\lambda, -1)$, where $\varphi$ is an outer character automorphic function with the character $\alpha_{\varphi}$. If $f$ obeys a), b) and

$$\int_\Omega (|f(\lambda+i0)|^2 + |f(\lambda-i0)|^2) d\sigma < \infty,$$  (5.24)

then $\varphi f \in \mathcal{H}^2_D(\alpha + \alpha_{\varphi})$. Conversely, if we define

$$\mathcal{H}^2_D(\alpha) = \{f \in \mathcal{N}_+(\Omega), \ f \circ \gamma = e^{2\pi i \alpha(\gamma)} f, \ (5.24) \ holds\},$$

then $f \in \mathcal{H}^2_D(\alpha)$ implies $f/\varphi \in \mathcal{H}^2_D(\alpha - \alpha_{\varphi})$ and

$$\|f/\varphi\|_{\mathcal{H}^2_D(\alpha - \alpha_{\varphi})} = \|f\|_{\mathcal{H}^2_D(\alpha)}$$

with the norm defined by the integral (5.24).

Since the divisor $D_0 = \{b_j\}_{j \geq 1}$ plays a special role in our construction, we will work with the following system of Hardy spaces.

**Definition 5.9.** We use the special notation $\hat{\mathcal{H}}^2_D(\alpha)$ for the Hardy space $\mathcal{H}^2_D$ with the following measure,

$$2\pi d\sigma = |R_{D_0}(\lambda)| d\lambda = \prod_{j \geq 1} \frac{\lambda - b_j}{\lambda - a_j} d\lambda, \quad \lambda \in \mathbb{E}.$$  (5.25)

Theorem 5.4 implies that this measure belongs to the Szegő class.

We will associate a Hardy space $\mathcal{H}^2_D$ to an arbitrary divisor $D$ such that $D \not\in \mathcal{D}_0(\mathbb{E})$. We note that the collection $\mathcal{D}_0(\mathbb{E})$, see (2.6), describes all divisors $D$ for which $R_D$ contains a singular component in its integral representation. In other words, the associated 1-D Schrödinger operator has 0 as an eigenvalue.
Lemma 5.10. Assume that $\Omega$ is a regular domain of Widom type such that $E$ obeys $L_0$ (5.2). The associated Schrödinger operator $L_D$ has 0 as an eigenvalue if and only if $D \in \mathcal{D}_b(E)$.

Proof. The spectral properties of $L_D$ are encoded by the matrix measure (5.2). They in turn are given by measures associated to $R_D$ and $(R_D)_1$. Due to our permanent assumption (1.2), the origin is the only possible support of the singular component of these measures. Since $(R_D)_1$ is bounded in the origin, the only possible condition to have an eigenvalue is given by

$$\lim_{z \to 0} (-z) R_D(z) > 0.$$  

This in turn is equivalent to $L_0$.

As a result we get that as soon as $D \notin \mathcal{D}_b(E)$, the measure associated to $R_D$ is absolutely continuous.

Theorem 5.11. Let $D \notin \mathcal{D}_b(E)$. Then the relation

$$k_D(z, z_0) = L_D(z) \frac{(m_D)_+(z) - (m_D)_+(z_0)}{z - z_0} L_D(z_0)$$  

(5.26)

defines a reproducing kernel of a subspace of $\hat{H}^2(\alpha)$ with $\alpha = A(D)$.

Proof. Since $D$ is fixed we will leave this index implicit in $m_\pm(z)$. We use the following simple trick,

$$\frac{-\mathcal{M}^{-1}(z) + (\mathcal{M}(z)^{-1})^*}{z - \bar{z}} = \mathcal{M}^{-1}(z) \frac{\mathcal{M}(z) - \mathcal{M}(z)^*}{z - \bar{z}} (\mathcal{M}(z)^{-1})^*,$$  

(5.27)

where $\mathcal{M}$ is given by (5.1), This allows us to represent

$$\frac{m_+(z) - m_+(z)}{z - \bar{z}}$$

via an integral over $E$. Since $D \notin \mathcal{D}_b(E)$, the associated matrix measure $\rho$ (cf. (5.2)) is absolutely continuous and we have

$$\frac{\mathcal{M}(z) - \mathcal{M}(z)^*}{z - \bar{z}} = \int_E \frac{d\rho(\lambda)}{|\lambda - z|^2}, \quad d\rho(\lambda) = \frac{1}{2\pi i} (\mathcal{M}(\lambda) - \mathcal{M}(\lambda)^*) d\lambda.$$

Using reflectionlessness on $E$, we find

$$\frac{m_+(\lambda) + m_-(\lambda)}{2\pi |m_+(\lambda)|^2} 2\pi |\rho(\lambda)| = \left( \begin{array}{cc} 2|m_+(\lambda)|^2 & -m_+(\lambda) - m_+(\lambda) \\ -m_+(\lambda) - m_+(\lambda) & 2 \end{array} \right)$$

$$= \left( \begin{array}{cc} m_+(\lambda) & -1 \\ m_+(\lambda) & -1 \end{array} \right) \left( \begin{array}{cc} m_+(\lambda) & -1 \\ m_+(\lambda) & -1 \end{array} \right).$$

Thus,

$$\frac{m_+(z) - m_+(z)}{z - \bar{z}} = (1 + m_+(z)) \int_E \frac{d\rho(\lambda)}{|\lambda - z|^2} \left( \begin{array}{c} 1 \\ m_+(z) \end{array} \right)$$

$$= \int_E \frac{|m_+(\lambda) - m_+(z)|^2 + |m_+(\lambda) - m_+(z)|^2}{|\lambda - z|^2} \frac{i d\lambda}{2\pi (m_+(\lambda) + m_-(\lambda))}.$$
Now we note that
\[
\frac{m_+(\lambda) + m_-(\lambda)}{2} |L_D(\lambda)|^2 = 2\sqrt{\lambda} \prod_{j \geq 1} \frac{\sqrt{(\lambda - a_j)(\lambda - b_j)}}{\lambda - \lambda_j} \prod_{j \geq 1} \frac{\lambda - \lambda_j}{\lambda - b_j} = \frac{1}{|R_{D_0}(\lambda)|}.
\]

Thus, we arrive at the identity
\[
k_D(z, z) = L_D(z) \frac{m_+(z) - m_-(z)}{z - \bar{z}} L_D(z) = \frac{1}{2\pi} \int_E \left( |k_D(\lambda + i0, z)|^2 + |k_D(\lambda - i0, z)|^2 \right) |R_{D_0}(\lambda)| d\lambda.
\]

In the last expression we used the following observation. Due to our normalization, the canonical products $L_D, L_{D_1}$ are real on the negative half-axis. Therefore the limits of $L_D(z)$ from the top and bottom are related by $L_D(\lambda - i0) = \overline{L_D(\lambda + i0)}$.

From the very beginning we had a kernel $k_D(z, z_0)$, which is Hermit positive and holomorphic, consequently it generates a certain Hilbert space of holomorphic functions. Now we proved that the scalar product in this space can be treated as the scalar product in $L^2_{ds}$ with the chosen measure (5.25). Since all functions $k_D(z, z_0)$ are of Smirnov class and character automorphic with the character $\alpha = A(D)$, this Hilbert space is a subspace of $\hat{H}^2(\alpha)$. □

Due to (5.22) we have the following representation,
\[
k_D(z, z_0) = -\sqrt{z} L_{D_1}(z) \overline{L_D(z_0)} + \sqrt{\bar{z}_0} L_D(z) \overline{L_{D_1}(z_0)}.
\]

In what follows, the Hilbert space of character automorphic functions with the reproducing kernel $k_D$ is denoted $H^2_D$.

Let $D_* = \{(\lambda_j, -\epsilon_j)\}_{j \geq 1}$ for $D = \{(\lambda_j, \epsilon_j)\}_{j \geq 1}$. By pseudocotinuation we get
\[
(m_{D_1})_-(z) = Q_2(D_*) - Q_2((D_1)_*) = \sqrt{z} L_{D_1}(z) \overline{L_{D_1}(z)}.
\]

The following relation we call Wronskian identity.

**Lemma 5.12.** Let $D_1$ be associated to $D$ as in Lemma 5.5. Define
\[
\mathcal{L}_D(z) = \begin{pmatrix} \sqrt{z} L_{D_1}(z) & L_{D_1}(z) \\ -\sqrt{\bar{z}} L_{D_1}(z) & L_D(z) \end{pmatrix}.
\]

Then
\[
\det \mathcal{L}_D(z) = \frac{1}{R_{D_0}(z)}.
\]
Proof. We have
\[
\det L_D(z) = L_D(z)L_{D,\ast}(z) \det \begin{pmatrix} -(n_D)_-(z) & 1 \\ (n_D)_+ & 1 \end{pmatrix} = \frac{L_D(z)L_{D,\ast}(z)}{R_D(z)} = \frac{1}{\frac{1}{2\sqrt{-z}} \prod_{j \geq 1} \frac{z - \lambda_j}{\sqrt{(z - a_j)(z - b_j)}}} = \frac{1}{R_D_0(z)}.
\]
Here we used (5.16) in the first step, (5.13) in the second step, (5.4) and (5.11) in the third step, and again (5.4) with \(D = D_0\) in the final step. \(\square\)

We point out that due to this identity, the Wronskian determinant does not depend on \(D\).

**Proposition 5.13.** The composition map \(A \circ B : \mathcal{R}(E) \to \pi_1(\Omega)^*\) linearizes the space shift of a reflectionless potential, that is,
\[
A(B(V(x + x_0))) = \{\alpha_k - \eta_k x_0 \mod 1\}_{k \geq 1}
\]
as soon as \(B(V) \notin \mathcal{D}_b(E)\), in other words the spectrum of \(L_V\) is absolutely continuous.

Proof. In this setting, no modification is required for a word by word repetition of the arguments given in [7, Sect. 4]. Up to notations, our Proposition 5.13 is the same as Proposition 4.8 from [7]. \(\square\)

6. The Set \(\Xi\) of Singular Divisors. Theorem 2.6

6.1. The Easy Part. In this subsection we show that \(\Xi \supseteq A(\mathcal{D}_b(E))\).

**Lemma 6.1.** Let \(\Omega\) be of Widom type and \(E\) obey the condition (2.3). Let \(j\) be the character generated by the function \(\sqrt{-z}\). Then the Abel map is not one-to-one. Moreover if \(D \in \mathcal{D}(E)\) obeys
\[
\sum_{j \geq 1} \log \frac{\lambda_j}{a_j} < \infty, \tag{6.1}
\]
then the character \(A(D) + j\) possesses a non-unique representation.

Proof. The conditions (2.3) and (6.1) imply that the limit value \(R_D(0) < \infty\), where
\[
R_D(z) = \frac{1}{2\sqrt{b_1 - z}} e^{\int_{b_0}^{b_1} \chi_D(\lambda) \frac{d\lambda}{\sqrt{-z}}},
\]
\[
\chi_D(\lambda) = \begin{cases} 1/2, & \lambda \in E, \\ 0, & \lambda \in (\lambda_j, b_j), \ j \geq 1, \\ 1, & \lambda \in (a_j, \lambda_j), \ j \geq 1. \end{cases}
\]
Therefore
\[
-(m_D)_-(0) - (m_D)_+(0) = \frac{1}{R_D(0)} > 0.
\]
that is, \([\(m_D\)_+(0), -(m_D)_-(0)]\) is a proper interval. We fix an arbitrary internal \(\mu\) from this interval. We point out that \(\(n_D^\mu\)_+(\lambda) = (m_D)_+(\lambda) - \mu < 0, \quad (n_D^\mu)_-(\lambda) = (m_D)_-(\lambda) + \mu < 0\) on the negative half axis, while \((n_D^\mu)_+(z) + (n_D^\mu)_-(z) = -1/(R_D(z))\). The same arguments as in the proof of Lemma 5.5 show that
\[
(n_D^\mu)_+ = -\sqrt{-z} \frac{L_D^\mu(z)}{L_D(z)}
\]
with a certain \(D^\mu_1 \in \mathcal{D}(E)\). Moreover, since this divisor is defined via zeros of the functions \{\(n_D^\mu_+ z \pm \mu\}\}, different \(\mu\)'s produce different divisors \(D^\mu_1\). Since all such functions \((n_D^\mu)_+\) are single-valued in \(\Omega\), all products \(\{L_D^\mu\}\) correspond to the same character \(\mathcal{A}(D) + j\).

**Corollary 6.2.** Assume that \(\Omega\) is a regular domain of Widom type such that \(E\) obeys \((2.3)\). Then, \(\Xi \supseteq \mathcal{A}(D^b(E))\).

**Proof.** Using the notation from the proof of the previous lemma, note that \(D^\mu_1 \in D^b(E)\) means that \(\lim_{z \to 0} (-z) R_{D^\mu_1}(z) > 0\).

We have
\[
-\frac{1}{R_{D^\mu_1}(z)} = \frac{-z}{(n_D^\mu)_+(z)} + \frac{-z}{(n_D^\mu)_-(z)} = \frac{z}{(n_D^\mu)_+(z)(n_D^\mu)_-(z) R_D(z)}.
\]

That is,
\[
R_{D^\mu_1}(z) = -\frac{1}{z} (n_D^\mu)_+(z)(n_D^\mu)_-(z) R_D(z).
\]

Since both \((n_D^\mu)_+(0)\) and \((n_D^\mu)_-(0)\) are negative, we have that \(R_D(0) > 0\). The last expression means that for the given divisor \(D\), \((6.1)\) holds.

**6.2. Parametrization of the Defect Subspaces by Means of \(J\)-Contractive Matrix Functions.** We have proven that \(\mathcal{A}(D^b(E)) \subset \Xi\). For \(D \notin D^b(E)\) we introduced the Hardy space \(\mathcal{H}^2_D\) and proved that \(\mathcal{H}^2_D \subset \mathcal{H}^2(\alpha)\), where \(\mathcal{A}(D) = \alpha\). As soon as \(\alpha \in \Xi\), due to non-uniqueness, there should be \(D\) corresponding to this \(\alpha\) such that \(\mathcal{H}^2_D\) is a proper subset, see Corollary 6.8.

**Definition 6.3.** Let
\[
J = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}.
\]

A meromorphic in \(\mathbb{C}_+\) matrix function \(\mathfrak{A}(z)\) is called \(J\)-contractive if
\[
\frac{J - \mathfrak{A}(z) J \mathfrak{A}(z)^*}{z - \bar{z}} \geq 0.
\]

It is called \(J\)-inner if in addition
\[
J - \mathfrak{A}(\lambda) J \mathfrak{A}(\lambda)^* = 0 \quad \text{for a.e.} \quad \lambda \in \mathbb{R}.
\]
The multiplicative theory of such matrix functions was founded by V.P. Potapov, see [10]. For the case of entire $2 \times 2$-matrix functions, it was finalized by L. de Branges [4].

In this subsection we provide a certain characterization of the defect subspace $K_D = H^2(\alpha) \ominus H^2_D$ by $J$-contractive matrix functions. First we will show that $H^2_D$ possesses the following (de Branges spaces [4]) property. 

**Lemma 6.4.** If $f \in H^2_D$ and $f(z_0) = 0$, $z_0 \in \mathbb{C}_+$, then $g = \frac{z - z_0}{z - \bar{z}_0} f \in H^2_D$, moreover $\|f\| = \|g\|$. 

**Proof.** Since $D$ is fixed, we simplify notation to $m_+$. Let $\sigma_+$ be the measure that provides its integral representation. By this definition we have

$$
\frac{m_+(z) - m_+(w)}{z - w} = \int \frac{d\sigma_+(\lambda)}{(\lambda - z)(\lambda - w)} = \left\langle 1, \frac{1}{\lambda - z} \right\rangle_{L^2_{\sigma_+}}. 
$$

(6.2)

Now we prove that

$$(CF)(z) = L_D(z) \int \frac{F(\lambda)}{\lambda - z} d\sigma_+(\lambda)$$

is a unitary map from $L^2_{\sigma_+}$ on $H^2_D$. As usual we start with reproducing kernels and note that

$$C\left(\frac{1}{\lambda - w} L_D(w)\right)(z) = L_D(z) \frac{m_+(z) - m_+(w)}{z - w} L_D(w) = k_D(z, w).$$

By (6.2) the map is norm preserving. It is well defined on a dense set and has all reproducing kernels in the image. Thus it is unitary.

If $f = CF$, then $f(z_0) = 0$, $z_0 \in \mathbb{C}_+$, is equivalent to $F$ being orthogonal to $1/(\lambda - \bar{z}_0)$. For such $F$, we define

$$G(\lambda) = \frac{\lambda - \bar{z}_0}{\lambda - z_0} F(\lambda).$$

Note that $\|F\|_{L^2_{\sigma_+}} = \|G\|_{L^2_{\sigma_+}}$. At the same time for $z \neq z_0$ we get

$$(CG)(z) = L_D(z) \int \frac{\lambda - \bar{z}_0}{\lambda - z_0} \frac{F(\lambda)}{\lambda - z} d\sigma_+(\lambda)
= L_D(z) \int \left( \frac{z - \bar{z}_0}{z - z_0} \frac{1}{\lambda - z} + \frac{z_0 - \bar{z}_0}{z_0 - z} \frac{1}{\lambda - z_0} \right) F(\lambda) d\sigma_+(\lambda).$$

Due to the orthogonality of $F$ to $1/(\lambda - \bar{z}_0)$, we have

$$(CG)(z) = \frac{z - \bar{z}_0}{z - z_0} (CF)(z) = \frac{z - \bar{z}_0}{z - z_0} f(z) = g(z),$$

and by analyticity the same holds for $z = z_0$. By its definition, $CG \in H^2_D$, and by unitarity, $\|CG\| = \|CF\|$. □

Recall that $\Phi_{z_0}(\infty) = 1$ for an arbitrary $z_0 \in \Omega$. Therefore

$$v = v_{z_0}(z) = \frac{z - z_0}{z - \bar{z}_0} = \frac{\Phi_{z_0}(z)}{\Phi_{z_0}(\bar{z}_0)}. \quad (6.3)$$
In particular, this implies that the characters of both complex Green functions are the same and we denote this character by $\beta_0 = \beta_{z_0}$.

By a unitary node \cite{1} we mean a unitary operator $U$ acting from $E_1 \oplus K$ to $E_2 \oplus K$. The Hilbert space $K$ is called the state space and the Euclidean spaces $E_1, E_2$ are called coefficient spaces.

Lemma 6.5. Let $\hat{k}_{z_0}^\alpha$ be the reproducing kernel of $\hat{H}^2(\alpha)$. Multiplication by $1/v$ in the decomposition

$$\frac{1}{v} : \left\{ \frac{\hat{k}_{z_0}^\alpha + \beta_0}{\Phi_{z_0}} \right\} \oplus \mathcal{K}_D \oplus \{(k_D)_{z_0}\} \rightarrow \left\{ \frac{\hat{k}_{z_0}^\alpha + \beta_0}{\Phi_{z_0}} \right\} \oplus \mathcal{K}_D \oplus \{(k_D)_{z_0}\}$$

(6.4)

forms a unitary node with the state space $\mathcal{K}_D$.

Proof. According to (6.3), it is evident that the following multiplication operator is unitary,

$$\frac{1}{v} : \frac{1}{\Phi_{z_0}} \hat{H}^2(\alpha + \beta_0) \rightarrow \frac{1}{\Phi_{z_0}} \hat{H}^2(\alpha + \beta_0).$$

Since

$$\frac{1}{\Phi_{z_0}} \hat{H}^2(\alpha + \beta_0) = \left\{ \frac{\hat{k}_{z_0}^\alpha + \beta_0}{\Phi_{z_0}} \right\} \oplus \hat{H}^2(\alpha)$$

and

$$\frac{1}{\Phi_{z_0}} \hat{H}^2(\alpha + \beta_0) = \left\{ \frac{\hat{k}_{z_0}^\alpha + \beta_0}{\Phi_{z_0}} \right\} \oplus \hat{H}^2(\alpha),$$

we have a unitary node

$$\frac{1}{v} : \left\{ \frac{\hat{k}_{z_0}^\alpha + \beta_0}{\Phi_{z_0}} \right\} \oplus \hat{H}^2(\alpha) \rightarrow \left\{ \frac{\hat{k}_{z_0}^\alpha + \beta_0}{\Phi_{z_0}} \right\} \oplus \hat{H}^2(\alpha).$$

By definition $\hat{H}^2(\alpha) = \mathcal{K}_D \oplus \hat{H}^2_D$. Let

$$(\hat{H}^2_D)_{z_0} = \{ f \in \hat{H}^2_D : f(z_0) = 0 \}.$$ 

In these notations $1/v$ acts unitarily from

$$\left\{ \frac{\hat{k}_{z_0}^\alpha + \beta_0}{\Phi_{z_0}} \right\} \oplus \mathcal{K}_D \oplus \{(k_D)_{z_0}\} \oplus (\hat{H}^2_D)_{z_0}$$

to

$$\left\{ \frac{\hat{k}_{z_0}^\alpha + \beta_0}{\Phi_{z_0}} \right\} \oplus \mathcal{K}_D \oplus \{(k_D)_{z_0}\} \oplus (\hat{H}^2_D)_{z_0}.$$ 

By Lemma 6.4 the multiplication by $1/v$ acts unitarily in the last two components of these decompositions. Therefore it acts unitarily in their orthogonal complements and we have (6.4). \qed

We are now in a position to prove the main result of this section.
Theorem 6.6. Let \( \hat{D} = \hat{D}(\alpha) \) be the divisor that corresponds to the space \( \mathcal{H}^2(\alpha) \). Assume that \( D \neq \hat{D} \), but \( \mathcal{A}(D) = \alpha \). Then the following relation uniquely defines a \( J \)-contractive matrix function \( \mathcal{A}(z) \),

\[
L_D \mathcal{A}_D(z) = L_D(z),
\]

which is entire with respect to \( 1/z \).

Proof. Theorem 4.7 from [2] can be word-by-word adapted to the current situation (mainly according to Lemma 6.5). Since \( \Omega \) does not obey DCT, we cannot use [2, Lemma 4.8]. But the set \( E \) is a system of intervals that accumulates to the origin only. For this reason, classical complex analysis methods can be used to show that \( \mathcal{A}_D(z) \) is analytic on the open spectral intervals (see the symmetry property (c) [2, Theorem 4.7]), and then that all possible isolated singularities at the end points \( a_j, b_j, j \geq 1 \), are removable. Since the matrix is also analytic at infinity, the only possible singularity is the origin. Thus \( \mathcal{A}_D(z) \) is entire w.r.t. \( 1/z \). \( \square \)

6.3. The Hard Part. For \( E \) with a minimal violation of DCT, we get that \( \mathcal{A}_D(z) \) is a polynomial with respect to \( 1/z \).

Theorem 6.7 (Potapov [10]). Assume that \( \mathcal{A} \) is a \( J \)-inner (contractive in the upper half-plane) matrix-function that is a polynomial w.r.t. \( 1/z \). Then \( \mathcal{A}(z) \) admits the following product representation,

\[
\mathcal{A}(z) = \mathcal{A}(\infty) \prod_{j=1}^{n} \mathcal{A}_j(z), \quad \mathcal{A}_j(z) = \left( I - \frac{1}{z} \mathcal{E}_j J \right),
\]

where \( \mathcal{E}_j \geq 0 \) and \( (\mathcal{E}_j, J)^2 = 0 \). In other words, the matrices \( \mathcal{E}_j \) are of the form

\[
\mathcal{E}_j = \rho_j \begin{pmatrix} \cos \varphi_j & \sin \varphi_j \\ \sin \varphi_j & -\cos \varphi_j \end{pmatrix}, \quad \varphi_j \in \mathbb{R}, \quad \rho_j > 0.
\]

Note that

\[
\frac{J - \mathcal{A}_j(z) J \mathcal{A}_j(z)^*}{z - \bar{z}} = \frac{1}{|z|^2} \mathcal{E}_j \geq 0,
\]

that is, every such product represents a \( J \)-inner polynomial. We choose the shortest such factorization, i.e., the consecutive \( \varphi_j \) are distinct: otherwise two consecutive terms can be combined into one factor.

Corollary 6.8. Assume that \( \mathcal{A}_D(z) = \text{const.} \). Then, \( \hat{D} = D \).

Proof. This constant is necessarily of the form

\[
\mathcal{A}_D(z) = \begin{pmatrix} 1 & 0 \\ h_D & 1 \end{pmatrix}.
\]

In the bottom row we have

\[
\lim_{z \to 0} \begin{pmatrix} (n_{\hat{D}})^+(z) & 1 \\ h_D & 1 \end{pmatrix} \begin{pmatrix} 1 & 0 \\ h_D & 1 \end{pmatrix} = \lim_{z \to 0} \frac{L_D(z)}{L_D(z)} \begin{pmatrix} (n_D)^+(z) & 1 \\ h_D & 1 \end{pmatrix}.
\]
Therefore,
\[ \lim_{z \to 0} \frac{L_D(z)}{L_\hat{D}(z)} = 1. \]
By definition, \((n_D)_+(0) = (n_D)_+(0) = 0. \) Thus \( h_D = 0, \) \( L_D = L_\hat{D}, \) and consequently \( \hat{D} = D. \)

Lemma 6.9. \( D \in \mathcal{D}_b(E) \) if and only if \( n_\pm \) have asymptotic behavior
\[
\begin{align*}
n_+(z) &= \sigma_+ z + o(|z|), & z \uparrow 0 \quad (6.7) \\
n_-(z) &= \sigma_- z + o(|z|), & z \uparrow 0 \quad (6.8)
\end{align*}
\]
for some \( \sigma_+, \sigma_- > 0. \)

Proof. \( D \in \mathcal{D}_b(E) \) if and only if \( R \) has a pure point at 0. Denote its weight by \( \sigma_0 > 0. \) The point mass can be recovered as \( \sigma_0 = \lim_{z \uparrow 0} (-z)R(z), \) so \( D \in \mathcal{D}_b(E) \) is equivalent to the claim that \( R \) has asymptotic behavior
\[
(6.9)
\]
for some finite \( \sigma_0 > 0. \)

Adding together (6.7), (6.8) gives (6.9). Conversely, assume \( D \in \mathcal{D}_b(E). \) Then \( -R(z)^{-1} \to 0 \) as \( z \uparrow 0 \) implies \( n_-(0) = 0. \)

By the Herglotz representation for \( n_+, \)
\[ n_+(z) = n_+(-1) + \int_{[0, \infty)} \left( \frac{1}{\lambda - z} - \frac{1}{\lambda + 1} \right) d\nu_+(\lambda). \]
By monotone convergence,
\[ 0 = \lim_{z \uparrow 0} n_+(z) = n_+(-1) + \int_{[0, \infty)} \left( \frac{1}{\lambda - \frac{1}{\lambda + 1}} \right) d\nu_+(\lambda). \]
Dividing by \( z \) gives
\[
\frac{n_+(z)}{z} = \int_{[0, \infty)} \frac{1}{\lambda(\lambda - z)} d\nu_+(\lambda);
\]
so by another monotone convergence,
\[
\sigma_+ := \lim_{z \uparrow 0} \frac{n_+(z)}{z} = \int_{[0, \infty)} \frac{1}{\lambda^2} d\nu_+(\lambda).
\]
This is strictly positive, because \( n_+ \) is not a constant function. Moreover, \( \sigma_+ \) cannot be infinite, because it is majorized by the directional derivative of \( -R^{-1} \): due to monotonicity of \( n_- \) on \(( -\infty, 0), \)
\[
\frac{n_+(z)}{z} \leq \frac{-R(z)^{-1} + R(0)^{-1}}{z}
\]
and the latter has a finite limit by (6.9). This proves (6.7); the proof of (6.8) is analogous. \( \square \)
Lemma 6.10. If for some divisor \( D \in \mathcal{D}(E) \), at least one of the functions \( n_\pm \) has asymptotics given by (6.7) or (6.8), then there exists a divisor \( \tilde{D} \in \mathcal{D}_b(E), \tilde{D} \neq D \), such that \( A(D) = \mathcal{A}(\tilde{D}) \). In particular, then \( A(D) \in \mathcal{A}(\mathcal{D}_b(E)) \subset \Xi \).

Proof. Without loss of generality, we assume (6.7). Denote
\[
A = I - \frac{1}{z} \mathcal{E} J
\]
where
\[
\mathcal{E} = \rho \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix},
\]
\( \rho > 0 \). Define \( r_\pm \) by
\[
(r_+ 1) \simeq (n_+ 1) A,
\]
\[
(-r_- 1) \simeq (-n_- 1) A.
\]

To compute the asymptotics at 0, we write explicitly
\[
r_+(z) = \frac{n_+(z)}{1 - \frac{\rho}{z} n_+(z)},
\]
so
\[
-\frac{1}{r_+(z)} = -\frac{1}{n_+(z)} + \frac{\rho}{z}.
\] (6.10)

Note \(-\frac{1}{n_+(z)}\) is a Herglotz function with a point mass at 0 of mass \( \sigma_+^{-1} \). Thus, if
\[
0 < \rho < \sigma_+^{-1},
\]
then (6.10) defines another Herglotz function with a point mass at 0 of mass \( \sigma_+^{-1} - \rho > 0 \). Therefore \( r_+ \) is a Herglotz function with the asymptotics at 0 given by
\[
r_+(z) = \tilde{\sigma}_+ z + o(|z|), \quad z \uparrow 0, \quad \tilde{\sigma}_+ = \frac{1}{\sigma_+^{-1} - \rho}.
\]
The function \( r_- \) is a Herglotz function because \( A \) is \( J \)-contractive. Its asymptotics at 0 is computed similarly,
\[
-\frac{1}{r_-(z)} = -\frac{1}{n_-(z)} - \frac{\rho}{z}.
\] (6.11)
The right-hand side has a pole at 0 of weight at least \( \rho \). Denoting the reciprocal of that weight by \( \tilde{\sigma}_- \) leads to
\[
r_-(z) = \tilde{\sigma}_- z + o(|z|), \quad z \uparrow 0.
\]
The reflectionless property for the pair \( r_+, r_- \) follows from that of \( n_+, n_- \) by definition. Since they are distinct, they correspond to a different divisor \( \tilde{D} \neq D \).

Since \( A \) is single-valued, these divisors correspond to the same character. \( \square \)
Finishing the Proof of Theorem 2.6. Assume $\alpha \in \Xi \setminus \mathcal{A}(\mathcal{D}_b(\mathbb{E}))$. Then there exists $D$ such that $\mathcal{A}(D) = \alpha$ and $D \neq \hat{D}$. The matrix function $\mathfrak{A}_D$ is well defined and it is non-constant. Thus, from
\[
\begin{pmatrix}
\hat{n}_+ \\
\hat{n}_-
\end{pmatrix}
\simeq
\begin{pmatrix}
(n_+ \\
n_-
\end{pmatrix}
\mathfrak{A}_D^{-1}
\]
we should get for some intermediate spaces the two-term asymptotics
\[
\begin{align*}
    r_+(z) &= w_+ + \sigma_+ z + o(|z|) \quad z \uparrow 0 \\
    r_-(z) &= w_- + \sigma_- z + o(|z|) \quad z \uparrow 0.
\end{align*}
\]
To avoid working with $\mathfrak{A}(\infty)$, it is more convenient to compute backwards:
\[
\begin{pmatrix}
(r_+ + 1) \\
r_-(1)
\end{pmatrix}
\simeq
\begin{pmatrix}
(n_+ + 1) \\
n_-(1)
\end{pmatrix}
\mathfrak{A}_k^{-1},
\]
where $k$ denotes the degree of $\mathfrak{A}_D$ as a polynomial in $1/z$, see (6.6). We write explicitly
\[
\begin{align*}
r_+(z) &= \frac{zn_+(z) - \rho k \sin \varphi_k \cos \varphi_k n_+(z) - \rho k \sin^2 \varphi_k}{\rho k \cos^2 \varphi_k n_+(z) + z + \rho k \sin \varphi_k \cos \varphi_k}, \\
    &\quad \text{and therefore, if } \varphi_k \neq 0, \pi/2,
\end{align*}
\]
\[
\begin{align*}
r_+(z) &= -\tan \varphi_k \left[ 1 - \frac{zn_+(z)}{\sin^2 \varphi_k} + \frac{z}{\sin \varphi_k \cos \varphi_k} \right] \\
&\quad + \frac{z}{\rho k \cos^2 \varphi_k} + o(z).
\end{align*}
\]
Similarly, if $\varphi_k = 0$, we compute
\[
\begin{align*}
r_+(z) &= \frac{zn_+(z)}{\rho k n_+(z) + z} = \frac{z}{\rho k + z/n_+(z)} = \frac{z}{\rho k} + o(z).
\end{align*}
\]
Thus, in both cases, $r_+$ is of the form
\[
r_+(z) = -\tan \varphi_k + \frac{z}{\rho k \cos^2 \varphi_k} + o(z), \quad z \uparrow 0.
\]
If $\varphi_k = \pi/2$, we similarly compute
\[
r_+(z) = \frac{zn_+(z) - \rho k}{z} = -\frac{\rho k}{z} + o(1).
\]
In this case, by comparing with the behavior of $\hat{n}_+$ which has a finite limit at 0, and since $\mathfrak{A}(\infty)$ does not affect the finiteness of that limit, we can conclude by contradiction that $k \neq 1$. Thus, if $\varphi_k = \pi/2$, we can apply a second matrix,
\[
\begin{pmatrix}
\bar{r}_+ \\
\bar{r}_-
\end{pmatrix}
\simeq
\begin{pmatrix}
(n_+ \\
n_-
\end{pmatrix}
\mathfrak{A}_k^{-1} \mathfrak{A}_{k-1}^{-1}
\]
Then similar calculations from 
\[ r(z) = \frac{z r(z) - \rho_{k-1} \sin \varphi_{k-1} \cos \varphi_{k-1} r(z) - \rho_{k-1} \sin^2 \varphi_{k-1}}{\rho_{k-1} \cos^2 \varphi_{k-1}} + z + \rho_{k-1} \sin \varphi_{k-1} \cos \varphi_{k-1}, \]
and then
\[ \tilde{r}(z) = -\tan \varphi_{k-1} + \frac{z}{\rho_{k-1} \cos^2 \varphi_{k-1}} + o(z). \]
Analogous calculations will give expansions for \( r \) and \( \tilde{r} \).

Now that we have those asymptotics for \( r \): with our conventions we have \( w_+ = 0 \) and, since \( \alpha \notin D_b(E) \), Lemma 6.9 implies \( w_- \neq 0 \). Then
\[ -R(z)^{-1} = w + \sigma z \]
with \( w = w_- < 0 \) and \( \sigma = \sigma_+ + \sigma_- \).

The map \( -R^{-1} - w \) is a Herglotz function and so is the map \( \tau \mapsto \sqrt{-R^{-1}(\tau^2) - w} \). As an elementary consequence of the Herglotz representation, a nontrivial Herglotz function decays at most linearly in a normal boundary limit, so
\[ \lim_{z \uparrow 0} (-R(z)^{-1})' = \sigma \neq 0, \]
which implies
\[ \lim_{z \uparrow 0} (\log(-R(z)^{-1}))' = \frac{\sigma}{w} \neq 0. \]
By writing the representation of \( \log(-R(z)^{-1}) \), differentiating, and argument considerations, we conclude that
\[ \int E \frac{d\lambda}{\lambda^2} < \infty, \]
which is a contradiction, see (2.4). Thus, \( \Xi \setminus A(D_b(E)) = \emptyset \), which concludes the proof. \( \square \)

7. The Basic Spectral Set \( \mathcal{E} \). Proposition 3.2 and Beyond

We construct a spectral set \( \mathcal{E} \) of Widom type with a minimal violation of DCT using ideas of the previous section, see especially Sect. 6.3. We multiply the Blaschke-Potapov factor
\[ \mathfrak{A}_\rho(\mu) = I + 2\rho \mu \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} J, \quad \rho > 0 \]
by the simplest \( J \)-contractive entire matrix function
\[ \mathfrak{B}(\mu) = \begin{pmatrix} \cos \pi \mu & \sin \pi \mu \\ -\sin \pi \mu & \cos \pi \mu \end{pmatrix}. \]
The following lemma is a consequence of the general theory of entire \( J \)-contractive matrix functions, but it can also be easily checked by direct computations. For notations see Sect. 3.2.
Lemma 7.1. The trace of the product $A_\rho B$ is of the form

$$\frac{1}{2} \text{tr} A_\rho B = \cos \pi \Delta_\rho (\mu),$$

(7.1)

where $\Delta_\rho (\mu)$ is a conformal mapping of $\mathbb{C}^+$ on a comb domain $\Pi_0 = \Pi_0(\rho)$ with the frequencies $n_k = k, k \in \mathbb{Z} \setminus \{0\}$.

Using direct computations we can characterize both spectral- and comb-parameters of $\Delta_\rho (\mu)$ by their explicit asymptotics.

Lemma 7.2. For the comb-function $\Delta_\rho$ defined by (7.1) we have (3.8). The gap parameters $\mu_k^-, \mu_k^+, k \in \mathbb{Z}^+$, are given by

$$\mu_k^+ = k, \quad \mu_{k+1}^- \simeq k + \frac{2}{\pi \rho k^2},$$

(7.2)

and the heights of slits by $u_k \simeq \log(2k + 1)\rho$.

Proof of Proposition 3.2. Recall that

$$\mathcal{E} = \left\{ z = \frac{1}{\mu^2} : |\cos \pi \Delta_\rho (\mu)| \leq 1 \right\}.$$ 

In particular $a_k = 1/(\mu_k^+)^2$, $b_k = 1/(\mu_k^-)^2$, $k \geq 1$. By (7.2),

$$\log \frac{a_k}{b_{k+1}} \simeq 2 \log \left( 1 + \frac{2}{\pi \rho k^2} \right) \simeq \frac{4}{\pi \rho k^2},$$

that is, we have (2.3). Similarly, by

$$\frac{1}{b_{k+1}} - \frac{1}{a_k} \simeq \left( k + \frac{2}{\pi \rho k} \right)^2 - k^2 \simeq \frac{4}{\pi \rho}$$

we get (2.4).

In our construction the domain

$$\Omega_\mu = (\mathbb{C} \setminus \mathbb{R}) \cup_{k \neq 0} (\mu_k^-, \mu_k^+)$$

is essentially defined as the domain in which $\text{Im} \, \Delta_\rho (\mu)$ is the Martin function w.r.t. infinity. Moreover, it follows immediately from its explicit representation (3.8) that it behaves as $\text{Im} \, \mu$ at infinity. By Koosis’ terminology this is the Phragmén-Lindelöf function for the domain. According to Theorem [14, p. 407], for the Green function $G(\mu, i, \Omega_\mu)$ of $\Omega_\mu$ w.r.t. $i$ we have

$$\int_{\mathbb{R}} G(\mu, i, \Omega_\mu) d\mu < \infty.$$

Since the lengths of gaps are uniformly bounded from below we have the Widom condition

$$\sum_{\nu : \nabla G(\mu, i, \Omega_\mu) = 0} G(\nu, i, \Omega_\mu) < \infty.$$

Respectively, $\mathbb{C} \setminus \mathcal{E}_\rho$ is also of Widom type. $\square$
Speculation on a Proof of Conjecture \[3.3\] For the set \( \mathcal{E}_\rho \) and the complex Martin function \((\Theta_\rho)_0\) defined in \[3.7\], consider \(-1/(\Theta_\rho)_0(z)\) in the upper half plane \( \mathbb{C}_+ \). The function maps conformally \( \mathbb{C}_+ \) on \( \mathbb{C}^{++} \) with slits along the circles orthogonal to the real axis (curved slits).

We point out that the bases of the slits are \( 1/k \) and their “heights”, see Lemma 7.2, are given by

\[
\max_{\lambda \in (a_k, b_k)} \text{Im} \frac{-1}{(\Theta_\rho)_0(\lambda)} = \frac{v_k}{k^2 + v_k^2} = \frac{\log(2k + 1)}{k^2}.
\]

These slits are asymptotically straight. For the deviation of the top- to the base-point in the real direction we have

\[
\frac{1}{k} - \min_{\lambda \in (a_k, b_k)} \text{Re} \frac{-1}{(\Theta_\rho)_0(\lambda)} = \frac{v_k}{k^2 + v_k^2},
\]

which is \( \frac{\log k}{k} \)-times smaller than the corresponding “height”.

Now, let \( \hat{\Pi} \) be the domain with the same bases \( \hat{\eta}_k = 1/k \) but straight slits. Let \( \hat{\Theta} \) be the conformal mapping \( \mathbb{C}_+ \to \hat{\Pi} \) (infinity goes to infinity), \( \hat{\mathcal{E}} = \hat{\Theta}^{-1}(\mathbb{R}_+) \). We conjecture that with suitable heights

\[
\hat{h}_k \sim \frac{\log k}{k^2},
\]

there exists a quasi-conformal map \( \hat{Q} \) that maps our domain with curved slits to \( \hat{\Pi} \), i.e.,

\[
\hat{Q} : \{ w : -1/w \in \Pi_0^\rho \} \to \hat{\Pi},
\]

so that the composition \( \hat{\Theta}^{-1} \circ \hat{Q} \circ (-1/\Theta_0) \) maps \( \mathcal{E} \to \hat{\mathcal{E}} \) and the resulting domain \( \hat{\Omega} = \mathbb{C}_+ \setminus \hat{\mathcal{E}} \) inherits the properties of the domain \( \Omega_\mathcal{E} \). That is, \( \hat{\Omega} \) is of Widom type with a minimal DCT violation and \( \hat{\mathcal{E}} \) obeys \[2.3\], \[2.4\], as it was stated in Conjecture \[3.3\].

Remark 7.3. The best known criterion for DCT is the homogeneity property: if there exists \( C > 0 \) such that

\[
|\mathcal{E} \cap (x - \delta, x + \delta)| \geq C\delta
\]

for an arbitrary \( x \in \mathcal{E} \) and \( \delta > 0 \), then \( \Omega \) is of Widom type and DCT holds. Thus, if we have a homogeneous set \( \mathcal{E} \) and bi-Lipschitz \( Q : \mathbb{R} \to \mathbb{R} \), then \( \hat{\mathcal{E}} = Q(\mathcal{E}) \) is also homogeneous. That is, Widom and DCT properties are inherited for such transforms. This provides some hope that one can find a suitable class of qc-mappings (special properties of their restrictions on the real axis) so that the above speculation becomes rigorous.

Proof of Lemma \[3.4\]. Let

\[
\mathcal{T}_\eta^0 = \{ \alpha \in \mathcal{T}_\eta : \alpha_1 = 0 \} \simeq \hat{\mathbb{Z}}.
\]

The algebra of this adic-part of \( \mathcal{T}_\eta \) in this case deals with identities

\[
n_1 \alpha_{n_1 n_2} = \alpha_{n_2}, \quad \alpha_1 = 0.
\]
For this reason, for an arbitrary prime $p$, we get that the sequence $\alpha_p$ is generated by a $p$-adic number (see for details the proof of Proposition 2.10)

$$\delta_p = \{\delta_p^{(1)}, \delta_p^{(2)}, \delta_p^{(3)}, \ldots\}, \quad \delta_p^{(k)} \in \mathbb{Z} \mod p.$$ 

In turn, for an arbitrary $k = p_1^{a_1} \cdots p_n^{a_n}$, we have

$$k \frac{\alpha_j}{p_j^{s_j}} = \alpha_{p_j^{s_j}} \mod 1 \quad j = 1, \ldots, n.$$ 

The last collection of identities defines $\alpha_k$ uniquely (Chinese remainder theorem). Thus $\alpha \in T_0^0$ is defined uniquely by the sequence $\{\delta_p\} \in \hat{\mathbb{Z}}$. Taking into account the first component $\alpha_1 \in \mathbb{R}/\mathbb{Z}$, we get $T_\eta \simeq (\mathbb{R}/\mathbb{Z}) \times \hat{\mathbb{Z}}$. □

8. The Main Lemma 2.7 and the Main Obstacle

Proof of Lemma 2.7. As $T_\eta(\alpha_V) \cap \Xi = \emptyset$, in particular $\mathcal{B}(V) \not\subset \mathcal{D}_b(\mathcal{E})$, we can apply Proposition 5.13, according to which

$$(A \circ B)(V(x + x_0)) = \alpha_V - \eta x_0 \in T_\eta(\alpha_V).$$

By definition, $\Xi$ is the set of characters with non-unique preimages under $A$, the restriction of $A$ to $A^{-1}(T_\eta(\alpha_V))$ is a continuous bijection of compact sets and hence its inverse $A^{-1}_{T_\eta(\alpha_V)} : T_\eta(\alpha_V) \to A^{-1}(T_\eta(\alpha_V))$, $\alpha \mapsto A^{-1}(\alpha)$ is continuous.

By asymptotic relations (5.3) and (5.19)

$$V_D(0) = \frac{1}{2} Q_1(D)$$

(a well known trace formula). We point out that $Q_1(D)$ is continuous on $\mathcal{D}(\mathcal{E})$. Therefore $\frac{1}{2} Q_1 \circ A^{-1}_{T_\eta(\alpha_V)}$ is continuous on $T_\eta(\alpha_V)$, that is, up to the shift, it can be treated as a continuous function given on the compact abelian group $T_\eta$.

For every $x \in \mathbb{R}$, $V(x)$ is the image of the element $\alpha_V - \eta x$. This shows that $V$ is almost periodic with the sampling function $\frac{1}{2} Q_1 \circ A^{-1}_{T_\eta(\alpha_V)}$. □

Remark 8.1. Since the manuscript contains both conjectures and proved propositions, we would like to point out that the above proof of our main Lemma 2.7 is based on Proposition 5.13 (that was proved), while this proposition itself is only a part of the general Conjecture 2.4 (which was not proved here in full generality).

Remark 8.2. The lemma is simple but seems highly important independently of the Deift conjecture. It provides a reason to have almost periodic potentials with resolvent domains that violate DCT. Let us mention a parallel activity in a description of asymptotic behaviour of Chebyshev polynomials. In [5, Theorem 1.5] it was shown that an almost periodic behavior
of the second term in the asymptotics for the minimal deviation of Chebyshev polynomials implies DCT for generic (regular in the terminology of this paper) sets. The authors raised a question: what happens for non-generic sets? The same argument of non-intersection of a closure of shifts at the given direction with the set of singular characters would provide examples of almost periodicity with violation of DCT in Chebyshev’s problem.

Lemma 2.7 has a conditional character: as the main assumption it requires that the closure of shifts $T_\eta(\alpha_V)$ and the set of singular characters $\Xi$ do not intersect. Our description of the set $T_\eta(\alpha_V)$ (Conjecture 3.3, Lemma 3.4) most likely is optimal. However, we have a very limited understanding of how to transform our knowledge of the set $\Xi$ given in terms of divisors (Theorem 2.6) in terms of characters, so that we would be able to check the intersection of these two sets. We consider this as the main obstacle in implementing our program to disprove the Deift conjecture (up to this, proving the other conjectures stated here is a matter of reasonable time and mental efforts).

Essentially simplifying the problem, we introduced the set $\Xi^0$ with an explicit characterization in terms of characters (2.8). Note that in Proposition 2.10 we also essentially simplified the torus $T_\eta$ in comparison with the one we really expect according to Conjecture 3.3. The reason for the last simplification was just to avoid an involved object in the introductory Section 2. We prove now Proposition 2.10 as it was stated. In Corollary 8.3 with minimal effort, we will get the same result in the case $\eta_k = k$.

**Proof of Proposition 2.10** We have $x_j \eta_1 \to \alpha_1 \mod 1$. We fix $\alpha_1 \in [0, 1)$. Furthermore, for the components of $T_\eta$ before the closure, we have

$$3x_j \eta_{k+1} = x_j \eta_k \mod 1.$$  

Respectively, in the limit we get the same relation,

$$3\alpha_{k+1} = \alpha_k \mod 1.$$  

Therefore,

$$\alpha_{k+1} = \frac{\epsilon_k}{3} + \frac{\alpha_k}{3} = \frac{\epsilon_k}{3} + \frac{\epsilon_{k-1}}{3^2} + \cdots + \frac{\epsilon_1}{3^k} + \frac{\alpha_1}{3^k}, \quad \epsilon_k \in [0, 1, 2].$$

Thus, as the parameters for $\alpha \in T_\eta$ we get $\alpha_1 \in \mathbb{R}/\mathbb{Z}$ and the sequence

$$\epsilon_1 + 3\epsilon_2 + \cdots + \epsilon_k 3^{k-1},$$

which forms a triadic integer.

Note that $\alpha_1/3^k \to 0$. So, we need to check the intersection of $\Xi^0$ with $T_\eta^0(\beta) = \{\alpha + \beta : \alpha \in T_\eta, \alpha_1 = 0\}$. If the intersection is not empty, using

$$\beta_k = \frac{\beta_1^{(k)}}{3} + \frac{\beta_2^{(k)}}{3^2} + \cdots,$$

we have

$$\beta_{k+1} + \alpha_{k+1} = \frac{\beta_1^{(k+1)}}{3} + \frac{\epsilon_k}{3^2} + \frac{\beta_2^{(k+1)}}{3^2} + \frac{\epsilon_{k-1}}{3^2} + \cdots \to 0.$$
Therefore, for sufficiently big $k$,
\[
\beta^{(k+1)}_1 = -\epsilon_k, \quad \beta^{(k+1)}_2 = -\epsilon_{k-1} = \beta^{(k)}_1.
\]
As soon as $\beta^{(k+1)}_2 \neq \beta^{(k)}_1$ for all $k$, we get a contradiction. \hfill \square

**Corollary 8.3.** Let $T_{\eta}$ be generated by the system of frequencies $\eta_k = 1/k$. There exists $\beta \in \pi_1(\Omega)^*$ such that $T_{\eta}(\beta) \cap \Xi^0 = \emptyset$.

**Proof.** Considering the components $\alpha_n$ with $n = 3^k$, we see that
\[
\alpha_{3k+1} = \frac{\epsilon_k}{3} + \frac{\epsilon_{k-1}}{3^2} + \cdots + \frac{\epsilon_1}{3^k} + \frac{\alpha_1}{3^k}, \quad \epsilon_k \in [0, 1, 2],
\]
so those components by themselves form a 3-adic integer.
Moreover, if $\alpha_n + \beta_n \to 0$ as $n \to \infty$, then
\[
\alpha_{3k} + \beta_{3k} \to 0, \quad k \to \infty
\]
so the proposition follows from the previous model problem. \hfill \square
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