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Abstract

We describe a light-weight yet performant system for hyper-parameter optimization
that approximately minimizes an overall scalar cost function that is obtained by com-
bining multiple performance objectives using a target-priority-limit scalarizer. It also
supports a trade-off mode, where the goal is to find an appropriate trade-off among
objectives by interacting with the user. We focus on the common scenario where there
are on the order of tens of hyper-parameters, each with various attributes such as a
range of continuous values, or a finite list of values, and whether it should be treated on
a linear or logarithmic scale. The system supports multiple asynchronous simulations
and is robust to simulation stragglers and failures.

1 Hyper-parameters, objectives, and cost

Hyper-parameters. We let \( x \in \mathcal{X} \subset \mathbb{R}^n \) denote the vector of hyper-parameters
that we will choose from the set of valid choices \( \mathcal{X} \), to be discussed in section 3. We
refer to \( x_i \) as the \( i \)th hyper-parameter. While the algorithm we describe will work in
principle for any value of \( n \), our focus is on the case where \( n \) is modest (e.g., < 10).

Objectives. We have \( k \) objectives, denoted \( f_i : \mathcal{X} \rightarrow \mathbb{R} \), that we use to evaluate a
choice of \( x \). Each of these objectives has a sense, which means that we either want the
objective to be large (i.e., to maximize it) or small (i.e., to minimize it). We refer to
these as maximization and minimization objectives, respectively. We use \( f \) to denote
the vector-valued objective, \( f(x) = (f_1(x), \ldots, f_k(x)) \).
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Overall cost. To compare different choices of hyper-parameters, we scalarize the objectives to obtain an overall cost which we denote \( F : \mathcal{X} \to \mathbb{R} \cup \{\infty\} \), which we assume we wish to minimize, with \( F(x) = \infty \) meaning an unacceptable value of \( x \). We express this as

\[
F(x) = \phi(f(x)) = \phi(f_1(x), \ldots, f_k(x)),
\]

where \( \phi : \mathbb{R}^k \to \mathbb{R} \cup \{\infty\} \) is the scalarization function, which is monotone nondecreasing in each argument corresponding to a minimization objective, and monotone nonincreasing in each argument corresponding to a maximization objective. (Roughly speaking, this means that \( F \) decreases when a minimization objective decreases or when a maximization objective increases.)

A very simple scalarizer is \( \phi(u) = w^T u \), where \( w \in \mathbb{R}^n \) is a set of weights, with \( w_i \geq 0 \) for minimization objectives and \( w_i \leq 0 \) for maximization objectives. In this case, \( F(x) \) is a traditional weighted sum of the objectives.

Target-priority-limit scalarizer. The target-priority-limit scalarizer is a bit more complex than the weighted-sum scalarizer, while still being expressive and interpretable. It is separable, i.e., it has the form

\[
\phi(u) = \sum_{i=1}^k \phi_i(u_i),
\]

where \( \phi_i : \mathbb{R} \to \mathbb{R} \cup \{\infty\} \). Each \( \phi_i \) is characterized by three numbers: a target value \( T_i \), a priority \( P_i > 0 \), and a limit \( L_i \). For an objective that we want to minimize, we require that \( T_i \leq L_i \), and have

\[
\phi_i(u_i) = \begin{cases} 
0 & u_i \leq T_i \\
P_i \frac{u_i - T_i}{L_i - T_i} & T_i \leq u_i \leq L_i \\
\infty & u_i > L_i. 
\end{cases}
\]

We note that \( \phi_i(u_i) \geq 0 \), taking its smallest value 0 only when the objective is less than or equal to the target value. When the objective exceeds the target value but not the limit, \( \phi_i(u_i) \) is proportional to the fractional distance between these two values, with slope \( P_i \). If \( u_i \) exceeds the limit, we have \( \phi_i(u_i) = \infty \). In other words, the target is the value of the objective below which we are equally satisfied, and the limit specifies the maximum allowed value. The priority sets the slope in between.

For an objective we wish to maximize, we require \( L_i \leq T_i \) and reverse the function as

\[
\phi_i(u_i) = \begin{cases} 
0 & u_i \geq T_i \\
P_i \frac{T_i - u_i}{T_i - L_i} & L_i \leq u_i \leq T_i \\
\infty & u_i < L_i. 
\end{cases}
\]

Figure 1 shows two examples of \( \phi_i \), one for a minimization objective and one for a maximization objective.
Figure 1: An example of the target-priority-limit scalarizer, with one minimization objective and one maximization objective. The overall cost is $\phi_1(f_1(x)) + \phi_2(f_2(x))$.

2 Hyper-parameter optimizer

Simulation. We assume that the objectives $f_1, \ldots, f_k$ are given as black-box oracles that we can evaluate. We cannot evaluate gradients of $f_i$; in fact, $f_i$ is not required to be differentiable. We refer to evaluating the objectives $f(x) = (f_1(x), \ldots, f_k(x))$ as a simulation, which can involve substantial computation. We assume that simulations can be carried out by a set of workers or agents.

Hyper-parameter optimizer. Our goal is to find a good value of the hyperparameters, i.e., to find $x \in X$ that approximately minimizes $F(x)$, using only simulations. Thus we approximately solve the hyper-parameter optimization problem

\[
\begin{align*}
\text{minimize} & \quad F(x) \\
\text{subject to} & \quad x \in X,
\end{align*}
\]

with variable $x$, using only evaluations of $F$, i.e., simulations.

Trade-off mode. As a variation on scalarization of the objectives, we can also search for Pareto optimal points with respect to two or three of the objectives. Our goal is to explore the trade-off curve (for two objectives) or trade-off surface (three objectives). This mode is described in section 5. Until then, we consider the scalarized hyper-parameter problem described above.
Hyper-parameter optimizer state. Our hyper-parameter optimizer is a centralized entity that keeps track of previous simulations, i.e., a list

\[(x^i, f(x^i)), \quad i = 1, \ldots, K,\]

where \(K\) is the number of simulations carried out so far, \(x^i \in X\), and the superscript \(i\) indexes the simulations. This list is the state of the optimizer. For each of these simulations we can evaluate the overall cost \(F(x^i) = \phi(f(x^i))\), and sort the list of previous simulations from best (i.e., smallest \(F(x^i)\)) to worst (i.e., largest \(F(x^i)\)). The best \(r\) simulations can be displayed as a leader-board.

Interaction with workers. The optimizer interacts with multiple workers (such as CPUs, processes, or threads) that carry out simulations asynchronously. When a worker is available to carry out a simulation, it queries the optimizer to obtain a recommended value of \(x\) to simulate. When a worker finishes a simulation, it reports values of the \(n\) hyper-parameters and the \(k\) objectives found, which is added to the list of previous simulations. We do not assume that the workers are reliable; that is, we assume they can take a long time to evaluate the objectives for a given value of \(x\), or even fail, i.e., never report back.

3 Parameter attributes

Each hyper-parameter can have a number of attributes, which we describe here. (Not all combinations of these attributes make sense.) These collectively give the set of allowed values \(X\).

Range. Each hyper-parameter has a minimum and maximum allowed value, denoted \(l_i\) and \(u_i\), with \(l_i < u_i\).

Linear or logarithmic scale. Each hyper-parameter has either a linear or logarithmic scale. If it is logarithmic, we require that \(l_i > 0\). The choice will affect how values are treated internally, and the meaning of other attributes such as gridded values, described below.

Grid and finite set of values. We can require that a hyper-parameter take on only a specified finite set of values. For example, we can require that \(x_i \in \{0, 1\}\), i.e., that the \(i\)th hyper-parameter is Boolean. A common special case is a grid of \(N\) values, given by

\[x_i \in \{l_i, l_i + \delta, \ldots, l_i + (N - 1)\delta\}, \quad \delta = \frac{u_i - l_i}{N - 1},\]

when \(x_i\) has linear scale, or

\[x_i \in \{l_i, \gamma l_i, \ldots, \gamma^{N-1} l_i\}, \quad \gamma = (u_i/l_i)^{1/(N-1)},\]

when \(x_i\) has logarithmic scale. Another common specification of a finite set of values is that \(x_i\) should be an integer, i.e.,

\[x_i \in \{\lceil l_i \rceil, \lceil l_i \rceil + 1, \ldots, \lceil u_i \rceil\}.\]
4 Method

4.1 Standardized hyper-parameters

Standardizing the hyper-parameters. We first transform each $x_i$ to $z_i$, a standardized hyper-parameter value in $[0, 1]$. For a linear scale hyper-parameter, we use

$$z_i = \frac{x_i - l_i}{u_i - l_i},$$

and for a logarithmic scale hyper-parameter,

$$z_i = \frac{\log x_i - \log l_i}{\log u_i - \log l_i}.$$

The standardized hyper-parameter $z$ lies in $[0, 1]^n$. We let $Z$ correspond to $X$ after standardization. Thus $z \in Z$ means that the corresponding $x$ satisfies $x \in \mathcal{X}$.

Un-standardizing. Our method will suggest values of $z \in \mathbb{R}^n$, which are transformed back to $x$ by first projecting onto $Z$, and then inverting the standardization mappings. Given the suggestion $z \in [0, 1]^n$, we first form

$$\tilde{z} = \Pi_Z(z),$$

where $\Pi_Z$ is projection onto $Z$. This projection involves clipping the entries $z_i$ to $[0, 1]$ and then rounding to the nearest valid value of $z_i$. We then un-standardize using

$$x_i = l_i + z_i(u_i - l_i)$$

for linear scale hyper-parameters and

$$x_i = \exp(\log l_i + z_i(\log u_i - \log l_i))$$

for logarithmic scale hyper-parameters.

4.2 Sampling and exploration strategy

When a worker requests a hyper-parameter value to simulate, the optimizer generates $z$ randomly from some distribution, and then un-standardizes it as described above to obtain a valid suggestion $x \in \mathcal{X}$. We now explain how we represent and update this distribution.

Initial exploration phase. We let $K$ denote the total number of simulations carried out so far. For $K$ less than a given threshold, we simply sample $z$ from a uniform distribution on $[0, 1]^n$. Our default threshold is

$$\min\{\lfloor S/5 \rfloor, 50 + 2n\},$$

where $S$ is the intended number of simulations. Once $K$ equals the threshold, we switch to a more sophisticated distribution that depends on the state of the optimizer, i.e., the table of previous simulations.
Elite points. We work with the elite points, which is the set of the $r$ best values we have found so far, judged in terms of overall cost. We take $r$ to be some fraction $\eta$ (e.g., 0.2) of $K$, the total number of simulations we have carried out. In other words, the elite points are the ones with cost at or below the $\eta$-quantile among the simulations.

Statistical model of elite points. We fit a Gaussian mixture model of the standardized versions of the elite points. This statistical model is updated whenever the elite set changes, which can occur when new simulation results arrive, or when the scalarization changes. When a worker requests a new hyper-parameter value, we sample from this distribution, project onto $Z$, and then un-standardize.

Low discrepancy sample points. Instead of sampling from a uniform distribution for the initial phase, we instead use Sobol points [1], which are more space filling than random samples. For the Gaussian mixture model, we may also sample from points derived from a Sobol sequence. To generate these Gauss-Sobol points, we find a Sobol sequence in $\mathbb{R}^2$, and then transform these in the standard way to obtain points in $\mathbb{R}^2$ that would have had an $\mathcal{N}(0, I)$ distribution had the points been uniform. These, in turn, are transformed by an appropriate affine mapping to obtain the desired mean and covariance.

5 Trade-off mode

This tool supports multi-objective optimization in a trade-off mode. In this case, we do not scalarize the objectives, but instead indicate two or three for which we seek Pareto optimal points. For all other objectives we can maintain limits, i.e., we still consider only choices for which all metrics are within the limits, but we do not set priorities or target values. Our goal is to explore the trade-off curve (for two objectives) or trade-off surface (for three objectives).

To handle this trade-off exploration, we only need to change how we characterize previous simulations as elite or not. Similar to Deb, Pratap, Agarwal, et al. [2], we define the level 1 simulations as those that are Pareto optimal with respect to the given two or three objectives. Then we define the level 2 simulations to be those that are Pareto optimal after the level 1 simulations are removed. We continue this for other levels until all past simulations have been assigned a level. To choose $r$ previous simulations, we first consider the level 1 simulations. If $r$ is smaller than or equal to the number of level 1 simulations, we randomly choose $r$ of them. Otherwise we label all level 1 simulations as elite and move to level 2 simulations to find more elite points, repeating this process. In other words, we sort the simulations according to their Pareto level instead of a scalarized overall objective value; otherwise, the search algorithm is the same.
6 The HOLA software package

We implemented the method described above in the Python package HOLA (Hyperparameter Optimizer: Light-weight and Asynchronous). We describe HOLA here.

Objective and scalarizer configuration. The objective names, targets, limits and priorities are specified as a key-value dictionary, for example

```python
objectives_config = {
    "accuracy": {
        "target": 1.0,
        "limit": 0.0,
        "priority": 2.0
    },
    "abs_error": {
        "target": 0,
        "limit": 1000,
        "priority": 0.5
    }
}
```

Hyper-parameter search space configuration. The search-space for each hyper-parameter is specified with a few options supplied to our software as a simple key-value dictionary. First, users must specify a min and max value. Thereafter, the scale can be set to either linear or logarithmic and defaults to linear if no choice is made. Users can also elect to sample from an equally spaced grid of points between min and max. Note that the grid will be equally spaced on a log scale if the scale is set to logarithmic. Finally hyper-parameter values can be sampled from a set of discrete values as well. An example hyper-parameter search-space configuration could look like

```python
params_config = {
    "n_estimators": {
        "min": 10,
        "max": 1000,
        "param_type": "int",
        "scale": "log",
        "grid": 10
    },
    "max_depth": {
        "values": [1, 3, 5, 7]
    },
    "learning_rate": {
        "min": 1e-4,
        "max": 1.0,
        "scale": "log"
    }
}
```
Running hyper-parameter optimization in local mode. HOLA exposes a `tune` function that provides a straightforward interface to run hyper-parameter optimization sessions on a single machine (but still utilizing all available processors). Users simply pass the objectives, the configuration dictionaries, as well as a stopping criterion called `num_runs` which corresponds to the number of simulations made until the best hyper-parameters are reported. Calling

```
tune(func, params_config, objectives_config, num_runs=100, n_jobs=2)
```

spawns `n_jobs` processes that request hyper-parameter suggestions from HOLA and execute `func` until `num_runs` simulations are complete. If `n_jobs=-1`, then HOLA will detect the number of available processors and spawn that many processes.

Users connect their simulation to HOLA using the `func` argument. The inputs to `func` are expected to be the same as the keys in the hyper-parameter search-space configuration dictionary. `func` is expected to return a key-value dictionary with objective names and corresponding objective values as keys and values respectively. In other words, `func` should accept the hyper-parameters as input, run a simulation and return a key-value dictionary of the resulting objective values.

The `tune` function returns an underlying `Tuner` object which is responsible for running the optimizer and maintaining the state. While running simulations, the `Tuner` object will simultaneously sort the leader-board of simulation results and provide optimized hyper-parameter suggestions. Calling `Tuner.get_best_params()` will return the current best hyper-parameter values in the leader-board. Similarly, `Tuner.get_best_scores()` will return the best objective and scalarized score values.

Saving and restoring hyper-parameter optimization sessions. Our package stores completed simulation results in a leader-board that can be saved to a dataframe at any time. A hyper-parameter optimization session can be restored by loading a saved leader-board dataframe, supplying an objectives configuration dictionary, hyper-parameter search-space configuration dictionary, and the simulation function. It is thus straightforward to save and restore hyper-parameter optimization sessions using our package.

HOLA hyper-parameter optimization server. We provide a server implementation of the HOLA package such that the workers can be implemented and run completely independently, for example across multiple machines or in a different programming language. The HOLA server exposes a simple HTTP interface through which workers can request hyper-parameter samples and report simulation results. Note that we assume a single server instance will be responsible for a single family of simulation results, that is all simulation results reported by workers correspond to the same
hyper-parameter and objectives configuration. Furthermore the leaderboard of hyperparameters and simulation results can be viewed in a web browser in real-time. The server is launched by specifying a directory containing a JSON hyper-parameter and objective configuration file named `hola_params.json` and `hola_objectives.json` respectively. Optionally, if the directory contains a saved leaderboard csv file named `hola_results.csv`, the leaderboard will be restored and the server will resume from that point on. By default the server will run on the `localhost` address on port 8675, but an alternative port can be specified as a command-line argument.

We expose the following routes through the HOLA server for workers to request hyper-parameter samples and report simulations results

- **/**
  - **GET**: Will return a HTML page with the current leaderboard results, viewable in a browser.
- **/report_request**
  - **GET**: Will return a hyper-parameter sample as a JSON response with the keys being the hyper-parameter names and the values being their sampled values.
  - **POST**
    - **request**: The request can be empty or optionally a JSON dictionary with keys `params` and `objectives`. The `params` should be a dictionary of hyper-parameter names and values. The `objectives` should be a dictionary of objective names and values.
    - **response**: If the request is empty, will simply return a JSON hyper-parameter sample dictionary. If the request is non-empty, the hyper-parameter sample and simulation result will be recorded in the leaderboard and a JSON response with a new hyper-parameter sample will be returned.
- **/param**
  - **GET**: Will return a key-value dictionary of the best hyperparameters seen so far.
- **/experiment**
  - **GET**: Will return a JSON response dictionary with keys `params` and `objectives` containing the hyper-parameter and objective configuration dictionaries, respectively.

7 Prior work

A simple approach to hyper-parameter optimization known as full-factorial evaluation is to discretize the various parameters values and try out all possible combinations of discrete values, corresponding to points on a grid. Alternatively hyper-parameter values could also be sampled from the hyper-parameter search space uniformly at
random and evaluated [3]. Because the gradient of the simulation results with respect to the hyper-parameters is typically unavailable, gradient-free optimization methods can also be used for hyper-parameter optimization [4]. Search and exploration methods using Gaussian Processes to model the hyper-parameter distribution have also been applied [5]. Our method is a modified form of the cross-entropy method [6]. There are many open-source software packages dedicated to hyper-parameter optimization such as Spearmint [7], Optuna [8], Tune [9], HyperOpt [10], and SigOpt [11].
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A Algorithm evaluation

This paper introduces not only a general multi-objective optimization framework that could work with several optimization algorithms but also a new such algorithm. To understand how our HOLA algorithm performs relative to other well-known algorithms, we studied the quality of the best values found on different benchmarks problems with different numbers of simulations.

A.1 Optimization algorithms

We compared our algorithm with a few other standard algorithms.

1. **Random Search.** The algorithm suggests new hyper-parameters by sampling random values for each of them.
2. **Sobol Search.** Instead of sampling randomly, this algorithm uses a Sobol sequence.
3. **Random Search X2.** This algorithm is the same as Random Search but with twice the budget (i.e., twice as many iterations).
4. **Iterative Grid Refinement (IGR).** This algorithm starts with a grid search with loosely spaced lattices, finds the best parameters, and repeats the grid search in smaller subspaces around the best parameters found so far. It tightens the spacing between lattices in these subspaces until a stopping criterion is met.
5. **Nelder Mead.** A method that incrementally updates a set of points that defines a simplex according to a set of rules [12].
6. **Hooke Jeeves.** A method that greedily explores points some step size along the various coordinate axes. It reduces the step size if an improvement around a point cannot be found [13].
7. **Tree-structured Parzen Estimators (TPE).** A Bayesian optimization technique [5].
8. **HOLA.** This is our modified version of the cross-entropy method with Gaussian mixture models.
9. **Genetic Algorithms (GA).** This algorithm evolves a population of points using crossover and mutation operations [14].
10. **Particle Swarm Optimization (PSO).** This algorithm moves particles corresponding to points in the design space using various forces that aim to bring the particles close to a global optimum [15].

We used the hyperopt library for TPE, Random Search, and Random Search X2. For Hooke Jeeves, Nelder Mead, GA, and PSO, we used the pymoo library. For HOLA, IGR, and Sobol Search, we used our own implementation.

When running an optimizer, the user typically specifies when the algorithm will terminate. In our experiments, we used the number of iterations as our stopping criterion. Most of these algorithms are “informed” in the sense that they use previous values to make better informed parameter suggestions in the next iteration.

A.2 Benchmarks

Here we describe what functions we used for benchmarking our optimization algorithms. We ranged the dimensionality of the input domains of these functions between
1D and 7D.

In terms of real-world scenarios, we maximized the R-squared (by minimizing its opposite) of GradientBoostingRegressor from scikit-learn on the built-in scikit-learn Diabetes Regression dataset with 4 hyper-parameters: number of estimators, maximum depth, learning rate and subsample.

Moreover, we experimented with several closed-form hard-to-optimize functions: Ackley (2D, 5D, 7D), Branin (2D), Bukin 6 (2D), Cross In Tray (2D), Drop Wave (2D), Egg Holder (2D), Forrester (1D), Holder Table (2D), Levy 13 (2D), Rastrigin (2D, 5D, 7D), Schwefel (2D, 5D, 7D) and Six Hump Camel (2D).

The difficulty in optimizing a function is determined by its modality (unimodal, bimodal, multimodal), smoothness and dimensionality. For the functions that support an arbitrary number of dimensions (e.g., Rastrigin), the higher the dimensionality the harder the problem is to optimize. Also, the smoother the function, the easier it should be for an informed optimizer to optimize it. Most of the functions we chose are multimodal, and some are maybe quite exaggerated for what would occur in real-world, optimization problem, but we wanted to see how far HOLA can go by presenting it challenging problems. To balance this, some chosen functions like Branin, Forrester, or Six Hump Camel have fewer local minima.

### A.3 Experiments and Results

We ran many times each of the enumerated algorithms on the mentioned benchmarks ranging the number of iterations.

#### A.3.1 Real-world example

For the gradient boosted regressors, we ran at least 50 times each algorithm at 25, 50, 75, 100 and 200 iterations. Figure 2 shows the distribution of the best values found by each optimizer at the different numbers of iterations in a box plot. The median is shown as a solid line while and the mean as a dotted one. Since this was implemented as a minimization problem, the lower is better. The HOLA algorithm shows that despite its simplicity it is very competitive when compared to the other algorithms. Note, that it performs significantly better than TPE which is a method that belongs to the same Bayesian class.

#### A.3.2 Generalization on Synthetic Benchmarks

With this encouraging real-world results, we ran further experiments to understand how well HOLA generalizes. Therefore, we turned to the synthetic hard-to-optimize functions described in appendix A.2.

Since the performance of algorithms is directly proportional with the number of iterations, for the smaller numbers of iterations (25, 50 and 75), we used ”easier” benchmarks: maximum 2 dimensional. That is: Ackley (2D), Branin (2D), Bukin 6 (2D), Cross In Tray (2D), Drop Wave (2D), Egg Holder (2D), Forrester (1D), Holder Table (2D), Levy 13 (2D), Rastrigin (2D), Schwefel (2D), Six Hump Camel (2D).

For higher number of iterations, we used ”harder” benchmarks: also included 5 and 5
dimensional functions and eliminated the “easier” functions where all optimizers were optimizing nearly equally well: Forrester, Branin, Six Hump Camel, Cross In Tray. So, for the higher number of iterations we are left with Ackley (2D, 5D, 7D), Bukin 6 (2D), Drop Wave (2D), Egg Holder (2D), Holder Table (2D), Levy 13 (2D), Rastrigin (2D, 5D, 7D), Schwefel (2D, 5D, 7D).

Again we ran each optimizer on each benchmark for each number of iterations at least 50 times. In total, we collected ran 10 optimization algorithms which tried 29668300 combinations of hyper-parameters on 18 multimodal functions (i.e., benchmarks).

To compare across benchmarks we min-max normalized these values and computed, first the mean per number of iterations, optimizer and benchmark, and then we took again the mean of these means per number of iterations and optimizer. That is, we can observe the performance of the optimizers for each number of iterations, across all benchmarks by plotting this "mean of means of normalized best values found by simulations".

In figures 3 and 4 we show these means. Since all problems are minimizations lower is better. These plots reinforce the existing literature as:

- The more iterations the better an algorithm performs.
- Genetic Algorithms and PSO perform better at a high number of iterations.
- Random Search X2 is better than Sobol Search which in turn is better than Random Search.

Based on this further analysis, we can conclude that HOLA is performant in a more general context of multimodal hard-to-optimize functions. Random Search X2 is so cheap in terms of resources and simple to implement, but HOLA significantly outperforms it with half the resources. Moreover, HOLA dominates the popular TPE algorithm (hyperopt), the latter only catching up with HOLA at 1000 iterations. When compared
Figure 3: Average performance per optimizer across hard-to-optimize functions

Figure 4: Average performance per optimizer across hard-to-optimize functions
to the other algorithms, HOLA is quite simple but nonetheless powerful. Similarly, the Iterative Grid Refinement (IGR) algorithm is also very simple and quite performant.