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Abstract. In this paper, we first establish well-posedness of McKean–Vlasov stochastic differential equations (McKean–Vlasov SDEs) with common noise, possibly with coefficients having super-linear growth in the state variable. Second, we present stable time-stepping schemes for this class of McKean–Vlasov SDEs. Specifically, we propose an explicit tamed Euler and tamed Milstein scheme for an interacting particle system associated with the McKean–Vlasov equation. We prove stability and strong convergence of order \(1/2\) and 1, respectively. To obtain our main results, we employ techniques from calculus on the Wasserstein space. The proof for the strong convergence of the tamed Milstein scheme only requires the coefficients to be once continuously differentiable in the state and measure component. To demonstrate our theoretical findings, we present several numerical examples, including mean-field versions of the stochastic 3/2 volatility model and the stochastic double well dynamics with multiplicative noise.
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1. Introduction

A McKean–Vlasov equation for an \(\mathbb{R}^d\) valued process \(X\) (introduced by H. McKean [20]) is an SDE where the drift and diffusion coefficients depend on the state of the process and, additionally, on the marginal laws of \(X\), i.e.,

\[
X_t = X_0 + \int_0^t b_s(X_s, L_X) \, ds + \int_0^t \sigma_s(X_s, L_X) \, dW_s
\]

almost surely, for any \(t \in [0, T]\), with a given \(T > 0\), where \(W\) is an \(m\)-dimensional Wiener process, \(X_0\) is an \(\mathbb{R}^d\)-valued random variable and \((L_X)_{0 \leq t \leq T}\) denotes the flow of deterministic marginal distributions of \(X\). The theory concerning existence and uniqueness results for strong solutions of McKean–Vlasov SDEs with linearly-growing coefficients satisfying Lipschitz type conditions (in the state and measure component) is well-established (see, e.g., [28]). Additional results related to the existence and uniqueness for weak/strong solutions of McKean–Vlasov SDEs can be found in [3, 14, 21] and references cited therein. For super-linearly growing drift and diffusion with linear growth, it is known that a McKean–Vlasov SDE admits a unique strong solution, if the drift term satisfies a one-sided Lipschitz condition (see [24]).

The main interest of the present article are McKean–Vlasov equations with common noise \(W^0\), an \(m^0\)-dimensional Wiener process, i.e., SDEs with a solution \((X_t)_{0 \leq t \leq T}\) that satisfies

\[
X_t = X_0 + \int_0^t b_s(X_s, L^1(X_s)) \, ds + \int_0^t \sigma_s(X_s, L^1(X_s)) \, dW_s + \int_0^t \sigma^0_s(X_s, L^1(X_s)) \, dW^0_s
\]

almost surely, and \((L^1(X_t))_{0 \leq t \leq T}\) denotes the flow of marginal conditional distributions of \(X\) given the common source of noise, (see below for a rigorous probabilistic set-up for this equation). Compared to McKean–Vlasov SDEs without common noise \([1]\), the marginal laws are not deterministic anymore. Intuitively speaking, the classical notion of propagation of chaos refers to the fact that in a large network of \(N\) interacting particles, these particles become asymptotically independent as \(N \to \infty\). If the particles have a common source of randomness, we do not expect them to become asymptotically independent in the limit; however, conditioned on the information generated by the common noise, they are asymptotically independent. To put this intuition in other words, the empirical distribution of the particles is expected to converge towards the common conditional distribution of each particle given \(W^0\). For more details on this topic, we refer to [7, 8].
The existence and uniqueness of strong solutions for McKean–Vlasov SDEs with common noise under Lipschitz type conditions is well-studied, see [8]. Also, in the aforementioned reference, the notion of strong solution is made rigorous. Here, we go beyond the classical Lipschitz framework and allow all coefficients of (2) to be locally Lipschitz continuous, as long as a certain coercivity assumption is satisfied. The main difficulty to prove well-posedness of (2), is to identify an appropriate space on which one can define a contraction map, which allows a fixed-point argument. Note that the space considered in [8] seems not to be applicable in our model set-up. An interesting study on weak solution for McKean–Vlasov SDEs with common noise can be found in [13].

Note that our results also provide extensions to known well-posedness results for McKean–Vlasov equations with no common noise, see, e.g., [7, 24]. The precise formulation of the assumptions is given in Section 2. The contributions of this paper are the following:

- We study the well-posedness of (2) under milder assumptions than those existing in the literature, in particular allowing coefficients which are not globally Lipschitz (see Theorem 2.1).
- We construct a novel tamed Euler and a tamed Milstein scheme to simulate the interacting particle system associated with (2) and prove strong convergence of order 1/2 and 1, respectively (see Theorems 3.1 and 4.1 respectively). We do not rely on an application of Itô’s formula to derive our results and only require all coefficients to be once continuously differentiable in the state and measure components.

McKean–Vlasov equations with common noise arise as limiting equations of, e.g., N-player games, where each individual player is exposed to an idiosyncratic noise and random shocks common to all the players [8]. Recently, McKean–Vlasov equations with common noise have received significant attention in the optimal control literature, see, e.g., [22], where an optimal control problem for a linear conditional McKean–Vlasov equation with quadratic cost functional was studied. An application of McKean–Vlasov SDEs with common noise in systemic risk was considered in [19]. As pointed out by the authors, their model could serve as a mean-field model for the interplay between common exposures and contagion in large financial systems. Further literature which motivates the consideration of a common noise source is concerned with the mathematical analysis of a large interacting network of neurons, where McKean–Vlasov equations are employed to describe the voltage level of a typical neuron in a network, see e.g., [29].

The simulation of McKean–Vlasov SDEs with common noise will involve two steps: At each time \( t \), the unknown measure \( \mathcal{L}^X_{t,i} \) is approximated by an empirical measure

\[
\mu^X_{s,i,N}(dx) := \frac{1}{N} \sum_{j=1}^{N} \delta_{X_{s,i,N}^j}(dx),
\]

where \( \delta_x \) is the Dirac measure at point \( x \) and \((X_{s}^{i,N})_{1 \leq i \leq N}\) (so-called interacting particles) solves the \( \mathbb{R}^{dN} \)-dimensional SDE,

\[
X_{t,i}^{X,N} = X_{0,i}^{X} + \int_0^t b_s(X_{s,i}^{X,N},\mu_{s}^{X,N})ds + \int_0^t \sigma_s(X_{s,i}^{X,N},\mu_{s}^{X,N})dW_s^i + \int_0^t \sigma_s^0(X_{s}^{i,N},\mu_{s}^{X,N})dW_s^0.
\]

Here, \( W^i, W^0 \) and \( X_0^i, i \in \{1, \ldots, N\} \), are independent Wiener processes (also independent of \( W \)) and i. i. d. random initial values with \( \text{Law}(X_0^i) = \text{Law}(X_0) \), respectively. In a second step, one needs to introduce a stable time-stepping method to approximate the particle system \((X_{s}^{i,N})_{1 \leq i \leq N}\) over some finite time horizon \([0, T]\).

The study of stable time-stepping schemes for interacting particle systems (without common noise) with a drift that grows super-linearly in the state component and with globally Lipschitz continuous diffusion term was initiated in [23]. In this reference, a tamed Euler scheme in the spirit of [25, 15] was proposed. Here, one requires both coefficients to be globally Lipschitz continuous in the measure component. These ideas were independently extended to higher-order numerical schemes in [2] and [16]. This paper further relaxes the assumptions imposed on the diffusion, by also allowing this term to grow super-linearly in the state component, similar to the works for classical SDEs, [26, 18]. To give a motivation for this extension, we mention that our framework allows to consider mean-field versions of popular models appearing in mathematical finance such as the 3/2-model that is often used for pricing VIX options and modelling certain stochastic volatility processes, see [10]. This model will be discussed in more detail in Section 3.
To recover the strong convergence of order 1 for the tamed Milstein scheme a term involving the Lions’ derivative of the diffusion term will appear. These additional terms are of theoretical interest and highlight the inherent difference of McKean–Vlasov SDEs to classical SDEs regarding higher order time-stepping schemes. This notion of differentiability for functions on \( P \) was introduced by P.-L. Lions’, see [9] and the below subsection for a short introduction to this notion. This is the first paper dealing with a Milstein type scheme for such equations; to our knowledge, even for linearly growing terms, see [6] and [9] for a short introduction to this notion. This is the first paper dealing with a Milstein type scheme for such equations; to our knowledge, even for linearly growing terms, see [6] and the below subsection for a short introduction to this notion. This is the first paper dealing with a Milstein type scheme for such equations; to our knowledge, even for linearly growing terms, see [6] and the below subsection for a short introduction to this notion.

The remainder of this article is organised as follows: In Section 1, we prove existence/uniqueness of the schemes and prove the expected strong convergence rates of order 1/2 and 1, respectively. In Section 2 and Section 3 are devoted to introducing a tamed Euler and Milstein scheme for the strong solutions for (2), merely requiring a coercivity and monotonicity condition on the coefficients.

In the following subsections, we present several notions and auxiliary results, which will be needed in the following.

The coefficients appearing in (2) are measurable functions defined on \([0, T] \times \mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d) \times \mathbb{R}^{d \times m} \times \mathbb{R}^{d \times m^b}\), respectively.

Notations.

The Euclidean norm of a \( d \)-dimensional vector and the Hilbert-Schmidt norm of a \( d \times m \)-matrix are both denoted by \(| \cdot |\). For the inner product of two vectors \( x, y \in \mathbb{R}^d \), we write \( x \cdot y \). Also, \( Ax \) stands for matrix product of \( A \in \mathbb{R}^{d \times m} \) and \( x \in \mathbb{R}^m \). The transpose of a matrix \( A \) will be denoted by \( A^\top \).

For a vector \( x \in \mathbb{R}^d \), \( x^{(l)} \) denotes its \( l \)-th element. For a matrix \( A \in \mathbb{R}^{d \times m} \), \( A^{(u,v)} \) and \( A^{(l)} \) denote its \((u,v)\)-th element and \( l \)-th column, respectively. The floor function is denoted by \( \lfloor \cdot \rfloor \). The gradient of a function \( f : \mathbb{R}^d \to \mathbb{R} \) is denoted by \( \partial_x f \). Further, we abbreviate by \( \mathcal{P}(\mathbb{R}^d) \) the set of all probability measures on \( \mathbb{R}^d \) and measure the set of probability measures having finite second moment by,

\[
\mathcal{P}_2(\mathbb{R}^d) := \left\{ \mu \in \mathcal{P}(\mathbb{R}^d) : \int_{\mathbb{R}^d} |x|^2 \mu(dx) < \infty \right\}.
\]
Also, for any $\mu, \nu \in \mathcal{P}_2(\mathbb{R}^d)$, the $L^2$-Wasserstein distance is defined by,

$$W_2(\mu, \nu) := \left( \inf_{\pi \in \Pi(\mu, \nu)} \int_{\mathbb{R}^d \times \mathbb{R}^d} |x - y|^2 \pi(dx, dy) \right)^{1/2},$$

where $\Pi(\mu, \nu)$ is the set of couplings of $\mu$ and $\nu$. Clearly, $\mathcal{P}_2(\mathbb{R}^d)$ is a Polish space under the $L^2$-Wasserstein metric. Throughout this article, $K > 0$ is a generic constant that might change its value from line to line.

**Differentiability of functions of measures.**

For functions of measures, there are different notions for differentiability, see, e.g., [1, 30]. In this article, we use the notion of Lions’ derivative. A real-valued function on $\mathcal{P}_2(\mathbb{R}^d)$ is said to be differentiable at $\nu_0 \in \mathcal{P}_2(\mathbb{R}^d)$ if there exists an $\mathbb{R}^d$-valued square integrable random variable $Y_0$ on some atomless, Polish probability space $(\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{P})$ such that its law satisfies $\mathcal{L}_{Y_0} := \tilde{P} \circ Y_0^{-1} = \nu_0$ and the lifting of $f$ defined by $F(Z) := f(\mathcal{L}_Z)$ on $L^2(\tilde{\Omega} ; \mathbb{R}^d)$ has Fréchet derivative $F'[Y_0]$ at $Y_0 \in L^2(\tilde{\Omega} ; \mathbb{R}^d)$. The function $f$ is in class $C^1$ if its lifting $F$ is in class $C^1$. Further on using the Riesz representation theorem, for the bounded linear operator $F'[Y_0] : L^2(\tilde{\Omega} ; \mathbb{R}^d) \to \mathbb{R}$, there exists a unique element $DF(Y_0) \in L^2(\tilde{\Omega} ; \mathbb{R}^d)$ satisfying $F'[Y_0](Z) = \tilde{E}(DF[Y_0],Z)$ for all $Z \in L^2(\tilde{\Omega} ; \mathbb{R}^d)$. Moreover, by Theorem 6.5 (structure of the gradient) in [9], there exits a measurable function $\partial_\mu f(\nu_0) : \mathbb{R}^d \to \mathbb{R}^d$, independent of the choice of the probability space $(\Omega, \mathcal{F}, P)$ and the random variable $Y_0$ used for the lifting, such that $\int_{\mathbb{R}^d} |\partial_\mu f(\nu_0)(x)|^2 \nu_0(dx) < \infty$ and $DF(Y_0) = \partial_\mu f(\nu_0)(Y_0)$ holds. The function $\partial_\mu f(\nu_0)$ is defined as the Lions’ derivative (abbreviated by $L$-derivative) of $f$ at $\nu_0 = \mathcal{L}_{Y_0}$ and $\partial_\mu f : \mathcal{P}_2(\mathbb{R}^d) \times \mathbb{R}^d \to \mathbb{R}^d$ is given by $\partial_\mu f(\nu, z) = \partial_\mu f(\nu)(z)$ for any $\nu \in \mathcal{P}_2(\mathbb{R}^d)$ and $z \in \mathbb{R}^d$.

**Auxiliary Lemmas.**

The following lemma is frequently used in this article:

**Lemma 1.1** (Lemma 3.2 in [23]). Let $f := (f_t)_{t \geq 0}$ and $g := (g_t)_{t \geq 0}$ be non-negative continuous $\mathcal{F}_t$-adapted processes satisfying,

$$E f_{\tau} I_{|g_\tau| \leq \epsilon} \leq E g_{\tau} I_{|g_\tau| \leq \epsilon},$$

for any bounded stopping time $\tau \leq T$ where $c > 0$ and $T \in [0, \infty]$ are any constants. Then, for any bounded stopping time $\tau \leq T$,

$$E \sup_{t \leq \tau} f_t^2 I_{|g_t| \leq \epsilon} \leq \frac{2 - \gamma}{1 - \gamma} E g_{\tau}^2 I_{|g_\tau| \leq \epsilon},$$

for any $\gamma \in (0, 1)$.

The above lemma helps us in obtaining uniform second moment bound of certain SDEs when the diffusion coefficient grows super-linearly (see, e.g., the proof of Theorem 2.1) by imposing that the initial value of these SDEs is in $L^{2+\epsilon}$ for some $\epsilon > 0$. However, these considerations and additional regularity on the initial value is not required in case the diffusion coefficient grows only linearly. In addition, it allows us to obtain a uniform rate of strong convergence, in Section 3 (see, Theorem 3.1) and Section 4 (see, Theorem 4.1).

The following lemma plays a key role in proving the existence and uniqueness result in Theorem 2.1.

**Lemma 1.2** ([27]). Let $(X,d)$ be a complete metric space and let $(\Omega, \mathcal{F}, P)$ be a probability space. Let $p \geq 1$. Let $\| \cdot \|_p$ denote the norm in $L^p(\Omega; \mathbb{R})$. Let $\mu_0 : \Omega \to X$ be a random variable. Let

$$S := \{ \mu : \Omega \to X \text{ r.v.} : \| d(\mu, \mu_0) \|_p < \infty \}.$$ 

Let $\rho(\mu, \mu') := \| d(\mu, \mu') \|_p$. Then $(S, \rho)$ is a complete metric space.

**2. Existence, Uniqueness, Moment Bound and Propagation of Chaos.**

In this section, the existence and uniqueness of the solution of (2) is proved under more relaxed assumptions than those existing in the literature, see for example [8]. Indeed, this is the first result on existence and uniqueness of (2) where the coefficients are allowed to grow super-linearly. As a by product when $\sigma^0 = 0$ (without common noise), our result is an extension of [24] in the sense that we
also allow super-linear diffusion coefficient for equation (1) by assuming slightly more regular initial value, i.e., $X_0 \in L^{2+\epsilon}$ for any $\epsilon > 0$. Further, moment boundedness of the solution is established.

The following assumptions are made in this section.

**Assumption 2.1.** $E|X_0|^{p_0} < \infty$ for a fixed constant $p_0 > 2$.

**Assumption 2.2.** There exists a constant $L > 0$ such that
\[
2xb_t(x,\mu) + (p_0 - 1)|\sigma_t(x,\mu)|^2 + (p_0 - 1)|\sigma_0^0(x,\mu)|^2 \leq L\{(1 + |x|)^2 + \mathcal{W}^2_2(\mu, \delta_0)\},
\]
for all $t \in [0,T]$, $x \in \mathbb{R}^d$ and $\mu \in \mathcal{P}_2(\mathbb{R}^d)$.

**Assumption 2.3.** There exists a constant $L > 0$ such that
\[
2(x - \bar{x})(b_t(x,\mu) - b_t(\bar{x},\bar{\mu})) + |\sigma_t(x,\mu) - \sigma_t(\bar{x},\bar{\mu})|^2 + |\sigma_0^0(x,\mu) - \sigma_0^0(\bar{x},\bar{\mu})|^2 \leq L\{|x - \bar{x}|^2 + \mathcal{W}^2_2(\mu, \bar{\mu})\},
\]
for all $t \in [0,T]$, $x, \bar{x} \in \mathbb{R}^d$ and $\mu, \bar{\mu} \in \mathcal{P}_2(\mathbb{R}^d)$.

**Assumption 2.4.** For every $t \in [0,T]$ and $\mu \in \mathcal{P}_2(\mathbb{R}^d)$, $b_t(x,\mu)$ is a continuous function of $x \in \mathbb{R}^d$.

The main result of this section is given in the following theorem.

**Theorem 2.1 (Existence, Uniqueness and Moment Bound).** Let Assumptions 2.1, 2.2, 2.3 and 2.4 be satisfied. Then, there exists a unique strong solution of (2) and the following holds,
\[
\sup_{0 \leq t \leq T} E|X_t|^{p_0} \leq K,
\]
where $K := K(L, E|X_0|^{p_0}, d, m, m_0) > 0$ is a constant. Moreover,
\[
E \sup_{0 \leq t \leq T} |X_t|^q \leq K,
\]
for any $q < p_0$.

**Proof.** Consider the space
\[
\chi := \{\nu : \Omega^0 \rightarrow \mathcal{P}_2(\mathbb{R}^d) \text{ r.v.}: E^0 \int_{\mathbb{R}^d} |x|^2 \nu(dx) < \infty\}.
\]
It follows from Lemma 1.2 that $(\chi, d)$ is a complete metric space, where the metric $d$ is given by
\[
d(\nu_1, \nu_2) := (E^0\mathcal{W}^2_2(\nu_1, \nu_2))^{1/2},
\]
and hence the space $C([0,T]; \chi)$ is also a complete metric space. Define an operator,
\[
\Phi : C([0,T]; \chi) \rightarrow C([0,T]; \chi),
\]
by
\[
\Phi(\mu) = (\mathcal{L}^1(Y^\mu_t))_{0 \leq t \leq T},
\]
where $(Y^\mu_t)_{0 \leq t \leq T}$ is the unique solution of the following stochastic differential equation with random coefficients,
\[
Y^\mu_t = X_0 + \int_0^t b_s(Y^\mu_s, \mu_s)ds + \int_0^t \sigma_s(Y^\mu_s, \mu_s)dW_s + \int_0^t \sigma_0^0(Y^\mu_s, \mu_s)dW^0_s,
\]
almost surely for any $t \in [0,T]$. From [11], the above SDE has a unique continuous solution in a strong sense. Further, it is known that under the assumptions of this article (see, e.g., [17]),
\[
\sup_{t \in [0,T]} E|Y^\mu_t|^{p_0} \leq K \quad \text{and} \quad E \sup_{t \in [0,T]} |Y^\mu_t|^p \leq K,
\]
for any $p < p_0$ where $K := K(L, E|X_0|^{p_0}, d, m, m_0) > 0$.

Notice that the map $\Phi$ is well-defined. Indeed, for any $\mu \in C([0,T]; \chi)$,
\[
|\Phi(\mu)|_{C([0,T]; \chi)} = \sup_{0 \leq t \leq T} E^0 \int_{\mathbb{R}^d} |x|^2 \mathcal{L}^1(Y^\mu_t)(dx) = \sup_{0 \leq t \leq T} E^0 E^1(|Y^\mu_t|^2|\mathcal{F}^W) = \sup_{0 \leq t \leq T} E|Y^\mu_t|^2 < \infty,
\]
which implies that $\Phi(\mu) \in C([0,T]; \chi)$. In view of Lemma 2.5 in [8] and equation (3), the flow $(\mathcal{L}^1(Y^\mu_t))_{t \geq 0}$ has $P_0$-almost surely continuous paths in $\mathcal{P}_2(\mathbb{R}^d)$ and is $\mathbb{F}^0$-adapted.
By Itô’s formula,
\[
|Y_t^\mu - Y_t^{\nu'}|^2 = 2 \int_0^t \left( Y_s^\mu - Y_s^{\nu'} \right) \left( b_s(Y_s^\mu, \mu_s) - b_s(Y_s^{\nu'}, \nu_s) \right) ds \\
+ 2 \int_0^t \left( Y_s^\mu - Y_s^{\nu'} \right) \left( \sigma_s(Y_s^\mu, \mu_s) - \sigma_s(Y_s^{\nu'}, \nu_s) \right) dW_s \\
+ 2 \int_0^t \left( Y_s^\mu - Y_s^{\nu'} \right) \left( \sigma_s^0(Y_s^\mu, \mu_s) - \sigma_s^0(Y_s^{\nu'}, \nu_s) \right) dW_s^0 \\
+ \int_0^t \left| \sigma_s(Y_s^\mu, \mu_s) - \sigma_s(Y_s^{\nu'}, \nu_s) \right|^2 ds + \int_0^t \left| \sigma_s^0(Y_s^\mu, \mu_s) - \sigma_s^0(Y_s^{\nu'}, \nu_s) \right|^2 ds,
\]
which on using Assumption 2.3 gives,
\[
E|Y_t^\mu - Y_t^{\nu'}|^2 = E \int_0^t \left\{ 2 \left( Y_s^\mu - Y_s^{\nu'} \right) \left( b_s(Y_s^\mu, \mu_s) - b_s(Y_s^{\nu'}, \nu_s) \right) \\
+ \left| \sigma_s(Y_s^\mu, \mu_s) - \sigma_s(Y_s^{\nu'}, \nu_s) \right|^2 + \left| \sigma_s^0(Y_s^\mu, \mu_s) - \sigma_s^0(Y_s^{\nu'}, \nu_s) \right|^2 \right\} ds \\
\leq K \int_0^t E|Y_s^\mu - Y_s^{\nu'}|^2 ds + KE \int_0^t \mathcal{W}_2^2(\mu_s, \nu_s) ds
\]
for any \( t \in [0, T] \). The application of Gronwall’s inequality yields,
\[
\sup_{0 \leq t \leq T} E|Y_t^\mu - Y_t^{\nu'}|^2 \leq K \int_0^T \sup_{0 \leq r \leq t} E^{0}\mathcal{W}_2^2(\mu_r, \nu_r) ds
\]
for any \( t \in [0, T] \) which further implies,
\[
|\Phi(\mu) - \Phi(\nu)|^2 \leq \sup_{0 \leq t \leq T} E|Y_t^\mu - Y_t^{\nu'}|^2 \\
\leq K \int_0^T \sup_{0 \leq r \leq t} E^{0}\mathcal{W}_2^2(\mu_r, \nu_r) ds = K \int_0^T |\mu - \nu|^2 \mathcal{W}_2^2([0, s]; \chi) ds.
\]
Using the above inequality, one obtains,
\[
|\Phi^2(\mu) - \Phi^2(\nu)|^2 \leq K \int_0^T |\Phi(\mu) - \Phi(\nu)|^2 \mathcal{W}_2^2([0, t]; \chi) dt_1 \\
\leq K^2 \int_0^T \int_0^{t_1} |\mu - \nu|^2 \mathcal{W}_2^2([0, t_2]; \chi) dt_2 dt_1
\]
and iterating further yields,
\[
|\Phi^j(\mu) - \Phi^j(\nu)|^2 \leq K^j \int_0^T \int_0^{t_1} \cdots \int_0^{t_{j-1}} |\mu - \nu|^2 \mathcal{W}_2^2([0, t_j]; \chi) dt_j \cdots dt_1 \\
\leq K^j \int_0^T \frac{(T - t_j)^{j-1}}{(j - 1)!} |\mu - \nu|^2 \mathcal{W}_2^2([0, t_j]; \chi) dt_j \\
\leq \frac{(KT)^j}{j!} |\mu - \nu|^2 \mathcal{W}_2^2([0, T]; \chi).
\]
Since \( \sum_{j=1}^{\infty} (KT)^j/j! = e^{KT} < \infty \), the mapping \( \Phi \) has a unique fixed point which is the solution of 2.

Let us now introduce the interacting particle system of [2], in order to study the propagation of chaos property, see e.g., [23]. The state of the particle \( i \in \{1, \ldots, N\} \) in the symmetric system of \( N \) SDEs coupled in a mean-field sense is given by,
\[
X^{i,N}_t = X^i_t + \int_0^t b_s(X^{i,N}_s, \mu_s^{X,N}) ds + \int_0^t \sigma_s(X^{i,N}_s, \mu_s^{X,N}) dW^i_s + \int_0^t \sigma^0_s(X^{i,N}_s, \mu_s^{X,N}) dW^0_s,
\]
almost surely, where
\[
\mu^{X,N}_t(\cdot) := \frac{1}{N} \sum_{i=1}^N \delta_{X^{i,N}_t}(\cdot).
\]
for any \( t \in [0, T] \). Also, consider the following system of conditional non-interacting particles,
\[
X^i_t = X^i_0 + \int_0^t b_s(X^{i,N}_s, L^1(X^i_s)) ds + \int_0^t \sigma_s(X^{i,N}_s, L^1(X^i_s)) dW^i_s + \int_0^t \sigma^0_s(X^{i,N}_s, L^1(X^i_s)) dW^0_s,
\]
almost surely for any \( t \in [0, T] \) and \( i \in \{1, \ldots, N\} \). Moreover, by Proposition 2.11 in [23],
\[
P^0\left[ L^1(X^i_t) = L^1(X^i_0) \right] \text{ for all } t \in [0, T] = 1.
\]

The following proposition gives the propagation of chaos under the assumptions of this paper.

**Proposition 2.1 (Propagation of Chaos).** Let Assumptions 2.1, 2.2, 2.3 and 2.4 be satisfied with \( p_0 > 4 \). Then,
\[
\sup_{i \in \{1, \ldots, N\}} \sup_{t \in [0, T]} E|X^i_t - X^{i,N}_t|^2 \leq K \begin{cases} N^{-1/2}, & \text{if } d < 4, \\ N^{-1/2} \ln(N), & \text{if } d = 4, \\ N^{-2/d}, & \text{if } d > 4, \end{cases}
\]
where the constant \( K > 0 \) does not depend on \( N \).

**Proof.** From equations (4), (5) and Itô’s formula,
\[
|X^i_t - X^{i,N}_t|^2 = 2 \int_0^t (X^i_s - X^{i,N}_s)(b_s(X^i_s, L^1(X^i_s)) - b_s(X^{i,N}_s, \mu^{X,N}_s)) ds
+ 2 \int_0^t (X^i_s - X^{i,N}_s)(\sigma_s(X^i_s, L^1(X^i_s)) - \sigma_s(X^{i,N}_s, \mu^{X,N}_s)) dW_s
+ 2 \int_0^t (X^i_s - X^{i,N}_s)(\sigma^0_s(X^i_s, L^1(X^i_s)) - \sigma^0_s(X^{i,N}_s, \mu^{X,N}_s)) dW^0_s
+ \int_0^t |\sigma_s(X^i_s, L^1(X^i_s)) - \sigma_s(X^{i,N}_s, \mu^{X,N}_s)|^2 ds
+ \int_0^t |\sigma^0_s(X^i_s, L^1(X^i_s)) - \sigma^0_s(X^{i,N}_s, \mu^{X,N}_s)|^2 ds
\]
which due to Assumption 2.3 yields,
\[
E|X^i_t - X^{i,N}_t|^2 = E \int_0^t \left\{ 2(X^i_s - X^{i,N}_s)(b_s(X^i_s, L^1(X^i_s)) - b_s(X^{i,N}_s, \mu^{X,N}_s))
+ |\sigma_s(X^i_s, L^1(X^i_s)) - \sigma_s(X^{i,N}_s, \mu^{X,N}_s)|^2 + |\sigma^0_s(X^i_s, L^1(X^i_s)) - \sigma^0_s(X^{i,N}_s, \mu^{X,N}_s)|^2 \right\} ds
\leq KE \int_0^t \mathcal{W}^2_2(L^1(X^i_s), \mu^{X,N}_s) ds + K \int_0^t E|X^i_s - X^{i,N}_s|^2 ds
\]
for any \( t \in [0, T] \). Notice that
\[
\mathcal{W}^2_2(L^1(X^i_s), \mu^{X,N}_s) \leq \frac{2}{N} \sum_{i=1}^N |X^i_s - X^{i,N}_s|^2 + 2\mathcal{W}^2_2\left( \frac{1}{N} \sum_{i=1}^N \delta_{X^i_s}, L^1(X^i_s) \right)
\]
and then applying Theorem 5.8 and Remark 5.9 of [27], one obtains,
\[
E^{1}[\mathcal{W}^2_2\left( \frac{1}{N} \sum_{i=1}^N \delta_{X^i_s}, L^1(X^i_s) \right)] \leq K\left[ E|X^{1,N}_t|^{p_0}\right]^{2/p_0} \begin{cases} N^{-1/2}, & \text{if } d < 4, \\ N^{-1/2} \ln(N), & \text{if } d = 4, \\ N^{-2/d}, & \text{if } d > 4, \end{cases}
\]
P_0–almost surely, where \( K := K(d, p_0) > 0 \). Taking expectation with respect to \( P_0 \) in equation (7), substituting this bound in equation (6) and applying Gronwall’s lemma completes the proof.

3. Tamed Euler Scheme

In this section, we construct a tamed Euler scheme for the interacting particle system (4) associated with (2) when coefficients \( b, \sigma \) and \( \sigma^0 \) are allowed to grow super-linearly. This is the first result on numerical approximation for interacting particles associated with equation (2) with linearly and/or super-linearly growing coefficients. If \( \sigma^0 = 0 \), i.e., in the absence of common noise, a tamed Euler scheme has been studied in [23], for equations where only the drift coefficient is allowed to grow super-linearly. However, our results allow even the diffusion coefficient to grow super-linearly. The proposed
tamed Euler scheme is given below in equation (9). We investigate the moment bounds and the rate of convergence of our tamed Euler scheme in Lemma 3.2 and Theorem 3.1, respectively. Indeed, the rate of convergence of the scheme is shown to be equal to $1/2$, which is consistent with the classical Euler scheme for SDEs. For this purpose, we replace Assumption 2.3 by a slightly stronger Assumption 3.1 and add more assumptions on the regularity of the coefficients as stated below.

**Assumption 3.1.** For some $p_1 > 2$, there exists a constant $L > 0$ such that
\[
2(x - \bar{x})(b_t(x, \mu) - b_t(\bar{x}, \bar{\mu})) + (p_1 - 1)|\sigma_t(x, \mu) - \sigma_t(\bar{x}, \bar{\mu})|^2 + (p_1 - 1)|\sigma_t^0(x, \mu) - \sigma_t^0(\bar{x}, \bar{\mu})|^2 \\
\leq L\{|x - \bar{x}|^2 + \mathcal{W}_2^2(\mu, \bar{\mu})\},
\]
for all $t \in [0, T]$, $x, \bar{x} \in \mathbb{R}^d$ and $\mu, \bar{\mu} \in \mathcal{P}_2(\mathbb{R}^d)$.

**Assumption 3.2.** There exist constants $L > 0$ and $\rho > 0$ such that
\[
|b_t(x, \mu) - b_t(\bar{x}, \bar{\mu})| \leq L\{(1 + |x| + |\bar{x}|)^{\rho/2}|x - \bar{x}| + \mathcal{W}_2(\mu, \bar{\mu})\},
\]
for all $t \in [0, T]$, $x, \bar{x} \in \mathbb{R}^d$ and $\mu, \bar{\mu} \in \mathcal{P}_2(\mathbb{R}^d)$.

**Assumption 3.3.** There exists a constant $L > 0$ such that
\[
|b_t(x, \mu) - b_s(x, \mu)| + |\sigma_t(x, \mu) - \sigma_s(x, \mu)| + |\sigma_t^0(x, \mu) - \sigma_s^0(x, \mu)| \leq L|t - s|^{1/2},
\]
for all $t, s \in [0, T]$, $x, \bar{x} \in \mathbb{R}^d$ and $\mu, \bar{\mu} \in \mathcal{P}_2(\mathbb{R}^d)$.

**Remark 3.1.** Due to Assumption 3.1 and 3.2, there exists a constant $K := K(L) > 0$ such that
\[
|\sigma_t(x, \mu) - \sigma_t(\bar{x}, \bar{\mu})| + |\sigma_t^0(x, \mu) - \sigma_t^0(\bar{x}, \bar{\mu})| \leq K\{(1 + |x| + |\bar{x}|)^{\rho/4}|x - \bar{x}| + \mathcal{W}_2(\mu, \bar{\mu})\},
\]
for all $t \in [0, T]$, $x, \bar{x} \in \mathbb{R}^d$ and $\mu, \bar{\mu} \in \mathcal{P}_2(\mathbb{R}^d)$.

**Remark 3.2.** Due to Assumptions 2.3 and 3.2, there exists a constant $K := K(L, T) > 0$ such that
\[
|b_t(x, \mu)| \leq K\{(1 + |x|)^{\rho/2} + \mathcal{W}_2(\mu, \delta_0)\},
\]
\[
|\sigma_t(x, \mu)| + |\sigma_t^0(x, \mu)| \leq K\{(1 + |x|)^{\rho/4} + \mathcal{W}_2(\mu, \delta_0)\},
\]
for all $t \in [0, T]$, $x, \bar{x} \in \mathbb{R}^d$ and $\mu, \bar{\mu} \in \mathcal{P}_2(\mathbb{R}^d)$.

**Remark 3.3.** It is easy to see that Assumption 2.3 follows from Assumption 3.2.

For introducing the tamed Euler scheme for the interacting particle system (4) associated with (2), we partition $[0, T]$ into $n$ sub-intervals of size $h := T/n$ and define $\kappa_n(t) := [nt]/n$ for any $t \in [0, T]$ and $n \in \mathbb{N}$. Further, for every $t \in [0, T]$, $x \in \mathbb{R}^d$ and $\mu \in \mathcal{P}_2(\mathbb{R}^d)$, we define,
\[
b^n_t(x, \mu) := \frac{b_t(x, \mu)}{1 + n^{-1/2}|x|^{\rho/2}};
\]
\[
\sigma^n_t(x, \mu) := \frac{\sigma_t(x, \mu)}{1 + n^{-1/2}|x|^{\rho/2}};
\]
\[
\sigma^{0,n}_t(x, \mu) := \frac{\sigma_t^0(x, \mu)}{1 + n^{-1/2}|x|^{\rho/2}};
\]
and propose the tamed Euler scheme given by
\[
X^{i,N,n}_t = X^i_0 + \int_0^t \sigma^n_{\kappa_n(s)}(X^{i,N,n}_{\kappa_n(s)}, \mu_{\kappa_n(s)})dW^i_s + \int_0^t \sigma^{0,n}_{\kappa_n(s)}(X^{i,N,n}_{\kappa_n(s)}, \mu_{\kappa_n(s)})dW^0_s,
\]
for each $i \in \{1, \ldots, N\}$, where
\[
\mu^{X,N,n}_t(\cdot) := \frac{1}{N} \sum_{i=1}^N \delta_{X^{i,N,n}_t(\cdot)},
\]
almost surely for any $t \in [0, T]$ and $n \in \mathbb{N}$.

**Remark 3.4.** Using equation 8 and Remark 3.2 one obtains,
\[
|b^n_t(x, \mu)| \leq K \min\left\{n^{1/2}(1 + |x| + \mathcal{W}_2(\mu, \delta_0)), |b_t(x, \mu)|\right\},
\]
\[
|\sigma^n_t(x, \mu)| \leq K \min\left\{n^{1/4}(1 + |x| + \mathcal{W}_2(\mu, \delta_0)), |\sigma_t(x, \mu)|\right\},
\]
\[
|\sigma^{0,n}_t(x, \mu)| \leq K \min\left\{n^{1/4}(1 + |x| + \mathcal{W}_2(\mu, \delta_0)), |\sigma_t^0(x, \mu)|\right\},
\]
for all \( t \in [0, T] \), \( x \in \mathbb{R}^d \) and \( \mu \in \mathcal{P}_2(\mathbb{R}^d) \) and for some constant \( K > 0 \) independent of \( n \).

**Remark 3.5.** When \( \rho = 0 \), then Assumption 3.2 and Remark 3.1 leads to Lipschitz continuity of \( b \) and \( \sigma \) in the state variable in which case no taming is needed in equation (3).

Before proving the moment bound of the tamed Euler scheme (9), we require the following lemmas.

**Lemma 3.1.** Let Assumptions 2.1, 2.2, 3.1 and 3.2 hold. Then,

\[
E\left| X_t^{i,N,n} - X_t^{i,N,n(s)} \right|^{p_0} \leq K n^{-p_0/4} E\left( 1 + \left| X_t^{i,N,n(s)} \right| + \mathcal{W}_t^2(\mu_{k,n(s)}, \delta_0) \right)^{p_0},
\]

for any \( i \in \{1, \ldots, N\} \), \( s \in [0, T] \) and \( n, N \in \mathbb{N} \).

**Proof.** Due to equation (9),

\[
\left| X_t^{i,N,n} - X_t^{i,N,n(s)} \right|^{p_0} \leq K \int_{\kappa_n(s)}^{T} b_{\kappa_n(u)}\left(X^i_{\kappa_n(u)}, \mu_{\kappa_n(u)}\right) du \quad \left| X_t^{i,N,n(s)} \right|^{p_0} + K \int_{\kappa_n(s)}^{T} \left| X_t^{i,N,n, \kappa_n(u)}(X^i_{\kappa_n(u)}, \mu_{\kappa_n(u)} \right) du
\]

which on applying Hölder’s inequality and Burkholder–Davis–Gundy inequality yields,

\[
E\left| X_t^{i,N,n} - X_t^{i,N,n(s)} \right|^{p_0} \leq K n^{-p_0/4} E\left( 1 + \left| X_t^{i,N,n(s)} \right| + \mathcal{W}_t^2(\mu_{k,n(s)}, \delta_0) \right)^{p_0}
\]

and then the result follows by using Remark 3.4.

In the following Lemma, we prove the moment boundedness of the tamed Euler scheme (9).

**Lemma 3.2 (Moment Bound).** Let Assumptions 2.1, 2.2, 3.1 and 3.2 hold. Then,

\[
\sup_{i \in \{1, \ldots, N\}} \sup_{t \in [0, T]} E\left( 1 + \left| X_t^{i,N,n} \right|^{p_0/2} \right) \leq K,
\]

where \( K > 0 \) does not depend on \( n, N \in \mathbb{N} \). Moreover,

\[
\sup_{i \in \{1, \ldots, N\}} \sup_{t \in [0, T]} E\left( 1 + \left| X_t^{i,N,n} \right|^{q/2} \right) \leq K,
\]

for any \( q < p_0 \).

**Proof.** Itô’s formula gives,

\[
\left( 1 + \left| X_t^{i,N,n} \right|^{p_0/2} \right) = \left( 1 + \left| X_0^{i,N,n} \right|^{p_0/2} \right)
\]

\[
+ p_0 \int_0^t \left( 1 + \left| X_s^{i,N,n} \right|^{p_0/2 - 1} X_s^{i,N,n} b_{\kappa_n(s)} X_s^{i,N,n} \right) ds
\]

\[
+ p_0 \int_0^t \left( 1 + \left| X_s^{i,N,n} \right|^{p_0/2 - 1} X_s^{i,N,n} \sigma_{\kappa_n(s)} X_s^{i,N,n} \right) dW_s
\]

\[
+ p_0 \int_0^t \left( 1 + \left| X_s^{i,N,n} \right|^{p_0/2 - 1} X_s^{i,N,n} \sigma_{\kappa_n(s)} X_s^{i,N,n} \right) dW_s^0
\]

\[
+ \frac{p_0(p_0 - 2)}{2} \int_0^t \left( 1 + \left| X_s^{i,N,n} \right|^{p_0/2 - 2} \sigma_{\kappa_n(s)} X_s^{i,N,n} \right) X_s^{i,N,n} \right) ds
\]

\[
+ \frac{p_0(p_0 - 2)}{2} \int_0^t \left( 1 + \left| X_s^{i,N,n} \right|^{p_0/2 - 2} \sigma_{\kappa_n(s)} X_s^{i,N,n} \right) X_s^{i,N,n} \right) ds
\]

\[
+ \frac{p_0}{2} \int_0^t \left( 1 + \left| X_s^{i,N,n} \right|^{p_0/2 - 1} \sigma_{\kappa_n(s)} X_s^{i,N,n} \right)^2 ds
\]

\[
+ \frac{p_0}{2} \int_0^t \left( 1 + \left| X_s^{i,N,n} \right|^{p_0/2 - 1} \sigma_{\kappa_n(s)} X_s^{i,N,n} \right)^2 ds
\]
almost surely for any $t \in [0, T]$, $i \in \{1, \ldots, N\}$ and $n, N \in \mathbb{N}$. Thus, on taking expectation and using the Cauchy-Schwarz inequality, one obtains,

$$E(1 + |X_t^{i,N,n}|^2)^{p_0/2} \leq E(1 + |X_t^{i,N,n}|^2)^{p_0/2}$$

$$+ \frac{p_0}{2} E \int_0^t \left(1 + |X_s^{i,N,n}|^2\right)^{p_0/2 - 1} \left\{2X_s^{i,N,n}\mu_{\kappa_s(n)}(X_s^{i,N,n}, \mu_{\kappa_s(n)}) + (p_0 - 1) |\sigma_{\kappa_s(n)}(X_s^{i,N,n})^2 + (p_0 - 1) |\sigma_{\kappa_s(n)}(X_s^{i,N,n})^2| |\sigma_{\kappa_s(n)}(X_s^{i,N,n}) - |\sigma_{\kappa_s(n)}(X_s^{i,N,n})^2|\right\} ds$$

$$+ p_0 E \int_0^t \left(1 + |X_s^{i,N,n}|^2\right)^{p_0/2 - 1} \left\{X_s^{i,N,n} - X_s^{i,N,n}\right\}^{p_0/2} ds \quad (10)$$

for any $t \in [0, T]$, $i \in \{1, \ldots, N\}$ and $n, N \in \mathbb{N}$. From equation (8), notice that the denominators of $b^p$, $\sigma^n$ and $\sigma^0$ are the same. Hence, on using equation (9), Assumption 2.2 and Young’s inequality, one obtains,

$$E(1 + |X_t^{i,N,n}|^2)^{p_0/2} \leq E(1 + |X_t^{i,N,n}|^2)^{p_0/2} + K \int_0^t \sup_{0 \leq r \leq s} E(1 + |X_r^{i,N,n}|^2)^{p_0/2} ds$$

$$+ KE \int_0^t \mathcal{W}^{p_0/2}_2 \left(\mu_{\kappa_s(n)}(s, \delta_0)\right) ds + F_1 + F_2 \quad (11)$$

for any $t \in [0, T]$, $i \in \{1, \ldots, N\}$ and $n, N \in \mathbb{N}$ where $F_1$ and $F_2$ are defined below. Notice that,

$$F_1 := p_0 E \int_0^t \left(1 + |X_s^{i,N,n}|^2\right)^{p_0/2 - 1} \left\{X_s^{i,N,n}\mu_{\kappa_s(n)}(X_s^{i,N,n}, \mu_{\kappa_s(n)}) dW_s^{i,N,n}(X_s^{i,N,n}, \mu_{\kappa_s(n)}) dsight\}$$

$$\leq p_0 E \int_0^t \left(1 + |X_s^{i,N,n}|^2\right)^{p_0/2 - 1} \left\{X_s^{i,N,n}\mu_{\kappa_s(n)}(X_s^{i,N,n}, \mu_{\kappa_s(n)}) dW_s^{i,N,n}(X_s^{i,N,n}, \mu_{\kappa_s(n)}) dsight\}$$

$$+ p_0 E \int_0^t \left(1 + |X_s^{i,N,n}|^2\right)^{p_0/2 - 1} \left\{X_s^{i,N,n} - X_s^{i,N,n}\right\}^{p_0/2} ds$$

$$\quad \times \left| \int_{\kappa_s(n)} \sigma_{\kappa_s(n)}(X_s^{i,N,n}, \mu_{\kappa_s(n)}(r) - |\sigma_{\kappa_s(n)}(X_s^{i,N,n})^2 + (p_0 - 1) |\sigma_{\kappa_s(n)}(X_s^{i,N,n})^2| |\sigma_{\kappa_s(n)}(X_s^{i,N,n}) - |\sigma_{\kappa_s(n)}(X_s^{i,N,n})^2|\right| ds$$

$$\leq KE \int_0^t \left(1 + |X_s^{i,N,n}|^2\right)^{(p_0-3)/2} |X_s^{i,N,n} - X_s^{i,N,n}|$$

$$\times \left| \int_{\kappa_s(n)} b^{i,N,n}_{\kappa_s(n)}(X_s^{i,N,n}, \mu_{\kappa_s(n)}(r)) \sigma_{\kappa_s(n)}(X_s^{i,N,n}, \mu_{\kappa_s(n)}(r)) dW_r^{i,N,n} ds \right|$$

for any $t \in [0, T]$, $i \in \{1, \ldots, N\}$ and $n, N \in \mathbb{N}$ where the last inequality follows due to the following expansion, for some $\theta \in (0, 1)$,

$$|(1 + |x|^2)^{p_0/2 - 1} - (1 + |y|^2)^{p_0/2 - 1}| = \left|(p_0 - 2)(1 + \theta x + (1 - \theta)y)^{p_0/2 - 2}(\theta x + (1 - \theta)y)(x - y)\right|$$

$$\leq (p_0 - 2)\left(1 + |x|^2 + |y|^2\right)^{(p_0 - 3)/2}|x - y| \quad (12)$$
for any $x, y \in \mathbb{R}^d$. Therefore, the application of Young’s inequality, Burkholder–Davis–Gundy inequality and Lemma 3.1 yields,

$$F_1 \leq K \int_0^t \sup_{0 \leq r \leq s} \mathbb{E} \left[ (1 + |X_r^{i,N,n}|^2)^{p_0/2} \right] ds + KE \int_0^t \mathbb{E} \left[ |X_s^{i,N,n} - X_{\kappa_n(s)}^{i,N,n}|^{p_0/3} \right] ds$$

$$\times n^{-p_0/12} \int_{\kappa_n(s)} b_{\kappa_n(s)}^n \left( X_s^{i,N,n}, \mu_{\kappa_n(s)}^{X,N,n} \right) \sigma_{\kappa_n(s)}^n \left( X_s^{i,N,n}, \mu_{\kappa_n(s)}^{X,N,n} \right) dW_r^{(p_0/3)} ds$$

$$\leq K \int_0^t \sup_{0 \leq r \leq s} \mathbb{E} \left[ (1 + |X_r^{i,N,n}|^2)^{p_0/2} \right] ds + K \int_0^t n^{-p_0/4} \mathbb{E} |X_s^{i,N,n} - X_{\kappa_n(s)}^{i,N,n}|^{p_0} ds$$

$$+ Kn^{-p_0/8} \int_0^t \mathbb{E} \left[ \int_{\kappa_n(s)} b_{\kappa_n(s)}^n \left( X_s^{i,N,n}, \mu_{\kappa_n(s)}^{X,N,n} \right) \sigma_{\kappa_n(s)}^n \left( X_s^{i,N,n}, \mu_{\kappa_n(s)}^{X,N,n} \right) dW_r^{(p_0/2)} \right] ds$$

$$\leq K + K \int_0^t \sup_{0 \leq r \leq s} \mathbb{E} \left[ (1 + |X_r^{i,N,n}|^2)^{p_0/2} \right] ds$$

$$+ Kn^{-p_0/8} n^{-p_0/4 + 1} \int_0^t \mathbb{E} \left[ \int_{\kappa_n(s)} b_{\kappa_n(s)}^n \left( X_s^{i,N,n}, \mu_{\kappa_n(s)}^{X,N,n} \right) \sigma_{\kappa_n(s)}^n \left( X_s^{i,N,n}, \mu_{\kappa_n(s)}^{X,N,n} \right) dW_r^{(p_0/2)} \right] ds$$

and then one uses Remark 3.4 to obtain the following,

$$F_1 \leq K \int_0^t \sup_{0 \leq r \leq s} \mathbb{E} \left[ (1 + |X_r^{i,N,n}|^2)^{p_0/2} \right] ds + KE \int_0^t \mathbb{E} \left[ W_2^{p_0} \left( \mu_{\kappa_n(s)}^{X,N,n}, \delta_0 \right) \right] ds$$

for any $t \in [0, T]$, $i \in \{1, \ldots, N\}$ and $n, N \in \mathbb{N}$. By adapting the similar arguments as used in the estimation of $F_1$, one can obtain,

$$F_2 := p_0 \int_0^t \mathbb{E} \left[ (1 + |X_r^{i,N,n}|^2)^{p_0/2 - 1} \right] \int_{\kappa_n(s)} \sigma_{\kappa_n(r)}^{X,N,n} \left( X_r^{i,N,n}, \mu_{\kappa_n(r)}^{X,N,n} \right) dW_r^{(p_0/2)} ds$$

$$\leq K \int_0^t \sup_{0 \leq r \leq s} \mathbb{E} \left[ (1 + |X_r^{i,N,n}|^2)^{p_0/2} \right] ds + KE \int_0^t \mathbb{E} \left[ W_2^{p_0} \left( \mu_{\kappa_n(s)}^{X,N,n}, \delta_0 \right) \right] ds,$n

for any $t \in [0, T]$, $i \in \{1, \ldots, N\}$ and $n, N \in \mathbb{N}$. By a simple calculation (see, e.g., Lemma 2.3 in [24]), one can observe that,

$$W_2^{p_0} \left( \mu_{\kappa_n(s)}^{X,N,n}, \delta_0 \right) = \frac{1}{N} \sum_{j=1}^N |X_{\kappa_n(s)}^{i,N,n}|^2,$$  

which on using yields,

$$\sup_{i \in \{1, \ldots, N\}} \sup_{0 \leq s \leq t} \mathbb{E} \left[ (1 + |X_r^{i,N,n}|^2)^{p_0/2} \right] \leq \mathbb{E} \left[ (1 + |X_r^{i,N,n}|^2)^{p_0/2} \right] + K \int_0^t \sup_{i \in \{1, \ldots, N\}} \sup_{0 \leq s \leq t} \mathbb{E} \left[ (1 + |X_r^{i,N,n}|^2)^{p_0/2} \right] ds$$

and the application of Gronwall’s inequality completes the proof of the first inequality. The second inequality follows due to Lemma 3.1. □

Before proceeding with the proof of rate of convergence of the tamed Euler scheme (9), we establish some lemmas as given below.

**Lemma 3.3.** Let Assumptions 2.2, 3.3 and 3.5 hold. Then,

$$\mathbb{E} \left[ X_{\kappa_n(s)}^{i,N,n} - X_{\kappa_n(s)}^{i,N,n} \right] \leq Kn^{-p/2},$$

for any $i \in \{1, \ldots, N\}$, $s \in [0, T]$ and $n, N \in \mathbb{N}$ where the constant $K > 0$ does not depend on $n$ or $N$. 
**Proof.** The proof follows by replicating the proof of Lemma 3.1 and then using Remark 3.2 and Lemma 3.3. □

**Lemma 3.4.** Let Assumptions 2.1, 2.2, 3.1, 3.2 and 3.3 hold. Then,
\[
E|b_s(X_{s},X_{n}) - b_{\kappa_n(s)}(X_{s},X_{n})|^p \leq Kn^{-p/2},
\]
\[
E|\sigma_s(X_{s},X_{n}) - \sigma_{\kappa_n(s)}(X_{s},X_{n})|^p \leq Kn^{-p/2},
\]
\[
E|\sigma^0_s(X_{s},X_{n}) - \sigma_{\kappa_n(s)}^0(X_{s},X_{n})|^p \leq Kn^{-p/2},
\]
for any \( s \in [0,T], i \in \{1, \ldots, N\} \) and \( n, N \in \mathbb{N} \) where the constant \( K > 0 \) does not depend on \( n, N \).

**Proof.** On using Remark 3.1 and Assumption 3.3, one obtains,
\[
E|b_s(X_{s},X_{n}) - b_{\kappa_n(s)}(X_{s},X_{n})|^p \leq KE|b_s(X_{s},X_{n}) - b_{\bar{b}_n(s)}(X_{s},X_{n})|^p + KE|b_{\bar{b}_n(s)}(X_{s},X_{n}) - b_{\kappa_n(s)}(X_{s},X_{n})|^p
\]
\[
\leq KE(1 + |X_{s,n}| + |X_{s,n}^i|)^{p/2} |X_{s,n} - X_{s,n}^i|^p + KEW_2^p(\mu_s^X,\mu_s^N)
\]
which on the application of Hölder’s inequality, Lemma 3.2, Lemma 3.3 and the following elementary estimate,
\[
W_2^2(\mu_s^X,\mu_s^N) \leq \frac{1}{N} \sum_{j=1}^n |X_{s,n}^i - X_{s,n}^i|^2,
\]
proves the estimate for \( b \). The proof is completed by performing similar calculations for \( \sigma \) and \( \sigma^0 \). □

The following is the main result of this section.

**Theorem 3.1 (Rate of Convergence).** Let Assumptions 2.1, 2.2, 3.1, 3.2 and 3.3 be satisfied. Then, the tamed Euler scheme \( \mathbb{E} \) converges to the true solution of the interacting particle system \( \mathbb{P} \) associated with \( \mathbb{Q} \) in a strong sense with \( L^p \) rate of convergence given by,
\[
\sup_{t \in [0,T]} \mathbb{E} \sup_{i \in \{1, \ldots, N\}} |X_{t,n}^i - X_{t,n}^i|^p \leq Kn^{-p/2},
\]
for any \( p < \min\{p_1, p_0/(\rho + 1)\} \), where the constant \( K > 0 \) does not depend on \( n, N \in \mathbb{N} \).

**Proof.** Let us first assume that \( p < \min\{p_1, p_0/(\rho + 1)\} \). From equation (4) and (9),
\[
X_{t,n}^i - X_{0,n} = \int_0^t (b_s(X_{s,n}^i,\mu_s^X) - b_{\kappa_n(s)}(X_{s,n}^i,\mu_{\kappa_n(s)}^X))ds
\]
\[
+ \int_0^t (\sigma_s(X_{s,n}^i,\mu_s^X) - \sigma_{\kappa_n(s)}(X_{s,n}^i,\mu_{\kappa_n(s)}^X))dW_s
\]
\[
+ \int_0^t (\sigma^0_s(X_{s,n}^i,\mu_s^X) - \sigma^0_{\kappa_n(s)}(X_{s,n}^i,\mu_{\kappa_n(s)}^X))dW^0_s
\]
almost surely for any \( t \in [0,T], i \in \{1, \ldots, N\} \) and \( n, N \in \mathbb{N} \). By Itô’s formula,
\[
|X_{t,n}^i - X_{0,n}^i|^p
\]
\[
= p \int_0^t |X_{s,n}^i - X_{s,n}^i|^p - 2(X_{s,n}^i - X_{s,n}^i) (b_s(X_{s,n}^i,\mu_s^X) - b_{\kappa_n(s)}(X_{s,n}^i,\mu_{\kappa_n(s)}^X))ds
\]
\[
+ p \int_0^t |X_{s,n}^i - X_{s,n}^i|^p - 2(X_{s,n}^i - X_{s,n}^i) (\sigma_s(X_{s,n}^i,\mu_s^X) - \sigma_{\kappa_n(s)}(X_{s,n}^i,\mu_{\kappa_n(s)}^X))dW_s
\]
\[
+ p \int_0^t |X_{s,n}^i - X_{s,n}^i|^p - 2(X_{s,n}^i - X_{s,n}^i) (\sigma^0_s(X_{s,n}^i,\mu_s^X) - \sigma^0_{\kappa_n(s)}(X_{s,n}^i,\mu_{\kappa_n(s)}^X))dW^0_s
\]
\[
+ \frac{p(p-2)}{2} \int_0^t |X_{s,n}^i - X_{s,n}^i|^p - 2 (\sigma_s(X_{s,n}^i,\mu_s^X) - \sigma_{\kappa_n(s)}(X_{s,n}^i,\mu_{\kappa_n(s)}^X)) (X_{s,n}^i - X_{s,n}^i)^2 ds
\]
+ \frac{p(p-2)}{2} \int_0^t \left| X^{i,N}_s - X^{i,N,n}_s \right|^{p-2} \left( \sigma_s(X^{i,N}_s, \mu_s^{X,N}) - \sigma_{\kappa_n(s)}(X^{i,N,n}_s, \mu_{\kappa_n(s)}) \right)^2 \left| X^{i,N}_s - X^{i,N,n}_s \right| ds \\
+ \frac{p}{2} \int_0^t \left| X^{i,N}_s - X^{i,N,n}_s \right|^{p-2} \left| \sigma_s(X^{i,N}_s, \mu_s^{X,N}) - \sigma_{\kappa_n(s)}(X^{i,N,n}_s, \mu_{\kappa_n(s)}) \right|^2 ds \\
+ \frac{p}{2} \int_0^t \left| X^{i,N}_s - X^{i,N,n}_s \right|^{p-2} \left| \sigma_s(X^{i,N}_s, \mu_s^{X,N}) - \sigma_{\kappa_n(s)}(X^{i,N,n}_s, \mu_{\kappa_n(s)}) \right|^2 ds

which on taking expectation along with the Cauchy-Schwarz inequality yields,

$$E \left| X^{i,N}_t - X^{i,N,n}_t \right|^p \leq \frac{p}{2} E \int_0^t \left| X^{i,N}_s - X^{i,N,n}_s \right|^{p-2} \left(2 \left( X^{i,N}_s - X^{i,N,n}_s \right) \left( b_s(X^{i,N}_s, \mu_s^{X,N}) - b_s(X^{i,N,n}_s, \mu_{\kappa_n(s)}) \right) + (p-1) \left| \sigma_s(X^{i,N}_s, \mu_s^{X,N}) - \sigma_s(X^{i,N,n}_s, \mu_{\kappa_n(s)}) \right|^2 \right) ds$$

and then using Young’s inequality yields,

$$E \left| X^{i,N}_t - X^{i,N,n}_t \right|^p \leq \frac{p}{2} E \int_0^t \left| X^{i,N}_s - X^{i,N,n}_s \right|^{p-2} \left(2 \left( X^{i,N}_s - X^{i,N,n}_s \right) \left( b_s(X^{i,N}_s, \mu_s^{X,N}) - b_s(X^{i,N,n}_s, \mu_{\kappa_n(s)}) \right) + (p-1) \left| \sigma_s(X^{i,N}_s, \mu_s^{X,N}) - \sigma_s(X^{i,N,n}_s, \mu_{\kappa_n(s)}) \right|^2 \right) ds$$

for any $t \in [0, T]$, $i \in \{1, \ldots, N\}$ and $n, N \in \mathbb{N}$. By using the Cauchy-Schwarz inequality, Young’s inequality and Assumption [3.1] one obtains,

$$E \left| X^{i,N}_t - X^{i,N,n}_t \right|^p \leq E \int_0^t \left| X^{i,N}_s - X^{i,N,n}_s \right|^p ds + E \int_0^t \mathcal{W}_2^p(\mu_s^{X,N}, \mu_{\kappa_n(s)}) ds$$

$$+ K E \int_0^t \left| b_s(X^{i,N}_s, \mu_s^{X,N}) - b_s(X^{i,N,n}_s, \mu_{\kappa_n(s)}) \right|^p ds$$

$$+ K E \int_0^t \left| \sigma_s(X^{i,N}_s, \mu_s^{X,N}) - \sigma_s(X^{i,N,n}_s, \mu_{\kappa_n(s)}) \right|^2 ds$$

$$+ K E \int_0^t \left| \sigma_s(X^{i,N}_s, \mu_s^{X,N}) - \sigma_s(X^{i,N,n}_s, \mu_{\kappa_n(s)}) \right|^2 ds$$

which on the application of Lemma [3.4] along with the following elementary estimate

$$\mathcal{W}_2^p(\mu_s^{X,N}, \mu_{\kappa_n(s)}) \leq \frac{1}{N} \sum_{j=1}^N \left| X^{i,N}_s - X^{i,N,n}_s \right|^2,$$

yields,

$$\sup_{i \in \{1, \ldots, N\}} \sup_{0 \leq s \leq t} E \left| X^{i,N}_r - X^{i,N,n}_r \right|^p \leq \int_0^t \sup_{i \in \{1, \ldots, N\}} \sup_{0 \leq r \leq s} E \left| X^{i,N}_r - X^{i,N,n}_r \right|^p ds + Kn^{-p/2},$$

for any $s \in [0, T]$, $i \in \{1, \ldots, N\}$ and $n, N \in \mathbb{N}$. The application of Gronwall’s inequality gives,

$$\sup_{i \in \{1, \ldots, N\}} \sup_{0 \leq \tau \leq T} E \left| X^{i,N}_\tau - X^{i,N,n}_\tau \right|^p \leq Kn^{-p/2},$$

for any $p < \min\{p_1, p_0/(p+1)\}$, $s \in [0, T]$, $i \in \{1, \ldots, N\}$ and $n, N \in \mathbb{N}$. Then, the application of Lemma [1.1] completes the proof.
4. Tamed Milstein Scheme

In this section, we propose a tamed Milstein scheme for the interacting particle system \(^{(1)}\) associated with McKean–Vlasov SDE \(^{(2)}\) when the coefficients \(b, \sigma\) and \(\sigma^0\) are allowed to grow super-linearly. The proposed Milstein scheme is given below in equation \(^{(22)}\). Note that we use the same notation \(X^{i,N,n}\) for the tamed Milstein scheme \(^{(22)}\) and the tamed Euler scheme \(^{(1)}\) (discussed in Section 3) which should not cause any confusion in the reader’s mind. We study the moment bounds and the rate of convergence of our scheme in Lemma \(^{4.3}\) and Theorem \(^{4.1}\) respectively. Indeed, the rate of convergence of our tamed Milstein scheme is shown to be equal to 1 which is consistent with the classical Milstein scheme for SDEs. For this purpose, we replace Assumption \(3.3\) by Assumption \(4.1\) and add more assumptions on the regularity of the coefficients as stated below.

**Assumption 4.1.** There exists a constant \(L > 0\) such that
\[
|b_t(x, \mu) - b_t(\bar{x}, \bar{\mu})| + |\sigma_t(x, \mu) - \sigma_t(\bar{x}, \bar{\mu})| + |\sigma_t^0(x, \mu) - \sigma_t^0(\bar{x}, \bar{\mu})| \leq L|t - s|,
\]
for all \(t, s \in [0, T]\), \(x \in \mathbb{R}^d\) and \(\mu, \bar{\mu} \in \mathcal{P}_2(\mathbb{R}^d)\).

**Assumption 4.2.** There exists a constant \(L > 0\) such that, for every \(j \in \{1, \ldots, m\}\) and \(j' \in \{1, \ldots, m^0\}\)
\[
|\partial_x b_t(x, \mu, y) - \partial_x b_t(\bar{x}, \bar{\mu}, \bar{y})|^2 \leq L \left( (1 + |x| + |\bar{x}|)^{\rho/2} - |x - \bar{x}|^2 + W_2^2(\mu, \bar{\mu}) + |y - \bar{y}|^2 \right),
\]
for all \(t \in [0, T]\), \(x, \bar{x}, y, \bar{y} \in \mathbb{R}^d\) and \(\mu, \bar{\mu} \in \mathcal{P}_2(\mathbb{R}^d)\).

**Assumption 4.3.** There exists a constant \(L > 0\) such that, for every \(k \in \{1, \ldots, d\}\), \(j \in \{1, \ldots, m\}\) and \(j' \in \{1, \ldots, m^0\}\)
\[
|\partial_{x,y} b_t^{(k)}(x, \mu, y) - \partial_{x,y} b_t^{(k)}(\bar{x}, \bar{\mu}, \bar{y})|^2 \leq L \left( (1 + |x| + |\bar{x}|)^{\rho/2} - |x - \bar{x}|^2 + W_2^2(\mu, \bar{\mu}) + |y - \bar{y}|^2 \right),
\]
for all \(t \in [0, T]\), \(x, \bar{x}, y, \bar{y} \in \mathbb{R}^d\) and \(\mu, \bar{\mu} \in \mathcal{P}_2(\mathbb{R}^d)\).

**Remark 4.1.** As a consequence of Assumptions \(^{3.2}\) and Remark \(^{3.1}\), there is a constant \(K := K(L) > 0\) such that, for every \(k \in \{1, \ldots, d\}\), \(j \in \{1, \ldots, m\}\) and \(j' \in \{1, \ldots, m^0\}\)
\[
|\partial_{x} b_t(x, \mu)| \leq K(1 + |x|)^{\rho/2},
|\partial_{x} \sigma_t^{(j)}(x, \mu)| + |\partial_{x} \sigma_t^{0(j)}(x, \mu)| \leq K(1 + |x|)^{\rho/4},
|\partial_{x} b_t^{(k)}(x, \mu, y)| + |\partial_{x} \sigma_t^{(k,j)}(x, \mu, y)| + |\partial_{x} \sigma_t^{0(k,j)}(x, \mu, y)| \leq K,
\]
for all \(t \in [0, T]\), \(x, y \in \mathbb{R}^d\) and \(\mu \in \mathcal{P}_2(\mathbb{R}^d)\).

As in Section 2, for introducing the tamed Milstein scheme for the interacting particle system \(^{(1)}\) associated with McKean–Vlasov SDE \(^{(2)}\), we partition \([0, T]\) into \(n\) sub-intervals of size \(h := T/n\) and define \(\kappa_n(t) := \lfloor nt \rfloor/n\) for any \(t \in [0, T]\) and \(n \in \mathbb{N}\). Further, for every \(t \in [0, T]\), \(x \in \mathbb{R}^d\) and \(\mu \in \mathcal{P}_2(\mathbb{R}^d)\), we define,
\[
b^n_t(x, \mu) := \frac{b_t(x, \mu)}{1 + n^{-1}|x|^\rho}, \quad \sigma^n_t(x, \mu) := \frac{\sigma_t(x, \mu)}{1 + n^{-1}|x|^\rho}, \quad \sigma^n_t^0(x, \mu) := \frac{\sigma_t^0(x, \mu)}{1 + n^{-1}|x|^\rho},
\]
and propose the tamed Milstein scheme given by,
\[
X^{i,N,n}_t = X^0_t + \int_0^t b^n_{\kappa_n(s)}(X^{i,N,n}_{\kappa_n(s)}, \mu_{\kappa_n(s)}) ds + \int_0^t \sigma^n_{\kappa_n(s)}(s, X^{i,N,n}_{\kappa_n(s)}, \mu_{\kappa_n(s)}) dW^i_s + \int_0^t \sigma^n_{\kappa_n(s)}(s, X^{i,N,n}_{\kappa_n(s)}, \mu_{\kappa_n(s)}) dW^0_s,
\]
for \(i \in \{1, \ldots, m\}\) and \(j \in \{1, \ldots, m^0\}\).
almost surely for any $t \in [0, T]$, $i \in \{1, \ldots, N\}$ and $n, N \in \mathbb{N}$. The coefficients $\tilde{\sigma}^n$ and $\bar{\sigma}^0$ are defined below. For any $s \in [0, T]$, $i \in \{1, \ldots, N\}$ and $n, N \in \mathbb{N},$

$$\tilde{\sigma}^n_{\kappa_n}(s, X^i_{\kappa_n}(s), \mu_{\kappa_n}(s)) := \sigma^r_{\kappa_n}(s, X^i_{\kappa_n}(s), \mu_{\kappa_n}(s)) + \Gamma^n_{\kappa_n}(s, X^i_{\kappa_n}(s), \mu_{\kappa_n}(s))$$

(23)

where $\Gamma^n_{\kappa}$ is further expressed as a sum of four matrices, i.e.,

$$\Gamma^n_{\kappa}(s, X^i_{\kappa}(s), \mu_{\kappa}(s)) := \Lambda^{n,\sigma}(s, X^i_{\kappa}(s), \mu_{\kappa}(s)) + \Lambda^{n,\sigma\theta}(s, X^i_{\kappa}(s), \mu_{\kappa}(s)) + \Lambda^{n,\sigma\theta}(s, X^i_{\kappa}(s), \mu_{\kappa}(s)) + \Lambda^{n,\sigma\theta}(s, X^i_{\kappa}(s), \mu_{\kappa}(s))$$

where $\Lambda^{n,\sigma}, \Lambda^{n,\sigma\theta}$ and $\Lambda^{n,\sigma\theta}$ are $d \times m$-matrices defined as follows,

$$\Lambda^{n,\sigma}(s, X^i_{\kappa}(s), \mu_{\kappa}(s)) := \Lambda^{n,\sigma}(s, X^i_{\kappa}(s), \mu_{\kappa}(s)) = \frac{1}{N} \sum_{j=1}^{N} \partial_{\kappa_n}(s, X^i_{\kappa}(s), \mu_{\kappa}(s), X^j_{\kappa}(s), \mu_{\kappa}(s)) \int_{\kappa_n}^{r} \sigma^r(s, X^i_{\kappa}(s), \mu_{\kappa}(s)) dW^r$$

$$\Lambda^{n,\sigma\theta}(s, X^i_{\kappa}(s), \mu_{\kappa}(s)) := \Lambda^{n,\sigma\theta}(s, X^i_{\kappa}(s), \mu_{\kappa}(s)) = \frac{1}{N} \sum_{j=1}^{N} \partial_{\kappa_n}(s, X^i_{\kappa}(s), \mu_{\kappa}(s), X^j_{\kappa}(s), \mu_{\kappa}(s)) \int_{\kappa_n}^{r} \sigma^r(s, X^i_{\kappa}(s), \mu_{\kappa}(s)) dW^r$$

for every $u \in \{1, \ldots, d\}$ and $v \in \{1, \ldots, m\}$.

Again, for any $s \in [0, T]$, $i \in \{1, \ldots, N\}$ and $n, N \in \mathbb{N},$

$$\bar{\sigma}^0_{\kappa_n}(s, X^i_{\kappa_n}(s), \mu_{\kappa_n}(s)) := \sigma^0_{\kappa_n}(s, X^i_{\kappa_n}(s), \mu_{\kappa_n}(s)) + \Gamma^0_{\kappa_n}(s, X^i_{\kappa_n}(s), \mu_{\kappa_n}(s))$$

(24)

where $\Gamma^0_{\kappa}$ is further expressed as a sum of four matrices, i.e.,

$$\Gamma^0_{\kappa}(s, X^i_{\kappa}(s), \mu_{\kappa}(s)) := \Lambda^{0,\sigma}(s, X^i_{\kappa}(s), \mu_{\kappa}(s)) + \Lambda^{0,\sigma\theta}(s, X^i_{\kappa}(s), \mu_{\kappa}(s)) + \Lambda^{0,\sigma\theta}(s, X^i_{\kappa}(s), \mu_{\kappa}(s)) + \Lambda^{0,\sigma\theta}(s, X^i_{\kappa}(s), \mu_{\kappa}(s))$$

where $\Lambda^{0,\sigma}, \Lambda^{0,\sigma\theta}$ and $\Lambda^{0,\sigma\theta}$ are $d \times m^0$-matrices whose $(u, v)$-th elements are given in this order by

$$\Lambda^{0,\sigma}(s, X^i_{\kappa}(s), \mu_{\kappa}(s))$$

$$\Lambda^{0,\sigma\theta}(s, X^i_{\kappa}(s), \mu_{\kappa}(s))$$

$$\Lambda^{0,\sigma\theta}(s, X^i_{\kappa}(s), \mu_{\kappa}(s))$$

$$\Lambda^{0,\sigma\theta}(s, X^i_{\kappa}(s), \mu_{\kappa}(s))$$

for every $u \in \{1, \ldots, d\}$ and $v \in \{1, \ldots, m^0\}$. 
Remark 4.3. In view of Remark 3.5, no taming is needed in equation (21) when ρ = 0.

Before presenting the result on moment boundedness of the Milstein scheme (22), we establish several lemmas as given below.

Lemma 4.1. Let Assumptions 2.1, 2.2, 3.2, 4.2 and 4.3 be satisfied. Then, for each $i \in \{1, \ldots, N\}$,

$$E|\Gamma_{n,\kappa_{s}}^{\sigma}(s, X_{\kappa_{s}}^{i,N,n}, \mu_{\kappa_{s}})|_{p_0} \leq KE(1 + |X_{\kappa_{s}}^{i,N,n}(s)|^{2})^{p_0/2} + KE\frac{W_{2}}{2}(\mu_{\kappa_{s}}, \delta_{0})$$

and

$$E|\Gamma_{n,\kappa_{s}}^{\sigma}(s, X_{\kappa_{s}}^{i,N,n}, \mu_{\kappa_{s}})|_{p_0} \leq KE(1 + |X_{\kappa_{s}}^{i,N,n}(s)|^{2})^{p_0/2} + KE\frac{W_{2}}{2}(\mu_{\kappa_{s}}, \delta_{0})$$

for all $s \in [0, T]$ and $n, N \in \mathbb{N}$ where the constant $K > 0$ does not depend on $n$ and $N$.

Proof. Using Remark 4.2, one obtains

$$E|\Lambda_{n,\kappa_{s}}^{\sigma_{X}(u,v)}(s, X_{\kappa_{s}}^{i,N,n}, X_{\kappa_{s}}^{i,N,n})|_{p_0} = E|\partial_{\mu}^{\sigma_{X}(u,v)}(X_{\kappa_{s}}^{i,N,n}, X_{\kappa_{s}}^{i,N,n}) \int_{\kappa_{s}}^{s} \sigma_{\kappa_{r}}(X_{\kappa_{r}}^{i,N,n}, X_{\kappa_{r}}^{i,N,n}) dW_{\kappa_{r}}|_{p_0} \leq Kn^{-p_0/2} E|\partial_{\mu}^{\sigma_{X}(u,v)}(X_{\kappa_{s}}^{i,N,n}, X_{\kappa_{s}}^{i,N,n}) \sigma_{\kappa_{s}}(X_{\kappa_{s}}^{i,N,n}, X_{\kappa_{s}}^{i,N,n})|_{p_0} \leq KE\left(1 + |X_{\kappa_{s}}^{i,N,n}(s)| + 2W_{2}(\mu_{\kappa_{s}}, \delta_{0})\right)$$

for any $s \in [0, T]$ and $n, N \in \mathbb{R}^{d}$. Similarly, one obtains

$$E|\Lambda_{n,\kappa_{s}}^{\sigma_{X}(u,v)}(s, X_{\kappa_{s}}^{i,N,n}, X_{\kappa_{s}}^{i,N,n})|_{p_0} \leq KE\left(1 + |X_{\kappa_{s}}^{i,N,n}(s)| + W_{2}(\mu_{\kappa_{s}}, \delta_{0})\right)^{p_0}$$

for any $s \in [0, T]$ and $n, N \in \mathbb{R}^{d}$.

Again, the application of Remark 4.2 yields

$$E|\Lambda_{n,\kappa_{s}}^{\sigma_{X}(u,v)}(s, X_{\kappa_{s}}^{i,N,n}, X_{\kappa_{s}}^{i,N,n})|_{p_0} \leq K \frac{1}{N} \sum_{j=1}^{N} E|\partial_{\mu}^{\sigma_{X}(u,v)}(X_{\kappa_{s}}^{i,N,n}, X_{\kappa_{s}}^{i,N,n}) \int_{\kappa_{s}}^{s} \sigma_{\kappa_{r}}(X_{\kappa_{r}}^{j,N,n}, X_{\kappa_{r}}^{j,N,n}) dW_{\kappa_{r}}|_{p_0} \leq K \frac{1}{N} \sum_{j=1}^{N} E|\partial_{\mu}^{\sigma_{X}(u,v)}(X_{\kappa_{s}}^{i,N,n}, X_{\kappa_{s}}^{i,N,n}) \int_{\kappa_{s}}^{s} \sigma_{\kappa_{r}}(X_{\kappa_{r}}^{j,N,n}, X_{\kappa_{r}}^{j,N,n}) dW_{\kappa_{r}}|_{p_0}$$

for any $s \in [0, T]$ and $n, N \in \mathbb{R}^{d}$.
\[
\begin{align*}
&\leq Kn^{-p_0/2} \frac{1}{N} \sum_{j=1}^{N} E \left\{ \left| \tilde{\sigma}_{n,s}^{(u,v)} \left( X_{\kappa_n(s), \mu_{\kappa_n(s)}}^{i,N, n}, \sigma_{n,s}^{(u,v)} \right) \right|^p \right\} \\
&\leq Kn^{-p_0/4} KE \left( 1 + \left| X_{\kappa_n(s), \mu_{\kappa_n(s)}}^{i,N, n} \right| + W_2 \left( \mu_{\kappa_n(s)}, \delta_0 \right) \right)^p \end{align*}
\]
for any \( s \in [0,T] \) and \( n, N \in \mathbb{R}^d \). Similarly,
\[
E \left| \tilde{\sigma}_{n,s}^{(u,v)} \left( s, X_{\kappa_n(s), \mu_{\kappa_n(s)}}^{i,N, n} \right) \right|^p \leq Kn^{-p_0/4} KE \left( 1 + \left| X_{\kappa_n(s), \mu_{\kappa_n(s)}}^{i,N, n} \right| + W_2 \left( \mu_{\kappa_n(s)}, \delta_0 \right) \right)^p
\]
for any \( s \in [0,T] \) and \( n, N \in \mathbb{R}^d \). Adding the above inequalities leads to
\[
E \left| \tilde{\sigma}_{n,s}^{0,\sigma} \left( s, X_{\kappa_n(s), \mu_{\kappa_n(s)}}^{i,N, n} \right) \right|^p \leq KE \left( 1 + \left| X_{\kappa_n(s), \mu_{\kappa_n(s)}}^{i,N, n} \right| + W_2 \left( \mu_{\kappa_n(s)}, \delta_0 \right) \right)^p
\]
for any \( s \in [0,T] \) and \( n, N \in \mathbb{R}^d \). This completes the proof of the first inequality. The second inequality can be proved similarly. \( \square \)

As a consequence of the above lemma and Remark 4.2, one obtains the following corollary.

**Corollary 4.1.** Let Assumptions 2.1, 2.2, 3.2, 4.2 and 4.3 be satisfied. Then, for each \( i \in \{1, \ldots, N\} \),
\[
E \left| \tilde{\sigma}_{\kappa_n(s)}^{\sigma} \left( s, X_{\kappa_n(s), \mu_{\kappa_n(s)}}^{i,N, n} \right) \right|^p \leq Kn^{-p_0/4} \left\{ E \left( 1 + \left| X_{\kappa_n(s), \mu_{\kappa_n(s)}}^{i,N, n} \right|^2 \right)^{p_0/2} + KE \left( \mu_{\kappa_n(s)}, \delta_0 \right)^{p_0} \right\},
\]
\[
E \left| \tilde{\sigma}_{\kappa_n(s)}^{0,\sigma} \left( s, X_{\kappa_n(s), \mu_{\kappa_n(s)}}^{i,N, n} \right) \right|^p \leq Kn^{-p_0/4} \left\{ E \left( 1 + \left| X_{\kappa_n(s), \mu_{\kappa_n(s)}}^{i,N, n} \right|^2 \right)^{p_0/2} + KE \left( \mu_{\kappa_n(s)}, \delta_0 \right)^{p_0} \right\},
\]
for all \( s \in [0,T] \) and \( n, N \in \mathbb{N} \) where the constant \( K > 0 \) does not depend on \( n \) and \( N \).

**Lemma 4.2.** Let Assumptions 2.1, 2.2, 3.2, 4.2 and 4.3 be satisfied. Then,
\[
E \left| X_{\kappa_n(s), r}^{i,N, n} - X_{\kappa_n(s), r}^{i,N, n} \right|^p \leq Kn^{-p_0/4} \left\{ E \left( 1 + \left| X_{\kappa_n(s), \mu_{\kappa_n(s)}}^{i,N, n} \right|^2 \right)^{p_0/2} + KE \left( \mu_{\kappa_n(s)}, \delta_0 \right)^{p_0} \right\},
\]
for any \( t \in [0,T] \), \( i \in \{1, \ldots, N\} \) and \( n, N \in \mathbb{N} \) where the constant \( K > 0 \) is independent of \( N \) and \( n \).

**Proof.** From [22],
\[
\left| X_{\kappa_n(s), r}^{i,N, n} - X_{\kappa_n(s), r}^{i,N, n} \right|^p \leq K \left[ \int_{\kappa_n(s)}^{r} \tilde{b}_{\kappa_n(r)}^{\sigma} \left( X_{\kappa_n(r), \mu_{\kappa_n(r)}}^{i,N, n} \right) dr \right]^p + K \left[ \int_{\kappa_n(s)}^{r} \tilde{\sigma}_{\kappa_n(r)}^{\sigma} \left( r, X_{\kappa_n(r), \mu_{\kappa_n(r)}}^{i,N, n} \right) dW_r \right]^p,
\]
which on applying Hölder’s inequality and Burkholder–Davis–Gundy inequality yields
\[
E \left| X_{\kappa_n(s), r}^{i,N, n} - X_{\kappa_n(s), r}^{i,N, n} \right|^p \leq Kn^{-p_0/4} \left\{ \int_{\kappa_n(s)}^{r} \left| \tilde{b}_{\kappa_n(r)}^{\sigma} \left( X_{\kappa_n(r), \mu_{\kappa_n(r)}}^{i,N, n} \right) \right|^p dr \right. \]
\[
+ K \left[ \int_{\kappa_n(s)}^{r} \left| \tilde{\sigma}_{\kappa_n(r)}^{\sigma} \left( r, X_{\kappa_n(r), \mu_{\kappa_n(r)}}^{i,N, n} \right) \right|^p dr \right. \]
\[
+ K \left[ \int_{\kappa_n(s)}^{r} \left| \tilde{\sigma}_{\kappa_n(r)}^{0,\sigma} \left( r, X_{\kappa_n(r), \mu_{\kappa_n(r)}}^{i,N, n} \right) \right|^p dr \right.
\]
and then the result follows on using Corollary 4.1 and Remark 4.2. \( \square \)

**Lemma 4.3 (Moment Bounds).** Let Assumptions 2.1, 2.2, 3.2, 4.2 and 4.3 be satisfied. Then,
\[
sup_{i \in \{1, \ldots, N\}} \sup_{t \in [0,T]} E \left( 1 + \left| X_{t}^{i,N, n} \right|^2 \right)^{q/2} \leq K,
\]
for any \( n, N \in \mathbb{N} \) where \( K > 0 \) is a constant independent of \( n \) and \( N \). Moreover,
\[
sup_{i \in \{1, \ldots, N\}} E \sup_{t \in [0,T]} \left( 1 + \left| X_{t}^{i,N, n} \right|^q \right)^{q/2} \leq K,
\]
for any \( q < p_0 \).
Proof. On using the arguments used in the proof of Lemma 3.2 with equation (22), we obtain the following equation analogous to equation (10),

\[ E(1 + |X_t^{i,N,n}|^2)^{p_0/2} \leq E(1 + |X_0^{i,N,n}|^2)^{p_0/2} \]

\[ + \frac{p_0}{2} \int_0^t \left( 1 + |X_s^{i,N,n}|^2 \right)^{p_0/2-1} \left\{ 2X_s^{i,N,n}b_{\kappa_n(s)}(X_s^{i,N,n}, \mu_{\kappa_n(s)}) \right\} ds \]

\[ + (p_0 - 1) |\sigma^0_{\kappa_n(s)}(s, X_s^{i,N,n}, \mu_{\kappa_n(s)})|^2 + (p_0 - 1) |\sigma_{\kappa_n(s)}(s, X_s^{i,N,n}, \mu_{\kappa_n(s)})|^2 \right\} ds \]

\[ + p_0 E \int_0^t \left( 1 + |X_s^{i,N,n}|^2 \right)^{p_0/2-1} \left( X_s^{i,N,n} - X_s^{i,N,n} \right)^2 b_{\kappa_n(s)}(X_s^{i,N,n}, \mu_{\kappa_n(s)}) ds \]

\[ + \frac{p_0(p_0 - 1)}{2} E \int_0^t \left( 1 + |X_s^{i,N,n}|^2 \right)^{p_0/2-1} \left| \Gamma_{n,\sigma}(s, X_s^{i,N,n}, \mu_{\kappa_n(s)}) \right|^2 ds \]

\[ + \frac{p_0(p_0 - 1)}{2} E \int_0^t \left( 1 + |X_s^{i,N,n}|^2 \right)^{p_0/2-1} \left| \Gamma_{n,0}(s, X_s^{i,N,n}, \mu_{\kappa_n(s)}) \right|^2 ds \]

\[ + p_0(p_0 - 1) E \int_0^t \left( 1 + |X_s^{i,N,n}|^2 \right)^{p_0/2-1} \sum_{u=1}^m \sum_{v=1}^m \sigma_{\kappa_n(s)}(s, X_s^{i,N,n}, \mu_{\kappa_n(s)}) ds \]

\[ \times \Gamma_{n,\sigma}(u,v)(s, X_s^{i,N,n}, \mu_{\kappa_n(s)}) ds \]

\[ + p_0(p_0 - 1) E \int_0^t \left( 1 + |X_s^{i,N,n}|^2 \right)^{p_0/2-1} \sum_{u=1}^m \sum_{v=1}^m \sigma_{\kappa_n(s)}(s, X_s^{i,N,n}, \mu_{\kappa_n(s)}) ds \]

\[ \times \Gamma_{n,0}(u,v)(s, X_s^{i,N,n}, \mu_{\kappa_n(s)}) ds \]

which on using Assumption 2.2 Young’s inequality, equation (22) and Lemma 4.1 yields,

\[ E(1 + |X_t^{i,N,n}|^2)^{p_0/2} \leq E(1 + |X_0^{i,N,n}|^2)^{p_0/2} + K \int_0^t \sup_{0 \leq r \leq s} E \left( 1 + |X_r^{i,N,n}|^2 \right)^{p_0/2} ds \]

\[ + KE \int_0^t \left| \Gamma_{n,\sigma}(s, X_s^{i,N,n}, \mu_{\kappa_n(s)}) \right|^2 ds + KE \int_0^t \left| \Gamma_{n,0}(s, X_s^{i,N,n}, \mu_{\kappa_n(s)}) \right|^2 ds \]

\[ + KE \int_0^t \left( 1 + |X_s^{i,N,n}|^2 \right)^{p_0/2-1} \int_{\kappa_n(s)} b_{\kappa_n(r)}(X_s^{i,N,n}, \mu_{\kappa_n(r)}) dr b_{\kappa_n(s)}(X_s^{i,N,n}, \mu_{\kappa_n(s)}) ds \]

\[ + KE \int_0^t \left( 1 + |X_s^{i,N,n}|^2 \right)^{p_0/2-1} \int_{\kappa_n(s)} \sigma_{\kappa_n(r)}(r, X_s^{i,N,n}, \mu_{\kappa_n(r)}) dW_r b_{\kappa_n(s)}(X_s^{i,N,n}, \mu_{\kappa_n(s)}) ds \]

\[ + KE \int_0^t \left( 1 + |X_s^{i,N,n}|^2 \right)^{p_0/2-1} \sum_{u=1}^m \sum_{v=1}^m \sigma_{\kappa_n(s)}(s, X_s^{i,N,n}, \mu_{\kappa_n(s)}) \Gamma_{n,\sigma}(u,v)(s, X_s^{i,N,n}, \mu_{\kappa_n(s)}) ds \]

\[ + KE \int_0^t \left( 1 + |X_s^{i,N,n}|^2 \right)^{p_0/2-1} \sum_{u=1}^m \sum_{v=1}^m \sigma_{\kappa_n(s)}(s, X_s^{i,N,n}, \mu_{\kappa_n(s)}) \Gamma_{n,0}(u,v)(s, X_s^{i,N,n}, \mu_{\kappa_n(s)}) ds \]
= E \left( 1 + |X_{t}^{i,N,n}|^{2} \right)^{p_{0}/2} + K \int_{0}^{t} \sup_{0 \leq r \leq s} E \left( 1 + |X_{r}^{i,N,n}|^{2} \right)^{p_{0}/2} ds + \sum_{i=1}^{7} \Pi_{i},

(25)

for any $t \in [0,T]$, $i \in \{1, \ldots, N\}$ and $n, N \in \mathbb{N}$.

By Lemma 4.1, Remark 4.2 and Young’s inequality, one obtains

$$
\Pi_{1} + \Pi_{2} + \Pi_{3} := KE \int_{0}^{t} |\varphi_{\kappa_{n}(s)}(s, X_{\kappa_{n}(s)}^{i,N,n}, X_{\kappa_{n}(s)}^{i,N,n})|^{p_{0}} ds + KE \int_{0}^{t} |\varphi_{\kappa_{n}(s)}(s, X_{\kappa_{n}(s)}^{i,N,n}, X_{\kappa_{n}(s)}^{i,N,n})|^{p_{0}} ds
$$

$$
+ KE \int_{0}^{t} \left( 1 + |X_{s}^{i,N,n}|^{2} \right)^{p_{0}/2-1} \int_{\kappa_{n}(s)}^{s} \mu_{\kappa_{n}(s)}(r) dW_{r}b_{\kappa_{n}(s)}^{n}(X_{\kappa_{n}(s)}^{i,N,n}, X_{\kappa_{n}(s)}^{i,N,n}, \mu_{\kappa_{n}(s)}) ds
$$

$$
\leq KE \left( 1 + |X_{t}^{i,N,n}|^{2} \right)^{p_{0}/2} + KE \int_{0}^{t} E \left( 1 + |X_{r}^{i,N,n}|^{2} \right)^{p_{0}/2} ds
$$

(26)

for any $t \in [0,T]$, $i \in \{1, \ldots, N\}$ and $n, N \in \mathbb{N}$.

Notice that $\Pi_{4}$ is similar to $F_{1}$ in the proof of Lemma 3.2 and hence by adapting the same technique, one can obtain an analogue of inequality (13) with $\sigma^{n}$ replaced by $\tilde{\sigma}^{n}$, i.e.,

$$
\Pi_{4} := KE \int_{0}^{t} \left( 1 + |X_{s}^{i,N,n}|^{2} \right)^{p_{0}/2-1} \int_{\kappa_{n}(s)}^{s} \varphi_{\kappa_{n}(s)}(r, X_{\kappa_{n}(s)}^{i,N,n}, X_{\kappa_{n}(s)}^{i,N,n}) dW_{r}b_{\kappa_{n}(s)}^{n}(X_{\kappa_{n}(s)}^{i,N,n}, X_{\kappa_{n}(s)}^{i,N,n}, \mu_{\kappa_{n}(s)}) ds
$$

$$
\leq KE \int_{0}^{t} \sup_{0 \leq r \leq s} E \left( 1 + |X_{r}^{i,N,n}|^{2} \right)^{p_{0}/2} ds
$$

$$
+ Kn^{-p_{0}/8}n^{-p_{0}/4+1} \int_{0}^{t} E \int_{\kappa_{n}(s)}^{s} \left| \varphi_{\kappa_{n}(s)}(r, X_{\kappa_{n}(s)}^{i,N,n}, X_{\kappa_{n}(s)}^{i,N,n}) \right|^{p_{0}/2} \varphi_{\kappa_{n}(s)}(r, X_{\kappa_{n}(s)}^{i,N,n}, X_{\kappa_{n}(s)}^{i,N,n}) dr ds
$$

$$
\leq KE \int_{0}^{t} \sup_{0 \leq r \leq s} E \left( 1 + |X_{r}^{i,N,n}|^{2} \right)^{p_{0}/2} ds
$$

$$
+ Kn \int_{0}^{t} E \int_{\kappa_{n}(s)}^{s} \left| \varphi_{\kappa_{n}(s)}(r, X_{\kappa_{n}(s)}^{i,N,n}, X_{\kappa_{n}(s)}^{i,N,n}) \right|^{p_{0}/2} \varphi_{\kappa_{n}(s)}(r, X_{\kappa_{n}(s)}^{i,N,n}, X_{\kappa_{n}(s)}^{i,N,n}) dr ds
$$

(27)

which on the application of Young’s inequality, Corollary 4.1 and Remark 4.2 yields

$$
\Pi_{4} \leq KE \int_{0}^{t} \left( 1 + |X_{r}^{i,N,n}|^{2} \right)^{p_{0}/2} ds + \int_{0}^{t} E \left( 1 + |X_{r}^{i,N,n}|^{2} \right)^{p_{0}/2} ds
$$

$$
+ Kn \int_{0}^{t} E \int_{\kappa_{n}(s)}^{s} \left| \varphi_{\kappa_{n}(s)}(r, X_{\kappa_{n}(s)}^{i,N,n}, X_{\kappa_{n}(s)}^{i,N,n}) \right|^{p_{0}/2} \varphi_{\kappa_{n}(s)}(r, X_{\kappa_{n}(s)}^{i,N,n}, X_{\kappa_{n}(s)}^{i,N,n}) dr ds
$$

(28)

for any $t \in [0,T]$, $i \in \{1, \ldots, N\}$ and $n, N \in \mathbb{N}$.

By following the steps of estimating $\Pi_{4}$, one can easily obtains

$$
\Pi_{5} := KE \int_{0}^{t} \left( 1 + |X_{s}^{i,N,n}|^{2} \right)^{p_{0}/2-1} \int_{\kappa_{n}(s)}^{s} \varphi_{\kappa_{n}(s)}(r, X_{\kappa_{n}(s)}^{i,N,n}, X_{\kappa_{n}(s)}^{i,N,n}) dW_{r}b_{\kappa_{n}(s)}^{n}(X_{\kappa_{n}(s)}^{i,N,n}, X_{\kappa_{n}(s)}^{i,N,n}, \mu_{\kappa_{n}(s)}) ds
$$

$$
\leq KE \int_{0}^{t} \sup_{0 \leq r \leq s} E \left( 1 + |X_{r}^{i,N,n}|^{2} \right)^{p_{0}/2} ds + \int_{0}^{t} \left| \varphi_{\kappa_{n}(s)}(r, X_{\kappa_{n}(s)}^{i,N,n}, X_{\kappa_{n}(s)}^{i,N,n}) \right|^{p_{0}/2} dr ds
$$

(29)

for any $t \in [0,T]$, $i \in \{1, \ldots, N\}$ and $n, N \in \mathbb{N}$.

It remains to analyse $\Pi_{6}$ and $\Pi_{7}$ now. For $\Pi_{6}$, it is easy to see that

$$
\Pi_{6} := KE \int_{0}^{t} \left( 1 + |X_{s}^{i,N,n}|^{2} \right)^{p_{0}/2-1} \sum_{u=1}^{m} \sum_{v=1}^{d} \varphi_{\kappa_{n}(s)}(s, X_{\kappa_{n}(s)}^{i,N,n}, X_{\kappa_{n}(s)}^{i,N,n}) \Gamma_{\kappa_{n}(s)}(s, X_{\kappa_{n}(s)}^{i,N,n}, X_{\kappa_{n}(s)}^{i,N,n}, \mu_{\kappa_{n}(s)}) ds
$$

$$
\leq KE \int_{0}^{t} \left( 1 + |X_{s}^{i,N,n}|^{2} \right)^{p_{0}/2-1} \sum_{u=1}^{m} \sum_{v=1}^{d} \varphi_{\kappa_{n}(s)}(s, X_{\kappa_{n}(s)}^{i,N,n}, X_{\kappa_{n}(s)}^{i,N,n}) \Gamma_{\kappa_{n}(s)}(s, X_{\kappa_{n}(s)}^{i,N,n}, X_{\kappa_{n}(s)}^{i,N,n}, \mu_{\kappa_{n}(s)}) ds
$$

$$
+ KE \int_{0}^{t} \left( 1 + |X_{s}^{i,N,n}|^{2} \right)^{p_{0}/2-1} - (1 + |X_{s}^{i,N,n}|^{2})^{p_{0}/2-1}
$$

(30)
which on the application of Hölder’s inequality, Remark 4.2 and Lemma 4.1 yields

for any $t \in [0, T], i \in \{1, \ldots, N\}$ and $n, N \in \mathbb{N}$. Notice that $\Gamma^{n,\sigma}$ is a martingale and thus the first term in the right hand side vanishes. For the second term, one uses inequality (12) and Young’s inequality to obtain

$$\Pi_6 \leq KE \int_0^t \{(1 + |X^{i,N,n}_s|^2 + |X^{i,N,n}_s|^2 \}^{(p_0-3)/2}|X^{i,N,n}_s - X^{i,N,n}_\kappa(s)|$$

$$\leq K \int_0^t \{(1 + |X^{i,N,n}_s|^2 + |X^{i,N,n}_s|^2 \}^{p_0/2}ds + KE \int_0^t \sup_{0 \leq s \leq t} E|X^{i,N,n}_s - X^{i,N,n}_\kappa(s) |^{p_0/3}$$

which on the application of Hölder’s inequality, Remark 4.2 and Lemma 4.1 yields

$$\Pi_6 \leq K \int_0^t \sup_{0 \leq s \leq t} E|X^{i,N,n}_s - X^{i,N,n}_\kappa(s) |^{p_0}ds$$

for any $t \in [0, T], i \in \{1, \ldots, N\}$ and $n, N \in \mathbb{N}$. Notice that $\Pi_6$ and $\Pi_7$ are similar terms and hence one also obtains,

$$\Pi_7 := KE \int_0^t \{(1 + |X^{i,N,n}_s|^2 \}^{p_0/2-1}\sum_{u=1}^d \sum_{v=1}^d \sigma^{n,0,(u,v)}(X^{i,N,n}_s, \mu_{\kappa(s)}(s), \mu_{\kappa(s)})ds$$

for any $t \in [0, T], i \in \{1, \ldots, N\}$ and $n, N \in \mathbb{N}$. On substituting the estimates obtained in (26) to (30) in equation (25) gives

$$E(1 + |X^{i,N,n}_t|^2)^{p_0/2} \leq E(1 + |X^{i,N,n}_0|^2)^{p_0/2} + K \int_0^t \sup_{0 \leq s \leq t} E(1 + |X^{i,N,n}_s|^2)^{p_0/2}ds$$

for any $t \in [0, T], i \in \{1, \ldots, N\}$ and $n, N \in \mathbb{N}$. Thus, the proof of the first inequality can be completed by using equation (16) and Gronwall’s inequality. The second inequality follows by Lemma 1.1. □

We now proceed to the rate of convergence of the tamed Milstein scheme (22). For this, we prove several lemmas as given below.

**Lemma 4.4.** Let Assumptions 2.1, 2.2, 3.2, 4.2 and 4.3 be satisfied. Then,

$$E|\Gamma^{n,\sigma}_{\kappa(s)}(s, X^{i,N,n}_\kappa(s), \mu_{\kappa(s)})|^p \leq Kn^{-p/2},$$

$$E|\Gamma^{n,0}_{\kappa(s)}(s, X^{i,N,n}_\kappa(s), \mu_{\kappa(s)})|^p \leq Kn^{-p/2},$$
for all \( p \leq p_0/(p/2 + 1) \), \( s \in [0, T] \), \( i \in \{1, \ldots, N\} \) and \( n, N \in \mathbb{N} \) where the constant \( K > 0 \) does not depend on \( n \) and \( N \).

**Proof.** Using Remarks 4.1, 4.2, Lemma 4.3 and equation (16),

\[
E[\eta_{\alpha,\sigma}(u,v)(s,x_{i,n},X_{N,n})] = E[\eta_{\alpha,\sigma}(u,v)(s,x_{i,n},X_{N,n})^p] \leq Kn^{-p/2},
\]

for any \( s \in [0, T] \) and \( n, N \in \mathbb{R}^d \). Similarly, one obtains,

\[
E[\eta_{\alpha,\sigma}(u,v)(s,x_{i,n},X_{N,n})] \leq Kn^{-p/2},
\]

for any \( s \in [0, T] \) and \( n, N \in \mathbb{R}^d \). By using the above estimates, one obtains,

\[
E[\eta_{\alpha,\sigma}(u,v)(s,x_{i,n},X_{N,n})] \leq Kn^{-p/2},
\]

for any \( s \in [0, T] \) and \( n, N \in \mathbb{R}^d \). This completes the proof for the first inequality. The second inequality follows similarly.

As a consequence of Remark 4.2, Lemmas 4.3 and 4.4, one obtains the following corollary.

**Corollary 4.2.** Let Assumptions 2.1, 2.2, 3.2, 4.2 and 4.3 be satisfied. Then,

\[
E[\eta_{\alpha,\sigma}(u,v)(s,x_{i,n},X_{N,n})] \leq Kn^{-p/2},
\]

for any \( p \leq p_0/(p/2 + 1) \), \( s \in [0, T] \), \( i \in \{1, \ldots, N\} \), \( n, N \in \mathbb{N} \) where the constant \( K > 0 \) does not depend on \( n \) and \( N \).

**Lemma 4.5.** Let Assumptions 2.1, 2.2, 3.2, 4.2 and 4.3 be satisfied. Then,

\[
E[\eta_{\alpha,\sigma}(u,v)(s,x_{i,n},X_{N,n})] \leq Kn^{-p/2},
\]

for any \( p \leq p_0/(p/2 + 1) \), \( s \in [0, T] \) and \( n, N \in \mathbb{N} \) where the constant \( K > 0 \) does not depend on \( n \) and \( N \).

**Proof.** The proof follows by adapting arguments similar to the proof of Lemma 4.2 along with Remark 3.2, Lemma 4.3 and Corollary 4.2.

We reproduce for the reader’s convenience the following lemma from [16], which is used later.

**Lemma 4.6 (Lemma 7 of [16]).** Let \( f : \mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d) \rightarrow \mathbb{R} \) be a function such that its derivative \( \partial_x f : \mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d) \rightarrow \mathbb{R} \) and measure derivative \( \partial_\mu f : \mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d) \times \mathbb{R}^d \rightarrow \mathbb{R} \) satisfy polynomial Lipschitz condition i.e., there exist constants \( L > 0 \) and \( \chi \geq 0 \) such that

\[
|\partial_x f(x, \mu) - \partial_x f(\bar{x}, \bar{\mu})| \leq L\{(1 + |x| + |\bar{x}|)^\chi|x - \bar{x}| + \mathcal{W}_2(\mu, \bar{\mu})\},
\]

\[
|\partial_\mu f(x, \mu, y) - \partial_\mu f(\bar{x}, \bar{\mu}, \bar{y})| \leq L\{(1 + |x| + |\bar{x}|)^{\chi+1}|x - \bar{x}| + \mathcal{W}_2(\mu, \bar{\mu}) + |y - \bar{y}|\},
\]

where \( \mathcal{W}_2(\mu, \bar{\mu}) \) is the Wasserstein distance between \( \mu \) and \( \bar{\mu} \).
for all \( x, y, \tilde{x}, \tilde{y} \in \mathbb{R}^d \) and \( \mu, \bar{\mu} \in \mathcal{P}_2(\mathbb{R}^d) \). Then,
\[
|f\left( x^i, \frac{1}{N} \sum_{j=1}^{N} \delta_{\tilde{x}^j} \right) - f\left( x^i, \frac{1}{N} \sum_{j=1}^{N} \delta_{\tilde{x}^j} \right) - \partial_x f\left( x^i, \frac{1}{N} \sum_{j=1}^{N} \delta_{\tilde{x}^j} \right) (x^i - \tilde{x}^i) \|
\leq K(1 + |x^i| + |\tilde{x}^i|)|x^i - \tilde{x}^i|^2 + K \frac{1}{N} \sum_{j=1}^{N} |x^j - \tilde{x}^j|^2,
\]
for every \( i \in \{1, \ldots, N\} \) where the constant \( K > 0 \) does not depend on \( N \in \mathbb{N} \).

**Lemma 4.7.** Let Assumptions 2.1, 2.3, 3.2, 3.3, 4.1, 4.2, and 4.3 be satisfied. Then,
\[
E|\sigma_s(X(s), \mu, X, \nu, n) - \sigma_{\kappa_n(s)}(s, \kappa, X, \nu, n)|^p \leq Kn^{-p},
\]
\[
E|\sigma_s^{0}(X(s), \mu, X, \nu, n) - \sigma_{\kappa_n(s)}^{0}(s, \kappa, X, \nu, n)|^p \leq Kn^{-p},
\]
for any \( p \leq p_0/(2 \rho + 4) \), \( s \in [0, T] \), \( i \in \{1, \ldots, N\} \) and \( n, N \in \mathbb{N} \) where the constant \( K > 0 \) does not depend on \( n \) and \( N \).

**Proof.** From equation (22),
\[
\partial_x \sigma_{\kappa_n(s)}(X(s), \mu, X, \nu, n) \left( X(s) - \sigma_{\kappa_n(s)} \right)
\]
\[
= \partial_x \sigma_{\kappa_n(s)}(X(s), \mu, X, \nu, n) \left( X(s) - \sigma_{\kappa_n(s)} \right)
\]
\[
+ \Lambda_{\kappa_n(s)}(s, X(s), \mu, X, \nu, n) \left( X(s) - \sigma_{\kappa_n(s)} \right)
\]
\[
+ \partial_x \sigma_{\kappa_n(s)}(X(s), \mu, X, \nu, n) \left( X(s) - \sigma_{\kappa_n(s)} \right)
\]
\[
+ \partial_x \sigma_{\kappa_n(s)}(X(s), \mu, X, \nu, n) \left( X(s) - \sigma_{\kappa_n(s)} \right)
\]
\[
\text{and also,}
\]
\[
\frac{1}{N} \sum_{j=1}^{N} \partial_x \sigma_{\kappa_n(s)}(X(s), \mu, X, \nu, n) \left( X(s) - \sigma_{\kappa_n(s)} \right)
\]
\[
= \frac{1}{N} \sum_{j=1}^{N} \partial_x \sigma_{\kappa_n(s)}(X(s), \mu, X, \nu, n) \left( X(s) - \sigma_{\kappa_n(s)} \right)
\]
\[
+ \Lambda_{\kappa_n(s)}(s, X(s), \mu, X, \nu, n) \left( X(s) - \sigma_{\kappa_n(s)} \right)
\]
\[
+ \frac{1}{N} \sum_{j=1}^{N} \partial_x \sigma_{\kappa_n(s)}(X(s), \mu, X, \nu, n) \left( X(s) - \sigma_{\kappa_n(s)} \right)
\]
\[
\text{almost surely for any } s \in [0, T], \ i \in \{1, \ldots, N\} \text{ and } n, N \in \mathbb{N} \text{. Furthermore,}
\]
\[
\sigma_{\kappa_n(s)}(X(s), \mu, X, \nu, n) - \sigma_{\kappa_n(s)}(s, X(s), \mu, X, \nu, n)
\]
\[
- \sigma_{\kappa_n(s)}(s, X(s), \mu, X, \nu, n) - \Lambda_{\kappa_n(s)}(s, X(s), \mu, X, \nu, n)
\]
\[
- \Lambda_{\kappa_n(s)}(s, X(s), \mu, X, \nu, n)
\]
\[
= \frac{1}{N} \sum_{j=1}^{N} \partial_x \sigma_{\kappa_n(s)}(X(s), \mu, X, \nu, n) \left( X(s) - \sigma_{\kappa_n(s)} \right)
\]
which on using equations (31) and (32) yields,

\[ \sigma_{\kappa(s)}(X^i_{s,N,n} - X^i_{s,N,n}) \]

\[ + \sigma_{\kappa(s)}(X^i_{s,N,n} - X^i_{s,N,n}) \]

\[ + \sigma_{\kappa(s)}(X^j_{s,N,n} - X^j_{s,N,n}) \]

\[ \text{on using equations (31) and (32) yields,} \]

\[ \sigma^{(u,v)}_{\kappa(s)}(X^i_{s,N,n} - X^i_{s,N,n}) \]

\[ + \sigma^{(u,v)}_{\kappa(s)}(X^i_{s,N,n} - X^i_{s,N,n}) \]

\[ + \sigma^{(u,v)}_{\kappa(s)}(X^j_{s,N,n} - X^j_{s,N,n}) \]

\[ \text{almost surely for any } s \in [0,T], \ i \in \{1, \ldots, N\} \text{ and } n, N \in \mathbb{N}. \]
for any \( s \in [0,T] \), \( i \in \{1, \ldots, N\} \) and \( n, N \in \mathbb{N} \). Notice that due to equation (21), Remark 3.2 equation (16) and Lemma 4.3,

\[
E \left| \sigma_{\kappa_n(s)}^n(s) \left( X_i^{i,N,n}, \mu_n(s) \right) - \frac{\sigma_{\kappa_n(s)}^n(s)}{\kappa_n(s) + 1} X_i^{i,N,n} \right|^p \leq \kappa_n^{-p} E \left| \sigma_{\kappa_n(s)}^n(s) \left( X_i^{i,N,n}, \mu_n(s) \right) \right|^p \leq \kappa_n^{-p}
\]

for any \( s \in [0,T] \), \( i \in \{1, \ldots, N\} \) and \( n, N \in \mathbb{N} \). Furthermore, one uses Hölder’s inequality, equation (33), Lemmas 4.5 and Remarks 3.2 4.1 to obtain,

\[
E \left| \sigma_{\kappa_n(s)}^n(s) \left( X_i^{i,N,n}, \mu_n(s) \right) - \frac{\sigma_{\kappa_n(s)}^n(s)}{\kappa_n(s) + 1} X_i^{i,N,n} \right|^p \leq K \left\{ E \left( 1 + \left| X_i^{i,N,n} \right|^p \right) + \left| X_i^{i,N,n} \right|^{p/2} \right\}^{1/2} \left\{ E \left| X_i^{i,N,n} - X_i^{i,N,n} \right|^{4p} \right\}^{1/4} + \kappa_n^{-p}
\]

for any \( s \in [0,T] \), \( i \in \{1, \ldots, N\} \) and \( n, N \in \mathbb{N} \). On using Lemma 4.4, Remarks 4.1 and equation (16), one obtains

\[
E \left| \sigma_{\kappa_n(s)}^n(s) \left( X_i^{i,N,n}, \mu_n(s) \right) - \frac{\sigma_{\kappa_n(s)}^n(s)}{\kappa_n(s) + 1} X_i^{i,N,n} \right|^p \leq \kappa_n^{-p}
\]

for any \( s \in [0,T] \), \( i \in \{1, \ldots, N\} \) and \( n, N \in \mathbb{N} \). Also, similar calculations give the second inequality.
Lemma 4.8. Let Assumptions 2.1, 2.2, 3.1, 3.2, 4.1, 4.2 and 4.3 be satisfied. Then,

\[ E\left| b_s(X_{i,N,n}, \mu_s(X_{i,N,n})) - b_n^{\kappa_n(s)}(X_{i,N,n}) \right|^p \leq Kn^{-p/2}, \]

for any \( p \leq p_0/(2p + 4) \), \( s \in [0, T] \), \( i \in \{1, \ldots, N\} \) and \( n, N \in \mathbb{N} \) where constant \( K > 0 \) does not depend on \( n \) and \( N \).

**Proof.** On using Assumptions 3.2, 4.1, equation (21), Hölder’s inequality, equation (17) and Remark 3.2, one obtains

\[
E\left| b_s(X_{i,N,n}, \mu_s(X_{i,N,n})) - b_n^{\kappa_n(s)}(X_{i,N,n}) \right|^p \leq KE\left| b_s(X_{i,N,n}, \mu_s(X_{i,N,n})) - b_n^{\kappa_n(s)}(X_{i,N,n}) \right|^p
\]

\[ + KE\left| b_n^{\kappa_n(s)}(X_{i,N,n}, \mu_s(X_{i,N,n})) - b_n^{\kappa_n(s)}(X_{i,N,n}) \right|^p
\]

\[ + KE\left| b_n^{\kappa_n(s)}(X_{i,N,n}, \mu_s(X_{i,N,n})) - b_n^{\kappa_n(s)}(X_{i,N,n}) \right|^p
\]

\[ \leq Kn^{-p} + KE\left( 1 + |X_{i,N,n}| + |X_{\kappa_n(s)}| \right)^{pp/2} |X_{i,N,n} - X_{i,N,n}|^{p} + KE\left( \mu_s(X_{i,N,n}, \mu_n^{\kappa_n(s)}) \right)
\]

\[ + KE\left| b_n^{\kappa_n(s)}(X_{i,N,n}, \mu_s(X_{i,N,n})) - b_n^{\kappa_n(s)}(X_{i,N,n}) \right|^p \]

\[ \leq Kn^{-p} + K\left\{ E\left( 1 + |X_{i,N,n}| + |X_{\kappa_n(s)}| \right)^{pp/2} |X_{i,N,n} - X_{i,N,n}|^{p} + n^{-p}E\left( 1 + |X_{\kappa_n(s)}|^{3pp/2} \right) \}
\]

and then the application of Lemmas 4.3 and 4.5 completes the proof. \( \square \)

Lemma 4.9. Let Assumptions 2.1, 2.2, 3.1, 3.2, 4.1, 4.2 and 4.3 be satisfied. Then,

\[ E\left| X_{i,N} - X_{i,N}^{n,p-2}(X_{i,N} - X_{i,N}, (b_s(X_{i,N,n}, \mu_s(X_{i,N,n})) - b_n^{\kappa_n(s)}(X_{i,N,n}) \right|^p \]

\[ \leq Kn^{-p} + K \sup_{i \in \{1, \ldots, N\}} \sup_{r \in [0, s]} E\left| X_{i,N} - X_{i,N,n}^{r,p} \right|^p,
\]

for any \( p \leq p_0/(2p + 4) \), \( s \in [0, T] \), \( i \in \{1, \ldots, N\} \) and \( n, N \in \mathbb{N} \) where constant \( K > 0 \) does not depend on \( n \) and \( N \).

**Proof.** We first prove

\[
E\left| X_{i,N} - X_{i,N,n}^{n,p-2}(X_{i,N} - X_{i,N,n}) \right|^p \leq Kn^{-p} + K \sup_{i \in \{1, \ldots, N\}} \sup_{r \in [0, s]} E\left| X_{i,N} - X_{i,N,n}^{r,p} \right|^p
\]

(34)

for any \( s \in [0, T] \), \( n, N \in \mathbb{N} \). For this, notice that,

\[
E\left| X_{i,N} - X_{i,N,n}^{n,p-2}(X_{i,N} - X_{i,N,n}) \right|^p \leq Kn^{-p} + K \sup_{i \in \{1, \ldots, N\}} \sup_{r \in [0, s]} E\left| X_{i,N} - X_{i,N,n}^{r,p} \right|^p
\]

(34)
for any \( s \in [0, T] \), \( i \in \{1, \ldots, N \} \) and \( n, N \in \mathbb{N} \). By using Lemma 4.6 and Young’s inequality,

\[
T_1 := E|X_s^{i,N} - X_s^{i,N,n}|^{p-2} \sum_{k=1}^{d} (X_s^{(k),i,N} - X_s^{(k),i,N,n}) \left\{ \partial_s b^{(k)}(X_s^{i,N,n}, \mu_{\kappa_{\alpha}(s)} X_s^{i,N,n}) - b^{(k)}(X_s^{i,N,n}, \mu_{\kappa_{\alpha}(s)} X_s^{i,N,n}) \right. \\
- \partial_{x_i} b^{(k)}(X_s^{i,N,n}, \mu_{\kappa_{\alpha}(s)} X_s^{i,N,n}) (X_s^{i,N,n} - X_s^{i,N,n})_1 \\
- \frac{1}{N} \sum_{j=1}^{N} \partial_{x_i} b^{(k)}(X_s^{i,N,n}, \mu_{\kappa_{\alpha}(s)} X_s^{i,N,n}) (X_s^{j,N,n} - X_s^{j,N,n})_1 \right\} \\
\leq KE|X_s^{i,N} - X_s^{i,N,n}|^{p-2} \sum_{k=1}^{d} |X_s^{(k),i,N} - X_s^{(k),i,N,n}|
\times \left\{ (1 + |X_s^{i,N,n}|)|X_s^{i,N,n} - X_s^{i,N,n}|^2 + \frac{1}{N} \sum_{j=1}^{N} |X_s^{j,N,n} - X_s^{j,N,n}|^2 \right\}
\leq KE|X_s^{i,N} - X_s^{i,N,n}|^p + KE \left\{ (1 + |X_s^{i,N,n}|)|X_s^{i,N,n} - X_s^{i,N,n}|^2 \right\}
+ \frac{1}{N} \sum_{j=1}^{N} |X_s^{j,N,n} - X_s^{j,N,n}|^2 \right\}^p
\]

which on the application of Hölder’s inequality, Lemmas 4.3 and 4.5 yields,

\[
T_1 \leq KE|X_s^{i,N} - X_s^{i,N,n}|^p + Kn^{-p},
\]

for any \( s \in [0, T] \), \( i \in \{1, \ldots, N \} \) and \( n, N \in \mathbb{N} \).

Notice that \( T_2 \) can be written as,

\[
T_2 := E|X_s^{i,N} - X_s^{i,N,n}|^{p-2} \sum_{k=1}^{d} (X_s^{(k),i,N} - X_s^{(k),i,N,n}) \partial_s b^{(k)}(X_s^{i,N,n}, \mu_{\kappa_{\alpha}(s)} X_s^{i,N,n}) (X_s^{i,N,n} - X_s^{i,N,n})
\times \left\{ \int_{\kappa_{\alpha}(s)}^{s} b^{0}_{\kappa_{\alpha}(r)} (X_s^{i,N,n}, \mu_{\kappa_{\alpha}(r)} X_s^{i,N,n}) dr + \int_{\kappa_{\alpha}(s)}^{s} \tilde{b}^{0}_{\kappa_{\alpha}(r)} (r, X_s^{i,N,n}, \mu_{\kappa_{\alpha}(r)} X_s^{i,N,n}) dW^i_r \\
+ \int_{\kappa_{\alpha}(s)}^{s} \tilde{b}^{0}_{\kappa_{\alpha}(r)} (r, X_s^{i,N,n}, \mu_{\kappa_{\alpha}(r)} X_s^{i,N,n}) dW^0_r \right\} =: T_{21} + T_{22} + T_{23}
\]

for any \( s \in [0, T] \), \( i \in \{1, \ldots, N \} \) and \( n, N \in \mathbb{N} \). For \( T_{21} \), one uses the Cauchy-Schwarz inequality, Young’s inequality, equation (16) and Remarks 3.2, 4.1 and Lemma 4.3 to obtain,

\[
T_{21} := E|X_s^{i,N} - X_s^{i,N,n}|^{p-2} \sum_{k=1}^{d} (X_s^{(k),i,N} - X_s^{(k),i,N,n})
\times \partial_s b^{(k)}(X_s^{i,N,n}, \mu_{\kappa_{\alpha}(s)} X_s^{i,N,n}) \int_{\kappa_{\alpha}(s)}^{s} b^{0}_{\kappa_{\alpha}(r)} (X_s^{i,N,n}, \mu_{\kappa_{\alpha}(r)} X_s^{i,N,n}) dr
\leq KE|X_s^{i,N} - X_s^{i,N,n}|^{p-1} \int_{\kappa_{\alpha}(s)}^{s} \tilde{b}^{0}_{\kappa_{\alpha}(r)} (r, X_s^{i,N,n}, \mu_{\kappa_{\alpha}(r)} X_s^{i,N,n}) dW^i_r
\leq K \sup_{i \in \{1, \ldots, N \}} \sup_{0 \leq r \leq s} E|X_s^{i,N} - X_s^{i,N,n}|^p + Kn^{-p}
\]

for any \( s \in [0, T] \) and \( n, N \in \mathbb{N} \).

For \( T_{22} \), let us define, for \( k = 1, \ldots, d \),

\[
\mathcal{M}^{(k)}(\kappa_{\alpha}(s), s) := \partial_s b^{(k)}(X_s^{i,N,n}, \mu_{\kappa_{\alpha}(s)} X_s^{i,N,n}) \int_{\kappa_{\alpha}(s)}^{s} \tilde{b}^{0}_{\kappa_{\alpha}(r)} (r, X_s^{i,N,n}, \mu_{\kappa_{\alpha}(r)} X_s^{i,N,n}) dW^i_r,
\]

\[
= T_1 + T_2 + T_3
\]
and notice that, due to Burkholder–Davis–Gundy inequality, Hölder’s inequality and Remark 4.1,

\[ E[|\mathcal{M}(k_n(s), s)|^q] = E\left[|\partial_x b_{k_n(s)}(X^{i,N,n}_{k_n(s)}(\rho_s), \mu_{k_n(s)}(\rho_s))\int_{k_n(s)}^r \tilde{\sigma}_{k_n(r)}(r, X^{i,N,n}_{k_n(r)}, \mu_{k_n(r)}) \,dW_r\right]^q \]

\[ \leq Kn^{-q/2+1}E\left[|\partial_x b_{k_n(s)}(X^{i,N,n}_{k_n(s)}(\rho_s), \mu_{k_n(s)}(\rho_s))\int_{k_n(s)}^r \tilde{\sigma}_{k_n(r)}(r, X^{i,N,n}_{k_n(r)}, \mu_{k_n(r)}) \,dW_r\right]^q \]

\[ \leq Kn^{-q/2+1}E\left[|1 + |X^{i,N,n}_{k_n(s)}(\rho_s)||\tilde{\sigma}_{k_n(r)}(r, X^{i,N,n}_{k_n(r)}, \mu_{k_n(r)}) \,dW_r\right]^q \]

\[ \leq Kn^{-q/2+1}\int_{k_n(s)}^r \left\{ E[1 + |X^{i,N,n}_{k_n(s)}(\rho_s)|]^{q\rho_s} \{ E[|\tilde{\sigma}_{k_n(r)}(r, X^{i,N,n}_{k_n(r)}, \mu_{k_n(r)})|^q] \}^{1/2} \right\} \,dW_r \]

which on using Lemma 4.3 and Corollary 4.2 yields,

\[ E[|\mathcal{M}(k_n(s), s)|^q] \leq Kn^{-q/2} \]

for any \( q \leq p_0/(\rho + 2) \) and \( s \in [0, T] \). Using the notation in equation (39) along with Lemma 4.3 and the Cauchy-Schwarz inequality,

\[ T_{22} := E\left[|X^{i,N}_s - X^{i,N,n}_s|^{p-2} \sum_{k=1}^d (X^{(k),i,N}_s - X^{(k),i,N,n}_s) \right] \]

\[ \times \partial_x b_{k_n(s)}(X^{i,N,n}_{k_n(s)}(\rho_s), \mu_{k_n(s)}(\rho_s))\int_{k_n(s)}^r \tilde{\sigma}_{k_n(r)}(r, X^{i,N,n}_{k_n(r)}, \mu_{k_n(r)}) \,dW_r \]

\[ = E\left[|X^{i,N}_{k_n(s)} - X^{i,N,n}_{k_n(s)}|^{p-2} \sum_{k=1}^d (X^{(k),i,N}_{k_n(s)} - X^{(k),i,N,n}_{k_n(s)}) \mathcal{M}(k_n(s), s) \right] \]

\[ + E\left\{ |X^{i,N}_s - X^{i,N,n}_s|^{p-2} \sum_{k=1}^d (X^{(k),i,N}_s - X^{(k),i,N,n}_s) \right\} \mathcal{M}(k_n(s), s) \]

\[ \leq E\left\{ |X^{i,N}_s - X^{i,N,n}_s|^{p-2} (X^{i,N}_s - X^{i,N,n}_s) \right\} \mathcal{M}(k_n(s), s) \]

for any \( s \in [0, T], i \in \{1, \ldots, N\} \) and \( n, N \in \mathbb{N} \). Also, for an \( \mathbb{R}^d \)-valued function \( f(z) = |z|^{p-2}z \) for any \( z \in \mathbb{R}^d \) and a \( \theta \in (0, 1) \),

\[ |x|^{p-2}x - |y|^{p-2}y = |f(x) - f(y)| \leq K(p-1)|\theta x + (1-\theta)y|^{p-2}|x - y| \leq K\{ |x|^{p-2} + |y|^{p-2} \}|x - y| \]

for any \( x, y \in \mathbb{R}^d \) which further implies on taking \( x = X^{i,N}_s - X^{i,N,n}_s \) and \( y = X^{i,N}_s - X^{i,N,n}_s \),

\[ |X^{i,N}_s - X^{i,N,n}_s|^{p-2} (X^{i,N}_s - X^{i,N,n}_s) \leq K\{ |X^{i,N}_s - X^{i,N,n}_s|^{p-2} + |X^{i,N}_s - X^{i,N,n}_s|^{p-2} \}|X^{i,N}_s - X^{i,N,n}_s| \]

for any \( s \in [0, T], i \in \{1, \ldots, N\} \) and \( n, N \in \mathbb{N} \). Thus,

\[ T_{22} \leq KE\left\{ |X^{i,N}_s - X^{i,N,n}_s|^{p-2} + |X^{i,N}_s - X^{i,N,n}_s|^{p-2} \right\} \left\{ |X^{i,N}_s - X^{i,N,n}_s|^{p-2} + |X^{i,N}_s - X^{i,N,n}_s|^{p-2} \right\} \]

\[ \leq KE\left\{ |X^{i,N}_s - X^{i,N,n}_s|^{p-2} + |X^{i,N}_s - X^{i,N,n}_s|^{p-2} \right\} \]
for any $s \in [0, T]$, $i \in \{1, \ldots, N\}$ and $n, N \in \mathbb{N}$. Also, by Assumption 3.2

\[ T_{22A} := K \mathbb{E}\left\{ \left| X_{s}^{i,N} - X_{s}^{i,N,n} \right|^{p-2} + \left| X_{s}^{i,N} - X_{s}^{i,N,n} \right|^{p-2} \right\} \]

\[ \times \left| \int_{\kappa_{n}(s)}^{s} \left\{ b_{r}(X_{r}^{i,N}, \mu_{r}^{X,N}) - b_{n_{r}}\left(X_{\kappa_{n}(r)}^{i,N,n}, \mu_{\kappa_{n}(r)}^{X,X,n} \right) \right\} \, dr \right| \mathcal{M}(\kappa_{n}(s), s) \]

\[ \leq K \mathbb{E}\left\{ \left| X_{0}^{i,N} - X_{s}^{i,N,n} \right|^{p-2} + \left| X_{0}^{i,N} - X_{s}^{i,N,n} \right|^{p-2} \right\} \]

\[ \times \int_{\kappa_{n}(s)}^{s} \left\{ \left| b_{r}(X_{r}^{i,N}, \mu_{r}^{X,N}) - b_{n_{r}}\left(X_{\kappa_{n}(r)}^{i,N,n}, \mu_{\kappa_{n}(r)}^{X,X,n} \right) \right| + \left| b_{r}(X_{r}^{i,N,n}, \mu_{r}^{X,n}) - b_{n_{r}}\left(X_{\kappa_{n}(r)}^{i,N,n}, \mu_{\kappa_{n}(r)}^{X,X,n} \right) \right| \} \, dr \mathcal{M}(\kappa_{n}(s), s) \]

\[ \leq K \mathbb{E}\left\{ \left| X_{0}^{i,N} - X_{s}^{i,N,n} \right|^{p-2} + \left| X_{0}^{i,N} - X_{s}^{i,N,n} \right|^{p-2} \right\} \]

\[ \times \int_{\kappa_{n}(s)}^{s} \left\{ \left( 1 + \left| X_{r}^{i,N} \right| + \left| X_{r}^{i,N,n} \right| \right)^{p/2} \left| X_{r}^{i,N} - X_{r}^{i,N,n} \right| \right. \]

\[ + \mathbb{W}_{2}(\mu_{r}^{X,N}, \mu_{r}^{X,N,n}) + \left. b_{r}(X_{r}^{i,N,n}, \mu_{r}^{X,n}) - b_{n_{r}}\left(X_{\kappa_{n}(r)}^{i,N,n}, \mu_{\kappa_{n}(r)}^{X,X,n} \right) \right| \} \, dr \mathcal{M}(\kappa_{n}(s), s) \]

\[ \leq K \sup_{0 \leq \tau \leq s} \mathbb{E}\left| X_{\tau}^{i,N} - X_{\tau}^{i,N,n} \right|^{p} \]

\[ + K\mathbb{E}\left\{ \left( 1 + \left| X_{r}^{i,N} \right| + \left| X_{r}^{i,N,n} \right| \right)^{p} \right\} \left( p/2 \right) \left| X_{r}^{i,N} - X_{r}^{i,N,n} \right|^{p/2} \mathcal{M}(\kappa_{n}(s), s) \right|^{p/2} \]

\[ + \mathbb{W}_{2}(\mu_{r}^{X,N}, \mu_{r}^{X,N,n}) + \left. b_{r}(X_{r}^{i,N,n}, \mu_{r}^{X,n}) - b_{n_{r}}\left(X_{\kappa_{n}(r)}^{i,N,n}, \mu_{\kappa_{n}(r)}^{X,X,n} \right) \right| \} \, dr \mathcal{M}(\kappa_{n}(s), s) \right|^{p/2} \]

\[ \leq K \sup_{0 \leq \tau \leq s} \mathbb{E}\left| X_{\tau}^{i,N} - X_{\tau}^{i,N,n} \right|^{p} \]

\[ + K\mathbb{E}\left\{ \left( 1 + \left| X_{r}^{i,N} \right| + \left| X_{r}^{i,N,n} \right| \right)^{p} \right\} \left( p/2 \right) \left| X_{r}^{i,N} - X_{r}^{i,N,n} \right|^{p/2} \mathcal{M}(\kappa_{n}(s), s) \right|^{p/2} \]

\[ + \mathbb{W}_{2}(\mu_{r}^{X,N}, \mu_{r}^{X,N,n}) + \left. b_{r}(X_{r}^{i,N,n}, \mu_{r}^{X,n}) - b_{n_{r}}\left(X_{\kappa_{n}(r)}^{i,N,n}, \mu_{\kappa_{n}(r)}^{X,X,n} \right) \right| \} \, dr \mathcal{M}(\kappa_{n}(s), s) \right|^{p/2} \]

\[ \leq K \sup_{0 \leq \tau \leq s} \mathbb{E}\left| X_{\tau}^{i,N} - X_{\tau}^{i,N,n} \right|^{p} \]

\[ + K\mathbb{E}\left\{ \left( 1 + \left| X_{r}^{i,N} \right| + \left| X_{r}^{i,N,n} \right| \right)^{p} \right\} \left( p/2 \right) \left| X_{r}^{i,N} - X_{r}^{i,N,n} \right|^{p/2} \mathcal{M}(\kappa_{n}(s), s) \right|^{p/2} \]

\[ + \mathbb{W}_{2}(\mu_{r}^{X,N}, \mu_{r}^{X,N,n}) + \left. b_{r}(X_{r}^{i,N,n}, \mu_{r}^{X,n}) - b_{n_{r}}\left(X_{\kappa_{n}(r)}^{i,N,n}, \mu_{\kappa_{n}(r)}^{X,X,n} \right) \right| \} \, dr \mathcal{M}(\kappa_{n}(s), s) \right|^{p/2} \]

for any $s \in [0, T]$, $i \in \{1, \ldots, N\}$ and $n, N \in \mathbb{N}$. On using estimates from equation (40), Lemmas 4.3 and 4.8

\[ T_{22A} \leq K \sup_{0 \leq \tau \leq s} \mathbb{E}\left| X_{\tau}^{i,N} - X_{\tau}^{i,N,n} \right|^{p} \]
\[ + K_n^{-p/2+1} \int_{\kappa_n(s)}^s \left\{ E \left[ X_{t,r}^{i,N} - X_{t,r}^{i,N,n} \right]^p \right\}^{1/2} dW_t \]
\[ + K_n^{-3p/4+1} \int_{\kappa_n(s)}^s \left\{ E \mathcal{W}_2^p \left( \mu_{t,r}^{X,N}, \mu_{t,r}^{X,N,n} \right) \right\}^{1/2} dW_t + K_n^{-p} \]

and thus the application of estimates in equation (20) and Young’s inequality yields,
\[ T_{22A} \leq K \sup_{i \in \{1, \ldots, N\}} \sup_{0 \leq r \leq s} E \left| X_{t,r}^{i,N} - X_{t,r}^{i,N,n} \right|^p + K_n^{-p}, \quad (43) \]

for any \( s \in [0, T] \), and \( n, N \in \mathbb{N} \).

For estimating \( T_{22B} \), one notices that,
\[ T_{22B} := K \mathcal{E} \left\{ \left| X_{t,s}^{i,N} - X_{t,s}^{i,N,n} \right|^{p-2} + \left| X_{t,s}^{i,N} - X_{t,s}^{i,N,n} \right|^{p-2} \right\} \]
\[ \times \left\{ \int_{\kappa_n(s)}^s \left\{ \sigma_r(X_{t,r}^{i,N}, \mu_{t,r}^{X,N}) - \sigma_{n,r}(r, X_{t,r}^{i,N,n}, \mu_{n,r}^{X,N,n}) \right\} dW_t \right\} \mid \mathcal{M}(\kappa_n(s), s) \}
\[ \leq K \mathcal{E} \left\{ \left| X_{t,s}^{i,N} - X_{t,s}^{i,N,n} \right|^{p-2} + \left| X_{t,s}^{i,N} - X_{t,s}^{i,N,n} \right|^{p-2} \right\} \]
\[ \times \left\{ \int_{\kappa_n(s)}^s \left\{ \sigma_r(X_{t,r}^{i,N}, \mu_{t,r}^{X,N}) - \sigma_r(X_{t,r}^{i,N,n}, \mu_{t,r}^{X,N,n}) \right\} dW_t \right\} \mid \mathcal{M}(\kappa_n(s), s) \}
\[ \leq K \mathcal{E} \left\{ \left| X_{t,s}^{i,N} - X_{t,s}^{i,N,n} \right|^{p-2} + \left| X_{t,s}^{i,N} - X_{t,s}^{i,N,n} \right|^{p-2} \right\} \]
\[ \times \left\{ \int_{\kappa_n(s)}^s \left\{ \sigma_r(X_{t,r}^{i,N,n}, \mu_{t,r}^{X,N,n}) - \sigma_{n,r}(r, X_{t,r}^{i,N,n}, \mu_{n,r}^{X,N,n}) \right\} dW_t \right\} \mid \mathcal{M}(\kappa_n(s), s) \]
\[ + K \mathcal{E} \left\{ \left| X_{t,s}^{i,N} - X_{t,s}^{i,N,n} \right|^{p-2} + \left| X_{t,s}^{i,N} - X_{t,s}^{i,N,n} \right|^{p-2} \right\} \]
\[ \times \left\{ \int_{\kappa_n(s)}^s \left\{ \sigma_r(X_{t,r}^{i,N,n}, \mu_{t,r}^{X,N,n}) - \sigma_{n,r}(r, X_{t,r}^{i,N,n}, \mu_{n,r}^{X,N,n}) \right\} dW_t \right\} \mid \mathcal{M}(\kappa_n(s), s) \]

which on using Hölder’s inequality and Young’s inequality yields,
\[ T_{22B} \leq K \mathcal{E} \left\{ \left| X_{t,s}^{i,N} - X_{t,s}^{i,N,n} \right|^{p-2} + \left| X_{t,s}^{i,N} - X_{t,s}^{i,N,n} \right|^{p-2} \right\}^{p/(p-2)} \]
\[ + K \mathcal{E} \left\{ \left| X_{t,s}^{i,N} - X_{t,s}^{i,N,n} \right|^{p} \right\}^{p/(p-2)} \]
\[ + K \mathcal{E} \left\{ \left| X_{t,s}^{i,N} - X_{t,s}^{i,N,n} \right|^{p} \right\}^{p/(p-2)} \]
\[ \leq K \sup_{0 \leq r \leq s} E \left| X_{t,r}^{i,N} - X_{t,r}^{i,N,n} \right|^p \]
\[ + K \mathcal{E} \left\{ \left| X_{t,s}^{i,N} - X_{t,s}^{i,N,n} \right|^{p} \right\}^{p/(p-2)} \]
\[ + K \mathcal{E} \left\{ \left| X_{t,s}^{i,N} - X_{t,s}^{i,N,n} \right|^{p} \right\}^{p/(p-2)} \]

and then one applies the estimates in equation (40), Remark 3.1 and Lemma 4.7 to obtain,
\[ T_{22B} \leq K \sup_{0 \leq r \leq s} E \left| X_{t,r}^{i,N} - X_{t,r}^{i,N,n} \right|^p \]
\[ + K \mathcal{E} \left\{ \left| X_{t,s}^{i,N} - X_{t,s}^{i,N,n} \right|^{p} \right\}^{p/(p-2)} \]
\[ + K \mathcal{E} \left\{ \left| X_{t,s}^{i,N} - X_{t,s}^{i,N,n} \right|^{p} \right\}^{p/(p-2)} \]
\[ \leq K \sup_{0 \leq r \leq s} E \left| X_{t,r}^{i,N} - X_{t,r}^{i,N,n} \right|^p + K n^{-p} \]
\[ + K \mathcal{E} \left\{ \left| X_{t,s}^{i,N} - X_{t,s}^{i,N,n} \right|^{p} \right\}^{p/(p-2)} \]
\[ + K \mathcal{E} \left\{ \left| X_{t,s}^{i,N} - X_{t,s}^{i,N,n} \right|^{p} \right\}^{p/(p-2)} \]
for any $s \in [0, T]$, $i \in \{1, \ldots, N\}$ and $n, N \in \mathbb{N}$. Further, one uses Lemma 4.3, equation (20) and Young’s inequality to obtain,

$$T_{22B} \leq K \sup_{0 \leq r \leq s} E\left| X_r^{i,N} - X_r^{i,N,n} \right|^p + Kn^{-p}$$

$$+ Kn^{-p/2}\left\{ \left( \sup_{0 \leq r \leq s} E\left| X_r^{i,N} - X_r^{i,N,n} \right|^p \right)^{3/4} + \left( \sup_{0 \leq r \leq s} \frac{1}{N} \sum_{j=1}^{N} E\left| X_r^{j,N} - X_r^{j,N,n} \right|^p \right)^{3/4} \right\}^{2/3} \leq K \sup_{i \in \{1, \ldots, N\}} \sup_{0 \leq r \leq s} E\left| X_r^{i,N} - X_r^{i,N,n} \right|^p + Kn^{-p}$$

(44) for any $s \in [0, T]$ and $n, N \in \mathbb{N}$.

By adapting arguments similar to the one used in the estimation of $T_{22B}$, one obtains

$$T_{22C} := KE\left\{ \left| X_r^{i,N} - X_r^{i,N,n} \right|^p - \left| X_r^{i,N} - X_r^{i,N,n} \right|^{p-2} \right\}$$

$$\times \left| \int_{\kappa(s)}^{\kappa(s)} \left( \rho_{0,n}(r, X_r^{i,N,n}) - \sigma_{0,n}(r, X_r^{i,N,n}) \right) dW^0_r \right| |\mathcal{M}(\kappa(s), s)|$$

$$\leq K \sup_{i \in \{1, \ldots, N\}} \sup_{0 \leq r \leq s} E\left| X_r^{i,N} - X_r^{i,N,n} \right|^p + Kn^{-p}$$

(45) for any $s \in [0, T]$ and $n, N \in \mathbb{N}$.

Hence, on combining estimates obtained in equations (43), (44) and (45) in equation (42), one obtains

$$T_{22} \leq K \sup_{i \in \{1, \ldots, N\}} \sup_{0 \leq r \leq s} E\left| X_r^{i,N} - X_r^{i,N,n} \right|^p + Kn^{-p}$$

(46) for any $s \in [0, T]$ and $n, N \in \mathbb{N}$.

By using methods similar to the one used in estimating $T_{22}$, one also obtains,

$$T_{23} := E\left| X_s^{i,N} - X_s^{i,N,n} \right|^p - \frac{1}{N} \sum_{j=1}^{N} E\left| X_s^{j,N} - X_s^{j,N,n} \right|^p$$

$$\times \left\{ \sum_{k=1}^{d} \left( X_s^{(k),i,N} - X_s^{(k),i,N,n} \right) \times \partial_{x_k} b_{\kappa(s)}(X_s^{(k),i,N,n}) \right\}$$

$$\leq K \sup_{i \in \{1, \ldots, N\}} \sup_{0 \leq r \leq s} E\left| X_r^{i,N} - X_r^{i,N,n} \right|^p + Kn^{-p}$$

(47) for any $s \in [0, T]$ and $n, N \in \mathbb{N}$.

Thus, merging the estimates in equations (38), (46) and (47) yields,

$$T_2 \leq K \sup_{i \in \{1, \ldots, N\}} \sup_{0 \leq r \leq s} E\left| X_r^{i,N} - X_r^{i,N,n} \right|^p + Kn^{-p}$$

(48) for any $s \in [0, T]$ and $n, N \in \mathbb{N}$.

For estimating $T_3$, use equation (22) to get,

$$T_3 := E\left| X_s^{i,N} - X_s^{i,N,n} \right|^p - \frac{1}{N} \sum_{j=1}^{N} E\left| X_s^{j,N} - X_s^{j,N,n} \right|^p$$

$$\times \left\{ \sum_{k=1}^{d} \left( X_s^{(k),i,N} - X_s^{(k),i,N,n} \right) \times \partial_{x_k} b_{\kappa(s)}(X_s^{(k),i,N,n}) \mu_{\kappa(s)}(X_s^{(k),i,N,n}, X_s^{(k),i,N,n}) \right\}$$

$$\leq K \sup_{i \in \{1, \ldots, N\}} \sup_{0 \leq r \leq s} E\left| X_r^{i,N} - X_r^{i,N,n} \right|^p + Kn^{-p}$$

(49) for any $s \in [0, T]$ and $n, N \in \mathbb{N}$.
\[ E[X_s^{i,N} - X_s^{i,N,n}] = E \left[ \frac{1}{N} \sum_{k=1}^d \left( X_s^{(k),i,N} - X_s^{(k),i,N,n} \right) \right] \]

\[ \quad \times \frac{1}{N} \sum_{k=1}^d \int_{\kappa_n(s)}^s b_{\kappa_n(r)}(X^{(k),i,N,n}(r), \kappa_n(r), \mu_{\kappa_n(r)}) \, dr + \int_{\kappa_n(s)}^s \tilde{\sigma}^{(n)}_{\kappa_n(r)}(r, X^{(k),i,N,n}(r), \mu_{\kappa_n(r)}) \, dW^j_r \]

\[ + \int_{\kappa_n(s)}^s \sigma^{(n)}_{\kappa_n(r)}(r, X^{(k),i,N,n}(r), \mu_{\kappa_n(r)}) \, dW^0_r \] \[ =: T_{31} + T_{32} + T_{33} \]

for any \( s \in [0, T] \), \( i \in \{1, \ldots, N\} \) and \( n, N \in \mathbb{N} \).

For estimating \( T_{31} \), one uses the Cauchy-Schwarz inequality, Remarks 3.2, 4.1 and Hölder’s inequality to obtain,

\[ T_{31} := E[X_s^{i,N} - X_s^{i,N,n}] \leq E \left[ \frac{1}{N} \sum_{k=1}^d \left( X_s^{(k),i,N} - X_s^{(k),i,N,n} \right) \right] \]

\[ \times \frac{1}{N} \sum_{k=1}^d \int_{\kappa_n(s)}^s b_{\kappa_n(r)}(X^{(k),i,N,n}(r), \kappa_n(r), \mu_{\kappa_n(r)}) \, dr \]

\[ \leq K n^{-1} E[X_s^{i,N} - X_s^{i,N,n}]^{p-1} \left\{ \left( 1 + \left| X_s^{j,N,n} \right| \right)^{\rho/2 + 1} + W_2(\mu_{\kappa_n(r)}, \delta_0) \right\} \]

which on using Young’s inequality, equation (16) and Lemma 4.3 yields,

\[ T_{31} \leq K \sup_{s \in [1, \ldots, N]} \sup_{0 \leq r \leq s} E[X_s^{i,N} - X_s^{i,N,n}]^p + Kn^{-p} \] \[ (49) \]

for any \( s \in [0, T] \) and \( n, N \in \mathbb{N} \).

For estimating \( T_{32} \), let us define, for \( k = 1, \ldots, d \),

\[ \mathcal{M}^{N,(k)}(\kappa_n(s), s) := \frac{1}{N} \sum_{j=1}^N \partial \beta_{\kappa_n(s)}^{(k)}(X_s^{i,N,n}(r), \mu_{\kappa_n(r)}, \kappa_n(r), \kappa_n(r)) \int_{\kappa_n(s)}^s \tilde{\sigma}^{(n)}_{\kappa_n(r)}(r, X^{j,N,n}(r), \mu_{\kappa_n(r)}) \, dW^j_r \] \[ (50) \]

and observe that due to Burkholder–Davis–Gundy inequality, Hölder’s inequality and Remark 4.1,

\[ E[\mathcal{M}^{N,(k)}(\kappa_n(s), s)]^q \leq K \frac{1}{N} \sum_{j=1}^N \int_{\kappa_n(s)}^s \left| \partial \beta_{\kappa_n(s)}^{(k)}(X_s^{i,N,n}(r), \mu_{\kappa_n(r)}, \kappa_n(r), \kappa_n(r)) \tilde{\sigma}^{(n)}_{\kappa_n(r)}(r, X^{j,N,n}(r), \mu_{\kappa_n(r)}) \right|^q \, dr \]

\[ \leq Kn^{-q/2 + 1} E \left[ \frac{1}{N} \sum_{j=1}^N \int_{\kappa_n(s)}^s \left| \partial \beta_{\kappa_n(s)}^{(k)}(X_s^{i,N,n}(r), \mu_{\kappa_n(r)}, \kappa_n(r), \kappa_n(r)) \tilde{\sigma}^{(n)}_{\kappa_n(r)}(r, X^{j,N,n}(r), \mu_{\kappa_n(r)}) \right|^q \, dr \right] \]

\[ \leq Kn^{-q/2 + 1} \frac{1}{N} \sum_{j=1}^N \int_{\kappa_n(s)}^s \left( \int_{\kappa_n(s)}^s \left| \tilde{\sigma}^{(n)}_{\kappa_n(r)}(r, X^{j,N,n}(r), \mu_{\kappa_n(r)}) \right|^q \, dr \right) \]

\[ \leq Kn^{-q/2} \]

which on using Corollary 4.2 yields,

\[ E[\mathcal{M}^{N}(\kappa_n(s), s)]^q \leq Kn^{-q/2} \] \[ (51) \]

for any \( q \leq p_0/(\rho/2 + 1) \). Thus, using the notation defined in equation (50),

\[ T_{32} := E[X_s^{i,N} - X_s^{i,N,n}] \leq \frac{1}{N} \sum_{k=1}^d \left( X_s^{(k),i,N} - X_s^{(k),i,N,n} \right) \]

\[ \times \int_{\kappa_n(s)}^s \tilde{\sigma}^{(n)}_{\kappa_n(r)}(r, X^{j,N,n}(r), \mu_{\kappa_n(r)}) \, dW^j_r \]
\[ E \{ |X^i,N_s - X^i,N_{s,n}|^{p-2} \sum_{k=1}^{d} (X^i,N_s - X^i,N_{s,n}) \} \]

\[ - |X^i,N_{\kappa_n(s)} - X^i,N_{\kappa_n(s)}}|^{p-2} \sum_{k=1}^{d} (X^i,N_{\kappa_n(s)} - X^i,N_{\kappa_n(s)}) \} M^N(\kappa_n(s), s) \]

\[ + E^N |X^i,N_{\kappa_n(s)} - X^i,N_{\kappa_n(s)}}|^{p-2} \sum_{k=1}^{d} (X^i,N_{\kappa_n(s)} - X^i,N_{\kappa_n(s)}) M^N(\kappa_n(s), s) \]

and then notice that the third term in the above equation vanishes because in view of Lemma 4.3 \( M^N(k(\kappa_n(s), s) \) is a martingale. Thus, equation (41) yields,

\[ T_{32} \leq K E \{ |X^i,N_s - X^i,N_{s,n}|^{p-2} + |X^i,N_{\kappa_n(s)} - X^i,N_{\kappa_n(s)}}|^{p-2} \} |X^i,N_s - X^i,N_{s,n} - (X^i,N_{s,n} - X^i,N_{s,n})| \]

\[ \times |M^N(\kappa_n(s), s)| \]

for any \( s \in [0, T] \), \( i \in \{1, \ldots, N\} \) and \( n, N \in \mathbb{N} \). Now, replacing \( M(\kappa_n(s), s) \) by \( M^N(\kappa_n(s), s) \) in equation (42) and in what follows along with the estimates in equation (51), one can obtain the following estimates,

\[ T_{32} \leq K \sup_{i \in \{1, \ldots, N\}} \sup_{0 \leq r \leq s} E |X^i,N_r - X^i,N_{r,n}|^p + Kn^{-p} \]  

(52)

for any \( s \in [0, T] \) and \( n, N \in \mathbb{N} \).

By using methods similar to the one used in estimating \( T_{32} \), one also obtains,

\[ T_{33} := E |X^i,N_s - X^i,N_{s,n}|^{p-2} \sum_{k=1}^{d} (X^{(k),i,N}_s - X^{(k),i,N}_{s,n}) \]

\[ \times \frac{1}{N} \sum_{j=1}^{N} \partial_n b^{(k)}(X^j,N_{\kappa_n(s)}, \kappa_n(s), \nu_{\kappa_n(s)}) \int_{\kappa_n(s)} \#0_{\kappa_n(r)}(r, X^j,N_{\kappa_n(r)}, \mu_{\kappa_n(r)}) dW_0 \]

\[ \leq K \sup_{i \in \{1, \ldots, N\}} \sup_{0 \leq r \leq s} E |X^i,N_r - X^i,N_{r,n}|^p + Kn^{-p} \]

(53)

for any \( s \in [0, T] \) and \( n, N \in \mathbb{N} \).

Hence, on combining the estimates from equations (49), (52) and (53), one obtains

\[ T_3 \leq K \sup_{i \in \{1, \ldots, N\}} \sup_{0 \leq r \leq s} E |X^i,N_r - X^i,N_{r,n}|^p + Kn^{-p} \]  

(54)

for any \( s \in [0, T] \) and \( n, N \in \mathbb{N} \). The proof of equation (34) is completed by substituting estimates from equations (36), (48) and (54) in equation (35).

In order to complete the proof, we consider

\[ E |X^i,N_s - X^i,N_{s,n}|^{p-2} (X^i,N_s - X^i,N_{s,n}) \left( b_s(X^i,N,s, \mu_{X,N,n}) - b^n_{\kappa_n(s)}(X^i,N_{\kappa_n(s)}, \mu_{\kappa_n(s)}) \right) \]

\[ = E |X^i,N_s - X^i,N_{s,n}|^{p-2} (X^i,N_s - X^i,N_{s,n}) \left( b_s(X^i,N,s, \mu_{X,N,n}) - b^n_{\kappa_n(s)}(X^i,N_{\kappa_n(s)}, \mu_{\kappa_n(s)}) \right) \]

\[ + E |b^n_{\kappa_n(s)}(X^i,N_{\kappa_n(s)}, \mu_{\kappa_n(s)}) - b^n_{\kappa_n(s)}(X^i,N_{\kappa_n(s)}, \mu_{\kappa_n(s)})| \]

\[ \leq Kn^{-p} + E |b^n_{\kappa_n(s)}(X^i,N_{\kappa_n(s)}, \mu_{\kappa_n(s)}) - b^n_{\kappa_n(s)}(X^i,N_{\kappa_n(s)}, \mu_{\kappa_n(s)})|^p \]

\[ \left| \frac{1}{1 + n^{-1} |X^i,N_{\kappa_n(s)}|^p} \right| \]

for any \( s \in [0, T] \), \( i \in \{1, \ldots, N\} \) and \( n, N \in \mathbb{N} \). The proof is completed by using Remark 3.2, equation (16) and Lemma 4.3.
Theorem 4.1 (Rate of Convergence). Let Assumptions \[2.1, 2.2, 3.1, 3.2, 4.1, 4.2\] and \[4.3\] be satisfied. Then, the explicit Milstein-type scheme \[22\] converges to the true solution of the interacting particle system \[1\] associated with McKean–Vlasov SDE \[2\] in strong sense with the \(L^p\) rate of convergence equal to 1 i.e.,

\[
\sup_{t \in [0,T]} \mathbb{E} \sup_{i \in \{1, \ldots, N\}} |X_t^{i,N} - X_t^{i,N,n}|^p \leq KN^{-p},
\]

for any \(p < \min\{p_1, p_0/(2\rho + 4)\}\), where the constant \(K > 0\) does not depend on \(n, N \in \mathbb{N}\).

**Proof.** The proof follows by applying arguments used in the proof of Theorem 3.1. Indeed, one replaces for any \(p < \min\{p_1, p_0/(2\rho + 4)\}\) and thus equation \[19\] is replaced by,

\[
X_t^{i,N} - X_t^{i,N,n} = \int_0^t \left( b_s(X_s^{i,N}, \mu_s^{X,N}) - b^n_{\kappa_n(s)}(X_s^{i,N,n}, \mu_{\kappa_n(s)}) \right) \, ds
+ \int_0^t \left( \sigma_s(X_s^{i,N}, \mu_s^{X,N}) - \tilde{\sigma}_n^{0_{\kappa_n(s)}}(s, X_s^{i,N,n}, \mu_{\kappa_n(s)}) \right) \, dW_s
+ \int_0^t \left( \sigma_s^0(X_s^{i,N}, \mu_s^{X,N}) - \tilde{\sigma}_n^{0_{\kappa_n(s)}}(s, X_s^{i,N,n}, \mu_{\kappa_n(s)}) \right) \, dW_s
\]

and the result follows byLEMMA 4.7 and 4.9 yields,

\[
\sup_{t \in [0,T]} \mathbb{E} \sup_{i \in \{1, \ldots, N\}} |X_t^{i,N} - X_t^{i,N,n}|^p \leq KN^{-p},
\]

for any \(p < \min\{p_1, p_0/(2\rho + 4)\}\), \(i \in \{1, \ldots, N\}\) and \(n, N \in \mathbb{N}\). The application of Lemmas 4.7 and 4.9 yields,

\[
\sup_{t \in [0,T]} \mathbb{E} \sup_{i \in \{1, \ldots, N\}} |X_t^{i,N} - X_t^{i,N,n}|^p \leq KN^{-p},
\]

for any \(p < \min\{p_1, p_0/(2\rho + 4)\}\), \(i \in \{1, \ldots, N\}\) and \(n, N \in \mathbb{N}\). The use of Gronwall’s inequality yields,

\[
\sup_{i \in \{1, \ldots, N\}} \sup_{0 \leq r \leq t} \mathbb{E} |X_r^{i,N} - X_r^{i,N,n}|^p \leq KN^{-p},
\]

for any \(p < \min\{p_1, p_0/(2\rho + 4)\}\), \(i \in \{1, \ldots, N\}\) and \(n, N \in \mathbb{N}\). Then, the result follows by Lemma 4.11.

\[\square\]

5. Numerical Results

The aim of this section is to demonstrate the practical performance of the schemes proposed in this article. To approximate the law \(\mathcal{L}_{X_{t_n}}\) (or the conditional law \(\mathcal{L}_{X_{t_n}}^{\cdot}\)) at each time-step \(t_n\) contained in a uniform time-grid on \([0,T]\), we use a standard particle method with \(N\) particles for each realisation of \(W^0\). For our numerical experiments, we used \(N = 10^3\) to approximate the conditional law (e.g., a conditional expectation) and perform 100 independent outer simulations over \(O^0\), in order to estimate the \(L^p\)-error on the product space. This resembles in our last example the estimation of nested expectations, as e.g. in [3] or the survey paper [9] and references given therein, and suggests further research concerning efficient multi-level Monte Carlo methods for estimation with conditional laws.

Since the exact solution of the examples considered below is not known, we determined the strong convergence rates, in terms of time-steps, by comparing two numerical solutions (at time \(T = 1\)) obtained from simulations based on a fine and coarse time-grid, respectively. To obtain a coupling
between these two levels, the same Brownian motions are used for both. In order to test the strong convergence in $h$, we thus compute the $L^p$-error, for $p = 2, 4, 6$, denoted by RMSE,

$$\text{RMSE} := \left( \frac{1}{N} \sum_{i=1}^{N} \left| X_{T}^{i,N,l} - X_{T}^{i,N,l-1} \right|^{p} \right)^{1/p},$$

where $X_{T}^{i,N,l}$ denotes the numerical solution of $X$ at time $T$ computed with $N$ particles and $2^l$ time-steps, where $l \geq 1$.

This section numerically illustrates the convergence of the tamed Euler and Milstein schemes for interacting particle systems, with and without common noise.

To demonstrate numerically the performance of our proposed tamed Euler scheme, we present the following McKean–Vlasov equation, which is a mean-field version of the well-known $3/2$-model that is often used for pricing VIX options and modelling certain stochastic volatility processes:

**Example 1. (Mean-field $3/2$ Stochastic Volatility Model).** Consider the 2-dimensional McKean–Vlasov SDE

$$X_t = X_0 + \int_0^t (\lambda X_s (\mu - |X_s|) + EX_s) \, ds + \int_0^t \xi |X_s|^{3/2} \, dW_s,$$

where we choose $X_0 = [1, 1]^T$, $\lambda = 2.5$, $\mu = 1$ and

$$\xi = \begin{bmatrix} 2/\sqrt{10} & 1/\sqrt{10} \\ 1/\sqrt{10} & 2/\sqrt{10} \end{bmatrix}.$$

The above model without the mean-field has been studied numerically in [26]. Fig. 1a depicts the strong convergence rate for this example and we observe a rate of order $1/2$.

To illustrate the convergence behaviour of our proposed tamed Milstein scheme, we consider the following 1-dimensional example which has been studied numerically in [4, 18].

**Example 2. (Mean-field Stochastic Double Well Dynamics).** Consider the 1-dimensional McKean–Vlasov SDE

$$X_t = X_0 + \int_0^t (X_s (1 - X_s^2) + EX_s) \, ds + \int_0^t \sigma(1 - X_s^2) \, dW_s,$$

with $X_0 = 1$ and $\sigma = 0.3$. We recall that the $L$-derivative terms appearing in the Milstein scheme are not implemented, as these terms are expected to be close to zero for a large number of particles. However, for a small number of particles (e.g., 5 or 10), they have to be considered to obtain a convergence rate of order 1; see [2] for a more rigorous discussion on the numerical role of the $L$-derivative terms (in the case of zero common noise). Fig. 1b and Fig. 2 reveal the expected strong convergence.

![Figure 1](image-url)

**Figure 1.** Left: Strong convergence of the tamed Euler scheme for Example 1. Right: Strong convergence of the tamed Milstein scheme for Example 2.

rate of order 1.
Example 3. (Mean-field Stochastic Double Well Dynamics with Common Noise). Consider the 1-dimensional McKean–Vlasov SDE

\[ X_t = X_0 + \int_0^t \left( X_s (1 - X_s^2) + E^1 X_s \right) ds + \int_0^t \sigma (1 - X_s^2) dW_s + \int_0^t \sigma (1 - X_s^2) dW_0^s, \]

with \( X_0 = 1 \) and \( \sigma = 0.1 \). This example is a slight modification of Example 2 and involves additionally a common noise term. We remark that in this case iterated stochastic integrals (the Brownian motion \( W \) integrated against \( W^0 \) and the other way around) appear, but due to the antisymmetry property of the Lévy area these terms will cancel.
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