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Abstract. Prospective Insurance Customers are one or several who buy physical products with various variables used in their determination such as price, quality, quantity of the products, places and services that can be provided based on results to achieve the desired results. Customers are differentiated into individual customers or group customers who buy physical products with various variables used in their determination such as price, quality, quantity of the product, place and service that can be provided based on results to achieve the desired results. Data mining is based on the process of creating a patterned pattern in the future and for the information provided by the data provided by the data. The research we conducted uses the C4.5 Algorithm and the Naive Bayes Algorithm using the Sex, Marital, Age, Region, Job and Description Indicators. This research uses Rapidminner tools as a medium to test the data being carried out.

1. Introduction
Business growth in the era of globalization and advances in the field of information technology are rapidly giving considerable influence both in industry and services. It also brings a big change in the level of competition between companies, so that the perpetrators of the company must always create various techniques to survive.

Telemarketing can be defined as the systematic use of telephone to achieve your business goals.

Based on previous research to predict the decision of prospective insurance customers by Sunjana using the classification method with the C45 algorithm, the authors want to conduct research to estimate considerations for potential insurance customers using the classification method with the C 4.5 and Naive Bayes algorithms. Referring to the background of the problems in this study, the problems can be identified as follows:

- There has not been a more in-depth analysis of the data that has been contacted for other product offerings. So that the data can be maximally used.
- It is necessary to analyze data on prospective insurance customers using the C4.5 and Naive Bayes algorithm methodologies.
Based on the identification of the problems that have been described, several problems are formulated as follows: how to compare C4.5 and Naive Bayes algorithms in predicting the Decision of Prospective Insurance Customers?

Based on the formulation of the problem, the purpose of this research is: knowing the high level of accuracy by comparing two algorithms, namely C4.5 and Naive Bayes in predicting the decision of prospective insurance customers, this research is also expected to be used as reference material related to the subject of sales predictions.

From the results of this study it is expected that:

- Increase understanding and experience in using the Classification method with C4.5 and Naive Bayes algorithms in mapping or grouping data.
- Increase prediction accuracy by comparing 2 Classification methods as the output produced.
- Produce algorithms with more accurate accuracy to predict data on the decision of potential disaster insurance customers, so that further research can further improve its accuracy.

2. Theory basis and methods

2.1. Understanding Data Mining

Data mining is one part that is at the stage in Knowledge Discovery in Databases (KDD). Steps in generating new knowledge, among others, namely: first clarification of data you want to process (data cleaning), Combine processed data (data integration), data determination (data selection), data transparency (data transformation), evaluation of patterns that have been made beforehand (evaluation of patterns) and presentation of new knowledge needed (presentation of knowledge). Data mining is guided by the process of mining (mining) data from selected cases to produce new knowledge from very large data [16]. The stages of the process of extracting data consist of three stages, namely data collection (data collection), data transformation (data transformation), and data analysis (data analysis).

2.2. Algorithm C 4.5

The C 4.5 algorithm is the algorithm used to produce a decision tree developed by Ross Quinlan. The basic idea of this algorithm is the making of a decision tree based on the selection of attributes that have the highest priority or can be called having the highest gain value based on the entropy value of the attribute as the attribute axis classification. At the stage C4.5 algorithm has 2 working principles [9], namely: Making decision trees, and making rules (model rules). Rules of rules that are formed from decision trees will form a condition in the form of if then. [14]

The steps in generating a decision tree in the C 4.5 algorithm (Larose, 2005), namely:

1. Prepare training data first. Training data is usually taken from historical data that has occurred before or called past data and has been grouped in certain classes.
2. Calculate parents. parents will be taken from the selected attribute, by calculating the gain value of each attribute, the highest gain value that will be the first parent. Before calculating the attribute gain value, first calculate the value of the entropy. To calculate the entropy value, the formula is used:

\[
Entropy(S) = \sum_{i=1}^{n} - p_i \log_2 p_i
\]

Information:

\[
S = \text{case set}
\]

\[
n = \text{number of partitions } S
\]

\[
p_i = \text{proportion of } S_i \text{ to } S
\]

3. Then calculate the gain value using the formula:

\[
Gain(S, A) = entropy(S) - \sum_{i=1}^{n} \frac{|S_i|}{S} \times Entropy(S_i)
\]
4. Repeat step 2 and step 3 until all records are specified.
5. The decision tree partition process will stop when:
   a. all the records in N knots get the same class.
   b. There is no attribute in the partitioned record again
   c. There is no record in the empty branch

2.3. Naive Bayes
Naive Bayes algorithm is one of the algorithms found in classification techniques. Naive Bayes is a classification with probability method and statistics presented by British scientist Thomas Bayes, which predicts future opportunities based on past experience so that it is known as Bayes Theorem. The theorem is combined with Naive where it is assumed that the conditions between attributes are mutually independent. The Naive Bayes classification assumes that there is no particular feature of a class that has no relation to the characteristics of other classes. The equation of the Bayes theorem is:

\[
P(\text{H} | \text{X}) = \frac{P(\text{X}|\text{H}) \cdot P(\text{H})}{P(\text{X})}
\]

3. Results and Discussion
3.1. Calculation of C4.5 Algorithm
According to Kusrini in the Data Mining Algorithm which is used basically for a C 4.5 algorithm [14] in building a decision tree can be explained as follows:
   1. Select the attribute that has the highest result as root as a benchmark in making a decision tree
   2. Make the branches needed for each value that exists
   3. In the case of branches, repeat the process for each branch until all cases in the branch have the same class in accordance with the provisions.

In the first step of the C 4.5 algorithm calculation process, this is to determine the attributes first as the root. The selected attribute is the one that has the highest gain value from the gain-gain value of the other attribute, then becomes the root of the tree. The calculation to produce the entropy and gain values will be explained in table I as follows:
Table 1. Calculations determine Entropy and Gain

| Sample data is used to calculate entropy and gain as much as 21 and from the entropy and gain values obtained in table IV-I, then specify the next node, namely node 1.1, and calculate the entropy and gain of each attribute from the information. The number of cases calculated is from the information node and so on until all records in the node get the same class. When using training data to make a node, the following in Figure IV-1 is the test results with Rapid Miner tools for occupation so that the predictor attribute is determined directly by all other attributes. |

3.2. Calculation of Naive Bayes

The variables used in the classification of insurance customer data include:
1. Gender Gender is grouped into two categories [male | female].
2. Marriage status is grouped into two categories [Not Married | Married].
3. Customer age is grouped into three categories [20–29 | 30–40 | > 40].
4. Customer areas are grouped into five categories [North Jakarta, East Jakarta, South Jakarta, West Jakarta and Central Jakarta].
5. Customer work is grouped into three categories [PNS | private employees | self-employed].
6. Information Time is grouped into four categories [Morning, Afternoon, Afternoon and Evening].

Customer table data as follows:

3.3. Evaluation and Validation

The results of the model tests that have been carried out are the C 4.5 and Naive Bayes algorithms, testing the level of accuracy using the confusion matrix and ROC / AUC (Area Under Cover) curve.

3.3.1. Confusion Matrix algorithm C4.5

Confusion Matrix data training

Table 2 is a calculation of the accuracy of training data using the C4.5 algorithm which produces an accuracy of 75.27%. It is known that training data consists of 133 data records, 56 classified data NO and 77 data predicted Buy insurance.

| Table 2. Model Confusion Matrix algorithm C4.5 |
| --- | --- | --- |
| true No | true Buy | class precision |
| pred. No | 30 | 7 | 81.08% |
| pred. Buy | 26 | 70 | 72.92% |
| class recall | 53.67% | 60.01% |
Figure 1. Text view C4.5 algorithm Confusion Matrix model

Figure 1 is a calculation of data accuracy using C4.5 algorithm. The training data is known to consist of 133 data records, 30 data classified as No and 26 data predicted No but apparently Buy, 7 classified Buy data turns out that No and 70 data are correctly classified Buy.

3.3.2. Confusion Matrix algorithm Naive Bayes

Confusion Matrix data training

Table 4 is a calculation of the accuracy of training data using the Naive Bayes algorithm which produces 90.11% accuracy. It is known that training data consists of 133 data records, 56 classified data NO and 77 data predicted Buy insurance.

Figure 2. Text view of the Naive Bayes Confusion Matrix algorithm model
Figure 2 is a calculation of data accuracy using the Naive Bayes algorithm. It is known that training data consists of 133 data records, 46 data classified as No and 10 data predicted No but apparently Buy, 3 classified data Buy turns out that No and 74 data are correctly classified Buy.

**ROC curve**

The calculation results are visualized by the Receiver Operating Characteristic (AUC) curve. ROC has a level of diagnostic value (Gorunescu, 2011):

- a. Accuracy is 0.90 - 1.00 = excellent classification
- b. Accuracy is 0.80 - 0.90 = good classification
- c. Accuracy is 0.70 - 0.80 = fair classification
- d. Accuracy is 0.60 - 0.70 = poor classification
- e. Accuracy is 0.50 - 0.60 = failure

The results obtained from ROC processing using training data for C4.5 algorithm of 0.775 can be seen in Figure 3 with the level of diagnosis of fair classification.

The results obtained from the ROC processing for the Naive Bayes algorithm using training data of 0.961 can be seen in Figure 4 with a good diagnosis of classification.
3.4. Prototype of Selected Algorithm

From the results of the evaluation and validation above it can be seen that the Naive Bayes Algorithm has a good level of accuracy and performance, so that the rules generated by the Naive Bayes algorithm can be used as a rule for making prototypes that can facilitate predicting the decisions of prospective insurance customers.

![Flowchart Prototype Predicts Prospective Insurance Customers](image)

Figure 5 Flowchart Prototype Predicts Prospective Insurance Customers

4. Conclusion

Based on the discussion of the results of the research discussed in the previous chapter, in the study the Utilization of Predicted Data for Prospective Insurance Customers using the C4.5 and Naive Bayes Classification Methods can be concluded as follows:

1. The Naive Bayes algorithm has the highest accuracy rate of 90.11% while C4.5 is 75.27%, the difference between them is 15%. Naive Bayes algorithm model has AUC of 0.961 and C4.5 0.775, from the AUC value, the Naive Bayes algorithm belongs to the category of excellent classification and C4.5 fair classification, so the Naive Bayes algorithm can be implemented in determining potential insurance customers.

2. The rule generated by the Naive Bayes algorithm is applied in the prototype of the prediction of prospective insurance customers with the accuracy of prototype verification testing of 75.12%. Based on the accuracy generated by the prototype shows that the methods and prototypes that are applied are good in predicting prospective insurance customers.
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