A direct test of Auger cascade induced nucleation from heavy element contamination in $C_3F_8$ bubble chambers
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ABSTRACT: Understanding and quantifying the gamma-induced bubble nucleation background in clean nuclear recoil detection bubble chambers is of utmost importance to bubble chamber based dark matter searches. We present data confirming the hypothesis that large Auger cascades from high-Z elements such as iodine and xenon dramatically increase the response of $C_3F_8$ bubble chambers to gamma rays. These tests, performed with a small calibration bubble chamber filled with $C_3F_8 + O(10)$ ppm xenon, show that the probability of bubble nucleation scales with the rate of xenon inner-shell vacancies, reaching values $> 10\%$ per K-Shell vacancy for Seitz thresholds of interest to future dark matter searches in bubble chambers. We also place an upper limit on bubble nucleation probability for argon Auger events, relevant to large future bubble chambers which may contain some residual atmospheric argon after the active fluid fill.
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1 Introduction

Bubble chambers have maintained relevance as particle detectors for direct detection dark matter searches [1–3], wherein experiments desire to detect rare localized depositions of energy by recoiling nuclei after elastic scatters with dark matter particles. Though bubble chambers were originally used to detect ionizing radiation in high energy particle physics experiments [4–6], experiments using this technology now require detectors which are insensitive to electron recoil (ER) events while maintaining sensitivity to nuclear recoil (NR) events. Recently, PICO performed a reanalysis of various calibration data taken throughout its history in bubble chambers operated with C$_3$F$_8$ to empirically model the response of such detectors to gamma ER events [7]. The study found two main trends: a model for “pure C$_3$F$_8$” which included the definition of a new kind of thermodynamic threshold, and a separate model for C$_3$F$_8$ contaminated with trace amounts of iodine, leftover in the detectors from previous experiments using CF$_3$I. In pure C$_3$F$_8$, the amount of energy deposited determines the probability of bubble nucleation by ionization, but in iodine-contaminated chambers, along with some qualitative results in a bubble chamber with tungsten contamination [8], the model indicates that Auger cascades initiated by inner-shell photoabsorptions on the high-Z contamination are to blame for increased ER sensitivity. This conclusion also explains why C$_3$F$_8$ has overall better ER rejection than CF$_3$I. The pure C$_3$F$_8$ model’s predictive power was tested directly with two small test chambers: Gunter (at the University of Chicago) and the DBC (Drexel Bubble Chamber, at Drexel University). Both of these calibrations agreed with the historical calibration data taken in previous test chambers and dark matter detectors.

Before now, no test was performed to independently reproduce the model in C$_3$F$_8$ with high-Z contamination, and the level of iodine in the contaminated chambers could not be accurately determined, leaving large uncertainties on the fit parameters. We have now performed such a test.
with the DBC, using xenon ($Z = 54$) as a stand-in for iodine ($Z = 53$), added to the C$_3$F$_8$ in known small amounts.\footnote{As an interesting historical note, this is not too dissimilar from Pierre Auger's 1920s cloud chamber experiments, where small amounts of photoabsorbing elements, such as noble gasses, were diluted in the cloud chamber with hydrogen, which does not show much photoelectric absorption. Thus localized Auger events, including multiple-ionization (the “double-photoelectric effect”) could be studied, showing both the initial photoelectron track, and the tracks of the multiple Auger electrons [9].} Xenon and iodine have a similar electronic structure, thus they produce similar Auger cascades of about ten electrons from inner-shell (K and L) photoabsorption events [10], at roughly the same rate; xenon’s K-Shell binding energy is 34.6 keV while iodine’s is 33.2 keV [11], both well above the necessary energy deposition for bubble nucleation ($< 5$ keV in our experiments). We also present a test of the effect of Auger cascades from argon K-shell vacancies (binding energy 3.2 keV [11]) on bubble nucleation. We expect that unlike iodine, xenon and argon will be easy to remove after these experiments by emptying the chamber and pumping it to vacuum, since xenon is less reactive and thus less likely to stick to the surfaces.

The operational pressure and temperature of a bubble chamber set its thresholds for particle detection. The threshold used for nuclear recoil events is referred to as the Seitz threshold $Q_{\text{Seitz}}$, after Frederick Seitz, who described the operational theory of bubble chambers in 1958 [12]. The formula used for the Seitz threshold in the current work is that derived by COUPP, which is updated from Seitz’ original work to more accurately represent the energy used to create a bubble [7, 13]. In pure C$_3$F$_8$, the threshold for nucleation by gammas is not well-predicted by $Q_{\text{Seitz}}$, and is instead given by a threshold referred to as $E_{\text{ion}}$ [7], and the probability of a gamma interaction creating a bubble is dependent on the amount of energy deposited in the interaction (as opposed to the NR case, where to a good approximation the bubble chamber acts as a threshold detector, with 100% efficiency well above $Q_{\text{Seitz}}$ and 0% efficiency below). Because $Q_{\text{Seitz}}$ and $E_{\text{ion}}$ are not identical, we can decouple a bubble chamber’s sensitivity to NRs (from, e.g., neutrons or WIMPs) and its sensitivity to ERs (i.e. gammas). However, in the case of iodine-contaminated bubble chambers, and those operated with CF$_3$I, the sensitivity to gammas appears to trend with $Q_{\text{Seitz}}$ rather than $E_{\text{ion}}$, an effect which is attributed to the NR-like effective stopping power of Auger cascades occurring after inner-shell photoabsorptions on the heavy atoms. Auger cascades have been proposed as a mechanism contributing to bubble nucleation even in the era of bubble chambers as tracking detectors, since each low-energy electron emitted in the cascade contributes to local heating [14, 15], and the dense Auger cascade energy depositions mimicking nuclear recoil signals are also a known potential background to xenon time projection chamber (TPC) dark matter searches [16].

2 Experimental method

The DBC is a calibration/prototype detector operated above ground at Drexel, and was described in detail in ref. [17]. It contains an active volume of ~ 40 mL of C$_3$F$_8$, which has been kept free of high-Z element contamination until the tests presented here. For these tests, a second fill line was added to the C$_3$F$_8$ fill system to allow us to add compressed gases to the chamber; a simplified schematic of the gas fill system and chamber layout is shown in figure 1. The “spike volume” is a straight section of tube between manual valves MV-11 and MV-15, designed to trap a specific quantity of gas which is subsequently dissolved into the C$_3$F$_8$. 
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As an interesting historical note, this is not too dissimilar from Pierre Auger’s 1920s cloud chamber experiments, where small amounts of photoabsorbing elements, such as noble gasses, were diluted in the cloud chamber with hydrogen, which does not show much photoelectric absorption. Thus localized Auger events, including multiple-ionization (the “double-photoelectric effect”) could be studied, showing both the initial photoelectron track, and the tracks of the multiple Auger electrons [9].
Additional changes to the apparatus after the work presented in ref. [17] include a new active fluid pressure transducer, which is immersed in $\text{C}_3\text{F}_8$ inside a mini-ConFlat nipple, and updated control parameters to increase the fraction of time the detector is live. For this work, compressions between events are 15 seconds long, with a 60 second compression every ten events, the maximum time the chamber is allowed to be expanded is 600 seconds, and the compressed pressure has been reduced to 175 psia.\textsuperscript{2} The time during the compressed period, the time that it takes for the pressure to reduce to and stabilize at the expansion set point, and the time that it takes to recompress after a trigger is considered dead. Thus detector “live” time is counted only in the fully expanded low-pressure state, and we refer to the total time that the detector is operating (cycling) as “real” time. The live time fraction is then defined as the live time of a run divided by its real time. For background runs with the control parameters used in this work, the live time fraction is typically ~ 70%.

As in ref. [17], two cameras monitor the chamber to provide the primary trigger to save the data and compress the chamber. Photographs of the chamber at the time of the trigger are analyzed to find the number of bubbles in the event and their locations. For all data in the present work, events with more than one bubble are cut from the analysis; multiple-bubble events are very likely neutrons which are not relevant to the Auger cascade experiments. Rates are thus presented as single bubble events per live hour.

The $\text{C}_3\text{F}_8$ pressure transducer PT4 was initially used for feedback to control the pressure in the argon data, but for the xenon data the pressure was controlled with feedback from the hydraulic fluid’s pressure transducer PT5. In the argon data, PT5 is used for threshold calculations, but in the xenon data PT4 is used, so the transducers effectively swapped roles between the data sets.\textsuperscript{3}

During normal operation, MV-15 and MV-12 are closed, containing the $\text{C}_3\text{F}_8$ above them, with MV-10 and MV-11 open. To add xenon or argon “contaminant” gas to the chamber, MV-11 is closed and MV-15 is opened, and the fill system is pumped to vacuum (<100 mTorr) with a scroll pump. Gas is then added from the cylinder, via a regulator, to a determined pressure (read out by PT1, PT6, and the regulator gauge), and MV-15 is closed, trapping the gas in the spike volume. After trapping the desired amount of gas between MV-15 and MV-11, MV-11 is opened, allowing the $\text{C}_3\text{F}_8$ above to fill the spike volume, and the gas to dissolve into the $\text{C}_3\text{F}_8$. To encourage mixing of the added gas, cooling to the spike volume is turned off, allowing the stainless steel tube to rise above 0°C, and the chamber is expanded and recompressed at least 100 times with the spike volume at this elevated temperature. During these expansions, fluid in the spike volume (and other locations around the cold region) boils, mixing the $\text{C}_3\text{F}_8$ and contaminant gas. The spike volume is then cooled back

\textsuperscript{2}Previously, compressions were at 200 psia, each compression was 30 sec long, a long compression of 300 sec was performed every 30 events, and the maximum expanded time was 300 sec. We performed tests to determine whether such long compressions (i.e. dead time) and high compression pressure were necessary for the stability of the chamber, and found that they could be reduced so that we have less required detector dead time per event and put less stress on the equipment. The old parameters were motivated by previous COUPP and PICO bubble chambers which used a water buffer fluid, and longer compressions were necessary to ensure that active fluid that boiled into the water had time to condense and drop back into the bulk region.

\textsuperscript{3}During the argon tests, the PT4 transducer was found to be unreliable due to electrical connector corrosion. PT4’s connector was repaired before proceeding to the xenon data, but the decision to regulate on PT5 (the transducer measuring the hydraulic pressure on the opposite side of the pressure-balancing bellows to the $\text{C}_3\text{F}_8$) for the xenon data was made, out of necessity to regulate on a reliable physical pressure, to mitigate the possibility of PT4 failing again and the regulation being performed with a non-physical value of the pressure.
down, and the temperatures in the chamber are allowed to stabilize for a period of at least a few hours before operation resumes.

The spike volume is $2.6 \pm 0.3$ mL, and the total volume of $C_3F_8$ during normal operation is 263 mL including both the active and inactive regions, so for every absolute psi of xenon in the spike volume during a xenon addition, we add $2.7 \pm 0.3$ ppm of xenon by mass to the active fluid. These uncertainties stem from an overall 10% uncertainty on dimensions of components used to determine the volumes in the system.

![Figure 1](image-url). A simple schematic of the DBC, showing the gas fill system and source positions used for the data presented here. In position 1, the source is 27.7 ± 0.5 cm from the center of the chamber, in position 2 it is 6.7 ± 0.5 cm.

Electron recoil events are induced with $^{137}$Cs and $^{152}$Eu gamma sources. The electron capture decay of $^{152}$Eu frequently results in emission of 40-46 keV X-rays with high cross-sections for K-shell photoabsorption on xenon, thus more efficiently induces Auger cascades than $^{137}$Cs (see section 3). Comparing the sources allows a test of the hypothesis that K-shell events are responsible for bubble nucleation, rather than the rate of energy deposition (as in the pure $C_3F_8$ case). As an additional test, for some data runs a 0.25 mm thick tin sheet is inserted to selectively absorb these X-rays and other low-energy gammas.

The $^{137}$Cs source is the same as that used with the DBC in refs. [7, 17]; with label activity 99.11 μCi and reference date 1 February, 2011, giving mean activity during this test of 79.84 μCi. The $^{152}$Eu source has a label activity of 10 μCi, but no reference date. Calibration against known sources using a NaI detector at Drexel yields an activity of $1.59 \pm 0.24$ μCi on February 8, 2021, corresponding to a mean activity during our data collection $1.64 \pm 0.25$ μCi.

The $^{137}$Cs source is used in two different positions (shown in figure 1, named position 1 and position 2), while the $^{152}$Eu source is only used in position 2, due to its low activity. In position 1, the $^{137}$Cs is placed inside a lead collimator aimed at the active region of the bubble chamber; in
position 2, the sources are placed without collimation on an acrylic paddle butted against the wall of the warm bath surrounding the active region, and the paddle is marked to ensure reproducible source placement for each run. For some data from early in the test, the $^{152}$Eu source was used inside its plastic case, which potentially had a small effect of absorbing gammas, so the case was removed for the majority of the data. Simulations with and without the plastic case indicated that, to within uncertainties, the effect of the plastic was insignificant, so we do not treat those data differently.

3 Simulations

Gamma ray interactions in the bubble chamber were simulated with GEANT4 version 10.03.03 [18], using the Shielding.icc physics list with the default electromagnetic model replaced by the Livermore model, which provides more accuracy for low energy interactions. Figure 2 shows the simulated energy spectra of photons that interact within the detector for $^{137}$Cs and $^{152}$Eu sources with and without tin absorber. The photoelectric cross section of xenon peaks at the xenon K-shell binding energy (34.5 keV), so a lower rate of incident gammas just above that threshold will result in a lower rate of k-shell vacancies, as is seen with the $^{152}$Eu simulations with tin when compared to those without tin.

We record both the total energy deposited in the chamber, and the number of inner-shell vacancies in high Z contaminants, which are expected to de-excite via Auger cascades. Electron vacancies are counted from both photoelectric and Compton interactions; photoelectric interactions account for $\approx 99\%$ of K-shell vacancies in xenon, however Compton scattering contributes significantly to xenon L-shell and argon K-shell events. Inner-shell vacancies due to the photoelectric effect are directly counted in the simulation, and inner-shell vacancies due to Compton scattering are estimated by counting the total number of Compton scatters on contaminant atoms and assuming that all electrons are equally likely to be ionized so long as the photon deposited more energy than the binding energy of the electron. The rate of inner-shell events is found to be linear for small concentrations of xenon ($\lesssim 1000$ ppm) and argon ($\lesssim 5000$ ppm). Thus, we simulate the chamber with 1000 ppm xenon for the xenon spike analysis and with 5000 ppm argon for the argon spike analysis, and scale the simulations results linearly for each data point. This scheme was also used for the simulations in ref. [7]. To within uncertainties, the overall rate of energy deposition in the chamber does not depend on the concentration of xenon or argon.

Table 1 shows the rates of energy deposition and K- and L-Shell vacancies in the chamber. From these simulation results, we expect the rate of Auger cascades in data without tin to be $5.9 \pm 1.3$ times the rate with tin for $^{152}$Eu, but the same ratio for the total rate of energy deposition is only $1.1 \pm 0.2$. In addition, the ratio between inner shell vacancies for $^{152}$Eu in Position 2 and $^{137}$Cs in Position 1 is $2.5 \pm 0.3$, while the same ratio of energy deposition for these simulations is $0.40 \pm 0.05$. These ratios give us the opportunity to test the Auger cascade model independent of source activity.

4 Data analysis and results

Analysis is performed according to the procedures and event selection criteria of ref [17]. Cuts include: removal of events in which a bubble rises into the view of the cameras after being nucleated in the temperature transition region, removal of events in which a bubble was nucleated during the period where the chamber was in the process of expanding and had not yet reached the pressure
Figure 2. The spectrum of gammas from the $^{137}$Cs and $^{152}$Eu sources in position 2, with (black) and without (red) the 0.25 mm tin sheet. With both sources, the rate of inner shell vacancies is reduced when the tin is in place while the rate of energy deposition remains relatively constant. The reduction in inner-shell vacancies is more dramatic with $^{152}$Eu because a larger portion of the $^{152}$Eu low-energy spectrum overlaps with a region of enhancement around the K-shell binding energy of the xenon photoabsorption cross-section (shown in green). The tin also introduces x-rays that can be seen in the spectra as series of peaks around 20 keV.

Table 1. Rates of energy deposition and xenon inner-shell vacancies, from the GEANT4 simulation. The uncertainties on the simulated rates come from combining the statistical uncertainty and a 5 mm uncertainty in distance from the center of the chamber, calculated assuming that the gamma flux through the chamber falls as $1/r^2$. The source positions are illustrated in figure 1.

| Source Configuration | K-Shell Rate [h$^{-1}$ ppm$^{-1}$] | L-Shell Rate [h$^{-1}$ ppm$^{-1}$] | Energy Deposition Rate [MeV s$^{-1}$] |
|----------------------|---------------------------------|---------------------------------|---------------------------------|
| $^{137}$Cs, Position 1 | 22.2±1.3                        | 11.3±0.9                        | 204.8±8.6                       |
| $^{137}$Cs+Tin, Position 1 | 17.4±1.2                        | 4.3±0.5                         | 189.9±8.0                       |
| $^{137}$Cs, Position 2 | 199.4±30.4                      | 121.0±18.7                      | 2130±320                        |
| $^{137}$Cs+Tin, Position 2 | 149.8±23.0                      | 38.1±6.3                        | 2106±314                        |
| $^{152}$Eu, Position 2 | 68.8±10.3                       | 15.0±2.3                        | 81.3±12.1                       |
| $^{152}$Eu+Tin, Position 2 | 11.6±1.8                        | 2.7±0.5                         | 74.5±11.1                       |
Figure 3. Bubble rates in the DBC for data taken at 19°C, showing linearly increasing trends with xenon concentration in the C$_3$F$_8$; data sets are grouped by expansion pressure setpoint, spanning nominal values of $Q_{\text{Seitz}}$ between 1.56 keV at 30 psia and 2.22 keV at 40 psia. Horizontal error bars show the 10% uncertainty on the concentration of xenon, but are not used in the linear fits (dashed lines). For $^{137}$Cs, the two points with black centers indicate data taken with xenon but whose entire $1\sigma$ regions lie below the horizontal axis, so they are not visible in figure 4. Fits are constrained to be zero at 0 ppm. Due to variations in the actual pressure and temperature during the runs, small deviations from true linear trends are expected (i.e. all points of the same color are not at exactly the same Seitz threshold). The linear fits shown here are not used elsewhere in the analysis, and only serve to demonstrate the trend of rate with xenon concentration.

indicating that the chamber’s sensitivity to background events does not change with the contamination.\textsuperscript{4} The mean background rate was 28.6 h$^{-1}$. With the gamma sources in place, a linear increase in the bubble rate above background with xenon concentration is visible, shown in figure 3 with background subtraction. The increase in ER sensitivity is clearly evident at concentrations of xenon on the 10 ppm level and the rates with $^{137}$Cs are overall lower than the rates with $^{152}$Eu, consistent with the rates of K-shell vacancies rather than the rate of energy deposition.

\textsuperscript{4}The background rate is assumed to be made up of mostly cosmogenic neutrons, whose scatters in the chamber deposit energy well above $Q_{\text{Seitz}}$, so adjusting $Q_{\text{Seitz}}$ by a few keV does not significantly change the chamber’s sensitivity to these background events.
4.1 Comparison to the PICO analysis

To further quantify the increase in ER sensitivity, we fit to the model presented in ref. [7], where the rate of bubbles per K-Shell vacancy is given as a function of a stopping power labeled \( f(P,T) \). For the Auger cascade nucleation model, the energy term in the numerator of the stopping power is \( Q_{\text{Seitz}} \):

\[
f(P,T) = \frac{Q_{\text{Seitz}}}{r_1 \rho_l} \tag{4.1}
\]

where \( \rho_l \) is the density of the liquid, and \( r_1 \) is the radius of a sphere which contains the superheated liquid that will form the critically-sized bubble when it boils. The critical radius is \( r_c = \frac{2 \sigma}{(P_b - P_l)} \), where \( \sigma \) is the surface tension, and the denominator is the difference between the vapor pressure in the bubble and the pressure of the superheated liquid, so

\[
r_1 = r_c \left( \frac{\rho_b}{\rho_l} \right)^{1/3} \tag{4.2}
\]

where \( \rho_b \) is the density of gas in the critical bubble. The probability of nucleation per simulated K-shell vacancy (i.e. presumed Auger cascade) is then an exponential with two free parameters:

\[
\mathcal{P} = A e^{-B f(P,T)} . \tag{4.3}
\]

However, it is most useful to show the inverse of the multiplier in the exponent; \( B^{-1} \) has units of stopping power and comes out on \( O(100) \) MeV cm\(^2\) g\(^{-1}\), and may be related to the effective stopping power of K-shell Auger cascades in liquid C\(_3\)F\(_8\). The total stopping power of a 1 keV electron in liquid C\(_3\)F\(_8\) is about 90 MeV cm\(^2\) g\(^{-1}\) [20].

Figure 4 shows all of the DBC data with xenon and a fit to the exponential model. The fit is performed in Python with the scipy orthogonal-distance regression (ODR) module [21, 22]. The ODR module takes in all uncertainties, combined when they are along the same axis, and uses them to weight the fit and estimate the uncertainties on the best-fit parameters. The uncertainties in the vertical direction include the standard statistical uncertainty in the data, the absolute concentration of xenon (10%), the activity of each source (\(^{137}\)Cs: 3%; \(^{152}\)Eu: 15%), statistical uncertainty on the simulated rates (varies by point), and the 5 mm position uncertainty (translated to an uncertainty on the simulated rate of events, varying among the different sources and positions). In the horizontal direction, 10% uncertainty is assigned to the values of \( f(P,T) \) to account for variations and uncertainty in the pressure and temperature during the runs. All uncertainties are treated as uncorrelated. The dominant uncertainties are the uncertainty on \( f(P,T) \) and the statistical uncertainty in the data, which are naturally uncorrelated; treating other uncertainties as fully correlated or fully uncorrelated does not significantly change the fit results. Two points taken with \(^{137}\)Cs in position 1 at the lowest xenon concentration, 1.5 ppm, do not appear on the plot in figure 4 (but are included in the fit) because they lie 1–2\( \sigma \) below the horizontal axis. These can be seen in terms of rates in the right panel of figure 3 as the green and red points with black centers. Table 2 compares our best fit parameters to those of ref. [7]. The uncertainties on our fit parameters are much smaller than those in the PICO fit because we know the xenon concentration in the chamber, whereas PICO was unable to accurately determine the iodine concentration in the contaminated chambers.
Figure 4. All DBC data with xenon, showing good agreement with the exponential decay model. Data with tin is shown as unfilled markers, filled markers represent data taken without tin. The color shows the mean temperature; data taken at different temperatures but the same $Q_{\text{Seitz}}/r_1\rho_1$ agree well. Down-pointing black arrows indicate points consistent with zero at the 1σ level, and the markers for these points are placed at the 1σ upper limit. Our $C_3F_8$+Xe data all lie above the PICO $C_3F_8$+I best fit, however they are well within the 1σ region (shaded gray) based on the large error bars on PICO’s fit parameters, which result in probabilities spanning more than 6 orders of magnitude. The red shaded region is 1σ around the DBC best fit, based on uncertainties on our fit parameters. The magenta point shows the 90% confidence level upper limit on argon K-shell nucleations set in section 4.4. Note that the top horizontal axis showing the value of $Q_{\text{Seitz}}$ for these points is approximate; the conversion from $Q_{\text{Seitz}}$ to $Q_{\text{Seitz}}/r_1\rho_1$ depends on the temperature, and we have used 19°C in this case. The approximation is good over the temperature range of our data (~ 1%) but should not be taken too far from 19°C.

Table 2. Fit parameters, comparing our $C_3F_8$+Xe data taken with the DBC to PICO’s fit parameters with iodine-contaminated $C_3F_8$. The value of $A$ found here fits well within the range given by PICO, and the value of $B^{-1}$ is slightly higher than that of ref. [7], by 2.1σ. In the PICO data, the absolute iodine concentration was unknown, leading to the large uncertainty in the fit.

|                  | $A$ [K-phot\textsuperscript{−1}] | $B^{-1}$ [MeV cm\textsuperscript{2} g\textsuperscript{−1}] |
|------------------|----------------------------------|------------------|
| DBC $C_3F_8$+Xe | $58 \pm 30$                      | $287.7 \pm 18.8$ |
| ref. [7] $C_3F_8$+I | $3 \times 10^9 \pm 3.3$               | $230 \pm 20$     |

4.2 Source activity-independent analysis

As a second check, we perform an analysis that does not depend on the source activities, using only the ratios of the rates of events with and without the tin sheet in front of the sources. The bubble rate in data with tin is reduced, consistent with the expected decrease in the rate of Auger cascades (inner-shell vacancies), and inconsistent with the change in the rate of energy deposition. This effect is most pronounced in $^{152}$Eu data. Figure 5 shows bubble rates for 17 and 31.7 ppm $^{152}$Eu data with and without tin, along with predictions of the with-tin rate assuming the rate scales with either total
Figure 5. Bubble rates in DBC data with the $^{152}$Eu source, with and without tin (black and red points, respectively, as in figure 2), compared to the expectation for the bubble rate if bubbles are nucleated according to the rate of energy deposition (blue dot-dashed line), or the rate of Auger cascades from K-shell vacancies (blue dotted line), L-shell vacancies (blue dot-dot-dashed line), or both K- and L-shell vacancies (solid blue line). Red dashed lines are exponential fits to each no-tin data set, and the rate expectations (blue lines) are calculated by multiplying the red dashed lines by the simulated ratios, with tin to without tin, of the rates of energy deposition and the rate of Auger cascades. Black dashed lines are exponential fits to the data with tin, allowing only the coefficient to float while constraining the decay constant to be the same as the red-dashed line, so the fit determines the best ratio between the black and red points.

energy deposition or inner-shell vacancies. We show the expectations for the with-tin rate based on an exponential fit of the form $y = ae^{bx}$ to the without-tin rate multiplied by the simulated ratio of inner-shell events with tin to those without. The data with tin fit the predicted rates based on the ratio of Auger cascades initiated by K-shell vacancies well, with $\chi^2$/NDF = 6.2/4 for 17 ppm, and $\chi^2$/NDF = 7.4/7 for 31.7 ppm. The hypothesis that the rate scales with the rate of ER energy deposition is a bad fit to the with-tin data; $\chi^2$/NDF = 543/4 for 17 ppm, and $\chi^2$/NDF = 1545/7 for 31.7 ppm. For comparison, the data with tin is fit to an exponential function with only the coefficient as a free parameter while constraining the parameter in the exponent to be the same as that of the best fit to the without-tin data, so the coefficient parameter contains the best-fit ratio for our data.

Attempts to verify which orbital’s vacancies contribute more to nucleation were inconclusive; for $^{152}$Eu, the ratio of rates with and without tin is essentially the same whether we consider only K-shells, only L-shells, or both K- and L-shell events, and though the ratios are slightly more distinguishable for $^{137}$Cs, the ratios are closer to 1 so the overall rates of bubbles with and without tin are less separated in general and the uncertainties on the ratios are significant. For three of the four
Figure 6. Bubble rates with the $^{137}$Cs source in position 1, with and without tin. Compare to figure 5; with the $^{137}$Cs source, the differences between the ratios of the expected rates for vacancies in each inner shell is more apparent, but the ratios are much closer to one, so the tin does not have a large effect on the rate overall. In these data sets, the hypothesis that both K- and L-shell vacancies contribute to bubble nucleation is slightly preferred, however the uncertainties on the ratios overlap significantly so no firm conclusion is made.

$^{137}$Cs data sets (17 and 31.7 ppm for each of positions 1 and 2), the $\chi^2$ statistic slightly prefers the sum of K- and L-shell vacancies as the better fit, in the fourth case the K-shell-only fit is slightly preferred. Figure 6 shows the rates with $^{137}$Cs in Position 1 for 17 and 31.7 ppm xenon, similar to figure 5.

4.3 Importance for future experiments

Using these results, which clearly indicate that high-Z contamination increases a $\text{C}_3\text{F}_8$ bubble chamber’s sensitivity to background gammas, we can set a limit on the allowed high-Z contamination in future experiments. For example, the PICO-500 bubble chamber will contain about 250 L (350 kg) of $\text{C}_3\text{F}_8$ [23], and operate at similar thresholds to those tested in the DBC. Background gamma interactions in the $\text{C}_3\text{F}_8$ from the SNOLAB environment are expected at a rate of roughly 5 Hz [7]. From our simulations of the DBC, roughly 1% of gamma interactions in $\text{C}_3\text{F}_8$+1 ppk Xe are on xenon. If we assume that this value scales linearly with concentration (i.e. the fraction of gammas interacting with xenon rather than $\text{C}_3\text{F}_8$ is 10 times the concentration of xenon by mass), conservatively assume that every gamma interaction with xenon creates an inner-shell vacancy, and take our best fit value for the probability of bubble nucleation per inner-shell vacancy at the temperature and pressure of
PICO-500, that experiment is required to have less than 2 ppb high-Z contamination to keep the rate of bubbles caused by gamma interactions with high-Z contaminants less than 0.1 bubbles/year. Residual xenon naturally occurring in the air is not a concern at this level; even if no xenon is removed from the 250 L of air as the chamber is pumped out, the concentration after filling with C$_3$F$_8$ would be about 0.06 ppb, assuming a concentration of 0.05 ppm xenon in dry air [24], which results in less than 0.01 bubbles/year. Other high-Z elements are unlikely to be present in air at substantial enough concentrations to be of concern, but could be introduced into the detector via inadequately cleaned components.

4.4 Experiments with argon

Prior to the tests with xenon, our gas fill system and noble element spike procedures were tested with research-grade argon ($Z = 18$). While we do not expect comparable Auger cascade induced nucleation between argon and xenon or iodine, argon makes up a relatively significant fraction of air compared to other heavier elements, so it is the heaviest element that could conceivably be left in a detector in a substantial quantity after evacuating with a vacuum pump. If the Auger cascade nucleation effect is significant for argon, the minimum vacuum and air leak specification for future bubble chamber dark matter searches would have to be low enough to eliminate the possible gamma background bubble rate due to this effect. Thus we report the results from these exploratory argon experiments to inform the requirements of future experiments.

A total of 7 spikes of argon into the C$_3$F$_8$ were performed, reaching a maximum concentration of $517 \pm 52$ ppm. Argon’s K-Shell binding energy is 3.2 keV, about an order-of-magnitude lower than xenon and iodine, and much closer to our Seitz threshold for the test. Limited data sets were taken, using only the $^{137}$Cs source in position 1, at 20°C and pressure setpoints of 35 and 40 psia, nominal Seitz thresholds 1.58 and 1.88 keV, respectively. Since PT4 was unreliable for the argon data, we must use PT5 for the pressure in the Seitz threshold calculation, and use expanded error bars due to the pressure differential usually seen between the hydraulic volume and the active fluid. Despite the limitations of this data, we can look for evidence of Auger cascade nucleation or other increased ER sensitivity in this range of argon contamination.

The actual Seitz thresholds at the mean pressures and temperatures during the test were between 1.83 and 2.41 keV. Based on the estimated ~ 5 psid differential pressure across the bellows, we show horizontal error bars ±0.4 keV. In this $Q_{\text{Seitz}}$ range at 20°C, we observe some nucleation by C$_3$F$_8$ ionization, which obscures our search for argon Auger cascade nucleation somewhat. Figure 7 shows the C$_3$F$_8$+Ar data of this test, compared to the 20°C $^{137}$Cs data in pure C$_3$F$_8$ using the same apparatus, from ref. [17]. We observe no definitive evidence of Auger cascade nucleation in this data. Conservatively, we set an upper limit on the probability of bubble nucleation per argon K-Shell vacancy without subtracting the expected rate due to C$_3$F$_8$ ionization, since the threshold is not precisely known, using the measured rate $23.0 \pm 2.7$ h$^{-1}$ at $Q_{\text{Seitz}} = 1.83$ keV with $517 \pm 52$ ppm of argon. From the simulation, the rate of argon K-Shell photoabsorptions is $4.05 \pm 0.52$ h$^{-1}$ ppm$^{-1}$. At the 90% C.L., this results in an upper limit of < 0.014 bubbles per K-Shell event. While this limit may not seem stringent, it is worth noting that argon K-Shell vacancies remain rare, even at such high concentrations and gamma fluxes, so the effect of Auger cascade nucleation from argon is unlikely to dramatically increase ER sensitivity at concentrations we might expect from atmospheric argon leftover after pumping low-background bubble chambers’ active volumes to modest vacuum before target fluid fills.
Figure 7. The DBC bubble rates when exposed to the $^{137}$Cs source, with argon contamination in the C$_3$F$_8$ active fluid compared to pure C$_3$F$_8$ at similar settings from ref. [17] in green. The data with argon are consistent with previously measured gamma rates, but we conservatively set an upper limit on the rate of bubbles per argon K-Shell photoabsorption without subtracting the rate expected from C$_3$F$_8$ ionization, since the thresholds are not well known. The magenta dot-dashed line is the 90% confidence level upper limit on the bubble rate, using the lowest threshold point at the highest argon concentration.

5 Conclusions

We have independently verified the predictions of the Auger cascade bubble nucleation hypothesis of PICO’s ER reanalysis in ref. [7]. As bubble chambers aim towards detection of lower energy nuclear recoil events, understanding backgrounds associated with contaminants and background radiation becomes paramount, thus, the studies in ref. [7] and this work can be used to set limits on the allowable gamma flux and the amount of contaminating elements allowed in bubble chamber target fluids for low-background experiments. Our data provide a precise calibration of the response of C$_3$F$_8$ bubble chambers to xenon and iodine Auger cascades at Seitz thresholds between 1 and 4 keV, where future PICO dark matter bubble chambers plan to search for WIMPs. We have also demonstrated that contamination of argon does not increase the sensitivity of the DBC to gammas from $^{137}$Cs even at concentrations $O$(100) ppm. If such future bubble chambers are kept clean of high-Z elements, the pure C$_3$F$_8$ model will apply, but even ppm-level contamination dramatically increases the ER response at low Seitz thresholds. For this reason, it will be important to carefully study ER response of any future bubble chamber target fluids, especially those containing high-Z elements such as the future 10 kg scintillating bubble chamber being constructed by the SBC Collaboration, which will contain a target fluid made up of argon with $\sim$ 100 ppm xenon, and operate at sub-keV Seitz thresholds [25, 26].
Acknowledgments

We would like to thank the PICO collaboration, whose technical expertise in bubble chamber operation made this work possible. In particular, we thank D. Baxter for helpful conversations and early simulation efforts while setting up the xenon spike tests. The work of M. Bressler is supported by the Department of Energy Office of Science Graduate Instrumentation Research Award. This work was partially supported by the Department of Energy Office of Science, Office of High Energy Physics Grant No. DE-SC0017815.

References

[1] W.J. Bolte et al., *Development of bubble chambers with enhanced stability and sensitivity to low-energy nuclear recoils*, Nucl. Instrum. Meth. A 577 (2007) 569 [astro-ph/0503398].

[2] PICO collaboration, *Dark Matter Search Results from the Complete Exposure of the PICO-60 C3F8 Bubble Chamber*, Phys. Rev. D 100 (2019) 022001 [arXiv:1902.04031].

[3] PICO collaboration, *Dark Matter Search Results from the PICO-60 C3F8 Bubble Chamber*, Phys. Rev. Lett. 118 (2017) 251301 [arXiv:1702.07666].

[4] D.A. Glaser, *Some Effects of Ionizing Radiation on the Formation of Bubbles in Liquids*, Phys. Rev. 87 (1952) 665.

[5] D.V. Bugg, *The Bubble Chamber*, in Progress in Nuclear Physic, Vol. 7, Pergamon Press (1959), pp. 1–52.

[6] H. Bradner, *Bubble chambers*, Annu. Rev. Nucl. Sci. 10 (1960) 109.

[7] PICO collaboration, *Data-Driven Modeling of Electron Recoil Nucleation in PICO C3F8 Bubble Chambers*, Phys. Rev. D 100 (2019) 082006 [arXiv:1905.12522].

[8] D. Baxter, *Eliminating Backgrounds in the Search for Dark Matter with the PICO-60 Bubble Chamber*, Ph.D. thesis, Northwestern University (2018).

[9] W. Genter, H. Maier-Leibnitz and W. Bothe, *An Atlas of Typical Expansion Chamber Photographs*, pp. 74–75, Interscience Publishers, Inc. (1954).

[10] E. Pomplun, *Auger electron spectra — the basic data for understanding the auger effect*, Acta Oncol. 39 (2000) 673.

[11] *X-Ray Data Booklet. Section 1.1 Electron Binding Energies*, Lawrence Berkeley National Laboratory, https://xdb.lbl.gov/Section1/Table_1-1.pdf.

[12] F. Seitz, *On the theory of the bubble chamber*, Phys. Fluids 1 (1958) 2.

[13] COUPP collaboration, *Direct Measurement of the Bubble Nucleation Energy Threshold in a CF3 Bubble Chamber*, Phys. Rev. D 88 (2013) 021101 [arXiv:1304.6001].

[14] A.G. Tenner, *Nucleation in bubble chambers*, Nucl. Instrum. Meth. 22 (1963) 1.

[15] J.C. Berset, M. Burns, G. Harigel, J. Lindsay, G. Linser and F. Schenk, *Simultaneous operation of a liquid argon detector as bubble chamber and calorimeter*, Nucl. Instrum. Meth. 203 (1982) 141.

[16] D.J. Temples, J. McLaughlin, J. Bargemann, D. Baxter, A. Cottle, C.E. Dahl et al., *Measurement of charge and light yields for Xe127 L-shell electron captures in liquid xenon*, Phys. Rev. D 104 (2021) 112001 [arXiv:2109.11487].
[17] M. Bressler, P. Campion, V.S. Cushman, A. Morrese, J.M. Wagner, S. Zerbo et al., A buffer-free concept bubble chamber for PICO dark matter searches, 2019 JINST 14 P08019 [arXiv:1905.07367].

[18] GEANT4 collaboration, GEANT4 — a simulation toolkit, Nucl. Instrum. Meth. A 506 (2003) 250.

[19] E.W. Lemmon, I.H. Bell, M.L. Huber and M.O. McLinden, NIST Standard Reference Database 23: Reference Fluid Thermodynamic and Transport Properties-REFPROP, Version 10.0, National Institute of Standards and Technology, 2018. https://doi.org/10.18434/T4/1502528.

[20] M.J. Berger, J.S. Courset, M.A. Zucker and J. Chang, ESTAR, PSTAR, and ASTAR: Computer Programs for Calculating Stopping-Power and Range Tables for Electrons, Protons, and Helium Ions (version 2.0.1), http://physics.nist.gov/Star, 2017.

[21] P. Virtanen et al., SciPy 1.0—Fundamental Algorithms for Scientific Computing in Python, Nature Meth. 17 (2020) 261 [arXiv:1907.10121].

[22] P.T. Boggs, R.H. Byrd, J.E. Rogers and R.B. Schnabel, User’s Reference Guide for ODRPACK Version 2.01 Software for Weighted Orthogonal Distance Regression, U.S. Department of Commerce Technology Administration, NIST, 1992.

[23] PICO Detectors - PICO Experiment, https://www.picoexperiment.com/pico-detectors/.

[24] Periodic table of elements: Los alamos national laboratory, https://periodic.lanl.gov/54.shtml.

[25] SBC and CEvNS THEORY GROUP AT IF-UNAM collaborations, Physics reach of a low threshold scintillating argon bubble chamber in coherent elastic neutrino-nucleus scattering reactor experiments, Phys. Rev. D 103 (2021) L091301 [arXiv:2101.08785].

[26] P. Giampa, The Scintillating Bubble Chamber (SBC) Experiment for Dark Matter and Reactor CEvNS, PoS ICHEP2020 (2021) 632.