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ABSTRACT: Time-dependent density functional theory has become state-of-the-art for describing photophysical and photochemical processes in extended materials because of its affordable cost. The inclusion of exact exchange was shown to be essential for the correct description of the long-range asymptotics of electronic interactions and thus a well-balanced description of valence, Rydberg, and charge-transfer excitations. Several approaches for an efficient treatment of exact exchange have been established for the ground state, while implementations for excited-state properties are rare. Furthermore, the high computational costs required for excited-state properties in comparison to ground-state computations often hinder large-scale applications on periodic systems with hybrid functional accuracy. We therefore propose two approximate schemes for improving computational efficiency for the treatment of exact exchange. Within the auxiliary density matrix method (ADMM), exact exchange is estimated using a relatively small auxiliary basis and the introduced basis set incompleteness error is compensated by an exchange density functional correction term. Benchmark results for a test set of 35 molecules demonstrate that the mean absolute error introduced by ADMM is smaller than 0.3 pm for excited-state bond lengths and in the range of 0.02–0.04 eV for vertical excitation, adiabatic excitation, and fluorescence energies. Computational timings for a series of covalent-organic frameworks demonstrate that a speed-up of at least 1 order of magnitude can be achieved for excited-state geometry optimizations in comparison to conventional hybrid functionals. The second method is to use a semiempirical tight binding approximation for both Coulomb and exchange contributions to the excited-state kernel. This simplified Tamm–Dancoff approximation (sTDA) achieves an accuracy comparable to approximated hybrid density functional theory when referring to highly accurate coupled-cluster reference data. We find that excited-state bond lengths deviate by 1.1 pm on average and mean absolute errors in vertical excitation, adiabatic excitation, and fluorescence energies are in the range of 0.2–0.5 eV. In comparison to ADMM-approximated hybrid functional theory, sTDA accelerates the computation of broad-band excitation spectra by 1 order of magnitude, suggesting its potential use for large-scale screening purposes.

1. INTRODUCTION

The description of excited states in large extended systems using quantum-mechanical approaches is still a challenge for theoretical spectroscopy. In contrast to the electronic ground state, the quest of finding an appropriate model with a well-balanced accuracy–cost ratio for the excited state is complicated by various electronic states of different natures having to be described simultaneously. For instance, this renders the parametrization of transferable classical force fields for excited states an almost impractical task. The cost of highly accurate wave function methods scales prohibitively with system size, making routine large-scale applications impossible. When a robust and efficient tool set for the treatment of extended periodic systems is the aim, density functional theory and semiempirical tight binding approaches therefore represent a suitable compromise. While time-dependent density functional theory (TDDFT) has been established as efficient and broadly applicable for the treatment of excited states, there has also been a recent revival of semiempirical approaches to extend treatable system sizes from hundreds to thousands of atoms. Both the re-emergence of semiempirical methods as well as the continuing improvement of density functional approximations are among the most important future developments in computational chemistry. The correct description of exact exchange has proven to be crucial for an adequate treatment of excited states in TDDFT. It has a much greater influence on the geometrical displacement upon excitation, and thus on transition energies and spectra, than the exchange-correlation functional. Benchmarks on molecular systems, including radicals and ions, suggest including 30–40% exact exchange to obtain reliable spectro-
scopic data.\textsuperscript{6} Straight-forward evaluation of the two-electron exact exchange integrals leads to a formal scaling of $N^6$ with system size $N$ for localized basis sets, emphasizing the need for more cost-efficient approximation schemes. An overview of recent developments and the various existing algorithms can, e.g., be found in ref \textsuperscript{7}. One approach is the auxiliary density matrix method (ADMM),\textsuperscript{8} where the gain in efficiency is achieved by evaluating a model exact exchange energy within a relatively small auxiliary basis augmented by a correction term based on a local exchange functional. The assumption that the basis set incompleteness error can be corrected in terms of a cost-efficient density functional correction term was shown to be well-founded,\textsuperscript{9} and benchmarks including liquids, solids as well as proteins in solution with up to 3000 atoms revealed that memory requirements and computational efficiency are improved by at least 1 order of magnitude.\textsuperscript{9} Kumar et al. showed that ADMM achieves good accuracy for ground- and excited-state energies, even though rather large errors were found for polarizabilities and hyperpolarizabilities.\textsuperscript{10} The least complex variant of ADMM is based on a simple least-squares fitting procedure of molecular orbitals onto the smaller auxiliary basis. More sophisticated ADMM variants have been proposed including density matrix purification and projections enforcing orthogonality or charge constraints.\textsuperscript{11} In a comparison among the developed ADMM variants, additional constraints as well as an adequate choice of the exchange functional for the correction term were shown to further improve accuracy for total energies while retaining a comparable efficiency. With respect to other sophisticated exact exchange algorithms\textsuperscript{12} including the pair-atomic resolution-of-the-identity method (PARI-K)\textsuperscript{11,12} and the chain-of-spheres algorithm (COSX),\textsuperscript{13–16} total as well as orbital, reaction, and atomization energies were found to be 1 to 3 orders of magnitude less accurate. However, ADMM achieves a computational efficiency comparable to the cost required for density fitting Coulomb algorithms. ADMM was thus classified as a promising model with an “impressive speedup”, encouraging further development to improve accuracy and calling for careful optimization of the required auxiliary basis sets.\textsuperscript{16}

For even larger system sizes of several thousands of atoms, it is necessary to go from \textit{ab initio} excited-state calculations toward semiempirical tight binding approximations. In recent years, a class of tight binding approaches was suggested by Grimme et al.,\textsuperscript{4} on the basis of the idea of reducing the computational effort of electron repulsion integrals while retaining an adequate description of the physics of electronic interactions. More specifically, Coulomb and exchange contributions are approximated using an electron repulsion operator that captures the correct long-range $1/R$ asymptotics by construction\textsuperscript{25–29} but allows for a short-range empirical parametrization. It was shown that this choice provides a balanced description of valence, charge-transfer as well as Rydberg states. The developed methods were dubbed simplified TDDFT (STDDFT)\textsuperscript{30} or simplified Tamm–Dancoff approximation (sTDA)\textsuperscript{31,32} corresponding to the related \textit{ab initio} electronic structure method and were extended to treat, e.g., spin-flip excitations\textsuperscript{25–29} or to be combined with the idea of range separation.\textsuperscript{27} In contrast to other common tight binding approaches like density functional-based tight binding (DFTB),\textsuperscript{28} sTDA and STDDFT involve only a limited number of global parameters, which enables their straightforward application over the whole periodic table.\textsuperscript{29} Benchmark results demonstrated that the simplified approaches achieve computational savings of at least 2 orders of magnitude while the loss in accuracy is minor with an average deviation of 0.2–0.3 eV for excitation energies when compared to conventional TDDFT or experiments. Using a semiempirical ground-state reference, sTDA errors were found to be slightly larger with mean absolute deviations in the range of 0.3–0.5 eV. Most importantly, accuracy was found to be consistent for both the low-energy valence as well as the high-energy Rydberg transitions.\textsuperscript{31,32} Simplified approaches were also suggested for the Bethe–Salpeter equation (BSE) and the GW approximation.\textsuperscript{30} These methods provided sGW ionization potentials within the GW100 test set differing only by 0.2 eV while improving the cubic scaling with system size. Deviations in sBSE excitation energies amount up to 0.5 eV and are thus in an error range comparable to those of sTDA and STDDFT.\textsuperscript{30}

A closely related TDDFT+TB approach has been suggested by Visscher et al. that relies on the same monopole approximation for the electron repulsion integrals but is, in contrast to sTDA and STDDFT, not designed for hybrid but rather pure density functionals.\textsuperscript{31,32}

The mentioned advantages of ADMM and sTDA regarding their physically correct description of exact exchange qualify both approaches as promising for an efficient calculation of excited-state properties. Excited-state gradients within the framework of linear response TDDFT were pioneered for molecular systems by Van Caillie and Amos\textsuperscript{33,34} as well as Furuhe and Ahlrichs.\textsuperscript{35,36} This work was extended to periodic systems and plane wave basis sets.\textsuperscript{37} Furthermore, TDDFT excited-state properties for exact exchange have been extended to global and local hybrid functionals\textsuperscript{38,39} as well as range separation.\textsuperscript{40} Implementations are also available for tight binding approaches including long-range corrections.\textsuperscript{41} However, algorithms are most often restricted to molecular systems. We implemented sTDA- and ADMM-approximated hybrid density functional excited-state gradients based on the Gaussian and plane wave (GPW) framework within the CP2K program package.\textsuperscript{42–44} The GPW methods allow for a natural extension of algorithms to periodic boundary conditions and thus enable the treatment of extended systems. The implementation is based on earlier works of Iannuzzi et al.\textsuperscript{45} and Strand et al.\textsuperscript{46} already featuring the calculation of ADMM excitation energies for model systems of up to 1000 atoms.\textsuperscript{47} As outlined in section 2.1, the CP2K implementation is based on the Sternheimer equations,\textsuperscript{48–50} thus depending solely on the occupied molecular and atomic orbital space. Such a formulation requires, e.g., adjustments in the formulation of the ADMM equations and the sTDA eigenvalue problem (see sections 2.2 and 2.3). Going from molecular to periodic systems also requires Coulomb interactions to be treated using Ewald summation techniques and the minimum image approximation to capture exact exchange (see section 2.4). We tested our excited-state gradient implementations using a molecular benchmark set of Jacquemin et al.,\textsuperscript{51} which is one of the state-of-the-art test sets for excited-state properties. ADMM-approximated hybrid functional and semiempirical STDA kernels are compared to conventional hybrid functional TDDFT employing the therein provided EOM-CCSD geometries and excited-state (ES) data. Finally, in section 3.2, the computational efficiency of the proposed algorithms is demonstrated by applications on porous covalent-organic framework (COF) materials taken from the CURATED COFs database.\textsuperscript{52,53}
2. THEORETICAL BACKGROUND

2.1. The Tamm–Dancoff Approximation. Within the Tamm–Dancoff approximation, the excitation energy $\Omega$ and corresponding excited-state eigenvectors $X$ for each excited state are defined in terms of the variational Lagrangian $G$

$$G[X, C, \Omega, \bar{W}^X] = \sum_{\kappa \sigma} X_{\kappa \sigma}^T \sum_{\lambda \lambda_i} \left[ F_{\kappa \sigma} \delta_{\lambda \lambda_i} - F_{\kappa \sigma} S_{\kappa \sigma} \right] X_{\lambda \lambda_i} + \sum_{\kappa \lambda_i} D_{\kappa \lambda_i}^X K_{\kappa \lambda_i}^{X} \left[D^X\right]$$

$$- \sum_{\kappa \lambda} \Omega(X_{\kappa \lambda} S_{\kappa \lambda} X_{\lambda \lambda_i} - \delta_{\lambda \lambda_i})$$

$$- \sum_{\kappa \lambda} \left( W_{\kappa \lambda}^X \sum_{\kappa \lambda} \frac{1}{2} (C_{\kappa \lambda}^T S_{\kappa \lambda} X_{\lambda \lambda_i} + X_{\kappa \lambda}^T S_{\kappa \lambda} C_{\lambda \lambda_i}) \right)$$

implying the stationary conditions

$$\frac{\partial G}{\partial \Omega} = 0 \rightarrow \sum_{\kappa} \left[ F_{\kappa \sigma} \delta_{\lambda \lambda_i} - F_{\kappa \sigma} S_{\kappa \sigma} \right] X_{\kappa \sigma} + \sum_{\kappa \lambda_i} Q_{\kappa \lambda_i}^X K_{\kappa \lambda_i}^{X} \left[D^X\right] C_{\lambda_i \sigma} = \sum_{\kappa} \Omega \delta_{\kappa \lambda_i} X_{\kappa \sigma}$$

$$\frac{\partial G}{\partial \Omega} = 0 \rightarrow \sum_{\kappa \lambda} X_{\kappa \lambda} S_{\kappa \lambda} X_{\lambda \lambda_i} = \delta_{\lambda \lambda_i}$$

$$\frac{\partial G}{\partial \bar{W}^X} = 0 \rightarrow \sum_{\kappa \lambda} \left( C_{\kappa \lambda}^T S_{\kappa \lambda} X_{\lambda \lambda_i} + X_{\kappa \lambda}^T S_{\kappa \lambda} C_{\lambda \lambda_i} \right) = 0$$

Equation 2 represents a hermitian eigenvalue problem that is for molecular orbital (MO)-based formulations solved under the constraint that the excited-state eigenvectors remain orthonormalized (eq 3). The Lagrange multiplier introducing the normalization constraint of eq 3 is thereby chosen to be equal to the excitation energy $\Omega$ according to the canonical gauge (eq 1b). In an atomic orbital (AO)-based formalism relying solely on occupied MOs, $\{ i, j, k, l, \ldots \}$, and AOS, $\{ \mu, \nu, \kappa, \lambda, \ldots \}$, it furthermore has to be ensured that the excited-state eigenvector $X$ is orthogonal to the ground-state (GS) MO coefficients $C$ (eq 4), a constraint introduced in the Lagrangian $G$ via the Lagrange multiplier $\bar{W}^X$ (eq 1c)

$$X_{\lambda \lambda_i} = \sum_{\kappa \lambda_i} C_{\kappa \lambda_i}^T S_{\kappa \lambda_i} X_{\lambda \lambda_i} = 0$$

By taking the derivative of $G$ with respect to the excited-state eigenvectors $X$ and projecting onto the occupied MO coefficients $C$, it can be shown that this second normalization constraint represents a projection of the kernel contributions onto the virtual space, already inserted in the eigenvalue problem of eq 2 in terms of the projection operator $Q$

$$Q_{\mu \sigma} = \delta_{\mu \sigma} - \sum_{\kappa \lambda} C_{\kappa \sigma}^T C_{\lambda \sigma} S_{\kappa \lambda}$$

$$Q_{\mu \sigma}^T = \delta_{\mu \sigma} - \sum_{\kappa \lambda} S_{\kappa \lambda} C_{\lambda \sigma} C_{\kappa \sigma}^T$$

Thus, the contribution of the $\bar{W}^X$ constraint to eq 2 is taken into account by inserting $Q$, a reformulation that is given in detail in section 1 of the Supporting Information. Both $\Omega$ and $W^X$ constraints are ensured in the TDDFT module of CP2K by explicitly orthonormalizing the ES eigenvectors as well as by orthogonalizing the ES eigenvectors with respect to the MO coefficients at each step of the Davidson algorithm. Equation 5 implies the transformation rules from AO to MO basis and vice versa, which are given for vectors $V$ and matrices $M$ in general as

$$V_{\mu \sigma}^{AO} = \sum_{kJ} C_{\mu \kappa} V_{\kappa \sigma}^{MO}$$

$$V_{\mu \sigma}^{MO} = \sum_{kJ} C_{\mu \kappa} V_{\kappa \sigma}^{AO}$$

$$M_{\mu \sigma}^{AO} = \sum_{kK} S_{\mu \kappa} M_{\kappa \sigma}^{MO} C_{\kappa \sigma} S_{\kappa \lambda}$$

$$M_{\mu \sigma}^{MO} = \sum_{kK} C_{\mu \kappa} M_{\kappa \sigma}^{AO} C_{\kappa \sigma} S_{\kappa \lambda}$$

with the overlap matrix $S$ being defined in terms of the AOs $\varphi_\rho(r)$

$$S_{\mu \sigma} = \int \varphi_\rho^*(r) \varphi_\rho(r) dr$$

Depending on the applied density functional, the eigenvalue problem of eq 2 comprises one-electron $h$, Coulomb $J$, and exact exchange $K^{XX}$ contributions as well as contributions because of the exchange-correlation (XC) potential $V^{\alpha\alpha}_{\sigma}(r)$ or kernel $f^{XX}(r, r')$, with the Kohn–Sham matrix $F$ and the kernel matrix $K$ being defined as

$$F_{\mu \sigma} [D] = h_{\mu \sigma} + J_{\mu \sigma} [D] - a^{EX}_{\mu \sigma} K^{EX}_{\mu \sigma} [D] + V^{XX}_{\mu \sigma}$$

$$K_{\mu \sigma} [D^X] = f^{EX}_{\mu \sigma} [D^X] - a^{EX}_{\mu \sigma} K^{EX}_{\mu \sigma} [D^X] + \sum_{kJ} f^{XX}_{\mu \sigma, kJ} D^X_{kJ}$$

$$= \sum_{kJ} D^X_{kJ} [(\mu / \kappa \lambda) - a^{EX}_{\mu \sigma} \delta_{\mu \sigma} (\mu \kappa \lambda)]$$

$$+ \int f^{XX}_{\mu \sigma, kJ} D^X_{kJ}$$

$$= \int dr \int dr' \varphi_\mu^*(r) \varphi_\mu(r') \frac{1}{|r - r'|} \varphi_\kappa^*(r) \varphi_\kappa(r')$$

The corresponding density matrices $D$ and $D^X$ are defined based on the MO coefficients $C$ implying symmetrization

$$D_{\mu \sigma} = \sum_k C_{\mu \kappa}^T C_{\kappa \sigma}$$

$$D_{\mu \sigma}^X = \frac{1}{2} \sum_k (X_{\mu \kappa} C_{\kappa \sigma}^T + C_{\mu \kappa} X_{\kappa \sigma})$$

Symmetrization is necessary to ensure that the linear response density is real. Furthermore, within the implementation for periodic systems using a $\Gamma$-point only description, we
can assume real wave functions. The basis functions and MOs are periodically replicated, integrals are over the computational unit cell, and all Coulomb terms evaluated using Ewald sums.

2.2. Exact Exchange Using the Auxiliary Density Matrix Method (ADMM). The basic idea of ADMM\textsuperscript{7,66} is to introduce a small and rapidly decaying auxiliary density matrix $\hat{D}$ to speed up the calculation of the exact Hartree–Fock exchange matrix, $\hat{K}^\text{EX}$, with the latter being evaluated within a smaller auxiliary basis, $\{\hat{\mu}, \hat{\nu}, \hat{\kappa}, \hat{\lambda}, \ldots\}$. The total exchange energy contribution to the ES energy is thus approximated by a model term, $E^\text{EX}[\hat{D}]$, and to compensate the so-introduced basis set incompleteness error, a correction term based on a local density functional $E^\text{GGA}$ is added

$$E^\text{EX}[\hat{D}] \approx E^\text{EX}[\hat{D}] + [E^\text{GGA}[\hat{D}] - E^\text{GGA}[\hat{D}]]$$  \hspace{1cm} (18)

Different approaches have been developed to obtain the auxiliary density matrix $\hat{D}$ and corresponding MO coefficients $\hat{C}$, e.g., by minimizing solely the square difference between the occupied orbital and auxiliary basis functions or by adding an orthonormality constraint to the fitting procedure. We will restrict the discussion to the ADMM\textsuperscript{2} variant, which is often also dubbed nonpuriﬁed function. For triplet closed-shell, it is set to $1/2$.

The exact exchange matrix $K^\text{EX}$ (eq 14) is thus approximated within ADMM as

$$K^\text{EX}_{\mu\sigma}[\hat{D}] \approx K^\text{EX,ADMM}_{\mu\sigma}[\hat{D}]$$  \hspace{1cm} (19)

The exact exchange matrix $K^\text{EX}$ (eq 14) is thus approximated within ADMM as

$$K^\text{EX}_{\mu\sigma}[\hat{D}] \approx K^\text{EX,ADMM}_{\mu\sigma}[\hat{D}]$$  \hspace{1cm} (20)

based on the overlap matrices $\hat{S}$ and $\hat{V}$ of the auxiliary and mixed auxiliary-primary basis

$\hat{S}_{\mu\nu} = \int \hat{\varphi}_\mu^T(r)\hat{\varphi}_\nu(r)dr$ \hspace{1cm} (21)

$\hat{V}_{\mu\nu} = \int \hat{\varphi}_\mu^T(r)\varphi_\nu(r)dr$ \hspace{1cm} (22)

$\hat{S}_{\mu\nu} = \int \hat{\varphi}_\mu^T(r)\varphi_\nu(r)dr$ \hspace{1cm} (23)

The exact exchange matrix $K^\text{EX}$ (eq 14) is thus approximated within ADMM as

$$K^\text{EX}_{\mu\sigma}[\hat{D}] \approx K^\text{EX,ADMM}_{\mu\sigma}[\hat{D}]$$  \hspace{1cm} (24)

with the local GGA exchange density functional correction term

$$K^\text{GGA,ES}_{\mu\sigma}[\hat{D}] = \sum_{\kappa\lambda} \hat{U}_{\mu\kappa}^T \hat{C}_{\kappa\lambda} \hat{D} \hat{U}_{\lambda\sigma} + K^\text{GGA,ES}_{\mu\sigma}[\hat{D}]$$  \hspace{1cm} (25)

If relying also on an ADMM-approximated GS reference, exchange contributions to the KS matrix $F$ of eq 13 imply an analogous correction with the second term of eq 24 now depending on the XC potential

$$K^\text{GGA,GS}_{\mu\sigma} = V^\text{GGA}_{\mu\sigma}[\hat{D}] - \sum_{\kappa\lambda} \hat{U}_{\mu\kappa}^T \hat{C}_{\kappa\lambda} \hat{D} \hat{U}_{\lambda\sigma}$$  \hspace{1cm} (26)

2.3. Semiempirical Coulomb and Exchange Contributions within the Simpliﬁed Tamm–Dancoff Approximation (sTDA). In contrast to conventional TDA, sTDA\textsuperscript{21} neglects all contributions because of the exchange-correlation kernel and approximates the remaining two-electron repulsion integrals based on the semiempirical Mataga–Nishimoto–Ohno–Klopman operator $\gamma(A, B)$.\textsuperscript{17–19} The simpliﬁed kernel contribution to eq 2 is given as

$$\gamma(A, B) = \left( \frac{1}{(R_{AB})^{\alpha} + \eta^{-\beta}} \right)^{1/\beta}$$  \hspace{1cm} (27)

Note that the nomenclature classifying eqs 28 and 29 as exchange- or Coulomb-like interaction operators differs from the original paper\textsuperscript{21} to match with the deﬁnitions for ADMM. The parameter $\eta$ is equal to $-1$ for singlet closed-shell wave functions. For triplet closed-shell, it is set to $s = 1$ and for open-shell wave functions to $s = 0$. Four different global parameters are included. The chemical hardness $\eta$, which is speciﬁed for each element according to ref 57, powers of $\alpha$ and $\beta$ allowing to modify the distance dependence of $\gamma$ independent for either Coulomb or exchange interactions, and, analogously to conventional TDA, a Fock-exchange mixing parameter $a_{\text{EX}}$. The latter can be chosen freely, it was adjusted for molecular systems and global hybrids\textsuperscript{21} and in this case shows the best performance for $a_{\text{EX}} = 0.5$.\textsuperscript{22} Furthermore, we chose to set $\gamma^{\text{EX}}(A, B) = 0$ if $a_{\text{EX}} = 0$. The transition density charge $q^A$ is defined as

$$q^A_{\mu\sigma} = \sum_{\kappa\lambda} \hat{C}_{\kappa\mu}\hat{C}_{\lambda\sigma}$$  \hspace{1cm} (28)

with the sum over $\kappa\lambda$ running over all atomic orbitals located at atom $A$. $\hat{C}$ and $\hat{X}$ are Löwdin transformed MO coefficients or excitation vectors and $\hat{C}$ and $\hat{X}$ related doubly contracted intermediates

$$\hat{C}_{\mu\sigma} = \sum_{\eta} s_{\mu\eta}^{1/2} C_{\mu\sigma}$$  \hspace{1cm} (29)

$$\hat{C}_{\mu\sigma} = \sum_{\eta} s_{\mu\eta}^{1/2} C_{\mu\sigma}$$  \hspace{1cm} (30)

2.4. Periodic Boundary Conditions. When the methods are generalized to account for periodic boundary conditions
(PBC), an adequate description of the long-range Coulomb forces using Ewald summation techniques is required to ensure convergence of the slowly decaying potential at large distances. In the case of sTDA, the Coulomb operator is therefore split into a semiempirical short-range and an exact long-range contribution

\[ \gamma^I(A, B) \propto \gamma^I_{\text{PBC}}(A, B) + \frac{1}{R_{\text{cut}}} \]

(33)

implying that the semiempirical electron repulsion operator \( \gamma^I_{\text{PBC}} \) for the short-range contribution is cut off at an atom-specific radius \( R_{\text{cut}} \)

\[ \gamma^I_{\text{PBC}}(A, B) = \begin{cases} 0 & \text{if } R_{\text{AB}} > R_{\text{cut}} \\ \eta & \text{if } R_{\text{AB}} < 10^{-6} \text{ a.u.} \\ \gamma^I(A, B) & \text{if } 10^{-6} \text{ a.u.} \leq R_{\text{AB}} < (R_{\text{cut}} - R_{\text{smooth}}) \\ \gamma^I(A, B) - f(R) \frac{d(R)}{R_{\text{cut}}} & \text{if } (R_{\text{cut}} - R_{\text{smooth}}) \leq R_{\text{AB}} \leq R_{\text{cut}} \end{cases} \]

(34)

\( R_{\text{cut}} \) is defined according to the cutoff radius of the atomic basis functions and the function \( f(R) \) smoothes the potential around \( R_{\text{cut}} \) and is chosen such that both the first and second derivative of \( f \) vanish at the cutoff borders

\[ f(R) = -6R^3 + 15R^4 - 10R^4 + 1 \]

(35)

\[ \bar{R} = R_{\text{AB}} - (R_{\text{cut}} - R_{\text{smooth}})/R_{\text{smooth}} \]

(36)

Thus, the polynomial \( f(R) \) is constructed to include those terms of the Taylor expansion of \( 1/R \), which ensure that

\[ f(R = 0) = \frac{df(R = 0)}{dR} = \frac{df(R = 1)}{dR} = \frac{df(R = \infty)}{dR} = 1 \]

and

\[ f(R = 1) = \frac{df(R = 1)}{dR} = \frac{df(R = \infty)}{dR} = 0 \]

with integer expansion coefficients chosen accordingly, so that \( \gamma^I_{\text{PBC}}(A, B) = \gamma^I(A, B) \) for the limit of \( R_{\text{AB}} \rightarrow R_{\text{cut}} - R_{\text{smooth}} \) and \( \gamma^I_{\text{PBC}}(A, B) \rightarrow 1/R_{\text{AB}} \) for \( R_{\text{AB}} \rightarrow R_{\text{cut}} \). \( R_{\text{smooth}} \) defines the width of the smoothing function and is set to \( R_{\text{smooth}} = 1 \text{ a.u.} \)

The long-range contribution \( 1/R_{\text{AB}} \) is calculated using the smooth particle mesh Ewald method as implemented for tight binding approaches in CP2K, scaling as \( N \log N \) with integer expansion coefficients chosen accordingly, so that

\[ f(R = 0) = \frac{df(R = 0)}{dR} = \frac{df(R = 1)}{dR} = \frac{df(R = \infty)}{dR} = 1 \]

and

\[ f(R = 1) = \frac{df(R = 1)}{dR} = \frac{df(R = \infty)}{dR} = 0 \]

Thus, the polynomial \( f(R) \) is constructed to include those terms of the Taylor expansion of \( 1/R \), which ensure that

\[ f(R = 0) = \frac{df(R = 0)}{dR} = \frac{df(R = 1)}{dR} = \frac{df(R = \infty)}{dR} = 1 \]

and

\[ f(R = 1) = \frac{df(R = 1)}{dR} = \frac{df(R = \infty)}{dR} = 0 \]

with integer expansion coefficients chosen accordingly, so that

\[ \gamma^I_{\text{PBC}}(A, B) = \gamma^I(A, B) \] for the limit of \( R_{\text{AB}} \rightarrow R_{\text{cut}} - R_{\text{smooth}} \)

and \( \gamma^I_{\text{PBC}}(A, B) \rightarrow 1/R_{\text{AB}} \) for \( R_{\text{AB}} \rightarrow R_{\text{cut}} \). \( R_{\text{smooth}} \) defines the width of the smoothing function and is set to \( R_{\text{smooth}} = 1 \text{ a.u.} \)

The long-range contribution \( 1/R_{\text{AB}} \) is calculated using the smooth particle mesh Ewald method as implemented for tight binding approaches in CP2K, scaling as \( N \log N \) with integer expansion coefficients chosen accordingly, so that

\[ f(R = 0) = \frac{df(R = 0)}{dR} = \frac{df(R = 1)}{dR} = \frac{df(R = \infty)}{dR} = 1 \]

and

\[ f(R = 1) = \frac{df(R = 1)}{dR} = \frac{df(R = \infty)}{dR} = 0 \]

with integer expansion coefficients chosen accordingly, so that

\[ \gamma^I_{\text{PBC}}(A, B) = \gamma^I(A, B) \] for the limit of \( R_{\text{AB}} \rightarrow R_{\text{cut}} - R_{\text{smooth}} \)

and \( \gamma^I_{\text{PBC}}(A, B) \rightarrow 1/R_{\text{AB}} \) for \( R_{\text{AB}} \rightarrow R_{\text{cut}} \). \( R_{\text{smooth}} \) defines the width of the smoothing function and is set to \( R_{\text{smooth}} = 1 \text{ a.u.} \)

The long-range contribution \( 1/R_{\text{AB}} \) is calculated using the smooth particle mesh Ewald method as implemented for tight binding approaches in CP2K, scaling as \( N \log N \) with integer expansion coefficients chosen accordingly, so that

2.5. The Excited-State Lagrangian in the Tamm–Dancoff Approximation. Nuclear gradients for the excited state are state-of-the-art in many program codes, so that the general procedure will only be outlined in short to discuss modifications that are necessary for ADMM and sTDA kernels. To avoid the computational cost of calculating the first-order response of the MO coefficients and to take into account the geometry dependence of the AOs, the Lagrangian of eqs 1a, 1b, and 1c needs to be extended by means of two additional constraints and thus is given as

\[ L = \chi, \omega, \omega^X, \omega^C, \bar{Z} = G(X, \chi, \omega, \omega^X) \]

(37a)
Furthermore, the intermediate $H$ stems from the KS matrix contributions of eq 14 and thus the explicit formula depends on the chosen GS reference, given here for hybrid functionals with or without ADMM

$$H_{\eta\sigma}[M] = \sum_{k\lambda\sigma} M_{k\lambda\sigma} \left[ 2(\kappa\lambda\sigma) - a_{\text{EX}} \delta_{\eta\sigma} [(k\sigma|\lambda\sigma) + (k\sigma|\lambda\sigma)] + 2\gamma_{\kappa\lambda\sigma} \right]$$

(45)

$$H_{\eta\sigma}^{\text{ADMM}}[M] = \sum_{k\lambda\sigma} M_{k\lambda\sigma} \left[ 2(\kappa\lambda\sigma) + 2\gamma_{\kappa\lambda\sigma} \right]$$

The linear $\mathbf{Z}$ vector equation

$$\mathbf{A} \mathbf{Z} = -\mathbf{R}$$

(47)

$$\sum_{k} \tilde{Z}_{k\sigma}^{\tau} [F_{\sigma\eta} - S_{\sigma\eta} \epsilon_{\sigma\eta}] + H_{\eta\sigma}[\mathbf{D}^{\tau}] = -R_{\eta\sigma}$$

(48)

contains contributions on the left-hand side, which stem from the KS matrix (eq 13) and are independent of the chosen excited-state kernel $K$ (eq 14). Such a dependence is solely included on the right-hand side $\mathbf{R}$, summarizing a first term stemming from the KS matrix as well as kernel contributions that have to be adjusted for ADMM and sTDA

$$R_{\mu\sigma} = H_{\mu\rho}[\mathbf{T}] + 2 \sum_{k} X_{k\sigma\lambda}^{\tau} K_{k\lambda\rho} [\mathbf{D}^{\tau}]$$

$$- 2 \sum_{k} X_{k\sigma\lambda}^{\tau} S_{\sigma\lambda} K_{k\lambda\rho} [\mathbf{D}^{\tau}]$$

$$+ 2 \sum_{k\lambda\rho} \sum_{\lambda\sigma} D_{k\lambda\rho}^{\tau} D_{k\lambda\rho}^{\tau} \gamma_{\lambda\sigma\rho\sigma,\mu\rho}$$

(49)

Finally, the gradient $L_{\zeta}$ with respect to the nuclear coordinate $\zeta$ can be written in terms of the effective difference density matrix $\Gamma$ analogously to the formulations of refs 35 and 36

$$L_{\zeta} = \sum_{\mu\sigma} \left[ h_{\mu\sigma} + V_{\mu\rho\sigma}^{\text{XC}}(\zeta) \right] p_{\mu\rho\sigma} - \sum_{\mu\sigma} \gamma_{\mu\rho\sigma} \Lambda_{\mu\rho\sigma}$$

$$+ \sum_{\mu\rho\sigma} \left[ (\mu\rho|\sigma) \Gamma_{\mu\rho\sigma,\alpha\lambda} + f_{\mu\rho\sigma}^{\text{XC}}(\zeta) D_{\mu\rho\sigma}^{\tau} D_{\mu\rho\sigma}^{\tau} \right]$$

(50)

with the intermediates

$$\Lambda_{\mu\rho\sigma} = \sum_{k\lambda\rho} C_{\mu\rho\lambda}^{k} W_{\lambda\sigma,\kappa\lambda\rho}^{\alpha\lambda\rho} + \frac{1}{2} \sum_{k} \epsilon_{\kappa\lambda\rho} [Z_{\mu\rho\lambda}^{k} C_{\rho\sigma}^{k} + C_{\mu\rho\lambda}^{k} Z_{\rho\sigma}^{k}]$$

$$+ \sum_{k\lambda\rho} [C_{\mu\rho\lambda}^{k} X_{\rho\sigma}^{k} + X_{\mu\rho\lambda}^{k} C_{\rho\sigma}^{k}] K_{\rho\sigma}^{k} [\mathbf{D}]$$

$$+ \sum_{k\lambda\rho} \left( \Omega + F_{\lambda\rho} \right) \delta_{\mu\rho\sigma}^{k} X_{\mu\rho\lambda}^{k}$$

(51)

$$\Gamma_{\mu\rho\sigma,\alpha\lambda} = \left| P_{\mu\rho\sigma} D_{\rho\sigma}^{\tau} + D_{\mu\rho\sigma}^{\tau} D_{\rho\sigma}^{\tau} \right|$$

(52)

Note that the total nuclear forces sum contributions because of the ES energy functional and the additional constraints, as listed in eq 56, as well as the GS energy contributions $E_{\text{GS}}^\zeta$.

Regarding the discussed kernel options, additional terms for the gradient have to be considered for the transformed ADMM matrix of eq 24, with all contributions implying the chain rule

$$\frac{\partial E_{\text{ADMM}}^{\text{EX}}[\mathbf{D}] (\zeta)}{\partial \zeta} = \left( \mathbf{U}^{\tau} \mathbf{F}^{\text{EX}} \mathbf{U}^{\tau} \mathbf{D}^{\tau} \mathbf{U}^{\tau} \right)_{\zeta\sigma}$$

(53)

encompassing the gradient for the ADMM projection matrix $\mathbf{U}$,

$$\mathbf{U}^{\tau} = S^{-1} [\mathbf{V}^{\tau} - \mathbf{S}^{\tau}]$$

(54)

Analogous contributions have to be considered for the correction term of eq 25. sTDA kernels bear the advantage that they do not require third-order derivatives of the XC kernel, but additional derivatives of the overlap matrix $S^{1/260}$

$$\left( \frac{\partial S^{1/2}}{\partial \zeta} \right)_{\mu\sigma} = \sum_{\kappa\lambda\rho\sigma} U_{\kappa\lambda\rho\sigma} S^{1/2} \frac{\partial S}{\partial \zeta} U_{\kappa\lambda\rho\sigma}$$

(55)

with the eigenvalues $s$ and eigenvectors $U_{\kappa\lambda\rho\sigma}$ of the overlap matrix. On the basis of the outlined Lagrange formalism, nuclear gradients were implemented for both ADMM-approximated hybrid functional theory and semiempirical sTDA in the CP2K program package, relying for the $\mathbf{Z}$ vector equation on already available linear response solvers.\textsuperscript{55,64}

Details on the applied Block–Davidson algorithm\textsuperscript{61} and the preconditioners can, e.g., be found in refs 46 and 62. The current implementation of ES nuclear gradients paves the way for adiabatic and nonadiabatic nuclear dynamics, enabling, e.g., the combination with trajectory surface hopping methods assuming time derivative or empirical coupling vectors.\textsuperscript{63}

3. RESULTS AND DISCUSSION

3.1. Tests for Accuracy: Benchmark Results for 35 Main-Group Molecules. To assess the accuracy of ADMM and sTDA excited-state properties, we performed a benchmark on a molecular test set by Budzak et al. containing 35 small molecules. The test set contains main-group atoms of the first and second row as well as sulfur, selenium, chlorine, and
bromine. Reported EOM-CCSD geometries were obtained using Gaussian16, correlating all electrons (including core electrons) and choosing a def2-TZVPP basis. The nature of the GS and ES reference structures was furthermore checked by performing frequency calculations and computing $T_1$ diagnostics. We selected these structures as the highest-accuracy level reference and performed, for comparison, all-electron PBE0 calculations with the Turbomole program package, first using the def2-TZVPP basis to unravel the effect of the underlying electronic structure method and then increasing the basis set to def2-QZVPP quality to get an estimate for the basis set error. Deviations of PBE0 computations with CP2K to the mentioned EOM-CCSD and PBE0 reference data originate then mainly from core−shells being described in terms of pseudopotentials and correspondingly adapted basis sets. More specifically, we used pseudopotentials and basis sets that were optimized for the PBE0 functional with the numerical atom code of CP2K and that are available within the database and distribution of CP2K. To check consistency of the chosen CP2K basis sets and pseudopotentials, we investigated a hierarchy of MOLOPT as well as correlation consistent ccGRB-X basis sets. Benchmark data on vertical singlet excitation energies, geometries of the first excited state, adiabatic excitation and fluorescence energies (for PBE0, ADMM-PBE0, and sTDA kernels based on PBE0 and ADMM-PBE0 references) are given for the two basis set families in comparison to EOM-CCSD/def2-TZVPP/Gaussian, PBE0/def2-TZVPP/Turbomole, and PBE0/def2-QZVPP/Turbomole references in the Supporting Information, demonstrating that MOLOPT and ccGRB-X basis sets yield comparable accuracy and that converged results are in general obtained for triple-$\zeta$ basis sets. For the sake of convenience, we therefore restrict the following discussion to subsets of MOLOPT type basis sets, concentrating on the assessment of the mentioned excited-state properties regarding (a) the accuracy of ADMM in comparison to conventional hybrid functional TDDFT as well as (b) the comparison of semiempirical sTDA and ADMM-approximated hybrid functional kernels in comparison to highly accurate EOM-CCSD reference data.

Regarding the performed benchmark, a coupling parameter with a default value of $a_{EX} = 0.2$ was chosen for the exchange contribution for sTDA computations throughout the following discussion. As noted in the Supporting Information, adjustments only had to be made in the case of formyl chloride to avoid dissociation upon ES geometry optimization. A default value for $a_{EX}$ might not correspond to an optimal choice, but a thorough and careful optimization of $a_{EX}$ for the investigated benchmark sets and the assessed extended materials is beyond the scope of this work. The general idea of ADMM is to reduce computational costs of the exact exchange contribution by trading in basis set incompleteness with a GGA correction term. The introduced error is then, however, dependent on both the auxiliary basis set size as well as the chosen exchange density functional. To discriminate between the two error sources, the discussed ADMM calculations for the molecular benchmark set are performed without correction. An optimally chosen GGA exchange functional contribution could improve the discussed results, with the latter representing the lowest limit for the ADMM accuracy. It was, e.g., shown in ref 7 that exchange functionals like KT3X and OPTX improve over PBEX for ground-state properties, but analogous investigations for the excited state are left for future work. For the subsequently discussed assessment of computational timings for periodic systems, we, however, included a PBEX exchange functional correction to account for the additionally required resources.

Figure 1. Error (in pm) for selected bond lengths for (a) optimized ground- and (b) first singlet excited-state geometries comparing conventional PBE0 and ADMM-PBE0 computations for different auxiliary (ABS) and primary basis sets (PBS) indicated as ABS/PBS.
the First Fluorescence (E_fl) Energy (eV) Is Converged for Auxiliary Basis Sets of Triple-ζ Size

| ABS/PBS     | Bonds (pm) ME  | MAE  | STD  | Angles (deg) ME | MAE  | STD  | Dihedrals (deg) ME | MAE  | STD  |
|-------------|----------------|------|------|----------------|------|------|--------------------|------|------|
| dzp/DZVP    | 1.31           | 1.31 | 0.55 | 0.023          | 0.048| 0.054| -0.055             | 0.080| 0.074|
| dzp/TZVP    | 1.37           | 1.37 | 0.57 | -0.025         | 0.055| 0.061| -0.057             | 0.083| 0.075|
| dzp/TZV2P   | 1.38           | 1.38 | 0.56 | -0.028         | 0.054| 0.058| -0.058             | 0.081| 0.073|
| tzp/TZVP    | 0.21           | 0.23 | 0.25 | 0.004          | 0.022| 0.031| -0.002             | 0.022| 0.030|
| tzp/TZV2P   | 0.25           | 0.26 | 0.24 | 0.004          | 0.022| 0.032| 0.003              | 0.022| 0.029|
| tz2p/TZV2P  | 0.21           | 0.22 | 0.26 | -0.004         | 0.016| 0.022| -0.005             | 0.019| 0.025|

Table 1. Statistics Including Mean Errors (MEs), Mean Absolute Errors (MAEs), and Standard Deviations (STDs) for Different Auxiliary and Primary Basis Sets (ABS/PBS) Visualizing that the ADMM Error in ES Bond Lengths (pm), Angles (deg), and Dihedral Angles (deg) as well as in the First Adiabatic Excitation (E_ad), the First 10 Vertical Excitation (E_vert), and the First Fluorescence (E_fl) Energy (eV) Is Converged for Auxiliary Basis Sets of Triple-ζ Size

3.1.1. Excited-State Geometries: Impact of the Auxiliary Basis Set Size for ADMM Kernels. Relaxed excited-state geometries for PBE0 and ADMM-PBE0 kernels using MOLOPT and ccGRB-X basis sets as well as sTDA kernels based on PBE0 and ADMM-PBE0 references are reported in Tables S3 and S4. The data includes a corresponding statistical analysis on the error in the geometrical data with respect to EOM-CCSD/def2-TZVPP, PBE0/def2-TZVPP, and PBE0/def2-QZVPP references (Tables S6–S10). In contrast to the study of ref 51, we excluded first excited states of the eclipsed structures of nitrosomethane and trifluoronitrosomethane as these singlet states represent transition-state structures with an imaginary frequency. Because of the large number of geometries that had to be optimized considering different kernels and basis sets, we calculated vibrational frequencies only for those structures that differed significantly from the reference geometries, ensuring that they represent local minima. In the earlier benchmarks of ref 69, MAEs for bond lengths of GS structures are predicted to be in the range from 0.5 to 1.0 pm for hybrid functionals, with the largest errors found for CO, CN, CS, and CSe bonds. In general, it is concluded that deviations are largest for polarized bonds. Furthermore, increased errors were found when going from the GS to the ES rising up to a MAE range from 0.9 to 2.8 pm for bond lengths. In Figure 1, the error introduced by ADMM in bond lengths of GS or first singlet ES geometries is depicted for selected bonds of the 35 molecules of the benchmark set, with “ADMM error” being defined as the deviation that results from comparing the conventional PBE0 computations with approximated ADMM-PBE0 ones choosing the same primary basis set. The assessment is thus reflecting the accuracy of the auxiliary basis set size. Corresponding statistical data can be found in Tables S11, S12, and S13. The statistics are based only on the selected geometrical data listed explicitly in the Supporting Information following the selection of ref 51, omitting less polarized C–H bonds for larger molecules, but including all bonds that undergo significant changes to ensure meaningful MEs and MAEs. For both GS and ES, results relying on the smallest dzp basis, colored in green or blue depending on the chosen primary basis, deviate significantly from computations using larger auxiliary basis sets, depicted in orange and red. Predicted bond lengths are too long, with dzp errors amounting up to 3.8/3.5 pm for GS/ES geometries and being thus much larger than the corresponding error range for the tzp and tz2p auxiliary basis sets; both tzp and tz2p bonds combined with a TZVP or TZV2P primary basis deviate by at most 1.0 pm. Comparing GS and ES distributions, the error spread for the ES is as broad as for the GS. Both tzp distributions suggest a classification in two or more groups depending on the type of atoms involved and resulting in two
maxima in the histograms. Bonds including H, S, Se, and C–C bonds can be associated with relatively small errors corresponding to the first maximum and Gaussian distribution around 0.0 pm. Larger deviations in the range from 0.3 to 0.6 pm can be found for oxygen or halogen bonds contributing to the second maximum in both GS and ES histograms. Outliers corresponding to the maximum errors of 1.0 pm can be traced back to nitrogen bonds. An analogous classification and assignment for the dzp auxiliary basis is less conclusive because of the broader distributions, but it still holds true with the exception that C–C bonds fall into the error range of the second maximum around 1.5 pm. For comparison, the ADMM error in selected angles of the optimized ES geometries is depicted in Figure 2, demonstrating that the impact of the chosen auxiliary basis on the angles is less dependent on the basis set size than it is for the bond lengths, even though the width of the Gaussian distribution is reduced when going from double- to triple-ζ basis sets. An analogous plot for the GS, given in Figure S1, looks nearly identical.

A similar and transferable result is found for dihedral angles investigated for a subset of 13 molecules for which excitation leads to a significantly bent excited-state structure. While dihedral angles of corresponding GS geometries are consistently predicted to describe a planar geometry for all auxiliary and primary basis set sizes, the bending angle of the excited state is more accurately described when increasing the cardinal number of the auxiliary basis from double- to triple-ζ size. Again, the effect of additional polarization functions as included within the largest tz2p basis is negligible. A plot for the ADMM error in dihedral angles analogous to Figure 2 is given in Figure S2.

A summarized look at the corresponding statistical data of Table 1, listing mean errors (MEs), mean absolute errors (MAEs), and standard deviations (STDs) for bond lengths, angles, and dihedral angles of ES geometries optimized within the various primary and auxiliary basis set combinations, emphasizes again the impact of the chosen auxiliary basis: while MAEs of the dzp basis amount up to 1.4 pm for bond lengths and up to 0.8° or 2.1° for bond and dihedral angles, tzp results are converged with remaining deviations of 0.3 pm/0.2°/0.3°. The ADMM error is negligibly small in comparison to the error of PBE0 or hybrid functionals in general, which was found to be for MAEs in the range from 0.9 to 2.8 pm for bond lengths in comparison to highly accurate coupled-cluster results. ADMM error distributions are relatively broad for the dzp auxiliary basis and nearly equally narrow for tzp and tz2p basis sets. MEs and MAEs are of the same magnitude, indicating that the dzp auxiliary basis predicts bonds that are consistently too long and angles too narrow. This trend is in agreement with the finding that increasing the amount of exact exchange in hybrid functionals results in shorter bond lengths and larger bond angles. Going to larger ADMM auxiliary basis set sizes achieves a more accurate description of the fraction of exact exchange that is included in the underlying hybrid functional. It thus increases the Hartree–Fock nature of the bond with the one-determinant Hartree–Fock wave function representing the maximum amount of bonding character and corresponding to the shortest bonds. ADMM ES bond lengths are therefore shortened, and bond angles broadened when going from double- to triple-ζ auxiliary basis sets. Studies on the effect of exact exchange on dihedral angles furthermore reveal that hybrid functionals improve on the overestimation of GGA functionals, a result that is thus in line with our findings following the same rationale.

3.1.2. Excited-State Geometries: ADMM and sTDA Kernels in Comparison to EOM-CCSD References. To analyze the performance of ADMM-PBE0 and sTDA kernels in comparison to highly accurate EOM-CCSD reference data, we restricted investigations to basis sets of triple-ζ size. In Figure 3 the error in the geometrical data is given as normal distributions based on the corresponding MEs and STDs; more detailed statistical analysis and explicit errors listed for each molecule can be found in sections 3.4 and 3.5 of the Supporting Information. To give not only an upper limit for a desired high-accuracy reference but also a lower reference point of reachable performance, conventional hybrid functional

**Figure 3.** Normal distributions based on the mean errors (ME) and standard deviations (STD) wrt EOM-CCSD reference geometries in (pm)/(deg)/(deg) for selected (a) bond lengths/(b) angles/(c) dihedral angles for optimized first singlet excited-state geometries comparing conventional PBE0, ADMM-PBE0, and sTDA computations using triple-ζ basis sets.
PBE0 results are depicted in black, deviating by MEs of $-0.15$ pm/$0.32/° from the EOM-CCSD reference. As for the preceding assessment on the ADMM auxiliary basis size, PBE0 results represent the basis set limit for ADMM computations, a fact that is reflected in the similarity of the PBE0 error distributions with the ones obtained for analogous ADMM computations, colored in orange and red for a tzp auxiliary and a TZVP or TZV2P primary basis, respectively. PBE0 and ADMM-PBE0 results are thus in agreement with the conclusions of ref 69, with the latter stating that global hybrids yield slightly too short bonds and that functionals with a rather small amount of exact exchange show negative signed MEs. MAEs are also in agreement, with our result of 0.9 pm for the triple-ζ computations being at the lower boundary of the reported MAE range from 0.9 to 2.8 pm for CC3 or CCSDR(3) references. The relatively good performance can probably be argued with our chosen EOM-CCSD reference, which was shown to yield underestimated TDDFT errors for strongly polarized bonds.69 All in all, we thus confirm the tendency of PBE0 to provide too compact distances and that errors are most pronounced for polarized carbonyl bonds. In comparison, error distributions for sTDA kernels are increasingly broadened when going from PBE0/TZVP to ADMM-PBE0/TZVP+tzp references. The deviation of the semiempirical results is most pronounced for dihedral angles, with maximum errors amounting up to $-13.29/°$ and $-14.1/°$ for PBE0/TZVP and ADMM-PBE0/TZVP+tzp references. However, it should be noted that the error distribution for the dihedrals is still nearly equally broad as the corresponding PBE0 one with STDs of 3.2$/°$ and 4.1$/°$ for sTDA. The apparently large mean error of sTDA in dihedral angles is biased because of the fact that sTDA consistently

Figure 4. Normal distributions based on the MEs and STDs for vertical excitation energies (in eV) depicting (a) the error introduced by ADMM-PBE0 in comparison to conventional PBE0 computations (upper left plot), (b) the performance of PBE0, ADMM-PBE0, and sTDA kernel computations using double- and triple-ζ basis sets in comparison to a PBE0/TZV2P/CP2K reference (upper right plot) as well as (c) an analogous assessment of the kernels with respect to a PBE0/def2-QZVPP/Turbomole reference (lower plot).

Table 2. Statistics Including Mean Errors (MEs), Mean Absolute Errors (MAEs) and Standard Deviations (STDs) Visualizing the Error for Both ADMM-PBE0 and sTDA Kernels for Excited-State Geometries Comprising ES Bond Lengths (pm), Angles (deg), and Dihedral Angles (deg) as well as First Adiabatic Excitation ($E_{ad}$), Vertical Excitation ($E_{vert}$), and Fluorescence Energies ($E_{fl}$) (eV)$^a$

| Kernel                  | PBS+ABS | Bonds (pm) | ME  | MAE | STD  | Angles (deg) | ME  | MAE | STD  | Dihedrals (deg) | ME  | MAE | STD  | $E_{vert}$ (eV) | ME  | MAE | STD  | $E_{ad}$ (eV) | ME  | MAE | STD  | $E_{fl}$ (eV) | ME  | MAE | STD  |
|-------------------------|---------|------------|-----|-----|------|--------------|-----|-----|------|----------------|-----|-----|------|---------------|-----|-----|------|---------------|-----|-----|------|---------------|-----|-----|------|
| PBE0                    | TZVP    | $-0.15$    | 0.93| 1.18|      | $0.32$       | 1.24| 2.20|      | $0.80$          | 2.34| 3.21|      | $-0.02$       | 0.05| 0.06|      | $-0.16$       | 0.30| 0.42|      | $-0.05$       | 0.06| 0.05|      |
| ADMM-PBE0               | TZVP+tzp| 0.06       | 0.92| 1.18|      | $0.20$       | 1.18| 2.09|      | $0.86$          | 2.31| 3.46|      | $-0.01$       | 0.03| 0.03|      | $-0.15$       | 0.29| 0.41|      | $-0.04$       | 0.05| 0.04|      |
| sTDA@PBE0               | TZVP+tzp| 0.10       | 1.06| 1.50|      | $-0.03$      | 1.60| 2.57|      | $3.98$          | 4.06| 3.95|      | $0.45$        | 0.45| 0.18|      | $0.23$        | 0.34| 0.39|      | $0.27$        | 0.30| 0.21|      |
| sTDA@ADMM-PBE0          | TZVP+tzp| 0.28       | 1.03| 1.35|      | $-0.05$      | 1.51| 2.34|      | $4.03$          | 4.14| 4.06|      | $0.34$        | 0.34| 0.17|      | $0.10$        | 0.33| 0.44|      | $0.14$        | 0.18| 0.16|      |

$^a$Errors in the geometrical data and $E_{ad}$ are calculated with respect to the EOM-CCSD reference data of ref 51; errors in $E_{vert}$ and $E_{fl}$ are referring to PBE0/def2-QZVPP/TURBOMOLE reference computations.
overestimates the dihedral angle while PBE0 gives an equally broad distribution of both negative and positive signed errors. Because the computations were performed using, e.g., a default value of $\alpha_{\text{EX}} = 0.2$ for the exact exchange scaling parameter, it remains to be investigated if the overestimation represents the general difficulty of recovering a weak stabilizing force or if it could be cured by optimizing the amount of exact exchange in line with refs 72 and 73.

### 3.1.3. Vertical Excitation Energies.

Benchmarking excited-state methods with the focus on vertical excitation energies has been established as a common assessment tool (see, e.g., ref 74 and references therein). Here one assumes that excitations occur without a change in geometry. Corresponding studies showed that TDDFT excitation energies, which are classified as Rydberg states or associated with a significant amount of charge transfer, are underestimated leading to errors on the order of several eV.75 A common remedy is to include exact exchange, suggesting that the investigated ADMM-approximated hybrid kernel as well as the sTDA kernel with its motivation to capture the correct physics and asymptotics of electronic interactions could be well-suited compromises to retain sufficient accuracy while reaching high efficiency for a broad range of applications. Analyzing the nature of a transition is beyond the scope of the current work and, for the sake of convenience, we restricted the analysis of vertical excitation energies to a direct comparison of the first 10 excitation energies with states being assigned solely by the corresponding ES energy. Such a simplified comparison might not be justified and lead to wrong assignments when comparing different basis set sizes but also should give a valid assessment of the accuracy of the different kernels for basis sets of the same type. Figure 4 displays normal distributions based on the MEs and STDs for the first 10 vertical excitation energies for optimized geometries, comparing ADMM-PBE0 computations with conventional PBE0 results as well as assessing the performance of PBE0, ADMM-PBE0, and sTDA kernels with respect to a PBE0/TZV2P/CP2K and a PBE0/def2-QZVPP/TURBOMOLE reference. Corresponding statistical data is furthermore summarized in Tables 1 and 2 as well as in section 4 of the Supporting Information. As shown by the upper plot on the left, the auxiliary basis set size reduces, in analogy to our findings for the geometrical data, the ADMM error in the vertical excitation energies when increasing from double- to triple-$\zeta$ size and brings only a little further improvement when polarization functions are added. Taking the PBE0 computations within the largest TZV2P basis as a reference exposes the impact of the increasingly large primary basis set as visualized in the upper plot on the right: PBE0/DZVP as well as ADMM-PBE0/DZVP+dzp computations show an equally broad error...
distribution with MEs and STDs rising up to 0.42 and 0.72 eV, respectively. The broad distribution emphasizes the insufficiency of double-ζ basis sets and that discrepancies between DZVP and TZV2P basis sets are, as already commented on at the beginning of the section, presumably too large to allow for a straightforward comparison of excitation energies. On the other end of the accuracy spectrum, ADMM-PBE0/TZV2P +tz2p results have a relatively sharp distribution with a ME and STD of −0.02 and 0.04 eV. TZV2P errors for the PBE0, ADMM-PBE0, and sTDA kernels lie between those extreme values, highlighting that ADMM has only a negligible impact on excitation energies and that the MEs of sTDA are below 0.28 or 0.19 eV depending on the chosen GS reference. This result is in agreement with the error range of 0.2−0.5 eV of the original molecular benchmark studies.76

3.1.4. Adiabatic Excitation Energies and Fluorescence. Adiabatic excitation energies, defined as the energy difference between lowest vibrational levels of the relaxed ground- and excited-state energies, are often benchmarked to assess ES methods. In contrast to vertical excitation energies, adiabatic excited-state energies, are often benchmarked to assess ES between lowest vibrational levels of the relaxed ground- and order of magnitude, with MEs of 0.2/−0.1 eV for the coupling parameter $\alpha$. However, even when a nonoptimized fraction of 0.2 is chosen for the coupling parameter $a_{\text{EX}}$ of eq 29, sTDA curves are close to the hybrid functional results when compared to EOM-CCSD reference data and for fluorescence energies with respect to the performed PBE0/def2-QZVPP/Turbomole computations, respectively.

Explicit data and a corresponding statistical analysis is given in sections 5 and 6 of the Supporting Information. Despite the varying references, ADMM errors are comparable for both the excitation and de-excitation processes, ranging from −0.3 to −0.1 eV for the smallest dzp auxiliary basis. The tzp and tz2p auxiliary basis sets reduce the minimum error to +0.1 or −0.06 eV, respectively. Corresponding MEs are of meV magnitude and MAEs smaller than 0.02 eV. Analyzing the total error of the different kernels in the scatter plots of Figure 6 highlights that sTDA errors are consistently shifted to larger and more positive errors. The correlation between the relative shift of sTDA errors with respect to both PBE0 and EOM-CCSD results and the considered amount of exact exchange was not investigated any further, but will be part of future work. However, even when a nonoptimized fraction of 0.2 is chosen for the coupling parameter $a_{\text{EX}}$ of eq 29, sTDA curves are close to the hybrid functional results when compared to EOM-CCSD reference data achieving statistical measures of the same order of magnitude, with MEs of 0.2/−0.1 eV, MAEs of 0.3/0.3 eV, and maximum errors of −1.3/1.0 eV for sTDA/ADMM-PBE0/PBE0 adiabatic excitation energies. Switching to a PBE0/TURBOMOLE reference for fluorescence energies favors PBE0 and ADMM-PBE0 results over the semiempirical ones, with the former now only accounting for deviations in the basis sets and the ADMM error with MEs of −0.05/−0.05 eV, MAEs of 0.07/0.05 eV, and maximum errors of −0.2/0.1 eV for ADMM-PBE0/PBE0. The sTDA errors are, however, consistent, yielding an equivalent ME, MAE, and maximum error of 0.3 eV.

3.2. Increasing Computational Efficiency: Treating Extended Systems Using ADMM-PBE0 and sTDA Kernels. To analyze computational timings of ADMM-PBE0 and sTDA excited-state properties and to demonstrate the suitability of the two approaches for large-scale periodic systems, we investigated a series of porous COF materials taken from the CURATED COFs database.52,53 The chosen subset includes the prototypes of the first ever synthesized COFs as well as pairs of COFs that were demonstrated to show more or less bright fluorescence depending on either accordingly tuned linker molecules or the surrounding solvent.78,79 The CURATED COFs database provides cleaned-up DFT-optimized GS structures at a GGA level of accuracy, obtained with the PBE functional, D3(BJ) correction, and DZVP-MOLOPT-SR basis sets. We reoptimized these geometries using a corresponding ADMM-PBE0 GS reference and triple-ζ ccGRB-T primary and tsp auxiliary basis sets to ensure a consistent accuracy of both structural and electronic GS and ES properties. Structural details are provided in the Supporting Information. In all calculations a truncated Coulomb operator with a radius of 4 Å has been used. In Table 3, detailed timings for the first 3 ES geometry optimization steps are given for COF 05000N2 for ADMM-approximated and sTDA kernels in comparison to conventional PBE0 results, with the latter relying on an exact analytical evaluation of the two-electron-four-center exchange integrals. The formal scaling of both excited-state energy and gradient implementations is cubic with respect to the number of atomic orbital basis functions and increases linearly with the number of computed excited states. Memory requirements and execution times for the main computational steps of the algorithm are analogous to corresponding density functional ground-state implementations, as analyzed in detail in refs 56 and 43. As outlined in ref 46, the computation of electron repulsion integrals (ERIs) represents the main bottleneck for hybrid functional computations, with the number of integrals and thus the required memory scaling quadratically with the number of atomic and occupied molecular orbitals, $N \times N_{\text{occ}}$, when considering sparsity and applying Cauchy–Schwarz screening. At best linear scaling with a still significant prefactor

Table 3. Explicit Computational Timings (s) for COF 05000N2 Comprising 84 Atoms/276 Electrons in the Unit Cell for PBE0, ADMM-PBE0, and sTDA@ADMM-PBE0 Kernels

|                  | PBE0 | ADMM-PBE0 | sTDA@ADMM-PBE0 |
|------------------|------|-----------|----------------|
| GS SCF           | 301  | 137       | 134            |
| ES energy and gradient | 1919 | 403       | 148            |
| ERI for ES energy | 687  | 86        | 33             |
| DERI for ES gradient | 1265 | 11        | 7              |
| Total computation time | 2220 | 540       | 282            |

*Computations were performed using a ccGRB-T primary basis (2076 basis functions) and a tsp auxiliary basis (1164 basis functions). Timings are reported for a Intel Xeon ES-2670 processor using in total 4608 cores, analysing the cost for converging the GS SCF computation, for calculating the ES energy and gradient as well as for the computation of the ERIs needed for the ES energy calculation and the DERIs needed for the ES gradient.
can be achieved when relying on additional density matrix screening and when using truncated exchange operators.

The measured total computation time of $\approx 100$ hours for a ccGRB-T basis with 2076 basis functions reflects that an analytical computation of exchange integrals within a large primary orbital basis cannot provide optimal efficiency for large periodic systems. The fact that 31% and 57% of the PBE0 computation times are solely attributed to the computation of ERIs and derivative electron repulsion integrals (DERIs) emphasizes the need for approximations. Applying ADMM with a triple-$\zeta$ auxiliary basis and thus reducing the basis set size by a factor of 2 to 1164 functions accelerates the computation by a factor of $\approx 4$ with a remaining total time of 9.0 min. The small auxiliary basis reduces the number of ERIs and, in combination with increased sparsity and thus more efficient Schwarz screening, the reduction of the basis size results in timings for the integral evaluation that are reduced by a factor of $\approx 8$. More drastic is even the speed-up for the computation of DERIs because of the here applied density-matrix screening. In comparison to PBE0, the computation of DERIs is 115 times faster for ADMM-PBE0 and thus represents not 57% but solely 2% of the total costs. Timings comparable to ADMM-PBE0 can also be achieved with the semiempirical tight binding setup: sTDA reduces the total costs to 4.7 min, thus by a factor of $\approx 8$ in comparison to conventional PBE0 and by a factor of $\approx 2$ in comparison to ADMM. The speed-up with respect to ADMM is because of the faster ERI evaluation relying on the semiempirical description of both Coulomb and exchange contributions when solving the ES eigenvalue problem. sTDA and ADMM timings are on the same order of magnitude, but further acceleration could be expected when switching to a complete semiempirical setup for both GS and ES. We are also aware that absolute timings for the sTDA ES gradient computations could still be improved by further code optimization.

To give an estimate on the required relative costs of ADMM and sTDA for the computation of broad-band absorption spectra and for the geometry optimization of the first excited state when selecting a manifold of the lowest 8 singlet states, we report timings for all six COFs in Table 4.

Computations were performed for the lowest 500 excited states and the geometry optimization of the first excited state when selecting a manifold of the lowest 8 singlet states. The investigated system sizes range from unit cells of 84 to 300 atoms and include basis set sizes of 2076 to 7440 basis functions, respectively. Comparing the computational timings for the calculation of the lowest 500 excitation energies clearly shows the advantage of the semiempirical setup. When computations using the ADMM kernel take $\approx 4$ to 10 h, sTDA is 1 order of magnitude faster with a maximum computation time of less than 44 min. With the current setup, the tight binding...
computed with a relatively small error of 0.17 eV.

Correcting Stokes

Stokes

resulting in MAE in adiabatic excitation and the amount of exchange. However, even with this default setting, the MAE in adiabatic excitation can thus be expected for periodic systems in the size range of hundreds of atoms and using the indicated computational resources.

To compare the relative accuracy of ADMM-PBE0 and sTDA for periodic systems, the computed broad-band spectra are depicted in Figure 7. Corresponding vertical excitation, adiabatic excitation, and fluorescence energies, as well as Stokes’ shifts are listed in Table 5. As highlighted by the six plots of Figure 7, sTDA and ADMM provide absorption spectra with qualitatively matching oscillator strengths. sTDA excitation energies are, however, in all cases shifted to smaller energies, with MAE for the first and the first ten vertical excitation energies amounting both up to 0.31 eV. Because the exchange mixing parameter \( a_{\text{EX}} \) was set to the same value as for the molecular systems (\( a_{\text{EX}} = 0.2 \)), it remains to be investigated if this apparently systematic shift could be improved by adjusting the amount of exchange. However, even with this default setting, the MAE in adiabatic excitation and fluorescence energies is within the error range found for molecular systems. ADMM-PBE0 and sTDA energies differ by 0.42 or 0.40 eV, respectively. Corresponding Stokes’ shifts are thus also predicted with a relatively small error of 0.17 eV.

### 4. CONCLUSIONS

Approaches based on TDDFT are well established to calculate excited-state properties. However, when dealing with periodic systems, the routine usage of hybrid functionals is often hindered because of the increased computational costs in comparison to GGA functionals. We presented two approximate schemes based on the ADMM and sTDA approaches with the goal to reach hybrid functional accuracy at a reduced cost. Benchmark results for molecular and periodic systems show that the two methods can indeed reach the required accuracy for excited-state properties and allow for an efficient calculation of many excited states. First, the implemented ADMM-approximated hybrid functional kernel leads to a speed-up of at least 1 order of magnitude in comparison to conventional hybrid functional TDDFT and thus enables practical calculations on large systems of hundreds of atoms at a moderate cost. Timings could be further improved by accelerating the evaluation of the exact exchange integrals using either standard resolution-of-the-identity approaches or seminumerical integration. In comparison to inherent methodological errors of TDDFT because of the chosen density functional, the loss in accuracy for ADMM-approximated kernels is minor when auxiliary basis sets of at least triple-\( \zeta \) size are selected. ADMM/TZVP+\( \text{sp} \) MAEs in excited-state bond lengths are in the range of 0.3 pm and corresponding vertical and adiabatic excitation and fluorescence energies are off by 0.02–0.04 eV. In contrast, conventional PBE0/TZVP bond lengths and adiabatic excitation energies show MAEs of 0.9 pm and 0.3 eV with respect to EOM-CCSD/def2-TZVPP reference data. The given ADMM accuracy estimate represents a lower limit that was found to be reliable when the simplest ADMM variant was chosen based on basis projection in combination with a triple-\( \zeta \) auxiliary basis. It could be further improved by either adding an exchange density functional correction to compensate the incompleteness error or, regarding the perpendicular methodological error, by switching to more sophisticated ADMM schemes with the latter, however, increasing the complexity of implementation. The semiempirical sTDA method is particularly useful when aiming for broad-band absorption or emission spectra and efficient prescreening of large-scale test sets. An order of magnitude speedup was achieved with sTDA in comparison to ADMM when spectra over the lowest 500 excitation energies were computed, with resulting timings being in the range of minutes rather than hours. Because of the reduced amount of ERIs, the sTDA kernel also accelerates timings by a factor of 2 for each ES geometry optimization cycle. However, an increased number of optimization steps can lead to total timings comparable to ADMM. We expect that further savings could be achieved when optimizing the current sTDA ES gradient implementation as well as when choosing a semiempirical GS reference. In comparison to hybrid functional kernels, sTDA MAEs in excited-state bond lengths with respect to EOM-CCSD reference results are only slightly increased to 1.1 pm. According to the molecular benchmarks, the error estimate for vertical and adiabatic excitation and fluorescence energies can be assumed to be below 0.5 eV, a deviation that is slightly increased but still comparable to the MAE of 0.3 eV of conventional PBE0 with respect to EOM-CCSD references. Similar relative error ranges are found for the investigated COFs, and a comparison of ADMM and sTDA oscillator strengths suggests qualitative accuracy of the tight binding method. The most critical parameter in the sTDA method is the exact exchange scaling. This parameter should be adjusted with respect to the selected hybrid functional ground-state reference and a suboptimal value can lead to large geometrical errors and even negative excitation energies. In the case of formyl chloride, the scaling parameter had to be adjusted to avoid dissociation when the first excited singlet

### Table 5. Vertical Excitation (\( E_{\text{vert}} \)), Adiabatic Excitation (\( E_{\text{ad}} \)), and Fluorescence Energies (\( E_{\text{fl}} \)) as well as Corresponding Stokes’ Shifts (\( \lambda \)) (eV) for ADMM-PBE0 and sTDA Kernels for the First Excited Singlet State for a Series of Fluorescent COFs

|        | \( E_{\text{vert}} \) | \( E_{\text{ad}} \) | \( E_{\text{fl}} \) | \( \lambda \) |
|--------|-----------------|-----------------|-----------------|-----------|
|        | ADMM            | sTDA            | ADMM            | sTDA      |
| 05001N2| 4.71            | 4.95            | 4.40            | 4.16      |
| 05002N2| 3.77            | 3.44            | 2.60            | 2.14      |
| 15100N2| 3.54            | 3.08            | 2.27            | 1.85      |
| 15101N2| 3.10            | 2.67            | 2.04            | 1.46      |
| 20610N2| 3.97            | 3.67            | 2.82            | 2.45      |
| 20611N2| 3.21            | 3.10            | 2.47            | 1.96      |
| MAE    | 0.31            | 0.42            | 0.40            | 0.17      |
state was optimized. Further studies are required to investigate the optimal fraction of exact exchange for periodic systems because the choice might differ from the values that were originally suggested for molecular systems. Further empirical shifts might also be required when the sTDA excited-state method is combined with corresponding semiempirical ground-state calculations. A consistent setup remains to be investigated, but we expect it to pave the way to treat even larger systems. It also remains to be investigated in future work if efficiency and accuracy of ADMM-approximated hybrid functional TD-DFT and sTDA are beneficial for excited-state molecular dynamic simulations.
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