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Introduction. – There are several ways to characterize a system in nonequilibrium. Such a system breaks time-reversal invariance. It does not obey detailed balance. It dissipates. It possesses non-zero fluxes. Very recently, a surprising inequality was discovered that links these concepts [1–3]. The inequality states that the average of a thermodynamic-like flux, $\mathcal{J}$, (such as work, heat or particle flux) is bounded by the variance of its fluctuations $\delta j^2$ and the total rate of entropy production in the system, $\dot{S}$, in the following way:

$$\frac{\mathcal{J}^2}{\delta j^2} \leq \frac{\dot{S}}{2k_B}.$$  

(1)

$k_B$ is Boltzmann’s constant. The great interest of this result is that it is valid “arbitrary far from equilibrium”. Furthermore, its usefulness has, in its short existence, been illustrated in different contexts including molecular motors [4], first-passage problems [5,6], heat engines [7], self-assembly [8], information theory [9], and biochemical oscillations [10]. Originally, the above relation was obtained as a long-time result for systems with a finite state space [3]. More recently, it was shown to hold in finite time [11–13] and for diffusive systems [14–16]. It is, however, not valid for time-discrete Markov chains [17] or systems with explicit time-dependent driving [18–20]. This raises the question as to whether there exists a generalization that covers these situations.

In this letter, we (partially) answer this question by deriving the following generalized uncertainty relation:

$$\frac{\mathcal{J}^2}{\delta j^2} \leq \frac{1}{2\Delta t} \left(e^{\Delta S/k_B} - 1\right).$$  

(2)

It is valid for Markov chains and for periodically driven systems under the extra assumption of time-symmetric driving (i.e., the driving is invariant under time reversal). $\Delta t$ is the duration of one Markov step or period of the driving and $\Delta S$ is the associated entropy production. The uncertainty relation, eq. (1), is recovered in the continuous time limit, $\Delta t \to 0$ with $\Delta S/\Delta t \to \dot{S}$.

The outline of this letter is as follows. Our derivation is built on the large-deviation properties of empirical distributions for Markov chains, which are reviewed in the next section. In the third section, we derive the generalized uncertainty relation, eq. (2), and illustrate the inequality for a random walker and a two-level system in the fourth section. We conclude with a short discussion.

Large-deviation theory. – Consider a time-homogeneous irreducible Markov chain, characterized by the (time-independent, pairwise) probability $p = \{p_{kl}\}$, with $p_{kl}$ the probability to be at a given time in state $k$ and go to state $l$ in a single time step $\Delta t$. The (pair) empirical distribution $q = \{q_{kl}\}$ is defined as the observed probability for the pair states observed in a finite run, i.e., $q_{kl}$ is equal to the fraction of pairs $k$ followed by $l$, that is observed in a run of $N = t/\Delta t$ steps. In the long-time limit, $N \to \infty$, $q_{kl}$ will converge to $p_{kl}$. According to the theory of large deviations, the asymptotic convergence is such that any other empirical density becomes exponentially unlikely, i.e.,

$$P_t(q) = \exp(-t\mathcal{I}(q) + o(t)),$$  

(3)

or

$$\mathcal{I}(q) = -\lim_{t \to \infty} \frac{1}{t} \ln P_t(q).$$  

(4)

$\mathcal{I}(q)$ is called the large-deviation function associated with the empirical density. It satisfies

$$\mathcal{I}(q) \geq 0, \quad \mathcal{I}(q) = 0 \iff q_{kl} = p_{kl}, \quad \forall k, l.$$  

(5)
The explicit expression of this large-deviation function is known [21,22]:

\[ \mathcal{I}(q) = \frac{1}{\Delta t} \left( \sum_{k,l} q_{kl} \ln \left( \frac{q_{kl}}{p_{kl}} \right) - \sum_k q_k \ln \left( \frac{q_k}{p_k} \right) \right), \]  

with \( q_k = \sum_l q_{kl} \) and \( p_k = \sum_l p_{kl} \).

We are interested in the large-deviation properties of a “reduced” quantity, namely a generic thermodynamic flux \( j \). It is a linear combination of the net empirical fluxes between any two states \( k \) and \( l \) [23]:

\[ j = \sum_{k,l} \mathcal{F}_{kl} q_{kl}, \]

with \( \mathcal{F} \) an antisymmetric matrix, \( \mathcal{F}_{kl} = -\mathcal{F}_{lk} \). The large-deviation function of \( j \) is defined as

\[ \mathcal{J}(j) = -\lim_{t \to \infty} \frac{1}{t} \ln P_t(j). \]

This function is again non-negative, and will only be zero for \( j \) equal to its “true” average \( \bar{j} \):

\[ \bar{j} = \sum_{k,l} \mathcal{F}_{kl} \mathcal{P}_{kl}. \]

It can be obtained from the large-deviation function for the empirical density via the so-called contraction principle [22]:

\[ \mathcal{J}(j) = \min_{\{q_{kl}, \sum_{i,j} \mathcal{F}_{ij} q_{ij} = j\}} \mathcal{I}(q), \]

where \( q_{kl} \) should also satisfy the properties of an empirical density, i.e., \( \sum_{k,l} q_{kl} = 1 \), \( q_{kl} \geq 0 \) and \( \sum_k q_{kl} = \sum_k q_{kl} \).

We finally mention that \( \mathcal{J}(j) \) (typically) has a parabolic minimum around \( \mathcal{J}(\bar{j}) = 0 \), with the second derivative related to the variance of \( j \), \( \delta j^2 \), as follows:

\[ \mathcal{J}''(\bar{j}) = \frac{1}{\delta j^2}. \]

Thermodynamic uncertainty relation. — To derive the generalized thermodynamic uncertainty relation, eq. (2), we start from the contraction principle, eq. (10). The implied constrained optimization is difficult to perform. Instead, an upper bound can be obtained using the following trial empirical density (assuming \( j \to \bar{j} \)):

\[ \bar{q}_{kl} = p_{kl} + \frac{j}{\bar{j}} \left( p_{kl} - \frac{p_{kl} p_{lk}}{N (p_{kl} + p_{lk})} \right), \]

with

\[ N = \sum_{k,l} \frac{p_{kl} p_{lk}}{p_{kl} + p_{lk}}. \]

One can easily verify that this density is normalized. More importantly, the antisymmetry of \( \mathcal{F} \) together with eq. (9) implies that the constraint \( \sum_{k,l} \mathcal{F}_{kl} \bar{q}_{kl} = j \) is automatically satisfied. We thus conclude from eq. (10):

\[ \mathcal{J}(j) \leq I(\{\bar{q}_{kl}\}) \leq \frac{1}{\Delta t} \sum_{k,l} \bar{q}_{kl} \ln \left( \frac{\bar{q}_{kl}}{p_{kl}} \right), \]

where we used the fact that \( \sum_k \bar{q}_{kl} \ln (\bar{q}_{kl}/p_{kl}) \geq 0 \). Note that the left- and right-hand side of the above relation, as well as their first derivatives with respect to \( j \), are all equal to zero for \( j = \bar{j} \). An expansion up to second order around this value together with eq. (11) thus leads to the following inequality:

\[ \frac{1}{\delta j^2} \leq \frac{1}{\bar{j} \Delta t} \left( \frac{1}{2N} - 1 \right). \]

Next we introduce the entropy production for a step in the Markov chain:

\[ \Delta_t S = k_B \sum_{k,l} p_{kl} \ln \left( \frac{p_{kl}}{p_{lk}} \right). \]

While this definition appears to be in agreement with stochastic thermodynamics [23–26], we stress that a proper thermodynamic interpretation requires additional input about the physics of the system, for example about the energies of the different states, as well as about the properties of the transition matrix such as local detailed balance. For this reason, the inequality derived below is of statistical origin, resting only on generic properties of Markov chains. To make now the connection between the entropy production and the flux, we refer to the appendix for the derivation of the following inequality:

\[ \frac{1}{N} \leq e^{\Delta_t S/k_B} - 1. \]

The thermodynamic uncertainty relation for Markov chains follows by combination with eq. (15).

The above derivation can be adapted to periodically driven systems with time-symmetric driving. \( \Delta t \) now plays the role of one period. The trajectory of the system over such one period is denoted by \( \Gamma \), where \( \Gamma(t) \) denotes the state of the system at time \( t \). Associated with every path, there is a time-inverted path defined by \( \tilde{\Gamma}(t) = \Gamma(\Delta t - t) \), so that \( \tilde{\Gamma}(t) = \Gamma(t) \). The uncertainty relation, eq. (2), is valid for fluxes of the form

\[ j = \sum_{\Gamma} \mathcal{F}_{\Gamma} q_{\Gamma}, \]

where \( q_{\Gamma} \) denotes the empirical distribution to observe the trajectory \( \Gamma \), i.e., the fraction of periods in which it is observed in a run of \( N = t/\Delta t \) periods, and \( \mathcal{F}_{\Gamma} = -\mathcal{F}_{\tilde{\Gamma}} \) is antisymmetric with respect to time-reversal. In the appendix, we provide a handwaving derivation for the large deviation associated with \( q_{\Gamma} \):

\[ I(\{q_{\Gamma}\}) = \frac{1}{\Delta t} \left( \sum_{\Gamma} q_{\Gamma} \ln \left( \frac{q_{\Gamma}}{p_{\Gamma}} \right) - \sum_k q_k \ln \left( \frac{q_k}{p_k} \right) \right). \]
The thermodynamic uncertainty relation, eq. (2), is reproduced:

\[
\frac{W_{21}(t)}{\Delta t} = \frac{(1 - 2p_+)^2}{4p_+(1 - p_+)} \leq \frac{(p_+ - 1)^2}{2} - 1 \leq \frac{1}{2} \left( e^{\Delta S/k_B} - 1 \right),
\]

cf. fig. 1(b). Note that the bound becomes tight in the limit of an unbiased walker, and remains qualitatively correct (same type of divergence, but with extra prefactor 2) in the limit of a one-sided walker \((p_+ \to 0 \text{ or } 1)\).

Next, we test the bound on a two-state periodically driven system, in contact with a thermal reservoir at temperature \(T\). We have in mind a quantum dot, in which one of two active energy levels is modulated by an external field. The particle can jump from state 1 to state 2 with rate

\[
W_{21}(t) = K \exp \left( \beta \left( E_1 - E_2 \right) \right),
\]

and vice versa. Here, \(K\) is a rate constant, \(\beta = 1/(k_B T)\) and \(E_i, i = 1, 2\), are the energies associated with the states. We consider two protocols with time-symmetric driving of the energy level 2 (see fig. 2(a)). Our focus will be on the heat flux into the system: for every transition from state \(i\) to \(j\) at a time \(t\), an amount of heat equal to \(E_i(t) - E_j(t)\) is extracted from the heat bath. First, we consider a cosine driving of level 2:

\[
E_i(t) = 0, \quad E_2(t) = \Delta E \cos \left( \frac{2\pi t}{T} \right).
\]

We test the thermodynamic uncertainty relation for the heat flux \(j\) into the system via numerical simulations \([29]\), cf. fig. 2(b): the thermodynamic relation, eq. (2), is indeed verified, while eq. (1) is not.

Secondly, we consider the piecewise constant modulation of level 2, and derive exact results in the slow-modulation limit. Both levels start with the same energy \(E_1 = E_2 = 0\). Next, the energy of level 2 is lifted to \(\Delta E\). We assume that the relaxation rate is fast (or modulation is slow) so that the system relaxes to the equilibrium distribution:

\[
p_2 = \frac{e^{-\beta \Delta E}}{e^{-\beta \Delta E} + 1} = 1 - p_1.
\]

Following this relaxation, the energy of level 2 is again lowered to \(E_2 = 0\), and the system again relaxes to the corresponding equilibrium state \(p_1 = p_2 = 1/2\). We again focus on the heat flux \(j\) produced during this cycle. The average heat flux per cycle is

\[
\overline{j} = \langle \frac{1}{2} - p_2 \rangle \frac{\Delta E}{\Delta t} = \frac{1 - e^{-\beta \Delta E}}{2(e^{-\beta \Delta E} + 1)} \frac{\Delta E}{\Delta t}.
\]

By a similar argument, one can derive the variance:

\[
\overline{j^2} = \overline{j^2} = \frac{(e^{-2\beta \Delta E} + 6e^{-\beta \Delta E} + 1) \Delta E^2}{4\Delta t (e^{-\beta \Delta E} + 1)^2}.
\]
average heat output over temperature: the average entropy production per cycle is equal to the after each period, its entropy remains unchanged, and as the system returns, on average, to the same state driving with rate constant, $K$.

result for the thermodynamic uncertainty relation for cosine level system with time-symmetric driving. (b) Numerical result for the analytically solvable two-level system. Equation (2) is valid, while eq. (1) is violated $\beta\Delta E$. Furthermore, the continuous-time uncertainty relation, eq. (1), can be violated for both examples.

Discussion. – In this letter, we have derived a generalized thermodynamic uncertainty relation valid for Markov chains, and time-symmetric, periodically driven systems. Some remarks are in place. First, it should be possible to test this bound experimentally [30–33]. Second, the discrete time setting is particularly interesting in the context of information processing, which naturally occurs via discrete steps. Third, we stress that the ingredients of our derivation are of mathematical and statistical nature. It would be of interest to investigate how genuine thermodynamic information allows to possibly refine the bounds and give them additional meaning. Finally, the thermodynamic uncertainty relation can now be tested experimentally [30–33]. Second, one might combine the results from this paper with the bound found in [34].
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Appendix A: proof of eq. (17). – We first use Jensen’s inequality to show that

\[
\ln N + \frac{\Delta_i S}{k_B} = \ln \left( \sum \frac{p_{ki}p_{lk}}{p_{kl} + p_{lk}} \right) + \sum \frac{p_{ki} - p_{lk}}{2} \ln \left( \frac{p_{ki}}{p_{lk}} \right) + \sum \frac{p_{ki} - p_{lk}}{2} \ln \left( \frac{2p_{ki}p_{lk}}{(p_{ki} + p_{lk})^2} \right) + \sum \frac{p_{ki}}{p_{lk}} \ln \frac{p_{ki}}{p_{lk}} + \left( \frac{1 + u_{kl}}{2} \ln \frac{2u_{kl}}{1 + u_{kl}}^2 + \frac{u_{kl} - 1}{2} \ln u_{kl} \right),
\]

with $u_{kl} = p_{lk}/p_{kl}$. One verifies that

\[
\frac{1 + u}{2} \ln \frac{2u}{(1 + u)^2} + \frac{u - 1}{2} \ln u \geq (1 - \ln 2) \frac{1 + u}{2} - \frac{2u}{u + 1}, \quad \forall u > 0.
\]

The thermodynamic uncertainty relation can now be verified:

\[
\frac{\beta^2 \Delta t}{\delta^2} = \frac{(1 - \exp(-\beta \Delta E))^2}{1 + 6\exp(-\beta \Delta E) + \exp(-2\beta \Delta E)} \leq \frac{\exp(\beta \Delta E - \frac{2\beta \Delta E}{e^{\beta \Delta E} + 1}) - 1}{2} = \frac{e^{\Delta_i S/k_B} - 1}{2}, \quad \text{cf. fig. 2(c)}.
\]

As the system returns, on average, to the same state after each period, its entropy remains unchanged, and the average entropy production per cycle is equal to the average heat output over temperature:

\[
\Delta_i S = \frac{\Delta \Delta t}{T}.
\]
Applying this to the previous inequality gives

$$\ln N + \frac{\Delta I S}{k_B} \geq (1 - \ln 2) \sum_{k,l} \frac{p_{kl} + p_{lk}}{2} - 2 \sum_{k,l} \frac{p_{kl}p_{lk}}{p_{kl} + p_{lk}}$$

$$= 1 - \ln 2 - 2 \Delta I .$$

(A.3)

With $1 - \ln 2 - 2 \Delta I \geq \ln(1 - N)$, $\forall N \geq 0$, one arrives at

$$\ln N + \frac{\Delta I S}{k_B} \geq \ln(1 - N),$$

(A.4)

hence eq. (17).

**Appendix B: large deviation function of empirical paths.** – To derive the large deviation function of the empirical density, cf. eq. (19), we first consider the probability distribution for $\{q_t\}$:

$$P_t(\{q_t\}) = P_t(\{q_t\} | q)P_I(q),$$

(B.1)

where $q = \{q_{kl}\}$, $q_{kl}$ being the fraction of cycles which start at state $k$ and end at state $l$. The associated large-deviation function is given by

$$I(\{q_t\}) = \lim_{t \to \infty} \frac{1}{t} \ln P_t(\{q_t\}) = I(\{q_t\} | q) + I(q).$$

(B.2)

Since the transition between initial and final states after each period is described by a Markov chain, $I(q)$ is given by eq. (6). Furthermore, consecutive cycles are independent, hence, omitting some mathematical details concerning the summation of paths, one writes

$$P_t(\{q_t\} | q) = \prod_{k,l} \left( \frac{(N q_{kl})!}{\prod (N q_{q_{kl}})! \prod (q_{kl})} \right) ^ {N q_{kl}},$$

(B.3)

where $N = t/dt$ and $\{\Gamma_{ij}\}$ is the set of trajectories starting in state $i$ and ending in state $j$. Using Stirling’s approximation, one can now derive the expression for the conditional large-deviation function, $I(\{q_t\} | q)$:

$$I(\{q_t\} | q) = \frac{1}{N t} \left( \sum_{\Gamma} q_{\Gamma} \ln \left( \frac{q_{\Gamma}}{p_{\Gamma}} \right) - \sum_{k,l} q_{kl} \ln \left( \frac{q_{kl}}{p_{kl}} \right) \right) .$$

(B.4)

Combination with the large-deviation function for $I(q)$ leads to eq. (19).
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