Abstract: Thermodynamics is continuously spreading in the engineering practice, which is especially true for non-equilibrium models in continuum problems. Although there are concepts and approaches beyond the classical knowledge, which are known for decades, their mathematical properties, and consequences of the generalizations are less-known and are still of high interest in current researches. Therefore, we found it essential to collect the most important and still open mathematical questions that are related to different continuum thermodynamic approaches. First, we start with the example of Classical Irreversible Thermodynamics (CIT) in order to provide the basis for the more general and complex frameworks, such as the Non-Equilibrium Thermodynamics with Internal Variables (NET-IV) and Rational Extended Thermodynamics (RET). Here, we aim to present that each approach has its specific problems, such as how the initial and boundary conditions can be formulated, how the coefficients in the partial differential equations are connected to each other, and how it affects the appearance of nonlinearities. We present these properties and comparing the approach of NET-IV and RET to each other from these points of view. In the present work, we restrict ourselves on non-relativistic models.
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1. Introduction

The famous finding of Fourier, widely known as Fourier’s law in which the heat flux \( q_i \) is proportional with the temperature gradient \( \partial_i T \),

\[
q_i = -\lambda \partial_i T,
\]

serves as the basis for almost all of the thermal problems in the engineering practice, where \( \lambda \) is known to be the thermal conductivity. Here, and throughout the manuscript, we use index notation with Einstein’s summation convention. However, as many experimental results prove, Equation (1) must be generalized in order to provide a reliable model both for describing heat waves and room temperature phenomena [1–4], occurring on a wide range of spatial scales. This is a task that must be carried out carefully, and in which thermodynamics has an inevitable role with increasing importance.
Independent of how one generalizes Equation (1), its consequences must be understood before starting to choose and utilize a model in practical problems, beyond simply trying to model an experimental setting. This stands as a motivation for the present paper: discussing how the thermodynamic modeling process restricts the mathematical properties of the resulting partial differential equations, and how it aids (or fades) our understanding of a physical phenomenon. For instance, generalizing Equation (1) modifies the possibilities for initial and boundary conditions, their analytical and numerical solutions, and their compatibility for coupled problems, i.e., what is a physically feasible, reasonable, and solvable model. Therefore, one needs a framework that is constructive, easy to handle for practical problems, but still provides insight that is enough for the problem.

Many approaches have been developed in the last decades in order to fulfill these requirements. The framework of Classical Irreversible Thermodynamics (CIT) is well-understood for classical phenomena, such as diffusive heat conduction or coupled problems (diffusive heat and moisture transport, Peltier and Seebeck effects, etc.) [5–7]. Even this classical approach of CIT contains some interesting and less-known possibilities for modeling. Section 2 is devoted to present the usual procedure of CIT, with discussing its mathematical consequences. Section 3 aims to continue and broaden the classical approach by introducing the so-called internal variables. This is the approach of Non-Equilibrium Thermodynamics with internal variables (NET-IV) [4,8,9]. Here, we mainly focus on nonlinearities, initial and boundary conditions, and its connection with the framework of Rational Extended Thermodynamics (RET) [10,11], by discussing briefly an intermediate approach, called Extended Irreversible Thermodynamics (EIT) [12]. RET and EIT both follow the results and procedure of kinetic theory, but, on a different level, this is the reason why EIT is called to be intermediate between NET-IV and RET [13]. Therefore, Section 4 presents the basic structure of RET together with its mathematical consequences. More closely, we concentrated on the closure problem particularly, which affects the boundary conditions differently than in the case of NET-IV. In the sense of methodology and problems that are analyzed, this study complements recent review [14] and can be regarded as the other side of the same coin. We now emphasize that the present paper aims to offer the possibility for ‘grab and use’ the generalized models for various situations for a larger community beyond the experts in thermodynamics, saving the time that spent on the derivation procedures. However, some aspects, such as the definition of boundary and initial conditions, remarkably differ in the generalized models. Therefore, we found inevitable to repeat some of the well-known results from earlier in order to offer a self-explaining discussion. Moreover, we restrict ourselves on non-relativistic models.

As an outlook, we mention some other frameworks of thermodynamics motivated by geometry and mechanics like metriplectic formulation [15] or GENERIC (General Equation for the Non-Equilibrium Reversible–Irreversible Coupling) [16–20], which can be interpreted as a thermodynamically consistent generalization of Hamiltonian mechanics, which was probably discovered first in [21]. These theories raise additional mathematical questions, such as the geometric structure behind thermodynamics. In parallel, they can be regarded as additional perspectives on the questions that are mentioned in this paper. GENERIC derives the reversible and irreversible contributions separately from each other, which looks artificial in some cases, such as for Fourier heat conduction as a purely dissipative process, but, in a more general and complex situation, it is a productive method for deriving dynamical models. That sort of separation can be useful in the construction of specific numerical methods, see, e.g., [22–25]. The comparison of GENERIC with other non-equilibrium thermodynamical frameworks is currently under investigation [26,27].

2. Classical Irreversible Thermodynamics

Here, we aim to briefly summarize the classical approach in order to ease the understanding of the later Sections. In this regard, we refer to the work of Onsager, Eckart, de Groot-Mazur, Prigogine,
and Gyarmati [5–7,28–33], who have founded the bases of irreversible thermodynamics in continuum physics. The importance of CIT lies in the following:

1. to ensure a unified thermodynamical background for the classical transport equations, e.g., for Fourier heat conduction, Fick diffusion, and Newton and Stokes viscosity laws; and,
2. to discuss different cross-effects systematically, such as Soret-, Dufour-, Peltier-, and Seebeck-effects.

In general, the continuum theories are formed by balance equations, constitutive equations, and equations of states. Here, in the case of CIT, and later in NET-IV, the theory starts from the balances, which are ‘closed’ by the constitutive relations. In RET, it is different, there the balances are obtained and closed differently. In the following, we restrict ourselves on a single component continuum. Table 1 summarizes the integral and differential form of the balance equations for both the local and substantial descriptions, in which we followed Gyarmati [7] in notation: $X$ denotes any extensive thermodynamical state quantity, and $x = \frac{X}{M}$ is $X$’s mass-specific quantity, where $M$ is the mass of the body. Furthermore, $(J_X)_i$ is the so-called substantial or conductive current density of $X$, $n_i$ is the normal vector of the differential surface element $dA$, and $\Sigma X$ is the volumetric production rate of $X$. Moreover, we distinguish the spatial domains and their boundaries accordingly with respect to the description: $\mathcal{R}$ stands for the collection of points comoving with the body, therefore it is not a fixed domain, contrary to $\Omega$. Consequently, there is no mass flux through $\partial \mathcal{R}$, but the mass flux on $\partial \Omega$ contributes to the other balances.

Table 1. Summarizing the balance equation.

| Material/Substantial Description | Spatial/Local Description |
|----------------------------------|---------------------------|
| Integral form                    | ∫ $\rho x dV = - \int_{\mathcal{R}} (J_X)_i n_i dA + \int \Sigma X dV$ | $\int_{\Omega} \partial_t (\rho x) dV = - \int_{\partial \Omega} [(J_X)_i + \rho x v_i] n_i dA + \int \Sigma X dV$ |
| Differential form                | $\rho \dot{x} = - \partial_i (J_X)_i + \Sigma X$ | $\partial_t (\rho x) = - \partial_i [(J_X)_i + \rho x v_i] + \Sigma X$ |

From now on, we use the upper dot notation for the substantial time derivative, i.e., $\dot{} \equiv \frac{d}{dt} = \partial_t + v_i \partial_i$, which shows how a quantity changes in time at a fixed material point, while it moves with velocity $v_i$, and, $\partial_t$ and $\partial_i$ are the partial time and space derivatives, respectively.

With omitting the details, the following substantial balance equations can be derived for the thermomechanical (chemical, moisture diffusion and electromagnetic processes can also be included, but here we neglect them) processes of non-polar (in non-polar continua, the internal rotational degrees of freedom play no role, thus the angular momentum is not an independent state variable) continua:

1. Conservation of mass implies the so-called continuity equation

\[ \dot{\rho} + \rho \partial_i v_i = 0. \]  

2. Cauchy’s first equation of motion

\[ \rho \partial_i = \partial_j \sigma_{ij} + \rho g_i \]  

ensures the conservation of linear momentum. Here $\sigma_{ij}$ denotes the Cauchy stress tensor, which is the opposite of the pressure tensor $P_{ij}$ and $g_i$ is the field strength.

3. The conservation of angular momentum implies the symmetry of the Cauchy stress, i.e.,

\[ \sigma_{ij} = \sigma_{ji} \]  

which is only valid for non-polar media, and usually called as Cauchy’s second equation of motion. More precisely, this is merely the sufficient condition of conservation of angular momentum, but not a necessary one, for details, see [34].
4. Starting with the conservation of total energy, one can derive the balance of internal energy or the
first law of thermodynamics, which reads as
\[ \rho \dot{e} = -\partial_i q_i + \sigma_{ij} \partial_j v_i + q_V, \]  
(5)
where \( e \) denotes the specific internal energy, \( q_i \) the heat flux density (more precisely the conductive
current of internal energy), \( q_V \) is the volumetric heat source density, \( \sigma_{ij} \partial_j v_i \) is the mechanical
power, for which \( \sigma_{ij} \partial_j v_i = \sigma_{ij} (\partial_j v_i + \partial_i v_j) / 2 \) holds in the light of (4).

These balance equations—prescribed for conservative quantities—are governed by the entropy
balance, which is
\[ \rho \dot{s} = -\partial_i (J S)_i + \Sigma S, \]  
(6)
in substantial form, and \( s \) is the mass specific entropy, \( (J S)_i \) is the entropy current density and \( \Sigma S \) is the
entropy production, which is non-negative and measures the dissipation along a process. While the
first law of thermodynamics is given in (5), the second law is more complex. Although, it is formally
expressed by (6), we provide here a more detailed definition, following Ván [35].

1. There exists independent thermodynamical bodies, which can be described by extensive state
quantities and intensive state functions. One body is characterized by \( N \) extensive state quantities
\( (X_a, a \in 1, 2, \ldots, N) \). The thermodynamical state space is spanned by the Descartes product of all
\( X_a \). We will denote the intensive state functions with \( Y_a, a \in 1, 2, \ldots, N \), which are the functions
of the extensive ones. For fluids and gases with one component, the extensive state quantities are
the mass \( M \), the volume \( V \), and the internal energy \( E \).

2. The entropy is the potential function of the vector space spanned by the intensive
thermodynamical state quantities, characterized by the Gibbs relation as
\[ dS(X_1, X_2, \ldots, X_N) = \sum_{a=1}^{N} Y_a dX_a. \]  
(7)
In other words, the intensive state functions are the partial derivatives of entropy, i.e.,
\[ Y_a(X_1, X_2, \ldots, X_N) = \frac{\partial S}{\partial X_a} \bigg|_{X_b, a \neq b}, \quad a, b = 1, 2, \ldots, N. \]  
(8)
For fluids and gases, the Gibbs relation is
\[ dS(E, V, m) = \frac{1}{T} dE + \frac{p}{T} dV - \frac{\mu}{T} dM, \]  
(9)
where the intensive state functions are defined by the partial derivatives
\[ \frac{1}{T}(E, V, m) = \frac{\partial S}{\partial E} \bigg|_{V,M}, \quad \frac{p}{T}(E, V, m) = \frac{\partial S}{\partial V} \bigg|_{E,M}, \quad -\frac{\mu}{T}(E, V, m) = \frac{\partial S}{\partial M} \bigg|_{E,V}, \]  
(10)
in which \( T \) denotes the temperature, \( p \) is the (static) pressure and \( \mu \) is the chemical potential.

3. The entropy is an extensive thermodynamical function, called locality condition. More precisely,
(a) the entropy is an Euler homogeneous function of any of its variables, e.g.,
\[ S(\lambda X_1, X_2, \ldots, X_N) = \lambda S(X_1, X_2, \ldots, X_N), \quad \lambda \in \mathbb{R}^+. \]  
(11)
(b) for all scalar $X_A$, one can be introduce the $X_A$-specific entropy, which is the function of the corresponding specific quantities, e.g., the $X^1$-specific entropy $s$ is defined as

$$ S(X_1, X_2, \ldots, X_N) = X_1 s\left(\frac{X_2}{X_1}, \ldots, \frac{X_N}{X_1}\right). $$

(12)

Usually, the mass specific entropy $s(e, v)$ and the entropy density $\rho S(\rho E, \rho)$ is used, where $e$ is the (mass) specific internal energy, $v$ is the specific volume, and $\rho E = \frac{E}{V}$ is the internal energy density.

(c) The Euler relation for entropy reads as

$$ S(X_1, X_2, \ldots, X_N) = \sum_{a=1}^{N} Y_a (X_1, X_2, \ldots, X_N) X_a, $$

(13)

which, for fluids and gases, is

$$ S(E, V, M) = \frac{1}{T} E + \frac{p}{T} V - \frac{\mu}{T} M. $$

(14)

In the light of (13), the entropy can be given as

$$ S(E, V, M) = Ms(e, v) = M\left(\frac{1}{T} e + \frac{p}{T} v - \frac{\mu}{T}\right), $$

(15)

where the expression in the bracket is the mass specific entropy.

As a consequence of statement 3, the Gibbs relation follows for $s(e, v)$:

$$ ds = \frac{1}{T} de + \frac{p}{T} dv. $$

(16)

4. The $X^1$-specific entropy is a concave function of its variables, i.e.,

$$ \det \partial_{x_a,x_b}s(x_2, \ldots, x_N) \leq 0, \quad a, b = 2, \ldots, N. $$

(17)

This statement leads to the internal or material stability criteria. Particularly for fluids and gases, these criteria are

$$ c_v := \left. \frac{\partial e(T, v)}{\partial T} \right|_v > 0, \quad \chi_T := \left. -\frac{1}{v} \frac{\partial p(T, v)}{\partial v} \right|_T > 0, $$

(18)

where $c_v$ is the isochoric specific heat and $\chi_T$ is the isothermal compressibility.

These axioms of thermostatics are valid for homogeneous systems. Moreover, they provide a key to extend Gibbs relation and classical thermodynamic methods to continuum elasticity and various weakly nonlocal continua as well, like self-gravitating or gradient elastic ones [9,36,37].

All these together form the concept of entropy, and the second law is expressed through its balance equation. Moreover, CIT has one more crucial assumption, which is called the local equilibrium hypothesis. Usually, the classical literature defines it as the state of a material point is close to the equilibrium, which is, all of the spatial points of a continuum is close to equilibrium, and quasi-equilibrium states are following each other from time instant to time instant. Such a definition suffers from many ambiguities, e.g., how the notions ‘close’ and ‘quasi-equilibrium’ can be defined. Instead, we recommend using the following definition. Local equilibrium is when the Gibbs-relation remains valid out of homogeneous equilibrium. In other words, the same $X_a$ extensives are used to characterize both the equilibrium state and the process out of equilibrium.
However, it is clear by now that the local equilibrium hypothesis has a limited region of validity. For instance, heterogeneous materials, fast processes, very high heat fluxes, low or high-temperature conditions, etc., are all capable of resulting in a non-equilibrium phenomenon. Consequently, in the generalizations of CIT, other variables are also introduced, called non-equilibrium variables.

**Exploiting the Second Law**

Equations (2), (3), and (5) determine the time evolution of mass, momentum, and energy fields, and contain 14 unknown quantities (ρ, \(v_i\), \(\sigma_{ij}\), \(e\), \(q_i\), but \(g\) and \(q_V\) are prescribed functions) overall. From mathematical point of view, one needs a ‘closure’, the relation between densities and their fluxes. These equations are the so-called constitutive equations (roughly, the material laws), which describe the relationships among \((J_X)_i\) and \(x\).

Thermodynamically consistent constitutive equations can be derived with the help of entropy and entropy production. The reversible—or the entropy preserving—contribution of the constitutive equations is embedded into the entropy function, while the irreversible—or dissipative—contribution, which increases entropy (thus results in thermodynamically stable processes) can be derived via evaluating the entropy production. For mathematically rigorous techniques, we refer to the work of Colemann–Noll and Liu [38,39]. In generalized cases, the constitutive state space can be weakly nonlocal; therefore, rigorous treatment requires the extension of the Liu and Coleman-Noll procedures, which was first suggested in [40] and later developed and applied in various cases [41–45]. It is also remarkable that, in the present situation, a more direct (and more heuristic) method is applied. The connection of the more rigorous and simpler methods is best understood in a wider context recently discussed by Ván and Kovács [46].

In what follows, we provide a simple example by utilizing a mathematically less precise, but and ‘easier to understand and use’ method.

**Example 1. Heat conduction in rigid bodies—Fourier heat conduction.** Here, we consider a rigid body at rest w.r.t. a given reference frame, thus both the velocity field and the volume change are identically zero. Furthermore, we also neglect the volumetric heat source density. Consequently, the balance of internal energy and the Gibbs relation are

\[
\rho \dot{e} = -\partial_i q_i; \quad ds = \frac{1}{T} de + \frac{p}{T} dv. \quad (19)
\]

Let us now evaluate the l.h.s. of the entropy balance (6), constrained by the balance of internal energy (19). With separating a full divergence term, we have

\[
\rho s \equiv (19) \Leftrightarrow \frac{1}{T} \rho \dot{e} \equiv -\frac{1}{T} \partial_i q_i \equiv \frac{1}{T} q_i \gamma_i + q_i \partial_i \frac{1}{T} = (J_S)_i \equiv \Sigma_S. \quad (20)
\]

First, by separating the full divergence from \(\rho s\), we obtained the usual definition of the entropy current density, i.e., it is not necessarily an a priori assumption on contrary to the usual approach, and it reads

\[
(J_S)_i = \frac{1}{T} q_i. \quad (21)
\]

In the case of generalized theories, (21) is different and offers the possibility to include spatially nonlocal effects in the model (roughly speaking, higher-order spatial derivatives). Finally, one must ensure the positive semi-definiteness of the entropy production

\[
\Sigma_S = q_i \partial_i \frac{1}{T}, \quad (22)
\]
for which the simplest solution is to assume a linear dependence on reciprocal temperature gradient,

\[ q_i = l(T) \frac{1}{T} \partial_i T = -\frac{l(T)}{T^2} \partial_i T = -\lambda(T) \partial_i T, \]

(23)

where the heat current density appears to be as a linear function of \( \partial_i \frac{1}{T} \). Moreover, \( l(T) \) is a positive function of temperature and \( \lambda(T) \) is called thermal conductivity. There are several—infinite—other opportunities to ensure the positive-semidefiniteness of entropy production. For example,

\[ q_i = l_1(T) \partial_i \frac{1}{T} + l_3(T) \left( \partial_i \frac{1}{T} \right)^3 + l_5(T) \left( \partial_i \frac{1}{T} \right)^5 + \ldots, \]

(24)

where \( l_1(T) \), \( l_3(T) \), and \( l_5(T) \) are positive functions, and the positiveness of \( \Sigma \) is immediately ensured. Analogously, assuming \( l(T, \partial_i T) \) coefficient results in a similar solution. It is still unknown how these nonlinear solutions could relate to the experiments.

Overall, heat conduction in a rigid body can be described by the balance of internal energy, and the constitutive equation, called Fourier’s law, in this case:

\[ \rho \dot{e} = -\partial_i q_i, \]

(25)

\[ q_i = -\lambda(T) \partial_i T. \]

(26)

As we mentioned above, the temperature is a function of the internal energy. Assuming that \( T(e) \) is invertable, and the specific internal energy is linear in the temperature with the specific heat \( c \) as \( e(T) = cT \), then substituting (26) into (25), the heat conduction equation for temperature is

\[ \rho c \dot{T} = \partial_i [\lambda(T) \partial_i T], \]

(27)

which is a parabolic second order partial differential equation. From a mathematical point of view, the usual boundary conditions are the following.

1. First kind or Dirichlet boundary condition: the temperature is prescribed on the boundary:

\[ T(t, r_i)|_{\partial\Omega} = T_{\partial\Omega}(t), \]

(28)

here, \( t \) and \( r_i \) are the time and space coordinates, respectively.

2. Second kind or Neumann boundary condition: the normal component of the heat flux is prescribed on the boundary, which is,

\[ (q_i(t, r_i)n_i)|_{\partial\Omega} = q_{\partial\Omega}(t). \]

(29)

Applying the Fourier Equation (26), (29) can be rewritten to

\[ (\partial_i T(t, r_i)n_i)|_{\partial\Omega} = -\frac{1}{\lambda} q_{\partial\Omega}(t). \]

(30)

3. Third kind or Robin boundary condition (convection type): the linear combination of the temperature and the normal component of heat flux is prescribed on the boundary. For instance, the Newtonian cooling boundary is

\[ (q_i(t, r_i)n_i)|_{\partial\Omega} = h [T(t, r_i)|_{\partial\Omega} - T_\infty], \]

(31)

where \( h \) is the heat transfer coefficient and \( T_\infty \) is the ambient temperature.
Here, we add some comments on the boundary conditions. Let us assume, that the material parameters \( c \) and \( \lambda \) can be considered as constant. In this case, one can introduce the thermal diffusivity \( \alpha := \frac{\lambda}{\rho c} \), and the heat conduction equation reduces to

\[
\dot{T} = \alpha \partial_i \partial_i T. \tag{32}
\]

However, because the differential operator \( \partial_i - \alpha \partial_i \partial_i \) is linear, a similar equation can also be derived for the heat current density,

\[
\dot{q}_i = \alpha \partial_i \partial_k q_k. \tag{33}
\]

in which \( q_i \) stands as the only field variable. These can be called as the temperature and heat flux representations of the system (25)–(26). For some particular situations, such as the modeling of the laser flash experiment, \( q \)-representation fits well. Notably, in this case, the usual second kind boundary becomes first kind, and it is not possible anymore to prescribe the temperature directly on the boundary. However, knowing the \( q_i \) field, the temperature can be easily recovered by integration, with a further restriction on a reference point.

Similarly, the constitutive equations for heat conducting Newtonian fluids, i.e., the Navier–Stokes–Fourier equations is also possible to derive in the same way [4].

3. Non-Equilibrium Thermodynamics with Internal Variables

While the classical thermal and mechanical equations—Hooke, Navier–Stokes, Fourier—are enough for the majority of engineering problems, these models have their limitations as any other model as well. For instance, modeling rheological phenomena occurring in solids require the generalization of Hooke’s law. One possible way to do so is to introduce dynamic degrees of freedom [8], aimed to catch the strain rate dependence by including a non-equilibrium state variable. A more general approach is to use internal variables, which are not necessarily zero in equilibrium, contrary to dynamic degrees of freedom. This is more apparent in situations related to microcrack modeling, in which the density function of cracks can be non-zero in equilibrium [47]. In the following, we place our focus on internal variables through the example of the Maxwell–Cattaneo–Vernotte (MCV) and Guyer–Krumhansl (GK) equations [48–52].

3.1. Maxwell-Cattaneo-Vernotte Equation

In both cases, we follow the usual procedure of non-equilibrium thermodynamics [4,9], in which the classical, local equilibrium part of the specific entropy \( s \) is shifted by a positive semidefinite function of the internal variable \( \xi_i \) in a way to preserve the convexity properties of the entropy:

\[
s(e, \xi_i) = s_e(e) - \frac{m}{2} \xi_i^2, \quad (m \in \mathbb{R}_0^+). \tag{34}
\]

As a special choice, one can decide to identify \( \xi_i \) with \( q_i \) and, thus, achieve compatibility with EIT. Applying the classical entropy flux \( (J_S)_i = q_i/T \), one obtains the following expression for the entropy production with considering \( \xi_i \equiv q_i \):

\[
\Sigma_s = \rho s(e, \xi_i) + \partial_i (J_S)_i = q_i \left( \partial_i \frac{1}{T} - \rho m \xi_i \right) \geq 0, \tag{35}
\]

and the balance of internal energy,

\[
\rho \dot{e} + \partial_i q_i = 0 \tag{36}
\]
is exploited, in which the source terms are neglected. Here we encounter multiple possibilities how to solve the entropy inequality (35), similarly to the Fourier equation. First, seeking linear solutions for isotropic materials, we find the following

\[ q_i = l \left( \partial_i \frac{1}{T} - \rho m \dot{q}_i \right), \quad (l \in \mathbb{R}^+), \]  

in which one can define the thermal conductivity \( \lambda = l/T^2 \) and relaxation time \( \tau = \rho ml \), and obtain the final form of the MCV equation [48–50] as

\[ \tau \dot{q}_i + q_i = -\lambda \partial_i T. \]  

Although this derivation in the framework of non-equilibrium thermodynamics is well-known since Gyarmati [53], there are multiple mathematical aspects, which must be discussed in detail. First, the Equation (37) shows a sort of ‘basic form’ of the constitutive equation, where the relationship among the coefficients is visible. It is of high importance when the simplest nonlinearities, e.g., temperature-dependent thermal conductivity is tried to be implemented: it immediately affects the relaxation time as well with far-reaching consequences [54]. Therefore, it is not possible to arbitrarily include such nonlinearities without knowing the ‘basic form’ of a constitutive equation. It is more apparent for the Guyer-Krumhansl equation. Furthermore, because \( q_i \) became a state variable, it is thermodynamically possible to assume \( l = l(T, q_i) \), which case is entirely open for future investigation both theoretically and experimentally. An analogous, but distinct approach has also been published recently [55], in which the nonlinearities are treated on a different ground with a similar \( q_i \) dependence.

Second, Equation (37) is only the simplest linear solution, and the entropy inequality also enables finding infinitely many nonlinear ones. For instance, the ‘simplest’ nonlinear solution arises as a polynomial of \( \left( \partial_i \frac{1}{T} - \rho m \dot{q}_i \right) \). However, even the linear case is able to bring up difficulties, still open questions both on physical and mathematical grounds. Such a difficulty emerges when non-uniform initial temperature distribution is accounted. In case of Fourier’s law, it is quite straightforward how to handle that situation: the gradient of the initial temperature field immediately leads to the initial state of the heat flux field. In case of the MCV equation, one has to solve the differential Equation (38) first, together with a constraint to determine the integration coefficient. It seems to be ‘trivial’, but let us keep in mind that the MCV equation is the simplest extension of the Fourier equation, with merely one time derivative.

3.2. Guyer-Krumhansl Equation

The situation becomes more difficult for the GK equation. Its derivation requires a generalized entropy flux as well, beyond the specific entropy (34). In the framework of EIT, \( (J_S)_i = q_i/T + \mu \partial_i q_j q_j \), \( (\mu \in \mathbb{R}_0^+ \) is assumed, which can exactly be recovered in the approach of NET-IV using a current multiplier, or Nyíri-multiplier \( B_{ij} \) [56]. Here, we have two options: either \( (J_S)_j = B_{ij} q_i \) or \( (J_S)_j = q_j/T + B_{ij} \dot{q}_j \) are valid. In theories like EIT or NET-IV, the relationship \( J_S (q) \) is assumed, thus the entropy production can be calculated and constrained by the balance of internal energy. In contrast, GENERIC derives the relationship \( q (J_S) \) from other assumptions, see, e.g., in [20]. When these functional relationships are invertible, they can be treated as equivalent. Calculating the entropy production, for the first option, we obtain

\[ \Sigma_s = \partial_j q_i \left( B_{ij} - \frac{1}{T} \delta_{ij} \right) + q_i \left( \partial_j B_{ij} - \rho m \dot{q}_i \right) \geq 0, \]  

and for the second one, it reads

\[ \Sigma_s = \partial_j q_i B_{ij} + q_i \left( \partial_j B_{ij} + \partial_i \frac{1}{T} - \rho m \dot{q}_i \right) \geq 0. \]
In both cases, $B_{ij}$ is defined through the entropy inequality, and can recover the EIT approach exactly by assuming the simplest linear solution. We note that both cases allow a more general solution for $B_{ij}$, e.g.,

$$B_{ij} = \mu_{ijkl} \partial_l q_k$$

in which case $\mu_{ijkl}$ is a fourth order tensor.

In order to keep the discussion focused, let us restrict ourselves to the one-dimensional situation and find the following as a solution of the entropy inequality:

$$B - \frac{1}{T} = l_1 \partial_x q, \quad (l_1 \in \mathbb{R}_0^+)$$

$$\partial_x B - \rho m \dot{q} = l_2 q, \quad (l_2 \in \mathbb{R}^+)$$

which forms the GK equation:

$$\tau \dot{q} + q = -\lambda \partial_x T + \kappa^2 \partial_{xx} q,$$  (43)

where

$$\tau = \frac{\rho m}{l_2}, \quad \lambda = \frac{1}{l_2 T^2}, \quad \kappa^2 = \frac{l_1}{l_2}.$$  (44)

Notably, the Nyíri-multiplier is an efficient tool for realizing coupling between quantities with different tensorial order, which would not be possible otherwise for isotropic materials due to the Curie principle. Physically, the spatially nonlocal extension of a hyperbolic model, i.e., the appearance of new spatial derivatives in the constitutive equation comparing to the MCV (38), leads to a parabolic model [4]. Consequently, a Nyíri-multiplier ensures a parabolic envelope for hyperbolic equations, in the sense that a current multiplier always provides a parabolic extension—a nonlocal term—to its hyperbolic 'core'. Additionally, in general, the occurrence of the nonlocal behaviour implies a coupling between different tensorial order quantities. Here, it can be interpreted as a coupling between $q_i$ and $\partial_j q_i$, where $\partial_j q_i$ represents the rate of a 'thermal pressure' [57].

Regarding the state variable dependent coefficients, the importance of the ‘basic form’ is more apparent here. For instance, $l_2 = l_2(T) : \mathbb{R}^+ \to \mathbb{R}^+$, $(l_2 \in \mathcal{C}^1)$ introduces the T-dependence into all other coefficients. It is shown in [54] on the example of the MCV equation that achieving linear T-dependence in $\tau$ and $\lambda$ necessarily implies $\rho = \rho(T)$, therefore the mechanics must be included. Although $\lambda = \lambda(T)$ looks completely natural in the classical case, this convenience vanishes for non-Fourier problems. Moreover, if $l_1 = l_1(T) : \mathbb{R}^+ \to \mathbb{R}^+$, $(l_1 \in \mathcal{C}^1)$ holds, one encounters extra derivatives in (43), e.g.,

$$\frac{dl_1}{dT} \partial_x T \partial_x q + l_1(T) \partial_{xx} q + \partial_x \frac{1}{T} - \rho m \dot{q} = l_2 q,$$  (45)

which seems to be straightforward if the GK equation is given in its ‘basic form’; however, this is not the case in the literature, in general, e.g., [55,58–60]. Therefore, we suggest that speaking about non-Fourier models is safe only in the case when the complete picture behind the constitutive equation is provided, especially for nonlinear problems. Otherwise, the implementation of any state variable dependence is unwise and also implies unknown simplifications. Moreover, because such closure is not unique, for instance, due to the infinitely many possibilities in the nonlinear regime, it could be possible to consider the geometrical background of thermodynamics as a further constraint.

The treatment of non-uniform initial conditions becomes significantly difficult contrary to Fourier’s law. Since the constitutive Equation (43) consists of both time and spatial dependence, one must include the boundary conditions in order to also determine the initial heat flux distribution. This is unusual in the classical approach. Furthermore, even the initially uniform (hence, $\partial_i T = 0$)
temperature distribution could allow a more general, possibly non-uniform heat flux distribution. The only requirement is to satisfy the following partial differential equation at the initial time instant:

\[ \tau \dot{q} + q = \kappa \partial_{xx} q. \] (46)

The trivial solution is a constant \( q \) at \( t = 0 \), also enabling the non-zero case. Now, it reveals the next obstacle to applying the classical approach for boundary conditions. For the Fourier equation, \( q \) and \( T \) are connected by the equality (1), thus both field variables are adequate to define the usual boundary conditions. This does not hold for the GK equation, the nonlocal term \( \partial_{xx} q \) does not allow for the parallel prescription of boundaries for both variables [61,62]. This is the primary disadvantage of finite element methods, in which all field variables are placed onto the same node, hence producing false solutions [63]. This attribute of the GK equation can be handled in two ways.

The first one is more suitable for analytical solutions; choose a primary field variable, which is used to prescribe the boundary conditions. Subsequently, starting from the ‘basic form’, it is possible to eliminate the other field variable, at least in the linear regime. This can be either \( T \) or \( q \)-representation of the GK equation. It could also be advantageous for the Fourier heat equation. The second option suggests keeping the evolution equations ‘untouched’, i.e., in the form of a system of partial differential equations. When the evolution equations are thermodynamically compatible, it is possible to use a numerical method with staggered fields [62], in which the primary field variable is kept on the boundary, while the other is shifted. Consequently, the shifted variable does not require defining boundary conditions, avoiding the problematic parallel description, and the structure of the evolution equations ensures the applicability of staggered fields. As a consequence of the proper treatment of boundary conditions, the solutions will satisfy the maximum principle; therefore, the unphysical ones are excluded. This is not the case in [60], where the temperature evolution also presents negative values.

### 3.3. Further Remarks about Boundary Conditions

Finally, we mention a few general remarks about the formulation of boundary conditions. Let us recall the Robin-type boundary,

\[ (q_i(t,r_i)n_i)|_{\partial \Omega} = h \left[ T(t,r_i)|_{\partial \Omega} - T_{\infty} \right]. \] (47)

In fact, the Fourier’s law is its differential analogue, and that type of boundary represents the interaction between a point-like body and its environment through thermal resistance. However, in principal, exchanging the constitutive equation would also affect that definition. For example, when considering the MCV equation, analogously the convective type boundary would be

\[ (\tau \dot{q}_i(t,r_i)n_i + q_i(t,r_i)n_i)|_{\partial \Omega} = h \left[ T(t,r_i)|_{\partial \Omega} - T_{\infty} \right], \] (48)

One could argue for and against, but our aim here is to reveal that it is still an open, unsolved problem for non-Fourier models. This idea is already revealed in [64] for heat conduction models based on kinetic theory. However, the experimental verification is still missing, and based on [64], the differences could be negligible in certain cases, but overall, there are no decisive results. For a more detailed discussion about the boundary condition possibilities in internal variable theories, we refer to the work of Cimmelli [65].

### 3.4. Coupled Heat and Mass Transport

Previously, we focused our discussion on the structure of heat conduction equations. The same obstacles also emerge for coupled systems; however, that parts serves as a bridge between NET-IV and RET. As the simplest demonstration for generalized coupled equations, we take the example of the extended Navier–Stokes–Fourier (NSF) equations. Their detailed thermodynamic background
can be found in [13], presenting their basis for approaches of NET-IV and RET. Briefly, the classical, local equilibrium part of the specific entropy \( s(\varepsilon, \rho) \) (with \( \rho \) being the mass density) is extended in the same way, as we have seen on the example of heat conduction, but now the mass density also plays an essential role. Thus, the specific entropy for the generalized case is

\[
s(\varepsilon, \rho, q_i; \Pi_{ij}) = s_c(\varepsilon, \rho) - \frac{m_1}{2} q_i q_i - \frac{m_2}{2} \Pi_{ij} \Pi_{ij} - \frac{m_3}{6} \Pi_{ii} \Pi_{jj}, \quad (m_1, m_2, m_3 \in \mathbb{R}_0^+),
\]

(49)

in which \( \Pi_{ij} \) is the viscous pressure, \( (\cdot) \) denotes its deviatoric part. Because the spherical and deviatoric parts are linearly independent of each other, that separation must be realized from the beginning, and utilized for the Nyíri-multiplier in the entropy current, as follows:

\[
(J_s)_j = \left( B_{ij} + \frac{B_{kk}}{3} \delta_{ij} \right) q_i.
\]

(50)

Omitting the detailed calculation of entropy production \( \sigma_s \), we arrive to

\[
-\rho m_1 q_i + \frac{1}{3} \partial_i b_{kk} + \partial_i b_{ij} = n q_i,
\]

(51)

\[
-\frac{1}{T} \partial_i \partial_i q_i - \rho m_2 \Pi_{ij} = l_{11} \Pi_{ij} + l_{12} \partial_i q_j,
\]

(52)

\[
b_{ij} = l_{21} \Pi_{ij} + l_{22} \partial_i q_j,
\]

(53)

\[
-\frac{1}{T} \partial_i \partial_i q_i - \rho m_3 \Pi_{ij} = k_{11} \Pi_{ii} - k_{12} \partial_i q_i,
\]

(54)

\[
b_{kk} - \frac{1}{T} = k_{21} \Pi_{ii} + k_{22} \partial_i q_i,
\]

(55)

with

\[
n > 0, \quad l_{11} l_{22} - (l_{12} + l_{21})^2 / 4 > 0, \quad k_{11} k_{22} - (k_{12} + k_{21})^2 / 4 > 0,
\]

(56)

as the simplest linear solution for isotropic materials. Here, it is also possible to assume the coupling coefficients to be symmetric, influencing the restrictions in (56) [66]. Rearranging the coefficients with considering the strictly linear case, it reads

\[
\tau_1 \dot{q}_i + q_i + \lambda \partial_i T - \alpha_{21} \partial_i \Pi_{kk} - \beta_{21} \partial_i \partial_i \Pi_{ij} = \gamma_1 \partial_i (\partial_k q_k) + \gamma_2 \partial_i \left( \partial_i q_j \right),
\]

\[
\tau_2 \Pi_{ij} + \Pi_{ij} + \nu \partial_i \partial_i q_j + \beta_{12} \partial_i \partial_i q_j = 0,
\]

\[
\tau_3 \Pi_{ii} + \Pi_{ii} + \eta \partial_i v_i + \alpha_{12} \partial_i q_i = 0,
\]

(57)

where the coefficients are formed as

\[
\tau_1 = \frac{\rho m_1}{n}, \quad \tau_2 = \frac{\rho m_2}{l_{11}}, \quad \tau_3 = \frac{3 \rho m_3}{k_{11}}, \quad \lambda = \frac{1}{3nT^2}, \quad \nu = \frac{1}{l_{11}}, \quad \eta = \frac{3}{Tk_{11}},
\]

\[
\alpha_{12} = \frac{3 k_{12}}{k_{11}}, \quad \alpha_2 = \frac{k_{21}}{9n}, \quad \beta_{12} = \frac{l_{12}}{l_{11}}, \quad \beta_{21} = \frac{l_{21}}{n}, \quad \gamma_1 = \frac{k_{22}}{3n}, \quad \gamma_2 = \frac{l_{22}}{n},
\]

(58)

\( \tau_{1,2,3} \) are the corresponding relaxation times, \( \nu \) and \( \eta \) are the shear and bulk viscosities, respectively; the \( \alpha \) and \( \beta \) are the coupling coefficients. We observe again that the appearance of the nonlocal terms necessarily implies a connection between different tensorial order quantities. While the utilization of Nyíri-multipliers allows achieving such a coupling both for the deviatoric and spherical parts, it also results in a parabolic model (57). This parabolic structure includes further possibilities than its hyperbolic counterpart from RET (i.e., when \( k_{22} = 0, l_{22} = 0 \)). Consequently, the usual procedure of NET-IV leads to a more general model, in which the coefficients are connected by means of (56) and (58) without any further constraint, on the contrary to RET. In parallel, it could stand as a disadvantage as
well due to the higher number of parameters to fit. As a side note, we may draw attention to a recent work [67], which retains the local equilibrium assumption and, thus, Gibbs relation, but allows for higher order coupling for entropy current similar to the one obtained by Nyíri-multipliers. As a result, coupled constitutive relations are obtained, but not of the rate type.

Staying in the linear and quasi-linear regime, the compatibility between RET and NET-IV (consequently, with EIT, too) is proved in [13]. However, the situation could be different in the nonlinear case, which becomes apparent regarding the rarefied gas experiments [68]. The importance of these experiments lies in the mass density dependence of the coefficients (58). It is revealed in these experiments that the speed of sound considerably changes with respect to the mass density, keeping the temperature and the sound frequency $\omega$ constant. According to the original measurements, the outcome is the function of the frequency–pressure ratio of $\omega/p$ only. However, when the $\omega$ and $T$ are constants, the density remains a mere variable to change in order to reveal the change in the speed of sound. That is, decreasing the density of gas from its normal state down to the low-pressure region (e.g., 10 Pa [68]), continuously enhance the role of the coupling between the fluid and thermal equations together with their hyperbolic character (i.e., the relaxation times become higher and higher). Therefore, these coefficients must be mass density-dependent. Indeed, it turned out to be true and crucial.

On one hand, in order to recover the $\omega/p$ scaling in the dispersion relations, it demands a particular mapping, i.e., $z(\rho) : \mathbb{R}^+ \rightarrow \mathbb{R}^+$ where $z$ could be any coefficient from (58). Moreover, this scaling also requires constant viscosities, thermal conductivity, and ideal gas state equations. On the other hand, these requirements are contradictory with viscosity vs. mass density measurements, in which the viscosity changes considerably for both the dense and rarefied regions. While models that are based on kinetic theory restrict themselves to such a scaling, the freedom in NET-IV offers further possibilities; for instance, it is easily possible to implement any measured mass density function with neither reaching further obstacles nor contradicting the basic principles of NET-IV.

Overall, we again emphasize that the implementation of nonlinearities requires special attention as the behavior of the generalized constitutive equations differs from the classical ones.

4. Rational Extended Thermodynamics

Extended thermodynamics emerged in the sixties of the last century [69] as a method to overcome the paradox of infinite speed of pulse propagation, which appears in the Fourier model of heat conduction and propagation of shear diffusion in Newtonian fluids. Although these models are widespread in scientific literature, as well as engineering applications, their physical inconsistency with fundamental physical constraints seemed to be disturbing.

The solution to this problem was first found within the framework of thermodynamics of irreversible processes (TIP) and, therefore, called Extended TIP. Further study related it more closely, in physical aspects, to the kinetic theory of gases, especially Grad’s method of moments [70], and to the hyperbolic systems of balance laws, in mathematical aspects. This direction is called Rational Extended Thermodynamics (RET), capturing at the same time methods and spirits of rational and extended thermodynamics [10].

It is clear from the outset that RET relies on both sound physical principles and desirable formal mathematical structure with the aim to establish physically/thermodynamically consistent models that predict a finite speed of pulse propagation. To that end, we shall discuss both aspects of this theory in the sequel.

The section will be organized, as follows. First, basic principles and formal structure of the governing equations will be presented, along with important mathematical consequences, like symmetrization. Second, an alternative approach, called Molecular Extended Thermodynamics (MET), which is based upon the application of the Maximum Entropy Principle (MEP) [71,72], will be presented. Because the major issue in non-equilibrium thermodynamics is the closure problem,
we shall demonstrate how these two approaches in conjunction lead to proper and complete closure of the
governing equations. Finally, we shall tackle the important problem of boundary conditions.

4.1. Formalism of RET

Rational extended thermodynamics, as its name tells, has a rational foundation with twofold
meaning of the adjective: on one hand, it is based upon physical principles; on the other, it constructs
appropriate physical theory by deduction. Physical principles that serve as its basis are:

1. governing equations are of balance type; they are also invariant with respect to
Galilean transformations;
2. constitutive functions depend on local (in point) values of field variables; and,
3. governing equations are adjoined with the entropy balance law with convex entropy density and
non-negative entropy production.

The balance laws structure provides natural weak formulation and the possibility for shock waves.
Galilean invariance [73] determines the velocity dependence of constitutive quantities. The local
character of the constitutive functions restricts the balance laws to the quasi-linear system of first-order
partial differential equations. Finally, entropy inequality secures physical consistency, but also provides
a tool for the transformation of governing equations into symmetric hyperbolic form.

If we denote, by \( u(t, x) \in \mathbb{R}^n \), the vector of field variables, then the generic form of governing
equations in RET is:

\[
\partial_t F(u) + \partial_x F_k(u) = f(u); \quad F_k(u) = F(u)v_k + \Phi_k(u), \tag{59}
\]

where \( F(u) \in \mathbb{R}^n \) is vector of densities, \( F_k(u) \in \mathbb{R}^n \) is vector of fluxes, \( \Phi_k(u) \in \mathbb{R}^n \) is vector of
non-convective fluxes, and \( f(u) \in \mathbb{R}^n \) is vector of productions. Every solution \( u(t, x) \) of the system (59)
is called the thermodynamic process.

Galilean invariance of governing equations may be formalized in the following way. Consider the
simplified form of Galilean transformation, \( x^* = x + ct, v^* = v + c, c = \text{const.}, t^* = t \). If the vector of
field variables is split into velocity \( v \in \mathbb{R}^3 \) and vector of objective quantities \( w \in \mathbb{R}^{n-3} \), \( u = (v, w) \),
then the following system:

\[
\partial_t F(v^*, w^*) + \partial_x F_k(v^*, w^*) = f(v^*, w^*); \quad F_k(v^*, w^*) = F(v^*, w^*)v_k^* + \Phi_k(v^*, w^*), \tag{60}
\]

should be equivalent to (59). Indeed, in this case, we have \( w^* = w \):

\[
\partial_t F(v + c, w) + \partial_x F_k(v + c, w) = f(v + c, w), \tag{61}
\]

and equivalence between (59) and (61) requires that the latter system is linear combination of the
former one. Thus, invariance with respect to Galilean transformations restricts the velocity dependence
of densities, fluxes, and productions by means of matrix function \( X(v) \):

\[
F(v, w) = X(v)\hat{F}(w); \quad \Phi_k(v, w) = X(v)\hat{\Phi}_k(w); \quad f(v, w) = X(v)\hat{f}(w), \tag{62}
\]

where hat denotes velocity independent functions determined by:

\[
\hat{F}(w) = F(0, w); \quad \hat{\Phi}_k(w) = \Phi_k(0, w); \quad \hat{f}(w) = f(0, w),
\]

where \( X(0) = I \).

Entropy inequality is a supplementary balance law that reads:

\[
\partial_t h + \partial_x h_k = \Sigma \geq 0, \tag{63}
\]
where $h$ is entropy density, $h_k$ is entropy flux, and $\Sigma$ is entropy production. Because (63), like balance laws (59), must be invariant with respect to Galilean transformations, we have:

$$h = h(w), \quad h_k = h_k(w), \quad \Sigma = \Sigma(w).$$

It restricts the structure of balance laws in more fundamental way: it must be satisfied for any thermodynamic process, i.e. for any solution of (59). Because (59) and (63) are both quasi-linear partial differential equations, they must be compatible. There comes entropy principle into play. In procedure established by Liu [39], entropy balance law (63) is regarded as fundamental equation, and balance laws (59) are treated as constraints. Following the method of multipliers, the problem with constraints is transformed into a problem without them by introduction of the co-vector $u'(u)$, so that following compatibility condition is established:

$$\partial_t h + \partial_k h_k - \Sigma = u' \cdot (\partial_t F + \partial_k F_k - f).$$

It is easily transformed into:

$$dh = u' \cdot dF,$$  \hspace{1cm} (64a)
$$dh_k = u' \cdot dF_k,$$  \hspace{1cm} (64b)
$$\Sigma = u' \cdot f \geq 0. \hspace{1cm} (64c)$$

We should make a caesura at this stage, before we proceed with further analysis of the entropy principle. Namely, compatibility conditions (64) bring two important novelties. First, once the co-vector of multipliers $u'$ is determined from (64a), (64b) formally determines the structure of entropy flux. In other words, entropy flux is no longer a priori defined, but becomes a constitutive quantity [74]. Second, residual inequality (64c) determines the structure of source terms, so that entropy production is semi-definite. This clearly implies that dissipation comes from production terms.

If we rearrange the compatibility condition (64a), the following result emerges:

$$d(u' \cdot F) - u' \cdot dF = dh \Rightarrow d(u' \cdot F - h) = u' \cdot dF =: dh',$$

where $h'$ is a new scalar potential, conjugate to $h$. Applying the same procedure to (64b), we obtain new potentials by means of Legendre transform of entropy density and entropy flux with respect to densities and fluxes, respectively:

$$h' := u' \cdot F - h, \quad h'_k := u' \cdot F_k - h_k. \hspace{1cm} (65)$$

The convexity of the entropy density $h$ with respect to $F$ allows for the transformation $F \mapsto u'$ to be invertible, not only locally, but globally. Subsequently, from (65), one obtains:

$$\frac{\partial h'}{\partial u} = F, \quad \frac{\partial h'_k}{\partial u} = F_k,$$

so that governing equations (59) can be put into symmetric form:

$$\frac{\partial^2 h'}{\partial u \partial u'} \frac{\partial u}{\partial u'} + \frac{\partial^2 h'_k}{\partial u \partial u'} \frac{\partial u'}{\partial x_k} = f(u'). \hspace{1cm} (66)$$

Because of the privileged character of multipliers $u'$, that now act as new field variables, they deserved special name the main field [75], or entropy variables [76].

A few remarks may be given at this stage. Liu’s procedure [39] brought a new concept in the study of compatibility between governing equations and entropy balance law. It introduced the multipliers as mediators, but their role went beyond compatibility issues. It appeared that the
symmetric form of balance laws coincided with Godunov’s [77] analysis of gas dynamics equations, and symmetrization results of Friedrichs and Lax [78]. This structure was further exploited in [79], and the hierarchy of hyperbolic principal subsystems was recognized. Furthermore, it was shown in the same study that the sub-characteristic condition for the characteristic speeds appears as a consequence of sub-entropy law. We would also like to mention that there are other approaches which reveal Hamiltonian structure of governing equations [80,81] and provide another perspective to symmetrization problem. Finally, hyperbolic systems of balance laws with convex entropy were the subject of mathematical analysis of smoothness and global existence of solutions [76,82].

Although the formalism of RET looks rather abstract at first sight, it was applied to numerous particular systems describing different physical processes. From the very beginning, its principal application was related to non-equilibrium thermodynamics, and much of its popularity was gained by remarkable equivalence with Grad’s moment method in the kinetic theory of gases [70], especially 13 moments model. It was recognized that in balance laws (59) densities and fluxes may be endowed with hierarchical structure, with increasing tensorial order of components:

\[
F = \begin{bmatrix} F \\ F_1 \\ F_{1i} \\ \vdots \\ F_{1i_2...i_n} \end{bmatrix}; \quad F_k = \begin{bmatrix} F_k \\ F_{1i} \\ F_{1ik} \\ \vdots \\ F_{1i_2...i_{n+k}} \end{bmatrix}.
\]

In kinetic theory of gases \( F_{1i_2...i_p} \) are moments of the distribution function of order \( p \). In principle, this hierarchy could be infinite and, in that case, it is equivalent to Boltzmann equation. However, when it is truncated at certain order, one must close the system, because productions and the last flux are undetermined. Grad expanded the velocity distribution function in terms of generalized Hermite polynomials, and resolved the closure problem by construction of its approximate form. RET, instead, relies on entropy principle and it exploits it for the closure problem.

Relation to the kinetic theory of gases gave RET additional boost, but also put the limits: for a long time, it was restricted to the analysis of monatomic gases, since there was no systematic procedure for derivation of a hyperbolic system of balance laws for polyatomic gases. This obstacle was overcome recently. Starting from the first result [83], a vast amount of results were accumulated and it is still growing. An up-to-date collection of the main results may be found in [11]. The crucial distinction with respect to classical monatomic theory is that governing equations are in two hierarchies instead of one. In particular, the model of viscous, heat conducting, and polyatomic gas is described by 14 moments, whose governing equations are structured, as follows:

\[
\begin{align*}
\partial_t F + \partial_k F_k &= 0; \\
\partial_t F_i + \partial_k F_{ik} &= 0; \\
\partial_t F_{ij} + \partial_k F_{ijk} &= P_{ij}; \\
\partial_t G_{ll} + \partial_k G_{llk} &= 0; \\
\partial_t G_{lli} + \partial_k G_{llik} &= Q_i.
\end{align*}
\]

\( F \)–hierarchy is momentum-like, while \( G \)–hierarchy is energy-like, and in physical variables their densities read:

\[
\begin{align*}
F &= \rho; \\
F_i &= \rho v_i; \\
F_{ij} &= \rho v_i v_j - t_{ij}; \\
G_{ll} &= \frac{1}{2} \rho |v|^2 + \rho e; \\
G_{lli} &= \left( \frac{1}{2} \rho |v|^2 + \rho e \right) v_l - t_{ij} v_j + q_i.
\end{align*}
\]
where \( t_{ij} = -(p + \Pi)\delta_{ij} + \sigma_{(ij)} \) is the stress tensor, \( p \) is the hydrostatic pressure, \( \Pi \) is the dynamic pressure, and \( \sigma_{(ij)} \) is the traceless viscous stress, while \( q_i \) is the heat flux. In such a way, the last equation of \( F \)-hierarchy in (67) becomes balance law for stress tensor, while the last equation of \( G \)-hierarchy becomes balance law for heat flux.

It must be emphasized that, except in the simplest cases of five or six moments equations, closure obtained by means of Liu’s method of multipliers can be achieved only in the neighborhood of local equilibrium. In that sense it is not exact, but approximate. As a consequence, productions \( P_{ij} \) and \( Q_i \), and entropy density are determined only approximately. In particular, we have the productions:

\[
P_{ij} \approx \frac{1}{\tau_S} \sigma_{(ij)} - \frac{1}{\tau_{\Pi}} \Pi \delta_{ij}; \quad Q_i \approx v_i P_{ik} - \frac{1}{\tau_q} q_i,
\]

and the entropy density and entropy flux:

\[
\begin{align*}
  h &\approx \rho s - \frac{3D}{4(D-3)pT} \Pi \Delta^2 - \frac{1}{4pT} \sigma_{(ij)} \sigma_{(ij)} - \frac{\rho}{(D+2)pT} q_1 q_i; \\
  h_k &\approx \rho v_k + \frac{q_k}{T} - \frac{2}{(D+2)pT} \Pi q_k + \frac{1}{(D+2)pT} q_i \sigma_{ij}(k),
\end{align*}
\]

where \( s \) is specific entropy in equilibrium. In (69), \( \tau_S, \tau_{\Pi}, \) and \( \tau_q \) are relaxation times, which are functions of objective quantities, typically mass density \( \rho \) and temperature \( T \).

Here, we face important limitations in the practical application of described closure procedure. First, higher-order theories admit only approximate closure, thus restricting the application to processes in a certain neighborhood of the local equilibrium. This is also manifested through the loss of hyperbolicity in certain regions of state space. That was the subject of [84]. Second, the production terms are determined up to scalar positive functions, relaxation times, which are related to transport coefficients. This is a typical limitation of macroscopic theory, and cannot be overcome within its framework. To do that, one must step outside, either towards some more refined theoretical approach, or towards experimental data.

4.2. Molecular Extended Thermodynamics—Application of the Maximum Entropy Principle

While RET successfully combined the methodology of continuum mechanics, i.e., application of the entropy principle, with the hierarchical structure of balance laws resembling the moment method of Grad, molecular extended thermodynamics (also termed extended thermodynamics of moments), relied on the application of Maximum Entropy Principle (MEP). MEP is a generalization of the well-known result of classical thermodynamics that entropy reaches a maximum in equilibrium.

In the kinetic theory of gases, the state of the system is described by velocity distribution function \( f(t,x,\xi) \), where \( \xi \in \mathbb{R}^3 \) is the molecular velocity. Its evolution is determined by the Boltzmann equation:

\[
\partial_t f + \xi_k \partial_k f = Q(f,f),
\]

where \( Q(f,f) \) is the integral collision operator that describes the mechanism of interaction between the particles. In this context, MEP acquires variational character. Namely, it assumes that the actual state of the system is monitored through macroscopic quantities determined as moments of \( f \). Therefore, for the kinetic entropy defined as functional \( h = h[f] \), the actual distribution function is the one that maximizes \( h \), subject to constraints which define macroscopic variables as moments of \( f \).

The solution of the variational problem depends on the choice of macroscopic variables. If the constraints are to be \( \rho, \rho v, \) and \( \rho v \), one obtains the Maxwellian equilibrium distribution function as a maximizer. Kogan [85] showed that extending the list of constraints by the stress tensor and heat flux leads to Grad’s distribution function as a maximizer. This gave a stimulus to further application of MEP and led to a striking conclusion that exact solution of the variational problem formulated above is equivalent to the results of extended thermodynamics obtained by the procedure described in the
previous subsection. Here, an explanation should be given for the word exact. Namely, the solution to the variational problem is not particularly challenging—it is an exponential function of the polynomial of molecular velocities multiplied by appropriate Lagrange multipliers. However, computation of Lagrange multipliers in terms of macroscopic variables could be problematic if the largest degree of the moment is odd—in that case, the moments are diverging. That was observed already by Kogan, and it was further analyzed by Dreyer [86], leading to the approximation of the exact solution in the neighborhood of Maxwellian distribution. That was the way in which the closure problem was resolved in the case of odd highest moments. More mathematically intoned formulation of the MEP was given by Levermore [87].

Although MEP may be regarded as just another route to the hyperbolic system of balance laws already given by RET, there is an interest in its development. It may fill the gap between the endpoint reached by RET and the fully closed system of balance laws. An illustrative example will be the hyperbolic system of balance laws for polyatomic gases.

Starting from the statistical mechanical considerations [88], it was shown [89,90] that one may use a single additional continuous variable $I$ to describe the internal degrees of freedom of molecules in polyatomic gas, and recover the internal energy density of polytropic gases. Within this kinetic framework, it was formulated a MEP for polyatomic gases [91] that recovered the results (67)–(70) of RET. More precisely, for the kinetic entropy defined as:

$$ h[f] = -k_B \int_{\mathbb{R}^3} \int_0^\infty f \log f \varphi(I) \, dI \, d\xi, $$

one searches for the maximizer $f(i, x, \xi, I)$ subject to constraints:

$$
\begin{bmatrix}
    \rho \\
    \rho_i \\
    -\ell_{ij}
\end{bmatrix} = \int_{\mathbb{R}^3} \int_0^\infty m \begin{bmatrix} 1 \\ C_i \\ C_j \end{bmatrix} \varphi(I) \, dI \, dC,
$$

$$
\begin{bmatrix}
    \rho_e \\
    q_i
\end{bmatrix} = \int_{\mathbb{R}^3} \int_0^\infty \begin{bmatrix} \frac{1}{2} |C|^2 + \frac{m}{2} \\ \frac{1}{2} |C|^2 + \frac{m}{2} \end{bmatrix} \, dC
$$

where $\mathbf{C} = \xi - v$ is the peculiar velocity. A non-negative measure $\varphi(I) \, dI$ is property of the model. By taking $\varphi(I) = I^\alpha$, for $\alpha > -1$, one obtains the following 14 moments velocity distribution function:

$$ f \approx f_{14} = f_E \left\{ 1 - \frac{\rho}{p^2} \eta_i C_i + \frac{\rho}{p^2} \left[ \frac{5}{2} + \alpha \right] (1 + \alpha)^{-1} \Pi \delta_{ij} - \sigma_{(ij)} \right\} C_i C_j
$$

$$ - \frac{3}{2(1 + \alpha)} \frac{\rho}{p^2} \Pi \left( \frac{1}{2} |C|^2 + \frac{1}{m} \right) + \left( \frac{7}{2} + \alpha \right)^{-1} \frac{\rho^2}{p^3} q_i \left( \frac{1}{2} |C|^2 + \frac{1}{m} \right) C_i \right\},$$

where $f_E$ and $q(T)$:

$$ f_E = \frac{\rho}{m q(t)} \left( \frac{m}{2 \pi \Xi_B T} \right)^{3/2} \exp \left\{ -\frac{1}{k_B T} \left( \frac{1}{2} |C|^2 + \frac{1}{m} \right) \right\}, \quad q(T) = \int_0^\infty \exp \left( -\frac{T}{k_B T} \right) \varphi(I) \, dI,$$

are equilibrium distribution and auxiliary function, respectively. Densities (68) are recovered as moments of $f_{14}$ through (72), as well as entropy and entropy flux (70) while using the relation $\alpha = (D - 5)/3$. However, the main advantage comes from computation of the productions (69) as moments, i.e., weak form of the collision operator:

$$ P_{ij} = \int_{\mathbb{R}^3} \int_0^\infty m \xi_i \xi_j Q(f, f) \varphi(I) \, dI \, d\xi, \quad Q_i = \int_{\mathbb{R}^3} \int_0^\infty m \left( \frac{1}{2} |\xi|^2 + \frac{1}{m} \right) \xi_i Q(f, f) \varphi(I) \, dI \, d\xi.$$
In [92], it was used collision cross section that describes variables hard spheres, with an additional parameter \( s > -3/2 \), so that the relaxation times were explicitly computed:

\[
\frac{1}{\tau_S} = K \frac{2^{2s+4}}{15} \frac{\rho(k_BT)^2}{m q(T)^2} \sqrt{\pi} \left( \frac{k_BT}{m} \right)^s \Gamma \left[ s + \frac{3}{2} \right],
\]

\[
\frac{1}{\tau_\Pi} = K \left( \frac{5}{2} + \alpha \right) (1 + \alpha)^{-1} \frac{2^{2s+6}}{3(2s + 5)(2s + 7)} \frac{\rho(k_BT)^2}{m q(T)^2} \sqrt{\pi} \left( \frac{k_BT}{m} \right)^s \Gamma \left[ s + \frac{3}{2} \right],
\]

\[
\frac{1}{\tau_q} = K \left( \frac{7}{2} + \alpha \right) \frac{2^{2s+5}}{9(2s + 5)(2s + 7)} \frac{\rho(k_BT)^2}{m q(T)^2} \sqrt{\pi} \left( \frac{k_BT}{m} \right)^s \Gamma \left[ s + \frac{3}{2} \right].
\]

This result was used to adapt the parameter \( s \) so that model yields physically correct value of Prandtl number. In such a way, the closure of 14 moments model is completed by means of simultaneous application of RET and MEP.

We would like to draw attention to the question of non-linearity in the context of RET, especially related to production terms. To that end, we mention two examples. The first one is the multi-temperature mixture of Euler fluids. The model was established within the framework of RET in [93]. Closure that was obtained in this case was exact. Nevertheless, there remained a gap in the sense of phenomenological positive semi-definite matrices. More precise characterization was impossible within the macroscopic approach. Only in the special case of binary mixture it was determined the explicit form of the source terms [94–96]. Recently [97], using the kinetic theory approach, it was determined the non-linear structure of source terms in the multi-temperature mixture. Because they were structurally different from those obtained by RET, compatibility was achieved in a linear approximation of both. In such a way, phenomenological coefficients of RET were again determined in conjunction with the kinetic theory approach. The second example is concerned with non-linear closure while using MEP by means of higher degree of multipliers used for expansion in the neighborhood of Maxwellian distribution. This leads to non-linear closure for non-convective fluxes, as shown in [98,99].

4.3. Note on Boundary Conditions

The derivation of appropriate boundary conditions is a tremendous open problem in RET. There is no widely accepted approach, and this note will provide some of the standpoints and procedures that appeared in the literature.

One possible approach is developed and exploited in the works of Struchtrup and Torrilhon [100,101]. The main features that distinguish this approach will be briefly explained. First, analysis is built up around so-called R13 equations—parabolic regularization of Grad’s 13 moments equations that were obtained by adding the terms of Super-Burnett order. Construction of the model may be justified as regularization in the neighborhood of pseudo-equilibrium manifold, determined by Grad’s velocity distribution, just as NSF the model presents regularization in the vicinity of equilibrium manifold determined by the Maxwellian [100]. To determine the unknown non-convective fluxes for higher-order equations, the authors proceed in a classical way and exploit the entropy production rate. The outcome is non-local constitutive relations that bring regularizing terms in the model.

Second, the key for the derivation of boundary conditions is the entropy production rate due to collisions of the atoms with a solid wall. It is determined from the linear form of the entropy inequality, and the entropy flux at the wall. According to [101], because the entropy production rate must be non-negative, entropy flux out of the gas wall interface must be larger than the entropy flux into the interface, i.e., \( \Sigma_W = (\phi^W_k - \phi_k)n_k \geq 0 \). This implies the bilinear structure of the entropy production rate (for detailed explanation one should consult [101]):
\[ \Sigma_W = \sigma_{ni} [ v_i - v_i^W + \left( \frac{\omega_3}{5} - \alpha \right) \Pr q_i + \frac{\omega_2}{2} m_{inn} ] + \sigma_{nn} \left[ \beta q_n + \frac{3\omega_2}{8} m_{nnn} \right] + \frac{\omega_2}{4} \sigma_{ij} m_{ijn} \] (75)

\[ + \bar{q}_i \left[ a \Pr \sigma_{ni} + \frac{2\theta_2}{25} \Pr^2 R_{in} \right] + q_n \left[ \theta - \theta_W \left( \frac{\omega_3}{5} \Pr - \beta \right) \sigma_{nn} + \frac{2\theta_2}{25} \Pr^2 R_{nn} \right], \] (76)

and determines the fluxes at the boundary in terms of their driving forces (which will be omitted for the sake of brevity). Overbar indicates tangential components of stress tensor and heat flux, and \( R_{ij} \) and \( m_{ijk} \) are higher order fluxes. Such boundary conditions generalize the Maxwell–Smoluchowski velocity slip-temperature jump conditions.

Another approach was proposed by Barbera et al. [102] in the context of heat transfer problems in rarefied gases. It was motivated by the observation that rarefied gases, and the moments that describe its state are subject to thermal fluctuations. They are so rapid that gas cannot adjust its fields to the actual values of non-controllable data neither in the bulk region nor at the boundary. Therefore, it is assumed that the gas adjusts its field variables to the mean values of fluctuating data. Thermal fluctuations are determined by the entropy evaluated for Grad’s approximation of the velocity distribution function.

These two examples demonstrate that the derivation of boundary data for higher-order moments in RET is a demanding task, which cannot be resolved in a universal manner. In both approaches mentioned above, boundary conditions are the consequences of some general physical principle/insight. However, we still need a comprehensive comparative analysis of different approaches.

5. Study Closure

Since the seminal paper of Coleman and Noll [38], the second law of thermodynamics took the role of constraint on the admissible forms of constitutive relations. This introduced the notion of thermodynamic consistency for the continuum models. Nevertheless, certain questions still remain open, and our aim was to enlighten some mathematical aspects of continuum theories related to the models of non-equilibrium/irreversible processes.

Throughout the study, one may follow the evolution of the idea proposed by Coleman and Noll. Within the framework of CIT (Section 2), after the discussion of balance laws and the notion of entropy, the second law was exploited in the analysis of heat conduction in rigid bodies. Apart from classical result—linear relation between the heat flux and temperature gradient—a non-linear closure was proposed along with an inherent problem of determination of the phenomenological coefficients. This line of analysis was pursued in NET-IV (Section 3), in which internal variables were introduced and generalizations of the heat conduction problem were discussed. This led to the Maxwell–Cattaneo–Vernotte and, after the generalization of entropy flux, to the Guyer–Krumhansl equation. The study in this framework was then expanded to the problems with coupled mass and heat transport, which naturally motivated comparison with EIT and RET. Finally, within RET (Section 4), it was presented the formalism that yields the governing equations, which predict finite speeds of propagation of disturbances. The list of field variables is extended, the structure of equations is strict, and the entropy balance law yields a closure for non-convective fluxes and source terms. Although the entropy balance law retained the central role, this résumé demonstrates that the introduction of new assumptions could enrich the picture of non-equilibrium/irreversible processes. The way in which it is achieved depends on the aims and restrictions of a certain approach. For example, NET-IV relies on internal variables and (extended) entropy balance law to produce appropriate constitutive relations, which eventually get the rate type form. On the other hand, RET imposes governing equations in the form of a hyperbolic system of balance laws for an extended set of variables. In order to determine the phenomenological coefficients, NET-IV relies on experimental data, whereas RET may use the possibility of looking at first principles, i.e., kinetic theory of gases, to close the system.
Another issue that may be followed is the problem of initial and boundary conditions. This is a problem that has two equally important sides—mathematical and physical. Boundary conditions should be formulated such that the well-posedness of the problem is preserved. At the same time, the data for initial and boundary conditions are supposed to be measured or controlled, and this may cause the problem in generalized approaches. Our review shows that, within CIT, it is a classical and well-understood problem, both mathematically and experimentally. NET-IV proposes a generalization of convection-type boundary data, which is based upon constitutive relation, in a manner that is analogous to CIT. However, RET, which is primarily concerned with the behavior of rarefied gases, grabs for physical arguments that may yield appropriate information about the conditions on the solid boundary. From this perspective, it becomes apparent that there is no unifying approach to the problem of boundary conditions. It is still an open and challenging field for study.

Lastly, there is one more question that will remain unanswered, perhaps because it may be related to taste or philosophical standpoint. As mentioned in analysis of NET-IV, equations obtained in this way may be regarded as parabolic envelope to corresponding (subordinate) hyperbolic system. On the other hand, it is a standard procedure in RET to recover the parabolic (thermodynamic) limit by asymptotic methods in the small relaxation time limit [103] (even R13 equations may be obtained in this way starting from higher order hyperbolic system). Although the framework of NET-IV naturally yields parabolic equations, in view of fundamental physical issues, like causality and finite speed of propagation of disturbances, hyperbolic systems are preferable, and parabolic closures (i.e., non-local constitutive relations) can be treated just as approximations of hyperbolic balance laws [103].

Outlook: Experiments as Benchmarks

The mathematical aspects, such as parabolicty vs. hyperbolicity, nonlinearities, initial and boundary conditions, and further questions, are all can be condensed into a single perspective: how a model performs for real problems, i.e., how it can be validated with experiments, and how useful it is for a wider range of problems due to its limitations.

From an experimental point of view, the parabolic models are often better. For instance, the Fourier equation is widely applicable in the engineering practice. Furthermore, the Guyer–Krumhansl equation provides the best description for room temperature non-Fourier heat conduction, observed in heterogeneous materials on macroscale (rocks, foams) several times [3,104]. Moreover, the GK model was also extremely helpful to detect the second sound in solids by deriving the so-called window condition [52], despite its parabolic nature. However, it really matters how one derives the GK equation.

Starting from NET-IV, there are no assumptions on the microstructure and micro-mechanisms, therefore the model can be independently applied in both low and room temperature situations. On contrary, the phonon hydrodynamic model in RET developed for heat conduction modeling constrains the models on low temperature problems (or rarefied systems); consequently, the previously mentioned room temperature experiments are beyond its validity range. On the other hand, RET can offer an estimation for the coefficients, hence decreasing the number of unknown parameters, while NET-IV could have a significantly higher number of fitted parameters by enabling freely adjusting them, especially for the generalized Navier–Stokes–Fourier case for rarefied gases [68,105]. However, this is not a disadvantage in general. For example, during the reproduction of the ballistic-diffusive experiments performed by McNelly et al. [2], it is found to be the key property of NET-IV that eases the evaluation by allowing to exactly obtain the propagation speeds of thermal waves [106]. Indeed, while NET-IV offers such a freedom, RET models require high (at least 30) number of momentum equations in order to acceptably approximate the propagation speeds in the case of low-temperature heat conduction.

Because RET in the large part deals with rarefied gases, benchmark problems for its validation are the shock waves, i.e., the shock structure. However, there appears intrinsic constraint in this application—continuous shock structure does not exist in the models of RET if the shock speed exceeds
the highest characteristic speed of the hyperbolic system [107]. This result restricts the application to weak or moderate shocks, or requires significant increase in the number of moments (see Chapter 12 in [10]). Two recent results may be mentioned. The first one is concerned with the shock structure in polyatomic gases. In [108], it was shown that theoretically predicted shock structure may have asymmetric profile, with a thin layer where all the dissipation mechanisms take part, and with thick layer where only dynamic pressure (i.e. bulk viscosity) have significant contribution to dissipation. The results of RET are compared with Bethe–Teller theory, and it is shown perfect matching in the thick layer with reported experimental results for CO$_2$ [109]. Experimental data for thin layer are still lacking, although the analysis based upon solutions of the Boltzmann equation give similar predictions as RET [110]. The second result is related to the shock structure in multi-temperature model of mixtures [95,96]. Although the model is rather simple—it neglects viscous and heat conducting effects, but takes into account mutual momentum and energy exchange between the constituents through source terms—it yields good agreement with available experimental data [111] and direct simulations [112].

In recent comparisons, both of the approaches proved to be equally valuable for nonclassical phenomena [13,68,105], and they can mutually benefit for each others’ advantages. For a more thorough experimental review, we refer to [4].
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- **RET** Rational Extended Thermodynamics
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- **NET-IV** Non-Equilibrium Thermodynamics with Internal Variables
- **MEP** Maximum Entropy Principle
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