Holographic approach to transport in dense QCD matter
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Abstract

The transport properties of dense QCD matter play a crucial role in the physics of neutron stars and their mergers, but are notoriously difficult to study with traditional quantum field theory tools. Specializing to the case of unpaired quark matter in beta equilibrium, we approach the problem through the machinery of holography, in particular the V-QCD and D3-D7 models, and derive results for the electrical and thermal conductivities and the shear and bulk viscosities. In addition we compare the bulk to shear viscosity ratio to the speed of sound and find that it violates the so-called Buchel bound. Our results differ dramatically from earlier predictions of perturbative QCD, the root causes and implications of which we analyze in detail.
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Dramatic advances in neutron star (NS) observations, including the measurement of NS masses in excess of two solar masses ($M_\odot$) [1, 2], the breakthrough discovery of gravitational waves (GWs) from NS mergers [3, 4], and improvements in simultaneous mass-radius measurements (see, e.g., [5–7]) have recently cemented the position of neutron stars (NSs) as the primary laboratory of dense Quantum Chromodynamics (QCD) matter. Through a link between the microscopic and macroscopic worlds provided by General Relativity (GR), these observations have offered valuable constraints for the properties of matter well beyond the nuclear matter saturation density of approx. $n_s \approx 0.16 \text{ fm}^{-3}$.

A particularly useful model-independent framework, designed for implementing these observational constraints, is provided by controlled extrapolations and interpolations of the equation of state (EoS) of NS matter [8–22] from the low-density realm of nuclear theory [23–26] to the high-density regime of perturbative QCD [27–30]. At the moment, state-of-the-art studies of this kind are able to constrain the EoS to a good accuracy at all densities, including the most problematic region where the system is expected to transition from nuclear matter (NM) to deconfined quark matter (QM). Inside the cores of the most massive stable NSs, the properties of dense QCD matter have in addition been shown to lie closer to the expected characteristics of nearly conformal QM than to those of low-density NM, indicating the likely existence of quark cores inside at least some NSs [21].

Despite all the advances described above, what is currently still lacking is a smoking-gun signal of the presence of QM inside NSs or of its creation during NS mergers [31]. Such a dramatic detection of QM may in fact never come from studies of the NS-matter EoS: should the deconfinement transition be only weakly first order or even a crossover at high densities and low temperatures, the EoS is likely to undergo only smooth and modest changes near the transition. In the case of a crossover transition, no well-defined critical density would even exist, but there would instead be an extended density interval where the system transitions from the hadronic phase to a deconfined one. With this possibility in mind, alongside with efforts to constrain the EoS, one should clearly search for other observable quantities that witness more significant changes when the system enters the deconfined phases of QCD.

One very promising avenue for improving our current understanding of the high-density EoS and the deconfinement transition region at high densities is a possible future observation of a GW signal from the postmerger phase of a NS merger event. This scenario has already been
extensively studied using relativistic hydrodynamic simulations, revealing interesting imprints of strong first-order phase transitions (see, e.g., [31] for a discussion). As argued in [32], the dense and hot non-equilibrium system created in a merger is, however, not only sensitive to the EoS of NS matter, but also to the transport properties of the system, in particular its bulk viscosity. Recalling that transport quantities often experience substantial effects when the effective degrees of freedom in the system change (see, e.g., [33]), being able to infer the behavior of the most important transport coefficients in both the confined and deconfined phases of QCD would be extremely valuable. Combined with data on the postmerger waveform, such information may even provide the much-needed smoking gun evidence for the creation of QM.

A severe restriction for first-principles studies of dense QCD matter is that the phase structure of the theory is not properly understood at high densities and small-to-moderate temperatures. First, the location and order of the deconfinement transition is currently an open question due to a lack of nonperturbative ab-initio tools applicable at high densities [34], and second, the precise pattern of quark pairing in the deconfined phase is only known in the asymptotic limit [35]. Given these limitations, a sound starting point is to first consider the unpaired phase when inspecting a new class of physical quantities, and then try to generalize the results to various paired phases.

In [36], we presented first results for a number of important transport coefficients — the shear and bulk viscosities and the electrical and thermal conductivities — for strongly coupled unpaired quark matter. We described the system via the holographic V-QCD framework, which is based on adding unquenched quark flavors to the Improved Holographic QCD (IHQCD) model [37–39], and additionally via the D3-D7 probe brane model for dense QCD-like quenched matter [40, 41]. This work followed a series of previous holographic investigations of the bulk thermodynamic properties of dense and cold quark [42–47] and nuclear matter [48–51], but was the first one to study transport in the high-baryon-density regime (for the high-temperature, zero-density context, see, e.g., [52–54]). We found dramatic qualitative differences to the earlier perturbative results of [55] — the only previous first-principles results for these quantities — highlighting the need for caution when using the latter in phenomenological applications in NS physics.

In the present paper, we provide a significantly more detailed account of the calculations for the transport coefficients that were only briefly covered in [36]. We also extend this work in several new directions: In the V-QCD setup we, among other things, provide a detailed analysis of the low-temperature behavior of both bulk thermodynamic and transport quantities in the QM phase. The low-temperature physics is governed by a “critical” AdS$_2 \times \mathbb{R}^3$ geometry, and we argue that the low-temperature asymptotics of the transport coefficients at small $T$ can be given in terms of
a transseries. We also present results for the speed of sound at finite temperature and density, and extend the analysis of viscosities to nonzero frequencies. Furthermore, we solve the transport coefficients analytically at low temperatures in the D3-D7 model; in particular, we determine the leading contribution to the bulk viscosity from the flavor degrees of freedom. Finally, we point out that this result, as well as the results for V-QCD, violate a conjectured bound for the bulk viscosity [56, 57].

Our article is structured as follows. In Sec. [II] we review the V-QCD and D3-D7 models applied in our analysis, after which Section [III] contains a detailed account of the determination of the conductivities and viscosities. In Sec. [IV] we then analyze our results, while Sec. [V] presents a brief discussion of the implications of our findings and the future prospects of improving the description of high-density transport with holographic methods. The appendixes of the article finally contain some supplementary details of the calculations, necessary for a quantitative reproduction of our results.

II. HOLOGRAPHIC MODELS

In this section, we present our generic setup that will allow us to make connection to holographic models of QCD containing fundamental matter at nonzero density. These models include both top-down options like probe brane configurations [41, 58] and bottom-up approaches such as V-QCD [37, 38].

The action we consider consists of two separate pieces

\[ S_{\text{total}} = S_g + S_f , \]

where [59]

\[ S_g = \frac{1}{2\kappa^2} \int d^5 x \sqrt{-g} \left( R - \frac{1}{2} \partial_{\mu} \phi \partial^{\mu} \phi - V(\phi, \chi) \right) \]  

\[ S_f = -\frac{T_b}{2\kappa^2} \int d^5 x Z(\phi, \chi) \sqrt{-\det (g_{\mu\nu} + \kappa(\phi, \chi) \partial_{\mu} \chi \partial_{\nu} \chi + W(\phi, \chi) F_{\mu\nu})} . \]

The key difference to many other holographic models of QCD is the appearance of the DBI action [II.3] containing a square root. We believe that polynomial actions representing fundamental degrees of freedom would lead to results qualitatively different from those reported here. We also note that we write our action in five-dimensional language. It should be relatively straightforward to apply our techniques in higher-dimensional models if the reduction to five dimensions can be done explicitly.
Let us now discuss the different components of the actions above and their origins. In top-down setups, the \( S_g \) piece descends almost entirely from the closed string sector of type II supergravity by reducing on a five-dimensional compact manifold, and is thus related to the glue sector of a gauge theory with gauge group of rank \( N_c \). The scalar field \( \phi \) is identified with the dilaton, which in holographic contexts is dual to the Yang–Mills operator and its coupling constant. The potential term \( V(\phi, \chi) \) originates in the higher-dimensional Ramond–Ramond and Neveu–Schwarz fluxes and the compact geometry upon which one reduces. This reduction could in principle give rise to several scalars, \( \varphi_i \), that parametrize the compact manifold. Here we are omitting these in our description for simplicity, since considering them will not give new insights in our results, and their inclusion is in principle straightforward albeit tedious. Notice, however, that the potential depends explicitly on a second scalar, \( \chi \), which we will refer to as the tachyon. Its kinetic term is included in \( S_f \), as we shall discuss shortly. The dependence of the potential on this field will not have any important consequences in our results, but we include it explicitly since this dependence is present in smeared setups \[60\]. In V-QCD, however, we will restrict to \( V = V(\phi) \) configurations: The \( S_g \) sector of V-QCD is motivated by noncritical five dimensional string theory, but with a form for this potential that is chosen to match with known features of Yang-Mills theory as we will discuss below.

The second part of the action, given by \( S_f \), corresponds to the open string sector determined by the Dirac–Born–Infeld (DBI) action of a set of source branes in a top-down picture, and models the flavor sector of the theory. The scalar field \( \chi \) would then describe how the flavor branes, whose tension we have written as \( T_b/(2\kappa_5^2) \), are embedded in the higher-dimensional geometry. In bottom-up approaches, such as V-QCD, this scalar is referred to as the tachyon, since \( S_f \) is inspired by Sen’s tachyonic action \[61–67\], and we borrow this nomenclature. The field strength \( F_{\mu\nu} = \partial_{\mu}A_{\nu} - \partial_{\nu}A_{\mu} \) in turn gives the dynamics of a \( U(1)_B \) gauge field corresponding to the conserved baryonic charge of the dual field theory. The couplings \( Z, \kappa, \) and \( W \) depend on the dilaton and tachyon, and in top-down setups they are completely determined by supergravity, whereas in V-QCD they are (in analogy to the choice of the potential \( V(\phi) \)) chosen to reproduce specific features of QCD. From now on we will omit the arguments in the different potentials \( V, Z, \kappa, \) and \( W \).

Extremizing Eq. (II.1), we obtain equations of motion that are more concisely expressed in terms of the matrix

\[
\Gamma_{\mu\nu} \equiv g_{\mu\nu} + \kappa \partial_\mu \chi \partial_\nu \chi + W F_{\mu\nu} ,
\]

the inverse components of which we write as \( \Gamma^{\mu\nu} \); notice that this does not equal \((g^{-1}\Gamma g^{-1})^{\mu\nu}\).
These equations of motion are given in Appendix A. In the following, we will consider a homogeneous, rotationally-invariant background in the presence of a non-trivial potential along the time-direction for the gauge field, which is a requisite for systems at finite density:

\[ ds^2 = g_{tt}(r)dt^2 + g_{xx}(r)d\vec{x}^2 + g_{rr}(r)dr^2, \quad A = A_t(r)dt, \quad \phi = \phi(r), \quad \chi = \chi(r). \quad (II.5) \]

A first integration for the gauge field can be readily obtained. To do this, notice that within our Ansatz

\[ \Gamma^{[\mu\nu]} = \frac{g_{xx}^3}{\det \Gamma} A'_t \left( \delta^{\mu t} \delta^{\nu r} - \delta^{\mu r} \delta^{\nu t} \right) \quad (II.6) \]

such that from the equation of motion for the U(1) gauge field in (A.1) we can define the conserved 4-dimensional current

\[ J^m = \frac{T_b}{2\kappa_5^2} \mathcal{W} \sqrt{-\Gamma} \Gamma^{[mr]} = (\rho, \vec{0})^m \quad (II.7) \]

to obtain

\[ F_{rt} = A'_t(r) = \frac{2\kappa_5^2 \rho}{\mathcal{W}} \frac{\sqrt{-g_{tt} g_{rr} + \kappa \chi^2}}{\sqrt{(2\kappa_5^2 \rho)^2 + T_b^2 \mathcal{W}^2 g_{xx}^3}}. \quad (II.8) \]

From the holographic dictionary, the constant of integration \( \rho \) corresponds to the conserved U(1) charge density, whereas the chemical potential is given by the value of the vector potential at the boundary \( \mu = A_t(\infty) \).

From now on we assume the presence of a nonzero temperature, such that our Ansatz (II.5) behaves near the horizon \( r_h \) as

\[ A^h_t \simeq \mathcal{O}(r - r_h), \quad g^h_{tt} \simeq -\alpha(4\pi T)(r - r_h) + \mathcal{O}(r - r_h)^2, \quad g^h_{rr} \simeq \frac{\alpha}{4\pi T}(r - r_h)^{-1} + \mathcal{O}(r - r_h)^0, \quad g^h_{xx} \simeq (2\kappa_5^2 s/4\pi)^{2/3} + \mathcal{O}(r - r_h), \quad (II.9) \]

where \( s \) is the entropy density, \( T \) the temperature, and \( \alpha \) an undetermined constant that can be absorbed in a redefinition of the holographic radius \( r \in [r_h, \infty) \).

We will now proceed to particularize our former expressions to specific cases. In this paper, we will focus on two different setups: the probe D3-D7 system and V-QCD.

A. Probe D3-D7

First, let us focus on probe brane setups, in which the action \( S_g \) for the glue degrees of freedom is solved without taking into account the backreaction of \( S_f \), so that there is no dependence in the
potential \( V \) on the tachyon \( \chi \). The corresponding background is fixed and given as input when solving the dynamics associated to the tachyon and the U(1)\(_B\) gauge field from \( S_t \). In the field theory dual, this is interpreted as working in a quenched approximation for flavors.

The results thus obtained can only be trusted to first order in a parameter that depends on the ratio between coupling constants, \( T_b \). To include effects from the backreaction is clearly interesting [68], albeit also conceptually intricate due to the appearance of a Landau pole, which forces one to set up the holographic dictionary at a finite cut-off surface [69–73].

It is far from obvious that the action for the D3-D7 intersection can be written in the 5-dimensional form presented in (II.1). We will hence derive it explicitly starting from ten dimensions. For the D3-D7 intersection, the background corresponds to a solution of type IIB supergravity sourced by a Ramond–Ramond 5-form flux and a constant dilaton (\( \phi = 0 \)). The solution reduces to an AdS\(_5 \times S^5\) metric

\[
ds_{10}^2 = G_{MN}dX^M dX^N = g_{tt}dt^2 + g_{xx}dx^2 + g_{rr}dr^2 + L^2 \left( d\theta^2 + \cos^2 \theta d\Omega_3^2 + \sin^2 \theta d\phi^2 \right),
\]

where

\[
g_{tt} = -\frac{r^2}{L^2} \left( 1 - \frac{r_h^4}{r^4} \right), \quad g_{xx} = \frac{r^2}{L^2}, \quad g_{rr} = -g_{tt}^{-1}, \quad r_h = \pi TL^2.
\]

Consequently, the gluonic part of the action can be written in this case as

\[
S_k = \frac{1}{2\kappa_5^2} \int d^5 \xi \sqrt{-g} \left( R + \frac{12}{L^2} \right).
\]

The value of the five-dimensional Newton’s constant \( \kappa_5 \) is related to the ten-dimensional one and the volume of \( S^5 \) as \( 2\kappa_5^2 = 2\kappa_{10}^2 (\pi^3 L^5)^{-1} \). The thermodynamic quantities associated to this black brane solution are

\[
s = \frac{4\pi^4 L^3}{2\kappa_5^2} T^3, \quad \varepsilon = \frac{3\pi^4 L^3}{2\kappa_5^2} T^4, \quad p = -f = \frac{\pi^4 L^3}{2\kappa_5^2} T^4,
\]

for the entropy (\( s \)) and energy (\( \varepsilon \)) densities as well as for the pressure (\( p \) and free energy density (\( f \)).

Concerning the flavor sector, we add to this background a stack of \( N_f \) D7-branes wrapping the \( S^3 \subset S^5 \). We made this three-dimensional sphere explicit in our expression for the metric (II.10). These D7-branes are considered extended along the four non-compact spatial directions [58], and their dynamics are determined by the DBI action in terms of the pull-back of the metric to the eight-dimensional worldvolume of the D7-brane

\[
S_{\text{DBI}} = -T_7 N_f \int d^8 \xi e^{-\phi} \sqrt{-\det \left( G_{MN} \frac{dX^M}{d\xi^m} \frac{dX^N}{d\xi^n} + 2\pi \ell_s^2 F_{mn} \right)}.
\]
In the above action, $X^M$ refers to the 10-dimensional coordinates and $\xi^m$ to the worldvolume coordinates on the D7-branes. Also, $T_7$ is the tension of a single D7-brane, given by $T_7 = 1/((2\pi \ell_s)^7 g_s \ell_s)$ as a function of the string length $\ell_s$ and the string coupling $g_s$. The embedding is fully determined by the functional dependence of the ten-dimensional angle $\theta$ on the worldvolume coordinates. Put differently, the embedding is described by the profile of the angle $\theta$ in the worldvolume of the D7-branes, which is taken to depend solely on the radial coordinate $r$, so that $\theta = \theta(r)$.

As discussed above, in order to describe dense phases we need to introduce a U(1) $B$ field in the worldvolume of the D7-branes given by

$$A = A_t(r) \, dt ,$$

which will be dual to the chemical potential and charge density of the system. Taking all these ingredients into account, the DBI action of the D7-branes \( (\text{II.14}) \) finally reduces to

$$S_t = S_{\text{DBI}} = -N \int \! d^4 x \, dr \cos^3 \theta \sqrt{1 + f r^2 \theta'^2 - \frac{(2\pi \ell_s^2)^2 F_{rt}^2}{r^2}}$$

$$= -N V_3 \beta \int \! dr \cos^3 \theta \sqrt{1 + f r^2 \theta'^2 - \frac{4\pi^2 L^4}{\lambda} F_{rt}^2} \equiv \int \! \mathcal{L}_t ,$$

where

$$N = 2\pi^2 N_t T_7 = \frac{N_c N_t \lambda}{(2\pi)^4 L^8}$$

and $V_3$ and $\beta = 1/T$ correspond to the volume of three dimensional space and the integral over the temporal component, respectively. In the last equality, we have made use of the holographic dictionary, which relates the supergravity parameters to gauge theory quantities in the following way:

$$\frac{L^4}{\ell_s^4} = \lambda , \quad \lambda = 4\pi g_s N_c .$$

From the action we have just presented, we can obtain the equations of motion that $A_t(r)$ and $\theta(r)$ have to fulfil. As usual, we can integrate readily for the electric field by defining

$$(V_3 \beta)^{-1} \frac{\delta S_t}{\delta A'_t} \equiv \rho \quad \Rightarrow \quad A'_t = \rho \frac{\lambda}{2\pi L^2} \frac{\sqrt{1 + f(r)r^2\theta'^2}}{\sqrt{\lambda \rho^2 + 4\pi^2 L^4 N^2 r^6 \cos^6 \theta}} ,$$

so that $\rho$ is the charge density in the field theory side. On the other hand, we get a second order differential equation for the angle $\theta(r)$

$$\frac{\delta S_t}{\delta \theta} = \frac{\partial \mathcal{L}_t}{\partial \theta(r)} - \partial_r \frac{\partial \mathcal{L}_t}{\partial \theta'(r)} = 0 .$$
Even though in some particular cases there are analytic solutions to (II.19) and (II.20) which we will discuss later, in general we will need to solve the differential equations numerically. Near the boundary, the solutions for the electric potential and embedding profile read

\[
\theta = \frac{\tilde{m}}{r} + \frac{\tilde{c}}{r^3} + \ldots
\]

\[
A_t = \mu - \frac{\lambda \rho}{8\pi^2 N L^4} r^3 + \ldots
\]

(II.21)

with \( \mu \) the chemical potential, \( \rho \) the charge density, and \( \tilde{m} \) and \( \tilde{c} \) related to the mass of the quark and quark condensate via the standard holographic dictionary, respectively:

\[
M_q = \frac{\sqrt{\lambda}}{2\pi} \frac{\tilde{m}}{L^2}, \quad \langle \bar{\psi} \psi \rangle = -\frac{N_f N_c \sqrt{\lambda}}{4\pi^3 L^6} \left( \frac{\tilde{c}}{6} - \frac{\tilde{m}^3}{6} \right).
\]

(II.22)

Notice that our conventions differ from those in [74], such that \( \lambda_{[\text{here}]} = 2\lambda_{[\text{there}]} \).

By matching our action (II.3) to the DBI one for the D7-brane, identifying the tachyon with the embedding function,

\[
\chi = \theta(r),
\]

we obtain (we set already \( \phi = 0 \))

\[
\frac{T_b}{2\kappa_5^2} = T_7 N_f \int_{S^3} \omega_3 = 2\pi^2 T_7 N_f = N, \quad \mathcal{W} = 2\pi \ell_s^2, \quad \kappa = 1, \quad Z = L^3 \cos^3 \theta,
\]

(II.24)

whose relation to gauge theory quantities is again given by (II.18).

As mentioned before, in order to find the transport properties of the D3-D7 probe system, we will need to find the precise embedding realized in each case (at different temperatures, charge densities, quark masses, etc.) by solving Eqs. (II.19) and (II.20). The way this is done follows [41, 74] and is described in Appendix B.

B. V-QCD

V-QCD represents a class of bottom-up models [37], constructed to reproduce a number of features of full QCD including both gluon and flavor dynamics with full backreaction. The structure of the model is therefore richer than those of most other bottom-up models studied in the literature. The model is based on one hand on improved holographic QCD (IHQCD) [75, 76], inspired by 5D noncritical string theory, for the gluon sector, and on a mechanism for adding brane actions with tachyon condensate [62, 64], inspired by a space-filling D4 – \( \overline{\text{D4}} \)-brane configuration, for the flavor
sector. As the model is loosely based on a brane configuration, its action resembles that of the
D3-D7 model in many ways. That is, in the absence of CP-odd and flavor-dependent sources the
action of V-QCD can be cast in the form of Eqs. (II.1) and (II.2)-(II.3).

The glue part of the action, Eq. (II.2), equals the action for IHQCD [75, 76] if the potential
is chosen appropriately. As already pointed out above, the dilaton field $\phi$ is dual to the $\text{Tr}F^2$
operator. We denote

$$\lambda = e^{\sqrt{3}\phi/\sqrt{8}},$$  \hfill (II.25)

since in this normalization the source term of $\lambda$ at the boundary matches the ’t Hooft coupling in
QCD. Note that the definition of $\lambda$ is therefore quite different from its counterpart in the D3-D7
model above. In particular, the coupling runs in V-QCD, i.e., its value depends on the holographic
coordinate. We have, however, decided to use the same symbol for different bulk quantities in the
two models, since their interpretation in field theory is the same.

The potential $V(\lambda)$ is chosen to only depend on $\lambda$, and at the boundary we require that [77]

$$V(\lambda) \to -\frac{12}{L^2}, \quad (\lambda \to 0),$$ \hfill (II.26)

with corrections suppressed by powers of $\lambda$. The resulting geometry is asymptotically AdS$_5$
at the boundary, and $L$ is the asymptotic AdS radius. The physically more interesting IR domain of
the model is specified by setting the behavior of $V(\lambda)$ at intermediate and large values of $\lambda$. In
particular choosing the asymptotics

$$V(\lambda) \sim \lambda^{4/3} \sqrt{\log \lambda}, \quad (\lambda \to \infty),$$ \hfill (II.27)

this choice produces confinement and magnetic screening as well as linear radial trajectories for
the glueball spectrum [75, 76]. See Appendix C for the specific choice of the potential used in this
article.

The flavor action (II.3) in V-QCD is chosen following Sen [78], i.e., the potential is taken to be
an exponential of the squared tachyon field $\chi^2$:

$$Z(\lambda, \chi) = V_0(\lambda)e^{-\chi^2}.$$ \hfill (II.28)

Recall that the tachyon field is dual to the quark bilinear $\bar{q}q$ in QCD. The condensation of the
tachyon in the bulk, driven by the exponential potential, therefore gives rise to chiral symmetry
breaking in QCD [62, 64]. The corresponding source is the (flavor-independent) quark mass, which
we set to zero in this article for simplicity.
Apart from the function $V_0(\lambda)$, the flavor sector contains the potentials $W(\lambda)$ and (even though it will not be important in this article) $\kappa(\lambda)$. For these potentials, we first require consistency of the solutions: that the IR singularity is indeed of the good kind [79], and that the tachyon IR flow of the chirally broken solutions destroys the flavor action in the IR, as suggested by the choice of the tachyon potential in (I.28) [37, 80]. This corresponds to the annihilation of the $D4 - \overline{D4}$ pair in the deep IR, therefore realising the tachyon decay picture of Sen.

We also require that the radial trajectories of the meson spectra are asymptotically linear [81], that the mass gaps in the meson spectra grow with the quark mass [82], and that the phase diagram of the model as a function of $T$ and $\mu$ has qualitatively reasonable behavior [47]. These comparisons demonstrate that the natural choice for potentials are power laws in $\lambda$ with exponents inspired by string theory [80], potentially modified by logarithmic corrections.

In the UV, we require, as usual, that the asymptotics of the bulk fields match with the dimensions of the dual operators, which constrains the asymptotic values of the potentials. Moreover, we require that the holographic RG flow of the coupling $\lambda$ (up to two-loop level) and the quark mass (up to one-loop level) matches with that in pQCD, which constrain the UV corrections in $\lambda$ of the potentials. The idea is that constraining the UV behavior “by hand” using pQCD gives the best possible boundary conditions for the IR physics, where holography can lead to nontrivial predictions.

In the end, we tune the remaining degrees of freedom in the glue sector [83] and in the flavor sector [39] by comparing to the lattice data for the thermodynamics of pure Yang-Mills and QCD, respectively. The potential sets we use for the numerical results presented below are those constructed in [39, 47, 84]. Specifically, we will present results for three choices of these potential sets, given by the fits 5b, 7a, and 8b in [39], respectively (see Appendix C).

For the V-QCD setup, we work in the Veneziano limit, where the parameter $T_b = N_f/N_c$ is kept finite (but $N_f \to \infty$ and $N_c \to \infty$). In this limit, there is full backreaction between the gluon ($S_g$) and flavor ($S_f$) sectors, which also means that — unlike in the probe D3-D7 case — it is difficult to obtain any analytic solutions even for the background, including the scalar fields and the geometry. The temporal component of the gauge field $A_t$ may be eliminated analytically in the same way as for D3-D7, but the other fields are found by using purely numerical methods, which make use of analytically known expansions of the background in the IR or at the horizon as boundary conditions. Observables are in turn computed using known expansions of the fields at the boundary. See [38, 85] for details.

We find that the V-QCD action admits four kinds of homogeneous background solutions [85].
First, there are two types of geometries: horizonless “thermal gas” solutions where the IR geometry ends in a “good kind” of singularity according to Gubser’s classification [79], and black hole solutions with a horizon in the IR [86, 87]. Second, in the absence of explicit chiral symmetry breaking realized through the source of the tachyon, there are solutions with either zero tachyon or spontaneously formed tachyon “hair” in the bulk. All of these four types of background solutions also admit generalizations to finite charge [38] due to the gauge field in (II.3). In the setup we will study in this article, only two of these solutions appear in the phase diagram determined by dominant solutions: the tachyonic thermal gas solutions (dual to the chirally broken confined QCD phase) and tachyonless black hole solutions (dual to the chirally symmetric deconfined quark matter phase).

Apart from these homogeneous phases, the full phase diagram model may contain additional structure. Nuclear matter within a simple approximation was considered in [47, 51, 88] [89]. As expected, the nuclear matter phase appears at low temperatures and intermediate chemical potentials. The transport properties are, however, only nontrivial in the black hole phases because nontrivial thermodynamics is $1/N_c$ suppressed in the confining phases. Therefore we will concentrate on the (chirally symmetric) black hole phase, which is dual to unpaired quark matter in this article. Since we are working at zero quark mass, this means that $\chi = 0$ everywhere in this phase. That is, the relevant V-QCD action simplifies to

$$S_{V-QCD} = \frac{1}{2\kappa_5^2} \int d^5x \sqrt{-g} \left( R - \frac{4}{3} \frac{(\partial \lambda)^2}{\lambda^2} - V(\lambda) \right) - \frac{N_f}{2N_c\kappa_5^2} \int d^5x \sqrt{-\det (g_{\mu\nu} + W(\lambda) F_{\mu\nu})} V_0(\lambda).$$

(II.29)

III. TRANSPORT COEFFICIENTS

In this section, we present the derivation of general formulas for the conductivities and viscosities in the class of models we study in this work. This requires only knowledge of the background geometry at the black hole horizon, which greatly simplifies the calculation.

A. Conductivities

We are interested in the DC transport coefficients obtained as the response of the charge and heat currents to homogeneous electric fields and temperature gradients

$$J^i = \sigma^{ij} E_j - \alpha^{ij} \nabla_j T, \quad Q^i = -\kappa^{ij} \nabla_j T + T \alpha^{ij} E_j.$$

(III.1)
The set of coefficients $\sigma$, $\alpha$, and $\kappa$ correspond to the electric, thermoelectric, and heat conductivities, respectively. As we are considering homogeneous and isotropic states, all the conductivity tensors are proportional to $\delta^{ij}$. In principle, all the transport coefficients can be determined through Kubo formulas involving correlators of the current and energy-momentum tensor. Although the calculation is straightforward using holography, there is an even simpler approach that involves evaluating the solutions at the black brane horizon and can be used even in non-homogeneous states [90]. Our derivation will follow closely this work, with some deviations that we will highlight below.

We start by considering a fluctuation with linear-in-time sources

\[
\delta g_{\mu\nu} = [g_{tt} \zeta_x t + h_{tx}(r)] (\delta_{\mu t} \delta_{\nu x} + \delta_{\mu x} \delta_{\nu t}) + h_{rx}(r) (\delta_{\mu r} \delta_{\nu x} + \delta_{\mu x} \delta_{\nu r}) \\
\delta A_\mu = [- (E_x - A_t \zeta_x) t + a_x(r)] \delta_{\mu x} .
\] (III.2)

We identify $\zeta_x = -\nabla_x T/T$ with the gradient of temperature and $E_x$ with the electric field. We have aligned both of these in the $x$-direction to be able to cancel the electric and heat currents against each other, such that a translation-invariant, static configuration arises, with no change of momentum.

The equations of motion at linear order in the fluctuations are given in the Appendix, see Eq. (A.2). These equations are two Einstein equations (an equation for $h_{tx}$ and a constraint coming from the radial Einstein equation) and one equation for the gauge field $a_x$, with no time dependence once the background is set on-shell.

The constraint gives a radially conserved quantity, which when evaluated at the horizon with the horizon behavior [II.9] gives rise to the relation

\[
\rho E_x + s T \zeta_x = 0 \quad \Rightarrow \quad E_x = \frac{s}{\rho} \nabla_x T .
\] (III.3)

In the original derivation of [90], an axion field that breaks translational invariance in the $x$-direction is considered, and the presence of this field suffices to avoid the appearance of a relation like (III.3). If the translations are only broken spontaneously, the relationship (III.3) emerges, as shown in [91]. This condition corresponds to a zero net force from the combined temperature gradient and electric field, as we will argue below; a derivation of this result in relativistic hydrodynamics can be found in Appendix C of [36].

Besides the radial Einstein equation that gave rise to (III.3) there are other two radially conserved quantities. The first one is the current in the $x$-direction as read from Eq. (II.7) and the
second one corresponds to the heat current [90]

\[ J^x = \rho \frac{h_{tx}}{g_{xx}} + \frac{\mathcal{W}}{2\kappa_5^2} \frac{\sqrt{-g_{tt}}}{g_{xx}} \frac{(2\kappa_5^2 \rho)^2 + (g_{xx})^3 T_b^2 \mathcal{W}^2 Z^2}{\sqrt{g_{rr} + \kappa \chi'^2}} \eta' \]  

\[ Q^x = \frac{(-g_{tt})^{3/2}}{2\kappa_5^2 \sqrt{g_{rr}}} \partial_r \left( \frac{h_{tx}}{g_{tt}} \right) - A_t J^x . \]  

(III.4)

The equations of motion can be solved near the horizon by

\[ a_x = \frac{E_x - A_t(r) \zeta_x}{4\pi T} \log(r - r_h) + \ldots , \quad h_{tx} = -\zeta_x g_{tt}(r) \log(r - r_h) + \frac{2\kappa^2 H^x}{4\pi T (g_{xx})^{1/2}} + \ldots , \]  

(III.5)

with \( H^x \) an undetermined constant of integration. Evaluating at the horizon by plugging (II.9) and (III.5) into these expressions, we get

\[ J^x = \frac{\rho H^x}{s T} + \sigma E_x , \]

\[ Q^x = H^x , \]  

(III.6)

where

\[ \sigma = \frac{\mathcal{W}_h \sqrt{(2\kappa_5^2 \rho)^2 + (g_{xx})^3 T_b^2 \mathcal{W}^2 Z^2}}{g_{xx}^{3/2}} . \]  

(III.7)

Near the boundary, we impose that no non-normalizable mode is turned on to ensure that the explicit sources given in (III.2) are the only ones. In this case, the expansion of the \( tx \) component of the metric at the boundary reads

\[ \delta h_{tx} = \frac{r^2}{L^2} \left( 0 + \frac{L\kappa_5^2}{2} (H^x + \mu J^x) \frac{L^4}{r^4} + \ldots \right) . \]  

(III.8)

The coefficient of this term determines the momentum density in the \( x \)-direction, \( T^{0x} = H^x + \mu J^x \), which is consistent with the identification of \( H^x \) as the heat current [90]. If there was a net force, the momentum density would increase linearly with time, but the Ansatz is consistent with a time-independent momentum density. This implies that the net force acting on the plasma by the electric field and the temperature gradient is zero, as we argued above.

For convenience, we will in the following work in the rest frame of the fluid, where the momentum density vanishes. Then, we have the condition

\[ Q^x = -\mu J^x . \]  

(III.9)

Taking this into account, we can write

\[ J^x - \frac{\rho}{s T} Q^x = \frac{\varepsilon + \rho}{s T} J^x = \sigma E_x , \]  

(III.10)
which, in turn, gives rise to the DC conductivity

\[
\sigma_{xx} = \frac{s T}{\varepsilon + p} \sigma .
\]  

(III.11)

In relativistic hydrodynamics, there is a single transport coefficient that determines both the electrical and thermal conductivities, which fixes the relation

\[
\kappa_{xx} = \frac{\mu s}{\rho} \sigma_{xx} .
\]  

(III.12)

Note that these transport coefficients have a slightly different interpretation than the one we usually assign them. The charge conductivity is normally defined in the absence of a temperature gradient and the heat conductivity in the absence of an electric field (while the thermal conductivity is defined in the absence of a charge current). However, in a clean system with unbroken translation invariance, the usual DC transport coefficients would be formally divergent because the forces produced by any of the sources will introduce an acceleration of the elements of the fluid that would make the currents grow without bound. We have avoided this issue by tuning the electric field and temperature gradient in such a way that the induced forces compensate each other and the total acceleration of the fluid vanishes. In this case the induced currents remain finite, but the definition of the transport coefficients has been modified.

B. Viscosities

Next, we explain our prescription for determining the shear and bulk viscosities within the models introduced in Sec. II.1. Concretely, we do this by evaluating the appropriate quantities at the horizon \( r = r_h \) as specified below.

The shear viscosity can be computed from the entropy density following the usual Kovtun-Son-Starinets (KSS) relation [92], which is valid for any matter coupled to Einstein gravity [93]

\[
\eta = \frac{s}{4\pi} = \left(\frac{g_{\text{eff}}}{2\kappa_0} \right)^{3/2} + \frac{s_f}{4\pi} .
\]  

(III.13)

In the V-QCD model \( s_f = 0 \), as the effect of the flavors is already included in the background geometry. In the D3-D7 model, the flavor contribution \( s_f \) is specified in (B.7).

The bulk viscosity is on the other hand computed following the method developed by Eling and Oz [94]. We expect the Eling-Oz derivation to be valid in the D3-D7 model, since flavors are quenched similarly to some examples studied in [94]. In the V-QCD model, we have checked that
the bulk viscosity computed in this way coincides with the one obtained through the conventional method of extracting it from perturbations of the black hole \[95, 96\]. Below, we present only the Eling-Oz derivation since it is considerably simpler. The alternative derivation for the V-QCD model is detailed in Appendix [E] as we also use it to find the frequency-dependence of the viscosities.

The computational framework is based on the fluid/gravity correspondence \[97\], where the fields in the background geometry are given a dependence on the spacetime coordinates along the field theory directions and a solution is systematically constructed expanding in derivatives. Fortunately, in order to obtain the bulk viscosity we do not need to find the explicit form of the derivative corrections, as they will start affecting transport coefficients only at second order.

The hydrodynamic equations of the fluid in the field theory dual are obtained by projecting the Einstein equations (A.1) on the black hole horizon. The projection is performed with the null vector $\ell^\mu$ transverse to the horizon

\[
R_{\mu\nu} \ell^\mu \ell^\nu - \frac{1}{2} (\ell^\rho \partial_\rho \phi)^2 + \frac{1}{2} T_\rho Z_\kappa \frac{-\Gamma}{\sqrt{-g}} (\ell^\rho \partial_\rho \chi)^2 = 0.
\]

(III.14)

The first two terms are the same as the ones found in the original derivation \[94\]. The last term can on the other hand be cast in a similar form by specializing to the Ansatz (II.5), for which the following equality holds:

\[
\Gamma_{\mu\nu} \ell^\mu \ell^\nu = -\kappa \frac{\det g}{\det \Gamma} (\ell^\rho \partial_\rho \chi)^2.
\]

(III.15)

Then, the projected Einstein’s equations (III.14) become

\[
R_{\mu\nu} \ell^\mu \ell^\nu - \frac{1}{2} (\ell^\rho \partial_\rho \phi)^2 - \frac{1}{2} T_\rho Z_\kappa \frac{-\Gamma}{\sqrt{-g}} (\ell^\rho \partial_\rho \chi)^2 = 0.
\]

(III.16)

This is now of the form used in \[94\] for several scalar fields. It follows directly from their analysis that the bulk viscosity is determined by the horizon values

\[
\frac{\zeta}{\eta} = \left( s \frac{\partial \phi_h(s, \rho)}{\partial s} + \rho \frac{\partial \phi_h(s, \rho)}{\partial \rho} \right)^2 + T_\rho Z_\kappa \frac{-\Gamma}{\sqrt{-g}} \left( s \frac{\partial \chi_h(s, \rho)}{\partial s} + \rho \frac{\partial \chi_h(s, \rho)}{\partial \rho} \right)^2,
\]

(III.17)

which, after using (III.11), gives

\[
\frac{\zeta}{\eta} = \left( s \frac{\partial \phi_h(s, \rho)}{\partial s} + \rho \frac{\partial \phi_h(s, \rho)}{\partial \rho} \right)^2 + \frac{2\kappa_3^2}{(g_{xx}^h)^{1/2}} \frac{\kappa_\chi}{W_\chi^h} \sigma \left( s \frac{\partial \chi_h(s, \rho)}{\partial s} + \rho \frac{\partial \chi_h(s, \rho)}{\partial \rho} \right)^2.
\]

(III.18)

The above expression is the most general one for the type of models we are studying. However, in the V-QCD model we are working in the chirally symmetric phase of the theory featuring massless quark flavors, so the tachyon field vanishes $\chi = 0$ and only the first term in (III.18) contributes to
the bulk viscosity. On the other hand, in the D3-D7 model the dilaton vanishes $\phi = 0$ and it is the second term that produces a non-zero bulk viscosity. In this second case we work at leading order in $N_f/N_c$, so in practice we do not include the entropy density of flavors in (III.18) and $s$ only contains the glue contribution determined by the area of the black hole horizon.

IV. RESULTS

Now that the expressions for the DC transport coefficients have been written down, we can determine their values in the models discussed earlier. We begin this by first discussing the D3-D7 system and turn to the V-QCD setup afterwards.

A. Probe D3-D7

The expressions for the different transport coefficients we are interested in for the D3-D7 system follow straightforwardly from the relations we found in the previous section. Firstly, we can plug the relations between the top-down parameters and the functions in the five-dimensional model into Eq. (III.7). Doing so, we obtain

$$\sigma = \sqrt{\left(\frac{2\rho}{\sqrt{\lambda} \pi T^2}\right)^2 + \frac{N_f^2 N_c^2 T^2}{16\pi^2} \cos^6 \theta_h} \quad (IV.1)$$

which coincides with the result in [98] by sending the electric field there, $e$, to zero and identifying $\rho$ with $D$ in that reference. Note that this conductivity is of order $N_f N_c$, which corresponds to a calculation in the probe approximation. This can be made more explicit by extracting several factors from the charge density

$$\rho = \sqrt{\frac{N_f N_c}{8\pi^3}} \tilde{\rho} \quad (IV.2)$$

in such a way that $\tilde{\rho}$ is independent of $N_f$, $N_c$, or $\lambda$, whereby (IV.1) becomes

$$\sigma = \frac{N_f N_c T}{4\pi} \sqrt{\left(\frac{\tilde{\rho}}{\pi^3 T^3}\right)^2 + \cos^6 \theta_h} \quad (IV.3)$$

As we saw in the previous Section, this is not yet the electrical conductivity since an additional prefactor appears in the final result (III.11), namely

$$\sigma^{xx} = \frac{sT}{\varepsilon + p} \sigma \quad (IV.4)$$

At finite temperature and to leading order in $N_f/N_c$ (i.e., the background contribution), this prefactor equals 1. However, at zero temperature the leading order vanishes and the prefactor is
non-trivial. Consequently, we will keep the next-to-leading order in \( N_f/N_c \) in the prefactor in our plots, given that we expect the contribution from flavors to overcome the glue contribution at small enough temperatures. Note that \( N_f/N_c \) corrections to \( \sigma \) play differently, as the leading part never vanishes and corrections can be taken into account only after computing the backreaction of the brane on the background.

Once the electrical conductivity is known, the thermal conductivity follows directly from (III.12). The results for thermal and electrical conductivity are subsequently shown in Fig. 1.

Once the conductivities have been found, we can move on to the computation of the viscosities. Concerning the shear viscosity, we already mentioned it can be directly obtained from the relation \( \eta/s = 1/(4\pi) \) in this case. Therefore, the contribution to the shear viscosity from the flavor sector,

\[
\eta_f = \frac{s_f}{4\pi},
\]  

(IV.5)
can be directly obtained from its contribution to the entropy density \( s_f \), whose computation in this system is reviewed in Appendix B.

For the bulk viscosity (III.18), we get a vanishing contribution from the constant dilaton. Using \( \eta/s = 1/(4\pi) \) and (II.13), we then obtain from (III.18)

\[
\zeta = \frac{\lambda \sigma T^2}{4} \left( s \frac{\partial \theta_h(s, \rho)}{\partial s} + \rho \frac{\partial \theta_h(s, \rho)}{\partial \rho} \right)^2
\]  

(IV.6)
for the probe calculation. Note that only the gluonic contribution has been considered in \( \eta \), so that the terms \((N_f/N_c)^2\) are properly neglected.

The evaluation of the squared term above can be performed numerically in general, as discussed in Appendix B in addition to which analytical expressions can be obtained in some particular limits. The result for the bulk and shear viscosities is shown in Fig. 2. From now on we will restrict to the case \( T \ll M_q \), which is relevant for the study of neutron stars.

1. **Probe D3-D7: Leading behavior at low temperatures**

The interesting limit of zero temperature is recovered as \( r_h \) approaches to zero. Following [99], we are able to provide analytical expressions for many of the quantities we have been discussing.

First, we perform a Legendre transform which simplifies the computations. Recall that the grand canonical potential is proportional to the DBI action

\[
\frac{S_{\text{DBI}}}{V_3} = \beta \int_{r_h}^\infty dr \mathcal{L}(\theta, \dot{\theta}, A_t, \dot{A}_t; r_h) = -\beta \Omega,
\]  

(IV.7)
where \( V_3 = \int_{\mathbb{R}^3} d^3x \) is the volume of three-space. Consequently, the free energy density is given by

\[
 f = \Omega + \rho \mu = \int_{r_h}^\infty dr \left( -\mathcal{L}(\theta, \theta', A_t, A'_t; r_h) + \rho A'_t(r) \right) = \int_{r_h}^\infty dr \tilde{\mathcal{L}}(\theta, \theta', A_t, A'_t; r_h), \quad (IV.8)
\]

where we use the identity \( \mu = A_t(\infty) - A_t(r_h) = \int_{r_h}^\infty dr A'_t \). From this, the entropy density can be computed as

\[
 s = -\left( \frac{\partial f(T, \rho)}{\partial T} \right) = -\pi L^2 \left( \frac{\partial f(r_h, \rho)}{\partial r_h} \right) = \pi L^2 \tilde{\mathcal{L}} \bigg|_{r=r_h} - \pi L^2 \int_{r_h}^\infty dr \left( \frac{d}{dr_h} \right)_{\rho, m} \left[ \tilde{\mathcal{L}}(\theta, \theta', A_t, A'_t; r_h) \right],
\]

where the derivative in the last term is defined through a variation that keeps both \( \rho \) and the quark mass (which is the only source here) fixed.

Because the gluonic contribution to the entropy density vanishes at \( T = 0 \) (see Eq. (II.13)), the expression in (IV.9) corresponds to the flavor contribution to entropy in this limit. Furthermore, the second piece of this expression vanishes, as we show in Appendix B. Consequently,

\[
 s_f(T = 0) = \pi L^2 \tilde{\mathcal{L}} \bigg|_{r=0}, \quad (IV.10)
\]

so we only need to find an expression for \( \tilde{\mathcal{L}} \) evaluated at the limiting solution for which \( r_h = 0 \). In order to find such embedding, it is quite convenient to perform the following change of coordinates in our background metric [99]:

\[
y = r \sin \theta, \quad z = r \cos \theta. \quad (IV.11)
\]

In these coordinates, the function \( y(z) \) will describe the embedding of the D7-branes, whose action reduces to

\[
 S_{DBI} = -\mathcal{N} \int d^4x dz z^3 \sqrt{1 + (\partial_z y)^2 - \frac{4\pi^2}{\lambda} (\partial_z A_t)^2}. \quad (IV.12)
\]

Then we have

\[
 \tilde{\mathcal{L}}(y, \dot{y}, A_t, \dot{A}_t) = -z^3 \mathcal{N} \sqrt{1 + \dot{y}^2 - (2\pi \alpha')^2 \dot{A}_t^2 + \rho \dot{A}_t}, \quad (IV.13)
\]

where dots stand for differentiation with respect to \( z \) and we are putting two tildes on \( \mathcal{L} \) to account for integrating over \( z \) rather than \( r \). Note that the integrand in Eq. (IV.12) does not depend explicitly on \( A_t(z) \) (as Eq. (II.19)) or on \( y(z) \). This implies that there are two conserved quantities

\[
 L^{-4} \frac{\partial \tilde{\mathcal{L}}}{\partial \partial_z y} = -C, \quad L^{-4} \frac{\partial \tilde{\mathcal{L}}}{\partial \partial_z A_t} = \rho, \quad (IV.14)
\]
the second of which is nothing but the charge density. From these conserved quantities we get the corresponding equations of motion

\[ \partial_z A_t = \frac{\lambda \rho}{2\pi L^2 \sqrt{\lambda \rho^2 + 4\pi^2 L^4 (z^0 N^2 - C^2)}} \]

\[ \partial_z y = \frac{2\pi L^2 C}{\sqrt{\lambda \rho^2 + 4\pi^2 L^4 (z^0 N^2 - C^2)}}. \]  

(IV.15)

Fortunately, the two first order differential equations above can be integrated exactly in terms of incomplete Beta functions, giving

\[ y = C \frac{z^0}{6N r_0^3} B \left( \frac{z^0}{z^0 + r_0^6}; \frac{1}{6}, \frac{1}{3} \right) \]

\[ A_t = \frac{\rho \lambda}{24\pi^2 N L^4 r_0^3} B \left( \frac{z^0}{z^0 + r_0^6}; \frac{1}{6}, \frac{1}{3} \right), \]  

(IV.16)

where

\[ r_0^6 = N^{-2} \left( \frac{\rho^2 \lambda}{4\pi^2 L^4} - C^2 \right). \]  

(IV.17)

Since \( y = r \sin \theta \), its asymptotic value coincides with \( \tilde{m} \) defined in Eq. (II.22), \( y(\infty) = \tilde{m} = M_q (2\pi) L^2 / \sqrt{\lambda} \). Additionally, the asymptotic value of \( A_t \) is again the chemical potential, \( \mu = A_t(\infty) \). Using the asymptotic expansion of the solutions, we can then solve \( \rho \) and \( C \) in terms of the quark mass and chemical potential

\[ \rho = \frac{16\pi}{\lambda^2} N \gamma_* \mu \left( \mu^2 - M_q^2 \right) \]

\[ C = N^f \left( \frac{2\pi}{\sqrt{\lambda}} \right)^3 \gamma_* M_q \left( \mu^2 - M_q^2 \right), \]  

(IV.18)

where \( \gamma_* = (B(1/6, 1/3)/6)^{-3} \approx 0.363. \)

The analytic solution can be expanded about the origin, which will be crucial to understand the low-temperature behavior of the entropy

\[ y = C \frac{z}{r_0^3 N} + O(z^7) \]

\[ A_t = \frac{\lambda \rho}{4\pi^2 L^4 r_0^3 N} + O(z^7). \]  

(IV.19)

In particular, at \( z = 0 \),

\[ \tan \theta_h = \frac{C}{r_0^3 N} = \frac{M_q}{\sqrt{\mu^2 - M_q^2}} \quad \Rightarrow \quad \cos \theta_h = \frac{1}{\mu} \sqrt{\mu^2 + M_q^2}. \]  

(IV.20)

using which we obtain the contribution of the flavor sector to the entropy,

\[ s_f(T=0) = \pi L^2 \hat{L} \bigg|_{r=0} = \cos \theta_h \hat{z} \bigg|_{z=0} = \frac{N_f N \gamma_*}{2\sqrt{\lambda}} \frac{\mu}{\mu^2 - M_q^2} \]  

(IV.21)
Figure 1. Electrical (left) and thermal (right) conductivities as functions of temperature in the D3-D7 system in the probe approximation, for $M_q = 210.76$ MeV and $\mu = 450$ MeV ($\mu = 600$ MeV), corresponding to the thick orange (dashed blue) curve. At low temperatures, the constants predicted by Eq. (IV.18), represented by the thicker solid lines, are recovered.

Note that the change of radial coordinate from $r$ to $z$ is responsible for the appearance of $\cos \theta_h$ in the latter expression.

With all this information, the behavior of the transport properties at small temperatures can be determined in a straightforward way. First of all, the contribution of the flavor sector to the shear viscosity is given by

$$\eta_f = \frac{s_f}{8\pi} = \frac{N_f N_c \gamma_s}{8\pi \sqrt{\lambda}} \frac{\mu^2 - M_q^2}{\mu^2 - M^2_q}.$$  \hspace{1cm} (IV.22)

In Fig. 2 (left), we see how the numerical results nicely approach this value in the low-temperature limit.

Regarding the bulk viscosity, note that we have been able to write the value of the angle at the horizon in terms of the chemical potential in Eq. (IV.20). With that and the relation between $\mu$ and $\rho$ given by Eq. (IV.18), we can compute

$$\rho \frac{\partial \theta(0)}{\partial \rho} \bigg|_{M_q \text{ constant, } T=0} = -\frac{M_q \sqrt{\mu^2 - M_q^2}}{3\mu^2 - M_q^2},$$ \hspace{1cm} (IV.23)

which can be substituted into the expression for the bulk viscosity (IV.6). Taking into account that the contribution from $s \partial \chi_h / \partial s$ vanishes in the zero-temperature limit, we obtain the finite result

$$\zeta = \frac{N_c N_f \gamma_s}{2\pi} \frac{M_q^2 \mu}{\sqrt{\lambda}} \frac{(\mu^2 - M_q^2)^2}{(3\mu^2 - M_q^2)^2}.$$ \hspace{1cm} (IV.24)

The behavior of the bulk viscosity at low temperatures is shown in Fig. 2 (right).

Curiously, the ratio $\zeta / \eta_f$, or equivalently $\zeta / s_t$, can be written in a very compact form in terms of the speed of sound. This can be seen by analyzing the quasinormal mode dispersion relations of
the gravity dual. The relevant fluctuation mode originating from the vector gauge sector is called
the zero sound and can be determined analytically at $T = 0$ [100], giving

$$c_s^2 = \frac{\mu^2 - M^2_0}{3\mu^2 - M^2_0}. \quad (IV.25)$$

We note that this equals the stiffness ($\partial p/\partial \varepsilon$)$_{|s}$, commonly referred to as the speed of first sound
(see Eq. (B.24) in Appendix B) for the D3-D7 probe brane model in the limit $T \to 0$ [101, 102];
the same holds more generally for any probe brane intersections [103]. Solving for $(M_0/\mu)^2$ from
(IV.25) yields for the bulk to shear viscosity ratio:

$$\frac{\zeta}{\eta_f} = 6c_s^2 \left(\frac{1}{3} - c_s^2\right). \quad (IV.26)$$

Note that we are including only the flavor contribution to the shear viscosity, since the glue
contribution vanishes at zero temperature. At finite temperature the ratio is highly suppressed
$\zeta/\eta_f \sim N_f/N_c$.

We can compare the above result with the holographic bound for the bulk to shear viscosity
ratio $\frac{\zeta}{\eta} \geq 2 \left(\frac{1}{3} - c_s^2\right)$ proposed in [56] and generalized to finite density in [57] (fixing $c_s^2$ to be the
stiffness). The bound is violated for any speed $c_s^2 < 1/3$, which according to (IV.25) is always the
case. This thus provides yet another example [43, 44], where holographic conjectures are violated
at finite density [104].

As already discussed in detail in [105], the dependence of the viscosity ratio on $1/3 - c_s^2$ —
a quantity measuring the deviation from conformal invariance — turns out to involve a different
power in the strong coupling and weak coupling (kinetic theory) calculations (see [106] for the
latter), although $\zeta/s \propto (1/3 - c_s^2)$ turns out to have the same linear dependence in both regimes. It
should be noted that this comparison has been made in the low density, high temperature regime,
while we are working in the opposite limit of high densities and low temperatures. This does,
however, not seem to affect the qualitative dependence of the viscosity ratio on $1/3 - c_s^2$.

Finally, let us move on to the analytical expressions of the conductivities at small temperatures.
From (III.11) and the expression we have for the charge density, Eq. (IV.18), we get

$$\sigma = \frac{2N_cN_f\gamma_s}{\pi \lambda^2} \frac{\mu(\mu^2 - M^2_0)}{T^2}. \quad (IV.27)$$

Recall that the actual conductivity $\sigma^{xx}$ has an additional prefactor, which at leading order at low
temperature reads

$$\frac{sT}{\varepsilon + p} = \frac{\sqrt{3}}{2} \frac{T}{\mu} + \mathcal{O}(T^2). \quad (IV.28)$$
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Figure 2. Shear (left) and bulk (right) viscosities as a function of the temperature in the D3-D7 system in the probe approximation. The blue (orange) curves correspond to the choice \( M_q = 210.76 \text{ MeV} \) \( M_q = 308.55 \text{ MeV} \). We picked two distinct valued for the chemical potential, \( \mu = 450 \text{ MeV} \) and \( \mu = 600 \text{ MeV} \); corresponding to dashed and solid curves, respectively. At low temperatures, the constants predicted by [IV.22] and [IV.24] as represented by thicker lines are recovered.

Consequently, the final result for the conductivity at low temperatures obtains the form

\[
\sigma^{xx} = \frac{N_c N_f \gamma_s \left( \mu^2 - M_q^2 \right)}{\pi \lambda} \frac{T}{2 \sqrt{T}}.
\]  

(IV.29)

Again, from (III.12), a similar expression can be found for the thermal conductivity

\[
\kappa^{xx} = \frac{N_c N_f \gamma_s \mu \left( \mu^2 - M_q^2 \right)}{2 \pi \sqrt{\lambda} T}.
\]  

(IV.30)

These low temperature results for the conductivities are included in Fig. 1 as the thick asymptotic lines.

Interestingly, at low temperatures we explicitly see that the Wiedemann-Franz law is violated, \( i.e., \) that the ratio \( \frac{\kappa^{xx}}{\sigma^{xx} T} \) is not constant (which would be the Lorenz number):

\[
\frac{\kappa^{xx}}{\sigma^{xx} T} = \frac{\sqrt{\lambda} \mu}{2 T}.
\]  

(IV.31)

B. V-QCD

Next, we move on to discussing the results from the V-QCD setup. This time, we begin from the limit of small temperatures, which can be handled analytically, moving only thereafter to the more generic numerical results.
1. V-QCD: small-\(T\) limit as transseries

It is also possible to derive some analytic results for the transport coefficients in the quark matter phase of V-QCD in the limit of zero temperature. The methods and results differ, however, quite a bit from the D3-D7 computation of the previous subsection. We discuss them in detail below and in Appendix D.

It is useful to first recall the phase diagram of V-QCD at low temperatures (and zero quark masses). At small \(\mu\), the dominant phase is the confined chirally broken phase, dual to the horizonless thermal gas background with nonzero tachyon condensate, whereas at high \(\mu\) the dominant phase is the deconfined, chirally symmetric quark matter phase. Since we are not considering implementations of nuclear matter in this article, we take the model exactly as defined in (II.3). Then the phase transition between the thermal gas and quark matter phases takes place at \(\mu \approx 394, 406,\) and 428 MeV (at \(T = 0\)) for the potentials 5b, 7a, and 8b, given in Appendix C. The non-Abelian nuclear matter configurations of [47] appear at intermediate chemical potentials. If the configurations are matched with traditional models of nuclear matter at low density as explained in [88], the nuclear matter phase ranges from \(\mu \approx 310\) MeV to around 500 MeV, with the exact number depending on the details of the matching.

One should recall that at very low temperatures in the quark matter phase, one expects to witness the pairing of quarks, which is absent in our model. The low-temperature asymptotics may in any case give a reasonable description of transport above the possible pairing transition. It also turns out to have an interesting structure determined by an AdS\(_2\) fixed point, which leads to the low-temperature asymptotics of various observables being described in terms of transseries.

The IR geometry in the quark matter phase is \(AdS_2 \times \mathbb{R}^3\) at zero temperature, signaling the presence of a quantum critical line [38]. We discuss the asymptotic geometry of this phase in detail in Appendix D and present here only the main results. The flow to the IR fixed point, which gives the asymptotically AdS\(_2\) geometry at zero temperature, is found in terms of a transseries. That is, the flow of the dilaton and the metric can be written in the form

\[
F(r) = \sum_{i,j=0}^{\infty} F_{ij} \hat{r}^{\alpha j}, \tag{IV.32}
\]

where \(F\) represents a generic background function, \(r_0 - r = \hat{r}\) is the distance from the end of space at \(r = r_0\), and \(\alpha\) is a positive parameter that can be computed from the action (see Appendix D).
Figure 3. The speed of first sound squared in V-QCD. The green, red, and violet curves correspond to the potentials 5b, 7a, and 8b, respectively, while the dashed and solid curves stand for $\mu = 450$ MeV and at $\mu = 600$ MeV, respectively. The dashed thin black line shows the value $c_s^2 = 1/3$ obtained in conformal theories.

For the three potentials used in this article we find that

$$\alpha \approx 0.3558 \ , \quad \text{(potentials 5b)} ;$$

$$\alpha \approx 0.6566 \ , \quad \text{(potentials 7a)} ; \quad \text{(IV.33)}$$

$$\alpha \approx 0.4850 \ , \quad \text{(potentials 8b)} .$$

By using the transseries, the thermodynamics at low temperatures in the (unpaired) quark matter phase can be analyzed. This is done by modifying the geometry near the AdS$_2$ end through adding a blackening factor (see Appendix D3). First we find that the entropy goes to a constant at zero temperature, with the leading corrections decaying as $T^{2\alpha}$ or $T$ if $\alpha$ is below or above $1/2$, respectively. For the viscosities and conductivities we find that

$$\eta \sim T^0 ,$$

$$\zeta \sim \begin{cases} T & \text{if } 0 < \alpha < 1/2 \\ T^{2\alpha} & \text{if } 1/2 < \alpha < 1 \end{cases} ,$$

$$\sigma^{xx} \sim T ,$$

$$\kappa^{xx} \sim T \quad \text{(IV.35)}$$

as $T \rightarrow 0$, with the subleading corrections to $\eta$ behaving in the same way as the corrections to entropy. Note that the Wiedemann-Franz law is not obeyed, as $\kappa^{xx}/(\sigma^{xx}T) \sim T^{-1}$, similarly to the D3-D7 case of Eq. (IV.31).
2. V-QCD: numerical results

Next, we proceed to study the transport coefficients in V-QCD at higher temperatures. In this case, they are extracted from the numerical solution of the background using the formulae of Secs. IIIA and IIIB. Specifically, for the conductivities we use Eq. (III.11), while the shear viscosity is simply given by $\eta = s/(4\pi)$ with the entropy computed from the area of the black hole. The bulk viscosity is finally found by using the Eling-Oz formula (III.18) or from the Kubo formula with input from the fluctuations of the metric in the helicity zero sector (see, e.g., Ref. [95] and Appendix E). In our work, we carried out both computations and checked that the results agree.

Before dwelling on the transport properties, we briefly display results for the adiabatic speed of first sound $c_s^2 = (\partial p/\partial \varepsilon)_T$ as a function of temperature for the three choices of potentials at $\mu = 450$ MeV and at $\mu = 600$ MeV. As can be seen from Fig. 3, the speed of sound increases with $T$ at small temperatures, and typically reaches a maximum between $T = 100$ and $T = 200$ MeV. For the potential 7a at $\mu = 600$ MeV, the speed of sound exceeds the conformal value $c_s^2 = 1/\sqrt{3}$. Upon closer inspection, it can be seen that the speed of sound keeps increasing with the chemical potential in all cases, and the conformal value is exceeded for all three potentials at higher values of $\mu$ (not shown in the figure) even for $T = 0$.

The electrical and thermal conductivities for V-QCD are in turn displayed in Fig. 4. We have normalized the results by using the expected linear behavior at small temperatures from (IV.35), which is well reproduced by the data.

In Fig. 5, we then show the shear and bulk viscosities as functions of $T$ for the same values
of chemical potentials we inspected above. Note that we have here divided the bulk viscosity by
the temperature in order to more clearly display the details of this quantity. The thin solid and
dashed gray curves are respectively fits obtained using the transseries (including powers of the
from $T^{i+\alpha j}$ with integer $i$ and $j$) and a naive Taylor expansion around $T = 0$. For all curves, we
have fitted four free parameters and used data for the potential 7a with $T \lesssim 0.5$ MeV. As one can
readily observe, the transseries fit describes the data considerably better than the Taylor fit, which
strongly suggests that its asymptotics are indeed given by a transseries as we argue in Appendix D.
The leading low-temperature asymptotics of $\zeta$ furthermore agrees with the expectation from Eq. (IV.34) for the potentials 5b and 7a. For the potential 8b the asymptotic behavior is less clear
— this is apparently the case because the value of $\alpha$ in (IV.33) is quite close to the critical value
$\alpha = 1/2$. Similarly to the D3-D7 model, the Buchel bound for the bulk to shear viscosity ratio
would be violated if one uses $c_s^2$ (depicted in Fig. 3) to test it.

In Fig. 6 we finally plot the imaginary values of the retarded correlators $G_R^\eta(\omega)$ and $G_R^\zeta(\omega)$, which
generalize the shear and bulk viscosities to finite frequency as suggested by the Kubo formulas

$$
\eta = - \lim_{\omega \to 0} \frac{\text{Im}G_R^\eta(\omega)}{\omega}, \quad \zeta = - \lim_{\omega \to 0} \frac{\text{Im}G_R^\zeta(\omega)}{\omega};
$$

see Appendix E for details. We normalized the results using the entropy density (or $\hbar s/(4\pi k_B)$ to
be precise) such that the normalized shear viscosity equals unity at $\omega = 0$. The dependence of the
results on the frequency is strong at small temperatures. Notice that the bulk viscosity no longer
vanishes as $T \to 0$, if the frequency is nonzero, signalling a breaking of conformal invariance.
V. DISCUSSION

Holography has proven to be a very useful tool in the description of dense fundamental matter, purportedly strongly interacting in the environment provided by neutron star cores. The field has matured to a point where the predicted equilibrium properties of dense QCD matter are consistent with known physics and observations across the phase diagram, from small densities to high, hot and cold, so it is time to move on to quantities more challenging to traditional field theory methods. In this paper, we have done this by extracting holographic lessons for dynamical dense systems in the regime of linear response. In particular, we have performed a detailed study of the transport properties of unpaired quark matter in a state of flux realizable inside massive neutron stars [21].

In our work, we found strongly coupled holographic quark matter to respond to perturbations in a way that dramatically differs from what one might have expected based on naive extrapolations of weak-coupling results; for a detailed discussion of this point, see also our previous article [36]. Note that we have only considered what is commonly referred to as the unpaired quark matter phase, where quark pairing does not occur in any form. We believe, however, that the existence of the said discrepancies is independent of this detail, and that similar differences will be found in various “color superconducting” phases once such results become available. The key distinction between the weak- and strong-coupling approaches namely stems from the fact that at finite density and strong coupling, there is no quasiparticle description of the system, and hence the mere existence of Fermi surfaces that play a pivotal role in perturbative studies is unclear. Conceptually, and also
technically, a more straightforward extension of our investigation would be to allow for non-zero magnetic fields in the unpaired phase. This would open up an avenue for addressing the time evolution of magnetic fields inside NSs and in particular the coupling to their thermal evolution as required by magnetohydrodynamical simulations of NS mergers. In this case, many new transport coefficients would appear due to parity breaking, also accessible by our methods.

At lower densities, below those needed to excite strange quarks in the medium, various forms of bound states need to be taken into account. It is currently unknown, whether the nuclear and quark matter phases are separated by a discontinuous first-order transition, and if yes, whether mixed phases are possible. Nevertheless, it is likely that nucleons, too, are strongly interacting at densities close to the phase transition, and a description based on treating their interactions perturbatively becomes invalid. After several years of hiatus since the early works of [107–109], a holographic approach to model dense baryonic matter has recently regained some momentum [47, 110], leading, e.g., to the development of a unified framework describing both the nuclear and quark matter phases [51] as well as a mixed phase [50, 111, 112] resembling quarkyonic matter [113]. To this end, we find it important that a holographic investigation of transport phenomena be launched also in the confined phase of QCD.

While we have here considered a fairly general holographic setup, there are several models of quark matter that one might equally well employ. These include a phenomenologically deformed D3-D7 model [46, 114]; the well-known Sakai-Sugimoto model [115], consisting of pairs of D8-branes in a Witten background; any non-DBI type actions such as Einstein-Maxwell-scalar configurations; and backreacted brane configurations in the smearing approximation [60]. Out of the latter three, the smeared configurations have the undesirable feature that the matter sector is sensitive to the lower-dimensional induced metric, and it is not always easy to find a dimensionally truncated effective action. Similarly, in the Sakai-Sugimoto model the low-temperature phase is confining, so that without considering the backreaction of the flavor D8-branes there is no controlled approximation that would allow the description of deconfined quark matter at low temperatures. Instead, one typically extrapolates the high-temperature deconfined phase down to small temperatures, ignoring the deconfinement transition that is dual to the Hawking-Page phase transition of the background geometry. In addition to this, another complication in the Sakai-Sugimoto context is linked to the fact that the resulting phase is not translationally invariant but subject to the decay to an inhomogeneous ground state triggered by non-trivial Wess-Zumino terms in the brane action [116, 117]. Numerical techniques for solving the resulting partial differential equations involving square root actions [118, 119] and even for the extraction of transport coefficients therein [120, 121].
have been developed, but their implementation in the Sakai-Sugimoto context will likely be somewhat tedious. Finally, Einstein-Maxwell-scalar theories have also not been extensively considered at temperatures relevant for NS matter (for a notable exception, see [122]), and we hope that our exploration encourages further studies along this path.
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Appendix A: Equations of motion

In this first Appendix, we reproduce the equations of motion for our generic holographic setup discussed in Sec. II. Using Eq. (II.4), the equations of motion that are derived from (II.1) read

\[ R_{\mu\nu} - \frac{1}{2} g_{\mu\nu} R + \frac{1}{4} g^{\mu\nu} \partial_\rho \phi \partial_\rho \phi + \frac{1}{2} g^{\mu\nu} V + \frac{1}{2} T_b Z \sqrt{-\Gamma} \Gamma^{(\mu\nu)} = 0 \]

\[ \frac{1}{\sqrt{-g}} \partial_\mu \left( \sqrt{-g} g^{\mu\nu} \partial_\nu \phi \right) - \partial_\phi V - \frac{T_b Z}{2} \frac{\sqrt{-\Gamma}}{\sqrt{-g}} \left( 2 \partial_\phi Z + \Gamma^{\mu\nu} \left( \partial_\phi \kappa \partial_\nu \chi - \partial_\phi W F_{\mu\nu} \right) \right) = 0 \]

\[ \frac{1}{Z \sqrt{-\Gamma}} \partial_\mu \left( \sqrt{-\Gamma} \kappa Z \Gamma^{(\mu\nu)} \partial_\nu \chi \right) - \frac{1}{\sqrt{-g}} \partial_\mu V - \frac{1}{2} \left( \frac{\partial_\phi Z}{Z} + \Gamma^{\mu\nu} \left( \partial_\chi \kappa \partial_\nu \chi - \partial_\chi W F_{\mu\nu} \right) \right) = 0 \]

\[ \partial_\mu \left( \frac{T_b}{2\kappa_5^2} Z W \sqrt{-\Gamma} \Gamma^{(\mu\nu)} \right) = 0. \]

(A.1)

Plugging in the fluctuations given in equation (III.2) we obtain at linear order the following fluctuation equations

\[ 0 = \partial_t \left( \frac{\sqrt{g_{xx}}}{\sqrt{-g_{tt} g_{rr}}} h_{tx} \right) + \frac{2\kappa_5^2 \rho}{g_{xx}} a'_x \]

\[ + \left( \frac{\sqrt{g_{xx}}}{3 \sqrt{-g_{tt} g_{rr}}} \phi'^2 - \frac{g_{xx}^2}{\sqrt{-g_{tt} g_{xx}^2} g_{rr}} + \frac{\sqrt{(2\kappa_5^2 \rho)^2 + (g_{xx})^3 T_b^2 W^2 Z^2}}{\sqrt{g_{rr} + \kappa^2 \chi^2}} \frac{\kappa \chi^2}{3 \sqrt{-g_{tt} g_{xx} W}} \right) h_{tx} \]

\[ 0 = \partial_t \left( \frac{W}{2\kappa_5^2} \sqrt{-g_{tt}} \left( \frac{\sqrt{(2\kappa_5^2 \rho)^2 + (g_{xx})^3 T_b^2 W^2 Z^2}}{\sqrt{g_{rr} + \kappa^2 \chi^2}} \frac{\rho}{g_{xx}} \right) a'_x + \frac{\rho}{g_{xx}} h_{tx} \right) \]

\[ 0 = \rho \left( E_x - A_t \zeta_x \right) - \frac{\zeta_x}{2\kappa_5^2} \frac{g_{xx}^{5/2}}{\sqrt{-g_{tt} g_{rr}}} \partial_t \left( \frac{g_{tt}}{g_{xx}} \right). \]

(A.2)

Appendix B: Computations in the D3-D7 system

In this second Appendix, we provide details relevant for the D3-D7 system, described in Sec. II A

1. Numerical embeddings

In this Appendix we review the relevant computations we have to do in the D3-D7 probe system in order to find how the D7-branes are embedded in the D3-brane background, which is needed to compute the transport coefficients. We will be following [41, 74] closely.
First of all, we need to introduce a new radial coordinate $\zeta$, defined in terms of $r$ through

$$r = \frac{r_h \sqrt{1 + \zeta^4}}{\zeta}. \quad (B.1)$$

Given that $r_h$ is the position of the horizon in the $r$ coordinate, the new coordinate ranges from zero, corresponding to the boundary, to one, where we can find the horizon ($\zeta \in (0, 1)$). It is also convenient to work with

$$S(\zeta) = \sin(\theta(\zeta)) \quad (B.2)$$

rather than just $\theta$. Using this definition, the first thing we need to find is the profile of $S$, by solving its equation of motion [II.20] in the new variables. Defining

$$m = \frac{\tilde{m} \sqrt{2}}{L^2 \pi T}, \quad c = \frac{(6\tilde{c} - \tilde{m}^3) \sqrt{2}}{3\pi^3 L^6 T^3}, \quad (B.3)$$

in terms of $\tilde{m}$ and $\tilde{c}$ from [II.21], the corresponding boundary conditions will be

$$S(\zeta) = m\zeta + c\zeta^3 + \mathcal{O}(\zeta^4) \quad (B.4)$$

$$S(\zeta) = S_h + \mathcal{O}(\zeta - 1)^1,$$

near the boundary and the horizon respectively. Because [II.20] only depends on $S(\zeta)$ once the equation for the derivative of $A_t$ [II.19] is assumed, we can easily find solutions. For this, we choose a value of $S_h$ at the horizon and solve the equation numerically up to the boundary, where we read off the parameters $m$ and $c$, related to the mass and quark condensate via [B.4] and [II.22].

Once the profile of $S$ is known, it is easy to obtain the rest of the quantities that we need. Concerning the chemical potential, note that $A_t$ must vanish at the horizon, so we can find it by direct integration of [II.19]

$$\mu = \frac{r_h}{2 \pi \ell_s^2} \times 2 \tilde{d} \int_0^1 d\zeta \frac{\zeta (1 - \zeta^4) \sqrt{1 - S^2 + \zeta^2(S')^2}}{\sqrt{(\zeta^4 + 1) (1 - S^2) \left(8 \tilde{d}^2 \zeta^6 - (\zeta^4 + 1)^3 (S^2 - 1)^3\right)}}, \quad (B.5)$$

where the new parameter $\tilde{d}$ is related to the density

$$\rho = \frac{1}{8} \tilde{d} N_c N_f L^3 \sqrt{\lambda}. \quad (B.6)$$

Following [II.74], the entropy density corresponding to the addition of unbackreacted flavor is given by

$$s_f = \frac{N_c N_f \lambda T^3}{64} \left( -4 \tilde{G}(m) + 12 \tilde{\mu} + (m^2 - 1)^2 - 6mc \right), \quad (B.7)$$
where
\[
\tilde{G}(m) = \int_0^1 d\zeta \left[ \frac{m^2}{s^3} - \frac{1}{\zeta^3} + \frac{(1 - \zeta^8)(1 - s^2)}{\zeta^5} \sqrt{1 + \frac{8\tilde{d}^2 \zeta^6}{(\zeta^4 + 1)^3 (1 - s^2)^3} \sqrt{1 - s^2 + \zeta^2(S')^2}} \right]
\]  
(B.8)

and
\[
\tilde{\mu} = \frac{2\pi\ell_s^2}{r_h} \mu = \frac{2}{T\sqrt{\lambda}} \mu .
\]  
(B.9)

For the computation of the bulk viscosity, we will be interested in the variation of \( S_h \) with respect to the entropy and the charge densities. For the first one, \( \partial \chi_h / \partial s \), we consider the variation of the value of the embedding function as we vary the entropy of the background, since including the flavor contribution would be a higher order correction in \( N_f \). On top of that, the entropy density of the background is given in terms of
\[
s_g = \frac{\pi^2}{2} N_c^2 T^3 , \quad T = \frac{2\sqrt{\Sigma M_q}}{\sqrt{\lambda m}} ,
\]  
(B.10)

and therefore
\[
\frac{s}{s} \left( \frac{\partial \chi_h}{\partial s} \right) = \frac{1}{(1 - S^2)^{1/2}} \left( \frac{\partial S_h}{\partial s} \right) = \frac{1}{(1 - S^2)^{1/2}} \left( \frac{m^{-1} \partial S_h}{3 \partial(m^{-1})} \right),
\]  
(B.11)

where one has to make sure that \( \rho \) is kept fixed as \( S_h \) and \( m^{-1} \) are varied. Similarly, since the other derivative involved in the computation of the bulk viscosity is performed at finite temperature, it can be easily written in terms of \( \tilde{d} \) as
\[
\rho \left( \frac{\partial \chi_h}{\partial \rho} \right) = \frac{1}{(1 - S^2)^{1/2}} \left( \frac{\tilde{d} \partial S_h}{\partial \tilde{d}} \right).
\]  
(B.12)

In conclusion, the equation for the bulk viscosity reduces to
\[
\frac{\zeta}{\eta} = \frac{2\lambda}{\pi N_c^2 T} \frac{\sigma}{\frac{m^{-1}}{3} \partial(m^{-1}) + \tilde{d} \partial S_h}{\partial \tilde{d}} \left[ \frac{1}{1 - S_h^2} \right]^2 .
\]  
(B.13)

2. Low-temperature computations

Next, we wish to discuss some technicalities of the zero temperature limit discussed in Sec. IV A. Recall that we were able to write the entropy as
\[
s = -\frac{\partial f(T, \rho)}{\partial T} = -\pi L^2 \frac{\partial f(r_h, \rho)}{\partial r_h} = \pi L^2 \tilde{L} \left|_{r=r_h} \pi L^2 \int_{r_h}^{\infty} dr \left( \frac{d}{dr_h} \right)_{\rho, m} \left[ \tilde{L}(\theta, \theta', A_t, A'_t, r_h) \right] ,
\]  
(B.14)
where the derivative inside the integral is defined through the full variation of the Lagrangian, and we are also keeping the quark mass fixed (even though this is not written down explicitly).

As we shall see next, the second term in the last expression in (B.14) vanishes in the limit \( r_h \to 0 \). This follows from a standard argument: as we are varying the action around its on-shell value, the variation boils down to boundary terms, which vanish as we are keeping the sources fixed while varying. We will check this now explicitly. For that, note that at any finite \( r_h \):

\[
\tilde{\mathcal{L}}(\theta, \theta', A_t, A'_t; r_h) = N r^3 \cos^3 \theta \left[ 1 - (4 \pi \alpha')^2 (A'_t)^2 + r^2 f (\theta')^2 \right]^{\frac{1}{2}} + \rho A'_t
\]

Consequently, the derivative of \( \tilde{\mathcal{L}} \) with respect to \( r_h \) will give raise to three different terms,

\[
\int_{r_h}^{\infty} dr \left[ \frac{\partial \tilde{\mathcal{L}}}{\partial \theta} + \frac{\partial \tilde{\mathcal{L}}}{\partial \theta'} \partial_r \theta + \frac{\partial \tilde{\mathcal{L}}}{\partial \theta'} \partial_r \theta' \right]. \tag{B.16}
\]

In our notation, the first term in this expression represents the derivative of \( \tilde{\mathcal{L}} \) with respect to the explicit dependence on \( r_h \). Note that it is of order \( O(r_h^3) \) and that it vanishes when \( r_h \) is taken to zero. Integrating by parts, equation (B.16) reduces to

\[
\int_{r_h}^{\infty} \left[ \left( \frac{\partial \tilde{\mathcal{L}}}{\partial \theta} - \partial_r \frac{\partial \tilde{\mathcal{L}}}{\partial \theta'} \right) \partial_r \theta \right] dr + \frac{\partial \tilde{\mathcal{L}}}{\partial \theta'} \partial_r \theta \bigg|_{r_h}^{\infty}. \tag{B.17}
\]

Here, the integral vanishes on shell. In order to see that the second term vanishes, we need to examine both limits separately. On the one hand, recall that the UV behavior of the embedding function \( \theta \) was given in (II.21). There, the parameter \( \tilde{m} \) is related to the mass of the quark and will not change as we lower the temperature. In contrast, \( \tilde{c} \) depends on the quark condensate, which varies as we change \( r_h \). Fortunately,

\[
\partial_r \theta = \frac{\partial_r \tilde{c}}{r^3} + \ldots, \tag{B.18}
\]

vanishes when it is evaluated at the boundary. In the opposite limit, it is important to recall that \( \theta(r = r_h) \equiv \theta_h \) keeps finite when the limit \( r_h \to 0 \) is taken. This renders \( \partial_r \theta \) finite at the horizon. However, we can find a series expansion of the embedding about \( r = r_h \) of the form

\[
\theta = \theta_h + \theta_1 (r - r_h) + \ldots \tag{B.19}
\]

with

\[
\theta_1 = -\frac{3}{4} \frac{(2 \pi \alpha')^2 N^2 r_h^5 \sin \theta_h \cos^5 \theta_h}{(2 \pi \alpha')^2 N^2 r_h^5 \cos^6 \theta_h + \rho^2} \tag{B.20}
\]
which renders $\partial \tilde{L} / \partial \theta'$ linear in $(r - r_h)$ as

$$\frac{\partial \tilde{L}}{\partial \theta'} = \frac{6\pi \alpha' N^2 r_h^6 \sin \theta_h \cos^5 \theta_h}{\sqrt{\rho^2 + (2\pi \alpha')^2 N^2 r_h^6 \cos^6 \theta_h}} \cdot (r - r_h) + \mathcal{O}((r - r_h)^1) \quad (B.21)$$

and therefore it is zero when evaluated at the horizon. Put differently, the second term in $(B.17)$ is also zero at $r = r_h$, even before taking the $r_h \rightarrow 0$ limit.

Knowing that the first term in $(B.14)$ cancels, the contribution to entropy density from the flavor sector at zero temperature can be found. The computation is finished in Sec. IV A. Moreover, with the zero temperature embeddings given there it is possible to evaluate $S_{\text{DBI}}$, which gives

$$S_{\text{DBI}} = -\Omega = p = \frac{N_c N_l \gamma}{4\lambda} (\mu^2 - M_{q}^2)^2, \quad (B.22)$$

from which the energy density can be also obtained

$$\varepsilon = \rho \mu - p = \frac{N_c N_l \gamma}{4\lambda} (3\mu^2 + M_{q}^2)(\mu^2 - M_{q}^2), \quad (B.23)$$

where we have also used (IV.18). From this, the stiffness (speed of first sound squared) reads

$$c_s^2 = \left. \frac{\partial p}{\partial \varepsilon} \right|_s = \left. \frac{\partial p}{\partial \mu} \left( \frac{\partial \varepsilon}{\partial \mu} \right)^{-1} \right|_s = \frac{\mu^2 - M_{q}^2}{3\mu^2 - M_{q}^2} \quad (B.24)$$

Appendix C: Definitions for the V-QCD model

In this Appendix, we write down the detailed definitions for the V-QCD model. We start from the action for the glue sector, i.e., the action for the dilaton field $\lambda = \exp(\sqrt{3} \phi/\sqrt{8})$. The main input is the dilaton potential, which we choose to be (following [39, 84])

$$V(\lambda) = -12 \left[ 1 + V_1 \lambda + V_2 \frac{\lambda^2}{1 + \lambda/\lambda_0} + V_{\text{IR}} e^{-\lambda/\lambda_0} (\lambda/\lambda_0)^{4/3} \sqrt{\log(1 + \lambda/\lambda_0)} \right]. \quad (C.1)$$

Notice that this definition satisfies the asymptotic requirements in (II.26) and in (II.27). The parameters $V_1$ and $V_2$ are determined by matching the holographic RG flow of the coupling with the running of the coupling in pure Yang-Mills theory [37, 75]. That is, the model implements asymptotic freedom – it is in principle put in by hand, but arises for a natural choice of potentials, i.e., potentials which are analytic in $\lambda$ at the UV point $\lambda = 0$. The matching leads to

$$V_1 = \frac{11}{27\pi^2}, \quad V_2 = \frac{4619}{46656\pi^4}, \quad (C.2)$$

where we dropped terms suppressed by $1/N_c^2$. We stress that the physically more relevant part is the behavior of the potential at large $\lambda$, and the asymptotics was chosen to reproduce several
known IR features of pure Yang-Mills theory: confinement, magnetic screening, and linear radial Regge trajectories for the glueballs. Finally, the remaining parameters $\lambda_0$ and $V_{\text{IR}}$ are determined by comparing the behavior of the model at intermediate energies to lattice data. Specifically, we used the data for the thermodynamics of the Yang-Mills theory at large $N_c$ from [124], following the approach of [83]. This fit leads to [39, 84, 125]

$$\lambda_0 = \frac{8\pi^2}{3}, \quad V_{\text{IR}} = 2.05. \quad \text{(C.3)}$$

We then discuss the potentials of the flavor sector, i.e., the potentials $Z$, $W$, and $\kappa$ in Eq. (II.3). Writing $Z(\lambda, \chi) = V_{f0}(\lambda)e^{-\chi^2}$, we use the following Ansatz:

$$V_{f0}(\lambda) = W_0 + W_1\lambda + \frac{W_2\lambda^2}{1 + \lambda/\lambda_0} + W_{\text{IR}}e^{-\lambda_0/\lambda(\lambda/\lambda_0)^2} \quad \text{(C.4)}$$

$$\frac{1}{\kappa(\lambda)} = \kappa_0 \left[ 1 + \kappa_1\lambda + \bar{\kappa}_0 \left( 1 + \frac{\bar{\kappa}_1\lambda_0}{\lambda} \right) e^{-\lambda_0/\lambda} \frac{(\lambda/\lambda_0)^{4/3}}{\sqrt{\log(1 + \lambda/\lambda_0)}} \right] \quad \text{(C.5)}$$

$$\frac{1}{W(\lambda)} = w_0 \left[ 1 + \frac{w_1\lambda}{\lambda_0} + \frac{\bar{w}_0 e^{-\lambda_0/\lambda}}{\log(1 + \lambda/\lambda_0)} \right] \quad \text{(C.6)}$$

Notice that we do not need the potential $\kappa$ in this article, because for V-QCD we only consider chirally symmetric background solutions with zero quark mass so that $\chi = 0$ and consequently the results are independent of $\kappa$. We however discuss a consistent choice of $\kappa$ here for completeness. As we explained in the main text, the asymptotics of the potentials were determined by several requirements. A “good” kind of IR singularity in the classification of [79], vanishing of the flavor action at the bottom for the chirally broken solutions [37], consistent solutions even at finite $\theta$-angle [126], and linear radial meson trajectories [80] were found when $V_{f0}(\lambda) \sim \lambda^{v_p}$ with $v_p \approx 2$ and $\kappa(\lambda) \sim \lambda^{-4/3}\sqrt{\log \lambda}$. In order for the vector and axial mesons to have the same slope $\kappa(\lambda)$ needs to vanish faster than $W(\lambda)$ at large $\lambda$ [80], and requiring for a consistent phase diagram at finite density fixes the power law in the asymptotics of $W$ to be the same as in the asymptotics of $\kappa$, i.e., $W(\lambda) \sim \lambda^{-4/3}$ [147].

The parameters of the fits which control the expansion at small $\lambda$ were determined by requiring agreement with the UV dimension of the $\bar{q}q$ operator and the perturbative two-loop running of the ’t Hooft coupling in QCD in the Veneziano limit (see the discussion at the end of this Appendix). Setting $x_f = N_f/N_c$ to one, this gives

$$\kappa_0 = \frac{3}{2} - \frac{W_0}{8}, \quad W_1 = \frac{8 + 3W_0}{9\pi^2}, \quad W_2 = \frac{6488 + 999W_0}{15552 \pi^4} \quad \text{(C.7)}$$

The remaining parameters in (C.4) and (C.6) were determined by comparing to the lattice data of full QCD with 2+1 flavors from [127, 128]. Specifically, the parameters of the $V_{f0}$ potential
Table I. Fit to thermodynamics at small chemical potential: values of various parameters. Here $L$ is the UV AdS radius and $M^3$ was normalized such that the tabulated value gives the deviation from the Stefan-Boltzmann law for the pressure at high temperatures.

|                  | soft 5b | intermediate 7a | stiff 8b |
|------------------|---------|-----------------|----------|
| $W_0$            | 1.0     | 2.5             | 5.886    |
| $W_{IR}$         | 0.85    | 0.9             | 1.0      |
| $w_0$            | 0.57    | 1.28            | 1.09     |
| $w_1$            | 3.0     | 0               | 1.0      |
| $\bar{w}_0$     | 65      | 18              | 22       |
| $8\pi^2/\dot{\lambda}_0$ | 0.94 | 1.18             | 1.16     |
| $\bar{\kappa}_0$ | 1.8     | 1.8             | 3.029    |
| $\bar{\kappa}_1$ | -0.857  | -0.23           | 0        |
| $\Lambda_{UV}/\text{MeV}$ | 226 | 211             | 157      |
| $180\pi^2M^3L^3/11$ | 1.34 | 1.32             | 1.22     |

(as well as the Planck mass $M_{Pl}$) to the data for the interaction measure $(\epsilon - 3p)/T^4$ and the parameters of the $\mathcal{W}$ potential to the data for the first cumulant $\chi_2 = \partial^2_{\mu p}(T, \mu)|_{\mu=0}$ of the pressure, i.e., the baryon number susceptibility. The parameters of the $\kappa$ potential were chosen such that the temperature of the phase transition is consistent with the fit to the interaction measure. See [39] for details. As the fit has a flat directions, it does not fully constrain the parameter values leaving free what is essentially a one-parameter family of the solutions. We have taken this remaining parameter as $W_0$, and chosen three fits (soft, intermediate, and stiff variants) corresponding to different values of $W_0$. The fit parameters are given in Table I. The names refer to the stiffness of the equation of state for the nuclear matter phase (that we do not discuss in this article, see [47, 51, 88, 129]), with stiff (soft) equation of state meaning that the speed of sound is high (low), and the stiffness increases with $W_0$ [130]. The soft, intermediate, and stiff variants were labeled as the fits 5b, 7a, and 8b, respectively in [39] (the values of the $\kappa$ function were slightly adjusted in [47, 51] to make sure that the chirally broken solutions are consistent in the IR).

There is one more parameter which needs to be determined, namely the overall energy scale of the theory. As in QCD, the energy scale does not appear as a parameter in the action but is a property of the solutions. We choose to determine it by using the scale of the UV expansions of
the background solutions $\Lambda_{UV}$, which corresponds to $\Lambda_{QCD}$ in QCD, but differs by an unspecified numerical constant. The QCD scale and running coupling have also been discussed in a different holographic framework in [131].

In order to define the weak coupling scale $\Lambda_{UV}$ we employ the gauge $g_{tt}(r)g_{rr}(r) = g_{xx}(r)^2$. In this gauge, we find that

$$g_{xx}(r) = \frac{L^2}{r^2} \left[ 1 + \frac{8}{9 \log r \Lambda_{UV}} + \mathcal{O} \left( \frac{1}{\log r \Lambda_{UV}^2} \right) \right], \quad (C.8)$$

$$\lambda(r) = e^{\sqrt{3/8} \phi(r)} = -\frac{8\pi^2}{3 \log r \Lambda_{UV}} - \frac{28\pi^2 \log(-\log r \Lambda_{UV})}{27 \left( \log r \Lambda_{UV} \right)^2} + \mathcal{O} \left( \frac{1}{\left( \log r \Lambda_{UV} \right)^3} \right), \quad (C.9)$$

where $L = 1/\sqrt{1 - W_0/12}$ is the asymptotic AdS radius, and the boundary is reached as $r \to 0$ from above. In order to match these expansions with the RG flow of QCD, we note that the energy scale is dual to $\sqrt{g_{xx}(r)}$ [73]. Then it is straightforward to check that the RG flow of the coupling indeed matches with the of QCD (which was ensured by the choice of the parameters $V_{1,2}$ and $W_{1,2}$ above). Finally, comparing to the lattice fit of the interaction measure, we find the values of $\Lambda_{UV}$ given in Table I.

Appendix D: V-QCD near the zero temperature AdS$_2$ point

In this fourth Appendix, we specialize to the low-temperature behavior of the V-QCD model.

1. Analysis of the backgrounds

We discuss here only the case of vanishing tachyon, $\chi = 0$. Writing the metric as

$$ds^2 = b^2 \left( dr^2 / f - f dt^2 + dx^2 \right) = e^{2A} \left( dr^2 / f - f dt^2 + dx^2 \right), \quad (D.1)$$

the gauge field equation of motion can be integrated:

$$\frac{-bV \mathcal{N}^2 A'}{\sqrt{1 - V^2 (A')^2}} = \hat{n}, \quad (D.2)$$

where $\hat{n}$ is a constant related to the charge density through

$$\rho = \frac{1}{2 \kappa^2} \hat{n}. \quad (D.3)$$

It turns out to often be convenient to use instead the dimensionless quantity

$$\tilde{n} = e^{-3A_h} \hat{n} = \frac{\hat{n}}{b_h^3} = \frac{4\pi \rho}{s}, \quad (D.4)$$
where the subscript “h” refers to the value at the horizon.

After eliminating the gauge field, the equations of motion can be written in a simple form in terms of the effective potential

$$V_{\text{eff}}(\lambda, A, \hat{n}) = -V(\lambda) - T_b V_{f0}(\lambda) \sqrt{1 + \frac{\hat{n}^2}{e^{6A} W(\lambda)^2 x^2 V_{f0}(\lambda)^2}} ,$$

namely

$$f'' + 3A' f' = \frac{1}{3} e^{2A} \frac{\partial V_{\text{eff}}}{\partial A} \quad (D.6)$$

$$A'' - \left( A' \right)^2 + \frac{4 \left( \lambda' \right)^2}{9 \lambda^2} = 0 \quad (D.7)$$

$$\frac{3A' f'}{f} + 12 \left( A' \right)^2 - \frac{4 \left( \lambda' \right)^2}{3 \lambda^2} = \frac{e^{2A} V_{\text{eff}}}{f} . \quad (D.8)$$

The equation for the dilaton is not independent:

$$\lambda'' + 3A' \lambda' + \frac{f' \lambda'}{f} - \frac{\left( \lambda' \right)^2}{\lambda} = -\frac{3 e^{2A} \lambda^2}{8 f} \frac{\partial V_{\text{eff}}}{\partial \lambda} . \quad (D.9)$$

The equations of motions are unchanged under shifts of the coordinate $r$, but there is also another symmetry which takes $f \mapsto f_0 f$ and $A \mapsto A + (\log f_0)/2$.

The tachyonless black hole solutions are conveniently indexed in terms of the horizon parameters $\lambda_h$ and $\hat{n}$. After numerically constructing the full solution, these parameters can be mapped to the temperature and the chemical potential [38].

The study the fixed point solutions to the equations of motion (D.6)–(D.8) boils down to the properties of the effective potential $V_{\text{eff}}$ at the horizon $A = A_h$ (see [38]). Notice first that in terms of $\tilde{n} = \hat{n} e^{-3A_h}$, the effective potential

$$V_{\text{eff}}(\lambda, A_h, \tilde{n}) = -V(\lambda) - T_b V_{f0}(\lambda) \sqrt{1 + \frac{\tilde{n}^2}{e^{6A} W(\lambda)^2 x^2 V_{f0}(\lambda)^2}} \equiv \tilde{V}_{\text{eff}}(\lambda, \tilde{n}) \quad (D.10)$$

is independent of $A_h$. The AdS$_2$ solution is found at the fixed points satisfying

$$\tilde{V}_{\text{eff}}(\lambda_*, \tilde{n}_*) = 0 = \partial_{\lambda} \tilde{V}_{\text{eff}}(\lambda_*, \tilde{n}_*) . \quad (D.11)$$

These equations typically have one or zero solutions $(\lambda_*, \tilde{n}_*)$ for physically reasonable potentials, but may also have two (or perhaps even more) solutions. In Fig. 7 we show the single solution for potentials 7a as the magenta dot. It is found at the intersection of the blue and red curves, which mark where $\tilde{V}_{\text{eff}}$ and $\partial_{\lambda} \tilde{V}_{\text{eff}}$ vanish, respectively. Chirally symmetric BH solutions are only found in a region of the $(\tilde{n}, \lambda_h)$ -plane around the origin [38] (region with green stripes in Fig. 7). The
BH solutions exist
$V_{\text{eff}}(\lambda h, \tilde{n}) > 0$
$\partial_\lambda V_{\text{eff}}(\lambda h, \tilde{n}) > 0$

Figure 7. Behavior of the effective potential, and the location of fixed points for potentials 7a. Blue, and red striped regions have $\dot{V}_{\text{eff}} > 0$ and $\partial_\lambda \dot{V}_{\text{eff}} > 0$, respectively, while the green region marks where the chirally symmetric BH solutions exist. The left (orange) and right (magenta) dots mark the (unstable) AdS$_5$ and (stable) AdS$_2$ fixed points, respectively.

AdS$_2$ fixed point(s) lie on the boundary of this region. Therefore all the curves in the figure pass through this point. Notice that $\lambda h > 0$ and we may take $\tilde{n} \geq 0$ by symmetry.

In general, the zero temperature solutions are found at the edge of the region where regular BH solutions exist (green curve in the figure). They are given as holographic RG flows from the AdS$_5$ geometry in the boundary (given by Eqs. (C.8) and (C.9)) to an IR geometry which depends on the location on the curve. These zero temperature solutions may be classified as follows:

- **Zero temperature solutions at the AdS$_2$ points.** Even though these configurations are single points on the $(\tilde{n}, \lambda h)$-plane, they are mapped to finite intervals of the chemical potential. The solutions can be obtained through a limiting procedure for the BH solutions (as seen numerically): different values of chemical potentials are found depending on the direction on the $(\tilde{n}, \lambda h)$-plane from where the fixed point is approached. The geometry is asymptotically AdS$_2$ in the IR, as we will discuss in detail below. Notice that apart from the flow solutions, there is also an exact AdS$_2$ solution with constant dilaton which is not identified with any physical phase on the field theory side.

- **The zero temperature solution at $\tilde{n} = 0$ and $\lambda h = \lambda_s$.** This is a chirally symmetric special solution at zero temperature and density, which is subdominant for all potentials which we consider here (as should be the case for QCD since the vacuum is chirally broken). This
point corresponds to an AdS$_5$ IR geometry.

- Solutions elsewhere on the edge. We have found numerically that for some choices of the potentials, the AdS$_2$ points do not cover all values of positive chemical potential, but in particular zero temperature solutions for high values of $\mu$ are found elsewhere on the edge of the region where solutions exist. These solutions and the transition where one moves away from AdS$_2$ merits further study which we leave for future work. It is not even completely clear that solutions of this type with strictly $T = 0$ exist – our studies are currently restricted to numerical BH solutions with tiny but nonzero temperature, and taking the $T \to 0$ limit numerically is tricky.

2. Flow to the fixed point solution

Fluctuations around the exact AdS$_2$ fixed point geometry have been studied in [38]. Two normalizable modes were found, one having the dimension one and another with a nontrivial dimensions denoted by $\alpha_\lambda$ in section 3 of this article. In our notation we may define

$$\alpha = \frac{1}{2} \left[ -1 + \sqrt{1 - \frac{9\lambda^2 \partial^2 V_{\text{eff}}(\lambda_*, A_h, \tilde{n}_*)}{\partial A V_{\text{eff}}(\lambda_*, A_h, \tilde{n}_*)}} \right].$$  \hspace{1cm} (D.12)

Notice that here the dependence on $A_h$ cancels after $\tilde{n}$ is replaced by $\tilde{n}$.

The solution around the fixed point, i.e., the holographic RG flows ending in the AdS$_2$ geometry, may then be found in terms of transseries

$$g(r) = \sum_{i,j=0}^{\infty} g_{ij} C^i ((r_0 - r) \Lambda_{\text{IR}})^i ((r_0 - r) \Lambda_{\text{IR}})^{\alpha_j}$$  \hspace{1cm} (D.13)

for the fields $g = \lambda$, $f$, and $A$. Here $r_0$ is the value of the coordinate where the fixed point is reached, and $\Lambda_{\text{IR}}$ and $C$ are constants which appear due to symmetries of the equations of motion. The constant $\Lambda_{\text{IR}}$ is interpreted as the energy scale and $C$ will be mapped to the value of the chemical potential.

The coefficients $g_{ij}$ may be solved iteratively by inserting the transseries into the equations of motion.
motion (D.6)–(D.8). First few terms in the series are

\[
\lambda(r) = \lambda_s + C r^\alpha + \left[ -\frac{9\lambda_s^2 \partial_A V}{8\alpha \partial_A V} + \frac{3(5\alpha^2 + \alpha + 2)}{2(\alpha + 1)(\alpha + 2)(2\alpha - 1)\partial_A V} + \frac{3\alpha + 2}{\lambda_s} \right] \frac{C^2 r^{2\alpha}}{1 + 3\alpha} + O\left(\hat{r}^{3\alpha}\right) + \frac{9\lambda_s^2 \partial_A V}{4(\alpha + 2)(\alpha - 1)\partial_A V} \hat{r} + O\left(\hat{r}^{1+\alpha}\right) + O\left(\hat{r}^2\right)
\]  

(D.14)

\[
A(r) = \log f_0 + \log \Lambda_{IR} + \frac{2\alpha}{9(1 - 2\alpha)\lambda_s^2} C^2 r^{2\alpha} + O\left(\hat{r}^{3\alpha}\right)
\]

+ \hat{r} - \frac{2\partial_A V}{(\alpha + 1)(\alpha + 2)(\alpha - 1)\partial_A V} C^2 r^{1+\alpha} + O\left(\hat{r}^{2+\alpha}\right)

+ \left[ \frac{1}{2} - \frac{9(\lambda_s)^2 (\partial_A V)^2}{8(\alpha + 2)^2(\alpha - 1)^2(\partial_A V)^2} \right] \hat{r}^2 + O\left(\hat{r}^{2+\alpha}\right)

(D.15)

\[
f(r) = f_0^2 \hat{r}^2 \left\{ \frac{1}{6} \partial_A V + \frac{\lambda_s^2 (\partial_A V)^2}{8(\alpha + 2)(\alpha - 1)\partial_A V} \right\} \frac{\partial_A V}{\partial_A V} + \left( \frac{\lambda_s^2 (\partial_A V)^2}{8(\alpha + 2)(\alpha - 1)\partial_A V} \right) \hat{r} + O\left(\hat{r}^{1+\alpha}\right) + O\left(\hat{r}^2\right) \right\} .
\]

(D.16)

Here \( \hat{r} = (r_0 - r)\Lambda_{IR} \), \( V = V_{eff} \), derivatives of the potential are evaluated at the fixed point (also setting \( A = A_0 \)), and \( f_0 \) is another coefficient related to the aforementioned symmetry of the equations of motion for homogeneous configurations. It will be determined by setting \( f \to 1 \) at the boundary for the full solution. Notice that we chose the coefficients \( \lambda_{01} = 1 \) and \( A_{10} = 1 \) in order to pin down the definitions of \( C \) and \( \Lambda_{IR} \). Moreover we used the fact that \( V = 0 = \partial_A V \) at the fixed point. The exact AdS\(_2\) solution is obtained from these expansions in the limit \( \Lambda_{IR} \to 0 \) keeping the product \( f_0\Lambda_{IR} \) fixed so that the flow is suppressed (the coordinate \( r \) should also be kept fixed – recall that there are also factors of \( \Lambda_{IR} \) hidden in the definition of \( \hat{r} \)).

The full solutions ending at the AdS\(_2\) fixed point in the IR can then be constructed numerically by using the expansions as initial conditions. This way one can obtain solutions in a range of chemical potentials which have vanishing temperature.

3. Thermodynamics of small black holes

The relevant geometry for the V-QCD solutions at small temperature and finite density is (in the case an AdS\(_2\) fixed point exists) a “small” AdS\(_2\) black hole. The geometry of such black holes is obtained from (D.14)–(D.16) by adding the AdS\(_2\) thermal factor:

\[
\lambda(r) = \lambda_s + O\left(\Lambda_{IR}\right)
\]  

(D.17)

\[
A(r) = \log(f_0\Lambda_{IR}) + O\left(\Lambda_{IR}\right)
\]  

(D.18)

\[
f(r) = \frac{1}{6} \partial_A V f_0^2 \hat{r}^2 \left( 1 - \frac{\hat{r}_0}{\hat{r}} \right) + O\left(\Lambda_{IR}\right)
\]  

(D.19)
where we only included the leading terms in the AdS$_2$ limit $\Lambda_{\text{IR}} \to 0$. Higher order corrections can in principle be computed systematically but the computation is quite tedious and after adding the blackening factor the result is no longer a transseries.

The Hawking temperature of the black hole is given by

$$T = -\frac{f'(r_h)}{4\pi} = \frac{\Lambda_{\text{IR}}}{4\pi} \left. \frac{df}{dr} \right|_{r=r_h} \approx \frac{1}{24\pi} \partial_A V f_0^2 \Lambda_{\text{IR}} \hat{r}_h \equiv C_T \hat{r}_h .$$  \hfill (D.20)

Inserting this in the zero temperature asymptotic formula (D.15), i.e., neglecting the backreaction of the blackening factor, we can estimate the leading corrections to the entropy:

$$4G_5 s = e^{3A(r_h)} \approx f_0^3 \Lambda_{\text{IR}}^3 \left[ 1 + \frac{2\alpha}{3(1-2\alpha)\lambda_+^2} C^2 C^{-2\alpha} T^{2\alpha} + 3T/C_T + \mathcal{O}(T^{3\alpha}, T^{1+\alpha}, T^2) \right] .$$  \hfill (D.21)

Taking the backreaction into account is expected to modify the coefficients but not the powers. Since $\eta/s = 1/(4\pi)$ in our model, the shear viscosity will have the same temperature dependence as the entropy.

Evaluating the low temperature behavior of the bulk viscosity is a bit more involved. Instead of using the Eling-Oz formula [94], which expresses the bulk viscosity in terms of the horizon behavior of the background, we find it easier to study the fluctuations. In our case the relevant fluctuation equation reads (see [95, 96] and Appendix E)

$$h'' + \left( 3A' + \frac{f'}{f} + 2\frac{X'}{X} \right) h' + \left( -\frac{f'}{f} \frac{X'}{X} - \frac{f''}{f} - \frac{3\lambda e^{2A}}{8fX} \partial_\lambda \partial_A V_{\text{eff}} \right) h = 0 ,$$  \hfill (D.22)

where we already set the momentum and frequency of the fluctuations to zero – this is enough for the computation the bulk viscosity. The field $h$ is the fluctuation of the metric measuring the change in spatial volume, defined through $\delta g_{ij}(r) = e^{2A(r)} \delta_{ij} h(r)$ and $X(r) = \lambda'(r)/(A'(r)\lambda(r))$.

The bulk viscosity is then obtained as

$$\frac{\zeta}{s} = \frac{2}{27\pi} \frac{h(r_h)^2 \lambda'(r_h)^2}{\lambda(r_h)^2 A'(r_h)^2} ,$$  \hfill (D.23)

where $h$ is the IR regular solution normalized to $h \to 1$ at the boundary.

For the zero temperature flow the leading terms close to the AdS$_2$ point give

$$\frac{d^2 h}{d\hat{r}^2} + \frac{2\alpha}{\hat{r}} \frac{dh}{d\hat{r}} - \frac{2\alpha}{\hat{r}^2} h \approx 0$$  \hfill (D.24)

with the solution

$$h(\hat{r}) = C_1 \hat{r} + C_2 \hat{r}^{-2\alpha} ,$$  \hfill (D.25)
where the first term is the IR regular term. Going to finite temperature, we therefore expect
\(h(r_h) \sim \hat{r}_h \sim T\). Inserting the results for the asymptotic AdS\(_2\) geometry in (D.23) gives

\[
ζ \sim T , \quad (0 < α < 1/2) ; \\
ζ \sim T^{2α} , \quad (1/2 < α < 1) .
\]

The temperature dependence of the conductivities is simple: using the above results in the
formulas (III.11) and (III.12) we find that

\[
σ^{xx} \sim κ^{xx} \sim T
\]

with corrections suppressed by \(T^α\) as \(T \to 0\).

**Appendix E: Fluctuations at finite frequency**

In this final Appendix, we discuss fluctuations of the system and show how the retarded corre-
lators

\[
G_η(ω) = -i \int dtd³x e^{iωt} θ(t)⟨T_{xy}(t, x)T_{xy}(0, 0)⟩
\]

and

\[
G_ζ(ω) = -i 9 \int dtd³x e^{iωt} θ(t)⟨T^j_j(t, x)T^k_k(0, 0)⟩,
\]

which are discussed in Sec. IV B 2 are computed (see, e.g., [95]).

For the shear sector we consider, assuming the metric Ansatz (D.1), fluctuations of the form

\[
δg_{xy}(r, t) = δg_{yx}(r, t) = e^{2A(r)} e^{-iωt} h_{xy}(r).
\]

They satisfy the following fluctuation equation:

\[
h''_{xy}(r) + 3A'(r)h'_{xy}(r) + \frac{f'(r)h'_{xy}(r)}{f(r)} + \frac{ω^2 h_{xy}(r)}{f(r)^2} = 0 .
\]

Let us construct solutions to this equation with the boundary conditions \(h_{xy}(0) = 1\) and infalling
conditions at the horizon. The retarded correlator is then found to be

\[
G_η(ω) = -\frac{1}{16πG_5} \lim_{r \to 0} e^{3A(r)} h'_{xy}(r).
\]
For the bulk sector we consider fluctuations of the form

\[
\delta g_{ij}(r, t) = e^{2A(r)} \delta_{ij} e^{-i\omega t} h(r) .
\]  

(E.6)

They turn out to satisfy (assuming chirally symmetric vacuum, \( \chi = 0 \)) the equation

\[
h'' + \left(3A' + f' + 2 \frac{X'}{X} \right) h' + \left(\frac{\omega^2}{f^2} - \frac{f' X'}{f X} - \frac{3\lambda e^{2A}}{8 f X} \partial_\lambda \partial_A V_{\text{eff}} \right) h = 0 ,
\]

(E.7)

where \( X(r) = \lambda'(r)/(A'(r)\lambda(r)) \) and \( V_{\text{eff}}(\lambda, A, \hat{u}) \) was defined in \[6.5\]. Setting again \( h(0) = 1 \) at the boundary and infalling conditions at the horizon, the relevant correlator is found as

\[
G_R^R(\omega) = \frac{1}{16\pi G_5} \lim_{r \to 0} e^{2A(r)} h'(r) .
\]

(E.8)
Recall that Chiral Effective Theory and other ab-initio nuclear theory machinery are currently limited to densities below the saturation density \cite{23} while lattice QCD is plagued by the infamous Sign Problem at finite density \cite{133}.

\[ \text{(34)} \]
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