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Abstract—This paper investigates the massive connectivity of low Earth orbit (LEO) satellite-based Internet-of-Things (IoT) for seamless global coverage. We propose to integrate the grant-free non-orthogonal multiple access (GF-NOMA) paradigm with the emerging orthogonal time frequency space (OTFS) modulation to accommodate the massive IoT access, and mitigate the long round-trip latency and severe Doppler effect of terrestrial-satellite links (TSLs). On this basis, we put forward a two-stage successive active terminal identification (ATI) and channel estimation (CE) scheme as well as a low-complexity multi-user signal detection (SD) method. Specifically, at the first stage, the proposed training sequence aided OTFS (TS-OTFS) data frame structure facilitates the joint ATI and coarse CE, whereby both the traffic sparsity of terrestrial IoT terminals and the sparse channel impulse response are leveraged for enhanced performance. Moreover, based on the single Doppler shift property for each TSL and sparsity of delay-Doppler domain channel, we develop a parametric approach to further refine the CE performance. Finally, a least square based parallel time domain SD method is developed to detect the OTFS signals with relatively low complexity. Simulation results demonstrate the superiority of the proposed methods over the state-of-the-art solutions in terms of ATI, CE, and SD performance confronted with the long round-trip latency and severe Doppler effect.

Index Terms—Internet of Things (IoT), low earth orbit (LEO) satellite, orthogonal time frequency space (OTFS), grant-free non-orthogonal multiple access (GF-NOMA).

I. INTRODUCTION

With the advent of the 5G era, Internet of Things (IoT) based on terrestrial cellular networks has developed rapidly and has been widely used in various aspects of human life [2]. In the coming beyond 5G and even 6G, IoT is expected to revolutionize the way we live and work, by means of a wealth of new services based on the seamless interactions of massive heterogeneous terminals [3]. However, in many application scenarios, IoT terminals are widely distributed. Particularly, a considerable percentage of IoT terminals may be located in remote areas, which indicates that these IoT applications can not be well supported by conventional terrestrial cellular infrastructures. In recent years, low Earth orbit (LEO) satellite communication systems have attracted considerable research interest, and dense LEO constellations are expected to complement and extend existing terrestrial communication networks, reaching seamless global coverage. In fact, the commercial exploration of LEO constellations dates back to the late 20th century, such as Iridium, Globalstar, and Teledesic [4]. Unfortunately, most of these early attempts ended with failure in the context of the underdeveloped vertical applications. Nowadays, a booming demand and new space technologies reignite the LEO market, where numerous enterprises, such as Starlink, OneWeb, and Telesat [4], envisage massive deployment. As an indispensable component of the 6G space-air-ground-sea integrated networks, LEO constellations are envisioned to provide a promising solution to enable wide area IoT services [5], [6], [7].

Nevertheless, distinct from the terrestrial communication environment, satellite communications usually suffer from enhanced performance. Moreover, based on the single Doppler shift property for each TSL and sparsity of delay-Doppler domain channel, we develop a parametric approach to further refine the CE performance. Finally, a least square based parallel time domain SD method is developed to detect the OTFS signals with relatively low complexity. Simulation results demonstrate the superiority of the proposed methods over the state-of-the-art solutions in terms of ATI, CE, and SD performance confronted with the long round-trip latency and severe Doppler effect.

Index Terms—Internet of Things (IoT), low earth orbit (LEO) satellite, orthogonal time frequency space (OTFS), grant-free non-orthogonal multiple access (GF-NOMA).

I. INTRODUCTION

With the advent of the 5G era, Internet of Things (IoT) based on terrestrial cellular networks has developed rapidly and has been widely used in various aspects of human life [2]. In the coming beyond 5G and even 6G, IoT is expected to revolutionize the way we live and work, by means of a wealth of new services based on the seamless interactions of massive heterogeneous terminals [3]. However, in many application scenarios, IoT terminals are widely distributed. Particularly, a considerable percentage of IoT terminals may be located in remote areas, which indicates that these IoT applications can not be well supported by conventional terrestrial cellular infrastructures. In recent years, low Earth orbit (LEO) satellite communication systems have attracted considerable research interest, and dense LEO constellations are expected to complement and extend existing terrestrial communication networks, reaching seamless global coverage. In fact, the commercial exploration of LEO constellations dates back to the late 20th century, such as Iridium, Globalstar, and Teledesic [4]. Unfortunately, most of these early attempts ended with failure in the context of the underdeveloped vertical applications. Nowadays, a booming demand and new space technologies reignite the LEO market, where numerous enterprises, such as Starlink, OneWeb, and Telesat [4], envisage massive deployment. As an indispensable component of the 6G space-air-ground-sea integrated networks, LEO constellations are envisioned to provide a promising solution to enable wide area IoT services [5], [6], [7].

Nevertheless, distinct from the terrestrial communication environment, satellite communications usually suffer from
harsh channel conditions such as long round-trip delay, severe Doppler effects, poor link budget, and etc., [8] and [9]. Besides, in sharp contrast to the conventional downlink-dominated human-type communication systems, IoT is mainly driven by the uplink massive machine-type communications (mMTC) with the characteristics of sporadic behavior [10]. Meanwhile, the demands of advanced IoT-enabled applications have shifted from low-rate short packet transmission to more rigorous low-latency, broadband, and reliable information interaction [3]. Consequently, the design of efficient random access (RA) paradigm for massive IoT terminals based on LEO satellite constitutes a challenging problem.

A. Related Work

The traditional grant-based RA protocols adopted by terrestrial cellular networks usually suffer from the complicated control signaling exchanges and scheduling for requesting terrestrial cellular networks usually suffer from the complicated control signaling exchanges and scheduling for requesting access (RA) paradigm for massive IoT terminals based on LEO driven by the uplink massive machine-type communications (mMTC) with the characteristics of sporadic behavior [10]. Meanwhile, the demands of advanced IoT-enabled applications have shifted from low-rate short packet transmission to more rigorous low-latency, broadband, and reliable information interaction [3]. Consequently, the design of efficient random access (RA) paradigm for massive IoT terminals based on LEO satellite constitutes a challenging problem.

A. Related Work

The traditional grant-based RA protocols adopted by terrestrial cellular networks usually suffer from the complicated control signaling exchanges and scheduling for requesting access (RA) paradigm for massive IoT terminals based on LEO driven by the uplink massive machine-type communications (mMTC) with the characteristics of sporadic behavior [10]. Meanwhile, the demands of advanced IoT-enabled applications have shifted from low-rate short packet transmission to more rigorous low-latency, broadband, and reliable information interaction [3]. Consequently, the design of efficient random access (RA) paradigm for massive IoT terminals based on LEO satellite constitutes a challenging problem.
B. Motivation

An emerging two-dimensional modulation scheme, orthogonal time frequency space (OTFS), has been widely considered as a promising alternative to the dominant OFDM. Particularly, OTFS is expected to support reliable communications under high-mobility scenarios in the next-generation mobile communications [27], [28], [29], [30], [31], [32], [33], [34], [35], [36], [37], [38], [39]. OTFS multiplexes information symbols on a lattice in the delay-Doppler (DD) domain and utilizes a compact DD channel model, where the channel in the DD domain is considered to exhibit more stable, separable, and sparse features than that in the TF domain [28]. Consequently, OTFS can achieve more robust signal processing with additional diversity gain in the presence of Doppler effect [27], [28]. In fact, [29], [30], [31] have integrated the OTFS waveform with OMA based on the grant-based access protocols and investigated some new resource allocation schemes. Besides, [32], [33] further amalgamated the OTFS modulation scheme with the NOMA technique. However, [29], [30], [31], [32], [33] adopt the grant-based RA schemes, which may not cater to the stringent requirements of access latency and massive connectivity for LEO satellite-based IoT. Moreover, the study of CE for OTFS is only limited to terminals employing OMA scheme [34], [35], [36], [37].

C. Contributions

In this paper, we propose a GF-NOMA paradigm that incorporates OTFS modulation to provide a blend of mMTC and enhanced mobile broadband (eMBB) services for LEO satellite-based massive IoT, and investigate the challenging ATI, CE, and SD problems. The main contributions of this paper are summarized as follows.

- **GF-NOMA-OTFS paradigm**: We propose to apply the GF-NOMA scheme employing OTFS waveform (GF-NOMA-OTFS) to LEO satellite-based massive IoT access. By allowing the uncoordinated IoT terminals to transmit the data packets directly, reusing the limited delay-Doppler resources, and exploiting the particular stability, sparsity, and separability of TSLs represented in the DD domain, the GF-NOMA-OTFS paradigm can harvest the benefit of high RA throughput and Doppler-robustness in this context.
• Training sequences (TSs) aided OTFS modulation/demodulation architecture: Existing CE solutions for OTFS systems embed the pilot and guard symbols in the DD domain [34], [35], [36], [37]. However, in the case of highly dynamic TSLs with extremely severe Doppler shifts, the compactness of the DD domain channel could be destroyed, which would give rise to a dramatical increase of guard symbols. Moreover, the low-resolution of Doppler lattices could lead to the severe Doppler spreading even each TSL’s Doppler shift is a single value, which would further deteriorate the performance and effectiveness of signal processing in the DD domain. To circumvent these challenges, we utilize the time domain TSs to replace the conventional DD domain pilot and guard symbols for performing ATI and CE, and further propose a TSs aided OTFS (TS-OTFS) modulation/demodulation architecture.

• Successive ATI, CE, and SD method: Furthermore, we put forward a two-stage successive ATI and CE scheme as well as a following low-complexity multi-user SD for the GF-NOMA-OTFS paradigm. Specifically, for the ATI and CE, at the first stage, the proposed time domain TSs facilitate the joint ATI and coarse CE, whereby both the traffic sparsity of terrestrial IoT terminals and the structural sparse CIR are leveraged. On this basis, a parametric approach is developed to further refine the CE performance, whereby the single Doppler shift property for each TSL and sparsity of DD domain channel are exploited. Finally, a least square (LS)-based parallel time domain SD is developed for detecting the OTFS signals with relatively low complexity. Simulations and performance evaluation are conducted to verify the effectiveness of the proposed successive ATI, CE, and SD method.

D. Organization

The remainder of this paper is organized as follows. In Section II, we introduce the TSL model of the LEO satellite-based IoT. The GF-NOMA-OTFS paradigm and TS-OTFS modulation/demodulation architecture are proposed in Section III. In Section IV, the proposed successive ATI and CE scheme for the GF-NOMA-OTFS paradigm is presented. Then, in Section V, we further propose a multi-user signal detector based on the previous results of ATI and CE. The effectiveness of our proposed scheme is demonstrated by simulation results in Section VI. Simulation codes provided to reproduce the results in this paper can be found: https://gaozhen16.github.io. Finally, conclusions are drawn in Section VII. The important variables of the system model adopted in the paper are listed in Table II for ease of reference.

E. Notations

Throughout this paper, scalar variables are denoted by normal-face letters, while boldface lower and upper case letters denote column vectors and matrices, respectively. The transpose, Hermitian transpose, inversion, and pseudo-inversion for matrix are denoted by $(\cdot)^T$, $(\cdot)^H$, $(\cdot)^{-1}$, and $(\cdot)^{-1}$, respectively. Besides, $|\cdot|$, $\|\cdot\|_2$, and $\|\cdot\|_F$ represent modulus, $\ell_2$-norm, and Frobenius-norm, respectively. $X_{mn}$ is the $(m, n)$-th element of matrix $X$; $X_{[m,:]}$ and $X_{(:,n)}$ are the $m$-th row vector and the n-th column vector of matrix $X$, respectively. $X_{[i,:]}$ and $X_{(:,j)}$ denote the submatrix consisting of the columns and rows of $X$ indexed by the ordered set $I$, respectively. $x_{[n]}$ denotes the n-th element of $x$. Furthermore, $|A|_{\cdot}$ is the cardinality of the set $A$, and supp$(\cdot)$ is the support set of a vector or a matrix. $A \setminus B$ denotes the difference set of $A$ with respect to $B$, and $A \cap B$ denotes the intersection of $A$ and $B$. The operators $\odot$ and $\otimes$ represent the Hadamard product and Kronecker product, respectively. The operator vec$(X)$ stacks the columns of $X$ on top of each another, and mat$(x; m, n)$ converts the vector $x$ of size $mn$ into the matrix of size $m \times n$ by successively selecting every $m$ elements of $x$ as its columns. $x_1 \succ x_2$ represents the inner product of $x_1$ and $x_2$. Finally, $I_n$ is the identity matrix of size $n \times n$, $0_{n \times m}$ is the $n \times m$ zero matrix, $\emptyset$ denotes the empty set, and $\delta(x)$ is the Dirac function.

II. Terrestrial-Satellite Link Model

As illustrated in Fig. 1, we consider that the LEO constellations consisting of a large number of LEO satellites can provide ubiquitous connections and eMBB services for massive IoT terminals [5], [6], [7]. Each LEO satellite is equipped with a uniform planar array (UPA) composed of $P_s = P_x \times P_y$ antennas, where $P_x$ and $P_y$ are the number of antennas on the x-axis and y-axis, respectively. Meanwhile, 

| Table II: \textbf{Variable List} |
|-----------------------------|
| \textbf{Notation} | \textbf{Definition} |
|-----------------------------|
| $P_s, P_t$ | Number of antennas for satellite and terminal |
| $K, K_r$ | Number of potential and active terminals |
| $x_k, \hat{A}$ | Activity indicator and active terminal set |
| $\gamma_k, Q_k$ | Rician factor, number of NLoS paths |
| $g_k^{\text{DD}}, \beta_k$ | Complex path gain of LoS and NLoS paths |
| $\delta_k^{\text{DD}}, \rho_k$ | RToF and propagation delay of NLoS paths |
| $\varphi_{\text{a}}^{\text{z}, \text{a}}, \varphi_{\text{a}}^{\text{z}, \text{b}}$ | Zenith and azimuth angles of Rx and Tx |
| $\mathbf{v}_{\text{r}, \mathbf{r}_{\text{t}}}$ | Steering vector of Rx and Tx |
| $g_{\text{AB}^{\text{DD}}, \beta_k^{\text{DD}}, \gamma_k^{\text{DD}}}^{\text{DD}}$ | Analog beamforming gain |
| $H_{\text{DD}}^{\text{DD}}(\tau, \nu)$ | DD domain uplink CIR |
| $h_{\text{DD}}^{\text{DD}=\text{DD}}(\tau, \nu)$ | DD domain effective baseband CIR |
| $h_{\text{DD}}^{\text{DD}}(\nu, \nu)$ | Time-delay domain CIR |
| $h_{\text{DD}}^{\text{DD}}(\nu, \nu)$ | Discrete time-delay domain and DD domain CIR |
| $(M, N, M_t)$ | Size of TS-OTFS frame |
| $G_L$ | Length of non ISI region and CIR |
| $\Delta f_{\text{B}, \text{r}, \text{t}, T, T}$ | Subcarrier spacing, bandwidth, sampling interval frame duration |
| $X_\text{DD}^{\text{DD}}, Y_\text{DD}^{\text{DD}}$ | Data symbols in the DD, TF, and time domain |
| $\mathbf{s}_k, c_k, \mathbf{r}_k$ | Time domain data symbols, training sequences, and transmit signal |
| $\delta(x)$ | Received signal, detected OTFS payload data |

1As we mainly focus on RA for one satellite in the physical layer in this paper for obtaining important RA design insights, the problems of interference and coordination between multiple satellites will not be involved [4].
a $P^t = P_x^t \times P_y^t$ phased array with analog beamforming is assumed to be employed at each IoT terminal. Due to the sporadic traffic behavior in typical IoT [10], within a given time interval, the number of active IoT terminals $K_a$ can be much smaller than the number of all potential IoT terminals $K$, i.e., $K_a \ll K$. The active IoT terminals transmit RA signals and the inactive remain silent. To reflect the activity status of all potential IoT terminals, we define an activity indicator $\alpha_k$, which is equal to 1 when the $k$-th IoT terminal is active and 0 otherwise. Meanwhile, the ATS is defined as $A = \{k|\alpha_k = 1, 1 \leq k \leq K\}$ and its cardinality is $K_a = |A|$. Since analog beamforming at the IoT terminals can be approximately implemented with the predictable trajectory of LEO satellites in theory, the TSLs connecting the LEO satellites and terrestrial IoT terminals would experience few propagation scatterers and the line-of-sight (LoS) links could rarely be blocked by obstacles [9]. It is reasonable to assume there coexist the LoS and few non-LoS (NLoS) links when employing the X-band and above. Therefore, the DD domain uplink channel between the LEO satellite and the $k$-th served IoT terminal can be expressed as Eq. (1), shown at the bottom of the page, [28], [40], where the first term corresponds to the LoS path and the NLoS paths contribute to the other $Q_k$ terms. In (1), $\nu_k^{\text{LoS}}$ and $\nu_k^{\text{NLoS}}$ respectively denote the Doppler shift of the LoS and the $q$-th NLoS path, $\tau_k^{\text{LoS}}$ and $\tau_k^{\text{NLoS}}$ respectively denote the remanent relative time of arrive (RToA) and delay of the $q$-th NLoS path. $\gamma_k$ and $g_k^{\text{LoS}}(g_k^{\text{NLoS}})$ are respectively the Rician factor and complex path gain. $v_R(\theta_k^{\text{LoS}}, \phi_k^{\text{LoS}})$ and $v_T(\theta_k^{\text{NLoS}}, \phi_k^{\text{NLoS}})$ denote the UPA’s steering vector for the LEO satellite and IoT terminal, respectively. The further explanations of these parameters are detailed as follows.

- **Array steering vector:** Since the TSL’s distance is far larger than the distances between the terminal and its surrounding scatterers, the angles of arrival (AoAs), i.e., the zenith angle $\theta_k^{\text{LoS}}$ and the azimuth angle $\phi_k^{\text{LoS}}$, for the $k$-th terminal can be assumed to be almost identical [40], i.e., $\theta_k^{\text{LoS}} \approx \theta_k^{\text{NLoS}}$ and $\phi_k^{\text{LoS}} \approx \phi_k^{\text{NLoS}}$. Therefore, the UPA’s steering vector for the LEO satellite can be simplified as

$$v_R(\theta_k^{\text{LoS}}, \phi_k^{\text{LoS}}) = \frac{1}{\sqrt{P_s}} \left[ e^{-j2\pi \nu_k^{\text{LoS}} \sin(\theta_k^{\text{LoS}}) \cos(\phi_k^{\text{LoS}})} p_1 \right] \otimes \left[ e^{-j2\pi \nu_k^{\text{LoS}} \sin(\theta_k^{\text{LoS}}) \sin(\phi_k^{\text{LoS}})} p_2 \right],$$

where $p_1 = [0, 1, \ldots, P_s - 1]^T$, $p_2 = [0, 1, \ldots, P_s - 1]^T$, $\nu$ is the wavelength of carrier frequency and $d$ is the antenna spacing. Without loss of generality, the elements of the UPA are assumed to be separated by one-half wavelength in both the $x$-axis and $y$-axis. Besides, $v_T(\theta_k^{\text{NLoS}}, \phi_k^{\text{NLoS}})$ shares a similar expression with $v_R(\theta_k^{\text{NLoS}}, \phi_k^{\text{NLoS}})$.

- **Doppler shift:** The Doppler shift $\nu_k^{\text{LoS}}(\nu_k^{\text{NLoS}})$ includes two independent components: $\nu_k^{\text{LoS}}(\nu_k^{\text{NLoS}})$ and $\nu_k^{\text{LoS},-1}(\nu_k^{\text{NLoS},-1})$ caused by the mobility of LEO satellite and terrestrial IoT terminals, respectively. Since LEO satellite moves much faster than IoT terminals, the motion of LEO satellite mainly determines $\nu_k^{\text{LoS}}(\nu_k^{\text{LoS}})$, i.e., $\nu_k^{\text{LoS},-1} \gg \nu_k^{\text{LoS},-1}(\nu_k^{\text{NLoS},-1})$. Besides, combined with the fact that the AoAs of LoS and NLoS links related to the $k$-th terminal are almost identical, it is reasonable to assume that the Doppler shift of the TSL is single-valued, i.e., $\nu_k^{\text{LoS}} \approx \nu_k^{\text{NLoS}} \approx \nu_k^{\text{LoS},-1} \approx \nu_k^{\text{NLoS},-1}$ [9], [41].

- **Remanent RToA and multipath components’ (MPCs’) delay:** Since IoT terminals’ locations are geographically distributed, the ToA of signals received from different terminals may undergo severe time offsets. Although [42] proposed a repetition code spreading scheme without synchronization and scheduling, its cost
is significant throughput reduction and intra-system interference. In contrast, we consider the major part of time offsets can be compensated by timing advance [43], while the remanent RToA is denoted as $\tau_{\text{LoS}}^k$. Meanwhile, in the case of MPCs, the relative delay of the $q$-th NLoS path can be denoted as $\tau_{\text{NLoS}}^q$.

After taking the analog beamforming at the terminals into consideration, the effective baseband channel can be written as

$$h_{\text{eff}}^{\text{DD}}(t,\nu) = H_{\text{DD}}^k(\tau,\nu)v_T(\theta_{k}^{\text{zen}},\theta_{k}^{\text{azi}}),$$  \hspace{1cm} (3)$$

where $v_T(\theta_{k}^{\text{zen}},\theta_{k}^{\text{azi}}) \in \mathbb{C}^{p_T \times 1}$ is the analog beamforming vector. From Eq. (1), $h_{\text{eff}}^{\text{DD}}(\tau,\nu)$ can be further represented by Eq. (4), shown at the bottom of the previous page, where $g_{\text{ABF-Los}}^{\text{ABF-Los}}(\nu) = H_{\text{DD}}^k(\theta_{k}^{\text{zen}},\theta_{k}^{\text{azi}})\nu_T(\theta_{k}^{\text{zen}},\theta_{k}^{\text{azi}})$ and $g_{\text{ABF-q}}^{\text{ABF-q}}(\nu) = H_{\text{DD}}^k(\theta_{k}^{\text{zen}},\theta_{k}^{\text{azi}})\nu_T(\theta_{k}^{\text{zen}},\theta_{k}^{\text{azi}})$ are the analog beamforming gain. Meanwhile, note that Eq. (4), can be transformed into time-varying CIR through

$$h_{\text{eff}}^{\text{DD}}(t,\nu) = \int h_{\text{eff}}^{\text{DD}}(\tau,\nu)e^{j2\pi\nu(t-\tau)}d\tau.$$  \hspace{1cm} (5)$$

III. PROPOSED TS-OTFS TRANSMISSION SCHEME

In this section, we introduce the GF-NOMA-OTFS paradigm and the transceiver structure of the proposed TS-OTFS scheme, which is illustrated in Fig. 2.

A. Modulation of the Proposed TS-OTFS at Transmitter

For the active IoT terminals, the input information bits are first mapped to quadrature amplitude modulation (QAM) symbols and then rearranged in the DD domain plane as $X_{\text{DD}}^k \in \mathbb{C}^{M \times N}, k$. Here, $N$ and $M$ are the dimensions of the latticed resource units in the Doppler domain and delay domain, respectively. On this basis, the DD domain $X_{\text{DD}}^k$ is parallel-to-serial converted to the transmit signal vector $s_k$ in the time domain via a cascade of TS-OTFS transformations, which are constituted by a pre-processing module and time-frequency (TF) modulator.

Specifically, the pre-processing module is consistent with that of the traditional OFDM-based OTFS architecture [38], i.e., the DD domain data $X_{\text{DD}}^k$ is transformed into the TF domain data matrix $X_{\text{TF}}^k \in \mathbb{C}^{M \times N}$ by applying the inverse symplectic finite Fourier transform (ISFFT), which can be written as

$$X_{\text{TF}}^k = F_M X_{\text{DD}}^k F_N^H, \quad \forall k,$$  \hspace{1cm} (6)$$

where both $F_M \in \mathbb{C}^{M \times M}$ and $F_N \in \mathbb{C}^{N \times N}$ are the DFT matrices. Based on the acquired TF domain data matrix $X_{\text{TF}}^k$, the subsequent TF modulator transforms $X_{\text{TF}}^k$ into the transmit signal vector $s_k$. In particular, firstly, Heisenberg transform [27] is applied to each column of $X_{\text{TF}}^k$ to produce the time domain data matrix $S_k \in \mathbb{C}^{M \times N}$ as

$$S_k = W^{\text{tx}} \odot (F_M^H X_{\text{TF}}^k), \quad \forall k.$$  \hspace{1cm} (7)$$

For simplicity and without loss of generality, a rectangular window, namely $W^{\text{tx}}$ with all elements equal to one, is adopted in this paper. In this case, the Heisenberg transform degenerates into Fourier transform.

Furthermore, for the traditional OFDM-based OTFS architecture, a cyclic prefix (CP) is added to the front of each time domain OTFS symbol $s_k \in \mathbb{C}^{M \times 1}$ ($s_k$ is the $i$-th column vector of $S_k$). By contrast, for the proposed TS-OTFS scheme, $N + 1$ duplicate TSs with the length of $M_t$, denoted by $c_k = [c_k,0 \ c_k,1 \ldots c_k, M_t -1]^T \in \mathbb{C}^{M_t \times 1}$, are appended to the front and rear of the OTFS payload data as illustrated in Fig. 3. These time domain TSs are known by the transceiver, and they can not only be utilized to avoid inter-symbol-interference (ISI) over time dispersive channels, but also perform ATI and CE (will be detailed in Section IV). Finally, the transmit TS-OTFS signal consisting of TSs and time domain OTFS payload data $s_k = [c_k, \tilde{s}_k^T, c_k, \tilde{s}_k^T, \ldots, c_k, \tilde{s}_k^N]^T \in \mathbb{C}^{(M_tN+MN+M_t) \times 1}$ is obtained through the parallel-to-serial conversion.

B. Proposed TS-OTFS Demodulation at Receiver

In fact, the discrete form of Eq. (5) can be rewritten as

$$h_{\text{eff}}^{\text{DD}}[\kappa,\ell] = h_{\text{eff}}^{\text{DD}}(t,\nu)\big|_{t=\kappa T_s,\nu=\ell \Delta f},$$  \hspace{1cm} (8)$$

where $h_{\text{eff}}^{\text{DD}}(t,\nu)$ is the $p$-th element of $h_{\text{eff}}^{\text{DD}}(t,\nu)$ and $T_s$ is the sampling interval of the system. Moreover, the discrete form of Eq. (4) can be denoted as

$$h_{\text{eff}}^{\text{DD}}[\kappa,\ell] = h_{\text{eff}}^{\text{DD}}(t,\nu)\big|_{t=\kappa T_s,\nu=\ell \Delta f},$$  \hspace{1cm} (9)$$

where $h_{\text{eff}}^{\text{DD}}[\kappa,\ell]$ is the $p$-th element of $h_{\text{eff}}^{\text{DD}}(t,\nu)$. $\Delta f$ is the frequency spacing between adjacent sub-carriers, and $T = (M + M_t)T_s$ is the duration of one TS-OTFS symbol.

Therefore, the $\kappa$-th element of the signal $r_p \in \mathbb{C}^{(M_t N+MN+M_t) \times 1}$ received at the $p$-th antenna is the superposition of the signals received from all active terminals, which can be expressed as

$$r_p(\kappa) = \sum_{k=1}^{K} \sum_{\ell=0}^{L-1} \alpha_k \sqrt{P_k} h_{\text{eff}}^{\text{DD}}[\kappa,\ell] \tilde{s}(\kappa - \ell) + w_p(\kappa), \quad \forall p,$$

(10)

where $P_k$ denotes the transmit power of the $k$-th terminal, $L - 1$ represents the maximum of remnant RToA and MPCs’ delay, and $w_p(\kappa) \sim \mathcal{CN}(0, \sigma_w^2)$ denotes the additive white Gaussian noise (AWGN) at the receiver.

The receiver of LEO satellite consists of two cascaded modules: the first one performs ATI, CE, and multi-user SD, and the others demodulate the OTFS payload data. For the first one, the receiver of LEO satellites firstly extracts TSs from the received signals to perform ATI and CE. With the identified active terminal set (ATS) $\mathcal{A}$ and their corresponding CSI, the proposed multi-user signal detector detects the payload data for the ATS to obtain $\tilde{s}_k \in \mathbb{C}^{MN \times 1}, k \in \mathcal{A}$. The above ATI, CE, and SD modules will be discussed in detail in the following Sections IV and V.

2Due to the large value of the sampling interval $T$ in the Doppler domain, the fractional part of normalized Doppler can not be neglected [39], which means the normalized Doppler shift $v_k^{\text{LoS}} = v_k^{\text{LoS}} N T$ (also $v_k^y$) tends to be off-gird and comprises integer and fractional components.
For the TS-OTFS demodulation, it is equivalent to the inverse operation of the modulation, which consists of a TF demodulator and a post-processing module, and transforms the detected time domain OTFS payload data \( \hat{s}_k \) to the original DD domain \( \hat{X}_{DD} \). In particular, \( \hat{s}_k \) can be rewritten as time domain 2D data matrix \( \hat{S}_k \in \mathbb{C}^{M \times N} \) through serial-to-parallel conversion, i.e.,

\[
\hat{S}_k = \text{mat} \left( \hat{s}_k, M, N \right), \quad \forall k,
\]

Then, the Wigner transform [27] is applied to recover the TF data \( \hat{X}^{TF} \) as

\[
\hat{X}^{TF}_k = W^{TX} \circ (F_{M} \hat{S}_k), \quad \forall k.
\]

where a rectangular window \( W^{TX} \) is adopted similar to the transmitter in Eq. (7). In the post-processing module, symplectic finite Fourier transform (SFFT) is applied to \( \hat{X}^{TF}_k,W \) for restoring the TF domain OTFS data to DD domain as

\[
\hat{X}^{DD}_k = F^H_{M} \hat{X}^{TF}_k,W F_N, \quad \forall k.
\]

### IV. Proposed Active Terminal Identification and Channel Estimation

To handle the challenging ATI and CE over TSLs with severe Doppler effect, we propose a two-stage successive ATI and CE scheme for the GF-NOMA-OTFS paradigm.

#### A. Problem Formulation of Successive ATI and CE

The structure of time domain TS-OTFS signal vector \( s_k \ (1 \leq k \leq K) \) and its received version at the \( p \)-th receive antenna \( r_p \ (1 \leq p \leq P^*) \) are illustrated in Fig. 3, both of which consist of the OTFS payload data and the embedded TSs part. One significant challenge to perform ATI and CE based on the received TSs, lies in the fact that each received TS is contaminated by the previous OTFS data symbol due to the time dispersive CIR of each TSL and the remnant RToA among different terminals’ TSLs. An effective approach is to utilize the non-ISI region as illustrated in Fig. 3, which is the rear part of the TSs and immune from the influence of the previous OTFS data symbol [45]. Therefore, the TS’s length \( M_t \) is designed to be longer than the maximum of remnant RToA and MPCs’ delay \( L - 1 \) in order to ensure the non-ISI region with sufficient length, and thus the length of non-ISI region can be denoted as \( N \equiv M_t - L + 1 \).

In this way, according to Eq. (10), the non-ISI region of the \( i \)-th \( (1 \leq i \leq N + 1) \) TS \( r^{i}_{TS,p} \in \mathbb{C}^{G \times 1} \) can be expressed as

\[
r^{i}_{TS,p} = \sum_{k=1}^{K} \alpha_k \sqrt{P_k} \left( \Delta^{LoS}_k \Psi_k h^{\text{LoS}}_{TS,k,p} \right) + \sum_{q=1}^{Q_k} \Delta^{q}_{k} \Psi_k h^{\text{RToA}}_{TS,k,p} + w^{i}_{TS,p}, \quad \forall i, p,
\]
where \( h_{\text{eff}, i, \text{LoS}} \in \mathbb{C}^{L \times 1} \) and \( h_{\text{eff}, i, q} \in \mathbb{C}^{L \times 1} \) denote the LoS and NLoS components of the vector form of CIR \( h_{\text{TS}, k, p}^{\text{eff}, i} \) (aligned with the instant of the beginning of the \( i \)-th non-ISI region) as

\[
h_{\text{TS}, k, p}^{\text{eff}, i} = h_{\text{TS}, k, p}^{\text{eff}, i, \text{LoS}} + \sum_{q=1}^{Q_k} h_{\text{TS}, k, p}^{\text{eff}, i, q}, \quad \forall i, p, k,
\]

(15)

\( w_{\text{TS}, p}^{i} \in \mathbb{C}^{G \times 1} \) is the vector form of AWGN, \( \Psi_k \in \mathbb{C}^{G \times L} \) is a Toeplitz matrix given by [45]

\[
\Psi_k = \begin{bmatrix} c_{k, L - 1} & c_{k, L - 2} & \cdots & c_{k, 0} \\
\vdots & \vdots & \ddots & \vdots \\
c_{k, M_1 - 1} & c_{k, M_1 - 2} & \cdots & c_{k, M_1 - L} 
\end{bmatrix},
\]

(16)

\( \Delta_{k}^{\text{LoS}} (\Delta_{k}^{q}) \in \mathbb{C}^{G \times G} \) is the diagonal Doppler shift matrix associated with the LoS (the \( q \)-th NLoS) path as \( \Delta_{k}^{\text{LoS}} = \text{diag} \left\{ e^{j 2\pi f_{\text{LO}} T_{\text{TS}}}, \ldots, e^{j 2\pi f_{\text{LO}} (G-1) T_{\text{TS}}} \right\} \), and \( \Delta_{k}^{q} \) shares a similar expression.

Since both \( \Delta_{k}^{\text{LoS}} \) and \( \Delta_{k}^{q} \) are unknown matrices for the receiver of LEO satellites, it would be infeasible to recover the sparse CIR vectors in Eq. (14) with the unknown sensing matrices. Fortunately, on one hand, the duration of each non-ISI region is always short enough. When the TSLs are assumed to be unchanged in this region, the approximation error could not be obvious for the support set estimation in the sparse CIR vector recovery (which will be verified through simulations in Section VI). On the other hand, it will be clarified in Remark 2 that the ambiguity of recovered non-zero elements caused by this approximation can be compensated through the following CE refinement. In this case, both \( \Delta_{k}^{\text{LoS}} \) and \( \Delta_{k}^{q} \) are approximate to the identity matrices, and Eq. (14) can be rewritten as

\[
r_{\text{TS}, p}^{i} = \sum_{k=1}^{K} \alpha_{k} \sqrt{P_{k}} \Psi_k \left( h_{\text{TS}, k, p}^{\text{eff}, i, \text{LoS}} + \sum_{q=1}^{Q_k} h_{\text{TS}, k, p}^{\text{eff}, i, q} \right) + w_{\text{TS}, p}^{i} = \Psi h_{\text{TS}, p}^{\text{eff}, i} + w_{\text{TS}, p}^{i},
\]

(17)

where \( h_{\text{TS}, k, p}^{\text{eff}, i} \in \mathbb{C}^{K \times 1} \), \( h_{\text{TS}, k, p}^{\text{eff}, i} \in \mathbb{C}^{K \times 1} \), \( \Psi = [\Psi_1, \Psi_2, \ldots, \Psi_K] \in \mathbb{C}^{K \times K} \), and \( \Psi \) exhibits the sparsity as

\[
\text{supp} \left\{ h_{\text{TS}, p}^{\text{eff}, i} \right\} = Q_k + 1 \ll L, \quad \forall i, p, k.
\]

(18)

Moreover, combined with the sporic traffic behaviors, \( h_{\text{TS}, p}^{i} \) exhibits the sparsity as

\[
\text{supp} \left\{ h_{\text{TS}, p}^{i} \right\} = \sum_{k=1}^{K} (Q_k + 1) = Q \ll KL, \quad \forall i, p.
\]

(19)

It indicates that Eq. (17) is a typical sparse signal recovery problem with the single measurement vector (SMV) form.

### B. Exploiting TSL’s Spatial and Temporal Correlations for Enhanced Performance

To further enhance the system performance, we will explore the structured common sparsity inherent in the TSLs. 1) Spatial correlation: Specially, for different receive antennas, the RToA, MPCs’ delay, and Doppler shift of the signals received from the same terminal are approximately identical. This implies that the support sets can be treated as common for sparse CIR vectors \( \{ h_{\text{TS}, k, p}^{i} \}_{p=1}^{N} \), whereas the non-zero coefficients could be distinct. 2) Temporal correlation: Additionally, although the TSLs vary continuously with time due to the high mobility of LEO satellites, within the duration of one frame, the relative positions of the IoT terminals and LEO satellite will not change dramatically. This fact implies that it can also be reasonable to assume the RToA, the propagation delay, and the Doppler shift of signals received from the same terminal are approximately identical for multiple adjacent OTFS symbols within one TS-OTFS frame. Hence, the support sets can also be regarded as identical for sparse CIR vectors \( \{ h_{\text{TS}, k, p}^{i, N+1} \}_{i=1}^{N+1} \).
We will further illustrate the TSL’s spatial and temporal correlations with the following example. As illustrated in Fig. 1, it assumes a Cartesian coordinate system such that the moving satellite and the transmitter of the terminal are on the x-z plane. The Doppler shift experienced by a stationary terminal can be computed as follows as a function of time:

\[ f_d(t) = \frac{f_c}{c} \frac{d(t)}{|d(t)|} \partial x_{SAT}(t)/\partial t, \]

where \( f_c \) is the carrier frequency, \( d(t) \) is the distance vector between the satellite and the terminal, and \( x_{SAT}(t) \) is the vector of the satellite position. These vectors can be expressed as:

\[ d(t) = [(R_E + h) \sin(\omega_{SAT} t), 0, R_E - (R_E + h) \cos(\omega_{SAT} t)]^T, \]
\[ x_{SAT}(t) = [(R_E + h) \sin(\omega_{SAT} t), 0, -(R_E + h) \cos(\omega_{SAT} t)]^T, \]

where \( R_E \) is the Earth radius, \( h \) is the satellite altitude, and \( \omega_{SAT} \) is the satellite angular velocity. The relative delay experienced by a stationary terminal can be computed as well:

\[ \tau_{rel} = \frac{|d(t)| - |d_0(t)|}{c}, \]

where \( d_0(t) \) is the distance vector when the satellite is closest to the receiver. After some mathematical manipulation [46], the Doppler shift as a function of the elevation angle is computed in a closed-form expression as follows:

\[ f_d(t) = \frac{f_c}{c} \omega_{SAT} R_E \cos[\theta(t)], \]

where \( c \) is the light velocity.

Fig. 4 illustrates the Doppler and delay variation as a function of time, where the carrier frequency is \( f_c = 10 \text{ GHz} \), and the orbital altitude of LEO satellite is \( h = 500 \text{ km} \). It can be observed when \( t = 0 \), the gradient of Doppler shift function reaches its maximum value, and when \( t = 150 \), the gradient of delay function reaches a relative maximum value. Assuming the size of TS-OTFS frame is \((M, N, M_t) = (256, 8, 50)\) and the system bandwidth \( B_w = 100 \text{ MHz} \). Then the resulting maximum Doppler and delay jitters, which are defined as the maximum variation of delay and Doppler parameters in the duration of one TS-OTFS frame \( \Delta t = 25 \mu s \), are \( |\Delta f_d| = 0.09 \text{ Hz} \) and \( |\Delta \tau_{rel}| = 0.55 \text{ ns} \), respectively. In fact, when employing the subcarrier spacing \( \Delta f = 480 \text{ kHz} \), the Doppler jitter is \( 2 \times 10^{-5}\% \) of subcarrier spacing, which is negligible for inter-carrier interference. Meanwhile, the delay jitter occupies only 5.5% of the sampling interval \( T_s = 1/B_w = 1 \times 10^{-8} \text{ s} \). Therefore, the spatial and temporal correlation of TSL channels in the DD domain can be guaranteed.

Remark 1: The above analysis implies that the stability of TSLs in the DD domain can maintain in the one TS-OTFS frame since both the delay and Doppler jitters are negligible, and thus it determines that the DD domain signal processing of OTFS is effective in this case.

With the above discussion in mind, we come to the conclusion that the CIR vectors display a common sparsity pattern across the time and spatial domain. On this basis, we propose to extend Eq. (17) to MMV to jointly process the received signal from multiple antennas and multiple TSs. Specifically, by collecting the received signal \( \{r_{TS,p}^{\text{eff}}\}_{p=1}^{P} \) from multiple antennas (i.e., different subscript \( p \)), we can obtain

\[ r_{TS} = \Psi \tilde{H}_{TS}^{\text{eff}} + \tilde{W}_{TS}, \quad \forall i, \]

where \( r_{TS} = [r_{TS,1}^{i}, r_{TS,2}^{i}, \ldots, r_{TS,P}^{i}] \in \mathbb{C}^{G \times P}, \tilde{H}_{TS} = [H_{TS,1}^{\text{eff}}, H_{TS,2}^{\text{eff}}, \ldots, H_{TS,P}^{\text{eff}}] \in \mathbb{C}^{K \times L \times P}, \) and \( \tilde{W}_{TS} = [w_{TS,1}^{i}, w_{TS,2}^{i}, \ldots, w_{TS,P}^{i}] \in \mathbb{C}^{G \times P} \). Moreover, by stacking the received signals from multiple adjacent TSs (i.e., different superscript \( i \)), we can further obtain

\[ r_{TS} = \Psi \tilde{H}_{TS}^{\text{eff}} + \tilde{W}_{TS}, \]

where \( r_{TS} = \begin{bmatrix} R_{TS}^{(1)} & R_{TS}^{(2)} & \ldots & R_{TS}^{(N+1)} \end{bmatrix} \in \mathbb{C}^{G \times (N+1)}, \tilde{H}_{TS}^{\text{eff}} = \begin{bmatrix} H_{TS}^{\text{eff}-(1)} & H_{TS}^{\text{eff}-(2)} & \ldots & H_{TS}^{\text{eff}-(N+1)} \end{bmatrix} \in \mathbb{C}^{K \times L \times P^{N+1}}, \) and \( \tilde{W}_{TS} = \begin{bmatrix} W_{TS}^{(1)} & W_{TS}^{(2)} & \ldots & W_{TS}^{(N+1)} \end{bmatrix} \in \mathbb{C}^{G \times (N+1)} \). The common sparsity pattern of \( \tilde{H}_{TS}^{\text{eff}} \) is illustrated in Fig. 5.

C. Joint ATI and Coarse CE Based on MMV-CS Theory

Generally speaking, the dimension of non-ISI region \( G \) is expected to be as small as possible to reduce the TSs overhead, so that \( G \) could be usually far smaller than the dimension of \( \tilde{H}_{TS}^{\text{eff}} \). Nevertheless, based on Eq. (26), estimating the high-dimensional \( \tilde{H}_{TS}^{\text{eff}} \) from the low-dimensional non-ISI region is difficult, and conventional LS and linear minimum mean square error (LMMSE) estimators would fail. Fortunately, the CS theory has proved that high-dimension signals can be accurately reconstructed by low-dimensional uncorrelated observations if the target signal is sparse or approximately sparse [47]. For the joint sparse signal recovery of Eq. (26), various signal recovery algorithms have been developed, which aim to exploit the inherent common sparsity to jointly recover a set of sparse vectors for enhanced performance [47].

Fig. 5. The illustration of the common sparsity of \( \tilde{H}_{TS}^{\text{eff}} \) resulting from the spatial and temporal correlations in the TSLs. As an example, we assume that \( K = 3 \) potential terminals access one LEO satellite, which is equipped with a \((P_x, P_y) = (3,3)\) UPA. Besides, the dimension of Doppler domain for OTFS waveform is \( N = 2 \), and the maximum KToA and MPCS’ delay are \( L - 1 = 7 \).
We propose to utilize the simultaneous orthogonal matching pursuit (SOMP) algorithm [48] for fully exploiting the spatial-temporal joint sparsity of the CIR and the sparse traffic behavior of terrestrial IoT terminals with relatively low computational complexity, which is listed in the stage 1 part of Algorithm 1. Specifically, line 3-line 7 heuristically find the most correlated atom in each iteration by calculating the correlation coefficients in step 3 and augment the support set of non-zero elements in line 4. According to the current support set, the locally optimal solution is calculated in line 5. Then the residual is updated in line 6 for the next iteration until the stop condition meets.

The estimated support set of $\hat{\mathbf{H}}_{TS}^{\text{eff}}$ is denoted as $\mathcal{I}$ and the individual index of support set divided for each IoT terminal can be denoted as $\Omega_k = \{\omega_k^q|\omega_k^q \in \mathcal{I}, (k-1)L \leq \omega_k^q < kL\}$, where $\omega_k^q$ is the $q$-th $(1 \leq q \leq |\Omega_k|)$ element of the set $\Omega_k$.

The basis of the estimated support set and CIR vectors, a channel gain-based activity identificator [25] is proposed for ATI as follows

$$
\hat{\alpha}_k = \begin{cases} 
1, & \frac{1}{P(N+1)} \sum_{l=(k-1)L+1}^{kL} |\hat{\mathbf{H}}_{TS}^{\text{eff}}[l,p]|^2 \geq \xi \\
0, & \frac{1}{P(N+1)} \sum_{l=(k-1)L+1}^{kL} |\hat{\mathbf{H}}_{TS}^{\text{eff}}[l,p]|^2 < \xi,
\end{cases} \quad (27)
$$

where $\xi = \beta \max\left\{ \frac{1}{P(N+1)} \sum_{l=(k-1)L+1}^{kL} |\hat{\mathbf{H}}_{TS}^{\text{eff}}[l,p]|^2, \forall k \right\}$ and $\beta = 0.1$ is the threshold factor. As a result, the ATS can be represented by $\hat{\mathcal{A}} = \{k|\hat{\alpha}_k = 1, 1 \leq k \leq K\}$ and the cardinality of $\hat{\mathcal{A}}$ is denoted as $|\hat{\mathcal{A}}|_c$.

**D. CE Refinement With Parametric Approach**

From the above discussion in Section IV-B and the channel model in Eq. (4), it can be observed that the separability, stability, and sparsity of the DD domain channels maintain in the TSs, which motivates us to leverage the parametric approach to acquire the accurate estimation of the DD domain channel parameters and further refine the CE results. Specifically, the remanent RToA among different terminals and MPCs’ delay for each terminal’s TS can be acquired from the index of support set of $\hat{\mathbf{H}}_{TS}^{\text{eff}}$ as

$$
\hat{\tau}_{q,k} = \omega_k^q - (k-1)L, \quad k \in \hat{\mathcal{A}}, \quad 1 \leq q \leq |\Omega_k|_c.
$$

Besides, the acquired $N+1$ sampled values of the time-varying CIR from $N+1$ adjacent TSs can facilitate the super-resolution estimation of the Doppler shift. Specifically, we can use the one-dimensional estimating signal parameters via rotational invariance techniques (ESPRIT) algorithm [49], which is a class of harmonic analysis algorithms by exploiting the underlying rotational invariance among signal subspaces.

For the convenience of the following Doppler estimation, we define a path-gain matrix $\hat{\mathbf{T}}_{k}^{q^*} \in \mathbb{C}^{(N+1)\times P}$ for the MPC

$$
\hat{\mathbf{T}}_{k}^{q^*} = \text{mat}\left( \hat{\mathbf{H}}_{TS}^{\text{eff}}[\hat{\tau}_{1:k+1}^{q^*}], P^*, N+1 \right)^T, \quad \forall k,
$$

with maximum energy as follows

$$
\hat{\mathbf{T}}_{k}^{q^*} = \arg\max_q |\hat{\mathbf{H}}_{TS}^{\text{eff}}[\hat{\tau}_{1:k+1}^q]|^2. \quad \forall k,
$$

where $q^* = \arg\max_q |\hat{\mathbf{H}}_{TS}^{\text{eff}}[\hat{\tau}_{1:k+1}^q]|^2$. In fact, each column vector of $\hat{\mathbf{T}}_{k}^{q^*}$ is composed of CIR associated with multiple TSs, and its different column vectors originate from different receive antennas. For the CIR of different TSs, they are continuous observation samples for the same channel. While for the CIR of different receive antennas, the Doppler shift is approximately identical and thus they can be regarded as multiple snapshots to mitigate the effects of noise. The main steps of Doppler estimation based on the ESPRIT algorithm are detailed as follows.

First of all, we divide two subarrays for each snapshot, which consist of CIR from the first $N$ TSs and the last $N$ TSs, respectively, as

$$
x_{k,p}^1 = \hat{\mathbf{T}}_{k}^{q^*}_{[1:N,p]}, \quad x_{k,p}^2 = \hat{\mathbf{T}}_{k}^{q^*}_{[N+1:N+1,p]}, \quad \forall k, p,
$$

and their combination $x_{k,p} = \left[ x_{k,p}^1 x_{k,p}^2 \right]^T \in \mathbb{C}^{2N \times 1}$. In the presence of noise, the low rank property of autocorrelation matrix

$$
\mathbf{R}_{xx}^k = E\left[ x_{k,p}^H x_{k,p}^* \right] \approx \frac{1}{P} \sum_{p=1}^{P} x_{k,p}^H x_{k,p}^*,
$$
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is destroyed. To mitigate the impact of noise, the eigenvalue
decomposition (EVD) is utilized to distinguish the signal
subspace and noise subspace, and we take the minimum
eigenvalue $\lambda_{\min}^{2}$ as the estimate of the noise’s variance. As a
result, the noise cancelled autocorrelation matrix $\hat{R}_{xx}^{k}$ can be
calculated as
\begin{equation}
\hat{R}_{xx}^{k} = R_{xx}^{k} - \sigma^{2}x^{k}I,
\end{equation}
(32)

Then, the subspace of subarray $x_{1}^{k,p}$ and $x_{2}^{k,p}$ can be obtained by
performing EVD on $\hat{R}_{xx}^{k}$ as
\begin{equation}
\hat{R}_{xx}^{k} = U_{k}\Sigma_{k}U_{k}^{H},
\end{equation}
and the first column of the eigenvector matrix $U_{k}$ can approx-
imate their dominant signal subspace, i.e., $e_{k}^{1} = U_{k}^{1 : [1,N,1]}$, $e_{k}^{2} = U_{k}^{N+1 : 2N,1}$. In fact, $e_{k}^{1}$ and $e_{k}^{2}$ are characterized by
rotational invariance [49]. Therefore, based on the LS criteri-
on, the estimated Doppler shift can be calculated by
\begin{equation}
\hat{\nu}_{k} = \frac{N}{2\pi} \arg(e_{k}^{1}e_{k}^{2}).
\end{equation}
(34)

Before proceeding with the estimation of channel coefficients
of the MTCs, we introduce a lemma as follows.

**Lemma 1:** We assume that the support set of $\hat{H}_{TS}^{k}$ is
estimated perfectly. The non-zero elements of the recovered
sparse CIR vector associated with the $i$-th TS and $p$-th receive
antenna are denoted as $\gamma_{k}^{nx,i} = \hat{H}_{TS}^{k}_{i} \in C^{Q \times 1}$,
and the effective channel coefficients of all active terminals associated with the $p$-th
receive antenna. Their specific expression can refer to the
Appendix.

**Proof:** Please refer to Appendix.

After reconstructing $\Gamma$ and $\hat{\eta}^{-1}$ with the estimated Doppler
shift $\hat{\nu}_{k}$, RTOA, and MPC’s delay, and $g_{p}^{\text{eff}}$ collects the effective channel
coefficients of all active terminals associated with the $p$-th receive
antenna. Their specific expression can refer to the
Appendix.

\begin{equation}
\begin{aligned}
g_{k,p}^{\text{eff}} &= \sqrt{\frac{\gamma_{k}^{\text{LoS}}}{\gamma_{k}^{\text{q}}}} g_{k,p} \theta_{k}^{\text{LoS}} \left( \theta_{k}^{\text{q}} \right)_{p}, \\
g_{k,p}^{\text{eff}} &= \sqrt{\frac{\gamma_{k}^{\text{q}}}{\gamma_{k}^{\text{q}}}} g_{k,p} \theta_{k}^{\text{q}} \left( \theta_{k}^{\text{q}} \right)_{p}.
\end{aligned}
\end{equation}
(35)

Their relationship can be written as
\begin{equation}
\Gamma_{\text{TS},p}^{\text{eff}} = \hat{\Psi}_{[r,T]}^{1} \Gamma \hat{\eta}^{-1} \otimes g_{p}^{\text{eff}} + \hat{\Psi}_{[r,T]}^{1} \hat{W}_{\text{TS},p},
\end{equation}
(37)

where $\Gamma$ and $\hat{\eta}^{-1}$ are parameterized by the TSS, Doppler shift,
RTOA, and MPC’s delay, and $g_{p}^{\text{eff}}$ collects the effective channel
coefficients of all active terminals associated with the $p$-th
receive antenna. Their specific expression can refer to the
Appendix.

\begin{equation}
\begin{aligned}
\hat{\nu}_{k} &= \frac{N}{2\pi} \arg(e_{k}^{1}e_{k}^{2}).
\end{aligned}
\end{equation}
(34)

Thus, up to now, the dominated DD domain channel’s parameters
have been acquired, and the results of CE refinement can be
expressed as
\begin{equation}
\hat{H}_{k,p}^{\text{eff-\text{DD}}} \left[ k, \ell \right] = \sum_{q=1}^{Q} \hat{g}_{k,p}^{\text{eff}} \delta \left[ \ell \right] \delta \left[ \ell \right] \delta \left[ \ell - \hat{\nu}_{k} \right], \forall k, p,
\end{equation}
(39)

where $g_{k,p}^{\text{eff}}$ is the element of $g_{p}^{\text{eff}}$ related to the $q$-th path and
the $k$-th terminal. Besides, the estimate of time-varying CIR
can be represented by
\begin{equation}
\hat{H}_{k,p}^{\text{eff-\text{TS}}} \left[ k, \ell \right] = \sum_{q=1}^{Q} \hat{g}_{k,p}^{\text{eff}} \delta \left[ \ell \right] \delta \left[ \ell - \hat{\nu}_{k} \right], \forall k, p.
\end{equation}
(40)

**Remark 2:** In fact, ignoring the noise term, Eq. (37) can be
rewritten as
\begin{equation}
\hat{H}_{\text{TS},p}^{\text{eff-\text{nx,i}}} \approx \hat{\Psi}_{[r,T]}^{r} \Gamma \hat{\eta}^{-1} \otimes g_{p}^{\text{eff}} + \hat{\Psi}_{[r,T]}^{r} \hat{W}_{\text{TS},p},
\end{equation}
(41)

where $\hat{\Psi}_{[r,T]}^{r} \Gamma \hat{\eta}^{-1} \otimes g_{p}^{\text{eff}} \in C^{Q \times 1}$ is a Doppler-invariant and
$v$-invariant vector, and $\eta$ is a function of $\nu$ and Doppler shift
$\{\nu_{k}\}_{k \in \mathcal{A}}$. The linear relationship between $\nu$ and $\eta$ ensures
that the proposed Doppler shift estimation method is immune
from the uncertainty of $\nu$, i.e., the approximation error in Eq.
(17), which also guarantees the effectiveness of the subsequent
channel coefficients estimation.

So far, we have finished the discussion of the proposed
two-stage successive ATI and CE scheme, and its complete
procedure is listed in Algorithm 1.

**E. Complexity Analysis**

The computational complexity of the proposed two-stage
successive ATI and CE scheme in Algorithm 1 mainly
depends on the following operations:

- **SOMP (line 1-9):** The matrix-vector multiplications involved in each iteration have the complexity on the order of $O \left( 2G \left( N + 1 \right) P^{s} K + KL \left( N + 1 \right) P^{m} + 2r^{2}G + t^{3}G \left( N + 1 \right) P^{s} \right)$, where $t$ is the iteration index.

- **Activity identifier (line 10):** The cost to identify the active terminals is $O \left( K L \right)$.

- **Doppler estimation (line 13):** The computational complexity of Doppler estimation is $O \left( 2N P^{s} + 2N^{3} + N \right) \hat{K}_{n}$.\n
- **Effective channel coefficients estimation (line 14):** The computational complexity involved mainly results from LS solution, where it has the complexity on the order of $O \left( K L \right)$.

Obviously the SOMP implemented in Algorithm 1 contributes to most of the computational complexity. In comparison of the proposed algorithm, the complexity of the TDSBL-FM algorithm [50] is cubic to the pilot length and quadratic to number of potential terminals and also requires a good deal of iterations to converge, which is prohibitive high for large-scale system. Meanwhile, the proposed scheme has the same order of computational complexity as the 3D-SOMP in [35], but requires fewer memory resources and computing time overhead without vectorization operation.

**V. SIGNAL DETECTION**

Based on the above ATI and CE results, we develop a
LS-based parallel time domain multi-user SD for detecting the
OTFS signals with relatively low computational complexity in
this section.
A. Received Signal Preprocessing

As illustrated in Fig. 3, on one hand, the received OTFS payload data symbols over the time dispersive channels would be contaminated by trailing of the preceding TS; on the other hand, the data symbols can also contaminate the following TS part. These can lead to severe ISI. Fortunately, TSSs are known by the transceiver. With the estimated CSI, the aforementioned ISI can be eliminated to facilitate the following SD. The details of the preprocessing of the received signals before SD are presented as follows.

First, Eq. (10) can be rewritten as a vector form as

$$r_p = \sum_{k=1}^{K} \alpha_k \sqrt{P_k} \left( \Pi_{k,p}^{\text{eff-LoS}} \sum_{q=1}^{Q_k} \Pi_{k,p}^{\text{eff-q}} s_k + w_p \right), \forall p,$$

(42)

where $\Pi_{k,p}^{\text{eff-LoS}}$ (also $\Pi_{k,p}^{\text{eff-q}}$) $\in \mathbb{C}^{(MN+M_M+M_M) \times (MN+M_M+M_M)}$ consists of elements of time-varying CIR in Eq. (8), and its $(m,n)$-th element is defined as

$$\Pi_{k,p}^{\text{eff-LoS}} = \begin{cases} \hat{h}_{k,p}^{\text{eff}} [m-1, m-n], & m-n = \ell_k^{\text{LoS}} \\ 0, & \text{otherwise} \end{cases},$$

(43)

and $\Pi_{k,p}^{\text{eff-q}}$ shares a similar expression. Consequently, the ISI in the OTFS payload data symbol caused by the trailing of the preceding TS can be estimated as

$$\hat{r}_p^{\text{ISI}} = \sum_{k=1}^{K} \alpha_k \Pi_{k,p}^{\text{eff}} \hat{s}_k, \forall p,$$

(44)

where $\hat{s}_k$ consists of TSSs and zero sequences, i.e.,

$$\hat{s}_k = \left[ e_1^T, 0_{M_M \times 1}^T, e_2^T, 0_{M_M \times 1}^T, \ldots, e_{k-1}^T, 0_{M_M \times 1}^T, e_k^T, 0_{M_M \times 1}^T \right] \in \mathbb{C}^{(M + M_M)^T \times 1}, \text{ and } \Pi_{k,p}^{\text{eff}} \text{ is the estimate of } \Pi_{k,p}^{\text{eff}} \text{ with its elements padded by the estimated CIR in Eq. (40).}

Besides, to form the cyclic convolution relationship between the OTFS data signal and the CIR like traditional OFDM/OFDM-based OTFS system [38], the data trailing (cause the ISI to the following TS) will be superposed onto the header of each OTFS data symbol region. In fact, such a data trailing can be acquired and shifted by

$$r_p^{\text{tra}} = R_T^T (I_M \otimes R_s) R_r (r_p - r_p^{\text{ISI}}), \forall p,$$

(45)

where $R_T \in \mathbb{C}^{(M+M_M) \times (M+M_M) \times M}$ and the $(m,n)$-th element of $R_s \in \mathbb{C}^{(M+M_M) \times (M+M_M)}$ is defined as

$$R_{s[m,n]} = \begin{cases} 1 & m-n = M, \ n \in [1, M] \\ 0 & \text{otherwise} \end{cases}.$$

(46)

Therefore, the preprocessed OTFS payload data symbols $\tilde{r}_p \in \mathbb{C}^{MN \times 1}$ can be finally acquired after removing the TSSs as

$$\tilde{r}_p = (I_N \otimes R_T) R_T (r_p - r_p^{\text{ISI}} + r_p^{\text{tra}}), \forall p,$$

(47)

where $R_r \in \mathbb{C}^{M \times (M+M_M)}$.

B. LS-Based Parallel Time Domain Multi-User SD

It has been shown that with the fractional Doppler shift, the TF domain and DD domain effective channel matrices could be not very sparse due to the Doppler spreading with the limited Doppler resolution, while the sparsity of time domain channel remains to hold [39]. Therefore, we are motivated to perform multi-user SD in the time domain to exploit its sparse pattern for lower computational complexity. In fact, based on Eq. (42) and Eq. (44), we have

$$r_p - r_p^{\text{ISI}} = \sum_{k \in A} \Pi_{k,p}^{\text{eff}} (s_k - \hat{s}_k) + \sum_{k \in \hat{A}} \left( \sqrt{P_k} \Pi_{k,p}^{\text{eff}} - \Pi_{k,p}^{\text{eff}} \right) s_k$$

$$+ \sum_{k \in (A - \hat{A})} \sqrt{P_k} \Pi_{k,p}^{\text{eff}} s_k + w_p$$

$$= \sum_{k \in \hat{A}} \Pi_{k,p}^{\text{eff}} (s_k - \hat{s}_k) + w_p,$$

(48)

where $w_p = \sum_{k \in \hat{A}} \left( \sqrt{P_k} \Pi_{k,p}^{\text{eff}} - \Pi_{k,p}^{\text{eff}} \right) s_k + \sum_{k \in (A - \hat{A})} \sqrt{P_k} \Pi_{k,p}^{\text{eff}} s_k + w_p$ is the effective noise vector including errors in the signal preprocessing and AWGN. Furthermore, by stacking Eq. (45), Eq. (47), and Eq. (48), we have

$$\hat{r}_p = \sum_{k \in \hat{A}} \left[ I_N \otimes R_r (I_M + M_M + R_s) \right] R_T (r_p - r_p^{\text{ISI}})$$

$$= \sum_{k \in \hat{A}} \left[ I_N \otimes R_r (I_M + M_M + R_s) \right] R_T \hat{r}_k \Pi_{k,p}^{\text{eff}} R_T^T (I_N \otimes A_t) \hat{s}_k$$

$$+ \left[ I_N \otimes R_r (I_M + M_M + R_s) \right] R_T \hat{w}_p,$$

(49)

where $A_t = \left[ 0^T_{M_M \times M_M}, I_M^T \right] \in \mathbb{C}^{(M+M_M) \times M}$.

With the aid of the TSSs and the preprocessing aforementioned, the ISI between adjacent OTFS data symbols can be avoided. Hence, the SD in the time domain can be performed in parallel for $N$ OTFS payload data symbols, which can significantly reduce the computational complexity. As a result, Eq. (49) can be further decomposed into

$$\tilde{r}_p = \sum_{k \in \hat{A}} \left[ R_s (I_M + M_M + R_s) \Pi_{k,p}^{\text{eff-1}} (I_M + M_M) \right] \hat{s}_k + \tilde{w}_p,$$

(50)

where $\Pi_{k,p}^{\text{eff-1}} = \left( R_k \Pi_{k,p}^{\text{eff}} R_T^T \right) \left[ (i-1)(M+M_M+1) : (M+M_M+M) \right] \in \mathbb{C}^{(M+M_M) \times (M+M_M)}, \tilde{r}_p = r_p^{\text{ISI}} \in \mathbb{C}^{MN \times 1}$, and $\tilde{w}_p \in \mathbb{C}^{MN \times 1}$ is the corresponding noise vector.

Moreover, we intend to extend Eq. (50) to jointly process the received signal from $P^r$ receive antennas as

$$\tilde{r}_i = \tilde{U} \hat{s}_i + \tilde{w}_i,$$

(51)

where $\tilde{U}^i \in \mathbb{C}^{P^R \times K_a M}$ is a block matrix and its $(p,k)$-th submatrix equals to $\tilde{U}_{p,k}^i \in \mathbb{C}^{MN \times 1}$, $\hat{s}_i = \left[ \hat{s}_{k_1}^T, \hat{s}_{k_2}^T, \ldots, \hat{s}_{k_{K_a}}^T \right]^T \in \mathbb{C}^{K_a \times 1}$, $k_1, k_2, \ldots, k_{K_a}$ are the elements of the set $\hat{A}$, and $\tilde{w}_i$ denotes the noise vectors of different receive antennas.

Therefore, given $P \geq K_a$, the time domain OTFS signals of different active terminals can be detected by calculating
the LS solution of Eq. (51). Benefitting from the sparsity of TSLs, $\hat{U}^j$ displays favorable sparse pattern, where we can further utilize iterative method, such as LS QR-factorization (LSQR) [51], to facilitate the approximate solution of sparse linear equations with low computational complexity. In this case, the computational complexity of Eq. (51) solution dramatically reduces from $\mathcal{O}(2P^2M^3\hat{K}_a^2 + \hat{K}_a^2M^3 + \hat{K}_aM)$ to $\mathcal{O}(2P^*M\bar{Q}T)$, where $T$ is the required number of iterations for LSQR algorithm.

VI. PERFORMANCE EVALUATION

A. Simulation Setup

In this section, we carry out extensive simulation investigations to verify the effectiveness of our proposed scheme under different parameter configurations, and compare it with the state-of-the-art solutions. First of all, we define the identification error probability $P_e$ for ATI as

$$P_e = \sum_{k=1}^{K} |\hat{\alpha}_k - \alpha_k|. \quad (52)$$

Besides, the normalized mean square error (NMSE) for CE is considered as

$$\text{NMSE} = \frac{\sum_{k=1}^{K} \sum_{p=1}^{P} ||\hat{\alpha}_k \Pi_{k,p}^{\text{eff}} - \alpha_k \sqrt{\bar{P}_k} \Pi_{k,p}^{\text{eff}}||_F^2}{\sum_{k=1}^{K} \sum_{p=1}^{P} ||\alpha_k \sqrt{\bar{P}_k} \Pi_{k,p}^{\text{eff}}||_F^2}, \quad (53)$$

and the uncoded bit error rate (BER) for SD is considered as

$$\text{BER} = \frac{E_a N M \bar{M}_k + B_a}{K_a N M M_b}, \quad (54)$$

where $E_a$ is the number of falsely identified terminals and $M_b$ is the modulation order. Besides, $B_a$ is the total error bits for the DD domain payload data of the correctly identified active terminals, i.e., error bits between $\mathbf{X}_k^{\text{DD}}$ and $\hat{\mathbf{X}}_k^{\text{DD}}$ for $k \in (\mathcal{A}\cap\hat{\mathcal{A}})$.

For the massive MIMO based massive connectivity in IoT, the performance of payload data demodulation highly depends on the channel statistics of the simultaneously served terminals. As for the LEO satellite-based IoT, the channel characteristics are mainly determined by the simultaneously served terminals’ AoA observed at the satellite receiver, i.e., the error between $\mathbf{X}_{\Delta}^{\text{DD}}$ and $\mathbf{X}_{\Delta}^{\hat{\text{DD}}}$ for $k \in (\mathcal{A}\cap\hat{\mathcal{A}})$. Therefore, channels of IoT terminals with minor AoA differences would be highly correlated, which inevitably leads the multi-user MIMO channel matrix to be ill-conditioned with considerably performance deterioration if they are allocated with the same TF or DD resources. To this end, we adopt a user retransmission strategy to eliminate interference in the presence of correlated channels. Specifically, when the LEO satellite identifies that the zenith and azimuth angles of terminals meet

$$|\theta_{k_1}^{\text{zen}} - \theta_{k_2}^{\text{zen}}| < \Delta_{\text{zen}}; \quad |\theta_{k_1}^{\text{azi}} - \theta_{k_2}^{\text{azi}}| < \Delta_{\text{azi}}, \quad (55)$$

it broadcasts retransmission scheduling signaling for one of the collided terminals $k^* = k_1$ ($k_2$) to retransmit its signal, where $k_1, k_2 \in \mathcal{A}$ and $k_1 \neq k_2$, $\Delta_{\text{zen}}$ and $\Delta_{\text{azi}}$ are the preset minimum zenith and azimuth spacing to avoid the MIMO channel matrix to be ill-conditioned [40]. After receiving the retransmission signal $r_p^3, \forall p$, it is necessary for the LEO satellite to reestimate the CSI with the TSs, since the channel state may change or channel resource allocation could vary in the retransmission stage. Then, the LEO satellite could demodulate the payload data of the retransmission signal with the estimated CSI as $\hat{\mathbf{X}}_{k^*}$. Following the procedures in Eq. (42)-(51), the satellite can eliminate the interference resulting from terminal $k^*$ for the first stage received signal $r_p$, as

$$r_p^{1,-2} = r_p - \hat{\Pi}_{k^*,p}^{\text{eff}}\hat{s}_{k^*}, \quad (56)$$

where $\hat{\Pi}_{k^*,p}^{\text{eff}}$ is the estimated CSI of terminal $k^*$ in the first stage, $\hat{s}_{k^*} = [c_{k^*1}, s_{k^*1}, c_{k^*2}, s_{k^*2}, \ldots, c_{k^*M}, s_{k^*M}]^T \in \mathbb{C}^{(M_tN + MN + M_r) \times 1}$ is the reconstructed transmit signal of terminal $k^*$. Following the procedures in Eq. (42)-(51), the satellite can demodulate the payload data for other terminals with $r_p^{1,-2}$.

Additionally, to meet the mutual coherence property (MCP) [47] of the sensing matrix for reliable recovery of sparse vectors in Eq. (26), we assume the time domain TS associated with the $k$-th terminal is generated from a standard complex Gaussian distribution, i.e., $c_k \sim \mathcal{CN}(0, \mathbf{I}_{M_t})$. The system topology is set as Fig. 1. Within the coverage radius of 494.8 km, the number of potential and active IoT terminals served by one LEO satellite is fixed as $K = 100$ and $\hat{K}_a = 10$, respectively. The zenith and azimuth angles of terminals are randomly distributed in the range of $[-44.7^\circ, 44.7^\circ]$ and $[0^\circ, 360^\circ]$, and their locations can be simulated accordingly. Besides, their velocity is randomly distributed in the range of $0 \sim 10$ m/s. Other detailed system parameters for the following simulations are summarized in Table III. Meanwhile, the maximum number of iterations $T_{\text{max}}$ in Algorithm 1 is set to 30, and the termination threshold is set as $\pi_{\text{th}} = 1.05\sigma_w^2$, where the variance $\sigma_w^2$ of AWGN at the

| Contents | Parameters | Values |
|----------|------------|--------|
| System   | OTFS data size $(M, N)$ | (256,8) |
|          | Modulation scheme | QPSK |
|          | Satellite’s UP $(P_{s1}^t, P_{s1}^r)$ | (32,32) |
|          | Terminals’ UP $(P_{s1}^t, P_{s1}^r)$ | (32,32) |
|          | Angular spacing $(\Delta_{\text{zen}}, \Delta_{\text{azi}})$ | (14.4°, 14.4°) |
| TSL      | Orbit altitude of LEO satellite | 500 km |
|          | Velocity of LEO satellite | 7.58 km/s |
|          | Velocity of terminals | 0 \sim 10 m/s |
|          | Service coverage radius | 494.8 km |
|          | Zenith angle $\theta_{k^*}^{\text{zen}}$ | $[-44.7^\circ, 44.7^\circ]$ |
|          | Azimuth angle $\theta_{k^*}^{\text{azi}}$ | $[0^\circ, 360^\circ]$ |
|          | Remnant KDoA $r_{k^*}^{\text{DS}}$ and MPC’s delay $\tau_{k^*}^o$ range | $0 \sim 0.52 \mu s$ |
|          | Doppler shift $r_{k^*}^{\text{DS}}(v_k^o)$ range | $0 \sim 178.2$ KHz |
receiver is assumed to be the a priori information for the LEO satellite.

B. Link Budget
According to the general formula for link budget derived from [9], which includes all the gains and losses in the propagation medium from transmitter to receiver, the received signal-to-noise ratio (SNR) for single terminal case can be computed as follows

\[
\text{SNR}_{SU}[^\text{dB}] = P_t[^\text{dBm}] + G_t[^\text{dB}] + G_r/T[^\text{dB}]
\]

- \( k_B[^\text{dBW/K/Hz}] - \text{PL}_{FS}[^\text{dB}] - \text{PL}_A[^\text{dB}] - \text{PL}_S[^\text{dB}]
\]

where \( G_t \) is the beamforming gain for the terminal, \( G_r \) and \( T \) are the receive antenna gain and the noise temperature, respectively, and \( k_B = -228.6 \text{dBW/K/Hz} \) is the Boltzmann constant. \( \text{PL}_{FS} \) represents the free space propagation loss, \( \text{PL}_A \) corresponds to atmospheric gas losses, \( \text{PL}_S \) is a shadowing margin, \( \text{PL}_{AD} \) denotes some underlying additional losses due to the scintillation phenomena, \( \text{PL}_{MA} \) is the additional reserved margin, and \( B_w \) is the channel bandwidth. TABLE IV illustrates the link budget for different configurations in the uplink RA. Unless otherwise mentioned, the transmit power is set to \( P_t = 40 \text{ dBm} \) for all terminals in the following simulations.

C. Performance Under LoS TSL
First of all, we investigate the performance of ATI, CE, and SD under LoS TSL. As a fledgling concept, there has been little work dedicated to the field of ATI, CE, and multi-user SD in the framework of GF-NOMA-OTFS. We take one of the most representative schemes proposed in [35] and [50] as the Benchmark 1 for comparison, which embeds the guard and non-orthogonal pilot symbols in the DD domain to facilitate uplink ATI and CE by exploring the sparsity of channel in the delay-Doppler-angle domain. The size of embedded DD domain pilots along the Doppler dimension and the delay dimension are denoted as \( N_x \) and \( N_y \), respectively, and \( N \) is fixed as \( N = N_x \). Besides, the size of embedded DD domain guard symbols along the Doppler dimension and the delay dimension, which are utilized to eliminate ISI, is set as \( N_y = 0 \) and \( M_y = L - 1 \), respectively [34, Fig. 34].

The problem formulation and the adopted 3D-SOMP algorithm for comparison can be referred to [35] and [50], respectively. Furthermore, we set Benchmark 2, where the virtual sampling grid in the DD space [37] is attached for the Benchmark 1 for further comparison, and its virtual sampling grid size in the Doppler domain is fixed as \( N'=2N, M' = M \). In addition, the GF-NOMA scheme employing OFDM waveform without Doppler compensation, is considered for comparison as well [25]. Finally, the oracle-LS estimator with known ATS is used as performance upper bound.

Fig. 6 provides \( P_t \), NMSE, and BER performance under effective different pilot length, where the effective pilot length is defined as follows: non-ISI region dimension \( G \) for proposed scheme, DD domain pilots along delay dimension \( M_y \) for Benchmark 1 and 2 [35], and time slots dimension \( G \) occupied by pilots for GF-NOMA scheme employing OFDM waveform [25]. It can be observed from Fig. 6 that, GF-NOMA scheme employing OFDM waveform suffers serious performance degradation confronted with severe Doppler effect when complicated compensation technique is absent. In contrast, the GF-NOMA-OTFS paradigms enjoy performance superiority owing to their Doppler robustness provided by OTFS. It’s noteworthy that the proposed scheme can further provide noticeable performance gain over the Benchmark 1. To figure out the rationality behind this phenomenon, the result of Benchmark 2 is presented. As Fig. 6 exhibits, the superiority of Benchmark 2 over Benchmark 1 is self-evident, and it indicates that it’s the low-resolution of Doppler domain that severely holds back the performance of Benchmark 1, especially when the small size of Doppler dimension \( N \) is adopted. However, oversize \( N \) is prohibitive in the LEO satellite system for the intolerable computational complexity and signal processing latency. And more importantly, the quasi-static property of TSLs in the DD domain could be destroyed as \( N \) increases. Therefore, the proposed scheme with the Doppler domain super-resolution enabled by the time

---

**TABLE IV**

| Link Budget for Single Terminal [52] |
|------------------------------------|
| **Terminal zenith angle** | **Case 1** | **Case 2** | **Case 3** |
| 0° | 25° | 44.7° |
| **Frequency [GHz]** | 10 | 10 | 10 |
| **Bandwidth [MHz]** | 122.88 [7] | 122.88 [7] | 122.88 [7] |
| **Tx transmit power [dBm]** | 40 | 40 | 40 |
| **Tx beamforming gain [dB]** | 40 | 40 | 40 |
| **Rx G_r/T [dB/K]** | -4.62 [53] | -4.62 [53] | -4.62 [53] |
| **Free space path loss [dB]** | 167.25 | 168.10 | 170.21 |
| **Atmospheric loss [dB]** | 0.07 | 0.07 | 0.07 |
| **Shadowing margin [dB]** | 3 | 3 | 3 |
| **Scintillation loss [dB]** | 2.2 | 2.2 | 2.2 |
| **Polarization loss [dB]** | 0 | 0 | 0 |
| **Additional losses [dB]** | 0 | 0 | 0 |
| **Additional margin [dB]** | 6 | 6 | 6 |

**SNR for single terminal [dB]**

14.59 13.73 11.62

---

**TABLE V**

| Transmission Efficiency Comparison Between the Benchmark and the Proposed Scheme |
|-----------------------------------------------|
| **Schemes** | **Benchmark 1 and 2** | **Proposed** |
| **Cyclic prefix (ISI region)** | \((N-1)\) | \((N+1)(L-1)\) |
| **Guard interval** | 2N(L-1) |
| **Effective Pilot** | \(M_x N_y (N_x - N_y)\) | \(G(N_y + 1)\) |
| **Frame size** | \((M + L - 1)N\) | \(M_x(N_y + 1) + M\) |
| **Efficiency** | 52.92% | 54.43% | 56.78% |
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domain TSs and parametric CE refinement is rewarding in this kind of harsh channel conditions. Besides, the NMSE and BER performance of the proposed method is very close to oracle-LS when the dimension of effective pilot overheads $G \geq 40$, which manifests that the approximation error of Eq. (17) only leads to a slight increase of TSs overhead to ensure the performance of sparse signal recovery. Meanwhile, the indisputable superiority of the proposed method even with lower TSs overhead demonstrates that the impact of approximation error on the following CE refinement is negligible in contrast to the low-resolution of Doppler domain of the Benchmark 1 and Benchmark 2.

Moreover, to clearly present the percentage of the reduced pilot overhead compared to Benchmark, we compare the transmission efficiency between the proposed scheme with Benchmark 1 and 2 as shown in Table V, which is defined as the percentage of data symbols in the whole data frame. Therefore, we can conclude that the proposed scheme can reduce the pilot overhead while achieving better performance.

Fig. 7 exhibits $P_e$, NMSE, and BER performance under different transmit power $P_k$. It can be observed that the proposed scheme can achieve better $P_e$, NMSE, and BER performance while keeping the pilot overhead to a low level in the almost whole regime of transmit power (20-50 dBm) in contrast to Benchmark 1 and Benchmark 2. This can be interpreted that in the range of low transmit power, namely low SNR, the effective utilization of both the spatial and temporal correlations in the TSLs considerably promotes the accuracy of sparse signal recovery, and as a result, our proposed scheme outperforms the benchmarks. Moreover, in the range of high transmit power, namely high SNR, the BER performance is mainly dominated by the CE performance. In spite of the approximation error, our proposed scheme overcomes the problem of low-resolution in the Doppler domain and achieves a more satisfactory performance.

Moreover, since the traffic of mMTC is sporadic, the number of active terminals could be continuously varying. Besides, the number of active terminals $K_a$ is likely to get larger in massive MTC. In order to show the applicability of our proposed scheme in various IoT applications, we investigate $P_e$, NMSE, and BER performance under different number of active terminals $K_a$. The numerical results are illustrated in Fig. 8. On the one hand, when the number of active terminals $K_a = 0$, $P_e$ degrades into the false alarming probability resulting from noise since there is no signal sent by the IoT terminals. On the other hand, when $K_a > 0$, the performance of ATI, CE, and SD exhibit a similar deteriorating trend with an increasing number of active IoT terminals trying to access the LEO satellite in the same DD resources. Nevertheless, when appropriate TS overheads are employed, it could support...
Fig. 8. Performance under different number of active terminals $K_a$: (a) $P_e$; (b) NMSE; (c) BER.

Fig. 9. Performance under different channel conditions: (a) $P_e$; (b) NMSE; (c) BER.

a wide range of active terminals with tolerable performance losses. For instance, when $G = 50$, the performance of $P_e$, NMSE, and BER could still hold the superiority to $-30$ dB, $-20$ dB, and $-30$ dB, respectively, when the number of active terminal varies from 2 to 20.

D. Performance Under Different Channel Conditions

To further demonstrate the robustness of the proposed method, we investigate its performance under different TSL conditions. Fig. 9 displays $P_e$, NMSE, and BER performance with the variation of MPCs, while the Rician factor is fixed at $\gamma_k = 8$ dB, $\forall k$. It can be observed that with the increase of MPCs, there is a slight rise of the effective pilot overheads to guarantee constant performance. This can be interpreted that the increase of MPCs leads to more observations to recover the increasing non-zero elements of sparse CIR vectors. In fact, despite the fact that the performance of NMSE deteriorates at a relatively rapid rate, the performance of $P_e$ and BER degrades sluggishly. It verifies the system performance is mainly determined by the accuracy of estimation of the LoS path and those low-energy NLoS paths have negligible impact on the system performance. Besides, it is noteworthy that the increase of MPCs could contribute to the enhancement of ATI, which could be treated as a diversity gain.

VII. CONCLUSION

This paper investigates an effective RA paradigm for accommodating massive IoT access based on LEO satellites. Specifically, we first propose to apply the GF-NOMA-OTFS scheme to LEO satellite-based IoT for mitigating the access scheduling overheads and latency, and combating the severe Doppler effect of TSLs. On this basis, to handle the challenging problem of ATI, CE, and SD, we further develop a TS-OTFS transmission scheme and a two-stage successive ATI and CE method. At the first stage, the time domain TSs facilitate us to leverage the traffic sparsity of IoT terminals and the sparse CIR to jointly perform ATI and coarse CE. Furthermore, a parametric approach is introduced to refine the CE performance based on the sparsity of TSLs in the DD domain. With the results of ATI and CE, we are further motivated to propose a time-domain parallel multi-user SD with relatively low computational complexity to circumvent the channel spreading in the DD or TF domain. Simulation results demonstrate the effectiveness and superiority of our proposed paradigm particularly for LEO satellite-based massive access.

APPENDIX

PROOF OF LEMMA 1

In fact, under the assumption that the support set of $\hat{\mathbf{h}}_{\text{TS}}^{\text{eff}}$ is perfectly recovered, the non-zero elements $\hat{\mathbf{h}}_{\text{TS}}^{\text{eff}-\text{nz},i}$ of $\hat{\mathbf{H}}_{\text{TS}}^{\text{eff}}|_{p+(i-1)p}$ can be derived from

$$\hat{\mathbf{h}}_{\text{TS}}^{\text{eff}-\text{nz},i} = \mathbf{\Psi}_{\text{LoS}}^i \tilde{\mathbf{H}}_{\text{TS}}^{\text{eff}}|_{p+(i-1)p}.$$

From Eq. (14), it can be further written as Eq. (59), shown at the top of the page, where $\mathbf{\psi}_{\text{LoS}}^i = \mathbf{\Psi}_{\text{LoS}}^{i,i+1}$ and
\[ \hat{h}_{TS,p}^{\text{eff}-nz,i} = \Psi_{[;Z]} \sum_{k \in A} \sqrt{F_k} \left( \Delta_k \psi_k^{\text{LoS}} \psi_k^{\text{LoS}} \hat{h}_{TS,k,p}^{\text{eff}-i} (e^{j \pi k}) + \sum_{q=1}^{Q_k} \Delta_k q \psi_k^{\text{LoS}} \hat{h}_{TS,k,p}^{\text{eff}-i} (e^{j \pi k}) + \Psi_{[;Z]} w_{TS,p}^{i} \right), \]  

\[ \approx \Psi_{[;Z]} \sum_{k \in A} \sqrt{F_k} \left[ \Delta_k \psi_k^{\text{LoS}}, \Delta_k \psi_k^1, ..., \Delta_k Q_k \right] \times \left[ \hat{h}_{TS,i}^{\text{eff}-i} (e^{j \pi k}) \right]^T, \]  

\[ \approx \Psi_{[;Z]} \sum_{k \in A} \sqrt{F_k} \left[ \Delta_k \psi_k^{\text{LoS}}, \Delta_k \psi_k^1, ..., \Delta_k Q_k \right] \times \left[ \hat{h}_{TS,i}^{\text{eff}-i} (e^{j \pi k}) \right]^T, \]  

\[ \psi_k^q = \Psi_{[;Z]}^{\hat{h}_{TS,p}^{\text{eff}-nz,i}}. \] Ignoring the noise term, (59) can be further approximate to the vector form as Eq. (60), shown at the top of the page. According to the CIR model in Eq. (8) and Eq. (35), Eq. (60) can be further expressed as Eq. (61), shown at the top of the page. Finally, by extracting the effective channel coefficients, Eq. (61) can be decomposed into Eq. (62), shown at the top of the page. Therefore, the mathematical relationship between \( \hat{h}_{TS,p}^{\text{eff}-nz,i} \) and the effective channel coefficients can be represented by

\[ \hat{h}_{TS,p}^{\text{eff}-nz,i} = \Psi_{[;Z]} \sum_{k \in A} \Gamma_k \eta_k^{-1} \otimes g_{\text{eff}}^{i} + \Psi_{[;Z]} w_{TS,p}^{i}. \]  

Furthermore, by collecting the vectors and matrices with different subscripts \( k \), Eq. (63) can be vectorized to

\[ \hat{h}_{TS,p}^{\text{eff}-nz,i} = \Psi_{[;Z]} \eta^{-1} \otimes g_{\text{eff}}^{i} + \Psi_{[;Z]} w_{TS,p}^{i}, \]  

where \( \Gamma = [\Gamma_{k_1}, \Gamma_{k_2}, ..., \Gamma_{k_A}] \in \mathbb{C}^{G \times Q}, \eta^{-1} = [\eta_1^{-1}, ..., \eta_{K_{\text{A}}}^{-1}] \in \mathbb{C}^{Q \times 1}, \) and \( g_{\text{eff}}^{i} = [g_{\text{eff}}^{i,1}, g_{\text{eff}}^{i,2}, ..., g_{\text{eff}}^{i,K_{\text{A}}}^{i}] \in \mathbb{C}^{Q \times 1} \) with \( k_1, k_2, ..., k_{K_{\text{A}}} \in A \).

It’s clear that \( \hat{h}_{TS,p}^{\text{eff}-nz,i} \) and \( g_{\text{eff}}^{i} \) have a linear relationship. Since \( \Gamma \) and \( \eta^{-1} \) can be reconstructed with the estimated Doppler shift, RTOA and MPCS’ delay, \( g_{\text{eff}}^{i} \) can be calculated mathematically based on the LS criterion according to Eq. (64) as well. This completes the proof of Lemma 1.
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