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Abstract—The latest High Efficiency Video Coding (HEVC) standard has been increasingly applied to generate video streams over the Internet. However, HEVC compressed videos may incur severe quality degradation, particularly at low bit-rates. Thus, it is necessary to enhance the visual quality of HEVC videos at the decoder side. To this end, this paper proposes a Quality Enhancement Convolutional Neural Network (QE-CNN) method that does not require any modification of the encoder to achieve quality enhancement for HEVC. In particular, our QE-CNN method learns QE-CNN-I and QE-CNN-P models to reduce the distortion of HEVC I and P/B frames, respectively. The proposed method differs from the existing CNN-based quality enhancement approaches, which only handle intra-coding distortion and are thus not suitable for P/B frames. Our experimental results validate that our QE-CNN method is effective in enhancing quality for both I and P/B frames of HEVC videos. To apply our QE-CNN method in time-constrained scenarios, we further propose a Time-constrained Quality Enhancement Optimization (TQEO) scheme. Our TQEO scheme controls the computational time of QE-CNN to meet a target, meanwhile maximizing the quality enhancement. Next, the experimental results demonstrate the effectiveness of our TQEO scheme from the aspects of time control accuracy and quality enhancement under different time constraints. Finally, we design a prototype to implement our TQEO scheme in a real-time scenario.
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I. INTRODUCTION

The High Efficiency Video Coding (HEVC) standard [1] was officially issued in January 2013, and it has significantly improved the efficiency of video coding. HEVC is able to achieve a bit-rate saving of approximately 60% with similar subjective quality [2] compared with the previous H.264/AVC standard. However, when stored or transmitted at low bit-rates, HEVC videos also incur artifacts, such as blocking artifacts, ringing effects, blurring, and so forth. Such artifacts may cause severe degradation in the Quality of Experience (QoE) at the decoder side. Therefore, it is necessary to investigate how to enhance the visual quality of HEVC videos at the decoder side.

Over the past decade, there have been increasing interests in enhancing the visual quality of decoded images [3]–[10]. Recently, deep learning approaches have been successfully applied in enhancing the visual quality of decoded images. For example, Dong et al. [9] designed a four-layer Convolutional Neural Network (CNN) [11], named AR-CNN, for significantly improving the quality of JPEG images. Afterwards, other deep networks, e.g., D^6 [10] and TNRD [12], were proposed to reduce the JPEG artifacts.

For enhancing the quality of HEVC videos, some works [13]–[16] develop advanced postprocessing filters for the HEVC encoder. In particular, Park and Kim [15], designed a CNN to replace the Sample Adaptive Offset (SAO) filter in the HEVC encoder and decoder. Later, based on AR-CNN [9], Dai et al. [16] proposed the VRCNN structure to replace the in-loop filters in HEVC intra-coding, achieving 4.6% bit-rate reduction. However, [16] only handles the intra-mode coding of HEVC, in which the distortions of inter-coding frames, i.e., P/B frames, are not taken into consideration. More importantly, these approaches require modification at the encoder side, so that they are not suitable for enhancing the quality of already compressed videos.

Most recently, a deep network, called DCAD [17], has been designed to improve the coding efficiency of HEVC by enhancing the quality of HEVC compressed videos at the decoder side. Nevertheless, the DCAD [17] approach uses the same CNN model to enhance both intra- and inter-coding frames, and the CNN model is learnt from HEVC compressed images only. Therefore, the DCAD [17] approach does not take the difference between intra- and inter-coding distortion into account, and thus it cannot effectively reduce the artifacts of both I and P/B frames. In this paper, we propose a novel Quality Enhancement CNN (QE-CNN) for enhancing HEVC quality at the decoder side. Our QE-CNN method has the specific architectures for HEVC intra- and inter-coding frames, respectively. Consequently, QE-CNN is able to extract distortion features of both intra- and inter-coding, and is effective for enhancing the quality of both I and P/B frames in HEVC videos. Moreover, it is worth pointing out that the HEVC encoder does not need to be modified when applying our QE-CNN method at the decoder side.

Unfortunately, the cost of visual quality enhancement is increased computational time [9], [16], particularly for CNN-based approaches. Currently, the computational capacity of devices has dramatically improved, thus enabling video quality enhancement. However, the computational time is still limited for quality enhancement of HEVC, especially in real-time applications or for devices with low computational capacity. It is thus desirable to consider a time constraint when applying our QE-CNN method to enhance video quality for HEVC. To this end, we further propose a Time-constrained Quality Enhancement Optimization (TQEO) scheme. Specifically, we model the problem of TQEO by a formulation in which the quality enhancement of QE-CNN is maximized under the constraint of computational time. Then, two solutions are developed to solve our formulation for I and P/B frames, respectively. Consequently, the computational time of our QE-CNN method can be controlled to a target with optimal quality enhancement.
The novelty and contribution of our work are two-fold:

1. The proposed QE-CNN method is the first CNN-based method designed to learn the distortion features of intra- and inter-coding, respectively. As such, the quality of both I and P/B frames can be effectively enhanced. Specifically, the convolutional layers in QE-CNN-I are designed to extract intra-coding features and enhance quality for intra-coding frames (i.e., I frames). Based on QE-CNN-I, QE-CNN-P is proposed to enhance the compression quality of inter-coding frames (i.e., P/B frames), by concatenating the intra- and inter-coding distortion features in a uniform network.

2. Our TQEO scheme is a pioneering work to control the computational time of quality enhancement to a target. In our TQEO scheme, we first establish the TQEO formulation to maximize the MSE reduction of HEVC frames at the constraint on reduced computational complexity. Then, both compression and pixel domain features are adopted to predict the performance for quality enhancement of each CTU, and the computational complexity of QE-CNN-I/P is also modelled. Finally, we solve the TQEO formulation to decide whether to disable QE-CNN-I/P or replace QE-CNN-P by QE-CNN-I on each CTU. As such, the computational complexity can be controlled to a target with optimal quality enhancement.

This paper is an extended version of our conference paper presented in ICME 2017, with extensive advanced works. Specifically, the training sets for QE-CNN-P is enlarged from 26 sequences in [18] to 81 sequences in this paper. The QE-CNN model is advanced by adopting Parametric Rectified Linear Unit (PReLU) and residual learning, to achieve better quality performance than [18] for both I and P/B frames. Most importantly, the TQEO scheme is proposed in this paper to control the computational time of our QE-CNN method in quality enhancement, and a prototype is designed to apply our TQEO scheme in a real-time quality enhancement scenario.

II. RELATED WORKS

A. Related works for quality enhancement

As mentioned above, over the past decade, many works have focused on enhancing the visual quality of images. Specifically, the method proposed by Liew et al. [3] reduces blocking artifacts of compressed images using an overcomplete wavelet representation. Foi et al. [4] applied pointwise Shape-Adaptive Discrete Cosine Transform (SA-DCT) to reduce blocking and ringing effects caused by JPEG compression. Later, Wang et al. [8] proposed filtering the boundaries between neighboring blocks for reducing blocky artifacts of JPEG images. Recently, Jancsary et al. [5] achieved JPEG image deblocking by taking advantage of Regression Tree Fields (RTF). Moreover, some sparse coding methods exist for removing JPEG artifacts, such as [6] and [7].

Over the past decade, deep learning has made impressive achievements in computer vision and image processing tasks. Recently, deep learning has also been successfully applied to improve the visual quality of decoded images. Dong et al. [9] proposed the four-layer AR-CNN to reduce the artifacts caused by JPEG coding. AR-CNN is designed based on a three-layer CNN used for super resolution, called SR-CNN [23]. In [23], the functions of the three layers in SRCNN are defined as feature extraction, non-linear mapping and reconstruction. AR-CNN adds a feature denoising layer to SR-CNN to extract the features of JPEG distortion, thereby achieving quality enhancement on JPEG images. Then, some other deep networks, such as D³ [10] and TNRD [12], are proposed to restore the JPEG distortion by utilizing the prior knowledge of JPEG compression. As reported in [9], [10], these deep learning approaches significantly outperform other conventional methods, such as [4]–[6]. The outstanding performance of [9], [10] highlights the promising application of deep learning in quality enhancement.

For videos, many works have conducted to improve visual quality for the latest HEVC standard, aiming at improving the coding efficiency at the encoder side. The works of [24] and [25] propose to improve the HEVC quality by Rate-Distortion Optimization (RDO) at the HEVC encoder. Han et al. [13] developed a high-performance in-loop filter for HEVC, which is added after the original in-loop filter in the HEVC encoder and decoder. Zhang et al. [14] proposed a Structure-driven Adaptive Non-local Filter (SANF), which is applied after the Deblocking Filter (DF) and before the SAO filter at both the HEVC encoder and decoder sides. Park and Kim [15] proposed replacing the SAO filter in HEVC by the re-trained SR-CNN [23] to enhance the quality of HEVC videos. Later, based on AR-CNN [9], Dai et al. [16] proposed the VRCNN as an advanced in-loop filter in HEVC intra-coding. The VRCNN enhances the visual quality of HEVC without any increase in bit-rate compared with the conventional in-loop filters of HEVC. In other words, VRCNN is able to improve the coding efficiency of HEVC, i.e., a 4.6% bit-rate reduction. However, these approaches need to modify the HEVC encoder, thus not practical for existing HEVC bitstreams. Besides, VRCNN [16] is only designed for HEVC intra-coding mode, so that it is not suitable for inter-coding frames.

Most recently, Wang et al. [17] have proposed a deep network to enhance the HEVC quality at the decoder side, which can be directly applied to the existing video streams. Nevertheless, in [17], the same deep network structure, trained by HEVC intra-coded images, is used for enhancing the quality of both intra- and inter-coding frames. Therefore, the network of [17] is not able to deal with both intra- and inter-coding distortion, because there is no specific design for I and P/B frames, respectively. Actually, little attention has been devoted to reducing inter-coding distortion for further enhancing the visual quality of inter-frames.

B. Related works on HEVC complexity control

Moreover, as far as we know, there are no works on controlling the computational time for video quality enhancement. The closest works are HEVC complexity control approaches, which aim at making the encoding or decoding time of HEVC meet a constraint. Specifically, at the encoder side, Corrêa et al. [26] proposed reducing the HEVC encoding complexity by skipping the computation on the Coding Tree Unit (CTU) partition at some frames. Instead, the CTU partitions of these frames are the same as those of previous frames. Then, the encoding complexity can be controlled by setting the
number of frames that skip computation on the CTU partition. Later, Deng et al. [27], [28] proposed a complexity control approach for HEVC encoding. In their approach, the maximal depths of some CTUs are limited to reduce the computational complexity to a target with minimal quality loss.

At the decoder side, Langroodi et al. [29] developed a complexity control approach for H.264/AVC decoding. In [29], the decoder sends its computational resource demand to the encoder side. Then, the settings of the encoder are adjusted according to the received demand such that the corresponding decoding complexity can be controlled. Rather than adjusting the encoder, Yang et al. [30], [31] proposed an approach for controlling the HEVC decoding complexity. In their approach, the decoding complexity of HEVC is reduced by disabling DF and simplifying Motion Compensation (MC) at the expense of quality loss. Then, the HEVC decoding complexity is controlled to a certain target with minimal perceptual quality loss by disabling DF and simplifying the MC of non-salient CTUs. Similar to the above approaches, computational time control can also be studied for video quality enhancement under a time constraint. Unfortunately, to the best of our knowledge, no work in this direction exists.

III. THE PROPOSED QUALITY ENHANCEMENT METHOD

In this section, we discuss the proposed QE-CNN method for enhancing the quality of decoded HEVC videos. In Section III-A, we briefly review the overall architecture of AR-CNN, which is the basis of our QE-CNN method. In Sections III-B and III-C, we introduce the proposed network architecture of our QE-CNN method in detail, including QE-CNN-I for enhancing the visual quality of HEVC I frames and QE-CNN-P designed for HEVC P/B frames.

A. Overview of AR-CNN

In [9], AR-CNN is developed to improve the visual quality of encoded JPEG images. AR-CNN achieves a quality improvement on JPEG encoded images, and it can be viewed as the foundation of our method. Here, we briefly review the architecture of AR-CNN.

In AR-CNN, there are four convolutional layers without any pooling or fully connected layers. Specifically, as presented in [9], the four layers of AR-CNN perform the functions of feature extraction, feature denoising, non-linear mapping and reconstruction. AR-CNN is designed as an end-to-end framework, which takes the JPEG compressed images as input and directly outputs the restored images. During training, all four layers of AR-CNN are jointly optimized.

The input image is denoted as $Y$, and the output of the $i$-th convolutional layer is defined as $F_i(Y)$. Then, the architecture of AR-CNN can be expressed as

$$F_0(Y) = Y,$$

$$F_i(Y) = \max(0, W_i \ast F_{i-1}(Y) + B_i), \quad i \in \{1, 2, 3\},$$

$$F_4(Y) = W_4 \ast F_3(Y) + B_4,$$

where $W_i$ and $B_i$ are the weights and bias matrices of the $i$-th layer, respectively, and $\ast$ indicates the convolution operator. Note that $\max(0, x)$, known as Rectified Linear Unit (ReLU), is adopted in the first three layers as the non-linear activation function. The configuration of AR-CNN is summarized in Table I.

| Layer index | Conv 1 | Conv 2 | Conv 3 | Conv 4 |
|-------------|--------|--------|--------|--------|
| Filter size | 9 x 9  | 7 x 7  | 1 x 1  | 5 x 5  |
| Filter number | 64  | 32  | 16  | 1  |
| $W$ learning rate | 10  | 10  | 10  | 10  |
| $B$ learning rate | 10  | 10  | 10  | 10  |

The experimental results reported in [9] verify that AR-CNN has better performance than conventional methods, e.g., SA-DCT [4] and RTF [5], for improving the quality of encoded images. Inspired by AR-CNN, we design QE-CNN for enhancing the quality of HEVC decoded videos, also taking advantage of the CNN.

B. The proposed QE-CNN-I

We now focus on the proposed network of QE-CNN-I, which is able to handle distortion caused by intra-coding of HEVC, for enhancing the quality of HEVC I frames. Next, we present QE-CNN-I from the aspects of dataset, architecture and loss function.

Dataset. First, we establish a dataset for learning QE-CNN-I. In our work, the images of our training and validation sets for QE-CNN-I are the same as AR-CNN [9]. That is, the training and test sets (totally 400 images) of the BSDS500 database [32] are used for training our QE-CNN-I model. The validation set (100 images) of BSDS500 is used for validation, non-overlapping with the training set.

Because QE-CNN-I aims to reduce the distortion of I frames in HEVC, we encode all training images using the HEVC all intra (AI) mode at QP = 32, 37, 42 and 47 using the default configuration in encoder_intra_main.cfg. Before training, we decompose the ground-truth and HEVC encoded images into image patches with a size of 40 x 40, using a stride of 10. Consequently, the training set with 400 images provides a total of 522,000 pairs of training samples. Similarly, 34,500 pairs of validation samples are obtained.

Note that, the patch size is 40 x 40 since the maximal TU size is 32 x 32 and there is 8-pixel overlap for the 9 x 9 convolutional filter. Here, we follow AR-CNN [9] to set the stride as 10. Since the stride is less than the patch size, a certain degree of redundancy exists. However, such overlapping generates a large number of training samples, which benefits the model training with sufficient data. In fact, choosing a stride is a trade-off between redundancy and the amount of training samples. According to our experiments, choosing the stride much larger than 10 reduces the performance of our method because of the lack on training samples. On the other hand, setting the stride less than 10 does not increase the performance according to our experiments, since too much redundancy is introduced.

Architecture. The architecture of QE-CNN-I is designed according to the following observations.

**Observation 1.** The distortion caused by HEVC intra-coding is with more features than JPEG.

**Analysis 1.** We analyze this observation from both theoretical and experimental aspects. Theoretically, HEVC intra-coding is more complicated compared to JPEG. For example,
HEVC supports different sizes of Discrete Cosine Transform (DCT), including 4 × 4, 8 × 8, 16 × 16 and 32 × 32 [33], whereas JPEG only adopts 8 × 8 DCT [33]. Moreover, the HEVC intra-picture prediction has 33 different directional orientations [1], which is much more complex than the Direct-Current (DC) prediction in JPEG [33]. Accordingly, more distortion sources exist in HEVC intra-coding than in JPEG; thus, the distortion caused by HEVC intra-coding has more features than JPEG.

From the experimental aspect, we further analyze Observation 1 by testing CNN on the validation set under different configurations. First, based on AR-CNN, we design AR-CNN-1 with a larger number of convolutional filters. Then, we compare the performance of AR-CNN-1 with AR-CNN at QP = 42 on the validation set. The configuration of AR-CNN-1 and its performance are shown in Table II. As shown in Table II, AR-CNN-1, which has more filters, performs better than AR-CNN in terms of ΔPSNR of HEVC I frames. Note that the results in Table II are evaluated on the validation set.

Furthermore, Fig. 1 presents the weight matrices of the first convolutional layer (W1) in AR-CNN (trained by JPEG) and AR-CNN-1 (trained by HEVC) to visualize the distortion features of JPEG and HEVC. It can be seen from Fig. 1 (a) that the distortion features of JPEG are less than 64, because some of the 64 filters (in the last raw of Fig. 1 (a)) do not learn effective features. On the contrast, Fig. 1 (b) shows that HEVC videos are with much more distortion features than JPEG. Finally, Observation 1 can be verified.

Note that, the performance cannot be improved by further increasing the filter number. For example, setting filter numbers to be “192-96-48-1” and “256-128-64-1” results in ΔPSNR = 0.2162 dB and 0.1873 dB, respectively. These results are worse than that of AR-CNN-1 (0.2203 dB).

Observation 2. AR-CNN-1 with one additional convolutional layer can extract more effective distortion-related features for HEVC, thus leading to better performance.

Analysis 2. Recall that AR-CNN is a 4-layer network, in which Conv 1 is used to extract features and Conv 2 is for feature denoising [9]. For HEVC, we extend AR-CNN-1 to AR-CNN-2, which includes one additional layer after Conv 2 to further denoise the features. The configuration of AR-CNN-2 is shown in Table II. As such, AR-CNN-2 has 5 convolutional layers. Then, we test AR-CNN-2 on the validation set at QP = 42. As shown in Table II, AR-CNN-2 outperforms AR-CNN-1 for HEVC quality enhancement of I frames. Therefore, it can be confirmed that Conv 3 succeeds in further denoising the feature maps for HEVC encoded images.

However, Table II also shows that when more than one layer is added to AR-CNN-1, i.e., AR-CNN-4 and AR-CNN-5, the PSNR improvement decreases. This may be because too many additional layers introduce redundant parameters, leading to the over-fitting issue. To summarize, AR-CNN-1 with one additional convolutional layer achieves better performance.

Finally, Observation 2 is validated.

Observation 3. Parametric Rectified Linear Unit (PReLU), as the activation function instead of ReLU, can further improve the performance of AR-CNN-2.

Analysis 3. PReLU is a learnable activation function, which is proved to have better performance than ReLU [34] and Leaky-ReLU. PReLU is defined as follows:

\[
PReLU(x) = \max(0, x) + a \cdot \min(0, x),
\]

where \(a\) is a parameter learned during the training stage. Recall that ReLU is defined as \(\max(0, x)\); thus, its output always remains zero at the negative side. As a result, ReLU may incur the problem of “dead features” [35]. However, PReLU, whose slope is learnable under negative input, is able to avoid the problem of “dead features”. We further test the performance of PReLU on the validation set at QP = 42. As shown in Table II, AR-CNN-3, which replaces ReLU by PReLU in AR-CNN-2, has better performance than AR-CNN-2. Besides, as Table II shows, AR-CNN-3 with PReLU also performs better than AR-CNN-2 using Leaky-ReLU. Consequently, Observation 3 can be validated.

According to Observations 1, 2 and 3, we use AR-CNN-3 as our QE-CNN-I structure to enhance the quality of I frames of decoded HEVC videos. The architecture of QE-CNN-I is shown in Fig. 2 and its configuration is shown in Table III.

The formulation of QE-CNN-I is expressed as

\[
F_0(Y) = Y,
\]

\[
F_i(Y) = PReLU(W_i * F_{i-1}(Y) + B_i), \quad i \in \{1, 2, 3, 4\},
\]

\[
F_5(Y) = W_5 * F_4(Y) + B_5,
\]

where \(W_i\) and \(B_i\) are the weights and bias matrices of the \(i\)-th layer, respectively. Note that PReLU is adopted as the non-linear activation function in the layers of Conv 1-4.
Loss function. We apply Mean Squared Error (MSE) as the loss function of our QE-CNN-I. Let $\{X_n\}_{n=1}^N$ be the set of raw image patches, seen as the ground-truth, and let $\{Y_n\}_{n=1}^N$ be patches of their corresponding compressed images. Here, $\{Y_n\}_{n=1}^N$ are input samples, whereas $\{X_n\}_{n=1}^N$ are the corresponding target output. Define $F(\cdot)$ as the output of QE-CNN-I. Then, the loss function is as follows:

$$L(\Theta) = \frac{1}{N} \sum_{n=1}^{N} ||F(Y_n; \Theta) - X_n||_2^2,$$

where $\Theta = \{W_i, B_i\}$ stands for the weights and bias in QE-CNN-I. This loss function is minimized using the stochastic gradient descent algorithm with the standard Back-Propagation (BP). We follow [9] and [10] to set the batch size as 128 when training QE-CNN-I. Note that we first train our QE-CNN-I at QP = 42, and the networks for the other QPs (i.e., 22, 27, 32, 37, and 47) are fine-tuned from QP = 42.

The validation result at QP = 22 is also shown in Table II. This result is comparable to that at QP = 42, indicating that our QE-CNN-I method is also effective for videos compressed at low QPs. Also, we evaluated the performance of applying the model trained at higher QP (QP = 27) to the sequences at QP = 22 from the validation set. However, only $\Delta$PSNR = 0.0049 dB can be achieved. This indicates that the model trained by low quality videos is not effective to high quality videos. Therefore, in this paper, we trained 6 QE-CNN models corresponding to QP = 22, 27, 32, 37, 42, and 47, respectively.

C. The proposed QE-CNN-P

Next, we introduce the proposed network of QE-CNN-P, which is designed to handle both HEVC intra- and inter-coding distortions. Therefore, it is able to enhance the quality of HEVC P/B frames. In the following, we present the dataset, architecture and loss function for QE-CNN-P.

Dataset. First, we establish a video database[1] that includes 89 sequences. We randomly selected 8 sequences (i.e., ParkRun, Shields, Stockholm, Mobcal, Tennis, PartyScene, FlowerVase and BasketballDrill) as our validation set for QE-CNN-I. Then, the loss function is as follows:

$$L(\Theta) = \frac{1}{N} \sum_{n=1}^{N} ||F(Y_n; \Theta) - X_n||_2^2,$$

where $\Theta = \{W_i, B_i\}$ stands for the weights and bias in QE-CNN-I. This loss function is minimized using the stochastic gradient descent algorithm with the standard Back-Propagation (BP). We follow [9] and [10] to set the batch size as 128 when training QE-CNN-I. Note that we first train our QE-CNN-I at QP = 42, and the networks for the other QPs (i.e., 22, 27, 32, 37, and 47) are fine-tuned from QP = 42.

The validation result at QP = 22 is also shown in Table II. This result is comparable to that at QP = 42, indicating that our QE-CNN-I method is also effective for videos compressed at low QPs. Also, we evaluated the performance of applying the model trained at higher QP (QP = 27) to the sequences at QP = 22 from the validation set. However, only $\Delta$PSNR = 0.0049 dB can be achieved. This indicates that the model trained by low quality videos is not effective to high quality videos. Therefore, in this paper, we trained 6 QE-CNN models corresponding to QP = 22, 27, 32, 37, 42, and 47, respectively.

C. The proposed QE-CNN-P

Next, we introduce the proposed network of QE-CNN-P, which is designed to handle both HEVC intra- and inter-coding distortions. Therefore, it is able to enhance the quality of HEVC P/B frames. In the following, we present the dataset, architecture and loss function for QE-CNN-P.

Dataset. First, we establish a video database[1] that includes 89 sequences. We randomly selected 8 sequences (i.e., ParkRun, Shields, Stockholm, Mobcal, Tennis, PartyScene, FlowerVase and BasketballDrill) as our validation set for QE-CNN-I. Then, the loss function is as follows:

$$L(\Theta) = \frac{1}{N} \sum_{n=1}^{N} ||F(Y_n; \Theta) - X_n||_2^2,$$

where $\Theta = \{W_i, B_i\}$ stands for the weights and bias in QE-CNN-I. This loss function is minimized using the stochastic gradient descent algorithm with the standard Back-Propagation (BP). We follow [9] and [10] to set the batch size as 128 when training QE-CNN-I. Note that we first train our QE-CNN-I at QP = 42, and the networks for the other QPs (i.e., 22, 27, 32, 37, and 47) are fine-tuned from QP = 42.

The validation result at QP = 22 is also shown in Table II. This result is comparable to that at QP = 42, indicating that our QE-CNN-I method is also effective for videos compressed at low QPs. Also, we evaluated the performance of applying the model trained at higher QP (QP = 27) to the sequences at QP = 22 from the validation set. However, only $\Delta$PSNR = 0.0049 dB can be achieved. This indicates that the model trained by low quality videos is not effective to high quality videos. Therefore, in this paper, we trained 6 QE-CNN models corresponding to QP = 22, 27, 32, 37, 42, and 47, respectively.

In Conv 4, $W_i^{(1)}$ and $W_i^{(2)}$ are defined as the weights of Conv 1 ($i \in \{6, 7, 8, 9\}$) used to convolve the feature maps of Conv 1-4 and Conv 5-8, respectively. $\{W_i\}_{i=1}^N$ are also defined as the weights of Conv 1-5, and $\{B_i\}_{i=1}^N$ denotes the
biases of Conv 1-9. Then, the formulation of QE-CNN-P can be expressed as

\[ F_0(Y) = Y, \]
\[ F_i(Y) = \text{PReLU}(W_i * F_{i-1}(Y) + B_i), \quad i \in \{1, 2, 3, 4\}, \]
\[ F_5(Y) = \text{PReLU}(W_5 * F_0(Y) + B_5), \]
\[ F_i(Y) = \text{PReLU}(W_i^{(1)} * F_{i-5}(Y) + W_i^{(2)} * F_{i-1}(Y) + B_i), \quad i \in \{6, 7, 8\}, \]
\[ F_9(Y) = W_9^{(1)} * F_4(Y) + W_9^{(2)} * F_8(Y) + B_9, \]

The sizes and numbers of filters at different layers in QE-CNN-P are shown in Table IV in which ILR means initial learning rate.

**Training procedure and loss function.** Since QE-CNN-P contains a larger number of layers than QE-CNN-I, we follow [16], [36] to use the residual between raw and encoded videos as the ground-truth for training rather than the raw video itself. It has been verified in [36] and [16] that learning the residual between raw and distorted frames achieves faster convergence and more accurate reconstruction. Moreover, we also apply learning rate decay in training QE-CNN-P. In this paper, the learning rate decays by a factor of 0.1 every 40 epochs. Meanwhile, to avoid exploding caused by a large learning rate (\(\gamma\)), we also adopt the adjustable gradient clipping method [36]. The gradient \(g\) is clipped into the range of \(g \leq |\beta/\gamma|\), where \(\beta\) is a parameter for restricting the gradient. We follow [36] to set the Initial Learning Rate (ILR) as \(\gamma = 10^{-1}\) and set \(\beta = 10^{-2}\).

For QE-CNN-P, we also apply MSE as the loss function. As residual learning is adapted in QE-CNN-P, its loss function, which is different from QE-CNN-I, is written as follows:

\[ L(\Theta) = \frac{1}{N} \sum_{n=1}^{N} \left| \left| F(Y_n; \Theta) - (X_n - Y_n) \right| \right|_2^2, \]

where all notations are the same as in QE-CNN-I. The loss function is also minimized by stochastic gradient descent with the BP algorithm, and the batch size is set as 128. The same as QE-CNN-I, QE-CNN-P is first trained at QP = 42, and the other QPs are fine-tuned from QP = 42.

Note that due to the hierarchical coding structure, when compressing the sequences at a specific QP, the frame-level QPs in the sequences range from the sequence-level QP to sequence-level QP + 4. For example, the frame level QPs range from 32 to 36 when encoding at QP = 32, so that our QE-CNN model trained at QP = 32 is able to be applied to frames at QP = 32 to 36. As such, the 6 models trained at QP = 22, 27, 32, 37, 42 and 47 cover QPs from 22 to 51, and it is not necessary to train a model for each QP.

**IV. EXPERIMENTAL RESULTS ON QUALITY ENHANCEMENT**

In this section, experimental results are presented to validate the effectiveness of our QE-CNN method in comparison with the latest quality enhancement methods [9]. AR-CNN [9], VRCNN [16] and DCAD [17]. In the following, we discuss the settings of our experiments in Section IV-A, compare the performance of quality enhancement in Section IV-B, and evaluate the computational time in Section IV-D.

**A. Settings.**

In our experiments, we test our method and the other three methods on 17 sequences from the JCT-VC [37] database. Details about the test sequences are presented in Table V. The training and validation sequences are the same as those introduced in Sections III-B and III-C. Note that the test sequences do not overlap with those of the training and validation sets. For each sequence, the corresponding HEVC bitstream is generated by HM 16.0 with LDP mode at six QP values (i.e., 22, 27, 32, 37, 42 and 47). Here, the default configuration file encoder_lowdelay_P_main.cfg is used. Then, our QE-CNN method and the AR-CNN, VRCNN and DCAD methods are applied to enhance the quality of the encoded HEVC sequences. Besides, we further transfer our QE-CNN method to HEVC Random Access (RA) sequences to verify the generalization capability.

Unlike the training, the frames are not divided into small patches in the test. Instead, the whole frame is fed into QE-CNN. All layers in our QE-CNN structure are convolutional layers, and thus the input size of test images are not the same as that of training patches (i.e., \(40 \times 40\)). It is because for convolutional layers, only the weights and bias of convolutional kernels (filters) are learnt during training, and the learnt kernels can be used to convolve input frames with any size. As a result, the output is of the same size as the input.

Note that for a fair comparison, AR-CNN, which is used for JPEG deblocking, is re-trained on HEVC compressed training samples. Recall that the hyperparameters of our QE-CNN method, e.g., learning rate, batch size, and so forth, are introduced in Section III.

**B. Performance of quality enhancement.**

We now evaluate the performance of our QE-CNN method in terms of quality enhancement, comparing with the conventional AR-CNN [9], VRCNN [16] and DCAD [17]. The quality enhancement is measured by Y-PSNR improvement (\(\Delta\)PSNR), and the \(\Delta\)PSNR results of our method and the other three methods are reported in Table V.

**Quality enhancement on I frames.** As shown in Table V, the proposed QE-CNN-I model clearly outperforms AR-CNN, VRCNN and DCAD on I frames over all test sequences. At QP = 42, the average \(\Delta\)PSNR (0.3469 dB) of our QE-CNN-I model obviously outperforms AR-CNN (0.2503 dB), VRCNN (0.2693 dB) and DCAD (0.2511 dB). In particular, QE-CNN-I has up to a 0.5065 dB Y-PSNR improvement on I frames, which is achieved in sequence KristenAndSara. At QP = 32, our QE-CNN-I model enhances the quality of I frames by 0.3328 dB on average, doubling the enhancement of AR-CNN (0.1552 dB). Meanwhile, the quality enhancement of QE-CNN-I is 59.44% higher than that of VRCNN (0.2087 dB) and 51.69% higher than that of DCAD (0.2194 dB). The maximum enhancement of QE-CNN-I is 0.5486 dB, which is achieved in sequence FourPeople. Comparable results can be
Table V shows that QE-CNN-I also has the ability to enhance V, the QE-CNN-I and QE-CNN-P models both perform better than VRCNN and DCAD methods in enhancing the quality of I frames.

### Table VI

| Class Seq. | AR-CNN [9] | DCAD [17] | QE-CNN |
|------------|------------|------------|--------|
| A          | -5.282     | -7.881     | -10.963 |
| B          | -4.773     | -6.334     | -11.286 |
| C          | -3.7115    | -4.2143    | -9.7245 |
| D          | -4.101     | -6.2853    | -10.1089 |
| E          | -2.8679    | -3.8049    | -8.1896 |
| F          | -2.4600    | -6.0328    | -9.2608 |
| G          | -2.3054    | -8.4259    | -10.9834 |
| H          | -3.5327    | -5.2386    | -6.7764 |
| I          | -3.3050    | -8.5859    | -7.3079 |
| J          | -3.3431    | -5.3648    | -7.0244 |
| K          | -3.5019    | -9.7474    | -11.8583 |
| L          | -6.0588    | -13.7325   | -14.4719 |
| M          | -6.4344    | -10.3018   | -13.6474 |
| N          | -6.6200    | -9.5921    | -12.7502 |
| O          | -6.6232    | -11.6557   | -14.8835 |
| P          | -7.3540    | -13.9071   | -16.3591 |
| Q          | -4.9210    | -10.2085   | -12.4934 |

Average: -4.9535, -7.9874, -11.0603

Note that, our QE-CNN-P model also performs well at scene change frames, at which most of coding units are encoded by intra mode. For example, the scene change frame of *Kimono* (i.e., the 141-st frame) has ∆PSNR = 0.2238 dB and 0.2216 dB at QP = 32 and 37, respectively. These results are comparable to the average quality improvement for all P frames after scene change, i.e., 0.2278 dB at QP = 32 and 0.2362 dB at QP = 37. Besides, the QE-CNN-P model also achieves good performance for I frames, which is much higher than 0.1066 dB of AR-CNN and 0.1576 dB of DCAD.
totally 12 non-expert subjects involved in the test. During the test, sequences were displayed at random order. After viewing each sequence, the subjects were asked to rate the subjective score. The rating score includes excellent (100-81), good (80-61), fair (60-41), poor (40-21), and bad (20-1). As a result, DMOS value of each enhanced sequence can be calculated to measure the difference of subjective quality between the raw sequences and sequences enhanced by our QE-CNN method or AR-CNN [9] and DCAD [17]. It worth pointing out that the smaller DMOS value represents the better subjective quality.

Table VII shows the DMOS scores of three methods for all test sequences at QP = 37, in which “QE-CNN (50%)” indicates our QE-CNN with 50% computational complexity after applying our TQEO scheme. As Table VII shows, our QE-CNN achieves better subjective quality than [9] and [17] on 15 out of 17 test sequences. The averaged DMOS score of our QE-CNN is 44.49, much smaller than that of AR-CNN (54.42) and DCAD (51.86). This validates the better subjective quality achieved by our QE-CNN method compared with the existing methods AR-CNN [9] and DCAD [17]. Besides, some selected frames enhanced by AR-CNN [9], DCAD [17] and our QE-CNN methods are shown in the Supporting Document to subjectively present the performance of quality enhancement.

**Rate-distortion performance.** We further evaluate the rate-distortion performance of our QE-CNN method in terms of Bjontegaard Distortion-rate (BD-rate) savings over HM 16.0 baseline. In our experiments, the BD-rate is calculated according to the Y-PSNR results and bit-rates at both QP = 22, 27, 32, 37 (Table VI(a)) and QP = 32, 37, 42 and 47 (Table VI(b)). As shown in Table VI(a), our QE-CNN method, which applies QE-CNN-I on I frames and QE-CNN-P on P frames, is able to save BD-rate up to 14.88%. Moreover, the average BD-rate saving is 11.06% when applying our QE-CNN method. This BD-rate saving of our QE-CNN method is considerably better than that of AR-CNN and DCAD, which only has 4.96% and 7.98% BD-rate saving, respectively. Moreover, it is shown in Table VI(b) that our QE-CNN method (8.31%) is still able to save significantly more bit-rates than AR-CNN (3.96%) and DCAD (4.29%).

**Transfer to Random Access (RA) mode.** Moreover, we transfer our QE-CNN approach to HEVC RA sequences to verify the generalization capability. Here, the training and test samples are generated by HM 16.0 with RA mode using the default configuration file encoder_randomaccess_main.cfg. Our QE-CNN-P model, which has been trained by HEVC LDP samples, is fine-tuned by B frames of RA training sequences to enhance the quality of B frames in test sequences compressed by HEVC RA mode. Note that the QE-CNN-I model is not re-trained and directly utilized for I frames of RA sequences. When fine-tuning the QE-CNN-P model by B frames, the network architecture of QE-CNN-P (i.e., number of layers, filter size and filter number of each layer) is not changed. The trainable parameters (i.e., the weights and bias of each filter) are initialized as those of the original QE-CNN-P model, which is trained by P frames, and then these parameters are updated for B frames. Consequently, at QP = 37, 42.46% parameters of weight matrices are changed less than 10%. The absolute change of the 70.13% weight parameters is less than 30%. Similar change can be observed in bias matrices. Note that when training QE-CNN-P model from random initialization, the values of 99.02% parameters are changed with more than 50%.

The results of RA mode are shown in Table X. As shown in Table X, our QE-CNN method still obviously outperforms the conventional AR-CNN, VRCNN and DCAD methods on both I and B frames. For example, the $\Delta$PSNR of our QE-CNN method (0.3065 dB) is almost twice higher that of DCAD (0.1694 dB) and three times higher than AR-CNN (0.1121 dB) for B frames at QP = 32. Besides, the $\Delta$PSNR results of RA are comparable to those of LDP on both I frames and inter-coding frames (P frames in LDP and B frames in RA). This validates the effectiveness of our QE-CNN method for RA configuration.

**C. Ablation experiments**

In addition, we conduct the ablation experiments on test sequences to evaluate the quality enhancement performance of our QE-CNN model when adding more layers or changing the activation function. These results validate that our QE-CNN structure achieves the optimal performance.

**Adding more layers.** We first measure the $\Delta$PSNR results on the test sequences, after adding more layers to our QE-CNN method. Table VIII shows the $\Delta$PSNR results of adding more layers into QE-CNN for the scenario of QP = 42. Specifically, we insert one layer (64 filters with size of 3 x 3) between Conv 3 and Conv 4 for QE-CNN-I. We can see that $\Delta$PSNR of QE-CNN-I decreases from 0.3469 dB to 0.3331 dB on I frames, and from 0.2650 dB to 0.2153 dB for P frames. Given this QE-CNN-I model with one additional layer, we further add...
methods in terms of Y-PSNR improvement. However, this improvement occurs at the expense of computational time. Specifically, the running time of AR-CNN method is 0.70 ms per Coding Tree Unit (CTU) and that of DCAD is 0.64 ms per CTU. In contrast, our QE-CNN-I model requires approximately 1.53 ms per CTU, and QE-CNN-P consumes 3.90 ms per CTU. Thus, the performance improvement of our QE-CNN method is at the expense of computational time. The next section primarily focuses on optimizing quality enhancement of our QE-CNN method under time constraint, and a prototype for real-time implementation is designed.

V. TIME-CONSTRAINED QUALITY ENHANCEMENT OPTIMIZATION

As discussed in Section V.D, our QE-CNN method may consume large amounts of computational time for enhancing the quality of HEVC videos, especially for high-resolution videos or with insufficient computational resources. Meanwhile, in many application scenarios, e.g., real-time video play, quality enhancement has to be constrained by a time limitation. Hence, we propose the TQEO scheme, i.e., time-constrained quality enhancement optimization scheme, enabling our QE-CNN method to be practical for time-constrained scenarios.

A. Formulation for TQEO scheme

To meet the time constraint, the computational time of our QE-CNN method needs to be reduced. The computational time can be reduced by applying QE-CNN to only some of the CTUs at a frame. Interestingly, we find that the quality enhanced by our QE-CNN method varies across different CTUs. To quantify this variation, we evaluate the Relative Standard Deviations (RSDs) of the MSE reduction among CTUs at a frame when applying our QE-CNN method. Note that RSD is the ratio of standard deviation divided by the corresponding mean value. For each sequence, the RSD of the MSE reduction is averaged over all frames. As shown in Fig. 5, the RSD of the MSE reduction is approximately or even greater than 100% for all 17 test sequences. In other words, the standard deviation is comparable to its corresponding mean value. This result indicates a large difference in quality enhancement across different CTUs. Therefore, under the time constraint, our QE-CNN method needs to be reduced. The computational time can be reduced by applying QE-CNN to only some of the CTUs at a frame. Interestingly, we find that the quality enhanced by our QE-CNN method varies across different CTUs. To quantify this variation, we evaluate the Relative Standard Deviations (RSDs) of the MSE reduction among CTUs at a frame when applying our QE-CNN method. Note that RSD is the ratio of standard deviation divided by the corresponding mean value. For each sequence, the RSD of the MSE reduction is averaged over all frames. As shown in Fig. 5, the RSD of the MSE reduction is approximately or even greater than 100% for all 17 test sequences. In other words, the standard deviation is comparable to its corresponding mean value. This result indicates a large difference in quality enhancement across different CTUs. Therefore, under the time constraint, our QE-CNN method needs to be conducted on CTUs that may achieve large quality enhancement, in order to maximize the quality enhancement.

Our TQEO scheme aims to control the computational time of our QE-CNN method through a constraint while optimizing quality enhancement. The formulation of our TQEO scheme can be modeled as

$$\max_{\{k_n\}} \sum_{n=1}^{N} \Delta \text{MSE}_n(k_n) \quad \text{s.t.} \quad \sum_{n=1}^{N} t_n(k_n) \leq T,$$

where $\Delta \text{MSE}_n(k_n)$ is the difference in Y-PSNR between CTU $n$ with or without applying QE-CNN, and $t_n(k_n)$ is the computational time of CTU $n$ with $k_n$ layers of the QE-CNN method. The constraint $\sum_{n=1}^{N} t_n(k_n) \leq T$ ensures that the total computational time does not exceed the time constraint $T$.

### Table X

| QP | I frames | P frames | I frames | P frames |
|----|----------|----------|----------|----------|
| 32 | 0.3165   | 0.3165   | 0.3172   | 0.3018   |
| 37 | 0.3002   | 0.3002   | 0.3172   | 0.3186   |
| 42 | 0.3469   | 0.3407   | 0.3323   | 0.3367   |

More information can be found from Table X.
where $\Delta \text{MSE}_n(k_n)$ is defined as the MSE reduction of the $n$-th CTU and $t_n(k_n)$ is the computational time for quality enhancement on the $n$-th CTU. Here, $k_n \in \{0, 1, 2\}$ is a variable to be calculated for solving (15). In particular, $k_n = 0$ means that the $n$-th CTU is without any quality enhancement, $k_n = 1$ stands for applying QE-CNN-I in the CTU, and $k_n = 2$ indicates applying QE-CNN-P. Additionally, $T$ denotes the time constraint, and $N$ is the total number of CTUs at a frame. Next, we discuss the solution to our TQEO formulation for I and P frames, respectively.

### B. Solution to (15) for I frames

To solve (15), for I frames, we first model $t_n(k_n)$ and $\Delta \text{MSE}_n(k_n)$ by training on 10 sequences randomly selected from our dataset introduced in Section III-C. Note that these 10 training sequences do not overlap with all the 17 test sequences of Sections IV and VII. Recall that only the network of QE-CNN-I can be used on I frames; thus, $k_n \in \{0, 1\}$ for I frames. Clearly, we have $t_n(k_n = 1) = 0$ when the CTU is without any quality enhancement. For modeling $t_n(k_n = 1)$, we record the computational time of QE-CNN-I among all CTUs of the training sequences when running on a computer with one GeForce GTX 1080 GPU. Consequently, the mean and standard deviation of $t_n(k_n = 1)$ are 1.536 ms and 0.096 ms, respectively. Since the standard deviation is significantly smaller than the mean value for $t_n(k_n = 1)$, we simply set $t_n(k_n = 1)$ as a constant 1.536 ms in our TQEO scheme. Thus, given the constraint of $\sum_{n=1}^{N} t_n(k_n) \leq T$ in (15), we can obtain that the number of CTUs with $k_n = 1$ at a frame is equivalent to

$$N_1 = \lfloor T/t_n(k_n = 1) \rceil,$$

where $\lfloor \cdot \rceil$ represents rounding down. In the following, we model $\Delta \text{MSE}_n(k_n)$ to solve the optimization problem of $\max \sum_{n=1}^{N} \Delta \text{MSE}_n(k_n)$ for (15).

For I frames, we find that $\Delta \text{MSE}_n(k_n)$ of different CTUs has a strong correlation with their corresponding bit allocation in HEVC, denoted by $b_n$. The Spearman correlation coefficients between $\Delta \text{MSE}_n(k_n)$ and $b_n$, averaged over all training sequences, are 0.85, 0.80, 0.73 and 0.65 for $QP = 32, 37, 42$ and 47, respectively. Additionally, as shown in Fig. 6, $S(b_n)$ is denoted as the rank of descending sorted $\{b_n\}_{n=1}^{N}$ in a frame. $\Delta \text{MSE}_n(k_n)$ reduces along with the descending $b_n$. Therefore, at I frames, CTUs with more allocated bits are more likely to achieve higher quality enhancement, and they should be with high priority in enhancing quality under

$^4$Descending sort consumes only 0.020 ms per 1080p frame by an Intel Core(TM) i7-4790K CPU, which can be ignored in our TQEO scheme.

### C. Solution to (15) for P frames

To solve (15), for P frames, we model $t_n(k_n)$ and $\Delta \text{MSE}_n(k_n)$ of (15) as follows. First, the computational time of QE-CNN-I on P frames is the same as that on I frames; thus, $t_n(k_n = 1) = 1.536$ ms still holds for P frames. Similarly, QE-CNN-P consumes 3.900 ms per CTU on average, with a small deviation of 0.120 ms. Thus, $t_n(k_n = 2)$ is also set by a constant, i.e., 3.900 ms.

Next, we focus on modeling $\Delta \text{MSE}_n(k_n)$ for HEVC P frames. Here, Mean Absolute Deviation (MAD) is used to predict the potential quality enhancement of $\Delta \text{MSE}_n(k_n)$ at each CTU because it is strongly correlated with $\Delta \text{MSE}_n(k_n)$, as discussed in the following. We define $m_n$ as the MAD value of the $n$-th CTU, and $S(m_n)$ is the rank of the descending sort of $\{m_n\}_{n=1}^{N}$ within a frame. Fig. 7 shows the relationship between $S(m_n)$ and $\Delta \text{MSE}_n(k_n)$ over all training sequences. Here, we apply the normalized index $S(m_n)/N$ as the horizontal axis in Fig. 7, such that the relationship between $\Delta \text{MSE}_n(k_n)$ and $S(m_n)/N$ is suitable for different resolutions (with different numbers of CTUs). From Fig. 7, two facts can be observed: 1) $\Delta \text{MSE}_n(k_n = 1)$ and $\Delta \text{MSE}_n(k_n = 2)$ both decrease along with decreasing $m_n$.

$^4$It consumes 0.492 ms to calculate MADs for all CTUs in a 1080p frame using an Intel Core(TM) i7-4790K CPU. Thus, it takes much less time than QE-CNN.
and 2) $\Delta \text{MSE}_n(k_n) = 2$ decreases faster than $\Delta \text{MSE}_n(k_n) = 1$ with decreasing $m_n$. Accordingly, we need to set a larger $k_n$ for CTUs with larger $m_n$. That is, the values of $k_n$ can be set as

$$k_n = \begin{cases} 2, & S(m_n) \leq N_2, \\ 1, & N_2 < S(m_n) \leq N_1 + N_2, \\ 0, & S(m_n) > N_1 + N_2, \end{cases}$$

(18)

where $N_1$ and $N_2$ represent the numbers of CTUs with $k_n = 1$ and $k_n = 2$, respectively. Given (18), formulation (15) can be rewritten as follows:

$$\max_{N_1, N_2} \sum_{S(m_n) = 1}^{N_2} \Delta \text{MSE}_n(k_n = 2) + \sum_{S(m_n) = N_2+1}^{N_2+N_1} \Delta \text{MSE}_n(k_n = 1)$$

s.t. $N_1 \cdot t_n(k_n = 1) + N_2 \cdot t_n(k_n = 2) \leq T$.  

(19)

Then, to obtain the function of $\Delta \text{MSE}_n(k_n)$ in (19), we utilize least-squares fitting of the second-order polynomial regression, and the fitting function is obtained as follows:

$$\Delta \text{MSE}_n(k_n = 1) = a_1 \left( \frac{S(m_n)}{N} \right)^2 - b_1 \frac{S(m_n)}{N} + c_1,$$

(20)

$$\Delta \text{MSE}_n(k_n = 2) = a_2 \left( \frac{S(m_n)}{N} \right)^2 - b_2 \frac{S(m_n)}{N} + c_2,$$

(21)

where $a_1$, $a_2$, $b_1$, $b_2$, $c_1$ and $c_2$ are the coefficients presented in Table X. Table XI also reports that all the R-square values of the fitting are above 0.99, verifying the effectiveness of fitting functions (20) and (21).

Given (20) and (21), the problem of (19) is a non-linear integer optimization problem. Therefore, we apply the branch-and-bound algorithm [39] to solve (19). To avoid the overhead computational time consumed by solving formulation (19), we establish a look-up table for the solutions to (19) at each specific $T$. Then, given $T$, we can simply obtain $N_1$ and $N_2$ by table look-up. Table XII presents the solution for 1080p sequences as an example of the table look-up. In Table XII, we use $T/T_{\text{max}}$ instead of $T$ as the target. Note that $T_{\text{max}} = N \cdot t_n(k_n = 2)$ is the maximum time of our TQEO scheme, which applies QE-CNN to all CTUs. Additionally, $T_{\text{max}}$ is a constant for each specific video. That is, the constraint in (19) can be represented by

$$\frac{N_1}{N} \cdot \frac{t_n(k_n = 1)}{t_n(k_n = 2)} + \frac{N_2}{N} \leq \frac{T}{T_{\text{max}}}$$

(22)

for establishing the look-up table. The reason is that the values of $t_n(k_n = 1)$ and $t_n(k_n = 2)$ may vary among different devices, but $t_n(k_n = 1)/t_n(k_n = 2) \approx 0.394$ is almost unchanged. Therefore, $T/T_{\text{max}}$ in Table XII makes the solution more general for different devices.

Finally, the solution to (15) can be obtained for the P frames of HEVC compressed videos. As a result, the computational time for quality enhancement can be controlled for both I and P frames with maximal enhancement on video quality.

VI. EXPERIMENTS FOR OUR TQEO SCHEME

In this section, we validate the performance of our TQEO scheme from the aspects of both control accuracy and quality enhancement evaluated under different time constraints. The experiments are conducted on an Ubuntu PC with one GeForce GTX 1080 GPU. The HEVC test sequences are the same as in Section V. Note that, there is some decoding information required for QE-CNN and TQEO. Specifically, in our QE-CNN method, the IQP value of each frame is required to select devices, which are equipped with a GeForce GTX TITAN GPU, GeForce GTX 1080 Ti GPU and GeForce GTX 1080 Ti GPU, respectively. We found that the values of $t_n(k_n = 1)/t_n(k_n = 2)$ are all within the range of 0.393 ~ 0.395. Moreover, in practice, $T_{\text{max}}$ can be simply estimated by recording the computational time of QE-CNN-P on a few CTUs.
the trained model used for this frame. In TQEO scheme, the bit allocation \((b_n)\) of each CTU at the I frames is required to sort the priority in enhancing quality under time constraint. No other decoding information is required.

**A. Accuracy of computational time control**

We now evaluate the accuracy of computational time control of our TQEO scheme to validate its effectiveness in controlling the time to a constraint. Since no other work focuses on time control of quality enhancement, we do not compare the control accuracy with other methods. Table XII presents the time control accuracy of our TQEO scheme. In Table XII we present the results of actual time divided by the maximum time \(T_{max}\). As shown in Table XII, the control error is up to 1.89% \((\text{RaceHorses}, QP = 42, 20\%)\), and most of the errors are less than 0.200%. Table XII also tabulates the Mean Absolute Error (MAE), which is calculated as

\[
\text{MAE} = \frac{|\Delta T|}{T_{max}}
\]

averaged over all the test sequences. Here, \(\Delta T\) indicates the error between the target and actual time. It is apparent that the average MAEs of TQEO in most cases are below 0.150%, and the highest value of MAE is only 0.333%. In conclusion, our TQEO scheme performs well in controlling the computational time of quality enhancement under a time constraint.

**B. Quality enhancement under different time constraints**

Next, we focus on assessing the quality enhancement of our TQEO scheme under different time constraints. As in Section LV, quality enhancement is measured in terms of Y-PSNR improvement \(\Delta\text{PSNR}\). We compare the \(\Delta\text{PSNR}\) of our TQEO scheme with a baseline that applies the QE-CNN method on randomly selected CTUs. Fig. 8 shows the \(\Delta\text{PSNR}\) averaged among all 17 test sequences, along with different time constraints. As shown, under each time constraint, our TQEO scheme achieves a higher \(\Delta\text{PSNR}\) than the baseline. Specifically, the average \(\Delta\text{PSNR}\) of our TQEO scheme reaches 58.2% of the maximum \(\Delta\text{PSNR}\) at \(QP = 32\), with only 20% of the computational time of \(T_{max}\). When the time constraint is half of \(T_{max}\), our TQEO scheme is able to improve the Y-PSNR by 0.2931 dB on average, which is 84.9% of the maximum \(\Delta\text{PSNR}\). Moreover, Fig. 8 presents the results on all test sequences at \(QP = 32\). Similar to the average \(\Delta\text{PSNR}\) curves, we can observe that the curves are up-convex for quality enhancement under different time constraints. Consequently, the quality enhancement of our TQEO scheme significantly outperforms the baseline of enhancing randomly selected CTUs, whose \(\Delta\text{PSNR}\) is almost linearly related to \(T\). That is, our TQEO scheme succeeds in optimizing the quality enhancement given the limited computational time.

Furthermore, we also investigate whether our TQEO scheme leads to different sharpness in different parts of frames. We conduct a subjective experiment for AR-CNN [9], DCAD [17], QE-CNN and QE-CNN with 50% computational complexity. In this experiment, for each sequence, the subjects are asked whether different parts of the frames are differently sharp. The score of 1 indicates that the viewer observes different sharpness in different parts of frames, and 0 stands for no different sharpness observed in the video. There are 12 non-expert subjects participating in this experiment. Table VII shows the average scores of sharpness difference of the 12 subjects. It can be seen in Table VII that the scores of the methods on the whole frames (AR-CNN [9], DCAD [17], QE-CNN) and the partly post-processing method (QE-CNN with 50% complexity) are rather similar. This indicates that our TQEO scheme does not lead to additional sharpness difference. It is probably because the HEVC compression already led to quality difference at different parts of frames, which is much larger than that caused by quality enhancement.

Besides, the DMOS experiments are also conducted for TQEO. The DMOS value in Table VII shows that QE-CNN with 50% complexity outperforms AR-CNN [9] and DCAD [17] for most sequences. The average DMOS value of QE-CNN with 50% complexity is 49.22, which is smaller than those AR-CNN (54.42) and DCAD (51.86), indicating the better subjective quality. These results validate that when frames are partly enhanced using our TQEO scheme, the subjective quality does not significantly decrease and is still better than the state-of-the-art methods [9], [17].

**C. Real-time Implementation**

Finally, we design a prototype to achieve real-time quality enhancement of HEVC compressed videos by using our TQEO scheme. Our prototype is implemented on an Ubuntu PC with four GeForce GTX 1080 GPUs. In our prototype, the
TABLE XIV PERFORMANCE OF OUR PROTOTYPE.

| Class | Sequence         | Actual time (s) | ΔPSNR (dB)   | BD-rate (%) |
|-------|------------------|----------------|--------------|-------------|
|       | QP = 32         | QP = 37       | QP = 42      | QP = 47     | QP = 47     | |
| C     | RaceHorses      | 9.81 9.81     | 9.81 9.81    | 9.83        | 0.2169 0.2262| 0.2121 0.2117| -6.8282 |
|       | Keiba           | 9.93 9.93     | 9.97 9.97    | 9.98        | 0.2211 0.2320| 0.2290 0.3010| -6.1855 |
|       | Vidyo3          | 9.97 9.97     | 9.94 10.0    | 9.99        | 0.1654 0.1774| 0.1427 0.1493| -3.8446 |
|       | Vidyo1          | 9.90 10.0     | 9.99 9.99    | 9.99        | 0.0887 0.0674| 0.0565 0.0729| -1.4138 |
|       | Vidyo4          | 9.92 9.88     | 9.88 10.0    | 9.88        | 0.0823 0.0873| 0.1021 0.1231| -2.2720 |
| E/E'  | Johnny          | 9.91 9.97     | 9.90 9.99    | 9.99        | 0.1520 0.2284| 0.2531 0.2617| -6.3815 |

The quality enhancement performance is shown in Table XIV. As shown, at QP = 47, our prototype has a 0.2458 dB ΔPSNR on 480p@50 Hz sequences on average (RaceHorses, Keiba, and Mobisode), and it achieves 0.1493 dB on the 480p@60 Hz sequence (BQMall). For 720p@60 Hz (Class E/E') sequences, the ΔPSNR is 0.1534 dB on average at QP = 47. Similar results can be found for the other QPs. Furthermore, our prototype can achieve BD-rate savings of up to 6.83%, and an average of 6.34% for 480p@30 Hz sequences, in our real-time prototype. The BD-rate savings for 720p@60 Hz (Class E/E') sequences is 2.80% on average when achieving real-time enhancement. To summarize, our prototype is effective in both time control accuracy and quality enhancement for HEVC compressed videos in the real-time implementation.

VII. CONCLUSION

This paper has proposed the QE-CNN method at the decoder side, to improve the quality of HEVC videos. Our QE-CNN method learns to reduce the artifacts of both intra- and inter-coding, rather than only reducing intra-mode compression artifacts in the existing CNN-based quality enhancement methods. Specifically, two networks, i.e., QE-CNN-I and QE-CNN-P, were proposed to learn the features of intra- and inter-mode distortion, respectively. As such, our QE-CNN method can enhance the quality for both I and P/B frames of HEVC compressed videos. The experimental results have shown that the proposed QE-CNN method is able to advance the state-of-the-art quality enhancement of HEVC videos.

Note that we did not take the decoding time into consideration in our prototype, because the latest HEVC decoder achieves very fast decoding. For example, the decoder proposed in [49] is able to decode HEVC LDP videos at a speed of 4 Gpixels/s (0.14 s for a 10 s 720p@60 Hz sequence).

However, the QE-CNN method introduces heavy computational complexity. To make the quality enhancement adaptive to different time constraints, we further proposed the TQEO scheme for controlling the computational time of our QE-CNN method. We first established the TQEO formulation, which maximizes the enhanced quality under a time constraint by selecting some of the CTUs for quality enhancement. Then, two solutions were derived for the established formulation for the intra- and inter-coding frames of HEVC compressed video. The experimental results verified the effectiveness of the proposed TQEO scheme in terms of control accuracy and quality enhancement. Finally, a prototype was established to implement our TQEO scheme in a real-time application of quality enhancement.

In our prototype, at the current stage, four high-end GPUs are adopted to achieve real-time enhancement. This prototype shows an example that our TQEO scheme is able to control the computational time of quality enhancement to a specific target, adjusting to the computational resources. Fortunately, there are plenty of acceleration hardwares to speed up the CNN networks. For example, the Cambricon-X accelerator has more than 7 times speed of GPU with much lower energy [41]. Recently, the Tensor Processing Unit (TPU) [42] developed by Google achieves 15 to 30 times speed compared with GPU, with smaller size and lower power consumption. Applying our QE-CNN method and TQEO scheme on these Application Specific Integrated Circuits (ASIC) can be seen as an interesting further work.
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