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ABSTRACT: The performance enhancement of aircraft coupled with the development of increasingly lightweight and flexible materials has led designers to use smaller structural safety factors along the time, which can make aerodynamic surfaces more susceptible to aeroelastic phenomena, including flutter. This kind of occurrence must be carefully investigated by ground and flight tests during aircraft development and certification, which requires suitable instrumentation in order to predict the occurrence of unwanted vibrations. The sensors in this kind of application must be less intrusive as possible, in order to not modify the dynamic or aerodynamic behavior of the system. This work proposes the use of infrared imaging as a tool for flutter detection, analyzing the suitability of the technique for this application. For this purpose, a literature review was performed by presenting infrared technology concepts; then, some preliminary tests were performed in a structure to predict flutter characteristics, and finally wind tunnel tests were executed in the same structure, validating this technique and highlighting its positive points and points that need improvement.
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INTRODUCTION

Some of the recent advances in aeronautical engineering are related to the use of lighter and more flexible materials in aircraft structures, which increases the performance of these vehicles and makes their manufacture easier. On the other hand, these advances can bring some disadvantages, such as increasing the susceptibility of structures to aeroelastic effects, such as flutter, besides the difficulty of carrying out tests to measure the flutter velocity of the structure.

To perform this kind of measure, it is necessary to use a set of accelerometers along its surface. According to McConnel and Varoto (2008), the weight of these sensors, however, may influence the result, becoming the test nonrepresentative, especially for light structures such as unmanned aerial vehicles or model airplanes for photographic applications. Additionally, the format can affect the aerodynamic flow through the surface.

Trying to minimize these problems, this paper proposes a flutter analysis that detects its occurrence based on temperature, which increases when the structure is in a condition close to flutter occurrence. This analysis is possible due to the fact that the structure deformation generates internal stresses, which results in a local temperature increase, detectable by infrared cameras (Bidinotto and Belo 2015). According to the same reference, the mechanical work executed in structure deformation can be converted in heat in a closed system. Nevertheless, the temperature variation is small, which requires an accurate experimental apparatus, as described along the text.
For theoretical background, Collar (1946) provided the first studies and the basic definition of aeroelasticity, with its very known diagram relating the interaction of aerodynamic, inertial and elastic forces, employed until today to explain this kind of phenomena.

Collar (1946), Bisplinghoff et al. (1995), Clark et al. (2004), and Hodges and Pierce (2002) provided the general basis of the aeroelasticity classical theory and the knowledge used in computer simulations aimed to provide speed and frequency of flutter occurrence, while Benini (2002), Marqui Junior and Belo (2004) and Costa (2007) described in details the aeroelastic models usage, while Nitzsche (2001) presented fundamental theories for designing new models for this application.

The National Test Pilots School (1995) and Gallagher et al. (1992) provided information about flight tests applied to aeroelastic phenomena, and Ward et al. (2006); van Nunen and Piazzoli (1979) and Olson (2000) showed the theoretical concepts applied in this kind of test. Flutter flight tests procedures were described by Brenner et al. (1997), Kehoe (1995), Lind (1997, 2003), Lind et al. (1998) and Wright et al. (2003), allowing knowledge of the state-of-the-art for these tests, as well as Marqui Junior et al. (2007), Sutherland (2008) and Suleman et al. (2002) provided practical studies and some laboratory wind tunnel for aeroelastic phenomena tests. The Federal Aviation Administration (FAA 2000) provides certification requirements for this type of testing and also the test guide (FAA 2018), demonstrating compliance with these requirements. The basic infrared radiation theory can be provided by Hudson Junior (1969), and its imaging use for temperature measurement can be seen in Holst (2003), while Wyatt (1987) explained design concepts for devices with this purpose.

Aeronautical applications for infrared imaging, including flight tests can be seen in McShea (2010), Clifton (1996) and Fisher et al. (2003), while applications on the aeronautical industry were described by Dehne et al. (2012), Fujino et al. (2003), FLIR Systems (2011, 2012a), aiming mainly thermal comfort and aerodynamic applications.

Malerba et al. (2008), Banks et al. (2000) and Zuccher et al. (2003) showed the same applications, in an academic way, while the best conditions for infrared imaging application are described by FLIR Systems (2012b) and Infrared Training Center (2008).

The present paper describes the theoretical fundamentals used on infrared imaging development. It also states the structure used and some preliminary tests performed to obtain its flutter characteristics, and shows the method for experimental validation, describing the procedures and its results.

INFRARED IMAGING

In electromagnetic spectrum (Fig. 1), the infrared radiation encompasses the part with a wavelength between 800 to 10^6 nm and is divided in short (wavelength of 800 to 1500 nm), medium (1500 to 5600 nm) and long radiation (5600 to 10^6 nm) (Holst 2003).

![Electromagnetic spectrum](Source: Bidinotto et al. 2013)
The images are possible by processing the infrared radiation emitted by an object using proper equipment (infrared cameras). The infrared radiation used for thermal analysis is generally of medium and long radiation. The bigger the temperature, the shorter the wavelength. These different wavelengths (and hence frequency) sensed by the camera are processed and generates images based on different radiation characteristics (Fig. 2).

This kind of analysis is possible due to some properties of thermal radiation:

- Any kind of body with a temperature above zero Kelvin emits thermal radiation;
- It can occur in any environment (even vacuum);
- It can cross gaseous environments;
- Normally cannot cross liquids or solids (with some few exceptions).

Another important issue is the fact that the radiation incident from the environment can be absorbed, reflected and a small part is able to cross (such as a lens) through the object. The law of total radiation ($W$) describes this principle and is represented by the Eq. (1) (Holst 2003):

$$W = \alpha W + \tau W + \rho W$$

$$\alpha + \tau + \rho = 1$$

The coefficients represent the absorption of incident energy of the object ($\alpha$), transmission ($\tau$) and reflection ($\rho$), similarly to the radiation of visual light, with reflection, refraction, and transmission and have values between 0 and 1. For this reason, the operation principle of an infrared camera is similar to a visible light digital camera, with lenses to focus the radiation onto the detector and a set of electronic hardware and software to process the received signals, generating images (FLIR 2012b).

Therefore, the main advantage of thermography is to allow the analysis of the temperature of an entire object without physical contact. The analysis can be complete on a surface, as the detectors are composed of a focal plane array (FPA) of materials sensitive to a specific wavelength range. The number of sensors in the array can vary from about $160 \times 120$ to $1024 \times 1024$ pixels, allowing a resolution with more than 1 million individual detectors.

---

**PRELIMINARY TESTS**

For the experimental validation, a structure composed of a rigid wing fixed on the top of flexible support was used. The structure is shown in Fig. 3 and its details are described in Table 1.

The flexible support, consisted of a central beam and four axes, positioning an upper plate, designed to have a given flutter speed. The wind tunnel maximum speed is not enough to reach the wing flutter, considering the wing stricture rigidity; for this reason, the support was used to have the necessary flexibility to achieve the condition for this study.

Before the tests using infrared imaging to detect flutter, some preliminary tests were performed in order to measure the structure characteristics. Initially, an experimental modal analysis was performed to determine the frequency and vibration mode shapes using the traditional method to attest that the first and second modes natural frequency would be far from the third one. Then, a wind tunnel test was carried out for determining the speed and frequency of flutter in the structure. Both tests are described below.
Table 1. Structure properties.

| Element            | Material          | Dimensions, mm |
|--------------------|-------------------|----------------|
| Central beam       | Steel alloy 1020  |                |
|                    |                   | Length         | 700            |
|                    |                   | Width          | 100            |
|                    |                   | Thickness      | 2              |
| Axis               | Steel alloy 1020  | Diameter       | 5.5            |
| Upper plate        | Aluminum alloy 2024T | Length         | 600            |
|                    |                   | Width          | 300            |
|                    |                   | Thickness      | 5.8            |
| Wing NACA 0012     | Aluminum alloy 2024T | Span          | 800            |
|                    |                   | Chord          | 450            |

EXPERIMENTAL MODAL ANALYSIS

Experimental modal analysis was performed in the central beam of the support, which is the part of the structure expected to give the set the rigidity characteristics. Due to structure limitations and the type of information to be measured, the excitation by impulse force hammer with discrete measurement points on the central beam was chosen, measuring one point at a time and changing the accelerometer position in order to add the least possible mass to the system, minimally affecting its inertial behavior.

According to McConnell and Varoto (2008) and Rao (1990), this kind of test is performed when the load applied to the structure must be low and has the advantage to having a small influence in the mass of the structure, becoming ideal for this case, despite the need of change the accelerometer position after each load application.

The experimental set scheme is shown in Fig. 4. The set support/wing (1) had its accelerations measured by an Accelerometer Kistler K-Beam, model 8303A10M4 (2), powered by a Kistler Sensor Power Supply, model 5210 (3). The structure was excited by an Impulse force hammer Kistler, model 9724A2000 (5), coupled by a Kistler Piezotron, model 5134 (6). All the data were sent to a Signal Calc card (4), connected to a laptop for data acquisition, with software SignalCalc 4.0 (7).
The load application point is the wing aerodynamic center in the middle of the span as shown in Fig. 5 and the signal was measured at the points, which the support center beam was discretized, according to the scheme shown. For each measurement, the accelerometer had its position changed and a new excitation was performed.

Frequency response function (FRF) was extracted from the output, consisted by the accelerometer measurement (in grams), over the input, which was the impact force measured by the tip of the impulse force hammer (in Newtons). Figure 6 shows the plot of all 30 points on the same graph, where is possible to clearly observe three vibration modes, with the frequency values shown in Table 2.
Figure 6. Frequency response functions measured.

Table 2. Vibration modes experimentally obtained.

| Mode | Frequency (Hz) | Shape              |
|------|----------------|--------------------|
| 1    | 1.5625         | First flap bending |
| 2    | 3.0273         | First torsion      |
| 3    | 14.551         | Second flap bending|

The modal vector of each mode was plotted, which provides its shapes, using the FRF values from each point at the specified frequency. The results are shown in Figs. 7 to 9.

Figure 7. First mode shape experimentally measured.

Figure 8. Second mode shape experimentally measured.
From the data experimentally obtained, it can be concluded that the analyzed structure is satisfactory for the experiment because it has two vibration modes with close frequencies and far from the third mode, characteristic observed in structures susceptible to flutter occurrence.

**FLUTTER CHARACTERISTICS MEASUREMENT**

In order to measure the structure flutter characteristics, such as frequency and speed, a study was performed where the set support/wing was tested in a wind tunnel, instrumented with an accelerometer (point 1, Fig. 5) detecting accelerations in flap bending and torsion. The experiment scheme is shown in Fig. 10a and an image of the mounted experimental apparatus in Fig. 10b.

In this set, an open circuit wind tunnel (1) provides airflow to the wing mounted on the set support/wing (2). Its accelerations were measured by an accelerometer Kistler K-Beam, model 8303A10M4 (3), powered by a Kistler sensor power supply, model 5210 (4) and the data was sent to a SignalCalc card (5), connected to a laptop for data acquisition, with software SignalCalc 4.0 (6). The flow characteristics were measured in real-time by a pitot tube (7) and a DPCalc Manometer, model 8705-M-GB (8).

Using this apparatus, the airspeed was changed and measured by pitot read in the manometer, and at each speed, a small displacement was caused on the wing, measuring its free response by the accelerometer output, plotted in Fig. 11 for various speeds.

From the measurements, it is possible to calculate the damping for each speed, based on the logarithmic decrement of the graph, as presented in Table 3.
Figure 11. Time response for some of the tested speeds.

Table 3. Speeds tested and its damping calculated.

| Airspeed (m/s) | Damping  |
|----------------|----------|
| 3.8            | 0.057    |
| 8.3            | 0.052    |
| 12.7           | 0.050    |
| 17.3           | 0.046    |
| 19.5           | 0.040    |
| 21.7           | 0.033    |
| 23.9           | 0.015    |
| 26.7           | -0.007   |

Then, it was possible to plot damping versus speed (Fig. 12). Adding a trendline obtained by interpolation to the plotted points. When the line is equal to zero (neutral damping), it is possible to calculate the system flutter speed, whose value is 25.6 m/s.
FLUTTER DETECTION USING INFRARED IMAGING

In order to validate the methodology of detecting flutter by infrared imaging, an experiment was performed using the same structure from the previous section. The wing was positioned in a wind tunnel and the central beam of the flexible support was recorded by an infrared camera. For some different airspeeds, images were recorded, as shown in the scheme in Fig. 13a and the picture in Fig. 13b.

The open circuit wind tunnel (1) provides airflow to the wing mounted on the set support/wing (2). The airspeed was measured in real-time by a pitot tube (3) and a DPCalc Manometer, model 8705-M-GB (4), while the environmental conditions were controlled by a Portable weather station, model Instrutemp ITWH 1170 (5). For each airspeed, the support central beam was recorded by an Infrared Camera, model FLIR P620 (6).

According to Holst (2003), Malerba et al. (2008) and the Infrared Training Center (2008), temperature contrast is intensified if the structure is cooled. Hence, before each measurement, the central beam was cooled using a carbon dioxide fire extinguisher. Another relevant caution was to paint the central beam in mat black to minimize reflection effects.

Another positive factor, in this case, is that the recorded beam is not immersed in the aerodynamic flow which could difficult the visualization of contrast temperatures due to the thermal convection effect.

Figure 14 shows a series of infrared images from the structure in various airspeeds below the flutter condition: (a) 6.0 m/s; (b) 10.5 m/s; (c) 18.4 m/s, and (d) 20.6 m/s. It can be observed that the temperature distribution patterns and their values are very similar in all cases. All images shown in this figure are in the same range of colors and temperatures.
It is noticeable through the analysis of the results that it is not possible to observe temperature change for different air speeds at the hottest points of the structure, because they are close to thermal equilibrium with the environment, as noted in sections marked as Sp1. By observing the Sp5 and Sp4 points, it is possible to conclude that there is a small temperature increase in cold points where a high-tension concentration is not expected, due to the heat exchange in function of time. At points where high stress is expected, the variation in temperature is more pronounced with increasing flow speed, as shown in points Sp2, Sp3, and Sp6. This temperature variation shows a pattern of bending, which can be observed by comparing the spots Sp3 and Sp6. A torsion pattern is also observed, if the Sp2 and Sp3 points are compared in addition to the color pattern on the upper end of the structure, as the speed increases.

Figure 15 shows images of the structure in flutter condition. In this case, the wing was exposed to an airspeed of 26.4 m/s. In this situation, several photos with infrared imaging were obtained, some of them are illustrated in this figure.
It is important to note that the structure was cooled again before the test in flutter condition, allowing a homogeneous temperature throughout its surface. For this reason, Fig. 15 presents a new range of colors and the pattern of temperature distribution was again formed from a homogeneous condition.

It can be observed that the standard temperatures in flutter condition follow the same trend as the previous figures, but with more pronounced differences in temperature, making it easier to visualize. The same deformation patterns in bending and torsion can also be observed, by comparing the points in which temperature is measured numerically, similarly to the previous case.

One difference, however, may be observed in temperature patterns before and after reaching the flutter condition: the bottom of the beam (clamped side) is colder than the upper part, although a region where it is provided high-stress concentration. This difference can be attributed to the fact that, due to flutter, the structure is in an oscillating movement, which leads to heat exchange by forced convection in its upper region, causing thermal equilibrium with environment quicker. The temperature difference along the surface of the structure allows identifying the stress concentration caused by the deformation and thus identifying the involved energy accumulation due to the occurrence of flutter. Therefore, it is considered that the method is suitable for identifying this phenomenon and some new developments must be performed before real applications in aircraft.

CONCLUSIONS

Analyzing this methodology, it can be preliminarily concluded that infrared imaging is a powerful tool for the detection of processes involving temperature variations and contrasts. These applications include flutter detection due to temperature increase in regions with tension increment, and the measurement of vibration mode shape in structures, with very consistent results.

The use of this technology for these purposes is important because it can eliminate the influence of the mass of the sensors in modal analysis and flutter tests, especially in lighter structures. Additionally, the time spent to this kind of tests can be greatly reduced using this methodology.

The method proved to be reliable and safe, and, with some improvements, it is possible to be used for flutter flight tests or other aeronautical applications, reducing time, cost and increasing safety.
Additionally, some challenges were faced during the execution and must be solved for future experiments, as the sample rate of the camera, that must be improved in order to obtain results from higher frequency vibration structures and the cooling process that must be changed to a more precise procedure, in order to obtain the temperature homogeneity before the test.

For future work, a subroutine can be developed to provide the temperature numerical values in some points of the structure in real-time during the test.
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