Numerical simulation of non-isothermal viscoelastic flows at high Weissenberg numbers using a finite volume method on general unstructured meshes
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Abstract

In this numerical study, an original approach to simulate non-isothermal viscoelastic fluid flow at high Weissenberg numbers is presented. Stable computations over a wide range of Weissenberg numbers are assured by using the root conformation approach in a finite volume framework on general unstructured meshes. The numerical stabilization framework is extended to consider thermo-rheological properties in Oldroyd-B type viscoelastic fluids.

The temperature dependence of the Oldroyd-B fluid is modeled with the time-temperature superposition principle. Both Arrhenius and WLF shift factors can be chosen, depending on the flow characteristics. The internal energy balance takes into account both energy and entropy elasticity. Partitioning is achieved by a constant split factor.

An analytical solution of the balance equations in planar channel flow is derived to verify the solution of the main field variables and estimate the numerical error. The more complex entry flow of a polyisobutylene-based polymer solution in an axisymmetric 4:1 contraction is studied and compared to experimental data from the literature. We demonstrate the stability of the method in the experimentally relevant range of high Weissenberg numbers. The results at different imposed wall temperatures as well as Deborah numbers are found to be in good agreement with experimental data. Furthermore, the division between energy and entropy elasticity is investigated in detail with regard to the experimental setup.
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1 Introduction

The non-isothermal character of viscoelastic fluids is an important property when regarding their flow behavior. In many industrial applications, like e.g. polymer processing, viscoelastic flow is subject to thermal effects. Large temperature gradients occur in the fluid due to heating or cooling of the walls while thermal conductivity and heat transfer are low \cite{3}. A considerable amount of...
mechanical energy is locally converted to thermal energy and the flow field is altered [2]. Numerical simulations can provide a deeper insight into these complex flow mechanisms and help to gain a better understanding and improvement of the process.

The temperature dependence of linear viscoelastic properties can be included in the constitutive equation by using the time-temperature superposition principle [2]. This principle assumes that all model relaxation times vary with temperature in the same way, described by a shift factor [31]. Two empirical descriptions of the shift factor are widely used: the William-Landel-Ferry (WLF) and Arrhenius approach. The use for a specific test case depends on the modeled fluid and the temperature range [11].

Special care needs to be taken for conversion mechanisms of internal energy. Showing both viscous and elastic behavior, the thermal energy is partly dissipated and partly stored in the fluid. Two ways of storing elastic energy have been found: entropy and internal energy elasticity [8]. The exact conversion mechanism is complex, anisotropic and depends on the local flow behavior. For its description, at least an additional internal structural variable would be needed [14]. Braun [7] established the idea of a constant weighting factor that describes the ratio of entropy to energy elasticity. This description facilitates the balance equation and has been taken up by Peters and Baaijens [22] to develop an internal energy equation for multiple rate-type fluids. The concept has been adapted by subsequent numerical studies in the literature (cf. [27, 28, 13]) and we will also rely on this approach.

Only limited rheological data on non-isothermal viscoelastic fluids are available in the literature that can be used for validation. Analysis of these fluids is difficult, models that describe "real" fluid behavior are complex and often imply many modes. Yet comparison of simulation data to experimental data is indispensable to assure the validity of the used models. In the experimental study that we refer to, a highly elastic polyisobutylene-based polymer solution (PIB-Boger fluid) was investigated [34]. The Boger fluid is an artificial fluid developed to simplify experimental analysis and to close the gap between experimental observation and numerical prediction [5]. Its viscosity is nearly constant over a wide range of flow rates such that the flow behavior can be described by a simple rate type model [4]. For the simulation of the PIB-Boger fluid we choose the Oldroyd-B model.

Flow at high elasticity, i.e. at high Deborah/Weissenberg number, is of practical importance (cf. [24]), yet difficult to simulate numerically. Numerical solutions tend to become unstable at increased Weissenberg numbers, referred to as the High Weissenberg Number Problem (HWNP). To cope with the HWNP, various stabilization methods for viscoelastic solvers have been developed. A common way to stabilize the computation is to introduce an additional diffusive term in the momentum balance equation, for example with both sides diffusion [32] or DEVSS [12]. While stabilizing the calculation, the additional diffusive term tends to develop "over-diffusion" and does not seem to be suitable for transient flow [33]. A more sophisticated approach for stabilization is to solve a constitutive equation for an auxiliary variable instead of the polymeric stress tensor. This idea goes back to Fattal and Kupferman [10] who proposed a transport equation for the logarithm of the conformation tensor. Balci et al. [1] developed a similar method with the square root of the conformation tensor as an auxiliary variable and we will use a related approach. The objective of this work is threefold: (1) to present an extended stabilization method for simulating non-isothermal viscoelastic flows under experimentally realistic conditions; (2) to study complex entry flows at high Deborah numbers and predict thermo-rheological flow features, such as viscous dissipation; (3) to investigate the influence of the energy splitting factor in the limit of pure energy elasticity and pure entropy elasticity. The new numerical framework is verified by
comparison to analytical data and validated with experimental data from the literature.

The paper is organized as follows: in the next two sections, the thermo-rheological and numerical model are described. In the consecutive section, an analytical solution for the field variables velocity, first normal stress and temperature in planar channel flow is derived with constant viscosity and relaxation time. Analytical solutions are compared to simulation data in order to verify the functioning of the code. Mesh convergence and numerical errors are investigated. Section 5 describes the setup of a numerical test case that mimics the experiments performed by Yesilata et al. [34] and discusses the results of the validation at different temperatures and Deborah numbers. Additionally, the influence of the splitting factor is investigated. The last section summarizes the previous results.

2 Mathematical model

Dynamics of the viscoelastic fluid are described by the incompressible continuity and momentum balance equation. The complex fluid behavior is modeled using the solvent-polymer stress splitting model SPSS proposed by Bird et al. [3]. The stress tensor is split into a Newtonian solvent $\tau_s$ and a polymeric part $\tau_p$ according to

$$\tau = \tau_s + \tau_p. \quad (1)$$

We choose the Oldroyd-B model for description of the polymeric stress tensor with the constitutive equation

$$\tau_p + \lambda \nabla^\tau \tau_p = 2\eta_p D. \quad (2)$$

Here $\nabla^\tau$ is the upper convected time derivative and $D = \frac{1}{2} [\nabla u + (\nabla u)^T]$ the deformation rate tensor.

The time-temperature superposition principle [11] is employed to describe the non-isothermal behavior of the Oldroyd-B fluid. Values of the model parameters solvent and polymeric viscosities $\eta_s$, $\eta_p$ and relaxation time $\lambda$ at a specific temperature are related to values at a reference temperature by the temperature-dependent shift factor $a_T(T)$. For the highly elastic polyisobutylene-based polymer solution used in the experiment we will refer to, an Arrhenius approach is best suited to calculate $a_T(T)$. Reference temperature and activation energy are given in [34] as

$$\frac{\eta_s(T)}{\eta_{s0}} = \frac{\eta_p(T)}{\eta_{p0}} = \frac{\lambda(T)}{\lambda_0} = a_T(T). \quad (3)$$

Here $a_T(T)$ is the Arrhenius shift factor, $\eta_{s0}$, $\eta_{p0}$ and $\lambda_0$ are reference values of viscosities and relaxation time at reference temperature $T_0$. The shift factor is further dependent upon the activation energy $\Delta H$ and the universal gas constant $R$ according to

$$a_T(T) = \exp \left[ \frac{\Delta H}{R} \left( \frac{1}{T} - \frac{1}{T_0} \right) \right]. \quad (4)$$

The internal energy balance equation is the basis for the temperature transport equation. For viscoelastic fluids, the internal energy is a function of strain and temperature, leading to the temperature transport equation (adapted from Peters and Baaijens [22])

$$\frac{\partial (\rho c_p T)}{\partial t} + u \cdot \nabla (\rho c_p T) - k \Delta T = Q. \quad (5)$$

Here $\rho$ denotes density, $c_p$ specific heat capacity, $k$ thermal conductivity and $Q$ is the energy source term. Fourier’s law has been employed to describe heat conduction. The source term
includes thermal energy that results from conversion of mechanical energy and accounts for viscous
dissipation and elastic storage. For an exact modeling of the ratio of dissipated to stored energy, at
least one additional structural variable would be needed [14], yet this would go beyond the scope of
the present study. Peters and Baaijens [22] proposed instead a pre-defined uniform splitting factor
\( \alpha \) and we will follow this approach. With these simplifications, the source term is found to be

\[
Q = \tau_s : D + \alpha \tau_p : D + (1 - \alpha) \frac{tr(\tau_p)}{2\lambda(T)}.
\]

The two limiting cases are \( \alpha = 0 \), referred to as pure energy elasticity, where all converted energy is
stored as elastic energy and can be released again and \( \alpha = 1 \), referred to as pure entropy elasticity,
where all energy is irreversibly dissipated.

3 Numerical model

The numerical model is implemented into a well-proven and robust FV framework for viscoelastic
flows at high Weissenberg numbers, which has been used in previous works for isothermal single-
phase [21, 20] and two-phase [19, 18] flows. The reader is referred to Niethammer et al. [21, 18]
for a detailed description of the numerical discretization, the implementation of the root confor-
mation approach and the velocity-stress coupling on co-located FV meshes. The FV framework for
viscoelastic fluids is used on top of the open-source library OpenFOAM [30], which includes fully
parallelized second-order FV schemes and iterative solvers for systems of linear equations.

In this work, the FV framework is further extended to solve the thermo-rheological model
described in section 2. The balance equations for momentum, stress and temperature are imple-
mented into a segregated solution procedure. This section describes the implementation of the
non-isothermal solver and summarizes the key aspects of the underlying FV framework for vis-
coelastic fluids.

3.1 Numerical stabilization

The numerical stabilization of differential constitutive stress equations, such as the Oldroyd-B
equation (2), is crucial in most CFD applications to avoid the High-Weissenberg number problem
(HWNP) [15, 16]. The HWNP refers to the breakdown of numerical computations at certain
degrees of fluid elasticity, characterized by a critical problem-dependent Weissenberg number. A
lack of convergence due to the HWNP is reported in the literature for all numerical methods used
in computational rheology. Although the HWNP is not yet rigorously solved, effective stabilization
methods are available. Fattal and Kupferman [9] showed that with a logarithmic change of variables
the high Weissenberg number instability is circumvented. Balci et al. [1] proposed a square root
conformation tensor representation that does not require any diagonalization of the conformation
tensor. Detailed computational benchmark studies suggest that change-of-variable representations
with small root functions show a better mesh-convergence at smaller computational cost, compared
to the logarithm conformation representation [21]. Here, the 4th root function turns out to be a good
compromise between stability, mesh-convergence and computational costs. The root conformation
tensor representation of the Oldroyd-B model can be written as

\[
\partial_t R + (u \cdot \nabla) R = \frac{2}{k} B \cdot R + \Omega \cdot R - R \cdot \Omega + \frac{1}{k\lambda} \left( R^{1-k} - R \right),
\]
where $R$ is the $k$-th root of the symmetric and positive definite conformation tensor $C$. The relation to the polymer stress is given by

$$\tau_p = \eta_p \left( C - I \right), \quad (8)$$

where $I$ is the unit tensor. $R$ is computed from the diagonalization of the conformation tensor $C = Q \cdot \Lambda \cdot Q^T$ with the diagonal tensor $\Lambda$ containing the three real eigenvalues and the orthogonal tensor $Q$ containing the corresponding set of eigenvectors. For the inverse transformation $R^k = C$ no diagonalization is used. Moreover, the convective derivative is decomposed into the first three terms on the r.h.s. of (7), containing the tensors $B$ and $\Omega$. This local decomposition was first proposed in [9]. The tensor $B$ can be computed as $B = Q \cdot \tilde{B} \cdot Q^T$, where the elements of the diagonal tensor $\tilde{B}$ are given as a function of the tensor $\nabla u^T = L = Q \cdot \tilde{L} \cdot Q^T$ as $\tilde{b}_{ii} = \tilde{l}_{ii}$. The tensor $\Omega$ can be computed as $\Omega = Q \cdot \hat{\Omega} \cdot Q^T$, where the tensor $\hat{\Omega}$ has zero diagonal entries $\hat{\omega}_{ii} = 0$, while its off-diagonal elements are given by

$$\hat{\omega}_{ij}, \ i \neq j = \frac{\lambda_{ii} \tilde{l}_{ij} + \lambda_{jj} \tilde{l}_{ji}}{\lambda_{jj} - \lambda_{ii}}, \ i, j = 1, 2, 3. \quad (9)$$

The generic numerical framework proposed in [21] facilitates the construction and solution of certain stabilized representations of the form (7). The generic procedure for assembling and solving the constitutive equations can be summarized in 4 steps:

1. Construct the transport variable $R$, using (8) and a diagonalization of the conformation tensor. Here, the eigenvalues and eigenvectors are computed by a QL algorithm for symmetric matrices, based on Bowdler et al. [6] and the corresponding routines in EISPACK.

2. Decompose $L$ into $B$ and $\Omega$.

3. Solve (7), using second-order finite volume discretization schemes and an indirect iterative method for the algebraic equation system.

4. Transform $R$ to $\tau_p$, using the tensor product $R^k = C$ and (8). No diagonalization is applied in the back transformation.

3.2 Discretization and velocity-stress coupling

The finite volume method on general unstructured meshes is used for numerical discretization. The implementation is done on top of the widely used open-source package OpenFOAM [30], which provides a wide range of second-order finite volume schemes. A detailed description of the discretization practice is given in [21] for the viscoelastic model and in [17] for the standard schemes in OpenFOAM. For the discretization of the transient terms, an implicit second-order Adams-Moulton scheme is applied. For the discretization of convection terms, we apply High Resolution (HR) schemes in the Total Variation Diminishing (TVD) formulation [25]. For all convection terms, the van Leer flux limiter [26] is used. For the constitutive tensor equation, a deferred correction (DC) procedure is used in which the coefficients of the higher-order interpolation are added as a source term in the algebraic equation. The DC procedure is chosen because of its better stability, compared to the standard TVD implementation.

In a FVM with co-located variable arrangement, the velocity-stress coupling must be addressed similarly as proposed by Rhie and Chow [23] for the pressure-velocity coupling to prevent unphysical checkerboarding solutions in the flow fields. The velocity-stress coupling is considered by a
correction term in the momentum equation as proposed by Niethammer et al. [21]. The correction removes the decoupling between the velocity and stress fields within our FVM on a general unstructured mesh. For the special case in this work, the correction $c$ reduces to an anisotropic diffusion term which is added to the momentum equation, leading to

$$c = \nabla \cdot (\Gamma \cdot \nabla u) - \nabla \cdot (\Gamma \cdot \nabla u).$$

(10)

The key aspect of this approach lies in the different discretization of the two additional diffusion terms, such that the difference eliminates the cell-face interpolation errors caused by the discretization of the stress divergence. Because of the different discretization, one term is denoted by an overbar and $c$ is not a zero addition. The diffusion tensor can be computed from the matrix coefficients of the stress equation

$$a_P \tau_P + \sum_N a_N \tau_N = S_P,$$

(11)

where the coefficients $a_P$ and $a_N$ read

$$a_P = \frac{1 + \beta}{\Delta t} + a_{P}^{adv}, \quad a_N = a_{N}^{adv}.$$  

(12)

The advection part in the coefficients depends on the high resolution scheme, in this work the van Leer flux limiter. Using the coefficient $a_P$, the diffusion tensor can be written as

$$\Gamma = \frac{1}{a_P} \left( \tau_P + \frac{\eta_p}{\lambda} I \right).$$

(13)

### 3.3 Solution algorithm

The problem of non-isothermal viscoelastic flow is solved iteratively by a segregated approach. The procedure used to solve the coupled set of equations can be summarized in the following steps:

1. **Initialization.** For given initial fields of $p$, $\eta_s(T)$, $\eta_p(T)$, $\lambda(T)$, $T$, $u$, $\tau_p$ and the generic tensor transport variable $R$, compute a cell-centroid velocity estimate from the discretized momentum equation.

2. **SIMPLE algorithm.** Solve the pressure equation implicitly and, subsequently, correct the cell-face fluxes. Update the velocity, using the new pressure gradient.

3. **Constitutive equation.** Assemble the constitutive equation (8), using the new velocity. Compute the new constitutive transport variable $R$ by solving the constitutive equation implicitly and, subsequently, update the stress $\tau_p$.

4. **Temperature equation.** Assemble the temperature equation (6), using the new velocity and the new stress.

5. **Update the fluid properties.** Compute the Arrhenius shift factor (4), using the new temperature field and update the fields $\eta_s(T)$, $\eta_p(T)$, $\lambda(T)$.

6. **Optionally repeat (only for transient solutions).** Repeat steps 1 to 5 within each time step to increase the accuracy of the transient solution.

Within this procedure, the discretized systems of linear equations are solved by indirect iterative methods. A conjugate gradient method with algebraic multigrid preconditioning is used for the pressure. A bi-conjugate gradient stabilized method with incomplete lower-upper preconditioning is used for stress and temperature.
4 Non-isothermal channel flow

In order to verify the new numerical framework, the analytical solution for an Oldroyd-B fluid with constant viscosities and relaxation time is calculated and compared to numerical results. Three fluid field variables are compared: axial velocity, first normal stress component and temperature.

Analytical solution

The axial velocity profile for an Oldroyd-B fluid in a plane channel reads

\[ u(y) = \frac{3}{2} \bar{u} \left( 1 - \frac{y^2}{H^2} \right). \]

The profile of the first normal component of the stress tensor is found to be

\[ \tau_{p,xx}(y) = \frac{18 \lambda \eta_0 \bar{u}^2}{H^4} y^2. \]

In the following section, the analytical profile of temperature for an Oldroyd-B fluid with constant properties is deduced. The starting point is the energy equation for non-isothermal, viscoelastic fluids (5). A steady state is considered, so that temporal derivatives and derivatives in axial direction do not play any role. Due to the conservation of mass, the velocity perpendicular to the axial direction is zero. In fully-developed pure shear flow, all internal energy is dissipated and the splitting parameter \( \alpha \) can be assumed equal to one [29]. With the stated assumptions, the energy equation reduces to

\[ k \frac{\partial^2 T}{\partial y^2} + \left( \tau_{s,xy} + \tau_{p,xy} \right) \frac{\partial u_x}{\partial y} = 0. \]

Equation (16) is integrated, taking into account the boundary conditions \( T(y = H) = T_w \) and \( \frac{\partial T}{\partial x}(y = 0) = 0 \). The temperature profile for steady, planar channel flow is found to be

\[ T(y) = -\frac{3}{4} \frac{B_{r*}}{H^4} y^4 + \frac{3}{4} B_{r*} + T_w \]

with a variation of the Brinkman number \( Br^* = \frac{u_{\infty}^2}{k} \).

Numerical setup

Fluid properties for the results in this section are a density of \( \rho = 921 \text{ kg/m}^3 \), viscosity \( \eta_0 = 1 \times 10^4 \text{ Pa s} \) with a ratio of solvent to polymer viscosity of 1/19, specific heat \( c_p = 1500 \text{ J/kg K} \) and thermal conductivity \( k = 0.13 \text{ W/m K} \).

The calculations are performed on four different meshes, generated by gradually increasing the number of grid cells perpendicular to the flow direction \( N_{dy} \) from 10 to 40. At the inlet, Dirichlet boundary conditions are assumed for temperature and velocity \( T_{\text{in}} = 462 \text{ K}, \ u_{\text{x,in}} = 0.01 \text{ m/s} \). A zero normal derivative is imposed for stress tensor and pressure. At the wall, no-slip boundary conditions are assumed for velocity and Dirichlet boundary conditions are employed for temperature \( T_w = 462 \text{ K} \). At the outlet, all variables are imposed to have zero normal derivative except for a fixed pressure value.

The relative error \( \delta_x \), measuring the deviation of the calculated solution from the analytical solution, is defined as follows

\[ \delta_x = \frac{\tilde{x} - x}{x - x_0}, \]

(18)
where $x$ is the exact solution, $x_0$ the initial value and $\tilde{x}$ the approximated value of the variable $x$. Figure 1 shows the analytical temperature profile over the channel height in comparison to numerical solutions on all considered meshes. Deviations are visible for the bulk temperature, and reduce with increasing mesh refinement. In Figure 2 the relative error for axial velocity, first normal stress component and temperature is plotted dependent on the number of grid cells in $y$-direction $N_{dy}$. For all variables, the numerical error reduces quadratically, hence second-order mesh convergence is achieved.

5 Comparison to experimental data

5.1 Setup of the test case

Figure 3 shows the geometry of the axisymmetric problem domain. Its shape is modeled as close as possible to the experimental fluid domain investigated by Yesilata et al. [34]. The contraction ratio is 4:1, radii and length of the inlet and outlet ducts as well as the length of the heated/cooled wall are equal to the experimental setup. The radius of the outlet duct is $R_2 = 6.35\, \text{mm}$. At the inlet, uniform values are given for velocity and temperature; the stress tensor is imposed to have zero normal derivative. Inlet velocities are predefined by the respective Deborah Numbers. Inlet temperature is $296.5\, \text{K}$, the reference room temperature given by Yesilata et al. [34].

For the velocity field, no-slip boundary conditions are imposed. The wall temperature of the first wall segment is equal to the inlet temperature, the consecutive wall segments are heated or cooled as indicated in the respective results.

At the outlet, the pressure is fixed, while all other field variables follow a zero normal derivative. In Table 1, the fluid properties of the highly elastic polyisobutylene-based polymer solution are given as reported in [34]. The values of viscosities and relaxation time correspond to a limit of zero-shear-rate at reference temperature of $296.5\, \text{K}$. 

![Figure 1: Temperature profile over channel height](image-url)
Figure 2: Relative error $\delta$ in % dependent on grid resolution in y-direction $N_{dy}$ for (a) velocity $u_x$ (b) stress tensor component $\tau_{xx}$ and (c) temperature $T$

Figure 3: 2D sketch of the axisymmetric test case geometry
| Parameter | Value | Parameter | Value |
|-----------|-------|-----------|-------|
| $\rho$    | 880 $\text{kg/m}^3$ | $c_p$    | 1970 $\text{J/kg K}$ |
| $\eta_0$  | 31 Pas | $\eta_p$  | 17 Pas |
| $\lambda_0$ | 2.0 s | $T_0$    | 296.5 K |
| $k$       | 0.13 W/m$\cdot$K | $\Delta H/\pi$ | 6414 K |

Table 1: Fluid properties of the highly elastic polyisobutylene-based polymer solution

| Grid          | Control volumes | $\Delta x_{\text{min}}/R_2$ |
|---------------|-----------------|-------------------------------|
| mesh 1        | 1800            | 0.096                         |
| mesh 2        | 5560            | 0.048                         |
| mesh 3        | 21500           | 0.024                         |
| half-cylinder | 46540           | 0.096                         |

Table 2: Mesh parameters

While the numerical setup is chosen as close as possible to the experiment, some differences are present and should be explained. Firstly, instead of simulating the whole circular pipe, only an axisymmetric pipe segment is calculated. In order to investigate the possible error due to the imposed symmetry in circumferential direction, some of the simulations are also performed in a fully three-dimensional half-cylinder. The other difference is the inlet of the pipe. In the experiment, the fluid enters the observation domain from a smaller pipe of unknown radius. In the numerical setup, a uniform velocity is imposed at the inlet. As a consequence, velocity, stress and temperature profiles vary in the vicinity of the inlet. Yet the inlet duct is long enough to allow the profiles to fully develop, and the differences at the inlet are not assumed to affect the investigated flow behavior in the vicinity of the contraction.

Grid sensitivity is investigated by using three stepwise refined meshes, whose number of control volumes and ratio of the smallest cell to outlet duct radius are shown in Table 2.

Three dimensionless numbers play an important role to describe the complex fluid dynamics. The Reynolds Number $Re = \frac{u_x R_2 \rho}{\eta_0}$ measures the ratio of inertial to viscous forces. The value is calculated in the outlet duct, with mean axial velocity $u_x$ and total viscosity $\eta_0 = \eta_h + \eta_p$. The Weissenberg Number $Wi$ describes the ratio of elastic to viscous forces in a viscoelastic material $Wi = \frac{\lambda u_x R_2}{\eta_0}$. The Deborah Number $De$ is defined as the ratio of characteristic time of the fluid to the time scale of the process. In steady flow, as considered in this study, it is equal to the Weissenberg number, and both are used equivalently here.

The contraction is the origin of the coordinate system as illustrated in Figure 3. The axial coordinate is non-dimensionalized with the outlet duct radius, i.e. $\zeta = x/R_2$. Negative values of $\zeta$ refer to the inlet duct, positive values to the outlet duct. The presented results have been evaluated (if not stated otherwise) slightly upstream of the contraction, at the axial position $\zeta = -0.3$.

The temperature field data is presented in dimensionless form of $\theta = \frac{T_w - T}{T_w - T_{in}}$ with inlet temperature $T_{in} = 296.5$ K and respective wall temperature of the heated/cooled wall $T_w$.

5.2 Results and discussion

Calculations are performed at three different wall temperatures: a cooled wall of $T_w = 285$ K and heated walls of $T_w = 305$ K and $T_w = 327$ K.
Experimental data is reproduced from Yesilata et al. [34]. It was measured over the complete cylinder, yet all values are shown in the positive radial direction here.

Results without stabilization

For comparison, a simulation was performed using a solution procedure without any kind of numerical stabilization. The calculation is tested with wall temperature $T_w = 327$ K at Deborah number $De = 12.3$ on the finest mesh 3. We observe an abrupt crash of the simulation with a floating point exception error after a simulation time of $\approx 7$ s. A possible reason for the numerical breakdown could be the HWNP.

All further results presented in this chapter are calculated with the root conformation approach, with which we did not encounter any instability issues.

Near-wall behavior

In the left picture of Figure 4, dimensionless temperature $\theta$ is plotted against the radial position $r/R_2$ for a cooled wall of temperature $T_w = 285$ K, Deborah number $De = 5$. The solid, dashed and dotted curves show the temperature profiles resulting from calculations on the successively refined grids 1, 2 and 3, respectively. While the qualitative shape of the temperature profile is captured well by the calculations, deviations can be observed especially at the wall and at the center line.

At the wall ($r/R_2 = 4$), a value of $\theta = 0$ which corresponds to $T = T_W$ would be expected. Instead, a value of $\theta \approx 0.1$ was reported, which corresponds to a wall temperature of approximately 286 K. This suggests that the temperature value at the considered axial position did not meet the nominal wall temperature of 285 K. Calculations with an adjusted setup, where the wall temperature is set to $T_w = 286$ K while the non-dimensionalization is still performed with the same values as above, are presented in the right picture in Figure 4. Note that this adjustment does not alter the qualitative shape of the flow profiles, but should facilitate and clarify the comparison of the corresponding temperature profile in the vicinity of the wall. With the adjusted wall temperature,
we can show that the temperature values and profile near the wall and in the outer half of the cylinder are met almost exactly.

![Non-dimensional temperature over radial position for an adjusted wall temperature of $T_w = 304.35 \text{ K}$ at $De = 11.3$](image)

Figure 5: Non-dimensional temperature over radial position for an adjusted wall temperature of $T_w = 304.35 \text{ K}$ at $De = 11.3$

In Figure 5, dimensionless temperature calculated on the three meshes for a heated wall at a Deborah Number of $De = 11.3$ is shown. While the nominal wall temperature is $T_w = 305 \text{ K}$, the simulations were performed with an adjusted setup at $T_w = 304.35 \text{ K}$ as described above. Also for the heated wall, the temperature profile is found to be in good agreement with the experimental values in the outer half of the cylinder.

**Bulk temperature**

Deviations between experimental data and simulation data are most pronounced at the center line ($r/R_2 = 0$). At this location, computed $\theta$ values are significantly larger than in the experimental data, and grid refinement tends to increase the deviation. Assuming a start with the same value of nominal inlet temperature $T_{in} = 296.5 \text{ K}$, the decrease in temperature in flow direction is clearly smaller in the simulation for the cooled test case. In case of heated walls, the increase in bulk temperature is slightly under-predicted in the simulations. In both cases the change in temperature that is imposed by the respective wall temperature is under-estimated. With the thermal conductivity being very small ($k = 0.13 \text{ W/m K}$), the temperature increase or decrease is mainly due to heat production by viscous dissipation. A requirement for viscous dissipation is a velocity gradient. In regions of pronounced velocity gradients, that is at the wall and in the recirculation zone in front of the contraction, the temperature change due to viscous dissipation is large, and the temperature profile is captured well. In the center of the cylinder, velocity gradients are small, as is viscous dissipation. To explain the deviations, we need to recall the differences between numerical and experimental setup. Numerical calculations show “ideal” flow conditions, with symmetry of the velocity profiles in radial and circumferential direction. This symmetry is most unlikely in any natural flow, where small disturbances lead to enhanced secondary flow in radial and circumferential direction. The asymmetry of the flow profiles becomes evident here through the two different values that were measured in the positive and negative radial direction. In perfect symmetry, both values would coincide. In the cited experimental setup, it is also possible that additional secondary flow was created by the intrusion of the temperature probes. As a result, viscous dissipation is
expected to be larger in the experiments, leading to a larger change in bulk temperature. The calculated flow profile shows “ideal” flow conditions and could be regarded as a lower bound for converted energy with minimal viscous dissipation.

While the trend is clear, the magnitude of the stated deviations shall be calculated in absolute temperature values. In case of cooled walls, the highest difference in reported experimental values is at a radial position of \( r/R_2 \approx 1.6 \). The difference in dimensionless temperature \( \Delta \theta \) is about 0.1 which is equivalent to \( \Delta T \approx 1\,\text{K} \). The deviation of bulk temperature is clearly higher, about \( \Delta \theta \approx 0.4 \) equivalent to \( \Delta T \approx 4.8\,\text{K} \). For the heated walls at \( T_w = 305\,\text{K} \), \( \Delta \theta \) is about 0.2. This corresponds to \( \Delta T \) of about 1.5 K. The difference in temperature in the middle of the cylinder, where the deviation between numerical and experimental data is most pronounced, is \( \Delta T \approx 1\,\text{K} \) (\( \Delta \theta \approx 0.1 \)). To summarize, in case of the heated walls, the deviation between experimental and numerical data in bulk temperature is of the same order of magnitude as the reported difference in the measured data at the same radial position. For the cooled walls, the deviation in bulk temperature clearly exceeds this difference.

**Effect of the imposed circumferential symmetry**

The axisymmetry of the numerical setup enforces a symmetry in circumferential direction. As the numerical flow profile is symmetric in radial and circumferential direction, this is not expected to affect the solution. In order to investigate if the assumption is valid, a fully three-dimensional simulation in a half-cylinder has been performed for comparison. Details on the numerical grid can be found in Table 2, the refinement of the wall boundary layers is mostly equivalent to mesh 1.

The dash-dotted line in Figure 6 shows the temperature profile of the three-dimensional simulation. Solid and dotted line show results of mesh 1 and 3. Despite the higher number of degrees of freedom, the profile coincides with the two-dimensional numerical results. Circumferential flow is possible, yet minimal, probably due to the lack in disturbances, and the bulk temperature is not reduced.

![Figure 6: Dimensionless temperature vs radial position at \( De = 5, \zeta = -0.3 \) for \( T_w \equiv 286\,\text{K} \)](image-url)
Effect of the Deborah Number

In Figures 7 and 8, the development of temperature profiles with increasing Deborah number is displayed for wall temperature $T_w = 327$ K at Deborah Numbers $De = 4.0, 6.4, 8.2$ and $12.3$. The simulations are performed on the finest mesh 3.

Figure 7 shows temperature over radial position far upstream of the contraction plane at $\zeta = -8.0$. At this location, the temperature profile is assumed to be fully developed and not yet altered by the contraction. We can observe here that the bulk temperature decreases with increasing Deborah number. As previously mentioned, the change in temperature is underestimated in the simulation at all Deborah numbers. With increasing Deborah number, also in experimental data $\theta$ approaches a value of one, that means $T \approx T_{in}$ in the center of the cylinder. The temperature is almost unaltered with respect to the inlet flow here which leads to the conclusion that only very little transport in radial direction occurs at high flow velocities. While the bulk
temperature decreases with increasing Deborah number, the gradient of the temperature profile at the wall becomes steeper.

![temperature profiles](image)

Figure 8: Dimensionless temperature vs radial position at $T_w = 327$ K, $\zeta = -0.3$ for (a) $De = 4.0$ (b) $De = 6.4$ (c) $De = 8.2$ and (d) $De = 12.3$

Figure 8 shows temperature profiles near the contraction plane at $\zeta = -0.3$. At this location we observe that with increasing Deborah number the bulk temperature decreases ($\theta$ at radial position $r/R_2 = 0$ approaches the value 1). While it is clearly underestimated in the simulations, this development can be observed both in experiments and simulation data. In the vicinity of the wall, a profile of very low gradient develops. The gradient increases with Deborah number. At the lowest Deborah number, the temperature profile is almost linear, while with increasing Deborah number it becomes more curved. While the values are slightly underestimated, this qualitative behavior is clearly captured by the simulation. Interesting is the sharp bend in the temperature profiles, that can be observed both experimentally and numerically. It is slightly more pronounced in the simulations, especially at the highest Deborah number. At $De = 12.3$, a considerably smoother temperature profile has been observed in the experimental setup, while in the simulation the sharp
bend can still be found. Note that this observation of a smoother temperature profile at high Deborah number is not present in all test cases. Figures 10(f) and 11(f) show the temperature profiles for a nominal wall temperature $T_w = 305\,\text{K}$ at Deborah numbers $De = 11.3$ and $De = 14.8$. In both cases we observe a sharp bend of the temperature profile in the inner half of the cylinder both in experimental data and in simulation results.

![Streamlines](image.png)

Figure 9: Recirculation zone visualized by streamlines at $T_w = 327\,\text{K}$, $\zeta = -0.3$ for (a) $De = 4.0$ (b) $De = 6.4$ (c) $De = 8.2$ and (d) $De = 12.3$

Figure 9 visualizes the recirculation zone that forms in the upper corner of the contraction at the investigated Deborah numbers. We observe a growing length of the recirculation zone with increasing Deborah number.

The presented results indicate that the chosen thermo-rheological modeling is suitable up to the highest investigated Weissenberg numbers and prove the stable solution of the suggested numerical framework.
Splitting factor $\alpha$

All calculations shown so far were calculated with an "arbitrarily" chosen value of the splitting factor of $\alpha = 0.5$. For an estimation of the influence of the splitting factor, calculations with the two limiting cases of pure energy elasticity ($\alpha = 0$) and pure entropy elasticity ($\alpha = 1$) were performed at the highest investigated Deborah number $De = 14.8$ and at $De = 11.3$ with the same nominal wall temperature for comparison.

In Figure 10, simulation results at Deborah number $De = 11.3$ with an adjusted wall temperature of $T_w = 304.35\,\text{K}$ are shown at various axial positions. The dashed line represents the calculation with $\alpha = 0$, the dotted line represents the calculation with $\alpha = 1$. Figure 10(a) corresponds to the dimensionless position $\zeta = -8$ and Fig. 10(f) to the position $\zeta = -0.3$, at which the temperature was measured in the cited experiments. We observe no difference in the dimensionless temperature profile between the limiting cases of $\alpha = 0$ and $\alpha = 1$. Figure 11 presents calculations for a nominal wall temperature of $T_w = 305\,\text{K}$ and Deborah number $De = 14.8$ at various axial positions.

At this Deborah number we find no difference in temperature at $\zeta = -8$, a location far upstream of the contraction and upstream of the recirculation zone. Visible deviations are present for all consecutive temperature profiles that are located inside the recirculation zone. At $\alpha = 1$, $\theta$ values are lower, so temperature is higher than for $\alpha = 0$. This meets our expectations: at $\alpha = 1$ all mechanical energy is dissipated resulting in higher temperature increase. In case of $\alpha = 0$, part of the mechanical energy is stored and the temperature rise is less significant. We find that the difference gets smaller when approaching the contraction.

Peters et al. [22] assumed that the difference in temperature between pure energy and pure entropy elasticity increases with increasing Weissenberg number. Our observations lead to the same conclusion. While the deviation in temperature between the limiting cases of $\alpha = 0$ and $\alpha = 1$ is negligible at Deborah number $De = 11.3$, it is clearly present at Deborah number $De = 14.8$ for an imposed wall temperature of $T_w = 305\,\text{K}$. This suggests that the importance of energy storage is not yet very pronounced at lower Deborah numbers. With regard to the results presented so far in this section, an arbitrary choice of $\alpha$ in the limits $0 \leq \alpha \leq 1$ seems justified at small Deborah numbers for the considered test case. Experimental probe data at additional positions inside the recirculation zone would be needed to estimate a fitting value of $\alpha$ for a specific test case.

At last we want to investigate how the imposed wall temperature affects energy partitioning. Figures 12 and 13 show temperature profiles of simulations at Deborah number $De = 14.8$ and wall temperatures $T_w = 327\,\text{K}$ and $T_w = 285\,\text{K}$, respectively. In case of the heated wall, the same observations are valid as for the above described wall temperature of $T_w = 305\,\text{K}$ at the same Deborah number. Deviations between the calculations at $\alpha = 0$ and $\alpha = 1$ are present inside the recirculation zone and decrease when approaching the contraction. Regarding the cooled wall, we find no difference in the temperature profiles for pure energy elasticity and pure entropy elasticity. It is possible that in this case, the importance of the energy partitioning for the flow field starts at higher Deborah number. We conclude that, apart from the Deborah number, also the imposed wall temperature affects the division between energy and entropy elasticity.

6 Summary and conclusion

An original approach to model non-isothermal flow of Oldroyd-B type fluids at high Weissenberg numbers is developed. The implementation is based on an established FV framework for isothermal
Figure 10: Dimensionless temperature vs radial position at adjusted wall temperature $T_w = 304.35\,\text{K}$, $De = 11.3$ at (a) $\zeta = -8.0$ (b) $\zeta = -1.5$ (c) $\zeta = -1.2$ (d) $\zeta = -0.88$ (e) $\zeta = -0.57$ and (f) $\zeta = -0.3$
Figure 11: Dimensionless temperature vs radial position at $T_w = 305\, \text{K}$, $De = 14.8$ at (a) $\zeta = -8.0$ (b) $\zeta = -1.5$ (c) $\zeta = -1.2$ (d) $\zeta = -0.88$ (e) $\zeta = -0.57$ and (f) $\zeta = -0.3$
Figure 12: Dimensionless temperature vs radial position at $T_w = 327 \text{K}, \text{De} = 14.8$ at (a) $\zeta = -8.0$ (b) $\zeta = -1.5$ (c) $\zeta = -1.2$ (d) $\zeta = -0.88$ (e) $\zeta = -0.57$ and (f) $\zeta = -0.3$
Figure 13: Dimensionless temperature vs radial position at $T_w = 285 \text{ K}$, $De = 14.8$ at (a) $\zeta = -8.0$ (b) $\zeta = -1.5$ (c) $\zeta = -1.2$ (d) $\zeta = -0.88$ (e) $\zeta = -0.57$ and (f) $\zeta = -0.3$
viscoelastic flows [21, 20, 19, 18]. Stable calculations at high Weissenberg numbers are ensured by
the root conformation representation, which is extended for non-isothermal flows in this study.
The temperature dependence of the constitutive equation is modeled by the time-temperature
superposition principle. For the internal energy equation, Fourier’s law is used for heat conduction
and partitioning between energy and entropy elasticity is possible with a constant splitting factor.

An analytical solution of the Oldroyd-B fluid in planar channel flow is derived for the field
variables velocity, first normal stress and temperature. The temperature dependence of viscosity
and relaxation time are neglected in these results. Simulation data is compared to the analytical
flow profiles, in order to verify the solution and to estimate the numerical error. All considered field
variables show good agreement with analytical data and the error is found to reduce quadratically
with mesh refinement.

The validation of the solver is performed with experimental data from [34], where a highly elastic
polyisobutylene-based polymer solution is investigated in a circular 4:1 contraction. We perform
simulations in an axisymmetric setup, that is modeled as close as possible to the experimental
geometry. Profiles of dimensionless temperature over radial position are compared at different wall
temperatures. The results indicate a good qualitative reproduction of the measured temperature
profiles. Near the walls, the experimental data can be met almost exactly. Deviations are most
pronounced in the middle of the cylinder. The change in bulk temperature is more significant in
the experimental data, while we observe only small changes in bulk temperature in the numerical
simulations. With heat conduction being comparably low in viscoelastic fluids, the main driving
force for these temperature changes is heat production by viscous dissipation. In any natural flow
we expect asymmetric flow profiles, including secondary flow that contains velocity gradients and
is an additional source for viscous dissipation. The random asymmetry is not modeled in the
numerical setup. As a consequence, the numerical solution with symmetric flow profiles could be
regarded as a flow at ”ideal” conditions, with minimal viscous dissipation. The results indicate
that less thermal energy is converted in the simulation and it can thus be regarded as lower bound
for converted energy.

The comparison of the simulation results at Deborah numbers between \( De = 5 \) and \( De = 14.8 \)
to experimental data shows good qualitative accordance in temperature profiles. The results indicate
the applicability of the chosen thermo-rheological model for the simulation and prove the stable
solution of the suggested numerical framework in this wide range of Deborah numbers.

The energy partitioning factor \( \alpha \) is a purely modeling/numerical factor. We found that an
arbitrary choice in the range of \( 0 \leq \alpha \leq 1 \) is justified at low Deborah numbers, as the deviation
in the solutions of the two limiting cases of pure entropy elasticity and pure energy elasticity
are negligible. At a Deborah number of \( De = 14.8 \) and heated walls, we find clear deviations
in temperature inside the recirculation zone, confirming the assumption of [22] that the effect of
the energy partitioning becomes more important at higher Weissenberg numbers. We also find
a dependence of the energy partitioning on the imposed wall temperature. For cooled walls, we
observed no deviation at the same Deborah number, leading to the possible conclusion that in these
flow regimes, the Deborah number above which energy partitioning becomes important for the flow
field, is significantly higher than in case of heated walls.
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