FROBENIUS-SCHUR INDICATORS FOR SUBGROUPS
AND THE DRINFEL’D DOUBLE OF WEAIR GROUPS

ROBERT GURALNICK AND SUSAN MONTGOMERY

Abstract. If $G$ is any finite group and $k$ is a field, there is a natural construction of a Hopf algebra over $k$ associated to $G$, the Drinfel’d double $D(G)$. We prove that if $G$ is any finite real reflection group, with Drinfel’d double $D(G)$ over an algebraically closed field $k$ of characteristic not 2, then every simple $D(G)$-module has Frobenius-Schur indicator $+1$. This generalizes the classical results for modules over the group itself. We also prove some new results about Weyl groups. In particular, we prove that any abelian subgroup is inverted by some involution. Also, if $E$ is any elementary abelian 2-subgroup of the Weyl group $W$, then all representations of $CW(E)$ are defined over $\mathbb{Q}$.

1. Introduction

There has been considerable interest lately in using Frobenius-Schur indicators in studying semisimple Hopf algebras, as they are one of only a few useful invariants for a Hopf algebra $H$. For example indicators (and their higher analogs) have been used in classifying Hopf algebras themselves [13] [23], in studying possible dimensions of the representations of $H$ [15], and in studying the prime divisors of the exponent of $H$ [16]. Moreover, the indicator is invariant under equivalence of monoidal categories [20]. Another motivation comes from conformal field theory; see works of Bantay [1], [2]. Thus it is important to compute the values of the indicator for more examples.

Let $k$ be an algebraically closed field of characteristic not 2, $H$ an involutive Hopf algebra (i.e. the antipode has order 2) and $V$ a finite-dimensional irreducible $H$-module. We show (generalizing the case of group algebras and semisimple Hopf algebras) that one can define the Schur indicator of $V$ and it has the following properties: $\nu(V) \neq 0$ if and only if $V$ is self dual, $\nu(V) = +1$ if and only if $V$ admits a non-degenerate $H$-invariant symmetric bilinear form and $\nu(V) = -1$ if and only if $V$ admits a non-degenerate $H$-invariant skew-symmetric bilinear form. If $G$ is a finite group, then self duality is equivalent to $\chi(x) = \chi(x^{-1})$ for all $x \in G$ where $\chi$ is the character of $V$. In particular, if $k = \mathbb{C}$, this is saying that the character is real valued (and all representations are self dual if and only if $x$ and $x^{-1}$ are conjugate in $G$ for all $x$). Also, $\nu(V) = +1$ if and only if $V$ is defined over $\mathbb{R}$.
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It was shown in [18] that the classical theorem of Frobenius and Schur, giving a
formula to compute the indicator of a simple module for a finite group $G$, extends
to semisimple Hopf algebras. This fact was shown a bit earlier for the special case
of Kac algebras over $\mathbb{C}$ in [6]. In this paper, we show that the indicator is well
defined whenever the antipode of $H$ satisfies $S^2 = \text{id}$. Moreover, the indicator has
the above characterization in terms of bilinear forms. The formula for the indicator
is no longer valid (this is clear already for modular group algebras).

The case when $\nu(V) = +1$ for all simple $G$-modules $V$ has been of particular
interest; such groups are called *totally orthogonal* in [10]. This terminology seems
suitable for Hopf algebras as well, in view of the existence of the bilinear forms
described above. In particular it was known classically that if $G$ is any finite real
reflection group, then all $\nu(V) = +1$ [11]; other examples are given in [10].

For Hopf algebras, there has also been some interest in when a Hopf algebra is
"totally orthogonal", in particular when $H = D(G)$, the Drinfel’d double of a finite
group. It is proved in [14] that if $G$ is a dihedral group or the symmetric group
$\text{Sym}_n$ and $k = \mathbb{C}$, then $D(G)$ is totally orthogonal. More generally, [14] studies
the indicator for Hopf algebras which are abelian extensions, since in this case the
irreducible representations are known.

A natural question to ask is what happens for the other Weyl groups, since their
group algebras in any characteristic not 2 have all indicators for irreducible modules
equal to $+1$. The main result we prove for Drinfel’d doubles is:

**Theorem 1.1.** Let $G$ be a finite real reflection group and $D(G)$ its Drinfel’d double
over the algebraically closed field $k$ of characteristic not 2. Then $D(G)$ is totally
orthogonal; that is, every simple $D(G)$-module has Frobenius-Schur indicator $+1$.

Recall that a real reflection group is a subgroup of $GL(V)$ with $V$ finite dimen-
sional over $\mathbb{R}$ that is generated by reflections. Every such real reflection group is
a direct product of irreducible real reflection groups. The finite irreducible real
reflection groups are well known (cf. [11]); aside from some examples in dimension
at most 4, they are the Weyl groups, and for dimension greater than 8, they are
just the classical Weyl groups.

We also prove some new general results for real reflection groups and Weyl groups
which give more than just our main theorem and are of independent interest. We
prove these results by considering first the classical Weyl groups (that is, those of
types $A$, $B$ and $D$). For the smaller reflection groups, we use computer calculations
– some of which were quite simple and some more involved. We refer the reader to
[3] and [7] for more details.

We should point out that it is false in general that if $G$ is totally orthogonal,
then the same is true for $D(G)$. We give an example of a group of order 32 with the
property that all of its representations are defined over $\mathbb{Q}$ but such that $D(G)$ has
an irreducible module with indicator 0 (see Section 9). Thus a proof of Theorem
1.1 will have to involve the specific properties of the reflection groups. Indeed, we
shall see that the classical Weyl groups satisfy some stronger properties than all
real reflection groups (or even all Weyl groups).

We now discuss some of our results about Weyl groups and real reflection groups.
If $g \in G$, let $C_g$ denote the centralizer of $g$ and $N_g$ the normalizer of $\{g, g^{-1}\}$.

**Theorem 1.2.** Let $G$ be a finite real reflection group and let $A$ be an abelian
subgroup of $G$. 
(1) There exists an involution \( t \in G \) that acts as inversion on \( A \).
(2) If \( G \) is a Weyl group and \( r \) is relatively prime to \( |A| \), then there exists \( x \in G \) with \( xax^{-1} = a^r \) for all \( a \in A \).

The first part of the theorem is a generalization of the well known property for Weyl groups that every element is a product of two involutions (cf. [28, §8]). This also implies that all representations of \( C_g \) are self dual, but we show more:

**Theorem 1.3.** Let \( G \) be a real reflection group. Let \( E \) be an elementary abelian 2-subgroup of \( G \) and let \( k \) be an algebraically closed field of characteristic \( p \neq 2 \).

(1) Every element of \( C_G(E) \) is a product of 2 involutions, and \( kC_G(E) \) is totally orthogonal; and
(2) If \( G \) is a Weyl group, then every irreducible complex representation of \( C_G(E) \) is defined over \( \mathbb{Q} \).

Let \( L \) be a field. Recall that the field of definition for a module \( V \) for \( LG \) is the smallest field \( K \) such that \( V = U \otimes_K L \) with \( U \) a \( KG \)-module (of course, \( K \) must contain all character values, and in positive characteristic this is sufficient as well for \( V \) semisimple).

We prove the second assertion in Theorem 1.3 of this paper for the classical Weyl groups. It is proved for the exceptional Weyl groups in [7]. In particular, this generalizes the well known result that all representations of Weyl groups are defined over \( \mathbb{Q} \). Our proof is independent of this (we do use the relatively elementary result for symmetric groups).

We also prove:

**Theorem 1.4.** Let \( G \) be a real reflection group and \( k \) an algebraically closed field of characteristic \( p \neq 2 \). Let \( g \in G \).

(1) If \( G \) is a classical Weyl group or is a real reflection group of dimension at most 3, then all Frobenius-Schur indicators for irreducible \( kN_g \)-modules are +1.
(2) For all other real reflection groups, all Frobenius-Schur indicators for irreducible \( kN_g \)-modules are non-negative.

One computes easily that for the Weyl groups of type \( E \) and \( F \) and for the real reflection group \( H_4 \), there exists an element of order 3 such that \( N_g \) is not totally orthogonal. Thus, one cannot expect a uniform proof.

We will show that the two previous theorems are enough to show that \( D(G) \) is totally orthogonal for \( G \) a finite real reflection group. A curious consequence of the result on \( D(G) \) gives a formula for the finite reflection groups that seems new:

**Corollary 1.5.** Let \( G \) be a finite reflection group. Let \( t \) be the number of elements of \( G \) whose square is trivial. Then

\[
    t^2 = \sum_{g \in G} \sum_{\chi \in \text{Ir}(C_g)} \chi(1).
\]

Indeed, this formula holds for a finite group if and only if \( D(G) \) is totally orthogonal. This follows since \( t^2 \) is the trace of the antipode of \( D(G) \) and when all indicators are +1, this is equal to the right hand side (see [18, 14]).
The paper is organized as follows. In Section 2 we review and extend the results from \cite{14} which we need, and give a refinement of the criterion for positivity of Schur indicators in \cite{14}. We also generalize the result to any characteristic other than 2 and do not assume that $D(G)$ is semisimple. In order to do this, we first show that the indicator is well defined when $H$ is not necessarily semisimple as long as $S^2 = id$. In Section 3 we review some basic properties of Schur indices of finite groups.

In Section 4 we consider the case of direct products and we also show that it is sufficient to prove Theorem 1.1 in characteristic 0. In Section 5, we consider normalizers of abelian subgroups of Weyl groups. In particular, we prove Theorem 1.2 and the results about centralizers of involutions. In Section 6, we show that certain groups are split over $\mathbb{R}$. In Section 7 we consider the classical Weyl groups. In Section 8 we consider the remaining real reflection groups. For these small cases, we obtain the results by computation (some quite easy and some more involved). We also prove Corollary 1.5. Finally in Section 9 we discuss the example showing that total orthogonality does not always lift from $G$ to $D(G)$.

2. Indicators for involutive Hopf algebras and Drinfeld doubles

We recall a few basic facts about modules over a Hopf algebra $H$ over a field $k$. We assume throughout that $S^2 = id$, for the antipode $S$ of $H$. This is always the case by \cite{17} for semisimple Hopf algebras in characteristic zero and so is also the case for Hopf algebras in positive characteristic which may be defined by reducing semisimple Hopf algebras modulo $p$ (e.g., group algebras, Drinfeld doubles of finite groups and bismash products of groups). Masuoka has pointed out to us that it is also true for bicrossed products of groups, using descent arguments as in \cite{21}.

Let $C = H \mathcal{M}$ denote the category of finite-dimensional left $H$-modules. Let $V_0 = k v_0 \in C$ denote the trivial module; that is $h \cdot v_0 = \varepsilon(h)v_0$. If $V, W \in C$, then $V \otimes W \in C$, via $h \cdot (v \otimes w) := \Delta(h) \cdot (v \otimes w) = \sum h_1 \cdot v \otimes h_2 \cdot w$, for all $h \in H, v \in V, w \in W$, and also $\text{Hom}_k(V, W) \in C$ via $(h \cdot f)(v) := \sum h_1 \cdot (f(Sh_2 \cdot v)) \in W$. As a special case, the dual module $V^* \in C$ also, via $(h \cdot f)(v) = f(Sh \cdot v)$ for all $h \in H$, $f \in H^*$ and $v \in V$. Since $S^2 = id$, $V^{**} \cong V$.

For any $V \in C$, let $V^H := \{v \in V \mid h \cdot v = \varepsilon(h)v \ \forall h \in H\}$, the $H$-invariants of $V$.

In \cite{18}, the indicator was defined for semisimple Hopf algebras in terms of a formula involving integrals. This definition does not work in the non-semisimple case, since in that case there does not exist an integral $\Lambda \in \int H$ with $\varepsilon(\Lambda) = 1$. Instead we define the indicator in terms of the existence (or non-existence) of certain invariant bilinear forms, which is the conclusion of \cite{18} Theorem 3.1, (1) and (2)]. This definition agrees with the classical definition of an indicator for finite groups in characteristic $p$; see for example \cite{29}, p. 227.

More generally, when $S^2$ is given by conjugation by a group-like element, the representation category is pivotal. Recently, in \cite{25}, there is a definition of indicator in that context, in terms of the trace of a certain map, but not in terms of invariant bilinear forms.

**Definition 2.1.** Let $H$ be a Hopf algebra over an algebraically closed field of characteristic not 2 such that $S^2 = id$, and let $V$ be a finite-dimensional irreducible
(left) $H$-module. We define a function $\nu : V \to \{0, 1, -1\}$, called the Frobenius-Schur indicator of $V$, as follows:

1. If $V$ is not self dual, set $\nu(V) = 0$.
2. If $V^* \cong V$ and $V$ admits a non-degenerate $H$-invariant symmetric bilinear form, set $\nu(V) = +1$.
3. If $V^* \cong V$ and $V$ admits a non-degenerate $H$-invariant skew-symmetric form, set $\nu(V) = -1$.

We prove here that in fact any irreducible $H$-module $V$ is of precisely types (1), (2), or (3). We first need an elementary lemma, most of which is well known.

**Lemma 2.2.** Let $V, W \in \mathcal{C}$. Then as left $H$-modules,

1. $\text{Hom}(V, W^*) \cong \text{Hom}(V \otimes W, k)$ and $\text{Hom}_H(V, W) = \text{Hom}(V, W)^H$.
2. Assume $k$ is algebraically closed and $V$ is irreducible. If $V^* \cong V$, then $\text{Hom}_H(V \otimes V, k)$ is one-dimensional, and if $V^* \cong V$, then $\text{Hom}_H(V \otimes V, k) = 0$.
3. Assume $k$ is algebraically closed, $V$ is irreducible, $V^* \cong V$, and choose $0 \neq \langle -, - \rangle \in \text{Hom}_H(V \otimes V, k) = ((V \otimes V)^*)_H$. Then

$$\sum \langle h_1 \cdot v, h_2 \cdot w \rangle = \varepsilon(h) \langle v, w \rangle.$$

4. The form $\langle -, - \rangle \in \text{Hom}_H(V \otimes V, k)$ if and only if the antipode $S$ is the adjoint with respect to the form.

**Proof.** (1) The first part is straightforward, using the standard map $\text{Hom}(V, W^*) \to \text{Hom}(V \otimes W, k)$ given by $f \mapsto \hat{f}$, where $\hat{f}(v \otimes w) := f(v)(w)$. The second fact follows from the definitions.

(2) follows from (1) using $W = V$ and Schur’s Lemma.

(3) The displayed equation is simply saying that $\langle -, - \rangle$ is an $H$-module map. The fact that the form may be considered as an invariant of $(V \otimes V)^*$ follows from (1).

(4) Finally, we consider the relationship of the form $\langle -, - \rangle$ to $S$. This is an old fact; see for example [18], [16]. Now $\langle -, - \rangle \in \text{Hom}_H(V \otimes V, k)$ means that for all $h \in H, v, w \in V$, $\sum (h_1 \cdot v, h_2 \cdot w) = \varepsilon(h) \langle v, w \rangle$; that is, $\langle -, - \rangle$ is $H$-invariant. To say that $S$ is the adjoint of the form means that $\langle h \cdot v, w \rangle = \langle v, Sh \cdot w \rangle$ for all $h, v, w$.

The equivalence of these two conditions follows easily from the counit property of $\varepsilon$ and from the fact that $S$ is a “generalized inverse” map on $H$; that is, for any $h \in H$ with $\Delta(h) = \sum h_1 \otimes h_2$, both $\sum \varepsilon(h_1)h_2 = h$ and $S(h_1)h_2 = \varepsilon(h)$. \hfill \Box

We note that a more general version of the equivalence in (4) is shown in [20] for quasi-Hopf algebras.

From (2), every $H$-invariant form on $V \cong V^*$ is a scalar multiple of the given one $0 \neq \langle -, - \rangle$. Given a form $\langle -, - \rangle$ on $V \cong V^*$, we may also consider its “twist” $\tau$; that is, the form $[v, w] := \tau(v, w) = \langle w, v \rangle$.

The argument in the next lemma is taken from [16, p. 18]. Their assumption that $H$ is semisimple is not used in the proof; it only used the fact that $S^2 = \text{id}$. 
Lemma 2.3. If $\langle -, - \rangle$ is $H$-invariant, then so is its twist $[v, w] = \langle w, v \rangle$. Consequently $\langle w, v \rangle = \alpha \langle w, v \rangle$, for all $v, w$, where $\alpha = \pm 1$ is independent of the choice of $\langle -, - \rangle$ and depends only on $V$.

Proof. Using $S^2 = \text{id}$ and Lemma 2.2

$$[h \cdot v, w] = [S^2(h) \cdot v, w] = \langle w, S^2(h) \cdot v \rangle = \langle S(h) \cdot w, v \rangle = [v, S(h) \cdot w],$$

for any $v, w \in V, h \in H$.

Since $((V \otimes V)^*)^H$ is one dimensional, $\langle -, - \rangle = \alpha \langle -, - \rangle$ for some $\alpha \in k$. Repeating the argument gives $\alpha^2 = 1$, and so $\alpha = \pm 1$. It follows that $\alpha$ is independent of the choice of $\langle -, - \rangle$ and depends only on $V$. \qed

The theorem is now clear from our arguments above.

Theorem 2.4. Let $H$ be a Hopf algebra such that $S^2 = \text{id}$, over the algebraically closed field $k$ of characteristic $p \neq 2$, and let $V$ be a finite-dimensional irreducible (left) $H$-module. Then $V$ falls into case (1), (2), or (3) of the definition, and so has a Frobenius-Schur indicator. Moreover,

1. $V^* \cong V \iff \nu(V) \neq 0 \iff (V \otimes V)^H$ is one-dimensional; and
2. if $\nu(V) \neq 0$ and $f$ is a non-zero invariant in $V \otimes V$, then $\tau(f) = \nu(V)f$, where $\tau$ is the twist map above.

We now consider Drinfel’d doubles. Throughout the remainder of the section, let $k$ be an algebraically closed field of characteristic $p$ with $p \neq 2$.

For a finite group $G$, let $kG$ be the group algebra and $(kG)^*$ its dual Hopf algebra, with dual bases $\{g \in G\}$ and $\{p_g | g \in G\}$. The Drinfel’d double $D(G)$ of $G$ is simply $(kG)^* \otimes kG$ as a vector space. As an algebra it is the smash product $(kG)^* \# kG$, where $kG$ acts on $(kG)^*$ via $g \cdot p_h = p_{gh^{-1}}$, for all $g, h \in G$. The coalgebra structure is given by the tensor product of coalgebras, and the antipode $S$ is given by

$$S(p_x \# a) = p_{ax^{-1}a^{-1} \# a^{-1}}.$$

One sees directly that $S^2 = \text{id}$.

The description of the simple $D(G)$-modules is well known [4, 19, Section 2], and in fact depends only on the algebra structure of $D(G)$. More precisely, for any $g \in G$ let $C_g$ denote the centralizer of $g$ in $G$, and choose one $g$ in each conjugacy class of $G$. For each irreducible $C_g$-module $V$, let $\hat{V} = V_{C_g}^G$ be the induced module; then $\hat{V}$ is a $kG$-module, and it becomes a $D(G)$-module via

$$(p_h \# y) \cdot [x \otimes v] = \delta_{xg^{-1}, h}[yx \otimes v]$$

for $h, x \in G$ and $v \in V$.

Then $\hat{V}$ is an irreducible $D(G)$-module, and all irreducible $D(G)$-modules arise in this way. Thus the simple $D(G)$-modules $\hat{V}$ are indexed by pairs $(g, V)$, where $g \in G$ ranges over a set of conjugacy class representatives and $V$ is an irreducible $C_g$-module.

We want to refine the result [14, Theorem 5.5] about Schur indicators of the simple $H$-modules for $H = D(G)$. We also extend the results to the case of positive characteristic without the assumption that $D(G)$ is semisimple. Thus, our proof will be both more general and independent of [14].

As in [14], we will show that to compute $\nu(\hat{V})$ one does not need to induce $V$ up to $G$, but only up to $N_g$, the normalizer of the set $\{g, g^{-1}\}$ in $G$, and then use the usual indicator for the representations of the groups $C_g$ and $N_g$. 

Theorem 2.6. Let \( k \) be an algebraically closed field of characteristic not 2, \( G \) be a finite group, \( D(G) \) be the Drinfel’d double of \( G \) over \( k \) and \( \hat{V} \) be an irreducible \( D(G) \)-module corresponding to the irreducible \( C_g \)-module \( V \).

1. If \( g^2 = 1 \), then \( \nu(\hat{V}) = \nu(V) \).
2. If \( g^2 \neq 1 \), then \( \nu(\hat{V}) = \nu(V^{C_g}) - \nu(V) \).

We will prove this below in a series of results which give a bit more information.

For \( V \) a \( C_g \)-module, we will denote the conjugate module to \( V \) by \( V^\tau \); that is, \( V^\tau = V \) as a \( k \)-space, but for any \( v \in V^\tau, y \cdot v = xyx^{-1} \cdot v \).

If \( g \in G \), let \( I(h) \) be the \( k \)-span of \( \{p \cdot y | y \in G, x \in hG\} \). Then \( I(h) \) is a 2-sided ideal of \( H \) and \( H \) is the direct sum of \( I(h) \) as \( h \) ranges over a set of conjugacy class representatives. Moreover, \( I(1) \cong kG \). Since \( \varepsilon(x) = 0 \) for \( x \in I(h), h \neq 1 \), we see that the \( D(G) \) invariants \( W^{D(G)} \) on a module \( W \) are precisely the \( G \)-fixed points on \( I(1)W \).

We first observe:

Lemma 2.7. Let \( g \in G \) and \( V \) be an irreducible \( kC_g \)-module. If \( g \) and \( g^{-1} \) are not conjugate, then \( \nu(\hat{V}) = 0 \).

Proof. We note that \( I(h)\hat{V} = 0 \) if and only if \( h \) is not conjugate to \( g \), while \( I(h)\hat{V}^* = 0 \) if and only if \( h \) is not conjugate to \( g^{-1} \). So if \( g \) and \( g^{-1} \) are not conjugate, then clearly \( \hat{V} \) is not self dual.

Theorem 2.8. Let \( g \in G \) and \( V \) be an irreducible \( kC_g \)-module. Set \( C = C_g \) and \( N = N_g \). Let \( x \in G \) with \( xgx^{-1} = g^{-1} \).

1. \( \nu(\hat{V}) \neq 0 \) if and only if \( V^* \cong V^\tau \) as \( C_g \)-modules.
2. If \( g^2 = 1 \), then \( \nu(\hat{V}) = \nu(V) \).
3. If \( g^2 \neq 1 \), then \( \nu(\hat{V}) = \nu(V^{C_g}) - \nu(V) \).

Proof. We may assume that \( x = 1 \) if \( g^2 = 1 \). Note that \( x \in N \).

Let \( S \) be a set of left coset representatives for \( N \) in \( G \). Then \( T := S \cup Sx \) is a set of left coset representatives for \( C \) in \( G \). So \( \hat{V} = \sum_{t \in T} t \otimes V \). Set \( V_t := t \otimes V \).

Set \( X = \hat{V} \otimes \hat{V} \) and let \( \tau \) be the natural involution on \( X \).

It follows easily from the definitions that \( Y := I(1)X = \sum_{t \in T} V_t \otimes V_t \). Thus the \( D(G) \)-invariants on \( X \) are precisely the \( G \)-fixed points on \( Y \). Note that \( Y \cong (V \otimes V_e)^G \). By Frobenius reciprocity, \( G \) has fixed points on \( Y \) if and only if \( C \) has fixed points on \( V \) \( V_e \). Since \( V_e \cong V^\tau \) as \( kC \)-modules, we see that \( D(G) \) has invariants on \( X \) if and only if \( V \cong V^* \) as \( C \)-modules. This proves (1).

Note that Frobenius reciprocity gives a bit more. It tells us that if \( f \) is a non-zero \( C \)-fixed point on \( V \otimes V_e \), then \( F := \sum_{t \in T} tf \) is a non-zero fixed point of \( G \) on \( Y \) (and so a non-zero \( D(G) \)-invariant).

Suppose that \( g^2 = 1 \). Then \( V \otimes V \) is \( \tau \)-invariant and \( \tau \) commutes with the action of \( C \) on \( V \otimes V \). So if \( f \) is a non-zero \( C \)-fixed element, then \( \tau(f) = \nu(V) f \) and \( \tau(F) = \nu(V) F \), whence \( \nu(V) = \nu(\hat{V}) \). This proves (2).

Now assume that \( g^2 \neq 1 \). If \( V^\tau \) and \( V^* \) are non-isomorphic \( C \)-modules, then it is straightforward to compute that \( \nu(V) = \nu(V^{C_g}) \), and so (3) holds in this case.

So finally, we assume also that \( V^\tau \) and \( V^* \) are isomorphic as \( C \)-modules.

Let \( U = (V \otimes V_e) \oplus (V_e \otimes V) \). Note that \( U \) is an \( N \)-module and is \( \tau \)-invariant. Also, it is clear that \( Y \cong U^G_N \). Thus, arguing as above, we deduce that there is
a non-zero $N$-fixed point $f$ in $U$ and $\tau(f) = \nu(\hat{V})f$. We have now reduced the computation of $\nu(\hat{V})$ to a computation in $N$, and we proceed to prove (3).

Let $W = V_C^N$ and note that $U$ embeds in $W \otimes W$. Also, the action of $\tau$ on $U$ extends to that of $W \otimes W$ in the obvious manner (with $\tau$ the natural involution on $W \otimes W$). The result now follows by the group theoretic result, Lemma 2.9 below.

Lemma 2.9. Let $k$ be an algebraically closed field of characteristic $p \neq 2$. Let $C$ be a subgroup of index 2 in the finite group $N$. Fix an element $x \in N \setminus C$ and let $V$ be an irreducible $kC$-module with $V^* \cong V^x$. Set $W = V_C^N = V \oplus xV$. Let $X = W \otimes W$ and let $\tau$ be the linear map sending $w_1 \otimes w_2$ to $w_2 \otimes w_1$. Let $Y = (V \otimes xV) \oplus (xV \otimes V)$, a $kN$-submodule of $X$. The fixed points of $N$ on $Y$ are 1-dimensional and are $\tau$-invariant. Let $f$ be a generator for this space. Then $\tau(f) = (\nu(W) - \nu(V))f$, where $\nu(W)$ is the Frobenius-Schur indicator of $W$ as a $kN$-module and $\nu(V)$ is the Frobenius-Schur indicator of $V$ as a $kC$-module.

Proof. Note that $X = Y \oplus Z$, where $Z = V \otimes V \oplus xV \otimes xV$. Clearly $Y$ and $Z$ are both invariant under $N$ and $\tau$. Note that $C$ has a 1-dimensional fixed space on $V \otimes xV \cong V \otimes V^x$. Let $w$ be a generator for this space. Then $w, xw$ is a basis for the fixed space of $C$ on $Y$, and $\nu(w + xw)$ is a basis for the fixed space of $N$ on $Y$. Since $\tau$ commutes with $N$ on $X$, $\tau f = \gamma f$ where $\gamma = \pm 1$. So we only need show that $\gamma = \nu(W) - \nu(V)$.

We consider various cases.

Case 1. $V$ is not self dual as a $kC$-module.

Then $W$ is an irreducible self dual $kN$-module, whence the $N$-invariants on $W \otimes W$ are 1-dimensional and so generated by $f$. Thus, $\gamma = \nu(W)$, and since $\nu(V) = 0$, the result holds.

Case 2. $V$ is self dual. By Frobenius reciprocity, $W = U_1 \oplus U_2$, where the $U_i$ are non-isomorphic $kN$-modules such that $U_i \cong V$ as $kC$-modules. Note that the space of $C$-invariants on $Y$ and $Z$ are each 2-dimensional and the space of $N$-invariants on $Y$ and $Z$ are each 1-dimensional. The invariants of $C$ on $Z$ are contained in the $\nu(V)$-eigenspace of $\tau$. Since $\tau$ interchanges $V \otimes xV$ and $xV \otimes V$, we see that $\tau$ has two eigenvalues on the invariants of $C$ on $Y$. Thus, $\tau$ has a 3-dimensional $\nu(V)$-eigenspace and 1-dimensional $\nu(V)$-eigenspace on the $C$-invariants on $X$.

First suppose that each $U_i$ is self dual as a $kN$-module. Then $\nu(U_i) = \nu(V)$ for each $i$ and so $\nu(W) = 2\nu(V)$, and we need to show that $\gamma = \nu(V)$ in this case. We can also view $X = \oplus U_i \otimes U_j$; then we see that the $N$-invariants are contained in $U_1 \otimes U_1 \oplus U_2 \otimes U_2$; and that $\tau$ acts on this space as $\nu(V) = \nu(W) - \nu(V)$.

Finally, suppose that each $U_i$ is not self dual. Thus, $\nu(W) = 0$. We need to show that $\gamma = -\nu(V)$ in this case. On $Z$, $\tau$ acts via $\nu(V)$ on the $C$-fixed points and so on the $N$-fixed points. Since $W$ is self dual (as $V$ is), this implies that $U_2 = U_1^\ast$. Thus, we see that $\tau$ has both eigenvalues on the 2-dimensional space of $N$-fixed points on $X$, whence $\tau(f) = -\nu(V)f$. □

It is straightforward to see that this implies the following theorem, which is a refinement of [14, Corollary 6.2] if $k = \mathbb{C}$ but is new if $k$ has positive characteristic $p$ dividing $|G|$.
Proposition 2.10. Let $G$ be a finite group. Then $\nu(\hat{V}) = 1$ for all irreducible $D(G)$-modules $\hat{V}$ if and only if:

1. When $g^2 = 1$, $\nu(V) = 1$ for all irreducible $C_g$-modules $V$.
2. When $g^2 \neq 1$, $|N_g : C_g| = 2$ and for any irreducible $C_g$-module $V$,
   (a) $V^x \cong V^*$ for all $x \in N_g \setminus C_g$, where $V^x$ is the conjugate module to $V$,
   (b) if $V$ is not self dual, then $V_{C_g}^{N_g}$ has Schur indicator +1,
   (c) if $\nu(V) = +1$, then each constituent of $V_{C_g}^{N_g}$ has Schur indicator +1,
   (d) if $\nu(V) = -1$, then neither constituent of $V_{C_g}^{N_g}$ is self dual.

Proof. If $g^2 = 1$, this is clear. This also implies that every element of $\langle g \rangle$ is conjugate to its inverse.

So consider the case where $g^2 \neq 1$ and fix $x \in N_g$ with $xg(x^{-1}) = g^{-1}$. Recall that $V^x = V$ as a $k$-space, but with new action $g \cdot_v v = gx^{-1} \cdot_v$, for all $g \in C_g$, $v \in V^x$.

We have already seen that $V^x \cong V^*$ if and only if all indicators for $D(G)$ are non-zero. Note that the condition that $V^x \cong V^*$ implies that $V_{C_g}^{N_g}$ is self dual. So we assume that this is the case.

Suppose that $V$ is not self dual. Then $\nu(\hat{V}) = \nu(V_{C_g}^{N_g})$. So we may assume that $V$ is self dual and $V \cong V^x$.

Now it follows by Frobenius reciprocity that the induced module is a direct sum of two irreducible modules. Note that the sum of the characters of the two irreducible modules vanishes outside $C_g$ (because the sum of the modules is an induced module). In particular, one is self dual if and only if the other one is self dual. So if neither is self dual, then $\nu(\hat{V}) = -\nu(V)$, and the theorem holds.

If they are both self dual, then the Schur indicators for each of the two modules must be equal to $\nu(V)$, and so $\nu(\hat{V}) = \nu(V)$. This completes the proof. 

In particular, this shows:

Corollary 2.11. Let $G$ be a finite group and $k$ an algebraically closed field of characteristic not 2. Assume that $g$ is conjugate to $g^{-1}$ for all $g \in G$. If $x \in N_g \setminus C_g$ implies that $V^* \cong V^x$ for all irreducible $kC_g$-modules and $\nu(W) = 1$ for all irreducible $kN_g$-modules, then $D(G)$ is totally orthogonal.

The previous results also imply:

Corollary 2.12. Let $G$ be a finite group. Then $\nu(\hat{V}) = \pm 1$ for all irreducible $D(G)$-modules $\hat{V}$ if and only if:

1. when $g^2 = 1$, every irreducible module of $C_g$ is self dual;
2. when $g^2 \neq 1$, $|N_g : C_g| = 2$, and for any irreducible $C_g$-module $V$, we have $V^x \cong V^*$ for all (any) $x \in N_g \setminus C_g$.

Remark 2.13. G. Mason has also observed that Corollary 2.12 for $k = \mathbb{C}$ can be obtained using the methods of [14] (private communication).

Remark 2.14. The condition that $V^x \cong V^*$ for all $\mathbb{C}[C_g]$ modules $V$ with $x \in N_g \setminus C_g$ is equivalent to saying that $x$ inverts all conjugacy classes of $C_g$ (i.e. if $y \in C_g$, then $y^x$ is conjugate to $y^{-1}$ in $C_g$).
3. Schur indices I

We recall some basic facts about Schur indices. See [5] for details. Let $G$ be a finite group and $k$ a field of characteristic 0. Let $V$ be an absolutely irreducible $G$-module over the algebraic closure of $k$ with character $\chi$. Let $k'$ be the extension field of $k$ generated by the values of $\chi$. The Schur index $m_\chi$ is the smallest positive integer such that there is a $k'G$-module $W$ with character $m_\chi \chi$.

The basic fact that we will require about this is (cf. [5, Lemma 9.1]):

**Lemma 3.1.** Suppose $W$ is a $kG$-module with character $\theta$. If $\chi$ is an irreducible character of $G$ with values in $k$, then $m_\chi$ divides $(\theta, \chi)$.

This has the following easy consequence:

**Lemma 3.2.** Let $N$ be a subgroup of index 2 in the finite group $G$. Let $k$ be a subfield of $\mathbb{C}$. Let $V$ be an irreducible $\mathbb{C}N$-module with character $\chi$ having values in $k$. Set $W = V^G_N$.

1. If each irreducible constituent of $W$ is defined over $k$, then $V$ is defined over $k$.
2. If $V$ is defined over $k$ and each irreducible constituent of $W$ has character values in $k$, then they are defined over $k$.

**Proof.** The key point is that $W$ is multiplicity free. Indeed, by Frobenius reciprocity, either $W$ is irreducible and $W^G_N$ is a direct sum of two non-isomorphic modules ($V$ and $V^x$ for $x \in G \setminus N$) or $W$ is the direct sum of two non-isomorphic $G$-modules which are isomorphic as $N$-modules.

1. If $W$ is not irreducible and is defined over $k$, then each constituent is isomorphic to $V$ as an $N$-module, whence $V$ is defined over $k$.

If $W$ is irreducible, then by Frobenius reciprocity, $1 = (\chi^G_N, \chi^G_N)_G = (\chi, \chi^G_N)$. Thus, the previous result implies that $m_\chi = 1$, as required.

2. If $W$ is irreducible, then since it is induced from a module defined over $k$, it is defined over $k$. If $W$ is not irreducible, then it is the sum of two non-isomorphic irreducible modules each with character in $k$. By the previous result, the Schur index of each constituent is 1, whence they are each defined over $k$. □

An immediate consequence is the following:

**Corollary 3.3.** Let $N$ be a subgroup of index 2 in the finite group $G$. Let $k$ be a field of characteristic 0. Suppose that all characters of $N$ and $G$ are defined over $k$. Then $k$ is a splitting field for $N$ if and only if it is a splitting field for $G$.

Let $C$ be a subgroup of index 2 in the finite group $N$. Pick $x \in N \setminus C$ and assume that $x$ inverts all conjugacy classes of $C$. We consider two conditions:

DC1 If $V$ is an irreducible $C$-module with $\nu(V) = 0$, then $V^C_N$ is irreducible with $\nu(V^C_N) = +1$. Moreover, if $\nu(V) = \pm 1$, then $V$ has two (distinct) extensions to $N$, both with Schur indicator $+1$ if $\nu(V) = +1$ and 0 if $\nu(V) = -1$ (this can be summarized by saying that $\nu(V^C_N) - \nu(V_C) = +1$ for all irreducible $C$-modules).

DC2 $\nu(W) = +1$ for all irreducible $N$-modules.

It is an easy exercise to show that DC2 implies DC1. We show that these properties behave nicely with respect to direct product.
Lemma 3.4. Let \(N_i, 1 \leq i \leq t\), be finite groups with subgroups \(C_i\) of index 2. Fix \(x_i \in N_i \setminus C_i\). Assume that \(x_i\) inverts all conjugacy classes of \(C_i\). Let \(N = N_1 \times \ldots \times N_t\) and \(C = C_1 \times \ldots \times C_t\). Set \(H = \langle C, x \rangle\) where \(x = x_1 \cdots x_t\).

1. \(x\) inverts all conjugacy classes in \(C\).
2. If \(C_i < N_i\) satisfies DC1 or DC2 for each \(i\), then so does \(C < H\).

Proof. The first statement is clear. This shows that if \(V\) is an irreducible \(C\)-module and is not self dual, then \(V^* \cong V^*\) is not isomorphic to \(V\).

We now prove (2). By induction, we may reduce to the case that \(t = 2\). If \(\nu(W) = +1\) for all irreducible \(N_i\)-modules (i.e. DC2 holds), then by Corollary 3.3 it suffices to show that all characters of \(H\) are real valued. Clearly, every element of \(C\) is conjugate to its inverse in \(H\). Suppose that \(y := (y_1, y_2) \in H\) and \(y_i\) is not in \(C_i\). Then \(y_i\) is conjugate to its inverse via an element of \(C_i\), since all representations of \(N_i\) are self dual. Then \(y^g = y^{-1}\) for some \(g \in C\), whence \(y\) is conjugate to its inverse in \(H\).

We now show that DC1 extends as well.

Suppose that \(V\) is an irreducible \(C\)-module. Write \(V = V_1 \otimes V_2\). So \(\nu(V) = \nu(V_1)\nu(V_2)\).

If \(\nu(V_1) = \nu(V_2) = 1\), then both \(V_i\) extend to irreducible \(N_i\)-modules all with Schur indicator \(+1\), and so the same is true for each constituent of \(V_i^H\).

If \(\nu(V_1) = \nu(V_2) = -1\), then \(\nu(V) = +1\), and so \(\nu(V)\) is defined over \(\mathbb{R}\). By hypothesis, \(U_i := V_i^C\) is a direct sum of two irreducible modules which are not self dual for \(N_i\). Let \(X_i\) and \(Y_i\) be the two irreducible constituents. Since \(U_i\) is self dual, \(Y_i = X_i^*\), and since the character of \(U_i\) vanishes outside \(C_i\), it follows that the character of \(X_i\) (and of \(Y_i\)) is purely imaginary on \(N_i \setminus C_i\). Thus, the character of \(X_i\) on \(H\) is real valued. By Lemma 3.2 this implies that both \(X_i\) and \(Y_i\) are defined over \(\mathbb{R}\).

If \(\nu(V_1) = -\nu(V_2) \neq 0\), then \(\nu(V) = -1\), and we need to show that an extension of \(V\) to \(H\) is not self dual. Assume that \(\nu(V_1) = -1\). Then we can choose \(c_i \in C_i\) such that the character of \(x_i c_i\) is non-zero and purely imaginary for \(i = 1\) and real for \(i = 2\) (the character cannot vanish outside \(C_i\) by Frobenius reciprocity). Then the character value of \((c_1 x_1, c_2 x_2)\) on any extension of \(V\) is purely imaginary and non-zero (being the product of the character values for the extensions of \(V_1\) and \(V_2\)), as required.

So we may assume that \(\nu(V) = \nu(V_1) = 0\). Then \(W := V_i^H\) is irreducible and self dual. By hypothesis, \(W_i^N = V_i^C\). So \(U_1\) is irreducible as an \(N_1\)-module and \(\nu(U_1) = 1\). Note that \(C_i\) has a 1-dimensional fixed space on both \(\text{Sym}^2(U_1)\) and \(\Lambda^2(U_1)\) and that \(H\) is trivial on \(\text{Sym}^2(U_1)\) and \(x_1\) acts as \(-1\) on \(\Lambda^2(U_1)\).

Note that \(W_i^N = V_i^N = U_1 \otimes U_2\). If \(\nu(V_2) \geq 0\), then each constituent of \(U_2\) has Schur indicator \(+1\), and so \(W_i^N\) is defined over \(\mathbb{R}\), whence by Lemma 3.2 \(W\) is.

Suppose that \(\nu(V_2) = -1\). Then \(C_2\) has a fixed point on \(\Lambda^2(V_2)\). Now \(V_2\) can be viewed as a non-self dual module for \(N_2\) (in two distinct ways) and \(W = U_1 \otimes V_2\). Thus, \(x_2\) acts on \(\Lambda^2(V_2)\) by \(-1\). So we see that \(x\) has a fixed point on \(\Lambda^2(U_1) \otimes \Lambda^2(V_2) \leq \text{Sym}^2(U_1 \otimes V_2)\). Thus, \(\nu(W) = +1\), as required. \(\square\)

4. Some reductions

Let \(G\) be a finite group, and consider the following three properties of \(G\):

(R1) Each irreducible \(D(G)\)-module has Schur indicator \(\pm 1\);
Each irreducible $D(G)$-module has Schur indicator +1;

Each irreducible $D(G)$-module has Schur indicator +1, and for each $g \in G$, every $N_g$-module has Schur indicator +1.

It is clear that (R3) implies (R2) implies (R1). None of the implications can be reversed. For example, $G = Q_8$ satisfies (R1) but not (R2). The Weyl groups of types $F_4$, $E_6$, $E_7$, $E_8$ and the real reflection group $H_4$ satisfy (R2) but not (R3); this can be seen using Magma. We will see that the classical Weyl groups do satisfy (R3).

We describe the groups $G$ for which $D(G)$ satisfies (R3) using Proposition 2.10.

Lemma 4.1. Let $G$ be a finite group. Then $D(G)$ (over $\mathbb{C}$) satisfies (R3) if and only if for each $g \in G$, $\nu(V) = +1$ for all irreducible $N_g$-modules $V$, and if $x \in G$ inverts $g$, then $x$ inverts all $C_g$-conjugacy classes.

We first note:

Lemma 4.2. Suppose that $G = N \rtimes H$, a semidirect product of a normal subgroup $N$ and a complement $H$. If $G$ satisfies (R$i$) with $1 \leq i \leq 3$, then so does $H$.

Proof. Let $h \in H$. Then $C_H(h)$ is a homomorphic image of $C_N$ and similarly for $N_h$. Thus, the modules considered in computing the Schur indicators have already arisen in the computation for $G$. □

Proposition 4.3. Let $G$ be a finite group. Assume that $G$ is a direct product of groups $G_j$. Then for each $i$, $G$ satisfies (R$i$) if and only if each $G_j$ does.

Proof. It suffices to consider a direct product of 2 groups. The previous lemma implies the forward implication. So assume that each direct factor satisfies (R1).

So assume that $G = A \times B$ and $g = (a, b)$. Then $C_g = C_a \times C_b$, and we can take $t = (u, v)$ inverting $g$. Then $t$ clearly inverts every class of $C_g$. This shows that (R1) holds, using Corollary 2.12. So we are in the case of (R2) or (R3). Moreover, every $D(G)$-module has a non-zero Schur indicator (since the result holds for (R1)).

If $g^2 = 1$, then since $C_g$ is a direct product, the result is clear.

So we may assume that $a^2 \neq 1$. Let $V$ be an irreducible $C_g$ module. So $V = V_A \otimes V_B$, where $V_A$ and $V_B$ are irreducible $C_a$ and $C_b$-modules, respectively. If $b^2 = 1$, then $N_g = N_a \times C_b = N_a \times N_b$ and all irreducible modules are tensor products. Since $B$ satisfies (R2), all Schur indices of $C_b$-modules are +1. Since $A$ satisfies (R2) or (R3), it is trivial to see that all Schur indices for the $H$-modules occurring are +1 and that moreover if (R3) holds for $A$ and $B$, then every $N_g$-module is real.

So we may assume that $a^2 \neq 1 \neq b^2$. Let $N = N_a \times N_b$. Now the result follows by Lemma 3.3 □

We end this section by showing that being totally orthogonal in characteristic zero implies the same result for odd characteristic. Let $k$ be an algebraically closed field of odd characteristic. A result of Thompson [29] asserts that if $V$ is an irreducible $kG$-module of a non-zero Schur indicator, then $V$ is a composition factor (of odd multiplicity) in the reduction mod $p$ of an irreducible $CG$-module with the same Schur indicator as $V$.

Theorem 4.4. Let $G$ be a finite group. Let $k$ be an algebraically closed field of odd characteristic.
(1) If all irreducible $\mathbb{C}G$-modules have Schur indicator $+1$, the same is true for all irreducible $kG$-modules.

(2) If all irreducible $\mathbb{C}G$-modules have Schur indicator at least $0$, the same is true for all irreducible $kG$-modules.

(3) If all irreducible $\mathbb{C}G$-modules are self dual, the same is true for all irreducible $kG$-modules.

Proof. (3) is clear since the hypothesis implies all elements of $g$ are conjugate to their inverse.

Now consider (2). By the result of Thompson mentioned above, there are no irreducible $kG$-modules $V$ with $\nu(V) = -1$. So (2) follows immediately.

Now (1) follows by (2) and (3). \qed

We use the previous result to show that $D(G)$ being totally orthogonal in characteristic zero implies the same result for odd positive characteristic.

Corollary 4.5. Let $G$ be a finite group and $k$ an algebraically closed field of odd characteristic $p$. Let $D(G)$ denote the Drinfel’d double of $G$ over $\mathbb{C}$ and $D_k(G)$ the Drinfel’d double of $G$ over $k$.

(1) If $D(G)$ is totally orthogonal, then so is $D_k(G)$.

(2) If $D(G)$ satisfies (R3), then does $D_k(G)$.

(3) If $D(G)$ satisfies (R1), then does $D_k(G)$.

Proof. Assume that $D(G)$ is totally orthogonal. Note that this implies $G$ is totally orthogonal. In particular, every element is conjugate to its inverse. Fix $g \in G$.

If $g^2 = 1$, then $C_g$ is totally orthogonal in characteristic $0$ and so by the previous result also over $k$.

Suppose that $g^2 \neq 1$. Then, as noted above, $[N_g : C_g] = 2$ and $x \in N_g \setminus C_g$ implies that $x$ inverts all conjugacy classes of $C_g$ (by the assumption for characteristic $0$) and so $V^* \cong V$ for all irreducible $kC_g$-modules $V$.

Let $V$ be an irreducible $kC_g$-module.

If $V$ is not self dual, then $W := V_{C_g}^{N_g}$ is self dual for $N_g$ and $\nu(V) = \nu(W)$. We claim that $\nu(W) = 1$.

By Thompson’s result, $W$ is contained in the reduction of an irreducible $\mathbb{C}N_g$-module $U$ with $\nu(U) = \nu(W)$ and the multiplicity of $W$ in the reduction of $U$ is odd. Suppose that $U$ is irreducible as a $C_g$-module. Since $D(G)$ is totally orthogonal, it follows that $1 = \nu(U_{C_g}^{N_g}) - \nu(U_{C_g}) = \nu(U_{C_g}) = \nu(U_{N_g}) = 1$. Since $\nu(U_{N_g}) = \nu(W)$, the claim holds in this case.

If $U$ is not irreducible as a $C_g$-module, then $U = Y_{C_g}^{N_g}$ for some irreducible $C_g$-module $Y$. Then, $V$ is a constituent of the reduction of $Y$ of odd multiplicity. So if $Y$ is self dual, it follow that $V$ is, a contradiction. Thus, $V$ is not self dual and so $D(G)$ totally orthogonal implies that $\nu(W) = 1$.

Suppose that $V$ is self dual and so $\nu(V) \neq 0$. Let $W$ be an irreducible $\mathbb{C}C_g$-module with $\nu(W) = \nu(V)$ such that $V$ occurs with odd multiplicity in the reduction of $W$. Then $W$ can be viewed as an $N$-module. Since $D(G)$ is totally orthogonal, either $\nu(W) = 1$ both as an $N_g$ and $C_g$-module or $\nu(W) = -1$ as a $C_g$-module and $\nu(W) = 0$ as an $N_g$-module.

First suppose that $\nu(W) = +1$ (and so also for $N_g$). The reduction of $W$ has one of the extensions of $V$ occurring with odd multiplicity (since this is true of $V$ in the reduction of $W$ as a $C_g$-module). Since $W$ is self dual, the composition factors
in the reduction must be closed under duals, whence the $N_g$-module $V$ must be self dual and therefore must satisfy $\nu(V) = +1$.

Suppose that $\nu(V) = -1$. Since $\nu(U) \neq -1$ for any irreducible $CN_g$-module, by Thompson’s result, $\nu(V) \neq -1$ as a $kN_g$-module, whence $\nu(V) = 0$.

We have now shown that the necessary (and sufficient) conditions for $D(G)$ to be totally orthogonal over $k$ are satisfied.

If in addition, $D(G)$ satisfies (R3), we only need to verify that $kN_g$ is totally orthogonal, but this is Theorem 4.4.

The proof for (R1) is analogous, and we leave this as an exercise to the reader (this is not used in the sequel). □

5. ABELIAN SUBGROUPS OF REAL REFLECTION GROUPS

We now prove Theorem 1.2 for the classical Weyl groups. This also proves that every irreducible representation of $C_g$ is self dual, but we will prove more later. In fact, we prove a stronger result. We first consider the case of symmetric and alternating groups.

**Lemma 5.1.** Let $W = \text{Sym}_n$ and let $J$ be an abelian subgroup of $W$. Let $r$ be an integer prime to $|J|$. Then there exists $x \in W$ such that $x^{-1}yx = y^r$ for all $y \in J$. Moreover,

1. If $r = -1$, then we can choose $x$ to be an involution.
2. If all non-trivial orbits of $J$ have even size, then we can choose $x \in \text{Alt}_n$.
3. If $r = -1$ and all non-trivial orbits of $J$ have even size, we can choose $x$ to be an involution in $\text{Alt}_n$.

**Proof.** We prove the first statement. By induction, it suffices to assume that $J$ is transitive and so acts regularly and has order $n$. Let $X = \text{Aut}(J)$. Note that $H := J.X$ embeds in $\text{Sym}_n$ by letting $H$ act on the cosets of $X$. Then $J$ maps onto a transitive abelian subgroup of $\text{Sym}_n$, and the result follows.

If $r = -1$, the same proof shows that $x$ can be chosen to be an involution.

Suppose that all non-trivial orbits of $J$ have even order. By induction, we may reduce to the case that $J$ is transitive of even order. If $J$ is not contained in $\text{Alt}_n$, then we may replace $x$ by $xs$ for some $s \in J$ to allow us to choose $x$ in either coset. So $J \leq \text{Alt}_n$, which implies that the Sylow 2-subgroup of $J$ is not cyclic.

So we can write $J = C \times D \leq S_c \times S_d$ with $C$ and $D$ of even order and $n = cd$. Now choose $x_C$ and $x_D$ acting on $C$ and $D$ respectively in the appropriate manner and take $x = x_Cx_D$. We may assume that $c$ is even, and so by induction $x_C \in A_c$, and so $x_C$ is also in $A_n$. Since $c$ is even, $x_D$ is also in $A_n$ (whether or not $x_D \in A_d$). Thus, $x \in \text{Alt}_n$ as required. Moreover, if $r = -1$, by construction $x^2 = 1$. □

We can now handle the classical Weyl groups.

**Theorem 5.2.** Let $W$ be a Weyl group, $J$ be an abelian subgroup and $r$ be an integer prime to the order of $J$. Then there exists $x \in W$ such that $x^{-1}yx = y^r$ for all $y \in J$. If $r = -1$, then we can choose $x$ to be an involution.

**Proof.** We first note that we may and do assume that $r$ is odd. For if $J$ has even order, then certainly $r$ is odd. If $J$ has odd order, we may replace $r$ by $r + |J|$. The case $W = \text{Sym}_n$ follows by the previous result.

Next we consider $W$ of type $B_n$. Let $W_0 \cong D_n$ be a subgroup of index 2 in $W$. We show that we can take $x \in W_0$ with the appropriate properties.
We can view $W$ as the centralizer of a fixed point free involution $z \in \text{Sym}_{2n}$. Note that $W_0 = W \cap \text{Alt}_{2n}$.

Let $J$ be an abelian subgroup of $W$. There is no harm in assuming that $z \in J$ (and so all orbits of $J$ have even order). The result now follows by the previous result.

By the result for the symmetric group, we can find $x \in \text{Alt}_{2n}$ with $x^{-1}yx = y^r$ for all $y \in J$. In particular, $x$ commutes with $z$ and so $x \in W \cap \text{Alt}_{2n} = W_0$. Moreover, if $r = -1$, we can take $x$ to be an involution in $W_0$. This completes the proof for the classical Weyl groups.

If $W$ is exceptional, then Breuer [3] has used GAP to check that the result holds.

**Corollary 5.3.** Let $E$ be an elementary abelian 2-subgroup of the Weyl group $W$. Then all characters of $C_W(E)$ are rational valued.

**Proof.** Let $g \in C_W(E)$ and let $r$ be an odd integer prime to the order of $g$. Then $J := \langle E, g \rangle$ is abelian, and so there exists $x \in W$ with $xax^{-1} = a^r$ for all $a \in J$. Thus, $x \in C_W(E)$, and so $g$ is conjugate to any power of $g$ prime to its order, whence all characters of $C_W(E)$ are rational valued on $g$. □

For general real reflection groups, we observe:

**Theorem 5.4.** Let $W$ be a finite real reflection group and let $J$ be an abelian subgroup of $W$. There exists an involution in $W$ that inverts $J$.

**Proof.** Clearly, we may assume that $W$ is irreducible. If $W$ is a Weyl group, the result follows by the previous theorem. If $W$ is dihedral or $W \cong H_3 \cong A_5 \times \mathbb{Z}/2$, the result is clear.

The remaining groups are $H_4$, $F_4$, $E_6$, $E_7$ and $E_8$. In these cases, we use computer calculations to verify the result (see [3] for details). □

**Corollary 5.5.** Let $W$ be a real reflection group.

1. If $g^2 = 1$, then every element of $C_g$ is a product of two involutions, and, in particular, all irreducible representations of $C_g$ are self dual.

2. If $g^2 \neq 1$ and $x \in N_g \setminus C_g$, then $x$ inverts all conjugacy classes of $C_g$.

**Proof.** Suppose that $g^2 = 1$ and $y \in C_W(g)$. By the previous result, there exists an involution $x \in C_W(g)$ inverting $y$. Then $y = x(xy)$ is a product of two involutions in $C_W(g)$. This implies that all irreducible representations of $C_W(g)$ are self dual and proves (1).

Fix $x \in N_g$. Let $y \in C_g$. By the previous result, there exists $x' \in N_g$ inverting $y$. Thus, $x' = xc$ with $c \in C_g$. Thus, $y^{-1} = y^{xc}$, and so the $C_g$ conjugacy class of $y^c$ is the $C_g$ conjugacy class of $y^{-1}$, as asserted. □

Using Corollary 5.5, this gives a fairly quick proof that the indicators for the simple modules of the Drinfeld double of a real reflection group are at least non-zero.

We have seen that all characters of $C_W(E)$ are rational valued for $E$ an elementary abelian 2-group of the Weyl group $W$. In fact, it is true that all representations of $C_W(E)$ are defined over $\mathbb{Q}$. We give the proof for the classical Weyl groups below. See [7] for the case of the exceptional Weyl groups.
\textbf{Theorem 5.6.} Let $W$ be either a Weyl group or an alternating group. Let $E$ be an elementary abelian 2-subgroup, and if $W = \text{Alt}_n$ assume that $E$ has no fixed points. Then all representations of $C_W(E)$ are defined over $\mathbb{Q}$.

\textit{Proof.} First suppose that $W = \text{Sym}_n$. If $E = 1$, the result is clear. If $1 \neq x \in E$ has fixed points, then $C_W(E) \leq C_W(x)$ is contained in a direct product of two smaller symmetric groups, so the centralizer will be the direct product of centralizers in these smaller symmetric groups and the result follows by induction. So we may assume that all orbits of $E$ are regular. So $n = mt$, where $m = |E|$ and $t$ is the number of orbits of $E$. Then $C_W(E) \cong E \setminus S_t$. It is straightforward to see that all representations of this group are defined over $\mathbb{Q}$ (see the proof of Lemma 6.1 for a more general result).

Now suppose that $E$ has no fixed points and $W = \text{Alt}_n$. Let $G = \text{Sym}_n$. If $C_W(E) = C_G(E)$, the result follows. Otherwise, $[C_G(E) : C_W(E)] = 2$. By Lemma 5.1, all characters of $C_W(E)$ are rational, and so by Lemma 5.2 and the result for $C_G(E)$, all representations of $C_W(E)$ are defined over $\mathbb{Q}$.

Next suppose that $W$ is a Weyl group of type $B_n$. Then $W$ is the centralizer of a fixed point free involution $z \in G := \text{Sym}_{2n}$. We may as well assume that $z \in E$. Then $C_G(E) = C_W(E)$, and so the result holds.

If $W$ has type $D_n$ and $n$ is odd, then $W \times Z \cong B_n$, where $Z$ is the center of $B_n$ of order 2, and so the result follows by the result for type $B$. If $W$ has type $D_n$ and $n$ is even, then $W$ contains the central involution $z$ of $B_n$ and again we may assume that $z \in E$. Let $H = \text{Alt}_{2n}$. So $W = B_n \cap H$ and $C_W(E) = C_H(E)$, and so the result follows by the result for alternating groups.

If $W$ is exceptional, this is proved in [7]. \hfill \Box

For the other real reflection groups, we know the following:

\textbf{Theorem 5.7.} Let $W$ be a finite real reflection group and $E$ an elementary abelian 2-subgroup of $W$. All representations of $C_W(x)$ are defined over $\mathbb{R}$.

\textit{Proof.} Clearly, we may assume that $W$ is irreducible.

If $W$ is a Weyl group, this follows by the previous result.

If $W$ is an irreducible real reflection group other than a Weyl group, this follows by inspection (these are just dihedral groups, $H_3$ and $H_4$), whence (1) follows. \hfill \Box

6. Some real groups

Recall that a Young subgroup of $S_m$ is the largest subgroup of $S_m$ with a given set of orbits (so of the form of a direct product of symmetric groups of size $m_i$ with $\sum m_i = m$).

\textbf{Lemma 6.1.} Let $A$ be a finite abelian group of exponent $n$ and $m$ a positive integer. Set $B = A^{(m)}$. Let $S_m$ act on $B$ in the obvious way (permuting the $m$ copies of $A$). Let $\tau$ be the involution acting as inversion on $B$. Note that $\tau$ commutes with the action of $S_m$ on $B$. Set $G = B \rtimes (S_m \times \langle \tau \rangle)$ and $G_0 = B \rtimes S_m$. Let $L$ be the real subfield of $K := \mathbb{Q}[\zeta]$, where $\zeta$ is a primitive $n$th root of unity. Then every representation of $G$ is defined over $K$ and every representation of $G_0$ is defined over $L$.

\textit{Proof.} We leave the second statement as an exercise (it is essentially the first case of the proof of the first statement given below).
Let $V$ be an irreducible $G$-module. Let $V_\gamma$ be the $\gamma$ eigenspace for $B$ for some $\gamma \in B^*,$ the dual group of $B,$ and assume that this is non-zero. Then $G$ permutes these eigenspaces and the stabilizer $S$ of this eigenspace satisfies one of the following possibilities:

1. $S = BY$, where $Y$ is a Young subgroup;
2. $\gamma^2 = 1$ (or equivalently, $\gamma = \gamma^*$) and $S = B(Y \times \langle \tau \rangle)$; or
3. $S = B(\langle Y, g\tau \rangle)$, where $g \in S_m$ is an involution and $\gamma^g = \gamma^*.$

The first case is where $\gamma$ and $\gamma^*$ are not in the same orbit under $S_m,$ the third case is where $\gamma \neq \gamma^*$ but $\gamma$ and $\gamma^*$ are distinct but in the same orbit (and we can always choose an involution which takes $\gamma$ to $\gamma^*$) and the second case is where $\gamma$ is self dual.

Consider the first case. Let $U = V_\gamma * V_\gamma = V_\gamma * \tau V_\gamma$. Then the stabilizer of $U$ is $T := B(Y \times \langle \tau \rangle)$. By construction, the image $D$ of $B(\tau)$ acting on $U$ is a dihedral group. Thus, the image of $T$ factors through $D \times Y \times \mathbb{Z}/2$. Since every representation of this group is defined over $L,$ it follows that $U$ is defined over $L$. Since $V$ is induced from $U,$ the same is true for $V$.

The second case is similar. Let $U = V_\gamma$. Thus $S$ acts on $V_\gamma$ as a homomorphic image of $Y \times \mathbb{Z}/2 \times \mathbb{Z}/2$, and the representation is defined over $\mathbb{Q}$.

Next consider the third case. Write $\gamma = (\gamma_1, \ldots, \gamma_m)$. The hypothesis implies that for each $\alpha$ in the dual group $A^*$ of $A,$ the number of $i$ with $\gamma_i = \alpha$ is the same as the number of $i$ with $\gamma_i = \alpha^*$. It follows that $S$ has a normal subgroup that is the direct product of symmetric groups and that $g$ and $\tau$ are commuting involutions with $g\tau$ an involution which either commutes with a direct factor or interchanges two direct factors (depending upon whether the corresponding character is self dual or not).

Let $U = V_\gamma * V_\gamma * \ldots$. The stabilizer of $U$ is $T := \langle S, \tau \rangle$. Note that $g\tau$ commutes with the image of $B$ on $U$ and so $T$ acts on $U$ as a homomorphic image of $D \times (Y, g\tau)$. Thus, it suffices to prove that $\langle Y, g\tau \rangle$ has all representations defined over $F$. Note that $Y$ is a direct product of symmetric groups and $g\tau$ either commutes with a direct factor or interchanges two factors. So $\langle Y, g\tau \rangle$ contains a direct product $Y_1 \times \ldots \times Y_1$, where each $Y_i$ is either a symmetric group or a direct product of two symmetric groups and is contained in a direct product of $Z_i, 1 \leq i \leq t$ where $Z_i \cong Y_i \times \mathbb{Z}/2$ or is a wreath product $U \wr \mathbb{Z}/2$ where $U$ is a symmetric group. Since all representations of $Y_i$ and $Z_i$ are defined over $\mathbb{Q},$ the same is true for $\langle Y, g\tau \rangle$ by Lemma 3.2. This completes the proof.

We will need the following result to deduce the results for Weyl groups of type $D$ from those of type $B$.

**Lemma 6.2.** Let $A$ be a finite cyclic group of even order $r$ and $m$ a positive integer. Set $B = A^{(m)}$. Then $S_m$ acts on $B$ in the obvious way (permuting the $m$ copies of $A$). Let $A^2$ denote the group of squares in $A$. Let $\tau$ be the involution acting as inversion on $B$. Set $G = B \times (S_m \times \langle \tau \rangle)$. Let $B_0$ be the subgroup of $B$ of index 2 that is normal in $G$ (i.e. $B_0 = \{(a_1, \ldots, a_m) \in B | a_1 \cdots a_m \in A^2\}$). Let $G_0 = B_0(S_m \times \langle \tau \rangle)$. Let $L$ be the real subfield of $K := \mathbb{Q}([\tau])$. Then

1. every representation of $B_0 \times S_m$ is defined over $K$;
2. every representation of $G_0$ is defined over $L$; and
3. $\tau$ inverts all conjugacy classes in $B_0 S_m$. 

□
Proof. View $A$ as subgroup of $\text{Sym}_m$ acting semiregularly. Then $B_0 S_m$ is isomorphic to the centralizer of $A$ in $\text{Alt}_m$ and $G$ is the subgroup of $\text{Alt}_m$ consisting of all elements that either centralize $A$ or act as an inversion on $A$. We have already proved (3) in this context.

It is an easy exercise to show that if $r$ is 1 modulo $m$ and relatively prime to the order of an element $g \in BS_m$, then $g^r$ and $g$ are conjugate via $B_0 S_m$ (indeed, this follows by our result for abelian subgroups of the Weyl group of type D).

Using Lemma 3.2 and the previous result implies that $B_0 S_m$ has all representations defined over $K$.

In order to prove the second statement, by Lemma 3.2 and the previous result it suffices to prove that every representation of $G_0$ has character values in $F$. Since all the character values are in $K$ by the previous paragraph, it suffices to show that all character values are real.

Since $\tau$ inverts all conjugacy classes in $B_0 S_m$, we need only show that if $g = b \tau$ with $b \in B_0$ and $s \in S_m$, then $g$ and $g^{-1}$ are conjugate in $G_0$. We prove the formally stronger statement allowing $b \in B$ rather and show $g$ is conjugate to $g^{-1}$ via an element in $G_0$.

By induction on $m$, it suffices to prove this result when $s$ is an $m$-cycle. Note that we can replace $g$ by any $G$-conjugate.

There is no harm in assuming that $s$ is the $m$-cycle $(1 \ 2 \ldots \ m)$. By conjugating by an element of $B$, we may assume that $b = (a_1, \ldots, a_m)$ where $a_i \in A^2$ for $i > 1$. If $a_1 \in A^2$, then $g \in (A^2)^m(S_m \times \langle \tau \rangle)$, and all representations of this group are defined over $K$ by Lemma 6.1. If $a_1$ is not a square in $A$, then $g$ is not in $B_0$. Since $g^x = g^{-1}$ for some $x \in G$, one of $x$ and $gx$ is in $G_0$ and conjugates $g$ to $g^{-1}$. □

7. CLASSICAL WEYL GROUPS

Let $G$ be a classical Weyl group. We prove Theorem 1.1 and (1) of Theorem 1.4 for the classical Weyl groups in this section. By Corollary 1.5 it suffices to work over $\mathbb{C}$.

We have already shown that all Schur indicators for $C_g$ are +1 when $g^2 = 1$ (and all irreducible modules are defined over the prime field).

Now consider $g^2 \neq 1$. We have already shown that if $x \in N_g \setminus C_g$, then $x$ inverts all conjugacy classes of $C_g$. So all that remains to prove is that all Schur indicators are +1 for $N_g$ when $g^2 \neq 1$.

We first handle the case of $\text{Sym}_n$. We prove a slightly more general result. Namely, let $J$ be an abelian subgroup of $\text{Sym}_n$ with centralizer $C$. Let $N = \langle C, \tau \rangle$, where $\tau$ acts as inversion on $C$. If $J$ is elementary abelian, then we have shown that all representations of $C = N$ are defined over $\mathbb{Q}$. So assume that $J$ has an exponent greater than 2. If $J$ has an orbit that is not regular, then $C = C_1 \times \ldots \times C_t$ where $C_i$ is the centralizer of $J$ acting on $\Omega_i$ and $\Omega_i$ is the union of the $J$-orbits with a given point stabilizer. Applying Lemma 3.3 yields the result by induction. So we may assume that all orbits of $J$ are regular. Then $N$ is the group described in Lemma 6.1 and we have seen that all representations are defined over $\mathbb{R}$.

The case where $G$ is of type $B_n$ now follows (for the more general case of abelian subgroups $J$ containing $Z(G)$) since $C$ and $N$ will be contained in $G \leq \text{Sym}_{2n}$.

Finally, consider the case that $G = D_n$. By Lemma 3.2 and the result for $B_n$, it suffices to prove that all irreducible representations of $N_g$ are self dual. It follows by Theorem 1.2 that $y^x$ is conjugate to $y^{-1}$ in $N_g$ for any $y \in C_g$ and any $x \in N_g \setminus C_g$. 

So it suffices to show:

**Lemma 7.1.** Let $W$ be a Weyl group of types $A$, $B$ or $D$. Let $g \in W$ and $h \in N_g \setminus C_g$. Then there exists $x \in N_g$ inverting $h$.

**Proof.** In fact, since we have proved that all representations of $N_g$ have a Schur indicator $+1$ for $W$ of type $A$ and $B$, the result holds in that case. We prove a slightly stronger result for type $B$ that will give the result for type $D$ as well.

Let $W = B_n$. Let $W_0$ be the subgroup of index 2 of type $D$ in $W$. We prove the slightly stronger result that given $h \in N_g \setminus C_g$, there exists $x \in W_0 \cap N_g$. There is also no harm in assuming that $g$ has even order $r$ (for if $g$ has odd order, replace $g$ by $gz$, where $z$ is the central involution of $W$).

Since all representations of $N_g$ are defined over $\mathbb{R}$, it follows that there is some $x \in N_g$ inverting $h$ (indeed, by replacing $x$ by $zh$, we can choose $x \in C_g$). We need to show that we can choose $x \in C_g \cap W_0$.

We induct on $n$. The case $n \leq 3$ is clear. Set $X = \langle g, h \rangle$.

If $C_W(X)$ is not contained in $W_0$, the result follows as well (for choose $w$ in $C_W(X)$ with $w$ not in $W_0$; then either $x \in W_0$ or $xw \in W_0$, and both elements invert $h$).

In particular, if $n$ is odd, the result follows, for then $Z(W)$ is not contained in $W_0$.

We view $W \leq \text{Sym}_{2n}$ centralizing the fixed point free involution $z$. Note that if $X$ is contained in a direct product of subgroups of $W$ of type $B$, the result holds by induction. In particular, this implies that we may assume that $g$ is homogeneous — i.e. viewing $W \leq \text{Sym}_{2n}$, $g$ has all orbits of size $r = 2s$. The number of orbits is $m := n/s$. Similarly, $(g, z)$ has all orbits of the same size $r'$. So either $z$ is a power of $g$ and $r' = r$ or $r' = 2r$.

If $C_W(g) \leq W_0$, then as $g^y = g^{-1}$ for some $y \in W_0$ (since all representations of $W_0$ are real), $N_x \leq W_0$ and $x \in N_g \leq W_0$. This is the case if $r' = 2r$. So we may assume that $r' = r$, i.e. $z$ is a power of $g$.

In this case, $C_g \cong \mathbb{Z}/2s \wr S_m$. It follows that $N_g = A^m \rtimes (S_m \times \langle \tau \rangle)$, where $A$ is cyclic of order $2m$ and $\tau$ inverts $A^4$. By Lemma 6.2 $N_g$ is a real group, and so the conclusion holds. \qed

### 8. General real reflection groups

We have now shown that if $W$ is a Weyl group of classical type and $g \in W$, then:

1. $N_g$ is totally orthogonal for every $g \in W$.
2. Every element of $C_g$ is inverted by an element of $N_g \setminus C_g$.
3. $D(W)$ is totally orthogonal.

It is obvious that all three properties hold for dihedral groups as well. The remaining real reflection groups are $H_3$, $H_4$ and the Weyl groups of type $F_4$, $E_6$, $E_7$ and $E_8$ (see [11]). Since $H_3 = A_5 \times \mathbb{Z}/2$, it is clear that all three conditions hold for $H_3$ as well.

For the remaining 5 groups, we compute using MAGMA or GAP. All the character tables of these groups are in MAGMA (or GAP), and it is straightforward to loop through the irreducible modules $C_g$ and $N_g$ and compute their indicators. We see that over $\mathbb{C}$, $C_g$ is totally orthogonal for $g^2 = 1$ and $\nu(V) \geq 0$ for all irreducible $\mathbb{C}N_g$-modules $V$. 

Using Theorem 2.6 and the character tables for $N_g$, we see that $\nu(\hat{V}) = +1$ for irreducible $D(G)$-modules (over $\mathbb{C}$). By the reduction lemma, this holds for any odd characteristic as well.

We also note for $H_4$ and the Weyl groups of type $E$ and $F$ that $N_g$ need not be totally orthogonal. Indeed, in each case, there is an element $g$ of order 3 such that some irreducible $\mathbb{C}N_g$-module has Schur indicator 0 (but all indicators for $\mathbb{C}N_g$ are non-negative).

This suggests that the method of proof used for the classical Weyl groups will not extend to all Weyl groups. The example in the next section also shows that even being split over $\mathbb{Q}$ does not imply that $D(G)$ cannot have irreducible modules with indicators 0.

We end this section by proving a result which includes Corollary 1.5.

**Theorem 8.1.** Let $G$ be a finite group with Drinfel’d double $D(G)$ (over $\mathbb{C}$). Let $t$ be the number of elements $g \in G$ with $g^2 = 1$. Then

\[ t^2 \leq \sum_{g \in G} \sum_{\chi \in \text{Irr}(C_g)} \chi(1), \]

with equality if and only if $D(G)$ is totally orthogonal.

**Proof.** Let $S$ be the antipode of $D(G)$. Then it follows from [18] that the trace of $S$ on $D(G)$ is the number of pairs $(a, g)$ with $a^2 = 1 = (ag)^2$. It is easy to see that this is $t^2$.

It also follows from [18] that this trace is $\sum_{\nu(W)} \dim W$, where the sum is over all distinct irreducible $D(G)$-modules. Let $\Omega$ be a set of representatives of conjugacy classes of $G$.

It follows from the description of the irreducible $D(G)$-modules; this is

\[ \sum_{g \in \Omega} [G : C_g] \sum_{V \in \text{Irr}(C_g)} \dim V = \sum_{g \in G} \sum_{V \in \text{Irr}(C_g)} \dim V. \]

Thus, the inequality holds with equality precisely when $\nu(W) = +1$ for irreducible $D(G)$-modules.

See [12] for a generalization of this result. \qed

9. An example

We now give an example to show that one cannot extend the main theorem to groups in which all representations are defined over $\mathbb{R}$ (or even $\mathbb{Q}$).

Let $G = \langle x, a, b \mid x^8 = a^2 = b^2 = 1, axa = x^{-1}, bx = x^3 \rangle$.

Note that $G$ has order 32 and is the holomorph of the cyclic group of order 8 (i.e. it is the semidirect product of the cyclic group of order 8 and its automorphism group).

**Lemma 9.1.** All representations of $G$ are defined over $\mathbb{Q}$.

**Proof.** Note that $x^4$ is central in $G$ and $G/\langle x^4 \rangle \cong D_8 \times \mathbb{Z}/2$, where $D_8$ is the dihedral group of order 8. All representations of $D_8$ are easily seen to be defined over $\mathbb{Q}$, hence also those representations of $G$ with $x^4$ acting trivially.

We now construct a faithful 4-dimensional absolutely irreducible representation of $G$ defined over $\mathbb{Q}$. Namely, let $V = \mathbb{Q}(\zeta_8)$, the field generated by the 8th roots of unity over $\mathbb{Q}$. This is a 4-dimensional module over $\mathbb{Q}$; $G$ acts on it by letting $x$ act...
by multiplication by $\zeta_8$ and $\langle a, b \rangle$ by $\text{Gal}(V)$. It is easy to see that these actions give a group isomorphic to $G$.

Now $x$ has 4 distinct eigenvalues in this representation (the primitive 8th roots of 1) and $G$ permutes these transitively. Any submodule must be generated by $\langle x \rangle$-eigenspaces, and therefore is either 0 or contains all the eigenspaces. Thus $V$ is an (absolutely) irreducible 4-dimensional module defined over $\mathbb{Q}$.

Adding the sum of the squares of the degrees, we see that this gives all modules and all are defined over $\mathbb{Q}$. □

Lemma 9.2. Let $g = xa$. Then $g^2 = 1$ and $C_G(g) = \langle x^2ab, g \rangle \cong \mathbb{Z}/4 \times \mathbb{Z}/2$.

Proof. It is straightforward to compute that $g$ is an involution and commutes with $x^2ab$, an element of order 4. Since $C_G(g) \cap \langle x \rangle = \langle x^4 \rangle$, it follows that $|C_G(g)| \leq 8$. Since $C_G(g) \geq \langle x^2ab, g \rangle$, we have equality. □

In particular, we see that for the involution $g$, $C_g$ has two non-self dual representations (this can also be seen using MAGMA). This implies that the Schur indicators for the corresponding modules for $D(G)$ have Schur indicator 0 as well.

So $G$ has all indicators +1, but $D(G)$ has some indicators 0.

**Question.** Can there be negative indicators for $D(G)$ if all representations of $G$ are defined over $\mathbb{R}$ or $\mathbb{Q}$?

See [8, 9, 30] for examples of totally orthogonal groups.
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