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Abstract

Extreme value theory (EVT) is a statistical tool for analysis of extreme events. It has a strong theoretical background, however, we need to choose hyper-parameters to apply EVT. In recent studies of machine learning, techniques of choosing hyper-parameters have been well-studied. In this paper, we propose a new method of choosing hyper-parameters in EVT based on machine learning techniques. We also experiment our method to real-world data and show good usability of our method.
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1 Introduction

Using data in real-world applications has been attracting many people's attentions. Anomaly events, which deviate from normal patterns, naturally arise in real life applications such as network intrusion detection, insurance and finance. Recently, analysis of such events has been getting more important.

In mathematical statistics, EVT is a powerful tool for analysis of anomaly events. For random variables \( \{X_t\} \), which independently and identically distributed with a random variable \( X \), EVT gives properties of statistics such as the maximum \( \max X_t \) and the excess over threshold \( X - u \mid X > u \) (see Section 2 for the details). EVT has a long history of its research, and it has a strong theoretical background (see [3, 10] and references therein). In addition, as we will see in Section 1.1, EVT has been used for real world analysis such as finance, epidemics and meteorology.

In this paper, we focus on the peak over threshold (POT) method, which is one of the methods of extreme value analysis. POT method fits data exceeding over a threshold by the generalized Pareto distribution (GP).

To apply POT method, we need to choose a threshold. Choice of hyper-parameters is a difficult task since we need to take into accounts the factors such as number of sample data, fitness of the theory, accuracy and stability of estimates. In EVT, graphical diagnostics are commonly used for choice of hyper-parameters. However, these methods are subjective and do NOT uniquely determine the values of hyper-parameters. In author’s opinion, these methods have a lot of room of improvement from the viewpoint of practice. In fact, a lot of methods of choosing hyper-parameters have been proposed (see Section 1.1).

Machine learning, which is a branch of artificial intelligence, has lately attracted increasing attention due to its wide applications in many areas. In the context of machine learning, choice of threshold can be regarded as a problem of hyper-parameters. Choice of hyper-parameters is one of the strong assets of machine learning. In this paper, we propose a new method for choice of threshold in EVT based on machine learning.

As we mentioned above, there are a lot of methods of choice of hyper-parameter in EVT. These criteria are based on theory of statistics and explicit formula derived from EVT. In contrast, machine learning enables us to design evaluation indicator more flexibly. As a result, we can easily incorporate factors that we want to take into account for criteria of choice of hyper-parameters, and we can improve methods of choice of hyper-parameter in more practical way. In fact, after reviewing the related works (see Section 1.1) and overviewing EVT (see Section 2), we introduce an evaluation indicator which balances the fitness of EVT and accuracy of estimate. We adopt the value that the indicator attains its minimum as the hyper-parameter. The indicator doesn’t have an analytic representation, however, we can optimize the indicator based on machine learning techniques. Our method automatically and uniquely determine the value of hyper-parameter, which reduce the difficulty of applying EVT.
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We demonstrate our method for both synthetic and real-world data. We show the validity of our method by probability plot, quantile plot, return level plot and density plot (see Section 2.3 for the details).

The features of this paper are the following:

1. Machine learning is one of the fields of data analysis, and there are a lot of research which incorporate theory of statistics and mathematics into research of machine learning. Our method is reverse in the sense that we incorporate machine learning techniques into the theory and improve its usability. In the future, we will be able to feedback our method to the applications of EVT such as [19, 21].

2. We discuss a method of choice of hyper-parameter in EVT. As we will see in Section 1.1, there are a lot of research of choice of hyper-parameter in EVT. However, there is few research based on machine learning.

We organize this paper as follows: After reviewing the related works, we provide an overview of EVT in section 2. In section 3 we describe our method of the choice of hyper-parameter. In section 4 we demonstrate our method with synthetic and real-world data. Finally in section 5 we discuss the results of our method and future works.

1.1 Related work

The study of extreme value theory was initiated after the flood of the North Sea from the night of January 31 to February 1 in 1953, leading to the death of more than 1800 people in the Netherlands alone. After that, the theory of statistics of rare events was extensively studied. Extreme value theory has been used in various applications such as finance [17], appearance of epidemics [5] and climatology [15]. In [3], we can find a lot of examples of real-world applications of EVT. Recently, extreme value theory is also applied to anomaly detection [19, 21, 9], which is extensively studied in the field of machine learning.

In POT method, we fit observation $X_1, \ldots, X_n$ over a threshold $u$ by GPD. We need to choose a hyper-parameter $u$ to apply POT method. Many procedures for hyper-parameter selection have been proposed. We briefly review these methods in this section. For more details, see the review papers [20, 4, 16].

Rules of thumbs include selecting the top 10% of the data [8] and top square root [11]. Such methods are often employed even though they are inappropriate from the viewpoint of theory. Graphical diagnostics are also popular for selection of hyper-parameter [3]. This category is based on the fact that the mean of excesses $E[X - u \mid X > u]$ linearly depends on $u$. As mentioned in [20, 2], a key drawback with these approaches is that such methods are subjective and are difficult to apply consistently.

A different category of methods is based on goodness-of-fit test [7, 6, 2]. The methods in this category select the hyper-parameter as the lowest value above which the EVT provides adequate fit to the excess over the value. Hill’s estimator [14] is based on tail index of the Pareto type distribution. In [6], $W^2$ Cramer-von Mises and $A^2$ Anderson-Darling statistics are used for goodness-of-fit test.

We can give other categories for choice of hyper-parameters, such as mixture models, bootstrap and Bayesian inference. To the author’s best knowledge, there are few research from the viewpoint of machine learning. In the following sections, we propose a new method based on machine learning techniques.

2 Brief review of EVT

Extreme value theory focuses on statistics of rare events. In this section, we provide a brief overview of EVT which is necessary for this paper. The main interest of this paper is POT method, however, we provide another popular approach, the block maxima (BM) model, for readers’ convenience. For more details, see [3, 10] and references therein.

2.1 The extreme value distribution

Let $X_t$ $(t = 1, 2, \ldots)$ be an i.i.d. random variables with distribution function $F$. In addition, define $Z_t := \max_{1 \leq s \leq t} X_s$. The Fisher–Tippett–Gnedenko theorem [12, 13] states that there exist sequences $\{a_t\}_{t=1}^\infty$ and $\{b_t\}_{t=1}^\infty$ and a non-degenerated random variable $Z$ such that

$$P \left( \frac{Z_t - b_t}{a_t} \leq x \right) \rightarrow P(Z \leq x) =: G(x).$$
The limit distribution $G(x)$ is called the generalised extreme value distribution and is given by

$$G(x) = \exp\left\{ - \left[ 1 + \frac{x - \mu}{\sigma} \right]^{-1/\xi} \right\}, \quad \mu \in \mathbb{R}, \sigma > 0, \xi \in \mathbb{R}. \quad (2.1)$$

There is another important distribution, which is called the generalized Pareto (GP) distribution, in EVT. The statistics of exceeding data over a threshold $u$ is of interest. The Pickands–Balkema–de Haan theorem [1, 18] states that

$$\bar{F}_u(x) = P(X - u > x \mid X > u) \sim \left( 1 + \frac{\gamma x}{\sigma(t)} \right)^{-1/\gamma}$$

for sufficient large $u$.

The limit distribution above is called the GP distribution and is given by

$$H(y) = H_{\xi} \left( \frac{y}{\sigma} \right) = \begin{cases} 
1 - \left( 1 + \frac{\xi y}{\sigma} \right)^{-1/\xi}, & \xi \neq 0, \\
1 - \exp\left( -\frac{y}{\sigma} \right), & \xi = 0,
\end{cases}$$

So, the probability law of $X - u \mid X > u$ can be approximated by (GP) for sufficiently large $u$.

### 2.2 Block Maxima and Peaks Over Threshold methods

In analysis using extreme value theory, the following two models are mainly used: BM and POT methods. In this section, we briefly overview the two approaches.

**The BM method**

The BM approach consists of dividing the observation period into $k$ blocks of each length $m$ and restricts attention to the maximum observation in each block. More specifically, we define

$$Y_i = \max_{(i-1)m < j \leq im} X_j$$

If $m$ is sufficiently large, then the distribution of $Y_i, (i = 1, 2, \ldots)$ can be approximated by the GEV distribution. We can estimate the parameters $\mu, \sigma, \xi$ in the GEV distribution by the maximal likelihood estimation. The log-likelihood function is given by

$$\ell(\mu, \sigma, \xi) = -n \log \sigma - (1/\xi + 1) \sum_{i=1}^{n} \log \left[ 1 + \xi \left( \frac{y_i - \mu}{\sigma} \right) \right] - \sum_{i=1}^{n} \left[ 1 + \xi \left( \frac{y_i - \mu}{\sigma} \right) \right]^{-1/\xi}$$

provided $\xi \neq 0$ and $1 + \xi (z_i - \mu) / \sigma > 0$ ($i = 1, 2, \ldots, n$), and

$$\ell(\mu, \sigma, 0) = -n \log \sigma - \sum_{i=1}^{n} \left( \frac{y_i - \mu}{\sigma} \right) - \sum_{i=1}^{n} \exp\left[ - \left( \frac{y_i - \mu}{\sigma} \right) \right].$$

The maximal likelihood estimators $\hat{\mu}, \hat{\sigma}, \hat{\xi}$ are given by

$$\hat{\mu}, \hat{\sigma}, \hat{\xi} = \arg \max_{\mu, \sigma, \xi} \ell(\mu, \sigma, \xi).$$

**The POT approach**

In the POT method, the excess data over a threshold $u$ is of interest. Let denote by $\{y_1, y_2, \ldots, y_m\}$ the set of excesses over the threshold $u$. If $u$ is sufficiently large, then the distribution of $\{y_1, y_2, \ldots, y_m\}$ can be approximated by the GP distribution.

The log-likelihood of GP model is given by

$$\ell(\xi, \sigma) = \begin{cases} 
-n \log \sigma - (1/\xi + 1) \sum_{i=1}^{n} \log (1 + \xi y_i / \sigma) & \text{if } \xi \neq 0 \text{ and } 1 + \xi y_i / \sigma > 0, \quad i = 1, 2, \ldots, n, \\
-n \log \sigma - \frac{1}{\sigma} \sum_{i=1}^{n} y_i & \text{if } \xi = 0.
\end{cases}$$

The maximal likelihood estimators $\hat{\sigma}, \hat{\xi}$ are given by

$$\hat{\xi}, \hat{\sigma} = \arg \max_{\xi, \sigma} \ell(\xi, \sigma).$$
2.3 Model checking of POT method

From now on, we focus only on POT method. To evaluate the fitness, the following four plots are often used: probability plots, quantile plots, return level plots and density plots (see Figures 5 and 8).

Let \( y_1 \leq \cdots \leq y_k \) be the excesses over a threshold \( u \) and \( \hat{\sigma}, \hat{\xi} \) be the parameters of GP distribution estimated by the excesses. The probability plot consists of the pairs

\[
\left\{ \left( \frac{i}{k+1}, \hat{H}(y_i) \right) : i = 1, \ldots, k \right\}, \quad \text{where} \quad \hat{H}(y) = 1 - \left( 1 + \frac{y}{\hat{\sigma}} \right)^{-1/\hat{\xi}}.
\]

Similarly, the quantile plot consists of the pairs

\[
\left\{ \left( \hat{H}^{-1}\left( \frac{i}{k+1} \right), y_i \right) : i = 1, \ldots, k \right\}, \quad \text{where} \quad \hat{H}^{-1}(y) = u + \hat{\sigma} \left[ \frac{y^\hat{\xi} - 1}{\hat{\xi}} \right].
\]

Both the probability and quantile plots should consist of points that are approximately linear if the POT method fits properly.

A return level plot consists of the pair \( \{(m, \hat{x}_m)\} \), where

\[
\hat{x}_m = u + \frac{\hat{\sigma}}{\hat{\xi}} \left( \frac{m\hat{u}}{\hat{\xi}} \right)^{\hat{\xi} - 1}
\]

and \( \hat{\xi} \) is the ratio of the number of excesses over the threshold \( u \) to the total number of samples.

A density plot compares the density function of GP distribution and histogram of excesses over a threshold.

2.4 Choice of threshold

To apply POT method, we need to choose a threshold \( u \), which is a hyper-parameter of POT model. In EVT, there are two main criteria for the choice of threshold \( u \).

The mean excess plot

Let \( x_1, x_2, \ldots, x_{n_u} \) be sample data over a threshold \( u \). The mean excess plot consists of the pair

\[
\left\{ \left( u, \frac{1}{n_u} \sum_{i=1}^{n_u} (x_i - u) \right) : u < x_{\text{max}} \right\},
\]

The mean excess plot should be approximately linear in \( u \) in a range where the generalized Pareto distribution approximate the excess distribution. We choose the value of threshold as the highest of \( u \) which the mean excess plot is linear.

Stability of \( \hat{\xi} \) and \( \hat{\sigma} \)

Another criterion for the choice of threshold is stability of estimate. Denoting by \( \hat{\xi} \) and \( \hat{\sigma} \) the MLE of the parameters \( \xi \) and \( \sigma \) of GP distribution respectively, both \( \hat{\xi} \) and \( \hat{\sigma}_* = \hat{\sigma} - u\hat{\xi} \) against \( u \) should be constants. So, plotting both \( \hat{\xi} \) and \( \hat{\sigma}_* \) together with confidence intervals for each of these quantities, and selecting the threshold \( u \) as the estimates remain near-constant.

Limitation of the above approaches

As we discussed in Section 2, the above graphical diagnostics are subjective and do NOT uniquely determine the value of hyper-parameter. In the the following sections, we describe our method of choice of the threshold \( u \).

3 Methodologies

In this section, we describe our new method for the choice of threshold \( u \).
3.1 Kernel density estimation (KDE)

KDE is a non-parametric method of estimating the underlying probability density function of a dataset. Let \( \{x_i\}_{i=1}^N \) be a data driven by an unknown probability density function \( p(x) \). Then, KDE at a point \( y \) is given by

\[
\rho_K(y) = \sum_{i=1}^N K(y - x_i; h)
\]

where \( K \) is a non-negative function which satisfies the following:

\[
\int K(x)dx = 1, \quad \int xK(x)dx = 0, \quad \int x^2K(x) > 0
\]

The function \( K \) above is called the kernel function. We adopt the Gaussian kernel, which is given by

\[
K(x) = \frac{1}{\sqrt{2\pi}} \exp\left(-\frac{x^2}{2}\right).
\]

In this paper, we use KDE to estimate GP distribution, which has a discontinuous point at \( x = 0 \). We employ the following modified KDE to enhance the approximation of KDE:

\[
\tilde{\rho}_K(y) := \frac{\rho_K(y - \epsilon)}{\int_{y>\epsilon} \rho_K(y - \epsilon)dy},
\]

where \( \epsilon > 0 \) is a sufficiently small positive constant.

3.2 Score

Before moving on the details, we give an intuition behind our method.

Fig[1] are illustrations of time series generated by i.i.d. Gaussian distribution with different values of threshold. We estimate the probability distribution of excesses over threshold by MLE and KDE.

In the leftmost case, the threshold \( u \) is too large, and the number of excesses is NOT sufficient to estimate the probability law. Hence, the results of MLE and KDE are different from one another. In contrast, in the middle case, the number of excesses is sufficient for both MLE and KDE, and hence the results of MLE and KDE are similar to each other. In the rightmost case, the threshold \( u \) is too small, and the excesses over the threshold do NOT fit to the GP distribution. As a result, the distribution estimated by MLE and KDE are different from one another again.
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**Figure 1:** Illustrations of choice of thresholds

From the above observation, the difference of the probability distribution estimated by MLE and KDE would correspond to the fitness of the threshold. Based on this idea, we introduce a new score

\[
\text{Score}(u) = \text{Score}(u; \{x_i\}_{i=1}^N) = C\|\hat{p}_{kde}(\cdot) - \hat{p}_{mle}(\cdot)\|_1,
\]

denoting by \( C \) a positive constant, by \( \hat{p}_{mle} \) and \( \hat{p}_{kde} \) the probability density function estimated by MLE and KDE respectively, and by \( \| \cdot \|_1 \) \( L^1 \) norm. The score defined in (3.1) measures the difference between \( \hat{p}_{mle} \) and \( \hat{p}_{kde} \), and we would like to choose the threshold in the way that \( \text{Score}(u) \) is as small as possible. We optimize \( \text{Score}(u) \) by Bayesian optimization, which is one of the popular method in machine learning.
3.3 Bayesian optimization (BO)

BO is one of the machine-learning-based optimization methods to solve optimization problem. We adopt the value which Score($u$) attains minimum

$$\min_{u \in \mathcal{A}} \text{Score}(u).$$

(3.2)

We determine the search range $\mathcal{A}$ in (3.2) with the methods in Section 2.4, namely, we use the two criteria, linearity of mean excess plots and stability of $\hat{\xi}$ and $\hat{\sigma}$, to determine the domain $\mathcal{A}$.

The reasons of employing BO are listed below:

1. By definition, we cannot give an analytic expression of the Score.
2. By (1), we observe only the value of Score and no first- or second-order derivatives, which are necessary for conventional optimization algorithms.
3. The objective function Score is continuous.
4. Evaluating objective function Score is computation-cost-consuming, since we need to solve an optimization problem to compute $\hat{p}_{mle}$ for each step.

For the above reasons, BO is a better method than other optimization methods.

3.4 Summary of our method

Now, we summarize our method in Algorithm 1.

---

**Algorithm 1** Choice of threshold $u$ of POT approach

**Input:** A time series $\{x_t\}_{t=1}^T$.

**Output:** A threshold $u$.

1. Set a search range of threshold $u$ by the excess plot and stability of $\hat{\xi}$ and $\hat{\sigma}$.
2. Choose initial points $\{u_i\}_{i=1}^K$ and evaluate Score.
3. for $j = 1$ to $L$ do
4. Apply GPR for $\{(u_t, \text{Score}(u_t))\}_{t=1}^{K+j-1}$.
5. Determine the next search point $u_j$ based on EI.
6. Compute Score at $u_j$.
7. end for
8. return $\arg \min_u \text{Score}(u)$.

---

4 Numerical study

In this section, we demonstrate our algorithms using both synthetic and real-world data. The source codes are implemented by Python3.
4.1 Synthetic data

We first show the results of our methods with synthetic data. We use three type of synthetic data; 1. generated with Gaussian distribution, 2. generated with Gamma distribution and 3. AR model.

Time series generated by Gaussian distribution

In this experiment, we generate a time series with Gaussian distribution with time length $T = 10000$. We first select the search range of a threshold with the mean excess plots and the plots of $\hat{\xi}, \hat{\sigma}^{\ast}$. Figure 3 shows illustrations of the mean excess plots and the plots of $\hat{\xi}, \hat{\sigma}^{\ast}$.

From the viewpoints of linearity of the mean excess plot and stability of $\hat{\xi}$ and $\hat{\sigma}^{\ast}$, we select the search range of threshold $u$ as (1.5, 4.0). The following figures demonstrate a result of BO (in case of $N(0, 3)$).

Time series generated by Gamma distribution

Similarly as the case of Gaussian distribution, we demonstrate our approach for time series generated by Gamma distribution.

We first select the search range of a threshold with the mean excess plots and the plots of $\hat{\xi}, \hat{\sigma}^{\ast}$ (see Fig 6). We select the search range of threshold $u$ based on linearity of the mean excess plot and stability of $\hat{\xi}$ and $\hat{\sigma}^{\ast}$. Then, we apply BO and search the value of threshold. Figures 7 and 8 illustrate the result of BO and fitness to GP model described in Section 2.3. We can confirm both probability and quantile plots are linear, return level plots lie in 95 % confidence bounds and density plot approximate the excess data, and hence the model is fitted to the GP model properly.

The results of threshold, $\hat{\xi}$ and $\hat{\sigma}$ are summarized in Table 1.
Figure 5: Illustrations of probability plot, quantile plot, return level plot and density plot for the $u$ selected above.

Table 1: Results of BO for time series generated by Gaussian distribution

| Probability      | domain (of BO) | Trial | threshold | $\hat{\xi}$ | $\hat{\sigma}$ |
|------------------|----------------|-------|------------|--------------|----------------|
| $N(0,1)$         | (1.0,2.5)     | 1     | 1.198      | -0.0921      | 0.5332         |
|                  |                | 2     | 1.027      | -0.1502      | 0.5768         |
|                  |                | 3     | 1.026      | -0.1749      | 0.6037         |
| $N(0,3)$         | (1.5,4.0)     | 1     | 2.800      | -0.1504      | 1.8072         |
|                  |                | 2     | 2.894      | -0.1624      | 1.8980         |
|                  |                | 3     | 2.321      | -0.2167      | 2.0609         |
| $N(3,1)$         | (4.0,5.5)     | 1     | 4.008      | -0.1317      | 0.5711         |
|                  |                | 2     | 4.360      | -0.1052      | 0.4983         |
|                  |                | 3     | 4.015      | -0.1902      | 0.6033         |

Figure 6: Illustration of the mean excess plot, $\hat{\xi}$ and $\hat{\sigma}^*$ for a time series generated with gamma distribution.
Figure 7: Illustration of BO (left) and a choice of threshold (right). We choose the threshold $u$ as it attains the minimum of score($u$).

Figure 8: Illustrations of probability plot, quantile plot, return level plot and density plot for the $u$ selected above.

Table 2: Results of BO for time series generated by gamma distribution

| Probability | domain (of BO) | Trial | threshold | $\xi$   | $\sigma$  |
|-------------|----------------|-------|-----------|---------|-----------|
| $\Gamma(2,0)$ | (2.5,5.0)     | 1     | 3.646     | -0.1107 | 1.3753    |
|             |                | 2     | 3.366     | -0.0322 | 1.2305    |
|             |                | 3     | 2.956     | -0.042  | 1.3255    |
| $\Gamma(5,0)$ | (6.0,10.0)    | 1     | 7.379     | -0.0257 | 1.6381    |
|             |                | 2     | 7.404     | -0.085  | 1.7583    |
|             |                | 3     | 7.231     | -0.0988 | 1.7752    |
| $\Gamma(3,2)$ | (4.5,7.5)     | 1     | 5.898     | -0.0418 | 1.4715    |
|             |                | 2     | 6.655     | -0.0505 | 1.4839    |
|             |                | 3     | 7.382     | -0.0556 | 1.4277    |
4.2 Real-world data

In this section, we demonstrate our methods for rainfall data of Japanese cities. The data is available at Japan Meteorological Agency Website.\footnote{https://www.jma.go.jp/jma/index.html} For this demonstration, we use rainfall data of cities in Japan, Tokyo, Osaka and Fukuoka, between January 1st 2000 and December 31th 2019.

Similarly in the previous section, we first select the search range of a threshold. Fig illustrates the mean excess plots and the plots of $\hat{\xi}, \hat{\sigma}^*$.

We select the search range of threshold $u$ based on linearity of the mean excess plot and stability of $\hat{\xi}$ and $\hat{\sigma}^*$. Then, we apply BO and search the value of threshold. Figures 10 and 11 illustrate the result of BO and fitness to GP model described in Section 2.3.

The results of threshold, $\hat{\xi}$ and $\hat{\sigma}$ are summarized in Table 4.2.

| Probability | domain (of BO) | Trial | threshold | $\hat{\xi}$ | $\hat{\sigma}$ |
|-------------|----------------|-------|------------|--------------|----------------|
| Tokyo       | (30,60)        | 1     | 38.373     | 0.1153       | 26.5021        |
|             |                | 2     | 39.093     | 0.1032       | 27.1801        |
|             |                | 3     | 41.157     | 0.0676       | 29.2982        |
| Osaka       | (30,40)        | 1     | 32.001     | 0.1812       | 17.2531        |
|             |                | 2     | 31.524     | 0.1785       | 17.2499        |
|             |                | 3     | 31.300     | 0.1993       | 16.5115        |
| Fukuoka     | (30,50)        | 1     | 46.022     | 0.0154       | 31.1091        |
|             |                | 2     | 46.726     | 0.0257       | 30.5055        |
|             |                | 3     | 44.709     | 0.0125       | 31.2705        |
5 Discussion and future work

This paper has proposed a machine-learning based method for choice of hyper-parameters in EVT. One of the key points of our approach is introducing an additional criterion and determining the value of hyper-parameter based on machine-learning techniques.

In EVT, there are other methods for the analysis of extreme events such as block maxima method, order statistics of extreme value theory and Poisson point process approach. One of the challenging points is that we need to choose discrete hyper-parameters for these approaches whereas the hyper-parameter is continuous in POT method. It is interesting to investigate methods of choice of discrete hyper-parameters.
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