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In this paper we consider classes of nonparametric priors on spaces of distribution functions and cumulative hazard measures that are based on extensions of the neutral to the right (NTR) concept. In particular, spatial neutral to the right processes that extend the NTR concept from priors on the class of distributions on the real line to classes of distributions on general spaces are discussed. Representations of the posterior distribution of the spatial NTR processes are given. A different type of calculus than traditionally employed in the Bayesian literature, based on Poisson process partition calculus methods described in James (2002), is provided which offers a streamlined proof of posterior results for NTR models and its spatial extension. The techniques are applied to progressively more complex models ranging from the complete data case to semiparametric multiplicative intensity models. Refinements are then given which describes the underlying properties of spatial NTR processes analogous to those developed for the Dirichlet process. The analysis yields accessible moment formulae and characterizations of the posterior distribution and relevant marginal distributions. An EPPF formula and additionally a distribution related to the risk and death sets is computed. In the homogeneous case, these distributions turn out to be connected and overlap with recent work on regenerative compositions defined by suitable discretisation of subordinators. The formulae we develop for the marginal distribution of spatial NTR models provide clues on how to sample posterior distributions in complex settings. In addition the spatial NTR is further extended to the mixture model setting which allows for applicability of such processes to much more complex data structures. A description of a species sampling model derived from a spatial NTR model is also given.

1 Introduction

Doksum (1974) considered a nonparametric Bayesian analysis based on the neutral to the right priors. For these priors, if \( P \) is a distribution on the real line, then for each partition \( B_1, \ldots, B_k \) with \( B_j = (s_{j-1}, s_j], j = 1, \ldots, k \), \( s_0 = -\infty, s_k = \infty, s_i < s_j \) for \( i < j \); \( P(B_1), \ldots, P(B_k) \) is such that each \( P(B_i) \) has the same distribution as \( V_i \prod_{j=1}^{i-1} (1 - V_j) \), where \( V_1, V_2, \ldots \) is a collection of independent non-negative random variables. Each choice of distributions for the \( V_i \) gives a new NTR prior. If \( V_i \) is chosen to be a beta variable with parameter \( (\alpha_i, \beta_i) \) and \( \beta_i = \sum_{j=i+1}^{k-1} \alpha_j \), then this gives the Dirichlet process[see Ferguson (1973)] as described in Doksum (1974). The NTR concept allows for flexibility in the choice of prior. Doksum (1974) shows that if \( P \) is a NTR distribution, then the posterior distribution of \( P \) given a sample \( X_1, \ldots, X_n \) is also an NTR. The NTR serves as one of the important classes of models in Bayesian nonparametric statistics. In particular there have been numerous applications to models arising in survival analysis subject to possible right censoring. On the other hand, unlike the Dirichlet process, the larger class of NTR processes have not been used in a wider range of statistical applications. The notions of the Dirichlet and NTR processes are related to the the work of Freedman (1963), Dubins and Freedman (1966) and Fabius (1964). See Doksum (1974) for a comparison of the various notions.

This article discusses a previously unknown extension of NTR processes from the positive real line to spatial NTR proceses on \( S = \mathbb{R}^+ \times X \), for \( X \) an arbitrary Polish space. This construction is originally proposed in the manuscript of James (2002, section 7). Our interest will be on the
posterior analysis of such models under a variety of data structures. Primarily, we are interested in describing the structural features of spatial NTR models, analogous to those for the Dirichlet process, which facilitate their possible usage in more complex settings such as mixture models. The bulk of those results are not known even in the univariate case and are given in section 5. Traditionally, in the univariate case, posterior analysis of NTR models has been formidable. Here, a different type of calculus than traditionally employed in the Bayesian literature, using the Poisson process partition calculus methods discussed in James (2002), is provided which offers a streamlined proof of posterior results for NTR models and its spatial extension to a wide range of data structures. In fact the present work is a refinement and extension of the results given in James (2002, section 7). A general outline is given as follows, Section 2 describes the background for NTR processes and their definition in terms of Lévy Z-processes on $(0, \infty)$ and Lévy cumulative hazards $\Lambda$ with jumps in $[0, 1]$. Here a map between $Z$ and $\Lambda$ is identified and related to a common Poisson random measure. That is to say all relevant processes are functionals of a single Poisson random measure. This formulation represents one of the key elements in the manuscript. As shall be shown, the mapping allows the usage of a Laplace functional change of measure argument which reveals how one easily updates over events such as $\{T > t\}$. Moreover, in terms of posterior analysis, the mapping allows us to discuss $Z$ and $\Lambda$ interchangeably. Section 3 defines a spatial NTR process and a corresponding Lévy cumulative hazard measure. Section 4 describes how the techniques used in James (2002) are applied to progressively more complex models ranging from the complete data case to semiparametric multiplicative intensity models. Section 4.2, describes the relevant results from James (2002). Refinements are then given, for the complete data case, in section 5 which describes the underlying properties of spatial NTR processes analogous to those developed for the Dirichlet process. The analysis yields accessible moment formulae and characterizations of the posterior distribution, such as the prediction rule, and relevant marginal distributions. An EPPF formula and additionally a distribution related to the risk and death sets is computed. These formulae provide clues on how to sample posterior distributions in complex settings. In the homogeneous case, these distributions turn out to be connected to and overlap with recent work by Gnedin and Pitman (2002) on regenerative compositions defined by suitable discretisation of subordinators. We discovered these connections through a mutual exchange of manuscripts in progress. We use some of their results to highlight some interesting spatial NTR processes in section 5. We also note that their work is in a non-Bayesian context, which serves as another nice indication of the richness of NTR models or exponential functionals of subordinators. Our results also have general connections to other related work on exponential functionals of subordinators. In particular, we relate our analysis to the moment formula developed by Carmona, Petit and Yor (1997) and Epifani, Lijoi and Pruenster (2002). In section 6, analysis of the spatial NTR process is further extended to the mixture model setting which allows for applicability of such processes to much more complex data structures. A description of a class of species sampling model derived from a spatial NTR model is also given in section 5. Sections 5 and 6 may be read independently of section 4.3-4.6. Some of the basic elements of this work, also appear in Doksum and James (2003), where an application to Barlow’s total time on test transform is discussed.

2 NTR, Lévy and other processes

Doksum (1974, Theorem 3.1) gives an alternate characterization of NTR processes via positive Lévy processes, $Z$, on $\mathbb{R}^+$ as follows:

$$1 - F(t) = S(t) = e^{-Z(t)}$$

where $S$ denotes the survival distribution associated with $F$, $Z$ is an increasing independent increment process satisfying $Z(0) = 0$ and $\lim_{t \to \infty} Z(t) = \infty$, a.s.. From the proof of Theorem 3.1 in Doksum (1974), it follows that $1 - V_j = e^{-Z(s_j) - Z(s_{j-1})}$, NTR survival processes essentially coincide with the class of exponential functionals, of possibly inhomogeneous, non-negative Lévy processes.
An important special case is when $Z$ is a subordinator, that is a process with homogeneous increments, which is defined in more detail below. Such objects, and more general exponential functionals of Lévy processes, such as Brownian motion, have been extensively studied by probabilists with applications, for instance, to finance. See in particular Bertoin and Yor (2001) and Carmona, Petit and Yor (1997). Noting some of these connections, Epifani, Lijoi and Pruenster (2002) apply techniques from those manuscripts to obtain expressions for the moments of mean functionals of NTR models. NTR models also arise in coalescent theory as seen for example in Pitman (1999, Proposition 26).

The analysis here will mainly consider processes $Z$ without a drift component. In that case, $Z$ may be represented as

$$Z(ds) = \int_0^\infty yN(dy, ds)$$

where $N(dy, ds)$ is a Poisson random measure on $(0, \infty) \times (0, \infty)$, with mean measure,

$$E[N(dy, ds)] = \tau(dy|s)\eta(ds)$$

chosen such that, $\int_0^\infty \min(1, y)\tau(dy|s) < \infty$ for almost all $s$ relative to $\eta$, and

$$S_0(t) = E[S(t)] = E[e^{-Z(t)}] = \exp \left( -\int_0^t \int_0^\infty (1 - e^{-y}) \tau(dy|s)\eta(ds) \right).$$

$S_0 = 1 - F_0$ represents a prior specification of the survival distribution. Note the notation $E[\cdot]$ will typically denote expectation with respect to a random measure unless otherwise specified. The Dirichlet process with shape parameter $\theta F_0$ is specified by choosing

$$\tau_{\theta S_0}(dy|s)\eta(ds) = \frac{1}{1 - e^{-y}} e^{-y\theta S_0(ds)} dy \theta F_0(ds).$$

In the case where $\tau(dy|s) = \tau(dy)$, the NTR process will be called homogeneous. If in addition, $\eta(ds) = ds$, then $Z$ is called a subordinator without a drift component. While, as we shall see, the characterization of NTR in terms of $Z$ is useful from the point of view of calculations, it is difficult to interpret statistically. In particular, since $Z$ and $F$ are discrete, $Z$ cannot be interpreted as the cumulative hazard of $F$, say $\Lambda$. Instead of modelling $F$ directly, Hjort (1990) suggested to model the associated cumulative hazard, $\Lambda$, by a Lévy process with jumps restricted to $[0, 1]$. That is, $\Lambda$ may be represented as

$$\Lambda(ds) = \int_0^1 uN(du, ds)$$

where $N(du, ds)$ is a Poisson random measure on $[0, 1] \times (0, \infty)$, with mean measure,

$$E[N(du, ds)] = \rho(du|s)\eta(ds).$$

Note that the Poisson random measures $N$ associated with $Z$ and $\Lambda$ are different. The measures $\rho$ and $\eta$ are chosen such that,

$$E[\Lambda(ds)] = \int_0^1 u \rho(du|s)\eta(ds) = \Lambda_0(ds),$$

where

$$\Lambda_0(ds) = \frac{F_0(ds)}{S_0(s-)}.$$

represents a prior specification for the cumulative hazard. The choice of,

$$\rho(du|s)\eta(ds) = \rho_c(du|s)\Lambda_0(ds, dx) = u^{-1}(1 - u)^{\epsilon(s)-1}duc(s)\Lambda_0(ds)$$
for $c(s)$ a positive function corresponds to a beta process with parameters $c$ and $\Lambda_0$. Using this framework, a neutral to the right process can be characterised in terms of the product integral representation, [see Gill and Johansen(1990)], of a survival function as follows;

\begin{equation}
1 - F(t) = S(t) = \prod_{u \leq t} (1 - \Lambda(du)).
\end{equation}

Importantly, using the interpretation of a cumulative hazard, it is much more natural to write,

\[ F(dt) = S(t-)\Lambda(dt). \]

Hjort (1990) shows that when $\Lambda$ is a beta process with $c$ then the $F$ defined by (7) is a Dirichlet process with shape $\theta F_0$. The case of more general beta processes generates a class of generalized Dirichlet processes, see Hjort (1990, section 7A), which is essentially equivalent in distribution to the Beta-Neutral processes in Lo (1993) and the beta-Stacy process discussed in Walker and Muliere (1997). The homogeneous NTR process considered by Ferguson and Phadia (1979) arises when $c(s) = \theta$. These processes are equivalently defined in terms of $Z$ by the $\tau$ Lévy measure,

\begin{equation}
\tau_c(dy|s)\Lambda_0(ds) = \frac{1}{1 - e^{-\theta}} e^{-yc(s)}dy\Lambda_0(ds).
\end{equation}

The expressions (11) and (17) suggests an important functional 1-1 relationship between a particular $Z$ and $\Lambda$. Dey (1999) and Dey, Dragichi and Ramamoorthi (2000) establish that the Lévy measure $\tau(dy|s)|\eta(ds)$ for $Z$ is the image of the Lévy measure of a $\Lambda$ with Lévy measure $\rho(du|s)\eta(ds)$, via the map $(u, s)$ on $(0, 1) \times (0, \infty)$ to $(-\log(1-u), s)$. This type of correspondence is actually noted, albeit less explicitly, in Hjort (1990). In particular, writing $\tau(dy|s) := \tau(y|s)dy$ and $\rho(du|s) := \rho(u|s)du$, the relationship between the Lévy measures of $Z$ and $\Lambda$ is described by

\[ \tau(y|s) := e^{-y}\rho(1-e^{-y}|s) \text{ for } y \in (0, \infty) \text{ or } \rho(u|s) = (1-u)^{-1}\tau(-\log(1-u)|s) \text{ for } u \in [0, 1]. \]

An important consequence of this result, noted and exploited by James (2002), is the fact one can write

\[ Z(ds) = \int_0^1 [-\log(1-u)]N(du, ds) \]

where $N$ is the Poisson random measure associated with $\Lambda$ with mean measure specified by $\eta$. Hence, $\Lambda$ and $Z$ are related in distribution via a common Poisson random measure. Specifically,

\begin{equation}
S(t-) = e^{-Z(t-)} = e^{-\int_0^\infty \int_{[s<t]} [-\log(1-u)]N(du, ds)} = \prod_{u < t} (1 - \Lambda(du)).
\end{equation}

The representations allows one to by-pass working directly with product integrals. As a consequence of (13) the event $T = t|F$ can be represented in distribution as,

\[ F(dt) = e^{-Z(t-)}\Lambda(dt). \]

### 3 Spatial neutral to the right processes

Suppose that $(T, X)$ denotes a marked pair of random variables on a general Polish space $S = \mathbb{R}^+ \times \mathcal{X}$, with distribution $F(ds,dx)$. As an example, $T$ could denote a random variable representing time and $X$ could be a random vector in $\mathbb{R}^k$. A more specific example, is the important problem of estimation of the total medical costs, say $X$, for a patient over a period of time $T$ when there is possible univariate right censoring of $T$. The time $T$ is usually assumed to have maximum value $L < \infty$. Here, one uses information in the possibly censored sample of size $n$. A particular quantity of interest is the mean cost,

\begin{equation}
E[X] = \int_0^\infty x F(L, dx).
\end{equation}
Bang and Tsiatis (2000) give for example the following 10-year cost model

\[ X = X_0 + bT + \sum_{j=1}^{10} \tau_j \text{(min}\{T - (j - 1), 1\}) + dI(T \leq 10) \]

where \( X_0 \) is the initial diagnostic cost, \( b \) is the deterministic annual cost, \( \tau_j \) is the random annual cost for the \( j \)th year, \( d \) is the terminal death cost and \( a^+ = \max(0, a) \).

In this section we discuss a spatial extension, proposed by James (2002), of the class of NTR processes from \( \mathbb{R}^+ \) to more general Polish spaces. This provides, for instance, a new class of Bayesian models for multivariate survival and reliability models. In particular, similar to NTR models, the posterior distribution of spatial NTR models is again a spatial NTR model when \( T \) is subjected to possible univariate right censoring, left-truncation or more general Aalen filtering.

While indeed it is easy to extend \( Z \) or \( \Lambda \) to more abstract spaces, the representations in (4) do not immediately suggest an obvious extension for \( F \). The Dirichlet process which is defined over quite arbitrary spaces is a notable exception. However, James and Kwon (2000) recently proposed a method which extends the Beta-Neutral prior of Lo (1993), and by virtue of the equivalences, the beta-Stacy process in Muliere and Walker (1997) and beta distribution function discussed in Hjort (1990, section 7A), to a spatial setting. James (2002) deduced a general definition from elements of their construction. A definition for \( F \) on \( \mathcal{S} \) is facilitated by the usage of its associated hazard measure on \( \mathcal{S} \). From Last and Brandt (1995, A5.3), it follows that such a measure always exists and is defined by

\[
\Lambda(ds, dx) := I\{s > 0\} \frac{F(ds, dx)}{S(s-)}.
\]

In particular, \( \Lambda(ds, \mathcal{X}) := \Lambda(ds) \) and hence

\[
S(s-) := \bigcap_{u < s} \left( 1 - \Lambda(du, \mathcal{X}) \right).
\]

First let \( N \) denote a Poisson random measure on \([0, 1] \times \mathcal{S}\) with mean intensity

\[
E[N(du, ds, dx)] = \rho(du|s) \eta(ds, dx),
\]

and which is characterized by its Laplace functional for every bounded positive measurable function \( f \) as

\[
E\left[e^{-N(f)}\right] := \mathcal{L}_N(f|\rho, \eta) = \exp \left( -\int_{\mathcal{S}} \int_0^1 \left( 1 - e^{-f(u,s,x)} \right) \rho(du|s) \eta(ds, dx) \right).
\]

Denote the law of \( N \) as \( \mathcal{P}(dN|\rho, \eta) \). A random Lévy hazard measure, \( \Lambda \) can be defined as in (4) by

\[
\Lambda(ds, dx) = \int_0^1 uN(du, ds, dx).
\]

Furthermore, \( \rho(du|s) \eta(ds, dx) \) is chosen such that

\[
E[\Lambda(ds, dx)] = \int_0^1 uE[N(du, ds, dx)] = \Lambda_0(ds, dx)
\]

where \( \Lambda_0 \) is a (prior) hazard measure. That is,

\[
\Lambda_0(ds, dx) = \left[ \int_0^1 u\rho(du|s) \right] \eta(ds, dx) = \frac{F_0(ds, dx)}{S_0(s-)},
\]
where \( F_0 \) and \( S_0 \) are prior specifications for \( F \) and \( S \). Denote the marginal cumulative hazard as \( \Lambda_0(ds) = \Lambda_0(ds,X) \). In addition, \( F_0(ds, dx) = P_0(dx|s)F_0(ds) = F_0(ds|x)F_0(dx) \), where \( P_0 \) denotes a prior distribution of \( X \). Note also that

\[
\int_0^1 u \rho(du|s) = \int_0^\infty (1 - e^{-u}) \tau(dy|s) = \phi(1|s)
\]

where for \( a > 0 \), \( \phi(a|s) = \int_0^\infty (1 - e^{-ay}) \tau(dy|s) \) or \( \phi(a) = \int_0^\infty (1 - e^{-ay}) \tau(dy) \), is called the Laplace exponent evaluated at \( a \). \( \Lambda \) is an example of a completely random measure which can be characterized by its Laplace functional for a positive measurable function \( g \) as

\[
E\left[e^{-\Lambda(g)}\right] := \mathcal{L}\left(g, \rho, \eta\right) = \exp\left(-\int S \int_0^1 \left(1 - e^{-g(s,x)u}\right) \rho(du|s) \eta(ds, dx)\right).
\]

Similarly a corresponding \( Z \) process is obtained by the definition

\[
Z(ds, dx) = \int_0^1 [-\log(1 - u)] N(du, ds, dx).
\]

Its Laplace functional can be represented in terms of the Lévy measure \( \rho \) as,

\[
E\left[e^{-Z(g)}\right] = \mathcal{L}\left(f_g, \rho, \eta\right) = \exp\left(-\int S \int_0^1 \left(1 - (1 - u)^{\eta(s,x)}\right) \rho(du|s) \eta(ds, dx)\right),
\]

where \( f_g(u, s, x) = g(s, x) [-\log(1 - u)] \). In regards to the specification of \( \rho \) or \( \tau \) and \( \eta \), hereafter, unless otherwise stated, we will go with the convention in the univariate case and choose

\[
\eta(ds, dx) = \Lambda_0(ds, dx) \text{ and } \int_0^1 u \rho(du|s) = 1.
\]

In order to arrange for the specification of \( \rho \) we simply let \( \rho(du|s) := |\phi^*(1|s)|^{-1} \rho^*(du|s) \) for Lévy measures \( \rho^* \) and \( \tau^* \). The law of \( \Lambda \) will be denoted as \( \mathcal{P}(d\Lambda|\rho, \Lambda_0) \). Now a spatial neutral to the right process is defined as,

**Definition 3.1 (Spatial Neutral to the Right Process)** Let \( \Lambda \) denote a completely random measure with specifications given by (14), then a Spatial Neutral to the Right process on \( S \), with parameters \( \rho, \tau \), and \( F_0(ds, dx) \), is defined for \( t \geq 0 \) and each \( B \), an arbitrary measurable set in \( \mathcal{X} \), by

\[
F(t, B) := \int_0^t S(s-)\Lambda(ds, B)
\]

where, as in (14), \( S(s-) \) is a neutral to the right survival process. In particular, \( F(ds, dx) := S(s-)\Lambda(ds, dx) \). The random quantities \( S(s-) \) and \( \Lambda(ds, dx) \) are independent for each \( s \) and arbitrary \( x \) and

\[
E[F(ds, dx)] := E[S(s-)]E[\Lambda(ds, dx)] := e^{-\Lambda_0(s)}\Lambda_0(ds, dx) := F_0(ds, dx).
\]

The class of spatial beta Lévy hazard measures and distribution functions, including Dirichlet processes, are defined by replacing \( \Lambda_0(ds) \) with \( \Lambda_0(ds, dx) \) in (3), (6) or (8). The explicit construction of spatial Beta-Neutral cumulative hazard and survival processes, via ratios of two independent gamma processes, by James and Kwon (2000) is described in James (2002) and Doksum and James (2003). Lo (1993, Section 6) gives the construction for the univariate case. Other interesting examples are now described.
where $b_{\text{Lo}}$ (1982), is an inhomogeneous process defined by setting in a class of gamma compound Poisson processes [see Aalen (1992)]. A weighted gamma process, see $\leq 0$. That is to say, many of the specific processes used in the literature look more like statistical point of view, it is noted that the majority of known Lévy measures have jumps in $(0, 3.0)$. Generalized Gamma models

3.0.1 Two parameter extended Beta process

Based on the recent work of Gnedin and Pitman (2002) and Pitman (1997), the following class of NTR processes defined by

$$\rho(du) = \frac{\Gamma(a + \theta)}{\Gamma(a)} u^{a-1}(1-u)^{\theta-1}du$$

for $a > -1$ and $\theta > 0$ takes on new interest. In particular the case of $-1 < a = -\alpha < 0$ and $\theta = \alpha$, which generates renewal compositions connected to the zero set of a Bessel bridge with parameter $2 - 2a$ [see Pitman (1997)], is particularly attractive and remarkable. In particular, it yields a quite tractable NTR process highly related to the important two parameter Poisson-Dirichlet process with parameters $(\alpha, \alpha)$. We will discuss these points in section 5. Call the corresponding spatial NTR process a beta $(-\alpha, \alpha)$ NTR process. Substituting $c(s)$ for $\theta$ and $a(s)$ for $a$ leads to a extended beta process model introduced by Kim and Lee (2001). That is the NTR process defined by the Lévy measure,

$$\rho(du) = \frac{\Gamma(a(s) + c(s))}{\Gamma(a(s))\Gamma(c(s))} u^{a(s)-1}(1-u)^{c(s)-1}du.$$ 

The model now contains the Dirichlet process and more generally Hjort’s (1990) beta process.

Remark 1. Kim and Lee (2001) show that if the true underlying distribution is continuous then the posterior distribution of these models under right censoring are consistent if and only if $a(s) = 0$. However, based on other considerations, such as the work of Pitman (1997), the models for $a(s) \neq 0$ are clearly of interest. Moreover, we note that it is not surprising that most NTR models are inconsistent with respect to observed data from a continuous distribution. However, the behaviour of such models can be quite different in say mixture models where we believe that they potentially have the most utility, in a statistical sense. In such cases the number of multiplicities is governed by the marginal distribution, or true urn distribution, induced by the NTR process. The finite dimensional Dirichlet priors, albeit not NTR models, are an important example of random processes which are not consistent under continuous observed data but exhibit consistent behaviour under a variety of more complex models. See Ishwaran, James and Sun (2001) for a nice application. We expect similar behaviour for some NTR processes. For instance, it is simple to show that under right censoring the posterior distribution of the entire class of extended beta processes are consistent when the number of unique values, say $n(p)$, in a sample of size $n$ is such that $n(p)/n \to 0$ as $n \to \infty$. That is to say the true distribution must be discrete.

3.0.2 Generalized Gamma models

While it is true that modelling in terms of the Lévy measure $\Lambda$ is a more natural object from a statistical point of view, it is noted that the majority of known Lévy measures have jumps in $(0, \infty)$. That is to say, many of the specific processes used in the literature look more like $Z$ than $\Lambda$. Another interesting class of measures are the family of generalized gamma random measures discussed in Brix (1999). Using the description of Brix (1999), these are $Z$ processes with Levy measure

$$\tau_{\alpha,b}(dy)\Lambda_0(ds, dx) = \frac{1}{\phi_{\alpha,b}(1)} y^{-\alpha-1}\exp(-by)dy\Lambda_0(ds, dx)$$

where $\phi_{\alpha,b}(a) = \frac{1}{\Gamma(\alpha)}((b + a)^\alpha - (b)^\alpha)$. The values for $\alpha$ and $b$ are restricted to satisfy $0 < \alpha < 1$ and $0 \leq b < \infty$ or $-\infty < \alpha \leq 0$ and $0 < b < \infty$. Different choices for $\alpha$ and $b$ in $\rho_{\alpha,b}$ yield various subordinators. These include the stable subordinator when $b = 0$, the gamma process subordinator when $\alpha = 0$ and the inverse-Gaussian subordinator when $\alpha = 1/2$ and $b > 0$. When $\alpha < 0$ this results in a class of gamma compound Poisson processes [see Aalen (1992)]. A weighted gamma process, see Lo (1982), is an inhomogeneous process defined by setting $b = b(y)$ and $\alpha = 0$. The corresponding Lévy hazard measure $\Lambda$ is defined by the choice

$$\rho_{\alpha,b}(du|s) = [\phi_{\alpha,b}(1)]^{-1}(1-u)^{-(b-1)}[-\log(1-u)]^{-\alpha-1}du.$$
Generalized gamma NTR processes with $b > 0$ are discussed in Epifani, Lijoi and Pruenster (2002).

**Remark 2.** The definition of $F$ can be adjusted to include prior points of discontinuity say $\{(s_1, w_1), \ldots, (s_k, w_k)\}$, in $S$, by replacing $\Lambda$ with the Lévy process,

\begin{equation}
\hat{\Lambda}_k(ds, dx) = \Lambda(ds, dx) + \sum_{l=1}^k U_l \delta_{s_l, w_l}(ds, dx)
\end{equation}

where $\Lambda$ is $\mathcal{P}(d\Lambda|\rho, \Lambda_0)$ and independent of $\Lambda$, $U_j$ are independent random variables on $[0, 1]$ with distribution $H_j$ for $j = 1, \ldots, k$.

4 Posterior Analysis

The next sections will describe how to systematically obtain the posterior distribution of spatial NTR processes and hence NTR processes in a straightforward manner. The approach amplifies and refines the discussion in James (2002, section 7) and is applied to progressively more complex models. That is we start with the posterior distribution given a completely observed pair in section 4.1 and end with semiparametric models subject to general Aalen filtering. The materials in section 5 can be read independent of sections 4.3-4.6.

4.1 Posterior distributions given $\{T=t, X=x\}$

The question of how to find the posterior distribution of $\Lambda$ and $F$ given the event $\{T_i = t_i, X_i = x_i\}$ for $i = 1, \ldots, n$ is a formidable one. Here we start with the case $n = 1$. In the case of NTR processes on $\mathbb{R}$, Doksum (1974, Example 4.1) gave results that provide the moment generating function of the posterior distribution of $Z(t)$. From these results, Ferguson (1974), describes the posterior distribution of $Z$ via Lévy measures. Ferguson and Phadia (1979) subsequently gave extensions to right censored data which involves a further description of the posterior distribution of $F$ given an event $T > t$ or $T \geq t$. Under such data structures the resulting posterior distribution is again neutral to the right. Analogously, Hjort (1990) derived the posterior distribution of the cumulative hazard Lévy process $\Lambda$ under possible right censoring and shows that the resulting posterior distribution is again a Lévy process. Kim (1999) using a semi-martingale framework for $\Lambda$ extended Hjort’s result to include more general censoring mechanisms. However, it is fair to say that, in all cases, the techniques used are not trivial and not easily understood. Moreover, they do not provide an obvious way to extend to more general spaces. Here we describe a method of proof to obtain the posterior distribution of $F$ and $\Lambda$ given $\{T = t, X = x\}$ based on the Poisson process partition calculus framework given in James (2002, 2003). This also provides a simple proof for the univariate case, and as shall be shown essentially contains the result for $T$ subject to right censoring and more general censoring mechanisms. We will then address the case of progressively more complex structures in the forthcoming sections.

The method relies on an exponential change of measure formula derived in James (2002) for Poisson random measures. The formula is analogous to, but much more general than, Proposition 3.1 of Lo and Weng (1989) in the case of the weighted gamma process. The result is now described below in Proposition 1. The proof of Proposition 1 given in James (2002, 2003) is also provided to demonstrate its simple derivation. Here $\mathcal{W}$ denotes an arbitrary Polish space, $BM(\mathcal{W})$ denotes a space of boundedly measurable functions as defined in Daley and Vere-Jones(1988), $\nu$ is an arbitrary non-atomic measure.

**Proposition 1.** (James (2002)) For each non-negative function $f \in BM(\mathcal{W})$ and each $g$ on $(\mathcal{M}, \mathcal{B}(\mathcal{M}))$

$$
\int_{\mathcal{M}} g(N)e^{-N(f)} \mathcal{P}(dN|\nu) = \mathcal{L}_N(f|\nu) \int_{\mathcal{M}} g(N) \mathcal{P}(dN)e^{-f\nu},
$$
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where $\mathcal{P}(dN|e^{-f}\nu)$ is the law of a Poisson process with intensity $e^{-f(w)}\nu(dw)$. In other words, the following absolute continuity result holds, $e^{-N(f)}\mathcal{P}(dN|\nu) = \mathcal{L}_N(f|\nu)\mathcal{P}(dN|e^{-f}\nu)$.

**Proof.** By the unicity of of Laplace functionals for random measures on $\mathcal{X}$ it suffices to check this result for the case $g(N) = e^{-N(h)}$. It follows that

$$
\int_{\mathcal{M}} e^{-N(f+h)} \mathcal{P}(dN|\nu) = \mathcal{L}_N(f|\nu) \int_{\mathcal{M}} e^{-N(h)} \mathcal{P}_f(dN),
$$

where for the time being $\mathcal{P}_f$ denotes some law on $N$. Simple algebra shows that

$$
\int_{\mathcal{M}} e^{-N(h)} \mathcal{P}_f(dN) = \frac{\mathcal{L}_N(f+h|\nu)}{\mathcal{L}_N(f|\nu)},
$$

and hence $\mathcal{P}_f(dN) = \mathcal{P}(dN|e^{-f}\nu)$.

After a few preliminary statements, it will be shown how Proposition 1 is used to provide a simple and clear derivation of the posterior distribution. Note that the joint law of $\{T,X,N\}$ is given by

$$
\mathcal{F}(dt, dx)\mathcal{P}(dN|\rho, \Lambda_0) = S(t-)|\Lambda(dt, dx)\mathcal{P}(dN|\rho, \Lambda_0)
$$

and since $F$ and $\Lambda$ are functionals of $N$ a description of the posterior distribution of $N$ given $\{T = t, X = x\}$ will easily yield the corresponding posterior distributions of $F$ and $\Lambda$. Furthermore choosing $f_{t-}(u, s, x) = -I\{s < t\} \log(1 - u)$, we have the crucial (in distribution) representation,

$$
S(t-)|\Lambda(dt, dx)\mathcal{P}(dN|\rho, \Lambda_0) = e^{-N(f_{t-})} \left[ \int_0^1 uN(du, dt, dx) \right] \mathcal{P}(dN|\rho, \Lambda_0).
$$

The posterior distribution is described below.

**Theorem 1.** Suppose that $N$ is $\mathcal{P}(dN|\rho, \Lambda_0)$ and $T, X| N$ has distribution $F$, then the posterior distribution of $N|T, X$ is equivalent to the distribution of the random measure

$$
N_1^* = N_1 + \delta_{J,T,X}
$$

where $N_1$ is a Poisson random measure with mean measure

$$
E[N_1(du, ds, dx)] = (1 - u)^{I\{T > s\}} \rho(du|s)\Lambda_0(ds, dx)
$$

and conditionally independent of $N_1$, $J$ is a random variable with distribution

$$
P\{J \in du|T\} \propto u\rho(du|T).
$$

**Proof.** The task is to identify the posterior distribution denoted as $\pi(dN|T,Y)$. This is equivalent to identifying the conditional Laplace functional $N$ given $\{T = t, X = x\}$, say $\mathcal{L}_N(h|t,x)$, which must satisfy

$$
\int_{S \times \mathcal{M}} g(t, x)e^{-N(h)}S(t-)|\mathcal{P}(dN|\rho, \Lambda_0) = \int_{S \times \mathcal{M}} g(t, x)\mathcal{L}_N(h|t,x)E[S(t-)|\Lambda(dt, dx)]
$$

for some arbitrary integrable function $g$ and bounded positive measurable $h$. By Proposition 1,

$$
S(t-)|\mathcal{P}(dN|\rho, \Lambda_0) = \mathcal{P}(dN|e^{-f_{t-}}|\rho, \Lambda_0)E[S(t-)]
$$
with \( f_{t-}(u, s, x) = -\mathbb{1}\{s < t\} \log(1-u) \). Note that this operation identifies \( \mathcal{P}(dN|e^{-f_{t-}}\rho, \Lambda_0) \) as the posterior distribution of \( N\{|T \geq t\} \). Another application of Proposition 1 gives,

\[
e^{-\mathbb{N}(h)}\mathcal{P}(dN|e^{-f_{t-}}\rho, \Lambda_0) = \mathcal{P}(dN|e^{-h-f_{t-}}\rho, \Lambda_0)\mathcal{L}_N(h|e^{-f_{t-}}\rho, \Lambda_0).
\]

Now the expectation of \( \Lambda(dt, dx) \) with respect to the law \( \mathcal{P}(dN|e^{-h-f_{t-}}\rho, \Lambda_0) \) is given by,

\[
\left[ \int_{0}^{1} e^{-h(u,t,x)}(1-u)^{f(t+t)}u\rho(du|t) \right] \Lambda_0(dt, dx).
\]

Recalling that \( E[\Lambda(dt, dx)] = \left[ \int_{0}^{1} u\rho(du|t) \right] \Lambda_0(dt, dx) \), the statements above imply that the expressions in (19) are equal to,

\[
\int_{S\times M} g(t, x)\mathcal{L}_N(h|e^{-f_{t-}}\rho, \Lambda_0) \left[ \int_{0}^{1} e^{-h(u,t,x)}\mathbb{P}\{J \in du|t\} \right] E[S(t-)] E[\Lambda(dt, dx)]
\]

which implies the desired result,

\[
\mathcal{L}_N^*(h|t, x) = \mathcal{L}_N(h|e^{-f_{t-}}\rho, \Lambda_0) \left[ \int_{0}^{1} e^{-h(u,t,x)}\mathbb{P}\{J \in du|t\} \right]
\]

almost everywhere. □

The result in Theorem 1 now yields readily the following description of the posterior distributions of \( \Lambda \) and \( F \) and \( Z \),

**Corollary 4.1** Let \( F \) be a spatial NTR and \( \Lambda \) is its corresponding \( \text{Lévy} \) hazard measure with law \( \mathcal{P}(d\Lambda|\rho, \Lambda_0) \). Suppose that \( T, X|F \) has distribution \( F \), then the posterior distribution of \( \Lambda \) given \( T, X \) is equivalent to the law of the \( \text{Lévy} \) hazard measure,

\[
\Lambda_1^*(ds, dx) = \int_{0}^{1} uN_1^*(du, ds, dx) = \Lambda_1(ds, dx) + J\delta_{T,X}(ds, dx)
\]

where \( \Lambda_1 \) is a \( \text{Lévy} \) hazard measure with \( \text{Lévy} \) mean measure \( (1-u)^{f(T+s)}\rho(du|s)\Lambda_0(ds, dx) \) and \( J \) has distribution described in (18). The law of \( \Lambda_1 \) is equivalent to the posterior distribution of \( \Lambda \) given \( T \geq t \). The posterior distribution of \( F \) is a spatial NTR whose law is equivalent to the law of a random measure \( F_1^* \), defined by replacing \( \Lambda \) with \( \Lambda_1^* \) in (18). Additionally the distribution of its corresponding \( Z \) process, as in (18), is equivalent to the law of the random measure

\[
Z_1^*(ds, dx) = Z_1(ds, dx) - \log(1-J)\delta_{T,X}(ds, dx) = \int_{0}^{1} [-\log(1-u)]N_1^*(du, ds, dx),
\]

with \( Z_1(ds, dx) = \int_{0}^{1} [-\log(1-u)]N_1(du, ds, dx) \). These results imply that the posterior spatial NTR process of \( F \) is representable as

\[
F_1^*(ds, dx) = e^{-Z_1(s-)}\Lambda_1^*(ds, dx) = e^{-Z_1(s-)}(1-J)^{f(s>T)}\Lambda_1^*(ds, dx)
\]

**Remark 3.** Note that the representation in (20) shows clearly why in the homogeneous case, as remarked prior to Theorem 5 in Ferguson and Phadia (1979), the jump \( J \) is independent of the jump time \( T \). In general, we see that the distribution of the \( J \) can be described as,

\[
\mathbb{P}\{J \in du|T\} \propto u(1-u)^{f(T>T)}\rho(du|T),
\]

where of course \( I\{T > T\} = 0 \).
4.2 Updating in the general case via Poisson partition calculus

The results in the previous section already hint at the basic framework of how to proceed for more complex models. As shown, a key role is played by the exponential change of measure formula in Proposition 1. In fact this result, in combination with a moment calculation, is all that is needed to obtain Theorem 1. The use of Proposition 1 is facilitated by the functional relationship between the product integrals based on Lévy hazard measures and corresponding Lévy processes to obtain Theorem 1. The use of Proposition 1 is facilitated by the functional relationship between Proposition 1. In fact this result, in combination with a moment calculation, is all that is needed for complex models. As shown, a key role is played by the exponential change of measure formula in 4.2 Updating in the general case via Poisson partition calculus

Neutral to the Right allows for further dependence on covariates and Euclidean parameters, say

denotes the likelihood of the data depending on the Lévy hazard measure Λ. The framework also follows from the identification of the posterior distribution of

is suppressed. Similar to the case of Theorem 1, a posterior analysis for the various functionals of

satisfy the following disintegration of (21),
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which implies for any n, \( L_N(f_n|\rho, \eta) = \prod_{i=1}^{n} L_N(\tilde{f}_i|e^{-\tilde{f}_{i-1}}\rho, \eta) \), with \( f_0 = 0 \).
Notice that from an application of Proposition 1, it follows that the expressions in (21) are equivalent to

\[ \mathcal{L}(f_{in}|p, \Lambda_0) \left[ \prod_{i=1}^{n} \int_{0}^{1} h_i(u)N(du_i, dT_i, X_i) \right] \mathcal{P}(dN|e^{-f_{in}}, \Lambda_0). \]

We now present results from James (2002, 2003), and show how they can be used to easily obtain descriptions of the posterior distributions and moment formulae, such as the evaluation of $E[L(data|\Lambda)]$. Consider the joint measure,

\[ \prod_{i=1}^{n} N(dW_i) \mathcal{P}(dN|\nu) \]

where $W_i$ for $i = 1, \ldots, n$ are random elements on an arbitrary polish space $W$ and $\mathcal{P}(dN|\nu)$ denotes the law of a Poisson random measure with non-atomic mean intensity, $\nu$. The results of James (2002, 2003) provide a partition based representation of the distintegration of (21) say

\[ \prod_{i=1}^{n} N(dW_i) \mathcal{P}(dN|\nu) = \mathcal{P}(dN|\nu, W) M(dW) \]

where, $M(dW) = \int_{\mathcal{M}} \prod_{i=1}^{n} N(dW_i) \mathcal{P}(dN|\nu)$, denotes a joint marginal measure of $W = \{W_1, \ldots, W_n\}$, which behaves in many respects like an exchangeable urn distribution. It follows that one can always represent $W$ as $(W^*, p)$, where $W^* = \{W_1^*, \ldots, W_n^{\ast(p)}\}$ denotes the unique values and $p = \{E_1, \ldots, E_{n(p)}\}$ denotes a partition of $\{1, \ldots, n\}$ of size $n(p)$ recording which variables are equal. That is, $p$ is induced according to the relationship $W_i = W_j^*$ if and only if $i \in E_j$. The number of elements in each cell $E_j$ is denoted as $e_j$ or $e_{jn}$. The partition mechanism is ideally suited to easily handle the posterior analysis of random measures when observed data contains ties. In particular, this framework cases the description of posterior quantities when $W_i$ are possibly missing values in a Bayesian mixture model analogous to results for the Dirichlet process in Antoniak (1974) and more specifically Lo (1984). The quantity $\mathcal{P}(dN|\nu, W)$ denotes a conditional distribution of $N$ given the points $W$, which is described by the Laplace functional

\[ \int_{\mathcal{M}} e^{-N(f)} \mathcal{P}(dN|\nu, W) = \mathcal{L}(f|\nu) \prod_{j=1}^{n(p)} e^{-f(W_j^*)}. \]

That is, $\mathcal{P}(dN|\nu, W)$ corresponds to the law of the random measure $N + \sum_{j=1}^{n(p)} \delta_{W_j^*}$, where $N$ is $\mathcal{P}(dN|\nu)$ independent of the points $W$. These results coupled with Proposition 1 pave the way for quite straightforward analysis, in the tradition of known results for the Dirichlet process, for a variety of challenging problems arising in Bayesian Nonparametrics. In fact, in the forthcoming Proposition 2, follow essentially from Proposition 1, see James (2002, 2003) for an elementary proof using induction. For our present purposes, it suffices to use the following form of the results contained in James (2002, 2003);

**Proposition 2.** (James (2002)) For each non-negative function $f \in BM(W)$, the following change of measure formulae holds,

\[ e^{-N(f)} \left[ \prod_{j=1}^{n} N(dW_i) \right] \mathcal{P}(dN|\nu) = \mathcal{P}(dN|e^{-f}, W) \mathcal{L}(f|\nu) \prod_{j=1}^{n(p)} e^{-f(W_j^*)} \prod_{j=1}^{n(p)} \nu(dW_j^*). \]

Note that the moment measure is expressible via conditional moment measures as,

\[ M(dW) = \prod_{j=1}^{n(p)} \nu(dW_j^*) = \nu(dW_1) \prod_{i=2}^{n} \left[ \nu(dW_i) + \sum_{j=1}^{n(p-1)} \delta_{X_j^*}(dW_i) \right] \]
where $n(p_{i-1})$ is the size of the partition of $\{1, \ldots, i - 1\}$ encoding the ties between $W_1, \ldots, W_{i-1}$.

In the forthcoming applications, $W_i = \{U_i, T_i, X_i\}$ for $i = 1, \ldots, n$, and for $w = (u, s, x), \nu(dw) = \rho(du|s)\Lambda_0(ds, dx)$. In addition, $W^*_j = \{U^*_j, T^*_j, X^*_j\}$ for $j = 1, \ldots, n(p)$, denotes the $n(p)$ unique triples. For notational convenience we will often write $u^*_j := u_j$. Posterior analysis is then facilitated by proper identification of $f$ in each case.

### 4.3 Posterior distributions for complete data

We now focus on the posterior distribution of $\Lambda$ and $F$ given iid pairs, $(T_i, X_i)$ for $i = 1, \ldots, n$. Notice that in this case the (conditional) joint distribution of the data takes the form,

$$L(dT, dX | \Lambda) := \prod_{i=1}^{n} I(T_i - ) \prod_{i=1}^{n} \Lambda(dT_i, dX_i).$$

Now, assuming that $\Lambda$ is $P(d\Lambda|\rho, \Lambda_0)$, we have the following, in distribution, equivalences,

$$\prod_{i=1}^{n} I(T_i - ) = e^{- \int Y_n(s)\nu(ds)} = \prod_{i=1}^{n} (1 - \Lambda(du))^{Y_n(s)}$$

for $Y_n(s) = \sum_{i=1}^{n} I\{T_i > s\}$. Hence, analogous to the case of $n = 1$, one can represent the joint distribution of $T, X | N$ as

$$L(dT, dX | \Lambda) = e^{-N(f_{Y_n})} \prod_{i=1}^{n} \int_0^1 u_i N(du_i, dT_i, dX_i)$$

where $f_{Y_n}(u, s, x) = -Y_n(s) \log(1 - u)$. It follows that the posterior distribution of $\Lambda$ and $F$ are determined by the posterior distribution of $N$, say $\pi(dN|T, X)$, which must satisfy the following disintegration,

$$e^{-N(f_{Y_n})} \prod_{i=1}^{n} \Lambda(dT_i, dX_i) \pi(dN|\rho, \Lambda_0) = \pi(dN|T, X) L(dT, dX)$$

where using Proposition 1 on (25),

$$L(dT, dX) = L_N(f_{Y_n}|\rho, \Lambda_0) \int_{M} \left[ \prod_{i=1}^{n} \int_0^1 u_i N(du_i, dT_i, dX_i) \right] \pi(dN|e^{-f_{Y_n}}\rho, \Lambda_0),$$

is the marginal distribution of $\{(T_1, X_1), \ldots, (T_n, X_n)\}$. Notice that, $E[\prod_{i=1}^{n} S(t_i - )] = L_N(f_{Y_n}|\rho, \eta)$ is an expression for the marginal joint distribution of $\{T_1 \geq t_1, \ldots, T_n \geq t_n\}$. An application of Proposition 4.2 yields an important refined version which will be given in section 5. In addition $\pi(dN|e^{-f_{Y_n}} \rho, \Lambda_0)$ is the posterior distribution of $N|\{T_1 \geq t_1, \ldots, T_n \geq t_n\}$ which indicates that $N$ is a Poisson random measure with mean measure,

$$E[N(du, ds, dx)|e^{-f_{Y_n}} \rho, \eta] = (1 - u)^{Y_n(s)} \rho(du|s)\Lambda_0(ds, dx).$$

This, as indicated in Proposition 4.1, also identifies the posterior distributions of $\Lambda$, $F$ and $Z$ given $\{T_1 \geq t_1, \ldots, T_n \geq t_n\}$. Using Proposition 2 and the fact that $\prod_{i=1}^{n} u_i = \prod_{j=1}^{n(p)} \prod_{i \in E_j} u^*_j = \prod_{j=1}^{n(p)} u^*_{j,n}$, it follows that the marginal joint distribution in (25) is expressible as,

$$L(dT, dX) = L_N(f_{Y_n}|\rho, \Lambda_0) \prod_{j=1}^{n(p)} \kappa_{E_j,n}(e^{-f_{Y_n}} \rho|T^*_j) \Lambda_0(dT^*_j, dX^*_j),$$

for $\kappa_{E_j,n}(e^{-f_{Y_n}} \rho|T^*_j) \Lambda_0(dT^*_j, dX^*_j)$. Neutral to the Right
where
\[ (29) \quad \kappa_{e,j,n}(e^{-f_{j,n}} \rho|T_j^*) = \int_0^1 u^{e,j,n}(1-u)^{Y_n(T_j^*)} \rho(du|T_j^*). \]

A description of the posterior distribution is now given.

**Theorem 2.** Let \( F \) be a spatial NTR process and \( \Lambda \) is its corresponding Lévy hazard measure with law \( \mathcal{P}(d\Lambda|\rho, \Lambda_0) \). Suppose that \( T_i, X_i | F \) are iid \( F \) for \( i = 1, \ldots, n \), then the posterior distribution of \( \Lambda \) given \( \{(T_1, X_1), \ldots, (T_n, X_n)\} \) is equivalent to the law of the Lévy hazard measure,
\[ \Lambda^* = \Lambda_n + \sum_{j=1}^{n(p)} J_{j,n} \delta_{T_j^*,X_j^*}, \]
where \( \Lambda_n \) is a Lévy hazard measure with Lévy measure as in (24), and the \( J_{j,n} \) are conditionally independent with distributions
\[ \mathbb{P}\{J_{j,n} \in du|T_j^*\} := H_j^*(du) \propto (1-u)^{Y_n(T_j^*)} u^{e,j,n} \rho(du|T_j^*) \]

The posterior distribution of \( F \) is a spatial NTR whose law is equivalent to the law of a random measure \( F_n^* \), defined by replacing \( \Lambda \) with \( \Lambda_n^* \) in (24). The posterior distribution of \( N \) is equivalent to the random measure \( N_n^* = N_n + \sum_{j=1}^{n(p)} \delta_{J_{j,n},T_j^*,X_j^*} \), where \( N_n \) is \( \mathcal{P}(dN|e^{-f_{j,n}} , \rho, \Lambda_0) \).

**Proof.** The proof is similar in spirit to the case of \( n = 1 \). First, noting the arguments used to derive the marginal distribution, an application of Proposition 2 yields the following disintegration,
\[ (30) \quad \prod_{i=1}^n u_i N_i(dW_i) \mathcal{P}(dN|e^{-f_{j,n}} \rho, \Lambda_0) = \mathcal{P}(dN|e^{-f_{j,n}} \rho, \Lambda_0, \mathcal{W}) \prod_{j=1}^{n(p)} u_{e,j,n}^{e,j,n}(1-u_j)^{Y_n(T_j^*)} \nu(dW_j^*), \]
where \( \nu(dW_j^*) = \rho(du_j|T_j^*) \Lambda_0(dT_j^*, dX_j^*) \), and \( \prod_{j=1}^{n(p)} e^{-f_{j,n}}(W_j^*) = \prod_{j=1}^{n(p)} (1-u_j)^{Y_n(T_j^*)} \). In addition,
\[ \int_{\mathcal{M}} e^{-N(h)} \mathcal{P}(dN|e^{-f_{j,n}} \rho, \Lambda_0, \mathcal{W}) = \mathcal{L}_N(h|e^{-f_{j,n}} \rho, \Lambda_0) \prod_{j=1}^{n(p)} e^{-h(u_j,T_j^*,X_j^*)}. \]

Now, combining (30) with the form of the marginal distribution given in (28) implies that the Laplace functional of the posterior distribution of \( N \) must be,
\[ \mathcal{L}_N(h|e^{-f_{j,n}} \rho, \Lambda_0) \prod_{j=1}^{n(p)} \int_0^1 e^{-h(u_j,T_j^*,X_j^*)} H_{j,n}^*(du), \]
which is the Laplace functional of \( N_n^* \). In other words this result is deduced by multiplying and dividing (30) by \( \prod_{j=1}^{n(p)} \kappa_{e,j,n}(e^{-f_{j,n}} \rho|T_j^*) \) defined in (29). \( \square \)

**Corollary 4.2** Suppose that \( \Lambda \) is \( \mathcal{P}(d\Lambda|\rho, \Lambda_0) \), then it follows from Theorem 2 that the posterior distribution of the corresponding \( \mathcal{Z} \) process is equivalent to the the law of the random measure
\[ Z_n^*(ds, dx) = Z_n(ds, dx) + \sum_{j=1}^{n(p)} Z_{j,n} \delta_{T_j^*,X_j^*}(ds, dx) = \int_0^1 [-\log(1-u)] N_n^*(du, ds, dx), \]
where \( Z_n(ds, dx) = \int_0^1 [-\log(1-u)] N_n(ds, dx, ds, dx) \), and each \( Z_{j,n} = -\log(1 - J_{j,n}) \), with distribution,
\[ \mathbb{P}\{Z_{j,n} \in dy|T_j^*\} := H_j^*(d(1-e^{-y})) \propto (1-e^{-y})^{e,j,n} e^{-Y_n(T_j^*)} \tau(dy|T_j^*) \]
Additionally the posterior distribution of $F$ is equivalent in law to,

$$F_n^*(ds, dx) = e^{-Z_n^*(s-)} \Lambda_n^*(ds, dx)$$  \hspace{1cm} (31)

Remark 5. Using the representation in (31) it follows that the Bayesian prediction rule is given by $E[F_n^*(ds, dx)]$, which can be expressed in several ways. We discuss this further in section 5.

4.4 Censoring, Filtering and Truncation

In the previous section, we established the posterior distribution of $F$, $Z$ and $\Lambda$ in the complete data setting. We now focus on the case where $\{T_1, \ldots, T_m\}$ are subject to general univariate independent censoring, filtering and truncation which can be expressed via an Aalen-filter. The Aalen-filter concept is described in Andersen, Borgan, Gill and Keiding (1993, Section III), and includes multiplicative intensity models subject to right censoring, left truncation and left filtering. In addition, we will assume that, similar to the type of models discussed in Huang and Louis (1998), the marks $X_i$ are observed only when the corresponding $T_i$ are observed. Specifically, again suppose that $\Lambda$ is a Lévy hazard measure with law $\mathcal{P}(d\Lambda|\rho, \Lambda_0)$, and now conditional on $\Lambda$ consider $\{(T_1, X_1), \ldots, (T_m, X_m)\}$ iid random pairs with hazard measure $\Lambda$, and define their corresponding filtered hazard measures,

$$\Lambda_{c,i}(ds, dx) = C_i(s)\Lambda(ds, dx)$$

where $C_i(s) = I\{s \in B_i\}$, for a random set $B_i$ independent of $(T_i, X_i)$, is called an Aalen-filter. Here we assume that the pair is observed only if $C_i(T_i) = 1$, that is $T_i \in B_i$. The right censoring model corresponds to the choice of $B_i = [0, U_i]$ for $U_i$ a positive random variable. That is to say $T_i$ is right censored by $U_i$ if $T_i > U_i$, otherwise it is observed. Univariate right censoring and left truncation can be represented by the random set $B_i = (V_i, U_i]$ where $V_i < U_i$ almost surely. Let $Y_i^e(s) = C_i(s)1\{T_i > s\}$, then the likelihood of the data (depending on) given $\Lambda$ may be represented as

$$\prod_{i=1}^m \int (1 - \Lambda_{c,i}(ds))^{Y_i^e(s)} \prod_{i:C_i(T_i)=1} \Lambda(dT_i, dX_i).$$

Hereafter, for $n \leq m$, we will let $\{(T_1, X_1), \ldots, (T_n, X_n)\}$ denote the observed pairs. Hence the multiplicative intensity likelihood can be re-expressed as

$$L_c(dT, dX|\Lambda) = \prod_{i=1}^m \int (1 - \Lambda_{c,i}(ds))^{Y_i^e(s)} \prod_{i=1}^n \Lambda(dT_i, dX_i)$$  \hspace{1cm} (32)

We will now show that subject to the model (32), the posterior distributions of $F$ and $\Lambda$ are still spatial NTR and Lévy hazard measures, which is analogous to the univariate results of Ferguson and Phadia (1979) and Hjort (1990) for right censoring. Additionally our results are generalizations of Kim’s (1999) results, who seems to be the first to notice that the posterior distribution of the cumulative hazard Lévy process $\Lambda$ on $\mathbb{R}^+$ is again a Lévy process under more general multiplicative intensity models with hazards of the form $\Lambda_{c,i}$. Now notice that $-\log(1-C_i(s)u) = -C_i(s)\log(1-u)$, and hence for each $\Lambda_{c,i}$ there exist filtered processes $Z_{c,i}(ds, dx) = C_i(s)Z(ds, dx)$ for $i=1, \ldots, m$. Moreover, similar to the complete data case, we have the following in distribution results.

$$\prod_{i=1}^m \int (1 - \Lambda_{c,i}(ds))^{Y_i^e(s)} = e^{-\int Y_{c,m}(s)Z(ds)} = e^{-N(f_{c,m})},$$

where $Y_{c,m}(s) = \sum_{i=1}^m Y_i^e(s)$, and $N$ is $\mathcal{P}(dN|\rho, \Lambda_0)$. It follows that,

$$L_c(dT, dX|\Lambda) := e^{-N(f_{c,m})} \prod_{i=1}^n \int u_i N(du_i, dT_i, dX_i).$$  \hspace{1cm} (33)
Now, similar to (28), an application of Proposition 2 yields the marginal likelihood,

$$E[L_c(dT, dX|\Lambda)] = L_N(f_{Y_{c,m}}|\rho, \eta) \prod_{j=1}^{n(p)} \kappa_{e_{j,n}}(e^{-f_{Y_{c,m}}} \rho|T^*_j) \Lambda_0(dT^*_j, dX^*_j),$$  \hspace{1cm} (34)  

where $\kappa_{e_{j,n}}(e^{-f_{Y_{c,m}}} \rho|T^*_j)$ is defined similar to (28). The form of the model in (38), and (34), show that using the arguments for the complete data case, with obvious minor adjustments, immediately yields the following description of the posterior distribution;

**Theorem 3.** Let $\Lambda$ be a Lévy hazard measure with law $\mathcal{P}(d\Lambda|\rho, \Lambda_0)$. Then subject to the data structure described by (38), the posterior distribution of $\Lambda$ is equivalent to the law of the Lévy hazard measure, $\Lambda_{c,m} = \Lambda_{c,m} + \sum_{j=1}^{n(p)} J_{j,n} \delta_{T_{j}^*, X_{j}^*}$, where $\Lambda_{c,m}$ is a Lévy hazard measure with Lévy measure $(1-u)Y_{c,m}(s)\rho(du|s)\Lambda_0(ds, dx)$ and the $J_{j,n}$ are conditionally independent with distributions

$$\mathbb{P}\{J_{j,n} \in du|T_{j}^*\} := H^*_j(e_{c,l}(du) \propto (1-u)^{Y_{c,m}(T_{j}^*)}e_{j,n} \rho(du|T_{j}^*)}$$

The posterior distribution of $F$ is a spatial NTR whose law is equivalent to the law of a random measure $F^*_n$, defined by replacing $\Lambda$ with $\Lambda^*_n$ in (18). Descriptions for $Z$ and $N$ are similar to Theorem 2, with obvious adjustments relative to $\Lambda_{c,m}$.

The next corollary describes the posterior distribution of the spatial beta process, and hence of a Dirichlet process and generalized spatial Dirichlet processes on $S$, subject to general Aalen-filtering.

**Corollary 4.3** Let $\Lambda$ be a spatial beta process on $S$ with parameters, $c(s)$ and $\Lambda_0(ds, dx)$, then subject to the data structure described by (38), the posterior distribution of $\Lambda$ is a spatial beta process with parameters $c(s) + Y_{c,m}(s)$ and $[c(s)/c(s) + Y_{c,m}(s)]\Lambda_0(ds, dx)$. That is to say, $\Lambda_{c,m}$ is a beta process with intensity $u^{-1}(1-u)^{Y_{c,m}(s)+c(s)}c(s)\Lambda_0(ds, dx)$ and $(J_{j,n})$ are independent beta random variables with parameters $e_{j,n}$ and $c(T_{j}^*) + Y_{c,m}(T_{j}^*)$.

### 4.5 Multiplicative intensity semiparametric models

In this section analysis for classes of semiparametric multiplicative intensity models subject to the various censoring mechanisms described in the previous section and depending possibly on covariates is given. The framework captures as a special case the Bayesian Cox proportional hazards models subject to right censoring considered in Hjort (1990) and recently discussed and extended to left truncation and right censoring in Kim and Lee (2003). Although semiparametric models are in some sense much more complex than the models discussed in the previous section, we will show that our techniques easily yield explicit posterior analysis in this setting with only mild adjustments to the arguments. Again, a key feature is the proper identification of mappings between hazard functions and their corresponding $Z$ functions. First, for $i = 1, \ldots, m$ and for $\beta \in \mathcal{R}^d$ we define (conditional on $\beta$) Lévy hazard measures

$$\Lambda_{c,i}(ds, dx|\beta) = C_{i}(s) \int_0^1 h_i(u, \beta) N(du, ds, dx)$$  \hspace{1cm} (35)  

where $N$ is $\mathcal{P}(dN|\rho, \Lambda_0)$, and $h_i$ are integrable functions taking values in $[0, 1]$. The restriction to $[0, 1]$ is necessary to ensure that these processes are hazard measures. Accordingly, corresponding to each $\Lambda_{c,i}(\cdot|\beta)$, there exists

$$Z_{c,i}(ds, dx|\beta) = \int_0^1 [-C_{i}(s) \log(1 - h_i(u, \beta)] N(du, ds, dx),$$

where, \( \int_{|u|<1} (1 - \Lambda_{c,i}(du|\beta)) = e^{-Z_{c,i}(t-\beta)} \). The definition in (36) indicates that the Laplace functional of each \( \Lambda_{c,i}(\cdot|\beta) \) takes the form,

\[
E\left[e^{-\Lambda_{c,i}(g|\beta)}\right] := \exp \left(- \int_{\mathcal{S}} \int_{0}^{1} \left(1 - e^{-g(s,x)h_i(u,\beta)}\right) \rho(ds|\lambda_0(ds, dx)) \right).
\]

As intended, this shows that they are functionals of \( \Lambda \), which is neutral to the right, \( F \). Now consider the filtered likelihood of the data,

\[
L_c(dT, dX|\Lambda, \beta) = \prod_{i=1}^{n} \int_{|u|<1} (1 - \Lambda_{c,i}(ds|\beta)) \rho(u,\beta) \Lambda_i(ds|\lambda_0(ds, dx)).
\]

Note that in this case we have the distributional equality,

\[
(36) \quad \prod_{i=1}^{n} \int_{|u|<1} (1 - \Lambda_{c,i}(ds|\beta)) Y_{i,\cdot}(s) = \prod_{i=1}^{m} e^{-\int_{\mathcal{S}} Y_i(s)Z_{c,i}(ds|\beta)} = e^{-N(f_{\beta,m})},
\]

where \( f_{\beta,m}(u, s, x) = -\sum_{i=1}^{m} Y_i(s) \log(1 - h_i(u, \beta)) \). The likelihood takes the form

\[
(37) \quad L_c(dT, dX|\Lambda, \beta) := e^{-N(f_{\beta,m})} \prod_{i=1}^{n} h_i(u_i, \beta) N(du_i, dT_i, dX_i).
\]

Placing a prior on \( \beta \), say \( \pi(d\beta) \), the joint structure of \( T, X, N, \beta \) takes the form

\[
(38) \quad L_c(dT, dX|\Lambda, \beta) \mathcal{P}(dN|\rho, \Lambda_0) \pi(d\beta).
\]

Typically, one is interested in obtaining the posterior distribution of \( \Lambda \) or \( F \) when applicable which requires a description also of the posterior distribution of \( \beta \) given the data. Again, it is easiest to do this by obtaining the posterior distribution of \( N \), which then yields the posterior distribution for a variety of functionals. We first obtain the marginal likelihood of the data given \( \beta \) by another application of Proposition 2. The variation on the previous models is that we now use the fact that

\[
(39) \quad \prod_{i=1}^{n} h_i(u_i, \beta) = \prod_{j=1}^{n(p)} \prod_{i \in E_j} h_i(u_j, \beta).
\]

It follows from Proposition 1 that the marginal likelihood given \( \beta \), say \( L_c(dT, dX|\beta) \) is equivalent to,

\[
\mathcal{L}_N(f_{\beta,m}|\rho, \Lambda_0) \int_{\mathcal{M}} \left[ \prod_{i=1}^{n} \int_{0}^{1} h_i(u_i, \beta) N(du_i, dT_i, dX_i) \right] \mathcal{P}(dN|e^{-f_{\beta,m}} \rho, \Lambda_0),
\]

where for fixed \( \beta \), \( \mathcal{P}(dN|e^{-f_{\beta,m}} \rho, \Lambda_0) \) denotes the law of a Poisson random measure, say \( N_{c,m,\beta} \), with Lévy measure,

\[
(40) \quad e^{-f_{\beta,m}(u, s, x)} \rho(ds|s) := \rho_{\beta,m}(du|s) = \left[ \prod_{i=1}^{m} (1 - h_i(u, \beta)) Y_i(s) \right] \rho(ds|s).
\]

Again this implies that conditional on the information contained in (36), \( \Lambda \) given \( \beta \) is a Lévy hazard measure with Lévy measure \( \rho_{\beta,m} \). Using Proposition 2, and (39), an expression for the marginal likelihood of the data given \( \beta \) is

\[
(41) \quad L_c(dT, dX|\beta) = \mathcal{L}_N(f_{\beta,m}|\rho, \Lambda_0) \prod_{j=1}^{n(p)} \left[ \int_{0}^{1} \left[ \prod_{i \in E_j} h_i(u_i, \beta) \right] \rho_{\beta,m}(du|T_j^*) \right] \Lambda_0(dT_j^*, dX_j^*).
\]
Additionally the expectation of the expressions given in (36) is

\[ E\left[ e^{-N(f_{\beta,m})}\right] = \mathcal{L}_N(f_{\beta,m}|\rho, \Lambda_0) = \prod_{i=1}^{m} E\left[ e^{-Z_{c,i}(Y_{i}^c|\beta)}|\rho_{\beta,i-1}\right] \]

where for \( l = 1, \ldots, m \), with \( \rho_{\beta,0} = \rho \),

\[ E\left[ e^{-Z_{c,i}(Y_{i}^c|\beta)}|\rho_{\beta,i-1}\right] = \exp \left(- \int_{0}^{\infty} \int_{0}^{1} \left(1 - [1 - h_i(u, \beta)] Y_{i}^c(s)\right) \rho_{\beta,i-1}(du|s) \Lambda_0(ds)\right), \]

which can be verified using Proposition 4.2.

**Theorem 4.** Let \( N \) be \( \mathcal{P}(dN|\rho, \Lambda_0) \) and let \( \Lambda \) be \( \mathcal{P}(d\Lambda|\rho, \Lambda_0) \) on \( S \). Then subject to the model described in (35), the posterior distribution of \( \Lambda \) given the data and \( \beta \) is equivalent to the law of the Lévy hazard measure,

\[ \Lambda_{c,m,\beta}(ds, dx) = \Lambda_{m,\beta}(ds, dx) + \sum_{j=1}^{n(p)} J_{j,n} \delta_{T^*_j}(ds, dx) = \int_{0}^{1} uN^*_c(du, ds, dx) \]

where conditional on \( \beta \), \( \Lambda_{m,\beta} \) is a Lévy hazard measure with Lévy measure \( \rho_{m,\beta} \) as in (43) and given the data and \( \beta \), the \( (J_{j,n}) \) are conditionally independent with distributions

\[ \mathbb{P}\{J_{j,n} \in du|T_{j}^*, \beta\} := H_{j,c}(du|\beta) \propto \left[ \prod_{i=1}^{m} (1 - h_i(u, \beta)) Y_{i}^c(T_{j}^*) \right] \left[ \prod_{i \in E_j} h_i(u, \beta) \right] \rho(du|T_{j}^*) \]

The law of \( N^*_c = N_{c,\beta} + \sum_{j=1}^{n(p)} \delta_{T^*_j} \) is equivalent to the posterior distribution of \( N \). The posterior distribution of \( F \) is a spatial NTR whose law is equivalent to the law of a random measure \( F^*_{c,m,\beta} \) defined by replacing \( \Lambda \) with \( \Lambda^*_{c,m,\beta} \) in (33). Conditional on \( \beta \), the posterior distribution of \( Z \) is equivalent to the law of \( Z_{c,m,\beta}(ds, dx) = \int_{0}^{1} [-\log(1-u)] N^*_c(du, ds, dx) \). The posterior distribution of \( \beta \) takes the form \( \pi(d\beta|T, X) \propto \pi(d\beta)L_{c}(dT, dX|\beta) \)

**Proof.** Similar to (36), an application of Proposition 2 yields the following disintegration for fixed \( \beta \),

\[ \left[ \prod_{i=1}^{n} h_i(u_i, \beta) N(dW_i) \right] \mathcal{P}(dN|e^{-\int_{0}^{T_{j}} \rho ds}, \Lambda_0) = \mathcal{P}(dN|e^{-\int_{0}^{T_{j}} \rho ds}, \Lambda_0, W) \prod_{j=1}^{n(p)} \left[ \prod_{i \in E_j} h_i(u, \beta) \right] e^{-\int_{0}^{T_{j}} \rho ds(W_{j}^*)} \nu(dW_{j}^*), \]

where \( \nu(dW_{j}^*) = \rho(du_j|T_{j}^*) \Lambda_0(dT_{j}^*, dX_{j}^*) \), and \( e^{-\int_{0}^{T_{j}} \rho ds(W_{j}^*)} = \left[ \prod_{i=1}^{n(p)} (1 - h_i(u, \beta)) Y_{i}^c(T_{j}^*) \right] \). Now since the form of \( L_{c}(dT, dX|\beta) \) has been obtained in (41), the result follows, similar to the proof of Theorem 2, by multiplying and dividing appropriately by \( \prod_{j=1}^{n(p)} \left[ \int_{0}^{1} \prod_{i \in E_j} h_i(u, \beta) \right] \rho_{\beta,m}(du|T_{j}^*) \).

**4.5.1 Cox regression model**

We now show that the Bayesian Cox regression model considered by Hjort (1990) and Kim and Lee (2003) falls within our framework. In that setup, one has, conditional on \( \beta \), \( i = 1, \ldots, m \) NTR survival functions

\[ S_i(t|\beta) := S(t)^{\exp \beta^T M_i}, \]
where $\beta$ is a vector parameter of interest and $M_i$ is a covariate vector. As shown in Hjort (1990), the corresponding Lévy cumulative hazard is of the form

\[(42) \quad \Lambda_i(ds|\beta) := 1 - (1 - \Lambda(ds))^{\exp \beta^T M_i}.
\]

The representation, as noted in Kim and Lee (2003), imply that $\Lambda_i$ and $\Lambda$ are related by the the choice of $h_i(u, \beta) := 1 - (1 - u)^{\exp \beta^T M_i}$. The choice of $f_{\beta,m}$, in the case of the proportional hazards model in Hjort (1990) and Kim and Lee (2003) is, $f_{\beta,H}(u, s) = - \sum_{i=1}^m \exp (\beta^T M_i) Y_i(s) \log(1-u)$. Using Theorem 4, a description of the posterior distribution, alternate to that of Kim and Lee (2003), via $Z$ rather than $\Lambda$ subject to general Aalen filtering, is given by the specifications,

\[
P\{Z_{j,n} \in dy|T_j^*, \beta\} \propto \prod_{i \in E_j} \left(1 - e^{-\exp(\beta^T M_i)Y_i^*} \right) \tau_{\beta,m}(dy|T_j^*),
\]

where now, $\tau_{j,m}(dy|s) = \exp \left(- \sum_{i=1}^m \exp (\beta^T M_i) Y_i^*(s) \right) y(\tau(dy|s))$. For example, in the case of a generalized gamma process, the resulting posterior is such that $Z_{m, \beta}$ is a weighted generalized gamma process with Lévy measure,

\[
\tau_{*}(dy|s) := \frac{1}{\phi_{a,b}(1)\Gamma(1-a)} y^{a-1} \exp \left(- b + \sum_{i=1}^m \exp (\beta^T M_i) Y_i^c(s) \right) dy
\]

The corresponding $(Z_{j,n})$ do not have a simple distribution.

4.6 Remarks on prior fixed points of discontinuity

We have so far omitted any discussion on the form of the posterior distribution when there are prior points of discontinuity as in $\hat{A}_k$ defined in (17). In fact the analysis is essentially already contained in our results. Recall that for $n \geq 1$, the posterior process for $\Lambda$ in the complete data is, $\Lambda_n = \Lambda_n + \sum_{j=1}^k J_{n_j} \delta_{T_j^*, X_j^*}$ where the $(J_{n_j})$ are conditionally independent of $\Lambda_n$. Using this fact one can simply replace $n(p) = k$, and let $\{U_l, s_l, w_l\}$ play the role of $(J_{n_j})$. Let $n_l = \{|i : (T_i, X_i) = (s_l, w_l)|\}$ for $l = 1, \ldots, k$. In addition let $(T_j^*, X_j^*)$ denote $n(p)$ uniques values distinct from $(s_1, w_1), \ldots, (s_k, w_k)$. Then it is easy to see that the posterior distribution of $\hat{A}_k$ is of the form,

\[
\hat{A}_k = \Lambda_n + \sum_{l=1}^k U_{l:n} \delta_{s_l, w_l} + \sum_{j=1}^{n(p)} J_{n_j} \delta_{T_j^*, X_j^*}
\]

where $P\{U_{l:n} \in du|s_l\} \propto u^n(1-u)^{y_\ast(s_l)} H_l(du)$, for $l = 1, \ldots, k$. Similar statements hold for the models considered in sections 4.4 and 4.5.

5 EPPF, moment formulae, posterior characterizations and species sampling models

In this section, refinements are made to the description of the various characteristics of the spatial NTR processes, as described in Theorem 2. Most of these details do not appear in the Bayesian literature on univariate NTR processes and may also be of independent interest to those interested in properties of exponential functionals of subordinators. The results are a refinement of the material which appears in section 7, in particular 7.2 and 7.3, of James (2002). Our interest is both of a theoretical and practical nature. In particular, we discuss methods to simplify general calculations with respect to the marginal distribution, $L(dT, dX)$, of $(T, X)$ and to characterize the posterior
distribution, including new descriptions of the prediction rule. These characterizations become particularly important when one is interested in sampling from \((T, X)\), such as applications to mixture models. With the exception of the Dirichlet process, we obtain previously unknown expressions for exchangeable partition probability functions (EPPF) derived from NTR processes. However, see Remark 6 below on the related work of Gnedin and Pitman (2002). The EPPF, \(\pi(p) = p(e_1, \ldots, e_{n(p)})\), is the distribution of \(p\) which is exchangeable in its arguments and only depend on the cardinality of the cells \(E_1, \ldots, E_{n(p)}\). This leads to a decomposition of the marginal distribution of \((T, X)\) into \(T, X|p\) and \(p\), which is governed by the EPPF \(\pi(p)\). It is known from Pitman (1996), that the EPPF plus knowledge of \(\Lambda_0\) uniquely characterizes the distribution of the class of species sampling random probability measures, which includes the Dirichlet process. In principal, this fact allows simplification of moment formulae and also allows one to apply a Chinese restaurant sampling scheme to approximate posterior quantities. Ishwaran and James (2003) apply these ideas to the class of species sampling mixture models, which generalizes the work of Brunner, Chan and Lo (1996) for Dirichlet process mixture models. However, because NTR processes additionally depend on \(Y_n\), they are in general not species sampling models. It seems that in fact the Dirichlet process may be the only such model among NTR processes. The dependence on \(Y_n\), which is not completely determined by \(p\), increases the difficulty in terms of calculations. Here we introduce a further conditioning on a vector \(m = \{E_{(1)}, \ldots, E_{(n(p))}\}\), where \(E_{(j)}\) is the collection of values equal to the \(j\)th largest unique value. This leads to a manageable and interesting characterizations of the distribution of \((T, X|m, p)\) and a joint distribution of \((m, p)\), say \(\pi(m, p)\), which in the homogeneous case has a nice product form. A sampling scheme to generate \((m, p)\), which can be derived from the prediction rule is discussed.

Additionally, we illustrate, some not entirely expected connections, to the work of Carmona, Petit and Yor (1997) and Epifani, Lijoi and Pruenster (2002). Moreover, we identify a new class of species sampling models induced by the spatial NTR processes. For general discussions and applications of the EPPF and related quantites such as the Chinese restaurant process we refer the reader to Pitman (2002a) and closely related work on Poisson-Kingman models in Pitman (2002b).

Let \(\infty = T_0 > T_1 > T_2 > \cdots > T_{n(p)}\), denote an ordering of the unique values \(\{T^*_1, \ldots, T^*_{n(p)}\}\). In addition let \(m = \{E_{(1)}, \ldots, E_{(n(p))}\}\) denote the collection of sets \(E_{(j)} = \{i : T_i = T_{(j)}\}\) for \(j = 1, \ldots, n(p)\). That is, \(E_{(j)}\) is the collection of values equal to the \(j\)th largest unique value. Then it follows that,

\[
\prod_{i=1}^n S(T_{i-}) = \prod_{j=1}^{n(p)} S(T^*_j)^{c_{(j,n)}} = \prod_{j=1}^{n(p)} S(T_{(j-)}^{m_j}),
\]

where \(m_j = |E_{(j)}|\) is the number of values equal to the \(j\)th largest unique value. Note that the set \(S_{n(p)}\), respectively \((m)\), given \(p = \{E_1, \ldots, E_{n(p)}\}\), takes its values over the symmetric group, say \(S_{n(p)}\), of all \(n(p)!\) permutations of \(\{e_1, \ldots, e_{n(p)}\}\), of \(\{E_1, \ldots, E_{n(p)}\}\). For integers, \((i, k)\) let,

\[
\psi_{i,k} = \int_0^\infty (1 - e^{-y}) e^{-yk} \tau(dy|s) \quad \text{and} \quad \psi_{i,k} = \int_0^\infty (1 - e^{-y}) e^{-yk} \tau(dy)
\]

and recall that for each \(j\)

\[
\phi(j) = \psi_{j,0} = \int_0^\infty (1 - e^{-jy}) \tau(dy).
\]

Now for each \(j\) define the probability \(Y_{(j-1)}(s) = \sum_{l=1}^{j-1} m_l I\{T_l > s\}\). Then for each \(j\), \(r_{j-1} = Y_{(j-1)}(T_{(j)}) := Y_n(T_{(j)}) = \sum_{l=1}^{j-1} m_l\) denotes the number larger than the \(j\)th largest unique value. Note that \(r_0 = 0\) and \(r_{n(p)} = n\). An application of Proposition 4.2 yields the following identity,

**Lemma 5.1** Let \(N \sim P(dN|\Lambda_0)\), then an application of Proposition 4.2 using for \(j = 1, \ldots, n(p)\),
Neutral to the Right

\[ f_j(u, s) = -Y_{(j-1)}(s) \log(1 - u), \] yields the formula,

\[ E \left[ \prod_{j=1}^{n(p)} S(T_{(j)})^{-m_j} \right] = \prod_{j=1}^{n(p)} \exp \left( -\int_0^{T_{(j)}} \psi_{m_j, r_{j-1}}(s) \Lambda_0(ds) \right). \]  

In particular when there are no ties, that is \( n(p) = n \), it follows that

\[ E \left[ \prod_{j=1}^{n} S(T_{-}) \right] = \prod_{j=1}^{n} \exp \left( -\int_0^{T_{(j)}} \psi_{1, j-1}(s) \Lambda_0(ds) \right). \]

Lemma 5.1 implies that the marginal joint distribution can be written as,

\[ L(dT, dX) = \prod_{j=1}^{n(p)} e^{-\int_0^{T_{(j)}} \psi_{m_j, r_{j-1}}(s) \Lambda_0(ds) \kappa_{m_j, r_{j-1}}(\rho(t_{(j)})) \Lambda_0(dt)}, \]

where \( \kappa_{m_j, r_{j-1}}(\rho) = \int_0^1 u^{m_j} (1 - u)^{r_{j-1}} \rho(du|s) \). For each \( m \in S_{n(p)} \) and integrable function \( g(T) \), define

\[ L(g; m) = \int_0^\infty \int_{t_1(p)}^\infty \cdots \int_{t_2(p)}^\infty g(t, m) \prod_{j=1}^{n(p)} e^{-\int_0^{T_{(j)}} \psi_{m_j, r_{j-1}}(s) \Lambda_0(ds) \kappa_{m_j, r_{j-1}}(\rho(t_{(j)})) \Lambda_0(dt)}, \]

where \( t_1 > t_2 > \cdots > t_{n(p)} \) denotes one of \( n(p)! \) orderings of the unique values. With some abuse of notation, the vector \((t, m) = (t)\) denotes the collection of \( n \) points whose \( n(p) \) unique values are ordered according to \( m \).

**Lemma 5.2** Assume that the functional \( I(g) = \int g(t) \prod_{i=1}^{n} F(dt_i) \) is integrable, where \( F \) is a NTR process specified by the Poisson law \( \mathcal{P}(dN|\rho, \Lambda_0) \), then it follows from Theorem 2 that,

\[ E[I(g)] = \sum_p \left[ \sum_{m \in S_{n(p)}} L(g; m) \right]. \]

In the homogeneous case, \( \rho(du|s) = \rho(du) \), the expression reduces to,

\[ \sum_p \left[ \sum_{m \in S_{n(p)}} \prod_{j=1}^{n(p)} \kappa_{m_j, r_{j-1}}(\rho) \int_0^\infty \int_{t_1(p)}^\infty \cdots \int_{t_2(p)}^\infty g(t, m) \prod_{j=1}^{n(p)} e^{-\Lambda_0(t_{(j)}) \psi_{m_j, r_{j-1}} \Lambda_0(dt_j)} \right]. \]

**Proof.** The result follows from an application of Theorem 2 and Fubini’s theorem which yields

\[ \int_M I(g) \mathcal{P}(dN|\rho, \Lambda_0) = \int g(t) L(dt, dx) \]

\( \square \)

### 5.1 Exponential functionals and means of NTR processes

We now relate Lemma 5.1 with the results of Epifani, Lijoi and Pruenster (2002) and Carmona, Petit, and Yor (1997) concerning moment formulae for means of NTR processes. Briefly, using the relationship,

\[ I = \int_0^\infty tF(dt) = \int_0^\infty S(t)dt = \int_0^\infty e^{-Z(t)}dt, \]
Epifani, Lijoi, and Pruenster (2002, Proposition 5), establish the following moment formulae, expressed in our notation, which characterizes the distribution of $I$,

$$\mathbb{E}[I^n] = n! \int_{0}^{\infty} \int_{t_{n(p)}}^{\infty} \cdots \int_{t_{2}}^{\infty} \prod_{j=1}^{n} \exp \left( - \int_{0}^{t_{j}} \int_{0}^{\infty} (1 - e^{-y}) e^{-y(j-1)\tau(dy,s)} \Lambda_0(ds) \right) dt_j. \tag{47}$$

The authors also provide conditions under which the moments exist, which amounts to the finiteness of the moment of order $n$ of $F_0$. That is $\int_{0}^{\infty} t^n F_0(dt) < \infty$. In addition, when $\rho(du|s) = \rho(du)$ and $\Lambda_0(t) = t$, the expression in (47) reduces to the interesting formulae of Carmona, Petit and Yor (1997, Proposition 3.1), viewed within the context of exponential functionals of a subordinator,

$$\mathbb{E}[I^n] = \frac{n!}{\prod_{j=1}^{n} \phi(j)}. \tag{48}$$

Notice that the specification $\Lambda_0(t) = t$ is equivalent to specifying $F_0$ as an exponential(1) distribution. In addition, Carmona, Petit and Yor (1997, Proposition 3.3) establish the following result for any $\lambda \geq 1$, and more general Lévy processes,

$$\mathbb{E}[I^\lambda] = \frac{\lambda}{\phi(\lambda)} \mathbb{E}[I^{\lambda-1}].$$

A proof of the expression (48), somewhat different from the approaches of Epifani, Lijoi and Pruenster (2002) and Carmona, Petit and Yor (1997) can be obtained by using (44) in Lemma 5.1, and noting by Fubini’s Theorem that,

$$\mathbb{E}[I^n] = \int \mathbb{E} \left[ \prod_{i=1}^{n} S(t_{i-}) \right] dt_1 \ldots dt_n. \tag{L5.3}$$

Lemma 5.2 offers a complementary result to theirs in that one can express $\mathbb{E}[I^n]$ in terms of sums over partitions $p$. Apparently, for NTR processes, a result of this type is only widely known in the case of the Dirichlet process, which follows as a special case of Lo (1984). The result is as follows,

**Corollary 5.1** Let $I$ be defined as in (46), then for $g(t) = \prod_{i=1}^{n} t_i = \prod_{j=1}^{n(p)} t_{(j)}^{m_{(j)}},$

$$\mathbb{E}[I^n] = \sum_{p} \left[ \sum_{m \in \mathcal{S}_{n(p)}} \mathbb{E}[L(g;m)] \right].$$

In particular, in the case where, $\rho(du|s) = \rho(du)$ and $\Lambda_0(t) = t$, Lemma 5.2 combined with the result of Carmona, Petit and Yor (1997) yields the identity,

$$\sum_{p} \left[ \sum_{m \in \mathcal{S}_{n(p)}} \left[ n(p) \prod_{j=1}^{n(p)} \kappa_{m_{j},r_{j-1}(\rho)} \right] \int_{0}^{\infty} \int_{t_{n(p)}}^{\infty} \cdots \int_{t_{2}}^{\infty} \prod_{j=1}^{n(p)} t_{j}^{m_{j}} e^{-t_{j} \psi_{m_{j},r_{j-1}}} dt_j \right] = \frac{n!}{\prod_{j=1}^{n} \phi(j)}.$$
Proposition 5.1 Let \( F \) be a spatial NTR process determined by a Poisson random measure with law \( \mathcal{P}(dN|\rho, \Lambda_0) \), the EPPF derived by iid sampling from \( F \) is expressible as,

\[
\pi(p) = \sum_{m \in S_n(p)} L(1; m),
\]

The representations imply the existence of a joint distribution of \((m, p)\) given by \( \pi(m, p) = L(1; m) \).

Additionally in the case where \( \rho(du|s) = \rho(du) \), the formulae reduce to,

\[
\pi(p) = \sum_{m \in S_n(p)} \frac{n(p) \kappa_{m_j, r_j-1}(\rho)}{\prod_{j=1}^{n(p)} \phi(r_j)} \quad \text{and} \quad \pi(m, p) = \frac{\prod_{j=1}^{n(p)} \kappa_{m_j, r_j-1}(\rho)}{\prod_{j=1}^{n(p)} \phi(r_j)}.
\]

Proof. The proof in the general case follows from Lemma 5.2 with \( g := 1 \). In the case of \( \rho(du|s) = \rho(du) \), \( \pi(p) \) is equivalent to

\[
\sum_{m \in S_n(p)} \left[ \prod_{j=1}^{n(p)} \kappa_{m_j, r_j-1}(\rho) \right] \int_0^\infty \int_{\mathcal{S}(p)} \cdots \int_{\mathcal{S}(p)} e^{-\Lambda_0(t_j)} \psi_{m_j, r_j-1} \Lambda_0(dt_j)
\]

The result is concluded by evaluating \( \int_0^\infty \int_1^\infty \cdots \int_1^\infty \prod_{j=1}^{n(p)} e^{-\Lambda_0(t_j)} \psi_{m_j, r_j-1} \Lambda_0(dt_j) \). This is done by noting that for any positive \( C_0 \), \( \int_0^\infty e^{-C_0 t} \Lambda_0(du) = C_0^{-1} e^{-C_0 t} \lambda_0(t) \). In addition, \( \psi_{m, r} = \phi(r) \).

A closer relationship to the formula for \( E[I^n] \), given in Carmona, Perlet and Yor (1997), is seen in the next corollary which describes formula for the case where all cells are of the same size.

Corollary 5.2 Suppose that \( \rho(du|s) = \rho(du) \) and \( n = kn(p) \), then with respect to the EPPF given in (44), the probability of the event \( p = \{E_1, \ldots, E_{n(p)}\} \), such that the size of each cell is \( k \), is

\[
\pi(p) = \frac{n(p)! \prod_{j=1}^{n(p)} \int_0^1 u^k(1-u)^{j-1} \rho(du)}{\prod_{j=1}^{n(p)} \phi(jk)}.
\]

As special cases, when \( n(p) = n \), the probability of no ties in the sample, corresponds to the probability of the event \( p = \{1, 2, \ldots, n\} \), given by,

\[
\pi(p) = \frac{n! \prod_{j=1}^{n} \int_0^1 u(1-u)^{j-1} \rho(du)}{\prod_{j=1}^{n} \phi(j)} = E[I^n] \prod_{j=1}^{n} \int_0^1 u(1-u)^{j-1} \rho(du),
\]

for \( E[I^n] \) given in (44). When \( n(p) = 1 \), \( p = \{1, 2, \ldots, n\} \), corresponds to the event that all the values in the sample are the same, the probability is given by,

\[
\pi(p) = \frac{\int_0^1 u^n \rho(du)}{\phi(n)} = \frac{\int_0^\infty (1-e^{-y})^n \tau(dy)}{\int_0^\infty (1-e^{-y}) \tau(dy)}.
\]

Remark 6. As mentioned in the introduction, for the case \( \rho(du|s) = \rho(du) \), Gnedin and Pit-\text{man} (2002), independent of this work and by different arguments, obtain formulae for what are called regenerative compositions that contain our results in (49). Their formulae are derived from a discretization of subordinators. In fact, the authors show that all such regenerative compositions are determined uniquely by their construction via subordinators. The authors’ result is more general, in the homogeneous case, as they include the result for subordinators with drift components and
allow \( \tau \) to have mass at infinity. It is however a simple matter to adjust Proposition 1 to allow for a drift [see James (2002, Remark 28)]. They do not cover the inhomogeneous cases we consider. The authors description via a decrement function and composition structure contain additional binomial coefficients. Explicitly in terms of our notation, their composition structure is expressed as

\[
\frac{n!}{\prod_{j=1}^n e_j!} \pi(m, p)
\]

We use their work to identify some interesting spatial NTR models. See Donnelly and Joyce (1991), Gnedin (1997) and Pitman (1997) for relevant references.

Some examples are now presented.

### 5.2.1 Dirichlet process

The classical example of \( \pi(p) \) in the inhomogeneous case is when \( F \) is a Dirichlet process with parameter \( \theta F_0 \) or equivalently \( \Lambda \) is a beta process with \( c(s) = \theta S_0(s) \), then the EPPF is

\[
\pi(p) = PD(\theta) = \frac{\Gamma(\theta)\theta^n(p) \prod_{j=1}^n (e_j - 1)!}{\Gamma(\theta + n)},
\]

which is a variant, mod the factor \( n!/\prod_{j=1}^n e_j! \), of the Ewens sampling formula derived by Ewens (1972) and Antoniak (1974). While the formula (11) is well-known, it is certainly interesting to see how it arises via the description in Proposition 5.1. Here we present arguments that will yield \( \pi(p, m) = L(1, m) \), which turns out to have a very simple form. Notice that for the Dirichlet process, \( \psi_{m_j, r_j-1}(s) = \sum_{j=1}^{m_j} \theta S_0(s) / [\theta S_0(s) + l - 1 + r_j - 1] \) and hence for each \( j \), by a change of variable,

\[
\int_0^{T(j)} \psi_{m_j, r_j-1}(s) \lambda_0(ds) = \sum_{l=1}^{m_j} \log \left[ \frac{\theta + l - 1 + r_j - 1}{\theta S_0(T(j)) + l - 1 + r_j - 1} \right].
\]

Notice that, \( \kappa_{m_j, r_j-1}(\theta S_0[T(j)]) = \theta S_0(T(j))\Gamma(m_j)\Gamma(r_j-1+S_0(T(j)-))\Gamma(r_j+\theta S_0(T(j)-)) \). By obvious cancellations, it follows that

\[
L(1, m) = \pi(m, p) = \frac{\theta^n(p)}{n!} \prod_{j=1}^n \frac{m_j}{\theta + l - 1 + r_j - 1} = \frac{1}{n!} PD(\theta).
\]

Of course, this argument also shows, the known fact, that \( L(dT, dX) := PD(\theta) \prod_{j=1}^n F_0(dt_j^*, dX_j^*) \).

### 5.2.2 Ferguson and Phadia’s homogeneous process

For the homogeneous process considered by Ferguson and Phadia (1979), defined by \( \rho_c \) or \( \tau_c \) with \( c(s) = \theta \) and \( \Lambda_0 \) we have, \( \psi_{m_j, r_j-1} = \sum_{l=1}^{m_j} \theta / (\theta + l - 1 + r_j - 1) \),

\[
\kappa_{m_j, r_j-1}(\rho) = \frac{\theta \Gamma(m_j)\Gamma(r_j-1+\theta)}{\Gamma(r_j+\theta)} \text{ and } \phi(r_j) = \sum_{l=1}^{r_j} \left[ \frac{\theta}{\theta + l - 1} \right],
\]

which yields the formula, \( \pi(m, p) = PD(\theta) \prod_{j=1}^n \frac{1}{\theta [(\theta + l - 1) / \theta]} \). Gnedin (2002) appears to be the first to derive this formula.
5.2.3 Renewal compositions: The beta \((-\alpha, \alpha)\) NTR process

Perhaps the most striking example of a composition structure, in the homogeneous case, is due to Pitman (1997),

\[
\frac{n!}{\prod_{j=1}^{n} \phi_j!} \pi(m, p) = \frac{n!}{\prod_{j=1}^{n} \phi_j!} \frac{\alpha^n p^\alpha \prod_{l=1}^{n} \Gamma(l - \alpha)}{\Gamma(\alpha + n)}
\]

which was originally derived from the zero-set of a Bessel bridge of dimension 2 - 2\(\alpha\). Gnedin and Pitman (2002) call this the class of renewal compositions. As indicated in Gnedin and Pitman (2002), the result surprisingly coincides with composition structure of the beta\((-\alpha, \alpha)\) process where,

\[
\kappa_{m_j, r_{j-1}}(\rho) = \frac{\Gamma(m_j - \alpha) \Gamma(\alpha + r_{j-1})}{\Gamma(r_j) \Gamma(1 + r_{j-1})} \text{ and } \phi(r_j) = \frac{\Gamma(\alpha + r_j)}{\Gamma(r_j) \alpha \Gamma(\alpha)}.
\]

Moreover, the EPPF derived from the beta\((-\alpha, \alpha)\) NTR process is the EPPF of the two parameter Poisson-Dirichlet family [see Pitman (1996, 2002a, 2002b)] with parameters \((\alpha, \alpha)\). That is,

\[
(52) \quad \pi(p) = \frac{n(p) \mid \alpha^n p^\alpha \prod_{l=1}^{n} \Gamma(l - \alpha)}{\Gamma(\alpha + n)}.
\]

Similar to the Dirichlet process, the conditional distribution of \(m \mid p\) is \(\pi(m \mid p) = 1/\mid n(p)\mid\). Note that while the EPPF is easy to sample, the corresponding beta \((-\alpha, \alpha)\) spatial NTR process, unlike the two parameter Poisson-Dirichlet process, is not a species sampling model. As such it is of practical interest to identify specifically the marginal distribution of \((T, X) \mid m, p\). We will do so in section 5.3.

5.2.4 Generalized gamma process

The last example presented is for the case of the generalised gamma process, here, \(\psi_{m_j, r_{j-1}} = [(r_j + b)^\alpha - (r_{j-1} + b)^\alpha]/[(1 + b)^\alpha - b^\alpha]\),

\[
\phi(r_j) = \frac{[(r_j + b)^\alpha - b^\alpha]}{[(1 + b)^\alpha - b^\alpha]} \text{ and } \kappa_{m_j, r_{j-1}}(\rho) = \frac{\sum_{i=0}^{m_j} (-1)^{i+1} (m_j)(b + r_{j-1} + l)^\alpha}{[(1 + b)^\alpha - b^\alpha]}
\]

Hence,

\[
\pi(m, p) = \frac{\prod_{j=1}^{n} \sum_{i=0}^{m_j} (m_j)(b + r_{j-1} + l)^\alpha}{\prod_{j=1}^{n} [(b + r_j)^\alpha - b^\alpha]}.
\]

5.3 Marginal distributions

We now proceed to describe the marginal distributions given \(p\) and \(m, p\). The event of no ties, \(n(p) = n\), corresponds to the common assumption in the literature for observed data. Analogous to Antoniak (1974) for the Dirichlet process, it follows that the distribution of \(T, X \mid p\), in the homogeneous case is,

\[
n! E[I^n]^{-1} \left[ \prod_{l=1}^{n} e^{-L_0(t(i)\psi_{l-1})} \right] \prod_{j=1}^{n} \Lambda_0(dt_j, dx_j).
\]

In general the definition of \(L(dT, dX)\) coupled with Proposition 5.1, yields the following description of a distribution of \((T, X) \mid m, p\) distribution
Lemma 5.3: Subject to the distributions $\pi(m, p)$, and $L(dT, dX)$, there exists a marginal distribution of $T, X | m, p$, given by

$$
\pi(dT, dX | m, p) \propto \prod_{j=1}^{n(p)} e^{-\int_0^{T(j)} \psi_{m_j, r_{j-1}}(s) \Lambda_0(ds)} \kappa_{m_j, r_{j-1}}(\rho | T(j)) \prod_{l=1}^{n(p)} \Lambda_0(dT_l, dX^+_l),
$$

and $T(1) > T(2) > \cdots T(n(p))$ denotes an ordering of the unique values. In the homogeneous case the result reduces to,

$$
\pi(dT, dX | m) = \prod_{j=1}^{n(p)} \phi(r_j) \prod_{l=1}^{n(p)} \Lambda_0(dT_l, dX^+_l)
$$

In both cases there exists a conditional distribution of $X | T, m$ given by $\prod_{j=1}^{n(p)} P_0(dX^+_j | T(j))$.

Lemma 5.3, (53), can be used to deduce an explicit Markov property in the homogeneous case which has the interpretation that the distribution of the next death time only depends on the previous death time.

Proposition 5.2: Given $m, p$, let $T(1), \ldots, T(n(p))$ be distributed according to (53), moreover set $\Lambda_0(t) = t$, then the conditional distribution of $T(j)$ given $T(j+1), \ldots, T(n(p))$ only depends on $T_{(j+1)} = T_{(j+1)}$ and is given by the truncated exponential distribution with density,

$$
\phi(r_j) e^{-\phi(r_j) t} dt
$$

for $t_j > t_{j+1}$. In particular, the smallest value, or equivalently the first of $n(p)$ death times, $T_{(n(p))}$ has a marginal distribution which is exponential with parameter $\phi(n)$, that is

$$
\mathbb{P}\{T_{(n(p))} \leq y\} = \phi(n) e^{-\phi(n) y} dy
$$

The result is similar for general $\Lambda_0$ and is given by replacing each $t_j$ with $\Lambda_0(t_j)$ in (54).

Results for Ferguson and Phadia’s homogeneous process, the beta ($-\alpha, \alpha$) spatial NTR process and the generalized gamma process can be deduced from the calculations in 5.2.2, 5.2.3, and 5.2.4. In particular, when $b = 0$ and $\Lambda_0(t) = t$, the density corresponding to the stable process with index $0 < \alpha < 1$ is

$$
\mathbb{P}\{T(j) \in dt_j | T(j+1) = t_{j+1}\} = r_j^\alpha e^{-r_j^\alpha [t_j - t_{j+1}]} \text{ for } t_j > t_{j+1}.
$$

Remark 7. From the characterization of the $V_j$ in Theorem 3.1 of Doksum, one can relate the densities, (52), in Proposition 5.2 to the $V_j$ as follows; Let $(1 - V_j) = e^{-Z(t_j) - Z(t_{j+1})}$, then,

$$
E[(1 - V_j)^{-\gamma}] = \int_{t_{j+1}}^{t_j} \phi(r_j) e^{-\phi(r_j) s} [\Lambda_0(s) - \Lambda_0(t_{j+1})] \Lambda_0(ds) = e^{-\phi(r_j) \Lambda_0(t_j) - \Lambda_0(t_{j+1})} \Lambda_0(t_j)
$$

The results, coupled with Theorem 2, lead to an alternate characterization of the posterior distribution given in Theorem 2 presented below.

Theorem 5. Let $F$ be a spatial NTR process determined by $N$ which is $\mathcal{P}(dN | \rho, \Lambda_0)$ if $g$ is a measurable non-negative or integrable function on $\mathbb{R}^n \times M$, then

$$
\int_{\mathbb{R}^n \times M} g(T, X, N) \prod_{i=1}^{n} F(dT_i, dX_i) \mathcal{P}(dN | \rho, \Lambda_0) = \sum_{m} \sum_{p} \int_{\mathbb{R}^n \times M} g((T, X), N) \pi(dN | T, X) \pi(dT, dX | m, p) \pi(m, p).
$$
Neutral to the Right

Note that we use the fact that the random measure corresponding to the law $\pi(dN|T,X)$ can be written as, $N_n^* = N_n + \sum_{j=1}^{n(p)} \delta_{T_j,X_j}$, where $X_j$ is paired with the $j$th largest unique value $T_j$. Moreover the distribution of $J_j|T_j$ for $j = 1,\ldots,n(p)$ are conditionally independent with distribution

$$
\Pr\{J_j \in du|T_j\} = \frac{n^{m_j}(1 - u)^{\rho-j}\rho(du|T_j)}{\kappa_{m_j,r_{j-1}}(\rho|T_j)}.
$$

5.4 Sequential constructions of $(m,p)$: modified Chinese restaurant processes

In this section it is shown how one might generate $(m,p)$ from $\pi(m,p)$ in the case where $\rho(du|s) = \rho(du)$, via a sequential seating scheme with probabilities derived from the prediction rule given $(m,p)$. The scheme bears similarities to generalized Chinese restaurant processes which can be used to generate general EPPF’s, $\pi(p) = p(e_1,\ldots,e_{n(p)})$. The generalized Chinese restaurant process sequentially sits customers entering a chinese restaurant. Using the description in Pitman (2002a, p. 60), an initially empty restaurant has an unlimited number of tables labelled 1, 2, $\ldots$, $n$. Customers numbered 1, 2, $\ldots$ arrive one by and are seated according to the following scheme: The first customer is seated at the first table. For $n \geq 1$, given the partition $p_n$, which is equivalent to the configuration of the the first $n$ customers seated at $n(p)$ tables, the next customer $n + 1$ is seated at an occupied table $j$ with probability $p(e_1,\ldots,e_{n(p)},1)/p(e_1,\ldots,e_{n(p)})$, otherwise the customer is placed at a new table with probability $p(e_1,\ldots,e_{n(p)},1)/p(e_1,\ldots,e_{n(p)})$. This scheme for the Dirichlet process generates the original Chinese restaurant process based on the Blackwell and MacQueen (1973) urn scheme which seats customers $n + 1$ to an occupied table $j$ with probability $e_{j,n}/(n + \theta)$ for $j = 1,\ldots,n(p)$, and otherwise to a new table with probability $\theta/(n + \theta)$. For the beta $(-\alpha,\alpha)$ NTR process or equivalently the two-parameter $(\alpha,\alpha)$ Poisson-Dirichlet process, the rule is seat customer $n + 1$ to an occupied table $j$ with probability $(e_{j,n} - \alpha)/(n + \alpha)$, and otherwise to a new table with probability $\alpha(1 + n(p))/(n + \alpha)$. In these two cases, one can then generate $(m,p)$ easily by drawing the vector $mp$ from the discrete uniform distribution on $S_n(p)$.

In general, to generate a $(m,p)$ from $\tilde{p}(m_1,\ldots,m_{n(p)}) = \pi(m,p)$, one can use a modified Chinese restaurant process which also records the rank of the entering customers relative to the already seated customers. That is, given a configuration based on $n$ customers seated at $n(p)$ existing tables labelled with ranks from $j = 1,\ldots,n(p)$, the next customer $n + 1$ is seated at an occupied table $j$, denoting that customer $n + 1$ is equivalent to the $j$th largest seated customers, with probability,

$$
p_j = \frac{\tilde{p}(\ldots,m_j + 1,\ldots)}{\tilde{p}(m_1,\ldots,m_{n(p)})} = \frac{\kappa_{m_j+1,r_{j-1}}(\rho)\prod_{l=j+1}^{n(p)}\kappa_{m_l,r_{l-1}}(\rho)\prod_{l=j}^{n(p)}\phi(r_l)}{\kappa_{m_j,r_{j-1}}(\rho)\prod_{l=j+1}^{n(p)}\kappa_{m_l,r_{l-1}}(\rho)\prod_{l=j}^{n(p)}\phi(r_l+1)}
$$

Customer $n + 1$ is seated at a new table with probability $1 - \sum_{j=1}^{n(p)} p_j$. However, if customer $n + 1$ is new, it is also necessary to know the customer’s rank and as such re-rank by one position all customers smaller than the new customer. Hence the probability that customer $n + 1$ is new and is the $j$th largest among $n(p) + 1$ possible ranks is,

$$
q_j = \frac{\tilde{p}(\ldots,m_{j-1}+1,m_{j+1},\ldots)}{\tilde{p}(m_1,\ldots,m_{n(p)})} = \frac{\kappa_{1,r_{j-1}}(\rho)\prod_{l=j+1}^{n(p)}\kappa_{m_l,r_{l-1}}(\rho)\prod_{l=j}^{n(p)}\phi(r_l)}{\kappa_{1,r_{j-1}}(\rho)\prod_{l=j}^{n(p)}\kappa_{m_l,r_{l-1}}(\rho)\prod_{l=j}^{n(p)}\phi(r_l+1)},
$$

with $q_{n(p)+1} = \kappa_{1,n}(\rho)/\phi(n + 1)$. Note that in the calculation of $\kappa_{1,r_{j-1}}(\rho)$, $r_j - 1 + 1$ is to be used rather than $r_j = r_{j-1} + m_j$. 
As an example, recall from section 5.2.2 that Ferguson and Phadia’s homogeneous process has $\phi(r_j) = \sum_{l=1}^r \theta/(\theta + l - 1)$, it follows that in this case

$$p_j = \frac{m_j}{n + \theta} \prod_{l=j}^{n(p)} \phi(r_j) \quad \text{and} \quad q_j = \frac{1}{n + \theta} \sum_{l=1}^{r_j} \frac{1}{1/(\theta + l - 1)} \prod_{l=j}^{n(p)} \phi(r_l).$$

It turns out that $q_j$ and $p_j$ can be derived from the Bayesian prediction rule. To see the connection to a prediction rule, notice that the posterior spatial NTR process, $F^*$, described in Corollary 4.1, can be written as,

$$F^*_n(ds, dx) = e^{-Z_n(s-)} \prod_{j:T(j) < s} \left(1 - J_j\right) \Lambda_n(ds, dx) + \sum_{j=1}^{n(p)} \tilde{P}_{j:n} \delta_{T(j),X_j}(ds, dx)$$

where, $\tilde{P}_{j:n} = e^{-Z_n(T(j)-)} J_j \prod_{l=j+1}^{n(p)} (1 - J_l)$, and $J_j|T(j)$ are distributed as in (55). Now the probabilities $q_j$ and $p_j$ can be deduced by taking expectations, conditioned on $(m, p)$, over $\tilde{P}_{j:n}$ and $\int_{0}^{\infty} e^{-Z_n(s-)} \prod_{j:T(j) < s} \left(1 - J_j\right) \Lambda_n(ds)$. We will illustrate this below where an expression for the prediction rule is derived.

### 5.5 Prediction rule

Although one can deduce expressions for the prediction rules based on existing result, we now focus on a refined form, which reveals a bit more about the underlying structure of NTR models. As a by-product, this allows for more explicit expressions for the Bayes estimates of certain functionals. The prediction rule, $P\{T_{n+1} \in ds, X_{n+1} \in dx|T, X\}$ is equal to $E[F^*_n(ds, dx)|T, X]$ based on (57). In order to calculate this, using the notation $T(0) = \infty$ and $T(n(p)+1) = 0$, it follows that for each $j$,

$$E[J_j \prod_{l=j+1}^{n(p)} (1 - J_l)|T] = \frac{\kappa_{m_j+1, r_j-1}(\rho|T(j)) \prod_{l=j+1}^{n(p)} \kappa_{m_l, r_l-1+1}(\rho|T(l))}{\prod_{l=j+1}^{n(p)} \kappa_{m_l, r_l-1}(\rho|T(l))}$$

and

$$E[e^{-Z_n(T(j)-)}|T] = \prod_{l=j}^{n(p)} \exp(- \int_{T(l)}^{T(l+1)} \psi_{l,r_l(s)}\Lambda_0(ds)).$$

These calculations give

$$p_j^* = \frac{\kappa_{m_j+1, r_j-1}(\rho|T(j)) \prod_{l=j+1}^{n(p)} \kappa_{m_l, r_l-1+1}(\rho|T(l))}{\prod_{l=j+1}^{n(p)} \kappa_{m_l, r_l-1}(\rho|T(l))} \prod_{l=j}^{n(p)} e^{-\int_{T(l)}^{T(l+1)} \psi_{l,r_l(s)}\Lambda_0(ds)}$$

where $p_j^* = E[\tilde{P}_{j:n}|T] = P\{T_{n+1} = T(j)|T\}$. In the homogeneous case we have,

$$E[e^{-Z_n(T(j)-)}|T] = e^{-\psi_{1,r_1}\Lambda_0(T(j))} \prod_{l=j+1}^{n(p)} e^{-\psi_{m_l+1,r_l-1-\psi_{m_l,r_l-1}}\Lambda_0(T(l))},$$

with $\psi_{m_j+1,r_j-1-\psi_{m_j,r_j-1}} = \psi_{r_j-1} - \psi_{r_j-1}$ From this it follows that

$$p_j^* = E[\tilde{P}_{j:n}|T] = p_j E[e^{-Z_n(T(j)-)}|T] \prod_{l=j}^{n(p)} \phi(r_l+1) \phi(r_l).$$

Furthermore, integrating $E[e^{-Z_n(T(j)-)}|T]$, in (58), with respect to the distribution of $T|m, p$ given in Lemma 5.3, and using the relationships $\psi_{1,r_j} = \psi_{m_j, r_j-1} = \psi_{m_j+1, r_j-1}$, $\psi_{m_j+1, r_j-1} + \phi(r_j-1) = \phi(r_j+1)$ and $\phi(r_l-1) + \psi_{m_l+1, r_l-1} = \phi(r_l+1)$ for $l > j$, yields the expression,

$$E[e^{-Z_n(T(j)-)}|m, p] = \prod_{l=j}^{n(p)} \frac{\phi(r_l+1)}{\phi(r_l+1)}.$$
Neutral to the Right

and hence $E[\hat{P}_{n+1} | \mathbf{m}, \mathbf{p}] = E[p_j^* | \mathbf{m}, \mathbf{p}] = p_j$. The arguments to obtain expressions for the case when $T_{n+1}$ is distinct from the current unique values are a bit more delicate. Using the fact that $F_0(ds)$ is non-atomic, express

$$E[e^{-Z_{n}(s^-)} | \prod_{j:T_{(j)}<s} (1 - J_j)] \Lambda_n(ds, dx) | \mathbf{T}, \mathbf{X} = \sum_{j=1}^{n(p)+1} I_{\{T_{(j)} < s < T_{(j-1)}\}} B_j(s) \Lambda_0(ds, dx),$$

where for $j = 1, \ldots, n(p) + 1,$

$$B_j(s) = e^{- \int_{T_{(j)}}^{s} \psi_{1, r_{j-1}}(u) \Lambda_0(du)} E[e^{-Z_{n}(T_{(j)}^-)} | \mathbf{T}] \kappa_{1, r_{j-1}}(\rho | s) \prod_{l=j}^{n(p)} \kappa_{m_l, r_{l-1}+1}(\rho | T_{(l)}) \kappa_{m_l, r_{l-1}}(\rho | T_{(l)}) \kappa_{m_l, r_{l-1}}(\rho | T_{(l)}).$$

In particular, $B_n(p+1)(s) = \kappa_{1, n}(\rho | s) \exp(- \int_{0}^{s} \psi_{1, n}(u) \Lambda_0(du))$. From this one can construct conditional probabilities, $P \{ T_{n+1} \in ds, X_{n+1} \in dx | T_{(j)} < T_{n+1} < T_{(j-1)}, \mathbf{T} \},$ defined as,

$$F_{j:n}(ds, dx) := P_0(ds|x) F_{j:n}(ds) = \left[q_j^* \right]^{-1} I_{\{T_{(j)} < s < T_{(j-1)}\}} B_j(s) \Lambda_0(ds, dx),$$

and $q_j^* = P \{ T_{(j)} < T_{n+1} < T_{(j-1)} | \mathbf{T} \} = \int_{T_{(j)}}^{T_{(j-1)}} B_j(s) \Lambda_0(ds)$. Or equivalently,

$$q_j^* = E[e^{-Z_{n}(T_{(j)}^-)} - e^{-Z_{n}(T_{(j-1)}^-)} | \mathbf{T}] \prod_{l=j}^{n(p)} \frac{\kappa_{m_l, r_{l-1}+1}(\rho | T_{(l)})}{\kappa_{m_l, r_{l-1}}(\rho | T_{(l)})}. $$

In the homogeneous case this can be expressed as

$$q_j^* = q_j \frac{\phi(r_{j-1} + 1)}{\psi_{1, r_{j-1}}} E[e^{-Z_{n}(T_{(j)}^-)} - e^{-Z_{n}(T_{(j-1)}^-)} | \mathbf{T}] \frac{\prod_{l=j}^{n(p)} \phi(r_{l} + 1)}{\phi(r_{l})}. $$

Interestingly, $F_{j:n}(ds, dx) := P_0(ds|x) F_{j:n}(ds)$ has a simple form with

$$F_{j:n}(ds) = \frac{\psi_{1, r_{j-1}}(s) e^{- \int_{T_{(j)}}^{s} \psi_{1, r_{j-1}}(u) \Lambda_0(du)}}{1 - \int_{T_{(j)}}^{T_{(j-1)}} \psi_{1, r_{j-1}}(u) \Lambda_0(du)} \Lambda_0(ds),$$

which in the homogeneous case becomes,

$$F_{j:n}(ds) = \frac{\psi_{1, r_{j-1}} e^{- \psi_{1, r_{j-1}} | \Lambda_0(s) - \Lambda_0(T_{(j)}) |}}{1 - \psi_{1, r_{j-1}} | \Lambda_0(T_{(j)}) |} \Lambda_0(ds)$$

for $T_{(j)} < s < T_{(j-1)}$. Note that $\kappa_{1, r_{j-1}}(\rho | s) = \psi_{1, r_{j-1}}(s)$. Now for the homogeneous case, using (60), and $\psi_{1, r_{j-1}} = \phi(r_{j-1} + 1) - \phi(r_{j-1})$, it follows that $E[q_j^* | \mathbf{m}, \mathbf{p}] = q_j$. In addition let $T_{(1):n+1} > \ldots > T_{(n(p)+1):n+1}$ denote the order statistics of the $n(p) + 1$ unique values in the sample of size $n + 1$. An expression for the prediction rule and related quantities is given,

**Proposition 5.3** Let $F$ denote a spatial NTR process with parameters $\rho$, and $F_0(ds, dx)$, then based on $L(d\mathbf{T}, d\mathbf{X})$, the Bayesian prediction rule is,

$$P \{ T_{n+1} \in ds, X_{n+1} \in dx | \mathbf{T}, \mathbf{X} \} = \sum_{j=1}^{n(p)+1} q_j^* P_0(ds|x) F_{j:n}(ds) + \sum_{j=1}^{n(p)} P_j^* \delta_{T_{(j)}}, X_j^*(ds, dx),$$

The probability that the pair $(T_{n+1}, X_{n+1})$ is new is $1 - \sum_{j=1}^{n(p)} p_j^* = \sum_{j=1}^{n(p)+1} q_j^*$. When $\rho(ds|s) = \rho(ds)$, $p_j^*$, $q_j^*$, and $F_{j:n}(ds)$ simplify to the expressions given in (59), (61) and (62). In addition $E[q_j^* | \mathbf{m}, \mathbf{p}] = q_j$ and $E[p_j^* | \mathbf{m}, \mathbf{p}] = p_j$. Moreover, it can be deduced from Lemma 5.3, that the quantity $E[q_j^* F_{j:n}(ds)|\mathbf{m}, \mathbf{p}] / q_j$ is equivalent to the distribution of $T_{(j):n+1}$ in the case where there is one value, namely $T_{n+1}$, equal to it.
From the prediction rule one can obtain expressions for posterior quantities such as the Bayes estimate for $E[X]$ in the medical cost model in (44), given as,

$$E[E[X] | T, X] = \sum_{j=1}^{n(p)+1} q_j^* \int_{T_{(j)}}^{T_{(j-1)}} \left[ \int_0^\infty xP_0(dx|s) \right] F_{j:n}(ds) + \sum_{j=1}^{n(p)} p_j^* X_j^*.$$

We now provide a description of the prediction rule for a spatial generalized Dirichlet processes, process.

### 5.5.1 Spatial beta processes

As an example in the inhomogeneous case, for the spatial NTR process $F$ on $S$ defined by the spatial beta process with parameters $c(s)$ and $\Lambda_0(ds, dx)$ the prediction rule is specified by,

$$p_j^* = \frac{m_j}{r_j + c(T_{(j)})} \left[ \prod_{l=j+1}^{n(p)} \frac{r_l-1 + c(T_{(l)})}{r_l + c(T_{(l)})} \right]^{n(p)} \prod_{l=j}^{n(p)} e^{-\int_{T_{(l+1)}}^{T_{(l)}} \frac{c(s)}{r_l + c(T_{(l)})} \Lambda_0(ds)}.$$

$$q_j^* = \left[ 1 - e^{-\int_{T_{(j)}}^{T_{(j-1)}} \frac{c(s)}{r_{j-1} + c(T_{(j-1)})} \Lambda_0(ds)} \right] \left[ \prod_{l=j}^{n(p)} \frac{r_{l-1} + c(T_{(l)})}{r_l + c(T_{(l)})} \right]^{n(p)} e^{-\int_{T_{(l+1)}}^{T_{(l)}} \frac{c(s)}{r_l + c(T_{(l)})} \Lambda_0(ds)},$$

and

$$F_{j:n}(ds) \propto e^{-\int_{T_{(j)}}^{T_{(j-1)}} \frac{c(s)}{r_{j-1} + c(T_{(j-1)})} \Lambda_0(ds)} \frac{c(s)}{c(s) + r_{j-1} \Lambda_0(ds)} \Lambda_0(ds) \text{ for } T_{(j)} < s < T_{(j-1)}.$$

For Ferguson and Phadia's homogeneous process with $c(s) = \theta$, we have

$$p_j^* = \frac{m_j}{\theta + n} \left[ e^{\frac{-\theta}{\theta + n} [\Lambda_0(T_{(l)}) - \Lambda_0(T_{(l+1)})]} \right]^{n(p)} \prod_{l=j}^{n(p)} e^{\frac{-\theta}{\theta + n} [\Lambda_0(T_{(l)}) - \Lambda_0(T_{(l+1)})]}.$$

$$q_j^* = \frac{\theta + r_{j-1}}{\theta + n} \left[ 1 - e^{\frac{-\theta}{\theta + n} [\Lambda_0(T_{(j-1)}) - \Lambda_0(T_{(j)})]} \right] \left[ e^{\frac{-\theta}{\theta + n} [\Lambda_0(T_{(l)}) - \Lambda_0(T_{(l+1)})]} \right]^{n(p)} \prod_{l=j}^{n(p)} e^{\frac{-\theta}{\theta + n} [\Lambda_0(T_{(l)}) - \Lambda_0(T_{(l+1)})]}.$$

and

$$F_{j:n}(ds) \propto e^{\frac{-\theta}{\theta + n} [\Lambda_0(s) - \Lambda_0(T_{(j)})]} \frac{\theta}{\theta + r_{j-1}} \Lambda_0(ds) \text{ for } T_{(j)} < s < T_{(j-1)}.$$

One can compare these formula with those for $p_j$ and $q_j$ given (50). Notice that for models subject to Aalen Filtering as in section 4.4, the rules are given by replacing $c(s)$ with $c(s) + Y_{c,m}(s) - Y_m(s)$.

### 5.6 Species sampling models generated by spatial NTR processes

The availability of the EPPF, coupled with Pitman's (1996) theory of species sampling random probability models, implies that there exists a new explicit class of random probability measures of the form,

$$(63) \quad P_F(\cdot) = \sum_{i=1}^{\infty} P_i \delta_{Z_i}(\cdot)$$

where $Z_i$ are iid random elements in $X$ with some non-atomic law $P_0$ and, independent of $(Z_i)$, $(P_i)$ denotes a collection of random probabilities, summing to 1, whose law is completely determined by the EPPF $\pi(p)$ given in Proposition 5.1. We will call $P_F$ an NTR species sampling model. The next proposition describes how such a process can always be generated by an $F$ with an independent prior specification, $F_0(ds, dx) = F_0(ds)P_0(dx)$.
Proposition 5.4 Let $N$ be $\mathcal{P}(dN|\rho, \Lambda_0)$, where $\Lambda_0$ is chosen such that, $\Lambda_0(ds, dx) = \Lambda_0(ds)P_0(dx)$, then the corresponding spatial NTR process, $F$, generates an NTR species sampling model, $P_F$, given in [53], by the representation, $P_F(dx) := F((0, \infty), dx) = \int_0^\infty S(s-)\Lambda(ds, dx)$, or equivalently, the marginal distribution of $X = (X^*, p)$ is given by $E[\prod_{j=1}^n P_F(dX_i)] = \pi(p)\prod_{j=1}^n P_0(dX_j^*)$. Additionally the posterior distribution of $P_F$ is characterized by Theorem 5.

Proof. Under the specifications, $F_0(ds, dx) = F_0(ds)P_0(dx)$, $L(dT, dX)$ is such that given $p$ the vectors $T^*$ and $X^*$ are independent, where $X^*$ has joint law $\prod_{j=1}^n P_0(dX_j^*)$. The result is concluded by integrating out $T^*$. □

In most cases $\pi(p)$ will not be easy to work with directly, as such one can work with $\pi(m, p)$. As an example we present an expression for the prediction rule.

Corollary 5.3 Let $P_F$ denote an NTR species sampling model defined by the choice $\rho(du|s) = \rho(du)$, then one can define a prediction rule for $X_{n+1}$ given $X, m$ as follows,

$$\mathbb{P}\{X_{n+1} \in dx|X, m\} = (1 - \sum_{j=1}^{n(p)} p_j)P_0(dx) + \sum_{j=1}^{n(p)} p_j \delta_{x_j^*}(dx).$$

The prediction rule given $X$ is obtained by $\mathbb{P}\{X_{n+1} \in dx|X\} = \sum_{m\in S_n(p)} \mathbb{P}\{X_{n+1} \in dx|X, m\} \pi(m|p)$.

It is interesting to note that while the Dirichlet process is an example of $P_F$, it also arises without the independence specification. The most surprising case is the emergence of the two parameter $(\alpha, \alpha)$ Poisson-Dirichlet process, that arises from the beta $(-\alpha, \alpha)$ spatial NTR process. This fact leads to another representation for the two-parameter $(\alpha, \alpha)$ Poisson-Dirichlet process as follows:

Proposition 5.5 Let $F$ denote a beta $(-\alpha, \alpha)$ spatial NTR process with independent prior specification, then the process $P_F$ is a two-parameter $(\alpha, \alpha)$ Poisson-Dirichlet process. This implies that using the results in Pitman (1996) and Pitman and Yor (1997), in combination with Proposition 5.4, yields the following representations,

$$P_F(dx) = \int_0^\infty S(s-)\Lambda(ds, dx) = \sum_{j=1}^\infty \hat{V}_j \prod_{i=1}^{j-1} (1 - \hat{V}_i) \delta_{Z_j}(dx) = \frac{\mu(dx)}{\mu(X)}.$$

where $(\hat{V}_k)$ are independent beta $(1-\alpha, \alpha(1+k))$ random variables independent of the $(Z_k)$ which are iid $P_0$. The random measure $\mu$, has law, say $\mathcal{P}\mathcal{D}_{\alpha,\alpha}(d\mu|P_0)$, determined by the stable law process with index $0 < \alpha < 1$, via the absolute continuity formula, $\mathcal{P}\mathcal{D}_{\alpha,\alpha}(d\mu|P_0) \propto \mu(X)^{-\alpha}P(d\mu|\tau_{\alpha,0}, P_0)$. The quantity, $P(d\mu|\tau_{\alpha,0}, P_0)$, indicates that $\mu$ is a stable law process. That is, if $\mu$ has law $P(d\mu|\tau_{\alpha,0}, P_0)$, then $\mu(dx) = \int_0^\infty yN(dy, dx)$ where $N$ is $\mathcal{P}(dN|\tau_{\alpha,0}, P_0).

6 NTR mixture models

Define,

$$f(y|F) = \int_S K(y|t, x)F(dt, dx) = \int_S K(y|t, x)S(t-)\Lambda(dt, dx),$$
where $K$ is a positive integrable kernel on a polish space $\mathcal{Y}$. Similar to Lo (1984) for Dirichlet processes, the quantity represents a rich class of spatial NTR mixture models. That is $(T,X)$, represent missing values from an unknown distribution $F$. This framework potentially allows for the application of NTR models to a much larger collection of complex statistical models. Note also that the class $\int_X K(y|x)P_F(dx)$, generates a new class of species sampling mixture models. Species sampling mixture models are described in Ishwaran and James (2003). Assuming that $Y_1, \ldots, Y_n|F$ are iid $f(y|F)$, the likelihood given $F$ is,

(65)  \[ \prod_{i=1}^n f(Y_i|F) = \prod_{i=1}^n \int S K(Y_i|t_i, x_i)F(dt_i, dx_i) \]

Notice that from an application of Theorem 5 and Lemma 5.3, the marginal distribution of $Y$ is given by $\sum_p \sum_{m \in S_n(p)} f(Y|m, p)\pi(m, p)$, where in the homogeneous case,

\[ f(Y|m, p) = \left[ \prod_{j=1}^{n(p)} \phi(r_j) \right] \int \prod_{j=1}^{n(p)} f(Y|t_{(j)})e^{-\psi_{m_j, r_{j-1}}(t_{(j)})}L_0(dt_{(j)}), \]

with, $f(Y|t_{(j)}) = \int_X \left[ \prod_{i \in E_{(j)}} K(Y_i|t_{(j)}, x) \right] P_0(dx|t_{(j)})$. The formula $f(Y|t_{(j)})$ remains the same for the inhomogeneous case. Given the results in sections 5.2-5.6 it is evident that, with some additional work, one can devise Gibbs sampling schemes to approximate posterior quantities in a mixture model setting. See also Ishwaran and James (2001) and Ishwaran and James (2003) for a discussion on various techniques for the related classes of stick-breaking priors and species sampling mixture models. The next result presents a characterization of the posterior distribution of $T,X,F|Y$ which is designed so that one might exploit those results.

**Theorem 6.** Suppose that $F$ is a spatial NTR induced by $N$ which is $P(dN|\rho, \Lambda_0)$. Then the posterior distribution of $F, T, X$ given $Y$, based on (65) is characterized by the following joint law, $\pi(dN|T, X)\pi(dT, dX|m, p, Y)\pi(m, p|Y)$ where

\[ \pi(dT, dX|m, p, Y) \propto L(dT, dX|m, p) \prod_{j=1}^{n(p)} K(Y_i|T_{(j)}, X_j) \]

and $\pi(p, m|Y) \propto \pi(m, p)f(Y|m, p)$.

**6.0.1 Density estimation**

A Bayesian analogue of density estimation using spatial NTR processes can be carried out by random density,

(66)  \[ \int_S \pi K(\tau(y-x))F(d\tau, dx), \]

where $K$ is a convolution kernel, such as a Normal or Epanechnikov, $T = \tau = 1/\sigma$, where $\sigma$ plays the role of a bandwidth, $x \in (-\infty, \infty)$ is a mean parameter and $F$ is chosen to be a spatial NTR process with $\Lambda_0(d\tau, dx) = \Lambda_0(d\tau)P_0(dx)$. Note for this problem, it seems ok to specify a prior such that $T, X$ are independent. This simple model illustrates how one might envision spatial NTR models outside of the survival context. The posterior random measure corresponding to (66) can be expressed as,

\[ \sum_{j=1}^{n(p)+1} \prod_{l=j}^{n(p)} (1 - J_l) \int_{\tau_{(j)}}^{\infty} \int_{\tau_{(j)}}^{\infty} \pi K(\tau(y-x))e^{-Z_n(\tau-)}L_n(d\tau, dx) + \sum_{j=1}^{n(p)} \hat{P}_{j;n}\tau_{(j)}K(\tau_{(j)}(y-x)) \]
where the law of the relevant random quantities are given by Theorem 6. Note for instance that a predictive density given $T, X$ is given by an application of Proposition 5.3 as,

$$f(y|T, X) = \sum_{j=1}^{n(p)+1} q_j^* \int_{\tau(j)}^{\tau(j-1)} \left[ \int_{-\infty}^{\tau(\omega)} \tau K(\tau(y-x))P_0(dx) \right] F_{\omega,n}(d\tau) + \sum_{j=1}^{n(p)} p_j^* \tau(j)K(\tau(j)(y-X_j^*)))$$

which coupled with Theorem 6 yields expressions for the predictive density given $Y$. See James (2003) for the case of smoothing the hazard, which exhibits quite different behaviour.
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