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Introduction

We continue our study of the tempered spectrum of quasi-split classical groups. Here we examine the case of the special orthogonal groups of odd dimension. While this is the last of the classical groups to be examined, it is the first for which our results address the tempered spectrum whose supercuspidal support is an arbitrary maximal parabolic subgroup, as we describe below. We continue to see the connection between poles of local Langlands $L$-functions, reducibility of parabolically induced from supercuspidal representations, and the theory of twisted endoscopy. The recent progress in automorphic transfer and the local Langlands conjecture allows us to get more precise results than in previous cases. In particular, we can show that poles of the local Rankin-product $L$-functions are determined by local components of automorphic transfer, and for the most interesting case of $GL_{2n} \times SO_{2n+1}$, the pole should be given precisely by this data. That we can also resolve reducibility for $GL_k \times SO_{2n+1}$, for all $n$ and $k$, stands in contrast to earlier cases, where we needed some restrictions.

We let $M \cong GL_n \times SO_{2m+1}$ be an arbitrary maximal Levi subgroup of $G = SO_{2r+1}$, with $m + n = r$. The main object of study for us is the standard intertwining operators and their poles. If $\tau' \otimes \tau$ is an irreducible supercuspidal representation of $M$, then (when $\tau$ is generic) the poles of the intertwining operators are those of the product of two local $L$-functions,
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The intertwining operators have simple poles, and hence at most one of the $L$–functions has a pole at $s = 0$. Furthermore, the operators are entire if $\tau' \not\approx \tilde{\tau}'$. We will therefore restrict ourselves to the case $\tau' \approx \tilde{\tau}'$.

The symmetric square $L$–functions are studied in [Sh2], and it is shown there that those irreducible self dual supercuspidal representations which do not have a pole of this $L$–function, give a pole of $L(s, \tau', \lambda^2)$, the exterior square $L$–function (cf [Sh2]). It is the subject matter of [He2] that these $L$–functions are the Artin $L$–functions $L(s, \mathfrak{sym}^2 \phi')$ and $L(s, \Lambda^2 \phi')$, where $\phi'$ is the Langlands parameter attached to $\tau'$ as in [HT, He]. Thus, such irreducible supercuspidal representations must have the property that the corresponding parameter given by [HT, He] must factor through the symplectic group, as described in [Sh2].

The theory of $R$-groups [Kn-St, Si] reduces the classification problem for the tempered spectrum to the case of maximal parabolic subgroups, along with the combinatorial problem of determining the $R$-groups themselves. For classical groups, the $R$-groups in question have been determined [G3, G4]. The case of the Siegel Levi was addressed by the second named author for $G = Sp_{2n}$ or $SO_n$ in [Sh2]. The first named author applied the methods of [Sh2] to the Siegel Levi subgroups of quasi-split unitary groups [G1, G2]. The case of an arbitrary maximal parabolic subgroup was studied in [Sh3] for (split) $SO_{2n}$, [GS1] for $Sp_{2n}$ and quasi-split $SO^*_{2n}$ and in [GS2] for quasi–split unitary groups. However, in each case, only the part of tempered spectrum with supercuspidal support on certain maximal parabolic subgroups were resolved. In particular, only those parabolics with Levi components of the form $GL_{2n} \times SO_{2m}$, $GL_{2n} \times Sp_{2m}$, $GL_{2n} \times SO^*_{2m}$, $Res_{E/F}GL_{2m} \times U_{m,m}$, or $Res_{E/F}GL_{2m+1} \times U_{m,m+1}$. In short, the dimension of the general linear component must have the same parity as the dimension of the classical group. The reason for this restriction is our inability to successfully analyze the norm maps in the case where the dimensions of the two groups have opposite parities.

In the case under current study, we are, in fact, able to give a description of the tempered spectrum with supercuspidal support in any maximal parabolic subgroup. We accomplish this by noting that the regular semisimple elements of $SO_{2m}$ and $SO_{2m+1}$ are in bijective correspondence, and this bijection is well behaved with respect to the norm map we define here (cf. Lemma 2.5, Corollary 2.6, and Section 3). We again use the theory of twisted endoscopy, as described in [KS], and to do so we need to understand the norm $L(2s, \tau', \mathfrak{sym}^2)$ and $L(s, \tau' \times \tau)$, the latter being the Rankin product $L$–function.
map from twisted conjugacy classes of $GL_n$ to conjugacy classes of $SO_{2n+1}$. However, the argument of Lemma 5.9 of [Sh3], which could also be applied to Lemmas 3.11 of [GS1] and 2.12 of [GS2] is not directly applicable here. Hence a different approach is needed. We use the fact that the tori of $SO_{2m+1}$ and $SO_{2m}$ are in bijection in a very straightforward way (cf Corollary 2.6 and Proposition 2.7). This allows us to construct an explicit proof that the image of the norm map includes all semisimple classes when $n = 2m + 1$. We are then able to further exploit the matching of tori, and its compatibility with the norm map to show that the same result holds when $n = 2m$ (cf. Section 3). This is then enough to apply the methods of previous cases to arbitrary parabolic subgroups. We remark that the case of greatest interest here, is that of $n = 2m$, owing to the local functoriality conjecture of Langlands [C-K-PS-S, JS].

Our understanding of the norm map allows us to interpret the poles of intertwining operators as sums of integrals in which the integrand is a product of a twisted orbital integral on $GL_n$ times an orbital integral on $SO_{2m+1}$. We further decompose this and regroup the sum to obtain, as in previous cases, two parts. The first of which we refer to as the main term, $R_G$, and it comes from the Weyl integration formula. The other part is given by singular terms. These singular terms are of the form $|W(T)|^{-1} \text{Res}_{s=0} \int_{T\setminus \Omega} \varphi_A(s, \gamma)|D(\gamma)| d\gamma,$ with $T$ a Cartan subgroup of $SO_{2\ell+1}$, for some $\ell$, $\varphi_A$ an entire function of $s$, and $\Omega$ an open compact subset of $T$ (cf Theorem 4.9 and Corollary 4.10). It is quite remarkable that the residue in each of the singular terms above is independent of the choice of $\Omega$, and therefore depends only on the singular set. This was noted as well for earlier cases (see [GS2]). At this time, we have no way of resolving these terms further. Understanding these terms in some more explicit way must be the focus of further study. We find this extremely intriguing, and believe these terms must contain deep arithmetic information which, as yet, we have no techniques for extracting.

There is one other aspect of our study here which differs from our earlier reports. Due to the significant progress in the Langlands functoriality conjecture, we are able to give a better description of the relation between the poles of $L$–functions and the theory of twisted endoscopy. In particular, we use the recent results of [C-K-PS-S] and [JS] to define a notion of local automorphic transfer (cf Definition 5.2). Using the properties of the automorphic transfer, we note that $L(s, \tau' \times \tau)$ is entire when $n > 2m$. Furthermore, if $n = 2m$,
$L(s, \tau' \times \tau)$ has a pole if and only if $\tau'$ is the local automorphic transfer of $\tau$ (cf Proposition 5.3 and [JS]). On the other hand, the non-vanishing of the main term $R_G$ is indicative of $\tau'$ coming from $\tau$ via twisted endoscopy (cf. Definition 5.1). This is our strongest evidence to date that automorphic transfer is given locally by twisted endoscopy.

In Section 1 we give basic definitions, and give an initial characterization of the intertwining operator. In Section 2, we examine the norm correspondence for the case $n = 2m + 1$. In Section 3 we turn to the case $n = 2m$, and then apply those results, as well as those of Section 2 to describe the norm correspondence when $n > 2m + 1$. In Section 4 we describe the poles of the intertwining operator for all $n$ and $m$, and prove our main theorem. In Section 5 we examine the relation of the results of Section 4 to automorphic transfer and twisted endoscopy. We remark that several of the proofs of the results in Sections 1 and 2 are almost verbatim those of the corresponding results in [Sh3, GS1, GS2], except for minor details, such as carrying a sign all the way through. For this reason we choose to omit some of these longer proofs, referring to the earlier results.
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1 Preliminaries

Let $F$ be a local nonarchimedean field of characteristic zero. Fix the form

$$w_n = \begin{pmatrix} 1 \\ & 1 \\ & & 1 \\ & & & \ddots \\ & & & & 1 \\ & & & & & \ddots \\ & & & & & & 1 \\ & & & & & & & \ddots \\ & & & & & & & & 1 \\ & & & & & & & & & 1 \end{pmatrix} \in GL_n(F), \text{ for any } n \geq 1.$$  

Note that $w_n = t_{w_n} = w_{n-1}^{-1}$. We let $G = G(r) = SO_{2r+1}$, defined with respect to the form
The maximal split torus of diagonal elements is denoted by $T$,

\[
T = \begin{cases}
(x_1 x_2 \ldots x_r), & x_i \in G_m = GL_1 \\
1, & x_r^{-1} \\
\vdots & \vdots \\
x_1^{-1}, & x_2^{-1}
\end{cases}
\]

We set $B = TU$ to be the upper triangular matrices in $G$. The root system, $\Phi(G, T)$ is of type $B_r$, with simple roots \{ $e_1 - e_2$, $e_2 - e_3$, \ldots, $e_{r-1} - e_r$, $e_r$ \}. We take the subset $\theta = \Delta - \{ e_n - e_{n+1} \}$. Setting $m = r - n$, we have

\[
A = A_\theta = \left\{ \begin{pmatrix} xI_n & I_{2m+1} \\ I^{-1} & x^{-1}I_n \end{pmatrix} \left| x \in GL_1 \right. \right\},
\]

and $M = M_\theta = Z_G(A_\theta) = \left\{ \begin{pmatrix} g & h \\ \varepsilon(g) & \varepsilon(g) \end{pmatrix} \left| h \in G(m), g \in GL_n \right. \right\}$, where $\varepsilon(g) = w_n g^{-1} w_n^{-1}$. Thus, $M \simeq GL_n \times SO_{2m+1}$. Take $P = MN$, to be the standard (with respect to $(B, T)$), parabolic with Levi component $M$. Then

\[
N = \left\{ \begin{pmatrix} I & X & Y \\ 0 & I & X' \\ 0 & 0 & I \end{pmatrix} \left| Y + \bar{\varepsilon}(Y) = XX' \right. \right\},
\]

where $X' = -w_{2m+1}^t X w_n$, and $\bar{\varepsilon}(Y) = w_n^t Y w_n$.

We denote

\[(1.1) \quad Y + \bar{\varepsilon}(Y) = XX'.\]

Note that if $(X,Y)$ is a solution to (1.1), then

\[
gY \varepsilon(g)^{-1} + \bar{\varepsilon}(gY \varepsilon(g)^{-1}) = g(Y + \bar{\varepsilon}(Y)) \varepsilon(g)^{-1}
\]

\[= (gX)(X' \varepsilon(g)^{-1}) = (gX)(gX)' \].
Thus if there is a solution to (1.1) for $Y$, then there is a solution for every element of the orbit of $Y$ under $\varepsilon$-twisted adjoint action of $GL_n$.

Also, if $Y \in GL_n(F)$, and $(X,Y)$ satisfies (1.1), then $Y^{-1} + \tilde{\varepsilon}(Y^{-1}) = Y^{-1}(Y + \tilde{\varepsilon}(Y))\tilde{\varepsilon}(Y^{-1}) = Y^{-1}XX'\tilde{\varepsilon}(Y)^{-1} = (Y^{-1}X)(Y^{-1}X)'$. So the $\varepsilon$-conjugacy classes for which (1.1) has a solution is closed under inversion. We let $\mathcal{N}$ be this collection of $\varepsilon$-conjugacy classes.

We fix $w_0 = \begin{pmatrix} I & X & Y \\ 0 & I & X' \\ 0 & 0 & I \end{pmatrix}$. Then $w_0$ represents the unique non-trivial element of the Weyl group $W(G,A)$. Let $\overline{N}$ be the unipotent radical opposite to $N$.

**Lemma 1.1.** Let $u = \begin{pmatrix} I & X & Y \\ 0 & I & X' \\ 0 & 0 & I \end{pmatrix} \in N$. Then $w_0^{-1}u \in P\overline{N}$ if and only if $Y \in GL_n$, in which case

$$w_0^{-1}u = \begin{pmatrix} \varepsilon(Y) & -Y^{-1}X & I_n \\ 0 & (-1)^n(I - X'Y^{-1}X) & (-1)^nX' \\ 0 & 0 & Y \end{pmatrix} \begin{pmatrix} I_n & 0 & 0 \\ (Y^{-1}X)' & I & 0 \\ Y^{-1} & Y^{-1}X & I \end{pmatrix}$$

**Proof.** This is a straightforward matrix calculation. \qed

**Corollary 1.2.** If $(X,Y)$ is a rational solution to (1.1), with $Y \in GL_n(F)$, then $(-1)^n(I - X'Y^{-1}X) \in G(m)$.

We fix $\tau' \in ^{o}\mathcal{E}(GL_n(F))$, and $\tau \in ^{o}\mathcal{E}(G(m))$, where $^{o}\mathcal{E}(H)$ denotes the equivalence classes of irreducible admissible unitary supercuspidal representations of a reductive $p$-adic group $H$. We set $V(s,\tau' \otimes \tau)$ to be the space of the induced representation, $\text{Ind}_P^G((\tau' \otimes |\det(\_)|_F^s) \otimes \tau) = I(s,\tau' \otimes \tau)$. We wish to determine the reducibility of $I(s,\tau' \otimes \tau)$, and thus, we may assume that $(\tau' \otimes \tau)^{\text{aut}} \simeq \tau' \otimes \tau$. This is equivalent to $\tilde{\tau}' \simeq \tau'$, with $\tilde{\tau}'$ the smooth contragredient of $\tau'$. Let $V(s,\tau' \otimes \tau)_0$ be those elements of $V(s,\tau' \otimes \tau)$ which are compactly supported in $\overline{N}$ mod $P$. We fix $f \in V(s,\tau' \otimes \tau)_0$, with

$$f \left( \begin{pmatrix} I & 0 & 0 \\ X'\varepsilon(Y) & I & 0 \\ Y^{-1} & Y^{-1}X & I \end{pmatrix} \right) = \xi_L(Y^{-1})\xi_{L'}(Y^{-1}X) \cdot v' \otimes v,$$
for some $v' \in V'_\tau$, $v \in V_\tau$, $L, L'$ compact subsets of $M_n(F)$, $M_{n \times 2m+1}(F)$, respectively, and $\xi_L, \xi_{L'}$ are characteristic functions. Note that such functions span $V(s, \tau' \otimes \tau)_0$ over $G$.

Fix $\tilde{v}'$, $\tilde{v}$ in $\tilde{V}'_\tau$ and $\tilde{V}_\tau$, respectively. Let

$$\psi_{\tau'}(g) = \langle \tilde{v}', \tau'(g)v' \rangle, \quad g \in GL_n(F),$$

and

$$f_{\tau}(h) = \langle \tilde{v}, \tau(g)v \rangle, \quad h \in G(m).$$

We are interested in examining the standard intertwining operator

$$A(s, \tau' \otimes \tau, w_0)f(g) = \int_N f(w_0^{-1}ng)dn.$$ 

We need only examine poles of $s \mapsto A(s, \tau' \otimes \tau, w_0)f(e)$, (Lemma 4.1 of [Sh2]) for $f \in V(s, \tau' \otimes \tau)_0$. Note that, for our choice of $f$ as above

$$\langle \tilde{v}' \otimes \tilde{v}, A(s, \tau' \otimes \tau, w_0)f(e) \rangle =$$

$$\int_{(X,Y)} \psi_{\tau'}(\varepsilon(Y))f_{\tau}((-1)^n(I - X'Y^{-1}X))|\det Y|^{-s-\langle \rho, \tilde{\alpha} \rangle}_F \xi(X, Y) d(X, Y)$$

with $\xi(X, Y) = \xi_L(Y^{-1})\xi_{L'}(Y^{-1}X)$. Here $(X, Y)$ is taken over all solutions to (1.1) with $Y \in GL_n(F)$.

**Lemma 1.3.** Suppose $(X, Y)$ is a rational solution to (1.1). If $(Xg)(Xg)' = XX'$, for some $g \in GL_{2m+1}(F)$, then $Xg = Xh$, for some $h \in SO_{2m+1}(F)$.

**Proof.** The proof is essentially the same as Lemma 4.1 of [Sh3], Lemma 3.1 of [GS1], and Lemma 2.1 of [GS2].

We have already seen that if $g \in GL_n(F)$, and $(X, Y)$ satisfies (1.1), then so does $(gX, gY\varepsilon(g))^{-1}$. Hence the orbits $\{X\} \in GL_n(F) \backslash M_{n \times 2m+1}(F)/SO_{2m+1}(F)$. Parameterize the $\varepsilon$-conjugacy classes for which (1.1) has a solution. We say, in the case $(X, Y)$ satisfies (1.1) that $\{X\}$ parameterizes $\{Y^{-1}\}$. Replacing $X$ with $gX$ leaves $(-1)^n(I - X'Y^{-1}X)$ unchanged if we replace $Y$ with $gY\varepsilon(g)^{-1}$.

If $X_1 = Xh$, with $h \in GL_{2m+1}(F)$, then by Lemma 1.3 we may assume $h \in SO_{2m+1}(F)$. Then $X_1'X_1' = (Xh)(Xh)' = XX'$, so $(Xh, Y)$ is also a
solution to (1.1), and
\[ (-1)^n(I-X_1^tY^{-1}X_1) = (-1)^n(I-(Xh)'Y^{-1}(Xh)) = \]
\[ (-1)^n(I-w_{2m+1}th'Xw_nY^{-1}Xh) = \]
\[ (-1)^n(h^{-1}(-w_{2m+1}Xw_nY^{-1}X)h) = h^{-1}((-1)^n(I-X'Y^{-1}X)h \]
so the conjugacy class of \((-1)^n(I-X'Y^{-1}X)\) is unchanged.

The following is now clear.

**Lemma 1.4.** Suppose \( \{X_1, \cdots, X_n\} \), with \( X_1 = gXh \) parameterizes \( \{Y_1^{-1}\}, \) with \( Y_1 = gY \varepsilon(g)^{-1} \), (and \( h \in GL_{2m+1}(F) \)). Then \( X_1 \in GL_n(F)XSO_{2m+1}(F) \).

**Lemma 1.5.** Suppose \((X, Y)\) satisfies (1.1) with \( Y \) invertible. Then

(a) \((I - X'Y^{-1}X)X' = -X'Y^{-1}X(Y^{-1}); \)

(b) \(X(I - X'Y^{-1}X) = -\varepsilon(Y^{-1})Y^{-1}X.\)

**Proof.** The proof is in essence that of Corollary 3.2 and Proposition 5.4(b) of [Sh3], Lemma 3.3 of [GS1] or Lemma 2.3 of [GS2] ⋄

**Lemma 1.6.** Suppose \( X \in M_{n \times 2m}(F) \), and \( U = F^nX \). Let \( H_X = \{h \in SO_{2m+1}(F)Xh = g_hX \text{ for some } g_h \in GL_n(F)\} \). If \( \{0\} \not\subseteq U \not\subseteq F^{2m+1} \), then \( H_X \not\subseteq SO_{2m+1}(F) \).

**Proof.** Suppose \( h \in H_X \). Let \( u \in U \), and choose \( v \in F^n, \) with \( u = vX \). Then \( uh = vXh = vg_hX \in U \). Thus, \( U \) is \( H_X \)–invariant. If \( H_X = SO_{2m+1}(F) \), then we know \( U = \{0\} \), or \( U = F^{2m+1}. \) ⋄

**Lemma 1.7.** If \( \{X\} \in GL_n(F)\{M_{n \times 2m+1}(F)/SO_{2m+1}(F), \) and \((X, Y)\) satisfies (1.1), then \( X(I - X'Y^{-1}X) = -\varepsilon(Y^{-1})Y^{-1}X, \) and \((-1)^n(I-X'Y^{-1}X) \in H_X. \)

**Proof.** This follows from Lemma 1.5 and the definition of \( H_X. \) ⋄

**Lemma 1.8.** Fix \( X \in M_{n \times 2m+1}(F) \) and let \( U = F^nX \). Consider \( F^{2m+1} \) as a symmetric vector space with respect to \( w_{2m+1} \). If \( U \) is non–degenerate, then the right stabilizer \( H'_X \) of \( U \) in \( G(m) \) is the stabilizer of an involution of \( O_{2m+1}(F). \) If \( U \) is degenerate, then \( H'_X \) is contained in a proper parabolic subgroup of \( G(m). \)

**Proof.** The argument is the same as the corresponding statements of Lemma 4.5 of [Sh3], Lemma 3.6 of [GS1], and Lemma 2.7 of [GS2]. ⋄
2 The norm correspondence and the case \( n = 2m + 1 \)

**Definition 2.1.** Let \( \{Y^{-1}\} \) be an \( \varepsilon \)-conjugacy class in \( N \). Denote by \( N_\varepsilon(\{Y^{-1}\}) \) the conjugacy classes \( \{(−1)^n(I − X′Y^{-1}X_1)\} \) for all solutions \( (X_1,Y_1') \) to (1.1) with \( Y_1^{-1} \in \{Y^{-1}\} \). This correspondence is finite to one.

**Proposition 2.2.** Suppose \( n < 2m \), and \( X \in M_{n \times 2m+1}(F) \). Fix an invertible \( Y \) with \( (X,Y) \) a solution to (1.1). Then \( (−1)^n(I − X′Y^{-1}X) \) belongs to a proper parabolic subgroup or a proper centralizer of a singular element of \( O_{2m+1}(F) \). Furthermore, \( \{N_\varepsilon(\{Y^{-1}\})\} \) is never regular elliptic.

**Proof.** Since \( n < 2m \), and \( X \in M_{n \times 2m+1} \), we have \( F^hX \subset F^{2m+1} \), and thus by Lemma 1.5(b) and Lemma 1.7, we have the first result. Since \( (−1)^n(I − X′Y^{-1}X) \) has at least \( 2m + 1 − n \) eigenvalues equal to \( ±1 \), the second result follows.

**Lemma 2.3.** Suppose \( S \in M_{2m+1}(F) \), with \( −(I + S) \in G(m) \). Then there is some \( Y \in GL_{2m+1}(F) \) and a projection \( X \in M_{2m+1}(F) \) with \( S = −X′Y^{-1}X = Y^{-1}X = −X′Y^{-1} \).

**Proof.** The proof follows the arguments given in Corollary 5.7 of [Sh3], Lemma 3.8 of [GS1], and Lemma 2.10 of [GS2].

**Definition 2.4.** When \( (X,Y) \) satisfies the hypotheses of Lemma 2.2, we say that \( \{Y^{-1}\} \) is the canonical section of the norm correspondence of \( \{Z\} = \{−(I − X′Y^{-1}X)\} \).

**Lemma 2.5.** If \( h \in SO_{2m+1}(F) \), then the dimension of the \( h \)-fixed subspace in \( F^{2m+1} \) is odd.

**Proof.** Let \( h \mapsto h_0 = \begin{pmatrix} h & 0 \\ 0 & 1 \end{pmatrix} \in SO_{2m+2}(F) \). By Lemma 5.8 of [Sh3], we know \( (F^{2m+2})^h_0 \) is even dimensional. Since \( \dim(F^{2m+2})^h_0 = \dim(F^{2m+1})^h + 1 \), and \( \dim(F^{2m+2})^h_0 \geq 2 \), we have the lemma.

**Corollary 2.6.** Let \( h \in SO_{2m+1}(F) \) be semisimple. Then \( h \) is conjugate to an element of the form

\[
\begin{bmatrix}
 h_{11} & 0 & h_{12} \\
 0 & 1 & 0 \\
 h_{21} & 0 & h_{22}
\end{bmatrix},
\]

with each \( h_{ij} \in M_m(F) \).
Proof. This follows from $h$ having fixed space of dimension at least one. \]

**Proposition 2.7.** Let $h \in SO_{2m+1}(F)$ be semisimple. Then there is a $Y \in GL_{2m+1}(F)$ and an $X \in M_{2m+1}(F)$ so that $(X,Y)$ satisfies (1.1), and $h = -(I - X'Y^{-1}X)$.

Proof. By Corollary 2.6 we may assume $h = \begin{bmatrix} h_{11} & 0 & h_{12} \\ 0 & 1 & 0 \\ h_{21} & 0 & h_{22} \end{bmatrix}$, with $h_{ij} \in M_m(F)$. Let $h_0 = -\begin{bmatrix} h_{11} & h_{12} \\ h_{21} & h_{22} \end{bmatrix} \in SO_{2m}(F)$. Then, by \[Sh3\], there is a $Y_0 \in GL_{2m}(F)$ and a projection $X_0 \in M_{2m}(F)$ with

$$I - X_0'Y_0^{-1}X_0 = h_0,$$

$$Y_0 + \bar{\varepsilon}(Y_0) = X_0X_0'.$$

Let $Y_0 = \begin{bmatrix} Y_{11} & Y_{12} \\ Y_{21} & Y_{22} \end{bmatrix}$, $X_0 = \begin{bmatrix} X_{11} & X_{12} \\ X_{21} & X_{22} \end{bmatrix}$, and $Y_0^{-1} = \begin{bmatrix} Z_{11} & Z_{12} \\ Z_{21} & Z_{22} \end{bmatrix}$,

$$X_{ij}, Y_{ij}, Z_{ij} \in M_m(F).$$

Note that $X_0' = \begin{bmatrix} \bar{\varepsilon}(X_{22}) & \bar{\varepsilon}(X_{12}) \\ \bar{\varepsilon}(X_{21}) & \bar{\varepsilon}(X_{11}) \end{bmatrix}$ and $\bar{\varepsilon}(Y_0) = \begin{bmatrix} \bar{\varepsilon}(Y_{22}) \\ \bar{\varepsilon}(Y_{21}) \end{bmatrix}$. So,

$$Y_0 + \bar{\varepsilon}(Y_0) = \begin{bmatrix} Y_{11} + \bar{\varepsilon}(Y_{22}) & Y_{12} + \bar{\varepsilon}(Y_{12}) \\ Y_{21} + \bar{\varepsilon}(Y_{21}) & Y_{22} + \bar{\varepsilon}(Y_{11}) \end{bmatrix}$$

$$= X_0X_0' = \begin{bmatrix} X_{11}\bar{\varepsilon}(X_{22}) + X_{12}\bar{\varepsilon}(X_{21}) & X_{11}\bar{\varepsilon}(X_{12}) + X_{12}\bar{\varepsilon}(X_{11}) \\ X_{21}\bar{\varepsilon}(X_{22}) + X_{22}\bar{\varepsilon}(X_{21}) & X_{21}\bar{\varepsilon}(X_{12}) + X_{22}\bar{\varepsilon}(X_{11}) \end{bmatrix}.$$

Now, let $Y = \begin{bmatrix} Y_{11} & 0 & Y_{12} \\ 0 & -1/2 & 0 \\ Y_{21} & 0 & Y_{22} \end{bmatrix}$ and $X = \begin{bmatrix} X_{11} & 0 & X_{12} \\ 0 & 1 & 0 \\ X_{21} & 0 & X_{22} \end{bmatrix}$. Then

$$\bar{\varepsilon}(Y) = \begin{bmatrix} \bar{\varepsilon}(Y_{22}) & 0 & \bar{\varepsilon}(Y_{12}) \\ 0 & -1/2 & 0 \\ \bar{\varepsilon}(Y_{21}) & 0 & \bar{\varepsilon}(Y_{11}) \end{bmatrix}$$

$$X' = \begin{bmatrix} \bar{\varepsilon}(X_{22}) & 0 & \bar{\varepsilon}(X_{12}) \\ 0 & 1 & 0 \\ \bar{\varepsilon}(X_{21}) & 0 & \bar{\varepsilon}(X_{11}) \end{bmatrix}.$$
Thus, direct computation shows \((X,Y)\) satisfies (1.1). Furthermore,

\[
I - X'Y^{-1}X = 
\begin{bmatrix}
\hat{\epsilon}(X_{22}) & 0 & \hat{\epsilon}(X_{12}) \\
0 & 1 & 0 \\
\hat{\epsilon}(X_{21}) & 0 & \hat{\epsilon}(X_{11})
\end{bmatrix}
\begin{bmatrix}
Z_{11} & 0 & Z_{12} \\
0 & -2 & 0 \\
Z_{21} & 0 & Z_{22}
\end{bmatrix}
\begin{bmatrix}
X_{11} & 0 & X_{12} \\
0 & 1 & 0 \\
X_{21} & 0 & X_{22}
\end{bmatrix}
\]

\[
= - \begin{bmatrix}
h_{11} & 0 & h_{12} \\
0 & 1 & 0 \\
h_{21} & 0 & h_{22}
\end{bmatrix}, \text{ so } -(I - X'Y^{-1}X) = h,
\]
as claimed. \(\square\)

**Corollary 2.8.** The elements \(X \in M_{2m+1}(F)\) and \(Y \in GL_{2m+1}(F)\) can be chosen so that \(X\) is a projection, and \(X'Y^{-1}X = X'Y^{-1} = -Y^{-1}X\).

**Proof.** We know from [Sh3] that the elements \(X_0, Y_0\) in the proof may be chosen so that \(X_0\) is a projection, and \(X_0'Y_0^{-1}X_0 = X_0'Y_0^{-1} = -Y_0^{-1}X_0\). Then the specified elements \(X, Y\) of the proof of Proposition 2.7 satisfies the claim. \(\square\)

**Lemma 2.9.** Let \(n = 2m + 1\). Suppose \(\{Y\} \in \mathcal{N}\) and \(X\) is a projection satisfying (1.1) with \(Y\). Then \(- (I - X'Y^{-1}X)\) determines the semisimple part of the conjugacy class of \(\varepsilon(Y^{-1})Y^{-1}\), uniquely.

**Proof.** If \(v\) is in the left image of \(X\), then by Lemma 1.5(b)

\[
v \in (Y^{-1})Y^{-1}X = v(-(I - X'Y^{-1}X)),
\]

While if \(vX = 0\) we have \(v(Y + \hat{\epsilon}(Y)) = vX X' = 0\), and hence \(v \in (Y^{-1})Y^{-1} = -v\). Thus, the matrix of \(\hat{\epsilon}(Y^{-1})Y^{-1}\) with respect to a basis respecting the decomposition \(F^{2m+1} = ImX \oplus \text{Ker } X\), is \(\begin{bmatrix} -(I - X'Y^{-1}X)|_{ImX} & * \\
0 & -I \end{bmatrix}\), proving the lemma. \(\square\)

**Lemma 2.10.** Suppose \(F\) is algebraically closed, and \(n = 2m + 1\). Let \(\{Y\} \in \mathcal{N}\) be \(\varepsilon\)-semisimple with \(Y\) in an \(\varepsilon\)-stable Cartan subgroup of \(GL_n(F)\). Then, there is an \(X \in M_n(F)\) satisfying (1.1) with \(Y\) so that \(- (I - X'Y^{-1}X)\) is semisimple in \(G(m)\). Moreover, \(\varepsilon(Y^{-1})Y^{-1}\) is in \(G(m)\) and every \(GL_n(F)\)-conjugate of \(\varepsilon(Y^{-1})Y^{-1}\) belongs to the image of \(\{Y^{-1}\}\) under \(N_\varepsilon\).
Proof. Choose \( h \in G(m) \) so that \( Y_1 = hYh^{-1} = \text{diag}\{a_1, a_2, \ldots, a_{2m+1}\} \). Then
\[
Y_1 + \varepsilon(Y_1) = \text{diag}\{a_1 + a_{2m+1}, a_2 + a_{2m}, \ldots, a_m + a_{m+2}, 2a_{m+1}, a_m + a_{m+2}, \ldots, a_1 + a_{2m+1}\}.
\]
Set \( X_1 = i \text{diag}\{a_1 + a_{2m+1}, a_2 + a_{2m}, \ldots, a_m + a_{m+2}, \sqrt{2a_{m+1}}, 1, 1, \ldots, 1\} \), with \( i = \sqrt{-1} \). Then
\[
X_1' = -i \text{ diag } \{1, 1, \ldots, 1, \sqrt{2a_{m+1}}, a_m + a_{m+2}, \ldots, a_1 + a_{2m+1}\}.
\]
So
\[
X_1X_1' = Y_1 + \varepsilon(Y_1),
\]
and
\[
I - X_1'Y_1^{-1}X_1 = -\text{diag}\{a_1^{-1}a_{2m+1}, a_2^{-1}a_{2m}, \ldots, a_m^{-1}a_{m+2}, -1, a_m^{-1}a_{m+2}, \ldots, a_1^{-1}a_{2m+1}\}.
\]
So \( -(I - X'Y^{-1}X) = \text{diag}\{b_1, b_2, \ldots, b_m, 1, b_m^{-1}, \ldots, b_1^{-1}\} \), with \( b_i = a_i^{-1}a_{2m+2-i}, i = 1, 2, \ldots, m \), is semisimple in \( G(m) \).

Let \( X = hX_1 \). Then we have
\[
I - X'Y^{-1}X = I - (X_1'h(1))hY_1^{-1}h^{-1}(hX_1)
= I - X_1'Y_1^{-1}X_1 \text{ is semisimple},
\]
proving the first statement.

We note that \( Y_1^{-1}\varepsilon(Y_1^{-1}) = \text{diag}\{b_1, b_2, \ldots, b_m, 1, b_m^{-1}, \ldots, b_1^{-1}\} \), is semisimple in \( G(m) \). Now choose \( Y_2 \), an \( \varepsilon \)-conjugate of \( Y \) for which there is a projection \( X_2 \) satisfying (1.1) with \( Y_2 \) so that \( I - X'Y^{-1}X = I - X_2'Y_2^{-1}X_2 \) (Corollary 2.8).

Then \( \varepsilon(Y_2^{-1})Y_2^{-1} \) is conjugate to \( \varepsilon(Y^{-1})Y^{-1} \) and, by the proof of Lemma 2.9, \( \varepsilon(Y_2^{-1})Y_2^{-1} \) has matrix \( \begin{pmatrix} -(I - X_2'Y_2^{-1}X_2) \mid 0 & \ast \\ 0 & -I \end{pmatrix} \) with respect to some basis. As \( Y \) belongs to an \( \varepsilon \)-stable Cartan, \( Y_{-1} \varepsilon(Y^{-1}) = \varepsilon(Y^{-1})Y^{-1} \) and thus \( Y_{-1} \varepsilon(Y^{-1}) \) and \( \varepsilon(Y_2^{-1})Y_2^{-1} \) have the same eigenvalues. Thus, the eigenvalues of \( -(I - X'Y^{-1}X) = -(I - X_2'Y_2^{-1}X_2) \) which are not equal to \(-1\) are among those of \( \varepsilon(Y_2^{-1})Y_2^{-1} \). Therefore, \( \varepsilon(Y^{-1})Y^{-1} \) and \( -(I - X'Y^{-1}X) \) are \( GL_n(F) \)-conjugate.

\[\square\]

**Lemma 2.11.** Let \( n = 2m + 1 \) and suppose \( F \) is not necessarily algebraically closed.
(a) Suppose \( Y \in N' \) is \( \varepsilon \)-semisimple. If \( Y \) satisfies (1.1) with some \( X \) for which \( -(I - X'Y^{-1}X) \in G(m) \) is semisimple, then all other conclusions of Lemma 2.10 hold.

(b) The semisimple part of every conjugacy class in \( N_{\varepsilon, 1}\) is \( \varepsilon - \)semisimple. If \( Y \) satisfies (1.1) with some \( X \) for which

\[
-(I - X'Y^{-1}X) \in G(m) \text{ is semisimple, then all other conclusions of Lemma 2.10 hold.}
\]

Lemma 2.12. Let \( C_{ss} \) be the collection of semisimple conjugacy classes in \( G(m) \), and \( C' \) the \( \varepsilon \)-conjugacy classes in \( GL_{2m+1}(F) \). Then \( N_{\varepsilon} : C_{ss} \rightarrow C' \) is continuous.

(This follows in the same manner as Proposition 5.9 of [Sh3], Lemma 3.16 of [GS1], and Lemma 2.21 of [GS2].)

For any \( n \), we let \( \theta^* \) be the automorphism of \( GL_n \) defined by \( \theta^*(g) = u_n^{-1}g^{-1}u_n^{-1} \), with

\[
u_n = \begin{pmatrix}
1 & & & \\
& 1 & & \\
& & \ddots & \\
& & & -1
\end{pmatrix}
\]

Note that \( u_n = g_\theta w_n \), with \( g_\theta = \text{diag}\{-1, 1, -1, \ldots\} \). So \( \theta^* = \text{Int}(g_\theta)\varepsilon \).

Lemma 2.13. \( \theta^* \) preserves a splitting of \( GL_n \) over \( F \).

Proof. Let \( B'_0 \) be the Borel subgroup of upper triangular matrices in \( GL_n \) and \( T'_0 \) the maximal split torus of diagonal elements. Let \( X_i(t) = tE_{i,i+1} \), with \( E_{i,i+1} \) the standard basis element of \( M_n(F) \). Then \( (B'_0, T'_0, \{X_i\}_{i=1}^{n-1}) \) is a splitting of \( GL_n \) over \( F \). It is a straightforward matrix computation that \( \theta_0^*(I + X_i) = I + X_{n-i} \), so \( \theta^* \) fixes this splitting.

For convenience, we denote \( GL_n \) by \( G' \), and for \( Y \in G' \), we set \( G'_{\varepsilon,Y} \) to be the twisted centralizer of \( Y \) in \( G' \). That is

\[
G'_{\varepsilon,Y} = \{g \in G'| g^{-1}Y \varepsilon(g) = Y\}.
\]

If \( Y \in G' = G'(F) \), then we let \( G'_{\varepsilon,Y} \) be the twisted centralizer of \( Y \) in \( G' \). That is

\[
G'_{\varepsilon,Y} = \{g \in G'| g^{-1}Y \varepsilon(g) = Y\}.
\]

We note the following result, which is implicit on pg. 273 of [GS1], whose proof is the same as the similar statement on pp 258-259 of [GS2].
Lemma 2.14. We have $G'_{\varepsilon,Y} = G'_{\varepsilon,Y-1} = \varepsilon(G'_{\varepsilon,Y})$.

Lemma 2.15. Assume $n = 2m + 1$, that $(X,Y)$ satisfies (1.1), and $Z = -(I - X'Y^{-1}X)$. Suppose $g \in G'_{\varepsilon,Y}(F)$ and there is an $h \in G(m)$ with $gX = Xh$. Then $h$, whose class modulo the right stabilizer of $X$ is uniquely determined, belongs to $G_Z(F)$. Conversely, suppose $h \in G_Z(F)$, and $(X,Y)$ gives the canonical section over $Z$. If there is some $g \in G'(F)$ with $gX = Xh$, then there is such a $g \in G'_{\varepsilon,Y}(F)$.

Proof. The proof here is similar to that of Lemma 3.17 of [GS1], or Lemma 2.19 of [GS2].

Suppose $F = \overline{F}$. Let $T'_0$ be the maximal torus of diagonal elements of $G'$. Define $N_{\theta^*}(Y) = Y\theta^*(Y)$. If $Y = \text{diag}\{a_1, a_2, \ldots, a_{2m+1}\}$, then $N_{\theta^*}(Y) = \text{diag}\{a_1a_{2m+1}^{-1}, a_2a_{2m}^{-1}, \ldots, a_m a_{m+2}^{-1}, 1, a_m a_{m+1}^{-1}, \ldots, a_1 a_{2m+1}^{-1}\}$.

Therefore, we have $\ker N_{\theta^*} = \text{diag}\{a_1, a_2, \ldots, a_m, a_{m+1}, a_m, a_{m-1}, \ldots, a_1\}$. Let $Y_0 = \text{diag}\{a_1, a_2, \ldots, a_m, \sqrt{a_{m+1}}, 1, 1, \ldots\}$. Then $Y_0\theta^*(Y_0^{-1}) = (I - \theta^*)(Y_0) = \text{diag}\{a_1, a_2, \ldots, a_m, a_{m+1}, a_m, \ldots, a_1\}$. Thus $\ker N_{\theta^*} = (I - \theta^*)T'_0$.

Now suppose $F$ is not necessarily algebraically closed. Let $T_H$ be a Cartan subgroup of $G(m)$, defined over $F$. Choose a $\theta^*$-stable pair $(B', T')$, of $GL_{2m+1}$ with $T'$ defined over $F$ such that there is an isomorphism $T_H \sim T'$ defined over $F$.

Lemma 2.16. When $n = 2m + 1$, the map $Y \mapsto Y\theta^*(Y)$ from $T'$ to $T'$ has $(T')^{\theta^*} = \{t|\theta^*(t) = t\}$ as its image, can be identified with the projection of $T'$ onto $T'_0$, and is defined over $F$.

Proposition 2.17. Suppose $n = 2m + 1$. The norm correspondence $N_{\varepsilon}$ agrees with the negative of the norm map of Kottwitz and Shelstad [KS] on the intersection of $\mathcal{N}$ with the strongly $\varepsilon$–regular $\varepsilon$–semisimple conjugacy classes in $GL_n$.

3 The cases $n = 2m$, and $n > 2m + 1$

In this section we extend the results of Section 2, first to $n = 2m$, and then to $n > 2m + 1$. We begin by proving the $\varepsilon$–norm is surjective on the semisimple classes, when $n = 2m$. For now we always assume $n = 2m$. 
Lemma 3.1. Let $h \in G(m)$ be semisimple. Then there is a $Y \in GL_n(F)$, and an $X \in M_{n \times 2m+1}(F)$ with $Y + \bar{\varepsilon}(Y) = XX'$, so that $\{h\} = \{I - X'Y^{-1}X\}$.

Proof. As in the proof of Proposition 2.7, we may assume $h = \begin{bmatrix} h_{11} & 0 & h_{12} \\ h_{21} & 0 & h_{22} \end{bmatrix}$, with $h_{ij} \in M_m(F)$. Let $h_0 = \begin{bmatrix} h_{11} & h_{12} \\ h_{21} & h_{22} \end{bmatrix}$ in $SO_{2m}(F)$. Pick $Y = \begin{bmatrix} Y_{11} & Y_{12} \\ Y_{21} & Y_{22} \end{bmatrix}$ and $X_0 = [X_1 X_2]$ as in Proposition 5.9 of [Sh3], with $Y_i \in M_m(F)$, and $X_1, X_2 \in M_{n \times m}(F)$. That is $h_0 = I - X_0'Y^{-1}X_0$. Now set $X = [X_1 0 X_2] \in M_{n \times 2m+1}(F)$. Note that $X' = \begin{bmatrix} X_2' \\ 0 \\ X_1' \end{bmatrix}$ and $XX' = X_0X_0' = Y + \bar{\varepsilon}(Y)$. Furthermore,

$$I - X'Y^{-1}X = I - \begin{bmatrix} X_2' \\ 0 \\ X_1' \end{bmatrix} Y^{-1} [X_1 0 X_1]$$

$$= I - \begin{bmatrix} X_2'Y^{-1}X_1 & 0 & X_2'Y^{-1}X_2 \\ 0 & 0 & 0 \\ x_1'Y^{-1}X_1 & 0 & x_1'Y^{-1}X_2 \end{bmatrix},$$

and direct comparison, we see $I - X'Y^{-1}X = h$. \hfill \Box

Lemma 3.2. Suppose $F$ is algebraically closed, and $n = 2m$. Let $Y \in GL_n(F)$ be $\bar{\varepsilon}$-semisimple and in an $\varepsilon$-stable Cartan subgroup. Then there is an $X \in M_{2 \times 2m+1}(F)$ satisfying (1.1) with $Y$ for which $(I - X'Y^{-1}X)$ is semisimple in $G(m)$.

Proof. Let $T'$ be an $\varepsilon$-stable Cartan containing $Y$. Let $T_1' = \left\{ \begin{pmatrix} A_{11} & 0 & A_{12} \\ 0 & 1 & 0 \\ A_{21} & 0 & A_{22} \end{pmatrix} \mid \begin{pmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{pmatrix} \in T' \right\}$ with each $A_{ij} \in M_m(F)$. Let $\varphi : T' \to T_1'$ be the obvious map. Then $\bar{\varepsilon}(\varphi(A)) = \varphi(\bar{\varepsilon}(A))$, and thus $T_1'$ is $\bar{\varepsilon}$-stable, and hence $\varepsilon$-stable. By Proposition 2.7 there is an $X_1 \in M_{2m+1}(F)$ satisfying (1.1) with $\varphi(Y)$ so that $I - X_1'\varphi(Y)^{-1}X_1$ is semisimple. Then, the proof of Lemma 3.1 shows there is an $X \in M_{n \times 2m+1}(F)$ satisfying (1.1) with $Y$ so that $I - X'Y^{-1}X = I - X_1'\varphi(Y)^{-1}X$ is semisimple. \hfill \Box
Corollary 3.3. (a) If $F$ is algebraically closed and $\varphi$ is as in the proof of the Lemma 3.2, then every $GL_{2m+1}(F)$ conjugate of $\varphi[\varepsilon(Y^{-1})Y^{-1}]$ belongs to the image of $\{Y^{-1}\}$ under $N_\varepsilon$.

(b) Suppose $F$ is not necessarily algebraically closed. If there is an $X \in M_{n \times 2m+1}(F)$ satisfying (1.1) with $Y$ for which $I - XY^{-1}X$ is semisimple, then all of the above conclusions hold. In particular the semisimple part of the conjugacy classes in $N_\varepsilon(\{Y^{-1}\})$ is $GL_{2m+1}(F)$–conjugate to $\varphi(-\varepsilon(Y^{-1})Y^{-1})$.

Here we again choose a Cartan subgroup $T_H$ of $G(m)$ defined over $F$. By Lemma 2.16 and composing with $\varphi$, or by the above (or by [Sh3]) we can choose a $\theta^*$–stable pair $(B', T')$ of $GL_n(F)$ with $T_H \sim \sim T'_{\theta^*}$ defined over $F$.

Lemma 3.4. (a) The map $Y \mapsto Y\theta^*(Y)$ from $T'$ to $T'$ has $(T')^{\theta^*}$ as its image, and can be identified with the projection of $T'$ onto $T'_{\theta^*}$.

(b) $N_{\varepsilon}^{-1}: C_{ss} \rightarrow C'$ is continuous.

Proof. (a) This was shown in [Sh3].

(b) This follows from Lemma 2.12 and composing with $\varphi$.

Proposition 3.5. The map $\varphi \circ N_{\theta_*}$ agrees with the norm map of Kottwitz and Shelstad.

We now consider the case $n > 2m + 1$, and $n$ of any parity.

Lemma 3.6. If $n > 2m + 1$, then the image of the $\varepsilon$–norm map $N_\varepsilon: \mathcal{N} \rightarrow \mathcal{C}$ contains all the semisimple classes.

Proof. If $n$ is odd, we inject $SO_{2m+1} \hookrightarrow SO_n$ by $h \mapsto \begin{pmatrix} I_j & h \\ h & I_j \end{pmatrix} = h_1$, with $j = \frac{n-2m-1}{2}$. Then the argument of Corollary 3.3 of [GS1] applies. If $n$ is even, then we embed $G(m) \hookrightarrow G(n)$ as above. We can choose $Y \in GL_n(F)$ and $X_0 \in M_{n,n+1}(F)$ so that $I - X_0'Y^{-1}X_0 = h_1$. By the proof of Lemma
3.2, we can take \( X_0 = [X_1 \ 0 \ X_2], \) with \( X_i \in M_{2,2}. \) Take \( X_1 = [A_{11} \ A_{12}], \) and \( X_2 = [A_{21} \ A_{22}]. \) Now, taking

\[
X = [A_{12} \ 0 \ A_{21}] \in M_{n \times 2m+1}(F)
\]

and comparing the block forms of \( I - X_0^t Y^{-1}X_0 \) and \( I - X^t Y^{-1}X, \) we see that \( I - X^t Y^{-1}X = h. \)

\[\square\]

4 Poles of intertwining operators

We now use the results of §2 and §3 to determine the poles of the operators \( A(s, \tau' \otimes \tau, w_0), \) and compute their residues.

**Proposition 4.1.** Suppose \( n = 2m \) or \( n = 2m + 1. \) Further suppose that the \( \varepsilon \)-conjugacy class \( \{Y^{-1}\} \) is \( \varepsilon \)-regular. Then \( N_\varepsilon(\{Y^{-1}\}) \) consists of a single regular semisimple class in \( G = G(m). \) If we assume that \( Y^{-1} \) and \( \varepsilon(Y^{-1}) \) commute (i.e. \( -Y^{-1} \varepsilon(Y^{-1}) \) \( n = 2m + 1 \) or \( -\varphi(Y^{-1} \varepsilon(Y^{-1}))(n = 2m) \), is in \( G \) then the converse holds, i.e. if \( N_\varepsilon(\{Y^{-1}\}) \) is regular semisimple, then \( \{Y^{-1}\} \) is \( \varepsilon \)-regular and \( \varepsilon \)-semisimple.

**Proof.** For \( n = 2m \) the statements of this proposition follow from Proposition 4.1 of [GS1], or [Sh3], by composing with the embedding \( \varphi: SO_{2m} \hookrightarrow SO_{2m+1}. \) Thus, assume \( n = 2m + 1. \) Then we know, from the proof of Proposition 2.7, that we may choose \( Y_1, \varepsilon \)-conjugate to \( Y, \) and \( Y_0 \in GL_{2m}(F), \) so that \( -Y_1^{-1} \varepsilon(Y_1)^{-1} = -\varphi(Y_0^{-1} \varepsilon(Y_0^{-1})) \) and hence, by the above, we have \( Y_1^{-1} \varepsilon(Y_1^{-1}) \) is regular and semisimple. Thus, so is \( Y^{-1} \varepsilon(Y^{-1}) \) which is \( GL_{2m+1}(F) \)-conjugate to \( Y_1^{-1} \varepsilon(Y_1^{-1}). \) Choosing \( Y_2, X_2 \) with \( X_2 \) a projection and \( Y_2^{-1} \) which is \( \varepsilon \)-conjugate to \( Y^{-1} \) (and \( (X_2, Y_2) \) a solution of (1.1)), we may assume \( I - X_2 Y_2^{-1} X_2 = I - X Y^{-1} X. \) As in Lemma 5.10 of [Sh3], we see that the eigenvalues of \( Y_2^{-1} \varepsilon(Y_2^{-1}) \) different from 1 are among those of the semisimple part of \( I - X_2 Y_2^{-1} X_2. \) But \( Y^{-1} \varepsilon(Y^{-1}) \) is \( GL_n(F) \)-conjugate to \( \varepsilon(Y^{-1})Y^{-1}, \) so the eigenvalues of \( Y_2^{-1} \varepsilon(Y_2^{-1}) \) and those of \( \varepsilon(Y_2^{-1})Y_2^{-1} \) are the same. Thus, by Lemma 1.5, the eigenvalues of the semisimple part of \( I - X_2 Y_2^{-1} X_2 \) are among those of \( -\varepsilon(Y_2^{-1})Y_2^{-1}. \) Therefore, the semisimple parts of \( I - X Y^{-1} X \) and \( -\varepsilon(Y^{-1})Y^{-1} \) are \( GL_n(F) \)-conjugate. Since \( -\varepsilon(Y^{-1})Y^{-1} \) is \( GL_n(F) \)-conjugate to a regular element in \( G(F), \) we see \( I - X Y^{-1} X \) must also be regular and semisimple. Now
suppose \( Y + \tilde{\epsilon}(Y) = XX' \), and \( Y^{-1} \tilde{\epsilon}(Y^{-1}) \in G(F) = SO_{2n+1}(F) \), and suppose \( N_{\epsilon}({\{Y^{-1}\}}) \) contains a regular semisimple class \( \{I - X'Y^{-1}X\} \). Then by Lemma 1.5(a) and Lemma 2.9, the conjugacy class of \(-(I - X'Y^{-1}X)\) is completely determined by the semisimple part of \(-\tilde{\epsilon}(Y^{-1})Y^{-1} \in G(F)\). Conversely, Lemma 2.9 shows that \(-(I - X'Y^{-1}X)\) determines the semisimple part of the conjugacy class of \( Y^{-1} \tilde{\epsilon}(Y^{-1}) \), uniquely. Since \( \{I - X'Y^{-1}X\} \) is regular semisimple, and \( Y^{-1} \tilde{\epsilon}(Y^{-1}) \in G(F) \), then we must have \( Y^{-1} \tilde{\epsilon}(Y^{-1}) \) is regular and semisimple. Therefore, \( \{Y^{-1}\} \) must be \( \epsilon \)-semisimple, as in the proof of Proposition 4.1 of [GS1].

**Corollary 4.2.** For \( n > 2m + 1 \), and almost all regular elliptic conjugacy classes \( \{h\} \in G(m) \), the collection \( N_{\epsilon}^{-1}(\{h^{-1}\}) \) of \( \epsilon \)-conjugacy classes parameterized by \( \{h\} \) is a unique \( \epsilon \)-regular, \( \epsilon \)-conjugacy class in \( GL_{2m+1}(F) \).

**Proof.** By the proof of Corollary 2.2 of [GS1], and the proof of Proposition 2.7, for almost all regular classes in \( G(m) \), there is a choice of \( Y_2 \in GL_{2m+1}(F) \) satisfying (1.1) with \( X_2 = I_{2m+1} \), and \( I - X_2'Y_2^{-1}X_2 \in \{h\} \). Thus, \( Y_2 + \tilde{\epsilon}(Y_2) = I'_{2m+1} = -w_{2m+1}w_{2m+1} = -I_{2m+1} \). By Proposition 4.1 the \( \epsilon \)-conjugacy class of \( Y_2 \) is \( \epsilon \)-regular, and uniquely determined by \( h \). Now if \( n > 2m + 1 \) is odd, we take \( X = \begin{pmatrix} 0 \\ I_{2m+1} \\ 0 \end{pmatrix} \in M_{n \times 2m+1}(F) \) so \( X' = (0, -I_{2m+1}, 0) \) and

\[
XX' = \begin{pmatrix} 0 & 0 & 0 \\ 0 & -I_{2m+1} & 0 \\ 0 & 0 & 0 \end{pmatrix}.
\]

Taking \( Y = \begin{pmatrix} I \\ Y_2 \\ -I \end{pmatrix} \), so \( \tilde{\epsilon}(Y) = \begin{pmatrix} -I \\ \tilde{\epsilon}(Y_2) \\ I \end{pmatrix} \), we have \( Y + \tilde{\epsilon}(Y) = XX' \) and

\[
I_{2m+1} - X'Y^{-1}X = I_{2m+1} - (0, -I_{2m+1}, 0) \begin{pmatrix} I \\ Y_2^{-1} \\ 0 \end{pmatrix} \begin{pmatrix} 0 \\ I_{2m} \\ 0 \end{pmatrix} = I - (0, -Y_2^{-1}, 0) \begin{pmatrix} 0 \\ I_{2m} \\ 0 \end{pmatrix} = I + Y_2^{-1} = h.
\]
Thus, we need to check that for almost all $Y_2$, the class of $Y$ satisfying (1.1) is, up to $GL_n(\mathbb{F})$–conjugacy, given as above.

Note that $\text{Ker } XX' = \left\{ \begin{pmatrix} a_1 \\ 0 \\ a_2 \end{pmatrix} \middle| a_i \in F^j \right\}$, with $j = \frac{n - (2m + 1)}{2}$, and $\text{Im } X' = \left\{ \begin{pmatrix} 0 \\ b \\ 0 \end{pmatrix} \middle| b \in F^{2m+1} \right\}$. Furthermore, we note that $Y^{-1}$ (and hence $Y$) acts semisimply on the image and kernel of $XX'$. Thus, $Y = \text{diag}(J_1, Y_2, J_2)$, with $J_1, J_2 \in M_j(F)$, and

$$Y + \tilde{\varepsilon}(Y) = \begin{pmatrix} J_1 & Y_2 \\ Y_2 & J_2 \end{pmatrix} + \begin{pmatrix} \tilde{\varepsilon}(J_2) \\ \tilde{\varepsilon}(Y_2) \end{pmatrix} \begin{pmatrix} J_1 \end{pmatrix}.$$}

Therefore, $\text{diag}(J_1, J_2)$ is $\tilde{\varepsilon}$–skew symmetric, and $Y_2 + \tilde{\varepsilon}(Y_2) = X_2 X'_2$ and hence up to $GL_n(F)$–conjugacy, $Y$ is as above. This proves the claim for $n$ odd.

Now suppose $n$ is even. By [Sh3], for almost all regular elliptic conjugacy classes $\{h_1\}$ in $SO_{2m}(F), N_\varepsilon(\{h_1\})$ parameterizes a unique $\varepsilon$–conjugacy class $\{Y_1^{-1}\} \in GL_n(F)$. Then we see that $h = \begin{pmatrix} h_{11} & 0 & h_{12} \\ 0 & 1 & 0 \\ h_{21} & 0 & h_{22} \end{pmatrix}$ (where $h_1 = \begin{pmatrix} h_{11} & h_{12} \\ h_{21} & h_{22} \end{pmatrix}$) parameterizes $\{Y_1^{-1}\} = \{\varphi(Y^{-1})\} = \left\{ \begin{pmatrix} Y_{11} & 0 \\ 0 & Y_{12} \end{pmatrix} \middle| Y_{21} = 0, Y_{22} \right\} \subset G(\frac{n}{2} + 1)$, and by the above this is unique for almost all $h_1$. Thus, there is a unique $\{Y^{-1}\}$ parameterized by $\{h\}$, for almost all $\{h\}$. \hfill $\Box$

**Lemma 4.3.** Let $\alpha \in (F^\times)^2$ and choose $\lambda \in F^\times$ with $\lambda^2 = \alpha$. Let $\alpha_0 = \text{diag}(\alpha I_m, \lambda, I_m)$. Then for any $\{\gamma'\} \in N$, we have $N_\varepsilon(\{\alpha_0 \gamma'\}) = \alpha_0^{-1}N_\varepsilon(\{\gamma'\})\alpha_0$.

**Proof.** Note that if $\alpha^\vee = \alpha I_{2m}$, then $\alpha^\vee = \alpha_0 \tilde{\varepsilon}(\alpha_0) = \alpha_0 \varepsilon(\alpha_0)^{-1}$. Thus, if $Y^{-1} \in \{\gamma'\}$ and $(X, Y)$ satisfies (1.1), then we have

$$\alpha Y + \tilde{\varepsilon}(\alpha Y) = X \alpha^\vee X' = X \alpha_0 \varepsilon(\alpha_0)^{-1} X' = (X \alpha_0)(X \alpha_0)'$$
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so \( N_\varepsilon((\alpha Y)^{-1}) = N(\{ \alpha^{-1}\gamma \}) = \{ I - (X \alpha_0)'(\alpha Y)^{-1}(X \alpha_0) \} = \{ I - \alpha^{-1}\varepsilon(\alpha_0)^{-1}(X'YX)\alpha_0 \} \).

But \( \alpha^{-1}\varepsilon(\alpha_0)^{-1} = \alpha^{-1} \begin{pmatrix} I_m & \lambda \\ \alpha I_m & \alpha^{-1} \lambda \end{pmatrix} = \alpha^{-1} \).

Thus, \( N(\{ \alpha^{-1}Y^{-1} \}) = \alpha_0^{-1}N(\{ Y^{-1} \}) \alpha_0 \) and therefore \( N(\{ \alpha Y^{-1} \}) = \alpha_0 N(\{ Y^{-1} \}) \alpha_0^{-1} \). \( \square \)

Let \( C_{ss} \) be the collection of semisimple conjugacy classes in \( G = G(m) \). Suppose \( n = 2m \). Let \( T \) be a Cartan subgroup of \( G(m) \), defined over \( F \). We may choose a \( \theta^* \)-stable Cartan \( T' \) of \( GL_n \) and an isomorphism \( T'_\theta \simeq \varphi(T) \) defined over \( F \), as in \[Sh3\]. Thus, \( T'_\theta \simeq T \) is defined over \( F \) as well, and by \[KS\] this isomorphism induces the image map \( A_{G(m)/GL_n} \) between \( C_{ss} \) and \( \theta^* \)-semisimple \( \theta^* \)-conjugacy classes in \( GL_n \). Again by \[Sh3\], we see that

\[
\begin{array}{ccc}
T' & \xrightarrow{h} & T'
\end{array}
\]

\[
\begin{array}{ccc}
\varphi(T) & \xrightarrow{N_\varepsilon} & T'\theta^*
\end{array}
\]

commutes on strongly \( \theta^* \)-regular elements of \( T' \). So

\[
\begin{array}{ccc}
T' & \xrightarrow{h} & T'
\end{array}
\]

\[
\begin{array}{ccc}
T'_\theta^* & \simeq T & T'\theta^*
\end{array}
\]

also commutes.

In the language of \[KS\] we see that \( h = m^{-1} \) when we take \( \psi = 1 \).

Now, if \( n = 2m + 1 \), then the map \( T'_\theta \simeq T \) is again defined over \( F \) and so the above diagrams are again commutative.

**Lemma 4.4.** Let \( T \) be a Cartan subgroup of \( G(m) \) defined over \( F \). Then there is a \( \theta^* \)-stable Cartan \( T' \) of \( GL_{2m} \) (respectively \( GL_{2m+1} \)) such that the diagram

\[
\begin{array}{ccc}
T' & \xrightarrow{h} & T'
\end{array}
\]

\[
\begin{array}{ccc}
T'_\theta^* & \simeq T & T'\theta^*
\end{array}
\]
Commutes up to a sign on all \( \theta^* \)-strongly regular \( \theta^* \)-semisimple elements of \( T'(F) \). Furthermore \( T \simeq T_{g^*} \) induces the image map \( A_{G/G'} \). If \( \delta^* \in T' \) is \( \theta^* \)-strongly regular, then \( \text{Cent}_{g^*}(\delta^*, G') \simeq (T')^{\theta^*} \).

**Proof.** All statements follow from the above observations, except the last. This follows from Lemma 4.4 of [GS1], or the argument therein as appropriate. \( \square \)

In order to compute the residue of the intertwining operators, we will need to integrate over twisted conjugacy classes in \( \mathcal{N} \). We have seen that, up to a set of measure zero, these are parameterized by regular semisimple classes in \( G \), i.e. \( \mathcal{C}_{ss} \). Fix a representative \( T \) for each conjugacy class of Cartan subgroups of \( G \) defined over \( F \). Fix \( d\gamma \) to be a Haar measure on \( T = T(F) \). Then by Lemmas 2.16 and 3.4, along with Lemma 4.4, the Jacobian of the open inversion of pg. 227 of [A], with the measure \( |W(T)|^{-1} |D_{\theta^*}(\gamma')| d\gamma \), as \( T \) ranges over the conjugacy classes of Cartans, provides a measure on \( \mathcal{N} \) (where \( \{\gamma\} \in N_{\theta^*}(\{\gamma'\}) \), for each regular \( \{\gamma'g^*\} \) in \( \mathcal{N} \)). Here

\[
D_{\theta^*}(\gamma') = \det(\text{Ad}(\gamma') \circ \theta^* - 1)|_{G/G_{\theta^*},\gamma'},
\]

is as given in [KS]. As in previous cases, the constant \( |W(T)|^{-1} \) is suggested by the Weyl integration formula. Now, by Lemma 4.5.A of [KS], the function

\[
\kappa_1(\{\gamma\}, \{\gamma'\}) = |D_{\theta^*}(\gamma')| |D(\gamma)|
\]

is bounded on \( \{(N_{\theta^*}(\{\gamma'\}), \{\gamma'\})\} \). Assume \( \{\gamma\} \) is regular and semisimple. Define

\[
\kappa(\{\gamma\}, \{\gamma'\}) = \left\{\begin{array}{ll}
\kappa_1(\{\gamma\}, \{\gamma'g_{\theta^*}^{-1}\}) & \text{if } \{\gamma\} \in N_{\varepsilon}(\{\gamma'\}) \text{ and } \gamma' \text{ is } \varepsilon-\text{regular} \\
0 & \text{otherwise}.
\end{array}\right.
\]

For each regular semisimple conjugacy class \( \{\gamma\} \in \mathcal{C}_{ss} \), let \( A(\{\gamma\}) = \\{\{\alpha\gamma'\} | \alpha \in (F^\times)^2 \backslash F^\times, \{\gamma\} \in N_{\varepsilon}(\{\gamma'\}^{-1})\} \). Now set

\[
\Delta(\{\gamma\}, \{\alpha\gamma'\}) = \left\{\begin{array}{ll}
\omega'_{\theta^*}(\alpha)\kappa(\{\gamma\}, \{\gamma'\}) & \text{if } \{\gamma\} \in N_{\varepsilon}(\{\gamma'\}^{-1}); \\
0 & \text{otherwise}.
\end{array}\right.
\]
For $Y \in G'$ and $f' \in C_c^\infty(G')$, we let $\Phi_\epsilon(Y, f')$ be the associated twisted orbital integral,

$$\Phi_\epsilon = \int_{G'/G'_{\epsilon,Y}} f(g^{-1}Y\epsilon(g)) \, dg.$$ 

Similarly, for $\gamma \in G$, and $f \in C_c^\infty(G)$, we let

$$\Phi(\gamma, f) = \int_{G/G_\gamma} f(g^{-1}\gamma g) \, dg$$

be the associated orbital integral. We also let

$$\Phi_\epsilon(A(\{\gamma\}), f') = \sum_{\{\gamma'\} \in A(\{\gamma\})} \Delta(\{\gamma\}, \{\gamma'\}) \Phi_\epsilon(\gamma', f')$$

for any $f \in C_c^\infty(G')$.

The residue of $A(s, \tau' \otimes \tau, w_0)$ at $s = 0$ will decompose into two parts. As in [GS1, GS2], the main part of this residue will come from regular elliptic elements via the Weyl integration formula applied to the class function $\Phi_\epsilon(A(\{\gamma\}), f')$, giving a pairing between characters of representations of $G(m)$ and $\epsilon$-twisted characters of $\epsilon$-stable representations of $GL_n(F)$, and we return to this in Section 5. To be more precise, the contribution from the regular elliptic classes is of the form

$$R_G(f_\tau, f') = \sum_{\{T_i\}} \mu(T_i) |W(T_i)|^{-1} \int_{T_i} \Phi(\{\gamma\}, f_\tau) \Phi_\epsilon(A(\{\gamma\}), f') |D(\gamma)| d\gamma,$$

where $\{T_i\}$ runs over the conjugacy classes of elliptic Cartan subgroups of $G = G(m)$, and $T_i = T_i(F)$. For each $i$, $\mu(T_i)$ is the measure of $T_i$, and due to the definition of $\Delta$ and the fact that the norm is onto the semisimple classes, we see that this is an integral over $\epsilon$-conjugacy classes in $N$.

We now discuss the convergence of $R_G(f_\tau, f')$. The steps we follow are analogous to those of [GS1]. A new feature, however is the treatment of a case of the form $M \simeq GL_n \times SO_{2n+1}$, with $n$ even. Clearly, we need to show that, for any elliptic torus $T$ of $G(m)$, the term

$$\int_{T(F)} \Phi(\gamma, f_\tau) \Phi_\epsilon(A(\{\gamma\}), f') |D(\gamma)| d\gamma$$

22
is convergent. By Theorem 14 of [HC1], \(|D(\gamma)|^{1/2} \Phi(\gamma, f_\tau)\) is bounded on \(T_{\text{reg}}(F)\), the intersection of \(T(F)\) with the regular set of \(G\). Thus, we need to establish the convergence of

\[
\int_{T(F)} \Phi_\varepsilon(A(\{\gamma\}), f')|D(\gamma)|^{1/2} d\gamma,
\]

which is then implied by the convergence of

\[
(4.1) \int_{T(F)} |\Phi_\varepsilon(\alpha \gamma', f')| |\kappa_1(\{\gamma\}, \{\gamma'\})| |D(\gamma)|^{1/2} d\gamma,
\]

for any \(\alpha \in (F^\times)^2 \setminus F^\times\).

Note that \(w_n = g_\varepsilon u_n = u_n g_\varepsilon\), where

\[
g_\varepsilon = \begin{cases} 
\text{diag}(-1, 1, -1 \ldots -1) & \text{if } n \text{ is odd} \\
\text{diag}(1, -1, 1, \ldots, -1) & \text{when } n \text{ is even}
\end{cases}
\]

Then, (4.1) can be rewritten as

\[
(4.2) \int_{T(F)} |\Phi_{\theta^*}(\gamma', R_{g_\varepsilon} f')||D_{\theta^*}(\gamma')||D(\gamma)|^{-1/2} d\gamma
\]

As \(\Phi_{\theta^*}\) is a tempered distribution, we have \(\Phi_{\theta^*}(\gamma', f')|D_{\theta^*}(\gamma')|^{1/2}\) is bounded on the intersection of \(T_{\theta^*}(F)\) with the \(\theta^*\)-regular elements of \(GL_n(F)\). (See [C1 HC1].) Now, since Lemma 4.5.A of [KS] gives the boundedness of \(\kappa_1(\{\gamma\}, \{\gamma'\})^{1/2}\), we see (4.2) must converge.

In order to resolve (1.3), we integrate first over the orbits of \(N\) under \(M = G' \times G\). Note that, for \((g, h) \in M\), \(d((g, h)(X,Y))(g,h)^{-1}) = d(gXh^{-1}, gY \varepsilon(g)^{-1}) = |\det g|^{(2\rho, \tilde{\alpha})}_{F}d(X,Y). \) So setting \(d^*(X,Y) = d(X,Y) \cdot |\det g|^{(\rho, \tilde{\alpha})}_{F}\) we have \(d^*(gXh^{-1}, gY \varepsilon(g)^{-1}) = d^*(X,Y)\). As in [GSI], we write \(d^*(X,Y)\) as the product of two measures, \(d_1^*(X,Y)\) and \(d_2^*(X,Y)\), with the first giving the integral over the orbit of \((X,Y)\) in \(N\), and the second integration over all such orbits. The discussion of Section 1 shows that \(d_2^*(Y^{-1}X, \varepsilon(Y)) = d_2^*(X,Y)\). As \(d^*(X,Y)\) and \(d_2^*(X,Y)\) are \(M\)-invariant, so is \(d_1^*(X,Y)\).
Let $\Delta^\vee$ be the stabilizer of $(X,Y)$ under the action of $M$. Then

$$\Delta^\vee = \{(g,h) \in M | g \in G^*_{e,Y}, \ Xh = gX\}.$$ 

Then, direct computation, as in the proof of Lemma 2.15 shows $h \in G_Z(F)$, with $Z = (-1)^n(I - X'Y^{-1}X)$. For convenience, we abuse notation and view $\Delta^\vee$ as a subgroup of both $G^*_{e,Y}$ and $G_Z(F)$, by its projection onto its components.

Let $d\delta$ be a measure on $\Delta^\vee$, and fix measures $dg, dh$ on $GL_n(F)$ and $G(F)$ so that $d\nu_1(X,Y)$ is the quotient of $dgdh$ by $d\delta$. Now consider the map 

$$(g,h) \mapsto (gXh^{-1}, gY \varepsilon(g)^{-1}),$$

from $M$ to the orbit of $(X,Y)$. We change the orbit representative, to $(Y^{-1}X, \varepsilon(Y))$, which has the effect of changing $(g,h)$ to $(gY^{-1}h, h)$. Therefore, $dg$ and $dh$ remain unchanged by this transformation. Also, acting by $(Y^{-1}, I)$ on $(g,h)$ conjugates the stabilizer $\Delta^\vee$ of $(X,Y)$ to $(Y,I)\Delta^\vee(Y^{-1}, I)$, and thus this change of variables leaves $d\delta$ unchanged. Now $d\nu_1(Y^{-1}X, \varepsilon(Y)) = d\nu_1(X,Y)$, and thus $d\nu(X,Y) = d\nu(Y^{-1}X, \varepsilon(Y))$. Now we consider (1.3) and make the above change of variables,

(4.3)

$$\int_{(X,Y)} \psi_{\tau'}(\varepsilon(Y)) f_\tau((-1)^n(I - X'Y^{-1}X))|\det Y|^{-s} \xi_L(Y^{-1}) \xi_L'(Y^{-1}X) d\nu(X,Y)$$

Let $\omega'$ be the central character of $\tau'$. Then $\omega'$ is quadratic, and we may choose $f' \in C_c^\infty(G')$ so that

$$\psi_{\tau'}(g') = \int_{Z(G')} f'(zg') \omega'(z^{-1}) d^\times z.$$ 

With this substitution, (4.3) becomes

(4.4)

$$\int_{F^* \times (X,Y)} f'(zY)^{\omega'(z)} f_\tau((-1)^n(I - X'Y^{-1}X))|\det Y|^{-s} \xi_L(\varepsilon(Y^{-1})) \xi_L'(X) d\nu(X,Y) d^\times z.$$ 

Now we consider the map from the $M$–orbit of $(X,Y)$ to $G' / \Delta^\vee \times \Delta^\vee \backslash G$, given by

$$(gXh^{-1}, gY \varepsilon(g)^{-1}) \mapsto g\Delta' \times \Delta^\vee h.$$
Then the fibers of this map are homeomorphic to $X^\vee$. The contribution from the $M$-orbit of $(X, Y)$ to (4.4) is then

$$
\tilde{\psi}(s, Z) = \sum_{\alpha \in (F^\times)^2 \setminus F^\times} \omega'(\alpha) \int_{G'/G'_{\epsilon,Y}} \int_{G'_{\epsilon,Y}} \int f'(\alpha gY\varepsilon(g)^{-1}) f_\tau(h^{-1}Zh) \left| \det(gY\varepsilon(g)^{-1}) \right|^s \frac{dg \, dh \, dXh_0}{G'_{\epsilon,Y}} \left[ |z^{-2}gXh_0h| \det z \right]^{-2s} d^\times z,
$$

where $\tilde{L} = \varepsilon(L)$. Note that here (as in [GST]) we have suppressed the dependence of $\tilde{\psi}$ on the parameters $X, Y, f', f_\tau, L'$.

Considering $\Delta^\vee$ as a subgroup of $G'_{\epsilon,Y}$ and $G_Z$ (see above), we get

$$
\tilde{\psi}(s, Z) = \sum_{\alpha \in (F^\times)^2 \setminus F^\times} \omega'(\alpha) \int_{G'/G'_{\epsilon,Y}} \int_{G'_{\epsilon,Y}} \int_{G'_{\epsilon,Y}} \int_{G'_{\epsilon,Y}} \int f'(\alpha gY\varepsilon(g)^{-1}) f_\tau(h^{-1}Zh) \left| \det(gY\varepsilon(g)^{-1}) \right|^s \frac{dg \, dh \, dXh_0}{G'_{\epsilon,Y}} \left[ |z^{-2}gXh_0h| \det z \right]^{-2s} d^\times z.
$$

Let $\Phi_{s,\epsilon}(\alpha Y, f') = \int_{G'/G'_{\epsilon,Y}} f'(\alpha gY\varepsilon(g)^{-1}) \left| \det(gY\varepsilon(g)^{-1}) \right|^s dg$. Certainly,

$$
\lim_{s \to 0} \Phi_{s,\epsilon}(\alpha Y, f') = \Phi_{\epsilon}(\alpha Y, f') = \int_{G'/G'_{\epsilon,Y}} f'(\alpha gY\varepsilon(g)^{-1}) dg
$$

is a twisted orbital integral.

Suppose $n = 2m + 1$, and $(Y, I)$ is a solution to (1.1). Then $Z = -(I - I'Y) = -(I + Y^{-1})$. Note that, if $g \in G'_{\epsilon,Y}$, then, as $Y + \varepsilon(Y) = -I$, we have $-I = g(Y + \varepsilon(Y))\varepsilon(g)^{-1} = -g\varepsilon(g)^{-1}$, so $g \in G$. Thus, $G'_{\epsilon,Y} = G_Z(F) \simeq \Delta^\vee$. We then set

$$
\psi(s, Z) = \sum_{\alpha} \omega'(\alpha) \int_{G'/G'_{\epsilon,Y}} \int_{G'_{\epsilon,Y}} \int f'(\alpha gY\varepsilon(g)^{-1}) f_\tau(h^{-1}Zh) \left| \det(gY\varepsilon(g)) \right|^s \frac{dg \, dh \, dXh_0}{G'_{\epsilon,Y}} \left[ |z^{-2}gXh_0h| \det z \right]^{-2s} d^\times z.
$$

In this case, $\psi(s, Z) = \tilde{\psi}(s, Z)$. 
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Lemma 4.5. Let \( n = 2m + 1 \). Assume \( Y \) is \( \varepsilon \)-regular. Then \( \tilde{\psi}(s, Z) \) converges absolutely for \( \text{Re } s > 0 \). Further, suppose \((Y, I)\) satisfies (2.1), i.e., for almost all twisted conjugacy classes in \( \mathcal{N} \). Then \( \psi(s, Z) \) also converges absolutely for \( \text{Re } s > 0 \), and there is a function \( E_Z(s) = E(s, z, Y, f, f', L, L') \), which as a function of \( s \) is entire, such that \( \psi(s, Z) = E_Z(s) \) if \( Z \) is regular, non-elliptic, and

\[
\psi(s, Z) = E_Z(s) + \sum_{\alpha \in (F^\ast)^2 \setminus F^\ast} \omega'(\alpha) \cdot \Phi_{\varepsilon, s}(\alpha Y, f') \Phi(Z, f_r) \mu(G_Z(F')) q^{b(Y, Z) s} L(1, 2ns)
\]

for \( \text{Re } s > 0 \) if \( Z \) is regular elliptic. Here, \( b(Y, Z) \) is an integer depending on \( f_r, f', L, L' \), as well as \( Y \) and \( Z \). In particular,

\[
\text{Res}_{s=0} \psi(s, Z) = (2n \log q) - 1 \sum_{\alpha} \omega'(\alpha) \Phi_{\varepsilon}(\alpha Y, f') \Phi(Z, f_r) \mu(G_Z(F)),
\]

if \( Z \) is regular elliptic, and \( \text{Res}_{s=0} \psi(s, Z) = 0 \) if \( Z \) is regular but non-elliptic.

Proof. (This is as in [GS1]). We prove the lemma when \( X = I \). The convergence of \( \tilde{\psi}(s, Z) \) will follow from this. Recall that we have fixed \( L \) and \( L' \) to be basic neighborhoods of \( 0 \). Since \( f'(\alpha g Y \varepsilon(g)^{-1}) \xi(z^{-2} g Y \varepsilon(g)^{-1}) = 0 \) unless \( g Y \varepsilon(g)^{-1} \in z^2 \mathcal{L} \cap \alpha^{-1} \supp(f') \) for some \( \alpha \), the argument used in [Sh2, Sh3, G1, G2] shows that \( |\det z| \) is bounded below, and the bound depends only on \( L \) and \( f' \). Now the semi-simplicity (respectively \( \varepsilon \)-semisimplicity) of \( Z \) (resp. \( Y \)) implies the integrand in (4.6) vanishes for \( g \) and \( h \) outside compact sets \( S(g) \subseteq G'/G_{\varepsilon, Y} \) and \( S(h) \subseteq G_Z \setminus G \). Then \( S(g) \) and \( S(h) \) depend on \( Y, Z, f_r \) and \( f' \).

We may consider only \( h_0 \) (in the integrand of (4.6)) within the connected component of \( G_Z \), and since \( Z \) is semisimple, we may assume \( h_0 = (a_1, a_2, \ldots, a_m, 1, a_m^{-1}, \ldots, a_1^{-1}) \) is diagonal.

If \( \xi_{L'}(z^{-1}, gh h_0 h) \neq 0 \), then, by the above observations, \( z^{-1} h_0 \) is contained in a compact set in \( M_n(F) \). Thus, for some \( \kappa \), \( |z^{-1} a_i| \leq \kappa \), \( |z^{-1} a_i^{-1}| \leq \kappa \) and \( |z^{-1}| \leq \kappa \), which we rewrite as \( |z| \geq \kappa \), \( |z a_i| \), \( |z a_i^{-1}| \geq \kappa \). Let \( T \) be the compact part of \( G_Z \). Then, by compactness of \( S(g) \), \( S(h) \) we know there is some \( \kappa_1 \), such that if \( |z^{-1} a_i| \), \( |z^{-1} a_i^{-1}| \leq \kappa_1 \), then \( S(g) z^{-1} h_0 T S(h) \subseteq L' \). Clearly, \( \kappa_1 \geq \kappa \). So now, fixing such a \( z \), we may integrate first over \( T \) in the first integral of (4.6), and thus the integral over \( G_Z \) is replaced
by $\Phi(Z, f_\tau)$. Note, as $\tau$ is supercuspidal, $\Phi(Z, f_\tau)$ vanishes unless the split component of $G_Z$ is trivial, i.e., unless $G_Z$ is compact.

Let $\eta$ be the lower bound on $|z|$ given by $f'$ and $L$. If $\kappa > \eta$ we use $\kappa$ instead of $\eta$. As $\kappa_1 \geq \kappa$, and $|\cdot|$ is discrete, we may assume $\kappa_1/\kappa = q^{-k}$ for some integer $k \geq 0$. Then $|w^{-k} z a_i| \geq \kappa_1$, $|w^{-k} z a_i^{-1}| \geq \kappa$, and $|w^{-k} z| \geq \eta \kappa_1/\kappa \geq \eta$. Thus, for all $z$ with $|z| \geq \eta \kappa_1/\kappa$, both $\xi_L$ and $\xi_{L'}$ have value 1, and we can then integrate over all $z = \beta w^{-k}$, with $\beta \in o^\times$ and over all $G_Z$ we get

\[ (4.7) \sum_{\alpha \in (F \times F)^2 \setminus F^2} \omega'(\alpha) \Phi(Z, f_\tau) \Phi_{\varepsilon, s}(\alpha Y, f') \cdot \sum_{\kappa \geq \ell} q^{-2kn} \mu(\kappa) \]

where $|w^{-\ell}| = \eta \kappa_1/\kappa$, and

$$ \mu(\kappa) = \mu(T) \prod_i \int_{q^{-(k-d)} \leq |a_i| \leq q^{(k-d)}} d^\times a_i, $$

with $\mu(T)$ the measure of the compact part $T$ of $G_Z$, with $d$ given by $q^d = \kappa_1$. As the series converges for $\text{Re } s >> 0$, so does (4.7). If $G_Z$ is non-compact (i.e. $Z$ is non-elliptic). Then $\Phi(Z, f_\tau) = 0$, and hence (4.7) vanishes. All that remains is an integral over $\eta \kappa_1/\kappa \geq |z| \geq \eta$, which gives an entire function $E_Z(s)$.

\[ \square \]

**Corollary 4.6.** If $n = 2m$, and $Y$ is strongly $\varepsilon$–regular, the statement of Lemma 4.5 holds.

**Proof.** We only need to note the argument of the lemma holds for $X = [I_n \ 0 \ I_n]$. If $Y$ is $\varepsilon$–regular, then $G_{\varepsilon, Y}$ is a torus in $SO_{2m}(F)$. Let $Z_0$ be the element $I - X_0' Y^{-1} X_0$ of $SO_{2m}(F)$ given by Lemma 4.5 of [GS1]. Then $G'_{\varepsilon, Y} = H_{Z_0}(F)$, with $H = SO_{2m}$. Now, under the map $\varphi: h \mapsto \begin{pmatrix} h_{11} & 0 & h_{12} \\ 0 & 1 & 0 \\ h_{21} & 0 & h_{22} \end{pmatrix}$, we see that if $g \in G'_{\varepsilon, Y}(F)$, then $\varphi(g) \in G_{\varphi(Z_0)}(F) = G_Z(F)$, in this case. Thus $G_Z(F)$ contains the torus $\varphi(G'_{\varepsilon, Y})$. But as $Y$ is strongly $\varepsilon$–regular, $Z$ is strongly regular, and hence $G_Z(F)$ is also a torus. As $\varphi(G'_{\varepsilon, Y})$ is a torus of the appropriate rank, $G_Z(F) = \varphi(G'_{\varepsilon, Y})$. Now, the argument of Lemma 4.5 holds verbatim.

\[ \square \]
Corollary 4.7. Let $T$ be a Cartan subgroup of $G$. Denote by $T'$ the subset of regular elements of $T = T(F)$. Let $\Omega$ be a compact set of $T'$. Then given $f_\tau, f'_\tau, L, \text{ and } L'$, $b = b(Y,Z)$ and $E_Z$ can be chosen independently of $Y$ and $Z$ for all $Z$ in $\Omega$.

Proof. The corollary to Lemma 19 of [HC1] implies that the compact sets $S(g)$ and $S(h)$ in the proof of Lemma 4.5 can be chosen independently of $z$ in $\Omega$. \qed

In calculating of the residue we now integrate over all $M$–orbits in $N$. We accomplish this by integrating over all $\varepsilon$–regular $\varepsilon$–conjugacy classes in $N$. We first assume that $n = 2m$ or $n = 2m + 1$. We then must integrate $\tilde{\psi}(s,Z)$ over the $M$–orbits in $N$. We have shown that almost all such orbits are parameterized by $\varepsilon$–regular conjugacy classes in $N$. Thus, by removing a set of measure zero from these orbits, we may integrate $\psi(s,Z)$ over $\varepsilon$–regular $\varepsilon$–conjugacy classes in $N$. Then, by Proposition 4.1, $Z = N_\varepsilon(v^{-1})$ is regular and semisimple in $G(F)$. Let $\{T_i\}$ be a complete set of representatives for the conjugacy classes of Cartan subgroups of $G$ defined over $F$. We now must integrate over $N$, but we may instead use Propositions 4.1, 3.1, and 2.7 to integrate over $\bigcup_i T_i$, using the measures

$$|W(T_i)|^{-1}\kappa_1(\gamma_i, \gamma_i')|D(\gamma_i)|d\gamma_i = |W(T_i)|^{-1}|D_{g,\varepsilon}(\gamma_i')|d\gamma_i.$$ 

Now, suppose $n > 2m + 1$. By the proof of Corollary 4.2 we may, for almost all $\{Y\} \in N$, choose a representative $\text{diag}(J_1, g, J_2)$, with $g \in GL_{2m+1}(F)$ either $\varepsilon$–regular, or the image under $\phi$ of an $\varepsilon$–regular element. Further, $\text{diag}(J_1, J_2)$ is $\varepsilon$–skew symmetric. We may also assume

$$X = \begin{pmatrix} 0_{j \times 2m+1} \\ I_{2m+1} \\ 0_{j \times 2m+1} \end{pmatrix},$$

with $j = \frac{n-2m}{2}$, if $n$ is odd, and $X$ has a similar form with $I_{2m+1}$ replaced by $[I_m 0 \ I_m]$ for $n$ even. In this case, outside of a set of measure zero, the classes in $N$ form a fiber bundle with finite fibers coming from the twisted conjugacy classes of possible choices of $\text{diag}(J_1, J_2)$. The base of the fiber bundle is parameterized by $\varepsilon$–conjugacy classes $\{Y^{-1}\}$ in $GL_{2m+1}(F)$ such
that $Y$ is the $GL_{2m+1}(F)$–component of an $F$–rational solution to (1.1) when $GL_{2m+1} \times G(m)$ is considered as a Levi subgroup of $G(3m+1)$. We now may use $\theta^\ast$–stable Cartan subgroups of $GL_{2m+1}$ and their $F$–isomorphism with the members of $\{T_i\}$ as in the case $n = 2m + 1$. Here $\{T_i\}$ is a complete set of representatives for the conjugacy classes of Cartan subgroups of $G$. We then obtain measures $\kappa_i(\gamma_i, \gamma'_i)|D(\gamma_i)|d\gamma_i$ on the tori $T_i$, and since we know $C_{ss}$ (or at least $C_{reg}$) is in the image of $N$, we can integrate over $\bigcup T_i$ for each fiber. The integral over the complete fiber bundle is then given by means of the image correspondence $\mathcal{A}$, defined precisely as in the cases $n = 2m, 2m + 1$, while still integrating over $\bigcup T_i$. Then with the choices we have made we can write

$$\tilde\psi(s, Z) = \sum_{\alpha} \omega'(\alpha) \int_{g \in G'/G, \gamma \in G} \int_{Z \in G} f'(\alpha g \gamma g^{-1}) f_{\tau}(h^{-1} Z h) \cdot \det(g \gamma g^{-1})^s dg dh d\gamma$$

Lemma 4.5 is now valid for $n > 2m + 1$, so we may now assume $n \geq 2m$.

For each $G$–conjugacy class of Cartan subgroups of $G$, choose a representative $T_i$, and let $T_i'$ be the set of regular elements in $T_i = T_i(F)$. For $\gamma \in T_i'$ let

$$\psi_A(s, \gamma) = \sum_{\{Y^{-1}\} \in A(\gamma)} \psi(s, \gamma Y),$$

where $\{\gamma Y\} = \{(-1)^n(I - X'Y^{-1}X)\}$ plays the role of $Z$, depending on $Y$.

Setting

$$R(s, Z) = (2n \log q_F s)^{-1} \sum_{\alpha} \omega'(\alpha) \Phi_{\varepsilon, s}(\alpha Y, f') \Phi(Z, f_{\tau}) \mu(G_Z(F)),$$

then, by Lemma 4.5, $\varphi(s, Z) = \psi(s, Z) - R(s, Z)$ is an entire function. Now set

$$\varphi_A(s, \gamma) = \sum_{\{Y\} \in A(\gamma)} \varphi(s, \gamma Y).$$

Also set

$$R_A(s, \gamma) = \sum_{\{Y\} \in A(\gamma)} R(s, \gamma Y).$$
Then
\[ \sum_i |W(T_i)|^{-1} \int_{T_i'} (\psi_A(s, \gamma)|D(\gamma)| - R_A(s, \gamma)|D(\gamma)|) d\gamma \]
\[ = \sum_i |W(T_i)|^{-1} \int_{T_i'} \varphi_A(s, \gamma)|D(\gamma)| d\gamma. \]

For each \( i \), let \( \Omega_i \) be an open compact subset of \( T_i' \). Then, using Corollary 4.6, we have
\[ \int_{\Omega_i} \psi_A(s, \gamma) = h_i(s) + c_s \int_{\Omega_i} \Phi_{\varepsilon,s}(A(\{\gamma\}), f') \Phi(\gamma, f_\tau)|D(\gamma)| d\gamma, \]

Where \( c_s = q^{bs}L(1, 2ns) \) when \( T_i \) is elliptic. Here \( h_i(s) \) is entire. In the case where \( T_i \) is non–elliptic, then Lemma 4.5 implies the integral is entire.

Thus
\[ \text{Res}_{s=0} \sum_i |W(T_i)|^{-1} \int_{\Omega_i} \psi_A(s, \gamma)|D(\gamma)| d\gamma = \]
\[ c \sum_i |W(T_i)|^{-1} \int_{\Omega_i} \Phi_{\varepsilon}(A(\{\gamma\}), f') \Phi(\gamma, f_\tau)|D(\gamma)| d\gamma + \]
\[ \sum_i |W(T_i)|^{-1} \text{Res}_{s=0} \int_{\Omega_i} \varphi_A(s, \gamma)|D(\gamma)| d\gamma \]
\[ = c \sum_i |W(T_i)|^{-1} \int_{\Omega_i} \Phi_{\varepsilon}(A(\{\gamma\}), f') \Phi(\gamma, f_\tau)|D(\gamma)| d\gamma, \]
as \( \varphi_A(s, \gamma) \) is entire. Here \( c = (2n \log q)^{-1} \). Now letting \( \Omega_i \to T_i' \), we have

\[
\text{Res}_{s=0} \sum_i |W(T_i)|^{-1} \int_{T_i'} \psi_A(s, \gamma)|D(\gamma)|d\gamma =
\]

\[
\sum_i |W(T_i)|^{-1} \lim_{\Omega_i \to T_i'} \text{Res}_{s=0} \int \psi_A(s, \gamma)|D(\gamma)|d\gamma +
\]

\[
\sum_i |W(T_i)|^{-1} \lim_{\Omega_i \to T_i'} \text{Res}_{s=0} \int \psi_A(s, \gamma)|D(\gamma)|d\gamma =
\]

\[
= cR_G(f', f_\tau) + \sum_i |W(T_i)|^{-1} \lim_{\Omega_i \to T_i'} \text{Res}_{s=0} \int \Phi_{\xi,s}(A(\gamma), f')\Phi(\gamma, f_\tau)|D(\gamma)|d\gamma
\]

\[
+ \sum_i |W(T_i)|^{-1} \lim_{\Omega_i \to T_i'} \text{Res}_{s=0} \int \varphi_A(s, \gamma)|D(\gamma)|d\gamma.
\]

Note that, in the first sum, the limit is zero by the local boundedness of (normalized) orbital integrals. Further, in the second sum, since \( \varphi_A(s, \gamma) \) is entire, the residue is independent of the choice of \( \Omega_i \), and hence we fix \( \Omega_i \) and drop the limit. Thus,

\[
\text{Res}_{s=0} (A(s, \tau' \otimes \tau', W_0)f(e), \tilde{v}' \otimes v) = cR_G(f', f_\tau) + \text{Res}_{s=0} \sum_i |W(T_i)|^{-1} \int_{T_i' \backslash \Omega_i} \varphi_A(s, \gamma)|D(\gamma)|d\gamma,
\]

with the second term independent of the choices of \( \Omega_i \). Note that this second term depends only on the singular part of the \( T_i \).

Now suppose \( n < 2m \). If \( n \) is odd, we consider the embedding \( G(\frac{n-1}{2}) \hookrightarrow G(m) \) by

\[
h \mapsto \begin{pmatrix}
I_{m-(\frac{n-1}{2})} & h \\
-\frac{n-1}{2} & I_{m-(\frac{n-1}{2})}
\end{pmatrix}.
\]

If \( n \) is even we embed \( SO_n(F) \) in \( G(m) \) by

\[
h \mapsto \begin{pmatrix}
I_{m-(n/2)} & \varphi_n(h) \\
\varphi_n(h) & I_{m-(n/2)}
\end{pmatrix},
\]
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where \( \varphi_n : SO_n \hookrightarrow SO_{n+1} \) is the map we considered in Section 3. Let
\[
n' = \begin{cases} 
\frac{n-1}{2}, & \text{if } n \text{ is odd} \\
\frac{n}{2}, & \text{if } n \text{ is even} 
\end{cases}
\]

Then we are considering \( G(n') \) as a subgroup of \( G(m) \). Suppose \( Y \in GL_n(F) \) and \( X \in M_{n\times 2m+1}(F) \) satisfy (1.1). Then \( X'Y^{-1}X \) has rank at most \( n \), and therefore at most \( n \) of the eigenvalues of \( I - X'Y^{-1}X \) are different from 1. Thus, the semisimple part of the conjugacy classes in \( N_\varepsilon(\{Y^{-1}\}) \) all meet \( G(n') \). Let \( \mathcal{C}^\vee \) be the subset of classes in \( \mathcal{C} \) whose semisimple part meets \( G(n') \). Then \( \mathcal{N}_\varepsilon : \mathcal{N} \rightarrow \mathcal{C}^\vee \).

**Lemma 4.8.** If \( n < 2m \) then the norm correspondence \( \mathcal{N}_\varepsilon \) has finite fibers.

**Proof.** By Lemma 1.5(b) we know \( \varepsilon(Y)^{-1}Y^{-1}X = X(I - X'Y^{-1}X) \). We assume that \( X \) is in row echelon form, and the last \( n-k \) rows of \( X \) are zero. This gives a decomposition \( F^n = F^k \oplus F^{n-k} \), with \( F^{n-k} \) the left kernel of \( X \) and \( X|_{F^k} \) an injection of \( F^k \) into \( F^{2m+1} \). Now the matrix of \( \varepsilon(Y)^{-1}Y^{-1}X \) with respect to this basis is \( \begin{pmatrix} A & * \\ 0 & -I \end{pmatrix} \), with \( A \) determined by \( I - X'Y^{-1}X \). This shows the fibers of \( \mathcal{N}_\varepsilon \) are finite. \( \square \)

If \( n \) is odd, we first pick \( X_0 \in M_n(F) \) for which \( Y + \tilde{\varepsilon}(Y) = X_0X_0' \). If \( n \) is even, we take \( X_0 \in M_{n\times n+1}(F) \) for which \( Y + \tilde{\varepsilon}(Y) = X_0X_0' \). Letting
\[
j = \begin{cases} 
\frac{2m+1-n}{2}, & n \text{ odd}; \\
m - \frac{n}{2}, & n \text{ even}, 
\end{cases}
\]
we then set \( X = \begin{pmatrix} 0_j & X_0 & 0_j \end{pmatrix} \). Note that \( X' = \begin{pmatrix} 0_j \\ X_0' \\ 0_j \end{pmatrix} \). Thus, \( XX' = X_0X_0' = Y + \tilde{\varepsilon}(Y) \). It is a straightforward computation that
\[
I - X'Y^{-1}X = \begin{pmatrix} I_j & I - X_0'Y^{-1}X_0 \\ I_j & I_j \end{pmatrix},
\]
and thus, almost all conjugacy classes in \( \mathcal{N} \) can be parameterized by regular semisimple conjugacy classes in \( \mathcal{C}^\vee \).
We now pick a set \( \{ T_i \} \) of representatives for the conjugacy classes of Cartan subgroups in \( G(n') \). Note that none of these Cartans are elliptic in \( G(m) \). Applying Lemma 1.4 and decomposing orbits as before, we find the contribution from each orbit is

\[
\psi(s, Z) = \sum_{\alpha} \omega'(\alpha) \int_{G'/G'_{\varepsilon,Y}} \int_{G \backslash G'_{\varepsilon,Y}} \int_{XG_{Z}(F)} f'(\alpha gY\varepsilon(g)^{-1})f_\tau(h^{-1}Zh) \cdot |\det(gY\varepsilon(g)^{-1})|^s \cdot dg \cdot dh \cdot d(Xh_0) \int_{Z(G)} \xi L(z^{-2}gY\varepsilon(g)^{-1})\xi L'(z^{-1}gXh_0h) \cdot |\det(z)|^{-2s} \cdot dz,
\]

where \( X \) is as above. Note that \( XG_{Z}(F) \cong G'_{\varepsilon,Y} \), and thus we rewrite the above formula as

\[
\psi(s, Z) = \sum_{\alpha} \omega'(\alpha) \int_{G'/G'_{\varepsilon,Y}} \int_{G \backslash G'_{\varepsilon,Y}} \int_{G'_{\varepsilon,Y}} f'(\alpha gY\varepsilon(g)^{-1})f_\tau(hZh^{-1}) \cdot |\det(gY\varepsilon(g)^{-1})|^s \cdot dg \cdot dh \cdot dg_0 \int_{Z(G')} \xi L(z^{-2}gY\varepsilon(g)^{-1})\xi L'(z^{-1}gg_0Xh) \cdot |\det(z)|^{-2s} \cdot dz,
\]

and as in \([GS1, GS2]\) this expression is the same as that for \( n \geq 2m \), with the roles of \( G_{Z} \) and \( G'_{\varepsilon,Y} \), as well as those of \( h_0 \) and \( g_0 \) interchanged. Define \( \psi_A(s, \gamma) = \sum_{Y \in A(\{\gamma\})} \psi(s, \gamma Y) \), as before. Also let \( \varphi_A(s, \gamma) \) be as before. The integration over orbits is then realized as integration over \( \bigcup T_i \), with \( \{ T_i \} \) as above. The argument then follows as in the case \( n \geq 2m \), verbatim. Note however that for any \( \{ \gamma \} \in C' \), \( \Phi(\gamma, f_\tau) = 0 \), since all \( T_i \) are non-elliptic and the orbital integral is in \( G(m) \), not \( G(n') \). Therefore, \( R_G(f', f_\tau) \equiv 0 \).

We now state our main result, which we have proved.

**Theorem 4.9.** Let

\[
n' = \begin{cases} 
\frac{n}{2} & \text{if } n \text{ is even;} \\
\frac{n-1}{2} & \text{if } n \text{ is odd.}
\end{cases}
\]

Then let \( \ell = \min(n', m) \), and let \( \{ T_i \} \) be a collection of representatives for the conjugacy classes of Cartan subgroups of \( G(\ell) \). For each \( i \), choose an open
compact subset $\Omega_i$ of the regular elements $T'_i$ of $T_i$. Then the intertwining operator $A(s, \tau' \otimes \tau, w_0)$ has a pole at $s = 0$ if and only if

$$cR_G(f', f_\tau) + \text{Res}_{s=0} \sum_i |W(T_i)|^{-1} \int_{T'_i \backslash \Omega_i} \varphi_A(s, \gamma) |D(\gamma)| d\gamma \neq 0,$$

for some choice of a matrix coefficient $f_\tau$ and an $f' \in C^\infty_c(\text{GL}_n(F))$ defining a matrix coefficient $\psi_{\tau'}$ of $\tau'$. The constant $c = (2n \log q_F)^{-1}$. If $n < 2m$, then $R_G(f', f_\tau) \equiv 0$, and thus the residue is given by the second term alone.

**Corollary 4.10.** Suppose $\tau' \simeq \tau'$. Fix, as in Theorem 4.9, a choice of compact open subsets $\Omega_i$ of $T'_i$.

(a) The induced representation $I(\tau' \otimes \tau)$ is irreducible if and only if for some choice of matrix coefficients $f_\tau, \psi_{\tau'}$

$$cR_G(f', f_\tau) + \sum_i |W(T_i)|^{-1} \text{Res}_{s=0} \int_{T'_i \backslash \Omega_i} \varphi_A(s, \gamma) |D(\gamma)| d\gamma \neq 0,$$

where $f' \in C^\infty_c(\text{GL}_n(F))$ defines $\psi_{\tau'}$.

(b) Assume $\tau$ is generic. If $I(\tau' \otimes \tau)$ is irreducible then $I(s, \tau' \otimes \tau)$, $s \in \mathbb{R}$ is reducible exactly at $s_0 = \pm 1/2$ or $s_0 = \pm 1$, and at only one of these pairs. In this case, the complementary series is $I(s, \tau' \otimes \tau)$, with $-s_0 < s < s_0$, and the subquotients of $I(s_0, \tau' \otimes \tau)$ for $s_0 = 1/2$, or 1 are described in [Sh1], namely the Langlands quotient is non-tempered and non-generic, while the unique irreducible subrepresentation is a generalized special discrete series.

**Remark 4.11.** Some poles of $A(s, \tau' \otimes \tau)$ come from poles of $L(2s, \tau', \text{sym}^2)$, which are determined in [Sh2]. The residue in Corollary 4.10 represents poles of this $L$–function as well as those of $L(s, \tau' \times \tau)$. In the next section we discuss how these appear in the theory of twisted endoscopy.

5 Connection with twisted endoscopy, and using automorphic transfer

We now discuss the connection of the main result with the theory of twisted endoscopy [KS]. While our initial reasoning is similar to that of [GS1, GS2],
the recent results on automorphic transfer of [C-K-PS-S], [G-R-S], and [JS] allow us to be more explicit. They also allow us to make progress towards showing the local component of the automorphic transfer is the twisted endoscopic transfer. If we assume that poles of \( L(s, \tau' \times \tau) \) should be controlled by the regular term when \( n \geq 2m \), then we can, in fact complete the proof of this statement in that case. To begin, we let \( \chi_\tau \) be the distribution character of \( \tau \). Then \( \chi_\tau \) is represented by a locally integrable function, also denoted by \( \chi_\tau \) [HC1, HC2]. We may then choose a matrix coefficient, \( f_\tau \), with the property that, for any regular semisimple \( \gamma \in G(m) \), \( \chi_\tau(\gamma) = \Phi(\gamma, f_\tau) \) [K, C2].

Since \((\tau')^\varepsilon = (\tau')^{w_0} = \tilde{\tau}' = \tau' \) (by our assumption) we can extend \( \tau' \) to \( GL_n(F) \ltimes \{1, \varepsilon\} \), by fixing an equivalence \( \tau'(\varepsilon) \) from \( \tau' \) to \((\tau')^\varepsilon \), whose square is the identity. The \( \varepsilon \)-twisted character \( \chi_\tau^\varepsilon \), is then defined, as a distribution by \( \chi_\tau^\varepsilon(f') = \text{trace}(\tau'(f')\tau'(\varepsilon)) \), for any \( f' \in C^\infty_c(GL_n(F)) \). Then Clozel showed that \( \chi_\tau^\varepsilon \) can be represented by a locally integrable function on the \( \varepsilon \)-regular set, [C1], and Kottwitz and Rogawski [KR] discuss the existence of \( \varepsilon \)-pseudo coefficients. We assume the existence of such \( \varepsilon \)-pseudocoefficients. That is, we assume there is a choice, \( f_\tau' \), of matrix coefficient for \( \tau' \) for which

\[
\chi_\tau^\varepsilon(\gamma') = \Phi_\varepsilon(\gamma', f_\tau'),
\]

for all \( \varepsilon \)-regular elements \( \gamma' \in GL_n(F) \). Choosing \( f' \in C^\infty_c(GL_n(F)) \) which defines \( f_{\tau'} \), we then have

\[
\Phi_\varepsilon(\mathcal{A}({\{\gamma}\}}), f') = \sum_{\gamma' \in \mathcal{A}} \Delta(\gamma, \gamma') \chi_\tau^\varepsilon(\gamma'),
\]

which we denote by \( \chi_\tau^\varepsilon(\mathcal{A}({\{\gamma}\}})) \). Now if \( n = 2m \), then for such a choice of \( f_\tau \) and \( f_{\tau'} \) (i.e. \( f' \)), the regular term becomes

\[
R_G(f', f_\tau) = \sum_i \mu(T_i)|W(T_i)|^{-1} \int_{T_i} \chi_\tau(\gamma) \chi_{\tau'}(\gamma') d\gamma.
\]

Thus, \( R_G \) becomes a pairing between the character \( \chi_\tau \) of \( \tau \) and the \( \varepsilon \)-twisted character \( \chi_\tau^\varepsilon \) of \( \tau' \). Therefore, we expect non–vanishing of \( R_G(f', f_\tau) \) to indicate \( \tau' \) comes from \( \tau \) via twisted endoscopy. We make the following definition.

**Definition 5.1.** A self dual irreducible unitary supercuspidal representation \( \tau' \) of \( GL_{2m}(F) \) is said to be the twisted endoscopic transfer of a supercuspidal representation \( \tau \) of \( G(m) \) if \( R_G(f', f_\tau) \neq 0 \), for some matrix coefficient \( f_\tau \) of \( \tau \) and some \( f' \in C^\infty_c(G) \) defining a matrix coefficient of \( \tau' \).
Notice that there is a definition in [Sh2] of when an irreducible unitary self-dual supercuspidal representation $\tau'$ of $GL_{2m}(F)$ comes from $SO_{2m+1}(F)$, and this should be interpreted as indicating that $\tau'$ is an $\varepsilon$-twisted endoscopic transfer of $\pi$ for some $\pi$. The definition above is finer, in that it indicates from which representation $\tau'$ should transfer.

We now define another version of transfer from $SO_{2m+1}(F)$ to $GL_{2m}(F)$. This comes from the automorphic transfer from $SO_{2m+1}(\mathbb{A}_K)$ to $GL_{2m}(\mathbb{A}_K)$, the weak form of which is established by [C-K-PS-S], and the strong form of which is established in [JS]. Here $K$ is an arbitrary number field.

To be more precise, let $\tau$ be an irreducible generic supercuspidal representation of $G = G(F) = G(m)$. By the techniques described in [Sh1], we can find a number field $K$, a finite place $v_0$ of $K$ with $K_{v_0} \simeq F$, and a cuspidal automorphic representation $\pi = \otimes_v \pi_v$ of $G(\mathbb{A}_K)$ such that $\pi_{v_0} \simeq \tau$, and $\pi_v$ is unramified for $v \neq v_0$ (and $v < \infty$). By [C-K-PS-S] and [JS] there is an automorphic representation $\Pi = \otimes_v \Pi_v$ of $GL_{2m}(\mathbb{A}_K)$ with $L(s, \Pi) = L(s, \pi)$. Moreover, if $\rho: GL_{2m}(\mathbb{C}) \to GL_k(\mathbb{C})$ is a representation, then $L(s, \Pi, \rho) = L(s, \pi, \rho \circ i)$, where

$$i: Sp_{2m}(\mathbb{C}) \hookrightarrow GL_{2m}(\mathbb{C})$$

is the injection of (connected components of) $L$-groups. Let $\Pi(\tau) = \Pi_{v_0}$. Note by [JS], $\Pi(\tau)$ is the $v_0$ component of the automorphic transfer $\Pi'$ of $\pi' = \otimes_v \pi'_{v}$ of $G(\mathbb{A}_K)$ whenever $K'_{v_0} \simeq F$ and $\pi'_{v_0} \simeq \tau$.

**Definition 5.2.** Let $\tau$ be an irreducible generic supercuspidal representation of $G(F)$. We call the irreducible representation $\Pi(\tau)$ defined above the local (automorphic) transfer of $\tau$ to $GL_{2m}(F)$.

One property that the local transfer satisfies is $L(s, \tau' \times \tau) = L(s, \tau' \times \Pi(\tau))$ [JS]. Note that this Rankin–Selberg $L$-function agrees with those of Shahidi [Sh4] and by [HT] these are also Artin $L$-functions. We recall the basic consequences of this equality as the following proposition. We refer to [JS] for another statement of these results.

**Proposition 5.3.** Suppose $\tau$ is a generic irreducible unitary supercuspidal representation of $G(m)$, and $\tau'$ an irreducible unitary supercuspidal self-dual representation of $GL_n(F)$.

(i) If $n > 2m$, then $L(s, \tau' \times \tau)$ is always entire.
If \( n = 2m \), then \( L(s, \tau' \times \tau) \) has a pole at \( s = 0 \) if and only if \( \tau' \cong \Pi(\tau) \).

(iii) If \( n < 2m \), then \( L(s, \tau' \times \tau) \) has a pole if and only if \( \Pi(\tau) \subset \tau_1 \times \tau_2 \times \ldots \times \tau_k \), with \( \tau' \simeq \tau_i \nu \) for some \( i \) and some unramified character \( \nu \).

Proof. Let \( \Pi(\tau) \) be the local automorphic transfer defined in Definition 5.2. Since \( L(s, \tau' \times \tau) = L(s, \tau' \times \Pi(\tau)) \), we know from \([\text{JPSS}]\), or \([\text{Sh}4]\) that \( L(s, \tau' \times \Pi(\tau)) \) has a pole at \( s = 0 \) if and only if \( \Pi(\tau) \subset \tau_1 \times \ldots \times \tau_k \), with \( \tau_i \nu \cong \tau' \cong \tau' \), for some \( i \) and an unramified character \( \nu \). This immediately gives (i)–(iii).

Now suppose that \( \tau' \) is any irreducible unitary self dual supercuspidal of \( GL_{2m}(F) \). Then by \([\text{Sh}2]\) exactly one of the two \( L \)-functions, \( L(s, \tau', \text{sym}^2) \) and \( L(s, \tau', \wedge^2) \) has a pole at \( s = 0 \). Further \( L(s, \tau' \times \tau) = L(s, \tau', \wedge^2)L(s, \tau', \text{sym}^2) \).

Let \( \psi : W_F \to GL_{2m}(C) = LGL_n \) be the Langlands parameter for \( \tau' \). Then recent results of Henniart \([\text{He}2]\) show that, as expected

\[(5.1) \quad L(s, \tau', \wedge^2) = L(s, \wedge^2 \psi), \quad \text{and} \]
\[(5.2) \quad L(s, \tau', \text{sym}^2) = L(s, \text{sym}^2 \psi). \]

If \( L(s, \tau', \text{sym}^2) \) has a pole at \( s = 0 \), then so does \( L(2s, \tau', \text{sym}^2) \), and hence \( L(s, \tau' \times \tau) \) is holomorphic at \( s = 0 \). Now suppose that \( L(s, \tau', \text{sym}^2) \) has no pole at \( s = 0 \). Then \( L(s, \tau', \wedge^2) \) has a pole at \( s = 0 \), and in fact \([\text{Sh}2]\), Theorem 7.6(b) shows \( \tau' \) must come from \( SO_{2m+1}(F) \), in the sense that this is defined there.

We have seen \( L(s, \tau' \times \tau) \) is entire, unless \( \tau' = \Pi(\tau) \). In this case

\[(5.3) \quad L(s, \tau' \times \tau) = L(s, \tau' \times \Pi(\tau)) = L(s, \tau' \times \tau') = L(s, \tau', \wedge^2)L(s, \tau', \text{sym}^2). \]

Thus, the pole of \( L(s, \tau' \times \tau) \) is in fact controlled by the poles of \( L(s, \tau', \wedge^2) \). By \([\text{JS}]\) and \([\text{HT} \text{He}]\) we must have \( \psi \) factoring through \( Sp_{2n}(C) \). Thus, if \( \tau' \) is the twisted endoscopic transfer of \( \tau \), as defined above, then it must be the local automorphic transfer of \( \tau \). We expect these two transfers to be equivalent, but in order to assert this one would have to know that the regular term controlled the pole of the local \( L \)-function, as defined by \([\text{Sh}1]\). The
singular terms are all associate with elliptic tori of smaller dimension, and we therefore expect that their non-vanishing will not be twisted endoscopic transfer from $SO_{2m}$. We hope to prove this in later work. We summarize this below.

**Theorem 5.4.** (See Remark 5.5) Twisted endoscopic transfer is local automorphic transfer. More precisely, let $\tau'$ be an irreducible unitary supercuspidal representation of $GL_n(F)$ and $\tau$ an irreducible unitary generic supercuspidal representation of $G(m)$.

(a) If $L(s, \tau', \text{sym}^2 \rho)$ has a pole at $s = 0$, then $I(\tau' \otimes \tau)$ is irreducible.

(b) Suppose $L(s, \tau', \text{sym}^2 \rho)$ is holomorphic at $s = 0$. Moreover, assume $\tau' \simeq \tilde{\tau}'$.

(i) If $n > 2m$ then $I(\tau' \otimes \tau)$ is irreducible.

(ii) If $n = 2m$ then $I(\tau' \otimes \tau)$ is irreducible if and only if $\tau' = \Pi(\tau)$ and this is equivalent to both $L(s, \tau' \times \tau)$ and $L(s, \tau', \wedge^2)$ having poles at $s = 0$. This is also equivalent to $\tau'$ being the local automorphic transfer of $\tau$. If $\tau$ is the twisted endoscopic transfer of $\tau$, i.e., if the term $R_G$ is non-vanishing, then the two transfers are the same.

(iii) If $n < 2m$, then $I(\tau' \otimes \tau)$ is irreducible if and only if $\Pi(\tau) \subset \tau_1 \times \ldots \times \tau_k$, with $\tau_\nu \cong \tau'$ for some $i$ and some unramified character $\nu$. In this case [Sh2] shows that each $\tau_i$ is parameterized by a homomorphism $\psi_i: W_F \to GL_{2k_i}(F)$ each of which is symplectic. Hence each $\tau_i$ is the $\epsilon$-twisted endoscopic transfer of some $\pi_i$ on $SO_{2k_i+1}$, in the sense of [Sh2].

**Remark 5.5.** Note that in case (iii) the pole of $L(s, \tau' \times \tau)$ is given by non-vanishing of the singular term

$$\sum_i |W(T_i)|^{-1} \int_{T_i \backslash \Omega_i} \varphi_A(s, \gamma)|D(\gamma)|d\gamma,$$

and the non-vanishing of a particular term in this sum must describe which groups $GL_{2k_i}(F)$ appear in this situation. At this point we cannot make this explicit. We further remark that if $n = 2m$, then we expect that $R_G(f', f_\tau) \neq 0$ if and only if $\tau' = \Pi(\tau)$. However, we have so far shown that $\tau' = \Pi(\tau)$ if
and only if $R_G(f', f_\tau) + R_{\text{sing}}(f', f_\tau) \neq 0$. We expect that $R_{\text{sing}} \equiv 0$. On the other hand, we notice that if $n < 2m$, the non-vanishing of this singular term can point to the pole of either of the two $L$–functions, and hence it becomes clear that we have yet to understand which terms of the sum match with poles of which $L$–functions. However, one can expect that, in the situation of Theorem 5.4(b)(iii), the tori for which there is non-vanishing must somehow parameterize what the factors of the supercuspidal support of $\Pi(\tau)$ are.

We also remark that the work of [C-K-PS-S, G-R-S, JS] should extend to the other classical groups, and in particular to $Sp_{2n}$, and $SO_{2n}$. In fact, the first two among these has been extended by [Sh3, C-K-PS-S2] and Soudry’s IHP lecture [So]. The analogous analysis of the residues of the standards intertwining operators for these cases have been resolved, at least in the case where $n$ is even [Sh3, GS1, GS2]. When this automorphic transfer is completely understood, then results similar to the ones of this section should be obtainable, and we expect to address this in the near future. Further, these results, combined together, may help resolve the issue raised in the preceding paragraph.
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