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Abstract

Johnson-Cook constitutive model is still the most used model in metal cutting simulation, although several drawbacks reported in the literature. A high number of Johnson-Cook model parameters can be found in the literature for the same work material. One question that may arise is “What is the most suitable set of Johnson-Cook model parameters for a given material?”. The present paper puts in evidence some issues related with the selection of these parameters from the literature.

In this contribution, two sets of Johnson-Cook model parameters for Ti-6Al-4V are evaluated, using three types of metal cutting models. These models are based on three different formulations: Lagrangian, Arbitrary Eulerian-Lagrangian (ALE) and Couple Lagrangian-Eulerian (CEL). This evaluation is based on the comparison between measured and predicted chip geometry, chip compression ratio, forces, plastic deformation and temperature distributions.
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1. Introduction

Modelling and simulation are today exciting approaches for analyzing and investigating metal cutting process. Despite, the advances in the development in architecture of machine tools, their monitoring and process controlling, many scientists and industrials, in different research laboratories, are yet working on optimizing the machining process. For example, they are developing and/or using various models to predict the machining performance in terms of cutting forces, temperatures, hardness, microstructural and phase changes, residual stresses, tool-wear, part distortion, surface roughness, chip breaking/breakability, process dynamics, stability of machining operations, etc. [1–7]. So, a large amount of the research work dedicated to the machining process, are mainly focused on the understanding improvement of the tool-material interaction. The effectiveness of these models to predict the machining performance has been questionable, because of the poor representation of the actual metal cutting process yielding to inadequate quality and accuracy of the used input data [7]. The thermo-mechanical behavior of the work material is one, among others, which can be considered as critical input data. As shown by Astakhov [8], the principal difference that exists between machining and all other metal forming processes is the physical separation of the layer being removed (in the form of chips) from the rest of the workpiece. The process of physical separation of a solid body into two or more parts is based on fracture phenomenon. Consequently, machining has to be treated as the purposeful fracture of the layer being removed. From this context, a proper modeling of work material in machining should take into account not only the determination of the material flow stress under similar conditions as those observed in machining, but also under which conditions the fracture would occurs and how to model it adequately.
Among the literature published [9] on the topic of modeling machining operations based on FE method, it can be underlined that the Lagrangian approach is widely used to model the movement description inside cutting model [5]. Nevertheless, this approach introduces model mesh distortion, which can be avoided by adopting Eulerian and Arbitrary Lagrangian - Eulerian (ALE) approaches. The latter can be employed at the cost of non-real chip and calculation time compared to Lagrangian model. For the coupled Eulerian-Lagrangian (CEL) method in items of coupling of Eulerian workpiece and Lagrangian tool, the mesh is fixed in space and material flows through the element faces allowing large strains without causing mesh distortion problems [10].

The present paper emphasizes on the selection of the most suitable Johnson-Cook (J-C) constitutive model parameters for the Ti-6Al-4V. Two sets of parameters were used in three types of orthogonal cutting models, corresponding to three different numerical formulations: Lagrangian, ALE and CEL. The aim is to identify the most suitable set of Johnson-Cook (J-C) model parameters that produce the best fit between predicted and measured results concerning to: chip geometry, chip compression ratio, forces (cutting force and thrust forces) and the distributions of temperature and equivalent plastic strain.

2. Johnson-Cook constitutive model and numerical formulations

2.1. Johnson-Cook constitutive model

Several constitutive models are used today in metal cutting simulations. However, the Johnson-Cook (J-C) phenomenological constitutive model [11] is probably the most used and available in most of the commercial FE codes. This model considers the separated effects of strain hardening, strain-rate (viscosity) and thermal softening. It is usually represented by the following equation:

\[
\sigma = \left( A + B \varepsilon^\alpha \right) \left[ 1 + C \ln \left( \frac{\dot{\varepsilon}}{\dot{\varepsilon}_0} \right) \right] \left[ 1 - \frac{T - T_m}{T_h - T_m} \right]^{n}
\]

where \( \sigma \) is the equivalent plastic stress (MPa), \( \varepsilon \) is the equivalent plastic strain rate (s\(^{-1}\)), \( \dot{\varepsilon}_0 \) is the reference equivalent plastic strain rate (s\(^{-1}\)), \( T \) is the temperature (°C), \( T_m \) is the melting temperature of the work material (°C) and \( T_h \) is the room temperature (°C). A, B, C, m and n are material parameters, which are determined based on the flow stress data obtained from mechanical tests.

As mentioned by Guo and Horstemeyer [12], although this model is easy to apply and can describe the general response of material deformation, it’s deficient to reflect the static and dynamic recovery, and the effects of load path and strain-rate history in large deformation processes, such as the case of metal cutting process. These effects are fundamental to proper modeling the surface integrity of machined components, including the residual stress distribution [12, 13]. Moreover, presuming that no external heat source is added to the cutting process, the term on thermal softening of the J-C constitutive model (see Eq. 1) is not necessary. In fact, the heat generated under high strain-rates accelerates the temperature rise and creates adiabatic localized regions. Thus, the strain hardening measured in high rate material testing may include the thermal softening effects as well [14]. Another issue is related to the determination of the (J-C) material parameters from mechanical tests. The split Hopkinson pressure bar (SHPB) [15] is largely used to determine the work material flow stress under high strain-rates, frequently encountered to metal cutting. Unfortunately, the SHPB has some drawbacks that can compromise the validity of the results, including the oscillations that flow stress exhibits particularly at low strains [16]. Moreover, the flow stress depends on the strain path [12], which accords to Silva et al. [17], is different from that found in metal cutting. In order to improve the ability to J-C model to predict the flow stress in machining, some researchers have modified the J-C constitutive model. For example, Calamaz et al. [18] modified the J-C flow stress model by considering the strain softening effect on flow stress. Similar to Calamaz et al., Sima and Ozel [19] also modified the J-C model by considering the temperature dependend strain softening. To get the same effect, fracture energy-based damage evolution is also proposed by Mabrouki et al. [5] to accomplish material degradation and get segmented chip morphology.

2.2. Lagrangian formulation (LAG)

In order to model the chip formation (material separation from the workpiece to form the chip) and chip segmentation, a fracture-based model was used. This includes the fracture initiation/nucleation and fracture propagation/evolution.

A proper modeling of damage and fracture is essential and the corresponding models should consider both damage initiation, as well as damage evolution [5, 14]. In ductile materials, the damage initiation model should be established based on the material ductility, thus the equivalent strain at fracture. The latter is sensitive to the state of stress, being the stress triaxiality and the Lode angle two parameters that affect this strain [20, 21]. In the case of orthogonal cutting (plane-strain condition), the equivalent strain at fracture is only affected by the stress triaxiality [14]. Increasing exigencies in terms of productivity leads to the application of high cutting speeds (High Speed Machining), and consequently the work material is submitted to high strain-rate levels. Therefore, the strain-rate sensitivity to fracture must be also included in the fracture model as well. Concerning to the temperature effects on the strain at fracture, what was mentioned above is also applied here. Therefore, a suitable model of fracture initiation in orthogonal metal cutting should consider both stress triaxiality and strain-rate effects. There are several fracture models that incorporate these effects, including the J-C ductile fracture model [11]. This model contains five failure parameters (\( D_1, D_2, D_3 \)) and is usually represented by the following equation:

\[
T_f = D_1 + D_2 \exp\left[D_3 \eta \right] \left[ 1 + D_4 \ln \left( \frac{T}{T_f} \right) \right] \left[ 1 + D_5 \left( \frac{T - T_f}{T_h - T_f} \right) \right]
\]
where $\varepsilon_{f}$ is the equivalent fracture strain and $\eta = P/\bar{a}$ is the stress triaxiality parameter. The determination of the five parameters ($D_1...D_5$) involves a series of experimental fracture tests, varying the stress triaxiality, strain-rate and temperature. Moreover, the implementation of such models in some FE codes can be a little more complex. For these reasons, in many metal cutting models, the fracture is ignored, because it is easier to model chip formation using non-physical criterion such as the remeshing procedure.

The fracture in a given finite element is initiated when a scalar damage parameter $\omega$ exceeds 1. This parameter is based on a cumulative law defined as:

$$\omega = \sum_{j=1}^{n} \left( \frac{\Delta \varepsilon_f}{\varepsilon_{f_0}} \right)$$

(3)

Where $\Delta \varepsilon_f$ is the increment of equivalent plastic strain during an increment of loading, $j$, in each integration point.

The fracture evolution criterion is considered according to the published work referenced in [5].

Modelling of metal cutting process without a proper material constitutive model including fracture induces unrealistic material behaviour. Consequently, chip morphology (e.g., segmentation) obtained by such incomplete models produces an unrealistic tooth chip with unlimited material stretching and hardening [20].

2.3. Arbitrary Lagrangian - Eulerian formulation (ALE)

Because of the shortcomings of purely Lagrangian and purely Eulerian descriptions, a technique has been developed that succeeds, to a certain extent, in combining the best features of both the Lagrangian and the Eulerian approaches. Such a technique is known as the arbitrary Lagrangian-Eulerian (ALE) description. In the ALE description, the nodes of the computational mesh may be moved with the continuum in normal Lagrangian fashion, or be held fixed in Eulerian manner, or be moved in some arbitrary specified way to give a continuous rezoning capability. Because of this freedom in moving the computational mesh offered by the ALE description, greater distortions of the continuum can be handled than would be allowed by a purely Lagrangian method, with more resolution than that offered by a purely Eulerian approach. The mesh follows the boundary. However, this freedom in mesh movement has its limits. A treatment of this freedom in mesh movement has its limits. A treatment of such incomplete models produces an unrealistic tooth chip with unlimited material stretching and hardening [20].

2.4. Coupled Eulerian-Lagrangian formulation (CEL)

The coupled Eulerian-Lagrangian (CEL) formulation also attempts to capture the strengths of the Lagrangian and Eulerian formulations. In this paper, a Lagrangian is used to discretise the fixed structure (such as the cutting tool) while the Eulerian is used to discretise the fluid domain (such as the workpiece). The boundary of the Lagrangian domain is taken to represent the interface between the different domains [24].

Different CEL algorithms may be characterized by the details of how this interface condition is treated [25]. The general contact algorithm programmed in Abaqus/Explicit is adopted for the interface behaviour [26].

The elastic response of the work material has to be assumed to follow a linear elasticity model. The famous linear Mie-Grüneisen equation of state (EOS) can be employed. More detailed description of the EOS parameters can be referred to [27]. The corresponding parameters are given in Table. 3. The plastic behaviour follows the J-C constitutive model.

It’s worth mentioning that both ALE and CEL formulations cannot model the fracture process, thus affecting the model’s predictability.

3. Orthogonal cutting models of Ti-6Al-4V

3.1. Materials parameters and contact conditions

The physical properties of both work and tool materials, as well as the contact conditions are given in Table 1, whereas the J-C constitutive and fracture parameters of Ti–6Al–4V adopted in this study are given in Tables 2 and 3, which were obtained from experimental tests [31].

Table 1. Work and tool material properties and contact conditions [32, 33, 34]

| Property | Workpiece | Tool |
|----------|-----------|------|
| Density, $\rho$ (kg/m$^3$) | 4430 | 13700 |
| Elastic modulus, $E$ (GPa) | 110 | 705 |
| Poisson’s ratio, $\nu$ | 0.33 | 0.23 |
| Specific heat, $C_p$ (J/kgºC) | 1.028 | 1.23 |
| Thermal conductivity, $\lambda$ (W/mºC) | 6.6 | 6.6 |
| Expansion coef., $\alpha$ (µm/ºC) | 9 | 9 |
| Troom (ºC) | 1630 | - |
| Tmelt (ºC) | 25 | - |
| Inelastic heat fraction, $\beta$ | 0.9 | - |
| Elastic bulk wave velocity, $C_E$ (km/s) | 5.13 | - |
| Slope in $\nu$, versus $\nu$, diagram, $S$ | 1.028 | - |
| Grüneisen coefficient, $\gamma$ | 1.23 | - |
| Heat transfer coefficient, $h$ (W/m$^2$ K) | $4 \times 10^6$ | - |
| Heat partition coefficient, $a$ | 0.5 | - |
| Friction coefficient, $\mu$ | 0.2 | - |
| Friction energy transferred into heat, $E$ | 100 % | - |

In order to evaluate the influence of J-C constitutive model parameters on the cutting mechanics (cutting and thrust force - $F_t$ and $F_c$, chip geometry, chip compression ratio - CCR and tool-chip contact length - $l_c$), two sets of J-C model parameters were used (Set-1 and Set 2).

Table 2. Johnson-Cook constitutive model parameters of Ti-6Al-4V [31]

| Set | $A$ (MPa) | $B$ (MPa) | $n$ | $C$ | $m$ | $\varepsilon_f$ ($s^{-1}$) |
|-----|-----------|-----------|-----|-----|-----|--------------------------|
| J-C (set 1) | 862 | 331 | 0.34 | 0.012 | 0.8 | 1 |
| J-C (set 2) | 1098 | 1092 | 0.93 | 0.014 | 1.1 | 1 |
Table 3. Johnson-Cook fracture model parameters of Ti-6Al-4V [31].

| \(D_1\) | \(D_2\) | \(D_3\) | \(D_4\) | \(D_5\) | \(\tau_0\) (s⁻¹) |
|-------|-------|-------|-------|-------|---------------|
| -0.09 | 0.25  | -0.5  | 0.014 | 3.87  | 1             |

3.2. Cutting conditions

The cutting parameters and tool geometry used in the simulation are listed in Table 4, where the uncoated cemented tungsten carbide cutting tool is used.

Table 4. Cutting parameters and tool geometry [18, 35].

| Uncut chip thickness, \(t_1\) (mm) | 0.1 |
| Cutting speed, \(v_c\) (m/min) | 90  |
| Rake angle, \(\alpha_r\) (deg)   | 0   |
| Clearance angle, \(\alpha_c\) (deg) | 11  |
| Width of cut, \(a_p\) (mm)      | 3   |
| Cutting edge radius \(r\) (ȝm) | 30  |

4. Simulation results and discussions

Three numerical models of orthogonal cutting were developed based on the three numerical formulations described in section 2. Fig. 1 shows the distribution of the equivalent plastic strain (PEEQ) for the three models, using the J-C parameters set 1. For the Lagrangian (LAG) model, a high plastic strain is located in the chip side in contact with the tool rake face. However, both ALE and CEL models show higher plastic strain values at the machined surface when compared to the LAG one. This is due to the fact that the LAG model takes into account the work material damage and fracture to model technique applied to the predefined sacrificial layer. In order to avoid mesh distortion, the thickness of the sacrificial layer is considered to be of the same order of the cutting edge radius. In this case, the high sacrificial layer thickness (30% of the uncut chip thickness) will affect the models predictions: lowering the plastic deformation in the machined surface, the chip thickness and the forces (see Table 5). On the contrary, the material damage and fracture are not taken into account in both the ALE and CEL models. Consequently, the stress increases permanently, leading to an increase in plastic strains, chip thickness and forces. It seems that using the J-C parameters set 1, ALE and CEL models present acceptable chip thickness when compared to the experimental value (Table 5).

As far as the J-C parameters set 2 is considered, Fig. 2 shows the distribution of the PEEQ for the three models. Using the LAG model, there is no obvious difference for both chip thickness, CCR and tool-chip contact length when compared to J-C parameters set 1. However, the J-C parameters set 2 induces greater forces when compared to the J-C parameters set 1. Using the ALE and CEL models, chip thickness, CCR and tool-chip and forces are greater for the J-C parameters set 2 when compared to the J-C parameters set 1. By the J-C parameters set 2, the best prediction concerning to cutting force was obtained by the LAG model.

Fig. 1. Equivalent plastic strain distribution for J-C set 1.

Fig. 2. Equivalent plastic strain distribution for J-C set 2.
Table 5. Measured (EXP) and predicted (SIM) results.

| Parameter | EXP. | SIM | SIM | CCR | Fc (N) | Ft (N) |
|-----------|------|-----|-----|-----|--------|--------|
| Chip Peak (ȝm) | 176  | 120 | 115 | 115 | 1.76   | 1.15   |
| Chip Valley (ȝm) | 113  | 96  | 108 | 108 | 1.2    | 1.15   |
| Chip Peak (ȝm) | 50.2 | 34.7| 38.1| 38.1| 485    | 618    |
| l_c (mm) | 0.23 | 0.179| 0.178| 0.178| 248    | 318    |
| l_c = t_1 * CCR^{1.5} [37]. |

As far as the temperature distribution is concerned, it’s worth mentioning that due to the short simulation time (0.4 ms for the three models) and eventually to low value of thermal conductance between the chip and tool used in the simulation, the steady-state thermal distribution was not reached for the three models [36]. However, this doesn’t prevent to compare the temperatures between the two sets of J-C parameters, because the same cutting time was used in the three models for two sets J-C parameters.

As shown in Figs. 3 and 4, temperature distributions are different among the three models. The ALE and CEL models predict higher temperatures at tool-chip interface and machined surface when compared to the damage and fracture one. This can be also attributed to the damage and fracture used in the Lagrangian model not in the others two models.

The temperature distribution in the workpiece for ALE model is similar for both two J-C sets, while higher temperature is generated for J-C set 2. Do to the purely adiabatic calculation (the limitation of present Abaqus version, Abaqus 6.11) of the CEL model, high temperatures of 735°C and 1259°C are observed at tool-chip interface (Fig.3(c) and Fig.4 (c)) when compared to those temperatures of LAG and ALE models, for both two J-C sets. The main reason is that the heat doesn’t transfer to the cutting tool, which corresponds to no color plot in the cutting tool. It should be mentioned that the J-C parameters related to the initial yield stress (A) and hardening part (B and n) directly determine the forces and influence the chip morphology.

5. Conclusion

Johnson-Cook constitutive model has been widely used in metal cutting simulations. Although this model is easy to apply and can describe the general response of work material deformation, it suffers from several drawbacks mentioned in section 1. Moreover, different sets of Johnson-Cook model parameters can be found in the literature, for the same work material. As it is frequently found in the literature [39, 40], if one wants to identify the most suitable set of Johnson-Cook model parameters, which produce the best fit between predicted and measured results, he or she usually needs to perform preliminary metal cutting simulations and compare the predicted results with those measured.

In this paper, an analysis of two sets of Johnson-Cook model parameters for Ti-6Al-4V was performed, using three types of metal cutting models. Each model corresponded to a given numerical formulation: Lagrangian (LAG), Arbitrary Eulerian-Lagrangian (ALE) and Couple Lagrangian-Eulerian.
The results show that the set having lower hardening parameters (Set 1) gives acceptable chip thickness for the ALE and CEL models, while the set having higher hardening parameters (Set 2) presents good cutting force prediction for the LAG model. This means that, the best set of Johnson-Cook model parameters is not unique for the three numerical models of metal cutting. This is due to the fact that accuracy of the existing metal cutting models to predict the metal cutting performance does not depend only on the constitutive model, but also how these metal cutting models deal with the material separation from the workpiece to form the chip. This separation is treated differently in the three orthogonal cutting models presented in this contribution.

The differences between the LAG and ALE/CEL models are due to the fact that the damage model, which is used to produce chip formation and chip segmentation, is only supported in the LAG model. Unfortunately, the LAG model also suffers from two main drawbacks, which are the high mesh distortion and the material loss induced by the sacrificial layer [5]. These problems are minimized or avoided in the ALE and CEL models. Therefore, the selection of the most suitable set of Johnson-Cook model parameters from the literature, based on metal cutting numerical simulation and on the comparison between predicted and measured results is not the best practice.

Concerning to the Johnson-Cook constitutive model and their drawbacks related to the difficulties to reproduce the work material behaviour in metal cutting, this model should be replaced by other models, such us, those based on crystal plasticity theory [38].
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