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Abstract. Learning sign language can be fun and easy when a suitable learning method is used. Different people would have different interest level in learning sign language, and this also can be affected by their communication skills. With the traditional teaching method, there would be a lot of constraints that could stop the learner from learning effectively. This work proposes a learning platform to address these concerns and facilitating sign language learners in gaining the required knowledge. The developed web application includes online learning materials such as videos, and incorporates interactive elements such as a practice session to increase the efficiency of the learning process. The findings indicate that the Sign Language Learning System could be effective for those who are interested in learning sign language.

Index Terms. Sign language, Hearing-impaired communication, Online skills education.

1. Introduction

People express their feelings and much of the body language commonly by the use of hand gestures, which could help them express themselves more convincingly [1]. Sign language is based on hand gestures and used by those who are hearing- and/or verbally-challenged for daily interactions and communication. The World Health Organization (WHO) had identified that more than 5% of the population of the world has hearing loss, including children. An estimated one out of ten people in the world will have hearing disability by 2050 [2].

There are two types of sign language, which are signs and finger spellings. Signs are dynamic gestures which use non-stop hand motions and different hand gestures, while finger spellings are static gestures that apply different hand configurations to represent the letters of the alphabet [3]. Finger spelling is the process of spelling out words by using hand shapes, which is known as a "manual alphabet." Each sign gesture combined with movement of the hands could have a special meaning. These can also include facial expressions and body movement to bring out different meaning. However, different sign languages may be used across different countries. For example, the American Sign Language (ASL) is used in America, British Sign Language (BSL) is used in England and others in different countries [4]. Alternative methods such as written communication could be cumbersome, impersonal and even impractical when an emergency occurs [5].

The importance of learning sign language often be ignored because there are no disable people around us. Therefore, a communication barrier that separates the normal and disabled communities is formed.
Fortunately, rapid development of information technology (IT) and human–computer interaction (HCI) technology enables us to interact with computers by getting feedback, which has given rise to many sign recognition systems [6], providing opportunities for users to learn sign language faster and easier. In [7], Parvez state that developing communication or linguistic skills can be challenged when the individual are not comfortable with conventional education method. Therefore, it is important to integrate technology into education to make learning experience better.

Sign recognition can be categorized into contact-based and vision-based approaches. The most effective solution is contact-based approach, which involves physical interaction with sensing devices such as data gloves. This is because data gloves could provide a more complete set of information of the hand as it is directly worn by the user. However, besides the fact that they are still very expensive for daily usage, they require complex calibration procedures that involve advance knowledge [8].

Vision-based approach is another way for sign gesture recognition that uses a camera to collect data in the form of images or video frames. Vision-based approach is often preferred over contact-based approaches as this method is natural, easy, and the user could directly interact with the system [9]. However, this approach does face many challenges, such as complex background, variation in lighting condition, color of skin and so on [4] in learning sign language.

Due to the drawbacks in the traditional learning method and lacking of interactive sign language learning applications [10], this study aims to develop a web-based sign language learning system that provides Malaysian Sign Language libraries that accurately encode and identify sign language gesture performed by users using camera.

2. Materials and Methods

This project is based on vision-based approach by utilizing web camera to recognize sign language performed by user and identify the correctness of their gesture by using selected image classification algorithm with custom sign gesture dataset.

2.1. Proposed Methodology

Rational Unified Process (RUP) is one of the iterative software development methodologies that assigns tasks and responsibilities among the development organization by using a disciplined approach. The purpose of this methodology is to build high-quality software that satisfy its end-users requirements, within predictable time and cost [11]. The RUP consists of four consecutive phases, which are Inception, Elaboration, Construction and Transition, as depicted in the Fig. 1. A description of these phases along with their deliverables, are given below.

![Fig.1 Development Phase of Rational Unified Process [11]](image)

2.1.1 Inception
In Inception phase, the aim and objective, scope and business case for this project is established, and all major project risks are identified and analyzed. This phase is to ensure that the project is both valuable and feasible to be accomplish.

2.1.2 Elaboration
Once the project is identified to be feasible and requirements are accepted, the software development plan is established in the elaboration phase to provide stable foundation for design and implementation. Besides that, some programming iteration will be done to deliver the high-risk functionalities and confirm whether these major technical risks can be overcome [12].

2.1.3 Construction
If the project is still feasible to be developed after undergoes elaboration phase, the project will move into construction phase where coding and implementation are taking place. The features of the system will be done incrementally until final system is developed. The end-product of this phase is a beta version which is ready to be deployed and tested in user environment using user acceptance testing [13]. Before that, the system will be going through unit testing and integration testing to make sure the system is working well for every functionality.

2.1.4 Transition
In the transition phase, the system is evaluated and refined based on feedback from the users to increase user satisfaction on the product. New releases will be developed in order to correct some arise problems or to finish the functionality that were postponed from Construction phase [14].

2.2 Sign Language Recognition System
Sign Language Recognition system has been an evolving area of research in computer vision for over a decade [15]. Different techniques with different devices have been proposed to increase and improve accuracy of hand gesture recognition. For example, with the vision-based approach, there are techniques such as image processing, image extraction, image segmentation and object detection. However, choosing a suitable technique is important to achieve the objective of this project, which is to develop an interactive cost-effective sign language recognition system.

2.2.1 Data Acquisition
Acquisition of images is the first step in image processing. Camera is the main device used in the proposed Sign Language Recognition system. Besides camera, other sensor devices such as Microsoft Kinect is also popular in capturing images. Kinect can provide depth data that facilitates segmentation of the background [16]. In [17], deep learning with Microsoft Kinect technology was used to do dynamic hand gesture recognition. Despite all the benefits provided, it comes at a cost that is pricey. This project utilizes a simple camera as the input device to capture the image because using external sensor devices can be cumbersome. Many early SLR systems were based on contact-based approach that used data gloves as input to the SLR. The benefits of the sensor input were that feature extraction was bypassed and the measurements could be used directly as features. Although this technique gives accurate positions, it does not allow full natural movement and the mobility of the signer is restricted. Besides that, the prohibitive costs of this approaches had caused the vision approach to be preferred [18].

2.2.2 Transfer Learning
Transfer learning is an important technique in machine learning to solve the limited training data problem. It transfers the knowledge from the source domain to the target domain by relaxing the assumption that the training data and the test data must be identically distributed [19]. Transfer learning also takes less time to build accurate models since it takes features learned from solving a previous problem to solve a new problem [20]. A pre-trained model is trained on a large amount of similar dataset to solve a similar problem. There are several pre-trained models available such as VGG, Inception and MobileNet [20]. It is preferred that the
A pre-trained model be used with the new network directly rather than retraining the model again due to the high computational cost that may take up to weeks. MobileNet was chosen for the proposed system as it is small in terms of file size, fast, accurate and easy to tune. MobileNets are a family of convolutional neural network (CNN) developed by Google. It primarily focuses on optimizing latency with small networks to be resource-friendly and execute quickly.

2.2.3 **K-Nearest Neighbors**
The k-Nearest Neighbors (KNN) algorithm is a supervised algorithm that classifies objects based on feature space (feature similarity) [21]. It is one of the most popular classification techniques, is easy to implement and can perform quite complex classification tasks.

KNN is a lazy learning algorithm as it accepts and keeps all the data until it receives a request to classify an unlabeled data. This characteristic makes it adaptive to new and small datasets. Moreover, KNN is also non-parametric as it does not assume the underlying data distribution, meaning that the model structure is determined from the input data [22]. KNN is often used for classification where an object is classified to the class by a majority vote of its \( k \) nearest neighbors with similar feature to include in most of the voting process. Therefore, parameter tuning for the \( k \) value is important as it increases prediction accuracy [23]. In [24], a finger-spelling recognition method by using a KNN classifier was proposed. By using histogram as the image pre-processing technique combined with Principal Component Analysis (PCA) to extract features from the image possessed and classified with KNN algorithm, the system successfully achieved an accuracy of 99.8% in detecting finger spelling gestures.

2.3 **Similar Systems**
There are some similar systems related to learning recognition of sign language and sign language. These systems are reviewed for their sign language content and concept.

2.3.1 **Motion Savvy**
Motion Savvy is a tablet app that understands sign language by using Leap motion technology to translate ASL into English and vice versa. Fig. 2 shows the hardware for the system. The software also has voice recognition, which converts the voice into text that the hearing-impaired receiver can understand [25]. The software components of the system is shown in Fig. 3.
2.3.2 Eddy: Digital Learning of Sign Language
EDDY is a mobile application that aims to help make it easy for the deaf community, teachers, family and society to learn the Malaysian Sign Language, or Bahasa Isyarat Malaysia (BIM). EDDY localizes and gamifies signing to provide a more fun and easy way of learning, especially children [26].

2.3.3 System Review
The weakness of the existing sign language learning systems and sign language recognition systems is that they interactivity, mostly limited to videos and pictures. It is important for learners to have the interest to practice the lessons in order to develop their linguistic skill. Therefore, a sign language learning platform that integrates with sign language recognition system for interactive practice is proposed. This interactive practice session is real-time and provides instant feedback on the correctness of sign gesture performed by the learner.

2.4 Dataset
A custom dataset was used to train the Sign Language Recognition System. For the purposes of testing, the system was limited to static finger spelt words. Each character is classed with their title and there are numbers of images in each class. The dataset for the system is as shown in Fig. 4.
3. Results and Discussion

The web-based interface via a browser and webcam captures and displays the gesture performed by the user (see Fig. 5). The image taken is then fed into MobileNet, to get its intermediate activation layer, which is known as ‘conv-preds’. By going through this process, the number of samples needed in each class is greatly reduced as a pretrained model uses high level abstractions that the neural network has learned to recognize the classes. After that, this intermediate activation layer is passed to the KNN classifier that allows to train new classes.

| Character | 1st Attempt | 2nd Attempt | 3rd Attempt |
|-----------|-------------|-------------|-------------|
| A         | 95%         | 90%         | 85%         |
| B         | 100%        | 75%         | 70%         |
| C         | 100%        | 90%         | 75%         |

Table 1. Accuracy of Sign Language Recognition System

For its result, the system is tested with 3 attempts for 20 times of fingerspelling recognition. The first attempt is used to test whether the system detects wrong fingerspelling gestures. The second attempt tests the accuracy of different angles of the gestures. The third attempt is tested with different environment. Table 1 shows the accuracy of recognizing different characters.
Based on the results, the accuracy of the system was satisfactory. However, the lighting and complexity of the background did affect the accuracy. Under good lighting environment and light-colored background, the accuracy of the system could achieve nearly 100% accuracy.

4. Conclusions
This web application was successfully developed and built via Node.JS with Express.js as its framework. This project managed to gain satisfactory results but could be further improve in terms of invariability to influences of lighting and background as mentioned in [4] and [27]. Further functionalities could also be incorporated. The future direction could include configuring the training of the recognition system to be more flexible and designing a more interactive practice session.
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