Ultraviolet Spectroscopy and TARDIS Models of the Broad-lined Type Ic Supernova 2014ad
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Abstract

Few published ultraviolet (UV) spectra exist for stripped-envelope supernovae and none to date for broad-lined Type Ic supernovae (SNe Ic-bl). These objects have extremely high ejecta velocities and are the only supernova type directly linked to gamma-ray bursts (GRBs). Here we present two epochs of HST/STIS spectra of the SN Ic-bl 2014ad, the first UV spectra for this class. We supplement this with 26 new epochs of ground-based optical spectra, augmenting a rich spectral time series. The UV spectra do not show strong features and are consistent with broadened versions of other SN Ic spectra observed in the UV. We measure Fe II 5169 Å velocities and show that SN 2014ad has even higher ejecta velocities than most SNe Ic both with and without observed GRBs. We construct models of the SN 2014ad UV+optical spectra using TARDIS, a 1D Monte Carlo radiative-transfer spectral synthesis code. The models fit the data well at multiple epochs in the optical but underestimate the flux in the UV, likely due to simplifying assumptions. We find that high densities at high velocities are needed to reproduce the spectra, with ∼3 M☉ of material at v > 22,000 km s⁻¹, assuming spherical symmetry. Our nebular line fits suggest a steep density profile at low velocities. Together, these results imply a higher total ejecta mass than estimated from previous light-curve analysis and expected from theory. This may be reconciled by a flattening of the density profile at low velocity and extra emission near the center of the ejecta.

Unified Astronomy Thesaurus concepts: Supernovae (1668); Type Ic supernovae (1730)

1. Introduction

Core-collapse supernovae (SNe), arising from the death of massive stars, are some of the most energetic cosmic explosions and serve to energize and chemically enrich their surroundings. When a massive (>8 M☉) star loses part or all of its outer layers of hydrogen and helium prior to explosion, the resulting SN is called a stripped-envelope SN (Clocchiatti & Wheeler 1997). Type Ic SNe (SNe Ic) are stripped-envelope SNe that display an absence of both hydrogen and helium features in their photospheric spectra (Filippenko et al. 1993; Gal-Yam 2017; Modjaz et al. 2019). The progenitors and causes of stripping for SNe Ic are not known definitively: They may result from Wolf–Rayet stars with powerful stellar winds that remove the hydrogen and helium envelopes (Crowther 2007; Smartt 2009), slightly less massive stars with a binary companion that removes the helium envelope through mass transfer (Podsiadlowski et al. 1992; Yoon 2015), or homogeneous chemical evolution due to rotation that mixes the hydrogen internally in low-metallicity stars (Maeder 1987) (for a review, see Langer 2012). Furthermore, the extent of stripping and the existence of hidden helium remain open questions for SNe Ic (Filippenko et al. 1995; Dessart et al. 2012; Williamson et al. 2021).

Broad-lined Type II SNe (SNe II-bl) are a rare (4%) of stripped-envelope SNe; Shivvers et al. (2017) and extreme form of this class. Like SNe Ic, SNe Ic-bl spectra lack hydrogen and helium, but distinctively, they exhibit broad and blended spectral features, caused by Doppler shifting due to high photospheric velocities (∼15,000–30,000 km s⁻¹) of the ejecta (Modjaz et al. 2016). On average, SNe Ic-bl also have higher luminosities and higher kinetic energies than regular SNe Ic (Prentice et al. 2016; Cano et al. 2017; Mazzali et al. 2021). A unique aspect of SNe Ic-bl is that they are the only SN type that has been directly associated with long-duration gamma-ray bursts (GRBs; for reviews, see Woosley & Bloom 2006; Modjaz 2011; Cano et al. 2017). However, not all SNe Ic-bl have an observed accompanying GRB. SNe Ic-bl associated with GRBs (SN-GRBs) tend to have even higher velocities and broader lines than SNe Ic-bl without GRBs (Modjaz et al. 2016). Efforts to understand this connection between SNe and...
GRBs have motivated searches, observations, and modeling of SNe Ic-bl.

The excess energy generated by SNe Ic-bl is thought to be supplied by a central engine such as an accreting black hole or a magnetar. The central engine produces jets for the case when a GRB is observed with an associated SN Ic-bl. It is still uncertain whether SNe Ic-bl without GRBs are intrinsically different than SN-GRBs or if they are just seen off axis from the jet. It is argued based on radio data constraints and modeling assumptions that not all SNe Ic-bl events can be explained as off-axis SN-GRBs (Soderberg et al. 2006, 2010; Corsi et al. 2016). However, their assumptions mostly include high-energy GRBs and high-density interstellar medium (ISM), which are not very common among observed objects and typical GRB progenitor ISM. Thus, it is still plausible that SNe Ic-bl without observed GRBs harbored off-axis GRBs that were either of low energy or expanded in low-density media. Another potential explanation for an SN Ic-bl without an observed GRB is that it harbored a low-energy GRB with a jet, but the jet was choked by thick surrounding material or an additional progenitor envelope (Margutti et al. 2012). The passage of the jet would still accelerate the ejecta to high velocities (though perhaps not to velocities as high as those for SN-GRBs; see Modjaz et al. 2016), but the jet would be smothered (Lazzati et al. 2012; Cano et al. 2017). Indeed, Modjaz et al. (2020) argue for both cases for their PTF SN Ic-bl sample that reside in low-metallicity galaxies, similar to those of SN-GRBs.

Our understanding of SNe Ic-bl has been greatly enhanced by increased discovery rates from wide-field surveys and improved optical data coverage by networks of follow-up telescopes. However, the sample of ultraviolet (UV) data available for SNe Ic and Ic-bl remains sparse, due to the need for space-based observations. Current UV spectroscopy of SNe Ic includes only one published spectrum of PTF 12gzk (Ben-Ami et al. 2012) (full UV spectroscopic analysis including other epochs has yet to be published) and unpublished spectra of SN 1994I. To our knowledge, no UV spectra of an SN Ic-bl have been previously published. Most efforts to obtain UV spectra of SNe have been targeted at other supernova classes (e.g., Maguire et al. 2012; Foley et al. 2016; Pan et al. 2018; Vasylyev et al. 2022).

UV emission is strongest at early times when the ejecta are hot, typically when the photosphere is located in the high-velocity layers of the ejecta. At these early times, the optically thick UV wavelengths probe the less radioactively processed outer layers of the SN. Thus, the UV is sensitive to information about the explosion physics, progenitors, and environments of the SN (Bufano et al. 2009). Additional data, especially spectra, in the UV could improve our current models and deepen our understanding of the differences in progenitor systems that give rise to SNe Ic, SNe Ic-bl, and SN-GRBs.

In this work, we present UV data of SN 2014ad. SN 2014ad was discovered by Howerton et al. (2014) on March 12, 2014 (MJD 56728.4) in public images from the Catalina Real-Time Transient Survey (Djorgovski et al. 2011) at \( \alpha = 11^h 57^m 44^s 44, \delta = -10^\circ 10' 15'' 7 \). It is located in PGC 37625 (Markarian 1309) (see Figure 1) with a redshift of \( z = 0.005723 \) (Wong et al. 2006) and a distance of 28 ± 2 Mpc, estimated using the redshift, correcting for Local Group infall onto the Virgo Cluster (via the NASA Extragalactic Database, NED). Originally thought to be a peculiar Type Ia SN, further spectroscopy led to its classification as a broad-line type Ic SN (Howerton et al. 2014).

Several previous studies in the literature characterize many of SN 2014ad’s properties. Sahu et al. (2018) present optical imaging and spectroscopy of SN 2014ad, and Stevance et al. (2017) present optical spectropolarimetry. From their analysis Sahu et al. (2018) find a total reddening (Milky Way + host galaxy) to the supernova of \( E(B - V)_{\text{host}} = 0.22 \pm 0.06 \) mag; we adopt this value here.

These studies found that SN 2014ad had an ejecta velocity of \( \sim 30,000 \) km s\(^{-1} \) at early times, kinetic energy of \( (1.0 \pm 0.3) \times 10^{52} \) erg, ejecta mass of \( 3.3 \pm 0.8 \) M\(_{\odot} \), and host-galaxy metallicity of \( \sim 0.5 \) Z\(_{\odot} \). Sahu et al. (2018) suggest a massive star progenitor with zero-age main-sequence (ZAMS) mass \( M_{\text{ZAMS}} \geq 20 \) M\(_{\odot} \), and Stevance et al. (2017) favor a mildly aspherical outer ejecta with a nearly spherical inner ejecta. No GRB was discovered to accompany SN 2014ad and the deep radio and X-ray constraints presented in Marongiu et al. (2019) suggest that while an off-axis GRB cannot be ruled out, it would require high jet collimation (e.g., \( \theta_{\text{obs}} \geq 30^\circ, \theta_{i} = 5^\circ \)) in a very low-density circumstellar medium (CSM) environment. The spectropolarimetric data indicate that the axial symmetry at early times is not inconsistent with a jet, but the spherical inner ejecta at late times is difficult to reconcile with the presence of a highly collimated jet (Stevance et al. 2017).

Here we present two early-time epochs of UV spectroscopy of SN 2014ad from the Hubble Space Telescope (HST). We also present a well-sampled spectroscopic time series showing the evolution of SN 2014ad with 22 new epochs of optical spectra from the Southern African Large Telescope (SALT). In Section 2 we describe our observations and data reduction, in Section 3 we present an analysis of the optical and UV spectra, in Section 4 we present spectral modeling results from the radiative-transfer code TARDIS, and in Section 5 we present an analysis of the nebular spectra. We discuss our results and conclude in Section 6.

2. Observations

2.1. SALT/RSS Optical Spectroscopy

We present 22 epochs of SALT optical spectra of SN 2014ad in Figure 2, taken between UT 2014 March 13 and 2014 July 9. The data were obtained with the Robert Stobie Spectrograph (RSS; Smith et al. 2006) using a 1''5 long-slit and the PG0900
Figure 2. Optical spectral time series of SN 2014ad. We present 22 epochs from SALT (black), two epochs from HST (yellow; 2014 March 19 and 2014 March 25), two epochs from LBT (yellow; 2014 June 4, 2015 January 20), and two epochs from Magellan (yellow; 2014 August 2 and 2015 January 16). We display published spectra from (Sahu et al. 2018, blue) and (Stevance et al. 2017, red) as well as two unpublished epochs (gray) from PESSTO (Smartt et al. 2015) via WISeREP (Yaron & Gal-Yam 2012). The wavelength axis is redshift-corrected to the host-galaxy rest frame. The fluxes have been corrected for total reddening and are scaled and vertically shifted for clarity. Cosmic rays, narrow host-galaxy lines, and telluric absorption have been removed in all spectra. The phase is given in rest-frame days relative to $B$ maximum light (MJD 56735.11; Sahu et al. 2018).
The spectra were reduced using a custom pipeline based on standard Pyraf (Science Software Branch at STScI 2012) spectral reduction routines and the PySALT package (Crawford et al. 2010).

We redshift-correct the spectra to the host-galaxy rest frame and remove cosmic rays, host-galaxy lines, and telluric lines. We scale the spectra to match the V-band photometry from Sahu et al. (2018) and correct for total reddening using the Fitzpatrick (1999) dust extinction model with $R_V = 3.1$ and $E(B−V) = 0.22$ mag as described above. In some cases the spectra did not fully span multiple filters, while in others, scaling the spectra with multiband photometry produced unacceptably large distortions to the continuum shapes of spectra near in time, so we chose to scale to the V band only. In a few late-time epochs, there is a discrepancy in the continuum shape of the SALT data that may have arisen from galaxy contamination or flux calibration difficulties because standard stars are not observed at the same time as the supernova data. In those cases, we adjusted the continuum with a low-order polynomial to match the spectral shape of other spectra at nearby epochs. In this work we define the spectral phase in rest-frame days relative to the B-band maximum, 2014 March 18 (MJD 56735.11; Sahu et al. 2018). Further details of the spectroscopic observations can be found in Table 1.

### 2.2. HST/STIS UV+Optical Spectroscopy

We present the first published UV spectra of an SN Ic-bl in Figure 3. SN 2014ad was observed by HST using the STIS spectrograph on 2014 March 19.5 and 25.4. The first and second visits consisted of two and four orbits, respectively; however, telescope problems resulted in the second epoch losing data for two exposures. The observations in each visit were obtained with three different gratings, all with the G230L grating. The spectra were reduced using a custom pipeline based on standard Pyraf (Science Software Branch at STScI 2012) spectral reduction routines and the PySALT package (Crawford et al. 2010).

We redshift-correct the spectra to the host-galaxy rest frame and remove cosmic rays, host-galaxy lines, and telluric lines. We scale the spectra to match the V-band photometry from Sahu et al. (2018) and correct for total reddening using the Fitzpatrick (1999) dust extinction model with $R_V = 3.1$ and $E(B−V) = 0.22$ mag as described above. In some cases the spectra did not fully span multiple filters, while in others, scaling the spectra with multiband photometry produced unacceptably large distortions to the continuum shapes of spectra near in time, so we chose to scale to the V band only. In a few late-time epochs, there is a discrepancy in the continuum shape of the SALT data that may have arisen from galaxy contamination or flux calibration difficulties because standard stars are not observed at the same time as the supernova data. In those cases, we adjusted the continuum with a low-order polynomial to match the spectral shape of other spectra at nearby epochs. In this work we define the spectral phase in rest-frame days relative to the B-band maximum, 2014 March 18 (MJD 56735.11; Sahu et al. 2018). Further details of the spectroscopic observations can be found in Table 1.

### Table 1

Log of SN 2014ad Spectroscopic Observations

| Observation Date | Phasea (Rest-frame Days) | Instrument | Grating | Wavelength (Å) | Resolving Power (λ/Δλ) | Exp. Time (s) |
|------------------|--------------------------|------------|---------|----------------|-------------------------|--------------|
| 2014 Mar 14      | −4                       | SALT/RSS   | G0900   | 3500−9410      | 1000                    | 1664         |
| 2014 Mar 15      | −3                       | SALT/RSS   | G0900   | 3500−9410      | 1000                    | 2130         |
| 2014 Mar 16      | −2                       | SALT/RSS   | G0900   | 3500−9410      | 1000                    | 2100         |
| 2014 Mar 17      | −1                       | SALT/RSS   | G0900   | 3500−9410      | 1000                    | 2600         |
| 2014 Mar 18      | +0                       | SALT/RSS   | G0900   | 3500−9410      | 1000                    | 1900         |
| 2014 Mar 19      | +1                       | HST/STIS/MAMA | G230L   | 1615−3100      | 500                     | 3478         |
| 2014 Mar 19      | +1                       | HST/STIS/CCD | G430L   | 2900−5700      | 500                     | 400          |
| 2014 Mar 19      | +1                       | HST/STIS/CCD | G750L   | 5250−10230     | 500                     | 2000         |
| 2014 Mar 19      | +1                       | SALT/RSS   | G0900   | 3500−9410      | 1000                    | 2448         |
| 2014 Mar 20      | +2                       | SALT/RSS   | G0900   | 3500−9410      | 1000                    | 2200         |
| 2014 Mar 21      | +3                       | SALT/RSS   | G0900   | 3500−9410      | 1000                    | 2352         |
| 2014 Mar 22      | +4                       | SALT/RSS   | G0900   | 3500−9410      | 1000                    | 2052         |
| 2014 Mar 25      | +7                       | HST/STIS/MAMA | G230L   | 1615−3100      | 500                     | 4946         |
| 2014 Mar 25      | +7                       | HST/STIS/CCD | G430L   | 2900−5700      | 500                     | 700          |
| 2014 Mar 25      | +7                       | HST/STIS/CCD | G750L   | 5250−10230     | 500                     | 400          |
| 2014 Mar 27      | +9                       | SALT/RSS   | G0900   | 3500−9410      | 1000                    | 1848         |
| 2014 Mar 28      | +10                      | SALT/RSS   | G0900   | 3500−9410      | 1000                    | 1948         |
| 2014 Mar 30      | +12                      | SALT/RSS   | G0900   | 3500−9410      | 1000                    | 1848         |
| 2014 Apr 16b     | +29                      | SALT/RSS   | G0900   | 3500−9410      | 1000                    | 1649         |
| 2014 Apr 18      | +31                      | SALT/RSS   | G0900   | 3500−9410      | 1000                    | 1664         |
| 2014 Apr 20      | +33                      | SALT/RSS   | G0900   | 3500−9410      | 1000                    | 1388         |
| 2014 May 1       | +44                      | SALT/RSS   | G0900   | 3500−9020      | 1000                    | 1500         |
| 2014 May 12      | +55                      | SALT/RSS   | G0900   | 3500−9020      | 1000                    | 2200         |
| 2014 May 17      | +60                      | SALT/RSS   | G0900   | 3500−9020      | 1000                    | 1500         |
| 2014 May 23      | +66                      | SALT/RSS   | G0900   | 3500−9020      | 1000                    | 1500         |
| 2014 Jun 4       | +78                      | LBT/MODS   | G400L/G670L | 3800−10000    | 3700/2875               | 3000         |
| 2014 Jun 12      | +86                      | SALT/RSS   | G0900   | 3500−9020      | 1000                    | 1500         |
| 2014 Jun 27      | +100                     | SALT/RSS   | G0900   | 3500−9410      | 1000                    | 1500         |
| 2014 Jul 9       | +112                     | SALT/RSS   | G0900   | 3500−9410      | 1000                    | 1500         |
| 2014 Aug 2       | +132                     | Magellan/IMACS | G600L | 4230−9400        | 1500                    | 2400         |
| 2015 Jan 16      | +302                     | Magellan/IMACS | G600L | 4230−9400        | 1500                    | 5400         |
| 2015 Jan 20      | +306                     | LBT/MODS   | G400L/G670L | 3800−10000    | 3700/2875               | 3000         |

Notes.

a Phase is in rest-frame days relative to B-maximum light (2014 March 18; MJD 56735.11).
b Observations from Dartmouth College SALT program 2013-2-DC_RSA-001 (PI: Fesen).
flux-calibrate each SN spectrum (Foley et al. 2012, 2014, 2016). We remove cosmic rays, rebin in 2 Å bins, and combine the MUV G230L and NUV/optical G430L spectra. As with the optical data, we correct the UV spectra for redshift and total reddening. The log of spectroscopic observations is given in Table 1.

In Figure 3, we also show two epochs of near-infrared (NIR) spectra for SN 2014ad from Shahbandeh et al. (2022) on 2014 March 18 (+0 days) and March 25 (+7 days) that closely match the phase of our two epochs of HST UV+Optical spectra on 2014 March 19 (+1 day) and 2014 March 25 (+7 days). Combined, these data give the composite UV + Optical + NIR spectra of SN 2014ad for two epochs near maximum light.

2.3. Nebular Optical Spectroscopy

We obtained five spectroscopic exposures of SN 2014ad with the Large Binocular Telescope (LBT) using the Multi-Object Dual Spectrographs (MODS; Pogge et al. 2012) on 2015 January 20.4 (UT), 306 rest-frame days after maximum light. The exposure time totaled 3000 s. A 1′6 wide slit was employed under good conditions with the seeing steady at about 1″7. Using the dual grating mode of MODS1, the red spectrograph covered the wavelength range of 5600–10100 Å at a resolution of 240 km s\(^{-1}\) (FWHM). The blue side of the spectrograph typically covers 3200 Å to 5600 Å, but no trace of the SN was evident shortward of 3800 Å.

The images were averaged using a min/max rejection algorithm to remove cosmic-ray events. The blue side was wavelength calibrated using a neon emission-line lamp while an argon lamp was employed for the red spectrum. The full wavelength range was flux calibrated using a spectrum of the spectrophotometric standard Feige 34 obtained on the same night as the SN 2014ad spectra.

Two epochs of optical spectra were also obtained with the 6.5 m Magellan telescope at Las Campanas Observatory on 2014 August 2.0 and 2015 January 16.3. The Inamori Magellan Areal Camera and Spectrograph (IMACS; Dressler et al. 2011) was used with the f/2 camera in combination with the Mosaic3 array of eight thinned 2 K × 2 K × 15 μm E2V CCDs. A 300 line mm\(^{-1}\) grism and a 0″9 long slit were used. Exposures of 2 × 1200 s and 3 × 1800 s were obtained and averaged at each epoch, respectively. The resulting spectra have an effective wavelength range of 4230–9400 Å, with a dispersion of 1.3 Å pixel\(^{-1}\) and FWHM resolution of 4 Å (measured at 6000 Å).

Standard procedures to bias-correct, flat-field, and flux-calibrate the data were followed using IRAF (Tody 1986, 1993). LA-Cosmic (van Dokkum 2001) was used to remove cosmic rays in individual images. Some cosmic defects introduced from hot pixels and imperfect background subtraction have been manually removed. The spectrophotometric standards LTT 7379, Feige 110, LTT 1788, and LTT 3864 were observed and used for absolute flux calibration, which is believed to be accurate to within 30%.

3. Spectral Analysis

3.1. Optical Spectral Evolution

SN 2014ad has a rich optical spectral time series ranging from -5 days to +112 days relative to the B maximum. Figure 2 displays the compilation of spectra from the existing literature (Stevance et al. 2017; Sahu et al. 2018), from this
work (SALT, HST, LBT, and Magellan), and two unpublished PESSTO (Smartt et al. 2015) spectra available on WISeREP (Yaron & Gal-Yam 2012). All of the spectra have been corrected for redshift and total reddening. The data from different sources exhibit good agreement with each other. SN 2014ad’s spectra exhibit broad and blended features and lack clear hydrogen or helium lines; hence, its classification as an SN Ic-bl.

At early times, before and near maximum light, the spectra are dominated by a blue continuum with broad absorption features due to high temperatures and velocities. Sahu et al. (2018) identify distinct broad absorption from Ca II (∼3800 Å), Mg II (∼4400 Å), and Fe II (∼4800 Å). The absorption feature at ∼7300 Å is heavily blended O i and the Ca II NIR triplet; it suggests the presence of significant material at velocities > 30,000 km s⁻¹ (Mazzali et al. 2002; Sahu et al. 2018). The emission-like features at 4000 Å and 4600 Å are from regions of low opacity (Iwamoto et al. 1998; Mazzali et al. 2000; Sahu et al. 2018). SN 2014ad’s features are even more blueshifted than those of other similar SN Ic-bl (Sahu et al. 2018), indicating exceptionally high velocities (see Section 3.1.1).

The spectra evolve significantly after maximum light. As the SN expands and temperatures decline, the continuum shape shifts redder, and prominent absorption and emission features emerge. The dominant features arise from Fe II, Si II, O I, and Ca II. The spectra evolve from mostly absorption to mostly emission features as the SN approaches the nebular phase (Sahu et al. 2018). All of the spectral features stay broad, indicating that the ejecta maintain high velocities. A comprehensive analysis of SN 2014ad’s spectral evolution in the premaximum, maximum, and postmaximum phases is given by Sahu et al. (2018).

We present two additional epochs of optical nebular data for SN 2014ad, shown in Figure 4. The spectra agree closely with the nebular spectrum from Sahu et al. (2018), which was taken about a month later. As discussed by Sahu et al. (2018), the nebular spectra are dominated by [O I] 6300, 6364 Å, and [Ca II] 7291, 7324 Å. Our nebular spectra additionally reveal a weak Mg II 4571 Å line feature, commonly observed in late-time spectra, and a fairly strong broad [Fe II] blend around 5200 Å. Sahu et al. (2018) find a [O I]/Ca II line ratio of 1.54, which is comparable to the Ic-bl SN 1999bw (1.7) and SN 2002ap (2). This line ratio is > 1, implying a large main-sequence progenitor mass (Nomoto et al. 2006; Maeda et al. 2007). We further analyze the nebular spectra in Section 5.

### 3.1.1. Fe II Velocity Analysis

SNe Ic-bl spectra are characterized by their highly blueshifted, blended features due to extreme ejecta velocities (∼15,000–30,000 km s⁻¹). Some SNe Ic-bl have been observed in conjunction with long-duration GRBs, and those SN-GRBs exhibit systematically higher absorption velocities than their GRB-less Ic-bl counterparts (Modjaz et al. 2016). It is an open question whether GRB-less SNe Ic-bl are caused by choked jets (Lazzati et al. 2012), off-axis GRBs (Barnes et al. 2018), or-axis-unobserved GRBs (e.g., SN 2020bvc; Rho et al. 2021), or some combination of these scenarios. To investigate which of these scenarios may be consistent with SN 2014ad, we measure its absorption velocities.

Figure 5 shows the temporal evolution of SN 2014ad’s Fe II 5169 Å line velocities compared to the velocity evolution of samples of normal SNe Ic, SNe Ic-bl without observed GRBs, and SN-GRBs. The Fe II expansion velocities are calculated using the Monte Carlo technique developed by Modjaz et al. (2016), which incorporates the effects of line broadening, and spectra are smoothed using a Fourier method (Liu et al. 2016; Williamson et al. 2019). There is a systematic underestimation of the uncertainties at later phases due to fewer SN spectra contributing to the templates, artificially implying higher precision in measuring the line shifts relative to the template sample. The scatter in SN 2014ad Fe II velocity (i.e., non-monotonicity) may be attributed to the underestimated uncertainties at later times, and differences in how the spectra from different facilities were flux calibrated and reduced.

We find that SN 2014ad exhibits extremely high early velocities (consistent with the analysis from Sahu et al. 2018).
In fact, the velocity evolution in SN 2014ad is systematically higher than both the samples of SNe Ic-bl without observed GRBs and SN-GRBs from Modjaz et al. (2016). SN 2014ad also compares with the highest-velocity objects in the iPTF/PTF SN Ic-bl sample from Taddia et al. (2019) (see their Figure 15), which was analyzed using the same method as Modjaz et al. (2016). Our results would indicate that SN 2014ad may be more consistent with the on-axis-unobserved GRB scenario, such as that discussed by Rho et al. (2021) and Ho et al. (2020a) for the similar high-velocity SN Ic-bl 2020bvc; although see Izzo et al. (2020) for an alternate explanation of SN 2020bvc as an off-axis GRB. However, for SN 2014ad, this on-axis jet possibility is essentially ruled out by strong limits from X-ray and radio nondetections established by Marongiu et al. (2019). Nevertheless, it is still possible that SN 2014ad may have harbored an off-axis low-energy jet, which the radio limits do not exclude (Marongiu et al. 2019). Indeed, off-axis GRBs can easily produce high-velocity ejecta that gives rise to spectra resembling those of SNe Ic-bl, as shown by Barnes et al. (2018). Future work on modeling the passage of off-axis versus choked jets in the envelopes of exploding massive stars, coupled with radiative-transfer calculations, is needed to explain the high ejecta velocities in SN 2014ad given the lack of an associated on-axis GRB.

### 3.2. UV+Optical Analysis

We can place SN 2014ad in context with other extreme, stripped-envelope SNe through comparisons to other SN Ic, Ic-bl and SN-GRBs. We begin by focusing on the UV spectra, comparing SN 2014ad to the closest comparison objects with UV spectra; SN 1994I and PTF 12gzk. SN 1994I has canonically been thought of as a typical Ic, but Modjaz et al. (2016) suggest it is not representative of the average SN Ic. SN 1994I has an HST FOS/STIS UV spectrum in the MAST archive (G190H+G270H+G400H; program ID 5623, PI: Kirshner), observed on 1994 April 19 at +10 days past maximum light (shown also by Chornock et al. 2013). PTF 12gzk is a peculiar SN Ic with line widths similar to those of normal SNe Ic, but with much larger absorption velocities (blueshifts), similar to those of SN Ic-bl (Modjaz et al. 2016). A near-maximum light UV spectrum of PTF 12gzk is presented by Ben-Ami et al. (2012); here we analyze a later-phase HST/STIS UV-MAMA+CCD (G230L+G430L+G750L) spectrum observed on 2012 August 15, +11 days past maximum light, obtained through the MAST archive (program ID 12530; PI: Filippenko).

The UV spectra for these three SN Ic, all at roughly similar phases, are shown in Figure 6. While there are clearly some similarities between these distinct objects, the differing line velocities make it hard to directly compare them. Thus, we follow the approach of Modjaz et al. (2016), smoothing the SN Ic spectra by convolving with a Gaussian and applying a blueshift. This technique roughly simulates the line broadening and line shifting of the spectrum that would occur if an SN Ic had higher velocities like those of an SN Ic-bl. As shown in Figure 6, we find that the spectra transition nicely from SN 1994I to PTF 12gzk to SN 2014ad: Smoothed versions of lower-velocity SN Ic do a reasonable job of matching the observations of higher-velocity SN Ic in these cases.

This result is in accordance with the findings of Modjaz et al. (2016), but they note that in detail, SNe Ic-bl are more than just higher-velocity versions of regular SN Ic. Similarly, for the UV+optical spectra that we present, there are also important differences to note. For instance, while Figure 6 shows that the smoothed and blueshifted version of SN 1994I produces a spectrum similar to that of PTF 12gzk, there is a strong Na I absorption feature near 5800 Å in SN 1994I that is not present in PTF 12gzk or SN 2014ad. Smoothing and blueshifting PTF 12gzk’s spectrum produces a closer match to SN 2014ad than convolving SN 1994I’s spectrum directly to SN 2014ad.
velocities. In our spectral convolution comparison, PTF 12gzk looks like a transition object between an SN Ic and an SN Ic-bl.

As shown in Figure 3, the UV spectra of SN 2014ad from HST exhibit low flux levels and have few distinct SN features. In both epochs, a shoulder feature can be seen near 2600 Å, with a possible faint feature around 2300 Å. While the spectra of SN 1994I and PTF 12gzk are quite noisy below ~2400 Å, they display similar shapes and features to each other and to SN 2014ad in the UV. The Ic UV spectral features are slightly more distinct; however, these features mostly broaden and blend out when convolved to higher velocities. Modjaz et al. (2016) found that the convolution of the mean SN Ic spectrum reproduces the mean SN Ic-bl spectrum better at longer wavelengths (>5000 Å) than at shorter wavelengths.

Modeling work has suggested that the UV spectra of SNe Ic should be sensitive to progenitor metallicity (Sauer et al. 2006), given the many Fe-group element transitions in the UV; thus, it is expected that SNe with different progenitor metallicities would exhibit different UV behaviors. However, we find that the UV spectra of SNe Ic-bl and those of SNe Ic after convolution are very similar to each other despite a large range in metallicities. As probed by environmental H II region oxygen abundance (in the PP04-O3N2 scale; Pettini & Pagel 2004), PTF 12gzk has a metallicity of log(O/H) + 12 ≈ 8.0 (Modjaz et al. 2020), while SN 2014ad has log(O/H) + 12 ≈ 8.4 (Sahu et al. 2018), and SN 1994I is probably solar or supersolar. This corresponds to almost a factor of 10 in metallicity. Our results may imply that the smoothing due to high velocities, especially those of SN 2014ad, smears out any strong differences in the UV spectra due to progenitor metallicities.

3.3. UV + Optical + NIR Composite Spectrum

We can combine the analysis above with the results from Shahbandeh et al. (2022) to understand the UV + Optical + NIR composite spectrum. NIR spectra are particularly interesting for stripped-envelope SNe because two strong He absorption features in the NIR can probe the amount of helium left over in the explosion. The He I λ1 μm absorption can be contaminated by a mix of C I λ1.0693 μm or Mg λ1.0927 μm lines, so the uncontaminated He I λ2.0581 μm absorption line is a better indicator of helium in the supernova ejecta (Dessart et al. 2015; Williamson et al. 2021; Shahbandeh et al. 2022).

As noted in the figure captions of Figures C2 and C3 from Shahbandeh et al. (2022), the He I absorption features of SN 2014ad in both the 1 μm and 2 μm regions are not strong enough to be fit in the earliest two NIR spectra (+0 day and +7 days). Evidence of broad He absorption is present in the NIR spectra of SN 2014ad from Shahbandeh et al. (2022) at later epochs (+35 days and +79 days), though the pEW measurements in the 2 μm region are still weaker than all of the objects in the He-rich (SN Ib/Ib) group at similar phase. The NIR spectra of SN 2014ad published by Shahbandeh et al. (2022) reveal that helium does not appear in SN 2014ad at early times, but it does appear later on. Sahu et al. (2018) showed that the inclusion of He I marginally improves their SYN++ synthetic fits of SN 2014ad around 5400 Å at early phases of +0 day and +3 days, but they caution that confirmation of the presence of helium would require NIR spectra and detailed spectral modeling. We further discuss the question of helium in the ejecta of SN 2014ad in Section 4.3.

4. Spectral Fitting with TARDIS

In Section 4.1 we introduce the radiative-transfer code, TARDIS, that we use to generate synthetic “model” spectra for SN 2014ad. We detail our TARDIS settings and parameter choices in Section 4.2 and present the results of our models in Section 4.3.

4.1. TARDIS

TARDIS is an open-source, iterative Monte Carlo radiative-transfer code that models SN ejecta in one dimension (Kerzendorf & Sim 2014). Running in minutes, TARDIS is much less computationally expensive than a hydrodynamical simulation with full radiative transfer. Furthermore, TARDIS produces more physically realistic synthetic models than line-identification codes such as SYN/TARDIS approach, assumptions, and calculations are presented by Kerzendorf & Sim (2014).

TARDIS’s ability to track the photon packet interactions also allows the user to identify which ions and elements contribute to any given spectral feature. This is of particular interest for SN 2014ad where the high velocities cause the spectral lines to broaden and blend together. We create synthetic SN spectra with TARDIS to better understand the physical properties of SN 2014ad that lead to its spectral evolution.

4.2. TARDIS Settings and Parameters

Following the same method as other studies using TARDIS for spectral fitting (see e.g., Magee et al. 2016; Izzo et al. 2019; Barna et al. 2021; Williamson et al. 2021), we adopt the parameter settings shown in Table 2 for the treatment of the microphysics in our simulations.

Given these settings, to generate a synthetic spectrum with TARDIS, we first establish a density profile and elemental abundance profile, and then at each desired epoch, we input the time after explosion, a requested luminosity, and the photospheric velocity. We adopt a power-law density profile for our TARDIS model, assuming homologous expansion, with

$$\rho(v, t) = \rho_0 \left(\frac{v}{v_0}\right)^{-\alpha} \left(\frac{t}{t_0}\right)^{-3},$$

where $\rho_0$ is the inner density at the chosen reference time $t_0$, $t$ is the time since explosion, $v$ is the photospheric velocity, $v_0$ is the reference velocity, and $\alpha$ is the power-law index. We choose $\alpha = 6$ based on the success of this profile for the TARDIS models of SN 2017iuk, an SN-GRB, by Izzo et al. (2019). For simplicity, we assume uniform fractional element abundances for our TARDIS models. We find that the major contributing elements to the spectral features are O, Mg, Si, S, Ca, Ti, Cr, Fe, Co, and Ni. Despite having little effect on the

14 https://github.com/tardis-sn/tardis
emergent spectrum, we include C in our model because of its high predicted abundance (Iwamoto et al. 1998; Izzo et al. 2019). We specify the initial abundance of $^{56}$Ni directly in the TARDIS input file and the code appropriately adjusts the relevant abundances to account for radioactive decay since explosion time. TARDIS does not produce time-evolved models and does not account for the deposition of radioactive energy; rather, TARDIS simply adjusts abundance levels for a particular time. Other elements have negligible effects on the spectrum so we omit them. We determine the initial values for the luminosity and time after explosion from the photometric data (Sahu et al. 2018) and estimate the photospheric velocity based on spectral features (e.g., Figure 5).

### 4.3. TARDIS Fits to SN 2014ad

We model both epochs of HST Optical+UV data (2014 March 19, phase +1 day; 2014 March 25, phase +7 days) with TARDIS and present our “best-fit” models in Figure 7. We optimize the models to match the optical wavelengths and compare the predicted model behavior to our data (see Section 4.3.1). Because of the complexity of the spectral features and shapes, we evaluate the “goodness of fit” qualitatively by eye, rather than using a quantitative technique. We aim to capture the location, widths, and relative heights of the major spectral features as well as the overall continuum shape. Some judgements and compromises must be made to determine which parameters best fit the full spectrum, over both epochs. Furthermore, the models have a large number of free parameters (individual element abundances, etc.), some of which can create degenerate effects. So while our models and observed spectra show good agreement, the derived model parameters are not necessarily a unique solution. We discuss this point further in Section 6.

Our adopted density and abundance profiles to best match the spectra are shown in Figure 8. For $t_0 = 8$ days past explosion, we find $\rho_0 = 6.9 \times 10^{-14}$ g cm$^{-3}$ at a reference velocity $v_0 = 30,000$ km s$^{-1}$. Importantly, for physical consistency these profiles are used at all epochs. The phase, luminosity, and photospheric velocity model parameters are chosen appropriately for the two epochs. The values used for the two HST epochs are given in Figure 7; the TARDIS configuration files for these models are publicly available.\(^{15}\)

Figure 8 shows the composition is dominated by O, as expected from the explosion of a massive star with a carbon/oxygen core. Following Izzo et al. (2019), we group abundances of (Si, S), (Ca, Ti, Cr), and (Fe, Co, Ni and $^{56}$Ni) in fixed ratios to reflect typical theoretical predictions for hydrodynamical mixing of different burning zones. This helps us to reduce the number of free parameters in our TARDIS modeling. To get the best fits of particular lines, we alter the ratios of elements within these groups. We did not find a compelling need to deviate from uniform abundances over the velocity range covered by the modeled spectra.

The high ejecta velocities in SN 2014ad make it difficult to determine which elements cause particular broad, blended features. However, there are a few key areas controlled predominantly by certain elements or element groups. The largest peak at $\sim 4800$ Å in both epochs is dominated primarily by Fe. The dip and shoulder feature around 5700–6100 Å is controlled in shape by Si. The absorption feature at $\sim 7300$ Å is a mixture of O I and Ca II. The features blueward of $\sim 4600$ Å are contributed to most heavily by Fe, Ni, Co, Cr, Ti, and Ca. The contributions of particular elements to the spectral features are shown visually in Figure 9.

Sahu et al. (2018) showed that inclusion of He marginally improved their SYN++ fits of SN 2014ad around 5000–5600 Å at early times of +0 days and +3 days. We explored the addition of He to our TARDIS models at +1 day and +7 days, using the “recomb-nlte” setting for helium treatment available in TARDIS. This setting assumes the He is ionized due to nonthermal excitation, which requires strong Ni mixing in the ejecta; our uniform abundance model inherently satisfies this strong Ni mixing assumption. One caveat is that at early times (<2 weeks postmaximum), this modeling assumption may not be correct (Dessart et al. 2012). We find that the addition of even large mass fractions of He does not significantly affect the optical spectra at these early times, and we cannot reproduce the effect from He i in the 5000–5600 Å region of the SYN++ fits by Sahu et al. (2018) with TARDIS. However, the radiative temperatures in the ejecta have a significant effect on the plasma state. Our TARDIS models have a photospheric, or blackbody, temperature of 8040 K at +1 day and 7915 K at +7 days, whereas the SYN++ fits have a blackbody temperature of 13,000 K at +0 day and 10,000 K at +3 days. These differences in photospheric temperatures of the models might explain the differing effects from He.

It is difficult to conclusively say anything about the presence of He in the ejecta from our TARDIS models because He signatures usually strengthen about two weeks after peak (Liu et al. 2016), but our TARDIS models probe early epochs. Additionally, the line blending from the extremely high velocities prevents us from placing meaningful constraints on the abundance of He. In our modeling with TARDIS, we find that even large amounts of He do not contribute significantly to the early spectra, meaning that the He abundance is unconstrained and large amounts of He could potentially be hidden in the ejecta. Indeed, later-time NIR spectra of SN 2014ad show a clean He line in the 2 μm region (Shahbandeh et al. 2022); however, constraining the amount of He and explaining why the He features do not appear until later times at lower velocities would require a detailed, multizone TARDIS model to constrain the Ni mixing, which is beyond the scope of this work. The models presented here omit He and do not use the “recomb-nlte” setting because these He settings do not appear to affect the early spectral model, though we note that significant amounts of He could be hidden and would require modeling of NIR spectra to investigate further.

For our TARDIS models, the velocities at each epoch (33,000 km s$^{-1}$ at +1 day, 22,000 km s$^{-1}$ at +7 days) were chosen for the best overall model fit. The model velocities are close

\(^{15}\) https://github.com/tardis-sn/tardis-setups

| TARDIS Setting | Value |
|----------------|-------|
| Ionization     | nebular |
| Excitation     | dilute-lte |
| Radiative Rate | dilute-blackbody |
| Line Interaction | macroatom |
| Number of Iterations | 20 |
| Number of Packets | 100,000 |

Table 2

SN 2014ad TARDIS Model Settings
to those found by Stevance et al. (2017) and Sahu et al. (2018) for the Si II line velocities at these epochs and within the error of our measured Fe II line velocities (see Figure 5 and Table 3).

In the red (>5000 Å), the model velocities match the natural minima and maxima of the spectra quite well; however, in the blue (<5000 Å) the model minima are somewhat blue-shifted, especially in the first epoch. Due to our simplifying assumption of uniform abundances at all velocities, it is difficult to perfectly match all parts of the spectrum. Line-identification codes such as SYNOW/SYN++ (Fisher 2000; Thomas et al. 2011) may fit the natural minima and maxima of the spectra better because different velocities can be given for different lines; however, these codes do not enforce a consistent physical structure like TARDIS does.

One of the challenges in our initial TARDIS modeling of SN 2014ad was to simultaneously fit the blue and red optical flux. At a fixed time from explosion, the high ejecta velocities imply a large photospheric radius, and for a fixed luminosity, the model effective temperature was cooler than the data suggest, over-predicting the flux redward of 5000 Å and underpredicting the flux blueward compared to the observations. To get a higher model effective temperature, we need a smaller photospheric radius, a higher luminosity, or both. We were able to accommodate this by reducing the time from explosion slightly, putting the first-epoch HST spectrum (2014 March 19) at \( t_{\text{exp}} = 8 \) days, smaller than, but consistent at 1σ with, the estimate from Sahu et al. (2018) that this epoch should be at \( t_{\text{exp}} = 11 \pm 3 \) days. Similarly, our model of...
the 2014 March 25 spectrum adopts $t_{\text{exp}} = 14$ days to give the best fit. Combined with this shift in explosion date, we also require a higher luminosity for SN 2014ad, adopting a distance of $d = 30.1$ Mpc for the host galaxy PGC 37625, a 9% increase relative to the NED value (28 Mpc) and 14% higher than the value adopted by Sahu et al. (2018). Such an increase is plausible; The galaxy is too near to be in the smooth Hubble flow, and thus the redshift-based distance estimate could be significantly uncertain. The preference in the observations for a higher temperature and bluer flux drives the need for a shorter time from explosion and a higher luminosity.

### 4.3.1. UV Comparison

We deliberately did not tune the TARDIS models to fit the UV data, preferring instead to estimate the best fit from the optical only and then compare the model prediction in the UV to the novel HST observations. Figure 10 highlights the model comparison to the data in the UV. Even though we pushed the model parameters to yield more blue flux relative to red in the optical, the models still significantly underpredict the flux in the UV wavelengths. This is especially the case around 2600–3100 Å, where there appears to be a broad flux deficit in the model that is not seen in the data. Neither the model nor the data show distinct spectral features in this region: Figure 9 shows strong UV line-blanking from Fe-group elements, Ca, Cr, and Ti. The lack of features and extreme line blending makes it challenging to improve the model’s UV fit. Complicating things further, the same elements that contribute in the UV have major impacts on the optical spectrum. Thus, we find that, assuming uniform abundances, improving the UV fit can compromise the optical fit.

Because of the higher optical depth from the forest of lines, the UV wavelengths are very sensitive to metallicity and probe the higher-velocity, outer layers of the ejecta, so future improvements to the model in the UV might be achieved by more sophisticated modeling with nonuniform abundances at higher velocities (see, e.g., Barna et al. 2021). Additionally, the UV might be better fit with a more complicated density profile with a different high-velocity power-law slope. Exploring such possibilities is beyond the scope of the current work, as these changes are too unconstrained. Future theoretical models may provide a clear path forward, but we currently have no independent method to check whether any modifications we make to the model in the UV would be a correct or unique solution. Ben-Ami et al. (2015) suggest that the UV excess in most of their sample of SNe IIb may come from interaction with a circumstellar medium (CSM). However, the difference between our observed and model spectra in the UV for SN 2014ad is much smaller than for the SNe IIb in Ben-Ami et al. (2015) so we do not find a compelling need for an additional CSM component for SN 2014ad. Other contributing factors to the discrepancy between the model and the UV data may be that the TARDIS models are subject to larger amounts of Monte Carlo noise in this low-flux region and that uncertainties in the extinction can substantially affect the UV.

We do not extend the TARDIS model to compare to the NIR spectra because the assumption of a sharp blackbody
photosphere, employed by TARDIS, breaks down in the IR due to low opacities.

4.3.2. Multi-ePoch TARDIS Models

Our TARDIS model was optimized to match the optical spectra at the two HST epochs. We can extend this by comparing the model prediction to additional epochs with observed optical spectra. We use the same element abundances and density profile and maintain the explosion date shift and luminosity scaling used in the HST Optical+UV TARDIS models discussed in Section 4.3. Thus, the photospheric velocity is treated as the only free parameter in these additional model epochs. Figure 11 shows the results of extending our model to one earlier, one in between, and two later epochs. The models match the observed spectra quite well, accounting for the major features and relative strengths.

If we go beyond the epochs shown in Figure 11, the model begins to deviate substantially from the observed spectra. Fitting these very early and late times may require departure from our simplifying assumptions of uniform element abundances and/or a single power-law density profile with $\alpha = 6$. Such an investigation is beyond the scope of this paper and will be the subject of future work.

4.3.3. Density and Mass Constraints

We can use the density profile derived in our TARDIS model to place constraints on the SN ejecta mass. We estimate mass by integrating the TARDIS density profile over a velocity range (for total mass, $v_{\text{min}} \approx 1000$ km s$^{-1}$ and $v_{\text{max}} \approx 100,000$ km s$^{-1}$). To constrain the mass estimate, we vary the density profile normalization parameter $\rho_0$ to determine loose lower and upper bounds beyond which the models give poor fits to the data. This is a qualitative exercise, so we are generous in our evaluation of these bounds, especially because density is somewhat degenerate with the photospheric velocity and element abundances (particularly those that contribute heavily at $<5000$ Å) in the model spectra. Nevertheless, there are limits on this degeneracy and certain $\rho_0$ values will not yield a reasonable fit to both epochs, regardless of other parameter changes.

Our TARDIS models for the two HST epochs probe the velocity region of 22,000–50,000 km s$^{-1}$. We loosely estimate a lower limit of $\rho_0_{\text{lower}} = 0.3\rho_0_{\text{best}}$ and an upper limit of $\rho_0_{\text{upper}} = 3\rho_0_{\text{best}}$. The corresponding lower, best, and upper-limit SN mass estimates from integrating the density profile (assuming spherical symmetry) in this velocity region directly probed by the data are 1.0 $M_\odot$, 3.0 $M_\odot$, and 9.0 $M_\odot$, respectively.

Our two epochs of modeled data do not probe the density profile at velocities below 22,000 km s$^{-1}$ or above 50,000 km s$^{-1}$. While the density at higher velocity does not contribute a substantial amount of additional mass, a continued sharply rising density profile with $\alpha = 6$ to lower velocity would imply a huge reservoir of interior mass. From physically realistic expectations for the total mass and density models based on simulations such as the CO138E30 model from Iwamoto et al. (1998), we expect the density profile to flatten at low velocities. The CO138E30 model has a gradual flattening beginning around 15,000 km s$^{-1}$ reaching approximately constant density by around 10,000 km s$^{-1}$. Here we model this behavior as a sharp change from a power-law to a constant profile for simplicity, even though realistically, we would expect a smoother transition. Motivated by the turnover in the CO138E30 model, we assume a sharp density flattening at velocity $<15,000$ km s$^{-1}$ and calculate a total mass of 20.5 $M_\odot$. If we assume the extreme density profile flattening at $<22,000$ km s$^{-1}$, just outside the velocity range probed by our models, the total mass becomes 6.5 $M_\odot$. Clearly, the total mass estimates change dramatically depending on this choice of flattening velocity. In all cases, they still imply that there is a large amount of additional mass at low velocities.

In our density profiles, we choose a reference velocity $v_0 = 30,000$ km s$^{-1}$ within the range probed by our models, so that $\rho_0$ is the driving parameter in the model spectra; varying the power-law index $\alpha = 6$ does not have a strong effect at velocities near $v_0$. Indeed, we find that moderate changes to the abundances can produce equally good TARDIS models with a range of $\alpha$ from $\sim 4$ to $\sim 8$. When extrapolated to low velocity, the steeper density slope ($\alpha = 8$) implies even higher mass. The shallower density slope ($\alpha = 4$) results in lower total mass estimates of 9.1 $M_\odot$ and 5.9 $M_\odot$ when flattened at velocities of $<15,000$ km s$^{-1}$ and $<22,000$ km s$^{-1}$, respectively. Overall, these results suggest a high ejecta mass and thus a high-mass progenitor for SN 2014ad.

Surprisingly, the high density that we find necessary in our TARDIS models results in high mass and kinetic energy estimates that are at odds with those derived from the light-curve analysis by Sahu et al. (2018). They find $M_{ej} = 3.3 \pm 0.8 M_\odot$, $E_k = (1.0 \pm 0.3) \times 10^{52}$ erg, and $M_{Ni56} \simeq 0.24 \pm 0.07 M_\odot$. In contrast, for our best-fit density model and assuming a flattening at 15,000 km s$^{-1}$ (motivated by the CO138E30 model), we derive $M_{ej} \simeq 20.5 M_\odot$, $E_k \simeq 8 \times 10^{52}$ erg, and $M_{Ni56} \simeq 0.17 M_\odot$, a significantly higher ejecta mass and kinetic energy (by a factor of several), yet a slightly lower $^{56}$Ni mass. Even our lowest-mass estimate, with $\alpha = 4$ and a flattening at 22,000 km s$^{-1}$, gives $M_{ej} \simeq 5.9 M_\odot$, $E_k \simeq 9.5 \times 10^{52}$ erg...
10^{52} \text{erg}. To investigate this discrepancy, we run TARDIS models directly using the light-curve-based parameters from Sahu et al. (2018). We scale our density profile and Fe-group element abundances such that the total mass and $M_{\text{Ni56}}$ are consistent with the values from Sahu et al. (2018).

Figure 12 shows the spectra predicted by TARDIS for the parameters from Sahu et al. (2018) in light gray. While these spectra produce roughly the correct features and shapes, the model significantly underpredicts the observed flux at bluer wavelengths ($<5000~\text{Å}$), and the Ca II features around 7500–8500 Å are not captured as well. To illustrate that the low model flux in the blue wavelengths is not just due to increasing the Fe abundance, we show the TARDIS spectra produced by only scaling up the $^{56}\text{Ni}$ abundance, and not also the other Fe-group elements, in dashed light gray.

Our models match the observed spectra more closely than the TARDIS models based on the parameters derived from the light-curve analysis by Sahu et al. (2018), but they predict a higher ejecta mass than has been typically estimated for the class of SN Ic-bl. Moreover, because SNe Ic-bl have been stripped of their hydrogen and helium, the SN ejecta reflects the progenitor’s carbon/oxygen (CO) core mass. The mass derived from our best fit with a velocity flattening around 15,000 km s$^{-1}$, $\sim 20.5 ~M_\odot$, exceeds the largest CO core mass ($\sim 14 ~M_\odot$) in the stellar evolutionary models calculated by Sukhbold et al. (2016), achieved for a progenitor mass $M_{\text{ZAMS}} \sim 40 ~M_\odot$ at solar metallicity (Sukhbold et al. 2016; Katsuda et al. 2018). This theoretical CO core mass limit can be increased much higher ($\lesssim 40 ~M_\odot$) for the case of much lower metallicity (Heger et al. 2003) or the chemically homogeneous model (Yoon & Langer 2005), which results from rapid rotation and low metallicity and is a popular scenario for long-GRB progenitors. However, the metallicity of SN 2014ad ($\sim 0.5 ~Z_\odot$) is not as low as required for a very high CO core mass, and our models likely cannot be reconciled with the theoretical CO core mass limit in this way. Thus, an ejecta mass of $\sim 20.5 ~M_\odot$ would require several solar masses of leftover hydrogen and/or helium on top of the CO core.

The ejecta mass directly probed by our modeled epochs is limited to the velocity range 22,000 $< v < 50,000$ km s$^{-1}$; within that range, the mass estimate is 3.0 $M_\odot$, comfortably below the maximum CO core mass. Thus, one way to bring our best-fit TARDIS model into agreement with the theoretical CO mass limit is to require a shallower $\alpha$ or to flatten the density profile beginning at higher velocity. As described above, these modifications can lead to lower mass estimates $\sim 6 ~M_\odot$, which are consistent with theoretical CO mass limits. The lowest conceivable mass we can derive from our TARDIS model density profile is $\sim 4.5 ~M_\odot$, which would require $\alpha = 6$ and flattening at $v \lesssim 25,000$ km s$^{-1}$, entering the velocity region probed by our models. Modifying the density profile in this way has minor effects on our TARDIS model. The first epoch is unaffected because the velocities it probes are $> 25,000$ km s$^{-1}$; the second epoch is slightly affected, but discrepancies could be remedied with changes to the abundances. While these modifications can resolve tensions between the mass predicted by our models and theoretical CO mass limits, they still produce masses a factor of 2 larger than the ejecta mass calculated by Sahu et al. (2018) from light-curve data.

We attempt reconciliation with the values derived from the photometry by considering that the light curve directly constrains the diffusion timescale $\tau_m$ (Arnett 1982) given by

$$\tau_m = \left( \frac{\kappa}{\beta c} \right)^{1/2} \left( \frac{6M_{\text{ej}}}{5E_k} \right)^{1/4},$$

where $\kappa$ is the optical opacity, $\beta$ is a constant of integration, and $c$ is the speed of light. Thus, the light-curve analysis gives a constraint on the ratio of $M_{\text{ej}}^3 / E_k$, which is proportional to $\tau_m$.

We calculate the velocity at which our density profile would need to flatten in order to match the value of $M_{\text{ej}}^3 / E_k$ from Sahu et al. (2018). For $\alpha = 6$ (used in our best-fit models), we calculate a required flattening at 23,000 km s$^{-1}$, corresponding to a total mass of 5.6 $M_\odot$. We repeat this exercise, calculating the flattening velocity required to give the same $M_{\text{ej}}^3 / E_k$ ratio.
derived from the light-curve data, for \( \alpha \) values ranging from 3 (below which the mass will diverge at high velocity unless we introduce another cutoff) to 9. We find that at as \( \alpha \) decreases and the density profile becomes less steep, the flattening velocity required to match the \( M_\odot^3/e_\odot \) ratio actually decreases, resulting in an increase in total mass due to the large amount of mass at low velocity. For example, in the case of a shallower density slope of \( \alpha = 4 \), we calculate a flattening velocity of 15,800 km s\(^{-1} \), which corresponds to \( M_\odot = 9.2 M_\odot \). Thus, the observed \( M_\odot^3/e_\odot \) ratio can be matched by a wide range of \( \alpha \) and flattening velocity values; however, lower mass requires a higher flattening velocity and steeper density slope (e.g., \( \sim 4.5 M_\odot \), 25,000 km s\(^{-1} \), \( \alpha = 8.5 \)). Thus, our models, theoretical CO mass limits, and the light-curve analysis can be reconciled if we seek to match \( M_\odot^3/e_\odot \) rather than \( M_\odot^3 \) from Sahu et al. (2018), and we impose a flattening of the density profile.

If steeper or shallower \( \alpha \) and/or flattening the density profile at higher velocity is the right solution to bring the light-curve and spectroscopic data mass estimates into accord, they should have major impacts on later-time spectra that directly probe this region. Modeling the late-time epochs would be a great test of the density profile; however, at late times, the element abundances require changes as well and quickly become degenerate with the density. Exploring this degeneracy is difficult to do manually and will be the subject of future work.

In this work, our best constraint on the density profile at low velocities comes from the nebular line profiles at late times (see Section 5). We discuss the implications from analysis of the density profile at early times using our TARDIS models and at late times using the nebular line profiles in Section 6.

Given our simplistic density and abundance profiles, and the limitations of our 1D model, we cannot rule out the possibility that there are other ways to reconcile the high density suggested by the spectra with the total mass estimate derived from the light curve. In our exploration, however, we were not able to find parameters that would generate good spectral fits at lower densities, specifically to the observed blue flux at wavelengths < 5000 Å.

### 5. Nebular Line Fitting

To investigate the density structure of SN 2014ad at low velocity, we analyze the late-time nebular line profiles, shown in Figure 13. In the nebular phase, the opacity of the ejecta drops such that the photons from all regions are free streaming and the low-velocity interior layers of the SN are revealed. The emissivity structure of the ejecta, which is a combination of the density and excitation, determines the shape of the nebular line features (for a review, see Jerkstrand 2017). For example, nebular emission from constant-density uniformly emitting ejecta results in features with a parabolic shape, ejecta...
distributed in a shell produce flat-topped boxy profiles, and ejecta with a torus geometry give rise to double peaked features (e.g., see Modjaz et al. 2008; Milisavljevic et al. 2010). SN 2014ad exhibits peaky, triangular-shaped features, indicating that there must be an increase in emission toward a compact core. This may come from an ejecta density profile that increases toward the center, an extra emission source, or a combination.

To investigate the density structure of SN 2014ad, we assume spherical symmetry and uniform excitation. Following the calculations described by Jerkstrand (2017) in Section 2.1, we integrate our density profile over a sphere to obtain an expression for the flux. We choose a softened power-law density distribution and fit our expression for the resulting flux to the observed velocity line profiles. Our density profile is given by

$$\rho(v) \propto (1 + v/v_{\text{scale}})^{-\alpha},$$

(3)

where \(v\) is the velocity, \(v_{\text{scale}}\) is a scale velocity, and \(\alpha\) gives the power-law slope at high velocity. We adopt this form because it acts like the simple power-law profile from our TARDIS models at large velocities, \(v \gg v_{\text{scale}}\), but it does not diverge at low velocities.

We use the Markov Chain Monte Carlo (MCMC) package emcee (Foreman-Mackey et al. 2013) to fit to the double [O i] peak and find that the scale velocity and the power-law slope are tightly correlated. Best-fit values for the parameters are \(v_{\text{scale}} = 6300^{+2300}_{-1600}\) km s\(^{-1}\) and \(\alpha = 4.9^{+0.6}_{-0.4}\). Fitting the double [Ca ii] peak, we find \(v_{\text{scale}} = 5300^{+3000}_{-1300}\) km s\(^{-1}\) and \(\alpha = 4.9^{+0.1}_{-0.0}\). These values are in agreement with those derived from the [O i] peak. Additionally, we fit the Mg i peak and find parameters that agree with those from [O i] and [Ca ii], \(v_{\text{scale}} = 6000^{+3000}_{-2000}\) km s\(^{-1}\) and \(\alpha = 6.3^{+1.8}_{-2.0}\), though with much larger errors due to the weak line strength and larger noise in the data. Through the MCMC fitting process, the errors in the nuisance parameters (e.g., amplitude and vertical offset) are also accounted for.

Under the uniform excitation assumption, these findings indicate that the density profile is steep at low velocity near the core, implying a large amount of mass in this region. Alternatively, if we assume that the density profile must flatten at low velocities, then our fitting suggests that excitation must increase toward the core. This could be due to an additional energy source in the core on top of the radioactive decay. In the spectra of SN 2014ad, the Mg i 4571 Å line has a narrow peak that cannot be from the H\(\alpha\) region emission and may support extra emission in the core. In the context of an SN Ic-bl, this extra emission could potentially be a signature of continuing magnetar energy. However, if the peaky features are from an excitation effect, we might expect different results for the fits of [O i], [Ca ii], and Mg i, whereas our fits for each element are consistent with each other. We discuss these results together with our results from our TARDIS models in Section 6.

6. Discussion

Our HST UV spectra of SN 2014ad show suppressed flux levels and are nearly featureless. We interpret this as the effect of high line-blanking opacity strongly absorbing UV radiation, particularly from Fe-group elements; these elements have many transitions at UV wavelengths, creating a forest of absorption lines. The lack of easily identifiable features in the UV spectra arises from extremely high ejecta velocities in SN 2014ad, broadening and blending the UV absorption lines. This implies the presence of high-density material including Fe-group elements at high velocities or, correspondingly, in the outer layers of the ejecta.

In our analysis, we compare a UV spectrum of SN 2014ad to a UV spectrum of SN 1994I, the “canonical” SN Ic, and PTF 12gzk, a peculiar SN Ic with high blueshifted line velocities (but without similarly broadened lines). The SN 1994I and PTF 12gzk UV spectra look similar to those of SN 2014ad; they share the overall general shape and subdued flux. However, they do exhibit a few more distinct features because the lower velocities of SN 1994I and PTF 12gzk do not broaden and blend the absorption lines as much. In Figure 6 we show that these spectral differences in the UV largely blend out as the SN Ic spectra are convolved to higher velocities; this suggests a smooth spectral transition from SN Ic to SN Ic-bl in the UV, though we caution with strong caveats given the small sample of just three SNe Ic with available UV spectra. A larger UV spectroscopic sample of SNe Ic and Ic-bl is needed to explore the diversity of UV behavior for these objects. Interesting UV behavior might also be found at very early premaximum time where the UV is strongest. If little UV spectral variety is found for these objects, as we see in this work, it could indicate that (less expensive) photometric observations are sufficient to characterize SNe Ic at UV wavelengths.

Our measurements of the Fe ii 5169 Å velocities show that SN 2014ad has unusually high early velocities for a Ic-bl; this is consistent with the analysis in Sahu et al. (2018) derived from the Si ii 6355 Å line. We find that SN 2014ad’s velocities are systematically higher than both the sample of SNe Ic-bl without observed GRBs and SN-GRBs. From these results, SN 2014ad appears to fit more consistently with the higher velocities of the SN-GRB sample, and we might favor the on-axis-unobserved GRB scenario. However, an accompanying on-axis GRB for SN 2014ad is ruled out by strong X-ray and radio constraints (Marongiu et al. 2019). Nevertheless, it is still possible that SN 2014ad may have harbored an off-axis jet, which is not excluded by the radio limits, especially given the low-metallicity environment that SN 2014ad inhabits, similar to the PTF SNe Ic-bl sample of Modjaz et al. (2020). Future work on modeling the passage of off-axis versus choked jets in envelopes of exploding massive stars coupled with radiative-transfer calculations are needed to explain the high ejecta velocities in SN 2014ad given the lack of an associated on-axis GRB.

We model our two epochs of HST UV spectra of SN 2014ad with TARDIS. Our models assume simple element abundance and density profiles because the spectra do not require more complexity to achieve reasonable fits over an extended timeframe. Our best-fit TARDIS synthetic spectra require both decreasing the time from explosion to the lower limit allowed by the photometric observations (7 days before B maximum; Sahu et al. 2018) and increasing the luminosity by adopting a 15% larger distance. Though somewhat uncomfortably in tension with previous results, we find these modifications are necessary to match the observed high velocities and relatively high blue flux at <5000 Å. Indeed, Sahu et al. (2018) show that SN 2014ad’s early spectra are quite blue in comparison to other SN Ic-bl and SN-GRBs. We find that capturing these blue features with our model also requires high densities at high velocities.
We consider the consequences predicted by the high densities preferred by our TARDIS models. Integration of the density profile yields an ejecta mass of \(~20.5\, M_\odot\) (assuming a density flattening for velocities \(<15,000\, \text{km}\,\text{s}^{-1}\), a turnover chosen based on the CO138E30 model from Iwamoto et al. (1998)). Such a large mass is inconsistent with both the light-curve analysis ejecta-mass estimate and the largest theoretically derived CO core mass from Sukhbold et al. (2016) (assuming solar metallicity). Reconciliation of the mass estimate with the \(M_\text{ej}\) from the light-curve analysis can be achieved if we impose a flattening in the density profile at higher velocity. Alternatively, if we seek instead to reconcile with the observed \(M_\text{ej}^3/\rho_0\) ratio from the light-curve diffusion timescale, a wider range of power-law slopes and flattening velocities is allowed. In this case, steeper slopes require higher flattening velocities and yield higher total mass estimates. Modification of the density profile for \(4 < \alpha < 8\) and flattening velocity \(<25,000\, \text{km}\,\text{s}^{-1}\) does not impact our TARDIS models significantly and presents a possible solution to the inconsistency. However, the choice of \(\alpha\) and flattening velocity (especially at high velocities) should substantially alter the model fits at later epochs that probe lower-velocity regions of the ejecta. Further modeling of the late-time spectra would help constrain the density profile at lower velocities, and will be the subject of future work.

Extrapolating the density profile to velocities below those probed by our models is very uncertain. However, regardless of what happens at low velocities, our TARDIS model directly predicts \(~3\, M_\odot\) of ejecta at high velocity in the range \(22,000\, \text{km}\,\text{s}^{-1}\) to \(50,000\, \text{km}\,\text{s}^{-1}\). This is the same amount of total ejecta mass estimated from the light-curve analysis, and it has intriguing implications for the explosion model for SN 2014ad. The mass at high velocity (\(v > 22,000\, \text{km}\,\text{s}^{-1}\), probed by the spectra) would be a very large fraction of the total ejecta mass. Thus, the engine of the explosion would somehow need to effectively couple to the ejecta, accelerating the bulk of it to quite high velocities, with relatively little material at low velocity.

To investigate the density profile at low velocity, we place the results of our nebular line fitting in the context of our TARDIS models. Assuming uniform emission from the ejecta, we find that the shape of the nebular features prefer a density profile with a slope of \(\alpha \sim 5\) and a scaling velocity \(~5000\, \text{km}\,\text{s}^{-1}\). While we caution that this scaling velocity is not the same as the flattening velocity suggested in Section 4.3.3, these parameter values suggest that the density profile is still steep at low velocities, and there is indeed significant mass at low velocity. Furthermore, the peaky nebular features disagree with our suggested flattening and also with the more realistic smooth turnover from the CO138E30 model (Iwamoto et al. 1998). A nearly constant, or shallowly sloped, density profile at low velocity would produce nebular features that are more parabolic than we observe. Interestingly, the fit to the nebular lines yields a value for \(\alpha\) that is in the range preferred by our TARDIS models. Because of this, if we scale the best-fit nebular density profile to the \(\rho_0\) used in our TARDIS models and input it into TARDIS, we recover good TARDIS models. However, this density profile from the nebular fits, scaled to \(\rho_0\), would predict an unphysical total mass of \(~19\, M_\odot\).

To solve a similar problem for Ic-bl SN 1998bw, Maeda et al. (2006) invoked a “two-component” density profile where the roughly power-law density at high velocities flattens off around \(15,000\, \text{km}\,\text{s}^{-1}\) and then steepens again at nebular velocities before flattening for a final time around \(3000\, \text{km}\,\text{s}^{-1}\). Such a density profile dramatically improved their nebular spectral models of SN 1998bw. While a similar density structure for SN 2014ad might produce the correct nebular line profiles, any additional steepening of the density at low velocity will increase the mass estimate. Thus, such an explanation cannot reconcile our prediction of unphysically high total mass. Maeda et al. (2006) also found that their nebular spectral models could be improved about equally well by using a two-dimensional model with highly aspherical ejecta. This may be evidence that 2D modeling of SN 2014ad as aspherical is needed to fully reconcile the photospheric and nebular models.

Thus, the predictions from our TARDIS models can be separately reconciled with either the light-curve analysis or the nebular line fitting, but not both simultaneously. We have assumed that the nebular lines are tracing just the density profile, while emission remains uniform. This assumption may be incorrect, and the peaky nebular features may be caused by a source of extra emission in the core, such as continuing energy from a magnetar. In this case, the agreement in \(\alpha\) between our TARDIS models and the nebular fits is a coincidence, and our TARDIS models can be reconciled with the light curve as described above. This seems more likely, but in that case it remains somewhat puzzling that [O i], [Ca ii], and Mg ii have similar line profiles and thus similar nebular fit parameters, as the excitation and emission might be expected to vary differently for these species. In all cases, our analysis suggests that the mass is likely somewhat larger than previously estimated for SN 2014ad.

Degeneracy between the density profile and other TARDIS parameters, like the abundances, time from explosion, photospheric velocity, and luminosity, could be another possible explanation for the mass discrepancies we find. Though we were unable to find combinations of parameters that gave good spectral fits to both HST epochs with lower density, we used relatively simplistic profiles and assumptions. Our assumption of a single power-law density profile works well for times and velocities near the range that our models probe. However, the full density profile likely has a more complicated structure (e.g., perhaps shallower at lower velocities and steeper at higher velocities). Similarly, our assumption of a uniform composition is not realistic, though it does well at epochs (and thus velocities) near the spectra that we model. In attempting to fit later epochs, we find that adjustments to abundance structure at low velocities would be required. Additionally, altering the abundance structure at higher velocities (\(>50,000\, \text{km}\,\text{s}^{-1}\)) might improve the TARDIS model fit in the UV.

Fully exploring more complicated density and abundance profiles for SN 2014ad would likely improve our models; however, these parameters are somewhat degenerate with each other and such exploration by hand may be computationally intractable, given the large parameter space. To address this issue, work is ongoing within the TARDIS team to study parameter covariance through the use of machine learning and emulators that can vastly speed up model evaluation. For example, a TARDIS emulator for SN Ia was developed by Kerzendorf et al. (2021) and O’Brien et al. (2021) with a speed-up of several orders of magnitude, and efforts are underway to apply this approach to stripped-envelope SNe (M. Williamson et al. 2022, in preparation). Future work with emulators and posterior distributions may help untangle the degeneracy and
provide a path forward. Additional next steps will include detailed modeling of the full UV through IR spectra.

Further limitations of our models arise from the TARDIS assumption of spherical symmetry. Indeed, the spectropolarimetry from Stevance et al. (2017) suggests that SN 2014ad has large clumps of oxygen and calcium that are asymmetrically distributed in distinct regions from each other, with the calcium layer being deeper in the ejecta. They find evidence of axial symmetry at early epochs and spherical symmetry at late epochs. Jet-like asymmetry in the ejecta of SNe Ic-bl can lead to viewing angle effects on the spectral features, as shown by Barnes et al. (2018). These spectral differences from polar versus equatorial viewing angles are relatively minor near maximum light (where our epochs probe); thus, we would expect that effects from asymmetry might necessitate modification of abundances or velocities somewhat but would not require drastic changes to the TARDIS model. At late times and low velocities, the ejecta of SN 2014ad is nearly spherical (Stevance et al. 2017) and the assumption of spherical symmetry is reasonable. However, asymmetries at early epochs and high velocities might affect the high densities required by our models and thus impact our estimations of total mass. To account for asymmetric effects, 2D or 3D modeling would be required, which is beyond the scope of TARDIS and this work.

Broadening out to compare SN 2014ad with other relativistic SNe Ic-bl without GRBs, we compare our results to the analysis and modeling of SN 2012ap by Milisavljevic et al. (2015). Our models of SN 2014ad prefer higher photospheric velocities than the SYN++ models of SN 2012ap. Our models also imply a higher ejecta mass and kinetic energy than those estimated for SN 2012ap, which are similar in value to the ejecta mass and kinetic energy for SN 2014ad from Sahu et al. (2018) and were calculated in the same way. In agreement with the SYN++ modeling of SN 2012ap by Milisavljevic et al. (2015), in our TARDIS models we find that O I, Ca II, Fe II, and Si II are crucial contributors to the spectra; however, in contrast, we do not find that He I, C II, or Na I make significant contributions to our TARDIS models. Milisavljevic et al. (2015) detect high-velocity helium at +14 days in SN 2012ap, which may agree with the appearance of broad He absorption in the NIR spectra of SN 2014ad from Shahbandeh et al. (2022) sometime between +7 days and +35 days. The nebular [O I] lines in SN 2014ad are similar in shape to SN 2009bb, the first relativistic SN Ibc without a detected GRB (Soderberg et al. 2010). The [O I] profiles are less double peaked than those of SN 2012ap, suggesting SN 2014ad may be more spherical at late times than SN 2012ap. The nebular [Ca II] lines in SN 2014ad are symmetric, unlike that of SN 2012ap whose asymmetric [Ca II] was interpreted to be due to opaque interior ejecta (Milisavljevic et al. 2015). Other more recent engine-driven SNe Ic-bl without GRBs include iPTF17cw (Corsi et al. 2017) and SN 2018bvw (ZTF18aaqjovh) (Ho et al. 2020b), both of which exhibit lower velocities than SN 2014ad. SN 2014ad appears to be another transition object between “ordinary” SNe Ic-bl and SN-GRBs.

Finally, to pull back to a bigger picture view, in Figure 14 we place the UV spectra of SN 2014ad in context with the UV spectra of other Type I SNe. We include the UV spectra of an SN Ia, SN 2011fe (Mazzali et al. 2014); a Type I superluminous SN (SLSN I), Gaia 16apd (Nicholl et al. 2017;
Yan et al. (2018); a peculiar SN Ib, SN 2006jc (Bufano et al. 2009); the SNe Ic discussed previously in this work, SN 1994I and PTF 12gzk; and an SN Ic-bl, SN 2014ad. Of these comparison objects, the spectra of the SNe Ic are most similar to those of SNe Ia in the UV, likely a result of the similar UV line-blanketing from Fe-group elements. Our results show that blue and UV data are powerful diagnostics of stripped-envelope SNe, showing a clear need for continued observations in the future.
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