OVERPARTITIONS AND SINGULAR OVERPARTITIONS

SEUNGHYUN SEO AND AE JA YEE

Dedicated to Krishnaswami Alladi for his 60th birthday

Abstract. Singular overpartitions, which were defined by George Andrews, are overpartitions whose Frobenius symbols have at most one overlined entry in each row. In his paper, Andrews obtained interesting combinatorial results on singular overpartitions, one of which relates a certain type of singular overpartitions with a subclass of overpartitions. In this paper, we provide a combinatorial proof of Andrews’s result, which answers one of his open questions.
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1. Introduction

A Frobenius symbol for \( n \) is a two-rowed array \([2, 10]\):

\[
\begin{pmatrix}
a_1 & a_2 & \cdots & a_δ \\
b_1 & b_2 & \cdots & b_δ
\end{pmatrix}
\]

where \( \sum_{i=1}^{δ} (a_i + b_i + 1) = n \), \( a_1 > a_2 > \cdots > a_δ \geq 0 \), and \( b_1 > b_2 > \cdots > b_δ \geq 0 \). There is a natural one-to-one correspondence between the Frobenius symbols for \( n \) and the ordinary partitions of \( n \) (see Section 2.2). Thus a Frobenius symbol for \( n \) is another representation of an ordinary partition of \( n \).

An overpartition of \( n \) is a partition in which the first occurrence of a part may be overlined [5]. For an overpartition, one can define the corresponding Frobenius symbol by allowing overlined entries in a similar way. It should be noted that the Frobenius symbol of an overpartition is defined in a different way in [5, 7].

Recently, George Andrews introduced a certain subclass of overpartitions, namely singular overpartitions which are Frobenius symbols with at most one overlined entry in each row [3]. For integers \( k, i \) with \( k \geq 3 \) and \( 1 \leq i < k \), Andrews found interesting combinatorial and arithmetic properties of \((k, i)\)-singular overpartitions, which are singular overpartitions with some restrictions subject to \( k \) and \( i \). Because of the complexity of the restrictions, we defer the exact definition to Section 2.4. One of the main results of Andrews in [3] is the following.

Theorem 1.1 (Andrews, [3]). The number of \((k, i)\)-singular overpartitions of \( n \) equals the number of overpartitions of \( n \) in which no part is divisible by \( k \) and only parts congruent to \( \pm i \mod k \) may be overlined.

Equivalently,

\[
\sum_{n=0}^{\infty} Q_{k,i}(n) q^n = \prod_{n=0}^{\infty} \frac{(1 + q^{nk+i})(1 + q^{n+1})}{(1 - q^{nk+1})(1 - q^{nk+2}) \cdots (1 - q^{nk+k-1})},
\]

where \( Q_{k,i}(n) \) is the number of \((k, i)\)-singular overpartitions of \( n \).

---
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Andrews concluded his paper with four open questions. The first question is to prove Theorem 1.1 bijectively. The primary purpose of this paper is to provide an answer to the first question. His second question is indeed a special case of the first one. Consequently, the second question will be settled as well. In addition, we obtain a refined version of Theorem 1.1, namely Theorem 4.1 in Section 4.

This paper is organized as follows. In Section 2, necessary definitions and maps are reviewed. In Section 3, an enumeration formula for subclasses of \((k,i)-\)singular overpartitions is given (see Theorem 3.1), and finally, a combinatorial proof of Theorem 1.1 will be presented in Section 4.

2. Preliminaries

In this section, we provide some definitions and bijections that are needed in later sections.

2.1. Definitions. For a partition or overpartition \(\lambda\), we write it as \(\lambda = (\lambda_1, \lambda_2, \ldots)\) with \(\lambda_1 \geq \lambda_2 \geq \cdots\). We denote by \(|\lambda|\) the sum of parts, and by \(\ell(\lambda)\) the number of parts.

The conjugate \(\lambda'\) of a partition \(\lambda\) is the partition resulting from the reflection of the Ferrers graph of \(\lambda\) about the main diagonal.

For a positive integer \(k\), we also define \(k\lambda\) as the partition whose parts are \(k\) times each part of \(\lambda\). For instance, let \(\lambda = (3, 3, 2, 1)\). Then \(5\lambda = (15, 15, 10, 5)\).

Let \(\lambda\) and \(\mu\) be two partitions. Then we define the union \(\lambda \cup \mu\) as the partition consisting of all the parts of \(\lambda\) and \(\mu\).

We denote the number of partitions of \(n\) by \(p(n)\). We also denote the partition with no parts by \(\emptyset\).

For further standard definitions, see [1].

2.2. Frobenius symbol. Recall the definition of a Frobenius symbol for \(n\) in Introduction. For a partition \(\lambda\) of \(n\), let \(\delta\) be the largest integer such that \(\lambda_\delta - \delta \geq 0\), i.e., \(\delta\) is the side of the Durfee square of \(\lambda\). We now consider the following two-rowed array:

\[
\begin{pmatrix}
\lambda_1 - 1 & \lambda_2 - 2 & \cdots & \lambda_\delta - \delta \\
\lambda'_1 - 1 & \lambda'_2 - 2 & \cdots & \lambda'_\delta - \delta
\end{pmatrix}.
\]

Clearly, this satisfies the conditions for Frobenius symbols for \(n\), and this is reversible. Thus there is a unique Frobenius symbol associated with \(\lambda\). For instance, the associated Frobenius symbol of the partition \((7, 5, 5, 3, 2, 2, 1)\) is

\[
\begin{pmatrix}
6 & 3 & 2 \\
6 & 4 & 1
\end{pmatrix}.
\]

2.3. \((k,i)\)-parity blocks and anchors. Throughout this paper, we assume that \(k\) and \(i\) are integers such that \(k \geq 3\) and \(1 \leq i \leq k - 1\).

For a partition \(\lambda\), by abuse of the notation, we will denote its Frobenius symbol by \(\lambda\). A column \(a_t/b_t\) of \(\lambda\) is called \((k,i)\)-positive if \(a_t - b_t \geq k - i - 1\) and called \((k,i)\)-negative if \(a_t - b_t \leq -i + 1\). If \(-i + 2 \leq a_t - b_t \leq k - i - 2\), we call the column \((k,i)\)-neutral.

If two columns are both \((k,i)\)-positive or both \((k,i)\)-negative, we shall say that they have the same parity.

We now divide \(\lambda\) into \((k,i)\)-parity blocks. These are sets of contiguous columns maximally extended to the right, where all the entries have either the same parity or neutral.

We shall say that a parity block is neutral if all columns are neutral. Owing to the maximality condition this can only occur if all the columns of \(\lambda\) are neutral. In all other cases, we shall say that a block is positive (or negative) if it contains no negative (or positive, resp.) columns. For instance, consider the following Frobenius symbol:

\[
\begin{pmatrix}
31 & 28 & 27 & 25 & 22 & 18 & 16 & 14 & 13 & 9 & 8 & 7 & 6 & 4 & 1 & 0 \\
30 & 28 & 25 & 24 & 20 & 19 & 16 & 15 & 12 & 11 & 8 & 7 & 4 & 3 & 2 & 0
\end{pmatrix}.
\]

The \((3,1)\)-parity blocks are

\[
\begin{pmatrix}
31 & 28 & 27 & 25 & 22 & 18 & 16 & 14 & 13 & 9 & 8 & 7 & 6 & 4 & 1 & 0 \\
30 & 28 & 25 & 24 & 20 & 19 & 16 & 15 & 12 & 11 & 8 & 7 & 4 & 3 & 2 & 0
\end{pmatrix}.
\]
and the $$(5, 2)$$-parity blocks are
\[
\begin{pmatrix}
31 & 28 & 27 & 25 & 22 & 18 & 16 & 14 & 13 & 9 & 8 & 7 & 6 & 4 & 1 & 0 \\
30 & 28 & 25 & 24 & 20 & 19 & 16 & 15 & 12 & 11 & 8 & 7 & 4 & 3 & 2 & 0
\end{pmatrix}.
\]
For a non-neutral block, we now define its anchor as the first non-neutral column.

2.4. $$(k, i)$$-singular overpartitions. We are ready to define $$(k, i)$$-singular overpartitions. A Frobenius symbol is $$(k, i)$$-singular if it satisfies one of the following conditions:
- there are no overlined entries;
- if there is one overlined entry on the top row, then it occurs in the anchor of a positive block;
- if there is one overlined entry on the bottom row, then it occurs in the anchor of a negative block;
- if there are two overlined entries, then they occur in adjacent anchors with one on the top row of the positive block and the other on the bottom row of the negative block.

For the Frobenius symbol in (1), the following are all the $$(5, 2)$$-Dyson map.

2.5. Dyson map. For a partition $$\lambda$$, the rank of $$\lambda$$ is the largest part minus the number of parts, i.e.,
\[
\text{rank}(\lambda) := \lambda_1 - \ell(\lambda).
\]
We remark that the rank of $$\lambda$$ is equal to $$a_1 - b_1$$ if $$a_1$$ is the first column of the Frobenius symbol of $$\lambda$$. For convenience, we define $$\text{rank}(\emptyset) = 0$$.

Freeman Dyson defined a map to prove a symmetry in partitions [6]. Here, we use the description of the Dyson map in [4, 8]. For a partition $$\lambda$$ of $$n$$ with $$\text{rank}(\lambda) \leq r$$, we subtract 1 from each part of $$\lambda$$ and then add a part of size $$r - 1 + \ell(\lambda)$$. We call this the Dyson map and denote it by $$d_r$$.

Remark 1. It can be easily checked that $$d_r(\lambda)$$ is a partition of $$n + r - 1$$ with $$\text{rank}(d_r(\lambda)) \geq r - 2$$.

We now describe the Dyson map with Frobenius symbol for later use. Consider
\[
\lambda = \begin{pmatrix} a_1 & a_2 & \cdots & a_\delta \\ b_1 & b_2 & \cdots & b_\delta \end{pmatrix},
\]
with $$\text{rank}(\lambda) \leq r$$. When $$\delta \geq 2$$, $$d_r(\lambda)$$ is given by
\[
\begin{pmatrix} b_1 + r - 1 & a_1 - 2 & \cdots & a_\delta - 2 & a_{\delta - 1} - 2 & a_\delta - 2 \\ b_2 + 2 & b_3 + 2 & \cdots & b_\delta + 2 & 1 & 0 \end{pmatrix}
\]
if $$a_\delta \geq 2$$,
\[
\begin{pmatrix} b_1 + r - 1 & a_1 - 2 & \cdots & a_{\delta - 2} - 2 & a_{\delta - 1} - 2 \\ b_2 + 2 & b_3 + 2 & \cdots & b_\delta + 2 & 1 & 0 \end{pmatrix}
\]
if $$a_\delta = 1$$,
\[
\begin{pmatrix} b_1 + r - 1 & a_1 - 2 & \cdots & a_{\delta - 2} - 2 \\ b_2 + 2 & b_3 + 2 & \cdots & b_\delta + 2 \end{pmatrix}
\]
if $$a_\delta = 0, a_{\delta - 1} = 1$$,
\[
\begin{pmatrix} b_1 + r - 1 & a_1 - 2 & \cdots & a_{\delta - 2} - 2 & a_{\delta - 1} - 2 \\ b_2 + 2 & b_3 + 2 & \cdots & b_\delta + 2 \end{pmatrix}
\]
if $$a_\delta = 0, a_{\delta - 1} \geq 2$$.

When $$\delta = 1$$, $$d_r(\lambda)$$ is given by
\[
\begin{pmatrix} b_1 + r - 1 & a_1 - 2 \\ 1 & 0 \end{pmatrix}
\]
if $$a_1 \geq 2$$,
\[
\begin{pmatrix} b_1 + r - 1 \\ 1 \end{pmatrix}
\]
if $$a_1 = 1$$,
\[
\begin{pmatrix} b_1 + r - 1 \\ 0 \end{pmatrix}
\]
if $$a_1 = 0$$ and $$b_1 \geq 1 - r$$,
• $\emptyset$ if $a_1 = 0$ and $b_1 = -r$.

Note that the upper left entry of $d_r(\lambda)$ is $b_1 + r - 1$ if $d_r(\lambda)$ is nonempty.

2.6. Shift and Shifted Conjugate. Given an integer $u$, a shift map $s_u$ is defined as follows:

$$
\begin{pmatrix}
 a_1 & a_2 & \cdots & a_\delta \\
 b_1 & b_2 & \cdots & b_\delta
\end{pmatrix}
\xrightarrow{s_u}
\begin{pmatrix}
 a_1 - u & a_2 - u & \cdots & a_\delta - u \\
 b_1 + u & b_2 + u & \cdots & b_\delta + u
\end{pmatrix}.
$$

Similarly, a shifted conjugate map $c_u$ is defined as follows:

$$
\begin{pmatrix}
 a_1 & a_2 & \cdots & a_\delta \\
 b_1 & b_2 & \cdots & b_\delta
\end{pmatrix}
\xrightarrow{c_u}
\begin{pmatrix}
 b_1 - u & b_2 - u & \cdots & b_\delta - u \\
 a_1 + u & a_2 + u & \cdots & a_\delta + u
\end{pmatrix}.
$$

Remark 2. It follows from the definitions that $s_u^{-1} = s_{-u}$ and $c_u^{-1} = c_u$. Also, for the Frobenius symbol of the empty partition $\emptyset$, we define $s_u(\emptyset) = c_u(\emptyset) = \emptyset$.

2.7. Wright map. The Wright map is a bijection between pairs of partitions into distinct parts and pairs of an ordinary partition and a triangular number (see [8, 9, 11]). However, in this paper, we give a modified version of the map using Frobenius symbol for our purpose. We denote the map by $\varphi$.

Let $\mu^1$ be a partition into distinct parts congruent to $i \bmod k$ and $\mu^2$ be a partition into distinct parts congruent to $(k - i) \bmod k$, namely

$$
\mu^1 = (ka_1 + i, ka_2 + i, \ldots, ka_{a+m} + i),
$$

$$
\mu^2 = (kb_1 + (k - i), kb_2 + (k - i), \ldots, kb_s + (k - i)),
$$

where $a_1 > a_2 > \cdots > a_{m+s} \geq 0$ and $b_1 > b_2 > \cdots > b_m \geq 0$.

Suppose that $m \geq 0$. We consider the following Frobenius symbol

$$
\mu = \begin{pmatrix}
 a_1 + m & a_2 + m & \cdots & a_{s+m} \\
 b_1 & b_2 & \cdots & b_s
\end{pmatrix}.
$$

We now take $\nu = (a_1 - m + 1, a_2 - m + 2, \ldots, a_m)$. Then since $a_1 > a_2 > \cdots$, it is clear that $\nu$ is a partition. We define $\varphi(\mu^1, \mu^2) = (k(\nu \cup \mu), m)$.

For example, let $k = 5$ and $i = 2$. If $\mu^1 = (37, 27, 22, 7)$ and $\mu^2 = (18, 13)$, then $m = 2$, and we obtain

$$
\mu = \begin{pmatrix}
 4 & 1 \\
 3 & 2
\end{pmatrix} = (5, 3, 2, 2),
$$

$$
\nu = (6, 5).
$$

Thus

$$
\varphi(\mu^1, \mu^2) = (5(6, 5, 3, 2, 2), 2) = ((30, 25, 15, 10, 10), 2).
$$

Similarly, if $m < 0$, we consider the following Frobenius symbol

$$
\mu = \begin{pmatrix}
 b_{1-m} & b_{2-m} & \cdots & b_s \\
 a_1 & a_2 & \cdots & a_{s+m}
\end{pmatrix}.
$$

We now take $\nu = (b_1 + m + 1, b_2 + m + 2, \ldots, b_m)$. Then since $b_1 > b_2 > \cdots$, it is clear that $\nu$ is a partition. We define $\varphi(\mu^1, \mu^2) = (k(\nu \cup \mu), m)$.

We can easily check that $|\mu^1| + |\mu^2| = k(|\nu| + |\mu|) + k\binom{m}{2} + im$, and we omit the details.

Remark 3. We note that the Wright map proves that the number of such pairs of partitions $\mu^1, \mu^2$ with $|\mu^1| + |\mu^2| = n$ and $\ell(\mu^1) - \ell(\mu^2) = m$ is

$$
p\left(n - \frac{k\binom{m}{2} - im}{k}\right).
$$
3. Singular overpartitions and dotted blocks

3.1. Dotted parity blocks. We now introduce another representation of a \((k, i)\)-singular overpartition. We will use this representation throughout this paper.

Let \(\lambda\) be a \((k, i)\)-singular overpartition. We first separate all the columns before the first anchor to form a block. By the definition of parity blocks, we see that these columns must be all neutral if exist. We denote this block by \(E\). For the blocks of the remaining columns, we denote each of them by \(P\) and \(N\) if its anchor is positive and negative, respectively.

If there is exactly one overlined entry in \(\lambda\), we put a dot on the top of each of the blocks between the first non-neutral block and the block of the overlined entry. If there are two overlined entries in \(\lambda\), then we put a dot on the top of each block between the second non-neutral block and the block of the last overlined entry.

It is clear that a Frobenius symbol \(\lambda\) is \((k, i)\)-singular if

S1. there are no dotted blocks, or
S2. there are consecutive dotted blocks starting from the first non-neutral block, or
S3. there are consecutive dotted blocks starting from the second non-neutral block.

For instance, if a sequence of parity blocks is \(EPNPN\), then the following are all singular:

\[ EPNPN, \quad EP\dot{N}PN, \quad E\dot{P}NPN, \quad E\dot{P}\dot{N}P\dot{N}, \]

Since there is a one-to-one correspondence between \((k, i)\)-singular overpartitions and Frobenius symbols with a sequence of parity blocks satisfying S1, S2, or S3, we will use the latter form from now on.

3.2. \((k, i)\)-singular overpartitions with \(m\) dotted blocks. The following theorem is one of our main results.

**Theorem 3.1.** Let \(m\) be a positive integer.

1. The number of \((k, i)\)-singular overpartitions of \(n\) with exactly \(m\) dotted blocks and the last dotted block negative is

\[ p \left( n - k \left( \frac{m}{2} \right) - im \right). \]

2. The number of \((k, i)\)-singular overpartitions of \(n\) with exactly \(m\) dotted blocks and the last dotted block positive is

\[ p \left( n - k \left( \frac{m + 1}{2} \right) + im \right). \]

Note that singular overpartitions with no dotted blocks are just ordinary partitions, which with Theorem 3.1 yields the following corollary.

**Corollary 3.2.** The number of \((k, i)\)-singular overpartitions of \(n\) is

\[ \sum_{m=-\infty}^{\infty} p \left( n - k \left( \frac{m}{2} \right) - im \right). \]

*Proof.* For \(m < 0\), the number of \((k, i)\)-singular overpartitions of \(n\) with exactly \(|m|\) dotted blocks and the last block positive is

\[ p \left( n - k \left( \frac{m}{2} \right) - im \right), \]

which completes the proof. \(\square\)

To prove Theorem 3.1, we will construct a bijection in Section 3.3. However, we first need the following two lemmas.
Lemma 3.3. Given integers \( f, g, h \) with \( g \geq 1, 2g \geq f + 1, h \geq f \), consider two Frobenius symbols
\[
L = \begin{pmatrix} a_1 & \cdots & a_{t-1} \\ b_1 & \cdots & b_{t-1} \end{pmatrix} \quad \text{and} \quad R = \begin{pmatrix} \alpha_1 & \cdots & \alpha_r \\ \beta_1 & \cdots & \beta_r \end{pmatrix} \neq \emptyset,
\]
such that

i) \( a_y - b_y \geq f \) for all \( 1 \leq y \leq t - 1 \),

ii) \( \alpha_{t-1} - \beta_1 \leq f - 2 + 1 \),

iii) \( a_{t-1} > \alpha_1 + g - 1 \),

iv) \( b_{t-1} > \beta_1 - g + 1 \geq 0 \).

Let
\[
\mu = \begin{pmatrix} \mu_{11} & \mu_{12} & \cdots & \mu_{1\delta'} \\ \mu_{21} & \mu_{22} & \cdots & \mu_{2\delta'} \end{pmatrix} := c_{g-f+1}(L) d_{f-2g+1}(R),
\]
where the first \( t-1 \) columns of \( \mu \) are from \( c_{g-f+1}(L) \) and the rest are from \( d_{f-2g+1}(R) \). Then the following are true.

1. \( \mu \) is a Frobenius symbol.
2. \( \mu_{1y} - \mu_{2y} \leq f - 2g - 2 \) for all \( 1 \leq y \leq t - 1 \) and \( \mu_{1t} - \mu_{2t} \geq f - 2 + 1 \) if \( \mu_{1t} \) and \( \mu_{2t} \) exist.
3. \( \text{rank}(\mu) \leq -h + 2f - 2g - 2 \) if \( L = \emptyset \) and \( \text{rank}(L) \geq h \).
4. The correspondence from \( (L, R) \) to \( \mu \) is reversible.
5. \( |L| + |R| - |\mu| = 2g - f \).

Proof. First note that since \( \text{rank}(R) = \alpha_1 - \beta_1 \leq f - 2 + 1 \), \( d_{f-2g+1}(R) \) is well defined. We now prove each of the five statements.

1. If \( L = \emptyset \), then \( \mu = d_{f-2g+1}(R) \) is obviously a Frobenius symbol because the Dyson map is defined on partitions. Now assume \( L \neq \emptyset \). Then the last column of \( c_{g-f+1}(L) \) is \( b_{t-1} - g + f - 1 \).

   • If \( d_{f-2g+1}(R) \neq \emptyset \), then its first column is \( \beta_1 + f - 2 + 2 \). \( \gamma \), where \( \gamma \) is 0, 1, or \( \beta_2 + 2 \). (See Section 2.5).

   Since \( b_{t-1} > \beta_1 - g + 1 \), we have
   \[
   b_{t-1} - g + f - 1 > \beta_1 + f - 2 + 2,
   \]
   from which with \( a_{t-1} - b_{t-1} \geq f \), it follows that
   \[
   a_{t-1} + g - f + 1 \geq b_{t-1} + g + 1 \geq \beta_1 + 2 \geq \gamma.
   \]

   Thus \( \mu = c_{g-f+1}(L) d_{f-2g+1}(R) \) is a Frobenius symbol.

   • If \( d_{f-2g+1}(R) = \emptyset \), then \( R = \begin{pmatrix} 0 \\ 2g - f - 1 \end{pmatrix} = \begin{pmatrix} \alpha_1 \\ \beta_1 \end{pmatrix} \). Since \( b_{t-1} > \beta_1 + g + 1 \),
   \[
   b_{t-1} - g + f - 1 \geq \beta_1 + 2g + f + 1 = 0.
   \]
   Also, since \( a_{t-1} > \alpha_1 + g - 1 \) and \( 2g \geq f + 1 \),
   \[
   a_{t-1} + g - f + 1 \geq \alpha_1 + 2g - f + 1 \geq 2.
   \]

   Thus \( \mu = c_{g-f+1}(L) \) is a Frobenius symbol.

2. For \( 1 \leq y \leq t - 1 \), since \( a_y - b_y \geq f \),
\[
\mu_{1y} - \mu_{2y} = (b_y - a_y) - 2g + 2f - 2 \leq -f - 2 + 2f - 2.
\]

Also, by Remark 1,
\[
\mu_{1t} - \mu_{2t} = \text{rank}(d_{f-2g+1}(R)) \geq (f - 2 + 1) - 2.
\]

3. If \( \text{rank}(L) \geq h \) then \( a_1 - b_1 \geq h \). Thus
\[
\text{rank}(\mu) = \mu_{11} - \mu_{21} = (b_1 - a_1) - 2g + 2f - 2 \leq -h + 2 + 2f - 2.
\]
(4) Consider a Frobenius symbol $\mu = \left( \begin{array}{ccc} \mu_{11} & \mu_{12} & \cdots \\ \mu_{21} & \mu_{22} & \cdots \\ \mu_{t1} & \mu_{t2} & \cdots \end{array} \right)$ satisfying (2). Set

$$L' = \left( \begin{array}{ccc} \mu_{11} & \cdots & \mu_{1(t-1)} \\ \mu_{21} & \cdots & \mu_{2(t-1)} \end{array} \right) \quad \text{and} \quad R' = \left( \begin{array}{ccc} \mu_{1t} & \cdots & \mu_{2s'} \end{array} \right).$$

Then $L = c_{g-f+1}(L')$ and $R = d_{f-2g+1}(R')$ are desired Frobenius symbols, so (4) holds.

(5) Finally, since $|c_{g-f+1}(L)| = |L|$ and $|d_{f-2g+1}(R)| = |R| - (2g - f)$, (5) holds true. \hfill \square

**Lemma 3.4.** Given integers $f, g, h$ with $g \geq 1, 2g \geq f + 1, h \leq f$, consider two Frobenius symbols

$$L = \left( \begin{array}{ccc} a_1 & \cdots & a_{t-1} \\ b_1 & \cdots & b_{t-1} \end{array} \right) \quad \text{and} \quad R = \left( \begin{array}{ccc} \alpha_1 & \cdots & \alpha_t \\ \beta_1 & \cdots & \beta_t \end{array} \right) \neq \emptyset,$$

such that

i) $a_y - b_y \leq f$ for all $1 \leq y \leq t - 1$,

ii) $\alpha_1 - \beta_1 \leq f - 2g + 1$,

iii) $a_{t-1} > \beta_1 + f + 1$,

iv) $b_{t-1} > \alpha_1 + g - f - 1 \geq 0$.

Let

$$\mu = \left( \begin{array}{ccc} \mu_{11} & \mu_{12} & \cdots \\ \mu_{21} & \mu_{22} & \cdots \\ \mu_{t1} & \mu_{t2} & \cdots \end{array} \right) := s_{g+1}(L) d_{f-2g+1}(R),$$

where the first $t - 1$ columns of $\mu$ are from $s_{g+1}(L)$ and the rest are from $d_{f-2g+1}(R)$. Then the following are true.

1. $\mu$ is a Frobenius symbol.
2. $\mu_{1y} - \mu_{2y} \leq f - 2g - 2$ for all $1 \leq y \leq t - 1$ and $\mu_{1t} - \mu_{2t} \geq f - 2g - 1$ if $\mu_{1t}$ and $\mu_{2t}$ exist.
3. $\text{rank}(\mu) \leq h - 2g - 2$ if $L \neq \emptyset$ and $\text{rank}(L) \leq h$.
4. The correspondence from $(L, R)$ to $\mu$ is reversible.
5. $|L| + |R| - |\mu| = 2g - f$.

**Proof.** First note that since $\text{rank}(R) = \alpha_1 - \beta_1 \leq f - 2g + 1, d_{f-2g+1}(R)$ is well defined. We now prove each of the five statements.

(1) If $L = \emptyset$, then $\mu = d_{f-2g+1}(R)$ is obviously a Frobenius symbol since the Dyson map is defined on partitions. Now assume $L \neq \emptyset$. Then the last column of $s_{g+1}(L)$ is $a_{t-1} - g - 1$

- If $d_{f-2g+1}(R) \neq \emptyset$, then its first column is $\beta_1 + f - 2g, \gamma$ where $\gamma$ is 0, 1, or $\beta_2 + 2$ (see Section 2.5).

Since $a_{t-1} > \beta_1 + g + 1$, we have

$$a_{t-1} - g - 1 > \beta_1 + f - 2g,$$

from which with $a_{t-1} - b_{t-1} \leq f$, it follows that

$$b_{t-1} + g + 1 \geq a_{t-1} - f + g + 1 > \beta_1 + 2 > \gamma.$$

Thus $\mu = s_{g+1}(L) d_{f-2g+1}(R)$ is a Frobenius symbol.

- If $d_{f-2g+1}(R) = \emptyset$, then $R = \left( \begin{array}{c} 0 \\ 2g - f - 1 \end{array} \right) = \left( \begin{array}{c} \alpha_1 \\ \beta_1 \end{array} \right)$. Since $a_{t-1} > \beta_1 + g + 1$,

$$a_{t-1} - g - 1 \geq \beta_1 - 2g + f + 1 = 0.$$

Also, since $b_{t-1} > \alpha_1 + g - f - 1$ and $2g \geq f + 1$,

$$b_{t-1} + g + 1 \geq \alpha_1 + 2g - f + 1 \geq 2.$$

Thus $\mu = s_{g+1}(L)$ is a Frobenius symbol.
(2) For \(1 \leq y \leq t - 1\), since \(a_y - b_y \leq f\),
\[
\mu_{1y} - \mu_{2y} = (a_y - b_y) - 2g - 2 \leq f - 2g - 2.
\]
Also, by Remark 1,
\[
\mu_{1t} - \mu_{2t} = \text{rank}(df_{-2g+1}(R)) \geq (f - 2g + 1) - 2.
\]
(3) If \(\text{rank}(L) \leq h\), then \(a_1 - b_1 \leq h\). Thus
\[
\text{rank}(\mu) = \mu_{11} - \mu_{21} = (a_1 - b_1) - 2g - 2 \leq h - 2g - 2.
\]
(4) Consider a Frobenius symbol \(\mu = \left(\begin{array}{ccc}
\mu_{11} & \mu_{12} & \cdots \\
\mu_{21} & \mu_{22} & \cdots \\
\mu_{2(t-1)} & \cdots & \mu_{2(t-1)}
\end{array}\right)\) satisfying (2). Set
\[
L' = \left(\begin{array}{ccc}
\mu_{11} & \cdots & \mu_{1(t-1)} \\
\mu_{21} & \cdots & \mu_{2(t-1)}
\end{array}\right) \quad \text{and} \quad R' = \left(\begin{array}{ccc}
\mu_{1t} & \cdots & \mu_{1t} \\
\mu_{2t} & \cdots & \mu_{2t}
\end{array}\right).
\]
Then \(s_{-g-1}(L')\) and \(d_{f-2g+1}^{-1}(R')\) are the desired Frobenius symbols. So (4) holds.
(5) Finally, since \(|s_{g+1}(L)| = |L|\) and \(|d_{-2g+1}(R)| = |R| - (2g - f)\), (5) holds true. \(\square\)

3.3. Bijection \(\psi_m\). Assume that \(m\) is a positive integer. We now construct a bijection \(\psi_m\) between the \((k, i)\)-singular overpartitions of \(n\) with \(m\) dotted blocks and the partitions of \(n'\), where \(n' = n - k\binom{m}{2} - im\) if the last dotted block is negative, and \(n' = n - k\binom{m+1}{2} + im\) if the last dotted block is positive. This proves Theorem 3.1. By symmetry, it is sufficient to show the case that the last dotted block is negative.

Let \(\lambda\) be a \((k, i)\)-singular overpartition in which there are exactly \(m\) dotted blocks and the last dotted block is negative.

First let \(D_1\) be the union of the last dotted block and the blocks on the right of the last dotted block if any. From the right to left, denote each of the unchosen dotted blocks by \(D_v\) for \(1 < v \leq m\). Let \(D_{m+1}\) be the union of the blocks on the left of \(D_m\) if any. For example, consider a \((5, 2)\)-singular overpartition
\[
\lambda = \left(\begin{array}{cccccc}
31 & 28 & 27 & 22 & 18 & 9 \ 30 & 28 & 25 & 20 & 19 & 11 \ 8 & 6 & 4 & 2 & 0
\end{array}\right),
\]
with its sequence of dotted blocks \(EP\bar{N}PN\). Then we have
\[
D_3 = \left(\begin{array}{cc}
31 & 28 \\
30 & 28
\end{array}\right), \quad D_2 = \left(\begin{array}{cc}
27 & 22 \\
25 & 20
\end{array}\right), \quad D_1 = \left(\begin{array}{cc}
18 & 9 \ 19 & 11 \ 8 & 4 \ 6 & 2 \ 0 & 0
\end{array}\right).
\]
We then define \(\Gamma_1, \ldots, \Gamma_{m+1}\) and \(\psi_m(\lambda)\) as follows.

- Set \(\Gamma_1 = D_1\).
- For \(1 \leq v \leq m\), set
\[
\Gamma_{v+1} = \left\{ \begin{array}{ll}
\psi_{v+1}(D_{v+1}) & \text{if } v = 2w + 1 \text{ for some } w \geq 0, \\
\psi_{v+1}(D_{v+1}) & \text{if } v = 2w \text{ for some } w > 0.
\end{array} \right.
\]
- Define \(\psi_m(\lambda) = \Gamma_{m+1}\).

Now we will inductively show that, for each \(1 \leq v \leq m\), \(\Gamma_v\) is a partition satisfying
\[
\text{rank}(\Gamma_v) \leq 1 - i - (v - 1)k.
\]  
(2)

First, since \(\Gamma_1 = D_1\) and the first column of \(D_1\) is \((k, i)\)-negative, \(\Gamma_1\) is a partition satisfying (2). Assume that for \(1 \leq v < m\), \(\Gamma_1, \Gamma_2, \ldots, \Gamma_v\) are well defined and satisfy (2). Consider \(\Gamma_{v+1}\).

Case 1: Suppose \(v = 2w + 1\) for some \(w \geq 0\). Then we can write \(\Gamma_{v+1} = \Gamma_{2w+2}\) as
\[
\Gamma_{2w+2} = \psi_{v+1}(D_{2w+2}) d_{1-i-(v-1)k}(\Gamma_v).
\]
In Lemma 3.3, set \(f = 2 - i, g = wk + 1, h = k - i - 1,\) and \(L = D_{2w+2}, R = \Gamma_{2w+1}\). Clearly \(f, g, h\) satisfy \(g \geq 1, 2g \geq f + 1, h \geq f\).

Let us check the four conditions of the lemma. First, note that \(D_{2w+2}\) is not \((k, i)\)-negative because the last dotted block is negative and the parity is alternating, so Condition i) holds true.

From the assumption (2),
\[
\text{rank}(\Gamma_{2w+1}) \leq 1 - i - 2wk,
\]
Case 2: Suppose \( v \equiv m \) for \( v \in \mathbb{N} \). Thus, \( \Gamma \) is a Frobenius symbol by Statement (1) of each lemma. Also, since \( \Gamma_{2w+1} = s_{w}(D_{2w+1})d_{1-i-(2w-1)k}(\Gamma_{2w}) \), the first column of \( \Gamma_{2w+1} \) is \( z_{1} - wk \) for \( z_{2} + wk \). Thus, we have
\[
\begin{align*}
x_1 &> (z_1 - wk) + (wk + 1) - 1, \\
x_2 &> (z_2 + wk) - (wk + 1) + 1 \geq 0,
\end{align*}
\]
which verify Conditions iii) and iv). Since all the four conditions in Lemma 3.3 are satisfied, by Statement (3) of Lemma 3.3, \( \Gamma_{2w+2} \) is a Frobenius symbol satisfying (2).

Case 2: Suppose \( v = 2w \) for some \( w \geq 1 \). Then we can write \( \Gamma_{v+1} = \Gamma_{2w+1} \) as
\[
\Gamma_{2w+1} = s_{w}(D_{2w+1})d_{1-i-(2w-1)k}(\Gamma_{2w}).
\]
In Lemma 3.4, set \( f = k - i - 2, g = wk - 1, h = 1 - i \), and \( L = D_{2w+1}, R = \Gamma_{2w} \). Clearly, \( f, g \) and \( h \) satisfy \( g \geq 1, 2g \geq f + 1, h \leq f \). Note that \( D_{2w+1} \) is not \( (k,i) \)-positive,
\[
\text{rank}(\Gamma_{2w}) \leq 1 - i - (2w - 1)k,
\]
and \( D_{2w+1}D_{2w} \) forms a Frobenius symbol. Thus, in the same way as Case 1, we can see all the four conditions in Lemma 3.4 are satisfied. Therefore, by Statement (3) of Lemma 3.4, \( \Gamma_{2w+1} \) is a Frobenius symbol satisfying (2).

We now have that \( \Gamma_m \) is a Frobenius symbol satisfying (2) from the induction. Also, \( D_{m+1} \) is a Frobenius symbol. We can easily check that \( D_{m+1} \) and \( \Gamma_m \) satisfy the conditions for Lemmas 3.3 or 3.4. Thus, \( \Gamma_{m+1} \) is a Frobenius symbol by Statement (1) of each lemma.

Let us then check the weight difference. By Statement (5) of each of Lemmas 3.3 and 3.4, we have
\[
|D_{v+1}\Gamma_v| - |\Gamma_{v+1}| = i + (v-1)k
\]
for \( v = 1, \ldots, m \). By (3), we have
\[
|\lambda| = |D_{m+1}D_m \cdots D_3D_2D_1| = |D_{m+1}D_m \cdots D_3D_2\Gamma_1| = |D_{m+1}D_m \cdots D_3\Gamma_2| + i = |D_{m+1}D_m \cdots D_3\Gamma_3| + (i + k) + i = |D_{m+1}D_m \cdots D_3\Gamma_4| + (i + 2k) + (i + k) + i \\
\vdots
\]
\[
= |\Gamma_{m+1}| + \sum_{v=1}^{m} (i + k(v - 1)).
\]
Thus
\[
|\Gamma_{m+1}| = n - k \left( \frac{m}{2} \right) - im.
\]

By Statement (4) of Lemma 3.3 and Lemma 3.4, each process of producing \( \Gamma_{v+1} \) is reversible. Therefore, \( \psi_m \) is indeed a bijection. The inverse map will be given after the following example.

**Example 1.** Consider a \((5,2)\)-singular overpartition
\[
\lambda = \begin{pmatrix}
31 & 28 & 27 & 25 & 22 & 18 & 16 & 14 & 13 & 9 & 8 & 7 & 6 & 4 & 1 & 0 \\
30 & 28 & 25 & 24 & 20 & 19 & 16 & 15 & 12 & 11 & 8 & 7 & 4 & 3 & 2 & 0
\end{pmatrix},
\]
with its sequence of dotted blocks EPNPm. Note that \( k = 5, i = 2, \) and \( m = 3 \). We have the following \( \Gamma_v \) for \( v = 1, 2, 3, 4 \):
Thus we recover the singular overpartition \( \lambda \) that are applied to get \( D \). Also, to the right of \( \Gamma \), \( (5,2) \)-singular overpartition \( \lambda \). Here \( \Gamma_4 \) is the ordinary partition corresponding to the \( (5,2) \)-singular overpartition \( \lambda \).

We now briefly describe the inverse of \( \psi_m \). Let \( \mu \) be an ordinary partition.

- Set \( \mu = \Gamma_{m+1} \).
- For \( v = m, \ldots, 1 \), let \( a_t \) be the first column of \( \Gamma_{v+1} \) such that \( a_t - b_t \geq -(v-1)k - i - 1 \). If there exists no such \( t \), then we define \( t \) to be \( 1 + \ell(\Gamma_{v+1}) \), where \( \ell(\Gamma_{v+1}) \) denotes the number of columns of \( \Gamma_{v+1} \). Split \( \Gamma_{v+1} \) into two arrays \( L_v \) and \( R_v \) by choosing the first \( t-1 \) columns for \( L_v \) and the rest for \( R_v \).
- Define \( \psi_{m+1}(\mu) = D_{m+1} \cdots D_2 D_1 \).

In the following example, we present how \( \psi_{m+1} \) works with the partition obtained in Example 1.

**Example 2.** Let

\[
\mu = \left( \begin{array}{cccccccccccc}
23 & 21 & 18 & 17 & 13 & 12 & 11 & 9 & 7 & 6 & 2 & 1 & 0 \\
38 & 35 & 34 & 32 & 30 & 23 & 22 & 19 & 17 & 15 & 14 & 10 & 6
\end{array} \right).
\]

Note that we know that \( k = 5, i = 2, \) and \( m = 3 \). Below a dotted line is used to separate the two arrays in each step. Also, to the right of \( \Gamma_v \), \( a_t - b_t \) is given to indicate \( t \), and to the right of \( D_{v+1} \Gamma_v \), two maps that are applied to get \( D_{v+1} \) and \( \Gamma_v \) are given.

- \( \Gamma_4 = L_2 R_4 = (23 \ 21 \ 18 \ 17 \ 13 \ 12 \ 11 \ 9 \ 7 \ 6 \ 2 \ 1 \ 0 \), \( a_6 - b_6 \geq -13 \),
- \( D_4 \Gamma_3 = (31 \ 28 \ 27 \ 25 \ 23 \ 13 \ 11 \ 9 \ 8 \ 4 \ 3 \ 2 \ 1 \ 0 \), \( c_7, d_{-11}^{-1} \),
- \( \Gamma_3 = L_3 R_3 = (13 \ 11 \ 9 \ 8 \ 4 \ 3 \ 2 \ 1 \ 0 \), \( a_8 - b_8 \geq -8 \),
- \( D_3 \Gamma_2 = (18 \ 16 \ 14 \ 13 \ 9 \ 8 \ 7 \ 12 \ 1 \ 0 \), \( s_{-5}, d_{-7}^{-1} \),
- \( \Gamma_2 = L_2 R_2 = (2 \ 1 \ 0 \), \( a_3 - b_3 \geq -3 \),
- \( D_2 \Gamma_1 = (6 \ 4 \ 1 \ 0 \), \( c_2, d_1^{-1} \),
- \( D_1 = \Gamma_1 = (1 \ 0 \), \( 2 \ 0 \).

Thus we recover the singular overpartition \( \lambda \) in Example 1:

\[
\lambda = \left( \begin{array}{cccccccccccc}
31 & 28 & 27 & 25 & 23 & 18 & 16 & 14 & 13 & 9 & 8 & 7 & 6 & 4 & 1 & 0 \\
30 & 28 & 25 & 24 & 20 & 19 & 16 & 15 & 12 & 10 & 8 & 7 & 4 & 3 & 2 & 0
\end{array} \right),
\]
where
\[
D_4 = \begin{pmatrix} 31 & 28 & 27 & 25 & 23 \\ 30 & 28 & 25 & 24 & 20 \end{pmatrix}, \quad D_3 = \begin{pmatrix} 18 & 16 & 14 & 13 & 9 & 8 & 7 \\ 19 & 16 & 15 & 12 & 10 & 8 & 7 \end{pmatrix}, \quad D_2 = \begin{pmatrix} 6 & 4 \\ 4 & 3 \end{pmatrix}, \quad D_1 = \begin{pmatrix} 1 & 0 \\ 2 & 0 \end{pmatrix}.
\]

Let us give another (simple but non-trivial) example.

**Example 3.** Consider a partition
\[
\mu = \begin{pmatrix} 0 \\ 0 \end{pmatrix},
\]
Note that we have information \(m = 2\), but arbitrary \(k\) and \(i\). Then,
- \(\Gamma_3 = L_3 R_3 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}\), \(a_1 - b_1 = 0 \geq -i - k - 1\), so \(t = 1\),
- \(D_3 \Gamma_2 = \begin{pmatrix} 1 & 0 \\ i + k & 1 \end{pmatrix}\), \(s_k, a_{1-i-k}^{-1}\),
- \(\Gamma_2 = L_2 R_2 = \begin{pmatrix} 0 \\ i + k \end{pmatrix}\), \(a_1 - b_1 = -i - k < -i - 1\), so \(t = 2\),
- \(D_2 \Gamma_1 = \begin{pmatrix} 0 \\ i \\ i - 1 \end{pmatrix}\), \(c_i, d_{1-i}^{-1}\),
- \(D_1 = \Gamma_1 = \begin{pmatrix} 1 \end{pmatrix}\),
Thus we can restore
\[
\lambda = \begin{pmatrix} k & 0 \\ i & i - 1 \end{pmatrix},
\]
where
\[
D_3 = \emptyset, \quad D_2 = \begin{pmatrix} k \\ i \end{pmatrix}, \quad D_1 = \begin{pmatrix} 0 \\ i - 1 \end{pmatrix}.
\]

4. The question of Andrews

Let \(\overline{\mathcal{C}}_{k,i}(n)\) be the number of overpartitions of \(n\) in which no parts are multiples of \(k\) and only parts congruent to \(\pm i\) mod \(k\) can be overlined. Theorem 1.1 says
\[
\overline{Q}_{k,i}(n) = \overline{\mathcal{C}}_{k,i}(n).
\]

For any integer \(m\), we let \(\overline{Q}_{k,i,m}(n)\) be the number of overpartitions counted by \(\overline{\mathcal{C}}_{k,i}(n)\) such that the number of overlined parts congruent to \(i\) mod \(k\) minus the number of overlined parts congruent to \(-i\) mod \(k\) equals \(m\).

Also, for \(m \geq 0\), let \(\overline{Q}_{k,i,m}(n)\) be the number of \((k,i)\)-singular overpartitions of \(n\) with exactly \(m\) dotted blocks and the last dotted block negative. For \(m < 0\), let \(\overline{q}_{k,i,m}(n)\) be the number of \((k,i)\)-singular overpartitions of \(n\) with exactly \(|m|\) dotted blocks and the last dotted block positive.

We will prove the following refined version of Theorem 1.1:

**Theorem 4.1.** For any integer \(m\),
\[
\overline{Q}_{k,i,m}(n) = \overline{C}_{k,i,m}(n).
\]

**Proof.** Let \(\pi\) be an overpartition counted by \(\overline{\mathcal{C}}_{k,i}(n)\). We first divide the parts of \(\pi\) into three partitions \(\mu^1, \mu^2, \gamma\) as follows: \(\mu^1\) is the partition consisting of the overlined parts of \(\pi\) that are congruent to \(i\) mod \(k\), \(\mu^2\) is the partition consisting of the overlined parts of \(\pi\) that are congruent to \(-i\) mod \(k\), and \(\gamma\) is the partition consisting of the nonoverlined parts of \(\pi\). Clearly, \(\pi = \mu^1 \cup \mu^2 \cup \gamma\) and \(\ell(\mu^1) - \ell(\mu^2) = m\).

Recall the Wright map \(\varphi\) from Section 2.7. Let \((\kappa, m) = \varphi(\mu^1, \mu^2)\). Then \(\kappa\) is a partition into multiples of \(k\). Clearly, \(\kappa \cup \gamma\) is a partition of \(n - k{m \choose 2} - im\). Thus we have
\[
\overline{Q}_{k,i,m}(n) = p \left( n - k{m \choose 2} - im \right),
\]
which with Theorem 3.1 completes the proof. \(\square\)
Remark 4. Since only \( \varphi \) and \( \psi_m \) are used, the proof above is bijective, which answers to the question of Andrews.

Lastly, we illustrate how to combine \( \varphi \) and \( \psi_m \) to relate a \((k,i)\)-singular overpartition of \( n \) to an overpartition counted by \( C_{k,i}(n) \) in an example.

Example 4. Let \( \lambda \) be the \((5,2)\)-singular overpartition of \( 469 \) given in Example 1, i.e.,

\[
\lambda = \left( \begin{array}{c|cccc} 31 & 28 & 27 & 25 & 22 \\ \hline 30 & 28 & 25 & 24 & 20 \\ 29 & 28 & 25 & 24 & 20 \\ 28 & 25 & 24 & 20 & 19 \\ 27 & 25 & 24 & 20 & 19 \\ 26 & 25 & 24 & 20 & 19 \\ 25 & 24 & 20 & 19 & 16 \\ 24 & 20 & 19 & 16 & 15 \\ 23 & 20 & 19 & 16 & 15 \\ 22 & 20 & 19 & 16 & 15 \\ 21 & 19 & 16 & 15 & 12 \\ 20 & 19 & 16 & 15 & 12 \\ 19 & 16 & 15 & 12 & 11 \\ 18 & 16 & 15 & 12 & 11 \\ 17 & 16 & 15 & 12 & 11 \\ 16 & 15 & 12 & 11 & 10 \\ 15 & 12 & 11 & 10 & 9 \\ 14 & 12 & 11 & 10 & 9 \\ 13 & 11 & 10 & 9 & 8 \\ 12 & 10 & 9 & 8 & 7 \\ 11 & 9 & 8 & 7 & 6 \\ 10 & 8 & 7 & 6 & 4 \\ 9 & 7 & 6 & 4 & 3 \\ 8 & 6 & 4 & 3 & 2 \\ 7 & 6 & 4 & 3 & 2 \\ 6 & 4 & 3 & 2 & 1 \\ 5 & 3 & 2 & 1 & 2 \\ 4 & 2 & 1 & 2 & 1 \\ 3 & 1 & 2 & 1 & 2 \\ 2 & 1 & 2 & 1 & 2 \\ 1 & 2 & 1 & 2 & 1 \\ \end{array} \right),
\]

with its sequence of dotted blocks is \( EP\bar{N}\bar{P}\bar{N} \). Then we saw that \( m = 3 \) and

\[
\psi_3(\lambda) = \mu = \left( \begin{array}{cccccccccccc} 23 & 21 & 18 & 17 & 13 & 12 & 11 & 9 & 7 & 6 & 2 & 1 & 0 \\ 38 & 35 & 34 & 32 & 30 & 23 & 22 & 19 & 17 & 15 & 14 & 10 & 6 \end{array} \right)
\]

where the power of a number indicates the number of occurrences of the number as a part. We now take the multiples of 5 in \( \mu \) to form the partition \( (5,5,5,5,5) \). Then

\[
\varphi^{-1}((5,5,5,5,5),3) = ((17,12,7,2),(13))
\]

Thus, we obtain the following overpartition \( \pi \) counted by \( C_{5,2}(469) \):

\[
\pi = (24,23,21^2,18^3,17,16^2,13^3,12^3,11^3,9,8,7^2,5^6,4,3,1^2).
\]