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Abstract We present a provably stable discontinuous Galerkin spectral element method for the incompressible Navier–Stokes equations with artificial compressibility and variable density. Stability proofs, which include boundary conditions, that follow a continuous entropy analysis are provided. We define a mathematical entropy function that combines the traditional kinetic energy and an additional energy term for the artificial compressibility, and derive its associated entropy conservation law. The latter allows us to construct a provably stable split–form nodal Discontinuous Galerkin (DG) approximation that satisfies the summation–by–parts simultaneous–approximation–term (SBP–SAT) property. The scheme and the stability proof are presented for general curvilinear three–dimensional hexahedral meshes. We use the exact Riemann solver and the Bassi–Rebay 1 (BR1) scheme at the inter–element boundaries for inviscid and viscous fluxes respectively, and an explicit low storage Runge–Kutta RK3 scheme to integrate in time. We assess the accuracy and robustness of the method by solving the Kovasznay flow, the inviscid Taylor–Green vortex, and the Rayleigh–Taylor instability.
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1 Introduction

In this work, we provide an entropy–stable framework to solve the incompressible Navier–Stokes Equations (NSE) with varying density. The method presented herein can be used as a fluid flow engine for interface–tracking multiphase flow models (e.g. VOF [12], level–set [3,4], phase–field models [5,6]).

Amongst the different incompressible NSE models, we use the artificial compressibility method [7], which converts the elliptic problem into a hyperbolic system of equations, at the expense of a non–divergence free velocity field. However, it allows one to avoid constructing an approximation that satisfies the inf–sup condition [8,9,10,11]. Artificial compressibility is commonly combined with dual timestepping, which solves an inner pseudo–time step loop until velocity divergence errors are lower than a selected threshold, then performs the physical time marching [12]. In this work, we only address the spatial discretization. However, the method presented herein can be complemented with the pseudo–time step to control divergence errors. Nonetheless, we have found that solving the incompressible NSE with artificial compressibility can obtain satisfactory results even in transient simulations.

In this paper we present a nodal Discontinuous Galerkin (DG) spectral element method (DGSEM) for the incompressible Navier–Stokes equations with artificial compressibility. In particular, this work uses the Gauss–Lobatto version of the DGSEM, which makes it possible to obtain entropy stable schemes using the summation–by–parts simultaneous–approximation–term (SBP–SAT) property and two–point entropy conserving fluxes. Moreover, it handles arbitrary three dimensional curvilinear hexahedral meshes while maintaining high order, spectral accuracy and entropy stability.

We present a novel entropy analysis for the incompressible NSE with artificial compressibility and variable density, where the traditional kinetic energy is complemented with an artificial compressibility energy that forms the mathematical entropy. The entropy conservation law is then mimicked semi–discretely, i.e. only considering spatial discretization errors. The approximation uses a split–form DG [13,14], with the exact Riemann solver [15], and the Bassi–Rebay 1 (BR1) [16] to compute inter–element boundary fluxes. We complete the analysis with a stability study of solid wall boundary conditions. As a result, the numerical scheme is entropy stable and parameter–free.

The rest of this paper is organized as follows: In Sec. 2 we introduce the incompressible NSE with variable density and artificial compressibility, and we perform the continuous entropy analysis in Sec. 2.1. In Sec. 3 we describe the split–form DG scheme, and in Sec. 4 we study its entropy stability. Lastly, we perform numerical experiments in Sec. 5. A convergence study using manufactured solutions in Sec. 5.1, the solution of the Kovasznay flow problem in
Sec. 5.2 the inviscid three–dimensional Taylor–Green vortex problem in Sec. 5.3 and the Rayleigh–Taylor instability in Sec. 5.4.

2 Governing equations. Continuous entropy analysis

Given velocity \( \vec{u}(\vec{x}, t) = (u_1, u_2, u_3) = (u, v, w) \), pressure \( p(\vec{x}, t) \), and density \( \rho(\vec{x}, t) \) fields, the incompressible Navier–Stokes Equations (NSE) consist of the momentum equation,

\[
(\rho \vec{u})_t + \nabla \cdot (\rho \vec{u} \vec{u}) = -\nabla p + \frac{1}{Re} \left( \nabla \vec{u}^2 + \nabla \vec{u} \right) + \frac{1}{Fr^2} \rho \vec{e}_g,
\]

with \( Re \) and \( Fr \) being the Reynolds and Froude numbers, respectively, and \( \vec{e}_g \) a unit vector in the gravity direction. The artificial compressibility method \([7]\) adds an equation for the time evolution of the pressure,

\[
p_t + \frac{1}{M^2_0} \nabla \cdot \vec{u} = 0,
\]

where \( M_0 \) is the artificial compressibility model Mach number. Eqs. (1) and (2) can be augmented with a transport equation for the density, which we allow to vary spatially,

\[
\rho_t + \nabla \cdot (\rho \vec{u}) = 0.
\]

Gathering (1)–(3), we regard the incompressible NSE with artificial compressibility as a hyperbolic system,

\[
q_t + \sum_{i=1}^{3} \frac{\partial f_{e,i}(q)}{\partial x_i} = \sum_{i=1}^{3} \frac{\partial f_{e,i}(q, \nabla q)}{\partial x_i} + s(q),
\]

with conservative variables \( q = (\rho, \rho \vec{u}, p) \), inviscid fluxes \( f_{e,i}(q) \),

\[
f_{e,1} = \begin{pmatrix} \rho u \\ \rho u^2 + p \\ \frac{\rho uv}{M^2_0} \end{pmatrix}, \quad f_{e,2} = \begin{pmatrix} \rho v \\ \rho uv \\ \frac{\rho vw}{M^2_0} \end{pmatrix}, \quad f_{e,3} = \begin{pmatrix} \rho w \\ \rho vw \\ \frac{\rho w^2 + p}{M^2_0} \end{pmatrix},
\]

viscous fluxes \( f_{v,i}(q, \nabla q) \),

\[
f_{v,1} = \begin{pmatrix} 0 \\ \tau_{11} \\ \tau_{12} \\ \tau_{13} \end{pmatrix}, \quad f_{v,2} = \begin{pmatrix} 0 \\ \tau_{21} \\ \tau_{22} \\ \tau_{23} \end{pmatrix}, \quad f_{v,3} = \begin{pmatrix} 0 \\ \tau_{31} \\ \tau_{32} \\ \tau_{33} \end{pmatrix},
\]

(5)
and source term $s(q) = (0, \frac{1}{\sqrt{\pi}} \rho \tilde{u}_y, 0)$. In \cite{6}, we used the viscous tensor $\tau$

$$ \tau_{ij} = \frac{2}{Re} S_{ij}, $$

(7)

where

$$ S_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) $$

(8)

are the components of the strain tensor, $S$.

In this work we adopt the notation in \cite{14} to distinguish vectors with different nature. With an arrow on top of the variable, we define space vectors (e.g. $\vec{x} = (x, y, z) \in \mathbb{R}^3$). Vectors in bold are state vectors (e.g. $\mathbf{q} = (\rho, \rho \vec{u}, p) \in \mathbb{R}^5$). Lastly, we define block vectors as the result of stacking three state vectors spatial coordinates (e.g. fluxes),

$$ \vec{f}_c = \begin{pmatrix} f_{c,1} \\ f_{c,1} \\ f_{c,1} \end{pmatrix} = \begin{pmatrix} f_v \\ g_v \\ h_v \end{pmatrix}, \quad \vec{f}_v = \begin{pmatrix} f_{v,1} \\ f_{v,1} \\ f_{v,1} \end{pmatrix} = \begin{pmatrix} f_v \\ g_v \\ h_v \end{pmatrix}. $$

(9)

We can then define the product of two block vectors,

$$ \vec{f} \cdot \vec{g} = \sum_{i=1}^{3} f_i^T g_i, $$

(10)

the product of a space vector with a block vector,

$$ \vec{g} \cdot \vec{f} = \sum_{i=1}^{3} g_i f_i, $$

(11)

and the product of a space vector with a state vector,

$$ \vec{g} \mathbf{f} = \begin{pmatrix} g_1 f \\ g_2 f \\ g_3 f \end{pmatrix}, $$

(12)

which results in a block vector. The operators (11) and (12) allow us to define the divergence and gradient operators,

$$ \vec{\nabla}_x \cdot \vec{f} = \sum_{i=1}^{3} \frac{\partial f_i}{\partial x_i}, \quad \vec{\nabla}_x \mathbf{q} = \begin{pmatrix} q_x \\ q_y \\ q_z \end{pmatrix}, $$

(13)

so that we can write (4) in the compact form,

$$ q_t + \vec{\nabla}_x \cdot \vec{f}_c(q) = \vec{\nabla}_x \cdot \vec{f}_c(q, \vec{\nabla}_x \mathbf{q}) + s(q). $$

(14)
Finally, we use state matrices (i.e. $5 \times 5$ matrices) which we write using an underline $\underline{B}$, and we can combine state matrices to construct a block matrix,

$$B = \begin{pmatrix} B_{11} & B_{12} & B_{13} \\ B_{21} & B_{22} & B_{23} \\ B_{31} & B_{32} & B_{33} \end{pmatrix}, \tag{15}$$

which we can directly multiply to a block vector to obtain another block vector. For instance, if we want to perform a matrix multiplication in space (e.g. a rotation),

$$\vec{g} = M \vec{f}, \tag{16}$$

for each of the variables in the state vector, we construct the block matrix version of $M$,

$$M = \begin{pmatrix} M_{11}I_5 & M_{12}I_5 & M_{13}I_5 \\ M_{21}I_5 & M_{22}I_5 & M_{23}I_5 \\ M_{31}I_5 & M_{32}I_5 & M_{33}I_5 \end{pmatrix}, \tag{17}$$

so that we can compactly write

$$\vec{g} = \bar{M} \vec{f}. \tag{18}$$

In $[17]$, $I_5$ is the $5 \times 5$ identity matrix.

2.1 Entropy analysis

The stability analysis rests on the existence of a scalar mathematical entropy $\mathcal{E}(q)$ that satisfies three properties:

1. It is a concave function,

$$\mathcal{E}(q) \geq 0, \quad \forall q, \tag{19}$$

that satisfies

$$k^T \frac{\partial^2 \mathcal{E}}{\partial q^2} k \geq 0, \quad \forall k. \tag{20}$$

2. It defines a set of entropy variables $w$,

$$w = \frac{\partial \mathcal{E}(q)}{\partial q}, \tag{21}$$

which contract the inviscid part of the original equation system $[14]$ as

$$w^T \left( q_e + \nabla_x \cdot \vec{f}_e \right) = \mathcal{E}_e + \nabla_x \cdot \vec{f}_e^E, \tag{22}$$

where $\vec{f}_e^E = (f_e^E, g_e^E, h_e^E)$ is the entropy flux.
3. The viscous fluxes are always dissipative when multiplied by the entropy variables $w$,

$$w^T \left( \vec{\nabla}_x \cdot \vec{\tau}_v \right) = \vec{\nabla}_x \cdot \left( w^T \vec{\tau}_v \right) - \left( \vec{\nabla}_x w^T \right) \cdot \vec{\tau}_v, \quad (23)$$

with

$$\left( \vec{\nabla}_x w \right)^T \cdot \vec{\tau}_v \geq 0. \quad (24)$$

Entropy stability is guaranteed if we show that the mathematical entropy satisfies the evolution equation,

$$\mathcal{E}_t + \vec{\nabla}_x \cdot \left( \vec{f}_e^E - w^T \vec{\tau}_v \right) = - \left( \vec{\nabla}_x w \right)^T \cdot \vec{\tau}_v \leq 0 \quad (25)$$

in the absence of lower order source terms (e.g. gravity) in the original equations. When (25) is integrated over the domain $\Omega$,

$$\frac{d}{dt} \int_{\Omega} \mathcal{E} \, d\vec{x} + \int_{\Omega} \vec{\nabla}_x \cdot \left( \vec{f}_e^E - w^T \vec{\tau}_v \right) \, d\vec{x} = \frac{d}{dt} \left( \int_{\Omega} \vec{f}_e^E \, d\vec{x} - w^T \vec{\tau}_v \right) \cdot \vec{n} \, dS \leq 0 \quad (26)$$

shows that the total (mathematical) entropy $\bar{\mathcal{E}} = \int_{\Omega} \mathcal{E} \, d\vec{x}$, decreases (ignoring the effect of boundary conditions and low order terms). In (26), $\vec{n}$ is the outward pointing normal vector to $\partial \Omega$, and $dS$ is the differential surface element. Eq. (26) implies that the original system (14) is well–posed in the sense that the entropy $\mathcal{E}(\mathbf{q})$ is bounded by the initial state, shown by integrating (26) in time,

$$\bar{\mathcal{E}}(t) \leq \bar{\mathcal{E}}(t_0) - \int_{t_0}^t \left( \int_{\partial \Omega} \left( \vec{f}_e^E - w^T \vec{\tau}_v \right) \cdot \vec{n} \, dS \right) dt. \quad (27)$$

The incompressible NSE with artificial compressibility (14), with inviscid [5] and viscous [6] fluxes admits the following mathematical entropy

$$\mathcal{E}(\mathbf{q}) = \frac{1}{2} \rho \left( u^2 + v^2 + w^2 \right) + \frac{1}{2} M_0^2 p^2 = \mathcal{K} + \mathcal{E}_{AC}, \quad (28)$$

which is the sum of the kinetic energy,

$$\mathcal{K} = \frac{1}{2} \rho \left( u^2 + v^2 + w^2 \right), \quad (29)$$

and an additional energy term due to artificial compressibility effects,

$$\mathcal{E}_{AC} = \frac{1}{2} M_0^2 p^2. \quad (30)$$

Note that the artificial compressibility effects vanish as $M_0$ tends to zero (incompressible limit).

The entropy variables for the entropy (28) are

$$w = \frac{\partial \mathcal{E}}{\partial \mathbf{q}} = \left( - \frac{1}{2} \nu_{tot}, u, v, w, M_0^2 p \right), \quad (31)$$
where $v_{\text{tot}} = (u^2 + v^2 + w^2)^{1/2}$ is the total velocity.

We now show that the entropy (28) satisfies the three properties we enumerated previously.

### 2.1.1 Convex function and positive semi–definite Hessian

By construction, we see that the entropy (28) is positive if the density remains positive, i.e.

$$\mathcal{E}(q) \geq 0 \text{ if } \rho(\vec{x}; t) \geq 0. \quad (32)$$

Furthermore, the Hessian matrix of the entropy with respect to conservative variables is

$$\frac{\partial^2 \mathcal{E}}{\partial q^2} = \frac{\partial w}{\partial q} = \begin{pmatrix}
v_{\text{tot}}/\rho - u/\rho & -v/\rho & -w/\rho & 0 \\
-u/\rho & 1/\rho & 0 & 0 \\
-v/\rho & 0 & 1/\rho & 0 \\
-w/\rho & 0 & 0 & 1/\rho \\
0 & 0 & 0 & 0 & M_0^2
\end{pmatrix}, \quad (33)$$

which is also positive semi–definite if the density $\rho(\vec{x}; t)$ remains positive, since its eigenvalues are $\lambda_{1,2} = \frac{1}{\rho}, \lambda_3 = \frac{1 + v_{\text{tot}}^2}{\rho}, \lambda_4 = M_0^2,$ and $\lambda_5 = 0.$

### 2.1.2 Contraction of the inviscid fluxes

We now show that the entropy (28) also satisfies the property (22). First, the time derivative,

$$w^T q_t = - \frac{1}{2} (u^2 + v^2 + w^2) \rho + u (\rho u)_t + v (\rho v)_t + w (\rho w)_t + M_0^2 p (p)_t$$

$$= \left( - \frac{1}{2} u^2 \rho + u (\rho u)_t \right) + \left( - \frac{1}{2} v^2 \rho + v (\rho v)_t \right)$$

$$+ \left( - \frac{1}{2} w^2 \rho + w (\rho w)_t \right) + \left( \frac{1}{2} M_0^2 p^2 \right)_t. \quad (34)$$

To obtain the kinetic energy, we manipulate each of the three velocity components $u_j$ contributions as

$$- \frac{1}{2} u_j^2 \rho + u_j (\rho u_j)_t = - \frac{1}{2} u_j^2 \rho + \frac{1}{2} u_j (\rho u_j)_t + \frac{1}{2} u_j (\rho u_j)_t$$

$$= - \frac{1}{2} u_j^2 \rho + \frac{1}{2} \rho_t u_j^2 + \frac{1}{2} \rho u_j u_j, \frac{1}{2} \rho u_j u_j, \frac{1}{2} \rho u_j u_j$$

$$= \left( \frac{1}{2} \rho u_j^2 \right)_t. \quad (35)$$
Hence, we have constructed the time contribution of the inviscid part contraction,
\[ w^T q_t = \left( \frac{1}{2} \rho (u^2 + v^2 + w^2) + \frac{1}{2} M_0^2 p^2 \right) _t = \mathcal{E}_t. \]  

(36)

Next, the contraction of the inviscid fluxes rests on the existence of an entropy flux, \( \vec{f}_e = (f_e^x, g_e^y, h_e^z) \), that implies
\[ w^T \left( \nabla_x \cdot \vec{f}_e \right) = w^T (f_{e,x} + g_{e,y} + h_{e,z}) = \nabla_x \cdot \vec{f}_e^e = f_{e,x}^e + g_{e,y}^e + h_{e,z}^e. \]  

(37)

Therefore, we must show that
\[ w^T f_{e,x} = f_{e,x}^e, \quad w^T g_{e,y} = g_{e,y}^e, \quad w^T h_{e,z} = h_{e,z}^e. \]  

(38)

For the \( x \)-component,
\[ w^T f_{e,x} = -\frac{1}{2} u_{i=1}^2 \rho u_x + u (\rho u^2 + p)_x + v (\rho uv)_x + w (\rho uw)_x + M_0^2 p \frac{1}{M_0^2} u_x \]
\[ = -\frac{1}{2} (u^2 + v^2 + w^2) (\rho u)_x + u (\rho u^2)_x + v (\rho uv)_x + w (\rho uw)_x + pu_x + up_x, \]  

(39)

which consists of the sum of one term per velocity component \( u_j \),
\[ -\frac{1}{2} u_j^2 (\rho u)_x + u_j (\rho uu_j)_x = -\frac{1}{2} u_j^2 (\rho u)_x + \frac{1}{2} u_j (\rho uu_j)_x + \frac{1}{2} u_j (\rho uu_j)_x \]
\[ = -\frac{1}{2} u_j^2 (\rho u)_x + \frac{1}{2} u_j (\rho uu_j)_x + \left( \frac{1}{2} pu_j^2 ight) _x - \frac{1}{2} \rho uu_j u_j, x = \left( \frac{1}{2} \rho u_j^2 u \right) _x, \]  

(40)

plus the pressure work \( (pu)_x \). Analogously, for \( y \)- and \( z \)-components,
\[ w^T f_{e,y} = \left( \left( \frac{1}{2} \rho (u^2 + v^2 + w^2) + p \right) u \right) _y = f_{e,y}^e , \]
\[ w^T g_{e,y} = \left( \left( \frac{1}{2} \rho (u^2 + v^2 + w^2) + p \right) v \right) _y = g_{e,y}^e , \]  

(41)

\[ w^T h_{e,z} = \left( \left( \frac{1}{2} \rho (u^2 + v^2 + w^2) + p \right) w \right) _z = h_{e,z}^e . \]

We therefore obtain the entropy flux,
\[ \vec{f}_e = \left( \frac{1}{2} \rho (u^2 + v^2 + w^2) + p \right) \vec{u}, \]  

(42)

which drives the entropy evolution equation \( \mathcal{E}_t \). We note that despite the fact that the entropy \( \mathcal{E}_t \) is particular to the incompressible Navier–Stokes equations with artificial compressibility, the entropy flux obtained is the same as in the incompressible NSE without artificial compressibility.
Positive semi-definiteness of the viscous fluxes

Finally, we show that viscous fluxes and entropy variables satisfy \[24\]. To do so, we re-write the viscous fluxes as a function of the entropy vector \(w\) (instead of the conservative vector \(q\)), which in general (both for compressible and incompressible formulations) can be linearly spanned in the gradient of the entropy variables,

\[
f_v^i (w, \nabla_x w) = \sum_{j=1}^{3} B_{ij}^\varepsilon (w) \frac{\partial w}{\partial x_j},
\]

or, using the block matrix representation introduced in \(15\),

\[
\tilde{f}_v (w, \nabla_x w) = B^\varepsilon (w) \nabla_x w.
\]

In general, the coefficients \(B_{ij}^\varepsilon (w)\) are non-linear and depend on the entropy variables. In particular to the incompressible NSE, the matrices \(B_{ij}^\varepsilon\) are constant (i.e. they do not depend on \(w\)),

\[
B_{11}^\varepsilon = \frac{1}{Re} \begin{pmatrix} 0 & 0 & 0 & 0 & 0 \\ 0 & 2 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{pmatrix}, \quad B_{12}^\varepsilon = \frac{1}{Re} \begin{pmatrix} 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{pmatrix}, \quad B_{13}^\varepsilon = \frac{1}{Re} \begin{pmatrix} 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{pmatrix},
\]

\[
B_{21}^\varepsilon = \frac{1}{Re} \begin{pmatrix} 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{pmatrix}, \quad B_{22}^\varepsilon = \frac{1}{Re} \begin{pmatrix} 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 2 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{pmatrix}, \quad B_{23}^\varepsilon = \frac{1}{Re} \begin{pmatrix} 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{pmatrix},
\]

\[
B_{31}^\varepsilon = \frac{1}{Re} \begin{pmatrix} 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{pmatrix}, \quad B_{32}^\varepsilon = \frac{1}{Re} \begin{pmatrix} 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{pmatrix}, \quad B_{33}^\varepsilon = \frac{1}{Re} \begin{pmatrix} 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{pmatrix}.
\]

For entropy stability, then, the set of matrices \(B_{ij}^\varepsilon\) must satisfy:

1. Symmetry,

\[
B_{ij}^\varepsilon = (B_{ji}^\varepsilon)^T,
\]

and
2. Positive semi–definiteness with respect to the gradient of the entropy variables,

\[
\left( \mathbf{\nabla}_x \mathbf{w} \right)^T \cdot \mathbf{f}_w = \sum_{i,j=1}^{3} \left( \frac{\partial \mathbf{w}}{\partial x_i} \right)^T \mathbf{B}_j \left( \frac{\partial \mathbf{w}}{\partial x_j} \right) \geq 0. \tag{47}
\]

For the matrices given in (45), both the first property (46) and second property (47) are satisfied. The first is immediate, and the second is,

\[
\sum_{i,j=1}^{3} \left( \frac{\partial \mathbf{w}}{\partial x_i} \right)^T \mathbf{B}_j \left( \frac{\partial \mathbf{w}}{\partial x_j} \right) = \frac{1}{\text{Re}} \left( 2u_x^2 + v_x^2 + w_x^2 + u_y^2 + v_y^2 + w_y^2 + 2w_z^2 + 2u_y v_x + 2u_z w_x + 2v_z w_y \right)
\]

\[
= \frac{1}{\text{Re}} \left( 2u_x^2 + 2v_x^2 + 2w_x^2 + (u_y + v_y)^2 + (u_z + w_z)^2 + (v_z + w_y)^2 \right) \geq 0,
\]

(48)

thus proving (24). The last identity (48) is commonly represented as

\[
\left( \mathbf{\nabla}_x \mathbf{w} \right)^T \cdot \mathbf{f}_w = \frac{2}{\text{Re}} \mathbf{S} : \mathbf{S} \geq 0,
\]

(49)

where \( \mathbf{S} \) is the strain tensor (8).

Hence, we can write the entropy equation (25) in its particular version for the incompressible NSE with artificial compressibility, but ignoring low order terms, as

\[
\left( \frac{1}{2} \rho v_{tot}^2 + \frac{1}{2} M_0^2 \mathbf{p}^2 \right)_t + \mathbf{\nabla}_x \cdot \left( \left( \frac{1}{2} \rho v_{tot}^2 + \mathbf{p} \right) \mathbf{u} - \mathbf{u} \cdot \mathbf{\tau} \right) = -\frac{2}{\text{Re}} \mathbf{S} : \mathbf{S} \leq 0,
\]

(50)

or, integrated in the domain \( \Omega \),

\[
\frac{d}{dt} \int_{\Omega} \left( \frac{1}{2} \rho v_{tot}^2 + \frac{1}{2} M_0^2 \mathbf{p}^2 \right) \, d\mathbf{x} + \int_{\partial \Omega} \left( \left( \frac{1}{2} \rho v_{tot}^2 + \mathbf{p} \right) \mathbf{u} - \mathbf{u} \cdot \mathbf{\tau} \right) \cdot \mathbf{n} \, dS = -\int_{\Omega} \frac{2}{\text{Re}} \mathbf{S} : \mathbf{S} \, d\mathbf{x} \leq 0.
\]

(51)

To the best of our knowledge, this is the first time that this entropy analysis was performed for this set of equations.

The boundary integral is studied for free– and no–slip wall boundary conditions. In this continuous analysis is zero in both of them, since in free–slip walls we set \( \mathbf{u} \cdot \mathbf{n} = 0 \) and \( \mathbf{\tau} \cdot \mathbf{n} = 0 \), and in no–slip walls is \( \mathbf{u} = 0 \). Therefore,

\[
\frac{d}{dt} \int_{\Omega} \left( \frac{1}{2} \rho v_{tot}^2 + \frac{1}{2} M_0^2 \mathbf{p}^2 \right) \, d\mathbf{x} = -\int_{\Omega} \frac{2}{\text{Re}} \mathbf{S} : \mathbf{S} \, d\mathbf{x} \leq 0,
\]

(52)

so that the entropy is conserved when the flow is inviscid, and dissipated otherwise.
3 Discontinuous Galerkin approximation

In this section, we construct an entropy–stable DG scheme that satisfies a semi–discrete version of the bound \[(50)\] using split–forms and the SBP–SAT property.

We detail the construction of the nodal Discontinuous Galerkin Spectral Element Method (DGSEM). From all the variants, we restrict ourselves to the tensor product DGSEM with Gauss–Lobatto (GL) points, since it satisfies the Summation–By–Parts Simultaneous–Approximation–Term (SBP–SAT) property [17]. This property is used to prove the scheme’s stability without relying on exact integration.

The reference domain $\Omega$ is tessellated with non–overlapping hexahedral elements, $e$, which are geometrically transformed to a reference element $E = [-1,1]^3$. This transformation is performed using a (polynomial) transfinite mapping $\bar{X}$ that relates physical ($\bar{x} = (x^1, x^2, x^3) = (x, y, z) = x \hat{x} + y \hat{y} + z \hat{z}$), and local reference ($\bar{\xi} = (\xi^1, \xi^2, \xi^3) = (\xi, \eta, \zeta) = \xi \hat{\xi} + \eta \hat{\eta} + \zeta \hat{\zeta}$) coordinates through

$$\bar{x} = \bar{X}(\bar{\xi}) = \bar{X}(\xi, \eta, \zeta).$$

The space vectors $\hat{x}_i$ and $\hat{\xi}_i$ are unit vectors in the three Cartesian directions of physical and reference coordinates, respectively.

The transformation \[(53)\] defines three covariant basis vectors,

$$\bar{a}_i = \frac{\partial \bar{X}}{\partial \xi^i}, \quad i = 1, 2, 3,$$

and three contravariant basis vectors,

$$\bar{a}^i = \nabla_x \xi^i = \frac{1}{J} (\bar{a}_j \times \bar{a}_k), \quad (i, j, k) \text{ cyclic},$$

where

$$J = \bar{a}_i \cdot (\bar{a}_j \times \bar{a}_k)$$

is the Jacobian of the mapping $\bar{X}$. The contravariant coordinate vectors satisfy the metric identities [18],

$$\sum_{i=1}^{3} \frac{\partial (J a^i_n)}{\partial \xi^n} = 0, \quad n = 1, 2, 3,$$

where $a^i_n$ is the $n$–th Cartesian component of the contravariant vector $\bar{a}^i$.

We use the volume weighted contravariant basis $J\bar{a}^i$ to transform differential operators from physical ($\nabla_x$) to reference ($\nabla_\xi$) space. The divergence of a vector is

$$\nabla_x \cdot \bar{f} = \frac{1}{J} \nabla_\xi \cdot \left( M^T \bar{f} \right),$$

where

$M$ is a nonsingular matrix.
where \( \mathbf{M} = (J\bar{a}^5, J\bar{a}^6, J\bar{a}^7) \) is the metrics matrix. We use (17) to write the divergence of an entire block vector compactly. Thus, we define the metrics block matrix \( \mathbf{M} \),

\[
\mathbf{M} = \begin{pmatrix}
J\bar{a}_1^1 & J\bar{a}_1^2 & J\bar{a}_1^3 \\
J\bar{a}_2^1 & J\bar{a}_2^2 & J\bar{a}_2^3 \\
J\bar{a}_3^1 & J\bar{a}_3^2 & J\bar{a}_3^3
\end{pmatrix},
\]

which allows us to write (58) for all the state variables,

\[
\bar{\nabla}_x \cdot \bar{\mathbf{f}} = \frac{1}{J} \bar{\nabla}_\xi \cdot (\mathbf{M}^T \bar{\mathbf{f}}) = \frac{1}{J} \bar{\nabla}_\xi \cdot \bar{\mathbf{f}},
\]

with \( \bar{\mathbf{f}} \) being the block vector of the contravariant fluxes,

\[
\bar{\mathbf{f}} = \mathbf{M}^T \tilde{\mathbf{f}}, \quad \bar{\mathbf{f}} = J\bar{a}^5 \cdot \bar{\mathbf{f}}.
\]

The gradient of a scalar is

\[
\bar{\nabla}_x u = \frac{1}{J} \mathbf{M} \bar{\nabla}_\xi u.
\]

which we can also extend to all state variables using (59),

\[
\bar{\nabla}_x u = \frac{1}{J} \mathbf{M} \bar{\nabla}_\xi u.
\]

To transform the incompressible NSE (14) into reference space, we first write them as a first order system, defining the auxiliary variable \( \bar{\mathbf{g}} = \bar{\nabla}_x w \) so that

\[
q_t + \bar{\nabla}_x \cdot \bar{\mathbf{L}}(q) = \bar{\nabla}_x \cdot \bar{\mathbf{f}}_v (\bar{\mathbf{g}}) + s(q),
\]

Recall that the incompressible NSE viscous fluxes depend only on the gradient of the entropy variables, \( \bar{\mathbf{g}} \).

Next, we transform the operators using (60) and (63),

\[
Jq_t + \bar{\nabla}_\xi \cdot \bar{\mathbf{L}}(q) = \bar{\nabla}_\xi \cdot \bar{\mathbf{f}}_v (\bar{\mathbf{g}}) + Js(q),
\]

\[
J\bar{\mathbf{g}} = \mathbf{M} \bar{\nabla}_\xi w
\]

to get the final form of the equations to be approximated.

The DG approximation is obtained from weak forms of the equations (65).

We first define the inner product in the reference element, \( E \), for state and block vectors

\[
\langle \bar{\mathbf{f}}, \bar{\mathbf{g}} \rangle_E = \int_E \bar{\mathbf{f}}^T \bar{\mathbf{g}} \, dE, \quad \langle \bar{\mathbf{f}}, \bar{\mathbf{g}} \rangle_E = \int_E \bar{\mathbf{f}} \cdot \bar{\mathbf{g}} \, dE.
\]
We construct two weak forms by multiplying \((65a)\) by a test function \(\phi\), and \((65b)\) by a block vector test function \(\vec{\psi}\), then integrating over the reference element \(E\), and finally integrating by parts to get

\[
\langle Jq, \phi \rangle_E + \int_{\partial E} \vec{\phi}^T \left( \vec{f}_v - \vec{\tau}_v \right) \cdot \hat{n} \, dS_{\xi} - \left\langle \vec{f}_v, \vec{\nabla}_\xi \phi \right\rangle_E = - \left\langle \vec{f}_v, \vec{\nabla}_\xi \phi \right\rangle_E + \langle Js, \phi \rangle_E,
\]

\[
\langle J\vec{g}, \vec{\psi} \rangle_E = \int_{\partial E} \vec{\psi}^T \left( \vec{w} \cdot \hat{n} \right) \, dS_{\xi} - \left\langle \vec{w}, \vec{\nabla}_\xi \cdot \vec{\psi} \right\rangle_E.
\]

(67)

The quantities \(\hat{n}\) and \(dS_{\xi}\) are the unit outward pointing normal and surface differential at the faces of \(E\), respectively. The contravariant test function \(\vec{\psi}\) follows the definition \((61)\). Finally, surface integrals extend to all six faces of an element,

\[
\int_{\partial E} \vec{f} \cdot \hat{n} \, dS_{\xi} = \int_{[-1,1]^2} \vec{f} \, d\xi \, d\zeta - \int_{[-1,1]^2} \vec{f}^2 \, d\xi \, d\zeta + \int_{[-1,1]^2} \vec{f} \, d\eta \, d\zeta + \int_{[-1,1]^2} \vec{f} \, d\xi \, d\eta + \int_{\zeta=\pm 1} \vec{f} \, d\xi + \int_{\xi=\pm 1} \vec{f} \, d\zeta.
\]

(68)

We can write surface integrals in either physical or reference space. The relation to the physical surface integration variables is

\[
dS_i = |Jn|^i \, d\xi^i \, d\zeta^i = J_i^j \, dS^j_{\xi},
\]

(69)

where we have defined the face Jacobian \(J_i^j = |Jn|^i\). We can relate the surface flux in both reference element, \(\vec{f} \cdot \hat{n}\), and physical, \(\vec{f} \cdot n\), variables through

\[
\vec{f} \cdot \hat{n} \, dS_{\xi} = \left( M \vec{f} \right) \cdot \hat{n} \, dS_{\xi} = \vec{f} \cdot \left( M \hat{n} \right) \, dS_{\xi} = \vec{f} \cdot n \, |Jn| \, dS_{\xi} = \vec{f} \cdot n \, dS.
\]

(70)

Therefore, the surface integrals can be represented both in physical and reference spaces,

\[
\int_{\partial E} \vec{f} \cdot \hat{n} \, dS_{\xi} = \int_{\partial E} \vec{f} \cdot n \, dS,
\]

(71)

and we will use one or the other depending on whether we are studying an isolated element (reference space) or the whole combination of elements in the mesh (physical space).

3.1 Polynomial approximation in the DGSEM

We now construct the discrete version of \((67)\). The approximation of the state vector inside each element \(E\) is an order \(N\) polynomial,

\[
q \approx I^N(q) = Q \left( \xi \right) = \sum_{i,j,k=0}^N Q_{ijk}(t) l_i(\xi) l_j(\eta) l_k(\zeta) \in \mathbb{P}^N.
\]

(72)
where \( \mathbb{P}^N \) is the space of polynomials of degree less than or equal to \( N \) on \([-1, 1]^3 \) and \( \Gamma^N \) is the polynomial interpolation operator. The state values \( Q_{ijk}(t) = Q(\xi_i, \eta_j, \zeta_k; t) \) are the nodal degrees of freedom (time dependent coefficients) at the tensor product of each of the Gauss–Lobatto points \( \{ \xi_i \}_{i=0}^N \), where we write Lagrange polynomials 

\[
l_i(\xi) = \prod_{j=0}^{N} \frac{\xi - \xi_j}{\xi_i - \xi_j}.
\]

(73)

The geometry and metric terms are also approximated with order \( N \) polynomials. The transfinite mapping is approximated using \( X = \Gamma^N (X) \), but special attention must be paid to its derivatives (i.e. the contravariant basis) since \( J a^i \neq \Gamma^N (a_j \times a_k) \). For the discrete version of the metric identities (57) to hold,

\[
\sum_{i=1}^{3} \frac{\partial \Gamma^N (J a^i)}{\partial \xi^i} = 0, \quad n = 1, 2, 3,
\]

(74)

we compute metric terms using the curl form [18],

\[
J a^i_n = -\hat{e}_i \cdot \nabla \xi \times \left( \Gamma^N \left( X L \nabla \xi \right) \right), \quad i = 1, 2, 3, \quad n = 1, 2, 3, \quad (n, m, l) \text{ cyclic.}
\]

(75)

If we compute \( J a^i \) using (75), we ensure discrete free–stream preservation, which is crucial to avoid grid induced motions and importantly also to guarantee entropy stability.

Next, we approximate integrals that arise in the weak formulation using Gauss quadratures. Let \( \{ w_i \}_{i=0}^N \) be the quadrature weights associated to Gauss–Lobatto nodes \( \{ \xi_i \}_{i=0}^N \). Then, in one dimension,

\[
\int_{-1}^{1} f(\xi) \, d\xi \approx \int_{N} f(\xi) \, d\xi \equiv \sum_{m=0}^{N} w_m f(\xi_m) = \sum_{m=0}^{N} w_m F_m.
\]

(76)

For Gauss–Lobatto points, the approximation is exact if \( f(\xi) \in \mathbb{P}^{2N-1} \). The extension to three dimensions has three nested quadratures in each of the three reference space dimensions,

\[
\langle f, g \rangle_E \approx \langle f, g \rangle_{E,N} = \sum_{m,n,l=0}^{N} w_{mnl} F_{mnl} G_{mnl}, \quad w_{mnl} = w_m w_n w_l,
\]

(77)

with a similar definition for block vectors. The inner product is computed exactly if \( f(\xi)g(\xi) \in \mathbb{P}^{2N-1} \). The approximation of surface integrals is performed
similarly, replacing exact integrals by Gauss quadratures in (68),
\begin{align*}
\int_{\partial E} \vec{f} \cdot \hat{n} \, dS_{\xi} & \approx \sum_{j,k=0}^{N} w_{jk} (\vec{F}_{N,jk} - \vec{F}_{0,jk}) + \sum_{i,k=0}^{N} w_{ik} (\vec{F}_{iNk} - \vec{F}_{i0k}) + \sum_{i,j=0}^{N} w_{ij} (\vec{F}_{ijN} - \vec{F}_{ij0}).
\end{align*}

Gauss–Lobatto points are used to construct entropy–stable schemes using split–forms. Since boundary points are included, there is no need to perform an interpolation of the volume polynomials in (78) to the boundaries, which is known as the Simultaneous–Approximation–Term (SAT) property. The SAT property in (67), we get the standard forms, we get the
property (17).

With the polynomial framework (72), (71), and (78) in the continuous weak forms (67), we get the standard DG version of the incompressible NSE,
\begin{align*}
\langle \hat{J} \hat{Q}, \phi \rangle_{E,N} + \int_{\partial E,N} \phi^{T} (\vec{F}_{\hat{e}} - \vec{F}_{\hat{e}}) \cdot \hat{n} \, dS_{\xi} - \langle \vec{F}_{\hat{e}}, \vec{v} \rangle_{E,N} = - \langle \vec{F}_{\hat{e}}, \vec{v} \phi \rangle_{E,N}, \tag{79}
\end{align*}

where the test functions \( \phi \) and \( \vec{v} \) are now restricted to polynomial spaces in \( p_{N} \).

Inter–element coupling is enforced using numerical fluxes at the element boundaries,
\begin{align*}
\vec{F}_{\hat{e}} & \approx \vec{F}_{\hat{e}} (Q_{L},Q_{R}), \quad \vec{F}_{\hat{e}} \approx \vec{F}_{\hat{e}} (\hat{G}_{L},\hat{G}_{R}), \quad \vec{W} \approx \vec{W} (Q_{L},Q_{R}), \tag{81}
\end{align*}

where \( Q_{L}, \hat{G}_{L}, Q_{R}, \) and \( \hat{G}_{R} \) are state vectors and gradients at the left and right sides of the face. Details on the numerical flux functions are given below in Sec. 3.2. With (61), (59) becomes,
\begin{align*}
\langle \hat{J} \hat{Q}, \phi \rangle_{E,N} + \int_{\partial E,N} \phi^{T} (\vec{F}_{\hat{e}}^{*} - \vec{F}_{\hat{e}}) \cdot \hat{n} \, dS_{\xi} - \langle \vec{F}_{\hat{e}}^{*}, \vec{v} \phi \rangle_{E,N} = - \langle \vec{F}_{\hat{e}}^{*}, \vec{v} \phi \rangle_{E,N}, \tag{82a}
\end{align*}

\begin{align*}
\langle \hat{J} \hat{G}, \vec{v} \rangle_{E,N} = \int_{\partial E,N} \vec{W}^{*} (\vec{v} \cdot \hat{n}) \, dS_{\xi} - \langle \vec{W}, \vec{v} \phi \rangle_{E,N}. \tag{82b}
\end{align*}
To construct entropy stable schemes using the SBP–SAT property and two–point volume fluxes following \[13, 14\], we apply the discrete Gauss Law to transform (82a) into a strong DG form,

\[
\langle \mathcal{J}_e \phi \rangle_{E,N} + \int_{\partial E,N} \phi^T (\vec{F}_e^* - \vec{F}_e) \cdot \hat{n} \, dS_\xi + \langle \vec{\nabla}_\xi \cdot \vec{F}_e, \phi \rangle_{E,N} = \int_{\partial E,N} \phi^T (\vec{F}_e^* - \vec{F}_e) \cdot \hat{n} \, dS_\xi + \langle \vec{\nabla}_\xi \cdot \vec{F}_e, \phi \rangle_{E,N} + \langle \mathcal{J}_s \phi \rangle_{E,N},
\]

\[
\langle \mathcal{J}_e \vec{\psi} \rangle_{E,N} = \int_{\partial E,N} \mathbf{W}^* \cdot \langle \vec{\psi}, \hat{n} \rangle \, dS_\xi - \langle \mathbf{W}, \vec{\nabla}_\xi \cdot \vec{\psi} \rangle_{E,N}. \tag{83}
\]

To compute the divergence of the viscous flux, we use the standard DG approach (i.e. direct differentiation of the polynomials),

\[
\vec{\nabla}_\xi \cdot \vec{F}_e = \sum_{m=0}^N (\vec{F}_{mjk}^{1} l'_{m}(\xi) + \vec{F}_{imk}^{2} l''_{m}(\eta) + \vec{F}_{ijm}^{3} l'''_{m}(\zeta)). \tag{84}
\]

However to get a stable approximation, we compute the divergence of a two–point inviscid flux \[19, 20\]

\[
\vec{\nabla}_\xi \cdot \vec{F}_e \approx \mathbb{D} \left( \vec{F}_e^* \right)^ \# (\xi, \eta, \zeta) \equiv 2 \sum_{m=0}^N l'_{m}(\xi) \vec{F}_e^{1,\#} (\xi, \eta, \zeta; \xi, \eta, \zeta) + l''_{m}(\eta) \vec{F}_e^{2,\#} (\xi, \eta, \zeta; \xi, \eta, \zeta) + l'''_{m}(\zeta) \vec{F}_e^{3,\#} (\xi, \eta, \zeta; \xi, \eta, \zeta). \tag{85}
\]

The contravariant numerical volume flux is constructed from a flux function \(\vec{F}_e^{\#}(\cdot, \cdot)\) called two–point flux that is a function of two states \[19, 13\]

\[
\vec{F}_e^{l,\#} (\xi, \eta, \zeta; \alpha, \beta, \gamma) \equiv \vec{F}_e^{\#} (\mathbf{Q}(\xi, \eta, \zeta), \mathbf{Q}(\alpha, \beta, \gamma)) - \frac{1}{2} (\mathcal{J} \vec{a}^2 (\xi, \eta, \zeta) + \mathcal{J} \vec{a}^2 (\alpha, \beta, \gamma)), \quad l = 1, 2, 3. \tag{86}
\]

At a node, we write this contravariant flux as

\[
\left( \vec{F}_e^{l,\#} \right)_{ijkl} \equiv \vec{F}_e^{\#} (\mathbf{Q}_{ijkl}, \mathbf{Q}_{mjk}) - \frac{1}{2} (\mathcal{J} \vec{a}^2_{ijkl} + \mathcal{J} \vec{a}^2_{mjk}), \quad l = 1, 2, 3. \tag{87}
\]

It can be simplified if we define the two–point average

\[
\{\{u\}\}_{ijkl} = \frac{u_{ijkl} + u_{mjk}}{2}. \tag{88}
\]

leading to the definition of the divergence of the two–point flux

\[
\mathbb{D} \left( \vec{F}_e^{\#} \right)_{ijkl} = 2 \sum_{m=0}^N l'_{m}(\xi) \vec{F}_e^{l,\#} (\mathbf{Q}_{ijkl}, \mathbf{Q}_{mjk}) \cdot \{\{\mathcal{J} \vec{a}^2\}\}_{ijkl} + l''_{m}(\eta) \vec{F}_e^{l,\#} (\mathbf{Q}_{ijkl}, \mathbf{Q}_{imk}) \cdot \{\{\mathcal{J} \vec{a}^2\}\}_{ijkl} + l'''_{m}(\zeta) \vec{F}_e^{l,\#} (\mathbf{Q}_{ijkl}, \mathbf{Q}_{ijm}) \cdot \{\{\mathcal{J} \vec{a}^2\}\}_{ijkl}. \tag{89}
\]
Two-point fluxes are also defined in terms of averages of the two states. Leaving off the subscripts for the node locations, we construct two-point entropy conserving versions, $\mathbf{F}^e_{ec}$, of the fluxes $\mathbf{F}^e_{#}$ for the incompressible NSE using the general formula

\[
\begin{align*}
\mathbf{F}^e_{ec} &= \begin{pmatrix} \hat{\rho} u \{u\} + \{p\} \\ \hat{\rho} v \{v\} \\ \hat{\rho} w \{w\} \\ \hat{\rho} u \{u\} \\ \hat{\rho} v \{v\} \\ \hat{\rho} w \{w\} \end{pmatrix}, \\
\mathbf{G}^e_{ec} &= \begin{pmatrix} \hat{\rho} u \{u\} \\ \hat{\rho} v \{v\} \\ \hat{\rho} w \{w\} \end{pmatrix}, \\
\mathbf{H}^e_{ec} &= \begin{pmatrix} \hat{\rho} u \{u\} \\ \hat{\rho} v \{v\} \\ \hat{\rho} w \{w\} \end{pmatrix}.
\end{align*}
\]

We consider two options for the approximation of the momentum $\hat{\rho} u_i$, $i = 1, 2, 3$. In the first choice, we take the average of the product, while in the second we take the product of the averages,

\[
\hat{\rho} u_i^{(1)} = \{\{\rho u\}\}, \text{ or } \hat{\rho} u_i^{(2)} = \{\rho\}\{u\}.
\]

Using the two-point entropy conserving fluxes, the final version of the approximation is written as

\[
\begin{align*}
\mathbf{J} \mathbf{Q}^e_{E,N} + \int_{e,N} \mathbf{G}^e_{T} (\mathbf{F}^e_{#} - \mathbf{F}^e_{e}) \cdot \vec{n} dS + \left\langle \mathbb{D} \left( \mathbf{F}^e_{e} \right), \phi \right\rangle_{E,N} \\
= \int_{e,N} \mathbf{G}^e_{T} (\mathbf{F}^e_{#} - \mathbf{F}^e_{e}) \cdot \vec{n} dS + \left\langle \mathbf{F}^e_{e}, \phi \right\rangle_{E,N} + (\mathbf{J} \mathbf{S}, \phi)_{E,N}, \\
\mathbf{J} \mathbf{G}^e_{E,N} = \int_{e,N} \mathbf{W}^{T} (\mathbf{\hat{G}} \cdot \vec{n}) dS - \left\langle \mathbf{W}, \mathbf{\hat{G}} \cdot \vec{n} \right\rangle_{E,N},
\end{align*}
\]

where we wrote the surface integrals in physical variables using (71). The evolution equation that one would implement for the coefficients $\mathbf{Q}_{ijk}$, and the equation for the gradients $\mathbf{G}_{ijk}$ are obtained by replacing the test functions $\phi$
and \( \psi \) by Lagrange basis functions \( l_i(\xi)l_j(\eta)l_k(\zeta) \),

\[
\mathcal{J}_{ijk} \frac{dQ_{ij}}{dt} + \left( \frac{\delta_{jm}}{w_j} (\hat{F}^1_e - \hat{F}^1_e)_{ijk} + \frac{\delta_{jm}}{w_j} (\hat{F}^2_e - \hat{F}^2_e)_{ijk} + \frac{\delta_{km}}{w_k} (\hat{F}^3_e - \hat{F}^3_e)_{ijk} \right)_{m=0} \\
+ \mathbb{D} \left( \nabla \cdot \hat{F}_e \right)_{ijk} = \left( \nabla \cdot \hat{F}_v \right)_{ijk} \\
+ \left( \frac{\delta_{jm}}{w_j} (\hat{F}^1_v - \hat{F}^1_v)_{ijk} + \frac{\delta_{jm}}{w_j} (\hat{F}^2_v - \hat{F}^2_v)_{ijk} + \frac{\delta_{km}}{w_k} (\hat{F}^3_v - \hat{F}^3_v)_{ijk} \right)_{m=0} \\
+ \mathcal{J}_{ijk} \mathbf{S}_{ijk},
\]

\[
\mathcal{J}_{ijk} \mathbf{G}_{ijk} = W^*_{ijk} \left( \frac{\delta_{jm}}{w_j} \mathcal{J} \hat{a}^1_{ijk} + \frac{\delta_{jm}}{w_j} \mathcal{J} \hat{a}^2_{ijk} + \frac{\delta_{km}}{w_k} \mathcal{J} \hat{a}^3_{ijk} \right)_{m=0} \\
- \sum_{m=0}^N w_m \left( \frac{l'_i(\xi_m)}{w_i} W_{mjk} \mathcal{J} \hat{a}^1_{ijk} + \frac{l'_j(\xi_m)}{w_j} W_{imk} \mathcal{J} \hat{a}^2_{ijk} + \frac{l'_k(\xi_m)}{w_k} W_{ijm} \mathcal{J} \hat{a}^3_{ijk} \right).
\]

Finally, we note that the two–point flux form of the equation is algebraically equivalent to the approximation of a split form of the original equations that averages conservative and nonconservative forms of the original PDEs. See Appendix B. Eq. (93) is integrated in time using a third order low–storage explicit Runge–Kutta RK3 scheme [21].

3.2 Numerical fluxes

The approximation (92) is completed with the addition of numerical fluxes \( F^*_e, F^*_v \), and \( W^* \), and boundary conditions, the first of which we describe in this section.

For the inviscid fluxes we use the exact Riemann solver derived in [15]. Using the rotational invariance of the flux [22], we write the normal flux as

\[
\hat{F}_e \cdot \hat{n} = \mathbf{T}^T F_e (\mathbf{T} \mathbf{Q}) = \mathbf{T}^T F_e (\mathbf{Q}_n), \quad \mathbf{T} = \begin{pmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & n_x & n_y & n_z & 0 \\ 0 & l_{1,x} & l_{1,y} & l_{1,z} & 0 \\ 0 & l_{2,x} & l_{2,y} & l_{2,z} & 0 \\ 0 & 0 & 0 & 0 & 1 \end{pmatrix},
\]

where \( \mathbf{T} \) is a rotation matrix that only affects velocities, \( \hat{n} = (n_x, n_y, n_z) \) is the normal unit vector to the face, and \( \hat{l}_1 \) and \( \hat{l}_2 \) are two tangent unit vectors to the face. Recall that \( F_e \) is the \( x \)–component of the inviscid flux \( \hat{F}_e = (F_e, G_e, H_e) \) [5]. When the rotation matrix \( \mathbf{T} \) multiplies the state vector \( \mathbf{Q} \), we obtain the rotated state vector \( \mathbf{Q}_n \),

\[
\mathbf{Q}_n = \mathbf{T} \mathbf{Q} = (\rho, \rho U_n, \rho V_{11}, \rho V_{12}, \rho V_{22}, P),
\]
where \( \mathbf{U}_n = \mathbf{ar{U}} \cdot \mathbf{n} \) the normal velocity, and \( \mathbf{V}_i = \mathbf{ar{U}} \cdot \mathbf{t}_i \) \( (i = 1, 2) \) are the two tangent velocities. Taken in context, \( \rho \) refers to the polynomial approximation of the density. Note that the reference system rotation does not affect the total speed

\[
V^2_{tot} = U^2 + V^2 + W^2 = U^2_n + V^2_{t1} + V^2_{t2}. \tag{96}
\]

The rotational invariance allows us to transform the 3D Riemann problem into a one dimensional problem for the rotated state vector,

\[
\frac{\partial \mathbf{Q}_n}{\partial t} + \frac{\partial \mathbf{F}_e(\mathbf{Q}_n)}{\partial x} = 0, \quad \mathbf{Q}_n(x, 0) = \begin{cases} (\rho_L, \rho_L U_{nL}, \rho_L V_{t1L}, \rho_L V_{t2L}, P_L) & \text{if } x \leq 0, \\ (\rho_R, \rho_R U_{nR}, \rho_R V_{t1R}, \rho_R V_{t2R}, P_R) & \text{if } x > 0, \end{cases} \tag{97}
\]

whose exact solution is (the details can be found in [15]),

\[
\mathbf{Q}^*_n = \begin{pmatrix} \rho^* \\ \rho^* U^*_n \\ \rho^* V^*_{t1} \\ \rho^* V^*_{t2} \\ P^* \end{pmatrix}, \quad \mathbf{F}_e(\mathbf{Q}^*_n) = \begin{pmatrix} \rho^* U^*_n \\ \rho^* (U^*_n)^2 + P^* \\ \rho^* U^*_n V^*_{t1} \\ \rho^* U^*_n V^*_{t2} \\ \frac{1}{2} \rho^* U^*_n \end{pmatrix}, \tag{98}
\]

with star region solution,

\[
U^*_n = \frac{P_L - P_R + \rho_L U_{nL} \lambda^+_L - \rho_R U_{nR} \lambda^-_R}{\rho_L \lambda^+_L - \rho_R \lambda^-_R}, \quad P^* = P_L + \rho_L \lambda^+_L \left(U_{nL} - U^*_n\right), \\
\rho^* = \begin{cases} \rho^*_L & \text{if } U^*_n \geq 0, \\ \rho^*_R & \text{if } U^*_n < 0, \end{cases}, \quad \rho^*_L = \frac{\rho_L \lambda^+_L}{U^*_n - \lambda^+_L}, \quad \rho^*_R = \frac{\rho_R \lambda^-_R}{U^*_n - \lambda^-_R}, \\
V^*_{ti} = \begin{cases} V_{t1L} & \text{if } U^*_n \geq 0, \\ V_{t1R} & \text{if } U^*_n < 0, \end{cases} \tag{99}
\]

and eigenvalues,

\[
\lambda^+_L = \frac{U_{nL} \pm a_L}{2}, \quad \lambda^+_R = \frac{U_{nR} \pm a_R}{2}, \quad a = \sqrt{U^2_n + \frac{4}{M^2_d \rho}}. \tag{100}
\]

Note that in this model, eigenvalues with the positive superscript, \( \lambda^{+}_{LR} \), are always positive, and eigenvalues with negative superscript , \( \lambda^{-}_{LR} \), are always negative (i.e. the flow is always subsonic). Following [94], we multiply \( \mathbf{F}_e(\mathbf{Q}^*_n) \) in (98) by the transposed rotation matrix \( \mathbf{T}^T \) to obtain the numerical flux \( \mathbf{\tilde{F}}_e^* \cdot \mathbf{n} \).

For viscous fluxes we use the Bassi–Rebay 1 (BR1) scheme, which uses the average between adjacent elements in both entropy variables and fluxes,

\[
\mathbf{W}^* = \left\{ \left[ \mathbf{W} \right] \right\}, \quad \mathbf{\tilde{F}}_v^* = \left\{ \left[ \mathbf{\tilde{F}}_v \right] \right\}. \tag{101}
\]
3.3 Boundary conditions

The full approximation is completed with the addition of boundary conditions. Here we show how to impose free– and no–slip wall boundary conditions.

3.3.1 Inviscid flux

The inviscid flux is responsible for canceling the normal velocity \( u_n = 0 \), and does not control tangential velocities nor viscous stresses. Thus, the procedure for both free– and no–slip wall boundary conditions is identical.

We consider two ways to enforce the wall boundary condition through the numerical flux \( \mathbf{F}_e^\star \). The first directly computes the wall numerical flux. The second sets an artificial reflection state to be used as the external state for the exact Riemann solver.

If we do not want to use a Riemann solver at the boundaries, we prescribe the zero normal velocity through the numerical flux \( (U_n^\star = 0) \), and we take the external pressure from the interior \( (P^\star = P) \), giving

\[
\mathbf{F}_e^\star \cdot \mathbf{n} = \begin{pmatrix}
\rho U_n \\
\rho U_n \tilde{U} + P \tilde{n} \\
\frac{1}{M^2} U_n
\end{pmatrix}^\star = \begin{pmatrix}
0 \\
P \tilde{n} \\
0
\end{pmatrix}.
\] (102)

Alternatively we can use the exact Riemann solver at the physical boundaries, and construct an external state \( Q_e^\star \) (rotated using (95)) taking the interior state \( Q_i^\star \) but changing sign of the normal velocity,

\[
Q_i^\star = \begin{pmatrix}
\rho \\
\rho U_n \\
\rho V_{t1} \\
\rho V_{t2} \\
P
\end{pmatrix}, \quad Q_e^\star = \begin{pmatrix}
\rho \\
-\rho U_n \\
\rho V_{t1} \\
\rho V_{t2} \\
P
\end{pmatrix}.
\] (103)

3.3.2 Viscous flux

For the viscous fluxes, we have to give appropriate values for both the entropy variables \( W^\star \) and the viscous numerical fluxes \( \mathbf{F}_e^\star_v \) at the boundaries. However, only the way the velocities in \( W^\star \) are specified is important, since the viscous fluxes (the stress tensor (7)) are independent of the pressure gradient.

For the free–slip wall, we use a Neumann boundary condition: we take the entropy variables from the interior \( W^\star = W \) and set viscous fluxes to zero \( \mathbf{F}_e^\star_v \cdot \mathbf{n} = 0 \).

For the no–slip wall, we use a Dirichlet boundary condition, thus we use zeroed entropy variables \( W^\star = (0, 0, 0, 0, P) \) (recall that the pressure is not relevant), and take the viscous fluxes from the interior \( \mathbf{F}_e^\star_v = \mathbf{F}_v \).
4 Stability analysis

In this section we show that the approximation satisfies the discrete version of the continuous entropy bound \(27\). To do so, we follow \[14\] and replace \(\phi = W\) and \(\psi = \tilde{F}_v\) in the discrete system \(92\), giving

\[
\langle \bar{J} Q_t, W \rangle_{E,N} + \int_{\partial E,N} W^T (\tilde{F}_e^* - \tilde{F}_e) \cdot \bar{n} \, dS + \langle \bar{D} (\tilde{F}_e)^{ec}, W \rangle_{E,N} = \int_{\partial E,N} W^T (\tilde{F}_v^* - \tilde{F}_v) \cdot \bar{n} \, dS + \langle \bar{V}_\xi \cdot \tilde{F}_v, W \rangle_{E,N},
\]

\[104\]

In this analysis we do not consider the source term, as in the continuous case.

We can combine both equations of \(104\) into a single equation since both share the last quadrature on the right hand side, so

\[
\langle \bar{J} Q_t, W \rangle_{E,N} + \int_{\partial E,N} W^T (\tilde{F}_e^* - \tilde{F}_e) \cdot \bar{n} \, dS + \langle \bar{D} (\tilde{F}_e)^{ec}, W \rangle_{E,N} = \int_{\partial E,N} W^T (\tilde{F}_v^* - \tilde{F}_v) \cdot \bar{n} \, dS - \langle \bar{J} \tilde{G}, \tilde{F}_v \rangle_{E,N}.
\]

\[105\]

The first term in \(105\) is the discrete integral (quadrature) of the entropy time derivative. Since there is no discrete approximation in time in this analysis (i.e., we consider only semi–discrete stability), the chain rule–based contraction \[36\] holds and

\[
\langle \bar{J} Q_t, W \rangle_{E,N} = \sum_{i,j,k=0}^N w_{ijk} J_{ijk} W^T_{i,j,k} \frac{dQ_{ijk}}{dt} = \sum_{i,j,k=0}^N w_{ijk} J_{ijk} \frac{dE_{ijk}}{dt} = \frac{d}{dt} \langle \bar{J} \tilde{E}, 1 \rangle_{E,N}.
\]

\[106\]

Next, we work on the inviscid flux contribution. In \[13\], the authors proved that for arbitrary states \(Q_L\) and \(Q_R\), if the two–point entropy conserving flux satisfies Tadmor’s jump condition \[19, 20, 13\],

\[
\left[ W^T \right] F^{ec,l} (Q_L, Q_R) - \left[ W^T F^l \right] + \left[ F^e,l \right] = 0, \quad l = 1, 2, 3,
\]

\[107\]

with

\[
\|u\| = u_R - u_L,
\]

\[108\]

being the jump operator, then the inner product of the split–form divergence with the entropy variables satisfies,

\[
\langle \bar{D} (\tilde{F}_e)^{ec}, W \rangle_{E,N} = \int_{\partial E,N} \tilde{F}_e \cdot \bar{n} \, dS = \int_{\partial E,N} \tilde{F}_v \cdot \bar{n} \, dS.
\]

\[109\]
To show that the two-point flux (90) satisfies (107), we replace the entropy conserving flux (90) and the entropy variables, and see that

\[
\begin{align*}
q_{\Gamma} & = -\frac{1}{2}q_{\rho U}^2 + \frac{1}{2}q_{\rho U^2}^2 - \frac{1}{2}q_{\rho U^2}^2 (U^2 + V^2 + W^2)\nonumber \\
& = -\frac{1}{2}q_{\rho U}^2 + \frac{1}{2}q_{\rho U^2}^2 - \frac{1}{2}q_{\rho U^2}^2 (U^2 + V^2 + W^2) + \frac{1}{2}q_{\rho U^2}^2 (U^2 + V^2 + W^2) + [PUi]
\end{align*}
\]

(110)

where \(F_{\epsilon,d}\) is the entropy flux (42). In the process, we used the two arithmetic properties of the average and jump operators,

\[
[ab] = [\{a\}] [b] + [\{a\} \{b\}], \quad \{\{a\}\} [a] = \frac{1}{2} \{a^2\}.
\]

Note that (110) holds independently of which momentum approximation \(\tilde{\rho}_U\) (91) is used, so from the point of view of stability, either approximation in (91) is acceptable.

Thus, using (109), (105) becomes,

\[
\frac{d}{dt} \langle \mathcal{J} \mathcal{E}, 1 \rangle_{E,N} + \int_{\partial e,N} \left( W^T (F_{\epsilon}^* - \tilde{F}_e) + \tilde{F}_{\epsilon} \right) \cdot \vec{n} \, dS
\]

\[
= \int_{\partial e,N} \left( W^T (F_{\epsilon}^* - \tilde{F}_e) + W^T \tilde{F}_e \right) \cdot \vec{n} \, dS - \left\langle \mathcal{J} \tilde{\mathcal{G}}, \mathcal{B}^d \tilde{\mathcal{G}} \right\rangle_{E,N},
\]

(112)

where we have written the viscous flux as a function of the entropy variable gradient following (44), and we wrote the surface integrals in physical coordinates using (71). The former allows us to bound the viscous flux volume contribution using the viscous positive semi-definiteness property (47),

\[
\left\langle \mathcal{J} \tilde{\mathcal{G}}, \mathcal{B}^d \tilde{\mathcal{G}} \right\rangle_{E,N} \geq \min_{E,N} (\mathcal{J}) \left\langle \tilde{\mathcal{G}}, \mathcal{B}^d \tilde{\mathcal{G}} \right\rangle_{E,N} \geq 0,
\]

(113)

since all nodal values of the Jacobian, \(J_{ijk}\), are strictly positive in an admissible quality mesh. Now, (113) is the discrete version of (49), therefore, it can be written as

\[
\left\langle \mathcal{J} \tilde{\mathcal{G}}, \mathcal{B}^d \tilde{\mathcal{G}} \right\rangle_{E,N} = \frac{2}{Re} \left\langle \mathcal{J} S, S \right\rangle_{E,N} \geq 0,
\]

(114)

where \(S\) is the strain tensor computed from the approximated entropy variable gradient \(S = S (\tilde{\mathcal{G}})\).
Now that the volume terms have been discussed and shown to match the continuous versions, we address element boundary terms. Stability of the boundary terms only makes sense when all elements are considered. Therefore, we sum (112) over all the elements, to get the time rate of change of the total entropy,

\[
\frac{d\bar{\mathcal{E}}}{dt} + \text{IBT} + \text{PBT} = -\sum_e \frac{2}{Re} \langle \mathcal{JS}, \mathcal{S} \rangle_{E,N} \leq 0, \tag{115}
\]

where

\[
\bar{\mathcal{E}} = \sum_e \langle \mathcal{J}\mathcal{E}, 1 \rangle_{E,N} \tag{116}
\]

is the total entropy, IBT is the contribution of the interior faces to the surface integral,

\[
\text{IBT} = -\sum_{\text{interior faces}} \int_N \left( \begin{bmatrix} W^T \end{bmatrix} \bar{F}_e + \begin{bmatrix} \bar{F}^E \end{bmatrix} - \begin{bmatrix} W^T \bar{F}_e \end{bmatrix} \right) \cdot \bar{n}_L \; dS
+ \sum_{\text{interior faces}} \int_N \left( \begin{bmatrix} W^T \end{bmatrix} \bar{F}_v + \begin{bmatrix} W^*T \bar{F}_v \end{bmatrix} - \begin{bmatrix} W^T \bar{F}_v \end{bmatrix} \right) \cdot \bar{n}_L \; dS \tag{117}
= \text{IBT}_e + \text{IBT}_v,
\]

and PBT is the physical boundary contribution,

\[
\text{PBT} = \sum_{\text{boundary faces}} \int_N \left( \begin{bmatrix} W^T \end{bmatrix} \bar{F}_e - \bar{F}_e + \bar{F}^E \right) \cdot \bar{n} \; dS
- \sum_{\text{boundary faces}} \int_N \left( \begin{bmatrix} W^T \end{bmatrix} \bar{F}_v - \bar{F}_v + W^*T \bar{F}_v \right) \cdot \bar{n} \; dS \tag{118}
= \text{PBT}_e - \text{PBT}_v.
\]

In (117), we chose to write the contributions of the elements on the left and the right of the surface integrals taking the left face normal \(\bar{n}_L\) as a reference. Thus, the right side face terms are added with opposing sign since \(\bar{n}_R = -\bar{n}_L\).

As a result, we get the jumps in the variables as defined in (108). Note that the numerical fluxes \(\leftrightarrow F_e^*\) and \(\leftrightarrow F_v^*\) factor out of the jump operators since they are shared by both left and right states.

4.1 Stability of the Interior Boundary Terms (IBT)

Following (115), interior boundary terms (117) are stable if IBT \(\geq 0\). For inviscid fluxes we consider two possibilities: using the two-point entropy conserving flux (90), or the exact Riemann solver (99).
4.1.1 Inviscid fluxes: two–point entropy conserving numerical flux

If we use the two–point entropy conserving flux \( F^{\star}_e \) as the numerical flux \( \hat{F}_e \), we obtain \( IBT_e = 0 \) as a result of Tadmor’s jump condition,\(^{107}\)

\[
IBT_e = - \sum_{\text{interior faces}} \int_N \left( \left[ W^T \right] \hat{F}_e^{\text{ec}} + \left[ F^e \right] - \left[ W^T \hat{F}_e \right] \right) \cdot \vec{n} \, dS = 0. \quad (119)
\]

4.1.2 Inviscid fluxes: exact Riemann solver

It is not trivial to show the stability of the inviscid contribution to IBT using the exact Riemann solver to compute \( \hat{F}_e^{\star} \). We move that analysis to Appendix A where we prove that

\[
IBT_e = - \sum_{\text{interior faces}} \int_N \left( \left[ W^T \right] \hat{F}_e^{\star} + \left[ F^e \right] - \left[ W^T \hat{F}_e \right] \right) \cdot \vec{n} \, dS \geq 0. \quad (120)
\]

4.1.3 Viscous fluxes: BR1 method

For the viscous fluxes we write viscous contribution in IBT by replacing the numerical values using the BR1 scheme,\(^{101}\)

\[
IBT_v = \sum_{\text{interior faces}} \int_N \left( \left[ W^T \right] \left\{ \left[ \hat{F}_v \right] \right\} + \left\{ \left[ W^T \right] \left[ \hat{F}_e \right] - \left[ W^T \hat{F}_e \right] \right\} \right) \cdot \vec{n} \, dS = 0, \quad (121)
\]

since the algebraic identity \(^{111}\) holds.

Thus, we conclude that interior boundary terms are stable, \( IBT \geq 0 \). Moreover, we get an entropy conserving scheme using the two–point entropy flux as the numerical flux, \( IBT = 0 \), and an entropy stable scheme if we use the exact Riemann solver, \( IBT \geq 0 \).

4.2 Physical Boundary Terms (PBT): wall boundary conditions

Like at interior boundaries, boundary condition prescriptions are stable if \( PBT \geq 0 \). In this section we follow\(^{23}\) and show that the two approaches described in Sec. 3.3 stably impose both free– and no–slip wall boundary conditions.
4.2.1 Inviscid fluxes

The stability condition for the inviscid boundary flux is,

$$\text{PBT}_e = \sum_{\text{boundary faces}} \int_N \left( W^T \left( \vec{F}_e^* - \vec{F}_e \right) \cdot \vec{n} + \vec{F}_e^* \cdot \vec{n} \right) dS \geq 0. \quad (122)$$

A sufficient condition for (122) to hold is that the argument

$$\Delta_e = W^T \left( \vec{F}_e^* - \vec{F}_e \right) \cdot \vec{n} + \vec{F}_e^* \cdot \vec{n} \geq 0. \quad (123)$$

We presented two choices by which to enforce the wall boundary condition through the numerical flux $\leftrightarrow F_e^*$, and examine their stability in turn.

1. If we do not use a Riemann solver at the boundaries, we write (123) replacing the fluxes,

$$\Delta_e = \left( -\frac{1}{2} V_{\text{tot}} u, M_0^2 P \right) \left[ \begin{array}{c} 0 \\ P \bar{u} \\ 0 \end{array} \right] - \left( \frac{\rho U_n}{\rho \lambda^+} U_n \bar{P} \bar{u} + U_n \bar{P} \bar{u} \right) + \left( \frac{1}{2} \rho V_{\text{tot}}^2 + P \right) U_n = 0. \quad (124)$$

Therefore, enforcing the wall boundary condition through direct prescription of the numerical flux is neutrally stable $\text{PBT} = 0$.

2. If we use the exact Riemann solver at the physical boundaries and we construct the external state (103), we construct the star region solution (99) for the particular states $Q_e^n$,

$$U^* = \frac{P - P + \rho \lambda^+ U_n - \rho (-\lambda^+) (-U_n)}{\rho \lambda^+ - \rho (-\lambda^+)} = 0, \quad P^* = P + \rho \lambda^+ U_n, \quad (125)$$

where,

$$\lambda_L^+ = \frac{U_n + a}{2} = \lambda^+ \geq 0, \quad \lambda_R^- = \frac{-U_n - a}{2} = -\lambda^+ < 0. \quad (126)$$

Therefore,

$$\vec{F}_e(Q_e^n) = \begin{pmatrix} \frac{\rho U_n^*}{\rho (U_n)^2 + P^*} \\ \rho^* V_{1}^* V_{1} \bar{v}_{12}^* \\ \rho^* V_{2}^* v_{12}^* \\ \frac{1}{M_0^2} U_n^* \end{pmatrix} = \begin{pmatrix} 0 \\ \frac{P + \rho \lambda^+ U_n}{\rho (U_n)^2 + P^*} \\ 0 \\ 0 \end{pmatrix}. \quad (127)$$
Now we write (123) using the rotational invariance (94), \( \bar{\mathbf{F}}_φ \cdot \bar{n} = \mathbf{T}^T \mathbf{F}_φ (\mathbf{Q}_n) \), and \( \bar{\mathbf{F}}_φ \cdot \bar{n} = \mathbf{T}^T \mathbf{F}_φ (\mathbf{Q}_n) \),

\[
\Delta_e = \mathbf{W}_n^T \mathbf{T}^T (\mathbf{F}_φ (\mathbf{Q}_n^φ) - \mathbf{F}_φ (\mathbf{Q}_n')) + \bar{\mathbf{F}}_φ \cdot \bar{n}
\]

\[
= \mathbf{W}_n^T (\mathbf{F}_φ (\mathbf{Q}_n^φ) - \mathbf{F}_φ (\mathbf{Q}_n')) + \bar{\mathbf{F}}_φ \cdot \bar{n}
\]

\[
= \left( -\frac{1}{2} V_{tot}^2 U_n, V_{t1}, V_{t2}, P \right) \left( \begin{array}{c} -\rho U_n \\ -\rho U_n V_{t1} \\ -\rho U_n V_{t2} \\ -\frac{1}{M_φ^2} U_n \end{array} \right) + \frac{1}{2} \rho V_{tot}^2 U_n + PU_n
\]

\[
= \frac{1}{2} \rho V_{tot}^2 U_n + \rho \lambda^+ U_n^2 - \rho U_n (U_n^2 + V_{t1}^2 + V_{t2}^2) - PU_n + \frac{1}{2} \rho V_{tot}^2 U_n + PU_n
\]

\[
= \rho \lambda^+ U_n^2 \geq 0,
\]

which is always dissipative since \( \lambda^+ \geq 0 \). The dissipation introduced at the boundaries increases with the square of the velocity normal to the wall (which vanishes when the boundary condition is exactly satisfied, \( U_n = 0 \)).

We conclude that wall boundary conditions can be stably enforced either by direct imposition through the numerical flux, or using the exact Riemann solver constructing an external state. The former is neutrally stable and does not add any dissipation, the latter introduces numerical dissipation that vanishes as the normal velocity converges (weakly).

### 4.2.2 Viscous fluxes

The difference between free–slip and no–slip boundary condition rests on the entropy variables and viscous numerical flux implementation. We will see the effect of the choices given in Sec. 3.3.2 on viscous fluxes stability,

\[
PBT_v = - \sum_{\text{boundary faces}} \int_N \left( \mathbf{W}^T \bar{\mathbf{F}}_v + \mathbf{W}^* \cdot \bar{\mathbf{F}}_v - \mathbf{W}^T \bar{\mathbf{F}}_v \right) \cdot \bar{n} \, dS. \tag{129}
\]

For the free–slip wall, the choice \( \mathbf{W}^* = \mathbf{W} \) and \( \bar{\mathbf{F}}_v \cdot \bar{n} = 0 \) implies that the viscous contribution is zero,

\[
PBT_v = - \sum_{\text{boundary faces}} \int_N \left( \mathbf{W}^T \bar{\mathbf{F}}_v + \mathbf{W}^* \cdot \bar{\mathbf{F}}_v - \mathbf{W}^T \bar{\mathbf{F}}_v \right) \cdot \bar{n} \, dS
\]

\[
= - \sum_{\text{boundary faces}} \int_N \left( \mathbf{W}^T \bar{\mathbf{F}}_v - \mathbf{W}^T \bar{\mathbf{F}}_v \right) \cdot \bar{n} \, dS = 0. \tag{130}
\]

The same result holds for the no–slip wall choice \( \mathbf{W}^* = (0, 0, 0, P) \) and \( \bar{\mathbf{F}}_v \cdot \bar{n} = \bar{\mathbf{F}}_v \cdot \bar{n} \).
4.3 Final remarks

We prove that the split–form DG scheme with the two–point entropy conserving flux (90) satisfies the discrete entropy law (115). The boundary terms are identically zero if the two–point entropy conserving flux is used as the numerical flux at interior boundaries and if the wall boundary condition is enforced via direct prescription, and stable if we use the exact Riemann solver (99). The former yields an entropy conserving scheme (where all the dissipation is due to the physical viscosity), while the latter produces an entropy stable (dissipative) scheme, where the physical viscosity is complemented with numerical dissipation at element boundaries.

5 Numerical experiments

The purpose of this section is to address the accuracy and robustness of the method. For the former, we perform a convergence analysis in three–dimensions using the manufactured solution method, and in two–dimensions using the Kovasznay flow problem [24]. For the latter, we solve the three–dimensional inviscid Taylor–Green vortex, and the two–dimensional Rayleigh–Taylor instability [25].

As noted in Sec. 3.1, in all the numerical experiments we use a third order explicit low–storage Runge–Kutta scheme [21].

5.1 Convergence study

In this section, we address the accuracy of the scheme by considering a manufactured solution with a divergence free velocity field,

\begin{align}
\rho_0 &= 1, \\
u_0 &= \cos(\pi(x + y + z - 2t)),  \\
v_0 &= -2\cos(\pi(x + y + z - 2t)),  \\
w_0 &= \cos(\pi(x + y + z - 2t)),  \\
p_0 &= 2\cos(\pi(x + y + z - 2t)) - 3\frac{1}{\text{Re}^2}\hat{A}\hat{a}\pi \sin(\pi(x + y + z - 2t)),
\end{align}

(131)

with \(\text{Re} = 1000\), and the corresponding source term,

\begin{align}
q_\rho &= 0,  \\
q_{\rho u} &= 0,  \\
q_{\rho v} &= -6\pi \sin(\pi(x + y + z - 2t)) - \frac{6}{\text{Re}}\pi^2 \cos(\pi(x + y + z - 2t)),  \\
q_{\rho w} &= 0,  \\
q_p &= 4\pi \sin(\pi(x + y + z - 2t)) + \frac{6}{\text{Re}}\pi^2 \cos(\pi(x + y + z - 2t)),
\end{align}

(132)
solved in a fully periodic box with size $[-1, 1]^3$. The artificial compressibility Mach number is $M^2_{\infty} = 10^{-3}$. In these simulations, we use a CFL type condition, with the local maximum wave speed and relative grid size $\Delta x/(N + 1)$. We use CFL = 0.5 for all computations, and the end time is set to $t_F = 10$. After time integration, we compute the $L^2$ error as,

$$
\|u - u_0\|_{L^2} = \sqrt{\sum_{i, j, k = 0}^{N} w_i w_j w_k (u_{ijk} - u_{0,ijk})^2 J_{ijk}} \tag{133}
$$

We first perform a polynomial order study on a regular a $4^3$ mesh, with the polynomial order ranging from $N = 1$ to $N = 11$. We solve the incompressible NSE with the three schemes presented in this work: split-form with both one (\(o\)) and two (\(A\)) averages in momentum, and standard DG (\(D\)). We show the $L^2$ errors obtained for the five state variables in Figs. 1(a)–1(d). (Because of the symmetry, the $\rho u$ and $\rho w$ $L^2$ errors are identical, both represented in Fig. 1(b)) We find that the $L^2$ errors are systematically smaller with the split-form, and the convergence is smoother than standard DG. Both remain stable in this smooth problem. The slight non-optimality found in the convergence rates is a result of the BR1 scheme even–odd behavior (note that the Reynolds number is moderate, Re = 1000), which we have not found when solving the purely inviscid problem.

Next, we address the mesh convergence and consider different meshes: from $4^3$ to $16^3$, and polynomial orders: from $N = 2$ to $N = 5$. For this experiment, we use the split-form with one average, and maintain the same parameters used in the polynomial order study. The results are reported in Table 1 with the $L^2$ errors obtained for each of the five state variables, and the estimated order of convergence, showing good agreement with the reference [15]. As in [15], we note that the pressure convergence order is systematically smaller than the others.

In conclusion, the scheme and its implementation show the expected convergence behavior.

5.2 Kovasznay test case

We investigate the accuracy of the scheme on the Kovasznay two dimensional steady flow problem [24], with Reynolds number $Re = 40$ on the domain $\Omega = [-0.5, 1.5] \times [0, 2]$. At the four boundaries (weakly through the exact
Fig. 1 Polynomial order convergence study using the manufactured solution (131) on a 4\textsuperscript{3} cartesian grid. We consider three schemes: split–form DG with one and two averages in momentum, and standard DG. All three schemes show spectral convergence behavior. The uneven rate of convergence is an effect of the BR1 scheme Riemann solver), we apply the analytical solution,

\begin{align}
\rho_0 &= 1, \\
\mathbf{u}_0 &= 1 - e^{\lambda x} \cos (2\pi y), \\
\mathbf{v}_0 &= \frac{\lambda}{2\pi} e^{\lambda x} \sin (2\pi y), \\
p_0 &= \frac{1 - e^{2\lambda x}}{2},
\end{align}

(134)
Table 1: Manufactured solution convergence analysis: we use $4^3$, $6^3$, $8^3$, $12^3$ and $16^3$ meshes, and $N = 2, 3, 4$ and $5$. We select the split–form DG with one average in momentum, and run all simulations until $t_F = 10$ using the explicit RK3 scheme with $CFL = 0.5$.

| Mesh | $\rho$ error | $\rho u$ error | $\rho w$ error | $p$ error |
|------|---------------|----------------|----------------|-----------|
| $N=2$ | $4^3$ | 1.18E-2 | 4.73E-1 | 4.75E-1 | 1.56E-0 |
|      | $6^3$ | 3.29E-3 | 2.12E-1 | 2.16E-1 | 1.94E-1 |
|      | $8^3$ | 1.55E-3 | 9.98E-2 | 1.11E-1 | 2.32E-1 |
|      | $12^3$ | 5.44E-4 | 2.58E-2 | 3.32E-2 | 2.98E-1 |
|      | $16^3$ | 2.39E-4 | 1.24E-2 | 2.92E-2 | 2.65E-2 |
| $N=3$ | $4^3$ | 6.63E-4 | 1.20E-1 | 2.03E-1 | 2.55E-1 |
|      | $6^3$ | 1.58E-4 | 2.57E-2 | 3.80E-2 | 3.60E-2 |
|      | $8^3$ | 6.79E-5 | 9.59E-3 | 3.42E-3 | 3.54E-3 |
|      | $12^3$ | 1.45E-5 | 2.24E-3 | 3.58E-3 | 3.60E-3 |
|      | $16^3$ | 4.44E-6 | 8.03E-4 | 3.57E-3 | 3.55E-3 |
| $N=4$ | $4^3$ | 1.86E-4 | 3.06E-2 | 4.75E-2 | 3.45E-2 |
|      | $6^3$ | 3.04E-5 | 3.00E-3 | 5.73E-3 | 5.62E-3 |
|      | $8^3$ | 8.02E-6 | 7.66E-4 | 4.74E-4 | 4.88E-4 |
|      | $12^3$ | 9.92E-7 | 8.34E-5 | 5.47E-5 | 5.29E-5 |
|      | $16^3$ | 2.02E-7 | 1.79E-5 | 5.35E-5 | 5.27E-5 |
| $N=5$ | $4^3$ | 2.88E-5 | 7.67E-3 | 1.02E-2 | 6.44E-3 |
|      | $6^3$ | 2.29E-6 | 4.59E-4 | 6.94E-4 | 6.58E-4 |
|      | $8^3$ | 4.59E-7 | 6.76E-5 | 6.70E-5 | 6.61E-5 |
|      | $12^3$ | 3.78E-8 | 5.75E-6 | 6.13E-6 | 6.11E-6 |
|      | $16^3$ | 6.14E-9 | 1.07E-6 | 5.73E-7 | 5.61E-7 |

where $\lambda$ is a parameter related to the Reynolds number $\lambda = \frac{Re}{2} - \sqrt{\frac{Re}{4} + 4\pi^2}$.

We use a uniform flow with uniform pressure as the initial condition. The mesh is an $S^2$ cartesian grid, and the polynomial order ranges from $N = 2$ to $N = 11$. We use the split–form scheme with two averages, $CFL = 0.75$, and we integrate in time for a residual threshold of $10^{-9}$. The $L^2$ error obtained is represented in Fig. 2. Although the solution converges to the residual threshold, the convergence rate is non–optimal. This is because the problem is viscous dominant, and the BR1 scheme suffers from even–odd behavior [14]. As mentioned in [26, 27], this can be solved by adding interface penalisation to the BR1 inter–element fluxes, which, for simplicity, we are not considering in this work. However, the even–odd effect is minimal when solving high Reynolds number flows.

5.3 Inviscid Taylor–Green vortex

The high–order community has been using the three–dimensional inviscid Taylor–Green Vortex (TGV) as the reference problem to assess the robustness of the different methods to solve under–resolved transitional/turbulent flows. The configuration is a three–dimensional periodic box $[-1, 1]$, with the initial
Fig. 2 $L^2$ error of the Kovasznay test case solution with an $8^2$ mesh, for different polynomial orders. We use the split–form scheme with two averages, and the residual threshold in the time integration is $10^{-9}$.

Since the viscosity is zero, the mathematical entropy $E$ should be constant according to the continuous bound (50), when periodic boundary conditions are applied. The method is stable in the sense that the mathematical entropy $E$ is bounded. The purpose of this problem is only to show that the method is entropy preserving in under–resolved conditions. We construct a cartesian $8^3$ mesh, approximate the solution with $N = 4$ order polynomials, and integrate in time until $t_F = 20$ using the explicit RK3 scheme and $CFL = 0.75$. Using the exact Riemann solver (ERS), we consider the split–form scheme ($\cdots$), the standard scheme ($\cdots$), and the standard scheme with Gauss points ($\cdots$). The first scheme should remain entropy stable ($E_t \leq 0$), while the standard DG does not satisfy an entropy law. Additionally, we consider the split–form scheme using the two–point entropy conserving numerical flux (Central, $\cdots$), which is entropy conserving $E_t = 0$.

The evolution of the (negative) entropy time derivative is represented in Fig. 3 for the four schemes considered. On the one hand, the standard scheme is unstable and crashes for both Gauss ($t \approx 19.0$) and Gauss–Lobatto ($t \approx 1.4$). On the other hand, the split–form scheme is stable using both the ERS and the two–point entropy conserving numerical flux. While the former dissipates...
entropy at the inter–element boundaries, thus $\mathcal{E}_t \leq 0$, the latter is entropy conserving and $\mathcal{E}_t$ is machine precision order in all time instants. We are aware that to solve this problem, it is not enough to be entropy preserving, but to dissipate entropy at the appropriate rate. However, we confirm with these findings that using an entropy preserving scheme can be a suitable baseline scheme to which add additional artificial viscosity or LES models as subgrid–scale models [28, 29, 30], which we do not cover here.

5.4 Rayleigh–Taylor instability

To assess the robustness of the approximation in more challenging conditions, we solve the (surface tension free) two–dimensional Rayleigh–Taylor instability with Reynolds numbers $Re = 1000$ and $Re = 5000$, and compare our results to those in [15] (where the authors used an incompressible solver with artificial viscosity). The initial condition is a heavy fluid ($\rho_2 = 3$) placed on top of a lighter one ($\rho_1 = 1$). We follow the same configuration used in [25], where the domain is a rectangle $\Omega = [0, 0.5] \times [0, 4]$, which we discretize following [15] using $16 \times 128$ equally–spaced elements with polynomial order $N = 6$. The initial position of the interface is regularized following [25],

$$\rho = 2 + \tanh\left(\frac{y - \eta(x)}{0.01}\right), \quad \eta(x) = 2 - 0.01 \cos(2\pi x). \quad (136)$$

The boundary conditions are free–slip walls at left and right boundaries, and no–slip walls at bottom and top boundaries. We set the parameter $M_0^2 = 2 \cdot 10^{-4}$, the Froude number $Fr = 1$, we use the split–form scheme with two averages, and a fixed timestep $\Delta t = 1.5 \cdot 10^{-5}$ for the explicit RK3 scheme.
The approximation should remain stable even for under–resolved flows. Thus, we should not need to include artificial viscosity to stabilize it (although is desirable to enhance the accuracy \[30\]). However, the analysis was performed assuming density positivity, which might not be the case if a sharp discontinuity in density is encountered. If the continuity equation is not regularized using a multiphase method (e.g. the Cahn–Hilliard equation \[31, 27\]), the flow around the discontinuity suffers from Gibbs phenomena that eventually leads to negative density values, thus leading to a code crash. To tackle this problem without increasing the complexity of the underlying physics (i.e. without additional regularization of the density), we enforce a density limiter which is mass and momentum conserving. Leaving the state vector inaltered, we modify the fluxes and instead of dividing by the density to get the velocities (which can be close to zero and lead to divergence), we divide by the limited densities \( \tilde{\rho} = f(\rho) \),

\[
\mathbf{\frac{\partial}{\partial t}} \begin{pmatrix} \rho \\ \rho u \\ \rho v \\ \rho w \\ p \end{pmatrix} + \nabla \cdot \begin{pmatrix} \rho u \\ \rho u^2 + p \rho v \\ \rho u \rho w + p \rho w \\ \rho u \rho w \end{pmatrix} = \nabla \cdot \mathbf{\tilde{T}}_v. \tag{137}
\]

The limited density \( \tilde{\rho} \) can be any positive continuous function of the density. In this work, we use

\[
\tilde{\rho} = f(\rho) = \begin{cases} 
\rho & \text{if } \rho \geq \rho_0 \\
\rho_0 & \text{if } \rho < \rho_0 
\end{cases}.
\tag{138}
\]

With this approach, the density acts as a working variable whose overshoots are controlled using the auxiliary value \( \rho_0 \) in troubled cells. In this work, we set \( \rho_0 = 0.9 \).

In Fig. 4 we represent the density contours for \( Re = 1000 \) at the same time snapshots shown in \[15\] (in Trygvarsson’s time scale \( t = \sqrt{2} t_{Tryg} \)). In this moderate Reynolds number simulation, we look the same as \[15\], although once it becomes under–resolved, the small structures patterns are different due to the artificial viscosity effect. Nonetheless, we find the differences subtle in this lower Reynolds number configuration.

We represent the same density contours for \( Re = 5000 \) in Fig. 5. The solution presented here looks the same as that presented in \[15\]. However when the solution is under–resolved, \( t > 1.5 \), the differences are not subtle. This is because we have not introduced any artificial dissipation, and thus we can represent smaller scales. By not introducing artificial dissipation, we confirm the robustness of the method.

Finally, we solve the \( Re = 5000 \) Rayleigh–Taylor instability also using the standard DG scheme, and compare the results in terms of the entropy evolution
in Fig. 4. First we note that the entropy increases due to gravitational force work. While the split-form is stable until the final time \( t = 2.5 \), the standard scheme crashes close to \( t = 2.4 \), when the flow gets severely under-resolved. Even in the laminar stage of the problem \( t < 1.2 \), the standard scheme starts to show minor noise. Not only is the standard scheme less robust, but the amplitude of the oscillations in the under-resolved stages is higher in the standard scheme, as a result of the uncontrolled creation of small structures without any stabilizing mechanism.

6 Summary and conclusions

We have developed an entropy stable DG approximation for the incompressible NSE with variable density and artificial compressibility. To do so, we first performed the continuous entropy analysis on a novel entropy function that
includes both kinetic energy and artificial compressibility effects. We showed that the particular mathematical entropy for this set of equations is bounded in time, not including gravitational effects. Next, we constructed a DG scheme using Gauss–Lobatto points and the SBP–SAT property that mimics the continuous entropy analysis discretely. This was achieved using a two–point entropy conserving flux, with two options to discretize momentum, and the exact Riemann solver [15] at both interior and physical boundaries. For viscous fluxes, we use the Bassi–Rebay 1 (BR1) scheme, obtaining as a result a parameter–free numerical discretization. The analysis was completed with the study of the solid wall boundary condition.

Lastly, we tested the numerical convergence of the scheme using manufactured solutions and the Kovasznay flow, and the robustness by solving the inviscid Taylor–Green Vortex (TGV) and the Rayleigh–Taylor Instability (RTI) with $\text{Re} = 1000$ and $\text{Re} = 5000$. We show that the split–form scheme remains entropy stable (and entropy conserving if we use the two–point entropy con-

Fig. 5 Rayleigh–Taylor instability with $\text{Re} = 5000$: density contours. The artificial compressibility Mach number is $M_0^2 = 2 \cdot 10^{-4}$
Fig. 6 Rayleigh–Taylor instability with Re = 5000: time evolution of the entropy for the split–form scheme (with two averages in momentum) and the standard DG scheme. We find that not only the standard scheme is unstable and crashes, but also that the amplitude of the oscillations in the under–resolved stages are higher. Although entropy of the under–resolved split form solution is oscillatory, it is more robust

serving flux as the numerical flux) in severely under–resolved conditions, while the standard scheme can solve accurately the Re = 1000 problem, but it is unstable and crashes for the inviscid TGV and RTI with Re = 5000.

We conclude that:

1. The DGSEM with two–point entropy conserving fluxes and wall boundary conditions is entropy stable with the exact Riemann solver.
2. Stability is reflected in robustness: the original scheme is unstable and crashes without the enhancements.
3. Numerical experiments show that the scheme is spectrally accurate, with exponential convergence for smooth flows.
4. Even when they were both stable, the entropy stable scheme was more accurate.
5. The splitting of the nonlinear terms in the two–point fluxes is not unique. Two splittings were studied. The one where the momentum is written as the product of two averages was slightly more accurate than using the average of the momentum. Both are entropy stable, however.
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The last part, which involves tangential velocities, is stable since

$$ \Delta_e = -\left[ W^T F_e \cdot n_L - \left[ F^E \right] \cdot n_L + \left[ W^T F_e \right] \cdot n_L \right] \geq 0, \quad (139) $$

at all face nodes. We use the rotational invariance \[119\] to transform \[139\] to the face oriented system,

$$ \Delta_e = -\left[ W^T T^T F_e (Q^n) - \left[ F^E (Q^n) \right] + \left[ W^T T^T F_e (Q^n) \right] - \left[ W^T F_e (Q^n) \right] + \left[ W^T F_e (Q^n) \right] \right], \quad (140) $$

where for the entropy flux

$$ F^E \cdot n_L = \left( \frac{1}{2} \rho V_{tot}^2 + P \right) \hat{U} \cdot n_L = \left( \frac{1}{2} \rho \left( U_n^2 + V_{1n}^2 + V_{2n}^2 \right) + P \right) U_n = F^E (Q^n). \quad (141) $$

Replacing the inviscid and entropy flux expressions in \[140\], we obtain the condition to be satisfied by the exact Riemann problem solution,

$$ \Delta_e = -\left( \left[ \frac{1}{2} V_{tot}^2 \right] [U_n] [V_{1n}] [V_{2n}] [M^2] [P] \right) \rho^* \left( \begin{array}{} U_n^* \\ \rho^* (U_n^*)^2 + P^* \\ \rho^* U_n^* V_{1n}^* \\ \rho^* U_n^* V_{2n}^* \\ M^2 \\ \end{array} \right) - \left( \left[ \frac{1}{2} V_{tot}^2 + P \right] U_n \right) + \left[ \frac{1}{2} \rho V_{tot}^2 U_n + \rho V_{tot}^2 U_n + 2PU_n \right] $$

$$ = \left[ \frac{1}{2} \rho^* \left[ V_{tot}^2 \right] U_n^* - \rho^* (U_n^*)^2 [U_n] - P^* [U_n] - \rho^* U_n^* V_{1n}^* [V_{1n}] - \rho^* U_n^* V_{2n}^* [V_{2n}] - \rho U_n^* [PU_n] \right]. \quad (142) $$

Next, we use \[111\] to write,

$$ \frac{1}{2} \left[ V_{tot}^2 \right] = [\{U_n\}] [U_n] + \{\{V_{1n}\}\} [V_{1n}] + \{\{V_{2n}\}\} [V_{2n}], \quad [PU_n] = \{\{P\}\} [U_n] + \{\{P\}\} [U_n], $$

which implies that

$$ \Delta_e = \rho^* \left( \{U_n\} - U_n^* \right) U_n^* + \{\{P\}\} - P^* [U_n] + \{\{U_n\} - U_n^* \} [P] + \rho^* \left( \{V_{1n}\} - V_{1n}^* \right) U_n^* [V_{1n}] + \rho^* \left( \{V_{2n}\} - V_{2n}^* \right) U_n^* [V_{2n}]. \quad (143) $$

Now we replace the star region solution \[109\]. To do so, we consider the case with \( U_n^* \geq 0 \), where \( \rho^* = \rho^* L \) and \( V_{1n}^* = V_{1n}^* \).

$$ \Delta_e = \rho^* \left( \{U_n\} - U_n^* \right) U_n^* + \{\{P\}\} - P^* [U_n] + \{\{U_n\} - U_n^* \} [P] + \rho^* \left( \{V_{1n}\} - V_{1n}^* \right) U_n^* [V_{1n}] + \rho^* \left( \{V_{2n}\} - V_{2n}^* \right) U_n^* [V_{2n}]. \quad (144) $$

The last part, which involves tangential velocities, is stable since

$$ \rho^* \left( \frac{V_{1n}^* + V_{1L}^*}{2} - V_{1L}^* \right) U_n^* [V_{1n}] = \frac{1}{2} \rho^* U_n^* [V_{1n}]^2 \geq 0. \quad (145) $$
We write all pressures involved in (145) in terms of the velocities. First,

\[ U_n^* = \frac{[P] + \rho R U_R \lambda_R - \rho_L U_L \rho_L \lambda_L^*}{\rho_L \lambda_L^* - \rho R \lambda_R}, \quad [P] = -\Delta U_n^* - \rho R U_R \lambda_R + \rho_L U_L \lambda_L^*, \tag{147} \]

where,

\[ \Delta = \rho R \lambda_R - \rho R \lambda_R > 0. \tag{148} \]

Next, the averaged pressure minus the star region pressure is

\[ \{(P)\} - P^* = \frac{P_L + P_R}{2} - \rho_L \rho R - \rho_L \lambda_L^* (U_{nL} - U_{nR}) = \frac{1}{2} \left[ P - \rho R \lambda_R (U_{nL} - U_{nR}) \right] - \Delta U_n^* \]

\[ = -\frac{1}{2} \rho R U_R \lambda_R + \rho_L U_L \lambda_L^* (U_{nL} - U_{nR}) \]

\[ = -\frac{1}{2} \rho R U_R \lambda_R - \rho_L \lambda_L^* U_{nL} + \rho_L \lambda_L^* U_{nR}, \tag{149} \]

which replaced in (145) and replacing the star region density \( \rho_n^* \) from (79) gives,

\[ \Delta_e = \frac{1}{U_n - \lambda_L} \left\{ \frac{1}{2} \rho R \lambda_L^* (U_{nL} + U_{nR} - U_n^*) \right\} \left[ \frac{1}{2} \rho R U_R \lambda_R - \rho L \lambda_L^* U_{nL} + \rho L \lambda_L^* U_{nR} \right] (U_{nL} - U_{nR}) \]

\[ = \frac{1}{U_n - \lambda_L} \left\{ \frac{1}{2} \rho R \lambda_L^* (U_{nL} + U_{nR} - U_n^*) \right\} \left[ \frac{1}{2} \rho R U_R \lambda_R - \rho L \lambda_L^* U_{nL} + \rho L \lambda_L^* U_{nR} \right] (U_{nL} - U_{nR}) \]

\[ + \frac{1}{2} \left( U_{nL} + U_{nR} - 2 U_n^* \right) \left[ \frac{1}{2} \rho R U_R \lambda_R - \rho L \lambda_L^* U_{nL} + \rho L \lambda_L^* U_{nR} \right] \left( U_n^* - \lambda_L \right) \]

\[ + \frac{1}{2} \left( U_{nL} + U_{nR} - 2 U_n^* \right) \left[ \frac{1}{2} \rho R U_R \lambda_R + \rho L \lambda_L^* U_{nL} + \rho L \lambda_L^* U_{nR} \right] \left( U_n^* - \lambda_L \right) \]

\[ \tag{150} \]

Next, we define \( \bar{U}_L = U_{nL} - U_n^* \) and \( \bar{U}_R = U_{nR} - U_n^* \) and use them to write \( \Delta_e \),

\[ \Delta_e = \frac{1}{U_n - \lambda_L} \left\{ \frac{1}{2} \bar{U}_L \lambda_L^* (\bar{U}_L + \bar{U}_R) \right\} \frac{1}{2} \rho R \lambda_R \left( U_{nL} + U_{nR} \right) \lambda_R + \frac{1}{2} \rho R \lambda_L^* \left( \bar{U}_L + \bar{U}_R \right) \lambda_R \]

\[ = \frac{1}{2} \rho R \lambda_L^* \left( \bar{U}_L + \bar{U}_R \right) \lambda_R + \frac{1}{2} \rho R \lambda_L^* \left( \bar{U}_L + \bar{U}_R \right) \lambda_R \]

\[ = \frac{1}{2} \rho R \lambda_L^* \left( \bar{U}_L + \bar{U}_R \right) \lambda_R + \frac{1}{2} \rho R \lambda_L^* \left( \bar{U}_L + \bar{U}_R \right) \lambda_R \]

\[ \tag{151} \]

Therefore,

\[ \Delta_e = \frac{1}{U_n - \lambda_L} \left( \frac{1}{2} \rho R \lambda_L^* \left( U_{nL} + U_{nR} \right) \lambda_R \right) \]

\[ + \frac{1}{2} \rho R \lambda_L^* \left( \bar{U}_L + \bar{U}_R \right) \lambda_R + \frac{1}{2} \rho R \lambda_L^* \left( \bar{U}_L + \bar{U}_R \right) \lambda_R \]

\[ \tag{152} \]

which confirms that \( \Delta_e \) is always positive since \( \bar{U}_n^* \geq 0, \lambda_L^* > 0, \lambda_L^* < 0, \) and \( \lambda_R < 0 \).
The magnitude of the dissipation introduced depends on the square of the tangential speed jumps and the square of the jumps between the star solution \( U_n^* \) and the left and right states,

\[
\Delta_e = \frac{1}{U_n^* - \lambda^n_L} \left( \frac{1}{2} \rho_L \lambda^n_L \left( U_n^* - 2 \lambda^n_L \right) (U_{nL} - U_n^*)^2 + \left( \frac{1}{2} \rho_L \lambda^n_L U_n^* - \rho_R \lambda^n_R \left( U_n^* - \lambda^n_L \right) \right) (U_{nR} - U_n^*)^2 \right.
\]

\[
+ \left. \frac{1}{2} \rho_L \lambda^n_L U_n^* \right) (V_{n1})^2 + (V_{n2})^2 \right) \right) \geq 0.
\]

(153)

In the other possible case, \( U_n^* < 0 \), the exact Riemann solver is also dissipative and

\[
\Delta_e = \frac{1}{U_n^* - \lambda^n_R} \left( -\frac{1}{2} \rho_R \lambda^n_R \left( U_n^* - 2 \lambda^n_R \right) (U_{nR} - U_n^*)^2 + \left( -\frac{1}{2} \rho_R \lambda^n_R U_n^* + \rho_L \lambda^n_L \left( U_n^* - \lambda^n_R \right) \right) (U_{nL} - U_n^*)^2 \right.
\]

\[
\left. - \frac{1}{2} \rho_R \lambda^n_R U_n^* \right) (V_{n1})^2 + (V_{n2})^2 \right) \right) \geq 0.
\]

(154)

Therefore, the positivity of (120) in the split–form DGSEM with the exact Riemann solver derived in [15] is established.

If one uses the two–point entropy flux as the Riemann solver, \( \tilde{F}^E = \tilde{F}^{ec} \), obtains neutral stability, \( \Delta_e = 0 \), as a result of Tadmor’s jump condition (107). Neutral stability usually leads to undesirable, oscillating solutions and even–odd error behaviours (see [13]). A systematical procedure to add controlled dissipation is by augmenting the two–point entropy flux at the boundaries with a matrix dissipation term. However, we have not explored how the latter should be performed for the set of equations studied.

B Equivalence of the two–point flux to a split form equation

The divergence at a point is approximated by the two–point formula (89), which we repeat here making the usual definition of the derivative matrix, \( D_{im} \equiv l'_m(\xi) \), etc,

\[
\mathbb{D} \left( \tilde{F}^E \right)_{ijk} = 2 \sum_{m=0}^N D_{im} \tilde{F}^E_e \left( Q_{ijk}, Q_{imjk} \right) \cdot \left\{ (J \partial^2)_{(im)jk} \right\}
\]

\[
+ D_{jm} \tilde{F}^E_e \left( Q_{ijk}, Q_{imjk} \right) \cdot \left\{ (J \partial^2)_{(ijm)k} \right\}
\]

\[
+ D_{km} \tilde{F}^E_e \left( Q_{ijk}, Q_{imjk} \right) \cdot \left\{ (J \partial^2)_{(ijk)m} \right\}.
\]

(155)

Note that the approximation contains products of the two–point \((i \text{ and } m)\) averages of the fluxes and metric terms. The fluxes themselves, as seen in (90), also contain products of two–point averages.

Two–point approximations are algebraically equivalent to the approximation of the divergence written in a more recognizable split form that contains averages of conservative and nonconservative forms, C.F. [13].

To show the equivalent PDEs approximations, we first show the equivalence for a split flux that depends only on a single average vector,

\[
\tilde{F}^E_{\#1} = \left( |A_1|, |A_2|, |A_3| \right)
\]

(156)

for a (space) vector flux

\[
\tilde{F} = (A_1, A_2, A_3),
\]

(157)
whose components are polynomials of the reference space variables. Then (155) becomes

\[
\mathcal{D}(\vec{F})_{ijk}^1 = 2 \sum_{m=0}^{N} \left\{ D_{im}(A_1)_m + D_{jm}(A_2)_m + D_{km}(A_3)_m \right\} = \sum_{m=0}^{N} \left\{ D_{im}(A_1)_m + D_{jm}(A_2)_m + D_{km}(A_3)_m \right\}
\]

(158)

\[
\mathcal{D}(\vec{F})_{ijk}^1 = \sum_{m=0}^{N} \left\{ D_{im}(A_1)_m + D_{jm}(A_2)_m + D_{km}(A_3)_m \right\}
\]

(159)

Since the derivative of a constant function is zero and \( \sum_{m=0}^{N} D_{im} = 0 \), the second sum in (158) vanishes so that

\[
\mathcal{D}(\vec{F})_{ijk}^1 = \sum_{m=0}^{N} \left\{ D_{im}(A_1)_m + D_{jm}(A_2)_m + D_{km}(A_3)_m \right\}
\]

Thus, the divergence approximation using simple two–point average is equivalent to the divergence of the original flux.

Next in complexity is if the flux is the product of two quantities

\[
\vec{F} = (A_1 B A_2 B A_3 B) . 
\]

(160)

and the associated two–point flux replaces the product with the product of two averages

\[
\vec{F}^2 = (\{ A_1 \} \{ B \} \{ A_2 \} \{ B \} \{ A_3 \} \{ B \}) . 
\]

(161)

Since

\[
4 \sum_{m=0}^{N} D_{im} \{ A_1 \} \{ B \}
\]

\[
= \sum_{m=0}^{N} D_{im} \left( (A_1)_{ijk} + (A_1)_{mjk} \right) \left( B_{ijk} + B_{mjk} \right)
\]

(162)

\[
= \sum_{m=0}^{N} D_{im} \left( (A_1)_{ijk} \right) \sum_{m=0}^{N} D_{im} \left( B_{mjk} \right) + \sum_{m=0}^{N} D_{im} \left( (A_1)_{mjk} \right)
\]

it follows that

\[
\mathcal{D}(\vec{F})_{ijk}^2 = \frac{1}{2} \left( \nabla \xi \cdot \vec{F} \right)_{ijk} + \frac{1}{2} \left( \vec{A} \cdot \nabla \xi B + B \nabla \xi \cdot \vec{A} \right)_{ijk}
\]

(163)

which is the average of the conservative form of the divergence and the product rule applied to it.

Finally, we follow the same steps to find the equivalent approximation for a triple product flux of the form

\[
\vec{F} = (CA_1 B CA_2 B CA_3 B) . 
\]

(164)

approximated by

\[
\vec{F}^3 = (\{ C \} \{ A_1 \} \{ B \} \{ C \} \{ A_2 \} \{ B \} \{ C \} \{ A_3 \} \{ B \}) . 
\]

(165)
The result is a specific application \cite{32} of the product rule to the product of three polynomials,
\[
D (F)^{3}_{ijk} = \frac{1}{4} (\nabla_\xi \cdot F)_{ijk} + \frac{1}{4} \left\{ (C\tilde{A})_{ijk} \cdot \nabla_\xi B_{ijk} + (C\tilde{B})_{ijk} \nabla_\xi \cdot \tilde{A} + C_{ijk} \nabla_\xi \cdot \tilde{A}\right\}_{ijk} + (B\tilde{A})_{ijk} \cdot \nabla_\xi C_{ijk} + \tilde{A}_{ijk} \cdot \nabla_\xi \tilde{C}_{ijk} B_{ijk} + \tilde{B}_{ijk} \nabla_\xi \cdot \tilde{I}_{N} (C\tilde{A})_{ijk} \right\}. \tag{166}
\]

The second form, \text{(163)}, can be used to assess the influence of the metric terms in \text{(155)}. Replacing \(\tilde{A}\) by the matrix \(M\) whose columns are \(\tilde{J}_a i\), \(i = 1, 2, 3\), the contravariant vector form of the divergence becomes
\[
D (\tilde{F})^{1}_{ijk} = \frac{1}{2} \left( \tilde{\nabla}_\xi \cdot \tilde{F} \right)_{ijk} + \frac{1}{2} \left( \tilde{J}_1 \frac{\partial \tilde{F}}{\partial \xi} + \tilde{J}_2 \frac{\partial \tilde{F}}{\partial \eta} + \tilde{J}_3 \frac{\partial \tilde{F}}{\partial \zeta} \right)_{ijk}. \tag{167}
\]
by virtue of the discrete metric identities
\[
\sum_{m=0}^{N} \left( D_{jm} \tilde{J}_m_{ijk} + D_{jm} \tilde{J}_m_{ijk} + D_{km} \tilde{J}_m_{ijk} \right) = \left( \tilde{\nabla}_\xi \cdot \tilde{M} \right)_{ijk} = \left( \sum_{n=1}^{3} \frac{\partial \tilde{J}_n}{\partial \xi} \right)_{ijk} = 0. \tag{168}
\]

In light of \text{(167)}, we simplify the discussion below and examine the approximation \text{(155)} using the pointwise values of the metric terms rather than the averages.

From these three forms \text{(159)}, \text{(163)} and \text{(166)}, we can derive the split form approximation equivalent to the two–point fluxes given by \text{(90)} with the two choices for the momentum approximation, \text{[32]}. Notice that with the first momentum average, the entropy conserving fluxes are single or product averages. Using the second momentum average the flux is made up of double or triple averages.

\text{Option 1: } \rho_{u}(1) = \{\{\rho u_i\}\}

When the momentum is implemented by the average, the continuity equation is in single average form and hence by \text{(159)},
\[
\nabla_\xi \cdot (\rho \tilde{u})_{ij} \approx \tilde{\nabla}_\xi \cdot \tilde{I}_{n} \left( \rho \tilde{U} \right)_{ij}. \tag{169}
\]
where \(\tilde{u} = M^T \tilde{u}\) is the contravariant velocity.

The momentum equation is approximated using the product of two averages for the momentum and the average for the pressure so that it includes forms \text{(163)} and \text{(159)}. The two–point flux form therefore approximates
\[
\nabla_\xi \cdot (\rho \tilde{u} + p M^T \tilde{e})_{ij} \approx \frac{1}{2} \nabla_\xi \cdot \tilde{I}_{n} \left( \rho \tilde{U}_{ij} \right)_{ij} + \frac{1}{2} U_{i,j} \tilde{\nabla}_\xi \cdot \tilde{I}_{n} \left( \rho \tilde{U} \right)_{ij} + \frac{1}{2} \left( \rho \tilde{U} \right)_{ij} + \nabla_\xi \cdot \tilde{I}_{n} \left( P M^T \tilde{e} \right)_{ij}. \tag{170}
\]
Finally, the two–point flux form of the artificial compressibility equation, like the continuity equation, is equivalent to using standard DG since it is linear in the velocities.

\text{Option 2: } \rho_{u}(2) = \{\rho\}\{u_i\}\}
Approximating the momentum as the product of two averages (vs. the average of the product) leads to the approximation of a different form of the equations by increasing the number of products in each equation.

Under the second approximation, the continuity equation now has the product of two averages and hence is the equivalent to the approximation
\[
\vec{\nabla} \cdot \left( \rho \vec{\tilde{u}} \right)_{ik} \approx \frac{1}{2} \vec{\nabla} \cdot \frac{1}{2} \left( \rho \vec{\tilde{u}} \right)_{ik} + \frac{1}{2} \rho_{ijk} \vec{\nabla} \cdot \left( \vec{\tilde{u}} \right)_{ijk} + \frac{1}{4} \rho_{ijk} \vec{\nabla} \cdot \left( \vec{\tilde{u}} \cdot \frac{1}{2} \rho \right)_{ijk}. \quad (171)
\]

The momentum equation is approximated with the triple product for the momentum, and still the standard approximation in the pressure,
\[
\vec{\nabla} \cdot \left( \rho \frac{1}{4} \vec{\tilde{u}} + p \frac{1}{4} \right)_{ik} \approx \frac{1}{4} \vec{\nabla} \cdot \frac{1}{4} \left( \rho \frac{1}{4} \vec{\tilde{u}} \right)_{ik} + \frac{1}{4} \rho_{ijk} U_{i} \vec{\nabla} \cdot \left( \vec{\tilde{u}} \right)_{ijk} + \frac{1}{4} \rho_{ijk} \vec{\nabla} \cdot \left( \vec{\tilde{u}} \cdot \frac{1}{4} \rho \right)_{ijk} + \frac{1}{4} \rho_{ijk} \vec{\nabla} \cdot \left( \vec{\tilde{u}} \cdot \frac{1}{4} \rho \right)_{ijk} + \frac{1}{4} \rho_{ijk} \vec{\nabla} \cdot \left( \vec{\tilde{u}} \cdot \frac{1}{4} \rho \right)_{ijk} + \frac{1}{4} \rho_{ijk} \vec{\nabla} \cdot \left( \vec{\tilde{u}} \cdot \frac{1}{4} \rho \right)_{ijk}. \quad (172)
\]
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