THE NEWTON PRODUCT OF POLYNOMIAL PROJECTORS. PART 2 : APPROXIMATION PROPERTIES

FRANÇOIS BERTRAND AND JEAN-PAUL CALVI

ABSTRACT. We prove that the Newton product of efficient polynomial projectors is still efficient. Various polynomial approximation theorems are established involving Newton product projectors on spaces of holomorphic functions on a neighborhood of a regular compact set, on spaces of entire functions of given growth and on spaces of differentiable functions. Efficient explicit new projectors are presented.

1. INTRODUCTION

In a recent paper [3] we introduced a new way of forming an approximation operator, precisely a polynomial projector, acting on spaces of functions defined on a (subset of a) space of dimension $n$ out of two polynomials projectors on spaces of functions defined on a space of smaller dimension $n_s, s = 1, 2, n = n_1 + n_2$. Our process was called the Newton product of the (smaller dimensional) projectors. It is related but considerably different from the classical method based on the tensor product of operators. The construction of the Newton product relies on a suitable graduation, called a Newton structure, of the interpolation conditions that define the projector. For instance, in the simplest case of a (univariate) Lagrange polynomial projector $L[a_0, \ldots, a_d]$ with respect to the $d+1$ points $a_0, \ldots, a_d$, the specification of a (useful) Newton structure is equivalent to the specification of an ordering of the interpolations points. In fact, such a specification is already required in the Newton formula (based on divided differences) for classical Lagrange interpolation and there lies the origin of our terminology. In general, see below, a Newton structure is obtained in a more general way but, as a first approximation, the reader may retain that as far as the projectors are determined by a set of points (for instance, Lagrange, Kergin, Hakopian projectors) a (natural) Newton structure is determined by an ordering of these points. For example, if we stay with the ordering of $A = \{a_0, \ldots, a_d\}$ and $B = \{b_0, \ldots, b_d\}$ induced by the indexes,

$$L[a_0, \ldots, a_d] \otimes_N L[b_0, \ldots, b_d],$$

(1.1)

(where $\otimes_N$ indicates the Newton product) is the bivariate Lagrange interpolation projector at the points $(a_i, b_j), i + j \leq d$; this is a set of interpolation points first considered a long time ago by Biernak [5]. The main goal of the present work is to validate the previous one in answering the affirmative the obvious question : if the partial projectors are efficient (in a certain sense) approximation operators, will it be the same for their Newton product? Actually, we tried to write the present paper in order that it could work in the other direction : we relied as little as possible on the previous work in order that the reader interested by the results obtained in this one might decide to go back to [3] for a deeper understanding of the underlying algebraic machinery. The above question is answered positively for projectors on classical spaces of holomorphic functions on a neighborhood of a regular compact set (in the
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sense of pluripotential theory), on spaces of entire functions of given growth, on spaces of
differentiable functions, the results in the latter case being however less precise. The proofs
rest on an identical principle that is explained in the next section.

For the convenience of the reader and make the paper self contained, we will conclude this
introduction with a definition of the Newton product as well as a few important examples.

The symbol $\oplus$ denotes a direct sum of vector spaces, $\otimes$ is used for the usual tensor product,
while the symbol $\otimes_N$ is reserved for the Newton product.

A polynomial projector $\Pi$ of degree $d$ on a space of (real or complex) functions $\mathcal{E} = \mathcal{E}(X)$
defined on $X \subset \mathbb{K}^n$, $\mathbb{K} = \mathbb{R}$ or $\mathbb{K} = \mathbb{C}$, is a continuous linear map on $\mathcal{E}$ with values in the $\mathcal{E}$-
subspace $\mathcal{P}_d(\mathbb{K}^n)$ of real or complex polynomials of total degree at most $d$, such that $\Pi \circ \Pi = \Pi$. We set

$$\text{CND}(\Pi) = \{ v \in \mathcal{E}' : v(f) = v(\Pi(f)), \text{ all } f \in \mathcal{E} \}$$

where $\mathcal{E}'$ is the space of continuous linear forms on $\mathcal{E}$. We call $\text{CND}(\Pi)$ the space of inter-
polation conditions for $\Pi$. For instance if $\Pi$ is a Lagrange interpolation projector then $\text{CND}(\Pi)$ is
the space of functionals spanned by the Dirac functionals $\delta_a : f \rightarrow f(a)$ when $a$ runs among the
interpolation points. A list of the classical spaces $\mathcal{E}$ that will be considered can be found in Table 1
below.

A Newton structure for $\Pi$ is a direct sum of subspaces $J_i \subset \text{CND}(\Pi)$, that is,

$$\text{CND}(\Pi) = J_0 \oplus J_1 \oplus \cdots \oplus J_d,$$

such that, for $j = 0, \ldots, d$, there exists a projector $\Pi_j$ of degree $j$ with

$$\text{CND}(\Pi_j) = J_0 \oplus J_1 \oplus \cdots \oplus J_j.$$

It is shown in [3] that all projectors possess Newton structures. In fact, to obtain a Newton
structure is equivalent to find a basis $(\mu_\alpha : |\alpha| \leq d)$ where $|\alpha|$ denotes the length of $\alpha \in \mathbb{N}^n$
such that for $j = 0, \ldots, d$, the sub-list $(\mu_\alpha : |\alpha| \leq j)$ is linearly independent on $\mathcal{P}_j(\mathbb{C}^n)$ and
the link with the previous definition is given by

$$\text{CND}(\Pi_j) = \text{span} \{ \mu_\alpha : |\alpha| \leq j \} \quad \text{or} \quad J_j = \text{span} \{ \mu_\alpha : |\alpha| = j \}, \quad j = 0, \ldots, d.$$

A polynomial projector together with a specific Newton structure is called a Newton-structured
projector. It is important not to confuse a polynomial projector with the richer notion of
Newton-structured polynomial projector. To distinguish a mere projector from a Newton struc-
tured projector, we use the notation

$$[\Pi] = (\Pi_0, \ldots, \Pi_d)$$

to denote the latter.

Now, given two Newton structured projectors $[\Pi^i], i = 1, 2$, on $\mathcal{E}(X_i)$ with respective Newton
structure corresponding to the basis $(\mu^i_\alpha : |\alpha| \leq d)$, it is shown in [3] that there exists a unique
projector $\Pi$ on $\mathcal{E}(X_1 \times X_2)$ such that

$$\text{CND}(\Pi) = \text{span} \{ \mu^1_\alpha \otimes \mu^2_\beta : |\alpha| + |\beta| = 0, \ldots, d \}.$$

This projector $\Pi$ is called the Newton product of $[\Pi^1]$ and $[\Pi^2]$ and is denoted by $[\Pi^1] \otimes_N [\Pi^2]$.

For the sake of notational simplicity, we will sometimes (abusively) write $\Pi^1 \otimes_N \Pi^2$ instead of
$[\Pi^1] \otimes_N [\Pi^2]$, especially when the Newton structure we use is clear in the context but, in
any case, it must be remembered that the use of the symbol $\otimes_N$ (for the Newton product)
implies that Newton structures have been chosen. The main algebraic formula regarding the
computation of a Newton product on a product function is recalled in Theorem 2.5 below.
We will now present several examples of classical or new projectors that are Newton products. In the table below, the Newton structures used appears through the basis $\mu^i_a$ indicated. We omit the mention of the natural spaces $\mathcal{E}$ involved. Some of these examples are considered in more details further in this work.

1. If, for $i = 1, 2$, $[\Pi^i]$ is the Taylor projector at $a^i \in \mathbb{K}^{n_i}$ to the order $d$ Newton structured by

   $$\mu^i_\alpha(f) = D^\alpha f(a^i),$$

   then $\Pi^1 \otimes_N \Pi^2$ is the Taylor projector at $(a, b) \in \mathbb{K}^n$, $n = n_1 + n_2$, to the order $d$ with

   $$\mu^1_\alpha \otimes \mu^2_\beta(f) = D^{(\alpha, \beta)} f(a), \quad a = (a^1, a^2).$$

2. Assume that, for $i = 1, 2$, $[\Pi^i]$ is the $L^2(\text{dm}_i)$-orthogonal projection on $\mathcal{P}_d(\mathbb{C}^{n_i})$ Newton structured by

   $$\mu^i_\alpha(f) = \int \bar{b}(\alpha, \text{dm}_i, \cdot) \text{dm}_i,$$

   where $\text{dm}_i$ is a (sufficiently dense) positive Borel measure supported on a compact set $K_i \subset \mathbb{C}^{n_i}$ and $b(\alpha, \text{dm}_i, \cdot)$ denotes the usual orthonormal basis (with leading monomial $z^\alpha$) in $L^2(\text{dm}_i)$ obtained by the Gram-Schmidt algorithm from the standard monomials basis ordered with the graded lexicographic order. Then $\Pi^1 \otimes_N \Pi^2$ is the $L^2(\text{dm}_1 \times \text{dm}_2)$-orthogonal projector on $\mathcal{P}_d(\mathbb{C}^n)$, $n = n_1 + n_2$, with

   $$\mu^1_\alpha \otimes \mu^2_\beta(f) = \iint \bar{b}(\alpha, \beta, \text{dm}_1 \otimes \text{dm}_2, \cdot) \text{dm}_1 \otimes \text{dm}_2.$$

3. Assume that, for $i = 1, 2$, $[\Pi^i]$ is the Lagrange interpolation projector $L[A^i]$ in $\mathcal{P}_d(\mathbb{C}^{n_i})$ at the (unisolvent) set of interpolation points $A^1 = \{a^i_\alpha : |\alpha| \leq d\}$ structured by

   $$\mu^i_\alpha(f) = f(a^i_\alpha),$$

   where the interpolation points $a^i_\alpha$ are ordered in such a way that the sets $A^i_j = \{a^i_\alpha : |\alpha| \leq j\}$ are unisolvent for Lagrange interpolation in $\mathcal{P}_j(\mathbb{C}^{n_i})$, $j = 0, \ldots, d$. Then $\Pi^1 \otimes_N \Pi^2$ is the Lagrange interpolation projector in $\mathcal{P}_d(\mathbb{C}^n)$, $n = n_1 + n_2$, at the (unisolvent) set of interpolation points

   $$A = \{(a^1_\alpha, a^2_\beta) : |\alpha| + |\beta| \leq d\} \subset \mathbb{C}^n.$$

   We refer to $[12]$ for details.

4. Assume that $[\Pi^1]$ is is the Lagrange interpolation projector $L[A^1]$ structured as above and $[\Pi^2]$ is the Kergin interpolation projector $K[A^2]$ in $\mathcal{P}_d(\mathbb{C})$ with $A^2 = \{z_0, \ldots, z_d\} \subset \mathbb{C}^{n_2}$ structured by, see $[3]$ for details,

   $$\mu^2_\alpha(f) = \int_{S_{|\alpha|}} D^\alpha f(z_0 + \sum_{i=1}^{|\alpha|} t_i(z_i - z_0)) dt,$$

   where $S_k = \{(t_1, \ldots, t_k) \in [0, 1]^k : \sum_{i=1}^k t_i \leq 1\}$ denotes the ordinary simplex in $\mathbb{R}^k$ and $dt$ the ordinary Lebesgue measure on it) then

   $$[\Pi^1] \otimes_N [\Pi^2] = L[A^1] \otimes_N K[A^2]$$

   is the projector the space of interpolation conditions is spanned by the functionals

   $$f \to \int_{S_{|\beta|}} D^{(0, \beta)} f(a^1_\alpha, z_0 + \sum_{i=1}^{|\beta|} t_i(z_i - z_0)) dt, \quad |\alpha| + |\beta| \leq d,$$
where $D^{(0,\beta)}$ indicates derivation with respect to the last $n_2$ complex variables. As will be shown in the sequel, such a mixed Newton product seems to be particularly useful in the case $n_1 = 1$ and $n_2 = 2$.

2. Stating the problem

2.1. Newton sequences. For each $d \in \mathbb{N}$, we let $\Pi_d$ denote a polynomial projector of degree $d$ on a space of (real or complex) functions $\mathcal{E}$. The sequence $\mathcal{N} = (\Pi_0, \Pi_2, \ldots)$ will be called a Newton sequence on $\mathcal{E}$ if:

For all $d \in \mathbb{N}$, $\text{CND}(\Pi_d) \subset \text{CND}(\Pi_{d+1})$, \hspace{1cm} (2.1)

or, equivalently,

$(\Pi_0, \ldots, \Pi_d)$ defines a Newton structure for $\Pi_d$. \hspace{1cm} (2.2)

We shall denote the Newton-structured projector in (2.2) by $[\mathcal{N}]_d$.

Given such a Newton sequence $\mathcal{N}$, we set $\pi_0 = \Pi_0$ and, for $k \geq 1$, $\pi_k = \Pi_k - \Pi_{k-1}$. Then $\pi_k$ is the $k$-th Newton summand for $[\mathcal{N}]_d$ and this for any $d \geq k$, so that

$$\Pi_d = \sum_{k=0}^{d} \pi_k, \hspace{0.5cm} d \in \mathbb{N}. \hspace{1cm} (2.3)$$

Likewise, there exists a sequence of spaces $J_i$, $i \in \mathbb{N}$, such that

$$\text{CND}(\Pi_d) = \bigoplus_{0 \leq i \leq d} J_i, \hspace{0.5cm} d \in \mathbb{N}. \hspace{1cm} (2.4)$$

Example 2.1. We use the projectors presented in the introduction.

(A) The sequence for which $\Pi_d$ is the Taylor projector at a point $a$ to the order $d$, $\Pi_d = T_a^d$, is a basic example of Newton sequence for which $J_i = \text{span}\{ f \rightarrow D^{[i]} f(a) : |\alpha| = i \}$.

(B) Another fundamental example is furnished by the orthogonal projectors $P_{d, \text{dm}}$ with respect to a sufficiently dense measure $\text{dm}$ where $J_i = \text{span}\{ f \rightarrow \langle f, b(\alpha, \text{dm}, \cdot) \rangle : |\alpha| = i \}$, see Example 2 in the introduction.

(C) A Newton sequence of Lagrange interpolation projectors will be obtained with $\Pi_d = L[A_d]$ with the condition that $A_d \subset A_{d+1}$ for $d \in \mathbb{N}$ where $A_d$ is the (unisolvent) set of interpolation points for $L[A_d]$, for which $J_i = \text{span}\{ f \rightarrow f(a) : a \in A_i \setminus A_{i-1}, i \geq 1 \}$.

(D) Likewise a Newton sequence of Kergin interpolation projectors will be obtained with $\Pi_d = K[A_d]$ with the same condition that the set of interpolation points are nested, that is $A_d \subset A_{d+1}$ for $d \in \mathbb{N}$. Typically, starting from a sequence $a_d$ of points, we will take $A_d = \{a_0, \ldots, a_d\}$ so that $\Pi_d = K[a_0, \ldots, a_d], d \in \mathbb{N}$, see the introduction for a description of the spaces $J_i$ and [3] for further details.

Definition 2.2. Let $\mathcal{F}$ be a (topological vector) space of functions containing $\mathcal{E}$ (hence also the polynomials) such that the injection $f \in \mathcal{E} \rightarrow f \in \mathcal{F}$ is continuous. Note that $\Pi_d$ is continuous as a linear map from $\mathcal{E}$ to $\mathcal{F}$. We say that a Newton sequence $\mathcal{N} = (\Pi_0, \Pi_1, \ldots)$ on $\mathcal{E}$ is $\mathcal{F}$-converging when, for all $f \in \mathcal{E}$, $\Pi_d(f)$ converges to $f$ in $\mathcal{F}$ as $d \rightarrow \infty$. When precision is needed we say that $\mathcal{N}$ is $\mathcal{F}$-converging on $\mathcal{E}$. When $\mathcal{F} = \mathcal{E}$ we just say that $\mathcal{N}$ is converging on $\mathcal{E}$. If convergence holds only for all functions in a subspace $E$ of $\mathcal{E}$, we say that $\mathcal{N}$ is $\mathcal{F}$-converging on $E \subset \mathcal{E}$.

Table 1 collects the various spaces $\mathcal{E}$, $E$ and $\mathcal{F}$ that will be used in the sequel.

Classical results in approximation theory are naturally expressed in the above terminology. For instance, the Newton sequence the $d$-th element of which is the Taylor projector at the origin 0 to the order $d$ is converging on the space $\mathcal{H}(\{0\})$ formed of holomorphic functions
In fact if \( \text{Corollary 4.8} \), we have
\[
E \text{ between } \Pi_n \text{ by writing } \Pi_n = \Pi_0, \Pi_1, \ldots
\]
The sequence \( \text{Lemma 2.3} \).
\[
\text{The above construction provides a sequence of polynomials projectors and this sequence is actually a Newton sequence itself.}
\]

2.2. The Newton product of Newton sequences. By using the Newton product of polynomial projectors, we can easily construct a natural Newton sequence on \( E(X_1 \times X_2) \) when we are given two Newton sequences \( \mathcal{N}^1 = (\Pi_0^1, \Pi_1^1, \ldots) \) on \( E(X_1) \) and \( \mathcal{N}^2 = (\Pi_0^2, \Pi_1^2, \ldots) \) on \( E(X_2) \). Here, by writing \( E(X_i) \) we emphasize that the functions in \( E \) are defined on \( X_i \). The connection between \( E(X_i) \) and \( E(X_1 \times X_2) \) will be obvious in all cases considered.

For all \( d \in \mathbb{N} \), we compute the Newton product, see (2.2),
\[
\Pi_d := [\mathcal{N}^1]_d \otimes [\mathcal{N}^2]_d = (\Pi_0^1, \ldots, \Pi_d^1) \otimes (\Pi_0^2, \ldots, \Pi_d^2).
\] (2.5)

In fact if \( (J_i^s), s = 1, 2 \) is the sequence of spaces associated to \( \mathcal{N}^s \) as in (2.4), according to [3 Corollary 4.8], we have
\[
\text{CND}(\Pi_d) = \bigoplus_{i+j \leq d} J_i^1 \otimes J_j^2
\] (2.6)
which the reader may read as a characterization property of \( \Pi_d \).

The above construction provides a sequence of polynomials projectors and this sequence is actually a Newton sequence itself.

Lemma 2.3. The sequence \( (\Pi_0, \Pi_1, \ldots) \) where \( \Pi_d \) is defined as in (2.5) is a Newton sequence on \( E(X_1 \times X_2) \).

Proof. According to (2.1), we need to prove that \( \text{CND}(\Pi_d) \subseteq \text{CND}(\Pi_{d+1}) \) for all \( d \in \mathbb{N} \). Since \( \mathcal{N}^s \) is a Newton sequence, there exists a sequence of spaces \( J_i^s, i \in \mathbb{N}, \) see (2.4), such that
\[
\text{CND}(\Pi_k^s) = \bigoplus_{0 \leq i \leq k} J_i^s, \quad d \in \mathbb{N}, \quad s = 1, 2.
\]

In view of (2.5) and using (2.6) for both equalities, we have
\[
\text{CND}(\Pi_d) = \bigoplus_{i+j \leq d} J_i^1 \otimes J_j^2 \subseteq \bigoplus_{i+j \leq d+1} J_i^1 \otimes J_j^2 = \text{CND}(\Pi_{d+1}).
\] □

| Space \( E \) or space \( E \) | Space \( F \) |
|-----------------------------|----------------|
| \( \mathcal{H}(K) \), the space of holomorphic function on a neighborhood of (a regular polynomially convex compact set) \( K \). | \( \mathcal{C}(K) \) the space of continuous functions on \( K \), then \( \mathcal{H}(K) \). |
| \( \mathcal{H}(\mathbb{C}^n) \), the space of entire functions and \( E \) a subspace of entire functions of given growth. | \( \mathcal{C}(\mathbb{C}^n) \). |
| \( \mathcal{C}^m(K) \) the standard space of \( m \) times continuously differentiable functions on the interior of \( K \) (a fat compact set, see Section 5) whose all derivatives of order \( \leq m \) extend continuously to \( K \). |
| \( \mathcal{C}(K) \). |

Table 1. Function spaces, all endowed with their usual topology.

on a neighborhood of the origin (endowed with its usual limit inductive topology). Classical univariate Lagrange interpolation theory is concerned with the search for conditions on a given sequence \( (a_0, a_1, a_2, \ldots) \) ensuring that \( (\Pi_0, \Pi_2, \ldots) \) with \( \Pi_d = L[a_0, a_d] \) is \( \mathcal{F} \)-converging on \( E \) where \( \mathcal{E} \) is a classical space of smooth functions on an interval \( [a, b] \), and \( \mathcal{F} = \mathcal{C}([a, b]) \), or \( \mathcal{F} = \mathcal{H}(K) \), see [30, 29, 14], or \( E \subset \mathcal{E} = \mathcal{F} = \mathcal{H}(\mathbb{C}) \) is a space of entire functions of given growth, see [15].
We are now in position to fix the terminology that will be used in this paper.

**Definition 2.4.** The above Newton sequence will be denoted by $\mathcal{N} = \mathcal{N}^1 \otimes \mathcal{N}^2$ and called the **Newton product** of $\mathcal{N}^1$ by $\mathcal{N}^2$. In accordance with the terminology introduced for the Newton product, $\mathcal{N}^1$ (resp. $\mathcal{N}^2$) will be called the left (resp. right) **divisor** of $\mathcal{N}$.

Now, the obvious approximation problem is as follows.

**Research problem 1.** Suppose that $\mathcal{N}^s$ is a $\mathcal{F}_s$-converging Newton sequence on $\mathcal{E}(X_s)$, $s = 1, 2$, is $\mathcal{N}^1 \otimes \mathcal{N}^2$ a $\mathcal{F}$-converging sequence on $\mathcal{E}(X_1 \times X_2)$ where $\mathcal{F}$ naturally depends on $\mathcal{F}_s$, $s = 1, 2$.

We will show that the answer is generally positive, thus showing that the Newton product leads to the construction of new effective approximation projectors. Various explicit examples will be given in the sequel.

### 2.3. Strategy of proof.

We describe the simple general strategy that we follow in answering Problem 1 for different spaces. We felt it preferable to provide distinct proofs in the three main cases that we study rather than to search for a very general statement which would require assumptions whose verifications would require essentially the same amount of work.

Assume that we work with $\mathcal{E}(X_1)$, $\mathcal{E}(X_2)$ and $\mathcal{E}(X_1 \times X_2)$ with $X_s \subset \mathbb{R}^{n_s}$ or $\mathbb{C}^{n_s}$. We use the notation introduced in the previous subsection, in particular $\Pi_d$ is defined as in (2.5).

#### Step 1.

We find product polynomials

$$p_{\alpha, \beta}(z^1, z^2) = p_{\alpha}^1(z^1)p_{\beta}^2(z^2) \quad \text{with} \quad \deg p_{\alpha}^1 = |\alpha| \quad \text{and} \quad \deg p_{\beta}^2 = |\beta|,$$

(2.7)

such that, for all $f \in \mathcal{E}(X_1 \times X_2)$, we have

$$f = \sum_{j=0}^{\infty} \sum_{|\alpha|+|\beta|=j} c_{\alpha \beta}(f)p_{\alpha, \beta}$$

(2.8)

where the $c_{\alpha}$ are functionals on $\mathcal{E}(X_1 \times X_2)$ and convergence holds in $\mathcal{E}(X_1 \times X_2)$ (hence also in $\mathcal{F}$).

#### Step 2.

Since $\Pi_d$ is a projector of degree $d$, it coincides with the identity on the polynomials of degree $\leq d$ so that we have

$$\Pi_d \left( \sum_{j=0}^{d} \sum_{|\alpha|+|\beta|=j} c_{\alpha \beta}(f)p_{\alpha, \beta} \right) = \sum_{j=0}^{d} \sum_{|\alpha|+|\beta|=j} c_{\alpha \beta}(f)p_{\alpha, \beta}$$

and, consequently, it follows from (2.8), together with the continuity of $\Pi_d : \mathcal{E}(X_1 \times X_2) \to \mathcal{F}$, that

$$f - \Pi_d(f) = \sum_{j=d+1}^{\infty} \sum_{|\alpha|+|\beta|=j} c_{\alpha \beta}(f)\{p_{\alpha, \beta} - \Pi_d(p_{\alpha, \beta})\}$$

(2.9)

$$= \sum_{j=d+1}^{\infty} \sum_{|\alpha|+|\beta|=j} c_{\alpha \beta}(f)p_{\alpha, \beta} - \sum_{|\alpha|+|\beta|=d+1}^{\infty} c_{\alpha \beta}(f)\Pi_d(p_{\alpha, \beta}),$$

(2.10)

where convergence holds in $\mathcal{F}$. Observe that, since the first series tends to 0 in $\mathcal{F}$ as $d \to \infty$, we might restrict ourselves to show that $\sum_{j=d+1}^{\infty} \sum_{|\alpha|+|\beta|=j} c_{\alpha \beta}(f)\Pi_d(p_{\alpha, \beta})$ goes to 0 as $d$ tends to $\infty$ in (2.10). It is however equally simple and somewhat more elegant to work with the right hand side of (2.9).

At this point, we need an algebraic formula established in [3] for the computation of a Newton product projector applied to a product function:
Theorem 2.5. Let, for $i = 1, 2$, $[\Pi^i] = (\Pi^i_1, \ldots, \Pi^i_d)$ be a Newton structured polynomial projector of degree $d$ on $\mathcal{E}(X_i), X_i \in \mathbb{K}^n$. If $f_1 \in \mathcal{E}(X_i)$ we denote by $f_1f_2$ the product function defined by $(f_1f_2)(x^1, x^2) = f_1(x^1)f_2(x^2)$ then we have
\[
\Pi(f_1f_2) = \sum_{(i,j) \in \mathbb{N}(2)} \pi^i_i(f_1)\pi^j_j(f_2), \quad f_1 \in \mathcal{E}(X),
\] where the $\pi^i_i$ denote the Newton summands corresponding to $\Pi^i$, see (2.3).

Proof. See [3, Theorem 4.5 (2)].

We may now state the key computational lemma.

Lemma 2.6. We use the notation above, see in particular (2.7). Assume that $|\alpha| + |\beta| \geq d + 1$ and let
\[
B(d, \alpha, \beta) = \{(i_1, i_2) \in \mathbb{N}^2 : d + 1 \leq i_1 + i_2; i_1 \leq |\alpha|; i_2 \leq |\beta|\}. \tag{2.12}
\]
We have
\[
p_{\alpha, \beta} - \Pi_d(p_{\alpha, \beta}) = \sum_{(i_1, i_2) \in B(d, \alpha, \beta)} \pi^i_i(p^1_{\alpha})\pi^j_j(p^2_{\beta}).
\]

Proof. Let $d_1 = |\alpha|$ and $d_2 = |\beta|$. Since $\Pi_{d_s}$ is a projector of degree $d_s$ we have
\[
p_{\alpha, \beta} = p^1_{\alpha}p^2_{\beta} = \Pi_{d_1}(p^1_{\alpha})\Pi_{d_2}(p^2_{\beta}),
\]
and, in view of (2.3),
\[
p_{\alpha, \beta} = \left(\sum_{i_1 \leq d_1} \pi^i_i(p^1_{\alpha})\right) \cdot \left(\sum_{i_2 \leq d_2} \pi^j_j(p^2_{\beta})\right) = \sum_{i_1 \leq d_1, i_2 \leq d_2} \pi^i_i(p^1_{\alpha})\pi^j_j(p^2_{\beta}). \tag{2.13}
\]
On the other hand, since $p_{\alpha, \beta}$ is a product function, the product formula in Theorem 2.5 yields
\[
\Pi_d(p_{\alpha, \beta}) = \sum_{i_1 + i_2 \leq d} \pi^i_i(p^1_{\alpha})\pi^j_j(p^2_{\beta}). \tag{2.14}
\]
The relation follows immediately on subtracting (2.14) from (2.13). \hfill \square

Step 3. The properties of the factors $\mathcal{N}^s$ enter into play when estimating $p_{\alpha, \beta} - \Pi_d(p_{\alpha, \beta})$ with the help of the formula given in the previous lemma. To estimate the terms in the sum, we invoke the assumption that the divisor sequences $\mathcal{N}^s, s = 1, 2$, are converging via the use of a uniform boundedness principle (Banach-Steinhaus theorem), [27, Chapter 2]. It is therefore essential to work on spaces where the principle holds.

3. Spaces of holomorphic functions on a neighborhood of a regular compact set

3.1. The space $\mathcal{H}(K)$. The space $\mathcal{H}(K)$ formed of all functions holomorphic on a neighborhood of the compact set $K$ is endowed with the usual inductive limit of the spaces $H(\Omega)$ or, equivalently, $A(\Omega)$ where $\Omega$ is an open (bounded) neighborhood of $K$ and $H(\Omega)$ denotes the space of holomorphic functions on $\Omega$ with the topology of uniform convergence on compact subsets, while $A(\Omega)$ is the Banach space of the functions continuous on $\overline{\Omega}$ and holomorphic on $\Omega$ with the usual sup-norm on $\overline{\Omega}$. Thus, for instance, a sequence $f_n$ converge to $f$ in $\mathcal{H}(K)$ if and only if there exists an open bounded neighborhood $\Omega$ of $K$ such that $f$ and $f_n$ are in $A(\Omega)$ for all $n$ and $f_n$ converges uniformly to $f$ on $\overline{\Omega}$. A linear map from $\mathcal{H}(K)$ onto another topological vector space $\mathcal{F}$ is continuous if and only if all its restrictions to the spaces $A(\Omega)$, $\Omega \supset K$ are continuous.
3.2. **Some tools from pluripotential theory.** We recall some basic facts from pluripotential complex theory which are required in the sequel. A good general reference is the book by Klimek [17]. The survey by Levenberg [18] also contains the required material (and much more) and is more approximation-theory oriented. The non-specialist reader may freely assume that the compact sets $K$ we work with are convex in the ordinary geometrical sense. This would imply a limited loss of generality only, at least from a practical point of view.

Let $K$ be a regular polynomially convex compact set in $\mathbb{C}^n$. Its continuous pluri-subharmonic Green-Siciak extremal function is denoted by $V_K$. Recall that this function can be defined for instance as

$$V_K(z) = \max \left( 0, \sup \left\{ \frac{1}{\deg p} \ln|p(z)| : p \in \mathcal{P}(\mathbb{C}^n), \|p\|_K \leq 1 \right\} \right).$$

For $R > 1$, we define the bounded open set $K_R = \{ z \in \mathbb{C}^n : V_K(z) < \ln R \}$.

A first use of these level sets appears in the Bernstein-Walsh-Siciak inequality [17] which states that

$$\|p\|_{K_R} \leq R^{\deg p} \|p\|_K, \quad p \in \mathcal{P}_d(\mathbb{C}^n), \quad R > 1. \quad (3.1)$$

The level sets $K_R$ are further related to the rate of polynomial approximation of a holomorphic function on $K$. Namely, if $f$ is holomorphic (or extends to a holomorphic function) on $K_R$ if and only if

$$\limsup_{d \to \infty} \text{dist}(f, \mathcal{P}_d(\mathbb{C}^n))^{1/d} < 1/R.$$

In particular, setting

$$\limsup_{d \to \infty} \left( \text{dist}(f, \mathcal{P}_d(\mathbb{C}^n)) \right)^{1/d} = \frac{1}{\rho(f)}, \quad (3.2)$$

a continuous function $f$ on $K$ extends to a function in $\mathcal{H}(K)$ if and only if $\rho(f) > 1$ and, more precisely, for all $R < \rho(f)$, $f$ extends to a function in $A(K_R)$.

3.3. **Bernstein-Markov measures.** An asymptotically optimal approximation polynomial for functions in $\mathcal{H}(K)$, $K$ as above, can be obtained as a Fourier expansion with respect to a suitable probability measure as follows. One says that a probability measure $\mu$ with compact support on $K$ is a **Bernstein-Markov measure** if, for all $\varepsilon > 0$, there exists a constant $C(\varepsilon) = C(\varepsilon, \mu)$ such that for all polynomial $p$ we have

$$\|p\|_K \leq C(\varepsilon)(1 + \varepsilon)^{\deg(p)} \|p\|_2, \quad \|p\|_2 = \sqrt{\int_K |p(z)|^2 d\mu(z)}. \quad (3.3)$$

In other words, the $L^2$-norm of polynomial behaves asymptotically essentially like the sup-norm on $K$. By a theorem of Nguyen and Zériahi [20], on a regular compact set $K$ as above, such a measure always exists. See also [11] for a general discussion on Bernstein-Markov measures.

Given such a measure, we denote by $(b_\alpha)$ the orthonormal sequence of polynomials obtained by the Gram-Schmidt process from the monomial sequence $(z^\alpha)$ ordered with respect to the graded lexicographic order. In particular, $z^\alpha$ is the leading monomial in $b_\alpha$ and $\deg b_\alpha = |\alpha|$. 8
When it is necessary to clarify the measure we use, instead of $b_\alpha(z)$, we use the notation $b(\alpha, \mu, z)$ as in the introduction. The corresponding orthogonal projection is

$$
P_{d, \mu}(f) = \sum_{|\alpha| \leq d} c_\alpha(f)b_\alpha, $$

$$c_\alpha(f) = \langle f, b_\alpha \rangle = \int_K f(z)b_\alpha(z)\mu(z), \quad f \in \mathcal{H}(K). \quad (3.4)$$

It is well known, see [33], that, $\mu$ being a Bernstein-Markov measure,

$$\limsup_{d \to \infty} \{\|f - P_{d, \mu}(f)\|_K\}^{1/d} = \limsup_{d \to \infty} \text{dist} (f, \mathcal{P}_d(\mathbb{C}^n))^{1/d}. \quad (3.5)$$

This is easily shown as follows. Taking $t_d$, a best (uniform) approximation of degree $d$ of $f$ on $K$, i.e. such that $\text{dist}(f, \mathcal{P}_d(\mathbb{C}^n)) = \|f - t_d\|_K$, we have

$$\|f - t_d\|_K \leq \|f - P_{d, \mu}(f)\|_K \leq C(1 + \varepsilon)^d \|f - P_{d, \mu}(f)\|_2$$

$$\leq C(1 + \varepsilon)^d \|f - t_d\|_2 \leq C(1 + \varepsilon)^d \|f - t_d\|_K, \quad (3.6)$$

where we use that the orthogonal projection furnishes the best $L^2$ approximant of $f$ on the second line. Now, (3.5) immediately follows.

Likewise, since, by orthogonality,

$$c_\alpha(f) = \langle f, b_\alpha \rangle = \langle f - P_{|\alpha| - 1, \mu}(f), b_\alpha \rangle, $$

by the Cauchy-Schwarz inequality, we have

$$|c_\alpha(f)| \leq \|f - P_{|\alpha| - 1, \mu}(f)\|_2 \leq \|f - t_{|\alpha| - 1}\|_2$$

$$\leq \|f - t_{|\alpha| - 1}\|_2 \leq \text{dist} (f, \mathcal{P}_{|\alpha| - 1}(\mathbb{C}^n)). \quad (3.8)$$

Note that, in fact, we have the series expansion

$$f = \sum_{j=0}^{\infty} \sum_{|\alpha| = j} c_\alpha(f)b_\alpha, \quad f \in \mathcal{H}(K), \quad (3.9)$$

where the convergence holds in $\mathcal{H}(K)$. For this and other applications to pluripotential theory, we refer to [33].

Observe finally that, when applied with $p = b_\alpha$, inequality (3.3) reads as

$$\|b_\alpha\|_K \leq C(\varepsilon)(1 + \varepsilon)^{|\alpha|}, \quad |\alpha| = 0, 1, 2, \ldots. \quad (3.10)$$

3.4. Cartesian products. We now collect a few facts that we will need later about the above notions in relation to Cartesian products of sets.

(i) The Cartesian product $K_1 \times K_2 \subset \mathbb{C}^{m_1} \times \mathbb{C}^{m_2}$ of two regular polynomially convex sets is still regular polynomially convex and, see [17],

$$V_{K_1 \times K_2}(z^1, z^2) = \max \{V_{K_1}(z^1), V_{K_2}(z^2)\}. \quad \text{(in particular,)}$$

$$K_1 \times K_2 = K_{1R} \times K_{2R}. \quad (K_1 \times K_2)_R$$

(ii) The product $\mu_1 \times \mu_2$ of a Bernstein-Markov probability measure $\mu_1$ on $K_1$ by a Bernstein-Markov probability measure $\mu_2$ on $K_2$ is a Bernstein-Markov measure on $K_1 \times K_2$, see [10] Lemma 2, p. 290. Moreover, as is readily checked, the corresponding orthonormal polynomials satisfy the relation

$$b((\alpha^1, \alpha^2), \mu_1 \times \mu_2, z) = b(\alpha^1, \mu_1, z^1) \times b(\alpha^2, \mu_2, z^2), \quad z = (z^1, z^2). \quad (3.11)$$
3.5. The convergence theorem. Roughly, we prove that the Newton product of projectors that approximate efficiently holomorphic functions on regular compact sets itself efficiently approximates holomorphic function on the Cartesian product of the compact sets.

**Theorem 3.1.** Let $K_s$ be a regular polynomially convex set in $\mathbb{C}^n$ and $\mathcal{N}^s = (\Pi^s_0, \Pi^s_1, \ldots)$ a Newton sequence on $\mathcal{H}(K_s)$, $s = 1, 2$. If $\mathcal{N}^s$ is converging on $\mathcal{H}(K_s)$ for $s = 1, 2$ then $\mathcal{N}^1 \otimes \mathcal{N}^2$ is converging on $\mathcal{H}(K_1 \times K_2)$.

**Lemma 3.2.** With the assumptions of the theorem, for $s = 1, 2$ and for all $R > 1$, there exists a constant $\gamma_s(R)$ such that

$$\|\Pi^s_d(f)\|_K \leq \gamma_s(R)\|f\|_{K^R_1}, \quad f \in A(K^R_s).$$

**Proof.** Each projector $\Pi^s_j$ is a continuous projector from $\mathcal{H}(K_s)$ onto $\mathcal{P}_d(\mathbb{C}^n)$. Using the definition of the topology on $\mathcal{H}(K_s)$ and the fact that every norm is equivalent on $\mathcal{P}_d(\mathbb{C}^n)$, $\Pi_d$ defines a continuous projector from the Banach space $A(K^R_s)$ to the Banach space $\mathcal{C}(K)$ of continuous function on $K$. The fact that $\mathcal{N}^s$ is converging yields that $\Pi^s_d(f)$ converges to $f$ uniformly on $K$ for all $f \in A(K^R_s)$ hence, for such $f$, the sequence $(\Pi^s_d(f))$ is bounded in $\mathcal{C}(K)$. Now, the claim results from an application of the uniform boundedness principle (Banach-Steinhaus Theorem) on the Banach space $A(K^R_s)$.

**Corollary 3.3.** Likewise, using the Newton summands, $\pi^s_d$, see (2.3), for $s = 1, 2$ and for all $R > 1$, there exists a constant $\delta_s(R)$ such that

$$\|\pi^s_d(f)\|_K \leq \delta_s(R)\|f\|_{K^R_1}, \quad f \in A(K^R_s).$$

**Proof.** Use the lemma and the fact that $\pi^s_d = \Pi^s_d - \Pi^s_d$.

**Proof of Theorem 3.1.** We take a Bernstein-Markov measure $\mu_s$ on $K_s$ and consider its product $\mu = \mu_1 \times \mu_2$ which is Bernstein-Markov on $K_1 \times K_2$, see Subsection 3.3. Following the strategy explained in Subsection 2.3, we start from from the expansion

$$f = \sum_{j=0}^{\infty} \sum_{|\alpha| + |\beta| = j} c_{\alpha\beta}(f) b_{\alpha\beta}, \quad c_{\alpha\beta}(f) = \iint_{K_1 \times K_2} f(z) \overline{b}_{\alpha\beta}(z) d\mu_1(z^1) d\mu_2(z^2), \quad (3.12)$$

where $f$ is any fixed element in $\mathcal{H}(K)$, $z = (z^1, z^2), z^s \in K_s,$ and, see (3.11),

$$b_{\alpha\beta}(z^1, z^2) = b(\alpha, \mu_1, \cdot) \times b(\beta, \mu_2, \cdot). \quad (3.13)$$

Recall that convergence in (3.12) holds in $\mathcal{H}(K)$. Next, a use of equation (2.9) and Lemma 2.6 gives

$$f - \Pi_d(f) = \sum_{j=d+1}^{\infty} \sum_{|\alpha| + |\beta| = j} c_{\alpha\beta}(f) \sum_{(i_1, i_2) \in B(d, \alpha, \beta)} \pi^1_{i_1}(b(\alpha, \mu_1, \cdot)) \pi^2_{i_2}(b(\beta, \mu_2, \cdot)), \quad (3.14)$$

where $B(d, \alpha, \beta)$ is defined in (2.12). We will use this expression to show that $f - \Pi_d(f)$ converges uniformly to 0 on $K$. Define as above,

$$\limsup_{d \to \infty} \text{dist}(f, \mathcal{P}(\mathbb{C}^n))^{1/d} = \frac{1}{\rho(f)},$$

so that since $f \in \mathcal{H}(K)$, $\rho(f) > 1$. Choose $1 < R_1 < R_2 < \rho(f)$ and $\varepsilon > 0$ to be fixed later. A use of Corollary 3.3 with $R = R_1$ gives

$$\|\pi^1_{i_1}(b(\alpha, \mu_1, \cdot)) \pi^2_{i_2}(b(\beta, \mu_2, \cdot))\|_K \leq \|\pi^1_{i_1}(b(\alpha, \mu_1, \cdot))\|_{K_1} \|\pi^2_{i_2}(b(\beta, \mu_2, \cdot))\|_{K_2} \leq \delta_1(R_1)\|b(\alpha, \mu^1, \cdot)\|_{K_1 R_1}, \delta_2(R_1)\|b(\alpha, \mu^1, \cdot)\|_{K_2 R_1}, \quad (3.15)$$
Now, applying inequality (3.1) to the right hand side together with the bound (3.10) for the orthonormal polynomials (with the current \(\varepsilon\)), we get the following estimate:

\[
\|\pi_1^i(b(\alpha, \mu^1, \cdot))\pi_2^j(b(\beta, \mu^2, \cdot))\|_K \\
\leq \delta_1(R_1)\delta_2(R_1)\left|\alpha|+|\beta\right|C(\varepsilon, \mu_1)C(\varepsilon, \mu_2)(1+\varepsilon)^{|\alpha|+|\beta|} \\
\leq \delta_1(R_1)\delta_2(R_1)R_1^jC(\varepsilon, \mu_1)C(\varepsilon, \mu_2)(1+\varepsilon)^j, \tag{3.16}
\]

where we used \(|\alpha| + |\beta| = j\). Using, this estimate in (3.14) and setting

\[
\tau = \delta_1(R_1)\delta_2(R_1)C(\varepsilon, \mu_1)C(\varepsilon, \mu_2),
\]

we obtain

\[
\|f - \Pi_d(f)\|_K \leq \tau \sum_{j=d+1}^{\infty} (R_1(1+\varepsilon))^j \sum_{|\alpha|+|\beta|=j} c_{\alpha\beta}(f)\text{card}(B(d, \alpha, \beta)), \tag{3.17}
\]

where card is used to denote the cardinality. Now, since \(R_2 < \rho(f)\), in view of (3.8), there exists \(\xi = \xi(R_2)\)

\[
|c_{\alpha\beta}(f)| \leq \text{dist}(f, \mathcal{P}_{|\alpha|+|\beta|-1}(\mathbb{C}^n)) \leq \xi \left(\frac{1}{R_2}\right)^{|\alpha|+|\beta|} = \xi \frac{1}{R_2^2}. \tag{3.18}
\]

(Note that, here, \(\xi\) is needed only for notational convenience, to have a bound valid for all \(\alpha\) and \(\beta\), rather than for \(|\alpha| + |\beta|\) large enough.) Hence, together with (3.17), we obtain

\[
\|f - \Pi_d(f)\|_K \leq \tau \xi \sum_{j=d+1}^{\infty} \left(\frac{R_1(1+\varepsilon)}{R_2}\right)^j \sum_{|\alpha|+|\beta|=j} \text{card}(B(d, \alpha, \beta)). \tag{3.19}
\]

It remains to observe that the right hand side sum over \(\alpha\) and \(\beta\) grows polynomially in \(j\). This is readily seen. Indeed,

\[
\text{card}(B(d, \alpha, \beta)) \leq (|\alpha| + 1) \times (|\beta| + 1) \leq (j + 1)^2 \quad (\text{since } |\alpha| + |\beta| = j). \tag{3.20}
\]

Hence,

\[
\sum_{|\alpha|+|\beta|=j} \text{card}(B(d, \alpha, \beta)) \leq (j + 1)^2 \binom{n + j}{j - 1} = O(j^{n+2}), \quad n = n_1 + n_2. \tag{3.21}
\]

Now take \(\varepsilon\) so that \(R_1(1+\varepsilon) < R_2\). This is possible since \(R_1 < R_2\) and \(\varepsilon\) can be taken arbitrarily small. In view of (3.21), the right hand side of (3.19) is the remainder of a converging series and this shows that \(\|f - \Pi_d(f)\|_K \to 0\) as \(d\) tends to \(\infty\). Thus, at this point, using the terminology introduced in definition 2.2, we proved that \(\mathcal{N}^1 \otimes_\mathcal{N} \mathcal{N}^2\) is \(C(K)\)-converging on \(H(K_1 \times K_2)\).

Actually, since \(\Pi_d(f)\) is a polynomial projector the uniform convergence on \(K\) implies the convergence on a compact neighborhood of \(K\), hence in \(H(K)\). Such a reasoning is detailed in [9 Section 4, p. 17]. In fact, since \(R_1(1+\varepsilon)\) can be taken arbitrarily close to 1 and \(R_2\) arbitrarily close to \(\rho(f)\), our proof actually shows that

\[
\limsup_{d \to \infty} \|f - \Pi_d(f)\|_K^{1/d} = \frac{1}{\rho(f)}, \tag{3.22}
\]

so that \(\Pi_d(f)\) provides an asymptotically optimal approximation. This fact also classically implies convergence in \(H(K)\). Here is a sketch of the proof. The series

\[
L = \Pi_0(f) + \sum_{d=0}^{\infty} \Pi_{d+1}(f) - \Pi_d(f)
\]
is normally converging on $\overline{K_R}$, for $R < \rho(f)$. Indeed, by Bernstein Walsh Siciak inequality, (3.1)
\[
\|\Pi_{d+1}(f) - \Pi_d(f)\|_{K_R} \leq R^{d+1}\|\Pi_{d+1}(f) - \Pi_d(f)\|_K
\]
\[
\leq R^{d+1}\|f - \Pi_d(f)\|_K + R^{d+1}\|f - \Pi_{d+1}(f)\|_K,
\]
which in view (3.22) is the general term of a converging series. Now the limit $L$ must equal $f$
on $K_R$ since it coincides with $f$ on $K$.

3.6. **Examples.** Of course, most classical constructive polynomial approximation results in the complex domain can be used together with the above theorem to get efficient multivariate projectors. We just point out three very natural examples. The first one shows how a well-known result is re-captured with our theorem, the second and third ones provide new projectors which, it seems, deserve particular attention. All the Newton products we consider below are constructed using the Newton structure induced by the ordering of the interpolation points.

(A) For $i = 1, \ldots, n$, we let $K_i$ denote a regular polynomially convex plane compact set, and $a_d^i$, $d \in \mathbb{N}$, be a sequence of points on the boundary of $K_i$ such that the discrete measure
\[
\mu_d^i = \frac{1}{d+1} \sum_{j=0}^{d} |a_d^i|
\]

converges weakly to the equilibrium measure on $K_i$. Then, for every $f \in \mathcal{H}(K_1 \times \cdots \times K_n)$, we have
\[
L[a_d^1, \ldots, a_d^1] \otimes_k L[a_d^2, \ldots, a_d^2] \otimes_k \cdots \otimes_k L[a_d^n, \ldots, a_d^n](f)
\]
converges to $f$ in $\mathcal{H}(K_1 \times \cdots \times K_n)$. This follows from classical univariate Lagrange interpolation theory, see the references given above, together with (iterated applications of) Theorem 3.1. This well-known result was first published (in another presentation) in [28]. Siciak’s proof used a multivariate version of the classical (complex) Hermite error formula for Lagrange-Hermite interpolation. Note that the projector on the left hand side of (3.23) is itself a multivariate Lagrange interpolation $L[A^d]$ with the Bierman set of interpolation points, see also the introduction.

\[A_d = \{(a_1^1, a_2^1, \ldots, a_n^1) : i_1 + \ldots + i_n \leq d\} .\]

We refer to [3, Section 6.3, p. 37] for details and earlier references.

(B) Let $K$ be a convex circular compact set in $\mathbb{C}^n$ (i.e. $z \in K$, $\theta \in \mathbb{R} \implies e^{i\theta}z \in K$). If $(a_d)$ is a sequence of points in $K$ such that
\[
\mu_d = \frac{1}{d+1} \sum_{j=0}^{d} |a_j|
\]

converges weakly to a $e^{i\theta}$-invariant measure $\mu$, that is, such that
\[
\int_K f(z) d\mu(z) = \int_K f(e^{i\theta}z) d\mu(z) \quad \text{for all } f \in \mathcal{C}(K) \text{ and } \theta \in \mathbb{R},
\]
then the sequence of Kergin projectors $(K[a_0, \ldots, a_d])$ is converging on $\mathcal{H}(K)$, see [8, Theorem 4.1].

Now, assume that, for $s = 1, 2, K_s$ is the product of two convex circular sets, $K = K_1 \times K_2$ and that $(a_d^s)$ is a sequence of points in $K_s$ such that
\[
\mu_d^s = \frac{1}{d+1} \sum_{j=0}^{d} |a_j^s|
\]
converges weakly to a $e^{i\theta}$-invariant measure $\mu_{\theta}$ on $K_\theta$. It is readily seen that the above result applies to the sequence $(a_d) = (a_1^d, a_2^d)$ so that:

(a) The sequence of Kergin projectors $(K[(a_0^1, a_0^2), \ldots, (a_1^d, a_2^d)])$ is converging on $\mathcal{H}(K)$.

(b) On the other hand, an application of Theorem 3.1 gives:

**Theorem 3.4.** The sequence of projectors $(K[a_0^1, \ldots, a_d^1]) \otimes_N (K[a_0^2, \ldots, a_d^2])$ is converging on $\mathcal{H}(K)$.

It is interesting to compare these two converging sequences of Kergin-related projectors. The second has the advantage of interpolating at $(d+1)$ points, see [3, Section 6.6, p. 42], whereas the first one interpolates at only $d+1$ points. However, there is a price to pay for this added value, the projectors obtained with the Newton product no longer preserve (all) homogeneous partial differential relations. For this notion we refer to [3, Section 6.7] and the references therein.

(C) The next example goes along the same lines but is still more interesting since, in that case, as far as we know, no explicit good interpolation projectors were known. We consider a cylinder, say $D(0, 1) \times [-1, 1]$ in $\mathbb{R}^3$. It was shown in [9] that if $(a_d)$ is a sequence of points in the disc $D(0, 1)$ such that $\mu_d = \frac{1}{d+1} \sum_{j=0}^d [a_d]$ weakly converges to the (normalized) $d \theta$ measure on the unit circle then the sequence of Kergin projectors $(K[a_0, \ldots, a_d])$ is converging on $\mathcal{H}(D(0, 1))$ where $D(0, 1)$ is regarded as a subset of $\mathbb{C}^2$. Likewise, if $(b_d)$ is a sequence of points in the interval $[-1, 1]$ whose corresponding $\mu_d$ measure converges to the equilibrium measure $dx/\sqrt{1-x^2}$ then classical Lagrange interpolation theory tells that the sequence of Lagrange projectors $(L[b_0, \ldots, b_d])$ is converging on $\mathcal{H}([-1, 1])$ (where $[-1, 1]$ is regarded as a subset of $\mathbb{C}$). Hence, an application of Theorem 3.1 gives:

**Theorem 3.5.** The sequence of projectors $(K[a_0, \ldots, a_d]) \otimes_N (L[b_0, \ldots, b_d])$ is converging on $\mathcal{H}(D(0, 1) \times [-1, 1])$.

The resulting projector interpolates at all points $(a_i, b_j)$ for $i+j \leq d$. We represent these points on the figure below in the case, which is still more interesting as we will see in Section 5 where $(a_d)$ is a Leja sequence for the unit circle and $(b_d)$ is the corresponding $\mathbb{R}$-Leja sequence, that is, $(b_d)$ is the sequence of the first coordinates of $(a_d)$ in which repeated points are eliminated.

The elements of a Leja sequence for the unit disk can be recursively constructed as follows see [4, Theorem 5 and Corollary 2]

$$S_1 = (1, -1) \quad (3.24)$$

$$S_{2n+1} = S_{2n} \wedge \exp\left(\frac{\pi}{2(n-1)}\right) S_{2n}, \quad n \geq 1, \quad (3.25)$$

where $\wedge$ denotes the usual concatenation operation on tuples. A precise description of $\mathbb{R}$-Leja sequence is available in [13].

4. **Spaces of Entire Functions**

The effectiveness of a polynomial projector defined on the space of entire functions usually depends on the growth (order $\omega$, type $\tau$) of the approximated functions; roughly, the farther the function is from the space of polynomials the stronger are the requirements on the projector. When the projectors are univariate Lagrangian projectors at a sequence of points $(a_d)$ (of increasing modulus), the acceptable values for $\omega$ and $\tau$ depend on the velocity at which $|a_d|$ goes to infinity. For instance, a classical result of Polya states that all entire functions of exponential type $\omega < \ln 2$ can be approximated (in $\mathcal{H}(\mathbb{C})$) by Lagrange interpolation at the points $a_d = d$ and
the upper bound $\ln 2$ is optimal. Precise statements will be recalled below. As indicated above, the book by Gelfond [15] contains many results on this subject.

Here, assuming that $N^s$ is $\mathcal{H}(\mathbb{C}^n)$-converging on a space $E_s$ of entire functions on $\mathbb{C}^n$, for $s = 1, 2$, we will look for a space of entire functions $E$ on which $N^1 \otimes N^2$ is $\mathcal{H}(\mathbb{C}^n)$-converging, $n = n_1 + n_2$.

We will begin by recalling the required material on the study of growth of entire functions of several variables.

4.1. Growth of entire functions. Let $f \in \mathcal{H}(\mathbb{C}^n)$ and $N$ a norm on $\mathbb{C}^n$. We set

$$M_N(f, r) = \max_{N(z) \leq r} |f(z)|, \quad r \geq 0.$$ 

Given $\omega > 0$, the $\omega$-type $\tau = \tau(f, \omega, N)$ of $f \in \mathcal{H}(\mathbb{C}^n)$ is defined as

$$\tau = \limsup_{r \to \infty} \frac{\ln M_N(f, r)}{r^\omega}.$$ 

When $\tau$ is finite, it is the infimum of all $s$ such that $\ln M_N(f, r) \leq sr^\omega + O(1)$ as $r \to \infty$. The type may be infinite (when no such $\tau$ exists) and it depends on the norm $N$ we work with. For instance, for $\lambda > 0$,

$$\tau(f, \omega, \lambda N) = \frac{1}{\lambda} \tau(f, \omega, N). \quad (4.1)$$

The interesting $\omega$-type is computed when $\omega$ is the order of $f$, that is, the infimum of all $s$, if there exists, such that $\ln M_N(f, r) = O(w^r)$ as $r \to \infty$.

$$\omega = \limsup_{r \to \infty} \frac{\ln \ln M_N(f, r)}{\ln r}.$$ 

In contrast to the $\omega$-type, the order of an entire function does not depend on the norm $N$. A function of finite 1-type $\tau$ is said to be of exponential type $\tau$.

In the sequel,

we will assume we work with norms the ball of which are poly-circular, that is to say, $N(z_1, \ldots, z_n) \leq 1 \implies N(\lambda_1 z_1, \ldots, \lambda_n z_n) \leq 1$ for $|\lambda_i| = 1, i = 1, \ldots, n.$
For sake of reference, we will call such a norm a PC-norm. The common $l_p$ norms satisfy this condition. The usefulness of this condition appears in the lemma below which will enable us to use the strategy described in Subsection 2.3 by using the standard power series expansion as the starting expansion (2.8). Namely the lemma shows how the growth of an entire function is reflected into the behavior of the coefficients of its power series expansion. At the end of this section, we briefly explain a way to circumvent the condition for the norm to be PC, at least in certain important cases.

**Lemma 4.1.** Let $f(z) = \sum_{\alpha \in \mathbb{N}^n} a_\alpha z^\alpha$ be an entire function and $N$ a PC-norm on $\mathbb{C}^n$. We have

$$|a_\alpha| \leq t^{-|\alpha|} \frac{M_N(f,t)}{\delta_N(\alpha)}, \quad t > 0,$$

where

$$\delta_N(\alpha) = \max\{|z^\alpha| : N(z) \leq 1\}, \quad \alpha \in \mathbb{N}^n. \tag{4.3}$$

**Proof.** The reasoning is taken from [26]. Let $P_k(z) = \sum_{|\alpha| = k} a_\alpha z^\alpha$ and assume that, for a fixed $k$, $C_k = \max\{|P_k(z) : N(z) = 1\}$ is attained at $z = u$. Applying the Cauchy inequalities to the univariate function $g(w) = f(wu) = \sum_{k=0}^{\infty} P_k(u)w^k$, we get

$$C_k \leq t^{-k} \max\{|g(w)| : |w| = t\} \leq t^{-k} M_N(f,t), \quad t > 0.$$

Now, the multivariate Cauchy inequalities applied to the polynomial $P_k$ give

$$|a_\alpha| \leq r^{-|\alpha|} \max\{|P_k(u_1, \ldots, u_n)| : |u_i| = r_i, i = 1, \ldots, n\}, \quad r = (r_1, \ldots, r_n), \quad r_i > 0.$$

We apply this inequality with

$$r \in L = \{(|u_1|, \ldots, |u_n|) : N(u_1, \ldots, u_n) \leq 1\} \subset \{N(u) \leq 1\},$$

where the inclusion holds because $N$ is a PC-norm, thus arriving to

$$|a_\alpha|r^{\alpha} \leq C_k, \quad |\alpha| = k, \quad r \in L.$$

Inequality (4.2) is now obtained by passing to the supremum over $r$ in $L$ on the left hand term.

It is convenient to introduce the following spaces of entire functions.

**Definition 4.2.** Let $N$ be a PC-norm on $\mathcal{H}(\mathbb{C}^m)$, $\omega \geq 0$ and $A > 0$. We denote by $E_{0}^m(A,N)$ the subspace of entire functions on $\mathbb{C}^m$ for which there exists a constant $M$ such that

$$M_P(f, r) \leq M \exp(Ar^{\omega}), \quad r \in \mathbb{R}.$$

There is an obvious connection between these spaces and the classical notions of order and type recalled above. We state it as a remark for future reference.

**Remark 1.** Given $\omega > 0$ and $\tau < \infty$, the following statements are equivalent.

1. $f \in \mathcal{H}(\mathbb{C}^m)$ is $\omega$-finite type $< \tau$ with respect to the norm $N$.
2. $f \in \cup_{A<\tau} E_{0}^m(A,N)$.

We define a norm on $E_{0}^m(A,N)$ by setting

$$\|f\|_{A,N}^\omega = \sup_{r>0} M_N(f, r) \exp(-Ar^\omega).$$

Observe that for all compact $K$ in $\mathbb{C}^m$, there exists a constant $C(K)$ such that all $f \in E_{0}^m(A,N)$, we have

$$\|f\|_K \leq C(K)\|f\|_{A,N}^\omega, \tag{4.4}$$
so that convergence with respect to the norm $\|\cdot\|_{A,N}$ implies uniform convergence on all compact subsets of $\mathbb{C}^m$. From this, we deduce the following lemma whose standard proof is only sketched.

**Lemma 4.3.** When endowed with the norm $\|\cdot\|_{A,N}^\omega$, the space $E^m_w(A,N)$ is a Banach space.

*Proof.* Let $(f_n)$ be a Cauchy sequence in $E^m_w(A,N)$. In view of (4.4), it is also a Cauchy sequence in $\mathcal{H}(\mathbb{C}^m)$ and therefore converges to an entire function $f$. To show that such $f$ is in $E^m_w(A,N)$, fix $r > 0$, the uniform convergence on the $N$-ball of radius $r$ to show that there exists $n_0 = n_0(r)$ such that $M_N(f - f_{n_0}, r) \leq 1$ so that

$$M_N(f, r) \exp(-Ar^\omega) \leq M_N(f_{n_0}, r) \exp(-Ar^\omega) + \exp(-Ar^\omega) \leq \|f_{n_0}\|_{A,N}^\omega + 1 \leq C,$$

the latter since the sequence $\|f_{n}\|_{A,N}^\omega$, being itself Cauchy, is bounded. Passing to the supremum over $r$, we obtain that $f \in E^m_w(A,N)$. A similar reasoning shows that the convergence of $f_n$ to $f$ holds in $E^m_w(A,N)$. □

Likewise, since, for any functional $\mu$ (continuous linear form) on $\mathcal{H}(\mathbb{C}^m)$, there exist a compact $K$ and a constant $C(K)$ such that, for all $f \in \mathcal{H}(\mathbb{C}^m)$, $|\mu(f)| \leq C(K) \|f\|_K$, the restriction of such a functional to $E^m_w(A,N)$ is continuous with its topology of Banach space. We therefore have:

**Lemma 4.4.** Let $\Pi$ denote a polynomial projector on $\mathcal{H}(\mathbb{C}^m)$. The restriction of $\Pi$ to $E^m_w(A,N)$ is continuous for its topology of Banach space.

We will need to know the $\|\cdot\|_{A,N}^\omega$-norm of the monomial $e_\alpha : z \rightarrow z^\alpha$ in $\mathbb{C}^m$.

**Lemma 4.5.** We have

$$\|e_\alpha\|_{A,N}^\omega = \delta_N(\alpha) \left( \frac{|\alpha|}{e \omega A} \right)^{|\alpha|/\omega},$$

where $\delta_N(\alpha) = M_N(e_\alpha, 1)$ is defined in (4.3).

*Proof.* By homogeneity of $e_\alpha$, we have

$$M_N(e_\alpha, t) \exp(-At^\omega) = M_N(e_\alpha, 1)t^{|\alpha| \exp(-At^\omega)} = \delta_N(\alpha)t^{|\alpha| \exp(-At^\omega)}.

The claim follows by observing that the function $t \in \mathbb{R}^+ \rightarrow t^{|\alpha| \exp(-At^\omega)}$ reaches its maximum at $t = (|\alpha|/(\omega A))^{1/\omega}$. □

### 4.2. The convergence theorems.

As above, we work with $\mathbb{C}^n = \mathbb{C}^{n_1} \times \mathbb{C}^{n_2}$, $n_x \geq 1$ and let $N_x$ denote a PC-norm on $\mathbb{C}^{n_x}$. Moreover, given $w > 0$ and $A_s > 0$ for $s = 1, 2$, we set

$$E_s = E^m_w(A_s, N_s) \subset \mathcal{H}(\mathbb{C}^{n_s}), \quad s = 1, 2.$$

For the sake of simplicity, we will also write

$$\|\cdot\|_s = \|\cdot\|_{A_s, N_s}^\omega, \quad s = 1, 2. \quad (4.5)$$

We first treat the case $0 < \omega \leq 1$, the case $\omega \geq 1$, which is similar, is studied below.

**Theorem 4.6.** We use the notation above and assume $\omega \leq 1$. Let $\mathcal{N}^s = (\Pi_1, \Pi_2, \ldots)$ denote a Newton sequence on $\mathcal{H}(\mathbb{C}^{n_s})$, $s = 1, 2$. Given $a_s > 0$ for $s = 1, 2$, we define a norm $N$ on $\mathbb{C}^n$ by setting

$$N(z^1, z^2) = a_1 N_1(z^1) + a_2 N_2(z^2), \quad z^s \in \mathbb{C}^{n_s}, \quad s = 1, 2. \quad (4.6)$$

If $\mathcal{N}^s$ is converging on $E_s$ for $s = 1, 2$ then $\mathcal{N}^1 \otimes N \mathcal{N}^2$ is converging on $E^m_w(A,N)$ provided that

$$A < \min \left( \frac{A_1}{a_1^{\omega_1}}, \frac{A_2}{a_2^{\omega_2}} \right). \quad (4.7)$$
The result will be applied in the following form.

**Corollary 4.7.** Let $0 < \omega \leq 1$ and $\tau_s > 0$, $s = 1, 2$. If $\mathcal{N}^s$ is converging on the space of functions of $\omega$-type $< \tau_s$ with respect to $N_s$ in $\mathcal{H}(\mathbb{C}^n)$, for $s = 1, 2$ then $\mathcal{N}^1 \otimes \mathcal{N}^2$ is converging on the space of functions of $\omega$-type $< 1$ with respect to

$$N = \tau_1^{1/\omega} N_1 + \tau_2^{1/\omega} N_2.$$ 

**Proof.** According to Remark [1], we need to show that for all $0 < A < 1$, $\mathcal{N}^1 \otimes \mathcal{N}^2$ is converging on $E_0^s(A, N)$. Let $\epsilon = 1 - A$ and fix $\delta > 0$ such that $\delta / \tau_s < \epsilon$ and $A_s = \tau_s - \delta < \tau_s$, $s = 1, 2$. Observe that $E_0^s(A_s, N_s)$ is included in the space of entire functions of $\omega$-type $< \tau_s$ so that $N_s$ is $\mathcal{H}(\mathbb{C}^n)$-converging on $E_0^s(A_s, N_s)$ and the assumptions of Theorem 4.6 are satisfied. We now apply it with $a_s = \tau_s^{1/\omega}$, $s = 1, 2$ and it remains to check that Condition (4.7) is satisfied. This is clear since

$$A = 1 - \epsilon < (\tau_s - \delta) / a_s^{\omega} = 1 - \delta / \tau_s, \quad s = 1, 2.$$ 

The theorem therefore implies convergence on $E_0^s(A, N)$ as required. 

**Corollary 4.8 (Case $\tau_1 = \tau_2$).** Let $0 < \omega \leq 1$ and $\tau > 0$. If $\mathcal{N}^s$ is converging on the space of functions of $\omega$-type $< \tau$ with respect to $N_s$ in $\mathcal{H}(\mathbb{C}^n)$, for $s = 1, 2$ then $\mathcal{N}^1 \otimes \mathcal{N}^2$ is converging on the space of functions of $\omega$-type $< \tau$ with respect to $N = N_1 + N_2$.

**Proof.** Use the previous corollary taking (4.1) into account. 

Note that the result is optimal if the assumption is. That is to say if there exists a function $f$ of $\omega$-type $= \tau$ with respect to $N_1$ for which $\Pi^1_d(f)$ does not converge to $f$ in $\mathcal{H}(\mathbb{C}^n)$ then the same function regarded as a function on $\mathbb{C}^n$ provides a function of $\omega$-type $= \tau$ with respect to $N$ for which convergence does not occur.

A careful examination of the proof of Theorem 4.6 [4.6] below would show that a version of the theorem holds true when the spaces $E_s$ are not defined with identical $\omega$ but rather with $\omega_s$, $s = 1, 2$. With, say, $\omega_1 < \omega_2$, Condition (4.7) would be then changed to

$$A < \frac{A_1}{a_1^{\omega}} \quad \text{and} \quad A < \frac{(e \omega_2 A_2)^{\omega_2/\omega_1}}{e \omega_1 a_2^{\omega_2}}.$$ 

Such a condition is not satisfying since it does not ensure suitable convergence for all functions depending only on the group of variables $z^2$, while this convergence follows immediately from the definition of the Newton product. It seems that, when $\omega_1 \neq \omega_2$, a satisfactory statement cannot be obtained without the use of a notion of partial type. We will not discuss this approach in this paper.

Given $\alpha_s \in \mathbb{N}^n$, $s = 1, 2$, we form $\alpha = (\alpha_1, \alpha_2) \in \mathbb{N}^n$. We need to compute $\delta_N(\alpha_1, \alpha_2)$ in terms of $\delta_{N_1}(\alpha_1)$ and $\delta_{N_2}(\alpha_2)$ where $N$ is as in (4.6).

**Lemma 4.9.** With the notation of the theorem,

$$\delta_N(\alpha) = \frac{|\alpha_1||\alpha_2|\alpha^2|\alpha^2|}{|\alpha|^2} \cdot \frac{\delta_{N_1}(\alpha_1)\delta_{N_2}(\alpha_2)}{a_1^{\alpha_1}a_2^{\alpha_2}}.$$

**Proof.** In view of (4.3), we have

$$\delta_N(\alpha_1, \alpha_2) = \max \left\{|u_1||u_2|^{\alpha_1} : a_1 N_1(u_1) + a_2 N_2(u_2) = 1\right\}.$$ 

Setting $u_s = r_s v_s$ with $N_s(v_s) = 1$, $s = 1, 2$, the above relation translates into

$$\delta_N(\alpha_1, \alpha_2) = \delta_{N_1}(\alpha_1)\delta_{N_2}(\alpha_2) \max \left\{r_1^{\alpha_1}r_2^{\alpha_2} : a_1 r_1 + a_2 r_2 = 1\right\}.$$
Now, it is readily seen that the function
\[ r_1 \in [0, 1/a_1] \rightarrow r_1^{a_1} \left( \frac{1 - a_1 r_1}{a_2} \right)^{|a_2|} \]
reaches its maximum at
\[ r_1 = \frac{1}{a_1} \cdot \frac{|a_1|}{|\alpha|}, \]
from which the lemma immediately follows. □

We turn to the proof of Theorem 4.6.

**Proof.** Using the notation (2.5), we need to show that for any \( f \in E^0_\alpha(A, N) \), \( \Pi_d(f) \) converges to \( f \) in \( \mathcal{H}(\mathbb{C}^n) \) as \( d \to \infty \), that is, \( \Pi_d(f) \) converges to \( f \) uniformly on every compact subset of \( \mathbb{C}^n \). We fix such a \( f \) and \( K = K_1 \times K_2 \) a compact set in \( \mathbb{C}^n \) with \( K_1 \subset \mathbb{C}^n \) and prove that
\[ \| f - \Pi_d(f) \|_K \to 0 \text{ as } d \to \infty. \]

**Step 4 (Banach-Steinhaus).** In view of Lemma 4.4, \( \Pi_d^s : E_s \to \mathcal{C}(K_s) \) is a continuous linear map (for the Banach space topologies) and, from the assumption on \( N^s \), for all \( f_s \in E_s \), \( \Pi_d^s f_s \) converges to \( f_s \mid_{K_s} \). Hence, by the Banach-Steinhaus Theorem, there exists a constant \( \Gamma_s \) such that, see (4.5) for the notation,
\[ \| \Pi_d^s(f_s) \|_{K_s} \leq \Gamma_s \| f_s \|_s, \quad d \in \mathbb{N}, \quad f_s \in E_s, \quad s = 1, 2. \]
Likewise, using the Newton summands \( \pi_d^s = \Pi_d^s - \Pi_{d-1}^s \), just as in Corollary 3.3,
\[ \| \pi_d^s(f_s) \|_{K_s} \leq C_s \| f_s \|_s, \quad d \in \mathbb{N}, \quad f_s \in E_s, \quad s = 1, 2, \]
with \( C_s = 2 \Gamma_s \).

**Step 5 (Using the strategy described in Subsection 2.3).** Writing \( e_\alpha^s : z^s \in \mathbb{C}^n \to z^\alpha \), we start from the power series expansion of \( f \).
\[ f(z^1, z^2) = \sum_{j=0}^{\infty} \sum_{|\alpha^1| + |\alpha^2| = j} c_{\alpha^1, \alpha^2} e_\alpha^1(z^1) e_\alpha^2(z^2). \]
A use of (2.9) and Lemma 2.6 yields
\[ f - \Pi_d(f) = \sum_{j=d+1}^{\infty} \sum_{|\alpha^1| + |\alpha^2| = j} c_{\alpha^1, \alpha^2} \left\{ \sum_{(i_1, i_2) \in B(d, \alpha^1, \alpha^2)} \pi_{i_1}^1(e_{\alpha^1}) \pi_{i_2}^2(e_{\alpha^2}) \right\}. \]
We will denote by \( R_{\alpha^1, \alpha^2} \) the sum into brackets in the above equation. We will prove that the series
\[ \sum_{j=0}^{\infty} \sum_{|\alpha^1| + |\alpha^2| = j} |c_{\alpha^1, \alpha^2}| \| R_{\alpha^1, \alpha^2} \|_K \]
is converging and \( \| f - \Pi_d(f) \|_K \) will therefore go to 0 as it is bounded by the remainder of a converging series.

**Step 6 (Estimating \( \| R_{\alpha^1, \alpha^2} \|_K \)).** Using (4.9) in the above equation for \( R_{\alpha^1, \alpha^2} \), we obtain
\[ \| R_{\alpha^1, \alpha^2} \|_K \leq C_1 C_2 \text{card} \left( B(d, \alpha^1, \alpha^2) \right) \| e_{\alpha_1} \|_1 \| e_{\alpha_2} \|_2 \]
and, using the estimate (3.20) for \( \text{card} \left( B(d, \alpha^1, \alpha^2) \right) \),
\[ \leq C_1 C_2 (|\alpha^1| + 1)(|\alpha^2| + 1) \| e_{\alpha_1} \|_1 \| e_{\alpha_2} \|_2 \]

(4.11)
Now a use of Lemma 4.5 gives
\[
\|R_{\alpha^1, \alpha^2}\|_k \leq C_1 C_2 (|\alpha^1| + 1) (|\alpha^2| + 1) \delta_{N_1}(\alpha^1) \delta_{N_2}(\alpha^2) 
\times \left( \frac{|\alpha^1|}{e \omega A_1} \right)^{\frac{|\alpha^1|}{\omega}} \left( \frac{|\alpha^2|}{e \omega A_2} \right)^{\frac{|\alpha^2|}{\omega}}.
\]  
(4.12)

**Step 7 (Estimating $|c_{\alpha^1, \alpha^2}|$).** Since $N_s$ is a PC-norm for $s = 1, 2$ so is the norm $N$ and we may therefore apply estimate (4.2) in Lemma 4.1 to get
\[
|c_{\alpha^1, \alpha^2}| \leq \frac{t^{-|\alpha|}}{\delta_N(\alpha)} M_N(f, t) \leq M \frac{t^{-|\alpha|}}{\delta_N(\alpha)} e^{A}, \quad \alpha = (\alpha^1, \alpha^2), \quad t \geq 0,
\]  
(4.13)
where we used $f \in E_\omega(A, N)$. Since, as in the proof of Lemma 4.5, the function $t \to t^{-|\alpha|} e^{\alpha A}$ reaches its minimum for $t = (|\alpha|/\langle \omega A \rangle)^{1/\omega}$, we have
\[
|c_{\alpha^1, \alpha^2}| \leq M \left( \frac{|\alpha|}{e \omega A} \right)^{-|\alpha|/\omega} \cdot \frac{1}{\delta_N(\alpha)}.
\]  
Next, we use Lemma 4.9 to handle the term $\delta_N(\alpha)$ and, after some simple calculation, we arrive to
\[
|c_{\alpha^1, \alpha^2}| \leq M \left( \frac{1}{e \omega A} \right)^{-|\alpha|/\omega} \cdot |\alpha|^{-1/\omega} \cdot \frac{a_1|\alpha| a_2|\alpha^2|}{|\alpha^1||\alpha^2| \delta_N(\alpha)^{-1} \delta_{N}(\alpha)^{2}}.
\]  
(4.14)

**Step 8 (Conclusion).** Putting (4.12) and (4.14) together, setting $C = MC_1C_2$, we obtain
\[
|c_{\alpha^1, \alpha^2}| \|R_{\alpha^1, \alpha^2}\|_k \leq C(|\alpha^1| + 1)(|\alpha^2| + 1)
\times \left( \frac{a_1^\omega A_1}{A_1} \right)^{\frac{|\alpha^1|}{\omega}} \left( \frac{a_2^\omega A_2}{A_2} \right)^{\frac{|\alpha^2|}{\omega}} \times \left\{ \frac{|\alpha^1||\alpha^2|}{|\alpha|} \right\}^{1/\omega}.
\]

The terms into brackets is obviously smaller than one (since $|\alpha^2| \leq |\alpha|$), hence we have
\[
|c_{\alpha^1, \alpha^2}| \|R_{\alpha^1, \alpha^2}\|_k \leq M (|\alpha^1| + 1)^2 q_1^{|\alpha^1|} q_2^{|\alpha^2|} \quad \text{with} \quad q_s = \left( \frac{a_s^\omega A_s}{A_s} \right)^{1/\omega} < 1,
\]
the latter by assumption (4.7). The convergence of the series of general term $c_{\alpha^1, \alpha^2} R_{\alpha^1, \alpha^2}$ follows and according to the second step, this concludes the proof of the theorem.

We will now deal with the case $\omega \geq 1$.

**Theorem 4.10.** We use the notation above and assume $\omega \geq 1$. Let $N^s = (\Pi^s_0, \Pi^s_1, \ldots)$ denotes a Newton sequence on $H(\mathbb{C}^n)$, $s = 1, 2$. Given $a_s > 0$ for $s = 1, 2$, we define a norm $N$ on $\mathbb{C}^n$ by
\[
N(z^1, z^2) = (a_1 N_1^0(z^1) + a_2 N_2^0(z^2))^{1/\omega}, \quad z^s \in \mathbb{C}^n, \quad s = 1, 2.
\]  
(4.15)

If $N^s$ is converging on $E_s$ for $s = 1, 2$ then $N^1 \otimes_N N^2$ is converging on $E_\omega^s(A, N)$ provided that
\[
A < \min \left( \frac{A_1}{a_1}, \frac{A_2}{a_2} \right).
\]  
(4.16)
Thus the main changes are the definition of the norm \( N \) and the assumptions on \( A \) in which \( \omega \) disappear. It is worth noting that the definition of \( N \) and the conditions on \( A \) in both theorems are continuous with respect to \( \omega \) around \( \omega = 1 \). Note also that the condition \( \omega \geq 1 \) ensures that equation (4.15) defines a norm. It is obviously a PC-norm as soon as the \( N_s \) are.

Corollaries 4.7 and 4.8 remain true with obvious changes. We will not state them.

The change in the definition on \( N \) requires a modification of Lemma 4.9.

**Lemma 4.11.** With the notation of Theorem 4.10 in particular with \( N \) as in (4.15), we have

\[
\delta_N(\alpha) = \left( \frac{|\alpha^1| |\alpha^2| |\alpha^2|}{|\alpha| |\alpha_1^1| |\alpha_2^2| |\alpha^2|} \right)^{1/\omega} \cdot \delta_{N_1}(\alpha^1) \delta_{N_2}(\alpha^2)
\]

**Proof.** Working as in the proof of Lemma 4.9 we find

\[
\delta_N(\alpha^1, \alpha^2) = \delta_{N_1}(\alpha^1) \delta_{N_2}(\alpha^2) \max \left\{ r_1^{1/\omega} r_2^{2/\omega} : a_1 r_1 + a_2 r_2 = 1 \right\},
\]

but this is only the \( \omega \)-th root of the function in the proof of Lemma 4.11 so that the result immediately follows. \( \square \)

**Proof of Theorem 4.10.** The proof is identical to that of Theorem 4.6 up to the conclusion of Step 4 in which we use the estimate of Lemma 4.11 instead of that of Lemma 4.9. The corresponding estimate in the conclusion even simplifies to become

\[
|c_{\alpha^1} \alpha^2| \|R_{\alpha_1^1, \alpha^2}\|_K \leq M(|\alpha^1| + 1)(|\alpha^2| + 1) \cdot \left( \frac{a_1 A_1}{A_1} \right)^{|\alpha^1|/\omega} \left( \frac{a_2 A_1}{A_2} \right)^{|\alpha^2|/\omega},
\]

from which the conclusion is immediate. \( \square \)

**Remark 2** (About the Assumption on the norm \( N \)).

(A) Any norm \( N_s \) is dominated by the PC-norm \( N_s \) defined by

\[
N_s(z) = \max \{ N(\lambda_1 z_1, \ldots, \lambda_n z_n), |\lambda_i| = 1, i = 1, \ldots, n \},
\]

and \( N_s \) is the smallest norm satisfying the property. Since

\[
E_n^\omega(A, N_s) \subset E_n^\omega(A, N_s),
\]

we may apply Theorem 4.6 to get a space depending on \( N \) (defined from the norms \( N_s \) as in the above theorems) on which the Newton product converges. This space however is unlikely to be optimal, as follows from the next remark.

(B) In the case of entire functions of exponential type, another approach is available that enable to eliminate the assumption on the norm \( N \) to be PC. By representing such a function \( f \) (of exponential type \( \tau < 1 \) with respect to \( N \)) by a Laplace transform of an analytic functional, see [16] Section 4.5, we can write \( f \) as

\[
f(w) = \int_{\{N^*(z) \leq \tau\}} \exp(z, w) d\mu(z),
\]

where \( \mu \) is a complex measure supported on the ball \( \{N^*(z) \leq \tau\} \) and \( N^* \) is the dual norm of \( N \) (without assuming that \( N \) is PC). Recall that

\[
N^*(z) = \max \{ |\langle z, \xi \rangle|, N(\xi) = 1 \}.
\]

This yields a new way of computing \( \Pi(f) \), hence \( f - \Pi(f) \), namely

\[
\Pi(f)(w) = \int_{\{N^*(z) \leq \tau\}} \Pi(\exp(z, \cdot))(w) d\mu(z),
\]
which is interesting since \( w \to \exp(z, w) \) is the product \( \exp(z^1, w^1) \times \exp(z^2, w^2) \) so that we may use the available formula for the Newton projector of a product function (Theorem 2.5). Let us just point out how the formula for \( N \) naturally comes from the norms \( N_e \) through duality. In fact, if \( N = \tau_1 N_1 + \tau_2 N_2 \) as in Corollary 4.7 then one readily checks that

\[
N^*(z^1, z^2) = \max \left\{ \left( \tau_1 N_1^*(z^1), \tau_2 N_2^*(z^2) \right) \right\} = \max \left\{ \frac{N_1^*(z^1)}{\tau_1}, \frac{N_2^*(z^2)}{\tau_2} \right\}.
\]

Hence if \( F \) is an entire function of exponential type \(< 1 \) with respect to \( N \), for some measure \( \mu \) we have

\[
f(w) = \int_{\{N^*(z)\leq 1\}} \exp(z, w) d\mu(z^1, z^2)
\]

\[
= \int_{\{N_1^*(z_1)\leq \tau_1\} \times \{N_2^*(z_2)\leq \tau_2\}} \exp(z^1, w^1) \exp(z^2, w^2) d\mu(z^1, z^2).
\]

And the convergence of \( \Pi_d(f) \) to \( f \) can be obtained as from the convergence of \( \Pi_d \) for the product function \( w \to \exp(z^1, w^1) \times \exp(z^2, w^2) \) (the convergence being uniform in \( w^0 \)). We omit the details.

4.3. Example. We illustrate the above convergence theorems in the case of the product of two Newton sequences of Kergin interpolation projectors as in Subsection 3.6 for which deep approximation results are available for entire functions. Let us first recall such a result. We use the notation introduced above. Give \( \omega > 0 \), we set

\[
c = c(\omega) = \int_0^{1/2} t^{\omega-1} \frac{1}{1-t} dt.
\]

(4.17)

In particular,

\[
c(1) = \ln 2.
\]

Given a sequence of points \( a_d^i \) in \( \mathbb{C}^n \), \( d \in \mathbb{N} \), such that the sequence of their norms \( N_s(a_d^i) \) is non decreasing, we define the counting function \( \mathcal{N}_s(r) \) as the number of interpolation points whose \( N^s \)-norm is not bigger than \( r \), that is

\[
\mathcal{N}_s(r) = \text{card}\{i \in \mathbb{N} : N^s(a_d^i) \leq r\}.
\]

The \( \omega \)-density \( \Delta_s \), with respect to \( N_s \), of the sequence \( a_d^i \) is then defined as

\[
\Delta_s = \lim_{r \to 0} \frac{\mathcal{N}_s(r)}{r^\omega}.
\]

It is known that, for all entire function of \( \omega \)-type \( \tau^\omega \) such that \( \tau < c\Delta_s \), the sequence of Kergin interpolation polynomials \( K[a_0^1, \ldots, a_d^1; f] \) converges uniformly to \( f \) on every compact subset of \( \mathbb{C}^n \). This is a multivariate generalization of a Theorem of Gelfond [15]. It was first proved in the case of the standard euclidean norm by Bloom [7] and then extended to an arbitrary norm by Andersson and Passare [1].

Here, a direct application of Corollary 4.8 yields the following.

**Theorem 4.12.** Let \( (a_d^i) \), \( s = 1, 2 \) be two sequences of points as above. If their density are equal, i.e. \( \Delta_1 = \Delta_2 (= \Delta) \), then, for all entire functions on \( \mathbb{C}^n = \mathbb{C}^{n_1} \times \mathbb{C}^{n_2} \) of \( \omega \)-type \( \tau \) with respect to the norm \( N \), see below, satisfying

\[
\tau < \Delta c,
\]

where \( c \) is defined in (4.17), then the sequence of polynomials

\[
(K[a_0^1, \ldots, a_d^1]) \otimes_N (K[a_0^2, \ldots, a_d^2])(f)
\]
converges uniformly to \( f \) on every compact subset of \( \mathbb{C}^n \). Here \( N = N_1 + N_2 \) if \( \omega \leq 1 \) and \( N = (N_1^0 + N_2^0)^{1/\omega} \) if \( \omega \geq 1 \).

Of course, the case \( \Delta_1 \neq \Delta_2 \) is handled by Corollary 4.7

5. Spaces of smooth functions

5.1. Adapting the tools. Roughly the same technique as in Section 3 can be used to derive results on spaces of differentiable functions. We will omit some details of the proofs where they are similar to those previously given. The results obtained are not optimal, this will be explained below. Although we will present the results in a more general setting, the reader may assume that, in what follows, all the compact sets considered are convex bodies (compact convex sets of non-empty interior). Given a fat compact set \( \kappa \) (\( \kappa \) is the closure of its interior), we denote by \( \mathcal{C}^m(\kappa) \) the space of all functions which are \( m \)-times continuously differentiable on the interior of \( \kappa \) and whose all derivatives of order \( \leq m \) extend continuously to \( \kappa \). It is a Banach space when endowed with the norm

\[
\|f\|_{m, \kappa} = \max_{|\alpha| \leq m} \|D^\alpha f\|_\kappa.
\] (5.1)

First, we need a stronger notion of Bernstein-Markov measure, see Subsection 3.3. Let \( \mu \) be a probability measure on \( \kappa \). If there exists \( \theta > 0 \) such that, for some constant \( C_\mu \), we have

\[
\|p\|_\kappa \leq C_\mu (\deg p)^\theta \|p\|_2, \quad p \in \mathcal{P}(\mathbb{R}^n),
\] (5.2)

where as usual \( \|p\|_2^2 = \int_\kappa p^2(x)d\mu(x) \), we say that \( \mu \) is a \( \theta \)-strong Bernstein-Markov measure (SBM) on \( \kappa \). When there exists such a measure on \( \kappa \), we say that \( \kappa \) is a \( \theta \)-SBM compact. Observe that the sub-exponential term \( (1 + \varepsilon)^\deg(p) \) in (3.3) is replaced in (5.2) by a polynomial term in the degree. The classical Nikolskii inequality states that \( dx \) (Lebesgue measure) is 1-SBM for \([-1, 1] \), see [19] Theorem 3.1.4. Zeriahi showed in [34] that the Lebesgue measure is SBM for a large class of compact sets. From the bounds in [34] p. 686, we deduce that, when \( \kappa \) is a convex body in \( \mathbb{R}^n \), then \( \theta \) can be taken as \( 3n/2 \). Such a \( \theta \) is probably not optimal but we are not aware of more precise bounds. We omit the proof of the following lemma which is similar to that of [8, Lemma 2, p. 290], see also Subsection 3.3

Lemma 5.1. If \( \mu_s \) is a \( \theta_s \)-SBM measure on \( K_s \in \mathbb{R}^n \) for \( s = 1, 2 \) then \( \mu_1 \times \mu_2 \) is a \( (\theta_1 + \theta_2) \)-SBM measure on \( K_1 \times K_2 \).

Recall now that a compact \( \kappa \) satisfies a Markov inequality of exponent \( r \) if, for some positive constant \( M_\kappa \), we have

\[
\|D^\alpha p\|_\kappa \leq M_\kappa (\deg p)^r |\alpha| \|p\|_\kappa, \quad \alpha \in \mathbb{N}^n, \quad p \in \mathcal{P}(\mathbb{R}^n).
\] (5.3)

We refer to [21] for a large class of compact sets satisfying a Markov inequality, see also the surveys [25, 23]. In the case of a convex body, the exponent \( r \) can be taken as 2 (in any dimension), see [32]. It is readily seen that if \( \kappa_s \) satisfies a Markov inequality of exponent \( r_s \), \( s = 1, 2 \), then \( \kappa_1 \times \kappa_2 \) satisfies a Markov inequality of exponent \( r = \max(r_1, r_2) \). If \( \kappa \) is a \( \theta \)-SBM compact satisfying a Markov inequality of exponent \( r \), then there exists a constant \( C_{\mu, \kappa} = C(\mu) M(\kappa) \), such that for all derivatives \( D^\alpha \) we have

\[
\|D^\alpha p\|_\kappa \leq C_{\mu, \kappa} (\deg p)^{\theta + r |\alpha|} \|p\|_2, \quad p \in \mathcal{P}(\mathbb{R}^n).
\] (5.4)

Finally, we say that \( \kappa \) is a Jackson compact set if for all function \( f \) in \( \mathcal{C}^m(\kappa) \), we have

\[
\text{dist}(f, \mathcal{D}_d(\mathbb{R}^n)) \leq M_f d^{-m}
\] (5.5)
where the distance is with respect to the uniform norm on \( \kappa \) and \( M_f \) depends only on \( f, m \) and \( \kappa \). For this notion of Jackson sets we refer to [24] and the references therein. In view of [24, 72g] if \( \kappa \) is quasi-convex (i.e. satisfies the Whitney property \( P \)), so that, by the Whitney extension Theorem [31, 6], all \( f \in \mathcal{C}^m(\kappa) \) extends to a function \( \mathcal{C}^m \) on a neighborhood of \( \kappa \) then for all degree \( d \), there exists a polynomial \( t_d \) (of near-best simultaneous approximation of \( f \)) such that

\[
\|D^\alpha (f - t_d)\|_\kappa \leq M_f / d^{m-|\alpha|}, \quad d \in \mathbb{N},
\]

where \( M_f = M_f(m,f) \geq M_f \). Such sets, in particular, convex bodies, are therefore Jackson sets.

Given a \( \theta \)-SBM measure \( \mu \) on \( \kappa \), we may construct the sequence of orthonormal polynomials \( b_\alpha \) and the corresponding orthogonal projection

\[
P_{d,\mu}(f) = \sum_{|\alpha| \leq d} c_\alpha(f) b_\alpha, \quad c_\alpha(f) = \langle f, b_\alpha \rangle = \int_K f(x) b_\alpha(x) d\mu(x),
\]
as in Subsection 3.3.

**Lemma 5.2.** Let \( K \subset \mathbb{R}^n \) be a \( \theta \)-SBM compact set with measure \( \mu \) as well as a Jackson and Markov compact set with exponent \( r \). For all \( f \in \mathcal{C}^m(K) \), we have

\[
f = \sum_{d=0}^{\infty} \sum_{|\alpha| = d} c_\alpha(f) b_\alpha \quad \text{in} \quad \mathcal{C}^m(K),
\]

whenever \( m > \theta + r\overline{m} + 1 \).

**Proof.** We denote by \( \mu \) the \( \theta \)-SBM measure on \( K \). The reasoning is similar to that given in Subsection 3.3, see also [34]. Let us write \( H_d = \sum_{|\alpha| = d} c_\alpha(f) b_\alpha \). We prove that \( \sum_{d=0}^{\infty} D^\beta H_d \) uniformly converges on \( K \) for \( |\alpha| \leq \overline{m} \). To explain the condition on \( m \), let us just observe that, the assumptions on \( K \) enable us to use (5.4) so that

\[
\|D^\beta H_d\|_K \leq C_{\mu,K} d^{\theta + r\overline{m}} \|H_d\|_2,
\]

Now, let us just observe that here, calling \( t_{d-1} \) a best uniform approximation polynomial of \( f \) in \( \mathcal{P}_{d-1}(\mathbb{R}^n) \), see (5.6), we have

\[
\|H_d\|_2 = \|P_{d,\mu}(f) - P_{d-1,\mu}(f)\|_2 \\
\leq |\|f - P_{d,\mu}(f)\|_2 + \|f - P_{d-1,\mu}(f)\|_2 | (P_{d,\mu}(f) \text{ is best in } \mathcal{P}_d) (5.11) \\
\leq 2 \|f - P_{d-1,\mu}(f)\|_2 | (P_{d-1,\mu}(f) \text{ is best in } \mathcal{P}_{d-1}) (5.12) \\
\leq 2 \|f - t_{d-1}\|_2 \\
\leq 2 \|f - t_{d-1}\|_K \leq \frac{2M_f}{(d-1)^m} \leq \frac{M'}{d^m} \quad (K \text{ is Jackson and } f \in \mathcal{C}^m(K)). 
\]

This bound together with inequality (5.8) now yields

\[
\|D^\beta H_d\|_K \leq C_{\mu,K} M' d^{\theta + r\overline{m} - m},
\]

so that the series \( \sum_{d=0}^{\infty} D^\beta H_d \) converges normally on \( K \) as soon as \( \theta + r\overline{m} - m < -1 \). This shows that, under the assumption on \( m \), the right hand side of (5.7) converges in \( \mathcal{C}^m(K) \) to a certain function \( g \). Since the convergence of the series to \( g \) plainly holds in \( L^2 \), \( g \) coincides almost everywhere with \( f \) on \( K \), hence everywhere by continuity. 

\[\square\]
5.2. The convergence theorem. It is important to note the three levels of differentiability \( m, \overline{m} \) and \( m \) that occur in the following statement.

**Theorem 5.3.** For \( s = 1, 2 \), we let \( K_s \) denote a compact set in \( \mathbb{R}^{n_s} \) such that

1. \( K_s \) is a \( \theta_s \)-SBM compact.
2. \( K_s \) satisfies a Markov inequality of exponent \( r_s \).

We assume further that \( K_1 \times K_2 \) is a Jackson compact set in \( \mathbb{R}^n \), \( n = n_1 + n_2 \) and \( \kappa \) is a compact subset of \( K_s \). We set \( K = K_1 \times K_2 \) and \( \kappa = \kappa_1 \times \kappa_2 \).

Let \( N_s = (\Pi_0, \Pi_1, \ldots) \) denote a Newton sequence on \( C^\overline{m}(K_s) \), \( s = 1, 2 \).

If \( N_s \) is \( C^m(K_s) \)-converging on \( C^m(K_s) \) for \( s = 1, 2, m \geq \overline{m} \), then \( N^1 \otimes N^2 = (\Pi_0, \Pi_1, \ldots) \) is \( C(\kappa) \)-converging on \( C^m(K) \) provided that

\[
m > 3/2 + (\theta_1 + \theta_2) + m(1 + r_2).
\] (5.14)

In the above statement, it is implicit that when \( \Pi_0^s, s = 1, 2, \) is a continuous projector on \( C^\overline{m}(K_s) \) then \( \Pi_1^1 \otimes N^2_2 \) is a well defined continuous projector on \( C^m(K) \). Such a result is not established in [3] where the space considered are the usual Fréchet space \( C^m(\Omega_s) \) where \( \Omega_s \) is open in \( \mathbb{R}^{n_s} \). The proof in the present case is similar, we omit it. The reader may freely modify the hypothesis in the statement above assuming that all the projectors are defined on the space of functions differentiable on the whole space (with the same level of differentiability) and extend continuously to the spaces indicated, see the statement of Corollary 5.5 below. This is plainly the case in the examples presented in Subsection 5.2.

**Corollary 5.4.** For \( s = 1, 2 \), we let \( K_s \) denote a convex body in \( \mathbb{R}^{n_s} \). We set \( K = K_1 \times K_2 \) and \( \kappa = \kappa_1 \times \kappa_2 \).

Let \( N_s = (\Pi_0, \Pi_1, \ldots) \) denote a Newton sequence on \( C^\overline{m}(K_s) \), \( s = 1, 2 \).

If \( N_s \) is \( C(\kappa) \)-converging on \( C^m(K_s) \) for \( s = 1, 2, m \geq \overline{m} \), then \( N^1 \otimes N^2 = (\Pi_0, \Pi_1, \ldots) \) is \( C(\kappa) \)-converging on \( C^m(K) \) provided that

\[
m > 3n/2 + 4m + 3/2.
\] (5.15)

**Proof.** Convex bodies satisfies all the requirements with \( \theta_s = 3n_s/2 \) and \( r_s = 2 \). □

We will apply the result in the following form.

**Corollary 5.5.** For \( s = 1, 2 \), we let \( \kappa_s \) denote a convex body in \( \mathbb{R}^{n_s} \). We set \( \kappa = \kappa_1 \times \kappa_2 \).

Let \( N_s = (\Pi_0, \Pi_1, \ldots) \) denote a Newton sequence on \( C^\overline{m}(\mathbb{R}^n) \), \( s = 1, 2 \). We assume that all the projectors as well as those of \( N^1 \otimes N^2 = (\Pi_0, \Pi_1, \ldots) \) extend continuously to, respectively, \( C^\overline{m}(\kappa_s) \) and \( C^\overline{m}(\kappa) \).

If \( N_s \) is \( C(\kappa) \)-converging on the space of function \( m \) times continuous differentiable on a neighborhood of \( \kappa_s \) for \( s = 1, 2, m \geq \overline{m} \), then \( N^1 \otimes N^2 = (\Pi_0, \Pi_1, \ldots) \) is \( C(\kappa) \)-converging on the space of all \( m \) differentiable functions on a neighborhood of \( \kappa \) provided that

\[
m > 3n/2 + 4m + 3/2.
\] (5.16)

**Proof.** Apply the previous corollary with \( K_s \), running in a basis of neighborhood of \( \kappa \) (formed of convex bodies). □

Let us point out the limitation of the above theorem and its corollaries. The assumption on \( m \) clearly depends on the method of proof. It seems natural to expect that the theorem holds with \( m = m \) and, if this is not true, it would ne interesting to explain the reason why the Newton product procedure induces a loss.
Proof of Theorem 5.3: We use the strategy described in Subsection 2.3 starting from the Fourier expansion (5.7) on $K_1 \times K_2$ with $\mu = \mu_1 \times \mu_2$ where $\mu_i$ is a $\theta_i$-SBM on $K_i$, so that $\mu$ is $\theta$-SBM on $K = K_1 \times K_2$ in view of Lemma 5.2. Besides $K$ satisfies a Markov inequality of exponent $\max(r_1, r_2)$. Hence, since the assumption on $m$ implies
\[ m > 1 + (\theta_1 + \theta_2) + m \max(r_1, r_2), \] (5.17)
in view of Lemma 5.2, we have
\[ f = \sum_{j=0}^{\infty} \sum_{|\alpha|+|\beta|=j} c_{\alpha\beta}(f) b_{\alpha\beta}, \quad \text{in } \mathcal{C}^m(K). \] (5.18)
As in the proof of Theorem 3.1, the assumption on the convergence together with the uniform boundedness principle on the Banach space $\mathcal{C}^m(K)$ provide us with a positive constant $C_s$ such that (not confuse the projector $\Pi^s$ with its Newton summand $\pi^s$):
\[ \|\pi^s_j(f_s)\|_{K} \leq C_s \|f_s\|_{m, K_s}, \quad f_s \in \mathcal{C}^m(K_s), \quad s = 1, 2. \] (5.19)
Now, since the convergence in (5.18) holds in $\mathcal{C}^m(K)$ on which $\Pi_j$ is continuous then we may permute $\Pi_j$ with the sum in the series expansion to obtain (see (3.14))
\[ f - \Pi_j(f) = \sum_{j=d+1}^{\infty} \sum_{|\alpha|+|\beta|=j} c_{\alpha\beta}(f) \sum_{(i_1, i_2) \in B(d, \alpha, \beta)} \pi_{i_1}^1(b(\alpha, \mu_1, \cdot)) \pi_{i_2}^2(b(\beta, \mu_2, \cdot)). \] (5.20)
At this point, we could continue the proof as in that of Theorem 3.1. Yet the term in (3.21) which is innocuous in the case of holomorphic functions (because it is dominated by a geometric sequence) should be taken into account and would lead to a weaker estimate. To avoid this term, we will use a somewhat more tricky argument.

Let us denote by $R_j$ the $j$-term in (5.20). Permuting the sums, we obtain
\[ H_j = \sum_{i_2=0}^{j} \left( \sum_{i_1=d+1-i_2}^{\infty} \sum_{(i_1, i_2, j) \in B(i_1, i_2, j)} c_{\alpha\beta}(f) \pi_{i_1}^1(b(\alpha, \mu_1, \cdot)) \pi_{i_2}^2(b(\beta, \mu_2, \cdot)) \right), \] (5.21)
where
\[ B(i_1, i_2, j) = \{ (\alpha, \beta) \in \mathbb{N}^{n_1} \times \mathbb{N}^{n_2} : |\alpha| \geq i_1, |\beta| \geq i_2, |\alpha| + |\beta| = j \}. \]
Fix $z^1 \in K_1$. Let us concentrate on the term between brackets in (5.21). Since $\pi_{i_2}$ is linear, it can be seen as
\[ \pi_{i_2}(h), \quad h(\cdot) = \sum_{i_1=d+1-i_2}^{\infty} \sum_{(\alpha, \beta) \in B(i_1, i_2, j)} c_{\alpha\beta}(f) \pi_{i_1}^1(b(\alpha, \mu_1, \cdot))(z^1)b(\beta, \mu_2, \cdot). \]
Observe that $h = h_{z^1}$ is a polynomial (in $z^2$) of degree $\leq j$ and, since the $b(\alpha, \mu_2, z^2)$ are orthonormal, we have
\[ \|h\|_2 = \sqrt{\sum_{i_1=d+1-i_2}^{\infty} \sum_{(\alpha, \beta) \in B(i_1, i_2, j)} c_{\alpha\beta}(f) \pi_{i_1}^1(b(\alpha, \mu_1, \cdot))(z^1))^2. \] (5.22)
Now,
\[ \|\pi_{i_2}^j(h)\|_{K_2} \leq C_2 \|h\|_{m, K_2}, \quad \text{by (5.19)} \] (5.23)
\[ \leq C_2 C_{\mu_2, K_2, f}^{\theta_2 + m r_2} \|h_{z^1}\|_2, \quad \text{by (5.4), since } h \in \mathcal{S}_f(\mathbb{R}^{n_2}). \] (5.24)
At this point, we have
\[
\max_{z^1 \in \kappa_1} |H_j(z^2, z^1)| \leq \sum_{i_2=0}^{j} C_2 C_{\mu_2, K_2} f^{\theta_2 + m r_2} \|h_{z^1}\|_2, \quad \text{all } z^1 \in \kappa_1. \tag{5.25}
\]

Yet, with the same reasoning as above,
\[
\left\| \pi_{i_1}' \left( b(\alpha, \mu_1, \cdot) \right) \right\|_{\kappa_1} \leq C_1 \left\| b(\alpha, \mu_1, \cdot) \right\|_{m, \kappa_1}, \tag{5.26}
\]
\[
\leq C_1 C_{\mu_1, K_1} |\alpha|^{\theta_1 + m r_1} \|b(\alpha, \mu_1, \cdot)\|_2, \tag{5.27}
\]
\[
\leq C_1 C_{\mu_1, K_1} f^{\theta_1 + m r_1}, \tag{5.28}
\]
by (5.4).

Using this estimate in the bound for \(\|h_{z^1}\|_2\) in (5.24), we arrive at
\[
\max_{z^1 \in \kappa_1} \|h_{z^1}\|_2 \leq C_1 C_{\mu_1, K_1} f^{\theta_1 + m r_1} \left( \sum_{i_2=0}^{j} \sum_{i_1=d+1-i_2}^{j} (\alpha, \beta) \in B(i_1, i_2, j) c_{\alpha\beta}^2(f) \right)^{1/2}. \tag{5.29}
\]

Returning to \(H_j\) in (5.25), we now have
\[
\left\| H_j \right\|_{\kappa} \leq C_2 C_{\mu_2, K_2} C_1 C_{\mu_1, K_1} f^{\theta_1 + m r_1 + \theta_2 + m r_2} \sum_{i_2=0}^{j} \left( \sum_{i_1=d+1-i_2}^{j} \sum_{\alpha, \beta) \in B(i_1, i_2, j)} c_{\alpha\beta}^2(f) \right)^{1/2}. \tag{5.30}
\]

To deal with the right hand term, we use the concavity inequality for the square root which reads as
\[
\sum_{i_2=0}^{j} \sqrt{\sum_{i_1=d+1-i_2}^{j}} \leq \sqrt{\sum_{i_2=0}^{j} \sum_{i_1=d+1-i_2}^{j}} \tag{5.31}
\]
which gives the first line of the following (where we shortens the notation for clarity)
\[
\sum_{i_2=0}^{j} \left( \sum_{i_1=d+1-i_2}^{j} \sum_{\alpha, \beta) \in B(i_1, i_2, j)} c_{\alpha\beta}^2(f) \right)^{1/2} \leq \sqrt{j + 1} \left( \sum_{i_2=0}^{j} \sum_{i_1=d+1-i_2}^{j} \sum_{\alpha, \beta) \in B(i_1, i_2, j)} c_{\alpha\beta}^2(f) \right)^{1/2} \tag{5.32}
\]
\[
= \sqrt{j + 1} \left( \sum_{\alpha, \beta) \in B(i_1, i_2, j)} c_{\alpha\beta}^2(f) \right)^{1/2}, \tag{5.33}
\]
and, in view of (5.13) taking into account that \(K\) is Jackson and \(f \in \mathcal{C}^m(K)\),
\[
\leq C' \sqrt{j + 1} j^{-m} \leq C'' j^{1/2 - m}. \tag{5.34}
\]

So the final estimate for \(\|H_j\|_\kappa\) is
\[
\|H_j\|_\kappa \leq C'' C_2 C_{\mu_2, K_2} C_1 C_{\mu_1, K_1} f^{1/2 + \theta_1 + m r_1 + \theta_2 + m r_2 - m}. \tag{5.35}
\]

Since, see (5.20), we have
\[
\|f - \Pi_d(f)\|_\kappa \leq \sum_{j=d+1}^{\infty} \|H_j\|_\kappa;
\]
the uniform convergence follows as soon as \(1/2 + \theta_1 + m r_1 + \theta_2 + m r_2 - m < -1\) which is the assumption on \(m\).

\[\square\]
Remark 3. Although we consider only $\mathcal{C}(\kappa)$-convergence (uniform convergence on $K$), the proof works with slight modification for $\mathcal{C}^\infty$-convergence (assuming of course that such a convergence holds for the partial sequences). In fact, in (5.20), we would have to estimate $\|D^\gamma f - D^\gamma \Pi f\|_K$ for $|\gamma| \leq m$ and we would just just have to compute the $D^\gamma$ derivative of the products $\pi_{i_1}(b(\alpha, \mu_1, \cdot)) \times \pi_{i_2}(b(\beta, \mu_2, \cdot))$ with the help of the Leibniz formula. Clearly, this would only further increases the acceptable value for $m$. In particular, the reasoning would lead to:

**Corollary 5.6.** To the proof of Theorem 5.3. With the same assumptions of Theorem 5.3 on the compact sets. If $\mathcal{N}^s$ is converging on $\mathcal{C}^\infty(K_s)$ for $s = 1, 2$ then $\mathcal{N}^1 \otimes_N \mathcal{N}^2 = (\Pi_0, \Pi_1, \ldots)$ is converging on $\mathcal{C}^\infty(K)$.

5.3. Examples.

(A) We turn to the projector considered in Theorem 3.5 taking a Leja sequence for $a_d$ and a $\mathcal{R}$-Leja sequence for $b_d$ as is illustrated in Table 2.

**Theorem 5.7.** For all function $f$ 22-times continuously differentiable on a neighborhood of $K = D(0, 1) \times [-1, 1]$, the polynomial $(K[a_0, \ldots, a_d] \otimes_N L[b_0, \ldots, b_d])(f)$ converges uniformly to $f$ on $K$.

**Proof.** From [22, Theorem 3.3 and Theorem 4.3], $K[a_0, \ldots, a_d]$ satisfies the assumption of Corollary 5.5 with $K_1 = D(0, 1)$, $m = 1$ and $m = 4$. On the other hand, according to [13, Theorem 3.1], the Lebesgue constant for $L[b_0, \ldots, b_d]$ grows at most like $d^3 \ln d$ so that convergence holds for four times continuously differentiable function and we may also take $m = 4$ (whereas any $m \geq 0$ works). Thus Corollary 5.5 ensures convergence for $m = 22 = 3 \times 3/2 + 4 \times 4 + 3/2$.

(B) When we work with $K[a_0, \ldots, a_d] \otimes_N K[a_0, \ldots, a_d]$ for functions on $D(0, 1)^2$ in $\mathbb{R}^4$, the level of required differentiability for applying our result will be 24.

(C) If we substitute the Kergin interpolants by another related projector known as Hakopian interpolants, in the above, see [22, Theorem 4.5], the level will be 28.

(D) It is obvious that, in these examples, the levels of differentiability we obtain are rough. In these cases, the available algebraic formulas are very rich and one should be able to derive *ad hoc* error formulas leading to better results. We hope that our result will be an incentive to further research in this direction.
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