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Abstract

Training accurate intent classifiers requires labeled data, which can be costly to obtain. Data augmentation methods may ameliorate this issue, but the quality of the generated data varies significantly across techniques. We study the process of systematically producing pseudo-labeled data given a small seed set using a wide variety of data augmentation techniques, including mixing methods together. We find that while certain methods dramatically improve qualitative and quantitative performance, other methods have minimal or even negative impact. We also analyze key considerations when implementing data augmentation methods in production.

1 Introduction

The performance of machine learning models is highly dependent on quantity of the data used to train it, but annotated data is often costly and time-consuming to collect. Data augmentation has emerged as a possible solution, where there has been significant progress in recent years across numerous categories (Andreas, 2020; Niu and Bansal, 2019; Gao et al., 2020). Surface form alteration augmentation methods change the surface level text to produce new forms (Wei and Zou, 2019). Latent perturbation maps text to a hidden state before mapping back to natural language text again (Zhao et al., 2018). Auxiliary datasets take advantage of external unlabeled data from a relevant domain to form new pseudo-labeled examples (Chen and Yu, 2021). Text generation uses large pre-trained models to create new examples (Devlin et al., 2018).

While these methods are promising, there is little understanding on how they compare individually and categorically, especially given real life consideration such as difficulty of implementation, model maintenance, and inference speed. Data augmentation for natural language systems are particularly challenging since changing even a single word can change the meaning of the text (Ng et al., 2020). Due to this uncertainty and the cost of setting up the augmentation methods, most practitioners default to manual data annotation. This may be more dependable, but is certainly not as scalable.

In this paper, we first measure the impact of data augmentation on model performance with both quantitative and qualitative metrics. Next, we want to know how the benefits of different augmentation methods vary as parameters change, such as which specific method(s) are applied or what domain they are applied towards. Third, we experiment with using different combinations of methods together to see if mixing helps and to what extent it helps (ie. does order of mixing matter). Finally, we aim to understand the trade-off between model performance and model complexity.

Our experiments find that while no category of methods works consistently, there are specific augmentation techniques which provide reliable benefit across different domains and settings. At the same time, we also discover that certain methods perform so poorly that adding the augmentations cause the model to perform worse than if it had no extra data at all. Furthermore, we report that mixing different augmentation sources can show strong results depending on the seed data and sources being combined. Overall, our results show that data augmentation methods are sensitive to various parameters, but can indeed be useful for real life systems if applied carefully.

∗Work done while interning at ASAPP.
2 Methods and Experiments

We study the impact of data augmentation applied to dialogue intent classification. The intent classification task takes an utterance as input and asks a model to predict the correct class from a finite set of intents. Data augmentation works in reverse: given an intent and a small seed set of utterances, a model is learned to produce utterances as output. The overall goal is to generate enough quality data to improve downstream model performance compared to only using the seed data. Our intent classifier consists of RoBERTa-base followed by a 2-layer MLP for prediction [Liu et al., 2019].

We study this problem for two domains: airline and telecom, which contain 128 and 118 intents, respectively. Each method starts with five seed utterances per intent from which the augmentation method will attempt to produce 10x that amount. For airlines, this is 128 * 50 = 6,400 possible augmentations, or equivalently 7,040 training examples when including the seed data. Data augmentation methods can be roughly divided into four separate categories. We experiment with two techniques for each category, and further mix techniques to form four new combinations, resulting 12 total methods.

2.1 Surface Form Alteration

One way of augmenting natural language data is to alter the surface form of the text. (1a) Easy Data Augmentation (EDA) produces new examples by randomly deleting, inserting or swapping the order of tokens within the seed utterance [Wei and Zou, 2019]. (1b) Synonym Replacement first determines the part-of-speech (POS) for each utterance token, and then chooses tokens for replacement only when the POS tag is either a noun, verb, or adjective. Finding synonyms in this manner avoids stop words and produces more grammatical augmentations. We use Wordnet as our source [Miller, 1995].

2.2 Latent Perturbation

New data can also be generated by mapping the raw utterance into a latent embedding space and back into an alternate surface form. (2a) Back-translation encodes the original utterance in a separate language, and then translates back into English to produce a new example [Junczys-Dowmunt et al., 2018]. We apply this technique using French, Portuguese, Spanish, German and Russian, where the languages were selected based on initial experiments. (2b) We also pretrain a model to perform Paraphrasing using the PAWS, QQP and MRPC corpora [Zhang et al., 2019; Iyer et al., 2017; Dolan and Brockett, 2005]. Specifically, we use a BART model which takes the original utterance as the input sequence and produces a paraphrased utterance as the output sequence [Lewis et al., 2020].

2.3 Text Generation

Text Generation methods augment data by filling in novel words or characters based on its learned understanding of natural language patterns. We use (3a) Text In-filling which first masks out random tokens from the original utterance, and then uses BERT to fill in the blanks [Devlin et al., 2018]. We additionally use (3b) a separate BART model from 2b to produce utterances with typos. While a model could Generate Typos by simply inserting random characters, our method fine tunes a large transformer model [Vaswani et al., 2017] using the Github Typo corpus [Hagiwara and Mita, 2020] which contains typos pulled from real Github commits, producing noticeably more realistic errors.

2.4 Auxiliary Dataset

While methods from prior categories are self-contained, the Auxiliary Dataset methods require access to a separate dataset of utterances coming from the same distribution. (4a) k-Nearest Neighbors retrieves new training utterances from a pool of unlabeled conversations. Specifically, we embed dialogues turns as a bag-of-words with GloVe [Pennington et al., 2014] to form our candidate pool. We then embed each incoming query in the same manner and use Euclidean distance to find the nearest neighbor. In practice, we use the FAISS library to speed up retrieval [Johnson et al., 2017]. (4b) Finally, we fine-tune a Language Model (LM) to decode new text given an intent. Concretely, a dataset containing labeled utterances are fed into GPT2 [Brown et al., 2020], where each example starts with the intent tag and ends with the utterance text, with a separator token in between. During inference time, we feed only the intent tokens followed by the separator token and ask the model to hallucinate the utterance portion of the text.
### 2.5 Mixing Methods

We also generate training data using a combination of the different augmentation methods. *(5a) Top 4 Accuracy* uniformly samples examples from the top four individual techniques to form the training set, as measured by model accuracy. *(5b)* Next, we consider a mix consisting of *Category Best*, which includes the better of the two techniques within each category. These are EDA, Paraphrase, Typo and LM Decoding. *(5c) Heuristic Selection* takes advantage of reviewing the qualitative outputs. Specifically, we found during initial experiments that Paraphrase and LM Decoding produce highly varied sentence structure, while Typo makes minor changes to the text. As such, we designed an interactive method that first performs Paraphrase and LM Decoding to generate half of the augmented examples and then applies Typo Generation to the augmented data to produce the remaining half. *(5d) Mix All* applies any one of the eight techniques at random when producing each augmentation.

### 3 Results

#### 3.1 Baseline Results

**Automatic Metrics**  We evaluate the different augmentation methods on three automatic metrics: output quality, output magnitude and output diversity. We define output quality as the downstream classifier test accuracy. We define output magnitude by number of augmentations produced. Given the limited seed set, all methods occasionally produce duplicate augmentations. Once ten duplicates occur for a given intent, the algorithm terminates, so higher output magnitude serves as a proxy for the method’s reliability. Lastly, we define output diversity through the Measure of Textual Lexical Diversity (MTLD) ([McCarthy and Jarvis, 2010](#)). The MLTD roughly reflects a running average of the unique tokens within a body of text, where a higher score represents higher diversity.

As seen in Table1, Typo Generation outperforms all other techniques in terms of model accuracy, with Paraphrasing and LM Decoding not far behind. Perhaps unsurprisingly, these three also have high number of augmentations generated. On the other hand, Back-translation contains copious duplicates since there are only so ways to translate a sentence while preserving semantics. Curiously, kNN Retrieval also has a low number of augmentations, yet high diversity. Upon further examination, the kNN model repeatedly retrieves many irrelevant items after finding a few high-quality utterances. This is a direct consequence of using a relatively limited candidate pool. Among mixed methods, Heuristic Selection exhibits the best classification accuracy. A subtle, but significant consequence of mixing is that all methods have the ability to easily produce the maximum allowed number of augmentations. Results from the telecommunications domain showcase many of the same patterns, but with LM Decoding edging out Typo Generation as the top accuracy performer (See Table2).

**Human Evaluation** Since not all the generated examples are useful or correct, a human evaluation step is still necessary to review the augmentations. The Average Time Spent is the amount of time
Table 2: Results for telecommunications domain. Fewer intents means max augmentations is 5900.

| Method            | # Augment ↑ | Diversity ↑ | Accuracy ↑ | Time Spent ↓ | Accept Rate ↑ |
|-------------------|-------------|-------------|------------|--------------|---------------|
| Baseline          | —           | —           | 26.1       | 14.7         | —             |
| EDA               | 5801        | 44.6        | 26.3       | 2.00         | 61.9%         |
| Synonym           | 5573        | 42.1        | 23.3       | 1.77         | 70.6%         |
| Paraphrase        | 5876        | 39.5        | 38.8       | 1.42         | 55.6%         |
| Translation       | 2648        | 41.2        | 28.8       | 1.65         | 65.8%         |
| Text In-filling   | 5779        | 38.8        | 15.8       | 1.28         | 76.4%         |
| Typo Generation   | 5824        | 35.2        | 30.4       | 1.01         | 77.2%         |
| kNN Retrieval     | 2446        | 58.1        | 19.2       | 2.03         | 29.2%         |
| LM Decoding       | 5900        | 54.3        | 45.4       | 1.22         | 63.1%         |
| Top 4 Accuracy    | 5900        | 45.1        | 34.2       | 1.19         | 67.8%         |
| Category Best     | 5900        | 45.4        | 30.4       | 1.21         | 60.3%         |
| Heuristic Select  | 5900        | 39.2        | 40.4       | 1.09         | 60.6%         |
| Mix All           | 5900        | 46.7        | 29.2       | 1.25         | 67.5%         |

required to review fifty augmented examples for a single intent when assisted by the data augmentation suggestions. Acceptance Rate is percent of suggested augmentations that ultimately passed review.

To study these aspects, we gathered four internal annotators to review the results for all methods on both domains for twelve intents per augmentation technique. We find that Typo Generation once again performs the best out of all single methods. However, all the mixed methods have the quick review time and consistently respectable acceptance rates. Interviewing the annotators reveals that sentence length and complexity, such as from kNN, are the key drivers to increasing time spent.

Other Considerations When assessing which augmentation method to deploy, we would ideally consider not just model performance, but also other practical concerns such as ease-of-development and inference latency. Translation and LM Decoding take especially long since the former requires two passes through the model and the latter operates in an auto-regressive manner that is difficult to parallelize. In terms of model complexity, Auxiliary Dataset techniques were noticeably harder to implement due to the dependency on external data sources. Finally, the complexity of maintaining multiple models may make Mixed Methods not worthwhile to pursue despite their strong performance.

3.2 Analysis and Discussion

Most methods performed equally well on automatic metrics as on human evaluation. One exception is Text In-filling with relatively low accuracy, but strong acceptance rate. Digging in, we found in-filling always produces coherent completions, but some of these examples may change the meaning, causing the downstream model to learn incorrect associations. On the other hand, LM Decoding exhibited high accuracy, but low acceptance. While most intents had high acceptance, certain intents with low coverage in the pre-training stage produced especially poor augmentations, driving down the average.

Limitations In general, we found that the size and quality of the seed set to be extremely critical to augmentation success, such that it is quite worthwhile to manually review the seed set before augmenting. Another limitation of data augmentation comes from the prevalence of duplicated generations, driving down diversity. With that said, optimizing for diversity in isolation can lead to wildly irrelevant augmentations, as evidenced by the output of kNN Retrieval. Finally, the augmentation methods are also limited by their biases, as we did indeed find offensive, racist or otherwise questionable content in a small handful of cases (See Appendix for details).

4 Conclusion

We study data augmentation for decreasing time to source and prepare high quality data. Studying the quantitative results and the trade-offs with qualitative performance and other engineering constraints, we see that certain methods work fairly well on intent classification. We confirm that in natural language systems, augmentations can be difficult as they may perturb meaning in training data and harm performance. Finally, we find that mixing methods are likely to produce strong results, but how to chain together the methods and in what order are untouched avenues left to explore.
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A Appendix

A.1 Qualitative Examples

As seen in Table 3 below, the various methods perform with differing pros and cons. The intent names have been altered to be more understandable and human readable. The ‘Sit Together’ intent refers to a user who wants to sit together with someone else on their flight. The ‘Change Fees’ intent refers to a user inquiring about how much it would cost to update their flight to a different time or location. Finally, ‘Opt Out’ is when a user wants to opt out of marketing messages from the airline.

EDA, Synonym and Typo Generation produce un-grammatical outputs with poor syntax, yet can all benefit training. This implies that robustness to noise is quite important for model training. Text In-filling will occasionally fill in words that don’t make too much sense given the context (i.e. adding “hungry” for Opt Out), but still has high acceptance rate. On the other hand, kNN Retrieval produces grammatical outputs and high diversity, but occasionally harms performance. This highlights that maintaining the core intent is the only critical task for a data augmentation method.

| Method      | Intent          | Augmented Text                                                                 |
|-------------|-----------------|-------------------------------------------------------------------------------|
| EDA         | Sit Together    | way there any is me and my travel party could sit together?                   |
|             | Changes Fees    | what are the to change a flight?                                             |
|             | Opt Out         | can you take off me list mailing your                                        |
| Synonym     | Sit Together    | i want to sit with my beau on my flight                                      |
|             | Changes Fees    | what cost the fees to change a trajectory?                                   |
|             | Opt Out         | can you involve me off your mailing inclination                              |
| Paraphrase  | Sit Together    | Is it possible to have my wife and I seated next to each other?              |
|             | Changes Fees    | What’s the procedure for changing flight tickets?                            |
|             | Opt Out         | I am sick of spam. Just tell me how to stop it.                              |
| Translation | Sit Together    | Can you make sure my wife and I are sitting together, please?                |
|             | Changes Fees    | Did I hear you got rid of the flight exchange fee?                           |
|             | Opt Out         | I asked you to take off the mailing list a few times, but it didn’t happen. |
|             |                 | I’m tired of spam.                                                           |
| Text In-filling | Sit Together    | i want to be with my boyfriend on my flight                                 |
|             | Changes Fees    | what are the charges if i try to change my flight?                           |
|             | Opt Out         | i have requested multiple times to be taken off then mailing list and        |
|             |                 | it has not happened. i am hungry and tired of the spam                      |
| Typo Generation | Sit Together    | Can you make sure me and my wife are satign together, please?               |
|             | Changes Fees    | I heard you got rid of flight change reaues?                                |
|             | Opt Out         | I don’t want to get your emails anymore                                      |
| kNN Retrieval | Sit Together    | Can you please link my reservation with my wife and kids?                   |
|             | Changes Fees    | Is it possible to get a refund on the flight?                               |
|             | Opt Out         | I just purchased a ticket and haven’t received the email for it...           |
|             |                 | think i put down the wrong email. Can you help me?                          |
| LM Decoding  | Sit Together    | I need to talk to each other about seating arrangements                      |
|             | Changes Fees    | Can i change my flight time and pay the difference?                         |
|             | Opt Out         | Sending me an email with my boarding pass                                   |

Table 3: Qualitative examples of augmented text produced by all distinct methods.

A.2 Training Setup

All methods start with the same seed utterances, from which data augmentation proceeds in three steps. First, the augmentation method is used to generate 3 candidate utterances at a time, to allow for the different methods to cover their own hyper-parameters. For example, EDA allows for insertions, deletions, or swaps. So one of each augmentation type is generated in the candidate set. Second, we pass the candidates to a diversity ranker which calculates the BLEU score of the set of utterances if we were to add the candidate. The candidate which results in the lowest BLEU score (and thus highest diversity) is kept for consideration. In the final step, the candidate is compared as an exact match against the seed data and previously added augmentations. If the candidate is unique, then it is added to the final pool of augmentations. If the candidate is a repeat of a previous augmentation, then we retry the augmentation process. If 10 retries are accumulated for a given data augmentation method, the generation process terminates. This explains why certain methods (e.g. kNN) contains much fewer augmentation examples than others.
Each method trained as a fine-tuned RoBERTa-base classifier. The models are trained for up to 14 epochs with early stopping if there was no improvement for 5 consecutive epochs. The hyperparameters we tune include learning rate, dropout rate and occasionally temperature. The batch size was kept constant at 16. We found learning rates between 1e-5 and 3e-4 to work well across methods. Dropout rate was tested among [0.0, 0.05, 0.1]. Each method received the same amount of tuning (6 rounds) to ensure fairness across methods. Each round of training took roughly 15-20 minutes on a Nvidia Tesla-V100 GPU, which was used for all experiments. This was accessed through Amazon as AWS EC2 instances.