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Abstract—Weakly-supervised temporal action localization aims to localize action instances temporal boundary and identify the corresponding action category with only video-level labels. Traditional methods mainly focus on foreground and background frames separation with only a single attention branch and class activation sequence. However, we argue that apart from the distinctive foreground and background frames there are plenty of semantically ambiguous action context frames. It does not make sense to group those context frames to the same background class since they are semantically related to a specific action category. Consequently, it is challenging to suppress action context frames with only a single class activation sequence. To address this issue, in this paper, we propose an action-context modeling network termed ACM-Net, which integrates a three-branch attention module to measure the likelihood of each temporal point being action instance, context, or non-action background, simultaneously. Then based on the obtained three-branch attention values, we construct three-branch class activation sequences to represent the action instances, contexts, and non-action backgrounds, individually. To evaluate the effectiveness of our ACM-Net, we conduct extensive experiments on two benchmark datasets, THUMOS-14 and ActivityNet-1.3. The experiments show that our method can outperform current state-of-the-art methods, and even achieve comparable performance with fully-supervised methods. Code can be found at [https://github.com/sipc-lab/ACM-Net](https://github.com/sipc-lab/ACM-Net).
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I. INTRODUCTION

With the explosive growth of video contents, understanding and learning from videos has attracted great interest in computer vision community. As one of the fundamental but challenging tasks of video understanding, temporal action localization or detection that aims to localize and classifying action instances in untrimmed videos has drawn lots of attention, due to its great potential for video retrieval [1, 2], summarization [3], surveillance [4, 5], anomaly detection [6] and more. Thanks to the rapid development of deep learning, recently, a plenty of methods [7, 8, 9, 10] have been proposed and achieved remarkable performance under the fully supervised definition. However, these methods require precise temporal annotation of each action instance during training, which is time-consuming, error-prone and extremely costly to collect. In contrast, weakly supervised temporal action localization (W-TAL), which requires only video-level action category labels, is a more reasonable choice and has attracted a great deal of attention. Compared with precise temporal boundary annotations of action instances, the video-level action category label is easier to collect and beneficial to avoid localization bias introduced by human annotators.

Existing weakly supervised temporal action localization approaches can be divided into two main categories. One kind of approaches [11, 12, 13, 14, 15], inspired by the weakly-supervised image semantic segmentation task [16, 17, 18], formulate the weakly-supervised temporal action localization as a video recognition problem and introduce a foreground-background separation attention mechanism to construct video-level features, then apply an action classifier to recognize videos. While the other approaches [19, 20, 21, 22] formulate this problem as a multi-instance learning task [23] and treat the entire untrimmed video as a bag containing both positive and negative instances, i.e. foreground action instances frames and background non-action frames. These methods first apply a classifier to obtain temporal-point class activation sequence (CAS) and then employ a top-k mechanism to aggregate the video-level classification scores.

As can be observed from the above discussion, both types of methods aim at learning the effective classification functions to identify action instances from bags of action instances and non-action frames. However, there is still a huge performance gap between the weakly supervised and supervised methods. We argue that the reason may lie in the fact that the untrimmed video contains a number of semantically ambiguous action context frames in addition to the discriminative foreground action instances and static non-action background frames. As we illustrated in Fig. 1, it is challenging to distinguish action instances and action contexts based on a simply foreground-background separation CAS since it does not make sense to assign these context frames directly to the background class due to that they are action-related and do not share the same semantic information as the contexts of other action categories.

To realize action contexts suppression under video-level supervision, in this paper, we propose an action context modeling network (ACM-Net). Specifically, we first introduce a classification branch to obtain the initial class activation sequence (CAS). But as we mentioned before, this initial CAS is not capable of suppressing ambiguous action context frames, since they are action semantically related. To address this issue, we propose a three-branch class-agnostic attention module to discriminate action instances, action contexts, and non-action backgrounds, individually. Then based on these three-branch attention values, we construct new three-branch
As one of the fundamental tasks of video understanding, action recognition aimed at identifying actions in trimmed video clips has been extensively studied. Early approaches mainly focused on designing effective hand-crafted descriptors that incorporate spatial-temporal features. In recent years, with the development of deep learning, there are plenty of networks have been proposed. These methods are mainly constructed based on image-level backbone networks. Early approaches directly apply these image backbone networks to RGB and optical flow images to model the spatial temporal information. To further improve recognition performance, researchers extend 2D convolution operation to 3D by extending the temporal dimension, and 3D CNN based models (including 2D spatial convolution plus 1D temporal convolution) became the mainstream methods. However, although these methods achieve significant performance on trimmed video clips, in practice, long untrimmed videos are more often encountered, which makes these methods unable to achieve accurate semantic information modeling and limits the practical application.
B. Fully-Supervised Temporal Action Localization

Different from action recognition, which focuses only on trimmed video clips to identify action categories, the temporal action localization task aims not only to classify action instances but also to localize the start and end temporal boundary of action instances in long untrimmed videos. Temporal action localization with full supervision requires manual annotated temporal boundary and category of each action instance in videos during training. Inspired by 2D object detection, a plenty of methods [39], [40], [41], [7], [8], [42], [9], [43], [10] adopt a two-stage paradigm, i.e. proposal generation and classification. Given full action instances annotations, two-stage methods usually filter out the non-action proposals at the proposal generation stage by introducing a binary classifier and then introduce temporal feature modeling to realize action proposals classification and boundary refinement. Currently, there are two main categories of proposal generation methods, namely top-down framework [39], [40], [41], [42], [43] and bottom-up framework [7], [8], [9], [10]. The former methods usually generate proposals with pre-defined regular distributed segments, e.g. sliding windows based methods, which is not flexible and often causes extensive false positive proposals. To address the above issues, the latter methods train a detector to search specific action points, e.g. action boundary or center points, and then combine these points to generate action proposals. However, since all methods require action instance labels during the proposal generation and classification stage, they are inevitably causing heavy annotation costs and not capable of widely employed in reality.

C. Weakly-Supervised Temporal Action Localization

The weakly-supervised temporal action localization methods are proposed to reduce the expensive annotation costs, compared with the supervised temporal action localization that needs precise annotation of each action instance, during training, the weakly-supervised temporal action localization methods require only video-level action category labels. Existing weakly-supervised temporal action localization approaches can be divided into two branches. Inspired by the weakly-supervised image semantic segmentation task [16], [17], [18], the first framework methods [11], [12], [13], [14], [15] formulate this task as an action recognition problem and introduce a foreground-background separation attention branch to construct video-level features, then apply an action classifier to recognize videos. While the latter framework approaches [19], [20], [21], [22] formulate this problem as a multi-instance learning task [23] and treat the entire untrimmed video as a bag containing both positive and negative instances. They first obtain frame-level action recognition scores, i.e. the class activation sequence CAS, and then introduce a top-k mechanism to construct video-level classification scores. However, though these methods have achieved significant performance, there is still a performance gap between fully-supervised methods, we attribute this to that there are plenty of ambiguous action context frames apart from distinctive action instances and non-action background frames. It’s challenging based on only a single foreground-background separation mechanism to suppress those frames as they are semantically related to specific actions. To address this issue, we introduce an action context modeling network, namely ACM-Net, which integrates a three-branch attention module to measure the likelihood of each temporal point containing action contexts. And then we build three-branch class activation sequences CAS based on the obtained attention values to realize action instances, contexts, and non-action background frames separation.

III. METHODOLOGY

In this section, we first define the formulation of weakly-supervised temporal action localization (W-TAL), then present our action-context modeling network (ACM-Net) in detail, and thereafter, introduce the training and inference details. The overview architecture of our ACM-Net is illustrated in Fig. 2

A. Problem Formulation

Assume we are given an untrimmed video $V$, which contains multiple action instances $\{i_j = (t_j^s, t_j^e, C_j)\}_{j=1}^{N_a}$, where $N_a$ is the number of action instances, $t_j^s$ and $t_j^e$ denotes the start and end time of action instance $i_j$, and $C_j \in \mathbb{R}^C$ represents the class category. The goal of temporal action localization is to detect all action instances $\{\hat{i}_j = (\hat{t}_j^s, \hat{t}_j^e, \hat{C}_j, \hat{\phi}_j)\}_{j=1}^M$ in $V$, where $\hat{\phi}_j$ denotes the confidence score of action instance $\hat{i}_j$.

Different from the fully-supervised temporal action localization task, during training, the action instance annotations are available. For the W-TAL task, we can only access the one-hot video-level category label $y = \{0,1\} \in \mathbb{R}^{C+1}$, where $C$ is the number of action classes and $C+1$ represents non-action background class.

B. Action Context Modeling Network

1) Feature Extraction: Following recent W-TAL methods [19], [24], [21], [22], for a given untrimmed video $V$, we first divide it into non-overlapping snippets based on a predefined sampling ratio, and then apply pre-trained networks to extract snippet-level features. Since different videos vary in temporal length, during training, we utilize interpolation operation to keep all training video have the same time dimension $T$, i.e. for each video we keep the video snippets as $S = \{s(t)\}_{t=0}^T$. As for snippet $s(t)$ feature extraction, we utilize the spatial stream (RGB) and the temporal stream (optical flow) to encode the static scenes feature $F_{rgb}(t) \in \mathbb{R}^D$ and the motion features $F_{flow}(t) \in \mathbb{R}^D$, respectively. Thereafter, we concatenate the static scenes feature $F_{rgb}(t)$ and the motion features $F_{flow}(t)$ together to form the snippet feature $F(t) = [F_{rgb}(t), F_{flow}(t)] \in \mathbb{R}^{2D}$. Afterwards, we stack all snippets feature to form the video pre-trained feature $F \in \mathbb{R}^{T \times 2D}$.

2) Feature Embedding: Since the extracted features $F$ are not trained from scratch for the W-TAL task, in order to map the extracted video feature $F$ to task-specific feature space, we introduce a feature embedding module. Concretely, we apply a set of convolution layers and non-linear activation functions to map the original video feature $F \in \mathbb{R}^{T \times 2D}$ to task-specific video feature $X \in \mathbb{R}^{T \times 2D}$. Formally, we can denote the feature embedding module as following:

$$X = \text{ReLU} (\text{Conv}(F, \theta_{\text{embed}}))$$

(1)
where $\theta_{\text{embed}}$ denotes the trainable convolution parameters of feature embedding layer and ReLU is the non-linear activation function we applied in this module.

3) Action Class Activation Modeling: To localize action instances in the untrimmed video $V$, based on the embedded video feature $X$, we first apply a snippet-level action classification branch to obtain the Class Activation Sequence (CAS). Even though this CAS can not suppress those ambiguous semantics action contexts well, it is capable of suppressing action-related and non-action-related frames. We set this CAS as an initial indicator for action instances. Concretely, we apply a multi-layer inception to project the embedded feature to action class category space. The output is $\Phi \in \mathbb{R}^{T \times (C+1)}$, which denotes the classification logit of each action class over time. Formally, we can express the action class activation branch as follows:

$$ \Phi = \text{MLP}(X, \theta_{\text{cas}}) $$  \hspace{1cm} (2)

where $\theta_{\text{cas}}$ denotes the trainable operation parameters of the action class activation branch.

4) Action Context Attention Modeling: As we presented in Fig. 2, in addition to highly discriminative action instances frames and non-action background frames, there are many ambiguous frames such as ambiguous action-related background scenes frames or ambiguous incomplete action frames. For simplicity, in this paper, we denote all those ambiguous action-related context frames as action-contexts.

To realize the separation of action instances and contexts from the initial CAS, we first introduce a three-branch snippet-level action attention module to detect class-agnostic action instances, semantically ambiguous contexts, and non-action background frames. Specifically, we apply a single convolution layer and softmax function to measure the likelihood of each snippet containing action instance, action context or non-action background. The output of the three-branch attention module is $A = \{(a_{\text{ins}}(t), a_{\text{con}}(t), a_{\text{bak}}(t))\}_{t=0}^{T} \in \mathbb{R}^{T \times 3}$, where $a_{\text{ins}}(t)$, $a_{\text{con}}(t)$, $a_{\text{bak}}(t)$ indicates the likelihood of snippet $s(t)$ being action instance, action context or background scenes, respectively. Formally, we denote the three-branch snippet-level action attention module as following:

$$ A = \text{Softmax}(\text{Conv}(X, \theta_{\text{att}})) $$  \hspace{1cm} (3)

where $\theta_{\text{att}}$ denotes the trainable convolution layer parameters of the three-branch action-context attention branch.

Then based on the obtained attention values, in order to discriminate action instances, contexts and action background frames, we build new three-branch class activation sequences $\text{CAS}_{\text{ins}}$, $\text{CAS}_{\text{con}}$ and $\text{CAS}_{\text{bak}}$, respectively. For simplicity, we present the expression of $\text{CAS}_{\text{ins}}$ as:

$$ \text{CAS}_{\text{ins}}(t) = a_{\text{ins}}(t) \ast \text{CAS}(t) $$  \hspace{1cm} (4)

where $\text{CAS}_{\text{ins}} \in \mathbb{R}^{T \times (C+1)}$ still presents the class activation scores for each snippet, but it can suppress those ambiguous action context snippets activation scores and still keep high values for action instance snippets. Similarly, for the $\text{CAS}_{\text{con}}$, it can ignore those action-instance frames and focus on action-related context snippets. And for the $\text{CAS}_{\text{bak}}$, the weighted class activation sequence will also pay more attention to those non-action background snippets.

5) Multiple-Instance Learning: As we presented in section III-A for the W-TAL task, we can only access the video-level action class label during training. Following recent works [19, 20, 21, 22], we apply the Multiple-Instance Learning (MIL) mechanism [23] to obtain the video-level classification scores. Specifically, in MIL, there are two bags for individual samples, namely positive and negative bags. A positive bag contains at least one positive instance and a negative bag contains no positive instance. The goal of MIL is

![Fig. 2. The framework of our proposed ACM-Net, which consists of three parts, i.e. pre-trained feature extraction, video feature embedding, and weakly-supervised temporal action localization guided by action context modeling.][1]
to distinguish each instance to be positive or negative, besides classifying a bag.

In this case, we consider the untrimmed video \( V \) as a bag of video snippets, and each snippet instance is represented by the corresponding class activation score. In order to measure the loss of each CAS, we aggregate the top-\( k \) action classification scores along with all video snippets for each action category and then average them to build the video-level class activation score. Formally,

\[
\phi_c(V) = \frac{1}{\kappa} \max_{\Phi_{nc}} \Phi_{nc} \cdot \phi_c \cdot \frac{1}{k} \sum_{\Phi_{nc}} \Phi
\]

(5)

where \( \Phi_{nc} \) is the subset containing \( k \) snippets action classification scores for class \( c \) and \( k \) is a hyper-parameter proportional to the video snippets length \( T \), i.e., \( k = \max(1, T/r) \), and \( r \) is a predefined parameter.

Thereafter, we apply a softmax function to the aggregated averaged top-\( k \) scores to obtain the video-level action probability for each action class:

\[
p_c(V) = \frac{\exp(\phi_c(V))}{\sum_{c=1}^{C+1} \exp(\phi_c(V))}
\]

(6)

where \( p_c(V) \in \mathbb{R}^{C+1} \) denotes the probability of video \( V \) contains action class \( c \).

As we presented in section 3.5B, to separate action instances, action context and background snippets, we have build three new class activation sequences \( CAS_{ins} \), \( CAS_{con} \), \( CAS_{bak} \) based on the initial CAS and three-branch attention values. Therefore, for the action-instance attention weighted \( CAS_{ins} \), by applying above MIL mechanism, we can obtain the video-level action probability distribution \( p_{c}^{ins}(V) \). Similarly, for the \( CAS_{con} \) and \( CAS_{bak} \), we can acquire \( p_{c}^{con}(V) \) and \( p_{c}^{bak}(V) \), respectively.

Following previous work [11], [19], [21], [22], [45], we apply the cross-entropy loss function to the predicted video-level action probability distribution \( p_c(V) \) and the ground truth video action probability distribution \( y_c(V) \) to classify different action classes in a video. Specifically, for the \( CAS_{ins} \), we can formulate the classification cross-entropy loss as:

\[
\mathcal{L}_{clos}^{ins} = \sum_{c=1}^{C+1} -y_c^{ins}(V) \log(p_c^{ins}(V))
\]

(7)

where \( y_c^{ins} \) is the normalized video-level label for the \( c \)-th class of the video \( V \). We set the video-level label \( y^{ins} \) = \([y(n) = 1, y(C + 1) = 0]\), since the with the action-instance attention weighting, in \( CAS_{ins} \), non-action background and ambiguous action context snippets have been suppressed. With similar manner, we can obtain the cross-entropy loss \( \mathcal{L}_{clos}^{con} \) and \( \mathcal{L}_{clos}^{bak} \), respectively. Note that, we set the video-level label \( y^{con} \) = \([y(n) = 1, y(C + 1) = 1]\), \( y^{bak} \) = \([y(n) = 0, y(C + 1) = 1]\), since with the attention values weighting, \( CAS_{con} \) and \( CAS_{bak} \) pays more attention on action contexts and background scenes instead of action instance snippets.

After we obtained three video-level label based classification loss, \( \mathcal{L}_{clos}^{ins} \), \( \mathcal{L}_{clos}^{con} \), \( \mathcal{L}_{clos}^{bak} \), we can compose the overall classification loss \( \mathcal{L}_{clos} \) as:

\[
\mathcal{L}_{clos} = \mathcal{L}_{clos}^{ins} + \mathcal{L}_{clos}^{con} + \mathcal{L}_{clos}^{bak}
\]

(8)

C. Optimization Objects

In addition to the regular classification loss \( \mathcal{L}_{clos} \), we apply three additional losses to make the network achieve better performance, 1) Attention-Guide Loss \( \mathcal{L}_{gui} \), which is used to constrain the action instance attention weighted \( CAS_{ins} \) to follow the action instance attention. 2) Action Feature Separation Loss \( \mathcal{L}_{feat} \) for separating the action instances, action contexts, and background snippets features in feature norm space. And 3) Sparse Attention Loss \( \mathcal{L}_{spa} \) for constraining the action-instance and action-context branch pays more attention to those action-related frames. The overall loss function is formulated as follows:

\[
\mathcal{L} = \mathcal{L}_{clos} + \mathcal{L}_{add}
\]

(9)

\[
\mathcal{L}_{add} = \lambda_1 \mathcal{L}_{gui} + \lambda_2 \mathcal{L}_{feat} + \lambda_3 \mathcal{L}_{spa}
\]

(10)

where \( \lambda_1 \), \( \lambda_2 \) and \( \lambda_3 \) are three hyper-parameters used to balancing the overall loss items.

1) Attention Guide Loss: Although we have introduced the MIL learning mechanism to build video-level classification loss to make the network classify action instances contained in a video, this manner does not optimize the action classification results at snippet-level, which is not conducive to subsequent precise action temporal localization. To make the action classification branch distinguish action instance snippets from those ambiguous action context frames at snippet-level, in addition to the applied video-level cross-entropy classification loss \( \mathcal{L}_{clos} \), we introduce the attention guide loss. We set the action instance attention sequence \( att_{ins} \) as a binary indicator for each video snippet, and use it to guide the weighted \( CAS_{ins} \) suppress action context and background snippets at snippet-level. Specifically, we compose the attention guide loss \( \mathcal{L}_{gui} \) as:

\[
\mathcal{L}_{gui} = \frac{1}{T} \sum_{t=0}^{T} |1 - p^{ins}_{C+1}(t) - att_{ins}(t)|
\]

(11)

where \( p^{ins}(t) \) is the predicted snippet-level action probability distribution with softmax function applied on the weighted \( CAS_{ins} \). \( p^{ins}_{C+1}(t) \) denotes the likelihood of snippet \( s(t) \) not containing action instances, and \( att_{ins}(t) \) is the action instance attention branch values at snippet \( s(t) \). By minimizing \( \mathcal{L}_{gui} \), we can guide the network optimize the class activation sequence at snippet-level.

2) Action Feature Separation Loss: To make the embedded video snippets features more distinguishable from action instance, action context, and background features, we introduce the action feature separation loss \( \mathcal{L}_{feat} \) at feature norm space. Specifically, the \( \mathcal{L}_{feat} \) is defined as:

\[
\mathcal{L}_{feat} = \max(0, m - ||X_{cls}|| + ||X_{con}||)
\]

\[
\mathcal{L}_{feat}^{con} = \max(0, m - ||X_{con}|| + ||X_{bak}||)
\]

\[
\mathcal{L}_{feat}^{bak} = ||X_{bak}||
\]

\[
\mathcal{L}_{feat} = (\mathcal{L}_{feat}^{ins} + \mathcal{L}_{feat}^{con} + \mathcal{L}_{feat}^{bak})^2
\]

(12)
where $|| \cdot ||$ is the feature norm function, $m$ is a pre-defined feature norm separation margin hyper-parameter. And $X_{ins}$, $X_{con}$, $X_{bak}$ are the video-level action instance, action context, and background features, which are built based on the aforementioned top-$k$ mechanism. For simplicity, we present the $X_{cls}$ formulation as follows:

$$X_{cls} = \frac{1}{k_{ins}} \sum_{i \in \text{argsort}(att_{ins})[:k_{ins}]} X(i)$$  (13)

where argsort is a function that returns the indices that would sort an array with descending order, $k_{ins}$ is a pre-defined hyper-parameter proportional to the video snippets length $T$ like the aforementioned $k$. In a similar manner, we can obtain the video level action context features $X_{con}$ and background features $X_{bak}$, individually.

3) Sparse Attention Loss: Following [11], [19], [45], we also introduce the sparsity attention loss $L_{spa}$ to constrain the network optimization process, which is based on one assumption that an action can be recognized with a sparse subset of key-snippets in a video. Formally, the $L_{spa}$ is defined as:

$$L_{spa} = \frac{1}{T} \sum_{t=1}^{T} att_{ins}(t) + att_{con}(t)$$  (14)

D. Temporal Action Localization

During the inference, given a test video, we first apply the action instance attention based video-level action probability distribution $p_{ins}^{v}(V)$ to classify the test video based on a predefined classification threshold $\tilde{p}$. And then we apply threshold strategy on the action instance attention weighted classification sequence $CAS_{ins}$ and the action instance attention sequence $att_{ins}$ to localize actions. Let $(\hat{p}_{i}^{c}, \hat{r}_{i}^{c}, \hat{c}_{i}, \hat{\phi}_{i})$ denotes the detected action instances, like the previous works [21], [12], [45], we apply the Outer-Inner-Contrastive function proposed in [44] to obtain each detected action instance confidence score $\hat{\phi}_{i}$. Concretely, the confidence score is defined as:

$$v = (1 - \alpha) \cdot CAS_{ins} + \alpha \cdot att_{ins}$$

$$\hat{\phi}_{i} = \frac{\int_{T_{i}}^{\hat{r}_{i}} v(c_{i}(t)) dt - \int_{T_{i} - \hat{r}_{i}}^{T_{i}} v(c_{i}(t)) dt + \int_{\hat{r}_{i}}^{\hat{r}_{i} + \hat{r}_{i}} v(c_{i}(t)) dt}{2\hat{r}_{i}}$$  (15)

where $\alpha$ is a hyper-parameter coefficient used to combine the $CAS_{ins}$ and attention values $att_{ins}$, $\hat{r}_{i}$ and $\hat{r}_{i}$ are the temporal boundary of the detected action instance, $\hat{r}_{i} = (\hat{r}_{i} - \hat{r}_{i})/5$ represents the inflated contrast area, and $\hat{c}_{i}$ denotes the corresponding action instance category. Note that to increase proposals pool, we apply multiple thresholds on the $CAS_{ins}$ and $att_{ins}$, and then we perform non-maximum-suppression (NMS) to remove overlapped action instances proposals.

IV. EXPERIMENTS

In this section, we first introduce the datasets and our implementation details about our network, and then compare our methods with the state-of-the-art methods. At last, we apply a set of ablation studies to evaluate the effectiveness of each module component.

A. Experiments Setting

1) Datasets: We perform extensive experiments on two large-scale temporal action localization datasets THUMOS-14 [24] and ActivityNet1.3 [25]. THUMOS-14 [24], which contains 200 untrimmed validation videos and 213 untrimmed test videos with precise temporal action boundary annotations belonging to 20 action class categories. On average, each video contains 15.4 action instances and more than 70% frames are ambiguous action contexts or non-action background scenes. In addition, the video length varies from a few seconds to more than one hour, which makes it very challenging especially for weakly-supervised temporal action localization. Following previous work, we apply the validation videos for training and the test videos for testing.

ActivityNet1.3 [25], which contains 10024 untrimmed training videos, 4926 untrimmed validation untrimmed videos, and 5044 videos for testing whose action instance labels are withheld. The action instance class categories involved in this dataset are 200. On average, each video contains 1.6 action instances and about 36% frames are ambiguous action contexts or non-action background scenes. For a fair comparison, same as the previous work, we also utilize training videos for training and report experiments results on the validation videos.

2) Evaluation Metrics: We use the mean Average Precision (mAP) with different temporal Intersection over Union (t-IoU) thresholds to evaluate our weakly-supervised temporal action localization performance, which denotes as mAP@t-IoU. Specifically, the t-IoU thresholds for THUMOS-14 is [0.1:0.1:0.7] and for ActivityNet is [0.5:0.05:0.95].

3) Implementation Details: For the feature extraction, we first sample RGB frames at 25 fps for each video and apply the TV-L1 algorithm [52] to generate optical flow frames. Then, we divide each video into non-overlapping snippets with consecutive 16 frames. Thereafter, we perform the I3D networks [35] pre-trained on the Kinetics dataset [53] to obtain the video feature $F$. Note that, for a fair comparison, we do not introduce any other feature fine-tuning operations to the pre-trained I3D model.

For the training process on the THUMOS-14 dataset, we set the training video batch size to 16, and apply the Adam optimizer [54] with learning rate $10^{-4}$ and weight decay $5 \times 10^{-4}$. We set the video snippets length $T = 750$, and the top-$k$ number for action instance branch $k_{ins} = T/r_{ins}$, for action context branch $k_{con} = T/r_{con}$, for action background branch $k_{bak} = T/r_{bak}$. According to parameter fine-tuning, we set $r_{ins} = 8$, $r_{con} = r_{bak} = 3$, $\lambda_{1} = 2 \times 10^{-3}$, $\lambda_{2} = 5 \times 10^{-5}$, $\lambda_{3} = 2 \times 10^{-4}$, $\alpha = 0$. For the action instance proposals generations, we set the thresholds from 0.15 to 0.25 with step 0.05, to remove overlap proposals, we perform NMS with an t-IoU threshold of 0.50.

For the training process on the ActivityNet-1.3 dataset, we set the training video batch size to 64, the optimizer [54] learning rate to $10^{-4}$ and weight decay 0.001. Considering that most video length varies from a few seconds to several minutes, much shorter than the THUMOS-14 dataset, we set the video snippets length $T = 75$. According to parameter
B. Comparison with the State-of-the-arts Methods

We compare our proposed network with current existing fully-supervised and weakly-supervised temporal action localization methods.

C. Ablation Study and Analysis

1) Effectiveness of action context modeling: To demonstrate the effectiveness of our proposed action context branch modeling mechanism for weakly-supervised temporal action localization, we apply extensive ablation experiments on THUMOS-14 dataset. The results are summarized in Table III.

fine-tuning, we set \( t_{\text{fix}} = 2, r_{\text{con}} = r_{\text{back}} = 10, \lambda_1 = 5 \times 10^{-3}, \lambda_2 = 1 \times 10^{-5}, \lambda_3 = 0, \alpha = 0.5. \) For the action instance proposals generation, we set the thresholds from 0.01 to 0.02 with step 0.005, to remove overlap proposals, we apply NMS with a t-IoU threshold of 0.90.

All the experiments are evaluated with PyTorch-1.7 [55] on the RTX-3090 platform.

Table I compares our method with current fully and weakly-supervised based temporal action localization methods on THUMOS-14 dataset. As shown, by introducing the action context modeling mechanism, our method can achieve new state-of-the-art performances under weak video label constraints. Even compared with SF-Net [46] that introduces more strong supervision (for each action instance, the SF-Net introduces a temporal point annotations), we can still achieve better performance. Furthermore, it can be observed that our methods even can achieve comparable performance with recently fully-supervised methods when t-IoU \( \leq 0.5. \) Even though SF-Net [46] introduces stronger supervision of action instances, we can still achieve better performance. \( ^* \) denotes the reported performance not containing post-processing.

Table II presents the performance comparison on the ActivityNet-1.3 dataset. As shown, our method can also achieve new state-of-the-art performance under the weakly-supervised assumption. However, the performance improvement is not as significant as the THUMOS-14 dataset. This may be because the ground truth results of the action instances in ActivityNet-1.3 are not as precise as the THUMOS-14 dataset. We found that the action instances annotations on ActivityNet-1.3 are more prone to contain some ambiguous action context frames.

Table III demonstrates the effectiveness of our proposed action context branch modeling mechanism for weakly-supervised temporal action localization, we apply extensive ablation experiments on THUMOS-14 dataset. The results are summarized in Table III.
For simplicity, we denote the additional loss constraints introduced in Section III-C as $L_{add}$.

As shown in the table, compared with baseline methods not introducing action context modeling mechanism (Exp 1,2), our proposed action context modeling mechanism is greatly beneficial for temporal action localization (Exp 3,4). Specifically, without bells and whistles, we can achieve more than 14% and 6% average performance gain. We attribute this huge performance gain to the fact that it is unreasonable to force the network to group all the action instances, contexts, and non-action background snippets into one category since they do not share any common semantics. It is noteworthy that the experiment 3 only based $L_{cls}$ and $L_{con}$ constrains can achieve better performance compared to the experiment 4 introduced the $L_{bak}$. This may be attributable to the fact that the network cannot make a clearer distinction between action instances, contexts, and background fragments without introducing additional constraints $L_{add}$, whose effectiveness will be evaluated in the next subsection.

Besides, we can observe that on the THUMOS-14 dataset only based on the $L_{cls}$ and $L_{con}$ constrains, without introducing any other tricks or losses, we can achieve a performance comparable to current SOTA methods, which further proves the effectiveness of our action context modeling mechanism.

We can also draw the same conclusion on the ActivityNet-13 dataset that we can achieve the current SOTA performance only by introducing the action context modeling mechanism, the results of the ablation study on ActivityNet-1.3 are presented in Table. IV.

**TABLE III**

Ablation study of the effectiveness of our proposed action context modeling mechanism on the THUMOS-14 dataset. AVG means average mAP from t-IoU 0.1 to 0.7 with 0.1 increments.

| Exp | $L_{cls}$ | $L_{con}$ | $L_{bak}$ | $L_{add}$ | mAP@t-IoU(%) |
|-----|----------|----------|----------|----------|-------------|
| $L_{cls}$ | 0.10 | 0.30 | 0.50 | 0.70 | Avg |
| 1 | ✓ | ✗ | ✗ | ✗ | 49.9 | 32.9 | 16.6 | 5.3 | 25.9 | 26.1 |
| 2 | ✓ | ✓ | ✗ | ✗ | 55.9 | 41.9 | 23.0 | 7.1 | 32.0 | 32.0 |
| 3 | ✓ | ✓ | ✓ | ✗ | 67.3 | 50.3 | 31.5 | 10.6 | 33.5 | 40.3 |
| 4 | ✓ | ✓ | ✓ | ✓ | 65.6 | 49.4 | 29.6 | 10.0 | 33.9 | 39.9 |
| 5 | ✓ | ✓ | ✓ | ✓ | 68.9 | 55.0 | 34.6 | 10.8 | 42.6 | 42.6 |

**TABLE IV**

Ablation study of the effectiveness of our proposed action context modeling mechanism on the ActivityNet-1.3 dataset. AVG means average mAP from t-IoU 0.50 to 0.95 with 0.05 increments.

| Exp | $L_{cls}$ | $L_{con}$ | $L_{bak}$ | $L_{add}$ | mAP@t-IoU(%) |
|-----|----------|----------|----------|----------|-------------|
| $L_{cls}$ | 0.50 | 0.75 | 0.95 | Avg |
| 1 | ✓ | ✗ | ✗ | ✗ | 34.5 | 21.3 | 4.9 | 21.5 |
| 2 | ✓ | ✓ | ✗ | ✗ | 39.1 | 23.4 | 6.0 | 23.9 |
| 3 | ✓ | ✓ | ✓ | ✗ | 39.1 | 23.1 | 5.8 | 23.7 |
| 4 | ✓ | ✓ | ✓ | ✓ | 40.1 | 24.2 | 6.2 | 24.6 |

For the effectiveness of additional loss: Following previous works, we have introduced additional constraints $L_{add}$ to further improve the temporal action detection performance. To analysis the impact of each additional loss constraint on the final temporal action detection performance, we make extensive ablation experiments on THUMOS-14 dataset. The results are collated in the Table. V.

As the table presents, both the $L_{gui}$ and $L_{feat}$ are beneficial for boosting the temporal action localization performance. For the $L_{gui}$, we can obtain 1.7% average mAP performance gain, since this constrain can facilitate the network to minimize the difference between $cas_{ins}$ and $att_{ins}$ at snippet-level. As regards the $L_{feat}$, since it is beneficial to separate action instances, action contexts, and non-action background snippets, we can arrive 1.1% average mAP performance boost compared to the baseline experiment. However, we found that the $L_{spa}$ can not stand alone for improving the performance, possibly because directly minimizing the temporal attention values may cause the network to pay more attention to those action salient snippets and ignore those less discriminative action snippets. When we combine the $L_{gui}$, $L_{feat}$ and $L_{spa}$ together as $L_{add}$, we can derive 3.6% performance improvement and boost our method to a new state-of-the-art.

3) Analysis on video snippets number $T$: As we mentioned before, natural videos always vary in temporal length, however, under the weakly supervised formulation of the temporal action localization problem, we can only access video-level labels during the training process. Therefore, to achieve parallel optimization of the proposed network, we employ a linear interpolation-based sampling strategy such that all training videos have the same temporal dimension $T$. To analysis the influence of the video sampling snippets number $T$ on the final performance, we carried out a series of experiments, the results are presented in the Table. VI.

From the results in the table, we can conclude that $T$ is not linearly related to the growth in detection performance. When $T$ is small, increasing $T$ can lead to significant performance gains (e.g. we can obtain 5.1% average mAP boost from $T = 250$ to $T = 500$), but when $T$ exceeds a certain value ($T = 750$ for the THUMOS-14 dataset), detection performance starts to drop again. The probable reason for this is that when $T$ is small, for most videos we cannot achieve full sampling, while when $T$ exceeds a certain value, it leads to oversampling, resulting in the introduction of more ambiguous context snippets during training.

D. Qualitative Results

To further demonstrate and exemplify the effectiveness of our action context modeling mechanism, we present some qualitative results in Fig. V. In this figure, the CAS denotes the class activation sequence originally obtained from the classification branch. $att_{ins}$ denotes the action instance attention
(a). An example of “GolfSwing” action

(b). An example of “ThrowDiscus” action

(c). An example of “ThrowJavelin” action

(d). An example of “LongJump” action

Fig. 3. Qualitative result visualization on the THUMOS-14 dataset. From the above qualitative results, we can conclude that our proposed action context modeling mechanism is greatly beneficial to suppress ambiguous action context frames and help us achieve more precise temporal action localization results. However, we can note that this mechanism is not perfect and that it may sometimes suppress the true action instance frames. The possible reason for this is that those action instance frames may not be distinctive, but rather ambiguous, similar to action context frames.
values which are applied to suppress those ambiguous action context frames. While CAS
ins represents the class activation sequence calculated from the action instance attention values
attins weighted CAS.

From those qualitative visualization results, we can conclude that our proposed action context modeling mechanism is of great benefit in suppressing ambiguous action context frames, helping to filter those false-positive errors, and obtaining more accurate temporal action localization results. However, this mechanism is not perfect under the problem definition of weak supervision, since we do not have the access to accurate action annotation information during the training process, therefore the mechanism may sometimes suppress and filter out some of the not so significant and discriminative action frames.

| Exp | T | mAP@t-IoUs(%) |
|-----|---|--------------|
|     | 0.10 | 0.20 | 0.30 | 0.40 | 0.50 | 0.60 | 0.70 | Avg |
| 1   | 250 | 64.4 | 56.3 | 47.0 | 36.6 | 26.4 | 15.8 | 7.4 | 36.3 |
| 2   | 500 | 67.2 | 61.2 | 53.5 | 43.4 | 32.5 | 20.8 | 10.9 | 41.4 |
| 3   | 750 | 68.9 | 62.7 | 55.0 | 44.6 | 34.6 | 21.8 | 10.8 | 42.6 |
| 4   | 900 | 67.0 | 61.9 | 54.0 | 43.8 | 33.6 | 21.3 | 10.8 | 41.8 |
| 5   | 1000 | 67.7 | 61.7 | 53.3 | 43.5 | 32.4 | 20.7 | **11.0** | 41.5 |

V. Conclusion

In this paper, we propose an action context modeling network termed ACM-Net to achieve the separation among action instances, semantically ambiguous action context, and non-action background frames. The proposed ACM-Net integrates a three-branch attention module which is used to measure the likelihood of each temporal point containing instance, context, or background frames. Based on the three-branch attention values, three-branch class activation sequences (CAS) are then introduced to represent the action instances, action contexts, or background activation scores at each temporal point. We conduct extensive experiments on two popular benchmark datasets the THUMOS-14 and the ActivityNet-1.3 to demonstrate the effectiveness of our ACM-Net. The results show that our ACM-Net can outperform current weakly-supervised state-of-the-art methods and beat those with stronger supervision, and can even achieve performance comparable to those with full supervision. For the future work, we believe the context modeling will be a promising direction for various weakly supervised learning tasks, and explore such mechanism in other related tasks.
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