How Does It Feel? Self-Supervised Costmap Learning for Off-Road Vehicle Traversability
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Abstract—Estimating terrain traversability in off-road environments requires reasoning about complex interaction dynamics between the robot and these terrains. However, it is challenging to create informative labels to learn a model in a supervised manner for these interactions. We propose a method that learns to predict traversability costmaps by combining exteroceptive environmental information with proprioceptive terrain interaction feedback in a self-supervised manner. Additionally, we propose a novel way of incorporating robot velocity into the costmap prediction pipeline. We validate our method in multiple short and large-scale navigation tasks on challenging off-road terrains using two different large, all-terrain robots. Our short-scale navigation results show that using our learned costmaps leads to overall smoother navigation, and provides the robot with a more fine-grained understanding of the robot-terrain interactions. Our large-scale navigation trials show that we can reduce the number of interventions by up to 57% compared to an occupancy-based navigation baseline in challenging off-road courses ranging from 400 m to 3150 m. Appendix and full experiment videos can be found in our website: https://mateoguaman.github.io/hdif.

I. INTRODUCTION

Outdoor, unstructured environments are challenging for robots to navigate. Rough interactions with terrain can result in a number of undesirable effects, such as rider discomfort, error in state estimation, or even failure of robot components. Unfortunately, it can be challenging to predict these interactions a priori from exteroceptive information alone. Certain characteristics of the terrain, such as slope, irregularities in height, the deformability of the ground surface, and the compliance of the objects on the ground, affect the dynamics of the robot as it traverses over these features. While these terrain characteristics can be sensed by proprioceptive sensors like Inertial Measurement Units (IMUs) and wheel encoders, these modalities require direct contact with the terrain itself. Additionally, the robot’s interaction with the ground leads to dynamic forces which are proportional to velocity and suspension characteristics. In order to feel what navigating over some terrain at some velocity is like, we argue that the robot must actually traverse over it.

Previous approaches for off-road traversability have focused on representing exteroceptive information as occupancy maps [1, 2], or learning semantic classifiers from labeled data to map different terrains to different costs in a costmap [3, 4]. Yet, this abstracts away all the nuance of the interactions between the robot and different terrain types. Under an occupancy-based paradigm, concrete, sand, and mud would be equally traversable, whereas tall rocks, grass, and bushes would be equally non-traversable. In reality, specific instances of a class may have varying degrees of traversability (e.g., some bushes are traversable but not all).

Other approaches have characterized terrain roughness directly from geometric features [5–7]. Yet, what we are really interested in capturing is roughness as the vehicle experienced it, rather than capturing the appearance or geometry of roughness. For instance, a point cloud of tall grass might appear rough, but traversing over this grass could still lead to smooth navigation if the terrain under the grass is smooth. Finally, other learning-based methods learn predictive models or direct control policies for off-road navigation [8]. However, many of these do not take into account robot dynamics, which are fundamental in scenarios where the state of the robot, such as its velocity, can lead to a wide range of behaviors. For instance, speeding up before driving over a bump in the terrain can lead to jumping, whereas slowing down will usually result in smoother navigation.

In this paper, we propose a self-supervised method that predicts costmaps that reflect nuanced terrain interaction properties relevant to ground navigation. Motivated by examples in legged locomotion [9], we approach this problem by learning a mapping from rich exteroceptive information and robot velocity to a continuous traversability cost derived into the costmap prediction pipeline. We validate our method in multiple short and large-scale navigation tasks on challenging off-road terrains using two different large, all-terrain robots. Our short-scale navigation results show that using our learned costmaps leads to overall smoother navigation, and provides the robot with a more fine-grained understanding of the robot-terrain interactions. Our large-scale navigation trials show that we can reduce the number of interventions by up to 57% compared to an occupancy-based navigation baseline in challenging off-road courses ranging from 400 m to 3150 m. Appendix and full experiment videos can be found in our website: https://mateoguaman.github.io/hdif.
from IMU data. We propose a learning architecture which combines a CNN backbone to process high-dimensional exteroceptive information with a feed-forward network that takes in a Fourier parameterization of the low-dimensional velocity information, inspired by recent advances in implicit representation learning [10,11].

Our main contributions are: a) learning to aggregate visual, geometric, and velocity information directly into a continuous-valued costmap, without human-annotated labels, and b) demonstrating ease of integration into traditional navigation stacks to improve navigation performance, due to our choice of using a top-down metric representation. In the rest of this paper, we present our contributions in more detail as follows:

- We present an IMU-derived traversability cost that can be used as a self-supervised pseudo ground-truth for training.
- We demonstrate a novel way to combine low-dimensional dynamics information with high-dimensional visual features through Fourier feature mapping [11].
- We propose a system that produces continuous-valued learned costmaps through a combination of visual and geometric information, and robot velocity.
- We validate our method on outdoor navigation tasks using two different ground robots.

II. RELATED WORK

There exists over a decade of work in learning methods for off-road traversability [12–18], much of which can be traced to the DARPA LAGR [19] and Grand Challenge [20] programs. These methods learned lightweight terrain traversability classifiers based on visual and geometric appearance [12–14, 16–18]. Other approaches directly estimate a terrain roughness score by analyzing planarity [6] or eigenvalues of the terrain point cloud [5].

Much of the recent literature on learning for off-road traversability estimation has focused on semantic segmentation of visual data into discrete classes [3, 21]. However, it is not immediately obvious how to map human semantic classes into costs that can be directly used for path planning and control, which often results in hard-coded mappings. More recent work by Shaban et al. [22] aims to alleviate the need for explicit mappings from human semantic classes to costs by directly learning discrete traversability classes, such as low-cost and high-cost, in a metric space from geometric data. Yet, these approaches require a large amount of labeled semantic data for training, and lack expressiveness given the limited number of traversability classes.

Recently, other works have looked into learning predictive models, control policies, and risk-aware costmaps directly from visual and multimodal inputs for navigation in challenging off-road environments. While BADGR-based methods [8, 23] learn a boolean predictor for whether a specific sequence of actions will lead to a bumpy trajectory, we learn a continuous value for traversability that is aggregated into a costmap that can be used directly to optimize trajectories, without the need to query the network for every sample of our MPPI optimizer [24]. Triest et al. [25] learn a neural network-based dynamics model for a large ATV vehicle and explore the use of different types of multimodal data as input to their neural network. Sivaprakasam et al. [26] learn a dynamics model in simulation to derive a dynamics-aware cost function for downstream planning tasks. Fan et al. [27] learn a traversability risk costmap from lidar data, and Cai et al. [28] learn a speed distribution map that is converted into a costmap using a conditional value at risk (CVaR) formulation. Triest et al. [29] learn CVaR-based uncertainty-aware traversability costmaps from lidar data using inverse reinforcement learning.

Most recently, traversability estimation for off-road robots has shifted towards learning continuous costmaps in a self-supervised manner with IMU signals as learning targets, with these methods learning from RGB data [9, 30, 31], or point clouds [32], and [30, 32] conditioning on robot speed similar to our approach. We use both RGB and point cloud data in our approach to generate high-resolution, continuous costmaps, and we demonstrate our approach in large-scale, challenging off-road courses at much higher speeds on two different large robot platforms.

III. COSTMAP LEARNING

We now introduce our self-supervised costmap learning method, which associates a proprioception-derived cost to high-dimensional visual and geometric data, and robot velocity. In the following section, we will describe our costmap learning pipeline (Figure 2), which consists of:

1) Derivation of a cost function from proprioception,
2) Extraction of a map-based representation from visual and geometric data,
3) Representation of velocity as an input to our model, and
4) Training a neural network to predict traversability cost.

A. Pseudo-Ground Truth Traversability Cost

We aim to learn a continuous, normalized traversability cost that describes the interactions between the ground and the robot, and which can be directly used for path planning. As shown in previous work [9, 15, 18], linear acceleration in the z axis, as well as its frequency response, capture traversability properties of the environment that not only depend on the characteristics of the ground, but also on the speed of the robot. To obtain a single scalar value that generally describes traversability properties of the terrain, such as the roughness, bumpiness, and deformability, we use the bandpower of the IMU linear acceleration of the robot in the z axis:

\[ \hat{c} = \int_{f_{\text{min}}}^{f_{\text{max}}} S_{\alpha_z}(f) \, df, \]  

(1)

where \( \hat{c} \) is our estimated traversability cost, \( S_{\alpha_z} \) is the power spectral density (PSD) of the linear acceleration \( \alpha_z \) in the z axis, calculated using Welch's method [33], and \( f_{\text{min}} \) and \( f_{\text{max}} \) describe the frequency band used to compute bandpower. We use a frequency range of 1-30 Hz, since this range highly correlates with human-labeled roughness scores, and normalize based on data statistics from recorded trajectories, as detailed in the Appendix.
Fig. 2: **System Overview**: During training, the network takes in patches cropped from a top-down colored map and height map along the driving trajectory, as well as the parameterized velocity corresponding to each patch. The network predicts a traversability cost for each patch, supervised by a pseudo ground-truth cost generated from IMU data. During testing, the whole map is subsampled into small patches, which are fed into the network to generate a dense, continuous costmap.

### B. Mapping

We represent the exteroceptive information about the environment in bird’s eye view (BEV), which allows us to aggregate visual and geometric information in the same space, which we refer to as the “local map.” We use a stereo matching network [34] to obtain a disparity image, from which we estimate the camera odometry using TartanVO [35], a learning-based visual odometry algorithm. We use this odometry and the RGB data to register and colorize a dense point cloud which we then project into a BEV local map. The local map consists of a stacked RGB map, containing the average RGB value of each cell, and a height map, containing the minimum, maximum, mean, and standard deviation of the height of the points in each cell, ignoring all points 2 meters above the ground surface to deal with overhangs. Additionally, we include a boolean mask that describes areas in the local map for which we have no information, either due to occlusions or limited field of view of the sensors.

### C. Velocity Parameterization

At high speeds, rough terrain leads to higher shock sensed by the vehicle, proportional to its speed, as explored in [18]. We obtain velocity-conditioned costmaps by including robot velocity as an input to our network.

In order to balance the high-dimensional local map input and the low-dimensional velocity input, we use Fourier feature mapping [11] on the robot’s velocity. Recent advances in implicit neural representations have shown that mapping a low-dimensional vector (or scalar) to a higher dimensional representation using Fourier features can modulate the spectral bias of MLPs (which is usually biased towards low-frequency functions [36]) towards higher frequencies by adjusting the scale of the Fourier frequencies. Intuitively, we hypothesize that this parameterization lets the network learn a function that more readily adjusts to subtle changes in velocity input, and prevents the network’s predictions from being dominated by the high-dimensional 2D inputs. We use the following parameterization:

\[
\gamma(v) = \begin{bmatrix}
\cos(2\pi b_1 v) \\
\sin(2\pi b_1 v) \\
\vdots \\
\cos(2\pi b_m v) \\
\sin(2\pi b_m v)
\end{bmatrix}
\]  

(2)

In Equation 2, \(v\) corresponds to the norm of the 3D velocity vector, \(b_i \sim \mathcal{N}(0, \sigma^2)\) are sampled from a Gaussian distribution with tunable scale \(\sigma\), and \(m\) corresponds to the number of frequencies used to map the scalar velocity value into a 2\(m\) dimensional vector.

### D. Costmap Learning

Our costmap learning pipeline consists of three parts: a) obtaining local map patches from robot trajectories, b) training a network to predict traversability costs from a set of patches and associated pseudo ground-truth labels, and c) populating a cost map using the trained network at test time.

**Local Map Patches**: We extract 2x2 meter patches (roughly the robot footprint) of the local map corresponding to parts of the environment that the robot traversed over during the dataset generation. Since the patch under the robot is not observable from a front-facing view, we first register all the local maps into an aggregated map. We use the robot odometry to locate and extract the patch in the global map at a given 2D position and orientation. At each of these positions, we use a sliding window of the last one second of IMU linear acceleration data to obtain a pseudo ground-truth traversability cost as described in Section III-A. We also record the velocity at these positions for training.

**Cost Learning**: We train a deep neural network \(f_\theta(P, v)\) parameterized by weights \(\theta\), as shown in Figure 2, that takes in as input local map terrain patches \(P \in \mathbb{P}\) and corresponding Fourier-parameterized velocities \(\gamma(v), \gamma : \mathbb{R}^+ \to \mathbb{R}^{2m}\), and predicts the traversability cost of each patch \(\hat{c} = \)
\( f_\theta(P, \gamma), f_\theta : P \times \mathbb{R}^{2m} \rightarrow \mathbb{R}^+ \). We use a ResNet18 \[37\] backbone to extract features from the patches, and a 3-layer MLP to extract features from the parameterized velocity. Finally, we concatenate these features and pass them through a fully-connected layer with sigmoid activation to obtain a normalized scalar value representing the learned traversability cost. We train this network using a Mean Squared Error (MSE) loss between the predicted costs and the pseudo ground-truth values using the Adam \[38\] optimizer.

**Costmap Prediction:** We produce costmaps at test time by taking the current local map in front of the robot, extracting patches at uniformly sampled positions (with the same orientation as the robot’s current orientation), and passing them into the network. We then reshape each of the cost predictions into a costmap that corresponds to the original local map. We find that it is important to add a stride in the sampling process to allow the patch cost querying through the network to run in real time. In our experiments, we subsample the local map with a stride of 0.2m, and upsample the reshaped predicted cost values back to the shape of the local map, which allows us to produce costmaps at 7-8 Hz on an onboard NVIDIA GeForce RTX 3080 Laptop GPU.

**IV. EXPERIMENTAL RESULTS**

**A. Training Data**

To train our network, we use TartanDrive \[25\], a large-scale off-road dataset containing roughly 5 hours of rough terrain traversal using a commercial ATV with a sensor suite. We use the stereo images in the dataset to obtain dense point clouds using TartanVO \[35\] (section III-B), as well as the IMU and odometry data to obtain traversability costs and velocities, respectively. In order to effectively train our network, we find it necessary to augment and balance the data with respect to the pseudo ground-truth traversability cost. We enforce a 2:1 ratio of high to low cost frames, data with respect to the pseudo ground-truth traversability cost. We train this network using a Mean Squared Error (MSE) loss between the predicted costs and the pseudo ground-truth values using the Adam \[38\] optimizer.

\[
J(\tau) = \sum_{t=0}^{T} [J_{\text{map}}(s_t, a_t)] + K_g ||(p(s_T) - g)||_2 \quad (3)
\]

**C. Robot Platforms**

We demonstrate our system on two different ground robots autonomously operating at 3 m/s: a large all-terrain autonomous commercial vehicle (ATV), and a Clearpath Warthog robot \[41\], a large unmanned ground vehicle (UGV). For more hardware details, please see our Appendix.

**D. Results**

In our experiments, we are interested in answering the following questions:

1) Do our learned costmaps capture more nuance than the baseline lethal-height costmaps?
2) How much of an effect does velocity have in our predicted costmaps?
3) Do we obtain more intuitive behaviors and better navigation performance using learned costmaps inside a full navigation stack?
4) How well does our method transfer to other robots?

**Do learned costmaps show more nuance?** To observe trends in the learned costmap, we tele-operated the ATV around our test site and visually analyzed the predicted costmaps in different environments. We observe that our learned costmaps are able to estimate different costs for terrains of the same height but with different traversability properties. In Figure 3, we show a scenario with gravel, smooth dirt, and vegetation, where our costmap predicts different costs for these different terrains.

We notice some particular trends in our experiments. Transitions in texture from one terrain to another are usually incapable of traversing over. We alleviate this by composing our learned costmap with a lethal height costmap for obstacle avoidance (with a high threshold), resulting in costmap \(J_{\text{map}}\). \(K_g\) is found empirically.
TABLE I: Comparison to other appearance-based roughness estimators. Our method outperforms both a geometric, as well as a geometric and visual roughness estimators.

discernible in our costmaps. Terrains covered in grass exhibit a higher cost than smooth dirt paths. Finally, terrains with higher frequency textures, such as large patches of gravel, are predicted to have higher costs than smooth terrains.

**Does velocity affect the predicted costmaps?** We evaluate whether adding velocity as an input to our network improves the loss achieved in the validation set. We analyze three different models:

1) **patch-model**: just the ResNet backbone for patch feature extraction.

2) **patch-vel-model**: combines the ResNet backbone with an MLP to processes normalized velocity.

3) **patch-Fourier-vel-model**: combines the ResNet backbone with an MLP that processes Fourier-parameterized normalized velocity.

Training results for all three models and ablations are shown for five random seeds in the Appendix. We find that adding velocity as an input to the network leads to better performance than using local map patches alone, and that the patch-Fourier-vel-model performs best as measured by the validation loss. Our ablations show that using both RGB and height statistics performs slightly better than just RGB, and that the scale and number of frequencies used for Fourier parameter mapping of velocity do not make much of a difference.

We compare our method with two appearance-based roughness baselines to evaluate whether our network captures more accurately the robot-terrain interactions. The first baseline characterizes roughness as the standard deviation of height in a given patch [42]. We extend this metric with the average RGB values in a patch for our second baseline. For a fair comparison, we add normalized velocity as an input to both baselines. We learn the weights for a linear combination of these inputs through logistic regression. We compare with our best learned model in the validation set (Table I).

We also evaluate the effect of robot speed in the predicted costmaps in a real-robot experiment. In this experiment, we command the ATV different velocities and aggregate the average predicted cost over a straight 200 m trial with similar terrain characteristics throughout. Additionally, we integrate the sum of costs of the entire costmap (energy) along the trajectory. We summarize the results in Table II, and show the resulting costmaps in the Appendix. We find that traversability cost and overall costmap energy generally increase as robot speed increases.

**Do learned costmaps improve short-scale navigation?** We deploy our learned costmaps within a full navigation stack in two different navigation tasks, and compare the performance against a navigation stack which uses just a geometric occupancy-based costmap. When using our learned costmaps, we compose them with the occupancy-based costmap to provide basic obstacle avoidance capabilities. We set the lethal height to be 1.5 m and all unknown regions to have a cost of 0.5 for all experiments.

![Image of short-scale navigation experiment](image1)

**Fig. 4**: Short-scale navigation experiment (ATV-Warehouse). When using our costmap, the robot deviates from the straight path to the goal and chooses the smoother dirt path (e) over the patch of vegetation (d) to get to the goal. a) Sketch of the trajectories taken when using the baseline stack (blue) and our stack (red). The green square is the start position, and the pink cross is the goal position. One trajectory ends in an intervention (triangle) due to the robot taking an equally-smooth dirt path to avoid the grass. b), d), and e) show front-facing views at those points in the trajectory. c) shows all trajectories, as well as the direct path to the goal (black).

![Image of large-scale navigation experiment](image2)

**Fig. 5**: Overview of large-scale navigation experiments. The leftmost figure shows a satellite view of the three courses: red, blue, and green. The top row shows sample aerial views of the courses, while the bottom row shows sample first-person robot images. The color of the rectangle around the picture denotes the course.

Our learned costmaps, we compose them with the occupancy-based costmap to provide basic obstacle avoidance capabilities. We set the lethal height to be 1.5 m and all unknown regions to have a cost of 0.5 for all experiments.

We set up two navigation courses for the ATV, ATV-Warehouse (Figure 4) and ATV-Turnpike, where the task is to simply move 400m and 200m straight ahead, respectively. We design these controlled courses such that a straight path would lead the robot to visit the right terrain or patches of vegetation, but reasoning about the terrain would lead the robot to take a detour to stay on smoother trails. For ATV-Warehouse, we run five trials with our learned costmap and

| Roughness Estimator | Val. Loss ($\times 10^{-2}$) |
|---------------------|-----------------------------|
| $\sigma_z [42] + v$  | 6.08                        |
| $\sigma_z [42] + \text{RGB} + v$ | 5.92 |
| Ours                | 4.82                        |

| Velocity | Pred. Traj. Cost | GT Traj. Cost | Costmap Energy |
|----------|------------------|---------------|----------------|
| 3 m/s    | 0.093            | 0.038         | 0.183          |
| 5 m/s    | 0.163            | 0.055         | 0.250          |
| 7 m/s    | 0.201            | 0.084         | 0.289          |
| 10 m/s   | 0.195            | 0.106         | 0.266          |
TABLE III: Avg. Cross-track error (CTE) between planned paths and the shortest path to goal. Learned costmaps resulted in trajectories that deviated more from the shortest path to avoid areas of higher cost, e.g. grass or gravel.

| Course       | Nav. Stack | Avg. CTE (m) |
|--------------|------------|--------------|
| ATV-Warehouse| Baseline   | 1.29 ± 1.02  |
| ATV-Warehouse| HDIF (Ours)| 3.39 ± 0.94  |
| ATV-Pole     | Baseline   | 2.44 ± 2.25  |
| ATV-Pole     | HDIF (Ours)| 2.08 ± 0.41  |

The baseline costmap leads the robot to navigate in a straight line (with some noise), which leads straight into the patch of vegetation. Additionally, this baseline stack leads to less consistent navigation, which occurs because most of the terrain in front of the robot appears to be “traversable,” since there are no obstacles above the 1.5 m lethal height, which leads to many different “optimal” paths. On the other hand, our learned costmaps cause the robot to consistently navigate around the patch, staying on marked paths, and even moving away from parts of the path with gravel towards smoother sections of the trail.

We measure the cross-track error (CTE) as a way of measuring the deviation of the chosen path from a naive, straight path to the goal. In this case, lower is not necessarily better, since the experiment is explicitly designed for the robot to deviate from the straight path to find the smoother trails if it is able to reason about different terrains. We show the preferred paths in Figure 4, and numerical results in Table III. ATV-Turnpike experiment details are in the Appendix.

Do learned costmaps improve large-scale navigation?

To provide a direct measurement of navigation performance, we set up three large-scale navigation experiments in three challenging off-road courses, with waypoints every 50 m, and measure our navigation performance using number of interventions, as is common practice [6,43]. The safety driver was directed to only intervene when either: a) the robot missed a waypoint by over 4 m, or b) a collision with a non-traversable obstacle was imminent. These courses (Figure 5) include flat and hilly terrain, loose material ranging from fine gravel to large cobbles, and vegetation of various dimensions. For both navigation stacks, we set the target speed to 3.5 m/s, lethal height to 0.5 m and fill unknown values of our costmap to 0.5. We observe that in all three courses, our navigation stack with learned costmaps outperforms the baseline stack in terms of number of interventions, as detailed in Table IV. Our learned costmaps lead the robot to stay on smoother paths and avoid vegetation if possible, which leads to an overall decrease in intervention events. In practice, this leads to the robot taking wider turns, staying on clear paths, and avoiding rough features that lead to bumpy navigation, such as large cobbles.

How well does our method transfer to other robots?

We set up two additional short-scale navigation experiments using the Warthog, with a fine-tuned model as detailed in Section IV-A. We used a separate geometry-based autonomy stack [44] as the baseline, and for our stack we simply composed their lidar-based binary costmap with our learned costmap. Despite the Warthog being a skid-steer robot, we treat it as if it had an Ackermann steering geometry, similar to the ATV, since its cameras only face forward.

In the first experiment, the goal is to drive 50 m to a goal located straight ahead, where the straight path goes through grass, but there is a smooth concrete path available surrounding this patch of vegetation. Similar to what we observe in the ATV experiments, our costmaps allow the Warthog to reason about the traversability properties of the smooth concrete and the vegetation, and the robot chooses to take the smooth path around the grass to reach the goal.

In the second experiment, we artificially create two different paths at a fork in a forest trail. We litter the path on the left with small logs, fallen leaves, and small rocks, while we clear the path on the right of all obstacles. We observe that with the baseline stack, the robot uniformly chooses either of the paths to get to a goal at the other end of the fork in the trail. On the other hand, with our costmaps, the robot consistently chooses the clear path on the right to get to the other side of the trail. Note that a visual semantic classifier would label both of these trails as belonging to the same class, but the subtle differences in the features of the trails cause different amounts of roughness.

In both experiments, it is clear that our costmaps lead the robot to choose smoother paths by reasoning about the different traversability properties of different terrains. We urge the reader to visit our website for experiment videos, and our Appendix for more experiment details.

V. CONCLUSION AND FUTURE WORK

In this work we present a costmap prediction system that predicts what the interactions between the ground and the robot feel like based on environmental characteristics and robot dynamics. To achieve this, we train a network that combines exteroception and information about the robot’s velocity to predict a traversability cost derived directly from robot proprioception. We demonstrate that our costmaps enable for more nuanced and diverse navigation behaviors compared to a common baseline. Future work includes online adaptation for better generalization, uncertainty estimation, as well as improved representations for exteroceptive data to overcome our current perception limitations.
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