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**ABSTRACT**

Lyapunov's direct method is a primary tool for designing Model Reference Adaptive Control (MRAC) and robust MRAC schemes. In general, Lyapunov function candidates contain two categories of quadratic terms. The first category includes the system tracking error quadratic terms or, in some cases, consist of the system state quadratic terms. The second consists of the parameter estimation error quadratic terms. To design MRAC and Robust MRAC systems, researchers have used a limited variety for choosing quadratic terms. In this study, we consider a general form for the tracking error quadratic terms. We consider a strictly increasing function that belongs to the class of $e^x$, which is a function of state tracking error quadratic terms. It yields a general structure for stable adaptive laws for updating controller parameters. For the MRAC scheme, the global asymptotic stability of the closed-loop system and stability and uniform bounded tracking of robust MRAC schemes are guaranteed. To evaluate the performance of the designed controllers, we consider the single DOF wing rock dynamics.
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1. INTRODUCTION

Many combat aircraft may have to fly at a high angle of attack to obtain air superiority. In this situation, the flight occurs outside of the flight envelope in the nonlinear regime. In this situation, airflow separation may occur. In this situation, the boundary layer's speed relative to the wing is reduced to zero because the boundary layer moves against an adverse pressure gradient. When the aircraft moves through the air, cause the fluid flow to separate from the wing, and vortices are produced. The Wing Rock phenomenon is one of the undesirable motions which appears as limit cycle oscillations in the aircraft roll angle, leading to lateral directional instability and putting the flight in danger. Several experiments and investigations performed on a highly slender forebody and a highly swept delta wing. These studies confirmed that the interaction between the forebody and the wing vortices are the main cause of the wing rock motion [1-10]. The exact analytical expression of the rolling moment coefficient is difficult to derive. Therefore, some researchers proposed several approximate models. A nonlinear aerodynamic model is proposed by Hsu and Lan [11] to drive the limit cycle amplitude and frequency of wing rock motion. Based on the numerical simulation of the wing rock motion, an analytic expression for the roll moment coefficient is proposed by Nayfeh et al. [12]. The result was used to describe the phase plane analysis of the nonlinear motion, includes determining the type of equilibrium points and calculating domains of initial conditions that lead to oscillatory motion or divergence. A modified version of the wing rock model proposed by Hsu and Lan [11] is developed by Elzebda et al. [13]. The numerical values of the coefficients, in the roll moment coefficient, are obtained by the curve fitting method. Data are collected from simulation results. The dynamical equations of motion of wing rock for aircraft.
which have single, two, and three rotational degrees of freedom, are proposed by Go [14].

The control of the wing rock is a significant research area and a series of studies based on the control methods presented in what follows. A neural-network identification based control (NNIAC) scheme using the L2 tracking technique is developed to reduce the effect of the approximation error on the tracking performance [15]. The proposed controller is applied to control a wing rock limit cycle to show its effectiveness. It has been reported in literature [16], a new reinforcement adaptive fuzzy control system for tracking control a wing rock motion in the presence of the uncertainty and unknown Elzebda is proposed. A fuzzy approximator is applied to identify the unknown nonlinear function. The reinforcement adaptive law derived from the Lyapunov stability theory. The proposed algorithm showed high tracking performance and robustness in the presence of uncertainty [17]. A simplified interval fuzzy sliding control scheme is proposed for suppressing and tracking the desired trajectories. The simulation results showed that the proposed algorithm could make the wing rock system reach the desired state without overshoots. A supervisory recurrent fuzzy neural network control (SRFNNC) system is proposed for the wing rock control system [18]. An adaptive feedback linearizing controller with the backstepping approach for the wing rock control is proposed in literature [19]. A new control law based on the variable structure model reference adaptive control is presented [20]. The wing rock problem with unstructured nonlinearity and disturbance input is considered. Simulation results showed good transient performance and disturbance rejection capability of the proposed controller.

The Lyapunov stability method, also known as the Lyapunov's direct method, is widely used in the design of adaptive algorithms for updating controller parameters or designing adaptive observers. An SM rotor flux observer has been developed to estimate rotor speed [21]. The stability of this observer is guaranteed by the Lyapunov's stability method. A new method for designing adaptive fuzzy dynamic sliding mode control for the nonlinear system is applied [22]. The process of deriving adaptive switching gain is performed by Lyapunov's direct method. A new adaptive control for direct-drive robot manipulators driven by PMSM in tracking application has been developed [23]. The control method has verified by the Lyapunov stability method. A robust adaptive controller is implemented to control a spacecraft simulator [24]. The proposed controller is designed based on nonlinear dynamics to overcome of model uncertainty. The stability of the robust adaptive controller is verified through Lyapunov's theorem. An observer-based robust controller with an adaptive mechanism designed by Lyapunov's method is proposed to control a robotic system [25]. A fuzzy adaptive sliding mode controller was derived for a class of multi-agent systems [26]. The stability of the closed-loop system is verified by Lyapunov's method. Quadratic Lyapunov functions are widely applied in the analysis of linear and nonlinear systems and the design of adaptive systems. One of the methods of designing adaptive systems is based on Lyapunov's stability method, which is widely used in designing stable MRAC systems. By using a new non-quadratic Lyapunov function (NQLF), new adaptive Laws for the MRAC scheme presented in literature [27]. The author used $e^t$ instead of $e^2$ signal for the tracking error, in the Lyapunov function and the new stable adaptive laws which contain $e^3$ signal derived. By using the same Lyapunov function, new adaptive law which uses the cube of the same error signal for robust adaptive scheme, dead zone modification, is presented [28]. A control scheme for the robust adaptive tracking based on MRAC via a switching non-quadratic Lyapunov function is proposed [29]. In this study, we intend to design the MRAC and Robust MRAC controller by considering a general form for the Lyapunov function candidate. In section (2), we introduce the mathematical model of the wing rock proposed in literature [13]. In the section (3) we design MRAC with Matched parameter uncertainty with a general Lyapunov function candidate. In the section (4) we design MRAC modifications known as sigma modification and e-modification with the Lyapunov function introduced in section (3) and in the section (5) some simulations have done to evaluate the performance of the MRAC and Robust MRAC designed in the previous sections.

2. WING ROCK DYNAMICS AND PHASE PLANE ANALYSIS

The wing rock phenomenon happens in the six DOF space, but the dominant feature of this motion can be demonstrated by a one DOF oscillation along the longitudinal axis of aircraft. The mathematical models of the wing rock presented in the literature were obtained by the least-square fitting method in the data of the wind tunnel test. In this section, we introduce the one DOF roll moment coefficient, the modified Hsu and Lan model, studied by Elzebda et al. [13]:

$$C_{rl}(\phi(t), \dot{\phi}(t)) = a_1\phi(t) + a_2\dot{\phi}(t) + a_3\phi(t)\dot{\phi}(t) + a_4\phi(t) + a_5\phi^2(t)$$

(1)

In Equation (1), $\phi(t)$ is the roll angle, $\dot{\phi}(t)$ is the roll rate, and $a_i$ are the roll moment coefficients obtained by fitting this expression to the numerical simulation gathered from wind tunnel test using the least square criteria. The following equation of motion is considered in literature [12-13]:

$$\ddot{\phi}(t) = \frac{\rho \omega_0^2 \beta h}{21a} C_{rl}(\phi(t), \dot{\phi}(t)) + D \dot{\phi}(t)$$

(2)
In Equation (2), \( \rho \) is the air density, \( S \) is the plan form area, \( U_m \) is the freestream speed, \( b \) is the chord, and \( I_{xx} \) is the wing mass moment of inertia around the midspan axis. The effect of bearing viscous damping presented by the last term. Let:

\[
E = \frac{\rho U_m^2 S b}{2 I_{xx}}
\]  

(3)

Substituting Equation (2) into Equation (1) yields:

\[
\dot{\phi}(t) = E a_1 \phi(t) + (Ea_2 + D)\phi(t) + E a_3 |\phi(t)|\phi(t) + E a_4 \dot{\phi}(t) + E a_5 \phi^3(t)
\]  

(4)

The values of \( E \) and the viscous damping coefficient, \( D \) is considered as follows:

\[
E = 0.354
\]  

(5)

\[
D = 0.001
\]  

(6)

The values of the roll moment coefficients \( a_i \), in the Equation (1) for different angles of attack are presented in Table 1.

Considering the initial condition \( \phi(0) = 1 \) (deg), \( \dot{\phi}(0) = 0 \) (deg/sec), and Angle of attack \( \alpha = 22.5 \) deg the uncontrolled motion of the wing rock phenomenon is presented in the Figures 1 to 4.

According to Figures 1 to 4, it is clear that although the initial condition is small, the roll angle develops into the limit cycle, which means that a small disturbance is sufficient to cause the wing rock oscillation. The mathematical control model for a single DOF wing rock phenomenon is considered as follows:

\[
\ddot{\dot{\phi}} = E a_1 \phi + (Ea_2 + D)\phi + E a_3 |\phi|\phi + E a_4 \dot{\phi} + E a_5 \phi^3 + d_0 \theta
\]  

(7)

In Equation (7), \( d_0 \) is the control effectiveness, and \( \theta \) is the control signal. Let \( x_1 = \phi \), \( x_2 = \dot{\phi} \). The state-space representation of Equation (2) becomes:

\[
\begin{align*}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= E a_3 x_2 + (E a_2 + D)x_2 + E a_4 |x_2| x_2 + E a_5 x_2^3 + d_0 \theta
\end{align*}
\]  

(8)

Equation (8) can be written in the matrix form as follows:

\[
\begin{align*}
\dot{\mathbf{x}}(t) &= \begin{bmatrix} 0 & 1 \\
E a_3 & (E a_2 + D) + E a_4 |x_2| + E a_5 x_2^2 \end{bmatrix}\mathbf{x}(t) + \begin{bmatrix} 0 \\
d_0 \theta \end{bmatrix}
\end{align*}
\]
\[
\begin{bmatrix}
\dot{x}_1(t) \\
\dot{x}_2(t)
\end{bmatrix} = 
\begin{bmatrix}
0 & 1 \\
-E_{a1} & E_{a2} + D
\end{bmatrix} 
\begin{bmatrix}
x_1(t) \\
x_2(t)
\end{bmatrix} + 
\begin{bmatrix}
0 \\
E_{a2}
\end{bmatrix} r(t) + 
\begin{bmatrix}
x_2(t)
\end{bmatrix} d(t)
\]  
\tag{9}

3. MRAC DESIGN FOR MIMO SYSTEMS WITH MATCHED UNCERTAINTY

In this section, we design an MRAC controller with general stable adaptive laws for a class of nonlinear systems with parametric uncertainty. We consider a MIMO system in the form of Equation (10):

\[
x(t) = Ax(t) + BA(u(t) + M(\mu(x(t))))
\]  
\tag{10}

where in Equation (10), \(x(t) \in \mathbb{R}^n\) is the system state vector, \(A \in \mathbb{R}^{n \times n}\) is supposed to be constant and unknown, \(B \in \mathbb{R}^{n \times m}\) is constant and known, \(A \in \mathbb{R}^{n \times m}\) is an unknown constant matrix, and it is supposed to be diagonal with strictly positive elements, \(u(t) \in \mathbb{R}^m\) is the control input, we assume that the pair \((A, B)\) is controllable. In general, \(M(x(t)) : \mathbb{R}^n \to \mathbb{R}^m\) is an unknown vector function whose components are functions of \(x(t)\), it is supposed that \(M(x(t))\) could be written in the form of Equation (11):

\[
M(x(t)) = \theta^T(t)\mu(x(t))
\]  
\tag{11}

In Equation (11), \(\theta(t) \in \mathbb{R}^{n \times m}\) is an unknown matrix with constant coefficients, and \(\mu(x(t)) \in \mathbb{R}^n\) is an \(n\)-dimensional regressor vector:

\[
\mu(x(t)) = 
\begin{bmatrix}
\mu_1(x(t)), \mu_2(x(t)), \mu_3(x(t)), \ldots, \mu_N(x(t))
\end{bmatrix}^T
\]  
\tag{12}

Equation (11) represents the matched parametric uncertainty of the system. We consider the following reference model:

\[
x_m(t) = A_m x_m(t) + B_m r(t)
\]  
\tag{13}

In Equation (13), \(A_m\) is a model reference Hurwitz matrix, and \(r(t)\) is a bounded reference command. We consider the following definition:

\[
\hat{x}(t) = x(t) - x_m(t)
\]  
\tag{14}

Without having parametric uncertainty which means that \(A\) and \(A\) are known, we use the following ideal fixed gain control law:

\[
u(t) = K_x^T \hat{x}(t) + K_r^T r(t) - \theta^T(t)\mu(x(t))
\]  
\tag{15}

Using Equations (15) and (10), yields:

\[
\dot{x}(t) = Ax(t) + BA[K_x^T \hat{x}(t) + K_r^T r(t)] = (A + BA)K_x^T \hat{x}(t) + BA K_r^T r(t)
\]  
\tag{16}

**Assumption:** Given matrices \(A\) and \(B\) and an unknown matrix \(A\), there must exist unknown matrices \(K_x\) and \(K_r\) to satisfy Equation (17):

\[
A_m = A + BA K_x^T, \quad B_m = BA K_r^T
\]  
\tag{17}

Now control input is chosen as follows:

\[
u(t) = K_x^T \hat{x}(t) + K_r^T r(t) - \theta^T(t)\mu(x(t))
\]  
\tag{18}

Using Equations (18), (10), and (11) yields:

\[
\dot{x}(t) = (A + BA)K_x^T \hat{x}(t) + BA (K_x^T \hat{x}(t) r(t) - (\theta(t) - \theta)^T(t)\mu(x(t)))
\]  
\tag{19}

Subtracting Equation (13) from Equation (19), yields:

\[
\dot{x}(t) = (A + BA)K_x^T \hat{x}(t) + BA (K_x^T \hat{x}(t) r(t) - (\theta(t) - \theta)^T(t)\mu(x(t)))
\]  
\tag{20}

The parameter estimation errors are defined as follows:

\[
\begin{bmatrix}
\vartheta(t) \\
\vartheta_x(t) \\
\vartheta_r(t)
\end{bmatrix} = \begin{bmatrix}
\hat{x}(t) \\
\hat{x}_x(t) - K_x \\
\hat{x}_r(t) - K_r
\end{bmatrix}
\]  
\tag{21}

Substituting Equation (22) into Equation (21) yields the tracking error dynamics:

\[
\dot{\vartheta}(t) = (A + BA)K_x^T \hat{x}(t) + BA (\hat{x}_x(t) r(t) - (\theta(t) - \theta)^T(t)\mu(x(t)))
\]  
\tag{22}

We consider a general quadratic Lyapunov function candidate in the form of Equation (24):

\[
V = f(\hat{x}^T(t) P \hat{x}(t)) + tr(\hat{x}_x(t) P^{-1} \hat{x}_x(t) + \hat{x}_r(t) P^{-1} \hat{x}_r(t) + \theta^T(t) P^{-1} \theta(t) | A)
\]  
\tag{23}

In Equation (24), \(f\) is a scalar function, which is strictly increasing \(f' > 0\) with \(f(0) = 0\), and it is supposed to be continuously differentiable \((f \in C^1)\). \(\Gamma_x, \Gamma_r, \Gamma_0\) are symmetric positive definite matrices denote the rates of adaptation. \(P\) is the symmetric positive definite matrix which is the unique solution of the algebraic Lyapunov equation with symmetric positive definite matrix \(Q\):

\[
A_m^T P + P A_m = -Q
\]  
\tag{25}

The first time derivative of the Lyapunov function becomes:

\[
\dot{V} = d(\hat{x}^T(t) P \hat{x}(t)) + 2 tr(\hat{x}_x^T(t) P^{-1} \hat{x}_x(t) + \hat{x}_r^T(t) P^{-1} \hat{x}_r(t) + \theta^T(t) P^{-1} \theta(t) | A)
\]  
\tag{26}

Using the chain rule for simplifying the time derivative yields:

\[
\dot{V} = \frac{d(\hat{x}^T(t) P \hat{x}(t))}{d(\hat{x}^T(t) P \hat{x}(t))} + 2 tr(\hat{x}_x^T(t) P^{-1} \hat{x}_x(t) + \hat{x}_r^T(t) P^{-1} \hat{x}_r(t) + \theta^T(t) P^{-1} \theta(t) | A)
\]  
\tag{27}
The first term of Equation (27) can be written as follows:

\[
\dot{V} = \left( \dot{x}^T(t) \dot{P} \dot{x}(t) + \ddot{x}^T(t) \ddot{P} \dot{x}(t) \right) \frac{d(x^T(t)P(t)x(t))}{dx^T(t)P(t)x(t)} + \\
2 \text{tr} \left( R_f(t) \Gamma_f^{-1} \dddot{R}_f(t) + R_f(t) \Gamma_r^{-1} \dddot{R}_r(t) + \\
\dot{\theta}(t) \Gamma_r^{-1} \dddot{\theta}(t) \right) \Lambda.
\]  

(28)

Evaluating Equation (28) along the trajectory of the error dynamics Equation (23) yields:

\[
\dot{V} = - \left( \ddot{x}^T(t) Q \ddot{x}(t) \right) \frac{d(x^T(t)Q(t)x(t))}{dx^T(t)Q(t)x(t)} + \\
2 \text{tr} \left( R_f(t) Q \Gamma_f^{-1} \dddot{R}_f(t) + R_f(t) Q \Gamma_r^{-1} \dddot{R}_r(t) + \\
\dot{\theta}(t) Q \Gamma_r^{-1} \dddot{\theta}(t) \right) \Lambda.
\]  

(29)

Applying the vector-trace identity:

\[
\dot{w}^T z = tr(zw^T)
\]  

(30)

Yields:

\[
\dot{x}^T(t) P B A \dddot{R}_f(t) x(t) = \frac{d(x^T(t)P(t)x(t))}{dx^T(t)P(t)x(t)} + \\
\text{tr} \left( R_f(t) \dddot{R}_f(t) P \dot{x}(t) \right) \frac{d(x^T(t)P(t)x(t))}{dx^T(t)P(t)x(t)} + \\
\dot{\theta}(t) \dddot{\theta}(t) \Gamma_r^{-1} \Lambda.
\]  

(31)

Using Equations (29) and (31) and Collecting similar terms yields:

\[
\dot{V} = - \dddot{x}^T(t) Q \dddot{x}(t) \frac{d(x^T(t)Q(t)x(t))}{dx^T(t)Q(t)x(t)} + \\
2 \text{tr} \left( R_f(t) \dddot{R}_f(t) x(t) + R_f(t) \dddot{R}_r(t) \right) \frac{d(x^T(t)P(t)x(t))}{dx^T(t)P(t)x(t)} + \\
\dot{\theta}(t) \dddot{\theta}(t) \Gamma_r^{-1} \Lambda.
\]  

(32)

Choosing the following MRAC adaptive laws:

\[
\dddot{R}_f(t) = \dddot{R}_f(t) - R_f \dot{x}(t) x^T(t) P B \frac{d(x^T(t)P(t)x(t))}{dx^T(t)P(t)x(t)} + \\
\dot{\theta}(t) \Gamma_r^{-1} \dddot{\theta}(t) \Lambda.
\]  

(33)

\[
\dot{\dot{\theta}}(t) = \dot{\theta}(t) - \dot{\theta}(t) = \Gamma_0 \ddot{x}(t) x^T(t) P B \frac{d(x^T(t)P(t)x(t))}{dx^T(t)P(t)x(t)}
\]

Yields:

\[
\dot{V} = - \dddot{x}^T(t) Q \dddot{x}(t) \frac{d(x^T(t)Q(t)x(t))}{dx^T(t)Q(t)x(t)} \leq 0
\]  

(34)

Equation (34) proves uniform ultimate boundedness of \( \dddot{x}(t) \). \( \dddot{R}_f(t) \), \( \dddot{R}_r(t) \), \( \dddot{\theta}(t) \). Since \( r \) is a bounded command and \( A_m \) is Hurwitz matrix, then \( x_m \) is bounded. Using Equation (14) \( x = x + x_m \), we can conclude that \( x \) is a bounded signal. We know that the ideal control gains \( K_\alpha \), \( K_r \), \( \theta \) are constant, therefore using the fact that \( \dddot{R}_f(t) \), \( \dddot{R}_r(t) \), \( \dddot{\theta}(t) \) are bounded, then using Equation (22) implies that \( \dddot{R}_f(t) \), \( \dddot{R}_r(t) \), \( \dddot{\theta}(t) \) are bounded. Calculating the second time derivative of the Lyapunov function yields:

\[
\dot{V} = - \dddot{x}^T(t) Q \dddot{x}(t) \frac{d(x^T(t)Q(t)x(t))}{dx^T(t)Q(t)x(t)} - \\
2 \text{tr} \left( R_f(t) Q \Gamma_f^{-1} \dddot{R}_f(t) x(t) + R_f(t) Q \Gamma_r^{-1} \dddot{R}_r(t) \right) \frac{d(x^T(t)P(t)x(t))}{dx^T(t)P(t)x(t)} + \\
\dot{\theta}(t) \dddot{\theta}(t) \Gamma_r^{-1} \Lambda,
\]  

(35)

We know that every continuously differentiable function \( f \in C^1 \) on a compact set is Lipschitz which has a bounded derivative (Appendix A). 1-Lipschitz condition yields 2-Lipschitz which guarantees the boundedness of the second time derivative (Appendix B). We can conclude that the second time derivative of the Lyapunov function is bounded:

\[
\dot{V} < \infty
\]  

(36)

Equations (34) and (36) indicate that \( \dot{V} \) is uniformly continuous of time. Since \( V \) is lower bounded and \( \dot{V} \leq 0 \), \( V \) is uniformly continuous then using Barbalat’s lemma [30], yields:

\[
\lim_{t \to \infty} \dot{V} = \lim_{t \to \infty} - \dddot{x}^T(t) Q \dddot{x}(t) \frac{d(x^T(t)Q(t)x(t))}{dx^T(t)Q(t)x(t)} = 0
\]  

(37)

We know that \( \frac{d(x^T(t)P(t)x(t))}{dx^T(t)P(t)x(t)} > 0 \), therefore:

\[
\lim_{t \to \infty} - \dddot{x}^T(t) Q \dddot{x}(t) = 0 \quad \text{and} \quad \lim_{t \to \infty} \|x(t) - x_m(t)\| = 0
\]  

(38)

We prove that the tracking error globally uniformly asymptotically tends to zero. The general adaptive law Equation (33) can be considered as an adaptive law with variable adaptation gains, \( \Gamma = \Gamma \frac{d(x^T(t)P(t)x(t))}{dx^T(t)P(t)x(t)} \) which yields:

\[
\dddot{R}_f(t) = - \Gamma_\alpha \ddot{x}(t) x^T(t) P B \frac{d(x^T(t)P(t)x(t))}{dx^T(t)P(t)x(t)}
\]

(39)
4. ROBUST MRAC SCHEMES

4.1. σ – Modification  

We consider a class of MIMO uncertain systems with matched parametric uncertainty subjected to a bounded external disturbance as follows:

\[ \dot{x}(t) = Ax(t) + BA[u(t) + \theta^T\mu(x)] + \zeta(t) \]  

(40)

In Equation (40), \( x(t) \in \mathbb{R}^p \) is the state vector of the system, \( A \in \mathbb{R}^{n \times n} \) is a known matrix, \( B \in \mathbb{R}^{n \times m} \) is a known control matrix we assume that the pair \((A, BA)\) is controllable, \( u(t) \in \mathbb{R}^m \) is the control signal, \( \theta \in \mathbb{R}^{p \times m} \) is a matrix of unknown parameters, \( \mu(x) \in \mathbb{R}^p \) is the known regressor vector, which is a continuous Lipschitz function of \( x(t) \), and \( \zeta(t) \in \mathbb{R}^n \) is a bounded external disturbance. We consider the following reference model:

\[ \dot{x}_m(t) = A_m x_m(t) + B_mr(t) \]  

(41)

In Equation (41), \( A_m \in \mathbb{R}^{n \times n} \) is a known Hurwitz matrix, \( B_m \in \mathbb{R}^{n \times r} \) is assumed to be known, and \( r(t) \in \mathbb{R}^r \) is a bounded time-varying reference command.

**Assumption**: given matrices \( A \) and \( B \), there exist matrices \( K_x \) and \( K_r \), such that Equation (42) be satisfied.

\[ A_m = A + BAK_x^T \]  

(42)

\[ B_m = BAK_r^T \]

We use the control input \( u(t) \) as follows:

\[ u = K_x \tilde{x} + K_r \tilde{r} - \theta^T \mu(x) \]  

(43)

Subtracting Equation (41) from Equation (40) yields:

\[ \dot{x}(t) - \dot{x}_m(t) = Ax(t) + BA[u(t) + \theta^T\mu(x)] + \zeta(t) - A_m x_m(t) - B_mr(t) \]  

(44)

Substituting Equation (43) in Equation (44) and using Equation (42) gives:

\[ \dot{x}(t) - \dot{x}_m(t) = A_m \tilde{x}_m(t) - BA(\tilde{\theta}^T - \theta^T)\mu(x) + \zeta(t) - A_m x_m(t) \]  

(45)

Simplifying Equation (45) yields the tracking error dynamics:

\[ \dot{\tilde{x}} = A_m \tilde{x} - BA\tilde{\theta}^T\mu(x) + \zeta(t) \]  

(46)

The σ – Modification to the MRAC adaptive law is:

\[ \dot{\tilde{\theta}} = \Gamma(\mu(x)\tilde{x}^T BPB \frac{df(x^T(Px))}{dx^T(Px)}) \]  

(47)

In Equation (47), \( \sigma > 0 \) is the modification parameter. Now we consider the following radially unbounded Lyapunov function candidate:

\[ V(\tilde{x}, \tilde{\theta}) = \frac{1}{2}(\tilde{x}^T(t)Px(t)) + \text{tr}(\tilde{\theta}^T T_{\tilde{\theta}}^{-1}\tilde{\theta}) \]  

(48)

The first time derivative of the Lyapunov function candidates becomes:

\[ \dot{V}(\tilde{x}, \tilde{\theta}) = (\tilde{x}^T \dot{P}x + \tilde{x}^T P\dot{x}) \frac{df(x^T(Px))}{dx^T(Px)} + 2\text{tr}(\tilde{\theta}^T T_{\tilde{\theta}}^{-1}\tilde{\theta}) \]  

(49)

Using Equations (46) and (49) yields:

\[ \dot{V}(\tilde{x}, \tilde{\theta}) = \left[(\tilde{x}^T A_m^T - \mu(x)\tilde{\theta}^T + \zeta(t))P\right] \frac{df(x^T(Px))}{dx^T(Px)} + 2\text{tr}(\tilde{\theta}^T T_{\tilde{\theta}}^{-1} \left[\left(\mu(x)\tilde{x}^T PB \frac{df(x^T(Px))}{dx^T(Px)} - \sigma\tilde{\theta}\right)\right] A) \]  

(50)

Simplifying Equation (50) yields:

\[ \dot{V}(\tilde{x}, \tilde{\theta}) = \tilde{x}^T[A_m^T P + PA_m]\tilde{x} \frac{df(x^T(Px))}{dx^T(Px)} + 2\tilde{x}^T P\frac{df(x^T(Px))}{dx^T(Px)} \]  

(51)

Using the vector- trace identity Equation (30) and the algebraic Lyapunov equation:

\[ P \frac{df(x^T(Px))}{dx^T(Px)} = \frac{df(x^T(Px))}{dx^T(Px)} \]  

(52)

Equation (51) becomes:

\[ \dot{V}(\tilde{x}, \tilde{\theta}) = (-\tilde{x}^T Qx + 2\tilde{x}^T P\frac{df(x^T(Px))}{dx^T(Px)}) - 2\text{tr}(\tilde{\theta}^T \tilde{\theta}) \]  

(53)

Using:

\[ \tilde{\theta} = \tilde{\theta} + \theta \]  

(54)

Yields:

\[ \dot{V}(\tilde{x}, \tilde{\theta}) = -\tilde{x}^T Qx + 2\tilde{x}^T P\frac{df(x^T(Px))}{dx^T(Px)} - 2\text{tr}(\tilde{\theta}^T \tilde{\theta}) \]  

(55)

We use the Frobenius norm definition, and the Cauchy Schwarz inequality (51) presented as follows:

\[ \text{tr}(\tilde{\theta}^T \tilde{\theta}) = \sum_{i=1}^{n} \sum_{j=1}^{n} \tilde{\theta}_i \tilde{\theta}_j^T \leq \lVert \tilde{\theta} \rVert_F^2 \]  

(56)

The upper bound of the external disturbance and unknown parameters are considered as follows:

\[ \zeta_0 = \max{\lVert \zeta \rVert}_\infty \]  

(57)

Using Equations (56), and (57), Equation (55) can be written as follows:

\[ \dot{V}(\tilde{x}, \tilde{\theta}) \leq \lVert \lambda_{\text{min}}(Q) \rVert_2 \|x\|^2 + 2\lVert \tilde{x} \rVert_{\text{max}}(P)^\frac{df(x^T(Px))}{dx^T(Px)} - 2\text{tr}(\tilde{\theta}^T \tilde{\theta}) \]  

(58)

We use the following inequality:

\[ 2ab \leq a^2 + b^2 \]  

(59)

Equation (58) becomes:
\[
V(x, \hat{\theta}) \leq (-\lambda_{min}(Q)||x||^2 + 2||x||\lambda_{max}(P)z_0) d\left(\frac{s(t)z(t)}{d(t)z(t)}\right) - 2\sigma\|\hat{\theta}\|\alpha_{min} + \\
\sigma(|\tilde{\theta}|^2_F + ||\tilde{\theta}|^2_{\tilde{F}})||A||_F \\
= (-\lambda_{min}(Q)||x||^2 + 2||x||\lambda_{max}(P)z_0) d\left(\frac{s(t)z(t)}{d(t)z(t)}\right) - 2\sigma\|\hat{\theta}\|\alpha_{min} + \\
||A||_F + \sigma||\tilde{\theta}\|_{\tilde{F}}||A||_F \\
\]

If we choose:
\[-\lambda_{min}(Q)||x||^2 + 2||x||\lambda_{max}(P)z_0 \leq 0 \\
-\sigma\|\tilde{\theta}\|^2_F (2\alpha_{min} + ||A||_F) + \sigma||\tilde{\theta}\|_{\tilde{F}}||A||_F \leq 0\]

Or:
\[\Omega = \{(x, \hat{\theta}) : ||x|| < \frac{2\alpha_{min}(\Omega)\Lambda}{\lambda_{min}(\Omega)} \Lambda \|\hat{\theta}\|_F \leq \frac{\sqrt{2\alpha_{min}(\Omega)\Lambda}}{2\alpha_{min}(\Omega)\Lambda}\}

Then we have \(V \leq 0\) outside of the compact set \(\Omega\), and \(V > 0\) inside it. We prove that all signals in the closed-loop system are uniformly, ultimately bounded.

### 4. 2. e-Modification

By definition, the e-Modification to the MRAC adaptive law that estimates \(\hat{\theta}(t)\) is:
\[\hat{\theta} = \Gamma \left( \frac{d(s(t)z(t))}{d(t)z(t)} \right) (x^T PB - \alpha \|x^T PB\| \hat{\theta})\]

In Equation (63), \(\alpha > 0\) is the modification parameter. We consider the following radially unbounded Lyapunov function:
\[V(x, \hat{\theta}) = f(x^T(\hat{\theta})PS(t)) + \text{tr}(\hat{\theta}^T T^{-1} \hat{\theta})\]

The first time derivative of the Equation (64) becomes:
\[\dot{V}(x, \hat{\theta}) = \left(x^T \dot{P} x + x^T \dot{P} \hat{\theta} + \text{tr}(\hat{\theta}^T T^{-1} \dot{\theta})\right)\]

Using the tracking error dynamics Equation (46) yields:
\[\dot{V}(x, \hat{\theta}) = \left(x^T A_m x - \mu_x^T x^T \hat{A} \hat{B}^T \mu_x + \zeta^T \hat{P} s + \\
\hat{x}^T P A_m \hat{x} - B \hat{A} \hat{B}^T \mu_x + \zeta\right) d\left(\frac{s(t)z(t)}{d(t)z(t)}\right) + \\
2\text{tr}(\dot{\theta}^T T^{-1} (\Gamma \left( \frac{d(s(t)z(t))}{d(t)z(t)} \right) (x^T PB - \alpha \|x^T PB\| \hat{\theta}))\}

Simplifying Equation (66) gives:
\[\dot{V}(x, \hat{\theta}) = \left(x^T A_m P + P A_m \hat{x} d\left(\frac{s(t)z(t)}{d(t)z(t)}\right) + \\
2x^T PB \alpha \text{tr}(\hat{\theta} \mu_x x^T PB - \alpha \|x^T PB\| \hat{\theta})\right)\]

Same as the previous section using the vector- trace identity Equation (30) and the algebraic Lyapunov Equation (52) yields:
\[\dot{V}(x, \hat{\theta}) = (-x^T Q x + 2x^T P \hat{\theta}) d\left(\frac{s(t)z(t)}{d(t)z(t)}\right) - 2\alpha \|x^T PB\| \text{tr}(\hat{\theta} \hat{\theta} T A)\]

Using \(\hat{\theta} = \hat{\theta} + \hat{\theta}\):
\[\dot{V}(x, \hat{\theta}) = (-x^T Q x + 2x^T P \hat{\theta}) d\left(\frac{s(t)z(t)}{d(t)z(t)}\right) - 2\alpha \|x^T PB\| \text{tr}(\hat{\theta} T A A) - 2\alpha \|x^T PB\| \text{tr}(\hat{\theta} \hat{\theta} T A)\]

Using the Frobenius norm and the Cauchy Schwarz inequality (56) and the upper bound of the external disturbance and unknown parameters Equation (57), we have the following inequality:
\[\dot{V}(x, \hat{\theta}) \leq \\
\left[-\lambda_{min}(Q)||x||^2 + 2||x||\lambda_{max}(P)z_0 \right) d\left(\frac{s(t)z(t)}{d(t)z(t)}\right) - 2\alpha \|x^T PB\| ||\hat{\theta}||_{\hat{F}} ||A||_F - 2\alpha \|x^T PB\| ||\hat{\theta}||_{\hat{F}}||A||_F\]

Using Equation (59) gives:
\[\dot{V}(x, \hat{\theta}) \leq \\
\left[-\lambda_{min}(Q)||x||^2 + 2||x||\lambda_{max}(P)z_0 \right) d\left(\frac{s(t)z(t)}{d(t)z(t)}\right) + \\
2\alpha \|x^T PB\| ||\hat{\theta}||_{\hat{F}} ||A||_F + \alpha \|x^T PB\||\hat{\theta}||_{\hat{F}}^2 + \alpha ||x^T PB|| ||\hat{\theta}||_{\hat{F}}^2 + ||\hat{\theta}||_{\hat{F}}||A||_F \leq \left(-\lambda_{min}(Q)||x||^2 + \right) + \\
2\alpha \|x^T PB\| ||\hat{\theta}||_{\hat{F}} ||A||_F + \alpha \|x^T PB|| ||\hat{\theta}||_{\hat{F}}^2 + \alpha ||x^T PB|| ||\hat{\theta}||_{\hat{F}}^2 ||A||_F\]

If we choose:
\[-\lambda_{min}(Q)||x||^2 + 2||x||\lambda_{max}(P)z_0 \leq 0 \\
-\sigma\|\tilde{\theta}\|^2_F (2\alpha_{min} + ||A||_F) + \sigma\|\tilde{\theta}\|_{\tilde{F}}||A||_F \leq 0\]

Or:
\[\Omega = \{(x, \hat{\theta}) : ||x|| < \frac{2\alpha_{min}(\Omega)\Lambda}{\lambda_{min}(\Omega)} \Lambda \|\hat{\theta}\|_F \leq \frac{\sqrt{2\alpha_{min}(\Omega)\Lambda}}{2\alpha_{min}(\Omega)\Lambda}\}

Same as the previous section, we have \(V \leq 0\) outside of the compact set \(\Omega\), and \(V > 0\) inside it, and all signals in the closed-loop system are uniformly ultimately bounded.

### 5. SIMULATIONS

#### 5. 1. MRAC Scheme
In this section, the validity of the proposed general MRAC adaptive law is verified by considering an arbitrary Lyapunov function candidate. The value of the control effectiveness (uncertainty) is chosen as:
\[ d_0 = 1 \quad (74) \]

Considering the following initial conditions for the system states:
\[
\phi_0 = 5 \text{ deg} \quad P_0 = 0 \quad (\text{deg}) \quad \phi_0 = 3.75 \text{ deg} \quad P_0 = 0 \quad (\text{deg}) \quad \phi_0 = 0.
\]

The reference roll dynamics can be considered in the state-space form:
\[
\begin{bmatrix} \dot{\phi}_m \\ \dot{P}_m \end{bmatrix} = \begin{bmatrix} 0 & 1 \\ -\omega_n^2 & -2\beta_0 \end{bmatrix} \begin{bmatrix} \phi_m \\ P_m \end{bmatrix} + \begin{bmatrix} 0 \\ \omega_n^2 \end{bmatrix} r(t) \quad (76)
\]

We use the following parameters for damping and natural frequency and adaptation gains:
\[
\omega_n = -1. \quad \beta = 0.7
\]
\[
\Gamma_r = 1. \quad \Gamma_x = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}. \quad \Gamma_0 = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} \quad (77)
\]

Considering the scalar function:
\[ f(u) = (1 + u)^{(1+u)^2} - 1 \quad . \quad u \geq 0 \quad (78) \]

The first derivative of this function becomes:
\[ f'(u) = (1 + u)^{(1+u)^2} [(u + 1) + 2(u + 1)\ln(u + 1)] \quad (79) \]

It is clear that:
\[ f(0) = 0 \text{ and } \forall u \geq 0 \quad f'(u) > 0 \quad (80) \]

Given the fact that every quadratic term is equal or greater than zero, we use the following Lyapunov function candidate:
\[ V = (1 + \dot{x}^T(t)P\dot{x}(t))^{(1+x^T(t)P\dot{x}(t))} - 1 + \text{tr}(\dot{R}_x(t)\Gamma_x^{-1}\dot{R}_x(t) + \dot{R}_x(t)\Gamma_x^{-1}\dot{R}_x(t) + \Delta x_x(t)\Gamma_x^{-1}\Delta x_x(t)) \quad (81) \]

According to Equation (33), we have the following adaptive laws:
\[
\begin{align*}
\dot{\Delta}_x(t) &= -\Gamma_x x(t)\dot{x}^T(t)P\dot{x} + (1 + \\
&\dot{x}^T(t)P\dot{x}(t))^{(1+x^T(t)P\dot{x}(t))} \times (1 + \\
&\dot{x}^T(t)P\dot{x}(t))(1 + 2\ln(1 + \dot{x}^T(t)P\dot{x}(t)))
\end{align*} \quad (82)
\]

Simulation results presented in Figures 5 to 8:

**Figure 5. Roll Angle Tracking Performance**

**Figure 6. Zoomed Plot from Fig.1 (different initial conditions)**

**Figure 7. Roll Rate Tracking Performance**
5.2. Robust Mrac Schemes

In this section, the performance of the robust MRAC controllers with general adaptive law by considering an arbitrary Lyapunov function is evaluated. We use the values of the parameters corresponding to $\alpha = 22.5$ deg (Table 1) and considering the following matrices $Q, \Gamma$ and modification parameter as follows:

$$Q = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \Gamma = \begin{bmatrix} 100 & 0 & 0 \\ 0 & 100 & 0 \\ 0 & 0 & 100 \end{bmatrix}$$

(83)

$\sigma = 0.01, \alpha = 0.01$

The external disturbance $\xi(t)$ is modeled as a random process noise, uniformly distributed on the interval $[-2, 2]$. We consider the following radially unbounded Lyapunov function as follows:

$$V(\tilde{x}, \tilde{\theta}) = (1 + \tilde{x}^T(t)\tilde{P}(t))^{(1+\tilde{x}^T(t)\tilde{P}(t))} - 1 + \text{tr}(\tilde{\theta}^T\Gamma^{-1}\tilde{\theta})$$

(84)

Consequently, from Equation (47), we have the following adaptation law for $\sigma$ modification scheme:

$$\dot{\tilde{\theta}} = \Gamma(\mu(x)\tilde{x}^T\tilde{P}B\left(1 + \tilde{x}^T(t)\tilde{P}(t)\right)\left(1 + \tilde{x}^T(t)\tilde{P}(t)\right) + 2\text{Ln}(1 + \tilde{x}^T(t)\tilde{P}(t)) - \alpha|\tilde{x}^T\tilde{P}B\tilde{\theta}|)$$

(85)

According to Equation (63), we have the following adaptation law for $e$ modification:

$$\dot{\tilde{\theta}} = \Gamma\left(1 + \tilde{x}^T(t)\tilde{P}(t)\right)^{(1+\tilde{x}^T(t)\tilde{P}(t))} - 1 + \tilde{x}^T(t)\tilde{P}(t)\left(1 + 2\text{Ln}(1 + \tilde{x}^T(t)\tilde{P}(t))\right)\left(\mu(x)\tilde{x}^T\tilde{P}B - \alpha|\tilde{x}^T\tilde{P}B\tilde{\theta}|)$$

(86)

Simulation results presented in Figures 9 to 16:
6. CONCLUSION

In this study, we proposed a general adaptive laws for MRAC and Robust MRAC schemes. In the simple MRAC structure, the adaptive laws derived from these type of Lyapunov function could be considered as an adaptive law which derived from common quadratic Lyapunov function with variable adaptation gains. This method can be applied to design Dead-zone modification and projection-based MRAC systems. The proposed Lyapunov function can be applied to design adaptive controllers designed by the Lyapunov’s direct method.
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8. APPENDIX

8.1. Appendix A Let $\phi \neq M \subset \mathbb{R}^n$ be an open set, Let $\phi \neq N \subset M$ be a compact and convex set and let $f \in C^1(M, R)$ be a function. We prove that $f$ is Lipschitz on $N$, in other words there exists $\alpha > 0$ such that

$$|f(x) - f(y)| \leq \alpha \|x - y\| \quad \forall x, y \in N$$

By definition:

$$\rho(t): [0.1] \to N$$

$\rho$ is the line segment between $x, y$, so we have:

$$\rho(0) = x$$

$$\rho(1) = y$$

$$\rho'(t) = (y - x)$$

Since $N$ is convex so $\rho(t)$ lies entirely in $N$, hence in $M$. For $x, y \in N$ we have:

$$\|f(y) - f(x)\| \leq \int_0^1 \|Df(\rho(t))\rho'(t)\|dt \leq \int_0^1 \|Df(\rho(t))\|\|\rho'(t)\|dt$$

$$\int_0^1 \|Df(\rho(t))\|\|\rho'(t)\|dt \leq \int_0^1 \|Df(\rho(t))\|\|\rho'(t)\|dt$$

Since $N$ is compact and $\forall \epsilon \in C^0(M, \mathbb{R})$ so $\forall \epsilon \in C^0(N, \mathbb{R})$, $\|Df\|$ is bounded by some $\alpha$ on $N$ so:

$$\int_0^1 \|Df(\rho(t))\|\|\rho'(t)\|dt \leq \int_0^1 \|Df(\rho(t))\|\|\rho'(t)\|dt$$

Using (A.5) yields:

$$\int_a^b \|Df(\rho(t))\|\|\rho'(t)\|dt = \int_a^b \|Df(\rho(t))\|\|\rho'(t)\|dt$$

Using (A.6),(A.7),and (A.8) yields:

$$\|f(y) - f(x)\| \leq \alpha \|x - y\|$$

8.2. Appendix B

By definition:

$$[a, b] = \frac{[a(b) - 0])}{a - b}$$

Using mean-value theorem yields:

$$\tau \in (a, b) \to f'(\tau) = [a, b]$$

For $a < b < c$ we have:

$$[a, b] - [b, c] = [f'(\tau_i) - f'(\tau_j)] \leq \Delta a - c$$

Which proves boundedness of second-time derivative or 2-Lipschitz continuity of the function $f$. 
چکیده
روش مستقیم لیاپانف یک ابزار مهم طراحی سیستم‌های تطبیقی مدل مرجع و تطبیقی مقاوم می‌باشد. در حالی که تابع لیاپانف کاندید شامل دو دسته از عبارت‌های مربعی می‌باشد: اولین دسته شامل خطای تعقیب حالت و در حالت‌های خاص شامل خطای تعقیب حالت سیستم می‌باشد. دومین دسته شامل عبارت‌های مربعی خطای تعقیب محاسبه شده توسط کنترل‌کننده می‌باشد. برای طراحی سیستم‌های تطبیقی مدل مرجع و تطبیقی مقاوم پژوهشگران نیاز به انتخاب مدل مرجع و تطبیقی مقاوم به کار می‌رود. در این پژوهش، یکی از حالت‌های مربوط به انتخاب کنترل کننده به کار رفته‌اند. برای سیستم مدل مرجع، اثبات پایداری به صورت فراگیر سیستم حلقه بسته و برای الگوریتم‌های مقاوم و اثبات پایداری به صورت نسبی می‌باشد. در نهایت با هدف ارزیابی عملکرد کنترل‌کننده‌های مدل سیستمی در جریان آزادی پیدا و یک راه در نظر گرفته شده است.