IDENTIFYING OIL PADS IN HIGH SPATIAL RESOLUTION AERIAL IMAGES USING FASTER R-CNN
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ABSTRACT:

Deep learning (DL) methods are used for identifying objects in aerial and ground-based images. Detecting vehicles, roads, buildings, and crops are examples of object identification applications using DL methods. Identifying complex natural and man-made features continues to be a challenge. Oil pads are an example of complex built features due to their shape, size, and presence of other structures like sheds. This work applies Faster Region-based Convolutional Neural Network (R-CNN), a DL-based object recognition method, for identifying oil pads in high spatial resolution (1m), true-color aerial images. Faster R-CNN is a region-based object identification method, consisting of Regional Proposal Network (RPN) that helps to find the area where the target can be possibly present in the images. If the target is present in the images, the Faster R-CNN algorithm will identify the area in an image as foreground and the rest as background. The algorithm was trained with oil pad locations that were manually annotated from orthorectified imagery acquired in 2017. Eighty percent of the annotated images were used for training and the number of epochs was increased from 100 to 1000 in increments of 100 with a fixed length of 1000. After determining the optimal number of epochs the performance of the algorithm was evaluated with an independent set of validation images consisting of frames with and without oil pads. Results indicate that the Faster R-CNN algorithm can be used for identifying oil pads in aerial images.

1. INTRODUCTION

Recent advances in Artificial Intelligence (AI) techniques have led to relatively accurate and rapid detection of features or objects in aerial photographs. Deep learning (DL) methods, a part of AI techniques, are used for identifying objects in aerial and ground-based images (Ayyad et al., 2020). Automatic vehicle detection (Sowmya et al.,2018), straight road detection, building detection (Kavin Kumar D et al., 2018), crop monitoring (M. Ho et al., 2019) are few examples of object identification using DL methods. Identification of complex features such as biological or man-made materials of different shapes with poor contrast from their background continue to be a challenge in this field.

Oil pads are examples of complex features in aerial images. They are distributed across large geographic areas and their number will change depending upon the availability of the oil and its market price. Crude oil is one of the sources for big revenue generation in states like Texas, North Dakota and Wyoming (Baumeister et al., 2016). Wyoming ranked eighth in crude oil output in the United States in 2019. There are a lot of open spaces and wildlife migrate throughout the year in these spaces.

Figure 1. An example of an oil pad
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Oil pads established in these open spaces can impact the movement of wildlife. Therefore the ecologists, land use planners, and policy makers need up-to-date and accurate information about the geographic location of these oil pads. Figure 1 shows a portion of an aerial photograph containing an oil pad. The area of land is cleared for a drilling unit and there is an access road connecting the oil pad to the main road. These oil pads are constructed in various sizes, generally spanning across four or five acres. The mining unit looks like a cylindrical well in an aerial view.

Manual identification and mapping of oil pads in aerial photos are time consuming and prone to error. It is challenging to identify oil pads using classical pixel-based classification methods since they appear similar to the background soil (Moser et al., 2017). AI algorithms can be used for identifying oil pads in true color aerial images.

There are various DL-based object detection algorithms (Jiao et al., 2019) like YOLO (You Only Look Once) (Redmon et al., 2017), SSD (Single Shot MultiBox Detector) (Liu et al., 2019), Faster R-CNN (S. Ren et al., 2017). Faster R-CNN is used for detecting objects with the help of region proposal networks (S. Ren et al., 2017). Faster R-CNN requires less time for processing data, and it is also more accurate than its previous versions Fast R-CNN (Girshick et al., 2015) and R-CNN.

Xia et al., (2018) used Faster R-CNN to identify 15 objects in 2806 images and achieved an average accuracy of 60.5%. In the aerial images collected from different platforms and sensors, the objects were in a variety of shapes, scales, and orientations. In this study, the algorithm was trained with horizontal bounding box ground truth. Faster R-CNN was used to identify objects in complex battlefield environments and achieved an average accuracy of 94.2% (Xu et al., 2020). Faster R-CNN achieved an accuracy of 94.9% and recall of 95.4% while identifying self-blast glass insulator’s location in aerial images (Ling et al., 2019). Ho et al., 2019 successfully identified watermelons present with other complex objects in aerial images with Faster R-CNN. In this study, we tested Faster Faster R-CNN to identify oil pads in aerial images.

2. MATERIALS AND METHODS

2.1 The oil pad aerial image dataset

The images used in this study were downloaded from Wyoming Geographic Information Science Center at University of Wyoming (USA). These high spatial resolution (1m x 1m), true colour images were acquired in 2017. Each image contained several oil pads with one or more mining units. In addition to the oil pad other man-made structures such as storing units, vehicles, approaching roads were also present (Figure 2).

2.2 Dataset preparation and preprocessing

The original oil pad image contains multiple oil pads with different numbers of oil mining units, storing units, parking areas, other buildings, roads, and transporting vehicles (Figure 1). From the larger image that contained multiple oil pads, we cropped subset containing only one oil pad and a nearby storage unit. Next, the images were prepared for training and validation. The size of the cropped image is fixed as 256 x 256. The cropped images with a single oil pad (Figure 3) were used to train the deep learning algorithm.

In certain images there were multiple oil pads, and it was difficult to crop individual oil pads and surrounding features. This was due to the presence of other features like buildings, parking areas, more than one storage unit either by or very close to the target oil pad. In addition to this, in aerial images, it is very tough to manually differentiate the storing buildings, parking areas, oil pads containing more than one oil mining unit with oil pads containing single mining units. These images were excluded from the study.

2.3 Image annotation

The images used in this study (Figure 2) were geographically referenced i.e., each pixel on the image was encoded with its latitude and longitude coordinates (Geo-tagged images). ERDAS Viewfinder application (Saxena et al., 2015) is used to validate the cropped images created for the present work.

The latitude and longitude values corresponding to each oil pad were entered in Google Earth to confirm the interpretation. The spatial resolution of the Google Earth images was higher than the ones used in this study (Figure 4 a and b). Using this method, we selected images with a single oil pad from other buildings, which appeared like oil pads. As the original images have low resolution, it was challenging to identify the oil pad. Therefore, the bounding box was manually drawn while visually comparing with the high-resolution Google Earth images.

Figure 2. Oil pad used in the present work were parking area in red colour (left) and buildings in black colour (right).
The task of attaching metadata to a dataset is referred to as data annotation. Tags, images, and videos are typical examples of metadata. Including specific and precise tags is an important step in creating a dataset for the training of the supervised machine learning models. After sufficient annotated data were trained by a machine learning model, the algorithm may begin to recognize the same patterns which are present in new unannotated data. The most commonly used image annotations are bounding box, Polygon, Keypoint, Lines, and splines annotation (Padilla et al., 2020).

In the proposed work we use bounding box annotation. Bounding box annotation consists of square boxes, which were drawn on the images. The bounding box generally aids a machine learning model to identify the area inside the annotated box (Region of Interest (ROI)) as a discrete or target object form.

Figure 5(a) shows a sub-set image that displays one oil-pad. The bounding box annotation includes the ROI in our input images. In this example, we included a mining unit, cleared the area, and a road approaching near to the oil pad as ROI inside our bounding box (Figure 5b). The bounding box annotation for the oil pad used in this study is done by VGG annotation tool (Dutta et al., 2019), which is a free online image annotation software.

2.4 Faster R-CNN

Faster R-CNN is the modern technique from the family of R-CNN-based object detection algorithms. Faster R-CNN is less time-consuming than its previous versions Fast R-CNN and RCNN. The main difference between Faster R-CNN with its previous versions is the presence of a region proposal network (RPN) for generating the region of interest instead of selective search. In Faster R-CNN, the input image is fed into the convolutional neural network and then we get a corresponding feature map as the output of the convolutional neural network. Then we pass these feature maps through the Region Proposal Network (RPN) which gives the corresponding object proposals and finally using an object classification and bounding box regression, the feature maps are classified and the bounding boxes are predicted. The object detection of Faster R-CNN is divided into two stages. A region proposal algorithm using Region Proposal Network (RPN) and a Fast R-CNN as a detector network (Figure 6).

The first step of the algorithm in the region proposal network is also known as RPN. The task of the Region Proposal Network (RPN) is to predict the area where the object is possibly present. In this work, the object is an oil pad. The RPN is a sub-CNN network because we are performing some convolutional neural network tasks; here in this work we are using resnet50 (He et al., 2016). The output which is getting from this particular network is a feature and then from RPN we get a feature map with corresponding anchor boxes.

The region proposal network (RPN) starts with the input image. The input image of the oil pad is fed into a backbone convolutional neural network. ResNet 50 is used here as a backbone convolutional neural network. With the help of RPN, the algorithm finds out the area in which the oil pad is possibly present in the image. Finally, once you get the area where the object is present, the algorithm labels that area as foreground class. In this case, wherever the oil pad is present in an image, the algorithm labels it as foreground class and the area where the oil pad is not present is labeled as background class. Then the area where the oil pad is present and which is labeled as foreground class moves forward to the next step of the algorithm. The region proposal network is to find out the area where the object is present and the area where the object is absent with the help of anchor boxes. In the first step, it generates anchor boxes.

Anchor boxes are a set of predefined bounding boxes with some height and width. Here, we are using different sizes of anchor boxes because we want to capture objects of every size. The size of the oil pad varies with respect to the whole image. In our problem, we are using anchor boxes of different sizes, therefore we can detect oil pads of any size and shape. The anchor boxes are generated during convolution. From the feature map that we get after convolution, the network learns whether the oil pad is present in the input image or not, and also it learns the corresponding location and size of the oil pad in the image. The algorithm places a set of anchor boxes on the input images based on the location present in the output feature map from the backbone convolutional neural network. Once it generates anchor boxes the next step is to calculate the intersection over union (IoU).
IoU simply means the overlapped area of the ground truth box and the predicted box. If the overlapped area is more than 70%, then that object is detected by the algorithm. Otherwise, if the overlapping is less than 70% then the algorithm does not learn from that particular input. The anchor box with the higher IoU labeled as foreground class because the final task of RPN is to find out the area where the object is present and label it as foreground class.

Hence, the algorithm labels that area as a foreground class where the value of IoU greater than 70% and the area where other anchor boxes which have IoU less than 70% should label as background class. Therefore the algorithm tells the foreground class and background class based on IoU value. Finally, the anchor boxes which are labeled as foreground class go to the next step. The classifier finds out whether there is an object in the image and the task of the regressor is to draw a bounding box in the object which we classified and it refine the bounding box.

Faster R-CNN uses the object detection network which is almost the same as the one which is used in the Fast R-CNN (Girshick et al., 2015). That is why it is called a Fast R-CNN detector. Fast R-CNN detector also shares the same convolutional network as the backbone that is resnet50. In the ROI pooling the output of RPN are anchor boxes where the objects are present. In this step, we are using anchor boxes of different sizes. That means the output anchor boxes from RPN would be different in size because we are dealing with different sizes of oil pads. Here comes the significance of ROI. During the training of the region proposal network, it assigns two class labels for each anchor box either 0 or 1. By using IoU value it provides a binary class label for anchor box with oil pad and anchor box without oil pad. In the case of positive anchors, the algorithm considers two conditions, first one is the anchor boxes having the highest IoU value. Second is anchor boxes have more than 70% IoU value concerning the ground truth box. (Ming-Jui Ho et al., 2019)

The oil pad image and corresponding annotation information were passed as input data to the algorithm. The training dataset contains positive samples, i.e., images that contain oil pad. We adopted Resnet50 as backbone CNN which was pre-trained on image net. Stochastic gradient descent (SGD) (Qian et al., 2015) was used as the optimizer and Mean Absolute Error (MEA) (Myttenaere et al., 2015) was used as the loss function. The algorithm was trained with the number of epochs initially set at 100 and increased by increments of 100 until the final value of 1000. We fixed the epoch length as 1000 for all epochs. The train dataset contains 200 images and the validation images consist of 30 images with a lot of variation. Validation set contains 10 oil pad images, 10 non-oil pad images, and 10 abandoned oil pad images.

We used more variety of data for the validation set. The validation set consists of images with oil pad (Figure 7a), without oil pads (Figure 7b) and abandoned oil pads (Figure 7c). Abandoned oil pads appear similar to active ones (Figure 7a) but there is a little difference. The area of the land should be cleared. The shape of cleared land is almost the same as active oil pads. The main difference from the active oil pad is that the abandoned oil pads do not contain any kind of oil mining unit (Figure 7c).

Faster R-CNN is trained for different epochs. The performance of the trained model is evaluated using standard metrics such as accuracy (1), precision (2), recall (3), F1 score (4), and specificity (5). In the present work, we have two target classes: oil pad and non-oil pad.

Where the true positive (TP) indicates the number of oil pads successfully detected by the algorithm. True-negative (TN) indicates the number of non-oil pad objects that are correctly predicted as non-oil pads. False-positive (FP) means the number of non-oil pad objects that are wrongly detected as oil pads. False-negative (FN) means the number...
of oil pads that the algorithm did not recognize as an oil pad.

\[
\text{Accuracy} = \frac{TP + TN}{\text{Total number of test data}} \quad (1)
\]

\[
\text{Precision} = \frac{TP}{TP + FP} \quad (2)
\]

\[
\text{Recall} = \text{Sensitivity} = \frac{TP}{TP + FN} \quad (3)
\]

\[
\text{F1 Score} = 2 \cdot \frac{\text{Precision} \cdot \text{Recall}}{\text{Precision} + \text{Recall}} \quad (4)
\]

\[
\text{Specificity} = \frac{TN}{TN + FP} \quad (5)
\]

3. RESULT AND DISCUSSION

Table 1 shows the performance of the Faster R-CNN on high-resolution aerial images of oil pads and non-oil pads. From the table, we can understand that Faster R-CNN performs very well on 500 epochs. At the 500th epoch algorithm obtains an accuracy of 0.90 and precision of 0.90. This indicates that 90% of oil pads are correctly classified as oil pads. The ability of Faster R-CNN to detect a true oil pad is very high at 500 epochs. At the same time, the probability that the Faster R-CNN classifies a non-oil pad as an oil pad is very rare. We tested our model using different conditions and the results values are getting exactly the same as shown in the table 1.

Figure 8 shows a few examples of test results of oil pad images on the 500 epochs. The red box represents the oil pad identified by the proposed model. Almost in every case, the model performed very well. But, in the case of the image (Figure 8b), the model identified it as a non-oil pad because we couldn’t see any box on that image. That peculiar oil pad is slightly different from other oil pads because the approach roads and cleared areas are not visible much when compared with the images used for training the Faster R-CNN.

Figure 9 shows the test result of the Faster R-CNN model of non-oil pad images on the 500th epoch. We obtained the highest metrics for 500 epochs which is shown in table 1. The model predicted correctly in almost every case except in figure 9c. In these cases, the model gives false positives at the 500th epoch because the area inside the red box identified by the model contains ground features almost similar to an oil pad.

| Number Of epochs | Accuracy | precision | Recall | F1 Score | Specificity |
|------------------|----------|-----------|--------|----------|-------------|
| 100              | 0.70     | 0.70      | 0.70   | 0.70     | 0.70        |
| 200              | 0.85     | 0.81      | 0.90   | 0.85     | 0.80        |
| 300              | 0.85     | 0.81      | 0.90   | 0.85     | 0.80        |
| 400              | 0.85     | 0.81      | 0.90   | 0.85     | 0.80        |
| 500              | 0.90     | 0.90      | 0.90   | 0.90     | 0.90        |
| 600              | 0.85     | 0.88      | 0.80   | 0.84     | 0.90        |
| 700              | 0.70     | 0.83      | 0.50   | 0.62     | 0.90        |
| 800              | 0.75     | 0.77      | 0.70   | 0.73     | 0.80        |
| 900              | 0.50     | 0.50      | 0.40   | 0.44     | 0.60        |
| 1000             | 0.70     | 0.66      | 0.80   | 0.72     | 0.60        |

Table 1. Performance of Faster R-CNN evaluated using accuracy, precision, recall, F1 score and specificity on test data.
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Figure 9 shows the test result of the Faster R-CNN model of non-oil pad images on the 500th epoch. We obtained the highest metrics for 500 epochs which is shown in table 1. The model predicted correctly in almost every case except in figure 9c. In these cases, the model gives false positives at the 500th epoch because the area inside the red box identified by the model contains ground features almost similar to an oil pad.

![Image](https://example.com/image1)

Figure 10. A sample test result of abandoned oil pad images on (a) Test image contains abandoned oil pad and algorithm predicted it correctly (b) Test image contains abandoned oil pad and algorithm predicted it correctly (c) Test image contains abandoned oil pad and algorithm predicted it correctly
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Figure 11. A sample test result of non-oil pad images on different epoch (a) Test image (b) Test result at 200th epoch (c) Test result at 400th epoch (d) Test result at 500th epoch (e) Test result at 600th epoch (f) Test result at 1000th epoch

Figure 10 shows the sample test result of abandoned oil pad images on the 500th epoch. In every case, the Faster R-CNN predicted correctly. Figure 11 shows sample test results of non-oil pad images in different epochs. The test image is shown in Figure 11a representing a non-oil pad image in testing data. The red box is identified by the model during testing. In this particular image, the model gives false-positive results throughout every epoch. Hence, the algorithm fails in this condition, where the ground texture of some areas is the same as an oil pad. When analyzing the area inside the identified box (red box), it is observed that texture features within the detected region match with the oil pad regions given during training.

4. CONCLUSION AND FUTURE WORK

Our results indicate that the algorithm must be trained for 500 epochs to achieve highest detection accuracy. Increasing the number of epochs beyond 500 decreased the detection accuracy. Next, we plan to incorporate aerial images acquired in 2015 and 2019 and simultaneously detect multiple oil pads.
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