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We analyze the communication utility of a single quantum system when the sender and receiver share neither any entanglement nor any classical shared randomness. To this aim, we propose a class of two-party communication games that cannot be won with a noiseless 1-bit classical channel, whereas the goal can be perfectly achieved if the channel is assisted by classical shared randomness. This resembles an advantage similar to the quantum superdense coding phenomenon where pre-shared entanglement can enhance communication utility of a perfect quantum communication line. Quite surprisingly, we show that a qubit communication without any assistance of classical shared randomness can achieve the goal, and hence establishes a novel quantum advantage in the simplest communication scenario. In pursuit of a deeper origin of this advantage we show that an advantageous quantum strategy must invoke quantum interference both at the encoding step by the sender and at the decoding step by the receiver. A subclass of these games can be won deterministically if the sender communicates some non-classical toy systems described by symmetric polygonal state spaces. We then proceed to design a variant of the game that can be won neither with 1-bit communication nor with a polygon system, but 1-qubit communication yields a perfect strategy, establishing a strict quantum nature of the advantage. To this end, we show that the quantum advantages are robust against imperfect encodings-decodings, making the protocols implementable with presently available quantum technologies.

I. INTRODUCTION

Present day digital era depends crucially on reliable transfer of information among distant locations through several advanced means, such as cellular, internet, and satellite communications. Foundation of modern communication theory was established in the seminal work of Claude E. Shannon, who modeled the physical devices to store and transfer information as classical objects [1]. Advent of quantum information theory [2], also recognized as ‘the second quantum revolution’ [3], identifies novel uses of non-classical features of quantum systems to devise exotic information and communication protocols that are advantageous over their classical counterparts and in some cases impossible with classical resources [4–10]. Over the last few decades, hands-on uses of quantum resources have been reported in a number of crucial experiments (see [11–14] and references therein), and with every passing day quantum technology is stepping out of mere academic interests to more practical uses [15–17]. These consequently motivate search for more-and-more novel communication protocols where quantum resources exhibit advantage over their classical counterparts.

The simplest communication scenario involves two distant parties – a sender (Alice) and a receiver (Bob) – where Alice aims to transmit some message to Bob by sending some physical systems. The pioneering ‘quantum superdense coding’ protocol establishes the first nontrivial quantum advantage in such a communication scenario by showing that quantum entanglement, preshared between sender and receiver, can double the classical communication capacity of a perfect qubit channel [4]. This is quite striking, as, in such a scenario, quantum entanglement by its own has no communication utility, and according to the fundamental no-go theorem of Holevo [18], the communication capacity of a perfect qubit channel alone is the same as the capacity of a perfect one bit classical channel. Recently, the no-go implication of Holevo has been strengthened further by Frenkel & Weiner while evaluating the communication utility of a quantum system in absence of preshared entanglement [20]. While in Holevo’s theorem, communication utility is measured in terms of the mutual information between the random variable the sender intends to send and the random variable the receiver obtains after the channel action, Frenkel & Weiner quantify a channel’s utility through a generic reward function rather than only mutual information and still establish that the communication utility of an n-level quantum system is the same as that of an n-level classical system.

Contribution of the present work starts with the following pivotal observation: while quantum entanglement and classical shared randomness both have zero communication utility on their own, the no-go results
in [18, 20] consider the former to be a costly resource, and hence not allowed to be preshared between the parties, whereas the latter is freely available between them. This assumption is supported by the general practice within the study of Bell’s nonlocality [21–23], wherein classical shared randomness is considered to be free as they result only in ‘local’ correlations, while quantum entanglement can result in puzzling ‘nonlocal’ correlations [24–26]. However, it is important to note that to create classical shared randomness between two distant parties, classical communication is a necessary resource, and hence in this work we will consider it to be a costly resource. A number of works in other branches of research [27–29] as well as in quantum information theory [30–32] already exist where nontrivial utilities of classical shared randomness have been pointed out.

**Major findings of the present work**

We investigate the simplest communication scenario involving only two parties. Like Frenkel & Weiner [20], we consider general reward function(s) to quantify communication utility of the physical system transferred from the sender to the receiver, but unlike them we assume that no classical shared randomness is preshared between the parties. Our main findings are the following:

(i) First, we propose a class of two-party games denoted as $\mathbb{H}^n(\gamma_1, \cdots, \gamma_n)$, where a game is specified by the parameters $\gamma_i \geq 0$ with $\sum \gamma_i = 1$. The special case where all the $\gamma_i$’s are equal, will be designated with the simplified notation $\mathbb{H}^n(1/n)$. We show that only a measure zero subclass of these games can be won perfectly if 1-bit of classical communication is allowed from the sender (Alice) to the receiver (Bob). However, all such games can be won deterministically if the classical communication line is assisted by additional shared randomness. Following the quantum superdense coding phenomenon, wherein the single-shot communication utility of a perfect quantum channel is enhanced by the assistance of quantum correlation (entanglement), we call this the ‘classical superdense coding’ phenomenon.

(ii) We then show that a class of aforesaid games are perfectly winnable with 1-qubit communication from Alice to Bob that are otherwise not winnable with 1-bit of classical communication. This establishes a novel communication utility of quantum system over its classical counterpart. To identify the origin of quantum advantage we further prove two no-go results. We show the simultaneous use of quantum interference at the encoding step by Alice and at the decoding step by Bob is necessary for this particular advantage.

(iii) We analyze the communication utility of a class of toy models, know as the polygon models [33]. Like two-level classical (bit) and quantum (qubit) systems, all these models allow at most two perfectly distinguishable states. However, with the help of our proposed game we show that communication utility of all the even-gons is strictly greater than the two-level classical system.

(iv) We then propose a stricter version of the aforesaid game which we denote as $\mathbb{H}^n(1/(n - 1))$. We prove that the $\mathbb{H}^4(1/3)$ game cannot be won perfectly with 1-bit of classical communication even when assisted with 1-bit of shared randomness. More shared randomness is required to achieve the goal. This provides further justification to consider shared randomness as a costly resource.

(v) Interestingly, we then show that $\mathbb{H}^4(1/3)$ game can be won with 1-qubit communication even without any assistance of classical shared randomness. Furthermore, no polygon system provides a perfect strategy for this game, making the advantage quantum sensitive.

(vi) Finally, we analyze the robustness of the quantum protocols to noise, so that this newly obtained communication advantage of quantum system can be tested with imperfect experimental devices.

While presenting our results, we discuss several implications and compare them with the already existing results that are relevant. Before moving to the technical proofs of our results, in the following section we discuss several possible communication scenarios involving two parties which will be required to appreciate the novelty of our results.

## II. PRELIMINARIES: THE SET UP

While studying two-party communication tasks the following three distinct scenarios can be considered:

**A. Holevo - Frenkel & Weiner (H-FW) scenario,**

**B. Wiener - Ambainis, Nayak, Ta-Shma, & Vazirani (W-ANTV) scenario,** and

**C. Bell scenario.**

To achieve the said input-output correlation, Alice and Bob may be given access to different types of resources. The additional resources Alice and Bob can have to
optimize their payoff can be classified into two broad categories.

**Type-1 (Common-past resources):** Alice and Bob meet in their common past before the game starts and share some correlated systems which they may use later to optimize their payoff. In literature, generally three different kinds of resources are considered:

- $C_{p1}$: Classical shared randomness which we will sometimes call just shared randomness,
- $C_{p2}$: Quantum entanglement [34] which can yield puzzling ‘nonlocal’ correlations, and
- $C_{p3}$: Beyond quantum nonlocal correlations, eg. the Popescu-Rohrlich (PR) correlation [35].

**Type-2 (Direct-communication resources):** Alice takes some physical system and encodes her message in different (allowed) states of the system. She then allows the system to come in possession of the other party who may perform some measurement to obtain an outcome and accordingly optimize the required payoff. In this work, we will analyze three different kinds of systems:

- $D_{c1}$: Classical systems with state space described by a simplex, eg. a two-level classical system or a bit,
- $D_{c2}$: Quantum systems with state space $D(\mathbb{C}^d)^3$, eg. a qubit when $d = 2$, and
- $D_{c3}$: Some hypothetical system with a convex state space [36], eg. polygon systems [33].

All three scenarios – H-FW, W-ANTV, and Bell scenario – are important to analyze the communication utilities of the Common-Past and Direct-Communication resources described above, whether physical or hypothetical. In the following we briefly discuss each of the scenarios to make the distinctions among them clear.

A. H-FW Scenario

This is the most basic scenario involving two-party communication. Although the study of communication using classical systems within this scenario originally started in the seminal work of Shannon [1], in the quantum domain it was introduced by Holevo (H) to understand the limitations of information transmission by a quantum channel [18]. More recently, Frenkel & Weiner (FW) have proposed a generalization of this framework [20]. Suppose, Alice and Bob are two distant parties. A Referee provides Alice some classical random variable $x \in \mathcal{X}$, while Bob needs to generate some classical random variable $b \in \mathcal{B}$ and return it back to the Referee, who accordingly gives them some payoff $\beta : \mathcal{X} \times \mathcal{B} \mapsto \mathbb{R}$ (see Fig.1).

While none of the Type-1 resources has communication utility on their own in the H-FW scenario, to create a resource of the kind $C_{p1}$ Alice and Bob must communicate to each other if they do not meet in their common past. On the other hand, effects of the resource of kind $C_{p2}$ can be simulated with sufficient classical communication between Alice and Bob [38, 39]. However, the resource of the kind $C_{p2}$, i.e. quantum entanglement, cannot be created with local operations and classical communication (LOCC) between Alice and Bob [34]. The only way they can possess it is by preparing it in their common past or if it is given by some third agent.

Although Type-1 resources have zero communication utility, they can enhance communication utility of the Type-2 resources. The seminal example is the ‘quantum superdense coding’ protocol, which shows that preshared entanglement between Alice and Bob can double the classical communication capacity of a perfect quantum channel [4] (see [40–42] for experimental implementations of the protocol). Later, it has been shown that entanglement can increase the classical capacity of some noisy quantum channels by an arbitrarily large constant factor over their best known classical capacity achievable without entanglement [43]. Very recently, it has been shown that entanglement can also enhance communication utility of a perfect classical channel [44], within this H-FW scenario. Furthermore, the assistance of post quantum correlation in this case turns out to be more useful than quantum entanglement. Here we note that the success probability of the game proposed in [44]
with the resource of 1 bit of classical communication along with some generic no signaling (NS) correlation scales linearly with the famous Clauser-Horne-Shimony-Holt (CHSH) expression [45] (see Appendix A).

In this H-FW communication scenario, the celebrated no-go result by Holevo limits the information capacity of an n-level quantum system by the optimal value achievable with an n-level classical system [18]. While in Holevo’s theorem the utility is calculated through an entropic quantity, namely the mutual information I(\mathcal{A} : \mathcal{B}) between Alice’s input random variable and Bob’s output random variable, Frenkel & Weiner evaluate how successfully Alice and Bob can manage to store and recover the value of \( x \in \mathcal{X} \) by requiring Bob to specify a value \( b \in \mathcal{B} \) and giving a generic reward of value \( f(x, b) \) to the team. They have shown that whatever the probability distribution of \( x \) and the reward function \( f \) are, when using a quantum n-level system, the maximum expected reward obtainable with the best possible team strategy is equal to that obtainable with the use of a classical n-level system. Furthermore, like Shannon’s Noisy Channel Coding Theorem, Holevo’s theorem captures channel’s capacity of reliable transmission rate in the asymptotic limit, while with a single use of the channel things can go differently. Therefore, the result of Frenkel & Weiner should be seen as an independent no-go theorem while evaluating the communication utility of a quantum system.

It is important to note that Frenkel & Weiner, while deriving their no-go result, consider classical shared randomness (\( C_p \)-1 resource of Type-1) as free, i.e. Alice and Bob can have arbitrary amount of shared randomness in their possession (see also [46]). We have already seen that \( C_p \)-2 and \( C_p \)-3 resources of Type-1 can empower communication utility of different resources of Type-2 [4, 40–44]. It is, therefore, a natural question to analyze the communication utility of different resources of Type-2 in absence of \( C_p \)-1 resource of Type-1, i.e. shared randomness. It is precisely this question that the present work aims to address.

B. W-ANTV Scenario

This scenario in more involved and also distinct from the earlier scenario. In this case, the Referee provides random variables \( x \in \mathcal{X} \) and \( y \in \mathcal{Y} \) to Alice and Bob, respectively and only Bob needs to return an output random variable \( b \in \mathcal{B} \). Accordingly, they will be given some payoff \( \beta : \mathcal{X} \times \mathcal{Y} \times \mathcal{B} \to \mathbb{R} \). Generally, \( \mathcal{Y} \) is considered to be a set of queries regarding \( \mathcal{X} \) (see Fig.2). Random Access Codes (RACs) are the canonical examples of tasks that fit perfectly within this scenario. In a RAC task, the sender encodes a data set – typically a string of input bits – onto a physical system of bounded dimension and transmits it to the receiver, who then attempts to guess a randomly chosen part of the sender’s data set – typically one of the sender’s input bits. While the protocol was first introduced by Wiesner (W) by the name conjugate coding [47], the study drew renewed interest nearly two decades later when it was rediscovered by Ambainis, Nayak, Ta-Shma, and Vazirani (ANTV) [48, 49].

Interestingly, in this scenario, communication utility of a qubit (\( D_2 \)-2 resource of Type-2) has been shown to be more than a classical bit (\( D_1 \)-1 resource of Type-2), even in absence of any kind of Type-1 resources [47–49]. Subsequently, several variants of this task have been studied leading to interesting foundational implications [50–57]. Furthermore, in this scenario, it has also been shown that a resource of Type-1 can empower the communication utility of a resource of Type-2 [58–61]. At this point, we would like to point out that the claim ‘stronger correlations than dense coding with the same quantum resources’ made in Ref.[61] is not a bona fide one. This is because the authors in [4] and in [61] address utilities of quantum resources in completely different scenarios. In W-ANTV scenario, it has also been shown that post quantum nonlocal correlations can empower classical communication arbitrarily, making communication complexity trivial [62–64]. Nonetheless, all these works add more justification to the question that we aim to address in this present paper.

C. Bell Scenario

In this case both Alice and Bob are given classical random variables \( x \in \mathcal{X} \) and \( y \in \mathcal{Y} \), respectively; and both of them have to return some random variable \( a \in \mathcal{A} \) and
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Figure 2. (Color online) Wiesner-Ambainis- Nayak-Ta-Shma-Vazirani (W-ANTV) communication scenario. While Alice is given some classical input \( x \in \mathcal{X} \), Bob is also given (generally some query regarding \( \mathcal{X} \)) input \( y \in \mathcal{Y} \). However, only Bob has to generate a classical output \( b \in \mathcal{B} \). Like the H-FW case, two different types of resources might be used to optimize the payoff \( \beta : \mathcal{X} \times \mathcal{Y} \times \mathcal{B} \to \mathbb{R} \).
whether it can enhance the utility of Type-2 resources in H-FW scenario. So it is judicious to start by considering shared randomness as a costly resource. In the following we proceed to the main technical part of this work.

III. CLASSICAL SUPERDENSE CODING

In this section we will show how classical shared randomness can play a nontrivial role in enhancing communication utility of a perfect classical communication channel. To this aim, we propose a class of two-party communication games and then analyze the payoffs of these games, first with 1-bit of classical communication only and then with the additional assistance of shared randomness.

A. A two party communication game

Suppose Charlie is the manager of a chain of Restaurants. Let the total number of Restaurants be $n$. On each day one of the Restaurants remains closed and which one is to be closed is decided by Charlie randomly uniform probability. Charlie informs Alice which Restaurant is closed for the day. Another fellow, Bob, must visit one of Charlie’s Restaurants for lunch each day. However, Bob does not know which Restaurant is closed for the day. He relies on Alice to communicate the information to him. Alice is restricted to communicate only 1-bit of information to Bob. The collective aim of Alice and Bob is to ensure that the following two conditions are satisfied:

(h1) Bob never visits a closed Restaurant.

(h2) Bob visits each Restaurant with equal probability.

The situation can be described with the following \textit{visit} matrix:

$$
\mathcal{V} = \begin{pmatrix}
1_p & 2_p & \cdots & n_p \\
1_c p(1_b|1_c) & p(2_b|1_c) & \cdots & p(n_b|1_c) \\
2_c p(1_b|2_c) & p(2_b|2_c) & \cdots & p(n_b|2_c) \\
\vdots & \vdots & \ddots & \vdots \\
1_b p(1_b|n_c) & p(2_b|n_c) & \cdots & p(n_b|n_c)
\end{pmatrix}
$$

The entry $p(i_b|j_c)$ represents Bob’s probability of visiting the $i^{th}$ Restaurant (hence the subscript ‘$b$’) given that the $j^{th}$ Restaurant is closed (hence the subscript ‘$c$’). The condition (h1) implies

$$p(i_b|i_c) = 0, \forall i \in \{1, \cdots, n\},$$

i.e. all the diagonal entries of the matrix $\mathcal{V}$ must be zero. Bob’s probability of visiting the $i^{th}$ Restaurant can be
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\caption{(Color online) Canonical Bell Scenario. Here, both Alice and Bob are given inputs $x \in \mathcal{X}$ and $y \in \mathcal{Y}$, respectively. Both of them need to return back classical outputs $aA$ and $bB$. Unlike the earlier two cases, no communication is allowed between Alice and Bob. However they can utilize Type-2 resources to optimize their joint payoff $\hat{\beta} : \mathcal{X} \times \mathcal{Y} \times \mathcal{A} \times \mathcal{B} \rightarrow \mathbb{R}$.}
\end{figure}
obtained from the sum of the entries for the \(i\)th column of the matrix \(V\). The condition (h2) thus reads as

\[
p(i_b) = \frac{1}{n} \sum_{j=1}^{n} p(i_b | j_c) p(j_c) = \frac{1}{n} \sum_{j=1}^{n} p(i_b | j_c) = \frac{1}{n}. \tag{3}
\]

Here, \(p(j_c) = 1/n, \forall j \in \{1, \cdots, n\}\), as the closing probabilities are assumed to be uniform and the last equality is imposed by the condition (h2). Alice can send only 1-bit of classical communication to Bob. Furthermore, we assume that shared randomness is a costly resource. Alice and Bob, however, are free to use local randomness on their part while playing the game. With this, we can formally define different classical strategies.

**Definition 1.** [Classical deterministic strategy] A classical deterministic strategy is an encodingdecoding tuple \((E,D)\), where \(E\) is a \(\log n\)-bit to 1-bit deterministic function and \(D\) is a \(1\)-bit to \(\log n\)-bit deterministic function, i.e. \(E : \{1, \cdots, n\} \mapsto \{0,1\}\) and \(D : \{0,1\} \mapsto \{1, \cdots, n\}\).

**Definition 2** (Classical mixed strategy). A classical mixed strategy is a probabilistic strategy \((P_E,P_D)\), where \(P_E\) and \(P_D\) are probability distributions over the space of deterministic encodings \((E)\) and decodings \((D)\), respectively.

**Definition 3** (Classical correlated strategy). A classical correlated strategy is a probability distribution \(P_{E \times D}\) over the space of Cartesian product of deterministic encodings and decodings.

Classical mixed strategies can be realized with local randomness on Alice’s and Bob’s sides. On the other hand, implementation of classical correlated strategies requires Alice and Bob to possess classical shared randomness. Formally, classical shared randomness between two parties can be defined as a joint probability distribution \(\{p(\alpha, \beta)\}\) on \(\Lambda \times B\), where \(\alpha \in \Lambda\) and \(\beta \in B\) are random variables possessed by Alice and Bob, respectively. The amount of shared randomness can be quantified through classical mutual information, \(I(\Lambda : B) := H(\Lambda) + H(B) - H(\Lambda,B)\), where \(H(w) := -\sum_w p(w) \log p(w)\) is the Shannon entropy of the random variable \(w \in W\). It is not hard to see that if Alice and Bob share the classically-correlated state \(\rho = \frac{1}{2} |00\rangle \langle 00| + \frac{1}{2} |11\rangle \langle 11| \in D(C^2 \otimes C^2)\) then they can extract 1-bit of classical shared randomness by performing \(\sigma_z\) measurement on their respective subsystems. A similar process will yield \(H(p)\)-bit of shared randomness from the state \(\rho = p |00\rangle \langle 00| + (1-p) |11\rangle \langle 11|\), with \(p \in [0,1]\). For more elaborate discussions on classical shared randomness from a resource theoretic perspective we refer to the work [32].

At this point, we digress a bit to discuss mixed and correlated strategies in the light of Bayesian game theory. John Nash, in his seminal work, introduced the concept of Nash equilibrium and proved that any game with a finite number of actions for each player always has a mixed strategy Nash equilibrium [73]. Later, Harsanyi introduced the notion of Bayesian games where each player has some private information unknown to other players [74]. Aumann proved that in the Bayesian game scenario the notion of mixed strategy Nash equilibrium needs to be generalized to correlated equilibrium where some adviser provides advice to the players in the form of shared randomness to achieve the correlated equilibrium [27]. Note that every pure/mixed Nash equilibrium is also a correlated equilibrium, but the set of correlated equilibria is strictly larger than the set of mixed strategy Nash equilibria. It has also been shown that correlated equilibria are easier to compute [75]. Recently several interesting results have been reported connecting the study of Bayesian game theory and quantum nonlocality [76–79].

Coming back to our Restaurant game, Alice and Bob can follow any mixed strategy whenever 1-bit of communication is allowed, but a correlated strategy requires additional resource of shared randomness. It is easy to see that the condition (h1) can be readily satisfied within the limited set of mixed strategies. Alice just tells Bob if the first Restaurant is open or closed using 1-bit classical message. If the first Restaurant is open, Bob visits the first Restaurant. Otherwise, he visits one of the other Restaurants. However, satisfying the second condition is more tricky. In the next subsection we analyze the cases where it can be satisfied.

### B. Games winnable with mixed strategies

We can consider a more general class of games where the winning condition (h2) generalizes as follows:

(h1′) Bob never visits a closed Restaurant \(\equiv (h1)\).

(h2′) Bob visits the \(k\)th Restaurant with probability \(\gamma_k \geq 0, \forall k \in \{1, \cdots, n\}\), where each \(\gamma_k\) can in general be different.

Values of \(\gamma_k\)’s are known to both Alice and Bob before the game starts. Since, all Restaurants are closed with equal probability, we therefore have \(\gamma_k \leq \left(1 - \frac{1}{n}\right), \forall k\).

Clearly, each tuple \((\gamma_1, \gamma_2, \cdots, \gamma_n)\) defines a game which we will denote as \(H^n(\gamma_1, \gamma_2, \cdots, \gamma_n)\), and the special case where \(\gamma_i\)’s are uniform will be denoted as \(H^n(1/n)\). Our aim is to find which games are winnable under mixed classical strategies. A generic such strategy can be realized in following steps.

(S-1) If the \(k\)th Restaurant is closed, Alice tosses a 2-sided biased coin having the outcomes \(\{0,1\}\). The outcome probabilities of the coin are given by \(P_k(0) = \alpha_k\) and \(P_k(1) = 1 - \alpha_k\).
(S-2) Alice communicates the outcome of the coin toss to Bob through the perfect 1-bit classical channel.

(S-3) Bob prepares two n-sided coins with outcome probabilities specified by the probability vectors ⃗{r} = (r_1, r_2, \cdots, r_n) and ⃗{q} = (q_1, q_2, \cdots, q_n), respectively. If he receives 0 from Alice he tosses the ⃗{r} coin and visits the i^{th} Restaurant if ⃗{r}_i outcome occurs. He follows a similar strategy with the ⃗{q} coin if 1 is received from Alice.

With this strategy, the conditional probability \( p(m_b|k_c) \) that Bob visits the \( m^{th} \) Restaurant provided the \( k^{th} \) Restaurant is closed turns out to be,

\[
p(m_b|k_c) = \alpha_k \times r_m + (1 - \alpha_k) \times q_m.
\]

(4)

To satisfy the first condition that Bob never visits a closed Restaurant we must have,

\[
p(q_b|k_c) = \alpha_i \times r_i + (1 - \alpha_i) \times q_i = 0
\]

\forall i \in \{1, 2, \cdots n\}.

(5)

Eq. (5) holds for the \( i^{th} \) Restaurant if and only if at least one of the following conditions is satisfied:

\[
\alpha_i = 0 \text{ and } q_i = 0,
\]

(6a)

\[
\alpha_i = 1 \text{ and } r_i = 0,
\]

(6b)

\[
r_i = 0 \text{ and } q_i = 0.
\]

(6c)

Without loss of generality we can divide the set of \( n \) Restaurants in two set i.e. \( \mathbb{P} = \{1, \cdots, a\} \) and \( \mathbb{O} = \{a + 1, \cdots, n\} \), such that \( \gamma_i > 0 \ \forall \ i \in \mathbb{P} \) and \( \gamma_i = 0 \ \forall \ i \in \mathbb{O} \). For every Restaurant either Eq.(6a) or Eq.(6b) or Eq.(6c) holds. If \( i \in \mathbb{P} \) then Eq.(6c) cannot hold for Restaurant \( i \) since that would yield \( \gamma_i = 0 \). Thus for \( i \in \mathbb{P} \) either Eq.(6a) or Eq.(6b) must hold. Also we can conclude that for a Restaurant \( i \in \mathbb{O} \) Eq.(6c) must hold. Therefore, the best they can do with a mixed classical strategy is to make a partition of Restaurants into three sets \( X \), \( Y \) and \( Z \) such that each of the Restaurants in sets \( X \), \( Y \) and \( Z \) satisfies Eq.(6a), Eq.(6b) and Eq.(6c), respectively. Alice sends 1 if a Restaurant from the set \( X \) is closed and sends 0 if a Restaurant from the set \( Y \) is closed. If a Restaurant \( j \in Z \) is closed, she sends 0 with probability \( \alpha_j \) and 1 with probability \( 1 - \alpha_j \). Bob never visits the Restaurants in \( X \) whenever he receives 1 and never visits the Restaurants in \( Y \) whenever he receives 0. Formally,

\[
X = \{ j | \alpha_j = 0 \text{ and } q_j = 0 \},
\]

\[
Y = \{ j | \alpha_j = 1 \text{ and } r_j = 0 \},
\]

\[
Z = \{ j | r_j = 0 \text{ and } q_j = 0 \} = \mathbb{O},
\]

\[
X \cup Y = \{1, 2, \cdots a\} \text{ & } X \cap Y = \emptyset.
\]

Thus, the probability \( p(m_b) = \sum_k p(m_b|k_c)p(k_c) \), that Bob visits \( m^{th} \) Restaurant turns out to be,

\[
p(m_b) = \frac{1}{n} \left[ \sum_{k \in X} p(m_b|k_c) + \sum_{k \in Y} p(m_b|k_c) + \sum_{k \in Z} p(m_b|k_c) \right] = \frac{1}{n} \left[ \sum_{k \in X} q_u + \sum_{k \in Y} r_u + \sum_{k \in Z} (\alpha_k \times r_m + (1 - \alpha_k) \times q_u) \right].
\]

(7)

According to the condition (h2) we have \( p(m_b) = \gamma_m \), and depending on whether \( m \) belongs to \( X \), \( Y \) or \( Z \) we have,

\[
\gamma_m = \frac{1}{n} \left[ \sum_{k \in X} q_m + \sum_{k \in Y} (1 - \alpha_k) \times q_m \right] = \frac{\left| X \right|}{n} + (1 - \bar{\alpha}) \frac{\left| Z \right|}{n} q_m, \ \forall \ m \in Y;
\]

(8b)

\[
\gamma_m = 0, \ \forall \ m \in Z;
\]

(8c)

where \( | \cdot | \) denotes the cardinality of a set, and \( \bar{\alpha} := \frac{1}{|Z|} \sum_{k \in Z} \alpha_k \). Thus, a classical winning strategy exists for the given game if and only if there exists a partition of \( \mathbb{P} \) into two non-empty sets \( X \) and \( Y \), along with two probability vectors \( \vec{r} \) and \( \vec{q} \) such that

\[
r_m = \frac{n}{\left| Y \right| + \bar{\alpha}\left| Z \right|} \gamma_m, \ \forall \ m \in X,
\]

(9a)

\[
q_m = \frac{n}{\left| X \right| + (1 - \bar{\alpha})\left| Z \right|} \gamma_m, \ \forall \ m \in Y.
\]

(9b)

This defines the class of games that are winnable by classical mixed strategies. From here onwards we will specifically consider the games with \( \gamma_i > 0 \ \forall \ i \). So it is better to see how Eq.(8a)-(8c) get modified in such a case. Since we have \( |Z| = 0 \), no Restaurant can lie in the set \( Z \), thus we have

\[
\gamma_m = \frac{\left| Y \right|}{n} r_m, \ \forall \ m \in X; \ \gamma_m = \frac{\left| X \right|}{n} q_m, \ \forall \ m \in Y.
\]

(10)

Note that for the case where \( \gamma_i > 0 \ \forall \ i \) sets \( X \) and \( Y \) must be non empty. Now the probability vectors \( \vec{r} \) and \( \vec{q} \) are given by

\[
r_m = \frac{n}{\left| Y \right|} \gamma_m, \ \forall \ m \in X; \ q_m = \frac{n}{\left| X \right|} \gamma_m, \ \forall \ m \in Y.
\]

(11)

1. Special cases: \( \mathbb{H}^n(1/n) \)

For this special case we have \( |Z| = 0 \) and \( a = n \). Using \( \sum_{m \in X} r_m = 1 \) and \( \sum_{m \in Y} q_m = 1 \) in Eq.(11) we have

\[
\sum_{m \in X} \gamma_m \frac{n}{\left| Y \right|} = 1 = \sum_{m \in Y} \gamma_m \frac{n}{\left| X \right|}.
\]

(12)
which for $\mathbb{H}^p(1/n)$ game reduces to

$$\sum_{x \in X} \frac{1}{|Y|} = \sum_{y \in Y} \frac{1}{|X'|} \Rightarrow |X| = |Y|.$$  

(13)

This further implies $|X| = |Y| = n/2$. Thus, $\mathbb{H}^p(1/n)$ cannot be won in the case when $n$ is odd. However if $n$ is even then the task becomes easy. We take $X = \{1, 2, ..., n/2\}$ and $Y = \{n/2 + 1, n/2 + 2, ..., n\}$. Alice informs Bob if the closed Restaurant belongs to $X$ or $Y$. If the closed Restaurant is among $X$, then Bob tosses a $n/2$ -sided fair coin and visits one of the Restaurants in $Y$. If the closed Restaurant is in $Y$, then Bob tosses a $n/2$-sided fair coin and visits one of the Restaurants in $X$. Thus a $\mathbb{H}^p(1/n)$ game is always winnable using a mixed strategy if and only if $n$ is even.

2. Three-Restaurant general case: $\mathbb{H}^3(\gamma_1, \gamma_2, \gamma_3)$

Note that in the three Restaurant case at most one of the $\gamma_i$ can be 0. All games where one out of the three $\gamma_i$’s is 0 are winnable with a classical mixed strategy. We provide explicit strategy for such cases. Consider that $\gamma_3 = 0$. Alice sends 0 if Restaurant 1 is closed, she sends 1 if Restaurant 2 is closed and if Restaurant 3 is closed she sends 0 with probability $p$ and 1 with probability $1 - p$. Bob visits Restaurant 2 if he receives a 0 and he visits Restaurant 1 if he receives a 1. This strategy ensures that Bob never visits a closed Restaurant and we also have

$$\gamma_1 = \frac{1}{3}[1 + (1 - p)], \quad \gamma_2 = \frac{1}{3}[1 + p], \quad \gamma_3 = 0.$$  

(14)

With appropriate choice of the values for $p \in [0, 1]$ any game with $\gamma_3 = 0$ can be won. Similar strategies hold for the cases where $\gamma_1 = 0$ and $\gamma_2 = 0$. We now move on to the scenario where $\gamma_i > 0 \forall i$. We start by looking at all different partitions $X$ and $Y$ of the Restaurants. Since the set $X$ and $Y$ must be non-empty we can make six different partitions of three Restaurants as shown in Table I. Without loss of any generality, we can consider only the three cases $R_1$, $R_2$ and $R_3$. For these cases we have,

$R_1$: In this case we have, $r_2 = r_3 = q_1 = 0$, $r_1 = 1$ and $q_2 + q_3 = 1$; that imply, $\gamma_1 = \frac{2}{3}$ and $\gamma_2 + \gamma_3 = \frac{1}{3}$.

$R_2$: Here, $r_1 = r_3 = q_2 = 0$, $r_2 = 1$ and $q_1 + q_3 = 1$; which further imply, $\gamma_2 = \frac{2}{3}$ and $\gamma_1 + \gamma_3 = \frac{1}{3}$.

$R_3$: In this case, $r_1 = r_2 = q_3 = 0$, $r_3 = 1$ and $q_1 + q_2 = 1$; and consequently, $\gamma_3 = \frac{2}{3}$ and $\gamma_1 + \gamma_2 = \frac{1}{3}$.

The other three can be achieved from these three by inverting Alice’s encoding $0 \rightarrow 1$ and $1 \rightarrow 0$. Therefore, only those $\mathbb{H}^3(\gamma_1, \gamma_2, \gamma_3)$ are perfectly winnable with classical mixed strategy where one of the $\gamma_i$ value is $2/3$ or 0 (see Fig. 4). In particular, the game $\mathbb{H}^3(1/3)$ is not winnable by a classical strategy.

3. Even Restaurant: unwinnable game

We have already seen that all the games $\mathbb{H}^p(1/n)$ are perfectly winnable with classical mixed strategies whenever $n$ is even. Naturally the question arises whether all even Restaurant games are winnable with such strategies when generic cases are considered. We answer this question negatively by constructing an explicit example of such a game. Note that Eq.(10) yields,

$$\sum_{m \in X} \gamma_m = \frac{|Y|}{n}, \quad \sum_{m \in Y} \gamma_m = \frac{|X|}{n}.$$  

(15)

Now it becomes easy to come up with a even Restaurant game that is impossible to win using a mixed strategy. For instance, consider the 4-Restaurant game specified by $\gamma_1 = 2/5$ and $\gamma_2 = \gamma_3 = \gamma_4 = 1/5$. No non-empty
disjoint partitioning of the four Restaurants satisfies the conditions in Eq. (15). Thus the game $H^4\left(\frac{2}{5}, \frac{1}{5}, \frac{1}{5}, \frac{1}{5}\right)$ is not winnable with classical mixed strategies.

C. Games winnable with classical correlated strategies

We have already seen that only a subclass of games $H^4(\gamma_1, \cdots, \gamma_n)$ can be won with mixed strategies. If Alice and Bob are allowed to share classical shared randomness, then they can follow any correlated strategy and can win any of the game $H^4(\gamma_1, \cdots, \gamma_n)$. For instance, consider the 3-Restaurant case first. Alice and Bob can share a random variable $\lambda \in \{1, 2, 3\}$ which determines the partitions $R_\lambda$ that they use in a particular run. Using $R_1$ they can win all games of the form $(\gamma_1 = \frac{2}{3}, \gamma_2, \gamma_3)$, using $R_2$ they can win all games of the form $(\gamma_1, \gamma_2 = \frac{2}{3}, \gamma_3)$, and using $R_3$ they can win all games of the form $(\gamma_1, \gamma_2, \gamma_3 = \frac{2}{3})$. Therefore, using shared randomness they can win all games of the form,

$$r_1\left(\frac{2}{3}, a_2, a_3\right) + r_2\left(b_1, \frac{2}{3}, b_3\right) + r_3\left(c_1, c_2, \frac{2}{3}\right),$$

where $a_2 + a_3 = b_1 + b_3 = c_1 + c_2 = \frac{1}{2}$ and $r_1 + r_2 + r_3 = 1$ and these cover all possible games $H^3(\gamma_1, \gamma_2, \gamma_3)$.

The above strategy uses log 3 bits of shared randomness. However, a more efficient protocol is possible if we look into the geometry of the game space. The set of all possible games $H^3(\gamma_1, \gamma_2, \gamma_3)$ forms a polytope embedded in the 2-simplex as shown in Fig. 3. All games that are winnable through a strategy corresponding to the partition $R_1$ form the facet $\gamma_1 = \frac{1}{2}$ of the green polytope. Similarly, partitions $R_2$ and $R_3$ form facets that correspond to $\gamma_2 = \frac{1}{2}$ and $\gamma_3 = \frac{1}{2}$, respectively. Any game lying within the green polytope can be won by taking a suitable convex mixture of two points from the facets $\gamma_i = 0$ and $\gamma_i = \frac{1}{2}$; $i \in \{1, 2, 3\}$. Therefore, 1-bit of shared randomness along with 1-bit classical channel suffice to construct a perfect strategy for any of the games $H^3(\gamma_1, \gamma_2, \gamma_3)$.

Moving to the general case, any of the games $H^n(\gamma_1, \cdots, \gamma_n)$ can be perfectly won with 1-bit of classical communication if sufficient amount of shared randomness is allowed. A trivial upper bound can be obtained from the convex structure of game space. For general $n$, the game space is a convex polytope embedded in $\mathbb{R}^n$. The extreme points of this polytope are the games specified by the vectors of the form $\left(\frac{n-1}{n}, \frac{1}{n}, 0, \cdots, 0\right) \in \mathbb{R}^n$, and its all possible permutations, total $n(n-1)$ in number. All such games can be won with just 1-bit of classical communication without requiring any shared randomness. For instance, while playing the game $H^n\left(\frac{n-1}{n}, \frac{1}{n}, 0, \cdots, 0\right)$, Alice will send ‘0’ if the first Restaurant is closed, else she sends ‘1’. Bob visits the second Restaurant when he receives ‘0’, else he visits the first Restaurant. It is not hard to see that both the conditions (h’1) and (h’2) are satisfied with this strategy. Since any vector $(\gamma_1, \cdots, \gamma_n) \in \mathbb{R}^n$ specifying the game $H^n(\gamma_1, \cdots, \gamma_n)$ can always be expressed as a convex mixture of aforesaid $n(n-1)$ extreme points, therefore log$(n^2 - n)$-bit of shared randomness, along with 1-bit of communication, will suffice for winning any of the games $H^n(\gamma_1, \cdots, \gamma_n)$. However, this seems an extreme overestimate, and we believe that the games can be won with much less amount of shared randomness. In fact, it would be quite interesting to show that any such game can be won with 1-bit of communication when aided with just 1-bit of shared randomness.

A game $H^n(\gamma_1, \cdots, \gamma_n)$ winnable with some classical correlated strategy but not winnable with any classical mixed strategy establishes the fact that classical shared randomness can empower utility of a perfect but limited classical communication line in the Holevo & Frenkel-Weiner kind of scenario. Important to note that the single-shot utility of a perfect classical channel gets empowered with shared randomness. This, in a sense, can be thought as a classical version of ‘quantum superdense coding’ phenomenon where also single-shot communication utility of a perfect quantum channel gets enhanced with preshared entanglement. Of course there is a crucial difference between these two. In case of quantum superdense coding channel’s utility is quantified through classical mutual information between senders and receivers data which can be increased with preshared entanglement. In classical scenario, shared randomness can not increase the mutual information. Therefore in classical scenario the usefulness of shared randomness in enhancing single-shot utility of a perfect channel must be analyzed with some payoff different from classical mutual information. The winning condition of our Restaurant games stands for one such payoff. Our Restaurant game is only a particular example of tasks which establish such nontrivial communication utility of classical shared randomness. Nonetheless, it motivates further research to explore such novel usefulness of shared randomness in single-shot paradigm. In the following we, however, proceed to analyze the Restaurant games with quantum resource.

IV. COMMUNICATION ADVANTAGE OF QUANTUM SYSTEM

When playing the Restaurant games in quantum scenario, Alice can send a qubit system to Bob instead of a classical bit. Like classical mixed strategies, no classical shared randomness is allowed between Alice and Bob. In such a case, a quantum strategy can be defined as follows.
Definition 4 (Quantum strategy). A quantum strategy is an encoding-decoding tuple \((E, D)\), where \(E\) is a ‘log \(n\)-bit to 1-qubit’ bijective function and \(D\) is a \(n\) outcome POVM, i.e. \(E : i \mapsto \rho_i \in \mathcal{D}(\mathbb{C}^2), \) with \(i \in \{1, \cdots, n\}\); and \(D : \{\pi_i \mid \pi_i \geq 0 & \sum_{j=1}^n \pi_j = I\}\), where \(I\) is the identity operator on \(\mathbb{C}^2\).

Bob makes the decision to visit the Restaurants based on his measurement outcomes. Here we assume that the quantum communication line is perfect, i.e. the qubit state, Alice intends to send Bob, does not get interrupted with noise. Noisy case analysis we defer to the later section. Interesting, we will show that there exists quantum strategies that are advantageous over classical mixed strategies.

A. Special case: \(\mathbb{H}^n(1/n)\)

Let us first consider the case \(n = 3\). For encoding, Alice chooses a symmetric set of pure states lying on an equilateral triangle from a great circle of the Bloch sphere. When the \(k\)th Restaurant is closed, she sends the state \(\rho_k = |\psi_k\rangle \langle \psi_k| = \frac{1}{2} (I + \hat{n}_k \cdot \vec{\sigma})\), where \(\hat{n}_k\) is the block vector \(\left(\sin \frac{2\pi(k-1)}{3}, 0, \cos \frac{2\pi(k-1)}{3}\right)\) \(\in \mathbb{R}^3; \) \(k \in \{1, 2, 3\}\) and \(T\) denotes transposition. For decoding, Bob performs the measurement \(\mathcal{M}(3) \equiv \{\pi_k := \frac{1}{3} (I - \hat{n}_k \cdot \vec{\sigma})\}_{k=1}^3\), and visits the \(k\)th Restaurant if outcome corresponding to the effect \(\pi_k\) is observed. With this strategy we have \(p(i_k | i_k) = \text{Tr}[\rho_k \pi_k] = 0, \forall i,\) ensuring the condition (h1). Furthermore, Bob’s probability of visiting \(m\)th Restaurant turns out to be,

\[
p(m_k) = \frac{1}{3} \sum_{k} p(m_k | k) = \frac{1}{3} \sum_{k} \text{Tr}[\frac{1}{2} (I + \hat{n}_k \cdot \vec{\sigma}) \frac{1}{3} (I - \hat{n}_m \cdot \vec{\sigma})]
= \frac{1}{9} \sum_{k} (I - \hat{n}_k \cdot \hat{n}_m) = \frac{1}{9} \left[3 - \left(\sum_{k} \hat{n}_k\right) \cdot \hat{n}_m\right] = \frac{1}{3},
\]

which ensures the condition (h2). The strategy can be generalized for any of the games \(\mathbb{H}^n(1/n)\) with odd \(n\). Recall that, for even \(n\) the game \(\mathbb{H}^n(1/n)\) is winnable with classical mixed strategy. For an arbitrary odd \(n\), Alice uses the encoding \(\rho_k = \frac{1}{2} (I + \hat{n}_k \cdot \vec{\sigma})\), where \(\hat{n}_k\)’s are symmetrically distributed on the equatorial plane. Bob performs the measurement \(\mathcal{M}(n) \equiv \{\pi_k := \frac{1}{n} (I - \hat{n}_k \cdot \vec{\sigma})\}_{k=1}^n\) and visits the \(k\)th Restaurant if outcome corresponding to the effect \(\pi_k\) is observed. A similar calculation as before ensures both the conditions (h1) and (h2).

B. Three-Restaurant general case: \(\mathbb{H}^3(\gamma_1, \gamma_2, \gamma_3)\)

In this general case, to fulfill the condition (h1’), Alice must choose some pure states for encoding. Let she sends the state \(|\psi_i\rangle\) to Bob when the \(i\)th Restaurant is closed. To satisfy the condition (h1’) Bob must perform a decoding measurement of the form \(\mathcal{M} = \{\{a_i | \psi_i^+\rangle \langle \psi_i^+| \mid a_i > 0 & \sum_{i=1}^3 a_i = 2\}_{i=1}^3\) and he visits the \(i\)th Restaurant if the \(i\)th effect clicks. To satisfy this requirement the completely mixed state must lie within the triangle formed by block vectors corresponding to the encoding states \(|\psi_i^+\rangle\}_{i=1}^3$. Without loss of any generality Alice can choose her encodings as \(\psi_1 = (0, 0, 1)^T\), \(|\psi_2\rangle = (-\sin \theta_2, 0, \cos \theta_2)^T\) and \(|\psi_3\rangle = (\sin \theta_3, 0, \cos \theta_3)^T\), where \(\psi_1\) is the block vector of the state \(|\psi_i\rangle\) and \(\theta_2, \theta_3 \in [0, \pi]\) are the polar angles for the corresponding block vectors (see Fig. 5). Accordingly, the requirements of the condition (h1’) read as,

\[
a_1 + a_2 + a_3 = 2, \tag{16a}
\]
\[
a_1 + a_2 \cos \theta_2 + a_3 \cos \theta_3 = 0, \tag{16b}
\]
\[
-a_2 \sin \theta_2 + a_3 \sin \theta_3 = 0. \tag{16c}
\]

\(^4\) Note that \(\theta_2 + \theta_3\) cannot be lesser than \(\pi\), since this configuration would not form a valid measurement.
These further lead to,

\[
\begin{align*}
\alpha_1 &= \frac{2\sin(\theta_2 + \theta_3)}{\sin(\theta_2 + \theta_3) - \sin \theta_2 - \sin \theta_3}, \\
\alpha_2 &= \frac{-2 \sin \theta_3}{\sin(\theta_2 + \theta_3) - \sin \theta_2 - \sin \theta_3}, \\
\alpha_3 &= \frac{-2 \sin \theta_2}{\sin(\theta_2 + \theta_3) - \sin \theta_2 - \sin \theta_3},
\end{align*}
\]

(17a)

and accordingly we have,

\[
\gamma_1 = \frac{1}{3} (p(1|2) + p(1|3)) = \frac{1}{3} \text{Tr} \left[ \alpha_1 |\psi_1^{\perp} \rangle \langle \psi_1^{\perp}| + |\psi_2 \rangle \langle \psi_2| + |\psi_3 \rangle \langle \psi_3| \right] = \frac{1}{3} \left( \sin(\theta_2 + \theta_3)(2 - \cos \theta_2 - \cos \theta_3) \right) 
\]

(18)

The aforesaid encoding can be uniquely specified by specifying the state \( |\psi_1^{\perp} \rangle = 0 \) and fixing the midpoint \( m_{23} \) of the line joining block vectors of \( |\psi_2 \rangle \) and \( |\psi_3 \rangle \) (see Fig.5). This is because for any point within a great circle (except the center) there exists a unique chord having that point as the midpoint of the chord. Thus choosing the encoding state \( |\psi_1 \rangle = 0 \) when first Restaurant is closed, the complete encoding is specified just by the midpoint \( m_{23} \), where the block vector corresponding to the Restaurant 2 lies on the left side. Now, Eq.(18) can be used to plot locus of the midpoints \( m_{23} \) with constant \( \gamma_1 \). Such a plot is shown in Fig.6. We thus conclude that all games \( \mathbb{H}^3(\gamma_1, \gamma_2, \gamma_3) \) are perfectly winnable through some quantum strategy.

C. Quantum strategy for \( \mathbb{H}^4 \left( \frac{2}{5}, \frac{1}{5}, \frac{1}{5}, \frac{1}{5} \right) \)

In case of any four Restaurant game of the form \( \mathbb{H}^4 \left( \gamma_1, \frac{1}{\gamma_1}, \frac{1}{\gamma_1}, \frac{1}{\gamma_1} \right) \) with \( \gamma_1 > 0 \), Alice sends the state \( |\psi_i \rangle \) to Bob when the \( i^{th} \) Restaurant is closed. Without loss of generality she can choose \( |\psi_1 \rangle \equiv (0,0,1)^T \), and due to symmetry of the visiting probability \( (\gamma_2 = \gamma_3 = \gamma_4) \) the encoding of other three state will orient symmetrically on a constant z plane. One can orient \( |\psi_2 \rangle \) along the x axis on that constant z plane. However, once \( |\psi_2 \rangle \) is chosen the encodings for \( |\psi_3 \rangle \) and \( |\psi_4 \rangle \) are fixed. Let Alice’s encodings are

\[
1 \rightarrow |\psi_1 \rangle \equiv (0,0,1)^T, \\
2 \rightarrow |\psi_2 \rangle \equiv (\sin \theta, 0, \cos \theta)^T, \\
3 \rightarrow |\psi_3 \rangle \equiv \left( -\frac{1}{2} \sin \theta, \sqrt{\frac{3}{2}} \sin \theta, \cos \theta \right)^T, \\
4 \rightarrow |\psi_4 \rangle \equiv \left( -\frac{1}{2} \sin \theta, -\sqrt{\frac{3}{2}} \sin \theta, \cos \theta \right)^T.
\]

To satisfy the condition \( (h1') \), Bob must perform a decoding measurement of the form \( \mathcal{M} = \{ a_i |\psi_i^{\perp} \rangle \langle \psi_i^{\perp}| \ | a_i > 0 \ \& \ \sum a_i = 2 \}_{i=1}^4 \) and he visits the \( i^{th} \) Restaurant when \( i^{th} \) effect clicks. With these encodings and decoding, the condition \( (h2') \) further demands

\[
\begin{align*}
\alpha_1 + \alpha_2 + \alpha_3 + \alpha_4 &= 2, \\
(2\alpha_2 - \alpha_3 - \alpha_4) \times \sin \theta &= 0, \\
(\alpha_3 - \alpha_4) \times \sin \theta &= 0, \\
\alpha_1 + (\alpha_2 + \alpha_3 + \alpha_4) \times \cos \theta &= 0, \\
(1 - \cos \theta) \times \alpha_1 &= \frac{8}{3} \gamma_1.
\end{align*}
\]

Solving this set of equations for \( \gamma_1 = \frac{2}{5} \) we obtain \( \alpha_1 = \frac{16}{25}, \alpha_2 = \alpha_3 = \alpha_4 = \frac{10}{25} \) and \( \cos \theta = -\frac{8}{15} \), which completely specify the perfect strategy with qubit communication.

This shows only a particular example where qubit communication yields prefect strategy for four-Restaurant case. It might be interesting to analyze the general four-Restaurant scenario \( \mathbb{H}^4(\gamma_1, \gamma_2, \gamma_3, \gamma_4) \). In fact, it would be worth interesting to classify the games
that allow perfect qubit strategies. This question we left for future research. In the next, we rather move to analyze the source of the obtained advantage from a more foundational perspective.

V. ORIGIN OF THE ADVANTAGE

Quantum advantages are hard to find and even harder to prove. In this section we will analyze which particular non-classical features underlies to the aforesaid communication advantage we have obtained. We will also analyze whether similar advantages are possible or not with some hypothetical non-classical toy systems.

A. Two no-go results in quantum scenario

In search of the non-classical features of quantum theory that exhibit the above advantage in communication scenario, here we present two important no-go results.

Proposition 1. A qubit is no better than a c-bit, in H-FW scenario, for any orthogonal encodings applied by Alice.

Proof. Without loss of any generality, let Alice uses computational states, i.e. eigenstates \( |0\rangle, |1\rangle \) of Pauli \( \sigma_z \) operator for her encoding. After receiving the encoded qubit, the receiver performs an \( n \)-outcome positive operator valued measure (POVM) \( M = \{ E_k : \sum_k E_k = \mathbb{1} \}_{k=1}^n \) to decide among \( n \)-possibilities. The probability of making \( k \)th decision by the receiver is \( p(E_k|i) = \text{Tr}(E_k |i\rangle \langle i|) \) when he receives the state \( |i\rangle \); \( i \in \{0,1\} \). In the analogous classical scenario Alice can send a classical bit \( \{0,1\} \) instead of the qubit \( \{0\rangle, |1\rangle \}. \) Depending upon the bit value received from Alice, Bob chooses one of the \( n \)-faced coin \( C_i \) with the bias \( \{p(E_1|i), \ldots, p(E_n|i)\}; \) \( i \in \{0,1\} \). Thus, the probability generated by an orthogonal qubit encoding, can always be simulated by a 1-bit of classical communication. This completes the proof.

The above result proves the necessity of non-orthogonal encoding to exhibit the advantage of qubit communication over the 1-bit classical channel in the Restaurant game \( H^n(\gamma_1, \ldots, \gamma_n) \). Our next result deals with the decoding part at Bob’s end.

Proposition 2. An advantage of a qubit over its classical counterpart, in H-FW scenario, necessitates non-projective measurement at receiver’s end for decoding.

Proof. Let the sender uses one among \( n \)-qubits \( \{ |\psi_1\rangle, |\psi_2\rangle, \ldots, |\psi_n\rangle \} \) to encode her messages and sends the encoded state to the receiver. Consider that Bob performs a two-outcome projective measurement on the received state and then post-processing the outcome he makes a judicious decision. Without loss of any generality, consider the measurement in \( \sigma_z \) basis, and let the encoded states are \( |\psi_k\rangle = a_k |0\rangle + b_k |1\rangle \) with \( a_k, b_k \in \mathbb{C} \) \( |a_k|^2 + |b_k|^2 = 1, \forall k \in \{1, \ldots, n\} \). In the classical counterpart, the sender can replace the quantum state \( |\psi_k\rangle \) by a source \( S_k \) generating classical random variables \( \{0,1\} \) with probabilities \( \{ |a_k|^2, |b_k|^2 \}, \) and the receiver can simulate the quantum probabilities obtained through projective decoding. This proves the claim.

The quantum advantage in our Restaurant game, therefore, must invoke ‘quantum interference’ in the form of quantum superposition at encoding as well as at decoding steps. This is fundamentally different from the communication advantage as obtained in [48–57] within the W-ANTV scenario. There, non-commutative measurements, more specifically measurements that are non jointly measurable, play crucial role in decoding step at receiver’s end. Within the H-FW scenario, the entanglement assisted advantage of a perfect classical channel as reported in [44] once again uses non jointly measurements at the decoding step (see Appendix A). On the other hand, the seminal ‘quantum superdense coding’ protocol [4] makes smart uses of quantum entanglement both at encoding and decoding (Bell basis measurement) steps (see also [80]).

B. Is the advantage strictly quantum?

This question is quite important from foundational perspectives. Recall that while the Seminal result of J. S. Bell establishes ‘nonlocal’ behavior of quantum correlations [22], later Popescu and Rohrlich reports such correlations which are beyond quantum in nature [35]. On the other hand, communication advantages of a qubit over its classical counterpart in W-ANTV kind of scenario can also be obtain with a hypothetical non-classical, in fact better than quantum success [51]. In a similar way, the advantage reported in the present paper can also be obtained with hypothetical non-classical systems known as polygon theories.

1. Polygon theories

This class of models can be specified by the tuple \( P_{\Omega}^n(n) \equiv (\Omega(n), \mathcal{E}(n)) \) [33], where \( \Omega(n) \) is the state space and \( \mathcal{E}(n) \) is the effect space. For a fixed \( n, \Omega(n) \) is the convex hull of \( n \) pure states \( \{ \omega_i \}_{i=1}^n \), where \( \omega_i := (r_n \cos(2\pi i/n), r_n \sin(2\pi i/n), 1)^T \in \mathbb{R}^3 \) with \( r_n := \sqrt{\sec(\pi/n)} \). The set \( \mathcal{E}(n) \) is the convex hull of the zero effect \( z := (0, 0, 0)^T \), the unit effect \( u := (0, 0, 1)^T \) and the extremal effects \( \{ e_i, \bar{e}_i = u - e_i \}_{i=1}^n \) where, Although these are just toy models, in the recent past several interesting results have been reported exploring


| Odd gon | Even gon |
|---------|----------|
| $e_i := \frac{1}{1 + r_e} \begin{pmatrix} r_e \cos \frac{2\pi i}{n} \\ r_e \sin \frac{2\pi i}{n} \end{pmatrix}$ | $e_i := \frac{1}{2} \begin{pmatrix} r_n \cos \frac{(2i-1)\pi}{n} \\ r_n \sin \frac{(2i-1)\pi}{n} \end{pmatrix}$ |

different non-classical aspects of these models which in turn provide better understandings of the Hilbert space structure of quantum theory [81–86]. Here we study these models to explore their communication utility while playing the Restaurant games.

2. Playing $\mathbb{H}^n(1/n)$ with Polygons

For a given $n$, Alice chooses the system $\mathcal{P}_{Iy}(2n)$ and sends the state $s_i = \frac{1}{2} (\omega_{2i-1} + \omega_{2i})$ to Bob when $i^{th}$ Restaurant is closed. Note that, unlike the quantum case, here mixed states may be used for encoding. However, the states lies at the boundary of the polygons. For decoding, Bob performs an $n$-outcome measurements $\mathcal{M}(n) \equiv \{2^n \bar{e}_2\}_{k=1}^n$ and visits $k^{th}$ Restaurant if outcome corresponding to the effect $2^n \bar{e}_2$ is observed. The fact, $e_{2i} \cdot \omega_{2i-1} = 0$ and $e_{2i} \cdot \omega_{2i} = 0$ yield $p(i_b|c) = 2^n \bar{e}_2 \cdot s_i = 0$. Furthermore, $p(m_b) = \frac{1}{n} \sum_{k=1}^n p(m_k|c) = \frac{1}{n} \sum_{k=1}^n 2 \bar{e}_{2m} \cdot s_k = 2^n \bar{e}_2 \cdot \sum_{k=1}^n s_k = 2^n \bar{e}_2 \cdot n = \frac{1}{n}$. Thus both the conditions (h1) and (h2) are satisfied (see Fig.7).

Note that, so far all the advantageous strategies discussed with qubit and polygonal models does not invoke any local randomness at the decoding step by Bob. However, using local randomness at Bob’s end it can be further argued that the game $\mathbb{H}^3(1/3)$ can also be perfectly won with $\mathcal{P}_{Iy}(4)$ system. For that, Alice uses the encoding $E \equiv \{1 \mapsto \omega_1, 2 \mapsto \omega_4, 3 \mapsto s := \frac{1}{2}(\omega_2 + \omega_3)\}$. For decoding, Bob performs the measurements $\mathcal{M} \equiv \{e_1, e_2, e_3, e_4\}$ which is convex mixture of local randomness at decoding step) of the measurements $\mathcal{M}_1 \equiv \{e_1, e_3\}$ and $\mathcal{M}_2 \equiv \{e_2, e_4\}$ (see Fig.8). Bob visits the Restaurant 3, 2 and 1, respectively when the outcome corresponding to the effect $e_1/2$, $e_2/2$ and $e_4/2$ clicks. For the effect $e_3/2$ he visits Restaurant 1 and 2 with equal probability. It is a straightforward calculation to check that both the conditions (h1) and (h2) are satisfied with this strategy. In fact, it turns out that any $\mathbb{H}^3(\gamma_1, \gamma_2, \gamma_3)$ game can be perfectly won with the $\mathcal{P}_{Iy}(4)$ system (see Appendix B).

At this point, the work by Massar & Patra is worth mentioning [81]. They have shown that classical capacity (in Holevo sense i.e., in asymptotic limit) of $n$-gon system is 1 bit for even $n$, whereas it is larger than 1 bit for odd $n$. In other words, all odd-gons have more communication utility than a single classical bit. On the other hand, the authors in [52] have reported super-quantum communication utility of polygon models within the W-ANTV communication scenario. More recently, super-quantum communication utility of $n = 4$ system (square bit) has been established within H-FW scenario by considering suitable bipartite composition of this system [46]. Our Restaurant games, however, establish super-

![Figure 7](image7.png)  
Figure 7. (Color online) Strategy for the $\mathbb{H}^3(1/3)$ game with communication of a single $\mathcal{P}_{Iy}(6)$ system from Alice to Bob (without shared randomness). Red dots denote Alice’s encodings. Blue dots are the effects proportional to Bob’s decoding measurement. 
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Figure 8. (Color online) Strategy for the $\mathbb{H}^3(1/3)$ game with communication of single $\mathcal{P}_{Iy}(4)$ system from Alice to Bob (without shared randomness). Red dots denote Alice’s encodings. Blue dashed lines are the effects proportional to Bob’s decoding measurement.
classical communication utility of all even gon models in H-FW scenario from single copy consideration only. It might be interesting to compare the communication utility of a qubit with polygon models while playing the Restaurant games. We defer this issue to the next section.

VI. MORE THE SHARED RANDOMNESS MORE THE UTILITY

So far we have seen that the games $\mathcal{H}^n(\gamma_1, \cdots, \gamma_n)$ proposed above have several novel implications. In one hand they establish important role of classical shared randomness in enhancing communication utility of a perfect classical channel, one the other hand they also establish superiority of qubit (as well as polygon systems) communication over a 1-bit classical channel in H-FW communication scenario. In Section III C it has also been shown that an arbitrary $\mathcal{H}^3(\gamma_1, \gamma_2, \gamma_3)$ game can always be perfectly won when 1-bit of classical communication is assisted with 1-bit of classical shared randomness. Here we propose a class of games to show that classical communication lines may need more assistance of shared randomness for perfect winning.

Strict Restaurant game: The game denoted as $\mathcal{H}^n[1/(n - 1)]^5$ can be seen as a stricter version of $\mathcal{H}^n(1/n)$. Here the conditions (h1) and (h2) are modified as follows

(h1) Bob never visits a closed Restaurant, i.e. $p(i_b|i_c) = 0$, $\forall i \in \{1, \cdots, n\}$.

(h2) Whenever a certain Restaurant is closed all other Restaurants must be visited with equal probability, i.e. $p(i_b|j_c) \neq i = \frac{1}{n - 1}$, $\forall i, j \in \{1, \cdots, n\}$.

The visit matrix in Eq.(1) with this stricter winning conditions can be written compactly as

$$p(i_b|j_c) = \frac{1}{n - 1}(1 - \delta_{ij}),$$

(20)

where $\delta_{ij}$ denotes the Kronecker delta. Note that, the condition (h1) is exactly same as the condition (h1). On the other hand, condition (h2) always implies condition (h2), but the converse is not the case in general, which makes this game strict.

A. Unwinnability of $\mathcal{H}^4[1/3]$ with 1-bit communication + 1-bit shared randomness

For the game $\mathcal{H}^4[1/3]$ the winning conditions read as,

$$p(i_b|j_c) = \frac{1}{3}(1 - \delta_{ij}); \quad i, j \in \{1, \cdots, 4\}. \tag{21}$$

As a physical source of classical shared randomness we can consider that Alice and Bob share a two-qubit classically correlated state $\rho_{AB} = \lambda |00\rangle_{AB} + (1 - \lambda)|11\rangle_{AB}$, with $\lambda \in [0, 1]$. Outcomes $s \in \{0, 1\}$ of their $\sigma_s$ measurement are correlated in this state. They have 1-bit of shared randomness whenever $\lambda = 1/2$, whereas $\lambda \in \{0, 1\}$ implies no shared randomness.

In assistant with 1-bit of shared randomness, the most general strategy that Alice and Bob can follow is a convex mixture of two mixed strategies that can be implemented as the following steps.

(S-1) Depending on the outcome $s \in \{0, 1\}$ of the measurement $\sigma_s$ on her part of the state $\rho_{AB}$ and based on the information about the closed Restaurant $k \in \{1, \cdots, 4\}$, Alice tosses a 2 sided biased coin having the outcomes $\{0, 1\}$. The outcome probabilities of the coins are given by $p^z_k(0) = \alpha^z_k(0)$ and $p^z_k(1) = 1 - \alpha^z_k(0)$.

(S-2) Alice communicates the outcome of her coin toss to Bob through the 1-bit classical channel.

(S-3) Depending on the outcome $s \in \{0, 1\}$ of $\sigma_s$ measurement on his part of the state $\rho_{AB}$, Bob prepares two 4 sided coins with outcomes $\{1, \cdots, 4\}$ having the outcome probabilities $\overline{\pi}^z = (\overline{r}^z_1, \cdots, \overline{r}^z_4)$ and $\overline{q}^z_k = (\overline{q}^z_k, \cdots, \overline{q}^z_k)$, respectively. Upon receiving 0 from Alice, he tosses the $\overline{r}^z_k$ coin and visits the $k$th Restaurant if $\overline{r}^z_k$ outcome occurs. He follows a similar strategy with the $\overline{q}^z_k$ coin if 1 is received from Alice.

With this strategy, the conditional probability $p(m_b|k_c)$ that Bob visits $m$th Restaurant provided the $k$th Restaurant is closed, turns out to be,

$$p(m_b|k_c) = \lambda \left[ \alpha^0_k \times r^0_m + \left(1 - \alpha^0_k \right) \times q^0_m \right] + \left(1 - \lambda \right) \left[ \alpha^1_k \times r^1_m + \left(1 - \alpha^1_k \right) \times q^1_m \right]. \tag{22}$$

The first condition (h1) demands $p(i_b|i_c) = 0$, $\forall i \in \{1, \cdots, 4\}$, which consequently implies,

$$\forall i, \quad \lambda \left[ \alpha^0_i \times r^0_i + \left(1 - \alpha^0_i \right) \times q^0_i \right] + \left(1 - \lambda \right) \left[ \alpha^1_i \times r^1_i + \left(1 - \alpha^1_i \right) \times q^1_i \right] = 0. \tag{23}$$

It is easy to argue that in absence of shared randomness, i.e. when $\lambda \in \{0, 1\}$, the goal is impossible to achieve.

---

$^5$ Please note that here we use ‘square bracket’ to denote the stricter version game $\mathcal{H}^n[s]$ to make the distinction from its non-stricter version.
For $\lambda = 0$ we have $a_i(0) \times r_i(0) + \left(1 - a_i(0)\right) \times q_i(0) = 0 \forall i \in \{1, \ldots, 4\}$. This boils down to coming up with a partition $X$ and $Y$ as discussed in Section III B. However, this scenario can be disregarded immediately. As there are 4 Restaurants, no matter which partition $X$ and $Y$ of the Restaurants we take, there must exists at least 2 Restaurants in either $X$ or $Y$. Now if two Restaurants $m$ and $k$ belong to the same partition we must have $p(m_b | k_c) = 0$; and hence violates the winning condition $(h, 2)$. A similar argument holds for the case $\lambda = 1$. We now go on to show that even with the assistance of shared randomness, i.e. for $\lambda \notin \{0, 1\}$, the goal is impossible to achieve. Since $\lambda \in (0, 1)$, to satisfy Eq.(23) we must have

$$
a_i(0) \times r_i(0) = 0, \quad \left(1 - a_i(0)\right) \times q_i(0) = 0,
$$

$$
a_i(1) \times r_i(1) = 0, \quad \left(1 - a_i(1)\right) \times q_i(1) = 0,
$$

$\forall i \in \{1, 2, \ldots, 4\}$.

All the four equations contain product of two terms on the left hand side, and for each pair at least one must be zero. This in turn leads to several possible ways to satisfy the equations. The case where left term of a particular equation is 0 will be denoted by ‘0’, whereas ‘1’ will indicate the right term is 0. So each Restaurant must be assigned a four bit string indicating which of the terms in these four equation are 0. For instance, let's say we assign a string ‘0110’ to the $i^{th}$ Restaurant. The first bit of this string implies $a_i(0) = 0$, second implies $q_i(0) = 0$, and similarly third and fourth imply $r_i(1) = \left(1 - a_i(1)\right) = 0$. It becomes immediate that the possibilities corresponding to the set of strings \{0000, 0001, 0010, 0011, 0100, 1000, 1100\} are not allowed for any $i \in \{1, \ldots, 4\}$. For all these cases we have $a_i(s) = 1 - a_i(s) = 0$ for at least one $s \in \{0, 1\}$, which is impossible. Furthermore, the possibility corresponding to the string ‘1111’ is also not allowed for any $i$. In this case, although $p(i_b | k_c) = 0$ and hence the condition $(h, 1)$ is satisfied, it turns out that $p(i_b | \bar{k}_c \neq i) = 0$ violating the condition $(h, 2)$. Thus for any of the Restaurants, the allowed possibilities are

$$
\{S_1 = 0111, \ S_2 = 1011, \ S_3 = 1101, \ S_4 = 1110, \ S_5 = 0101, \ S_6 = 0110, \ S_7 = 1001, \ S_8 = 1010\}.
$$

We will use the notation $i(S_d)$ to denote that $i^{th}$ Restaurant is assigned the string $S_d$. Let the string $S_1 = 0111$ is assigned to the $i^{th}$ Restaurant, then using Eq.(22) we obtain $p(i_b | S_1 | k_c) = \lambda [a_i(0) \times r_i(0)]$. If the same string ($S_1$) is assigned to the $j^{th}$ Restaurant for $j \neq i$, then we must have $a_j(0) = 0$. Consequently we have $p(i_b | S_1 | S_1) = 0$, which violates the condition $(h, 2)$. Thus two different Restaurants cannot be assigned the same string, confining us to select 4 different strings for 4 different Restaurants. It is important to note that for $i \neq j$, $p(i_b(S_1) | j_c(S_1))$ need not be 0, although $p(i_b(S_1) | j_c(S_1)) = 0$. We say that $S_1$ is compatible with $S_5$, but $S_3$ is incompatible with $S_1$ as it violates $(h, 2)$. The list of compatible assignments of the strings are listed in Table II. To satisfy the condition $p(m_b | k_c) = 1/3 \forall (m \neq k)$ we must select 4 strings that are compatible with each other. From Table II we only have two possible ways of selecting the strings: (i) $\{S_1, S_2, S_3, S_4\}$ or (ii) $\{S_5, S_6, S_7, S_8\}$. We are left to show that none of these two cases yields any consistent solutions for all the variables \$\{\lambda, a_k(s), r^i(s), q^i(s)\}\$.

(i) $\{S_1, S_2, S_3, S_4\}$: Without loss of any generality we can choose the string $S_1$ for $i^{th}$ Restaurant. Then using Eq.(21) & Eq.(22) we obtain

$$
p(1|2) = \lambda r_1(0) = \frac{1}{3}, \quad p(1|3) = \lambda a_3(0) r_1(0) = \frac{1}{3},
$$

$$
p(2|1) = \lambda q_2(0) = \frac{1}{3}, \quad p(2|3) = \lambda (1 - a_3(0)) q_2(0) = \frac{1}{3}.
$$

A consistent solution does not exist for these equations.

(ii) $\{S_5, S_6, S_7, S_8\}$: Once again without loss of an generality we can choose the string $S_1$ for $i^{th}$ Restaurant. Once again Eq.(21) & Eq.(22) yield

$$
p(1|2) = (1 - \lambda) r_1(0) = \frac{1}{3}, \quad p(1|3) = \lambda r_1(0) = \frac{1}{3},
$$

$$
p(1|4) = \lambda r_1(0) + (1 - \lambda) r_1(0) = \frac{1}{3}.
$$

No consistent solution exists in this case too. Thus the game $H^4[1/3]$ is not possible to win with 1-bit of classical communication even when the communication channel is assisted with 1-bit of classical shared randomness. Naturally the question arises whether this game is
winnable with 1-bit of classical communication if more shared randomness is supplied. The answer we defer to the Appendix C. In the next we rather provide a qubit strategy for the game $H^4[1/3]$.

### B. Perfect winnability of $H^4[1/3]$ with qubit strategy

Although the game $H^4[1/3]$ cannot be won with 1-bit communication +1-bit shared randomness, the goal can be achieved through a qubit communication without any assistance of classical shared randomness. Alice sends the qubit state $|\psi_i\rangle$ when the $i^{th}$ Restaurant is closed. The block vectors corresponding the encoded states are respectively

\[
1 \mapsto |\psi_1\rangle \equiv (0, 0, 1)^T,
\]
\[
2 \mapsto |\psi_2\rangle \equiv \left(\frac{2\sqrt{2}}{3}, 0, -\frac{1}{3}\right)^T,
\]
\[
3 \mapsto |\psi_3\rangle \equiv \left(\frac{2\sqrt{2}}{3} \cos \frac{2\pi}{3}, \frac{2\sqrt{2}}{3} \sin \frac{2\pi}{3}, -\frac{1}{3}\right)^T,
\]
\[
4 \mapsto |\psi_4\rangle \equiv \left(\frac{2\sqrt{2}}{3} \cos \frac{4\pi}{3}, \frac{2\sqrt{2}}{3} \sin \frac{4\pi}{3}, -\frac{1}{3}\right)^T.
\]

The encodings form a symmetric tetrahedron within the Bloch sphere (see Fig. 9). For decoding, Bob performs the measurement $M(4) \equiv \{\pi_k := \frac{1}{2} |\psi_k^+\rangle \langle \psi_k^+| \}_{k=1}^4$ and visits the $k^{th}$ Restaurant if outcome corresponding to the effect $\pi_k$ is observed. Note that, the decoding corresponds to the SIC-POVM described by the tetrahedron inverted to the encoding tetrahedron. The fact, $Tr(|\psi_i\rangle \langle \psi_j| \pi_k) = \frac{1}{4} (1 - \delta_{ik})$ ensures perfect winning of the game $H^4[1/3]$.

### C. Unwinnability of $H^4[1/3]$ with Polygons

To ensure that condition (h3)1 with a polygon system, Alice’s must choose her encodings $\{\omega_i\}_{i=1}^4$ from the boundary of the polygon. Otherwise no effect in a polygon model will yield zero probability for a given encoding state. For an $e_i$ if we move towards the effect $\tilde{e}_i$, with $e_i$ and $\tilde{e}_i$ forming a measurement, the probability of the probability of observing the effect $e_i$ decreases gradually. For the game $H^4[1/3]$, the decoding strategy of Bob must be a 4 outcome measurement $M(4) \equiv \{(\tilde{e}_i, e_i) \mid \sum_{i=1}^4 \tilde{e}_i e_i = u\}$ such that Bob visits $i^{th}$ Restaurant when the outcome corresponding to the effect $e_i$ is observed. For Alice’s encoding $\{\omega_i\}_{i=1}^4$ the winning condition of $H^4[1/3]$ demands

\[
\tilde{e}_i^T \omega_j = (1 - \delta_{ij}) / 3
\]

For any effect $e_i$ there exists an state $\omega_j$ such that $e_i^T \omega_j \leq \frac{1}{3} < e_i^T \omega_{j+1}$. Let the first encoding state is $\rho \omega_j + (1 - \rho) \omega_{j+1}$, where $\rho \in [0,1)$. Symmetry of the state spaces imply that probability of observing $e_i$ on any state $\omega_j$ is same as that on the state $\omega_j^*$, where $\omega_j^*=\omega_j$.

![Figure 10](image-url) For any polygon theory the probability of observing an effect $e_i$ on a state $\omega_j$ keep decreasing as the state moves from $e_i$ towards $\tilde{e}_i$. Since $e_i$ and $\tilde{e}_i$ form a measurement, i.e., $e_i + \tilde{e}_i = u$, the mirror image $\omega_j^*$ of any state $\omega_j$ about the line passing through $e_i$ and $\tilde{e}_i$ will give the same probability of occurrence the effect $e_i$. 
is the mirror image of $\omega_i$ about the line joining $e_i$ and $\hat{e}_i$, where $e_i + \hat{e}_i = u$ (see Fig. 10). Therefore, the second encoding state must be $p\omega_i^{j} + (1-p)\omega_i^{j+1}$, which is the mirror image of the first encoding state about the line joining $e_i$ and $\hat{e}_i$. As the probability of observing the effect $e_i$ keeps decreasing gradually as the choices of the encoding state moves away from $e_i$ to $\hat{e}_i$, there will not be a third encoding state yielding the winning probability for the effect $e_i$. Thus, a set of 4 distinct encoding states do not exist that satisfy the winning condition.

VII. ORDER OF MERIT

Present work along with some recent works put interesting ‘order of merit’ among different communication resources to compare their utility in the H-FW communication scenario. Following three different ordering relations we will use.

• A resource $\mathcal{R}_1$ will be same as a different resource $\mathcal{R}_2$, denoted as $\mathcal{R}_1 = \mathcal{R}_2$ if for any communication task within H-FW scenario they provide same utility.

• We will denote $\mathcal{R}_1 \preceq \mathcal{R}_2$ if $\mathcal{R}_2$ is as good as $\mathcal{R}_1$ for any such task and there exist at-least one task where $\mathcal{R}_2$ yield a strictly greater utility than $\mathcal{R}_1$.

• Finally, $\mathcal{R}_1 \prec_{inst} \mathcal{R}_2$ will imply that there is some instance where $\mathcal{R}_2$ is strictly better than $\mathcal{R}_1$, while in a different instance their utilities might be in reverse order.

Few important orderings are listed in Table III.

VIII. MAKING THE QUANTUM ADVANTAGE NOISE-ROBUST

Noise is an inevitable enemy of any communication line. In quantum scenario this is even more prominent as a little bit of thermal noise can destroy the encodings. Furthermore, due to measurement impression it might not be possible to perform the intended decoding measurement exactly. So it is quite important to investigate whether the quantum advantage reported above persists under a noisy circumstance. Here we mainly analyse the $H^3(1/3)$ game. A similar analysis is possible for other cases too. Note that any kind of noise that affects the entire Bloch sphere symmetrically, known as depolarizing ($D$) noise, does not change the visiting probability $p(m_k)$. Experimentally such a noise can arise when Alice is not able to prepare the ideal quantum preparations $\rho_k = \frac{1}{2} [I + \hat{n}_k \cdot \vec{a}]$, rather $\hat{n}_k$ takes values uniformly from a cone in the Bloch sphere that subtends solid angle $\Omega$ at the origin with axis $\hat{n}_k$ (see Fig. 11). For such a noise $D_e$, a small bit of thermal noise can destroy the encodings. Furthermore, due to measurement impression it might be impossible to perform the intended decoding measurement exactly.

| Order of merit | Task |
|----------------|------|
| $Q \preceq Q + 1$ ebit | PRL 69, 2881 (1992) |
| $C \preceq C + 1$ ebit | arXiv:2103.08567 [quant-ph] |
| $C + SR = Q + SR$ | CMP 340, 563 (2015) |
| $C \prec Q$ | $H^n(\gamma_1, \gamma_2, \gamma_3)$ : Section III C |
| $C \prec 2n$-gon | $H^n(1/n) :$ Section V B |
| $C + 1$ SR $\prec_{inst} Q$ | $H^3(1/3)$ : Section VI B |
| $C + 1$ SR $\preceq_{inst} C + log 3$-SR | $H^4[1/3]$ : Section VI A |
| $Polygon \prec_{inst} Q$ | $H^4[1/3]$ : Section V C |
| $Q \prec_{inst} C + SR$ | $H^n[1/(n-1)], n \geq 5 :$ Appendix C |
| $Q + SR \prec_{inst} C + 1$ ebit | arXiv:2103.08567 [quant-ph] |

Table III. Utility of different resources in H-FW scenario. Here Q denotes a perfect qubit channel and C is a perfect 1-bit classical channel. When we write just ‘SR’ it means unbounded amount of this resource is allowed.

Figure 11. (Color online) Noise robust quantum protocol for the game $H^3(1/3)$. Under a depolarizing noise the encoded states get shrieked within the Bloch sphere. Both the encoded states and decoding effects are assumed to undergo such noise.
Similarly, the POVM elements $\pi_k = \frac{1}{3} (\mathbb{1} - \hat{n}_k \cdot \vec{d})$ get modified to,
\[
D_e(\pi_k) := (1 - \epsilon) \pi_k + \frac{\epsilon}{3} \mathbb{1} = \frac{1}{3} [\mathbb{1} + (1 - \epsilon) \hat{n}_k \cdot \vec{d}]
\]
\[
= \frac{1}{3} [\mathbb{1} - D_e(\hat{n}_k) \cdot \vec{d}], \quad D_e(\hat{n}_k) := (1 - \epsilon) \hat{n}_k. \quad (25)
\]

Consider that both Alice’s encoding and Bob’s decoding get affected with such noises $D_e$ and $D_{\epsilon_d}$, respectively. For the game $\mathbb{H}^3(1/3)$, due to the symmetric nature of the noise, Bob’s probability of visiting a Restaurant will remain the same as before, i.e. $p(m_b) = 1/3$. However, there is a finite probability of visiting a closed Restaurant by Bob, with the probability depending on the noise parameters $\epsilon_e$ and $\epsilon_d$. The probability of visiting the $k^{th}$ when it is closed is,
\[
p(k_b | k_e) = \text{Tr} \left[ D_{\epsilon_d}(b_k) D_e(\pi_k) \right] = \frac{1}{3} (\epsilon_e + \epsilon_d - \epsilon_d \epsilon_e). \quad (26)
\]

If a classical strategy without shared randomness is used, and we put the conditions that (h1,1) a closed Restaurants can be visited with probability less than 1/6 and (h2,2) Each Restaurant must be visited with equal probability, then no solution exists; here the sub-index $n$ is used to denote that the perfect conditions is modified for noisy case. In other words, there is no classical mixed strategy without shared randomness that satisfies the conditions:
\[
p(m_b) = \frac{1}{3} \quad \text{and} \quad p(m_b | m_e) < \frac{1}{6}, \quad \forall m \in \{1, 2, 3\}. \quad (27)
\]

Therefore, a noisy quantum strategy gives advantage over any classical mixed strategy whenever noise parameters $\epsilon_e$ and $\epsilon_d$ are small enough to obey the condition $(\epsilon_e + \epsilon_d - \epsilon_d \epsilon_e) < 1/2$ as illustrated in Fig 12. At this point one may wish to analyze a different type of noise in quantum systems and carry out the analysis along the lines that we have done above. For such purposes it is convenient to define a function that captures the error obtained while trying to play our Restaurant game. One such function is given by
\[
\mathcal{E}(\hat{s}) = \frac{1}{3} \sum_{i} \left[ p^\hat{s}(i_b | i_c) + (\gamma_i^\hat{s} - 1/3)^2 \right]; \quad (28)
\]
where $\gamma_i^\hat{s} := \frac{1}{3} \sum_{j=1}^{3} p^\hat{s}(j_b | i_c)$ and ‘$s$’ denotes the strategy followed by Alice and Bob. The collective aim of Alice and Bob is to come up with a strategy that optimize this error. For a perfect strategy $(s_p)$ that satisfies both (h1) and (h2) we have $\mathcal{E}(s_p) = 0$. A general mixed strategy is characterized by 7 parameters – 3 for three different 2-faced coins on Alice’s part and 4 for two 3-faced coins on Bob’s part. Using Monte Carlo simulation over this 7-parameter space we find that for classical mixed strategies, $\mathcal{E}(s)$ is lower bounded by 0.108. Thus any noisy quantum strategy, having the error value less than this value will establish the quantum advantage.

**Figure 12.** Trade-off in the noise parameters $\epsilon_e$ and $\epsilon_d$ allowing quantum advantage in $\mathbb{H}^3(1/3)$ when both the encodings and decoding experience depolarizing noise.

**IX. CONCLUSIONS**

Our work brings to the forefront the efficacy of classical shared randomness in empowering the utility of classical communication. Although there has been a lot of research towards exploring the advantages of common-past resources to empower direct-communication resources, most of the investigations have been directed towards studying non-classical resources [4, 43, 44]. While it has been shown that classical shared randomness has nontrivial use in Quantum Reverse Shannon Theorem, i.e. asymptotic simulation of noisy channels with noiseless ones [87–89], our result is more surprising as it shows that even the single-shot utility of a perfect classical channel can be empowered in assistance with classical shared randomness. Our result, therefore, resembles the advantage as that of ‘quantum superdense coding’ phenomenon, but with classical resources only. The crucial distinction is that in quantum superdense coding channel utility is quantified through mutual information, whereas in our case it is quantified through the success probability of winning the Restaurant game introduced here. The advantage presented here is more striking than the one recently reported in [44]. There it has been shown that utility of a perfect classical channel can be empowered in assistant with preshared quantum entanglement, a non-classical common-past resource.

Our proposed games are also important to reveal quantum advantage in the simplest communication scenario. While perfect winning of some games require shared randomness along with 1-bit of classical com-
communication, in quantum scenario they can be won with 1-qubit communication alone. Importantly the advantage persists under experimental noises and hence welcomes novel experiments to implement the quantum protocol with presently available quantum technologies. The elimination aspect in our game (not visiting a closed Restaurant) seems to play a crucial role for the quantum advantage. One of the vastly acknowledged recent results in quantum foundation by Pusey-Barrett-Rudolph is worth mentioning here [90]. This also invokes the power of elimination through entanglement measurement to establish ‘ψ-ontic’ behaviour of quantum wave function. Our Restaurant games along with their variant turn out to be useful to put nontrivial ‘order of merit’ among different combinations of communication resources as tabled in Section VII. In fact this observation motivates further research to explore many other such nontrivial ordering relations. An optimistic aim could be to come up with a game which can be won with 1-qubit communication, whereas in classical domain it requires infinite amount of shared randomness along with 1-bit of classical communication. The tasks studied in [91, 92] might be the guiding lines at this point.

The other important aspects are the no-go results established in Section V A, which prove that an advantage of qubit over classical bit must invoke quantum superposition both at the encoding and decoding steps. At this point it might be interesting to recall an important result of quantum foundation recently established in [93]. While Bell in his seminal paper [21] and then Kochen & Specker [94] (see also Mermin [65, 95]) have shown that for the projective measurements on a two level quantum system it is possible to come up with a ‘deterministic hidden variable model’, in [93] it has been shown that such a model is not possible when considering more general POVM measurement. It is worth interesting to study whether the quantum advantage observed here has some deeper connection with this no-go result. The quantum advantages studied here also welcome a re-look to the claim made in [96]. The toy-bit model proposed there, originally motivated from [97], seems incapable of showing the advantages reported in the present work.

Many other interesting questions follow immediately. For instance, it is natural to ask whether shared randomness can empower other direct-Communication resources other than the classical channel. Is it possible to come with a communication scenario where the utility establishes some trade-off between classical communication and shared randomness. Lastly, our work highlights the fact that whether or not a Common-past resource empowers a direct-communication resource depends on the scenario under consideration, i.e., it depends on which of the inputs/outputs are trivial. A lot more interesting situations arise in the multipartite scenario since there are many more possibilities in which the inputs/outputs of a subset of parties can be made trivial.

Appendix A: Quantum & post-quantum enhancement of classical channel

In a recent work [44], the authors have reported very interesting results. They have show that preshared entanglement can empower communication utility of a perfect classical channel. In fact post quantum correlation can do better than quantum correlations. They have shown it through the success probability of a two party game. Here, for the sake of completeness, we show review their game and show that the success probability scales with the well known CHSH expression.

4-cup & 2-ball game: Assume that there are 4 cups and a referee randomly chooses two of them and put 1 ball in each of them. Alice knows which two cups contain the balls but this information is not known to Bob. Bob needs to pick a cup with ball. If Alice is allowed to communicate 1 C-bit to Bob then maximum success probability when 1 C-bit communication is assisted with no signaling (NS) correlation.

NS correlation: A two-party two-input two-output NS probability distribution can be represented as the following correlation table:

\[
P_{ab}^{xy} = \begin{pmatrix}
00 & p(00|00) & p(01|00) & p(10|00) & p(11|00) \\
01 & p(00|01) & p(01|01) & p(10|01) & p(11|01) \\
10 & p(00|10) & p(01|10) & p(10|10) & p(11|10) \\
11 & p(00|11) & p(01|11) & p(10|11) & p(11|11)
\end{pmatrix}
\]

(A1)

\[
\begin{align*}
&c_{00} = m_0 - c_00, \quad n_0 - c_00, \quad 1 - m_0 - n_0 + c_00 \\
&c_{01} = m_0 - c_01, \quad n_0 - c_01, \quad 1 - m_0 - n_0 + c_01 \\
&c_{10} = m_1 - c_10, \quad n_1 - c_10, \quad 1 - m_1 - n_1 + c_10 \\
&c_{11} = m_1 - c_11, \quad n_1 - c_11, \quad 1 - m_1 - n_1 + c_11
\end{align*}
\]

(A2)

where \(\max\{0, m_i + n + j - 1\} \leq c_{ij} \leq \min\{m_i, n_j\} \forall i, j \in \{0, 1\}\).

Strategy: Given 1 bit of classical communication assisted with the aforesaid NS correlation, Alice will go by the following strategies depending on which of the cups combination is realized.

| Cups | Alice’s action |
|------|----------------|
| 12   | sends 0 to Bob |
| 34   | sends 1 to Bob |
| 13   | input x = 0 and sends outcome a to Bob |
| 24   | input x = 0 and sends outcome a ⊕ 1 to Bob |
| 14   | input x = 1 and sends outcome a to Bob |
| 23   | input x = 1 and sends outcome a ⊕ 1 to Bob |
Now, depending on the bit received from Alice, Bob chooses his input for the NS box and depending on the outcome received from it he chooses the cup as follows:

| Bit received | Bob’s Action          | Choice’s of the cup       |
|--------------|-----------------------|---------------------------|
| 0            | input y = 0           | chooses cup 1 for b = 0    |
|              |                       | chooses cup 2 for b = 1    |
| 1            | input y = 1           | chooses cup 3 for b = 0    |
|              |                       | chooses cup 4 for b = 1    |

For the above strategy, the for pair of cups combinations the success probabilities become

\[
\begin{align*}
 p_{12}^{\text{succ}} &= p(b = 0|y = 0) + p(b = 1|y = 0) = 1, \\
 p_{13}^{\text{succ}} &= p(b = 0|y = 1) + p(b = 1|y = 1) = 1, \\
 p_{14}^{\text{succ}} &= p(00|00) + p(10|01), \\
 p_{24}^{\text{succ}} &= p(11|00) + p(01|01), \\
 p_{23}^{\text{succ}} &= p(00|10) + p(11|11), \\
 p_{34}^{\text{succ}} &= p(11|10) + p(00|11).
\end{align*}
\]

Therefore, we have average success,

\[
P_{\text{succ}} = \frac{1}{6} \left( p_{12}^{\text{succ}} + p_{13}^{\text{succ}} + p_{14}^{\text{succ}} + p_{24}^{\text{succ}} + p_{23}^{\text{succ}} + p_{34}^{\text{succ}} \right) \\
= \frac{1}{6} [5 + 2(c_{00} - c_{01} + c_{10} + c_{11} - m_1 - n_0)]. \quad (A3)
\]

Again, for the NS correlation the CHSH expression reads as

\[
\text{CHSH} = \langle x_0 y_0 \rangle - \langle x_0 y_1 \rangle + \langle x_1 y_0 \rangle - \langle x_1 y_1 \rangle \\
= 2 + 4(c_{00} - c_{01} + c_{10} + c_{11} - m_1 - n_0). \quad (A4)
\]

Here, \( \langle x_i y_j \rangle := \sum_{a,b = \pm} abp(ab|x_i y_j) \). Thus, we have

\[
P_{\text{succ}} = \frac{1}{12} (8 + \text{CHSH}). \quad (A5)
\]

Clearly this success value is strictly greater than 1-bit success value (i.e. \( \frac{5}{6} \)) wherever \( \text{CHSH} > 2 \). In other words, all NS correlation that are CHSH nonlocal (i.e. violate CHSH inequality) are advantageous in 4-cup & 2-ball game and moreover post-quantum correlation yield better than quantum success.

**Appendix B: Playing \( H^3(\gamma_1, \gamma_2, \gamma_2) \) with \( P_y(4) \)**

For this generic case, Alice applies the encoding

\[
E^{(12)} = \begin{cases} 
1 & \mapsto \omega_1, \\
2 & \mapsto \omega_2, \\
3 & \mapsto s := q \times \omega_2 + (1-q) \times \omega_3.
\end{cases}
\]

Superscript in \( E^{(12)} \) denotes the fact that Restaurant 1 and 2 are encoded in extreme states, while some mixed state is used for the Restaurant 3. Bob performs the measurement \( M \equiv \{pe_1, (1-p)e_2, pe_3, (1-p)e_4\} \), and visits the Restaurants as follows

Here, the superscript in \( D^{(12)} \) is used to indicate that this particular decoding is associated with the encoding \( E^{(12)} \). A straightforward calculation yields

\[
\begin{align*}
 p(1|2) &= p(2|1) = 1 - p, \\
 p(3|1) &= p(3|2) = p, \\
 p(1|3) &= p \times r + (1-p) \times (1-q), \\
 p(2|3) &= (1-p) \times q + p \times (1-r).
\end{align*}
\]

These subsequently gives us \( \gamma_1 = \frac{1}{3}[(1-p) + p \times r + (1-p) \times (1-q)] \), \( \gamma_2 = \frac{1}{3}[(1-p) + (1-p) \times q + p \times (1-r)] \), and \( \gamma_3 = \frac{2p}{3} \). Using the encoding strategy \( E^{(12)} \) with varying \( p,q,r \in [0,1] \), the class of games highlighted in the green rectangle in Fig.13 can be won perfectly, which is a proper subset of all games. However, if we consider two other encoding-decoding strategies \( \{E^{(13)}, D^{(13)}\} \) and \( \{E^{(23)}, D^{(23)}\} \) with

\[
\begin{align*}
 E^{(13)} &= \begin{cases} 
1 & \mapsto \omega_1, \\
3 & \mapsto \omega_4, \\
2 & \mapsto s := q \times \omega_2 + (1-q) \times \omega_3.
\end{cases} \\
D^{(13)} &= \begin{cases} 
pe_1 & \mapsto 2, \\
(1-p)e_2 & \mapsto 3, \\
(1-p)e_4 & \mapsto 1, \\
pe_3 & \mapsto \begin{cases} 1 \text{ with probability } r, \\
3 \text{ with probability } (1-r). \end{cases}
\end{cases}
\end{align*}
\]

Figure 13. Green rectangle consists of the games \( H^3(\gamma_1, \gamma_2, \gamma_3) \) that are winnable with encoding \( E^{(12)} \). Violet and orange are the games winnable with encodings \( E^{(13)} \) and \( E^{(23)} \), respectively.
with 1-bit+1-SR resource, here we will show that the Alice. Clearly, the condition \( h_1 \) perfectly winnable with communication of \( P_{DB}(4) \) system without requiring any shared randomness.

\[ E^{(23)} \equiv \begin{cases} 
2 \mapsto \omega_1, & 3 \mapsto \omega_4, \\
1 \mapsto s := q \times \omega_2 + (1-q) \times \omega_3.
\end{cases} \]

\[ D^{(23)} \equiv \begin{cases} 
pe_1 \mapsto 1, \\
(1-p)e_2 \mapsto 3, \\
(1-p)e_4 \mapsto 2, \\
pe_3 \mapsto \begin{cases} 
2 \text{ with probability } r, \\
3 \text{ with probability } (1-r).
\end{cases}
\]

then it turns out that all the games \( H^3(\gamma_1, \gamma_2, \gamma_3) \) are perfectly winnable with communication of \( P_{DB}(4) \) system without requiring any shared randomness.

Appendix C: Classical correlated strategy for \( H^n[1/(n-1)] \)

\( H^4[1/3] \): Although the game \( H^4[1/3] \) cannot be won with 1-bit+1-SR resource, here we will show that the goal can be perfectly achieved through a 1-bit classical channel if more shared randomness are provided as assistance. The strategy is described below.

Alice divides the Restaurants into two disjoint partitions \( X \) and \( Y \), such that \( |X| = |Y| = 2 \). Alice sends 0 to Bob whenever a Restaurant in \( X \) is closed, otherwise she sends 1. Bob visits the Restaurants within the set \( Y \) (with uniform probability if he receives 0 (1) from Alice. Clearly, the condition \( h_1 \) is satisfied as bob never visits a closed Restaurant. Consider the following three partitionings \( X \) and \( Y \).

C-1: \( X = \{1, 2\} \) & \( Y = \{3, 4\} \),

C-2: \( X = \{1, 3\} \) & \( Y = \{2, 4\} \),

C-3: \( X = \{1, 4\} \) & \( Y = \{2, 3\} \).

These correspond to three different strategies leading to three different visit matrices

\[ V_1 = \begin{pmatrix} 
0 & 0 & 1/2 & 1/2 \\
0 & 0 & 1/2 & 1/2 \\
0 & 0 & 1/2 & 1/2 \\
1/2 & 1/2 & 0 & 0 \\
\end{pmatrix}, \quad V_2 = \begin{pmatrix} 
0 & 1/2 & 0 & 1/2 \\
1/2 & 0 & 1/2 & 0 \\
0 & 1/2 & 0 & 1/2 \\
0 & 0 & 1/2 & 1/2 \\
\end{pmatrix}, \quad V_3 = \begin{pmatrix} 
0 & 1/2 & 0 & 1/2 \\
1/2 & 0 & 1/2 & 0 \\
0 & 1/2 & 0 & 1/2 \\
0 & 0 & 1/2 & 1/2 \\
\end{pmatrix}. \]

Equal mixture of these three strategies, which requires Alice and Bob to share \( \log 3 \)-bit of shared randomness, yields the resulting visit matrix

\[ V = \begin{pmatrix} 
0 & 1/3 & 1/3 & 1/3 \\
1/3 & 0 & 1/3 & 1/3 \\
1/3 & 1/3 & 0 & 1/3 \\
1/3 & 1/3 & 1/3 & 0 \\
\end{pmatrix}, \]

which satisfies both the conditions \( h_1(1) \) and \( h_1(2) \).

\( H^0[1/(n-1)] \): The above protocol can be generalized for \( H^n[1/(n-1)] \) game with 1-bit of classical communication assisted with \( \log(n-1) \)-bit of SR. Alice sends 0 and 1 to direct Bob to visit \( k \)-th and \( (k+1) \)-th Restaurant respectively, where \( k \in \{1, 2, \ldots, (n-1)\} \). The value of the \( k \) will be identified by the outcomes \( \{1, 2, \ldots, (n-1)\} \) of the SR, so it requires \( \log(n-1) \)-bit of SR. Whenever the \( m \)-th Restaurant \( (m \in \{2, 3, \ldots, (n-1)\} \) is closed, Alice communicates 0 and 1 respectively for every \( k \in \{1, \ldots, (m-1)\} \)-th and \( k \in \{m, \ldots, (n-1)\} \)-th outcomes of the SR. On the other hand, if the 1-st or, \( n \)-th Restaurant is closed, then Alice will communicate 0 and 1 respectively, independent of the SR outcomes. It is easy to verify that the strategy satisfies both the required conditions.

At this point it is important to see that a \( H^0[1/(n-1)] \) game can not be won with a qubit communication alone, whenever \( n \geq 5 \). This establishes the ‘order of merit’ \( Q^{-inut}C+SR \) as listed in Table III.
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