ABSTRACT

The deep learning literature is continuously updated with new architectures and training techniques. However, weight initialization is overlooked by most recent research, despite some intriguing findings regarding random weights. On the other hand, recent works have been approaching Network Science to understand the structure and dynamics of Artificial Neural Networks (ANNs) after training. Therefore, in this work, we analyze the centrality of neurons in randomly initialized networks. We show that a higher neuronal strength variance may decrease performance, while a lower neuronal strength variance usually improves it. A new method is then proposed to rewire neuronal connections according to a preferential attachment (PA) rule based on their strength, which significantly reduces the strength variance of layers initialized by common methods. In this sense, PA rewiring only reorganizes connections, while preserving the magnitude and distribution of the weights. We show through an extensive statistical analysis in image classification that performance is improved in most cases, both during training and testing, when using both simple and complex architectures and learning schedules. Our results show that, aside from the magnitude, the organization of the weights is also relevant for better initialization of deep ANNs.
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1 Introduction

Over the past decade, Artificial Neural Networks (ANNs) have been dominating Artificial Intelligence applications in various domains. This diffusion mainly came after advances in deep learning, a collection of techniques for training large ANNs to solve complex tasks through several levels of abstraction. The successful training of deep models is usually possible by careful architecture design, high model complexity, and large-scale datasets. Although ANNs are broadly applied and a lot of research has been done to describe their functioning, understanding the broad impacts of their degrees of freedom is still a challenge since modern deep models hold millions or even billions of parameters.

Recent works [1][2] discuss the impacts of stochastic and random hyperparameters (different random seeds) used during the construction and training of deep ANNs, and also the expected uncertainty in this process [3]. One important finding is that although the performance variance caused by different seeds can be relatively small, outliers are easily found, i.e., models with a performance much above or below the average. However, the element that poses the highest degree of freedom in this context (at least in theory), the distribution of initial random weights, is overlooked by most of the current research.

Some intriguing properties have also been observed, for instance, specific subsets of random weights that make training of sparse ANNs particularly effective [4]. More surprisingly, these random weights may not even require additional training [5][6]. It has also been shown that successfully trained ANNs usually converge to a neighborhood of weights close to their initial configuration [7][8]. These works corroborate the importance of initial weights and also point toward the existence of particular random structures related to better initial models. Nevertheless, most works initialize ANNs with simple methods that only define bounds for random weight sampling. Moreover, the effects caused by the randomness of these methods are most of the time ignored, i.e., researchers arbitrarily choose to consider either a single
random trial or to select the one that yields the better performance within a set of trials, which is a way to over-tune and overestimate the model capabilities.

The randomness involved in ANN initialization raises some questions. For instance, what are the structural properties among a large set of randomly initialized networks? Is there any meaningful pattern of random weights that could help to improve initial models, making the task less trial-and-error based? One possible alternative to approach large and complex ANNs is through Network Science (or Complex Networks), a prominent research field bringing together graph theory and statistical physics to study real-world network-like complex systems such as brain dynamics, social networks, protein interaction, and many others [9]. Few works have analyzed ANNs from the point of view of Network Science, and they usually do not consider a reliable sample size to account for the variance caused by the huge number of possible states of random initial weights.

In this work, we study the structural properties of random ANNs through the lens of Network Science. We focus on the most common weight initialization approaches, which rely solely on the information of a layer to produce its random weights. This is the most commonly available approach in widely used libraries, such as Pytorch and TensorFlow, and is also employed by most of the current research. Our main contributions are:

(i) We describe the neuronal strength of randomly initialized ANNs and its correlation with performance.

(ii) A new method is proposed, which consists of gradually rewiring weights of individual neurons through preferential attachment (PA). This process considerably reduces the strength variance, resulting in a more homogeneous neural distribution while keeping the same weight distribution. In other words, these properties are achieved by simply reorganizing previously initialized weights. The approach can be employed in virtually any ANN architecture and depth coupled with any common initializer. Since we only modify the initial weight matrices, it also works in conjunction with any technique for data and architecture regularization, learning schedule, etc. We provide an extensive statistical evaluation of how this approach affects the model behavior during and after training.

(iii) Our findings bring together concepts from Network Science and ANNs, showing that it is a promising approach to analyze and improve weight initialization, and also corroborating previous works regarding the structure and functioning of ANNs.

All our code for the proposed PA rewiring method and the experimental evaluation is made publicly available[1]. The paper is divided into the following sections: Section 2 provides the fundamental background on ANNs and Network Science; Section 3 describes our proposal for ANN random weight initialization; Section 4 contains the experimental results and discussions, while Section 5 draws the most important conclusions from this work.

2 Background

For supervised classification of images, an ANN can be represented as a function \( f(x, \theta_f) = y \), where \( x \) is the input image, \( y \) is the class label assigned, and \( \theta \) the model parameters. There is a wide range of approaches to building the function \( f \) [10,11], referred to as the model architecture. Here, we focus on the model parameters \( \theta = (W_{n_l, n_{l+1}}) \), a collection of weight matrices each representing the connections between two consecutive layers, where \( l \) represents layer indices from the input to the output layer, with size \( n_l \). When training a model from scratch, these parameters are usually randomly initialized and then optimized using gradient descent techniques to reduce the error on the task at hand. A common approach, known as transfer learning, consists of starting the training procedure with a set of parameters \( \theta_g \) optimized in another similar task. However, our focus here is on the random initialization of \( \theta_f \) for training from scratch, i.e., when no additional information or previous knowledge is available, or when a new architecture is developed.

2.1 Weight Initialization for Deep Neural Networks

Initialization of ANN weights is an old topic, and here we focus on the initialization of deep models, a trend that became popular after the beginning of this century. The reader may also refer to [12] for a broader review on weight initialization techniques. Early works on deep ANN weight initialization [13,14] focused on unsupervised pretraining layers, which could improve training speed and generalization performance of standard gradient descent. Later on, Glorot and Bengio [15] proposed to sample weights from a uniform distribution centered on zero with bounds defined by the activation variance of linear neurons. This technique defines bounds for either uniform \((\pm \sqrt{\frac{6}{n_l + n_{l+1}}})\) or normal \((\sigma = \sqrt{\frac{2}{n_l + n_{l+1}}})\) weight distributions. However, their derivation defines just the bounds of values for randomly

[1] www.github.com/scabini/PAre rewiring_weights
sampling weights, and it also does not account for most recent non-linear activation functions such as rectified linear units (ReLU) \cite{16}.

After the deep learning research diffusion, many methods focused on more specific techniques for successfully training deeper models. He et al. \cite{17} (Kaiming initializer) extended the Glorot and Bengio \cite{15} method for ReLU nonlinearities, which consists of varying the bounds for random weight sampling to account for the ReLU variance ($\pm \sqrt{\frac{2}{n_i}}$ for uniform or $\sigma = \sqrt{\frac{2}{n_i}}$ for normal distributions). Saxe et al. \cite{18} suggest that the weight matrix should be chosen as a random orthogonal matrix, and show that this has similar effects as pretraining layers, and helps to train deep models faster and better. This approach was further explored more recently \cite{19}, showing that in deep networks the width needed for efficient convergence with orthogonal initialization is independent of the depth, whereas the width needed for efficient convergence with Gaussian initialization scales linearly with the depth. Another approach considers random walk initialization \cite{20}, which keeps constant the log of the norms of the backpropagated errors, and was shown to make it possible to train networks with depths of up to 200 layers. They achieve a random walk analogy by deriving the estimated backpropagated normalized errors flowing through random layers in a deep network. Hendrycks and Gimpel \cite{21} propose to scale the random weight bounds by accounting for the variance when using dropout layers. It was also shown that the Hessian matrix can be considered for ANN initialization \cite{22}, e.g., using an approximation of the layers’ Hessians via Jacobian products and the chain rule.

A recent approach to deep ANN pruning, called the lottery ticket hypothesis (LTH) \cite{4}, suggests that there exist random subnetworks (“winning lottery tickets”) that can achieve similar or better performance than the whole model in the same number of training steps. After pruning, the remaining parameters can be reset to their random initial state and the subnetwork can be trained again to a similar optimum compared to the original larger network. Therefore, this subnetwork is a subset of the random initial weights and is not related to some organization that emerges during training. Follow-up works on the LTH \cite{5,6,23} propose that random weights that “win the lottery” are highly correlated with each other, and may not even require training to achieve comparable performance to that of the trained models. The results in \cite{8} show that the successful training of ANNs via Stochastic Gradient Descent (SGD) \cite{24} converges to the close neighborhood of the initial configuration of its weights. These findings corroborate that specific random initializations may have great effects on training dynamics and model performance.

### 2.2 Network Science

Network Science, also referred to as Complex Networks, is a research field combining graph theory and statistical physics (complex systems) arising from the need to analyze the structure and dynamics of real-world networks. It usually consists of describing heterogeneous, temporal, and adaptive patterns of interactions in such networks. This methodology is employed for the modeling and characterization of natural phenomena in a broad range of areas \cite{9}. For instance, these concepts were broadly employed recently to model and understand the COVID-19 pandemic \cite{25}.

A network can be defined by a tuple $G = (V, E)$, where $V = \{v_1, ..., v_n\}$ represents its vertices and $E = \{e(v_i, v_j)\}$ the connections between vertex pairs. Here we focus on undirected and weighted networks, which means that $e(v_i, v_j) = e(v_j, v_i) \in \mathbb{R}$. Consider an $n$-by-$n$ matrix $W$ as a representation of the set of edges $e$, meaning that $W_{i,j} = e(v_i, v_j)$ (a.k.a. adjacency matrix). One possible metric that can be computed from $W$ is the degree of a node $i$:

$$s(i) = \sum_j W_{i,j},$$

which, in our case, is referred to as weighted degree, or simply strength (since it is a weighted network). This metric, although simple, estimates node centrality and can be used to tackle important structural properties of networks. It has been shown that several real-world networks exhibit a power-law distribution $P(s) = s^{-\gamma}$. This property describes scale-free networks \cite{26} and has been found in many real-world networks of key scientific interest, from protein interactions to social networks and from the network of interlinked documents that make up the WWW to the interconnected hardware behind the Internet \cite{27}. Several other types of centrality measures can be computed from a network, and we refer the reader to \cite{28}.

### 2.3 Network Science approaches to Artificial Neural Networks

Some works have already combined concepts from Network Science and ANNs, both for shallow and deep models. Shallow deep-belief networks were analyzed using Network Science tools in \cite{29}, where correlations were found between the structure and function of neurons. They considered the correlation between the receptive field of neurons and its structural properties computed using centrality measures. Similarly, \cite{30} analyzes the emergence of network motifs (a group of neurons with a particular connection pattern) during training of small fully-connected ANNs applied
to synthetic data. They argue that the network topology can be strongly biased by choosing an appropriate weight initialization. Similar findings [31,32] also suggest that the structure and performance of ANNs are related. In [31], a wide range of random networks is analyzed on the basis of several centrality measures computed for hidden neurons, where six neuronal types emerge during training in different tasks. From a statistical point of view, [31] was the first work to explore a wide range of models to account for the variance caused by random weight initialization.

Although the previously discussed works provide interesting insights into the structure and dynamics of ANNs, they lack direct connections to efficient practical tools which could be integrated with state-of-the-art ANN construction, training, optimization, etc. On the other hand, some works have attempted this in specific scenarios. In [33] the authors proposed a small-world ANN that has a better performance than a traditional structure for the task of diagnosing diabetes. The concept of weight sparsity was explored in [34] to obtain small-world properties on ANNs, allowing to train wider networks without incurring a quadratic increase in the number of parameters. Another work [35] explores random ANN architecture generation based on Network Science models by considering layers as nodes, and show that they can achieve competitive performance compared to optimized hand-crafted architectures. Similarly, [36] proposes to analyze the graph structure of ANNs as a way to both generate new random architectures for computer vision and to correlate its complex network properties with performance. They suggest that performance is approximately a smooth function of the clustering coefficient and average path length (considering a relational graph modeling). A common trend among the mentioned works is that they do not consider a reliable sample size to account for the variance caused by the degrees of freedom during initialization and training.

3 Improving ANN Random Initialization

3.1 Weighted Node Degree

We propose a practical method based on Network Science for ANN random weight analysis and improvement. The method is based only on the weight matrices of the model; therefore, we represent ANNs as collections of real matrices \( \theta = (W_{nl,nl+1})_l \). Each matrix \( W \) is handled individually, and represents an undirected, weighted, and bipartite network

\[
G(W_{nl,nl+1}) = (V_l \times V_{l+1}, E),
\]

where \( V_l \) and \( V_{l+1} \) are the sets of nodes representing the input and output neurons, respectively. The set of edges can be simply represented as the weight matrix

\[
E = W_{nl,nl+1},
\]

where \( E(i,x) \) denotes the connection weight between neuron \( i \) in \( V_l \) and \( x \) in \( V_{l+1} \). This notation naturally covers fully connected (FC) layers, and can also be extended to convolutional layers \( W_{w,h,z,o} \) by expressing them as 2-dimensional matrices \( W_{nl,nl+1} \) with shape \( w_{nl} = whz \) by \( n_{l+1} = o \), where \( w \) and \( h \) are the spatial dimensions (width and height) of a filter, \( z \) the number of input channels, and \( o \) the number of output channels. In the graph analogy, this means that the filter dimensions represent the input neurons, and the number of filters the output neurons. This can also be extended to convolutional layers with 3 or more dimensions by flattening the additional (trailing) dimensions accordingly. In other words, we can express weight matrices in two dimensions for most types of ANN layers, meaning that our method can be applied in any such case.

Given \( G(W) \) for a given weight matrix, one possible approach to analyze its structure and dynamics is through node centrality. Since the network is a complete bipartite graph, this means that most of the centrality measures cannot provide meaningful information, and also that cost increases significantly if it depends on the number of edges. In this sense, and also following findings of previous works [31,32], we resort to one of the simplest centrality measures: the (weighted) node degree, which we refer to as node strength \( s(i) \) in Eq. [1]. Results indicate that the strength distribution of small ANNs after training allows for distinguishing between models with different test performances and this on different vision tasks [31]. These findings suggest that the strength of trained neurons is related to the performance of ANNs. This measure can be considered as a direct estimate of the average firing rate of artificial neurons \( f_i(\sum_j W_{i,j}X_j) \) if we consider a linear activation function, no bias and i.i.d. inputs.

3.2 The strength of randomly initialized networks

We consider randomly initialized networks, meaning that for each layer the corresponding matrix \( W \) is generated by a given random weight initializer. The strength of an artificial neuron \( s \) in such network \( G(W) \) is obtained by summing the random weights of the edges connected to it. The central limit theorem guarantees that the sum of independent random variables is normally distributed, even if the original sample space is not normally distributed. This means that the strength distribution \( P(s) \) of layers in randomly initialized networks will approximately follow a normal distribution.
We hypothesize that the high neuronal strength observed with literature initializers may not be ideal for ANN initial-
ization. We first show 100 weight distributions for a FC layer of sizes $n_l$, neurons with negative strength have more chance to receive new positive connections, while the same goes for positive neurons. We then shift the strength distribution to the positive side, and add 1 to avoid null probability. In this sense, we can compute the current temporary strength $s_t(i)$ as indices for neurons in the input layer $l$ and $x$ as indices for neurons in the output layer $l+1$. Let us start by assuming that only one of the neurons $x$ in layer $l+1$ is connected to all other neurons in layer $l$, which will refer to as the first neuron $x=1$. In this sense, we can compute the current temporary strength $s_{t=1}$ of a neuron $i$ in the first layer, at the initial iteration $t=1$, by $s_{t=1}(i) = W_{i,1}$, since each neuron $i$ will contain only a single connection coming from $x$. We then propose the following PA probability for these nodes to receive "new" connections

$$P(i) = \frac{s_t(i) + |\min(s_t)| + 1}{\sum_j s_t(j) + |\min(s_t)| + 1},$$

which means that we shift the strength distribution to the positive side, and add 1 to avoid null probability. In this sense, the probability ranges from the lowest negative strength (smaller probability) to the highest positive strength (higher probability). Now we cycle through $t \in [2, n_{l+1}]$ iterations visiting a neuron $x$ at each iteration. The weights $W_{i,x}$, $i = 1, \ldots, n_l$, in ascending order, are then rewired to nodes in layer $l$ according to the probabilities $P(i)$. In other words, neurons with negative strength have more chance to receive new positive connections, while the same goes for positive neurons and negative edges. At each iteration $t$, a new temporary strength is calculated after the last rewiring.
Figure 1: Properties of random weights generated with literature methods (original weights, blue) or modified by the proposed PA rewiring method (red). We show the generated weights (100 trials) (a), their strength distributions before and after PA rewiring (b), and the distribution of maximum absolute strength observed in each case for different layer sizes (c).

(6) along with the new probabilities $P(i)$. A new rewiring w.r.t. the input neurons can then be performed with the weights of a new neuron $x = t$. After rewiring all neurons in layer $l + 1$, this procedure will reorganize ANN weights so that the neuronal strength of input neurons is close to zero, as we show in Fig. 1(b-c, red). The whole process is also described in Algorithm[1] Note that we assume that $W$ is already filled with random values, which is needed for computing the strengths, and no weights are created in practice as we simply assume that existing weights are reorganized.

The PA rewiring process described performs the following action: for a layer and its corresponding weight matrix, rewire its connections so that the strength distribution of the input neurons tends to zero. This procedure does not affect the strength of the neurons in the output layer, since we are rewiring just the end-point of the connection pointing to the input layer, for each output neuron individually. To achieve the same for the output neurons, the rewiring process can be
Algorithm 1: A python-like pseudo-code of the proposed PA rewiring method.

function PA_rewiring \( (W) \):

**Input**: An \( n_l \times n_{l+1} \) weight matrix \( W \) filled by some weight initializer

**Output**: \( W \) after rewiring

1. \( s_1 = \text{zeros}(n_l) \)
2. for \( t \) from 2 to \( n_{l+1} \), do
3. \( s_t = s_{t-1} + W[:; t-1] \)
4. \( P = s_t + \text{abs}(\min(s_t)) + 1 \)
5. \( P = P / \text{sum}(P) \)
6. targets = random_choice([\( i \in [1, ..., n_l] \)], prob=P, size = \( n_l \))
7. new_edges = argsort(W[:, t])
8. \( W[\text{targets}, t] = W[\text{new_edges}, t] \)
9. end
10. return \( W \)

repeated by simply reversing the targets: rewiring connections from each input neuron to the output neurons, making the strength of the output neurons also tend to zero.

In fact, the distributions shown in Fig. 1 (b-c) after rewiring already consider this two-step procedure for layers with sizes \( n_l = n_{l+1} \). The whole procedure is illustrated in Fig. 2 where one can observe how an initial long-tailed strength distribution, generated by a traditional initializer, vanishes when connections are reorganized with PA rewiring. Note that the two rewiring rounds are needed to effectively reduce both input and output strengths. In this sense, we are considering both signals to be equally important for ANN functioning. However, it is important to stress that we did not analyze the individual impacts of the input and output strengths, for instance by testing the rewiring individually for each of them.

![Figure 2: Illustration of the functioning of PA rewiring at reorganizing weights to decrease absolute neuronal strength. The size of the neurons represents their strength, from the most negative (smaller) to the most positive. We show a small layer with 10 neurons and 10 inputs, while the strength distributions are calculated for a layer with 1024 neurons and 1024 inputs.](image)

3.4 Computational complexity

The cost of the PA rewiring algorithm mainly depends on the size of the layer one needs to rewire, i.e., the numbers of input and output neurons \( n_l \) and \( n_{l+1} \). The main loop iterates over all except one of the output neurons \( x \) in layer \( l + 1 \), in a total of \( n_{l+1} - 1 \) iterations. Let us then estimate the cost of the operations inside the loop. The computation of the temporary strength \( s_t \) (line 4) adds an array of \( n_l \) connections to the previous stored array of strengths, i.e., a cost of \( O(n_l) \). To compute the PA probabilities, we need to find the minimum strength (\( O(n_{l+1}) \)), add it to \( s_t \)
(O(n_l)), and divide it by the sum of s_l (O(n_l)). Therefore, the computation of P(i) entails a total cost of O(3n_l). The cost to select the target nodes (line 7) also depends on the number of neurons in the layer (O(n_l)). Finally, the most expensive operation inside the loop is the sorting of the connections between x and all other neurons in layer l, yielding O(n_l log(n_l)). There is an additional cost of O(n_l) to effectively rewire the connections, i.e., to swap the weight matrix positions (line 9). The total cost for the operations inside the loop is then O(6n_l + n_l log(n_l)). By nesting these operations with the outer loop and removing the constant, the total cost is

\[ O(n_{l+1}(n_l + n_l \log(n_l))) \]  

or, if we consider that \( n_l \approx n_{l+1} = n \) (average number of neurons per layer),

\[ O(n^2 \log(n)). \]  

It is important to note that since our graph modeling approach depends on the number of weights \(|W|\), \( n \) will be considerably smaller for convolutional layers compared to dense (FC) layers.

### 4 Experiments and Results

In this section, we give a detailed description of the experimental setup and the results obtained. We focus on a more robust statistical evaluation rather than performing a single trial with several models on huge datasets, which is the most common approach in the literature. Instead, several repetitions are performed by varying random seeds for weight initialization. A total of 100 repetitions were performed for each case (combination of model, initializer, and task) with the first learning schedule, and 10 repetitions for the experiments with deeper models and data augmentation (Section 4.4). We believe that this is a more comprehensive and robust approach to assessing the individual impacts of random weights, which is our main goal (rather than seeking the highest possible performance).

#### 4.1 Experimental Setup

The results presented in this section correspond to two different scenarios: a baseline case with a simple learning schedule that is less computationally expensive, and a more complex scenario (see Section 4.4). For the former case, we do not employ any data augmentation, which allows us to allocate all training data into GPU memory for faster computation. We consider SGD with momentum equal to 0.9, batch size 128, and a cosine schedule [38] with an initial learning rate of 0.01 (annealed to 0, no restarting). We found that this configuration was the better overall choice to achieve convergence with the architectures and datasets analyzed in this first scenario. We test different models, initialization methods, and datasets, and also perform a statistical analysis (100 trials) of both model performance and training dynamics.

**Datasets:** To cover different tasks, we consider MNIST [39], FMNIST [40], and CIFAR10 [41]. Each dataset contains a fixed train and test set, and we use an additional split: a new validation set randomly sampled from the training set, with the same size as the test set, used for model selection. The test set is held out for evaluation at the end of the training. It is well known that the use of an additional validation data split is highly important to assess the real capabilities of a model and to avoid a biased and overfitted selection. However, this is not usually done in deep learning research since the ultimate goal is to maximize performance on a fixed test set, which is the case of the most common datasets (e.g. the ones used here). In this scenario, there is a danger of overfitting to excessively re-used test sets [42]. Therefore, the use of different validation sets has been discussed in the deep learning literature as a good practice for a more robust experimental setup [1][2][42].

**Weight initializers:** for the base weights we considered the following methods: both uniform and normal versions of the Kaiming method [17], a truncated version of the Kaiming-normal method (truncating at ±3σ), and orthogonal weights [18][19]. It is important to stress that these techniques were selected due to their similarity to the proposed method, i.e., they work locally in a given layer without external knowledge from the data or the architecture (except for the activation function needed to define the variance of the weights). For each initializer, 100 trials are performed, i.e., 100 random seeds are used to initialize each model, in each experiment. The proposed PA rewiring method is applied on the original weights generated by the same seeds. To quantify the individual effects of different random weights, all other stochastic factors involved in the model construction and training are fixed using a global seed. Data is randomly split into training and validation once, and the same splits are maintained throughout all trials. The training random shuffle, i.e., the order in which the training samples are presented to the model, and the random batch generation are also maintained for all trials.

**Statistical evaluation:** to obtain statistically meaningful results, we consider the average and standard deviation for all metrics, as well as the median and median absolute deviation. Moreover, when comparing the averages of two methods,
we also perform a t-test considering the null hypothesis that both cases have identical averages. When comparing the medians of two methods, the Kruskal-Wallis H-test is performed to check the null hypothesis that their medians are equal. In both cases, we consider a statistically significant difference when \( p < 0.05 \) (more than 95% confidence). Colored table cells represent whether or not the statistical test detected a significant improvement (green), a significant weakening (red), or if the null hypothesis was confirmed with \( p \geq 0.05 \) (gray). Statistical tests are always performed w.r.t. a literature initializer compared to some weight operation (such as the PA rewiring method).

### 4.2 The effects caused by the neuronal strength of random networks

To highlight the impact of neuronal strength on ANN performance, we start with a baseline experiment as a sanity check. A LeNet architecture [43] is considered, with four layers (two convolutional and two FC), ReLU neurons and additional layer sizes of 20 and 50 (convolutional filters), and 800 and 500 (FC layers), respectively. This configuration was employed considering that it has the same number of convolutional and FC layers, and the layer widths were increased to compensate for the lack of one layer (common in the LeNet-5 version). A hundred random LeNet models are then generated, each with a different random initialization. Before training, we compute statistical properties from their strength distribution. The models are then trained on CIFAR10 with everything else fixed: the same training hyperparameters, data splits, etc. Therefore, the only degree of freedom is the random weight organization, while the shape of the distribution is the same since we are considering a single initializer in each experiment. Figure 3 shows the spatial distribution of the networks considering the average variance \( \sigma^2(s) \) (between all layers) and average fourth central moment \( \mu_4(s) \) (non-normalized kurtosis) of their strength distributions. Colors represent the final test accuracy after training, \( r \) and \( p \) are the Pearson correlation coefficient and the corresponding \( p \)-value testing the null hypothesis, \( i.e. \), whether the correlation coefficient is in fact zero. It is possible to notice a statistically significant \( (p < 0.05) \) negative correlation of \( \approx -0.3 \) between both measures before training and the model’s performance at the end of training. This means that strength distributions with a lower variance and tails will likely provide higher performance after training. It is also possible to notice that the Orthogonal initializer produces strength distributions with smaller tails and lower variance, which seems to reflect its improved overall accuracy compared to the Kaiming-normal initializer. The fact that such measurable patterns can be detected in random weights corroborates our hypothesis that the strength distribution is an important factor when initializing ANNs.

![Figure 3: The statistical properties of the neuronal strength distribution (average variance and fourth central moment) of a set of 100 LeNet models generated with each random weight initializer, trained on CIFAR10. Statistics are computed before training, and colors represent the final test accuracy after training; \( r \) and \( p \) are the Pearson correlation coefficient and corresponding \( p \)-value.](image)

We propose to explore the strength distribution of random ANNs as a way to improve initialization. First, a naive approach is considered as a baseline: given a network and a random weight initializer, for each layer, repeat the initialization process \( K \) times and select one layer from this set that satisfies some desired property. The minimum and maximum strength variance \( \sigma^2(s) \) of the layer are considered as selection criteria. It is important to stress that we are not selecting the tails of the average distribution for the whole model, as shown in Figure 3. Instead, this is a simple random search applied to each layer of the model independently, producing layers that are extremely unlikely to appear simultaneously in a single model by chance. In addition, we also apply the proposed PA rewiring method to the original weights (same seeds). Figure 4 shows the average training dynamics of LeNet networks by considering the described approaches on the MNIST and CIFAR10 datasets. It is possible to notice a symmetric behavior: while maximizing the strength variance decreases both training and validation accuracy during training, minimizing it increases both metrics, surpassing the original weights. Moreover, the proposed method provides a greater improvement than simply randomly...
reducing the strength variance. In other words, these procedures create models with a better initial parameter space, as the results at epoch 1 show, and this superiority seems to persist during training.

Table 1 shows statistical metrics of the results in Figure 4 and also of the final test accuracy of the models. The final model is selected considering the highest validation accuracy obtained during the 100 training epochs. A considerable statistical significance is achieved when confirming that a higher strength variance decreases model performance, while lower values increase it. It is also possible to observe that it similarly affects the convergence time. Another interesting effect is that the standard deviation of most metrics increases when maximizing the strength variance. On the other hand, when minimizing the strength variance or using the proposed PA rewiring method, the standard deviations decreases, corroborating a more stable scenario. PA rewiring achieves the best results overall, both regarding training performance and convergence time, and also for the performance after training. These results corroborate two hypotheses: a lower neuronal strength at random initialization is important for better training dynamics, as random minimization shows; and the organization of the weights is also important since we achieve both properties using PA rewiring and better results.

To better understand the effects of PA rewiring during training, we compute the average absolute gradient flow $|\nabla W|$ at each epoch, for each layer of the LeNet models, and show the results in Figure 5. Each curve represents the average over the 100 models, with continuous lines related to the original weights and dashed lines for the models using PA rewiring. One can notice that the gradient flow is reduced at the output layer, and this behavior is consistent using both Kaiming-normal and Orthogonal weights, for both datasets. This effect is related to the lower classification loss achieved by the models using PA rewiring. On the other hand, the gradient flow increases in the preceding layers (at the initial epochs) and the models converge faster. This is an important behavior that helps to avoid the vanishing gradient problem. Therefore, the fact that higher gradient values propagate to preceding layers even when the classification loss is lower, corroborates that PA rewiring improves the backward signal flow during training.
Table 1: Statistical metrics computed for 100 LeNet models trained on MNIST and CIFAR10, with different weight initializations. Colors represent statistical tests ($p < 0.05$) performed w.r.t. the base weights (Kaiming-normal), with green meaning a positive difference, and red representing a negative difference.

| dataset | weights                  | epoch 1 acc. | epoch 1 val. acc. | convergence | test acc. average | test acc. median |
|---------|--------------------------|--------------|-------------------|-------------|-------------------|------------------|
| MNIST   | Kaiming-normal           | 95.93±2.34   | 95.54±2.26        | 16.10±5.59  | 99.01±0.13        | 99.03±0.13       |
|         | max($\sigma^2(s)$)       | 94.67±2.68   | 94.35±2.54        | 20.95±4.42  | 98.95±0.18        | 98.98±0.11       |
|         | min($\sigma^2(s)$)       | 96.93±0.61   | 96.53±0.62        | 13.06±4.30  | 99.10±0.08        | 99.10±0.06       |
|         | PA rewiring               | 97.37±0.31   | 96.85±0.32        | 10.22±2.40  | 99.10±0.07        | 99.10±0.05       |
| CIFAR10 | Kaiming-normal           | 50.17±1.60   | 49.09±1.34        | 10.95±1.98  | 67.59±0.65        | 67.57±0.65       |
|         | max($\sigma^2(s)$)       | 43.37±6.85   | 42.95±6.66        | 15.75±3.23  | 66.81±0.74        | 66.76±0.51       |
|         | min($\sigma^2(s)$)       | 52.08±0.93   | 50.76±0.91        | 9.86±1.02   | 67.77±0.46        | 67.75±0.34       |
|         | PA rewiring               | 53.30±0.56   | 51.57±0.58        | 9.60±0.80   | 68.03±0.53        | 68.07±0.37       |

Figure 5: Average of the absolute gradient $|\nabla W|$ at each layer during the training of 100 LeNet networks on MNIST and CIFAR10, with two different weight initializers. The continuous line represents the behavior using the original weights, the dashed line is the effect after applying the proposed PA rewiring, and the colors represent the corresponding layer. The x-axis (epochs) is on a logarithmic scale for better visualization, since higher values appear at the first training epochs.

4.3 Systematic comparison

A broad empirical evaluation is performed to assess the impact of the proposed PA rewiring method compared to literature weight initializers in different scenarios. Table 2 shows the results obtained with the LeNet architecture for different weight initializers on all three datasets (MNIST, FMNIST, and CIFAR10). Significant improvements in training performance are observed in the majority of the cases, while some isolated cases perform similarly to the base weights. Significant test accuracy improvements are also observed for the majority of the cases, except for Orthogonal weights on FMNIST, the only case with a measurable decrease in performance after applying PA rewiring. We also evaluated the proposed method using a small and a deep FC architecture under the same setup, and similar effects were observed.
Table 2: Comparison of the proposed PA rewiring method applied on different weight initializers when using the LeNet architecture, trained on the MNIST, FMNIST, and CIFAR10 datasets.

| dataset | weights       | ep. 1 acc. | training metrics | ep. 1 val. acc. | convergence | test acc. |
|---------|---------------|------------|------------------|------------------|-------------|-----------|
| MNIST   | Kaiming-uniform | 96.25 ± 0.44 | 95.86 ± 0.42 | 15.56 ± 1.65 | 99.06 ± 0.12 | 99.06 ± 0.12 |
|         | PA rewiring    | 97.36 ± 0.31 | 96.84 ± 0.35 | 10.54 ± 2.25 | 99.10 ± 0.07 | 99.10 ± 0.08 |
|         | Kaiming-normal | 95.93 ± 0.23 | 95.54 ± 2.26 | 16.10 ± 6.59 | 99.01 ± 0.13 | 99.03 ± 0.13 |
|         | PA rewiring    | 97.37 ± 0.31 | 96.85 ± 0.32 | 10.22 ± 2.40 | 99.09 ± 0.07 | 99.09 ± 0.08 |
|         | truncated-normal | 96.18 ± 1.67 | 95.81 ± 1.65 | 15.77 ± 8.30 | 99.05 ± 0.17 | 99.08 ± 0.17 |
|         | PA rewiring    | 97.34 ± 0.32 | 96.81 ± 0.33 | 10.52 ± 2.37 | 99.09 ± 0.07 | 99.09 ± 0.04 |
|         | Orthogonal     | 97.08 ± 0.41 | 96.74 ± 0.44 | 12.40 ± 2.37 | 99.19 ± 0.06 | 99.19 ± 0.06 |
|         | PA rewiring    | 97.13 ± 0.40 | 96.72 ± 0.42 | 11.63 ± 2.28 | 99.19 ± 0.06 | 99.18 ± 0.04 |
| FMNIST  | Kaiming-uniform | 84.57 ± 0.92 | 84.01 ± 0.85 | 12.34 ± 1.26 | 90.54 ± 0.23 | 90.52 ± 0.23 |
|         | PA rewiring    | 85.62 ± 0.85 | 84.96 ± 0.81 | 10.91 ± 1.24 | 90.63 ± 0.22 | 90.64 ± 0.16 |
|         | Kaiming-normal | 84.45 ± 0.89 | 83.87 ± 0.85 | 12.77 ± 1.74 | 90.55 ± 0.23 | 90.52 ± 0.23 |
|         | PA rewiring    | 85.56 ± 0.86 | 84.82 ± 0.81 | 10.91 ± 1.32 | 90.64 ± 0.19 | 90.61 ± 0.13 |
|         | truncated-normal | 84.50 ± 1.04 | 83.95 ± 0.97 | 12.64 ± 1.64 | 90.53 ± 0.24 | 90.54 ± 0.24 |
|         | PA rewiring    | 85.62 ± 0.87 | 84.95 ± 0.87 | 11.11 ± 1.22 | 90.66 ± 0.20 | 90.66 ± 0.14 |
|         | Orthogonal     | 83.61 ± 1.04 | 83.23 ± 1.03 | 13.05 ± 1.06 | 91.06 ± 0.19 | 91.06 ± 0.19 |
|         | PA rewiring    | 83.98 ± 1.10 | 83.58 ± 1.11 | 12.94 ± 1.34 | 90.98 ± 0.20 | 90.97 ± 0.11 |
| CIFAR10 | Kaiming-uniform | 49.91 ± 1.67 | 48.88 ± 1.50 | 11.09 ± 2.04 | 67.65 ± 0.61 | 67.69 ± 0.61 |
|         | PA rewiring    | 52.87 ± 0.47 | 51.29 ± 0.53 | 9.74 ± 0.67 | 68.00 ± 0.56 | 67.97 ± 0.43 |
|         | Kaiming-normal | 50.17 ± 1.60 | 49.09 ± 1.34 | 10.95 ± 1.98 | 67.59 ± 0.65 | 67.57 ± 0.65 |
|         | PA rewiring    | 53.30 ± 0.56 | 51.57 ± 0.58 | 9.60 ± 0.80 | 68.03 ± 0.53 | 68.07 ± 0.37 |
|         | truncated-normal | 50.10 ± 2.07 | 49.06 ± 1.85 | 10.86 ± 1.97 | 67.68 ± 0.64 | 67.68 ± 0.64 |
|         | PA rewiring    | 52.83 ± 0.50 | 51.32 ± 0.62 | 9.64 ± 0.77 | 67.90 ± 0.54 | 67.98 ± 0.40 |
|         | Orthogonal     | 50.65 ± 0.54 | 49.84 ± 0.67 | 9.98 ± 0.20 | 69.08 ± 0.48 | 69.05 ± 0.48 |
|         | PA rewiring    | 51.39 ± 0.50 | 50.42 ± 0.53 | 9.98 ± 0.20 | 69.24 ± 0.49 | 69.26 ± 0.34 |

4.4 Deeper Models and Advanced Learning Schedules

To measure the impact of the proposed PA rewiring method in a more complex scenario, we consider deeper models and more rigorous training schedules. In some cases, we adapted the training schedule to be more suitable to the available computing resources (balancing batch size with VRAM usage and time to train), and to achieve convergence on CIFAR10 (also considering that we split off an additional validation set, resulting in less training samples). The following architectures are analyzed with the CIFAR10 dataset:

- **ResNet (18 and 50) [44]**: For ResNet18, the training configuration is the same as in the previous section. For ResNet50, training is done using the AdamW optimizer [45] for 150 epochs with cosine learning rate schedule with an initial learning rate of 0.02 (annealed to 0, no restarting), weight decay of 0.005, batch size 512, and gradient norm clipping.

- **SL-ViT [46]**: Transformer architectures have recently demonstrated great potential for vision tasks [47] (ViT). The SL-ViT is a variant of the original ViT that is more suitable for training from scratch with smaller datasets. The method is trained as in [46], using the AdamW optimizer, 100 epochs, cosine learning rate schedule with an initial learning rate of 0.003 (annealed to 0, no restarting), batch size 128, 10 warmup epochs, and weight decay of 0.05. For regularization, we use label smoothing [48], stochastic depth [49], CutMix [50], and Mixup [51].

- **ConvMixer [52]**: A more recent architecture that mixes the spatial and channel locations of patch embeddings using only standard convolutions. We considered patch size 2, kernel size 5, hidden dimension 256, and depth 8. The model is trained similarly as in [52], considering 100 epochs with the AdamW optimizer, triangular learning rate scheduling with a maximum learning rate of 0.1, weight decay of 0.005, batch size 512, and gradient norm clipping.

For the training of all deep models (except ResNet18), the following data augmentation is employed in addition to the procedures already described above: random scaling, RandAugment [53], random erasing [54], and color jitter.

www.github.com/aanna0701/SPT_LSA_ViT
www.github.com/locuslab/convmixer-cifar10
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We keep the same configuration of random seeds as previously described: each repetition changes Pytorch’s manual seed responsible for random weight sampling, while the training/validation split is kept, and PA rewiring is applied to the weights generated with the same seeds. We performed the statistical tests for the ResNet18 experiments, since we performed 100 repetitions to each weight initializer with this architecture, while 10 repetitions were done for the other models due to computing constraints. This is done since we are using much bigger models and strong data augmentation, making it unfeasible to store all data in GPU memory for faster computation, and batch generation needs to be done in the CPU. In this scenario, the differences in training time on a 32-core CPU with an RTX 2080 ti GPU were around 30 to 60 times compared to the previous experiments with smaller models without data augmentation. Note again that we keep our three data splits policy and experimental constraints to achieve a more robust evaluation of the impacts of weights, rather than to perform a search for the best possible performance (e.g., state-of-the-art results on CIFAR10 [55] may require more than 600 training epochs). Nonetheless, since we isolate all other stochastic and random procedures that could interfere with performance, we believe that 10 repetitions gives a good estimate of the impact of the weights alone. Note, however, that we do not perform statistical tests in this case since the sample size is too small. In addition, we also compare the maximum obtained test accuracy of each model.

The results for the experiments with the deeper models are shown in Table 3. As base weights, we considered the Kaiming-normal initialization for ResNets, which is the proposed initialization for this specific architecture, and Orthogonal weights for the other models, since it achieved the best results in our previous experiments. For ResNet18, the proposed PA rewiring method increases the training performance, speeds up convergence, and reaches higher test results at the end, all with statistically significant differences. Note that since no data augmentation is used in this case, the lowest validation loss is reached with around seven epochs only (with a small standard deviation). This does not seem to affect the gains after training, where rewiring improved the average performance of the models and also the highest obtained test accuracy. For the other cases, the method also provides similar effects, improving average performance and the maximum obtained test accuracy. However, the convergence time in this scenario is higher when using any given initial weights, highlighting the effects of strong regularization. In other words, although PA rewiring increases the performance at the beginning of training, this does not mean that models will train faster in this case. On the other hand, it still provides performance improvements after training in the majority of cases, implying a better generalization power. Although a limited number of trials are performed in this case, we believe that the results corroborate the previous findings with both the LeNet and ResNet18 architectures.

Table 3: Comparison of weight initializations using deeper architectures and more complex training schedules on the CIFAR10 dataset. ResNet18* was trained according to the simpler schedule (SGD, 100 epochs), and 100 repetitions were conducted (along with statistical tests).

| model       | weights  | training metrics |  convergence |  average | test acc. |  median | max.     |
|-------------|----------|------------------|--------------|----------|-----------|---------|----------|
| ResNet18*   | Kaiming-normal | ep. 1 acc. | 63.48±0.64 | 57.85±0.62 | 7.48±0.88 | 72.94±0.53 | 72.94±0.53 | 74.23     |
|             | PA rewiring | ep. 1 val. acc. | 58.61±0.64 | 7.08±1.00 | 73.36±0.49 | 73.37±0.36 | 74.36     |
| ResNet50    | Kaiming-normal | ep. 1 acc. | 10.12±0.24 | 13.92±0.17 | 141.10±5.05 | 92.29±0.35 | 92.25±0.35 | 92.74     |
|             | PA rewiring | ep. 1 val. acc. | 14.60±2.74 | 13.91±2.61 | 139.00±5.71 | 92.37±0.26 | 92.35±0.26 | 92.75     |
| SL-ViT      | Orthogonal | ep. 1 acc. | 22.64±0.61 | 22.42±0.68 | 108.00±0.00 | 89.10±0.29 | 89.20±0.29 | 89.52     |
|             | PA rewiring | ep. 1 val. acc. | 24.43±0.94 | 24.35±0.91 | 108.00±0.00 | 89.13±0.26 | 89.06±0.26 | 89.57     |
| ConvMixer   | Orthogonal | ep. 1 acc. | 39.18±1.30 | 38.54±1.35 | 95.70±1.70 | 93.69±0.14 | 93.70±0.14 | 93.84     |
|             | PA rewiring | ep. 1 val. acc. | 39.91±1.26 | 39.16±1.31 | 95.50±2.46 | 93.77±0.13 | 93.78±0.13 | 93.95     |

4.5 Discussion

Our results corroborate previous works [29, 32, 36] on the complex network properties of ANNs, reinforcing the existence of these properties and their importance. Random initialization was a key factor in most of the mentioned works, as discussed by most authors. For instance, the only degree of freedom causing the correlation between structure and performance observed in [31] was the random weight organization (the training procedure was fixed and a single initializer was used). Our observations on the strength variance of randomly initialized neurons partially explain this phenomenon, corroborating that the performance differences are caused also by the weight organization at initialization, rather than by the training procedure alone. This is also corroborated by correlating our results with the theoretical findings of [3] and the empirical result of [12] (on the variance caused by random seeds). In this sense, we observe a similar behavior as these previous works by varying only the weight initialization seed, suggesting that random weights are a key factor in causing such variance.

Empirical results show that the proposed PA rewiring method causes significant effects on ANN performance. More specifically, performance is considerably improved after a single training epoch, corroborating to better initial parameter
space, and the convergence time is decreased in most cases. More surprisingly, it also improves the test performance of final models, leading to a better generalization power. Another effect noticed in most experiments is the decrease in performance variance, considering both the standard deviation and the median absolute deviation. However, it is important to notice that in some specific cases it may decrease the final performance of the models, as results with a shallow architecture and simple training schedule show. We believe that, in this case, the performance gains at the beginning of training cause models to overfit too fast (see convergence time), thus reaching poor local minima that a simple training schedule is not able to overcome. Therefore, this effect may be also related to the training schedule and not only to the initial weights, since better training seems to overcome this limitation. For instance, when more complex training schedules with strong regularization are employed, the models achieve both higher training and test performance in general. The effects of PA rewiring in this latter case, which is the common scenario in state-of-the-art research with large-scale vision models, highlights the importance of the initial random weights and their organization.

Regarding the combination of PA rewiring with other deep learning techniques, our results show that it works well in conjunction with batch normalization [56] and residual connections [44], two of the most important modules of state-of-the-art ANNs. It also works well with more complex training schedules, and with more recent architectures, such as ViT and ConvMixer. Regarding other kinds of weight operations, such as weight normalization [57] and other methods that make the learned function invariant to scaling of the weights, the proposed PA rewiring goes in a different direction as we do not change the scale and shape of the weight distribution. In other words, as our approach only reorganizes weights at initialization, it can be used together with any of these methods. Analyzing the impacts of combining our approach with all such methods is beyond the scope of this work, as there is a large number of possibilities. Nevertheless, we believe that the selected methods, architectures, datasets, and the statistical analysis employed in this work give a good estimate of the behavior of PA rewiring in practice. We also avoided doing analyses of individual models and neurons as this would be highly influenced by the randomness of the initializers. For instance, we believe that these specific analyses, which are common in the ANN literature, are one of the potential flaws when dealing with several degrees of freedom, causing some findings to be hard to replicate and generalize. Therefore, our analyses focused on distributions and patterns observed collectively on a wide range of random networks, under different scenarios and training dynamics.

5 Conclusion

A new method to improve weight initialization is proposed for general ANN architectures. To the best of our knowledge, this is the first work to directly explore Network Science concepts in the context of random weight initialization of deep ANNs. First, we showed a measurable correlation with statistical confidence between the neuronal strength at random initialization and the final performance of a LeNet model. We then explored neuronal strength properties to improve initialization, showing that a higher strength variance decreases performance, while a lower variance increases it. These concepts were considered to develop a new heuristic, called PA rewiring, which works in conjunction with any weight initialization method by reorganizing neuronal connections in a way that their strength distributions tend to zero. In other words, we modify the long-tailed strength distribution produced by literature methods, and the results show that this simple procedure improves training and test performance. The method works locally at each ANN layer, without external knowledge from the architecture or domain in which it is being employed, and has a relatively low computational budget since it is applied just once at initialization.

Our empirical evaluation corroborates the importance of the random initialization of ANNs, even when deep models and complex training schedules are employed. The proposed PA rewiring method provides a simple and cheap way to optimize random weights, which can be easily coupled with state-of-the-art deep learning pipelines. Furthermore, we believe that the organization of the weights is an important aspect of random initialization that should be further investigated. Considering our findings, one interesting direction for future works is to explore other Network Science measures and tools. The proposed PA rewiring method can also be explored in different ways, for instance by using different levels of rewiring (instead of rewiring the whole layer), and/or applying it heterogeneously in different layers. Moreover, a new interesting approach would be to effectively generate random values based on the network structural properties, rather than relying on literature initializers. Another possibility is to explore the method in different scenarios. Although we consider only compute vision architectures in our experiments, the proposed method is based on generic weight matrices. In this sense, it can be simply coupled with existing initialization policies for different architectures and in different domains.
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