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Abstract

This paper presents a method for building a preconditioner for a kernel ridge regression problem, where the preconditioner is not only effective in its ability to reduce the condition number substantially, but also efficient in its application in terms of computational cost and memory consumption. The suggested approach is based on randomized matrix decomposition methods, combined with the fast multipole method to achieve an algorithm that can process large datasets in complexity linear to the number of data points. In addition, a detailed theoretical analysis is provided, including an upper bound to the condition number. Finally, for Gaussian kernels, the analysis shows that the required rank for a desired condition number can be determined directly from the dataset itself without performing any analysis on the kernel matrix.

1 Introduction

Kernel methods are a way to embed the input space into a high dimensional feature space, which enables learning over a richer and more complex hypothesis class. One of the most elementary applications of kernel methods is Kernel Ridge Regression (KRR). The problem setup can be defined in the following manner - let the training data be defined as \((x_1, y_1), \ldots, (x_n, y_n) \in \mathcal{X} \times \mathcal{Y}\) where \(\mathcal{X} \subseteq \mathbb{R}^d\) is the input domain and \(\mathcal{Y} \subseteq \mathbb{R}\) is the output domain, let \(k : \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}\), and a regularization parameter \(\beta > 0\), with the response for a given input \(x\) estimated as:

\[
f(x) = \sum_{j=1}^{n} k(x, x_j) \alpha_j
\]  

where \(\alpha = (\alpha_1 \cdots \alpha_n)^T\) is the solution of the equation

\[
(K + \beta I)\alpha = b
\]  
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1.1 Related work

Building scalable and computationally efficient algorithms for kernel methods is an active research area. Some methods use low rank approximations to approximate the kernel directly, such as Nyström approximation or random Fourier features. This approach is very popular and has many variants where the main idea is to reduce the computational cost by low rank approximation while retaining reasonable model quality. Recent work on these approaches can be found in [20, 9, 11, 26].

A different approach uses fast matrix vector multiplications, e.g. Fast Gauss Transform or Fast Multipole methods to solve the regression using Krylov iterations [32, 11, 34]. These methods reduce the computational cost of each Krylov iteration significantly, from $O(n^2)$ to $O(n \log n)$ or even $O(n)$. However, when the kernel matrix is ill-conditioned, the number of iterations required might be huge. Another approach is to use a preconditioner to reduce the condition number of the kernel matrix and in so doing reduce the required number of Krylov iterations. These approaches are discussed in [17, 35, 8].

1.2 Contributions

The paper proposes the use of randomized matrix decompositions [18] (specifically, the interpolative decomposition [16]), for constructing a preconditioner for the kernel matrix. The preconditioner can be used to solve the kernel ridge regression problem [2] using a substantially smaller
number of iterations while maintaining high accuracy. Moreover, the preconditioner is designed in its structure to be both efficient in its application to the kernel matrix and strict in memory consumption.

The paper presents a theoretical analysis of the condition number of the preconditioned matrix. Furthermore, for a Gaussian kernel, the paper provides a theoretical lower bound for the low rank approximation required to reach the desired condition number, this bound can be calculated directly from the data.

2 Preliminaries

2.1 Notation

Throughout the paper, matrices are indicated by capital letters and vectors and scalars by small letters. The norm \( \| \cdot \| \) when applied to vectors, refers to the standard Euclidean norm, i.e. \( \|v\| = \sqrt{\sum_{i=1}^{n} v_i^2} \) and to the spectral norm when applied to matrices, i.e. \( \|A\| = \sup \frac{\|Av\|}{\|v\|} \). The norm \( \| \cdot \|_A \) applied to a vector with respect to a positive semidefinite matrix \( A \) is defined \( \|v\|_A = \sqrt{\langle v, Av \rangle} \). Singular values are indicated in descending order, by \( \sigma_1, \ldots, \sigma_n \) and eigenvalues by \( \lambda_1, \ldots, \lambda_n \) also in descending order when they are real. \( A \geq 0 \) on a square matrix indicates that \( A \) is positive semidefinite and \( A \geq B \) means \( A - B \geq 0 \).

2.2 Interpolative and CUR decompositions

Interpolative decomposition (ID) \[16\] is a matrix factorization that can be applied to any matrix \( A \) and defined as the following:

\[
A_{m \times n} \approx B_{m \times k}P_{k \times n}
\]  

(3)

where \( B \) is a subset of the \( k \)-columns of \( A \) and \( P \) is an interpolation matrix with certain properties (such as small norm) that is used for reconstructing \( A \) from \( B \). The columns of \( B \) are computed by rank revealing factorization \[15, 28, 24, 6, 19\] in order to get an error \( \|A - BP\| \) bounded by a factor proportional to the the \( k \) singular value of \( A \). In addition to the deterministic algorithm for computing the ID that is described in \[16\], there is a randomized version that starts by projecting \( A \) onto a low dimensional space using a random normally distributed matrix \[23, 18\]. This property is used implicitly in Algorithm \[\]

The CUR decomposition \[21, 10\], is a pseudo-skeleton decomposition \[12, 27\] that factors a matrix \( A \) into three matrices, where \( C \) and \( R \) are subsets of the columns and rows of \( A \) respectively, and \( U \) is defined as the inverse matrix of the overlap between \( C \) and \( R \). Most of the matrices discussed in the paper are symmetric, so the Nyström approximation will be used as a special case of the CUR decomposition. The following Lemma gives an error bound for the CUR decomposition using columns and rows selected by the interpolative decomposition:
Lemma 2.1. \[ \text{Let } A \in \mathbb{R}^{m \times n}, \text{ that satisfies } A = CV^T + E \text{ and } A = WR + \tilde{E}, \text{ where } C,R \text{ are the } k \text{ columns and } k \text{ rows of } A, \text{ respectively, and } W,V^T \text{ are the interpolation matrices from the interpolative decomposition. Suppose further that } R \text{ is full rank, and that } U \in \mathbb{R}^{k \times k} \text{ is defined as } U = V^T R^\dagger. \text{ Then} \]
\[ ||A - CUR|| \leq ||E|| + ||\tilde{E}|| \] (4)

Remark 2.2. \[ \text{Note that } ||E|| \leq p(n,k)\sigma_{k+1}, \text{ furthermore for the deterministic ID, } p(n,k) = \sqrt{1 + k(n-k)}. \text{ Equivalently, for a similar bound exists for the randomized ID, the reader is referred to [29].} \]

2.3 Fast Gauss Transform

Fast Gauss transform (FGT) is a variant of the fast multipole method (FMM) [13]. FMM was originally formulated as an efficient method for complex physical calculations, efficiently performing matrix-vector products. FGT deals with the evaluation of the discrete Gauss transform:
\[ G(y_j) = \sum_{i=1}^{N} q_i e^{-\|y_j - x_i\|^2/\epsilon^2} \] (5)
where \{x_i\}_{i=1}^{N}, x_i \in \mathbb{R}^d \text{ represent the centers of the Gaussians, each of which has bandwidth } \epsilon, \text{ and } q_i \text{ are the weight coefficients for each Gaussian. Direct evaluation of the summation for a set of points, } \{y_j\}_{j=1}^{M}, y_i \in \mathbb{R}^d, \text{ is computationally costly in large scale scenarios, as it requires } \mathcal{O}(MN) \text{ operations. FGT allows setting a desired degree of precision } \Delta \text{ for the approximation of the Gaussian function, and reduces the complexity of the summation (5) to } \mathcal{O}(M+N), \text{ accompanied by a constant factor, which grows exponentially with the dimension } d \text{ [14]. To overcome this disadvantage, which makes plain FGT inapplicable to high-dimensional data, the Fast Improved Gauss (FIG) transform [37] uses tree data structures and an adaptive space subdivision technique, leading to reduction of the constant factor to asymptotically polynomial order. It is worth noting, that the computational complexity in } d \text{ is dependent on the data as well as the selection of } \epsilon \text{ [25].} \]

Definition 2.1. \[ \text{Let } \text{FIG}(X,Y,\epsilon,q) \text{ represent the application of the FIG transform to compute equation (5), where } X \in \mathbb{R}^{N \times d} \text{ and } Y \in \mathbb{R}^{M \times d} \text{ represent matrices of data points for which the kernel is generated, weighted by the vector } q \in \mathbb{R}^{N}. \text{ According to this notation, it holds that } \text{FIG}(Y,X,\epsilon,q) = \text{FIG}^*(X,Y,\epsilon,q). \]

The algorithm discussed in the paper can be applied to any other kernels that can utilize fast matrix-vector product such as other FMM functions. Another approach for fast matrix-vector product for any kernel and based on nearest neighbors is described in [31].
3 Description of the algorithm

The proposed algorithm is based on conjugate gradient with a preconditioner designed not only to be effective in its ability to reduce the condition number, but also in its efficiency to be applied in terms of computational cost and memory consumption. In order to keep the time and storage complexity to a minimum, the proposed scheme uses the Fast Improved Gauss transform \([37, 38]\) ("FIG transform"). If the kernel is Gaussian, then the FIG transform can be used for applying the kernel to any vector in \(O(n)\), but the preconditioner has to be applied using the FIG transform as well, to keep the advantage of using a Gaussian kernel. In order to achieve this, the kernel is approximated using a Nyström decomposition, i.e. \(\tilde{K} = CUC^T\), where \(C \in \mathbb{R}^{n \times k}\) is a subset of columns of \(K\) and \(U \in \mathbb{R}^{k \times k}\) is the inverse of a submatrix of \(C\). Adding the ridge regression parameter, \(\beta\) and using the Woodbury matrix identity:

\[
(\tilde{K} + \beta I)^{-1} = (CUC^T + \beta I)^{-1} = \beta^{-1} I - \beta^{-1} C(\beta U^{-1} + C^T C)^{-1} C^T
\]  

Since \(C\) is a submatrix of \(K\), then the application of both \(C\) and \(C^T\) to a matrix, can be done using FIG transform in \(O(n + k)\). \(U^{-1}\) is also a subset of \(K\) (unlike \(U\) itself, which involves matrix inversion) and can therefore be applied in the same way, in \(O(k)\). The Woodbury matrix identity requires computing the inverse of \(\beta U^{-1} + C^T C\), however this is a small matrix of size \(k \times k\). Constructing the matrix \(\beta U^{-1} + C^T C\) can be done by the application of the FIG transform to the identity matrix, \(I\) (of size \(n\)) in \(O(nk)\) operations. Each application of Eq. 6 involves solving the following linear system

\[
(\beta U^{-1} + C^T C)x = b.
\]  

It is better to store the Cholesky factor of the matrix in Eq. 7 but this matrix tends to be ill-conditioned in large scales. Instead, Eq. 7 is modified to:

\[
(\beta I + U^{\frac{1}{2}} C^T C U^{\frac{1}{2}})U^{-\frac{1}{2}} x = U^{\frac{1}{2}} b.
\]  

where the matrix \(\beta I + U^{\frac{1}{2}} C^T C U^{\frac{1}{2}}\) is generally more stable, and its Cholesky decomposition can be applied to solve Eq. 8 for \(z = U^{-\frac{1}{2}} x\) and then restoring \(x\) using \(x = U^{\frac{1}{2}} z\).

\[
L^T L = \beta I + U^{\frac{1}{2}} C^T C U^{\frac{1}{2}}
\]  

where \(L\) is the Cholesky factor of size \(k \times k\). The algorithm can be viewed as two steps:

- Preparation stage (or “setup” stage), which selects anchor data points from the dataset and also performs some computations to be used later in the iterative stage, such as building the matrix \(L\) of the Cholesky decomposition and the matrix \(U^{\frac{1}{2}}\).

- Iterative stage, which applies conjugate gradient using the preconditioner that was computed
Selection of the anchor points can be done in various ways, such as random sampling or farthest point sampling (FPS) [5]. In this work, the suggested method is based on the interpolative decomposition (or equivalently, on rank revealing decompositions, [15, 28, 24], which has the following advantages:

- It is strongly related to the CUR decomposition [36], and therefore also to the Nyström approximation. The interpolative decomposition is also integral to the method, yielding theoretical spectral bounds that can give theoretical guarantees for the overall performance of the algorithm.
- It selects columns of the input matrix, which enables the usage of the FIG-transform later on in the algorithm.
- It has a randomized version, which can be computed (using the FIG-transform) in linear time and the most demanding computational part can be parallelized.

**Algorithm 1 AnchorSelection**: Select anchor points using randomized interpolative decomposition approach (RRQR)

1: **Input**: $X$ - Dataset, matrix of size $n \times d$.  
2: $k$ - Number points to choose (rank),  
3: $l \geq k$ - number of random projections, typically slightly larger than $k$  
4: $\epsilon > 0$ - Width of the Gaussian kernel  
5: **Output**: $S$ - A set of anchor points from $X$  
6: Generate a random matrix $\Omega \in \mathbb{R}^{l \times n}$, s.t. $\omega_{i,j} \sim \mathcal{N}(0, 1)$  
7: $Y \leftarrow \text{FIG}(X, X, \epsilon, \Omega)$ # Apply FIG transform to $\Omega$  
8: $Y^T P = Q R$ # Apply Strong RRQR to $Y$, $P$ is a permutation matrix, but can viewed as a vector  
9: $S \leftarrow P(1 : k)$ # Choose the first $k$ elements in $P$  
10: return $S$

**Remark 3.1.** Algorithm 1 uses sampling technique based on interpolative decomposition. When using pivoted QR, the computational complexity is $\mathcal{O}(n^2)$. In practice, the performance is very similar to RRQR.

**Remark 3.2.** The computational complexity of Algorithm 2 is $\mathcal{O}(nk + k^3)$.

**Remark 3.3.** Applying the preconditioner (Algorithm 3) in each iteration takes $\mathcal{O}(n + k^2)$ operations.

**Remark 3.4.** The computational complexity of Algorithm 4, when using pivoted QR in Algorithm 4 is $\mathcal{O}(nl^2 + nk + k^3 + (n + k^2)t)$, where $t$ is the number of iterations used in the conjugate gradient.
**Algorithm 2 BuildCholesky**: Computes the Cholesky decomposition according to Eq. 9

1: **Input**: $X$ - Dataset, matrix of size $n \times d$,
2: $S$ - Vector of length $k$,
3: $\beta > 0$ - Ridge parameter,
4: $\epsilon > 0$ - Width of the Gaussian kernel
5: **Output**: $L$ - Cholesky factor
6: $X_S \leftarrow X(S,:)$, # $X_S$ is a subset of $X$ containing the anchor points
7: $U^{-1} \leftarrow \text{FIG}(X_S, X_S, \epsilon)$
8: Using SVD or EVD build $U^{\frac{1}{2}}$
9: $Y \leftarrow \text{FIG}(X, X_S, \epsilon, U^{\frac{1}{2}})$
10: $Y \leftarrow \beta I + U^{\frac{1}{2}} \text{FIG}(X_S, X, \epsilon, Y)$
11: $Y = L^T L$ # Cholesky decomposition
12: return $L, U^{\frac{1}{2}}$

**Algorithm 3 ApplyPreconditioner**: Applies the preconditioner according to Eq. 6

1: **Input**: $X$ - Dataset, matrix of size $n \times d$.
2: $S$ - Anchor points, matrix of size $k \times d$
3: $\beta > 0$ - Ridge parameter
4: $\epsilon > 0$ - Width of the Gaussian kernel
5: $L$ - Cholesky factor
6: $x$ - Input vector of length $n$.
7: **Output**: $r$ - The application of the preconditioner $(\tilde{K} + \beta I)^{-1}$ to $x$.
8: $X_S \leftarrow X(S,:)$, # $X_S$ is a subset of $X$ containing the anchor points
9: $y \leftarrow U^{\frac{1}{2}} \text{FIG}(X_S, X, \epsilon, x)$
10: Solve $L^T L z' = y$ # back substitution
11: $z \leftarrow U^{\frac{1}{2}} z'$
12: $r \leftarrow \beta^{-1} x - \beta^{-1} \text{FIG}(X, X_S, \epsilon, z)$
13: return $r$

**Algorithm 4 SolveKRR**: Solves the Gaussian kernel ridge regression

1: **Input**: $X$ - Dataset, matrix of size $n \times d$.
2: $\beta > 0$ - Ridge parameter
3: $\epsilon > 0$ - Width of the Gaussian kernel
4: $k$ - Number of points to sample.
5: $l \geq k$ - Number of random projections to use.
6: $b$ - vector of length $n$.
7: **Output**: $x$ - The solution to the equation $(K + \beta I)x = b$.
8: Select anchor points $S$ from $X$ using Algorithm 1
9: Build the Cholesky factor $L$ using Algorithm 2
10: Solve $(K + \beta I)x = b$, using CG, where $Kx$ can be computed by $\text{FIG}(X,X,\epsilon, x)$ and the preconditioner can be applied using Algorithm 3
11: return $x$
Remark 3.5. Anchor points selection can be done differently, for example by random sampling or FPS. In this case, the theoretical bounds will not hold, but may still produce good results in practice and reduce the computational cost of Algorithm [7]. For example, from $O(nl^2)$ using pivoted QR, to $O(k)$ using random sampling.

4 Theoretical Analysis

Lemma 4.1. Let $K \in \mathbb{R}^{n \times n}$ be a symmetric matrix, and let $\tilde{K} = CUC^T$ be its Nyström approximation, then $\|K - \tilde{K}\| \leq 2\sigma_{k+1}(K) \cdot p(k, n)$ where $p(k, n)$ is a function bounded by a low degree polynomial in $k$ and $n$.

Proof. By Lemma 2.1

$$\|K - \tilde{K}\| \leq \|E\| + \|\tilde{E}\| \quad (10)$$

Note however that since $K$ is symmetric, $R = C^T$ meaning

$$\tilde{K} = CUR = CUC^T \quad (11)$$

hence $\|E\| = \|\tilde{E}\|$. Therefore it follows immediately that

$$\|K - \tilde{K}\| \leq 2\|E\| \quad (12)$$

We also know from by definition of RRQR, that the decomposition must satisfy

$$\|E\| \leq \sigma_{k+1}(K) \cdot p(k, n) \quad (13)$$

We therefore combine (7) and (8), yielding

$$\|K - \tilde{K}\| \leq 2\sigma_{k+1}(K) \cdot p(k, n) \quad (14)$$

Lemma 4.2. Let $K \in \mathbb{R}^{n \times n}$ be a positive semidefinite matrix, and let $\tilde{K} = CUC^T$ its Nyström approximation, then $K - \tilde{K} \succeq 0$.

Proof. The lemma infers directly from the Schur’s compliment of $K$.

Lemma 4.3 ([4] pp. 673). For any two matrices $A, B \in \mathbb{C}^{m \times n}$ the following holds:

$$|\sigma_i(A) - \sigma_i(B)| \leq \|A - B\| \quad (15)$$
Definition 4.1. [2] The numerical rank of the Gaussian kernel $G^X_\epsilon$ up to precision $\delta \geq 0$ is

$$\rho_\delta(G^X_\epsilon) \triangleq \# \left\{ j : \frac{\sigma_j(G^X_\epsilon)}{\sigma_1(G^X_\epsilon)} \geq \delta \right\}$$

Theorem 4.4. [2, 3] Let $X = \{x_i\}_{i=1}^n \in \mathbb{R}^d$ be a set bounded by a box $B = I_1 \times I_2, \ldots I_d$, where $I_1, I_2, \ldots, I_d$ are intervals in $\mathbb{R}$. Let $q_i$ be the length of the $i$th interval, i.e. $q_i = |I_i|$ and let $G^X_\epsilon$ be the associated kernel matrix, i.e. $(G^X_\epsilon)_{i,j} = g_\epsilon(x_i, x_j)$, then

$$\rho_\delta(G^X_\epsilon) \leq \prod_{i=1}^d (\lfloor \gamma q_i \rfloor + 1), \quad (16)$$

where $\gamma = \frac{2}{\pi} \sqrt{\epsilon^{-1} \ln \delta^{-1}}$.

The following theorem gives an upper bound to the condition number:

Theorem 4.5. Let $\tilde{K} \in \mathbb{R}^{n \times n}$ be a rank $k$ Nyström approximation for a positive semidefinite matrix $K \in \mathbb{R}^{n \times n}$, such that $\|K - \tilde{K}\| \leq M\sigma_{k+1}(K)$, for a positive constant $M$ (that may depend on $n$ and $k$) and a ridge parameter $\beta > 0$, then

$$\text{cond} \left[ (\tilde{K} + \beta I)^{-1}(K + \beta I) \right] \leq 1 + \frac{M\lambda_{k+1}(K)}{\beta} \quad (17)$$

Proof. Combining Lemma 4.2 and Lemma 4.3 with the fact that $K$ and $\tilde{K}$ are positive semidefinite, gives

$$0 \leq K - \tilde{K} \leq \|K - \tilde{K}\|I \leq M\sigma_{k+1}(K) = M\lambda_{k+1}(K) \quad (18)$$

Modifying Eq. (18) and adding $\beta I$ gives

$$\tilde{K} + \beta I \leq K + \beta I \leq \tilde{K} + \beta I + M\lambda_{k+1}(K)I \quad (19)$$

Applying $(\tilde{K} + \beta I)^{-\frac{1}{2}}$ to both sides of the equation and using the fact that $(\tilde{K} + \beta I)^{-\frac{1}{2}}$ is symmetric positive semidefinite gives

$$I \leq (\tilde{K} + \beta I)^{-\frac{1}{2}}(K + \beta I)(\tilde{K} + \beta I)^{-\frac{1}{2}} \leq I + M\lambda_{k+1}(K)(\tilde{K} + \beta I)^{-1} \quad (20)$$

Clearly, $(\tilde{K} + \beta I)^{-1} \leq \beta^{-1}I$, which yields

$$I \leq (\tilde{K} + \beta I)^{-\frac{1}{2}}(K + \beta I)(\tilde{K} + \beta I)^{-\frac{1}{2}} \leq (1 + \frac{M\lambda_{k+1}(K)}{\beta})I. \quad (21)$$

and finally,

$$\text{cond} \left[ (\tilde{K} + \beta I)^{-1}(K + \beta I) \right] = \text{cond} \left[ (\tilde{K} + \beta I)^{-\frac{1}{2}}(K + \beta I)(\tilde{K} + \beta I)^{-\frac{1}{2}} \right] \leq 1 + \frac{M\lambda_{k+1}(K)}{\beta} \quad (22)$$
which completes the proof. □

**Corollary 4.6.** Let $K$ be a Gaussian kernel matrix over dataset $X \in \mathbb{R}^d$, i.e. $K = G^X$. Let $\tilde{K}$ be a rank $k$ Nyström approximation, such that $\|K - \tilde{K}\| \leq M(n,k)\sigma_{k+1}(K)$ and let $\beta$ be a ridge parameter. Then, for a maximal condition number, $\xi$

$$k \geq \prod_{i=1}^{d} \left( \left\lceil \frac{2q_i}{\pi} \sqrt{\epsilon^{-1} \ln \frac{Mn}{\beta(\xi - 1)}} \right\rceil + 1 \right)$$

(23)

where $\{q_i\}_{i=1}^{d}$ are the lengths of the intervals of the bounding box of the dataset $X$.

**Proof.** From Theorem 4.5, the condition number depends on $\lambda_{k+1}(K)$, i.e.

$$\text{cond} \left[ (\tilde{K} + \beta I)^{-1} (K + \beta I) \right] \leq 1 + \frac{M \lambda_{k+1}(K)}{\beta} \leq \xi$$

(24)

where $\bar{M} \triangleq \sup M(k)$. Therefore, $\lambda_{k+1}(K)$ must satisfy $\lambda_{k+1}(K) \leq \frac{\beta(\xi - 1)}{M}$. By defining $\delta = \frac{\beta(\xi - 1)}{M\|K\|}$

$$\gamma = \frac{2}{\pi} \sqrt{\epsilon^{-1} \ln(\delta^{-1})} \leq \frac{2}{\pi} \sqrt{\epsilon^{-1} \ln \frac{Mn}{\beta(\xi - 1)}}$$

(25)

and therefore,

$$k \geq \prod_{i=1}^{d} \left( \left\lceil \frac{2q_i}{\pi} \sqrt{\epsilon^{-1} \ln \frac{Mn}{\beta(\xi - 1)}} \right\rceil + 1 \right)$$

where $\{q_i\}_{i=1}^{d}$ are the lengths of the intervals of the bounding box of the dataset $X$. □

**Remark 4.7.** Corollary 4.6 enables to determine the required rank Nyström approximation and illustrates the tradeoff between the condition number and the low rank, which has implications over the memory consumption and computational load of the algorithm. Smaller condition number yields less iterations on one hand, but on the other hand requires processing larger matrix $\tilde{K}$.

**Remark 4.8.** As a simple example, for the deterministic interpolative decomposition, $M = \sqrt{k(n-k) + 1}$, which yields $\bar{M} = \sqrt{\frac{n^2}{4} + 1} \approx \frac{n}{2}$

**Remark 4.9.** Eq. 25 grows very slowly in $n$, which means that $k$ remains small even when $n$ grows fast. For example, suppose $\bar{M} = n/2$, $\epsilon = 1$, $\xi = 2$ and $\beta = 1$, then for $n = 10^6$, $\gamma = 3.3$ and for $n = 10^8$, $\gamma = 3.82$ which does not affect the value of $k$ according to Corollary 4.6. On the down side, it grows fast in $d$.

**Corollary 4.10.** For a Nyström preconditioner built by choosing $\tilde{K} = CUC^T$, where $C$ are columns of $K$ chosen by the interpolative decomposition, then

$$\text{cond} \left[ (\tilde{K} + \beta I)^{-1} (K + \beta I) \right] \leq 1 + \frac{2\lambda_{k+1}(K)\sqrt{k(n-k) + 1}}{\beta} \leq 1 + \frac{2\lambda_{k+1}(K)(\frac{n}{2} + 1)}{\beta}$$

(26)
Proof. The proof follows immediately by combining Lemma 4.1 with Theorem 4.5.

Remark 4.11. A similar bound can be developed immediately for other matrix decompositions.

5 Numerical Results

In this section, empirical evaluation of the algorithm is presented and compared against the naive implementation (no preconditioning) and RFF preconditioning. The datasets used are described in the supplementary appendix [30]. The number of data points is $n = 100,000$, rank $k = 50$, noise level $\beta = 0.1, 1$ and $l = 60$. The most costly computation in the presented flow is the QR decomposition in Algorithm 1 which is $O(nl^2)$, compared to $O(nds)$ where $s$ the number of Gaussian components, therefore in order to maintain similar computational complexity, the number of Gaussian components was set to $\frac{ld^2}{d}$, and therefore $s = 1200$. Figure 1 shows the comparison between the distance $\|\alpha^* - \alpha^{(i)}\|_{K+\beta I}$, where $\alpha^*$ is the exact solution, and $\alpha^{(i)}$ is the solution at iteration $i$.

![Graph](image)

(a) Stanford Helicopter Dataset $k = 50, \beta = 0.1$  (b) Stanford Helicopter Dataset $k = 50, \beta = 1$

Figure 1: Comparison between different noise levels

Remark 5.1. It is important to note that each iteration of the proposed algorithm is $O(n + k^2)$, while every iteration of RFF is $O(nl^2 + k^2)$ for $s = \frac{ld^2}{d}$. For $n \gg k^2$, each RFF iteration is asymptotically more costly in terms of run-time complexity by a factor of $k^2$.

Remark 5.2. When the spectral decay is fast, a small $k$ will be sufficient for satisfying results.

Figure 2 compares between the $l_2$ norm of the residual error, $r^{(i)} = (K + \beta I)\alpha^{(i)} - b$, where $i$ refers to the iteration number and $\alpha^{(i)}$ is the solution at iteration $i$ of the CG algorithm. Also presented is the distance $\|\alpha^* - \alpha^{(i)}\|_{K+\beta I}$.

It’s worth noting that the graph is slightly misleading, as the number of Gaussian RV’s taken for the RFF preconditioner is very high (in order to achieve the same computational complexity), however per iteration the proposed method is significantly faster, therefore in reality the convergence is still far faster for the proposed method.
Figure 2: For 30K datapoints from accelerating 2D (X,Y) predicting next timestep for X

Figure 3: For 100K datapoints from accelerating 2D (X,Y) predicting next timestep for Y

5.1 Synthetic Electromagnetic Field Simulator

A 3-dimensional synthetic dataset generated by an electric field simulator was used to test the performance of the algorithm. The simulation was composed of the following parts:

- setting the support of the points to \([0, 1]^3\)
- choosing points from a uniform distribution over the defined support at random, where:
  - 5 points represent the positive point-charges
Following the superposition rule, at each sampling point $j$, each field component was summed as follows:

$$e_x[j] = \sum_{i=1}^{5} \frac{1}{r_{ij}^2} \sin(\phi) \cos(\theta)$$  \hspace{1cm} (27)$$

$$e_y[j] = \sum_{i=1}^{5} \frac{1}{r_{ij}^2} \sin(\phi) \sin(\theta)$$  \hspace{1cm} (28)$$

$$e_z[j] = \sum_{i=1}^{5} \frac{1}{r_{ij}^2} \cos(\phi)$$  \hspace{1cm} (29)$$

where $r_{ij}$ is the distance between charge $i$ and the point $j$, and $\theta$ and $\phi$ are the spherical angles with respect to axes $x$ and $z$ respectively. Additionally, an electric potential was calculated at each point, to be used as the problem’s label as follows:

$$\Phi[j] = \sum_{i=1}^{5} \frac{1}{r_{ij}}$$  \hspace{1cm} (30)$$

Figure 4: For 30K datpoints on the EM Field dataset
6 Conclusions

The paper shows that the use of randomized matrix decompositions (specifically RID with CUR) for constructing a preconditioner for the matrix kernel is very successful in solving the scalability drawback intrinsic to kernel matrix methods. The method is strict in memory consumption (no need to hold the \( n \times n \) matrix), maintains accuracy, allows efficient application of the kernel matrix and reduces its condition number. Our results show fast convergence of the CG algorithm while maintaining accuracy, outperforming similar SOTA methods. The paper also provides theoretical insights and bounds for the low-rank approximation needed to reach the desired condition number.
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$\text{CG—Norm of difference from final solution}$

$\|x_i - x_{\text{fin}}\|_{K+\lambda I}$