Hybrid Multimodal Fusion for Humor Detection
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ABSTRACT
In this paper, we present our solution to the MuSe-Humor sub-challenge of the Multimodal Emotional Challenge (MuSe) 2022. The goal of the MuSe-Humor sub-challenge is to detect humor and calculate AUC from audiovisual recordings of German football Bundesliga press conferences. It is annotated for humor displayed by the coaches. For this sub-challenge, we first build a discriminant model using the transformer module and BiLSTM module, and then propose a hybrid fusion strategy to use the prediction results of each modality to improve the performance of the model. Our experiments demonstrate the effectiveness of our proposed model and hybrid fusion strategy on multimodal fusion, and the AUC of our proposed model on the test set is 0.8972.

CCS CONCEPTS
• Information systems → Multimedia information systems; • Computing methodologies → Artificial intelligence.
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1 INTRODUCTION
Humor is the absurd, unexpected, yet subtle or evocative characteristic of something. It is also a way to help people relieve stress. Not only does it enhance feelings, but it also helps increase overall wellbeing. As a popular research field in natural language processing (NLP), humor detection has received more attention from scholars [7, 22, 38, 45].

The inconsistency theory of humor argues that humor arises from two or more incongruent but related situations. However, due
to differences in thought, culture and cognition, people’s understanding of humor is not the same. This means that humor detection requires a lot of prior knowledge and background information, which brings great challenges for the machine to understand humor. Fortunately, humor often comes from people’s interactions. In addition to the text containing the context, one can observe the expression of the speaker in the process of speaking, and we can also obtain the rhythmic clues in his voice. All of this information contributes to the detection of the humorous element. In other words, utilizing the multimodal characteristics of text, acoustic and visual can greatly help the humor detection task [1, 16].

In general, multimodal feature fusion includes early-fusion and late-fusion. For early-fusion, the characteristics of all modalities are fused at first, then they are sent to the model for training. As there are many differences between different modalities, mixing them directly may lead to the underutilization of information. With regard to the late-fusion method, researchers first utilize certain individual models to extract features of each modality. Then, the features being extracted are combined for subsequent tasks. However, the training process may result in the loss of original information. Therefore, we propose a hybrid multimodal fusion model for humor detection, called HMF-MD, which absorbs the advantages of the two fusion methods. First, several discriminant modules are applied to every single modality. Then we combine these features with the original data and send them into another discriminant module for humor detection. This can not only extract the key information inside each modality but also prevent the loss of information effectively. Experiments show that our model achieves good results on the MuSe-Humor sub-challenge task.

Specifically, the main contributions of our work are as follows:

- We propose a discriminative module, which can extract contextual and key information from a single modality.
- We propose a new hybrid fusion strategy that can improve model performance.
- Experiments demonstrate the effectiveness of our proposed model and hybrid fusion strategy on multimodal fusion, and the AUC of our proposed model on the test set is 0.8972.

2 RELATED WORKS

2.1 Humor Detection
Humor detection has been one of the active areas in the field of affective computing. Humor recognition is to identify whether a sentence or an utterance is humorous or not. There are many ways to be used to identify humor. [38] uses non-neural models to recognize humor. Recently, there are some studies using recurrent neural networks (RNNs) and convolutional neural networks (CNNs) to detect humor[11]. The pre-trained language model has achieved great success in many areas, there are also a lot of works using transformer-based architecture and attention mechanisms to detect humor[4, 26].

Multimodal humor detection is a new area of research in NLP. Multimodal studies from textual, visual and acoustic are the recent research trends. Many works present new Multimodal neural architectures [17, 29, 35], and multimodal fusion approaches [6, 21].

2.2 Multimodal Fusion
In a multimodal setting where multiple modalities convey information from different channels, cross-modal fusion is crucial in exploring intra-modality and inter-modality dynamics to mine complementary information. In recent years, multimodal fusion has seen rapid development mainly thanks to the multimodal machine learning community. Earlier multimodal fusion methods fall into two broad categories, i.e. feature-level fusion and decision-level fusion, otherwise known as early and late fusion respectively. Feature-level fusion methods mostly fuse features through concatenation of unimodal representations [27, 30, 36], whereas decision-level fusion methods firstly make a tentative inference for each modality and further fuse them using a voting mechanism [20, 28, 34, 37, 43]. However, these two types of fusion methods cannot effectively explore the inter-modality dynamics. Recently proposed fusion methods can be categorized into several types as follows, i.e., multi-view learning methods [52, 41], word-level fusion methods [15, 35, 42], tensor fusion [24, 40], and hybrid fusion[9, 25]. These fusion techniques are effective in learning inter-modality dynamics compared to feature-level and decision-level fusion and show marked performance gains.

3 MULTIMODAL FEATURES

3.1 Acoustic Features
All audio files are first normalised to -3 decibels and then converted from stereo to mono, at 16 kHz, 16 bit. Afterwards, we make use of the two well-established machine learning toolkits openSMILE[14] and DeepSpectrum[3] for expert-designed and deep feature extraction from the audio recordings.

- eGeMAPS Feature: We use the extended Geneva Minimalistic Acoustic Parameter Set (eGeMAPS) feature provided by the organizers of MuSe 2022, which contains 23 acoustic low-level descriptors (LLDs)[13]. The freely and publicly available openSMILE toolkit can be used to extract the eGeMAPS feature. Several statistical functions of the openSMILE toolkit can be directly applied to extract segment-level features with an 88-dimensional vector.

- DeepSpectrum Feature: The principle of DeepSpectrum is to utilise pre-trained image Convolutional Neural Networks (CNNs) for the extraction of deep features from visual representations (e.g., Mel-spectrograms) of audio signals.

3.2 Visual Features
To extract specific image descriptors related to facial expressions, we make use of two CNN architectures: Multi-task Cascaded Convolutional Networks (MTCNN)[44] and VGGFace 2[8]. We also provide a set of Facial Action Units (FAUs) obtained from faces of individuals in the datasets.

- MTCNN: The MTCNN model, pre-trained on the datasets WIDER FACE[39] and CelebA[23], is used to detect faces in the videos. The extracted faces then serve as inputs of the feature extractors VGGFace 2.

- VGGFace 2: The purpose of VGGFace 2 is to compute general facial features for the previously extracted faces. VGGFace 2 is a dataset for the task of face recognition. It contains 3.3 million faces of about 9,000 different persons. We use a ResNet50[18] trained
on VGGface 2 and detach its classification layer, resulting in a 512-dimensional feature vector output referred to as VGGface 2. **FAUs:** Facial Action Units (FAUs) denote the presence of facial muscle movements that are commonly used for describing and classifying expressions. It can be extracted by OpenFace toolkit [5]. We only use the FAU intensity features provided by the organizers.

### 3.3 Textual Features

**Bert:** As the organizer did[2, 10], We employ a German version of the BERT (Bidirectional Encoder Representations from Transformers (BERT))[12]) model. No further fine-tuning is applied. For the humor detection sub-challenge, we extract the BERT token embeddings. Additionally, we obtain 768-dimensional sentence embeddings for all texts in Passau-SFCH by using the encodings of BERT’s token. In all cases, we average the embeddings provided by the last 4 layers of the BERT model, following[31].

### 4 MUSE-HUMOR METHOD

In this section, we will introduce the main components of our approach, and its overall framework is shown in Figure 1. We propose a hybrid multimodal fusion model for humor detection, called HMF-MD. The training process of HMF-MD consists of two stages: (1) Unimodal Discrimination Stage, which obtains the optimal discriminant distribution of the input sequence corresponding to each modality through our discriminant module. (2) Hybrid Multimodal Fusion Stage, which utilizes the Hybrid Multimodal Fusion strategy to fuse the initial input of various modalities and the discriminant output of every single modality in the previous stage, and finally performs humor detection through our discriminant module.

#### 4.1 Unimodal Discrimination Stage

For this humor detection sub-challenge, the data is not monomodal, so interactions of multimodal information are inevitably considered. However, for data of a particular modality, there are internal correlations specific to that modality, so utilizing single modality data for the effective fusion of multimodal information is essential.

To capture this correlation within a certain modality, we propose the discriminant module shown in the bottom half of Figure 1. Given an input sequence \(X^m = \{x^m_1, x^m_2, \ldots, x^m_L\}\) for a specific modality \(m \in \{A, V, T\}\), where \(L\) is the sequence length, we first feed it into a Transformer layer[33] to capture the interaction between each element in the sequence and other elements and retain more information about the element itself through a residual connection. 

\[
H^m = T(X^m) \oplus X^m
\]

(1)

where \(H^m = \{h^m_1, h^m_2, \ldots, h^m_L\}\) is the hidden representation sequence output by Eq.1, \(T(\cdot)\) denotes the calculation process in the Transformer layer[33], and \(m \in \{A, V, T\}\) represents a particular modality.

Since the data of the humor detection sub-challenge has an obvious contextual relationship, we then send the obtained hidden representation sequence into a bidirectional LSTM [19] to capture this contextual information and take the hidden output of the last element in the sequence as the hidden representation of this sequence.

\[
\hat{H}^m = \overrightarrow{\mathcal{B}}(H^m)[-1]||\overleftarrow{\mathcal{B}}(H^m)[0]
\]

(2)

where \(\hat{H}^m\) is output of the BiLSTM layer, \(\overrightarrow{\mathcal{B}}(\cdot)\) and \(\overleftarrow{\mathcal{B}}(\cdot)\) denote the forward and backward calculation process of LSTM, \([-1]\) and \([0]\) represent the last and first elements of the corresponding output sequence, and || denotes the concatenate operation.

Finally, we send it to the last component of the discrimination module, a fully connected layer, and its output is the representation that captures the internal correlation of the corresponding modality, i.e. the discriminant output of each modality.

\[
\hat{Y}^m = \sigma(W^m\hat{H}^m + b^m)
\]

(3)

where \(W^m\) and \(b^m\) are the modality-specific weight matrix and the bias term, respectively, and \(\sigma\) is the Sigmoid activation function.

For the input sequence of each modality, we carry out a complete training process to obtain the optimal discriminant output.

#### 4.2 Hybrid Multimodal Fusion Stage

In order to integrate the information of various modalities more effectively and improve the advantages brought by information
Table 1: Statistics information of the Passau-SFCH dataset.

| Partition   | Coaches | Labels | Duration       |
|-------------|---------|--------|----------------|
| Train       | 4       | 14025  | 3:52:44        |
| Development | 3       | 11520  | 3:08:12        |
| Test        | 3       | 14143  | 3:55:41        |
| Sum         | 10      | 39488  | 10:56:37       |

Firstly, we concatenate the discriminant outputs of each modality in the first stage and take them as the input of the second stage.

\[
X' = \mathbb{1}_{m \in \{A,V,T\}} X^m
\]  

However, as described in Section 4.1, these discriminant outputs are modality-specific internal correlations, and simply using them for the final detection task cannot take full advantage of the complementary effects between the various modalities. Therefore, in addition to the output of the first stage, the original input of each modality is also taken as the input feature of the second stage, so that the model can effectively capture the complementary information of each modality.

The main structure of the second stage is still the discrimination module introduced in Section 4.1. The difference is that in the second stage, each type of input first passes through its own transformer layer first, and then the combined output is sent to the shared subsequent layers for humor detection.

\[
Z = \mathbb{1}_{m \in \{A,V,T\}} T^m(X^m) \otimes X^m
\]

\[
\hat{Z} = \sigma(W\hat{Z} + b)
\]

4.3 Wrapped BCELoss

In both stages, we use our model using the Wrapped BCELoss, which can be formatted as follows:

\[
t = \frac{1}{N} \sum_{n=1}^{N} l_n
\]

\[
l_n = -\mathbb{1} \log y_n + \log(1 - y_n)
\]

where \(N\) is the total number of samples, \(l_n\) is the corresponding loss of the \(n\)-th sample, and \(y_n\) and \(x_n\) are the ground-truth label and the predicted label for the \(n\)-th sample.

5 EXPERIMENTS

5.1 Dataset

In MuSe 2022, three datasets are provided for three different sub-challenges. This paper mainly focuses on the study of humor detection sub-challenge. The dataset for the humor detection sub-challenge is the novel Passau Spontaneous Football Coach Humor (Passau-SFCH) database. It comprises audiovisual recordings of German football Bundesliga press conferences. It is annotated for humor displayed by the coaches. For the challenge, binary labeling (presence or absence of humor) is provided. Each label in Passau-SFCH dataset is predicted based on all feature vectors belonging to the corresponding 2 s window. The statistics information is shown in Table 1.

Table 2: The AUC performance on the development set of the MuSe-Humor sub-challenge. ‘M’ denotes the used modality. ‘A’, ‘V’ and ‘T’ represent the audio, video, and text modality. ‘BiLSTM’ means the official baseline.

| Feature       | M       | Model   | AUC   |
|---------------|---------|---------|-------|
| eGeMAPS A     | V       | BiLSTM  | 0.6861|
| eGeMAPS A     | Ours    | 0.6912  |
| DeepSpectrum  | A       | BiLSTM  | 0.7149|
| DeepSpectrum  | Ours    | 0.7187  |
| FAU V         | BiLSTM  | 0.9071  |
| VGGface 2 V   | Ours    | 0.9050  |
| VGGface 2 V   | BiLSTM  | 0.9253  |
| VGGface 2 V   | Ours    | 0.9331  |
| BERT T        | BiLSTM  | 0.8270  |
| BERT T        | Ours    | 0.8261  |

5.2 Experimental Setup

We implement all of our models with the PyTorch toolkit in the MuSe-Humor sub-challenges. For the MuSe-Humor sub-challenge, the proposed model consists of the transformer layer, a bidirectional LSTM layer, and a fully connected layer. The number of layers used by all transformer layers is 1, and the number of heads used by all Multi-head attention is 1. The number of hidden sizes in the LSTM layer is 32, and the number of the bidirectional LSTM layer is set to 2. The Adam optimizer with a learning rate of 0.001 is applied, and the batch size is set to 32. Same as the baseline, we train the model for a maximum of 100 epochs and stop training if the validation AUC does not increase for 3 consecutive epochs. For the hybrid fusion model, we only use 0.4 for the dropout of the linear layer and 0.2 for the rest of the modules.

5.3 Unimodal Results

We first evaluate the performance of each modality we used in the MuSe-Humor sub-challenge. To verify the effectiveness of the proposed model, several experiments are conducted. The experiment results are given in Table 2. From the table 2, we can conclude that: 1) The ‘Ours’ model achieves the best performance or performance close to ‘BiLSTM’ when using audio and video modalities for classification. 2) ‘BiLSTM’ model outperforms ‘Ours’ models when using text for classification. We believe that the reason is that the feature continuity has deteriorated during feature extraction and processing, and better sequence information can be obtained by directly feeding it into BiLSTM. Nevertheless, the performance difference between ‘Ours’ and ‘BiLSTM’ is very small. 3) On the whole, ‘Ours’ can achieve good performance in the independent use of the three modalities.
Table 3: AUC performance of different modalities using hybrid fusion strategy on the development set in the MuSe-Humor sub-challenge. $\hat{Y}$ represents the discriminative output of the corresponding mode. $Y^m$ represents the discriminative output obtained by using BiLSTM for the corresponding modality. $Y^M$ represents the discriminative output obtained by using our proposed model for the corresponding modality.

| Feature                        | M          | Model | AUC  |
|-------------------------------|------------|-------|------|
| DeepSpectrum + VGGface        | A+V       | BiLSTM| 0.8252 |
| DeepSpectrum + VGGface        | A+V       | Ours  | 0.9306 |
| DeepSpectrum + VGGface        | A+V+$\hat{Y}$ | Ours | 0.9415 |
| DeepSpectrum + BERT           | A+T       | BiLSTM| 0.8901 |
| DeepSpectrum + BERT           | A+T       | Ours  | 0.8303 |
| DeepSpectrum + BERT           | A+T+$\hat{Y}$ | Ours | 0.8508 |
| VGGface 2 + BERT              | V+T       | BiLSTM| 0.8908 |
| VGGface 2 + BERT              | V+T       | Ours  | 0.9461 |
| VGGface 2 + BERT              | V+T+$\hat{Y}$ | Ours | 0.9483 |
| DeepSpectrum + VGGface 2 +BERT| A+V+T     | BiLSTM| 0.9033 |
| DeepSpectrum + VGGface 2 +BERT| A+V+T     | Ours  | 0.9534 |
| DeepSpectrum + VGGface 2 +BERT| A+V+T+$\hat{Y}$ | Ours | 0.9552 |
| DeepSpectrum + VGGface 2 +BERT| A+V+T+$\hat{Y}$ | Ours | 0.9570 |
| DeepSpectrum + VGGface 2 +BERT| A+V+T+$\hat{Y}$ | Ours | 0.9573 |

5.4 Multimodal Results

When performing multi-modal feature fusion, we select the same modal features as the official baseline for fusion. Compared with the official baseline, we also get better results on the single modality for text features (BERT), audio features (DeepSpectrum) and visual features (VGGface 2). Table 3 shows the AUC performance of different modalities with and without the hybrid fusion strategy on the development set of the MuSe-Humor sub-challenge. To better verify the effectiveness of our proposed hybrid fusion strategy, we list the discriminative output $\hat{Y}$ as a new modality in Table 3. For example, ‘$A+V+T$’ means that the features of these three modalities are directly sent to different Transformer layers without using a hybrid fusion strategy, and then the connected features are sent to the BiLSTM layer. ‘$A+V+T+Y^{\hat{A},V,T}$’ means using a hybrid fusion strategy, that is, the discriminative output $Y^{\hat{A},V,T}$ is obtained first, and then the three modalities and the discriminative outputs obtained from the three modalities are sent to different Transformer layers.

When we perform feature fusion of the three modalities, we also utilize BiLSTM to obtain discriminative outputs for textual modalities and acoustic modalities. In Table 3, ‘$A+V+T+Y^{\hat{A},V,T}$’ means that BiLSTM obtains the discriminative output of text modality, and our proposed model also obtains the discriminative output of acoustic and visual modality. ‘$A+V+T+Y^{\hat{A},V,T}$’ means that BiLSTM obtains the discriminative output of textual and acoustic modality, and our proposed model also obtains the discriminative output of visual modality.

From Table 3, we can find that 1) multi-modal features can achieve better performance than single-modal features. 2) In the results of our model, the results with the hybrid fusion strategy are all better than those without the hybrid fusion strategy. 3) When multi-modal feature fusion is performed, better performance can be obtained by the fusion of video and text features or audio and video features, which is consistent with the phenomenon that the video feature results are optimal in a single modality. 4) When the audio and text features are fused, we find that the model results are lower than the official baseline BiLSTM, which we suspect is related to feature extraction and processing. Because each label is predicted based on all feature vectors belonging to the corresponding 2s window, the text features and audio features of a whole sentence may be truncated, and the direct use of BiLSTM can better maintain the temporal continuity of features. 5) Using BiLSTM to obtain the discriminative output of text modality and audio modality can improve the model performance to a certain extent.

5.5 Submission Results

Table 4 shows the best submission results of the proposed method in the MuSe-Humor sub-challenges.

| Model | M                      | Development | Test  |
|-------|------------------------|-------------|-------|
| Baseline | V                   | 0.9253     | 0.8480 |
| Baseline | A+V+T                | 0.9033     | 0.7973 |
| Ours  | A+V+T                 | 0.9534     | 0.8559 |
| Ours  | A+V+T+$\hat{Y}$     | 0.9552     | 0.8823 |
| Ours  | A+V+T+$\hat{Y}$     | 0.9570     | 0.8882 |
| Ours  | A+V+T+$\hat{Y}$     | 0.9573     | 0.8945 |
| Ours  | VOTE                  | -          | 0.8972 |
the optimal AUC of our proposed model is 0.0343 higher than the official baseline. Compared with the official baseline results using three modalities, our proposed model outperforms the baseline by 0.085 in AUC. Further, we also use ‘A+V+T+YA+V+T+YA+V+T+YA+V+T’ to predict the results and obtain the average of the predicted results. After submitting the average results, we reach 0.8972 on AUC. In addition, from the table 2, we can also see that adding a hybrid fusion strategy can also improve the recognition ability of the model. In conclusion, the model may have an overfitting problem. Finally, we consider that the distribution of test and validation sets may be different and that adding a hybrid fusion strategy can also improve the recognition ability of the model. However, the AUC of the test set is still relatively different from the AUC of the validation set. We conjecture that the distribution of test and validation sets may be different and that different coaches have different habits of expressing humor, so the model may have an overfitting problem.

6 CONCLUSIONS

In this paper, we present our solutions for the MuSe-Humor sub-challenge of Multi-modal Sentiment Challenge (MuSe) 2022. For the MuSe-Humor sub-challenge, we fused the textual features (BERT) with the audio features (DeepSpectrum) and the visual features (VGGFace 2) proved useful for calculating AUC. Also, our proposed hybrid fusion strategy can further improve the model performance. The proposed method shows promising prospects for future improvements. First, more features of different modalities can be used in this sub-challenge. Then, the next step can be to explore the number of Transformer layers used by different modalities and other methods to increase the superiority and generalizability of the model. Finally, ways to maintain the temporal continuity of features during extraction and processing can be explored.
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