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Abstract: This paper gives an overview about recent theoretical and experimental work on electronic and optical properties of spinel ferrites $\text{MFe}_2\text{O}_4$. These compounds have come into focus of research due to their possible application as photocatalyst material for photoelectrochemical water splitting. The theoretical background of state-of-the-art quantum-chemical approaches applied for predicting electronic and optical band gaps, absolute band positions, optical absorption spectra, dielectric functions and Raman spectra, is briefly reviewed. Recent applications of first-principles methods on magnetic and electronic properties of...
ferrites with $M = \text{Mg}$ and the first row of subgroup elements $\text{Sc}$ to $\text{Zn}$ are presented, where it is shown that the fundamental band gap is strongly dependent on the spin state and the degree of inversion of the spinel structure. The observed variation of electronic properties may serve as an explanation for the large scattering of experimental results. The exchange of $M$ and Fe cations has also a pronounced effect on the Raman spectra of ferrites, which is analyzed at atomic scale from first principles. Calculated optical absorption spectra of ferrites are compared to experimental spectra. The electronic nature of the first excitations and the role of oxygen vacancies are discussed. For the calculation of absolute band positions, which have a significant impact on the photoelectrochemical activity of the ferrites, models of the most stable ferrite surfaces are developed that take into account their polar nature and the interaction with the solvent. Theoretically predicted valence and conduction band edges are compared to results from electrochemical measurements. The role of cation exchange on the surface electronic structure is investigated both theoretically and experimentally.
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## 1 Introduction

Because of the urgent need for an exit from nuclear and fossil energy sources, the research on new sustainable ways for energy production is indispensable. Among others, molecular hydrogen is considered as substitute for fossil fuels. The remaining challenge is its cost efficient production, e.g. by solar powered water splitting.

Photoelectrochemical (PEC) water splitting is a promising tool for the conversion of solar energy into molecular hydrogen under mild operating conditions [1]. The PEC water splitting makes use of semiconductor materials with an optimal band gap of 1.2 eV plus $\sim 0.8$ eV overvoltage as electrode material.

Spinel ferrites ($M\text{Fe}_2\text{O}_4$) have been discussed as suitable electrode material for photoelectrochemical water splitting [1, 2]. Spinel ferrites are ternary transition metal oxides adopting the spinel structure (space group $Fd\bar{3}m$). Ferrites with $M = \text{Mg}, \text{Mn}, \text{Fe}, \text{Co}, \text{Ni}, \text{Cu}, \text{Zn}$ are frequently discussed [2], while those with $M = \text{Sc}, \text{Ti}, \text{V}, \text{Cr}$ are scarcely investigated. Depending on the substituent $M$ and the synthesis conditions, spinel ferrites can adopt different cation distributions. In general, their chemical formula can be written as $[M_{1-x}\text{Fe}_x]^A[M_x\text{Fe}_{2-x}]^B\text{O}_4$. The superscripts $A$ and $B$ denote the tetrahedral (8a) and octahedral (16d) sites,
respectively, and $x$ corresponds to the degree of inversion. $x$ ranges between 0 and 1, where $x = 0$ represents a so-called ‘normal’ and $x = 1$ an ‘inverse’ spinel.

State-of-the-art theory enables to investigate properties that are difficult to access by experiments. These are, for example, the characterization of compounds that are difficult to synthesize, the detailed electronic structure and its changes by the influence of magnetic structure, defects or doping. This information is crucial to optimize the performance of a material.

A large variety of theoretical methods is available for the investigation of electronic and optical properties, and they will be discussed briefly in the next section. In detail, we will discuss several extensions of density functional theory (DFT), e.g. DFT+$U$, dynamical mean field theory (DMFT) and different versions of Hybrid DFT, as well as GW and Bethe-Salpeter approaches.

Previous theoretical work on spinel ferrites was often based on the DFT+$U$ approximation [3–29]. The most frequently investigated ferrite using DFT+$U$ approaches is probably Fe$_3$O$_4$. But not only the high-temperature spinel phase of Fe$_3$O$_4$ is of interest [3, 16, 23, 24], also different low-temperature phases have been subject of DFT+$U$ studies [4, 5, 14], and also the phase transition between both phases was investigated [6]. An influence of cation distribution on the electronic properties is demonstrated using DFT+$U$ for ZnFe$_2$O$_4$ and CdFe$_2$O$_4$ by Cheng and Liu [7] and for CuFe$_2$O$_4$ by Feng et al. [8]. Fritsch and Ederer show that a treatment of CoFe$_2$O$_4$ and NiFe$_2$O$_4$ with DFT+$U$ yields qualitatively correct results for the electronic structure [9, 17]. The energetics of different cation distributions calculated with DFT+$U$ for CoFe$_2$O$_4$ show, that CoFe$_2$O$_4$ favors the inverse spinel structure and a high-spin configuration [10]. Corresponding investigations were carried out for MnFe$_2$O$_4$, showing a preference for a normal cation distribution and a high-spin configuration [19], as well as a strong support for a single-valence state of Mn$^{2+}$ [20]. Several works use DFT+$U$ to investigate the effects of doping, like Mn doping in CdFe$_2$O$_4$ [12], B incorporation in NiFe$_2$O$_4$ [25], or Ca and Ba doping in Fe$_3$O$_4$ [28]. Furthermore, the investigation of spinel surfaces and the adsorption of small molecules has been subject of DFT+$U$ studies, e.g. the adsorption of NO on the CuFe$_2$O$_4$ (100) surface [13] or the adsorption of a single Au atom on Fe$_3$O$_4$ (111) [16]. Kumar et al. investigate surface reactivity and water adsorption on NiFe$_2$O$_4$ (111) and find that the surface reactivity of NiFe$_2$O$_4$ (111) is higher compared to Fe$_3$O$_4$ (111) [22]. The investigation of atomic structure, electronic properties and reactivity of the NiFe$_2$O$_4$ (001) surface by Shi et al. shows, that oxygen vacancies form preferably on the (001) surface compared to the bulk [26]. Liu et al. recently applied self-consistent charge density functional tight binding (SCC-DFTB) to investigate magnetite bulk and low index surfaces [30]. They state that the results are in quantitative agreement with those obtained by DFT+$U$ and hybrid DFT methods.
Hybrid functionals have also found application for spinel ferrites [15, 23, 29, 31, 32]. Rowan and Patterson investigate the electronic structures and vibrational modes of the low-temperature and high-temperature phases of Fe$_3$O$_4$ using hybrid-DFT calculations [31]. They observe major changes in the Raman active modes when Fe$_3$O$_4$ undergoes the phase transition. Sun et al. combined LSDA+U and hybrid DFT calculations for the investigation of NiFe$_2$O$_4$ [15]. By evaluating projected density of states, they show a qualitative agreement between both methods. NiFe$_2$O$_4$ is shown to be an indirect band gap material, with the lowest-energy electronic transition being assigned to the minority channel. Evaluation of the states near the band gap reveals a $p - d$ and $d - d$ charge transfer character in both channels. Widatallah et al. investigate Mg doping in lithium ferrite [32]. By investigating 19 defect structures, they find that it is most stable when Mg$^{2+}$ is evenly replacing Li$^+$ and Fe$^{3+}$. Noh et al. compare GGA, GGA+U and range separated hybrid-DFT results on Fe$_3$O$_4$ [23]. They show that the inclusion of exact exchange has a significant impact on the electronic structure. The HSE06 functional predicts highly localized states below the Fermi level of Fe$_3$O$_4$, while the same functional with reduced amount of Fock exchange (15%) and GGA+U predict delocalized states around the Fermi level. Fritsch carried out a detailed investigation on the influence of the degree of inversion and different magnetic structures on the electronic and magnetic properties of ZnFe$_2$O$_4$ [29]. Comparing the performance of GGA+U and the hybrid-DFT functional PBE0, he shows that PBE0 yields an overall better agreement with experiment.

$GW$ methods have scarcely been applied to spinel ferrites so far. Ziaei and Bredow applied $GW$-BSE theory to compute optical properties of ZnFe$_2$O$_4$ [33]. It was shown that the valence band maximum is dominated by oxygen $2p$-orbitals, whereas the conduction band minimum consists of hybridized oxygen $2p$- and iron $3d$-orbitals.

Here, we present hybrid-DFT and $GW$/BSE studies on electronic and optical properties of $M$Fe$_2$O$_4$ with $M = $ Mg, Sc–Zn. By the use of dielectric dependent self-consistent hybrid DFT, we studied the influence of cation distribution and spin state on the electronic band gap and the nature of the lowest lying electronic transitions. Hybrid DFT was applied for the calculation of Raman spectra for ZnFe$_2$O$_4$ to further evaluate the influence of cation inversion on the material properties. Optical spectra for different cation distributions and magnetic structures of ZnFe$_2$O$_4$ were computed using $GW$-BSE methods. The dependency of absolute band positions on the cation distribution in ZnFe$_2$O$_4$ (100) surface models was investigated at hybrid DFT level.

The theoretical predictions reviewed in this work are compared with experimental results found in literature and our own measurements. For ZnFe$_2$O$_4$ in particular, the calculated Raman and optical spectrum, and absolute band positions
are compared to those obtained experimentally. Special emphasis was placed on comparing experimental and theoretical results concerning the effect of the degree of inversion and deviations from ideal stoichiometry on the electronic and optical properties of ZnFe$_2$O$_4$.

2 Theoretical approaches

In this section we present the most common methods and theoretical models that are used to calculate electronic and optical properties of solids and surfaces.

2.1 Methods

2.1.1 DFT

Density-Functional Theory (DFT) relies on findings by Hohenberg and Kohn in 1964 [34] that prove a connection between the exact ground-state energy of an $N$-electron system and its electron density $n(r)$ of the form

$$n(r) = N \int |\Psi(r_1, r_2, \ldots, r_N)|^2 dr_2, \ldots, dr_N.$$  \hspace{1cm} (1)

The DFT energy functional can be written as

$$E_{KS-DFT}[n(r)] = E_{en}[n(r)] + T[n(r)] + E_{ee}[n(r)],$$  \hspace{1cm} (2)

where $E_{en}[n(r)]$ is the electron-core interaction, $T[n(r)]$ the kinetic energy of the electrons, and $E_{ee}[n(r)]$ is the electron-electron interaction. Since the exact energy functional is unknown, simplifications have to be made in order to solve the equation. In Kohn-Sham(KS)-DFT [35], the exact kinetic energy of the electrons $T$ is replaced by a kinetic energy of non-interacting electrons. The electron-electron interaction is usually divided in two terms:

$$E_{ee}[n(r)] = J[n(r)] + E_{xc}[n(r)].$$  \hspace{1cm} (3)

$J[n(r)]$ is the electron-electron Coulomb repulsion and the exchange-correlation energy $E_{xc}[n(r)]$ is the unknown part of the energy, that remains when we subtract the kinetic energy of non-interacting electrons and the Coulomb terms $E_{en}$ and $J$ from the exact energy. The unknown $E_{xc}$ is approximated differently by common DFT functionals. For further information on the approximation of $E_{xc}$, the reader is referred to the references [35] and [36].
An important part in the electron density of $E_{xc}$ is the so-called exchange-correlation hole, that represents a ‘hole’, that each electron creates around itself as a consequence of exchange-correlation effects. One of the main problems of the KS model occurs when the energy of virtual orbitals is required, as for the calculation of band gaps. The virtual KS orbitals represent excited electrons in the KS reference system. They feel the same potential as the occupied orbitals, that is the Coulomb potential of $N$ electrons and an exchange-correlation hole of $(N - 1)$ electrons. The virtual orbitals are artificially stabilized by this exchange-correlation hole and the KS fundamental band gap becomes too small [37].

The description of electronic states using DFT is further limited by its single-determinantal nature. The wavefunctions of systems containing partially filled $d$ or $f$ shells of transition metals have a multi-determinantal character. An accurate description can be obtained e.g. with complete active space (CASSCF) methods [38]. While this is possible for small molecules, there is no generally applicable CASSCF implementation for solids available at present.

A widely applied approximation that is also used in the present study is the broken symmetry approach. The initial guess for an unrestricted Kohn-Sham wavefunction is constructed from atomic wavefunctions with certain orbital occupation numbers and magnetic states. In this way ferro-, ferri-, and antiferromagnetic states can be approximated by a single reference wavefunction.

2.1.2 DFT+U

DFT+U is widely applied for electronic structure calculations where plain DFT fails. This is generally the case when strongly correlated electrons are present, e.g. for transition metal oxides with partially filled $d$ or $f$ shells. To address this problem, electrons are separated into delocalized $s$ and $p$ electrons, that can be described by standard DFT, and localized $d$ or $f$ electrons, for which intra-atomic two-electron interaction integrals have to be taken into account. Anisimov et al. [39] introduced an on-site Hubbard-like correction $E_{\text{Hub}}$ to the standard LDA functional

$$E_{\text{LDA+U}}[n(r)] = E_{\text{LDA}}[n(r)] + E_{\text{Hub}}[\{n^\sigma_m\}] - E_{\text{DC}}[\{n^\sigma\}],$$

with the electronic density $n(r)$, and elements of the density matrix $\{n^\sigma_m\}$ with magnetic quantum number $m$ and the spin index $\sigma$. The term $E_{\text{DC}}$ subtracts double counting of the interactions that are covered by both, $E_{\text{LDA}}$ and $E_{\text{Hub}}$. 
A rotationally invariant version to calculate $E_{\text{Hub}}$ was introduced in 1995 [40, 41]:

$$E_{\text{Hub}}[\{n\}] = \frac{1}{2} \sum_{\{m\}, \sigma} \{ \langle m, m'' | V_{ee} | m', m'' \rangle n_{mm}^{\sigma} n_{m'm''}^{-\sigma}$$

$$+ \{ \langle m, m'' | V_{ee} | m', m'' \rangle$$

$$- \langle m, m'' | V_{ee} | m'', m' \rangle \} n_{mm}^{\sigma} n_{m'm''}^{\sigma} \},$$

with the screened Coulomb interactions $V_{ee}$ between $d$ or $f$ electrons and

$$\langle m, m'' | V_{ee} | m', m'' \rangle = \sum_{k=0}^{2l} a_k(m, m', m'', m'') F^k.$$

$$F^k$$ are effective Slater integrals that can be expressed in terms of the screened on-site Coulomb interaction $U$ and the screened exchange interaction $J$ as $U = F^0$ and $J = (F^2 + F^4)/14$. To simplify the procedure, often an ‘effective’ Hubbard potential $U_{\text{eff}} = U - J$ is used. In practice, $U_{\text{eff}}$ is often adjusted in a semiempirical way in order to reproduce certain properties of a specific compound.

More recently, Cococcioni and de Gironcoli proposed an internally consistent calculation of the Hubbard potential associated to site I [42]:

$$U_{\text{eff}} = (\chi^{-1}_0 - \chi^{-1})_{II}.$$  

This formulation makes use of the density response functions $\chi$

$$\chi_{IJ} = \frac{\partial E}{\partial a_I \partial a_J} = \frac{\partial n_I}{\partial a_J}$$

$$\chi_{IJ}^0 = \frac{\partial^2 E_{\text{KS}}}{\partial a_I^{\text{KS}} \partial a_J^{\text{KS}}} = \frac{\partial n_I}{\partial a_I^{\text{KS}}},$$

where $a_I$ are Lagrange multipliers.
2.1.3 Hybrid DFT

The idea of hybrid DFT is to mix exact Fock exchange and DFT exchange, in order to reduce the deficiencies of DFT functionals introduced by the self-interaction error. Hybrid functionals were first introduced by Axel Becke in 1993 [43] and reformulated in 1996 [44] to

$$E_{xc}^{\text{hybrid}} = E_{xc}^{\text{DFT}} + a_0 \cdot (E_{x}^{\text{Fock}} - E_{x}^{\text{DFT}}).$$

($10$)

$a_0$ is a constant fraction of exact exchange and is dependent on the material and the underlying DFT functional.

In order to take into account screening effects, the amount of exact exchange can be made dependent on the distance between electrons $r$. Range separated hybrid (RSH) functionals make use of this by partition of the Coulomb operator in the so-called ‘short-range’ (SR), ‘middle-range’ (MR), and ‘long-range’ (LR) regions [45, 46]. This can be accomplished using the error functions [46]:

$$\frac{1}{r} = \frac{\text{erfc}(\omega_{SR} r)}{r} + \frac{\text{erf}(\omega_{LR} r) - \text{erfc}(\omega_{SR} r)}{r} + \frac{\text{erf}(\omega_{LR} r)}{r}.$$  

($11$)

$\omega_{SR}$ and $\omega_{LR}$ are parameters defining the range of separation. The exchange-correlation energy of a RSH functional can generally be written as

$$E_{xc}^{\text{RSH}} = E_{xc}^{\text{DFT}} + c_{SR}(E_{x}^{\text{Fock},SR} - E_{x}^{\text{DFT},SR}) + c_{MR}(E_{x}^{\text{Fock},MR} - E_{x}^{\text{DFT},MR}) + c_{LR}(E_{x}^{\text{Fock},LR} - E_{x}^{\text{DFT},LR}).$$

($12$)

The coefficients $c_{SR}$, $c_{MR}$, $c_{LR}$ as well as the parameters $\omega_{SR}$ and $\omega_{LR}$ determine the nature of the RSH.

Hybrid functionals greatly improved the accuracy of DFT, yet this ansatz is not parameter free. Recently, the material dependency of the exchange fraction $a_0$ was linked to the static dielectric constant [47] as

$$a_0 = \frac{1}{\varepsilon}.$$  

($13$)

The dielectric constant can either be taken from experiment or calculated from first principles. Erba suggested a fully-automated computationally-efficient implementation calculating $a_0$ self-consistently from the dielectric constant by adopting a Coupled-Perturbed-Hartree-Fock/Kohn-Sham (CPHF/KS) approach [48] (cf. Section 2.2).

2.1.4 GW/BSE

As Baerendts pointed out [37], Kohn-Sham single-particle energies can not be interpreted as ionization energies and electron affinities. The DFT orbital energies
can be corrected using the $GW$ approximation within many-body perturbation theory, which describes quasiparticle (QP) states with the exchange correlation self-energy $\Sigma$ \cite{49}:

$$H_0(r)\Psi_i(r, \omega) + \int d^3 r \Sigma(r, r', \omega) \Psi_i(r', \omega) = E_i(\omega) \Psi_i(r, \omega). \quad (14)$$

In the $GW$ approximation, the self-energy operator\cite{50} has the form

$$\Sigma(r, r', \omega) = \frac{i}{4\pi} \int_{-\infty}^{\infty} e^{i\omega \delta G(r, r', \omega + \omega') W(r, r', \omega') d\omega, \quad (15)$$

which is a product of the Green’s function $G$ and the screened Coulomb interaction $W$. The Green’s function in its spectral representation \cite{49} can be written as

$$G(r, r', \omega) = \sum_i \frac{\Psi_i(r, \omega) \Psi_i^\dagger(r', \omega)}{\omega - E_i(\omega)}. \quad (16)$$

The index $i$ is a combination of the band and $k$-point indices. $\Psi_i$ again are the solutions to the QP equation (14).

The dynamically screened Coulomb interaction \cite{50} can be evaluated as

$$W_q(G, G', \omega) = 4\pi e^2 \frac{1}{|q + G|} \epsilon_q^{-1}(G, G', \omega) \frac{1}{|q + G'|}. \quad (17)$$

This is a product of the bare Coulomb kernel and the inverse dielectric matrix $\epsilon$. $G$ is a reciprocal lattice vector and $q$ a Bloch wave vector. The dielectric matrix can be obtained within the random phase approximation and is connected to the time-ordered independent-particle polarizability $\chi$. For further information on the evaluation of $\epsilon$ and $\chi$, the reader is referred e.g. to reference \cite{50}.

Based on the fundamental equation (14), the initial guess for $G$ and $W$ is obtained from mean field methods, e.g. LDA or GGA. If only one iteration is performed, the approach is called one-shot $GW$ or $G_0 W_0$. To further increase accuracy, partially or fully self-consistent approaches can be used. In partially self-consistent approaches, $G$ is iterated self-consistently, while the dynamically screened interaction $W$ is kept at the mean-field level. This procedure is often denoted as $GW_0$. The evaluation of $G$ can either be for the quasiparticle energies only ($evGW_0$), or for both, eigenvalues and wavefunctions ($scGW_0$). In fully self-consistent approaches, iterations in $G$ and $W$ are performed. As for partially self-consistent schemes, two versions, $evGW$ and $scGW$, can be distinguished.

To describe optical excitation spectra, the single-particle picture in $GW$ is not sufficient. For the description of electron-hole interaction, the equation of motion
of the two-particle Green's function has to be evaluated. This formulation, also known as the Bethe-Salpeter equation (BSE), can be written as follows [51]:

\[
L(1, 2; 1', 2') = L_0(1, 2; 1', 2') + \int d(3456)L_0(1, 4; 1' 3) \\
\times K(3, 5; 4, 6)L(6, 2; 5, 2'),
\]  

where the variables (1), etc. combine position, spin, and time coordinates of an electron or hole. \(L_0(1, 2; 1', 2') = G_1(1, 2')G_1(2, 1')\) corresponds to the free propagation of an electron and hole without interaction. \(L(1, 2; 1', 2')\) describes the electron-hole correlation function, which is affected by the electron-hole interaction kernel \(K(3, 5; 4, 6)\). \(K(3, 5; 4, 6)\) itself is connected to an electron-hole exchange contribution \(\nu\) and the electron-hole attraction in form of the screened Coulomb interaction \(W\) [51]:

\[
K(3, 5; 4, 6) = -i\delta(3, 4)\delta(5, 6)\nu(3, 6) + i\delta(3, 6)\delta(4, 5)W(3, 4).
\]

To solve equation (18) explicitly, basis functions, e.g. Bloch functions are used. By doing so, the problem breaks down to a generalized eigenvalue problem [52] of the form

\[
L = (H^{2p} - I\omega)^{-1}F
\]

with \(H^{2p}\) being an effective two-particle Hamiltonian, \(I\) the identity operator and \(F\) the matrix of Fermi-Dirac occupation numbers.

Optical excitation spectra can be obtained evaluating the macroscopic dielectric function \(\varepsilon_M\) [52]:

\[
\varepsilon_M(\omega) = 1 + \lim_{q \to 0} v_0(q) \times \sum_{\lambda} \frac{\sum_{\nu, c; k} \langle \nu, k | e^{-iqr|c, k}A_{\lambda}^{(\nu, c; k)}|2}{(E_\lambda - \omega)}
\]

\(\nu\) and \(c\) denote occupied and unoccupied electron states, respectively. \(A_{\lambda}\) are the coefficients of the states \(|\lambda\rangle\) in the chosen basis. The optical excitation spectrum is directly connected to the imaginary part of \(\varepsilon_M\), often denoted as \(\varepsilon_2\). Results for the optical spectra of \(MFe_2O_4\) can be found in Section 3.3.1. Since GW/BSE calculations are based on a single-determinant broken-symmetry DFT wavefunction, they cannot describe intraatomic \(d\)–\(d\) transitions. This has to be taken into account in comparisons between calculated and measured optical spectra.
2.1.5 Dynamical mean field theory

With dynamical mean field theory (DMFT) materials with strongly correlated electrons can be treated non-perturbatively. The main idea is to approximate a many-body lattice problem by a single-site effective problem with less degrees of freedom. In the Hubbard model, the on-site interaction between electrons of opposite spin is described by the parameter $U$ [53, 54]:

$$H_{Hub} = \sum_{\langle ij \rangle \sigma} t_{ij}(c_{i\sigma}^\dagger c_{j\sigma} + c_{j\sigma}^\dagger c_{i\sigma}) + U \sum_i n_{i\uparrow} n_{i\downarrow}. \tag{22}$$

$c_{i\sigma}^\dagger (c_{i\sigma})$ are creation (annihilation) operators for fermions with spin $\sigma$ and position $i$, $t_{ij}$ the hopping strength from site $i$ to site $j$, and $n_{i\sigma} = c_{i\sigma}^\dagger c_{i\sigma}$.

In practice, the lattice problem can be mapped onto a self-consistent single-impurity Anderson model. One lattice site is removed from the rest of the lattice, which now contains a cavity (the impurity). The remaining lattice is replaced by a particle bath, the dynamical mean field. Via hybridization, the bath is coupled to the cavity. This approach can be represented by the Anderson Impurity Hamiltonian [54],

$$H_{AIM} = \sum_{l\sigma} \tilde{\epsilon}a_{l\sigma}^\dagger a_{l\sigma} + \sum_{l\sigma} V_l(a_{l\sigma}^\dagger c_{o\sigma} + c_{o\sigma}^\dagger a_{l\sigma}) - \mu \sum_{\sigma} c_{o\sigma}^\dagger c_{o\sigma} + U n_{o\uparrow} n_{o\downarrow}, \tag{23}$$

where $H_{bath}$ describes the electronic levels $\tilde{\epsilon}_l$ of the bath, $H_{loc}$ describes the impurity and $H_{hybr}$ describes the hybridization featuring the hybridization term $V_l$. $a_{l\sigma}^\dagger (a_{l\sigma})$ correspond to creation (annihilation) operator of the impurity. The problem can now be solved by self-consistent determination of the degrees of freedom of the bath, represented by an appropriate hybridization function [55]. To the best of the authors’ knowledge, DMFT has not been applied to ferrites, yet.

2.2 Calculation of IR/Raman spectra under periodic boundary conditions

In standard quantum-chemical calculations of normal modes, the Born-Oppenheimer potential energy surface in its harmonic approximation $V(0)$ is used [56]:

$$V(0) = \frac{1}{2} \sum_{ij} u_i \mathcal{H}_{ij} u_j. \tag{24}$$
$u_i$ is the displacement from equilibrium, and $\mathcal{H}$ the Hessian matrix evaluated at equilibrium:

$$
\mathcal{H}_{ij} = \frac{1}{2} \left[ \frac{\partial^2 V(r)}{\partial u_i \partial u_j} \right]_0.
$$

(25)

$W$ is the mass weighted Hessian:

$$
W_{ij} = \frac{\mathcal{H}_{ij}}{\sqrt{M_i M_j}}.
$$

(26)

To calculate vibrational spectra, $W$ has to be diagonalized to find a set of eigenvalues $\kappa_j$.

By introducing periodicity, the coordinates $q_i$ become dependent on the $k$-points:

$$
q_i(k) = N \sum_G e^{-ik \cdot G} q_i^G.
$$

(27)

This introduces a block-form of $W$ where the $k$th block of the factorized $W$ matrix has the form

$$
W_{ij}(k) = \sum_G e^{ik \cdot G} \frac{\mathcal{H}_{ij}^{0G}}{\sqrt{M_i M_j}}.
$$

(28)

$\mathcal{H}_{ij}^{0G}$ is the second derivative of $V(r)$ at equilibrium, having atom $i$ in the original cell $0$ and atom $j$ in a translated cell $G$. In practice, only the $\Gamma = (0, 0, 0)$ point is considered, reducing equation (28) to

$$
W_{ij}(0) = \sum_G \frac{\mathcal{H}_{ij}^{0G}}{\sqrt{M_i M_j}}.
$$

(29)

The calculation of IR intensities \[57\] requires evaluation of the derivative of the dipole moment $\mu$ with respect to the atomic positions $r = (r_a, r_b, r_c)$:

$$
\frac{\partial \mu_b}{\partial r_a^A} = \frac{\partial^2 E_{\text{tot}}}{\partial r_a^A \partial \epsilon_b} \bigg|_{\epsilon=0, r_0}.
$$

(30)

$r_a^A$ denotes the Cartesian coordinate of atom $A$ along direction $a$ and $\epsilon = (\epsilon_a, \epsilon_b, \epsilon_c)$ is the electric field. Raman intensities \[58\] are evaluated as the partial derivatives of the polarizability tensor $\alpha$ with respect to the atomic positions:

$$
\frac{\partial \alpha_{b,c}}{\partial r_a^A} \bigg|_{r=0} = \frac{\partial^3 E_{\text{tot}}}{\partial r_a^A \partial \epsilon_b \partial \epsilon_c} \bigg|_{\epsilon=0, r_0}.
$$

(31)
The evaluation of equations (30) and (31) for periodic systems is not straightforward. One approach is to reformulate the electronic interaction operator \( \hat{\Omega} \) [58] to

\[
\hat{\Omega}(k) = \sum_b \epsilon_b \hat{\Omega}_b(k)
\]

and to treat it perturbatively as in the Coupled-perturbed Hartree-Fock (CPHF) or Kohn-Sham (CPKS) approach (cf. Section 2.1.3). This treatment avoids the calculation of gradients of the wavefunction and instead uses second derivatives to the electric fields, which can be determined analytically.

### 2.3 Construction of surface models

While theoretical calculations of infinite crystals provide detailed insight of the bulk properties, real crystals are finite systems terminated by two-dimensional surfaces. Many chemical processes of interest like heterogeneous catalysis take place at the interface between a crystal’s surface and the environment. Gaining insight on the process of photocatalytic water splitting on ferrites as PECs thus means investigating ferrite surfaces. The surface models considered in this work are cut from the crystalline bulk via their Miller indices and are periodic in two dimensions but finite in the third [59]. A sound surface model that will yield physically correct results for surface properties of interest should be stoichiometric, symmetric and resultingly free of dipoles parallel to the surface normal. Yet, as Tasker explains, not every surface of an ionic crystal, such as a ferrite, can fulfill these criteria [60]. Given that this a consequence of surface geometry, Tasker classifies them accordingly as two non-polar and one polar surface type. Tasker type 1 surfaces are inherently non-polar and type 2 surfaces can be set up in non-polar ways, whereas type 3 surfaces are always polar. Low index spinel surfaces are Tasker type 3 surfaces. Their atomic layers are occupied by different numbers of metal cations and oxide anions, resulting in layers of different charge which can not be stacked in a way that results in a stoichiometric and symmetric surface model. The total number of layers of any type of surface model has to be increased to mimic bulk-like behavior in the center of the slab. For nonpolar surface models, this ensures convergence of the properties of interest, for example, the surface energy or band positions. However, for unmodified polar Tasker type 3 surfaces, energies will diverge with increasing number of layers. Despite this, polar surface terminations exist, but as Tasker mentions and as discussed thoroughly in literature, they are stabilized via (extensive) reconstruction, via defect formation, through adsorption or other processes altering their structure [61, 62].
Structural modifications considered in this work are described in the following. Defective surface models are constructed by removing one or several atoms from the topmost and subsequently the bottom layer of a symmetric surface model to achieve stoichiometry. In some cases the second layer from top and bottom have to be partially depleted as well. Results for defective surface models are presented in the first part of Section 3.4.1. In the majority of cases surfaces are exposed to the environment and are in contact with it which can lead to the adsorption of foreign species such as water oder hydroxyl species. In the case of Tasker type 3 surfaces, the formal addition of a species can lead to a symmetric model that represents the stoichiometry of the material of interest and the adsorbed species. Surface models with adsorbed species are discussed in the second part of Section 3.4.1. Moreover, a unique feature of the CRYSTAL code allows the investigation of stoichiometric polar surfaces without removing or adding atoms or employing a dipole correction. Any two-dimensional surface can be rolled up into a nanotube [63]. Its circular symmetry leads to the cancellation of the inherent dipole moment of polar surfaces and allows the investigation of different terminations within one model. One would expect the strain on the surface caused by the nanotube’s curvature to affect the electronic structure, yet previous work has shown that the electronic structure of one-dimensional nanotubes and their two-dimensional counterparts are quite similar [64]. Nanotube models are discussed in the last part of Section 3.4.1.

3 Examples of application

3.1 Electronic properties of ferrites

3.1.1 Theoretical results

Table 1 shows theoretical results for the electronic band gap of $MFe_2O_4$ with $M = Mn, Fe, Co, Ni, Cu, Zn$ as found in literature. As can be seen, most of the calculations were carried out using GGA+U. Since the parameter U is usually adjusted to reproduce a certain property of the material, the resulting band gaps vary considerably. Furthermore, many of the references provided in Table 1 are not providing exact specification of the magnetic structure. The band gaps calculated with hybrid DFT for $Fe_3O_4$ and $NiFe_2O_4$ exceed those that are calculated with GGA+U in both cases. As pointed out in Section 2.1.3, standard hybrid DFT is not parameter-free, the electronic properties are dependent on the amount of Fock exchange. Standard hybrid DFT functionals such as HSE06 tend to overestimate the electronic band gaps of transition metal oxides. The only theoretical study using the
Tab. 1: Calculated fundamental band gaps of $MFe_2O_4$ ($M = \text{Mn, Fe, Co, Ni, Cu, Zn}$) as found in literature.

| $M$  | $E_g^{\text{calc}}$ [eV] | Method            | Reference |
|------|--------------------------|-------------------|-----------|
| Mn   | 0.4                      | GGA+U             | [19]      |
|      | 0.87                     | GGA+U             | [12]      |
| Fe   | 0.0                       | GGA+U             | [6]       |
|      | 0.00–0.28                | GGA+U             | [5]       |
|      | 0.00–0.53                | GGA+U             | [24]      |
|      | 0.19                     | LSDA+U            | [3]       |
|      | 0.500                    | GGA+U             | [14]      |
|      | 0.72                     | GGA+U             | [10]      |
|      | 0.75                     | GGA+U             | [18]      |
|      | 2.1                      | GGA+U             | [23]      |
|      | 2.2                      | hybrid DFT\(^a\)  | [23]      |
| Co   | 0.09                     | GGA+U             | [10]      |
|      | 0.63                     | LSDA+U            | [3]       |
|      | 0.75–1.41                | GGA+U             | [24]      |
|      | 0.9                      | GGA+U             | [9]       |
|      | 1.171                    | GGA+U             | [65]      |
| Ni   | 0.97                     | GGA+U             | [9]       |
|      | 0.99                     | LSDA+U            | [3]       |
|      | 1.6                      | LSDA+U            | [15]      |
|      | 1.63                     | GGA+U             | [18]      |
|      | 1.675                    | GGA+U             | [65]      |
|      | 2.7                      | hybrid DFT\(^b\)  | [15]      |
| Cu   | 0.23                     | GGA+U             | [8]       |
| Zn   | 1.68                     | GGA+U             | [18]      |
|      | 1.821                    | GGA+U             | [65]      |
|      | 2.02                     | $G_0W_0$          | [33]      |

\(^a\)HSE, 15% Fock exchange, \(^b\)HSE06.

The resulting band gap of 2.02 eV can be viewed as the most accurate result, but as evaluated in Section 2.1.4, it is still dependent on the underlying ground state calculation, as well as the variant of GW.

As will be pointed out in Section 3.1.2, the experimental literature results for band gaps of $MFe_2O_4$ show a high variation, too. An explanation for this high variation could not be obtained so far, even by considering the theoretical predictions from Table 1.

In a recent study [66] we investigated the variation of electronic properties due to ion distribution and spin state in order to provide a tentative explanation for the...
observed scattering of experimental results. Cation inversion and the magnetic ordering of \(M\text{Fe}_2\text{O}_4\) are crucial parameters that influence the electronic structure. Theoretical calculations allow to investigate these effects, since the cation distribution and magnetic structure can be modeled explicitly.

Every cation distribution and spin state has to be treated as different material with different properties. That is why we decided to employ dielectric dependent self-consistent hybrid (DDSCH) functionals as they are computationally more efficient than \(GW\) methods. Within this approach, every configuration is treated with an optimal exchange fraction.

The investigated configurations are shown in Table 2. The abbreviation for the final configuration comprises of the capital letter A–G for the cation distribution and the abbreviation for the spin configuration, where ‘fm’ indicates ferromagnetism, ‘afm’ antiferromagnetism and ‘fi’ ferrimagnetism. All calculations use the broken symmetry approach. Details on the generation of the configurations can be found in reference [66].

Tab. 2: Fractional coordinates of tetrahedral and octahedral positions in the primitive unit cell and their possible occupancies.

| Position | Tet (8a) | Oct (16d) |
|----------|----------|-----------|
| x        | 0.125    | −0.125    |
| y        | 0.125    | −0.125    |
| z        | 0.125    | −0.125    |

| Variant | Occupancy |
|---------|-----------|
| A       | \(M^{II}\) | \(M^{II}\) | \(Fe^{III}\) | \(Fe^{III}\) | \(Fe^{III}\) | \(Fe^{III}\) |
| B       | \(Fe^{III}\) | \(Fe^{III}\) | \(M^{II}\) | \(M^{II}\) | \(Fe^{III}\) | \(Fe^{III}\) |
| C       | \(M^{III}\) | \(M^{III}\) | \(Fe^{II}\) | \(Fe^{II}\) | \(Fe^{II}\) | \(Fe^{II}\) |
| D       | \(Fe^{II}\) | \(Fe^{II}\) | \(Fe^{III}\) | \(Fe^{III}\) | \(M^{III}\) | \(M^{III}\) |
| E       | \(Fe^{III}\) | \(Fe^{III}\) | \(Fe^{II}\) | \(Fe^{II}\) | \(M^{III}\) | \(M^{III}\) |
| F       | \(M^{IV}\) | \(M^{IV}\) | \(Fe^{II}\) | \(Fe^{II}\) | \(Fe^{II}\) | \(Fe^{II}\) |
| G       | \(Fe^{II}\) | \(Fe^{II}\) | \(Fe^{II}\) | \(M^{IV}\) | \(M^{IV}\) | \(M^{IV}\) |

| fm      | ↑         | ↑         | ↑         | ↑         | ↑         | ↑         |
| afm1    | ↑         | ↓         | ↑         | ↑         | ↓         | ↓         |
| afm2    | ↑         | ↓         | ↑         | ↑         | ↓         | ↓         |
| fi1     | ↓         | ↓         | ↑         | ↑         | ↑         | ↑         |
| fi2     | ↑         | ↑         | ↓         | ↓         | ↑         | ↑         |
| fi3     | ↑         | ↑         | ↑         | ↑         | ↓         | ↓         |
| fi4     | ↑         | ↑         | ↑         | ↓         | ↓         | ↓         |
| fi5     | ↑         | ↑         | ↑         | ↓         | ↓         | ↓         |
Before employing dielectric-dependent self-consistent hybrid (DDSCH) functionals, we optimized the structures of the generated conformations. This was done by using efficient ECP basis sets and the PW1PW functional.

The relaxed structures were used for the DDSCH procedure. To increase accuracy, the recently developed rev2-POB-TZVP basis sets [67] were used for the DDSCH calculations. Details on the settings can be found in reference [66].

Table 3 shows the results for the static dielectric constant and electronic band gap for the most important configurations, selected in an energy range of 20 kJ/mol around the most stable one. Because of excitonic effects, the energy of excited states is generally smaller than the electronic gap, and thus the optical gap is usually smaller than the fundamental gap. Exceptions can occur due to selection rules. Since the experimentally determined band gaps are from optical measurements, and the DDSCH results are fundamental band gaps, we expect an energy difference in the order of the excitonic binding energy of transition metals, which can be in the range of 0.3–0.6 eV [68].

The results for MgFe\(_2\)O\(_4\) and ZnFe\(_2\)O\(_4\) are comparable, since the electron configurations of \(d^0\) for Mg\(^{2+}\) and \(d^{10}\) for Zn\(^{2+}\) prohibit an involvement of these elements to the magnetic structure. For both of them the DDSCH results overestimate experimental results or are in their upper range. The DDSCH results for all of the low-energy configurations of MnFe\(_2\)O\(_4\), CoFe\(_2\)O\(_4\), and NiFe\(_2\)O\(_4\) lie within the experimental range for the band gap. For Fe\(_3\)O\(_4\), most of the generated configurations have a conducting ground state. This is in line with previous theoretical findings (cf. Table 1). A band gap of 0.91 eV was determined for the inverse, ferrimagnetic configuration B-fi4, which is in the range of experimental results. The calculated band gaps for both configurations of CuFe\(_2\)O\(_4\) are smaller than the experimental results. However, since the SCF stability for CuFe\(_2\)O\(_4\) was not satisfactory, these results have to be taken with care.

For \(M = \text{Sc, Ti, V, Cr}\), no experimental band gaps are available in literature. Regarding the size of the band gap listed in Table 3, only ScFe\(_2\)O\(_4\) and CrFe\(_2\)O\(_4\) are possible candidates as electrode material for photoelectrochemical water splitting. For a detailed discussion of the results from Table 3, see reference [66].

As can be seen from these results the flexibility of MFe\(_2\)O\(_4\) regarding cation distribution and magnetic structure offers an explanation for the high variety of experimental results for most of the compounds. However, this is not true for MgFe\(_2\)O\(_4\) and ZnFe\(_2\)O\(_4\), where all of the calculated results are in the range of \(\sim 3\) eV. Experiments of Sultan et al. suggest a strong dependency of the band gap energy of ZnFe\(_2\)O\(_4\) on the oxygen partial pressure [100]. Hence, the small band gap of \(\sim 2\) eV obtained in many experiments might be induced by oxygen vacancies.
Tab. 3: Energetics, dielectric constant, and electronic band gap of the most stable spin configurations for $M = \text{Mg, Sc–Zn}$ calculated with DDSCH functionals [66].

| $M$   | State | $\Delta E$ [kJ/mol] | $\varepsilon$ | $\varepsilon_{\text{opt}}$ | $E_g$ [eV] | $E_{g\text{exp}}$ [eV] |
|-------|-------|----------------------|--------------|------------------------|-----------|----------------------|
| Mg    | B-fi4 | 0.0                  | 4.96         |                        | 3.57      | 1.85–2.43$^a$        |
|       | A-fm  | 18.5                 | 4.22         |                        | 3.56      |                     |
|       | B-afm2| 19.7                 | 4.76         |                        | 3.45      |                     |
| Sc    | E-fi2 | 0.0                  | 5.06         |                        | 2.77      |                     |
|       | D-fi1 | 7.6                  | 4.83         |                        | 2.81      |                     |
|       | D-afm2| 15.4                 | 5.07         |                        | 1.85      |                     |
| Ti    | F-afm1| 0.0                  | 4.44         |                        | 3.18      |                     |
|       | G-fm  | 16.2                 | 5.48         |                        | 0.00      |                     |
| V     | D-fi2 | 0.0                  | –            |                        | 0.00      |                     |
| Cr    | D-fi1 | 0.0                  | 5.52         |                        | 2.25      |                     |
|       | D-fi2 | 0.7                  | 5.57         |                        | 2.34      |                     |
|       | D-fi3 | 10.5                 | –            |                        | 0.00      |                     |
| Mn    | A-fi1 | 0.0                  | 6.48         | (4.24$^b$, 4.84$^b$)  | 1.07      | 0.98–2.37$^c$        |
| Fe    | B-fi4 | 0.0                  | 10.94        |                        | 0.91      | 0.12–1.92$^d$        |
|       | A-fi2 | 2.8                  | –            |                        | 0.00      |                     |
|       | B-fi1 | 5.0                  | –            |                        | 0.00      |                     |
|       | B-fi2 | 15.3                 | 7.88         |                        | 0.00      |                     |
| Co    | B-fi1 | 0.0                  | 6.76         | 6.66$^e$               | 1.28      | 1.17–2.62$^f$        |
|       | A-fi1 | 4.1                  | 5.71         |                        | 2.06      |                     |
|       | B-fi4 | 13.4                 | 6.71         |                        | 1.54      |                     |
|       | A-afm1| 19.8                 | 5.85         |                        | 2.02      |                     |
| Ni    | B-fi1 | 0.0                  | 6.42         | 5.52$^e$               | 2.27      | 1.52–3.54$^g$        |
|       | B-fi4 | 12.2                 | 6.34         |                        | 1.82      |                     |
| Cu    | B-fi1 | 0.0                  | 7.37         | (4.37$^b$, 5.15$^b$)  | 0.95      | 1.37–1.61$^h$        |
|       | B-fi3 | 18.9                 | 6.72         |                        | 1.06      |                     |
| Zn    | A-fm  | 0.0                  | 4.74         | 5.76$^e$               | 3.00      | 1.78–3.25$^i$        |
|       | A-afm1| 2.2                  | 4.89         |                        | 2.89      |                     |
|       | B-fi4 | 14.0                 | 5.57         |                        | 2.71      |                     |

$^a$: Refs. [69–74]; $^b$: Ref. [75]; $^c$: Refs. [76–78]; $^d$: Refs. [79, 80]; $^e$: Ref. [81]; $^f$: Refs. [72, 81–88]; $^g$: Refs. [15, 81, 83, 85, 87, 89–95]; $^h$: Refs. [84, 85, 91, 96, 97]; $^i$: Refs. [81, 84, 85, 98–101]

To test this hypothesis, we generated models for oxygen-deficient $\text{ZnFe}_2\text{O}_4$. We used configuration A-afm1 as starting point, despite A-fm being the most stable one according to our results, since $\text{ZnFe}_2\text{O}_4$ is presumed to be an aniferromagnet. For the generation of the oxygen-deficient models we removed one oxygen atom.
from the conventional unit cell, which leads to a vacancy concentration of 3.125%. To increase the variational freedom of the wavefunction in the defective region, only the nuclear charge and shell electron charges were removed, and the basis set was left centered at the atomic position.

The structure of the defect models was again optimized with the settings from reference [66]. After relaxation, a single point calculation with the optimal fock exchange obtained for pristine ZnFe$_2$O$_4$ configuration A-afm1 was performed employing the rev2-pob-TZVP basis sets. The band gap range of the 12 defective models in comparison to pristine ZnFe$_2$O$_4$ can be found in Table 4. For most of the models, the spin-up and spin-down band gaps are no longer equal, due to the reduced symmetry.

The results for the oxygen-deficient models shown in Table 4 show a clear band gap narrowing in comparison to pristine ZnFe$_2$O$_4$. This observation serves as an explanation for the two different sets of experimental band gaps for ZnFe$_2$O$_4$. If the narrow band gap of $\sim$2 eV is due to oxygen defects, the applicability of ZnFe$_2$O$_4$ as a photocatalyst is limited. The presence of oxygen defects will play a crucial role for the performance of the material, since the charge carrier mobility might be reduced.

To further investigate the nature of electronic transitions in the case of ZnFe$_2$O$_4$, the highest occupied crystal orbital (HOCO), and the lowest unoccupied crystal orbital (LUCO) were inspected. Figure 1 shows the spin-up HOCO and spin-up LUCO of pristine ZnFe$_2$O$_4$ in configuration A-afm1. The HOCO mainly consists of oxygen 2p orbitals. The irregular shape shows that a hybridization with iron 3d orbitals is present. The LUCO consists of Fe 3d orbitals, which is expected for an iron oxide. Figure 2 shows the spin-up HOCO and spin-up LUCO of the same configuration of ZnFe$_2$O$_4$ with 3.125% oxygen vacancies. The HOCO now consists of one single Fe 3d orbital close to the oxygen vacancy indicating that these Fe$^{3+}$ ions were reduced to Fe$^{2+}$. A corresponding effect could already be observed for TiO$_2$ with oxygen defects [102]. This orbital can act as a recombination center. The LUCO of the defective model consists of strings of Fe 3d orbitals, which might enhance the conductivity in this direction.

**Tab. 4:** Electronic band gaps of antiferromagnetic ZnFe$_2$O$_4$ with an oxygen vacancy concentration of 3.125% in comparison to pristine ZnFe$_2$O$_4$ A-afm1, calculated with a DDSCH approach.

| Model   | $E_g^{\text{spin-up}}$ [eV] | $E_g^{\text{spin-down}}$ [eV] |
|---------|-----------------------------|-------------------------------|
| Pristine| 2.89                        | 2.89                          |
| Defective| 1.53–1.79                   | 1.53–1.80                     |
3.1.2 Experimental literature results

It is well known that the dielectric properties of ferrites depend on the grain size of the sample [103, 104]. Therefore, a comparison between values of dielectric constants predicted by theoretical calculations and achieved experimentally is not straightforward. However, it is meaningful to compare the experimentally observed and calculated trends concerning the impact of the degree of inversion on the dielectric properties. In this regard, reports in which the effect of the degree of inversion on the dielectric properties is discussed are hardly found in
the scientific literature. For ZnFe$_2$O$_4$, it was shown that samples similar in particle size, crystallite size, and crystallinity exhibit an increase in the electrical conductivity and a decrease in dielectric constant as the degree of inversion increases [105]. This experimental observation contradicts the theoretical calculations presented in Table 3, in which the dielectric constant of inverse ZnFe$_2$O$_4$ is higher than the dielectric constant of normal ZnFe$_2$O$_4$. However, it should be taken into account that the calculations for the normal and inverse structures were done considering a ferromagnetic (fm)/antiferromagnetic (afm) and ferrimagnetic (fi) spin configuration, respectively. The spin configuration of the ZnFe$_2$O$_4$ samples analyzed experimentally is unknown.

The optical band gap of ferrites is an important parameter in the field of photoelectrochemistry. A large variety of experimental results for the optical band gaps of MFe$_2$O$_4$ can be found (see Table 5). The band gaps are mostly determined using UV-Vis diffuse reflectance measurement, or UV-Vis absorption spectroscopy. As can be seen from Table 5, the determined band gap depends on the particle shape and size. The general observation is, that with a smaller particle size, the band gap increases. Interestingly, this is also true for particle sizes that are too big to be affected by the quantum size effect, which was shown not to apply to particles that are larger than 2.1 nm in the case of TiO$_2$ [106]. However, there are also exceptions to this observation.

The measured optical band gaps for CoFe$_2$O$_4$ and ZnFe$_2$O$_4$ can be divided in two groups, 1.17–1.58 eV and 2.44–2.62 eV for CoFe$_2$O$_4$, and 1.78–2.01 eV and 2.61–3.25 eV for ZnFe$_2$O$_4$. While for CoFe$_2$O$_4$ these values most probably belong to indirect and direct transitions [82], this explanation does not hold for ZnFe$_2$O$_4$, where indirect and direct transition differ by only ~0.1 eV [98]; see also our own measurements in Section 3.3.2. As mentioned in Section 3.1.1, a possible explanation for this observation for ZnFe$_2$O$_4$ was given by Sultan and Singh [100] whose results show an increase of the band gap with enhanced oxygen pressure. Thus, oxygen deficiency might induce a reduction of the band gap energy. Zhu et al. [107] have reported values of 1.9 and 2.1 eV for the indirect and direct band gap, respectively, of ZnFe$_2$O$_4$ samples possessing oxygen vacancies in an unknown quantity. Higher indirect and direct band gap values of approximately 2.0 and 2.3 eV, respectively, were observed for pristine ZnFe$_2$O$_4$ in which oxygen vacancies were not detected [108]. These experimental results also support the theoretical results and, therefore, it becomes clear that oxygen vacancies have a considerable impact on the band gap energy of ZnFe$_2$O$_4$. It is well known that oxygen vacancies play a fundamental role in the photoelectrochemical efficiency of ferrites [107, 109]. Therefore, understanding the impact of oxygen vacancies on the band gap energy is of utmost importance both from a theoretical and an experimental point of view.
Tab. 5: Experimental band gaps of $\text{MFe}_2\text{O}_4$ ($M = \text{Mg, Mn–Zn}$), measurement temperature, method and morphology of probe.

| $M$ | $E^{\text{Exp}}_g$ [eV] | $T$ | Method | Material | Reference |
|-----|----------------|-----|--------|----------|-----------|
| Mg  | 1.85 *         |      | UV-Vis DRS | nanoparticles ($\sim$56.9 nm) | [69]      |
|     | 1.94 *         |      | UV-Vis DRS | nanoparticles ($\sim$41 nm) | [70]      |
|     | 2.00 *         |      | UV-Vis DRS | nanoparticles ($\sim$25 nm) | [71]      |
|     | 2.14 *         |      | UV-Vis DRS | nanoparticles ($\sim$17–22 nm) | [72]      |
|     | 2.175 *        |      | UV-Vis absorption | nanoparticles ($\sim$200±50 nm) | [73]      |
|     | 2.43 *         |      | UV-Vis absorption | nanoparticles ($\sim$4.9–9.3 nm) | [74]      |
| Mn  | 0.98 *         |      | UV-Vis absorption | nanoparticles ($\sim$47.3 nm) | [76]      |
|     | 1.68 *         |      | UV-Vis DRS | hollow nanospheres (170–220 nm) | [77]      |
|     | 1.74 *         |      | UV-Vis DRS | colloidal nanocrystal clusters | [77]      |
|     | 2.1 | RT | UV-Vis absorption | thin films ($\sim$150 nm) | a         |
|     | 2.15 *         |      | UV-Vis DRS | nanoparticles ($\sim$43.56 nm) | [78]      |
|     | 2.37 *         |      | UV-Vis DRS | nanoparticles ($\sim$15.42 nm) | [78]      |
| Fe  | 0.12 *         |      | UV-Vis absorption | nanoparticles | [79]      |
|     | 1.92 *         |      | UV-Vis absorption | nanoparticles ($\sim$20 nm) | [80]      |
| Co  | 1.17±0.08 *    |      | UV-Vis DRS | thin films | [82]      |
|     | 1.3 *          |      | DRS: HREELS | thin films | [83]      |
|     | 1.36 *         |      | UV-Vis DRS | mesoporous powder | [84]      |
|     | 1.37 *         |      | UV-Vis absorption | nanoparticles ($\sim$29 nm) | [85]      |
|     | 1.41 *         |      | UV-Vis absorption | thin films ($\sim$23 nm) | [86]      |
|     | 1.42 | RT | ellipsometry | thin films ($\sim$80.4 nm) | [87]      |
|     | 1.58 *         |      | UV-Vis absorption | thin films ($\sim$16 nm) | [86]      |
|     | 2.2 | RT | UV-Vis absorption | thin films ($\sim$150 nm) | a         |
|     | 2.44 *         |      | UV-Vis absorption | nanoparticles ($\sim$14 nm) | [81]      |
|     | 2.505 | RT | UV-Vis absorption | thin films ($\sim$58.1 nm) | [88]      |
|     | 2.556 | RT | UV-Vis absorption | thin films ($\sim$36.3 nm) | [88]      |
|     | 2.59 | * | UV-Vis DRS | nanoparticles ($\sim$18 nm) | [72]      |
|     | 2.615 | RT | UV-Vis absorption | thin films ($\sim$5.8 nm) | [88]      |
| Ni  | 1.52±0.08 *    |      | DRS: HREELS | thin films | [83]      |
|     | 1.56 | RT | UV-Vis DRS | nanoparticles ($\sim$38 nm) | [89]      |
|     | 1.57 | * | UV-Vis DRS | nanoparticles ($\sim$20 nm) | [90]      |
|     | 1.64±0.08 | 300 K | UV-Vis DRS | thin films (150–270 nm) | [15]      |
|     | 1.65 | RT | ellipsometry | thin films ($\sim$69.3 nm) | [87]      |
|     | 1.77 | * | UV-Vis absorption | nanoparticles ($\sim$43.72 nm) | [91]      |
|     | 1.77 | * | UV-Vis absorption | nanoparticles ($\sim$35 nm) | [85]      |
|     | 2.0 | RT | UV-Vis absorption | thin films ($\sim$150 nm) | a         |
|     | 2.02 | * | UV-Vis DRS | nanoparticles ($\sim$19 nm) | [92]      |
|     | 2.19 | * | UV-Vis DRS | nanoparticles ($\sim$25.7 nm) | [93]      |
|     | 2.5 | RT | UV-Vis DRS | nanoparticles ($\sim$25 nm) | [94]      |
|     | 2.7 | * | UV-Vis absorption | mesoporous thin films ($\sim$16 nm) | [95]      |
|     | 3.54 | * | UV-Vis absorption | nanoparticles ($\sim$9 nm) | [81]      |
### Tab. 5 (continued)

| M | $E_g^{\text{exp}}$ [eV] | T | Method | Material | Reference |
|---|----------------|---|--------|----------|-----------|
| Cu | 1.37 * | UV-Vis DRS | mesoporous powder | [84] |
| | 1.42 * | UV-Vis DRS | nanoparticles (∼43 nm) | [96] |
| | 1.54 * | UV-Vis DRS | nanoparticles (∼74 nm) | [97] |
| | 1.59 * | UV-Vis absorption | nanoparticles (∼13.85 nm) | [91] |
| | 1.61 * | UV-Vis absorption | nanoparticles (∼41 nm) | [85] |
| | 2.0 | RT | UV-Vis absorption | thin films (∼150 nm) | * |
| Zn | 1.78 * | UV-Vis DRS | mesoporous powder | [84] |
| | 1.83 RT | UV-Vis DRS | nanoparticles (29–47 nm) | [98] |
| | 1.923 * | UV-Vis DRS | nanoparticles | [99] |
| | 2.01 * | UV-Vis absorption | nanoparticles (∼26 nm) | [85] |
| | 2.61 * | UV-Vis absorption | sputtered thin films (∼200 nm) | [100] |
| | 2.88 296 K ellipsometry | thin films (90–150 nm) | [101] |
| | 3.25 * | UV-Vis absorption | nanoparticles (∼12 nm) | [81] |

T = * indicates that the measurement temperature was not provided, but is most probably room temperature (RT).

*a L. I. Granone, R. Dillert, and D. W. Bahnemann, unpublished data.

## 3.2 Influence of inversion on Raman spectra

### 3.2.1 Theoretical results

Not only the dielectric constant and band gap but also vibrational spectra are influenced by the cation distribution. In this section we discuss the influence of inversion on the Raman spectrum of ZnFe$_2$O$_4$. This was investigated in a combined experimental and theoretical study [108]. The calculated spectra will be compared with measurements in Section 3.2.2.

The structure of antiferromagnetic ZnFe$_2$O$_4$ was optimized for degrees of inversion of $x = 0$ and 1. Since the present version of CRYSTAL does not allow for CPKS calculations with HSE06, only peak positions were calculated with this functional, while intensities were determined using the B3LYP functional, a temperature of 293.15 K and a laser wavelength of 785 nm. For all calculations the rev2-POB-TZVP basis sets were employed. More details on the calculations can be found in reference [108]. Figure 3 shows the calculated Raman spectra of ZnFe$_2$O$_4$ for $x = 0$ and 1. The main peak for $x = 0$ at 375 cm$^{-1}$ shifts to smaller wavenumbers (325 cm$^{-1}$) under inversion and the intensity is decreased. A double peak at 464 cm$^{-1}$ and 472 cm$^{-1}$ for $x = 0$ slightly shifts to smaller wavenumbers and is the most intense signal for $x = 1$. Another striking feature of the Raman spectrum for $x = 1$ is the threefold signal at 541 cm$^{-1}$, 563 cm$^{-1}$ and 586 cm$^{-1}$. For a more detailed analysis of the spectra, please consult reference [108].
Fig. 3: Calculated Raman spectrum of antiferromagnetic ZnFe$_2$O$_4$ with $x = 0$ and $x = 1$.

One of the main problems in experimental literature for spinel ferrites is, that the degree of inversion is often not determined. Table 1 in Section 3.1.1 shows that the energetic difference between normal and inverse ZnFe$_2$O$_4$ is only 12 kJ/mol according to our calculations. While this $\Delta E$ is enough to classify inverse ZnFe$_2$O$_4$ as metastable, it still is low enough to allow inversion during synthesis. As shown in the section above, the cation distribution crucially influences the electronic structure of the material, and thus will influence the photocatalytic performance. In the present section it was shown that Raman spectroscopy can be a tool to estimate the degree of inversion.

3.2.2 Experimental results

Raman spectroscopy is a convenient experimental technique for the characterization of ferrites due to its suitability towards the qualitative estimation of the degree of inversion. Several theoretical and experimental reports concerning the Raman study of the cation distribution on ferrites are found in the scientific literature [108, 110–113]. For normal ZnFe$_2$O$_4$, distinctive changes are expected to be observed in the Raman scattering as the degree of inversion increases, i.e. Fe$^{3+}$ cations placed in octahedral sites (FeO$_6$) and Zn$^{2+}$ cations placed in tetrahedral sites (ZnO$_4$) are interchanged [108]. These changes in the Raman scattering originate due to two effects. On the one hand, additional vibrational modes arise due to the formation of ZnO$_6$ and FeO$_4$ structures. On the other hand, a loss of symmetry, as a consequence of the cation inversion, results in the splitting of the Raman active internal modes of normal ZnFe$_2$O$_4$ [114, 115]. Figure 4a shows the normalized Raman spectra of ZnFe$_2$O$_4$ samples synthesized by a solid-state method exhibiting particle sizes of around 300 nm and with degrees of inversion...
increasing from $x \approx 0.07$ to $x \approx 0.20$ [108]. Changes in the relative intensities and a broadening of the Raman scattering signals become obvious by observing the spectra shown in Figure 4a. In order to analyze these effects and compare them with the theoretical predictions, the spectral region between 141.5 and 202 cm$^{-1}$ (Figure 4b) will be discussed in more detail here. Nevertheless, similar interpretations are obtained by analyzing the entire Raman spectrum, as it is reported in reference [108]. It is observed from Figure 4b that, as the degree of inversion increases, the intensity of the signal present at 156 cm$^{-1}$ for $x \approx 0.07$ increases, whereas the intensity of the signal observed at 176.5 cm$^{-1}$ decreases. This decrease is accompanied by a growth of a shoulder at higher wavenumbers, resulting in a broad band from 168 cm$^{-1}$ to 198 cm$^{-1}$. The occurrence of the signal at 156 cm$^{-1}$ was attributed to the symmetry distortion as a consequence of the increasing degree of inversion. In addition, the signal located at 176.5 cm$^{-1}$ for $x \approx 0.07$ was attributed to the active mode predicted at 191 cm$^{-1}$ by the theoretical calculations, see Figure 3. It is worth mentioning that vibrational wavenumbers obtained from DFT calculations are typically larger than the ones obtained experimentally [116, 117]. Therefore, deviations below 20 cm$^{-1}$ are considered accurate [108, 116]. As was mentioned above, the theoretical calculations predict a shift of the vibrational mode at 191 cm$^{-1}$ towards higher wavenumbers upon inversion. This theoretical prediction is in excellent agreement with the experimental data because an analogous behavior is observed for the signal at 176.5 cm$^{-1}$. For further insight concerning the correlation between calculated
and experimentally obtained Raman spectra of ZnFe$_2$O$_4$, and their dependence on the degree of inversion, the reader is referred to reference [108].

In the literature it is reported that the degree of inversion of ZnFe$_2$O$_4$ might be estimated by analyzing the Raman signal located around 650 cm$^{-1}$ [118–120]. Some authors claim that this band, attributed to the A$_{1g}$ Raman active mode, originates from vibrations involving oxygen atoms in MO$_4$ environments. Thus, for partially inverted ZnFe$_2$O$_4$, the A$_{1g}$ band is deconvoluted in two different signals ascribed to vibrations involving oxygen atoms in ZnO$_4$ and FeO$_4$ structures, respectively. Finally, a one-to-one relationship between the degree of inversion and the intensity ratio of these two components is made. The assignment of the signal located around 650 cm$^{-1}$ to vibrations involving oxygen atoms in the MO$_4$ structures was made by White and DeAngelis [114]. They reached this conclusion by the artifice of pretending that the spinel structure A$_2$BO$_4$ is composed of four A ions and two BO$_4$ molecules [114]. As White and DeAngelis stated in their manuscript, this is an accurate approximation only in extreme cases, such as Na$_2$WO$_4$, in which the W–O bonding is largely covalent. Furthermore, the Raman signals due to vibrations involving W–O bonds are much stronger than those involving Na–O bonds. A similar assumption is not valid for ZnFe$_2$O$_4$. Our theoretical calculations showed that the Raman band with A$_{1g}$ symmetry expected at around 695 cm$^{-1}$ is attributed to vibrations involving oxygen atoms in both MO$_4$ and MO$_6$ structures [108]. Furthermore, even though the experimental A$_{1g}$ band located around 650 cm$^{-1}$ in the Raman spectra shown in Figure 4 can be deconvoluted in at least two different signals [108], there is no reasonable evidence for a one-to-one relationship between the degree of inversion and the intensity ratio of the deconvoluted components. The first argument against this relationship is that the A$_{1g}$ mode shows contributions from both MO$_4$ and MO$_6$ structures. The second and most important argument is that the relative abundance of the ZnO$_4$ and FeO$_4$ units is not necessarily equal to the relative intensity of their Raman signals. This is due to the different Raman scattering properties of the ZnO$_4$ and FeO$_4$ structures. Clear evidence of this fact is observed in Figure 3, where a large decrease in the intensity of the A$_{1g}$ signal is predicted by the theoretical calculations as the degree of inversion shifts from 0 to 1. Furthermore, the Raman scattering intensity is wavelength-dependent and, therefore, the intensity ratio will be different depending on the excitation wavelength used for the measurement [108]. The quantitative rather than qualitatively estimation of the degree of inversion from Raman spectroscopy would be highly desirable. However, additional experimental techniques such as Mößbauer spectroscopy or XRD plus structural refinement are necessary.

It is worth noting that Raman spectroscopy is a powerful experimental technique for the characterization of ZnFe$_2$O$_4$ samples because it allows the detection
of maghemite ($\gamma$-Fe$_2$O$_3$) present as a secondary phase. As well as ZnFe$_2$O$_4$, $\gamma$-Fe$_2$O$_3$ exhibits a spinel crystal structure and, therefore, these materials are not easily distinguished by means of XRD. Furthermore, it is well known that nanoparticulate ZnFe$_2$O$_4$ forms solid solutions with $\gamma$-Fe$_2$O$_3$ in all proportions without losing the single-phase spinel structure [121]. The physicochemical properties and the photoelectrochemical activity of the ZnFe$_2$O$_4$/$\gamma$-Fe$_2$O$_3$ solid solutions significantly differ from those of the pristine ZnFe$_2$O$_4$ [122]. Therefore, it is of utmost importance to detect whether $\gamma$-Fe$_2$O$_3$ impurities are present or not in order to properly characterize ZnFe$_2$O$_4$ samples. Other analytical techniques, such as Mößbauer spectroscopy, also allow the detection of $\gamma$-Fe$_2$O$_3$ impurities. However, these analytical methods are not as accessible as Raman spectroscopy, which is currently considered a routine spectroscopy technique and is normally available in most research laboratories. Figure 5 shows the Raman spectrum of ZnFe$_2$O$_4$ with a degree of inversion $x \approx 0.07$ and of $\gamma$-Fe$_2$O$_3$. Even though most of the Raman scattering signals are superimposed, $\gamma$-Fe$_2$O$_3$ is readily differentiated from ZnFe$_2$O$_4$ by the broad signal observed at approximately 718 cm$^{-1}$ [108, 123].

The experimental results presented in this section highlight the versatility and suitability of Raman spectroscopy towards the characterization of ZnFe$_2$O$_4$. Valuable information concerning both the purity and the degree of inversion

**Fig. 5:** Raman spectrum of ZnFe$_2$O$_4$ ($x \approx 0.07$, black line) and $\gamma$-Fe$_2$O$_3$ (brown line) measured using a 633 nm laser as excitation source. Reproduced from reference [108] with permission from the PCCP Owner Societies.
of ZnFe$_2$O$_4$ samples can be extracted from a careful Raman analysis. Furthermore, the combination of data obtained from theoretical and experimental studies allows gaining fundamental knowledge concerning the nature of the atomic vibrations responsible for the observed Raman modes and their dependence on the degree of inversion.

Whereas experimental data of Raman measurements of zinc ferrite with lower degree of inversion are available (inversion $x < 0.2$) [93], the availability of data for higher degrees of inversion are scarce due to experimental limitations [108]. The degree of inversion increases with the annealing temperature and for samples with an inversion of $x > 0.5$ temperatures of 2000 K or more are required [108, 124].

Recently, we have demonstrated that the electrodeposition of zinc ferrite films is a versatile platform to vary the Zn:Fe ratio leading to zinc ferrite films with varied degree of inversion and have performed Raman measurements with those samples [122]. Zinc ferrite samples with a high degree of inversion exhibit a high amount of iron on the tetrahedral sites of the crystal structure. The electrodeposited zinc ferrite films deviate from the ideal stoichiometric composition of ZnFe$_2$O$_4$ and are either zinc enriched (Zn:Fe ratio > 0.5) or zinc depleted (Zn:Fe ratio < 0.5). However, attempts to quantify the degree of inversion for these samples using XRD are not reliable due to overlapping reflexes of the required conductive support (FTO). Thus comparison of experimental Raman spectra with theoretically simulated spectra may give a useful hint.

In literature the reported Raman spectra slightly deviate from the theoretically calculated (Figure 3) and often the degree of inversion is not reported. Wang et al. [125] reported five Raman signals for zinc ferrite with signals at 647 cm$^{-1}$, 451 cm$^{-1}$, 355 cm$^{-1}$, 246 cm$^{-1}$ and 221 cm$^{-1}$, respectively, for a laser wavelength of 785 nm. The signal at 647 cm$^{-1}$ is attributed to the vibrational motion between oxygen and metal on the tetrahedral site with $A_{1g}$ symmetry. All other signals were attributed to octahedral sites with $E_g$ (246 cm$^{-1}$) or $F_{2g}$ (451 cm$^{-1}$, 355 cm$^{-1}$, 221 cm$^{-1}$) symmetry. Here one can note a difference in interpretation: the signal at 451 cm$^{-1}$ is attributed by Wang et al. to an octahedral site, however, in the theoretical calculations this is assigned to wagging modes of tetrahedrally coordinated atoms. Furthermore, the signals between 200 cm$^{-1}$ and 400 cm$^{-1}$ were also attributed to octahedral sites but theoretical findings indicate that both tetrahedral and octahedral sites have an influence on those signals.

At the data given by Wang et al. [125] the signal at 355 cm$^{-1}$ is by far the signal with the highest intensity whereas the signals at 221 cm$^{-1}$ and 246 cm$^{-1}$ are hardly detectable. All signals show a slight signal broadening which is explained due a low degree of inversion without giving precise numbers. Nevertheless the
Raman spectrum reported by Wang et al. is very similar to the calculated spectrum for an inversion of $x = 0$.

For electrochemically prepared zinc ferrite films (as seen in Figure 6), the signal for the tetrahedral wagging at $\sim 200 \text{ cm}^{-1}$ is weak for all Zn:Fe ratios. The signal is positioned at $190 \text{ cm}^{-1}$ and the signal becomes less distinct with increasing zinc content. For the zinc enriched film no signal is detectable. This suggests that zinc depleted samples behave like zinc ferrite samples with a high degree of inversion as predicted theoretically. In the theoretical Raman spectrum the tetrahedral wagging signal has distinct intensity for $x = 1$, but negligible for $x = 0$.

An additional effect of Zn:Fe ratio variation is the striking difference of the width of the signal at $355 \text{ cm}^{-1}$. The highly zinc depleted sample shows

---

**Fig. 6:** Raman spectra of zinc ferrite film samples with different stoichiometry. (a) Zn:Fe ratio $= 0.1$, (b) Zn:Fe ratio $= 0.25$, (c) Zn:Fe ratio $= 0.5$ as it appears in zinc ferrite with ideal $\text{ZnFe}_2\text{O}_4$ stoichiometry, and (d) Zn:Fe ratio $= 1.0$. Asterisks indicate signals of Hematite ($\alpha$-$\text{Fe}_2\text{O}_3$) traces. All given ratios are surface ratios of the film samples as measured by XPS. The dotted lines are guides to the eye with given wavenumber position.
specifically broad signal with shoulders. Compared with the theoretical spectrum this can be interpreted as an overlap of both signals of the fully inverted ($x = 1$) and non-inverted ($x = 0$) sample. With increasing zinc amount the width of the signal gradually decreases. The position of this signal is not remarkably shifted for all stoichiometric variations.

Another distinctive difference is the signal intensity at 500 cm$^{-1}$. For the highly zinc depleted sample instead of a sharp signal at 460 cm$^{-1}$ and a triple signal at $\sim$550 cm$^{-1}$, as expected from the theoretical calculation, one broad signal was observed. The signal intensity decreases with higher zinc content and it is no longer detectable for the stoichiometric sample and the zinc enriched sample. This observation is in accordance with the theory and suggests that a zinc depleted zinc ferrite film behaves similar to a sample with a high degree of inversion. Samples with $x = 0$ have almost no signal intensity in the wavenumber range 430 cm$^{-1}$–650 cm$^{-1}$ and therefore for the stoichiometric and zinc enriched electrodeposited films no distinct signal is detected in this wavenumber range.

Furthermore, the measured signals between 600 cm$^{-1}$ and 700 cm$^{-1}$ show different features compared to the theoretical Raman spectrum. Following the argument that a zinc depleted sample behaves similar to zinc ferrite with a high degree of inversion ($x = 1$), no signal or just a weak signal should be visible in this wavenumber range. For a stoichiometric sample the signal at this wavenumber position should become sharper. Whereas for the stoichiometric sample (Figure 6, blue line) and the zinc enriched sample (Figure 6, black line) the FWHM decreases and the signal becomes more defined and the behavior is consistent with the theoretical calculations, no explanation can be given from theoretical point of view regarding the particularly broad signal for the highly zinc depleted sample (Figure 6, orange line).

This behavior of the Raman signal at $\sim$650 cm$^{-1}$ for zinc ferrite samples with different stoichiometry was also mentioned by other authors [126, 127]. Rivero et al. [126] observed a distinctive signal at 667 cm$^{-1}$ for a zinc ferrite sample with Zn$_{0.93}$Fe$_{2.07}$O$_4$ stoichiometry. For a zinc depleted sample with Zn$_{0.30}$Fe$_{2.70}$O$_4$ stoichiometry the intensity of this signal decreases and forms a broad doublet. This behavior is explained by the fact that not just Zn$^{2+}$ (for $x = 0$) or Fe$^{3+}$ (for $x = 1$) are located at the tetrahedral sites of zinc ferrite but a mixture of both ions leading to signal overlap and therefore broadening of the signal. The Zn–O stretching seems to be more Raman active so that the signal intensity decreases with increasing iron amount. For samples with low Zn content the detected hematite impurities do also have an influence on the signal broadening in this wavenumber range. In our previous work [122] we also detected Fe$^{2+}$ ions in the zinc depleted and highly zinc depleted samples by XPS. Therefore also Fe$^{2+}$–O vibrations could have an influence on the signal broadening.
In summary for the electrodeposited zinc depleted, stoichiometric, and zinc enriched ferrite films the Raman spectra are quite similar to theoretically calculated spectra of zinc ferrite with inversion and without inversion, respectively. The slight deviations may be explained by phase impurities of hematite and signal broadening due to temperature, laser wavelength and laser intensity used in the Raman measurements [128].

Another remarkable fact is that for our electrodeposited films the Raman spectra of the stoichiometric and zinc enriched sample are very similar although the stoichiometry showed an obvious difference. Raman is a bulk technique and the penetration depth of the laser at least reaches 100 nm [129]. In our recent work [122] we showed by XPS analysis that the bulk of both samples is almost identical and zinc is only enriched at the top 20-30 nm of the zinc enriched sample.

3.3 Optical spectra

3.3.1 Theoretical results

For an assessment of the photoelectrochemical activity of ZnFe$_2$O$_4$, it is essential to obtain experimental information concerning its optical properties. The photon absorption is the first process in the complex chain of events occurring during a photoelectrochemical reaction [130], and the absorptivity of the material defines the maximum efficiency that can be expected [131]. The low-lying excited states that define the optical gap are usually composed of transitions from the highest occupied orbitals (HOCOs) into the lowest unoccupied orbitals (LUCOs) [132]. In addition to the band gap transition, electronic $d-d$ transitions are observed for ZnFe$_2$O$_4$ in the IR, visible, and UV range of the electromagnetic spectrum [108, 133].

To further study the influence of magnetic structure and the degree of inversion on ZnFe$_2$O$_4$ we calculated the dielectric function using $GW$/BSE. For this purpose, we used the plane waves program VASP [134]. Starting with a PBE ground-state calculation, a converged partially-selfconsistent sc$GW_0$-BSE algorithm was employed. The plane waves cutoff energy, number of bands, Monkhorst-Pack grid, $GW$ cutoff energy and the number of frequency points (NOMEGA) have been converged carefully to 450 eV, 960, $4 \times 4 \times 4$, 200 eV and 128, respectively.

The relaxed structures of the most stable configurations of ZnFe$_2$O$_4$, A-fm, A-afm1, and B-fi4, were used, as in Section 3.1.1. The configuration B-fi4 can be seen as an inverse version of A-afm1, since iron and zinc interchange positions, but the magnetic structure remains the same (cf. Table 2). B-fi4 is called ferrimagnetic, since iron atoms in tetrahedral positions couple with iron atoms in
octahedral positions. Because these sites are not symmetry equivalent, the magnetic structure is technically ferrimagnetic, but still has a net magnetic moment of zero.

Figure 7 shows the imaginary part of the dielectric function in dependency of the excitation energy for the three configurations of ZnFe$_2$O$_4$. As can be seen, the maximum of the first excitation of antiferromagnetic normal ZnFe$_2$O$_4$ (A-afm1) is close to 3 eV. This is in good agreement with the DDSCH results obtained in Section 3.1.1, and some of the experimental literature discussed in Section 3.1.2. However, the excitation is rather broad and the onset is at $\sim$2 eV, which could be an explanation for experimental optical band gaps found in this region.

For inverse ZnFe$_2$O$_4$ (B-fi4), the onset of the first excitation does not shift significantly compared to ZnFe$_2$O$_4$ with normal cation distribution, but the intensity is reduced. A reduced intensity shows, that the material absorbs less light in this energy region, and thus will have an inferior photocatalytic performance.

For ferromagnetic normal ZnFe$_2$O$_4$ (A-fm), not only the intensity is reduced drastically compared to the antiferromagnetic structure, but also the onset of the first excitation shifts to higher energies. Compared to configuration A-afm1, the configuration A-fm will have a reduced photocatalytic performance, or will even be inactive.

By evaluating the optical spectra, we conclude that with increasing degree of inversion or by changing the magnetic structure, the photocatalytic performance of ZnFe$_2$O$_4$ is reduced drastically. Given that the configurations A-afm1 and A-fm are energetically very close (cf. Section 3.1.1) and the degree of inversion can easily

![Fig. 7: Optical spectra of the most stable cation distribution and spin configurations of ZnFe$_2$O$_4$.](image-url)
be increased by the synthesis conditions, ZnFe₂O₄ is a problematic candidate as catalyst material.

In the comparison with experiment (see Section 3.3.2) it has to be kept in mind that the GW/BSE method does not describe d-d transitions (see Section 2.1.4). Low-lying bands in the experimental spectra could also be attributed to Fe d–d transitions, although their intensities should be small due to the octahedral environment of Fe. Furthermore, intra-atomic transitions do not contribute to electron-hole separation and thus to photocatalytic activity.

3.3.2 Experimental results

The diffuse reflectance spectra of bulk ZnFe₂O₄ samples with degrees of inversion increasing from \( x \approx 0.07 \) to \( x \approx 0.20 \) are shown in Figure 8. It is worth noting that none of these samples exhibited signal attributed to Fe²⁺ cations in their Mößbauer spectra, which is an indication of the absence of oxygen.

![Fig. 8: UV-Vis-NIR diffuse reflectance spectra of ZnFe₂O₄ samples with degrees of inversion increasing from \( x \approx 0.07 \) (black line) to \( x \approx 0.20 \) (green line). The spectra shown in red, blue and magenta correspond to ZnFe₂O₄ samples having \( x \approx 0.10, 0.13, \) and \( 0.16 \), respectively. Reproduced from reference [108] with permission from the PCCP Owner Societies.](image)
vacancies [108]. Furthermore, Kelvin probe measurements showed negligible dopant concentrations, thus supporting the Mößbauer results [135]. The local minima observed in the spectra correspond to absorption maxima and, therefore, three predominant absorption bands are observed in the spectral regions from 220 to 670 nm, 670 to 950 nm, and 950 to 1600 nm. The absorption maxima observed from 670 to 950 nm and 950 to 1600 nm are attributed to $d-d$ electronic transitions in Fe$^{3+}$ cations, while the absorption maximum observed from 220 to 670 nm has the contribution of both, band gap and $d-d$ electronic transitions [108]. Within this region, the indirect and direct band gap are located at approximately 614 nm ($\approx 2.0$ eV) and 532 nm ($\approx 2.3$ eV), respectively [107–109].

It is well known that ZnFe$_2$O$_4$ samples turn a darker color as the degree of inversion increases, even though the particle size is not modified [108, 124]. Determining whether this phenomenon is due to a band gap narrowing or to the contribution of $d-d$ transitions is fundamental to understand the impact of the degree of inversion on the optical properties of ZnFe$_2$O$_4$. Figure 9a shows the diffuse reflectance of the bulk ZnFe$_2$O$_4$ samples with increasing degree of inversion as a function of the photon energy. Deconvolution of the diffuse reflectance signals shows that, as the degree of inversion increases, the contribution of the $d-d$ electronic transition observed at 1.6 eV ($\approx 795$ nm) decreases whereas the signal corresponding to the transition observed at 1.0 eV ($\approx 1200$ nm) becomes wider [108]. Furthermore, by applying the derivation of absorption spectrum fitting (DASF) [136] method for the determination of the band gap, it was demonstrated that the band gap energies remain constant at $\approx 2.0$ eV and $\approx 2.3$ eV, independently of the

Fig. 9: (a) UV-Vis-NIR diffuse reflectance spectra from 0.9 to 6.0 eV of ZnFe$_2$O$_4$ samples with degrees of inversion increasing from $x \approx 0.07$ (black line) to $x \approx 0.20$ (green line). The spectra shown in red, blue and magenta correspond to ZnFe$_2$O$_4$ samples having $x \approx 0.10$, 0.13, and 0.16, respectively. (b) Deconvolution of the UV-Vis-NIR diffuse reflectance spectra using Gaussian-shaped curves. Reproduced from reference [108] with permission from the PCCP Owner Societies.
degree of inversion [108]. Therefore, the lower reflectivity, i.e. higher absorptivity, observed for ZnFe$_2$O$_4$ as the degree of inversion increases was attributed to contributions from $d$–$d$ electronic transitions rather than a band gap narrowing. This experimental observation is in agreement with the theoretical prediction showing that the band gap excitation energy of inverse ZnFe$_2$O$_4$ does not significantly shift compared to normal ZnFe$_2$O$_4$, and that the intensities of the interband transition decreases with increasing $x$.

In addition to the UV-Vis reflectance spectra of zinc ferrite powder with different degree of inversion, where we showed the influence of the inversion on the signal intensity, we also measured the optical spectra of zinc ferrite films with varying stoichiometry and compared the spectra with the calculated spectra (see Figure 7). The used samples are the same as discussed in Section 3.2.2. Due to slight variations in film thickness and film inhomogenities we avoid comparison of the signal intensity and focus on qualitative interpretations with normalized intensity.

The optical spectrum of an electrodeposited stoichiometric film (blue spectrum, Figure 10) has very similar features and the best agreement with the calculated optical spectra of A-afm1 (Figure 7) with antiferromagnetic spin configuration with ideal Zn:Fe ratio of 0.5 without inversion. The main optical transition for both, the theoretical model A-afm1 and the stoichiometric film, is located at around 2.8 eV (note that main absorption transitions are located at the minima of

![Normalized UV-Vis diffuse reflectance spectra of electrodeposited zinc ferrite films with different stoichiometry. The colors codes and given stoichiometry are described in Figure 6.](https://example.com/fig10.png)
Figure 10). The main difference is that the signal for the experimental films is relatively broad with a shoulder at 2.6 eV. The onset of the optical transition is also quite similar at around 2.2 eV. The experimental optical spectrum of the stoichiometric film (blue spectrum, Figure 10) and the zinc enriched film (black spectrum, Figure 10) are very similar with the same onset of absorption.

For the zinc depleted samples the onset and the position of the main signal are shifted to lower energies. The zinc depleted sample has its minimum and therefore the main signal at 2.4 eV with an onset at \( \sim 1.9 \) eV. The highly zinc depleted sample is even further shifted to lower energies with its main signal at 2.3 eV and onset at \( \sim 1.7 \) eV. This trend is also observed for the calculated optical spectra for B-fi4 (Figure 7) which is representative of an inverted ZnFe\(_2\)O\(_4\) system.

From comparison of the calculated data with measured spectra we conclude that the inversion or stoichiometry has just a minor influence on the optical spectrum. A-afm1 and B-fi4 show very similar calculated spectra although they correspond to \( x = 0 \) and \( x = 1 \), respectively. The spectra of the stoichiometric sample and zinc depleted sample as representatives of samples without and with inversion are also similar to each other. Only the calculated spectrum for configuration A-fm (Figure 7) shows a significant difference compared with A-afm1 and B-fi4 or the experimental data. The main difference of the spectrum for A-fm compared with the other samples is its different spin state whereby the system is no longer antiferromagnetic but ferromagnetic. Those different spin states seem to have a stronger influence on the optical spectra than the degree of inversion. Unfortunately from our films we have no sample that resembles A-fm to support the beforehand stated conclusion as none of our prepared samples showed ferromagnetic behavior.

### 3.4 Absolute band energies

#### 3.4.1 Theoretical results

In order to split water photocatalytically, the band gap has to be large enough (ca. 2.0 eV) to overcome the thermodynamic energy requirement (1.23 eV) and the associated overpotentials to drive both the water oxidation and reduction reactions [137–139]. As shown in Section 3.1.1 this can be predicted via bulk calculations. Yet not only a suitable band gap is required, the absolute energies of the highest occupied and lowest unoccupied band of the semiconductor are equally essential for an efficient photocatalysis [140]. In this case the absolute band position refers to the vacuum reference and not to the system-dependent Fermi energy as common for the bulk. Due to an undefined reference of the one-particle levels in 3D periodic calculations, the calculated absolute band energies
of bulk structures have no physical meaning [141]. For absolute band energies, surface models are needed. To the best of the author’s knowledge, only few investigations on low-index surfaces of ZnFe$_2$O$_4$ have been published [142–144]. Our investigations focus on the (100) surface of ZnFe$_2$O$_4$ since the (100) surface of normal spinels has been reported as most stable [61, 145]. In normal spinel oxides with divalent and trivalent cations, AB$_2$O$_4$, divalent cations are located in tetrahedral A-positions. Trivalent cations are located in octahedral B-positions. The (100) surface of ZnFe$_2$O$_4$ consists of alternating tetrahedral Zn layers and octahedral Fe layers. It can be terminated by a truncated tetrahedron, ZnO$_2$, or two truncated octahedra, FeO$_5$. A stoichiometric surface model as shown in Figure 11 is exposing both of these terminations, here the ZnO$_2$ termination is shown in the topmost layer and the FeO$_5$ termination is seen in the bottom layer. As discussed in Section 2.3, ZnFe$_2$O$_4$ (100) is a Tasker type 3 surface. The inherent dipole moment of surface unit cells causes problems in the SCF procedure and creates artifacts in the calculated electronic structure. We therefore followed various strategies to avoid the dipole moment in our models.

### 3.4.1.1 Defective slab models
Using the DDSCH method described in Chapter 3.1.1, we investigated defective, dipole free surface models. Starting from the optimized bulk structure denoted as A-afm1, see Table 2, defective surface models were created from a supercell of a symmetric Zn-terminated slab. Half of the terminating Zn atoms were removed.

**Fig. 11:** Unrelaxed, stoichiometric ZnFe$_2$O$_4$ (100) surface model with 16 atomic layers. Zn atoms are depicted in gray, Fe atoms in blue and O is shown in red. The ZnO$_2$ termination is shown in the topmost layer, the FeO$_5$ termination in the bottom layer.
from both topmost and bottom layer creating a symmetric, stoichiometric surface model. Its top and side view are shown in Figure 12.

By increasing the number of the atomic layers the convergence of the positions of the highest occupied crystal orbital, HOCO, and the lowest unoccupied crystal orbital, LUCO, was tested. Their positions, shown in Figure 13 as a function of the number of surface units, are related to the potential required for photocatalytic water splitting and the band positions for both oxygen evolution reaction, OER, and hydrogen evolution reaction, HER [146–148]. Up-spins are denoted with $\alpha$ and down spins are denoted with $\beta$.

The band gaps of the surface models, in the range of 2.7–2.8 eV, are in good agreement with the bulk value, listed in Table 3. HOCO and LUCO of spin-up

![Figure 12: Top (left) and side (right) view of a 21-layer model of the ZnFe$_2$O$_4$ (100) surface with Zn defects in the topmost layer and additional Zn atoms in the bottom layer. Zn atoms are depicted in gray, Fe atoms in blue and O is shown in red.](image1)

![Figure 13: Absolute HOCO and LUCO energies [eV] of antiferromagnetic defective symmetric stoichiometric surface models of ZnFe$_2$O$_4$ in dependence of the number of atomic layers in relation to the potentials and overpotentials for OER and HER.](image2)
and spin-down electrons are equal for antiferromagnetic spin ordering. The LUCO positions range between $-3.85$ eV and $-3.40$ eV against vacuum, respectively $-1.59$ V to $-1.04$ V against SHE. While this is in good agreement with the flat band potential of p-type ZnFe$_2$O$_4$ found in experimental literature (shown in Figure 22a in Section 3.1.2), it does not match the experimental flat band potentials shown in Figure 22b or flat band potentials found in recent literature, as reviewed in the following. Hufnagel and coworkers report the flat band potential of ZnFe$_2$O$_4$ as 0.65 V against RHE [149]. This is in good agreement with the lower range of the flat band potentials shown in Figure 22b. In a very recent study by Henning and co-workers the flat band potential of ZnFe$_2$O$_4$ is reported as 0.82 eV against RHE [150], which exceeds the lower end of the measured flat band potentials but ties in well with other data from literature [2, 151–153]. One reason for the discrepancy between our calculated results and the experimental ones found in literature as well as the ones reported in Section 3.4.2 is the lack of an implicit solvent model describing the interactions of the surface with water. Unfortunately, the CRYSTAL code does not provide an implicit solvent model. Influences of spin state and cation inversion on the band positions will be discussed in the following.

As shown above for the bulk ferrites, see Section 3.1.1, the influence of the spin state and the resulting magnetization on the band energies of the surface models was investigated as well. Since the effects on the band positions are similar for every model, the results for a model with 53 atomic layers are depicted in Figure 14.

**Fig. 14:** Absolute HOCO and LUCO energies (eV) of a defective symmetric stoichiometric surface model of the ZnFe$_2$O$_4$ (100) surface with 53 atomic layers in dependence on the spin state. AFM = antiferromagnetic, FM = ferromagnetic, FI = ferrimagnetic.
Spin ordering was achieved by defining the magnetization of selected iron atoms, as shown color-coded in Figure 15. FM spin ordering was achieved by attributing an up-spin to every iron atom. For the AFM surface model the symmetry of the spin distribution of the bulk model was conserved. In the chosen slab model there is a central layer of Fe atoms. Attributing these iron atoms with up-spins and attributing iron atoms in the outer layers alternatingly with opposing spins leads to ferrimagnetic models. As can be seen from Figure 14, the energy of the up-spin HOCO is barely influenced by the choice of spin configuration. For antiferromagnetic spin ordering, the HOCO energies of up and down-spin are equal and LUCO energies are similar as well. In comparison with the bulk the band gap is slightly lowered to a range of 2.7–2.8 eV. Ferrimagnetic spin ordering results in a slightly increased band gap in the up-spin and an increased band gap in the down-spin ladder. The down-spin band gaps of the ferri- and ferromagnetic slab model are almost indistinguishable yet the exact positions differ slightly. In fashion of the FM bulk calculations the up-spin band gap increases to 5 eV. Neither ferri- nor ferromagnetic spin ordering leads to a lowering of LUCO energies towards experimental values. The relative stability of the spin states varies with the number of atomic layers used, but energy differences per formula unit are less than 4 kJ/mol. For the 21-layer model, AFM spin ordering is most stable, for 37 and 69 layers the ferromagnetic state is most stable and for the 53-layer model the most stable spin configuration is ferrimagnetic. Thus, no general trend can be predicted. The small difference in stability underlines the importance of considering different spin configurations when dealing with spinel ferrites. It may also serve as a tentative explanation for the large scattering of reported experimental results for electronic properties, as reported in Section 3.4.2 and 3.1.2.

Fig. 15: Ferromagnetic, ferrimagnetic, and antiferromagnetic spin distribution in ZnFe$_2$O$_4$ (100) surface models. Oxygen atoms are depicted in red, Zn atoms in gray, up-spin iron atoms are shown in purple and down-spin iron atoms are shown in yellow.
3.4.1.2 Cation exchange and hydroxylation

After using the DDSCH method to investigate defective surface models, we employed it to investigate the adsorption of Zn-containing species on the polar (100) surface of ZnFe$_2$O$_4$. Experimental results discussed in Section 3.4.2 hinted that the distribution of zinc and iron atoms can be of importance for the electronic properties of ZnFe$_2$O$_4$. Additionally, calculations of the bulk material have already proven that the band gap is slightly influenced by the degree of inversion, see Section 3.1.1. We therefore investigated the effect of the Zn:Fe-exchange for the 21-layer surface model. All of the experiments are performed in aqueous environment. While there are implicit solvation models for a number of program codes, in the CRYSTAL code the aqueous environment has to be modeled by explicit solvation, i.e. the adsorption of water molecules, or depending on the pH value, hydroxyl species. We investigated a perfect surface by formally adding Zn(OH)$_2$, shown in Figure 12.

For these models the cation distribution of the topmost atomic layers was varied by exchanging Fe ions from the top layer with Zn atoms from lower bulk-like layers. We varied the Zn:Fe ratios in the outermost layers of the surface model. The model without cation exchange has a Zn:Fe ratio of 2:4. This was altered to a Zn:Fe ratio of 4:2, denoted as 2Fe:4Zn in Figure 16. In this model iron atoms occupy tetrahedral positions in the lower layers. For the third model, denoted as 0Fe:6Zn in Figure 16, all cation positions in the topmost and bottom layer were occupied with Zn resulting in pure iron layers in the inner part. The energy difference between these cation distributions is in the same order of magnitude as for

![Fig. 16: HOCO and LUCO positions of an antiferromagnetic ZnFe$_2$O$_4$ (100) surface model with 21 layers dependent on the cation distribution of the topmost and bottom layer and addatoms.](image-url)
the defective models with different spin distributions. Changing the Zn:Fe ratio of the top and bottom layer from 2:4 to 4:2 leads to an energetically more favorable structure. Increasing the amount of zinc further to layers containing only Zn or only Fe atoms is energetically less stable than the ideal and half exchanged configurations. The effect of hydroxylation and cation exchange on HOCO and LUCO energies of the antiferromagnetic 21-layer model are displayed in Figure 16. The addition of Zn(OH)$_2$ results in an increase of the band gap and in a larger energetic splitting of up and down-spin orbitals. For a Zn:Fe ratio of 4:2 in the topmost layer, the band gap increases by 0.5 eV while shifting the up-spin levels upwards by 0.5 eV. Changing the Zn:Fe ratio to 4:2 does not affect the HOCO positions but further raises up- and down-spin LUCO positions. Surface layers fully occupied by Zn atoms lead to a vanishing up-spin band gap and increased down-spin LUCO position as well as a reduced down-spin band gap.

For a more detailed analysis of the electron-hole separation after photoexcitation, the shape of the HOCO and the LUCO was inspected. Up-spin HOCO and LUCO of the hydroxylated model without any zinc enrichment in the terminating layers are shown in Figure 17. Similar to the results for the bulk with normal cation distribution and without oxygen vacancies, shown in Section 3.1.1 Figure 1,

![Figure 17: Up-spin HOCO (left) and LUCO (right) of a 21 layer model of ZnFe$_2$O$_4$ (100) with the formal addition of Zn(OH)$_2$.](image-url)
the HOCO mostly consists of oxygen 2p-orbitals, but is also located on the oxygen atoms of the adsorbed hydroxyl-species. The HOCO is strongly localized on both terminating layers of the model with small contributions in the bulk-like central layers of the slab model. In contrast, the LUCO is located mostly in the inner part of the slab model. Similar to the bulk it consists of Fe 2d-orbitals. Exchanging two of the outer iron atoms with inner zinc atoms leads to a more pronounced delocalization of the HOCO over the entire slab, as seen in Figure 18. In contrast, the LUCO becomes even more localized in the center of the bulk-like layers. Due to the delocalized HOCO and the overlap with the LUCO the electron-hole recombination might be enhanced, decreasing the efficiency of the photocatalyst.

Due to the separation of the cation species in the purely Zn terminated model, the HOCO, seen on the left in Figure 19, again is mostly localized on the terminating atomic layers. It consists of oxygen 2p-orbitals and zinc 3d-orbitals, however, no contribution of the adsorbed hydroxyl species can be found. The orbitals of the adsorbed hydroxyl species do not contribute to the up-spin LUCO either. Again, the LUCO is localized in the central atomic layers and consists of hybridized iron 3d-orbitals.

Fig. 18: Up-spin HOCO (left) and LUCO (right) of a 21 layer model of ZnFe$_2$O$_4$ (100) with the formal addition of Zn(OH)$_2$ and a Zn:Fe ratio of 4:2 in the topmost and bottom layer.
3.4.1.3 Nanotube models

As introduced in Section 2.3, our third model type to investigate the properties of the polar (100) surface of ZnFe$_2$O$_4$ are nanotubes. Unlike the defective surface model and the surface model with adsorption the nanotube model exposes both Zn and Fe surface layers. The inherent dipole moment of the flat surface is canceled by the nanotube’s circular symmetry. Previous work on non-polar surfaces has shown that the electronic properties of surfaces and nanotubes do not differ significantly despite the strain caused by the latter’s curvature [64].

We therefore exploited the capability of the CRYSTAL code to build nanotubes from surface unit cells as models for the ZnFe$_2$O$_4$ (100) surface [63]. The automatic generation of a nanotube from a two-dimensional slab model exploits symmetry: First, the desired slab is chosen by its Miller indices and the number of atomic layers as described above. Then the number of surface units rolled up into a nanotube are given. The number of surface units determines the diameter and therefore curvature of the nanotube and has to be converged as well. Rolling up the stoichiometric surface model into a nanotube does not only cancel of the dipole moment but also allows to investigate both terminations. As shown in Figure 20, the outside of the nanotube models in this work is terminated by FeO$_5$ while the inside exposes ZnO$_2$. Results presented for the nanotube models were obtained using a PW1PW [154] optimized bulk and nanotube structure. The bulk was optimized in the configuration denoted as A-afm1 in Chapter 3.1.1 and the spin distribution of the bulk iron atoms was preserved in the nanotube.

Fig. 19: Up-spin HOCO (left) and LUCO (right) of a 21 layer model of ZnFe$_2$O$_4$ (100) with the formal addition of Zn(OH)$_2$ and a Zn:Fe ratio of 6:0 in the topmost and bottom layer.
In order to increase SCF convergence and decrease computational costs the geometry of the nanotubes was first relaxed using a GGA functional. This pre-optimized structure was re-optimized with PW1PW. Since the dielectric dependent self-consistent hybrid method employed for the previous results was not available in the program version used for the nanotube calculations, the electronic structure was calculated with PW1PW with a reduced Fock exchange of 14%.

This method provides a band gap of 1.9 eV for the bulk which is in good agreement with the lower range of experimental values as can be seen in Table 5. Band gaps for the nanotube models were quite similar to the bulk, in the range of 1.87–1.99 eV as depicted in Figure 21. In agreement with the results for the defective symmetric stoichiometric surface models discussed in the previous section, this indicates the absence of surface-induced states for ZnFe$_2$O$_4$ (100). While the HOCO energies of the nanotube model are quite similar to the ones of models with defects, shown in Figure 13, the smaller amount of Fock exchange leads to a lowering of the LUCO energies. Again, the positions of the highest occupied crystal orbitals, HOCO, of up and down-spin electrons are essentially the same. The positions of the lowest unoccupied crystal orbitals, LUCO, vary only by 0.05 eV. With a position of $-4.2$ eV against vacuum, respective $0.3$ V against SHE, they are in good agreement with the upper range of measured flat band positions shown in Figure 22b.
This indicates that nanotube models are in principle suitable to study electronic properties of polar surfaces and appear to be more suited to describe the band positions of experimentally prepared ZnFe$_2$O$_4$ samples. However, the computational cost is comparably high and nanotube surface models with a larger number of atomic layers lead to problems in the SCF procedure in the wavefunction calculation. Furthermore, despite the exploitation of symmetry, the SCF convergence is also dependent on the termination of the nanotube since models with the Zn-terminated surface on the outside could not reach SCF convergence. We therefore did not continue with this type of surface models.

### 3.4.2 Experimental results

Various experimental techniques, such as XPS [155, 156], UPS [157, 158], and electrochemical impedance spectroscopy (EIS) [159] are commonly used for the determination of the absolute band position of ZnFe$_2$O$_4$. Among these methods, EIS is largely applied because it allows a straightforward determination of the flat band potential, i.e. the Fermi level, of a sample [160]. For highly n-type and p-type doped semiconductors, the flat band potential is located close to the conduction band edge and to the valence band edge, respectively. Therefore, it is generally accepted to consider the energetic band edge position of the conduction band for n-type materials and the valence band for p-type materials to be close to the flat band potential. Once the energetic position of one of the bands is
determined, the position of the other one is immediately deduced considering that
the difference between them corresponds to the optical band gap energy of the
material [161, 162]. Figure 22a shows the absolute band position of different spinel
ferrites as obtained in the literature [2]. The band position of n-type ZnFe$_2$O$_4$, cor-
responding to an average of several published values determined mostly by EIS,
exhibits a dispersion of approximately 0.5 V [2]. Figure 22b shows the energetic

Fig. 22: (a) Experimentally determined band positions of ZnFe$_2$O$_4$ and other spinel ferrites. Reproduced from reference [2] with permission from AIP Publishing. (b) Band positions of ZnFe$_2$O$_4$ samples prepared by reflux (RF-75), hydrothermal (HT-135 and HT-175), solid-state reaction (SN-800, SN-1100, and SO-1100), and polymer complex method (PC-1100). Band positions of commercial ZnFe$_2$O$_4$ and TiO$_2$ samples are shown for comparison. Reproduced from reference [159] with permission from Elsevier.
band position determined by EIS for different ZnFe$_2$O$_4$ samples synthesized by reflux, hydrothermal, solid-state reaction, and polymer complex methods [159]. Large deviations up to ≈0.7 V are observed for this set of samples. It is well known that the degree of inversion and the presence of defect states closely depend on the synthetic conditions [108, 124, 163–167]. Therefore, these properties appear to be responsible for the large experimental deviations observed in the absolute band position between the different ZnFe$_2$O$_4$ samples. Such an impact of the degree of inversion and the defect states is in agreement with the theoretical predictions presented in the section above. It worth mentioning that semiconductor electrodes commonly used for flat band potential determination via EIS do not meet the ideal conditions on which the theory behind the measurement is based [162]. Perfectly planar interfaces, uniform distribution of donors, and the absence of surface states are some of the conditions that an electrode should meet to obtain a reliable EIS analysis of the flat band potential [162]. Therefore, more careful experimental determinations of the flat band potential should be performed in order to unequivocally confirm the theoretical predictions.

The calculated surface models show that the band gap increases with increasing zinc amount, see Figure 16. An addition of Zn(OH)$_2$ surface states did increase the band gap by 0.5 eV compared to the same sample without accumulated zinc at the surface. A similar trend could also be observed from the measured optical band gaps for electrodeposited zinc ferrite films with different stoichiometry, but the measured values have to be handled with care because optical band gaps are not identical with the electronic band gap and Tauc-plots are sometimes ambiguous and difficult to interpret. The zinc depleted samples have an approximately 0.2–0.3 eV lower optical band gap compared with the stoichiometric sample as seen in Figure 23. Contrary to the theoretical values the film with zinc enriched surface shows an identical band gap (within measurement error) compared to the stoichiometric film.

For measuring the absolute band positions we performed Mott-Schottky plots (see Figure 24) of the film to estimate the flatband potential ($V_{fb}$). In practice, the measured flatband potentials are around 100-200 mV below the conduction band [168]. All measured films show n-type semiconductor behavior and the obtained values fairly estimate the bottom of the conduction band edge. Here the limitations of the EIS technique has to be reminded as mentioned beforehand. The used electrodeposited samples with varying stoichiometry do by no means exhibit a planar interface as shown by SEM pictures in our previous work and surface states cannot be excluded [122].

The data in Figure 24 indicate that with increasing zinc amount the flatband potential is shifted to more negative values. The flatband potential for the zinc
Fig. 23: Tauc-plots estimating indirect optical band gap of zinc ferrite films with varying compositions.

Fig. 24: Mott-Schottky-plots of electrodeposited zinc ferrite films with varying surface stoichiometry. All samples are measured in 1 M NaOH electrolyte with applied frequency of 10 kHz. The color codes and given stoichiometry are described in Figure 6.
enriched sample is negatively shifted by 150 mV compared to the stoichiometric sample whose flatband potential is located at +700 mV vs. RHE. The zinc depleted sample is positively shifted by 60 mV, for a highly zinc depleted sample the flatband potential is even more positively shifted by 220 mV compared to the stoichiometric sample. The shift of the flatband potential with composition leads to different photocurrent onsets which determine the working point of the photoelectrochemical cells. Despite the varying ratios the data show that all our prepared films are not suited for HER due to the more positive conduction band edge relative to the $\text{H}^+ / \text{H}_2$ reaction.

For oxygen evolution, the valence band of the catalyst has to be located at 1.23 V vs. RHE or more positive [1]. Assuming that the band gap of the experimental samples is identical with the optical band gap measured by Tauc-plots (Figure 23), the position of the valence band for all our samples are located at 2.9 V vs. RHE (highly zinc depleted sample), 2.8 V vs. RHE (zinc depleted sample and stoichiometric sample) and 2.6 V vs. RHE (zinc enriched sample), respectively. Therefore our zinc ferrite film samples are suitable as oxygen evolving catalyst due to an appropriate position of the valence band, but not for overall water splitting due the mismatch of the conductive band position. This is different from the theoretical predictions for stoichiometric and Zn enriched surfaces shown in Figures 13, 14, 16, and 21. There the LUCO is always at energies below $-1000$ meV vs. RHE.

We have observed that the photoelectrocatalytic activity of electrodeposited zinc ferrite films is strongly dependent on their composition. The theoretical investigations in this work showed that oxygen defect states are responsible for the relatively low optical band gaps. Furthermore, oxygen defects results low photoelectrocatalytic activity by serving as recombination center that will hinder the charge carrier mobility. Zinc enriched samples are expected to exhibit the highest amount of oxygen defect states due to the population of $\text{Zn}^{2+}$ ions in place of $\text{Fe}^{3+}$ ions. Oxygen defects are a necessary result in order to ensure charge neutrality.

The experimental photocurrent transient measurements indeed prove that the zinc enriched sample show very low photocurrents (Figure 25). Compared with samples with other stoichiometries, the zinc enriched one seems to be almost photoelectrocatalytically inactive. The zinc enriched sample (Zn:Fe ratio = 0.25) shows an improved photocurrent compared to the stoichiometric sample and exhibits the best photocurrent of all measured samples. However, the highly depleted zinc sample (Zn:Fe ratio = 0.1) exhibits a lower photocurrent compared with the stoichiometric sample. Here the zinc depleted sample is analogous to a sample with higher degree of inversion which does improve the photocurrent [107].

The highly zinc depleted sample is no longer a single phase, since it contains hematite phase impurities, which has a deteriorating effect on the photocurrent.
Fig. 25: Current density against composition of electrodeposited zinc ferrite samples with various Zn:Fe ratios measured by XPS. All data is measured with an applied potential of 1.45 V vs. RHE in 1 M NaOH electrolyte and 100 mW/cm² white light illumination. Solid symbols indicate the samples as mentioned in this work (circle = zinc enriched (Zn:Fe ratio = 1.0), triangle = stoichiometric (Zn:Fe ratio = 0.5), square = zinc depleted (Zn:Fe ratio = 0.25), asterisk = highly zinc depleted (Zn:Fe ratio = 0.1). Data is adapted from reference [122].

The work by Kimmich et al. [127] did also show that a high amount of hematite impurities has a negative effect on the photoelectrocurrent of zinc ferrite samples. Furthermore, not only the magnitude of the photocurrent but also the photocurrent onset is influenced by the composition of the films. In our study we observed that zinc depleted samples have delayed onsets while zinc enriched samples show earlier photocurrent onsets (determined from chopped light voltammetry) in agreement with the flatband potential measurements [122].

4 Conclusion

In this study, we evaluated ferrites $M\text{Fe}_2\text{O}_4$ with $M =$ Mg, and the first row subgroup elements Sc to Zn as potential catalyst materials for photoelectrochemical water splitting. By performing dielectric dependent self-consistent hybrid DFT calculations, we were able to show that cation distribution and spin state crucially influence the electronic properties. For most of the investigated ferrites, several spin and cation configurations are energetically close. This result is an indication that the high variety of experimental results originates in the presence of different cation distributions or spin states. Evaluating the results for the novel compounds
with \( M = \text{Sc–Cr} \), only \( \text{ScFe}_2\text{O}_4 \) and \( \text{CrFe}_2\text{O}_4 \) are considered as possible candidates for photoelectrochemical water splitting catalysts.

Our calculations for \( \text{ZnFe}_2\text{O}_4 \) models with oxygen defects show, that in the presence of oxygen vacancies the band gap energy is significantly reduced. This is in agreement with experimental studies of the oxygen partial pressure dependence of the band gap [100]. To evaluate the influence of inversion on the Raman spectrum of \( \text{ZnFe}_2\text{O}_4 \) we calculated Raman band positions and intensities. Due to a substantial shift of some Raman peaks upon inversion of \( \text{ZnFe}_2\text{O}_4 \), we conclude that Raman spectroscopy can be used to determine whether inversion is present in the material.

To further investigate the influence of cation distribution and spin state on the properties of \( \text{ZnFe}_2\text{O}_4 \), we calculated optical spectra using a \( \text{GW}-\text{BSE} \) approach. Upon inversion and by changing the configuration to a ferromagnetic state, the intensity of the first maximum is decreased. This is an indication that inverse and ferromagnetic phases of \( \text{ZnFe}_2\text{O}_4 \) downgrade the catalytic performance of the material. It has been shown both by calculation of absolute band positions and flatband measurements that the most stable (100) surface of \( \text{ZnFe}_2\text{O}_4 \) is not suited for photocatalytic water splitting. However, the reasons are still not fully clear, since there is a discrepancy between the absolute HOCO and LUCO energies determined theoretically and experimentally. This has to be addressed in the future. Both, spin distribution and cation distribution have a significant influence on the absolute positions of HOCO and LUCO. Nanotubes present a possible way of modeling polar surfaces, however they also suffer from SCF convergence problems with a large number of atoms.

In general, a good agreement between the theoretical predictions and experimental results is observed for the electronic and optical properties of spinel ferrites. Thus, theoretical calculations are a powerful tool for achieving a fundamental understanding of the physicochemical properties of ferrites and how they are affected by the cation inversion and deviations from ideal stoichiometry.
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