Abstract

The automatic summarization of argumentative texts has hardly been explored. This paper takes a further step in this direction, targeting news editorials, i.e., opinionated articles with a well-defined argumentation structure. With Webis-EditorialSum-2020, we present a corpus of 1330 carefully curated summaries for 266 news editorials. We evaluate these summaries based on a tailored annotation scheme, where a high-quality summary is expected to be thesis-indicative, persuasive, reasonable, concise, and self-contained. Our corpus contains at least three high-quality summaries for about 90% of the editorials, rendering it a valuable resource for the development and evaluation of summarization technology for long argumentative texts. We further report details of both, an in-depth corpus analysis, and the evaluation of two extractive summarization models.

1 Introduction

News summarization has been, and still is subject of active research to this day (Yao et al., 2017; Shi et al., 2018; Lin and Ng, 2019). However, the inverted pyramid structure of news reports, where the lead paragraphs often have a summarizing quality in and of themselves (PurdueOWL, 2019), induces a bias in many recent news summarization approaches to just copy the opening sentences (Kedzie et al., 2018; Jung et al., 2019). Hence, these approaches fail at argumentative news articles, such as editorials, whose structure differs from that of news reports.

Editorials represent the views of an organization (newspaper) on long-standing societal issues and aim to shape public opinion (Firmstone, 2019; Gajevic, 2016). Compared to news reports, which aim to inform objectively about current events, editorials subjectively assess a controversial topic in order to persuade its audience of a specific stance toward it (Van Dijk, 1995; Hynds and Archibald, 1996). This difference in their goals leads to a difference in linguistic choices. An editorial is usually composed of three discourse parts, namely lead, body, and conclusion (Van Dijk, 1992; Rich, 2015). The lead introduces the issue at hand by starting with an anecdote or a question. The body elaborates on arguments and background information, while the conclusion provides an evaluation as well as (possibly) implicit suggestions and calls to action (Bolívar, 2002). The summary of an editorial must hence be constructed with care in order to preserve its argumentative structure and its persuasive means. Research on automatic (news) summarization has so far neglected argumentative texts in general, and the genre of editorials in particular. With this paper we contribute to closing this gap, taking effective steps toward editorial summarization:

1. We define an annotation scheme tailored to editorial summaries, requiring a high-quality summary to be thesis-indicative, persuasive, reasonable, concise, and self-contained.

2. We create a corpus of 1330 summaries for 266 news editorials (five summaries each), manually acquired and evaluated by operationalizing the proposed annotation scheme.

3. We analyze each summary of the corpus with respect to content overlap, distribution of evidence types, adherence to the editorial structure, and annotator indications regarding summary quality.
4. We evaluate two unsupervised extractive summarization models (four variants total) in comparison to the acquired references, and their potential to identify an editorial’s core message (the thesis).

The evaluation indicates a high suitability of the corpus for research and development: For 90% of the editorials there are at least three high-quality summaries, and for 52% all five are. The analyses also reveal that multiple summaries can be collected for an editorial with low content overlap, that good summaries include more third party evidence to justify an editorial’s thesis, and that editorials’ summaries have a distinct structure compared to those of news reports, with a specific contribution from each editorial discourse unit (lead, body, and conclusion). The corpus and other resources are publicly available.¹

2 Related Work

The summarization of argumentative text has hardly been studied: Egan et al. (2016) automatically summarize political online debates by extracting key content from their arguments as “points” (verbs and their syntactic arguments). Similarly, Bar-Haim et al. (2020) propose to map crowdsourced arguments to “key points.” They created the ArgKP corpus, containing 24,000 ⟨argument, key point⟩ pairs, extracted from the IBM-Rank-30k dataset (Gretz et al., 2020). To the best of our knowledge, no argument corpus comprises summaries of long-form monological argumentative text.

Most of the commonly used corpora for automatic news summarization, such as the NYT corpus (Sandhaus, 2008), Gigaword (Napoles et al., 2012), CNN/DailyMail (Hermann et al., 2015; Nallapati et al., 2016), XSum (Narayan et al., 2018), and NEWSROOM (Grusky et al., 2018), primarily consist of (non-argumentative) news reports and only one ground truth summary per report. Although the DUC shared task datasets (Over et al., 2007) provide multiple summaries per document (500 news reports), they are very short (up to 14 words or 75 bytes), similar to Gigaword and XSum (up to two sentences). These corpora, stemming from the news domain, may contain some editorials; the ones in the NYT corpus were studied by Li et al. (2016), Al-Khatib et al. (2017), El Baff et al. (2018), and El Baff et al. (2020) for tasks such as summarization, analysis of rhetorical strategies, and argumentation quality assessment. But Li et al. (2016) observes that the accompanying summaries in this corpus are teasers rather than actual summaries. In our work, we focus on composing summaries exclusively for news editorials by aiming to capture their core argumentation, providing multiple and comparably longer ground truth summaries (20% of an editorial’s segments) for each editorial.

A scheme for annotating argumentative roles of sentences for summarizing research articles was presented by Teufel et al. (1999). However, they only analyzed the effectiveness of this scheme and did not collect or evaluate any summaries. The key difference between other news summarization corpora and ours is the use of a (genre-specific) annotation scheme that unifies the summary acquisition and evaluation. Other summarization corpora lack such unification and only adopt the notion of “salience” (importance) of sentences in a text (Peyrard, 2019) to automatically extract summaries or crowdsource their acquisition (El-Haj et al., 2010). In the absence of a human-written ground truth, parts of a text, such as the title, highlighted sentences, or lead sentences, are used as proxies for summaries of the source documents. While such heuristics help create large corpora, the infeasibility of evaluating all the ground truth summaries leads to increased noise in the datasets, severely limiting the task of summarization and its evaluation (Kryscinski et al., 2019). We evaluated each summary in our corpus for its quality and provide labels for high (low) quality per quality dimension defined in our annotation scheme.

3 Annotation Scheme for Editorial Summaries

As per Hidi and Anderson (1986), humans produce two types of summaries: writer-based ones and reader-based ones. A writer-based summary is produced to facilitate one’s own comprehension of a text. A reader-based summary intends to inform others about a text’s core message, possibly to evoke further interest in the reader. News, in particular, may also be accompanied by a teaser, namely an incomplete summary that aims to attract people to read the entire news article (report or editorial) (Li et al., 2016). In extreme cases, teasers can become clickbait (Potthast et al., 2016), constructed to manipulate their

¹https://webis.de/publications.html\#?q=COLING+2020
readers to visit an online news article (e.g., by invoking strong curiosity). For our corpus, we strive for reader-based summaries.

The intention of a reader-based summary is often to substitute the original text. For informational texts, such as news reports, this is roughly performed by the omission of irrelevant sentences (deletion), the subsumption of details into higher-level categories (generalization), and the integration of details into topic sentences (construction) (Kintsch and Van Dijk, 1978). Reorganization and rewording are possible (Johnson, 1983), but new ideas must not be introduced (Brown and Day, 1983; Kintsch and Van Dijk, 1978). In this regard, an editorial aims to persuade its readers of one central claim (thesis) through its monological argumentation (Al-Khatib et al., 2016; Wachsmuth et al., 2018). It is composed of argumentative discourse units (ADUs, typically statements) that form arguments to support the thesis (Peldszus and Steide, 2013; Stab and Gurevych, 2014). These arguments implement the author’s strategy, incorporating not only logical, but also emotional and credible means of persuasion (Aristotle, translated 2007). The core message of an editorial corresponds to its thesis and its most persuasive segments; thus, an editorial’s summary—and that of long argumentative texts in general—should aim to preserve both.

We propose an annotation scheme tailored for editorial summaries, defining five quality dimensions that emphasize argumentation as well as summarization quality:

1. **Thesis-indicativeness.** The thesis of an editorial can be stated as a call for action or as an opinion (Van Dijk, 1992). The summary should thus explicitly contain the thesis or indicate it.

2. **Persuasiveness.** As the goal of an editorial is to persuade, the same applies to its summary. As per Wachsmuth et al. (2017), the summary should aim to be effective (i.e., aim to persuade the target audience of its thesis).

3. **Reasonableness.** The summary should help its audience to reach the thesis and rebut plausible counter-arguments to it.

4. **Conciseness.** A summary should be significantly shorter than the editorial and lack any superfluous phrasing or information.

5. **Self-containedness.** A summary should be comprehensible with general knowledge, without referring to additional resources.

Altogether, we strive to compile a corpus of editorial summaries that come close to the following definition:

A high-quality summary of an editorial indicates its thesis, argues for this thesis in a persuasive and reasonable manner, and is concise yet self-contained.

Defining such an annotation scheme as a prerequisite allowed us to collect high-quality summaries and evaluate editorial summarization approaches in a unified manner. Nevertheless, just as for other kinds of summarization, it is subjective to determine the “core” parts of a text (Winograd, 1984). This circumstance is prevalent in editorials, where the argumentative structure and even the thesis might not be explicitly stated, leaving room for interpretation. Therefore, both the data collection and evaluation must not rely on a single ground truth summary. Below, the operationalization of our annotation scheme is described.

### 4 Summary Acquisition

Based on a corpus of news editorials that have previously been annotated with regard to argumentative discourse units, we crowdsource the generation of multiple reader-based summaries using Amazon’s Mechanical Turk. The summarization is framed as an annotation / extraction task, where segments from an editorial are selected to compose a summary.

**Data Source**  The news editorials corpus of Al-Khatib et al. (2016) forms the data source of our study. It comprises 300 editorials from three different news portals: Al Jazeera, Fox News, and The Guardian. After reviewing them, we omitted 34 ones falsely labeled as editorial, and very short ones. Each editorial has been segmented and annotated via crowdsourcing with the following argumentative discourse unit (ADU)
### ADU type | Example
--- | ---
Assumption | Many have simply lost faith in global climate negotiation summits such as COP 20 starting in Lima, Peru, today.
Anecdote | We were in-between lessons during our first class, when we suddenly heard the sound of shooting.
Common-Ground | Politicians are meant to act in the interests of their people.
Statistic | In the early 1900s, Argentina ranked among the world’s top 10 in per capita income.
Testimony | “I saw my brother drown in front of my eyes,” said Hamid.

Table 1: Examples of ADUs (evidence types) selected from different editorials.

Figure 1: An editorial is comprised of multiple ADUs (evidence types), a subset of which are extracted to compose summaries. Each extracted ADU serves either as thesis or justification in the summary (summary units). Annotators can select up to two ADUs as the thesis.

Annotation Task

The manual selection of summary segments often relies on the concept of importance or salience, i.e., the importance of each segment decides whether it is to be included in the summary (Hardy et al., 2019; El-Haj et al., 2010). However, alongside capturing important content, the summary should also adhere to our annotation scheme. To operationalize this in the summary acquisition process, we specifically asked the workers to label each editorial segment as one of:

1. **Thesis**: segments that represent what the author wants to persuade the reader of.
2. **Justification**: segments that support the thesis.
3. **Background**: segments that provide background information to the reader.
4. **Not-in-summary**: segments that should not be in the summary.

Summary length was limited to be 20% of an editorial’s segments. In many editorials, the thesis may not be explicitly stated but rather implied by the author. For this reason, we allowed up to two segments to be labeled as thesis, which allows for inspecting the worker agreement on the editorial’s core message.

We also asked each worker to self-assess (1) their prior knowledge of the editorial’s topic (background), (2) if they agreed with the author’s opinion (stance), (3) their general interest in the topic (interest), and (4) the persuasiveness of the editorial (persuasiveness). These questions constitute a profile of the worker, which allows for a profile-dependent analysis of the summaries. A similar profile was considered in evaluating spoken argumentation by Jovičić (2004), where the effectiveness of the conveyed arguments depended on the audience. In our case, it turns out that the quality of our summaries is indirectly influenced by the workers (more details below).

**Pilot Study** We carried out a pilot study with 25 editorials, one editorial per human intelligence task (HIT), to check if our initial guideline required any revisions. Each editorial was annotated by five workers, resulting in 125 summaries. We did not show the segments’ evidence types (from our data source) to avoid any selection bias. However, we excluded the segments of an editorial annotated as “Other” as these segments are not argumentative. Although this somewhat affects the readability, most argumentative segments are well-formed, and our emphasis on the composition of useful and self-contained summaries in the guideline mitigates this problem to some extent.

From the 125 summaries, we obtained a total of 1180 summary segment labels: 19.66% thesis, 54.15% justification and 26.19% background. We found that 28% of unique summary segments were annotated interchangeably as justification or background. Thus, to simplify the final annotation, alongside the thesis label, we only used the justification label to annotate the segments that either support the thesis or provide background information.

**Final Annotation** Using the three labels thesis, justification, and not-in-summary (to undo previous selections), we acquired summaries for the remaining 241 editorials. Similar to the pilot study, each editorial was annotated by five workers, and to ensure quality, we chose workers with an approval rating of at least 98% and 1000 accepted HITs from three native English speaking countries (US, UK, and Canada). We chose these countries, in particular, to render the task more relevant to workers, since most editorials discuss topics related to these regions. This is further reflected in the self-assessment questionnaire, where 76.11% of the workers stated that they have sufficient background knowledge about the editorial topics they annotated.

**Thesis Agreement** In general, the agreement among summaries is expected to be low, not necessarily due to poor annotations, but due to the subjectivity of the importance notion (Hardy et al., 2019; Mani, 2001) and argumentative text perception. Besides, agreement tends to further decrease as the length of the summary increases (Jing et al., 1998). However, the agreement on the thesis segment(s) indicates that the workers agree on the core message of the editorial. Hence, we consider worker agreement only on their selected thesis segments. As workers can label up to two segments as thesis, we consider full (two common segments) and partial (one common segment) agreement. As shown in Table 3a, the 61% majority agreement is promising, considering the challenging nature of the task, especially that a thesis can be indirectly implied when not explicitly stated in the editorial.

Our corpus consists of 1330 summaries having 12,806 labeled segments, with 14.7% labeled as thesis and 85.3% as justification. Table 3b shows the summary lengths in terms of segment and word counts.

5 **Evaluation of Summaries**

**Adherence to the DUC Guideline** Manual qualitative evaluation of summaries is often carried out according to the DUC guideline (Dang, 2005): summaries must be grammatical, non-redundant, exert referential clarity, and have focus, as well as structure and coherence. Gillick and Liu (2010) found this to be an expensive and a rather difficult task for non-experts. Thus, many summarization studies either avoid manual evaluation completely, or carry out only partial studies, rendering comparisons across papers
Quality Dimension | Explanation | Majority Agreement | Summaries
--- | --- | --- | ---
Thesis-relevance | The thesis is relevant to the title, i.e., it could be the main point(s) of the editorial with the given title. | 76% | 81.7%
Persuasiveness | A persuasive summary aims to convince its readers to take a stand on a particular topic. To this end, it uses persuasion techniques such as: providing logical arguments to support its stand, invoking certain emotions on the readers, and/or using effective phrases. | 76% | 86.5%
Reasonableness | A reasonable summary adequately supports its thesis, i.e., the thesis is supported by a sufficient number of arguments. | 79% | 89.8%
Self-containedness | A self-contained summary is understandable by most of the readers, i.e., no need for additional information to get its thesis and follow its argumentation. Also, a self-contained summary refers to entities (people, locations, events, etc.) without any confusion in the usage of pronouns. | 74% | 84.1%

Overall score – | 74% | 82.4%

Table 2: Summary quality dimensions and the guideline given to workers, derived from our annotation scheme to render it comprehensible to non-experts. Thesis-relevance is an indirect assessment of thesis-indicativeness. The majority agreement column shows percentages of at least 2/3 agreement on each dimension, and for the overall score. The last column shows the percentage of summaries per editorial (averaged over all 266), which satisfy the corresponding quality dimension. On average, 82.4% of the summaries are high-quality per editorial, i.e., they satisfy at least three quality dimensions.

difficult (Hardy et al., 2019). Even ground truth summaries themselves are rarely evaluated. To ensure the quality of our corpus, we therefore thoroughly evaluate each acquired summary for quality.

We argue that, by the construction of the summaries, their grammaticality and non-redundancy are sufficiently fulfilled, and that, by definition of our annotation scheme, the remaining DUC criteria are covered. Our summaries inherit the grammaticality of the editorials they were derived from. They are sequences of ADUs extracted from the editorials, and although ADUs may be part of longer sentences, they do form complete sentences in and off themselves (Al-Khatib et al., 2016). Similarly, non-redundancy is inherited from the editorials; given their high writing quality, we can expect less redundant text, whereas if a certain point is repeated in an editorial to emphasize it, it stands to reason its summary may do so. Local redundancies, such as repeated names where an anaphora would suffice, cannot be avoided, since we did not ask the crowd workers to revise the summaries. Referential clarity, focus, structure, and coherence form part of our annotation scheme: Assessing the reasonableness of a summary includes checking for justifications to support its thesis, which is an indirect judgment of a summary’s focus, i.e., the summary contains only related segments that together support its thesis. Likewise, assessing if a summary is self-contained considers referential clarity (i.e., no confusing usage of pronouns) as well as structure and coherence (i.e., the summary is well-organized).

**Evaluation Task**  Similar to the acquisition of the summaries, we crowdsourced their qualitative evaluation. Table 2 shows how we explained the different quality dimensions of our annotation scheme to the crowd workers. The judgments for each dimension were made on a four-point scale (strongly disagree, weakly disagree, weakly agree, strongly agree). For persuasiveness, owing to the infeasibility of measuring this for some (often unknown) target audience (Wachsmuth et al., 2017), we restrict this dimension to being persuasive in general. Similarly, reasonableness of argumentations in theory also includes their acceptability by the target audience (Wachsmuth et al., 2017). Again, due to the infeasibility of measuring this for our summaries, we restrict this dimension to having adequate justifications for their thesis. All (five) summaries of an editorial were evaluated in one HIT, each performed by three workers with the same selection criteria as in the summarization task. We only showed an editorial’s title alongside each summary,\(^2\) with its thesis emphasized in bold.

**Pilot Study.**  To test and revise our guideline, we carried out another pilot study to evaluate the 25 editorials and their summaries from the summary acquisition pilot study. Regarding thesis-indicativeness,

\(^2\)Reading titles only instead of the whole editorials significantly reduced the time taken for a HIT.
for each summary’s thesis, workers judged its relevance to the shown title, rather than reading the whole editorial. This design decision was backed by manually inspecting each title to ensure that it sufficiently indicates the issue discussed in the corresponding editorial. Acknowledging worker feedback, we included examples to help judge reasonableness and self-containedness, while only the description shown in Table 2 sufficed for judging persuasiveness.

For a sanity check, we exploit the fact that each of an editorial’s five summaries is supposed to have the same or at least a similar thesis (Table 3a). Specifically, we asked workers to judge how similar in meaning is the thesis of a particular summary to that of the remaining summaries in a HIT. Then, given two summaries comprising similar thesis segments, we rejected the submissions of workers who judged them to be dissimilar.3

**Annotator Agreement** To compute annotator agreement, we first mapped all judgments to numeric scores (strongly-disagree: -2, weakly-disagree: -1, weakly-agree: 1, strongly-agree: 2). Then, we computed an overall score for a summary by averaging the numeric scores of all its quality dimensions. Thus, a summary with multiple quality dimensions gets a higher score. Table 2 shows the majority agreement for each quality dimension, as well as for the high-quality summaries. We note sufficient agreement on all quality criteria with the highest value for the reasonableness dimension.

In Table 3c, we also report significant correlations (at $p < 0.05$) between quality dimensions and overall score. We observe that: (1) A reasonable summary is also self-contained. By including justifications that build upon its thesis, a reasonable summary mitigates any distractions in its argumentation flow, thus rendering it understandable. (2) A reasonable summary is also persuasive. A key persuasion technique by authors is providing logical arguments to support their stances, i.e., reasonable summaries where a sufficient number of justifications is provided are more likely to be persuasive.

**Quality Groups** We distinguish summaries as being high or low quality based on the workers’ assessments. We assert that a high-quality summary has at least three quality dimensions defined in our annotation scheme (Section 3) as judged by workers. As each summary is assessed by three workers, they may disagree on which dimensions it has. Thus, we use the majority vote to label a summary as “high-quality,” i.e., if at least two workers agreed that it has at least three quality dimensions. We similarly distinguished the summaries per quality dimension (e.g., high/low-thesis-indicativeness). The distribution of high-quality summaries per editorial (on average, by quality dimension) is shown in Table 2. As for the quality dimensions, we observe that all dimensions are (almost) equally distributed in high-quality summaries, with reasonableness dimension favored slightly more (26.25%) (thesis-indicativeness: 24.08%, persuasiveness: 24.98%, self-containedness: 24.69%). Totally, we have 1096 high-quality and 234 low-quality summaries as per our manual evaluation.

### 6 Corpus Analysis

In this section, we present a thorough analysis of our corpus, exploring (1) summary content overlap (i.e., the annotator agreement), (2) distribution of evidence types, (3) adherence of summaries to the editorial’s structure, and (4) annotators’ profiles and their impact on the quality of summaries.

**Summary Content Overlap** Here, we inspect the overlap among the five summaries per editorial. We first computed the Jaccard index 4 between each pair of summaries, in which the Jaccard index measures the intersection over the union between a pair’s segments. Then, we averaged the indices over all the summary-pairs for an editorial (five summaries, ten pairs). We found that the average of Jaccard indices over all editorials is 0.2, which speaks for a low overlap between summaries. Although the workers agreed on the thesis (Table 3a), they still chose different justifications, leading to diverse summaries.

**Distribution of Evidence Types** We examine the distribution of evidence types in our summaries by obtaining the ADU labels from our data source. Table 4 shows this distribution in the three discourse parts (i.e., lead, body, and conclusion), 5 and in high-quality and low-quality summaries according to their role

---

3 This sanity check was repeated multiple times to ensure reliable judgments.

4 Jaccard index has an interval of [0,1]; values close to 1 indicate high overlap between two sets.

5 After inspecting the length of online lead paragraphs from the NYT corpus (Sandhaus, 2008), which are on average 12% of the article’s length, we considered 15% of the top and bottom segments of an editorial as its lead and conclusion.
Table 3: (a) Agreement on thesis segment(s) among five workers. Values are computed on all 266 editorials (1330 theses). (b) Length statistics of all the summaries. (c) Correlation among judgments (Kendall’s $\tau$) for various quality dimensions including overall summary score. All values are significant at $p < 0.05$. (d) Percentages of summary segments (by function as thesis or justification and combined) extracted from lead, body and conclusion.

| ADU type     | Lead | Body | Conc. | Combined | Thesis | Justif. | Combined | Persuasiveness | Reasonableness | Self-containedness | Thesis-indicativeness | Overall |
|--------------|------|------|-------|----------|--------|--------|----------|----------------|----------------|-------------------|----------------------|---------|
| Assumption   | 61.7 | 66.9 | 79.2  | 68.0     | 70.4   | 64.2   | 65.1     | 66.5           | 66.3           | 66.3               | 2.5                  | 0.90    |
| Anecdote     | 25.1 | 18.9 | 8.5   | 18.2     | 18.8   | 18.9   | 18.9     | 23.3           | 20.7           | 21.1               | 1.2                  | 0.45    |
| Common-Ground| 2.0  | 1.8  | 1.4   | 1.7      | 1.1    | 1.4    | 1.4      | 1.6            | 1.1            | 1.2                | 1.2                  | 0.37    |
| Statistics   | 2.9  | 3.1  | 1.6   | 2.9      | 1.8    | 4.4    | 4.0      | 1.6            | 2.5            | 2.4                | 4.4                  | 0.42    |
| Testimony    | 7.6  | 8.5  | 6.0   | 8.0      | 7.5    | 10.6   | 10.1     | 6.4            | 8.3            | 8.0                | 10.6                 | 0.48    |

Table 4: Comparison of ADU distributions (in %) in editorials (by occurrence in lead, body, or conclusion and combined) as well as in groups of high and low-quality summaries w.r.t overall quality (by function as thesis or justification and combined).

| ADU type     | Editorials | High-quality summaries | Low-quality summaries |
|--------------|------------|------------------------|-----------------------|
|              | Lead       | Body                   | Conc.                 | Combined          | Thesis     | Justif.    | Combined  | Thesis     | Justif.    | Combined  |
| Assumption   | 61.7       | 66.9                   | 79.2                  | 68.0              | 70.4       | 64.2       | 65.1      | 66.5       | 66.3       | 66.3      |
| Anecdote     | 25.1       | 18.9                   | 8.5                   | 18.2              | 18.8       | 18.9       | 18.9      | 23.3       | 20.7       | 21.1      |
| Common-Ground| 2.0        | 1.8                    | 1.4                   | 1.7               | 1.1        | 1.4        | 1.4       | 1.6        | 1.1        | 1.2       |
| Statistics   | 2.9        | 3.1                    | 1.6                   | 2.9               | 1.8        | 4.4        | 4.0       | 1.6        | 2.5        | 2.4       |
| Testimony    | 7.6        | 8.5                    | 6.0                   | 8.0               | 7.5        | 10.6       | 10.1      | 6.4        | 8.3        | 8.0       |

as thesis, justification, and combined.

The table reveals two key insights into the summaries’ evidence types: (1) High-quality summaries have more statistics than the low-quality ones. Statistics is an evidence type stating or quoting the results or conclusions of quantitative research, studies, empirical data analyses, or similar (Al-Khatib et al., 2016). (2) High-quality summaries have more testimony than the low-quality ones. Testimony is an evidence type that either states or quotes propositions made by some expert (person or organization) other than the author (Al-Khatib et al., 2016). Although the overall percentage of statistics and testimony is less compared to other evidence types, such as assumption or anecdote, it is interesting to note that workers preferred more third-party evidence in their summaries. In conventional news summarization, these contents may been seen as extraneous details that need not be in a summary, whereas for editorials, they play a crucial role of supporting the thesis as justification.

**Adherence to Editorial Structure**  We argue that constructing editorial summaries requires considering the specific contributions of its discourse parts to the argumentation. This means that unlike news reports where the summary is condensed primarily in the lead (Wasson, 1998), important contents are distributed throughout the editorial. As shown in Table 3d, the majority of thesis segments are extracted from the lead (73.2%), but are insufficient to fully summarize the editorial, comprising only 28.3% of the combined summary segments. Furthermore, we note that each discourse part contributes proportionally to its summary (28.3%, 60.6% and 11.1% for lead, body, and conclusion).

**Worker Profiles’ Impact on Quality**  As mentioned in Section 4, all workers employed in the acquisition task were assessed on a five-point scale regarding their background knowledge of the editorial’s topic, if they agree or disagree with the editorial’s stance, their interest in the topic, and if they find it persuasive.

To understand the impact of the workers’ profiles on the quality of their summaries, we computed the
| Model                  | Length (words) | Editorial Position | Thesis Coverage | Summary Coverage |
|------------------------|----------------|--------------------|-----------------|------------------|
|                        |                | Lead | Body  | Concl. | 1  | 2  | 3  | 4  | 5  | Maj. |                 |
| TextRank-Lex           | 79.9           | 13.6 | *69.3* | 17.1  | 67.3 | 23.1 | 7.7 | 1.9 | 0.0 | 9.6  | 11.9             |
| TextRank-Entity        | 141.4          |      | 58.5  | 0.9   | 41.0 | 21.6 | 14.9| 13.4| 9.0 | 37.3 | 20.1             |
| ExtSum-XLNet           | 151.0          | 23.4 | 60.5  | 16.2  | 34.4 | 29.7 | 23.6| 8.5 | 3.8 | 35.8 | 16.4             |
| ExtSum-DistilBERT      | 155.0          | 22.5 | 64.8  | 12.7  | 36.2 | 30.5 | 21.9| 7.6 | 3.8 | 33.3 | 16.2             |
| References             | **209.3**      | 21.6 | 65.3  | 13.1  |      |      |     |     |     |      |                 |

Table 5: Average summary length in words. Average distribution of summary segments extracted by models from lead, body and conclusion in comparison to references. Percentage of (reference) theses and summary segments covered by models. For thesis coverage, we inspected if a thesis is completely included in the automatic summary (i.e., both segments). Accordingly, as each editorial has five theses, we also show coverage by number of theses completely captured in the model’s summary. Summary coverage is the percentage of unique summary segments (from all five summaries of an editorial) captured.

correlation (Kendall’s $\tau$) between each aspect of their profile and the summaries’ quality dimensions.\(^6\) With a significant positive correlation ($p < 0.05$), we found that the workers who have more background knowledge of an editorial composed more persuasive summaries. On the other side, we did not find any significant correlation between the workers’ stance toward a topic and the persuasiveness of a summary (as well as the overall quality) of their summaries.

7 Automatic Extractive Summarization of News Editorials

In this section, we investigate the capability of automatic summarization technology for generating high-quality summaries for editorials. Specifically, we implemented two unsupervised extractive summarization models (TextRank and ExtSum) and evaluated their output based on the Webis-EditorialSum-2020 corpus. These models emulate the manual summary acquisition setting, i.e., extracting segments within a given length budget. The input for each summarization model was the argumentative segments in an editorial (without any information about their evidence type). We set the same summary length (20\%) for the automatic summaries as the ground truth ones.

**Summarization Models**  Our first summarization model is based on TextRank (Mihalcea and Tarau, 2004), an unsupervised summarization model based on PageRank (Brin and Page, 1998). Petasis and Karkaletsis (2016) demonstrated that TextRank is able to identify argument components in a text. By comparing the connections among sentences with those between claims and premises, they established TextRank as a suitable model for argument mining.

Accordingly, we leverage this to create extractive summaries of the editorials. TextRank first constructs an undirected graph of the entire editorial with the segments as nodes. For weighing the connecting edges, we investigated two similarity functions resulting in two variants of TextRank: *TextRank-Lex* which uses lexical overlap among segments and *TextRank-Entity* which uses the number of common named entities\(^7\) between two segments.

As our second summarization model, we adopt an extractive summarization model based on BERT (Devlin et al., 2019) that clusters (using K-Means) the contextual embeddings of an editorial’s segments and selects those that are closer to its centroid as the final summary (Miller, 2019). To encode the editorial segments, we chose contextual embeddings from two different architectures: *ExtSum-XLNet* based on XLNet (Yang et al., 2019), an autoregressive language model that outperforms BERT on several tasks, and *ExtSum-DistilBERT* based on DistilBERT (Sanh et al., 2019). DistilBERT is an efficient language model that leverages knowledge distillation to achieve similar performance as BERT but with significantly fewer resources and increased speed compared to XLNet.

\(^6\)We converted each judgment to a numerical score as in Section 5.

\(^7\)We used Spacy’s *en-core-web-md* model for tagging named entities.
7.1 Model Evaluation

We compare each model’s summary for an editorial with its multiple references in terms of its adherence to the editorial’s structure and coverage of unique summary (and theses) segments.

Regarding the structure of the automatic summaries, the distribution of segments from lead, body, and conclusion is shown in Table 5. We see that **TextRank-Lex** extracts more segments from the body and the conclusion. However, it extracts much shorter segments than those in the references. In contrast, **TextRank-Entity** extracts more segments from the lead of an editorial and produces longer summaries. This is because the actors of an editorial (named entities) are usually introduced in the beginning. Both the ExtSum variants have almost a similar distribution of extracting segments from the editorial’s discourse parts; besides that, embeddings from the smaller DistilBERT produce relatively longer summaries. Still, all the automatically produced summaries are shorter than the references in terms of word count.

The coverage of the references’ theses and summary segments in the summaries of each model is shown in Table 5. We observe that **TextRank-Entity** has the highest coverage of the reference summary segments. Despite producing shorter summaries than the ExtSum models, it also consistently captures a majority of theses. This reveals a plausible segment extraction strategy followed by workers in the summary acquisition task, where argumentative segments connecting different actors are often selected. Among the ExtSum models, **ExtSum-DistilBERT** has a similar distribution of segments from the discourse parts as the references, with **ExtSum-XLNet** having a slightly higher coverage of the unique summary segments from the references.

8 Conclusion

This paper takes the first steps towards summarizing news editorials, a type of long form argumentative text. We introduce an annotation scheme tailored to editorial summaries, which we employ to acquire and evaluate the Webis-EditorialSum-2020 corpus; the first corpus for news editorial summarization containing five summaries per editorial (1330 summaries in total). Our annotation scheme defines multiple quality dimensions grounded in argumentation quality studies. Through detailed corpus analyses, we find that editorial summaries have a distinct structure compared to those of news reports; that third party evidence in summaries improves their overall quality; that background knowledge of workers is positively correlated to the persuasiveness of their summaries; and, that some automatic models can at least capture an editorial’s thesis.

We consider our corpus a useful resource for promoting research in automatic summarization and computational argumentation. As next steps, we plan to investigate automatically identifying evidence types in other long-form argumentative texts such as debates, social media posts, and student essays. Also, we intend to leverage our findings (i.e., adherence to an editorial’s structure and the distribution of evidence types) to develop novel summarization models, tailored to argumentative texts, that capture argumentative aspects alongside salience.
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