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Abstract

Scarf’s lemma is one of the fundamental results in combinatorics, originally introduced to study the core of an \( N \)-person game. Over the last four decades, the usefulness of Scarf’s lemma has been demonstrated in several important combinatorial problems seeking stable solutions ([12], [1] [2], [16]). However, the complexity of the computational version of Scarf’s lemma (SCARF) remained open. In this paper, we prove that SCARF is complete for the complexity class PPAD. This proves that SCARF is as hard as the computational versions of Brouwer’s fixed point theorem and Sperner’s lemma. Hence, there is no polynomial-time algorithm for SCARF unless PPAD \( \subseteq \) P. We also show that fractional stable paths problem and finding strong fractional kernels in digraphs are PPAD-hard.
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1 Introduction

The study of combinatorial problems seeking stable solutions has a long history, dating back to the stable marriage problem. In 1962, Gale and Shapley presented a polynomial-time algorithm for finding a stable matching in a bipartite graph [8]. Since then, several generalizations and extensions of the stable marriage problem have been studied. In this paper, we study the complexity of several combinatorially rich problems having similar flavor. These problems include the stable paths problem [12], finding stable matchings in hypergraphic preference systems [1] and computing kernels in directed graphs [2, 16]. Although they are defined and studied in different contexts, they have one strikingly common feature. While there are instances of these problems with no stable solution, every instance is guaranteed to have a fractional stable solution. The existence of these fractional stable solutions is proved using Scarf’s lemma, originally introduced to study the core of an N-person game [20].

1.1 Scarf’s Lemma

In one of the fundamental papers in game theory [20], Scarf studied the core of an N-person game and proved that every balanced N-person game with nontransferable utilities has a nonempty core. His proof is based on an elegant combinatorial argument, and makes use of no fixed point theorems. The core (no pun intended) of his argument, known as Scarf’s lemma, found many independent applications in a diverse set of combinatorial problems ([12], [1] [2], [16]). Below we state Scarf’s lemma [20] and define the computational version of Scarf’s lemma (Scarf). Let $I = [\delta_{ij}]$ be an $m \times m$ identity matrix. Let $n = \{1, 2, \ldots, n\}$.

Theorem 1.1. (Scarf’s lemma) Let $m < n$ and let $B$ be an $m \times n$ real matrix such that $b_{ij} = \delta_{ij}$ for $1 \leq i, j \leq m$. Let $b$ be a non-negative vector in $\mathbb{R}^m$, such that the set $\{\alpha \in \mathbb{R}^n_+ : B\alpha = b\}$ is bounded. Let $C$ be an $m \times n$ matrix such that $c_{ii} \leq c_{ik} \leq c_{ij}$ whenever $i, j \leq m$, $i \neq j$ and $k > m$. Then there exists a subset $J$ of size $m$ of $[n]$ such that

- $B\alpha = b$ for some $\alpha \in \mathbb{R}^n_+$ such that $\alpha_j = 0$ whenever $j \notin J$, and
- For every $k \in [n]$ there exists $i \in [m]$ such that $c_{ik} \leq c_{ij}$ for all $j \in J$.

Scarf : Given matrices $B$, $C$ and a vector $b$ satisfying the conditions in the above theorem, find $\alpha \in \mathbb{R}^n_+$ satisfying the conditions above.

1.2 PPAD

A search problem $S$ is a set of inputs $I_S \subseteq \Sigma^*$ such that for each $x \in I_S$ there is an associated set of solutions $S_x \subseteq \Sigma^{|x|^k}$ for some integer $k$, such that for each $x \in I_S$ and $y \in \Sigma^{|x|^k}$ whether $y \in S_x$ is decidable in polynomial time. A search problem is total if $S_x \neq \emptyset$ for all $x \in I_S$. TFNP is the set of all total search problems [17]. Since TFNP is a semantic class, several syntactic classes (e.g., PLS [13], PPA, PPAD, PPP, PPM [19]) were defined to study the computational phenomenon of TFNP. Since every member of TFNP is equipped with a mathematical proof that it belongs to TFNP, these syntactic classes are defined based on their proof styles. The complexity class PPAD, introduced by Papadimitriou [19], is the class of all search problems whose totality is proved using a parity argument. These search problems are reducible to the following problem:
Given two boolean circuits $S$ and $P$ with $n$ input bits and $n$ output bits, such that $P(0^n) = 0^n \neq S(0^n)$, find an input $x \in \{0, 1\}^n$ such that $P(S(x)) \neq x$ or $S(P(x)) \neq x \neq 0^n$.

A polynomially computable function $f$ is a polynomial-time reduction from total search problem $S$ to total search problem $T$ if for every input $x$ of $S$, $f(x)$ is an input of $T$, and furthermore there is another polynomial function $g$ such that for every $y \in T_f(x), g(y) \in S_x$. A search problem $S$ in PPAD is called PPAD-complete if all problems in PPAD reduce to it in polynomial-time.

### 1.3 Related Work and Our Contributions

Aharoni and Holzman [2] proved that every clique-acyclic digraph has a strong fractional kernel. Aharoni and Fleiner [1] proved that every hypergraphic preference system has a fractional stable matching. Both these proofs are based on Scarf’s lemma. Haxell and Wilfong [12] proved that every instance of fractional stable paths problem (FSPP) has a fractional stable solution. Their proof works in two stages. In the first stage, they use Scarf’s lemma to show that every instance of FSPP has an $\epsilon$-solution, for any positive constant $\epsilon$. Then they apply a standard compactness-type argument to conclude that every instance has an exact solution.

The complexity class TFNP was introduced by Megiddo and Papadimitriou [17]. The class PLS (for polynomial local search) was introduced by Johnson, Papadimitriou and Yannakakis [13]. In [19] Papadimitriou defined the complexity classes PPA (polynomial parity argument), PPAD (polynomial parity argument in directed graphs), PPP (polynomial pigeon-hole principle) and PPM (polynomial probabilistic method). He proved that computational versions of Brouwer’s fixed point theorem and Sperner’s lemma are PPAD-complete.

Daskalakis, Goldberg and Papadimitriou [6] proved that 3-DIMENSIONAL BROUWER is PPAD-complete. They reduced 3-DIMENSIONAL BROUWER to 3-GRAPHICAL NASH to prove that 3-GRAPHICAL NASH is PPAD-complete. These results together with the reductions of Goldberg and Papadimitriou [9] imply that computing Nash equilibrium in games with 4 players (4-NASH) is PPAD-complete. Chen and Deng [3], Daskalakis and Papadimitriou [7] independently proved that 3-NASH is PPAD-complete. Chen and Deng [4] proved that 2-NASH is also PPAD-complete. Chen, Deng and Teng [5] showed that approximating Nash equilibrium is also hard. For a list results on the complexity of finding equilibria we refer the reader to a recent book on algorithmic game theory [18].

In this paper, we study the complexity of the computational version of Scarf’s lemma (SCARF). We prove that SCARF is complete for the complexity class PPAD. This proves that SCARF is as hard as the computational versions of Brouwer’s fixed point theorem and Sperner’s lemma. Hence, there is no polynomial-time algorithm for SCARF unless PPAD $\subseteq$ P. We also show that fractional stable paths problem and finding strong fractional kernels in digraphs are PPAD-hard.

### 2 Kernels in Digraphs

The problem of finding kernels in digraphs plays a crucial role in all our proofs in this paper. In this section, we define computational problems related to finding kernels in digraphs. Let $D(V, A)$
be a directed graph. Let $I(v)$ denote the in-neighborhood of a vertex $v$ i.e., $I(v)$ is $v$ together with the vertices $u$ such that $(u,v) \in A$. A set $K$ of vertices is a clique if every two vertices in $K$ are connected by at least one arc. A set of vertices is called independent if no two distinct vertices in it are connected by an arc. A subset of $V$ is called dominating if it meets $I(v)$ for every $v \in V$. A kernel in $D$ is an independent and dominating set of vertices. A directed triangle shows that not all digraphs have kernels.

A non-negative function $f$ on $V$ is called fractionally dominating if $\sum_{u \in I(v)} f(u) \geq 1$ for every vertex $v$. The function is strongly dominating if for all $v$, $\sum_{u \in K} f(u) \geq 1$ for some clique $K$ contained in $I(v)$. A non-negative function $f$ on $V$ is called fractionally independent if $\sum_{u \in K} f(u) \leq 1$ for every clique $K$. A fractional kernel is a function on $V$ which is both fractionally independent and fractionally dominating. In case that it is also strongly dominating, it is called a strong fractional kernel. A directed triangle shows that not all digraphs have fractional kernels.

An arc $(u,v)$ is called irreversible if $(v,u)$ is not an arc of the graph. A cycle in $D$ is called proper if all of its arcs are irreversible. A digraph in which no clique contains a proper cycle is called clique-acyclic. The following theorem was proved by Aharoni and Holzman [2] using Scarf’s lemma.

**Theorem 2.1.** (Aharoni and Holzman [2]) Every clique-acyclic digraph has a strong fractional kernel.

**Strong Kernel**: Given a clique-acyclic digraph $D(V,E)$, find a strong fractional kernel.

### 2.1 A Game-theoretic Kernel Problem

We define two variants of **Strong Kernel** that play a crucial role in our reductions in the next sections. Two cycles in $D$ are said to be node-disjoint if they do not have any nodes in common. A proper cycle $C$ in a digraph $D(V,A)$ is called homogeneous if for every $v \in C$, $u \notin C$, $(u,v) \in A$ implies $(u,v') \in A$ for all $v' \in C$.

**3-Strong Kernel**: Given a clique-acyclic digraph $D(V,E)$, in which every maximal clique is of size at most 3, and all proper cycles are homogeneous and node-disjoint, find a strong fractional kernel.

Let $F = \{f(u) \mid u \in V\}$ be a fractional kernel of a digraph $D(V,A)$. We look at $F$ from a game-theoretic perspective. The nodes of the digraph represent players and $f(u)$ represents the cost incurred by player $u$. A function $F$ is said to be a Nash equilibrium if no player (say $u$) can decrease its cost ($f(u)$) unilaterally without violating the conditions (involving $u$) of fractional kernel.

**3-Kernel Nash**: Given a clique-acyclic digraph $D(V,E)$, in which every maximal clique is of size at most 3, and all proper cycles are homogeneous and node-disjoint, find a fractional kernel that is a Nash equilibrium.
2.2 Our Approach

We write $A \leq_P B$ to say that $A$ is polynomial-time reducible to $B$. In Section 3, we prove that $3$-Kernel Nash $\leq_P$ 3-Strong Kernel $\leq_P$ Scarf $\leq_P$ End Of The Line. This proves that 3-Kernel Nash, 3-Strong Kernel and Scarf are in PPAD. In Section 4, we prove that 3-Dimensional Brouwer $\leq_P$ 3-Kernel Nash. Since 3-Dimensional Brouwer is PPAD-complete [6], this implies that 3-Kernel Nash, 3-Strong Kernel and Scarf are PPAD-complete. In Section 5, we prove that fractional stable paths problem (Fspp) is PPAD-hard.

3 Reductions to End Of The Line

In this Section, we prove that 3-Kernel Nash $\leq_P$ 3-Strong Kernel $\leq_P$ Scarf $\leq_P$ End Of The Line.

Lemma 3.1. 3-Kernel Nash $\leq_P$ 3-Strong Kernel.

Proof. The input digraphs to 3-Kernel Nash and 3-Strong Kernel are the same (say $D$). Let $W = \{w(u) \mid u \in V\}$ be a solution to 3-Strong Kernel. Given $W$, the algorithm ComputeNash($W$) finds a solution to 3-Kernel Nash in polynomial-time.

\begin{verbatim}
ComputeNash(W)
Find a maximum weight cycle cover of D, (the weight of each edge is set to unity).
Identify each homogeneous cycle into super node and remove multiple edges.
While there is a node $v$ such that $\sum_{u \in I(v)} w(u) = 1 + \delta$, $\delta > 0$ and $w(v) > 0$
{ $w(v) := w(v) - \min(\delta, w(v))$
  For each $v' \neq v$ such that $v \in I(v')$
    if $\sum_{u \in I(v')} w(u) = 1 - \alpha$, $\alpha > 0$
      $w(v') := w(v') + \alpha$
  }
Restore the multiple edges.
Expand the super nodes into original nodes of D.
For each node $u$ in a super node $v$
  $w(u) := w(v)/2$
return W
\end{verbatim}

A cycle cover of a graph is a set of cycles such that every vertex is part of exactly one cycle. Weight of a cycle cover is the sum of weights of the edges of the cycles. Finding maximum weight cycle cover of $D$ takes polynomial time. Since there are no cycles (after identifying homogeneous cycles) each iteration of the while loop takes at most $O(|V|)$ time.

Lemma 3.2. 3-Strong Kernel $\leq_P$ Scarf.

Proof. Aharoni and Holzman [2] proved Theorem 2.1 by constructing matrices $B$ and $C$ from the digraph $D$ and a vector $b$ of all 1’s and appealing to Scarf’s lemma. The rows of $B$ and $C$ are
indexed by the set of maximal cliques in $D$. In an instance of 3-Strong Kernel all maximal cliques are of size at most 3. Hence, the number of rows is polynomially bounded in the size of $D$. Hence 3-Strong Kernel is polynomial-time reducible to Scarf.

Now we show that Scarf reduces to the End Of The Line. The reduction is essentially the original proof of Scarf’s lemma [20] as appeared in [2]. Let $J \subseteq [n]$. A column $c_k$ of $C$ is said to be $J$-subordinated at the index $i$ if $c_{ik} \leq c_{ij}$ for every $j \in J$. It is said to be $J$-subordinated if it is $J$-subordinated at some $i$. We say that $J$ is subordinating if every column of $C$ is $J$-subordinated. Note that if $J' \subseteq J$ and $J$ is subordinating for $C$ then so is $J'$. A subset $J$ of size $m$ of $[n]$ is called a feasible basis of $(B, b)$ if the columns $b_j, j \in J$, are linearly independent, and there exist non-negative numbers $\alpha_j, j \in J$, such that $\sum_{j \in J} \alpha_j b_j = b$. In other words, $b$ belongs to the cone spanned by the columns $b_j, j \in J$.

The pair $(B, b)$ is non-degenerate if $b$ is not in the cone spanned by fewer than $m$ columns of $B$. We call $C$ ordinal-generic if all the elements in each row of $C$ are distinct. There exists a small perturbation $b'$ of $b$ such that the pair $(B, b)$ is non-degenerate and every feasible basis for $(B, b)$ is also a feasible basis for $(B, b')$. By slightly perturbing $C$ we can obtain an ordinal-generic matrix $C'$ satisfying the assumptions of the theorem, and if the perturbation is small enough then any subordinating set for $C'$ is also subordinating for $C$. Hence, we may assume that $(B, b)$ is non-degenerate, and that $C$ is ordinal-generic.

Lemma 3.3 is well-known and is at the heart of the simplex algorithm. Its proof requires that $\{\alpha \in \mathbb{R}^n_+ : B\alpha = b\}$ is bounded and $(B, b)$ is non-degenerate. For the proof of Lemma 3.4 we refer the reader to [20] or [2] or page 1127 of the three volume series of Schrijver’s book [21].

Lemma 3.3. Let $J$ be a feasible basis for $(B, b)$, and $k \in [n] \setminus J$. Then there exists a unique $j \in J$ such that $J + k - j$ (i.e., $J \cup \{k\} \setminus \{j\}$) is a feasible basis. Also, given $J$ and $k$, we can find $j$ in polynomial-time.

Lemma 3.4. ([20]) Let $K$ be a subordinating set for $C$ of size $m-1$. Then there are precisely two elements $j \in [n] \setminus K$ such that $K + j$ is subordinating for $C$, unless $K \subseteq [m]$, in which case there exists precisely one such $j$.

Theorem 3.5. Scarf $\leq_P$ End Of The Line.

Proof. We shall construct a bipartite graph $G$ with bipartition $F$ and $S$, where $F$ is the set of all feasible bases containing 1, and $S$ is the set of all subordinating sets of size $m$ not containing 1. An element $F$ of $F$ and an element $S$ of $S$ are joined by an edge from $F$ to $S$ if $F \setminus S = \{1\}$.

We shall prove, using end of the line argument, that there exists a set $J$ of size $m$ which is both subordinating and a feasible basis. Consider a set $F \in F$ which is not subordinating, and assume that $F$ has positive degree in $G$. Then the set $K = F \setminus \{1\}$ is subordinating. Applying Lemma 3.4 to $K$, we see that $F$ has degree 2 in $G$, unless $F = [m]$, in which case it has degree 1. By the properties of the matrix $C$ mentioned in Theorem 1.1 it is easy to see that $[m]$ is in $F$ and is not subordinating.

Now consider a set $S \in S$ which is not a feasible basis, and assume that $S$ has positive degree in $G$. Let $F$ be a neighbor of $S$, and let $s$ be the single element of $S \setminus F$. By Lemma 3.3 there exists a unique element $f$ of $F$ such that $F' = F + s - f$ is a feasible basis. If $f = 1$ then $F = S$, which contradicts our assumption about $S$. Thus $f \neq 1$, and $F'$ is the unique element of $F$, different from $F$, which is connected to $S$. 
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Hence, every vertex of \( G \) which is not both subordinating and a feasible basis has degree 0 or 2, apart from \( [m] \), which has outdegree 1. Similarly a vertex which is both subordinating and a feasible basis, if it exists, has degree 1. Thus the connected component of \( G \) containing \( [m] \) is a path, which must end at another vertex of degree 1, i.e., at a vertex which is both subordinating and a feasible basis.

The above proof of Scarf’s lemma uses an “undirected end of the line argument”, thus showing the PPA-membership of Scarf. To prove PPAD-membership of Scarf, we need a “directed end of the line argument”. Shapley [22] presented a geometric orientation rule for the equilibrium points of (nondegenerate) bimatrix games based on the Lemke-Howson algorithm. Extending Shapley’s rule, Todd [23] developed a similar orientation theory for generalized complementary pivot algorithms. Applying Todd’s orientation technique we can prove PPAD-membership of Scarf. For more details we refer the reader to [15].

\[ \text{Corollary 3.6. 3-Kernel Nash, 3-Strong Kernel and Scarf are in PPAD.} \]

\[ \text{Proof. We have 3-Kernel Nash } \leq_p \text{ 3-Strong Kernel } \leq_p \text{ Scarf } \leq_p \text{ End Of The Line. Hence all these problems are in PPAD.} \]

\[ \Box \]

\[ \text{4 Proof of PPAD-completeness} \]

In this section we prove that 3-Kernel Nash is PPAD-complete. We show that 3-Dimensional Brouwer \( \leq_p \) 3-Kernel Nash. Since 3-Dimensional Brouwer is PPAD-complete [6], 3-Kernel Nash is also PPAD-complete.

We now present an outline of 3-Dimensional Brouwer. For more details we refer the reader to [6]. We are given a Brouwer function \( \phi \) on the 3-dimensional unit cube, defined in terms of its values at the centers of \( 2^{3n} \) cubelets with side \( 2^{-n} \). At the center \( c_{ijk} \) of the cubelet \( K_{ijk} \) defined as

\[ K_{ijk} = \{(x,y,z) : i2^{-n} \leq x \leq (i+1)2^{-n}, j2^{-n} \leq y \leq (j+1)2^{-n}, k2^{-n} \leq z \leq (k+1)2^{-n}\}, \]

where \( i, j, k \) are integers in \( [2^n] \), the value of \( \phi(c_{ijk}) \) is \( c_{ijk} + \delta_{ijk} \), where \( \delta_{ijk} \) is one of the following four vectors:

- \( \delta_0 = (-\alpha, -\alpha, -\alpha) \)
- \( \delta_1 = (\alpha, 0, 0) \)
- \( \delta_2 = (0, \alpha, 0) \)
- \( \delta_3 = (0, 0, \alpha) \)

Here \( \alpha > 0 \) is much smaller than the cubelet side, say \( 2^{-2n} \). To compute \( \phi \) at the centers of the cubelet \( K_{ijk} \) we only need to know which of the four displacements to add. This is computed by a circuit \( C \) with \( 3n \) input bits and 2 output bits. \( C(i,j,k) \) is the index \( r \) such that, if \( c \) is the center of cubelet \( K_{ijk} \), \( \phi(c) = c + \delta_r \). \( \mathcal{C} \) is such that \( \mathcal{C}(0,j,k) = 1, \mathcal{C}(i,0,k) = 2, \mathcal{C}(i,j,0) = 3 \) (with conflicts resolved arbitrarily) and \( \mathcal{C}(2^n-1,j,k) = \mathcal{C}(i,2^n-1,k) = \mathcal{C}(i,j,2^n-1) = 0 \), so that the function \( \phi \) maps the boundary to the interior of the cube. A vertex of a cubelet is called panchromatic if among the eight cubelets adjacent to it there are four that have all four increments \( \delta_0, \delta_1, \delta_2, \delta_3 \). \( \mathcal{C} \) is the only input to 3-Dimensional Brouwer.
3-Dimensional Brouwer: Given a circuit $C$ as described above, find a panchromatic vertex.

Daskalakis, Goldberg and Papadimitriou [6] proved that 3-Dimensional Brouwer is PPAD-complete. They reduced 3-Dimensional Brouwer to 3-Graphical Nash to prove that 3-Graphical Nash is PPAD-complete. We follow their approach to reduce 3-Dimensional Brouwer to 3-Kernel Nash.

**Theorem 4.1.** 3-Dimensional Brouwer $\leq_P$ 3-Kernel Nash

![Figure 1: $G_\neg$, $G_\lor$, $G_\frac{1}{2}$](image)

**Proof.** We reduce 3-Dimensional Brouwer to 3-Kernel Nash. Given a circuit $C$ with $3n$ input bits describing a Brouwer function, we shall construct an instance of 3-Kernel Nash that simulates $C$. We construct instances of 3-Kernel Nash to simulate the required arithmetic ($=, -, +, <$, multiplication and division by 2) and boolean operations ($\lor, \land, \neg$). We then use the framework of [6], [9] to combine these gadgets and simulate $C$ and encode the geometric condition of fixed points in 3-Dimensional Brouwer. Let $f(u)$ be the cost of a vertex $u$ in any Nash equilibrium. Henceforth we denote $f(u)$ by $p_u$. Let $G_\neg, G_\lor, G_\land, G_2, G_1, G_\lor, G_\land, G_\neg$ represent the required gadgets. All our gadgets are clique-acyclic, every maximal clique is of size at most 3, and all proper cycles are homogeneous and node-disjoint. Also, the costs of the input players do not depend on the costs of the output players.

**Boolean Operators:** In the boolean gadgets, $p_u$ and $p_v$ are in $\{0, 1\}$. Figure 1 shows the construction of boolean gadgets $G_\neg$ and $G_\lor$. There are two input nodes $u$ and $v$ for $G_\lor$ and only

---

1The reason behind this notation is that $p_u$ corresponds to the “payoffs” in the graphical games of [6]. This makes our proof easier to understand using the simulation presented in [6].
input node for \( G_- \). The value of \( p[x] \) is the result of applying the corresponding boolean function to the inputs \( p[u] \) and \( p[v] \). \( G_\wedge \) can be simulated using \( G_- \) and \( G_\vee \).

**Arithmetic Operators**: In the arithmetic gadgets, \( p[u] \) and \( p[v] \) are real numbers in \([0,1]\). Note that \( G_- \) can be simulated using two \( G_- \) gadgets. \( G_+ \) is same as \( G_\wedge \). \( G_- \) can be simulated using two \( G_- \) gadgets and one \( G_+ \). \( G_2 \) can be simulated using \( G_- \) and \( G_+ \). Figure 1 shows our construction of \( G_\frac{1}{2} \). In this gadget, it is easy to see that in any Nash equilibrium \( p[1] = p[2] = p[3] = p[4] = p[5] \). Also \( p[u] = p[1] + p[2] = p[2] + p[3] = p[3] + p[4] = p[4] + p[5] = p[5] + p[1] \). Hence, \( p[1] = p[2] = p[3] = p[4] = p[5] = p[u]/2 \). To simulate \( G_- \) using our arithmetic gadgets we create a node with \( p[x] = 2^{-\log_2(p[v]-p[u])} \) for any given \( \epsilon \). This is done using one \( G_- \) gadget and loge \( G_\frac{1}{2} \) gadgets. We also need a player \( u \) with \( p[u] = \frac{1}{2} \). Any node (say \( v \)) with zero indegree must have \( p[v] = 1 \) in any Nash equilibrium. Hence we can construct a node \( u \) with \( p[u] = \frac{1}{2} \) using the gadget \( G_\frac{1}{2} \).

To reduce 3-Dimensional Brouwer to 3-Kernel Nash we require three players representing the three coordinates. If a function \( F \) is a Nash equilibrium then \( p[u] \) of each coordinate player is equal to its coordinate of the solution vertex of 3-Dimensional Brouwer. The rest of the proof is exactly same as in [6]. We refer the reader to Section 4 of [6] for the complete simulation and details of handling brittle comparators.

**Corollary 4.2.** 3-Kernel Nash, 3-Strong Kernel and Scarf are PPAD-complete.

**Proof.** We have 3-Dimensional Brouwer \( \leq_P \) 3-Kernel Nash \( \leq_P \) 3-Strong Kernel \( \leq_P \) Scarf \( \leq_P \) End Of The Line. We know that 3-Dimensional Brouwer is PPAD-complete [6]. Hence, 3-Kernel Nash, 3-Strong Kernel and Scarf are PPAD-complete.

**Corollary 4.3.** Strong Kernel is PPAD-hard.

**Proof.** 3-Strong Kernel is a special case of Strong Kernel. Hence, Strong Kernel is PPAD-hard.

## 5 Fractional Stable Paths Problem

Stable Paths Problem (Griffin, Shepherd and Wilfong [10]) and Fractional Stable Paths Problem (Haxell and Wilfong [12]) are defined in the context of interdomain routing. Let \( G(V,E) \) be a simple graph, where \( V \) is a set of \( n \) source nodes and a unique destination node \( d \), and \( E \) is the set of edges. The source nodes attempt to establish a fractional paths to the destination node \( d \). For any node \( u \), \( N(u) = \{ w \mid (u, w) \in E \} \) is the set of neighbors of \( u \). A path from \( s \) to \( t \) is defined as a sequence of nodes \( (v_1, v_2, \ldots v_{k-1}, v_k) \), where \( v_1 = s \) and \( v_k = t \) and \( (v_i, v_{i+1}) \in E \) for \( 1 \leq i \leq k-1 \). We assume that all paths are simple i.e., they do not have repeated nodes. An empty path has no edges and is denoted by \( \phi \). Let \( |P| \) denote the length of \( P \), i.e., number of edges in \( P \). If \( P \) and \( Q \) are non-empty paths such that the first node in \( Q \) is same as the last node in \( P \), then \( PQ \) denotes the path formed by concatenating these paths. We say that path \( R \) ends with path \( Q \) if \( R \) can be written as \( PQ \). We say that \( Q \) is a final segment of \( R \). If \( Q \) is non-empty, we say \( Q \) is a proper final segment of \( R \).
Preferred Paths: Each source node \( v \) has a set of preferred paths denote by \( \mathcal{P}^v \). Let \(|P^v|\) denote the number of permitted paths at node \( v \). We assume that \( \forall v \in V, \phi \in \mathcal{P}^v \) and we do not count \( \phi \) in \(|P^v|\). If \( P = (v, v_1, v_2, \ldots, v_k, d) \) is in \( \mathcal{P}^v \), then the node \( v_1 \) is called the next-hop of path \( P \). We assume that \( \mathcal{P}^d = \emptyset \).

Ranking Function: Each node has an ordered list of its preferred paths. For \( P, P' \in \mathcal{P}^v \), we denote \( P' \leq_v P \) to mean that \( v \) prefers \( P' \) to \( P \). For each \( P \in \mathcal{P}^u \) let \( \lambda^v(P) \) be \( k \) if there are \( k - 1 \) paths \( P' \in \mathcal{P}^v \) such that \( \lambda^v(P') < \lambda^v(P) \). We assume that \( \lambda^v(\phi) = 0 \).

FSPP Instance: Let \( \mathcal{P} = \{ \mathcal{P}^v \mid v \in V - \{d\} \} \). Let \( \Lambda = \{ \lambda^v \mid v \in V - \{d\} \} \). An instance of the Stable Paths Problem, \( I = \langle G, \mathcal{P}, \Lambda \rangle \), is a graph together with the permitted paths and the ranking functions at each node.

Feasible Solution: A feasible solution is defined as an assignment of a non-negative weight \( w(P) \) to each path \( P \in \mathcal{P}^v \), for every \( v \) so that the weights satisfy the two properties listed below. For a non-empty path \( S \), let \( \mathcal{P}_S^v \) denote the set of paths in \( \mathcal{P}^v \) that end with the path \( S \).

- Unity condition: For each node \( v \), \( \sum_{P \in \mathcal{P}^v} w(P) \leq 1 \).
- Tree condition: For each node \( v \), and each non-empty path \( S \), \( \sum_{P \in \mathcal{P}_S^v} w(P) \leq w(S) \).

Fractional Stable Solution: A fractional stable solution is a feasible solution such that for any path \( Q \in \mathcal{P}^v \), one of the two following conditions holds:

- \( \sum_{P \in \mathcal{P}^v} w(P) = 1 \), and each \( P \in \mathcal{P}^v \) with \( w(P) > 0 \) is such that \( \lambda^v(P) \geq \lambda^v(Q) \).
- there exists a proper final segment \( S \) of \( Q \), such that \( \sum_{P \in \mathcal{P}_S^v} w(P) = w(S) \), and moreover each \( P \in \mathcal{P}_S^v \) with \( w(P) > 0 \) is such that \( \lambda^v(P) \geq \lambda^v(Q) \).

Fspp: Given an instance \( I = \langle G, \mathcal{P}, \Lambda \rangle \) of FSPP, find a fractional stable solution.

Haxell and Wilfong \[12\] proved that every instance of FSPP has a fractional stable solution. Their proof works in two stages. In the first stage, they use Scarf’s lemma to show that every instance of FSPP has an \( \epsilon \)-solution, for any positive constant \( \epsilon \). Then they apply a standard compactness-type argument to conclude that every instance has an exact solution. The following theorem is based on a reduction of Haxell and Wilfong \[11\].

Theorem 5.1. FSPP is PPAD-hard.

Proof. We show that 3-Kernel Nash \( \leq_P \) FSPP. Let \( D = (V, A) \) be a digraph. We construct an instance of FSPP \( I = \langle G, \mathcal{P}, \Lambda \rangle \). Let \( G = (V \cup \{d\}, E) \). We add an edge \((u, v)\) in \( E \) if there is an
arc \((u, v)\) or \((v, u)\) in \(A\). For each \(v \in V\) we add an edge \((v, d)\) in \(E\). The preferred paths of \(v\) consist of the path \(vd\) and \(vud\) such that \((v, u) \in A\). The path \(vd\) is preferred the least. The preference among the rest of the paths (of the form \(vud\)) is arbitrary. Let \(w\) be any fractional stable solution of \(I\). The corresponding solution to 3-Kernel Nash is obtained by setting \(f(v) = w(vd)\) for each \(v \in V\).

6 Related Problems in PPAD

6.1 Hypergraphic Preference Systems

A hypergraphic preference system is a pair \((H, \mathcal{O})\), where \(H = (V, E)\) is a hypergraph, and \(\mathcal{O} = \{\leq_v : v \in V\}\) is a family of linear orders, \(\leq_v\) being an order on the set \(D(v)\) of edges containing the vertex \(v\). A set \(M\) of edges is called a stable matching with respect to the preference system if it is a matching and for every edge \(e\) there exists a vertex \(v \in e\) and an edge \(m \in M\) containing \(v\) such that \(e \leq_v m\). A nonnegative function \(w\) on the edges in \(H\) is called a fractional matching if \(\sum_{v \in h} w(h) \leq 1\) for every vertex \(v\). A fractional matching \(w\) is called stable if every edge \(e\) contains a vertex \(v\) such that \(\sum_{v \in h, e \leq_v h} w(h) = 1\).

Hypergraphic Fractional Stable Matching: Given a hypergraphic preference system \((H, \mathcal{O})\) find a fractional stable matching.

Aharoni and Fleiner \cite{1} proved the following theorem. We refer the reader to \cite{1} for the details of the proof. We observe that their proof implies Hypergraphic Fractional Stable Matching \(\leq_P\) Scarf.

Theorem 6.1. (Aharoni and Fleiner \cite{1}) Every hypergraphic preference system has a fractional stable matching.

Corollary 6.2. Hypergraphic Fractional Stable Matching \(\in\) PPAD.

6.2 Approximate FSPP

There are two notions of approximation for FSPP: \(\epsilon\)-solution \cite{12} and \(\epsilon\)-stable solution \cite{14}.

\(\epsilon\)-solution: An \(\epsilon\)-solution is defined as an assignment of a non-negative weight \(w(P)\) to each path \(P \in \mathcal{P}^v\), for every \(v\) so that the weights satisfy the properties listed below. For a non-empty path \(S\), let \(\mathcal{P}^v_S\) denote the set of paths in \(\mathcal{P}^v\) that end with the path \(S\).

- Unity condition: For each node \(v\), \(\sum_{P \in \mathcal{P}^v} w(P) \leq 1\).
- \(\epsilon\)-Tree condition: For each node \(v\), and each non-empty path \(S\), \(\sum_{P \in \mathcal{P}^v_S} w(P) \leq w(S) + \epsilon\).
- Stability condition: For any path \(Q \in \mathcal{P}^v\), one of the two following conditions holds:
  - \(\sum_{P \in \mathcal{P}^v} w(P) = 1\), and each \(P \in \mathcal{P}^v\) with \(w(P) > 0\) is such that \(\lambda^v(P) \geq \lambda^v(Q)\).
there exists a proper final segment $S$ of $Q$, such that \( \sum_{P \in P^v_S} w(P) = w(S) + \epsilon \), and moreover each $P \in P^v_S$ with $w(P) > 0$ is such that $\lambda^v(P) \geq \lambda^v(Q)$.

\[\epsilon\text{-solution of FSPP : Given instance of FSPP find an } \epsilon\text{-solution.}\]

Using Scarf’s lemma, Haxell and Wilfong [12] proved that every instance of FSPP has an $\epsilon$-solution. Their proof is a polynomial reduction from $\epsilon$-solution of FSPP to Scarf. For more details we refer the reader to [12].

Theorem 6.3. (Haxell and Wilfong [12]) Every instance of FSPP has an $\epsilon$-solution.

Corollary 6.4. $\epsilon$-solution of FSPP $\in$ PPAD.

$\epsilon$-stable Solution : An $\epsilon$-stable solution to FSPP is a feasible solution (i.e., it satisfies unity and tree conditions mentioned in Section 5) such that for any path $Q \in P^v$, one of the two following conditions holds:

- $1 - \epsilon \leq \sum_{P \in P^v} w(P) \leq 1$, and each $P \in P^v$ with $w(P) > 0$ is such that $\lambda^v(P) \geq \lambda^v(Q)$.

- there exists a proper final segment $S$ of $Q$, such that $w(S) - \epsilon \leq \sum_{P \in P^v_S} w(P) \leq w(S)$, and moreover each $P \in P^v_S$ with $w(P) > 0$ is such that $\lambda^v(P) \geq \lambda^v(Q)$.

Note that, when $\epsilon = 0$, both $\epsilon$-stable solution and $\epsilon$-solution are equivalent to a fractional stable solution. In [14] we defined a game-theoretic model of FSPP and presented a relation between $\epsilon$-Nash and $\epsilon$-stable solution. We also presented a constructive proof (a distributed algorithm) showing that all instances of FSPP have an $\epsilon$-stable solution for any given $\epsilon > 0$. However, the complexity of finding an $\epsilon$-stable solution is an open problem.

7 Conclusion and Open Problems

In this paper, we studied the complexity of computational version of Scarf’s lemma (SCARF) and related problems. We proved that SCARF is complete for the complexity class PPAD thus showing that SCARF is as hard as the computational versions of Brouwer’s fixed point theorem and Sperner’s lemma. Hence, there is no polynomial-time algorithm for SCARF unless PPAD $\subseteq$ P. We also showed that fractional stable paths problem and finding strong fractional kernels in digraphs are PPAD-hard. Following are some of the problems left open by our work:

- We know that HYPERGRAPHIC FRACTIONAL STABLE MATCHING is in PPAD. Is it PPAD-complete?
- What is the complexity of finding $\epsilon$-solution [12] or $\epsilon$-stable solution [14] of FSPP?
• Is $\text{FSPP}$ in $\text{PPAD}$? A positive answer would give an alternate proof of Haxell and Wilfong’s theorem.

• What is the complexity of finding a core in a balanced $N$-person game with nontransferable utilities?

Please see [15] for a complete treatment of the above open problems.
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