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Synchronization is an important dynamical phenomenon in coupled nonlinear systems, which has been studied extensively in recent years. However, analysis focused on individual orbits seems hard to extend to complex systems while a global statistical approach is overly cursory. Koopman operator technique seems to well balance the two approaches. In this paper, we extend Koopman analysis to the study of synchronization of coupled oscillators by extracting important eigenvalues and eigenfunctions from the observed time series. A renormalization group analysis is designed to derive an analytic approximation of the eigenfunction in case of weak coupling that dominates the oscillation. For moderate or strong couplings, numerical computation further confirms the importance of the average frequencies and the associated eigenfunctions. The synchronization transition points could be located with quite high accuracy by checking the correlation of neighbouring eigenfunctions at different coupling strengths, which is readily applied to other nonlinear systems.
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I. INTRODUCTION

With the rapid development of science and technology, huge amount of data is generated and collected each day, concerning with complex systems involving natural phenomena, engineering operations or human activities. Nevertheless, it is nearly impossible to get all the details of a large system and measurement could only be made for a small number of observables which are functions of the system state. In the theory of low-dimensional nonlinear dynamics, the state space reconstruction is possible even for a scalar observation [1] since information is highly mixed when the dynamics is chaotic. However, in high-dimensional systems, the observations are so scant that much information is simply missed from the data. On the other hand, measurement is often contaminated with various noise that could be very disturbing. How to extract important information about the system from these partial observations remains a major challenge in both theory and practice.

At this point, the traditional focus on a single orbit may not be so appealing and it should be more fruitful to view the evolution of all observables as a whole, which may suppress possible noise and excavate stable information simultaneously from all the components as well as from their temporal correlation. The evolution of an observable as a function in the state space is described by the Koopman operator proposed by Bernard Koopman and John von Neumann in 1930 [2,3]. However, in recent years, with the rise of computer power and data science, this alternative framework of nonlinear dynamics analysis is extensively explored and a plethora of its applications are found in different fields [4-8]. In this new formulation, we focus on spectral properties of the Koopman operator, especially, the dominant eigenvalues and eigenfunctions.

In high-dimensional systems, however, the Koopman operator is usually represented by a very large matrix which has numerous eigenvalues and a reliable way is still lacking on how to identify and interpret the dominant ones, not to mention an analytic approach to the problem, concerning its complexity.

Nevertheless, recent progress in the renormalization group (RG) theory may shed some light, which is capable of extracting global information from local expansion [9]. Renormalization group investigates the change of physical laws across different scales and was first proposed for the perturbative calculation in quantum physics and statistical physics [10]. Later, it was extended to the treatment of nonlinear dynamics for both flows and mappings [9,11,12]. The starting point of the renormalization group is the removal of divergences (or resonance terms) from the perturbation series such that stable characteristics of system structure and dynamics are extracted which are insensitive to details, so it can be regarded as an alternative formulation of asymptotic analysis [9,11,12]. Usually asymptotic analysis techniques such as multiple scale method (MS), boundary layer method (BL) and WKB approximation are sophisticated and quite daunting to use because of their complexity and limitations [13-15]. On the contrary, the renormalization group method does naive perturbation expansion and requires little prior knowledge and hence is very convenient to apply in practice. In Ref. [16], the renormalization group analysis was further extended to the treatment of low-dimensional structures embedded in high-dimensional phase space. In the current paper, we will use renormalization group technique to carry out a perturbation analysis of synchronization process in the well-known Kuramoto model of coupled oscillators based on the Koopman operator.

Synchronization exists ubiquitously and is intensely studied, especially in coupled nonlinear systems, such as rhythmic applause of concert audience, synchronous vibration of pacemaker cells, fluid flow patterns, outbreak of infectious diseases, etc. Kuramoto model is a prototyped model for the
study of synchronization and has become a paradigm [17–
22], though plenty of mysteries still exist concerning its dy-
namical behaviour. Thus, it constitutes a good test bed of the
Koopman analysis for high-d nonlinear systems. Recently, Ott
and Antonsen proposed a nice technique referred to as the QA
method [23, 24], which rigorously defines a low-dimensional
sub-manifold in the limit of large oscillator population that
contains the synchronized state. Its success in dif-
fierent contexts [25, 26] indicates possible low-dimensional behaviour in
the synchronization of networked systems though the dynamics
could be weakly chaotic. Therefore, it seems possible to
pin down possible synchronization transitions with single in-
dex defined in the Koopman analysis of the Kuramoto model
even when the number of oscillators is finite.

Although the renormalization group approach is good for
oscillator systems with weak coupling, due to the limitation in
the expansion order or convergence, especially when the sys-
tem size is large, it is hard to get the exact equation of motion
for a real system with moderate or strong coupling. A lot of
progress has been made in numerical analysis of the synchro-
nization of Kuramoto model on complex networks, arousing
a wave of research [20, 21, 27, 28]. In Ref. [20], global tran-
sition was found by checking the complex order parameter.
But this method cannot accurately get the critical coupling
strength, not to mention the local synchronization point. In
Ref. [21], the local and global phase transition points can be
found by plotting the frequency tree of the oscillation, but we
still need to know the evolution of all oscillators. In this pa-
per, we will use Koopman operator to analyze the Kuramoto
model, based on the Hankel matrix and singular value decom-
position (SVD) for dynamic mode decomposition (DMD). In view
of the time delay embedding theory, we reconstruct local
effective dynamical modes from a few oscillators. From the
approximation of the Koopman operator, the frequency
structure is identified and the important frequency component
is obtained. At the same time, the phase transition point can
be located by considering the correlation function of the dom-
inant eigenfunctions at different coupling strengths. The reli-
ability of the Koopman method will be verified in comparison
with a direct numerical computation.

This paper is organized as follows: In Section II we will in-
trude Koopman operator, including its definition, eigenval-
ues and eigenfunctions of spectral decomposition, and com-
monly used algorithms for its computation. In Section III
we take the nearest-neighbor Kuramoto model as an ex-
ample to carry out a perturbation analysis by a renormalization
group method, which yields an approximate analytical solu-
tion. Then, the Koopman operator is applied to analyze the
evolution data when the coupling is strong, in which eigen-
values and eigenfunctions are used to unfold the frequency
structure of the system and locate the phase transition point.
In section IV the method is extended to the Kuramoto model
on a complex network. The last section is the conclusion of
the whole paper.

II. KOOPMAN OPERATOR

Typical orbits are meandering around in a complex way in
the phase space of a nonlinear system when the dynamics is
chaotic, which poses considerable challenge to its description.
Nevertheless, Koopman realized that the evolution of state-
space observables can be described by a linear operator, which
is later called the Koopman operator [2]. The overall dimen-
sions could be decomposed into simpler modes characterized by
its eigenvalues and eigenfunctions, which laid the foundation
of a statistical approach to nonlinear evolution. Compared
with the classical approach to individual state space trajec-
tories, this method is more suitable for global analysis and
optimal control. In this section, we will sketch the main in-
crement of the theory and several numerical schemes for its
application.

A. Definition

Consider a continuous-time dynamical system in the n-
dimensional phase space $\mathbb{M}$,

$$\dot{x} = F(x), \quad (1)$$

where $x \in \mathbb{M}$ is the state vector and $F: \mathbb{M} \to \mathbb{M}$ gives the
vector field which is usually nonlinear. $S^t(x_0)$ denotes the so-
lution to Eq. (1) with the initial value $x_0$, which defines a
differentiable flow in the phase space. For fixed $t$, $S^t(x_0)$ ac-
tually gives a diffeomorphism. The Koopman operator $K$ is
a linear operator, which acts on differentiable functions in the
phase space of a dynamical system and gives the evolution of
the function along orbits.

More explicitly, based on a differentiable function $g(x)$ in
the phase space $\mathbb{M}$, we may define its evolution

$$g(t, x_0) \equiv g(S^t(x_0)). \quad (2)$$

All the observable functions constitute an infinite-dimensional
linear vector space. A family of Koopman operators $K^t (t \in
[0, \infty))$ may be defined in this linear space

$$K^t g(x_0) = g(S^t(x_0)). \quad (3)$$

For a fixed $t$, $K^t$ maps the observable $g(x)$ to $g(t, x)$, which
is actually more naturally defined in a discrete dynamical sys-
tem. For a map $y = T(x)$, the Koopman operator $K$ acts on
$g(x)$ as follows

$$Kg(x) = \tilde{g}(x) = g(T(x)), \quad (4)$$

which maps a function value to the next one on an orbit.

B. Eigenvalues and eigenfunctions

From the above definition, it is easy to see that Koopman
operator is closely related to the dynamics of the system. In
fact, all the orbit information could be excavated from its ac-
tion on a complete set of observables. Alternatively, a linear
operator could also be characterized by its eigenfunctions and eigenvalues which may be more stable under perturbations and thus good for numerical computation. In Ref. 2, Koopman himself related the spectral properties of the Koopman operator to conservativeness, integrability and ergodicity. Later, Mezić used eigenfunctions of Koopman operator to extract invariant sets and ergodic blocks in the state space 7,8,29–32. Below, some spectral properties of the Koopman operator are discussed.

Let the eigenfunction \( \varphi_k(x) \) of Koopman operator \( \mathcal{K} \) correspond to the eigenvalue \( \lambda_k \), then
\[
\mathcal{K}\varphi_k(x) = \lambda_k \varphi_k(x), \quad k = 1, 2, \ldots.
\]
If we have the eigenvalues \( \lambda_1, \lambda_2 \) with the eigenfunctions \( \varphi_1(x), \varphi_2(x) \), the product \( \lambda_1 \varphi_1(x) \) is also an eigenvalue with the eigenfunction \( \psi(x) = \varphi_1(x)\varphi_2(x) \), since
\[
\mathcal{K}\psi(x) = \psi(F(x)) = \varphi_1(F(x))\varphi_2(F(x)) = \lambda_1 \varphi_1(x)\varphi_2(x).
\]
Specifically, the \( n \)-th (\( n \in \mathbb{Z} \)) power of \( \lambda_k \) is also an eigenvalue, corresponding to the eigenfunction \( \varphi_k^n(x) = (\varphi_k(x))^n \). Thus for the Koopman operator, products of eigenfunctions are eigenfunctions, which may hinder the search for the principal eigenfunctions which look relatively simple but dominate the evolution in some sense.

The Koopman operator \( \mathcal{K} \) can be uniquely decomposed into a regular and a singular part corresponding to the continuous and the discrete spectra 8. If the asymptotic dynamics is simple (fixed points, periodic orbits, invariant tori), the spectrum of the Koopman operator would have enough eigenvalues so that the eigenfunctions could be used as a basis to expand observables \( g(x) \) as follows 5,7
\[
g(x) = \sum_k b_k \varphi_k(x),
\]
where \( b_k \) is the expansion coefficient. For a finite number of the basis functions, the expansion is approximate.

On an ergodic component, the Koopman operator is unitary so its spectrum concentrates on a unit circle in the complex plane 8, while other eigenvalues mark the growth or decay of the corresponding modes and thus signal transient states. For \( \lambda_k = 1 \) with the eigenfunction \( \varphi_k(x) \), we have \( \varphi_k(x_p) = \mathcal{K}\varphi_k(x_{p-1}) = \varphi_k(x_{p-1}) = \ldots = \varphi_k(x_0) \) (\( p \in \mathbb{Z} \) represents the discrete time). Along an orbit, the eigenvalue does not change with time and all the points on the orbit assume the same value, which maps out an invariant subset of the dynamical system 29,30. For a long chaotic orbit, the subsect should be the ergodic component that contains the orbit. For \( \lambda_k = e^{\theta I} \) (\( I = \sqrt{-1} \) is the imaginary unit.) \( \theta \) is real, if the corresponding eigenfunction \( \varphi_k(x) \) robustly exists, then
\[
\varphi_k(x_p) = \mathcal{K}\varphi_k(x_{p-1}) = e^{\theta I}\varphi_k(x_{p-1}) = \ldots = e^{\theta I}\varphi_k(x_0),
\]
which depicts periodic motion of certain type 8.

### C. Dynamic Mode Decomposition

With the development of computer and the great progress in numerical calculation, to obtain, process and analyze a large amount of dynamics data has become possible, and this data-driven approach enables new techniques and new paradigms 33. The traditional point by point description of the system focuses on a single orbit, while the operator theory describes all orbits as a whole which thus naturally provides a global view of system dynamics. DMD is closely related to the spectral analysis of the Koopman operator 34,35. In fact, even at the early times of its development 8, spectral decomposition is proposed for model reduction and mode decompositions based on data, either from experiments or simulation. DMD can be regarded as a numerical approximation of the Koopman spectral analysis. Below, different numerical schemes for the DMD will be introduced based on the Koopman operator.

Most often, a time series is available:
\[
x_0, x_T, x_{2T}, \ldots, x_{(n-1)T}, x_{nT},
\]
which is used to extract key dynamical modes or information about the system under investigation. For this purpose, a dictionary of observables \( g_i(x), i = 1, 2, \ldots, m \) are selected to approximate the functional space, which leads to the following data matrix:
\[
X = (g_1(x_0), g_2(x_0), \ldots, g_m(x_0)) = \begin{pmatrix}
g_1(x_0) & g_2(x_0) & \cdots & g_m(x_0) \\
g_1(x_T) & g_2(x_T) & \cdots & g_m(x_T) \\
\vdots & \vdots & \ddots & \vdots \\
g_1(x_{(n-1)T}) & g_2(x_{(n-1)T}) & \cdots & g_m(x_{(n-1)T})
\end{pmatrix},
\]
\[
Y = (\tilde{g}_1(x), \tilde{g}_2(x), \ldots, \tilde{g}_m(x)) = \begin{pmatrix}
g_1(x_T) & g_2(x_T) & \cdots & g_m(x_T) \\
g_1(x_{2T}) & g_2(x_{2T}) & \cdots & g_m(x_{2T}) \\
\vdots & \vdots & \ddots & \vdots \\
g_1(x_{nT}) & g_2(x_{nT}) & \cdots & g_m(x_{nT})
\end{pmatrix},
\]
where each column of the data matrix \( X, Y \) is an \( n \)-point representation of the observables and the points are picked up uniformly in time from a long orbit. The number \( n \) of representative points should be large enough to give good spatial resolution. The projection \( \mathcal{K}^T \) of the Koopman operator in this finite-dimensional function space, therefore, could be obtained from the equation below:
\[
\mathcal{K}^T X = Y \quad \text{or} \quad \mathcal{K}^T = YX^T(XX^T)^{-1},
\]
by a matrix inversion (or pseudo-inversion). The selection of basis functions is very important, which depends on the features to be explored. We need enough basis functions for the features and reach reliable conclusions 34,36,37. For a good basis, \( m \) could be small and the computation load is much reduced, especially for high-dimensional systems. But an optimal selection of the truncation and the form of basis functions is a difficult problem.

Commonly used basis functions include Gaussian basis, Fourier basis, polynomial basis and so on, which may be good on certain occasions but may not be so on others. Fortunately,
it is possible to numerically extract a natural basis based on the Hankel matrix, which directly uses the delay embedding of the measurement values, i.e., \( g(x) = x \). Delay embedding is a geometric reconstruction scheme for attractors in nonlinear systems and extremely useful in the modern theory of time series analysis \([38, 39]\). In Ref. \([5]\), it is proved that the eigenfunctions and eigenvalues of Koopman operator can be obtained by applying DMD to the Hankel data matrix with limited observations. By combining delay embedding with DMD, we are able to extract interesting dynamics information about the inaccessible state space from the partial data. More explicitly, we write the Hankel matrix as follows:

\[
H = \begin{pmatrix}
x_0 & x_\tau & \cdots & x_{m\tau} \\
x_\tau & x_{2\tau} & \cdots & x_{(m+1)\tau} \\
\vdots & \vdots & \ddots & \vdots \\
x_{(n-1)\tau} & x_{n\tau} & \cdots & x_{(n+m-1)\tau}
\end{pmatrix}, \tag{11}
\]

where each column could be viewed as an observable based on the \( n \) points along a typical trajectory in the phase space. As is well known, a non-trivial smooth function defined in the high wave-number undulations could not be captured in the phase space will soon become rather rugged upon the action of the Koopman operator if the system is chaotic. Therefore, the high wave-number undulations could not be captured in this representation and the best that we can hope for is a good description of features (or averages of features) which could be depicted with the \( n \) points. As the column vectors of the Hankel matrix are usually not even close to orthogonal, it is a good practice to first apply the SVD to the Hankel matrix to arrange in a decreasing order, reflecting the relative importance of the corresponding columns of \( U \) and \( V \). The columns of \( U \) could be viewed as a new orthogonal basis while each column of \( V^T \) is the coordinates of the observable in this new basis divided by the corresponding singular value. In another word, the original Hankel matrix becomes \( \Sigma V^T \) in the new frame.

The selection of the truncation order \( r \) depends on the relative magnitude of the singular values as well as the features under investigation. For safe, here we keep all the modes with \( \sigma_i \geq 10^{-7} \) and thus

\[
\tilde{H} = \hat{U} \hat{\Sigma} \hat{V}^T
\]

\[
= \begin{pmatrix}
u_1 & v_2 & \cdots & v_m
\end{pmatrix}
\begin{pmatrix}
\sigma_1 & 0 & \cdots & 0 \\
0 & \sigma_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \sigma_r
\end{pmatrix}
\begin{pmatrix}
-v_1^T \\
v_2^T \\
\vdots \\
-v_r^T
\end{pmatrix}, \tag{12}
\]

A Koopman analysis based on \( \hat{\Sigma} \hat{V} \) could be performed similar to what has been done in Eq. \((10)\). The eigenfunctions could be represented in the original function space by a matrix multiplication. As non-essential parts are ignored, the computational complexity is greatly reduced. As a result, we achieve both efficiency and stability in the computation. The SVD is essentially a linear transformation, which is widely used in numerical analysis for dimension reduction or noise filtering \([11, 40]\). In the current context, the Koopman analysis will further reduce the dimension by embedding the temporal evolution in the analysis while maintaining the robustness by keeping only the dominant eigenfunctions.

### III. APPLICATION TO A KURAMOTO MODEL WITH NEAREST-NEIGHBOR COUPLING

Synchronization is closely related to our life, so it has always been a hot research topic \([41]\). In 1975, Kuramoto proposed his model \([42]\) based on Winfree’s research \([43]\), which is classic for the description of synchronous behavior of a large number of coupled oscillators. It was originally used in biological rhythm, chemical oscillations, and later extended to other applications \([19, 22]\), which describes limit-cycle oscillators with distinct natural frequencies and sinusoidal couplings, where amplitude information is ignored and only phase information is considered. The model is simple enough for various analytical derivation, rich enough to display a variety of synchronization modes, and flexible enough to adapt to a variety of physical scenarios.

Without lack of generality, we consider the classical and simplest Kuramoto model with a general coupling structure:

\[
\dot{\theta}_i = \omega_i + K \sum_{j=1}^{N} a_{ij} \sin(\theta_j - \theta_i), \quad i = 1, \ldots, N, \tag{14}
\]

where \( N \) is the total number of oscillators, \( \theta_i \) is the phase of the \( i \)-th oscillator and \( \omega_i \) is the natural frequency of the \( i \)-th oscillator drawn from a common distribution \( \rho(\omega) \). The parameter \( K \) is the coupling strength (also known as coupling coefficient) between oscillators. \( a_{ij} = 0 \) or 1 indicates the adjacency between oscillators. In the original Kuramoto model, \( a_{ij} = 1 \) for all pairs, featuring a complete interaction graph. Later on, various coupling strategies are proposed and studied on different networks.

#### A. Kuramoto model on a circle

In this section, we consider the nearest-neighbor Kuramoto model \([44, 46]\), which includes only nearest-neighbor couplings on a circle:

\[
\dot{\theta}_i = \omega_i + K(\sin(\theta_{i+1} - \theta_i) + \sin(\theta_{i-1} - \theta_i)), \quad i = 1, \ldots, N. \tag{15}
\]

Here, the circle topology indicates a periodic boundary condition: \( \theta_0 = \theta_N, \theta_{N+k} = \theta_k \).

It can be seen from Eq. \((15)\) that an oscillator only interacts with its two neighbours in an attractive manner. When
the coupling is weak or the natural frequency difference is large, the oscillators tend to rotate independently and the overall dynamics is incoherent. With increasing coupling strength, the average frequency of neighboring oscillators tends to condense. When a threshold is reached, a small group of oscillators falls into synchrony and more or less acts like one "big" oscillator. For large enough coupling strength, all oscillators get synchronized and rotate together with a frequency which is the algebraic average of the natural frequencies of these \( N \) oscillators. To characterize the long-time rotation behaviour, an average frequency is defined for each oscillator \( i \):

\[
\tilde{\omega}_i = \langle \omega_i \rangle = \lim_{T \to \infty} \frac{1}{T} \int_0^T \dot{\theta}_i(t) dt,
\]

which is a relatively simple index and amenable to numerical computation but may be used to select important modes in the Koopman analysis as will be shown below.

To facilitate the analytic computation, the change of the variable \( z_i = e^{i\theta_i} \) (\( I = \sqrt{-1} \) is the imaginary unit) in Eq. (15) entails a polynomial vector field:

\[
\dot{z}_i = i\omega_i z_i + \frac{K}{2} (z_{i+1} - z_i z_{i+1} + z_{i-1} - z_i^2 z_{i-1}), \quad i = 1, \ldots, N,
\]

where the bar over a symbol denotes complex conjugation. The boundary condition then becomes \( z_0 = z_N, \ z_{N+k} = z_k \).

In the following, without loss of generality, Koopman analysis will be carried out for Eq. (17) with \( N = 6 \) oscillators, and its natural frequencies are randomly selected as: \( -1, -0.7, -0.4, 0, 0.2, 0.6 \). In the limit of weak coupling, a perturbation technique based on the renormalization group analysis could be designed to compute the eigenfrequency and the eigenfunction. Even the lowest order approximation matches well with the numerical computation. If the coupling becomes strong, the analytic approach becomes overly cumbersome and is relegated to pure numerical calculation.

### B. Renormalization group analysis

After Goldenfeld et al. extended the RG analysis to the treatment of differential dynamical systems, great progress has been made in both applications and theoretical understanding. In fact, many singular perturbation methods can be understood in terms of a renormalization process. The amplitude or phase equations could be regarded as RG equations and thus derivable in the framework of the RG theory [47]. A geometric interpretation is proposed based on the classical theory of envelopes in differential geometry [48, 55], which leads to applications in the computation of central manifold [56], heteroclinic orbit in nonlinear systems [16], and so on. Here, we apply the RG technique to a perturbation analysis of the nearest-neighbor Kuramoto model [17].

The RG analysis starts from a naive series expansion of the solution to the differential equation. In fact, an oscillator rotates with an average frequency after transient, rather than its natural frequency. Hence, we introduce a new parameter \( \tilde{\omega}_i \) indicating the average frequency of the \( i \)-th oscillator and get the transformed formula:

\[
\dot{\tilde{z}}_i = i\tilde{\omega}_i z_i + \frac{eK}{2} (z_{i+1} - z_i z_{i+1} + z_{i-1} - z_i^2 z_{i-1}) - i\epsilon^2 (\Delta \omega_i) z_i,
\]

where \( \Delta \omega_i = \tilde{\omega}_i - \omega_i \) being an unknown frequency correction term of the \( i \)-th oscillator, which may be used to eliminate possible resonance terms.

Next, we make an expansion in \( \epsilon \):

\[
\tilde{z}_i = z_{i0} + \epsilon z_{i1} + \epsilon^2 z_{i2} + \cdots,
\]

\[
\Delta \omega_i = \Delta \omega_{i0} + \epsilon \Delta \omega_{i1} + \epsilon^2 \Delta \omega_{i2} + \cdots,
\]

where the first subscript \( i \) in \( z_{ik} \) and \( \Delta \omega_{ik} \) represents the index of the oscillator, and the second subscript \( k \) indicates the expansion order. Put the perturbation expansion into Eq. (18) and compare different powers of \( \epsilon \), we get a set of differential equations:

\[
e^{(0)}: z_{i0} = i\tilde{\omega}_i z_{i0}
\]

\[
e^{(1)}: z_{i1} = i\tilde{\omega}_i z_{i1} + \frac{K}{2} (z_{i+1} - z_{i0} z_{i+1} + z_{i-1} - z_{i0} z_{i-1})
\]

\[
e^{(2)}: z_{i2} = i\tilde{\omega}_i z_{i2} + \frac{K}{2} (z_{i+1} - z_{i0} z_{i+1} - 2z_{i0} z_{i1} + z_{i-1} - z_{i0} z_{i-1} - 2z_{i0} z_{i1}) - i\epsilon^2 \Delta \omega_{i0} z_i
\]

The first equation is a linear differential equation, which can easily be solved.

\[
z_{i0} = A_i e^{i\tilde{\omega}_i (t-t_0)},
\]

where \( A_i \) is the initial value, being a function of \( t_0 \), to be used as the renormalization variable later.

The higher-order equations can be solved based on low-order results. For example, at the first order, to eliminate the resonance term, we set \( \Delta \omega_{i0} = \frac{K^2}{\tilde{\omega}_{i-1} - \tilde{\omega}_i} + \frac{K^2}{\tilde{\omega}_{i+1} - \tilde{\omega}_i} \) leading to:

\[
z_{i1} = \frac{K}{2} \frac{I}{\tilde{\omega}_i - \tilde{\omega}_{i-1}} (z_{i-1} + z_{i-1} z_{i0}^2) + \frac{K}{2} \frac{I}{\tilde{\omega}_i - \tilde{\omega}_{i+1}} (z_{i+1} + z_{i+1} z_{i0}^2).
\]
Because of the limited space, higher order results will not be listed. The approximate solution is:

\[
\dot{z}_i = z_{i0} + \frac{\varepsilon K}{2} \left[ \frac{I}{\omega_i - \omega_{i-1}} (z_{i(i-1)0} + z_{i(i-1)0}^2) + \frac{I}{\omega_i - \omega_{i+1}} (z_{i(i+1)0} + z_{i(i+1)0}^2) \right] + \cdots,
\]

where \( \dot{z}_i = \dot{z}_i[t; t_0, A(t_0)] \) is a function of the initial time \( t_0 \) and the initial vector \( A(t_0) \). The higher the order of \( \varepsilon \), the more accurate is the approximate analytic solution.

We can get the polynomial expansion of \( A_i \) on \( z_i \) from Eq. (23) after setting \( t = t_0 \):

\[
A_i = \frac{c_i}{2} z_{i-1} + (1 + \frac{c_i^2}{2}) z_i + \frac{(-c_{i+1})^2}{2} z_{i+1} + \frac{c_i}{2} z_{i-1}^2 z_i^2 + \frac{(-c_{i+1})^2}{8} z_{i+1}^2 z_i^2 - \frac{(-c_{i+1})^2}{8} z_i^2 + \cdots,
\]

where \( c_i = \frac{k_\varepsilon}{i(\omega_i - \omega_{i+1})} \).

The RG principle tells that the physical quantity should be independent on the starting point of the renormalization. Adopting the idea from Ref. [16], we focus on the dynamics induced by the coordinate \( z_i \) on some submanifold, along the eigen-direction in the complex domain near the origin. The initial vector is \( A = (0, \ldots, A_i, \ldots, 0) \), emphasizing the analytic structure started from the \( A_i \) component. According to the renormalization equation

\[
\frac{d^2 z_i}{dt^2} |_{t=t_0} = 0,
\]

the equation for \( dA_i(t_0)/dt \) could be obtained. To remove non-autonomous terms, we take a limit \( t = t_0 \). The resulting evolution equation for \( A_i(t_0) \) is

\[
\dot{A_i} = i \tilde{\omega}_i A_i,
\]

which looks simple and its solution is \( A_i(t_0) = A_{i,0} e^{i \tilde{\omega}_i t_0} \), where \( A_{i,0} \) is the initial value. Based on Eq. (26) in Sec. II A and Eq. (5) in Sec. II B, \( K A_i \) is an eigenvalue and eigenfunction of the Koopman operator \( K \) respectively. Here, we keep the simple oscillation dynamics by eliminating the resonance terms order by order, and it turns out that the renormalized frequency \( \tilde{\omega}_i \) matches very well with the average frequency \( \tilde{\omega}_i \) computed from the time series.

### C. Koopman analysis

The above analytic approach is possible only for lowest orders and converging well for weak couplings. In order to study more general cases, numerical computation has to chip in. In this section, we will analyze the frequency structure of the coupled system, then extract dominant frequencies and locate phase transition points according to the eigenvalues of the Koopman operator.

We use the observable(s) \( Z^i \) to construct the Hankel matrix:

\[
H = \left( \begin{array}{cccc}
Z^0 & Z^T & \cdots & Z^{m+1}_T \\
Z^T & z^{n+1}_T & \cdots & Z^{(n+1)T}
\end{array} \right),
\]

where \( Z^i \) can be a row or a column vector composed of \( z_i^j \) and the superscript \( i \) is the time indicator. According to the algorithm in Sec. III C with the evolutionary step \( \tau = 0.01 \), \( n = 2000 \) and \( m = 5000 \), a finite dimensional approximation of the Koopman operator can then be obtained, available for the computation of eigenvalues and eigenfunctions.

Here, let’s take \( Z^i = (z_i^j) \), only the observations from oscillator 1. In Fig. 1, we draw the expansion coefficient of the observable

\[
(Z^0, Z^T, \ldots, Z^{(n+1)T})^T = (z^0_i, z^T_i, \ldots, z^{(n+1)T}_i)^T
\]

with respect to eigenfunctions ordered by frequencies with different coupling strengths. For ease of plotting, we limit the abscissa to the interval \([-3, 3]\). The figure is similar to the spectrum diagram and is discrete and asymmetric. Obviously, the most important eigenvalue is related to the average frequency of oscillator 1 as depicted in Sec. III B. According to Sec. III B the linear combination of the average frequencies is also related to eigenvalues, and the corresponding eigenfunctions can also be recovered. From Fig. 1(a) to Fig. 1(c)
it can be observed that the components become more and more complex with the increase of the coupling strength, and the frequency proportion of nonlinear components increases steadily. Of course, some local synchronizations in the process are not clearly observed from the figure. When reaching a critical coupling strength, all oscillators are synchronous and experiencing a global phase transition, where the main frequency is the average of individual generic frequencies as shown in Fig. 1(d). It seems that the system can be treated as "one" cluster rotating at a common frequency to some extent after synchronization. To sum up, eigenfunctions describe modes with different frequencies, and the expansion coefficients on the eigenfunctions of the observable give a kind of "spectrum". From the change of spectrum with the coupling strength, we find the global synchronization point $K = 1.45$ with an error of about 0.02.

In Tab. I, we compare of the principal eigenfunction obtained by the Koopman and the RG computation (2nd-order approximation) for $K = 0.08$. The ratio of the corresponding coefficients is about 0.025, which indicates that the two results are proportional to each other and the two approaches well match in case of small couplings.

| Method     | 0.16 | 0.20 | 0.26 | 0.32 | 0.38 | 0.44 | 1.45 |
|------------|------|------|------|------|------|------|------|
| Numerical  | 0.16 | 0.20 | 0.26 | 0.32 | 0.38 | 0.44 | 1.45 |
| Koopman    | 0.16 | 0.20 | 0.28 | 0.34 | 0.40 | 0.44 | 1.45 |

TABLE II: The critical coupling strength for the Kuramoto model on a circle of $N = 6$ oscillators obtained by the direct numerical and the Koopman computation.

D. Tracking of bifurcations

As the coupling strength increases, the actively involved eigen-modes increase first, at some point start to decrease and collapse to a principal one beyond the critical point. How to find the important ones and how to determine the bifurcation

FIG. 1: Expansion coefficients of the observable $(z_1^0, z_1^\tau, \ldots, z_1^{(n-1)\tau})^T$ on the eigenfunctions of the Koopman operator for the Kuramoto model on a circle of $N = 6$ oscillators with different coupling strengths when $Z^\tau = (z_1^\tau)$.
the Koopman operator. Through the analysis above, we find that no matter what the coupling strength is, the largest expansion coefficient is always attached to the average frequency which is thus regarded as the principal mode of the oscillator.

If we take the observable \( Z' = (\zeta'_i), i = 1, 2, \ldots, N \), the eigenfunction expansion of the motion of each oscillator is different and changes with coupling strength, while the dominant eigenfunctions always correspond to the average frequencies of individual oscillators. In virtue of this observation, we may extract six sets of spectra for different coupling strengths but with \( N = 6 \) as depicted in Fig. 2. Blue solid lines display the numerical result, and red hollow circles for the Koopman solution. However, the Koopman solution at the local phase transition point may not be very accurate, because upon synchronization, the motion of the involved oscillators is very sensitive to the coupling strength or perturbations from other degrees of freedom. Further investigation is needed in the future for a more accurate computation near the bifurcation point. On the whole, however, the Koopman results match the numerical ones well. When the observable is a row vector, \( Z' = (\zeta'_i, \zeta'_{i+1}) \) or a column vector \( Z' = (\zeta'_i, \zeta'_{i+1})^T \), the koopman analysis gives a result similar to what is in Fig. 2 so we will not show it again.

From the above discussion we know that there is a correspondence between the eigenvalues and the average frequencies of the oscillators, while the eigenfunctions map out relative importance of different modes in the phase space. Thus, it is possible to find out the phase transition point by checking the change of the eigenfunction with the coupling strength. With \( Z' = (\zeta'_i) \), we may define the correlation coefficient of the eigenfunction \( \varphi_n \) of oscillator:

\[
\rho_n(K_j) = \frac{\text{Cov}(\varphi_n(K_{j-1}), \varphi_n(K_j))}{\sqrt{\text{Var}(\varphi_n(K_{j-1})) \text{Var}(\varphi_n(K_j))}},
\]

where in this section, we take \( K_j - K_{j-1} = 0.01 \). The eigenfunction \( \varphi_n(K_j) \) receives the largest expansion coefficient of the observable at certain coupling strength \( K_j \), which can be used to predict some of the synchronization points. For better characterization, we take the summation: \( \rho = \frac{1}{N} \sum_{n=1}^{N} \rho_n(K_j) \), and draw the "\( \rho-K \)" graph with the red dashed line in Fig. 3. In most cases, the correlation coefficient \( \rho \) is close to 1, because the mode changes smoothly with the coupling strength if there is phase transition. When a local or a global synchronization is about to occur, there is a rapid change of the principal eigenvalue and eigenfunction, resulting in a perceivable change of \( \rho \). In the graph, henceforth, a dip in a smooth background is featured for \( \rho < 1 \). By comparing with the numerical result in Tab. 2, we find that the error in the prediction of synchronization point is within 0.02.

It can be seen that the Koopman method only needs evolution data, but is able to extract important frequencies through the eigenvalues and eigenfunctions. Based on the correlation variation with the coupling strength, multiple phase transition points can be detected. In a word, in the nearest-neighbor Kuramoto model, the numerical solution, the analytical solution of the RG method with small coupling and the results of the Koopman analysis match each other well, which proves the reliability of the Koopman method.

IV. APPLICATION TO A KURAMOTO MODEL ON A COMPLEX NETWORK

In the above section, Koopman operator is used to analyze the nearest-neighbor Kuramoto model of \( N = 6 \) oscillators. But in reality, the coupled system is usually defined on a complex network, which is a hot research topic in recent years [29]. In this section, we will extend our application of
the Koopman analysis to the Kuramoto model on a complex network. First, we discuss the network topology.

**A. Kuramoto model on a complex network**

In 1998, Watts and Strogatz proposed that biological or social networks are between completely regular and random, and established the WS model to generate this kind of networks [57]. This model starts from a completely regular network and then randomly reconnects the nodes in the network. As a result, all the path lengths in the network are short and the clustering degree is high, which is consistent with the small-world characteristics [58] and carries on rich statistical and dynamics behaviors. So it is interesting to extend application of the Koopman method to systems defined on WS networks.

For ease of observation, we generate a network topology of $N = 10$ oscillators in Fig. 4, where the ten circled red dots symbol ten oscillators, black numbers marking indices of oscillators, and black edges indicating the interaction topology. The edge connection between vertex $i$ and $j$ gives $a_{ij} = 1$ in Eq. (14).

**B. Koopman analysis**

With the network topology in Fig. 4, here we focus on two typical distributions of frequencies: randomly distributed in the interval $[-1, 1]$ with uniform probability (called random-uniform distribution, RUD) and chosen linearly within $[-1, 1]$ (called linear distribution, LD) as depicted in Fig. 5.

The bifurcation of average frequencies obtained by direct numerical computation is plotted in Fig. 6 with blue solid lines. The frequency distribution and coupling strength between oscillators have an obvious impact on the process of synchronization. The oscillators with similar frequencies tend to be synchronized locally first. With the coupling strength increasing, the noncoherent state gets reduced and coherence begins to gain weight gradually. After local synchronization taking place at a larger and larger scale, the global synchronization is finally achieved at certain critical coupling strength. We plot the most important set of frequencies from the Koopman analysis with red hollow circles in Fig. 6. Obviously, the results are in general quite reliable except at local bifurcation points, which may be attributed to the fact that here the interference between oscillators is subtle and sensitive.

We plot the $ρ$-$K$ graph for this Kuramoto model with red dashed line in Fig. 7 and the natural frequency distribution is LD in Fig. 7(a) and RUD in Fig. 7(b) respectively. The dips in the correlation profile correspond well to phase transition points in the frequency tree. Tab. III show the critical coupling strength obtained with direct numerical computation and the frequency jump points identified with the Koopman analysis, where $K_j - K_{j-1} = 0.002$. Unfortunately, the phase transition point $K = 0.009$ is not detected by the Koopman technique in Tab. [LV] with $K_j - K_{j-1} = 0.003$. Because the difference of the natural frequency between the two oscillators is tiny and the synchronization occurs at a very small coupling strength (close to zero). In this case, the insignificant change of modes is not able to catch the phase transition point. It is worth mentioning that the phase synchronization detected with direct numerical computation at $K = 0.060$ covers two dips in the correlation coefficient at $K = 0.054, 0.063$, which may indicate possible occurrence of very subtle bifurcation. The marching stepsize of the coupling strength is smaller than in Sec. [ITC] resulting in a computation error less than 0.01.

In conclusion, the results of the Koopman analysis remains reliable for the Kuramoto model on a complex network.

**V. CONCLUSIONS**

With the help of spectral properties of Koopman operator, we are able to divide the phase space, extract important dynamics patterns, and determine global properties of coupled nonlinear systems. In this paper, this technique has been extended to the analysis of Kuramoto oscillators on a ring or a complex network. After a Hankel matrix is built from the time series and is preprocessed with SVD, we carry out the DMD based on an approximation of the Koopman operator. Eigenfunctions and eigenvalues are obtained to unfold the frequency structure, and dominant modes are determined by checking the weight of different eigenfunctions. With an RG analysis valid in case of small coupling, the eigen-frequencies turn out to be the average frequencies of the oscillators, which holds true even for moderate or strong couplings justified by the Koopman approach. The correlation of eigenfunctions at neighbouring coupling strength is a manifestation of the change rate of the important dynamical modes, through which local or global synchronization strength can be found with small error bars. These new techniques may provide extra tools for the extraction of important dynamical information in complex systems.

In the above analysis, near the bifurcation point, the frequency derived from the Koopman analysis sometimes does
FIG. 5: Two frequency distributions for the Kuramoto model on a network. (a) a linear distribution; (b) a realization from the uniform distribution on $[-1, 1]$. The network is displayed in Fig. 4.

FIG. 6: The average frequency vs the coupling strength $K$ for the Kuramoto model on a network shown in Fig. 4, for different generic frequency distributions: (a) linear; (b) random as displayed in Fig. 5, and for different computations: the direct numerical average (blue solid lines) and the Koopman analysis (red hollow circles).

| numerical | 0.088 | 0.100 | 0.116 | 0.140 | 0.190 | 0.254 | 0.384 | 0.388 |
| Koopman   | 0.086 | 0.098 | 0.116 | 0.134 | 0.190 | 0.246 | 0.380 | 0.392 |

TABLE III: The critical coupling strength obtained by the direct numerical and the Koopman computation for the Kuramoto model on a complex network shown in Fig. 4 with the natural frequency linearly distributed in the interval $[-1, 1]$.

| numerical | 0.009 | 0.045 | 0.060 | 0.072 | 0.087 | 0.090 | 0.222 | 0.267 | 0.387 | 0.414 |
| Koopman   | -     | 0.045 | 0.054 | 0.063 | 0.072 | 0.084 | 0.222 | 0.267 | 0.387 | 0.417 |

TABLE IV: The critical coupling strength obtained by the direct numerical and the Koopman computation for the Kuramoto model on a complex network shown in Fig. 4 with the natural frequency from the uniform distribution in the interval $[-1, 1]$.
not match well with the average frequency. How to improve the computation and pin down important frequencies should be better probed. We use the correlation function as an indicator for the bifurcation events, which seems valid in most cases but may not be the best ones since a majority of other eigenfunctions are ignored. Some important features of dynamics may be lost in the current treatment and so it would be very helpful if one can find a way to pick up contributions from them. Also, in the current investigation, enough data is provided for our purpose. If only a limited amount of data is available, what kind of information can be extracted from the Koopman analysis is an interesting question, which may depend on the functional basis we use to construct the approximate Koopman operator.

Looking back on the whole analysis, the Koopman technique does not require governing equations of motion, and a time series suffices for all the above operations. To reduce the complexity associated with high dimensionality and ease the difficulty of basis selection, we combined the concept of DMD with the time delay embedding and the SVD. Under the premise of ensuring stability and reliability, the Koopman analysis helps us reconstruct global information from partial observation and at the same time minimizes the impact by unavoidable noise. The importance of the average frequency unexpectedly announces again in this type of analysis of complex systems although rhythms in nature appear everywhere and have been encapsulating us already for many years up to this very day. The Koopman analysis seems to provide a new frame for the analysis and understanding of all these fascinating nonlinear systems.
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