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Wavelet Analysis of the Interconnection between Atmospheric Aerosol Types and Direct Irradiation over Cameroon
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1. Introduction

Atmospheric aerosols are fine particles (solid, liquid, or gaseous) in suspension in the atmosphere, emitted by either natural or anthropogenic sources [1]. Their spatiotemporal distribution is highly variable, depending mainly on geographical features and meteorological conditions (wind, temperature, precipitation, radiation, etc.). The latter can in turn influence aerosol particles before their removal from the atmosphere. These particles are also known as one of the main components in the atmosphere that significantly contribute to regional and global climate change [2] and hydrological and biogeochemical cycles [3]. From various sources, aerosol particles play a key role through complex interactions, in participating in the atmospheric radiative transfer either directly by scattering and absorbing solar radiation or indirectly by changing the optical properties and lifetime of clouds [1, 4, 5]. In addition, their increase may interfere with the earth’s energy balance, causing the climate system to either gain or lose energy [2].

Several studies show that anthropogenic aerosols can modify radiative forcing [6, 7], monsoon dynamics [5, 8, 9], and diurnal precipitation cycle [10, 11]. In Central Africa, Komkoua et al. [10] and Komkoua et al. [11] studied the
impact of anthropogenic aerosols on climate variability and the hydrological cycle by undertaking experimental simulations with RegCM4.4 model. They found that anthropogenic aerosols might reduce shortwave radiation by up to 6 W/m² during the dry season over the 0–10°N band. This impact resulting in a surface cooling of more than 0.4°C (triggered by local aerosols of Organic and Black Carbon) is at the origin of the decrease of dry season precipitation in Southern Africa during the last century [10–12]. According to [13], the amount of reflected radiation by Sulfate aerosols depends non-linearly on relative humidity. However, because of the absorbing properties of Black Carbon and carbonaceous aerosols, these two types of aerosols can decrease the amount of reflected radiation at the top of the atmosphere [13]. Regarding the natural aerosols, Dust impacts on clouds and precipitations are well known to be important. However, their effects nowadays remain highly dependent on the cloud types and meteorological conditions [14]. A sensitivity analysis of an increase of Sea Salt aerosols emissions with temperature done in [15] suggests that their increase may even reduce climate sensitivity. The remarkable evidence emerging from these worldwide obtained results shows how these different types of aerosols affect climate at different scales and in various ways.

Direct Normal Irradiation (DNI) is the amount of solar radiation received per unit area by an area perpendicular to the sun’s rays [16]. This is of particular interest to implement renewable energy such as concentrated solar thermal electricity systems [17]. However, the knowledge of the long-term spatiotemporal distribution of aerosols and their relationship with DNI in Central Africa, especially over Cameroon, remains limited. To overcome this gap, recently based on a machine learning approach (Extreme Gradient Boosting), we proposed a prediction model of DNI using some meteorological variables and different aerosol types over Cameroon [18]. The interpretation of the model outputs using Shapley’s value showed that, in the whole study area, DNI is most influenced by Desert Dust (DU), Organic Carbon (OM), and Sulfate aerosols (SU) [18]. However, it is well known that, in addition to the weather conditions, the available energy also depends on the type and quantity of aerosols that are present. The aim of this paper is to analyze in nine regions of Cameroon (a) the influence of aerosol types on DNI and (b) the spatiotemporal aspect of this interaction by using wavelet transform.

Formalized in a rigorous mathematical framework, the wavelet transform is a statistical method allowing the analysis of nonstationary data in the time-frequency domain [19–22]. It has been previously used to distinguish frequency bands where one or two time series are associated. Recently, several examples of wavelet analysis applications on various meteorological data [23–28] and aerosol time series [29–31] have been studied: in particular, as a method for detecting the short- and long-term periodicity of radiation data [32–37].

Herein, the continuous wavelet transform (CWT) suitable for continuous variables is used. Continuous wavelet transformations and wavelet coherence were implemented to assess the relationship between meteorological variables and DNI at different periodicities. The aim is to identify seasonal and interannual scales of variability and time-frequency dependencies in different areas throughout Cameroon. Emphasis is put on the exploitation of data of five aerosol species, namely, Desert Dust, Sea Salt, Black Carbon, Organic Carbon, and Sulfates, and Direct Normal Irradiation from 2005 to 2019. This paper is organized as follows: we present the materials and methods guiding this study (Section 2). We give an overview of the spatiotemporal distributions of the five aerosol types as well as their consistency with direct wavelet irradiation, to be checked in Section 3. Finally, we discuss our results and give a conclusion afterwards.

2. Materials and Methods

2.1. Study Area and Its Climate. Cameroon is a country in West-Central Africa located between latitudes 1.6°N–13°N and longitudes 8°E–17°E. Cameroon encompasses approximately 475440 km² (Figure 1). The country is bordered by Nigeria and the Atlantic Ocean to the West, Chad to the North, Central African Republic to the East, and Gabon, Equatorial Guinea, and the Democratic Republic of Congo (DRC) to the South. It has several climate types with contrasting physical and biogeographic characteristics [38]. From the north to the south of the country, the climate is dry and Sudano-Sahelian type with total annual rainfall of about 500 mm (from Ngaoundéré to the far north) to a humid equatorial climate ranging from a bi- or unimodal regime for rainfall (total annual rainfall of 3000 mm) in the southwestern part of the Cameroon plateau [39]. The center is the Guinean savanna zone, while in the west the center is the high mountain zone. The south part is dominated by forest area which is associated with a large hydrographic network and a dry climate. The mean temperature ranges from 22°C to 29°C, increasing from south to north and from the coast to the hinterland [38]. In the mountains area (Adamawa North West and Adamawa West), air temperature varies with altitude from 24.4 to 25°C [40].

As the country is endowed with climatic diversity that varies from North to South and from East to West, choosing various subzones encompassing this diversity is imperative to ensure optimal representativity of its climate. To do that, compared to other available approaches [41–44] we choose the K-means clustering because of the efficiency flexibility in its implementation [45]. This clustering algorithm consists in grouping observations into K clusters in which each observation belongs to the cluster with the nearest mean [45]. However, the determination of the optimal value K of the number of clusters is very hard. To remedy this, two algorithms (Silhouette and Elbow [46–48]) are used to find K. Following this classification, a total of nine (9) representative clusters were extracted. More details can be found in [18].

2.2. Data. Data from two databases are used to perform analyses in this study. These are CAMS-Radiation (Copernicus Atmosphere Monitoring Service) service...
with a spatial resolution of 0.58° × 0.6258° and CAMS-AOD ([49, 50]). Direct Normal Irradiation data under clear sky conditions (BNI.clear.sky), namely, DNI, has been downloaded from CAMS-Radiation service at a 3-hour step. Aerosols Optical Depth (AOD) at 550 nm of five aerosol species, Sea Salts (SS), Black Carbon (BC), Organic Carbon (OM), Desert Dust (DU), and sulphate aerosols (SU), was retrieved from the CAMS-AOD database at 3-hour time step. Data is downloaded for the period 2005–2019 over the nine areas identified by Silhouette, Elbow, and K-means methods (see Figure 1). Data are transformed to monthly data by taking the arithmetic average in the subsequent analysis.

Regarding the temporal evolution of AOD types (Figure 2), a significant change (increase or decrease) is noticed in all areas. In fact, within the framework of the European projects, namely, GMES (Global Monitoring for Environment and Security), MACC (Monitoring Atmospheric Composition and Climate), and CAMS, the ECMWF (European Center for Medium-Range Weather Forecasts) laboratory has developed a weather forecasting model named “CAMS Global Forecast” or “CAMS IFS Forecast” ([49, 50]). The aerosol data that SoDa (CAMS-AOD) distributes is part of the output of this model. This model is updated about once a year, not retroactively. ECMWF does not ensure continuity during updates, so small jumps in the aerosol quantities estimated by the model can happen. For this purpose, the 2004–2012 data are different because they come from a version of IFS named “CAMS IFS Forecast” and the one distributed after 1/1/2013 comes from “MACC Reanalysis” ([49, 50]). These are reanalyses, that is, a modified version of IFS where measurements of temperature, wind, pressure, etc. throughout the whole world have been ingested. This improves the accuracy of the model.

2.3. Wavelet Analysis. Several types of wavelet transforms exist in the literature which can be categorized into discrete or continuous [22]. In this study, we used continuous wavelet transform (CWT) because of its ability for scale analysis and adapting for analyzing localized intermittent oscillations in aerosols and DNI data.

2.4. Continuous Wavelet Transform (CWT). Continuous Wavelet Transform analyzes the variability in the studied signal (univariate mode) and measures the correlation between two signals (bivariate mode) according to the time and
scale. For the analysis of variability, the issue is to determine whether these variations are cyclical or random. The wavelet transform of a sequence of observations \( x(t) \) is the convolution of \( x(t) \) by analyzing the wavelet function \( \Psi_{a,b}(t) \):

\[
W_x(a, b) = \int_{-\infty}^{\infty} x(t) \Psi_{a,b}^*(t) \, dt,
\]

where \( \Psi_{a,b}^*(t) \) is the conjugate of \( \Psi_{a,b}(t) \) [51, 52]. Many wavelet functions are available in the literature. In this study, Morlet’s function [53, 54] is used because of its ability to detect specific periodic behaviors in a signal [55]. In addition, it consists of both real and imaginary parts that enable investigating a signal’s coherence and phase angle [22, 33, 35]. This function is given by

\[
\Psi(t) = \pi^{-1/4} e^{i \omega_0 t} e^{-t^2/4},
\]

where \( \omega_0 \) is the dimensionless frequency taken to be equal to 6 in order to fulfill the admissibility criterion [22]. From (2), Jean Morlet constructed \( \Psi_{a,b}(t) \) such that

\[
\Psi_{a,b}(t) = \frac{1}{\sqrt{2}} \psi \left( \frac{t-b}{a} \right),
\]

where \( (a > 0) \) and \( (b \in R) \) are, respectively, the scale and translation parameters. For given values of \( (a, b) \), \( W_x(a, b) \) becomes a wavelet coefficient. The implementation of the continuous wavelet transform involves steps which are outlined as follows [56]:

1. Selection of the mother wavelet \( \Psi(t) \)
2. Initialization of \( a \) and \( b \) values
3. Placing the mother wavelet \( \Psi(t) \) at the beginning of an arbitrary signal \( x(t) \) at the point corresponding to \( t = 0 \)
4. Determining \( W_x(a, b) \)
5. Progressively translating the mother wavelet \( \Psi(t) \) to the right of a Step \( b \), i.e., to a position \( t = b \)
6. Resuming Step 4, till the signal is covered entirely by the mother wavelet

![Figure 2: Temporal variability of monthly mean of aerosols over studied zones.](image-url)
(7) Increasing the value of $a$

(8) Resuming Step 3, till the desired value of $a$ is attained

However, for scale values which can be written as $a = 2^i$ [54], the continuous wavelet transform (CWT) is equivalent to the discrete wavelet transform with the coefficients described in the following equation [55]:

$$W_x(a, b) = \left(\frac{\delta t}{a}\right)^{1/2} \sum_{n=0}^{N-1} x_n W^{*}_{a,b}\left(\frac{n\delta t - b}{a}\right), \quad (4)$$

where $a$ is given by [22, 55]

$$a_j = a_0 2^{j \delta \bar{t}}; \quad j = 0, 1, 2, \ldots, J, \quad (5)$$

with

$$J = \frac{1}{\delta j} \log_2 \left(\frac{N \delta t}{a_0}\right), \quad (6)$$

$$a_0 = 2 \delta t.$$

Herein, monthly data have been used for the computation. Thus, the parameter values become $N = 181$, $\delta t = 1$ month, $\delta j = 0.0833$, and then, $J = 59$.

2.5. Wavelet Coherence (WC) and Phase Function. Coherence analysis, cospectal power, and wavelet phase coherence are often used to identify the degree of correlation between two signals. The wavelet coherence expressed in (7) enables highlighting relations of influence between two signals at different frequencies (scales) as a function of time [36, 37, 53, 57]. Its values range between 0 and 1.

$$C_{xy}(a, b) = \frac{S a^{-1} W_{xy}(a, b)}{\sqrt{S(a^{-1}|W_x(a, b)|^2) S(a^{-1}|W_y(a, b)|^2)}}, \quad (7)$$

with

$$W_{xy}(a, b) = W_x(a, b) W^*_y(a, b), \quad (8)$$

and $S = S_x(S_x(W_x(a, b)))$ is a smoothing factor [55]. Phases are obtained from the calculated values of the imaginary and real parts of the cross spectrum $W_{xy}$ expressed in (8) and are formulated as follows:

$$\theta_{xy}(a, b) = \frac{\text{Im}(W_{xy}(a, b))}{\text{Re}(W_{xy}(a, b))}, \quad (9)$$

with $\theta_{xy} \in [-\pi, +\pi]$ in radians.

For a phase angle of 0, that is, when the series are in phase, the arrows on the scalogram point right, implying that the two series have a high coherence, while for a phase angle of 180 (antiphase), the arrows point left [58]. For 90 and 270, the arrows point vertically downwards and vertically upwards, respectively.

2.6. Significance of Correlation. To statistically assess the correlation between two variables, one can also calculate the average wavelet coherence (AWC) and the percentage of significant coherence (PASC) [59, 60]. The AWC is the average value of wavelet coherence produced over all scales, while PASC is the percentage of significant values over the total number of power values produced in the WC. A significant power is one where the ratio of WC values over the significance level is greater than 1. In this study, a higher AWC with larger PASC means that more variation in DNI can be explained by that specific case of connection.

3. Results

3.1. Intra-Annual Aerosols Distributions. Figure 3 displays the monthly average of the five types of aerosols investigated over the period 2005–2019: Black Carbon (BC), Desert Dust (DU), Organic Carbon (OM), Sea Salts (SS), and Sulfates (SU). The aerosol distributions are observed seasonally.

DU and OM are dominant throughout the year in zones 1, 2, 3, 5, and 9.

However, in zones 4, 6, and 7, the OM content is a bit higher than that of the other aerosol types. In contrast to OM dynamics, we noticed that BC is one of the lowest over the studied zones. Moreover, it can be noticed over the nine zones that DU increased from September (Figure 3) corresponding to the dry month to reaching their maximum in March. The peak of Dust obtained in March can indeed be explained by sandstorms which occur at this time of year [61]. Regarding the Organic Carbon aerosol, two cycles appear in its seasonality: higher values from November to March and from June to August, followed by lower values in the remaining months. This tendency has been observed in all zones and can be attributed probably to the agriculture cycle.

3.2. Continuous Wavelet Power Spectrum (CWS) of Aerosol Types. The wavelet power spectrum $(|W_x(a, b)|^2)$ of each aerosol type (shown in Figures 4 and 5) quantifies the amount of signal variability explained by the wavelet at each time step and scale. In the following, we describe the CWS of the monthly average of DNI and each aerosol type.

In Figure 5, the CWS power is more concentrated within the 8–16-month band, showing that DNI has a strong annual signal in all studied zones except for zones 4 and 6 where a seasonal variation (4–8-month band) is found:

For the Black Carbon aerosol (BC), we observe different periodicity according to the zones starting in 2013 (Figure 4). In zones 4 and 6, for example, which are mainly forest areas (Figure 1), the frequency of variability is 6 months (i.e., seasonal variability), while for zones 9, 2, and 3 dominated by grassland, it is 12 months, hence an interannual variability. For the remaining zones, the two abovementioned variability bands are observed (seasonal and interannual variability).
Figure 3: Intra-annual variability of aerosol optical thicknesses.
For the Desert Dust aerosol (DU), contrary to the previous case (BC), a single frequency of variability is observed here at 12 months in all zones and over the entire study period (2005–2019), suggesting an interannual variation (Figure 4).

In the case of the Organic Carbon aerosol (OM), in zones 4 and 6 (dominated by forest areas), a 6-month periodicity frequency appears indicating a seasonal variability. As for the other zones (except for zones 2 and 3 which are the grassland areas), two frequency bands (6 and 12 months) appear after 2013 (Figure 4).

Regarding the Sea Salt aerosol (SS), before 2013, a significant interannual variability (12 months) is observed in all areas and after 2013, no variability appears (Figure 4).

For the Sulfate aerosol (SU), a variability band appears at 12 months in zones 2, 3, and 9 although after 2013 a slight decrease in wavelet intensity is noted. For the rest of the zones, before 2013 also, the variability is also at the frequency (12 months) but after 2013 the decreasing is more significant than in the previous zones (Figure 4).

3.3. Relationship between Aerosol Types and Direct Energy. The wavelet coherence analysis between five aerosol types (SU, SS, OM, BC, and DU) and DNI (Direct Normal Irradiation under clear sky conditions) of the nine climate zones involved in this study is presented below. Figures 6–10 show the normalized power of the wavelet coherence spectra calculated from the monthly time series for the period spanning from 2005 to 2019. In those figures, the u-shape boundary is referred to as the cone of influence (COI). The inner space of this cone defines the region of the spectrum to be considered in the analysis. It actually denotes the areas where the effects of the edge occur throughout the time series [22, 33, 62]. The thick black contours are the regions that are significant at the 95% confidence level [22, 33, 58, 62].

Overall, from the wavelet coherence between each aerosol and the DNI, various frequencies depending on the aerosol types and areas are noticed (Figures 6–10). To better
understand their influence on the DNI, the average wavelet coherence power (AWC) and percentage of significant coherence (PASC) are calculated over all scales to measure the relative dominance of individual aerosols on the DNI. Arrows are also shown to illustrate the phase dependence. The regions where the two parameters are moving in phase are represented by arrows directed to the right, and in the opposite phase if arrows are directed to the left, and the aerosol or irradiation variable is leading (or lagging) if arrows are directed downward (or upward), respectively [58].

3.4. Sulfate Aerosols (SU). The relationship between Sulfate aerosols and Direct Normal Irradiation is displayed in Figure 6. In all areas, SU is significantly and negatively correlated with direct irradiation. The regions with the coefficient of correlation exceeding 0.8 (yellow color) appear at 4-month band, within 8–16-month band, and after 32-month band whereas the 8–16-month band is the most important one (Figure 6). Additionally, arrows at those frequencies point to the left and are oriented upward, suggesting that SU and DNI are anticorrelated in all zones with SU in phase advance on DNI. Referring to AWC and PASC, the most important values are recorded in zone 3 with AWC and PASC equal to 56 and 33.72, respectively (Table 1), and lower values are recorded in zone 5 with AWC and PASC equal to 0.48 and 20.80, respectively (see Table 1).

3.5. Sea Salt Aerosols (SS). Figure 8 shows the wavelet coherence between the Sea Salt aerosols and DNI. The regions of the spectrum in which the correlation coefficient is greater than 0.8 are mainly located between 8–16-month and after 32-month bands. The wavelet energy distribution is discontinuous before 8 months and more concentrated in the remaining bands. However, over all areas, the correlation tends to disappear after 2013 in the 8–16-month band. As for phases, in all bands, arrows are pointed to the left, suggesting an out of phase (anticorrelation). In addition, they are oriented upward, implying that SS leads DNI.

3.6. Organic Aerosols (OM). Regarding organic aerosols (Figure 9), they are also anticorrelated with DNI in different bands. But, in zones 2 and 3, organic aerosols and Direct Irradiation are weakly correlated as indicated by their AWC and PASC values (Table 1). In zones 4 and 6 (forest areas) in which OM are the most dominating aerosols (Figure 3) on a seasonal scale, since the dominant correlation band is within
4–8 months, the correlation is too high (Table 1). Finally, the correlation between DNI and OM in zones 1 and 7 is greater than 0.50.

### Table 1: Average wavelet coherence (AWC) and the percentage of the significant power (PASC) values for wavelet coherence analysis of all the 9 zones.

| Zone 9 | Zone 3 | Zone 2 |
|--------|--------|--------|
| **Combinations** | **AWC** | **PASC (%)** | **AWC** | **PASC (%)** | **AWC** | **PASC (%)** |
| DNI-BC  | 0.46   | 19.06  | 0.49   | 23.94  | 0.49   | 32.70  |
| DNI-DU  | 0.73   | 61.16  | 0.77   | 68.84  | 0.76   | 61.92  |
| DNI-OM  | 0.45   | 20.30  | 0.43   | 18.48  | 0.44   | 34.62  |
| DNI-SS  | 0.53   | 40.17  | 0.55   | 41.64  | 0.56   | 40.86  |
| DNI-SU  | 0.52   | 29.87  | 0.56   | 33.72  | 0.54   | 23.23  |

| Zone 5 | Zone 8 | Zone 7 |
|--------|--------|--------|
| DNI-BC  | 0.55   | 31.83  | 0.53   | 28.50  | 0.61   | 45.29  |
| DNI-DU  | 0.70   | 53.18  | 0.78   | 71.04  | 0.70   | 53.12  |
| DNI-OM  | 0.53   | 31.68  | 0.49   | 25.67  | 0.64   | 50.98  |
| DNI-SS  | 0.57   | 39.23  | 0.57   | 41.95  | 0.53   | 33.10  |
| DNI-SU  | 0.48   | 20.80  | 0.49   | 27.62  | 0.54   | 28.43  |

| Zone 1 | Zone 6 | Zone 4 |
|--------|--------|--------|
| DNI-BC  | 0.58   | 32.70  | 0.57   | 37.52  | 0.61   | 31.83  |
| DNI-DU  | 0.72   | 61.92  | 0.63   | 43.79  | 0.65   | 53.18  |
| DNI-OM  | 0.59   | 34.62  | 0.55   | 37.43  | 0.56   | 31.68  |
| DNI-SS  | 0.57   | 40.86  | 0.52   | 33.66  | 0.54   | 39.23  |
| DNI-SU  | 0.50   | 23.23  | 0.53   | 27.66  | 0.53   | 20.80  |

3.7. **Black Carbon Aerosols (BC).** For BC and DNI (Figure 10), they are anticorrelated but with phase advance irradiation as arrows are oriented to the left and pointing...
The correlation is significant before 18 months where the most important frequency is within 8–18 months in all zones, and that band is continuous all over the study period except for zones 6 and 9. When looking at AWC and PASC, low values are recorded in zones 9, 2, and 3 (Table 1) and the highest AWC and PASC are recorded in zone 7 (0.61 and 45.29, resp.).

3.8. Desert Dust Aerosols (DU). Finally, the relationship between DU aerosols and DNI is presented in Figure 7. DU is negatively correlated with DNI leading DU. Regions with a wavelet correlation coefficient greater than 0.8 occupy about 2/3 of the figure in almost all regions. However, the 8–18-month band is over the entire study period. Based on AWC and PASC, DU and DNI are less correlated in zones 4 and 6.

4. Discussion

From the climatology study (Figure 3), we found that the quantity of each type of aerosol within a region is very unevenly distributed and that the quantity of each type varies with the months. During the dry seasons (December to February or March), the optical thickness of aerosols is high no matter the region and low during other seasons, except for organic aerosols (OM), for which two seasons of significant variability are distinguishable. The high optical thickness values during the dry seasons are due to the absence of rain, which is the main agent of atmospheric leaching [63]. The seasonality of organic aerosols in the study area is such that the periods of low values of OM (April, May, August, and September) correspond to the periods after sowing and the remaining months where high values of OM were obtained fit with the green period (dense vegetation). As for Dust aerosols, their values are high in all regions recorded between February, March, and April, which correspond to the period of sandstorms in northern Cameroon. Knowing that winds favor aerosol transport, Dust particles coming from the North under the effect of the storm can be spread over the whole territory under the influence of the wind.

In addition, the spatiotemporal analysis of aerosols shows a weak or even negligible presence of Black Carbon aerosols in all areas (Figure 3). The wavelet coherence analysis, on the other hand, reveals relevant information about them. Indeed, if we were to stick to the results of Figure 3, we would consider Black Carbon aerosols negligible with respect to Dust aerosols and Organic Carbons. However, wavelet analysis reveals that, in an area where OM is strongly correlated with DNI such as in zone 7 (a woodland zone predominate by oil palm plantations) [64, 65] where the AWC and PASC values of OM particles are the highest, BC is also highly correlated with DNI; the reciprocal can be observed in zones 2, 3, and 9, where OM is
weakly correlated with DNI and so is BC. This result can be justified by the strong correlation (0.8) between BC and OM (Figure 11). This result is in agreement with the one presented in Figure 11 where the highest correlation (0.8) is between BC and OM. However, this correlation holds in one direction (the greater the OM quantity, the stronger the effect of BC on DNI according to the environmental characteristics). Indeed, according to the research of [66], in the case of the intense presence of elemental carbon (C), the Organic Carbon accentuates the degree of absorption of the BC and thus increases the extent of solar energy attenuation available at the surface. In Figure 11, BCAOD550 (BC) is anticorrelated with SSAOD550 (SS) and SUAOD550 (SU) and DU AOD550 (DU) is anticorrelated with OMAOD550 (OM). In other words, in a BC-dominated environment like zones 1, 4, 5, 6, 7, and 8, for example, SU is weakly present in contrast to zones 2, 3, and 9 where the SU correlation value is higher than that of BC. Given to this, as aerosol types involved in this study can also be correlated with each other, it remains necessary to find not only individual effects but also combined effects of inputs variables on the predict one and according to zones.

However, according to [1, 3, 10, 11, 13, 18, 67, 68], aerosols contribute to the attenuation of incident radiation either by absorption or by diffusion. In addition, Sulphate and Sea Salt aerosols are excellent radiation scatterers, while Dust, Black Carbon, and Organic Carbon aerosols are excellent absorbent (Black Carbon aerosols are ranked as the second most absorbent particle after CO2) [69, 70]. But, depending on the climatology of an area, the chemical composition of Organic Carbon can vary [71] and consequently their impact on the incident radiation. Making connection with the present work, from the coherence phase relations, all types of aerosols are negatively correlated with DNI and therefore contribute to attenuating the incident radiation as shown in [72]. In addition, the scattering aerosols (SU and SS) are in phase advance on DNI (arrows pointed upward), meaning that an increase of DNI has a detrimental effect on these aerosols. This last relationship is due to the fact that when the hygroscopy of aerosols reduces, their influence on incident radiation also reduces [73].

Figure 9: Wavelet coherence between the monthly average of DNI and OM time series (2005–2019). Areas of statistical significance are circled in black; the area outside the cone of influence has no statistical significance. The relative phase dependence is indicated by arrows (antiphase as oriented toward the left, and DNI in advance of phase to OM as arrows pointed downward).
In this study, wavelet transformation analysis was applied to a 15-year (January 2005—December 2019) time series of different aerosol types and Direct Normal Irradiation collected in 9 zones throughout Cameroon. Through the spectral wavelet analysis of wavelet transform (CWS) and coherence wavelet transform (CWT), the time-frequency patterns of the analyzed data have been estimated as well as that of coherences between aerosols and DNI. Thus,
information about the dynamic behavior of the aerosol types, the DNI, and their connection with the DNI in each area over time was captured.

For the monthly average of all aerosol types, regardless of the zones, several frequencies have been identified in the CWS graphs, where the dominant frequency is at the 12-month period, since there is more wavelet power concentration within the 8–16-month band showing an annual frequency.

With the phase analysis, we found a negative relationship (arrows directed to the left) between DNI and all aerosol types (Desert Dust, Sea Salt, Sulfates, and Black and Organic Carbon), meaning that the increase of these aerosols negatively influences the amount of direct energy available. Conversely, the frequencies of correlation strongly depend on the aerosol types and the zones. We also found with the average wavelet coherence (AWC) and the percentage of significance coherence (PASC) that in almost all zones the Dust particles are the most correlated with the direct energy, showing the strong dependence of DNI on DU, and also that whenever OM is strongly correlated with DNI, BC is too (e.g., zone 7). With respect to the used methodology, the continuous wavelet transform method seems to be able to capture specific behaviors related to aerosols and direct energy exchange in each climate zone. This demonstrates the tool’s suitability towards such study and, eventually, towards a meteorological field.

This analysis has significant potential for future research since, in addition to providing background information on the relationship between aerosols and direct energy, it also highlights the dynamical variation of such particles and thus may improve predictive solar energy models. Finally, the frequency patterns of aerosols in a given environment can serve as an indication of the soiling frequency of the solar collectors installed in that zone and also to explain the impact of some activities on the environment and the climate in general, since aerosols are partly coming from human activities.
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