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Abstract. The class of Parikh word representable graphs were recently introduced. In this work, we further develop its general theory beyond the binary alphabet. Our main result shows that this class is equivalent to the class of bipartite permutation graphs. Furthermore, we study certain graph theoretic properties of these graphs in terms of the arity of the representing word.

1. Introduction

The theory of intersection graphs is well-studied and many important graph families are special classes of intersection graphs (see [7]). Intersection graphs of sets of line segments in the plane are particularly interesting because it was conjectured by Sheinerman and proved by Chalopin and Gonçalves [3] that every planar graph is such an intersection graph. The class of permutation graphs is equivalent to a very special subclass of this class, where the endpoints of the line segments lie on two parallel lines. In 2010 Spinrad et al. [11] gave the first characterization of bipartite permutation graphs and since then this class has been proven to be equivalent to a few other natural classes of graphs, for example, the proper interval bigraphs [4].

The theory of word representable graphs is a very young but well-established research area, which relates graph theory to combinatorics on words. An excellent survey of the state of the art would be [5]. Parikh word representable graphs, independent from word representable graphs, were introduced recently [1] as a new approach to study words using graphs and vice versa. It was proven that every Parikh binary word representable graph is a bipartite permutation graph. In this work, we generalize this result to arbitrary ordered alphabets and show that up to isomorphism, a graph is Parikh word representable if and only if it is a bipartite permutation graph. Therefore, we obtain a new characterization of the class of bipartite permutation graphs.

Parikh matrices [6] was introduced in 2001 as an extension of the classical Parikh vectors [8]. The injectivity problem, which asks when are two words having the same Parikh matrices, is still open even for the ternary alphabet for almost two decades and thus received our attention lately (for example, see [9 13 14 13]). The definition of Parikh word representable graph is originally motivated by Parikh
matrices. In fact, it is closely related to the definition of core of a word introduced in \cite{12} to study the injectivity problem (see Remark \ref{remark:core}).

The remainder of this paper is structured as follows. Section 2 provides the basic terminology and preliminaries. Section 3 reviews the basics of Parikh word representable graphs and also presents some new observations. In Section 4, we present our main result that says that the Parikh word representable graphs are exactly the bipartite permutation graphs. Hence, this induces a hierarchy for bipartite permutation graphs based on the arity of representing words. Subsequently, the upper bound of diameters of Parikh graphs representable by $n$-ary words is studied in Section 5. Before, our conclusion, in Section 6, we restrict our focus to the binary and ternary cases and extend some results from \cite{1} analogously to the ternary alphabet. In particular, the necessary and sufficient condition for a Parikh ternary word representable graph to have a Hamiltonian cycle is obtained.

2. Preliminaries

To our best knowledge, word or graph theoretic terminology used in this work but not detailed here are the standard ones.

Suppose $\Sigma$ is an alphabet. The set of words over $\Sigma$ is denoted by $\Sigma^*$. The empty word is denoted by $\lambda$. Let $\Sigma^*$ denote the set $\Sigma^* \setminus \{\lambda\}$. An ordered alphabet is an alphabet with an ordering on it, for example, $\{a_1 < a_2 < \cdots < a_k\}$. An ordered alphabet and its underlying alphabet can both be denoted by $\Sigma$. For $1 \leq i \leq j \leq s$, let $a_{i,j}$ denote the word $a_ia_{i+1}\cdots a_j$. Suppose $\Gamma \subseteq \Sigma$. The projective morphism $\pi_\Gamma: \Sigma^* \to \Gamma^*$ is defined by

$$\pi_\Gamma(a) = \begin{cases} a, & \text{if } a \in \Gamma \\ \lambda, & \text{otherwise} \end{cases}.$$ 

We may write $\pi_{a,b}$ for $\pi_{\{a,b\}}$.

Suppose $w \in \Sigma^*$. The length of $w$ is denoted by $|w|$. A word $w'$ is a subword of $w \in \Sigma^*$ if and only if there exist $x_1, x_2, \ldots, x_n, y_0, y_1, \ldots, y_n \in \Sigma^*$, possibly empty, such that

$$w' = x_1x_2\cdots x_n \text{ and } w = y_0x_1y_1\cdots y_{n-1}x_ny_n.$$ 

We say that $u$ is a factor of $w$ if and only if there exist $x, y \in \Sigma^*$ such that $w = xuy$. If $x$ (respectively $y$) is the empty word, then $u$ is called a prefix (respectively suffix) of $w$. The number of occurrences of a word $u$ as a subword of $w$ is denoted by $|w|_u$. Two occurrences of $u$ are considered different if and only if they differ by at least one position of some letter. By convention, $|w|_\lambda = 1$ for all $w \in \Sigma^*$. The support of $w$, denoted $\text{supp}(w)$, is the set $\{a \in \Sigma \mid |w|_a \neq 0\}$.

**Definition 2.1.** Suppose $\Sigma$ is an alphabet, $w \in \Sigma^*$ and $a \in \text{supp}(w)$. For every $1 \leq k \leq |w|_a$, let $\text{pos}_a(w,k)$ denote the position of the $k$-th character in $w$ that is $a$.

**Example 2.2.** $\text{pos}_a(abbaba,2) = 3$ while $\text{pos}_a(caabcaba,3) = 6$.

**Definition 2.3.** \cite{12} Suppose $\Sigma$ is any alphabet and $v, w \in \Sigma^*$. The $v$-core of $w$, denoted by $\text{core}_v(w)$, is the unique subword $w'$ of $w$ such that $w'$ is the subword of the shortest length which satisfies $|w'|_v = |w|_v$. 

In other words, \( \text{core}_c(w) \), is the subword of \( w \) consisting of letters in \( w \) that contribute to the value of \( |w|_v \).

**Example 2.4.** Consider the word \( w = bacbabccbac \). Then \( \text{core}_b(w) = bbbbb \), \( \text{core}_{ab}(w) = abbabb \), \( \text{core}_{bc}(w) = bbbbccbc \), \( \text{core}_{abc}(w) = abbacccbc \), \( \text{core}_{cab}(w) = cabb \), and \( \text{core}_{cca} = cccca \).

We will be working only with undirected simple graphs with no loops and multiple edges. A **graph** \( G = (V, E) \) is a pair consisting of a set \( V \) of **vertices**, denoted by \( V(G) \), and a set \( E \) of (undirected) **edges**, denoted by \( E(G) \). Suppose \( x, y \in V \) are vertices of \( G \). If \( x \) and \( y \) are adjacent, we let \( (x, y) \) denote the edge connecting \( x \) and \( y \) and identify it with \((y, x)\). The open neighborhood of \( x \) is denoted by \( N(x) \). The **degree** of \( x \), denoted \( \text{deg}(x) \), is the number of vertices adjacent to \( x \). The **distance** between \( x \) and \( y \) is denoted by \( d(x, y) \). The **diameter** of a graph is the greatest distance between any pair of vertices. The **induced subgraph** of \( G \) induced by the subset \( V' \subseteq V \) is denoted by \( G[V'] \). A **bipartite graph** whose partition has the parts \( X \) and \( Y \) is denoted by \( G = (X, Y, E) \). Note that if a bipartite graph \( G = (X, Y, E) \) is complete, then \( E = X \times Y \). Finally, a **Hamiltonian cycle** in \( G \) is a cycle that visits every vertex exactly once. A graph \( G \) is a \((6,2)\) **chordal graph** if every cycle of \( G \) of length at least six has at least two chords.

**Definition 2.5.** A graph \( G = (V, E) \) is a **permutation graph** if and only if there is an ordering \( v_1, v_2, \ldots, v_n \) of the vertices of \( V \) such that there is permutation \( \tau \) of the numbers from 1 to \( n \) with the property that for all integers \( 1 \leq i < j \leq n \)

\[
(v_i, v_j) \in E \quad \text{if and only if} \quad \tau(i) > \tau(j).
\]

**Remark 2.6.** Every induced subgraph of a permutation graph is a permutation graph. Also, a graph is a permutation graph if and only if every of its connected components is a permutation graph.

Finally, if \( \prec \) is a (linear) ordering on a set \( A \) and \( X, Y \subseteq A \), then \( X \prec Y \) means that \( x \prec y \) for every \( x \in X \) and \( y \in Y \).

3. **Basics on Parikh Word Representable Graphs**

**Definition 3.1.** Suppose \( \Sigma = \{a_1 < a_2 < \cdots < a_s\} \) is an ordered alphabet and \( w = w_1w_2\ldots w_n \) is a nonempty word of length \( n \) over \( \Sigma \) with \( w_i \in \Sigma \) for all \( 1 \leq i \leq n \). Define the **Parikh graph** of \( w \) over \( \Sigma \), denoted \( \mathcal{G}(w) \), with set of vertices \( \{1, 2, 3, \ldots, n\} \) and for all \( 1 \leq i < j \leq n \), the vertices \( i \) and \( j \) are adjacent if and only if for some \( 1 \leq k \leq s - 1 \), we have \( w_i = a_k \) and \( w_j = a_{k+1} \).

In other words, to every occurrence of the subword \( a_k a_{k+1} \) in \( w \), where \( 1 \leq k \leq s - 1 \), there is an edge between the corresponding vertices in \( \mathcal{G}(w) \).

**Remark 3.2.** In [12] \( \text{core}_\Sigma(w) \) is defined to be the unique subword of \( w \) consisting of letters that contribute to the value of \( |w|_{a_k a_{k+1}} \) for some \( 1 \leq k \leq s - 1 \). Hence, the definition of Parikh graph of \( w \) resembles that of \( \text{core}_\Sigma(w) \). In fact, it is easy to see that \( \mathcal{G}(\text{core}_\Sigma(w)) \) is isomorphic to the subgraph of \( \mathcal{G}(w) \) induced by the set of non-isolated vertices.
According to the definition, over a given ordered alphabet, the Parikh graph of a word is unique. However, distinct words may have isomorphic Parikh graphs. For example, \( G(abb) \) and \( G(abc) \) are isomorphic over the ordered alphabet \( \{a < b < c\} \).

**Example 3.3.** Over the ordered alphabet \( \{a < b < c < d\} \), the Parikh graph of the word \( bbccabdc \) is:

```
  3 ---- 7
 /       \
4 ------ 1
 /     \
 8 ---- 2
 /       \
5 ---- 6
```

**Remark 3.4.** Any Parikh graph of any word over any ordered alphabet is bipartite. This is because, by definition, if any two vertices of \( G(w) \) are adjacent, then they correspond to letters \( a_i \) in \( w \) having subscripts with opposite parity.

In [1] every Parikh graph of a binary word was indirectly shown to be a permutation graph by using the fact that a bipartite graph is a permutation graph if and only if its bipartite complement is a comparability graph. Here, we show this known result by directly producing the permutation.

**Proposition 3.5.** Suppose \( \Sigma = \{a < b\} \) and \( w = w_1w_2\ldots w_n \in \Sigma^* \), where \( w_1, w_2, \ldots, w_n \in \Sigma \). Let \( \tau: \{1, 2, \ldots, n\} \to \{1, 2, \ldots, n\} \) be defined by

\[
\tau(x) = \begin{cases} 
  i & \text{if } w_x = b \text{ and } x = \text{pos}_b(w, i) \\
  j + |w|_b & \text{if } w_x = a \text{ and } x = \text{pos}_a(w, j).
\end{cases}
\]

Then for all integers \( 1 \leq x < y \leq n \), the vertices \( x \) and \( y \) are adjacent in \( G(w) \) if and only if \( \tau(x) > \tau(y) \).

**Proof.** Suppose \( x \) and \( y \) are integers such that \( 1 \leq x < y \leq n \). Suppose \( w_x = a \) and \( w_y = b \). By Definition 3.1, \( x \) and \( y \) are adjacent in \( G(w) \). Note that \( \tau(x) > |w|_b \) and \( \tau(y) \leq |w|_b \). Hence, \( \tau(x) > \tau(y) \). The case \( w_x = b \) and \( w_y = a \) is similar.

Now, suppose \( w_x = w_y = a \). By Definition 3.1 \( x \) and \( y \) are not adjacent in \( G(w) \). Suppose \( x = \text{pos}_a(w, j) \) and \( y = \text{pos}_a(w, j') \). Since \( x < y \), it follows that \( j < j' \).

Hence, \( \tau(x) = j + |w|_b < j' + |w|_b = \tau(y) \). The case \( w_x = b \) and \( w_y = b \) is similar. \( \Box \)

**Definition 3.6.** A bipartite graph \( G \) is **Parikh word representable** if and only if \( G \) is isomorphic to \( G(w) \) for some word \( w \) over some ordered alphabet \( \Sigma \). We say that \( G \) is **Parikh \( n \)-ary word representable** if and only if \( |\Sigma| = n \).

In particular, \( G \) is Parikh ternary word representable if and only if \( G \) is isomorphic to \( G(w) \) for some word \( w \) over the ordered alphabet \( \{a < b < c\} \). Also, it is clear that if \( G \) is Parikh \( n \)-ary word representable, then \( G \) is Parikh \( m \)-ary word representable for every \( m \geq n \).

Up to isomorphism, the actual vertices of a Parikh graph is inessential. Hence, for convenience of this work, we propose the following variation and equivalent version of Parikh graphs.
Definition 3.7. Suppose $\Sigma = \{a_1 < a_2 < \cdots < a_s\}$ is an ordered alphabet and $w = w_1w_2\cdots w_n$ is a nonempty word of length $n$ over $\Sigma$ with $w_i \in \Sigma$ for all $1 \leq i \leq n$. Define the Parikh graph of $w$ over $\Sigma$, denoted $G(w) = (V, E)$, with the set of vertices

$$V = \{(a_i, l) \mid 1 \leq i \leq s, |w|_{a_i} \geq 1, \text{ and } 1 \leq l \leq |w|_{a_i}\}$$

and for all $(a_i, l), (a_{i'}, l') \in V$, there is an (undirected) edge between them if and only if

$$|i - i'| = 1 \text{ and } (i - i')(\text{pos}_{a_i}(w, l) - \text{pos}_{a_{i'}}(w, l')) > 0.$$ 

In other words, $(a_i, l)$ and $(a_{i+1}, l')$ are adjacent if and only if $\text{pos}_{a_i}(w, l) < \text{pos}_{a_{i+1}}(w, l')$ and no other pair of vertices are adjacent. Note also that there is a one-to-one correspondence between the letters in $w$ and the vertices of $G(w)$.

Example 3.8. Over the ordered alphabet $\{a < b < c < d\}$, the Parikh graph of the word $bbccabdc$ is:

In our version, the arrangement of the vertices seems to be more systematic. This is no coincidence and we will see in Lemma 4.3 that this ordering is essential to show that every Parikh graph is a bipartite permutation graph. Example 3.8 was chosen because it was given as an example of a bipartite permutation graph which is not Parikh binary word representable.

Remark 3.9. [1, Lemma 4] If $H$ is the subgraph of $G(w) = (V, E)$ induced by a set of vertices $V' \subseteq V$, then $H$ is isomorphic to $G(u)$ where $u$ is the subword of $w$ formed from the letters corresponding to the vertices in $V'$. In other words, every induced subgraph of a Parikh word representable graph is Parikh word representable.

Every connected component of a bipartite graph is obviously bipartite. Due to the following theorem, connectivity can be assumed in the study of Parikh word representability of bipartite graphs.

Theorem 3.10. A bipartite graph is Parikh word representable if and only if every of its connected component is Parikh word representable.

Proof. The forward direction follows by Remark 3.9 because every connected component is an induced subgraph.

Conversely, suppose $C_i$ for $1 \leq i \leq l$ are the connected components of a bipartite graph $G$ and each $C_i$ is Parikh word representable, say $C_i$ is isomorphic to $G(v_i)$ for some word $v_i$ over some ordered alphabet $\Pi_i$. Without loss of generality, we may assume that $\Pi_i \cap \Pi_j = \emptyset$ whenever $1 \leq i < j \leq l$. Let $w = v_1v_2\cdots v_l$ and let
Example 3.13. Up to isomorphism, $G(abcd), G(bcda), G(cdac), G(cdab)$, and $G(dcba)$ are all the distinct bipartite graphs Parikh word representable by slender words over $\Sigma_s$ whose respective summand corresponds to the number of vertices in the respective path.

Example 3.13. Up to isomorphism, $G(abcd), G(bcda), G(cdac), G(cdab)$, and $G(dcba)$ are all the distinct bipartite graphs Parikh word representable by slender words over $\Sigma_s$ whose respective summand corresponds to the number of vertices in the respective path.

4. As Bipartite Permutation graphs

In [1] it was already shown that every graph Parikh representable by a binary word is a bipartite permutation graph. Using the following characterization of bipartite permutation graphs, we will first show that this in fact is true for every Parikh word representable graph. The remainder of this section after that is devoted to prove the converse. Together, we obtain our main result that says that the two classes of bipartite graphs coincide.

Definition 4.1. Suppose $G = (X,Y,E)$ is a bipartite graph. A strong ordering on the vertices of $G$ is an ordered pair $<_{X,Y}$ where $<_X$ is an ordering on $X$ and $<_Y$ is an ordering on $Y$ such that for all $(x,y), (x',y') \in E$, if $x <_X x'$ and $y' <_Y y$, then $(x,y')$ and $(x',y)$ are both in $E$.
Theorem 4.2. Suppose $G = (X, Y, E)$ is a bipartite graph. Then $G$ is a permutation graph if and only if there exists a strong ordering on the vertices of $G$.

Lemma 4.3. Suppose $s \geq 2$ and $w \in \Sigma^*_s$ with $\text{supp}(w) = \Sigma_s$. Let $G(w) = (X, Y, E)$ where $X$ (respectively $Y$) consists of vertices of the form $(a_i, l)$ where $i$ is odd (respectively even). Let $<_X$ denote the following ordering on $X$:

$$(a_{2[s/2]-1}, 1), (a_{2[s/2]-1}, 2), \ldots, (a_{2[s/2]-1}, |w|_{a_{2[s/2]-1}}), \ldots,$$

$$(a_3, 1), (a_3, 2), \ldots, (a_3, |w|_{a_3}), (a_1, 1), (a_1, 2), \ldots, (a_1, |w|_{a_1});$$

and let $<_Y$ denote the following ordering on $Y$:

$$(a_{2[s/2]}, 1), (a_{2[s/2]}, 2), \ldots, (a_{2[s/2]}, |w|_{a_{2[s/2]}}, \ldots),$$

$$(a_4, 1), (a_4, 2), \ldots, (a_4, |w|_{a_4}), (a_2, 1), (a_2, 2), \ldots, (a_2, |w|_{a_2})$$

where $\lceil \cdot \rceil$ and $\lfloor \cdot \rfloor$ are the ceiling and floor functions respectively. Then $(<_X, <_Y)$ is a strong ordering on the vertices of $G(w)$. 

Proof. Suppose $(x, y), (x', y') \in E$ and $x <_X x'$ and $y' <_Y y$. We need to show that $(x, y')$ and $(x', y)$ are both in $E$.

Case 1. $x = (a_i, l)$ and $x' = (a_i, l')$ for some (odd) $i$ and $l < l'$.

The following subcases exhaust all possibilities because $(x, y), (x', y') \in E$.

Case 1.1. $y = (a_{i+1}, m)$ and $y' = (a_{i+1}, m')$ for some $m > m'$.

Since $(x', y') \in E$, by definition, $\text{pos}_{a_{i+1}}(w, m') > \text{pos}_{a_i}(w, l')$. Hence,

$$\text{pos}_{a_i}(w, l) < \text{pos}_{a_i}(w, l') < \text{pos}_{a_{i+1}}(w, m') < \text{pos}_{a_{i+1}}(w, m).$$

It follows that $(x, y') \in E$ and $(x', y) \in E$ by the definition of Parikh graph.

Case 1.2. $y = (a_{i-1}, m)$ and $y' = (a_{i-1}, m')$ for some $m > m'$.

This is similar to Case 1.1.

Case 1.3. $y = (a_{i-1}, m)$ and $y' = (a_{i+1}, m')$ for some $m$ and $m'$.

Since $(x, y), (x', y') \in E$, by the definition of Parikh graph, $\text{pos}_{a_{i+1}}(w, m') > \text{pos}_{a_i}(w, l')$ and $\text{pos}_{a_{i-1}}(w, m) < \text{pos}_{a_i}(w, l)$. Hence,

$$\text{pos}_{a_{i-1}}(w, m) < \text{pos}_{a_i}(w, l) < \text{pos}_{a_i}(w, l') < \text{pos}_{a_{i+1}}(w, m').$$

It follows that $(x, y') \in E$ and $(x', y) \in E$.

Case 2. $x = (a_i, l)$ and $x' = (a_i, l')$ for some $l$, $l'$, and (odd) $i > i'$.

Since $(x, y) \in E$ and $(x', y') \in E$, it follows that $i - i'$ cannot be more than two for otherwise $y <_Y y'$, a contradiction. Hence, in fact, $x' = (a_{i-2}, l')$, $y = (a_{i-1}, m)$ and $y' = (a_{i-1}, m')$ for some $m > m'$. Similarly, $\text{pos}_{a_{i-1}}(w, m') > \text{pos}_{a_{i-2}}(w, l')$ and $\text{pos}_{a_{i-1}}(w, m) < \text{pos}_{a_i}(w, l)$. Hence,

$$\text{pos}_{a_{i-2}}(w, l') < \text{pos}_{a_{i-1}}(w, m') < \text{pos}_{a_{i-1}}(w, m) < \text{pos}_{a_i}(w, l).$$

It follows that $(x, y') \in E$ and $(x', y) \in E$. □
Theorem 4.4. Every Parikh word representable graph is a bipartite permutation graph.

Proof. Suppose $G$ is Parikh word representable. By Remarks 2.6 and 3.9, we may assume $G$ is connected. Without loss of generality and by Remark 3.11, we may assume that $G = G(w)$ for some word $w \in \Sigma_s$ with $\text{supp}(w) = \Sigma_s$. By Lemma 4.3, there exists a strong ordering on the vertices of $G$. Therefore, $G$ is a bipartite permutation graph by Theorem 4.2. 

We need a technical lemma before our main theorem.

Lemma 4.5. Suppose $G = (X, Y, E)$ is a connected bipartite permutation graph. Let $(<_X, <_Y)$ be a strong ordering on the vertices of $G$. Then for some positive integer $n$, there exist a sequence $X_1, X_2, \ldots, X_n$ of nonempty intervals of $X$ (with respect to $<_X$) with $\bigcup_{i=1}^n X_i = X$ and a sequence $Y_1, Y_2, \ldots, Y_n$ of nonempty intervals of $Y$ (with respect to $<_Y$) with $\bigcup_{i=1}^n Y_i = Y$ such that

(1) $\bigcup_{i=1}^p X_i$ is an end segment of $X$ and $X_p$ is an initial segment of $\bigcup_{i=1}^p X_i$, for each $1 \leq p \leq n$;

(2) $\bigcup_{i=1}^p Y_i$ is an end segment of $Y$ and $Y_p$ is an initial segment of $\bigcup_{i=1}^p Y_i$, for each $1 \leq p \leq n$;

(3) $X_p \not\subseteq X_{p+1}$ and $Y_p \not\subseteq Y_{p+1}$ for each $1 \leq p \leq n - 1$;

(4) at least one of $X_{p+1} \setminus X_p$ or $Y_{p+1} \setminus Y_p$ is nonempty for each $1 \leq p \leq n - 1$;

(5) $E(G_p) = E(G_{p-1}) \cup (X_p \times Y_p)$ for each $1 \leq p \leq n$,

where $G_p = G[\bigcup_{i=1}^p X_i \cup \bigcup_{i=1}^p Y_i]$ for each $1 \leq p \leq n$ and $E(G_0) = \emptyset$.

Proof. We will recursively construct the required two finite sequences that in fact satisfy the following two additional properties:

(6) $X_p$ is the set of vertices in $X$ adjacent to the last vertex of $Y_p$ but preceding or equal to the last vertex of $X_p$ for each $1 \leq p \leq n$;

(7) $Y_p$ is the set of vertices in $Y$ adjacent to the last vertex of $X_p$ but preceding or equal to the last vertex of $Y_p$ for each $1 \leq p \leq n$.

For the base step, let $X_1$ be the set of vertices adjacent to the last vertex $y_L$ of $Y$ and let $Y_1$ be the set of vertices adjacent to the last vertex $x_L$ of $X$. It is clear that $X_1$ and $Y_1$ are nonempty because $G$ is connected.

Assume $X_1$ is not an end segment of $X$. Then there exists $x' \in X_1$ and $x \in X \setminus X_1$ such that $x' <_X x$. By definition, $(x', y_L) \in E$. Since $G$ is connected and $(x, y_L) \notin E$, it follows that $(x, y) \in E$ for some $y <_Y y_L$. The definition of strong ordering implies that $(x, y_L) \in E$, a contradiction. Hence, $X_1$ is an end segment of $X$. Similarly, it can be shown that $Y_1$ is an end segment of $Y$.

To complete the base step, it remains to show that $(x, y) \in E$ whenever $x \in X_1$ and $y \in Y_1$ for then $E(G_1) = E(G[X_1 \cup Y_1]) = X_1 \times Y_1$. Suppose $x \in X_1$ and $y \in Y_1$. If $x = x_L$ or $y = y_L$, we are done. Assume $x \neq x_L$ and $y \neq y_L$. By definition, $(x, y_L), (x_L, y) \in E$. Since $x <_X x_L$ and $y <_Y y_L$, similarly, $(x, y) \in E$ due to the strong ordering.

For the recursive step, suppose a sequence $X_1, X_2, \ldots, X_i$ of nonempty intervals of $X$ and a sequence $Y_1, Y_2, \ldots, Y_i$ of nonempty intervals of $Y$ have been constructed
such that properties (1)–(7) hold with $n$ replaced by $l$. It suffices to show that our recursive construction can be continued as long as $\bigcup_{i=1}^{l} X_i \neq X$ or $\bigcup_{i=1}^{l} Y_i \neq Y$.

Assume at least one of $X \setminus \bigcup_{i=1}^{l} X_i$ or $Y \setminus \bigcup_{i=1}^{l} Y_i$ is nonempty. Let $x^*$ be the last vertex in $X$ incident on an edge not in $E(G_l)$ and let $y^*$ be the last vertex in $Y$ incident on an edge not in $E(G_l)$. Since $G_l \neq G$ and $G$ is connected, $x^*$ and $y^*$ are well-defined. Let $X_{l+1}$ be the set of vertices in $X$ adjacent to $y^*$ but preceding or equal to $x^*$ and vice versa let $Y_{l+1}$ be the set of vertices in $Y$ adjacent to $x^*$ but preceding or equal to $y^*$. By the definitions, it can be verified that both $X_{l+1}$ and $Y_{l+1}$ are nonempty. Furthermore, it can be argued as in the base step that $X_{l+1}$ is an interval of $X$ with last vertex $x^*$, $Y_{l+1}$ is an interval of $Y$ with last vertex $y^*$, and $X_{l+1} \times Y_{l+1} \subseteq E$. Hence, properties (6) and (7) are true for the instance $p = l + 1$.

Note that if $x^* \notin \bigcup_{i=1}^{l} X_i$, then it is the last vertex in $X \setminus \bigcup_{i=1}^{l} X_i$. Let the last vertex of $X_i$ (respectively $Y_i$) be denoted by $x_{L,i}$ (respectively $y_{L,i}$). Suppose $x^* \in \bigcup_{i=1}^{l} X_i$. We argue that $x^*$ precedes $x_{L,1}$ by contradiction. Assume $x_{L,1} \leq x \times x^*$. Since $x^*$ is incident on an edge not in $E(G_l)$, it follows that $x^*$ is adjacent to some vertex $y \in Y \setminus \bigcup_{i=1}^{l} Y_i$. However, $y < y_{L,1}$ and $(x_{L,1}, y_{L,1}) \in E$. Hence, due to the strong ordering or simply because $x^* = x_{L,1}$, it follows that $x_{L,1}$ is adjacent to $y$. However, this would contradict the fact that $y$ is the set of vertices in $Y$ adjacent to $x_{L,1}$ but preceding or equal to $y_{L,1}$. Therefore, $x^*$ either belongs to $X \setminus \bigcup_{i=1}^{l} X_i$ or is the last vertex in $X \setminus \bigcup_{i=1}^{l} X_i$. Similarly, $y^*$ either belongs to $Y \setminus \bigcup_{i=1}^{l} Y_i$ or is the last vertex in $Y \setminus \bigcup_{i=1}^{l} Y_i$.

Now, using the strong ordering and the fact that $X \times Y \subseteq E$, it can be shown that if $x^* \in X \setminus \{x_{L,1}\}$, then $\{x \in X \mid x \leq x^*\} \subseteq X_{l+1}$. Hence, since $X_{l+1}$ is an interval of $X$ with last vertex $x^*$, regardless of whether $x^*$ belongs to $X \setminus \bigcup_{i=1}^{l} X_i$ or is the last vertex in $X \setminus \bigcup_{i=1}^{l} X_i$, it follows that $X_i \notin X_{l+1}$, $\bigcup_{i=1}^{l} X_i$ is an end segment of $X$ and $X_{l+1}$ is an initial segment of $\bigcup_{i=1}^{l+1} X_i$. Similarly, it can be shown that $Y_i \notin Y_{l+1}$, $\bigcup_{i=1}^{l+1} Y_i$ is an end segment of $Y$ and $Y_{l+1}$ is an initial segment of $\bigcup_{i=1}^{l+1} Y_i$. Furthermore, if $x^* \notin X \setminus \{x_{L,1}\}$, then it is adjacent to some $y \in Y \setminus \bigcup_{i=1}^{l} Y_i \setminus Y_{l+1} \setminus Y_i$. Otherwise, $x^*$ is the last vertex in $X \setminus \bigcup_{i=1}^{l} X_i = X_{l+1} \setminus X_i$. Therefore, at least one of $X_{l+1} \setminus X_i$ or $Y_{l+1} \setminus Y_i$ is nonempty.

Finally, to complete the recursion step, it remains to show that $E(G_{l+1}) = E(G_l) \cup (X_{l+1} \times Y_{l+1})$. Since $X_{l+1} \times Y_{l+1} \subseteq E$, it suffices to show that $x \in X_{l+1}$ and $y \in Y_{l+1}$ whenever $(x, y) \in E(G_{l+1}) \setminus E(G_l)$. Suppose not. Then we may assume that $(x, y) \in E(G_{l+1}) \setminus E(G_l)$ for some $x \in X_{l+1} \setminus \bigcup_{i=1}^{l} X_i$ and $y \in (\bigcup_{i=1}^{l} Y_i) \setminus Y_{l+1}$ as the other case is similar. Note that $y^* <_{Y} y$ because $Y_{l+1}$ is an initial segment of $\bigcup_{i=1}^{l+1} Y_i$ and $y^* \in Y_{l+1}$. However, since $(x, y) \notin E(G_l)$, this contradicts the definition of $y^*$. \[\] 

Remark 4.6. The sequence constructed in the proof of Lemma 4.5 in fact satisfies and additional property that at least one of $X_p \cap X_{p+1}$ or $Y_p \cap Y_{p+1}$ is nonempty for each $1 \leq p \leq n - 1$. However, this fact is not needed in the proof of the next main theorem.

Theorem 4.7. Every bipartite permutation graph is Parikh word representable.
Proof. By Theorem 3.10 and Remark 2.6 it suffices to consider only connected bipartite permutation graphs. Suppose \( G = (X, Y, E) \) is a connected bipartite permutation graph. Let \((X_i, Y_i)\) be a strong ordering on the vertices of \( G \). Let \( X_1, X_2, \ldots, X_n \) and \( Y_1, Y_2, \ldots, Y_n \) for some \( n \) be sequences given by Lemma 4.3. It can be deduced using properties (1) and (3) in Lemma 4.3 that \( X_i \cap X_{i+1} \) is an initial segment of \( X_i \) and \( X_{i+1} \setminus X_i \leq \bigcup_{i=1}^n X_i \) for each \( 1 \leq i \leq n - 1 \). (It is possible for \( X_i \cap X_{i+1} \) or \( X_{i+1} \setminus X_i \) to be empty but \( X_{i+1} \) is nonempty.) Similarly \( Y_i \cap Y_{i+1} \) is an initial segment of \( Y_i \) and \( Y_{i+1} \setminus Y_i \leq \bigcup_{i=1}^n Y_i \) for each \( 1 \leq i \leq n - 1 \).

For each \( 1 \leq i \leq n \), let \( G_i = G[\bigcup_{i=1}^l X_i \cup \bigcup_{i=1}^l Y_i] \). Recursively, we will construct a sequence \( w_1, w_2, \ldots, w_n \) of words such that

1. \( w_l \) is a proper subword of \( w_{l+1} \) for each \( 1 \leq l \leq n - 1 \);
2. \( \text{supp}(w_l) = \Sigma_s \) for some \( s \) for each \( 1 \leq l \leq n \);
3. For each \( 1 \leq l \leq n \), there is an isomorphism \( \varphi_l : V(G_l) \to V(G(w_l)) \) between \( G_l \) and \( G(w_l) \) that preserves the strong ordering on the vertices of \( G_l \) inherited from \((X, Y)\) and the strong ordering on the vertices of \( G(w_l) \) as given in Lemma 4.3. Furthermore, under this isomorphism, the subword of \( w_l \) that corresponds to \( X_l \cup Y_l \) is either binary or ternary.

Since \( G_n = G \), if our construction can be carried out, then \( \varphi_n \) will be an isomorphism between \( G \) and \( G(w_n) \) and thus \( G \) is Parikh word representable.

For the basis step, since \( E(G_1) = X_1 \times Y_1 \), we can take \( w_1 = a_1^{[X_1]} a_2^{[Y_1]} \). There is a canonical isomorphism \( \varphi_1 \) between \( G_1 \) and \( G(w_1) \) with the required properties.

For the recursion step, suppose \( w_l \) has been constructed with \( \text{supp}(w_l) = \Sigma_s \) for some \( s \) and let \( \varphi_l : V(G_l) \to V(G(w_l)) \) be an isomorphism between \( G_l \) and \( G(w_l) \) with the stated property.

**Case 1.** The subword of \( w_l \) that corresponds to \( X_l \cup Y_l \) is binary. Since \( X_l \) is an initial segment of \( \bigcup_{i=1}^l X_i \) and \( Y_l \) is an initial segment of \( \bigcup_{i=1}^l Y_i \), by the strong ordering preserving property of the isomorphism \( \varphi_l \), we may assume that \( \varphi_l[X_l] = \{(a_{s-1}, 1), (a_{s-1}, 2), \ldots, (a_{s-1}, |X_l|)\} \) and \( \varphi_l[Y_l] = \{(a_s, 1), \ldots, (a_s, |Y_l|)\} \) as the other case is similar. Since \( X_l \times Y_l \subseteq E(G_l) \), due to the isomorphism, it follows that every letter in \( w_l \) that is \( a_s \) comes after the \( |X_l|-\text{th} \) \( a_{s-1} \) in \( w_l \).

Let \( w_{l+1} \) be obtained from \( w_l \) by inserting \( a_s^{[Y_{l+1}]} \) immediately after the \( |X_l| \)-th \( a_{s-1} \) in \( w_l \) (in case \( X_l \cap X_{l+1} \) is empty, immediately before the first \( a_{s-1} \) in \( w_l \)) and inserting \( a_s^{[X_{l+1}]} \) immediately after the \( |Y_l| \)-th \( a_s \) in \( w_l \) (in case \( Y_l \cap Y_{l+1} \) is empty, immediately before the first \( a_s \) in \( w_l \)). From the previous observation, note that the \( a_s^{[Y_{l+1}]} \) newly introduced in \( w_l \) comes before every \( a_s \) originally in \( w_l \).

Since at least one of \( X_{l+1} \setminus X_l \) or \( Y_{l+1} \setminus Y_l \) is nonempty, \( w_l \) is a proper subword of \( w_{l+1} \). Furthermore, \( \text{supp}(w_{l+1}) \) is equal to \( \Sigma_s \) or \( \Sigma_{s+1} \).

Let \( x_1, x_2, \ldots, x_{|X_{l+1} \setminus X_l|} \) be the vertices in \( X_{l+1} \setminus X_l \) (provided it is nonempty) ordered according to \( <_X \). Similarly, let \( y_1, y_2, \ldots, y_{|Y_{l+1} \setminus Y_l|} \) be the vertices in \( Y_{l+1} \setminus Y_l \), ordered according to \( <_Y \). Consider the mapping \( \varphi_{l+1} : V(G_{l+1}) \to V(G(w_{l+1})) \)
defined by
\[
\varphi_{t+1}(z) = \begin{cases} 
\varphi_i(z) & \text{if } z \in V(G_i) \text{ and } \varphi_i(z) = (a_i, j) \\
(a_s, j' + |Y_{t+1}|_l) & \text{if } z \in V(G_{t+1}) \text{ and } \varphi_{t+1}(z) = (a_s, j') \\
(a_{s+1}, t) & \text{if } z = x_t \text{ for some } 1 \leq t \leq |X_{t+1}|_l; \\
(a_s, t') & \text{if } z = y_{t'} \text{ for some } 1 \leq t' \leq |Y_{t+1}|_l. 
\end{cases}
\]

Due to the property of \( \varphi_i \) and by the definition of \( \varphi_{t+1} \), the restriction of \( \varphi_{t+1} \) to \( V(G_i) \) is an isomorphism between the subgraph \( G_i \) of \( G_{t+1} \) and the subgraph \( \mathcal{G}(w_{t+1}) \) induced by the subword \( w_{t+1} \) that preserves the corresponding strong orderings. Since \( X_{t+1} \setminus X \cup \bigcup_{i=1}^{t} X_i \) and \( Y_{t+1} \setminus Y \cup \bigcup_{t} Y_t \), it follows that \( \varphi_{t+1} \) preserves the strong ordering on the vertices of \( G_{t+1} \) inherited from \( (X, <_X) \) and the strong ordering on the vertices of \( \mathcal{G}(w_{t+1}) \) as given in Lemma 4.3.

Since \( X_{l} \cap X_{t+1} \) is an initial segment of \( X_l \), note that
\[
\varphi_{t+1}[X_{t+1}] = \varphi_{t+1}[X_{t+1} \setminus X_l] \cup \varphi_{t+1}[X_l \cap X_{t+1}]
\]
\[
= \{(a_{s+1}, 1), \ldots, (a_{s+1}, |X_{t+1} \setminus X_l|)\} \cup \{(a_{s-1}, 1), \ldots, (a_{s-1}, |X_l \cap X_{t+1}|)\}
\]

Also, \( \varphi_{t+1}[Y_l \cap Y_{t+1}] = \{(a_s, 1), (a_s, 2), \ldots, (a_s, |Y_l \cap Y_{t+1}|)\} \) because \( Y_l \cap Y_{t+1} \) is an initial segment of \( Y_l \) and thus
\[
\varphi_{t+1}[Y_l \cap Y_{t+1}] = \{(a_s, 1 + |Y_{t+1} \setminus Y_l|), (a_s, 2 + |Y_{t+1} \setminus Y_l|), \ldots, (a_s, |Y_{t+1}|_l)\}
\]

Hence, note that
\[
\varphi_{t+1}[Y_{t+1}] = \varphi_{t+1}[Y_{t+1} \setminus Y_l] \cup \varphi_{t+1}[Y_l \cap Y_{t+1}] = \{(a_{s+1}, 1), (a_s, 2), \ldots, (a_s, |Y_{t+1}|_l)\}
\]

Furthermore, since \( X_l \times Y_l \subseteq E(G_l) \), note that
\[
E(G_{t+1}) = E(G_l) \cup (X_{t+1} \times Y_{t+1}) = E(G_l) \cup [(X_{t+1} \setminus X_l) \times Y_l] \cup [(X_{t+1} \times Y_{t+1}) \setminus (X_{t+1} \times Y_l)]
\]

Therefore, to see that \( \varphi_{t+1} \) is an isomorphism between \( G_{t+1} \) and \( \mathcal{G}(w_{t+1}) \), it suffices to show that for the graph \( \mathcal{G}(w_{t+1}) \)
\[
(1) \quad N((a_{s+1}, t)) = \varphi_{t+1}[X_{t+1}] \text{ for each } 1 \leq t \leq |X_{t+1} \setminus X_l|; \text{ and}

(2) \quad N((a_s, t')) = \varphi_{t+1}[X_{t+1}] \text{ for each } 1 \leq t' \leq |Y_{t+1} \setminus Y_l|.
\]

Since the \( a_{s+1}^{[Y_{t+1} \setminus Y_l]} \) newly introduced in \( w_{t+1} \) comes before every \( a_s \) originally in \( w_l \), the \( a_{s+1}^{[X_{t+1} \setminus X_l]} \) newly introduced in \( w_{t+1} \) comes immediately after the \( |Y_{t+1}|_l \)-th \( a_s \) in \( w_{t+1} \) because \( |Y_{t+1} \setminus Y_l| + |Y_l \cap Y_{t+1}| = |Y_{t+1}|_l \). Hence, by the definition of Parikh graph, \( N((a_{s+1}, t)) = \varphi_{t+1}[X_{t+1}] \) for each \( 1 \leq t \leq |X_{t+1} \setminus X_l| \). Meanwhile, since \( a_s^{[Y_{t+1} \setminus Y_l]} \) is introduced in \( w_{t+1} \) immediately after the \( |X_l \cap X_{t+1}| \)-th \( a_{s-1} \) in \( w_l \) and they come before \( a_{s+1}^{[X_{t+1} \setminus X_l]} \) and the rest of the \( a_s \)'s in \( w_{t+1} \), it follows that \( N((a_s, t')) = \varphi_{t+1}[X_{t+1}] \) for each \( 1 \leq t' \leq |Y_{t+1} \setminus Y_l| \).

Finally, the first component of any vertex in \( \varphi_{t+1}[X_{t+1} \cup Y_{t+1}] = \varphi_{t+1}[X_{t+1}] \cup \varphi_{t+1}[Y_{t+1}] \) is either \( a_{s-1}, a_s, \) or \( a_{s+1} \). Therefore, under the isomorphism \( \varphi_{t+1} \), the subword of \( w_{t+1} \) that corresponds to \( X_{t+1} \cup Y_{t+1} \) is either binary or ternary, where
being binary is possible because one of \(X_{t+1}\setminus X_t\) or \(X_t\cap X_{t+1}\) can be empty but not both.

**Case 2.** The subword of \(w_t\) that corresponds to \(X_t\cup Y_t\) is ternary.

The proof of this case resembles that of Case 1 and thus some argument will be handwaived due to similarity. Since \(X_t\) is an initial segment of \(\bigcup_{i=1}^{t} X_i\) and \(Y_t\) is an initial segment of \(\bigcup_{i=1}^{t} Y_i\), by the strong ordering preserving property of the isomorphism \(\varphi_t\), we may assume that \(\varphi_t[X_t] = \{(a_{s-1}, 1), (a_{s-1}, 2), \ldots, (a_{s-1}, |X_t|)\}\) and

\[
\varphi_t[Y_t] = \{(a_s, 1), (a_s, 2), \ldots, (a_s, |w_t|_{a_s}), (a_{s-2}, 1), (a_{s-2}, 2), \ldots, (a_{s-2}, |Y_t| - |w_t|_{a_s})\}.
\]

**Case 2.1.** \(|Y_t \cap Y_{t+1}| \leq |w_t|_{a_s}|.

This implies that \(\varphi_t[Y_t \cap Y_{t+1}] = \{(a_s, 1), (a_s, 2), \ldots, (a_s, |Y_t \cap Y_{t+1}|)\}\). Hence, we are essentially back to Case 1. We claim without going into details that the construction of \(w_{t+1}\) and \(\varphi_{t+1}\) as in Case 1 works here.

**Case 2.2.** \(|Y_t \cap Y_{t+1}| > |w_t|_{a_s}|

This implies that

\[
\varphi_t[Y_t \cap Y_{t+1}] = \{(a_s, 1), (a_s, 2), \ldots, (a_s, |w_t|_{a_s}), (a_{s-2}, 1), (a_{s-2}, 2), \ldots, (a_{s-2}, |Y_t \cap Y_t - |w_t|_{a_s})\}.
\]

Let \(w_{t+1}\) be the word obtained from \(w_t\) by inserting \(a_s^{Y_t \cap Y_{t+1}}\) immediately after the \(|X_t \cap X_{t+1}|\)-th \(a_{s-1}\) in \(w_t\) and inserting also \(a_{s-2, |Y_t \cap Y_{t+1}| - |w_t|_{a_s}}\)-th \(a_{s-2}\) in \(w_t\).

Let \(x_1, x_2, \ldots, x_{|X_t \cap X_{t+1}|-1}\) and \(y_1, y_2, \ldots, y_{|Y_t \cap Y_{t+1}|}\) be defined as in Case 1. Consider the mapping \(\varphi_{t+1}: V(G_t) \to V(G(w_{t+1}))\) defined by

\[
\varphi_{t+1}(z) = \begin{cases} 
\varphi_t(z) & \text{if } z \in V(G_t) \text{ and } \varphi_t(z) = (a_i, j) \\
(a_{s-1}, j' + |X_t \setminus X_t|) & \text{if } z \in V(G_t) \text{ and } \varphi_t(z) = (a_{s-1}, j') \\
(a_s, j'' + |Y_t \setminus Y_t|) & \text{if } z \in V(G_t) \text{ and } \varphi_t(z) = (a_s, j'') \\
(a_{s-1}, t) & \text{if } z = x_t \text{ for some } 1 \leq t \leq |X_t \setminus X_t|; \\
(a_s, t') & \text{if } z = y_t \text{ for some } 1 \leq t' \leq |Y_t \setminus Y_t|.
\end{cases}
\]

Similarly, \(\varphi_{t+1}\) preserves the strong ordering on the vertices of \(G_{t+1}\) inherited from \((<_X, <_Y)\) and the strong ordering on the vertices of \(G(w_{t+1})\) as given in Lemma 14.

To see that \(\varphi_{t+1}\) is an isomorphism between \(G_{t+1}\) and \(G(w_{t+1})\), it suffices to show that for the graph \(G(w_{t+1})\)

1. \(N((a_{s-1}, t)) = \varphi_{t+1}[Y_t \cap Y_{t+1}]\), which is

\[
\{(a_s, 1), \ldots, (a_s, |w_t|_{a_s} + |Y_t \cap Y_t|), (a_{s-2}, 1), \ldots, (a_{s-2}, |Y_t \cap Y_t| - |w_t|_{a_s})\};
\]

for each \(1 \leq t \leq |X_t \setminus X_t|\); and
(2) $N\left(\left(s, t^*\right)\right) = \varphi_{l+1}[X_{l+1}]$, which is
\[\{(s_{a-1}, 1), (s_{a-1}, 2), \ldots, (s_{a-1}, |X_{l+1}|)\}\]
for each $1 \leq t' \leq |Y_{l+1}\} \setminus Y_l$.

Since $X_l \times Y_l \subseteq E(G_l)$, due to the isomorphism $\varphi_l$, it follows that every $a_{s-1}$ in $w_l$ comes after the $(|Y_l| - |w|_{a_s})$-th $a_{s-2}$ in $w_l$ and every $a_s$ in $w_l$ comes after the $|X_l|$-th $a_{s-1}$ in $w_l$. Using these two facts, it can be argued as in Case 1 that properties (1) and (2) above hold.

Finally, $w_{l+1}$ and $\varphi_{l+1}$ easily satisfy the other required properties. $\square$

5. Hierarchy of Parikh Word Representable Graphs

Suppose $\mathcal{PWG}_s$ denote the class of bipartite graphs Parikh word representable by some word over $\Sigma_s$. By Theorems 4.4 and 4.7, $\bigcup_{s \geq 1}^\infty \mathcal{PWG}_s$ is the class of bipartite permutation graphs. Clearly, $\mathcal{PWG}_s \subseteq \mathcal{PWG}_{s+1}$ for all $s \geq 1$. This hierarchy of Parikh word representable graphs is strictly proper and to see this, we are studying upper bounds on the diameters of connected Parikh graphs in terms of where they are among the hierarchy.

Lemma 5.1. Suppose $s \geq 2$, $w \in \Sigma_s^*$, and $\text{core}_{a_1,s}(w) = w$. Then $G(w)$ is connected and its diameter is at most $s + 1$.

Proof. We argue by induction on $s$. For $s = 2$, $w = a_1x_2a_2$ for some $x \in \Sigma_2^*$ as $\text{core}_{a_1,a_2}(w) = w$. Since every vertex $(a_2, k)$ for $1 \leq k \leq |w|_{a_2}$ is adjacent to the vertex $(a_1, 1)$ and every vertex $(a_1, l)$ for $1 \leq l \leq |w|_{a_1}$ is adjacent to the vertex $(a_2, |w|_{a_2})$, it follows that $G(w)$ is connected and its diameter is at most three. Hence, the base step holds.

For the induction step, suppose $w$ is a word over $\Sigma_{s+1}$ and is an $\text{core}_{a_1,s+1}(w) = w$. Let $w' = \pi_{a_1,a_2,\ldots,a_s}(w)$. Note that $w'$ is an $a_1,a_2$-core word and thus by the induction hypothesis, $G(w')$ is connected and its diameter is at most $s+1$. Furthermore, $G(w')$ is exactly the subgraph of $G(w)$ induced by vertices of the form $(a_i, k)$ for $1 \leq i \leq s$ and $1 \leq k \leq |w|_{a_i}$. Since every vertex $(a_{s+1}, l)$ for $1 \leq l \leq |w|_{a_{s+1}}$ in $G(w)$ is adjacent to the vertex $(a_s, 1)$ in $G(w)$ as $\text{core}_{a_1,a_1}(w) = w$, it follows that $G(w)$ is connected.

Now, we show that the diameter of $G(w)$ is at most $s + 2$. Suppose $x = (a_i, k)$ and $y = (a_j, l)$ are two distinct vertices of $G(w)$, where $1 \leq i \leq j \leq s + 1$, $1 \leq k \leq |w|_{a_i}$, and $1 \leq l \leq |w|_{a_j}$. If $1 \leq i \leq j \leq s$, then $x$ and $y$ are also vertices of $G(w')$ and thus $d(x, y) \leq s + 1$. Else if $i = j = s + 1$, then both $x$ and $y$ are adjacent to the vertex $(a_s, 1)$ and thus in fact, $d(x, y) = 2$. Otherwise, suppose $1 \leq i \leq s$ and $j = s + 1$. Then $y$ is adjacent to the vertex $y' = (a_s, 1)$. Therefore, $d(x, y) \leq d(x, y') + d(y', y) \leq (s + 1) + (s + 2) = (s + 1) + 1 = s + 2$. $\square$

Theorem 5.2. Suppose $s \geq 2$ and $w \in \Sigma_s^*$ with $\text{core}_{a_1,s}(w) \neq \lambda$. Assume $G(w)$ is connected. Then the diameter of $G$ is at most $s + 3$ when $s \geq 3$ and at most three when $s = 2$.

Proof. If $s = 2$, since $G(w)$ is connected, the first (respectively last) letter of $w$ must be $a_1$ (respectively $a_2$) and thus $\text{core}_{a_1,a_2}(w) = w$. Hence, the diameter of $G(w)$ is at most three by Lemma 5.1.
Suppose \( s \geq 3 \). Note that \( w \equiv_1 w_1 \text{core}_{a_1,s}(w)w_2 \) for some \( w_1 \in \{a_2,a_3,\ldots,a_s\}^* \) and \( w_2 \in \{a_1,a_2,\ldots,a_{s-1}\}^* \). Since words that are \( 1 \)-equivalent to each other have the same Parikh graph, we may assume \( w = w_1 \text{core}_{a_1,s}(w)w_2 \). Consider two vertices \( x \) and \( y \) of \( G(w) \). First, we assume one of them, say \( x \), corresponds to a letter \( a_i \) in \( w \) that occurs in \( \text{core}_{a_1,s}(w) \). We will show that \( d(x,y) \leq s + 1 \).

Case 1. \( y \) also corresponds to a letter in \( w \) that occurs in \( \text{core}_{a_1,s}(w) \).

Since \( \text{core}_{a_1,s}(\text{core}_{a_1,s}(w)) = \text{core}_{a_1,s}(w) \), by Lemma 5.1, the diameter of \( G(\text{core}_{a_1,s}(w)) \) is at most \( s + 1 \). It follows that \( d(x,y) \leq s + 1 \).

Case 2. \( y \) corresponds to a letter \( a_j \) in \( w \) that occurs in \( w_1 \).

Case 2.1. \( 2 \leq j \leq s - 1 \).

We may assume \( i \leq j \) as the other case is similar. By definition, \( y \) is adjacent to the vertex \( y' \) corresponding to the letter \( a_{j+1} \) in \( w \) that occurs last in \( \text{core}_{a_1,s}(w) \). Note that there exists an occurrence of the word \( a_ia_{i+1}\cdots a_{j+1} \) as a subword of \( w \) for which \( x \) corresponds to the letter \( a_i \) in this occurrence and \( y' \) corresponds to the letter \( a_{j+1} \) in this occurrence. Hence, \( d(x,y') = j + 1 - i \). Therefore, \( d(x,y) \leq d(x,y') + d(y',y) = j + 1 - i + 1 \leq (s - 1) + 1 + 1 = s + 1 \).

Case 2.2. \( j = s \)

Since \( G(w) \) is connected, \( y \) must be adjacent to a vertex \( y' \) corresponding to a letter \( a_{s-1} \) in \( w \) that occurs in \( w_1 \). Hence, \( d(x,y) \leq d(x,y') + d(y',y) \leq s + 1 \), where \( d(x,y') \leq s \) by Case 2.1.

Case 3. \( y \) corresponds to a letter in \( w \) that occurs in \( w_2 \).

This is similar to Case 2.

Finally, if neither \( x \) nor \( y \) corresponds to a letter in \( w \) that occurs in \( \text{core}_{a_1,s}(w) \), then we can choose a vertex \( y' \) corresponding to a letter in \( w \) that occurs in \( \text{core}_{a_1,s}(w) \) such that \( d(y',y) = 1 \) or \( 2 \). Therefore, \( d(x,y) \leq d(x,y') + d(y',y) \leq (s+1)+2 = s+3 \), where \( d(x,y') \leq s+1 \) by what we have shown above.

The next example shows that the upper bound in Theorem 5.2 is realizable.

Example 5.3. Over \( \{a < b < c < d < e\} \), the Parikh graphs \( G(abab), G(bcabcab), G(cdabcdab), \) and \( G(deabcdeab) \) are path graphs of length 3, 6, 7, and 8 respectively.

Surprisingly, we will see that if the requirement \( \text{core}_{a_1,s}(w) \neq \lambda \) is taken away, then the upper bound on the diameter of the connected Parikh graph \( G(w) \) increases significantly.

Lemma 5.4. Suppose \( s \geq 3 \) and \( w \in \Sigma^*_s \) with \( \text{supp}(w) = \Sigma_s \). If \( G(w) \) is connected, then \( |w|_{a_1,a_{i+1},a_{i+2}} \neq 0 \) for every \( 1 \leq i \leq s - 2 \).

Proof. Fix an integer \( 1 \leq i \leq s - 2 \). For any vertex \( x \) in \( G(w) \) corresponding to a letter \( a_i \) in \( w \) and any vertex \( y \) in \( G(w) \) corresponding to a letter \( a_{i+2} \) in \( w \), there exists a path in \( G(w) \) between \( x \) and \( y \) because \( G(w) \) is connected. Choose a path with such two endpoints having the smallest possible length. It is easy to see that this path must have length two where the intermediate vertex corresponding to
a letter \( a_{i+1} \) in \( w \). By the definition of Parikh graph, the corresponding letters \( a_i, a_{i+1}, a_{i+2} \) appear in \( w \) from left to right. Hence, \( |w|_{a_i a_{i+1} a_{i+2}} \neq 0 \). □

**Theorem 5.5.** Suppose \( s \geq 2 \) and \( w \in \Sigma_s^* \). Assume \( \mathcal{G}(w) \) is connected. Then the diameter of \( G \) is at most \( 3s - 3 \).

**Proof.** We argue by induction on \( s \). The base step \( s = 2 \) again holds as in the proof of Theorem 5.2. For the induction step, suppose \( w \in \Sigma_{s+1}^* \) and \( \mathcal{G}(w) \) is connected. We may assume \( \text{supp}(w) = \Sigma_{s+1} \) for otherwise \( |\text{supp}(w)| \leq s \) and we are done by the induction hypothesis and some relabelling of the letters as \( \text{supp}(w) \) must consist of consecutive letters of \( \Sigma \) due to connectivity. Let \( w = w'w''w''' \) where the first \( a_{s-1} \) of \( w \) is the first letter of \( w'' \) and the last \( a_{s+1} \) of \( w \) is the last letter of \( w''' \). Note that \( w', w'', \) and \( w''' \) are well-defined and \( |w'''|_{a_s} \neq 0 \) because \( |w|_{a_{s-1} a_s a_{s+1}} \neq 0 \) by Lemma 5.4. Let \( u = \pi_{a_1, a_2, \ldots, a_s}(w'w'') \) and \( v = \pi_{a_1, a_2, \ldots, a_s}(w'w''w''') \).

Let \( \mathcal{G}(v) \) denote the corresponding subgraph of \( \mathcal{G}(w) \) induced by the subword \( v \), which is isomorphic to \( \mathcal{G}(v) \).

Due to connectivity of \( \mathcal{G}(w) \), the first letter of \( u \) must be \( a_s \). Clearly the last letter of \( u \) is \( a_{s+1} \) because the last letter of \( w'' \) is \( a_{s+1} \). Hence, \( \mathcal{G}(u) \) is connected with diameter at most three. Since \( \mathcal{G}(w) \) is connected and the first \( a_{s-1} \) of \( w \) is the first letter of \( w'' \), it follows that every vertex in \( \mathcal{G}(v) \) is connected within \( \mathcal{G}(v) \) to some vertex corresponding to a letter \( a_s \) of \( w \) occurring in \( v \), which in turn is adjacent to the vertex \( (a_{s-1}, 1) \) in \( \mathcal{G}(v) \). It follows that \( \mathcal{G}(v) \) and thus \( \mathcal{G}(v) \) is connected as well. Meanwhile, note that \( \mathcal{G}(u) \) is identical to the subgraph of \( \mathcal{G}(w) \) induced by the subword \( u \).

By the induction hypothesis, the diameter of \( \mathcal{G}(u) \) is at most \( 3s - 3 \). Note that \( V(\mathcal{G}(u)) \cup V(\mathcal{G}(v)) = V(\mathcal{G}(w)) \) and \( V(\mathcal{G}(u)) \cap V(\mathcal{G}(v)) \) is nonempty because it contains exactly vertices of \( \mathcal{G}(w) \) corresponding to the letters \( a_s \)'s appearing in \( w''' \). Therefore, the diameter of \( \mathcal{G}(w) \) is at most \( (3s - 3) + 3 = 3s \). □

**Theorem 5.6.** For every integer \( s \geq 2 \), the longest path graph that is Parikh word representable over \( \Sigma_s \) has length \( 3s - 3 \).

**Proof.** By Theorem 5.3, it suffices to argue by induction that for every integer \( s \geq 2 \), there exists a word \( w \) over \( \Sigma_s \) such that \( \mathcal{G}(w) \) is a path graph of length \( 3s - 3 \). For the basis step \( s = 2 \), we can take \( w = a_1 b_1 a_1 b_1 \). For the induction step, suppose a word \( w \) with \( \text{supp}(w) = \Sigma_s \) such that \( \mathcal{G}(w) \) is a path graph of length \( 3s - 3 \) and that the first \( a_s \) of \( w \) corresponds to one of the endpoint of \( \mathcal{G}(w) \) has been constructed. Consider the word \( w' \) obtained from \( w \) by prefixing \( w \) with \( a_s a_{s+1} \) and inserting \( a_{s+1} \) immediately after the first \( a_s \) in \( w \). Then it can be verified that \( \mathcal{G}(w') \) is a path graph of length \( 3s \) such that the first \( a_s \) of \( w' \) corresponds to one of the endpoint of \( \mathcal{G}(w') \). □

**Example 5.7.** Over \( \{a < b < c < d < e\} \), the Parikh graphs \( \mathcal{G}(abab), \mathcal{G}(bcabecab), \mathcal{G}(cdcbabacab) \), and \( \mathcal{G}(decdebdabcab) \) are path graphs of length 3, 6, 9, and 12 respectively.

**Corollary 5.8.** \( \mathcal{PWG}_s \not\subseteq \mathcal{PWG}_{s+1} \) for all integer \( s \geq 1 \).

**Proof.** The inclusion is strict by Theorem 5.6.
6. Parikh Binary or Ternary Word Representability

The following characterization of Parikh binary word representability that has not appeared explicitly is more in line with the characterization of bipartite permutation graphs in terms of neighborhoods [11, Theorem 1].

**Theorem 6.1.** Suppose \( G = (X, Y, E) \) is a connected bipartite graphs. Then \( G \) is Parikh binary word representable if and only if \( N(x) \subseteq N(x') \) or \( N(x') \subseteq N(x) \) whenever \( x, x' \in X \).

**Proof.** Suppose \( G \) is Parikh binary word representable. Then without loss of generality, \( G = \mathcal{G}(w) \) for some word \( w \) over \( \Sigma = \{a < b\} \). By definition, \( X \) either consists of vertices corresponding to the letters in \( w \) which are \( a \) or consists of vertices corresponding to the letters in \( w \) which are \( b \). In either case, it is clear that \( N(x) \subseteq N(x') \) or \( N(x') \subseteq N(x) \) whenever \( x, x' \in X \).

Conversely, suppose \( N(x) \subseteq N(x') \) or \( N(x') \subseteq N(x) \) whenever \( x, x' \in X \). Then due to finiteness of the neighborhoods, there is some listing \( x_1, x_2, \ldots, x_{|X|} \) of the elements of \( X \) such that \( N(x_1) \supseteq N(x_2) \supseteq \cdots \supseteq N(x_{|X|}) \). Due to connectivity, it follows that \( N(x_{|X|}) \neq \emptyset \) and \( N(x_1) = Y \). Let \( y_1, y_2, \ldots, y_{|Y|} \) be some listing of the elements of \( Y \) such that for every \( 1 \leq i \leq |X| \), \( N(x_i) = \{y_{[y_1]−|N(x_i)|+1}, y_{i+1}, \ldots, y_{|Y|}\} \). Let

\[
    w = ab^{N(x_1)\setminus N(x_2)}ba^{N(x_2)\setminus N(x_3)}\cdots ba^{N(x_{|X|-1})\setminus N(x_{|X|})}ab^{N(x_{|X|})}.
\]

Consider the mapping \( \varphi : X \cup Y \to V(\mathcal{G}(w)) \) defined by \( \varphi(x_i) = (a, i) \) for \( 1 \leq i \leq |X| \) and \( \varphi(y_i) = (b, i) \) for \( 1 \leq i \leq |Y| \). We claim that \( \varphi \) is an isomorphism between \( G \) and \( \mathcal{G}(w) \). Suppose \( 1 \leq i \leq |X| \). Since \( N(x_i) = \{y_{[y_1]−|N(x_i)|+1}, y_{i+1}, \ldots, y_{|Y|}\} \), it suffices to show that \( \varphi(x_i) \) is adjacent to \( \varphi(y_j) \) in \( \mathcal{G}(w) \) if and only if \( |Y|−|N(x_i)|+1 \leq j \leq |Y| \), provided \( N(x_i) \) is nonempty. From the definition of \( w \), there are exactly

\[
    |N(x_1)\setminus N(x_2)| + \cdots + |N(x_{i-1})\setminus N(x_i)| = |N(x_1)| + \cdots + |N(x_i)| - |N(x_i)| - |N(x_i)|
\]

many \( b \)'s before the \( i \)-th \( a \). Hence, by definition, the vertex \((a, i)\) in \( \mathcal{G}(w) \) is adjacent to the vertex \((b, j)\) for every \(|Y|−|N(x_i)|+1 \leq j \leq |Y| \) as required.

Using Theorem 6.1 we now give an alternative and direct proof (without using induction) of the following clever known result. It is a well-established fact that a graph is chordal if and only if it is an intersection graph of subtrees of a tree (see Theorem 1.2.3 of [2]).

**Theorem 6.2.** [1] A connected bipartite graph \( G = (X, Y, E) \) is Parikh binary word representable if and only if

1. \( G \) is a \((6, 2)\) chordal graph; and
2. there are two adjacent vertices whose degree sum is the same as the number of vertices of \( G \).

**Proof.** Suppose \( G \) is Parikh binary word representable. Without loss of generality, we may assume \( G = \mathcal{G}(w) \) for some word \( w \) over \( \{a < b\} \). Since \( \mathcal{G}(w) \) is connected, the first letter of \( w \) must be \( a \) and the last letter of \( w \) must be \( b \). Furthermore, the vertices of \( \mathcal{G}(w) \) corresponding to these two letters are adjacent and their degree sum is the same as the number of vertices of \( \mathcal{G}(w) \). Now, suppose \( C \) is a cycle of
length six in $G(w)$. Exactly three of the vertices in $C$ must belong to $X$, say $x$, $x'$ and $x''$. By Theorem 6.1, we may assume $N(x) \subseteq N(x') \subseteq N(x'')$. Hence, the two vertices in $C$ adjacent to $x$ also belong to $N(x')$ and $N(x'')$. Then it can be inferred that $C$ has at least two chords.

Conversely, let $x \in X$ and $y \in Y$ be two adjacent vertices in $G(w)$ whose degree sum is the same as the number of vertices of $G$. This implies that $x$ is adjacent to every vertex in $Y$ and $y$ is adjacent to every vertex in $X$. Assume $G$ is not Parikh binary word representable. Then by Theorem 6.1, there exist two vertices in $G$ corresponding to the letters in $X$ and $Y$ such that for every $1 \leq i \leq k$ with $\emptyset \neq N(x_i) \subseteq N(x_{i'}) \subseteq \cdots \subseteq N(x_k)$ and $N(x_j')$ is an end segment of $Y$ for every $1 \leq j \leq k'$ with $\emptyset \neq N(x_1') \subseteq N(x_2') \subseteq \cdots \subseteq N(x_{k'})$. However, $N(x_k)$ and $N(x_{k'})$ need not be $Y$.

Consider the ordered alphabet $\Sigma = \{a < b < c\}$. Let

$$v = b^{j(N(x_1))}c^{j(N(x_2))}N(x_1)c \cdots b^{j(N(x_k))}N(x_{k-1})c b^{j(N(x_{k'}))}N(x_{k'}) \cdots b^{j(N(x_{k''}))}N(x_1)c b^{j(N(x_{k''}))}N(x_{k'})$$

and let

$$v' = b^{j(Y\setminus N(x_1))}a b^{j(Y\setminus N(x_1))}a b^{j(Y\setminus N(x_1))}a b^{j(Y\setminus N(x_1))}a b^{j(Y\setminus N(x_1))}$$

Take any word $w \in \Sigma^*$ such that $\pi_{a,b}(w) = v'$ and $\pi_{b,c}(w) = v$. Consider the mapping $\varphi: X \cup Y \to V(G(w))$ defined by

$$\varphi(x_i) = (a, i) \text{ for } 1 \leq i \leq k',$$
$$\varphi(x_i) = (c, i) \text{ for } 1 \leq i \leq k,$$
$$\varphi(y_i) = (b, i) \text{ for } 1 \leq i \leq |Y|.$$ 

Then it can be verified as in the proof of Theorem 6.1 that $\varphi$ is an isomorphism between $G$ and $G(w)$. 

Now, we further extend Theorem 6.1 to the ternary alphabet.

**Theorem 6.3.** Suppose $G = (X, Y, E)$ is a connected bipartite graph. Then $G$ is Parikh ternary word representable if and only if there exists an ordering on one of the parts, say $Y$, such that for every $x \in X$, $N(x)$ is either an initial segment or an end segment of $Y$.

**Proof.** Suppose $G$ is Parikh ternary word representable. Without loss of generality, suppose $G = G(w)$ for some word $w$ over $\{a < b < c\}$ and $X$ consists of vertices corresponding to the letters in $w$ which are $a$ or $c$. Consider the ordering $(b, 1), (b, 2), \ldots, (b, |w|)$ on $Y$. It is clear that for every $x \in X$ that corresponds to a letter in $w$ which is $c$ (respectively $a$), $N(x)$ is an initial segment (respectively end segment) of $Y$ by the definition of Parikh graph.

Conversely, suppose there exists an ordering $y_1, y_2, \ldots, y_{|Y|}$ say on $Y$ such that for every $x \in X$, $N(x)$ is either an initial segment or an end segment of $Y$. We may suppose both types of segments appear for otherwise $G$ is Parikh binary word representable by Theorem 6.1. Then there is some ordering $x_1, x_2, \ldots, x_k, x_1', x_2', \ldots, x_{k'}$ on $X$ for some $1 \leq k, k' < |X|$ with $k + k' = |X|$ such that $N(x_i)$ is an initial segment of $Y$ for every $1 \leq i \leq k$ with $\emptyset \neq N(x_i) \subseteq N(x_{i'}) \subseteq \cdots \subseteq N(x_k)$ and $N(x_j')$ is an end segment of $Y$ for every $1 \leq j \leq k'$ with $\emptyset \neq N(x_1') \subseteq N(x_2') \subseteq \cdots \subseteq N(x_{k'})$. However, $N(x_k)$ and $N(x_{k'})$ need not be $Y$.

Consider the ordered alphabet $\Sigma = \{a < b < c\}$. Let

$$v = b^{j(N(x_1))}c^{j(N(x_2))}N(x_1)c \cdots b^{j(N(x_k))}N(x_{k-1})c b^{j(Y\setminus N(x_k))}$$

and let

$$v' = b^{j(Y\setminus N(x_1))}a b^{j(Y\setminus N(x_1))}a b^{j(Y\setminus N(x_1))}a b^{j(Y\setminus N(x_1))}a b^{j(Y\setminus N(x_1))}$$

Take any word $w \in \Sigma^*$ such that $\pi_{a,b}(w) = v'$ and $\pi_{b,c}(w) = v$. Consider the mapping $\varphi: X \cup Y \to V(G(w))$ defined by

$$\varphi(x_i) = (a, i) \text{ for } 1 \leq i \leq k',$$
$$\varphi(x_i) = (c, i) \text{ for } 1 \leq i \leq k,$$
$$\varphi(y_i) = (b, i) \text{ for } 1 \leq i \leq |Y|.$$ 

Then it can be verified as in the proof of Theorem 6.1 that $\varphi$ is an isomorphism between $G$ and $G(w)$. 

\[\square\]
The first graph theoretic property investigated in the introductory paper on bipartite permutation graphs is the existence of a Hamiltonian cycle.

**Theorem 6.4.** Suppose \( G = (X, Y, E) \) is a connected bipartite permutation graph with \( |X| = |Y| = k \geq 2 \) and \((<_X, <_Y)\) is the corresponding strong ordering, where \<_X: x_1, x_2, \ldots, x_k\) and \<_Y: y_1, y_2, \ldots, y_k\). Then \( G \) has a Hamiltonian cycle if and only if \( x_i, y_i, x_{i+1}, y_{i+1}, x_i \) is a cycle of length four for each \( 1 \leq i \leq k - 1 \).

Suppose \( \Sigma = \{a < b\} \) and \( w \in \Sigma^* \) with \( |w|_a = |w|_b \). Using Theorem 6.4, it can be deduced that \( G(w) \) has a Hamiltonian cycle if and only if every proper prefix of \( w \) has more number of \( a \)'s than \( b \)'s.

**Theorem 6.5.** Suppose \( \Sigma = \{a < b < c\} \) and \( w \in \Sigma^* \) with \( |w|_a + |w|_c = |w|_b \). Assume \( G(w) \) is connected. Then \( G(w) \) has a Hamiltonian cycle if and only if every proper prefix of \( w \) has (strictly) more number of \( b \)'s than \( c \)'s and every proper suffix of \( w \) has (strictly) more number of \( b \)'s than \( a \)'s.

**Proof.** Let \( G(w) = (X, Y, E) \), where \( X \) is the part corresponding to the letters \( a \) and \( c \). By Lemma 6.3, we know that \((<_X,<_Y)\) is a strong ordering on the vertices of \( G(w) \), where \( <_X: (c,1) < (c,2) < \cdots < (c,|w|_c) < (a,1) < (a,2) < \cdots < (a,|w|_a) \) and \( <_Y: (b,1) < (b,2) < \cdots < (b,|w|_b) \).

Suppose \( G(w) \) has a Hamiltonian cycle. By Theorem 6.3, \( (c, i) \) is adjacent to \( (b, i + 1) \) for all \( 1 \leq i \leq |w|_c \). Hence, this means that the \( i \)-th \( c \) in \( w \) comes after the \( (i + 1) \)-th \( b \) in \( w \). It follows that every proper prefix of \( w \) has more number of \( b \)'s than \( c \)'s. Similarly, by Theorem 6.3, \( (a, |w|_a - i + 1) \) is adjacent to \( (b, |w|_b - i) \) for all \( 1 \leq i \leq |w|_a \). This means that the \( i \)-th \( c \) in \( w \) counting from the rear comes before the \( (i + 1) \)-th \( b \) in \( w \) counting from the rear. It follows that every proper suffix of \( w \) has more number of \( b \)'s than \( a \)'s.

Conversely, suppose every proper prefix of \( w \) has more number of \( b \)'s than \( c \)'s and every proper suffix of \( w \) has more number of \( b \)'s than \( a \)'s. It follows that \((c, i)\) is adjacent to \((b, i + 1)\) for all \( 1 \leq i \leq |w|_c \) and \((a, |w|_a - i + 1)\) is adjacent to \((b, |w|_b - i)\) for all \( 1 \leq i \leq |w|_a \). Then Theorem 6.3 can be applied to conclude that \( G(w) \) has a Hamiltonian cycle. (In particular, it can be verified that \((c, |w|_c), (b, |w|_c), (a, 1), (b, |w|_c + 1), (c, |w|_c)\) is a cycle of length four in \( G(w) \).)

7. CONCLUSION

In this work, we have continued on the pioneering study on Parikh word representable graphs in [1] and expanded it soundly beyond the binary alphabet. In fact, our study mostly focuses on the general theory for any ordered alphabets.

We have shown that the class of Parikh word representable graphs is equivalent to the class of bipartite permutation graphs that is a special class of intersection graphs. Using Scheinerman’s characterization [10] of classes of finite graphs that can be described as classes of intersection graphs, it is possible to show that the class of Parikh word representable graphs is a class of intersection graphs directly, thus it is not surprising that the former class coincides with the class of bipartite permutation graphs.
Finally, although the definition of Parikh graph is originally motivated by Parikh matrices, no comprehensive study has been made that relates Parikh graphs to Parikh matrices. Therefore, as a possible future direction, one can attempt to address this to some extent.
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