PARTICLE TRANSPORT IN EVOLVING PROTOPLANETARY DISKS: IMPLICATIONS FOR RESULTS FROM STARDUST
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ABSTRACT

Samples returned from comet 81P/Wild 2 by the Stardust mission confirm that substantial quantities of crystalline silicates were incorporated into the comet at the time of its formation. We investigate the constraints that this observation places upon protoplanetary disk physics, under the assumption that outward transport of particles processed at high temperatures occurs via a combination of advection and turbulent diffusion in an evolving disk. We also look for possible constraints on the formation locations of such particles. Our results are based upon one-dimensional disk models that evolve with time under the action of viscosity and photoevaporative mass loss, and track solid transport using an ensemble of individual particle trajectories. We find that two broad classes of the disk model are consistent with the Stardust findings. One class of models features a high particle diffusivity (a Schmidt number, $Sc < 1$), which suffices to diffuse particles up to 20 $\mu$m in size outward against the mean gas flow. For $Sc \geq 1$ such models are unlikely to be viable and significant outward transport appears to require that the particles of interest settle into a midplane layer that experiences an outward gas flow. In either class of models, the mass of inner disk material that reaches the outer disk is a strong function of the initial compactness of the disk. Hence, models of grain transport within steady-state disks underestimate the efficiency of outward transport. Neither model results in sustained outward transport of very large particles exceeding a millimeter in size. We show that in most circumstances, the transport efficiency falls off rapidly with time. Hence, high-temperature material must be rapidly incorporated into icy bodies to avoid fallback to small radii. We suggest that significant radial transport may only occur during the initial phase of rapid disk evolution. It may also vary substantially between disks depending upon their initial mass distributions. We discuss how our model may inform recent Spitzer observations of crystalline silicates in T Tauri star–disk systems.
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1. INTRODUCTION

Comets are believed to be some of the most primitive bodies in the solar system. As such, they preserve information about solar nebula conditions during the early stages of planet formation. Samples collected from the comet 81P/Wild 2 during the course of the Stardust mission show that the nonvolatile material of the comet is rich in relatively large grains (∼few to 20 $\mu$m) of crystalline silicates (Brownlee et al. 2006; Zolensky et al. 2006; Westphal et al. 2009). Crystalline silicates are not detected in the diffuse interstellar medium (ISM) and, although there is debate as to the formation mechanism of these grains in protoplanetary disks, they are not thought to form as far out in the disk as comet 81P/Wild 2 is believed to have originated. The Stardust results thus provide direct evidence for the outward transport of particles through protoplanetary disks. Spectroscopic observations suggest that similar processes may be widespread in T Tauri disks. Spitzer studies have revealed an apparent link between disk crystallinity, and grain growth and settling, but otherwise these disks exhibit a wide range of crystalline-to-amorphous silicate mass ratios and spatial distributions. This is suggestive of a great diversity in protoplanetary dust processing (van Boekel et al. 2005; Watson et al. 2009; Olofsson et al. 2009).

Because no process has been proposed to form crystalline silicates out as far as the comet-forming regions, a mechanism is needed that can explain the presence of particles processed through high temperatures in cold regions of the solar nebula. One obvious possibility is radial mixing induced by turbulence. Turbulence is probably necessary for gas within the disk to accrete (Shakura & Sunyaev 1973), and that same turbulence will result in diffusion of gaseous tracers and small particles coupled to the gas by aerodynamic forces (Moffitt & Völk 1984; Clarke & Pringle 1988). It is unclear, however, whether turbulent transport suffices to explain the observations, or whether other physical processes are also needed. Examples of such additional mechanisms include the ballistic launching of particles in a wind from near the inner edge of the disk (Shu et al. 2001), photophoretic gas-pressure forces acting on grains in an optically thin disk (Krauss & Wurm 2005; Moussis et al. 2007), and radiation pressure on larger grains near the surface of the disk (Vinković 2009).

The radial transport of both gaseous and particle species within a turbulent disk has been studied by several authors (Gail 2001; Bockelée-Morvan et al. 2002;uzzi et al. 2003, 2005; Keller & Gail 2004; Boss 2004, 2008; Dullemond et al. 2006, 2008; Ciesla 2007, 2009; Alexander & Armitage 2007; Garaud 2007; Turner et al. 2010). Here, we use a particle-based approach to model the advection and turbulent transport of non-interacting dust grains within evolving protoplanetary disks. Our goals are to identify the conditions under which significant outward transport of particles can occur, bearing in mind the range of uncertainty in disk physics and evolution. We quantify the extent of radial transport as a function of the size of the grains, the initial compactness of the disk,
the relative diffusivity of disk–gas tracers, and on the vertical profile of the gas flow and particle distribution. Initially compact configurations that expand rapidly appear to have the greatest promise to explain the Stardust results, though unambiguous predictions require accurate knowledge of the internal disk flow structure and of crystalline-silicate formation mechanisms. We find that the importance of the advection of solids within the gas flow means that the outward transport efficiency drops significantly for larger particles (~ few millimeters), and at later times, thereby limiting the extent of mixing uniformity achievable within the disk.

In Section 2, we provide a summary of the relevant observations of silicates in both primitive solar system bodies and in other protoplanetary disks. In Section 3, we describe our modeling approach, detailing our one-dimensional (1D) gas–disk evolution and particle transport models. In Section 4, we step through a set of examples designed to illustrate the basic effects of various model parameters. In Section 5, we present and analyze results for a baseline case of particle transport in two scenarios of radial gas flow, then consider the effects of varying the size of the particles, the diffusivity, and the initial compactness of the disk. We present our conclusions in Section 6.

2. OBSERVATIONAL CONSTRAINTS

Observations of dust in the diffuse ISM show that the vast majority of silicates there are amorphous, with sub-micron grain sizes and a generally balanced Mg–Fe composition (Molster & Kemper 2005; Wooden et al. 2007). Therefore, the crystalline silicates that we observe in the solar system and in disks around other stars are expected to have formed after the onset of the star–disk system formation. Several mechanisms have been proposed: (1) the evaporation and condensation of silicate vapor, requiring gas heated to temperatures of $T \sim 1250$–1450 K (probably at less than an AU from the parent star; Lodders 2003; Gail 2004; Wooden et al. 2005; Bell et al. 1997); (2) annealing of amorphous silicate grains, requiring $T \gtrsim 1000$ K (possibly occurring as far out as ~2–3 AU in very hot, early disks; Nuth & Johnson 2006; Wooden et al. 2007; Westphal et al. 2009); (3) shock-heating and annealing in disk spiral arms. The first two of these are equilibrium processes, whereas the third relates to transient events that rely on the disk being massive enough to produce spiral arms. It may, however, result in the production of crystalline silicates out as far as ~10 AU (Harker & Desch 2002; Scott & Krot 2005; Wooden et al. 2007). These mechanisms have different chemical signatures. Grain formation in long-lived, high-temperature regions of the disk is most likely to produce Mg-rich silicates due to the low oxygen fugacity expected to prevail in those regions. Fe-bearing and Fe-rich crystalline silicates likely require a water-rich region of the disk in which to form, produced perhaps by migration and sublimation of icy bodies interior to the snow line, or in shocks in the outer disk (Wooden 2008). They may also require transient heating mechanisms to form without evaporating, unlike Mg-silicates, which can crystallize below short-time-scale-evaporation temperatures (Nuth & Johnson 2006). Pyroxene is thermodynamically favored over olivine when these minerals are formed by condensation, and, while annealing will tend to produce olivine from forsterite and pyroxene from enstatite, forsterite will convert to enstatite in long-lived (~$10^6$ years to completion), high-temperature conditions (Gail 2004; Wooden et al. 2005).

Observationally, it has been known for some time that Oort Cloud comets contain crystalline-silicate material (Hanner et al. 1994; Harker et al. 2002; Honda et al. 2004; Wooden et al. 2004). These comets are believed to have formed primarily at distances of ~5–10 AU from the Sun, in a region of the disk that may have overlapped that where in situ crystalline silicate formation was possible. The high amounts of crystalline silicates recovered by Stardust, nonetheless, came as a surprise, since 81P/Wild 2 is a short period comet, that most probably formed in the outer disk, around the current orbits of Uranus and Neptune (Wooden et al. 2005). This is beyond any plausible source region for crystalline silicates. Subsequently, observations of the comet 9P/Tempel 1 have confirmed crystalline silicates to be an important component of that Jupiter-family comet as well (Lisse et al. 2006). The compositional evidence from the Stardust samples points to diverse formation environments for the high-temperature materials (Wooden 2008). A predominance of Mg-rich silicate grains, together with the recovery of three calcium–aluminum (CAI-type) minerals that almost certainly formed by evaporation and condensation at $T > 1400$–2000 K, suggests a substantial contribution from the innermost, hottest, disk regions. However, some Fe-bearing and Fe-rich crystalline silicates were also recovered. There are also hints of igneous and aqueous alteration among some grains (Joswiak et al. 2010; Stodolna et al. 2010), which, if confirmed, would place additional constraints on the timing of the outward transport and incorporation of these materials into the 81P/Wild 2 comettesimals.

Direct comparison between the Stardust solar system results and observations of other disks is difficult. Astronomical measurements are primarily sensitive to smaller orbital radii, and thus provide more important constraints on the degree and nature of processing than on radial transport. The observed mass ratio of crystalline-to-amorphous silicates varies greatly, both between disks (van Boekel et al. 2005; Watson et al. 2009; Olofsson et al. 2009) and likely radially within a single disk (van Boekel et al. 2004; Olofsson et al. 2009). A study by Watson et al. (2009) measured crystalline mass fractions in the inner disks ($\lesssim 10$ AU) of 84 classical T Tauri stars in the Taurus–Auriga star-forming region. The measured mass fractions ranged from less than 0.5% to more than 80% despite the fact that the systems were all of similar ages, 1–2 Myr, and all were observed within a single star-forming cluster. A significant correlation is observed between the crystalline mass fraction and the extent of dust settling toward the disk midplane. This may be related to the link other studies have found between disk crystallinity and grain growth (van Boekel et al. 2005; Olofsson et al. 2009), with characteristic crystalline grain sizes of a few microns. No correlations were found relating to the mass or luminosity of the star, the mass of the disk, or the mass ratio of the star–disk system, all properties expected to affect heating and thermal processing within the disks. These results agree with a previous study of Herbig Ae-star disks by van Boekel et al. (2005) who found a correlation between disk crystallinity and stellar mass/luminosity that disappeared for $M_* \lesssim 2.5 M_\odot$.

In terms of composition, silicates within other protoplanetary disks show the same predominance of Mg-rich grains as in the Stardust samples (van Boekel et al. 2004, 2005; Molster & Kemper 2005; Watson et al. 2009; Olofsson et al. 2009). There are also marginally significant correlations between crystallinity and stellar accretion rate. Watson et al. (2009) found that for...
pyroxene, the trend in crystalline mass fraction was inverse to the mass-accretion rate onto the star, whereas for olivine, the trend was proportional to the accretion rate. A study by Olofsson et al. (2009) found that disks of higher crystallinity tend to be dominated by enstatite (pyroxene-type) grains and of lower crystallinity by forsterite (olivine-type) grains. Olofsson et al. (2009) also suggest very heterogeneous mixing of silicate particles in disks, reporting a higher rate of crystalline-feature grains within the disk. We will discuss later how some of these trends may be interpreted within the context of a turbulent transport model for grains within the disk.

3. METHODS

The simplest model for studying the radial redistribution of particles within a disk assumes that the disk surface density is static and that the particles are small enough as to be perfectly coupled to the gas. Even in this limit, a range of other physical effects can be important and has been explored: mixing by (marginal) gravitational instability (Boss 2004, 2008), the thermal evolution and production of annealed silicate grains (Gail 2001; Bockelée-Morvan et al. 2002), and vertical mixing and settling in an MHD model that includes dead-zone effects (Turner et al. 2010). Many of these studies agree that turbulent mixing can, in principle, be strong enough to explain the presence of crystalline silicates in comets.

Our goal in this work is to systematically incorporate a range of additional physical processes into what is still a relatively simple 1D model for the evolution of particles within a gas disk. We focus on three effects:

1. Imperfect coupling of particles to the gas. The largest particles captured by Stardust (about 20 μm) may—depending upon the gas density—be only marginally well coupled. Indeed, prior work that includes grain size and settling effects has found that large grains may settle to the midplane and experience outward advection in a two-dimensional (2D) stratified disk model (Ciesla 2007, 2009). Here, we consider imperfect coupling to examine the feasibility of transporting large grain sizes radially outward into the more tenuous outer disk and comet-forming regions.

2. Disk evolution. The formation of material processed at high temperature almost certainly commenced early in the disk lifetime, when the disk would have been more massive, hotter, and more compact than the typical T Tauri disk. As we will show later, the evolution of such disks can have a substantial impact on the radial transport of particles. Cuzzi et al. (2003) noted time-constraints on the retention of large particles related to the evolution and thinning of a disk, while Dulmond et al. (2006, 2008), found that disks that form in initially more compact configurations produce greater outward mixing of hot material.

3. Uncertainties in the radial flow of gas at the midplane. Although the vertically integrated flow of gas in an active disk is assuredly inward at small orbital radii, the actual magnitude (and even direction) of flow at the midplane depends upon unknown aspects of the angular momentum transport within the disk. Indeed a flared viscous disk model with little to no vertical mixing yields an outward midplane flow (Urpin 1984; Takeuchi & Lin 2002; Tschamruter et al. 2009), which could be very important for the transport of particles large enough to have partially settled (Keller & Gail 2004; Ciesla 2007, 2009). We describe below our implementation of these effects within an otherwise standard 1D model for the evolution of a gaseous protoplanetary disk, which is chosen so as to be consistent with observational estimates of the lifetime and accretion rate evolution of protoplanetary disks around low mass stars.

3.1. Disk Profile and Evolution

We use the thin-disk model for the viscous evolution of the gas-disk surface density (Pringle 1981). We also include loss of disk gas due to photoevaporation by the central star, so that the surface-density profile evolves according to

\[
\frac{\partial \Sigma_g}{\partial t} = \frac{3}{R} \frac{\partial}{\partial R} \left[ R^{1/2} \frac{\partial}{\partial R} \left( \nu \Sigma_g R^{1/2} \right) \right] - \Sigma_{g,\text{wind}}(R,t),
\]

where \(\Sigma_g\) is the surface density, \(t\) is time, \(R\) is the radial distance from the central star, and \(\nu\) is the local disk viscosity. The \(\Sigma_{g,\text{wind}}\) term is the loss due to photoevaporation by EUV (Hollenbach et al. 1994) or X-rays (Owen et al. 2010). Here, we use the Alexander & Armitage (2007) parameterization of the results of Font et al. (2004), which calculates photoevaporative mass loss due to a \(10^2 \text{ cm}^{-2} \text{s}^{-1}\) photon flux of EUV from the central star. We do not study here the evolution of particles during photoevaporation (long after the presumed epoch when crystalline material must have been incorporated into comets or their progenitor bodies); we include photoevaporation only because it is essential for providing reasonable model-disk lifetimes.

We evolve the disk numerically using a standard time-explicit-finite-differencing scheme similar to that of Pringle et al. (1986). We use 600 grid cells spaced logarithmically. Innermost and outermost grid points are placed at 0.1 and 15,000 AU, respectively.

We assume that the disk temperature and viscosity are both fixed and vertically uniform. We use a temperature profile of \(T(R) = T_0 R^{-1/2}\) normalized to a temperature of 280 K at 1 AU. This is appropriate for a passive, flared disk after most of the gas infall has occurred and the initial rapid phase of accretion has slowed. Note that very early disk temperatures are expected to be much higher (Kenyon & Hartmann 1987; Bell et al. 1997; Tschamruter et al. 2009). However, a more precise treatment of disk temperature would require models or assumptions involving, for example, disk chemistry and disk-forming infall rates. For the disk viscosity, we use the \(\alpha\)-prescription of Shakura & Sunyaev (1973), which gives

\[
\nu(R) = \alpha c_s H_g,
\]

where \(\alpha\) is a non-dimensional scaling parameter, \(c_s\) is the local sound speed, and \(H_g\) is the local-disk scaleheight.

We use the thin-disk model for the viscous evolution of the gas-disk surface density (Pringle 1981). We also include loss of disk gas due to photoevaporation by the central star, so that the surface-density profile evolves according to

\[
\frac{\partial \Sigma_g}{\partial t} = \frac{3}{R} \frac{\partial}{\partial R} \left[ R^{1/2} \frac{\partial}{\partial R} \left( \nu \Sigma_g R^{1/2} \right) \right] - \Sigma_{g,\text{wind}}(R,t),
\]

where \(\Sigma_g\) is the surface density, \(t\) is time, \(R\) is the radial distance from the central star, and \(\nu\) is the local disk viscosity. The \(\Sigma_{g,\text{wind}}\) term is the loss due to photoevaporation by EUV (Hollenbach et al. 1994) or X-rays (Owen et al. 2010). Here, we use the Alexander & Armitage (2007) parameterization of the results of Font et al. (2004), which calculates photoevaporative mass loss due to a \(10^2 \text{ cm}^{-2} \text{s}^{-1}\) photon flux of EUV from the central star. We do not study here the evolution of particles during photoevaporation (long after the presumed epoch when crystalline material must have been incorporated into comets or their progenitor bodies); we include photoevaporation only because it is essential for providing reasonable model-disk lifetimes.

We evolve the disk numerically using a standard time-explicit-finite-differencing scheme similar to that of Pringle et al. (1986). We use 600 grid cells spaced logarithmically. Innermost and outermost grid points are placed at 0.1 and 15,000 AU, respectively.

We assume that the disk temperature and viscosity are both fixed and vertically uniform. We use a temperature profile of \(T(R) = T_0 R^{-1/2}\) normalized to a temperature of 280 K at 1 AU. This is appropriate for a passive, flared disk after most of the gas infall has occurred and the initial rapid phase of accretion has slowed. Note that very early disk temperatures are expected to be much higher (Kenyon & Hartmann 1987; Bell et al. 1997; Tschamruter et al. 2009). However, a more precise treatment of disk temperature would require models or assumptions involving, for example, disk chemistry and disk-forming infall rates. For the disk viscosity, we use the \(\alpha\)-prescription of Shakura & Sunyaev (1973), which gives

\[
\nu(R) = \alpha c_s H_g,
\]

where \(\alpha\) is a non-dimensional scaling parameter, \(c_s\) is the local sound speed, and \(H_g\) is the local-disk scaleheight. Having assumed \(T \propto R^{-1/2}\), Equation (2) leads to \(\nu \propto R\). We adopt \(\alpha = 10^{-2}\). This value falls within the range of values estimated observationally (Hartmann et al. 1998; Hueso & Guillot 2005; King et al. 2007) and allows dissipation of our model disks in less than 10 Myr. The parameterization in Equation (2) assumes that the source of the viscosity is turbulence within the gas disk. Equation (2) is also important for establishing the turbulent diffusion properties for the particle ensemble as discussed in Section 3.5.

The initial surface density distribution of the gas disk depends on the mass and angular momentum distribution of the parent cloud that collapsed to form the star–disk system (Lin & Pringle 1990; Hueso & Guillot 2005). Our evolving-disk models do not use a steady-disk profile, but rather assume a finite disk, so that
at \( t = 0 \), the surface density is

\[
\Sigma(R, t = 0) = \frac{M_0}{3\pi v} \left( 1 - \sqrt{\frac{R_m}{R}} \right) \exp \left( -\frac{R}{R_d} \right),
\]

where \( M_0 \) is the \( t = 0 \) accretion rate onto the central star, \( R_m \) is the inner-disk boundary (set equal to the inner-grid boundary, \( R_{1/2} = 0.099 \) AU), and \( R_d \) is a variable controlling the compactness of the \( t = 0 \) profile. In our nominal-disk model, \( R_d = 20 \) AU, and the initial disk mass of \( 0.03 M_\odot \) dictates \( M_0 = 1.8 \times 10^{-7} M_\odot \) yr\(^{-1}\). The evolution of this model is shown in Figure 1. As the disk evolves, the surface density drops and the disk spreads outward before dissipation via photoevaporation occurs after \( \sim 5.5 \) Myr. That disks may form in initially compact configurations has been discussed by several authors (Lin & Pringle 1990; Hueso & Guillot 2005; Dullemond et al. 2006) and may be indirectly supported by more recently, by Desch (2007). Depending on the strength of the disk viscosity, a compact initial configuration may also be necessary to process expected disk masses within observed disk lifetimes.

In Section 5.4, we vary \( R_d \) (retaining \( M_{d,0} = 0.03 M_\odot \)) to consider the effects of varied disk-forming conditions on the transport of particles. To facilitate a comparison with other models, we also consider two models of dust motion within a static disk, including a steady-disk model where \( R_d = \infty \) (retaining \( M_0 = 1.8 \times 10^{-7} M_\odot \) yr\(^{-1}\)). As shown in Figure 1, this steady-disk model results in a disk profile that is matched to our \( t = 0 \) nominal-disk profile in the inner-disk regions, but maintains a shallower profile and much larger gas surface densities in the outer disk.

3.2. Two Cases for Disk-gas Radial Velocity

The mean radial flow of gas experienced by solid particles within the disk depends on aspects of disk turbulence that cannot yet be predicted from first principles. We maintain this uncertainty explicitly by considering two bounding cases for the gas flow, the “accretion-flow” case and the “midplane-flow” case. For the accretion-flow case, we use the vertically averaged gas velocity, \( v_{\text{acc}} \) (Pringle 1981)

\[
v_{\text{acc}} = -\frac{3}{\Sigma_g R^{1/2}} \frac{\partial}{\partial R} \left( \Sigma_g R^{1/2} \right).
\]

This velocity can be derived from the 1D fluid equations and results in a gas flow that is predominantly inward. Importantly, however, there is a region of outward-flowing gas in the outer disk where the disk is expanding. The boundary of this region moves outward as the disk evolves and spreads.

In a real 2D disk, the radial flow may vary with height above the disk midplane, and particles that settle toward the midplane may experience a very different radial-gas velocity than that predicted by Equation (4). In particular, 2D \((R, z)\) disks in which the viscosity is given by a generalized \( \alpha \) model with no vertical mixing of angular momentum yield an \( \textit{outward} \) flow at the midplane at most disk radii (Urrpin 1984; Rozyczka et al. 1994). This flow is highly conducive to the transport of inner-disk grains to the outer disk. For the midplane-flow case, we follow Takeuchi & Lin (2002) and use the azimuthally symmetric Navier–Stokes equation to calculate \( v_{\text{merid}} \), the gas velocity at the midplane:

\[
v_{\text{merid}} = \frac{\partial}{\partial R} \left( R^2 \Omega_z \right)^{-1} \left[ \frac{1}{R \rho_g} \frac{\partial}{\partial R} \left( R^3 \rho_g \frac{\partial \Omega_z}{\partial R} \right) + \frac{R^2 v}{\rho_g} \frac{\partial}{\partial z} \left( \rho_g \frac{\partial \Omega_z}{\partial z} \right) - R^2 \frac{\partial \Omega_z}{\partial t} \right].
\]

Here, \( \rho_g \) is the local-gas volume density and \( z \) is height above the midplane. \( \Omega_z \) is the local orbital angular velocity of the gas, determined via force balance in the radial direction (Takeuchi & Lin 2002).

\[
R \Omega_z^2 - \frac{GM_\star R}{(R^2 + z^2)^{3/2}} - \frac{1}{\rho_g} \frac{\partial p}{\partial R} = 0.
\]

In this equation, \( M_\star \) is the mass of the central star (equal to \( 1 M_\odot \)) and \( p \) is the local gas pressure. Note that while Takeuchi & Lin (2002) assumed a power law for the gas distribution and used that to derive a simplified expression for the flow structure of the gas, we have used the input of the disk surface density from our disk-evolution model to solve Equation (5) numerically by assuming vertically uniform temperature and viscosity.

Figure 2 shows the two gas-velocity cases at \( t = 0 \) and at \( t = 1 \) Myr. Note that the outward expansion of the disk dominates both velocity cases at large disk radii.
3.3. Particle Transport

Our model for particle transport tracks an ensemble of particles within a 1D gas-disk environment and subjects the particles to two non-gravitational forces: (1) aerodynamic drag against the mean gas flow and (2) turbulent diffusion of the ensemble within the disk gas. Coagulation is neglected. Our particle trajectories therefore consist of two components: (1) mean radial motion assuming Epstein drag against the mean-disk flow and (2) a random-walk component due to turbulent diffusion.

These two physical effects are represented numerically by two components to the dust radial velocity: \( v_{\text{rad}} \), the mean radial velocity induced by Epstein drag and \( v_{\text{turb}} \), the turbulent random walk velocity. These velocities are calculated at each evolutionary time step of the gas disk model for each grid point of the model disk; values between grid points are linearly interpolated as necessary. Together, these velocities are used to integrate the dust-grain trajectory as

\[
r_d(t + \Delta t) = r_d(t) + \Delta t \times (v_{\text{rad}} \pm v_{\text{turb}}),
\]

where \( r_d \) is the dust-particle radial position in the disk and \( \Delta t \) is the time step. The time step is chosen locally, to insure accurate integration of particle trajectories, but is capped at the global disk evolution time step. The fidelity of this method in reproducing analytical results for trace-particle diffusion and transport in a static disk is discussed in the Appendix. The relative motions of the dust and gas can vary from tightly coupled to divergent depending on the surface-area-to-mass ratio of the simulation particles and the local density of the disk gas.

3.4. Advection

We solve for the mean radial velocity of the dust grains, \( v_{\text{rad}} \), subject to Epstein drag against the mean gas flow. In the Epstein-drag regime, the size of the particle is less than the mean free path of a gas molecule and the drag scales with both the particle velocity and the thermal velocity of the gas as (Weidenschilling 1977a)

\[
F_D = m_d \frac{C_R}{3} \rho_g v_{\text{therm}} (v_g - v_d),
\]

where \( C_R \) and \( m_d \) are the surface-area-to-mass ratio and mass of the dust grain, respectively, \( \rho_g \) is the local gas density, \( v_{\text{therm}} = \sqrt{\frac{8}{\pi} c_s} \) is the local thermal velocity of the gas, and \( v_g \) and \( v_d \) are the gas and dust velocities. In our model, we assume that \( \rho_g = \rho_{g,\text{mid}} = \Sigma_g / \sqrt{2\pi} H_g \), the gas density at the disk midplane. In the accretion-flow case, inputting the midplane density to Equation (8) is an approximation that selects for the tightest possible coupling between the gas and the particle ensemble at a given \( R \); it leads to the most conservative estimate of outward mixing in this gas-flow case. However, the midplane density is the most appropriate choice for use in the midplane-flow case, which presupposes that the entire particle ensemble has settled to the disk midplane.

To solve for the steady mean radial velocity of the dust grains, we must include both the drag force and the orbital motions in a polar coordinate system. (See the Appendix for the explicit force-balance equations of particle motion.) We follow Takeuchi & Lin (2002) and simplify these forces by assuming that the radial acceleration of the grain is zero, \( d v_{\phi,d} / dt \approx 0 \), and that the azimuthal acceleration corresponds to a change in the Keplerian velocity with \( R, d v_{\phi,d} / dt \approx -v_g v_{r,d} / 2R \). The equations for the radial and azimuthal motions of a grain now produce two equations for the steady mean radial velocity, \( v_{\text{rad}} \), as a function of its steady azimuthal velocity, \( v_{\phi,d} \):

\[
v_{\text{rad}} = v_{r,g} + \frac{3}{C_R \rho_g} \frac{v_{\text{therm}}}{v_{\text{therm}}} \left( v_{\phi,d} - \frac{v_g}{2} \right),
\]

which we solve iteratively for \( v_{\text{rad}} \) using the gas-disk bulk flow from our disk model at each radial grid point. In the Appendix, we demonstrate that the trajectories produced using the gridded-\( v_{\text{rad}} \) values agree well with direct numeric integrations of the force-balance equations of grain motion for particles in disks with Epstein-drag stopping times ranging from less than \( 10^{-4} \) Kepler times to greater than 10 Kepler times.

Figure 2 shows how the mean radial velocities of the dust compare to the radial velocity of the gas. Very small grains are well coupled to the gas flow, but the crystalline silicates larger than 10 \( \mu \)m associated with the Stardust collection are large enough that at large distances from the star (tens of AU) and at late times in the disk evolution, the dust motion significantly departs from the gas flow.

3.5. Turbulent Diffusion

To model the turbulent diffusion of the particle ensemble, we add a random walk to the individual grain motion via the addition of a turbulent velocity component, \( v_{\text{turb}} \). This turbulent velocity is set by the dust particle diffusivity, \( D_p \), and by the time step of the random walk motion; it is given by

\[
v_{\text{turb}} = \pm \sqrt{\frac{2 D_p}{\Delta t}}.
\]

In our particle-transport model, the time step of the random walk is limited by the time step of the gas-disk-evolution model, but is also allowed to be no greater than the local Kepler time, \( 1 / \Omega_K \) (\( \Omega_K \) is the Keplerian angular velocity), and no greater than either \( \Delta R / v_{\text{rad}} \) or \( \Delta R / v_{\text{turb}} \), where \( \Delta R \) is the radial distance across five grid cells in the direction of particle motion.

We follow Youdin & Lithwick (2007) in calculating the radial diffusion coefficient of the dust grains via

\[
D_p = D_g \frac{1 + 4\tau_s^2}{(1 + \tau_s^2)^2},
\]

where \( D_g \) is the gas diffusion coefficient and \( \tau_s = \Omega_K \tau_{\text{stop}} \). Here, \( \tau_{\text{stop}} \) is the exponential-stopping time. In the Epstein-drag regime, it is given by \( \tau_{\text{stop}} = 3 / (C_R \rho_g v_{\text{therm}}) \). The dust and gas diffusion coefficients are equal throughout most of the disk, except in the outermost regions where the gas surface density is very low and the dust diffusion coefficient drops to zero. In our fiducial models, we assume that because the disk viscosity is derived from turbulence within the disk, \( D_g = v \). In Section 5.3, we vary \( Sc = v / D_g \) to evaluate the impact of this assumption on the potential for the outward mixing of inner-disk grains.

While Equation (10) provides an accurate representation of the particle diffusivity, it is not sufficient for producing accurate diffusion of the particle ensemble in our model gas disk. Among other things, it does not account for the mass distribution of the disk gas. In a real random walk, the time and distance of each step vary according to the local properties of the gas.
environment. In our model, however, the time step is fixed by other, mostly numerical, considerations. Therefore, to allow our particle ensemble to diffuse according to the actual gas distribution, we must calculate an appropriate probability for whether a given particle in the ensemble will step radially inward \( p_{\text{in}} \) or outward \( p_{\text{out}} \).

The proper weighting between \( p_{\text{in}} \) and \( p_{\text{out}} \) is a function of the imposed time step. Instantaneously \( (\Delta t \rightarrow 0) \), we know that \( p_{\text{in}}/p_{\text{out}} = 1 \) because \( \Delta t = 0 \) represents only a single random walk encounter. However, for \( \Delta t > 0 \), the probability that multiple encounters will occur within that time step becomes nonzero. Furthermore, additional encounters will occur not at the initial position being considered, but either inward or outward of that location depending on the outcome of past encounters. Therefore, the properties of the diffuse medium (the gas) outside the local point of interest play a role in determining \( p_{\text{in}}/p_{\text{out}} \) for \( \Delta t > 0 \). The spatial extent of this region of interest is set by how far particles may travel for a given \( \Delta t \). For the particle ensemble, this is the rms of the displacement of the diffusing particles, or

\[
\Delta R = \sqrt{\langle (\Delta x)^2 \rangle} = v_{\text{turb}} \Delta t = \sqrt{2 D \Delta t} \tag{12}
\]

The weighting for \( p_{\text{in}} \) is set by the gas properties between \( R - \Delta R \) and \( R \); and for \( p_{\text{out}} \) by the properties between \( R \) and \( R + \Delta R \). Asymptotically, the diffusion must yield everywhere a uniform particles(dust)-to-gas ratio. Therefore, after an infinite time, the region with more gas mass must also have proportionally more dust particles. However, because regions of higher diffusivity reach the steady state of uniform concentration more quickly, for a finite time step, proportionally more particles will also mix into a region of higher diffusivity than into one of lower diffusivity. Therefore,

\[
\frac{p_{\text{in}}}{p_{\text{out}}} = \left( \frac{M_g \times D_p}{M_g \times D_p} \right)_{\text{in}} = \frac{\int_{R-\Delta R}^{R} D_p \Sigma_g R \, dR}{\int_{R}^{R+\Delta R} D_p \Sigma_g R \, dR} \cdot \tag{13}
\]

To evaluate Equation (13) within our model gas disk, we assume uniform, mean values of the gas surface density and particle diffusivity between each grid point. Because we calculate \( p_{\text{in}} \) once at each disk-evolution time step, but \( \Delta t \) of the particle motions may vary locally for the individual grains, we calculate \( p_{\text{in}} \) at each grid point for both \( \Delta t_{\text{evolve}} \) and \( \frac{1}{2} \Delta t_{\text{evolve}} \), then interpolate parabolically for other time-step sizes as needed, using \( p_{\text{in}}(\Delta t = 0) = 0.5 \).

We have verified that this random-walk method does a good job of reproducing the expected diffusion profile of a contaminant within a 1D gas disk. Figure 3 presents a comparison of the distribution of particles using our particle-transport model compared to the expected distribution for an analytical example derived by Clarke & Pringle (1988). A more detailed discussion of the fidelity of our particle-diffusion model may be found in the Appendix.

4. EFFECTS OF INDIVIDUAL TRANSPORT PROCESSES

To illustrate how each of the model components influences particle transport, we first consider a set of reduced models of successively greater complexity. We begin with a diffusion-only case for perfectly coupled particles, which we run keeping the gas disk profile fixed at its nominal \( t = 0 \) form. We then add in the effects of radial gas velocity, particle size, and disk evolution. Unless otherwise stated, these simulations use 1000 particles initiated at 1 AU in the nominal-disk model.

Figure 4 displays an image of the relative number of particles in each radial bin over time for the diffusion-only simulation.\(^4\) Diffusion results in rapid (within \( \sim 10^6 \) yr) radial spreading over tens of AU, such that the particle distribution closely approximates that of the gas within a fraction of the disk lifetime. Some particles are also lost past the inner edge of the simulated disk.

Next, we include the effects of gas velocity by using the two radial-gas-velocity cases outlined in Section 3.2. The distribution maps for these simulations are shown in Figures 5(a1) and (a2), and here the gross effects of mostly inward versus mostly outward gas velocities are clear. In the accretion-flow case, where most of the gas flow is inward, the majority of the particles are quickly lost onto the central star. Only \( \sim 2\% \) of the

\(^4\) Note that the bin size increases exponentially with \( R \), so this representation looks somewhat different from a plot of the particle surface density or concentration.
particles remain in the simulation after $10^4$ years. However, the particles that do remain in the disk reach the outer-disk region and continue to move outward because the steep gas distribution in the outer disk causes the accretion flow there to be outward. In the midplane-flow case, less than 10% of the particles are lost. Particles are instead swept rapidly outward with the gas flow and become trapped at the edge of the static disk-gas distribution, where the value of the disk surface density falls rapidly toward zero (at about 340 AU).

After turbulent diffusion and gas velocity, we add in the effects of particle size. The results of simulations using 20 μm particles are shown in panels (b1) and (b2) of Figure 5. The effects of particle size are most clearly visible in the midplane-flow case where particles are still advected outward as before, but pile up at smaller radial distances (around 90 AU) than in the simulations with the well-coupled particles. What is happening here is that beyond ~115 AU, the disk gas is too diffuse to support the outward advection of particles of this size. Instead, headwind drag dominates particle motion, pushing particles inward. In the accretion-flow case, the effects of a non-negligible particle size are similar. Though the dominant behavior of particle motion here remains the loss of most of the particles inward onto the parent star, those 20 μm particles that do reach the region of outward accretion flow are also confined to smaller radii than their massless counterparts.

Finally, we include the effects of disk evolution. As the disk evolves, the surface density drops. Panels (c1) and (c2) of Figure 5 show that in the accretion-flow case, this drop in density results in a sustained inward loss of the particles; in the midplane-flow case, the majority of particles are still retained and advected outward. In fact, some particles reach greater distances than in the static-disk model, because, as the disk expands, the surface density no longer drops off as steeply around 100 AU. However, after about $t = 0.5$ Myr, the decrease in disk surface density begins to dominate over the effect of the disk expansion. The gas can no longer support 20 μm particles at such large distances and the particle distribution begins to move inward.
So far, we have presented simulations of particles initiated quite close to the parent star ($R = 1$ AU). In panels (d1) and (d2) of Figure 5, we see that if the particles are initiated further out in the disk, the particle motions are roughly the same, with the major exception that significantly more particles are retained in the accretion-flow case. For particles initiated at 10 AU in this case, about 60% remain in the disk after $10^5$ years. In the midplane-flow case, particles initiated at 10 AU reach the farthest regions of the disk slightly faster, but otherwise behave the same as when initiated at 1 AU. Therefore, while both gas-flow cases can turbulently diffuse particles over wide regions of the disk, the accretion-flow case selectively retains particles initiated at larger radii and rapidly loses particles initiated at smaller radii.

To summarize, the basics of particle mixing in these transport simulations are that

1. Turbulent diffusion rapidly spreads the particle distribution over many tens of AU.
2. Where advection tends toward the loss of particles inward onto the parent star, there will be a preferential rapid depletion in grains initiated close to the parent star.
3. Even in the case of outward-flowing disk gas (the midplane-flow case), small dust grains may still spiral inward at radii (or epochs) where the disk is locally tenuous.

All of these effects will be reflected in the availability of inner-disk particles in the comet-forming regions.

5. RESULTS

In this section, we study how the parameters of the system affect the efficiency of mixing inner-disk particles out to large distances. These parameters include the structure/direction of the radial gas flow, the sizes of the dust particles, the diffusivity relative to the disk viscosity, and the initial distribution and evolution of the disk-gas mass. We vary these parameters relative to a fiducial model that assumes 20 $\mu$m particles (all particle sizes assume a dust-particle internal density of 3 g cm$^{-3}$), a Schmidt number of $Sc = 1$ ($D_p = v$), and an evolving nominal-disk model. The nominal disk begins with a total gas mass of 0.03 $M_\odot$ and an exponential fall-off radius of $R_d = 20$ AU, so that at $t = 0$, 61% of the disk mass is concentrated within 20 AU of the star.

In each model, the particles (10,000 for the accretion-flow runs, 2000 for the midplane-flow) are initialized with a uniform radial distribution between 0.5 and 10 AU. Although this is not an exact match to the initial gas distribution at these radii, it allows us to fully sample the likely source regions for crystalline silicates within the disk. We are interested, primarily, in the question of what fraction of these particles reach the “comet-forming region” (defined, for this paper, as the disk beyond 25 AU) at any time during the evolution of the disk. However, in some physical models, crystalline silicate formation is confined to smaller radial extents. Therefore, we also consider a subset of our simulation particles divided into three smaller source regions: the inner-quarter region (0.5–2.5 AU, 2106 particles in the accretion-flow simulations, 421 particles in the midplane-flow simulations), the inner-half region (0.5–5 AU, 4737 and 947 particles), and the outer-half region (5–10 AU, 5263 and 1053 particles).

5.1. Transport in Different Radial Gas-flow Cases

Figure 6 shows the baseline results for particle mixing if the effective gas velocity seen by the particles is that of the accretion-flow case. We plot the fraction of 20 $\mu$m particles beyond 25 AU that originate from each of the source regions, together with the same quantity for perfectly coupled particles (i.e., of negligible size). We also show the gas fraction beyond 25 AU. As expected from the reduced models, diffusion is fast enough to mix some particles upstream into the comet-forming region. Indeed, the first particles pass 25 AU in less than 20,000 years. However, loss of particles by accretion onto the star is also rapid, especially close to the inner edge of the disk. After $10^5$ years only ~30% of all 20 $\mu$m particles remain in the disk, and most of those originated in the outer half of our total source distribution (the peak fractions of particles in the comet-forming region are 2.6% from the inner-half zone, but 11% from the outer-half zone). The lifetime of particles that do manage to attain large radii is also limited, first by the fact that the transition radius that divides gas inflow from outflow itself moves out as the disk evolves, and second because declining gas densities in the outer disk eventually preclude retention of 20 $\mu$m particles. These effects mean that by $t = 10^6$ years, less than 1% of 20 $\mu$m particles exist in the disk beyond 25 AU, even if they started in the outer-half source region. By $t = 2.1$ Myr, all have been lost inward onto the parent star.

To quantify the effect of these mixing patterns on the abundance of hot, inner-disk grains in the comet-forming regions, we plot in Figure 7 the normalized concentration, $C_N$, of source-region particles beyond 25 AU as a function of time. We define the normalized concentration as the number of particles in a region divided by the gas mass in that region, then normalized by the initial number of source-region particles divided by the $t = 0$ gas mass in that source region:

$$C_N = \frac{(\text{number particles})_{\text{outer disk}}}{(\text{gas mass})_{\text{outer disk}}} \times \frac{(\text{number particles})_{\text{source, } t=0}}{(\text{gas mass})_{\text{source, } t=0}}. \quad (14)$$

With this definition, $C_N$ is like a scaled dust-to-gas ratio, where $C_N = 1$ means that the ratio of particles-of-interest to gas in the region of interest (the outer disk) is the same as where those particles originated at the time that they formed. We note that while the denominator of Equation (14) is almost constant across our source region (i.e., the initial dust to gas ratio is a fixed value to within 10%), the normalized concentration beyond 25 AU is an average over a broad region. The local values can vary widely,
depending upon the parameters of the disk. For the accretion-flow case simulations, the highest local values of the normalized concentration typically lie just outside of 25 AU, with a lower local \( CN \) in the regions hundreds of AU from the parent star.

From Figure 7, we see that the peak values of the normalized concentration—and thus the maximum extent to which the outer disk can be contaminated by particles from the hot inner regions—is relatively modest. For 20 \( \mu m \) particles, the peak in \( CN \) from the all source region is approximately 6%. This is actually higher than the value obtained from the outer-half source region, reflecting the fact that although a greater fraction of particles mix outward from this region, there is less mass there to start with. We also observe that particle size strongly influences the lifetime of particles in the outer disk. For well-coupled particles, \( CN \) declines only modestly from its peak at a few hundred thousand years out to several Myr. This reflects the fact that well-coupled particles that survive the initial evolution have thoroughly mixed with most of the entire disk gas mass, so that their subsequent loss is largely in proportion with the disk-gas accretion rate. By contrast, 20 \( \mu m \) particles are lost much faster and only significantly contaminate the outer disk between \( \sim 5 \times 10^4 \) and \( 8 \times 10^5 \) years.

Dramatically higher efficiencies of particle retention are obtained if, instead of experiencing the mean gas flow, the particles settle and experience an outward flow at the disk midplane (recall that this requires little or no vertical mixing of angular momentum, so that the steep radial density gradient at the midplane results in outflow). Results for this midplane-flow case are plotted in Figure 8. In this limit, few 20 \( \mu m \) particles are initially lost inward onto the parent star. Around 98% remain in the disk after 10^7 years, and around 90% of particles from each source region are transported to beyond 25 AU, with only a slight selection against particles from the innermost regions of the disk. This means that the normalized concentration curves for the different source regions are all nearly the same, only scaled relative to a given source region’s innate ability to contaminate the outer disk—the relative fraction of \( t = 0 \) disk mass in that source region.

Because 20 \( \mu m \) and well-coupled particles are swept to large distances and remain there for a long time, there is a period when the change of normalized concentration beyond 25 AU is a function solely of the loss of disk gas mass via accretion. Without the concurrent loss of accreting particles, the particle-to-gas ratio reaches values even higher than in the original 0.5–10 AU source regions. This is particularly so for the well-coupled particles, which never leave the outer disk once they have entered it. The normalized concentration of 20 \( \mu m \) particles drops to half-maximum at around \( t \sim 2.6 \) Myr, about three times the contamination time window given in the accretion-flow simulations.

Note, however, that our model cannot account for the radial mixing that would occur in the presence of vertical mixing and a vertically stratified gas flow. If the gas flow is rapidly inward far from the midplane and outward near the midplane, then vertical mixing will lead to radial mixing, even in the absence of radial diffusion. Ciesla (2007, 2009) discusses in detail how a given degree of vertical mixing can lead to enhanced mixing of grain populations or to the partial segregation of inward-flowing and outward-flowing populations. Therefore, the normalized concentration for the midplane-flow case merely represents the extreme upper limit on the extent and duration of the contamination of the outer disk by inner-disk material.

The results imply that the efficacy of the fiducial disk model \((R_d = 20 \, \text{AU}, \, S_c = 1)\) for outward transport of 20 \( \mu m \) grains depends upon both the location (and extent) of the source region for crystalline silicates and upon the radial gas flow experienced by the particles. In the accretion flow case, the peak of contamination of the outer disk (beyond 25 AU) would result in a crystalline-to-amorphous ratio of \( \sim 6\% \). Attaining this limit requires that at \( t = 0 \) all silicate grains in the entire inner disk out to 10 AU were crystalline (and likewise assumes that all beyond that were amorphous). If, instead, the source of crystalline silicates is confined to inward of 2.5 AU then the peak \( CN \) beyond 25 AU is only about 0.2\%. Moreover, we find that even these modest degrees of contamination are relatively short-lived. Around 20 \( \mu m \) sized grains (matched to the upper-size end of the Stardust grains) only have a contamination lifetime in the outer disk of \( \lesssim 1 \) Myr. Unless the timing of the epoch when grains became assembled into cometary material happened to coincide with the peak of the contamination, the crystalline fraction would be diluted, either by grains grown locally in the cold comet-forming region or by those raining inward from the even-colder outer regions of the disk. Finally, our results for the accretion flow case might be yet further reduced by the fact that some crystalline silicate formation mechanisms may not yield 100\% crystalline fractions out to large radii. For
example, if the primary source of crystalline silicates is shocks out to \( \sim 10 \) AU, but a sizable fraction of silicates in that region remain amorphous, then that cuts into the potential maximum in the crystalline-to-amorphous ratio produced in the outer disk.

In the midplane-flow case, on the other hand, substantial outward transport can occur almost irrespective of the location of the source region. If there is an outward flow of gas at the disk midplane, then grains that are sufficiently well settled will readily reach large distances (Ciesla 2009). An outward-midplane flow also allows material that has been transported outward to persist there for a longer period of time. Our midplane-flow simulations produce an upper-limit maximum \( C_N \) in the outer disk of 30\% for the inner-quarter source region. Even if vertical mixing means that only a fraction of the maximum can be achieved, it is still plausible to believe that the CAI-like grains captured during the Stardust mission may have reached the outer disk via mixing within the disk gas alone. This scenario may also be consistent with the observations of Watson et al. (2009), who find higher crystalline-to-amorphous silicate mass ratios in disks where the grains appear more settled toward the disk midplane, and of Olofsson et al. (2009), who find that possibly a large fraction of crystalline silicates exist in the outer regions (\( \lesssim 10 \) AU versus \( \lesssim 1 \) AU) of some disks.

### 5.2. Transport of Differently Sized Particles

In Section 4, we demonstrated that non-negligible particle size bars particles from the outermost regions of the disk because at large distances, the gas is so tenuous that the particles decouple from the gas motions, and inward-pointing head-wind drag dominates. Figure 9 plots the dust-mean-radial velocities for several different particle sizes in the nominal-disk model at \( t = 0 \) for the accretion-flow case. (In the midplane-flow case, the curves are similar, only shifted toward outward velocities as in Figure 2.) Though turbulent diffusion can send particles upstream of their average radial-velocity flow, grains are effectively barred from the regions of the disk beyond where their average-radial velocity falls to large, inward-pointing values. It is clear from Figure 9 that the range within the disk that dust grains may occupy depends strongly on the particle size, and that the mixing achievable out to the comet-forming regions will become sharply limited as one approaches millimeter particle sizes. Also, where this cutoff in grain size occurs changes, not only in time as the disk thins, but also from disk to disk depending on the total mass and mass distribution of each system.

We parameterize the outward mixing of grains as a function of size by plotting in Figure 10 the peak values of the normalized concentration of grains beyond 25 AU as a function of grain size. The error bars show statistical errors based on the number of particles beyond 25 AU in each run. We plot the maximum values of \( C_N \) from each of the different source regions, as well as the upper-limit values provided by the midplane-flow simulations (dashed lines with black markers). While the magnitude of outward mixing varies by orders of magnitude across these populations, the trends with grain size are the same across all sets; as seen previously, the highest normalized concentrations of inner-disk particles in the outer disk occur for the smallest grain sizes, up to a few tens of microns, and the peak-\( C_N \) values drop off sharply at around millimeter grain sizes. The results of Ciesla (2007, 2009) for a vertically stratified disk flow suggest that the loss of larger grain sizes may be partially mitigated by settling toward the midplane, thereby increasing the relative outward transport and retention of these particles. Still, the concurrent drop in our midplane-flow upper-limit concentrations suggests that this can only hold back the loss of large grains from the outer disk to a point. For 2 mm sized particles, for example, even the midplane-flow runs yield a peak normalized concentration beyond 25 AU for all simulation particles of only \( \sim 3.4\% \).

The other important variable to consider is the timing of these mixing events. In Figure 11, we depict, as a function of particle size, the time frame over which the normalized concentration of inner-disk particles in the comet-forming region is at a value of half-maximum or greater. For each source region (for the accretion-flow case simulations), we plot the latest time of half-maximum concentration prior to the peak and the earliest time of half-maximum after the peak. (Due to limited particle statistics, some of these quantities are quite noisy.) We also include the boundary of post-peak half-maximum concentration in the midplane-flow simulations to illustrate when headwind-drag inspiral will overwhelm other physical effects even in the most extreme gas-flow scenario.

Figure 11 demonstrates that the smallest inner-disk particles remain mixed into the outer disk for millions of years and that
even inner-disk grains as large as 20 μm may be noticeably present at large distances for ~1–2 Myr. However, while the mixing of all grains outward is relatively rapid in these simulations, not only do the larger particles experience relatively less outward mixing, but that mixing is similarly short lived. Even in the midplane-flow simulations, post-peak half-maximum concentration is reached by \( t \sim 6.2 \times 10^5 \) years for 0.2 mm particles and as soon as \( t \sim 1.1 \times 10^5 \) years for 2 mm particles. The fact that larger inner-disk particles are short-lived in the outer disk is demonstrated more bluntly in Figure 12, where we plot the normalized concentration as a function of grain size at \( t = 1 \) Myr. While the mixing effects are relatively uniform for small particles at this time, no particles 0.2 mm and larger remain in the outer disk in the accretion-flow simulation, and the upper-limits of the midplane-flow simulations suggest that even in that extreme those large-grain populations are in rapid decline, if not already disappeared.

These results imply that it is the upper envelope of particle sizes recovered by Stardust that provides the most stringent constraints on disk evolution and particle transport. In our simulations, particles at least as large as 2 μm appear to behave as though well mixed with the disk gas. Therefore, the presence of high-temperature particles in this size range within a Jupiter-family comet can largely be explained by outward mixing of disk material aided by some disk expansion from an initially compact state. However, the particles recovered by Stardust include crystalline silicates as large as 20 μm. While the outward transport of 20 μm particles to the comet-forming region does occur in our models, these particles do not remain well coupled to the disk gas indefinitely. This suggests that either (1) mixing of particles and planetesimal formation in the solar nebula occurred in a disk massive enough for 20 μm particles to remain well coupled to the gas motions, or that (2) the formation of comets or planetesimals occurred within the first million years or so of disk evolution. This second constraint may be in agreement with Stardust results. Early studies found no aqueous minerals in the Stardust materials, suggesting that the outward transport and incorporation of these materials into the 81P/Wild 2 cometesimals occurred very early, before the primary accretion and fragmentation of the chondritic-asteroid parent bodies (Wooden 2008). However, the possible identification of igneous materials in the Stardust samples may contradict this scenario or else put interesting time-line constraints on the formation time scales of planetesimals and cometesimals across the range of solar system radii (Stodolna et al. 2010; Joswiak et al. 2010). Another constraint linked closely with time is the large-end grain size for which our model predicts measurable outward mixing. Not only do the peak (and midplane-flow–upper-limit peak) values of \( C_V \) beyond 25 AU drop off markedly for grains a few millimeters in size, but the time frame for that outward transport is also restricted (to barely more than \( 10^5 \) years for 2 mm sized grains), so that comet formation would have to be quite rapid to capture such large inner-disk grains if they did appear in the comet-forming regions.

The transport of different-sized particles is also of interest for models that include the effects of grain growth. Some observational studies of disks suggest a link between disk crystallinity and grain growth (van Boekel et al. 2005; Olofsson et al. 2009), with characteristic crystalline grain sizes of a few microns (distinctly larger than typical ISM grains). At the very least, grain growth and crystallization likely occur on similar time scales. The results presented here suggest that as dust grains grow, they should become less likely to enter and more likely to leave the outer regions of the disk. Large grains become mostly confined to small disk radii where the disk gas is still dense enough to support them. We know that growth at centimeter and meter scales poses a constraint to disk models and planetesimal formation because particles of this size are expected to fall inward toward the parent star very rapidly, depriving the disk of these solids. However, growth to millimeter scales may also place constraints on cometesimal formation if the outer regions of the disk cannot support particles of even these sizes. At the very least, it could restrict the composition of bodies formed in the outer disk, if most of the particles available are those falling inward from large AU.

5.3. Transport Varying the Diffusivity

Next, we explore how the outward mixing of inner-disk grains depends on the Schmidt number, which is the ratio of the disk viscosity to the gaseous diffusivity (so that a lower Schmidt number means more relative diffusivity.) In Pavlyuchenkov & Dullemond (2007), the authors argue for
an Sc lower-limit of 1/3. Therefore, we have run simulations of particle transport varying the Schmidt number by a factor of 3, and in Figure 13 we plot the values of maximum normalized concentration beyond 25 AU for four particle sizes and two source regions as a function of Sc. The primary effect shown in Figure 13 is that a higher diffusivity can lead to a substantially higher degree of outward transport in the general accretion-flow case of our particle-transport simulations. Here we see variations of an order-of-magnitude or more in the peak outer-disk normalized concentrations between the highest (Sc = 1/3) and lowest (Sc = 3) diffusivity simulations across the range of particle sizes considered. This is less than the variation predicted in the model scenario of Pavlyuchenkov & Dullemond (2007). In this case, it seems plausible that a significant fraction of grains, formed in high temperature regions close to the star, can end up in the comet-forming region, even if the disk is highly turbulent and no significant settling occurs. The recovery of CAI-type grains by Stardust—whose condensation requires especially high temperatures—poses the strongest constraint on this scenario, and we have not demonstrated explicitly that it is possible. However, given that the early disk was certainly hotter than the disk which we have modeled, it is plausible that enough material from the innermost disk could reach large enough radii. Hot outflows near the disk midplane, which Tscharnuter et al. (2009) find very early in the star/disk formation process, would assist outward transport from the innermost disk.

More generally though, the Schmidt number controls the relative importance of advection versus diffusion of particles. When the diffusivity is low, advection dominates, so that more grains reach the outer disk if the bulk flow is outward, and fewer do so if their bulk flow is inward (including the case of 2 mm particles in the outward-flowing-gas midplane-flow case whose radial advection is dominated by headwind drag). Conversely, high diffusivity pushes the system in the direction of a flow-independent state where diffusion, both within the disk gas distribution and inward onto the parent star, is the dominant term. The diffusivity can also have an important effect on outer-disk contamination from the innermost source regions. For 20 μm sized particles from the inner-quarter source region, Sc = 1/3 simulations produce a peak normalized concentration in the comet-forming region of 1.7%, up from 0.2% in the baseline Sc = 1 simulations. In the low-diffusivity simulations, inner-quarter source grains of all sizes are completely absent from the comet-forming region unless directly advected there by outward-flowing gas in the midplane-flow simulations.

Finally, to some degree, the diffusivity also affects the timing of outward mixing. This is plotted for 20 μm sized particles in Figure 14. The higher diffusivity simulations allow higher normalized concentrations in the outer disk to occur sooner and to last longer (∼4 × 10^7–1.1 × 10^8 years half-max to half-max), whereas for lower diffusivity the outer-disk normalized concentration peaks later and more briefly (∼9 × 10^7–5.5 × 10^7 years).

Our results for the variation in transport efficiency with Schmidt number suggest that two distinctly different disk models could be consistent with observations. One possibility is that the diffusivity is high, as suggested by Pavlyuchenkov & Dullemond (2007). In this case, it seems plausible that a significant fraction of grains, formed in high temperature regions close to the star, can end up in the comet-forming region, even if the disk is highly turbulent and no significant settling occurs. The recovery of CAI-type grains by Stardust—whose condensation requires especially high temperatures—poses the strongest constraint on this scenario, and we have not demonstrated explicitly that it is possible. However, given that the early disk was certainly hotter than the disk which we have modeled, it is plausible that enough material from the innermost disk could reach large enough radii. Hot outflows near the disk midplane, which Tscharnuter et al. (2009) find very early in the star/disk formation process, would assist outward transport from the innermost disk.

A qualitatively distinct disk model with low diffusivity is also conceivable. Our results suggest that if Sc is significantly larger than unity, there is negligible transport of crystalline silicates subject to the accretion flow to the region where Jupiter family comets form. This is true even if silicates can form at radii as large as 10 AU. A low diffusivity disk, however, could potentially be favorable to the establishment of an outward midplane flow, which is able to move settled particles outward efficiently. Ciesla (2009) showed that a transport scenario dominated by high-altitude–inward and low-altitude–outward advection can lead to segregated grain populations with different processing histories. This is possibly compatible with disk observations of Olofsson et al. (2009) that suggest some disks are more crystalline at larger distances.

5.4. Transport in More/less Compact Disks

Finally, we assess the role of the disk mass distribution and its evolution on outward transport. First, we contrast the results of runs assuming a static disk with those of the evolving disk, and then move on to exploring the effects of the initial compactness of the disk in the evolving-disk model. Of our two static-disk...
models, the first uses the $t = 0$ profile of the nominal-disk held static (the static0-disk model). The second is the steady-disk limit of the $t = 0$ nominal-disk profile, where the disk surface density follows Equation (3), with $R_d = \infty$ (the steady-disk model).

Results from the two static-disk models are shown in Figure 15, which plots the normalized concentration of 20 $\mu$m particles beyond 25 AU with time for two different source regions. The mass per AU of the disk gas does not drop off in the outer disk for the steady-disk model but is instead continuous out to the edge of our simulation space. Therefore, the normalized concentrations beyond 25 AU for this disk model are calculated using the disk gas mass only out to 100 AU (for a total of 0-to-100 AU disk mass of 0.162 $M_\odot$; 0.03 $M_\odot$ of gas is contained within the first 21 AU in the steady-disk model). Figure 15 includes the results for the evolving nominal-disk model for comparison. The most obvious result from Figure 15 is that the two static-disk models, together with the nominal evolving-disk model, form a hierarchy in outward mixing that is based on disk structure. In the static0-disk model, the region of outward-flowing accretion flow remains fixed relatively close to the central star and those outward velocities are fairly rapid. Therefore, more than twice the peak fraction of nominal-disk particles move to the outer disk (and stay there, as per the static-disk-model tendencies seen in Section 4). The surface-density structure in the steady-disk model means that in the accretion-flow case the gas radial-velocity is everywhere inward, and hence the number of 20 $\mu$m particles beyond 25 AU peaks at less than 40% of the value for the corresponding nominal evolving-disk simulations, and those particles eventually all fall back inward onto the parent star—and more rapidly than in the evolving-disk simulations. Roughly 23% remain in the disk after $10^5$ years (when 30% remain in the nominal-disk accretion-flow simulations).

However, in terms of the normalized concentration of inner-disk particles in the outer disk, the disk-gas mass distribution also really sets the steady-disk simulations apart from the rest. With so much more mass in the outer disk than the other two models, the steady-disk model is that much less intrinsically capable of contaminating the outer disk with inner-disk grains than are the disks with a more compact disk mass distribution. Finally, for the upper limits placed by the midplane-flow simulations both static-disk models send more than 90% of the simulation particles from all source regions to beyond 25 AU; the outward advection is only more rapid in the static0-disk model. Therefore, the upper bounds on the mixing in these models are set only by their relative source region and comet-forming region disk-gas mass ratios.

Although some trends are the same for static as compared to evolving-disk models, the results imply that the evolution of the disk—particularly at early times—has a substantial impact on particle transport. Steady-disk models tend to underestimate the degree of outward particle transport possible in protoplanetary disks in the early stages of disk evolution, when the most processing of high-temperature materials occurs. The outward transport of particles is substantially more efficient at early times, consistent with the results of Bockelée-Morvan et al. (2002) and Ciesla (2009), even here assuming a fixed diffusivity. How strong the effects of evolution are will depend, of course, on the details of the initial conditions for the disk. To examine this dependence, we vary the initial compactness of our evolving-disk model (parameterized by $R_d$ in Equation (3)). We consider $R_d = 5, 10, \text{ and } 40$ AU, in contrast to $R_d = 20$ AU in the nominal-disk model. We retain 0.03 $M_\odot$ as the starting mass of the disk, so that the lifetimes of the model disks vary between 3.6 and 6.9 Myr, and the $t = 0$ mass accretion rates between $8.3 \times 10^{-7}$ and $8.6 \times 10^{-8}$ $M_\odot$ yr$^{-1}$. We do not consider possible variations in heating for disks forming in more or less compact configurations, retaining the static temperature profile described in Section 3.1.\footnote{We also continue to employ the same uniform radial distribution to initiate our simulation particles. One should note, however, that the gas mass per AU is no longer roughly uniform across the source regions in the $R_d = 10$ and 5 AU disks. For $R_d = 10$ AU, the ratio of the average gas mass per AU for the inner-quarter source region to the outer-half source region is $\sim 1.5$ and for $R_d = 5$ AU it is $\sim 2.6$. This affects the accuracy of the normalized concentration values that we report for these disks (especially for the widest source regions), but it does not alter the trends with $R_d$ repeated across source-region populations.}

Reducing the compactness of the model disk has two consequences: the disk initially expands more rapidly and it does so from an initial state where a greater fraction of the mass is at small radii (and thus hot and potentially able to form crystalline material). The combined magnitude of these effects is shown...
in Figure 16, where we plot the maximum normalized concentration of 20 \( \mu \)m particles beyond 25 AU as a function of \( R_d \). Variations of approximately one order of magnitude in \( R_d \) result in nearly two orders of magnitude difference in the peak concentrations for each source region. For the smallest disk—with \( R_d = 5 \) AU—the normalized concentration of all simulation particles peaks at \( \sim 68\% \), more than an order of magnitude in excess of the value for the nominal simulations. A substantial part of this increase is due to the larger reservoir of mass that a compact disk has at small radii, which can potentially contaminate the (proportionally less massive) outer disk. That this mass-distribution effect is important is made clear by the fact that even the upper-limit concentrations from the midplane-flow simulations show a strong (order-of-magnitude) trend with \( R_d \).

The fact that the outer disks of the initially more-compact-disk models are less massive (and more tenuous) does place some constraints on the outward mixing of large grains in our particle-transport simulations. In Figure 17, we plot the peak normalized concentration of 2 mm particles beyond 25 AU as a function of \( R_d \). All of the disks, of course, have less outward transport of these larger grains, but in our simulations, the peak in the fraction of particles sent to beyond 25 AU occurs for \( R_d = 10 \) AU, which sends up to 0.25\% of all 2 mm simulation particles beyond 25 AU (4\% in the midplane-flow case) compared to less than 0.1\% for \( R_d = 5 \) AU (less than 2\% in the midplane-flow case). Because of the larger source region mass for \( R_d = 5 \) AU, this drop in fractional outward transport constitutes a leveling off in the maximum-achievable normalized concentrations of inner-disk particles in the outer disk.

Comparing these results to observations of crystalline silicates in other disks allows us to construct a possible scenario for the formation and transport of high-temperature minerals in those disks. In the Watson et al. (2009) survey, the disks observed were around T Tauri stars \( \sim 1–2 \) Myr old and showed a slight correlation between the crystalline-silicate mass fraction and the measured accretion rate onto the star. As shown in Figure 18 for our model disks, \( t = 1 \) Myr corresponds to a time when those disks that were initially most compact (with high \( t = 0 \) accretion rates) now have lower accretion rates than the initially more-extended disks. Therefore, small grains that formed at small AU near \( t = 0 \) should be more broadly distributed in disks that now have lower accretion rates. However, lower accretion rates also mean disks that are more tenuous. The initially most compact disks lose mass the fastest, causing their outward transport efficiency to drop rapidly with time. Therefore, grains that formed at small AU after \( t \sim 2 \times 10^5 \) yr may be better distributed in the initially more-extended disks, which now have higher accretion rates.

These properties could potentially explain the opposing trends between crystallinity and observed accretion rate reported by Watson et al. (2009). Pyroxene is favored over olivine when the minerals are formed by condensation (Gail 2004; Wooden et al. 2005). Therefore, a possible scenario is that pyroxene formed primarily at very early times when the disks were hottest and became most broadly distributed throughout the initially most-compact disks. Most of the olivine, on the other hand, may have formed over a longer period of time. It might, therefore, have become more broadly distributed within disks that retained significant surface densities for longer times (the initially more-extended disks). This hypothesis does not, however, explain why the Watson et al. (2009) survey found no correlation between crystalline mass fraction and disk mass.

6. CONCLUSIONS

Observations of comets (Hanner et al. 1994; Wooden et al. 2004) and sample return from the Stardust mission (Brownlee et al. 2006) suggest that outward transport of high-temperature solids to the comet-forming regions is a necessary component of any successful model of the early solar nebula. We have constructed a 1D model of viscous disk evolution and particle transport that we use to study the relationships between the evolving-disk mass distribution and the local conditions that are supportive of the outward mixing of grains, specifically including self-consistent treatment of the dust grains’ surface-area-to-mass ratios in our transport terms. We have examined patterns of outward mixing considering variations in the radial gas-flow structure, the sizes of dust grains, the model’s Schmidt number, and the initial compactness of the model disk’s gas mass distribution.

We find that a range of disk models is able to account for the presence of high-temperature–inner-disk particles in the comet-forming region. As in Dullemond et al. (2006), the most favorable models involve rapid early expansion of initially quite compact disks. These conditions can result in inner-disk material flowing to the outer disk on a short time scale. In agreement
with Ciesla (2009), we find that outward transport is more efficient at early times due largely to stronger gas outflows. Even more favorable are cases involving outward-flowing gas at the disk midplane (Keller & Gail 2004; Ciesla 2007, 2009), which are capable of delivering substantial fractions of grains inward of 1 AU to the outer regions of the disk. It is not known whether such outward flows exist in real disks (or, whether the particles are sufficiently settled to experience them consistently). Whether such midplane flows are required to explain the Stardust results depends upon the Schmidt number, which at its lower limit (highest relative diffusivity) could allow for a relatively high degree of general outward mixing, even from relatively near the parent star. While the mean accretion flow is less efficient at transporting particles outward, significant outward flows of crystalline material would be possible if the disk were initially both compact and able to form silicates out to a distance of several AU.

Our results suggest that it is the largest particles recovered by Stardust that place the tightest constraints on the evolution of the early solar nebula. Particles as large 2 μm are well coupled to the disk gas and plausible levels of turbulent diffusivity allow them to reach the outer disk from small radii in a wide variety of models. Our simulations show that 20 μm particles can also reach the outer disk—consistent with the Stardust results—as long as they were incorporated into larger bodies within the first 1–2 Myr of the disk evolution. For even larger particles, those of a few mm or larger, none of our disk models admit significant outward transport to the comet-forming region, regardless of the proposed source region. Even grains of a few hundreds of microns in size should be rare, since their residence time in the outer disk is very limited. Discovery of such grains would, within the context of the model developed here, require a more massive disk during the time of their formation, transport, and incorporation into comets.

The existence of substantial uncertainties in the disk physics currently precludes an observational determination of the characteristic radii at which crystalline silicate formation occurs. The strongest constraints come from observations of CAI-like grains, which probably formed at fractions of an AU from the Sun. Only a subset of our accretion-flow simulations are likely compatible with this finding. A broader range of models in which the midplane gas flow is outward are viable, since these models retain particles in the disk for a longer period of time and facilitate the co-existence of grain populations of markedly different processing histories. Generically, we expect that provided sufficient outward transport is possible, turbulent diffusion will cause particles to become radially well mixed over tens of AU so that incorporation of CAI-like grains and Fe-rich crystalline silicates (possibly formed in water-rich shocks out to 10 AU) into the same body is plausible.

For astronomical observations, our results suggest that the mass and size of the disk at an early epoch are critical parameters in determining the viability and extent of outward particle transport. These disk properties are inherited from the mass and angular-momentum structure of the cloud that collapses to form the star and would vary from system to system. We expect this to result in variations in the crystalline fraction at large radii in disks around different stars. We have also noted that the time scale during which conditions allow substantial outward transport is only a small fraction of the disk lifetime. A limited time for outward mixing is both interesting and puzzling when paired with the emerging evidence for aqueous and/or igneous grains among the Stardust samples (Wooden 2008; Joswiak et al. 2010; Stodola et al. 2010). However, it may allow the Stardust results to be reconciled with other observations that require compositional gradients within the disk to be maintained. A possible scenario is that an early stage of rapid expansion drove particles into the outer disk where they were rapidly locked up into larger icy bodies. Once the disk had expanded, the gas flow became more uniform, limiting the outward transport of solids.
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APPENDIX
VERIFYING THE FIDELITY OF THE PARTICLE-TRANSPORT MODEL

Our particle-transport model consists of two parts. The first is the simple mean-radial velocity of particles immersed in a radial and azimuthal gas flow. It is represented by a calculation of the mean-radial velocity at each grid point in the model disk at each time step. The second part is the turbulent diffusion of the particle ensemble. It is represented as a random walk with respect to the background mean-radial velocity. For the random walk, we calculate a turbulent velocity for each particle at each time step and the probability that the particle will randomly walk inward versus outward. Using these velocities and random-walk probabilities, we can then do a simple integration of the radial motion of each particle using Equation (7).

In this appendix, we demonstrate that this simplified approach to particle mixing and transport does, in fact, accurately represent the physics necessary to our particle-transport model. In Section A.1, we demonstrate that we have chosen appropriate local velocities for the dust-mean-radial velocities and that these velocities are sufficient to represent radial particle motion. We compare our radial-dust trajectories to trajectories produced using direct numerical integration of the dust-particle equations of motion, Equations (A1) and (A2). In Section A.2, we compare test-case simulations from our particle-transport model to analytical solutions of the diffusion of a contaminant in an accreting disk given by Clarke & Pringle (1988). We demonstrate that the collective behavior of our random-walking particles produces the equivalent of diffusion in a gas disk.

A.1. Advection Compared to Force-balance Integration

Our particle-transport simulations use an approximation technique to calculate particle trajectories. Here we compare the trajectories produced using this technique to precision numerical integrations of those trajectories. The equations of motions for a particle in a laminar disk-gas flow in the Epstein-drag regime are (Takeuchi & Lin 2002)

\[
\frac{d\psi_{r,d}}{dt} = v_{r,d} - v_{r,g} - \frac{1}{3} C_R \rho_k v_{therm}(v_{r,d} - v_{r,g}), \tag{A1}
\]

\[
\frac{d\psi_{\phi,d}}{dt} = v_{\phi,d} - \frac{v_{\phi,g}}{R}, \tag{A2}
\]

where \(v_{r,d}\) and \(v_{\phi,d}\) are the radial and azimuthal velocities of the dust particle, \(v_{r,g}\) and \(v_{\phi,g}\) are the local radial and azimuthal velocities of the disk gas, \(v_{\psi}\) is the local Keplerian velocity, \(C_R\) is the particle surface-area-to-mass ratio, and \(\rho_k\)
calculates the particle trajectory to the lower relative accuracy transport model. Figure A1 plots, for both numeric integrations disks can be complex and so provide good tests of our particle-style integrator, where Equations (A1) and (A2) are coupled particle trajectory directly. To do this, we use a Runge–Kutta of the particle motions, we can numerically solve for each respectively.

\[ v = \frac{dr}{dt} \]

(A3)

to define the particle motion radially within the disk. The integrator uses step-size adjustment to reach a relative accuracy of \(10^{-5} - 10^{-6}\) in \(R_d, v_{r,d}\), and \(v_{\phi,d}\). Note, however, that the integrator becomes numerically expensive when the individual terms in Equations (A1) and (A2) are large but sum to values that are small. Therefore, if the initially computed acceleration \(dv_{r,d}/dt\) or \(dv_{\phi,d}/dt\) or both) is very small (<\(10^{-14}\) cm s\(^{-2}\)), the integrator sets the small acceleration equal to zero. Also, if \(v_{\phi,d} \sim v_K\) (10\(^{-10}\) relative difference) then the \(v_{\phi,d}^2 - v_K^2\) term in Equation (A1) is set equal to zero, but only if \(\frac{1}{4} C_{\rho g} v_{\phi,\text{therm}} \geq \frac{R_d}{R_{\text{crit}}}\). If \(v_{\phi,d} \sim v_K\) but the second condition is not met, then the \(v_{\phi,d}^2 - v_K^2\) term is still important and the integrator instead calculates the particle trajectory to the lower relative accuracy of \(10^{-5}\).

Most of the comparison simulations presented below are run using the midplane-flow-velocity case, as defined in Section 3.2 of this paper. We begin by presenting particle trajectories calculated within an initially tenuous disk (\(R_d = 500\) AU, \(\Sigma_d(1\) AU) \(\sim 1\) g cm\(^{-2}\) at \(t = 0\)) that is photoevaporatively cleared within \(\lesssim 10^5\) years. Radial particle trajectories in such disks can be complex and so provide good tests of our particle-transport model. Figure A1 plots, for both numeric integrations and particle-transport simulations, the trajectories and radial velocities of 0.2 mm sized particles initiated at three different radial locations within this tenuous disk. Here, such large particles are only loosely coupled to the gas flow, with exponential-stopping times \((T_r)\) at \(t = 0\) of a few to greater than 10 Keplerian times. Nevertheless, there is good agreement between our particle-transport simulations and the more precise numeric integrations.

However, our particle-transport simulations do lack certain details; as shown in Figure A2, they do not account for orbital eccentricity. Thus, the particle-transport simulations are limited in their depiction of complex gas–particle interactions. In Figure A2, these interactions pertain to a particle disengaging from and outward-sweeping photoevaporation front. However, the results of the particle-transport simulations presented in this paper are not sensitive to such a high level of detail. Instead, we are most interested in the broad effects of disk mass and particle size. For the tenuous disk, we ran simulations for particles of sizes 0.2 \(\mu\)m, 2 \(\mu\)m, 20 \(\mu\)m, and 0.2 mm from 20 starting locations, 0.5–500 AU. The exponential-stopping times in the simulations ranged from less than \(10^{-4}\) to greater than 10 Keplerian times, and in general, the relative radial positions of the simulated trajectories agreed with the numeric integrations to within 2% or better.

Where our particle-transport simulations deviate the most from the numeric integrations is for particles experiencing a long period of steady infall. This is true regardless of how well coupled the particles are to the gas motions and is an effect of the particle-transport model repeatedly overshooting the estimate of the infalling particle trajectory. Figure A3(a) plots trajectory comparisons for particles initiated at 500 AU in a massive, but initially compact disk (\(M_d = 0.05 M_\odot\) and \(R_d = 10\) AU). In this scenario, the particles begin very decoupled from the gas

Figure A1. Radial position (a) and radial velocity (b) of simulated particle trajectories. Comparison between precision numerical integrations (heavy, dark lines) and the particle-transport-model trajectories (thin, pale lines). In this figure, 2 mm sized particles were initiated at three different radial positions within a tenuous, evolving disk and were subject to the midplane-flow gas-velocity case.

(A color version of this figure is available in the online journal.)

Figure A2. Radial position (a) and radial velocity (b) of a 2 mm particle initiated at 242 AU within a tenuous, evolving disk in the midplane-flow gas-velocity case. Comparison between precision numerical integration (black) and the particle-transport model trajectory (red).

(A color version of this figure is available in the online journal.)

and \(v_{\text{therm}}\) are the local-gas volume density and thermal velocity, respectively.

In the case of laminar-gas flow with no turbulent forcing of the particle motions, we can numerically solve for each particle trajectory directly. To do this, we use a Runge–Kutta–style integrator, where Equations (A1) and (A2) are coupled

\[ \frac{dv_{\phi,d}}{dt} = \frac{dvr,d}{dt} \]

(A3)
(\(T_\text{r} > 10^3\) Kepler times), and after their initial infall toward the
main disk they become moderately well coupled (\(T_\text{r} \sim 10^{-2}\) and
smaller). In Figure A3(b), we plot the relative difference in the
particle radial positions between the particle-transport model
trajectories and the numerical integrations. Here we can see
that for each infall, these two trajectory calculations diverge
as the simulated trajectories outpace those of the numeric
integrations. Therefore, exaggerated, rapid infall of particles
may be a drawback of our particle-transport model. However,
inspection of all of our simulated trajectories suggests that this
exaggerated infall should have a negligible effect on our general
understanding of the timing and trends of particle transport. As
a check, we have also run comparison integrations using the
accretion-flow case in our nominal-disk model (Section 5.1).
We ran four particle sizes (0.2 \(\mu\text{m}\)–0.2 mm) initiated at 15 AU
and found positional differences of less than 2% for all but the
very final stages of infall.

Therefore, in the absence of turbulence, the simulated trajec-
tories produced by our particle-transport model appear to be
a sufficiently accurate representation of radial particle transport
in an evolving disk under the influence of gas drag, both from
the pressure-supported–azimuthal and the radial gas flow.

A.2. Turbulent Diffusion Compared to Analytical Solutions

Here we demonstrate the fidelity of the random-walk method
in our particle-transport model in reproducing accurate diffu-
sion of the particle ensemble. Using the analytical solutions
of Clarke & Pringle (1988) we compare the time-dependent
particle distributions from our particle-transport simulations to the
analytically expected contaminant distributions and discuss the
effects of our choice of simulation time step on the results. All
solutions and simulations presented below use static-steady-
disk–surface-density profiles.

In Clarke & Pringle (1988), the authors solve for the time-de-
dependent concentration, \(C\), of a contaminant initiated in a ring
at a specified radius: \(C(t = 0) = C_0 \delta(R - R_0)\), where \(C\) is
the ratio of the local contaminant mass over the local disk mass,
\(R\) is the distance from the central star, and \(R_0\) is the initial
position of the contaminant. The disk that they consider has a
surface-density profile given by \(\Sigma = \Sigma_0 R^{-\alpha}\), where \(\Sigma_0\) and \(\alpha\)
are constants; it is also a steady disk, so that for disk viscosity,
\(v = v_0 R^b (b \text{ and } v_0 \text{ constants}, b = \alpha, \text{ and the gas-accretion}
velocity may be written as } v_R = v_0 R^{b-1} \text{ where } v_0 = -3 v_0/2.\)

Assuming azimuthal symmetry and that the gas and contami-
nant are vertically well mixed, the diffusion equation in polar
coordinates may be written as (Gail 2001)

\[
\frac{\partial}{\partial t} (\Sigma C) + \frac{1}{R} \frac{\partial}{\partial R} \left( R \Sigma C v_R \right) - \frac{1}{R} \frac{\partial}{\partial R} \left( RD_{\text{diff}} \Sigma \frac{\partial C}{\partial R} \right) = P_i (R, t), \tag{A4}
\]

where \(D_{\text{diff}}\) is the coefficient of diffusion of the contaminant
within the gas and \(P_i\) corresponds to the rate of production of
the contaminant per radial increment within the disk. (Clarke &
Pringle 1988, and the setup of our simulations) assume zero
production of the contaminant, \(P_i (R, t) = 0\), and that the
diffusivity scales with the disk viscosity, \(D_{\text{diff}} = \zeta v\), where \(\zeta\) is a constant. For these particle-transport simulations using
a static disk profile, Equation (A4) is further constrained by
\(\partial \Sigma/\partial t = 0\) and so \(v_R\) refers specifically to the set dust-mean-
radial velocity. Using the profiles for the disk surface density
and viscosity above, the full diffusion equation applicable to
these simulations is

\[
\frac{1}{v_0} \frac{\partial C}{\partial t} + \frac{v_0}{v_0} \left( R^{b-1} \frac{\partial C}{\partial R} + (b - \alpha) v_0 R^{b-2} C \right) = R^{a-1} \frac{\partial}{\partial R} \left( \zeta R^{1+b-a} \frac{\partial C}{\partial R} \right), \tag{A5}
\]

which simplifies to

\[
\frac{1}{v_0} \frac{\partial C}{\partial t} + \frac{v_0}{v_0} R^{a-1} \frac{\partial C}{\partial R} = R^{a-1} \frac{\partial}{\partial R} \left( \zeta R \frac{\partial C}{\partial R} \right) \tag{A6}
\]

in the steady-disk \((a = b)\) scenario of Clarke & Pringle (1988).
The scenario of Clarke & Pringle (1988) assumes an evolving
(accreting) gas disk, but because it is steady (has an unchang-
ing relative-surface-density profile) and the diffusion equations
do not depend on the actual value of the gas surface density,
Equation (A6) fits both that scenario and our static steady-disk
scenario.

The general solution given in Clarke & Pringle (1988) to
Equation (A6) using the initial contaminant distribution given
above is

\[
C(R, t) = \frac{|q| C_0 R_0^{b-a}}{2 \zeta \nu_0} \left( \frac{R}{R_0} \right)^{v_0/2 \zeta \nu_0} \left( \frac{q^2 R_0^{v_0/4} R^{1+q/4}}{2 \zeta \nu_0} \right) \times \exp \left[ -q^2 \left( \frac{R_0^{v_0/4} + R^{2-a}}{4 \zeta \nu_0} \right) \right],
\]
R lines) and analytical solutions (dark lines) of the summed-mass distributions. Solid lines represent the distributions summed from order $\beta$ mass of the contaminant profile, it is then relatively simple to solve for the fractional expectations, we must first convert the analytic contaminant-mass distribution. The concentration can be expressed as the ratio of the contaminant-to-gas surface density. Therefore, to compare the mass of the contaminant in the disk at $R$, we can write the general expression for the expected mass distribution as

$$\left(\frac{m_{i}}{m_{\text{tot}}}\right) = \frac{q|q|R_{0}^{-a/2}v_{0}}{2\zeta v_{0}t} \exp\left[-\frac{q^{2}R_{0}^{2-a}}{4\zeta v_{0}t}\right]$$

(A8)

Note, however, that Equation (A7) is not valid for the case of $a = b = 2$, for which Clarke & Pringle (1988) provide the solution

$$C(R, t) = \frac{C_{0}}{R_{0}} (4\pi \zeta v_{0}t)^{-1/2} \exp\left(-\frac{[\ln(R/R_{0}) - v_{0}t]^{2}}{4\zeta v_{0}t}\right).$$

(A9)

where $\sigma$ is the modified Bessel function of the first kind of order $\beta$.

However, Equation (A7) is not valid for the case of $a = b = 2$, for which Clarke & Pringle (1988) provide the solution

$$C(R, t) = \frac{C_{0}}{R_{0}} (4\pi \zeta v_{0}t)^{-1/2} \exp\left(-\frac{[\ln(R/R_{0}) - v_{0}t]^{2}}{4\zeta v_{0}t}\right).$$

(A10)

From our particle-transport simulations, we output the number of particles per radial grid space. Therefore, to compare the solutions provided by Equations (A7) and (A8) to our simulations, we must first convert the analytic $C(R, t)$ into an expected fractional-mass distribution. The concentration can be expressed as the ratio of the contaminant-to-gas surface density, $C = \sigma/\Sigma$, where $\sigma$ is the surface density of the contaminant. Because these test cases assume a static-grid–surface-density profile, it is then relatively simple to solve for the fractional mass of the contaminant $m_{i}$ in a given grid space, where $i$ denotes the grid space, which we will normalize by $m_{\text{tot}}$, the total mass of the contaminant in the disk at $t = 0$, where

$$m_{\text{tot}} = 2\pi \int_{0}^{\infty} R \Sigma C_{0} \delta(R - R_{0}) dR = 2\pi R_{0} \Sigma \int_{0}^{\infty} R \Sigma \left(\frac{1}{2}\right) \exp\left(-\frac{(Y - v_{0}t)^{2}}{4\zeta v_{0}t}\right) dY,$$

(A11)

where $Y = \ln(R/R_{0})$, and we again, we use a Simpson integrator to solve for the expected $(m_{i}/m_{\text{tot}})$ for these cases.

To compare our particle-transport model to the analytic test cases described in Equations (A10) and (A11), we ran simulations of 10,000 particles initiated at 40 AU; we include some simulations with zero background velocity, for which we substitute $v_{0} = 0$ into the solution equations above (instead of the accretion case $v_{0} = -3v_{R}/2$). We vary the value of $a$, but all simulations use $v(1\text{AU}) = 4.941 \times 10^{14} \text{cm}^{2} \text{s}^{-1}$ and $\zeta = 1$. In these test-case simulations, the values of $\Sigma_{0}$ and the particle size are arbitrary, since the background velocity of the particles, $v_{R}$, is prescribed.

Panel (a) of Figure A4 plots a comparison between our numerical simulations of particle transport and the analytically expected contaminant-mass distribution for the case of $a = 1.5$ and zero background velocity at two different times. It shows that the overall, evolving distribution of the particle ensemble is in good agreement with the analytical solution. However, the scatter produced by the discreet nature of the particle simulations makes it difficult to judge the accuracy with which the simulations reproduce this analytical test case. Therefore, panel (b) of Figure A4 plots an alternate comparison of the simulated and analytical mass distributions. Here the values
The mass-distribution profiles (a) and summed profiles (b) at three times for the case of \(a = b = 3\) with \(v_0 = 0\). Comparison between simulations (pale lines) and analytical solutions (dark lines). In (b) solid lines represent summing from \(R = 0\) and dashed lines from \(R = R_0\). In this simulation at \(t = 100\) years, 100% of the particles remain on the grid, but at \(t = 500\) and 2000 years only 93% and 87% remain, respectively. The simulation was run using a global time-step size of \(\Delta t = 100\) years.

(A color version of this figure is available in the online journal.)

Figure A5. Mass-distribution profiles (a) and summed profiles (b) at \(t = 10^4\) years for several \(a = b\) cases with \(v_0 = -1.5v_0\). Comparison between simulations (pale lines) and analytical solutions (dark lines). In (b), solid lines represent summing from \(R = 0\), dashed lines from \(R = R_0\). For the case of \(a = b = 1\), the simulation was run using a global time-step size of \(\Delta t = 10^4\) years. For \(a = b = 1.5\) and 3, \(\Delta t = 1000\) years. For \(a = b = 1.9, 2,\) and 2.1, \(\Delta t = 500\) years.

(A color version of this figure is available in the online journal.)

Figure A6. Mass-distribution profiles (a) and summed profiles (b) at \(t = 10^4\) years for several \(a = b\) cases with \(v_0 = 0\). Comparison between simulations (pale lines) and analytical solutions (dark lines). In (b) solid lines represent summing from \(R = 0\) inward (for \(R < R_0\)) and outward (for \(R > R_0\)). Again, the simulations and the analytical solutions are in good agreement.
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Simulating particle diffusion with zero background velocity in a steady disk for a range of \(a\)-values, we find, in general, that our simulations agree well with the analytical solutions. The exceptions occur for very steep (\(a = 3\)), or very shallow (\(a = 1\)) disk profiles and are caused by the finite nature of our simulation space. A viscosity (diffusivity) profile that goes as \(R^2\) leads to rapid transport of particles over very large distances at large \(R\). Therefore, the outer edge of our simulation space acts as a sink for particles. At early times, before a significant fraction of particles have been lost, the simulations and analytical solutions are in good agreement, as shown in Figure A5; they deviate from each other at later times. In the \(a = 1\) case, it is loss past the inner boundary of the simulation space that causes the simulations to deviate from the analytical solutions.

Loss of simulation particles past the simulation-space boundaries is not an issue when we include the background-accretion velocity. In Figure A6, we plot the mass-distribution profiles at \(t = 10^4\) years for a range of \(a\)-values with the accretion velocity included. Because \(v_0\) is inward, it keeps particles away from the outer boundary and loss past the inner boundary is a part of the analytical solution as well as the simulations. All of these cases show good agreement between the simulations and the analytical solutions.

Finally, we would like to be sure that our particle-transport model correctly simulates diffusion of the particle ensemble for the global time steps used in our static-disk models (\(\Delta t = 2000\) years), and for the time steps required by the disk-evolution model (\(\Delta t \sim 0.05\) years). As was described in Section 3.3, maximum limits are placed on the particle time stepping to ensure that disk conditions local to each particle are obeyed. However, smaller time steps mean more steps to simulate a given amount of time in the disk; therefore, the probabilities of a particle stepping inward versus outward are closer and closer to equal. Cumulatively, however, all time-step sizes used must evolve the distribution of the particle ensemble equally. Therefore, we have run a few test-case simulations using time-step sizes ranging from \(10^{-3}\) years to 100 years. For the case of \(a = 1\) and \(v_0 = 0\), the resultant distributions versus the analytical solutions are plotted in Figure A7. All of these simulations agree well with the analytical solution and the scatter produced for simulations with different time-step sizes are all comparable.

While the agreement between simulations using different time-step sizes is good for almost all of the simulations we tested, one set of simulations shows a marked change in the scatter depending on the size of the time step used. Figure A8 plots simulations run for a range of time-step sizes for the case of \(a = b = 2\) and \(v_0 = -3v_0/2\) compared to the analytical solutions at two times. Looking at the summed-mass distributions, it is clear that all of these simulations do distribute the particle ensemble appropriately for this diffusion test case. However, the mass-fraction-per-bin profiles show significant, resonant-like scatter in the \(\Delta t = 10\) years and \(\Delta t = 1\) year simulations; the scatter also appears a bit higher than usual in the
$\Delta t = 10^{-1}$ year simulation. While it is not clear what causes this large scatter for these time steps, it is suggestive that the natural space for diffusion in this regime ($a = b = 2 \rightarrow \ln (R)$-space) is the same as the space wherein our disk-model grid cells are equal width. Furthermore, the resonant-like-scatter region in the $\Delta t = 10$ years simulation is restricted to outward of about 15 AU, and this region moves outward with time. Inward of 15 AU in these simulations, the Kepler time ($1/\Omega_K$) is less than 10 years and decreases toward smaller $R$; the time-step sizes of individual particles at small AU are restricted to smaller than the global 10 year time step. Therefore, the resonant-like-scatter behavior is only observable when the same local time-step size is used for the entire region and when the source of all the particles is a single point in $R$. Nonresonant-like scatter at small AU allows the particle distribution to spread out randomly, following the local diffusivity and removing the single-source-point condition starting at small AU and moving outward.

While this resonant-like-scatter behavior is curious and somewhat vexing, it is not a problem for the simulations presented in this paper. Aside from the fact that our model disks (Section 3.1) use $v = v_0 R (b = 1)$, the time-step sizes for our steady-disk and static0-disk models are large enough that the local time-step restrictions of the particle-transport model apply almost everywhere. The evolving-disk models use a time-step size that is small enough ($\Delta t \sim 0.05$ years) that resonant-like scatter is not expected to be an issue. Note, though, that resonant-like-scatter behavior may be something to watch out for when using this method of particle-transport modeling.
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