Machine learning of Ising criticality with spin-shuffling
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We investigate the performance of neural networks in identifying critical behaviour in the 2D Ising model with next-to-nearest neighbour interactions. We train DNN and CNN based classifiers on the Ising model configurations with nearest neighbour interactions and test the ability of our models to identify the critical (cross-over) region, as well as the phases in the presence of next-to-nearest neighbour interactions. Our main objective is to investigate whether our models can learn the notion of criticality and universality, in contrast to merely identifying the phases by simply learning the value of the order parameter, magnetization in this case. We design a simple adversarial training process which forces our models to ignore learning about the order parameter while training. We find that such models are able to identify critical region with reasonable success, implying that it has learned to identify the structure of spin-spin correlations near criticality.

I. INTRODUCTION

From the physics inspired neural nets to machine learning (ML)\textsuperscript{1} of ground state wave functions, recently there has been a significant success of artificial neural nets (ANN) to learn the complex behaviour of physical systems\textsuperscript{1}. In fact, over the last couple of decades, the similarity of the structure and functioning of ANNs with concepts in physics, such as RG flows\textsuperscript{2,3}, has been repeatedly emphasized in the literature. For many of these studies, spin models in physics have served as a useful experimental playground. In recent year, both unsupervised learners like restricted Boltzmann machines\textsuperscript{4,5} and supervised learners like convolutional neural networks (CNNs)\textsuperscript{6,7}, have been used to identify phases of spin models. In particular a lot of ML related experiments have been performed on the Ising model\textsuperscript{3,8–14}. It has been demonstrated that ANNs can successfully distinguish low and high temperature phases of the Ising model with reasonable accuracies\textsuperscript{8}. Application of ANN in conformal field theories have been discussed in\textsuperscript{15}.

In this work, we concentrate on second order phase transition and focus on the Wilson-Fisher fixed point, realized in nearest neighbor ($\mathcal{NN}$) and also next to nearest neighbor ($\mathcal{N}N\mathcal{N}$) Ising model. Our final goal would be to teach ANNs the concept of criticality and universality. Now since ANNs can handle only a finite vector, with at best a few thousand entries, we shall confine ourselves to a lattice of size $40 \times 40 = 1600$. However, the concept of a phase and phase transition exists only for an infinite lattice\textsuperscript{16}. We address this issue by defining a suitable critical or cross-over region around the critical temperature $T_c$. A spin configuration at a particular temperature is labeled accordingly as critical or non-critical. We then investigate whether a trained ANN can identify this critical region. The same lattice configuration may come from two close-by but different temperatures with finite probabilities. Hence, any such phase labeling is inherently probabilistic and ML should be able to handle it.

Moreover to imbibe the the spirit of universality, we employ a different train and a test dataset corresponding to spin-models in the Ising universality class, which are closely related but still different\textsuperscript{17}. More specifically we choose the $\mathcal{N}N$ data-set to train and $\mathcal{N}N\mathcal{N}$ data-sets to test the performance of the ANNs. Although, a lot of work has been already done on the prediction of phases in the Ising model, this investigation in the presence of $\mathcal{N}N\mathcal{N}$ interactions has never been reported in the literature to the best our knowledge. This question is important because although the nature of criticality is similar as both the spin models lie in the same universality class, there is no guarantee a priori that ANNs would be able to learn the concept of universality automatically during training.

One serious issue in using ANNs in phase detection is that the ANNs may simply learn the value of the magnetization ($\mu$) corresponding to a transition value (for instance, $\mu = 0.5$). While it is remarkable that the ANNs can identify and isolate the order parameter, but the magnetization, being a simple average of spin, by itself does not contain any deep information about the phase transition. To ameliorate the superfluous learning problem, we have introduced an adversarial train-
The paper is organised as follows. As a starting point of our analysis, we provide a physically well motivated definition of ‘critical region’ on a finite lattice in §II A.

Before getting into to our main problem of detecting criticality, in §II we start by studying the success of DNN and CNN based classifiers to predict the phases of the 2D Ising model [8]. We also discuss how well a low-dimensional magnetization (and energy) based classifier performs compared to a full-fledged DNN on the entire lattice. To study the ability of our ML models to learn about the phases, we test the performance of ML models on ‘wild’ datasets with NNN interactions, after training our models on the Ising model only with NN interactions (see Fig.1). Here a full-fledged DNN shows a clear improvement over models with low dimensional classifiers. In §II B we also find that the same models gets deceived by an adversarial attack based on shuffled spin configurations. This demonstrates that these models learn mostly about magnetization to identify the phases.

In §II we report on the training and performance of specially designed ANN models to detect criticality. We introduce adversarial training and test the model performance on NNN datasets. Our models are able to identify the ‘critical region’ with satisfactory accuracy, simply by examining the individual spin configurations. We also explicitly demonstrate that adversarial training ensures that these models have not learnt anything about magnetization, implying that the success of these models is based on an ‘understanding’ of spin-spin correlations near criticality. We believe that our training procedure mimicking adversarial attacks can be readily generalized to other physical systems where it can help direct and control the learning procedure.

We conclude with some future outlook in the discussion Section §IV. In Appendix A we perform similar adversarial training with a CNN, which is not as successful as our aDNN. In Appendix B we study the effect of Fourier transform of the spin configuration data in training and testing our phase predicting models. Finally in Appendix C we provide some relevant details of our models and their training procedure.

A. The Ising model: Generating the Data-sets

In this paper, we consider the Ising model on a square lattice with NNN interactions. The Hamiltonian of the system is given by

$$\mathcal{H} = -J \sum_{<ij>} s_i s_j - g \sum_{<ij>} s_i g_{<ij>},$$

where $s_i$ is the spin at lattice site $i$, $J$ the NN coupling constant and $g$ the NNN coupling constant. The next-to-nearest neighbour spins are the ones which lie diagonally in relation to a given spin (see Fig.1).

We simulate this Ising model on a $40 \times 40$ lattice using Monte Carlo (MC) method. We set the lattice spacing to be unity throughout our analysis. With this choice of units we have to specify three other parameters $J$, $g$ and temperature $T$ in order to carry out the numerical analysis. In this paper, the set of values of the couplings which we consider are $J = 1$; $g = 0, 0.1, 0.5, 1$ and $J = 0.01$, $g = 1$. Corresponding to each of these pair of values, we simulate spin configurations for different range of values of temperature as shown in Table I. For a given set of couplings, the range of the temperature is chosen such that the critical region is contained well within the range. In Fig. 2 and Fig. 3 we plot the magnetization and the susceptibility, respectively, as a function of temperature for different values of the coupling constants. In both these figures the solid dots on the curve denote the values of temperature for which the MC simulation has been performed. The values of temperature have been chosen at an interval of 0.025 in the critical region while...
TABLE I. The various values of couplings used in our analysis, temperature range for which the MC simulations were performed, value of $T_c$ as inferred from the maxima of susceptibility (see Fig. 3), range of temperature for the critical region.

| Coupling values | Temperature range | $T_c$ | Critical region |
|-----------------|-------------------|-------|-----------------|
| $J = 1, g = 0$  | 1.000, 4.000      | 2.300, 2.325 | 2.200, 2.625 |
| $J = 1, g = 0.1$ | 1.000, 4.000      | 2.625, 2.650 | 2.525, 2.975 |
| $J = 1, g = 0.5$ | 2.500, 5.500      | 3.875, 3.900 | 3.725, 4.350 |
| $J = 1, g = 1$   | 2.000, 7.000      | 5.350, 5.375 | 5.100, 6.100 |
| $J = 0.01, g = 1$| 1.000, 4.000      | 2.450, 2.475 | 2.350, 2.825 |

$^a$ The $T_c$ values lie within range of temperature specified in the column. Our MC simulations have been performed for discrete values of temperature with a spacing of 0.025 in the critical region.

FIG. 2. Magnetization ($\mu$) as a function of temperature for the various values of couplings as evaluated from our data-sets.

FIG. 3. Susceptibility ($\chi$) as a function of temperature for the various values of couplings as evaluated from our data-sets.

1. Critical or Crossover Region

One of the main objectives of our paper, is to demonstrate the ability of our ANNs to learn and identify the critical region besides the ordered and disordered phases. Although we understand the critical region to be the region near the transition point $T_c$, the boundary of this region on the temperature axis is not sharply defined. However, in order to be able to train our ANNs it is important for us to have a precise quantitative definition of the ‘critical region’.

One of the most natural method to define the critical region is to use the concept of correlation length. We know that for the 2D Ising model, the spin-spin correlation function near the critical region behaves as

$$G(r_{ij}) \equiv \langle s_i s_j \rangle = f(r) e^{-r/\xi},$$

where $f(r)$ has a polynomial fall-off and the correlation length $\xi$ diverges as we approach the critical point in an infinite system. For a finite lattice, as in our case, it remains finite but reaches a maximum value at $T_c$. On the lattice, instead of finding $\xi$ from the asymptotic decay of $G(r_{ij})$, we may use its Fourier coefficients to arrive at a definition of $\xi$ which is more easy to compute from the spin configurations directly (see the review [10]).

The discreet Fourier transform of the spin-spin two point function $G(r)$ gives the structure factor

$$S(k) = \sum_r G(r) e^{-i\mathbf{k} \cdot \mathbf{r}} = \langle \sigma_{-\mathbf{k}} \sigma_{\mathbf{k}} \rangle,$$

where

$$\sigma_{\mathbf{k}} = \frac{1}{\sqrt{N}} \sum_j s_j e^{-i\mathbf{k} \cdot \mathbf{r}_j},$$

the total number of lattice points being $N$. Now let us consider $\mathbf{k}_1 = (2\pi/L)\hat{k}_x$ and $\mathbf{k}_2 = (4\pi/L)\hat{k}_x$ where $\hat{k}_x$ is the reciprocal lattice unit vector in the $x$-direction and $L = 40$ in units of lattice spacing. With the help of this
structure factor, we can now define a correlation length (see [16])

\[ \xi_b = \frac{L}{2\pi} \sqrt{\frac{S(k_1)/S(k_2) - 1}{4 - S(k_1)/S(k_2)}} \]  

(5)

This \( \xi_b \) is an excellent approximation of the correlation length \( \xi \) obtained from the asymptotic behaviour of the correlation function near the critical point. As a matter of fact, this quantity is finite and well defined for all range of temperature, even as we approach \( T = 0 \). We shall therefore, use this quantity for defining the critical region.

![Figure 4](image)

FIG. 4. The plot of \( \xi_b/L \) for the \( J = 1, g = 0 \) data-set. The critical region is chosen according to the condition \( \xi_b > 0.3 \xi_b^{\text{max}} \). The choice of 0.3 is motivated by the temperature range where the change of the order parameter is substantial (see Fig. 2).

In Fig 4 we plot \( \xi_b/L \) as a function of temperature for \( J = 1, g = 0 \) training data set. We see that this \( \xi_b \) has a maxima at \( T_c \). Let us denote this maximum value by \( \xi_b^{\text{max}} \). We then define the critical region around \( T_c \) as the range of temperature for which

\[ \xi_b > 0.3 \xi_b^{\text{max}}. \]  

(6)

This is the definition of critical region which we shall use throughout this paper. A plot similar to Fig 4 can be generated for the rest of the data-sets for different values of the coupling constants; the critical region for the individual data-sets obtained through this definition has been reported in Table I. We shall classify the training data-set \( (J = 1, g = 0) \) into ‘critical’ and ‘non-critical’ based on the condition (6). Hence, this choice is somewhat important for training purpose. It is clear that this definition of the critical region is not unique (particularly the choice of 0.3), but our main result about the ability of the our model to predict the critical region is not qualitatively affected by this ambiguity.

II. MACHINE LEARNING OF PHASES

A. What do machines learn about the phases?

At first let us point out that a given lattice configuration is associated with a temperature \( T \) through the probabilities \( P(T|\{s_i\}) \). Probabilistic nature of the problem is due to the fact that for a finite-size lattice, a given configuration may come from different temperatures with probabilities given by the usual formula for the canonical ensemble,

\[ P(\{s_i\}|T) = \exp(-E(\{s_i\})/T) / Z(T), \]  

(7)

where \( Z(T) \) is the partition function at temperature \( T \). In an infinite lattice (the thermodynamic limit), it is possible to associate a temperature with a given configuration via its energy. No such unique correspondence exists for a finite system, where temperature is, at best, a property of a collection, not of an individual configuration. From (7) we may infer,

\[ P(T|\{s_i\}) = P(T|E(\{s_i\})). \]  

(8)

In words, the above equation means that details of a spin configuration is somehow irrelevant, and knowing the energy alone is good enough to get a reasonable prediction for temperature. However, either way, a direct computation of \( P(T|\{s_i\}) \) is hard! We may approximate the \( P(T|\{s_i\}) \) with the output of a trained ML model as \( P_{\text{ML}}(T|\{s_i\}) \).

More generally, the discussion in above paragraph applies to the prediction of any kind of temperature based categories like high and low temperature phases. Say, \( X \) is a criterion based on temperature labels \( T \). For simplicity let us take a binary criterion based on phases. We would train any ML model, by maximizing binary cross entropy between \( X \) and the probabilities predicted by the ML model,

\[ \text{BCE}(X; P_{\text{ML}}(X|\{s_i\})) \leq \text{BCE}(X; P(X|\{s_i\})) \]  

(9)

\[ = \text{BCE}(X; P(X|E(\{s_i\}))) \]

Hence, it is generally expected that an ANN aware of energy would perform well or better than any other predictive model and hence can be used as a benchmark of training. We do not expect the energy based model to perform well when applied to a wild data-set, as energy does not contain any deep information about long range spin-spin correlations.

At first closely following [8], we shall train vanilla ML models (both DNNs and CNNs) to distinguish the phases of the Ising model. In this respect, our most important
### TABLE II. Percentage accuracies in prediction of phases by various ANN models on the data-set of spin configurations of the 2D Ising model with nearest neighbour interaction strength $J$ and next-to-nearest neighbour interaction strength $g$.

| Value of $J$ and $g$ | DNN-2 | DNN-4 | CNN | FFT DNN-2 | FFT DNN-4 | FFT CNN | $\mu$ Classifier | $(\mu, E)$ Classifier |
|----------------------|-------|-------|-----|-----------|-----------|---------|-------------------|-----------------------|
| $J = 1$, $g = 0$ (critical) | 88.3 | 87.7 | 86.3 | 85.8 | 86.0 | 85.9 | 88.2 | 88.7 |
| $J = 1$, $g = 0$ (non-critical) (tested on training data-set) | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 |
| $J = 1$, $g = 0.1$ (critical) | 86.9 | 86.4 | 88.2 | 85.2 | 85.4 | 84.4 | 85.3 | 86.3 |
| $J = 1$, $g = 0.1$ (non-critical) | 99.9 | 99.9 | 100 | 100 | 100 | 100 | 100 | 100 |
| $J = 1$, $g = 0.5$ (critical) | 87.4 | 87.0 | 89.7 | 88.2 | 88.3 | 85.5 | 85.3 | 85.8 |
| $J = 1$, $g = 0.5$ (non-critical) | 99.9 | 99.9 | 99.9 | 100 | 100 | 100 | 99.9 | 99.9 |
| $J = 1$, $g = 1$ (critical) | 88.3 | 88.0 | 86.8 | 89.8 | 90.1 | 85.9 | 86.8 | 86.7 |
| $J = 0.01$, $g = 1$ (non-critical) | 100 | 100 | 99.8 | 100 | 100 | 100 | 100 | 100 |
| $J = 0.01$, $g = 1$ (critical) | 90.4 | 90.4 | 78.4 | 91.6 | 91.7 | 68.5 | 84.8 | 72.8 |
| $J = 0.01$, $g = 1$ (non-critical) | 100 | 100 | 97.7 | 100 | 100 | 99.8 | 99.9 | 99.5 |

* Shallow fully connected DNN with 2-layers.
* Deeper fully connected DNN with 4-layers.
* Fully connected 2-layers DNN trained with Fourier transform (only magnitude) of spin-configuration data (see Appendix B).
* Fully connected 4-layers DNN trained with Fourier transform (only magnitude) of spin-configuration data (see Appendix B).
* CNN trained with Fourier transform (only magnitude) of spin-configuration data (see Appendix B).
* DNN based simple classifier trained on magnetization only.
* DNN based simple classifier trained on magnetization and energy only.

addition to [8] is that we train our models on the usual $NN$ ($J = 1$, $g = 0$) dataset, away from the critical region and also test the performance of our model on a completely new data set (wild data) characterized by a different value of $g$. This important modification tests the ability of our models to learn the universal features of the phase transition. For the benchmarking purpose we also train two simple classifiers, one aware only of magnetization and another with energy included (also see [14]). This reduces the data associated with a spin configurations from $40 \times 40 = 1600$ dimensions to one (or two) dimensional subspace.

We shall now report on the accuracy of our binary classifier models in identifying phases of the 2D Ising model. Details of the model architectures and training is presented in the Appendix C. It is worth pointing out that the training of our models only in the non-critical region is more of a necessity than a preference. This is because, if we train our models at temperatures very close to the critical point, the models get confused and the learning is sub-optimal. Consequently, the performance of the models trained very close to $T_c$ are highly compromised.

The prediction accuracies of our models has been detailed in Table II separately for the critical and the non-critical regions. For the non-wild data, the accuracies are close to the ‘maximal accuracy’ of $(\mu, E)$-classifier. As expected the accuracies are lower in the critical region compared to non-critical temperatures, where the success of our models is outstanding. Here we use the same definition of critical region as presented in Table I.

Note that for $g = 0$ the critical region data is a

---

* The reader may note that our accuracies in the critical region is comparable to [8]. Note that we consider temperature values at a spacing of 0.025 compared to 0.025 used in [8]. Hence, although we have more points closer to the critical temperature our overall accuracies in the critical region are not significantly affected.
part of our ‘test’ data since we do not train our models here. We also test our model for wild data-sets $J = 1$, $g = 0.1, 0.5, 1$ and $J = 0.01, g = 1$ to check the transferability of learning to other forms of interactions within the same universality class. Interestingly, we find that the accuracy of the detection of phases is practically unaffected by the introduction of non-zero $g$. In fact there is also no appreciable change in the performance of our models on the $J = 0.01, g = 1$ data-set. We believe that this robustness of the predictive power of our models within the same universality class may be an extremely useful observation for future application of ANNs to address similar questions. However a drop in accuracy is observed for the simple classifier with energy. Unlike magnetization, energy of configurations near phase transition change drastically as we change the value of the couplings, and accordingly energy become a bad predictor.

### B. Adversarial attack: Fooling a trained ANN with shuffled spins

The relatively high success of our models in Table I may be slightly misleading. ANNs outperform a simple magnetization/energy based classifier, although the differences are not huge. In four out of five examples (see Table I) a simple $\mu$ classifier perform only about 2% less than ANNs. As we have mentioned in §2 a criticism of machine learning of phases could be that ANNs too had secretly learned about the order parameter (magnetisation) with large weightage while giving any other feature related to the physics of spin-correlations a small to negligible weight. Note that magnetization is just an average of all the spins in a given configuration and as such could be calculated by one linear hidden layer with equal weights! Hence no complicated ANN machinery is at all needed and phase detection from order parameter seems to be a superficially trivial problem.

To investigate the role of magnetization, we designed a simple adversarial attack. Instead of testing our trained model directly on the data-set, we randomly shuffle the spins. This ensures that the magnetisation of every configuration is intact, but the spin-spin correlations are all destroyed. The individual spin configuration are labeled ‘ordered’ or ‘disordered’ using the corresponding temperatures, borrowing the value of $T_c$ from the original configurations prior to shuffling. As a result magnetization is the only reliable data in these spin configurations which is consistent with this labeling, all other spin-correlations being lost in the process of shuffling. The result of testing our model on these non-physical configuration is reported in Table III.

We find that there is a some decrease in the prediction accuracy, but still our models are deceived to predicting the correct phases to a great extent. The fact that there is a drop in the predicting accuracy suggest that the model learns more than just the magnetization. However, the

| Coupling values | DNN-2 | DNN-4 | CNN |
|-----------------|-------|-------|-----|
| $J = 1, g = 0$  | 86.3  | 87.3  | 80.8 |
| (critical)      |       |       |     |
| $J = 1, g = 0$  | 100   | 100   | 98.0 |
| (non-critical)  |       |       |     |
| $J = 1, g = 0.1$| 84.8  | 85.9  | 79.4 |
| (critical)      |       |       |     |
| $J = 1, g = 0.1$| 99.9  | 99.9  | 95.7 |
| (non-critical)  |       |       |     |
| $J = 1, g = 0.5$| 85.6  | 86.6  | 74.7 |
| (critical)      |       |       |     |
| $J = 1, g = 1$  | 99.9  | 99.9  | 92.2 |
| (non-critical)  |       |       |     |
| $J = 0.01, g = 0.1$| 86.8  | 87.6  | 73.3 |
| (critical)      |       |       |     |
| $J = 1, g = 0.1$| 100   | 100   | 96.0 |
| (non-critical)  |       |       |     |

TABLE III. Phase prediction accuracies on data with shuffled spins (adversarial attack). The models have been trained using non-critical data for the $J = 1, g = 0$ data-set (unshuffled). They are the same models which have been used in the first three columns of Table III. Note that although the shuffled data is junk (except the information of magnetization) yet the phase prediction accuracies are comparable to the first three columns of Table III.

III. MACHINE LEARNING OF CRITICALITY

We can now conclude that the ANN training algorithms are able to learn the notion of order parameter well. Therefore, the existence of such an order parameter makes the process of learning about the phases, in some sense, trivial. Hence, we would now like to investigate whether our algorithms are able to learn something deeper about the spin configurations. This motivates us to investigate the following question. Is it possible for the ANNs to learn about the ‘critical region’ instead of identifying just the phase? In this section, we shall report significant progress on this question.

Let us keep in mind that we are dealing with a finite-size lattice. Actually in the phase space, we do see a lot
of overlap between quantities calculated at different temperature. Hence there is a limit on how accurately we may classify the spin configurations based on any temperature/magnetization based categories. For instance see the overlaps in Fig. [5] Due to these overlaps the best possible prediction accuracies are less than 100%.

A. Identifying Criticality: Training and testing DNNs on the $\mathcal{NN}$ data set

We shall train and test DNNs to identify the critical spin configurations. For a given value of $J$ and $g$ we shall classify the temperatures as critical or non-critical based on the definition of $\mathcal{TA}$ (see Table [1]). Here we begin by dividing the $J = 1$ and $g = 0$ data-set into training (80%) and testing (20%) data-sets. We then train a 4-layer DNN to identify the critical region and subsequently test its ability to predict the same in the test data-set. The details of our architecture and training are described in the Appendix [C].

From the predictions we accumulate the probability, which lies between 0 and 1. We average this quantity for all the configurations that correspond to a given temperature. In Fig. [6] we show a comparison of the performance of various models; in particular, Fig. [6c] (solid green line) is for a 4-layer DNN without adversarial training (DNN-4). For visual comparison, we mark all the plots with critical region predicted from the correlation length. We conclude that the trained model is able to identify the critical region very well. Just as in the prediction of phases [11] For comparison, we also train two low-dimensional classifiers $\mathcal{TA}$: One with only magnetization ($\mu$) and another with energy (and $\mu$, $E$) included, see Fig. [6] (a) and (b). To the credit of ML, we notice that a magnetization based classifier works worse than a full-fledged DNN/CNN trained on the entire lattice. The DNN based model has a performance close to the energy based model.

B. aDNN: Adversarial training with shuffling

We shall now employ a suitably designed adversarial training [19] to force our models to ignore magnetization during the learning process. This is achieved in the following way. During training, apart from the original spin configurations, we will also use non-physical configurations where the spins are randomly shuffled, labeling them as non-critical even for temperatures within the critical region. As usual, the random shuffling will eliminate all spin-spin correlation keeping the magnetization intact. Consequently, the training data-set now contains spin configurations which can be critical or non-critical for the same value of magnetization. This ensures that magnetization is definitely not a feature which is learned by our models to identify criticality. So, now the question remains, whether a model trained in this fashion can still identify the critical region in the original (unshuffled) test data-sets.

As in most cases of training in this work, we train the models with 80% of the $J = 1$, $g = 0$ data-set. The remaining 20% constitutes the test data-set. These models, now equipped with adversarial training, are then tested on $J = 1$, $g = 0$ test data set (both original and shuffled). We show the results of this test in Fig. [6d]. The fact that the magenta curve is close to zero, while the solid green curve is almost unaffected indicates that our adversarial training has been successful. However, we observe that CNNs seem to perform worse with adversarial training, see Appendix [A] and Fig. [8].

C. Testing in $\mathcal{NNN}$ wild datasets with non-zero $g$

We then go on to test our DNN and aDNN models on data-sets (both original and shuffled) corresponding to a non-zero $g$. In Fig. [7] we display our test results on these wild data-sets, which clearly show that our model identifies the shuffled spin configurations as non-critical while maintaining a good accuracy in identifying the critical
FIG. 6. Comparison of the performance of various models to predict the critical region for the test data corresponding to $J = 1, g = 0$. In (a) and (b) we show the performance of simple classifiers trained on only $\mu$ and $(E, \mu)$ respectively. In (c) and (d) we report the performance of a 4-layer DNN without(DNN-4) and with (aDNN-4) adversarial training. The bold green curve represents the performance of the models on unaltered test data. The magenta curve represents the performance of the models on unphysical data (adversarial attack) where the spins are randomly shuffled in a configuration. In (a) there is no difference between the green and the magenta curves since the magnetization ($\mu$) does not change with spin-shuffling. The probability for every spin configuration to be critical has been shown with the light-green background; the dark green curve is the average of all the light-green values for a given temperature. The magnetization (red) and critical region (pink) are shown with dashed lines in the background. Since the shuffled data has no critical region in terms of the spin-spin correlations, the magenta line is expected to be zero everywhere for a model which has learnt the physical notion of criticality. Clearly, the aDNN-4 model with adversarial training, trained on the full spin-configurations, has the best performance.

region in the original data. Simple classifiers based on energy and magnetization understandably perform worse in identifying critical region in the wild data.

Note that we have chosen to represent the performance of our models through the plots in Fig. 7 displaying probability (for all the individual tested configurations, see the light-green scatter). This representation is advantageous since we do not need to demarcate the critical region a priori for the wild ($g \neq 0$) data-sets. Therefore, a plot like this carries more information than something like the average accuracy percentage against a dubious pre-defined label.

To conclude this section, let us summarize the primary achievements of our aDNN model (DNNs with adversarial training):

1. Our aDNN performs close to a ‘maximally accurate’ energy based classifier for the $g = 0$ test data set.
2. Unlike a simple magnetization and energy based classifier, our aDNNs can transfer the learning reasonably well to the wild data-sets with $g \neq 0$.
3. We are also able to clearly demonstrate that our aDNN remains blind to the obvious order parameter (magnetization) and are robustly resistant to shuffling attacks.

From these observations we may logically speculate that
(a) Performance of \((E, \mu)-\)classifier on \(J = 1, g = 0.1\) data-set.

(b) Performance of \((E, \mu)-\)classifier on \(J = 1, g = 0.5\) data-set.

(c) Performance of aDNN-4 on \(J = 1, g = 0.1\) data-set.

(d) Performance of aDNN-4 on \(J = 1, g = 0.5\) data-set.

(e) Performance of aDNN-4 on \(J = 1, g = 1\) data-set.

(f) Performance of aDNN-4 on \(J = 0.01, g = 1\) data-set.

FIG. 7. Here we test the ability of our models which, have been trained on the \(J = 1, g = 0\) data-set, to predict the critical region in the ‘wild’ data-set with next-to-nearest neighbour coupling turned on \((g \neq 0)\). In (a) and (b) the performance of the simple classifier trained on \((E, \mu)\) has been presented; they have no adversarial training. In (c), (d), (e) and (f) the performance of the aDNN-4 model (a 4-layer DNN augmented with adversarial training) has been presented. In this figure, we follow the same conventions of plotting as in Fig. 6. The prediction of the critical region by our models (dark green line) in these ‘wild’ data-sets is compared with region of temperature over which the average magnetization (red dashed line) changes from 0 to 1. It is remarkable that our aDNN-4 model is able to correctly predict the critical region in the unaltered ‘wild’ data-sets, while predicting absolutely no critical region for the corresponding shuffled data-sets (magenta line).

Our aDNN has acquired the ability to identify criticality by learning a non-trivial concept like long range spin-spin correlations.

IV. DISCUSSIONS

In this paper, we have demonstrated that ANNs are capable of learning additional features of critical behaviour
rather than just the order parameter. Through a series of ML experiments on the spin configurations of the 2D Ising model generated by Monte Carlo methods, we have shown that deep learning models are able to recognize near critical temperatures without learning about magnetization. This implies that, when suitably trained, ANNs can learn spin-spin correlations very well.

At first, we have focused on the ability of ANNs to correctly identify the phases of the 2D Ising model. In this regard, we have clearly established that the learning of our ANNs is transferable to similar spin systems within the same universality class but with a different nature of interaction. Thereafter, we have observed that the success of the ANNs to predict the phases is largely based on learning the value of the order parameter (magnetization) with maximum weight. To show this, we have used unphysical spin configurations where the spins are randomly shuffled thus destroying all correlations, but keeping the magnetization unchanged. We find that even for such unphysical configurations, our models are able to predict the phases with reasonable accuracy. This is only possible if magnetization is the main feature learned by these models, since this is the only property in the unphysical configurations which is unaffected by randomization. We identify this exercise as a form of adversarial attack which has been successfully employed in other applications of machine learning.

We then went on to investigate whether our ML models are able to identify the range of temperature for which the Ising model was near critical. We have achieved a significant success in this regard. Further, through a suitably established procedure of adversarial training we were able to guide our models to identify criticality by understanding spin-spin correlations, rather than using magnetization. We believe most of our observations reported here would be easily generalizable to other spin models beyond the 2D Ising model, most of which seems machine learnable.

As an immediate extension of our work, it would be interesting to investigate whether we can use the concept of adversarial training to enable our models to identify criticality by understanding spin-spin correlations, rather than using magnetization. We believe most of our observations reported here would be easily generalizable to other spin models beyond the 2D Ising model, most of which seems machine learnable.

In a recent paper, it has been demonstrated that variational autoencoders with a novel architecture are able to identify the critical region of the 2D Ising model very well. It would be very interesting to test such self-supervised learning with the adversarial attack discussed in this paper. In general, it would be very interesting to decipher which aspect of the criticality are learnt by these autoencoders.

Also, remarkable similarities of the structure of CNNs with renormalization group flows have been highlighted in the recent literature. Since the $\mathcal{N}\mathcal{N}\mathcal{N}$ interactions are irrelevant deformation of the Ising critical point, a study of the performance of CNNs as we vary the $\mathcal{N}\mathcal{N}\mathcal{N}$ interaction strength is also significant in this context.

Finally, it would be extremely interesting to explore which other aspects of phase transition or cross-over in spin-models can be reliably learned by multi-class classifiers based on deep networks. For example, given some spin configuration data would it be possible for a ML model to estimate the temperature, correlation length, and the microscopic nature of inter-spin interactions. Another set of extremely important physical quantity associated with phase transitions are the critical exponents. The efficacy of ML models to estimate the critical exponents (see for recent work) may compliment and augment existing tools to compute them.
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Appendix A: Critical region prediction with CNN

In this appendix, we shall report on our attempt to train a CNN based classifier to identify the critical region, following our discussion in §III. Our classifier has two consecutive CNN layers with kernel size 3. It has been trained over 500 epochs and the learning rate has been adjusted using a scheduler. The behaviour of the training loss function has been reported in Fig. 9.

Once trained, we test our model on the 20% test data for $J = 1, g = 0$. The result of this testing has been reported in Fig. 10. Here, we find a very reasonable performance almost comparable to that of 4-layer DNN in Fig. 8a. Here, we find a very reasonable performance of the CNN can be attributed to the fact that model learns the local features of the spin configurations so well that it has some problems in identifying the universal features in wild-data ($g \neq 0$).

Appendix B: Enters FFT

We shall now perform a Fourier transform (FFT [32]) of our spin configuration and then train and test our models on this Fourier transformed data. However, instead of keeping track of both the real and imaginary parts of the Fourier modes, we will only use the absolute value for the training and testing purposes. With this, we definitely lose some information about the spin configurations, but the question is, how does this affect the prediction accuracies of our models.

Again, we follow the same protocol as before. We train our model for $g = 0$ away from criticality and test our model in the critical region for $g = 0$, and also on the entire dataset for $g = 0.1, 0.5, 1$ and $J = 0.01, g = 1$. Our results in this case has been reported in Table II. We find that our results are very close to the accuracies of the models trained on the original data. In fact, in several instances, the accuracies involving FFT increases slightly. [3]

We would like to speculate that if we use Fourier transformed data for training, then our models tend to learn the notion of magnetization more easily. This is because the value of magnetization is directly presented to the models during training as the zero mode. We have observed that if we retain only the first few Fourier modes for training and testing our models, we still get a reasonable accuracies of prediction. This observation, in a way, corroborates our speculation.

Appendix C: Technical details of our models and their training

In the work reported in this paper, we have used the PyTorch framework to train and test our models. We have trained three different models for phase identification in §II A. They constitute two fully connected deep networks and one CNN. Both the Deep networks has a ReLU activation function. The main difference between the two fully connected networks is that one of them has a single hidden layer - a shallow DNN, while the other one has 3 hidden layers. The CNN model used in §II A has a single convolution layer and its kernel size is 2. All three models have been trained over 50 epochs. The evolution of the training loss-function with number of epochs have been reported in fig. 10. The performance of this model on original data-sets have been reported in table-II while that on unphysical shuffled data-sets (adversarial attack) have been reported in Table III.

The DNN model used for the prediction of critical region in §III has a structure very similar to the one used for phase prediction. But in this case, we train the model for 500 epochs. The evolution of the training loss-function in this case, has been reported in Fig. II.
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