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1 Introduction

The aim of this paper is to apply the factorization method to second order difference equations. We want to introduce an analogue of the Darboux transformation [7] and Crum’s theorem for discrete equations of Schrödinger type. Our method offers the possibility of finding new solutions for a class of discrete versions of Schrödinger equation. This article is an extension of previous works concerning the factorization method applied to second order differential and difference operators [32, 23, 26, 29, 1, 2, 10, 11, 12, 22, 31]. Some results obtained in [8, 9, 27] are used and adapted to our context. As
general references related to these subjects, we recommend [3, 13, 17, 18, 19, 28, 30].

Specifically, we are going to show that for discrete systems the new potential is determined either by one shifted eigenfunction of the initial Schrödinger operator for Darboux transformation or by \( k \) such eigenfunctions in Crum’s case. Our results differ from those recently obtained in [35], since along this paper we assume that the initial and final operators necessarily have Schrödinger form, which is not the case in [35]. Note also that, if instead of shifted eigenfunctions we would use non shifted ones to implement the transformation, we would arrive to trivial results (see discussion at Section 3, after Theorem 1).

This paper is organized as follows. In section 2 we will present information about finite difference calculus and finite difference equations which is relevant for our problem. Also, we will make a brief survey on Darboux transformation and its iterations in the continuous case, the last ones leading to Crum’s formulas for the potential and eigenfunctions of the final Schrödinger operator. In Section 3 we discuss the general formalism for discrete Darboux transformation and we address some simple examples. Finally, in section 4 we explore, in general, the discrete Crum’s transformation, and we illustrate the technique through a physically interesting example.

## 2 Preliminaries

In this section, we recall some basic facts about difference calculus, difference equations, factorization method and higher-order supersymmetric quantum mechanics.

The techniques for solving differential equations based on numerical approximations were developed before programmable computers existed. One of the best known approaches is the Euler method, the simplest numerical algorithm for solving a first order differential equation. This method can be extended to other procedures, e.g. the Runge–Kutta methods. Starting from a differential equation, we replace the derivative \( \psi' \) by its finite difference approximation

\[
\psi'(t) \approx \frac{\psi(t + \Delta t) - \psi(t)}{\Delta t} = \frac{\psi(t_{n+1}) - \psi(t_n)}{t_{n+1} - t_n}.
\]

(1)

If the step is equal to one the Taylor’s theorem give us the following funda-
mental relation (see [4])

$$\psi(t + 1) - \psi(t) = \psi'(t) + \frac{\psi''(t)}{2!} + \frac{\psi'''(t)}{3!} + \ldots$$  \quad (2)$$

The above equation yields the standard definition of the forward difference and shift operators

$$\triangle \psi(n) = \psi(n + 1) - \psi(n), \quad T^\pm \psi(n) = \psi(n \pm 1).$$  \quad (3)$$

The product rule for the forward difference operator reads $$\triangle(\psi \varphi)(n) = \psi(n) \triangle \varphi(n) + \varphi(n + 1) \triangle \psi(n)$$. The operators $$T^+, \triangle$$ and $$\frac{d}{dx}$$ are connected by the relations

$$T^+ = 1 + \triangle = e^{x}.\quad (4)$$

So $$\triangle$$ is the fundamental operation in the calculus of finite differences. The second difference is given by

$$\triangle^2 \psi(n) = \psi(n + 2) - 2\psi(n + 1) + \psi(n).$$  \quad (5)$$

A homogeneous linear second order difference equation can be written as follows

$$\psi(n + 2) + a(n)\psi(n + 1) + b(n)\psi(n) = 0,$$  \quad (6)$$

where $$\{a\}$$ and $$\{b\}$$ are sequences. It is well known how to solve the above equation when the coefficients are constant (see e.g. [14]). Let us denote by $$\ell(\mathbb{Z}; \mathbb{C})$$ the set of complex-valued sequences. We want to apply the factorization method to the second order difference operator of Schrödinger type $$H : \ell(\mathbb{Z}; \mathbb{C}) \rightarrow \ell(\mathbb{Z}; \mathbb{C})$$ given by

$$H = -\triangle^2 + V(n),$$  \quad (7)$$

where $$\{V\}$$ is a real-valued sequence.

There are different approaches for discretizing the one-dimensional time-independent Schrödinger equation

$$\left(-\frac{d^2}{dx^2} + V(x)\right)\psi(x) = \lambda\psi(x).$$  \quad (8)$$
Very often a discretization appears in the standard central difference formula with the step $h$ for the second derivative

$$
\left( -\frac{1}{h^2} \nabla^2 + V(n) \right) \psi(n) = \psi(n) = -\frac{1}{h^2} (\psi(n+1) - 2\psi(n) + \psi(n-1)) + V(n)\psi(n) = \lambda\psi(n),
$$

with the backward difference operator being defined by (see [5, 6, 9, 8])

$$
\nabla \psi(n) = \psi(n) - \psi(n-1).
$$

The exact discretization of the Schrödinger equation was proposed in [33] based on Fourier transforms. The study of some operators of type (7) starting from spectral data was done at [24, 25]. In addition, other special cases, as the factorization of Jacobi operators, were also investigated [21, 34].

On the other hand, in the continuous case supersymmetric quantum mechanics aims to construct a new Hamiltonian departing from an initial solvable one through what is called intertwining operator technique [18, 19]. In the simplest case involving first order intertwining operators, the key is to fulfill the following relations

$$
H_1 A_1^+ = A_1^+ H_0 \quad \Leftrightarrow \quad H_0 A_1^- = A_1^- H_1,
$$

where

$$
H_i = -\frac{d^2}{dx^2} + V_i(x), \quad i = 0, 1,
$$

$$
A_1^\pm = \mp \frac{d}{dx} + f_i(x, \epsilon_1).
$$

It turns out that the superpotential $f_1(x, \epsilon_1)$ must satisfy the following Riccati equation associated to the factorization energy $\epsilon_1$:

$$
f_1'(x, \epsilon_1) + f_1^2(x, \epsilon_1) = V_0(x) - \epsilon_1.
$$

If $f_1(x, \epsilon_1) = \psi_0'(x)/\psi_0(x)$, this equation is transformed into its equivalent Schrödinger equation:

$$
-\psi_{01}''(x) + V_0(x)\psi_{01}(x) = \epsilon_1\psi_{01}(x).
$$
In $\psi_{01}$ the first index labels the potential for the corresponding Hamiltonian while the second refers to the associated factorization energy. Moreover, whenever $f_1(x, \epsilon_1)$ or $\psi_{01}(x)$ have been found, the final potential is determined by:

$$V_1(x) = V_0(x) - 2f'_1(x, \epsilon_1) = V_0(x) - 2[\ln \psi_{01}(x)]''.$$  \hfill (16)

This transformation can be iterated, by looking for a new Hamiltonian $H_2$ departing from $H_1$ as follows:

$$H_2A_2^+ = A_2^+ H_1 \iff H_1A_2^- = A_2^- H_2,$$  \hfill (17)

where

$$H_2 = -\frac{d^2}{dx^2} + V_2(x),$$  \hfill (18)

$$A_2^\pm = \mp \frac{d}{dx} + f_2(x, \epsilon_2).$$  \hfill (19)

Now we have to solve either the new Riccati equation,

$$f'_2(x, \epsilon_2) + f_2^2(x, \epsilon_2) = V_1(x) - \epsilon_2,$$  \hfill (20)

or its equivalent Schrödinger equation, which appears by assuming that $f_2(x, \epsilon_2) = \psi'_{12}(x)/\psi_{12}(x)$:

$$-\psi''_{12}(x) + V_1(x)\psi_{12}(x) = \epsilon_2\psi_{12}(x).$$  \hfill (21)

Note that the solution $f_2(x, \epsilon_2)$ to equation (20) can be found from two solutions $f_1(x, \epsilon_1)$, $f_1(x, \epsilon_2)$ to the initial Riccati equation (14) for the factorization energies $\epsilon_1$, $\epsilon_2$ through the finite difference formula [16, 27]:

$$f_2(x, \epsilon_2) = -f_1(x, \epsilon_1) - \frac{\epsilon_1 - \epsilon_2}{f_1(x, \epsilon_1) - f_1(x, \epsilon_2)}.$$  \hfill (22)

Moreover, the solution $\psi_{12}(x)$ to the Schrödinger equation (21) is obtained by acting $A_1^+$ on the corresponding solution $\psi_{02}(x)$ to the initial Schrödinger equation (15) associated to $\epsilon_2$, namely

$$\psi_{12}(x) = A_1^+ \psi_{02} = -\frac{W(\psi_{01}, \psi_{02})}{\psi_{01}(x)}.$$  \hfill (23)
where $W(\psi_0, \psi_{02})$ is the Wronskian of the two seed solutions $\psi_0(x), \psi_{02}(x)$.

By iterating $k$ times this procedure, a chain of intertwined Hamiltonians

$$H_{i+1}A_{i+1}^+ = A_{i+1}^-H_i \quad \Leftrightarrow \quad H_iA_{i+1}^- = A_{i+1}^+H_{i+1}, \quad i = 0, 1, \ldots, k-1,$$

(24)
is now constructed, where

$$H_i = -\frac{d^2}{dx^2} + V_i(x),$$

(25)

$$A_{i+1}^+ = \pm \frac{d}{dx} + f_{i+1}(x, \epsilon_{i+1}).$$

(26)

The superpotential $f_{i+1}(x, \epsilon_{i+1})$ must satisfy the Riccati equation

$$f_{i+1}'(x, \epsilon_{i+1}) + f_{i+1}^2(x, \epsilon_{i+1}) = V_i(x) - \epsilon_{i+1},$$

(27)

which is equivalent to the Schrödinger equation appearing by substituting $f_{i+1}(x, \epsilon_{i+1}) = \psi_{i+1}'(x)/\psi_{i+1}(x)$:

$$-\psi_{i+1}''(x) + V_i(x)\psi_{i+1}(x) = \epsilon_{i+1}\psi_{i+1}(x).$$

(28)

Once again, $f_{i+1}(x, \epsilon_{i+1})$ is determined from two solutions $f_i(x, \epsilon_i), f_i(x, \epsilon_{i+1})$ of the $i$th Riccati equation as follows:

$$f_{i+1}(x, \epsilon_{i+1}) = -f_i(x, \epsilon_i) - \frac{\epsilon_i - \epsilon_{i+1}}{f_i(x, \epsilon_i) - f_i(x, \epsilon_{i+1})}.$$ 

(29)

Moreover, the Schrödinger solution $\psi_{i+1}$ is obtained by acting $A_{i+1}^+$ on $\psi_{i-1+1}$:

$$\psi_{i+1} = A_{i+1}^+\psi_{i-1+1} = -\frac{W(\psi_{i-1+1}, \psi_{i-1+1+1})}{\psi_{i-1+1}(x)}.$$ 

(30)

Let us note that, when iterating the last two formulas for decreasing indexes in order to generate a final potential $V_k(x)$ from the initial one $V_0(x)$, at the end we require to know $k$ solutions $f_1(x, \epsilon_i), i = 1, \ldots, k$ to the initial Riccati equation (14). The same applies for the $k$ seed solutions $\psi_i, i = 1, \ldots, k$, of the initial Schrödinger equation. In particular, the final potential $V_k(x)$ expressed in terms of these $k$ seed solutions is simply

$$V_k(x) = V_0(x) - 2[\ln W(\psi_0, \ldots, \psi_k)]''$$

(31)

where $W(\psi_0, \ldots, \psi_k)$ denotes de Wronskian of $\psi_0(x), i = 1, \ldots, k$. 
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3 Discrete Darboux transformations

In this section we introduce the Darboux transformation for a discrete version of the one-dimensional Schrödinger equation. At the end of this chapter we also present as an example the free particle case. We show how to build explicitly the new potential (a discrete analogue of the completely transparent potential) using the methods outlined in this section.

Let \( H_0 \) and \( H_1 \) be the following two discrete versions of the Schrödinger operator (Hamiltonian)

\[
\begin{align*}
H_0 &= -\Delta^2 + V_0(n), \\
H_1 &= -\Delta^2 + V_1(n),
\end{align*}
\]

where \( \{V_0\} \) and \( \{V_1\} \) are real-valued sequences. It is well known the correspondence between the one-dimensional discrete Schrödinger equation

\[
(-\Delta^2 + V_0(n)) \psi(n) = \lambda \psi(n)
\]

with the matrix difference equation

\[
\begin{pmatrix}
\psi(n) \\
\Delta \psi(n)
\end{pmatrix} =
\begin{pmatrix}
0 & 1 \\
V_0(n) - \lambda & 0
\end{pmatrix}
\begin{pmatrix}
\psi(n) \\
\Delta \psi(n)
\end{pmatrix},
\]

and with the discrete Riccati equation

\[
\Delta f(n) + f(n) f(n + 1) = V_0(n) - \lambda,
\]

whose solutions are related by

\[
f(n) = \frac{\Delta \psi(n)}{\psi(n)},
\]

where \( \{\psi\} \) is a sequence and \( \lambda \) is a constant. Moreover, let us suppose the existence of a first-order difference operator of the form

\[
\left(A_1^{(n)}\right)^+ = -\Delta + f_1(n).
\]

We will implement next the first order Darboux transformation for the discrete Schrödinger equation through the following theorem.
**Theorem 1** Let $H_0$, $H_1$ and $\left(A_{1}^{(n)}\right)^{+}$ be the operators defined by (32), (33) and (38). If
\begin{equation}
H_1 \left(A_{1}^{(n)}\right)^{+} = \left(A_{1}^{(n+2)}\right)^{+} H_0,
\end{equation}
then the sequences $\{V_0\}$, $\{V_1\}$, $\{f_1\}$ satisfy
\begin{equation}
V_1(n) = V_0(n+1) - 2 \triangle f_1(n+1),
\end{equation}
\begin{equation}
- \triangle^2 f_1(n) + \triangle V_0(n) - 2f_1(n) \triangle f_1(n+1) =
\end{equation}
\begin{equation}
- f_1(n)V_0(n+1) + f_1(n+2)V_0(n).
\end{equation}

We will say that the operator $\left(A_{1}^{(n)}\right)^{+}$ intertwines the two Hamiltonians $H_0$ and $H_1$.

**Proof 1** We can write equality (39) in the form
\begin{equation}
\left(- \triangle^2 + V_1(n)\right) \left(- \triangle + f_1(n)\right) = \left(- \triangle + f_1(n+2)\right) \left(- \triangle^2 + V_0(n)\right).
\end{equation}

Simple calculations using equation (3) yield
\begin{equation}
\left(-T^+\right)^2 + 2T^+ - 1 + V_1(n) \left(-T^+ + 1 + f_1(n)\right) =
\end{equation}
\begin{equation}
\left(-T^+ + 1 + f_1(n+2)\right) \left(-T^+\right)^2 + 2T^+ - 1 + V_0(n),
\end{equation}
\begin{equation}
\left(-V_1(n) + V_0(n+1) + 2f_1(n+1) - 2f_1(n+2)\right) T^+ +
\end{equation}
\begin{equation}
f_1(n+2) - f_1(n) + V_1(n) \left(1 + f_1(n)\right) - V_0(n) \left(1 + f_1(n+2)\right) = 0.
\end{equation}

By collecting the coefficients of $T^+$ and the identity operator, which must vanish independently of each other, we obtain equations (40) and (41) respectively. This finishes the proof.

Let us stress the importance that the apparently odd equation (39) has in our treatment for generating non-trivial new potentials $V_1(n)$. In fact, if instead of Eq. (39) we would ask that $H_1 \left(A_{1}^{(n)}\right)^{+} = \left(A_{1}^{(n)}\right)^{+} H_0$, then we would obtain just the trivial result $V_1(n) = V_0(n+1) = constant$.

**Theorem 2** If
\begin{equation}
f_1(n) = \frac{\triangle \psi_1(n)}{\psi_1(n)},
\end{equation}
where
\begin{equation}
\left(-\triangle^2 + V_0(n)\right) \psi_1(n) = \epsilon \psi_1(n+2), \quad \epsilon \in \mathbb{R},
\end{equation}
then the condition (41) is fulfilled.
Proof 2 Through the substitution \( f_1(n) = \frac{\triangle \psi_1(n)}{\psi_1(n)} \), the requirement \((41)\) is equivalent to the equation

\[
\frac{\psi_1(n+3)}{\psi_1(n+2)} - \frac{\psi_1(n+1)}{\psi_1(n)} + 2 \frac{\psi_1(n+2)}{\psi_1(n)} - 2 \frac{\psi_1(n+1) \psi_1(n+3)}{\psi_1(n) \psi_1(n+2)} + V_0(n+1) \frac{\psi_1(n+1)}{\psi_1(n)} - V_0(n) \frac{\psi_1(n+3)}{\psi_1(n+2)} = 0.
\]

It can be rewritten now in the form

\[
\psi_1(n+3) \left( \psi_1(n+2) - 2 \psi_1(n+1) + \psi_1(n) - V_0(n) \psi_1(n) \right) - \\
\psi_1(n+2) \left( \psi_1(n+3) - 2 \psi_1(n+2) + \psi_1(n+1) - V_0(n+1) \psi_1(n+1) \right) = 0.
\]

Finally, we obtain equation \((43)\) for the sequence \( \{\psi_1\} \),

\[
\psi_1(n+2) - 2 \psi_1(n+1) + \psi_1(n) - V_0(n) \psi_1(n) = -\epsilon \psi_1(n+2).
\]

Corollary 1 Let \( \{\varphi_0\} \) be a solution of

\[
H_0 \varphi_0(n) = \left( - \triangle^2 + V_0(n) \right) \varphi_0(n) = 0. \tag{44}
\]

Then \( \varphi_1(n) = \left( A_1^{(n)} \right)^+ \varphi_0(n) \) is a solution of

\[
H_1 \varphi_1(n) = \left( - \triangle^2 + V_1(n) \right) \varphi_1(n) = 0. \tag{45}
\]

Proof 3 This is a direct consequence of formula \((39)\).

Let us note that if we take \( \epsilon = 0 \) and \( f_1(n) = \frac{\triangle \varphi_0(n)}{\varphi_0(n)} \), where \( \varphi_0(n) \) satisfies equation \((44)\), then equations \((40), (43)\) guarantee that \( H_0 \) and \( H_1 \) become factorized in the form

\[
H_0 = \left( \triangle + f_1(n+1) \right) \left( - \triangle + f_1(n) \right), \tag{46}
\]

\[
H_1 = \left( - \triangle + f_1(n+2) \right) \left( \triangle + f_1(n+1) \right), \tag{47}
\]
i.e. the potentials can be written in the form

\[ V_0(n) = \Delta f_1(n) + f_1(n)f_1(n+1), \] (48)

\[ V_1(n) = -\Delta f_1(n+1) + f_1(n+1)f_1(n+2). \] (49)

In addition, from equations (42) and (43) we can see that for solutions \( \psi_1(n) \) satisfying equation (43) with \( \epsilon \neq 0 \), the potential \( V_0 \) can be also expressed as

\[ V_0(n) = (1 + \epsilon)\left( \Delta f_1(n) + f_1(n)f_1(n+1) \right) + \epsilon(2f_1(n) + 1). \] (50)

Note that the \( f_1(n) \) of equations (48) and (50) are not the same. Using now the expression

\[ f_1(n) = \frac{w(n+1)}{(1+\epsilon)w(n)} - 1, \quad \epsilon \neq -1 \] (51)

equation (50) transforms into

\[ \left( -\Delta^2 + (1 + \epsilon)V_0(n) \right)w(n) = \epsilon w(n), \] (52)

which means that the change of variables \( \psi_1(n) = \frac{C}{(1+\epsilon)n}w(n) \) transforms equation (43) into (52), where \( C \) is a constant and \( \epsilon \neq -1 \). The case when \( \epsilon = -1 \) is not very interesting because then \( V_1(n) = V_0(n+2) \).

**Example 1** Completely transparent potential for the discrete Schrödinger equation. Let us consider the case when \( V_0(n) = 0 \). In this example the general solution of the homogeneous linear second-order difference equations with constant coefficients (44),

\[ -\Delta^2 \varphi_0(n) = 0, \] (53)

is given by

\[ \varphi_0(n) = C_1 + C_2n, \] (54)

where \( C_1 \) and \( C_2 \) are constants. Next, we will look for some particular solutions of equation (43), i.e.

\[ -\Delta^2 \psi_1(n) = \epsilon \psi_1(n+2). \] (55)

After substituting \( \psi_1(n) = \lambda^n \) we obtain the characteristic equation of this difference equation

\[ -(1+\epsilon)\lambda^2 + 2\lambda - 1 = 0. \] (56)

The set of solutions of this equation depends on the character of the roots of the characteristic equation \( \Delta = -4\epsilon \) as follows.
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a) Single real root. If $\epsilon = 0$, then $\Delta = 0$ and we can choose

$$\psi_1(n) = n + 1. \quad (57)$$

From equations (42) and (40) we thus find

$$f_1(n) = \frac{1}{n + 1}, \quad (58)$$

$$V_1(n) = \frac{2}{(n + 2)(n + 3)}. \quad (59)$$

Moreover, from Corollary 1 we obtain that

$$\varphi_1(n) = \frac{C_1 - C_2}{n + 1} \quad (60)$$

is a solution of the following equation

$$H_1\varphi_1(n) = \left( -\Delta^2 + \frac{2}{(n + 2)(n + 3)} \right) \varphi_1(n) = 0. \quad (61)$$

b) Distinct real roots. If $\epsilon < 0$ (we assume $\epsilon = -\kappa^2$ and $\kappa \neq -1, 1$), then $\Delta > 0$ and we can choose

$$\psi_1(n) = \frac{1}{(1 + \kappa)^n} + \frac{1}{(1 - \kappa)^n}. \quad (62)$$

From equations (42) and (40) we thus find

$$f_1(n) = \frac{\kappa}{1 - \kappa^2} \frac{(1 + \kappa)^{n+1} - (1 - \kappa)^{n+1}}{(1 + \kappa)^n + (1 - \kappa)^n}, \quad (63)$$

$$V_1(n) = \frac{-8\kappa^2(1 - \kappa)^2 n}{((1 + \kappa)^{n+1} + (1 - \kappa)^{n+1})((1 + \kappa)^{n+2} + (1 - \kappa)^{n+2})}. \quad (64)$$

Moreover, from Corollary 1 we obtain that

$$\varphi_1(x) = -C_2 + \frac{\kappa(C_1 + C_2 n)((1 + \kappa)^{n+1} - (1 - \kappa)^{n+1})}{(1 - \kappa^2)((1 + \kappa)^n + (1 - \kappa)^n)} \quad (65)$$

is a solution of the following equation

$$\left( -\Delta^2 - \frac{8\kappa^2(1 - \kappa^2) n}{((1 + \kappa)^{n+1} + (1 - \kappa)^{n+1})((1 + \kappa)^{n+2} + (1 - \kappa)^{n+2})} \right) \varphi_1(n) = 0. \quad (66)$$
Note that when \( \kappa = -1 \) or \( \kappa = 1 \) we obtain that equation (55) reduces to

\[
2\psi_1(n + 1) = \psi_1(n). \tag{67}
\]

This leads to \( \psi_1(n) = \frac{B}{2^n} \), where \( B \) is a constant, which implies that the new potential does not change, \( V_1(n) = 0 \).

c) Complex roots. If \( \epsilon > 0 \) (we assume \( \epsilon = \mu^2 \)), then \( \Delta < 0 \) and we can choose

\[
\psi_1(n) = r^n \cos n\theta, \tag{68}
\]

where \( r = \frac{1}{\sqrt{1+\mu^2}} \) and \( \tan \theta = \mu \). From equations (42) and (40) we find

\[
f_1(n) = \frac{1}{\sqrt{1+\mu^2}} \frac{\cos(n+1)\theta}{\cos n\theta} - 1, \tag{69}
\]

\[
V_1(n) = -\frac{2}{\sqrt{1+\mu^2}} \frac{\cos(n+1)\theta \cos(n+3)\theta - \cos^2(n+2)\theta}{\cos(n+1)\theta \cos(n+2)\theta}. \tag{70}
\]

Moreover, from Corollary 1 we obtain that

\[
\varphi_1(x) = -C_2n - (C_1 + C_2) + \frac{1}{\sqrt{1+\mu^2}} \frac{(C_1 + C_2n) \cos(n+1)\theta}{\cos n\theta} \tag{71}
\]

is a solution of the equation

\[
\left( -\Delta^2 - \frac{2}{\sqrt{1+\mu^2}} \frac{\cos(n+1)\theta \cos(n+3)\theta - \cos^2(n+2)\theta}{\cos(n+1)\theta \cos(n+2)\theta} \right) \varphi_1(n) = 0. \tag{72}
\]

Example 2 Discrete version of the harmonic oscillator. In the case when it is taken \( f_1(n) = n \) in equation (48) we obtain that \( V_0(n) = n^2 + n + 1 \). Thus, our next natural step is to look for the solution of equation (44) with such a \( V_0(n) \), i.e.

\[
\left( -\Delta^2 + n^2 + n + 1 \right) \varphi_0(n) = 0. \tag{73}
\]

The right-hand side of equation (46) suggests us to use the following simpler equation

\[
\left( -\Delta + n \right) \varphi_0(n) = 0. \tag{74}
\]
A straightforward computation yields $\varphi_0(n) = Cn!$, where $C$ is a constant. This is also a particular solution of equation (73). As in the continuous case [26, 15], now we look for the general solution of the discrete Riccati equation (48) using the transformation

$$\tilde{f}_1(n) = f_1(n) + \frac{1}{u(n)},$$

(75)

where $u(n)$ must satisfy the first order difference equation

$$\triangle u(n) = f_1(n)u(n) + f_1(n + 1)u(n + 1) + 1,$$

(76)

$$-nu(n + 1) = (n + 1)u(n) + 1.$$  

(77)

A straightforward calculation shows that the solution of equation (77) becomes

$$u(n) = (-1)^nn\left(C_1 + \sum_{i=1}^{n-1} \frac{(-1)^i}{i(i+1)}\right),$$

(78)

where $C_1$ is a constant. The above expression leads to the general solution of the Riccati equation (48) we were looking for:

$$\tilde{f}_1(n) = n + \frac{(-1)^nn}{C_1n + (-1)^n + 2n\sum_{i=3}^{n-1} \frac{(-1)^i}{i}},$$

(79)

Finally, the new potential is produced by using equation (40):

$$V_1(n) = n^2 + 3n + 1$$

(80)

$$+2\frac{(-1)^nC_1(2n + 3) + (-1)^n(2n + 3)\sum_{i=1}^{n} \frac{(-1)^i}{i(i+1)}}{(n+1)(n+2)\left(C_1 + \sum_{i=1}^{n} \frac{(-1)^i}{i(i+1)}\right)\left(C_1 + \sum_{i=1}^{n+1} \frac{(-1)^i}{i(i+1)}\right)}.$$

4 Discrete Crum’s theorem

In this section we introduce an analogue of the Crum’s transformation for the discrete one-dimensional Schrödinger equation. At the end of this section we also present an example related to the free particle case.
Let us note first of all that if we take a solution $\psi_i$ of equation (43) for a constant $\epsilon_i$ and apply to it the operator sequence (39), we conclude that

$$H_1\left(-\Delta + f_1(n)\right)\psi_i(n) = \left(-\Delta + f_1(n + 2)\right)H_0\psi_i(n)$$

$$= \epsilon_i \left(-\Delta + f_1(n + 2)\right)\psi_i(n + 2).$$

Thus, the sequence

$$\tilde{\psi}_i(n) = \left(-\Delta + f_1(n)\right)\psi_i(n) = \frac{\psi_i(n) \Delta \psi_1(n) - \psi_1(n) \Delta \psi_i(n)}{\psi_1(n)}$$

$$= \frac{\psi_1(n + 1)\psi_i(n) - \psi_1(n)\psi_i(n + 1)}{\psi_1(n)}$$

$$= \begin{vmatrix} \psi_1(n) & \psi_i(n) \\ \Delta \psi_i(n) & \Delta \psi_1(n) \end{vmatrix} = \begin{vmatrix} \psi_1(n) & \psi_i(n) \\ \psi_1(n + 1) & \psi_i(n + 1) \end{vmatrix}$$

satisfies an equation with the same form as equation (43) but for the new potential $V_1$,

$$\left(-\Delta^2 + V_1(n)\right) \tilde{\psi}_i(n) = \epsilon_i \tilde{\psi}_i(n + 2).$$

Let us introduce now a well-known notation in the theory of difference equations. The Casortian of the solutions $\psi_1(n), \psi_2(n), \ldots, \psi_k(n)$ is defined by

$$C(\psi_1, \ldots, \psi_k)(n) := \begin{vmatrix} \psi_1(n) & \psi_2(n) & \ldots & \psi_k(n) \\ \psi_1(n + 1) & \psi_2(n + 1) & \ldots & \psi_k(n + 1) \\ \vdots & \vdots & \ldots & \vdots \\ \psi_1(n + k - 1) & \psi_2(n + k - 1) & \ldots & \psi_k(n + k - 1) \end{vmatrix},$$

see e.g. [20]. So, we can write formula (82) in the form

$$\tilde{\psi}_i(n) = -\frac{C(\psi_1, \psi_i)(n)}{C(\psi_1)(n)}.$$

Now, let us apply iteratively the technique from the previous section. We consider the new intertwining relation

$$H_2\left(-\Delta + f_2(n)\right) = \left(-\Delta + f_2(n + 2)\right)H_1,$$
which leads to equations similar to (40), (41) (or (43))

\[
V_2(n) = V_1(n+1) - 2 \triangle f_2(n+1),
\]

\[
- \triangle^2 f_2(n) + \Delta V_1(n) - 2f_2(n) \triangle f_2(n+1) = 0,
\]

\[
- f_2(n)V_1(n+1) + f_2(n+2)V_1(n).
\]

If we choose \( \psi_2 \) as a solution of equation (43), then from expression (82) we obtain

\[
f_2(n) = \frac{\Delta \tilde{\psi}_2(n)}{\tilde{\psi}_2(n)} = \frac{\Delta \left( -\Delta + f_1(n) \right) \psi_2(n)}{-\Delta + f_1(n)} - 1
\]

\[
= \frac{\psi_1(n) \psi_1(n+2) \psi_2(n+1) - \psi_1(n+1) \psi_2(n+2)}{\psi_1(n+1) \psi_2(n) - \psi_1(n) \psi_2(n+1)} - 1
\]

\[
= \frac{C(\psi_1(n)) C(\psi_1, \psi_2)(n+1)}{C(\psi_1, \psi_2)(n)} - 1.
\]

From this result and equation (40) the new potential is found,

\[
V_2(n) = V_1(n+1) - 2 \triangle f_2(n+1) = V_0(n+2) - 2 \triangle \left( f_1(n+2) + f_2(n+1) \right)
\]

\[
= V_0(n+2) - 2 \triangle \left( \frac{\psi_1(n+3) \psi_2(n+1) - \psi_1(n+1) \psi_2(n+3)}{\psi_1(n+2) \psi_2(n+1) - \psi_1(n+1) \psi_2(n+2)} - 2 \right)
\]

\[
= V_0(n+2) - 2 \triangle \left[ \begin{array}{c}
\psi_1(n+1) \\
\psi_1(n+3)
\end{array} \right] \left[ \begin{array}{c}
\psi_2(n+1) \\
\psi_2(n+3)
\end{array} \right] \frac{1}{C(\psi_1, \psi_2)(n+1)}.
\]

It is easy to see that the Bianchi property is fulfilled, i.e., if we interchange the seed solutions \( \psi_1 \) by \( \psi_2 \) and vice versa, we will obtain the same final potential \( V_2 \).

This iterative process can be continued at will. The third step

\[
H_3 \left( -\Delta + f_3(n) \right) = \left( -\Delta + f_3(n+2) \right) H_2,
\]

produces similar results

\[
V_3(n) = V_2(n+1) - 2 \triangle f_3(n+1),
\]

\[
- \triangle^2 f_3(n) + \Delta V_2(n) - 2f_3(n) \triangle f_3(n+1) = 0,
\]

\[
- f_3(n)V_2(n+1) + f_3(n+2)V_2(n).
\]
Similarly to expression (81), it is easy to see that if \( \psi_1 \) satisfies equation (43) for \( \epsilon_i \), then the sequence

\[
\tilde{\psi}_i(n) = (-\Delta + f_2(n))( -\Delta + f_1(n)) \psi_i(n)
\]

(94)

\[
\begin{vmatrix}
\psi_1(n) & \psi_2(n) & \psi_i(n) \\
\psi_1(n+1) & \psi_2(n+1) & \psi_i(n+1) \\
\psi_1(n+2) & \psi_2(n+2) & \psi_i(n+2)
\end{vmatrix} = C(\psi_1, \psi_2, \psi_i)(n) / C(\psi_1, \psi_2)(n)
\]

satisfies the new equation

\[
(-\Delta^2 + V_2(n)) \tilde{\psi}_i(n) = \epsilon_i \tilde{\psi}_i(n+2).
\]

(95)

Moreover, if we choose \( \psi_3 \) as a solution of equation (43) then from expression (94) we obtain

\[
f_3(n) = \frac{\Delta \tilde{\psi}_3(n)}{\tilde{\psi}_3(n)} = \frac{\Delta \left[ (-\Delta + f_2(n))( -\Delta + f_1(n)) \psi_3(n) \right]}{(-\Delta + f_2(n))( -\Delta + f_1(n)) \psi_3(n)}
\]

(96)

\[
= \frac{C(\psi_1, \psi_2)(n)}{C(\psi_1, \psi_2)(n+1)} \frac{C(\psi_1, \psi_2, \psi_3)(n+1)}{C(\psi_1, \psi_2, \psi_3)(n)} - 1,
\]

and

\[
V_3(n) = V_0(n+3) - 2 \Delta \left( f_1(n+3) + f_2(n+2) + f_3(n+1) \right)
\]

(97)

\[
= V_0(n+3) - 2 \Delta \begin{vmatrix}
\psi_1(n+1) & \psi_2(n+1) & \psi_3(n+1) \\
\psi_1(n+2) & \psi_2(n+2) & \psi_3(n+2) \\
\psi_1(n+4) & \psi_2(n+4) & \psi_3(n+4)
\end{vmatrix} / C(\psi_1, \psi_2, \psi_3)(n+1).
\]

The previous results allow to formulate next a theorem for the \( k \)th iteration in a compact form, since we have

\[
H_i(A_i^{(n)})^+ = (A_i^{(n+2)})^+ H_{i-1}, \quad i = 1, 2, \ldots, k,
\]

(98)

which leads to the following higher-order intertwining relationships

\[
H_i(A_i^{(n)})^+ (A_i^{(n)})^+ \ldots (A_i^{(n)})^+ = (A_i^{(n+2)})^+ (A_i^{(n+2)})^+ \ldots (A_i^{(n+2)})^+ H_0.
\]

(99)
Theorem 3  If the seed solutions \( \psi_1(n), \psi_2(n), \ldots, \psi_k(n) \) satisfy the initial equation (43) for different constants \( \epsilon_1, \epsilon_2, \ldots, \epsilon_k \), then the functions

\[
\hat{\psi}_i(n) = \prod_{j=1}^{i-1} (-\Delta + f_j(n)) \psi_j(n) = (-1)^{i-1} \frac{C(\psi_1, \ldots, \psi_i)(n)}{C(\psi_1, \ldots, \psi_{i-1})(n)},
\]

\( i = 1, 2, \ldots, k, \) satisfy the equations

\[
(-\Delta^2 + V_{i-1}(n)) \hat{x}_i(n) = \epsilon_i \hat{x}_i(n+2),
\]

where

\[
f_j(n) = \frac{C(\psi_1, \ldots, \psi_{j-1})(n)}{C(\psi_1, \ldots, \psi_{j-1})(n+1)} \frac{C(\psi_1, \ldots, \psi_j)(n)}{C(\psi_1, \ldots, \psi_j)(n+1)} - 1,
\]

\[
V_i(n) = V_0(n+i) - 2 \Delta (f_1(n+i) + f_2(n+i-1) + \cdots + f_i(n+1))
\]

\( i = 1, 2, \ldots, k, \)

Proof 4  We have given the proof previously for \( n = 1, 2, 3 \). For other values of \( n \), it is based on a proof by induction and the observation contained in equation (99).

Example 3 Free particle: discrete second order Darboux transformation. Let us apply the previous treatment to the free particle, for which \( V_0(n) = 0 \). In order to avoid unnecessarily long formulas in our final results, we fix the two seed solutions of the initial Schrödinger problem as follows

\[
\psi_1(n) = \frac{1}{n+1},
\]

\[
\psi_2(n) = \frac{2^n(1+3^n)}{3^n},
\]

which are associated to \( \epsilon_1 = 0 \), \( \epsilon_2 = -1/4 \) respectively (see Example 1 with \( \kappa = 1/2 \)). We use equation (90) for calculating the new potential; we obtain:

\[
V_2(n) = \frac{3^{n+5} + 4(2n^2 + 14n + 27)3^{n+1} + 1}{[n + 5 - (n + 1)3^n + 2][n + (n + 6 - (n + 2)3^{n+1}].
\]
By selecting then a third initial solution, for example
\[ \psi_3(n) = C_1 + C_2 n, \]  \hspace{1cm} (107)
we find that the transformed function
\[ \hat{\psi}_3(n) = \left( -\Delta + 2 \frac{n + 1}{n + 2} \frac{(3^{-1} - 3^{n+1})n + \frac{5}{3} - 3^{n+1}}{(1 + 3^{n+1})n + 4} \right) \]  \hspace{1cm} (108)
\[ \left( -\Delta + \frac{1}{n + 1} \right) (C_1 + C_2 n) \]
is a solution of equation
\[ (-\Delta^2 + V_2(n)) \hat{\psi}_3(n) = 0. \]  \hspace{1cm} (109)

References

[1] R. Álvarez-Nodarse, N.M. Atakishiyev and R.S. Costas-Santos, Factorization of the hypergeometric-type difference equation on non-uniform lattices: dynamical algebra, J. Phys. A: Math. Gen., 38, 153-174, 2005.

[2] D. Bermudez, D.J. Fernández, Factorization method and new potentials from the inverted oscillator, Ann. Phys. 333, 290–306, 2013.

[3] D. Bermudez, D.J. Fernández, Supersymmetric quantum mechanics and Painlevé equations, AIP Conf. Proc. 1575, 50–88, 2014.

[4] G. Boole, A Treatise on the Calculus of Finite Differences, Cambridge University Press, 2009.

[5] T.B. Boykin, G. Klimeck, The discretized Schrödinger equation and simple models for semiconductor quantum wells, Eur. J. Phys., 25, 503-514, 2004.

[6] A.M. Bruckstein, T. Kailath, On discrete Schrödinger equations and their two-component wave equation equivalents, J. Math. Phys. 28, 2914-2924, 1987.

[7] G. Darboux, Sur une proposition relative aux equations lineaires, C. R. Acad. Sci. Paris, 94, 1456-1459, 1882.
[8] A. Dobrogowska, M.N.Hounkonnou, *Factorization Method and General Second Order Linear Difference Equation*, In: Pinelas S., Caraballo T., Kloeden P., Graef J. (eds) Differential and Difference Equations with Applications. ICDDEA 2017. Springer Proceedings in Mathematics & Statistics, vol 230. Springer, Cham, 67-77, 2018.

[9] A. Dobrogowska, G. Jakimowicz, *Factorization method applied to the second order difference equations*, Appl. Math. Lett. 74, 161-166, 2017.

[10] A. Dobrogowska, K. Janglajew, *The factorization of the (q, h)-difference operators*, J. Differ. Equat. Appl., 13, no. 12, 1171-1177, 2007.

[11] A. Dobrogowska, A. Odzijewicz, *Second order q-difference equations solvable by factorization method*, J. Comput. Appl. Math., 193, no. 1, 319-346, 2006.

[12] A. Dobrogowska, A. Odzijewicz, *Solutions of the q-deformed Schrödinger equation for special potentials*, J. Phys. A: Math. Theor., 40, no. 9, 2023-2036, 2007.

[13] S.-H. Dong, *Factorization Method in Quantum Mechanics*, Kluwer Academic Press, Springer, 2007.

[14] S. Elaydi, *An introduction to difference equations*, Springer-Verlag New York Inc., 1999.

[15] D.J. Fernández, *New hydrogen-like potentials*, Lett. Math. Phys. 8, 337–343, 1984.

[16] D.J. Fernández, V. Hussin, B. Mielnik, *A simple generation of exactly solvable anharmonic oscillators*, Phys. Lett. A 244, 309–316, 1998.

[17] D.J. Fernández, V. Hussin, *Higher order SUSY, linearized nonlinear Heisenberg algebras and coherent states*, J. Phys. A: Math. Gen. 32, 3603–3619, 1999.

[18] D.J. Fernández, N. Fernández-García, *Higher-order supersymmetric quantum mechanics*, AIP Conf. Proc. 744, 236–273, 2005.
[19] D.J. Fernández, *Supersymmetric quantum mechanics*, AIP Conf. Proc. **1287**, 3–36, 2010.

[20] P Gaillard and V B Matveev, *Wronskian and Casorati determinant representations for Darboux–Pöschl–Teller potentials and their difference extensions*, J. Phys. A: Math. Theor., **42**, 404009, 2009.

[21] F. Gesztesy, G. Teschl, *Commutation methods for Jacobi operators*, J. Differential Equations **128**, 252–299, 1996.

[22] T. Goliński, A. Odzijewicz, *Factorization method for second order functional equations*, J. Comput. Appl. Math., **176**(2), 331-355, 2005.

[23] L. Infeld, T.E. Hull, *The Factorization Method*, Rev. Mod. Phys., **23**, 21-68, 1951.

[24] G. S. Mauleshova and A. E. Mironov, *One-Point Commuting Difference Operators of Rank 1*, Dokl. Math. (2016) 93: 62. https://doi.org/10.1134/S106456241601021X.

[25] G. S. Mauleshova, A. E. Mironov, *One-Point Commuting Difference Operators of Rank One and Their Relation with Finite-Gap Schrödinger Operators*, Dokl. Math. (2018) 97: 62. https://doi.org/10.1134/S1064562418010209.

[26] B. Mielnik, *Factorization method and new potentials with the oscillator spectrum*, J. Math. Phys., **25**, 3387, 1984.

[27] B. Mielnik, L.M. Nieto, O. Rosas-Ortiz, *The finite difference algorithm for higher order supersymmetry*, Phys. Lett. A, **269**(2), 70-78, 2000.

[28] B. Mielnik, O. Rosas-Ortiz, *Factorization: little or great algorithm?*, J. Phys. A: Math. Gen., **37**, 10007, 2004.

[29] W. Miller, Jr., *Lie Theory and Special Functions*, Academic Press New York and London, 1968.

[30] O.L. de Lange, R.E. Raab, *Operator Methods in Quantum Mechanics*, Claredon Press - Oxford, 1991.
[31] A. Odzijewicz, A. Ryżko, *The Darboux-like transform and some integrable cases of the q-Riccati equation*, J. Phys. A: Math. Gen., 35, no. 3, 747-757, 2002.

[32] E. Schrödinger, *A method of determining quantum-mechanical eigenvalues and eigenfunctions*, Proc. Roy Irish Acad. Sect. A, 46, 9-16, 1940.

[33] V.E. Tarasov, *Exact discretization of Schrödinger equation*, Physics Letters A, 380, 68-75, 2016.

[34] G. Teschl, *Jacobi operators and completely integrable nonlinear lattices*, Mathematical Surveys and Monographs, vol 72, American Mathematical Society, Providence, 2000.

[35] C. Zhang, L. Peng, D. Zhang, *Discrete Crum’s Theorems and Integrable Lattice Equations*, arXiv:1802.10044 [nlin.SI], 2018.