Sensing dynamic displacements in masonry rail bridges using 2D digital image correlation
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Summary
Dynamic displacement measurements provide useful information for the assessment of masonry rail bridges, which constitute a significant part of the bridge stock in the United Kingdom and Europe. Commercial 2D digital image correlation (DIC) techniques are well suited for this purpose. These systems provide precise noncontact displacement measurements simultaneously at many locations of the bridge with an easily configured camera set-up. However, various sources of errors can affect the resolution, repeatability, and accuracy of DIC field measurements. Typically, these errors are application specific and are not automatically corrected by commercial software. To address this limitation, this paper presents a survey of relevant DIC errors and discusses methods to minimise the influence of these errors during equipment set-up and data processing. A case study application of DIC for multipoint displacement measurement of a masonry viaduct in Leeds is then described, where potential errors due to lighting changes, image texture, and camera movements are minimised with an appropriate set-up. Pixel-metric scaling errors are kept to a minimum with the use of a calibration method, which utilises vanishing points in the image. However, comparisons of DIC relative displacement measurements to complementary strain measurements from the bridge demonstrate that other errors may have significant influence on the DIC measurement accuracy. Therefore, the influence of measurement errors due to lens radial distortion and out-of-plane movements is quantified theoretically with pinhole camera and division distortion models. A method to correct for errors due to potential out-of-plane movements is then proposed.
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INTRODUCTION

According to a recent survey, there are approximately 18,000 masonry rail bridges in the United Kingdom, and this corresponds to 47% of the rail bridge stock. Most of the existing masonry bridges date back to the 19th century and have
been in continued use since then. Remarkably, the majority of the masonry bridge stock remains in good condition. However, around 10% of these bridges are assessed to be in poor condition and are showing signs of accelerated deterioration.[1]

Dynamic rail loading is one of the main contributors to deterioration.[2] The increases observed in the weight, length, and speed of modern trains have resulted in more onerous loading demands, which have caused damage in masonry bridge structures or foundations. Cyclic loading of damaged areas causes further deterioration, accelerating the degradation of materials due to ageing and water ingress.[3]

In the United Kingdom, the bridges that are vulnerable to their train route loading demands are determined through codified structural analyses and visual inspections.[4] Typically, a yearly visual assessment is carried out to keep track of degradation in these bridges. A more detailed assessment is carried out every 6 years, to manually measure the size and extent of existing cracks on the structure and determine water damage and ring separation through hammer tapping (e.g., see other works[5,6]).

Monitoring of the structure is sometimes specified when the bridge experiences (or is expected to experience) accelerated deterioration. To investigate the bridge response, periodic displacement measurements are taken using displacement gauges (with devices such as linear variable displacement transformers) mounted on poles and fixed on the ground. Typically vertical crown displacement is measured with a high sampling rate and a measurement accuracy of 0.01 mm.[7–9] Although this measurement technique is precise and easy to set-up, it requires inconvenient (and sometimes unfeasible) access requirements to the underside of the bridge. Although several deflection poles can be connected to a data logger to get simultaneous measurements and obtain more comprehensive data, in practice, only one deflection pole is typically used to measure crown vertical deflections, which may not be critical.

Alternative noncontact measurement techniques, such as laser vibrometry, microwave radar interferometry, and digital image correlation (DIC), allow precise dynamic measurement of structures without requiring road closure or access to the structure.[10–12] However, similar to linear variable displacement transformers, laser vibrometry equipment can only measure the position of a single target. Microwave radar interferometry does not have this limitation and can measure multiple targets within a radar image. However, displacements are measured only along the line of sight of the instrument. In contrast, the DIC sensing technique allows planar displacement measurement of multiple targets in its field of view. This technique uses video cameras, which record images of the viaduct from a distance at a high sampling rate. By comparing recorded images, DIC algorithms determine the movement of small targets in the image by subpixel correlation, allowing precise measurement of displacements. Under ideal conditions, the DIC system can achieve similar measurement accuracy (0.01 mm) to conventional displacement gauges.

Owing to their aforementioned sensing capabilities, the use of DIC systems is increasing in popularity for monitoring civil engineering structures.[13] This is facilitated by the availability of commercial DIC systems, such as the Imetrum’s Dynamic Monitoring Station (DMS) system used in this study, which capture precise displacements with an easily configured camera set-up. However, errors from different sources can significantly affect DIC measurement resolution, repeatability, and accuracy.[12] Many of these errors are application specific and are not automatically corrected by commercial software. Therefore, operators and analysts of these commercial systems need to understand the potential sources of errors and minimise their influence during field deployment and data processing. The objective of this paper is to identify relevant sources of DIC measurement errors for monitoring masonry viaducts and propose methods to minimise/compensate for these errors.

The paper is structured as follows. The DIC technique is introduced in Section 2, and relevant measurement errors for monitoring masonry viaducts with the DIC technique are surveyed in Section 3. Following this, an application of DIC to a masonry viaduct is discussed in Section 4. By using complementary field measurements, the resolution, repeatability, and accuracy of the DIC system are determined in Section 5. In Section 6, a theoretical discussion of critical errors in the DIC system leads to the development of postprocessing methods to correct for them. Finally, Section 7 summarises conclusions from this study.

2 | 2D DIC

DIC was largely developed in the 1980s, and it is well established today as a displacement measurement technique.[12] It is extensively used in the field of civil engineering for laboratory investigations involving static loading (e.g., White et al.[14]), although a number of field investigations (some of them involving dynamic loading) have also been reported.[15–20]
In 2D DIC, which will be examined in this paper (see Figure 1), a single camera is positioned to have the desired object plane in its field of view. In laboratory conditions, the camera sensor (i.e., image plane) can be placed parallel to the object plane. However, when monitoring structures in the field, parallel placement may not be possible or desirable. In this case, a general pinhole camera model can be used to describe the projection of a target in the object plane to the image plane with the following equation:
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where the homogenous coordinates of the target reflection in the image plane are given as $[u, v, 1]^T$ and the world coordinates of the target located in the object plane are given as $[X, Y, Z]^T$. In addition, the rotation matrix $R$ and the translation vector $T$ transform the XYZ world coordinate system into the metric camera coordinate system, whereas the intrinsic camera matrix $K$ and the scale factor $s$ transform the results into the image plane with the UV pixel coordinate system. For nonparallel image and object planes, the scale factor $s$ depends on the position of the target in the object plane. Note that the origin of the UV coordinate system is located on the bottom right of the camera sensor (see Figure 1a).

If the object surface features sufficient pixels and has enough contrast, DIC algorithms can track the movement of a small target (called target $C$, with pixel coordinates $[u_C, v_C, 1]^T$) in the image. This can be done by fitting a zeroth-order shape function to the cross-correlation results of two image frames taken at different times. The peak of the fitted function is used to determine the new location of the target after rigid body in-plane translation (denoted by $C'$ with coordinates $[u_C', v_C', 1]^T$) with subpixel resolution. More advanced shape functions can also consider in-plane elastic deformation and rigid body rotation of the target (see the illustration in Figure 1b and Murray et al. [21]). Once the deformations are determined in the image plane with pixel units, it is necessary to convert these into metric units. Because 2D DIC only measures movements of the target in the object plane, metric displacements are described by $\Delta X_C$ and $\Delta Y_C$ whereas out-of-plane movements, denoted by $\Delta Z_C$, are assumed to be zero. Finding the $\Delta X_C$ and $\Delta Y_C$ movements requires solving the following equation, which is obtained from Equation (1):
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Solving Equation (2) for the displacements $\Delta X_C$ and $\Delta Y_C$ requires knowledge of the matrices $K$ and $R$ as well as the scale factors $s_C$ and $s_C$, which describe the scale factors for deformed and undeformed positions of the target $C$. The intrinsic camera matrix $K$ can be estimated from manufacturer specifications concerning lens focal length $f$ (expressed

**FIGURE 1** A schematic illustrating the various components and parameters of the 2D digital image correlation technique.
in metric units), principal point \((o_x, o_y)\) (in pixel units), and a skew coefficient. For an industrial grade camera, the principal point can be assumed to be located on the centre of the image and the skew coefficient is typically negligible. The focal length can also be expressed in pixel units when multiplied by the magnification factor \(\alpha = H_{\text{pixel}}/H_{\text{sensor}}\) where \(H_{\text{pixel}}\) and \(H_{\text{sensor}}\) denote horizontal pixel and metric size of the image sensor. Using these parameters, \(K\) is defined as follows:

\[
K = \begin{bmatrix}
\alpha f & 0 & o_u \\
0 & -\alpha f & o_v \\
0 & 0 & 1
\end{bmatrix}.
\]

(3)

Unknown camera extrinsic parameters \(R\) and \(s_C\) are required to relate the pixel movements to metric displacements (see Equation (2)). When the object and image planes are parallel, the rotation matrix becomes an identity matrix, and only a single distance between two targets in the object plane is necessary for calibration. In this case, \(s_{C'} = s_C\). This type of calibration is commonly called scaling factor calibration. Due to its apparent simplicity, scaling factor calibration has been used in numerous DIC monitoring studies carried out in the field, even when the object and image planes are not parallel (e.g., Hoag et al.\[19\] and Khuc and Catbas\[22\]). However, this approach can introduce notable errors, as the assumption of parallel image and object planes for a nonorthographic set-up results in out-of-plane movements, which can reduce measurement accuracy significantly (see Section 7).

To avoid potential errors in set-ups involving nonparallel object and image planes, it is essential to capture camera extrinsic parameters. These parameters are typically identified through on-site calibration by specifying the world coordinates \((X, Y, Z)\) of a minimum of four targets in the object plane.\[23\] However, this calibration method is prone to errors, because it requires precise measurement of the coordinates of multiple targets with respect to a fixed coordinate frame. Even when measurement of multiple targets is possible (i.e., with a laser scanner), identifying identical targets in a laser scan and an image frame may be challenging.

In an alternative and more efficient approach, only a single object coordinate is necessary for calibration. To do this, it is necessary to identify the rotation matrix by other means. Two vanishing points in the image can be used to identify the relative rotation of the world coordinate system with respect to the camera coordinate system.\[23\] For each axis in the world coordinate system, a vanishing point can be determined from two lines parallel to the considered axis. For instance, the pixel location of the vanishing points of the \(Y\) and \(Z\) axes \([u_{vpy}, v_{vpy}, 1]^T\) and \([u_{vpz}, v_{vpz}, 1]^T\) can be related to the rotation matrix via the following relations:

\[
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(4)

where the operators \(\|\|\) and \(\times\) denote the norm of the vector and cross product operations and \(\mathbf{r}_j\) describes the \(j\)th column of the rotation matrix \(R\). Once the rotation matrix is determined, the relative pitch, yaw, and roll angles between the camera and world coordinate systems (denoted by \(\delta \theta_X, \delta \theta_Y, \delta \theta_Z\), respectively) can be calculated.

After determining the rotation matrix \(R\) using vanishing points, the scale factor \(s_C\) needs to be determined to relate pixel movements to metric movements using Equation (2). For a given target \(C\), \(s_C\) can be determined from Equation (1), by specifying its world coordinates \([X_C, Y_C, Z_C]^T\). These world coordinates can be retrieved from a laser scan survey of the structure. After aligning the bridge transverse axis of the point cloud with the \(Z\) axis, the origin of the world coordinate system is placed on the camera. Therefore, the translation vector \(T\) in Equation (1) becomes a vector of zeroes. The world coordinates of the target \(C\) are then measured with respect to the camera. Plugging \([X_C, Y_C, Z_C]^T\) and \(T = [0, 0, 0]^T\) into Equation (1), the scale factor \(s_C\) is determined by solving the third row of this system of equations.

To determine \(\Delta X_C\) and \(\Delta Y_C\) movements in Equation (2), the scale factor for the undeformed position needs to be known for each target. It is not practical to identify the world coordinates of each target when doing multipoint displacement measurements and calibrate the scale factor individually. As an alternative approach, it is useful to note that Equation (2) can also be used to describe the distance between two targets in the object plane. In this case, \(\Delta X_C\) and \(\Delta Y_C\)
denote the distance between targets C and C’ on the object plane whereas \([u_{C}, v_{C}, 1]^T\) and \([u_{C}’, v_{C}’, 1]^T\) denote their respective coordinates on the image plane. By using the previously calibrated scale factor \(s_{C}\), the scale factor \(s_{C’}\) for the target \(C’\) can then be determined by solving the third row of Equation (2). This can be done for all monitoring targets lying on the same object plane. Therefore, by using two vanishing points in the image and single XYZ coordinate for a target on the object, multiple targets on the object plane can be calibrated.

Once the calibration is complete, Equation (2) can be used to solve for the dynamic displacements \(\Delta X_C\) and \(\Delta Y_C\) for an arbitrary monitoring target \(C\). For each image frame, the deformed coordinates \([u_C, v_C, 1]^T\) are determined with DIC. The scale factor \(s_C\) is then determined by solving the third row of Equation (2), with the known scale factor \(s_C\) of the undeformed target. Then, the first two rows of Equation (2) are solved to determine in-plane metric displacements \(\Delta X_{C}\) and \(\Delta Y_{C}\).

3 | SURVEY OF RELEVANT DIC ERRORS FOR MONITORING MASONRY BRIDGES

In ideal conditions, modern DIC algorithms can track in-plane movements of targets in the image plane to less than 0.01 pixel precision. However, various factors can affect DIC measurements, particularly in the field, where environmental conditions (e.g., lighting) are difficult to control. In addition, monitoring masonry bridges with DIC pose notable challenges. Masonry bridges are composed of stiff and discontinuous components, and this necessitates the measurement of small magnitude (submillimetre) relative displacements at many locations on the bridge to track the behaviour of different components.

In order to understand the influence of various factors on displacement measurements, it is necessary to identify the most relevant sources of errors. In Table 1, relevant errors and their qualitative influence on measurement resolution, repeatability, and accuracy are surveyed. Here, resolution refers to the smallest displacements that can be measured by the system. This can be calculated from data as standard deviation of measurement noise. Repeatability refers to the measurement variability in response to near-identical physical movement. It relates strongly to resolution, although it is also influenced by additional factors. On the other hand, accuracy evaluates discrepancy of measurements from ground truth, generally measured by a more reliable technique. It should be noted that the accuracy of both absolute displacement and relative displacement (e.g., strain) measurements is evaluated in Table 1. The influences of various different errors on resolution, repeatability, and accuracy are ranked 1–3 according to their prominence based on literature.

Measurement errors can occur due to a nonoptimal set-up of the equipment for video acquisition. In particular, tracking performance is affected by the brightness of targets; resolution and repeatability are severely reduced for overexposed and underexposed targets. For a good tracking performance, it is important to achieve a high contrast in each greyscale target by applying the correct exposure setting. In a similar manner, it is advisable to maintain the targets in focus for a better tracking performance. When monitoring multiple targets located at different distances from the camera, it is beneficial to utilise the smallest aperture possible to obtain a large depth of field. However, previous studies demonstrate that tracking performance is not significantly reduced for out of focus and blurry targets.

Several issues arise when multiple targets on the structure are monitored from close range. Past studies demonstrate that for wide angle lens configurations (which may be necessary for a wide field of view), the radial distortions at the edges of the image may have a strong influence on relative displacement accuracies. Lens distortion coefficients can be corrected through a lab calibration. Alternatively, postprocessing techniques can be used to calibrate simple distortion models, such as the single-parameter division distortion model using straight lines in the image. Another issue related to equipment set-up for close range monitoring concerns the movement of cameras. During the passage of a train, the ground underneath the structure may vibrate and this may cause movement of the nearby camera. Similarly, wind-induced vibrations of the tripod may also disturb the camera. These small movements, likely imperceptible to the naked eye, can cause appreciable changes in the position of targets in the image plane, and these changes are registered as displacements. When it is not possible to eliminate camera movements by a good set-up, they can be corrected during postprocessing. A simple correction method is to measure relative displacements in the object plane, thereby rendering the influence of translational camera movement parallel to the image plane negligible. However, this approach does not account for all potential translational and rotational movements of the camera. To do this, general camera movements can be calculated from several stationary targets that are located in the image by using a
procedure described by Yoneyama and Ueda.\textsuperscript{[17]} However, finding multiple stationary targets within the vicinity of a structure can be challenging in the field, particularly due to environmental effects, which are discussed next.

Even when the equipment is set up optimally, environmental errors during video acquisition can affect measurement repeatability and accuracy.\textsuperscript{[12]} In field applications, the lighting conditions can change in a matter of seconds and cause erroneous tracking of targets. Allowing automatic determination of exposure (autoexposure) to maintain similar levels of illumination in the image can be an effective mitigation technique.\textsuperscript{[32]} However, autoexposure is less effective when more than one target are monitored. In this case, for each individual target, low frequency drift due to lighting changes may be removed from data with high pass filter or a linear baseline during postprocessing. However, it is not possible to comprehensively correct for such errors, as changes in lighting conditions may not follow a clear trend. Therefore, when monitoring under natural light conditions in the field, it is beneficial to monitor targets in the shade and for brief periods. If the influence of varying ambient light is significant, artificial lighting and optical bandpass filtering solutions, which suppress the varying ambient light with a constant monochromatic light, can be considered.\textsuperscript{[26]} Alternatively, different subpixel tracking techniques that may reduce the influence of ambient light fluctuations on displacement intensity can be used,\textsuperscript{[22,33–35]} although these investigations are beyond the scope of this survey.

Video processing errors can also affect measurement quality. For instance, it is well known that the size and pattern of chosen targets can affect measurement resolution as well as accuracy.\textsuperscript{[36]} Depending on scale and lighting conditions,
natural brick and mortar surfaces may represent good texture for tracking. In this case, the size of a single brick and mortar assembly in the image should not be smaller than 20 pixels. In addition, previous studies suggest that the size of targets should be larger than 40 by 40 pixels for a good tracking performance. During postprocessing, by comparing resolution (measurement noise in pixels when the structure is stationary) to the required pixel precision, the suitability of the determined natural pattern targets for tracking can be evaluated. If natural pattern targets are not suitable, suitably sized artificial targets may be installed on the structure. Axisymmetric bullseye patterns printed on matte paper have been used in the past for this purpose.

Once suitable targets have been determined, it is essential to evaluate the accuracy of the calibration of extrinsic camera parameters. If these parameters are not accurate, displacements in pixel units will be incorrectly scaled to metric units. This may induce large displacement errors, which will primarily influence the absolute and relative displacement measurement accuracy. The magnitude of errors induced depends on the particular set-up (e.g., the degree of error in the estimation of camera rotation angles) and structural actions (e.g., the magnitude and direction of in-plane displacements). To minimise potential errors in calibration, the distances between features in the monitored plane can be evaluated. The metric distances from the camera reconstruction can be compared to geometric survey data (e.g., from a laser scanner) to identify the accuracy of the calibration. In addition, the pitch and roll angles of the camera, which should be measured during equipment set-up, can be compared with the angles calculated from the calibrated rotation matrix.

Structural actions can also influence measurement results. In particular, rigid body rotations may alter the visual characteristics of pixels, preventing successful tracking of targets in the image when low-order shape functions are used for DIC. This may be prevented by using higher order shape functions, which allow the rotation of targets while matching target locations between different images. Past experience suggests that the influence of rotations on tracking performance is negligible due to the small magnitude of movements. The other source of structural error is out-of-plane movement. If there are out-of-plane movements in the object plane, DIC registers them as in-plane movements, resulting in inaccurate measurements. Previous studies on DIC errors have noted that out-of-plane movement can have significant influence on measurement, particularly at the edges of the image. In these cases, it is necessary to utilise alternative measurements to determine the magnitude of out-of-plane movements. Thereafter, their influence on the in-plane measurements can be corrected. However, if it is known ahead of monitoring that out-of-plane movements are likely to be significant, it may be more suitable to use the 3D DIC technique with a stereoscopic camera set-up which allows the determination of three components of displacements of targets that are shared between two cameras. However, 3D DIC systems with stereoscopic camera set-up come with some disadvantages. They are harder to set up in the field, they limit the area in the camera field of view where displacement monitoring can be carried out, and they typically provide lower measurement resolutions than 2D DIC.

Table 1 does not present an exhaustive list of DIC errors. For instance, errors due to correlation algorithms are omitted, as these errors are typically small. However, the most relevant sources of errors for field monitoring of masonry bridges were identified in Table 1, alongside potential error mitigation techniques. An application of 2D DIC to a masonry bridge is discussed next to illustrate these aspects.

4 | FIELD SET-UP AND DATA PREPROCESSING

Marsh Lane Viaduct is a brick masonry viaduct on the Leeds–Selby route in Yorkshire, UK. It was constructed in various phases during the 19th century. The two arch spans investigated were constructed as part of the North Eastern Railway Leeds Extension and are approximately two miles away from Leeds Central Station. The bridge has a route availability rating of 10, which qualifies it for carrying trains with 25 ton axles. Therefore, all passenger trains on the network can use this line. The bridge carries two tracks and has a speed limit of 55 km/hr.

Some key characteristics of Span 38, which will be investigated in detail, are shown in Figure 2a. The arch has a span of 7.7 m, a rise of 2.1 m, and a width of 8 m. The arch barrel is 0.5 m thick and constructed of four rings. Above the arch barrel, there is backing and soil fill, supporting the ballasted track. A particular characteristic of the Marsh Lane Viaduct is the presence of central relieving arches in its piers. Signs of vertical sagging movements can be observed above these relieving arches, such as a longitudinal crack that emanates from the relieving arch (the location of which is sketched on Figure 2a). The longitudinal crack is about 3 cm wide at the springing and becomes a hairline crack at the quarter span. Longitudinal cracking indicates spreading of the relieving arch and rotation of the piers towards the span-drel walls during dynamic loading. Recently, the relieving arches were filled in with concrete, and the longitudinal
Cracks were grouted, presumably to arrest these movements. There are also other signs of visible damage in the viaduct, such as transverse cracks at the quarter span points, large areas of repointed bricks at piers, and steel ties and horizontal cracks at the spandrel walls.

As demonstrated in Figure 2a, the damage observed in the Marsh Lane Viaduct was distributed, and various structural interventions (e.g., filling in relieving arches) were made to limit further damage. Therefore, it was necessary to monitor many different locations of the structure to understand the dynamic response of the viaduct in its current degraded conditions. This presented an ideal case for the use of the DIC technique. The commercial DMS system by Imetrum was used for this purpose. The system hardware consisted of two industrial-grade Allied Vision GigE video cameras and a system controller. The camera sensors featured 2,048 × 1,088 pixels with an 11.26 × 5.98-mm-sized sensor and allowed data acquisition at a frame rate of 50 Hz. Imetrum Video Gauge software was used to control the hardware and perform DIC on the image plane. Further data processing was conducted by the authors using custom-written scripts in MATLAB.

Figure 2b demonstrates the object planes that were monitored using DIC. These vertical planes are located under the centreline of tracks and align with the bridge longitudinal axis. Due to significant stiffness of arch bridges in their transverse direction, it was expected that transverse movements (i.e., out-of-plane ΔZ movements with respect to the object plane) would be negligible; therefore, 2D DIC was used. At each monitoring section, the monitoring targets WP and EP measure the horizontal (ΔX) and vertical (ΔY) pier top movements. Similarly, consecutively placed targets A1–A9 (proceeding west to east) measure the displacements in the same object plane. With such a configuration of monitoring targets, the behaviour of the whole arch could be measured. This is demonstrated in Figure 3a, where the field of view of one of the cameras is shown. In addition to DIC, a fibre optic cable that measures strain between consecutive monitoring targets (e.g., A1–A2 and WP–EP) is also visible in this figure. The cable measures strain between metallic clamps located at nearby monitoring locations (i.e., A1–A9, EP, and WP), with 1-με resolution and 250-Hz sampling rate, using the Fibre Bragg Grating (FBG) technique. This higher precision fibre optic cable gave an indication of the load distribution in the structure and was also used to evaluate the accuracy of the DIC system.

Figure 3b shows how the camera was positioned to capture the targets in each monitoring plane. An 8-mm-wide lens was used for achieving the required field of view. The camera and the lens were placed on a tripod on the ground at midspan, approximately under the spandrel wall and 6 m away from the object plane. The camera was then tilted up at an angle to capture the desired monitoring targets with a perspective view. The arrangements of the cameras for two different monitoring configurations are shown in Figure 3c. In Configuration 1, two cameras record the arch displacements in the longitudinal planes 37N and 38N in synchrony. Both cameras were tilted approximately 16° in pitch direction and less than 1° in roll direction, as measured by the tilt integrated laser rangefinder. In Configuration 2, the two cameras record the displacement response of 38N and 38S. In this case, the 38N and 38S cameras were tilted approximately 16° and 8° in the pitch direction, respectively, and less than 1° in the roll direction.

The object plane shown in Figure 3a features natural brick and mortar patterns suitable for tracking as well as artificial axisymmetric bullseye targets installed on the structure. These targets were 20 by 20 cm, so that their reflection on the image plane corresponds to an area of 40 by 40 pixels. This is shown in Figure 4a, where artificial and natural targets A5 are located side by side around the crown area of the arch of object plane 38N. In Figure 4b, the measurement...
resolutions of these natural and artificial patterned targets are determined by comparing the $\Delta u$ displacement measurement (movement of the target along the $U$ coordinate of the image plane in pixel units) noise at a time when there were no trains on the viaduct. The time history data, spanning 5 s, indicate negligible differences between targets. The resolution values of measurements from artificial and natural patterns (0.018 and 0.016 pixels) are larger than 0.01 pixels. A resolution of less than 0.01 pixels was achieved in Figure 4d when 80 × 80 pixel targets are used. However, the 40 × 40 pixel natural target resolution was deemed acceptable for the current application. Therefore, for consistency, all monitoring targets on the arch (A1–A9) were defined as 40 × 40 pixel targets located on the natural brick pattern. They lie adjacent to the artificial bullseye targets and metallic fibre optic clamps, as illustrated in Figure 4a. Based on a 0.02 pixel resolution, the expected metric resolution for relative displacement measurements was estimated as 0.12 mm in this configuration.

As shown in Figure 3a, monitoring targets were located in the shade. This ensured similar levels of illumination on different targets. Therefore, a suitable camera exposure could be determined to track all monitoring targets. However, to maintain this exposure, larger apertures were necessary and some targets were not in complete focus. Furthermore, in order to minimise the influence of changing lighting conditions on the displacement measurements by the DIC system, autoexposure was allowed. However, changing light effects influenced targets on the piers more than the targets on the arch. This is demonstrated with a 1-min recording of the $\Delta u$ displacement of monitoring target EP. Both the natural and artificial targets are not in focus (see Figure 4e), although their resolution is similar to the above cited values. In addition, the artificial EP target was faced away from the light source and was not affected by the changes in illumination. However, as demonstrated by the time history trace in Figure 4f, the natural EP target demonstrated significant low frequency drift of 0.1 pixels within 1 min. During this time, a train passed over the viaduct causing lateral movements less than 0.05 pixels. Therefore, despite the careful set-up of the equipment, the environmental changes were more significant than the displacements in the structure for the natural pier targets. Fortunately, lighting errors only affected pier data and, due to their short length, could be corrected with a linear baseline. Therefore, this was adopted as a standard procedure for processing of all monitoring targets. However, in order to further minimise errors, the artificial targets were used for WP and EP positions. Finally, Figure 4g shows a stationary target, located close to the monitoring plane. Its $\Delta u$ response during a train passage (see Figure 4h) indicates a similar resolution of 0.02 pixels, suggesting that
Camera movements were negligible. Furthermore, because only relative displacements will be examined in this paper, potential camera movement influence is expected to have negligible impact on measurements and will not be discussed further.

After setting up the cameras and monitoring targets, calibration was necessary. It was conducted using the technique presented earlier in Section 2, which is illustrated in the following. For retrieving the rotation matrix, two lines parallel to the Z axis and passing through the masonry bedding joints around A3 and A7 were manually determined.

**FIGURE 4**  
(a) A video snapshot showing artificial and natural monitoring target A5 and (b) a 5-s time window where measurement noise is observed for these targets. (c) Another video snapshot and (d) a time history plot show the measurement noise from three natural monitoring targets with different sizes. (e) Artificial and natural monitoring targets and (f) a 60-s time window where drifts induced by lighting changes are removed with a linear baseline are also shown. Finally, (g) a stationary area in the image and (h) tracking of target S1 in this area are shown.
(see the two grey dashed lines in Figure 3a). Their intersection is the Z vanishing point, which is shown at the bottom of the image frame in Figure 3a. After determining the pixel coordinates of the vanishing points for both Z and Y axes, the full rotation matrix was constructed using Equation (4) and the pitch, yaw, and roll angles were determined. This was done for the object planes in each camera configuration employed during 2 days of monitoring. In addition, because the object planes where artificial and natural targets are located are offset from one another, different calibrations were made for monitoring targets WP–EP and A1–A9. The results of these calculations are listed in Table 2. A good agreement is observed between the approximate field measurements and the calibration estimations for the pitch and roll angles; the results were within 1.5° of each other. After establishing this agreement, the scale factors were determined for each target in each object plane using the world coordinates of monitoring targets A1 and WP.

Upon completion of the calibration, it was necessary to check the accuracy of the reconstruction. To do this, estimations of geometric characteristics of the bridge from the camera and a geometric survey from a laser scanner can be compared. Span (denoted by \( \delta X(WP - EP) \)) and rise (denoted by \( \delta Y(A1 - A5) \)) measured as the Y distance between A1 and A5) estimations were chosen for this purpose, and these parameters were calculated using Equation (2).

Table 2 lists estimates of these distances from calibrations and the percentage error with respect to the laser scan surveys. From the table, it is clear that the half span and rise are estimated with an error less than 5%. This reduces to less than 2% error for the geometry data from object plane 38N, which will be investigated in detail. Considering the centimetre-level accuracy while identifying features in a laser scan survey, these results validate the accuracy of the calibration.

### 5 DIC FIELD DATA RESOLUTION, REPEATABILITY, AND ACCURACY

Using the set-up described in Section 4, data were gathered using both DIC and the FBG techniques. A significant portion of the gathered data describe the response of the arches to the Class 185 TransPennine route trains, which run frequently on the Leeds–Selby line. The influence of live passenger load on these trains is small compared with the dead load, and dynamic amplification was not observed due to the relatively stringent speed limitation (55 km/hr). Therefore, to investigate the repeatability and accuracy of measurements, the recorded response of monitoring plane 38N to the Class 185 train will be examined in this section. For this purpose, five datasets for eastbound and westbound trains were chosen, and these are summarised in Table 3.

Figure 5 provides an example of DIC data, by showing the dynamic displacement response of 38N to a Class 185 train from Dataset 1. Figure 5e shows the raw relative displacement between pier tops, denoted by \( \Delta Y(A1 - A5)_{DIC} \) signal is plotted in Figure 5f. \( \Delta Y(A1 - A5)_{DIC} \) denotes the vertical displacement of the crown target A5 with respect to the springing point A1 as the train moves over the bridge. It is calculated along the Y component of the initial position vector A1–A5 (see Figure 5a). In the same figure, the relative displacement between two monitoring targets at the crown \( \Delta(A4 - A5)_{DIC} \) is also plotted (see Figure 5a). Consistent with the previous notation, this measurement is along the initial vector A4–A5. Different from the previous signals, this signal is low pass filtered (5-Hz cut-off) to reveal its characteristic trace.

Before evaluating the accuracy of the DIC data, it is useful to briefly interpret these signals. To do this, the schematics in Figure 5b–d demonstrate span opening and vertical crown displacement response at highlighted instances.

| Table 2 | A comparison of key dimensions of geometries reconstructed from the camera with the recorded geometry from laser scanning |
|---------|---------------------------------------------------------------|
| Object plane | Day | Camera configuration | \( \delta \theta \) pitch (°) | \( \delta \theta \) yaw (°) | \( \delta \theta \) roll (°) | \( \delta X(WP – EP) \) (mm) | Span error (%) | \( \delta Y(A1 – A5) \) rise (mm) | Rise error (%) |
| 38N | 1 | 1 | -15.3 | -0.74 | -0.83 | 7,295 | 0.07 | 1,207 | 1.9 |
| 38N | 1 | 2 | -17.2 | 1.68 | -0.04 | 7,301 | 0.02 | 1,212 | 1.5 |
| 38N | 2 | 2 | -14.3 | 0.98 | 0.43 | 7,335 | 0.48 | 1,246 | 1.3 |
| 37N | 1 | 1 | -16.2 | -1.0 | -1.5 | 7,658 | 4.9 | 1,323 | 3.4 |
| 38S | 1 | 2 | -6.7 | 1.4 | -0.6 | 7,377 | 1.4 | 1,330 | 3.9 |
| 38S | 2 | 2 | -7.5 | 1.6 | -0.3 | 7,046 | 3.1 | 1,240 | 3.4 |
$t_1$, $t_2$, and $t_3$. These drawings illustrate the location of axles of the first train carriage as it passes over Arch 38N. At the instant $t_1 = 3.5$ s, the leading axle is above the crown of Arch 38N whereas the back axle of the same carriage is two spans away. Therefore, the 38N span opens, whereas the crown goes down. According to the A4–A5 relative displacements, this causes opening (tension) at the crown. At the next instant $t_2 = 4.1$ s, the front and back axles of the front car are above the crown of the neighbouring Spans 37 and 39. This causes the piers to push in, the 38N span to close, and

| Datasets | Train direction | Configuration | Speed (km/hr) | Day |
|----------|-----------------|---------------|---------------|-----|
| 1        | E               | 1             | 49.7          | 1   |
| 2        | E               | 1             | 50.2          | 1   |
| 3        | E               | 2             | 46.5          | 1   |
| 4        | E               | 2             | 39.6          | 1   |
| 5        | E               | 2             | 37.7          | 2   |
| 6        | W               | 1             | 22.5          | 1   |
| 7        | W               | 1             | 22.4          | 1   |
| 8        | W               | 2             | 34.1          | 1   |
| 9        | W               | 2             | 48.3          | 1   |
| 10       | W               | 2             | 23.0          | 2   |

**FIGURE 5** (a–d) Schematics that illustrate the location of DIC measurements and the location of the axles of a Class 185 train at critical instances. (e–f) Time history plots from Dataset 1 highlight the span opening and relative crown and springing displacements in these instances for Arch 38.
crown to go up with compressive strains. Afterwards, at $t_3 = 4.7$ s, the back axle of the first car is above the crown of 38N and the front axle of the car is above the crown of the neighbouring 37N. Therefore, the pier between Arches 37 and 38 cannot move laterally, but the eastern pier of 38N moves outwards, causing the span to open. Here, the span opening and the accompanying crown vertical movement and strain are smaller than at $t_1 = 3.5$ s, as only one of the piers is moving. After this, similar patterns of response are repeated as the other train carriages pass over the arch. Further discussions regarding the structural behaviour of the viaduct can be found elsewhere.\textsuperscript{40,41}

Figure 5 demonstrates the key influence of span opening and closing on the arch response using DIC data. In Figure 6a, the unfiltered span opening/closing time histories recorded by the DIC and FBG techniques for Dataset 1 are plotted. Relative displacements are calculated from multiplying the strain data from a single FBG node with the reconstructed distance $\delta(WP - EP)$ from the camera. A good agreement is observed between the two relative displacement signals, where both techniques demonstrate the same pattern of response. However, the DIC data underestimate the span opening magnitude. It is also noteworthy that the DIC data are noisier and indicate residual span closing after the passage of the train. The periodogram of the DIC and FBG signals, presented in Figure 6b, verifies this. The noise floor of the DIC data is higher than that of the FBG data, particularly for frequencies greater than 5 Hz and smaller than 0.25 Hz. A finite element model of the structure (not shown) indicates that the first vibration mode frequency of the viaduct would be expected to be in the frequency range 15–30 Hz. A small peak can be observed at 27 Hz for the FBG data although it has negligible influence. This confirms that the response of Arch 38N to the Class 185 train travelling at $v = 49.7$ km/hr is quasistatic with negligible dynamic amplification. Therefore, the data can be filtered to focus on the low frequency response without causing loss of information.

To compare the span opening and closing response from similar datasets listed in Table 1, it is useful to normalise the time $t$ with the time it takes for the axles of a train to travel from the centreline of one arch pier to the next. This can be determined from the train speed $v$ and the distance between pier centrelines $d_{cr} = 8.55$ m. The normalised time $\tau$ is expressed as $\tau = \frac{v}{d_{cr}} t + \tau_0$. Here, $\tau_0$ denotes the translation of the dataset, so that the first span opening peak, detected at $t_1$ with a peak fitting algorithm in Figure 5e, would appear at the normalised time $\tau = 3.5$. The next peak occurs at time $t_2$ in Figure 5e where the span is closing, and this corresponds to $\tau = 4.5$, where the axles travelled one span further from $\tau = 3.5$. Because it is only necessary to capture this cyclic quasistatic movement, all data were filtered with a cut-off frequency $f_c = \frac{2v}{d_{cr}}$. The Dataset 1 time history for the FBG and DIC data after normalisation is plotted in Figure 6c. The normalised periodogram is plotted in Figure 6d, where the frequency is normalised with $\frac{v}{d_{cr}}$. After filtering, a smoothening of the data above the normalised frequency of 2, and a clear reduction in the noise floor, is observed.

**FIGURE 6** Span opening/closing time histories and periodograms from Dataset 1: (a–b) raw data and (c–d) filtered and baseline-corrected data from digital image correlation (DIC) and fibre Bragg grating (FBG) sensing techniques.
The normalised and filtered time histories of the 38N span opening from Datasets 1–5 (see Table 1) are directly compared in Figure 7a–b. Although all of these datasets describe response to an eastbound Class 185 train with similar speeds in the range between 30 and 55 km/hr, they were gathered using different camera configurations on separate days. The distinct FBG datasets indicate strikingly similar response. DIC datasets show more significant discrepancies. First of all, notable measurement noise exists in the DIC measurements, even when the span is outside the zone of train axle influence, when \( \tau < 2 \) or \( \tau > 12.5 \). The standard deviation of the raw data noise approximately defines the resolution of the system and has an influence on the subsequent response estimation. Furthermore, the span opening and closing indicated for the instances \( \tau_1 = 3.5 \) and \( \tau_2 = 4.5 \) (see Figure 4) vary appreciably for the DIC data, whereas they are similar for the FBG data. The standard deviation of the peak magnitudes for the filtered datasets can be used to quantify the repeatability of the data. Finally, differences between the span opening and closing magnitudes recorded by the DIC and FBG systems at \( \tau_1 = 3.5 \) and \( \tau_2 = 4.5 \) may be used to quantify the accuracy of the DIC system. This can be achieved by computing the difference between two filtered signals \( \Delta(WP - EP)_{DIC} - \Delta(WP - EP)_{FBG} \) for each dataset at the specified instances and computing the mean difference for all datasets. This difference is plotted in Figure 7c for Dataset 1, where the left axis shows the span opening and closing recorded by the FBG system and the right axis plots the difference between DIC and FBG measurements for the same signal. Figure 7c demonstrates the general underestimation of span opening by DIC technique by close to 0.15 mm. Similarly, other common measurements of the DIC and FBG systems may be compared to quantify the accuracy. One of them is the relative displacement measurement between two crown targets, \( \Delta(A4 - A5) \). The \( \Delta(A4 - A5)_{FBG} \) signal can be calculated by multiplying the strain with the reconstructed A4–A5 axial distance from the camera. This signal and the difference between FBG–DIC signals \( \Delta(A4 - A5)_{DIC} - \Delta(A4 - A5)_{FBG} \) for Dataset 1 are plotted in Figure 7d. Here, discrepancies in the measurements are less than 0.1 mm.

The resolution and repeatability of the DIC and FBG systems were calculated using raw \( \Delta(WP - EP) \) and \( \Delta(A4 - A5) \) signals and are summarised for Datasets 1–5 and 6–10 in Table 4. The typical resolution of the DIC system for relative displacement measurements is around 0.10 mm, similar to the previous prediction of 0.12 mm in Section 4. The data confirm that the resolution of the FBG system is around 1 \( \mu \)e, and its relative displacement resolution is proportional to the strain measurement gauge length. For \( \Delta(A4 - A5) \), the gauge length is about 1.3 m and the resolution corresponds to 0.001 mm. For \( \Delta(WP - EP) \), the gauge length and resolution are 7.4 m and 0.006 mm, respectively. Furthermore, the repeatability of data is evaluated by comparing the standard deviation of the peak at \( \tau_1 = 3.5 \). The repeatability of this peak varies for the span and crown relative displacement measurements; for FBG measurements, repeatability is larger than the resolution, indicating that differences due to train live loads are likely influencing response. Nonetheless, according to data, both span and crown relative displacements are repeatable to 0.03 mm. In contrast, for DIC

![FIGURE 7](image-url) Span 38 opening/closing normalised time histories from Datasets 1–5: (a) using digital image correlation (DIC) and (b) fibre Bragg grating (FBG) sensing techniques. (c–d) The differences between DIC and FBG measurements are shown for the span opening/closing and relative crown displacements from Dataset 1
measurements, repeatability is similar to or smaller than the resolution. For instance, for ∆(WP – EP) signal, the repeatability of the DIC and FBG systems are calculated respectively as 0.08 and 0.03 mm. This demonstrates the approximate correlation of resolution and repeatability, suggesting that variability between DIC peaks are largely due to system resolution.

As mentioned earlier, systematic differences were noted between the magnitudes of relative displacement peaks measured by the DIC and FBG systems. For the given camera configuration, the FBG resolution and repeatability are higher; the accuracy of DIC system is determined with reference to the FBG system. This is done by evaluating the mean difference between data peaks at τ₁ = 3.5 and τ₂ = 4.5 for relative displacements at span and crown from the corresponding datasets. The calculated accuracy results are listed in Table 4. From the table, the DIC data underestimate the span opening, while it captures the span closing reasonably well. Furthermore, the relative displacements at the crown are generally overestimated, although by smaller amounts. The differences between measurement systems are particularly pronounced for Datasets 1–5 at τ₁ = 3.5, where the train travels east above 38N. The DIC data underestimate the span opening peak by 0.13 mm and overestimates crown relative displacement peak by 0.06 mm on average. It is noteworthy that the span opening displacement errors are larger than measurement resolution and correspond to approximately 20% error with respect to the FBG measurements. Similarly, the crown relative displacements from DIC demonstrate close to 100% error. These errors were shown earlier in Figure 7c–d, which demonstrated that they are systematic and do not correspond to random measurement noise.

In Table 4, similar analyses are also conducted for object plane 38N using Datasets 6–10, where the train travels west on the southern tracks over 38S. For these datasets, measurement magnitudes are smaller and errors are typically within system resolution. However, significant errors are also observed. Therefore, in the next section, postprocessing methods to correct these errors will discussed.

### 6 | DATA POSTPROCESSING TECHNIQUES TO CORRECT DIC ERRORS

The examination of DIC data resolution, repeatability, and accuracy in Section 5 demonstrated that the accuracy of relative displacement measurements is influenced by errors. Since errors due to equipment set-up, lighting effects, target quality, camera movements, and metric calibration were already minimised in Section 4; other sources of error were considered. As listed in Table 1, two remaining sources of errors that may influence relative measurement accuracy are lens radial distortions and out-of-plane movements. These errors are discussed next, with an aim to quantify and compensate for their influence on measurements.
6.1 | Radial distortion

Projective geometric transformation of the object plane by a pinhole camera model (Equation (1)) preserves the collinearity of points in the image plane. In this model, straight lines in the object plane remain straight in the image plane. However, in reality, straight lines are distorted in the image plane, due to imperfections in lens curvature. In particular, distortions can be significant for short focal length lenses, where objects are distorted symmetrically in the radial direction with respect to the principal point (e.g., centre of the image). A negative radial distortion causes barrel distortion, where image magnification decreases with increasing distance from the principal point. In this case, straight lines bulge outwards from the centre of the image. In contrast, positive radial distortion causes pincushion distortion, where straight lines bulge inwards towards the centre of the image.

The use of an 8-mm focal length lens in Marsh Lane Viaduct resulted in noticeable radial distortion. The distortion was evident in the fibre optic lines, which measured relative displacement between two piers, \( \Delta(WP - EP) \) (see Figure 8a, near top edge of image). These fibre optic lines are pre-tensioned and are therefore straight, although they displayed the distortion pattern shown in Figure 8b in the image plane. This distortion pattern is a combination of barrel distortion, which is dominant in the centre area of the image, and a pincushion distortion, which is dominant around the edges. Because no prior investigation was done in the laboratory, the distorted lines were used to determine distortion coefficients. The single-parameter division model was used for this purpose.\[30\] This model utilises the undistorted image coordinates \( p \) and \( q \), which is a simple transformation of the origin of the \( UV \) coordinate system to the principal point at the centre of the image. The undistorted coordinates \( p' \) and \( q' \) are expressed as a function of the position of distorted image coordinate and a distortion coefficient \( \lambda \) as follows:

\[
p' = \frac{p}{1 + \lambda(p^2 + q^2)}; \quad q' = \frac{q}{1 + \lambda(p^2 + q^2)}.
\] (5)

The simple division model can correct for only one type of distortion when it is applied. Therefore, the model is applied twice, first to correct for the pincushion distortions and then to correct barrel distortions. The unknown distortion coefficients were determined by following an iterative procedure. First, an arbitrary pincushion distortion coefficient was specified in the range 1e-6 to 1e-9. After removing its influence using the division distortion model, the

![FIGURE 8](image_url) Influence of radial distortion on image reconstruction and deformation estimations: (a) a video frame where a straight fibre line is distorted. (b) A plot of the distorted line and its corrected version is then demonstrated. Absolute movement errors due to 1-pixel movement in the (c-d) \( u \) and (e-f) \( v \) directions are also shown.
barrel distortion coefficient was determined. This was achieved by fitting a circle to the pincushion distortion corrected line, as straight lines are expected become arcs due to the influence of barrel distortion.\cite{ACIKGOZ ET AL.} The influence of barrel distortion is then removed, and the linearity of the resultant shape is evaluated with the Pearson correlation coefficient. The pair of distortion parameters that yield a coefficient close to unity for the undistorted fibre optic line describes the radial distortion. The results of this correction with the determined distortion parameters can be seen in Figure 8b. The determined parameters were validated, as they successfully corrected the distortions present for camera configurations other than the one shown in Figure 8b.

The results discussed in Sections 4 and 5 of this paper were not corrected for the influence of radial distortions. Therefore, it is important to quantify the influence of radial distortions on movement estimations on the pixel plane. This is achieved in Figure 8c,d. These plots show the errors (in pixels) of absolute movement estimations when the distortions are not corrected, when a 1-pixel movement is applied in the image plane along the U coordinate ($\Delta u = 1$). In particular, Figure 8c shows the errors incurred in the estimation of $\Delta u$ whereas Figure 8d shows the errors in the estimation of $\Delta v$. Interesting error patterns emerge as the influences of barrel distortions are largely cancelled out by pincushion distortions. The contour plots show a maximum of 4% error in the estimation of $\Delta u$ in this case. The errors indicated in Figure 8d are smaller and indicate less than 1% error. Similarly, in Figure 8e,d, errors due to a movement of $\Delta v = 1$ are examined. The maximum errors for vertical pixel displacement are around 4% in Figure 8f.

Figure 8 suggests that the radial distortions have some influence on the relative displacement measurement accuracies. However, when radial distortions were corrected, the accuracy of the DIC system, which was discussed earlier in Table 4, did not change significantly (not shown). Therefore, the potential influence of out-of-plane movements is investigated next.

### 6.2 Out of plane movements

Out-of-plane movements are known to have a large influence on DIC measurement accuracy, and they may explain the systematic errors in the relative displacement measurements discussed in Section 5. To investigate the influence of out-of-plane measurements on absolute measurement accuracy, simple trigonometric models may be used. Figure 9a presents a side view of the image and object planes, for a camera set-up with a significant pitch angle, and negligible yaw and tilt angles. This set-up is similar to the one used in Marsh Lane Viaduct. Here, a dashed line shows the optical axis of the camera, connecting the principal point to the pinhole.

According to this model, if the target $C$ moves towards the pinhole camera by an amount of $-\Delta Z_C$ (movements towards the camera are defined with a negative sign convention), its position on the image plane changes from $v_C$ to $v_{C'}$. When this pixel movement is scaled to metric movements with an inverse projective geometric transformation, the DIC system erroneously estimates movement of the target from $Y_C$ to $Y_{C'}$. The out-of-plane movement induced apparent displacement is then given by $\Delta Y_{Cop} = Y_{C'} - Y_C$. From simple trigonometry, the relationship between the experienced out-of-plane movements and the apparent in-plane vertical movements due to out-of-plane motion can be approximated as follows:

$$\Delta Y_{Cop} = \Delta Z_C \tan(\beta_{Cop}) \approx \Delta Z_C \tan(\delta\theta_X + \gamma_C),$$

where the angle $\gamma_C$ is shown in Figure 9 with a negative sign convention. It is calculated as $\gamma_C = \tan^{-1}\left(\frac{v_{C'} - 0_y}{\alpha'f}\right)$. For the given camera arrangement, the apparent in-plane horizontal movements due to an out-of-plane movement of $\Delta Z_C$ can also be similarly approximated. It is given as

$$\Delta X_{Cop} = -\Delta Z_C \tan(\gamma_C),$$

where the angle $\gamma_C = \tan^{-1}\left(\frac{u_{C'} - 0_y}{\alpha' \cos\delta\theta_X - \left(v_{C'} - \frac{0_y}{2}\right) \sin\delta\theta_X}\right)$.

Equations (6) and (7) describe the influence of out-of-plane movements on measurement accuracy at the edges of the image. Generally, as the angles $\gamma_C$ and $\gamma_C'$ increase, larger apparent displacements are observed due to out-of-plane
movements. In addition, the nonzero pitch angle $\delta\theta_x$ can increase or decrease the influence of out-of-plane movements depending on target locations within the image frame.

Similarly, using the pinhole camera model presented in Section 2, apparent in-plane movements of an arbitrary point C due to out-of-plane movement can be calculated. To do this, the image plane position of points C and C' is expressed using Equation (1) and is subtracted from each other. This yields

$$s_{Cop} \begin{bmatrix} u_{C'} \\ v_{C'} \\ 1 \end{bmatrix} = KR \begin{bmatrix} 0 & 0 & \Delta Z_C \\ \Delta Z_C \\ 1 \end{bmatrix} + s_C \begin{bmatrix} u_C \\ v_C \\ 1 \end{bmatrix},$$

(8)

where $s_{Cop}$ is the new scaling factor that is required to reconstruct the point C on the image plane after it moves in the out-of-plane direction. Equation (8) can be used to solve for $u_{C'}$ and $v_{C'}$, which denote the pixel position of point C after out-of-plane displacements. Then, the apparent displacements recorded by DIC due to the out-of-plane movement can be calculated as follows:

$$\begin{bmatrix} \Delta X_{Cop} \\ \Delta Y_{Cop} \\ 0 \end{bmatrix} = R^{-1}K^{-1} \begin{bmatrix} s_C \\ v_C \\ 1 \end{bmatrix} \begin{bmatrix} u_{C'} \\ v_{C'} \\ 1 \end{bmatrix},$$

(9)

where $s_C$ is the scaling factor that is required to reconstruct the point C on the image plane, when $\Delta Z_C$ is assumed as zero. The apparent in-plane movements $\Delta X_{Cop}$ and $\Delta Y_{Cop}$ due to $\Delta Z = 1$ mm of the object plane 38N for Dataset 1 is shown in Figure 9b–c. These contour plots show the expected $\Delta X_{Cop}$ and $\Delta Y_{Cop}$ movements respectively for different locations on the image plane. Also plotted on this figure are the pixel locations of DIC targets on the arch and piers for Dataset 1. The apparent in-plane movement estimations in Figure 9b–c are in excellent agreement with Equations (6)
and (7). For instance, according to Equation (7), $\Delta X_{op}$ movement due to a 1-mm out-of-plane displacement is 0.58 mm at A1 and $-0.02$ mm at A5. This is in perfect agreement with the plots in Figure 9c. It clearly demonstrates that the out-of-plane movements have negligible influence on the $X$ displacements located on the vertical centreline of the image (i.e., around A5), and their influence at the edges of the image is significant (i.e., around A1). Similarly, the estimated $\Delta Y_{op}$ movement due to a 1-mm out-of-plane displacement can be calculated as $-0.26$ mm at A1 and $-0.48$ mm at A5 using Equation (6) ($\delta \theta = -15.3^\circ$ according to Table 2). Figure 9c validates these results. In this case, the horizontal image centreline passes near targets A1–A9. However, due to the nonzero pitch angle, the out-of-plane movements affect the in-plane measurements even in the centre of the image. For this particular camera and target arrangement, the pitch angle increases the influence of out-of-plane movements on apparent $\Delta y$ movements, particularly at the top of the image.

Figure 9 indicates that small out-of-plane displacements can cause relatively large apparent in-plane displacements. Therefore, the influence of out-of-plane movement related measurement errors can be significant on absolute and relative displacement accuracy. However, different out-of-plane movements may be observed at each monitoring target. Therefore, a systematic method is necessary to deduce the out-of-plane movements and remove their influence on the data. In order to do this, Figure 10 compares the FBG and DIC relative displacement measurements between consecutive monitoring targets A1–A5. The DIC system computes the relative displacements by finding the component of axial displacement between two targets along their initial direction angle $\alpha_{gage}$. For the FBG system, the relative axial displacements are determined by multiplying strain with the axial length $L_{gage}$ between monitoring targets. $L_{gage}$ and $\alpha_{gage}$ are determined from pixel position of targets and the calibrated extrinsic parameters, using Equation (2).

First, the relative displacements between targets A4 and A5 measured by FBG and DIC systems for Dataset 1 are examined (see Figure 10a). Although these measurements have a similar trace, the DIC data overestimate relative displacement magnitudes. The discrepancy between the two measurements can be attributed to the out-of-plane movements, which cause the consistent overestimation of relative displacement magnitudes. Yet it is not straightforward to determine the out-of-plane movement of both A4 and A5, as an infinite number of out-of-plane displacements can cause the discrepancy observed in Figure 10a. At this stage, it is useful to note that the targets A4 and A5 are located at the crown area of the arch, which can be assumed to be flat, for example, $\alpha_{gage} = 0.15 \approx 0$. Therefore, only relative displacements between A4 and A5 in the direction of $X$ and caused by out-of-plane movements can lead to the systematic errors observed in Figure 10a. According to Figure 9b, any out-of-plane movement of A5 is expected to cause negligible movement in the direction of $X$, as this target lies close to the image vertical centreline. Therefore, the errors in the relative displacements in Figure 10a may be attributed entirely to the out-of-plane movement experienced in A4.
Using this information, the out-of-plane movement of A4 can be calculated precisely. After correcting the influence of out-of-plane movements at A4, a very good agreement can be achieved between the relative displacement data between the FBG and DIC datasets of A4 and A5, which is plotted also in Figure 10a.

Following this, the relative displacement signal between monitoring targets A3 and A4 can be examined (see Figure 10b). By calculating the discrepancy between the DIC and FBG measurements, the out-of-plane movements at A3 can be estimated, and the data can be corrected for removing its influence. If this process is repeated for the consecutive targets, the out-of-plane influence for targets A1–A4 can be calculated and removed one by one. A similar process may be repeated for the targets A6–A9 to remove the out-of-plane influence on the east side of the arch.

The abovementioned procedure is illustrated as an algorithm in Figure 11. This algorithm determines the out-of-plane movement for monitoring targets A4–A1 and A6–A9 one by one, while removing the influence of out-of-plane movements on the data. In addition, to determine the out-of-plane movement at the crown target A5, the algorithm averages the determined out-of-plane movement at the targets A4 and A6. This allows estimation of the approximate out-of-plane movement at A5 and correcting for this influence. Note that the correction for out-of-plane movement at A5 does not impact the corrected relative displacements A4–A5 and A5–A6 significantly. Similarly, to determine the out-of-plane movement at the WP and EP pier targets, another approximation is necessary. Due to their proximity to targets A1 and A9, the out-of-plane movement at WP and EP pier targets is assumed to be identical to those at A1 and A9, although this is likely to be an overestimation. The influence of out-of-plane movements at WP and EP is then removed.

Figure 12 shows the corrected relative displacement time histories for several monitoring targets, alongside the calculated out-of-plane displacements (Dataset 1). Figure 12a shows the horizontal displacement $\Delta X(A5 - A1)$ before and after correction for the influence of out-of-plane movements. In particular, $\Delta Z_{A1}$ affects this trace. At the instant of $t = 3.5$, an out-of-plane movement of 0.3 mm was observed at A1. This influenced the horizontal displacement measurements $\Delta X(A5 - A1)$ and increased the correct measurement of $\sim 0.53$ by 0.2 mm. At the next highlighted instant of $t = 4.5$, the out-of-plane displacement was $-0.2$ mm. This caused a decrease in the actual measurement by 0.09 mm.

In general, correcting for the out-of-plane movements resulted in a notable increase of the magnitude of displacements for the monitoring target A1 horizontal displacements and resulted in a more orderly and physically meaningful trace. Figure 12b shows similar results for the relative vertical displacement data of the monitoring target A5 at the crown and A1 at the springing. Out-of-plane movements are notably small at the crown, and correcting the out-of-plane influence causes the magnitude of relative vertical displacements to slightly increase.

The calculated out-of-plane movements for Dataset 1 demonstrate interesting transverse response mechanisms of the bridge. For instance, when the leading axle is above the crown of 38N at $t = 3.5$, targets A1 and A9 move towards the spandrel wall by approximately 0.3 mm (see Figure 12c). In the meanwhile, the crown of the arch moves slightly towards the camera, in the negative Z direction by less than 0.1 mm. The pronounced positive out-of-plane movement of targets A1 and A9 indicates spreading of the relieving arch and potential opening of the longitudinal crack when the train axles are above Arch 38 (see Figure 3 and the discussion in Section 3). Finally, Figure 12d plots the span opening and closing trace $\Delta WP - EP$ after the correction of out-of-plane movements. Comparing the out-of-plane corrected DIC measurement with the uncorrected measurement and the FBG data, it is clear that the compensation for the out-of-plane movements increases the span opening estimations, whereas the span closing estimations do not change significantly. This is useful, as the uncorrected $\Delta WP - EP$ signal underestimates span opening. However, likely due to the
assumption of identical out-of-plane movement at WP and EP pier targets and those at A1 and A9 (see Figure 11), the magnitude of out-of-plane correction is not accurate for $\Delta WP - EP$.

Figure 13 demonstrates the results obtained using the proposed algorithm for five similar trains (Datasets 1–5). In particular, the out-of-plane movements at A1 and A5 are reported in Figure 13a,c. These out-of-plane signals demonstrate similar trends to those discussed earlier; for all five datasets, the out-of-plane movements at A1 are larger in magnitude compared with out-of-plane movements at A5. Although the calculated out-of-plane data from five datasets demonstrate similar traces, significant measurement noise exists. This noise is due to the out-of-plane correction algorithm (Figure 11), which assumes that all discrepancies between the FBG and DIC datasets are due to out-of-plane errors. This assumption leads to erroneous amplification of errors from other sources (e.g., lighting changes) when calculating the out-of-plane component. $\Delta X(A5 - A1)$ and $\Delta Y(A1 - A5)$ data in Figure 13b,d show the relative displacements after out-of-plane corrections are done. The repeatability of these signals is evaluated using the variation of

**FIGURE 12** In-plane relative displacement time histories from digital image correlation Dataset 1 before and after out-of-plane correction: (a) relative horizontal displacement between A1 and A5 plotted with the out-of-plane displacement at A1 and (b) relative vertical displacement between A1 and A5 plotted with the out-of-plane displacement at A5 and (d) relative displacement between WP and EP. The out-of-plane displacement time histories for monitoring targets (c) A1, A5, and A9 are also plotted.

**FIGURE 13** Displacement time histories from digital image correlation Datasets 1–5: (a,c) transverse displacement at 38N springing and crown and (b,d) relative horizontal and vertical displacements between the crown and springing point, which have been corrected for out-of-plane movements.
the peak value of the in-plane displacement signal at specific instances, as in Section 5. Around the instance of \( \tau = 3.5 \), a repeatability of approximately 0.03 and 0.06 mm, respectively, was observed for the corrected datasets presented in Figure 11. This suggests that the out-of-plane correction did not adversely influence the repeatability of the data, with reference to the uncorrected data in Table 4 (which ranged from 0.02 to 0.09 mm for other relative displacement signals).

It is important to note that the out-of-plane correction technique presented herein benefitted from the combined use of the FBG and DIC monitoring techniques. Through the FBG strain data, DIC measurements were corrected, and consistent 3D displacement data from the viaduct were obtained. More generally, the quantification of out-of-plane errors presented in this section with simple geometry and pinhole camera models provides useful information on the potential impact of out-of-plane movements on DIC in-plane measurements. These findings can be used to minimise out-of-plane movement related errors during equipment set-up in future installations or provide the analytical basis for calculation of errors when additional out-of-plane measurements are available. Nonetheless, the results clearly demonstrate the need to evaluate out-of-plane measurements with supplementary out-of-plane movement measurements (e.g., indirectly via FBGs or directly with a laser vibrometer) when 2D DIC is utilised for monitoring masonry arch bridges. If it is known ahead of monitoring that out-of-plane movements are likely to be significant, it may be more suitable to use the 3D DIC technique with a stereoscopic camera set-up.\(^{[38]}\)

7 | CONCLUSIONS

Inspired by the ability of commercial DIC systems to provide noncontact, precise, and multipoint displacement measurements, this paper investigated the dynamic displacement measurement of a masonry viaduct using Imetrum’s DMS system. In order to achieve high measurement accuracies, potential sources of errors that can influence field measurements were initially surveyed. Based on previously published literature, this survey outlined the significance of errors due to equipment set-up, lighting effects, target quality, camera movements, and metric calibration. Methods to mitigate these errors during equipment set-up and data processing were discussed. In particular, a method to calibrate data using vanishing points and a single distance in the image was proposed for multipoint displacement measurement. This calibration method is more efficient than the full registration method and requires similar amount of information to the simple scaling factor method.

With a wide field of view camera configuration, the DIC system allowed noncontact and precise measurement of many displacement targets, distributed around an arch of the Marsh Lane Viaduct. Measuring relative displacement between targets on piers allowed direct measurement of span opening and closing, which provides a useful quantification of the magnitude of dynamic response. In addition, measuring relative displacement between consecutive targets on the arch allowed measurement of crown vertical deflection and strains. By using the dynamic response data from different trains (which was demonstrated to be quasistatic) and different monitoring systems (2D DIC and FBG systems), the resolution, repeatability, and accuracy of the DIC system were determined. As expected, the DIC system achieved a resolution and repeatability close to 0.1 mm for relative displacements.

A direct comparison of the DIC data to the more precise FBG data revealed systematic errors in measurements, which were investigated in detail. To identify the sources of these errors, the influence of radial distortions and out-of-plane movements on relative displacement measurements was theoretically investigated with division and pinhole camera models. After identifying the significant potential of out-of-plane movements to cause the observed errors, a new algorithm was proposed that uses the discrepancies between DIC and FBG data to estimate out-of-plane movements and correct for their influence. Consistent 3D displacement data were obtained after these corrections, which indicated a complex but repeatable and physically meaningful 3D behaviour of the viaduct.
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