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Abstract

The Bollobás set pairs inequality is a fundamental result in extremal set theory. In this paper, we examine suitable conditions on $k$-wise intersections from a $k$-tuple of set families for which a Bollobás-type inequality holds. We then use the standard connection between extremal set theory and covering problems to give lower and upper bounds on the biclique covering numbers of a few particular $k$-uniform hypergraphs. We also provide random and explicit constructions of these Bollobás set $k$-tuples.

1 Introduction

A central topic of study in extremal set theory is the maximum size of a family of subsets of an $n$-element set subject to restrictions on their intersections. Classical theorems in the area are discussed in Bollobás [2]. In this paper, we generalize one such theorem, known as the Bollobás set pairs inequality or two families theorem [3]:

**Theorem 1.** (Bollobás) Let $\mathcal{A} = \{A_1, A_2, \ldots, A_m\}$ and $\mathcal{B} = \{B_1, B_2, \ldots, B_m\}$ be families of finite sets, such that $A_i \cap B_j \neq \emptyset$ if and only if $i, j \in [m]$ are distinct. Then

$$\sum_{i=1}^{m} \left( \frac{|A_i \cup B_i|}{|A_i|} \right)^{-1} \leq 1.$$  \hspace{1cm} (1)

For convenience, we refer to a pair of families $\mathcal{A}$ and $\mathcal{B}$ satisfying the conditions of Theorem 1 as a **Bollobás set pair**. The inequality above is tight, as we may take the pairs $(A_i, B_i)$ to be distinct partitions of a set of size $a + b$ with $|A_i| = a$ and $|B_i| = b$ for $1 \leq i \leq \binom{a+b}{b}$.

Theorem 1 has a number of applications, for instance it was originally used by Bollobás [3] to solve the saturation problem for cliques in uniform hypergraphs (for further applications, see [4, 7, 19, 23, 24, 25]). In the case that all the sets $A_i$ have size $a$ and all the sets $B_i$ have size $b$, one has...
Let \( m \leq \binom{n+b}{a} \). The latter inequality was proved for \( a = 2 \) by Erdős, Hajnal and Moon \[11\] and in general has a number of different proofs \[12, 13, 14, 17, 18\]. A geometric version was proved by Lovász \[17, 18\], who showed that if \( A_1, A_2, \ldots, A_m \) are \( a \)-dimensional subspaces of a linear space and \( B_1, B_2, \ldots, B_m \) are \( b \)-dimensional subspaces of the same space such that \( \dim(A_i \cap B_j) = 0 \) if and only if \( i, j \in [m] \) are distinct, then \( m \leq \binom{n+b}{a} \). Letting \( K_n \) and \( K_{n,n} \) denote the \( n \)-clique and complete bipartite graph with parts of size \( n \), and \( M \) a perfect matching of \( K_n \) or \( K_{n,n} \). Theorem 1 is closely connected to the problem of determining the minimum number of cliques or bicliques in a covering of the edges of \( K_n \setminus M \) and \( K_{n,n} \setminus M \) (see Hansel \[11\]).

Theorem 1 has been generalized in a number of different directions in the literature \[6, 9, 13, 16, 21, 24\]. In this paper, we give several generalizations of Theorem 1 from the case of two families to \( k \geq 3 \) families of sets with conditions on the \( k \)-wise intersections. The general inequalities for \( k \geq 3 \) families have technical notation, so we begin with a discussion of inequalities for three families of sets.

1.1 Bollobás set triples

There are a number of potential generalizations of Theorem 1 to three families of sets. For three families \( A = \{A_i\}_{i=1}^m, B = \{B_i\}_{i=1}^m \) and \( C = \{C_i\}_{i=1}^m \), we might first consider the restriction that \( A_i \cap B_j \cap C_k = \emptyset \) if and only if \( i, j, k \in [m] \) are all distinct. Then one obtains the following theorem as a straightforward consequence of the set pairs inequality:

**Theorem 2.** Let \( A = \{A_1, A_2, \ldots, A_m\}, B = \{B_1, B_2, \ldots, B_m\} \) and \( C = \{C_1, C_2, \ldots, C_m\} \) be families of finite sets such that \( A_i \cap B_j \cap C_k = \emptyset \) if and only if \( i, j, k \in [m] \) are all equal. Then

\[
\sum_{i=1}^{m} \bigg( \frac{|A_i \cap C_i| + |B_i|}{|B_i|} \bigg)^{-1} \leq 1. \tag{2}
\]

This follows immediately from the fact that \( \{A_i \cap C_i\}_{i=1}^m \) and \( B \) form a Bollobás set pair, and replacing \( A_i \) with \( A_i \cap C_i \) in (1). Note that by symmetry, we can allow any permutation of \( A, B \) and \( C \) in this inequality. We will give examples to show that inequality (2) is tight. The main generalization of Theorem 1 to three families of sets is less straightforward, and is stated as follows:

**Theorem 3.** Let \( A = \{A_1, A_2, \ldots, A_m\}, B = \{B_1, B_2, \ldots, B_m\} \) and \( C = \{C_1, C_2, \ldots, C_m\} \) be families of finite sets such that \( A_i \cap B_j \cap C_k \neq \emptyset \) if and only if \( i, j, k \in [m] \) are all distinct. Then

\[
\sum_{i=1}^{m} \sum_{j=1}^{m} \sum_{j \neq i} \bigg( \frac{|A_i \cup B_j \cup C_i|}{|A_i| \cdot |B_j \setminus A_i|} \bigg) \leq 1. \tag{3}
\]

We prove this inequality in Section 2 as a special case of a more general inequality involving \( k \) families of sets. Note that by symmetry, we can again allow any permutation of \( A, B \) and \( C \) in this inequality. We leave the open problem of determining whether there are any instances of equality in (3), and whether there are any instances where all sets in the families \( A, B \) and \( C \) have the same size and for which (2) or (3) is tight.
1.2 Bollobas set $k$-tuples

We will consider $k$-tuples consisting of families $A_j : 1 \leq j \leq k$ of finite sets with a condition on when the $k$-wise intersections are nonempty. For integers $k \geq t \geq 2$, we a Bollobás set $k$-tuple with threshold $t$ is a sequence $(A_1, A_2, \ldots, A_k)$ of families of sets where $A_j = \{ A_{j,i} : 1 \leq i \leq m \}$ where

$$\bigcap_{j=1}^{k} A_{j,i} \neq \emptyset \quad \text{if and only if} \quad |\{i_1, i_2, \ldots, i_k\}| \geq t.$$ 

When $k = t = 2$, we have precisely a Bollobás set pair. The quantity $m$ is called the size of the Bollobás set $k$-tuple.

Fixing a surjective map $\phi : [k] \to [t]$, define

$$D_j(\phi) := \left\{ D_{j,i}(\phi) := \bigcap_{l : \phi(l) = j} A_{l,i} \right\}.$$

For convenience, letting $I(k-1, m) = \{ i \in [m]^{k-1} : i_1, i_2, \ldots, i_{k-1} \text{ are all distinct} \}$, define the sets

$$B_{i,j}(\phi) := D_{j,i}(\phi) \setminus \bigcup_{p=1}^{j-1} D_{p,i}(\phi)$$

for $j \in [t-1]$, and

$$B_{i,t}(\phi) := D_{t,i}(\phi) \setminus \bigcup_{p=1}^{t-1} D_{p,i}(\phi).$$

Our main theorem is as follows:

**Theorem 4.** Let $(A_1, A_2, \ldots, A_k)$ be a Bollobás set $k$-tuple with threshold $t$. Then

$$\max_{\phi : [k] \to [t]} \sum_{i \in I(t-1, m)} \left( \frac{|D_{1,i}(\phi) \cup D_{2,i}(\phi) \cup \cdots \cup D_{t-1,i}(\phi) \cup D_{t,i}(\phi)|}{|B_{i,1}(\phi)| \cdot \ldots \cdot |B_{i,t-1}(\phi)|} \right)^{-1} \leq 1. \quad (4)$$

Theorem 4 is a generalization of Theorem 2 (the case $k = 3$ and $t = 2$) and 3 (the case $k = 3$ and $t = 3$). For positive integers $k, t$ with $2 \leq t \leq k$, let $\beta_{k,t}(n)$ denote largest possible size of a Bollobás set $k$-tuple with threshold $t$ whose subsets come from $[n]$. For instance, Theorem 1 gives $\beta_{2,2}(n) = \binom{n}{\lfloor n/2 \rfloor}$. We do not know the asymptotic value of $\beta_{k,t}(n)$ for any $t \geq 3$, although we shall prove in Section 3.1 that

$$\frac{1 - \log(e-1)}{k-1} \leq \lim_{n \to \infty} \frac{\log \beta_{k,2}(n)}{n} \leq \frac{\log(ke)}{k}. \quad (5)$$

The cases $2 < t < k$ seem particularly challenging. In the next section, we shall see that $\beta_{k,t}(n)$ is closely related to a covering problem in $k$-uniform hypergraphs.
1.3 Applications

Theorem 1 has a wide variety of applications, from saturation problems [3, 19] to covering problems for graphs [20], complexity of 0-1 matrices [23], counting cross-intersecting families [7], and crosscuts and transversals of hypergraphs [24, 25, 26]. In this section, we give an application of our main results to hypergraph covering problems. For a $k$-uniform hypergraph $H$, let $cc(H)$ denote the minimum number of cliques whose union is $H$, and let $bc(H)$ denote the minimum number of complete $k$-partite $k$-graphs whose union is $H$. It is well-known, for instance, that $bc(K_n) = \lceil \log n \rceil$.

Using the standard connection between covering problems and extremal set theory (see Erdős, Goodman and Pósa [4]), Orlin [20] proved the following:

**Theorem 5.** (Orlin) If $H$ is the complement of a perfect matching in the complete graph on $n$ vertices, then

$$cc(H) = \min \left\{ m : 2 \left( \frac{m - 1}{m/2} \right) \geq n \right\}. \quad (6)$$

In the case that $H$ is the complement of a perfect matching $\{x_iy_i : 1 \leq i \leq n\}$ in the complete bipartite graph with parts $X = \{x_1, x_2, \ldots, x_n\}$ and $Y = \{y_1, y_2, \ldots, y_n\}$, if $H_1, H_2, \ldots, H_m$ are complete bipartite graphs in a minimum covering of $H$, then $A = \{j : x_j \in V(H_j)\}$ and $B = \{j : y_j \in V(H_j)\}$ are easily seen to form a Bollobás set pair, comprising subsets of $[m]$, and Theorem 1 applies. It is straightforward to show

$$bc(H) = \min \{ m : \frac{m}{\lceil m/2 \rceil} \geq n \}. \quad (7)$$

We now discuss covering $k$-uniform hypergraphs. Körner and Marston [15] show using the powerful notion of hypergraph entropy that $bc(K^k_n) \geq (\log \frac{n}{k})/(\log \frac{k}{k-1})$. Note that this becomes equality for $k = 2$. Graph entropy is surveyed in Simonyi [22], and are applicable in the information-theoretic context of perfect hashing. For the sake of brevity, we do not describe this connection here (see Fredman and Komlós [8], and Guruswami and Razianov [10]). A limiting value of $bc(K^k_n)/\log n$ as $n \to \infty$ is not known for any $k \geq 3$.

Let $H_{n,k}$ denote the complement of a perfect matching in complete $k$-partite $k$-uniform hypergraph with $n$ vertices in each part. Then there is a 1-1 correspondence between a covering of $H_{n,k}$ with $m$ complete $k$-partite $k$-graphs and a Bollobás set $k$-tuple with threshold $t = 2$ consisting of subsets of $[m]$. Therefore

$$\nu_{k,2}(n) = bc(H_{n,k}) = \min \{ m : \beta_{k,2}(m) \geq n \}. \quad (8)$$

We use Theorem 4 with $t = 2$ to give an analog of (7) for uniform hypergraphs:

**Theorem 6.** For $n \geq k \geq 2$,

$$\min \left\{ m : \left( \frac{m}{\lceil m/k \rceil} \right) \geq n \right\} \leq \nu_{k,2}(n) \leq \frac{(k-1) \log(n)}{\log(1-e^{-1})}. \quad (9)$$

In particular,

$$\frac{k}{\log(k/e)} \leq \frac{\nu_{k,2}(n)}{\log n} \leq \frac{k-1}{\log(1-e^{-1})}.$$
In Section 3.2 we will also discuss the hypergraph $\tilde{H}_{n,k}$ where there is a 1-1 correspondence between a covering of $\tilde{H}_{n,k}$ and a Bollobás set $k$-tuple of threshold $t = k$ so that we have

$$\nu_{k,k}(n) = \min \{ m : \beta_{k,k}(m) \geq n \}. \tag{10}$$

Using this correspondence to Bollobás set $k$-tuples of threshold $t = k$ and a double counting argument, we will show that

**Theorem 7.** For $k \geq 2$, if we take $n \geq k^3$, then

$$\frac{1}{3k} (k-1)^{k-1} \leq \frac{\nu_{k,k}(n)}{\log(n)} \leq \frac{2}{\log(e)} k^{k+1}.$$

### 1.4 Organization and notation

This paper is organized as follows. In Section 2 we first prove Theorem 4 with $t = k$, and then we proof Theorem 4 with $t < k$ by reducing to the case $t = k$. In Section 2.3 we will construct a Bollobás set $k$-tuple of threshold $t = 2$ which achieves equality in Theorem 4 for $t = 2 \leq k$. In Section 3.1 we prove Theorem 6 and then the proof of Theorem 7 is given in Section 3.2.

We use capital Latin letters for sets, such as $A, B$ and $C$, and script for families of sets, such as $\mathcal{A} = \{ A_1, A_2, \ldots, A_m \}$. For a positive integer $m$, we write $[m]$ for $\{1, 2, \ldots, m\}$. For a positive integer $k$, we let $I(k, m)$ denote the set of $k$-tuples in $[m]^k$ all of whose entries are distinct. In our study of Bollobás set $k$-tuples, the relevant index set will be $I(k - 1, m)$. We use boldface for generic elements of $I(k - 1, m)$, such as $i = (i_1, i_2, \ldots, i_{k-1})$. A matching is a family of disjoint sets. If $H$ is a $k$-uniform hypergraph, then a perfect matching is a matching $M \subseteq H$ such that every vertex of $H$ is in some edge of $M$. A collection of subgraphs $H_1, H_2, \ldots, H_m$ of a hypergraph $H$ is a covering of $H$ if every edge of $H$ is contained in at least one of the subgraphs $H_i$. We denote by $K_n^k$ the $k$-uniform complete hypergraph (clique) on $n$ vertices.

### 2 Proof of Theorem 4

The proof of Theorem 4 will involve counting disjoint collections of permutations of the ground set. In order to do this formally, we first let

$$X = \bigcup_{i=1}^{m} (A_{1,i} \cup A_{2,i} \cup \cdots \cup A_{k,i})$$

be the ground set with $|X| = n$ and then consider permutations $\pi : X \to [n]$. Recall that we then set $B_{i,j} := A_{j,i} \setminus (A_{1,i} \cup \cdots \cup A_{j-1,i})$ for $j \in \{k-1\}$ and $B_{i,k} := A_{k,i} \setminus (A_{1,i} \cup \cdots \cup A_{k-1,i})$. For fixed $i = (i_1, i_2, \ldots, i_{k-1})$ with $i_1, i_2, \ldots, i_{k-1} \in [m]$ all distinct, we will define a subset $\mathcal{C}_i$ of permutations $\pi : X \to [n]$ that we will later show to be disjoint from other $\mathcal{C}_j$. We let

$$\mathcal{C}_i := \left\{ \pi : X \to [n] : \max_{x \in B_{i,1}} \pi(x) < \min_{y \in B_{i,2}} \pi(y) \leq \max_{y \in B_{i,2}} \pi(y) < \cdots < \min_{z \in B_{i,k}} \pi(z) \right\}.$$
We can count \(|\mathcal{C}_i|\) using elementary techniques. We first choose a subset \(Y\) of \([n]\) of size 
\(|A_{1,i_1} \cup \cdots \cup A_{k-1,i_{k-1}} \cup A_{k,i_i}|\) where we send the elements in \(A_{1,i_1} \cup \cdots \cup A_{k-1,i_{k-1}} \cup A_{k,i_i}\). Then, we have that the elements in \(B_{i,1}\) must be sent to the least \(|B_{i,1}|\) elements of \(Y\). Continuing, we have the elements in \(B_{i,2}\) must be sent to the remaining least \(|B_{i,2}|\) elements of \(Y\) and can continue this process until we reach \(k\). After this, we can arrange the remaining elements in any way we like. Putting this all together yields the following lemma.

**Lemma 8.** For \(i \in I(k-1,m)\), and \(X(i) := A_{1,i_1} \cup \cdots \cup A_{k-1,i_{k-1}} \cup A_{k,i_i}\), we have

\[
|\mathcal{C}_i| = \left( \frac{n}{|X(i)|} \right) |B_{i,1}|! \cdots |B_{i,k}|!(n - |X(i)|)!
= n! \left( \frac{|X(i)|}{|B_{i,1}|, \ldots, |B_{i,k}|} \right)^{-1}.
\]

We will now prove a lemma which states that \(\{\mathcal{C}_i\}_{i \in I(k-1,m)}\) forms a disjoint collection of permutations. That is, each permutation \(\pi: X \to [n]\) is in at most one of these sets \(\mathcal{C}_i\). However, we need to consider the case where \(k = 3\) separately. An important part of the proof for general \(k\) relies on the fact that there exists a bijection between sets of \((k-2)\) elements without a fixed point which does not hold in the case where \(k = 3\). The statement of the lemma when \(k = 3\) is equivalent to the general case, but we will need to use a slightly more rigid proof. For completeness, we include the definition of \(\mathcal{C}_{i,j}\) below. We have that for a Bollobás set triple \((A, B, C)\) of size \(m\) and threshold \(t = 3\) that

\[
\mathcal{C}_{i,j} := \left\{ \pi: X \to [n]: \max_{x \in A_i} \pi(x) < \min_{y \in B_j \setminus A_i} \pi(y) \leq \max_{y \in B_i \setminus A_i} \pi(y) < \min_{z \in C_i \setminus (A_i \cup B_j)} \pi(z) \right\}.
\]

**Lemma 9.** If \((i_1, i_2) \neq (j_1, j_2)\) with \(i_1 \neq i_2\) and \(j_1 \neq j_2\), then we have that \(\mathcal{C}_{i_1, i_2} \cap \mathcal{C}_{j_1, j_2} = \emptyset\).

**Proof.** Since we may relabel indices, it suffices to consider the following six cases.

1. \(\mathcal{C}_{1,3} \cap \mathcal{C}_{2,4} = \emptyset\)
2. \(\mathcal{C}_{1,2} \cap \mathcal{C}_{1,3} = \emptyset\)
3. \(\mathcal{C}_{1,3} \cap \mathcal{C}_{2,3} = \emptyset\)
4. \(\mathcal{C}_{1,2} \cap \mathcal{C}_{2,3} = \emptyset\)
5. \(\mathcal{C}_{1,2} \cap \mathcal{C}_{1,1} = \emptyset\)
6. \(\mathcal{C}_{1,2} \cap \mathcal{C}_{3,1} = \emptyset\).

In each of the cases, seeking a contradiction, we will suppose there exists an element \(\pi\) in the intersection and use the definition of \(\mathcal{C}_{i,j}\) to come up with a contradiction. However, we will generate three different types of contradictions. First, if we have that

\[
\max_{x \in A_i} \pi(x) \leq \max_{x \in A_j} \pi(x) < \min_{y \in B_k \setminus A_j} \pi(y),
\]

then since we have that \(A_i \cap B_k \cap C_j \neq \emptyset\), there exists \(w \in A_i \cap B_k \cap C_j\) and \(w \notin A_j\). We have that \(w \notin A_j\) since if \(w \in A_j\), we would have that \(w \in A_j \cap B_k \cap C_j \neq \emptyset\), which is a contradiction. Hence we get that

\[
\pi(w) \leq \max_{x \in A_i} \pi(x) \leq \max_{x \in A_j} \pi(x) < \min_{y \in B_k \setminus A_j} \pi(y) \leq \pi(w).
\]

So we have that \(\pi(w) < \pi(w)\), which is a contradiction. We call this type of contradiction type A \((i, j, k)\).
In the second type of contradiction, if we have that
\[
\max_{y \in B_j \setminus A_i} \pi(y) \leq \max_{y \in B_k \setminus A_j} \pi(y) < \min_{z \in C_i \setminus (A_j \cup B_k)} \pi(z)
\]
then since we have that \(A_i \cap B_j \cap C_i \neq \emptyset\) so there exists \(w \in A_k \cap B_j \cap C_i\) and \(w \notin A_i, w \notin A_j,\) and \(w \notin B_k\). Hence putting this in the above equation as we did in type A, we have that \(\pi(w) < \pi(w)\), which is a contradiction. We call this type of contradiction type \(B\) \((i, j, k)\).

In the final type of contradiction, if we have that
\[
\max_{x \in A_i} \pi(x) \leq \max_{x \in A_j} \pi(x) < \min_{z \in C_i \setminus (A_j \cup B_i)} \pi(z)
\]
then we have that \(A_i \cap B_k \cap C_j \neq \emptyset\) so there exists \(w \in A_i \cap B_k \cap C_j\) and \(w \notin A_j\) and \(w \notin B_i\) and we reach a similar contradiction as in previous cases. We call this type of contradiction type \(C\) \((i, j, k)\). We are now able to show that the six cases all lead to contradictions.

**Type \(A\) contradictions.** In case (1), we have that without loss of generality that \(\max_{x \in A_i} \pi(x) \leq \max_{x \in A_j} \pi(x)\) and thus \(\pi \in \mathcal{C}_{2,4}\) yields a type \(A\) \((1, 2, 4)\) contradiction. In case (3), we have that without loss of generality that \(\max_{x \in A_i} \pi(x) \leq \max_{x \in A_j} \pi(x)\) and \(\pi \in \mathcal{C}_{2,3}\) yields a type \(A\) \((1, 2, 3)\) contradiction. In case (6) if we have that \(\max_{x \in A_i} \pi(x) \leq \max_{x \in A_j} \pi(x)\), then \(\pi \in \mathcal{C}_{3,1}\) yields a type \(C\) \((1, 3, 2)\) contradiction. Else, \(\pi \in \mathcal{C}_{1,2}\) yields a type \(A\) \((3, 1, 2)\) contradiction.

**Type \(B\) contradiction.** In case (2), we have that without loss of generality that \(\max_{x \in B_2 \setminus A_i} \pi(x) \leq \max_{x \in B_1 \setminus A_j} \pi(x)\) and \(\pi \in \mathcal{C}_{1,3}\) yields a type \(B\) \((1, 2, 3)\) contradiction.

**Type \(C\) contradictions.** In case (4), if we have that \(\max_{x \in A_i} \pi(x) \leq \max_{x \in A_j} \pi(x)\), then \(\pi \in \mathcal{C}_{2,3}\) yields a type \(A\) \((1, 2, 3)\) contradiction. Else, \(\pi \in \mathcal{C}_{1,2}\) yields a type \(C\) \((2, 1, 3)\) contradiction. In case (5), we have that without loss of generality that \(\max_{x \in A_i} \pi(x) \leq \max_{x \in A_j} \pi(x)\) and since \(\pi \in \mathcal{C}_{2,3}\) yields we have a type \(C\) \((1, 2, 3)\) contradiction. This completes the proof of Lemma \([9]\) \(\square\)

We now present the same lemma in the case where \(k \geq 4\). The idea is roughly the same as in the above proof, but we are able to give a more robust proof.

**Lemma 10.** If \(i, j \in I(k-1, m)\) are so that \(i \neq j\), then \(\mathcal{C}_i \cap \mathcal{C}_j = \emptyset\).

**Proof.** Since \(i \neq j\), there exists least \(m \in [k-1]\) so that \(i_m \neq j_m\). Seeking a contradiction, suppose there exists a \(\pi \in \mathcal{C}_i \cap \mathcal{C}_j\). Without loss of generality, we have that
\[
\max_{x \in B_{i,m}} \pi(x) \leq \max_{x \in B_{j,m}} \pi(x).
\]
Now, by definition of \(\pi \in \mathcal{C}_j\), we have that
\[
\max_{x \in B_{j,m}} \pi(x) < \min_{z \in B_{j,k}} \pi(z)
\]
and hence we have that
\[
\max_{x \in B_{i,m}} \pi(x) < \min_{z \in B_{j,k}} \pi(z).
\]
We now want to show that there exists a \( w \in X \) so that \( w \in A_{m,i_m} \cap A_{k,j_1} \) but \( w \notin A_{1,j_1} \cup \cdots \cup A_{k-1,j_{k-1}} \). Note that because \( i_l = j_l \) for all \( l \leq (m-1) \), this also implies that \( w \notin A_{1,i_1} \cup \cdots \cup A_{m-1,i_{m-1}} \). In order to find such a \( w \in X \), we need to consider two separate cases.

First, suppose that \( i_m \notin \{j_1, \ldots, j_{k-1}\} \). Now, consider a bijection \( \sigma : [k-1] \setminus \{m\} \to [k-1] \setminus \{1\} \) which has no fixed points. Then we note that by the definition of a Bollobás set \(-\)tuples, we have that the following \( k \)-wise intersection

\[
A_{m,i_m} \cap A_{k,j_1} \cap \bigcap_{l \in [k-1] \setminus \{m\}} A_{1,j_{\sigma(l)}} \neq \emptyset. \tag{11}
\]

Next, suppose that \( i_m = j_x \) for some \( x \). We now claim that \( x \neq 1 \). If \( m = 1 \), this is trivial. If \( m > 1 \), then we have that \( i_1 = j_1 \), so clearly we have \( i_m \neq j_x \) since we have \( i_m \neq i_1 \) by assumption. We consider the same bijection \( \sigma : [k-1] \setminus \{m\} \to [k-1] \setminus \{1\} \) which has no fixed points. Now, we have that there exists \( y \in [k-1] \setminus \{m\} \) so that \( j_{\sigma(y)} = j_x = i_m \). Then we need the indicies to be distinct, so we consider \( \gamma \) distinct from \( \{j_1, \ldots, j_{k-1}\} \), then we note that by the definition of a Bollobás set \(-\)tuples, we have the following \( k \)-wise intersection

\[
A_{m,i_m} \cap A_{k,j_1} \cap A_{y,\gamma} \cap \bigcap_{l \in [k-1] \setminus \{y,m\}} A_{l,j_{\sigma(l)}} \neq \emptyset. \tag{12}
\]

Now, since in both (11) and (12) we have that all of the subindices are distinct, the \( k \)-wise intersection is nonempty and hence there exists \( w \in X \) in the intersection and thus it remains to check that \( w \) is as desired. By construction, we have that \( w \in A_{m,i_m} \cap A_{k,j_1} \). Now to show that \( w \notin A_{1,j_1} \cup \cdots \cup A_{k-1,j_{k-1}} \), suppose there exists a \( t \) so that \( w \in A_{t,j_t} \), then we can replace the set \( A_{t,j_t} \) with \( A_{t,j_1} \) in the \( k \)-wise intersection in either (11) or (12) and then get that \( w \) is an element of this new \( k \)-wise intersection. However, in this new \( k \)-wise intersection, we have that two of the subindices agree and hence the \( k \)-wise intersection should be empty and hence we get a contradiction. Thus, we have that \( w \notin A_{1,j_1} \cup \cdots \cup A_{k-1,j_{k-1}} \). Putting everything together, we have that

\[
\pi(w) \leq \max_{x \in B_{k,m}} \pi(x) < \min_{z \in B_{j,k}} \pi(z) \leq \pi(w)
\]

so \( \pi(w) < \pi(w) \) which is a contradiction. Thus we have that \( \mathcal{C}_i \cap \mathcal{C}_j = \emptyset \).

\[\square\]

2.1 Proof of Theorem 4 for \( t = k \)

Using Lemma 10 and Lemma 8 we are now able to prove our main theorem in the case where \( t = k \).

Theorem 11. Let \( \mathcal{A}, I(k-1, m) \) be as above. Then, we have

\[
1 \geq \sum_{i \in I(k-1, m)} \left( \left| A_{1,i_1} \cup \cdots \cup A_{k-1,i_{k-1}} \cup A_{k,i_1} \right| \right)^{-1}
\]

\[
\left| B_{i,1} \cup \cdots \cup B_{i,k} \right|
\]

\[
= \left| B_{i,1} \right|, \ldots, \left| B_{i,k} \right|
\]
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Proof. There are \( n! \) total permutations, and Lemma \([10]\) yields that each of which appears in at most one of the sets \( \mathcal{E}_i \). Hence, using \( |\mathcal{E}_i| \) in Lemma \([8]\) we have that

\[
n! \geq \sum_{i \in I(k-1,m)} |\mathcal{E}_i| = \sum_{i \in I(k-1,m)} n! \cdot \left( |A_{1,i_1} \cup \cdots \cup A_{k-1,i_{k-1}} \cup A_{k,i_k}| \right)^{-1} \]

and then the result follows by dividing through by \( n! \). \( \square \)

### 2.2 Proof of Theorem \([4]\) for \( t < k \)

Recall \( A = (A_1, A_2, \ldots, A_k) \) is a Bollobás set \( k \)-tuple of size \( m \) and threshold \( t \) if \( A_{1,i_1} \cap A_{2,i_2} \cap \cdots \cap A_{k,i_k} \neq \emptyset \) iff \( \{|i_1, i_2, \ldots, i_k| \} \geq t \). We now fix a surjective map \( \phi : [k] \to [t] \) and define the following family of sets. Let \( 1 \leq j \leq t \), then we consider the set families

\[
D_j(\phi) := \left\{ D_{j,i}(\phi) := \bigcap_{l: \phi(l) = j} A_{1,i} \right\}.
\]

Moreover, for notational purposes we define the sets

\[
B_{t,j}(\phi) := D_{t,i_j}(\phi) \setminus \bigcup_{p=1}^{j-1} D_{p,i_p}(\phi)
\]

for \( j \in [t-1] \) and

\[
B_{t,t}(\phi) := D_{t,i_1}(\phi) \setminus \bigcup_{p=1}^{t-1} D_{p,i_p}(\phi).
\]

**Proposition 2.1.**

\[
\sum_{i \in I(t,m)} \left( \left| D_{1,i_1}(\phi) \cup D_{2,i_2}(\phi) \cup \cdots \cup D_{t-1,i_{t-1}}(\phi) \cup D_{t,i_t}(\phi) \right| \right)^{-1} \leq 1.
\]

**Proof.** We claim \( D(\phi) = (D(\phi, 1), \ldots, D(\phi, t)) \) is a Bollobás set \( t \)-tuple of size \( m \) and threshold \( t \). It suffices to show that \( D_{1,j_1}(\phi) \cap \cdots \cap D_{t,j_t}(\phi) \neq \emptyset \) iff \( \{|j_1, j_2, \ldots, j_t| \} = t \). In the backwards direction, we have that if \( \{|j_1, j_2, \ldots, j_t| \} = t \), then by considering the corresponding \( k \)-wise intersection \( A_{1,i_1} \cap A_{2,i_2} \cap \cdots \cap A_{k,i_k} \), we have that \( \{|i_1, i_2, \ldots, i_k| \} = t \) and hence by definition we have that \( A_{1,i_1} \cap A_{2,i_2} \cap \cdots \cap A_{k,i_k} \). Thus, we have that \( D_{1,j_1}(\phi) \cap D_{2,j_2}(\phi) \cap \cdots \cap D_{t,j_t}(\phi) \neq \emptyset \).

In the forward direction, seeking a contradiction, suppose that \( D_{1,j_1}(\phi) \cap D_{2,j_2}(\phi) \cap \cdots \cap D_{t,j_t}(\phi) \neq \emptyset \) and \( \{|j_1, j_2, \ldots, j_t| \} < t \), then by considering the corresponding \( k \)-wise intersection \( A_{1,i_1} \cap A_{2,i_2} \cap \cdots \cap A_{k,i_k} \) where \( \{|i_1, i_2, \ldots, i_k| \} < t \). Hence, we have that \( A_{1,i_1} \cap A_{2,i_2} \cap \cdots \cap A_{k,i_k} = \emptyset \) which is a contradiction since \( D_{1,j_1}(\phi) \cap D_{2,j_2}(\phi) \cap \cdots \cap D_{t,j_t}(\phi) \neq \emptyset \). Thus, we have that \( D(\phi) = (D(\phi, 1), \ldots, D(\phi, t)) \) is a Bollobás set \( t \)-tuple of size \( m \) and the inequality follows from Theorem \([4]\) in the case where we have that \( t = k \). \( \square \)
2.3 Sharpness of Theorem 4 for $t = 2$

Fix $k \in \mathbb{N}$ and consider $n \geq 4k$ and the following families of sets indexed by $[n]$. The definition of these sets involves addition, which based on the ground set $[n]$, takes place modulo $n$. Let $A_{1,i} = \{i\}^c$, $A_{j,i} = \{i - (j - 1), i + (j - 1)\}^c$ for $j \in [2, k - 1]$ and finally let $A_{k,i} = \{i - k + 2, i - k + 3, \ldots, i + k - 2\}$. Now, we let $A_j = \{A_{j,i}\}_{i \in [n]}$ for all $j \in [k]$ and we will show that $A = (A_1, \ldots, A_k)$ is a Bollobás set $k$-tuple of threshold $t = 2$. For $i = (i_1, \ldots, i_{k-1})$, set

$$I(i) := (A_{1,i_1} \cap \cdots \cap A_{k-1,i_{k-1}})^c = \{i_{k-1}-(k-2), i_{k-2}-(k-3), \ldots, i_2-1, i_2+1, \ldots, i_{k-2}+k-3, i_{k-1}+k-2\}^c$$

We will now show the following lemma which will help prove that $A = (A_1, \ldots, A_k)$ is a Bollobás set $k$-tuple of threshold $t = 2$.

**Lemma 12.** Let $i = (i_1, \ldots, i_{k-1})$ then if $I(i)^c = A_{k,i_k}$ we have that $i_1 = \cdots = i_k$

**Proof.** We proceed by induction on $k$ where we have that $n \geq 4k$. In the case where $k = 2$, we have that $\{i_1\} = \{i_2\}$, so we clearly have that $i_1 = i_2$. In the case where $k > 2$, then if we have set equality, we necessarily have that $i_{k-1} - k+2 = i_k + x$ for some $x$ such that $-(k-2) \leq x \leq (k-2)$.

Now, we note that $i_{k-1} + (k-2) = i_{k-1} - (k-2) + (2k-4) = i_k + x + (2k-4)$.

Next, again due to set equality, we necessarily have some $y$ such that $-(k-2) \leq y \leq (k-2)$ with $i_{k-1} + (k-2) = i_k + y$, but we also have that from above that $i_{k-1} + (k-2) = i_k + x + (2k-4)$. Since $n \geq 4k$, we necessarily have that since $x + 2k - 4 = y$ where the equality is an equality of integers. The condition that $n \geq 4k$ ensures that we cannot differ by a nonzero multiple of $n$, and hence we must have that $x = -(k-2)$ and $y = k - 2$. Thus, we must again have integer equality $i_{k-1} + (k-2) = i_k + (k-2)$ and hence $i_k = i_{k-1}$. Removing these elements from each set, we are left with the set equality $I((i_1, \ldots, i_{k-2}))^c = A_{k-1,i_k} = A_{k-1,i_{k-1}}$ and thus by our induction hypothesis, we have that $i_1 = i_2 = \cdots = i_{k-1}$ and hence we're done since $i_k = i_{k-1}$. □

**Proposition 2.2.** The collection of $k$ set families $A = (A_1, \ldots, A_k)$ is a Bollobás set $k$-tuple of threshold $t = 2$.

**Proof.** We will show that $A_{1,i_1} \cap A_{2,i_2} \cap \cdots \cap A_{k,i_k} \neq \emptyset$ if and only if $|\{i_1, \ldots, i_k\}| \geq 2$ which is equivalent to $A_{1,i_1} \cap A_{2,i_2} \cap \cdots \cap A_{k,i_k} = \emptyset$ if and only if $i_1 = \cdots = i_k$. The backwards direction follows immediately since by construction, we have for all $i \in [n]$ $A_{1,i} \cap A_{2,i} \cap \cdots \cap A_{k-1,i} = A_{k,i}^c$. In the forward direction, we observe that $I(i) = A_{1,i_1} \cap A_{2,i_2} \cap \cdots \cap A_{k-1,i_{k-1}}$ and hence we have that

$$\emptyset = A_{1,i_1} \cap A_{2,i_2} \cap \cdots \cap A_{k-1,i_{k-1}} \cap A_{k,i_k} = I(i) \cap A_{k,i_k}.$$

Examining the cardinality of the two sets, we necessarily have that $I(i)^c = A_{k,i_k}$ and thus using Lemma 12 we get that this implies $i_1 = \cdots = i_k$. □

We now note that $A = (A_1, \ldots, A_k)$ is so that $|A_{1,i}| = n - 1$ and $|A_{2,i} \cap \cdots \cap A_{k,i}| = 1$. Hence,
using the inequality from Theorem 2, we have that
\[ 1 \geq \sum_{i=1}^{n} \left( \frac{|A_{1,i}| + |A_{2,i} \cap \cdots \cap A_{k,i}|}{|A_{1,i}|} \right)^{-1} = \sum_{i=1}^{n} \frac{1}{n} = 1 \]
and thus we have found a family which achieves equality in (2) and (4) for \( t = 2 \). It is an open problem to determine whether Theorem 4 is sharp for each pair \((t, k)\) with \( 2 < t \leq k \).

## 3  Biclique Coverings

In this section, we will consider the related problem of covering a hypergraph with bicliques. In particular, we will look at the corresponding hypergraphs to Bollobás set \( k \)-tuples of threshold \( t = 2 \) and \( t = k \) respectively and prove Theorem 6 and Theorem 7. The upper bounds will come from probabilistic constructions of Bollobás set \( k \)-tuples and hence a lower bound on \( \beta_{k,2}(n) \) and \( \beta_{k,k}(n) \) respectively. The lower bound of Theorem 6 will come from Theorem 2 whereas the lower bound of Theorem 7 is shown by a double counting argument.

### 3.1 Proof of Theorem 6

Let \( H_{n,k} \) denote the complement of a matching \( M = \{x_{1j}x_{2j} \ldots x_{kj} : j = 1, 2, \ldots, n\} \) in a complete \( k \)-partite \( k \)-uniform hypergraph with parts \( X_i = \{x_{i1}, x_{i2}, \ldots, x_{in}\} \) for \( 1 \leq i \leq k \). Let \( S = \{S_1, S_2, \ldots, S_m\} \) be a minimum covering of \( H_{n,k} \) with complete \( k \)-partite \( k \)-graphs, so \( m = \nu_{k,2}(n) = bc(H_{n,k}) \). Define \( A_{i,j} = \{S_r : x_{ij} \in V(S_r)\} \), for \( 1 \leq i \leq k \) and \( 1 \leq j \leq n \), and set \( A_i = \{A_{i,j} : 1 \leq j \leq n\} \) for \( 1 \leq i \leq k \). Then \((A_1, A_2, \ldots, A_k)\) is a Bollobás set \( k \)-tuple with threshold \( t = 2 \), and \( |A_i| = n \) for \( 1 \leq i \leq k \). For convenience, for each \( i \in [k] \) let
\[ \alpha_{i,j} = |A_{i,j}| \quad \text{and} \quad \beta_{i,j} = \left| \bigcap_{h \neq i} A_{h,j} \right| + \alpha_{i,j}. \]

By Theorem 4,
\[ \sum_{i=1}^{k} \sum_{j=1}^{n} \left( \frac{\beta_{i,j}}{\alpha_{i,j}} \right)^{-1} \leq k. \tag{13} \]

We use this inequality to give a lower bound on \( \nu_{k,2}(n) = m \). First we observe
\[ \sum_{j=1}^{n} \sum_{i=1}^{k} \alpha_{i,j} = \sum_{r=1}^{m} |V(S_r)|. \tag{14} \]

Let \( \partial M \) denote the set of \((k - 1)\)-tuples of vertices contained in edges of \( M \). Then
\[ \sum_{r=1}^{m} \left| \begin{pmatrix} S_r \choose k-1 \end{pmatrix} \cap \partial M \right| = \sum_{j=1}^{n} \sum_{i=1}^{k} (\beta_{i,j} - \alpha_{i,j}). \tag{15} \]
Putting the above identities together,

\[
\sum_{r=1}^{m} |V(S_r)| + \sum_{r=1}^{m} \left( \frac{S_r}{k-1} \right) \cap \partial M = \sum_{j=1}^{n} \sum_{i=1}^{k} \beta_{i,j}. \quad (16)
\]

Note each \( S_r \) contains at most \( |V(S_r)|/(k-1) \) elements of \( \partial M \), and therefore

\[
\sum_{r=1}^{m} \left( \frac{S_r}{k-1} \right) \cap \partial M \leq \frac{1}{k-1} \sum_{r=1}^{m} |V(S_r)|. \quad (17)
\]

It follows that

\[
\sum_{i=1}^{k} \sum_{j=1}^{n} \beta_{i,j} \leq \frac{k}{k-1} \sum_{r=1}^{m} |V(S_r)|. \quad (18)
\]

Let \( \gamma = \sum_{r=1}^{m} |V(S_r)|/kn \) and observe \( |V(S_r)| \leq (k-1)n \) for all \( r \in [m] \), so \( \gamma \leq (k-1)m/k \). Together with (14) and (18), the left hand side of (13) is minimized when \( \beta_{i,j} = k\gamma/(k-1) \) and \( \alpha_{i,j} = \gamma \), in which case we get

\[
\frac{kn}{\left\lceil m/k \right\rceil} \leq \frac{kn}{(r\gamma/(k-1))} \leq k.
\]

In particular,

\[
\nu_{k,2}(n) \geq \min\{m : \left\lceil \frac{m}{m/k} \right\rceil \geq n\}.
\]

Let \( m = \min\{m : \left\lceil \frac{m}{m/k} \right\rceil \geq n\} \), then by applying a standard upper-bound on binomial coefficients and taking log on both sides, one gets the lower bound in Theorem 6

\[
\nu_{k,2}(n) = m \geq \frac{k \log(n)}{\log(k\epsilon)}.
\]

Using (3), one then gets the lower bound in (5). The upper bound will come from a probabilistic construction for a Bollobás set \( k \)-tuple with threshold \( t = 2 \) that is as follows: let \( kr = (k-1)n \) and let \( H(n,k) \) denote the \( r \)-uniform hypergraph with \( k \) edges \( e_1, e_2, \ldots, e_k \) and \( n \) vertices such that no point is in common to all edges \( H(n,k) \). We note \( H(n,k) \) may be obtained by replacing each vertex of a \( (k-1) \)-uniform clique of size \( k \) with sets of size \( n/k \). Now let \( f_1, f_2, \ldots, f_x \) be random bijections from \( X = \bigcup_{i=1}^{k} e_i \) to \( [n] \), and for \( i \in [k] \) and \( j \in [x] \) let \( A_{i,j} = f_j(e_i) \). Define the families \( A_i = \{ A_{i,j} : 1 \leq j \leq x \} \) for \( i \in [k] \). Now \( A_{1,j_1} \cap A_{2,j_2} \cap \cdots \cap A_{k,j_k} = \emptyset \) if \( j_1 = j_2 = \cdots = j_k \) by definition of \( H(n,k) \). Otherwise, for \( s \in \{0, 1, 2, \ldots, k\}^k \), let \( \sigma(s) = \{i \in [k] : s_i > 0\} \). Then the expected number of vectors \( (j_1, j_2, \ldots, j_k) \in [x]^k \) such that \( A_{1,j_1} \cap A_{2,j_2} \cap \cdots \cap A_{k,j_k} = \emptyset \) is

\[
\sum_{s} \left( \frac{x}{|\sigma(s)|} \right) \left( 1 - \prod_{i \in \sigma(s)} \frac{k - s_i}{k} \right)^n.
\]

The sum is over all sequences \( s \in \{0, 1, 2, \ldots, k\}^k \) whose sum is \( k \). Therefore there exists a Bollobás set \( k \)-tuple with threshold \( t = 2 \) and ground set of size \( n \) with \( m \) sets in each family provided

\[
m \leq \max_{x \in \mathbb{Z}^+} \left\{ x - \sum_{s} \left( \frac{x}{|\sigma(s)|} \right) \left( 1 - \prod_{i \in \sigma(s)} \frac{k - s_i}{k} \right)^n \right\}.
\]
As $n \to \infty$, the largest term is when $s = (1,1,\ldots,1)$, and we can take $m = m(n)$ so that
\[
\lim_{n \to \infty} \frac{\log m(n)}{n} = -\frac{\log(1 - (1 - 1/k)^k)}{k - 1}.
\]
We deduce as $k \to \infty$,
\[
\sup_n \frac{\log \beta_{k,2}(n)}{n} \geq 1 - \frac{\log(e - 1)}{k - 1},
\]
Using (8), one then obtains the upper-bound in Theorem 6. □

The lower bound in Theorem 6 will also yield lower bounds on $cc(K_n^k \setminus M)$ and $bc(K_n^k \setminus M)$. We observe that $cc(K_n^k \setminus M) \geq bc(H_{\pi,k}^k)$. The matching $M$ induces a natural cut of the vertices into $k$ parts and taking a minimal clique covering of $K_n^k \setminus M$, we take the vertex set of each clique and consider the induced bicliques and note that this then forms a biclique covering of $H_{\pi,k}^k.$

Next, observe that $bc(K_n^k \setminus M) \geq bc(H_{\pi,n,k}^n)$ since given any biclique covering $\mathcal{B} = \{B\}$, we have that $\{B \cap H_{\pi,k}^k\}$ is a biclique covering of $H_{\pi,k}^k.$ Hence, as a Corollary to Theorem 6 we have the following analog to Theorem 5.

**Corollary 13.** Let $K_n^k \setminus M$ be the compliment of a matching in the complete $k$-uniform hypergraph. Then, we have that
\[
bc(K_n^k \setminus M) \geq \frac{k \log(\frac{n}{k})}{\log(ke)} \quad \text{and} \quad cc(K_n^k \setminus M) \geq \frac{k \log(\frac{n}{k})}{\log(ke)}
\]

### 3.2 Proof of Theorem 7

In this section, we apply a double counting argument and use a lower-bound on $\beta_{k,k}(n)$ to prove Theorem 7. Consider the complete $k$-partite $k$-uniform hypergraph with parts $X_i = \{x_{i1}, x_{i2}, \ldots, x_{im}\}$ for $1 \leq i \leq k$. Then, we let $\bar{M} := \{x_{i1} \ldots x_{ik} : |\{i_1, \ldots, i_k\}| < k\}$ and consider the hypergraph $\bar{H}_{n,k}$ which is the compliment of $M$ in the complete $k$-partite $k$-uniform hypergraph. Then, we have that there is a 1-1 correspondence between a covering of $\bar{H}_{n,k}$ with $m$ complete $k$-partite $k$-graphs and a Bollobás set $k$-tuple with threshold $t = k$ consisting of subsets of $[m]$. We can get a lower bound on $\nu_{k,k}(n) = bc(\bar{H}_{n,k})$ by a double counting argument. Let $S = \{S_1, S_2, \ldots, S_m\}$ be a minimal covering of $\bar{H}_{n,k}$ with complete $k$-partite $k$-graphs, so $m = \nu_{k,k}(n) = bc(\bar{H}_{n,k})$. Given an $k$-partite, $k$-graph $S$, we let $\delta_{k-2}^S(S) = \{R \subset V(S)^{k-2} : R \text{ contains at most one vertex from each part of } S\}$. Then, we consider the sum
\[
\sum_{i=1}^{m} \sum_{R \in \delta_{k-2}^S(S_i)} \left| \bigcup_{R \subset e \in S_i} e \setminus R \right|.
\]
First, by fixing a biclique in our cover and then picking $k - 2$ parts and a vertex from each of these parts in a manner so that we have distinct sets in each part. We then pick a vertex from one of the remaining parts, and see that
\[
\sum_{i=1}^{m} \sum_{R \in \delta_{k-2}^S(S_i)} \left| \bigcup_{R \subset e \in S_i} e \setminus R \right| \leq m \cdot \binom{k}{2} \cdot \left(\frac{n}{k}\right)^{k-2} \cdot 2n
\]
where the term \((\frac{n}{k})^{k-2}\) comes from optimizing the sizes of disjoint sets in each part. This follows by iterative noting that \((a-1)(b+1) < ab\) for \(a, b \in \mathbb{N}\) so that \(a < b + 1\).

Let \(\mathcal{R} := \{R : R \in \delta_{k-2}^{S_i}(S_i)\text{ for some } i\}\). Next, we note that double counting yields

\[
\sum_{i=1}^{m} \sum_{R \in \delta_{k-2}^{S_i}(S_i)} \left| \bigcup_{R \subseteq e \in S_i} e \setminus R \right| = \sum_{R \in \mathcal{R}} \sum_{S_i \supset R} \left| \bigcup_{R \subseteq e \in S_i} e \setminus R \right|
\]

and observe that \(|\mathcal{R}| = \left(\frac{k}{2}\right)(n) \cdot (n-1) \cdots (n-k+3) = \left(\frac{k}{2}\right)(n-2)\). Next, note that for a fixed \(R \in \mathcal{R}\), we have that \(\bigcup_{S_i \supset R} \) covers the bipartite link graph formed by the two parts not in \(R\) which abusing notation we denote as \(K_{n,n} \setminus M\). Now, using Bollobás set pairs inequality, we have that

\[
\sum_{S_i \supset R} |V(S_i)| = (n-k) \log (n-k).
\]

Putting everything together, we have that

\[
m \cdot \left(\frac{k}{2}\right) \cdot \left(\frac{n}{k}\right)^{k-2} \cdot 2n \geq \left(\frac{k}{2}\right)(n-2)(n-k) \log(n-k).
\]

Now, in the case where \(n \geq k^3\), we have that

\[
\nu_{k,k}(n) \geq \frac{(n-2)(n-k) \log(n-k)}{(\frac{n}{k})^{k-2} \cdot 2n} \geq (k-1)^{k-2} \cdot \frac{1}{2} \left(1 - \frac{1}{k}\right) \log\left(\frac{n}{k}\right)
\]

Noting that \(\log\left(\frac{n}{k}\right) \geq \frac{2}{3} \log(n)\) yields the the lower bound in Theorem [7].

The upper bound can be shown by considering the following probabilistic construction which yields a lower bound on \(\beta_{k,k}(n)\). Let \(i = 1, 2, \ldots, N\) and consider a random and uniform coloring \(i : [n] \to [k]\) and then let \(A_{i,i} = \{j \in [n] : i(j) = i\}\). Observe that if \(\{|i_1, i_2, \ldots, i_k|\} \leq k-1\), then we necessarily have that \(A_{i_1,i_1} \cap A_{i_2,i_2} \cap \cdots \cap A_{i_k,i_k} = \emptyset\), so it suffices to find a family so that whenever we take a \(k\)-tuple of distinct indices, we have that \(A_{i_1,i_1} \cap \cdots \cap A_{i_k,i_k} \neq \emptyset\). Let \(X = \sum_{i_1,\ldots,i_k} 1_{\{A_{i_1,i_1} \cap A_{i_2,i_2} \cap \cdots \cap A_{i_k,i_k} = \emptyset\}}\) be the number of disjoint \(k\)-tuples \((i_1, i_2, \ldots, i_k) \in \binom{[n]}{k}\).

For all \(x \in [n]\) we have that \(\mathbb{P}(x \notin A_{i_1,i_1} \cap A_{i_2,i_2} \cap \cdots \cap A_{i_k,i_k} = \emptyset) = (1 - \frac{1}{k^n})\), and thus we have that \(\mathbb{P}(A(1,i) \cap \cdots \cap A_{i,k,i} = \emptyset) = (1 - \frac{1}{k^n})^n\). Hence, seeking to use the method of alterations we have

\[
\mathbb{E}[X] = \sum_{i_1,\ldots,i_k} \mathbb{E}[1_{\{A_{i_1,i_1} \cap A_{i_2,i_2} \cap \cdots \cap A_{i_k,i_k} = \emptyset\}}] = \left(\frac{N}{k}\right) \left(1 - \frac{1}{k^n}\right)^n < \frac{N}{2}
\]

if we take \(N < \left(\frac{k^n}{k^{n-1}}\right)^{\frac{n}{k-1}}\). Hence, we have that \(\beta_{k,k}(n) \geq \left(\frac{k^n}{k^{n-1}}\right)^{\frac{n}{k-1}}\). Now, using [10], and the fact that \(1 + x \geq e^\frac{x}{2}\) for \(x \in [0, 1]\) we recover the upper bound in Theorem [7].
3.3 Explicit construction

We next address the upper bound on \( \nu_{3,2}(n) \) and associated lower bound \( \beta_{3,2}(n) \) via a construction. For all \( j \in [n] \), let \( I_j := \{3j - 2, 3j - 1, 3j\} \) and consider \( X = [3n] = \{I_1 \cup \cdots \cup I_n\} \). Now, for each \( f : [n] \to [3] \) we define \( A_{1,f}, A_{2,f}, A_{3,f} \) in the following manner. If \( f(j) = i \), then we have that \( I_j \setminus \{i + 3j - 3\} \subset A_{1,f}, I_j \setminus \{i + 3j - 2\} \subset A_{2,f}, I_j \setminus \{i + 3j - 1\} \subset A_{3,f} \) where we work modulo 3 within each \( I_j \). The function \( f \) evaluated at \( j \) tells us which one of the three elements in \( I_j \) we do not include in \( A_{1,f}, A_{2,f}, \) and \( A_{3,f} \). As a result, each of the sets \( A(j, f) \) will have size \( 2n \).

Now, for each \( f : [n] \to [3] \), we have that \( A_{1,f} \cap A_{2,f} \cap A_{3,f} = \emptyset \) by construction. Moreover, we have that \( [A_{1,f} \cap A_{2,f}] \cap A_{3,g} = \{f(1) + 2, f(2) + 5, \ldots, f(n) + 3n - 1\} \cap A_{3,g} = \emptyset \) if and only if each \( I_j \) has trivial intersection with \( A_{1,f} \cap A_{2,f} \cap A_{3,g} \). However, since \( A_{3,g} = \{g(1)+2, g(2)+5, \ldots, g(n)+3n-1\} \), this can only happen if \( f(j) = g(j) \) for all \( j \). Thus for \( f \neq g \), we have that \( A_{1,f} \cap A_{2,f} \cap A_{3,g} = \emptyset \) and we can similarly argue that \( A_{1,f} \cap A_{2,g} \cap A_{3,f} = \emptyset \) and \( A_{1,g} \cap A_{2,f} \cap A_{3,f} = \emptyset \).

However, if we consider all \( f : [n] \to [3] \), then we do not have that \( A_{1,f} \cap A_{2,g} \cap A_{3,h} \neq \emptyset \) for \( f, g, h \) distinct. To see this, let \( f \equiv 3, g \equiv 1 \) and \( h \equiv 2 \). In order to satisfy this condition, we need to consider the subset of functions \( I := \{f : [n] \to [2]\} \). Now, given distinct \( f, g, h \in \{f : [n] \to [2]\} \) we need to find a \( j \in [n] \) so that \( I_j \cap A_{1,f} \cap A_{2,g} \cap A_{3,h} \neq \emptyset \). We have that \( I_j \cap A_{1,f} \cap A_{2,g} \cap A_{3,h} = \emptyset \) iff \( \{f(j) + 3j - 3, g(j) + 3j - 2, h(j) + 3j - 1\} = I_j \). After some casework, we see that this happens only when \( f(j) = g(j) = h(j) = 1 \) or when \( f(j) = g(j) = h(j) = 2 \). Now, since \( f \neq g \), there exists a \( j \in [n] \) so that \( f(j) \neq g(j) \) and hence we are not in either of the above cases. Thus we have for this \( j \) that \( I_j \cap A_{1,f} \cap A_{2,g} \cap A_{3,h} \neq \emptyset \) and hence \( A_{1,f} \cap A_{2,g} \cap A_{3,h} \neq \emptyset \).

We thus have that letting \( j \in [3] \) and setting \( A_j = \{A_{j,f}\}_{f \in I} \) that \( A = (A_1, A_2, A_3) \) is a Bollobás set triple with size \( 2^n \) and threshold \( t = 2 \). It follows that \( \nu_{3,2}(n) \leq \min\{3m : 2^m \geq n\} \). This result is better than Theorem 6 in the case where \( k = 3 \).

4 Concluding remarks

- Our main theorem, Theorem 4 is tight for \( t = 2 \) and \( k \geq 2 \), as shown in Section 2.3. It would be interesting to generalize this example to \( 2 < t \leq k \) to determine whether Theorem 4 is tight in general. The first open case is \( t = k = 3 \). In addition, it would be interesting to determine a sharp analog of the case of a Bollobás set pair \((A, B)\) where every set in \( A \) has size \( a \) and every set in \( B \) has size \( b \), and therefore \( |A| \leq \binom{a+b}{b} \). For instance, we might insist in a Bollobás set triple \((A, B, C)\) with threshold \( t \) that every set in \( A \) has size \( a \), every set in \( B \) has size \( b \) and every set in \( C \) has size \( c \). There also are potentially interesting generalizations to vector spaces as in Lovász [17, 18].

- We determined that
  \[
  \frac{1 - \log(e - 1)}{k - 1} \leq \lim_{n \to \infty} \frac{\log \beta_{k,2}(n)}{n} \leq \frac{\log(k e)}{k}
  \]
  as \( k \to \infty \), but we do not have any such bounds of \( \beta_{k,t}(n) \) for any \( k \geq t \geq 3 \), and in particular when \( 2 < t < k \). In the case where \( k = 3 \), the construction in Section 3.3 Theorem 6 and again using the correspondence in Equation 8 yields that
  \[
  \frac{1}{3} \leq \frac{\log(\beta_{3,2}(n))}{n} \leq \frac{\log(k e)}{k}
  \]
where the upper-bound is roughly .86. In the construction of the lower-bound in Section 3.3 we considered $n$ copies of the hypergraph \{$(2,3),(1,3),(1,2)$\} and then used functions $f : [n] \to [3]$ to index Bollobás set triples. The sets were then constructed based on the family and values of the index function. The lower bound may be improved by finding a more suitable hypergraph and a deterministic process of selecting edges from this hypergraph based on the family and suitable hypergraph. We leave determining the limit of $\frac{\log(\beta_{3,2}(n))}{n}$ as $n \to \infty$ as an open problem.

- The connection to covering the complement of hypergraph matchings with complete $k$-partite $k$-graphs was explored using Bollobás set $k$-tuples with threshold $t = 2$, in the form of Theorem 6. Using Theorem 4, this can be generalized to other covering problems. For instance, if $H$ is the $k$-partite $k$-graph with parts $X_i = \{x_{ij} : 1 \leq j \leq n\}$ where $1 \leq i \leq k$ and

$$H = \{x_{1j_1}x_{2j_2}\ldots x_{kj_k} : \{|\{j_1, j_2, \ldots, j_k\}| \geq t\}\}$$

then from any covering of $H$ with complete $k$-partite $k$-graphs we can produce a Bollobás $k$-tuple with threshold $t$, and vice versa. In the case $t = k$, we showed that for $k \geq 2$ and $n \geq k^3$ that

$$\frac{1}{3k}(k-1)^{k-1} \leq \frac{bc(H_{n,k})}{\log(n)} \leq \frac{2}{\log(e)} k^{k+1}.$$ 

and via (10), corresponding bounds on $\beta_{k,k}(n)$. We leave the resolution of this large gap between upper and lower bounds as an open problem.

References

[1] N. Alon, G. Kalai, A simple proof of the upper bound theorem. European J. Combin. 6 (1985), no. 3, 211–214.

[2] B. Bollobás, Combinatorics. Set systems, hypergraphs, families of vectors and combinatorial probability. Cambridge University Press, Cambridge, 1986.

[3] B. Bollobás, On generalized graph, Acta Math. Acad. Sci. Hungar. 16 (1965) 447-452.

[4] P. Erdős, A. W. Goodman, L. Pósa, The representation of a graph by set intersections. Canad. J. Math. 18 (1966), 106–112.

[5] P. Erdős, A. Hajnal, W. Moon, A problem in graph theory, Amer. Math. Monthly 71 (1964), 1107–1110.

[6] P. Frankl, An extremal problem for two families of sets, European J. Combin. 3 (1982) 125–127.

[7] P. Frankl, A. Kupavskii, Counting intersecting and pairs of cross-intersecting families. Combin. Probab. Comput. 27 (2018), no. 1, 60–68.

[8] M. L. Fredman, J. Komlós, On the size of separating systems and families of perfect hash functions, SIAM Journal on Algebraic Discrete Methods, vol. 5, no. 1 (1984), pp. 61–68.

[9] Z. Füredi, Geometrical solution of a problem for two hypergraphs, European J. Combin. 5 (1984) 133–136.
[10] V. Guruswami, A. Riazanov, Beating Fredman-Komlós for perfect k-hashing, https://arxiv.org/abs/1805.04151.

[11] G. Hansel, Nombre minimal de contacts de fermature nécessaires pour réaliser une fonction booléenne symétrique de n variables, C. R. Acad. Sci. Paris, pp. 6037–6040, 1964.

[12] F. Jaeger, C. Payan, Nombre maximal d'arêtes d'un hypergraphe critique de rang h, C. R. Acad. Sci. Paris 273 (1971), 221–223.

[13] D. Kang, J. Kim, Y. Kim, On the Erdős-Ko-Rado theorem and the Bollobás theorem for t-intersecting families. European J. Combin. 47 (2015), 68–74.

[14] G. O. H. Katona, Solution of a problem of Ehrenfeucht and Mycielski, J. Combin. Theory, Ser. A 17 (1974), 265–266.

[15] J. Körner, K. Marton, New bounds for perfect hashing via information theory, Europ. J. Combinatorics 9 (1988), 523–530.

[16] L. Lovász, Combinatorial Problems and Exercises, North-Holland, Amsterdam, New York, Oxford, 1979.

[17] L. Lovasz, Flats in matroids and geometric graphs, in Combinatorial Surveys (P. J. Cameron, ed.), Academic Press, New York, 1977, pp. 45-86.

[18] L. Lovász, Topological and algebraic methods in graph theory, in Graph Theory and Related Topics (J. A. Bondy and U. S. R. Murty, eds.) Academic Press, New York, 1979, pp. 1–15. (Proc. of Tutte Conference, Waterloo, 1977).

[19] G. Moshkovitz, A. Shapira, Exact bounds for some hypergraph saturation problems. J. Combin. Theory Ser. B 111 (2015), 242–248.

[20] J. Orlin. Contentment in graph theory: Covering graphs with cliques. Indagationes Mathematicae (Proceedings), 80 (5) 406–424, 1977.

[21] J. Talbot. A new Bollobás-type inequality and applications to t-intersecting families of sets, Discrete Mathematics 285 (1985), 203–211.

[22] T.G Tarjan, Complexity of lattice-configurations. Studia Sci. Math. Hungar. 10 (1975), no. 12, 203–211.

[23] Zs. Tuza, Critical hypergraphs and intersecting set-pair systems, J. Combin. Theory Ser. B 39 (1985), 134–145.

[24] Zs. Tuza, Applications of the set-pair method in extremal hypergraph theory, in: P. Frankl, et al. (Eds.), Extremal Problems for Finite Sets, Bolyai Society Mathematical Studies, Vol. 3, János Bolyai Mathematical Society, Budapest, 1994, pp. 479–514.

[25] Zs. Tuza, Applications of the set-pair method in extremal problems, II, in: D. Miklos, et al. (Eds.), Combinatorics, Paul Erdős is Eighty, Bolyai Society Mathematical Studies, Vol. 2, János Bolyai Mathematical Society, Budapest, 1996, pp. 459–490.