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Abstract
We present algorithms for solving spatially nonlocal diffusion models on the unit sphere with spectral accuracy in space. Our algorithms are based on the diagonalizability of nonlocal diffusion operators in the basis of spherical harmonics, the computation of their eigenvalues to high relative accuracy using quadrature and asymptotic formulas, and a fast spherical harmonic transform. These techniques also lead to an efficient implementation of high-order exponential integrators for time-dependent models. We apply our method to the nonlocal Poisson, Allen–Cahn and Brusselator equations.
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1. Introduction
Nonlocal models have been extensively studied in many fields such as materials science, thermodynamics, fluid dynamics, fracture mechanics, biology and image analysis [1, 2, 3, 4, 5, 6]. Many of these models can be conveniently formulated using nonlocal integral operators generalizing the standard differential operators of vector calculus [7, 8]. In this paper, we propose a fast spectral method for computing solutions of nonlocal models of the form

\[ u_t = \epsilon^2 L_{\delta} u + N(u), \quad u(t = 0, x) = u_0(x), \quad \epsilon > 0, \]  

(1)

where \( u(t, x) \) is a function of time \( t \geq 0 \) and position \( x \) on the unit sphere \( S^2 \subset \mathbb{R}^3 \), \( N \) is a nonlinear operator with constant coefficients (e.g., \( N(u) = u - u^3 \)), and \( L_{\delta} \) is a nonlocal Laplace–Beltrami operator,

\[ L_{\delta} u(x) = \int_{S^2} \rho_\delta(|x - y|) [u(y) - u(x)] \, d\Omega(y). \]  

(2)

In the definition (2) above, \(|x - y|\) is the Euclidean distance between \( x \) and \( y \) in \( \mathbb{R}^3 \), \( d\Omega(y) \) denotes the standard measure on \( S^2 \) and \( \rho_\delta \) is a suitably defined nonlocal kernel with horizon \( 0 < \delta \leq 2 \), which determines the range of interactions. \( L_{\delta} \) is also called a nonlocal diffusion operator on the sphere. The function \( u \) can be real or complex and the equation (1) can be a single equation as well as a system of equations.

There has been substantial work on the numerical approximation of the equation (1) in Euclidean domains [9, 10], including a spectral method for nonlocal diffusion operators defined over a periodic cell in \( \mathbb{R}^d \) (\( d \leq 3 \)) [3, 11]. However, no study has been attempted so far to investigate similar discretizations on the sphere. It is of practical interests to study the extension to non-Euclidean geometries with the sphere being a representative example, e.g., for the modelling of anomalous diffusion, pattern formation and image analysis.
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For problems defined in spherical geometries there are several methods to discretize the spatial part of the local partial differential equation (PDE) version of the equation (1) with spectral accuracy. The most popular methods include spherical harmonics [12] and the double Fourier sphere (DFS) method [13][14], recently revisited by Montanelli and Nakatsukasa [15][16] and Townsend et al. [17]. On the one hand, spherical harmonics are the natural spectral basis for solving local and nonlocal equations on the sphere since they diagonalize both the local and nonlocal Laplace–Beltrami operators, as we will show in Section 2. On the other hand, the DFS method is efficient because it allows one to use two-dimensional fast Fourier transforms (FFTs), which leads to \( O(n^2 \log n) \) complexity per time-step when the spatial part of (1) is discretized at \( O(n^2) \) points.

For spherical harmonics, the picture was quite different before the 2000s. Since a conventional synthesis and analysis of spherical harmonic expansions on tensor-product grids costs \( O(n^3) \), the cost per time-step was not competitive. The picture became more similar from 2006 when Tygert, first with Rokhlin [18] then independently [19][20], developed asymptotically optimal spherical harmonic transforms with \( O(n^2 \log n) \) run times. The pre-computation was also asymptotically optimal, though this is anticipated only for absurdly high degrees. More recently, Slevinsky proposed two new fast spherical harmonic transforms, first with backward stability, \( O(n^2 \log^2 n) \) run-time and \( O(n^2 \log n) \) pre-computation costs [21], then with \( O(n^2 \log^2 n) \) run-time and \( O(n^2 \log n) \) pre-computation complexities [22]. Equipped with the first fast transform of Slevinsky, we present a spectral method for solving nonlocal diffusion models on the sphere based on eigenvalues and spherical harmonics, which we combine with high-order exponential integrators like ETDRK4 [23] for time-dependent models.

The paper is structured as follows. In Section 2, we prove that the nonlocal Laplace–Beltrami operator on the sphere is diagonalized in the basis of spherical harmonics and derive a closed-form expression for its eigenvalues, which we combine with high-order exponential integrators like ETD RK4 [23] for time-dependent models.

2. Eigendata of the nonlocal Laplace–Beltrami operator on the sphere

Let \( \mathbf{x} \in S^2 \) be a point on the sphere parameterized by the angles \((\theta, \varphi)\), where \( \theta \in [0, \pi] \) is the colatitude and \( \varphi \in [0, 2\pi) \) is the longitude, and let \( d\Omega = \sin \theta d\theta d\varphi \) be the measure generated by the solid angle \( \Omega \) subtended by a spherical cap. The spherical harmonics as given by

\[
Y_\ell^m(\theta, \varphi) = \frac{\text{im}^m}{\sqrt{2\pi}} \sqrt{\frac{(\ell + |m|)!}{(\ell - |m|)!}} P^m_\ell(\cos \theta) J_\ell(\sin \theta), \quad \ell \geq 0, -\ell \leq m \leq \ell, \quad (3)
\]

where the notation \( P^m_\ell \) for the associated Legendre polynomials is used to denote orthonormality for fixed \( m \) in the sense of \( L^2([-1, 1]) \), are eigenfunctions with eigenvalues \(-\ell(\ell + 1)\) of the local Laplace–Beltrami operator \( \mathcal{L}_0 \) defined by

\[
\mathcal{L}_0 u(\theta, \varphi) = \frac{\cos \theta}{\sin \theta} \left( \frac{\partial}{\partial \theta} \frac{\partial u}{\partial \theta} \right) + \frac{\partial^2 u}{\partial \varphi^2}, \quad (4)
\]

that is,

\[
\mathcal{L}_0 Y_\ell^m(\theta, \varphi) = -\ell(\ell + 1) Y_\ell^m(\theta, \varphi). \quad (5)
\]

Spherical harmonics \( Y_\ell^m \) and Legendre polynomials \( P_\ell \) satisfy the addition theorem [12] Eq. (2.27)]

\[
P_\ell(\mathbf{x} \cdot \mathbf{y}) = \frac{4\pi}{2\ell + 1} \sum_{m=-\ell}^{\ell} Y_\ell^m(\mathbf{x}) Y_\ell^m(\mathbf{y}), \quad (6)
\]

which gives us the integral representation [12] Eq. (2.33)]

\[
Y_\ell^m(\mathbf{x}) = \frac{2\ell + 1}{4\pi} \int_{S^2} P_\ell(\mathbf{x} \cdot \mathbf{y}) Y_\ell^m(\mathbf{y}) d\Omega(\mathbf{y}). \quad (7)
\]
Furthermore, for \( f \in L^1([-1, 1]) \), the Funk–Hecke formula states that [12 Th. 2.22]
\[
\int_{S^2} f(x \cdot z)P_t(y \cdot z) \, d\Omega(z) = 2\pi P_t(x \cdot y) \beta_t, \quad \text{where} \quad \beta_t = \int_{-1}^{1} P_t(t)f(t) \, dt. \tag{8}
\]
From the Funk–Hecke formula [8] we obtain the following proposition, which will be useful for our particular choice for the kernel \( \rho_\delta \) in [2]. The proof is given in Appendix [A].

**Proposition 2.1** (Generalized Funk–Hecke formula). For a function \( f \) with \( t \mapsto (1-t)f(t) \in L^1([-1, 1]) \), we have
\[
\int_{S^2} f(x \cdot z)[P_t(y \cdot z) - P_t(x \cdot y)] \, d\Omega(z) = 2\pi P_t(x \cdot y) \gamma_t, \quad \gamma_t = \int_{-1}^{1} [P_t(t) - 1]f(t) \, dt. \tag{9}
\]

Let us consider now the nonlocal operator [2]. We will set
\[
\tilde{\rho}_\delta(x \cdot y) = \rho_\delta(|x - y|) = \rho_\delta(\sqrt{2(1 - x \cdot y)}) = \rho_\delta(\sqrt{2(1-t)}) \tag{10}
\]
for brevity, where we used the fact that the Euclidean distance between two points \( x, y \in S^2 \) is
\[
0 \leq |x - y| = \sqrt{2(1 - x \cdot y)} \leq 2. \tag{11}
\]
Let us assume that our kernel satisfies \( t \mapsto (1-t)\rho_\delta(\sqrt{2(1-t)}) \in L^1([-1, 1]) \) so we can use the generalized Funk–Hecke formula [9]—we will come back to this later. If we could find eigenfunctions of the nonlocal operator, then it may be possible to compute eigenvalues as well. For our nonlocal operator, we find
\[
L_\delta Y^m_\ell(x) = \int_{S^2} \tilde{\rho}_\delta(x \cdot z) \left[ Y^m_\ell(z) - Y^m_\ell(x) \right] \, d\Omega(z),
\]
\[
= \frac{2\ell + 1}{4\pi} \int_{S^2} \tilde{\rho}_\delta(x \cdot z) \int_{S^2} Y^m_\ell(y) \left[ P_t(y \cdot z) - P_t(x \cdot y) \right] \, d\Omega(y) \, d\Omega(z),
\]
\[
= \frac{2\ell + 1}{4\pi} \int_{S^2} Y^m_\ell(y) \int_{S^2} \tilde{\rho}_\delta(x \cdot z) \left[ P_t(y \cdot z) - P_t(x \cdot y) \right] \, d\Omega(z) \, d\Omega(y), \tag{12}
\]
\[
= 2\pi\gamma_t \frac{2\ell + 1}{4\pi} \int_{S^2} Y^m_\ell(y)P_t(x \cdot y) \, d\Omega(y),
\]
\[
= 2\pi\gamma_t Y^m_\ell(x).
\]

Therefore the spherical harmonics \( Y^m_\ell \) are eigenfunctions of the nonlocal Laplace–Beltrami operator [2] with eigenvalues
\[
\lambda_\delta(\ell) = 2\pi\gamma_t = 2\pi \int_{-1}^{1} [P_t(t) - 1] \rho_\delta(\sqrt{2(1-t)}) \, dt. \tag{13}
\]

In the following we will focus on the weakly singular kernel
\[
\rho_\delta(\sqrt{2(1-t)}) = \frac{(1+\alpha)2^{1+\alpha}}{\pi\delta^{2+2\alpha}(1-t)^{1-\alpha}} \chi_{(0,\delta]}(\sqrt{2(1-t)}), \quad -1 < \alpha < 1, \quad 0 < \delta \leq 2, \tag{14}
\]
where \( \chi_{(0,\delta]}(\cdot) \) is the indicator function, which results in eigenvalues
\[
\lambda_\delta(\ell) = 2\pi \int_{-1}^{1} [P_t(t) - 1] \rho_\delta(\sqrt{2(1-t)}) \, dt, \quad d = 1 - \delta^2/2. \tag{15}
\]

Note that our kernel satisfies \( t \mapsto (1-t)\rho_\delta(\sqrt{2(1-t)}) \in L^1([-1, 1]) \), which justifies the use of the generalized Funk–Hecke formula [9] in the derivation of the eigenvalues. The indicator function in [14] is to impose the limit on the range of interactions, and the constants in [14] ensure that for every \( \alpha \in (-1, 1) \), \( \lambda_\delta \to \lambda_0 \) and \( L_\delta \to L_0 \) strongly as \( \delta \to 0 \) in a suitable operator norm. This statement is proved in Appendix [B] for an induced operator norm mapping between Sobolev spaces. Note also that this type of kernel is standard for nonlocal models and is the analogue in spherical coordinates of the kernel used for Euclidean domains in [3]. Finally, we expect that the spectral discretization of our nonlocal model [1] on the sphere shares the asymptotic compatibility [24], demonstrated for flat geometries in [11]. Asymptotic compatibility means that the local limit can be preserved at the discrete level and the convergence is uniform with respect to \( \delta \) as \( \delta \to 0 \).
3. Numerical evaluation of the spectrum

A key ingredient of a spectral method is a fast and accurate computation of the spectrum of the underlying operators \[23,26,27\]. In this section we present our numerical method for computing the eigenvalues \[15\].

3.1. Methodology

We rescale the integral in \[15\] by

\[
t = \frac{1 + d}{2} + \frac{1 - d}{2} x,
\]

such that \(t(x) : [-1, 1] \to [d, 1]\), which yields

\[
\lambda_\delta(t) = \pi(1 - d) \int_{-1}^{1} [P_\ell(t(x)) - 1] \rho_\delta(\sqrt{(1-d)(1-x)}) \, dx.
\]

Now, \(P_\ell\) is a degree-\(\ell\) polynomial and

\[
\rho_\delta(\sqrt{(1-d)(1-x)}) = \frac{(1 + \alpha)^{2 \gamma \delta}}{\pi^{\delta^2 + 2\alpha} \delta^2 \alpha^2 \Gamma(\frac{\delta^2 + 2\alpha}{\gamma})}.
\]

Therefore,

\[
\lambda_\delta(t) = \frac{(1 + \alpha)^{2 \gamma \delta}}{\delta^2} \left(\frac{1 - d}{2}\right)^\alpha \int_{-1}^{1} [P_\ell(t(x)) - 1] (1-x)^{\alpha-1} \, dx.
\]

This integrand has an algebraic singularity of order \(\alpha > -1\) at the right endpoint. To see this, we note that

\[
P_\ell\left(\frac{1 + d}{2} + \frac{1 - d}{2} x\right) - 1 \\
\sim P_\ell(1) - 1 - (1-x) P_\ell'(\frac{1 + d}{2} + \frac{1 - d}{2} x)
\]

\[
= -(1-x)^{\alpha}(1-d) \frac{\ell(\ell + 1)}{2}, \quad \text{as} \quad x \to 1^-.
\]

Therefore, the final form to integrate is

\[
\lambda_\delta(t) = \frac{(1 + \alpha)^{2 \gamma \delta}}{\delta^2} \int_{-1}^{1} P_\ell\left[\frac{1 - d}{2} \, \left(\frac{x}{1-x}\right)\right] - 1 \, (1-x)^{\alpha} \, dx.
\]

The hybrid Taylor/RK4 algorithm of Du and Yang \[3\] requires an ordinary differential equation in terms of a continuously defined eigenvalue with respect to the index \(\ell\). The difficulty of the spherical eigenvalue formulation is that the oscillations appear due to the degree \(\ell\) of the Legendre polynomials, and derivatives with respect to \(\ell\) unnecessarily complicate the matter. However, the advantage of the spherical eigenvalue formulation is that, compared to the eigenvalue computation on the two-dimensional torus, there are only \(n\) unnecessarily complications for 

\[n\]

The overall complexity to \(O(\ell^4 + \ell \log \ell) = O(\ell^4)\) per eigenvalue \(\lambda_\delta(\ell)\), since the integrand requires the numerical evaluation of a degree-\(\ell\) Legendre polynomial at \(\ell + 1\) points. However, when \(\ell\) is sufficiently large, the integrand evaluation can be replaced by Szegő’s asymptotic formula \[28\], which reduces the complexity of pointwise evaluation to \(O(1)\) and the overall complexity to \(O(\ell^4 + \ell \log \ell) = O(\ell^4)\) per eigenvalue.

Clenshaw–Curtis quadrature. Clenshaw–Curtis quadrature is a quadrature rule \[29,30\] whose nodes are the \(\ell + 1\) Chebyshev–Lobatto points \(x_k = \cos(k\pi/\ell)\). Given a continuous weight function \(w(x)\) and \(P_\ell\), the space of algebraic polynomials of degree at most \(\ell\), the quadrature weights \(w_k\) are determined by

\[
\int_{-1}^{1} f(x) w(x) \, dx = \sum_{k=0}^{\ell} w_k f(x_k), \quad \forall f \in P_\ell.
\]
With the modified Chebyshev moments of the weight function

$$\mu_k = \int_{-1}^{1} T_k(x) w(x) \, dx, \quad 0 \leq k \leq \ell,$$

(23)

the quadrature weights can be determined via the formula

$$w_j = \frac{1}{\ell} \left[ \delta_{0, j} + \delta_{\ell, j} \right] \left[ \mu_0 + (-1)^j \mu_{\ell} + 2 \sum_{k=1}^{\ell-1} \mu_k \cos(\pi j k / \ell) \right],$$

(24)

where $\delta_{k, j}$ is the Kronecker delta \[31\]. Due to this representation, the $O(\ell \log \ell)$ computation of the weights from modified Chebyshev moments is achieved via a diagonally scaled discrete cosine transform.

For the Jacobi weight $w(x) = (1 - x)^{\alpha}(1 + x)^{\beta}$, where $\alpha, \beta > -1$ (which covers our case), the modified Chebyshev moments are known explicitly \[32\]

$$\mu^{(\alpha, \beta)}_\ell = \int_{-1}^{1} T_\ell(x) (1 - x)^{\alpha}(1 + x)^{\beta} \, dx = 2^{\alpha+\beta+1} B(\alpha + 1, \beta + 1) \ _3F_2 \left( \ell, -\ell, \alpha + 1 \atop \frac{1}{2}, \alpha + \beta + 2 \right),$$

(25)

where $_3F_2$ is a generalized hypergeometric function \[33\] \[16.2.1\] and $B$ is the beta function \[33\] \[5.12.1\]. Using Sister Celine’s technique \[34\] \[127\] or induction \[35\], a recurrence relation can be derived for the modified moments

$$\mu^{(\alpha, \beta)}_0 = 2^{\alpha+\beta+1} B(\alpha + 1, \beta + 1), \quad \mu^{(\alpha, \beta)}_1 = \frac{B - \alpha}{\alpha + \beta + 2} \mu^{(\alpha, \beta)}_0,$$

(26)

$$(\alpha + \beta + \ell + 1) \mu^{(\alpha, \beta)}_{\ell+1} + 2(\alpha - \beta) \mu^{(\alpha, \beta)}_{\ell} + (\alpha + \beta - \ell + 2) \mu^{(\alpha, \beta)}_{\ell-1} = 0, \quad \text{for} \quad \ell > 0.$$  

(27)

Once we have computed the quadrature weights from the modified Chebyshev moments $\mu^{(\alpha, \beta)}_\ell$, all that remains is to evaluate Legendre polynomials at Chebyshev–Lobatto points, which can be done at linear cost per point using the three-term recurrence relation

$$\ell P_{\ell+1}(t) = (2\ell + 1)t P_\ell(t) - \ell P_{\ell-1}(t),$$

(28)

or at $O(1)$ cost when $\ell$ is large enough using Szegő’s asymptotic formula.

**Szegő’s asymptotic formula.** Szegő’s asymptotic formula \[28\] for Legendre polynomials is uniformly convergent on $0 \leq \theta < 2(\sqrt{2} - 1)\pi$, though special care must be taken at $\theta = 0$. It has been used by Bogaert \[36\] to develop iteration-free computation of Gauss–Legendre quadrature nodes and weights. The formula is an infinite series in terms of cylindrical Bessel functions

$$P_\ell(\cos \theta) = \sqrt{\frac{\theta}{\sin \theta}} \sum_{n=0}^{\infty} a_n(\theta) J_n((\ell + \frac{1}{2}) \theta),$$

(29)

where the first few coefficient functions $a_n(\theta)$ are given by

$$a_0(\theta) = 1,$$

$$a_1(\theta) = \frac{1}{8} \theta \cos \theta - \sin \theta,$$

$$a_2(\theta) = \frac{1}{128} \left[ 6 \theta \sin \theta \cos \theta - 15 \sin^2 \theta + \theta^2 (9 - \sin^2 \theta) \right],$$

$$a_3(\theta) = \frac{5}{1024} \left[ (\theta^2 + 21 \theta) \sin^2 \theta + 15 \theta^2 \cos \theta - ((3 \theta^2 + 63) \sin^2 \theta - 27 \theta^2) \sin \theta \right],$$

(30)

and more can be computed by computer algebra systems. In our numerical results, it is clear that even the first four terms provide sufficiently accurate pointwise evaluation for the numerical evaluation of the spectrum to high relative
3.2. Numerical experiments

We begin by illustrating calculation times and relative accuracy in the computation of the spectrum by quadrature using the recurrence and asymptotic methods for \( \alpha = -0.5 \) and \( \delta = 1 \). For the accuracy, we compute the “exact eigenvalues” \( \lambda_1(\ell) \) for \( 1 \leq \ell \leq 10^3 \) using the recurrence in 256-bit extended precision floating-point arithmetic. We show in Figure 1 the calculation times (left) and the relative accuracy (right). As expected the recurrence has quadratic cost while the asymptotics have log-linear cost. In terms of accuracy, the recurrence gives very good accuracy for all \( \ell \) while the asymptotics are accurate only for \( \ell > 50 \).

In the second experiment we compute the eigenvalues for different values of the strength of the singularity \( \alpha \) and the horizon \( \delta \). We use the recurrence for \( \ell \leq 50 \) and the asymptotics for \( \ell > 50 \). In Figure 2 we plot (minus) the eigenvalues for \( \alpha = \pm 0.5 \) and \( \delta = 0, 0.01, 0.1, 1, \) and \( 2 \). This experiment demonstrates that nonlocal diffusion is
asymptotically weaker than its local analogue: the larger $\alpha$ and $\delta$, the weaker. This is reasonable because, for example, the average value of a function over a hemisphere has more inertia than the average value over an infinitesimally small region. Note that for $\alpha = \pm 0.5$ and $\delta = 0$ we recover the eigenvalues $-\ell(\ell + 1)$ of the local operator, while for $\alpha = -0.5$ and $\delta = 2$ we recover the eigenvalues $-2\ell$ of the nonlocal operator with integration over the entire sphere [12, Eq. (3.74)].

4. Solving the nonlocal Poisson equation

Before solving nonlocal time-dependent models in Section 5, we show how to solve the nonlocal Poisson equation with a mean condition for uniqueness,

$$\mathcal{L}_\delta u(\theta, \varphi) = f(\theta, \varphi), \quad (\theta, \varphi) \in [0, \pi] \times [0, 2\pi),$$

$$\int_{S^2} u(\theta, \varphi) d\Omega = \int_{S^2} f(\theta, \varphi) d\Omega.$$  \hspace{1cm} (33)

We discretize colatitude and longitude with a uniform grid with $n + 1$ points in the colatitudinal direction and $2n + 1$ points in the longitudinal direction, and seek a solution $u(\theta, \varphi)$ of degree $n$ of the form

$$u(\theta, \varphi) = \sum_{\ell=0}^{n} \sum_{m=-\ell}^{\ell} u_f^m Y^m_\ell(\theta, \varphi).$$  \hspace{1cm} (34)

The spherical harmonic coefficients $u_f^m$ populate a doubly triangular matrix but for computational purposes, we organize them into the array

$$U = \begin{pmatrix}
    u_0^0 & u_1^1 & u_2^1 & u_2^{-2} & u_3^2 & \cdots & u_n^2 & u_n^n \\
    u_1^0 & u_2^1 & u_3^0 & u_2^{-2} & u_3^2 & \cdots & 0 & 0 \\
    \vdots & \vdots & \vdots & \vdots & \ddots & \cdots & \vdots & \vdots \\
    u_{n-2}^0 & u_{n-1}^{-1} & u_{n-1}^1 & u_{n-1}^{-2} & u_{n}^2 & \cdots & 0 & 0 \\
    u_{n-1}^0 & u_n^1 & 0 & 0 & \cdots & 0 & 0 \\
    u_n^0 & 0 & 0 & 0 & \cdots & 0 & 0
\end{pmatrix} \in \mathbb{R}^{(n+1) \times (2n+1)}.  \hspace{1cm} (35)
The right-hand side $f$ is also expanded in spherical harmonics with coefficients $f_m^\ell$, which are stored in an array $F$.

Note that the mean of $u$ is given by

$$
\int_{S^2} u(\theta, \phi) \, d\Omega = u_0^0 Y_0^0 = \frac{u_0^0}{\sqrt{4\pi}}.
$$

Therefore $u$ and $f$ have the same mean if and only if $u_0^0 = f_0^0$.

### 4.1. Nonlocal Laplace–Beltrami matrix

The Laplace–Beltrami operator $L_\delta$ acts diagonally on spherical harmonics so its discretization $L_\delta$ is a diagonal singular matrix ($\lambda_{\delta}(0) = 0$), which we store as an $(n+1)\times(2n+1)$ matrix acting pointwise on the coefficients $U$, i.e.,

$$
L_\delta = \begin{pmatrix}
\lambda_{\delta}(0) & \lambda_{\delta}(1) & \lambda_{\delta}(1) & \lambda_{\delta}(2) & \lambda_{\delta}(2) & \ldots & \lambda_{\delta}(n) & \lambda_{\delta}(n) \\
\lambda_{\delta}(1) & \lambda_{\delta}(2) & \lambda_{\delta}(2) & \lambda_{\delta}(3) & \lambda_{\delta}(3) & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\lambda_{\delta}(n-2) & \lambda_{\delta}(n-1) & \lambda_{\delta}(n-1) & \lambda_{\delta}(n) & \lambda_{\delta}(n) & \ddots & 0 & 0 \\
\lambda_{\delta}(n-1) & \lambda_{\delta}(n) & \lambda_{\delta}(n) & 0 & 0 & \ldots & 0 & 0 \\
\lambda_{\delta}(n) & 0 & 0 & 0 & 0 & \ldots & 0 & 0
\end{pmatrix} \in \mathbb{R}^{(n+1)\times(2n+1)}.
$$

To make it nonsingular, we impose the mean condition by replacing $\lambda_{\delta}(0)$ by 1, which gives $u_0^0 = f_0^0$. We then solve

$$
L_\delta U = F
$$

by simply inverting all the nonzero entries of $L_\delta$ pointwise, that is, $U = L_\delta^{-1} F$ with

$$
L_\delta^{-1} = \begin{pmatrix}
1 & \lambda_{\delta}^{-1}(1) & \lambda_{\delta}^{-1}(1) & \lambda_{\delta}^{-1}(2) & \lambda_{\delta}^{-1}(2) & \ldots & \lambda_{\delta}^{-1}(n) & \lambda_{\delta}^{-1}(n) \\
\lambda_{\delta}^{-1}(1) & \lambda_{\delta}^{-1}(2) & \lambda_{\delta}^{-1}(2) & \lambda_{\delta}^{-1}(3) & \lambda_{\delta}^{-1}(3) & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\lambda_{\delta}^{-1}(n-2) & \lambda_{\delta}^{-1}(n-1) & \lambda_{\delta}^{-1}(n-1) & \lambda_{\delta}^{-1}(n) & \lambda_{\delta}^{-1}(n) & \ddots & 0 & 0 \\
\lambda_{\delta}^{-1}(n-1) & \lambda_{\delta}^{-1}(n) & \lambda_{\delta}^{-1}(n) & 0 & 0 & \ldots & 0 & 0 \\
\lambda_{\delta}^{-1}(n) & 0 & 0 & 0 & 0 & \ldots & 0 & 0
\end{pmatrix}.
$$
Note that our method could also be applied to the nonlocal Helmholtz equation $L_\delta u + c^2 u = 0$. Therefore, implicit-explicit time-stepping schemes could also be used to solve time-dependent equations in Section 5.

4.2. Numerical experiments

We solve the nonlocal Poisson equation (33) with a “death star” right-hand side

$$f(x, y, z) = -e^{-30((x-1/4)^2+(y-\sqrt{11}/4)^2+(z-1/4)^2)} - e^{-50z^2},$$

and parameters $\alpha = 0$ and $\delta = 1.5$. We compute the “exact solution” by numerically solving (38) on a very fine grid. We then compute numerical solutions for $n = 10, 20, 30, \ldots, 120$ and measure the $L^2$-norm relative error (measured on the coefficients) between numerical and exact solutions. We expect spectral convergence and this is what we observe in Figure 3. The right-hand side together with the local and nonlocal solutions are shown in Figure 4.

5. Solving nonlocal time-dependent equations

For nonlinear nonlocal time-dependent equations of the form (1), we seek solutions of the form

$$u(t, \theta, \phi) = \sum_{\ell=0}^{n} \sum_{m=-\ell}^{\ell} u_{\ell}^m(t) Y_{\ell}^m(\theta, \phi).$$

We obtain a coupled system of nonlinear ordinary differential equations,

$$U_\ell = \epsilon^2 L_\delta U + N(U), \quad U(0) = U_0,$$

where $U(t)$ represents the $(n+1) \times (2n+1)$ matrix of spherical harmonic coefficients $u_{\ell}^m(t)$, and the nonlinearity $N(U)$ is evaluated on the grid using a fast spherical harmonic transform.

5.1. Fast spherical harmonic transforms

There are many algorithms available to accelerate synthesis and analysis on the sphere. Our particular choice is the one described by Slevinsky in [21] due to the backward stability that is important for partial differential equations of evolution. We refer the interested reader to [21] for a complete analysis and description of the implementation of the fast spherical harmonic transform.

The steps required by the spherical harmonic connection problem are illustrated in Figure 5. At first, the butterfly algorithm converts higher-order layers of the spherical harmonics into expansions with orders zero and one. Then, these coefficients are rapidly transformed into their Fourier coefficients by the Fast Mutlipole Method. Total pre-computation requires at best $O(n^3 \log n)$ flops; and, the asymptotically optimal execution time of $O(n^2 \log^2 n)$ is rigorously proved via connection to Fourier integral operators, though the asymptotically optimal scaling is anticipated to set it for bandlimits beyond $n \geq O(20,000)$. Once a spherical harmonic expansion is converted to a bivariate Fourier series, FFTs are able to synthesize function samples at equispaced points-in-angle.
• $\tilde{p}_\ell^k$  \hspace{1cm}  \cdots  \hspace{1cm}  \tilde{p}_\ell^0$  \hspace{1cm}  $\sin \theta U_\ell$

$\tilde{p}_\ell^{-1}$  \hspace{1cm}  \cdots  \hspace{1cm}  \tilde{p}_\ell^0$  \hspace{1cm}  $T_\ell$

\ldots $\tilde{p}_\ell^1$  \hspace{1cm}  \cdots  \hspace{1cm}  $\tilde{p}_\ell^1$  \hspace{1cm}  $\sin \theta U_\ell$

$\tilde{p}_\ell^0$  \hspace{1cm}  \cdots  \hspace{1cm}  $\tilde{p}_\ell^0$  \hspace{1cm}  $T_\ell$

$\tilde{p}_\ell^0$  \hspace{1cm}  \cdots  \hspace{1cm}  $\tilde{p}_\ell^0$  \hspace{1cm}  $T_\ell$

Figure 5: The spherical harmonic transform proceeds in two steps. Firstly, normalized associated Legendre functions are converted to normalized associated Legendre functions of order zero and one. Then, these intermediate expressions are re-expanded in trigonometric form. We use the notation $T_\ell(cos \theta) = cos(\ell \theta)$ and $\sin \theta U_\ell = sin(\ell + 1) \theta$.

5.2. High-order time-stepping with exponential integrators

Time is discretized with a uniform time-step $h$ and the problem is to find the spherical harmonic coefficients $U^{k+1}$ of $u$ at $t_{k+1} = (k + 1)h$ from the coefficients $U^k$ at $t_k = kh$. Since the linear part $L_\delta$ in (42) is diagonal, exponential integrators are particularly efficient as the computation of the matrix exponential is equivalent to pointwise exponentiation of the spectrum. For diagonal problems, Montanelli and Bootland recently demonstrated [37] that one of the most effective choices is the ETDRK4 scheme of Cox and Matthews [23]. The formula for this scheme is:

$A^k = e^{2L_\delta}U^k + L_\delta^{-1}(e^{hL_\delta} - I)N(U^k),$

$B^k = e^{2L_\delta}U^k + L_\delta^{-1}(e^{hL_\delta} - I)N(A^k),$

$C^k = e^{2L_\delta}A^k + L_\delta^{-1}(e^{hL_\delta} - I)[2N(B^k) - N(U^k)],$

$U^{k+1} = e^{hL_\delta}U^k + f_1(hL_\delta)N(U^k) + 2f_2(hL_\delta)[N(A^k) + N(B^k)] + f_3(hL_\delta)N(C^k),$  \hspace{1cm} (43)

where the coefficients $f_1$, $f_2$ and $f_3$ are

$f_1(hL_\delta) = h^{-2}L_\delta^{-3}[-4I - hL_\delta + e^{hL_\delta}(4 - 3hL_\delta + (hL_\delta)^2)],$

$f_2(hL_\delta) = h^{-2}L_\delta^{-3}[2I + hL_\delta + e^{hL_\delta}(-2I + hL_\delta)],$

$f_3(hL_\delta) = h^{-2}L_\delta^{-3}[-4I - 3hL_\delta - (hL_\delta)^2 + e^{hL_\delta}(4I - hL_\delta)].$  \hspace{1cm} (44)

The stable evaluation of the coefficients may be performed using the contour integral method suggested by Kassam and Trefethen [38]. When working with an eigenfunction expansion, such as the spherical harmonic expansions, it is even more efficient to Taylor expand $f_1$, $f_2$ and $f_3$ for small argument to recover pointwise evaluation to high relative accuracy. Stability properties of the ETDRK4 scheme have been studied by Du and Zhu in [39]. Note that due to our choice of spherical harmonics for the basis, there is no severe time-step restriction because there are no spurious eigenvalues from discretizing the nonlocal Laplace–Beltrami operator.

We note that for equations like \[1\], one may include linear stabilizing terms to $L_\delta$ that are simultaneously diagonalizable with simple spectrum computation) to help improve the stability. For \[1\] with special structures, one may also use high-order energy-preserving ETDRK schemes for gradient flows and maximum-principle-preserving ETDRK schemes.

\[1\] In [16], Montanelli and Nakatsukasa discretized the local Laplace–Beltrami operator using the DFS method. The eigenvalues of their Laplace–Beltrami matrix are all real and nonpositive; some of them are spectrally accurate approximations to the eigenvalues $-l(l + 1)$, but some others, the so-called outliers, are of order $O(e^a)$.
5.3. Post-processing data with Cesàro summation  

Depending on the relative strength of the diffusive term $\epsilon^2 L_{u}$ in, e.g., the nonlocal Allen–Cahn equation, the steady-state solution may be discontinuous. This is in contrast to, e.g., the local Allen–Cahn equation that tends to a steady-state consisting of the single constant ±1 on the entire sphere.

As in the familiar Fourier case (see, e.g., [40] Th. 9.3 of Chap. 2), the partial sums

$$S_n f(\theta, \varphi) = \sum_{\ell=0}^{n} \sum_{m=-\ell}^{\ell} f_{\ell}^{m} Y_{\ell}^{m}(\theta, \varphi), \quad (45)$$

show the Gibbs phenomenon at points of discontinuity, first described on the sphere by Weyl [41]. The remedy in the Fourier case is to consider instead the Cesàro means of successive partial sums, which do not show the Gibbs phenomenon [40] Th. 3.4 of Chap. 3. To avoid the Gibbs phenomenon on the sphere, one has to consider Cesàro means of higher order (arithmetic means are Cesàro (C, 1) means). In fact, Dai and Xu show that the (C, k) means of the spherical harmonic series defined by

$$S_{k}^{*} f = \frac{1}{A_{k}^{0}} \sum_{\ell=0}^{n} A_{\ell}^{\kappa} \sum_{m=-\ell}^{\ell} f_{\ell}^{m} Y_{\ell}^{m}(\theta, \varphi), \quad A_{\ell}^{\kappa} = \frac{\ell + \kappa}{\ell} \frac{(\kappa + \ell)(\kappa + \ell - 1) \cdots (\kappa + 1)}{\ell!}, \quad (46)$$

completely remove the overshoot of the Gibbs phenomenon when $\kappa \geq 2$ [42] Th. 2.4.3. Therefore, we post-process our numerical solutions by rescaling the spherical harmonic coefficients using (C, 2) means.²

5.4. Numerical experiments  

**Allen–Cahn equation.** The Allen–Cahn equation, derived by Allen and Cahn in the 1970s, is a reaction-diffusion equation which describes the process of phase separation in iron alloys [44]. It was studied in the ball and on the sphere in [43]. Our nonlocal version on the sphere is

$$u_{t} = \epsilon^2 L_{u} u + u - u^3, \quad (47)$$

with nonlocal diffusion $\epsilon^2 L_{u} u$ and cubic reaction $u - u^3$. The solution $u$ is the order parameter, a correlation function related to the positions of the different components of the alloy. In our experiments, we take $\epsilon = 0.1$, $\alpha = -0.5$, $\delta = 1.0$, and the initial condition

$$u(t = 0, x, y, z) = \cos(10xy). \quad (48)$$

To demonstrate spatial convergence, the 2-norm relative error between the solution obtained with a step size of $h = 2^{-8}$ and varying spherical harmonic degree $n$ versus the solution obtained with $h = 2^{-9}$ and $n = 1023$ is displayed. And for the temporal convergence, the 2-norm relative error between the solution obtained with a spherical harmonic degree $n = 1023$ and varying step sizes $h$ versus the solution obtained with approximately double the degree, $n = 2047$, and half the final step size, $h = 2^{-9}$, is displayed. Note that due to orthonormality of spherical harmonics, the 2-norm relative error at $t = T$ between two approximations expanded in spherical harmonics

$$u_1(t = T, \theta, \varphi) = \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} u_{1,\ell}^{m}(t = T) Y_{\ell}^{m}(\theta, \varphi), \quad u_2(t = T, \theta, \varphi) = \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} u_{2,\ell}^{m}(t = T) Y_{\ell}^{m}(\theta, \varphi), \quad (49)$$

is given by

$$\text{Relative Error at } t = T \approx \sqrt{\sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} \left| u_{1,\ell}^{m}(t = T) - u_{2,\ell}^{m}(t = T) \right|^2}, \quad (50)$$

²Note that Gelb proposed a method for removing the Gibbs phenomenon for spherical harmonics in [43]. However, her method is limited to the case where the position of the discontinuity is known.
Figure 6: Left: estimates of the spatial error demonstrating spectral convergence. Right: estimates of the temporal error demonstrating fourth-order convergence. In both plots, results show the 2-norm relative error between the computed solution and a computed solution with a finer step size and a larger spherical harmonic degree.

where we have assumed that $u_2$ is the more accurate approximation to the exact solution.

Figure 6 shows temporal and spatial convergences at times $t = 1$ and $t = 4$. Spectral spatial convergence and fourth-order temporal convergences are demonstrated at time $t = 1$. However, the spectral spatial convergence is significantly attenuated by the time $t = 4$. By extrapolating from the left panel of Figure 6, it is easy to estimate that it would take a spherical harmonic expansion with a degree well beyond current capabilities to even begin to estimate the true fourth-order temporal convergence at $t = 4$. This explains why no temporal convergence is observed at $t = 4$. Furthermore, from the convergence estimates at $t = 4$, Figure 6 invites the possibility that the solution has become discontinuous in finite time.

The qualitative differences in the solutions of the local and nonlocal Allen–Cahn equations are most deftly observed by comparing simulations with random initial conditions. Therefore, in Figure 7, a random initial condition and the solution at a geometrical time progression depict the fundamentally different qualitative behaviors of the local and nonlocal equations. In Figure 7, the same $\epsilon$, $\alpha$, and $\delta$ are used, and the time steps are $h = 10^{-1}$ and the maximal spherical harmonic degree is $n = 511$. We also show in Figure 8 the evolution of the nonlocal Ginzburg–Landau free energy

$$E(u) = \int_{S^2} \left[ -\frac{\epsilon^2}{2} u \mathcal{L} u + \frac{1}{4} (u^2 - 1)^2 \right] d\Omega.$$  (51)

**Brusselator equations.** The dynamics of spot patterns in the Brusselator model for reaction-diffusion systems on the sphere was studied by Trinh and Ward in [46]. A nonlocal version of the Brusselator equations is defined by the coupled system

$$\begin{cases}
  u_t = \epsilon^2 \mathcal{L}_d u + \epsilon^2 E - u + fu^2v, \\
  \tau v_t = \mathcal{L}_d v + \epsilon^{-2}(u - u^2v),
\end{cases}$$  (52)

for some constants $E > 0$, $\epsilon > 0$, $\tau > 0$, and $0 < f < 1$. By perturbing the steady-state equilibria

$$u_e = \frac{\epsilon^2 E}{1 - f} = v_e^{-1},$$  (53)

by as little as a 1% fluctuation, the emergence of localized spot patterns is observed [46]. In Figure 9, we consider a similar random initial condition with the same parameter values $E = 4$, $\epsilon = 0.075$, $\tau = 7.8125$, and $f = 0.8$ but also
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consider the reaction with a nonlocal diffusion. In contrast to previous figures, the color is now scaled to the extrema of the solutions $u$ and $v$, with the extrema shown below each plot. Whereas we replicate a similar spot pattern for the localized diffusion, when the nonlocal diffusion operator with $\alpha = 0$, $\delta = 1$, $n = 399$, and $h = 10^{-1}$, the solution is speckled.

6. Discussion

We have presented algorithms for solving nonlocal diffusion models on the sphere with spectral accuracy in space and high-order accuracy in time. These are based on the diagonalization of the nonlocal Laplace–Beltrami operator, the high-accuracy computation of their eigenvalues, a fast spherical harmonic transform and exponential integrators. We have applied our method to the nonlocal Allen–Cahn and Brusselator equations. Notwithstanding the potential convergence to discontinuous equilibria accompanied by the Gibbs phenomenon, we are able to remove the non-physical oscillations by the use of Cesàro means.

Our Julia codes are available online at GitHub (FastTransforms.jl and SpectralTimeStepping.jl packages). A MATLAB version, based on Chebfun [47] and its recent extensions to periodic problems [48] and the sphere [16, 17] and mex-ing in the fast spherical harmonic transform from Julia, is available upon request.

There are many ways to continue the analysis of nonlocal diffusion operators on the sphere. Nonlocal diffusion operators introduce new qualitative behaviors in contrast to classical PDEs of evolution and their steady-states. Indeed, nonlocal interactions are ubiquitous in nature and they are also generic features of model reduction [10].

Our first particular choice of a nonlocal diffusion operator is motivated by an expedited numerical analysis of the spectrum. Another choice for a nonlocal operator is the fractional Laplacian [6] and yet another reasonable modification is to use geodesic distance in place of Euclidean distance. In [49], a general approach is used for singular integral equations that could well be adapted to more general kernels $\rho_\delta(x, y)$ in the present setting. While beyond the scope of this report, one may argue that the nonlocal diffusion operator [2] provides many of the qualitative behaviors that one might expect, has a natural integral definition that may be related to measurable physical quantities, and also has a few parameters that may be useful for modelling purposes. Furthermore, the Euclidean and geodesic distances are isomorphic and a function of either one may be rapidly expanded as a series of functions of the other.

3It can be shown that the fractional Laplacian corresponds to our nonlocal operator with particular choices of the parameters $\alpha$ and $\delta$ for which the numerical integration may be performed exactly.
While the steady-state of the nonlocal Allen–Cahn equation is known to be possibly discontinuous [11], a potential topic for the analysis of nonlocal operators is whether discontinuities are attained in finite or infinite time. The spatial convergence of spectral methods, such as ours, assimilate the regularity of the solution: for analytic or entire solutions, this property makes them extremely competitive, structured linear algebra permitting; for discontinuous solutions, Cesàro means remove the Gibbs phenomenon, but it is not clear that a spectral method may perform any better or worse than a finite difference/element/volume method. An advantage of the spherical harmonic basis is the trivial computation of the spectrum of the nonlocal operator. If another spatial discretization were chosen, it is possible for this to become the bottleneck in the simulation of the evolution of the dynamical system. Another advantage is that we expect spectral accuracy arbitrarily close to the discontinuous steady-state if the initial condition is sufficiently smooth.

Other extensions include the design of similar algorithms for higher-order diffusion or gradient-type operators, and the numerical solution of nonlocal PDEs on spheroids and other manifolds. Nonlocal phase-field crystal models on the sphere could also be an exciting application.
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Figure 9: Time evolution of the local (top) and nonlocal (bottom) Brusselator equations with the same parameter values as in [46] and a similar random initial perturbation of the steady-states provided by a spherical harmonic expansion with the first $2 \times 100^2$ standard normally distributed numbers seeded by $\text{rand}(0)$ and scaled by $(\pi \times 100 \times 100)^{-1}$ used to populate all coefficients of degree $\leq 99$, half for each initial condition.
A. Proof of the generalized Funk–Hecke formula

Lemma A.1. Provided \( t \mapsto (1 - t)f(t) \in L^1([-1, 1]) \),

\[
\left| \int_{S^2} f(\mathbf{x} \cdot \mathbf{z})[P_t(\mathbf{y} \cdot \mathbf{z}) - P_t(\mathbf{x} \cdot \mathbf{y})] \, d\Omega(\mathbf{z}) \right| < +\infty. \tag{A.1}
\]

Proof. Without loss of generality, we assume that \( \mathbf{x} = (0, 0, 1)^T \) is located at the North pole. If it were not, we could introduce an orthogonal rotation of coordinates to make it so. Then, let

\[
\mathbf{y} = (y_1, y_2, y_3)^T \quad \text{and} \quad \mathbf{z} = (\sin \theta \cos \varphi, \sin \theta \sin \varphi, \cos \theta)^T,
\]

be the other points on the sphere. We may write

\[
\int_{S^2} f(\mathbf{x} \cdot \mathbf{z})[P_t(\mathbf{y} \cdot \mathbf{z}) - P_t(\mathbf{x} \cdot \mathbf{y})] \, d\Omega(\mathbf{z}) = \int_{S^2} (1 - \mathbf{x} \cdot \mathbf{z})f(\mathbf{z} \cdot \mathbf{y}) \, d\Omega(\mathbf{z}), \tag{A.3}
\]

provided we characterize the singularities that are introduced. The last term is bounded, for

\[
\lim_{\mathbf{y} \to \mathbf{x}} \frac{P_t(\mathbf{y} \cdot \mathbf{z}) - P_t(\mathbf{x} \cdot \mathbf{y})}{\mathbf{y} \cdot \mathbf{z} - \mathbf{x} \cdot \mathbf{y}} = P'_t(\mathbf{x} \cdot \mathbf{y}). \tag{A.4}
\]

Since it is a rational function with a single removable singularity, it has a finite spherical harmonic series,

\[
\frac{P_t(\mathbf{y} \cdot \mathbf{z}) - P_t(\mathbf{x} \cdot \mathbf{y})}{\mathbf{y} \cdot \mathbf{z} - \mathbf{x} \cdot \mathbf{y}} = \sum_{\ell=0}^{\ell-1} \sum_{m=-\ell}^{\ell} u^m_\ell(\mathbf{x}, \mathbf{y}) Y^m_\ell(\mathbf{z}), \tag{A.5}
\]

where the coefficients are functions of \( \mathbf{x} \) and \( \mathbf{y} \). In terms of the spherical coordinates, the second term is

\[
\frac{\mathbf{y} \cdot \mathbf{z} - \mathbf{x} \cdot \mathbf{y}}{1 - \mathbf{x} \cdot \mathbf{z}} = \left( y_1 \cos \varphi + y_2 \sin \varphi \right) \sin \theta + y_3(\cos \theta - 1) \quad \frac{1}{1 - \cos \theta}, \tag{A.6}
\]
Then the integral is
\[
\int_{\mathbb{S}^2} f(\mathbf{x} \cdot \mathbf{z}) [P_t(\mathbf{y} \cdot \mathbf{z}) - P_t(\mathbf{x} \cdot \mathbf{y})] \, d\Omega(\mathbf{z}),
\]
\[
= \lim_{\varepsilon \to 0^+} \int_{-\varepsilon}^{\varepsilon} (1 - \cos \theta) f(\cos \theta) \sin \theta \, d\theta 
\times \int_0^{2\pi} \frac{(y_1 \cos \varphi + y_2 \sin \varphi) \sin \theta + y_3(\cos \theta - 1)}{1 - \cos \theta} \frac{P_t(\mathbf{y} \cdot \mathbf{z}) - P_t(\mathbf{x} \cdot \mathbf{y})}{y \cdot \mathbf{z} - \mathbf{x} \cdot \mathbf{y}} \, d\varphi.
\]
(A.7)

Then there is a \( K = K(\varepsilon) > \varepsilon^{-1} \) such that for any \( k \geq K, f \) and \( f_k \) coincide on \([-1, 1 - \varepsilon]\). Therefore
\[
\gamma_t = \int_{-1}^{1} [P_t(t) - 1] f(t) \, dt = \int_{-1}^{1} [P_t(t) - 1] f(t) \, dt + \int_{1-\varepsilon}^{1} [P_t(t) - 1] f(t) \, dt.
\]
(A.11)

for some \( k \geq K \). By adding and subtracting \( \int_{1-\varepsilon}^{1} [P_t(t) - 1] f(t) \, dt \) to \( A.12 \) we obtain
\[
\gamma_t = \int_{-1}^{1} [P_t(t) - 1] f(t) \, dt + \int_{1-\varepsilon}^{1} [P_t(t) - 1] f(t) \, dt - \int_{1-\varepsilon}^{1} [P_t(t) - 1] f(t) \, dt.
\]
(A.13)

This does not limit the proof to non-negative functions for we may split \( f \) into \( f^+ = \max(f, 0) \) and \( f^- = \min(f, 0) \). However, it does simplify the argument.
The first term on the right-hand side of (A.13), multiplied by $2\pi P_t(x \cdot y)$, can be rewritten as

$$2\pi P_t(x \cdot y) \int_{-1}^{1} [P_t(t) - 1]f(t) \, dt = \int_{S^2} f_t(x \cdot z) [P_t(y \cdot z) - P_t(x \cdot y)] \, d\Omega(z),$$  \hspace{1cm} (A.14)

using the generalized Funk–Hecke formula for $f_t$. Let us denote by $C_\varepsilon(x) = \{ z \in S^2 : 1 - \varepsilon \leq z \cdot x \leq 1 \}$ the region on the sphere for which $f_t \neq f$. We can rewrite (A.14) as

$$2\pi P_t(x \cdot y) \int_{-1}^{1} [P_t(t) - 1]f(t) \, dt, = \int_{S^2 \setminus C_\varepsilon(x)} f(x \cdot z) [P_t(y \cdot z) - P_t(x \cdot y)] \, d\Omega(z),$$  \hspace{1cm} (A.15)

$$= \int_{S^2} f(x \cdot z) [P_t(y \cdot z) - P_t(x \cdot y)] \, d\Omega(z) - \int_{C_\varepsilon(x)} f(x \cdot z) [P_t(y \cdot z) - P_t(x \cdot y)] \, d\Omega(z).$$

Combining (A.13), multiplied by $2\pi P_t(x \cdot y)$, with (A.15) yields

$$2\pi P_t(x \cdot y) \gamma_{\ell} = \int_{S^2} f(x \cdot z) [P_t(y \cdot z) - P_t(x \cdot y)] \, d\Omega(z) - \int_{C_\varepsilon(x)} f(x \cdot z) [P_t(y \cdot z) - P_t(x \cdot y)] \, d\Omega(z)$$  
$$+ 2\pi P_t(x \cdot y) \left[ \int_{1 - \varepsilon}^{1} [P_t(t) - 1]f(t) \, dt - \int_{1 - \varepsilon}^{1} [P_t(t) - 1]f(t) \, dt \right].$$  \hspace{1cm} (A.16)

Using $0 \leq f_t \leq f$ and $|P_t(x \cdot y)| \leq 1$ leads to

$$\left| \int_{S^2} f(x \cdot z) [P_t(y \cdot z) - P_t(x \cdot y)] \, d\Omega(z) - 2\pi P_t(x \cdot y) \gamma_{\ell} \right|,$$  

$$\leq 4\pi \left[ \int_{1 - \varepsilon}^{1} |P_t(t) - 1|f(t) \, dt \right] + \left| \int_{C_\varepsilon(x)} f(x \cdot z) [P_t(y \cdot z) - P_t(x \cdot y)] \, d\Omega(z) \right|.$$  \hspace{1cm} (A.17)

Both terms on the right-hand side of (A.17) go to zero as $\varepsilon \to 0$ or equivalently as $k \to \infty$. Finally, the space

$$\{ \text{Lebesgue measurable } f : t \mapsto [P_t(t) - 1]f(t) \text{ absolutely integrable on } [-1, 1], \forall \ell = 0, 1, \ldots \},$$  \hspace{1cm} (A.18)

is the same as $t \mapsto (1 - t)f(t) \in L^1([-1, 1])$ since the only value of $t \in [-1, 1]$ for which $P_t(t) - 1 = 0$, $\forall \ell = 0, 1, \ldots$, is $t = 1$.

**B. Proof of $L_\delta \to L_0$ strongly as $\delta \to 0$**

Let

$$u(\theta, \varphi) = \sum_{\ell=0}^{+\infty} \sum_{m=-\ell}^{\ell} u_{\ell m} Y_{\ell m}(\theta, \varphi).$$  \hspace{1cm} (B.1)

**Definition B.1** (see, e.g., [12]). For any $s \in \mathbb{R}$, the Sobolev space $H^s(S^2)$ is the completion of $C^\infty(S^2)$ with respect to the norm

$$||d||_{H^s(S^2)}^2 = \sum_{\ell=0}^{+\infty} \sum_{m=-\ell}^{\ell} \left( \ell + \frac{1}{2} \right)^{2s} |u_{\ell m}|^2.$$  \hspace{1cm} (B.2)

**Definition B.2.** For every $L : H^s(S^2) \to H^{s-2}(S^2)$, let $||L||_s$ denote the induced operator norm defined by

$$||L||_s = \sup_{0 \neq \phi \in H^s(S^2)} \frac{||L\phi||_{H^{s-2}(S^2)}}{||\phi||_{H^s(S^2)}}.$$  \hspace{1cm} (B.3)
Lemma B.3. For every $-1 < \alpha < 1$ and $0 < \delta \leq 2$,

$$-\ell(\ell + 1) \leq \lambda_0(\ell) \leq 0.$$  \hfill (B.4)

Proof. The modulus of the spectrum of $L_\delta$ is

$$|\lambda_0(\ell)| = \left| (1 + \alpha) \frac{2^{\ell-a}}{\delta^2} \int_{-1}^{1} P_\ell \left[ 1 - \frac{\delta^2}{2} \left( \frac{1-x}{2} \right) \right] - 1 \right| (1 - x)^a \, dx,$$

$$\leq \left( 1 + \alpha \right) \frac{2^{\ell-a}}{\delta^2} \int_{-1}^{1} \left| P_\ell \left[ 1 - \frac{\delta^2}{2} \left( \frac{1-x}{2} \right) \right] - 1 \right| (1 - x)^a \, dx.$$ \hfill (B.5)

Using the inequalities

$$|P_\ell(x) - 1| = |P_\ell(x) - P_{\ell-1}(x) + P_{\ell-1}(x) - 1| \leq |P_\ell(x) - P_{\ell-1}(x)| + |P_{\ell-1}(x) - 1|,$$

$$\leq \sum_{\mu=1}^{\ell} |P_\ell(x) - P_{\mu-1}(x)|,$$

and the identity [33] \$18.6.1 & 18.9.6\]

$$P_\mu(x) - P_{\mu-1}(x) = -(1 - x)P^{(1,0)}_{\mu-1}(x),$$ \hfill (B.7)

where $P^{(1,0)}_{\mu-1}(x)$ is a Jacobi polynomial [33] \$18.3\], and since [33] \$18.14.1\]

$$\sup_{x \in [-1, 1]} |P^{(1,0)}_{\mu-1}(x)| = \mu,$$ \hfill (B.8)

we continue bounding the spectrum by

$$|\lambda_0(\ell)| \leq \frac{(1 + \alpha) 2^{\ell-a}}{\delta^2} \int_{-1}^{1} \left( \sum_{\mu=1}^{\ell} \left| \delta^2 P^{(1,0)}_{\mu-1} \left[ 1 - \frac{\delta^2}{2} \left( \frac{1-x}{2} \right) \right] \right| \right) (1 - x)^a \, dx,$$

$$= \frac{(1 + \alpha) 2^{\ell}}{\delta^2} \int_{-1}^{1} \left( \sum_{\mu=1}^{\ell} \left| \delta^2 P^{(1,0)}_{\mu-1} \left[ 1 - \frac{\delta^2}{2} \left( \frac{1-x}{2} \right) \right] \right| \right) (1 - x)^a \, dx,$$

$$\leq \frac{(1 + \alpha) 2^{\ell}}{\delta^2} \int_{-1}^{1} (1 - x)^a \, dx \sum_{\mu=1}^{\ell} \mu,$$

$$= 2 \sum_{\mu=1}^{\ell} \mu = \ell(\ell + 1).$$ \hfill (B.9)

Since the integrand in (21) is non-positive, the spectrum is non-positive as well. \hfill \Box

Theorem B.4. For every $-1 < \alpha < 1$, $0 < \delta \leq 2$, and $s \geq 0$, $L_\delta$ is a bounded operator from $H^s(S^2)$ to $H^{s-2}(S^2)$, and

$$\|L_\delta\|_S \leq \|L_0\|_S < 1.$$ \hfill (B.10)

Proof. These inequalities follow naturally from the definition of the induced operator norm, Lemma B.3 and the completeness of spherical harmonics in $H^s(S^2) \hookrightarrow L^2(S^2)$. \hfill \Box

Lemma B.5. For every $\ell = 0, 1, \ldots, -1 < \alpha < 1$ and $\varepsilon > 0$, there exists $0 < \delta \leq \frac{4\sqrt{\varepsilon}}{\alpha^2}$ such that

$$|\lambda_0(\ell) - \lambda_0(\ell)| \leq \varepsilon |\lambda_0(\ell)|.$$ \hfill (B.11)
Proof. By the Lagrange form of the remainder in Taylor’s theorem, there exists a \( \xi \in [-1, 1] \) such that

\[
P_\ell \left[ 1 - \frac{\ell^2}{2} \left( 1 - \frac{x}{2} \right) \right] = P_\ell(1) - P'_\ell(1) \frac{\ell^2}{2} (1 - \xi) + P''_\ell \left[ 1 - \frac{\ell^2}{2} \left( 1 - \frac{x}{2} \right) \right] \frac{\ell^4}{2^4} (1 - x)^2.
\] (B.12)

Rearranging terms,

\[
P_\ell \left[ 1 - \frac{\ell^2}{2} \left( 1 - \frac{x}{2} \right) \right] = \frac{\ell^2}{2^2} \ell (\ell + 1) + P''_\ell \left[ 1 - \frac{\ell^2}{2} \left( 1 - \frac{x}{2} \right) \right] \frac{\ell^4}{2^4} (1 - x)^2.
\] (B.13)

Now, the second derivative of the Legendre polynomials is given in terms of the Jacobi polynomials \cite{33} §18.3

\[
P''_\ell(x) = \frac{(\ell + 1)(\ell + 2)}{2^2} P^{(2, 2)}_{\ell-2}(x),
\] (B.14)

and since \cite{33} §18.14.1

\[
\sup_{x \in [-1, 1]} |P^{(2, 2)}_{\ell-2}(x)| = \frac{(\ell - 1)\ell}{2},
\] (B.15)

we obtain

\[
|A_\ell(\ell) - A_0(\ell)| \leq \frac{(\alpha + 1)}{2^\alpha} \int_{-1}^{1} (\ell - 1)\ell(\ell + 1)(\ell + 2)\delta^2 (1 - x)^{\alpha+1} \, dx,
\]

\[
\leq \frac{\alpha + 1}{\alpha + 2} \frac{(\ell - 1)\ell(\ell + 1)(\ell + 2)\delta^2}{2^4},
\]

\[
\leq \frac{(\ell - 1)\ell(\ell + 1)(\ell + 2)\delta^2}{2^4},
\]

\[
\leq \frac{(\ell + 1)(\ell + 2)\delta^2}{4},
\]

\[
\leq \frac{(\ell + 1)(\ell + 2)\delta^2}{2^4} = \epsilon |A_\ell(\ell)|.
\]

We are now in a position to prove strong convergence of the nonlocal operators to the Laplace–Beltrami operator.

**Theorem B.6.** For every \(-1 < \alpha < 1 \) and \( s \geq 0 \), \( \mathcal{L}_\delta \to \mathcal{L}_0 \) strongly as \( \delta \to 0 \). That is,

\[
\forall u \in H^s(\mathbb{S}^2), \quad \| (\mathcal{L}_\delta - \mathcal{L}_0)u \|_{H^{s-1}(\mathbb{S}^2)} \to 0, \quad \text{as} \quad \delta \to 0.
\] (B.17)

**Proof.** Let

\[
u_\delta(\theta, \phi) = \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} (\alpha + 1) Y_{\ell m}(\theta, \phi),
\] (B.18)

be the degree-\( n \) truncation of \( u \in H^s(\mathbb{S}^2) \). For every \( \epsilon > 0 \) and \( n = 0, 1, \ldots \), there exists \( 0 < \delta \leq \frac{\epsilon}{n + 2} \) such that

\[
\| (\mathcal{L}_\delta - \mathcal{L}_0)u \|_{H^{s-1}(\mathbb{S}^2)} \leq \| (\mathcal{L}_\delta - \mathcal{L}_0)u_n \|_{H^{s-1}(\mathbb{S}^2)} + \| \mathcal{L}_\delta(u - u_n) \|_{H^{s-1}(\mathbb{S}^2)} + \| \mathcal{L}_0(u - u_n) \|_{H^{s-1}(\mathbb{S}^2)},
\]

\[
\leq \| (\mathcal{L}_\delta - \mathcal{L}_0)u_n \|_{H^{s-1}(\mathbb{S}^2)} + \| \mathcal{L}_\delta(u - u_n) \|_{H^s(\mathbb{S}^2)} + \| \mathcal{L}_0(u - u_n) \|_{H^s(\mathbb{S}^2)},
\]

\[
< \epsilon \| u \|_{H^s(\mathbb{S}^2)} + 2 \| u - u_n \|_{H^s(\mathbb{S}^2)}.
\]

Thus, the norm is bounded by the first term that is arbitrarily small and the second term that converges to 0 as \( n \to \infty \) or equivalently as \( \delta \to 0 \); for definiteness, choose

\[
\epsilon = \frac{1}{(n + 2)^2}, \quad \delta = \frac{4}{(n + 2)^2}, \quad \text{and take} \quad n \to \infty.
\] (B.20)

Convergence of the second term follows from the completeness of spherical harmonics in \( H^s(\mathbb{S}^2) \to L^2(\mathbb{S}^2) \).

\qed