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Abstract—The surrogate-assisted optimization algorithm is a promising approach for solving expensive multi-objective optimization problems. However, most existing surrogate-assisted multi-objective optimization algorithms have three main drawbacks: 1) cannot scale well for solving problems with high dimensional decision space, 2) cannot incorporate available gradient information, and 3) do not support batch optimization. These drawbacks prevent their use for solving many real-world large scale optimization problems. This paper proposes a batched scalable multi-objective Bayesian optimization algorithm to tackle these issues. The proposed algorithm uses the Bayesian neural network as the scalable surrogate model. Powered with Monte Carlo dropout and Sobolov training, the model can be easily trained and can incorporate available gradient information. We also propose a novel batch hypervolume upper confidence bound acquisition function to support batch optimization. Experimental results on various benchmark problems and a real-world application demonstrate the efficiency of the proposed algorithm.

Index Terms—surrogate-assisted evolutionary optimization, Bayesian optimization, batch optimization, expensive multi-objective optimization.

I. INTRODUCTION

EXPENSIVE multiobjective optimization problems can be found in many real-world applications. For example, when building a deep neural network, one may want to maximize its model accuracy and minimize its size and respond speed at the same time [1]. Surrogate-assisted multiobjective optimization algorithms are promising for solving these problems [2], [3]. Much effort has been made on the development of this kind of algorithms [4], [5], [6], [7], [8]. However, three major issues remain challenging:

• Scalability: Existing surrogate-assisted algorithms cannot scale well as the number of decision variables and the number of data points used for surrogate model building increase. These algorithms usually use Gaussian process (Kriging) as the surrogate model [2], [3], of which the cost of model building is cubic to the number of data points used. Thus, they are only suitable for problems with about 10 decision variables and a few hundreds of function evaluations [2].

• Use of Gradient Information: In many real-world applications such as aerodynamic shape optimization [9] and the hyperparameter optimization for deep neural networks [10], [11], the gradients of the optimization objective functions are available with no or low additional cost. Some preliminary works have shown that utilizing gradient information is beneficial for solving single objective expensive optimization problems [12], [13]. However, the cost of incorporating gradient information into the Gaussian process is very high [14], which prevents the use of full gradient even for small scale problems with a few decision variables [12], [13]. To our best knowledge, no algorithm has been proposed for utilizing gradient information to solve multiobjective expensive optimization problems.

• Batch Optimization: Many real-world applications allow parallel evaluations. By simultaneously evaluating many solutions in batch, one can significantly reduce the overall computational clock time which is crucial when the number of required evaluations is large. Although few algorithms can evaluate multiple solutions in batch [7], [8], most surrogate-assisted multiobjective algorithms are not designed for batch optimization [4], [5], [6], where only one solution can be evaluated at each iteration.

To address the above three issues, this paper proposes a batched scalable multi-objective Bayesian optimization algorithm (BS-MOBO) for solving expensive multi-objective optimization problems. In the remainder of this paper, we first describe the background and some challenges for the current surrogate-assisted multiobjective algorithms in Section II. In section III, we detail our proposed algorithm BS-MOBO, of which the main advantages are:

• Instead of using Gaussian process, BS-MOBO builds scalable Bayesian neural networks with Monte Carlo dropout inference as its surrogate model. Powered with Sobolov training technique, BS-MOBO can efficiently incorporate available gradient information into the model building and hence significantly improve the optimization performance.

• Using our proposed novel batch hypervolume upper confidence bound (B-HUCB) acquisition function, BS-MOBO can simultaneously select a set of promising solutions for parallel evaluation. By considering all already evaluated solutions in the selection step, BS-MOBO can achieve a good exploration-exploitation trade-off for batch selection.

In section IV, we compare the proposed algorithm and its variants with state-of-the-art surrogate-assisted multi-objective optimization algorithms. Section V discusses several potential improvements and concludes this paper.
II. BACKGROUND AND CHALLENGES

In this section, we introduce the basic surrogate-assisted optimization framework, and discuss some critical challenges for solving scalable multi-objective optimization problems.

A. Expensive Multi-Objective Optimization Problem

This paper considers the following multi-objective optimization problem (MOP) [15]:

\[
\min \ F(x) = (f_1(x), \ldots, f_m(x)) \in \mathbb{R}^m \\
\text{s.t. } x \in \Omega \subset \mathbb{R}^n
\]

where \( \Omega \) is the decision space, \( \mathbb{R}^m \) is the objective space and \( F(x) \) is the objective vector. Since the objective functions conflict each other, no single solution can optimize all objectives at the same time. A decision maker is often interested in finding a set of solutions to approximate the Pareto front.

B. Surrogate-Assisted Multi-Objective Optimization

Surrogate-assisted multi-objective optimization algorithm, such as multi-objective Bayesian optimization (MOBO) [17], [18], is promising for solving expensive multi-objective optimization problems. A framework of MOBO is presented in Algorithm 1.

Algorithm 1 Multi-objective Bayesian Optimization (MOBO)

1: Initialize the dataset \( D_0 = \{(x_i, F(x_i))|i = 1, \cdots, N_1\} \)
2: for \( t = 1 \) to \( T \) do
3: \( m \) build probabilistic surrogate models \( \{\hat{f}_j(x|D_{t-1})\}_{j=1}^m \)
4: find solution \( x_t \) by optimizing \( \alpha(x|D_{t-1}) \)
5: evaluate \( F(x_t) \)
6: update \( D_t = D_{t-1} \cup \{(x_t, F(x_t))\} \)
7: end for

MOBO first uses an experimental design method to generates a set of \( N_1 \) solutions and evaluate all of them to obtain the initial dataset \( D_0 \). At each iteration \( t \), MOBO builds a probabilistic surrogate model to approximate each objective function based on the current dataset \( D_{t-1} \). With all \( m \) surrogate models \( \{\hat{f}_j(x|D_{t-1})\}_{j=1}^m \), we can define an acquisition function \( \alpha(x|D_{t-1}) \) to measure the gain for evaluating a solution \( x \). Expected Hypervolume Improvement (EHI) [19] is a well-known acquisition function for solving expensive MOP. By optimizing the acquisition function, MOBO locates the most promising solution \( x_t = \arg \max_x \alpha(x|D_{t-1}) \) and evaluates \( F(x_t) \). At the end of each iteration, the dataset will be augmented by the newly evaluated solution.

The surrogate-assisted optimization algorithm can efficiently solve some expensive MOPs with a limited evaluation budget. However, most existing surrogate-assisted optimization algorithms have the following drawbacks:

- These algorithms can only solve small scale problems with a few decision variables since the cost for the surrogate model building is very costly. It is also very difficult to incorporate available available gradient information into model building.
- Most surrogate-assisted algorithms do not support batch optimization, which further weakens its use for solving large scale optimization problems, especially when the number of required function evaluations is large.

We will discuss these challenges in the following subsections and propose an efficient algorithm to tackle them in section III.

C. Scalable Surrogate Model Building

Gaussian process (Kriging) [20] is a popular way for building a probabilistic surrogate model. However, the computational cost for training a Gaussian process model is \( O(N^3) \) for \( N \) training samples. This high computational complexity prevents its use for large scale problems which require a large number of training data [13]. Many different choices of surrogate models have been proposed for surrogate-assisted EAs [2]. However, the performances of these algorithms are usually worse [2, 21, 22]. The lack of a good uncertainty estimation is a main reason for the inferior performance.

Bayesian neural network, which can be trained with a large number of solutions, is an alternative choice to Gaussian process with good uncertainty estimation [23, 24]. A neural network model with one single hidden layer can be written as:

\[
y = \hat{f}(x|W) = h(xW_1 + b_1)W_2 + b_2
\]

where \( x \) is the input vector, \( h(\cdot) \) is a nonlinear activation function, \( W = \{W_1, W_2, b_1, b_2\} \) are the weight matrices and bias terms, and \( y \) is the output of the neural network.

In Bayesian neural network, we place prior distributions \( p(W) \) on its weights \( W \) as shown in Fig. 1. With \( N \) training samples \( \{(x_i, y_i)|i = 1, \cdots, N\} \), we can obtain the posterior distribution \( p(W|X, y) \) on the weight, and hence the output distribution \( p(y|x, W) \) [25, 26]. The predictive mean and variance of the output can be easily calculated once the output distribution is known. However, the current existing methods for training a Bayesian neural network are usually time consuming and not suitable for many applications [27].

Recently, a practical approach which uses dropout as the variational inference method for the Bayesian neural network has been proposed [27, 28]. Dropout was originally proposed to avoid over-fitting in training deep neural networks [29, 30]. A dropout mask \( z_i \), which is a binary vector with Bernoulli distribution, is applied for each weight matrix in the neural network:

\[
y_{\text{dropout}} = h(xz_1W_1 + b_1)z_2W_2 + b_2 \\
Z_1 = \text{diag}(z_1), Z_2 = \text{diag}(z_2)
\]
works show that utilizing gradient information is beneficial for multi-objective optimization algorithms [33], [34].

In the expensive optimization setting, the gradient information is also useful for building a more accurate Gaussian process model with fewer evaluated solutions [35], which might lead to more efficient surrogate-assisted optimization algorithms [12], [14]. However, the cost of incorporating gradient information into a Gaussian process with \( N \) training samples in a \( K \) dimensional decision space is \( O(K^3 N^3) \), which prevents its use for solving problems that have many decision variables or require a large number of evaluations.

Recently, a Sobolev training method [36] is proposed for incorporating available gradient information into the neural network training process. In this paper, we extend its use for building gradient-enhanced surrogate models to solve expensive optimization problems. The Sobolev training method does not change the neural network structure. It encodes the gradient information into neural network training by merely modifying the loss function as:

\[
L = L_e + L_g
\]

\[
= \sum_{i=1}^{N} l(\hat{f}(x_i), f(x_i)) + \sum_{i=1}^{N} l(\nabla \hat{f}(x_i), \nabla f(x_i))
\]

\[
= \sum_{i=1}^{N} [\hat{f}(x_i) - f(x_i)]^2 + \sum_{i=1}^{N} [\nabla \hat{f}(x_i), \nabla f(x_i)]^2
\]

(6)

where \( L_e = \sum_{i=1}^{N} l(\hat{f}(x_i), f(x_i)) \) is the original error loss function and \( L_g = \sum_{i=1}^{N} l(\nabla \hat{f}(x_i), \nabla f(x_i)) \) is the gradient loss. \( \nabla \hat{f}(x_i) \) and \( \nabla f(x_i) \) are the gradient vectors with respect to the Bayesian neural network output and the original objective function. In this paper, we want to build regression models to approximate the objective functions. Therefore, we use mean squared error (MSE) for both error loss and gradient loss. By training with this Sobolev loss function, a neural network model can encode not only the objective values but also the gradient information of the ground truth function, and hence can provide more accurate predictions for new solutions.

Combining this Sobolev training method along with the Bayesian neural network with practical MC dropout inference, we can build gradient-enhanced scalable surrogate models for large scale multi-objective optimization problems. The details of the model building will be discussed in section III.

E. Batch Optimization and Parallel Evaluation

Many real-world applications support parallel evaluation. For example, training multiple large deep neural networks with different structures and hyperparameters in parallel is a common practice for neural network structure search [37]. Batch function evaluation can significantly reduce the wall-clock time for the whole optimization process.

In multi-objective Bayesian optimization, the acquisition function \( \alpha(x|D_t) \) is depended on all evaluated solutions. Although the goal is to obtain a set of Pareto optimal solutions, many surrogate-assisted algorithms use a scalar acquisition.
function to select only one single solution for evaluation at each iteration. ParEGO \cite{15} randomly combines the multiple objectives into a single objective optimization problem at each iteration. SMS-EGO \cite{14} defines a scalar S-metric for searching the most promising solution for evaluation. These methods do not support parallel evaluation and batch optimization.

Some surrogate-assisted multi-objective optimization algorithms support parallel evaluation. For example, MOEA/D-EGO \cite{13} clusters all subproblems into a few groups and simultaneously evaluates the solutions with the highest expected improvements in each group. K-RVEA \cite{16} uses adaptive reference vectors and cluster method to select multiple solutions for evaluation. However, these methods do not consider those already evaluated solutions for new solutions selection. This ignorance might lead to inferior batch selection and hence poorer optimization performance. In this paper, we propose an efficient selection strategy for batch multi-objective optimization, of which the details are discussed in section III.

III. THE PROPOSED ALGORITHM: BS-MOBO

In this section, we propose a batched scalable multi-objective Bayesian optimization (BS-MOBO) algorithm for large scale expensive multi-objective optimization. This algorithm can easily incorporate available gradient information and supports batch optimization. The general algorithm framework is shown in Algorithm \[2\]

Algorithm 2 BS-MOBO

1: Input: \(D_0\), Number of Iterations \(T\)
2: Initialize the dataset \(D_0\)
3: for \(t = 1\) to \(T\) do
4: \hspace{0.5cm} Train scalable probabilistic model \(\hat{F}(x|D_{t-1}, W)\) with gradient information \{Subsection III.A\}
5: \hspace{0.5cm} Generate \(k\) points for evaluation by optimizing the batch acquisition \(\alpha(X|D_{t-1}, W)\) \{Subsection III.B\}
6: \hspace{0.5cm} Evaluate the generated points, update dataset \(D_t\)
7: end for
8: Output: nondominated solutions in \(D_T\)

The main steps of this framework are:

- **Initialization:** BS-MOBO initializes a dataset \(D_0\) with a set of \(N_f\) solutions using Latin hypercube sampling \cite{38}. All solutions are evaluated and will be used for model building.

- **Model Training:** At each iteration \(t\), total \(m\) surrogate models will be built for approximating the objective functions based on the evaluated solutions in \(D_{t-1}\), where \(m\) is the number of objective functions. Details of the model training are discussed in Subsection III.A.

- **Solution Selection:** BS-MOBO selects \(k\) promising solutions in batch for expensive parallel evaluation at each iteration via a two-stage selection process, of which the details are presented in Subsection III.B.

- **Update:** At the end of each iteration, the data set will be updated with the \(k\) selected and evaluated solutions \(D_t = D_{t-1} \cup \{(x_i, F(x_i))\}|i = 1, \cdots, k\} and will be used for updating the surrogate models.

A. Scalable Surrogate Model with Gradient Information

BS-MOBO uses a scalable Bayesian neural network with MC dropout inference as the surrogate model. With the Sobolev training technique, this model can easily incorporate gradient information into model training when it is available.

1) Model Training: In BS-MOBO, we build a fully connected neural network with two hidden layers as the surrogate model. The neural network has the same structure as the model in \cite{50} for regression, of which the number of nodes for each hidden layer is 256 and the activation function is ReLu. To do Bayesian inference by MC dropout, we use dropout in all hidden layers and the dropout rate is 0.05 for each node. Although the neural network structure and the dropout rate can be further optimized or adaptively adjusted for different problems, in this paper, we use a fixed structure to highlight its robustness and generality for solving various expensive multi-objective optimization problems.

In addition to its scalability, with Sobolev training, the neural network can efficiently incorporate available gradient information. As mentioned in section II, we do not have to change the network structure. The only thing we have to do is to consider the gradient information in the loss function. In this paper, we build independent surrogate models with the identical neural network structure for all objective functions. The algorithm of model training is shown in Algorithm \[3\]

Algorithm 3 Model Training

1: Input: \(D_t = \{(x_i, F(x_i))|i = 1, \cdots, N_t\}\)
2: (optional) gradient information \(\{\nabla F(x_i)\}|i = 1, \cdots, N_t\}
3: for \(j = 1\) to \(m\) do
4: \hspace{0.5cm} Initialize a neural network model \(\hat{f}_j(x|W)\)
5: \hspace{0.5cm} if gradient information is available then
6: \hspace{2cm} Train the model by optimizing the Sobolev loss
7: \hspace{2cm} \(L = \sum_{i=1}^{N_t} l(\hat{f}_j(x_i|W), F_j(x_i)) + \sum_{i=1}^{N_t} l(\nabla \hat{f}_j(x_i|W), \nabla F_j(x_i))\)
8: \hspace{2cm} else if gradient information is not available then
9: \hspace{2cm} Train the model by optimizing the error loss
10: \hspace{2cm} \(L = \sum_{i=1}^{N_t} l(\hat{f}_j(x_i|W), F_j(x_i))\)
11: end if
12: end for
13: Output: \(m\) trained models \(\{\hat{f}_j(x|W)\}|j = 1, \cdots, m\)
We also compare the training time of the Gaussian process and Bayesian neural network models with and without gradient information. As shown in Fig. 3, the training time of the Gaussian process is negligible, so the training time is almost coincident with the training time for training a model without gradient. This scalable ability makes it suitable for solving expensive optimization problems with larger decision space and requires more evaluation budget.

The scalable surrogate model is an important building block for the proposed scalable BS-MOBO algorithm. The comparisons between the proposed surrogate model and the Gaussian process in the surrogate-assisted expensive multi-objective optimization will be conducted and discussed in the experimental section.

**B. Batch Optimization**

Batch optimization is another key challenge for solving expensive multiobjective optimization problems, especially when the number of required function evaluations is large. As pointed out in the previous sections, the goal of BS-MOBO is to generate a set of promising solutions $D_T$ to provide a good trade-off for a given multiobjective optimization problem with a limited evaluation budget $T$. Therefore, at each iteration $t$, the batch acquisition function $\alpha(X|D_{t-1})$ should depend on all already-evaluated solutions $D_{t-1}$.

1) **Batch Acquisition Function:** The expected hypervolume improvement (EHI) [19] is a widely-used acquisition function for expensive multi-objective optimization problems. However, a standard EHI algorithm can only generate one promising solution for evaluation at each iteration [19]. It is natural to generalize it to a batch form:

$$\text{B-EHI}(X|D_t) = \text{B-EHI}((x_{t+1}^{(1)}, \ldots, x_{t+1}^{(k)})|D_t)$$

$$= E[H(F(D_t) \cup \{F(x_{t+1}^{(1)}), \ldots, F(x_{t+1}^{(k)})\}) - H(F(D_t))],$$

where $H(Y)$ is the hypervolume of all points in the set $Y$ and $F(D_t)$ is the set of all objective values in $D_t$. By optimizing the batch expected hypervolume improvement acquisition function $\text{B-EHI}(X|D_t)$, we can obtain a set of $k$ promising solutions $X$ for parallel expensive evaluations. However, directly optimizing the above batch acquisition is very difficult, since we do not know how to directly find those $k$ promising solutions under the expectation with distribution $p(F(x_{t+1}^{(1)}), \ldots, F(x_{t+1}^{(m)})|D_t)$.

**Algorithm 4 Prediction**

1: **Input:** a newly generated solution $x$
2: $m$ trained neural network models $\{\hat{f}_j(x|W)\}_{j=1}^m$
3: for $j = 1$ to $m$
4: Sample the weights $\tilde{W}_s$ for $\hat{f}_j(x|\tilde{W}_s)$ according to the dropout distribution
5: Obtain the predictive value $\hat{y}_{js} = \hat{f}_j(x|\tilde{W}_s)$
6: end for
7: Calculate the predictive mean and standard deviation
$$\hat{y}_j = \frac{1}{S} \sum_{s=1}^{S} \hat{y}_{js},$$
$$\sigma_j^2 = \frac{1}{S} \sum_{s=1}^{S} (\hat{y}_{js} - \hat{y}_j)^2$$
8: end for
9: **Output:** the predictive mean vector $(\hat{y}_1, \ldots, \hat{y}_m)$
10: the predictive standard deviation vector $(\sigma_1, \ldots, \sigma_m)$

![Fig. 2. The predictive mean (solid line) ± two standard deviations (shade area) obtained by surrogate models with and without gradient information for sin(x).](image)
Inspired by the upper confidence bound (UCB) acquisition function for single objective Bayesian optimization, we propose a batch hypervolume upper confidence bound (B-HUCB) acquisition for batch multi-objective Bayesian optimization:

\[
\text{B-HUCB}(X|D_t) = \text{B-HUCB}((x_{t+1}^{(1)}, \ldots, x_{t+1}^{(k)})|D_t)
\]

\[
= H(F(D_t) \cup \{G(x_{t+1}^{(1)}), \ldots, G(x_{t+1}^{(k)})\}) - H(D_t),
\]

where \( G(x) = (\hat{\mu}_1(x) - \hat{\sigma}_1(x), \ldots, \hat{\mu}_m(x) - \hat{\sigma}_m(x) ) \) is the vector of lower confidence bound (LCB) for all objective functions of a minimization MOP. This batch acquisition function measures the hypervolume improvement by the LCB of a set of solutions \( G(X) = \{G(x_{t+1}^{(1)}), \ldots, G(x_{t+1}^{(k)})\} \) with respect to the set of all already evaluated solutions \( D_t \).

The proposed batch acquisition function avoids the calculation of the batch expected hypervolume improvement. It also provides a good exploitation-exploration trade-off to select a set of promising solutions for expensive evaluations by considering all already-evaluated solutions \( D_t \). However, it is still difficult to directly find a set of \( k \) solutions \( X_k \) to maximize \( \text{B-HUCB}(X|D_t) \). In BS-MOBO, we propose a two-step algorithm for the solution selection process.

2) Two-Step Batch Solutions Selection: The algorithm framework of the proposed solutions selection process is shown in Algorithm 5.

### Algorithm 5 Two-Step Solutions Selection

1: Find a set of \( p \) candidate solutions \( X_p \) by solving the surrogate multi-objective problem
2: Select \( k \) solutions among those \( p \) candidates by optimizing \( X_k = \arg\max_{X \subseteq X_p} \text{B-HUCB}(X|D_t) \)
3: Evaluate all \( k \) solutions \( X_k \) in parallel

At the first step, based on the surrogate models, we can define a surrogate multi-objective optimization problem with respect to the lower confidence bound vector:

\[
\min \ G(x) = (g_1(x), \ldots, g_m(x)) \in \mathbb{R}^m
\]

\[
\text{s.t.} \quad x \in \Omega \subseteq \mathbb{R}^n
\]

where \( g_i(x) = \hat{\mu}_i(x) - \hat{\sigma}_i(x) \) is the lower confidence bound of objective function \( f_i(x) \) at solution \( x \). By optimizing the surrogate problems, we can obtain an approximate Pareto set of solutions \( X_p \).

At the second stage, we can select the optimal subset of solution \( X_k \subseteq X_p \) for parallel evaluations by optimizing the batch hypervolume upper confidence bound acquisition \( \text{B-HUCB}(X|D_t) \).

In the proposed algorithm, we use MOEA/D to solve the surrogate multi-objective optimization problem. With Tchebycheff decomposition, the surrogate MOP is decomposed into a set of scalar surrogate subproblems:

\[
\begin{align*}
\text{minimize} \quad & h(x|\lambda, z^*) = \max_{1 \leq i \leq m} \{\lambda_i|g_i(x) - z_i^*|\} \\
\text{subject to} \quad & x \in \Omega
\end{align*}
\]

where \( \lambda = (\lambda_1, \ldots, \lambda_m) \) is a weight vector, i.e., \( \lambda_i \geq 0 \) for all \( i = 1, \ldots, m \) and \( \sum_{i=1}^m \lambda_i = 1 \). In addition, \( z_i^* = \min\{g_i(x)|x \in \Omega\} \) for each \( i = 1, \ldots, m \). We solve this surrogate MOP with population size \( p \). The obtained \( p \) solutions \( X_p \) will be used as the candidate pool for the second step.

Once we obtain \( p \) candidate solutions, the next step is to select \( k \) solutions for evaluations. If \( p = k \), we just evaluate all \( p \) candidates. However, in BS-MOBO, it is more often that \( p > k \) since: 1) the available batch size for many real-world application is usually limited (e.g., \( k = 10 \)) and we need a larger number of solutions to approximate the surrogate Pareto front (e.g., \( p = 100 \)); and 2) by choosing \( k \) solutions from \( p \) candidates, we can better select a set of promising solutions to maximize \( \text{B-HUCB}(X|D_t) \) as shown in Fig. 4.

![Fig. 4. An illustration of the two-step solutions selection process.](image)

To choose the best \( k \) candidate solutions for expensive evaluation, we have to take all already-evaluated solutions into consideration. It is still difficult since we have to find the best subset of \( k \) solutions among all \( C_{p,k} \) combinations. This hypervolume subset selection problem itself is computational expensive. In BS-MOBO, we use a greedy approach to select the \( k \) candidate solutions as shown in Algorithm 6. In this algorithm, we first initialize a value set \( V \) to store the objective values of all already-evaluated solutions in \( D_t \). At each iteration, by assuming that the objective values of all candidate solutions in \( X_p \) are equal to their lower confidence bound \( G(x) \), we select the most promising solution in the candidate pool \( X_p \) which maximizes the hypervolume contribution with respect to the value set \( V \). The selected solution
will be moved from the candidate pool $X_p$ to the selected set $X_k$ and its lower confidence bound value will be added into the value set $V$. After $k$ iteration, total $k$ promising solutions in $X_k$ are selected for expensive parallel evaluations.

Algorithm 6 Greedy Promising Solutions Selection

1: Input: Solutions in the candidate pool $X_p$, All already-evaluated solutions $D_t$
2: Initialize the set of selected solutions $X_k = \emptyset$
3: Initialize the value set $V = \mathcal{F}(D_t)$
4: for $i = 1$ to $k$ do
5: Select $x = \arg \max_{x \in X_p} [H(V \cup \{G(x)\}) - H(V)]$
6: Update $X_k = X_k \cup \{x\}$ and $X_p = X_p \setminus \{x\}$
7: Update $V = V \cup \{G(x)\}$
8: end for
9: Output: Set of selected solutions $X_k$

IV. EXPERIMENTAL STUDIES

In this section, we empirically validate the performance of the proposed BS-MOBO algorithm on various benchmark functions as well as on a real-world application problem.

A. Experimental Results on Small Scale Benchmark Problems

The BS-MOBO algorithm is originally proposed for solving large scale expensive multi-objective optimization problems with high dimensional decision space. But it can also be used for solving small scale problems. In this subsection, we first test its performance on problems with low dimensional decision space (8 decision variables). We compare BS-MOBO with some state-of-the-art Kriging-based surrogate-assisted MOEAs, such as ParEGO [5], HypI [42], SMS-EGO [6], K-RVEA [8] and MOEA/D-EGO [7] on four widely-used benchmark problem suits, namely, ZDT [16], DTLZ [43], UF [44] and F problem suit in the RM-MEDA papers [45].

It should be noticed that ParEGO, HypI and SMS-EGO only support sequential evaluation where only one solution can be evaluated at each iteration, while K-RVEA, MOEA/D-EGO and our proposed algorithm can evaluate solutions in batch. If two algorithms have similar performance with the same number of expensive evaluations, the one which supports batch evaluation is usually preferred for many real-world applications since it can significantly save the wall-clock time.

We use the Python codeootnote{http://bitbucket.org/arahat/gecco-2017} from [42] to run the ParEGO, HypI and SMS-EGO. The K-RVEA implementationootnote{http://bimk.ahu.edu.cn/index.php?ss=/Index/Software/index.html} is available from the PlatEMO toolboxootnote{Will be open source once this paper is published.}. We implement the MOEA/D-EGO and the proposed algorithm BS-MOBO in Python where the neural networks are built with Pytorch.ootnote{https://pytorch.org/}

The parameters settings for this comparison are:

- Dimension of decision space $n = 8$;
- Maximal number of evaluations $N_{FG} = 20n = 160$;
- Number of solutions in the initial dataset $N_I = 60$;
- Number of solutions to be evaluated in batch at each iteration for K-RVEA, MOEA/D-EGO, BS-MOBO and its variants $k = 5$, which means there are only 20 parallel evaluations $((160 - 60)/5 = 20)$ for these algorithms;
- Population size for K-RVEA, MOEA/D-EGO, BS-MOBO and its variants $p = 100$;
- Parameters for all compared algorithms are the same with their default settings reported in the literature;

We independently run each algorithm 25 times and compare their results using the inverted generational distance (IGD) metric and the hypervolume difference ($I_H$) metric [48]. To calculate the IGD and $I_H$ metric, we use 500 uniformly distributed Pareto-optimal points in PF for ZDT test instances and 990 points for DTLZ test instances as in [49]. 500 and 990 points for two and three objective F test instances, 1000 points for UF1-7 and 10000 points for UF8-10 as in [44]. Due to the page limit, the experimental results of hypervolume difference are reported in the supplementary material.

To better study the effect of different components in the algorithm, we report the results of the proposed algorithm along with two different variants. BS-MOBO is the proposed algorithm with a Bayesian neural network surrogate model without gradient information. BS-MOBO-g incorporates the gradient information into the surrogate model building via Sobolev training. To validate the effectiveness of the proposed batch optimization framework, BS-MOBO-GP replaces the Bayesian neural network with a standard Gaussian process model as the surrogate model.

Table I shows the mean IGD values, the standard deviations and the ranks of IGD means for all 27 problems obtained by different algorithms. The best result for each problem is highlighted. In addition, a Wilcoxon rank-sum test with significant level 0.05 is conducted to compare the performances between BS-MOBO-g and other algorithms, where the symbols $+/ - $ indicate that BS-MOBO-g performs significantly better than/equally with/significant worse than the compared algorithms respectively.

1) The Effect of the Batch Optimization Framework: It is obvious that BS-MOBO-GP achieves the best overall performance with average rank 2.222 and rank the first for most test instances. Since BS-MOBO-GP uses the same Gaussian process surrogate model with other Kriging-based algorithms, this result confirms the advantage of our newly proposed batch optimization framework. BS-MOBO-GP is outperformed by other Kriging-based algorithms on the UF5 and UF6 test instances which both have disconnected Pareto set and many local Pareto optimal points. Our proposed batch selection method aims at finding a set of well-distributed solutions to improve the hypervolume at each iteration. But it seems that the convergence performance is poor and many solutions are got trapped by local Pareto points for these problems with disconnected Pareto fronts.

2) Scalable Model with Very Few Solutions: The performances of BS-MOBO are worse than those of BS-MOBO-GP for most test instances. The only difference between BS-MOBO and BS-MOBO-GP is the surrogate model (Bayesian neural network for BS-MOBO and Gaussian process for BS-MOBO-GP). These results are reasonable for the small scale
proves with a very limited number of evaluated solutions. It is well known that Gaussian process modeling has excellent fitting performances for small datasets in low dimensional space [20]. On the contrary, neural networks usually need more training examples to achieve good fitting performance [50], [51]. However, the algorithm performance would be entirely different for large scale problems as can be seen in the next subsection. In addition to that, in a simple ensemble method, we can propose a hybrid algorithm which achieves good performance for both small and large scale problems. The details of the simple hybrid algorithm can be found in the supplementary material.

3) The Effect of Gradient Information: With available gradient information, BS-MOBO_g significantly outperforms BS-MOBO on most test instances. It confirms that incorporating gradient information into the surrogate model can substantially improve the optimization algorithm’s performance. It is interesting to observe that, with the help of gradient information, BS-MOBO_g can obtain better or equally good performances with BS-MOBO-GP on many test instances even in the small scale setting. BS-MOBO_g performs slightly worse than BS-MOBO on F4 and F8 test instances which both have three complicated periodic objective functions with nonlinear variable linkage. For these problems, the Sobolev training method tries to match many local gradient directions with very few data points, and hence performs poorly to approximate the whole complicated function. Similar results have also been reported in the Sobolov training paper [36].

B. Experimental Results on Large Scale Benchmark Problems

To verify the scalability of the proposed BS-MOBO algorithm, we evaluate its performance on larger scale problems. In this experiment, we use the same benchmark problem suites (namely, ZDT, DTLZ, F and UF) as in the previous subsection but now with 50-dimensional decision space and a larger budget of 1000 evaluations for each algorithm.

The Kriging-based surrogate-assisted algorithms with sequential evaluations (ParEGO, Hyply and SMS-EGO) are not suitable for this setting mainly due to the extremely long running time. In addition to the model-based optimization algorithms with batch evaluations (K-RVEA and MOEA/D-EGO), we also compare our proposed algorithm with two model-free optimization algorithms as baselines: (1) MOEA/D [52] is a newly proposed multi-objective optimization algorithm using Hypervolume indicator gradient ascent. The gradient-based HIGA-MO method is now only suitable for solving bi-objective problems, so its results on three objective problems are unavailable.

As mentioned in the previous sections, the time complexity of building a Gaussian process model is cubic to the number of training samples. This high computational cost forbids us to use all evaluated solutions to train the Gaussian process model especially when the evaluation budget is not very small. K-RVEA and MOEA/D-EGO both have carefully designed strategies to select a fixed number of evaluated solutions for training the surrogate model. For BS-MOBO-GP, at each iteration, we randomly select a subset of evaluated solutions to train the Gaussian process model.
The parameters settings for this experiment are:

- Dimension of decision space: \( n = 50 \);
- Maximal number of evaluations: \( N_{FE} = 20n = 1000 \);
- Number of solutions in the initial dataset: \( N = 500 \);
- Number of solutions for training the Gaussian process model: \( N_{GP} = 300 \);
- Number of solutions to be evaluated in batch at each iteration for K-RVEA, MOEA/D-EGO, BS-MOBO and its variants is \( k = 5 \), which means there are only 20 iterations \((1000 - 500)/25 = 20\) during the optimization process;
- Population size for all algorithms is \( p = 100 \);
- Parameters for all compared algorithms are the same with their default settings in the literature;

All algorithms are independently run 25 times, and their performances are compared using the IGD and hypervolume difference metric as mentioned in the previous subsection. The experimental results of the IGD metric are shown in Table II. The experimental results of the hypervolume difference metric are presented in the supplementary material.

1) The Batch Optimization Framework for Large Scale Problem: BS-MOBO-GP has a better overall performance compared with K-RVEA, MOEA/D-EGO and those two model-free methods, which confirms the efficiency of our proposed batch optimization algorithm framework for solving large scale problems. It should be noticed that the model-based methods with the Gaussian process model (BS-MOBO-GP, K-RVEA and MOEA/D-EGO) are outperformed by those two model-free methods on some test instances such as ZDT4 and UF1. The Gaussian process model with limited training examples cannot approximate the large scale complicated objective functions well. The model-based methods spend all evaluation budget on exploring the decision space for these problems and therefore have poor convergence performances.

2) The Scalability of the Bayesian Neural Network:: As shown in Table II, BS-MOBO (with average rank 2.259) outperforms BS-MOBO-GP (with average rank 3.778) and other algorithms on most test instances. The only difference between BS-MOBO and BS-MOBO-GP is the surrogate model, which is available. BS-MOBO has better performances compared with those two model-free methods on some test instances. It is clear that BS-MOBO and BS-MOBO-GP is the surrogate models they use. For solving the large scale optimization problems, during the optimization process, a large number of evaluated solutions with high dimensional decision space is available in the dataset. We can easily use all evaluated solutions to train the Bayesian neural network and obtain good predictions for the objective values and uncertainties, which leads to a much better optimization performance.

3) The Effect of Gradient Information: When the gradient information is available, BS-MOBO_g performs significantly better than BS-MOBO and has the best overall performance with average rank 1.370. Fig. 5 presents the evolutions of the median IGD values obtained by different algorithms on selected test instances. It is clear that BS-MOBO and BS-MOBO_g converge faster than other algorithms and BS-MOBO_g should be the best choice when gradient information is available. HIGA-MO, which is a model-free but gradient-based algorithm, has better performances compared with those Kriging-based surrogate-assisted algorithms on some test instances. However, it is significantly outperformed by BS-
MOBO_g on almost all test test instances. These experimental results confirm that our proposed BS-MOBO algorithm can solve large scale expensive multi-objective optimization problems much better than many existed model-based and model-free algorithms. It is also clear that incorporating available gradient information into the surrogate model building can significantly improve the performance of model-based optimization algorithm.

C. Sensitivity Analysis of the Batch Size

The batch size \( k \) is an important parameter for our proposed BS-MOBO and its variants. When the total evaluation budget is fixed, a larger batch size allows the algorithm to evaluate many candidate solutions in parallel and to have a smaller number of batch evaluations. However, a larger batch size also means a lower update frequency for the surrogate model, which might lead to poor overall performance.

In BS-MOBO, we need to find a set of solutions for parallel evaluation to balance the convergence and diversity at each iteration. If the batch size is too small (e.g., 2), we will not have enough solutions to fully explore the estimated Pareto front given by the surrogate models, and some promising solutions cannot be evaluated. On the other hand, if the batch size is too large (e.g., 20) when the total evaluation budget is small and fixed (e.g., 100), the number of batch evaluations would be very small (e.g., 100/20 = 5). In other words, the surrogate models will be only updated a few times during the optimization process, which might lead to poor approximation and inferior overall performance. To achieve the best performance, the batch size should be changed adaptively for different problems and in different optimization stages. However, there is no explicit rule to set the adaptive schedule of the batch size for BS-MOBO and other batch-based algorithms such as MOEA/D-EGO \([7]\) and K-RVEA \([8]\). Dynamically adapting the batch size is an important future work to further improve the performance of batch multi-objective optimization algorithms.

D. Space Engineering: Spacecraft Trajectory Optimization

In this subsection, we compare the performance of our proposed BS-MOBO and its variants with different algorithms on a real-world spacecraft trajectory optimization problem. The trajectory optimization problem is challenging and crucial to the whole mission design \([54]\).

The problem we deal with is the Rosetta space mission problem. This mission aims at sending a spacecraft to the comet 67P/Churyumov-Gerasimenko. We treat it as a bi-objective optimization problem as in \([33]\). The first objective is the total \( \Delta V \) which measures the amount of impulse and also indicates the amount of fuel used in the mission. The second objective is the squared total travel time. This problem has total 22 decision variables and their gradient information is available. Fig. 8 presents the best approximated solution for single objective function. But it is not the case for model-based multi-objective optimization algorithms.

5https://www.esa.int/gsp/ACT/projects/gtop/rosetta.html

Fig. 6 shows a sensitivity analysis of the batch size for BS-MOBO and its variants on four selected 8-dimensional test instances. There is no single best choice of batch size for different algorithms on different problems. It is worth mentioning that, in single objective Bayesian optimization, batch evaluations usually have inferior performance compared with sequential evaluation \([53]\). Larger batch size can lead to a poorer performance when the goal is to find a single best solution for single objective function. But it is not the case for model-based multi-objective optimization algorithms.
Pareto front obtained by different algorithms. The solutions obtained by BS-MOBO and BS-MOBO_g dominate most solutions obtained by other algorithms, which again confirm their superior performances.

Fig. 7. Evolution of the median Hypervolume values obtained by different algorithms versus the number of function evaluations on the rosetta problem.

Fig. 8. The approximated Pareto front obtained by different algorithms on the Rosetta problem.

V. CONCLUSION

In this paper, we have proposed BS-MOBO, a batched scalable multi-objective Bayesian optimization algorithm, for solving large scale expensive multi-objective optimization problems. Our proposed algorithm builds scalable Bayesian neural network models to estimate the values and uncertainties of each optimization objective. Powered with the Sobolov training method, the models can incorporate available gradient information and provide good prediction performance for solutions in the high dimensional decision space with a limited number of evaluated solutions. In addition, we have also proposed an efficient batched multi-objective acquisition function to generate promising solutions for parallel evaluations, which is important for many real-world applications.

We have compared the performance of the proposed BS-MOBO and its variants with many state-of-the-art surrogate-assisted MOEAs as well as two typical model-free optimization algorithms. It is clear that BS-MOBO can achieve significantly better performance on various large scale benchmark problems and a real-world problem with high dimensional decision space. The experimental results also confirm that incorporating available gradient information is crucial for obtaining a promising optimization performance for large scale expensive optimization problem.

In the proposed BS-MOBO, the batch size is fixed (5 for 8-dimensional problems, and 25 for 50-dimensional problems) during the whole optimization process for all problems. However, as shown in the experimental study, the optimal setting for the batch size is problem-dependent. In addition, different batch sizes might also be beneficial for different optimization stages in the whole optimization process. How to adaptively change the batch size is an important and interesting research topic in our future work.
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