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We study many-body localization (MBL) in a one-dimensional system of spinless fermions with a deterministic aperiodic potential in the presence of long-range interactions decaying as power-law $V_{ij}/(r_i-r_j)\alpha$ with distance and having random coefficients $V_{ij}$. We demonstrate that MBL survives even for $\alpha < 1$ and is preceded by a broad non-ergodic sub-diffusive phase. Starting from parameters at which the short-range interacting system shows infinite temperature MBL phase, turning on random power-law interactions results in many-body mobility edges in the spectrum with a larger fraction of ergodic delocalized states for smaller values of $\alpha$. Hence, the critical disorder $h_c$, at which ergodic to non-ergodic transition takes place increases with the range of interactions. Time evolution of the density imbalance $I(t)$, which has power-law decay $I(t) \sim t^{-\gamma}$ in the intermediate to large time regime, shows that the critical disorder $h_c'$, above which the system becomes diffusion-less (with $\gamma \sim 0$) and transits into the MBL phase is much larger than $h_c$. In between $h_c'$ and $h_c$ there is a broad non-ergodic sub-diffusive phase, which is characterized by the Poissonian statistics for the level spacing ratio, multifractal eigenfunctions and a non zero dynamical exponent $\gamma \ll 1/2$. The system continues to be sub-diffusive even on the ergodic side ($h < h_c'$) of the MBL transition, where the eigenstates near the mobility edges are multifractal. For $h < h_0 < h_c'$, the system is super-diffusive with $\gamma > 1/2$. The rich phase diagram obtained here is unique to random nature of long-range interactions. We explain this in terms of the enhanced correlations among local energies of the effective Anderson model induced by random power-law interactions.

I. INTRODUCTION

Many-body localization (MBL) has been a topic of immense interest in condensed matter physics. Though generic interacting clean systems are diffusive, the absence of diffusion is a hallmark of systems that undergo Anderson localization [1] and many-body localization [2–8]. Theoretically, MBL has been proved to exist in one-dimensional systems with short range interactions [9] and has also been established experimentally in these systems [10, 11]. Most of the numerical studies using exact diagonalization [12–25] and analytical approaches [26, 27] have also focussed on MBL in the presence of nearest neighbour interactions in one-dimensional chains. But there are many real systems like trapped ions, defects in solid-state systems and ultracold polar molecules [28–31] which are potential candidates for MBL and show power-law decay of interactions with distance. In fact, recent experiments with trapped atomic ions [32, 33] have been able to produce long-range power-law interactions ($\sim r^{-\alpha}$) between ions separated by distance $r$ with $\alpha = 1.5$. An exotic time-crystal phase was established in these experiments, which is supposed to be stabilized due to the existence of MBL-like phase. With this motivation, we explore MBL in the presence of random power-law interactions in this work.

There have been several attempts to understand the effects of long-range interactions on single-particle localization and MBL starting from the seminal work [1] by Anderson in which it was shown that the system gets delocalized in the presence of long-range hopping $t \sim 1/r^\alpha$ for $\alpha \leq d$ where $d$ is the dimension of the system. Generalization of Anderson’s resonance count argument for a small subset of interacting spin-1/2 particles showed that MBL can not survive in systems with a random magnetic field and Heisenberg interactions decaying as a power-law $J_{ij} \sim r_{ij}^{-\alpha}$ with distance for $\alpha < 2d$ [34, 35] which is consistent with most of the numerical works [34–37]. Though for XY model with power-law interactions in the presence of a random magnetic field [38] MBL has been shown to exist for $\alpha > 3d/2$, there is no consensus on the critical $\alpha$ for the transverse field Ising model with power-law interactions [39, 40].

To understand the role of long-range longitudinal (spin-preserving) and the transverse (spin-flip-flop) term individually in delocalizing the system, in a previous work [41] co-authored by one of us we studied the effect of long-range hopping and long-range interactions separately on MBL in a system of spin-less fermions in the presence of an aperiodic potential in one-dimension. We demonstrated that MBL persists in the presence of long-range interactions (even for $\alpha < 1$) though long-range hopping with $1 < \alpha < 2$ delocalizes the system partially, with almost all the states extended for $\alpha \leq 1$. Qualitatively similar physics was shown to emerge from the self-consistent mean-field theory approach, centring on the local propagator in Fock space, for a quantum spin-1/2 chain with different power-law exponents for interactions between longitudinal and transverse components [42]; no localized phase was found for long-range transverse component (with $\alpha < 0.5$) while making the longitudinal interactions longer ranged favoured localization [43].
There exists a broad non-ergodic sub-diffusive phase, intervening the ergodic sub-diffusive phase and the MBL phase, which is characterized by Poissonian statistics for level spacing ratio and exponent $\gamma \ll 1/2$ and whose width increases with decrease in $\alpha$. (4) Analysis of eigenfunction statistics shows that for $h_0 < h < h_c^r$, states in the middle of spectrum are extended and only the states near the many-body mobility edges are multifractal. But for $h_c^r < h < h_c^l$, where the system is in non-ergodic sub-diffusive phase, the states in the middle of the spectrum are also multifractal. (5) Eventually at $h_c^s$, the system enters into the MBL phase which has non-ergodic localized states and is characterized by the absence of power-law decay in the imbalance (that is $\gamma = 0$).

The rest of the paper is organized as follows. In Section II, we introduce the model explored in this work and discuss important literature related to it. In section III, we analyze correlation among local energies of the effective Anderson model as a function of the range of random power-law interactions. In section IV we dis-
cuss results for the level spacing statistics and identify the ergodic to non-ergodic transition point $h_c$ which is a function of the range of interaction. In section V, we describe dynamics of the system after a quench starting from a charge density wave ordered state both below the $h_c$ as well as above it. Section VI presents results for the eigen-function statistics based upon the analysis of inverse participation ratio (IPR). Finally we summarize our results and conclude with some remarks and open questions.

II. MODEL

We study a model of spin-less fermions in one-dimensional described by the following Hamiltonian

$$H = -t_0 \sum_i [c_i^\dagger c_{i+1} + h.c.] + \sum_i h_i n_i + \sum_{j>i} V_{ij} \frac{n_in_j}{|\tau_i - \tau_j|^a}$$

(1)

Here $t_0$ is the nearest neighbor hopping amplitude with open boundary conditions, and $h_i$ is the on-site potential of the form $h_i = h \cos(2\pi \beta n_i + \phi)$ where $\beta = \frac{|\tau_i - \tau_j|}{\lambda}$ is an irrational number and $\phi$ is an offset [44-46]. $V_{ij}$ is coefficient of the power-law interaction term between fermions, chosen randomly from a uniform distribution $[-V,V]$ where $V$ is measured in units of $t_0$. In the non-interacting limit, $V_{ij} = 0$, for $n = 1$, this model maps to the well known Aubry-Andre (AA) model [47], where all the single particle states are delocalized (localised) for $h < 2t_0$ ($h > 2t_0$). For $n < 1$, the system has single particle mobility edges at $E_c = \pm |2t_0 - h|$ for $h < 2t_0$ [45]. For $h > 2t_0$, all the single particle states are localized for any value of $n$. In this work, we study this model for $n = 0.5$.

The model in Eqn. (1) with nearest-neighbour repulsion between fermions (i.e. $V_{ij} = V$ for $j = i + 1$ and zero otherwise) has been studied earlier [20, 23]. For $h < 2t_0$, the non-interacting system has single particle mobility edges, the interacting system with nearest-neighbour (NN) interactions shows MBL only if the chemical potential does not lie between the two single particle mobility edges, that is for special dopings away from half-filling. Though for $h > 2t_0$, the NN interacting system can show MBL at any filling for weak interactions. For very strong disorder $h \gg 2t_0$, the NN interacting system shows an infinite temperature MBL phase where all the many-body states are localized. In this work, we focus on half filled limit of the model in Eqn. (1).

This model has also been studied recently in a work co-authored by one of us [41] in the presence of power-law interactions with uniform coefficients $V_{ij} = constant$. In this work, which was mainly based on exact diagonalization studies of level spacing statistics, return probability and quantum quench, it was demonstrated that the long-range interactions have very weak effect on MBL not only in the parameter regime where all single particle states are localized but also when the system has single particle mobility edges in the non-interacting limit. Starting from a system where all the many-body states are localized in the presence of nearest-neighbour interactions, turning on uniform power-law interactions do not delocalize the system and MBL persists even for $\alpha < 1$.

In order to understand the physics of random power-law interactions, we map this model to an effective Anderson model in the many-body Fock space.

III. CORRELATION AMONG LOCAL ENERGIES OF THE EFFECTIVE ANDERSON MODEL IN THE MANY-BODY FOCK SPACE

We map the Hamiltonian in Eqn. (1) to an effective Anderson model defined in the Fock space of spinless fermions which has $C_{\alpha/2}$ configurations for a half-filled chain of $L$ sites. The effective Hamiltonian in the Fock space basis has the following form:

$$H_{eff} = \sum_i \epsilon_i |l\rangle \langle l| + \sum_{lm} \tilde{T}_{lm} |l\rangle \langle m|$$

(2)

with $\epsilon_i = \sum_i h_i |n_i| |l\rangle \langle l| + \sum_{j>i} V_{ij} \frac{(|m| |n_i|)}{|\tau_l - \tau_m|^a}$ and $\tilde{T}_{lm} = -t_0 \sum_i (|c_i^\dagger c_{i+1}| + h.c.|m\rangle$. Here $|l\rangle$ represents configurations in the Fock space which are specified by the occupancies at each site $|n_i\rangle$ where $n_i$ is 1 or 0 if the site $i$ in the real space is occupied or unoccupied. Let us analyze the local energy, $\epsilon_l$, that has contribution from interactions among all the particles in the system. Fig. 2 shows the probability distribution $P(\epsilon_l)$ of the local energy for $h = h_0$ and $V_{ij} \in [-1,1]$ for various values of $\alpha$. As $\alpha$ decreases, the width of the distribution increases and hence the standard deviation, $\sigma$, increases as shown in the inset. This implies that as the range of random power-law interactions increases, the strength of effective disorder in the Anderson model (Eqn. (2)) on Fock space also increases. Thus, naively one would expect enhanced localization in a system with random longer range interactions. In fact in a recent study it has been shown that random nearest-neighbour interactions between one-dimensional spin-less fermions alone, without any onsite-disorder, can stabilize MBL [48]. But random-power-law interactions also affect the correlation of the local energies $\epsilon_l$. Correlation among local energies have been shown to be crucial for MBL [49, 50], and hence it is important to understand how these correlations are modified in the presence of random power-law interactions.

The covariance between a pair of Fock space onsite energies is defined as $Cov(l, m) = \langle \epsilon_l \epsilon_m \rangle - \langle \epsilon_l \rangle \langle \epsilon_m \rangle$ where $\langle \rangle$ is the average over various independent disorder configurations of the aperiodic potential as well as the random
power-law interactions. The left bottom panel of Fig. 3 shows the number of pairs of the Fock states having a certain value of Cor(l, m). As the range of interaction increases, most probable value of the covariance also increases. The top left panel of Fig. 3 shows covariance as a function of the Hamming distance x between a pair of configuration |l⟩ and |m⟩. Cov(x) ∼ a(1 − x/L)^b, with the exponent b → 1 as the range of interaction decreases which is consistent with earlier studies on short range interacting systems. Also Cov(x) for 2 < x < L/2 increases as α decreases.

A related quantity useful to study is the correlation among local energies Cor(l, m) = Cov(l, m)/(σ(l)σ(m)) with σ(l) = ⟨ε_l^2⟩ − ⟨ε_l⟩^2 such that Cor(l, m) ∈ [−1, 1]. The right bottom panel of Fig. 3 shows that the number of pairs (l, m) having −0.3 < Cor(l, m) < 0.6 increases significantly as the range of interaction increases though probability to have Cor(l, m) < −0.3 or Cor(l, m) > 0.6 decreases. When analyzed in terms of the Hamming distance between various pairs of the Fock state configurations, we see that for systems with longer range interactions there is a clear enhancement of Cor(x) for the states separated by larger Hamming distances (x > L/2) though states separated by smaller Hamming distance also show slight increase of Cor(x). Further, as shown in the top right panel of Fig. 3, Cor(x) ∼ a(1 − x/L)^b with b increasing from 1 to 1.5 as the range of interaction increases which is consistent with earlier studies on the model with NN interaction [49]. Note that power-law interactions with uniform coefficients do not have any effect on correlation among local energies as expected.

So far we presented correlation for a fixed value of h = t_0 and V_{ij} ∈ [−1, 1]. Keeping the interaction strength fixed as we increase the disorder strength, probability of having smaller |Cor(l, m)| decreases though it becomes more probable to have larger values of |Cor(l, m)|. Eventually as h keeps increasing, the distribution approaches that for the non-interacting problem V = 0, which is peaked at Cor(l, m) = ±1, as shown in Fig. 4. The exponent b in Cor(x) ∼ (1 − x/L)^b decreases and approaches 1 as h increases. For α = 0.5, this happens around h/t_0 = 10 though for shorter range interactions it happens at much smaller values of h. For example, for α = 2 the distribution of Cor(l, m) for h/t_0 = 6 is almost same as that for the non-interacting case. Thus, on one side random power-law interactions increase the effective disorder in the local energies but more importantly they modify correlations among local energies of the Anderson model.

As we will see in further analysis, that the correlation effects among local energies dominate the physics of this model. A stronger disorder, h, is required to localize the system in the presence of longer range random interactions. The threshold value of h at which the distribution of Cor(l, m) merges with that for the non-interacting system is close to the transition point obtained from the level spacing statistics as discussed in the next section.

In the following sections, we describe various quantities that have been analysed in order to obtain the phase diagram in Fig. 1. The model in Eqn. (1) is solved using exact diagonalization for system sizes L = 10 − 18 and various physical quantities are averaged over a large num-

FIG. 2. Probability distribution of the local energy, ε_l, of the effective Anderson model in Eqn. (2). The width of the distribution increases as α decreases. Inset shows the standard deviation σ as a function of α.
number of independent disorder configurations $20000 - 200$ respectively. Quantum quench analysis has been done using Chebychev polynomial method for $L = 16 - 24$ and the data presented has been averaged over $(500-210)$ independent disorder configurations. All the results shown below are for the half-filled system for $V_{ij} \in [-1, 1]$ and $t_0 = 1$.

IV. LEVEL SPACING STATISTICS

We characterize the ergodic to non-ergodic transition using the eigenvalue statistics of the Hamiltonian in Eqn. (1). The distribution of energy level spacings is expected to have Poisson statistics (PS) for a non-ergodic phase which indicates the absence of level repulsion while for an ergodic phase it is expected to follow the Wigner-Dyson statistics (WDS). We calculate the disorder averaged ratio of successive gaps $r$ in energy levels $r_n = \frac{\min(\delta_n, \delta_{n+1})}{\max(\delta_n, \delta_{n+1})}$ with $\delta_n = E_{n+1} - E_n$. The disorder averaged value of $r$ is $0.386$ for the PS; while for the WDS, the mean value of $r \approx 0.53$.

Fig. 5 shows the level spacing ratio $\langle r \rangle$ averaged over the entire many-body spectrum and over many independent realizations of disorder for various values of $\alpha$. For low disorder strength, $\langle r \rangle$ approaches the value expected for WDS as $L$ increases for all values of $\alpha$ studied whereas for larger disorder values $\langle r \rangle$ approaches the PS as $L$ increases. Interesting point to notice is that the disorder strength above which $\langle r \rangle$ approaches the PS value, is larger for smaller values of $\alpha$. As can be gathered from Fig. 5, the curves for different $L$ values do not cross at one value of $h$, but the curves for $L$ shows crossings with those for $L + 2$ and $L + 4$ at different values of $h$.

To estimate the critical disorder, $h^*_c$, at which the system undergoes ergodic to non-ergodic transition, we determine the crossing points of the $\langle r \rangle$ curves for $L$ and $L + 2$ as well as $L$ and $L + 4$. The left panel of Fig. 6 shows these crossing points as a function of inverse of the system size for various values of $\alpha$. The data has been best fitted with the polynomial function and the extrapolated value in the limit $L \to \infty$ provides estimate for the critical disorder $h^*_c$ in the thermodynamic limit which is shown in the right panel of Fig. 6. The critical disorder $h^*_c$ increases with the range of random power-law interactions. On the contrary, in the presence of power-law interactions with uniform coefficients [41] the transition point at which ergodic to non-ergodic transition occurs is independent of the range of interaction. We would like to further emphasize that though $h^*_c$ increases as $\alpha$ de-
increases, it stays finite even for $\alpha < 1$, which is in contrast to the prediction based on resonance count argument for a system of a few particles [34, 35].

The fact that the critical disorder $h_c^β$ increases with range of the random power-law interactions, indicates that turning on random long-range interactions delocalizes at least a part of the spectrum introducing mobility edges in the many-body eigen-spectrum. To ensure the existence of many-body mobility edges, we plot energy resolved level spacing ratio $r(\epsilon)$ as a function of normalized energy $\epsilon$ for each value of $\alpha$ and $h/t_o$. The normalized energy, $\epsilon$, is defined as $\epsilon = \frac{E-E_{\text{min}}}{E_{\text{max}}-E_{\text{min}}}$ where $E$ is the bare eigen energy and $E_{\text{min}}/E_{\text{max}}$ are the minimum and maximum eigenvalues. Fig. 7 shows $r(\epsilon)$ for $\alpha = 0.5$ for various values of $h$ and three system sizes. In weak disorder regime, for a large fraction of states in the middle of the spectrum $r(\epsilon)$ approaches the WDS value as $L$ increases though at the edges of the spectrum $r(\epsilon)$ shows PS value. As $h$ increases, the range of $\epsilon$ for which $r(\epsilon)$ approaches the WDS reduces, such that at $h = 10t_0$ the entire spectrum obeys PS. By calculating the crossing points between the curves for different system sizes we determine $E_1$ and $E_2$ such that the states below $E_1$ and above $E_2$ have PS whereas the states in between obey WDS in the thermodynamic limit. Plots of $r(\epsilon)$ for some other values of $\alpha$ are shown in Appendix A.

Fig. 8 shows the many-body mobility edges as a function of the disorder strength $h$ for various values of $\alpha$. At a given disorder strength, $h$, the range of energy over which many-body states remain ergodic increases as $\alpha$ decreases. The fraction of non-ergodic states increases with the increase in the disorder strength $h$ and eventually the mobility edges disappear after a critical disorder strength $h_{ME}$, which is a function of $\alpha$. The critical value $h_{ME}$ is larger for smaller values of $\alpha$. Note that $h_{ME}$, obtained from analysis of energy resolved level spacing for $L$ up to 18 is consistent with $h_c^β$, the critical disorder in the thermodynamic limit.

**V. TIME EVOLUTION OF DENSITY IMBALANCE**

We study dynamics of the system after a quench starting from an initial charge density wave (CDW) ordered state $|\Psi_0\rangle = \prod_{i=0}^{L/2-1} c_{2i}^\dagger |0\rangle$ and calculate the time evolution of the density imbalance between even and odd sites to distinguish between the localized and delocalized phases. Imbalance $I(t)$, for the initial state considered, is defined as

$$I(t) = \frac{\sum_{i=0}^{L-1} (-1)^i \langle n_i(t) \rangle}{\sum_{i=0}^{L-1} \langle n_i(t) \rangle}$$

Density imbalance is a signature of how much memory the system has of the initial order after certain time steps and can be easily probed in experiments [11]. Starting from an initial state $|\Psi_0\rangle$, we let the state evolve w.r.t the Hamiltonian in Eqn. (1) to obtain the time evolved state $|\Psi(t)\rangle = \exp(-iHt)|\psi_0\rangle$ and calculate $I(t)$ as a function of time which is then averaged over many independent disorder realizations. Time evolution is carried out numerically using Chebychev polynomial method, details of which are given in Appendix B. The density imbalance has an initial rapid decay followed up by oscillations. For intermediate to large time regime, $I(t)$ shows a power-law decay superimposed on decaying oscillations.
The exponent $\gamma$ has been shown to be related to the dynamical exponent of the mean square displacement $\langle x^2 \rangle \sim t^{2/\delta}$ as $\gamma = 1/\delta$ [52].

Fig. 9 shows $I(t)$ for various values of disorder and $\alpha < 2$. For a fixed disorder strength, $h$, the imbalance shows the fastest decay for the smallest value of $\alpha$. This implies that the system with longer range interaction has less memory of the initial state and hence is more ergodic which is consistent with the analysis of level spacing statistics and the correlation among local energies in the Fock space. A more quantitative analysis of the imbalance can be done by fitting the imbalance data to the power-law decay form $I(t) \sim t^{-\gamma}$ for intermediate to large time regime. The dashed lines in Fig. 9 show the fits to the data and zoom-in fits are shown on log-scale in Fig. 10. Firstly, as shown in Fig. 10, for smaller values of $h$, the imbalance shows a change of slope around $t_0 \sim O(100)$ such that the exponent $\gamma$ derived from the long time fit is larger than the $\gamma$ obtained from fits up to $t_0 \sim 100$. As $h$ increases the difference between the two values of $\gamma$ reduces and eventually for $h \geq h_0^c(\alpha)$ the imbalance data in the entire time range studied can be fitted with one exponent. We believe that the change in dynamical exponent with time for $h < h_0^c(\alpha)$ is an indication of more than one relaxation time scales in the system due to the presence of both ergodic and non-ergodic states, which are separated by the many-body mobility edges. In panel (d) of Fig. 9, we have shown the larger $\gamma$ values for $h < h_0^c$ where change of slope occurs.

There are a couple of important observations to be made from Fig. 9. Firstly as shown in panel (d), for very small values of disorder $h \leq 2t_0$, the density imbalance shows super-diffusive dynamics with $\gamma > 1/2$ for all values of $\alpha$ studied. The corresponding imbalance plots are shown in Appendix B. For longer range interactions ($\alpha < 2$) the super-diffusive regime gets extended up to $h_0$ beyond $2t_0$ as shown in Fig. 10. For $\alpha = 0.5$ the imbalance shows super-diffusive behaviour up to $h = 4t_0$ while for $\alpha = 1.0$, $\gamma$ remains more than $1/2$ up to $h = 3t_0$. In systems with quasi-periodic potential, super-diffusive transport has been observed earlier in the non-interacting case [53] as well as for MBL systems with weak disorder and weak interactions [54]. This is because the non-interacting system with quasi-periodic potential has extended states that are ballistic and not diffusive [14, 47] and even in the presence of weak interactions the extended states remain super-diffusive. But in the model we studied, though for $h < 2t_0$ the system...
has single particle mobility edges separating the extended (ballistic) states from the localized states, the half-filled interacting system is fully ergodic and extended [23] resulting in superdiffusive transport. For longer range interactions, even for $h = 4t_0$ more than 99% of the many-body states are ergodic and extended and hence the system continues to have superdiffusive transport. Compared to earlier studies on quasi-periodic potential [54], the super-diffusive phase in our model appears for much larger strength of interactions $V_{ij} \in [-1,1]$ and the aperiodic potential $h$ and gets broadened for longer range of random power-law interactions. This is because of enhanced delocalization of many-body states due to power-law interactions with random coefficients and is in complete consistency with our level spacing analysis. We believe that the system must have diffusive dynamics with $\gamma \sim 1/2$ at least for a narrow window above $h_0$, though in our numerics we did not see $\gamma$ exactly being equal to $1/2$ for any of the parameter values studied.

As $h$ increases further but still staying below $h_c^r$, the system which has many-body mobility edges separating the localized non-ergodic states from the ergodic states in the middle of the spectrum, enters into the slow dynamics sub-diffusive phase with $\gamma < 1/2$. The exponent $\gamma$ decreases monotonically with increase in $h$, as shown in Fig. 9 and Fig. 10, which can be explained in terms of slowly decreasing fraction of the ergodic many-body states with increase in the disorder strength. Ergodic sub-diffusive phase has been observed in many earlier works, both, theoretically [51, 54-57] and experimentally [58] for systems with nearest-neighbour interactions in the presence of random as well as quasi-periodic potential. We observe a broad ergodic sub-diffusive phase for $h_0 < h < h_c^r$ even in the presence of long range interactions in this model and the width of this phase increases for longer-range interactions. We discuss the possibility of Griffiths effects behind the sub-diffusive phase in details in section VII.

Furthermore, even for $h > h_c^r$, where the system is fully non-ergodic with the level spacing ratio showing PS for the entire many-body spectrum, the dynamics continues to be sub-diffusive with $0 < \gamma < 1/2$ for a wide range of disorder strength. As the disorder increases further, the system transits into the MBL phase with $\gamma \leq 0.01$ at $h_c^r(\alpha)$ as shown in Fig. 9 and also in the phase-diagram of Fig. 1. The width of the non-ergodic sub-diffusive phase is significantly large for $\alpha < 1$ resulting in larger value of $h_c^r$ at which the system enters into the MBL phase. The broad non-ergodic sub-diffusive phase observed in this analysis, preceding the MBL phase, is analogous to the delocalized non-ergodic phase or “bad metal” phase proposed to exist in short range interacting systems for disorder strengths below the MBL transition [59, 60]. This will become more clear from the analysis of eigenfunction statistics in the next section. However, there is no consensus so far about the fate of this “bad metal” phase in the thermodynamic limit. Whether this phase shrinks in the thermodynamic limit to a critical point or remains of finite width in the parameter space is an open question [60, 61]. According to a recent theoretical work, if the non-interacting system has single particle mobility edges, in the corresponding interacting system the non-ergodic sub-diffusive phase may persist even in the thermodynamic limit [62]. In our model, we observe a broad

![Graphical representation of the density imbalance $I(t)$ as a function of time on log scale for various values of disorder $h < h_c^r$ and $\alpha$. For smaller values of $h < h_c^r$, $I(t)$ clearly shows a change of slope after $t \sim 100$ such that $\gamma$ obtained by fitting $I(t)$ for shorter time range (mentioned first in the keys) is smaller than the $\gamma$ value obtained from the fit for $t > 100$ (written later in the keys). As $h$ increases, the two $\gamma$ values become closer to each other and for $h > h_c^r$ we could not see a significant slope change in the imbalance. The data shown is for $L = 24$.](image_url)
non-ergodic sub-diffusive phase for $h \gg 2t_0$, where all the single-particle states are highly localized. Also the range of this phase gets broader as the range of random power-law interactions increases.

FIG. 11. The density imbalance $I(t)$ as a function of time $t$ for three different system sizes for various values of $\alpha$. The $h$ values are chosen such that it is slightly larger then close to $h_c$. Though for $\alpha = 3$, there is hardly any increase in $\gamma$ with the system size, a clear increase in $\gamma$ with $L$ is observed for smaller $\alpha$ values.

Now we focus on the system size dependence of the imbalance. The imbalance data shown so far is for $L = 24$ sites chain. But there is a significant system size dependence of the density imbalance as shown in Fig. 11. As the system size increases, the imbalance shows a faster decay with a larger exponent $\gamma$. This has been observed earlier in systems with short-range interactions [55, 63] though the system size effect was found to be less serious for models with quasi-periodic potential compared to those with fully random potential [64]. Although the model we have studied has aperiodic potential, which is very close to the quasiperiodic potential studied in [64], but we also have random power-law interactions. In fact, the increase in $\gamma$ is more significant for the system with longer range of interaction. Given this, we can not rule out if the entire ergodic sub-diffusive phase or at least a significant part of it actually turns out to be diffusive in the thermodynamic limit. However, given the small values of $\gamma$ for $h_c < h < h^*_{c}$, the non-ergodic sub-diffusive regime will probably still remain robust with minor modifications as the system size increases. Secondly, our estimate of the disorder strength $h^*_{c}$ above which $\gamma < 0.01$ and the system enters into the MBL phase, will also shift upwards due to increase in $\gamma$ in the thermodynamic limit. This would further broaden the non-ergodic sub-diffusive phase.

Generally, the sub-diffusive phase near the MBL transition is associated with multifractality of the eigenstates [51, 65]. In the next section we analyse eigenfunction statistics in order to develop understanding of the mechanism of the sub-diffusive phases observed in this system.

VI. EIGEN-FUNCTION STATISTICS

Eigenfunction statistics has played a crucial role in understanding of Anderson localization [66] as well as many-body localization [7]. In the non-interacting disordered system, eigenfunctions have been shown to be multifractal near the Anderson transition [66], which means that the eigenfunctions are neither extended nor localized but cover a sub-extensive number of sites. Similarly, close to the single particle mobility edges, eigenfunctions have been shown to have multifractal behaviour [67]. Below, we calculate inverse participation ratio (IPR) in order to analyse the many-body eigenfunctions.

Given an eigenstate $|\Psi_n\rangle = \sum |\psi_n(l)|l\rangle$, in the basis state $|l\rangle$, the inverse participation ratio $IPR(n) = \sum_{l=1}^{N} |\psi_n(l)|^4$ measures the extent of delocalization of the eigenstate $|\Psi_n\rangle$ in the basis $|l\rangle$. Here we chose $|l\rangle$ to be the basis in the Fock space of spin-less fermions and $N$ is the dimension of the Fock space. An extended state, which gets contribution from almost all the basis states of the Fock space has $IPR(n) \propto 1/N$ while for a localized state $IPR(n) \propto O(1)$ in the thermodynamic limit. There is a third intermediate phase possible, which is known as multifractal phase [60, 61] for which $IPR$ goes to zero in the thermodynamic limit as $IPR(n) \propto 1/N^\mu$ but with $\mu < 1$. This phase is also known as non-ergodic (having biased contribution from basis states in the Fock space) extended phase. It is important to note that fractal properties strongly depend on the choice of basis. In this work, we chose the standard basis of product states in the Fock space, like in many of the previous works [61, 65].

First we analyse $IPR$ for the entire many-body spectrum for $h_0 < h < h^*_{c}$ where the system shows many-body mobility edges from the level spacing statistics. Fig. 12 shows $IPR(\epsilon)$ for various values of the normalized energy $\epsilon$ for three $\alpha$ values. Following [68], we have analysed the scaling of $\ln(N \ast IPR)$ vs $\ln(N)$ and the flowing fractal exponent $\mu = -\frac{\partial \ln(IPR(N))}{\partial \ln(N)}$, both shown in Fig. 12. Panel (a,b) shows the data for $h = 6t_0$ for $\alpha = 0.5$ and 1.0. For states near the edges of the spectrum, for example $\epsilon \leq 0.05$ for $\alpha = 0.5$ and $\epsilon < 0.1$ for $\alpha = 1.0$, $N \ast IPR$ increases linearly with $N$ for large $N$ which is a signature of the localised state. As an effect $\mu \rightarrow 0$ in the thermodynamic limit. For states in the middle of spectrum, with $0.2 \leq \epsilon \leq 0.5$, $N \ast IPR$ saturates for $N \gg 1$.
and hence $\mu$ approaches 1 in the thermodynamic limit. But for the states close to the mobility edges of Fig. 8, that is in the range $0.05 < \epsilon < 0.2$, the fractal exponent $\mu$ neither increases in the thermodynamic limit nor it is vanishingly small, but it remains non-zero and much less than 1, indicating multifractal nature of states near the mobility edges. Similar trend is observed for $\alpha = 1.5$ and $h = 4t_0$, as shown in panel (c) of Fig. 12.

Next we study eigenfunctions in the middle of the spectrum for various values of $h$. We calculate $IPR$ for 1/10th of the states in the middle of the spectra, that is, around $\epsilon = 0.5$ for various system sizes $L = 10 - 18$ and average it over many independent disorder realizations. For very large values of $h$, for example $h = 22t_0$, $N*IPR$ increases linearly with $N$ and $\mu \sim 0$ for large $N$, which is a signature of the localized state though $\mu$ increases a bit as $\alpha$ decreases. On the other hand, for conventional extended states $N*IPR$ should saturate for $N \gg 1$ to a value which increases with the disorder strength. For $\alpha = 0.5(1.0)$, we see this trend for $h \leq 6t_0$ ($h \leq 4t_0$) though for larger $\alpha$ values this trend is seen for further smaller values of $h$. In this regime, the fractal exponent $\mu$ approaches its conventional value 1 as the Fock space volume increases, as seen clearly in the panels for $\alpha = 0.5$ and 1.0 for $h = 4t_0$. For intermediate values of disorder, like $6 < h/t_0 < 10$ for $\alpha = 0.5$ and $4 < h/t_0 < 8$ for $\alpha = 1.0$, though $N*IPR$ does not show saturation for the system sizes studied, but the fractal exponent $\mu$ shows an increasing trend in the large $N$ limit indicating that the states are extended here as well. Thus for $h < h_c^r$, where the mid-spectra level spacing ratio obeys WDS, the corresponding eigenstates are also extended in the Fock space. But for $h^*_c < h < h_c^l$, the fractal exponent $\mu$ neither increases in the thermodynamic limit nor it is vanishingly small but $\mu$ remains non zero, being much less than one indicating the multifractal nature of the eigenstates.

To summarise, quantum quench dynamics showed two regimes of sub-diffusive transport, one below $h^*_c$, where the system has many-body mobility edges and the other for $h^*_c < h < h_c^l$. Eigenfunction statistics reveals that for $h < h_c^l$ the many-body states near the mobility edges are multifractal though the states in the middle of the spectrum are extended. For $h^*_c < h < h_c^l$, the eigenstates in the middle of the spectrum are multifractal.

VII. CONCLUSIONS AND DISCUSSIONS

In this work, we have demonstrated that MBL survives in the presence of long-range power-law interactions $V_{ij}r_{ij}^{-\alpha}$ with random coefficients $V_{ij}$ and nearest neighbour hopping in one dimension even for $\alpha < 1$ though the disorder strength, $h$, required to attain the MBL phase here is much larger compared to the case of long-range interactions with uniform coefficients for comparable strength of interactions. The MBL phase in the presence of random long-range interactions is preceded by a broad non-ergodic sub-diffusive phase whose width increases with decrease in $\alpha$. The non-ergodic sub-diffusive
phase observed here is characterized by Poissonian statistics for level spacing ratio, slow dynamics in quantum quench and multifractality of the eigenstates. Generally, the analogous non-ergodic extended phase is expected to appear only near the MBL transition [59–61, 65] though its fate in the thermodynamic limit has also been debatable. Interestingly, in this work we have observed a broad non-ergodic sub-diffusive phase, intervening the ergodic sub-diffusive phase and the MBL phase, which is completely absent in the system with long-range interactions with uniform coefficients.

Our analysis reveals that physics of the system with random power-law interactions is very different from that of long-range interactions with uniform coefficients; with random power-law interactions having a much stronger effect on the MBL phase and the MBL transition. We have shown that random power-law interactions significantly enhance the correlation of local energies in the Fock space for states that are separated by large Hamming distances. Only upon increasing the disorder strength of the aperiodic potential, $h$, beyond a threshold value such that the correlation effects caused by random power-law interactions are nullified and the correlation approaches that of the non-interacting system, transition to the non-ergodic phase can take place. In fact, our level spacing statistics shows that this threshold value of $h$ (obtained from correlation analysis) coincides with $h_c$, at which ergodic (Wigner-Dyson statistics) to non-ergodic (Poissonian statistics) transition occurs. Based on the time dynamics of a charge density wave ordered initial state, we identify the super-diffusive phase for $h < h_0 < h_c$, characterized by the fast decay of the density imbalance with the dynamical exponent $\gamma > 1/2$. For $h_0 < h < h_c$, where the level spacing ratio shows mobility edges separating ergodic states in the middle from the non-ergodic states at the edges of the spectrum, the system is sub-diffusive with $\gamma < 1/2$ as shown in the phase diagram of Fig. 1. The width of this ergodic sub-diffusive phase increases for smaller values of $\alpha$, where the interactions are long-range in nature. Even for $h > h_c$, the dynamics remain sub-diffusive for a wide range of the disorder strength and becomes slower as the disorder strength increases. Eventually the system transits into the MBL phase which is non-ergodic and diffusion-less.

In short, in our model we observe two regimes of sub-diffusive transport. The sub-diffusive phase closer to the MBL transition (for $h_c < h < h_0$) is completely non-ergodic and has multifractal eigenstates in the middle of the spectrum. The other sub-diffusive phase appears at much lower values of disorder, $h < h_c$, where the states near the many-body mobility edges are multifractal. This seems consistent with earlier proposals in which sub-diffusive transport close to the MBL phase is explained in terms of multifractality of the eigenstates [51, 60, 65, 66].

The question of interest is, why random long-range interactions result in multifractal behaviour of eigenstates over such a broad parameter regime and will be explored in future works.

There are suggestive explanations of the sub-diffusive transport in terms of the Griffiths phase for systems with short-range interactions in 1-d, where the rare insulating regions act as bottlenecks for transport resulting in slow dynamics of the system [69] close to the MBL transition. Though the rare region effects are absent for systems with

![FIG. 13. Inverse participation ratio IPR for states in the middle of the spectrum for various values of $\alpha$ and $h$. The top panels show $\ln(N \ast IPR(N))$ vs $\ln(N)$ where $N$ is the dimension of the Fock space. The bottom panels show the fractal exponent $\mu$ as a function of $\ln(N)$ for various values of $h$ and three values of $\alpha$.](image-url)
deterministic potential, the model we have studied also has random power-law interactions which can have “rare regions”. Generally, it is believed that Griffiths effects in 1-d systems with long-range interactions are similar to those in higher dimensions with short range interactions where insulating inclusions in an ergodic phase can be bypassed. But, we would like to emphasize, that this is true only if the hopping is long range in nature. With nearest neighbour hopping and long-range interactions with random coefficients, the one-dimensional system must have rare region effects. This is better supported by comparing the transport in this model in the presence of long-range interactions with uniform coefficients rather than random coefficients. For the system with uniform long range interactions, in the non-ergodic regime, the imbalance does not show any decay with time and the system remains localized (as shown in Appendix B) though in the presence of random long-range interactions we observed a broad sub-diffusive phase. We believe that this difference in dynamics of the two systems is because of the rare region effects which are present in the system with random long-range interactions and are absent for the case of uniform power-law interactions. There can be rare regions where interactions are very small and hence the disorder is effectively strong, which can result in “insulating” bubbles in the ergodic phase for \( h < h_r^c \) and may lead to sub-diffusive transport. Similarly, for \( h > h_r^c \), there might be rare regions where the interactions are purely repulsive which might generate extended bubbles like \(|010100....|\) + \(|100010| + |100100| + \ldots\) in an otherwise MBL phase. These thermal bubbles in the otherwise MBL phase prohibit complete localization of the system and result in a sub-diffusive phase near the MBL transition. What is the connection between multifractality and Griffiths effects in these sub-diffusive regimes needs to be explored.

Our finite size calculations for the system with long-range interactions having uniform coefficients [41] has been shown to be qualitatively consistent with the mean-field theory calculations [42] as well as with the resonance count arguments [35]. Thus, we believe that the qualitative picture that has emerged in this work for the system with random long-range interactions is also robust though there are finite size effects which are inevitable. It is certainly essential to confirm the findings of our work by exploring other dynamical quantities like mean square displacement, conductivity and return probability especially for bigger system sizes and if possible using analytic calculations. Understanding the mechanism behind wide regions of anomalous transport, and Griffiths effect in the presence of random-long range interactions is crucial and will be explored in future works. Finally, since the range of interactions can now be controlled in state-of-the-art experiments [32, 33], it will really be interesting to explore MBL in the presence of power-law interactions with random coefficients to look for the proposed non-ergodic sub-diffusive phase and to confirm the existence of MBL phase in these systems.
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APPENDIX A

In this appendix, we present energy resolved level spacing statistics for \( \alpha = 1.0 \) and 1.5. Fig. 14 shows the plot of \( r(\epsilon) \) vs \( \epsilon \) for the system with random power-law interactions for various values of \( h \) and three system sizes. For \( \alpha = 1.0 \) the system shows mobility edges, which separate states obeying PS from those which obey WDS, upto \( h = 6t_0 \). For \( h = 8t_0 \) the system is fully non-ergodic with level spacing ratio for all the many-body states showing PS value. For shorter range interactions, the transition to non-ergodic phase occurs at smaller values of \( h \). As shown in the bottom panel of Fig. 14, for \( \alpha = 1.5 \), already at \( h = 6t_0 \), \( r \sim 0.386 \) for the entire many body spectrum.

APPENDIX B

In this section we provide details of the Chebychev polynomial method used to evaluate the time evolution of the density imbalance and also some results related to the density imbalance.

Chebychev Polynomial Method for time evolution:

The direct calculation for time-evolution is not feasible for larger Hilbert-space dimension using exact diagonalization technique which restricts the calculation to \( L = 16 \) system sizes. Hence, to study dynamics in large system sizes, we use the Chebyshev polynomial method which is a well known and established method for time evolution of quantum systems [70–73] and has been used to study quantum quench dynamics of MBL systems [55].

In chebyshev scheme, we express the time-evolution operator \( \hat{U}(t,0) \) in terms of a finite series of first-kind
Chebyshev polynomials of order $k$. One important point to note is that the whole set of Chebyshev polynomials is defined on the interval $[-1 : 1]$. Hence before expanding the time evolution operator $U(t, 0)$ in terms of Chebyshev polynomials, we must shift and rescale the Hamiltonian $\tilde{H} = \frac{H - b}{a}$ to restrict the spectrum within the interval $[-1, 1]$ [70]. The parameters $b = \frac{1}{2}(E_{\text{max}} + E_{\text{min}})$ and $a = \frac{1}{2}(E_{\text{max}} - E_{\text{min}} + \epsilon)$ where $E_{\text{max}}$ and $E_{\text{min}}$ represent the extreme eigenvalues of the Hamiltonian $H$. A small parameter $\epsilon$ has been introduced to ensure rescaled eigenvalues $|\tilde{E}| \leq \frac{1}{a}$ lies well inside $[-1 : 1]$ [71]. For practical purpose we chose $\delta = 0.01$. The chebyshev polynomial $T_k(x)$ of order $k$ can be expressed in explicit form $T_k(x) = \cos(k \arccos(x))$. These polynomials are defined by the recurrence relations

$$T_{k+1}(x) = 2xT_k(x) - T_{k-1}(x);$$

$$T_0(x) = 1;$$

$$T_1(x) = x$$

(4)

On the interval $[-1 : 1]$, chebyshev polynomials constitute the orthogonal set of polynomials confined to $|T_k(x)| \leq 1$. We can write the time-evolution operator in terms of these polynomials as

$$U(\Delta t) = e^{-b \Delta t} \left[ c_0(a \Delta t) + 2 \sum_{k=1}^{M} c_k(a \Delta t) T_k(\tilde{H}) \right]$$

(5)

where the expansion coeffients $c_k$ are given by

$$c_k(a \Delta t) = (-i)^k J_k(a \Delta t)$$

(6)

with $J_k$ being the $k^{\text{th}}$-order Bessel function of the first kind. Note that the Chebyshev coefficients depends on time-steps only for a fixed set of spectrum (fixed $a$). As the Bessel function decays very rapidly with Chebyshev order $k$ once $k > a \Delta t$, we can truncate the Chebyshev series beyond some tolerance value of Chebyshev coefficients [72, 73]. For our practical purposes, we set this tolerance value to be $10^{-8}$.

**Density Imbalance for $h = t_0$:**

For very small values of disorder $h \leq 2t_0$, where the non-interacting system has single particle mobility edges, and hence the half-filled interacting system is fully ergodic and extended, the density imbalance shows super-diffusive dynamics with $\gamma > 1/2$ for all values of $\alpha$ studied. Corresponding imbalance plots are shown in Fig. 15 for $h = t_0$ for various values of $\alpha$. $I(t)$ decays very fast during the initial time period and reaches around 0.01 for $t_0t \sim O(10)$ after which it shows power-law decay with $\gamma > 1/2$ as shown in the inset of Fig. 15. For $h = t_0$, $\gamma \sim 0.68$ for all the values of $\alpha$ studied.

**Comparison of density imbalance for the random and uniform power-law interactions:**

Fig. 16 shows the comparison of the density imbalance for the system with uniform power-law interactions and random power-law interactions for the same value of $h = 5t_0$ and $\alpha = 0.5$. In the case of uniform power-law interactions, the density imbalance saturates to a value close to unity after an initial decay. This shows that the system remains in the MBL phase having strong memory of the initial order. But in the presence of random power-law interactions, $I(t)$ shows a clear power-law decay with the dynamical exponent $\gamma \sim 0.35$ indicating that the system is not in the MBL phase but shows sub-diffusive transport.
FIG. 16. The density imbalance $I(t)$ as a function of time for $h = 5t_0$ and $\alpha = 0.5$. The red curve represents the results for the system with uniform power law interactions with $V = t_0$ while the blue curve is the result for the system with random power-law interactions.
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