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Abstract

We introduce a flexible approach for the enumeration of the down-sets of a finite poset and test it with the calculation of the Dedekind numbers $b(5) = 7581$ and $b(6) = 7828354$. For the calculation of $b(5)$, we develop two methods of which the first one (without pre-calculations) requires simple evaluation of 80 posets and the second one (with pre-calculations) of 34 posets. The calculation of $b(6)$ (with pre-calculations) is done by evaluating 245 posets.
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1 Introduction

The enumeration of the down-sets of a finite poset is an important task in order combinatorics, but unfortunately, it quickly becomes complicated. For simple posets and simple ways to generate them (e.g., chains, antichains, direct and ordinal sums), folklore formulas exist for the number of down-sets, but even for a standard structure like the product of posets, no handy general formula is available. For an overview about the enumeration of down-sets, the reader is referred to literature [4, 5].

For a poset $P$, let $\mathcal{D}(P)$ denote its down-set lattice and $d(P) := \#\mathcal{D}(P)$ the number of its down-sets. A common approach for the calculation of a parameter of a complicated structure is to calculate it by evaluating substructures, in our case, to find sub-posets $S_1, \ldots, S_n$ of $P$ with $d(P) = d(S_1) + \cdots + d(S_n)$. A textbook example [8, Ex. 1.14] is the formula

$$d(P) = d(P \setminus x) + d(P \setminus (\downarrow x \cup \uparrow x))$$
Table 1: Known Dedekind numbers.

| n  | n^{th} Dedekind number |
|-----|------------------------|
| 0   | 2                      |
| 1   | 3                      |
| 2   | 6                      |
| 3   | 20                     |
| 4   | 168                    |
| 5   | 7581                   |
| 6   | 7828354                |
| 7   | 2414682040998          |
| 8   | 56130437228687557907788 |

with $x$ being an arbitrary point of $P$. An advanced result has been proven by the author and Erné [5, Theorem 3.1] in which the summation runs over all subsets of an arbitrary antichain in $P$. In Theorem 1 in Section 3, we present a generalization of this result: For an arbitrary subset $M$ of the carrier of $P$, we calculate $d(P)$ by running a summation over all down-sets of the poset induced by $P$ on $M$.

The power of Theorem 1 lies in its flexibility. For the enumeration of the down-sets of $P$, we can select the set $M$ in such a way that the resulting summation process is simple in the following sense:

1. With $Q$ being the poset induced by $P$ on $M$, the number of down-sets of $Q$ is small and they can easily be generated.

2. For each down-set $D \in \mathcal{D}(Q)$, it is easy to calculate the respective summand $d(S_D)$.

3. All steps are easy to programme.

In order to test our approach, we apply it on the calculation of Dedekind numbers. (The sequence number of Dedekind numbers in OEIS [15] is A000372.) These numbers have attracted the interest of many scientists because they are so difficult to calculate. It is possible to reduce the effort considerably by performing pre-calculations, but also these are challenging. In fact, only the first nine Dedekind numbers are known (Table 1). For references, see Section 4; more details and a historical overview are found in literature [3].

The $n^{th}$ Dedekind number is the number of down-sets (up-sets, antichains) of the Boolean lattice $B(n)$ with $n$ atoms. By applying Theorem 1 on $B(n)$, we get in Theorem 2 in Section 4 a formula for the $n^{th}$ Dedekind number $b(n) := d(B(n))$ in which all but one parameter can recursively be determined. The exception is the parameter $b_\prec(n)$, the number of down-sets of the poset $B_\prec(n)$ we get by removing both extrema, all atoms, and all co-atoms from $B(n)$.

In Section 5, we develop different methods to calculate $b_\prec(5) = 6212$ and $b_\prec(6) = 7741776$ by applying Theorem 1 in different ways on $B_\prec(5)$ and $B_\prec(6)$. The reason for us to restrict...
To the moderate cases $n = 5$ and $n = 6$ is that we have to do all calculations with pencil, paper, and ordinary table calculation.

In the calculation of $b(5)$, our best methods require a summation over 80 simple evaluations of down-sets without any pre-calculation and over 34 evaluations if we invest in the pre-calculation of isomorphism classes. In the calculation of $b(6)$, we pre-calculate a table with 1024 entries, and using isomorphism classes, we have to evaluate 245 down-sets.

In the application, our intention was to test the flexibility of our approach to generate efficient methods for the enumeration of down-sets, and we do not claim that we have found the most efficient methods for the calculation of $b(5)$ and $b(6)$. Our numbers of down-set evaluations are clearly better than those required by the standard algorithm for the calculation of Dedekind numbers in its simple form (cf. Section 4), but we cannot use this algorithm as benchmark because our 34 and 245 evaluations have been achieved with taking isomorphism into account. (Moreover, the algorithm tested by Fidytek et al. [10] is faster than the standard algorithm.) The performance parameters of algorithms exploiting isomorphism reported in literature [10, 12] are based on run-time of program execution in the calculation of $b(7)$. But we did not calculate $b(7)$, and run-time was not relevant in our work. A comparison of our methods with the algorithms found in literature is thus not possible at the present state.

2 Notation

We are working with finite partially ordered sets (posets), that is ordered pairs $P = (X, \leq_P)$ consisting of a finite set $X$ (the carrier of $P$) and a partial order relation $\leq_P$ on $X$, i.e., a reflexive, antisymmetric, and transitive subset of $X \times X$. We define

$$<_P := \{(x, y) \in \leq_P \mid x \neq y\},$$

and as usual, we write $x \leq_P y$ and $u <_P v$ for $(x, y) \in \leq_P$ and $(u, v) \in <_P$. For $x <_P y$, we say that the point $y$ covers the point $x$, if there exists no $z \in X$ with $x <_P z <_P y$.

For $Y \subseteq X$, the induced sub-poset $P|_Y$ of $P$ is $(Y, \leq_P \cap (Y \times Y))$. To simplify notation, we identify a subset $Y \subseteq X$ with the poset $P|_Y$ induced by it. Furthermore, we write $P - Y$ instead of $P|_{X \setminus Y}$.

We call a poset $P = (X, \leq_P)$ an antichain iff its partial order relation is the diagonal $\{(x, x) \mid x \in X\}$, and we call it a chain iff $x \leq_P y$ or $y \leq_P x$ holds for all $x, y \in X$. We write $\alpha$ for an antichain with $a$ points and $c$ for a chain with $c$ points. For the sake of simplicity, we assume that $c$ has the carrier $0, \ldots, c - 1$ equipped with the natural order.

A subset $Y \subseteq X$ is called a down-set (up-set) of $P$, iff $x \leq_P y$ implies $x \in Y$ for all $y \in Y$ and $x \in X$ (iff $y \leq_P x$ implies $x \in Y$ for all $y \in Y$ and $x \in X$). For $y \in X$, we define the down-set and up-set induced by $y$ as

$$\downarrow_P y := \{x \in X \mid x \leq_P y\},$$
$$\uparrow_P y := \{x \in X \mid y \leq_P x\},$$
and for $V \subseteq X$, we define $\downarrow_P V := \cup_{v \in V} \downarrow_P v$ and $\uparrow_P V := \cup_{v \in V} \uparrow_P v$. The symbol $\mathcal{D}(P)$ denotes the set of down-sets of $P$, and $d(P) := \# \mathcal{D}(P)$ is the cardinality of $\mathcal{D}(P)$. Together with set-inclusion, $\mathcal{D}(P)$ is a lattice.

For posets $P = (X, \leq_P)$ and $Q = (Y, \leq_Q)$, we define their product $P \times Q = (X \times Y, \leq_{P \times Q})$ by

$$(x_1, y_1) \leq_{P \times Q} (x_2, y_2) \iff x_1 \leq_P x_2 \text{ and } y_1 \leq_Q y_2.$$ 

The symbol $P^n$ denotes the product $P \times \cdots \times P$ with $n$ factors $P$. If $X$ and $Y$ are disjoint, the direct sum $P + Q = (X \cup Y, \leq_{P + Q})$ is defined by

$$\leq_{P + Q} := \leq_P \cup \leq_Q.$$ 

The product $\mathfrak{n} \times P$, $n \in \mathbb{N}$, is thus the direct sum of $n$ disjoint isomorphic copies of $P$.

If $P$ has a single maximal element, we call it the top element of $P$ and denote it by $\top_P$. Correspondingly, in the case of a single minimal element, we call it the bottom element and denote it by $\bot_P$.

If the reference poset is fixed or clear from the context, we skip the subscript “$P$” in notation.

### 3 Counting down-sets

Let $M$ be a subset of $P$. For every $N \in \mathcal{D}(P|_M)$, we define

$$\mathcal{D}_{M,N}(P) := \{ D \in \mathcal{D}(P) \mid D \cap M = N \}.$$ 

For $D \in \mathcal{D}(P)$, we have $D \cap M \in \mathcal{D}(P|_M)$. The set $\mathcal{D}(P)$ is thus the disjoint union of the sets $\mathcal{D}_{M,N}(P)$ with $N$ running through $\mathcal{D}(P|_M)$, and because of $(\downarrow_P N) \cap M = N$ for every $N \in \mathcal{D}(P|_M)$, the sets $\mathcal{D}_{M,N}(P)$ form a partition of $\mathcal{D}(P)$, thus

$$d(P) = \sum_{N \in \mathcal{D}(P|_M)} \# \mathcal{D}_{M,N}(P).$$ 

As an example, for $n \times Q$, $n \in \mathbb{N}$, we have with $M$ being the carrier of $\{0\} \times Q$

$$\mathcal{D}_{M,\{0\} \times N}(n \times Q) \simeq \mathcal{D}((n - 1) \times Q|_N),$$ 

for all $N \in \mathcal{D}(Q)$, hence [1, Cor. 3.2]

$$d(n \times Q) = \sum_{N \in \mathcal{D}(Q)} d((n - 1) \times Q|_N),$$ 

in particular,

$$d(2 \times Q) = \sum_{N \in \mathcal{D}(Q)} \# \downarrow_{\mathcal{D}(Q)} N.$$ 

Starting with the partition of $\mathcal{D}(P)$ formed by the sets $\mathcal{D}_{M,N}(P)$, $N \in \mathcal{D}(P|_M)$, an enumeration theorem for down-sets has been proven by the author and Erné [5, Theorem 3.1] for $M$ being an antichain in $P$. In the following theorem, we generalize this result to arbitrary subsets $M$ of $P$. The advantage of the exotic sets $P - M \downarrow_{\mathcal{D}(P)}$ is explained later.
Theorem 1. Let $M$ be a subset of $P$. For every $N \in \mathcal{D}(P|M)$, we define

$$M \uparrow_P N := \uparrow_P (M \setminus N) \cup \downarrow_P N.$$ 

The mapping

$$\phi_{M,N} : \mathcal{D}_{M,N}(P) \to \mathcal{D}(P - M \uparrow_P N),$$

$$D \mapsto D \setminus \downarrow_P N,$$

is an isomorphism for every $N \in \mathcal{D}(P|M)$ with inverse

$$\phi_{M,N}^{-1}(D') = D' \cup \downarrow_P N$$

for all $D' \in \mathcal{D}(P - M \uparrow_P N)$. In consequence,

$$d(P) = \sum_{N \in \mathcal{D}(P|M)} d(P - M \uparrow_P N).$$

Proof. All arrows refer to $P$ and we skip the subscript “$P$".

Let $M$ be a fixed subset of $P$ and $N \in \mathcal{D}(P|M)$ a fixed down-set of $P|M$. Every down-set $D \in \mathcal{D}(P)$ satisfies the implications

$$D \cap M = N \Rightarrow D \cap \uparrow_P (M \setminus N) = \emptyset \Rightarrow (D \setminus \downarrow_P N) \cap (M \uparrow_P N) = \emptyset.$$

Consequently, $D \in \mathcal{D}_{M,N}(P)$ implies $D \setminus \downarrow_P N \subseteq P - M \uparrow_P N$. Furthermore, for every down-set $D \in \mathcal{D}(P)$, $x \in D$, and $y \in P - M \downarrow_P N$ with $y \leq x$, the relation $y \notin \downarrow_P N$ trivially yields $y \in D \setminus \downarrow_P N$, and $\phi_{M,N}$ is a well-defined mapping.

In order to see that $\phi_{M,N}$ is onto, let $E \in \mathcal{D}(P - M \uparrow_P N)$, $D := E \cup \downarrow_P N$. Due to $E \in \mathcal{D}(P - M \uparrow_P N)$, we have $E \cap \downarrow_P N = \emptyset$, hence $D \setminus \downarrow_P N = (E \cup \downarrow_P N) \setminus \downarrow_P N = E$. It remains to show $D \in \mathcal{D}_{M,N}(P)$.

Assume $y \in D$ and $x \leq y$ with $x \notin D$. The relation $x \notin \downarrow_P N$ implies $y \notin \downarrow_P N$, hence $y \in E$, and $E \in \mathcal{D}(P - M \uparrow_P N)$ in turn implies $x \in M \uparrow_P N = \uparrow_P (M \setminus N) \cup \downarrow_P N$. But then $x \in \uparrow_P (M \setminus N)$, thus $y \in \uparrow_P (M \setminus N)$ in contradiction to $y \in E$. Therefore, $x \in D$, and $D$ is a down-set. Finally, due to $P - M \downarrow_P N \subseteq P - M$,

$$D \cap M = (E \cup \downarrow_P N) \cap M = (\downarrow_P N) \cap M = N,$$

and $D \in \mathcal{D}_{M,N}(P)$ has been proven.

Now let $D \in \mathcal{D}_{M,N}(P)$. Due to $N \subseteq D \subseteq \mathcal{D}(P)$, we have $\downarrow_P N \subseteq D$, hence $\phi_{M,N}(D) \cup \downarrow_P N = D$. The mapping $\phi_{M,N}$ is thus one-to-one with inverse (3). Obviously, $\phi_{M,N}$ and its inverse are both order-preserving with respect to set-inclusion, and $\phi_{M,N}$ is an isomorphism. Now (1) yields (4).
For the efficiency of formula (4), the destructive power of subtracting \( M \uparrow N \) from \( P \) is important. For \( M \) being located somewhere in the mid of \( P \), the set \( \uparrow (M \setminus N) \) will be large for small down-sets \( N \in \mathcal{D}(P|M) \), and \( \downarrow_P N \) will be large for large ones. We can thus expect that the down-set lattice \( \mathcal{D}(P - M \uparrow N) \) has moderate size for many \( N \in \mathcal{D}(P|M) \). In ideal case, we even can select \( M \) in such a way that \( P - M \uparrow N \) has a simple structure. Because of \( P - M \uparrow N \subseteq P - M \) for all \( N \in \mathcal{D}(P|M) \), this additionally facilitates the calculation of \( d(P - M \uparrow N) \). However, a too complicated set \( M \) will blow up \( \mathcal{D}(P|M) \), causing a large number of summands.

In Section 5.2, we work with a poset \( P = 2 \times Q \), and we need a result depending on this product structure only. With \( Y \) being the carrier of \( Q \), we define
\[
M_0 := \{0\} \times Y, \quad P_0 := P|_{M_0},
M_1 := \{1\} \times Y, \quad P_1 := P|_{M_1}.
\]
The mapping
\[
\beta : P_0 \to P_1,
(0, y) \mapsto (1, y)
\] (5)
is an isomorphism. We have \( x \prec_P \beta(x) \) for all \( x \in M_0 \), even
\[
\forall x \in M_0, y \in M_1 : \quad x \prec_P y \iff \beta(x) \leq_{P_1} y.
\] (6)

The result required in Section 5.2 is

**Lemma 1.** For every \( N \in \mathcal{D}(P_0) \),
\[
P - M_0 \uparrow_P N = P_1|_{\beta[N]}.
\] (7)

**Proof.** We have \( P - M_0 \uparrow_P N \subseteq P - M_0 = M_1 \), thus \( P - M_0 \uparrow_P N = M_1 \uparrow_P (M_0 \setminus N) \) because \( N \subseteq M_0 \) is a down-set in \( P \), too. We show
\[
\beta^{-1}(M_1 \uparrow_P (M_0 \setminus N)) = N.
\] For \( y \in M_1 \uparrow_P (M_0 \setminus N) \), we must have \( \beta^{-1}(y) \notin M_0 \setminus N \) due to \( \beta^{-1}(y) \prec_P y \), hence \( \beta^{-1}(y) \in N \). On the other hand, for \( y \in M_1 \cap \uparrow_P (M_0 \setminus N) \), there exists an \( x \in M_0 \setminus N \) with \( x \prec_P y \), hence \( \beta(x) \leq_{P_1} y \) according to (6). But then \( x \leq_{P_0} \beta^{-1}(y) \), thus \( \beta^{-1}(y) \in M_0 \setminus N \), because \( M_0 \setminus N \) is an up-set in \( P_0 \).

\[
\square
\]

### 4 The Boolean lattice

For \( n \in \mathbb{N} \), we define the **Boolean lattice** \( B(n) \) with \( n \) atoms as
\[
B(n) := 2^n.
\]
The points of $B(n)$ are thus binary words with $n$ digits 0 or 1. For $x \in B(n)$, $x_1 \in \{0, 1\}$ is the first (leftmost) digit of $x$, and for every $0 \leq \ell \leq n$, we define the $\ell^{th}$ level of $B(n)$ as

$$L_\ell(n) := \{x \in B(n) \mid x \text{ contains exactly } \ell \text{ ones} \}.$$ 

The elements of $L_1(n)$ are the atoms of $B(n)$ and the elements of $L_{n-1}(n)$ are the co-atoms. The only element of $L_0(n)$ is the bottom element $\bot = 0 \cdots 0$ of $B(n)$, and the single element of $L_n(n)$ is the top element $\top = 1 \cdots 1$.

Additionally, we need the following sub-posets of $B(n)$ for $n \geq 2$:

$$B_+(n) := \bigcup_{i=2}^n L_i(n),$$
$$B^-(n) := \bigcup_{i=0}^{n-2} L_i(n),$$
and $$B^\pm(n) := \bigcup_{i=2}^{n-2} L_i(n) \quad \text{if} \quad n \geq 3.$$ 

$B_+(n)$, $B^-(n)$, and $B^\pm(n)$ is thus the Boolean lattice with atoms and bottom element removed, with co-atoms and top element removed, and with atoms, co-atoms and both extrema removed, respectively. In order to unburden the notation, we additionally use the symbols

$$b(n) := d(B(n)), \quad b_+(n) := d(B_+(n)), \quad b^-(n) := d(B^-(n)), \quad b^\pm(n) := d(B^\pm(n)).$$

Even if the Dedekind numbers started their career as cardinalities of algebraic objects [9], they turned out to be the number of down-sets (antichains, up-sets) of the Boolean lattices [2, p. 61]. The integer $b(n)$ is thus the $n^{th}$ Dedekind number.

As pointed out by the author [3], all applicable algorithms for the calculation of Dedekind numbers described in literature [1, 3, 6, 7, 10, 11, 12, 13, 14, 16, 17, 18] use the isomorphism $\mathcal{D}(B(n)) \simeq \mathcal{H}(B(\lambda), \mathcal{D}(B(n-\lambda)))$ where $\mathcal{H}(P, P')$ is the poset formed by the order homomorphisms from $P$ to $P'$. Formula (2) with $Q = B(n-1)$ results for $\lambda = 1$, and it is mentioned or used in many publications about Dedekind numbers [1, 3, 10, 11, 12, 13, 18]. However, the standard algorithm used in the calculations [1, 11, 12, 17, 18] works with $\lambda = 2$ and it can be written as

$$b(n) = \sum_{(D, E) \in \mathcal{D}(B(n-2))^2} \# \downarrow_{\mathcal{D}(B(n-2))} (D \cap E) \cdot \# \uparrow_{\mathcal{D}(B(n-2))} (D \cup E). \quad (8)$$

In enumerating the elements of $\mathcal{H}(B(2), \mathcal{D}(B(n-2)))$, the summation runs over the images of the left and right corner of $B(2)$, and if they are fixed, the images of the top and bottom element of $B(2)$ are independently selected from the respective down-set and up-set in (8). Taking symmetry into account, the algorithm requires $\frac{b(n-2)(b(n-2)+1)}{2}$ summands for the calculation of $b(n)$, hence 210 and 14196 summands for the calculation of $b(5)$ and $b(6)$, respectively. Furthermore, in a pre-calculation step, the integers $\# \downarrow_{\mathcal{D}(B(n-2))} D$ and $\# \uparrow_{\mathcal{D}(B(n-2))} D$ are calculated for every $D \in \mathcal{D}(B(n-2))$ and saved in a table.

Starting with Church [6] in 1940, the numerous symmetries of the Boolean lattice have been used to reduce computational time. In particular, using a representation system of the
non-isomorphic down-sets of $\mathcal{D}(B(n-2))$ speeds up the calculation considerably: For $b(7)$, Markowsky [12] reports a speed-up factor around 34. But of course, the pre-computational step to create a list of non-isomorphic elements of $\mathcal{D}(B(n-2))$ is time consuming, and programming the main calculation becomes demanding [12, 17]. More details about algorithms for the calculation of Dedekind numbers, including comparisons of their calculational effort, are found in literature [3].

In the following theorem, we derive a formula for the Dedekind number $b(n)$ by applying Theorem 1 on $B(n)$ and $B^-(n)$:

**Theorem 2.** For $n \geq 3$, we have

\[ b(n) = 2 + n + \sum_{k=2}^{n} \binom{n}{k} \cdot b_-(k). \] (9)

Furthermore, $b_-(2) = 2$, and, for all $k \geq 3$,

\[ b_-(k) = b_-(k) + 2 + \sum_{i=2}^{k-1} \binom{k-1}{i} \cdot b_-(i). \] (10)

**Proof.** Let $N \subseteq L_1(n)$, $k := \#N$. For $k = 0$, we have $\downarrow N = \emptyset$ and $\uparrow (L_1(n) \setminus N) = B(n) \setminus \{⊥_{B(n)}\}$, hence $B(n) - L_1(n)\uparrow_{B(n)}N = \{⊥_{B(n)}\}$. For all other values of $k$, we have $\downarrow N = N \cup \{⊥_{B(n)}\}$, and the set $\uparrow (L_1(n) \setminus N)$ contains exactly those points of $B(n)$ which have an 1 in a digit in which no element of $N$ has an 1. In consequence, the set $B(n) - L_1(n)\uparrow_{B(n)}N$ contains exactly those points of $B_-(n)$ which have all their 1s in the $k$ digits given by the 1s in the elements of $N$. All together (see Figure 1 for an illustration),

\[ B(n) - L_1(n)\uparrow_{B(n)}N \subseteq \bigcup_{i=2}^{k} L_i(n) \quad \text{for} \quad 2 \leq k \leq n \] (11)

and

\[ B(n) - L_1(n)\uparrow_{B(n)}N \simeq \begin{cases} \{⊥_{B(n)}\}, & \text{if } k = 0; \\ \emptyset, & \text{if } k = 1; \\ B_-(k), & \text{if } 2 \leq k \leq n; \end{cases} \] (12)

and Theorem 1 yields (9).

The equation $b_-(2) = 2$ is due to $B_-(2) = \{⊤_{B(2)}\}$. Furthermore, for all $k \geq 3$ and all $N \subseteq L_1(k)$,

\[ B^-(k) - L_1(k)\uparrow_{B^-(k)}N = (B(k) - L_1(k)\uparrow_{B(k)}N) \setminus (L_{k-1}(k) \cup \{⊤_{B(k)}\}), \]

and (11) and (12) deliver with $i := \#N$

\[ B^-(k) - L_1(k)\uparrow_{B^-(k)}N \simeq \begin{cases} \{⊤_{B^-(k)}\}, & \text{if } i = 0; \\ \emptyset, & \text{if } i = 1; \\ B_-(i), & \text{if } 2 \leq i \leq k - 2; \\ B_-(k - 1) \setminus \{⊤_{B_-(k-1)}\}, & \text{if } i = k - 1; \\ B_-(k), & \text{if } i = k. \end{cases} \] (13)
Figure 1: The sets $B(5) - L_1(5)^\bot_{B(5)} N$ for different sizes of subsets $N \subseteq L_1(5)$. The sets $N$ are encircled and the points of the sets $B(5) - L_1(5)^\bot_{B(5)} N$ are shown as solid dots.
Because $B_{-}(k)$ and $B^{-}(k)$ are dually isomorphic, Theorem 1 yields

$$b_{-}(k) = b^{-}(k) = \sum_{N \subseteq L_{1}(k)} d(B^{-}(k) - L_{1}(k)\downarrow_{B^{-}(k)}N),$$

and (13) delivers (10) because of $d(B_{-}(k - 1)\setminus \{\top_{B_{-}(k-1)}\}) = b_{-}(k - 1) - 1$.

\section{5 Application}

With (9) and (10), we have formulas allowing the recursive calculation of $b(n)$ and $b_{-}(n)$, provided that the values $b_{-}(k)$, $3 \leq k \leq n$, can been calculated. Due to $B_{-}(3) = \emptyset$ and $B^{-}(4) \simeq \mathbb{6}$, we immediately get $b_{-}(3) = 1$ and $b_{-}(4) = 64$.

For the rest of the article, we focus on the application of Theorem 1 on the calculation of $b_{-}(5) = 6212$ and $b_{-}(6) = 7741776$ (Table 2). In the calculation of $b_{-}(5)$ and in the first brute force-approach to calculate $b_{-}(6)$, the set $M$ in Theorem 1 is an antichain. However, in the efficient second way to calculate $b_{-}(6)$ in Section 5.2, we use a subset $M \subset B_{-}(6)$ for which $B_{-}(6)|_{M} \simeq 2 \times B_{-}(5)$ has a more complicated structure. As a by-product of the calculations, we get statistics about the sets $D(B_{-}(n) - M\uparrow N)$ in the different methods. They are reported in the Tables 3, 4, and 5.

\subsection{5.1 The calculation of $b_{-}(5)$}

The poset $B_{-}(5) = L_{2}(5) \cup L_{3}(5)$ is shown in Figure 2. Each of the two level sets is an antichain with ten points. The most simple way to calculate $b_{-}(5)$ is to apply Theorem 1 with $M := L_{3}(5)$. The set $D(B_{-}(5)|_{M})$ contains 1024 down-sets, and for each of them it is

| $n$ | $b_{-}(n)$ | $b_{-}(n)$ | $b(n)$ |
|-----|------------|------------|--------|
| 2   | n.d.       | 2          | 6      |
| 3   | 1          | 9          | 20     |
| 4   | 64         | 114        | 168    |
| 5   | 6212       | 6894       | 7581   |
| 6   | 7741776    | 7785062    | 7828354|

Table 2: The coefficients $b_{-}(n)$, $b_{-}(n)$, and the Dedekind numbers $b(n)$ for $2 \leq n \leq 6$.

| $i$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
|-----|---|---|---|---|---|---|---|---|---|---|----|
| $\nu_{i}$ | 388 | 290 | 195 | 70 | 40 | 30 | 0 | 10 | 0 | 0 | 1 |

Table 3: The coefficients $\nu_{i}$ used in (14) for the calculation of $b_{-}(5)$. 

\begin{proof}

\end{proof}
Figure 2: The poset $B^-(5) = L_2(5) \cup L_3(5)$ and the sets $M_2$ and $M_3$ used in the second approach to calculate $b^-(5)$.

easy to calculate $B^-(5) - M^\downarrow N = L_2(5) \downarrow N$ and $d(B^-(5) - M^\downarrow N) = 2^{#(L_2(5) \downarrow N)}$. With $\nu_i$ being the number of subsets $N \subseteq L_3(5)$ with $#(L_2(5) \downarrow N) = i$, we have

$$b^-(5) = \sum_{i=0}^{10} \nu_i \cdot 2^i. \tag{14}$$

The coefficients $\nu_i$ are contained in Table 3.

Even if the inspection of 1024 antichains $B^-(5) - M^\downarrow N$ is not a big task, we want to reduce the effort. A natural idea is to use non-isomorphic down-sets in $M$, but this approach runs into problems because for $N \subseteq M$, the size of $L_2(5) \downarrow N$ is not uniquely determined by $#N$ for $2 \leq #N \leq 7$. In fact, we have to determine the 34 non-isomorphic down-sets of $B^-(5)$ without isolated points, and for the pure calculation of $b^-(5)$, this effort does not pay. However, because we need these down-sets in Section 5.2 for the calculation of $b^-(6)$, we have determined them, and in Formula (23) in Section 5.2.2, we manage the calculation of $b^-(5)$ by running a summation over 34 down-sets only.

For the calculation of $b^-(5)$ without determination of non-isomorphic down-sets, the following approach is efficient. We define

$\begin{align*}
M_2 & := \{ x \in L_2(5) \mid x_1 = 1 \}, \\
M_3 & := \{ x \in L_3(5) \mid x_1 = 0 \},
\end{align*}$

as illustrated in Figure 2. The set $M := M_2 \cup M_3$ is an eight-point antichain in $B^-(5)$, and the set $B^-(5) - M \simeq 6 \times 2$ is the direct sum of six two-point-chains $2$. In consequence, for all $N \subseteq M$, the set $B^-(5) - M^\downarrow N$ is the direct sum of at most six chains $2$ and at most six isolated points - it is thus easy to evaluate. Moreover, if $N_2, N'_2$ are subsets of $M_2$ with the same number of points, the sets

$\begin{align*}
\{ B^-(5) - M^\downarrow (N_2 \cup N_3) \mid N_3 \subseteq M_3 \} \\
\text{and} \quad \{ B^-(5) - M^\downarrow (N'_2 \cup N_3) \mid N_3 \subseteq M_3 \}
\end{align*}$
contain for every class of non-isomorphic sub-posets of $B^- (5) - M$ the same number of instances. It suffices thus to evaluate 80 posets $B^- (5) - M \triangleleft (N_2 \cup N_3)$: Five sets $N_2 \subseteq M_2$ covering the possible cardinalities in combination with the sixteen subsets $N_3$ of $M_3$.

For a fixed subset $N_2 \subseteq M_2$ of cardinality $j$, we define $\gamma_j (c, a)$ as the number of posets $N_3 \subseteq M_3$ with

$$B^- (5) - M \triangledown (N_2 \cup N_3) \approx (\overline{2} \times 2) + \overline{a}.$$  

($c$ is thus the number of 2-point chains in $B^- (5) - M \triangledown (N_2 \cup N_3)$ and $a$ is the number of isolated points.) Then

$$b^- (5) = \sum_{c=0}^{6} 3^c \cdot \sum_{a=0}^{6} 2^a \cdot \sum_{j=0}^{4} \binom{4}{j} \cdot \gamma_j (c, a).$$  \hspace{1cm} (15)

The coefficients $\gamma_j (c, a)$ are shown in Table 4.

### 5.2 The calculation of $b^- (6)$

#### 5.2.1 Approach

We come to the calculation of $b^- (6)$. Now the poset

$$B^- (6) = L_2 (6) \cup L_3 (6) \cup L_4 (6)$$

consists of three layers, as shown in Figure 3. The mid-layer $L_3 (6)$ is an antichain with 20 points, and even if it brings ordinary table calculation close to its limit, it is possible to calculate $b^- (6)$ by Formula (4) with $M := L_3 (6)$ and $N$ running through all $2^{20}$ down-sets of $M$. (Again, the restriction to isomorphism classes is not possible without difficulties.)

Fortunately, the evaluation of $B^- (6) - M \triangledown N$ is simple. For $x \in L_2 (6), y \in L_4 (6)$ with $x \leq y$, there exists an $m \in M$ with $x \leq m \leq y$, and therefore $x \notin B^- (6) - M \triangledown N$ or $y \notin B^- (6) - M \triangledown N$. The set $B^- (6) - M \triangledown N$ is thus always an antichain with “lower” part $P_2 (N) := L_2 (6) \cap (B^- (6) - M \triangledown N)$ and “upper” part $P_4 (N) := L_4 (6) \cap (B^- (6) - M \triangledown N)$.

---

| $j \setminus a$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
|-----------------|---|---|---|---|---|---|---|
| 0               | 5 | 5 | 5 | 5 | 5 | 5 | 5 |
| 1               | 6 | 6 | 6 | 6 | 6 | 6 | 6 |
| 2               | 4 | 4 | 4 | 4 | 4 | 4 | 4 |
| 3               | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 4               | 1 | 1 | 1 | 1 | 1 | 1 | 1 |

Table 4: The coefficients $\gamma_j (c, a)$ used in (15) for the calculation of $b^- (5)$. 
Figure 3: Illustration of the structures used in the calculation of $b^-\!\!(6)$. In the upper part, the poset $B^-\!\!(6) = L_2(6) \cup L_3(6) \cup L_4(6)$ is shown together with the sets $M_{23}$, $M_{34}$, $E_2$, and $E_4$. In the lower part, we have the poset $Q \simeq 2 \times B^-\!\!(5)$ induced on $M_{23} \cup M_{34}$. The arrows indicate the isomorphism $\beta : Q_{23} \to Q_{34}$ from Lemma 1 for two points $x \in M_{23}$. 
Table 5: The coefficients $\mu(i, j)$ used in (16) for the calculation of $b_{-}(6)$.

| i \(j\) | 0   | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   | 10  | 11  | 12  | 13  | 14  | 15  |
|---------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 0       | 165980 | 152265 | 86130 | 43385 | 17700 | 7569 | 2895 | 1350 | 420 | 160 | 90  | 20  | 1   |     |     |
| 1       | 152265 | 103500 | 43080 | 16320 | 4410  | 1560 | 420  | 180  | 60  |     |     |     |     |     |     |     |
| 2       | 86130  | 43080  | 13260 | 3660  | 585   | 180  | 60   |     |     |     |     |     |     |     |     |     |
| 3       | 43385  | 16320  | 3660  | 800   |       |     |     |     |     |     |     |     |     |     |     |     |
| 4       | 17700  | 4410   | 585   |       |       |     |     |     |     |     |     |     |     |     |     |     |
| 5       | 7569   | 1560   | 180   | 60    |       |     |     |     |     |     |     |     |     |     |     |     |
| 6       | 2895   | 420    | 60    |       |       |     |     |     |     |     |     |     |     |     |     |     |
| 7       | 1350   | 180    |       |       |       |     |     |     |     |     |     |     |     |     |     |     |
| 8       | 420    | 160    | 15    |       |       |     |     |     |     |     |     |     |     |     |     |     |
| 9       | 160    | 90     |       |       |       |     |     |     |     |     |     |     |     |     |     |     |
| 10      | 90     |       |       |       |       |     |     |     |     |     |     |     |     |     |     |     |
| 11      | 20     |       |       |       |       |     |     |     |     |     |     |     |     |     |     |     |
| 12      |       |       |       |       |       |     |     |     |     |     |     |     |     |     |     |     |
| 13      |       |       |       |       |       |     |     |     |     |     |     |     |     |     |     |     |
| 14      |       |       |       |       |       |     |     |     |     |     |     |     |     |     |     |     |
| 15      |       |       |       |       |       |     |     |     |     |     |     |     |     |     |     |     |

Denoting with $\mu(i, j)$ the number of subsets $N \subseteq M$ with $\#P_2(N) = i$ and $\#P_4(N) = j$, we have

\[
b_{-}(6) = \sum_{i=0}^{15} \sum_{j=0}^{15} \mu(i, j) \cdot 2^{i+j}. \tag{16}\]

The coefficients $\mu(i, j)$ are shown in Table 5.

We want to reduce the effort for the calculation of $b_{-}(6)$ by a smarter way to apply Theorem 1. As indicated in Figure 3, we define $M := M_{23} \cup M_{34}$ with

\[
M_{23} := \{ x \in L_2(6) \cup L_3(6) \mid x_1 = 0 \}, \quad M_{34} := \{ x \in L_3(6) \cup L_4(6) \mid x_1 = 1 \}
\]

and we want to calculate $b_{-}(6)$ by running $N$ in Theorem 1 through $D(B_{-}(6) \mid M)$. In order to unburden the notation, we define $Q := B_{-}(6) \mid M$, $Q_{23} := Q \mid M_{23} = B_{-}(6) \mid M_{23}$, and $Q_{34} := Q \mid M_{34} = B_{-}(6) \mid M_{34}$.

At the first glance, the approach does not look promising because the posets $Q_{23}$ and $Q_{34}$ are both isomorphic to $B_{-}(5)$, thus $Q \simeq 2 \times B_{-}(5)$. We know that $B_{-}(5)$ contains $6212 \approx 2^{12}$ down-sets, and we may argue that $Q$ has clearly more than the $2^{20}$ down-sets evaluated in the brute force-approach. (Indeed, the number is $3933651 \approx 2^{21.9}$.) However, we can reduce the effort if we are willing to invest into the analysis of $D(Q)$. We show in Lemma 2 that we can calculate $b_{-}(6)$ by a summation running over the 6212 down-sets contained in $D(Q_{23})$, and focusing on non-isomorphic down-sets, we manage the calculation in Section 5.2.2 with a summation over 245 down-sets.

We need some additional definitions. Setting as in Figure 3

\[
E_2 := \{ x \in L_2(6) \mid x_1 = 1 \}, \quad E_4 := \{ x \in L_4(6) \mid x_1 = 0 \},
\]

14
$E_2$ and $E_4$ are disjoint five-point antichains in $B_{\leftarrow}(6)$ with $B_{\leftarrow}(6) - M = E_2 + E_4$ being a ten-point antichain in $B_{\leftarrow}(6)$. We define

$$S := Q|_{E_2 \cup M_{34}},$$

$$T := Q|_{E_4 \cup M_{23}}.$$ 

$S$ is thus the left part of the poset $B_{\leftarrow}(6)$ in Figure 3 whereas $T$ is its right part.

The points of $M_{23}$ and $E_2$ are pairwise incomparable in $B_{\leftarrow}(6)$, just as the points of $M_{34}$ and $E_4$. Therefore, for all $N \in \mathcal{D}(Q)$,

$$B_{\leftarrow}(6) - M \updownarrow_{B_{\leftarrow}(6)} N = E_2 \downarrow S(M_{34} \cap N) \cup E_4 \uparrow T(M_{23} \setminus N),$$

hence

$$d(B_{\leftarrow}(6) - M \updownarrow_{B_{\leftarrow}(6)} N) = 2^{s(N) + t(N)}$$

with

$$s(N) := \#(E_2 \downarrow S(M_{34} \cap N))$$

and

$$t(N) := \#(E_4 \uparrow T(M_{23} \setminus N)).$$

In particular,

$$t(N) = t(N \cap M_{23}).$$

We have $Q \simeq 2 \times B_{\leftarrow}(5)$ and we can therefore apply Lemma 1 on $Q$. The isomorphism $\beta : Q_{23} \to Q_{34}$ used in the lemma and defined in (5) is given by switching the first digit of $x \in M_{23}$ from 0 to 1 (cf. Figure 3).

**Lemma 2.**

$$b_{\leftarrow}(6) = \sum_{N \in \mathcal{D}(Q_{23})} 2^{t(N)} \cdot \sigma(N)$$

with

$$\sigma(N) := \sum_{N' \in \downarrow \mathcal{D}(Q_{23})} 2^{\#(E_2 \downarrow S(B(N')))} \text{ for all } N \in \mathcal{D}(Q_{23}).$$

**Proof.** In the beginning of Section 3, we have seen that the sets

$$\mathcal{D}_{M_{23}, N}(Q) = \{ D \in \mathcal{D}(Q) \mid D \cap M_{23} = N \}, \quad N \in \mathcal{D}(Q_{23}),$$

form a partition of $\mathcal{D}(Q)$, and according to Theorem 1, the mapping

$$\phi_{M_{23}, N} : \mathcal{D}_{M_{23}, N}(Q) \to \mathcal{D}(Q - M_{23} \uparrow Q N),$$

$$D \mapsto D \downarrow Q N$$

...
is an isomorphism for all \( N \in \mathcal{D}(Q_{23}) \). Therefore,

\[
\begin{align*}
\mathbf{b_{-}(6)} & \equiv (4) \sum_{N \in \mathcal{D}(Q_{23})} d(B_{-}(6) - M_{B_{-}(6), N}) \\
& \equiv (17) \sum_{N \in \mathcal{D}(Q_{23})} 2^{s(N) + t(N)} \\
& = \sum_{N \in \mathcal{D}(Q_{23})} \sum_{D \in \mathcal{D}_{M_{23}, N}(Q)} 2^{s(D) + t(D)} \\
& \equiv (20) \sum_{N \in \mathcal{D}(Q_{23})} 2^{t(N)} \sum_{D \in \mathcal{D}_{M_{23}, N}(Q)} 2^{s(D)} \\
& = \sum_{N \in \mathcal{D}(Q_{23})} 2^{t(N)} \sum_{D' \in \mathcal{D}(Q - M_{23}, N)} 2^{s(\phi_{M_{23}, N}^{-1}(D'))} \\
& \equiv (7) \sum_{N \in \mathcal{D}(Q_{23})} 2^{t(N)} \sum_{D' \in \mathcal{D}(Q_{34} | \beta[N])} 2^{s(\phi_{M_{23}, N}^{-1}(D'))}.
\end{align*}
\]

For \( D' \in \mathcal{D}(Q_{34} | \beta[N]) \), \( N \in \mathcal{D}(Q_{23}) \),

\[
M_{34} \cap \phi_{M_{23}, N}^{-1}(D') \equiv (3) M_{34} \cap (D' \cup \downarrow Q N) = D',
\]

thus \( s(\phi_{M_{23}, N}^{-1}(D')) \equiv (18) \#(E_{2} \downarrow \downarrow s D') \),

and because \( \beta : Q_{23} \rightarrow Q_{34} \) is an isomorphism,

\[
\sum_{D' \in \mathcal{D}(Q_{34} | \beta[N])} 2^{\#(E_{2} \downarrow \downarrow s D')} = \sum_{N' \in \mathcal{D}(Q_{23} | N)} 2^{\#(E_{2} \downarrow \downarrow s \beta[N'])}.
\]

Finally, \( \mathcal{D}(Q_{23} | N) = \downarrow \mathcal{D}(Q_{23}) N \) for every \( N \in \mathcal{D}(Q_{23}) \).

In Formula (21), the summation runs over 6212 summands only. However, the calculation of the coefficients \( \sigma(N) \) by means of (22) requires much effort. In the following section, we reduce the number of summands by taking isomorphism into account, and we derive a handy formula for \( \sigma(N) \). As already announced, we finally manage the calculation of \( \mathbf{b_{-}(6)} \) with the quick calculation of \( \sigma(N) \) for 245 down-sets \( N \in \mathcal{D}(Q_{23}) \).

### 5.2.2 Exploiting isomorphism

For a subset \( Y \subseteq M_{23} \), we call the points in \( Y \cap L_{2}(6) \) the *lower points* of \( Y \) and the points in \( Y \cap L_{3}(6) \) the *upper points* of \( Y \).

Let \( \mathcal{R} \) denote a representation system of the non-isomorphic down-sets of \( Q_{23} \simeq B_{-}(5) \) and let \( \mathcal{R}_{0} \subset \mathcal{R} \) be the set of posets contained in \( \mathcal{R} \) without isolated points. The thirty-four
elements of $\mathcal{R}_0$ are shown in the Figures 4, 5, and 6. Thirty of them are uniquely described by a four-integer code

$$u \cdot c_1 c_2 c_3,$$

in which, for $R \in \mathcal{R}_0$, $u$ is the number of upper points in $R$ and $c_j$ is the number of lower points in $R$ covered by $j$ upper points. For the remaining four elements of $\mathcal{R}_0$, we make the code unique with an additional digit:

- 4-440-0: The down-set $R$ is of type 4-440 and does not contain an 8-crown.
- 4-440-1: The down-set $R$ is of type 4-440 and contains an 8-crown.
- 6-442-0: The down-set $R$ is of type 6-442 and for each upper point $x \in R$, there exists a lower point $y \in (\downarrow x) \setminus \{x\}$ which is covered by three upper points.
- 6-442-1: The down-set $R$ is of type 6-442 and there exists an upper point $x \in R$ for which no lower point $y \in (\downarrow x) \setminus \{x\}$ is covered by three upper points.

Table 6 below contains parameters for every $R \in \mathcal{R}_0$. The integer $\iota(R)$ is the number of isomorphic copies of $R$ in $\mathcal{Q}_{23}$, and with $\Delta(R) := (L_2(6) \cap M_{23}) \setminus R$, the integer $\delta(R) := \# \Delta(R)$ is the number of lower points in $M_{23}$ not belonging to $R$. (For $R$ of type $u - c_1 c_2 c_3$, $\delta(R) = 10 - c_1 - c_2 - c_3$.) The parameter $t(R)$ has already been introduced in (19). Additionally, $\sigma(R)$, $\# \downarrow_{\mathcal{Q}_{23}} R$ and the result of the inner summation in Formula (24) below are shown. We have

$$b_{-}(5) = \sum_{R \in \mathcal{R}_0} \iota(R) \cdot 2^{\delta(R)} \quad (23)$$

and

$$\# \mathcal{R} = \sum_{R \in \mathcal{R}_0} (1 + \delta(R)) = 91.$$

Even if the summation in (23) is running over $\mathcal{R}_0$, it is in fact an application of Theorem 1 on $B_{-}(5)$ with $M := L_3(5)$. Each $R \in \mathcal{R}_0$ is uniquely determined by its upper points $R \cap L_3(5)$, and we have $d(B_{-}(5) - L_3(5) \setminus (R \cap L_3(5))) = 2^{\delta(R)}$. Selecting an appropriate partition of the power set of $L_3(5)$, we can rewrite (23) in such a way that it is fully in line with (4).

With 91 elements, the representation system $\mathcal{R}$ is small, but it is of restricted value for the calculation of $b_{-}(6)$, because for $N \in \mathcal{D}(\mathcal{Q}_{23})$, the cardinality of $E_2 \setminus \downarrow_{\mathcal{S}} [N]$ is not uniquely determined by the isomorphism type of $N$. However, according to Theorem 1 and Lemma 2,

$$b_{-}(6) = \sum_{R \in \mathcal{R}_0} \iota(R) \cdot 2^{\delta(R)} \cdot \sum_{A \subseteq \Delta(R)} \sigma(A + R). \quad (24)$$

In this formula, the two nested sums create $\sum_{R \in \mathcal{R}_0} 2^{\delta(R)} = 1269$ down-sets of the form $A + R$, which is not much, but the calculation of the coefficients $\sigma(A + R)$ with the defining
formula (22) requires all together 208099 evaluations. We have to develop a formula for the quick calculation of $\sigma(A + R)$. As short-cut, we define

$$e(Y) := \#(E_2 \downarrow S^\beta[Y]) \quad \text{for all } Y \subseteq M_{23}. $$

We start with calculating two tables with 1024 entries each: For each set $Y \subseteq L_2(6) \cap M_{23}$ of lower points of $M_{23}$, we set

$$T_0(Y) := 2e(Y),\quad T_1(Y) := \sum_{Z \subseteq Y} T_0(Z).$$

Of the 5188 down-sets $D \in \mathcal{D}(Q_{23})$ with upper points, only 491 have $e(D) > 0$, and after removing their isolated points, all are of type 1-300, 2-410, 3-330, or 4-060.

Now let $R \in R_0$ and $A \subseteq \Delta(R)$. We want to determine $\sigma(R')$ with $R' := A + R$. The set $A' := R' \cap L_2(6)$ is the set of lower points of $R'$, and $U := R \cap L_3(6)$ is the set of upper points of $R'$.

There are $2^{\#A'}$ down-sets $D \in \downarrow \mathcal{D}(Q_{23})R'$ without upper points, and their total contribution to $\sigma(R')$ is

$$\sum_{D \in \downarrow \mathcal{D}(Q_{23})R', D \cap L_3(6) = \emptyset} 2^{e(D)} = \mathfrak{T}_1(A').$$

For each of the types $\tau \in \{1-300, 2-410, 3-330, 4-060\}$, let $\rho_\tau$ be the number of down-sets $D \in \downarrow \mathcal{D}(Q_{23})R'$ with $s(D) > 0$ for which $D$ with isolated points removed is of type $\tau$. These numbers can be determined as follows:

- For type 1-300, we step through the points $u \in U$. For each $u \in U$, there exist two disjoint three-point sets $G_1(u), G_2(u) \subseteq \Delta(\downarrow Q_{23} u)$ with the following property: For all $Y \subseteq \Delta(\downarrow Q_{23} u),$

  $$e(Y \cup \downarrow Q_{23} u) = \begin{cases} 2, & \text{if } Y = \emptyset; \\ 1, & \text{if } Y \neq \emptyset \text{ and } Y \subseteq G_1(u) \text{ or } Y \subseteq G_2(u); \\ 0, & \text{otherwise}. \end{cases}$$

  Therefore, each $u \in U$ contributes to $\rho_{1-300}$ with $2^{\#G_1(u) \cap A'} + 2^{\#G_2(u) \cap A'} - 1$ items.

- For each two-element subset $V \subseteq U$, we check the down-set $\downarrow Q_{23} V$. It is of type 2-410 iff it contains exactly five lower points. In this case, there exists a single point $g(V) \in \Delta(\downarrow Q_{23} V)$ with the following property: For all $Y \subseteq \Delta(\downarrow Q_{23} V),$

  $$e(Y \cup \downarrow Q_{23} V) = \begin{cases} 1, & \text{if } Y \subseteq \{g(V)\}; \\ 0, & \text{otherwise}. \end{cases}$$

  Each two-element subset $V \subseteq U$ with $\downarrow Q_{23} V$ being of type 2-410 contributes thus to $\rho_{2-410}$ with two items if $g(V) \in A'$ and with a single item otherwise.
• For the types 3-330 and 4-060, we step through the subsets $V \subseteq U$ with three and four elements, respectively, and we check if the resulting down-set $\downarrow_{Q_{23}} V$ is of the respective type. That is easily done, because $\downarrow_{Q_{23}} V$ is of type 3-330 or 4-060, respectively, if it contains exactly six lower points. For all $Y \subseteq \Delta(\downarrow_{Q_{23}} V)$, we have

$$e(Y \cup \downarrow_{Q_{23}} V) = \begin{cases} 1, & \text{if } Y = \emptyset; \\ 0, & \text{otherwise.} \end{cases}$$

Each $V \subseteq U$ with three and four elements and $\downarrow_{Q_{23}} V$ being of type 3-330 or 4-060 contributes thus with a single item to $\rho_{3-330}$ and $\rho_{4-060}$, respectively.

Now we can calculate $\sigma(R')$ as follows:

• The table entry $\Xi_1(A')$ is the contribution of the $2^{\#A'}$ elements of $\downarrow_{Q_{23}} R'$ without upper points.

• There are $\rho_{1-300} + \rho_{2-410} + \rho_{3-330} + \rho_{4-060}$ elements $D \in \downarrow_{Q_{23}} R'$ with upper points and $e(D) > 0$. All together, they contribute

$$2 \cdot (\#U + \rho_{1-300} + \rho_{2-410} + \rho_{3-330} + \rho_{4-060}).$$

(The term “$\#U +$” is due to $e(\downarrow_{Q_{23}} u) = 2$ for each $u \in U$.)

• Of the remaining

$$\#(\downarrow_{Q_{23}} R') - 2^{\#A'} - \rho_{1-300} - \rho_{2-410} - \rho_{3-330} - \rho_{4-060}$$

elements of $\downarrow_{Q_{23}} R'$, each contributes 1.

• Finally, with $\#\downarrow_{Q_{23}} R$ from Table 6,

$$\#\downarrow_{Q_{23}} R' = 2^{\#A} \cdot \#\downarrow_{Q_{23}} R.$$

Putting all together yields

$$\sigma(R') = (2^{\#A} \cdot \#\downarrow_{Q_{23}} R) - 2^{\#A'} + \Xi_1(A') + 2 \cdot \#U + \rho_{1-300} + \rho_{2-410} + \rho_{3-330} + \rho_{4-060}.$$ (25)

In calculating $b_-(6)$ with Formula (24), we can skip the generation and evaluation of down-sets without upper points: their contribution to $b_-(6)$ is the sum over all entries in the table $\Xi_1$. It remains to generate and evaluate the down-sets $A + R$ with $R \in R_0$ having upper points and $A \subseteq \Delta(R)$. If we regard the creation of the table $\Xi_1$ as belonging to pre-calculation, we manage the main calculation of $b_-(6)$ with evaluating $1269 - 1024 = 245$ down-sets.
For the calculation of $\sigma(R')$ with Formula (25), parts of the analyses we have to do for the determination of the numbers $\rho_\tau$ depend on $R$ only. For each $R \in \mathcal{R}_0$ in the outer summation in (24), they have to be done only once for the calculation of all coefficients $\sigma(A + R)$ with $A \subseteq \Delta(R)$.

Using the information about types, isolated points and values of $e(A + R)$ collected in this section, it is possible to calculate $b_-(6)$ efficiently with a summation running over the 91 isomorphism classes $R' \in \mathcal{R}$ of down-sets of $Q_{23}$, even with a summation running over the 34 elements of $\mathcal{R}_0$ only. However, in our opinion, the calculation of the value of the summands becomes complicated and violates thus the second and third criterion of simplicity set up in the introduction. Therefore, we did not calculate $b_-(6)$ in this way.

Table 6: Parameters of the non-isomorphic down-sets $R \in \mathcal{R}_0$ without isolated points. Explanation in text.
| 0-000 | 1-300 |
|-------|-------|
| empty poset | |

| 2-600 | 2-410 |
|-------|-------|
|       |       |

| 3-710 | 3-520 |
|-------|-------|
|       |       |

| 3-601 | 3-330 |
|-------|-------|
|       |       |

| 4-901 | 4-630 |
|-------|-------|
|       |       |

| 4-440-0 | 4-440-1 |
|---------|---------|
|         |         |

| 4-521 | 4-060 |
|-------|-------|
|       |       |

Figure 4: The non-isomorphic down-sets of $Q_{23} \simeq B_{-}^{-}(5)$ with up to four upper points and no isolated points. The integers under the lower points indicate the number of their upper covers.
Figure 5: The non-isomorphic down-sets of $Q_{23} \simeq B^{-}(5)$ with five upper points and no isolated points. The integers under the lower points indicate the number of their upper covers.
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