Visco-resistive MHD study of internal kink\((m=1)\) modes
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We have investigated the effect of sheared equilibrium flows on the \(m = 1, n = 1\) resistive internal kink mode in the framework of a reduced magnetohydrodynamic model in a periodic cylindrical geometry. Our numerical studies show that there is a significant change of the scaling dependence of the mode growth rate on the Lundquist number in the presence of axial flows compared to the no flow case. Poloidal flows do not influence the scaling. We have further found that viscosity strongly modifies the effect of flows on the \((1,1)\) mode both in the linear and nonlinear regime. Axial flows increase the linear growth rate for low viscosity values, but they decrease the linear growth rate for higher viscosity values. In the case of poloidal flows the linear growth rate decreases in all cases. Additionally at higher viscosity, we have found strong symmetry breaking in the behaviour of linear growth rates and in the nonlinear saturation levels of the modes as a function of the helicities of the flows. For axial, poloidal and most helical flow cases, there is flow induced stabilisation of the nonlinear saturation level in the high viscosity regime and destabilisation in the low viscosity regime.
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I. INTRODUCTION

The \(m = 1, n = 1\) internal kink instability is of great importance in tokamaks and has been extensively studied in the past by several authors, notably1–5. The \((1,1)\) mode arises within the \(q=1\) rational surface (where \(q\) is the safety factor), when the \(q\) at the axis is smaller than 1. It can trigger sawtooth oscillations which can influence plasma quality and confinement1,2. Monticello et. al.5 have given an overview of the research on the \((1,1)\) mode and its importance, particularly in the context of research on the sawtooth oscillations.

It is well known that flows are a common occurrence in a tokamak, which can be generated intrinsically6 or induced externally e.g. by unbalanced NBI injection7,8. Experiments on NSTX have shown a significant increase of sawtooth period that is attributed to a fast rotation of the plasma7,8. Experimental studies on sawteeth phenomena in presence of NBI in JET9,10, MAST11, and TEXTOR12 have further shown that there is an asymmetry in sawtooth period depending on the direction of the NBI. The sawtooth period increases with an increase in co-NBI power, and decreases with an increase in counter-NBI power. Thus, these experiments have shown that flow can have a stabilising or destabilising effect on the kink mode depending on the direction of flow.

However, there still does not exist a full understanding of the effect of flows on the \(m = 1, n = 1\) kink instability. A number of past studies have addressed this question. In one of the earliest such studies carried out in a slab geometry, Ofman et. al.13 have shown that small flow shear has a stabilising influence on the \(m = 1\) resistive mode. Numerical studies by Kleva and Guzdar14 show that toroidal sheared flow close to the sound speed can completely stabilise the \((1,1)\) mode. Shumlak et al.15 have also found a similar stabilising
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effect due to a sheared axial flow on the (1,1) mode in a cylindrical Z-pinch. On the other hand, Gatto et. al.\textsuperscript{16} have found sheared axial flows to have a destabilising effect on the $m = 1$ mode in a reverse field pinch configuration. Naitou et al.\textsuperscript{17} have studied the effect of poloidal flow on the kink mode in kinetic and two fluid regimes, and noted a stabilisation of the kink mode that can possibly be related to sawtooth stabilisation. Studies by Mikhailovskii et. al.\textsuperscript{18}, Wahlberg et. al.\textsuperscript{19} and Waelbrock\textsuperscript{20} show that toroidal and poloidal rotations are a stabilising factor for the internal kink mode. Chapman et. al.\textsuperscript{11} have explained the asymmetry in sawtooth period in terms of the relative direction of the plasma flow with respect to the diamagnetic drift. They postulated that the toroidal component of the diamagnetic drift adds to the toroidal rotation for co-current flow but it reduces the toroidal rotation for counter current flow. Therefore, there are conflicting results in the literature regarding the nature of stabilisation due to flows depending on the parameter regime of the studies. Recent analytic calculations by Brunetti et. al.\textsuperscript{21} have found that small flow shear has a destabilising effect on the (1,1) mode, but a large flow shear can stabilise it.

It may be noted that most of the past flow studies have been done in the low viscosity regime. However, viscosity can be high in tokamak operations, particularly due to enhancements from turbulent effects and could therefore significantly influence the effect of flow shear on the internal kink mode. For example, Maget et. al.\textsuperscript{22}, Wang et. al.\textsuperscript{23}, Tala et. al.\textsuperscript{24} and Takeda et. al.\textsuperscript{25} have shown that Magnetic Prandtl number in advanced tokamak scenarios can be as high as 100, and stability results in the high viscosity regime can be significantly different from results of the low viscosity regime. Chen et. al.\textsuperscript{26} and Ofman et. al.\textsuperscript{27} have given detailed analytical calculations as to how viscosity can modify shear flow effects for constant-$\psi$ and nonconstant-$\psi$ for the resistive tearing mode instability. Wang et. al.\textsuperscript{23} have also reported from their simulation studies of (2,1) tearing modes in the presence of flows, which showed a destabilisation at lower viscosity and stabilisation at higher viscosity. They predict that this is due to the distortion of magnetic island structures at higher viscosity as reported by Ren et. al.\textsuperscript{28} and La Haye et. al.\textsuperscript{29}.

Thus, viscosity is an important contributing factor and can change the nature of the effect of flows significantly. In this paper we have addressed this issue and investigated the stability of the (1,1) mode in the presence of sheared flows over a range of viscosity regimes. We indeed find that the high viscosity results are often very different from the low viscosity results. In our study, we have systematically examined the effects of several kinds of sheared flows on the (1,1) mode, namely axial, poloidal and combinations of both kinds of flows in the linear as well as nonlinear regimes. Various non-dimensional parameters are used to characterise our results, such as $S$ (the Lundquist number, which measures resistivity), $Pr$ (Prandtl Number, which measures viscosity), $M$ (Alfvén Mach number) and $\lambda$ (a measure of the equilibrium flow shear). These linear and nonlinear studies on the (1,1) mode were obtained using the CUTIE code\textsuperscript{30}.

Our principal findings are as follows. To begin with, we have done the linear scaling studies of the $m = 1, n = 1$ mode in the absence of flow. Here, the variation of linear growth rates have been studied for different $S$ and $Pr$ values. The obtained scalings are in agreement with past analytic theory results in the no flow case\textsuperscript{31}. With the application of sheared axial flows, a significant change in the scaling of the growth rates is observed. However, in the presence of poloidal flow, there is no such change in scaling as compared to the no flow case. In our linear studies we have noticed that axial flows destabilise the mode in the low viscosity regime, but it stabilises in the high viscosity regime as compared to the no flow case. On the other hand, poloidal flow always tends to stabilise the linear growth rate. For pure axial and poloidal flows, the results do not change if we change the direction of the flow. This symmetry is broken for helical flows where the time evolution of the modes show a significant dependence on the helicity of the flows even in the linear regime. In the nonlinear regime, there is mostly a reduction of the nonlinear saturation level of the (1,1) mode for both sheared axial and poloidal flows in the high viscosity regime, while in the low viscosity regime, the poloidal and axial flows are destabilising in nature. Helical flows show a strong stabilisation for positive helicity and in most cases, weak stabilisation for negative
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helicity in the high viscosity regime. In the low viscosity regime, this symmetry breaking of helical flow results gets significantly diminished.

This paper is organised in the following manner. In section II, we have described the reduced magnetohydrodynamic (RMHD) model of plasma in a cylindrical geometry. In section III, we have studied the (1,1) mode in the linear regime. Here, we have described studies of the growth rate scaling in the absence of flow, and compared our results with analytical results from the literature. Then we have repeated these studies in the presence of flow. We have done these studies both in the low and high viscosity regimes. In section IV we have studied the (1,1) mode in the nonlinear regime in the absence of flow as well as in presence of axial, poloidal and helical flows. Section V provides a brief summary and a discussion of the results.

II. MODEL

Our numerical investigations have been carried out in the framework of a reduced MHD model in a periodic cylinder geometry ($\rho, \theta, z$), ($\rho$ being the radial coordinate, $\theta$ being the azimuthal coordinate, and $z$ being the axial coordinate) defined in terms of the minor radius, $a$, and the major radius, $R_0$. Using normalised coordinates, we set $\rho = r/a$, $r$ being the radial distance, namely $0 \leq \rho \leq 1$; $0 \leq \theta, \zeta \leq 2\pi$; $\zeta = z/R_0$. The model utilises CGS electrostatic units. We have Fourier expanded the fields, and split the equations into a set of “mean” equations consisting of the (0,0) components of the field and a set for the “fluctuating” components consisting of the remaining terms. The mean equations can alternatively be obtained by averaging the full equations over the flux surface. In the linear runs we have solved the mean equations once, while in the nonlinear runs, the mean equations are co-evolved with the equations for fluctuating quantities. The fluctuation equations are:

$$\frac{\partial \tilde{W}}{\partial t} + \mathbf{v}_0 \cdot \nabla \tilde{W} + v_A \nabla_\parallel \rho_s^2 \nabla_\perp \tilde{\psi}$$

$$= v_A \frac{1}{r} \frac{\partial \tilde{\psi}}{\partial \theta} 4\pi \rho_s \frac{j_0}{eB_0} + \frac{v_{th} \rho_s}{r} \left\{ \tilde{\psi}, \rho_s^2 \nabla_\perp \tilde{\psi} \right\} + \frac{v_{th} \rho_s}{r} \left\{ \tilde{W}, \tilde{\phi} \right\}$$

(1)

$$\frac{\partial \tilde{\phi}}{\partial t} + \mathbf{v}_0 \cdot \nabla \tilde{\phi} + v_A \nabla_\parallel \tilde{\phi} = \frac{v_{th} \rho_s}{r} \left\{ \tilde{\psi}, \tilde{\phi} \right\} + \frac{e^2 \eta}{4\pi} \nabla_\perp^2 \tilde{\psi}$$

(2)

where,

$$\tilde{W} = \rho_s^2 \nabla \cdot \left( \frac{n_0 (\rho)}{n_0 (0)} \nabla_\perp \tilde{\phi} \right)$$

Equation[1] is the vorticity equation, where $\tilde{W}$ is the perturbed vorticity. Equation[2] describes the evolution of the perturbed poloidal flux function $\tilde{\psi}$. The resistivity $\eta$ and viscosity $\nu$ are specified quantities and are held constant during our calculations. Additionally, $\rho_s = \frac{\omega_p}{\omega_i}$, where, $v_{th}^2 = (T_{0i} + T_{0e})/m_i$, $\omega_i = (eB_0/m_i c)$, with $T_{0i}, T_{0e}$ being ion and electron temperatures respectively. $m_i$ is the ion mass, $c$ is the elementary charge. $\Phi_0(r), \Psi_0(r)$ denote the mean electrostatic and magnetostatic potentials respectively.

Also, we have used fixed boundary conditions, along with a conducting boundary. This comes from

$$\frac{\delta \mathbf{E}}{B_0} = -\nabla \tilde{\phi} - \frac{1}{c} \frac{\partial \tilde{\phi}}{\partial t} \mathbf{e}_\zeta$$
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where, $\mathbf{E}$ is the electric field, $\phi$ is the electrostatic potential, and $\mathbf{B}_0 \simeq B_{0z}\mathbf{e}_z + B_{0\theta}(\rho)\mathbf{e}_\theta$ is the equilibrium field. The fluctuating electric field, $\delta E$, is related to $\tilde{\phi}$ [this has dimensions of length]. We set, $\epsilon = a/R_0$, the inverse aspect ratio, $\nu_0 = V_{0z}(\rho)\mathbf{e}_z + a\rho\Omega(\rho)\mathbf{e}_\theta$. The equilibrium axial and poloidal, sub-Alfvénic sheared flows are: $M_z = V_{0z}/v_A$ is the Axial Mach number; $M_\theta = \rho\Omega(\rho)/\tau_A$ is the poloidal Mach number; $\tau_\eta = (4\pi a^2/c^2\eta)$ the resistive time; $\tau_\nu = (a^2/\nu)$ the viscous time. We will use in the following the Lundquist Number, $S = \tau_\eta/\tau_A$, and the Prandtl Number, $Pr = \tau_\eta/\tau_\nu$.

The velocity perturbations are non-dimensionalised relative to the Alfvén speed, $v_A = B_0/(4\pi m_i n_0)^{1/2}$. The magnetic field perturbations are normalised by the equilibrium axial magnetic field $B_{0z}$. The fluctuations of magnetic field and velocity are incompressible in the $(r - \theta)$ plane.

Together, these equations constitute the V-RMHD (visco-resistive MHD) model and we solve them using the CUTIE (CUlham Transporter of Ions and Electrons) code$^{30,32}$. CUTIE is a nonlinear, global, electromagnetic, quasi-neutral, two fluid initial value code. It has been used earlier for studies of tearing modes, ELMs, L to H transitions, internal transport barriers and other problems$^{30,32–34}$.

III. LINEAR RESULTS

In this section we describe the results of our linear studies carried out for a $q$ profile of the following form:

$$q(\rho) = q_0 \left(1 + \left(\frac{\rho}{\rho_0}\right)^{2\Lambda}\right)^{1/\Lambda}$$  \hspace{1cm} (3)

with the safety factor, $q(\rho) = e^{\epsilon\rho B_{0z}/B_{0\theta}(\rho)}$, $q_0 = 0.9$, $\Lambda = 1$, $\rho_0 = 0.6a$, $a$ = radius of the cylinder.

Fig. 1 shows the q profile used in the simulations and the q=1 surface.

A. Scaling with S and Pr

At first, we have studied the scaling of the growth rate of the (1,1) mode with S(Lundquist number) and Pr(Prandtl Number). For most of our simulations we have used a flat $\eta$ profile but we get similar results when we use a self-consistent $\eta$ such that $E_{0z} = \eta j_{0z}$; $E_{0z} = \eta j_{0\theta}$; $E_{0\theta} = \eta j_{0\theta}$.
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$V/(2\pi R_0)$, where $V$ is the constant loop-voltage. In Fig. 2, we have plotted the normalised growth rate $\gamma \tau_A$ with $S$, at a fixed $Pr$ of 0.1. We have found a scaling of the variation of $\gamma \tau_A$ with $S$ to be of the form $S^{-1/3}$. These results are similar to those obtained by Porcelli \(^{31}\) for the resistive internal kink mode. At low $S$, we notice a deviation from the scaling that can be attributed to local asymmetries of the equilibrium current density \(^{35}\).

In Fig. 2, we observe a $Pr^{-1/3}$ scaling of $\gamma \tau_A$ as we vary $Pr$ by keeping $S$ fixed. This scaling agrees with that reported earlier by Porcelli \(^{31}\). However, as we increase the viscosity further, the growth rate scaling changes to $Pr^{-5/6}$, which is a new result that has not been reported earlier. It shows that high viscosity can strongly influence the linear growth rate of the modes. These results can be qualitatively understood by a standard dominant balance analysis of the dynamical equations of the mode in the inner layer. From the set of model equations (1) and (2) one can obtain the following set of linear inner layer equations:

$$
\left( \gamma + iv'_{0,\text{res}}x \right) \frac{d^2 \phi}{dx^2} + \frac{q'_{\text{res}}}{q_{\text{res}}} x \frac{d^2 \psi}{dx^2} = \nu \frac{d^4 \phi}{dx^4} \tag{4}
$$

$$
\left( \gamma + iv'_{0,\text{res}}x \right) \psi + \frac{q'_{\text{res}}}{q_{\text{res}}} \phi = \eta \frac{d^2 \psi}{dx^2} \tag{5}
$$

where all quantities are suitably made non-dimensional and where $\nu, \eta$ are non-dimensional viscous and resistive diffusivities respectively. $v'_{0,\text{res}}$ and $q'_{\text{res}}$ are the derivatives of the flow terms and $q$ profile respectively at the resonant surface and $\gamma$ is the normalized growth rate. In the absence of flow and in the regime where both the viscous and resistive contributions are important, the term proportional to $\nu$ with the highest derivative dominates over the term proportional to $\gamma$ in (4), while in (5) all terms contribute equally. Using the dominant balance argument one then gets,

$$
\gamma \sim \eta^{2/3} \nu^{-1/3} \sim Pr^{-1/3}
$$

and the layer width goes as

$$
x \sim \eta^{1/6} \nu^{1/6}
$$
This agrees with the numerical scaling obtained in Fig. 3 for moderate values of Pr and is also in accordance with the scaling discussed by Porcelli\textsuperscript{31}. For higher values of viscosity, when viscous effects dominate over resistive contributions, the term on the R.H.S. of (5) may be ignored in the dominant balance calculation. In this limit the layer width also has a very weak dependence on viscosity and can be nearly taken to be a constant. The balance arguments then lead to $\gamma \nu \sim x^4$ and hence $\gamma \sim \nu^{-1}$. This scaling is close to the $\gamma \sim Pr^{-5/6}$ obtained from our numerical solutions. Such a scaling has also been alluded to by Porcelli\textsuperscript{31} for the so-called visco-ideal limit. The growth rate becomes nearly constant in the low Pr regime, as we would expect the plasma to be nearly inviscid. We next consider the effect of flows on the linear growth rates.

1. Axial Flow

We next present scaling results in the presence of a sheared axial flow. We have used an axial flow profile of the form:

$$\frac{V_0}{v_A} = M_z \tanh[\lambda(\rho - \rho_{res})]$$

where, $V_0$ is the equilibrium axial flow, $M_z$ is the axial Mach number, $\lambda$ is the shear parameter and $\rho_{res}$ is the location of the mode resonant surface. The flow profile is shown in Fig. 4

This profile has the property that it has zero flow and non-zero shear at the resonant surface and hence is a useful profile to study the effect of shear on the mode. It has been used in the past to understand the effect of flow shear on tearing modes\textsuperscript{27,32}. For our linear scaling studies we have taken several different values $M_z = 0.05$ that are within a physically reasonable range of values for experimental observations. In general, the presence of an axial sheared flow has a destabilizing influence on the $m = 1$ resistive kink mode, as has been noted before\textsuperscript{36} and is due to the additional ideal free energy arising from the nature of the flow profile. A principal consequence of this is an increase in the growth rate of the kink mode compared to the no flow case. This is clearly seen in Fig. 5 where we have marked...
the values of the growth rate for the no flow case and for several different finite values of the axial flow (and correspondingly different velocity shears) in a single plot. It is also seen that there is a near independence of the growth rate on $S$ for higher values of $S$. This can be physically understood as follows: as the resistivity decreases ($S$ increases) the growth rate of the classical resistive kink mode decreases and the growth is dominated by the ideal driving term of the flow shear. This term is independent of $S$ and hence at higher values of $S$ the growth rate becomes independent of $S$. In Fig. (5) we thus see how an increase in $M_z$ progressively changes the $S^{-1/3}$ scaling in the “no-flow” case to one independent of $S$.

We have similarly observed a change in the viscosity scaling due to the presence of axial flow and this is shown in Fig. 6. As we go from $Pr = 1$ to $Pr = 10$, the scaling of the linear growth rate gradually changes from $Pr^{-1/5}$ to $Pr^{-3/5}$ and beyond $Pr = 10$, the growth rate becomes negative. If we compare it with the no flow case, there the scaling goes as $Pr^{-1/3}$ up to $Pr = 10$, beyond which it changes to $Pr^{-5/6}$. Thus in the presence of an axial flow, the stabilising influence of viscosity is enhanced and can lead to complete stabilisation of the $m = 1$ visco-resistive mode at high $Pr$ numbers.
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2. Poloidal flow

For our poloidal flow studies, we have used the following flow profile,

\[ \frac{V_{0\theta}}{v_A} = M_\theta(\rho) \]  \hspace{1cm} (7)

where,

\[ M_\theta(\rho) = \Omega \tau_A \rho (1 + k\rho) \]

Here, \( V_{0\theta} \) is the equilibrium poloidal flow, and \( \Omega \) is the poloidal angular frequency and \( k \) measures the shear in the flow.

The profile is plotted in Fig. 7

![Poloidal flow profile](image)
We have obtained the growth rates for several different values of $M_\theta$ and the results are plotted in Fig. (8). In contrast to the sheared axial flow the sheared poloidal flow has a stabilizing influence on the resistive kink mode so that it decreases the value of the growth rate. This stabilizing influence is independent of $S$ and hence the net effect is a shift in the value of the growth rate without a change in the scaling dependence on $S$ which remains the same as the no-flow case, namely $\gamma \tau_A \propto S^{-1/3}$. As seen in Fig. (8) as the poloidal Mach number is increased from zero, the scaling curve shifts downwards without changing shape. For very low values of $M_\theta$, the curve almost coincides with the no-flow case, as expected.

![Graph of growth rate vs S for different poloidal flows](image1)

**FIG. 8.** Linear Resistivity scaling with poloidal flow for the m=1,n=1 mode at $Pr = 0.1$, $M_\theta = (0.0, 0.0018, 0.009, 0.018)$

In Fig. 9 we have displayed the scaling of the growth rate with viscosity for a fixed value of the resistivity. We find that the scaling is similar to the no flow case, namely $\gamma \tau_A \propto Pr^{-1/3}$ at a lower viscosity and $\gamma \tau_A \propto Pr^{-5/6}$ at a higher viscosity.

![Graph of poloidal flow viscosity scaling](image2)

**FIG. 9.** Linear Viscosity scaling with poloidal flow for the m=1,n=1 mode at $S = 10^6$, $M_\theta = 0.009$
B. Effect of flows in different viscosity regimes

In Fig. 10, we compare the linear growth rate changes of the $m=1, n=1$ mode with axial and poloidal flows as we go from low to high viscosity. We note that the nature of stabilisation for axial flows changes as we increase the viscosity. While axial flows destabilise the mode at low viscosity, they stabilise it at higher viscosities. On the other hand, we find the poloidal flow to be always stabilising in contrast to the no-flow case.

![Effect of viscosity on nature of stabilisation of flow](image)

**FIG. 10.** Effect of viscosity on the linear growth rate of the $m=1, n=1$ mode with and without axial flow at $S = 10^6$

In Fig. 11, we have shown how the linear growth rate of the $m=1, n=1$ mode changes as we go from low to high axial flow shear, $\frac{a}{V_a} \left( \frac{dV_0}{dr} \right)$, for different viscosity regimes. We see that for a fixed Pr, the nature of stabilisation of flow does not change with the amount of flow shear. However, the nature of stabilisation changes depending on the viscosity regime irrespective of the amount of flow shear.

![Linear growth rate of (1,1) mode v/s flow shear](image)

**FIG. 11.** Linear growth rate of (1,1) mode v/s axial flow shear for different Pr values and $S = 10^6$

IV. NONLINEAR RESULTS

Next we report on our nonlinear results for the (1,1) mode in the absence and presence of flows. We have continued with the same parameters and related profiles that we have
used for the linear runs. Here, we have a slight difference in the method of calculation as compared to the linear case. We set up an equilibrium from the given initial parameters and in every iteration we solve both the mean, i.e., (0,0) Fourier components and the perturbed components. As a result, the equilibrium evolves with time, while in the linear case, the equilibrium was held fixed.

A. Axial flow

In this section, we describe the nonlinear evolution of (1,1) modes in the presence of axial flows. Here, two different flow profiles are employed to elucidate the dependence of the results on the profile. At first, to understand the effect of flow shear we have used a tanh flow profile. The form of the tanh profile has been described in section III A 1, but here we have used $M_z = 0.01$.

Next, we use a Gaussian flow profile which is more realistic from an experimental point of view. This profile has the form (illustrated in Fig. 12):

$$V_0 z / V_A = M_z e^{-\rho^2}$$  \hspace{1cm} (8)

where, $\rho_{res}$ is the location of the mode resonant surface and $M_z = 0.05$.

The Figs. 13 and 14 illustrate the time evolution of $|\tilde{\psi}|_{max}$ with a tanh flow profile for $Pr = 100$ and $Pr = 30$ respectively. For the high viscosity case, we notice a strong stabilisation of the (1,1) mode in the presence of axial flow both in the linear growth rate as well as in the nonlinear saturation level. However, for the low viscosity case, there is a slight increase of nonlinear saturation level of the modes in the presence of axial flow. Similar to the linear runs, the nonlinear evolution runs also show the destabilising trend of the mode for lower viscosity and a stabilising influence for higher viscosity compared to the no flow case.
Visco-resistive MHD study of internal kink (m=1) modes

FIG. 13. $|\tilde{\psi}|_{\text{max}}$ evolution with axial flow with tanh profile, $M_z = 0.01$, $Pr = 100$ and $S = 10^6$.

FIG. 14. $|\tilde{\psi}|_{\text{max}}$ evolution with axial flow with tanh profile, $M_z = 0.01$, $Pr = 30$ and $S = 10^6$.

Figs. 15 and 16 show the nonlinear evolution of the mode with a Gaussian flow profile for $Pr = 100$ and $Pr = 30$ respectively. In this case, the nature of the effects is qualitatively similar to that of the tanh flow case. However, the changes in the growth rates compared to the no flow case are smaller even if the amount of flow is higher in this case. We have seen that even if the linear evolution does not depend on the sign of the flow, the nonlinear saturation levels of $|\tilde{\psi}|_{\text{max}}$ are different for different signs of flows except for the $Pr = 100$ tanh flow profile case (cf. Fig. 13), where the difference is very small.

B. Poloidal Flow

In Fig. 17, we display the effects of poloidal flow upon the nonlinear evolution of the amplitude of the (1,1) mode. Here, we notice that the poloidal flow stabilises the mode, and the final saturation levels are nearly equal for such small amounts of flow. For higher values of $M_\theta$ the saturation levels do differ significantly as a function of the direction of flow.
We have repeated this study with a $Pr = 30$ in Fig. 18, and we notice here that the nonlinear saturated levels show a different behaviour from that at a higher $Pr$, in that poloidal flow now slightly destabilizes the mode. The implication of this effect is clearly reflected for helical flows which we will discuss next.
C. Helical Flow

In this subsection we discuss the combined effect of axial and poloidal flows on the stability of the (1,1) mode. We have considered all four sign combinations of the axial and poloidal flows to understand the effect of flow helicity on the evolution of the mode. In Fig. 19, we show the effect of a sheared axial flow with a tanh profile combined with a sheared poloidal flow for \( Pr = 100 \). Here we can have two types of flow helicity depending on the signs of the axial flow and the poloidal flow. We find that although both the flow helicity cases impart a stabilising effect compared to the no flow case, the degree of stabilisation is very different for different flow helicities. For example, having kept the poloidal flow sign to be positive but changing the direction of the axial flow from positive to negative, both the linear growth rates and the nonlinear saturation levels have increased significantly to a much higher value. Thus, we find an asymmetry in the nature of the stabilisation of the (1,1) mode in the presence of helical flows that depends on the type of flow helicity. The change in the degree of stabilization for different helicities arises from the relationship between the flow direction and the direction of the magnetic field which essentially changes the relative sign between \( q'_{res} \) (the magnetic shear) and \( v'_{0,res} \) (the flow shear) near the mode resonant surface\(^{29}\).

We have carried out a similar study at a lower viscosity of \( Pr = 30 \) as shown in Fig. 20. Here, the nonlinear saturation levels in all flow cases are slightly higher compared to the no flow case. Also, the symmetry breaking for two different flow helicities are so small both in the linear and nonlinear regime that it cannot be distinguished from the figure, but can be distinguished from numerical values of the linear growth rates and nonlinear saturation levels. In fact, the symmetry breaking effect begins to manifest itself in the linear stage itself as can be clearly seen in the difference of the slopes of the time evolution of \( |\psi|_{max} \) for the two helicities of the flow. A comparison of Figs. (19) and (20) also raises the interesting question whether there occurs a “bifurcation” of the saturated states at some value of the Prandtl number between 30 and 100. To check this interesting question we have numerically determined the linear growth rates for a number of different magnitudes of the helical flow and plotted their values for two different helicities in Fig. (21). As can be clearly seen there is a continuous transition in the behaviour as a function of \( Pr \) that is indicative of an absence of any bifurcation phenomenon.
FIG. 19. $|\tilde{\psi}|_{\text{max}}$ evolution with helical flow using tanh profile, $M_z = 0.01, M_\theta = 0.0018$, $Pr = 100$ and $S = 10^6$.

FIG. 20. $|\tilde{\psi}|_{\text{max}}$ evolution with helical flow using tanh profile, $M_z = 0.01, M_\theta = 0.0018$, $Pr = 30$ and $S = 10^6$.

FIG. 21. $|\tilde{\psi}|_{\text{max}}$ Linear growth rates with helical flows for different Prandtl numbers using tanh profile and $S = 10^6$. 
In Fig. 22 and Fig. 23, we have shown the effect of a sheared axial flow with a Gaussian profile combined with a sheared poloidal flow for $Pr = 100$ and $Pr = 30$ respectively. Here, we notice that the effects are very similar to the tanh flow case, but the changes in the linear growth rates and nonlinear saturation levels are relatively smaller.

On comparison of the helical flow results obtained here with those using pure axial and poloidal flows, as discussed in the previous sections, there is no symmetry breaking in the linear growth rates of the $(1,1)$ mode if we change the direction of the flow. However, there is a difference in the nonlinear saturation levels even for those cases where we use a pure axial or poloidal flow. This is due to the self-generation of nonlinear helical terms even if we start with pure flows, as discussed in Chandra et al.\textsuperscript{32}. 

---

**FIG. 22.** $|\tilde{\psi}|_{\text{max}}$ evolution with Helical flow using gaussian profile, $M_z = 0.05, M_\theta = 0.0018$, $Pr = 100$ and $S = 10^6$.

**FIG. 23.** $|\tilde{\psi}|_{\text{max}}$ evolution with helical flow using gaussian profile, $M_z = 0.05, M_\theta = 0.0018$, $Pr = 30$ and $S = 10^6$. 

V. SUMMARY AND DISCUSSION

To summarise, we have carried out linear and nonlinear studies of the (1,1) resistive internal kink mode using a V-RMHD version of the CUTIE code, in a cylindrical geometry with periodic boundary conditions. We have studied the effect of equilibrium sheared flows on the (1,1) mode and the role of viscosity in modifying the effect of flows. Viscosity can be significantly enhanced due to turbulence in tokamaks and it is expected that the Prandtl number can be as high as 100$^{22,25}$ in advanced scenarios for JET and ITER.

Our results can be summarised as follows. In the linear regime our scaling studies in the absence of flow agree with analytical results in the literature$^{31}$. The presence of poloidal flow does not change the linear scaling results but axial flows do bring about a significant change. We further find that the effect of viscosity on the growth rate of the mode can be significantly altered by the presence of flows. Helical flows exhibit a strong symmetry breaking with respect to the direction of the flow at high Pr but such an effect weakens at low Pr. In the nonlinear regime, for axial flows the saturation level of the mode decreases at a higher viscosity compared to the case of no flow but slightly increases at lower viscosity. Similar results are found for the poloidal flow case. In the case of helical flows at high viscosity, there is a significant change in the nonlinear saturation level depending on the flow helicity. Such an asymmetry effect is much weaker in the low viscosity case. It might be worth mentioning that similar asymmetric effects in the sawteeth time period have been observed in tokamak experiments with a change in the direction of the equilibrium flow induced by neutral beam injections$^{9-12}$. Our results can prove useful in developing appropriate theoretical models for sawtooth behaviour in the presence of sheared flows and high viscosity.
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