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Abstract

This practice report discusses the evolution of a CS1 Course taught at the University of Liège, Belgium. Over the last seven years several teaching activities have been thought to complement traditional theoretical courses and exercise sessions in order to promote students’ engagement. The result is aligned with (i) the principles of assessment for learning, which consists in leveraging the assessment to improve the students learning, and (ii) the concept of blended learning. This report describes the difficulties the students faced and what we implemented to assist our course evolution. We also present and discuss results showing that, despite a high drop-out rate, we managed to engage students to work on a regular basis and, in some cases, raise their performance levels.
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Background

Teaching Introduction to Programming (i.e., CS1) is known to be a difficult task for many students and has been the topic of a large number of research studies (Luxton-Reilly et al. 2018, Medeiros et al., 2019). In recent years, various studies have demonstrated that, often, students following a CS1 class encounter difficulty in understanding how a program works (Schröter et al., 2017), how to design an efficient and elegant program where conditionals and loops have proven to be particularly problematic (Dale, 2006), (Cherenkova et al., 2014), problem solving and mathematical ability (Medeiros et al., 2019), and in checking whether a program works correctly (Ben-David Kolikant & Mussai, 2008). These are particular examples of difficulties faced by students we also observed in our CS1 class. The course we teach targets first year computer science students and introduces basic principles of computer science and, in particular, the basic principles of programming. The course is offered at the Montefiore Institute, which is the department of Electrical Engineering and Computer Science of the Faculty of Applied Sciences of the University of Liège, a major public university of the French Community in Belgium.

For a long time, the failure rate and withdrawal ratio of our students have been high, as it is the case with other CS1 courses (Beaubouef & Mason, 2005; Watson and Li, 2014). Moreover, the failure rate in these particular courses reaches around 70% for first-year students at universities in Belgium (ARES, n.d.). This figure can be partially explained by the open access policy for higher education in Belgium. This has meant that some students come to university without important background skills for particular courses of study. However, this situation should not be taken as a pretext for inaction but rather as a call for the improvement of courses and teaching.

Literature in educational psychology has highlighted many predictors of student success in higher education (Dupont et al., 2015). Among the various parameters favouring it, some can be influenced by the teacher practices, namely those that lead to more student engagement (Lizzio et al., 2002).
A few years ago, we decided to make our CS1 course change from a traditional course (i.e., *ex cathedra* theoretical lessons with exercises sessions) towards a new approach that would promote engagement, potentially more motivating for first year students, and that would provide them with more feedback. With this in mind, the *Assessment for Learning* (AfL) approach seemed to us a promising way to achieve our goals. Sambell et al. (2013) describes AfL as:

> [A]n integrated approach to teaching, assessment and supporting student learning. Our view of assessment is broad. It includes summative assessment activities but also assessment which plays a vital role in improving students’ progress and attainments and is embedded in teaching (p. 147)

This report discusses that evolution of our CS1 course over the last seven years. We believe that experience gained with this course evolution is quite general and could be easily transferred by any educational team eager to adopt AfL for their course.

**Evolution of the CS1 Course**

Our CS1 course is provided during the first semester at the University of Liège (between mid-September until mid-December). During the All-Saints week, mid-term exams (Mathematics, Physics, CS1, and Foreign Language) are organised for first year students. After two revision weeks in December, the final exam is held in January.

The CS1 course has been offered students since 2013 and, originally consisted of traditional theoretical lectures, exercises (i.e., programming tasks on paper), and lab sessions (i.e., programming tasks in front of computers). Regarding the assessment, we followed Faculty guidelines by organising the mid-term and the final exam. In order to ensure the students learn the theory (i.e., the rules of the programming language that must be known to ensure the course understanding as the semester goes on), five short multiple choice questions (MCQ) tests (Cicirello, 2009) were organised during the semester. In 2015, due to the low passing rate in the Computer Science section, remedial classes were introduced and made mandatory for students failing at the mid-term exams (not only for the CS1 course but also in Mathematics, Physics, and Foreign Language). The core change took place in 2016 when we introduced a Programming Challenges Activity (PCA), i.e., a teaching activity spread over the whole semester and consisting in submitting small pieces of code (called Challenges) on a platform, called CAFÉ (Correction Automatique et Feedback des Étudiants), that immediately corrects them and provides students with both feedback (i.e., information about what is wrong with their solution) and, starting 2018, feedforward (i.e., what can be done to improve the solution) (Liénardy et al., 2020). The students can then use this feedback and feedforward to make a new submission that eventually may lead to a better performance (Boud 2000). Students can submit again up to two times, hence totalling three submissions. Karavirta et al. (2006) have shown that students submitting a lot of time pieces of code for online assessment without necessarily getting good grades are inefficient in their work. As a conclusion, Karavirta et al. suggested to limit the number of resubmissions in order to "guide [students’] learning process" (p. 238). This is exactly what has been done with CAFÉ. We decided to limit the number of submissions to three to avoid ‘trial and error’ process that is in contradiction with our programming methodology (Liénardy et al., 2020). Students have three days to complete a Challenge. Moreover, during the semester, students are allowed to skip one of the Challenges (except the Challenge 0 designed to get students familiar with the submission process on CAFÉ), what we call ‘playing one’ s Trump Card’. This means that, when the Trump Card is played by a student, the Challenge does not account in the student’s final mark. It is enough not to submit any response to a Challenge to play the Trump Card. This possibility was set up for two reasons: first, to avoid student excuses when not submitting their Challenge (Brauer, 2011), second, to increase students’ perception of controllability, inducing higher motivation (Viau, 2009).

As such, the introduction of the PCA marked the beginning of the course transformation into blended learning (Bonk & Graham, 2006). In 2018, the subject covered in the last Challenge was extended to the last chapter of the course because we observed the students had struggled to master it.

**Assessment for Learning**

Since the introduction of the PCA, all teaching activities have complemented each other to align with the six principles of Assessment for Learning (AfL) presented by Sambell et al. (2013):
1. The PCA and both mid-term and final exams consist of solving genuine programming tasks. These do not only assess the final product (i.e., the program) but also the use of a proper programming methodology that led to the formation of the program. This refers to the AfL principle of “authentic assessment” (Sambell et al., 2013, p. 6).

2. CAFÉ offers students the possibility to have up to two free submissions (they receive feedback about their performance without affecting their grades). Moreover, prior to MCQs, students have the opportunity to train themselves with mock MCQs, available on the course blackboard. This ensures to “balance summative and formative assessment” (Sambell et al., 2013, p. 6).

3. Students may submit an answer up to three times during each Challenge (Karavirta et al. 2006) and receive feedback after each submission. Mock MCQs provide students with immediate feedback. By doing so, we “create opportunities for practice and rehearsal” in “low-stakes teaching activities” (Sambell et al., 2013, p. 6). Even though both MCQs and PCA are graded, they do not account for a large amount in the final mark (10% for the MCQs and 10% for the PCA).

4. The feedback provided by CAFÉ after each submission, the correction of the mid-term exam, and the mandatory remedial courses provide students with “formal feedback to improve learning” (Sambell et al., 2013, p. 6). Formal feedback encompasses teacher’s comments on student’s work as well as and “self- and peer review and reflection” (Sambell et al., 2013, p. 6).

5. The PCA introduction has enabled us to also change the way we organise the exercise and lab sessions. The students work in small groups in the classroom and can discuss with each other and with the pedagogical team gaining “opportunities for informal feedback” (Sambell et al., 2013, p. 6).

6. As the course focuses on a programming methodology, it also covers the good practices of a programmer: how to test one’s code, how to efficiently search for help in the proper resources (documentation, Internet, etc.) in order to turn students into “effective lifelong learners” (Sambell et al., 2013, p.7).

We anticipate these six principles will contribute to increasing students’ engagement.

**Measuring the Impact**

**Evolution of the Course Population**

Table 1 presents the different cohorts that took the course between 2013–2014 and 2019–2020. The total number of students rose from 2013 to 2019 (a growth rate of 41%). The proportions of students that come for the first time to the university (labelled as fresh people) are 76.1%, repeaters 16.3%, and transfer students (i.e., those who reoriented from another curriculum).

**Table 1**

*Populations of the CS1 Course from Academic Years 2013–2014 to 2019–2020*

| Academic Year | Total | Fresh people | Repeater | Transfer students | Course Results |
|---------------|-------|--------------|----------|------------------|---------------|
|               |       | # | %  | # | %  | # | %  | SR | FR |
| 2013–2014     | 58    | 43 | 74 | 4 | 7 | 11 | 19 | 25.9 | 74.1 |
| 2014–2015     | 58    | 42 | 72 | 5 | 9 | 11 | 19 | 12.1 | 87.9 |
| 2015–2016     | 52    | 41 | 79 | 1 | 2 | 10 | 19 | 17.3 | 82.7 |
| 2016–2017     | 54    | 42 | 78 | 3 | 6 | 9 | 17 | 38.9 | 61.01 |
| 2017–2018     | 72    | 53 | 74 | 9 | 13 | 10 | 14 | 25.0 | 75.0 |
| 2018–2019     | 76    | 64 | 84 | 6 | 8 | 6 | 8 | 23.7 | 76.3 |
| 2019–2020     | 82    | 59 | 72 | 8 | 10 | 15 | 18 | 19.5 | 80.5 |

*Notes.* SR and FR stand respectively for Success Rate and Failure Rate (the failure rate also includes students that did not take the exam) to the course, in January.
Data Sources

Numerous data sources are considered, i.e., data directly retrieved from CAFÉ, the course Blackboard page, and the results of the assessments. Except for teaching activities results, the analysis is focused on data about students’ engagement. First, the platform on which CAFÉ is run enables us to retrieve data about students’ submissions, namely the number of submissions per Challenge and the students’ results for each Challenge. Second, the Challenge subjects can be downloaded from the Blackboard platform of the course. The Blackboard usage statistics enable us to collect data about mock MCQs. Finally, data about participation in all the assessments are used: there are five MCQs, five Challenges, the mid-term exam, and the final exam.

Results

Student’s Engagement

Figure 1 presents the MCQs participation rate from 2013 to 2019. Since the MCQs take place at the beginning of the session, these figures are a proxy of the course attendance. The first MCQs have a participation rate higher than 80%. It decreases a bit for the third MCQs that take place shortly after the mid-term exam but before the results are made available to the students. Once they are, the participation rate drops for MCQ4 and the participation rate decrease continues for MCQ5. That rising number of absences through the semester is indicative of abandonment since the MCQs take place at the beginning of exercises sessions. In Figure 1 the participation rates are shown as decreasing over the years (except in 2016–2017), suggesting that, while the student numbers increased during that period (as can be seen in Table 1), the absenteeism rate increased as well. This may be partially explained by the open access policy to higher education in Belgium: students may enter the CS curriculum lacking some fundamental skills (e.g., in maths) and are discouraged (e.g., by maths and physics courses).

Figure 1 shows also the participation to mock MCQs (at the right of the Figure) in 2018 and 2019. In 2018, the training rate is 10% below the participation rate for the MCQs 1 and 2. It drops to 20% below the participation rate for the next MCQs. In 2019–2020, the participation rate rose while the training rate decreased, leading to a difference of 20% or more between the training and the corresponding MCQ.

Figure 1

*Participation in the MCQs from Academic year 2013-2014 to 2019-2020*
Figure 2

*Participation to the PCA, on a Per Challenge Basis, from Academic year 2016–2017 to 2019–2020*

![Diagram showing participation to the PCA over different years.]

*Notes.* In 2017, the absence for the Challenge 1 refers to a student that joined the curriculum later in the semester.

With respect to Challenges participation, Figure 2 shows the proportion of the number of submissions, as well as the proportion of students who did not submit the Challenge either because they were absent or they played their Trump Card. Students who take the Challenges mainly submit three times and may benefit from the feedback. This is exactly what CAFÉ was made for, with AfL in mind, i.e., to offer “opportunities for practice and rehearsal” (AfL, 3rd principle). On the other hand, the number of absentees grows as the semester goes and there is often a big rise between the Challenge 3 and 4, i.e., when the results of the mid-term exams are published to the students.

Participation figures in the mid-term and final exam are presented in Table 2. This table shows that the participation in the mid-term exam is fairly constant and always above 80% except in 2015-2016 (77%). There are few students that sign the presence sheet without taking the exam at mid-term and the proportions of absences vary between 9% and 15%, except in 2015-2016 (21%). The introduction of the PCA does not seem to have affected the mid-term exam participation. On the other hand, the final exam participation is decreasing over time (except in 2016-2017 that is an outlier, as for Challenge and MCQs participation). The introduction of the PCA does not seem to have reduced that trend. On the contrary, the mean participation rate is 82.3% before the PCA and 75% after its introduction. Note that this drop in the participation to the final exam is actually counter-balanced with an increase in the success rate (see next section).
Table 2

Participation in the Mid-Term and Final Exam from Academic year 2013–2014 to 2019–2020

| Academic Year | Mid-Term Exam | Final Exam |
|---------------|---------------|------------|
|               | Part. | Sign. | Abs. | Exc. | Part. | Sign. | Abs. | Exc. |
| 2013-2014     | 91%   | 0%    | 9%   | 0%   | 87%   | 4%    | 9%   | 0%   |
| 2014-2015     | 88%   | 0%    | 10%  | 2%   | 83%   | 5%    | 12%  | 0%   |
| 2015-2016     | 77%   | 0%    | 21%  | 2%   | 77%   | 6%    | 15%  | 2%   |
| 2016-2017     | 89%   | 2%    | 9%   | 0%   | 89%   | 6%    | 6%   | 0%   |
| 2017-2018     | 86%   | 0%    | 13%  | 1%   | 78%   | 10%   | 10%  | 3%   |
| 2018-2019     | 80%   | 0%    | 15%  | 5%   | 61%   | 21%   | 18%  | 0%   |
| 2019-2020     | 86%   | 0%    | 10%  | 4%   | 73%   | 16%   | 11%  | 0%   |

Notes. “Part.” is the proportion of students taking the exam; “Sign.” is the proportion of students that are present without taking the exam (they sign the presence sheet); “Abs.” is the proportion of absentees and “Exc” stands for “Excused” (i.e., students who cannot be present for a good reason, generally a medical one).

Students’ Performance

Table 3 shows the link between participation to Challenges and the students’ performance from Academic Year 2013-2014 to 2019-2020. For each year the PCA has been organised, the table shows the cumulative number of students having submitted Challenges and the mean number of completed Challenges per student (i.e., “Challenges Participation” columns). The table also shows the cumulative number of Challenge submissions over the whole PCA, the cumulative average number of submissions per student over the whole PCA, and the mean number of submissions per individual participation (i.e., “PCA Participation” columns). Table 3 also provides data about students’ performance: the success and failure rate (resp. SR and FR) in January (students can retake the exam in June and August). Focusing on the students that take the exam enabled us to evaluate more precisely the effect of the PCA introduction on the success rate. The success rate dropped between 2013 to 2016, before the introduction of the PCA. Starting from the introduction of the PCA, in 2016-2017, the success rate increases. From 2015-2016 to 2016-2017, it almost doubled although the year 2016-2017 seems to be an outlier in term of students’ participation (4.44/5 challenges per student) and success (43.8% actually taking the exam). The shift of the success rate may be explained both by the fact that students can work on a regular basis thanks to the Challenge and because the PCA grades take into account in their final mark, allowing them to increase it in a low-stakes activity (AFL, 3rd principle).
Table 3

Link Between Students Participation and Performance from Academic Years 2013–2014 to 2019–2020

| Academic Year | Students | Challenges Participation | PCA Participation | Course Performance |
|---------------|----------|--------------------------|-------------------|-------------------|
|               | #        | #                        | # per Stu.        | Per Part.         | Total | Actually taking |
| 2013–2014     | 58       | -                        | -                 | -                 | 25.9  | 74.1           | 33.3   | 66.7 |
| 2014–2015     | 58       | -                        | -                 | -                 | 12.1  | 87.9           | 14.6   | 85.4 |
| 2015–2016     | 52       | -                        | -                 | -                 | 17.3  | 82.7           | 22.5   | 77.5 |
| 2016–2017     | 54       | 240                      | 4.44              | 535               | 9.91  | 2.23           | 38.9   | 61.1 |
| 2017–2018     | 72       | 214                      | 2.97              | 478               | 6.64  | 2.23           | 25.0   | 75.0 |
| 2018–2019     | 76       | 202                      | 2.66              | 473               | 6.22  | 2.34           | 23.7   | 76.3 |
| 2019–2020     | 82       | 267                      | 3.21              | 647               | 7.80  | 2.42           | 19.5   | 80.5 |

Notes. “#” refers to cumulative values. “Per Stu.” refers to the average per student. “Per Part.” is the mean number of submissions per Challenge participation. SR and FR stand respectively for Success Rate and Failure Rate. Total figures include students that did not take the exam while “Actually taking” figures only include the students that took the Final Exam (in January). There is no data from 2013 to 2015 regarding the Challenges and PCA since CAFÉ was not yet implemented.

Another way to assess the effect of the PCA is to look at the quality of code written by the students at the Final Exam, in January. This is shown in Figure 3. The figure shows the proportion of codes that are Correct (i.e., the code has the intended behaviour), Incorrect (i.e., the student committed a minor mistake), or Very incorrect (i.e., the code presents syntax errors or does not make any sense or contains a major mistake). 2018–2019 and 2019–2020 are outliers: the exam question may have been too easy in 2018-2019 while it may have been too difficult in 2019-2020, leading to respectively more Correct (60.5%) and Very Incorrect codes (63.3%). Nevertheless, the proportion of code labelled as Correct increases from 28.6% (2014-2015) and 29.0% (2015-2016) without the PCA to 37.9% (2016-2017) and 33.3% (2017-2018) after the introduction of the PCA. Consequently, those who seriously engage in the PCA (and thus have practiced and take advantage of feedback and feedforward throughout the semester) are more likely to write a correct piece of code at the end of the course.
Figure 3

Final Exam Code Quality from Academic Years 2014–2015 to 2019–2020

Note. “Correct” refers to codes that are (nearly) correct. “Incorrect” refers to codes that contain minor mistakes and “Very Incorrect” refers to codes either that do not make any sense, presents syntax errors, infinite loops or out-of-bound memory accesses.

Discussion and Lessons Learned

The data presented in this report shows that after maturation of the CS1 course and alignment with AfL principles has increased student engagement. Students have received earlier feedback and feedforward to improve their performance. However, the data has shown that the students do not take all the offered opportunities to train themselves as far as, for example, the mocks MCQs are concerned.

Besides, the mean success rate (in January – students can retake the exam in June and August) has risen from 18.4% between 2013 and 2015 to 26.8% (+45%) between 2016 and 2019 (See Table 1). It is encouraging to think that these figures can partially be attributed to the course evolution, as suggested in Table 3.

The number of students exiting during the semester is still high, in particular after the mid-term exam results are reported. This was one of the reasons to introduce AfL principles in the course, especially feedback that may "Encourage positive motivational beliefs and self-esteem" (Nicol & Macfarlane-Dick, 2006). Those students dropping out cannot be totally eliminated, as their actions may be the result of the open-access policy to higher education in Belgium. From our perspective it is unfortunate to lose such a large portion of our students. We hope that the CS1 course helps students understand the expectations and requirements of a university curriculum, in terms of work and commitment and that they go on to succeed
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