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Abstract—Recently, a new underwater imaging formation model presented that the coefficients related to the direct and backscatter transmission signals are dependent on the type of water, camera specifications, water depth, and imaging range. This paper proposes an underwater color correction method that integrates this new model on an underwater robot, using information from a pressure depth sensor for water depth and a visual odometry system for estimating scene distance. Experiments were performed with and without a color chart over coral reefs and a shipwreck in the Caribbean. We demonstrate the performance of our proposed method by comparing it with other statistic-, physic-, and learning-based color correction methods. Applications for our proposed method include improved 3D reconstruction and more robust underwater robot navigation.

I. INTRODUCTION

Over the last decade, scientists have increasingly been using cameras carried by hand or on-board of Remotely Operated Vehicles (ROVs) or Autonomous Underwater Vehicles (AUVs) [1], [2] to collect imagery data in underwater environments. Several applications benefit from such a technology, including cave mapping [3], coral reef monitoring [4], and preserving archaeological sites [5]. Scientists need high quality images to be able to, for example, reconstruct realistic underwater structures or evaluate the health of coral reefs [6]. In addition, robots need high quality images to reliably navigate underwater.

Compared to in-air images, underwater images are more affected by blurriness, distortions, and light attenuation. Furthermore, bodies of water have different optical properties, depending on location, season, weather, and quality of marine life, especially of phytoplankton. As light propagates underwater it interacts with suspended particles, causing rays of light to be absorbed or scattered. This combined phenomena of absorption and scattering is called attenuation. Light attenuation is also related to wavelength, as red light degrades more quickly than blue light. Hence, the majority of underwater images lack red color. The current underwater imaging formation model tries to comply with the laws of light propagation in underwater. Last year, a new underwater imaging formation model was proposed by [7], showing that the underwater image model depends on more complex factors, including water type (classified by the ten Jerlov’s water types [8]), camera specifications, water depth, and imaging range.

This paper addresses the problem of underwater color correction and implements a new method based on the recently revised underwater imaging formation model. The main contributions of the paper are:

- a novel color correction method based on the new underwater imaging formation model;
- direct integration of the method within a robot (Figure 1 shows the robot used for experiments and sample data collected at different depths), using the pressure sensor for water depth and a visual odometry method to estimate object distance;
- systematic experiments in Barbados to observe color changes at different water depths and object distances.

The proposed method is compared with other state-of-the-art methods, including Contrast Limited Adaptive Histogram Equalization (CLAHE) [9], white-balancing using gray world assumption [10], Underwater Generative Adversarial Network (UGAN) [11], and Fusion method [12]. Through quantitative and qualitative evaluations, the results present that our proposed method has high color accuracy over great changes of depth and viewing distance, as well as high color consistency. We lastly demonstrate that our proposed method is compatible with other robotic tasks, such as visual odometry with ORB SLAM2 [13].

The paper is structured as follows. The next section presents image color correction methods, mainly focusing in the underwater domain. Section III describes the proposed method. Section IV and Section V present and discuss the experimental results. Finally, Section VI concludes the paper.

II. RELATED WORK

Methods addressing underwater image color correction can be classified in three main categories: statistics-based methods, physics-based methods, and learning-based methods. Here, we describe a set of representatives from each category and refer the interested reader to [14] for a survey.

Fig. 1: BlueROV2 with a camera over a shipwreck, and color degradation of a color chart over depth.
Statistics-based methods, such as local histogram equalization [15], automatic color equalization [16], gray world assumption [10], adjust the distribution of pixel intensities, possibly in different color spaces and shifting the mean or higher order statistics. [17] proposes a method that works in the LAB color space under a white world assumption. While, [12], [18] develop a multi-scale fusion technique that merges two color corrected images to be blended in a weight map that defines the desired level of correction. [19] proposes a method that decomposes reflectance and illumination and post-processes each with a histogram-based technique. While this family of methods improves imaging contrast and luminosity, they do not always correct the color according to its ground truth color.

Other methods use the underwater imaging formation model, typically composed of the direct and the backscatter signal, which is the light that directly goes from the object to the camera and the light that scatters due to particles present in the water before reaching to the camera, respectively, to restore underwater images. [20] estimates the depth (distance from the object) by using the dark channel prior [21] and by dehazing. It then compensates the wavelengths of each channel according to the underwater imaging formation model. By using the same model, [22] proposes a simple prior that is calculated from the difference in attenuation among the red color channels, which then can be used to estimate the transmission map and noise filter. On the other hand, [23] exploits the attenuation differences between the RGB channels in water to estimate the depth of the scene, and then uses the underwater imaging formation model to correct the image. Last year, [7] proposed a new underwater imaging formation model, where the coefficients for the direct and the backscatter signals are different and depend on parameters, including water depth, object distance, and water type. This requires modifications to the previous methods. Based on how light propagates and attenuates underwater, researchers proposed the use of polarizers [24], [25], spectrometers [26], Doppler Velocity Loggers (DVL) and beam patterns [27], and color charts [28] to estimate the physical parameters of the underwater imaging formation model, as well as the spectral properties of the objects in the scene. Adaptive artificial illumination has also been implemented to correctly compensate for color loss [29].

Learning based methods rely on underwater training data sets. The Markov Random Field learning based model can be implemented to learn the relationship between a corrected image and its corresponding attenuated image [30]. However, it heavily relies on the availability of ground truth images. Similarly, [31] combines local color mapping, a mapping between known colors from a target, and color transfer, a mapping between colors and a reference image, to apply an affine transformation to the underwater image. However, one of the challenges for underwater color correction is that ground truth is difficult to obtain. In the last few years, several methods based on a Generative Adversarial Network (GAN) have been proposed. WaterGAN [32] requires a training set composed of in-air images and a corresponding

depth map to generate underwater images. Two convolutional neural networks are then used to color correct underwater images: the first one produces a depth map and the second one produced the color corrected image. Other GAN-based methods have been proposed to translate an image directly to another image [11], [33], without requiring depth information.

Our proposed color correction method does not require any training data set and is a physics-based method, inspired by the new image formation model proposed by [7].

III. APPROACH

The main idea of our approach is to color correct the image using the new underwater imaging formation model proposed by [7] that assumes that the attenuation coefficients for backscatter and direct signal are different. We propose a system that automatically derives the two attenuation coefficients necessary to solve the imaging formation model equation, so that images can be color corrected directly on-board an underwater robot. The high-level pipeline is shown in Figure 2 and is detailed in the following.

The equation of the underwater imaging formation model expresses the raw image $I_c$, where $c$ represents each of the RGB color channels, to be:

$$I_c = J_c e^{-\beta_D(\nu_D) z} + B_c^\infty (1 - e^{-\beta_B(\nu_B) z}), \quad (1)$$

where $J_c$ is the unattenuated image, $z$ is the imaging range, $B_c^\infty$ the wideband veiling light, and $\beta_D$ and $\beta_B$ are the attenuation coefficients related to direct signal and backscatter, respectively. Note that in the new underwater imaging formation model, the attenuation coefficients depend on $\nu_D = [z, \rho, E, S_c, \beta]$ and $\nu_B = [E, S_c, b, \beta]$, where $\rho$ is the reflectance spectrum of the object, $E$ is the ambient light, $S_c$ is the spectral response of the camera, and $\beta = a + b$ is the beam attenuation coefficient, with $a$ and $b$ being the beam absorption and scattering coefficient. Wideband veiling light $B_c^\infty$ for a color channel $c$ is calculated as follows:

$$B_c^\infty = \frac{1}{k} \int_{\lambda_1}^{\lambda_2} \frac{S_c(\lambda) b_c E_c(d, \lambda)}{\beta_c} d\lambda, \quad (2)$$

where $k$ is a scalar directing image exposure and $\lambda$ is the wavelength. $E(d, \lambda)$, the ambient light at a given wavelength $\lambda$, at depth $d$, is

$$E(d, \lambda) = E_0 \frac{K_a(\lambda)}{d}, \quad (3)$$

![Fig. 2: High-level pipeline of our proposed approach.](image-url)
where \( E_0 \) is the ambient light at the surface and \( K_d \) is the diffuse attenuation coefficient. The coefficients \( a, b, \) and \( K_d \) depend on the type of water, as defined by Jerlov [8], and can be derived from the current charts.

From previous testing, we observed that the reflectance spectrum of the object \( \rho \) provides negligible impact to the overall calculations, thus, for simplicity, we assume it to be 1. For similar reasoning, we assume the ambient light at the surface \( E_0 \) to be 1. \( S_c \) can be easily obtained through technical documents (e.g., for the camera used in our experiments [34]). The water depth \( d \) is measured with a pressure depth sensor. Distance \( z \) is either a known scalar value or we estimate it through a visual odometry package—ORB SLAM2 [13]—that provides a sparse estimate for each image.

In cases where the veiling light cannot be calculated, or the coefficients are unavailable, the veiling light can be assumed to be the average pixel value in the distance, also known as the background color. This approach can be implemented when the water conditions are poor or when prior knowledge is unreliable.

If \( J_c \) is known, for instance when a color chart is utilized, \( \beta_c^l \) and \( \beta_c^b \) can be estimated by taking pixel samples from two color patches, see Figure 3 of the same image. We estimate using white and black samples. Our motivation behind this is that the white and black colors are at two opposite sides of the color spectrum and thus can represent the majority of the color degradation that happens to occur. In cases where \( J_c \) is not known, the attenuation values can be optimized from previous experiments or calculated as a function of its dependencies as described above.

As shown in the pipeline, the process receives the current image, an approximate depth reading, and image depth sparse map. The attenuation coefficients are estimated using information from the image scene. Then, Equation (1) is used to solve for \( J_c \) the unattenuated image, also known as the corrected image. Lastly, the corrected image is published for further use by other tasks, such as scene reconstruction.

IV. EXPERIMENTAL RESULTS

All experiments and data collection were performed at different locations in the Caribbean Sea off the coast of Barbados. We deployed the BlueROV2 and executed color enhancement methods on the images taken by its installed Sony IMX322LQJ-C camera [34]. Our proposed method has been implemented in Python and integrated with ROS [35].

We ran our code on a laptop with Ubuntu 16.04 equipped with an Intel i7, 16 GB of RAM, used together with the ROV. Our first set of experiments evaluates color accuracy and color consistency. A color chart was used as ground truth, as shown in Figure 3. Our second set of experiments demonstrates the capability of color correction using the information provided from a SLAM system. We perform method comparisons to validate that the proposed method is applicable to real-time robotic tasks.

A. Color Accuracy and Consistency

Our first experiment measures the color accuracy of color correcting images that were taken at different depths and viewing distances. We used the X-Rite ColorChecker® Classic as our color reference and attached it to the BlueROV2 at set distances from the camera, as depicted in Figure 4.

For measuring color changes in depth, we deployed the BlueROV2 and recorded its images as it descended down to about 25 m. The color chart attached to the BlueROV2 was set at a distance of 0.33 m from the camera. Table I displays the images that were taken at recorded depths of 3.26 m, 6.06 m, 8.98 m, 12.25 m, and 15.11 m, as well as the results of applying different image color correction methods.

We ran the experiment with CLAHE, white-balancing using gray world assumption, current underwater image formation model (CUIFM), UGAN [11], Fusion method [12], and our proposed method. We also assume the environment to be of Jerlov IA [8], which is critical when calculating the veiling light. While tests were performed using Jerlov I and Jerlov IB coefficients, they were omitted from this paper as they produced similar results.

We implement two quantitative metrics to assess the color accuracy and consistency of the color correction methods.

The code will be made opensource on our lab website https://flab.cs.dartmouth.edu
that were applied. Color accuracy was tested on the 15.11m depth images and represented by the Euclidean distance of intensity-normalized color for six of the color patches to the ground truth. The results shown in Table II present that our proposed method has the highest accuracy of red, magenta, and cyan values, making it able to restore red color, which is the first one to be almost completely absorbed at 5 m. Color consistency was evaluated based on the color value changes of the blue, green, and red color patches on the color chart over depth. The variance was calculated using color samples from the 3.26m, 6.06m, 8.98m, 12.25m, and 15.11m depth images. The Euclidean distance of the mean color value to the ground truth was also calculated. The results are displayed in Table III. While the proposed method has high variance, it also has the lowest mean Euclidean distance error, in other words, the highest mean color accuracy. As a note, some methods present low variance, however the mean color value is far from the ground truth color. If the estimated attenuation values in the proposed method are optimized with non-linear least squares over the ground truth values and raw values, the variance decreases with a slight decrease of the mean color accuracy, as shown in the last row of the table.

We also set the color chart at different distances from the BlueROV2 camera. Table IV displays the images of the color chart set at two distances, 0.33m and 0.98m. Both images were taken at a depth close to 2m. As water conditions were poor on this day, causing an increase in particle concentration, we assumed the veiling light to be the background color. We performed the experiment using UGAN [11] and Fusion method [12]. The results illustrate that the proposed method is also exceptional at enhancing the color over distance.

The results of this set of experiments demonstrate the high color accuracy and adequate color consistency produced from the proposed method. By sampling color from the image, the proposed method is able to accurately estimate the attenuation attributes that best enhances the color in the images taken by the robot. Next, we look at the beginning stages of incorporating a SLAM application to the image enhancement process.

B. SLAM Implementation

In our second set of experiments, we demonstrate the capability of implementing robotic functions along with the proposed method. This task was the main motivator for the creation of the proposed real-time image color correction method. As a simple example, the robot was given an
TABLE IV: Image enhancement over viewing distance. Images taken at a depth of around 2m. Left column: color chart 0.33m away. Right column: color chart 0.98m away. a: Raw. b: UGAN [11]. c: Fusion method [12]. d: Proposed method (Est. Att).

Table V: ORB SLAM2 [13] and image enhancement. Left: Raw. Middle: Proposed method (Est. Att). Right: proposed method (Opt. Att), where patches in the image are color corrected according to the tracked keypoints.

V. DISCUSSION

The proposed method is based on a new underwater imaging formation model. Accordingly, there are calculations that are dependent on coefficients that were provided beforehand. In case with calculating the veiling light, we use the values from [8] that are for oceanic water types. They are not meant for fresh water application, as light attenuation changes dramatically across the year, and each year might present different optical properties. Instead of calculating the veiling light, we can assume the veiling light to be the average horizon color. As fresh water test cases were not performed, we are unsure of the effectiveness of our proposed method in these environments, and it will be our next investigation.

It was observed that at depths greater than 15 m the value of the red channel at each pixel is close to 0. This darkroom effect causes colors with similar blue and green channel values to be indistinguishable. In this event, the proposed method overexposes the red channel values and creates red artifacts in the corrected image, as shown in Figure 5. We assume that these artifacts are due to the high variance as described before. When correcting the
image using the optimized proposed method, the artifacts are greatly removed, however the color is still far from correct.

In continuation with the ORB SLAM2 [13] implementation, we would like to evaluate tracking accuracy by using enhanced images rather than raw images. One theory is that during an exploration task, an image color correction process and a SLAM implementation could work together, as in a give-and-take relationship, to increase accuracy in both of their respective tasks. We would like to see more results of our proposed method implemented in other robotic tasks.

VI. CONCLUSIONS

The underwater imaging formation model depends on multiple factors from the environment, like the water type and visibility, as well as water depth, imaging range, and camera sensor response. Our proposed method, based on this underwater imaging formation model, estimates the attenuation coefficient values based on the current image scene. Experiments demonstrate that our proposed method produces high color accuracy and consistency. Further tests reveal the potential of our proposed method to coordinate with other robotic tasks, such as SLAM. Our ongoing research agenda includes adapting image color correction to other robotic tasks, such as scene reconstruction and object manipulation.
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