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Abstract

The principal component analysis (PCA) of different parameters affecting collectivity of nuclei predicted to be candidate of the interacting boson model dynamical symmetries are performed. The results show that, the use of PCA within nuclear structure can give us a simple way to identify collectivity together with the parameters simultaneously affecting it.
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1. Introduction

There are two main problems facing nuclear physicists; the lack of knowledge of the exact nature of nuclear force, and the variety of nuclear structures. Many trials are developed to classify the collective behavior of atomic nuclei specially the even-even ones. The interacting boson model (IBM)[1] is a good candidate on this way.

The IBM introduced what is known as dynamical symmetries, which are usually referred to the $U(5)$, $O(6)$ and $SU(3)$ limits. These limits are corresponding to the familiar spherical, $\gamma$-unstable, and well-deformed nuclei respectively. Several trials have been considered to introduce an order parameter to identify nuclei belonging to each dynamical symmetry. Among these is the ratio $R_{4/2}$ [2,3] of excitation energies of the first $4^+$ and the first $2^+$ excited states. The IBM calculation of energy levels yields values of $R_{4/2} = 2.00, 2.50,$ and $3.33$ for the dynamical symmetries $U(5)$, $O(6)$, and $SU(3)$, respectively.

Beside the $R_{4/2}$ ratio, numerous different variables are proposed to facilitate the identification of collective behavior through atomic nuclei. Among these variables; number of protons $(Z)$, quadrupole deformation parameter $(\beta_2)$ [4], P-factor [5-7], and reduced electric quadrupole transition rate from $0^+$ ground state to the first excited $2^+$ state $B(E2; 0^+\rightarrow 2^+) \text{ or simply } B(E2)\uparrow$ [8].

Most studies focused on classifying nuclei according to a certain variable to facilitate the conclusions. The question is now, what is the effect if we take into consideration all these variables on nuclear structure simultaneously? In other words, do even-even nuclei share the same degree of correlation with these variables? To answer this question, we turn to multivariate analysis in standard statistics.

We describe the data set in section 2. A brief account of the method of analysis is given in section 3. In section, 4 results and discussions are presented. The conclusion of this work is outlined in Section 5.
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2- Data set

Even-even nuclei are chosen for their abundance and simplicity to be described by nuclear models. The data set is taken from National Nuclear Data Center [9] to calculate the $R_{4/2}$ ratio, while $\beta_2$ data from [10], and B(E2)$\uparrow$ values from a recent update [11] in $e^2b^2$ units. Nuclei having adopted B(E2)$\uparrow$ are only taken into consideration. We restrict our study to nuclei predicted by the $R_{4/2}$ ratio to represent dynamical symmetries of IBM. We put this condition to simplify the biplot chart as given in the results.

Practically, the $R_{4/2}$ is not a well "order parameter" to distinguish varieties within nuclear structure. The $R_{4/2}$=2.50 does not correspond only to $\gamma$-unstable nuclei, instead, it corresponds to different structures spanning between O(6) to critical point of a spherical to axially deformed transition, U(5)-SU(3). Consequently, we will exclude that value 2.5 of the ratio $R_{4/2}$ from our calculations. The range of $2.05 \leq R_{4/2} < 2.30$ will be taken into consideration through current study since most empirically anharmonic vibrational nuclei found within that ratio. [12, 13]. In this way, we get 10 nuclei in the range $1.95 \leq R_{4/2} < 2.05$, 47 nuclei in the range $2.05 \leq R_{4/2} < 2.30$, and 41 nuclei of $R_{4/2}$≥ 3.25. The data set is shown in table (1).
Table (1): The data set used to perform the PCA classified in ascending way according to their $R_{4/2}$ ratio.

### 3- Method of Analysis

Principal Component Analysis (PCA) is a powerful and widely used technique to analyze data of multivariate structure [14-17]. PCA analyzes a data table representing observations (nuclei) described by several dependent variables, which are, in general, inter-correlated. The goals of PCA are to [18] (a) extract the most important
information from the data set, (b) compress the size of the data set by keeping only this important information, (c) simplify the description of the data set, and (d) analyze the structure of the observations and the variables. In order to achieve these goals, PCA computes new variables called principal components which are obtained as linear combinations of the original variables. The values of these new variables for the observations are called factor scores, and these factors scores can be interpreted geometrically as the projections of the observations onto the principal components [18].

The first step of PCA calculates the covariance matrix, but in current study the variables (R_4^2, Z, \beta_2, P, 2\epsilon, and B(E2)) having different variances, and units of measurements. Consequently, the correlation matrix is the standard method. If we have I nuclei described by J variables as in table (1), so we have I \times J matrix, X, whose elements x_{ij}. We have to standardize the data set by subtracting off the mean, and dividing by the standard deviation of each column of X, this gives us standardized data matrix say, \tilde{X}.

The correlation between variables, say \(x_i\) and \(x_j\) is calculated as follows,

\[
corr(x_i, x_j) = \frac{1}{n-1} \sum_{i,j=1}^{n} \left( \frac{x_{ij} - \bar{x}_i}{\sigma_{x_i}} \right) \left( \frac{x_{ij} - \bar{x}_j}{\sigma_{x_j}} \right); \tag{1}
\]

where \(\bar{x}_{ij}\), and \(\sigma_{x_{ij}}\) are the mean value, and the standard deviation of variables \(x_{ij}\) respectively. Or simply in the language of matrix algebra, the correlation matrix C of matrix X, that describes all relationships between pairs of measurements is defined as

\[
C = \frac{1}{n-1} D^{-\frac{1}{2}} X X^T D^{-\frac{1}{2}}, \tag{2}
\]

where \(D^{-\frac{1}{2}} = [1/\sigma_{x_{ij}}]\)is a diagonal matrix. With the correlation matrix, the eigenvectors and eigenvalues are calculated, and then the eigenvalues are sorted in descending order. This gives us the components in order of significance. The eigenvector with the highest eigenvalue is the most dominant principle component of the data set (PC1). It, (PC1), expresses the most significant relationship between the data dimensions.

The PC1 is required to have the largest possible variance. The second component (PC2) is computed under the constraint of being orthogonal to the first component and to have the second largest variance. The observations (nuclei) can be represented in the PC space by their factor scores. This can be done by singular value decomposition (SVD) of standardized data matrix \(\tilde{X}\) [19]:

\[
\tilde{X} = P\Delta Q^T \tag{3}
\]

where \(P\) is the matrix of left singular vectors, \(Q\) is the matrix of right singular vectors, and \(\Delta\) is the diagonal matrix of singular values (eigenvalues). The matrix of factor scores, \(F\), is defined as:

\[
F = P\Delta \Delta^T Q = \tilde{X}Q. \tag{4}
\]

The matrix \(Q\) gives the coefficients of the linear combinations used to compute the factors scores. This matrix can also be interpreted as a projection matrix because it gives the values of the projections of the observations on the principal components.
The variables can be plotted as points in the component space using their inter-correlation as coordinates. This correlation is called a *loading* in PCA terms [18] (the blue color in figure (1)). The sum of the squared loadings for a variable is equal to one; consequently, the loadings will be positioned on a circle which is called the *circle of correlations*. The closer variable is to the circle of correlations, the better we can reconstruct this variable from the first two components (and the more important is to interpret these components); the closer to the center of the plot a variable is, the less important is for the first two components [18].

A useful tool to represent and interpret the results of PCA is called biplot, which represents the correlations between nuclei and their variables in the space of the first two principal components. Practically, the PCA is performed by standard packages of statistical software without dealing of complicated steps to build the biplot.

### 4- Results and Discussions

Recalling that every measured physical quantity is combined by a degree of uncertainty, we should take into consideration the error analysis. The PCA is used in two main ways:

1. The reduction, where focus is given on the extracted components to simplify and/or model data of high dimensions. The error analysis here is highly required. A recent study of Dobaczewski *et al.* [20] provides suggestions on uncertainty quantification of nuclear structure models.

2. The visualization, where attention is given on the way of variables and observations are inter-correlated in the biplot. In present study, we focus on the visualization of data set, search for clusters, and the way of different nuclei which respond to same nuclear variables.

Most error treatments are used in data reduction to estimate uncertainties of extracted parameters from PCA. Recently, the authors of [21] studied the impact of uncorrelated measurement error on extracted eigenvalues and eigenvectors of PCA. They suggest that the impact is negligible when these component scores are used for visualizing data.

The uncertainties of variables considered in current study are different in weight from one variable to another and even from each nucleus to the other (heterogeneous); in addition, they are correlated. Apparently, analysis of this kind of error has not been studied so far. It is, therefore, hoped that findings of [21] should also apply to our study.

First, we start by applying two tests [22] on the correlation matrices of each $R_{4/2}$ ratio:

1. *Kaiser-Meyer-Olkin (KMO) Measure of Sampling Adequacy*: This measure varies between 0 and 1, and values closer to 1 are better. A value below 0.5 is not acceptable.

2. *Bartlett's Test of Sphericity*: This tests the null hypothesis that the correlation matrix is an identity matrix (variables are not correlated).

Taken together, they provide a minimum standard which should be passed before PCA is conducted. These tests are found in commercial software packages, our correlation matrices passed them.
Figure (1) shows the extracted first two principal components of the correlation matrix of data set of table (1). A detailed analysis of each $R_{4/2}$ range is given in figure (2- a,b,c). Detailed calculations of the $1.95 \leq R_{4/2} < 2.05$ range is given, since it contains only 10 nuclei to simplify the presentation. Other ranges are calculated in the same way. The standardized data matrix $\hat{X}$ is given in the first six columns of table (2) by subtracting the mean then dividing by the standard deviation of each column.

The correlation matrix is given in the first six columns of table (3). By diagonalizing the correlation matrix, the eigenvalues $\lambda_i$ are calculated in the seventh column. The first two eigenvalues represent nearly 82% of total $\lambda_i (\sum_i \lambda_i)$, i.e., the extracted first two principal components PC1, and PC2 in figure (2-a) covers about 82% of the data set. The last two columns of table (3) represent the loadings of matrix Q corresponding to PC1, and PC2 of each variable represented by blue color in figure (2-a) scaled on the top and right axes. For example, the position of the line $B(E2)$ is given by the loading numbers 0.51 and -0.2 on the far right of the first line of table (3). By multiplying these loadings by the standardized matrix $\hat{X}$, we get the factor scores of eq. (4) in the last two columns in table (2) of each nucleus, represented in figure (2-a) on bottom and left axes. For illustration, the point for $^{62}$Ni nucleus is drawn in Fig (2-a) at the coordinates (scores) -2.76 and -2.19 given in the columns called scores on the third line of table 2.

The following points can be extracted from figures (1), and (2-a,b,c):

1- The variables under investigation may be grouped into two categories according to their effect on collective behavior of nuclei. Generally speaking, collective behavior of nuclei of collective parameters such as $B(E2)$, $P$, $\beta_2$, $R_{4/2}$, and Z, where in general increases as the parameter values increase – in case of Z parameter, it only applies from a closed shell to around mid-shell. On the contrary, the $2^+$ energy states increases by decreasing collectivity. Subsequently, we expect negative correlation between $2^+$ energy states loadings and other collective parameters. This finding is indicated clearly in figure (1).

2- The $2^+$ loadings have a very small projection on the PC1 axis and this is confirmed in figures 2-a,b,c. Therefore, PC1 values can be used as a sign of collectivity, where the highest value of PC1 corresponds to $^{252}$Cf of highest collectivity. Whereas, the lowest value (negative) of PC1 corresponds to $^{62}$Ni of least collectivity since it has spherical structure due to the closed shell Z=28.

3- The proposed nuclei of SU(3) dynamical symmetry are all found on the right hand side of figure (1). The SU(3) nuclei have the highest values of collective parameters ( see table (1) for details) while they have the least values (about an order of magnitude less) of $2^+$ energy states compared to the U(5), and the range $2.05 \leq R_{4/2} < 2.30$ nuclei. Consequently, the SU(3) nuclei are positively correlated (closer) to the collective parameters, and negatively correlated (on the other side) to $2^+$ energy states loadings.

4- In figure (1), the SU(3) nuclei are grouped into two clusters. The actinides of $Z> 82$ isotopes are lying in a line between the B(E2) and Z loadings in the right lower quadrant. In addition to a tight cluster in the upper right quadrant of the rest of SU(3) nuclei, including lanthanides in addition to Hf, and W isotopes which are correlated to $\beta_2$ loadings. (N.B. for simplicity, we will call this cluster lanthanides other not stated).
The enhanced correlation between actinides cluster and B(E2), and Z loadings comes from the way these parameters change with nuclei under investigation. From table (1), we can observe that, the B(E2) values span the range from 3.7 to 7.2 for lanthanides, while the same parameter (B(E2)) takes the range from 7.9 to 16.7 for actinides. The higher values of B(E2) of actinides will enhance the positive correlation (closer) compared to lanthanides. On the other hand, as the range of change of parameter space increases, the distribution of nuclei positions (scores) will increase. For instance, the range of change of B(E2) is \( \Delta B(E2)=16.7-7.9=8.8 \) for actinides, while it is \( \Delta B(E2)=7.2-3.7=3.5 \) for lanthanides. As noticed, the scores of actinides will span a wider area (a line in figure (1)) than lanthanides (tight cluster). The same is true of Z parameter, where Z spans from 90 to 98 (higher values \( \rightarrow \)higher correlation), and from 60 to 74 for actinides and lanthanides respectively.

The effect of \( \beta_2 \) parameter (loadings) contradicts that of B(E2), and Z loadings as seen in figure (1). The \( \beta_2 \) spans the range of 0.19 to 0.24 and from 0.24 to 0.29 for actinides, and lanthanides. As a result, lanthanides will be more highly correlated to \( \beta_2 \) parameter than that of actinides. The range of change of \( \beta_2 \) is \( \Delta \beta_2 \approx 0.05 \) is similar for both clusters, consequently, we predict no effect on the shape of each cluster compared to \( \Delta B(E2) \).

The \( P \)-factor and \( R_{4/2} \) ratio loadings in figure (1) are lying in-between the two clusters of SU(3) nuclei without significant correlation to one of them and this is confirmed in figure (2-c); this trend may be interpreted as follows. From table (1), a unit change in the \( P \)-factor, say from 5 to 6; there are 10 nuclei, 5 of actinides and 5 of lanthanides and W isotopes. The same is true for \( R_{4/2} \) ratio, if we take a change from, say 3.30 to 3.31, we get 11 nuclei, 5 of actinides, and the rest 6 of lanthanides and Hf isotope. The conclusion here is that, the change of \( P \)-factor and \( R_{4/2} \) ratio will not differentiate between the nuclei of each cluster. Accordingly, the correlation will be similar for the two clusters.

Combining the previous effect of \( 2^+ \), B(E2), Z, \( \beta_2 \), \( P \), and \( R_{4/2} \) together on the SU(3) nuclei in the presence of the rest of data set gives us the pattern of SU(3) nuclei in figure (1).

For SU(3) nuclei in figure (2-c), the \( 2^+ \) energy states are spanning the range of 0.04 to 0.05 MeV and 0.07 to 0.11 MeV for actinides and lanthanides, respectively. This will enhance the positive correlation between lanthanides and \( 2^+ \) loadings on the left side of figure (2-c). This effect was not clear in figure (1) because the presence of U(5), and the range \( 2.05 \leq R_{4/2} < 2.30 \) nuclei as discussed in point (3).

The position of each nucleus (scores) and parameters (loadings) in figures (1), and (2-a,b,c) are extracted from the correlation matrix of each range of nuclei under investigation. Consequently, any change of the number of nuclei or parameters participating in the calculation of the correlation matrix will affect extracted values of the corresponding scores and loadings.

The previous points can help us to understand the difference in pattern of SU(3) candidate nuclei between figure (1) and figure (2-c). The actinides having enhanced positively correlation to B(E2), and Z more than \( \beta_2 \), and \( 2^+ \) parameters, while the opposite is true for lanthanides. On the other hand, both clusters have similar correlation to \( P \), and \( R_{4/2} \) parameters. Combining these effects together may explain why actinides and lanthanides are distributed in nearly two parallel diagonal lines in figure (2-c).
The position of each nucleus in the biplot of figures (1), and (2-a,b,c) is given as an average correlation (close or far) of all parameters under study. For example, in figure (2-c), $^{230}$Th -found in the right lower quadrant- has the highest $2^+$ energy state compared to other actinides, subsequently, it’s the closest to the left side where the $2^+$ loading exist. The same nucleus has the lowest $\beta_2$, $R_{4/2}$, P, and Z values, while the second lowest value of B(E2). Consequently, $^{230}$Th takes the farthest position from these parameters.

The scattered distribution of $U(5)$, and the range $2.05 \leq R_{4/2} < 2.30$ nuclei cannot make us extract a clear conclusion from figure (1).

Figure 2-a shows that the $\beta_2$ loadings are the affecting parameter on the $U(5)$ nuclei. Although, The $R_{4/2}$ loading is in the same direction, it is less correlated to the principal components (PC1, and PC2) (shorter).

Figure 2-b clarifies that for the $R_{4/2}$, and $\beta_2$ loadings highly affect the $2.05 \leq R_{4/2} < 2.30$ range, whether by positive or negative correlation, while the $P$-factor is the weaker.

### Table (2):

|       | $B(E2)$ | $P$ | $Z$ | $\beta_2$ | $R_{4/2}$ | $2^+$ | scores |
|-------|---------|-----|-----|-----------|-----------|-------|--------|
| Sr$^{90}$ | -0.83  | 0.203 | -0.69 | 1.003 | -1.06 | 0.293 | -0.97 | 0.3 |
| Te$^{118}$ | 0.302 | 0.385 | 0.042 | -1.45 | -1.02 | -0.56 | 0.88 | -1.41 |
| Ni$^{62}$ | -0.86  | -2.53 | -1.2 | -0.83 | -1.02 | 1.578 | -2.76 | -2.19 |
| Hg$^{188}$ | 2.233 | 0.452 | 1.496 | -1.24 | -0.94 | -1.31 | 3.02 | -1.48 |
| Rn$^{218}$ | 1.074 | 1.407 | 1.807 | 0.843 | 0.078 | -1.62 | 2.78 | 1.17 |
| Te$^{136}$ | -0.16  | -0.07 | 0.042 | 0.352 | 0.092 | -0.04 | -0.12 | 0.29 |
| Zn$^{68}$ | -0.71  | 0.203 | -1.1 | 0.904 | 0.342 | 0.492 | -1.26 | 0.95 |
| Zr$^{88}$ | -0.87  | 0.203 | -0.58 | 1.003 | 0.527 | 1.142 | -1.44 | 1.16 |
| Te$^{126}$ | 0.07  | 0.094 | 0.042 | -0.94 | 1.483 | -0.33 | 0.35 | 0.24 |
| Xe$^{134}$ | -0.26  | -0.34 | 0.145 | 0.352 | 1.517 | 0.351 | -0.49 | 0.97 |

Table (3): The correlation matrix is given in the first six columns of $U(5)$ nuclei. The eigenvalues $\lambda_i$ of the correlation matrix is given in the seventh column. The last two columns represent the loadings of matrix Q corresponding to first two eigenvalues.
Figure (1) (color on line): shows the first two principal components of all the data set of table (1). Blue color represents the loadings of the six variables scaled on the top and right axes. Black, red, and gray dots correspond to the $U(5)$, $2.05 \leq R_{4/2} < 2.30$ range, and $SU(3)$ nuclei scores, respectively scaled on the bottom and left axes.
Figure (2-a,b,c): the same as figure (1), but for $U(5)$, $2.05 \leq R_{4/2} < 2.30$ range, and $SU(3)$ nuclei, respectively.

5- Conclusion

The understanding of collective behavior of atomic nuclei is still an important field of research. Through this paper we have tried to answer the question of simultaneous effect of different nuclear parameters on nuclear structure. The principal component analysis is used throughout this study to visualize this effect. The results suggest that in the presence of other parameters, the $R_{4/2}$ ratio loses its advantages to characterize
the IBM dynamical symmetries candidate nuclei. We have also found that the PC1 of the correlation matrix of the data set classifies the SU(3) nuclei into two clusters of actinides, and lanthanides. This finding can be used for a wider range of data to identify them based on their position in the biplot. Finally, we can conclude that the use of principal component analysis within nuclear structure can give a simple method to visualize the effect of different parameters on nuclear structure.
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