Energy Evaluation of Triggering Soil Liquefaction Based on the Response Surface Method
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Abstract: Liquefaction is one of the most destructive phenomena caused by earthquakes, and it has been studied regarding the issues of risk assessment and hazard analysis. The strain energy approach is a common method to evaluate liquefaction triggering. In this study, the response surface method (RSM) is applied as a novel way to develop six new strain energy models in order to estimate the capacity energy required for triggering liquefaction (W), based on laboratory test results collected from the literature. Three well-known design of experiments (DOEs) are used to build these models and evaluate their influence on the developed equations. Furthermore, two groups of artificial neural network (ANN) and RSM models are derived to investigate the complicated influence of fine content (FC). The first group of models is based on a database without limitation on the range of input parameters, and the second group is based on a database with FC lower than the critical value of 28%. The capability and accuracy of the six presented models are compared with four existing models in the literature by using additional new laboratory test results (i.e., 20 samples). The results indicate the superior performance of the presented RSM models and particularly the second group of the models based on a limited value of FC.
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1. Introduction

Liquefaction is one of the most destructive effects of earthquakes. This phenomenon, which has occurred several times during recent earthquakes, is caused by seismic shear waves that propagate upward to the surface layers, increasing pore water pressure in saturated, relatively loose or loose sandy deposits. Liquefaction occurs when rapid earthquake motion prevents drainage, thereby increasing excess pore water pressure to as much as initial overburden stress. Liquefaction causes severe property damage and fatalities. After liquefaction, the strength and stiffness of the liquefied soil are considerably decreased, often resulting in a range of structural failures. Evaluating the liquefaction potential guides the decision of which method is to be applied to prevent the disaster.

A number of approaches and models have been presented to assess the liquefaction potential of soils. Some of these approaches follow a stress-based procedure, on the basis of the equation presented by Seed and Idriss [1]. During this process, the shear stress induced by an earthquake is first determined according to the peak ground surface acceleration (a_{max}). Then, the cyclic stress ratio (CSR) and the cyclic shear strength (CRR) are determined, and by comparing them the potential of liquefaction is analyzed [2–11]. Strain-based methods have also been conducted by supposing that pore water pressure grows by control of the cyclic shear strain during dynamic loads [12,13].

In contrast, other researchers have assessed the potential of liquefaction through an energy-based method, which considers the energy dissipated into the soil by earthquake motions. This method
can be divided into three groups based on case histories during earthquakes that occurred in the past [14–16], the Arias intensity (Iₘ) [17,18], and laboratory test results [19,20]. Shafee et al. [21] performed some uniaxial shaking tests and demonstrated that the difference between strain energy generated in the soil caused by biaxial and uniaxial shaking tests is negligible. Zheghal et al. [22] studied the effect of non-proportionality and the phase angle of the induced shear stresses on rising pore water pressure. Moreover, researchers investigated the influence of five parameters, including the initial effective mean confining pressure (σ'ᵣ), initial relative density (Dᵣ)%, fine content (FC)%, coefficient of uniformity (Cₚ), and mean grain size (D₅₀), on the capacity energy of soils (W) [13,23–31] by considering laboratory test results. Baziar et al. [26] collected a large number of datasets with a wide range of test results, including six parameters, and they divided them randomly into a testing and training phase in order to present artificial neural networks (ANNs). Furthermore, they eliminated the coefficient of curvature (Cₚ) due to no increase in the model’s accuracy, and they presented new artificial neural network (ANN) and multi-linear regression (MLR) models, including five parameters containing σ'ᵣ, Dᵣ%, FC%, Cₚ, and (D₅₀) in mm. With the same dataset collected by Baziar et al. [26], Alavi et al. [28] developed three new models. By adding new data to the dataset of Baziar et al. [26] and applying a neuro-fuzzy interface system (ANFIS), Cabalar et al. [32] developed a model that included six parameters containing Cₚ and demonstrated its influence. However, data division was conducted randomly in all studies, without considering the statistical aspects of parameters. Furthermore, data was divided into two groups, testing and training, without performing a validating phase to prevent overtraining of the ANN model. A validating phase is applied to minimize overfitting of the trained model [33,34]. In addition, Tao [35] investigated the complicated influence of FC and illustrated that liquefaction resistance, in terms of the unit energy, starts to increase with an increase in FC above 28%. They also indicated that the liquefaction resistance becomes less dependent on relative density when FC is less than 28%. Maurer et al. [36] investigated 7000 dataset case histories from the 2010–2011 Canterbury Earthquakes and indicated that the evaluation of liquefaction is less accurate when soils have a high FC value. Although these studies have indicated an altered influence of a high FC value on liquefaction assessment, it has not yet been taken into account to propose a model.

In this study, a larger dataset is first collected. Then, to evaluate the influence of FC on W, two ANN models are constructed that include the following six input parameters: σ'ᵣ, Dᵣ%, FC%, Cₚ, D₅₀, and Cₚ. To analyze the complicated influence of FC, the first ANN model, without any constraints in the range of input parameters, is derived similarly to other studies that have been performed and explained herein, and the second ANN model is derived through a database with FC values less than 28%, as in Tao [35]. To increase the accuracy and capability of the ANN models, the dataset is divided into three groups by considering the statistical aspects of parameters with similar mean as well as mean coefficient of variation (COV) values, instead of random division. The first group is for the training phase, the second is for testing, and the third is for the validating phase, to prevent overtraining in the training phase. In the second step, six visualized equations are captured by using the response surface method (RSM), which was demonstrated to be a capable method for evaluating liquefaction in sandy soil by Pirhadi et al. [37]. To the best of our knowledge, no other studies have been conducted on liquefaction using RSM. In Section 5, the dataset and two derived ANN models and their characteristics are described. According to any ANN model, three different design of experiments (DOEs) are performed. Therefore, three equations are obtained to illustrate and calculate correlation between six defined parameters and W as a target. During this step, the meaningfulness of all terms of the equations are analyzed through hypothesis testing, and to obtain more capable and reliable equations, some equation terms that do not provide a meaningful correlation with the target are eliminated, instead of performing an overall elimination of parameters such as Cₚ. The final equations thus contain all six parameters and are presented in Section 6. Furthermore, by applying three different DOEs, their influence and capability are studied to determine the best DOE that can be applied for similar issues. Finally, to demonstrate the accuracy and capability of the presented equations, their predicted results are compared with four existing, well-known, and highly rated models that are
currently used. Section 7 presents this comparison, using 20 samples from Dief [38] that are not included in the database to develop the ANN and RSM models for this study. Figure 1 illustrates the flowchart of the process applied in this study to develop the RSM equations.

![Flowchart of the process to derive the response surface method (RSM) equations in this study; BB: Box-Behnken; CC: central composite; HCC: half central composite.](image)

2. Approaches Based on Laboratory Test Results

By inspecting and monitoring the number of site responses to earthquakes’ time history accelerations in the West of the United States and by introducing normalized maximum energy, which is the area under the stress–strain of earthquake motion at depths, Alkahtib [39] derived a relationship between maximum energy, $D_r$, $a_{max}$, and initial effective confining stress.

Additionally, Liang [13] derived the equations by performing 74 torsional shear tests on Reid Bedford sand, Lower San Fernando Dam (LSFD) silty sand, and Lapis Luster dried sand (LSI-30):

Reid Bedford sand:

\[
\log_{10}(\delta W) = 1.982 + 0.00477\sigma'_c + 0.0116D_r + 0.0376\Gamma \quad R^2 = 0.942 \tag{1}
\]

\[
\log_{10}(\delta W) = 2.002 + 0.00477\sigma'_c + 0.0116D_r \quad R^2 = 0.937 \tag{2}
\]

Reid Bedford sand:

\[
\log_{10}(\delta W) = 1.2062 + 0.0039\sigma'_c + 0.0124D_r + 0.0376\Gamma \quad R^2 = 0.995 \tag{3}
\]

LSFD sand:

\[
\log_{10}(\delta W) = 2.484 + 0.00477\sigma'_c + 0.00052D_r \quad R^2 = 0.995 \tag{4}
\]

\[
\log_{10}(\delta W) = 2.529 + 0.00477\sigma'_c \quad R^2 = 0.994 \tag{5}
\]
LSI-30 sand:

$$\log_{10}(\delta W) = 2.0554 + 0.004824\sigma'_c + 0.01267D_r \quad R^2 = 0.888 \quad (6)$$

where $\delta W$ is the cumulative unit energy ($J/m^3$), $\Gamma$ is the shear strain amplitude, and $R^2$ is the coefficient of determination.

Furthermore, by conducting 27 strain-controlled torsional triaxial tests on Reid Bedford sand, Kusky [23] derived the following two regression equations:

$$\log_{10}(\delta W) = 1.8281 + 0.0051\sigma'_c + 0.0147D_r - 0.1448f \quad R^2 = 0.93873 \quad (7)$$

$$\log_{10}(\delta W) = 1.8198 + 0.0051\sigma'_c + 0.0147D_r - 0.1448f \quad R^2 = 0.93822 \quad (8)$$

where $f$ is the cyclic rate (Hz).

For the first time, Figueroa et al. [24] and Rokoff [25] inspected the influence of particle size distribution on the potential of liquefaction according to the strain energy-based procedures. Rokoff performed some cyclic torsional shear tests on the sand samples from Nevada, incorporating the $C_u$ and the $C_c$, and the author presented the equations expressed as:

$$\log_{10}(\delta W) = 3.6746 + 0.004877\sigma'_c + 0.01039D_r + 0.21802C_u - 2.1444C_c \quad R^2 = 0.8195 \quad (9)$$

where $D_i$ is the particle diameter, which is given by a grain-size distribution for a given percent finer, denoted by the subscript $i$.

Through a statistical method, using the test results data of Liang [40] and Rokoff [25], Wallin [41] presented mathematical equations for Reid Bedford sand, LSFD silty sand, and Nevada sand.

Baziar et al. [26] collected a large database containing 284 cyclic, triaxial, torsional shear, and simple shear test results, and they developed two ANN models. Thereafter, by comparing the ANN models’ results with data from 18 centrifuge tests, they evaluated their model. Their first model included six input parameters—$\sigma'_c, D_r, \%, FC\%, C_u, D_{50}$ (in mm), and $C_c$, and the output (the target) was $W$ ($J/m^3$). In the second model, they eliminated $C_c$ and developed the model with the five extra input parameters.

With the same database as Baziar et al. [26] and using genetic programming (GP), linear genetic programming (LGP), and multi-expression programming (MEP), Alavi et al. [28] developed three equations to evaluate $W$. Cabalar et al. [32] utilized an ANFIS on the same database as Baziar et al. [26] and illustrated the effect of input parameters by graphical representation. By adding some new datasets to those of Baziar et al. [26] and by applying GP, Baziar et al. [27] developed an equation to estimate the $W$ with the same parameters as those of Baziar et al [26]. Zhang et al. [29] applied multivariate adaptive regression splines (MARS), which is a nonparametric regression procedure, and by using a similar database to that of Baziar et al. [26], they developed a model to measure $W$ based on five input parameters, which are similar to the previously mentioned studies [26,27,32]. It should be mentioned that all models and equations presented in the previously mentioned studies [26–29,32] estimated the capacity energy ($W$) in a logarithm term ($\log W$).

3. Artificial Neural Network

Neural networks are defined similarly to biological (brain) network systems, and they include three interconnected stages: (1) input layer, (2) hidden layer(s), and (3) output layer. In the first stage, input data are entered into the network and in the second stage, they are weighted and connected with
hidden units. Finally, in the third stage, the output is predicted according to weights between the output units and hidden units. One of the most important actions and advantages of an ANN is the discovery of nonlinear, statistical data, complex relationships between input and output parameters, and its use in a variety of science and engineering applications, particularly recently [31,42–47]. To achieve this goal, a sufficient number of dataset samples are required to train the ANN with a suitable algorithm.

In this study, the backpropagation network that is the most common among multilayer perceptrons (MLPs) is applied [48]. The model is constructed with three layers: the input, hidden, and output (target) layer. Thus, a single hidden layer, which theoretical studies have demonstrated is sufficient to predicate all complex nonlinear functions [49], is used to develop the ANN models.

4. Response Surface Method

The RSM consists of mathematical and statistical techniques that originated from a graphical perspective that Box et al. [50] generated in the early 1950s. Researchers in a wide variety of science and industry fields have utilized it [51–53]. In this method, the volume of input parameters is fitted by experimental data, called DOE. Then, an empirical model is developed to define a relationship between the explanatory variables or input parameters and the output parameter(s) or target. To achieve this goal, some steps must be considered. They are briefly described next.

4.1. Selection of Regression Model Function

The mathematical framework function between the input variables and the target is called a regression model, and in cases with more than two variables, it is called a multiple regression model. In the first step, the mathematical regression framework with the best fit is selected. The most common models are as follows:

\[
R(X) = a_0 + \sum_{i=1}^{n} b_i X_i \quad \text{First-degree polynomial} \quad (12)
\]

\[
R(X) = \sum_{i=1}^{n} b_i X_i + \sum_{i=1}^{n} C_i X_i^2 \quad \text{Second-degree polynomial without cross-terms} \quad (13)
\]

\[
R(X) = a_0 + \sum_{i=1}^{n} b_i X_i + \sum_{i=1}^{n} C_i X_i^2 + \sum_{i=1}^{n} \sum_{j \neq i}^{n} d_{ij} X_i X_j \quad \text{Second-degree polynomial with cross-terms} \quad (14)
\]

4.2. Design of Experiment

The DOE is applied to fit the model to all physical experiments. During this process, the points that must be entered into the RSM are defined [54]; in other words, both a series of samples containing all inputs and the targets calculated at special points must be prepared (response surface design). There are several types of DOEs, such as full factorial design, central composite (CC) design, D-optimal designs, Taguchi’s contribution to experimental design, and the Latin hypercube design. The type of DOE selected can affect the prediction result of the RSM, and it depends on the properties of the values and parameters. Furthermore, the Box-Behnken (BB) design [55] is an economical design that is common in industry. It only requires three levels for every parameter: −1, 0, and 1 correspond to each variable’s minimum, mean, and maximum values, respectively. The CC is the most commonly used design, and it contains the three levels of the BB design, with extra points for the distance of \( \alpha \) from the center design. The half central composite (HCC) design is similar to the CC design; however, there is a difference in the center points and value of \( \alpha \). The HCC design also has similar properties to the CC design, with a different value for \( \alpha \).
4.3. Coding of the Input Variables

Each real value is transferred to the coordinates inside a scale with dimensionless values, called coding values, by the function described below:

\[ Y_i = \frac{X_i - Z_i}{\Delta X_i} L \]  

(15)

where \(Y_i\) is the coded value, \(X_i\) is the real value, \(Z_i\) is the middle of the real value range, and \(L\) is the major coded limit value in the matrix for each variable.

4.4. Hypothesis Test

A formal process, called a hypothesis test, is employed to determine the appropriateness of rejecting the null hypothesis due to samples. In other words, there is an assumption, which could be true or false, and the procedure to accept or reject this assumption is the hypothesis test. The \(P\)-value is one of the most common ways of deciding. \(P\)-values are used in many areas of statistics, including basic statistics, linear and nonlinear models, reliability analyses, and multivariate analyses. In this study, the commonly used alpha value of 0.05 is considered. If the \(P\)-value of a test statistic is larger than the alpha, then the null hypothesis is accepted, and if it is less than the alpha, then the null hypothesis is rejected.

5. Databases and Artificial Neural Network Models

As previously mentioned, two databases were arranged for two groups of derived equations—both consisted of six parameters, namely \(\sigma'_c\), \(D_r\)%, \(FC\)%, \(C_u\), \(D_{50}\) (in mm), and \(C_c\)—and the target was \(\log W\). Also, the criterion for the triggering of liquefaction was \(r_u = 1\) for the initiation of liquefaction or strain equal to 5% \((\varepsilon_{DA} = 5\%)\). The database that was used to develop the first group of equations includes 217 cyclic, triaxial laboratory test results [56]; 61 cyclic, torsional laboratory test results [22,57]; six cyclic simple tests [58], and 22 centrifuge test results [36]. In addition, new data were added from 22 samples from the VEriification of Liquefaction Analysis by Centrifuge Studies (VELACS) program [25,35,58], along with 48 cyclic, triaxial laboratory test results [59], and 27 cyclic, torsional laboratory test results [35]. In total, the database was composed of 403 samples.

5.1. First Artificial Neural Network Model

To achieve a more accurate and capable model, the database was divided into three groups according to statistical characteristics, with similar mean and COV values. A backpropagation neural network algorithm with one hidden layer, which is the most common algorithm, was built to develop an ANN model for predicting the capacity energy \((W)\) of soil liquefaction in the coded value of DOE to ultimately establish RSM equations. Approximately 14% of the database (60 samples) was selected for the testing stage; the same number was chosen for the validating stage, and an extra 287 samples were selected for training. The certificates and characteristics of the first database and the ANN model are listed in Tables 1 and 2. It can be seen that \(FC\) ranges from zero to 100% in the first database. The \(R\) values for all three subsets are more than 90%, illustrating the strong performance of the model.

Table 1. Characteristics of complete input parameters used for the first ANN model and RSM equation.

| Parameters \(\) | Min. Value | Max. Value | Mean Value | Average Value |
|----------------|------------|------------|------------|---------------|
| \(\sigma'_c\) (kpa) | 40.00 | 294.00 | 98.87 | 167.00 |
| \(D_r\)% | -44.50 | 105.10 | 48.13 | 30.30 |
| \(FC\)% | 0.00 | 100.00 | 18.97 | 50.00 |
| \(C_u\) | 1.57 | 5.88 | 2.38 | 3.73 |
| \(D_{50}\) (mm) | 0.03 | 0.46 | 0.23 | 0.25 |
| \(C_c\) | 0.74 | 1.61 | 0.95 | 1.18 |
Table 2. Characteristics of the ANN model for the first dataset.

| Data       | Training | Testing | Validating | All      |
|------------|----------|---------|------------|----------|
| $R^2$      | 0.9544   | 0.93967 | 0.91301    | 0.94797  |

5.2. Second Artificial Neural Network Model

In the second database, with similar parameters and as per Tao [35], the samples with an FC less than 28% were selected from the first database. Overall, the characteristics and certificates of the second database contain 309 samples, and the ANN model belongs to it, as illustrated in Tables 3 and 4. As previously mentioned, the second dataset is created by eliminating all samples with an FC larger than 28% from the first dataset. The database was again divided into three groups for testing, validating, and training the ANN, with sample numbers of 44, 44, and 221, respectively. It should be noted that for all three groups of samples, sample division was performed with the same statistical factors, such as mean values and mean COV values, rather than randomly, to increase the accuracy of the ANN-trained model. Table 4 shows that the $R$ values for the three subsets are larger than 90%, indicating the reasonable accuracy of the model to estimate $W$. The FC values in the second database, as shown in Table 3, range from zero to 26%. It should be noted that the second database is composed of 309 samples, whereas the first database has 403 samples. Therefore, the first ANN model was developed on the basis of a larger database.

Table 3. Characteristics of the complete input parameters used for the second ANN model and RSM equation.

| Parameters | Min. Value | Max. Value | Mean Value | Average Value |
|------------|------------|------------|------------|---------------|
| $\sigma^\prime_c$ (kpa) | 40 | 400 | 106.00 | 220 |
| $D_r$ (%) | -44.5 | 98.3 | 46.89 | 26.9 |
| FC (%) | 0 | 26 | 7.83 | 13 |
| $C_u$ | 1.52 | 28.12 | 3.72 | 14.82 |
| $D_{50}$ (mm) | 0.13 | 0.46 | 0.25 | 0.295 |
| $C_c$ | 0.74 | 10.89 | 1.68 | 5.815 |

Table 4. Characteristics of the ANN model for the second dataset.

| Data       | Training | Testing | Validating | All      |
|------------|----------|---------|------------|----------|
| $R^2$      | 0.94811  | 0.92569 | 0.91192    | 0.94079  |

6. The RSM Equations

The second-degree polynomial with cross-terms Equation (14) is selected to establish the RSM equations, due to it being the most capable and precise model. Based on the ANN models which are developed in this study and considering three DOEs, a total of 6 equations are derived. For the BB, CC, and HCC, 54, 90, and 53 coded samples, respectively, were constructed according to six input parameters in this study. Due to the lack of values of $W$ in coded points, the ANN models were used to predict the targets of coded samples. Thereafter, three DOEs were performed to develop three equations to predict the ($W$) for any dataset. Then, by performing a hypothesis test through $P$-values, some terms of the original second-degree polynomial with cross-terms were eliminated. In this study, the common alpha value of 0.05, which many researchers have used, is considered. If the $P$-value of a test statistic is larger than the alpha, then the null hypothesis is accepted, whereas if it is less than the alpha, then the hypothesis is rejected. The RSM was then run repeatedly to establish the final equations, as presented in Tables 5–10. Finally, their results were compared to other well-known models to demonstrate the accuracy and capability of the six presented equations herein.
The adjusted R² demonstrates the power of the regression, taking into account the number of predictors. In other words, it is a modified version of the R², and it is always lower than the R²; however, when it is closer to the R², this demonstrates a greater accuracy and ability to predict. It must be considered that to use these equations to predict W, the real values of six input parameters must
first be transferred to the coded value in Equation (16) below; then, the value of W can be estimated by substituting the coded value in the RSM equations presented in Tables 5–10.

\[
\text{Coded value} = \frac{\text{Real value} - \text{mean value}}{\text{Max value} - \text{mean value}}
\]

Both RSM equations presented in this study must be applied with caution:

1. Both RSM equations require soil properties and laboratory test results to estimate \( D_r \%), \( FC \%), \( C_u \), \( D_{50} \) (in mm), and \( C_c \).
2. Both RSM equations are applicable for the range of the parameters as defined in Tables 1 and 3.
3. The second RSM equation is only applicable for samples with an \( FC \) value of less than 28%.
4. It is necessary to transfer the real value of the parameters to the coded value as in Equation (16), then input this into the equations to estimate the results.

7. Comparison of the Predicted Capacity Energy of Liquefaction between the RSM Equations and Existing Models

To demonstrate the capability and accuracy of the RSM equations presented in this study, their prediction values are compared with the GP, LGP, MEP [28], and MARS [29] models, which are presented in the Appendix A. This is undertaken using 20 samples from Dief [38], from Nevada sand and Reid Bedford sand, which were not included in the database used to develop the ANN and RSM models for this study. The 20 samples’ parameter values are listed in Table 11, and the predicted values are compared in Table 12.

To illustrate the capability and accuracy of different equations, the results are summarized in Table 13 according to root mean square error (RMSE), mean absolute error (MAE), and coefficient of correlation (R). Lower RMSE and MAE values testify to more accuracy, whereas a higher R indicates a higher accuracy. Extra models are considered herein including genetic programming (GP), linear genetic programming (LGP), and multi expression programming (MEP) all developed by Alavi et al. [27] and multivariate adaptive regression splines (MARS) which is presented by Zhang et al. [28].

Table 11. The 20 samples from Dief [38] that were used for a comparison of models’ performance.

| Test No. | \( \sigma'_c \) (kpa) | \( D_r \) | FC  | \( C_u \) | \( D_{50} \) | \( C_c \) |
|----------|-----------------|---------|-----|---------|---------|---------|
| 1        | 27.8            | 49.7    | 0   | 2.27    | 0.15    | 0.95    |
| 2        | 34.6            | 51.7    | 0   | 2.27    | 0.15    | 0.95    |
| 3        | 28.7            | 60.7    | 0   | 2.27    | 0.15    | 0.95    |
| 4        | 33.9            | 58.5    | 0   | 2.27    | 0.15    | 0.95    |
| 5        | 28.4            | 64.7    | 0   | 2.27    | 0.15    | 0.95    |
| 6        | 34.4            | 66.5    | 0   | 2.27    | 0.15    | 0.95    |
| 7        | 29.8            | 72      | 0   | 2.27    | 0.15    | 0.95    |
| 8        | 34.7            | 72.1    | 0   | 2.27    | 0.15    | 0.95    |
| 9        | 28.8            | 76.3    | 0   | 2.27    | 0.15    | 0.95    |
| 10       | 34.9            | 74      | 0   | 2.27    | 0.15    | 0.95    |
| 11       | 28.8            | 51      | 0   | 1.67    | 0.26    | 0.97    |
| 12       | 33.6            | 51      | 0   | 1.67    | 0.26    | 0.97    |
| 13       | 28.65           | 60.5    | 0   | 1.67    | 0.26    | 0.97    |
| 14       | 34.07           | 60.2    | 0   | 1.67    | 0.26    | 0.97    |
| 15       | 28.9            | 64.3    | 0   | 1.67    | 0.26    | 0.97    |
| 16       | 34.3            | 65.5    | 0   | 1.67    | 0.26    | 0.97    |
| 17       | 29.1            | 71.8    | 0   | 1.67    | 0.26    | 0.97    |
| 18       | 34.54           | 72.5    | 0   | 1.67    | 0.26    | 0.97    |
| 19       | 29.3            | 78.7    | 0   | 1.67    | 0.26    | 0.97    |
| 20       | 34.6            | 80.4    | 0   | 1.67    | 0.26    | 0.97    |
Table 12. Predicted results of the six RSM equations and measured results of 20 samples.

| Test No | Log W | BB    | CC    | HCC   | BB28  | CC28  | HCC28 |
|---------|-------|-------|-------|-------|-------|-------|-------|
| 1       | 2.568 | 2.370 | 2.167 | 2.133 | 2.456 | 2.943 | 3.102 |
| 2       | 2.690 | 2.369 | 2.205 | 2.175 | 2.503 | 2.965 | 3.129 |
| 3       | 2.771 | 2.531 | 2.350 | 2.276 | 2.612 | 3.065 | 3.236 |
| 4       | 2.778 | 2.473 | 2.317 | 2.260 | 2.596 | 3.040 | 3.211 |
| 5       | 2.895 | 2.596 | 2.426 | 2.331 | 2.669 | 3.111 | 3.286 |
| 6       | 2.971 | 2.597 | 2.471 | 2.372 | 2.713 | 3.132 | 3.312 |
| 7       | 2.968 | 2.712 | 2.583 | 2.442 | 2.781 | 3.197 | 3.381 |
| 8       | 3.035 | 2.689 | 2.592 | 2.456 | 2.797 | 3.198 | 3.384 |
| 9       | 3.148 | 2.793 | 2.682 | 2.506 | 2.843 | 3.249 | 3.437 |
| 10      | 3.241 | 2.721 | 2.636 | 2.486 | 2.826 | 3.221 | 3.410 |
| 11      | 2.740 | 2.847 | 2.479 | 2.412 | 2.657 | 2.904 | 2.962 |
| 12      | 2.851 | 2.826 | 2.485 | 2.424 | 2.670 | 2.905 | 2.964 |
| 13      | 2.940 | 3.013 | 2.661 | 2.565 | 2.765 | 2.992 | 3.061 |
| 14      | 2.948 | 2.982 | 2.662 | 2.574 | 2.777 | 2.989 | 3.061 |
| 15      | 3.035 | 3.081 | 2.743 | 2.631 | 2.811 | 3.028 | 3.103 |
| 16      | 3.111 | 3.078 | 2.777 | 2.666 | 2.841 | 3.040 | 3.118 |
| 17      | 3.049 | 3.223 | 2.920 | 2.767 | 2.903 | 3.101 | 3.187 |
| 18      | 3.207 | 3.209 | 2.945 | 2.794 | 2.928 | 3.109 | 3.197 |
| 19      | 3.064 | 3.360 | 3.100 | 2.898 | 2.991 | 3.172 | 3.267 |
| 20      | 3.225 | 3.367 | 3.155 | 2.945 | 3.029 | 3.190 | 3.290 |

BB is the RSM equation based on the BB DOE and the first ANN model. CC is the RSM equation based on the CC DOE and the first ANN model. HCC is the RSM equation based on the HCC DOE and the first ANN model. BB28 is the RSM equation based on the BB DOE and the second ANN model. CC28 is the RSM equation based on the CC DOE and the second ANN model. HCC28 is the RSM equation based on the HCC DOE and the second ANN model.

Table 13. Predicted results of four available models and measured results of 20 samples.

| Test No | Log W | LGP [27] | MEP [27] | GP [27] | Zhang [28] |
|---------|-------|----------|----------|---------|----------|
| 1       | 2.568 | 3.044    | 2.841    | 3.046   | 2.282    |
| 2       | 2.690 | 3.090    | 2.880    | 3.067   | 2.306    |
| 3       | 2.771 | 3.115    | 2.887    | 3.085   | 2.308    |
| 4       | 2.778 | 3.130    | 2.905    | 3.089   | 2.281    |
| 5       | 2.895 | 3.138    | 2.901    | 3.098   | 2.282    |
| 6       | 2.971 | 3.184    | 2.941    | 3.119   | 2.309    |
| 7       | 2.968 | 3.191    | 2.937    | 3.128   | 2.304    |
| 8       | 3.035 | 3.222    | 2.965    | 3.140   | 2.337    |
| 9       | 3.148 | 3.211    | 2.948    | 3.141   | 2.360    |
| 10      | 3.241 | 3.235    | 2.975    | 3.147   | 2.400    |
| 11      | 2.740 | 3.347    | 3.093    | 3.188   | 2.385    |
| 12      | 2.851 | 3.378    | 3.111    | 3.199   | 2.419    |
| 13      | 2.940 | 3.435    | 3.154    | 3.224   | 2.416    |
| 14      | 2.948 | 3.471    | 3.174    | 3.236   | 2.390    |
| 15      | 3.035 | 3.472    | 3.180    | 3.239   | 2.388    |
| 16      | 3.111 | 3.524    | 3.211    | 3.257   | 2.418    |
| 17      | 3.049 | 3.544    | 3.229    | 3.268   | 2.400    |
| 18      | 3.207 | 3.593    | 3.259    | 3.286   | 2.425    |
| 19      | 3.064 | 3.610    | 3.275    | 3.296   | 2.429    |
| 20      | 3.225 | 3.671    | 3.313    | 3.318   | 2.402    |

A comparison was conducted regarding the capability and accuracy of the predicted values for the capacity energy liquefaction of soil W between six new equations and other models. All results are summarized in Table 14.

Figures 2–11 provide a visual comparison of the results. The second group of equations, with a database limited to FC values of less than 28%, illustrated more accuracy than all DOEs conducted in this study, as can be seen in Figures 5–7. The CC and BB designs also indicated higher accuracy in comparison with the HCC design, as shown in Figures 2–7. Furthermore, the R value of 0.911 for the
BB28 equation and the CC with 0.830, closely followed by the HCC and CC28 equations, with 0.792 and 0.722, respectively, demonstrated the highest precision.

Table 14. Summary of comparison between six new RSM equations and four available models.

| Model  | R   | RMSE | MAE  |
|--------|-----|------|------|
| LGP    | 0.627| 0.402| 0.369|
| MEP    | 0.584| 0.182| 0.157|
| GP     | 0.664| 0.259| 0.227|
| Zhang  | 0.614| 0.620| 0.600|
| BB     | 0.693| 0.251| 0.207|
| CC     | 0.830| 0.376| 0.348|
| HCC    | 0.792| 0.476| 0.456|
| BB28   | 0.911| 0.218| 0.203|
| CC28   | 0.722| 0.173| 0.139|
| HCC28  | 0.508| 0.293| 0.244|

Figure 2. Capacity energy predicted by RSM equation on the basis of the Box-Behnken DOE and the first ANN model versus the measured values of laboratory tests.

Figure 3. Capacity energy predicted by RSM equation on the basis of the central composite (CC) design of experiment (DOE) and the first ANN model versus the measured values of laboratory tests.
Figure 3. Capacity energy predicted by RSM equation on the basis of the central composite (CC) design of experiment (DOE) and the first ANN model versus the measured values of laboratory tests.

Figure 4. Capacity energy predicted by RSM equation on the basis of the half central composite (HCC) design of experiment (DOE) and the first ANN model versus the measured values of laboratory tests.

Figure 5. Capacity energy predicted by RSM equation on the basis of the Box-Behnken (BB) design of experiment (DOE) and the second ANN model versus the measured values of laboratory tests.

Figure 6. Capacity energy predicted by RSM equation on the basis of the central composite (CC) and design of experiment (DOE) and the second ANN model versus the measured values of laboratory tests.
Figure 5. Capacity energy predicted by RSM equation on the basis of the Box-Behnken (BB) design of experiment (DOE) and the second ANN model versus the measured values of laboratory tests.

Figure 6. Capacity energy predicted by RSM equation on the basis of the central composite (CC) and design of experiment (DOE) and the second ANN model versus the measured values of laboratory tests.

Figure 7. Capacity energy predicted by RSM equation on the basis of half central composite (HCC) and design of experiment (DOE) and the second ANN model versus the measured values of laboratory tests.

Figure 8. Capacity energy predicted by genetic programming (LGP) versus the measured values of laboratory tests.

Figure 9. Capacity energy predicted by multi expression programming (MEP) versus the measured values of laboratory tests.
As can be seen from Figures 2–11, among all models evaluated in this study, CC and HCC present underpredicted values for $W$. In contrast, HCC28 and LGP overstimated $W$ in their predictions. Furthermore, BB28 shows the highest accuracy in predicting $W$.

8. Summary and Conclusions

In this study, a new tool, the response surface method (RSM), was used to develop six new equations to estimate the capacity energy of soil liquefaction ($W$). While the RSM has been used in industry, medicine, and science, according to the literature review, it has not been used to investigate soil liquefaction by other researchers. To examine the complicated influence of fine content ($FC$), two sets of databases were arranged and an artificial neural network (ANN) model was developed for each. Finally, three RSM equations were developed based on each ANN model, with each equation belonging to a specific design of experiment (DOE). The first dataset contained six parameters: initial effective mean confining pressure ($\sigma'$) and initial relative density ($Dr$)%, FC, coefficient of uniformity (Cu), coefficient of curvature (Cc) and mean grain size ($D_{50}$), with no
industry, medicine, and science, according to the literature review, it has not been used to investigate soil liquefaction by other researchers. To examine the complicated influence of fine content (FC), two sets of databases were arranged and an artificial neural network (ANN) model was developed for each. Finally, three RSM equations were developed based on each ANN model, with each equation belonging to a specific design of experiment (DOE). The first dataset contained six parameters: initial effective mean confining pressure ($\sigma'_c$) and initial relative density ($D_r$)%, FC, coefficient of uniformity (Cu), coefficient of curvature (Cc) and mean grain size ($D_{50}$), with no limitation on the range of the parameters, whereas the second dataset was built by eliminating all samples with FCs higher than 28%. To establish the RSM equations, three common DOEs, the Box- Behnken (BB), central composite (CC), and half central composite (HCC), were applied to assess the best DOE. Then, after performing a hypothesis test based on $P$-values, some terms of the original equations were eliminated instead of eliminating a parameter such as $C_c$. The RSM procedure was then repeatedly rebuilt to obtain the most accurate and capable final equations.

To validate and confirm the capability of the developed RSM models, 20 new laboratory test samples, which were not applied in both datasets in this study, were selected and compared to the predicted values for $W$ from the six RSM models as well as those from four other available models with similar parameters. To compare the results, the measured RMSE, MAE, and R were assigned to the predicted values of all models. The major conclusions drawn are as follows:

- Applying a validation phase provides a significant increase in the accuracy of the model in predicting $W$. Furthermore, performing data division considering statistical factors instead of random division raises the performance of the model.
- The second group of models containing three equations demonstrate higher capability and accuracy for measuring $W$. It should be considered that the second group of models were derived on the basis of a smaller dataset, 309 samples, due to eliminated samples with FCs higher than 28%. Therefore, FCs in varying amounts that are higher than 28% are confirmed to have different effects on $W$.
- In general, the RSM is a capable tool for predicting the potential of liquefaction, and it can be used by researchers.
- Of all the DOEs inspected in the present study, the CC and BB designs demonstrated the highest capability and accuracy in predicting $W$; they both displayed lower RMSEs and MAEs, and they both had a higher $R^2$.
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**Appendix A**

Alavi et al. [28] applied genetic programming (GP), linear genetic programming (LGP), and multi expression programming (MEP) to assess the capacity energy of triggering soil liquefaction as below:

**GP model:**

$$\log W = \frac{20}{\left(\left(7 - \left(\sigma'_{c,n} + D_{r,n} + D^2_{50,n}\right)\right) - \left(\sigma'_{c,n}(D_{r,n} - FC_n)\right)\right) + C_{w,n}} \quad (A1)$$
LGP model:

$$\log W = 1.25 (2\sigma _{r,n}^c D_{r,n} + D_{r,n} D_{50,n}) + D_{r,n} D_{50,n}^2 * \left( (3\sigma _{r,n}^c - 6FC_n + 4C_{u,n})^2 - 1 \right) + 2$$  \hspace{1cm} (A2)

MEP model:

$$\log W = 1.25 + 5D_{r,n} \left( \frac{\sigma _{r,n}^c}{2} - \frac{D_{50,n}}{2} \left( \frac{FC_n}{2} + \frac{D_{50,n}}{2} * \left( 2\sigma _{r,n}^c - D_{50,n} \left( \frac{C_{r,n} + 2FC_n - 2C_{u,n}}{C_{u,n}} + 1 \right) + \frac{\sigma _{r,n}^c}{2} \right) - 0.5 \right) \right)$$  \hspace{1cm} (A3)

The normalized variables used in these three models belong to:

$$\sigma _{r,n}^c / 300, \quad D_{r,n} = (D_r + 40) / 150, \quad FC_n = (FC + 40) / 150, \quad C_{u,n} = C_u / 6, \quad D_{50,n} = D_{50}/0.5$$  \hspace{1cm} (A4)

Zhang et al.'s [29] derived multivariate adaptive regression splines (MARS) model is given as:

$$\log W = 3.28 + 2.11 * BF1 + 0.057 * BF2 + 0.0034 * BF3 - 0.005 * BF4 - 0.0074 * BF5$$

$$+ 0.11 * BF6 + 0.00034 * BF7 + 0.00038 * BF8 + 157.14 * BF9 - 0.018 * BF10 - 0.02 * BF11$$

$$- 0.098 * BF12 - 0.33 * BF12 - 156.13 * BF14$$  \hspace{1cm} (A5)

All expressions defined as BFs are given in Table A1.

**Table A1. Expressions of Equation (A5).**

| BF   | Equation | BF   | Equation |
|------|----------|------|----------|
| BF1  | max(0, D_{50} - 0.12) | BF8  | max(0, D_r - 17) * max(0, 35 - FC) |
| BF2  | BF1 * max(0, D_r - 69.2) | BF9  | BF1 * max(0, C_u - 1.68) |
| BF3  | max(0, \sigma _{r,n}^c - 100.5) | BF10 | max(0, FC - 20) |
| BF4  | max(0, 100.5 - \sigma _{r,n}^c) | BF11 | max(0, 20 - FC) |
| BF5  | max(0, 17 - D_r) | BF12 | max(0, C_u - 2.63) |
| BF6  | BF1 * max(0, D_r - 17) | BF13 | max(0, 2.63 - C_u) |
| BF7  | max(0, D_r - 17) * max(0, FC - 35) | BF14 | BF1 * max(0, C_u - 1.66) |
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