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Part 1

Spectral Theory of Zhakarov-Shabat Operators

In this chapter we derive some elementary facts about the spectra of Zakharov-Shabat, or Zs-operators \[27\]

\[
L(\varphi) = \begin{pmatrix} i & 0 \\ 0 & -i \end{pmatrix} \frac{d}{dt} + \begin{pmatrix} 0 & \varphi_1 \\ \varphi_2 & 0 \end{pmatrix},
\]

acting on various dense subspaces of vector functions \( f = (f_1, f_2) \) on \([0, 1]\) within

\[
L_c^2 := L_c^2 \times L_c^2 = L^2([0, 1], \mathbb{C})^2.
\]

The vector potential \( \varphi = (\varphi_1, \varphi_2) \) is also taken from \( L_c^2 \). This operator is equivalent to the AKNS-operator \[2\]

\[
L(q, p) = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \frac{d}{dt} + \begin{pmatrix} q & p \\ p & -q \end{pmatrix},
\]

by writing

\[
\begin{pmatrix} f_1 \\ f_2 \end{pmatrix} = \begin{pmatrix} u + iv \\ u - iv \end{pmatrix}, \quad \begin{pmatrix} \varphi_1 \\ \varphi_2 \end{pmatrix} = \begin{pmatrix} q + ip \\ q - ip \end{pmatrix}.
\]

That is,

\[
(1) \quad L(q, p) = T^{-1}L(\varphi)T, \quad T := \begin{pmatrix} 1 & i \\ 1 & -i \end{pmatrix}.
\]
The AKNS-operator has real coefficients for real \( q, p \), and the Zs-operator may be viewed as its complexification, when \( q \) and \( p \) are allowed to be complex valued.

The results described in the following sections are well known, at least in the real case \[10, 11, 21\], and we will freely use techniques and arguments from these sources as well as \[23\].

1 Fundamental Solution

In the following we write the Zs-operator in the form

\[
L = iRD + \Phi
\]

with

\[
D = \frac{d}{dt}, \quad R = \begin{pmatrix} 1 & \quad 0 \\ 0 & -1 \end{pmatrix}, \quad \Phi = \begin{pmatrix} \varphi_1 \\ \varphi_2 \end{pmatrix}.
\]

The potential \( \varphi \) is considered to be extended beyond the interval \([0, 1]\) with period 1 so that \( \varphi(t + 1) = \varphi(t) \) for all real \( t \).

The free equation \( Lf = \lambda f \) with \( \Phi = 0 \) has the fundamental solution \( E_\lambda \),

\[
E_\lambda(t) := \begin{pmatrix} e^{-i\lambda t} \\ e^{i\lambda t} \end{pmatrix}.
\]

For the fundamental solution \( M \) of \( Lf = \lambda f \) with general \( \Phi \) variation of constants leads to the integral equation

\[
(2) \quad M(t, \lambda) = E_\lambda(t) + \int_0^t E_\lambda(t-s) \tilde{\Phi}(s) M(s, \lambda) \, ds
\]

with

\[
\tilde{\Phi} = iR\Phi = \begin{pmatrix} i\varphi_1 \\ -i\varphi_2 \end{pmatrix}.
\]

Here, \( M \) is more precisely a function of \((t, \lambda, \varphi) \in [0, \infty) \times \mathbb{C} \times L^2_c\). But we will often drop some or all of its arguments from the notation, whenever there is no danger of confusion. This applies to other quantities as well.
Reinserting the integral equation into itself repeatedly leads to a series expansion of $M$ with respect to $\Phi$. To this end, let us make the Ansatz

$$M = \sum_{n \geq 0} M_n, \quad M_0 = E_{\lambda},$$

where $M_n$ is homogeneous of degree $n$ in $\Phi$ for $n \geq 1$. Inserting this sum on both sides of the integral equation (2) we obtain

$$M_{n+1}(t) = \int_0^t E_{\lambda}(t-s)\tilde{\Phi}(s)M_n(s) \, ds, \quad n \geq 0.$$  

Proceeding by induction, we get

$$M_n(t) = \int_{0 \leq t_1 \leq \cdots \leq t_{n+1} = t} \prod_{i=1}^n E_{\lambda}(t_{i+1} - t_i)\tilde{\Phi}(t_i)E_{\lambda}(t_1) \, dt_1 \cdots dt_n.$$ 

For instance, a short calculation reveals that

$$M_1(t) = \int_0^t \begin{pmatrix} i\varphi_1(s) e^{-i\lambda(t-2s)} \\ -i\varphi_2(s) e^{i\lambda(t-2s)} \end{pmatrix} \, ds$$

and

$$M_2(t) = \int_{0 \leq r \leq s \leq t} \begin{pmatrix} \varphi_1(s) \varphi_2(r) e^{-i\lambda(t-2s+2r)} \\ \varphi_1(r) \varphi_2(s) e^{i\lambda(t-2s+2r)} \end{pmatrix} \, dr \, ds.$$  

In general, all $M_{2n}$ are diagonal, and all $M_{2n-1}$ are antidiagonal matrices.

To establish the convergence of the series thus obtained let

$$\|\varphi\|^2 := \int_0^1 |\varphi(t)|^2 \, dt,$$

where $|\cdot|$ denotes the hermitean norm of complex vectors. Let $\|A\|$ denote the operator norm of a complex $2 \times 2$-matrix $A$ induced by this norm. For instance, we have $\|\begin{pmatrix} a & b \\ c & d \end{pmatrix}\| = \max(|a|, |d|)$.

**Theorem 1.1** The power series (3) with coefficients given above converges uniformly on bounded subsets of $[0, \infty) \times \mathbb{C} \times L^2_c$ to a continuous function, which
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for each fixed $t$ is analytic on $\mathbb{C} \times L_2^c$ and satisfies the estimate

$$\|M(t, \lambda, \varphi)\| \leq \exp (|\Re \lambda| t + \|\varphi\|_{[0,t]} \sqrt{t})$$

as well as the integral equation (2).

The series (3) thus defines the unique matrix valued solution of the initial value problem

$$L(\varphi)M = \lambda M, \quad M(0) = \text{Id},$$

which depends analytically on $\lambda$ and $\varphi$. – The notion of analytic maps between complex Banach spaces is discussed in Appendix 19.

**Proof.** We have $\|E_\lambda(t)\| = e^{|\Re \lambda| t}$ for $t \geq 0$, and therefore

$$\|M_n(t)\| \leq \int_{0 \leq t_1 \leq \cdots \leq t_n = t} \prod_{i=1}^n \|E_\lambda(t_{i+1} - t_i)\| \|\Phi(t_i)\| \|E_\lambda(t_1)\| dt_1 \cdots dt_n$$

$$\leq e^{|\Re \lambda| t} \int_{0 \leq t_1 \leq \cdots \leq t_n \leq t} \|\Phi(t_n)\| \cdots \|\Phi(t_1)\| dt_1 \cdots dt_n$$

$$\leq \frac{e^{|\Re \lambda| t}}{n!} \int_{[0,t]^n} |\varphi(t_n)| \cdots |\varphi(t_1)| dt_1 \cdots dt_n$$

$$\leq \frac{e^{|\Re \lambda| t}}{n!} \left( \int_0^t |\varphi(s)| ds \right)^n$$

$$\leq \frac{e^{|\Re \lambda| t}}{n!} \|\varphi\|^n_{[0,t]} \sqrt{t}^n.$$

The series (3) thus converges uniformly on bounded subsets of $[0, \infty) \times \mathbb{C} \times L_2^c$ and satisfies the estimate stated in the theorem. Moreover, each term $M_n$ is continuous on $[0, \infty) \times \mathbb{C} \times L_2^c$ and analytic on $\mathbb{C} \times L_2^c$ for each fixed $t$. The regularity statement thus follows from the uniform convergence of the series, and the last statement from its construction.

The fundamental solution has an even stronger continuity property. We call a mapping from $L_2^c$ into some Banach space compact, if it maps weakly convergent sequences into strongly convergent sequences.
**Proposition 1.2**  

$M$ is compact on $[0, \infty) \times \mathbb{C} \times L^2_c$ uniformly on bounded subsets of $[0, \infty) \times \mathbb{C}$.

**Proof.**  

In view of the uniform convergence of the series it suffices to prove the statement for each term $M_n$, which is done by induction.

This is obviously true for $M_0$, since this term does not dependent on $\varphi$. So assume this is true for $M_n$, and let $\varphi$ converge weakly to $\varphi_0$, written $\varphi \rightharpoonup \varphi_0$. By the induction hypothesis, we then have

$$M_n(t, \lambda, \varphi) \to M_n(t, \lambda, \varphi_0)$$

as well as $\Phi(t) \rightharpoonup \Phi_0(t)$ uniformly on bounded subsets of $[0, \infty) \times \mathbb{C}$, where $\Phi_0$ is defined in terms of the components of $\varphi_0$. Consequently,

$$M_{n+1}(t, \lambda, \varphi) = \int_0^t E_\lambda(t-s)\tilde{\Phi}(s)M_n(s, \lambda, \varphi) \, ds$$

$$\to \int_0^t E_\lambda(t-s)\tilde{\Phi}_0(s)M_n(s, \lambda, \varphi_0) \, ds,$$

again uniformly on bounded subsets of $[0, \infty) \times \mathbb{C}$. This completes the induction.

We will also need to consider the inhomogeneous equation associated with $L$. The following result is obtained by the usual variation of constants approach, and is easily checked by direct computation.

**Proposition 1.3**  

The unique solution of the inhomogeneous equation

$$Lf = \lambda f + g, \quad f(0) = v_0,$$

with $g \in L^2_c$ is given by

$$f(t) = M(t)v_0 - \int_0^t M(t-s)\tilde{g}(s) \, ds, \quad \tilde{g} = iRg.$$

**Corollary 1.4**  

The $\lambda$-derivative $\dot{M}$ of the fundamental solution $M$ satisfies the initial value problem

$$LF = \lambda F + M, \quad F(0) = 0,$$

and is thus given by $\dot{M}(t) = -\int_0^t M(t-s)\tilde{M}(s) \, ds$ with $\tilde{M} = iRM$. 

The fundamental solution $M$ of the Zs-operator transforms into a fundamental solution $K$ of the AKNS-operator by

$$K = T^{-1}MT,$$

where $T$ is given by (1). Writing

$$M = \begin{pmatrix} m_1 & m_2 \\ m_3 & m_4 \end{pmatrix}, \quad K = \begin{pmatrix} k_1 & k_2 \\ k_3 & k_4 \end{pmatrix},$$

a short calculation gives

$$k_1 = \frac{m_1 + m_2 + m_3 + m_4}{2}, \quad k_2 = \frac{m_1 - m_2 + m_3 - m_4}{-2i},$$

$$k_3 = \frac{m_1 + m_2 - m_3 - m_4}{2i}, \quad k_4 = \frac{m_1 - m_2 - m_3 + m_4}{2}.$$

Not surprisingly, for the zero potential the fundamental solution is

$$e^{\lambda J t} = \begin{pmatrix} \cos \lambda t & \sin \lambda t \\ -\sin \lambda t & \cos \lambda t \end{pmatrix}, \quad J := \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}.$$

**Wronskians**

An important role in the study of two dimensional linear differential equations with constant coefficients is played by the Wronskian of two solutions, defined as

$$[g,h] := g_1 h_2 - g_2 h_1$$

for $g = (g_1, g_2)$ and $h = (h_1, h_2)$.

**Lemma 1.5** If $Lg = \mu g$ and $Lh = \nu h$, then

$$i \partial_t [g,h] = (\mu - \nu)(g_1 h_2 + g_2 h_1).$$

**Proof.** With $i \partial_t g = (\mu R - R\Phi)g$ and $i \partial_t h = (\nu R - R\Phi)h$ we obtain

$$i \partial_t [g,h] = [i \partial_t g, h] + [g, i \partial_t h]$$

$$= [(\mu R - R\Phi)g, h] + [g, (\nu R - R\Phi)h]$$

$$= \mu [Rg, h] + \nu [g, Rh] - [R\Phi g, h] - [g, R\Phi h].$$
The last two terms cancel each other, so that
\[ i \partial_t [g,h] = \mu (g_1 h_2 + g_2 h_1) - \nu (g_1 h_2 + g_2 h_1) = (\mu - \nu) (g_1 h_2 + g_2 h_1). \]

An important special case arises when we consider the Wronskian of the two solutions making up the fundamental solution $M$.

**Proposition 1.6 (Wronskian Identity)**

\[ \det M(t) = 1 \]

identically on $[0, \infty) \times \mathbb{C} \times L^2_c$.

**Proof.** Applying the preceding lemma to two solutions of the same equation $Lf = \lambda f$, we get $\partial_t \det M(t) = 0$ and thus

\[ \det M(t) = \det M(0) = \det \text{Id} = 1. \]

We also need a result involving the product of two Wronskians. To express it in terms of another Wronskian, we define the star-product of two vectors $g = (g_1, g_2)^T$ and $h = (h_1, h_2)^T$ by

\[ g \star h := \begin{pmatrix} g_2 h_2 \\ g_1 h_1 \end{pmatrix}. \]

This product is commutative, but not associative. It will show up in the representation of gradients with respect to the potential $\varphi$.

**Proposition 1.7** If $a, b$ are solutions of $Lf = \mu f$, and $c, d$ are solutions of $Lf = \nu f$ with $\nu \neq \mu$, then

\[ [a \star b, c \star d] = \frac{1}{2i(\mu - \nu)} \partial_t ([a, c] [b, d]). \]

**Proof.** By Lemma [1.5]
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\[ i(\mu - \nu)^{-1} \partial_t ([a,c] [b,d]) \]
\[ = (a_1 c_2 + a_2 c_1) [b,d] + [a,c] (b_1 d_2 + b_2 d_1) \]
\[ = (a_1 c_2 + a_2 c_1)(b_1 d_2 - b_2 d_1) + (a_1 c_2 - a_2 c_1)(b_1 d_2 + b_2 d_1) \]
\[ = 2(a_1 b_1 c_2 d_2 - a_2 b_2 c_1 d_1) \]
\[ = 2 [c \ast d, a \ast b]. \]

2 Basic Estimates

We establish some basic estimates for the fundamental solution \( M \) and its derivative \( \dot{M} \) with respect to \( \lambda \). Let

\[ \dot{M}(t, \lambda, \varphi) = M(t, \lambda, \varphi) - E_\lambda(t), \]

and for time-dependent matrices \( A \) introduce the weighted norm

\[ \|A(t)\|_\lambda = e^{-|\lambda|^t} \|A(t)\|. \]

We restrict ourselves to the \( t \)-interval \([0,1]\) to simplify formulas, since this is all we need.

**Lemma 2.1 (Basic Estimate)** On \([0,1] \times \mathbb{C} \times L^2_c\),

\[ \|\dot{M}(t, \lambda)\|_\lambda \leq \|F(t, \lambda)\|_\lambda + e^{\|\varphi\|} \int_0^t \|F(s, \lambda)\|_\lambda |\varphi(s)| \, ds \]

with \( F(t, \lambda) = \int_0^t E_\lambda(t-s) \tilde{\Phi}(s) E_\lambda(s) \, ds \).

**Proof.** By the integral equation (2),

\[ \dot{M}(t) = \int_0^t E_\lambda(t-s) \tilde{\Phi}(s) M(s) \, ds \]
\[ = \int_0^t E_\lambda(t-s) \tilde{\Phi}(s) E_\lambda(s) \, ds + \int_0^t E_\lambda(t-s) \tilde{\Phi}(s) \dot{M}(s) \, ds \]
\[ = F(t) + \int_0^t E_\lambda(t-s) \tilde{\Phi}(s) \dot{M}(s) \, ds. \]
Clearly,

$$\| E_\lambda(t-s)\tilde{\Phi}(s)\dot{M}(s)\| \leq e^{|3\lambda|(t-s)} \|\tilde{\Phi}(s)\| \|\dot{M}(s)\| ,$$

so multiplying by $e^{-|3\lambda|t}$ we obtain

$$\|\dot{M}(t)\|_\lambda \leq \|F(t)\|_\lambda + \int_0^t \|\tilde{\Phi}(s)\| \|\dot{M}(s)\|_\lambda \, ds .$$

Now the claim follows with Gronwall’s inequality as stated in Lemma 22.2 and the estimate $\|\tilde{\Phi}(s)\| \leq |\varphi(s)|$. □

In more detail, we have

$$F(t, \lambda) = \int_0^t E_\lambda(t-s)\tilde{\Phi}(s)E_\lambda(s) \, ds$$

$$= i \left( -\int_0^t \varphi_2(s)e^{i\lambda(t-2s)} \, ds \int_0^t \varphi_1(s)e^{-i\lambda(t-2s)} \, ds \right)$$

similar to (4) and thus

$$\|F(t, \lambda)\|_\lambda = \max_{1 \leq k \leq 2} e^{-|3\lambda|t} \left|\int_0^t \varphi_k(s)e^{\pm i\lambda(t-2s)} \, ds \right| .$$

(8)

Estimates of this term lead to corresponding estimates of the fundamental solution as follows.

**Theorem 2.2** On $[0, 1] \times \mathbb{C} \times L_c^2$,

$$M(t, \lambda, \varphi) = E_\lambda(t) + o(e^{|3\lambda|t})$$

locally uniformly in the sense that for each $\varphi_0$ in $L_c^2$ and $\varepsilon > 0$ there exist a neighbourhood $U$ of $\varphi_0$ in $L_c^2$ and $\lambda_0 > 0$ such that

$$\|\dot{M}(t, \lambda, \varphi)\|_\lambda \leq \varepsilon$$

for $0 \leq t \leq 1$, $|\lambda| > \lambda_0$ and $\varphi \in U$. Similarly,

$$\dot{M}(t, \lambda, \varphi) = \dot{E}_\lambda(t) + o(e^{|3\lambda|t}).$$
Proof. Fix \( \varphi_0 \) and \( \varepsilon > 0 \). By Lemma 21.1 there exists a neighbourhood \( U \) of \( \varphi_0 \) and \( \lambda_0 > 0 \) so that for all \( |\lambda| > \lambda_0 \) and \( \varphi \in U \) we have

\[
\left| \int_0^t \varphi_k(s)e^{\pm i\lambda(t-2s)} \, ds \right| \leq \varepsilon e^{3|\lambda|t}, \quad 0 \leq t \leq 1, \quad 1 \leq k \leq 2.
\]

Hence by \([8]\),

\[
\| F(t, \lambda) \|_\lambda \leq \varepsilon, \quad 0 \leq t \leq 1,
\]

and the first claim follows with the Basic Estimate. The second claim follows from this by applying Cauchy’s estimate to the \( \lambda \)-derivative of \( \hat{M} \). 

We often have to evaluate the fundamental solution along a sequence of complex numbers \( \lambda_n \sim n\pi \). Here the basic result is the following.

**Proposition 2.3**  For any sequence of complex numbers \( \lambda_n = n\pi + \alpha_n \) such that \( \sup_{n \in \mathbb{Z}} |\alpha_n| \leq a < \infty \),

\[
M(t, \lambda_n) = E_{\pi n}(t) + \ell^2(n),
\]

\[
\hat{M}(t, \lambda_n) = \hat{E}_{\pi n}(t) + \ell^2(n),
\]

uniformly in \( 0 \leq t \leq 1 \) and \( a \), and locally uniformly on \( L^2_c \).

Proof. For \( |\Im \lambda| \leq a \) we have \( e^{-a} \| \cdot \|_\lambda \leq \| \cdot \| \leq \| \cdot \|_\lambda \). Therefore, by the Basic Estimate and Cauchy-Schwarz,

\[
\| \hat{M}(t, \lambda_n) \|^2 \leq c_{\| \varphi \|} \left( \| F(t, \lambda_n) \|^2 + \int_0^t \| F(s, \lambda_n) \|^2 \, ds \right)
\]

for all \( n \in \mathbb{Z} \) and \( 0 \leq t \leq 1 \) with a constant depending only on \( \| \varphi \| \). By Lemma 21.2 and estimate \([8]\) at \( \lambda_n \),

\[
\sum_{n \in \mathbb{Z}} \| F(t, \lambda_n) \|^2 \leq \sum_{n \in \mathbb{Z}} \sum_{1 \leq k \leq 2} \left| \int_0^t \varphi_k(s)e^{\pm i\lambda_n(t-2s)} \, ds \right|^2
\]

\[
\leq \sum_{1 \leq k \leq 2} e^{2a} \| \varphi_k \|^2
\]

\[
= e^{2a} \| \varphi \|^2.
\]
It follows that
\[ \sum_{n \in \mathbb{Z}} \|\hat{M}(t, \lambda_n)\|^2 \leq c_\varphi e^{2a} \]
with a different constant $c_\|\varphi\|$. This proves the first asymptotic formula. The formula for the $\lambda$-derivative follows from this by applying Cauchy’s estimate to $\lambda$-discs of radius 1 around each $\lambda_n$. 

Completely analogous estimates hold for the fundamental solution $K$ of the AKNS-equation. For instance,

\[ K(t, \lambda, \varphi) = e^{\lambda J t} + o(e^{\|\lambda\| t}) \]

locally uniformly on $[0, 1] \times \mathbb{C} \times L^2_c$ in the sense of Theorem 2.2.

3 The Periodic Spectrum

The periodic spectrum of the Zs-operator $L$ is defined with respect to the dense domain

\[ \mathcal{D}_{\text{Per}} = \{ f \in H^1_c : f(1) = \pm f(0) \} , \]

where for any $m \geq 1$,

\[ H^m_c := H^m_c \times H^m_c, \quad H^m_c := H^m([0, 1], \mathbb{C}) . \]

The latter denotes the Sobolev space of all complex valued functions $[0, 1] \rightarrow \mathbb{C}$ with distributional derivatives in $L^2$ up to order $m$.

By the definition of the fundamental solution $M$, any solution $f$ of the equation $Lf = \lambda f$ is given by $f(t) = M(t, \lambda)f(0)$. Hence, a complex number $\lambda$ is a periodic eigenvalue of $L$ iff there exists a non zero element $f \in \mathcal{D}_{\text{Per}}$ with

\[ f(1) = M(1, \lambda)f(0) = \pm f(0) , \]

hence iff 1 or $-1$ is an eigenvalue of $M(1, \lambda)$. As $\det M(1, \lambda) = 1$ by the Wronskian identity, the eigenvalues of $M(1, \lambda)$ for such a $\lambda$ are both equal to 1 or both equal to $-1$. This is tantamount to the discriminant

\[ \Delta(\lambda) := \text{tr} M(1, \lambda) = m_1(1, \lambda) + m_4(1, \lambda) \]
being 2 or \(-2\), which in turn is equivalent to \(\Delta^2(\lambda) - 4 = 0\). As the periodic spectrum of \(L(\varphi)\) is discrete, it thus coincides with the zero set of the entire function

\[
\chi_p(\lambda, \varphi) := \Delta^2(\lambda, \varphi) - 4.
\]

We consider this function as the characteristic function of the periodic spectrum – whence the notation.

For \(\varphi = 0\),

\[
\Delta(\lambda, 0) = \text{tr} E\lambda(1) = \text{tr} \begin{pmatrix} e^{-i\lambda} \\ e^{i\lambda} \end{pmatrix} = 2\cos\lambda,
\]

hence \(\chi_p(\lambda, 0) = -4\sin^2\lambda\). For \(\varphi \neq 0\), the characteristic function is asymptotically close to this function, if we stay away from the set

\[
\Pi := \bigcup_{n \in \mathbb{Z}} D_n, \quad D_n := \{ \lambda \in \mathbb{C} : |\lambda - n\pi| < \pi/4 \}.
\]

This is made precise in the following lemma.

**Lemma 3.1** For \(|\lambda| \to \infty\) with \(\lambda \notin \Pi\),

\[
\Delta^2(\lambda) - 4 = (-4\sin^2\lambda)(1 + 1),
\]

\[
\dot\Delta(\lambda) = (-2\sin\lambda)(1 + 1),
\]

**Proof.** We have \(\Delta(\lambda) = 2\cos\lambda + o(e^{\|\lambda\|})\) by Theorem 2.2 and thus

\[
\Delta^2(\lambda) - 4 = (-4\sin^2\lambda) \left(1 + \frac{o(e^{\|\lambda\|})\cos\lambda}{\sin^2\lambda} + \frac{o(e^{2\|\lambda\|})}{\sin^2\lambda}\right).
\]

For \(\lambda \notin \Pi\),

\[
\left|\frac{\cos\lambda}{\sin\lambda}\right| \leq \frac{e^{\|\lambda\|}}{|\sin\lambda|} \leq 4
\]

by Lemma 22.1. So for these \(\lambda\), the expression in the large parentheses is \(1 + o(1)\), proving the first claim. Similarly, again by Theorem 2.2

\[
\dot\Delta(\lambda) = -2\sin\lambda + o(e^{\|\lambda\|}),
\]

and the second claim follows by the same arguments. \(\blacksquare\)
Each root of $\chi_p(\lambda, 0) = -4\sin^2\lambda$ has multiplicity two, so the periodic spectrum of the zero potential consists of a doubly infinite sequence of double eigenvalues

$$\lambda_n^\pm = n\pi, \quad n \in \mathbb{Z}.$$ 

For any other potential, the periodic eigenvalues are asymptotically close to those of the zero potential, since compared to $|\lambda|$ sufficiently large, any potential looks like a perturbation of the zero potential. This is made precise in the following lemma.

**Lemma 3.2 (The Counting Lemma)**  For each potential $\varphi_0$ in $L^2_c$ there exists a neighbourhood $U$ in $L^2_c$ and an integer $N > 0$ such that for every $\varphi$ in $U$, the entire function $\chi_p(\lambda, \varphi)$ has exactly two roots in each disc

$$D_n = \{ \lambda \in \mathbb{C} : |\lambda - n\pi| < \pi/4 \}, \quad |n| > N,$$

and exactly $4N + 2$ roots in the disc $B_N = \{ \lambda \in \mathbb{C} : |\lambda| < N\pi + \pi/4 \}$. There are no other roots.

**Proof.** By the preceding lemma,

$$\chi_p(\lambda, \varphi) = \chi_p(\lambda, 0)(1 + 1)$$

outside of $\Pi$. Hence,

$$|\chi_p(\lambda, \varphi) - \chi_p(\lambda, 0)| < |\chi_p(\lambda, 0)|$$

on the boundaries of all discs $D_n$ with $|n| > N$ and on the boundary of $B_N$, if $N$ is chosen sufficiently large. It follows by Rouché’s theorem that $\chi_p(\lambda, \varphi)$ has as
many roots inside any of these discs as $\chi_p(\lambda, 0)$. This proves the first statement. Similary, the number of roots outside of all these discs is the same for these two functions, namely zero, proving the second statement.

The Counting Lemma shows that asymptotically, the periodic eigenvalues of any potential $\varphi$ in $L^2_c$ come in pairs, located in the disjoint discs $D_n$ with $|n| > N$ sufficiently large, while exactly $4N + 2$ eigenvalues remain, being located inside the disc $B_N$. Hence, if we employ a lexicographic ordering of complex numbers by

$$a \preceq b \iff \begin{cases} \Re a < \Re b \\ \text{or} \\ \Re a = \Re b \text{ and } \Im a \leq \Im b, \end{cases}$$

then the periodic spectrum of each $\varphi$ can be represented as a doubly infinite sequence of eigenvalues

$$\cdots \preceq \lambda_{n-1}^+ \preceq \lambda_n^- \preceq \lambda_n^+ \preceq \lambda_{n+1}^- \preceq \cdots, \quad n \in \mathbb{Z},$$

counting them with their algebraic multiplicities. Here, $\lambda_n^\pm$ are precisely the two eigenvalues within $D_n$ for $|n|$ sufficiently large.

Moreover, deforming $\varphi$ continuously to the zero potential along a straight line, we conclude that

$$\Delta(\lambda_n^\pm, \varphi) = \Delta(\lambda_n^\pm, 0) = 2 \cos n\pi = 2(-1)^n, \quad |n| > N.$$ 

In the general complex case, this distinction does not apply to the remaining finitely many eigenvalues, since their lexicographic order is not continuous in $\varphi$. To this end, $\varphi$ has to be of real type – see section 5.

The Counting Lemma provides a first rough asymptotic estimate of the periodic eigenvalues of the form

$$\lambda_n^\pm = n\pi + O(1).$$

This is refined in the next statement, where we use the notation $l^2(n)$ for a generic sequence in $\ell^2$.

**Proposition 3.3** Locally uniformly on $L^2_c$,

$$\lambda_n^\pm = n\pi + l^2(n).$$
In more detail the statement is that

$$\sum_{n \in \mathbb{Z}} |\lambda_n^{\pm} - n\pi|^2 < c$$

with a constant $c$, which can be chosen locally uniformly in $\varphi$. An analogous remark applies to many similar expressions in the sequel.

**Proof.** By the series expansion of the fundamental solution,

$$\Delta(\lambda) = 2 \cos \lambda + \sum_{n \geq 1} \text{tr} M_n(1, \lambda).$$

By (4) and the following equation the trace of $M_1$ vanishes, and that of $M_2$ is

$$\int_{0 \leq r \leq s \leq 1} \left( e^{-i\lambda(1-2r+2s)}\varphi_1(r)\varphi_2(s) + e^{i\lambda(1-2r+2s)}\varphi_1(s)\varphi_2(r) \right) dr \, ds.$$

As $\lambda_n^{\pm} = n\pi + O(1)$, each one-dimensional integral yields a contribution of order $\ell^2(n)$ by Lemma 21.2 locally uniformly on $L_c^2$. Taking their product, we thus obtain

$$\text{tr} M_2(1, \lambda_n^{\pm}) = \ell^1(n).$$

Such an expression is contained in all higher order terms as well, and we can argue as in the proof of Theorem 1.1 to obtain

$$\Delta(\lambda_n^{\pm}) = 2 \cos \lambda_n^{\pm} + \ell^1(n)$$

locally uniformly in $\varphi$. Together with $\Delta(\lambda_n^{\pm}) = 2(-1)^n$ we thus obtain

$$\cos \lambda_n^{\pm} = (-1)^n + \ell^1(n).$$

With $\lambda_n^{\pm} = n\pi + \eta_n^{\pm}$ and thus $\cos \lambda_n^{\pm} = \cos(n\pi + \eta_n^{\pm}) = (-1)^n \cos \eta_n^{\pm}$ by the addition theorem for cosine, we arrive at

$$\cos \eta_n^{\pm} = 1 + \ell^1(n).$$

As $\cos t = 1 - t^2/2 + O(t^4)$ and $|\eta_n^{\pm}| \leq \pi/4$ for almost all $n$ by the Counting Lemma, we conclude that $\eta_n^{\pm} = \ell^2(n).$  

1 Recall that $\text{tr} M_{2n-1} = 0$ for all $n \geq 1$, as $M_{2n-1}$ is antidiagonal
The periodic eigenvalues are the roots of the characteristic function $\chi_p(\lambda)$. As in the case of the characteristic polynomial of a finite dimensional matrix, the latter is also completely determined by the former.

To simply the product formulas, we use the convenient abbreviation

$$\pi_n := \begin{cases} n\pi, & n \neq 0, \\ 1, & n = 0. \end{cases}$$

**Proposition 3.4** For $\varphi \in L^2_c$, 

$$\chi_p(\lambda) = -4 \prod_{m \in \mathbb{Z}} \frac{(\lambda_m^+ - \lambda)(\lambda_m^- - \lambda)}{\pi^2_m}.$$ 

*Proof.* By Lemma 20.2 the product on the right hand side defines an entire function $\chi$ which has exactly the roots $\lambda_n^\pm$, $n \in \mathbb{Z}$, and satisfies 

$$\chi(\lambda) \big|_{C_n} = (-4 \sin^2 \lambda) (1 + 1)$$

on the circles $C_n : |\lambda| = n\pi + \pi/2$. The same asymptotic behaviour is true for $\chi_p(\lambda)$ by Lemma 3.1. Hence, the quotient of these two entire functions is again an entire function, which on $C_n$ converges uniformly to 1 as $n \to \infty$. By the maximum principle, the quotient is identically equal to 1, which is the claim.

We need analogous results for the $\lambda$-derivative $\hat{\Delta}$ of $\Delta$. This function is asymptotically close to $-2\sin\lambda$ for $\lambda$ large by Lemma 3.1. Hence, arguing as in the proof of the Counting Lemma, $\hat{\Delta}$ has exactly one root $\lambda_n^*$ in each disc $D_n$ for $|n| > N$ sufficiently large, $N + 1$ roots in the disc $B_N$, and no other roots. Proceeding along the same lines as in the proofs of Propositions 3.3 and 3.4 we obtain the following result.

**Proposition 3.5** For each potential $\varphi \in L^2_c$ the roots of $\hat{\Delta}$ form a doubly infinite sequence $\cdots \lessdot \lambda_{n-1}^* \lessdot \lambda_n \lessdot \lambda_{n+1}^* \lessdot \cdots$ such that

$$\lambda^*_n = n\pi + \ell^2(n)$$

locally uniformly on $L^2_c$, and

$$\hat{\Delta}(\lambda) = 2 \prod_{m \in \mathbb{Z}} \frac{\lambda_m^* - \lambda}{\pi_m}.$$
Remark. At the zero potential, the above formula amounts to the well known product representation of $-2 \sin \lambda$ with zeroes given by $\lambda_n^* = n\pi$ for $n \in \mathbb{Z}$.

Later we need the following refinement of the asymptotics of the zeros of $\dot{\Delta}$.

**Lemma 3.6** Locally uniformly on $L_c^2$,

$$\lambda_n^* = \tau_n + o(\gamma_n^2),$$

with $\gamma_n = \lambda_n^+ - \lambda_n^-$ and $\tau_n = (\lambda_n^+ + \lambda_n^-)/2$.

**Proof.** Write $\Delta^2(\lambda) - 4 = 4(\lambda_n^+ - \lambda)(\lambda - \lambda_n^-)\Delta_n(\lambda)$ with

$$\Delta_n(\lambda) = \prod_{m \neq n} \frac{(\lambda_m^+ - \lambda)(\lambda_m^- - \lambda)}{\pi_m^2}.$$

We have $\Delta_n = 1 + 1$ on $D_n$ by Lemma 20.3 and $\lambda_n^* = n\pi + \ell^2(n)$ by the preceding proposition. Therefore,

$$\dot{\Delta}_n(\lambda_n^*) = 1$$

by Cauchy’s estimate. We obtain

$$0 = (\Delta^2(\lambda) - 4)'|_{\lambda_n^*} = 4(\lambda_n^+ - 2\lambda_n^* + \lambda_n^-)\Delta_n(\lambda_n^*) + 4(\lambda_n^+ - \lambda_n^*)(\lambda_n^* - \lambda_n^-)\dot{\Delta}_n(\lambda_n^*)$$

$$= 8(\tau_n - \lambda_n^*)(1 + 1) + 4(\lambda_n^+ - \lambda_n^*)(\lambda_n^* - \lambda_n^-)1.$$  

With $4(\lambda_n^+ - \lambda_n^*)(\lambda_n^- - \lambda_n^*) = 4(\tau_n - \lambda_n^*)^2 - \gamma_n^2$ this leads to

$$\tau_n - \lambda_n^* = (4(\tau_n - \lambda_n^*)^2 - \gamma_n^2)1.$$  

As $\lambda_n^- \leq \lambda_n^* \leq \lambda_n^+$ and hence $|\tau_n - \lambda_n^*| \leq \gamma_n/2$, the claim follows.  

4 The Dirichlet and Neumann Spectrum

The *Dirichlet spectrum* of the Zs-operator $L$ is more transparently defined as the spectrum of the corresponding AKNS-operator on the domain

$$\mathcal{A}_{\text{Dir}} = \{ f \in H^1_c : f_2(0) = 0 = f_2(1) \}.$$
In view of the representation \( \text{(6)} \) of its fundamental solution \( K \), this spectrum is the zero set of the third component of \( K \), hence of the entire function

\[
\chi_d(\lambda, \varphi) := \frac{m_3 + m_4 - m_1 - m_2}{2i},
\]

By Theorem 2.2,

\[
\chi_d(\lambda, \varphi) = \frac{e^{i\lambda} - e^{-i\lambda}}{2i} + o(e^{3|\lambda|}) = \sin \lambda + o(e^{3|\lambda|}).
\]

For the \( \text{Zs} \)-operator the corresponding domain is

\[
D_{\text{Dir}} = \left\{ g \in H^1_c : (g_2 - g_1)|_0 = 0 = (g_2 - g_1)|_1 \right\},
\]

as this domain is mapped one-to-one onto \( A_{\text{Dir}} \) under the transformation \( T \).

Since we repeatedly have to evaluate the coefficients of the fundamental solution \( M \) at \( t = 1 \), we will use the abbreviation

\[
\hat{m}_j := m_j|_{t=1}.
\]

The discriminant is then \( \Delta = \hat{m}_1 + \hat{m}_4 \), and the Dirichlet spectrum of \( \varphi \) is the zero set of the entire function

\[
\chi_d = \frac{\hat{m}_3 + \hat{m}_4 - \hat{m}_1 - \hat{m}_2}{2i}.
\]

The same will apply to the accent ` in other contexts.

Using the asymptotic behaviour \( \text{[9]} \) and arguing as in the proof of the Counting Lemma, the Dirichlet spectrum of any potential \( \varphi \) in \( L^2_c \) is represented as a doubly infinite sequence of lexicographically ordered eigenvalues

\[
\cdots \preceq \mu_{n-1} \preceq \mu_n \preceq \mu_{n+1} \preceq \cdots,
\]

counted with their algebraic multiplicities. For \(|n| \) sufficiently large, \( \mu_n \) is the unique eigenvalue in the disc \( D_n \) and thus simple.

Of course, defining the domain \( A_{\text{Dir}} \) through the second component of \( f \) is quite arbitrary, and we may as well consider the spectrum of \( L \) with respect to the Akns-operator on

\[
A_{\text{Neu}} = \left\{ f \in H^1_c : f_1(0) = 0 = f_1(1) \right\}.
\]
We take the freedom to call this the \textit{Neumann spectrum} of $L$. It is the zero set of the second component of $K$ evaluated at $t = 1$, hence of the entire function

$$\chi_N(\lambda, \varphi) := \frac{m_3 - m_4 + m_1 - m_2}{2i} \bigg|_{(1, \lambda, \varphi)}.$$  

Again by Theorem 2.2

$$\chi_N(\lambda, \varphi) = e^{i\lambda} - e^{-i\lambda} + o(e^{|3\lambda|}) = \sin \lambda + o(e^{|3\lambda|}).$$

For the $Zs$-operator the corresponding domain is

$$\mathcal{D}_{\text{Neu}} = \left\{ h \in H^1_c : (h_2 + h_1)\big|_0 = 0 = (h_2 + h_1)\big|_1 \right\}.$$  

The Neumann eigenvalues also form a doubly infinite sequence

$$\cdots \preceq \nu_{n-1} \preceq \nu_n \preceq \nu_{n+1} \preceq \cdots.$$  

Both Dirichlet and Neumann eigenvalues have the same asymptotics as the periodic ones, and they completely determine their characteristic functions.

**Theorem 4.1** \textit{Locally uniformly on $L^2_c$},

$$\mu_n, \nu_n = n\pi + \ell^2(n),$$  

and

$$\chi_D(\lambda) = -\prod_{m\in\mathbb{Z}} \frac{\mu_m - \lambda}{\pi_m}, \quad \chi_N(\lambda) = -\prod_{m\in\mathbb{Z}} \frac{\nu_m - \lambda}{\pi_m}.$$  

**Proof.** The proof is the same as that of Propositions 3.3 and 3.4. For instance, by Lemma 20.2 the first product defines an entire function $\chi$ which has exactly the roots $\mu_n, n \in \mathbb{Z}$, and satisfies

$$\chi(\lambda)\big|_{C_n} = (\sin \lambda) (1 + 1)$$  

on the circles $C_n = \{ \lambda : |\lambda| = n\pi + \pi/2 \}$. The same asymptotic behaviour is true for $\chi_D(\lambda)$. Hence, the quotient of these two entire functions is again an entire function, which on $C_n$ converges uniformly to 1 as $n \to \infty$. By the maximum principle, the quotient is identically equal to 1, which yields the claim. \qedsymbol
In the AKNS-coordinates, the first and second column of the fundamental solution $K$ represent solutions of $Lf = \lambda f$, which give rise to eigenfunctions when evaluated at a Dirichlet and Neumann eigenvalue, respectively. In the Zs-coordinates they are given by the columns of $TK = MT$. Hence, if we let

$$g = \begin{pmatrix} m_1 + m_2 \\ m_3 + m_4 \end{pmatrix}, \quad h = \begin{pmatrix} m_1 - m_2 \\ m_3 - m_4 \end{pmatrix},$$

then one particular choice of Dirichlet and Neumann eigenfunctions is

$$g_n = g(\cdot, \mu_n), \quad h_n = h(\cdot, \nu_n), \quad n \in \mathbb{Z}.$$

The following corollary is an immediate consequence of the asymptotic behaviour of $\mu_n$ and $\nu_n$ and Proposition 2.3.

**Corollary 4.2**

$$g_n = (e^{-\pi int}, e^{\pi int}) + \ell^2(n), \quad h_n = (e^{-\pi int}, -e^{\pi int}) + \ell^2(n),$$

locally uniformly on $L^2_c$. At the zero potential these identities hold without the error terms.

## 5 Potentials of Real Type

A potential $\varphi = (\varphi_1, \varphi_2)$ of the Zs-operator is said to be of real type, if

$$\varphi_2 = \bar{\varphi}_1.$$

In this case we have $\varphi = (q + ip, q - ip)$ with real valued functions $q$ and $p$, so the coefficients of the corresponding AKNS-operator are real valued. The subspace of $L^2_c$ of all real type potentials will be denoted by

$$L^2_r = \{ \varphi \in L^2_c : \varphi_2 = \bar{\varphi}_1 \}.$$

Note that this is a real subspace of $L^2_c$, not a complex one.

An equivalent characterization is that $L(\varphi)$ and hence $L(q, p)$ are formally self-adjoint on $[0, 1]$ with respect to the standard complex $L^2$-product. Since $iRD$
is formally self-adjoint, this amounts to $\Phi$ being formally selfadjoint, or

$$\Phi^* = \begin{pmatrix} \bar{\varphi}_1 & \bar{\varphi}_2 \\ \varphi_1 & \varphi_2 \end{pmatrix} = \begin{pmatrix} \varphi_1 & \varphi_2 \\ \bar{\varphi}_1 & \bar{\varphi}_2 \end{pmatrix} = \Phi.$$

It follows by standard arguments that in this case the periodic, Dirichlet and Neumann spectra are all real. Their lexicographic ordering thus reduces to the real ordering, and those eigenvalues are continuous functions of the potential.

The real case is reflected in the structure of the solutions as follows.

**Lemma 5.1** For $\varphi$ of real type and real $\lambda$,

$$\bar{M} = PMP, \quad P := \begin{pmatrix} 1 \\ 1 \end{pmatrix},$$

or equivalently, $m_4 = \bar{m}_1$ and $m_3 = \bar{m}_2$. If a solution of $Lf = \lambda f$ is real in the AKNS-coordinates, then $\bar{f} = Pf$, or equivalently, $\bar{f}_1 = f_2$.

**Proof.** For real type $\varphi$ and real $\lambda$, the fundamental solution $K$ in the AKNS-coordinates is real, while the transformation $T$ given in [1] satisfies $\bar{T} = PT$. For $M = TKT^{-1}$, we thus have

$$\bar{M} = \bar{T}KT^{-1} = PTKT^{-1}P = PMP.$$

Similarly, $f = MTv$ with some real vector $v$, and the second claim follows with a similar calculation. $lacksquare$

Deforming a potential of real type to the zero potential, one finds that

$$\Delta(\lambda_\pm^\mp_n) = 2(-1)^n, \quad n \in \mathbb{Z}.$$
Hence, by the reality of the spectrum for real type potentials,

\[ \lambda_{n-1}^+ < \lambda_n^- \leq \lambda_n^+ < \lambda_{n+1}^- \]

for all \( n \in \mathbb{Z} \). So for real type potentials all periodic eigenvalues come in pairs, forming the so called gaps

\[ G_n := [\lambda_n^-, \lambda_n^+] \quad n \in \mathbb{Z} \].

If \( \lambda_n^- = \lambda_n^+ \), then \( G_n \) reduces to a point, and one speaks of a collapsed gap. Otherwise, their gap is said to be open.

**Remark.** Note that considered on the whole real line the spectrum of \( L(\varphi) \) with a real type potential is

\[ \text{spec}_{\mathbb{R}}(L(\varphi)) = \mathbb{R} \setminus \bigcup_{n \in \mathbb{Z}} (\lambda_n^-, \lambda_n^+) \],

where \((\lambda_n^-, \lambda_n^+)\) is empty for \( \lambda_n^- = \lambda_n^+ \).

An important role is played by the value of the characteristic function of the periodic spectrum at Dirichlet eigenvalues. These values can be represented in terms of the function

\[ \delta := \hat{m}_2 + \hat{m}_3 \],

which we refer to as the anti-discriminant.

**Lemma 5.2** At any Dirichlet eigenvalue \( \mu_n \) of a potential \( \varphi \) in \( L^2 \),

\[ \Delta^2(\mu_n) - 4 = \delta^2(\mu_n) \].

The same is true at any Neumann eigenvalue \( \nu_n \).

**Proof.** As \( 1 = \hat{m}_1 \hat{m}_4 - \hat{m}_2 \hat{m}_3 \) by the Wronskian identity,

\[ \Delta^2 - 4 = (\hat{m}_1 + \hat{m}_4)^2 - 4 \]
\[ = (\hat{m}_1 + \hat{m}_4)^2 - 4\hat{m}_1\hat{m}_4 + 4\hat{m}_2\hat{m}_3 \]
\[ = (\hat{m}_1 - \hat{m}_4)^2 + 4\hat{m}_2\hat{m}_3 \].
As Dirichlet eigenvalues are roots of $2i\chi_D = \dot{m}_3 + \dot{m}_4 - \dot{m}_1 - \dot{m}_2$,

$$\dot{m}_1 - \dot{m}_4|_{\mu_n} = \dot{m}_3 - \dot{m}_2|_{\mu_n}. $$

At a Dirichlet eigenvalue we therefore have

$$\Delta^2 - 4 = (\dot{m}_2 - \dot{m}_3)^2 + 4\dot{m}_2\dot{m}_3 = (\dot{m}_2 + \dot{m}_3)^2 = \delta^2. $$

As the Neumann eigenvalue $\nu_n$ is a root of $2i\chi_N = \dot{m}_3 - \dot{m}_4 + \dot{m}_1 - \dot{m}_2$ we similarly have $\dot{m}_1 - \dot{m}_4|_{\nu_n} = \dot{m}_2 - \dot{m}_3|_{\nu_n}.$ The rest of the calculation is the same. 

Combining these last two lemmas one sees that for any $\varphi \in L^2_r$,

$$\chi_\varphi(\mu_n) \geq 0, \quad \chi_\varphi(\nu_n) \geq 0. $$

As $\chi_\varphi(\lambda) = \Delta^2(\lambda) - 4$ is real for real $\lambda$, it follows that $\mu_n$ and $\nu_n$ are enclosed by two consecutive periodic eigenvalues of the same kind. Deforming the potential continuously to the zero potential we conclude that they are indeed enclosed by periodic eigenvalues of the same index.

**Lemma 5.3** For any potential of real type,

$$\lambda_n^- \leq \mu_n, \nu_n \leq \lambda_n^+, \quad n \in \mathbb{Z}. $$

In particular, all Dirichlet and Neumann eigenvalues are simple and real analytic functions of $q$ and $p$.

**Proof.** It remains to show the statement about analyticity. As the Dirichlet and Neumann eigenvalues are simple, they are simple roots of their characteristic function $\chi_D$ and $\chi_N$, respectively. As the latter are analytic functions of $\lambda$ and $\varphi$, the last statement follows from the implicit function theorem.

The index $n$ of a periodic eigenvalue $\lambda_n^\pm$ of a real type potential was defined with reference to the asymptotic behaviour of the sequence of all periodic eigenvalues. An alternative way is to look at any eigenfunction $f_n$ of $\lambda_n^\pm$ in the AKNS system and to determine its winding number with respect to zero. The latter is well defined, since $f_n$ takes values in $\mathbb{R}^2$ and never vanishes.

**Proposition 5.4** Any eigenfunction of an $n$-th periodic, Dirichlet or Neumann eigenvalue of a potential of real type has winding number $n\pi$. 
Proof. The winding number of any periodic eigenfunction is a multiple of $\pi$ by the very nature of the periodic boundary condition in the AKNS system. It is also a continuous function of the potential. The result thus follows by deforming any potential of real type to the zero potential and verifying the claim for the latter. The same argument applies to the Dirichlet and Neumann eigenvalues.

Proposition 5.5 The periodic, Dirichlet and Neumann eigenvalues are compact functions on $L^2_r$.

Proof. Consider a sequence $(\varphi_\nu)$ in $L^2_r$ converging weakly to a potential $\varphi$, and fix any pair of periodic eigenvalues $\lambda^\pm_n$ of $\varphi$. Let $U$ be a complex $\varepsilon$-neighbourhood of the set $\{\lambda^-_n, \lambda^+_n\}$. Using the compactness of the discriminant and Rouché’s theorem we conclude that for all $\nu$ large enough, $\varphi_\nu$ has two periodic eigenvalues inside $U$, that $\Delta$ has the same sign at both of them, and that there are no other eigenvalues between them. Hence these two eigenvalues form a spectral gap of $\varphi_\nu$. As the size of the neighbourhood $U$ was arbitrary there exists a sequence $(n_\nu)$ such that

$$\lambda^\pm_{n+n_\nu}(\varphi_\nu) \to \lambda^\pm_n(\varphi).$$

It remains to show that almost all $n_\nu$ are zero.

Consider any sequence of associated eigenfunctions $f^\pm_{n+n_\nu}$. We can always pass to a subsequence so that their initial values at $t = 0$, normalized to length 1, form a convergent sequence. Since the fundamental solution $M$ is a compact function of the potential by Proposition 1.2 also the associated eigenfunctions converge to eigenfunctions of $\lambda^\pm_n(\varphi)$, and so does their winding number. Since the latter is a discrete function, it is an eventually constant sequence, being equal to $n\pi$ by the preceding proposition. Hence along such a subsequence, almost all $n_\nu$ vanish.

The preceding argument applies to any subsequence with converging normalized initial values. Hence, it also applies to the whole sequence, and we obtain our claim. – The case of Dirichlet and Neumann eigenvalues is treated similarly.

Finally, we need a representation of the norm of the solutions $g$ in (10).

Lemma 5.6 For any $\lambda \in \mathbb{R}$ and any $\varphi \in L^2_r$,

$$\|g\|^2 = 2(\dot{\chi}_D g_2 - \chi_D \dot{g}_2)_{t=1}$$

for the solution $g$ defined in (10). In particular, at any Dirichlet eigenvalue,

$$\|g_n\|^2 = 2\dot{\chi}_D (\mu_n) \dot{g}_n,2.$$
Proof. Let \( \varphi \) be of real type. We may assume that \( \varphi \) is continuous, since the identity in question is continuous in \( \varphi \) by Theorem 1.1. We may then differentiate \( Lg = \lambda g \) with respect to \( \lambda \) to obtain \( L\dot{g} = g + \lambda \dot{g} \). Multiplication with the adjoint \( g^* = \bar{g}^\top \) gives

\[
g^*L\dot{g} = g^*g + \lambda g^*\dot{g}.
\]

Taking the adjoint of \( Lg = \lambda g \) and multiplying it with \( \dot{g} \) gives

\[
(Lg)^*\dot{g} = \bar{\lambda}g^*\dot{g}.
\]

For real \( \lambda \) the difference of these two identities then yields

\[
g^*g = g^*L\dot{g} - (Lg)^*\dot{g}.
\]

The \( \Phi \)-terms on the right hand side cancel each other in view of \( \Phi^* = \Phi \), and with \( \bar{g} = Pg \) by Lemma 5.1 we arrive at

\[
g^*g = g^*(iR\dot{g})_t - (iRg)_t^*\dot{g}
\]

\[
= ig^\top PR\dot{g}_t + ig^\top tPR\dot{g} = i(g^\top P R\dot{g})_t = i[\dot{g},g]_t.
\]

This gives the formula

\[
\|g\|^2 = \int_0^1 g^*g \, dt = i[\dot{g},g]_0^1,
\]

which in fact holds for any solution \( g \). For the solution \( g \) given by (10), we have \( \dot{g}(0) = 0 \) and thus

\[
[\dot{g},g]_0^1 = (\dot{g}_1 g_2 - \dot{g}_2 g_1)|_{t=1} = (\dot{g}_2(g_2 - g_1) - (\dot{g}_2 - \dot{g}_1)g_2)|_{t=1}.
\]

With \( \dot{g}_{n,2} - \dot{g}_{n,1} = 2i\chi_\mathcal{D} \) we obtain the first claim. The second claim follows with \( \chi_\mathcal{D}(\mu_n) = 0 \).

Remark. For a solution of real type, one has \( \|g\|^2 = \int_0^1 g^\top P g \, dt \). On the other hand, arguing in a entirely analogous fashion as in the proof above, one finds that for any \( \varphi \in L^2_c \), any \( \lambda \in \mathbb{C} \), and any solution \( g \),

\[
\int_0^1 g^\top P g \, dt = i[\dot{g},g]_0^1.
\]

In this more general setting the \( \Phi \)-terms cancel each other, because \( P\Phi = \Phi^\top P \).
6 Gradients

We denote the *differential* of a differentiable function $F$ on $L^2_c$ with values in a complex Banach space by $dF$, and its *directional derivative* in the direction $h$ by $\partial_h F$. We then have

$$\partial_h F = dF h = \int_0^1 (\partial_1 F h_1 + \partial_2 F h_2) \, dt,$$

where $\partial_i F$ denotes the representation of the directional derivative of $F$ in the direction of the $i$-th component of $h$. Note that no complex conjugation is involved. We then call

$$\partial F = (\partial_1 F, \partial_2 F)$$

the *gradient* of $F$.

**Lemma 6.1** The gradient of the fundamental solution is given by

$$i\partial_1 M(t) = M(t) \begin{pmatrix} -m_3 m_4 & -m_4^2 \\ m_3^2 & m_3 m_4 \end{pmatrix} K_{[0,t]},$$

$$i\partial_2 M(t) = M(t) \begin{pmatrix} -m_1 m_2 & -m_2^2 \\ m_2^2 & m_1 m_2 \end{pmatrix} K_{[0,t]}.$$

**Proof.** As all terms in these formulas depend continuously on $\varphi$, it suffices to verify them for sufficiently smooth $\varphi$ for which we may interchange differentiation with respect to $t$ and $\varphi$. Taking the directional derivative of $LM = \lambda M$ in the direction $h$, we then obtain

$$L \partial_h M = \lambda \partial_h M - (\partial_h L) M.$$

Since $\partial_h M(0) = 0$ and $\partial_h L = \partial_h \Phi$ we get

$$\partial_h M(t) = M(t) \int_0^t M(s)^{-1} S_h(s) M(s) \, ds,$$

with Proposition 1.3. Spelling out this formula with respect to the components of $h$ yields the formulas for the components of the gradient. □
Using the star product of 2-vectors introduced in \(^{(7)}\) the gradient of \(M\) can be represented in terms of the two columns

\[
M_1 = \begin{pmatrix} m_1 \\ m_3 \end{pmatrix}, \quad M_2 = \begin{pmatrix} m_2 \\ m_4 \end{pmatrix}
\]

of the fundamental solution \(M\). Recall that those are the solutions of \(Lf = \lambda f\) with initial values \((1, 0)^T\) and \((0, 1)^T\), respectively.

**Proposition 6.2**  The gradient of the fundamental solution is given by

\[
i \partial M(t) = M(t) \begin{pmatrix} -M_1 \star M_2 & -M_2 \star M_2 \\ M_1 \star M_1 & M_1 \star M_2 \end{pmatrix} \mathbb{K}_{[0,t]}.
\]

The elements of the matrix in parentheses are column vectors, and the standard rules of matrix multiplication apply. For example, adding \(\partial m_1\) and \(\partial m_4\) at \(t = 1\) yields the following result.

**Corollary 6.3**  The gradient of the discriminant is given by

\[
i \partial \Delta = \dot{m}_2 M_1 \star M_1 + (\dot{m}_4 - \dot{m}_1)M_1 \star M_2 - \dot{m}_3 M_2 \star M_2.
\]

We rewrite these identities in terms of the *Floquet solutions* of \(L\). Consider the two eigenvalues \(\xi_{\pm}\) of \(M\) at \(t = 1\). Assuming \(\dot{m}_2 \neq 0\), associated eigenvectors \(v_{\pm}\) are given by

\[
v_{\pm} := \begin{pmatrix} 1 \\ a_{\pm} \end{pmatrix}, \quad a_{\pm} := \frac{\xi_{\pm} - \dot{m}_1}{\dot{m}_2}.
\]

They give rise to the *Floquet solutions*

\[
f_{\pm} := M v_{\pm} = M_1 + a_{\pm} M_2,
\]

which by construction satisfy \(f_{\pm}(1) = M(1)v_{\pm} = \xi_{\pm} v_{\pm} = \xi_{\pm} f_{\pm}(0)\), and more generally,

\[
f_{\pm}(t + 1) = \xi_{\pm} f_{\pm}(t)
\]

for all real \(t\). – First a simple fact concerning the coefficients \(a_{\pm}\).
Lemma 6.4 If $\hat{m}_2(\lambda) \neq 0$, then

$$\hat{m}_2(a_+ + a_-) = \hat{m}_4 - \hat{m}_1, \quad \hat{m}_2a_+a_- = -\hat{m}_3.$$  

Proof. This is a straightforward calculation using $\xi_+ + \xi_- = \hat{m}_1 + \hat{m}_4$ by the trace formula and $\xi_+\xi_- = 1$ by the Wronskian identity. 

Proposition 6.5 If $\hat{m}_2(\lambda) \neq 0$, then

$$i\partial \Delta = \hat{m}_2f_+ \ast f_-.$$  

Proof. By the definition of $f_\pm$ and the preceding two results,

$$\hat{m}_2f_+ \ast f_- = \hat{m}_2M_1 \ast M_1 + \hat{m}_2(a_+ + a_-)M_1 \ast M_2 + \hat{m}_2a_+a_-M_2 \ast M_2$$

$$= \hat{m}_2M_1 \ast M_1 + (\hat{m}_4 - \hat{m}_1)M_1 \ast M_2 - \hat{m}_3M_2 \ast M_2$$

$$= i\partial M.$$  

We also have occasion to consider the function $u := \hat{m}_1 + \hat{m}_2 + \hat{m}_3 + \hat{m}_4$ and its gradient.

Lemma 6.6

$$i\partial u = h \ast g,$$

where $h$ is the solution of $Lf = \lambda f$ with end value $h(1) = (1, -1)^T$, and $g$ is defined in (10).

Proof. By Proposition 6.2

$$i\partial u = i\partial \hat{m}_1 + \cdots + i\partial \hat{m}_4$$

$$= (\hat{m}_2 + \hat{m}_4)M_1 \ast M_1 + (\hat{m}_2 + \hat{m}_4 - \hat{m}_1 - \hat{m}_3)M_1 \ast M_2$$

$$- (\hat{m}_1 + \hat{m}_3)M_2 \ast M_2$$

$$= ((\hat{m}_2 + \hat{m}_4)M_1 - (\hat{m}_1 + \hat{m}_3)M_2) \ast (M_1 + M_2).$$

By definition, $M_1 + M_2 = g$, and calling the other factor $h$ one verifies that

$$h(1) = \begin{pmatrix} \hat{m}_1\hat{m}_4 - \hat{m}_2\hat{m}_3 \\ \hat{m}_2\hat{m}_3 - \hat{m}_1\hat{m}_4 \end{pmatrix} = \begin{pmatrix} 1 \\ -1 \end{pmatrix}$$

by the Wronskian identity.
Remark. The convenience to express gradients in terms of the star-product of two solutions of $Lf = \lambda f$ will become clear in the next section, when we determine various brackets with the help of Proposition 1.7.

Next we consider the gradients of eigenvalues. When any of the periodic, Dirichlet or Neumann eigenvalues is simple, it is a simple root of the corresponding characteristic function, which is an analytic function of $\lambda$ and $\varphi$. Hence, by the implicit function theorem, such an eigenvalue is locally an analytic function of $\varphi$ as well, and its gradient is well defined. It turns out that it can be expressed in terms of the square of an associated eigenfunction.

**Proposition 6.7** Let $\varphi$ be of real type, and let $\kappa$ be a Dirichlet, Neumann or simple periodic eigenvalue of $L(\varphi)$ with eigenfunction $w$. Then $\kappa$ is locally real analytic in $\varphi$, and its gradient is

$$\partial \kappa = \frac{w \star w}{\|w\|^2}.$$ 

**Proof.** We already observed that as a simple eigenvalue, $\kappa$ is locally analytic in $\varphi$. Arguing as in the preceding proof, we may assume $\varphi$ to be sufficiently smooth and take the directional derivative of $Lw = \kappa w$ to obtain

$$\partial_h(Lw) = (\partial_h L)w + L(\partial_h w) = (\partial_h \kappa)w + \kappa(\partial_h w).$$

Thus,

$$(\partial_h \kappa)w = (L - \kappa)(\partial_h w) + (\partial_h L)w.$$ 

Observing that $w^T(L - \kappa)\partial_h w = ((L - \kappa)w)^T\partial_h w = 0$ due to the self-adjointness of $L - \kappa$ and $Lw = \kappa w$, multiplication with $w^T$ on both sides yields

$$\|w\|^2 (\partial_h \kappa) = \int_0^1 w^T \partial_h Lw \, dt.$$ 

Finally, $Pw = \bar{w}$ in the real case by Lemma 5.1 so with $\partial_h L = \left( \begin{array}{c} h_1 \\ h_2 \end{array} \right)$ we get

$$\|w\|^2 (\partial_h \kappa) = \int_0^1 (|w_2|^2 h_1 + |w_1|^2 h_2) \, dt.$$ 

This proves the claim.

With the asymptotics of the Dirichlet and Neumann eigenfunctions in Corollary 4.2 we thus get
Lemma 6.8  For \( \varphi \) of real type,
\[
\partial \mu_n, \partial \nu_n = \frac{1}{2} (e^{2\pi i n t}, e^{-2\pi i n t}) + \ell^2(n)
\]
locally uniformly on \( L^2_r \). At the zero potential these identities hold without the error terms.

As a first consequence of these calculations we show that generically all gaps of a potential of real type are open. First a simple observation.

Lemma 6.9  For a potential of real type the \( n \)-th gap is collapsed iff
\[
M(1, \mu_n) = (-1)^n \text{Id}.
\]

Proof.  If the \( n \)-th gap is collapsed, then \( \lambda^-_n = \mu_n = \nu_n = \lambda^+_n \) by Lemma 5.3. In view of the definition of the characteristic functions of the Dirichlet and Neumann problem this leads at \( \lambda = \mu_n \) to the system of equations
\[
\dot{m}_1 + \dot{m}_2 - \dot{m}_3 - \dot{m}_4 = 0, \quad \dot{m}_1 - \dot{m}_2 + \dot{m}_3 - \dot{m}_4 = 0.
\]
Together with \( \dot{m}_1 + \dot{m}_4 = 2(-1)^n \) this implies \( \dot{m}_1 = \dot{m}_4 = (-1)^n \). Furthermore, by the Wronskian identity and Lemma 5.2
\[
\dot{m}_2 + \dot{m}_3 = 0, \quad \dot{m}_2 \dot{m}_3 = 0,
\]
at \( \lambda = \mu_n \), which implies \( \dot{m}_2 = \dot{m}_3 = 0 \). We conclude that \( M(1, \mu_n) = (-1)^n \text{Id} \). Obviously, this latter property conversely implies that \( \lambda^-_n = \mu_n = \nu_n = \lambda^+_n \).

Theorem 6.10  For each \( n \in \mathbb{Z} \), the set
\[
Y_n = \{ \varphi \in L^2_r : \lambda^-_n(\varphi) = \lambda^+_n(\varphi) \}
\]
is a real analytic submanifold of codimension 2. Consequently, generically all spectral gaps are open.

Proof.  By the preceding lemma, we can characterize \( Y_n \) equivalently by the two equations
\[
\begin{align*}
z_1 &:= \dot{m}_1(\mu_n(\varphi), \varphi) = (-1)^n, \\
z_2 &:= \dot{m}_2(\mu_n(\varphi), \varphi) = 0,
\end{align*}
\]
since then $\hat{m}_4(\mu_n(\varphi), \varphi) = (-1)^n$ by the Wronskian identity and $\hat{m}_3(\mu_n(\varphi), \varphi) = 0$ in view of $\chi_d(\mu_n) = 0$. These functions are analytic on $L^2_r$ with gradient

$$\partial z_k = \hat{m}_k \partial \mu_n + \partial \hat{m}_k|_{\mu_n}, \quad k = 1, 2.$$ 

By Proposition 6.2 and Lemma 6.9

$$i \partial \hat{m}_k = \hat{m}_2 M_1 \star M_k - \hat{m}_1 M_k \star M_2 = (-1)^{n+1} M_k \star M_2$$

on $Y_n$, and by Proposition 6.8

$$\partial \mu_n = \|g_n\|^{-2} g_n \star g_n = \|g_n\|^{-2} (M_1 + M_2) \star (M_1 + M_2).$$

One easily checks that the vector functions $M_1 \star M_1$, $M_1 \star M_2$ and $M_2 \star M_2$ are independent – see [23, Theorem 2.7] for an argument of this type. So the same is true for $M_1 \star M_1$, $M_1 \star M_2$ and $(M_1 + M_2) \star (M_1 + M_2)$. Hence, $Y_n$ is an analytic submanifold of $L^2_r$ of codimension two by the implicit function theorem.

In particular, each $Y_n$ is of first Baire category. Since $L^2_r$ is complete, also their union, $\bigcup_{n \in \mathbb{Z}} Y_n$, is of first category. The complement of this set is precisely the set of all potentials of real type that have only open gaps.

7 Poisson brackets

We now look at the Poisson brackets of the discriminant $\Delta$ with itself and with eigenvalues. If $F, G$ are two differentiable functions – or ‘functionals’ – on $L^2_c$, then their Poisson bracket is defined as

$$\{F, G\} = i \int_0^1 [\partial F, \partial G] \, dt,$$

where $[\cdot, \cdot]$ denotes the bracket introduced in section 2. – A simple example is the bracket among the periodic and Dirichlet eigenvalues.

**Lemma 7.1** For all $m, n \in \mathbb{Z}$,

$$\{\mu_m, \mu_n\} = 0.$$

The same holds for the brackets of any two simple periodic eigenvalues.
Proof. By the anti-symmetry of the bracket, it suffices to consider $m \neq n$. Then $\mu_m \neq \mu_n$, and by Lemma 6.7 and 1.7

$$2i \{\mu_m, \mu_n\} = \frac{2i}{\|g_m\|^2 \|g_n\|^2} \int_0^1 [g_m * g_m, g_n * g_n] \, dt$$

$$= \frac{[g_m, g_n]^2}{(\mu_m - \mu_n) \|g_m\|^2 \|g_n\|^2} \bigg|_0^1 = 0$$

by the boundary conditions for Dirichlet eigenfunctions. The brackets of simple periodic eigenvalues are handled in exactly the same way. 

For the following calculations we need to assume that $\dot{m}_2$ does not vanish in order to make use of Lemma 6.5. Fortunately, this is true on a dense open subset.

**Lemma 7.2** For any $\lambda \in \mathbb{C}$,

$$N_\lambda := \{ \varphi \in L^2_c : \dot{m}_2(\lambda, \varphi) = 0 \}$$

is an analytic hypersurface in $L^2_c$ and hence nowhere dense.

**Proof.** We show that $\partial \dot{m}_2$ does not vanish on $N_\lambda$ for any complex $\lambda$. By Proposition 6.2, $-i \partial_1 \dot{m}_2 = \dot{m}_1 m_2^2 - \dot{m}_2 m_3 m_4$. But $\dot{m}_2$ vanishes on $N_\lambda$, and the Wronskian identity reduces to $\dot{m}_1 \dot{m}_4 = 1$. Hence,

$$-i \partial_1 \dot{m}_2 = \dot{m}_1 m_4^2$$

does not vanish identically, and 0 is a regular value of $\dot{m}_2(\lambda, \cdot)$. 

First we consider the Poisson bracket of the discriminant with itself. Let us write $\Delta_\lambda$ as a short form of $\Delta(\lambda)$. The same applies to other notations with a greek subscript.

**Lemma 7.3** For any $\mu, \nu \in \mathbb{C}$,

$$\{\Delta_\mu, \Delta_\nu\} = 0.$$ 

**Proof.** There is nothing to do for $\mu = \nu$. So assume that $\mu \neq \nu$. If in addition $\dot{m}_2(\mu) \dot{m}_2(\nu) \neq 0$, then Proposition 6.5 applies, and together with Lemma 1.7 we
obtain
\[
\{\Delta_\mu, \Delta_\nu\} = i \int_0^1 \left[ \partial \Delta_\mu, \partial \Delta_\nu \right] dt
\]
\[
= -i m_2(\mu) \dot{m}_2(\nu) \int_0^1 \left[ f_{+,\mu} \star f_{-,\mu}, f_{+,\nu} \star f_{-,\nu} \right] dt
\]
\[
= -\frac{\dot{m}_2(\mu) \dot{m}_2(\nu)}{2(\mu - \nu)} \left[ f_{+,\mu}, f_{+,\nu} \right] \left[ f_{-,\mu}, f_{-,\nu} \right]_0^1.
\]

The two boundary terms differ by a factor \(\xi_\mu^+ \xi_\nu^+ \xi_\mu^- \xi_\nu^-\), which equals 1 by the Wronskian identity. Hence they cancel each other, and the claim follows for the case when \(\dot{m}_2(\mu) \dot{m}_2(\nu) \neq 0\). The case \(\dot{m}_2(\mu) \dot{m}_2(\nu) = 0\) follows with Lemma 7.2 and a continuity argument.

Now we consider the Poisson bracket of \(\Delta\) with a Dirichlet eigenvalue \(\mu_n\), which leads us to introduce entire functions \(p_n\),

\[
p_n(\lambda) = \prod_{m \neq n} \frac{\mu_m - \lambda}{\mu_m - \mu_n}, \quad n \in \mathbb{Z}.
\]

Note that \(p_n(\mu_m) = \delta_{mn}\). Indeed, the \(p_n\) will later play the role of interpolation polynomials. – Recall that \(\delta = \dot{m}_2 + \dot{m}_3\) denotes the anti-discriminant.

**Lemma 7.4** For any \(n \in \mathbb{Z}\) and \(\lambda \in \mathbb{C}\),

\[
-2 \{\Delta_\lambda, \mu_n\} = \delta(\mu_n) p_n(\lambda).
\]

**Proof.** Again, we first consider the case \(\dot{m}_2(\lambda) \neq 0\). Let \(g_n\) be the eigenfunction for the Dirichlet eigenvalue \(\mu_n\) and \(f_\pm\) the Floquet solutions for the Floquet multiplier \(\xi_\pm\). Then, by Propositions 6.5, 6.7 and 1.7

\[
\{\Delta, \mu_n\} = i \int_0^1 \left[ \partial \Delta, \partial \mu_n \right] dt
\]
\[
= \frac{\dot{m}_2}{\|g_n\|^2} \int_0^1 \left[ f_{+,\mu} \star g_n \star f_{-,\mu} \right] dt
\]
\[
= \frac{\dot{m}_2}{2i(\lambda - \mu_n) \|g_n\|^2} \left[ f_{+,g_n} \right] \left[ f_{-,g_n} \right]_0^1.
\]

Since \(f_\pm(1) = \xi_\pm f_\pm(0) = \xi_\pm v_\pm\) by the definition of the Floquet solutions with \(\xi_+ \xi_- = 1\), and since \(g_{n,1} = g_{n,2}\) at the boundaries of \([0, 1]\) by the Dirichlet boundary
conditions, we have
\[
[f_+, g_n][f_-, g_n]_0^1 = [v_+, g_n][v_-, g_n]_0^1 = (g_{n,2} - a_+g_{n,1})(g_{n,2} - a_-g_{n,1})_0^1 = (1 - a_+)(1 - a_-)|_{\lambda} g_{n,2}^2_0^1.
\]

In view of Lemma 6.4 and (9),
\[
\|g_n\|^2 g_{n,2}^2_0^1 = \frac{\hat{g}_{n,2} - \hat{g}_{n,2}^{-1}}{2\hat{\chi}_D(\mu_n)}.
\]

Applying the Wronskian identity to \(g_n\) and the second column of \(M\) at \(t = 1\), we get \(\hat{g}_{n,2}(\hat{m}_4 - \hat{m}_2) = 1\). With \(\hat{g}_{n,2} = \hat{m}_3 + \hat{m}_4\) we thus arrive at
\[
\hat{g}_{n,2} - \hat{g}_{n,2}^{-1} = (\hat{m}_3 + \hat{m}_4) - (\hat{m}_4 - \hat{m}_2)|_{\mu_n} = \delta(\mu_n).
\]

Putting all these identities together we obtain
\[
-2 \{\Delta, \mu_n\} = \delta(\mu_n) \frac{\chi_D(\lambda)}{(\lambda - \mu_n)\hat{\chi}_D(\mu_n)} = \delta(\mu_n)p_n(\lambda),
\]

where the last identity follows from the product expansion of \(\chi_D\) in Theorem 4.1.

- The case \(\hat{m}_2(\lambda) = 0\) follows with Lemma 7.2 and a continuity argument.

A similar result holds for the bracket of a Dirichlet eigenvalue with the function
\(u = \hat{m}_1 + \hat{m}_2 + \hat{m}_3 + \hat{m}_4\) introduced before Lemma 6.6.

**Lemma 7.5**

\[-2 \{u, \mu_n\} = up_n.\]

**Proof.** Suppose that \(\lambda \neq \mu_n\). By Lemma 6.6 and 6.8 and Proposition 1.7.
\{u, \mu_n\} = i \int_0^1 [\partial u, \partial \mu_n] \, dt \\
= \frac{1}{\|g_n\|^2} \int_0^1 [h \ast g, g_n \ast g_n] \, dt \\
= \frac{1}{2i(\lambda - \mu_n)\|g_n\|^2} [h, g_n] [g, g_n]^1_0.

As \(g(0) = g_n(0) = (1, 1)^T\), we have \([g, g_n]_0 = 0\), and as \(h(1) = (1, -1)^T\),

\[ [h, g_n]_1 = \dot{g}_{n,1} + \dot{g}_{n,2} = u, \]
\[ [g, g_n]_1 = (\dot{g}_1 - \dot{g}_2)\dot{g}_{n,1} = -2i\chi_d \dot{g}_{n,1}. \]

Together with \(\|g_n\|^2 = 2\dot{\chi}_d(\mu_n)\dot{g}_{n,1}\) we thus obtain

\[-2 \{u, \mu_n\} = \frac{u\chi_d}{(\lambda - \mu_n)\dot{\chi}_d(\mu_n)} = up_n.\]

Again, this identity also holds for \(\lambda = \mu_n\) by the continuity of both sides in \(\lambda\).

In the following lemma we need not distinguish between \(\lambda_m^+\) and \(\lambda_m^-\), so we simple write \(\lambda_m\) instead of \(\lambda_m^\pm\).

**Lemma 7.6**

\[ 2 \{\lambda_m, \mu_n\} = \frac{\delta(\mu_n)}{\Delta(\lambda_m)} p_n(\lambda_m) \]

for any simple periodic eigenvalue \(\lambda_m \in \{\lambda_m^-, \lambda_m^+\}\) and any \(n \in \mathbb{Z}\).

**Proof.** Applying the implicit function theorem to \(\Delta(\lambda_m) \pm 2 = 0\) we get

\[ \partial \lambda_m = -\frac{\partial \Delta(\lambda_m)}{\Delta(\lambda_m)}. \]

This leads to
\begin{align*}
\{\lambda_m, \mu_n\} &= i \int_0^1 \left[ \partial \lambda_m, \partial \mu_n \right] dt \\
&= -\frac{i}{\Delta(\lambda_m)} \int_0^1 \left[ \partial \Delta, \partial \mu_n \right]_{\lambda=\lambda_m} dt \\
&= -\frac{1}{\Delta(\lambda_m)} \{\Delta, \mu_n\}_{\lambda=\lambda_m},
\end{align*}

and the claim follows with the preceding lemma.

**Lemma 7.7** For any \( \lambda \in \mathbb{C} \) and \( \varphi \in L^2_c \),

\[ \{\Delta, H_\tau\} = 0, \quad H_\tau = \int_0^1 \varphi_1 \varphi_2 dt. \]

**Proof.** Clearly,

\[ \{\Delta, H_\tau\} = i \int_0^1 (\varphi_1 \partial_1 \Delta - \varphi_2 \partial_2 \Delta) dt, \]

and by Proposition 6.3,

\[
i (\varphi_2 \partial_2 \Delta - \varphi_1 \partial_1 \Delta) = m_2 (m_1^2 \varphi_2 - m_3^2 \varphi_1) - m_3 (m_2^2 \varphi_2 - m_4^2 \varphi_1) \]

\[+ (\dot{m}_4 - \dot{m}_1)(m_1 m_2 \varphi_2 - m_3 m_4 \varphi_1). \]

By the differential equation for the fundamental solution,

\[
\begin{pmatrix} m_3 \varphi_1 & m_4 \varphi_1 \\ m_1 \varphi_2 & m_2 \varphi_2 \end{pmatrix} = \lambda \begin{pmatrix} m_1 & m_2 \\ m_3 & m_4 \end{pmatrix} + i \begin{pmatrix} -m_1' & -m_2' \\ m_3' & m_4' \end{pmatrix}.
\]

Taking linear combinations of these four equations we obtain

\[
m_1^2 \varphi_2 - m_3^2 \varphi_1 = i(m_3' m_1 + m_1' m_3) = i(m_1 m_3)',
\]

\[
m_2^2 \varphi_2 - m_4^2 \varphi_1 = i(m_4' m_2 + m_2' m_4) = i(m_2 m_4)',
\]

\[
m_1 m_2 \varphi_2 - m_3 m_4 \varphi_1 = i(m_3' m_2 + m_2' m_3) = i(m_2 m_3}'.
\]

Since \( m_2 \) and \( m_3 \) vanish at \( t = 0 \), it follows that
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$$i \{ \Delta \lambda, H_\tau \} = (\dot{m}_2 m_1 m_3 - \dot{m}_3 m_2 m_4 + (\dot{m}_4 - \dot{m}_1) m_2 m_3)^1_0$$
$$= (m_1 m_2 m_3 - m_2 m_3 m_4 + m_2 m_3 m_4 - m_1 m_2 m_3)_1$$
$$= 0,$$

since all terms cancel each other. \[\square\]

8 Potentials Near $L^2_r$

For arbitrary complex potentials $\varphi$ in $L^2_c$ any finite number of periodic eigenvalues can be located anywhere in the complex plane. But more can be said if we restrict ourselves to a sufficiently small complex neighbourhood of $L^2_r$ within $L^2_c$.

For any potential let

$$G_n = [\lambda_n^-, \lambda_n^+] := \{(1 - t)\lambda_n^- + t\lambda_n^+ : 0 \leq t \leq 1\}$$

be the straight line segment between $\lambda_n^-$ and $\lambda_n^+$. For potentials of real type, these are the real intervals introduced in section 5.

**Lemma 8.1** For any $\varphi_0 \in L^2_r$ there exist mutually disjoint complex discs

$$U_n \supset G_n(\varphi_0), \quad n \in \mathbb{Z},$$

such that $U_n = D_n$ for $|n|$ sufficiently large, and a neighbourhood $V = V_{\varphi_0}$ in $L^2_c$ such that $G_n(\varphi) \subset U_n$ for all $\varphi \in V$ and all $n \in \mathbb{Z}$.

**Proof.** By the Counting Lemma, there exists an integer $N \geq 1$ and a complex neighbourhood $V_0 \subset L^2_c$ of $\varphi_0 \in L^2_r$ such that for all $\varphi \in V_0$, 

\[\square\]
Due to the separation of pairs of periodic eigenvalues one can complement these discs by mutually disjoint discs $U_n$ such that

$$G_n(\varphi_0) \subset U_n, \quad |n| < N.$$ 

Clearly, $\chi_\varphi(\lambda, \varphi_0)$ is uniformly bounded away from zero on the boundaries of these finitely many discs. By continuity, we may thus choose a possibly smaller neighbourhood $V \subset V_0$ of $\varphi_0$ so that Rouche’s theorem applies to $\chi_\varphi(\lambda, \varphi)$ on these discs for all $\varphi \in V$ to the effect that also for all $\varphi \in V$,

$$G_n(\varphi) \subset U_n, \quad |n| < N. \quad \Box$$

For any $\varphi \in L^2_r$ let $V_\varphi$ denote the complex neighbourhood provided by the preceding lemma. Setting

$$W := \bigcup_{\varphi \in L^2_r} V_\varphi$$

we obtain an open neighbourhood $W$ of $L^2_r$ within $L^2_c$, on which the preceding lemma holds locally.

Still, the periodic eigenvalues are not continuous on all of $W$ due to their lexicographic ordering – they may jump as indicated in Figure 4. On the other hand, the midpoints and squares of the gap length of $G_n$,

$$\tau_n = \frac{\lambda^+_n + \lambda^-_n}{2}, \quad \gamma_n = \lambda^+_n - \lambda^-_n,$$

are real analytic on $W$ – that is, analytic on $W$ and real valued on $L^2_r$.

**Theorem 8.2** Each function $\tau_n$ and $\gamma^2_n$, $n \in \mathbb{Z}$, is real analytic on $W$. 
Proof. For any given point in $W$, choose a neighbourhood $V \subset W$ as in the preceding lemma. For any $\varphi \in V$, its only eigenvalues within $U_n$ are $\lambda_n^\pm$, and by the argument principle,

\begin{equation}
\tau_n = \frac{\lambda_n^+ + \lambda_n^-}{2} = \frac{1}{2\pi i} \int_{\partial U_n} \frac{\Delta(\lambda) \dot{\Delta}(\lambda)}{\Delta^2(\lambda) - 4} \lambda \, d\lambda.
\end{equation}

As $\Delta$ and $\dot{\Delta}$ are analytic in $\varphi$ and $\Delta^2(\lambda) - 4$ does not vanish on $\partial U_n$ for any $\varphi \in V$, the latter integral is analytic in $\varphi$ as well. The same reasoning applies to

\[(\lambda_n^+)^2 + (\lambda_n^-)^2 = \frac{1}{2\pi i} \int_{\partial U_n} \frac{2\Delta(\lambda) \dot{\Delta}(\lambda)}{\Delta^2(\lambda) - 4} \lambda^2 \, d\lambda.\]

The claim follows with

\[\gamma_n^2 = 2(\lambda_n^+)^2 + 2(\lambda_n^-)^2 - (\lambda_n^+ + \lambda_n^-)^2.\]

**Lemma 8.3** Locally uniformly in $\varphi$,

\[\partial \tau_n = \ell^2(n), \quad \partial \gamma_n^2 = \ell^1(n).\]

At the zero potential, both gradients vanish.

Proof. By the asymptotic behaviour of the periodic eigenvalues stated in Proposition 3.3, we have

\[\tau_n = n\pi + \ell^2(n), \quad \gamma_n^2 = \ell^1(n)\]

locally uniformly on $L^2_n$. Since $\tau_n$ and $\gamma_n^2$ are analytic functions of $\varphi$, we can apply Cauchy’s estimate to estimate their gradients, which yields the first claim.

The gradient of $\tau_n$ is obtained by taking the gradient in (11) under the integral sign. At the zero potential, $\partial \Delta$ vanishes due to its representation in Proposition 6.3, and the same follows for $\partial \dot{\Delta}$ by taking its $\lambda$-derivative. Therefore, $\partial \tau_n$ vanishes at the zero potential, too. The same reasoning applies to the gradient of $\gamma_n^2$.

9 Asymptotics of the Discriminant

In general, $\Delta(\lambda) = 2\cos \lambda + o(e^{3|\lambda|})$ by Theorem 2.2. This asymptotic representation can be refined, if the potential admits one or more derivatives, and we will need such a refinement for the construction of the Birkhoff coordinates.
Proposition 9.1  Uniformly on bounded subsets of $H_1^c$,

$$\Delta(\lambda, \varphi) = 2 \cos \lambda + \frac{\sin \lambda}{\lambda} H_\tau(\varphi) + O\left(\frac{e^{3|\lambda|}}{|\lambda|^2}\right)$$

with $H_\tau(\varphi) = \int_0^1 \varphi_1 \varphi_2 \, dt$.

Proof. Taking the trace of the series expansion of $M = E_\lambda + M_1 + \ldots$ at the point $t = 1$ we obtain a series expansion of $\Delta$. Clearly, $\text{tr} E(1) = 2 \cos \lambda$ and $\text{tr} M_1(1, \lambda) = 0$ by (4). Next consider the trace of $M_2(1, \lambda)$ given by (5). Each of the two diagonal terms is treated separately. For $\varphi$ in $H_1^c$ we can integrate by parts with respect to $r$ to obtain

$$e^{-i\lambda} \int_{0 \leq r \leq s \leq 1} \varphi_1(s) \varphi_2(r) e^{2i\lambda(s-r)} \, dr \, ds$$

$$= -\frac{e^{-i\lambda}}{2i\lambda} \int_{0 \leq s \leq 1} \varphi_1(s) \varphi_2(s) \, ds + \frac{e^{-i\lambda}}{2i\lambda} \int_{0 \leq s \leq 1} \varphi_1(s) \varphi_2(0) e^{2i\lambda s} \, ds$$

$$+ \frac{e^{-i\lambda}}{2i\lambda} \int_{0 \leq r \leq s \leq 1} \varphi_1(s) \varphi_2'(r) e^{2i\lambda(s-r)} \, dr \, ds,$$

and similarly

$$e^{i\lambda} \int_{0 \leq r \leq s \leq 1} \varphi_1(r) \varphi_2(s) e^{-2i\lambda(s-r)} \, dr \, ds$$

$$= \frac{e^{i\lambda}}{2i\lambda} \int_{0 \leq s \leq 1} \varphi_1(s) \varphi_2(s) \, ds - \frac{e^{i\lambda}}{2i\lambda} \int_{0 \leq s \leq 1} \varphi_1(0) \varphi_2(s) e^{-2i\lambda s} \, ds$$

$$- \frac{e^{i\lambda}}{2i\lambda} \int_{0 \leq r \leq s \leq 1} \varphi_1'(r) \varphi_2(s) e^{-2i\lambda(s-r)} \, dr \, ds.$$

The first terms of the right hand side of each of the two equations add up to

$$\frac{e^{i\lambda} - e^{-i\lambda}}{2i\lambda} \int_0^1 \varphi_1(t) \varphi_2(t) \, dt = \frac{\sin \lambda}{\lambda} H_\tau(\varphi).$$

All other terms can be estimated by a constant times $\|\varphi\|_1^2 |\lambda|^{-2} e^{3|\lambda|}$ by integrating by parts with respect to $s$. Hence,
\[ \text{tr} M_2(1, \lambda) = \frac{\sin \lambda}{\lambda} H_{\tau}(\varphi) + O\left(\frac{e^{3|\lambda|}}{|\lambda|^2}\right) \]

uniformly on bounded subsets of \( H^1_c \).

The same asymptotic estimate applies to the higher order terms in the expansion of \( \Delta(\lambda) \) as well. Integrating by parts twice and arguing as in the proof of Theorem 1.1 there exists a constant \( c \) such that

\[ \|M_n(1, \lambda)\| \leq \frac{c}{n!} \|\varphi\|_1^n \frac{e^{3|\lambda|}}{|\lambda|^2}, \]

where we took the freedom to estimate \( \|\varphi\| \) by \( \|\varphi\|_1 := \|\varphi\|_{H^1} \) as well. Thus

\[ \sum_{n \geq 3} \left| \text{tr} M_n(1, \lambda) \right| = O\left(\frac{e^{3|\lambda|}}{|\lambda|^2}\right) \]

uniformly on bounded subsets of \( H^1_c \).

**Corollary 9.2** For \( \varphi \in H^1_c \),

\[ \cosh^{-1} \frac{\Delta(it, \varphi)}{2} = t + \frac{1}{2t} H_{\tau}(\varphi) + O\left(\frac{1}{t^2}\right) \]

as \( t \to \infty \) along the real line.

**Proof.** By the preceding proposition,

\[ \frac{\Delta(it, \varphi)}{2} = \cosh t + \frac{\sinh t}{2t} H_{\tau}(\varphi) + O\left(\frac{e^t}{t^2}\right) \]

for \( t > 0 \). Applying \( \cosh^{-1} =: ci \) and expanding the resulting function at the point \( \cosh t \) up to order two one gets, for some \( \epsilon \in [0, 1] \),

\[ \cosh^{-1} \frac{\Delta(it)}{2} = t + ci'(\cosh t) u(t) + \frac{ci''(\cosh t + u(t))}{2} u^2(t) \]

with

\[ u(t) = \frac{\sinh t}{2t} H_{\tau}(\varphi) + O\left(\frac{e^t}{t^2}\right) \]

Noting that for \( t \to \infty \),

\[ ci'(\cosh t) = \frac{1}{\sinh t} \sim 2e^{-t}, \quad ci''(\cosh t + u(t)) \sim -4e^{-2t}, \]
10 **Isospectral Flows**

With every potential \( \varphi_0 \) of real type we associate its set of potentials with the same periodic spectrum,

\[
\text{Iso}(\varphi_0) = \{ \varphi \in L^2_r : \lambda_n^\pm(\varphi) = \lambda_n^\pm(\varphi_0) \text{ for all } n \in \mathbb{Z} \}.
\]

By the infinite product representation of the characteristic function \( \chi_\varphi \) in Proposition 3.4, two potentials have the same periodic spectrum if and only if they have the same characteristic function and hence the same discriminant, at least up to a sign. This sign is fixed, however, due to the asymptotic behaviour of the discriminant. So we conclude that

\[
\text{Iso}(\varphi_0) = \{ \varphi \in L^2_r : \Delta(\varphi) = \Delta(\varphi_0) \}.
\]

We are interested in flows on \( L^2_r \), which do not affect the periodic spectrum and thus give rise to flows on each isospectral set. One example is the linear *phase flow* \( \Phi^s \) defined by

\[
\Phi^s \varphi = \begin{pmatrix} e^{is} \\ e^{-is} \end{pmatrix} \begin{pmatrix} \varphi_1 \\ \varphi_2 \end{pmatrix}.
\]

It is a one-parameter-group which preserves the reality property of potentials, so \( \Phi^s \) maps \( L^2_r \) into itself for all \( s \in \mathbb{R} \).

To see that \( \Phi^s \) preserves the discriminant we determine the fundamental solution along this flow. If \( L(\varphi)f = \lambda f \), then

\[
\lambda \Phi^s f = (\Phi^s \circ L(\varphi) \circ \Phi^{-s}) \Phi^s f = L(\Phi^{2s}(\varphi)) \Phi^s f,
\]

since

\[
\begin{pmatrix} e^{is} \\ e^{-is} \end{pmatrix} \begin{pmatrix} \varphi_1 \\ \varphi_2 \end{pmatrix} \begin{pmatrix} e^{-is} \\ e^{is} \end{pmatrix} = \begin{pmatrix} e^{-2is} \varphi_2 \\ e^{2is} \varphi_1 \end{pmatrix}.
\]

Thus, multiplying \( L(\Phi^{2s}\varphi)\Phi^s M(\varphi) \) from the right with \( \Phi^{-s} \), replacing \( 2s \) by \( s \) and observing that we obtain the identity at \( s = 0 \), we conclude that the fundamental
solution of $\Phi^s \varphi$ is given by

\begin{equation}
M(\Phi^s \varphi) = \Phi^{s/2} M(\varphi) \Phi^{-s/2} = \begin{pmatrix} m_1 & e^{is} m_2 \\ e^{-is} m_3 & m_4 \end{pmatrix}.
\end{equation}

Consequently, the trace of $M$ and thus its discriminant $\Delta$ is invariant along this flow, whence $\text{Iso}(\Phi^s \varphi) = \text{Iso}(\varphi)$ for all $s \in \mathbb{R}$.

Now we look at the Dirichlet eigenvalues and their characteristic function along this flow.

\textbf{Lemma 10.1} Let $\varphi \in L^2_r$ with $\gamma_n(\varphi) > 0$ and $\mu_n(\varphi) = \lambda_n^+(\varphi)$. Then

\begin{equation}
\mu_n(\Phi^s \varphi) = \lambda_n^+(\varphi)
\end{equation}

for at most one $s \in (0, 2\pi)$. The same holds with $\lambda_n^-$ in place of $\lambda_n^+$.

\textbf{Proof.} By the definition \eqref{9} of $\chi_D$ and formula \eqref{12},

\begin{align*}
2i \chi_D|_{\Phi^s \varphi} &= \dot{m}_3 + \dot{m}_4 - \dot{m}_1 - \dot{m}_2|_{\Phi^s \varphi} \\
&= e^{-is}\dot{m}_3 + \dot{m}_4 - \dot{m}_1 - e^{is}\dot{m}_2 \\
&= 2i \chi_D|_{\varphi} + (e^{-is} - 1)\dot{m}_3 - (e^{is} - 1)\dot{m}_2 \\
&= 2i \chi_D|_{\varphi} - 2i \mathcal{J}((e^{is} - 1)\dot{m}_2),
\end{align*}

since $m_3 = \overline{m}_2$ in the real case by Lemma \ref{lem_5.1} Hence,

\begin{equation}
\chi_D(\lambda_n^+, \Phi^s \varphi) = \chi_D(\lambda_n^+, \varphi) - \mathcal{J}((e^{is} - 1)\dot{m}_2(\lambda_n^+, \varphi)),
\end{equation}

with $\chi_D(\lambda_n^+, \varphi) = 0$ for $\lambda_n^+(\varphi) = \mu_n(\varphi)$. Therefore, $\lambda_n^+(\varphi) = \mu_n(\Phi^s \varphi)$ if only if

\begin{equation}
\mathcal{J}((e^{is} - 1)\dot{m}_2(\lambda_n^+, \varphi)) = 0.
\end{equation}

Since the $n$-th gap is assumed to be open, the coefficient $\dot{m}_2(\lambda_n^+, \varphi)$ does not vanish – otherwise, $M(1, \lambda_n^+)$ would be diagonal by the reality condition of Lemma \ref{lem_5.1}, the corresponding periodic eigenvalue would be double, and the gap would be collapsed. Therefore, the last expression has, as a function of $s$, at most one zero within the interval $(0, 2\pi)$. \hfill \blacksquare
The sets
\[ S_n(\varphi) = \left\{ s \in \mathbb{R} : \mu_n(\Phi^s(\varphi)) = \lambda_n^\pm(\varphi) \right\}, \quad n \in \mathbb{Z}, \]
are thus discrete for all \( n \) corresponding to an open gap.

**Corollary 10.2**  Any \( \varphi_0 \in L^2_r \) can be approximated by \( \varphi \in \text{Iso}(\varphi_0) \) with
\[ \mu_n(\varphi) \neq \lambda_n^\pm(\varphi_0) \]
for all \( n \) with \( \gamma_n(\varphi) > 0 \).

**Moving one Dirichlet eigenvalue**

We now define isospectral flows which move just one Dirichlet eigenvalue while all other eigenvalues remain fixed. They are generated by the vector fields
\[ X_n = i(\partial_2 \Delta, -\partial_1 \Delta)|_{\mu_n}, \quad n \in \mathbb{Z}. \]
They are analytic and of real type on \( L^2_r \), that is,
\[ i\partial_2 \Delta|_{\mu_n} = -i\partial_1 \Delta|_{\mu_n}, \]
since \( \Delta \) und \( \mu_n \) are real on \( \mathbb{R} \times L^2_r \) and thus \( \partial_2 \Delta(\lambda, \varphi) = \partial_1 \Delta(\lambda, \varphi) \). Hence, the initial value problem
\[ \dot{\varphi} = X_n(\varphi), \quad \varphi(0) = \varphi_0, \]
has a local solution \( X^*_n(\varphi_0) \) in \( L^2_r \) for any initial value \( \varphi_0 \in L^2_r \).

The Lie derivative of a differentiable function \( F \) along \( X_n \) is, by definition, \(^2\)
\[ \dot{F} = dF(X_n) = \{ F, \Delta_\mu \}|_{\mu=\mu_n}. \]
For instance, by Proposition 7.7
\[ (13) \quad \dot{H}_\tau = \{ H_\tau, \Delta_\mu \}|_{\mu_n} = 0. \]
But \( H_\tau(\varphi) = ||\varphi||/2 \) for real type potentials, so their norm is invariant along any solution curve of \( X_n \). It follows by standard arguments that any solution exists for

\(^2\)We temporarily use the dot to indicate the \( X_n \)-derivative instead of the \( \lambda \)-derivative.
all time. Moreover, by Propositions 7.3 and 7.4,

$$\dot{\Delta}_\lambda = \{\Delta_\lambda, \Delta_\mu\}_{\mu_n} = 0,$$

$$i\mu_m = \{\mu_m, \Delta_\mu\}_{\mu_n} = \delta(\mu_m)p_m(\mu_n)/2 = \delta(\mu_m)\delta_{mn}/2,$$

so all $X_n$ generate isospectral flows, and all Dirichlet eigenvalues stay put except the $n$-th one.

**Lemma 10.3** Let $\varphi \in L_1^2$ and $\gamma_n(\varphi) > 0$. Then along the flow line $X^s_n(\varphi)$, $\mu_n$ moves back and forth between $\lambda_n^-$ and $\lambda_n^+$ without stopping in the interior and bouncing off immediately at the end points.

**Proof.** In view of the last two displayed identities and Lemma 5.2, the discriminant $\Delta$ and hence also $\delta$ are invariant along the flow lines of $X_n$, and the function $\mu_n(s) := \mu_n(X^s_n(\varphi))$ satisfies the differential equation

$$\dot{\mu}_n = \delta(\mu_n)/2, \quad \delta^2 = \Delta^2 - 4.$$

For $\lambda_n^- < \mu_n < \lambda_n^+$, the right hand side has a fixed sign, so $\mu_n$ moves monotonously. Moreover, one calculates that

$$\ddot{\mu}_n = \Delta(\mu_n)\dot{\Delta}(\mu_n).$$

If now $\mu_n = \lambda_n^\pm$, then $\dot{\mu}_n = 0$, but

$$\ddot{\mu}_n = \Delta(\lambda_n^\pm)\dot{\Delta}(\lambda_n^\pm) \neq 0,$$

since the periodic eigenvalues $\lambda_n^\pm$ are assumed to be simple. So in those points, $\mu_n$ bounces off immediately, with $\delta(\mu_n)$ changing sign. \[\square\]

The following proposition sheds some more light on isospectral sets.

**Proposition 10.4** Fix $\varphi_0 \in L_1^2$ and let $A = \{n \in \mathbb{Z} : \gamma_n(\varphi_0) > 0\}$. Then for any sequence of numbers and signs

$$\mu_n^\circ \in (\lambda_n^-(\varphi), \lambda_n^+(\varphi)), \quad \varepsilon_n \in \{-1, 1\}, \quad n \in A,$$

there exists a potential $\varphi \in \text{Iso}(\varphi_0)$ with

$$\mu_n(\varphi) = \mu_n^\circ, \quad \text{sgn} \delta(\mu_n) = \varepsilon_n, \quad n \in A.$$
Proof. In view of the last lemma, we can satisfy (14) for any given $n$ while not disturbing all the other eigenvalues by moving along the flow of $X_n$. Moreover, the norm $\|X_n^s(\varphi)\|$ remains the same by the remark following (13). Hence, we can satisfy (14) for any finite set of indices of the form $|n| \leq N$ by combining a finite number of such flows. It remains to discuss the limit when $N \to \infty$.

Since the norms of the various potentials remain unchanged during this construction, we can always pass to a subsequence converging weakly to some $\varphi$ with $\|\varphi\| \leq \|\varphi_0\|$. Since the eigenvalues $\lambda_n^{\pm}$ and $\mu_n$ are compact functions of the potential, we have $\lambda_n^{\pm}(\varphi_\nu) \to \lambda_n^{\pm}(\varphi)$ and $\mu_n(\varphi_\nu) \to \mu_n(\varphi)$ along this sequence. By the same token, the discriminant is the same as for all these potentials. Hence, in the limit (14) holds for $\varphi$. \[\square\]
11 Construction of the Psi-Functions

The periodic spectrum of the Zakharov-Shabat operator \( L(\varphi) \) is the zero set of the entire function \( \Delta^2(\lambda, \varphi) - 4 \), where the so called discriminant \( \Delta \) denotes the trace of the Floquet matrix associated with \( L(\varphi) \). In view of the product representation

\[
\Delta^2(\lambda) - 4 = -4 \prod_{m \in \mathbb{Z}} \frac{(\lambda_m^+ - \lambda)(\lambda_m^- - \lambda)}{\pi^2 m}
\]

of Proposition 3.4 the square root of this function is defined on the spectral curve \( \Sigma_\varphi = C_\varphi \cup \{ \infty^+, \infty^- \} \), where

\[
C_\varphi = \{ (\lambda, z) \in \mathbb{C}^2 : z^2 = \Delta^2(\lambda) - 4 \}.
\]

The latter may be viewed as two copies of the complex plane slit open along each open gap and glued together crosswise along the slits, while points at double roots of \( \Delta^2(\lambda) - 4 \) are identified. This curve is a spectral invariant and plays a crucial role in the construction of angles for the NLS-equation described in the next chapter.

To this end, we need to construct a set of normalized differentials on \( \Sigma_\varphi \), which are the subject of this chapter. Let \( a_m \) for \( m \in \mathbb{Z} \) be a counterclockwise oriented cycle around the interval \( G_m = [\lambda_m^-, \lambda_m^+] \) on a canonically chosen sheet of \( \Sigma_\varphi \) defined below. We then construct a family of entire functions \( \psi_n \) such that

\[
\frac{1}{2\pi} \int_{a_m} \frac{\psi_n(\lambda)}{\sqrt{\Delta^2(\lambda) - 4}} \, d\lambda = \delta_{mn}.
\]
Equivalently,
\[
\frac{1}{2\pi} \int_{\Gamma_m} \frac{\psi_n(\lambda)}{\sqrt{\Delta^2(\lambda) - 4}} \, d\lambda = \delta_{mn}.
\]

Moreover, each \( \psi_n \) has precisely one root in each interval \( G_m \) except the \( n \)-th one, and no other roots.

**Theorem 11.1** There exists a complex neighbourhood \( W \) of \( L^2_r \) where for each \( \varphi \) in \( W \) there exist entire functions \( \psi_n \) such that
\[
(15) \quad \frac{1}{2\pi} \int_{\Gamma_m} \frac{\psi_n(\lambda)}{\sqrt{\Delta^2(\lambda, \varphi) - 4}} \, d\lambda = \delta_{mn}, \quad m, n \in \mathbb{Z}.
\]

These functions admit a product representation
\[
\psi_n(\lambda) = -\frac{2}{\pi_n} \prod_{m \neq n} \frac{\sigma_m - \lambda}{\pi_m},
\]
whose complex coefficients \( \sigma_m^n \) depend real analytically on \( \varphi \) and are of the form
\[
\sigma_m^n = \tau_m + O(\gamma_m^2)
\]
uniformly in \( n \) and locally uniformly on \( W \). In particular, \( \sigma_m^n = m\pi \) for \( \varphi = 0 \).

The existence of such differentials was first studied by McKean & Vaninsky [21] for \( \varphi \) of real type. For a similar construction for Hill’s equation see [20]. Their construction on a complex neighborhood of \( L^2_r \), however, is not straightforward. When \( \varphi \) is not of real type, the periodic eigenvalues are no longer real, and \( \Sigma_\varphi \) becomes a more complicated object. We prove this theorem with the help of the implicit function theorem. To this end we reformulate the statement in terms of a functional equation.

Let us introduce the space
\[
\ell^2_o = \sigma_o + \ell^2, \quad \sigma_o = (n\pi)_{n \in \mathbb{Z}}
\]
of sequences of the form \( n\pi + \ell^2(n) \), which we identify with the Hilbert space \( \ell^2 \) in an obvious and canonical way. For \( \sigma \in \ell^2_o \) we define the entire function \( f_n(\sigma) \) by
\[
(16) \quad f_n(\sigma, \lambda) = \frac{1}{\pi_n} \prod_{m \neq n} \frac{\sigma_m - \lambda}{\pi_m}, \quad n \in \mathbb{Z},
\]
and for \( \varphi \) in \( L^2_r \) the linear functionals \( A_m(\varphi) \) by
\[
A_m(\varphi)f = \int_{\Gamma_m} \frac{f(\lambda)}{\sqrt{\Delta^2(\lambda) - 4}} \, d\lambda, \quad m \in \mathbb{Z}.
\]
Here, \( f \) is assumed to be analytic in a neighborhood of \( G_m \) containing \( \Gamma_m \). For each \( n \in \mathbb{Z} \) we then consider on \( \ell^2_0 \times L^2_r \) the functional equation
\[
F^n(\sigma, \varphi) = 0,
\]
where \( F^n = (F^m_n)_{m \in \mathbb{Z}} \) is given by
\[
(17) \quad F^m_n(\sigma, \varphi) = \begin{cases}
(n - m)A_m(\varphi)f_n(\sigma), & n \neq m, \\
\sigma_n - \tau_n(\varphi), & n = m.
\end{cases}
\]
We show that in a proper setting there exists a unique solution \( \sigma^n(\varphi) \) to the equation \( F^n(\sigma, \varphi) = 0 \), which is real analytic in \( \varphi \) and extends to some complex neighbourhood \( W \) of \( L^2_r \) which can be chosen independently of \( n \).

**Notations**

For the rest of this section we will use the following notations. We write
\[
w_n(\lambda) = \sqrt{(\lambda^+_n - \lambda)(\lambda^-_n - \lambda)},
\]
and set
\[
(18) \quad \zeta = \frac{1}{2} \prod_{m \in \mathbb{Z}} \frac{\sigma_m - \lambda}{w_m(\lambda)}, \quad \zeta_n = \frac{1}{2w_n(\lambda)} \prod_{m \neq n} \frac{\sigma_m - \lambda}{w_m(\lambda)},
\]
where we do not indicate their dependence on \( \varphi \) through the periodic eigenvalues defining \( w_m(\lambda) \).

**Real Solutions**

First we make a simple observation, which is the motivation why we look for entire functions \( \psi_n \) in the form of Theorem 11.1 in the first place.

**Lemma 11.2** Let \( \varphi \in L^2_r \), and let \( f \) be real analytic in a neighborhood of the interval \( G_m \). If \( A_m f = 0 \), then \( f \) has a root in \( G_m \).
**Proof.** By assumption,
\[
\int_{\Gamma_m} \frac{f(\lambda)}{\sqrt{\Delta^2(\lambda) - 4}} \, d\lambda = 0
\]
with a contour $\Gamma_m$ around $G_m$ sufficiently close to the real axis. If $G_m$ is not a single point, then we may shrink this contour to the interval $G_m$ to obtain
\[
\int_{\lambda_m^+}^{\lambda_m^-} \frac{f(\lambda)}{\sqrt{\Delta^2(\lambda) - 4}} \, d\lambda = 0.
\]
Since $f$ is real and the denominator of fixed sign for $\lambda_m^- < \lambda < \lambda_m^+$, this is possible only if $f$ changes sign on this interval. If $G_m$ is a single point, then we may extract a factor $(\lambda - \tau_m)^2$ from the product representation of $\Delta^2(\lambda) - 4$. We obtain a Cauchy integral around $\tau_m$, which gives $f(\tau_m) = 0$. }

First we establish the proper setting of the functionals $F^n$.

**Proposition 11.3** For each $n \in \mathbb{Z}$ equation (17) defines a map
\[
F^n : \ell^2_0 \times L^2_r \to \ell^2, \quad (\sigma, \varphi) \mapsto F^n(\sigma, \varphi),
\]
which is real analytic and extends analytically to some complex neighborhood $W$ of $\ell^2_0 \times L^2$. This neighborhood can be chosen so that all $F^n$ are locally uniformly bounded.

**Proof.** Fix $n \in \mathbb{Z}$. By definition, there is nothing to do for $F^n_n$, so we consider $F^n_m$ for $m \neq n$. By the definition of $f_n$ in (16) and the product expansion of $\Delta^2(\lambda) - 4$ in Proposition 3.4 we have
\[
(19) \quad \frac{f_n(\sigma, \lambda)}{\sqrt{\Delta^2(\lambda) - 4}} = \frac{\zeta(\sigma, \lambda)}{\sigma - \lambda} = \frac{\sigma - \lambda}{\sigma - \lambda} \zeta_m(\sigma, \lambda),
\]
hence
\[
(20) \quad A_m f_n(\sigma) = \int_{\Gamma_m} \frac{\sigma - \lambda}{\sigma - \lambda} \zeta_m(\sigma, \lambda) \, d\lambda.
\]
The contours $\Gamma_m$ can be chosen so that
\[
\min_{\lambda \in \Gamma_m} |\sigma - \lambda| \geq \delta |n - m|
\]
with some $\delta > 0$ locally uniformly on $\ell_0^2 \times L_r^2$, and

$$\rho_m := \max_{\lambda \in \Gamma_m} |\sigma_m - \lambda| = \ell^2(m)$$

locally uniformly on $\ell_0^2 \times L_c^2$ by the asymptotics of the periodic eigenvalues. In view of Lemmas 20.4 and 22.3 we thus get

$$A_m f_n(\sigma) = \frac{\rho_m}{n-m}.$$

In addition, this quantity is real valued. Multiplying by $n - m$ and observing that $\rho_n = \ell^2(n)$ we obtain

$$F_n^m(\sigma, \varphi) = \rho_m = \ell^2(m)$$

locally uniformly $\ell_0^2 \times L_2^2$. It follows that $F^n$ maps this space into $\ell^2$.

Each functional $A_m$ and hence each function $F_m^n$ is real analytic on some neighborhood $W$ of $\ell_0^2 \times L_r^2$, which can be chosen independently of $n$. Exactly the same arguments apply to show that $F^n$ maps this neighborhood $W$ into $\ell^2$ and is locally bounded. Hence, $F^n$ is real analytic on $W$ by Theorem 19.4.

By inspection, the estimates depend on $\sigma$ and $\varphi$ in a locally uniform fashion, but are independent of $n$. Therefore, all $F^n$ are locally uniformly bounded on $W$.  

Next we consider the Jacobian of $F^n$ with respect to $\sigma$ at an arbitrary point in $\ell_0^2 \times L^2$. By the analyticity of $F^n$ this Jacobian is a bounded linear operator $Q^n : \ell^2 \to \ell^2$, which is represented by an infinite matrix $(Q_{mr}^n)$ with elements

$$Q_{mr}^n = \frac{\partial F_m}{\partial \sigma_r} = (n-m)A_m \frac{\partial f_n}{\partial \sigma_r}, \quad m \neq n \text{ and } r \neq n,$$

while

$$Q_{mr}^n = \delta_{mr}, \quad m = n \text{ or } r = n,$$

in view of the definition of $F^n$.

In the sequel we restrict ourselves to the open domain $V \subset \ell_0^2 \times L_r^2$ of $(\sigma, \varphi)$ characterized by

$$\lambda_{m-1}^+ + (1-)\lambda_m^- < \sigma_m < (1-)\lambda_m^+ + \lambda_{m+1}^-, \quad m \in \mathbb{Z},$$

$$\ell_0^2 \times L^2_c$$
where \( \frac{1}{4} \) and the various eigenvalues belong to \( \varphi \). This causes no loss of generality, since in view of Lemma 11.2 the functions \( \psi_n \) we are going to construct have to have roots in the intervals \( G_m = [\lambda_m^-, \lambda_m^+] \) for \( m \neq n \).

**Lemma 11.4** On \( V \) the diagonal elements \( Q_{mm}^n \) never vanish and satisfy

\[
Q_{mm}^n = 1 + \ell^2(m), \quad m \neq n,
\]

while

\[
Q_{mr}^n = \frac{\rho_m}{m - r}, \quad m \neq r \text{ and } m, r \neq n,
\]

with \( \rho_m = \max_{\lambda \in G_m} |\sigma_m - \lambda| \). These estimates hold uniformly in \( n \).

**Proof.** There is nothing to do for \( m = n \) or \( r = n \). So we can assume that \( m \neq n \) and \( r \neq n \), in which case (21) applies. For \( m \neq r \) we have, by the definition (18) of \( \zeta_m \),

\[
\frac{\partial \zeta_m}{\partial \sigma_r} = \frac{\zeta_m}{\sigma_r - \lambda},
\]

and in view of (20) and the estimates of Lemma 20.4 and 22.3

\[
Q_{mr}^n = (n - m)A_m \partial_r f_n
\]

\[
= (n - m) \int_{\Gamma_m} \frac{\sigma_m - \lambda}{(\sigma_n - \lambda)(\sigma_r - \lambda)} \zeta_m(\sigma, \lambda) \, d\lambda
\]

\[
= 2 \frac{\rho_m}{r - m}.
\]

For \( m = r \neq n \) we directly obtain from (20) that

\[
Q_{mm}^n = (n - m) \int_{\Gamma_m} \frac{\zeta_m(\sigma, \lambda)}{\sigma_n - \lambda} \, d\lambda = 1 + \ell^2(m)
\]

with Lemma 20.4 and 22.3. Moreover, since \( \zeta_m \) and \( \sigma_n - \lambda \) have fixed sign in \( G_m \), the diagonal element \( Q_{mm}^n \) can not vanish.

**Lemma 11.5** At any point in \( V \) the Jacobian \( Q^n \) of \( F^n \) is of the form

\[
Q^n = D^n + K^n
\]
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with a linear isomorphism $D^n : \ell^2 \to \ell^2$ in diagonal form and a compact operator $K^n : \ell^2 \to \ell^2$.

Proof. Set $D^n = \text{diag}(Q^n_{mm})$, the diagonal of $Q^n$. By the preceding lemma,

$$0 \neq Q^n_{mm} \to 1, \quad m \to \pm \infty,$$

so $D^n : \ell^2 \to \ell^2$ has a bounded inverse. Moreover, $K^n = Q^n - D^n$ is a bounded linear operator on $\ell^2$ with vanishing diagonal and elements

$$K^n_{mr} = Q^n_{mr} = \frac{\rho_m}{m - r}, \quad m \neq r.$$

By Cauchy-Schwarz,

$$\sum_{m,r} |K^n_{mr}|^2 \leq c \sum_m \left( \rho_m^2 \sum_{r \neq m} \frac{1}{(m - r)^2} \right) \leq 4c \|\rho\|_2^2 < \infty.$$

So $K^n$ is Hilbert-Schmidt and thus compact. $lacksquare$

**Proposition 11.6** At any point in $V$ each Jacobian $Q^n$, $n \in \mathbb{Z}$, is one-to-one and thus a linear isomorphism of $\ell^2$.

Proof. Fix $n \in \mathbb{Z}$. Consider $Q^n$ and suppose that $Q^n h = 0$ for some $h \in \ell^2$. Then $h_n = 0$ in view of $Q^n_{nr} = \delta_{nr}$, while for $m \neq n$,

$$0 = \sum_{k \in \mathbb{Z}} A_m \frac{\partial f_n}{\partial \sigma_k} h_k = A_m \phi_n, \quad \phi_n = \sum_{k \neq n} \frac{f_n(\lambda)}{\sigma_k - \lambda} h_k.$$

By straightforward estimates,

$$\phi_n(\lambda) = \sum_{k \neq n} \frac{h_k}{\sigma_k - \lambda} \frac{1}{\pi_n} \prod_{m \neq n} \frac{\sigma_m - \lambda}{\pi_m}$$

then defines an entire function $\phi_n$, which for each $m \neq n$ has a root $\nu_m$ in $G_m$ in view of $A_m \phi_n = 0$ and Lemma 11.2. Letting $\nu_n = \sigma_n = \tau_n$ and

$$\phi(\lambda) = (\sigma_n - \lambda)\phi_n = \sum_{k \neq n} \frac{h_k}{\sigma_k - \lambda} \prod_{m \in \mathbb{Z}} \frac{\sigma_m - \lambda}{\pi_m}$$
we thus obtain an entire function $\phi$ with a root $\nu_m$ in every interval $G_m$. On the other hand, on the circles $C_n$: $|\lambda| = n\pi + \pi/2$ we have

$$\left| \frac{\phi(\lambda)}{\sin \lambda} \right|_{C_n} = \left| \sum_{k \neq n} \frac{h_k}{\sigma_k - \lambda} \prod_{m \in \mathbb{Z}} \frac{\sigma_m - \lambda}{m\pi - \lambda} \right| \to 0.$$  

It follows with the Interpolation Lemma 22.4 that $\phi$ vanishes identically, and hence that $h = 0$.

Thus we have shown that $Q^n$ is one-to-one. By the preceding lemma and the Fredholm alternative, $Q^n$ is an isomorphism. \[\blacksquare\]

Propositions 11.3 and 11.6 allow us to apply the implicit function theorem to any particular solution of $F^n(\sigma, \varphi) = 0$ in the domain $V$ defined in (22).

**Proposition 11.7** For any $n \in \mathbb{Z}$ there exists a unique real analytic map

$$\sigma^n: \ L^2 \to \ell^2$$

with graph in $V$ such that

$$F^n(\sigma^n(\varphi), \varphi) = 0$$

everywhere. Indeed, $\sigma_m^n(\varphi) \in G_m(\varphi)$ for all $m \in \mathbb{Z}$ at every point $\varphi$.

**Remark.** To be precise, uniqueness holds within the class of all such analytic maps with graph in $V$.

**Proof.** First we claim that for any solution of $F^n(\sigma, \varphi) = 0$ in $V$ one has

(24) $\sigma^n_m(\varphi) \in G_m(\varphi), \quad m \in \mathbb{Z}.$

For $m = n$ this is true by definition. For any $m \neq n$, the fact that $A_m f_n(\sigma) = 0$ and Lemma 11.2 imply that $f_n$ has some root $\xi_m$ in $G_m$. But $f_n$ has exactly the roots $\sigma_m \sim m\pi$ with $m \neq n$, and no other roots. Consequently, $\sigma_m = \xi_m \in G_m$ for all $m \neq n$, which proves the claim.

By Proposition 11.6 and the implicit function theorem, any particular solution of $F^n(\sigma, \varphi) = 0$ in $V$ can be uniquely extended locally such that $\sigma$ is given as a real analytic function of $\varphi$. This local solution can be extended by the continuation method along any path from $\varphi$ to any given point in $L^2_r$, since $\partial F^n/\partial \sigma$ is a linear isomorphism everywhere on $V$ and the compactness property (24) must hold for
any continuous extension. Since $L^2_r$ is simply connected, any particular solution of $F^n(\sigma, \varphi) = 0$ in $V$ thus extends uniquely and globally to a real analytic map $\sigma^n: L^2_r \to \ell^2$ with graph in $V$ satisfying $F^n(\sigma^n(\varphi), \varphi) = 0$ everywhere.

At $\varphi = 0$ one solution is given by $\sigma(0) = \sigma_0$, as one immediately verifies using Cauchy’s formula. This solution is also unique, since $G_m(0) = \{m\pi\}$ for all $m \in \mathbb{Z}$. Hence there is exactly one such analytic map.

**Complex Extension**

**Proposition 11.8**  All real analytic maps $\sigma^n: L^2_r \to \ell^2_o$ of Proposition 11.7 extend to a complex neighborhood of $L^2_r$, which is independent of $n$.

**Proof.** We first show that at every point $\varphi$ of real type, the inverses of the Jacobians $Q^n$ are uniformly bounded for all $n$. To this end, we look at their limit as $n \to \infty$. For $m \neq n$ and $n \to \infty$,

$$Q^n_{mr} = (n - m) \int_{\Gamma_m} \frac{\sigma_m - \lambda}{(\sigma_n - \lambda)(\sigma_r - \lambda)} \zeta_m(\sigma, \lambda) \, d\lambda \to Q^*_{mr},$$

by (23) at any point $(\sigma, \varphi)$ in $V$, where

$$Q^*_{mr} = \frac{1}{\pi} \int_{\Gamma_m} \frac{\sigma_m - \lambda}{\sigma_r - \lambda} \zeta_m(\sigma, \lambda) \, d\lambda.$$

These expressions are completely analogous to the ones obtained in the proof of Lemma 11.4. Therefore, the $Q^*_{mr}$ satisfy the same asymptotic estimates as the $Q^n_{mr}$ stated in Lemma 11.4 and define a bounded operator $Q^*$ in $\ell^2$. Moreover, the same estimates imply that $Q^n \to Q^*$ in the $\ell^2$-operator norm locally uniformly on $V$.

The diagonal elements $Q^*_{mm}$ do not vanish, since $\zeta_m$ has no root in $G_m$. Arguing as in the proof of Proposition 11.5 $Q^*$ is boundedly invertible on $\ell^2$ at every point in $V$. As the set

$$\Pi(\varphi) = \prod_{m \in \mathbb{Z}} G_m(\varphi)$$

is compact in $\ell^2$, the operator $Q^*$ is indeed uniformly boundedly invertible for $\sigma$ in $\Pi(\varphi)$ for any fixed $\varphi$. By continuity, then also $Q^n(\sigma, \varphi)$ is uniformly boundedly invertible for all large $n$ for $\sigma$ in $\Pi(\varphi)$, and hence for all $n$ by Proposition 11.6. This concludes the first step.
By Proposition \textbf{11.3} the maps $F^n$ are analytic and locally uniformly bounded on a simply connected neighborhood of $V$ which can be chosen independently of $n$. Using Cauchy’s estimate the variation of $Q^n$ with respect to $\sigma$ and $\varphi$ can thus be kept as small as needed by restricting oneself to a sufficiently small neighborhood of $\Pi(\varphi) \times \{\varphi\}$. Using the standard estimate

\[
\| (Q + \delta Q)^{-1} \| \leq 2 \| Q^{-1} \| \quad \text{for} \quad \| \delta Q \| \leq \frac{1}{2 \| Q^{-1} \|}
\]

for $Q = Q^n$, this gives us a similar uniform bound on the inverses of the Jacobians on this complex neighborhood.

Finally, we can continue the solutions $\sigma^n$ to this neighborhood by the implicit function theorem.

\textit{Normalization}

Now let $\sigma^n$ be the solution provided by Proposition \textbf{11.8} and consider the not yet normalized entire functions $f_n(\sigma^n)$ defined in \textbf{116}. By \textbf{119},

\[
\frac{f_n(\sigma, \lambda)}{\sqrt{\Delta^2(\lambda) - 4}} = \frac{\zeta(\sigma, \lambda)}{\sigma_n - \lambda} = \zeta_n(\sigma, \lambda),
\]

hence

\[
A_n f_n = \int_{\Gamma_n} \zeta_n(\sigma, \lambda) \, d\lambda = \pi + \ell^2(n)
\]

locally uniformly on $\ell^2 \times L_\tau^2$ by Lemma \textbf{22.3}. Indeed, this identity holds without the error term, so that the functions

\[
\psi_n(\varphi) = \frac{1}{\pi} f_n(\sigma^n, \varphi)
\]

satisfy all requirements of Theorem \textbf{11.1}

\textbf{Lemma 11.9}

\[
\int_{\Gamma_n} \frac{f_n(\sigma, \lambda)}{\sqrt{\Delta^2(\lambda) - 4}} = \pi.
\]

\textit{Proof.} For $\lambda$ on the circles $C_n : |\lambda| = n\pi + \pi/2$ we have
\[ f_n(\sigma, \lambda) = \frac{\sin \lambda}{n\pi - \lambda}(1 + o(1)), \]
\[ \sqrt{\Delta^2(\lambda) - 4} = (-2i \sin \lambda)(1 + o(1)). \]

Moreover, the integral of their quotient vanishes over any contour \( \Gamma_m \) with \( m \neq n \) vanishes. Hence, letting \( m \to \infty \) we obtain

\[
\int_{\Gamma_n} \frac{f_n(\sigma, \lambda)}{\sqrt{\Delta^2(\lambda) - 4}} \, d\lambda = \int_{C_m} \frac{f_n(\sigma, \lambda)}{\sqrt{\Delta^2(\lambda) - 4}} \, d\lambda = \int_{C_m} \frac{1 + o(1)}{\lambda - n\pi} \, d\lambda = \pi.
\]

Asymptotics

**Lemma 11.10** The components of \( \sigma^n = (\sigma^n_m) \) are of the form

\[ \sigma^n_m = \tau_m + O(\gamma^2_m) \]

uniformly in \( n \) and locally uniformly in a complex neighborhood of \( L^2_r \).

**Proof.** We drop the superscript \( n \) in \( \sigma^n \) and \( \sigma^n_m \) for the course of this proof, and consider a solution \( \sigma \) of \( F^n(\sigma, \varphi) = 0 \). By definition, \( \sigma_n = \tau_n \), hence there is nothing to do for \( m = n \). For \( m \neq n \), the equation \((n-m)A_m f_n(\sigma) = 0\) holds, so in view of (20) and the definition (18) of \( \zeta_m \) we have

\[
0 = \frac{1}{2\pi} \int_{\Gamma_m} \frac{\sigma_m - \lambda}{w_m(\lambda)} \chi^n_m(\sigma, \lambda) \, d\lambda
\]

with

\[ \chi^n_m = \frac{\pi(n-m)}{\sigma_n - \lambda} \prod_{i \neq m} \frac{\sigma_i - \lambda}{w_i(\lambda)}. \]

The function \( \chi^n_m \) is locally uniformly bounded for \( \lambda \) in the disc \( D_m \). In fact, we have

\[ \chi^n_m(\sigma, \lambda) = 1 + \ell_0(m) \]

locally on \( \ell^2_o \times L^2_r \) by Lemma 20.4. This estimate is uniform in \( \lambda \) in \( D_m \) and in \( n \).
Expanding $\chi^n_m(\sigma, \lambda)$ in $\lambda$ at the point $\tau_m$ according to Taylor’s formula and using Cauchy’s estimate for the first derivative, we can write

$$\chi^n_m(\sigma, \lambda) = \chi^n_m(\sigma, \tau_m) + (\lambda - \tau_m) g^n_m,$$

with functions $g^n_m = g^n_m(\sigma, \tau_m, \lambda) = \ell_0(m)$. Since

$$\frac{1}{2\pi} \int_{\Gamma_m} \frac{\sigma_m - \lambda}{w_m(\lambda)} \, d\lambda = \sigma_m - \tau_m,$$

(25) then leads to

$$0 = (\sigma_m - \tau_m) \chi^n_m(\sigma, \tau_m) + \frac{1}{2\pi} \int_{\Gamma_m} \frac{(\sigma_m - \lambda)(\lambda - \tau_m)}{w_m(\lambda)} g^n_m \, d\lambda.$$

The integral is of order $\gamma^2_m$ in view of Lemma 22.3 while $\chi^n_m(\sigma, \tau_m)$ never vanishes and is indeed bounded away from zero. Hence we obtain $|\sigma_m - \tau_m| = O(\gamma^2_m)$ as claimed. □

We also need the following simple estimate in the proof of Lemma 16.1.

**Lemma 11.11** For $\lambda \in D_n$,

$$\psi_n(\lambda) = 2(-1)^{n-1} + O(\lambda - n\pi)$$

locally uniformly in a complex neighborhood of $L^2_{\tau}$. 

**Proof.** By the preceding Lemma 11.10 and Lemma 20.3

$$\psi_n(\lambda) = -2 \prod_{m \neq n} \frac{\sigma^n_m - \lambda}{\pi_m} = -2 \frac{\sin \lambda}{\lambda - n\pi} (1 + o(1))$$

for $\lambda \in D_n$. The claim then follows with l’Hospital’s rule. □
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12 Overview

Before going into the details we present a formal construction of actions and angles and their associated Birkhoff coordinates. To this end we recall some facts from chapter 1 and introduce some more concepts.

For a potential $\varphi$ in $L^2_r$ consider the Floquet matrix $M(1, \lambda, \varphi)$ associated with the $Z\sigma$-operator $L(\varphi)$ and its discriminant

$$\Delta(\lambda, \varphi) = \text{tr} M(1, \lambda, \varphi).$$

The periodic spectrum of $L(\varphi)$ is the zero set of the entire function $\Delta^2(\lambda, \varphi) - 4$, counted with multiplicities. It is a doubly infinite sequence of eigenvalues

$$\cdots \leq \lambda_{n-1}^{+} < \lambda_{n}^{-} < \lambda_{n}^{+} < \lambda_{n+1}^{-} \leq \cdots ,$$

and we have the product representation

$$\Delta^2(\lambda) - 4 = -4 \prod_{m \in \mathbb{Z}} \frac{(\lambda_{m}^{+} - \lambda)(\lambda_{m}^{-} - \lambda)}{\pi^2_m}.$$  

The square root of this function is defined on the spectral curve

$$\Sigma_{\varphi} = \mathcal{C}_{\varphi} \cup \{\infty^+, \infty^-\}, \quad \mathcal{C}_{\varphi} = \{ (\lambda, z) \in \mathbb{C}^2 : z^2 = \Delta^2(\lambda) - 4 \}.$$

The latter may be viewed as two copies of the complex plane slit open along each open gap and glued together crosswise along the slits, while points at double roots
Another set of coordinates

To define actions and angles we also need to consider the Dirichlet spectrum of $L(\varphi)$. It consists of a sequence $(\mu_n(\varphi))_{n \in \mathbb{Z}}$ of real numbers satisfying
\[
\lambda_n^- (\varphi) \leq \mu_n (\varphi) \leq \lambda_n^+ (\varphi), \quad n \in \mathbb{Z}.
\]
With each Dirichlet eigenvalue one can uniquely and analytically associate a specific root of $\Delta^2 (\mu_n) - 4$ by setting
\[
\sqrt[2] { \Delta^2 (\mu_n) - 4 } := (\dot{\mu}_2 + \dot{\mu}_3) |_{\mu_n}
\]
in view of Lemma 5.2. In addition we introduce the quantities
\[
\kappa_n (\varphi) = 2 \log (-1)^n u (\mu_n), \quad u = \dot{m}_1 + \dot{m}_2 + \dot{m}_3 + \dot{m}_4.
\]
In view of the definition of the discriminant and the stared root above,
\[
u(\mu_n) = \Delta (\mu_n) + \sqrt[2] { \Delta^2 (\mu_n) - 4 }.
\]
As $(-1)^n \Delta (\mu_n) > 2$, we have $(-1)^n u (\mu_n) > 0$, so the $\kappa_n$ are well defined.

One then finds that
\[
\{ \mu_m, \mu_n \} = 0 = \{ \kappa_m, \kappa_n \}, \quad \{ \mu_m, \kappa_n \} = \delta_{mn}.
\]
for all $m, n \in \mathbb{Z}$. The first identity was established in Lemma 7.1. The last identity follows with
\[
\partial \kappa_m = \frac{2}{u} (\dot{u} \partial \mu_n + \partial u) \bigg|_{\lambda=\mu_m}
\]
and Lemmas 7.1 and 7.5 which give
\[
\{ \mu_m, \kappa_n \} = \frac{2}{u} \{ \mu_m, u \} \bigg|_{\lambda=\mu_n} = p_m (\mu_n) = \delta_{mn}.
\]
The other identity is handled analogously.
Indeed, one can show that \((\mu_n, \kappa_n)_{n \in \mathbb{Z}}\) forms a canonical coordinate system on \(L^2_r\). More precisely,

\[
\varphi \mapsto (\mu_n(\varphi), \kappa_n(\varphi))_{n \in \mathbb{Z}}
\]
defines a \textit{real analytic, canonical diffeomorphism} from \(L^2_r\) into a suitable space of sequences.

These coordinates make it easy to describe the geometry of any isospectral set

\[
\text{Iso}(\varphi_0) = \{ \varphi \in L^2_r : \text{spec}(\varphi) = \text{spec}(\varphi_0) \}.
\]

By Proposition 10.4 each \(\mu_n\) can be chosen freely within the closed interval \([\lambda_n^-, \lambda_n^+]\), while each \(\kappa_n\) is fixed up to a sign by (28) and vanishes when \(\mu_n\) sits at an endpoint. Therefore, \(\text{Iso}(\varphi_0)\) can be viewed as a product of circles, one circle \(c_n\) for each open gap \((\lambda_n^-, \lambda_n^+)\) as pictured in figure 5. Together, they form a \textit{torus}, whose dimension is equal to the number of open gaps [13, Theorem B.14].

\textbf{Actions}

In the \(\mu\)-\(\kappa\)-coordinates the canonical 1-form

\[
\alpha = \sum_{n \in \mathbb{Z}} \kappa_n \, d\mu_n
\]
gives rise to the symplectic form \(d\alpha = \sum_n d\kappa_n \wedge d\mu_n\) which in view of (29) is associated with the Poisson bracket introduced earlier. We may therefore define actions according to Arnold’s formula by

\[
I_n = \frac{1}{2\pi} \int_{c_n} \alpha = \frac{1}{2\pi} \sum_{m \in \mathbb{Z}} \int_{c_n} \kappa_m \, d\mu_m,
\]
where \( c_n \) denotes the cycle corresponding to \( \mu_n \) described above. As \( d\mu_m = 0 \) along \( c_n \) for all \( m \neq n \), we in fact have

\[
I_n = \frac{1}{2\pi} \int_{c_n} \kappa_n \, d\mu_n.
\]

Integrating by parts and using the definition of \( \kappa_n \), we get

\[
I_n = -\frac{1}{\pi} \int_{c_n} \mu_n \frac{\dot{u}(\mu_n)}{u(\mu_n)} \, d\mu_n = \frac{1}{\pi} \int_{c_n} \mu \frac{\dot{\Delta}(\mu)}{\sqrt{\Delta^2(\mu) - 4}} \, d\mu.
\]

As the root changes sign along the cycle \( c_n \) and the actions ought to be nonnegative the latter expression may also be written as

\[
I_n = \frac{1}{\pi} \int_{\lambda_n^+}^{\lambda_n^-} \mu \frac{\dot{\Delta}(\mu)}{\sqrt{\Delta^2(\mu) - 4}} \, d\mu - \frac{1}{\pi} \int_{\lambda_n^-}^{\lambda_n^+} \mu \frac{\dot{\Delta}(\mu)}{\sqrt{\Delta^2(\mu) - 4}} \, d\mu.
\]

The upshot is that this expression may be interpreted as a contour integral of the meromorphic differential

\[
\frac{\lambda \dot{\Delta}(\lambda)}{\sqrt{\Delta^2(\lambda) - 4}} \, d\lambda
\]

on the curve \( \Sigma_* \). As this form is holomorphic on \( \Sigma_* \setminus \{\infty^+, \infty^-\} \), we may deform the contour to a counterclockwise oriented cycle \( a_n \) on the canonical sheet of \( \Sigma_* \) around \([\lambda_n^-, \lambda_n^+]\), which leads to

\[
I_n = \frac{1}{\pi} \int_{a_n} \lambda \frac{\dot{\Delta}(\lambda)}{\sqrt{\Delta^2(\lambda) - 4}} \, d\lambda.
\]

Such formulas were first established by Flaschka and McLaughlin for the KDV equation and the Toda lattice \cite{flaschka1980integrable} and then generalized by Novikov and Veselov \cite{novikov1985integrability}. See also \cite{gustafsson1992integrable} for the defocusing NLS.

In this chapter we will not derive the last formula in a rigorous manner. Instead, we take it as the definition of \( I_n \) and directly verify that these constitute real analytic action variables on \( L^2_r \).

**Angles**

Assume now that the variables \( I_n \) admit canonically conjugate angles \( \alpha_n \). Then, again formally, the canonical 1-form \( \alpha \) expressed in these coordinates is
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of the form

\[ \alpha = \sum_{n \in \mathbb{Z}} I_n \, d_n + dS \]

with some exact 1-form \( dS \). \textit{A priori} there is no reason for \( dS \) to be zero. It turns out, however, that stipulating \( dS = 0 \) does give rise to canonical angular coordinates as follows.

Restricting \( \alpha \) to \( \text{Iso}(\varphi) \) we obtain a 1-form in the \( \varphi \)-variables, depending on the \( I \)-coordinates as parameters. Take its partial derivative with respect to \( I_n \) to obtain the 1-form

\[ \alpha_n = d_n. \]

Integrating along any path on \( \text{Iso}(\varphi) \) from some fixed base point \( \varphi_0 \) to \( \varphi \) then gives

\[ n(\varphi) = \int_{\varphi_0}^{\varphi} \alpha_n, \]

where we assume \( n(\varphi_0) = 0 \) for simplicity. This integral depends only on the homotopy class of the chosen path on \( \text{Iso}(\varphi) \), since the restriction of \( d\alpha \) to \( \text{Iso}(\varphi) \) vanishes. In fact, \( n \) is well defined modulo \( 2\pi \), as it ought to be.

A standard path of integration can be chosen in the \( \kappa-\mu \)-coordinates as follows. First, as base point \( \varphi_0 \) we chose that potential in \( \text{Iso}(\varphi) \) with\[ \mu_n(\varphi_0) = \lambda_n(\varphi), \quad \kappa_n(\varphi_0) = 0, \quad n \in \mathbb{Z}. \]

Then we move one Dirichlet eigenvalue at a time while keeping all the others fixed, moving \( \mu_m(\varphi_0) \) to \( \mu_m(\varphi) \) with the proper sign of the root of \( \Delta^2(\mu_n) - 4 \) determined by \( \kappa_m(\varphi) \). Doing this for \( m = 0, 1, -1, 2, -2, \ldots \) defines a succession of paths \( v_0, v_1, v_{-1}, \ldots \) on \( \text{Iso}(\varphi) \), which together form a path \( v \) from \( \varphi_0 \) to \( \varphi \). As a result,

\[ n(\varphi) = \int_{\varphi_0}^{\varphi} \alpha_n = \int_{v} \alpha_n = \sum_{m \in \mathbb{Z}} \int_{v_m} \alpha_n. \]

As in the case of the actions, we now interpret this as an integral of a meromorphic differential on the curve \( \Sigma_\varphi \) as follows. Recall that also \( \alpha = \sum_m \kappa_m \, d\mu_m \). Up to signs the \( \mu \)-s are coordinates on \( \text{Iso}(\varphi) \), while the actions characterize those isospectral sets. In particular, \( \Delta(\lambda, \varphi) \) can be viewed as a function of \( \lambda \) and the
actions. Taking the partial derivative of $\kappa_m$ with respect to $I_n$ while viewing the $\mu$-s as coordinates then yields

$$\partial_I \kappa_m = \frac{1}{\sqrt{\Delta^2(\mu_n) - 4}} \partial_I \Delta(\lambda) \bigg|_{\lambda = \mu_m}$$

in view of (28). Thus,

$$\alpha_n = \sum_{m \in \mathbb{Z}} \frac{\partial_I \Delta(\mu_m)}{\sqrt{\Delta^2(\mu_m) - 4}} \mathrm{d}\mu_m.$$  

As only $\mathrm{d}\mu_m$ does not vanish along $v_m$ we obtain

$$n(\varphi) = \sum_{m \in \mathbb{Z}} \int_{v_m} \frac{\partial_I \Delta(\mu_m)}{\sqrt{\Delta^2(\mu_m) - 4}} \mathrm{d}\mu_m.$$  

Now we may view each integrand as a meromorphic differential on the spectral curve $\Sigma_\varphi$, and take each integral along a straight line on it. This finally leads to

$$n(\varphi) = \sum_{m \in \mathbb{Z}} \int_{\lambda_m(\varphi)}^{\lambda^*_{m}(\varphi)} \frac{\partial_I \Delta(\lambda)}{\sqrt{\Delta^2(\lambda) - 4}} \mathrm{d}\lambda.$$  

It remains to identify the meromorphic differentials in the last formula. By definition,

$$I_m = \frac{1}{2\pi} \int_{c_m} \alpha.$$  

Assuming that differentiation and integration interchange, we get

$$\delta_{mn} = \partial_I I_m = \frac{1}{2\pi} \int_{c_m} \alpha_n.$$  

Expressing $\alpha_n$ as 1-forms in the $\mu$-coordinates and interpreting the last integral as a period integral on $\Sigma_\varphi$ leads to

$$\delta_{mn} = \frac{1}{2\pi} \int_{a_m} \frac{2\partial_I \Delta(\lambda)}{\sqrt{\Delta^2(\lambda) - 4}} \mathrm{d}\lambda.$$  

Now, if for any given $n$ these relations uniquely characterize Abelian differentials on $\Sigma_\varphi$, which have simple poles at $\infty^\pm$ as well as at the double roots of $\Delta^2(\lambda) - 4$
but otherwise are holomorphic – as in the case of hyperelliptic Riemann surfaces of finite genus –, then by Theorem 11.1 we have

\[
\frac{2\partial_I \Delta(\lambda)}{\sqrt{\Delta^2(\lambda) - 4}} \, d\lambda = \frac{\psi_n(\lambda)}{\sqrt{\Delta^2(\lambda) - 4}} \, d\lambda,
\]

with the entire functions \( \psi_n \) given by that theorem. Hence, we arrive at

\[
n(\varphi) = \sum_{m \in \mathbb{Z}} \int_{\lambda_m(\varphi)}^{\mu_m^*(\varphi)} \frac{\psi_n(\lambda)}{\sqrt{\Delta^2(\lambda) - 4}} \, d\lambda \quad \text{mod } 2\pi.
\]

By a slight abuse of terminology we refer to

\[
\varphi \mapsto (\varphi) = (n(\varphi))_{n \in \mathbb{Z}}
\]

as \textit{Abel map}.

As in the case of the variables \( I_n \) we will not present a rigorous derivation of this formula, but take it as the \textit{definition} of the variable \( n \) and then verify directly that they are angular variables conjugate to the \( I_n \).

\textit{Birkhoff coordinates}

All actions are real analytic on \( L^2_r \), but each angle \( n \) is defined and real analytic only on the dense open domain \( L^2_r \setminus Z_n \), where

\[
Z_n := \{ \varphi \in L^2_r : \gamma_n(\varphi) = 0 \}.
\]

Nevertheless, the associated Birkhoff coordinates

\[
x_n = \sqrt{2I_n} \cos n, \quad y_n = \sqrt{2I_n} \sin n
\]

are real analytic on all of \( L^2_r \) and even extend analytically to a complex neighborhood of \( L^2_r \) independent of \( n \).

This requires some careful analysis. In the real case, it suffices so show that, when \( \gamma_n \) tends to zero, then \( x_n \) and \( y_n \) tend to zero as well. In the complex case the situation is more complicated, since the associated Zs-operator is no longer selfadjoint. In particular, it may happen that \( \lambda_n^- = \lambda_n^+ \neq \mu_n \). In this case, the Birkhoff coordinates \( x_n, y_n \) will \textit{not} vanish.
Some Notations and Notions

In the sequel we will need to consider various roots, and it will be important to fix the proper branch in each case. The principal branch of the square root on the complex plane outside of \((-\infty, 0]\) is denoted by \(\sqrt[+]{\cdot}\). Thus,

\[\sqrt[+]{\lambda} > 0 \quad \text{for} \quad \lambda > 0.\]

In obvious cases, we simply write \(\sqrt{\lambda}\).

On the complex plane outside \([-1, 1]\) we define a “standard root” of \(\lambda^2 - 1\) by

\[\sqrt[3]{\lambda^2 - 1} < 0 \quad \text{for} \quad \lambda > 1,\]
as illustrated in figure 6. Put differently,

\[\sqrt[3]{\lambda^2 - 1} = -\lambda \sqrt[+]{1 - \lambda^{-2}} \quad \text{for} \quad |\lambda| > 1.\]

We extend this definition to more general quadratic radicands \((a - \lambda)(b - \lambda)\) with \(a < b\) and \(\lambda\) not on the segment from \(a\) to \(b\) by continuous deformation, so that

\[\sqrt[3]{(a - \lambda)(b - \lambda)} = \frac{\gamma}{2} \sqrt[3]{z^2 - 1} = (\tau - \lambda) \sqrt[+]{1 - z^{-2}}\]
with

\[\gamma = b - a, \quad \tau = \frac{b + a}{2}, \quad z = \frac{\lambda - \tau}{\gamma/2}.\]

The last expression also makes sense for \(a = b\), as then \(z^{-1} = 0\) and

\[\sqrt[3]{(a - \lambda)^2} = a - \lambda.\]

\[^3\text{Note that this definition differs from the one in KdV & KAM.}\]
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\[
\begin{array}{ccccccc}
1 & \lambda_0 & -1 & \lambda_0^+ & -i & \ldots & (-1)^n \\
+ & \lambda_0 & -1 & \lambda_0^+ & -i & \ldots & (-1)^n \\
\end{array}
\]

Figure 7 Signs of $\sqrt[\varphi]{\Delta^2(\lambda) - 4}$ around $G_0$ and $G_n$

Also note that $\sqrt[\varphi]{z^2(\lambda^2 - 1)} = z\sqrt[\varphi]{\lambda^2 - 1}$ for any $z$ in the right half plane and $\lambda$ not in $[-1, 1]$.

We also define a “canonical root” $\sqrt[\varphi]{\Delta^2(\lambda) - 4}$ on the complex plane outside each gap $G_n$ by requiring that its sign behaves like the sign of $\sqrt[\varphi]{(\lambda_0^+ - \lambda)(\lambda_0^- - \lambda)}$ in a sufficiently small neighbourhood around the zeroth gap, as indicated in figure 7. The upshot is that then

$$\sqrt[\varphi]{\Delta^2(\lambda) - 4} = 2i \prod_{m \in \mathbb{Z}} \sqrt[\varphi]{(\lambda_m^+ - \lambda)(\lambda_m^- - \lambda)} \pi_m.$$

13 Actions

We define the actions $I_n$ as motivated in the previous section and prove their analyticity as well as asymptotic estimates.

We choose a connected neighborhood $W$ of $L_r^2$ within $L_c^2$ as described in section 8. For all $\varphi$ in $W$ and all integers $n$ one then has disjoint complex segments

$$G_n = [\lambda_n^-, \lambda_n^+] := \{ (1 - t)\lambda_n^- + t\lambda_n^+ : 0 \leq t \leq 1 \},$$

that are contained in mutually disjoint complex discs $U_n$ as described in Lemma 8.1.

We refer to these discs as isolating neighborhoods of the segments $G_n$.

We then define

$$I_n = \frac{1}{\pi} \int_{\Gamma_n} \frac{\dot{\lambda} \Delta(\lambda)}{\sqrt[\varphi]{\Delta^2(\lambda) - 4}} \, d\lambda, \quad n \in \mathbb{Z},$$

where $\Gamma_n$ is a counterclockwise circuit around $G_n$ inside the disc $U_n$. By Cauchy’s theorem this definition of $I_n$ does not depend on the choice of $\Gamma_n$ as long as it stays inside $U_n$. Moreover, $\Gamma_n$ can be chosen to be locally independent of $\varphi$. 
Theorem 13.1  Each function $I_n$ is analytic on $W$ with gradient

\[ \partial I_n = -\frac{1}{\pi} \int_{\Gamma_n} \frac{\partial \Delta(\lambda)}{\sqrt{\Delta^2(\lambda) - 4}} \, d\lambda. \]

Moreover, on $L^2_r$ each function $I_n$ is real, nonnegative, and vanishes if and only if $\gamma_n$ vanishes.

Proof.  Locally on $W$ the contours of integration $\Gamma_n$ can be chosen to be independent of $\varphi$. As $\Delta$ is an analytic function of $\lambda$ and $\varphi$, and $\sqrt{\Delta^2(\lambda) - 4}$ is analytic in a neighbourhood of $\Gamma_n$, the function $I_n$ is clearly analytic on $W$.

To obtain its gradient we note that for $\varphi$ of real type, $(-1)^n \Delta(\lambda) > 2$ in the interior of the segment $G_n$ and hence

\[ (-1)^n \Delta(\lambda) \pm \sqrt{\Delta^2(\lambda) - 4} > 0. \]

Therefore, on a sufficiently small complex neighbourhood $W_n$ of $L^2_r$ and a circuit $\Gamma_n$ sufficiently close to $G_n$, the principle branch of the logarithm

\[ \omega(\lambda) = \log (-1)^n (\Delta(\lambda) - \sqrt{\Delta^2(\lambda) - 4}) \]

is well defined near $\Gamma_n$. Since $\dot{\omega}(\lambda) = -\dot{\Delta}(\lambda)/\sqrt{\Delta^2(\lambda) - 4}$, partial integration gives

\[ I_n = \frac{1}{\pi} \int_{\Gamma_n} \log (-1)^n (\Delta(\lambda) - \sqrt{\Delta^2(\lambda) - 4}) \, d\lambda. \]

Again keeping $\Gamma_n$ fixed and taking the gradient with respect to $\varphi$ we obtain the formula for $\partial I_n$ on $W_n$. As both sides of (30) are analytic on the connected set $W$, this identity not only holds on $W_n$, but everywhere on $W$. 

Figure 8  The circuits $\Gamma_n$
To prove the last assertion we observe that

$$\int_{\Gamma_n} \frac{\hat{\Delta}(\lambda)}{\sqrt{\Delta^2(\lambda) - 4}} \, d\lambda = 0$$

in view of the existence of the primitive $\omega(\lambda)$. With $\lambda_n^*$ denoting the root of $\hat{\Delta}$ near $G_n$ we can therefore also write

$$I_n = \frac{1}{\pi} \int_{\Gamma_n} (\lambda - \lambda_n^*) \frac{\hat{\Delta}(\lambda)}{\sqrt{\Delta^2(\lambda) - 4}} \, d\lambda.$$

For $\varphi$ of real type we then obtain

$$I_n = \frac{2}{\pi} \int_{\lambda_n^*}^{\lambda_n^+} (-1)^{n-1}(\lambda - \lambda_n^*) \frac{\hat{\Delta}(\lambda)}{\sqrt{\Delta^2(\lambda) - 4}} \, d\lambda$$

by shrinking the contour of integration to the real interval $G_n$ and taking into account the definition of the $\omega$-root. Since $\text{sgn} (\lambda - \lambda_n^*) \hat{\Delta}(\lambda) = (-1)^{n-1}$ on $G_n$, the integrand is non-negative, and the result follows.

**Proposition 13.2** Each $I_n$, $n \in \mathbb{Z}$, is a compact function on $L^2_n$.

**Proof.** The periodic eigenvalues are compact functions by Proposition 5.5. The same holds for $\Delta$ and $\hat{\Delta}$ on compact subsets of the complex plane. Hence, if $\varphi \rightarrow \varphi_0$, then eventually we may choose the contour $\Gamma_n$ of integration to be independent of $\varphi$ and conclude that

$$\lim_{\varphi \rightarrow \varphi_0} I_n(\varphi) = \lim_{\varphi \rightarrow \varphi_0} \frac{1}{\pi} \int_{\Gamma_n} \frac{\lambda \hat{\Delta}(\lambda, \varphi)}{\sqrt{\Delta^2(\lambda, \varphi) - 4}} \, d\lambda$$

$$= \frac{1}{\pi} \int_{\Gamma_n} \lim_{\varphi \rightarrow \varphi_0} \frac{\lambda \hat{\Delta}(\lambda, \varphi)}{\sqrt{\Delta^2(\lambda, \varphi) - 4}} \, d\lambda$$

$$= \frac{1}{\pi} \int_{\Gamma_n} \frac{\lambda \hat{\Delta}(\lambda, \varphi_0)}{\sqrt{\Delta^2(\lambda, \varphi_0) - 4}} \, d\lambda = I_n(\varphi_0),$$

as required.

Let

$$Z_n = \{ \varphi \in W : \gamma_n(\varphi) = 0 \}$$
be the subvariety of potentials in $W$ with collapsed $n$-th gap. As $\gamma_n^2$ is analytic on $W$ by Theorem 8.2, the quotient $I_n/\gamma_n^2$ is analytic on $W \setminus Z_n$. We show that $I_n/\gamma_n^2$ extends analytically to all of $W$ to a nonvanishing function.

**Theorem 13.3** Making the neighborhood $W$ of $L^2_r$ possibly smaller, each quotient $I_n/\gamma_n^2$ extends analytically to $W$ and satisfies

$$\frac{4I_n}{\gamma_n^2} = 1 + \ell^2(n)$$

locally uniformly on $W$. Its real part is locally uniformly bounded away from zero, so that

$$\xi_n := \sqrt[4]{\frac{4I_n}{\gamma_n^2}}$$

is a well defined real analytic nonvanishing function on $W$ with $\xi_n = 1 + \ell^2(n)$ locally uniformly on $W$. At the zero potential, $\xi_n \equiv 1$.

**Proof.** We show that for any potential $\varphi$ of real type there is a complex neighborhood $V_\varphi$ such that $I_n/\gamma_n^2$ extends continuously to $V_\varphi$ and is weakly analytic on $Z_n \cap V_\varphi$. By Theorem 19.5 this function is analytic on all of $V_\varphi$. Taking the union over all those $V_\varphi$ we obtain the stipulated neighborhood $W$ of $L^2_r$.

Recall the product expansions

$$\hat{\Delta}(\lambda) = 2 \prod_{m \in \mathbb{Z}} \frac{\lambda_m^+ - \lambda}{\pi_m},$$

$$c\sqrt{\Delta^2(\lambda) - 4} = 2i \prod_{m \in \mathbb{Z}} \frac{\sqrt{(\lambda_m^+ - \lambda)(\lambda_m^- - \lambda)}}{\pi_m}.$$

Along the circuit $\Gamma_n$ we thus have

$$\frac{\hat{\Delta}(\lambda)}{c\sqrt{\Delta^2(\lambda) - 4}} = \frac{\lambda_n^+ - \lambda}{i\sqrt{(\lambda_n^+ - \lambda)(\lambda_n^- - \lambda)}} \chi_n(\lambda)$$

with

$$\chi_n(\lambda) = \prod_{m \neq n} \frac{\lambda_m^+ - \lambda}{\sqrt{(\lambda_m^+ - \lambda)(\lambda_m^- - \lambda)}}.$$
In this product, each factor is nonnegative for real \( \lambda \) in \( U_n \) and real type \( \phi \). Hence, taking a neighbourhood \( V_\phi \) of \( \phi \) as described in Lemma \[8.1\] the function \( \chi_n \) is nonnegative for those arguments and analytic on \( U_n \times V_\phi \). In view of (32) we thus have on \( V_\phi \setminus Z_n \) the identity

\[
I_n = \frac{1}{\pi} \int_{\Gamma_n} (\lambda - \lambda_n) \sqrt{\frac{\Delta(\lambda)}{\Delta^2(\lambda) - 4}} \, d\lambda \\
= \frac{i}{\pi} \int_{\Gamma_n} \frac{(\lambda_n^+ - \lambda)^2}{\sqrt{(\lambda_n^+ - \lambda)(\lambda_n^- - \lambda)}} \chi_n(\lambda) \, d\lambda.
\]

With

\[
\lambda = \tau_n + z\gamma_n/2, \quad \zeta_n = \frac{\lambda_n^+ - \tau_n}{\gamma_n/2}
\]

and a circuit \( C_n \) around \([-1, 1]\) we then arrive at

\[
\frac{4I_n}{\gamma_n^2} = \frac{i}{\pi} \int_{C_n} \frac{(z - \zeta_n)^2}{\sqrt{z^2 - 1}} \chi_n(\tau_n + z\gamma_n/2) \, dz \\
= \frac{2}{\pi} \int_{-1}^{1} \frac{(t - \zeta_n)^2}{\sqrt{1 - t^2}} \chi_n(\tau_n + t\gamma_n/2) \, dt.
\]

As \( \gamma_n \to 0 \), also \( \zeta_n \to 0 \) by Lemma \[3.6\]. The right hand side of the last expression is therefore continuous on \( V_\phi \) including \( Z_n \), and with \( \gamma_n \to 0 \) tends to

\[
\chi_n(\tau_n) \frac{2}{\pi} \int_{-1}^{1} \frac{t^2}{\sqrt{1 - t^2}} \, dt = \chi_n(\tau_n).
\]

But \( \tau_n \) is analytic on \( V_\phi \), and \( \chi_n \) is analytic on \( U_n \times V_\phi \). Consequently, \( I_n/\gamma_n^2 \) is weakly analytic on \( Z_n \), too. By Theorem \[19.5\] we then conclude that this function extends analytically to all of \( V_\phi \).

Moreover, \( \chi_n(\lambda) = 1 + \ell^2(n) \) for \( \lambda \) near \( G_n \) locally uniformly on \( W \) by the estimates of Lemma \[20.1\]. Thus, we furthermore conclude that

\[
\frac{4I_n}{\gamma_n^2} = 1 + \ell^2(n)
\]

locally uniformly on \( W \). Finally, on \( L^2_r \),

\[
0 < \frac{4I_n}{\gamma_n^2} \to \lim_{n \to \pm \infty} \chi_n(\tau_n) = 1
\]
locally uniformly as $n \to \pm \infty$. Therefore, by choosing the complex neighbourhood $W$ sufficiently small we can assure that the real part of $I_n/\gamma_n^2$ is positive and locally uniformly bounded away from zero for all $n \in \mathbb{Z}$. So $\xi_n = \sqrt{4I_n/\gamma_n^2}$ is well defined, real analytic, and positive for $\varphi$ in $L^2_r$ for all $n \in \mathbb{Z}$.

At a collapsed gap we have $\xi_n = \chi_n(\tau_n)$, and the latter function is identically 1 at the zero potential.

The next result establishes an identity expressing $\int_0^1 \varphi_1 \varphi_2 \, dx$ in terms of the actions $I_n$. It will be used later to show that the map $\Omega$ from $L^2_r$ into the space of Birkhoff coordinates is proper.

**Proposition 13.4** For $\varphi$ in $L^2_r$ the actions $I_n(\varphi)$ are summable, and

$$
\sum_{n \in \mathbb{Z}} I_n(\varphi) = H_\tau(\varphi) = \int_0^1 \varphi_1 \varphi_2 \, dt.
$$

**Proof.** By Theorem 13.3 and Proposition 3.3 the sum of all actions $I_n$ is absolutely convergent locally uniformly on $L^2_r$. As each action is real analytic in $\varphi$ by Theorem 13.1 the same is therefore also true for their sum. Since also the right hand side of the claimed identity is real analytic on $L^2_r$, it suffices to establish it on the dense subset of finite gap potentials.

Fixing any finite gap potential $\varphi$ in $L^2_r$, there exists an integer $N \geq 1$ such that $I_n = 0$ for $|n| > N$ and thus

$$
\sum_{n \in \mathbb{Z}} I_n = \sum_{|n| \leq N} I_n = \sum_{|n| \leq N} \frac{1}{\pi} \int_{\Gamma_n} \frac{\lambda \dot{\Delta}(\lambda)}{\sqrt{\Delta^2(\lambda) - 4}} \, d\lambda
\begin{align*}
&= \frac{1}{\pi} \int_{C_r} \frac{\lambda \dot{\Delta}(\lambda)}{\sqrt{\Delta^2(\lambda) - 4}} \, d\lambda
\end{align*}
$$

by Cauchy’s theorem with a circle $C_r$ of radius $r$ surrounding all open gaps and containing none of the other eigenvalues $\lambda_n^{\pm}$. Cutting this circle at the real point $r$ and integrating by parts we then obtain

$$
\sum_{n \in \mathbb{Z}} I_n = -\frac{1}{\pi} \int_{C_r} f(\lambda) \, d\lambda, \quad f(\lambda) = \int_{r}^{\lambda} \frac{\dot{\Delta}(\mu)}{\sqrt{\Delta^2(\mu) - 4}} \, d\mu.
$$

This function $f$ is independent of the chosen path of integration in view of (31) and analytic on $\{ \lambda : |\lambda| > r \}$, whence
\[ \sum_{n \in \mathbb{Z}} I_n = -\frac{1}{\pi} \int_{C_r} f(\lambda) \, d\lambda = -2i \text{Res}_\infty f(\lambda), \]

the residuum of \( f \) at infinity. To determine this residuum we claim that

\[ f(it) = \cosh^{-1}\frac{\Delta(it)}{2}, \quad t \gg 0, \]

where \( \cosh^{-1} \) denotes the principal branch of the inverse of \( \cosh \), which is defined on \( \mathbb{C} \setminus (-\infty, 1] \) and real valued on \((1, \infty)\). Indeed, a simple calculation shows that the derivatives of both sides with respect to \( t \) are the same except possibly for the sign of

\[ \Re \sqrt{\Delta^2(it) - 4}, \quad t \gg 0. \]

But this sign is locally constant in \( \varphi \), and deforming to the case \( \varphi = 0 \) reveals that

\[ \Re \sqrt{-4 \sin^2 it} > 0, \quad t \gg 0. \]

Hence, \( f(it) \) and \( \cosh^{-1}\Delta(it)/2 \) differ at most by an additive constant, and since the asymptotic behaviour of both functions for \( t \to \infty \) is that of the function \( t \), the claimed identity follows.

As a finite gap potential, \( \varphi \) is smooth \([?]\) and in particular in \( H^1_r \). Hence Corollary 9.2 applies, and we obtain

\[ f(it) = t + \frac{1}{2t} H_\tau(\varphi) + \frac{1}{t^2}, \quad H_\tau(\varphi) = \int_0^1 \varphi_1 \varphi_2 \, dx. \]

Expanding \( f(it) \) and \( \cosh^{-1}\Delta(it)/2 \) in the local coordinate \( z = 1/\lambda \) then leads to

\[ \text{Res}_\infty f(\lambda) = -\frac{1}{2i} H_\tau(\varphi), \]

which proves the proposition. \( \blacksquare \)

### 14 Angles

Next we define the angular coordinates \( n \) for potentials \( \varphi \) outside of the set \( Z_n = \{ \varphi \in W : \gamma_n(\varphi) = 0 \} \). As motivated in the overview we set

\[ n(\varphi) = \eta_n(\varphi) + \sum_{m \neq n} \beta_m^n(\varphi), \]
where
\[ \eta_n(\varphi) = \int_{\lambda_n^-}^{\mu^*_n} \frac{\psi_n(\lambda)}{\sqrt{\Delta^2(\lambda) - 4}} \, d\lambda \mod 2\pi, \]
\[ \beta^m_n(\varphi) = \int_{\lambda_m^-}^{\mu^*_m} \frac{\psi_n(\lambda)}{\sqrt{\Delta^2(\lambda) - 4}} \, d\lambda. \]

Note that \( \eta_n \) is considered as a function on \( W \setminus Z_n \) taking values in the cylinder \( \mathbb{C}/2\pi \mathbb{Z} \) rather than \( \mathbb{C} \).

We first show that these functions are independent of the paths of integration on the curve \( \Sigma_\varphi \) as long as their projections onto the complex plane stay inside the isolating neighbourhoods \( U_m \) described above. We call such paths \emph{admissible}. In addition, the functions \( \beta^m_n \) are even well defined on all of \( W \) including \( Z_n \).

**Lemma 14.1** The functions \( \beta^m_n \) for \( m \neq n \) are well defined on all of \( W \), while the functions \( \eta_n \) are well defined on \( W \setminus Z_n \).

Moreover, at \( \varphi = 0 \), all the \( \beta^m_n \) with \( n \neq m \) vanish.

**Proof.** By the product expansions for \( \psi_n(\lambda) \) and \( \sqrt{\Delta^2(\lambda) - 4} \),
\[ \psi_n(\lambda) = i \left( \frac{\sigma^m_n - \lambda}{\sqrt{(\lambda^+_m - \lambda)(\lambda^-_m - \lambda)}} \right) \zeta^m_n(\lambda) \]
for \( \lambda \) near \( G_m \) with
\[ \zeta^m_n(\lambda) = \prod_{r \neq m} \frac{\sigma^r_n - \lambda}{\sqrt{(\lambda^+_r - \lambda)(\lambda^-_r - \lambda)}}, \quad \sigma^m_n = \tau_n. \]
The two roots in (33) are understood as functions on a neighbourhood around the lift of \([\lambda^-_m, \lambda^+_m]\) onto the curve \( \Sigma_\varphi \) related to each other by this identity.

If \( \gamma_m \neq 0 \), the factor \( (\sigma^m_n - \lambda)/\sqrt{(\lambda^+_m - \lambda)(\lambda^-_m - \lambda)} \) is integrable along any admissible path. If \( \gamma_m = 0 \), then \( \lambda^+_m = \sigma^m_n = \lambda^-_m \) by Theorem 11.1 and this factor equals \( \pm 1 \). So the integrand of \( \beta^m_n \) is analytic on \( \Sigma_\varphi \) in a neighbourhood of the lift of \([\lambda^-_m, \lambda^+_m]\), and \( \beta^m_n \) is well defined in both cases. The integral is independent of any admissible path of integration, since
\[ \int_{\lambda_m^-}^{\lambda^+_m} \frac{\psi_n(\lambda)}{\sqrt{\Delta^2(\lambda) - 4}} \, d\lambda = 0, \quad m \neq n, \]
by (15). It vanishes when \( \mu_m = \lambda^-_m \), so in particular when \( \varphi = 0 \).
As to \( \eta_n \), the integral exists along any admissible path as long as \( \lambda_n - \lambda_n^+ \neq \lambda_n^+ + \lambda_n^- \). It is well defined modulo \( 2\pi \) by (15) for \( m = n \). 

**Lemma 14.2** The functions \( \beta_n^m \) for \( m \neq n \) are real analytic on all of \( W \), while the functions \( \eta_n \) are real analytic on \( W \setminus Z_n \) if taken modulo \( \pi \).

**Remark.** The values of \( \eta_n \) have to be taken modulo \( \pi \) as the periodic eigenvalues might not be continuous on \( W \) near potentials with a collapsed gap. As we will see, this has no detrimental effect on the regularity of the Birkhoff coordinates.

**Proof.** Fix \( m \in \mathbb{Z} \), and consider the two subsets

\[
Z_m = \{ \varphi \in W : \gamma_m(\varphi) = 0 \}, \\
E_m = \{ \varphi \in W : \mu_m(\varphi) = \lambda_m^\pm(\varphi) \}.
\]

These are analytic subvarieties of \( W \), since they may also be written in the form

\[
Z_m = \{ \varphi \in W : \Delta(\tau_m(\varphi)) = 2(-1)^m \text{ and } \dot{\Delta}(\tau_m(\varphi)) = 0 \}, \\
E_m = \{ \varphi \in W : \Delta(\mu_m(\varphi)) = 2(-1)^m \}.
\]

We are going to prove that \( \beta_n^m \) is analytic on \( W \setminus (Z_m \cup E_m) \) and continuous on \( W \), and that its restrictions to \( Z_m \) and \( E_m \) are each weakly analytic. By Theorem 19.5 it then follows that this function is analytic on \( W \).

To prove analyticity of \( \beta_n^m \) outside of \( Z_m \cup E_m \), notice that \( \lambda_m^- \) and \( \lambda_m^+ \) are simple eigenvalues outside of \( Z_m \). Hence locally there exists analytic functions \( \rho_m^- \) and \( \rho_m^+ \) such that the set equality \( \{ \lambda_m^-, \lambda_m^+ \} = \{ \rho_m^-, \rho_m^+ \} \) holds. Hence we have

\[
\beta_n^m = \int_{\rho_m^-}^{\rho_m^+} \frac{\psi_n(\lambda)}{\sqrt{\Delta^2(\lambda) - 4}} \, d\lambda
\]

in view of (33). The substitution \( \lambda = \rho_m^- + z \) then leads to

\[
\beta_n^m = \int_0^{\rho_m^+ - \rho_m^-} \frac{\psi_n(\rho_m^- + z)}{\sqrt{z} \sqrt{D(z)}} \, dz,
\]

where

\[
D(z) = \frac{\Delta^2(\rho_m^- + z) - 4}{z}
\]

is analytic near \( z = 0 \) with \( D(0) \neq 0 \). Since \( \varphi \notin E_m \), we may integrate along any admissible path not going through \( \rho_m^+ \). Then \( D(z) \) does not vanish, and \( \psi_n(\rho_m^- +
\[ z/\sqrt{D(z)} \] is smooth and locally analytic on \( W \setminus (Z_m \cup E_m) \). As \( \mu_m^* \) and the locally defined \( \rho_m \) are analytic as well, we conclude that the latter integral is analytic on \( W \setminus (Z_m \cup E_m) \).

Next we show that \( \beta^n_m \) is weakly analytic when restricted to either \( Z_m \) or \( E_m \). In view of the normalization (34), we have \( \beta^n_m|_{E_m} = 0 \), so this is obvious. On \( Z_m \), we have \( \lambda_m = \lambda^+_m = \tau_m = \sigma^n_m \), and with (33) we can write

\[
\beta^n_m = \int_{\tau_m}^{\mu^*_m} \frac{\psi_n(\lambda)}{\sqrt{\Delta^2(\lambda) - 4}} \, d\lambda = \pm i \int_{\tau_m}^{\mu^*_m} \frac{\zeta^n_m(\lambda)}{\tau_m - \lambda} \, d\lambda,
\]

where the exact sign is determined by \( \mu^*_m \). As \( \mu^*_m \) and \( \zeta^n_m \) are analytic, the latter integral is an analytic function on \( Z_m \). Altogether we conclude that the restrictions of \( \beta^n_m \) to \( Z_m \) and on \( E_m \) are weakly analytic.

It remains to prove that \( \beta^n_m \) is continuous on all of \( W \). Clearly, \( \beta^n_m \) is continuous on \( W \setminus (Z_m \cup E_m) \), and one shows easily that it is also continuous at points of \( E_m \setminus Z_m \) and \( Z_m \setminus E_m \). Continuity at points in \( Z_m \cap E_m \) follows from (33) and the estimate \( \sigma^n_m - \tau_m = * \gamma^2_m \) of Theorem 11.1. By Theorem 19.5 \( \beta^n_m \) is then analytic on \( W \). Obviously, it is real valued on \( L^2_r \).

The proof for \( \eta_n \) is analogous and even simpler, since we only need to consider the domain \( W \setminus Z_n \). In view of (15) we have

\[
(35) \quad \int_{\lambda_n^-}^{\lambda_n^+} \frac{\psi_n(\lambda)}{\sqrt{\Delta^2(\lambda) - 4}} \, d\lambda = \pm \pi
\]

for the straight line integral, so as above we can write

\[
\eta_n = \int_{\rho_n^-}^{\mu^*_n} \frac{\psi_n(\lambda)}{\sqrt{\Delta^2(\lambda) - 4}} \, d\lambda \mod \pi.
\]

We conclude that modulo \( \pi \), the function \( \eta_n \) is analytic outside of \( Z_n \cup E_n \), and continuous outside \( Z_n \). Since \( \eta_n \mod \pi \) vanishes on \( E_n \), it is weakly analytic on \( E_n \), and we are done. 

**Lemma 14.3** For \( m \neq n \),

\[
\beta^n_m = O\left( \frac{|\gamma_m| + |\mu_m - \tau_m|}{|m-n|} \right)
\]

locally uniformly on \( W \).
Proof. By (34),

$$
\beta_n^m = \int_{\lambda_m^-}^{\mu_m^*} \frac{\psi_n(\lambda)}{\sqrt{\Delta^2(\lambda) - 4}} \, d\lambda = \int_{\lambda_m^+}^{\mu_m^*} \frac{\psi_n(\lambda)}{\sqrt{\Delta^2(\lambda) - 4}} \, d\lambda.
$$

Since the following argument is not affected when interchanging the roles of $\lambda_m^-$ and $\lambda_m^+$, we may and will assume that $|\mu_m - \lambda_m^-| \leq |\mu_m - \lambda_m^+|$. For $\lambda$ near $G_m$ we have

$$
\frac{\psi_n(\lambda)}{\sqrt{\Delta^2(\lambda) - 4}} = i \frac{\sigma_n^m - \lambda}{\sqrt{(\lambda_m^+ - \lambda)(\lambda_m^- - \lambda)}} \frac{\zeta_n^m(\lambda)}{\tau_n - \lambda}
$$

by (33). The function $\zeta_n^m$ is uniformly bounded in view of the asymptotic behavior of the $\sigma_n^m$ and Lemma 20.4. So for $\lambda$ near $G_m$ we immediately obtain

$$
\frac{\zeta_n^m(\lambda)}{\tau_n - \lambda} = O\left(\frac{1}{|n - m|}\right), \quad m \neq n,
$$

locally uniformly on $W$. Moreover, if we integrate along a straight line $\ell$ from $\lambda_m^-$ to $\mu_m$ on the sheet of $\Sigma_\varphi$ determined by $\mu_m^*$, we have

$$
\sqrt{\frac{\sigma_n^m - \lambda}{\lambda_m^+ - \lambda}} = O(1)
$$

locally uniformly on $W$, since $|\mu_m - \lambda_m^-| \leq |\mu_m - \lambda_m^+|$ and $\sigma_n^m = \tau_m + O(\gamma_m^2)$. It remains to show that, again locally uniformly on $W$,

$$
\int_{\lambda_m^-}^{\mu_m^*} \sqrt{\frac{\sigma_n^m - \lambda}{\lambda_m^+ - \lambda}} \, d\lambda = O(|\gamma_m| + |\mu_m - \tau_m|),
$$

when integrating along the straight line $\ell$. But this follows with the substitution $\lambda = \lambda_m^- + t(\mu_m - \lambda_m^-)$. With $\varepsilon = |\sigma_n^m - \lambda_m^-|$ and $\delta = |\mu_m - \lambda_m^-|$ we obtain

$$
\int_0^1 \frac{\sqrt{\varepsilon + \delta}}{\sqrt{\delta t}} \, dt = 2\sqrt{\varepsilon + \delta} \sqrt{\delta} \leq \varepsilon + 2\delta.
$$

As $\varepsilon = O(|\gamma_m|)$ and $\delta = O(|\gamma_m| + |\mu_m - \tau_m|)$ locally uniformly on $W$, the claim follows.

The preceding estimates immediately lead to the following result.
Theorem 14.4  The series $\beta_n = \sum_{m \neq n} \beta_m^n$ converges locally uniformly on $W$ to a real analytic function on $W$ such that $\beta_n = o(1)$. The angle function

$$n = \eta_n + \beta_n = \eta_n + \sum_{m \neq n} \beta_m^n$$

is a smooth real valued function on $L_r^2$ and extends to a real analytic function on $W \setminus Z_n$ when taken modulo $\pi$.

Proof. By the preceding estimate and Cauchy Schwarz,

$$\sum_{m \neq n} |\beta_m^n| = \sum_{0 < |m-n| < |n|/2} |\beta_m^n| + \sum_{|m-n| \geq |n|/2} |\beta_m^n|$$

$$\leq c \left( \sum_{m \geq |n|/2} |\gamma_m|^2 + |\mu_m - \tau_m|^2 \right)^{1/2}$$

$$+ c (\|\gamma\|_2 + \|\mu - \tau\|_2) \left( \sum_{m \geq |n|/2} \frac{1}{m^2} \right)^{1/2}.$$ 

Both terms in parentheses converge to zero as $n$ tends to infinity, whence $\beta^n = o(1)$. The other statements are obvious.

15 Cartesian Coordinates

In the preceding two sections we defined actions and angles,

$$I_n = \zeta_n^2 \gamma_n^2 / 4, \quad n = \eta_n + \beta_n,$$

for potentials $\varphi$ in $L_r^2$ and $L_r^2 \setminus Z_n$, respectively, and showed that $I_n$ and $n \mod \pi$ are real analytic on the complex domains $W$ and $W \setminus Z_n$, respectively. We did not show yet, however, that they are coordinates, nor did we show that they are canonical variables. This will be done later.

In this section we introduce and study their associated rectangular coordinates. As usual, they are defined as

$$x_n = \sqrt{2I_n} \cos n, \quad y_n = \sqrt{2I_n} \sin n,$$

where the choice of cos and sin is made so that $dx_n \wedge dy_n = dI_n \wedge dn$. This definition extends to the complex domain $W \setminus Z_n$ by setting
\[ x_n = \frac{\xi_n \gamma_n}{\sqrt{2}} \cos n, \quad y_n = \frac{\xi_n \gamma_n}{\sqrt{2}} \sin n. \]

The main result of this section is that these functions are in fact well defined and real analytic on all of \( W \). This holds despite the fact that \( n \) is only defined on \( W \setminus \mathbb{Z}_n \), and real analytic only when considered mod \( \pi \).

Before attacking this problem, recall that the functions \( \xi_n \) and \( \beta_n \) have already been shown to be real analytic on \( W \). It therefore suffices to focus our attention on the complex functions

\[ z^+_n = \gamma_n e^{i \eta_n}, \quad z^-_n = \gamma_n e^{-i \eta_n}. \]

Since \( \gamma_n \) as well as \( \eta_n \mod 2\pi \) have discontinuities, we have to check that they are analytic on \( W \setminus \mathbb{Z}_n \).

**Lemma 15.1** The functions \( z^\pm_n = \gamma_n e^{\pm i \eta_n} \) are analytic on \( W \setminus \mathbb{Z}_n \).

**Proof.** Locally around every point in \( W \setminus \mathbb{Z}_n \) there exist analytic functions \( \rho^+_n \) and \( \rho^-_n \) such that the set equality \( \{ \rho^-_n, \rho^+_n \} = \{ \lambda^-_n, \lambda^+_n \} \) holds. Let

\[ \tilde{\gamma}_n = \rho^+_n - \rho^-_n, \quad \tilde{\eta}_n = \int_{\rho^-_n}^{\rho^+_n} \frac{\psi_n(\lambda)}{\sqrt{\Delta^2(\lambda) - 4}} \, d\lambda. \]

Depending on whether \( \rho^+_n = \lambda^+_n \) or \( \rho^+_n = \lambda^-_n \), we then have

\[ \gamma_n = \tilde{\gamma}_n, \quad \eta_n = \tilde{\eta}_n \]

or, in view of (35),

\[ \gamma_n = -\tilde{\gamma}_n, \quad \eta_n = \int_{\lambda^-_n}^{\lambda^+_n} \frac{\psi_n(\lambda)}{\sqrt{\Delta^2(\lambda) - 4}} \, d\lambda = \tilde{\eta}_n + \pi \mod 2\pi. \]

In either case,

\[ \gamma_n e^{\pm i \eta_n} = \tilde{\gamma}_n e^{\pm i \tilde{\eta}_n}. \]

The right hand side is analytic, which proves the lemma. \( \blacksquare \)

We now study the limiting behavior of \( z^\pm_n \) as \( \varphi \) approaches a point \( \varphi_0 \) in \( \mathbb{Z}_n \). This limit may be different from zero when \( \varphi_0 \) is in the open set

\[ X_n = \{ \varphi \in W : \mu_n(\varphi) \notin G_n(\varphi) \}. \]

This set does not intersect the space \( L^2_r \), since \( \mu_n \in [\lambda^-_n, \lambda^+_n] \) for \( \varphi \) of real type.
Let us write
\begin{equation}
(36) \quad \frac{\psi_n(\lambda)}{\sqrt{\Delta^2(\lambda) - 4}} = i\varepsilon_n \frac{\zeta_n(\lambda)}{\sqrt{(\lambda_n^+ - \lambda)(\lambda_n^- - \lambda)}}
\end{equation}
in analogy to (33) with
\[ \zeta_n(\lambda) = \prod_{m \neq n} \frac{\sigma_n^m - \lambda}{\sqrt{(\lambda_m^+ - \lambda)(\lambda_m^- - \lambda)}}, \]
where the sign \( \varepsilon_n \in \{-1, 1\} \) is chosen so that equality holds at \( \mu_n \) with the star-root on the left hand side. This makes sense, since \( \mu_n \notin [\lambda_n^-, \lambda_n^+] \). Furthermore, let
\[ \chi_n(\varphi) = \int_{\tau_n}^{\mu_n} \frac{\zeta_n(\tau_n) - \zeta_n(\lambda)}{\tau_n - \lambda} d\lambda, \]
which is well defined due to the analyticity of \( \zeta_n \) in \( \lambda \) and in \( \varphi \).

**Lemma 15.2** As \( \varphi \notin Z_n \) tends to \( \varphi_0 \in Z_n \cap X_n \),
\[ \gamma_n e^{\pm i\eta_n} \to 2(1 \pm \varepsilon_n)(\tau_n - \mu_n)e^{\chi_n}. \]

**Proof.** As \( X_n \) is open and \( \varphi_0 \) belongs to \( Z_n \cap X_n \), we have \( \varphi \in X_n \) for all \( \varphi \) sufficiently near \( \varphi_0 \). Also, \( \varphi \notin Z_n \) by assumption. For those \( \varphi \) we use (36) to write, modulo \( 2\pi \),
\[ i\varepsilon_n \eta_n = i\varepsilon_n \int_{\lambda_n^-}^{\mu_n} \frac{\psi_n(\lambda)}{\sqrt{\Delta^2(\lambda) - 4}} d\lambda \]
\[ = -\int_{\lambda_n^-}^{\mu_n} \frac{\zeta_n(\lambda)}{\sqrt{(\lambda_n^+ - \lambda)(\lambda_n^- - \lambda)}} d\lambda. \]
We decompose the numerator into three terms by writing
\begin{equation}
(37) \quad \zeta_n(\lambda) = (\zeta_n(\lambda) - \zeta_n(\tau_n)) + (\zeta_n(\tau_n) - 1) + 1,
\end{equation}
and denote the corresponding integrals, including the minus sign, by \( v_n, o_n \) and \( \omega_n \).
We study the limiting behaviour of each integral separately. The first term is straightforward. If \( \varphi \to \varphi_0 \), then \( \gamma_n \to 0 \) and

\[
\sqrt{\frac{(\lambda_n^+ - \lambda)(\lambda_n^- - \lambda)}{1 - \rho_n^2}} \to \tau_n - \lambda
\]

by the definition of the \( s \)-root. Hence, as \( \varphi \to \varphi_0 \),

\[
v_n = \int_{\lambda_n}^{\mu_n} \frac{\zeta_n(t_n) - \zeta_n(\lambda)}{\sqrt{\frac{(\lambda_n^+ - \lambda)(\lambda_n^- - \lambda)}}} \, d\lambda
\]

\[
\to \int_{\tau_n}^{\mu_n} \frac{\zeta_n(t_n) - \zeta_n(\lambda)}{\tau_n - \lambda} \, d\lambda = \chi_n(\varphi_0).
\]

(38)

As to the second term, we have \( \zeta_n(\tau_n) - 1 = O(\gamma_n) \) by Lemma 15.3 below, while

\[
\int_{\lambda_n}^{\mu_n} \frac{1}{\sqrt{\frac{(\lambda_n^+ - \lambda)(\lambda_n^- - \lambda)}}} \, d\lambda = O(\gamma_n^{-1/2})
\]

by a straightforward estimate. Hence, as \( \varphi \to \varphi_0 \),

\[
o_n = \int_{\lambda_n}^{\mu_n} \frac{1 - \zeta_n(t_n)}{\sqrt{\frac{(\lambda_n^+ - \lambda)(\lambda_n^- - \lambda)}}} \, d\lambda \to 0.
\]

(39)

Now consider the third term,

\[
\omega_n = -\int_{\lambda_n}^{\mu_n} \frac{d\lambda}{\sqrt{\frac{(\lambda_n^+ - \lambda)(\lambda_n^- - \lambda)}}}.
\]

We observe that

\[
e^{\varepsilon_n \omega_n} = -\rho_n + \varepsilon_n \sqrt{\rho_n^2 - 1}, \quad \rho_n = \frac{2}{\gamma_n}(\mu_n - \tau_n),
\]

since both sides, as functions of \( \mu_n \), are solutions of the initial value problem

\[
\frac{f'(w)}{f(w)} = -\frac{\varepsilon_n}{\sqrt{w^2 - 1}}, \quad f(\lambda_n^-) = 1.
\]

Hence, as \( \varphi \to \varphi_0 \),

\[
\gamma_n e^{\varepsilon_n \omega_n} = -\gamma_n \rho_n + \varepsilon_n \gamma_n \sqrt{\rho_n^2 - 1} = -\gamma_n \rho_n \left( 1 + \varepsilon_n \sqrt{1 - \rho_n^2} \right) \to -2(\mu_n - \tau_n)(1 + \varepsilon_n).
\]

(40)
Combining the results for all three terms we obtain

\[ \gamma_n e^{i\eta_n} = \gamma_n e^{\varepsilon_n(\upsilon_n + \omega_n + \omega_n)} \to 2(\tau_n - \mu_n)(1 + \varepsilon_n) e^{\varepsilon_n\chi_n}. \]

Finally, \((1 + \varepsilon_n)e^{\varepsilon_n\chi_n} = (1 + \varepsilon_n)e^{\chi_n}\), since the entire term vanishes for \(\varepsilon_n = -1\). This proves the lemma for \(z_n^+\). For \(z_n^-\) we just have to switch signs in (40) and the subsequent formulas. □

**Lemma 15.3** For \(\mu \in G_n\),

\[ \zeta_n(\mu) = 1 + O(\gamma_n) \]

locally uniformly on \(W\).

**Proof.** First let \(\varphi\) be of real type with \(\gamma_n > 0\). In view of (15),

\[ (-1)^{n-1} \int_{\chi_n}^{\lambda_n^+} \frac{\psi_n(\lambda)}{\sqrt{\Delta^2(\lambda) - 4}} \, d\lambda = \pi \]

for the straight line integral from \(\chi_n\) to \(\lambda_n^+\). On this line, both \((-1)^{n-1}\psi_n\) and \(\zeta_n\) are positive. With (36) we thus obtain, for any \(\mu \in G_n\),

\[ \pi = \int_{\chi_n}^{\lambda_n^+} \frac{\zeta_n(\lambda)}{\sqrt{(\lambda_n^+ - \lambda)(\lambda - \lambda_n^-)}} \, d\lambda \]

\[ = \int_{\chi_n}^{\lambda_n^+} \frac{\zeta_n(\mu)}{\sqrt{(\lambda_n^+ - \lambda)(\lambda - \lambda_n^-)}} \, d\lambda + \int_{\chi_n}^{\lambda_n^+} \frac{\zeta_n(\lambda) - \zeta_n(\mu)}{\sqrt{(\lambda_n^+ - \lambda)(\lambda - \lambda_n^-)}} \, d\lambda \]

\[ = \pi \zeta_n(\mu) + O\left( |\zeta_n(\lambda) - \zeta_n(\mu)|_{G_n} \right), \]

where \(|\cdot|_{G_n}\) denotes the sup-norm over \(G_n\). Hence, for \(\mu \in G_n\),

\[ \zeta_n(\mu) = 1 + O\left( |\zeta_n(\lambda) - \zeta_n(\mu)|_{G_n} \right). \]

In view of Lemma 20.1 the function \(\zeta_n\) is uniformly bounded on a neighbourhood of radius of order 1 around \(G_n\). This bound holds uniformly in \(n\) and locally uniformly on \(W\), no matter if \(\gamma_n > 0\) or not. Therefore, by Cauchy’s estimate,

\[ |\zeta_n(\lambda) - \zeta_n(\mu)| \leq M |\lambda - \mu| \leq M |\gamma_n| \]
for \( \lambda, \mu \in G_n \) with a constant \( M \) independent of \( n \) and locally independent of \( \varphi \). This proves the claim for \( \varphi \) of real type.

For \( \varphi \) not of real type we can not argue with the sign of \( \psi_n \) and \( \zeta_n \). But the first and hence the subsequent equations must be true at least up to a sign so that at least

\[
\zeta_n(\mu) = \pm 1 + O(\gamma_n).
\]

But by the continuity of \( \zeta_n \) in \( \lambda \) and \( \varphi \), the claimed statement must also be valid for \( \varphi \) not of real type.

In view of the preceding result we extend the functions \( z_n^\pm \) to \( Z_n \) by defining

\[
z_n^\pm = \begin{cases} 2(1 \pm \varepsilon_n)(\tau_n - \mu_n)e^{\chi_n} & \text{on } Z_n \cap X_n, \\ 0 & \text{on } Z_n \setminus X_n. \end{cases}
\]

Then we have the following result.

**Theorem 15.4** The functions \( z_n^\pm \) as extended above are analytic on \( W \).

**Proof.** We apply Theorem 19.5 to the function \( z_n^\pm \) on the domain \( W \) with the subvariety \( Z_n \).

By Lemma 15.1 these functions are analytic on \( W \setminus Z_n \). By a simple inspection of the formula for \( z_n^\pm \) they are also continuous in every point of \( Z_n \cap X_n \) and of \( Z_n \setminus X_n \). Thus, the functions \( z_n^\pm \) are continuous on all of \( W \).

To show that they are weakly analytic when restricted to \( Z_n \), let \( D \) be a one-dimensional complex disc contained in \( Z_n \). If the center of \( D \) is in \( X_n \), then the entire disc \( D \) is in \( X_n \), if chosen sufficiently small. The analyticity of \( z_n^\pm = \gamma_n e^{\pm i\eta_n} \) on \( D \) is then evident from the above formula, the definition of \( \chi_n \), and the local constancy of \( \varepsilon_n \) on \( X_n \).

If the center of \( D \) does not belong to \( X_n \), then consider the analytic function \( \mu_n - \tau_n \) on \( D \). This function either vanishes identically on \( D \), in which case \( z_n^\pm \) vanishes identically, too. Or it vanishes in only finitely many points. Outside these points, \( D \) is in \( X_n \), hence \( z_n^\pm \) is analytic there. By continuity and analytic continuation, these functions are analytic on all of \( D \).

We thus have shown that \( z_n^\pm \) are analytic on \( D \). The result now follows with Theorem 19.5.

To establish the range of the cartesian coordinates \( x_n \) and \( y_n \) we further need the following asymptotic estimates for the \( z_n^\pm \).
Lemma 15.5

\[ z_n^\pm = O(|\gamma_n| + |\mu_n - \tau_n|) \]
locally uniformly on \( W \).

**Proof.** Recall from the proof of Lemma 15.2 that

\[
\gamma_n e^{i\eta_n} = -\gamma_n \left( \rho_n - \varepsilon_n \sqrt{\rho_n^2 - 1} \right) e^{\varepsilon_n (\nu_n + o_n)}
\]

on \( X_n \setminus Z_n \) with \( \gamma_n \rho_n = 2(\mu_n - \tau_n) \). In view of the analyticity and local uniform boundedness of \( \zeta_n \) by Lemma 20.4 we have \( e^{\varepsilon_n \nu_n} = O(1) \) locally uniformly. Similarly, \( e^{\varepsilon_n o_n} = O(1) \) locally uniformly by the arguments leading to (39). Finally, for \( |\rho_n| \leq 1 \),

\[
|\gamma_n (\rho_n \pm \sqrt{\rho_n^2 - 1})| \leq 2 |\gamma_n|,
\]
while for \( |\rho_n| > 1 \),

\[
|\gamma_n \rho_n (1 \pm \sqrt{1 - \rho_n^{-2}})| \leq 3 |\gamma_n \rho_n| \leq 6 |\mu_n - \tau_n|.
\]

For both cases we thus have the common bound \( 2 |\gamma_n| + 6 |\mu_n - \tau_n| \) on \( X_n \setminus Z_n \), which establishes the estimate for \( \gamma_n e^{i\eta_n} \) on this set. By continuity, these estimates extend in a locally uniform fashion to all of \( W \). The argument for \( \gamma_n e^{-i\eta_n} \) is, of course, completely analogous. \( \blacksquare \)

For \( \varphi \in L^2_r \), we now define \( \Omega(\varphi) = (x_n(\varphi), y_n(\varphi))_{n \in \mathbb{Z}} \) with

\[
x_n = \frac{\xi_n}{2\sqrt{2}} (\gamma_n e^{i\eta_n} + \gamma_n e^{-i\eta_n}),
\]

\[
y_n = \frac{\xi_n}{2\sqrt{21}} (\gamma_n e^{i\eta_n} - \gamma_n e^{-i\eta_n}),
\]

and \( n = \eta_n + \beta_n \). From the preceding asymptotic estimates it is evident that \( \Omega \) defines a continuous, locally bounded map into \( \ell^2_r \). Moreover, each component is real analytic. Hence we arrive at the main result of this section.

**Theorem 15.6** The map

\[
\Omega : L^2_r \to \ell^2_r, \quad \varphi \mapsto (x_n(\varphi), y_n(\varphi))_{n \in \mathbb{Z}}
\]
is real analytic and extends to an analytic map $W \to \ell^2_c$.

16 Gradients

To make further progress we need to determine the Jacobian of the map $\Omega$. It suffices to do this for finite gap potentials and then refer to a density and continuity argument. – We begin with the gradients of $z^\pm_n$. The proof of the following result was inspired by work of Korotyaev [15].

**Lemma 16.1** At a finite gap potential,

\[
\partial z^+_n = -2(0, e^{-2\pi i n}) + \ell^2(n), \\
\partial z^-_n = -2(e^{2\pi i n}, 0) + \ell^2(n).
\]

At the zero potential, these identities hold without the error terms.

**Proof.** We approximate a given potential $\varphi_0$ in $L^2_r \cap Z_n$ by potentials $\varphi$ in $L^2_r \setminus Z_n$ with the property that $\mu_n \neq \lambda^\pm_n$. For those $\varphi$ we may extend the representation of $\lambda$ in the real interval $(\lambda^-_n, \lambda^+_n)$ by taking the limit from the lower complex half plane so that $\sqrt{(\lambda^+_n - \lambda)(\lambda^-_n - \lambda)} \to i \sqrt{(\lambda^+_n - \lambda)(\lambda - \lambda^-_n)}$. We then have to consider

\[
\eta_n = \varepsilon_n \int_{\lambda^-_n}^{\mu_n} \frac{\zeta_n(\lambda)}{\sqrt{(\lambda^+_n - \lambda)(\lambda^-_n - \lambda)}} \, d\lambda,
\]

where the sign $\varepsilon_n$ is determined by the identity

\[
\frac{\psi_n(\mu_n)}{\sqrt{\Delta^2(\mu_n) - 4}} = \varepsilon_n \frac{\zeta_n(\mu_n)}{\sqrt{(\lambda^+_n - \mu_n)(\mu_n - \lambda^-_n)}}.
\]

We decompose the numerator into three terms as in (37) and again denote the resulting integrals by $v_n$, $o_n$ and $\omega_n$ so that

\[
\gamma_n e^{i \eta_n} = \gamma_n e^{\varepsilon_n \omega_n} e^{\varepsilon_n (v_n + o_n)}.
\]

Now consider the limit as $\varphi \to \varphi_0$ and hence $\gamma_n \to 0$. By the arguments leading to (38) and (39) we have
\[
v_n = \int_{\lambda_n}^{\mu_n} \frac{\zeta_n(\tau_n) - \zeta_n(\lambda)}{i \sqrt{(\lambda_n^+ - \lambda)(\lambda - \lambda_n^-)}} \, d\lambda \to 0,
\]
\[
o_n = \int_{\lambda_n}^{\mu_n} \frac{1 - \zeta_n(\tau_n)}{i \sqrt{(\lambda_n^+ - \lambda)(\lambda - \lambda_n^-)}} \, d\lambda \to 0.
\]

As \(\gamma_n e^{\varepsilon_n \omega_n}\) and \(e^{v_n + o_n}\) are both analytic, and the former expression converges to zero in the real case, it follows by the product rule that

\[
\partial(\gamma_n e^{i\eta_n}) \to \partial(\gamma_n e^{\varepsilon_n \omega_n}).
\]

Moreover, similar as in (40) we have

\[
\gamma_n e^{\varepsilon_n \omega_n} = 2(\tau_n - \mu_n) + i\varepsilon_n \gamma_n \sqrt{1 - \rho_n^2}, \quad \rho_n = \frac{2}{\gamma_n}(\mu_n - \tau_n),
\]

and

\[
\gamma_n \sqrt{1 - \rho_n^2} = \sqrt{\gamma_n^2 - \gamma_n^2 \rho_n^2} = 2 \sqrt{(\lambda_n^+ - \mu_n)(\mu_n - \lambda_n^-)}.
\]

Letting \(r_n = \sqrt{(\lambda_n^+ - \mu_n)(\mu_n - \lambda_n^-)}\) we thus get

\[
\partial(\gamma_n e^{\varepsilon_n \omega_n}) = 2(\partial\tau_n - \partial\mu_n + i\varepsilon_n \partial r_n).
\]

By Lemmas \[6.8\] and \[8.3\]

\[(41) \quad 2(\partial\tau_n - \partial\mu_n) = (-e^{2\pi i n t}, -e^{-2\pi i n t}) + \ell^2(n).
\]

To study the gradient of \(r_n\) we use the representation \[36\] at the point \(\mu_n\) to write

\[(42) \quad \varepsilon_n r_n = \frac{\zeta_n(\mu_n)}{\psi_n(\mu_n)} \sqrt{\Delta^2(\mu_n) - 4} = \phi_n(\mu_n)\delta(\mu_n)
\]

with \(\phi_n = \zeta_n/\psi_n\). By Lemmas \[15.3\] and \[11.11\] and the asymptotics of the \(\mu_n\),

\[2\phi_n = (-1)^{n-1} + \ell^2(n)\]

uniformly in a neighbourhood of \(\varphi\). So we have \(\partial\phi_n = \ell^2(n)\) by Cauchy’s estimate. Moreover, for \(\lambda\) near \(\mu_n\),

\[\dot{\delta}(\lambda) = \ell^2(n),\]

\[(43) \quad i\partial\delta(\lambda) = (-1)^n(-e^{2\pi i nt}, e^{-2\pi i nt}) + \ell^2(n)\]
by Lemma 16.2 proven below. Taking the gradient in (42) by applying the product and the chain rule, we thus obtain
\[
2i\varepsilon_n \partial r_n = \left[ (-1)^{n-1} + \ell^2(n) \right] \left[ i \partial \delta + \ell^2(n) \right] + \ell^2(n)
\]
(44)
\[
= (e^{2\pi int}, -e^{-2\pi int}) + \ell^2(n).
\]
Adding this to and subtracting this from \(2(\partial \tau_n - \partial \mu_n)\), respectively, we arrive at the formulas for \(\partial z^+\) and \(\partial z^-\).

At the zero potential, identities (41) and (43) hold without the error terms again by Lemmas 6.8 and 8.3 and Lemma 16.2 below. Moreover, \(2\phi_n(\mu_n) = (-1)^{n-1}\) and \(\delta(\mu_n) = 0\) at the zero potential, so also (44) holds without the error term. From this the final statement of the lemma follows.

**Lemma 16.2** \(\dot{\delta}(\lambda) = \ell^2(n)\) and \(i\partial \delta(\lambda) = (-1)^n(-e^{2\pi int}, e^{-2\pi int}) + \ell^2(n)\)

for \(\lambda \in D_n = \{ \lambda \in \mathbb{C} : |\lambda - n\pi| < \pi/4 \}\). At the zero potential the latter identity holds without the error term.

**Proof.** The first statement is an immediate consequence of Proposition 2.3. To obtain the gradient, note that
\[
\begin{align*}
\dot{M}_1 &= \begin{pmatrix} \hat{m}_1 & \hat{m}_2 \\ \hat{m}_3 & \hat{m}_4 \end{pmatrix} \begin{pmatrix} -m_3m_4 & -m_4^2 \\ -m_3^2 & m_3m_4 \end{pmatrix}, \\
\dot{M}_2 &= \begin{pmatrix} \hat{m}_1 & \hat{m}_2 \\ \hat{m}_3 & \hat{m}_4 \end{pmatrix} \begin{pmatrix} -m_3m_4 & -m_4^2 \\ -m_3^2 & m_3m_4 \end{pmatrix},
\end{align*}
\]
and similarly for \(i\partial_2 \dot{M}\) by Proposition 6.2. We get
\[
\begin{align*}
i\partial_1 \delta &= -\dot{m}_1m_4^2 + (\dot{m}_2 - \dot{m}_3)m_3m_4 + \dot{m}_4m_3^2, \\
i\partial_2 \delta &= -\dot{m}_1m_2^2 + (\dot{m}_2 - \dot{m}_3)m_1m_2 + \dot{m}_4m_1^2.
\end{align*}
\]
Since
\[
\begin{pmatrix} m_1 & m_2 \\ m_3 & m_4 \end{pmatrix}\bigg|_{\mu_n} = \begin{pmatrix} e^{-\pi int} & 0 \\ 0 & e^{\pi int} \end{pmatrix} + \ell^2(n)
\]
by Theorem 2.2 and Proposition 4.1 we conclude that
\[ i\partial_1 \delta \big|_{\mu_n} = -\dot{m}_1 m_4^2 + \ell^2(n) = (-1)^{n-1} e^{2\pi i n} + \ell^2(n), \]
\[ i\partial_2 \delta \big|_{\mu_n} = \dot{m}_4 m_2^2 + \ell^2(n) = (-1)^n e^{-2\pi i n} + \ell^2(n). \]

The error terms disappear at the zero potential, since then \( M = E_\lambda. \)

We may now determine the gradients of the cartesian coordinates at finite gap potentials.

**Theorem 16.3** At a finite gap potential,

\[ \partial x_n = \frac{1}{\sqrt{2}} (e^{2\pi i n}, -e^{-2\pi i n}) + \ell^2(n), \]
\[ \partial y_n = \frac{1}{\sqrt{2} i} (e^{2\pi i n}, -e^{-2\pi i n}) + \ell^2(n). \]

At the zero potential, these identities hold without the error terms.

**Proof.** By the definition of the cartesian coordinates,

\[ x_n = \frac{\xi_n}{2\sqrt{2}} (z_n^+ e^{i\beta_n} + z_n^- e^{-i\beta_n}), \]
\[ y_n = \frac{\xi_n}{2\sqrt{2} i} (z_n^+ e^{i\beta_n} - z_n^- e^{-i\beta_n}). \]

At a finite gap potential we have \( z_n^\pm = 0 \) for \( |n| \) sufficiently large, \( \xi_n = 1 + \ell^2(n) \) by Lemma 13.3 and \( \beta_n = O(1/n) \) by Lemma 14.3 using that \( |\gamma_m| + |\mu_m - \tau_m| = 0 \) for almost all \( m \). Furthermore, the \( z \)-coordinates are locally bounded in \( \ell^2 \). By the product rule and Cauchy’s estimate, we thus obtain

\[ \partial x_n = \frac{1}{2\sqrt{2}} (\partial z_n^+ + \partial z_n^-) + \ell^2(n), \]
\[ \partial y_n = \frac{1}{2\sqrt{2} i} (\partial z_n^+ - \partial z_n^-) + \ell^2(n). \]

The error terms vanish at the zero potential, since then \( \xi_n = 1 \) by Theorem 13.3 and \( \beta_n = 0 \) by Lemma 14.1. With Lemma 16.1 we get the claimed asymptotics.

### 17 Canonical Relations

Our aim is to show that \( \Omega : L^2_r \rightarrow \ell^2_r \) is a local diffeomorphism preserving the Poisson structure. To this end we now establish the standard canonical relations.
among the Birkhoff coordinates. This will also imply the diffeomorphism property.

Following McKean & Vaninsky [21] we first establish the corresponding relations for the action and angle variables. Among those the brackets of the actions are the simplest to obtain. – The following lemmas are understood to hold for all \( m, n \in \mathbb{Z} \).

**Proposition 17.1** On \( L^2_r \),

\[ \{ I_m, I_n \} = 0. \]

**Proof.** By Theorem [13.1]

\[ \partial I_n = -\frac{1}{\pi} \int_{\Gamma_n} \frac{\partial \Delta(\lambda)}{\sqrt{\Delta^2(\lambda)} - 4} \, d\lambda. \]

Hence

\[ \{ I_m, I_n \} = \frac{1}{\pi^2} \int_{\Gamma_m} \int_{\Gamma_n} \frac{\{ \Delta_\lambda, \Delta_\mu \}}{\sqrt{\Delta^2(\lambda)} - 4 \sqrt{\Delta^2(\mu)} - 4} \, d\lambda \, d\mu. \]

As \( \{ \Delta_\lambda, \Delta_\mu \} = 0 \) for any \( \lambda \) and \( \mu \) by Proposition [7.3] the result follows.

To study the brackets of actions and angles, we first consider the discriminant \( \Delta_\lambda \) for any \( \lambda \) instead of a particular action \( I_n \).

**Lemma 17.2** On \( L^2_r \setminus Z_n \),

\[ -2 \{ \Delta_\lambda, n \} = \psi_n(\lambda). \]

**Proof.** As far as the bracket is concerned we may simply consider

\[ \beta_m^n = \int_{\lambda_m}^{\mu_m} \psi_n(\lambda) \frac{d\lambda}{\sqrt{\Delta^2(\lambda)} - 4} \]

for any \( m \) and \( n \), ignoring the modulo part for \( n = m \). The bracket with \( \Delta_\lambda \) amounts to a differentiation in the direction of a flow which leaves the periodic spectrum invariant. Hence we only need to take into account the differential of \( \mu_m \), and with Lemma [7.4] and the definition of the star-root in (26) we obtain

\[ -2 \{ \Delta_\lambda, \beta_m^n \} = -2 \{ \Delta_\lambda, \mu_m \} \frac{\psi_n(\mu_m)}{\sqrt{\Delta^2(\mu_m)} - 4} = \psi_n(\mu_m)p_m(\lambda). \]
It follows with the uniform convergence of the \(-\)-series established in Lemma 14.4 and the Interpolation Lemma 22.4 that

\[-2 \{\Delta_\lambda, n\} = -2 \sum_{m \in \mathbb{Z}} \{\Delta_\lambda, \beta_m^n\} = \sum_{m \in \mathbb{Z}} \psi_n(\mu_m) p_m(\lambda) = \psi_n(\lambda).\]

**Corollary 17.3** On \(L_r^2 \setminus Z_n\),

\(\{I_{m,n}\} = \delta_{mn}\).

**Proof.** In view of the representation of the gradient of \(I_n\) and the last lemma,

\(\{I_{m,n}\} = -\frac{1}{\pi} \int_{\Gamma_m} \frac{\{\Delta_\lambda, n\}}{\sqrt{\Delta^2(\lambda) - 4}} \, d\lambda = \frac{1}{2\pi} \int_{\Gamma_m} \frac{\psi_n(\lambda)}{\sqrt{\Delta^2(\lambda) - 4}} \, d\lambda = \delta_{mn}\)

by Theorem 11.1

Finally, we consider the brackets of angles. The idea is to determine \(\{m,n\}\) first at a particular point on any given isospectral set, and then to extend the result with the help of the flows \(X_n\) of section 10. – The basic observation is the following.

**Lemma 17.4**

\(\{\beta_k^n, \beta_l^n\} = 0, \quad k, l \in \mathbb{Z},\)

at any potential in \(L_r^2 \setminus (Z_m \cup Z_n)\) whose Dirichlet eigenvalues are all in their leftmost positions.

**Proof.** Fix \(k\) and \(l\). By the continuity of the bracket and Theorem 6.10, it suffices to consider the case where also the \(k\)-th and \(l\)-th gaps are open. So let \(\varphi_0\) be a potential in \(L_r^2 \setminus (Z_m \cup Z_n \cup Z_k \cup Z_l)\) whose Dirichlet eigenvalues are all in the leftmost position.

Let \(\lambda_n = \lambda_n^-\) to shorten notation, and note that \(\lambda_k, \lambda_l, \lambda_m, \lambda_n\) are all analytic in a neighbourhood of \(\text{Iso}(\varphi_0)\). Since \(\beta_k^n\) and \(\beta_l^n\) are analytic in \(\varphi_0\), we may approximate \(\varphi_0\) in a convenient way. In view of Corollary 10.2 we choose potentials
\( \varphi \in \text{Iso}(\varphi_0) \) such that
\[
\mu_k(\varphi) \searrow \lambda_k(\varphi_0), \quad \mu_l(\varphi) \searrow \lambda_l(\varphi_0).
\]

Taking the gradient of \( \beta^m_k \) at such \( \varphi \) by the standard rules of calculus, in particular
\[
\partial_a \int_a^b \frac{dt}{\sqrt{t-a}} = -\frac{1}{\sqrt{b-a}},
\]
we get
\[
\partial \beta^m_k = \frac{\psi_m(\mu_k)}{\sqrt{\Delta^2(\mu_k) - 4}} (\partial \mu_k - \partial \lambda_k) + \int_{\lambda_k}^{\mu_k} \partial' \frac{\psi_n(\lambda)}{\sqrt{\Delta^2(\lambda) - 4}} \, d\lambda,
\]
where the prime in \( \partial' \) indicates that we do not consider \( \lambda_k \) as a function of \( \varphi \) when taking that gradient. This latter gradient is a function of order \( (\mu_k - \lambda_k)^{-1/2} \), since all other terms in its product representation stay uniformly away from zero. The integral itself is therefore of order \( (\mu_k - \lambda_k)^{1/2} \) and vanishes as \( \mu_k \searrow \lambda_k \). Hence, the gradient at \( \varphi_0 \) is given by
\[
\partial \beta^m_k = \lim_{\varphi \to \varphi_0} \psi_m(\mu_k) \frac{\delta(\mu_k)}{\delta(\mu_k)} (\partial \mu_k - \partial \lambda_k).
\]

A similar expression holds for \( \partial \beta^n_l \). So altogether we obtain
\[
\{ \beta^m_k, \beta^n_l \} = \lim_{\varphi \to \varphi_0} \frac{\psi_m(\mu_k) \psi_n(\mu_l)}{\delta(\mu_k) \delta(\mu_l)} \{ \mu_k - \lambda_k, \mu_l - \lambda_l \}.
\]

The latter bracket decomposes into four terms, all of which converge to zero individually. For instance,
\[
\frac{\{ \mu_k, \lambda_l \}}{\delta(\mu_k) \delta(\mu_l)} = -\frac{1}{2\Delta(\lambda_l)} \frac{p_k(\lambda_l)}{\delta(\mu_l)}
\]
by Lemma \[7.6\]. The term \( \dot{\Delta}(\lambda_l) \) is constant and not zero for \( \varphi \in \text{Iso}(\varphi_0) \), so the latter expression is dominated by the term
\[
\frac{\mu_l - \lambda_l}{\sqrt{\mu_l - \lambda_l}} \to 0
\]
as \( \mu_l \searrow \lambda_l \). The same reasoning applies mutatis mutandis to \( \{ \lambda_k, \mu_l \} \). Finally, \( \{ \mu_k, \mu_l \} = 0 \) and \( \{ \lambda_k, \lambda_l \} = 0 \) by Lemma \[7.1\]. Altogether this proves the lemma.
Corollary 17.5

\[ \{m, n\} = 0 \]

at any potential in \( L^2_r \setminus (Z_m \cup Z_n) \) whose Dirichlet eigenvalues are all in their leftmost positions.

The preceding lemma states that \( \{m, n\} = 0 \) at a particular point on the isospectral set of any real type potential, for which both angles are defined. We now want to extend this result to the entire isospectral set of such a potential.

Lemma 17.6

\[ \{\Delta_\lambda, \{m, n\}\} = 0 \]

at any potential in \( L^2_r \setminus (Z_m \cup Z_n) \).

Proof. Consider the entire function \( \phi(\lambda) = \{\Delta_\lambda, \{m, n\}\} \). On one hand,

\[
-\frac{1}{\pi} \int_{\Gamma_k} \frac{\phi(\lambda)}{\sqrt{\Delta^2(\lambda) - 4}} \, d\lambda = \{I_k, \{m, n\}\} \\
= \{m, \{I_k, n\}\} + \{n, \{m, I_k\}\} = 0
\]

for any \( k \in \mathbb{Z} \) by formula (30) for the gradient of \( I_k \) and the definition of the bracket, the Jacobi identity and Lemma 17.3. It follows with Lemma 11.2 that \( \phi \) has a root in every spectral gap \( G_k \), \( k \in \mathbb{Z} \). On the other hand,

\[
\phi(\lambda) = \{m, \{\Delta_\lambda, n\}\} + \{n, \{m, \Delta_\lambda\}\} \\
= \frac{1}{2} \{n, \psi_m(\lambda)\} - \frac{1}{2} \{m, \psi_n(\lambda)\}
\]

again by the Jacobi identity and Lemma 17.2. This identity shows that as a function of \( \lambda \), \( \phi \) has the same growth properties as the \( \psi \)-functions, and that the Interpolation Lemma 22.4 applies to \( \phi \) as well. As \( \phi \) has a root in every spectral gap, \( \phi \) vanishes, which is the claim.

Lemma 17.7

\[ \{m, n\} = 0 \]

at any potential in \( L^2_r \setminus (Z_m \cup Z_n) \).
Proof. By the continuity of the bracket, it suffices to verify the claim on the dense subset of finite gap potentials in $L^2_r \setminus (Z_m \cup Z_n)$. Let $\varphi_0$ be such a potential. If $\lambda_k^- < \mu_k < \lambda_k^+$, then we may apply the flow of the vector field $X_k$ of section 10 to move $\mu_k$ to $\lambda_k$ while staying on $\text{Iso}(\varphi_0)$. The Lie-derivative of $\{m, n\}$ along this flow line is

$$L_{X_k} \{m, n\} = \{\{m, n\}, \Delta \lambda\}_{\lambda = \mu_k} = 0$$

by the preceding lemma, so $\{m, n\}$ remains unchanged. After finitely many such steps, we have moved $\varphi_0$ to a potential $\varphi$ on $\text{Iso}(\varphi_0)$ with $\mu_k = \lambda_k^-$ for all $k \in \mathbb{Z}$, and with Lemma 17.5 we conclude that

$$\{m, n\}|_{\varphi_0} = \{m, n\}|_{\varphi} = 0.$$

This proves the lemma. ■

We are now in a position to establish the main result of this section, the corresponding canonical relations for the Birkhoff coordinates.

Theorem 17.8 On $L^2_r$,

$$\{x_m, x_n\} = 0, \quad \{x_m, y_n\} = \delta_{mn}, \quad \{y_m, y_n\} = 0$$

for all $m, n \in \mathbb{Z}$.

Proof. Fix $m$ and $n$. By the continuity of the bracket and the Birkhoff coordinates, it suffices to check these relations on the dense subset $L^2_r \setminus (Z_m \cup Z_n)$. For example, with $x_m = \sqrt{2I_m} \cos m$ and $y_n = \sqrt{2I_n} \sin n$,

$$\{x_m, y_n\} = \frac{\cos m}{\sqrt{2I_m}} \sqrt{2I_n} \cos n \{I_m, n\}$$

$$- \frac{\sin n}{\sqrt{2I_n}} \sqrt{2I_m} \sin m \{m, I_n\}$$

$$= \delta_{mn} (\cos^2 n + \sin^2 n)$$

$$= \delta_{mn}.$$

Similarly for the other two brackets. ■
18 Global Diffeomorphism

So far we know that
\[ \Omega : L^2_r \to \ell^2_r, \quad \varphi \mapsto (x_n(\varphi), y_n(\varphi))_{n \in \mathbb{Z}} \]
defines a real analytic map. We now show that \( \Omega \) is also a local and even a global
diffeomorphism. – First the local property, which is tantamount to the following.

**Theorem 18.1** At every point \( \varphi \in L^2_r \),
\[ d_\varphi \Omega : L^2_r \to \ell^2_r \]
is a linear isomorphism. At the zero potential, the differential \( d_0 \Omega \) is given by the
gradients in Theorem 16.3 without the error terms.

**Remark.** Note that \( d_0 \Omega \) is the standard Fourier transform.

**Proof.** Fix \( \varphi \in L^2_r \), and let us introduce the abbreviation
\[ e_n := -\frac{1}{\sqrt{2}} e^{2\pi i n}, \quad n \in \mathbb{Z}. \]

Then, by Theorem 16.3,
\[ d_\varphi \Omega(h) = (\langle \partial x_n, h \rangle, \langle \partial y_n, h \rangle)_{n \in \mathbb{Z}} = (\langle d^+_n, h \rangle, \langle d^-_n, h \rangle)_{n \in \mathbb{Z}} \]
with
\[ d^+_n = (e_n, e_{-n}) + \ell^2(n), \quad d^-_n = i(e_n, -e_{-n}) + \ell^2(n). \]

We are going to compare these vectors with the vectors
\[ e^+_n = (e_n, e_{-n}), \quad e^-_n = i(e_n, -e_{-n}), \]
which form an orthonormal basis of \( L^2_r \). To this end, let
\[ A : L^2_c \to L^2_c, \quad Ah = \sum_{n \in \mathbb{Z}} \langle h, e^+_n \rangle d^+_n + \langle h, e^-_n \rangle d^-_n. \]

Then \( A e^\pm_n = d^\pm_n \), hence \( \langle d^\pm_n, h \rangle = \langle Ae^\pm_n, h \rangle = \langle e^\pm_n, A^* h \rangle \) for all \( n \in \mathbb{Z} \), and thus
\[ d_\varphi \Omega(h) = (\langle e^+_n, A^* h \rangle, \langle e^-_n, A^* h \rangle)_{n \in \mathbb{Z}}. \]
This shows that $d_\varphi \Omega$ is a linear isomorphism if and only if $A$ is a linear isomorphism. Hence it suffices to prove the latter.

To prove the latter first note that at any finite gap potential,

$$
\sum_{n \in \mathbb{Z}} \| (A - I)e_n^\pm \|^2 = \sum_{n \in \mathbb{Z}} \| d_n^\pm - e_n^\pm \|^2 = \sum_{n \in \mathbb{Z}} \ell^1(n) < \infty
$$

by the asymptotic behaviour of the gradients of $x_n$ and $y_n$ obtained in Theorem 16.3. Hence $A - I$ is Hilbert-Schmidt and thus compact for finite gap potentials. Since the latter are dense in $L^2_r$ and $\varphi \mapsto A$ is continuous, $A - I$ is compact everywhere.

Second, $A$ is one-to-one. To this end, we first note that

$$
A^* J d_n^\pm = e_n^\mp, \quad n \in \mathbb{Z},
$$

where $J$ denotes the Poisson structure. Indeed, by the canonical relations for the Birkhoff coordinates, we for instance have

$$
\langle e_n^\pm, A^* J d_n^+ \rangle = \langle Ae_n^\pm, J d_n^+ \rangle = \langle d_n^\pm, J d_n^+ \rangle = \begin{cases} 
\{x_m, x_n\} = 0, \\
\{y_m, x_n\} = \delta_{mn},
\end{cases}
$$

whence $A^* J d_n^+ = e_n^+$. Now assume that $Ah = 0$. Then

$$
0 = \langle Ah, J d_n^\pm \rangle = \langle h, A^* J d_n^\pm \rangle = \langle h, e_n^\mp \rangle
$$

for all $n \in \mathbb{Z}$. As the $e_n^\pm$ form an orthonormal basis, we conclude that $h = 0$.

Thus, $A$ is one-to-one, and $A - I$ is compact. By the Fredholm Alternative, $A$ is a linear isomorphism, and the theorem is proven.

To establish $\Omega : L^2_r \to \ell^2_r$ as a global diffeomorphism, it remains to show that $\Omega$ is one-to-one and onto. The argument is based on the fact that the map from $\varphi$ to its sequence of actions is proper, that is, the preimage of any compact set is compact.

**Proposition 18.2** The map

$$
I : \ L^2_r \to \ell_1, \quad \varphi \mapsto (I_n(\varphi))_{n \in \mathbb{Z}}
$$

is proper.
Proof. The properness of $I$ amounts to the fact that any given sequence $(\varphi_k)$ in $L^2_\tau$ with the property that $I(\varphi_k)$ converges in $\ell^1$ contains a convergent subsequence. – So let $(\varphi_k)$ be a sequence in $L^2_\tau$ such that

$$I(\varphi_k) \to I^0$$

with respect to the $\ell^1$-norm. By Proposition [13.4]

$$\sum_{n \in \mathbb{Z}} I_n(\varphi) = \|\varphi\|_2^2$$

for any $\varphi \in L^2_\tau$. Hence we know that

$$\|\varphi_k\|_2^2 = \sum_{n \in \mathbb{Z}} I_n(\varphi_k) \to \sum_{n \in \mathbb{Z}} I_n^0 < \infty,$$

that is, $(\varphi_k)$ is bounded. This sequence thus admits a weakly convergent subsequence, denoted by the same symbol, with a weak limit $\varphi_0$ in $L^2_\tau$. We are going to show that also

$$\|\varphi_k\|_2 \to \|\varphi_0\|_2.$$

Then $\varphi_0$ is also the strong limit of this subsequence, and we are done.

So assume that $\varphi_k \rightharpoonup \varphi_0$. By Proposition [5.5] the periodic eigenvalues are compact functions of a potential of real type, so

$$\lambda_n^\pm(\varphi_k) \to \lambda_n^\pm(\varphi_0)$$

for each $n \in \mathbb{Z}$. Hence, if $\Gamma_n$ is a cycle around $G_n(\varphi)$, then $\Gamma_n$ is also a cycle around $G_n(\varphi_k)$ for all sufficiently large $k$. Since $\Delta$ is a compact function of $\varphi$ by Proposition [1.2] we conclude that

$$I_n(\varphi_k) = \frac{1}{\pi} \int_{\Gamma_n} \frac{\lambda \Delta(\lambda)}{\sqrt{\Delta^2(\lambda, \varphi_k) - 4}} \, d\lambda \to \frac{1}{\pi} \int_{\Gamma_n} \frac{\lambda \Delta(\lambda)}{\sqrt{\Delta^2(\lambda, \varphi_0) - 4}} \, d\lambda = I_n(\varphi_0)$$

for each $n \in \mathbb{Z}$. It follows that

$$\|\varphi_k\|_2^2 = \sum_{n \in \mathbb{Z}} I_n(\varphi_k) \to \sum_{n \in \mathbb{Z}} I_n(\varphi_0) = \|\varphi_0\|_2^2,$$
as we wanted to show. ■

Theorem 18.3  The map

$$\Omega : L_r^2 \rightarrow \ell_r^2$$

is proper, one-to-one and onto.

Proof. The properness is an immediate consequence of the preceding result. To prove the other two statements we are going to show that

$$X := \{z \in \ell_r^2 : \Omega^{-1}(z) \text{ is a one-point-set}\}$$

equals $\ell_r^2$. Since the latter set is connected, this amounts to showing that $X$ is not empty, open and closed.

$X$ is not empty. We show that $0 \in X$. If $\Omega(\varphi) = 0$, then also $I(\varphi) = 0$, hence $\|\varphi\|_2 = 0$ by Proposition 13.4 and so $\varphi = 0$. Therefore,

$$\Omega^{-1}(0) = \{0\},$$

whence $0 \in X$.

$X$ is closed. Consider a sequence $(z_k)$ in $X$ converging to some point $z$ in $\ell_r^2$. By assumption,

$$\Omega^{-1}(z_k) = \{\varphi_k\}.$$ 

Since $\Omega$ is proper, $(\varphi_k)$ has a convergent subsequence, so passing to a subsequence we can assume that $\varphi_k \rightarrow \varphi$. By continuity,

$$z_k = \Omega(\varphi_k) \rightarrow \Omega(\varphi) = z.$$ 

This $z$ has no other preimage. For if $\Omega(\psi) = z$ for another $\psi \neq \varphi$, then by the local diffeomorphism property of $\Omega$, also the $z_k$ for $k$ sufficiently large would have at least two preimages, which is false. Hence, $\Omega^{-1}(z) = \{\varphi\}$, and $z \in X$.

$X$ is open. Let $z_0 \in X$, and

$$\Omega^{-1}(z_0) = \{\varphi_0\}.$$ 

Being a local diffeomorphism, $\Omega$ maps a neighbourhood $U_0$ around $\varphi_0$ one-to-one onto a neighbourhood $V_0$ around $z_0$. We claim that there exists another neighbourhood $V \subset V_0$ such which is contained in $X$. 

Suppose not. Then there exists a sequence \((z_k)\) outside of \(X\) converging to \(z_0\). Hence, each set \(\Omega^{-1}(z_k)\) contains at least two points,

\[ \Omega^{-1}(z_k) \supset \{ \varphi_k, \psi_k \}, \quad \varphi_k \in U_0, \quad \psi_k \notin U_0. \]

Clearly, \(\varphi_k \to \varphi_0\), while by the properness of \(\Omega\), we can pass to a convergent subsequence such that also \(\psi_k \to \psi_0 \neq \varphi_0\). But then also \(\Omega(\psi_0) = z_0\), or

\[ \Omega^{-1}(z_0) \supset \{ \varphi_0, \psi_0 \}, \]

which contradicts our assumption \(z_0 \in X\).
19 Analyticity

We discuss the notion of an analytic map between two complex Banach spaces and prove two frequently used characterizations of such maps. This material is taken from Appendix A in [13].

Let $E$ and $F$ be complex Banach spaces with norms $|\cdot|$ and $\|\cdot\|$, respectively, and let $U \subset E$ be open. A map

$$f : U \to F$$

is analytic on $U$, if it is continuously differentiable on $U$. This is the straightforward generalization of the notion of an analytic function of one complex variable.

It is convenient to introduce another notion of analyticity. A map $f : U \to F$ is weakly analytic on $U$, if for each $u \in U$, $h \in E$ and $L \in F^*$, the function

$$z \mapsto Lf(u + zh)$$

is analytic in some neighbourhood of the origin in $\mathbb{C}$ in the usual sense. The radius of weak analyticity of $f$ at $u$ is the supremum of all $r \geq 0$ such that the above function is defined and analytic in the disc $|z| < 1$ for all $L \in F^*$ and $h \in E$ with $|h| < r$.

Clearly, the radius $r$ of weak analyticity at $u$ is not greater than the distance $\rho$ of $u$ to the boundary of $U$. On the other hand, if $L$ and $h$ are given with $|h| < \rho$, then $z \mapsto Lf(u + zh)$ is well defined on the disc $|z| < 1$ and analytic in some neighbourhood of each point in it, since $f$ is weakly analytic on all of $U$. 


Consequently, this function is analytic on $|z| < 1$. It follows that indeed $r = \rho$.

The notion of a weakly analytic map is weaker than that of an analytic map. For instance, every globally defined, but unbounded linear operator is weakly analytic, but not analytic. Remarkably, a weakly analytic map is analytic, if in addition it is locally bounded. – Before we get to this result, we state two basic lemmata.

**Lemma 19.1 (Cauchy’s Formula)** Suppose $f$ is weakly analytic and continuous on $U$. Then, for every $u \in U$ and $h \in E$,

$$f(u + zh) = \frac{1}{2\pi i} \int_{|\zeta| = \rho} \frac{f(u + \zeta h)}{\zeta - z} \, d\zeta$$

for $|z| < \rho < r/|h|$, where $r$ is the radius of weak analyticity of $f$ at $u$.

**Proof.** Fix $u \in U$, and let $r > 0$ be the radius of weak analyticity of $f$ at $u$. Then the open ball of radius $r$ around $u$ is contained in $U$. For every $h \in E$, the integral

$$\frac{1}{2\pi i} \int_{|\zeta| = \rho} \frac{f(u + \zeta h)}{\zeta - z} \, d\zeta, \quad |z| < \rho < r/|h|,$$

is well defined, since $f$ is continuous and $|\zeta h| < r$, $|\zeta - z| > 0$ for $|\zeta| = \rho$. Then, for every $L \in F^*$,

$$\frac{1}{2\pi i} L \int_{|\zeta| = \rho} \frac{f(u + \zeta h)}{\zeta - z} \, d\zeta = \frac{1}{2\pi i} \int_{|\zeta| = \rho} \frac{Lf(u + \zeta h)}{\zeta - z} \, d\zeta = Lf(u + zh)$$

by the usual Cauchy formula. Since this holds for all $L$, the statement follows.

**Lemma 19.2 (Cauchy’s Estimate)** Let $f$ be an analytic map from the open ball of radius $r$ around $u$ in $E$ into $F$, such that $\|f\| \leq M$ on this ball. Then

$$\|d_u f\| = \max_{h \neq 0} \frac{\|d_u f(h)\|}{|h|} \leq \frac{M}{r}.$$

**Proof.** Let $h \neq 0$ in $E$. Then $\phi(z) = f(u + zh)$ is an analytic map from the complex disc $|z| < r/|h|$ in $\mathbb{C}$ into $F$ that is uniformly bounded by $M$. Hence

$$\|d_0 \phi\| = \|d_u f(h)\| \leq \frac{M}{r} |h|$$

by the usual Cauchy inequality. The above statement follows, since $h \neq 0$ was arbitrary.
The statement of the lemma is particularly transparent, when $f$ is a complex valued function. Then $d_u f$ is an element in the dual space $E^*$ to $E$, and the induced operator norm is the norm $| \cdot |_{E^*}$ dual to $| \cdot |_E$. So, for instance, if $f$ is bounded in absolute value by $M$ on the balls

$$|u|_\infty, \ |u|_2, \ |u|_1 < r,$$

then

$$|d_0 f|_1, \ |d_0 f|_2, \ |d_0 f|_\infty \leq \frac{M}{r},$$

respectively, in both finite and infinite dimensional settings.

We now turn to the basic characterization of analytic maps between complex Banach spaces. An infinitely often differentiable function $f$ is said to be represented by its Taylor series near a point $u$, if

$$f(u + h) = \sum_{n \geq 0} \frac{1}{n!} d^n_u f(h, \ldots, h),$$

for all sufficiently small $h$, with the series converging absolutely and uniformly.

**Theorem 19.3** Let $f : U \to F$ be a map from an open subset $U$ of a complex Banach space $E$ into a complex Banach space $F$. Then the following three statements are equivalent.

(a) $f$ is weakly analytic and locally bounded on $U$.

(b) $f$ is analytic on $U$.

(c) $f$ is infinitely often differentiable on $U$, and is represented by its Taylor series in a neighbourhood of each point in $U$.

**Proof.** (a) $\Rightarrow$ (b) Suppose $f$ is weakly analytic and locally bounded. We first show that $f$ is continuous.

Fix $u \in U$ and choose $r > 0$ so small that $\sup_{|h| \leq r} \|f(u + h)\| = M < \infty$. By the usual Cauchy formula,

$$L f(u + z h) - L f(u) = \frac{z}{2\pi i} \int_{|\zeta| = 1} \frac{L f(u + \zeta h)}{(\zeta - z) \zeta} \, d\zeta$$

for $|z| < 1$ and $|h| < r$, and for any $L \in F^*$. Hence, for $|z| < 1/2$,

$$\left| \frac{L f(u + z h) - L f(u)}{z} \right| \leq 2M \|L\|,$$
where $\|L\|$ denotes the operator norm of $L$. This estimate holds for all $L \in F^*$ uniformly for $|z| < 1/2$ and $|h| < r$. Consequently,

$$\left\| \frac{f(u + zh) - f(u)}{z} \right\| \leq 2M$$

for $|z| < 1/2$ and $|h| < r$. From this, the continuity of $f$ follows.

Now, $f$ being weakly analytic and continuous, Cauchy’s formula applies, and

$$f(u + zh) = \frac{1}{2\pi i} \int_{|\zeta| = 1} \frac{f(u + \zeta h)}{\zeta - z} d\zeta$$

for $|z| < 1$ and $|h| < r$. It follows that $f$ has a directional derivative in every direction $h$, namely

$$\delta_u(h) = \lim_{z \to 0} \frac{f(u + zh) - f(u)}{z} = \frac{1}{2\pi i} \int_{|\zeta| = 1} \frac{f(u + \zeta h)}{\zeta^2} d\zeta.$$

In fact, this limit is uniform in $|v - u| < r/2$ and $|h| < r/2$, since

$$\left\| \frac{f(v + zh) - f(v)}{z} - \delta_v(h) \right\| = \left\| \frac{z}{2\pi i} \int_{|\zeta| = 1} \frac{f(v + \zeta h)}{\zeta^2(\zeta - z)} d\zeta \right\| \leq 2M|z|$$

for $|z| < 1/2$. Hence, $f$ is continuously differentiable, hence analytic on $U$.

(b) $\Rightarrow$ (c) Suppose $f$ is analytic on $U$. As before, fix $u \in U$ and $r > 0$ such that $\sup_{|h| \leq r} \|f(u + h)\| = M < \infty$. For $h \in E$ and $n \geq 0$, define

$$P_n(h) = \frac{n!}{2\pi i} \int_{|\zeta| = \rho} \frac{f(u + \zeta h)}{\zeta^{n+1}} d\zeta,$$

where $\rho > 0$ is chosen sufficiently small. The integral is independent of $\rho$ as long as $\rho \leq r/|h|$, since $f$ is analytic. For instance, $P_0(h) = f(u)$ and $P_1(h) = D_u f(h)$.

We show that $P_n(h)$ is the $n$-th directional derivative of $f$ in the direction $h$. First of all, Cauchy’s formula and the expansion

$$\frac{1}{\zeta - 1} = \sum_{n=0}^{m} \frac{1}{\zeta^{n+1}} + \frac{1}{\zeta^{m+1}(\zeta - 1)}$$

give
\[ f(u + h) - \sum_{n=0}^{m} \frac{1}{n!} P_n(h) = \frac{1}{2\pi i} \oint_{|\zeta| = \rho} \frac{f(u + \zeta h)}{\zeta^{m+1} (\zeta - 1)} \, d\zeta \]

for \(|h| < r\). Choosing \(\rho = r/|h|\) for \(h \neq 0\), the norm of the right hand side is bounded by

\[ M \left( \frac{|h|}{r} \right)^m \frac{|h|}{r - |h|} = \frac{M}{r^m (r - |h|)} |h|^{m+1}. \]

Consequently,

\[ f(u + h) = \sum_{n=0}^{\infty} \frac{1}{n!} P_n(h) \]

for \(|h| < r\). Moreover, the sum converges uniformly in every ball \(|h| < \rho < r\).

We now show that each \(P_n\) is a homogeneous polynomial of degree \(n\). That is, there exists a bounded symmetric \(n\)-linear map \(A_n\) such that \(P_n = \hat{A}_n\), the polynomial associated with \(A_n\) by evaluating it on the diagonal.

Consider the map \(A_n\) defined by

\[ A_n(h_1, \ldots, h_n) = \frac{1}{(2\pi i)^n} \int_{|\zeta_1| = \varepsilon} \cdots \int_{|\zeta_n| = \varepsilon} \frac{f(u + \zeta_1 h_1 + \cdots + \zeta_n h_n)}{\zeta_1^2 \cdots \zeta_n^2} \, d\zeta_1 \cdots d\zeta_n, \]

where \(\varepsilon > 0\) is sufficiently small, say \(\varepsilon < \min_{1 \leq i \leq n} r/|h_i|\). For every \(L \in F^*\), the map \((z_1, \ldots, z_n) \mapsto Lf(u + z_1 h_1 + \cdots + z_n h_n)\) is analytic in a neighbourhood of the origin in \(\mathbb{C}^n\). Hence, by the usual Cauchy formula for \(n\) complex variables,

\[ LA_n(h_1, \ldots, h_n) = \partial_{z_1} \cdots \partial_{z_n} Lf(u + z_1 h_1 + \cdots + z_n h_n)|_0. \]

It follows that \(A_n\) is linear and symmetric in all arguments. \(A_n\) is also bounded by a straightforward estimate. Finally, using Cauchy’s formula again,

\[ LA_n(h_1, \ldots, h_n) = \partial_z^n Lf(u + zh)|_0 = LP_n(h) \]

for all \(L\). Therefore, \(A_n(h_1, \ldots, h_n) = \hat{A}_n(h) = P_n(h)\), as we wanted to show.

Thus, on the ball of radius \(r\) around \(u\), the map \(f\) is represented by a power series, which converges uniformly on every smaller ball around \(u\). It is a basic fact that such a map is infinitely often differentiable. In particular, \(d^nf = A_n\) for all \(n \geq 0\).
(c) ⇒ (a) This is trivial.

A special case of the preceding theorem arises for maps into a Hilbert space.

**Theorem 19.4** Let \( f : U \to H \) be a map from an open subset \( U \) of a complex Banach space into a Hilbert space with orthonormal basis \( (e_n)_{n \geq 1} \). Then \( f \) is analytic on \( U \) if and only if \( f \) is locally bounded, and each coordinate function

\[
  f_n = \langle f, e_n \rangle : U \to \mathbb{C}
\]

is analytic on \( U \). Moreover, the derivative of \( f \) is given by

\[
  df(h) = \sum_{n \geq 1} df_n(h)e_n.
\]

**Proof.** Let \( L \in H^* \). By the Riesz representation theorem, there is a unique element \( \ell \) in \( H \) such that \( L\phi = \langle \phi, \ell \rangle \) for all \( \phi \) in \( H \). Write

\[
  \ell = \sum_{n \geq 1} \lambda_n e_n,
\]

and set

\[
  \ell_m = \sum_{n=1}^{m} \lambda_n e_n, \quad m \geq 1.
\]

Then \( L \) is the operator norm limit of the functionals \( L_m \) defined by \( L_m\phi = \langle \phi, \ell_m \rangle \). That is,

\[
  \sup_{\|\phi\| \leq 1} \|(L - L_m)(\phi)\| \to 0, \quad m \to \infty.
\]

Given \( x \) in \( U \), choose \( r > 0 \) so that \( f \) is bounded on the ball of radius \( r \) around \( x \). Fix \( h \) in the complex Banach space containing \( U \) with \( \|h\| < r \). On \( |z| < 1 \), the functions

\[
  z \mapsto L_m f(x + zh) = \sum_{n=1}^{m} \lambda_n f_n(x + zh), \quad m \geq 1
\]

are analytic by hypotheses and tend uniformly to the function \( z \mapsto Lf(x + zh) \), since \( f \) is bounded. Hence that function is also analytic on \( |z| < 1 \). This shows
that \( f \) is weakly analytic and locally bounded. By Theorem\ref{19.3} the function \( f \) is analytic.

Conversely, if \( f \) is analytic, then of course \( f \) is locally bounded, and each coordinate function \( f_n \) is analytic.

Finally, if \( f \) is analytic, then \( d_x f(h) \) exists and is an element of \( H \), hence can be expanded with respect to the orthonormal basis \((e_n)_{n\geq 1}\). Its \( n \)-th coefficient is

\[
\langle d_x f(h), e_n \rangle = d_x \langle f, e_n \rangle (h) = d_x f_n(h)
\]

by the chain rule, since \( \langle \cdot, e_n \rangle \) is a linear function. Thus,

\[
d_x f(h) = \sum_{n \geq 1} d_x f_n(h) e_n
\]

as was to be proven. \( \blacksquare \)

The next theorem may generalize Theorem\ref{19.3} A subset \( V \subset U \) of an open set \( U \) in a complex Banach space is called an analytic subvariety, if locally it can be represented as the zero set of an analytic function taking values in some \( \mathbb{C}^n \).

**Theorem 19.5** Let \( V_1, \ldots, V_m \) be analytic subvarieties of an open subset \( U \) in a complex Banach space \( E \). Suppose the function \( f : U \to \mathbb{C} \) is

(i) analytic on \( U \setminus (V_1 \cup \cdots \cup V_m) \),

(ii) continuous on \( U \), and,

(iii) weakly analytic on \( V_i \) for each \( 1 \leq i \leq m \).

Then \( f \) is analytic on \( U \).

Here, a function \( f \) is called weakly analytic on a subvariety \( V \), when it is analytic on any complex disc contained in \( V \). If no such disc exists, then \( f \) is trivially weakly analytic on \( V \).

**Proof.** We are going to show that not only the restriction of \( f \), but \( f \) itself is weakly analytic in every point in \( V_1 \cup \cdots \cup V_m \). Since \( f \) is also locally bounded by continuity, \( f \) is then analytic on \( U \) by Theorem\ref{19.3}

Let \( D \) be a one-dimensional complex disc around an arbitrary point in \( U \). Locally, we can write

\[
V_i = \{ q \in U : \varphi_i(q) = 0 \}, \quad 1 \leq i \leq m,
\]
with analytic, vector-valued functions $\varphi_i$. When restricted to $D$, each function $\varphi_i$ either vanishes identically or has only a finite number of zeroes in $D$, possibly after shrinking $D$ a bit.

If at least one $\varphi_i$ vanishes identically, then $D$ is contained in some subvariety $V_i$, and $f$ is analytic on $D \subset V_i$ by assumption (iii). Otherwise, none of the functions $\varphi_i$ vanishes identically on $D$, and consequently $D \cap (V_1 \cup \cdots \cup V_m)$ is a finite set. Outside this set in $D$, $f$ is analytic by hypotheses (i), and on all of $D$, $f$ is continuous by hypotheses (ii). It follows that these singularities are removable, and that $f$ is analytic on all of $D$.

Since the disc $D$ was arbitrary, it follows that $f$ is weakly analytic. Hence $f$ is analytic by Theorem [19.3].

20 Lemmas on Infinite Products

We need to consider numerous infinite products of doubly infinite sequences of complex numbers. We define those by

$$
\prod_{n \in \mathbb{Z}} (1 + a_n) = \lim_{N \to \infty} \prod_{|n| \leq N} (1 + a_n),
$$

if the limit on the right hand side exists. A sufficient condition to this effect is

$$
\sum_{n \in \mathbb{Z}} |a_n| < \infty,
$$

since for sufficiently large $N$ tending to infinity one then has

$$
\log \prod_{|n| > N} |1 + a_n| \leq \sum_{|n| > N} \log(1 + |a_n|) \leq \sum_{|n| > N} |a_n| \to 0.
$$

For $n \in \mathbb{Z}$ let $D_n = \{ \lambda \in \mathbb{C} : |\lambda - n\pi| < \pi/4 \}$ and

$$
\Pi_n := \bigcup_{m \neq n} D_m,
$$

and recall that $\ell_2^o = \sigma_o + \ell_c^2$, where $\sigma_o = (n\pi)_{n \in \mathbb{Z}}$.

**Lemma 20.1** For $\sigma \in \ell_2^o$ and $n \in \mathbb{Z},$

$$
\prod_{m \neq n} \frac{\sigma_m - \lambda}{m\pi - \lambda} = 1 + 1
$$
for $|\lambda| \to \infty$ with $\lambda \notin \Pi_n$, uniformly in $n$ and locally uniformly in $\ell^2_o$. Moreover,

$$\prod_{m \neq n} \frac{\sigma_m - \lambda}{m\pi - \lambda} = 1 + \ell^2(n)$$

for $\lambda \in D_n$, locally uniformly in $\ell^2_o$.

The first statement means that for every $\varepsilon > 0$ there exists a $\Lambda > 0$ such that

$$\sup_{n \in \mathbb{Z}} |\lambda| > \Lambda, \lambda \notin \Pi_n \left| 1 - \prod_{m \neq n} \frac{\sigma_m - \lambda}{m\pi - \lambda} \right| < \varepsilon$$

where $\Lambda$ can be chosen locally uniformly in $\sigma$. The same applies to the statements of the subsequent lemmas.

**Remark.** We will need the second estimate only once, in the proof of Theorem 13.3. Otherwise, the first estimate suffices, the proof of which is more elementary.

**Proof.** In general,

$$\left| \prod_{m \neq n} (1 + a_m) - 1 \right| \leq \prod_{m \neq n} (1 + |a_m|) - 1$$

$$\leq \exp \left( \sum_{m \neq n} |a_m| \right) - 1 \leq s_n \exp(s_n)$$

with $s_n = \sum_{m \neq n} |a_m|$. In the case at hand,

$$a_m = \frac{\sigma_m - \lambda}{m\pi - \lambda} - 1 = \frac{\hat{\sigma}_m}{m\pi - \lambda}$$

with an $\ell^2$-sequence $(\hat{\sigma}_n)_{n \in \mathbb{Z}} = (\sigma_n - n\pi)_{n \in \mathbb{Z}}$. So we get

$$s_n = \sum_{m \neq n} \frac{\hat{\sigma}_m}{m\pi - \lambda}.$$

For $\lambda \in D_n$ we have $m\pi - \lambda \sim m - n$ and therefore

$$\sum_{n \in \mathbb{Z}} |s_n|^2 \leq \pi^2 \sum_{n \in \mathbb{Z}} ||\hat{\sigma}_n||^2$$

by the Hilbert transform lemma 22.5. This implies the second estimate.
To obtain the first estimate, note that for any $n \in \mathbb{Z}$ and $\lambda \notin \Pi_n$,

$$\sum_{m \neq n} \frac{1}{|m\pi - \lambda|^2} \leq \sum_{m \neq 0} \frac{1}{m^2} \leq 4.$$ 

Hence by Cauchy-Schwarz,

$$s_n^2 \leq \sum_{m \neq n} |\hat{\sigma}_m|^2 \sum_{m \neq n} \frac{1}{|m\pi - \lambda|^2} \leq 4 \|\hat{\sigma}\|^2_2,$$

so $s_n$ is clearly uniformly bounded on bounded subsets of $\ell^2_c$. To improve this estimate, we split the sum for $s_n$ into one over $|m| < r < |\lambda| / \pi$ and another over $|m| \geq r$. Letting $\tau_r \sigma = (\sigma_m)_{|m| \geq r}$ and using Cauchy-Schwarz again we obtain

$$s_n^2 \leq \sum_{|m| < r} |\hat{\sigma}_m|^2 \sum_{|m| < r} \frac{1}{|m\pi - \lambda|^2} + \sum_{m \neq n} \frac{1}{|m\pi - \lambda|^2} \sum_{|m| \geq r} |\hat{\sigma}_m|^2$$

$$\leq \frac{2}{|\lambda| - r\pi} \|\hat{\sigma}\|^2_2 + 4 \|	au_r \hat{\sigma}\|^2_2.$$

This can be made arbitrarily small by first choosing $r$ sufficiently large to make $\|\tau_r \hat{\sigma}\|^2_2$ sufficiently small, and then choosing $\lambda$ sufficiently large. This can be done uniformly in $n$, and locally uniformly in $\sigma$.  

For the next lemmas recall that $\pi_n = n\pi$ for $n \neq 0$ and $\pi_0 = 1$.

**Lemma 20.2** For $\sigma \in \ell^2_o$,

$$f(\lambda) = -\prod_{m \in \mathbb{Z}} \frac{\sigma_m - \lambda}{\pi_m}$$

defines an entire function, whose roots are precisely the $\sigma_m$ with $m \in \mathbb{Z}$ and which satisfies

$$f(\lambda) = (\sin \lambda)(1 + 1)$$

for $|\lambda| \to \infty$ with $\lambda \notin \Pi = \bigcup_{n \in \mathbb{Z}} D_n$.

**Proof.** We have

$$\sin \lambda = -\prod_{m \in \mathbb{Z}} \frac{m\pi - \lambda}{\pi_m},$$
hence
\[
\frac{f(\lambda)}{\sin \lambda} = \prod_{m \in \mathbb{Z}} \frac{\sigma_m - \lambda}{m \pi - \lambda}.
\]
The result then follows with Lemma 20.1 and
\[
\left| \frac{\sigma_n - \lambda}{n \pi - \lambda} \right| \leq 1 + 2 |\sigma_n - n \pi|, \quad \lambda \notin D_n.
\]

**Lemma 20.3** For \( \sigma \in \ell_2^o \),
\[
f_n(\lambda) = \frac{1}{\pi_n} \prod_{m \neq n} \frac{\sigma_m - \lambda}{\pi_m}, \quad n \in \mathbb{Z},
\]
define entire functions \( f_n \) of \( \lambda \), whose roots are precisely \( \sigma_m, m \neq n \), and which satisfy
\[
f_n(\lambda) = \frac{\sin \lambda}{\lambda - n \pi} (1 + 1)
\]
for \( |\lambda| \to \infty \) with \( \lambda \notin \Pi_n \), uniformly in \( n \).

**Proof.** Using again the product representation of \( \sin \lambda \) we have
\[
f_n(\lambda) \frac{\lambda - n \pi}{\sin \lambda} = \prod_{m \neq n} \frac{\sigma_m - \lambda}{m \pi - \lambda},
\]
and the result follows again with Lemma 20.1

Let \( W \) denote the complex neighbourhood of \( L_r^2 \) introduced in section 8.

**Lemma 20.4** For \( \sigma \in \ell_2^o \) and \( \varphi \in W \),
\[
\prod_{m \neq n} \frac{\sigma_m - \lambda}{\sqrt{(\lambda_m^+ - \lambda)(\lambda_m^- - \lambda)}} \bigg|_{D_n} = 1 + 1
\]
locally uniformly on \( \ell_2^o \times W \).

**Proof.** Write
\[
(45) \quad \frac{\sigma_m - \lambda}{\sqrt{(\lambda_m^+ - \lambda)(\lambda_m^- - \lambda)}} = \frac{\sigma_m - \lambda}{\tau_m - \lambda} \frac{\tau_m - \lambda}{\sqrt{(\lambda_m^+ - \lambda)(\lambda_m^- - \lambda)}},
\]
and consider \( m \neq n \) and \(|n|\) sufficiently large. By the asymptotics of the eigenvalues in Proposition \[3.3\]

\[
\frac{\sigma_m - \lambda}{\tau_m - \lambda} = 1 + \frac{\sigma_m - \tau_m}{\tau_m - \lambda} = 1 + \frac{\ell^2(m)}{m - n}
\]

uniformly on \( D_n \) and locally uniformly on \( \ell^2 \times W \). Similarly, by the choice of the sign of \( w_m(\lambda) \) the second factor on the right hand side of (45) has positive real part, and we can write it as

\[
\left(\frac{\tau_m - \lambda}{\lambda_m^+ - \lambda}\right)^{1/2} \left(\frac{\tau_m - \lambda}{\lambda_m^- - \lambda}\right)^{1/2} = \left(1 - \frac{\lambda_m^+ - \tau_m}{\lambda_m^+ - \lambda}\right)^{1/2} \left(1 - \frac{\lambda_m^- - \tau_m}{\lambda_m^- - \lambda}\right)^{1/2}
\]

\[= 1 + \frac{\ell^2(m)}{m - n}.\]

The same asymptotics then also holds for the product of these expressions on the right hand side of (45). Now the claim follows with Lemma \[20.1\] and \( \lambda = n\pi \).

21 Lemmas on Fourier Coefficients

**Lemma 21.1** Let \( f \in L^2_c([0,1]) \). Then for every \( \varepsilon > 0 \) there exists a \( \lambda_0 > 0 \) such that

\[
\left| \int_0^t e^{i\lambda(t-2s)} f(s) \, ds \right| < \varepsilon e^{\|\lambda\|t}, \quad 0 \leqslant t \leqslant 1,
\]

for all \( |\lambda| > \lambda_0 \). This estimate also holds on a small neighbourhood around \( f \).

**Proof.** Replace \( f \) by \( f - g + g \), where \( g \) is a smooth approximation of \( f \). We then have to estimate two terms. One is bounded by

\[
\left| \int_0^t e^{i\lambda(t-2s)} (f - g) \, ds \right| \leqslant \int_0^t e^{\|\lambda\|(t-2s)} |f - g| \, ds \leqslant \|f - g\|_{L^1} e^{\|\lambda\|t}.
\]

The other is bounded by
\[ \left\vert \int_0^t e^{i\lambda(t-2s)} g \, ds \right\vert \leq \frac{1}{2\lambda} \left\vert e^{i\lambda(t-2s)} g \right\vert_0^t - \frac{1}{2\lambda} \int_0^t e^{i\lambda(t-2s)} g'(s) \, ds \]
\[ \leq \frac{e^{3|\lambda|t}}{|\lambda|} (\|g\|_{L^\infty} + \|g'\|_{L^1}). \]

Choosing first \( g \) so that \( \|f - g\|_{L^1} < \varepsilon/2 \) and then \( \lambda_0 \) sufficiently large so that \( \|g\|_{C^1} < \varepsilon \lambda_0/2 \), we achieve our first claim. The second claim follows with

\[ \left\vert \int_0^t e^{i\lambda(t-2s)} (f(s) - \phi(s)) \, ds \right\vert \leq e^{3|\lambda|} \|f - \phi\|_2 \]

for \( 0 \leq t \leq 1 \). □

**Lemma 21.2** ([1] [17]) Let \( f \in L^2_{\mathbb{C}}([0,1]) \), and let

\[ \phi_n(t) = \int_0^t e^{i\lambda_n(t-2s)} f(s) \, ds, \quad n \in \mathbb{Z}, \]

with a complex sequence \( \lambda_n = \pi n + \alpha_n \) such that \( a = \sup_n |\alpha_n| < \infty \). Then

\[ \sum_{n \in \mathbb{Z}} |\phi_n(t)|^2 \leq e^{2a} \|f\|_2^2, \quad 0 \leq t \leq 1. \]

**Proof.**Expanding \( e^{i\alpha_n(t-2s)} \) into its power series in \( t \),
\[ \phi_n(t) = \int_0^t e^{\pi i n(t-2s)} e^{i\alpha_n(t-2s)} f(s) \, ds \]
\[ = \sum_{k \geq 0} \frac{(i\alpha_n)^k}{k!} \int_0^t (t-2s)^k f(s) e^{\pi i n(t-2s)} \, ds, \]

and denoting the last integral by \( \hat{f}_{k,t,n} \),
\[ |\phi_n(t)| \leq \sum_{k \geq 0} \frac{a^k}{k!} |\hat{f}_{k,t,n}|. \]

Now \( \hat{f}_{k,t,n} \) is the \( n \)-th Fourier coefficient of \( f_{k,t} = W_{[0, t]}(t-2 \cdot)^k f e^{\pi i n t} \). Multiplying by \( |\phi_n(t)| \), summing over \( n \) and applying Cauchy-Schwarz we thus get
\[
\sum_{n \in \mathbb{Z}} |\phi_n(t)|^2 \leq \sum_{k \geq 0} \frac{a_k}{k!} \sum_{n \in \mathbb{Z}} |\hat{f}_{k,t,n}| |\phi_n(t)| \\
\leq \sum_{k \geq 0} \frac{a_k}{k!} \left( \sum_{n \in \mathbb{Z}} |\phi_n(t)|^2 \right)^{1/2} \|f_{k,t}\|_2 \\
\leq \left( \sum_{n \in \mathbb{Z}} |\phi_n(t)|^2 \right)^{1/2} e^{a} \|f\|_2,
\]
since \(\|f_{k,t}\|_2 \leq \|f\|_2\) for all \(k \geq 0\) and \(0 \leq t \leq 1\). This yields the claim. \(\blacksquare\)

22 Miscellaneous Lemmas

**Lemma 22.1** If \(|\lambda - n\pi| \geq \pi/4\) for all integers \(n\), then

\[4 |\sin \lambda| > e^{3|\lambda|}.\]

**Remark.** Of course, the inverse inequality \(|\sin \lambda| \leq e^{3|\lambda|}\) holds for all \(\lambda\).

**Proof.** Write \(\lambda = u + iv\) with real \(u,v\). Since \(|\sin \lambda|\) is even and periodic with period \(\pi\), it suffices to prove the lemma for \(0 \leq u \leq \pi/2\) and \(|\lambda| \geq \pi/4\). Now,

\[|\sin \lambda|^2 = \cosh^2 v - \cos^2 u.\]

For \(\pi/6 \leq u \leq \pi/2\), we have

\[\cos^2 u \leq \frac{3}{4} \leq \frac{3}{4} \cosh^2 v\]

for all real \(v\). For \(0 \leq u \leq \pi/6\), the assumption \(|\lambda| \geq \pi/4\) implies

\[v^2 \geq \left( \frac{\pi}{4} \right)^2 - u^2 \geq \frac{5}{144} \pi^2 \geq \frac{1}{3},\]

and hence

\[\cosh^2 v \geq 1 + v^2 \geq \frac{4}{3} \geq \frac{4}{3} \cos^2 u\]

as before. Thus, in both cases we obtain

\[|\sin \lambda|^2 \geq \frac{1}{4} \cosh^2 v > \frac{1}{16} e^{2|v|},\]
from which the result follows. ■

**Lemma 22.2** (Gronwall’s inequality) Let $a$, $b$, $u$ be nonnegative functions on $[0, \infty)$, such that $a$ and $u$ are continuous, $b$ is locally integrable, and
\[
u(t) \leq a(t) + \int_0^t b(s)u(s) \, ds, \quad t \geq 0.
\]
Then
\[
u(t) \leq a(t) + \int_0^t a(s)b(s) \exp\left(\int_s^t b(r) \, dr\right) \, ds, \quad t \geq 0.
\]

*Proof.* Letting $R(t) = \int_0^t b(s)u(s) \, ds$, one has
\[
R' - bR \leq ab
\]
on $[0, \infty)$. From this the claim follows by standard arguments. ■

*Remark.* We will use this estimate with $b = |\varphi|$ and the simple bound
\[
\exp\left(\int_s^t |\varphi(r)| \, dr\right) \leq e^{\|\varphi\|}, \quad 0 \leq s \leq t \leq 1.
\]

**Lemma 22.3** If $f$ is analytic in a neighborhood of $G_m$ containing $\Gamma_m$, then
\[
\frac{1}{2\pi} \left| \int_{\Gamma_m} \frac{f(\lambda)}{w_m(\lambda)} \, d\lambda \right| \leq \max_{\lambda \in G_m} |f(\lambda)|.
\]
Moreover, if $f$ is real analytic, then
\[
\frac{1}{2\pi} \int_{\Gamma_m} \frac{f(\lambda)}{w_m(\lambda)} \, d\lambda = f(
\]
for some $\in G_m$.

*Proof.* If $\lambda_m^+ = \lambda_m^-$, then the integral turns into a Cauchy integral, and the result follows immediately. Otherwise, we may shrink the contour of integration to the interval $G_m$ to obtain
\[
\frac{1}{2\pi} \int_{\Gamma_m} \frac{f(\lambda)}{w_m(\lambda)} \, d\lambda = \frac{1}{\pi} \int_{G_m} \frac{f(\lambda)}{w_m(\lambda)} \, d\lambda.
\]
The first claim now follows from the straightforward calculation

\[ \frac{1}{\pi} \int_{G_m} \frac{d\lambda}{w_m(\lambda)} = 1, \]

and the second claim by the mean value theorem in integral form.

**Lemma 22.4 (Interpolation Lemma)** Suppose φ is an entire function with

\[ \sup_{\lambda \in C_n} \left| \frac{\phi(\lambda)}{\sin \lambda} \right| \to 0 \]

as \( n \to \infty \) with the circles \( C_n : |\lambda| = n\pi + \pi/2 \). Then

\[ \phi(z) = \sum_{n \in \mathbb{Z}} \phi(\sigma_n) \prod_{m \neq n} \frac{\sigma_m - z}{\sigma_m - \sigma_n} \]

for any sequence of complex numbers \( \sigma_n = n\pi + \ell^2(n) \).

**Proof.** Let \( \sigma_n = n\pi + \ell^2(n) \) be such a sequence of complex numbers. By Lemma 20.2

\[ \chi(\lambda) = -\prod_{m \in \mathbb{Z}} \frac{\sigma_m - \lambda}{\pi_m} \]

defines an entire function of \( \lambda \) whose roots are precisely the \( \sigma_m \) and which is of the form \( (\sin \lambda)(1 + o(1)) \) on the circles \( C_n \). For any fixed \( z \),

\[ g(\lambda) = \frac{\phi(\lambda)}{(\lambda - z)\chi(\lambda)} \]

is thus a meromorphic function with poles at \( z \) and all the \( \sigma_n \) and which satisfies

\[ \sup_{\lambda \in C_n} |g(\lambda)| = \sup_{\lambda \in C_n} \left| \frac{\phi(\lambda)}{(\lambda - z)\sin \lambda} \right| (1 + o(1)) \]

\[ = o(1) \sup_{\lambda \in C_n} \frac{1}{|\lambda - z|} \to 0. \]

By the residue theorem, the sum of all residues of \( g \) is thus zero, and we get
0 = Res \( z \) \( g + \sum_{n \in \mathbb{Z}} \text{Res}_{\sigma_n} g \)

\[
= \frac{\phi(z)}{\chi(z)} - \sum_{n \in \mathbb{Z}} \phi(\sigma_n) \frac{\pi_n}{\sigma_n - z} \prod_{m \neq n} \frac{\pi_m}{\sigma_m - \sigma_n}.
\]

Resolving this identity for \( \phi(z) \) yields the claim. \( \blacksquare \)

The Hilbert transform of a sequence \( x \in \ell^2_c \) is the sequence \( H\sigma \) with elements

\[
(Hx)_n = \sum_{m \neq n} \frac{x_m}{m - n}.
\]

**Lemma 22.5** The Hilbert transform is a bounded linear operator on \( \ell^2_c \) with norm \( \|H\| \leq \pi \).

**Proof.** Define the function \( h : [0, 1] \to \mathbb{R} \) by

\[
h(t) = 2\pi i \left( t - \frac{1}{2} \right), \quad 0 \leq t \leq 1.
\]

Its Fourier coefficients are

\[
\hat{h}(n) = \langle h, e^{2\pi i nt} \rangle = \begin{cases} 
0, & n = 0, \\
-1/n, & n \neq 0,
\end{cases}
\]

where \( \langle \cdot, \cdot \rangle \) denotes the standard inner product in \( L^2_{\mathbb{C}} \). For \( x, y \in \ell^2_c \) we then can write the standard inner product \( (Hx, y) \) in \( \ell^2_c \) as

\[
(Hx, y) = \sum_{m \neq n} \frac{x_m \bar{y}_n}{m - n}
= \sum_{m, n} x_m \hat{h}(n - m) \bar{y}_n
= \sum_{m, n} x_m \langle e^{2\pi i nt} h, e^{2\pi i nt} \rangle \bar{y}_n.
\]

Hence, if \( \check{x} \) and \( \check{y} \) are the Fourier transforms of \( x \) and \( y \), respectively, given by

\[
\check{x}(t) = \sum_{m \in \mathbb{Z}} x_m e^{2\pi i mt}, \quad \check{y}(t) = \sum_{n \in \mathbb{Z}} y_n e^{2\pi i nt},
\]
then
\[(Hx,y) = \langle h\hat{x},\hat{y} \rangle.\]

By the Plancherel theorem, \(\|\hat{x}\|_{L^2} = \|x\|_{\ell^2}\) and \(\|\hat{y}\|_{L^2} = \|y\|_{\ell^2}\). So with Cauchy-Schwarz we obtain
\[
|(Hx,y)| \leq \sup_{0 \leq t \leq 1} |h(t)| \|\hat{x}\|_{L^2} \|\hat{y}\|_{L^2} \leq \pi \|x\|_{\ell^2} \|y\|_{\ell^2}.
\]

This holds for all \(x,y \in \ell^2_c\). Therefore, \(H\) is a bounded operator on \(\ell^2_c\) with norm not greater than \(\pi\). \(\blacksquare\)
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List of Notations

Operators

\[
L = \begin{pmatrix} i & 0 \\ 0 & -i \end{pmatrix} \frac{d}{dt} + \begin{pmatrix} 0 & \varphi_1 \\ \varphi_2 & 0 \end{pmatrix}
\]

\[
P = \begin{pmatrix} 1 \\ 1 \end{pmatrix}
\]

\[
R = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}
\]

\[
T = \begin{pmatrix} 1 & i \\ 1 & -i \end{pmatrix}
\]

\[
\Phi = \begin{pmatrix} \varphi_1 \\ \varphi_2 \end{pmatrix}
\]

\[
\tilde{\Phi} = \begin{pmatrix} i\varphi_1 \\ -i\varphi_2 \end{pmatrix}
\]

\[
E_\lambda = \begin{pmatrix} e^{-i\lambda t} \\ e^{i\lambda t} \end{pmatrix}
\]

\[
M = \begin{pmatrix} m_1 & m_2 \\ m_3 & m_4 \end{pmatrix}
\]

\[
M_1 = \begin{pmatrix} m_1 \\ m_3 \end{pmatrix}
\]

\[
M_2 = \begin{pmatrix} m_2 \\ m_4 \end{pmatrix}
\]

Operations

\[
\cdot = \partial / \partial \lambda
\]

\[
dF \quad \text{differential of } F
\]

\[
\partial F \quad \text{gradient of } F
\]

\[
g * h = (g_2 h_2, g_1 h_1)
\]

\[
[g, h] = g_1 h_2 - g_2 h_1
\]

\[
\{F, G\} = i \int_0^1 [\partial F, \partial G] dt
\]

Functions

\[
p_n = \prod_{m \neq n} \frac{\mu_m - \lambda}{\mu_m - \mu_n}
\]

\[
H_\tau = \int_0^1 \varphi_1 \varphi_2 dt
\]

\[
\xi_n = \sqrt{4I_n/\gamma_n^2}
\]

\[
\zeta_n^\pm = \gamma_n e^{\pm i n}
\]

Others

\[
\|\varphi\| = \int_0^1 |\varphi(t)|^2 dt
\]

\[
\pi_n = \begin{cases} n\pi & n \neq 0 \\ 1 & n = 0 \end{cases}
\]

\[
\hat{m}_i = m_i |_{t=1}
\]
Sets and Spaces

\[ L_c^2 = L^2_C \times L^2_C \]
\[ L_r^2 = \{ \varphi \in L^2_c : \varphi_2 = \bar{\varphi}_1 \} \]
\[ H^m_c = H^m_C \times H^m_C \]

\( W \) neighbourhood of \( L^2_r \)

\( U_n \) isolating disc around \( G_n \)

\( \Gamma_n \) circuit around \( G_n \) in \( U_n \)

\[ D_n = \{ \lambda \in \mathbb{C} : |\lambda - n\pi| < \pi/4 \} \]

\[ \Pi = \bigcup_{n \in \mathbb{Z}} D_n \]

\[ \Sigma_{\varphi} = C_{\varphi} \cup \{ \infty^+, \infty^- \} \]

\[ C_{\varphi} = \{ (\lambda, z) : z^2 = \Delta^2(\lambda) - 4 \} \]

\[ Y_n = \{ \varphi \in L^2_r : \gamma_n(\varphi) = 0 \} \]

\[ Z_n = \{ \varphi \in W : \gamma_n(\varphi) = 0 \} \]

\[ X_n = \{ \varphi \in W : \mu_n \notin G_n \} \]

Spectral quantities

\[ \lambda_n^\pm \quad \text{periodic eigenvalues} \]

\[ G_n = [\lambda_n^-, \lambda_n^+] \]

\[ \mu_n \quad \text{Dirichlet eigenvalues} \]

\[ \kappa_n \rightarrow \text{p. } 05 \]

\[ \gamma_n = \lambda_n^+ - \lambda_n^- \]

\[ \tau_n = (\lambda_n^+ + \lambda_n^-)/2 \]

\[ \Delta = \dot{m}_1 + \dot{m}_4 \quad \text{discriminant} \]

\[ \delta = \dot{m}_2 + \dot{m}_3 \quad \text{anti-discriminant} \]

\[ u = \dot{m}_1 + \dot{m}_2 + \dot{m}_3 + \dot{m}_4 \]

\[ \chi_p = \Delta^2(\lambda) - 4 \]

\[ f_\pm \quad \text{Floquet solutions} \]

\[ g = (m_1 + m_2, m_3 + m_4) \]

\[ g_n = g(\cdot, \mu_n) \]

![Figure 9: Signs of \( \sqrt{\lambda^2 - 1} \) and \( \sqrt{\Delta^2(\lambda) - 4} \)](image-url)
