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Abstract

We introduce Biased TextRank, a graph-based content extraction method inspired by the popular TextRank algorithm that ranks text spans according to their importance for language processing tasks and according to their relevance to an input “focus.” Biased TextRank enables focused content extraction for text by modifying the random restarts in the execution of TextRank. The random restart probabilities are assigned based on the relevance of the graph nodes to the focus of the task. We present two applications of Biased TextRank: focused summarization and explanation extraction, and show that our algorithm leads to improved performance on two different datasets by significant ROUGE-N score margins. Much like its predecessor, Biased TextRank is unsupervised, easy to implement and orders of magnitude faster and lighter than current state-of-the-art Natural Language Processing methods for similar tasks.

1 Introduction

Content and information extraction are central to many Natural Language Processing (NLP) tasks, from question answering (Rajpurkar et al., 2018; Reddy et al., 2019) to text summarization (Hermann et al., 2015; Dang, 2005) and beyond. While the state-of-the-art solutions for these tasks mainly rely on training neural network architectures on very large datasets, there have been questions around the sustainability of these solutions and their effects on the environment. As highlighted in work by Strubell et al. (2019), training one large transformer-based model produces approximately four times more CO₂ emissions than a car in its lifetime. These considerable negative environmental outcomes call for lighter and less resource-intensive alternative methods.

TextRank (Mihalcea and Tarau, 2004) is a light-weight unsupervised graph-based content extraction algorithm that was initially designed for summarization and keyword extraction applications. Since its introduction, it has been adapted and used in numerous other applications and settings, including opinion mining (Petasis and Karkaletsis, 2016) Deguchi and Yamaguchi, 2019, credibility assessment (Balcerzak et al., 2014) and lyrics summarization (Son and Shin, 2018), among others. Most recently, TextRank has been included in the latest release of the popular spaCy library[1]. There have been online tutorials and updating studies (Barrios et al., 2015) that demonstrate TextRank’s relevance years after its initial release.

Some of the TextRank extensions that have been proposed in recent years rely on the idea of personalized (or topic-sensitive) PageRank (Haveliwala, 2003) and its successor algorithms. For instance, PositionRank (Florescu and Caragea, 2017) changed the TextRank rankings to account for the position of candidate words in the input document, and showed that this position-aware algorithm led to improvements in keyword extraction over TextRank and over several other baselines.

In this paper, we introduce Biased TextRank, which relies on document representation models and similarity measures that enable capturing meaning closeness between graph nodes and a target (focus) text. While we demonstrate the usefulness of our approach on two applications – focused summarization and explanation extraction – we believe this approach is generalizable to other applications that require content extraction and/or content ranking.

[1] https://spacy.io/universe/project/spacy-pytextrank
The paper makes the following three main contributions:

1. **Biased TextRank**: We introduce an unsupervised graph-based algorithm for focused content-extraction that does not require training data, is fast, resource-efficient and easy to implement and fine-tune. Biased TextRank is language agnostic, in the sense that as long as document embedding models exist for a language, Biased TextRank can be directly applied. With the recent emergence of technologies like LASER (Artetxe and Schwenk, 2019) with pretrained language embeddings for 100+ languages, such representations are readily available for many languages.

2. **Evaluation and extensive analyses of Biased TextRank**: We show the effectiveness of Biased TextRank through experiments on two tasks: focused summarization and explanation extraction. We also perform an ablation study to show the effects of the TextRank damping factor and the similarity threshold parameters, providing insight on how Biased TextRank parameters should be tuned.

3. **Focused summarization dataset**: We introduce and make available a novel dataset for focused summarization consisting of transcripts of the U.S. presidential debates during the past 40 years, alongside articles from both Democrat and Republican media summarizing the events of the debates.

The remainder of the paper is structured as follows: section 2 covers prior work. In section 3 we provide a step-by-step description of our proposed algorithm. Throughout section 4 we describe two applications of Biased TextRank: focused summarization (section 4.2) and explanation extraction (section 4.3). We dedicate section 5 to an ablation study to understand the role played by the similarity threshold and damping factor parameters on Biased TextRank. Finally, we discuss our findings and possible future directions in section 6 and conclude the paper in section 7.

### 2 Related Work

#### 2.1 TextRank

Inspired by PageRank (Page et al., 1999), the TextRank algorithm (Mihalcea and Tarau, 2004) is a content extraction algorithm that represents texts as graphs for sentence and keyword extraction purposes and uses the PageRank algorithm to rank sentences or keywords. Since TextRank was first released, it has been applied to tasks such as summarization (Mallick et al., 2019; Barrios et al., 2015; Son and Shin, 2018), keyword extraction (Wen et al., 2016; Jianfei and Jiangzhen, 2016), opinion mining (Petasis and Karkaletsis, 2016; Deguchi and Yamaguchi, 2019), credibility assessment (Balcerzak et al., 2014) and others.

Among these, the work closest to ours are presented in (Wan, 2008) and (Florescu and Caragea, 2017). In Wan (2008) the author explored inter and intra-document relationships in generic and topic-focused multidocument summarization. They used TextRank and a combination of inter and intra-document edge weighting mechanisms alongside a diversity penalty to solve DUC 2002-2005 multidocument summarization tasks. Their encoding of “focus” into the algorithm is similar to our approach, except that they implemented it using tf-idf vectors and targeted the specific task of multidocument summarization. In Florescu and Caragea (2017) the authors proposed “PositionRank,” a keyword-extraction method based on TextRank and personalized PageRank. In their work, they bias the TextRank scores based on how early the keywords appear in the input document and their method is designed for keyword extraction only. Although our method also relies on biasing the TextRank scores, there are two important differences. First, Biased TextRank provides a different solution to the underlying content extraction problem as it uses contextual embeddings and similarities that allow for a topical focus. Second, it is not limited to keyword extraction or multidocument summarization and can be used for a wide variety of applications.

#### 2.2 Focused Summarization

Although focused summarization has not been widely studied within the NLP community, query-focused or query-biased summarization is a known problem in the context of Information Retrieval (Wang et al.,...
2007; Metzler and Kanungo, 2008; Zhao et al., 2009). Wang et al. (2007) proposed two extractive query-biased summarization methods (classification and ranking-based) for web page summarization. They extracted features from both the content and context of a web page and feed them to an SVM that solves both the classification and ranking problem formulations. More recently in Cao et al. (2016) the authors proposed AttSum, a system that leverages joint learning of query relevance and sentence salience ranking, the two main modules of query-focused summarization and achieve competitive results on the DUC (Dang, 2005) datasets. While related work has been published in NLP venues (Daumé III and Marcu, 2006), query-focused summarization has been mainly studied by the Information Retrieval community.

2.3 Explanation Extraction

Model explainability (Poursabzi-Sangdeh et al., 2018; Lundberg and Lee, 2017) and natural language explanation extraction and generation (Kumar and Talukdar, 2020; Thorne et al., 2019) are broad and important topics of ongoing research within the AI and NLP communities. However explanation extraction in the context of fact-checking and misinformation detection has remained relatively understudied. In Atanasova et al. (2020), the authors address the task of extracting fact-checking explanations, in which statements documenting the veracity of a fact-checked statement are used to derive a short summary explanation. The authors propose a BERT (Devlin et al., 2019) based sentence selection model that identifies top relevant sentences from the input as candidate explanations. In similar context, highlighting natural language explanations for fact-checking and misinformation detection applications has been studied within the research community (Lu and Li, 2020; Popat et al., 2018).

3 Biased TextRank

Biased TextRank builds upon the original TextRank algorithm, but changes how random restart probabilities are assigned, therefore giving higher likelihood to the nodes that are more relevant to a certain “focus” of the task.

3.1 Node Scoring with Random Restart Probabilities

TextRank Node Scoring. TextRank operates on graphs that are built from natural language texts. For instance, in the original TextRank application, the graphs are built from sentences in a text, or from individual words. The text spans are connected through links that are extracted from text, which reflect the strength of the relation between those spans. For instance, sentences can be linked by their similarity, or words can be linked by their proximity in the text. Assuming a graph representation with nodes $V_i$ and the edges between nodes having a weight $w_{ij}$, TextRank uses the following formula to iteratively update the TextRank score of a node:

$$TextRank(V_i) = (1 - d) + d \sum_{V_j \in In(V_i)} \frac{w_{ji}}{\sum_{V_k \in Out(V_j)} w_{jk}} TextRank(V_j)$$

where $d$ is a damping factor typically set to 0.85.

Biased TextRank Node Scoring. In TextRank, each node has an equal random restart probability, and therefore all the nodes are treated equally during the application of the algorithm. Biased TextRank however operates on assigning these random restart probabilities to favor a specific focus. When executing the algorithm, the nodes that have a high random restart likelihood will have a higher chance of being reached during the random jump. Therefore, the ranking algorithm is changed to:

$$BiasedTextRank(V_i) = BiasWeight_i * (1 - d) + d \sum_{V_j \in In(V_i)} \frac{w_{ji}}{\sum_{V_k \in Out(V_j)} w_{jk}} BiasedTextRank(V_j)$$

where $BiasWeight_i$ is set to a value that reflects the relevance of the node $V_i$ for the focus of the task, and the damping factor $d$ is set as before to 0.85. We further explore the role of the damping factor in the effectiveness of the Biased TextRank algorithm in Section 5.
3.2 Biased TextRank Algorithm

The algorithm starts with a document, and produces a ranking over text spans according to the biased TextRank formula shown earlier. The input document is first parsed into chunks that are then embedded into vectors to facilitate computation. These vectors constitute the nodes of the graph, which are then used to determine a ranking for the sentences. The focus (or bias) of the task is also embedded, and used to calculate the bias weights. After ranking, the top $K$ ranked sentences are selected and returned as a result.

Algorithm 1 illustrates this procedure. We use matrix representations such that all vertices are processed in one step. We discuss each step in detail in the following subsections.

Algorithm 1 Pseudocode for Biased TextRank.

```plaintext
1: procedure BIASEDTEXTRANK(Document, Bias, SimilarityThreshold, DampingFactor)
2:      Sentences = PARSE(document)
3:      SentenceEmbeddings = EMBED(Sentences)
4:      BiasEmbedding = EMBED(Bias)
5:      SimilarityMatrix = GRAPH CONSTRUCTION(SentenceEmbeddings, SentenceEmbeddings)
6:      BiasWeights = RANDOM RESTART PROBABILITIES(BiasEmbedding, SentenceEmbeddings)
7:      for each Row in SimilarityMatrix do
8:         for each Cell in Row do
9:            if Cell.value < SimilarityThreshold then
10:               Cell.value = 0
11:         end if
12:      end for
13:      SimilarityMatrix = DampingFactor * SimilarityMatrix + (1 - DampingFactor) * BiasWeights
14:      RETURN RandomWalkWithRestart(SimilarityMatrix)
15: end procedure
16: procedure RANDOMWALKWITHRESTART(Matrix)
17:      n = Matrix.len
18:      Ranks = new Array(n).INITIALIZE(1/n)
19:      for as long as Ranks has not converged do
20:         Ranks = MatrixT · Ranks
21:      end for
22:      RETURN Ranks
23: end procedure
```

PARSE. Biased TextRank extracts relevant context from input documents by ranking document pieces. In order to do this, we need to parse the documents into those pieces. For instance, if the algorithm is used for sentence extraction, we parse the input into sentences. If it is to be used for keyword extraction, we parse the input into tokens.

EMBED. Transforming documents into graphs requires mathematical representations of the nodes of the graph. This mathematical representation will enable similarity comparison between nodes, an integral part of the TextRank algorithm. With recent advances in contextual embedding technologies, we find Sentence-BERT (SBERT) (Reimers and Gurevych, 2019) to be a good model to embed English texts. For non-English sentence embedding, contextual embedding models like LASER (Artetxe and Schwenk, 2019) are useful. Word embedding models like Word2Vec (Mikolov et al., 2013) can similarly be used in the case of keyword extraction. After embedding document pieces $D_{pi}, i = 1..n$ into embedding vectors $E_i, i = 1..n$ of fixed length, we can build a representative graph of the input document.
GRAPH CONSTRUCTION. To build a graph representation of the input, we follow the same graph building strategy as in the original TextRank algorithm. For sentence extraction, the process is as follows: Each sentence embedding $SE_i$ is represented as a node $V_i$ in a graph $G_D$ of the input document. We add an edge $E_{ij}$ connecting nodes $V_i$ and $V_j$, if $\text{SimilarityMeasure}(SE_i, SE_j) > \text{SimilarityThreshold}$. The weight $w_{ij}$ of $E_{ij}$ equals $\text{SimilarityMeasure}(SE_i, SE_j)$. We use cosine similarity as our $\text{SimilarityMeasure}$. We discuss the selection of the $\text{SimilarityThreshold}$ in section 5.

RANDOM RESTART PROBABILITIES. Assigning random restart probabilities to nodes is key for making Biased TextRank work. Similar to the topic-sensitive PageRank algorithm (Haveliwala, 2003), this is achieved by assigning higher restart probabilities to nodes that are most similar to the focus of the task. We use a short text describing the focus of the content extraction to determine the similarity between the nodes and the task. We transform the description into a fixed-length embedding vector using the EMBED procedure (bias embedding vector) and calculate its similarity to the nodes. The higher the similarity (obtained using cosine similarity or any other similarity measure) between a node and the bias embedding vector, the higher restart probability is assigned to that node.

4 Experiments

We conduct two main experiments to explore the ability of Biased TextRank to perform focused content extraction.

4.1 Experimental Settings

We implement Biased TextRank using the NLTK library and SBERT in Python. For sentence embedding retrieval, we use the pretrained, base SBERT model. We run our experiments on a machine using one Nvidia 1080 Ti GPU and the GPU is only used to make embedding retrieval faster. A run of Biased TextRank for large documents on a graph with approximately 1,000 nodes takes an average 1.6 seconds to complete. This measurement also includes the embedding retrieval time.

Since all of our experiments focus on sentence extraction, we use the sentence tokenizer from the NLTK (Bird and Loper, 2004) library. During our evaluations we use the ROUGE (Lin, 2004) as the main performance metric.

4.2 Focused Summarization

Focused summarization, much like query-focused summarization (its counterpart in information retrieval), aims to generate summaries for an input text with a given focus.

To evaluate the applicability of Biased TextRank for extracting focused summaries, we collected a dataset of news reportage from Democrat and Republican media’s interpretations of the U.S. presidential debates from 1980 to 2016. We use the collected news reportage that summarize the events of the debates and apply Biased TextRank to reproduce the biased interpretations of Democrat and Republican media. The New York Times online public archives are the source of our Democrat summary references. For Republican debate coverage, we collect reportage from Fox News, The New York Post and Houston Chronicle. We also collected debate transcripts from debates.org, a public resource by the U.S. Commission on Presidential Debates. Since it is difficult to find news covering older debates, we could not find a number of articles that cover presidential debates of the 1970s and 1960s from either side. General statistics for the collected dataset of U.S. presidential debate news coverage are presented in table 1.

To generate the focused summaries we use debates’ transcripts and a fixed bias description for each side. We pick the Republican bias text from the opening paragraphs in the Republican party Wikipedia page that describes party values. For the Democrat bias text, we choose the headlines of their most recent party platform document. After running Biased TextRank on the parsed debate transcripts, we pick the top 20 ranked sentences as the focused summary. We also obtain unfocused summaries of the debates.

---

2 We used a GPU to facilitate embedding retrieval. For the same large graph benchmark, Biased TextRank takes 51.5 seconds on average to complete on a laptop with 4 CPU cores and 8GBs of RAM, 50.8 of those going to embedding retrieval.

https://democrats.org/wp-content/uploads/sites/2/2019/07/2016_DNC_Platform.pdf
Table 1: Focused Summarization Dataset Statistics

| Party      | #documents | avg #tokens | std #tokens |
|------------|------------|-------------|-------------|
| Democrat   | 26         | 2130        | 406         |
| Republican | 22         | 1087        | 281         |
| Transcripts| 33         | 18868       | 4708        |

Table 2: Results for Biased TextRank application in focused summarization are evaluated using the ROUGE-N F1 score. The party column determines the set of ground truths that summaries are compared against; Democrat refers to the New York Times articles covering the debates and Republican refers to a collection of ground truth text collected from Fox News, the New York Post and Houston Chronicle.

|Party       | Method      | ROUGE-1 | ROUGE-2 | ROUGE-L |
|------------|-------------|---------|---------|---------|
| Democrat   | TextRank    | 17.04   | 3.54    | 16.83   |
|            | BiasedTextRank | 30.09   | 5.84    | 21.35   |
| Republican | TextRank    | 21.86   | 3.38    | 18.39   |
|            | BiasedTextRank | 33.66   | 5.85    | 22.11   |

Using TextRank. Our implementation of TextRank is identical to Biased TextRank, with the difference that each node gets an equal random restart probability.

Table 2 presents the results when comparing generated summaries against the corresponding Democrat and Republican ground truths. As observed, the focused summaries outperform unfocused summaries on both sides in capturing a biased overview of the debates. For the Democrat summary references, Biased TextRank has a gain of 13.05, 2.3 and 4.52 ROUGE-1, ROUGE-2 and ROUGE-L F1 scores respectively over TextRank. Similar differences of 11.8 ROUGE-1, 2.47 ROUGE-2 and 3.72 ROUGE-L F1 scores emerge in the Republican ground truth as well. We attribute the performance gap to the attention of Biased TextRank to the underlying biases already existing in the ground truth text.

Overall, the experiments show that focused summaries produced by Biased TextRank meaningfully improve over normal summaries when compared against a biased reference. We believe Biased TextRank is a better fit than conventional extractive summarization methods when there is a clear focus or bias required in the desired summary.

4.3 Explanation Extraction

Introduced as “explanation generation” for fact-checking by Atanasova et al. (2020), this task focuses on extracting explanations from articles elaborating on the veracity of statements in the PolitiFact-based LIAR-PLUS dataset (Alhindi et al., 2018). The dataset consists of 2,533 data points split into 1,278 validation and 1,255 test. Each data point consists of a statement, its veracity (e.g., true, false, mostly-true), a detailed article justifying the assigned veracity of the statement by fact-checkers, and a closing paragraph summarizing the explanation of the verdict. The goal is to extract the closing statement (explanation) from the lengthy justifying article. Table 3 shows an example of explanation extraction on this dataset when using Biased TextRank.

We designate the justification article as the input text and use the statement to be fact-checked as the bias text to be fed into Biased TextRank. Similar to the Atanasova et al. (2020) system, we pick the top 4 ranked sentences as the extracted explanation. We compare the explanation extraction performance of Biased TextRank with two unsupervised baselines: the Lead-4 baseline from Atanasova et al. (2020), which takes the leading 4 sentences of the input as the explanation; and TextRank, which computes an extractive summary of the fact-check report for an explanation. While Atanasova et al. (2020) introduced a supervised method trained on 10,146 instances, achieving 35.70 ROUGE-1, 13.51 ROUGE-2 and 31.58 ROUGE-L F1 scores on the LIAR-PLUS test set, we believe the results of their system are not directly comparable to ours, given our fully unsupervised setting.

The results for these experiments are presented in table 4. As observed, Biased TextRank outperforms...
Claim: "Nearly half of Oregon’s children are poor."

Fact-Check Report: "With the State Board of Higher Education handing oversight of Oregon’s universities to independent boards, Jim Francesconi, one of the state board members, recently took to The Oregonian’s opinion pages to note a few of the issues the new custodians will have to deal with. Among them he said, and most importantly, education has to be accessible. “Oregon,” he wrote, “must demonstrate that working people and poor folks can still make it in America. Education after high school is the way, but it is out of reach for many children, especially in rural Oregon. Nearly half of Oregon’s children are poor.” It was the line about the percentage of poor children in the state that caught one Oregonian reader’s attention. Oregon is hardly a rich state – particularly when the national economy itself is down and out – but nearly half? That seemed a stretch. We agreed with our reader – it was worth looking into. Our first call was to Francesconi to see where he got his figures. He said the information came from a 2012 report…According to that report, “nearly 50% of children are either poor or low-income.” Francesconi almost immediately realized his mistake. “In retrospect, I wish I would have said poor or low income.”…there is a distinction between poor and low income as far as the U.S. government is concerned. If you check the…Census information, you’ll find that…23 percent of children in Oregon live in…below…poverty level while another 21 percent live in low-income families. As far as the U.S. government is concerned, about a quarter of the state’s children are poor, not half… (redacted)

Ground Truth: Where does this leave us? Francesconi said in an opinion piece that “nearly half of Oregon’s children are poor.” In fact, if you use federal definitions for poverty, about a quarter are poor and another quarter are low-income. But experts tell us that families that are described as low-income still struggle to meet their basic needs and, for all intents and purposes, qualify as poor. Be that as it may, Francesconi was referencing a report that used the federal definitions.

Biased TextRank: "Nearly half of Oregon’s children are poor." According to that report, "nearly 50% of children are either poor or low-income." Low income refers to families between 100 and 200 percent of the federal poverty level. As far as the U.S. government is concerned, about a quarter of the state’s children are poor, not half.

Table 3: An example of explanation extraction from the LIAR-PLUS dataset with important information highlighted. The first two rows show a claim and a redacted fact-check report of that claim, followed by actual and Biased TextRank extracted supporting explanations.

| Model       | Validation | Test  |
|-------------|------------|-------|
|             | ROUGE-1    | ROUGE-2 | ROUGE-L | ROUGE-1 | ROUGE-2 | ROUGE-L |
| Lead-4      | 27.92      | 6.94   | 24.26   | 28.11   | 6.96    | 24.38   |
| TextRank    | 27.72      | 7.41   | 23.19   | 27.74   | 7.42    | 23.24   |
| Biased TextRank | 30.84      | 10.38  | 26.20   | 30.90   | 10.39   | 26.22   |

Table 4: Explanation extraction evaluations. The performance of our Biased TextRank unsupervised system is compared against two unsupervised baselines.

Both unsupervised baselines by at least 2.92 ROUGE-1, 2.97 ROUGE-2 and 1.94 ROUGE-L F1 scores on the validation set and 2.79 ROUGE-1, 2.97 ROUGE-2 and 1.84 ROUGE-L F1 scores on the test set. We believe these improvements demonstrate Biased TextRank’s effectiveness in extracting explanatory supporting sentences for a given claim as an unsupervised and lightweight method.

5 Ablation Study

To understand how the algorithm parameters affect Biased TextRank, we carry out an ablation study where we examine how the damping factor and the similarity threshold affect the rankings produced by Biased TextRank across tasks. The results of the study are presented in figure [1]. The similarity measure (cosine similarity) and the document embedding model (SBERT) in this study are fixed. Also, while conducting this experiment, we increase the number of selected summary sentences from 20 to 30 to add more variance to our visualizations.

We derive the following observations from the ablation study: (1) The damping factor, within suggested ranges found in the literature (0.8 to 0.9), has very limited effect on Biased TextRank for focused summarization and explanation extraction. (2) With the exception of the Democrat focused summaries, the variance of the similarity threshold does not significantly change the outcome of Biased TextRank. For the Democrat focused summarization experiment, a lower similarity threshold, which translates to a more dense graph representation of the document, yields better results. (3) Given these results, we recommend setting the damping factor to 0.85 (or anywhere between 0.8 to 0.9) and the similarity threshold around 0.65 to obtain reasonable results.
6 Discussion & Future Work

In this paper, we showed that Biased TextRank is a promising method for focused content extraction. We believe that a written description of the focus of a content-extraction task is an intuitive way of operationalizing a corresponding solution. In our experience using Biased TextRank, we found that choosing the right bias text to direct the focus of content extraction is key in making Biased TextRank work. Like the explanation extraction task in 4.3, sometimes the bias term comes as an input to the algorithm. However that is not always the case, as the focused summarization experiment (among other tasks) require manual selection of the bias term. In those environments it is important to choose biases that best reflect the intention of the task focus and be aware of short-comings of word embeddings. In our experience in the focused summarization experiment, we initially found our Republican and Democrat summaries to be more similar than desired. As we probed the summaries, we found that although different in essence, the two chosen bias terms were producing similar embedding vectors and we suspected the vagueness and word overlap in both bias terms were among the causes. After selecting more distinct and clear bias terms for each summary flavor, we observed more distinctions and desired properties in produced summaries. We are interested in studying and quantifying the effect of the bias text on the algorithm and develop a deeper understanding of how one should pick the right bias text for their goals.

We evaluate the use of Biased TextRank in focused sentence extraction for English texts only. However, we believe that Biased TextRank is language-agnostic in the sense that if we have the proper tools to parse and embed non-English documents, the algorithm will be directly applicable. With recent advances in multilingual contextual embedding technologies like LASER (which provides embeddings for more than 100 languages), we think it is possible to immediately apply it to languages other than English.

In future work we would like to explore the application of Biased TextRank beyond sentence extraction. For instance the “term-set expansion” task most recently tackled by Kushilevitz et al. (2020), in which an initial seed set of keywords are expanded by similar keywords found in a corpus, could be another application of our algorithm. The task can be modeled as a keyword extraction task similar to the example found in the original TextRank paper and the restart probabilities can be assigned based on node proximity to the initial seed set.

7 Conclusion

In this paper, we introduced Biased TextRank, an unsupervised graph-based algorithm for directed extraction of content from text. Biased TextRank is unsupervised, fast and resource-efficient, language-agnostic and easy to implement. We demonstrated its effectiveness on two tasks: focused summarization and explanation extraction. For the first task, we collected a dataset of biased interpretations of the U.S. presidential debates by Democrat and Republican media and showed, through comparative experiments, that a Democrat or Republican-focused summary of the debates better captures those interpretations than
a generic summary. For the second task, our explanation extraction experiments showed that Biased TextRank improved over the performance of two unsupervised baselines.

In addition, we analyzed the effects of the damping factor and similarity threshold parameters on Biased TextRank through an ablation study and suggested parameter tuning guidelines for the algorithm.

Although we only demonstrated Biased TextRank effectiveness in two content extraction tasks, we believe that it can have a variety of natural language processing applications, similar to how TextRank has been used to address numerous tasks. With the satisfactory results of Biased TextRank, we find the approach to be a promising direction towards more sustainable content extraction solutions.

The Biased TextRank code as well as the focused summarization dataset we compiled are publicly available at [https://lit.eecs.umich.edu/downloads.html](https://lit.eecs.umich.edu/downloads.html).
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