Emulating atmosphere-ocean and carbon cycle models with a simpler model, MAGICC6 – Part 2: Applications
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Abstract. Intercomparisons of coupled atmosphere-ocean general circulation models (AOGCMs) and carbon cycle models are important for galvanizing our current scientific knowledge to project future climate. Interpreting such intercomparisons faces major challenges, not least because different models have been forced with different sets of forcing agents. Here, we show how an emulation approach with MAGICC6 can address such problems. In a companion paper (Meinshausen et al., 2011a), we show how the lower complexity carbon cycle-climate model MAGICC6 can be calibrated to emulate, with considerable accuracy, globally aggregated characteristics of these more complex models. Building on that, we examine here the Coupled Model Intercomparison Project’s Phase 3 results (CMIP3). If forcing agents missed by individual AOGCMs in CMIP3 are considered, this reduces ensemble average temperature change from pre-industrial times to 2100 under SRES A1B by 0.4°C. Differences in the results from the 1980 to 1999 base period (as reported in IPCC AR4) to 2100 are negligible, however, although there are some differences in the trajectories over the 21st century. In a second part of this study, we consider the new RCP scenarios that are to be investigated under the forthcoming CMIP5 intercomparison for the IPCC Fifth Assessment Report. For the highest scenario, RCP8.5, relative to pre-industrial levels, we project a median warming of around 4.6°C by 2100 and more than 7°C by 2300. For the lowest RCP scenario, RCP3-PD, the corresponding warming is around 1.5°C by 2100, decreasing to around 1.1°C by 2300 based on our AOGCM and carbon cycle model emulations. Implied cumulative CO2 emissions over the 21st century for RCP8.5 and RCP3-PD are 1881 GtC (1697 to 2034 GtC, 80% uncertainty range) and 381 GtC (334 to 488 GtC), when prescribing CO2 concentrations and accounting for uncertainty in the carbon cycle. Lastly, we assess the reasons why a previous MAGICC version (4.2) used in IPCC AR4 gave roughly 10% larger warmings over the 21st century compared to the CMIP3 average. We find that forcing differences and the use of slightly too high climate sensitivities inferred from idealized high-forcing runs were the major reasons for this difference.

1 Introduction

In our companion paper, we summarized the uses and advantages of simple climate models. MAGICC6 was documented and the methods used to calibrate MAGICC against CMIP3 AOGCMs and C4MIP carbon cycle models were described (Meinshausen et al., 2011a) (henceforth MRW).

This part 2 applies the calibrated MAGICC6 model to the interpretation of AOGCM and carbon cycle intercomparison exercises. We determine the possible effect that incomplete forcing series could have on the CMIP3 temperature evolutions. For the forthcoming CMIP5 intercomparison, projections are presented for the four Representative Concentration Pathways (RCPs).

Tests in MRW showed that the calibrated MAGICC model can have emulation skill both within the temperature range over which calibrations were performed as well as outside. Specifically, we found a close fit to the SRES A2 scenario, which was not used for calibration. Independent tests suggest
that emulations with MAGICC can successfully reproduce the deep mitigation scenario results from HadCM3 (Lowe et al., 2009).

These tests are important because the very high RCP8.5 scenario beyond 2100 as well as the low RCP3-PD scenario go outside the MAGICC6 calibration range. The forthcoming CMIP5 intercomparison data will allow us to further verify the ability of this simple model to emulate global average and large-scale diagnostics over a wide range of scenarios.

This paper is structured as follows: Sect. 2 “Methods” briefly describes the MAGICC6 parameter settings, radiative forcing assumptions and the experimental setup to emulate both SRES and RCP scenarios. Section 3 “The effect of incomplete forcings in CMIP3 results” estimates the effect of quantitatively different or incomplete forcing assumptions on the CMIP3 ensemble results. Section 4 “Design and analysis of the RCPs” provides projections for the Representative Concentration Pathways – used in the CMIP5 intercomparison exercise. Section 5 “Analysis of AR4 results” assesses the reasons why temperature projections obtained by MAGICC4.2 (as used in the IPCC AR4) were roughly 10% warmer than CMIP3 ensemble means. Finally, Section 6 “Discussion” addresses volcanic forcing assumptions and the interpretation of multi-model ensembles, while Sect. 7 concludes.

2 Methods

2.1 Parameter sets and forcing assumptions for CMIP3 and C4MIP emulations

MAGICC6 has an updated carbon cycle routine, modified indirect aerosol forcing parameterizations, a larger set of calibration parameters, and enhanced flexibility compared with earlier versions of MAGICC. The emulations used here are the result of the “calibration III” procedure described in MRW and applied to the CMIP3 AOGCM data for 19 models. This involved adjusting eight climate response parameters to reproduce hemispheric land and ocean temperature timeseries as well as ocean heat uptake. Carbon cycle results from C4MIP models were used to calibrate MAGICC6 emulations for atmospheric CO\(_2\) concentrations, carbon pools and carbon fluxes (in total 7 variables, each for an uncoupled and coupled model setup with over 200-yr long time series – as shown in Fig. 14 of MRW). When using both AOGCM and carbon cycle model emulations together, we give priority to the climate model parameters derived from the CMIP3 AOGCM comparisons. With 10 carbon cycle parameter sets (Table B4 in MRW) for each of the 19 AOGCM parameter sets (Table B3 in MRW), there are 190 emulations for any one modeled SRES emissions scenario.

To determine the effect of the use of different forcings by individual models in CMIP3, we are interested in the effect on temperature change when a complete set of forcings for future scenarios is applied, rather than the AOGCM-specific subsets of forcings (see Table 2 in MRW). The common forcing timeseries we use (see Fig. 1 in the Supplement in MRW) match the point forcing estimates for individual forcing agents in year 2005 provided by IPCC AR4 WG1 Table 2.12 (Forster et al., 2007). For consistency, we compared non-efficacy adjusted forcings to the AR4 Table 2.12 values.

As discussed by Collins et al. (2006), radiative forcing parameterizations in AOGCMs can result in substantial deviations from more accurate line-by-line radiative transfer schemes. These deviations are, for example, apparent in the reported Δ\(Q_{2,\alpha}\) values, with values ranging from 3.09 to 4.06 Wm\(^{-2}\) across the AR4 AOGCMs (see first column of Table B3 in MRW). To remove these differences we used a central estimate of 3.71 Wm\(^{-2}\) (Myhre et al., 1998) consistent with line-by-line models (Collins et al., 2006), although it is recognized that there is some uncertainty in the “true” CO\(_2\) forcing – in particular when considering indirect forcing effects that are traditionally subsumed in the definition of feedbacks. As discussed in MRW (Sect. 6.2 therein), we do not take into account fast forcing adjustments for CO\(_2\), but apply radiative forcings according to the standard definition used in IPCC AR4.

Finally, for our projections we use CO\(_2\) concentrations that are generated internally from emissions using each of the ten carbon cycle model calibrations in combination with each AOGCM calibration. This takes into account the effect that a warmer AOGCM is likely to see higher CO\(_2\) concentrations because of carbon cycle feedbacks. For the calibration of MAGICC model parameters (see MRW), we used the prescribed CO\(_2\) concentrations (Bern-CC reference case specified in IPCC TAR), which were likely used by most CMIP3 AOGCMs.

2.2 Setup for projecting temperatures under the RCPs

For projections under the RCP scenarios we use forcing time series described in Meinshausen et al. (2011b) (see http://www.pik-potsdam.de/~mmalte/rcps/). For most CMIP5 experiments (Taylor et al., 2009), the models will be forced with specified GHG concentrations (Meinshausen et al., 2011b), together with tropospheric ozone fields, 4-D aerosol fields (Lamarque et al., 2011) and land use change patterns (Hurtt et al., 2011) to (at least partly) ensure better model-to-model and scenario-to-scenario comparability. The recommended default GHG concentrations have been generated with MAGICC6 using a default parameter setting to match the median of the AOGCM calibrations presented here and in MRW. For the carbon cycle, emulations of the Bern-CC model have been employed in Meinshausen et al. (2011b). Going beyond the standard CMIP5 time horizon of 2300, we extended here our analysis until 2500 (cf. Wigley et al., 2009). RCP extensions between 2300 and 2500 follow the same guiding principles as the RCPs extensions in 2300, i.e., constant emissions for RCP3-PD and constant
concentrations for the higher three RCPs (data up to 2500 provided here http://www.pik-potsdam.de/~mmalte/rcps/).

As an application of the calibrated MAGICC6 model, we give temperature projections, with uncertainties, for the RCPs. We employ the 19 individual AOGCM emulations using calibration “III” as described in MRW. Carbon cycle emulations do not influence the temperature outcomes of these projections because CO₂ concentrations are prescribed. However, as part of the CMIP5 exercise, it is planned to retrieve the implied emissions for those models that include a coupled carbon cycle model. Thus, in a second experiment, we calculate the implied fossil CO₂ emissions for the prescribed RCP concentrations. Specifically, we combine 19 CMIP3 and 9 C⁴MIP calibration sets as an ensemble of 171 parameter combinations to estimate implied emissions. We leave out one of the 10 carbon cycle emulations (IPSL) for two reasons: because the IPSL calibration is least able to reproduce the IPSL carbon cycle dynamics towards the end of the 21st century compared to all other C⁴MIP emulations, although the fit is still rather close (see MRW); and because, when comparing long-term ocean carbon uptake to the results from Orr (2002), our IPSL performance was best as well over multi-century timescales. We therefore place low confidence on the ability of the IPSL calibration to simulate plausible long-term carbon cycle behavior beyond 2100.

2.3 Setup for analyzing previous MAGICC4.2 emulation results

For comparison and historical context, the MAGICC4.2 emulations presented in IPCC AR4 are analyzed here to try to understand why the mean emulations were approximately 10% warmer over the 21st century compared to the CMIP3 AOGCM data. For replicating and analyzing the emulation results presented in the IPCC AR4, we use MAGICC4.2 (which is the version used in the AR4). Note that the calibration of MAGICC4.2 was based solely on the idealized CO₂-only experiments (Sect. 5). The MAGICC6 “calibration I’ procedure (presented in MRW) is equivalent to the calibration employed for MAGICC4.2 in the AR4 (see Table 1 in MRW). Both calibration methods yield very similar climate sensitivity estimates for all AOGCMs (see Table 4 in MRW, columns 4 and 5). One exception is the HadGEM1 model, for which this study benefited from additional 1pctto4x data. In general, MAGICC4.2 was calibrated to match both 1pctto2x and 1pctto4x experiments, but in the case of HadGEM1, data for the 1pctto4x has not been available at the time of calibrating MAGICC4.2. This leads to a 0.5°C larger climate sensitivity estimate in the MAGICC6 calibration. In addition to the improved model structure, MAGICC6 calibrations benefited from complete hemispheric land/ocean AOGCM data sets allowing a more accurate determination of the land/ocean warming characteristics for all models. If only the data used for calibrating MAGICC4.2 are used in calibrating version 6, then the agreement in retrieved climate sensitivities is even closer, providing an important check on the credibility of the model’s structure in earlier and simpler versions of MAGICC.

3 The effect of incomplete forcings on CMIP3 results

In this section we analyze the CMIP3 intercomparison exercise results using MAGICC6. We begin by comparing our AOGCM-specific forcing sets with independently estimated time series from Forster and Taylor (2006), hereafter called F&T (Sect. 3.1). We then estimate the effects on global-mean temperature change that arise because: the AOGCM experiments branched off the control runs in different years (Sect. 3.2); because incomplete sets of forcing agents were used (Sect. 3.3); and because CO₂ concentrations were prescribed rather than prescribing emissions in coupled carbon cycle models (Sect. 3.4). As a representative example, we consider results for the A1B scenario (Sect. 3.5). The last subsection (Sect. 3.6) provides a comprehensive and unified set of projections for the three illustrative SRES scenarios used in CMIP3, based on the full forcing time series and using the full range of both C⁴MIP carbon cycle as well as CMIP3 climate model emulations.

3.1 Forcing comparisons

The starting point here is the set of AOGCM-specific, efficacy-adjusted forcings that we used in calibrating MAGICC parameters (see Table 2 in MRW) – referred to below as “matching” forcings. We compare these with the forcings diagnosed by F&T, which, in the absence of forcing information from individual models, are the only other available model-specific forcing estimates. Comparing the across-model means of these two forcing data sets reveals a close match up to the middle of the 21st century (see first subpanel indicated with black circled “1” in Fig. 1a). Thereafter, our “matching” forcings are lower than the diagnosed F&T forcings, probably due to an overestimation of the effective forcings in F&T towards the second half of the 21st century. This could arise because F&T assumed constant (rather than increasing) effective climate sensitivities, estimated from the first 70 years of the idealized forcing scenarios. Two factors support this hypothesis. Firstly, in the idealized scenarios, for which the standard forcing at tropopause level after stratospheric adjustment is better known, the diagnosis of effective climate sensitivities (see equation 3 in MRW) reveals higher climate sensitivities for higher forcing levels for a number of models - as shown in Fig. 1 in MRW for CCSM3 and ECHAM5/MPI-OM. Secondly, continuing the analysis by F&T beyond 2100 suggests increasing diagnosed forcings for some models, inconsistent with the fact that forcings in these runs were set constant after 2100 (Meehl et al., 2005a).
Fig. 1. Net radiative forcing (panel a) and global-mean surface temperatures (b) for the SRES A1B scenario according to MAGICC6 (calibration III) as presented in this study. For comparison, the radiative forcing applied is compared to the means across all 19 archived CMIP3 AOGCMs, as diagnosed by Forster and Taylor (2006) (F&T, see panel a). For temperature, the MAGICC6 emulations are compared to the means diagnosed from the matching set of 19 CMIP3 AOGCMs relative to their respective start years. Differences relative to 1980–1899 are also shown (panel e). See Table 3 in the companion paper MRW and text for discussion of the different forcing adjustments and temperature effects (black circled numbers). The roman number III denotes the calibration method, while the small latin letters a, b, c, and d denote the forcing assumptions, ranging from (a) AOGCM-specific forcing subsets, (b) forcings relative to a unified 1765 starting year, (c) complete and unified forcings and (d) full forcings including CO₂ concentrations with coupled carbon cycles.

The emulated temperature perturbations (mean across all emulations) in MAGICC6 using the “matching” forcings are within 0.1 °C of the AOGCM mean throughout the whole emulation period (see black circled “1” in Fig. 1b). If we had used the F&T forcings (which are higher in the second half of the 21st century) we would have overestimated the AOGCMs temperature response. Relative to the base period 1980–1999, the difference in projected warming for 2090–2099 between the MAGICC6 emulations and the mean AOGCM result averaged over all SRES scenarios considered is 0.04 °C or 2% less (cf. column AOGCM and IIIa for “Period 2” in Table 3 in MRW).

3.2 The effect of different starting years

One of the difficulties in interpreting the AOGCM results for the past is that modelling groups assumed different starting years in which the 20th century simulations (20c3m) diverge from the pre-industrial control runs. Unifying these starting years to 1765 shifts the forcing to higher values. This is because the forcing increments for CO₂ and other considered forcing agents between 1765 and the starting years, e.g. 1850 or 1900, are now taken into account (see “2” in Fig. 1a). Had all AOGCMs started their simulations in 1765, their temperature projections for the 21st century could be expected to
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be approximately 0.1 °C warmer relative to 1765 (see “2” in Fig. 1b), although this effect almost vanishes when taking differences of future projections from the 1980–1999 base period (see “2” in Fig. 1c).

### 3.3 The effect of using complete and unified forcings

Here we address the issue, what if the overall best-estimate forcings are used in each MAGICC emulation, instead of “matching” model-specific forcings? Specifically, if an AOGCM had left out a specific forcing agent (e.g. indirect aerosol effects or tropospheric ozone), we now run the emulations with these forcings included (see Table 2 in MRW). We also unify the CO$_2$ forcing ($\Delta Q_{2x} = 3.71 \text{ Wm}^{-2}$) and adjust the historical volcanic forcing to a zero mean. These changes have a significant effect on the applied forcing (see “3” in Fig. 1a) and, hence, on temperature projections.

Relative to the starting years of the emulations, when a unified and complete forcing set is used, the temperatures drop by around 0.4 °C for much of the 21st century (see “3” in Fig. 1b). However, when taking differences relative to 1980–1999, the MAGICC 21st century temperatures only cool by 0.1 °C on average (see “3” in Fig. 1c). The main reason for these differences is the neglect in some models of indirect aerosol forcing. As the relative contribution of indirect aerosol forcing is greater in the period to 1999 than thereafter, it is not surprising that its influence is greater in the historical period.

### 3.4 Coupling the carbon cycle

Running the AOGCM emulations coupled with the carbon cycle calibrations for the future overcomes the inconsistency that warmer AOGCMs used the same prescribed CO$_2$ concentrations as colder AOGCMs, and so do not account for carbon cycle feedbacks. By combining each CMIP3 AOGCM with each of the C4MIP emulations, the coupled AOGCM carbon cycle emulations yield, on average, 0.2 Wm$^{-2}$ additional forcing (see “4” in Fig. 1a), resulting in an additional warming of roughly 0.1 °C by the end of the 21st century (see “4” in Fig. 1b and c).

### 3.5 The net effect of harmonized forcing assumptions

When averaged across models, the sum of all forcing adjustments for most of the 20th century is up to 0.2 Wm$^{-2}$ (up to 1960) larger than the unadjusted forcing (see “5” in Fig. 1a). The time series is punctuated by negative spikes reflecting the unaccounted part of volcanic coolings in the past. After 1960, the sum of forcing adjustments is negative, and is dominated by volcanic forcing spikes. Consequently, the direct AOGCM results are likely to show a larger warming trend over the 2nd half of the 20th century compared to what they would have been with common and complete forcing assumptions, in part because of missing or low volcanic forcing assumptions in some models. After 2000, there is no volcanic forcing record, so the volcano spikes no longer appear. Instead, this forcing component is assumed to drop from the year 2000 no-forcing level to its pre-2000 mean volcanic forcing level by about 0.2 Wm$^{-2}$. Thus, future projections under our unified forcing series assumptions include an expected mean cooling effect due to volcanic aerosols eruptions. We prefer this assumption over alternative assumptions such as that there will be no future volcanic eruptions, or a repetition of an historical period with volcanic forcing spikes.

In the above, we concentrated on A1B. The deviation of the emulated temperatures to AOGCM data are similarly small across all SRES scenarios, with a maximum deviation of 2.2% for SRES B1 at the end of the 21st century (cf. the columns “AOGCM” and “IIia” for “Period 2” in Table 3 in MRW). Note, however, that differences for the “year 2000 concentration stabilization” (COMMIT) scenarios are larger (mean −0.1 °C) (Wigley, 2005; Meinshel et al., 2005b). The “COMMIT” scenarios are challenging to emulate, as different AOGCMs show a wide range of 20th century temperature evolutions with, for some models, relatively strong short-term variability. Because there is a wide range of forcing levels that are held constant after year 2000, the inter-model differences in unrealized warming at the end of the 20th century manifest themselves in a rather wide spread of temperatures under the “COMMIT” scenario (0.17 °C to 1.0 °C by 2090–2099 relative to 1980–1999).

In case of the SRES A2 scenario, not all AOGCMs provided integrations: in particular not the MIROC 3.2 (hires) AOGCM, the “warmest” among all CMIP3 AOGCMs. The SRES A2 mean across AOGCM emulations over the 21st century is 0.09 °C warmer when all AOGCMs are averaged, compared to the case where only the limited set of models is averaged that ran this scenario under CMIP3. Additionally, a general feature of the forcing harmonization is that the emulated warming up to the end of the 20th century is generally reduced, while the 21st century warming is relatively unaffected. This is primarily because a number of AOGCMs left out indirect aerosol forcing effects (e.g. CCSM3, CAOGCM3.1(T47), CSIRO-MK3.0, FGOALS-g1.0, GFDL-CM2.0 etc. – see Table 2 in MRW), which leads to an overestimate of historical forcing, but little relative change in future forcing. In the case of SRES A2, the 0.09 °C additional warming noted above due to the inclusion of all AOGCMs is overcompensated by additional cooling due to aerosols, resulting in a net downward adjustment of 0.1 °C for the 21st century (cf. columns IIIa with the AOGCM specific subsets of forcings and column IIIId with complete forcings for all AOGCM emulations in Table 3 in MRW). Furthermore, an effect of similar magnitude compared to the forcing adjustments is due to the choice of the reporting period. While in IPCC TAR, results were stated for 2100, IPCC AR4 choose the 2090–2099 period, which results in a lowering of the stated temperatures by up to 0.25 °C.
under the SRES A2 scenario (cf. “Period 2” and “Period 3” in Table 3 in MRW).

3.6 Projections for CMIP3 SRES scenarios

Here, we present the full set of SRES temperature projections combining the effects of uncertainties in both the carbon cycle and GCM emulations. With 19 AOGCM and 10 carbon cycle emulations, this makes a total of 190 cases (given that this section investigates projections only up to 2100, we included the IPSL emulation, which we exclude for projections beyond 2100). Making the debatable assumption that all models are random and equally likely representations of the real world, Bayesian credible regions can be easily inferred: the lowest 9 and the highest 9, for example, effectively define the 90% credible region. One obvious limitation is that what we have here is not the full range of parameter possibilities but a more restricted “ensemble of opportunity”. Comparing the 21st century temperature evolutions of the full set of 190 emulations with the original AOGCM data shows good agreement, despite the numerous forcing adjustments we have made to obtain a unified and complete set of forcings (see Fig. 2). The 90% C.I. for temperature changes relative to 1980 to 1999 is −31% to +43%, when averaging the results for 2050, 2075 and 2100 across the SRES scenarios (see Table 1). The right-skewed nature of the distribution, i.e., the fact that the upper bound of the 90th percentile range is further from the mean than the lower bound, is consistent with the expert judgment of −40% to +60% for a likely (66% CI) confidence range provided in IPCC AR4 based on multiple lines of evidence (Meehl et al., 2007; Knutti et al., 2008). Whatever the true uncertainty range is, it is clear that the ensemble of opportunity presented here must underestimate this range.

4 Design and analysis of the RCPs

In this section, we illustrate three applications of the calibrated MAGICC6 model relevant to the forthcoming CMIP5 experiments and the creation of the RCP scenarios (Moss et al., 2010).

4.1 Calculation of recommended RCP GHG concentrations

MAGICC6 has been used to create the harmonized and recommended greenhouse gas concentration series to be used by AOGCMs and Earth System Models (ESMs, i.e., AOGCMs with coupled carbon cycle models) taking part in the CMIP5 experiment. We produced these default GHG concentrations from the original scenario emission data (van Vuuren et al., 2007; Riahi et al., 2007; Clarke et al., 2007; Fujino et al., 2006) by assuming a median default parameter setting within the range of C4MIP and CMIP3 calibrations. See Meinshausen et al. (2011b) for a detailed description and
Table 1. Distributions of temperature projections for 2050, 2075 and 2100 for the six illustrative SRES scenarios, for the “Year 2000 concentration stabilization” (COMMIT) experiment and the four RCP scenarios – relative to the 1980–1999 mean. To convert warming relative to 1980–1999 as provided here into warming relative to a proxy for pre-industrial levels (i.e., the average over the first 70 years of the observational record, 1850–1919), 0.5 °C should be added (see HadCRU3v as described in Brohan et al., 2006). The distribution percentiles in the header row denote the cumulative density of occurrence of the cross-combination between calibrations to CMIP3 AOGCMs and C4MIP carbon cycle models. The row denoted “Dev. From Mean” provides the average deviations from the mean across all six SRES scenarios and the three time slices.

| Scenario  | Years | MIN  | 5%  | 16.7% | MEDIAN | MEAN  | 83.3% | 95%  | MAX  |
|-----------|-------|------|-----|-------|--------|-------|-------|------|------|
| SRES A1B  | 2050  | 1.00 | 1.10| 1.23  | 1.51   | 1.57  | 1.85  | 2.18 | 2.77 |
|           | 2075  | 1.42 | 1.64| 1.83  | 2.27   | 2.33  | 2.77  | 3.27 | 4.40 |
|           | 2100  | 1.65 | 1.94| 2.18  | 2.78   | 2.87  | 3.44  | 4.14 | 5.89 |
| SRES A1FI | 2050  | 1.11 | 1.22| 1.36  | 1.67   | 1.71  | 1.99  | 2.35 | 2.94 |
|           | 2075  | 1.87 | 2.14| 2.39  | 2.97   | 3.02  | 3.51  | 4.28 | 5.32 |
|           | 2100  | 2.43 | 2.85| 3.26  | 3.96   | 4.09  | 4.79  | 5.88 | 7.74 |
| SRES A1T  | 2050  | 1.02 | 1.11| 1.23  | 1.52   | 1.56  | 1.84  | 2.22 | 2.78 |
|           | 2075  | 1.33 | 1.50| 1.69  | 2.07   | 2.16  | 2.59  | 3.12 | 4.20 |
|           | 2100  | 1.37 | 1.64| 1.85  | 2.32   | 2.45  | 2.99  | 3.67 | 5.31 |
| SRES A2   | 2050  | 0.82 | 0.92| 1.02  | 1.27   | 1.32  | 1.56  | 1.85 | 2.42 |
|           | 2075  | 1.44 | 1.63| 1.83  | 2.28   | 2.33  | 2.74  | 3.22 | 4.21 |
|           | 2100  | 2.07 | 2.42| 2.70  | 3.37   | 3.45  | 4.05  | 5.08 | 6.43 |
| SRES B1   | 2050  | 0.68 | 0.77| 0.86  | 1.07   | 1.12  | 1.34  | 1.63 | 2.16 |
|           | 2075  | 0.97 | 1.07| 1.25  | 1.57   | 1.63  | 1.99  | 2.38 | 3.21 |
|           | 2100  | 1.06 | 1.25| 1.46  | 1.87   | 1.96  | 2.38  | 2.86 | 4.23 |
| SRES B2   | 2050  | 0.81 | 0.90| 1.00  | 1.23   | 1.28  | 1.52  | 1.87 | 2.38 |
|           | 2075  | 1.14 | 1.26| 1.44  | 1.77   | 1.85  | 2.22  | 2.71 | 3.60 |
|           | 2100  | 1.42 | 1.64| 1.85  | 2.34   | 2.43  | 2.91  | 3.54 | 4.97 |

Dev. From Mean

| COMMIT    | 2050  | 0.36 | 0.36| 0.39  | 0.47   | 0.51  | 0.59  | 0.93 | 0.93 |
|           | 2075  | 0.38 | 0.38| 0.42  | 0.50   | 0.55  | 0.64  | 1.03 | 1.03 |
|           | 2100  | 0.39 | 0.39| 0.44  | 0.51   | 0.57  | 0.67  | 1.10 | 1.10 |

RCP3-PD

| 2050  | 0.73 | 0.75 | 0.79  | 0.94   | 1.01  | 1.17  | 1.47 | 1.65 |
| 2075  | 0.71 | 0.73 | 0.77  | 0.92   | 1.00  | 1.18  | 1.54 | 1.74 |
| 2100  | 0.69 | 0.72 | 0.76  | 0.91   | 1.00  | 1.18  | 1.58 | 1.80 |

RCP45

| 2050  | 1.00 | 1.01 | 1.07  | 1.25   | 1.34  | 1.55  | 1.87 | 2.08 |
| 2075  | 1.26 | 1.29 | 1.40  | 1.63   | 1.74  | 2.05  | 2.48 | 2.77 |
| 2100  | 1.36 | 1.41 | 1.53  | 1.78   | 1.92  | 2.30  | 2.81 | 3.16 |

RCP6

| 2050  | 0.90 | 0.91 | 0.96  | 1.13   | 1.12  | 1.39  | 1.70 | 1.89 |
| 2075  | 1.40 | 1.42 | 1.54  | 1.82   | 1.90  | 2.21  | 2.63 | 2.91 |
| 2100  | 1.81 | 1.86 | 2.08  | 2.49   | 2.54  | 2.96  | 3.56 | 3.90 |

RCP85

| 2050  | 1.31 | 1.32 | 1.43  | 1.71   | 1.76  | 2.00  | 2.38 | 2.61 |
| 2075  | 2.12 | 2.17 | 2.44  | 3.02   | 2.95  | 3.36  | 4.03 | 4.31 |
| 2100  | 2.92 | 3.05 | 3.54  | 4.12   | 4.19  | 4.78  | 5.81 | 6.05 |

http://www.pik-potsdam.de/~mmalte/rcps/ for the available datasets.

4.2 Estimation of temperature evolutions under the RCPs

We present here temperature projections for the four RCPs and their extensions to 2500 based on our CMIP3 calibrations (Fig. 3). We show that, relative to pre-industrial, the high-end RCP8.5 scenario leads to an increase in global mean surface temperature of 4.6 °C (3.6 to 6.3 °C 90% credible interval) by 2100. A century later by 2200, the RCP8.5’s median temperature projection is in excess of 7 °C. RCP6, which is similar to the SRES A1B scenario, has a temperature increase between 2 °C and 4 °C by 2100 (Fig. 3c). The warming under the medium-low RCP4.5 scenario exceeds 2 °C relative to the pre-industrial level, with a median warming of 2.5 °C and a 90% credible interval between approximately 2.1 and 4 °C by 2300 (Fig. 3b). The lowest RCP3-“Peak&Decline” (RCP3-PD) pathway leads to a maximum of global-mean temperatures shortly after 2050 with a
median estimate slightly above 1.5 °C and a range between 1.3 to 2.0 °C (90% CI) with a slow continuous decline of roughly 0.2 °C per century thereafter (see Table 1, which provides warmings relative to the 1980–1999 period, cf. Schewe et al., 2011).

It should be noted that the CMIP3 calibration of MAGICC6 used only monotonically increasing or constant GHG concentrations spanning a limited range. Two of the RCP cases, therefore, lie outside the calibration range, and the extension to 2500 also extends the projections into no-analogue territory. For example, in the high-end RCP8.5 scenario, we are faced with a CO$_2$ concentration that is seven times higher than pre-industrial levels – in addition to substantial non-CO$_2$ forcings. The highest scenarios investigated in CMIP3 were the idealized quadrupling CO$_2$-only experiment and the SRES A2 experiment (which reached roughly a tripling of the pre-industrial CO$_2$ concentration in 2100). The temperature projections under RCP8.5 must therefore be interpreted cautiously: they are qualitatively robust, but must involve unknown quantitative uncertainties at high temperatures. In Fig. 3d we have therefore cut the temperature projections off above 8 °C relative to pre-industrial levels. In spite of the manifest uncertainties, we can be at least 90% confident that RCP8.5 temperatures will exceed global-mean warming of 5 °C by 2150 relative to pre-industrial levels (see Fig. 3d).

4.3 Estimation of emissions under the RCPs

As part of the CMIP5 exercise, ESMs will be used to infer CO$_2$ emissions for the prescribed concentration pathways.
Here we emulate this experiment, starting from the recommended default CO₂ concentrations that we generated previously (Meinshausen et al., 2011b) and which are going to be prescribed in ESMs.

There is an element of unavoidable circularity here. The RCPs were defined initially as radiative forcing scenarios. For each RCP, an Integrated Assessment model was used, via a multi-gas optimization procedure (see e.g. Clarke et al., 2009, 2007), to determine the multi-gas emissions that, for that particular integrated assessment model, would lead to the prescribed forcing trajectory. We could, therefore, consider those emissions to be the basic data that describe the RCPs. If other models were used to calculate forcings for those emissions, there would be a range of corresponding forcing trajectories.

For CMIP5, however, what is required for each RCP is a single set of concentration data. This is the only way to ensure a set of like-with-like comparisons between the various AOGCMs participating in this exercise. To determine those concentrations MAGICC6 default parameter settings for the AOGCM emulations and Bern parameter settings for the carbon cycle were used. For the CMIP5 exercise, therefore, it is these concentrations that should be considered as the basic RCP-defining data.

Using inverse methods it is now possible to determine the emissions that correspond to the RCP concentrations (similarly to Wigley et al., 2009) – and this is one of the CMIP5 tasks set for those models that include an interactive carbon cycle. Of course, each model used for the inverse exercise will give different results – but the results, forming an “ensemble of opportunity”, will not span the full uncertainty range of emissions corresponding to the prescribed concentrations. To obtain insights into a fuller emissions uncertainty range, we use MAGICC6 with the set of 171 combinations of AOGCM and carbon cycle model parameterizations (one of the ten carbon cycle models could not be used for this exercise, see above).

The medians of the inverse CO₂ emissions trajectories for the four RCPs are (as would be expected) similar to the harmonized CO₂ emissions that were initially used to derive the CO₂ concentrations, indicating that the Bern C⁴MIP emulation (which was chosen as default) does indeed present a middle-of-the range model within the set of C⁴MIP emulations (Fig. 4). Noteworthy are the large fluctuations of implied inverse emissions between 1950 and 2000. In part this is an artifact of inverse modelling, where results can be very sensitive to small variability in the rate of change of the driver concentrations. This especially affects the times before 2005, when the driver concentrations are observed atmospheric values. Decadal and annual fluctuations in atmospheric concentrations, which might partly result from internal natural variability, can hence lead to relatively large fluctuations in the derived inverse emissions. Interestingly, the sharp drop in inverse CO₂ emissions around World War II is not matched by the available inventory data (Marland et al., 2006) shown here for historical emissions (Fig. 4).

The multiple carbon cycle emulations re-confirm one central point: namely that, irrespective of the ultimate CO₂ stabilization level, emissions will have to return to near-zero levels in the long-term (cf. Matthews and Caldeira, 2008). As shown, the largest uncertainties in emissions occur under the highest scenario RCP8.5 (Fig. 4d). See Table 2 for the range of cumulative CO₂ emissions for each RCP.

5 Analysis of AR4 results (obtained with MAGICC4.2)

In an Appendix on sea level rise in IPCC AR4, Sect. 10.A.1 (p. 844), it is stated that “Under the SRES scenarios [...] the ensemble average of the tuned versions of MAGICC [4.2] gives about 10% greater temperature rise [...] over the 21st century (2090 to 2099 minus 1980 to 1999) than the average of the corresponding AOGCMs. The MAGICC radiative forcing is close to that of the AOGCMs (as estimated for A1B by Forster and Taylor, 2006), so the mismatch suggests there may be structural limitations on the accurate emissions of AOGCMs by the SCM”.

In this section, we examine this statement and show that differences in the forcing assumptions of individual AOGCMs, rather than structural limitations, are a key factor in explaining this discrepancy. MAGICC4.2 was calibrated to individual AOGCMs using only results from idealized CO₂-only scenarios (1% per year increases to 2× and 4× CO₂). If MAGICC4.2 is successfully calibrated in this way, but fails to reproduce AOGCM results for multi-gas scenarios, it is important to understand why, since it would imply that MAGICC4.2 should, perhaps, not be used outside its calibration region.

There are a number of reasons why MAGICC4.2 might give temperature projections for the SRES scenarios that differ from the AOGCM results. It could be the case that the model-specific climate sensitivities optimal for fitting the idealized CO₂-only runs are too high for emulating the AOGCMs’ behaviour for SRES scenarios. Alternatively, the extra warming could be due to forcing differences between our best estimate full forcing and the specific forcing used by individual AOGCMs. The warmer MAGICC response in this latter case would represent a likely correction to the AOGCM temperature predictions as these did not account for all forcings. As discussed below, it turns out that the answer is likely to be a combination of the two effects.

5.1 Comparing forcings

SRES projections with the calibrated MAGICC4.2 model were calculated by assuming central forcing estimates for all individual major forcings listed in Table 2.12 of Forster et al. (2007). The MAGICC4.2 central forcing estimate must differ from the average of the AOGCM-forcing series, simply
because some of the AOGCMs did not take indirect aerosol effects into account. As a check on the full forcings used by MAGICC4.2, we compare them to the forcings diagnosed by F&T, noting that these forcings might be overestimated in the second half of the 21st century because of the constant sensitivity assumption employed by these authors.

The most obvious difference is a higher forcing in MAGICC4.2 from 1850 to 1970, starting to diminish thereafter. There are three reasons for this: Firstly, MAGICC4.2 applied forcings from 1765 for all models, while many AOGCMs branched off the pre-industrial control runs later. Secondly, MAGICC4.2 applied volcanic forcings differently from the way these were applied in the AOGCMs (i.e., those AOGCMs that included volcanic forcing - not all did).

Thirdly, a number of models ignored some important forcings, such as those due to indirect aerosol effects and/or stratospheric ozone changes.

More specifically, forcing differences start to diminish after around 1970 and are small by the beginning of the 21st century (“2” in Fig. 5a). This is primarily due to the more pronounced negative forcing from aerosols in MAGICC4.2 compared to the average of the AOGCMs, of which only 9 models included indirect aerosol effects. Furthermore, in the year 2000, the MAGICC4.2 forcing has a step downward to match the historical mean volcanic forcing. Towards the end of the 21st century, applied forcings in MAGICC4.2 increase again above the diagnosed F&T AOGCM forcings, partially due to adjustments of the CO$_2$ forcing strength (“4”
Table 2. Cumulative fossil CO$_2$ emissions retrieved by prescribing recommended RCP concentrations (Meinshausen et al., 2011b) and using nine CMIP carbon cycle emulations to inversely retrieve fossil CO$_2$ emissions. Harmonized land-use CO$_2$ RCP emissions (last column) were prescribed.

| Scenario | Time Horizon | Fossil CO$_2$ (GtC) | land-use CO$_2$ (GtC) |
|----------|--------------|----------------------|-----------------------|
|          | Median       | 80% Range            | Median                |
| RCP3-PD  | 2000–2049    | 322 (288–370)        | 41                    |
|          | 2000–2099    | 314 (267–421)        | 67                    |
|          | 2000–2199    | 222 (177–337)        | 74                    |
| RCP4.5   | 2000–2049    | 461 (418–510)        | 25                    |
|          | 2000–2099    | 752 (675–880)        | 30                    |
|          | 2000–2199    | 894 (800–1136)       | 31                    |
| RCP6     | 2000–2049    | 453 (412–501)        | 5                     |
|          | 2000–2099    | 1162 (1053–1296)     | 6                     |
|          | 2000–2199    | 1607 (1474–1977)     | 8                     |
| RCP8.5   | 2000–2049    | 598 (542–648)        | 43                    |
|          | 2000–2099    | 1821 (1637–1974)     | 60                    |
|          | 2000–2199    | 4283 (4097–4846)     | 61                    |

Fig. 5. Net radiative forcing (panel a) and global-mean surface temperatures (b) for the SRES A1B scenario using MAGICC4.2 as presented in IPCC AR4. The standard radiative forcing used by MAGICC4.2 is compared to the means across all 19 CMIP3 AOGCMs, as diagnosed by Forster and Taylor (2006) (panel a), resulting in an apparently relatively close agreement (see text). In contrast, the AOGCM-specific subsets of forcings used in calibrating MAGICC6, as shown in Fig. 1, are lower towards the end of the 21st century. For temperature, the MAGICC4.2 emulations are shown compared to the means diagnosed from the matching set of 19 CMIP3 AOGCMs. See text for discussion (black circled numbers). As presented in IPCC AR4 (see Fig. 10.26 in Meehl et al., 2007), the MAGICC 4.2 temperature data shown here are given relative to a 21-year mean around 1990 of 0.52 °C above 1861–1890 (Brohan et al., 2006). The AOGCM temperature perturbations are shown relative to their control runs as a means to removing control run drift. The mean across AOGCMs relative to their control runs agrees well with the observational data around 1990, although there is a significant spread across AGOCMs (grey shading).

in Fig. 5a) to a central 3.71 Wm$^{-2}$ estimate for doubled CO$_2$ forcing, and partially due to the application of the low and high carbon cycle feedback estimates, which cause on average an increase of applied forcings (“5” in Fig. 5a).

Both the forcings in MAGICC4.2 and the diagnosed F&T forcings are likely to be higher than the actually effective forcings in the AOGCMs towards the end of the 21st century (see “3” in Fig. 5a). On the one hand, we expect the
MAGICC forcing to show a larger increase between 1980–1999 and the end of the 21st century due to the reduced masking of the warming trend due to reducing aerosol emissions – given that some aerosol effects are not included in many AOGCM forcings and therefore the reduction of the masking, if any, is less in these models. In MAGICC4.2, the fact that the indirect aerosol effect was modeled solely as a function of SOx aerosols contributed to this strong reduction in the aerosol masking, as SRES SOx emissions are assumed to decline faster than nitrate or other aerosol emissions. On the other hand, the diagnosed F&T forcings are probably overestimates due to the increasing effective climate sensitivity in some AOGCMs, as detailed above (see Sect. 3). F&T assumed constant climate sensitivities.

In summary, the key point is that F&T estimates likely overestimate actual AOGCM forcings towards the end of the 21st century (relative to the 1980-1999 base period). Thus, the more comprehensive forcings applied in MAGICC4.2, although matching F&T forcings relatively closely, might actually be higher than those effective in the individual AOGCMs. As stated above, the more comprehensive forcing series used in MAGICC4.2, in many cases, is an improvement on the AOGCM forcings because many AOGCMs did not include all forcings: in particular indirect aerosol effects that lead to a net warming between 1980–1999 and the end of the century.

5.2 Comparing temperatures

We now consider the temperature consequences of these forcing differences. While MAGICC4.2 emulations show, in line with the forcing differences discussed above, a higher warming initially in the 20th century, the warming rate is lower than in the AOGCMs after approximately 1970 until the beginning of the 21st century. As noted above, the mean warming from 1980–1999 to 2090–2099 exhibited by the calibrated MAGICC4.2 emulations exceed the mean AOGCM warming (by ≈10%).

A base period of 1900–1970 would have reduced the future temperature differences by about half, although MAGICC4.2 emulations would have exhibited cooler temperatures around the year 2000. Thus, some of the additional warming in MAGICC4.2 emulations relative to the CMIP3 AOGCMs and their 1980–1999 base period is due to the reduced aerosol masking effect, or in other words, due to the fact that not all AOGCMs included all aerosol forcings.

Some additional warming in the MAGICC4.2 emulations could be caused by climate sensitivity estimates made in the calibration of MAGICC4.2 that are optimal to explain the higher-forcing idealized scenarios but are too high for the multi-forcing agent SRES runs. This is because the MAGICC4.2 calibration attempted to find a single compromise climate sensitivity that emulated the rather high-forcing part of the idealized 1pctto4x scenarios as well as the lower 1pctto2x scenario, even though some AOGCMs exhibit increased effective climate sensitivities. The average climate sensitivity estimated for the AOGCMs decreases by approximately 2.5% if the calibration employs both the idealized and the SRES scenarios, rather than only the idealized scenarios (see difference between calibration I and II in Table 4 in MRW).

The correction of the CO₂ forcing strength, using a default ΔQ₂x parameter of 3.71 Wm⁻² has a very small influence on the mean temperature evolution (see “9” in Fig. 5b). A slight additional warming is noticeable due to the inclusion of the uncertainty in the carbon cycle feedbacks, averaging across the low, mid and high carbon cycle feedback settings, that were applied for IPCC AR4.

In summary, a major reason for MAGICC4.2 results being warmer than the average AOGCM projection is the difference between the AOGCM-specific incomplete forcing series and the full forcing series applied in MAGICC4.2. To some extent, this difference therefore represent a correction to the AOGCM results. The accuracy of this correction is, of course, limited by the realism of the applied forcings in MAGICC4.2, in particular for aerosol-induced forcings. On top of that, the calibrated climate sensitivities in MAGICC4.2 were probably, on average, higher than appropriate for the low-forcing part of the SRES scenarios. The successful emulations of AOGCMs using MAGICC6 in the present study (see Fig. 4 in MRW) show that there are no inherent structural limitations in simple models that might lead to problems in their ability to accurately emulate AOGCMs.

6 Discussion

6.1 Volcanic forcing assumptions

The following paragraph highlights one of the forcing assumptions that must be made in order to carry out future temperature projections, namely assumptions regarding volcanic forcing. Judging from their temperature evolutions, for those CMIP3 AOGCMs that included the effects of historical volcanic eruptions (see Table 2 in MRW), volcanic forcing was applied as a negative forcing only, i.e., the control run assumed zero stratospheric volcanic aerosol concentrations. The effect of this is to cause a long-term cooling trend after the runs branch off the pre-industrial control simulations (cf. Gregory, 2010). As stated above, this long-term cooling trend is spurious.

Volcanic forcing is not known beyond the present, so this leads to the question, what should be assumed for future volcanic forcing? (The same question applies to future solar forcing – see below.) As far as we can determine, almost all those models that included historical volcanic forcing assumed that the forcing (which was essentially zero at the end of the 20th century simulations) remained at zero. As there will be volcanic eruptions in the future, although we do not know when or how large these will be, we do know that their mean forcing (as it was in the 20th century) will be negative.
An alternative (and, we claim, more realistic) assumption would be to assume a constant negative forcing equal to the long-term (e.g. 20th century) mean. In fact, there are three possible constant-forcing assumptions for the future: zero forcing; continued forcing at the level that prevailed in the recent history; and forcing at the long-term mean historical forcing (or the mean over some representative period).

In our simulations, we use the long-term mean assumption for volcanic forcing, using the average over the 20th century. Furthermore, we set this mean to zero, in order to avoid the spurious cooling trend noted above. This assumption is consistent with assuming that the climate system was on average in equilibrium with this negative forcing in pre-industrial times. An equivalent approach is often used in HadCM3 simulations (J. Lowe, personal communication, 2007; see as well Fig. 1 in Stott et al., 2000). Note, however, that the HadCM3 runs stored in the PCMDI CMIP3 archive did not include volcanic forcings (in contrast to the information provided in Table 10.1 of Meehl et al., 2007). For solar forcing, we set the future level at the mean over the last 11 years, which is very close to the value in the year 2000.

6.2 Interpretation of multi-model ensembles

The assumption that each of the AOGCMs or each of the C4MIP models should be given equal weight, is certainly a simplification as it does not account for the different skills of these models and their structural dependence. For example, many AOGCMs share (to a varying degree) model components, such as the MOM ocean code (Bryan, 1969). To illustrate the problem, consider the hypothetical case where two AOGCMs are absolutely identical, but are submitted to an intercomparison exercise under different names by different modeling groups. Should that particular model then carry twice the weight in the ensemble average? Obviously not (for a discussion, see Tebaldi and Knutti, 2007; Knutti, 2010; Santer et al., 2009). Such an “equal likelihood” assumption affects both the uncertainty range and the multi-model ensemble means, with the latter often portrayed as “best estimates” (Meehl et al., 2007). In the absence of appropriate weights that would capture the individual models’ projection skill and interdependence, a second-best approach seems to continue the tradition of reporting unweighted ensemble means. There are two advantages in giving the multi-model average results. Apart from characterizing the overall performance of a range of models, there is strong evidence that ensemble means tend to outperform individual models for various performance metrics (see e.g. Tebaldi and Knutti, 2007, and references therein). If all models were equally likely to be “correct”, then the resulting ensemble of 171 emulations employed here could be interpreted as a probability distribution. In fact, the distributions spanned by the 171 emulations simply denote distributions of occurrences or “ensembles of opportunity” – a measure of uncertainty that arises from inter-model differences. These “ensembles of opportunity” are a collection of best estimates made by each modeling group rather than an attempt to explore the extremes of the uncertainty range. “Ensembles of opportunity” are therefore likely to under-estimate the actual uncertainty.

The 90% ranges spanned by the emulations for CMIP3 SRES scenarios (−31% to +43%, cf. Table 1) are narrower compared to the “likely” IPCC AR4 range (−40% to +60%). This is consistent with the fact that the emulation results do not account for forcing uncertainties. Furthermore, the fact that the CMIP3 AOGCM and C4MIP carbon cycle sets do not span the complete range of plausible climate and carbon cycle responses supports the larger uncertainty ranges provided by IPCC AR4 (cf. Knutti et al., 2008). For example, independent estimates of climate sensitivity uncertainties (Meehl et al., 2007; Hegerl et al., 2007) find wider uncertainty ranges than the purely AOGCM-based range used here – as one would expect given that what we have here is a limited “ensemble of opportunity”.

7 Conclusions

We showed that MAGICC can successfully emulate global and hemispheric-average temperatures of AOGCMs, as well as key quantities of carbon cycle models. The difference between the calibrated MAGICC6 model and the mean of AOGCMs across all SRES scenarios is only 0.04 °C in global mean temperatures over the 21st century – when compared on the basis of AOGCM-specific forcing subsets. Given this high emulation skill, MAGICC can and does assist in both the diagnosis and design of AOGCM and ESM intercomparison exercises.

We provided examples of MAGICC6 applications regarding the diagnosis of previous intercomparison exercises, in particular CMIP3 and C4MIP. Direct AOGCM results are disparate because different models used different combinations and magnitudes of the suite of important forcing agents. This leads to ambiguities in determining the reasons for differences in AOGCM temperature projections: how much is due to different climate feedbacks and inertia, and how much is simply an expression of different forcing assumptions? MAGICC6, by using common forcings, can at least partly answer this question. Our results suggest that the mean of AOGCM projections for the SRES A1B scenario as reported in IPCC AR4 would have been 0.1 °C cooler over the 21st century, if all models had taken into account all forcing agents, primarily the indirect aerosol effects. This cooling is approximately offset by the warming that could have resulted from coupling carbon cycle models, so that reported IPCC AR4 ranges, with a baseline of 1980–1999, seem in the end unaffected from these adjustments. Until 1960, however, our results suggest that the mean AOGCM results are slightly cooler than if all forcings and common starting years in 1765 would have been applied. Between 1950 and 2000,
the direct AOGCM results are likely to show a larger warming trend compared to what they would have been with common and complete forcing assumptions, in part because of missing or low volcanic forcing assumptions in some models (see Fig. 1b and c). Volcanic forcings pose an additional complication for interpreting AOGCM results in the early 20th century runs. As the control run in all CMIP3 experiments did not include stratospheric volcanic aerosol loadings comparable to actual pre-industrial volcanic activity, an initial spurious cooling drift is embodied in the CMIP3 20th century AOGCM runs. A key conclusion is hence that in future AOGCM intercomparison exercises the effective forcing fields in each model should be diagnosed as far as possible. The separation between climate response uncertainties, forcing uncertainties and emissions uncertainties is impossible in the absence of such forcing diagnostics.

Furthermore, we showed how MAGICC can assist in the design and planning of future intercomparison exercises. Pre-empting AOGCM results for the forthcoming CMIP5 results, we present here global mean temperature projections for the RCP scenarios. The highest RCP, RCP8.5, is projected to result in temperatures in excess of 7°C by 2300, while the lowest RCP, RCP3-PD, is projected to peak slightly above 1.5°C (1.3–2.0, 90% range) and then decrease by approximately 0.2°C per century thereafter – due to negative emissions after 2070. While MAGICC6 has been used to assist the CMIP5 exercise by providing the RCP’s GHG concentrations that will be prescribed in AOGCMs, our temperature projections will be an independent test of both (a) the emulation skill of MAGICC6 for new, i.e., non-calibrated, scenarios and (b) for the difference between the CMIP3 and CMIP5 generation of AOGCMs. Attributing differences between our projected RCP temperature ranges and the forthcoming range of CMIP5 projections to both effects (a) and (b) will then only be possible by ex-post analysis of CMIP5 results - taking into account the specific subsets of forcings that have actually been applied in individual AOGCM runs.

The future development of MAGICC will focus on the emulation of the next-generation of CMIP5 ESMs. In addition, future enhancements of MAGICC regarding gas-cycle parameterisations, ozone chemistry, indirect forcing effects and aerosol interactions can strengthen its role as a cross-disciplinary model for global change and impact assessments.
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