Vortex disruption by magnetohydrodynamic feedback
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In an electrically conducting fluid, vortices stretch out a weak, large-scale magnetic field to form strong current sheets on their edges. Associated with these current sheets are magnetic stresses, which are subsequently released through reconnection, leading to vortex disruption, and possibly even destruction. This disruption phenomenon is investigated here in the context of two-dimensional, homogeneous, incompressible magnetohydrodynamics. We derive a simple order of magnitude estimate for the magnetic stresses — and thus the degree of disruption — that depends on the strength of the background magnetic field (measured by the parameter $M$, a ratio between the Alfvén speed and a typical flow speed) and on the magnetic diffusivity (measured by the magnetic Reynolds number $R_m$). The resulting estimate suggests that significant disruption occurs when $M^2R_m = O(1)$. To test our prediction, we analyse direct numerical simulations of vortices generated by the breakup of unstable shear flows with an initially weak background magnetic field. Using the Okubo–Weiss vortex coherence criterion, we introduce a vortex disruption measure, and show that it is consistent with our predicted scaling, for vortices generated by instabilities of both a shear layer and a jet.
I. INTRODUCTION

The interaction of vortices with a magnetic field is a fundamental process in astrophysical magnetohydrodynamics (MHD). Such vortices could be generated, for example, by convection [1, 2] or by the breakup of unstable shear flows [3–6]. In the absence of magnetic fields, vortices can be coherent, long-lived structures, particularly in two-dimensional or quasi-two-dimensional systems [e.g., 7]. However, in the presence of a background magnetic field, various studies have shown how vortices can be disrupted or completely destroyed [8–14]. Here we show explicitly how this disruption depends on both the field strength and on the magnetic Reynolds number Rm.

Astrophysical fluid flows are invariably characterised by extremely high values of Rm. Perhaps the most important consequence of this is that weak large-scale fields can be stretched by the flow to generate strong small-scale fields, with the amplification being some power of Rm [17]. Once the small-scale fields are dynamically significant then the resulting evolution is essentially magnetohydrodynamic, rather than hydrodynamic, leading to dramatically different characteristics, despite the large-scale magnetic field being very weak. Such behaviour has been identified in the suppression of turbulent transport [18–24], in the suppression of jets in β-plane turbulence [25], and in the inhibition of large-scale vortex formation in rapidly rotating convection [26].

The vortex disruption hypothesis investigated here depends on just such high Rm dynamics. Given that many astrophysical flows are rotating and stratified, such that the vortices are essentially two-dimensional, it is natural to investigate vortex disruption in the context of two-dimensional MHD. In order to quantify when a weak large-scale field can become dynamically significant, we first construct a scaling argument for a quite general setting with a single vortex. We follow the ideas of Weiss [27], first to estimate the amplification of the large-scale field due to stretching on the edge of the vortex, and then to estimate the resulting Lorentz force, which can disrupt the radial force balance of the vortex. This leads to an explicit prediction for vortex disruption in terms of the strength of the large-scale field and Rm.

To investigate vortex disruption in more realistic settings it is necessary to perform direct numerical simulations of the governing MHD equations for freely evolving flows. The vortices may be imposed via the initial conditions or, alternatively, may emerge from the development of an instability of a basic state. Here we adopt the latter approach by considering the instability to two-dimensional perturbations of two representative incompressible planar shear flows – a shear layer and a jet – with an aligned magnetic field. This typically leads to the generation of a periodic array of vortices, each of which may be susceptible to disruption by the magnetic field. Any other potential disruption mechanisms that require stratification (e.g., convective instability in the vortex core due to overturning density surfaces [4, 5] or a third spatial dimension (e.g., elliptic instability [28, 29] or the magnetoelliptic instability [30, 31])) are ruled out in our numerical simulations, thereby isolating the magnetic field as the sole agent of vortex disruption.

Since magnetic dissipation is crucial in determining the eventual strength of the small-scale fields, and hence the vortex disruption mechanism, it is important to consider how this is implemented numerically. In order to have well-defined values of Rm, we carry out simulations with explicit Ohmic dissipation, represented by a Laplacian, with resolution to the dissipative scale. This is in contrast to most other studies of vortex disruption in MHD, in which dissipation is performed numerically at the grid scale, with no explicit diffusion operator [8–10, 12–15].

The plan of the article is as follows. Section II contains the scaling argument for the disruption of a single vortex. The mathematical and numerical formulation of the shear flow problem is given in Section III. Section IV contains the numerical simulations of vortex disruption; a measure of disruption based on the Okubo–Weiss criterion [32, 33] is introduced and is used to test the prediction of Section II. In Section V we look at the implications for the large-scale dynamics of the shear flow instability, with particular focus on the mean flow. We conclude in Section VI and briefly discuss possible implications of vortex disruption for the transition to turbulence and mixing.

II. THEORETICAL ESTIMATE OF VORTEX DISRUPTION

Following Weiss [27], we consider an idealised configuration in which a single vortex evolves kinematically in an initially uniform magnetic field of strength \( B_0 \). On an advective time scale, the fluid motion stretches the weak background field on the edges of the vortex until reconnection of field lines occurs; subsequently, the magnetic field lines within the vortex reconnect and are expelled to the edges of the vortex, a phenomenon known as flux expulsion. Weiss was particularly interested in determining the scalings of the flux-expelled state, as were Moffatt & Kamkar [34] and, more recently, Gilbert et al. [35]. Here, however, we are interested in the peak field at the point of reconnection at the edges of the vortex (Weiss’s \( B_1 \)). Since the curved field lines have associated with them magnetic stresses directed towards the vortex centre, then if \( B_1 \) is sufficiently strong, the induced stresses will be significant, and we might expect vortex disruption. We are then able to provide an estimate for the dependence of disruption on \( B_0 \) and the magnetic diffusivity \( \eta \), using an essentially kinematic argument; put another way, the theory here estimates when the kinematic approach breaks down and there must be significant dynamical feedback. This approach is similar in spirit to that of Galloway and co-workers [36, 37], who considered the dynamical feedback of flux ropes formed in magnetoconvection.
The magnetic field is governed by the induction equation
\[ \frac{\partial B}{\partial t} = \nabla \times (u \times B) + \eta \nabla^2 B. \] (1)

We suppose that the vortex has characteristic length \( L_v \) and velocity \( U_v \). The initial large-scale field \( B_0 \) is amplified to a stronger small-scale field of strength \( b \) and with a small characteristic scale \( \ell \). Flux conservation across the vortex implies that
\[ b\ell = B_0 L_v. \] (2)

Field amplification is arrested when line stretching and magnetic diffusion are in balance, i.e. when \( |B \cdot \nabla u| \sim \eta |\nabla^2 B| \), or \( U_v B_0 / L_v \sim \eta b / \ell^2 \). Combining this expression with (2) gives
\[ b \sim \left( \frac{U_v L_v}{\eta} \right)^{1/3} B_0. \] (3)

At this point, the magnetic stresses resulting from the Lorentz force have magnitude
\[ |j \times B| = \frac{1}{\mu_0} |(\nabla \times B) \times B| \sim \frac{1}{\mu_0} \frac{b^2}{\ell} \sim \frac{U_v B_0^2}{\mu_0 \eta}, \] (4)
where \( \mu_0 \) is the permeability of free space, and we have used the facts that \( b \gg B_0 \) and \( \ell \ll L_v \).

In the hydrodynamic case, the centripetal force on the vortex is \( \rho U_v^2 / L_v \), where \( \rho \) is the (constant) density. This suggests that magnetic stresses will be important when
\[ \frac{1}{\mu_0} |(\nabla \times B) \times B| \sim \frac{\rho U_v^2}{L_v}. \] (5)

The disruptive regime is characterised by equating expressions (4) and (5), leading to
\[ \frac{U_v B_0^2}{\mu_0 \eta} \sim \frac{\rho U_v^2}{L_v} \Rightarrow \frac{B_0^2}{\mu_0 \eta} \sim \tilde{\Omega}_v, \] (6)
where \( \tilde{\Omega}_v \sim U_v / L_v \) is the dimensional vorticity.

Throughout this derivation we have assumed that \( B_0 \) is sufficiently weak that the Lorentz force does not come into play before the field amplification is arrested diffusively. Furthermore, we are assuming that disruption of the vortex, if it occurs, does so on a much faster time scale than that for reaching the flux-expelled state.

Expression (6) is the dimensional estimate for vortex disruption in terms of the characteristic scales of the vortex. Typically, however, there are other velocity and length scales, \( U_0 \) and \( L_0 \), that are used to characterise the flow. Retaining \( B_0 \) as the characteristic field strength, the relevant non-dimensional parameters are
\[ M = \frac{B_0 / \sqrt{\mu_0 \rho}}{U_0}, \quad \text{Rm} = \frac{U_0 L_0}{\eta}, \] (7)
where \( M \) is the ratio of the Alfvén speed to the characteristic flow speed, and is a measure of field strength. Expression (6) may thus be written as
\[ M^2 \text{Rm} \sim \tilde{\Omega}_v, \] (8)
where
\[ \tilde{\Omega}_v = \frac{U_v / L_v}{U_0 / L_0} \] (9)
is the non-dimensional magnitude of the vortex. In many settings, \( L_v \) and \( U_v \) will be comparable with \( L_0 \) and \( U_0 \), in which case the non-dimensional estimate for vortex disruption becomes
\[ M^2 \text{Rm} \sim 1. \] (10)
III. MATHEMATICAL AND NUMERICAL FORMULATION

To examine vortex disruption in detail, we consider the evolution of unstable shear flows of the form \( u = U(y)e_x \), in the presence of a uniform background magnetic field \( B = B_0e_x \), in two-dimensional incompressible MHD. Since both \( u \) and \( B \) are divergence-free, they may be expressed in terms of a streamfunction and magnetic potential, defined by

\[
\mathbf{u} = (u, v, 0) = \nabla \times (\psi \mathbf{e}_z), \quad B/\sqrt{\mu_0 \rho} = \nabla \times (A \mathbf{e}_z). \tag{11}
\]

The \( z \)-components of the vorticity and current are then given by \( \omega = -\nabla^2 \psi \) and \( j = -\nabla^2 A \) respectively. On scaling velocity with a representative flow speed \( U_0 \), length with a characteristic scale \( L_0 \), time with \( L_0/U_0 \), and magnetic field with \( B_0 \), the non-dimensional governing equations become

\[
\frac{\partial \omega}{\partial t} - J(\psi, \omega) - M^2 J(A, \nabla^2 A) = \frac{1}{\text{Re}} \nabla^2 \omega, \tag{12a}
\]

\[
\frac{\partial A}{\partial t} - J(\psi, A) = \frac{1}{\text{Rm}} \nabla^2 A, \tag{12b}
\]

\[
-\nabla^2 \psi = \omega, \tag{12c}
\]

where

\[
J(f, g) = \frac{\partial f}{\partial x} \frac{\partial g}{\partial y} - \frac{\partial f}{\partial y} \frac{\partial g}{\partial x} \tag{13}
\]

is the Jacobian operator. The non-dimensional parameters are \( M \) and \( \text{Rm} \), as defined in \( \square \), and the Reynolds number

\[
\text{Re} = \frac{U_0 L_0}{\nu}, \tag{14}
\]

where \( \nu \) is the kinematic viscosity. In non-dimensional form, the two flow profiles we shall consider are \( U(y) = \tanh(y) \) and \( U(y) = \sech^2(y) \), which we shall refer to as the shear layer and the jet respectively.

We further decompose the variables in terms of a basic state and a perturbation, i.e.,

\[
\psi = \Psi(y) + \tilde{\psi}, \quad A = y + \tilde{A}, \quad \omega = -U'(y) + \tilde{\omega}, \tag{15}
\]

where a prime denotes differentiation with respect to \( y \). The system of equations (12) then takes the equivalent formulation (after dropping the tildes on the perturbation terms)

\[
\frac{\partial \omega}{\partial t} + U \frac{\partial \omega}{\partial x} - U'' \frac{\partial \psi}{\partial x} - J(\psi, \omega) - M^2 \left[ \frac{\partial \nabla^2 A}{\partial x} + J(A, \nabla^2 A) \right] = \frac{1}{\text{Re}} \nabla^2 \omega - \frac{1}{\text{Re}} U''', \tag{16a}
\]

\[
\frac{\partial A}{\partial t} + U \frac{\partial A}{\partial x} - \frac{\partial \psi}{\partial x} - J(\psi, A) = \frac{1}{\text{Rm}} \nabla^2 A, \tag{16b}
\]

\[
-\nabla^2 \psi = \omega. \tag{16c}
\]

We adopt a domain that is periodic in \( x \) and bounded by impermeable, perfectly conducting and stress-free walls at \( y = \pm L_y \), leading to the boundary conditions

\[
\psi = 0, \quad A = 0, \quad \omega = 0 \quad \text{on} \quad y = \pm L_y. \tag{17}
\]

The total energy (the sum of the kinetic energy \( E_k \) and the magnetic energy \( E_m \)) decays as

\[
\frac{d}{dt}(E_k + E_m) = -\frac{1}{\text{Re}} \iint \omega^2 \, dx \, dy - \frac{1}{\text{Rm}} \iint j^2 \, dx \, dy, \tag{18}
\]

where \( E_k \) and \( E_m \) are the domain integrals of \( |u|^2/2 \) and \( M^2 |B|^2/2 \), respectively.

The channel length is chosen to be some integer multiple of the most unstable wavelength from linear theory, i.e., \( L_x = 2n\pi/\alpha_c \), where \( \alpha_c \) is the most unstable wavenumber of the associated profiles (\( \alpha_c = 0.44 \) for the shear layer and \( \alpha_c = 0.90 \) for the jet \( \square \)). We take \( n = 1 \) for the shear layer and \( n = 2 \) for the jet, giving domains of roughly equal size. To trigger the instability, we initialise with a perturbation for which the primary instability at wavenumber \( \alpha_c \) has fixed amplitude and phase, with other permitted wavenumbers \( \alpha_i \) having smaller amplitude and random phase. Specifically, we take

\[
(\omega, A) = \left[ 10^{-3} \cos(\alpha_c x) + 10^{-5} \sum_{i \neq n}^{[N_x/3]} \gamma_i \cos(\alpha_i x - x_i L_x) \right] e^{-y^2}, \tag{19}
\]
where \( \gamma \) and \( \sigma \) are randomly generated numbers in \([-1, 1]\), and \( \lfloor \cdot \rfloor \) is the floor function. There is a well-defined linear phase of instability, during which the most unstable eigenfunction naturally emerges. Simulations were run up to \( t = 150 \), allowing for an extended nonlinear phase and the possibility of vortex disruption; with this choice we find that taking \( L_y = 10 \) ensures that finite boundary effects remain negligible.

We solve the system of equations (16) by a Fourier–Chebyshev pseudo-spectral method, using the standard Fourier collocation points in \( x \) and Gauss–Lobatto points in \( y \), and employing the appropriate Fast Fourier Transforms. A semi-implicit treatment in time is employed, treating the dissipation terms implicitly and the nonlinear terms explicitly. Time-stepping is performed by a third-order accurate, variable time-step, Adams–Bashforth/Backward-Difference scheme, with the step size set by the maximum time step allowed for a fixed CFL number (here taken to be 0.2, which is near marginal for numerical stability). The equations are solved in spectral space using a fast Helmholtz solver [39], and all runs are dealiased using Orszag’s 2/3-rule [40] (see [41] or [42] for further details about the numerical methods employed).

Our simulations are run-down experiments for the evolution of instabilities on a decaying background state. To alleviate diffusive effects before the perturbations reach finite amplitude, we remove the diffusion of the basic state (the \( L^M \)) until the perturbation is sufficiently large (here measured by the energy possessed by the \( L^M \)). The required spatial resolution depends on \( R_m \): the number of \( x \)-gridpoints \( N_x \) and \( y \)-gridpoints \( N_y \) were taken to be \( N_x \times N_y = 512 \times 1024 \) for \( R_m = 1000 \), \( 384 \times 768 \) for \( R_m = 750 \), and \( 256 \times 512 \) otherwise.

### IV. VORTEX DISRUPTION

In this section, we describe the results of direct numerical simulations of freely evolving vortices generated by shear instabilities with a background magnetic field. To measure the disruption of the vortices, we follow Okubo [32] and Weiss [33] in considering the quantity \( W(x, y, t) \), defined by

\[
W = \left( \frac{\partial u}{\partial x} - \frac{\partial v}{\partial y} \right)^2 + \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} \right)^2 - \left( \frac{\partial^2 u}{\partial x^2} - \frac{\partial^2 v}{\partial y^2} \right)^2. \tag{20}
\]

The bracketed terms are respectively the normal and shear components of the rate of strain, and the vorticity; \( W \) thus effectively measures the relative dominance of the strain over the vorticity. A vortex is defined as a region in which \( W \) is sufficiently negative. For example, a popular approach is to calculate the standard deviation \( \sigma \) of \( W \) and to classify vortical regions by \( W < -0.2\sigma \). Though by no means the only way to identify a vortex [e.g., 43, 44], it is one of the simpler measures that have been employed previously in a geophysical setting [e.g., 45, 46].

Here we are interested in measuring vortex disruption relative to the purely hydrodynamic evolution. We thus introduce a vortex disruption parameter \( \Delta(t) \), defined by

\[
\Delta = 1 - \frac{\int_A W \, dx \, dy}{\int_A W_{\text{HD}} \, dx \, dy}, \tag{21}
\]

where \( W_{\text{HD}} \) is the value of \( W \) for the hydrodynamic case. The area \( A \) is some portion of physical space where there is deemed to be a vortex, as discussed in more detail below. When \( \Delta = 0 \), the vortex is not disrupted, whereas \( \Delta = 1 \) implies total disruption.

#### A. Hyperbolic-tangent shear layer

We first consider the disruption of vortices arising from the instability of the shear layer \( U(y) = \tanh(y) \). Linear instabilities of this profile are well documented for both the hydrodynamic [38] and MHD cases, where linear stability is guaranteed when \( M \geq 1 \) [47, 48]. The nonlinear MHD evolution has been studied by numerous authors [e.g., 3, 10, 12, 14, 16]. In order to provide a good coverage of \((M, R_m)\) space, a total of fifty simulations with parameter values given in Table I were performed, at five values of \( R_m \) and ten values of \( M \), where the values of \( M \) are chosen to lie below the stabilising value of \( M \approx 0.8 \) for \( \alpha = 0.44 \). The initial magnetic to kinetic energy ratio is given by \( 2M^2L_y/(\int U(y)^2 \, dy) \approx (10/9)M^2 \); this ratio is less than 1/90 for the values of \( M \) considered here.

We consider a domain supporting a single wavelength of the optimum linear instability mode. Fig. shows snapshots of the vorticity and magnetic field lines from three control runs at \( R_m = 500 \). These display the representative behaviours for three dynamical regimes: undisturbed \((M = 0.01)\), mildly disrupted \((M = 0.03)\) and severely disrupted \((M = 0.05)\). For \( M = 0.01 \), the vorticity is of one sign, and the shear layer rolls up into a vortex. The magnetic stresses are clearly not strong enough to alter
The vortex evolution is essentially hydrodynamic, accompanied by magnetic flux expulsion from the vortex. For $M = 0.03$, we observe the formation of regions of positive vorticity. The magnetic field is no longer confined to kinematic boundary layers, and the resulting stresses are strong enough to modify the resulting evolution to a certain extent. That said, the vortex is only mildly disrupted and maintains its integrity; there is only a slight decrease of vortex size by the end of the simulation at $t = 150$. For $M = 0.05$, the evolution is radically different to the other two cases, with a significant disruption of the vortex and an unconfined magnetic field. By the end of the simulation, only small remnants of the parent vortex persist; vorticity filaments and a complex magnetic field are now the dominant features in the domain.

Vortex disruption also has a signature in the time evolution of the kinetic and magnetic energies. Shown in Fig. 2 are time series for the three control runs of the mean kinetic energy $\overline{E}_k$ and mean magnetic energy $\overline{E}_m$ (defined as the energy content in the $k_x = 0$ Fourier mode), along with the perturbation energies $E'_k$ and $E'_m$ (defined as the energy content in the remaining Fourier modes). The evolution is similar up to $t \approx 60$ (cf. Fig. 1), at which time the field amplification is close to being arrested by diffusion; the scalings (2) and (3) then apply for the small-scale field, implying $E'_m \sim B_0^2 L_0^2$, so that $E'_m/\overline{E}_m \sim Rm^{1/3}$ $\approx 8$ here, consistent with Fig. 2. However, for $t \gg 80$, vortex disruption (if it occurs) changes the evolution of the energy. For the undisrupted case ($M = 0.01$), the evolution becomes one of complete flux expulsion (see Fig. 1), with $E'_m$ decreasing to less than $\overline{E}_m$. (This is different to the well-known theory of [27], in which $E'_m \sim Rm^{1/2}\overline{E}_m$ in the flux-expelled state, but that kinematic single-vortex theory may not apply to this dynamic regime with a periodic array of vortices and remote boundaries.) For the strongly disrupted case ($M = 0.05$), we enter a different regime, with $E'_m$ staying close to $\overline{E}_m$ throughout the evolution. This period with persistent small spatial scales leads to higher dissipation: whereas the total dissipation is small and comparable with that of the hydrodynamic case for $M = 0.01$ and 0.03, it is about three times higher when $M = 0.05$. Further, even though $\overline{E}_m \ll \overline{E}_k$ throughout the evolution for all three cases (i.e., weak large-scale magnetic field), $E'_m$ becomes comparable with $\overline{E}_k$ when there is vortex disruption, reflecting the dynamical importance of the small-scale magnetic field.

| Parameter | Values                  | Marker/Colour in Fig. 4 |
|-----------|-------------------------|--------------------------|
| $M$       | 0.01–0.1, 0.01 spacing  | + o × ◦ △ ▽ ✷ ✸, in ascending order |
| $Rm$      | 50, 250, 500, 750, 1000  | black, red, green, blue, magenta |

TABLE I. Parameter values employed for the shear layer simulations.

(a) Snapshots of (a) vorticity and (b) magnetic field lines for the shear layer at different field strengths (for $Rm = Re = 500$), shown for the central half of the channel ($-L_y/2 \leq y \leq L_y/2$).

FIG. 1. Snapshots of (a) vorticity and (b) magnetic field lines for the shear layer at different field strengths (for $Rm = Re = 500$), shown for the central half of the channel ($-L_y/2 \leq y \leq L_y/2$).
To calculate the vortex disruption parameter $\Delta$, defined by (21), we first need to evaluate $W(x, y, t)$. This is shown in Fig. 3(a) for the three control runs at $t = 150$, highlighting those regions where either strain or vorticity dominates. Adopting the convention of identifying vortical regions as those where $W < -0.2\sigma$ results in the plots of Fig. 3(b). For $M = 0.01$ and $M = 0.03$, this leads to the identification of a well-defined coherent vortex. For the severely disrupted case of $M = 0.05$ on the other hand, disruption results in a small parent vortex, as well as disconnected vortices and filaments. Our interest is in the disruption to the parent vortex, and so to employ the disruption measure $\Delta$, we need to ignore these resulting by-products. To address this, a further filter is applied, which selects the largest connected region originating from the centre of the parent vortex (which in this case is well defined since the resulting instability has zero phase speed, so the single vortex formed is stationary). The $W$ field is digitised, with all points where $W < -0.2\sigma$ set to one, and all other points set to zero. The MATLAB command `bwlabel` is then applied to the resulting data array to select the connected regions; the connected region originating from the centre of the vortex is then chosen as the region $A$ for the calculation of $\Delta$ (see Fig. 3(c)).

The quantity $\Delta$ is computed at $t = 150$ for all simulations detailed in Table I. To test the vortex prediction (10), in Fig. 4 we show $\Delta$ versus $M^2\text{Rm}$, from which it can be seen that there is a reassuring collapse of the data. The most important point to note is that for $M^2\text{Rm} \gtrsim 1.5$, the vortices are deemed to have been completely destroyed. This is in agreement with (10), which predicts disruption for $M^2\text{Rm} \sim 1$. Further, for $M^2\text{Rm} \lesssim 1$ we would expect $\Delta$ to be monotonically increasing with $M^2\text{Rm}$. Indeed, on performing a regression on the data in the interval $0.1 \leq \Delta \leq 0.9$, we find that $\Delta \sim (M^2\text{Rm})^{1.10}$ (although a different definition of $\Delta$ could lead to a different positive exponent).

Our focus here has been on the transition from an essentially kinematic regime to a dynamic regime when $M^2 \sim \text{Rm}^{-1} \ll 1$. If $M^2$ is increased beyond $\text{Rm}^{-1}$, then severe vortex disruption continues for a while, as implied by Fig. 4. However, if $M$ becomes sufficiently large ($M \gtrsim 0.35$ here), then the magnetic field is sufficiently strong that vortex formation is completely suppressed.
FIG. 3. Okubo–Weiss field for the shear layer corresponding to the $t = 150$ cases shown in Figure 1. (a) The full $W$ field given in equation (20); (b) the field keeping only $W < -0.2\sigma$; (c) a further filtered field keeping only the largest connected region originating from the centre of the parent vortex.

FIG. 4. $\Delta$ vs $M^2R_m$ for the shear layer (colours: varying $R_m$; markers: varying $M$; see Table I for marker and colour values). The dotted line is obtained from a regression of the data. For display purposes, data beyond $M^2R_m = 5$ is omitted.

B. Bickley jet

We now consider the disruption of vortices arising from the instability of the Bickley jet, $U(y) = \text{sech}^2(y)$. Linear instabilities of this profile in the hydrodynamic setting are again well documented [38]; there are odd and even modes of instability, with the latter being the most unstable at wavenumber $\alpha_c = 0.90$. In the MHD setting, linear stability is guaranteed for this configuration when $M \geq 0.5$ [48]. This jet profile is known to break up into vortices if the initial field is not so strong that it suppresses the primary hydrodynamic instability; depending on the parameter values, the resulting vortices have been observed to suffer disruption by the magnetic field [11, 13, 15].

The optimum wavenumber $\alpha_c = 0.90$ is roughly twice that of the shear layer case. In order to employ the same resolution as the shear layer case, we consider a channel length that is twice this optimum wavelength. Fifty simulations with parameter values given in Table II were carried out, with the values of $M$ again chosen to lie well below the stabilising value of $M$ ($M \approx 0.3$ for $\alpha = 0.90$, implying lower values of $M$ than for the shear layer). For the Bickley jet, the initial magnetic to kinetic energy ratio is given by $2M^2L_y/(\int U(y)^2 \, dy) \approx 15M^2$; this ratio is less than 3/80 for the values of $M$ considered here.

Three control runs are again chosen, with $R_m = 500$ and $M = 0.005$, 0.015 and 0.025. Fig. 5 shows snapshots of the vorticity and magnetic field lines for the three representative cases. For $M = 0.005$, the evolution is essentially hydrodynamic, with a meandering of the jet before it breaks into two pairs of vortices. MHD feedback is weak and there are no visible disruptions to the vortices. For $M = 0.015$, the vortices at $t = 100$ are slightly distorted by the released magnetic stresses; disruption, however, is not strong enough to destroy the vortices. For $M = 0.025$, the induced magnetic stresses are strong enough to distort
TABLE II. Parameter values employed for the jet simulations.

| parameter | values | marker/colour in Fig. 8 |
|-----------|--------|-------------------------|
| $M$       | 0.005–0.05, 0.005 spacing      | + ○ × □ ◊ △ ◀ ◊*, in ascending order |
| Rm        | 50, 250, 500, 750, 1000 | black, red, green, blue, magenta |

Fig. 5. Snapshots of (a) vorticity and (b) magnetic field lines for the jet at different field strengths (for Rm = Re = 500), shown for the central half of the channel ($-L_y/2 \leq y \leq L_y/2$).

the vortices significantly; indeed, the vortex cores have almost disappeared by $t = 150$.

Fig. 6 shows the time series of the energies for the three control runs. The relative sizes of $E_k$, $E'_k$, $E_m$ and $E'_m$ follow the same patterns as for the shear layer. However, in contrast to the shear layer, here the total dissipation is actually lower for the severe vortex disruption case ($M = 0.025$) than for the undisrupted case ($M = 0.005$). As shown in Fig. 8, although the small-scale structures in the vorticity and magnetic field are initially amplified by severe disruption ($t = 100$), which enhances the dissipation, for longer times they are suppressed ($t = 150$).

We calculate $\Delta$ using a similar procedure as for the shear layer. However, since four vortices are generated by the instability in this configuration, to calculate the area $A$ for the integral (21) we now select the four largest connected components of $W(x, y)$, accounting for periodicity. The procedure is illustrated for the three control runs in Fig. 7 at $t = 150$. When performed for all fifty simulations given in Table III, we obtain the plot of $\Delta$ (at $t = 150$) vs $M^2 Rm$ given in Fig. 8. It shows the same general characteristics as for the shear layer: there is an approximately linear increase of $\Delta$ with $M^2 Rm$ ($\Delta \sim (M^2 Rm)^{0.94}$) up to a critical value, given by $M^2 Rm \approx 0.3$, above which there is complete vortex disruption ($\Delta \approx 1$). Note that for both the shear layer and the jet, the critical value of $M^2 Rm$ for vortex disruption is of order unity, although the precise value varies from case to case.

V. DYNAMICAL PHENOMENA

We believe that the vortex disruption hypothesis, leading to the estimate (10), is quite general. However, in any given setting, there could be interesting dynamical implications beyond those of the disruption itself. Here, we spell out some of the specific implications for the nonlinear evolution of shear flow instabilities.
A quantity of considerable importance in the instability of shear flows is the mean flow, defined here to be

$$\mathbf{u}(y, t) = \frac{1}{L_x} \int_0^{L_x} u(x, y, t) \, dx,$$  \hspace{1cm} (22)
where \( L_x \) is the channel length. In combination with the magnetic field, the mean flow determines the strength of the initial linear instability, and its evolution with time shows how the nonlinear dynamics act to mix momentum in the cross-stream direction.

Snapshots of \( u \) for the shear layer (\( a,b,c \)) and jet (\( d,e,f \)) at different field strengths (for \( Rm = Re = 500 \)). Some of the curves lie on top of each other and are indistinguishable.

Snapshots of \( u \) for the shear layer and the jet are shown in Fig. 9 for each of the three control runs. For the undisturbed cases (essentially hydrodynamic) in Fig. 9(\( a,d \)), the shear is reduced around the centre of the channel as the instability reaches finite amplitude, but the mean flow remains largely unchanged thereafter. For the mildly disrupted cases in Fig. 9(\( b,e \)), the behaviour is similar (i.e., essentially hydrodynamic) near the centre of the channel (\( |y| \lesssim 2 \)), but beyond that there is an additional broadening of the mean flow when vortex disruption sets in, for \( t \gtrsim 100 \). However, for the severely disrupted cases in Fig. 9(\( c,f \)), the mean-flow evolution is substantially different, with mixing of momentum over a wider region (about twice as wide as for the hydrodynamic case), leaving smaller shears near the centre of the channel. This is consistent with previous studies [e.g., 16].

It is possible to quantify the influence of vortex disruption on the evolving mean flow, by measuring the width of the mean-flow changes relative to those of the hydrodynamic case [49]. This analysis reveals how the width of the changes to the mean-flow
increases with $M^2Rm$, with substantial widening when $M^2Rm \sim 1$, i.e., within the vortex disruption regime.

**B. Secondary hydrodynamic instabilities**

It is well known that vortices generated during the finite-amplitude stage of shear instabilities can be unstable to a range of secondary hydrodynamic instabilities. Our numerical simulations were designed to suppress such secondary hydrodynamic instabilities, so that only magnetic disruption of the vortices could occur. However, within our two-dimensional system, there is the possibility of the subharmonic pairing instability \[53\], which requires two or more vortices in the along-stream direction. For our shear layer simulations, this was completely suppressed, since only a single vortex was generated within the domain. For our jet simulations, where two vortices were generated in the along-stream direction, early signatures of the subharmonic pairing instability may be seen in Fig. 5 for the undisturbed case with $M = 0.005$, and to a lesser extent in the mildly disrupted case with $M = 0.015$. However, in the strongly disrupted case with $M = 0.025$, the magnetic disruption occurs on a faster time scale than the pairing instability, and the disrupted vortices show no signs of pairing. An interesting alternative scenario is when magnetic disruption does not act on the primary vortices, but in which repeated subharmonic pairings eventually lead to a large vortex that does suffer magnetic disruption. Although there is evidence of this occurring in studies of longer channels \[14\], we did not find this in sample simulations where the domain was extended to allow for eight wavelengths of the primary instability.

For different flow configurations, other hydrodynamic secondary instabilities could occur. With a third spatial dimension, there is the possibility of either hyperbolic instabilities on the thin braids between vortices or elliptical instabilities on the vortex cores, as discussed in \[53\], for example. With density stratification, there is also the possibility of convective type instabilities associated with density overturning in the vortex cores, which compete with various other modes \[4,5\]. However, such secondary instabilities are all excluded here through our choice of a two-dimensional system of constant density. In three-dimensional or stratified flows, whether or not such secondary instabilities would act before magnetic disruption of the parent vortices is an open question.

**VI. CONCLUSION AND DISCUSSIONS**

Of great astrophysical significance is the idea that a very weak large-scale magnetic field, i.e. a field with energy much smaller than the kinetic energy of the flow in question, can still have dynamically significant consequences. Small-scale, typically turbulent, motions distort the large-scale field to generate small-scale magnetic fields, amplifying the field strength by some positive power of the magnetic Reynolds number $Rm$. Since the defining characteristic of astrophysical plasmas is that $Rm \gg 1$, this implies that weak large-scale magnetic fields cannot simply be ignored. This phenomenon has been explored for the suppression of both turbulent magnetic diffusivity \[17,18,23,24\] and the turbulent $\alpha$-effect of mean field electrodynamics \[19,22\], the inhibition of jet formation in $\beta$-plane turbulence \[25\], and the suppression of large-scale vortices in rapidly rotating convection \[26\]. Here we have explored how, in another broad class of problems — the destruction of vortices by a weak large-scale field — the same general dynamical processes can occur. By adopting the arguments of \[27\], we are able to estimate the magnitude of the induced magnetic stresses arising from the stretching of magnetic field lines by the swirling fluid motion. Vortices are disrupted when these magnetic stresses exceed the centripetal forces for the vortex; this occurs when $M^2Rm \sim 1$, where $M^2$ measures the energy of the large-scale field relative to the kinetic energy. Thus when $Rm \gg 1$, vortex disruption occurs for $M \ll 1$.

The estimate for vortex disruption, $M^2Rm \sim 1$, is widely applicable for vortex dynamics, however the vortices may arise. Here we test the criterion in detail by considering one of the most important means of vortex generation — the nonlinear development of shear instabilities. We focus on two-dimensional, homogeneous, incompressible MHD, considering in detail two prototypical shear flows (the hyperbolic tangent shear layer and the Bickley jet) with a weak background magnetic field. The instability of both these flows leads to a periodic array of vortices, which can be prone to magnetic disruption. We first identify coherent vortices by the Okubo–Weiss procedure, which provides a simple definition of vortices as those regions where vorticity dominates over strain, and then construct a measure of disruption $\Delta$ by comparison with the purely hydrodynamic evolution. By performing fifty simulations to cover a range of $M$ ($0.01 \leq M \leq 0.1$ for the shear layer and $0.005 \leq M \leq 0.05$ for the jet) and $Rm$ ($50 \leq Rm \leq 1000$) at $Re = 500$, we are able to investigate the dependence of $\Delta$ on both $M$ and $Rm$. For both shear flows, we find an approximate linear increase of $\Delta$ with $M^2Rm$ up to a critical value of $M^2Rm$ of order unity, followed by a sharp transition to a regime in which $\Delta \approx 1$, denoting total disruption of the vortices. These numerical results are in excellent agreement with the theoretical estimate. Our theoretical ideas are also supported by inspection of the energy time series, which show that disruption is characterised by an ordering in which the energies of the perturbed magnetic field, the mean field, and the perturbed flow are comparable (but all much less than the kinetic energy of the unperturbed shear flows).

The vortex disruption estimate depends crucially on a balance between advection and dissipation of small-scale field. Since dissipation is represented by a Laplacian operator in the induction equation, estimate \[10\] involves an explicit dependence on $Rm$. This dependence is captured by our numerical approach, which uses a Laplacian diffusion operator with resolution down
to the dissipation scale. Numerical schemes with alternative (non-Laplacian) prescriptions for the dissipation would presumably realise vortex disruption in a somewhat different way.

The notion of vortex disruption has some interesting astrophysical implications. Since the derived estimate for disruption is $M^2 Rm \sim 1$, and $Rm$ is typically extremely large in astrophysical systems, vortex disruption should be a robust dynamical feature. If vortex disruption does occur, it is likely to lead to mixing of quantities such as angular momentum, heat and passive scalars, with implications for the large-scale angular velocity, temperature and chemical composition. Of particular note is that in systems such as the solar tachocline, constrained by stable stratification, many of the standard mixing scenarios do not occur. However, provided there are vortices, we have shown that their interaction with a magnetic field can provide an alternative route to mixing. The theoretical disruption estimate (10) assumes that $Rm \gg 1$ and implicitly assumes that the flow is smooth on the small scales of the field; this equates to an assumption that the magnetic Prandtl number $Pm = \nu/\eta = Rm/Re \gtrsim O(1)$. Whereas this does indeed hold in the interstellar medium, in stellar interiors $Pm \ll 1$. Although one could envisage vortex disruption by a similar physical mechanism in this regime, the line of argument leading to a disruption estimate would need to be modified. Furthermore, the testing of any such hypothesis in the regime $Re \gg Rm \gg 1$ is currently computationally unattainable.
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