Molecular Dynamics Ensemble Refinement of Intrinsically Disordered Peptides According to Deconvoluted Spectra from Circular Dichroism
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ABSTRACT We have developed a computational method of atomistically refining the structural ensemble of intrinsically disordered peptides (IDPs) facilitated by experimental measurements using circular dichroism spectroscopy (CD). A major challenge surrounding this approach stems from the deconvolution of experimental CD spectra into secondary structure features of the IDP ensemble. Currently available algorithms for CD deconvolution were designed to analyze the spectra of proteins with stable secondary structures. Herein, our work aims to minimize any bias from the peptide deconvolution analysis by implementing a non-negative linear least-squares fitting algorithm in conjunction with a CD reference data set that contains soluble and denatured proteins (SDP48). The non-negative linear least-squares method yields the best results for deconvolution of proteins with higher disordered content than currently available methods, according to a validation analysis of a set of protein spectra with Protein Data Bank entries. We subsequently used this analysis to deconvolute our experimental CD data to refine our computational model of the peptide secondary structure ensemble produced by all-atom molecular dynamics simulations with implicit solvent. We applied this approach to determine the ensemble structures of a set of short IDPs, that mimic the calmodulin binding domain of calcium/calmodulin-dependent protein kinase II and its 1-amino-acid and 3-amino-acid mutants. Our study offers a, to our knowledge, novel way to solve the ensemble secondary structures of IDPs in solution, which is important to advance the understanding of their roles in regulating signaling pathways through the formation of complexes with multiple partners.

INTRODUCTION
Intrinsically disordered proteins/peptides (IDPs) are a category of proteins that possess a poorly defined equilibrium structure; they sample an ensemble of weakly ordered and unordered structures in solution (1–5). IDPs have been shown to play a central role in biological systems through cellular signaling, regulation, and translation (4,6,7). Additionally, misregulated IDPs are associated with cancer (8) and neurodegenerative diseases (9–11) such as Alzheimer’s disease. A distinguishing feature of IDPs is that they do not adhere to the classical structure-function paradigm and typically form stable secondary or tertiary structures only upon binding to target proteins (12,13). The lack of stable structures in the ensemble of unbound state (14–17) enables binding to multiple targets on demand while maintaining a degree of selectivity and specificity because of their polymorphic properties (18). Multiple binding pathways exist between a given IDP and its protein targets (19). Furthermore, IDPs are susceptible to post-translational modifications (20–23).

It is challenging to experimentally determine the structural ensemble of an intrinsically disordered peptide (IDP) alone because it lacks a defined structure in solution. Herein, we have developed a computational method of atomistically refining the structural ensemble of IDPs from the experimental measurement by circular dichroism. Our study offers a, to our knowledge, novel way to solve the secondary structures of the IDPs in solution, which is important to advance the understanding of their roles in regulating signaling pathways through the formation of complexes with multiple partners.

SIGNIFICANCE It is challenging to experimentally determine the structural ensemble of an intrinsically disordered peptide (IDP) alone because it lacks a defined structure in solution. Herein, we have developed a computational method of atomistically refining the structural ensemble of IDPs from the experimental measurement by circular dichroism. Our study offers a, to our knowledge, novel way to solve the secondary structures of the IDPs in solution, which is important to advance the understanding of their roles in regulating signaling pathways through the formation of complexes with multiple partners.
structure determination of proteins, such as cryogenic electron microscopy or crystallography, are incapable of determining the structure of IDPs (12). Solution experimental methods such as NMR spectroscopy are only able to produce an ensemble-averaged structure; thus, additional analysis must be performed to generate the structural ensemble (24). Computational approaches such as molecular dynamics (MD) simulations are also used to generate IDP structures; however, these methods largely rely on Hamiltonians whose coefficients are tuned using experimentally determined structures of stable proteins, resulting in overly biased structures (25–27). To address these drawbacks, combined computational and experimental approaches have also been used (16,28–30). A necessary feature of these combined approaches is the conversion between experimental observables and computationally generated structures. NMR structure back calculations (31) use a database that provides a relationship between known structures and chemical shifts. Unfortunately, the NMR chemical shift databases consist of conformationally stable proteins with α-helix and β-sheet structures instead of IDPs. The relationship between the spectroscopic observables and the distinguishing feature of a given protein is deconvoluted from the set of reference structures so that the features of proteins with unknown structures can be determined. This is the typical method for generation of computational models and force field refinement using spectroscopic methods (29,31–35). Despite the popularity of NMR analysis, there are several advantages to using circular dichroism (CD) spectroscopy for the analysis of IDPs in certain circumstances. CD measurements are of low cost, can be quickly performed, and require a small amount of sample material (36,37); however, they cannot provide high-resolution (residue-specific) structure approximations.

We used several standard CD deconvolution algorithms, including SELCON3, CDSSTR, and CONTIN/LL (38), and the reference data set SDP48 (39) to analyze our IDP experimental CD spectra. We discovered incoherent outcomes on measuring IDPs, mostly likely due to biases from these algorithms that favor defined secondary structures from stable globular proteins. Another deconvolution algorithm with no such biases, developed in the 1980s, uses a non-negative least-squares (NN-LSQ) fitting method for solving globular structures (40). However, the reference data set the authors used then does not include any information from denatured peptides. Now that we have noticed the knowledge gap for solving the CD spectra from IDPs, we applied NN-LSQ in conjunction with the SDP48 data set developed in the 2000s to infer secondary structures in our study. The results suggest that the NN-LSQ method in conjunction with the SDP48 reference data set is superior for proteins with high degrees of disorder, prompting us to use the results from this method in subsequent analysis. Using the secondary structure features from our CD deconvolution, we extract an approximate ensemble of structures from all-atomistic MD simulations. We applied this approach on refining the structures of a set of small disordered peptides derived from the calmodulin (CaM)-binding domain of calcium/CaM-dependent protein kinase II (CaMKII, 293–312) and its 1-amino-acid and 3-amino-acid mutants (see Table 1 for the amino acid sequences). These peptides were chosen for detailed examination because the mutated peptide induces a significant (up to 3000-fold) decrease in the CaM binding equilibrium dissociation constant ($K_d$) in solution at physiological ionic strength (41), with no current understanding of the underlying mechanism.

With our combined approach of CD experiments and MD simulations, we have unexpectedly discovered that the increase of secondary structures in a particularly revealing peptide mutant (AAA) was due to the formation of a β-hairpin conformation, which we speculate is the mechanism behind changes in the encounter rate for this set of IDPs. Obtaining the structural ensembles of CaMKII peptides was a necessary and essential step toward a more accurate estimation of their binding rates for CaM and presently serves as a, to our knowledge, novel example for how secondary structure can be a barrier to productive protein-protein interactions. The deconvolution of CD spectra and subsequent refinement of MD data associated with IDPs and proteins with significant disorder is extremely useful for studying the all-atom conformational dynamics of IDPs, which continue to remain elusive.

### MATERIALS AND METHODS

**Peptide synthesis and preparation**

The three 20-amino-acid-long peptides used in this study were modeled after the CaM-binding domain of CaMKII (residues 293–312; see amino acid sequences in Table 1) and were synthesized by LifeTein LLC (Somerset, NJ). Their purity was greater than 95%, and the composition of each peptide was validated by mass spectroscopy. The kinetics of their binding to calcium/CaM was determined previously using stopped-flow fluorimetry (41), and the values for $k_{on}$ and $k_{off}$ can also be found in Table 1. These experiments revealed that mutation (R296A/R297A/K298A) produced a 3000-fold decrease in the binding affinity.

**Measurement with CD spectroscopy**

Far-ultraviolet CD spectra were collected on a JASCO-815 spectrophotometer (Easton, MD) controlled by Spectra Manager software. Suprasil cuvettes with a 1.0 mm pathlength were used for all experiments. The spectrometer parameters were typically set to the following unless noted otherwise: bandwidth, 1 nm; response time, 1 s; and data pitch, 0.2 nm/min. A solution consisting of 100 μM peptide was made using 10 mM

### Table 1 CaMKII Peptide Sequences Are Shown with Mutated Residues in Bold

| Peptide   | Sequence                           |
|-----------|------------------------------------|
| RKK (wild-type) | RRK(FNARRKLKGAILTTMLATRN312)       |
| RAK (mutant: 1 site) | RAR(KFNAARKLKGAILTTMLATRN312)       |
| AAA (mutant: 3 sites) | AALK(CFNAAAAALKGAILTTMLATRN312)       |
Tris buffer (pH 7.5), and measurements were taken by scanning the excitation wavelength between 190 and 260 nm with temperature controlled at 20°C. A total of 10 data accumulations for each run were made with a sweep rate of 100 nm/min. Data collection was repeated for each peptide a total of three times, using a freshly prepared sample in each run.

**Deconvolution of CD using a standard package**

The CDPro software package suite (38,42) was used to deconvolute the experimental CD spectra of the wild-type and mutant CaMKII peptides. We used the soluble and denatured protein (SDP48) data set in conjunction with the CDPro standard numerical fitting methods: CDSSTR, CONTIN/LL, and SELCON3 (38,42). Because CDPro gives reliable results with CD data in the range of wavelengths 190–240 nm when a large reference set is used (such as SDP48) (38), we inputted our data in the same range in increment of 1 nm. The resulting structure approximation is presented as fractional values for six main secondary structure categories: helix (regular), helix (distorted), strand (regular), strand (distorted), turn, and unordered. We generalized the secondary structure codes into four main categories by consolidating the helix (regular) and helix (distorted) into the helix category and strand (regular) and strand (distorted) into the strand category for comparison of the structure fractions produced by other analysis methods (see Table 2).

**Deconvolution of CD data using NN-LSQ fitting**

To reliably deconvolute the experimentally determined CD spectra of the wild-type and mutant CaMKII peptides, we applied an NN-LSQ fitting method (40). Unlike other tools using generalized spectra for each secondary structure, we used the reference data set SDP48, which consists of CD spectra of 48 soluble and denatured proteins, as the basis spectra. We assumed that a linear combination of CD spectra from the reference data set is sufficient to approximate the experimental spectra seen in RRK, RAK, or AAA and that the CD spectra of the reference proteins are linearly independent. The squared difference between any non-negative linear combination of the CD basis spectra and the experimental CD spectrum $\Delta^2$ is minimized by finding the optimal weight coefficients $\mathbf{x}$, as shown in Eq. 1.

$$\Delta^2 = \| \mathbf{C} \cdot \mathbf{x} - \mathbf{b} \|^2,$$

where $\mathbf{C}$ is the $51 \times 48$ matrix representing the 51 CD spectrum points for all 48 reference proteins of SDP48, $\mathbf{x}$ is a vector ($x_i \geq 0$, $i = 1, 2, ..., 48$) of the weight coefficients for the reference proteins, and $\mathbf{b}$ is the 51 by 1 vector of the experimentally measured CD values of the CaMKII peptide in the 190–240 nm wavelength range. The weight coefficients vector $\mathbf{x}$ is determined by NN-LSQ fitting. To note, here each coefficient is not bounded between 0 and 1 to account for the possible differences in the signal amplitude in our experimental results and the reference data set CD spectrum.

We subsequently use the fitted weight coefficients vector $\mathbf{x}$ to compute the secondary structure fractions given by Eq. 2,

$$\hat{d} = A \frac{\mathbf{x}}{\| \mathbf{x} \|},$$

where $A$ is the $6 \times 48$ matrix representing the six possible secondary structure fractions for each of the 48 reference proteins and $\hat{d}$ is the $6 \times 1$ secondary structure solution for the CaMKII peptide.

The resulting structure approximation is presented as fractional values for six main secondary structure categories: helix (regular), helix (distorted), strand (regular), strand (distorted), turn, and unordered. We generalized the secondary structure codes into four main categories by consolidating the helix (regular) and helix (distorted) into the helix category and strand (regular) and strand (distorted) into the strand category for comparison of secondary structure fractions produced by other analysis methods (see Table 2).

**Validation of NN-LSQ deconvolution results**

The performance of NN-LSQ, CONTIN/LL, SELCON3, and CDSSTR deconvolution methods were compared using the root mean square deviation ($\delta$) and correlation ($r$) coefficients shown in Eqs. 3 and 4, originally defined by Woody and Sreerama (38). The analysis uses subsets of 411 proteins obtained from the Protein Circular Dichroism Data Bank (PCDDDB) (43) with known secondary structures and CD spectra. The PCDDB entries for the selected spectra are provided in Table S11.

$$\delta = \sqrt{\frac{\sum_i (\Delta_i)^2}{N}},$$

and

$$r = \sqrt{\frac{N \sum_i (f_i^{CD} \times f_i) - \sum_i (f_i^{CD}) \sum_i (f_i)}{\sqrt{[N \sum_i (f_i^{CD})^2 - (\sum_i f_i^{CD})^2] \times [N \sum_i (f_i)^2 - (\sum_i f_i)^2]}}},$$

where $N$ is the number of proteins, $f_i^{CD}$ is the structure content obtained from CD deconvolution for structure $i$, and $f_i$ is the known structure fractional content for structure $i$.

**All-atom MD simulations with implicit solvent of the peptides**

**MD setup and initialization**

Because there is no high-resolution solved structure because of the disordered nature of the CaMKII peptides, we built the initial structures for MD simulations using the LIGP module of AMBERTOOLS 14 (44) based on the amino acid sequences (Table 1). To be consistent with the experimental study (41), the N- and C-termini of these peptides were not capped or modified. All MD simulations were carried out using the package AMBER 14 with the...
Ezerski et al.

We used an implicit solvent model with the generalized Born (45–47) approximation and the modified Born radius parameter set mmbond2 (46). We performed energy minimization on the initial structures using 1000 steps of conjugate gradient, followed by 1000 steps of steepest descent algorithms. The minimized structures were brought to the desired temperatures in two steps: heating each minimized structure to 277, 285, or 293 K, followed by a simulated annealing cycle. Simulated annealing was carried out by heating structure coordinates obtained in the previous step to 400 K over a period of 600 ps, followed by cooling to the designated temperature over a period of 600 ps with velocity randomization every 100 ps. All setup runs used a time step of 2 fs. We restrained hydrogen dynamics by employing the SHAKE algorithm (48). We used Langevin dynamics with a collision frequency of 2 ps⁻¹ to regulate the temperature (Langevin thermostat); periodically randomizing the velocity distributions was therefore necessary to avoid the synchronization effects associated with Langevin thermostats (49).

**MD production runs**

We performed all-atomic implicit solvent simulations for each CaMKII peptide at 277, 285, and 293 K, replicating the operating temperature of the stop-flow kinetics experiment (41), a midpoint temperature, and the operating temperature of the CD measurements, respectively. The production run was performed at the designated temperature for a period of 80 ns with a 2-fs time step. We sampled energy and trajectory data every 4 ps, which was determined through correlation time analysis. All simulation steps from the setup and production runs were repeated an additional 14 times for every temperature and peptide combination, resulting in a total production run simulation time of 2.4 µs (per peptide per temperature). Trajectories were tested for convergence using two approaches: Kullback-Liebler divergence (50,51) between distributions of the potential energy in accumulated simulation time (Table S5) and cluster analysis with respect to simulation time (Fig. S5). Details of convergence analysis can be found in the Supporting Materials and Methods.

**Data-guided extraction of all-atom peptide conformation ensembles**

**Determination of the secondary structure content in MD trajectories**

The secondary content of the peptides was computed using the CPPTRAJ module of AMBERTOOLS (52), which calculates structure content based on the Dictionary of Secondary Structures of Proteins (DSSP) (53). The results of our structure analysis generated seven possible secondary structure categories per residue: α-helix, parallel β-sheet, antiparallel β-sheet, 3–10 helix, π-helix, turn, and unordered. We consolidated the seven secondary structure categories into four generalized secondary structure categories (see Table 2) and generated a histogram of the structure codes associated with each residue to produce the overall fractional secondary structure values in each trajectory frame.

**Refinement of IDP ensemble structures from MD using CD deconvolution data**

Using the secondary structure data for each frame of our MD trajectories, we selected pairs of trajectory frames that produce average secondary structure fractions similar to those observed in the CD deconvolution data from our NN-LSQ fitting. For a given peptide trajectory, frames are extracted in pairs if the following equality is satisfied for each structure fraction:

\[ \frac{S^i_k + S^j_k}{2} - S^i_0 < \phi, \]  

where \( S^i_k \) and \( S^j_k \) are the fractional values for the \( k \)-th structure category (helix, β-sheet, turn, or unordered secondary structure categories) for frames \( i \) and \( j \) and \( S^i_0 \) is the structure fraction for category \( k \) derived from our NN-LSQ deconvolution results.

**Contact map analysis**

CD-guided MD structures of the peptides from the CD-refined ensemble were used for contact map analysis. The definitions are described as follows:

1. A contact between residue \( i \) and \( j \) (at least four residues away) is formed if any atom from residue \( i \) is within a cutoff distance of 4 Å of any atom from the residue \( j \).
2. A backbone (side-chain) contact between residue \( i \) and \( j \) (at least four residues away) is formed if any backbone (side-chain) atom from the residue \( i \) is within a cutoff distance of 4 Å of any backbone (side-chain) atom from the residue \( j \). A single hydrogen atom from glycine is considered as its side chain.
3. A hydrogen bonding contact between residue \( i \) and \( j \) is formed if a donor atom (D) from residue \( i \) is within a cutoff distance of 4 Å of an acceptor atom (A) from residue \( j \) and the D-H-A angle through a bonding hydrogen (H) is within a cutoff angle of 30°.

**RESULTS**

**CD spectra indicate a distinct secondary structure shift between RRK and AAA**

The CD spectra presented in Fig. 1 show the average secondary structure ensembles of RRK, RAK, and AAA peptides: three peptides of identical length exhibiting significantly different binding kinetics with CaM (41). In general, a negative CD band at 220 nm indicates the presence of helical or strand structures, and a negative band at 195 nm corresponds to denatured or disordered structures (54). Here, the experimental data show the existence of a secondary structure in AAA that does not exist in RRK or RAK. These data suggest that each charged residue mutation reduces the disordered content of the peptide’s structure ensemble. Overall, the charged residue mutations of R296A/...
R297A/K298/A result in a significant conformational change from the disorder in RRK to the more ordered structures in AAA.

We first speculated the increased structures in AAA were due to a helical secondary structure because alanine residues have the highest propensity to form \( \alpha \)-helices (55). However, the experimental CD spectrum for AAA displays only one negative peak at 222 nm but is missing a second smaller signal peak at 208 nm, which is a hallmark of \( \alpha \)-helical regions in CD spectra (54). This indicates that there is a mixture of secondary structure components in the peptides. Therefore, we employed CDPro to deconvolute the CD spectra on the three peptides in the next section.

**Standard CD deconvolution solvers produce inconsistent results on the content of secondary structures**

We employed three standard CD deconvolution solvers, CDPro, CAPITO, and BeStSel, in attempts to analyze the structural information of the peptide spectra shown in Fig. 1. We found that all three algorithms show nonconvergence and unacceptably large RMSDs compared with the experimental spectra as follows:

1) CDPro: We generalized the secondary structure codes used by CDPro into four main categories (see Table 2). The three standard deconvolution solvers (CDSSTR, SELCON3, and CONTIN/LL) from CDPro generate inconsistent fractions of secondary structures as shown in Table 3. The CONTIN/LL method shows that RRK contains mostly turn and unordered secondary structures; however, the CDSSTR method shows that RRK contains similar quantities of structured and unstructured regions. In the AAA deconvolution results, the CDSSTR and CONTIN/LL methods suggest opposing secondary structure content, with CDSSTR resulting in the increase of helical fractions and CONTIN/LL resulting in the increase of turn content. The SELCON3 methods appear to perform the worst among the three, giving large RMSDs between the reconstructed CD spectra and the experimental data (Fig. 2) and producing unrealistic fractions of secondary structures.

2) CAPITO: Use of more recently developed tools for the analysis of CD spectra either shows large RMSDs or underestimates the fraction of unordered secondary structure for proteins with rich disordered segments. Specifically, CAPITO (56), which uses basis spectra for each of the \( \alpha \)-helix, \( \beta \)-strand, and irregular secondary structures extracted from SP-175, produced a poor fit for the CaMKII peptides (see Fig. S1; Table S1).

3) BeStSel (57) carries out a detailed secondary structure analysis, providing information on eight secondary structure components, and provides improved estimation of the \( \beta \)-strand content. Our analysis of the CaMKII

### TABLE 3 Fractional Secondary Structure Approximations Are Given for the CONTIN/LL, SELCON3, CDSSTR, and NN-LSQ Fitted CD Deconvolution Methods

|        | Helix | Strand | Turn | Unordered | RMSD in \( \Delta \varepsilon \) |
|--------|-------|--------|------|-----------|-------------------------------|
| RRK    | SELCON3 | 0.00   | –0.06 | –0.07     | 1.28                          | 15.86                         |
|        | CDSSTR | 0.15   | 0.32  | 0.28      | 0.24                          | 1.38                          |
|        | CONTIN/LL | 0.01 | 0.01  | 0.10     | 0.88                          | 0.35                          |
|        | NN-LSQ | 0.04   | 0.15  | 0.09      | 0.72                          | 0.26                          |
| RAK    | SELCON3 | 0.04   | 0.03  | 0.01      | 0.94                          | 4.72                          |
|        | CDSSTR | 0.17   | 0.29  | 0.23      | 0.31                          | 0.84                          |
|        | CONTIN/LL | 0.03 | 0.02  | 0.08     | 0.87                          | 0.40                          |
|        | NN-LSQ | 0.04   | 0.22  | 0.13      | 0.62                          | 0.23                          |
| AAA    | SELCON3 | 0.29   | 0.20  | 0.19      | 0.36                          | 3.26                          |
|        | CDSSTR | 0.37   | 0.30  | 0.16      | 0.17                          | 0.63                          |
|        | CONTIN/LL | 0.03 | 0.05  | 0.30     | 0.62                          | 0.44                          |
|        | NN-LSQ | 0.04   | 0.34  | 0.17      | 0.46                          | 0.36                          |

The approximate CD spectrum representing the CaMKII peptides is recreated from a linear combination of SDP48 known conformation and spectra definitions that we developed. The RMSD between the approximated and experimental spectrum (\( \Delta \varepsilon \)) is given in unit of M\(^{-1}\) cm\(^{-1}\).

*SELCON3 was unable to reach a convergent solution during the analysis of RRK.*

**FIGURE 2** Comparison between the fitting of the CD spectra using the CDPro and NN-LSQ fitting. (A, C, and E) The experimental CD spectrum is compared with the calculated CD spectrum derived from the CONTIN/LL, CDSSTR, and SELCON3 methods for RRK, RAK, and AAA peptides, respectively. (B, D, and F) The calculated CD spectrum using the NN-LSQ fitting method and SDP48 data set is compared with the experimental data for RRK, RAK, and AAA peptides, respectively. To see this figure in color, go online.
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peptides with BeStSeL produced relatively large RMSDs (Fig. S2) and reinforces that present CD analysis tools are not useful for this class of peptides.

**CD deconvolution with NN-LSQ fitting indicates presence of \( \beta \)-hairpin secondary structure**

The inconsistencies associated with the standard deconvolution models prompted us to review the fitting methods from the three standard deconvolution solvers. We noted that these methods overly favor helical content by fitting the CD spectrum to a data set of predominantly globular or membrane-bound proteins, as well as by employing algorithms emphasizing the weights on helical structures. To avert these two issues, we chose to fit the CD spectrum with the data set of denatured proteins (SDP48) and search for alternative fitting routines. It is necessary to use the data set of only denatured proteins (rendering the lowest RMSD between the approximated and experimental spectrum (\( \Delta \epsilon \))) because using other data sets made up of globular proteins do not yield good fits (rendering large RMSDs between the approximated and experimental spectrum (\( \Delta \epsilon \))).

We used NN-LSQ fitting, which simultaneously took into account the data from all protein structures in the SDP48 reference set and made no a priori assumptions about the secondary structure. Our NN-LSQ fit deconvolution results, presented in Table 3, indicate that the primary effects of the mutation in the CaMKII peptides emerge through an increase in the \( \beta \)-sheet category (strand) secondary structure, whereas the helical content remains the same. The increase in the strand secondary structure is naturally associated with a decrease in disordered secondary structure, where RRK has the highest disordered content with 72%, and AAA has the lowest disordered content with 46%.

**All-atom MD simulations produce strongly biased structure ensembles**

To generate an equilibrium ensemble of structures for the three peptides, we employed all-atom MD simulations with implicit solvent at three temperatures: 277, 285, and 293 K. A total of 2.4 \( \mu \)s of data sampled at 4-ps intervals was collected for each peptide and temperature combination and analyzed for their secondary structure content using the DSSP. Data produced from this analysis were translated into a four-category generalized secondary structure scheme shown in Table 2. The secondary structure fractions for each trajectory were first averaged to illustrate the overall conformational trend produced in each simulation (Fig. 3).

The analysis of the secondary structures shows that the MD simulations was incapable of generating an ensemble of structures that match with the CD analyses. More specifically, compared with the deconvoluted secondary structure fractions from the CD data, the MD ensembles illustrate a significant bias toward helical content. The data for all peptides at all temperatures show the \( \beta \)-sheet content at less than 5% and the helical, turn, and unordered content in the range of 30–40%. Additionally, the DSSP analysis indicates no significant overall secondary structure shift between the wild-type and mutant peptides for all three temperatures. This finding is in contrast to the deconvolution data in NN-LSQ fitting, in which the fraction of \( \beta \)-sheet content for RRK is 15% and increases to 22% and 34% for RAK and AAA, respectively. In summary, the outcomes from the MD simulations do not appear to accurately represent the secondary structure shift that occurs between mutant peptides as indicated by our CD data.

**Approximate structure ensemble of IDPs from all-atom trajectories and CD deconvolution**

To gain useful information from the MD simulations that agrees with our CD deconvolution data, we select pairs of
trajectory frames from the production run with similar averaged secondary structure fractions as those observed in our NN-LSQ fitted CD deconvolution data shown in Table 3. We analyzed peptide trajectories for the 293 K production run using a \( \phi \)-value of 0.035 for each structure category (Eq. 5). Using the criteria, we obtained 11,002 structures for RRK, 2410 structures for RAK, and 130 structures for AAA. Deviations between the number of structures generated for each peptide appears to be correlated with the relative \( \beta \)-sheet content. All MD trajectories displayed poor sampling of \( \beta \)-sheet structures (Fig. 3), which may explain the decreasing number of extracted frames as the \( \beta \)-sheet content for each peptide increases. Specifically, \( \sim 5\% \) of the sampled trajectory frames contained \( \beta \)-sheet secondary structures for all three peptides. The results from NN-LSQ deconvolution showed that RRK, RAK, and AAA contained 15, 22, and 34\% \( \beta \)-sheet secondary structures, respectively (Table 3). Because RRK contained the lowest fraction of \( \beta \)-sheet content, significantly more frames were able to be extracted from our trajectories than for AAA using Eq. 5.

We assume that the structural ensemble of the MD simulations is biased but still samples the correct peptide conformations in significantly smaller quantities. Because spectroscopic methods produce observables corresponding to the ensemble-averaged state, we only require that the extracted MD frames produce an ensemble whose average corresponds to the experimental CD data. Using the solutions obtained from CD deconvolution enables us to separate MD trajectory data that agree with the experimental data from biased trajectory data.

A set of 10 structures representing each peptide ensemble was generated by clustering. Initially, the Hieragglo clustering method from CPPTRAJ with 10 total clusters was used. The results of this clustering method appear to be misleading because of the disproportionally large populations of the first clusters in RRK and RAK (Fig. S7; Table S6). Because the CaMKII peptides possess significant fractions of disordered content, it is likely that these large clusters have conformational variation within them and are poor representations of the ensemble. To gain better resolution of the representative ensemble structures, a previously developed clustering algorithm was chosen to resolve the extracted structures. The combinatorial averaged transient structure (CATS) method has produced better structure resolution for IDPs than traditional clustering methods (58) and is therefore employed in this study.

The selected structures (Fig. 4) from CATS represent a set of highly probable conformations exhibited by the peptides in solution. Based on these representative structures, RRK and RAK display significant conformational variation compared with AAA, which forms compact \( \beta \)-sheet structures. In our NN-LSQ CD deconvolution results, RRK and RAK present a high percentage of unordered structure at 72 and 62\%, respectively. On the other hand, AAA possesses a lower degree of unordered structure at 46\% (Table 3). This result is consistent with the generated structure ensemble, which possess a maximal RMSD of 12.5 Å for RRK, 12.4 Å for RAK, and 10.5 Å for AAA (Table S3). The RMSD analysis of the generated ensemble also illustrates that AAA has the lowest standard deviation of RMSD values (1.0 Å) compared with RRK and RAK (1.4 and 1.7 Å, respectively).

An increasing secondary structure content can be observed in Fig. 4 as a result of each sequential mutation of the RRK peptide. This observation is in agreement with the shift in ordered and disordered content predicted by CD deconvolution, despite the apparent force field bias observed in the analysis of the complete trajectories (Fig. 3). We acknowledge that the precise quantitative shift in secondary structure fractions in each mutant may not be completely represented by the generated ensembles shown in Fig. 4; however, they illustrate the approximate location of residual secondary structure.
The set of RRK structures (Fig. 4 A) contains relatively small regions of helical and β-hairpin regions. The N-terminus appears to be largely unstructured, with the ability to participate in β-strand formation with C-terminus residues. On the other hand, the C-terminus appears to form turn, helical, and hairpin structures more readily with other C-terminal or central residues. In the set of RAK structures (Fig. 4 B), the presence of β-strand conformations is more prevalent in comparison with RRK. It can be observed that the N-terminus of RAK participates in the majority of β-hairpin structure formation. Additionally, the number of structures with turn/helical regions in the C-terminus has decreased with respect to RRK; however, this appears to be correlated with the increase in β-hairpin structure formation. Lastly, the set of AAA structures (Fig. 4 C) all contain the β-hairpin secondary structure; however, there appear to be two distinct variations of the hairpin: a symmetrical β-hairpin structure and an asymmetrical hairpin-helix structure. The asymmetrical structures begin their hairpin motif closer to the N-terminus and form a helical structure on the unbound C-terminal tail. Alternatively, the symmetrical structures start forming the hairpin motif in the central region of the peptide, with N- and C-terminal binding instead.

Contact map analysis shows AAA mutant adopts strong secondary structure formation

To gain more insight in the characteristics of the differential hairpin structures in the three peptides, we analyzed the amino acid contacts formed by each peptide (Fig. 5). The CaMKII peptide can be broken down into three regions: N-terminus, C-terminus, and the center. The N-terminal region (293–298) contains positively charged residues in RRK/RAK and neutral residues in AAA. The central region, or the CaM-binding motif (L299–L308), is mainly composed of hydrophobic residues. The C-terminal region of each peptide (309–312) contains a charged arginine residue, which can potentially form hydrogen bonds or repel other positively charged residues in the N-terminus.

1) In the wild-type peptide RRK, as seen in Fig. 5 A, the probability of contact formation is generally low (<0.5), which suggests high variation in the conformations adopted by the peptide. Secondary structures such as β-sheets can be formed at a low probability. More specifically, the N-terminus and the C-terminus can possibly form an antiparallel β-sheet, suggested by the interactions in the cross-diagonal region of the contact map (blue ellipses), especially between side chains of M307 and the middle basic residue (R297); the central region of the peptide can form parallel β-sheets, suggested by the low-probability (~0.2) interactions in the region of the contact map that are parallel to the diagonal (orange ellipse); more likely, the central region can form an α-helix, indicated by the sparsely distributed higher-probability contacts (~0.4) parallel to the diagonal (residues separated by four residues, dotted lines parallel to the diagonal in Fig. 5 A), such as the backbone-to-backbone contact between L304 and L308 and the side-chain-to-side-chain contacts between L299 and I303 and between I303 and M307.

2) Upon mutation of R297A, in Fig. 5 B, the interactions are sparser but mostly of higher probabilities. Compared with the wild-type, there is a higher probability of forming an antiparallel β-sheet between the N-terminus and the central region of the peptide (blue ellipses in Fig. 5 B). The N-terminus is likely to form stable contacts with hydrophobic residues in the central region close to the C-terminus, especially between the residues around the mutation A297 and M308–L308. Compared with the wild-type, interactions in the center of the RAK peptide do not seem to form any parallel β-sheet structures (Figs. 5 and S3).

3) In the peptide AAA, further compaction in the peptide structure (Fig. 4) and increase in the secondary structures are observed (Fig. 5 C). In contrast to RRK and RAK, there is a relatively high probability of forming antiparallel β-sheet structures between the N-terminus and the central region (blue ellipses, Fig. 5 C) and a low probability of forming antiparallel β-sheet structures between the central region and the C-terminus (orange ellipses, Fig. 5 C). Interestingly, the mutated residues play an essential role. There are stable backbone-to-backbone interactions between the hydrophobic region formed by the mutated residues and neighboring residues (A297–G301) and hydrophobic residues in the central region (M308–L309) and side-chain-to-side-chain interactions between the mutated residues and residues in the central region, as well as the C-terminus. To note, the mutated residue A297 has a high probability for forming a side-chain-to-side-chain contact with charged residue R311, which is prohibited in RRK or RAK because of electrostatic repulsion. In summary, the AAA peptide shows a high probability of adopting an antiparallel β-sheet conformation (as shown in Fig. 4 C), and the stabilizing hydrophobic interactions of the AAA mutant may interfere with helix formation, which is a necessary conformational adjustment that aligns the CaM-binding motif to residues in CaM, including residues L299, I303, and L308 (lack of interactions within the CaM-binding motif along the lines parallel to the diagonal in Fig. 5 C).

Furthermore, we analyzed the hydrogen bonds within each peptide ensemble to investigate the role of charged residue distribution in each peptide’s equilibrium conformation (Fig. 6). Our analysis reveals two diagonal hydrogen bonding patterns in AAA between N- and C-terminal residues that do not exist in RRK or RAK. Upon closer examination of AAA, we observe that the charged residue mutation sites form hydrogen bonds with the C-terminal region near R311. This binding pattern appears to contribute to the β-sheet secondary structure.
formation of AAA. On the other hand, the two highest-probability contacts exist between T310-M307 and R311-L308, which may contribute to the formation of the C-terminal helical motif that is observed in several extracted AAA ensemble conformations (Fig. 4 C). RRK and RAK show alternate hydrogen bond patterns on the diagonal that loosely resemble helical or turn conformations. RRK and RAK appear to form only one high-probability hydrogen bond between M307 and L304, which is not formed by AAA. Although RRK and RAK both appear to form low-probability hydrogen bonds with both N- and C-terminal residues, RAK possesses a high-probability hydrogen bond between R296 and M307. Examination of the bonds formed by the charged residues of the N-terminus in RRK and RAK illustrates a pattern of interactions with over half of the other residues, with RRK possessing a greater spread of low-probability bonds than RAK. Direct binding pattern changes between RRK, RAK, and AAA at the mutation sites are expected; however, many of the new hydrogen bonds do not appear to directly involve the charge residues at the mutation sites, implying the effect of charged residue mutations is not localized. This phenomenon is observed in the L299-L308 hydrogen bond: AAA has a high probability of forming this contact compared to RRK and RAK, even though neither residue was mutated.

DISCUSSION

Conformational ensemble of the CaMKII peptides are dependent on charged residue distribution

Our experimental CD measurements and CD deconvolution results indicate that the residual secondary structure of the three-residue mutant AAA is hairpin like. Additionally, our analysis revealed that the RRK and RAK peptides were composed of disordered and hairpin conformations, along with 4% residual helix structure (Table 3). The equilibrium conformational ensemble shift between the wild-type and mutant CaMKII peptides is directly correlated to solvation and electrostatic effects. Previously, several studies have shown that the specific distribution of charged residues within a peptide will affect the equilibrium conformation (59–61). To determine whether the conformational shift observed between RRK, RAK, and AAA can be attributed to changes in charge distribution, we analyzed the sequences of the CaMKII peptides using the IDP analysis tool CIDER (62). Our analysis found that AAA is predicted to be in a compact or globular ensemble, whereas RRK is predicted to be in the most expanded conformation (see Fig. S4; Table S4). This result was expected because RRK has the most heterogeneously distributed charges with respect to RAK or
AAA. CIDER also predicted that RAK will be in a globular form based on the fraction of charged residues; however, the similarity between the RRK and RAK CD spectra leads us to question the validity of this prediction.

**NN-LSQ deconvolution yields best results for proteins with large disordered regions**

We chose to employ an alternative deconvolution method for the CaMKII peptide because using the NN-LSQ algorithm in conjunction with a data set containing soluble and denatured proteins (SDP48) yielded the best results. Table 3 illustrates that the reconstructed CD spectra using NN-LSQ has the lowest RMSD with respect to the experimental spectra in the 190–240 nm region for all three CaMKII peptides. Additionally, we searched PCDD (43) to obtain a set of proteins with known structures and associated CD spectra. This criterion matched a set of 411 proteins, which were used to validate the NN-LSQ algorithm results. We determine the quality of deconvolution and validate our results using the methods described by Sreerama and Woody for SELCON3, CDSSTR, and CONTIN/LL (38,39), which are given by Eqs. 3 and 4. We analyzed subsets of proteins with varying disordered content, which showed that the NN-LSQ method has the highest correlation and lowest deviation between predicted and known secondary structures for proteins with high degrees of disorder (Fig. 7). Conversely, our validation revealed that the CDPro algorithms perform better than the NN-LSQ method for proteins that contain lower fractions of disordered content. The complete validation and comparison results can be found in Tables S7–S10.

The CONTIN/LL, CDSSTR and SELCON3 fitting algorithms have been developed to reliably analyze the spectra of stable proteins through a robust set of iterative and variable selection rules that can discard certain solutions. Because the algorithm features were optimized for globular proteins, the accepted solutions are inherently biased and are not applicable for this set of CaMKII peptides, which have a high probability of disorder (Fig. S8; Table S4). Because of this revealed incompatibility, we deconvoluted the experimental CD spectra with NN-LSQ and the SDP48 reference protein set.

**Force fields for MD simulations favor helical formation**

The Hamiltonian used in MD force fields refines coefficients through experiments with larger globular proteins, which are structured by nature (63,64). This effect has been

---

*FIGURE 6* Hydrogen bond probability map. The relative probability of intramolecular hydrogen bond formation is shown for the ensemble of structures extracted from all-atom MD simulations using the results from NN-LSQ CD deconvolution for (A) RRK, (B) RAK, and (C) AAA. Contacts are defined using a 30° angular cutoff and 4 Å distance cutoff between hydrogen bond donor and acceptor residues. Contact probabilities are scaled such that the highest contact probability is 1. To see this figure in color, go online.
demonstrated in our equilibrium peptide simulations, which were performed for all mutant variations and at different temperatures (Fig. 3). The effect of temperature on the secondary structures of each peptide appears to be minimal. In each simulation, the helical conformation is overexpressed regardless of temperature or even mutation. In all three peptide runs at each temperature, the same structural trend appears: helix, turn, and unordered structure components are similarly distributed. Compared with the experimental CD results (Fig. 1), we expect the emergence of a dominant structure in AAA that does not appear in RRK or RAK. Because the trajectory data do not display this trend, the force field we used is assumed to contain conformational bias despite previous efforts to improve accuracy (27).

Newer force fields for MD simulations that are designed for IDPs and folded proteins are available (65,66). However, choosing the best model for our specific system was not a simple task. In addition, variations in the water model heavily affect the outcome of IDP simulations (67,68). There is a limitation to IDP force field development because of the lack of experimental data detailing the conformational ensemble of IDPs. Common methods for experimentally refining force fields such as small-angle X-ray scattering (SAXS), fluorescence resonance energy transfer (FRET), and NMR are only able to produce an average of the conformational ensemble (34,69) and do not necessarily contain the observables needed to describe IDPs in silico. We elected to sample a larger set of data by implementing an implicit solvent model instead of focusing our efforts on finding the best MD parameterization. By combining simulation and experimental results, we are able to reveal and partially resolve the shortcomings in each method (70).

Conformations of unbound CaMKII peptide may be important to binding with CaM

The experimental study of the CaM-CaMKII binding kinetics between CaM and the CaMKII peptides illustrate an ~6-fold increase in the association rate of RRK compared with AAA (41) in 150 mM ionic solution. This ionic strength effectively screens the electrostatic potential by a Debye length of 7.8 Å⁻¹. This screening effect can decrease the electrostatic rate enhancement for diffusion-limited binding kinetics (71,72) of CaM and the CaMKII peptides; however, the electrostatic potential is not completely screened over localized peptide regions. Comparison of the kinetic results to the conformational analysis in this study resolves a finite set of possible binding mechanisms between CaM and the CaMKII peptides. We initially assumed that AAA would have a higher affinity for CaM because of the residual helical propensity induced by the alanine residues because these peptides are known to adopt a helical conformation when they bind to CaM. It has been hypothesized that the presence of a residual structure that resembles the bound state increases the rate of association (73,74). Because the stopped-flow experimental results (decreased on-rate for AAA relative to RRK (41)) disproved this hypothesis, we turned to our CD analysis, which has shown to offer a diverse range of secondary structures for other CaM-binding target peptides (75), for additional potential mechanisms.

The CD measurements indicate a distinct difference in the ensemble of RRK and AAA secondary structures. Our CD deconvolution results indicate that the secondary structure formed through each mutation is actually in the form of a hairpin structure. The apparent lack of helical structure in the peptide ensemble implies that the hypothesis that increased kinetics and peptide residual structure are positively correlated (76–78) is not applicable in modeling the CaM-CaMKII peptide binding. Moreover, a larger energy gap between the bound and unbound states may exist because of the presence of the stable hairpin structure in AAA (79–81). For the mutual and induced conformational fit mechanism (82) to take place, the peptide must transition from the hairpin structure to the extended state to form productive and stable contacts with CaM. Our findings suggest that a significant conformational change must occur for the AAA peptide, reversing the hairpin structure to allow formation of the helical conformation upon formation of the CaM-bound complex (83). This provides a plausible
mechanistic explanation for the differences in association rates (41) and emphasizes that conformational frustration can be an important step in regulating the kinetics of protein-protein interactions.

CONCLUSIONS

The importance of IDPs in biological function has become readily apparent in recent years. A major challenge in IDP modeling stems from experimental sampling of the structure ensemble. Popular methods such as NMR spectroscopy offer higher resolution but are still limited in IDP ensemble determination. To overcome difficulties pertaining to experimental ensemble construction of IDPs, combined theoretical approaches are often used. CD spectroscopy does not offer high-resolution structure determination; however, this drawback appears to be inconsequential for IDPs because MD simulation can be used to perturb the averaged structure to generate the IDP ensemble. In this study, we have used a combination of techniques to bridge the experimental data with theoretical data to generate a detailed picture of our CaMKII peptides despite the inherent inaccuracy of the MD simulation. Our resulting ensemble approximations illustrate how the residual secondary structure of the CaMKII peptides changes because of charged residue mutation. Our findings suggest that the AAA ensemble becomes stabilized through the formation of the hairpin secondary structure, which may explain the binding phenomenon observed in previous studies (41). In addition to the free-peptide ensemble, the observed structure shift may play a significant role in complex stability postbinding because of the formation (or lack thereof) of “fuzzy structures” (84,85).
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