Abstract—In this paper, we study the connection between entropic optimal transport and entropy power inequality (EPI). First, we prove an HWI-type inequality making use of the infinitesimal displacement convexity of optimal transport map. Second, we derive two Talagrand-type inequalities using the saturation of EPI that corresponds to a numerical term in our expression. We evaluate for a wide variety of distributions this term whereas for Gaussian and i.i.d. Cauchy distributions this expression is found in explicit form. We show that our results extend previous results of Gaussian Talagrand inequality for Sinkhorn distance to the strongly log-concave case.

I. INTRODUCTION

Optimal transport (OT) theory studies how to transport one measure to another in the path with minimal cost. Wasserstein distance is the cost given by the optimal path and closely connected with information measures \([\text{I}1-\text{I}5]\).

During the last decade, OT has been studied and applied extensively, especially in machine learning community, see, e.g., \([\text{I}6-\text{I}2]\). Entropic OT, a technique to approximate the solution of original OT, was given for computational efficiency in \([\text{I}0]\). A key concept in entropic OT is Sinkhorn distance, which is a generalization of Wasserstein distance with entropic constraint.

One of the applications of OT is in the field of functional inequalities with geometrical content, which includes, for example, Talagrand inequality, HWI inequality, Brunn-Minkowski inequality, etc. Talagrand inequality in \([\text{I}1]\) upper bounds Wasserstein distance by KL-divergence. Recent results in \([\text{I}2, \text{I}4]\) obtain several refined Talagrand inequalities with dimensional improvement on multidimensional Euclidean space. These inequalities bound Wasserstein distance with entropy power, which is sharper compared to KL-divergence. Later, \([\text{I}1]\) shows the dimensional improvement can be used in entropic OT and gives a Gaussian Talagrand inequality for Sinkhorn distance. The Talagrand inequalities above can directly give results on measure concentration \([\text{I}5]\). A strong data processing inequality is also obtained in \([\text{I}1]\) and yields a bound for the capacity of the relay channel.

In this paper, we propose a new approach to study entropic OT using EPIs (for details on EPI see, e.g., \([\text{I}2, \text{I}4-\text{I}5]\)), which is to capture the uncertainty caused by entropic constraint by EPI. As a first contribution, we give an HWI-type inequality for Sinkhorn distance by modifying Bolley’s proof in \([\text{I}4]\) (see Theorem 2). As a second contribution, we derive two new Talagrand-type inequalities (see Theorems 3 and 4). These inequalities are obtained via a numerical term related to the saturation (or tightness) of EPI. The value of this term is explicit for Gaussian and i.i.d. Cauchy distributions. We also provide via numerical simulations the computation of the obtained numerical term for a variety of distributions (see Remark 3). Moreover, we show that Theorem 4 coincides with a result by Bolley \([\text{I}4, \text{Theorem 2.1}]\) (see Corollary 1 and the discussion in Remark 4) and that Theorem 4 recovers the result by Bai et al. \([\text{I}11, \text{Theorem 2.2}]\) (see Remark 7). Finally, we give a numerical simulation of Theorem 5

II. NOTATIONS

\(\nabla\) is the gradient operator, \(\nabla \cdot\) is the divergence operator, \(\Delta\) is the Laplacian operator, \(D^2\) is the Hessian operator, \(I_n\) is the identity matrix, \(Id\) is the identity map, \(\|\cdot\|\) is the Euclidean norm, \(C^k\) is the set of functions that k-times continuously differentiable. Let \(\mathcal{X}, \mathcal{Y}\) be two Polish spaces. Let \(\mu\) be a Borel measure on \(\mathcal{X}\). For a measurable map \(T: \mathcal{X} \to \mathcal{Y}\), \(T_#\mu\) denotes pushing forward of \(\mu\) to \(\mathcal{Y}\), i.e. for all \(A \subset \mathcal{Y}\), \(T_#\mu[A] = \mu[T^{-1}(A)]\). For \(p \geq 1\), \(L^p(\mathcal{X})\) denotes the Lebesgue space of \(p\)-th order for the reference measure \(\mu\). We write a random vector \(X\) on a Polish space \(\mathcal{X}\) in capital letter, an element \(x\) in \(\mathcal{X}\) in lower-case letter. \(h(\cdot), I(\cdot), D(\cdot), J(\cdot)\) denote differential entropy, mutual information, KL-divergence, Fisher information and relative Fisher information, respectively. All the logarithms are natural logarithms. \(\exists!\) is unique existence. * is the convolution operator. \(\delta(\cdot)\) is the Dirac delta function. \(\text{’R.H.S’}\) is the abbreviation of ‘Right Hand Side’.

III. KNOWN RESULTS ON OT

In this section, we state some known results.

We start with the definition of Kantorovich problem in OT theory \([\text{I}5]\).

\textbf{Definition 1} (Kantorovich Problem (KP)). Let \(X\) and \(Y\) be two random vectors on two Polish spaces \(\mathcal{X}, \mathcal{Y}\). We denote \(\mathcal{P}(\mathcal{X})\) and \(\mathcal{P}(\mathcal{Y})\) as the sets of all probability measures on \(\mathcal{X}\), \(\mathcal{Y}\) respectively. Then \(X\) and \(Y\) have probability measures \(P_X \in \mathcal{P}(\mathcal{X}), P_Y \in \mathcal{P}(\mathcal{Y})\). We denote \(\Pi(P_X, P_Y)\) as the set of all joint probability measures on \(\mathcal{X} \times \mathcal{Y}\) with marginal measures \(P_X, P_Y\). For a given lower semi-continuous cost
Using the lower semi-continuity of $c_{\mathbb{R}^X \times Y}$ and with $\mathbb{I}$, he adds an information constraint to (1), i.e.,

$$\inf_{P \in \Pi(P_X, P_Y; R)} \mathbb{E}_P[c(X, Y)],$$

where

$$\Pi(P_X, P_Y; R) := \{P \in \Pi(P_X, P_Y) : I_P(X; Y) \leq R\},$$

with $I_P(X; Y)$ denoting the mutual information between $X$ and $Y$, and $R$ a non-negative real number. It is well known that the constraint set is convex and compact with respect to the topology of weak convergence $\mathcal{L}^1$. In that definition, he adds an information constraint to (1), i.e.,

$$\inf_{P \in \Pi(P_X, P_Y; R)} \mathbb{E}_P[c(X, Y)],$$

with $I_P(X; Y)$ denoting the mutual information between $X$ and $Y$, and $R$ a non-negative real number. It is well known that the constraint set is convex and compact with respect to the topology of weak convergence $\mathcal{L}^1$. In that definition, he adds an information constraint to (1), i.e.,

$$\inf_{P \in \Pi(P_X, P_Y; R)} \mathbb{E}_P[c(X, Y)],$$

Next, we state Talagrand inequality [1]. To do it, we first define Wasserstein distance $\mathbb{W}$ (Definition 3.4.1). Wasserstein distance is a metric between two measures. Let $d$ be a metric between $x$ and $y$. Wasserstein distance of order $p$, is defined as follows,

$$\mathbb{W}_p(P_X, P_Y) := \inf_{P \in \Pi(P_X, P_Y)} \left\{ \mathbb{E}_P[d^p(X, Y)] \right\}^{\frac{1}{p}}.$$  

Similarly, one can define Sinkhorn distance of order $p$ as follows,

$$\mathbb{W}_p(P_X, P_Y) := \inf_{P \in \Pi(P_X, P_Y)} \left\{ \mathbb{E}_P[d^p(X, Y)] \right\}^{\frac{1}{p}}.$$  

**Theorem 1** (Talagrand Inequality). [19, 9.3] Let $P_X$ be a reference probability measure with density $e^{-V(x)}$. We say $P_X$ satisfies $T(\lambda)$, i.e., Talagrand inequality with parameter $\lambda > 0$, if for any $P_Y \in \mathcal{P}(Y)$,

$$\mathbb{W}_2(P_X, P_Y) \leq \sqrt{\frac{2}{\lambda}} D(P_Y \| P_X).$$  

**Remark 1.** The inequality was originally introduced by Talagrand [1] when $P_X$ is Gaussian. Blower [20] gave a refinement and proved that strongly log-concavity, i.e., $D^2 V \geq \lambda n$, leads to $T(\lambda)$.

Recently, new inequalities with dimensional improvements were obtained. These dimensional improvements were first observed in the Gaussian case of logarithmic Sobolev inequality, Brascamp–Lieb (or Poincaré) inequality [21] and Talagrand inequality [2]. For a standard Gaussian measure $P_X$, the dimensional Talagrand inequality has the form:

$$\mathbb{W}_2^2(P_X, P_Y) \leq \mathbb{E}[|Y|^2] + n - 2ne^{\frac{1}{2}(\mathbb{E}[|Y|^2] - n - 2D(P_Y \| P_X))}.$$  

Bolley et al. in [4] generalized the results in [2], [21] from Gaussian to strongly log-concave or log-concave. Next, we state his result. Let $dP_X = e^{-V}$, where $V : \mathbb{R}^n \rightarrow \mathbb{R}$ is $C^2$ continuous, $D^2 V \geq \lambda n$. Bolley’s dimensional Talagrand inequality is given as follows,

$$\frac{\lambda}{2} \mathbb{W}_2^2(P_X, P_Y) \leq \mathbb{E}[|Y|] - \mathbb{E}[|X|] + n - n e^{\frac{1}{2}(\mathbb{E}[|Y|] - \mathbb{E}[|X|])} - D(P_Y \| P_X),$$  

Bai et al. in [11] gave a generalization of (6) to Sinkhorn distance. When $P_X$ is standard Gaussian,

$$\mathbb{W}_2^2(P_X, P_Y) \leq \mathbb{E}[|Y|^2] + n - 2n \sqrt{\frac{1}{2\pi}} e^{-\lambda I}.$$  

When $R \rightarrow +\infty$, this inequality coincides with (6), which is tighter than (5).

**IV. Entropy Power Inequality and Deconvolution**

EPI [12] states that for all independent continuous random vectors $X$ and $Y$,

$$N(X + Y) \geq N(X) + N(Y),$$

where $N(X) := \frac{1}{2\pi}\mathbb{E}[h(X)]$ denotes the entropy power of $X$. The equality is achieved when $X$ and $Y$ are Gaussian random vectors with proportional covariance matrices.

Deconvolution is a problem of estimating the distribution $dP_X$ by the observations $Y_1, \ldots, Y_n$ corrupted by additive noise $Z_1, \ldots, Z_n$, written as

$$Y_i = X_i + Z_i,$$

where $X_i$’s are independent and i.i.d distributed in $dP_X$, $Z_i$’s are independent and i.i.d distributed in $dP_Z$. $X_i$’s and $Z_i$’s are mutual independent. Therefore, their distributions satisfy $dP_Y = dP_X \ast dP_Z$. Herein, we slightly abuse the concept as simply separating a random vector $Y$ into two independent random vectors $X$ and $Z$. Then their entropies can be bounded by EPI immediately.

Deconvolution is generally a harder problem than convolution. For instance, log-concave family is convolution stable, i.e., convolution of two log-concave distributions is still log-concave, but we cannot guarantee that deconvolution of two log-concave distributions is still log-concave. A trivial case is the deconvolution of a log-concave distribution by itself is a Dirac function. It should be noted that there are numerical methods to compute deconvolution, see, e.g., [22], [23].

**V. Main Results**

In this section, we derive our main results. First, we give a new HWI-type inequality.

**Theorem 2** (HWI-type Inequality). Let $X = Y = \mathbb{R}^n$. Let $\mu$ be a probability measure with density $e^{-V(x)}$, where $V : \mathbb{R}^n \rightarrow \mathbb{R}$ is $C^2$ continuous, $D^2 V \geq \lambda n$, with $\lambda > 0$. Let $P_X, P_Y$ be two probability measures on $\mathbb{R}^n$. For any independent $Y_1, Y_2$ satisfying $Y_1 + Y_2 = Y$, $\mathbb{E}[Y_2] = 0$ and $h(Y_1) - h(Y_2) \leq R$, we have

$$\frac{\lambda}{2} \mathbb{W}_2^2(P_X, P_Y; R) \leq \mathbb{E}[V(Y)] - \mathbb{E}[V(X)] + n - n e^{\frac{1}{2}(h(Y_1) - h(Y_2))} + \mathbb{W}_2(P_X, P_Y) \sqrt{I(P_X \| \mu)},$$
where \( I(P|Q) := \mathbb{E}_P[\|\nabla (\log \frac{dP}{dQ})\|^2] \) is relative fisher information.

**Proof.** See Appendix A.

The next result gives a new Talagrand-type inequality.

**Theorem 3** (Talagrand-type Inequality). Let \( \mathcal{X} = \mathcal{Y} = \mathbb{R}^n \). Let \( dP_X = e^{-V(x)}dx \), where \( V : \mathbb{R}^n \to \mathbb{R} \) is \( C^2 \) continuous, \( D^2 V \geq I_n \) with \( \lambda > 0 \), \( P_Y \ll P_X \). We have

\[
\frac{1}{2} \mathbb{E} \mathbb{E}_{X,Y}[P_X(P_Y; R)] \leq \mathbb{E} [V(Y)] - \mathbb{E} [V(X)] + n - nC \left( P_Y, R \right) e^{\frac{1}{\lambda}(h(Y) - h(X))},
\]

(10)

where \( C(P_Y, R) \in [0, 1] \) is a numerical term for the given \( P_Y \) and \( R \geq 0 \).

**Proof.** Let \( dP_X = e^{-V} \) in (9). In such case, we have \( I(P_X|\mu) = 0 \) from the definition of relative fisher information. Take \( C(P_Y, R) = e^{\frac{1}{\lambda}(h(Y) - h(X))} \), then (10) is proved from (9).

Next, we state some technical remarks on Theorem 3.

**Remark 2** (On Theorem 3). The equality of (16) holds when \( P_X \) is isotropic Gaussian, i.e., \( P_X \sim N(\mu, \sigma^2 I_n) \) for some \( \mu \in \mathbb{R}^n \) and \( \sigma > 0 \). The equality in Lemma 7 holds when \( \nabla \varphi \) is affine and \( D^2 \varphi \) has identical eigenvalues, i.e., \( \nabla \varphi \equiv k \cdot I_n \), \( k \in \mathbb{R} \), see [4, Lemma 2.6]. From [25, Theorem 1] we know that the linear combination \( Y = Y_1 + Y_2 \) in Theorem 2 is the optimizer for entropic OT when \( X \) and \( Y \) are isotropic Gaussian. In such case, the equality of (10) holds and \( C(\cdot, R) = \sqrt{1 - e^{-\frac{2}{\lambda} R}} \).

**Remark 3** (On the numerical term \( C(\cdot, \cdot) \)). We observe that \( e^{\frac{1}{\lambda}(h(Y_1) - h(Y_2))} \) has the form of a square root of entropy power. Using EPI and the fact that \( N(\cdot) \geq 0 \), we have

\[
N(Y) \geq N(Y_1) + N(Y_2) \geq N(Y_1).
\]

Therefore \( C = e^{\frac{1}{\lambda}(h(Y_1) - h(Y_2))} = \sqrt{N(Y_1)/N(Y)} \in [0, 1] \). When \( R = 0 \), \( Y = Y_2 \), the density of \( Y_1 \) is \( \delta(x) \). It means that \( e^{\frac{1}{\lambda} h(Y_1)} = 0 \), hence \( C = 0 \). When \( R = 1 \), \( Y = Y_1 \), \( e^{\frac{1}{\lambda} h(Y_1)} = e^{\frac{1}{\lambda} h(Y_2)} \), hence \( C = 1 \). Now assume that we have \( R' < R \). Then \( \Pi(P_X; P_Y; R') \subset \Pi(P_X; P_Y; R) \) and the minimization problem 2 directly leads to \( \mathbb{W}_2(P_X; P_Y; R') \geq \mathbb{W}_2(P_X; P_Y; R) \). Note that \( \mathbb{W}_2(P_X; P_Y; R) \) can be also bounded by \( C(P_Y, R') \).

Hence \( C(P_Y, R') \leq C(P_Y, R) \), i.e., \( C(\cdot, \cdot) \) is a monotonic non-decreasing function with respect to \( R \). Moreover, \( C(\cdot, 0) = C(\cdot, +\infty) = 1 \) for all \( P_Y \).

We note that for particular distributions, we may have explicit expression of \( C(\cdot, \cdot) \). When \( P_Y \) is Gaussian, we can always take the linear combination \( Y = Y_1 + Y_2 \), where \( Y_1 \) and \( Y_2 \) are independent Gaussian and have proportional covariance matrices. EPI is saturated in this case, i.e.,

\[
e^{\frac{1}{\lambda} h(Y_1)} = e^{\frac{1}{\lambda} h(Y)} - e^{\frac{1}{\lambda} h(Y_2)}
\]

\[
= (1 - e^{-\frac{2}{\lambda} R}) e^{\frac{1}{\lambda} h(Y)}.
\]

Then we have \( C(P_Y, R) = e^{\frac{1}{\lambda}(h(Y_1) - h(Y_2))} = \sqrt{1 - e^{-\frac{2}{\lambda} R}} \). For Cauchy distribution \( Cauchy(x_0, \gamma) \),

its differential entropy is \( \log(4\pi\gamma) \). The summation of independent Cauchy random variables \( \sum^n_{i=1} Cauchy(x_i, \gamma_i) \sim Cauchy(\sum^n_{i=1} x_i, \sum^n_{i=1} \gamma_i) \). When \( Y \) is i.i.d. Cauchy, i.e., \( (Y) \sim Cauchy(x_0, \gamma) \), we take \( (Y_1) \sim Cauchy(x_0, \frac{1}{\sqrt{n}} e^{\frac{1}{\lambda} h(Y)} \cdot (1 - e^{-\frac{2}{\lambda} R}) \) and \( (Y_2) \sim Cauchy(0, \frac{1}{\sqrt{n}} e^{\frac{1}{\lambda} h(Y)} \cdot e^{-\frac{2}{\lambda} R}) \). We can see this linear combination satisfies our assumption \( h(Y) - h(Y_2) \leq R \) and \( C(P_Y, R) = e^{\frac{1}{\lambda}(h(Y) - h(Y_2))} = 1 - e^{-\frac{2}{\lambda} R} \).

Note that the linear combination \( Y = Y_1 + Y_2 \) is not unique, according to the assumption of Theorem 2. Consequently, it leads to the non-uniqueness of \( C(\cdot, \cdot) \). In order to obtain the tightest bound in (10), the optimal \( C^*(P_Y, R) \) is to select \( e^{\frac{1}{\lambda}(h(Y_1) - h(Y_2))} \) subject to \( Y_1 + Y_2 = Y \) and \( h(Y) - h(Y_2) \leq R \). To look into this optimization problem, we introduce Courtade’s reverse EPI [26] as follows. If we have independent \( X \) and \( Y \) with finite second moments and choose \( \theta \) to satisfy \( \theta/(1 - \theta) = N(Y)/N(X) \), then

\[
N(X + Y) \leq (N(X) + N(Y))(\theta p(X) + (1 - \theta)p(Y)),
\]

(11)

where \( p(X) := \frac{1}{\lambda} N(X) J(X) \geq 1 \) is Sturm defect. \( p(X) \) is affine invariant, i.e., \( p(X) = p(tX), t > 0 \) because \( t^2 N(X) = N(tX) \) and \( J(X) = t^2 J(X). \) The equality \( p(X) = 1 \) holds only if \( X \) is Gaussian. In our case, \( \theta = N(Y_1)/(N(Y_1) + N(Y_2)) \). When \( \theta \to 1 \), (11) becomes

\[
N(Y) \leq (N(Y_1) + N(Y_2)) \cdot p(Y).
\]

It means the saturation of EPI is controlled by \( p(Y_2) \) when the noise \( Y_2 \) is small, i.e., \( R \) is large. In this case, \( C^*(P_Y, R) \approx \sqrt{1 - e^{-\frac{2}{\lambda} R}} \) if we let \( Y_2 \) close to Gaussian, i.e., \( p(Y_2) \approx 1 \). On the other hand, when \( \theta \to 0 \), EPI can also be saturated if we let \( Y_1 \) close to Gaussian.

In Fig. 7 we illustrate the numerical simulations of \( C(\cdot, \cdot) \). For general distributions beyond Gaussian and i.i.d. Cauchy, we approximate \( C(\cdot, \cdot) \) using kernel methods of deconvolution, see, e.g., [22], [23]. Our strategy of deconvolution in Fig. 7 is to let \( Y_2 = tY' \), where \( Y' \) is a copy of \( Y \) and \( t \in [0, 1] \). Gaussian mixture is an exception for this strategy because its spectrum would be not integrable. Instead we let \( Y_2 \) to be Gaussian for Gaussian mixture. We note this strategy is mostly not optimal and the optimal way to maximize the entropy power above is still an open question.

![Fig. 1. Plot of the numerical term C subject to the information constraint R evaluated with respect to different distributions for the one dimensional case.](image-url)
Corollary 1. Wasserstein distance is bounded by
\[ \frac{\lambda}{2} W_2^2(P_X, P_Y) \leq \mathbb{E}[V(Y)] - \mathbb{E}[V(X)] + n - nc(X) \mathbb{E}[h(Y) - h(X)]. \] (12)

Proof. This is immediate from Theorem 3 when \( R \to \infty \). \( \square \)

Remark 4. We note that (12) is equivalent to Bolley’s dimensional Talagrand inequality (7) and it is tighter than the classical Talagrand inequality (5). Notice under our assumptions, \( h(X) = \mathbb{E}[V(X)] \) and \( D(P_Y || P_X) = \mathbb{E}[V(Y)] - h(Y) \) because \( dP_X = e^{-V(x)} dx \). Clearly, by substituting these expressions to the last term of (12) we obtain (7). Since \( e^\alpha \geq 1 + \alpha \), (7) is, in general, tighter than the classical Talagrand inequality (5), i.e., R.H.S. of (7) \( \leq \) R.H.S. of (5). The equality holds if and only if \( h(Y) = h(X) \).

Remark 5 (On measure concentration). We notice that \( C \) is the only difference between (7) and (10), from Remark 4 Therefore, we can immediately get a result of measure concentration following [4, Corollary 2.4].

Here we state the result of measure concentration obtained from (10). Let \( d\mu = e^{-V} \), where \( V : \mathbb{R}^n \to \mathbb{R} \) is \( C^2 \) continuous, \( D^2 V \geq \lambda I_n \) with \( \lambda > 0 \). Let \( A \subset \mathbb{R}^n \), \( A_r := \{ x \in \mathbb{R}^n | \forall y \in A, \| x - y \| > r \} \) for \( r \geq 0 \) and \( c_A := \sqrt{2\lambda^{-1}(1/\mu(A))} \). Then for \( r \geq c_A \),
\[ \mu(A_r) \leq C^{-n} \cdot e^{-\frac{\sqrt{(r-c_A)^2}}{2}}. \] (13)

This inequality obtained from Sinkhorn distance is dimension dependent, compared to the dimension-free one in [4]. Notice that \( C \in [0, 1] \). Hence, the increment of dimension leads to a slower concentration, i.e., a looser bound in (13).

The next theorem is another Talagrand-type inequality. Compared to Theorem 3, the following theorem is a bound obtained using a term related to the saturation of \( P_X \) instead of the saturation of \( P_Y \) that was used in Theorem 3.

Theorem 4. Let \( X = \mathcal{Y} = \mathbb{R}^n \). Without loss of generality, let \( X \) be a zero-mean random vector with density \( e^{-V(x)} \), where \( V : \mathbb{R}^n \to \mathbb{R} \) is \( C^2 \) continuous, \( D^2 V \geq \lambda I_n \) with \( \lambda > 0 \), \( P_Y \ll P_X \). Then we have
\[ \frac{\lambda}{2} W_2^2(P_X, P_Y; R) \leq \mathbb{E}[V(Y)] - \mathbb{E}[V(X)] + n - nc(P_X, R)e^{\frac{1}{2}(h(Y) - h(X))} + \epsilon, \] (14)
where \( \epsilon \) is a term related to the linearity of \( V \).

Proof. See Appendix [3]

We make the following technical comments on Theorem 3.

Remark 6 (On Theorem 3). Similar to \( C(P_Y, R) \), \( C_x(P_X, R) \) is also related to the saturation of EPL, as shown in the proof. However, (14) is less natural than (10) because of the extra term \( \epsilon \). When \( \nabla V \) is nearly linear, \( \epsilon \) should be small. When \( \nabla V \) is far from linear, \( \epsilon \) is unknown.

Remark 7. When \( \nabla V \) is linear, \( \epsilon \) is zero and \( C_x(\cdot, R) = \sqrt{1 - e^{-\frac{\sqrt{R}}{2}}} \), as simply taking \( t = \sqrt{1 - e^{-\frac{\sqrt{R}}{2}}} \) in the proof.

In such case, (14) recovers (8) by taking \( X \) as a standard Gaussian, i.e., \( V(x) = \| x \|^2/2 + k \), where \( k \) is a normalization factor. Substitute \( V \) and times 2 on both sides of (14), we have
\[ \frac{\lambda}{2} W_2^2(P_X, P_Y; R) \leq \mathbb{E}[\| Y \|^2] - \mathbb{E}[\| X \|^2] + 2n - 2n \sqrt{1 - e^{-\frac{\sqrt{R}}{2}}} e^{\frac{1}{2}(h(Y) - h(X))} \]
\[ = \mathbb{E}[\| Y \|^2] + n - 2n \sqrt{\frac{1}{2\pi e}(1 - e^{-\frac{\sqrt{R}}{2}})} e^{\frac{1}{2} h(Y)}. \] (15)

VI. SIMULATION AND DISCUSSION

We simulate a relatively tight situation for bound (10) in Fig. 2 using (27). The bound can be loose in some scenarios, e.g., the term \( C \) is not optimal, or \( P_Y \) is not absolutely continuous to \( P_X \), which is, for instance, a reason of mode collapse in GAN training [8]. From Remark 5 it can be also seen that the information constraint causes more smoothing on higher dimension for the original Wasserstein distance. We know that, in machine learning, samples are usually embedded in a low dimension manifold with the disturbance of a high dimension noise. The dimensionality provides a wider boundary for decision for small disturbance on high dimension and may be one of the explanation that Sinkhorn distance outperform other metrics in [10].

**Appendix A**

**Proof of Theorem 2**

For a \( C^2 \) continuous function \( V : \mathbb{R}^n \to \mathbb{R} \), \( D^2 V \geq \lambda I_n \), by Taylor formula [4, Lemma 2.5], there exists a \( t \in [0, 1] \) satisfying
\[ V(y) - V(x) = \nabla V(x) \cdot (y - x) + (y - x) \cdot D^2 V(tx + (1 - t)y)(y - x)/2 \geq \nabla V(x) \cdot (y - x) + \frac{\lambda}{2} \| y - x \|^2. \] (16)

Hence we can bound the second order cost by
\[ \frac{\lambda}{2} \int_{X \times Y} \| y - x \|^2 \ dP \]
\[ \leq \int_{X \times Y} (V(y) - V(x) - \nabla V(x) \cdot (y - x)) dP. \] (17)

Because entropic OT is a minimization problem, we can take any case in \( \Pi(P_X, P_Y; R) \) to bound \( W_2(P_X, P_Y; R) \). We take...
a linear combination \( Y = Y_1 + Y_2 \), where \( Y_1 \) and \( Y_2 \) are independent, \( h(Y) - h(Y_2) \leq R \) and \( \mathbb{E}[Y_2] = 0 \). Assume there is a Brenier map between \( Y_1 \) and \( X \), i.e., \( Y_1 = \nabla \varphi(X) \), which always exists, according to Theorem 5 (see Appendix C). Then, we can see this special case is in \( \Pi(P_X, P_Y, R) \), namely,

\[
I_P(X; Y) = h(Y) - h(Y|X) = h(Y) - h(Y_1 + Y_2|X) = h(Y) - h(Y_2) \leq R.
\]

Let \( d\mu = e^{-V} \), where \( V : \mathbb{R}^n \to \mathbb{R} \) is \( C^2 \) continuous, \( D^2V \geq \lambda I_n \). In order to bound Sinkhorn distance, we just need to bound \( \int_{X \times Y} \nabla V (x) \cdot (y - x) \, dP \), according to (17). This term can be bounded as follows,

\[
\begin{align*}
\int_{X \times Y} \nabla V (x) \cdot (y - x) \, dP &= \int \nabla V (x) \cdot (\nabla \varphi (x) + y - x) \, dP_Y \, dP_X \\
&= \int \nabla V (x) \cdot (\nabla \varphi (x) - x) \, dP_X \\
&= \int \nabla V (x) \cdot (\nabla \varphi (x) - x) \, \frac{dP_X}{d\mu} \, d\mu \\
&\geq \int \Delta \varphi (x) f \, d\mu - n + \int \nabla \varphi (x) - x \cdot \nabla f \, d\mu \\
&\geq n e^\frac{1}{2} (h(Y_1) - h(X)) - n - W_2 (P_X, P_Y \cdot \sqrt{I(P_X|\mu)}),
\end{align*}
\]

where we take the Radon-Nikodym derivative \( f = \frac{dP_X}{d\mu} \) in (18) and apply Lemma [1] in Appendix C. This completes the derivation.

**APPENDIX B**

**PROOF OF THEOREM 3**

Let \( X' \) be a copy of \( X \). \( X \) can be written as a linear combination \( X = tX' + X_2 \), where \( X_2 \) is zero-mean and independent with \( X' \), \( h(X) - h(X_2) \leq R \), \( t \in [0, 1] \). Assume there exists a Brenier map \( Y = \nabla \varphi(X') \). Similar to the proof of Theorem 3 this case is also in \( \Pi(P_X, P_Y, R) \). Then we have

\[
\begin{align*}
\int_{X \times Y} \nabla V (x) \cdot (y - x) \, dP &= \int \nabla V (tx' + x_2) \cdot \nabla \varphi(x') \, dP_X \cdot dP_X - n \\
&= \int (\nabla V (tx' + x_2) - t \cdot \nabla V (x')) \cdot \nabla \varphi(x') \, dP_X \cdot dP_X + t \int \nabla V (x') \cdot \nabla \varphi(x') \, dP_X - n \\
&= \int (\nabla V (tx' + x_2) - t \cdot \nabla V (x')) \cdot \nabla \varphi(x') \, dP_X \cdot dP_X + t \int \Delta \varphi dP_X - n \\
&\geq t \cdot n e^\frac{1}{2} (h(Y) - h(X)) - n - n,
\end{align*}
\]

where we use Lemma 2 of Appendix C in (19) and (20). In (21), we let \( \epsilon = -\int (\nabla V (tx' + x_2) - t \cdot \nabla V (x')) \cdot \nabla \varphi(x') \, dP_X \cdot dP_X \) and apply (25). After changing the order of integral, we can see that \( \int \nabla V (tx' + x_2) \, dP_X \) is a smoothed version of \( \nabla V (tx') \). When \( V \) is a linear function perturbed by a zero mean noise, i.e., \( \nabla V (tx) = t \cdot \nabla V (x) + W \), the integral of \( x_2 \) is cancelled out and \( \epsilon = 0 \). Take \( C_x (P_X, R) = t \), then we finish the proof.

**APPENDIX C**

**USEFUL THEOREM AND LEMMNAS**

**Theorem 5 (Brenier).** [19] Theorem 2.12 Let \( P_X \in \mathcal{P}(X), P_Y \in \mathcal{P}(Y) \) with \( X \subset \mathbb{R}^n, Y \subset \mathbb{R}^n \) and assume that \( dP_X, dP_Y \) both have finite second moments. Then, for Kantorovich problem with cost \( c(x, y) = \frac{1}{2} ||x - y||^2 \), \( \exists ! \phi : X \to \mathbb{R} \) gives the optimal coupling

\[
P^* = (I \times \nabla \varphi) \# P_X,
\]

where \( \varphi \) is convex.

**Lemma 1.** [19] Theorem 9.17 Let \( d\mu = e^{-V} \). Let \( f = \frac{dP_X}{d\mu} \) being a Radon-Nikodym derivative between two measures \( P_X \) and \( \mu \). Let \( \nabla \varphi \) be a Brenier map as in Theorem 5. We have

\[
\int \nabla V (x) \cdot (\nabla \varphi (x) - x) \, f (x) \, d\mu (x)
\]

\[
\geq \int (\Delta \varphi - n) f + (\nabla \varphi - x) \cdot \nabla f \, d\mu,
\]

where \( \nabla \varphi (x) - x \) is called displacement. For the first term of (22), because \( \varphi \) is convex, from (26) Lemma 2.6, we have

\[
\int \Delta \varphi \, dP_X + n \geq \frac{1}{2} (h(\nabla \varphi (X)) - h(X)).
\]

Moreover, the last term of (22) can be bounded using Cauchy–Schwarz inequality as follows,

\[
\int (\nabla \varphi - x) \cdot \nabla f \, d\mu \geq - \left[ \int ||\nabla \varphi - x||^2 f \, d\mu \right]^{1/2} \left[ \int \frac{||\nabla f||^2}{f} \, d\mu \right]^{1/2}
\]

\[
= - W_2 (P_X, \nabla \varphi \# P_X) \cdot \sqrt{I(P_X|\mu)}.
\]

**Lemma 2.** [4] Fact 7] For any \( \nabla \varphi \in L^1 (X) \cap L^2 (X) \) on a Polish space \((X, \mu)\) and \( d\mu = e^{-V} \), we have

\[
\int \Delta \varphi \, d\mu = \int \nabla \varphi \cdot \nabla V \, d\mu.
\]
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