Abstract: Dimensional quality is still a major concern in additive manufacturing (AM) processes and its improvement is key to closing the gap between prototype manufacturing and industrialized production. Mass production requires the full working space of the machine to be used, although this arrangement could lead to location-related differences in part quality. The present work proposes the application of a multi-state machine performance perspective to reduce the achievable tolerance intervals of features of linear size in material extrusion (MEX) processes. Considering a specific dimensional parameter, the dispersion and location of the distribution of measured values between different states are analyzed to determine whether the production should be treated as single-state or multi-state. A design for additive manufacturing strategy then applies global or local size compensations to modify the 3D design file and reduce deviations between manufactured values and theoretical values. The variation in the achievable tolerance range before and after the optimization of design is evaluated by establishing a target machine performance index. This strategy has been applied to an external MEX-manufactured cylindrical surface in a case study. The results show that the multi-state perspective provides a better understanding of the sources of quality variability and allows for a significant reduction in the achievable tolerance interval. The proposed strategy could help to accelerate the industrial adoption of AM process by reducing differences in quality with respect to conventional processes.
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1. Introduction

In additive manufacturing (AM), a three-dimensional geometry is decomposed in bi-dimensional shapes and used to create solid parts that are built layer upon layer [1]. This basic workflow is common to different manufacturing processes, like material jetting (MJT), material extrusion (MEX), and powder bed fusion (PBF) [2]. The application of AM has evolved from prototypes to small-batches, but the objective of reaching mass production capabilities would require filling the gap between AM specification standards and the industrial needs [3]. In fact, the achievable quality is still affecting the adoption rate of AM in the consumer market [4].

Tolerance intervals (TI) are expected to be larger in AM than in traditional manufacturing processes [3], and this lack of quality has been usually addressed by adding post-processing steps [6]. Production planning in AM will require trustable information about the expected TI and the fulfillment of tolerance specifications to decide which machine or technology will be used beforehand [7].

Those works investigating dimensional quality in the AM process are frequently focused on providing a quantification of dimensional quality [8–12], analyzing the influence of different factors upon dimensional accuracy [13–17], or proposing strategies to improve...
dimensional quality [18–21]. Boschetto [13] modelled the dimensional deviation of parts manufactured in MEX machines as a function of the deposition angle and layer thickness. The model was verified for different materials and angles before being applied to a multi-feature case study. Huang [18] used the deviations between the manufactured surface and the target one to compensate shrinkage in a stereolithography process. Lieneke [14] used cuboids to analyze the achievable tolerances in a MEX machine, considering orientations along X, Y and Z axes. Parts were manufactured in several positions, but the results were averaged and the possible influence of position upon results was not considered. Measured dimensions were found to be dependent on orientation and nominal size, and the authors provided an estimation of the correspondent TI amplitude and location.

Minetola proposed a reference multi-feature part that was used to evaluate the dimensional accuracy of AM systems [8]. This researcher has also used the proposed test specimen to perform benchmarking comparisons between different MEX machines [8,9] and between different AM processes [12]. In these works, the deviation of each measured feature from its nominal size was divided by the tolerance factor $i$ that corresponds to a range of basic sizes according to ISO 286-1:1988 [22]. The results were later used to determine the maximum dimensional error expected for a specific feature size range, fitting it into a particular TI. Yap [15] proposed a series of benchmark artifacts to investigate process capability and applied them to MJT. They analyzed the influence of process parameters upon dimensional quality, seeking for an optimal process configuration. Goguelin [10] used a test artifact derived from the one proposed by NIST [23] to evaluate the capabilities of a MEX equipment as part of their effort to develop a smart manufacturability assistant. Leirmo [17] proposed a test artifact and an experimental strategy to evaluate dimensional and geometrical quality in PBF. This work paid attention to the differences in dimensional quality related to position and orientation of the part within the working space, but also to the variation related to consecutively manufactured trays. Their conclusions pointed to a negligible variation of measurements between builds, whereas a clear influence of the $x$-$y$ position upon part dimensions was observed.

Benchmarking artefacts frequently use a multi-feature approach to provide a global perspective of the achievable quality in terms of machine or process comparison. Nevertheless, it is difficult for a designer to anticipate the achievable tolerance for a particular feature or dimension based on benchmarking results, especially due to the variability related to process configuration, and to part location and orientation. Moreover, there are also cases where the quality indicators are not relevant from an industrial point of view [24,25]. Consequently, designers still lack clear and trustable guidance regarding which would be the achievable TI for a particular geometry to be manufactured in a particular AM machine under certain processing conditions [12].

Quality assessment in medium-to-large batches has been addressed in industrial practice by means of machine performance, process performance, and process capability analysis. These types of analyses can be conducted under the guidance of the ISO 22514 series. According to ISO 22514-1 [26], the purpose of a process is to “manufacture a product which satisfies a set of preset specifications”. Specifications can be defined for different characteristics of a product but, regarding performance or capability analysis, each characteristic must be considered independently. The analysis of machine performance or process capability has been applied to conventional processes like milling [27–29], turning [30], moulding [31] or welding [29].

Regarding AM processes, few works have applied the performance/capability approach to evaluate the quality of parts. Nevertheless, in recent years, several attempts to apply this type of analysis have been published. Singh [32] investigated process capability in a MJT machine for different dimensional features corresponding to a single part, although the number of replicates in this analysis (16) was too low under the accepted conventions. Preißler [33] conducted an attempt to perform a capability analysis for a MEX multi-feature specimen, but the experimental design was conducted with 25 replicates. This sample size was insufficient for a process capability study and even below the minimum
of 30 replicas recommended for a machine performance analysis [34]. No information was provided regarding the manufacturing sequence and the number of parts per tray. Günay [35] conducted a capability analysis of MEX manufactured dog-bone test specimens. The significance of different process parameters upon quality was firstly analyzed. Thirty units were manufactured following a one part-per-tray sequence after determining the optimal configuration. A five-zones [36] capability categorization (from “Inadequate” to “Super”) was applied, considering the process capable for values of $C_p$ and $C_{pk}$ above 1.00. This condition led to consider the process capable to achieve an IT10 for the length and the height of the test specimen, although the quality worsened to IT11 for the width of the specimen. Siraj [37] also used a dog-bone test specimen to evaluate process capability in a low-cost MEX machine. Their results showed that the process was not in control, with an evident bias between measured sizes and target ones. Despite the fact that the specified tolerances were very large (1 mm and 2 mm ranges), the equipment was found to be not capable. Udriou [38] conducted a machine and process capability analysis for Material Jetting (MJT) manufactured cylinders. Control charts were used to evaluate if the process was in control before calculating capability indexes. This work established a ±0.1 mm TI to evaluate machine capability and a batch size of 50 units was manufactured simultaneously in a single tray. Measured values of the diameters followed a normal distribution and, comparing the result of the capability index with the capability target index (1.67), the machine was found to be capable of achieving the expected requirements for the diameter feature. Process capability was also evaluated using three trays (50 units each) and the process was also found to be capable. Zongo [39] conducted a process capability analysis of tooling components manufactured in a laser power bed fusion (PBF) machine. This work considered the possible correlation between the position of the part in the chamber and the measured profile deviations. Although local differences were observed, they followed different patterns for consecutive trays, and capability analysis was conducted considering all manufactured parts from three different trays as a single batch.

Despite the experimental effort, machine performance or process capability studies still have to address some relevant circumstances. First, depending on the size of the part, the batch size and the available workspace, several parts could be manufactured within the same tray. This leads to the dilemma of considering AM processes as single-state [40,41] or multi-state processes [40]. Nevertheless, this possibility has not been previously considered in the available literature, where parts have been manufactured under a “single state” assumption [32,38] or under a one part-per-tray strategy [35]. Second, machine performance studies should be based on uninterrupted runs under normal operating conditions, which is a demanding condition in AM, where processes have frequently very slow cycle times, raw materials are provided in small volumes, and unavoidable critical operations (like warm-up or tray levelling) could violate repeatability conditions. Third, once the optimal process configuration has been employed in a performance analysis, there are limited possibilities of improving the results by means of a modification of such configuration.

Taking these circumstances into account, the present work proposes the application of a multi-state machine performance perspective to reduce the achievable tolerance intervals of features of linear size in material extrusion (MEX) processes. The main steps of the proposed quality improvement methodology (Figure 1) are:

- Statistical methods are used to analyse the dispersion and the location of the distribution of measured values between different states, to determine whether the production of a given geometrical feature should be treated as single-state or multi-state.
- The results are used to determine the type of compensation that should be applied by means of a design for additive manufacturing strategy.
- The 3D design files are modified to reduce deviations between manufactured values and theoretical values.
- The variation in the achievable tolerance range, before and after the optimization of design, is evaluated by establishing a target machine performance index.
The method proposed in this work is encompassed in the “design optimization” stage of the optimization framework described in [42]. More specifically, it could be applied as a previous step to a process capability analysis and serve as a guide for adjusting production to minimize the effect of machine-related inaccuracies. The objective of the proposed method is to reduce the achievable tolerance intervals in AM processes to make them a viable alternative to conventional processes. A feature of linear size (FoLS) [43] consisting of the external surface of a hollow right circular cylinder, manufactured in a MEX machine was selected as a case study.

The paper is organized as follows: Section 2 describes the proposed method and the experimental plan. The results of the case study are provided in Section 3 and are discussed in Section 4. Finally, the conclusions of this work are summarized in Section 5.

2. Materials and Methods

2.1. Machine Performance Studies

Machine performance studies are short-term analyses, typically, used to detect and evaluate the influence of the machine on the manufacturing process without including other possible influences related to the operator, the processing conditions, the material, or the environment. The term “machine performance” is used instead of “machine capability” in accordance with ISO 22514-3 [34] because this type of analysis does not require the product characteristic to be in control. The main objectives of a performance study are to identify the probability distribution of a product characteristic, to estimate the corresponding distribution parameters, and to determine if the results are acceptable according to a quality specification. The specification for a dimensional characteristic is defined by means of an upper specification limit (U) and a lower specification limit (L), corresponding to the lowest acceptable value. Accordingly, the TI is the range between U and L, whereas the target value (T) is the preferred or reference value for the characteristic. In a machine performance study, a series of parts are manufactured and measured. Each characteristic (X) is considered independently at a time, and the measured values for every i part (Xi) are used to determine the distribution model that better fits the results of the product characteristic. Once the statistical distribution has been determined, a reference interval is chosen for the expected result’s characteristic, following the common industrial convention of having a $99.73\%$ of the measures within limits [41]. This interval corresponds to a to a $±3σ$ range for a normal distribution of
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**Figure 1.** Basic steps of the proposed quality improvement methodology.
values, with mean $\mu$ ($X_{50\%}$) and standard deviation $\sigma$. Such range would be bounded by the 99.865% distribution quantile ($X_{99.865\%}$) and the 0.135% distribution quantile ($X_{0.135\%}$), that is: between $\mu - 3\sigma$ and $\mu + 3\sigma$. The machine performance index ($P_m$) evaluates the ratio between the TI and the reference interval (Equation (1)).

$$P_m = \frac{U - L}{X_{99.865\%} - X_{0.135\%}}$$  \hspace{1cm} (1)$$

Nevertheless, $P_m$ does not take into account if the process is centred or not, since it only compares the width of the intervals. Accordingly, $P_m$ provides an estimation of the maximum theoretical performance that would be obtained if the mean value for the product characteristic matches perfectly the target value. Consequently, this index is sometimes referred to as the “potential” performance index. Situations where the mean value of the obtained distribution model and the target value are significantly different can be better described through the upper ($P_{mkU}$) (Equation (2)) and the lower ($P_{mkL}$) (Equation (3)) machine performance indexes.

$$P_{mkU} = \frac{U - X_{50\%}}{X_{99.865\%} - X_{50\%}}$$  \hspace{1cm} (2)$$

$$P_{mkL} = \frac{X_{50\%} - L}{X_{50\%} - X_{0.135\%}}$$  \hspace{1cm} (3)$$

Once both indexes have been obtained, the critical (minimum) machine performance index ($P_{mk}$) can be calculated as the minimum of $P_{mkU}$ and $P_{mkL}$.

Although this is the usual approach regarding the application of capability studies in AM processes, there are some circumstances to be considered. Firstly, in mass production, several identical parts would be manufactured in the same tray depending on the size of the part, on the batch size, and on the working volume of the machine. If the position of each part within the manufacturing tray has an influence upon the measured values of the characteristic, this could suppose a violation of the repeatability conditions. This circumstance is related in [34] as a possibility in multiple fixture set-up, multiple-cavity, or multi-stream processes. In those cases, the reference standard to be applied would be the ISO 22514-8 [40]. This standard defines a process state as a “specific configuration of the full set of intrinsic factors”, while an intrinsic factor would be an “internal condition to the production process” which has “different aspects”.

Although in AM there are no fixtures or “cavities” involved, they have certain similarities with multi-state processes, since the location of the part within the tray can be considered as an intrinsic factor and each possible location can be assimilated to a process state. Nevertheless, this approach would be highly dependent on the specific characteristics of a production run: if each possible location is considered a process state and the location of the part within the tray could be modified by the operator, the number of process states would not be established a priori but would be dependent on production decisions (like batch volume or nesting). The ISO 22514-8 [40] addresses a multi-state process by splitting it into a set of individual states, and then comparing the dispersions and locations of the results between states. This approach is conducted using a minimum of 30 samples ($N$) that are obtained from $n$ samples and $j$ states ($N = j \cdot n$), being 3 the minimum number of samples accepted for this procedure [40]. Once the parts have been manufactured, an outlier analysis should be conducted to detect and process abnormal results (excluding them from the study or trying to find the cause). Then the procedure compares the width of the local intrinsic dispersions between the different states ($D_{ij}$). If the widths can be considered equal to a pooled or combined variance, then the process would be uni-modal, meaning that results for each state follow the same distribution model. If they are not equal, then the process would be multi-modal, and the practitioner could identify and correct the causes of variation or assume that this result is inherent to the process. Finally, the procedure compares the locations of the local intrinsic dispersions, estimating $X_{50\%}$ by its mean ($\bar{X}$).
when it is expected that the distribution is close to symmetrical. In the case of the widths of the local intrinsic dispersions being identical, the locations would be cross-compared and, if they are found to be identical the difference is considered equal to zero ($\Delta m = 0$). If this is not the case, the results of the extreme states should be integrated according to Table 1 in [40] to obtain different estimations of the performance indexes. Accordingly, a machine performance study shall only be conducted under [34] if the process has been found to be uni-modal with a zero $\Delta m$. In this situation, the process is assimilated to a single-state.

2.2. Achievable Tolerance Interval

The calculation of machine performance indexes implies that a TI was established during the design stage. Using their experience and the product requirements, designers should be capable of defining the required TI that will make a particular characteristic acceptable. In the case of AM processes, as it was discussed in Section 1, there is a lack of technical knowledge regarding what would be the proper quality specification for a particular problem. In this work, we propose using the machine performance analysis to obtain an estimation of the TI that could be achieved for a given characteristic. This estimation of the achievable tolerance interval ($\hat{TI}$) is obtained by setting a target value for the performance indexes ($P_m$ and $P_{mk}$) and then calculating the minimum $\hat{TI}$ that will assess such performance level.

When at least 125 samples are available, 1.33 is the acceptable target for the estimated capability or performance indexes since, given the correspondent confidence intervals, it assesses that the real values of the indexes would lie between 1.08 and 1.58 with a 99.73% probability. Nevertheless, when machine performance studies are conducted with smaller sample sizes, the target must be increased to compensate the reduction on the reliability associated to larger confidence intervals [41]. The performance and capability indexes depend on the standard deviation of the statistical distribution model, and its variation can be described by a $\chi^2$ distribution [41]. Accordingly, for small sample sizes, the $\chi^2$ distribution can be used to calculate the confidence intervals for the performance index estimation and the target value shall be increased in accordance with [41]. In the case of 50 samples or more, the adequate target value for performance indexes shall be 1.67 [38,41], and the potential $\hat{TI}$ shall be calculated as in Equation (4).

$$\hat{TI} = 1.67 \cdot (X_{99.865\%} - X_{0.135\%})$$ (4)

This calculation shall be adapted to the alternative formulations of the performance indexes described in Section 2.1 and discussed in ISO 22514-3 [34] and ISO 22514-8 [40].

2.3. DfAM Compensation Strategy

Machine performance is a powerful tool that can be used to improve the achievable quality of a product characteristic. Once the distribution model or the local intrinsic dispersion indicators (widths and locations) have been obtained, the designer has a valuable information that can be used to enhance the results. Although the optimization of the process is frequently achieved through a modification of its configuration, we propose that the retrieved information shall be used in a compensation procedure to modify the description of the design contained in the CAD file according to the procedure in Figure 2.
Figure 2. Flowchart of the proposed DfAM compensation strategy considering \( j \) possible states.

The optimization of the CAD file is achieved through the modification of the dimensional parameter used for defining the studied characteristic, to compensate the expected deviation between the results and the target. This compensation will be different depending on the findings of the machine performance analysis. If the process is found to be uni-modal and the difference between locations of the intrinsic dispersions is zero, then the deviation between \( X_{50\%} \) and the reference or target \( T \) (usually coincident with the original design size \( X_{D0} \)) will be used to calculate an optimized design size \( (X_{D1}) \) according to Equation (5).

\[
X_{D1} = X_{D0} \cdot \left( 1 + \frac{1}{C} \cdot \left( 1 - \frac{X_{50\%}}{X_{D0}} \right) \right) \quad (5)
\]

being \( C \) a sensibility coefficient included to model possible non-proportionalities between the changes introduced in the design file and the changes in the results.

Similarly, when the process is multi-modal but the differences of locations between the intrinsic dispersions is zero, then the deviation between \( \bar{X} \) and \( T \) shall be used to calculate an optimized design size \( (X_{D1}) \) according to Equation (6).

\[
X_{D1} = X_{D0} \cdot \left( 1 + \frac{1}{C} \cdot \left( 1 - \frac{\bar{X}}{X_{D0}} \right) \right) \quad (6)
\]

Finally, if the process presents significant differences between the locations of the intrinsic dispersions, the DfAM proposes the application of individual compensations...
for each process state \((j)\). In this case, Equation (7) would be applied to calculate each optimized size.

\[
X_{D1j} = X_{D0j} \left(1 + \frac{1}{C_j} \left(1 - \frac{X_J}{X_{D0}}\right)\right)
\]  

(7)

Accordingly, if this is the case, the parts in the tray would no longer be replicates of the same common design file, but a series of different designs tailored for each state to compensate expected deviations between results and target values.

Initially, no information would be available regarding the value of the sensibility coefficient and the practitioner should manufacture a series of parts neglecting its effect \((C = 1)\). Once a new set of parts have been manufactured and measured, an estimation of \(C\) can be calculated as the ratio between the variation between parts manufactured under both original and optimized designs (output) and the variation of the size used in these designs (input). In the case of significant differences between the locations of the intrinsic dispersions, the sensibility coefficients can be different for each state \((C_j)\), and they shall be calculated according to Equation (8).

\[
C_j = \frac{X_{J0} - X_{J1}}{X_{D0} - X_{D1j}}
\]  

(8)

2.4. Experimental Procedure: Case Study

A case study was conducted to exemplify the proposed compensation strategy. A feature of linear size (FoLS) \([43]\) consisting of the external surface of a hollow right circular cylinder, with a target diameter of 40 mm. The part was designed in a parametric CAD software, considering a 30 mm internal diameter and a 40 mm part height. Test specimens were manufactured in a BCN3D SIGMA material extrusion equipment. This machine uses removable borosilicate glass trays with a 297 mm \(\times\) 210 mm area. A polylactic acid (PLA) was selected as the model material. This material was preferred in this case study to other thermoplastics like ABS or PA because of its lower health risk, given that the equipment has an open workspace and no particle filters. The configuration parameters used in this study are provided in Table 1.

| Parameter             | Configuration                           |
|-----------------------|-----------------------------------------|
| Material              | Ultimaker Though PLA Black (NFC)        |
| Filament diameter     | 2.85 mm                                 |
| Print head temperature| 225 °C                                  |
| Print bead temperature| 65 °C                                   |
| Deposition speed       | 50 mm/s                                 |
| Nozzle diameter       | 0.4 mm                                  |
| Layer thickness       | 0.200 mm                                |
| Wall thickness         | 1.2 mm                                  |
| Top/Bottom thickness  | 1 mm                                    |
| Infill pattern        | Grid                                    |
| Infill density        | 25%                                     |

The layer thickness was selected after Günay \([35]\), whereas the 25\% infill is a frequently used value \([44–46]\). Deposition speed and print temperatures have been adapted after the recommendations of the Ultimaker and the actual performance of the BCN3D. This process configuration delivered a stable operation through all the tests. Following the requirements of the machine performance analysis, this configuration was not modified in any way during the manufacturing operations reflected in the present work. The parts were orientated with the cylinder axis parallel to the \(Z\) coordinate of the cartesian reference system to avoid the use of support structures and prevent the increase of the volumetric error associated to slight deviations from the vertical \([47]\). Part location within the tray
was considered as a possible intrinsic factor that should to be analyzed under a multi-state perspective. Since an undetermined number of possible locations could be defined for the test part, it was decided that the machine performance would consider thirteen possible states \( (j = 13) \), arranged according to Figure 3. The cartesian reference system used for part placement - according to the definition in ISO/ASTM 52921:2013 [48] with the origin in the geometrical center of the tray.

![Figure 3. Distribution of parts according to the selected thirteen states in the manufacturing tray.](image)

The experimental procedure was divided in four steps. First, \( \hat{T}I_0 \) was calculated under a multi-state perspective, considering four samples \( (n = 4) \) per state and a total 52 samples \( (N = 52) \). Each sample was obtained from a different tray. Second, \( \hat{T}I_0 \) was directly calculated under the single-state perspective to illustrate the differences between both approaches using the same parts \( (52) \). Third, two additional trays, with 13 parts each, were manufactured to calculate the \( C_j \) and the design was optimized following the procedure in Figure 2. Fourth, an optimized set of 52 parts was manufactured and the resultant \( \hat{T}I_2 \) was finally calculated.

All the parts manufactured in this work were verified in a DEA Global Image 09-15-08 Coordinate Measurement Machine (CMM), calibrated according to ISO 10360-2:2009 [49]. The maximum permissible error of length measurement \( (E_{0,MPE}) \) was (Equation (9)):

\[
E_{0,MPE}(\mu m) = 2.2 + 0.003 \cdot L \quad (L \text{ in mm})
\]  

while the maximum permissible limit of the repeatability range \( (R_{0,MPL}) \) was 2.2 µm.

The roundness profile verification strategy was defined following the methodology proposed in [50]: the relevant frequential components of geometrical deviations were calculated by means of the fast Fourier transform and the Nyquist criterion was used to determine the optimal scanning density for a reliable characterization of part geometry. As a result, nine cross-sections were digitized 4 mm apart from each other, whereas 18 points (one every 20°) were registered for each cross-section. Each part was measured thrice and the average result of those three measured was thereafter employed. Metrological operations were conducted using the PC-DMIS metrology software and the temperature in the
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**Figure 3.** Distribution of parts according to the selected thirteen states in the manufacturing tray.
laboratory was maintained within a range of 20 ± 2 °C. After each tray was manufactured, parts were carried to the metrology laboratory and left there for at least six hours to allow the temperature of the parts to equate with the room temperature. Statistical analysis was performed using Minitab®, whereas Solid Edge® was used for CAD design.

3. Results

Test specimens were manufactured and verified (Figure 4) according to the experimental planning.

![Manufacturing of a tray in the BCN3D SIGMA equipment.](image)

No special circumstances that could compromise the conditions of this study were registered. The measured values of the diameters $X_{M_{ij}}$ corresponding to the four initial trays are provided in Table 2.

### Table 2. Four initial trays: measured values and calculated parameters (in mm).

| State ($j$) | $X$  | $Y$  | Tray 1 $X_{M_{i0}}$ | Tray 2 $X_{M_{i0}}$ | Tray 3 $X_{M_{i0}}$ | Tray 4 $X_{M_{i0}}$ | Mean $X_{M_{i0}}$ | StDev $\sigma_{ij}$ | Range  |
|------------|------|------|---------------------|---------------------|---------------------|---------------------|-------------------|-----------------|--------|
| S1         | 0.00 | 0.00 | 40.141              | 40.134              | 40.152              | 40.165              | 40.148            | 0.0135          | 0.031  |
| S2         | $-67.50$ | 67.50 | 40.174              | 40.171              | 40.177              | 40.184              | 40.177            | 0.0056          | 0.013  |
| S3         | 0.00  | 67.50 | 40.149              | 40.140              | 40.146              | 40.148              | 40.146            | 0.004           | 0.009  |
| S4         | 67.50 | 67.50 | 40.122              | 40.105              | 40.125              | 40.139              | 40.123            | 0.0141          | 0.034  |
| S5         | $-33.75$ | 33.75 | 40.161              | 40.156              | 40.169              | 40.178              | 40.166            | 0.0098          | 0.022  |
| S6         | 33.75 | 33.75 | 40.147              | 40.142              | 40.147              | 40.155              | 40.148            | 0.0052          | 0.013  |
| S7         | $-67.50$ | 0.00  | 40.152              | 40.154              | 40.167              | 40.178              | 40.163            | 0.0121          | 0.026  |
| S8         | 67.50 | 0.00  | 40.112              | 40.107              | 40.116              | 40.124              | 40.115            | 0.0073          | 0.017  |
| S9         | $-33.75$ | $-33.75$ | 40.172              | 40.166              | 40.172              | 40.185              | 40.174            | 0.0081          | 0.019  |
| S10        | 33.75 | $-33.75$ | 40.147              | 40.136              | 40.140              | 40.153              | 40.144            | 0.0074          | 0.017  |
| S11        | $-67.50$ | 67.50 | 40.188              | 40.192              | 40.203              | 40.213              | 40.199            | 0.0111          | 0.025  |
| S12        | 0.00  | $-67.50$ | 40.217              | 40.185              | 40.211              | 40.227              | 40.21             | 0.0178          | 0.042  |
| S13        | 67.50 | $-67.50$ | 40.223              | 40.205              | 40.221              | 40.239              | 40.222            | 0.0141          | 0.034  |

- Mean: 40.162 40.153 40.165 40.176
- StDev: 0.0328 0.0304 0.0321 0.0342
- Range: 0.111 0.100 0.105 0.115
3.1. Calculation of $\hat{T}_{I0}$ under the Multi-State Perspective

As it was mentioned in Section 2, thirteen states were considered in the multi-state perspective, and four samples were manufactured for each state. First, the Grubb’s test was performed to assure that no outlier was present at the 0.5% level of significance. Following the recommendation of [40] for the case of dimensional characteristics, it was assumed that the values follow a normal distribution. The Bartlett’s test was then performed to check the hypothesis of homogeneity between states (Figure 5a) and a 0.510 $p$-value was obtained. This result indicated that the null hypothesis cannot be rejected, and it was therefore accepted that the widths of the local intrinsic dispersions can be treated as identical.

![Boxplot for different states](image)

**Figure 5.** Comparison between states: (a) Results of the Bartlett’s test, including the Bonferroni confidence intervals; (b) Boxplot for different states.

Assuming equal variances, the Fisher’s method was applied to cross-compare the locations of local intrinsic dispersions and determine if they could be considered identical. Thirteen states taken two at a time generated 78 possible combinations. The results of the Fisher’s test showed that 61 of those comparisons provided a $p$-value lower than the $\alpha$-level (0.05), which implied that the null hypothesis shall be rejected, and the locations of the intrinsic intervals were significantly different for those combinations. The remaining 17 comparisons conversely, provided $p$-values higher than the $\alpha$-level, which means that the locations can be considered equal for those pairs of states involved. Table 3 reflects exclusively the results for those pairs of states whose locations were considered to be equal.

| Difference of Levels | Difference of Means | SE of Difference | 95% Confidence Interval | $T$-Value | Adjusted $p$-Value |
|----------------------|---------------------|-----------------|------------------------|-----------|-------------------|
| S3—S1                | $-0.00225$          | 0.00762         | $(-0.01766; 0.01316)$ | $-0.30$   | 0.769             |
| S6—S1                | $-0.00225$          | 0.00762         | $(-0.01566; 0.01516)$ | $-0.03$   | 0.974             |
| S7—S1                | $-0.01475$          | 0.00762         | $(-0.00066; 0.03016)$ | 1.94      | 0.060             |
| S10—S1               | $-0.00400$          | 0.00762         | $(-0.01941; 0.01141)$ | $-0.53$   | 0.603             |
| S5—S2                | $-0.01050$          | 0.00762         | $(-0.02591; 0.00491)$ | $-1.38$   | 0.176             |
| S7—S2                | $-0.01375$          | 0.00762         | $(-0.02916; 0.00166)$ | $-1.3$    | 0.079             |
| S9—S2                | $-0.00275$          | 0.00762         | $(-0.01816; 0.01266)$ | $-0.36$   | 0.720             |
| S6—S3                | $-0.00200$          | 0.00762         | $(-0.01341; 0.01741)$ | 0.26      | 0.794             |
Table 3. Cont.

| Difference of Levels | Difference of Means | SE of Difference | 95% Confidence Interval | T-Value | Adjusted p-Value |
|----------------------|---------------------|------------------|------------------------|---------|-----------------|
| S10—S3              | −0.00175            | 0.00762          | (−0.01716; 0.01366)    | −0.23   | 0.820           |
| S8—S4               | −0.00800            | 0.00762          | (−0.02341; 0.00741)    | −1.05   | 0.300           |
| S7—S5               | −0.00325            | 0.00762          | (−0.01866; 0.01216)    | −0.43   | 0.672           |
| S9—S5               | 0.00775             | 0.00762          | (−0.00766; 0.02316)    | 1.02    | 0.315           |
| S7—S6               | 0.01500             | 0.00762          | (−0.00041; 0.03041)    | 1.97    | 0.056           |
| S10—S6              | −0.00375            | 0.00762          | (−0.01916; 0.01166)    | −0.49   | 0.625           |
| S9—S7               | 0.01100             | 0.00762          | (−0.00441; 0.02641)    | 1.44    | 0.157           |
| S12—S11             | 0.01100             | 0.00762          | (−0.00441; 0.02641)    | 1.44    | 0.157           |
| S13—S12             | −0.01200            | 0.00762          | (−0.00341; 0.02741)    | 1.58    | 0.123           |

\(^1\) Only those states where the null hypothesis was not rejected are represented in this table.

Despite few states having equal locations according to the F-test, the overall result was that the production of the test part followed a Type 1 global intrinsic production dispersion according to ISO 22514-8 [40], since the widths of local intrinsic dispersions were equal, but the estimation of the differences in location of local intrinsic dispersions was not null. In this situation, the calculation of the \(\hat{T}_I_{0}\) shall be done according to Equation (10).

\[
\hat{T}_I_{0} = \Delta_m + \hat{P}_{mk} \cdot (D_{li} + D_{iu})
\]  

(10)

where \(D_{li}\) is the half-width of the bottom-slope side of the local intrinsic dispersion, \(D_{iu}\) the top-slope side, and \(\Delta_m\) the difference between the higher and the lower locations of the local intrinsic dispersion (Equation (11)).

\[
\Delta_m = \max(\bar{x}_i) - \max(\bar{x}_j)
\]  

(11)

The extreme locations of the local intrinsic dispersions were obtained for S9 \((\bar{x}_j = 40.115\, \text{mm})\) and S13 \((\bar{x}_j = 40.222\, \text{mm})\), accordingly, \(\Delta_m = 0.107\, \text{mm}\). The pooled standard deviation \((0.0108\, \text{mm})\) was used to calculate the width of the local intrinsic dispersion and \(D_{li} = D_{iu} = 3\sigma\). Consequently, under the multiple states perspective, an achievable 0.218 mm tolerance interval was estimated.

On the other hand, when the critical performance index was applied, the \(\hat{T}_I_{0}\) was calculated considering \(L_m\) and \(U_m\). The minimum upper limit was calculated as:

\[
U_m = D_{iu} \cdot \hat{P}_{mk}, + \max(\bar{x}_j)
\]  

(12)

which brings a result of \(U_m = 40.276\, \text{mm}\).

Similarly, the minimum lower limit was:

\[
L_m = \min(\bar{x}_j) - D_{li} \cdot \hat{P}_{mk},
\]  

(13)

which brought a result of \(L_m = 40.061\, \text{mm}\). Assuming a centered tolerance interval of 0.552 mm \(\hat{T}_I_{0}\) was obtained. This meant that the specification required to achieve a \(\hat{P}_{mk}\) of 1.67 should be 40 ± 0.276 mm (Figure 6b).
3.2. Calculation of $\bar{T}_I_0$ under the Single-State Perspective

An alternative calculation of $\bar{T}_I_0$ was performed considering the single-state hypothesis. This approach would require the parts to be manufactured in an uninterrupted run under normal operating conditions and repeatability conditions [34]. The usual recommendation is that the study should be conducted with no less than 30 specimens, maintaining constant all factors others than the machine, like the operator or the batch of material, while avoiding intermediate operations like warm-up times. These conditions are specially challenging in MEX processes for several reasons: first, these processes have usually a very slow cycle time; second, raw material is provided in small-volume coils (typically ranging from 0.5 kg to 3 kg), which makes it difficult to manufacture series of big parts from the same coil; third, the manufacturing tray is often extracted from the machine to remove the parts, and this could lead to carry out operations (warm-up, tray levelling) that could cause a disturbance on repeatability conditions. To deal with this difficulty, results from different trays were analysed to evaluate if parts could be treated as if they were a sample of a single population. Consequently, the hypothesis of homogeneity of the variances and the means were sequentially verified.

The hypothesis of homogeneity of variances was tested in first place using the Bartlett’s test. The calculated $p$-value was 0.983, much greater than the significance value of 0.05, which indicates that the variances can be considered equal (Figure 7a).

Then, the Fisher’s method was applied to evaluate whether pairs of means were different between consecutive trays (Figure 7b). The calculated $p$-values were found to be higher than the 0.05 level of significance for each pair of trays within the comparison [Table 4]. Figure 7b shows that the calculated intervals overlapped, containing the zero, which indicates that there is no statistical evidence for the means to be significantly different. It was concluded that the trays have no statistically significant effect upon the means of the measured sizes. The combination of this result with the equality of variances allows for the conclusion that the different trays can be considered as part of a single population and, consequently, the application of the ISO 22514-3 [34] did not violate the repeatability hypothesis.

Figure 6. Representation of $\bar{T}_I_0$ and the individual distributions per state calculated under the multi-state perspective: upon the original design: (a) Calculated to assess the target performance index; (b) Calculated to assess the target critical performance index.
Confidence intervals for the difference of means according to Fisher.
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Figure 7. Comparison between trays: (a) Results of the Bartlett’s test, including the Bonferroni confidence intervals; (b) Confidence intervals for the difference of means according to Fisher.

Table 4. Results of the Fisher individual test for difference of means between trays.

| Difference of Levels | Difference of Means | SE of Difference | 95% CI | T-Value | Adjusted p-Value |
|----------------------|---------------------|-----------------|--------|---------|-----------------|
| T2—T1                | −0.0086             | 0.0127          | (−0.0342; 0.0170) | −0.68  | 0.501           |
| T3—T1                | 0.0032              | 0.0127          | (−0.0224; 0.00287) | 0.25  | 0.805           |
| T4—T1                | 0.0141              | 0.0127          | (−0.0115; 0.0396) | 1.11  | 0.272           |
| T3—T2                | 0.0118              | 0.0127          | (−0.0138; 0.0373) | 0.93  | 0.359           |
| T4—T2                | 0.0227              | 0.0127          | (−0.0029; 0.0483) | 1.78  | 0.081           |
| T4—T3                | 0.0109              | 0.0127          | (−0.0146; 0.0365) | 0.86  | 0.395           |

Given this result, the production was onwards assumed to come from a single batch, and the machine performance analysis continued with the identification of the actual distribution. An Anderson-Darling normality test was used to determine if the distribution of values was normal or not. This test compares the empirical cumulative distribution function of the measured data with the expected results of a normal distributed data. The p-value was 0.271, higher than the α-level (0.1), which indicates that the hypothesis of the data following a normal distribution cannot be rejected (Figure 8). The mean value was $\bar{x} = 40.164$ mm and the standard deviation was $s = 0.0325$ mm.

Figure 8. Results of the Anderson-Darling normality test.
In this situation, the calculation of the $\hat{T}_{I0}$ shall be done according to Equation (4). Consequently, under the single-state perspective, a 0.326 mm $\hat{T}_{I0}$ was obtained (Figure 9a). Considering the minimum performance index ($\hat{P}_{mk}$), $\hat{T}_{I0}$ was then calculated from the results derived from the upper ($\hat{P}_{mkU}$) and lower ($\hat{P}_{mkL}$) machine performance indexes. The minimum upper limit was calculated as:

$$U_m = \bar{X} + 3 \cdot s \cdot \hat{P}_{mkU} = 40.327 \text{ mm}$$

(14)

whereas the minimum lower limit was:

$$L_m = \bar{X} - 3 \cdot s \cdot \hat{P}_{mkL} = 40.001 \text{ mm}$$

(15)

Assuming a centered tolerance interval, $\hat{T}_{I0}$ was 0.654. This means that the specification required to achieve a $\hat{P}_{mk}$ of 1.67 should be 40 ± 0.327 mm (Figure 9b).

The proposed DfAM strategy was applied to individually compensate the size of each external cylindric surface regarding its relative position within the manufacturing tray. Initial compensation values $X_{D1j}$ for each state were calculated according to Equation (7), where the sensibility coefficients were assumed to be equal to 1. Then, two additional trays (tray 5 and tray 6) were manufactured to recalculate the sensibility coefficient for each state $C_j$ (Equation (8)). Finally, the final values for the optimized design diameters ($X_{D2j}$) were also calculated. Results are provided in Table 5.
Table 5. Calculation of the sensibility coefficients \((C_j)\) and the optimized diameters \((X_{D2j})\) for each state (in mm).

| State \((j)\) | \(X\) | \(Y\) | \(X_{D1j}\) | Tray 5 \(X_{M1j}\) | Tray 6 \(X_{M1j}\) | Mean \(X_{M1j}\) | \(C_j\) | \(X_{D2j}\) |
|-------------|------|------|-----------|-----------------|-----------------|-----------------|-----|----------|
| S1 | 0.00 | 0.00 | 39.852 | 39.963 | 39.952 | 39.957 | 1.288 | 39.885 |
| S2 | −67.50 | 67.50 | 39.823 | 39.973 | 39.962 | 39.968 | 1.182 | 39.851 |
| S3 | 0.00 | 67.50 | 39.854 | 39.966 | 39.953 | 39.960 | 1.278 | 39.886 |
| S4 | 67.50 | 67.50 | 39.877 | 39.972 | 39.957 | 39.965 | 1.287 | 39.905 |
| S5 | −33.75 | 33.75 | 39.834 | 39.941 | 39.948 | 39.948 | 1.316 | 39.874 |
| S6 | 33.75 | 33.75 | 39.852 | 39.974 | 39.956 | 39.965 | 1.239 | 39.881 |
| S7 | −67.50 | 0.00 | 39.837 | 39.960 | 39.948 | 39.954 | 1.280 | 39.873 |
| S8 | 67.50 | 0.00 | 39.885 | 39.949 | 39.951 | 39.950 | 1.437 | 39.920 |
| S9 | −33.75 | −33.75 | 39.826 | 39.967 | 39.950 | 39.958 | 1.239 | 39.860 |
| S10 | 33.75 | 33.75 | 39.856 | 39.981 | 39.962 | 39.972 | 1.198 | 39.880 |
| S11 | −67.50 | −67.50 | 39.801 | 39.953 | 39.960 | 39.972 | 1.204 | 39.835 |
| S12 | 0.00 | −67.50 | 39.790 | 39.960 | 39.934 | 39.947 | 1.253 | 39.833 |
| S13 | 67.50 | −67.50 | 39.778 | 39.980 | 39.964 | 39.972 | 1.127 | 39.803 |

Mean | 39.967 | 39.953 |
StDev | 0.010 | 0.008 |
Range | 0.032 | 0.030 |

3.3. Calculation of \(\hat{T}_{I2}\) under the Multi-State Perspective

Based on the values calculated in Section 3.3, each part was redesigned, and a new set of trays (trays 7 to 10) were manufactured to evaluate the achieved improvement. Results obtained from those trays are provided in Table 6.

Table 6. Four optimized trays: measured values and calculated parameters (in mm).

| State \((j)\) | \(X\) | \(Y\) | Tray 7 \(X_{M2j}\) | Tray 8 \(X_{M2j}\) | Tray 9 \(X_{M2j}\) | Tray 10 \(X_{M2j}\) | Mean \(X_{M2j}\) | \(\sigma_{\epsilon_{ij}}\) | SD | Range |
|-------------|------|------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----|------|
| S1 | 0.00 | 0.00 | 40.005 | 40.021 | 40.003 | 40.021 | 40.013 | 0.010 | 0.016 | 0.018 |
| S2 | −67.50 | 67.50 | 40.016 | 40.019 | 40.014 | 40.025 | 40.019 | 0.005 | 0.009 | 0.011 |
| S3 | 0.00 | 67.50 | 40.014 | 40.029 | 40.016 | 40.025 | 40.021 | 0.007 | 0.011 | 0.015 |
| S4 | 67.50 | 67.50 | 40.014 | 40.027 | 40.015 | 40.026 | 40.021 | 0.007 | 0.013 | 0.016 |
| S5 | −33.75 | 33.75 | 40.020 | 40.024 | 40.015 | 40.031 | 40.023 | 0.007 | 0.016 | 0.017 |
| S6 | 33.75 | 33.75 | 40.028 | 40.028 | 40.027 | 40.032 | 40.029 | 0.002 | 0.005 | 0.012 |
| S7 | −67.50 | 0.00 | 40.012 | 40.013 | 40.007 | 40.019 | 40.013 | 0.005 | 0.011 | 0.016 |
| S8 | 67.50 | 0.00 | 40.007 | 40.013 | 40.002 | 40.010 | 40.008 | 0.005 | 0.011 | 0.017 |
| S9 | −33.75 | −33.75 | 40.010 | 40.023 | 40.009 | 40.030 | 40.018 | 0.010 | 0.021 | 0.026 |
| S10 | 33.75 | −33.75 | 40.017 | 40.023 | 40.014 | 40.027 | 40.020 | 0.006 | 0.013 | 0.017 |
| S11 | −67.50 | −67.50 | 40.001 | 40.023 | 40.009 | 40.024 | 40.014 | 0.011 | 0.023 | 0.027 |
| S12 | 0.00 | −67.50 | 40.042 | 40.051 | 40.037 | 40.043 | 40.043 | 0.006 | 0.014 | 0.018 |
| S13 | 67.50 | −67.50 | 40.011 | 40.015 | 40.000 | 40.012 | 40.010 | 0.007 | 0.015 | 0.016 |

Mean | 40.015 | 40.024 | 40.013 | 40.025 | 40.019 | 0.007 |
SD | 0.0106 | 0.0097 | 0.0102 | 0.0086 | 0.0092 |
Range | 0.041 | 0.038 | 0.037 | 0.033 | 0.035 |

The Grubb’s test was performed to assure that no outlier was present at the 0.5% level of significance, showing that values for S12 were outliers in every manufactured tray. Accordingly, S12 was excluded from the analysis. This decision reduced the number of samples to 48 instead of 52, forcing a slight modification in the performance target that was set to 1.68 following [41]. Assuming that the values for a dimensional characteristic followed a normal distribution [40], the Bartlett’s test was performed to check the hypothesis of homogeneity between states (Figure 10a), and a 0.628 \(p\)-value was obtained. Accordingly, that the widths of the local intrinsic dispersions would be considered identical.
Then, the Fisher’s method was applied to cross-compare the locations of local intrinsic dispersions and determine if they could also be considered identical. Twelve states taken two at a time generated 66 combinations and only 15 of those comparisons provided a p-value lower than the α-level (0.05), showing that the locations of the intrinsic intervals were significantly different for those combinations (Figure 10(b)). This result implied that the optimized diameters followed a Type 1 global intrinsic production dispersion [40]; the widths of local intrinsic dispersions were equal, but the estimation of the differences in location of local intrinsic dispersions was not null. Consequently, the calculation of the \( \hat{T}_{I0} \) shall be done according to Equation (10). The extreme locations of the local intrinsic dispersions were obtained for S6 (\( \bar{x}_6 = 40.029 \) mm) and S8 (\( \bar{x}_8 = 40.108 \) mm), and a \( \Delta_m = 0.021 \) mm was obtained. The pooled standard deviation (0.0072 mm) was used to calculate the width of the local intrinsic dispersion (\( D_{I_i} = D_{I_0} = 3\sigma \)). Finally, under the multiple states perspective, an achievable 0.093 mm tolerance interval was estimated (Figure 11(a)).
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**Figure 10.** Comparison between states for the optimized designs: (a) Results of the Bartlett’s test, including the Bonferroni confidence intervals; (b) Boxplot for different states.

![Representation of \( \hat{T}_{I0} \) and the individual distributions per state](image3)

**Figure 11.** Representation of \( \hat{T}_{I0} \) and the individual distributions per state calculated under the multi-state perspective upon the optimized designs: (a) Calculated to assess the target performance index; (b) Calculated to assess the target critical performance index.
When the critical performance index was applied to the calculation of $\hat{T}I_{0}$, the minimum upper limit $U_{m}$ was 40.065, and the minimum lower limit $L_{m}$ was 39.972. Assuming a centered tolerance interval, $\hat{T}I_{0} = 0.130$ mm was obtained. This means that the specification required to achieve a $\hat{P}_{mk}$ of 1.68 should be 40 ± 0.065 mm (Figure 11b).

4. Discussion

The proposed DfAM strategy allowed for a significant improvement in dimensional quality, according to the results, was provided in Section 3. The minimum achievable tolerance interval required to fulfil the critical machine performance target was reduced from $\hat{T}I_{0} = 0.555$ mm to $\hat{T}I_{2} = 0.130$ mm. Considering the standard tolerance intervals [43], the application of the proposed DfAM has resulted in a reduction of the achievable tolerance interval from IT14 to IT 11 [43]. Even if the machine performance index is considered instead of the critical one and, consequently, the deviation between the mean value and the target specification is neglected, the achievable tolerance interval is equally reduced from $\hat{T}I_{0} = 0.218$ mm to $\hat{T}I_{2} = 0.093$ mm. Accordingly, considering the “potential” performance, the achievable tolerance interval would be reduced from IT12 to IT 10.

These results were obtained imposing an objective of 99.73% of the manufactured parts lying within specifications, and a minimum ratio of 1.67 between tolerance interval and results dispersion. Both results demonstrate that the proposed strategy can reduce the average deviation with respect to the target value while simultaneously narrowing down the associated dispersion.

The multi-state approach employed for machine performance calculation was key to this achievement since it has allowed to understand and address the relationship between the relative position of part within the tray and the expected quality results. Conversely, although the single-state strategy could be applied without violating repeatability conditions, as it was confirmed by the Barlett’s test, the F-test and the test for normality, this approach would lead to a misinterpretation of the causes behind the quality issues. In fact, this interpretation resulted on broader achievable tolerance intervals: $\hat{T}I_{0} = 0.326$ mm from the perspective of machine performance, and $\hat{T}I_{0} = 0.654$ mm from the perspective of the critical machine performance. The observed differences between both strategies are mainly related to the different ways of adjusting the results to the dispersion models. In the proposed cases study, extreme values were not stochastic in a rigorous sense but related to certain locations within the manufacturing tray. Nevertheless, when they were adjusted to a normal distribution under the single-state approach, they contributed to artificially enlarging the dispersion and, consequently, affecting the calculation of the standard deviation, worsening the estimation of the achievable tolerances. Conversely, under the multi-state approach, each location presented a relatively small associated dispersion. The achievable tolerance interval was affected by this dispersion as well as by the difference between extreme states locations (mean values), but the combined effect was still lower than that derived from a single-state perspective.

The consequences of the observed differences between both approaches have a relevant influence upon the DfAM strategy. Under the single-state approach, the samples were adjusted to a normal distribution model, with a mean value of 40.164 mm and the standard deviation of 0.0325 mm. Applying a compensation procedure to the design dimension could, in the best situation, center the results around the target (40.000 mm) but this would not have any significant effect upon the dispersion of results. Since a dimensional optimization based on the single-state approach would not affect the sources of variability, the optimized tolerance interval would not be expected to improve the value obtained with the original design and the potential machine performance index ($\hat{T}I_{0} = 0.326$ mm). On the other hand, under the multi-state approach, the position of the part within the tray was identified as a significant source of variability, and the DfAM strategy used this information to individually compensate the design size. This strategy reduced the inter-location variability (Figure 12), resulting on an improvement of the achievable tolerance intervals.
Figure 12. Results of the multi-state DfAM strategy: (a) Original design; (b) Optimized designs.

The question of part location is not frequent in studies employing benchmarking artifacts \[10,12,51\] because their objectives have more to do with comparison between different processes or machines or with the analysis of the influence of process parameters than with a general assessment of their capabilities. The use of the term “capability” in some works \[10\] could lead to misunderstandings if the results obtained with a benchmark artifact are erroneously considered as a reference for the expected quality of a new production. In fact, the ISO 22514-1 \[26\] establishes that capability or performance analysis should be conducted for each characteristic individually, as the non-fulfilment of a single specification could make the whole part to be rejected. Quality prediction would require of complex modelling because AM is subjected to multiple sources of variability. Conversely, running a performance or capability study is an adequate strategy to analyze and fix quality issues for medium-to-large production batches.

The rejection of S12 in the optimized trays was determined after checking its behavior as an outlier. The reasons for this anomalous behavior were found in the values of trays 5 and 6 that were used to calculate \(C_j\). Regarding S12, the difference between results in tray 5 and tray 6 (Table 5) were the highest among all measured values (0.026 mm). This was also the case of the differences observed for S12 within the four original trays (Table 2), which indicates that this specific location \((0; –67.5)\) was subjected to a higher variability. Even when the Bartlett’s test did not consider this variability to be significantly different than the rest, this result could indicate that the compensation for S12 would require of more replicates to improve its accuracy. In any case, the multi-state approach allowed for the identification of such abnormal behavior and the adoption of further decisions on production arrangement.

The use of a sensibility coefficient \(C\) was necessary to properly compensate the observed deviations. The first set of compensated trays (Table 4) showed a significant reduction in the deviation between the absolute mean value of the manufactured set and the target one (from 0.164 mm to 0.040 mm), but this value was improved after the calculation of the \(C_j\) and the manufacturing of the optimized trays (0.019 mm). It was observed that the relationship between the variation applied to the design diameter (input) and the measured variation of the manufactured diameters (output) was neither directly proportional nor independent from the state (location) of the part. This conclusion is also relevant for future works, since those DfAM strategies, based on modelling size deviations and applying a compensation to the CAD file, should also consider the possibility of the response being position-dependent. Moreover, although the result was very close to the target value, there was still room for further improvement. Even after recalculating the sensitivity coefficients, results obtained from optimization did not exactly match the target values. This fact points out that the calculation of those coefficients could be even more complex than expected. Considering the results, the obtained values pointed towards a non-linear behavior, which is also a question of interest for further research.
As it was discussed before, capability analyses are hardly comparable between different geometries, processes, or configurations [35,38,39]. Nevertheless, once the production parameters have been set, attention should be drawn to those factors related to production decisions, with a special focus on the arrangement of parts within the manufacturing tray. Observations led to the conclusion that a multi-state perspective should be mandatory when analyzing machine performance in MEX AM processes. Moreover, since previous research studies have pointed out the relevance of the part position with respect to the reference axes in multiple AM processes [17,39], this finding should encourage other practitioners to adopt the multi-state perspective when working with those processes.

The proposed strategy could be applied in most industrial manufacturing facilities with a minimum adaptation effort. Nevertheless, it has to be noted that AM is not currently widespread in industry, but frequently restricted to companies that are specialized in AM. Those companies could lack the appropriate metrological equipment to conduct an optimization effort like the one described in this research. Additionally, certain technical skills regarding statistical and quality control analysis are also required, which could work as an obstacle for the adoption of the proposed strategy in small companies. Nevertheless, this should not be the case of well-established industrial manufacturers, accustomed to deal with quality issues, that incorporate AM to their manufacturing resources. Similarly, although the proposed strategy has been focused on MEX technologies, it could be adapted in the future to other AM processes, like PBF or MJT.

Additional future research will explore the possibilities of including process capability indexes as part of the quality improvement efforts. Since the method proposed in the present paper would allow for the approval of serial production under optimized quality conditions, long-term studies regarding process capability should be incorporated to achieve a continuous improvement of the achievable quality. The optimization effort could evolve into a progressive/iterative strategy, where each new set of parts provides an information that is incorporated to the previous results to keep the optimization parameters continuously updated. Another approach that should be explored in the future has to deal with the extension of the proposed method to a general model, encompassing a broad range of part dimensions. This multi-size approach would allow for the optimization of part dimensions even when a specific size has not been previously tested. Finally, an adaptation of this methodology to the case of geometrical tolerances is currently under development.

5. Conclusions

The present work proposes a method for improving the achievable tolerance interval of dimensional features using a multi-state machine performance analysis to feed a design for additive manufacturing strategy. Although the single-state perspective has been commonly used in AM processes, part position within the manufacturing tray is a factor that could significantly affect part quality and this influence should not be neglected. The main conclusions are:

- Machine performance analysis in AM processes shall be conducted under the multi-state perspective when multiple replicates of a part are going to be manufactured simultaneously in the same tray. This approach is necessary to evaluate if the variability of the deviations of size for a given characteristic is related to the relative position of each replicate within the tray.
- Once the analysis has determined whether the widths and locations of local intrinsic dispersions can be considered homogenous or not, the calculation of the achievable tolerance intervals shall be based on a target value for the performance indexes ($P_m$ and $P_{mk}$). The reference value (1.67) shall be used when at least 50 samples are considered, but this value shall be increased for smaller sample sizes.
- Although the optimization of the process is frequently achieved by means of a modification of its configuration, we propose a DFAM compensation procedure that uses the information retrieved from the performance analysis to modify the definition of the
design contained in the CAD model. If the measured characteristic shows significant differences regarding the locations of local intrinsic dispersions, this information can be used to particularize the compensation of replicates for the different states (positions) defined. This strategy allows for a reduction of the dispersion of sizes for parts manufactured in the same tray, and for a reduction of the deviation between the mean size of the manufactured characteristic and its target value.

- The application of this methodology to a case study allowed to reduce the achievable tolerance interval from an IT14 to an IT 11 in the case of external cylindrical surfaces with a nominal size of 40 mm and manufactured in a material extrusion machine.

Results show that the multi-state approach allows for a better understanding of the sources of variation that is crucial to reduce the achievable tolerances. The proposed strategy could help to accelerate industrial adoption of AM processes, especially in those companies with a solid background in precision manufacturing and quality control that incorporate AM machines to enlarge their range of manufacturing capacities. Future research efforts should explore the possible non-linear behavior of the compensation, the extension of the methodology to other AM processes, the possibility of progressive optimization strategies based on the analysis of process capability, and the adaptation of the compensation strategy to geometrical tolerances.
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