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Abstract—We study the control of networked systems with the goal of optimizing both transient and steady-state performances while providing stability guarantees. Linear proportional-integral (PI) controllers are almost always used in practice, but the linear parameterization of the controller fundamentally limits its performance. Learning-based approaches are becoming popular in designing nonlinear controllers, but the lack of stability guarantees makes the learned controllers difficult to apply in practical applications. This paper bridges the gap between neural network-based controller design and the need for stability guarantees. Using equilibrium-independent passivity, a property present in a wide range of physical systems, we propose structured neural-PI controllers that have provable guarantees on the convergence of output to a desired agreement value. If communication between neighbours is available, we further extend the controller to distributedly achieve optimal resource allocation at the steady state. We explicitly characterize the stability conditions and engineer neural networks that satisfy them by design. Experiments on traffic and power networks demonstrate that the proposed approach can improve transient and steady-state performances compared to existing state-of-the-art, while unstructured neural networks lead to unstable behaviors.
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I. INTRODUCTION

We study the control of networked physical systems, where a large number of individual subsystems are connected to each other and operate in tandem. Such networked systems are present in numerous applications, and understanding their behaviors has been an active line of research [1]–[3]. Currently, much of the effort has focused on characterizing properties of the subsystems and their interconnections to certify system stability. At the same time, the performance of these systems, that is, their ability to achieve certain objectives, is also of critical importance. However, it is challenging to optimize system performance using existing analytical approaches.

This paper aims to establish a framework for controller design that not only guarantees stability, but also optimizes the performance in both the transient and steady-state period. In particular, we consider networked systems where the output of subsystems need to reach an agreement at the steady state [4], [5]. For example, vehicles in a platoon need to reach the same velocity [2] and generators in a power grid need to reach the same rotational speed [6]. This steady state should be reached quickly without causing too large state deviations and control effort during the transient period, making optimization of the transient performance important. Once the system reaches the steady state, we want to select the control action that achieves output agreement at the lowest cost.

For the system without real-time computation capability, linear Proportional-Integral (PI) controllers are almost always used in practice to achieve the above goals [7]–[11]. A proportional term provides instant feedback to improve the transient performance and an integral term drives the system outputs to the desired value at the steady state [7], [8]. If communication is available, previous works [7]–[10] also tailor the integral term to realize distributed optimal resource allocation under quadratic costs. A linear parameterization, however, fundamentally restricts the degrees of freedom of a controller and can lead to suboptimal performances.

In the last decade, learning-based approaches become popular for nonlinear controller optimization over different objective functions [12]–[14]. The nonlinear control law is normally represented through neural networks, which can then be optimized through learning algorithms. Many works show that learning-based approaches improve the performance by at least 10%–50% compared with conventional linear approaches [6], [14]–[16]. However, providing provable guarantees on stability and steady-state optimality for neural network-based controllers has been challenging.

On the one hand, it is nontrivial to certify stability of a learning-based control for all the possible initial states. Most works require a linear system model, and sometimes also a linear controller, such as LQR problems and its variants [17]–[19]. The stability for nonlinear system model is more difficult. Many works use soft penalty on the violation of stability conditions in the cost function, but it cannot guarantee stability for all the possible initial states [20]. Our previous works in [6], [21], [22] show that stability of learning-based controllers can be enforced through special design of neural networks, but they rely on tailor-made Lyapunov functions and are limited to specific applications.

On the other hand, current learning-based approaches gen-
eraly only optimize transient performance but neglect the steady-state optimality. Even when training with long time horizons is computationally feasible, it is difficult to quantify how long is enough to reach the steady state, thus making steady-state performance optimization difficult. In contrast, linear PI controllers can achieve steady-state optimality for a large range of systems but may result in sub-optimal transient period cost, especially when the system dynamics and cost functions are nonlinear [15], [16]. This work addresses the following open question: Can we design learning-based controllers for a generalized class of networked systems, that optimize both the transient and steady-state performance, while guaranteeing system stability?

Clearly, it is not possible to design a controller for everything and the answer depends on picking the right abstraction of the system. Passivity is a classical notion in control theory to characterize the inherent property of dynamical systems by how their inputs and outputs correlate [1], [23]. Many systems have been shown to be equilibrium-independent passive (EIP) [4], [24], [25], which characterizes passivity referenced to an arbitrary equilibrium input/output pair. This abstraction allows us to design generalized controllers for networked systems without considering their detailed dynamics.

Contributions. This paper focuses on controller design for networked systems where the node dynamics are EIP. We propose a structured neural-PI controller that has provable stability guarantees and achieves steady-state optimal resource allocation. The key structure we use are monotonically increasing functions, and they are parameterized by what we call monotone neural networks. We explicitly characterize the structural conditions of monotone neural networks and prove their universal approximation capability for monotonic functions. This way, transient performances can be optimized by the training of monotone neural networks, while stability and steady-state optimality are inherently guaranteed by design.

We summarize contributions as follows.

1) We construct a framework for neural network-based controller design that optimizes both the transient and steady-state performance of networked systems. We adopt a modular approach of stability analysis based on equilibrium-independent passivity, making the framework scalable to large systems and also robust to network topology and parameter variations.

2) For networked systems without communication, we propose a neural-PI control law (Controller Design [1]) that can be implemented fully decentralizedly with only local information. We prove that the controller design guarantees the convergence of output to a desired agreement value.

3) For networked systems with communication, we propose a neural-PI control law (Controller Design [2]) where neighbouring nodes can exchange information of their marginal costs. We prove that this design guarantees both transient stability and steady-state optimality for a range of objective functions that include, but is not restricted to, quadratic cost functions.

4) Experiments on the control of vehicle platoons and power networks demonstrate that the proposed approach can reduce the transient cost by at least 30% compared to optimized linear controllers, ensure stability and obtain optimal steady-state cost when communication is available. Unstructured neural networks, on the other hand, often lead to unstable behaviors.

The rest of this paper is organized as follows. Section II describes the notations and the networked system model. Section III elaborates on the problem formulation. Section IV proposes the generalized PI control that can be implemented fully decentralizedly and guarantees the convergence of output agreement. Section V further proposes the neural-PI control law with local communication, which guarantees both stability criteria and steady-state optimal resource allocation. Section VI illustrates how to train the neural-PI control law to optimize the transient performance without jeopardizing stability. Section VII validates the proposed method through experiments on vehicle platoons and power systems. Section VIII concludes the paper.

II. PRELIMINARIES AND BACKGROUND

A. Notations and preliminaries

Throughout this manuscript, vectors are denoted in lowercase bold and matrices are denoted in uppercase bold, unless otherwise specified. Vectors of all ones and zeros are denoted as 1n, 0n ∈ Rn, respectively. Superscript * indicates the equilibrium value of a variable. For A ∈ Rm×n, [A]i,l and Ai,j represent its i-th row and (i,j)-th element, respectively. We denote N(A) as the null space of matrix A. A continuous function g : D → Rn is said to be strictly increasing on D ⊂ Rn if (g(η) − g(ξ))⊤(η − ξ) ≥ 0 ∀η, ξ ∈ D, with equality holds if and only if η = ξ. If there further exists ε > 0 such that (g(η) − g(ξ))⊤(η − ξ) ≥ ε||η − ξ||2, then g : D → Rn is said to be strongly increasing.

B. Networked system model

We consider networked systems as illustrated in Fig. [1] where the node dynamics (blue blocks) and the edge dynamics (green blocks) form a closed-loop system by coupling their inputs and outputs through a network. Formally, we define the networked dynamical system on an undirected and connected graph G = (V, E), consisting of n nodes, V := {v1, . . . , vn}, and m edges, E := {e1, . . . , em}. For node vi ∈ V and edge ei ∈ E, we will abbreviate them with i ∈ V and l ∈ E. The incidence matrix E ∈ Rn×m is defined such that Ei,l has value +1 if node i is the head of edge l, and −1 if it is the tail, and 0 otherwise. For a connected graph, the null space of E⊤ is N(E⊤) = range {1n} [26]. This is an important property we will use later to show consensus over a networked system.

1) Node dynamics: Each node i ∈ V represents a single-input single-output (SISO) system, for example, a vehicle in Fig. [1](b) or a generator in Fig. [1](c). The node dynamics are described by:

\[\begin{align*}
V_i : \quad & x_i(t) = f_i(x_i(t), u_i(t)), \\
y_i(t) = h_i(x_i(t)),
\end{align*}\]

with state x_i(t) ∈ R, input u_i(t) ∈ R, and output y_i(t) ∈ R. We assume functions f_i and h_i are continuously differentiable for all i. We sometimes omit the time index t for simplicity.
The function with state $w$ between neighbouring vehicles \([4]\), i.e.,

\[
\text{Example 1}
\]

The networked system with node and edge dynamics, where the inputs and outputs of the nodes and edges are connected by a graph.

The external control input is $w$. (b) A vehicle platoon where each node is a vehicle and the edge dynamics describe the relative position between vehicles. (c) A power system where each node is a generator and the edge dynamics are determined by power flow that depends on the angle differences between generators.

2) Edge dynamics: For an edge $l \in \mathcal{E}$, its dynamics are defined by

\[
\dot{E}_l : \dot{\eta}_l(t) = \zeta_l(t) ,
\mu_l(t) = \psi_l(\eta_l(t)) ,
\]

with state $\eta_l(t) \in \mathbb{R}$, input $\zeta_l(t) \in \mathbb{R}$, and output $\mu_l(t) \in \mathbb{R}$. The function $\psi_l : \mathbb{R} \mapsto \mathbb{R}$ maps the state $\eta_l(t)$ of each edge to its output $\mu_l(t)$.

3) Interconnection of nodes and edges: In a networked system, the inputs and outputs of nodes and edges are coupled, which forms a closed-loop system shown in Fig. 1(a). For an edge $l$ connecting node $i$ and $j$, its input $\zeta_l(t)$ is the difference between the nodal outputs of node $i$ and $j$, i.e.,

\[
\zeta_l(t) = \eta_i(t) - \eta_j(t).
\]

The input $u_i$ of a node $i$ consists of the summation of outputs from all connected edges $\sum_{l=1}^m E_{i,l} \mu_l$ and the external control signal $w_l$. Because of the lack of real-time communication capacity over the whole network, we consider the external control signal following a static control law, written as $w_i(y_i) : \mathbb{R} \mapsto \mathbb{R}$ where the input is the local observation $y_i$. Consequently, $u_i = -\sum_{l=1}^m E_{i,l} \mu_l + w_i(y_i)$.

In a vector form, we have the closed-loop system in Fig. 1(a) formed by (1), (2) and their interconnects as follows

\[
\dot{x} = f(x,u) , \quad y = h(x) ,
\]

\[
u = -E \psi(\eta) + w(y),
\]

\[
\dot{\eta} = \zeta , \quad \zeta = E^\top y , \quad \mu = \psi(\eta),
\]

where $x := (x_i, i \in [n]) \in \mathbb{R}^n$, $y := (y_i, i \in [n]) \in \mathbb{R}^n$, $u := (u_i, i \in [n]) \in \mathbb{R}^n$, $\eta := (\eta_i, i \in [m]) \in \mathbb{R}^m$, $f := (f_i, i \in [n])$, $h := (h_i, i \in [n])$, and $w := (w_i, i \in [n])$.

For the networked systems in Fig. 1, we wish to achieve two main objectives: 1) fast convergence of system states to the desired operating point; 2) maintaining system operation at the desired operating point with minimal cost. We will elaborate on these two objectives in Section III-A and Section III-B.

These objectives can be achieved by adjusting the law of external control $w(\cdot)$, and if possible, the edge feedback function $\psi(\cdot)$. We provide two motivating examples that fall under our model and will be used in experiments in Section VII.

Example 1 (Vehicle platooning). The first example is the vehicle traffic model in Fig. 1(b), where each node is a vehicle with velocity $x_i$, and the edge states are the relative position between neighbouring vehicles \([4]\), i.e.,

\[
\dot{\eta}_i = x_i - x_j
\]

for neighbouring vehicle $i$ and $j$. The external control signal $w(\cdot)$ sets the nominal velocities for vehicles, and the edge feedback function $\psi(\cdot)$ controls how each vehicle responds to the observed differences in velocities. The objectives include 1) choose $w(\cdot)$ and $\psi(\cdot)$ such that all vehicles reach the same velocity; 2) minimize the fuel consumption of vehicles at this velocity.

Example 2 (Frequency control in power systems). The second example is the power system shown in Fig. 1(c), where each node is a generator that rotates with speed (i.e., frequency) $x_i$, and the edge states are the relative angle difference between them, $\eta_i = x_i - x_j$ \([6]\) for the line $l$ from generator $i$ and $j$. The external control signal $w(\cdot)$ is the adjustment to generator power outputs. Here the edge feedback function $\psi(\cdot)$ are determined by physics and are not design variables. The objectives include: 1) choose $w(\cdot)$ such that each generator reaches the nominal frequency (e.g., 60Hz); 2) minimize the cost of power generation to maintain this frequency.

III. PROBLEM FORMULATION

In this paper, we aim to design the external control $w$, and if possible, the edge feedback function $\psi$ to optimize both the transient and steady-state performances. In particular, the prerequisite for the design is that the system should guarantee the stability criteria, i.e., asymptotic stability and output agreement. Below, we first illustrate the stability criteria and then elaborate on the formulation of optimization problems.

A. Stability criteria

The state of the closed-loop system (3) is $\varphi(t) := (x(t), \eta(t))$, and its equilibrium is $\varphi^* := (x^*, \eta^*)$. We adopt the following classical notion of asymptotic stability around an equilibrium.

Definition 1 (Local asymptotic stability [27]). The networked system (3) is asymptotically stable around an equilibrium $\varphi^*$ if, $\forall \epsilon > 0, \exists \delta > 0$ such that $\|\varphi(0) - \varphi^*\| < \delta$ ensures $\|\varphi(t) - \varphi^*\| < \epsilon$, $\forall t \geq 0$, and $\exists \delta' > 0$ such that $\|\varphi(0) - \varphi^*\| < \delta'$ ensures $\lim_{t \to \infty} \|\varphi(t) - \varphi^*\| = 0$.

For networked systems described in Fig. 1, we are interested in achieving a special type of equilibrium, where the outputs achieve agreement.

Definition 2 (Output agreement). The networked system (3) is said to reach output agreement at $y^* := \tilde{y}^*$, if $\lim_{t \to \infty} y_i(t) = \tilde{y}$, $\forall i \in V$, with $\tilde{y} \in \mathbb{R}$ being a constant.
B. Optimization criteria for transient and steady-state performances

1) Transient performance: The period after a disturbance and before the system settles down to a steady state is called the transient period. During the transient period, our goal is to quickly drive the system to the steady state with the control effort \( \mathbf{w} \). Thus, for all node \( i \in \mathcal{V} \), we consider the cost function \( J_i \) that penalizes the output deviation \( (y_i(t) - \bar{y}) \) and the control effort from \( w_i(t) \). The transient optimization problem up to time \( T \) is

\[
\begin{align*}
\min_{\mathbf{w}(\cdot), \mathbf{\psi}(\cdot)} & \quad \int_{t=0}^{T} \sum_{i=1}^{n} J_i(y_i(t) - \bar{y}, w_i(y_i(t)))dt, \\
\text{s.t.} & \quad \text{dynamics in (3)}, \\
& \quad \text{stability criteria in Definitions 1 and 2}
\end{align*}
\]

which is a general formulation including the design freedom in both the external control \( \mathbf{w}(\cdot) \) and the edge feedback function \( \mathbf{\psi}(\cdot) \). For problems where \( \mathbf{\psi}(\cdot) \) is fixed (e.g., frequency control in power systems), we eliminate \( \mathbf{\psi}(\cdot) \) from the optimization variable. In practice, the system dynamics \( (3) \) can be highly nonlinear, making it challenging to solve \( (4) \) using conventional optimization techniques. Therefore, the current state-of-the-art is to learn functions \( \mathbf{w}(\cdot) \) and \( \mathbf{\psi}(\cdot) \) by parameterizing them as neural networks and training them by minimizing the cost in \( (4a) \). But the key challenge with applying these neural network-based controllers is guaranteeing stability. Even if the learned policy may appear "stable" during training, it is not necessarily stable during testing. This can be observed in the vehicle and power system experiments in Section VII.

2) Optimal resource allocation at the steady-state: In addition to optimizing the transient period performance, we also want to optimize the steady-state cost, i.e. the cost of maintaining the system outputs at the desired value \( \bar{y} \mathbb{1}_n \). For example, the frequencies in a power system (in North America) should be very close to 60 Hz [28]. Since there are many ways to set steady-state generator power outputs to achieve this, the system operator needs to find the one that minimizes the generation cost. Let \( C_i(\cdot) : \mathbb{R} \rightarrow \mathbb{R} \) be the cost function for the external control of node \( i \in \mathcal{V} \). The optimal resource allocation problem is

\[
\begin{align*}
\min_{\mathbf{w}^*} & \quad C(\mathbf{w}^*) := \sum_{i=1}^{n} C_i(w_i^*), \\
\text{s.t.} & \quad \mathbf{y}^* = \bar{y} \mathbb{1}_n.
\end{align*}
\]

The goal is to enforce that the external control \( \mathbf{w}^* \) at the steady state solves \( (5) \), which indicates that the setpoints of the control action settle down to the optimal resource allocation solution.

C. Bridging controller design and stability via passivity analysis

The transient optimization \( (4) \) and steady-state optimization \( (5) \) appear to be two different optimization problems. Thus, the key question we address in this paper is: how to find a learning-based controller that solves \( (4) \) and \( (5) \) simultaneously, while guaranteeing system stability?

To bridge controller design and stability of the networked systems, we use the property of passivity. Passivity is a widely adopted tool to analyze stability in control of networked systems [29]. Specifically, we consider the notion of equilibrium-independent passivity (EIP) [1], [23] defined below.

Definition 3 (Equilibrium-independent passivity [1]). The system described by \( \dot{x}_i = f_i(x_i, u_i), y_i = h_i(x_i), x_i \in \mathbb{R}, u_i \in \mathbb{R} \) is equilibrium-independent passive (EIP) if there exists a nonempty set \( \mathcal{U}_i^* \subseteq \mathbb{R} \) such that for every \( u_i^* \in \mathcal{U}_i^* \), (i) there exists a unique \( x_i^* \) satisfying \( f_i(x_i^*, u_i^*) = 0 \), and (ii) there is a positive definite storage function \( W_i(x_i, x_i^*) \) such that \( \forall x_i \in \mathbb{R}, u_i \in \mathbb{R} \),

\[
W_i(x_i^*, x_i^*) = 0 \quad \text{and} \quad W_i(x_i, x_i^*) \leq (y_i - y_i^*) (u_i - u_i^*). \tag{6}
\]

If there further exists a constant \( \rho_i > 0 \) such that

\[
W_i(x_i, x_i^*) \leq -\rho_i \|y_i - y_i^*\|^2 + (y_i - y_i^*) (u_i - u_i^*), \tag{7}
\]

then the system is strictly EIP.

Remark 1 (Comparison between passivity and EIP). The conventional definition of passivity is referenced to a chosen equilibrium input-state-output configuration, which is typically taken to be the origin [3], [29]. However, the equilibrium is obtained by the simultaneous solution of all subsystems and is sometimes difficult to be explicitly computed. The notion of EIP characterizes dynamical systems that are passive with respect to an arbitrary equilibrium point, which enables a convergence or stability analysis of networked systems without computing the equilibrium a priori [1], [23].

We make the following assumption that each node is strictly EIP, which as an abstraction of the system would allow us to design generalized controllers for networked systems.

Assumption 1 (Strictly EIP of nodes). \( \forall i \in \mathcal{V} \), the node dynamics \( (1) \) is strictly EIP with a storage function \( W_i^V(x_i, x_i^*) \).

The EIP property in Assumption 1 has been found in a large class of physical systems, including transportation [4], power systems [24], [30], robotics [25], communication [3], and others. For instance, for power system frequency control, a quadratic function \( W_i^{1V} = \frac{1}{2} (x_i - x_i^*)^2 \) can serve as the storage function for each node and verify the EIP assumption.

Note that an arbitrary interconnection of nodes that satisfy the EIP property does not necessarily lead to a stable system, and it is important to design the interconnections and controller to satisfy certain conditions to achieve stability. The rest of the paper characterizes algebraic conditions that the controllers need to satisfy, and how neural networks can be structured to satisfy these conditions.

IV. NEURAL-PI CONTROL WITH STABILITY AND OUTPUT AGREEMENT GUARANTEES

In this section, we propose a generalized proportional-integral (PI) structure for external control \( \mathbf{w} \) and conditions on the edge feedback function \( \mathbf{\psi} \), for network systems without communication capability. In particular, we show that monotonicity of \( \mathbf{w} \) and \( \mathbf{\psi} \) implies the convergence of the output agreement to the required value.
A. Generalized PI control with stability implied by monotonicity

We start by writing the external controller \( w \) as the following form, for each node \( i \in \mathcal{V} \),
\[
\begin{align*}
    w_i &= p_i(y_i - y_i) + r_i(s_i), \quad (8a) \\
    \dot{s}_i &= \overline{y}_i - y_i. \quad (8b)
\end{align*}
\]
At each node \( i \), the controller is made up of two components. The component \( p_i(\cdot) \) is a proportional term, which is a function of the tracking error between the current output \( y_i \) and desired output value \( \overline{y}_i \). The component \( r_i(\cdot) \) is the integral term, which is a function of the integral of historical tracking errors denoted by \( s_i \) where \( \dot{s}_i = \overline{y}_i - y_i, \) \( s_i(0) = 0 \). The above controller follows the structure of the widely adopted PI controller [27], [29]. Intuitively, the proportional term drives \( \bar{y}_i - y_i \) function of the tracking error between the current output and the integral term drives the accumulated tracking error to zero.

In most existing applications, linear PI controllers are used [7]–[9], [11], where \( p_i(y_i - y_i) = K_{i,1}(\overline{y}_i - y_i) \) and \( r_i(s_i) = K_{i,2}s_i \) with \( K_{i,1} \in \mathbb{R} \) and \( K_{i,2} \in \mathbb{R} \) being constants. Linear PI controllers are easy for implementation and analysis. However, their transient performance can be poor for large-scale nonlinear systems.

Here, we consider a generalized PI controller by letting \( p_i(\cdot) \) and \( r_i(\cdot) \) in \( (8) \) be nonlinear functions parameterized by neural networks. Training the neural networks may find parameterizations of controllers that attain lower transient cost in \( (4) \) than linear PI control. However, it is challenging to guarantee the stability criteria in Section III-A for controllers parameterized by general neural networks. We seek to overcome this challenge through structured design: we first derive the structure of controllers that attain the required stability and output agreement guarantees, then design neural networks to satisfy the structure. The key structure we use are monotonically increasing functions, and the structured controller design is given in Design 1. We will prove that this controller design guarantees the convergence of output to the desired agreement in the next subsection.

Controller Design 1 (Output agreement guarantees). The external control \( w_i \), for each node \( i \in \mathcal{V} \) is given by \( (8) \), where the functions \( p_i(\cdot) : \mathbb{R} \to \mathbb{R} \) and \( r_i(\cdot) : \mathbb{R} \to \mathbb{R} \) are Lipschitz continuous and strongly increasing with \( p_i(0) = 0, r_i(0) = 0. \) In addition, the functions \( \psi_i(\cdot) \) are strongly increasing for each edge \( i \in \mathcal{E} \). Compactly, the designed controller \( (5d) \) is
\[
\begin{align*}
    u &= -E\psi(\eta) + p(-y + \overline{y}_n) + r(s), \quad (9a) \\
    \dot{s} &= -(y - \overline{y}_n), \quad (9b)
\end{align*}
\]
where \( s := (s_i, i \in [n]) \in \mathbb{R}^n, \) \( p := (p_i, i \in [n]), \) and \( r := (r_i, i \in [n]). \)

The above controller design features two parts: the external controller \( w \) (equals to \( p(-y + \overline{y}_n) + r(s) \)), and if possible, the edge dynamics \( \psi(\cdot) \). The external controller \( w \) generalizes the linear PI controller, allowing both \( p_i(\cdot) \) and \( r_i(\cdot) \) to be nonlinear functions, as long as they are strongly increasing and cross the origin (these are sometimes called class \( K \) functions in the literature [31]).

For systems where we have the design freedom on \( \psi_i(\eta_i) \) (e.g., vehicle platooning in Fig. 1(b)), Controller Design 1 provides the algebraic constraint on the function \( \psi(\cdot) \). Although this condition on \( \psi(\cdot) \) is also presented in [2], [4], they did not consider how to design a good \( \psi(\cdot) \). In fact, [2] and [4] choose two very different functions, \( \psi_i(\eta_i) = \tanh(\eta_i) \) and \( \psi_i(\eta_i) = (\eta_i)^{1/3} \), respectively. As we will show in our experiments, neither is close to being optimal for the transient performance. To search for potentially better functions, Section VI-A will elaborate on how to parameterize neural networks such that these monotonicity conditions in Controller Design 1 can be met, and how the controllers and edge dynamics can be optimized through training.

Remark 2 (Extended edge feedback function). Sometimes \( \psi_i(\eta_i) \) is only defined for the region \( \eta_i \in [\eta_i, \eta_i] \). In this case, we extend the definition such that
\[
\psi_i(\eta_i) = \begin{cases} 
    \psi_i(\eta_i) + L(\eta_i - \eta_i), & \eta_i < \eta_i \\
    \psi_i(\eta_i), & \eta_i \in [\eta_i, \eta_i] \\
    \psi_i(\eta_i) + L(\eta_i - \eta_i), & \eta_i > \eta_i \end{cases} \quad (9b)
\]
where \( L > 0 \) is the Lipschitz constant of \( \psi_i(\eta_i) \). Note that we slightly overload the notation \( \psi_i(\eta_i) \) to simplify the notation. This function is well-defined on \( \mathbb{R} \) and will be used later to construct a radially unbounded Lyapunov function. The extended definition is only utilized for deriving quadratic bounds for Lyapunov functions, and we do not need to specify \( L \) when optimizing over \( \psi_i(\cdot) \) in the region \([\eta_i, \eta_i]\).

B. Convergence to the desired output agreement

The next theorem shows that the output of the system under Controller Design 1 converges to the desired agreement level.

Theorem 1 (Convergence of output agreement). Suppose that Assumption 1 holds and the input \( u \) follows \( (9) \) in Controller Design 1. Suppose the storage function \( W_i^0(x_i, x_i^n) \) is radially unbounded, \( \forall i \in \mathcal{V} \). If the system \( (3) \) has a feasible equilibrium, then the output of each node converges to the desired steady-state value \( \overline{y}_i \), i.e., \( \bar{y}_i = \overline{y}_n \).

By Theorem 1, the Controller Design 1 provides key structural property for the controllers to have provable guarantees on convergence to the desired output agreement. We show the convergence of the output by constructing a positive definite function \( V_1(x, \eta, s)|_{x^*, \eta^*, s^*} \) that is radially unbounded and the time derivative \( \dot{V}_1(x, \eta, s)|_{x^*, \eta^*, s^*} \leq -\sum_{i=1}^n p_i \|y_i - \hat{y}_i\|^2 \). Then the convergence of \( \sum_{i=1}^n p_i \|y_i - \hat{y}_i\|^2 \) to zero follows directly from Barbalat’s lemma [29, Lemma 4.2]. The rest of this section outlines the proof of Theorem 1.

Remark 3 (Robustness). Theorem 1 does not depend on the specifics of \( f_i(\cdot) \) in nodal dynamics (1) (as long as it is EIP), making the convergence certification robust to parameter changes for systems satisfying Assumption 1. This will be demonstrated in the experiment on power system control.

Remark 4 (Equilibrium). Observe from (5) and (9b) that the equilibrium is given by \( \dot{x} = 0_n, \ \dot{\eta} = 0_m, \) and \( \dot{s} = 0_n, \)
which yields $f(x^*, u^*) = 0_m$, $\zeta^* = E^\top y^* = 0_m$, and $y^* = \hat{y}l_n$. Thus, the set of feasible equilibrium of system \cite{3} under Controller Design \cite{7} is $\mathcal{S}_c \triangleq \{(x^*, \eta^*, s^*)| f(x^*, u^*) = 0_m, \hat{y}l_n = h(x^*), r(s^*) - E\psi(\eta^*) = u^*, u^* \in U^*\}$. Without extra assumption, there might be multiple feasible equilibria in $\mathcal{S}_c$. This is the reason why we show the convergence of the output instead of the stability to a unique equilibrium. In Section \cite{4} we will further show the controller design that yields a unique equilibrium by enforcing that $r(s^*)$ settles down to the solution of optimal resource allocation.

To show the convergence of the output, we construct a positive definite function $V_1(x, \eta, s)|_{x^*, \eta^*, s^*}$ using the storage functions $W_i^V(x_i, x_i^*)$, $i \in V$ as well as the integral functions

$$R(s) := \sum_{i=1}^{n} \int_0^{s_i} r_i(z)dz$$

and $Q(\eta) := \sum_{i=1}^{m} \int_0^{\eta_i} \psi_i(z)dz$ (10)

associated with the monotone functions $r_i(\cdot)$ and $\psi_i(\cdot)$ in Controller Design \cite{4}. Namely, we construct a function

$$V_1(x, \eta, s)|_{x^*, \eta^*, s^*} := \sum_{i=1}^{n} W_i^V(x_i, x_i^*) + B^V(s, s^*) + B^E(\eta, \eta^*),$$

(11)

where $B^V(s, s^*)$ and $B^E(\eta, \eta^*)$ are the Bregman distances associated with the integral functions $R(s)$ and $Q(\eta)$, i.e.,

$$B^V(s, s^*) := R(s) - R(s^*) - \nabla R(s^*)^\top (s - s^*),$$

(12a)

$$B^E(\eta, \eta^*) := Q(\eta) - Q(\eta^*) - \nabla Q(\eta^*)^\top (\eta - \eta^*).$$

(12b)

The Bregman distances $B^V(s, s^*)$ and $B^E(\eta, \eta^*)$ are lower bounded by quadratic forms due to the following lemma.

**Lemma 1** (Bregman distances of monotone functions). For $r_i(\cdot) : \mathbb{R} \rightarrow \mathbb{R}$ and $\psi_i(\cdot) : \mathbb{R} \rightarrow \mathbb{R}$ that are Lipschitz continuous and strongly increasing, there exist some $\epsilon_v > 0$ and $\epsilon_\psi > 0$ such that the Bregman distances in (12) satisfy

$$B^V(s, s^*) \geq \frac{\epsilon_v}{2} ||s - s^*||_2^2, \quad B^E(\eta, \eta^*) \geq \frac{\epsilon_\psi}{2} ||\eta - \eta^*||_2^2.$$

(13)

**Proof.** We begin by showing that $R(s)$ defined in (10) is strongly convex. Since $r_i(\cdot)$ is strongly increasing, there exists $\epsilon_i > 0$ such that

$$(r_i(s_i) - r_i(s_i'))(s_i - s_i') \geq \epsilon_i (s_i - s_i')^2, \quad \forall s_i, s_i' \in \mathbb{R}.\quad (14)$$

Then, note that, $\forall s \neq s'$,

$$(\nabla R(s) - \nabla R(s'))^\top (s - s') = (r(s) - r(s'))^\top (s - s')$$

$$= \sum_{i=1}^{n} (r_i(s_i) - r_i(s_i'))(s_i - s_i')$$

$$\geq \sum_{i=1}^{n} \epsilon_i (s_i - s_i')^2 \geq \min_{i \in [n]} \epsilon_i ||s - s'||_2^2,$$

(15)

where the first inequality results from (14). By \cite[Chapter IV, Theorem 4.1.4]{32}, \cite{4} indicates that $\tilde{R}(s)$ is $\epsilon_v$-strongly convex, which further implies that $B^V(s, s^*)$ defined in (12a) satisfies (13) by \cite[Chapter IV, Theorem 4.1.1]{32}. The result for $B^E(\eta, \eta^*)$ follows from the same line of argument. \hfill $\square$

With Lemma 1 it is straightforward to show that $V_1(x, \eta, s)|_{x^*, \eta^*, s^*}$ is positive definite and radially unbounded.

**Lemma 2** (Positive definiteness of $V_1(x, \eta, s)|_{x^*, \eta^*, s^*}$).

Suppose assumptions in Theorem \cite{4} hold, then $V_1(x, \eta, s)|_{x^*, \eta^*, s^*}$ is a radially unbounded function satisfying $V_1(x^*, \eta^*, s^*) = 0$ and $V_1(x, \eta, s)|_{x^*, \eta^*, s^*} > 0$, $\forall (x, \eta, s) \neq (x^*, \eta^*, s^*)$.

**Proof.** By Lemma 1 $B^V(s, s^*)$ and $B^E(\eta, \eta^*)$ are radially unbounded for $s \in \mathbb{R}^n$ and $\eta \in \mathbb{R}^m$, respectively. By assumption in Theorem \cite{4} $\sum_{i=1}^{n} W_i^V(x_i, x_i^*)$ is radially unbounded for $x \in \mathbb{R}^n$. Hence, $V_1(x, \eta, s)|_{x^*, \eta^*, s^*}$ defined by (11) is radially unbounded.

We now show that $V_1(x, \eta, s)|_{x^*, \eta^*, s^*}$ is positive definite. By Assumption \cite{4} $\sum_{i=1}^{n} W_i^V(x_i, x_i^*) \geq 0$ with equality holds only when $x = x^*$. It can be seen clearly from (13) in Lemma 1 that $B^E(\eta, \eta^*) \geq 0$ and $B^V(s, s^*) \geq 0$ with equality holds only when $\eta = \eta^*$ and $s = s^*$, respectively. Hence, $V_1(x, \eta, s)|_{x^*, \eta^*, s^*}$ is positive definite and equals to zero only at $(x^*, \eta^*, s^*)$. \hfill $\square$

We complete the proof of convergence to output agreement by showing the following lemma.

**Lemma 3** (Time derivative of $V_1(x, \eta, s)|_{x^*, \eta^*, s^*}$). Let assumptions in Theorem \cite{4} hold. The time derivative of (11) satisfies

$$\dot{V}_1(x, \eta, s)|_{x^*, \eta^*, s^*} \leq -\sum_{i=1}^{n} \rho_i ||y_i - \hat{y}l_n||^2.\quad (\text{Moreover, } \sum_{i=1}^{n} \rho_i ||y_i - \hat{y}l_n||^2 \rightarrow 0 \text{ as } t \rightarrow \infty.)$$

**Proof.** To prepare for the calculation of the time derivative of (11), we start by calculating the time derivatives of functions $B^V(s, s^*)$ and $B^E(\eta, \eta^*)$ in (12). Clearly, the time derivative of $B^V(s, s^*)$ is

$$\dot{B}^V(s, s^*) = (\nabla R(s) - \nabla R(s^*))^\top \dot{s}$$

$$\overset{1}{=} - (r(s) - r(s^*))^\top (y - \hat{y}l_n),$$

(16)

where $\overset{1}{=} \text{follows from } \nabla R(s) = r(s)$ by (10) and the dynamics of $s$ in (9b). Similarly, the time derivative of $B^E(\eta, \eta^*)$ is

$$\dot{B}^E(\eta, \eta^*) = (\nabla Q(\eta) - \nabla Q(\eta^*))^\top \dot{\eta}$$

$$\overset{2}{=} (\psi(\eta) - \psi(\eta^*))^\top \zeta,$$

(17)

where $\overset{2}{=} \text{uses } \nabla Q(\eta) = \psi(\eta)$ by (10) and $\zeta = \zeta$ by (32).

Now, we can compute the time derivative of (11) as

$$\dot{V}_1(x, \eta, s)|_{x^*, \eta^*, s^*} = \sum_{i=1}^{n} \dot{W}_i^V(x_i, x_i^*) + \dot{B}^V(s, s^*) + \dot{B}^E(\eta, \eta^*)$$

$$\overset{1}{\leq} - \sum_{i=1}^{n} \rho_i ||y_i - \hat{y}l_n||^2 + (y - y^*)^\top (u - u^*)$$

$$- (r(s) - r(s^*))^\top (y - \hat{y}l_n) + (\psi(\eta) - \psi(\eta^*))^\top \zeta$$

$$\overset{2}{\leq} - \sum_{i=1}^{n} \rho_i ||y_i - \hat{y}l_n||^2 - (y - \hat{y}l_n)^\top E_1 (\psi(\eta) - \psi(\eta^*))$$
Here, some tricks are used for constructing a quadratic format. In 1, the strictly EIP property of nodes under Assumption 1 and results in (16) and (17) are used. In 2, Controller Design 1 described by (9) and the corresponding equilibrium property \( y^* = \bar{y}_{\text{ff}} \) in Remark 4 are used. In 3, \( y^* = \zeta^{-1} \) by (10) and \((\bar{y}_{\text{ff}})^T E = y^* \) \( E = 0^n \) by Remark 4 are used. In 4, the fact that \( p_i(\cdot) \) is strongly increasing with \( p_i(0) = 0 \) is used such that \( p_i(\bar{y} - y_i - y_i - (\bar{y} - y_i - p_i(0)) (\bar{y} - y_i - 0) \geq \epsilon_i (\bar{y} - y_i)^2 \) for some \( \epsilon_i > 0 \), \( \forall i \in [n] \).

Recall from Lemma 2 that \( V_i(x, \eta, s) \mid \eta^*, y^* \) is radially unbounded and positive definite. Thus, by invoking Barbalat’s lemma [29, Lemma 4.2], one can conclude from (18) that \( \sum_{i=1}^n p_i \|y_i - \bar{y}_i\|^2 \to 0 \) as \( t \to \infty \).

Lemma 3 indicates that, if the system (3) under Controller Design 1 described by (9) has a feasible equilibrium, then the output of each node converges to a constant steady-state value \( \bar{y} \) as \( t \to \infty \), i.e., \( y^* = \bar{y}_{\text{ff}} \). This concludes the proof of output agreement in Theorem 1.

V. NEURAL-PI CONTROL FOR DISTRIBUTED OPTIMAL RESOURCE ALLOCATION

In this section, we extend the controller design in Section IV to realize the optimal steady-state resource allocation. Unlike the controller in (9) that only relies on local information, the optimization of steady-state cost requires communication between neighbours. This section first reformulates the steady-state problem (5) and derives its optimality conditions, then presents a distributed algorithm that is embedded into the controller design to meet these conditions.

A. Optimal resource allocation at steady-state

Ensuring that the steady-state actions settle down to the solution of the resource allocation problem (5) is in general challenging, since the steady-state optimization cannot be trivially incorporated into the controller and the transient optimization (11). To overcome this challenge, we contribute to deriving an equivalent formulation for the constraint \( y^* = \bar{y}_{\text{ff}} \), which subsequently converts the optimality condition of (5) into a consensus condition that can be incorporated into the controller design in (9).

To derive this condition, we first establish an assumption that is basic for the stability analysis of networked systems where each node is a SISO system represented by (1).

Assumption 2 (Equilibrium input-state-output mapping). \( \forall i \in \mathcal{V} \), there exists a continuous function \( k_{x,i}(\cdot) : \mathcal{U}_i \to \mathbb{R} \) for the equilibrium input-state map such that \( x^*_i = k_{x,i}(u^*_i) \) and \( f_i(k_{x,i}(u^*_i), u^*_i) = 0 \). Moreover, \( h_i(\cdot) \) and \( k_{x,i}(\cdot) \) are bijective functions with inverse functions given by \( h^{-1}_i \) and \( k^{-1}_i \) respectively, such that the equilibrium input-output map \((h_i \circ k_{x,i})(\cdot) : \mathcal{U}_i \to \mathbb{R} \), i.e., \( y^*_i = h_i(k_{x,i}(u^*_i)) \) is a bijection as well.

Assumption 2 is required to show the uniqueness of equilibrium and derive the optimality conditions for the resource allocation problem (5). It can be easily checked given \( f_i(\cdot) \).

The following lemma presents an equivalent formulation for the steady-state resource allocation problem and gives its optimality conditions.

Lemma 4 (Equivalent formulation for optimal resource allocation). Let Assumption 2 hold and suppose that the optimal resource allocation problem (5) has a feasible solution at the output agreement level \( \bar{y} \). Then the optimization problem (5) is equivalent to

\[
\begin{align*}
\min_{w_1, \mu^*} C(w^*) := \sum_{i=1}^n C_i(w^*_i), \\
\text{s.t. } k_{x}^{-1}(h^{-1}(\bar{y}_{\text{ff}})) = w^* - E\mu^*,
\end{align*}
\]

where \( w^* \) is the unique minimizer if and only if it satisfies \( \nabla C_i(w^*_i) = \nabla C_j(w^*_j), \forall i, j \in \mathcal{V} \).

Proof. We prove the equivalence of optimization by showing that the steady-state output \( y^* = \bar{y}_{\text{ff}} \) and if only if \( k_{x}^{-1}(h^{-1}(\bar{y}_{\text{ff}})) = w^* - E\mu^* \). First, we show necessity. If \( y^* = \bar{y}_{\text{ff}} \), then the bijection in Assumption 2 gives the unique input \( w^* = k_{x}^{-1}(h^{-1}(\bar{y}_{\text{ff}})) \). Thus, \( k_{x}^{-1}(h^{-1}(\bar{y}_{\text{ff}})) = w^* = w^* - E\mu^* \). Next, we show sufficiency. If \( k_{x}^{-1}(h^{-1}(\bar{y}_{\text{ff}})) = w^* - E\mu^* \), we have \( w^* = w^* - E\mu^* = k_{x}^{-1}(h^{-1}(\bar{y}_{\text{ff}})) \). Then the bijection in Assumption 2 gives \( y^* = \bar{y}_{\text{ff}} \).

To prove that the marginal costs are identical at optimality, consider the Lagrangian function \( L(w^*, \mu^*, \lambda) := \sum_{i=1}^n C_i(w^*_i) + \lambda^T (k_{x}^{-1}(h^{-1}(\bar{y}_{\text{ff}})) - w^* + E\mu^*) \), where \( \lambda \in \mathbb{R}^n \) is the multiplier. Then, the Karush-Kuhn-Tucker conditions [33] gives

\[
\begin{align*}
\nabla_w L(w^*, \mu^*, \lambda) & = \nabla_w C(w^*) - \lambda = 0_n, \\
\nabla_{\mu^*} L(w^*, \mu^*, \lambda) & = E^T \lambda = 0_m, \\
\nabla_{\lambda} L(w^*, \mu^*, \lambda) & = k_{x}^{-1}(h^{-1}(\bar{y}_{\text{ff}})) - w^* + E\mu^* = 0_n.
\end{align*}
\]

By [26], the incidence matrix of a connected graph satisfies \( N(E^T) = \text{range} \{1_n\} \). Hence, (20b) implies \( \lambda \in \text{range} \{1_n\} \) and (20a) further yields \( \nabla w C(w^*) = \lambda \in \text{range} \{1_n\} \). Moreover, (20c) is satisfied since \( w^* \) and \( \mu^* \) are variables at the equilibrium. Hence, \( w^* \) solves (19) if and only if \( \nabla w C(w^*) \in \text{range} \{1_n\} \), which concludes the proof.

By Lemma 4 enforcing that \( w^* \) achieves identical marginal cost, i.e., \( \nabla C_i(w^*_i) = \nabla C_j(w^*_j) \), \( \forall i, j \in \mathcal{V} \) can ensure that the steady-state actions settle down to the solution of the resource allocation problem. To this end, prior works have designed distributed averaging-based integral control by communicating \( \nabla C_i(w_i) \) with its neighbours [7]-[9]. However, they are restricted to quadratic costs and linear controllers. In this paper, we consider nonlinear controllers and a more general class of cost functions in the following assumption.
**Assumption 3 (Scaled-cost gradient functions).** The function $C_i(\cdot) : \mathbb{R} \to \mathbb{R}$ is strictly convex and continuously differentiable for all $i \in V$. Moreover, there exists a function $C_0(\cdot) : \mathbb{R} \to \mathbb{R}$ and a group of positive scaling factors $c := (c_i, i \in V)$ such that $\nabla C_i(\cdot) = \nabla C_0(c_i \cdot), \forall i \in V$.

Some examples satisfying Assumption 3 are 1) polynomials of the form: $C_i(w_i) = \frac{c_i}{p} \cdot w_i^p + b_i$ where $c_i > 0$ and $p$ is an even integer (this includes quadratics), 2) functions that are identical up to constants: $C_i(w_i) = C_0(w_i) + b_i$ (e.g., power generators of the same type but with different startup costs).

**B. Structured controller design**

We aim to design the control law such that the control effort reaches the solution of the optimal resource allocation problem \((\ref{eq:resource_allocation})\) at the steady state, which can be equivalently realized through identical marginal cost at the steady state by Lemma \ref{lem:steady_state}. Hence, we design the mechanism such that neighbouring nodes communicate their marginal cost and reach the consensus at the steady state. We model communication network within the physical networked system as a connected graph $\tilde{G} = (V, \tilde{E})$ with an incidence matrix $\tilde{E}$. By adding the communication loop into the integral variable $s$, the integral control term $r(s)$ can respond to the differences of marginal costs. The edges in $\tilde{E}$ are not necessarily the same as $E$ and we use $\tilde{\cdot}$ to denote all variables belonging to the edges in the communication graph. The communication network associated with nodes of the physical network is designed as follows

$$\begin{align*}
\nu_i : & \quad \dot{s}_i = -(y_i - \bar{y}) - c_i q_i, \\
& \quad q_i = \sum_{l=1}^{m} \tilde{E}_{i,l} \tilde{\mu}_l, \\
& \quad o_i = \nabla C_i(r_i(s_i)), \quad i \in V \\
\tilde{E}_l : & \quad \tilde{\zeta}_l = o_l - o_j, \\
& \quad \tilde{\mu}_l = \tilde{\phi}_l(\tilde{\zeta}_l), \quad l = (i, j) \in \tilde{E}
\end{align*} \tag{21}$$

with state $s_i \in \mathbb{R}$, input $q_i \in \mathbb{R}$, output $o_i \in \mathbb{R}$ for the nodes, and input $\tilde{\zeta}_l \in \mathbb{R}$, output $\tilde{\mu}_l \in \mathbb{R}$ for the edges. Note that the edges are designed as a memoryless system without states. Compacty, we have the closed-loop dynamics for the communication graph represented by $\dot{s} = -(y - \bar{y}) \cdot n_n - \tilde{c} \tilde{E} \tilde{\phi} \left( \tilde{E}^\top \nabla C(r(s)) \right)$, where $\tilde{c} = \text{diag}(c_1, \ldots, c_n)$. Then, the control law is designed as follows.

**Controller Design 2 (Distributed Steady-State Optimization).** For each node $i \in V$, the external control law is $w_i = p_i (\bar{y}_i - y_i) + r_i(s_i)$, where $p_i(\cdot) : \mathbb{R} \to \mathbb{R}$ and $r_i(\cdot) : \mathbb{R} \to \mathbb{R}$ are Lipschitz continuous and strictly increasing functions with $p_i(0) = 0$, $r_i(0) = 0$. The functions $\psi_i(\cdot)$ are strictly increasing for all $l \in \tilde{E}$. The ancillary state $s$ comes from the communication network \((\ref{eq:comm_network})\) where the function $\tilde{\phi}_l(\cdot) : \mathbb{R} \to \mathbb{R}$ is an odd function and with the same sign as $z$ for all $l \in \tilde{E}$. Compactly, we have

$$\begin{align*}
\mathbf{u} &= -E \psi(\eta) + p(-y + \bar{y}) \cdot n_n + r(s) \tag{22a} \\
\dot{s} &= -(y - \bar{y})_{n_n} - \tilde{c} \tilde{E} \tilde{\phi} \left( \tilde{E}^\top \nabla C(r(s)) \right) \tag{22b}
\end{align*}$$

The following lemma shows properties of the added term in \((\ref{eq:controller_design})\), providing an intuition about why Controller Design 2 can guarantee identical marginal cost (i.e., $\nabla C(r(s^*)) \in \text{range}(1_n)$).

**Lemma 5 (Cross term in the communication network).** Suppose Assumption 3 holds. Then

$$\dot{c} \tilde{E} \tilde{\phi} \left( \tilde{E}^\top \nabla C(r(s)) \right) = 0 \tag{23}$$

if and only if $\nabla C(r(s)) \in \text{range}(1_n)$. Moreover, $r(s)^T c \tilde{E} \tilde{\phi} \left( \tilde{E}^\top \nabla C(r(s)) \right) \geq 0$ with equality holds if and only if $\nabla C(r(s)) \in \text{range}(1_n)$.

The proof is given in Appendix \[A\] by expanding the terms and the properties of cost functions satisfying Assumption 3.

**C. Unique equilibrium with steady-state optimality**

The next theorem states that the closed-loop system \((\ref{eq:resource_allocation})-(\ref{eq:controller})\) with Controller Design 2 yields a unique equilibrium that guarantees output agreement and optimal resources allocation at the steady state.

**Theorem 2 (Steady-state optimality).** Suppose Assumptions 1, 2 hold and the input $\mathbf{u}$ follows \((\ref{eq:controller_design})\) in the Controller Design 2 then the equilibrium is uniquely characterized by

$$\begin{align*}
y^* &= \bar{y} \cdot n_n, \tag{24a} \\
x^* &= h^{-1}(\bar{y} \cdot n_n), \tag{24b} \\
r(s^*) &= \nabla C_0^{-1}(\gamma) \cdot e^{-1} \cdot 1_n, \tag{24c} \\
-\tilde{E} \psi(\eta^*) &= k_x^{-1}(1_h(h^{-1}(\bar{y} \cdot n_n))) - \nabla C_0^{-1}(\gamma) \cdot e^{-1} \cdot 1_n, \tag{24d}
\end{align*}$$

where $\nabla C_0^{-1}(\cdot)$ is the inverse of $\nabla C_0(\cdot)$ and $\gamma$ is the unique solution to

$$\nabla C_0^{-1}(\gamma) = -(1_n \cdot k_x^{-1}(h^{-1}(\bar{y} \cdot n_n))) / \left( \sum_{i=1}^{n} c_i \right). \tag{25}$$

In particular, $w^* = r(s^*)$ and $\nabla C_i(w_i^*) = \nabla C_j(w_j^*), \forall i, j \in V$. That is, $w^*$ at the equilibrium solves the optimal resource allocation problem \((\ref{eq:resource_allocation})\).

The proof is given in Appendix \[B\]. The key steps follow the equality at equilibrium and conditions in Lemma \ref{lem:steady_state}.

**D. Asymptotic stability guarantees**

The next theorem shows that the unique equilibrium achieved by the Controller Design 2 is locally asymptotically stable.

**Theorem 3 (Stability).** Suppose assumptions in Theorem 2 hold. The closed-loop system \((\ref{eq:resource_allocation})-(\ref{eq:controller})\) is locally asymptotically stable at the unique equilibrium characterized by \((\ref{eq:thm3})\).

We prove that the equilibrium is asymptotically stable by constructing a Lyapunov function the same as \((\ref{eq:lyapunov})\). Compared with \((\ref{eq:lyapunov})\), the added term in \((\ref{eq:controller_design})\) creates the term...
follows from (18). Lemma shows that \( r(s^*)^T \hat{c} \tilde{E} \phi(\hat{E}^T \nabla C(r(s))) \) in the extra term has no impact on the sign of \( \dot{V} \).

**Lemma 6.** Suppose Assumption 3 holds. Then
\[
r(s^*)^T \hat{c} \tilde{E} \phi(\hat{E}^T \nabla C(r(s))) = 0.
\]

**Proof.** Plugging in \( r(s^*) = \nabla C_o^{-1}(\gamma) \hat{c} \frac{1}{\gamma} \in \mathbb{R} \) in (24c) gives
\[
r(s^*)^T \hat{c} \tilde{E} \phi(\hat{E}^T \nabla C(r(s)))
= \nabla C_o^{-1}(\gamma) \frac{1}{\gamma} \hat{c} \tilde{E} \phi(\hat{E}^T \nabla C(r(s)))
= \nabla C_o^{-1}(\gamma) \frac{1}{\gamma} \hat{E} \phi(\hat{E}^T \nabla C(r(s)))
\]
which equals to \( 0 \) since \( \frac{1}{\gamma} \hat{E} \phi(\hat{E}^T \nabla C(r(s))) \).

By Lemma 5 we have \(-r(s)^T \hat{c} \tilde{E} \phi(\hat{E}^T \nabla C(r(s))) \leq 0\). Thus, the extra term does not affect the negative definiteness of \( \dot{V} \) and therefore the controller with the communication network in (22) still maintains the stability of the system. The full proof of Theorem 3 is given below.

**Proof.** We prove that the equilibrium is asymptotically stable by constructing a Lyapunov function the same as [11]:
\[
V_2(x, \eta, s) |_{x^*, \eta^*, s^*} = \sum_{i=1}^{n} W_i^Y(x_i, x_i^*) + B^Y(\eta, \eta^*) + B^Y(s, s^*),
\]
where the positive definiteness of \( V_2(x, \eta, s) |_{x^*, \eta^*, s^*} \) still holds because of the monotonicity of the functions \( r_i(\cdot) \) and \( \psi(\cdot) \) for all \( i \) in Controller Design 2. Hence, \( V_2(x, \eta, s) |_{x^*, \eta^*, s^*} \) is a well-defined Lyapunov function. The time derivative of \( B^Y(s, s^*) \) is
\[
\dot{B}^Y(s, s^*) = (\nabla R(s) - \nabla R(s^*))^T \dot{s}
\]
\[
\leq (r(s) - r(s^*))^T (-(y - y^*) - \hat{c} \tilde{E} \phi(\hat{E}^T \nabla C(r(s))))
\]
where \( \leq \) follows from \( \nabla R(s) = r(s) \) and \( \dot{s} = -(y - y^*) - \hat{c} \tilde{E} \phi(\hat{E}^T \nabla C(r(s))) \) by Controller Design 2.

The time derivative of the Lyapunov function in (27) is
\[
\dot{V}_2(x, \eta, s) |_{x^*, \eta^*, s^*} = \sum_{i=1}^{n} W_i^Y(x_i, x_i^*) + B^Y(\eta, \eta^*) + B^Y(s, s^*)
\]
\[
\leq \dot{V}_1(x, \eta, s) |_{x^*, \eta^*, s^*} + \frac{1}{\gamma} \hat{c} \tilde{E} \phi(\hat{E}^T \nabla C(r(s)))]
\]
\[
\leq \dot{V}_1(x, \eta, s) |_{x^*, \eta^*, s^*} - r(s)^T \hat{c} \tilde{E} \phi(\hat{E}^T \nabla C(r(s)))
\]
\[
\leq \dot{V}_1(x, \eta, s) |_{x^*, \eta^*, s^*} - r(s)^T \hat{c} \tilde{E} \phi(\hat{E}^T \nabla C(r(s)))
\]
\[
\leq \dot{V}_1(x, \eta, s) |_{x^*, \eta^*, s^*} \leq - \sum_{i=1}^{n} \rho_i \|y_i - y_i^*\|^2
\]
where the equality \( \leq \) uses (28). The equality \( \leq \) uses (29). The inequality \( \leq \) uses (30a) and equality \( = \) of (30a) holds with \( \beta = \beta^+ \).

**VI. MONOTONE NEURAL NETWORK CONTROLLER**

Controller Design 1 and 2 demonstrate the stability and steady-state guarantees achieved by the structures with monotonicity conditions, but finding and optimizing the monotone functions remains a challenge. In this section, we show how to parameterize neural networks such that the monotonicity conditions can be met. On this basis, the functions in Controller Design 1 and 2 can be parameterized through the monotone neural networks and optimized through training to improve the transient performances.

**A. Monotone neural network design**

Controller Design 1 and 2 require functions that are monotonically increasing and cross the origin. We parameterize this class of functions using the monotone neural network we proposed in [6]. In this paper, we rigorously prove a universal approximation result: any increasing functions through the origin can be approximated by this construction.

**Theorem 4** (Universal approximation of monotonic functions). Let \( \alpha^+(-) \in \mathbb{R}^d \) and \( \beta^+(-) \in \mathbb{R}^d \) be the weights and biases for a single-hidden-layer neural network with \( d \) neurons. The activation is the ReLU function defined by \( \sigma(z) = \max(z, 0) \) for \( z \in \mathbb{R}^d \) with \( \max(\cdot) \) denotes the element-wise maximization. Let \( Z \) be a closed interval in \( \mathbb{R} \) and \( r(z) : Z \to \mathbb{R} \) be a bounded, Lipschitz continuous and strictly increasing function through the origin. For any \( \epsilon > 0 \), there exists a function \( g(z) : Z \to \mathbb{R} \) constructed by
\[
g(z) = (\alpha^+)^T \sigma(\beta_d z - \beta^+) + (\alpha^-)^T \sigma(\beta_d z + \beta^-)
\]
where \( -\infty < \sum_{j=1}^{d'} \alpha_j^- < 0 < \sum_{j=1}^{d'} \alpha_j^+ < \infty \), \( \forall d' = 1, \ldots, d \)
\[
\beta_d^- \leq \cdots \leq \beta_1^- = 0 = \beta_1^+ \leq \cdots \leq \beta^+_d,
\]
such that \( |r(z) - g(z)| < \epsilon \) for all \( z \in \mathbb{Z} \).

To prove the universal approximation property in Theorem 4, we first show that piecewise linear functions with positive slopes can approximate all monotonically increasing functions, then explicitly construct a monotone neural network to represent the piecewise linear functions. The proof of Theorem 4 can be found in Appendix C.

**Remark 5.** The function \( g(z) : Z \to \mathbb{R} \) constructed by (30) is a piecewise linear function where the slope of each piece is positive. The smallest slope is
\[
\gamma = \min \left\{ \min_{d = 1, \ldots, d'} \sum_{j=1}^{d'} |\alpha_j^+|, \min_{d = 1, \ldots, d'} \sum_{j=1}^{d'} |\alpha_j^-| \right\}.
\]

Hence, for all \( z_1, z_2 \in Z \), we have
(g(z_1) - g(z_2))(z_1 - z_2) \geq \gamma (z_1 - z_2)^2 \text{ and thus } g(z) \text{ is also strongly increasing.}

**B. Implementation of the monotone neural network in Theorem 4**

The constraints in (30b) and (30c) are not trivial to enforce when training the neural network. As we briefly mentioned in our previous works [6], [21], the constraints in (30b) and (30c) can be automatically satisfied by a simple re-parameterization of parameters. Specifically, we introduce a group of nonzero intermediate parameters \( \alpha^+(-) \in \mathbb{R}^d \) and \( \beta^+(-) \in \mathbb{R}^{d-1} \) that are unconstrained such that the original parameters \( \alpha^+(-) \in \mathbb{R}^d \) and \( \beta^+(-) \in \mathbb{R}^{d-1} \) are parameterized as

\[
\begin{align*}
\alpha^+_i &= (\tilde{\alpha}^+_i)^2, \\
\alpha^-_i &= (\tilde{\alpha}^-_i)^2, \\
\beta^+_i &= 0, \\
\beta^-_i &= 0,
\end{align*}
\]

By inspection, (30b) and (30c) naturally hold through the construction in (31).

Then the monotonic function in Section VI-A is implemented using the pseudo-code in Algorithm 1. It realizes a function \( g(z) \) that is strictly increasing and crosses the origin. The trainable parameters are \( \alpha^+ \in \mathbb{R}^d, \alpha^- \in \mathbb{R}^d, \beta^+ \in \mathbb{R}^{d-1}, \beta^- \in \mathbb{R}^{d-1} \).

**Algorithm 1 Monotone neural network implementation**

**Input:** Variable \( z \), nonzero weights \( \alpha^+ \in \mathbb{R}^d, \alpha^- \in \mathbb{R}^d, \beta^+ \in \mathbb{R}^{d-1}, \beta^- \in \mathbb{R}^{d-1} \)

Set up the value for the first neuron \( \alpha^+_1 = (\tilde{\alpha}^+_1)^2, \alpha^-_1 = (\tilde{\alpha}^-_1)^2, \beta^+_1 = 0, \beta^-_1 = 0 \)

1: for \( j = 2 \) to \( d \) do
2: \( \alpha^+_j = (\tilde{\alpha}^+_j)^2 - (\tilde{\alpha}^+_j)^2, \alpha^-_j = - (\tilde{\alpha}^-_j)^2 + (\tilde{\alpha}^-_j)^2 \)
3: \( \beta^+_j = \sum_{i=1}^{j-1} (\tilde{\beta}^+_i)^2, \beta^-_j = - \sum_{i=1}^{j-1} (\tilde{\beta}^-_i)^2 \)
4: end for

**Output:** \( g(z) = (\alpha^+)^\top \sigma(1^d z - \beta^+) + (\alpha^-)^\top \sigma(-1^d z + \beta^-) \)

**C. Optimizing transient performances through training**

Each monotonic function in the Controller Design [1] and Controller Design [2] is parameterized by the neural network construction in Algorithm 1. Thus, stability and steady-state performances in Theorem 1 and 2 are guaranteed through the construction by design. The transient performances are further optimized by training the neural networks, and most model-based or model-free learning algorithms can be utilized.

In Fig 2, we use the training of the structured proportional controller \( p(\cdot) \) and the integral controller \( r(\cdot) \) as an example to visualize the detailed construction and the computation graph in the networked system defined in (3). The trainable parameters are contained in each node’s \( p_i(\cdot) \) and \( r_i(\cdot) \) functions, where both are parameterized as monotone neural networks given in Algorithm 1. The signal \( w_i(t) = p_i(t) + r_i(t) \) then serves the external control in the networked system defined in (3) that evolves through time. Let \( \Theta_i \) be the trainable parameters in neural networks of node \( i \). The loss function is defined as \( Loss(\Theta) = \sum_{t=0}^{T} \sum_{i=1}^{n} J_i(y_i(t) - \hat{y}, w_i(t)) \), where \( \Theta := (\Theta_i, i \in [n]) \) is involved in the parameterization of \( w \). The parameters \( \Theta \) are then trained by reinforcement learning algorithms using the defined loss function.

**VII. EXPERIMENTS**

We end the paper with case studies demonstrating the effectiveness of the proposed neural-PI controllers in two networked systems: vehicle platooning and power system frequency control. All experiments are run with a NVIDIA Tesla P100 GPU with 16GB memory. The proposed neural-PI controllers can be trained via most reinforcement learning algorithms, and we use the RNN-based algorithm in [6], [34] for training the neural network-based controllers. Code for all experiments is available at [https://github.com/Wenqi-Cui/NeuralPI_Networked_Systems](https://github.com/Wenqi-Cui/NeuralPI_Networked_Systems)

**A. Vehicle platooning**

The first experiment is the vehicle platoon control in Fig. 1(b). We adopt the model in [2], [4]: (i) the drivers are heterogeneous and have different “preferred” velocities, (ii) neighbouring vehicles influence each other through their relative distance, and (iii) the set of neighbors to a vehicle remains unchanged within the simulation period.
Let $V$ be the set of all the vehicles. The vehicle $i \in V$ adjusts its velocity $x_i$ according to its preferred velocities $\lambda^i_0 > 0$ and the input $u_i$. The node dynamics are

$$V_i: \quad \dot{x}_i = \kappa^i_i \left(-x_i + \lambda^i_0 \right) + \frac{1}{\rho^i_i} u_i, \quad y_i = x_i,$$

(32)

where $\kappa^i_i > 0$ and $\rho^i_i > 0$ are constants. The output $y_i$ is the velocity $x_i$ that can be observed by neighbouring vehicles.

The neighbouring vehicles are described by edges in $E$. If vehicle $i$ is a neighbor in front of vehicle $j$, we associate an edge $l$ with $i$ as the head and $j$ as the tail, written as $l = (i, j) \in E$. For each edge $l$, $\eta^i_l$ denotes the relative position of vehicles. The action of each node $i$ is $u_i = -\psi_l(\eta^i_l) + w_i$, where $\psi_l(\eta^i_l)$ is the feedback from the changes in the relative distance between neighbouring vehicles, and $w_i$ is the external input that synchronizes the outputs to $\hat{y}$.

The edge dynamics are:

$$E_l: \quad \eta^i_l = \zeta^i_l, \quad \mu^l = \psi_l(\eta^i_l),$$

(33)

where the input $\zeta^i_l$ is the relative velocity $x_i - x_j$ and the output $\mu^l$ is the position feedback $\psi_l(\eta^i_l)$. This recovers the input-output coupling of nodes and edges shown in Fig. 1. Appendix D shows that (33) satisfies Assumptions 1 and 2.

1) Design freedom: Vehicles in a platoon need to have the same velocity at the steady state to avoid collisions. The first design freedom is the edge feedback function $\psi_l(\cdot)$ and we follow the procedure in Controller Design 1. The second design freedom is the adjustments $w_i$ to the preferred velocity of vehicle $i$. We would like to maintain at the required velocity $\hat{y}$ at the lowest cost $\sum_{i=1}^{n} C_i(w_i)$.

2) Simulation setup: We adopt the setup in [2], [4]. The number of vehicles is $n = 20$ and they are placed on a line. The sensitivity parameter is $\kappa^i_i = 1$ for all vehicles. The parameters $\lambda^i_0$ and $\rho^i_i$ are randomly generated by $\lambda^i_0 \sim \text{uniform}[5, 6]$ and $\rho^i_i \sim \text{uniform}[1, 2]$, respectively. We generate 300 samples for training and testing, with initial velocities $x_i(0) \sim \text{uniform}[5, 6]$. The state $\eta^i_l$ is initialized as 2 and $s_l$ is initialized as 0, respectively. The stepsize in time is set as $\Delta t = 0.02s$ and for $K = 300$ steps in a trajectory. The communication graph is a randomly generated regular graph with degree three. The episode number and batch size are 400 and 300, respectively.

3) Learning edge feedback functions: We first demonstrate the performance of the learned edge feedback function $\psi_l(\cdot)$ without the external control $w$. References [2] and [4] provide the algebraic constraint that $\psi_l(\cdot)$ should be monotonically increasing. We parameterize $\psi_l(\cdot)$ using the monotone neural network in (30). The loss function in training is set to be $J(y) = \sum_{i=1}^{n} \left( \sum_{k=200}^{K} |y_i(k \Delta t) - \frac{1}{n} \sum_{j=1}^{n} y_j(k \Delta t)| + \sum_{k=1}^{n} \text{relu}(-\eta^i_l + 1) \right)$, which penalizes on the speed disagreement in the last 100 steps and the relative distance smaller than 1. This loss function is used to encourage quicker convergence and avoid potential collisions. We compare against the edge feedback functions presented in [2], [4], where $\psi_l(\eta^i_l) = \tanh(\eta^i_l)$ and $\psi_l(\eta^i_l) = (\eta^i_l)^{1/3}$ are used in [4] and [2], respectively. These functions guarantee stabilization but without performance optimization.

Fig. 3 compares the performance of $\psi_l(\cdot)$ parameterized by the monotone neural network (labeled as MonoNN) in Algorithm 1 with $\tanh(\eta^i_l - \eta^i_0)$ in [4] and $(\eta^i_l - \eta^i_0)^{1/3}$ (labeled as poly1/3) in [2], where $\eta^i_0 = 2$ is the initial distance of neighbouring vehicles. The shape of different edge feedback functions is shown in Fig. 3(a). Fig. 3(b)-(d) visualize the transient velocity of all vehicles from the same initial condition. All of the dynamics reach an output agreement at approximately 5.6 m/s without external control $w$, with MonoNN realizing better transient performance with much faster convergence.

4) Controller performance: We implement the external control $w$ to realize a specific output agreement at $\hat{y} = 5.2$ m/s and reduce the steady-state resource allocation cost. The transient cost is set to be $J(y, w) = \sum_{i=1}^{n} \sum_{k=1}^{K} |y_i(k \Delta t) - \hat{y} + c_i(w_i(k \Delta t))^2$, where $c_i \sim \text{uniform}[0.025, 0.075]$. The steady-state cost in resource allocation is $C(w) = \sum_{i=1}^{n} c_i(w_i^2)$, where we use $w_i(20)$ to approximate $w_i^*$ since the dynamics approximately enter the steady state after $t = 15s$ as we will show later in simulation. The loss function in training is $J(y, w)$, such that neural networks are optimized to reduce transient cost through training.

We compare the performance of the learned structured neural-PI controllers, 1) NeuralPI-Comm, the neural-PI controller with communication (Controller design 2) and, 2) NeuralPI-WoComm, the neural-PI controller without communication (Controller Design 3). Both neural-PI controllers are parameterized by monotone neural networks, with 20 (i.e., $d = 20$) neurons in the hidden layer. We compare against two benchmarks with communication: 3) DenseNN-Comm: Two-layer dense neural networks with ReLU activation, with 20 neurons per hidden layer. 4) LinearPI-Comm: Conventional linear PI control parameterized by $p_i(\bar{y}_i - y_i) = \theta_{i,1}(\bar{y}_i - y_i)$ and $r(s_i) = \theta_{i,2}s_i$, where $\theta_{i,1}$ and $\theta_{i,2}$ are linear coefficients optimized through learning.

The average batch loss during episodes of training is shown in Fig. 4(a). All of the four methods converge, with the NeuralPI achieves the lowest cost. Fig. 4(b) shows the transient and steady-state cost on the test set. NeuralPI-Comm and
LinearPI-Comm have the lowest possible steady-state cost, as guaranteed by Theorem 2. NeuralPI also achieves a transient cost that is much lower than others.

Fig. 5 shows the dynamics of velocity speed $x$, marginal cost $\nabla C(r(s))$, and external control action $w$ on 8 nodes under the four methods. As guaranteed by Controller Design 2, NeuralPI-Comm in Fig. 5(a) reaches the same speed at 5.2 m/s and identical marginal cost, indicating that it achieves the required output agreement level with the lowest resource allocation cost. NeuralPI-WoComm in Fig. 5(b) also reaches the required output agreement level. However, the marginal cost converges at different levels for different nodes because of the lack of communication. LinearPI-Comm is stable and converges to the solution with identical marginal cost, but it has slower convergence compared with neural network-based approaches. DenseNN-Comm in Fig. 5(d) exhibits unstable behaviors in node 3. Therefore, it is necessary to enforce stability and steady-state optimality constraints on controller design to provide performance guarantees.

B. Power systems frequency control

Next we consider power systems where the frequencies of all generators need to be synchronized [6, 28]. Let $\mathcal{V}$ be the set of all the generators and $\mathcal{E}$ be the set of transmission lines. For each generator $i \in \mathcal{V}$, the rotating speed (i.e., frequency) $x_i$ changes with the mismatch between power generation and consumption. We aim to maintain the real-time balance of power generation and consumption by controlling the frequency of all generators at the same nominal value $\bar{x}$ (e.g., 60Hz in the US).

Let $P_i^m$ denote the fixed power generation $d_i$ be the load at the node $i$. The frequency dynamic of node $i \in \mathcal{V}$ is represented as [6, 28]

$$V_i: \dot{x}_i = -\rho_1 (x_i - \bar{x}) + P_i^m - d_i + u_i, \quad y_i = x_i.$$  

(34)

where $\rho_1$ is the damping constant corresponding to the physical system. The input $u_i = w_i - \sum_{E_{il}} E_{il} \mu_l$, where $w_i$ is the changes in the power generation and $\mu_l$ is power flow along a transmission line $l$. Note that the system should withstand disturbances such as step load changes in $d_i$. This is quantified by limiting the maximum frequency deviation and quickly recovering back to the nominal frequency after disturbances.

By physical law [6, 28], the active power flow in the line $l = (i, j)$ is $\mu_l = b_l \sin (\eta_l)$, where $\eta_l$ is the angle differences that change with the difference of rotating speed between node $i$ and $j$. Thus, the dynamics on an edge is

$$E_l: \dot{\eta}_l = \zeta_l, \quad \zeta_l = x_i - x_j, \quad \mu_l = b_l \sin (\eta_l),$$  

(35)

where $b_l$ is the susceptance of the transmission line. In vector form, we have $\zeta = E^T y$ and this recovers the input-output coupling of nodes and edges shown in Fig. 1.

Unlike the vehicle platooning problem, we cannot change the edge feedback function $\mu_l = b_l \sin (\eta_l)$ because it is determined by the physics. Here, we can only optimize $w$ such that the frequency reaches the nominal value at the steady state and the cost of power generation is minimized. Assumptions 1-2 are verified in Appendix E.

1) Optimal resource allocation (economic dispatch): Here we show an explicit derivation for the optimal resource allocation problem in [19]. We aim to reach the output agreement such that $\bar{y} = \bar{x}$. Note that $h^{-1}(\bar{y} \bar{u}_n) = \bar{y} \bar{u}_n$, and $k^{-1}_w(\bar{y}) = \rho_1 (x - \bar{x}) + d_i - P_i^m = d_i - P_i^m$, we have $k^{-1}_w(h^{-1}(\bar{y} \bar{u}_n)) = k^{-1}_w(\bar{y} \bar{u}_n) = d - P^m$.

Then the constraint (19b) is written as $d = w^* - E \mu^* + P^m$, which is the power balance equation. The optimization problem (5) is then written as

$$\min_{w, \mu^*} \sum_{i=1} C_i(w_i^*),$$  

(36a)

$$s.t. \ d = w^* - E \mu^* + P^m,$$  

(36b)

which is the well-known economic dispatch problem in power systems that aims to serve demand with the lowest cost in power generation [35, 36].
It is obvious that different $d$ affects the constraints (30b) and thus changes the optimal solution to the resources allocation. Since the loads are time-varying, one important benefit of the proposed approach is that it distributedly attains the optimal solution following the changes of the load levels without a centralized dispatch.

2) Simulation setup: We conduct experiments on the IEEE New England 10-machine 39-bus (NE39) power network with parameters given in [6], [37]. We generate the training and test set of size 300 by randomly picking at most three generators to have a step load change uniformly distributed in \( \text{uniform}[-1,1] \) p.u., where 1 p.u. = 100 MW is the base unit of power for the IEEE-NE39 test system. Note that the load \( d_i \) is a parameter in the node dynamics \( (34) \). This experiment verifies the robustness of the controller under parameter changes. The state \( y_t \) is initialized as the solution of power flow at the nominal frequency and \( s_i \) is initialized as 0. The communication graph is randomly generated to be a regular graph with degree three. The episode number and step size in time is set as \( \Delta t = 0.01s \) and the number of time stages in a trajectory in the training set is \( K = 400 \).

3) Controller performances: We implement external control law for power output \( w \) of generators to realize the agreement of frequency at 60Hz and reduce steady-state power generation cost. Apart from the accumulated frequency deviation, an important metric for the frequency control problem is the maximum frequency deviation (also known as the frequency nadir) after a disturbance [6]. Hence, the transient cost is set to be \( J(y, w) = \sum_{t=1}^{n} \left( \max_{k=1,...,K} [y_t(k\Delta t) - \bar{y}] + 0.05 \sum_{k=1}^{K} |y_t(k\Delta t) - \bar{y}| + \sum_{k=1}^{K} c_t |(w_t(k\Delta t))^4 \right) \), where \( c_t \sim \text{uniform}[0.25, 0.75] \). The steady-state cost in resource allocation (5) is \( C(w) = \sum_{t=1}^{n} c_t (w_t)^4 \), where the cost function is set as the power of four to demonstrate that the proposed approach is not restricted to quadratic cost functions. We use \( w_t(30) \) to approximate \( w_t^* \) since the dynamics approximately enter the steady state after \( t = 30s \) as we will show later in the simulation. The loss function in training is \( J(y, w) \), such that neural networks are optimized to reduce transient cost.

Similar to the case study of the vehicle platoon, we compare the performance of four controllers. The average batch loss during episodes of training is shown in Fig. 6(a). Most of the four methods converge, with the NeuralPI achieving the lowest cost. Fig. 6(b) shows the transient and steady-state costs on the test set. NeuralPI achieves a transient cost that is much lower than the others. Note that the load changes lead to different solutions of optimal resource allocation problem (36), thus the steady-state cost also lies in a range. Still, NeuralPI-Comm and LinearPI-Comm have the lowest possible steady-state cost, as guaranteed by Theorem 2.

With a step load change at 0.5s, Fig. 7 shows the dynamics of frequency \( x \), marginal cost \( \nabla C(r(s)) \) and external control action \( w \) on 8 nodes under the four methods. As guaranteed by Controller Design 2, NeuralPI-Comm in Fig. 7(a) achieves the output agreement at 60Hz and identical marginal cost, indicating that it achieves the lowest resource allocation cost. NeuralPI-WoComm in Fig. 7(b) also reaches the output agreement at 60Hz guaranteed by Controller Design 1. However, the marginal cost converges at different levels for different nodes because of the lack of communication. LinearPI-Comm in Fig. 7(c) converges to the solution with identical marginal cost, but the speed of convergence is slow. DenseNN-Comm in Fig. 7(d) exhibits unstable behavior with large oscillations. Hence, the guarantees provided in Controller Design 1 and Controller Design 2 are robust to parameter changes, which have significant practical importance. Controller Design 2 further realizes the economic dispatch of generators under different load levels distributedly.

VIII. CONCLUSION

This paper proposes structured Neural-PI controllers for networked systems where node dynamics are equilibrium independent passive. The proposed controllers have provable guarantees on stability and can distributedly achieve optimal
resource allocation at the steady state. Experiments demonstrate that the proposed approach can improve both transient and steady-state performances and is also robust to parameter changes, while unstructured neural networks lead to unstable behaviors. Important future directions include relaxing the limitations on the one-dimensional SISO nodal system and incorporating other safety constraints.
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A. Proof of Lemma

Proof. We start by showing that \( r(s)^T \hat{E} \phi (\hat{E}^T \nabla C(r(s))) \geq 0 \) with equality holds if and only if \( \nabla C(r(s)) \in \{0\} \). Expanding the left side of (23) and pre-multiplying \( r(s) \) gives

\[
(r(s))^T ( \hat{E} \phi (\hat{E}^T \nabla C(r(s))) = \sum_{i,j \in \mathcal{E}} \phi_i (\nabla C_i(r_i(s)) - \nabla C_j(r_j(s))) \cdot (c_i r_i(s) - c_j r_j(s)) = 0
\]

where the last step follows from the cost function in Assumption 3 that \( \nabla C_i(r_i(s)) = \nabla C_0(c_i r_i(s)) \) for all \( i \in \mathcal{V} \).

Since \( C_0(\cdot) \) is strictly convex, its gradient \( \nabla C_0(\cdot) \) is strictly increasing [33]. Thus,

\[
\langle \nabla C_0(c_i r_i(s)) - \nabla C_0(c_j r_j(s)) \rangle \cdot (c_i r_i(s) - c_j r_j(s)) \geq 0
\]

with equality holds if and only if \( \nabla C_0(c_i r_i(s)) = \nabla C_0(c_j r_j(s)) \).
By Controller Design 2, \(\phi_t(\nabla C_0(c_r^i(s_i)) - \nabla C_0(c_r^j(s_j)))\) is the same sign with \(\nabla C_0(c_r^i(s_i)) - \nabla C_0(c_r^j(s_j))\). Hence, (37) implies
\[
\phi_t(\nabla C_0(c_r^i(s_i)) - \nabla C_0(c_r^j(s_j))) (c_r^i(s_i) - c_r^j(s_j)) \geq 0
\]
with equality holds if and only if \(\nabla C_0(c_r^i(s_i)) = \nabla C_0(c_r^j(s_j))\). This implies \(\nabla C_0(r_i(s_i)) = \nabla C_0(r_j(s_j))\)
\[\forall t = (i, j) \in \mathcal{E}\] for cost functions satisfying Assumption 3.

Since the graph is connected, we further have \(\nabla C_1(r_1(s_1)) = \ldots = \nabla C_n(r_n(s_n))\), i.e., \(\nabla C(r(s)) \in \text{range}(\mathbb{I}_n)\).

Then we prove that \(\epsilon C_\phi(\boldsymbol{
abla} \nabla C(r(s))) = 0\) if and only if \(\nabla C(r(s)) \in \text{range}(\mathbb{I}_n)\) by showing sufficiency and necessity. If \(\nabla C(r(s)) \in \text{range}(\mathbb{I}_n)\), we have \(\boldsymbol{
abla} \nabla C = 0\) and thus \(\epsilon C_\phi(\boldsymbol{
abla} \nabla C(r(s))) = 0\).

On the other hand, if \(\epsilon C_\phi(\boldsymbol{
abla} \nabla C(r(s))) = 0\), Multiplying both sides by \(\epsilon C_\phi(\boldsymbol{
abla} \nabla C(r(s)))^\top = 0\) and therefore \(\nabla C(r(s)) \in \text{range}(\mathbb{I}_n)\). Hence, \(\epsilon C_\phi(\boldsymbol{
abla} \nabla C(r(s))) = 0\) if and only if \(\nabla C(r(s)) \in \text{range}(\mathbb{I}_n)\).

C. Proof of Theorem 4

We start by showing that the design of the stacked-RelU neural network forms a piece-wise linear function that is strictly increasing and across the origin. Expanding the terms in the stacked-RelU neural network gives

\[
g(z) = \sum_{j=1}^{d} \alpha_j^+ (z - \beta_j^+) + \sum_{j=1}^{d} \alpha_j^- (z + \beta_j^-)
\]

where \(-\infty < \sum_{j=1}^{d} \alpha_j^- < 0 < \sum_{j=1}^{d} \alpha_j^+ < \infty\), \(\forall d = 1, \ldots, d\)

\[
\beta_d^- \leq \cdots \leq \beta_1^- = 0 = \beta_1^+ \leq \cdots \leq \beta_d^+
\]

Note that the neuron \(\alpha_j^+ (z - \beta_j^+) = \alpha_j^+ (z - \beta_j^+)\) if \(z \geq \beta_j^+\) (sometimes called activated) and equals to zero otherwise. Similarly, the neuron \(\alpha_j^- (z - \beta_j^-) = \alpha_j^- (z - \beta_j^-)\) if \(z \leq \beta_j^-\) and equals to zero otherwise. Hence, the constraint \(\beta_d^- \leq \cdots \leq \beta_1^- = 0 = \beta_1^+ \leq \cdots \leq \beta_d^+\) guarantees that \(g(\hat{0}) = 0\) and the neurons activate in sequence such that

\[
g(z) = \begin{cases} 
\sum_{j=1}^{d} \alpha_j^+ (z - \beta_j^+) , & z > \beta_d^+ \\
\sum_{j=1}^{k} \alpha_j^+ (z - \beta_j^+) , & z \in [\beta_k^+, \beta_{k+1}^-], k = 1, \ldots, d - 1 \\
\sum_{j=1}^{k} \alpha_j^- (z - \beta_j^-) , & z \in [\beta_{k+1}^-, \beta_k^-], k = 1, \ldots, d - 1 \\
\sum_{j=1}^{d} \alpha_j^- (z - \beta_j^-) , & z < \beta_{d^-}
\end{cases}
\]

Hence, \(g(z)\) forms a piece-wise linear function across the origin, and constraints \(-\infty < \sum_{j=1}^{d} \alpha_j^- < 0 < \sum_{j=1}^{d} \alpha_j^+ < \infty\), \(\forall d = 1, \ldots, d\) further guarantee that the slope is positive, i.e., the function is strictly increasing.

The proof of the universal approximation of monotonic functions follows in two steps. First, we show that these functions can be approximated with arbitrary small error by piece-wise linear functions. Next, we show that the piece-wise linear function can be constructed exactly using the stacked ReLU structure. Let \(Z\) be a closed interval in \(\mathbb{R}\) and \(r(z) : Z \rightarrow \mathbb{R}\) be a bounded, \(L\)-Lipschitz continuous and monotonically increasing function through the origin.

Define an equally spaced grid of points on \(Z\), where \(\tau = \frac{1}{2}\) is the spacing between grid points along each dimension. Corresponding to each grid interval \([k - 1, k, \tau]\) with \(k = 1, \ldots, d\), assign a linear function

\[
\tilde{g}(z) = r((k - 1)\tau) + \frac{r(k\tau) - r((k - 1)\tau)}{\tau} (z - (k - 1)\tau),
\]

where \(\tilde{g}(k - 1)\tau) = r((k - 1)\tau)\) and \(\tilde{g}(k\tau) = r(k\tau)\).

Since \(r(\cdot)\) is monotonically increasing, we have \(r((k - 1)\tau) \leq r(z) \leq r(k\tau)\) and \(r((k - 1)\tau) \leq \tilde{g}(z) \leq r(k\tau)\) for all
\[ z \in [(k-1)\tau, k\tau]. \] The approximation error is bounded by
\[ |\hat{y}(z) - r(z)| \leq |r(k\tau) - r((k-1)\tau)| \leq L\tau, \] (39)
where the last inequality follows \( r(\cdot) \) is L-Lipschitz.

Without loss of generality, assume that \( z \geq 0 \) and thus the function \( \beta(x) = \sum_{i=1}^{d} \alpha_{i} \sigma(x - \beta_{i}^{+}) \). Let \( \beta_{k} = (k-1)\tau, \sum_{k=1}^{K} \alpha_{i} = r(k\tau) - r((k-1)\tau) \) for \( k = 1, 2, \ldots, d. \) Then the construction of \( g(z) \) is exactly the same as \( \hat{y}(z) \). Therefore, \( |g(z) - r(z)| \) can also be bounded by \( L\tau \) using (39). We take \( \tau < \frac{\rho}{2} \) to complete the proof.

**D. Verification of assumptions for vehicle platooning**

We check assumptions [12] for this networked system.

**Well defined bijective mapping.** For the node dynamics (32),
\[ f_{i}(x_{i}, u_{i}) = \kappa_{i}(-x_{i} - \lambda_{i}^{0} + \frac{1}{\rho_{i}}u_{i}) \quad \text{and} \quad h_{i}(x_{i}) = x_{i}, \]
where \( h_{i}(\cdot) \) is bijective. At the equilibrium, \( f_{i}(x^{*}_{i}, u^{*}_{i}) = 0 \) gives
\[ -x^{*}_{i} - \lambda_{i}^{0} + \frac{1}{\rho_{i}}u^{*}_{i} = 0. \]
This yields a well-defined bijective mapping \( k_{x,i}(u^{*}_{i}) = \frac{1}{\rho_{i}}u^{*}_{i} + \lambda_{i}^{0}, \)
and inverses \( h_{i}(\cdot) \) and \( k_{x,i}(\cdot) \) are \( h^{-1}_{i}(y^{*}_{i}) = y^{*}_{i} \) and \( k^{-1}_{x,i}(x^{*}_{i}) = \rho_{i}(x^{*}_{i} - \lambda_{i}^{0}). \)

**Strict EIP of node dynamics.** The well defined bijective mapping \( k_{x,i}(\cdot) \) guarantees that for every \( u^{*}_{i} \in U_{i}^{*}, \) there exists a unique \( x^{*}_{i} \in X \) such that \( f_{i}(x^{*}_{i}, u^{*}_{i}) = 0. \) Let the storage function be \( W_{i}^{Y}(x_{i}, x^{*}_{i}) = \frac{\rho_{i}}{2}\rho_{i}(x_{i} - x^{*}_{i})^{2}. \) Then
\[ W_{i}^{Y}(x_{i}, x^{*}_{i}) = \rho_{i}(x_{i} - x^{*}_{i}) \left(-x_{i} - \lambda_{i}^{0} + \frac{1}{\rho_{i}}u_{i}\right) \]
\[ \begin{align*}
\text{follows from} & \quad -(x^{*}_{i} - \lambda_{i}^{0}) + \frac{1}{\rho_{i}}u^{*}_{i} = 0, \\
\text{and} & \quad -(y_{i} - y_{i}^{*})^{2} + (y_{i} - y_{i}^{*})(u_{i} - u^{*}_{i})
\end{align*}
\]
where (1) follows from the equilibrium \( -(\rho_{i}(x^{*}_{i} - \bar{x}) + P_{i}^{*} - d_{i} + u^{*}_{i}) = 0 \) and (2) follows from \( y_{i} = x_{i} \) by definition. Since \( \rho_{i} > 0, \) each node dynamics (32) is strictly EIP with \( \rho_{i} \) and the storage function \( W_{i}^{Y}(x_{i}, x^{*}_{i}) \)

**E. Verification of assumptions for frequency control**

We check assumptions [12] for this networked system.

**Well defined bijective mapping.** For the node dynamics (32),
\[ f_{i}(x_{i}, u_{i}) = -\rho_{i}(x_{i} - \bar{x}) + P_{i}^{*} - d_{i} + u_{i} \quad \text{and} \quad h_{i}(x_{i}) = x_{i}, \]
where \( h_{i}(\cdot) \) is obviously bijective. At the equilibrium, \( f_{i}(x^{*}_{i}, u^{*}_{i}) = 0 \) gives
\[ -\rho_{i}(x^{*}_{i} - \bar{x}) + P_{i}^{*} - d_{i} + u^{*}_{i} = 0. \]
This yields a well-defined bijective mapping \( k_{x,i}(u^{*}_{i}) = \bar{x} + (P_{i}^{*} - d_{i} + u^{*}_{i})/\rho_{i}, \)
and inverses \( h_{i}(\cdot) \) and \( k_{x,i}(\cdot) \) are \( h^{-1}_{i}(y^{*}_{i}) = y^{*}_{i} \) and \( k^{-1}_{x,i}(x^{*}_{i}) = \rho_{i}(x^{*}_{i} - \bar{x}) + d_{i} - P_{i}^{*}, \)
respectively.

**Strict EIP of node dynamics.** The well defined bijective mapping \( k_{x,i}(\cdot) \) guarantees that for every equilibrium \( u^{*}_{i} \in U_{i}^{*}, \) there exists a unique \( x^{*}_{i} \in X \) such that \( f_{i}(x^{*}_{i}, u^{*}_{i}) = 0. \) Let the storage function be \( W_{i}^{Y}(x_{i}, x^{*}_{i}) = \frac{1}{2}(x_{i} - x^{*}_{i})^{2}. \) Then
\[ W_{i}^{Y}(x_{i}, x^{*}_{i}) = (x_{i} - x^{*}_{i}) \left(-\rho_{i}(x_{i} - \bar{x}) + P_{i}^{*} - d_{i} + u_{i}\right) \]
\[ \begin{align*}
\text{follows from} & \quad -(x^{*}_{i} - \lambda_{i}^{0}) + \frac{1}{\rho_{i}}u^{*}_{i} = 0, \\
\text{and} & \quad -(y_{i} - y_{i}^{*})^{2} + (y_{i} - y_{i}^{*})(u_{i} - u^{*}_{i})
\end{align*}
\]
where (1) follows from the equilibrium \( -(\rho_{i}(x^{*}_{i} - \bar{x}) + P_{i}^{*} - d_{i} + u^{*}_{i}) = 0 \) and (2) follows from \( y_{i} = x_{i} \) by definition. Since \( \rho_{i} > 0, \) each node dynamics (32) is strictly EIP with \( \rho_{i} \) and the storage function \( W_{i}^{Y}(x_{i}, x^{*}_{i}) \)

**Strictly increasing of edge feedback functions.** We adopt a common assumption in literature that the power system operates with angle differences \( \eta_{i} \) in the range \( \mathcal{H} = \{\eta_{i} | \eta_{i} \in (-\pi/2, \pi/2) \forall i \in \mathcal{E}\}, \) which is sufficiently large to include almost all practical scenarios [28], [35], [36]. Since \( \sin(\eta_{i}) \) is strictly monotonically increasing in \( (-\pi/2, \pi/2), \) the conditions on strictly increasing of edge feedback functions are satisfied.

---
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