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Abstract
In this paper, we generalize Chow-Luo’s combinatorial Ricci flow to inversive distance circle packing setting. Although the solution to the generalized flow may develop singularities in finite time, we can always extend the solution so as it exists for all time and converges exponentially fast. Thus the generalized flow can be used to deform any inversive distance circle packing to a unique packing with prescribed cone angle. We also give partial results on the range of all admissible cone angles, which generalize the classical Andreev-Thurston’s theorem.

1 Introduction
In his work on constructing hyperbolic metrics on three dimensional manifolds, Thurston [21] introduced patterns of circles on triangulated surfaces. In the pioneered work of Chow and Luo [6], they first established an intrinsic connection between Thurston’s circle packing and surface Ricci flow. In fact, Chow and Luo introduced an analog of Hamilton’s Ricci flow in the combinatorial setting, which converges exponentially fast to Thurston’s circle packing on surfaces. As a consequence, they obtained a new proof of Thurston’s existence of circle packing theorem and a new algorithm to find circle packings. However, Thurston’s circle packing requires adjacent circles intersect with each other, which is too restrictive. Hence Bowers and Stephenson [5] introduced inversive distance circle packing, which allow adjacent circles to be disjoint and measure their relative positions by the inversive distance. Bowers-Stephenson’s relaxation of intersection condition is very useful for practical applications, especially in medical imaging and computer graphics fields, see Hurdal and Stephenson [13] for example. In this paper, we will generalize Chow-Luo’s combinatorial Ricci flow to Bowers-Stephenson’s inversive distance circle packing setting. The main idea in this paper comes from readings of Bobenko, Pincall and Springborn [3],
Guo [11], Luo [16], Glickenstein [10], Colin de Verdière [7], Rivin [19] and Marden and Rodin [18]. We follow the approach pioneered by Luo [16].

Suppose $M$ is a closed surface with a triangulation $T = \{V, E, F\}$, where $V, E, F$ represent the sets of vertices, edges and faces respectively. Let $\Phi : E \rightarrow [0, \frac{\pi}{2}]$ be a function assigning each edge $\{ij\}$ a weight $\Phi_{ij} \in [0, \frac{\pi}{2}]$. The triple $(M, T, \Phi)$ will be referred to as a weighted triangulation of $M$ in the following. All the vertices are ordered one by one, marked by $1, \cdots, N$, where $N = V^\#$ is the number of vertices. Throughout this paper, all functions $f : V \rightarrow \mathbb{R}$ will be regarded as column vectors in $\mathbb{R}^N$ and $f_i$ is the value of $f$ at $i$. Each map $r : V \rightarrow (0, +\infty)$ is called a circle packing metric. Given $(M, T, \Phi)$, we equip each edge $\{ij\}$ with a length

$$l_{ij}^\Phi = \sqrt{r_i^2 + r_j^2 + 2r_ir_j \cos \Phi_{ij}}.$$  \hspace{1cm} (1.1)

Thurston claimed [21] that, for each face $\{ijk\} \in F$, the three lengths $\{l_{ij}^\Phi, l_{jk}^\Phi, l_{ik}^\Phi\}$ satisfy the triangle inequalities. Thus the triangulated surface $(M, T, \Phi)$ could be taken as gluing many Euclidean triangles coherently. Suppose $\theta_{ij}^k$ is the inner angle of the triangle $\{ijk\}$ at the vertex $i$, the classical well-known discrete Gaussian curvature at each vertex $i$ is

$$K_i = 2\pi - \sum_{\{ijk\} \in F} \theta_{ij}^k,$$  \hspace{1cm} (1.2)

and the discrete Gaussian curvature $K_i$ satisfies the following discrete version of Gauss-Bonnet formula [6]:

$$\sum_{i=1}^{N} K_i = 2\pi \chi(M).$$  \hspace{1cm} (1.3)

By the discrete Gauss-Bonnet formula (1.3), the average of total discrete Gaussian curvature $K_{av} = \sum_{i=1}^{N} K_i/N$ is determined only by the topological and combinatorial information of $M$; that is

$$K_{av} = \frac{2\pi \chi(M)}{N}.$$  \hspace{1cm} (1.4)

Different from the smooth surface case, the constant curvature metric, i.e., a metric $r$ with $K_i = K_{av}$ for all $i \in V$, does not always exist. Besides the topological structure, the combinatorial structure plays an essential role for the existence of constant curvature metric (see Theorem 5.2 in Section 5). Moreover, if the constant curvature metric exists, it is unique up to a scalar multiplication. This is a deep result implied in Andreev-Thurston theorem which is stated in detail in Section 5 (see Theorem 5.1). For a fixed circle packing, it is obviously that the curvatures are completely determined by these circle radii. On the contrary, the Andreev-Thurston theorem answers the question about the existence and uniqueness of radii of circle patterns when curvatures are given. The uniqueness, or say
“rigidity” result, says that the circle packing is uniquely determined by curvatures. While the existence result says that all possible curvatures form an open convex polytope.

In order to deform Thurston’s circle packing metrics, Chow and Luo \[6\] introduced a combinatorial Ricci flow
\[
\begin{align*}
  r_i'(t) &= -K_ir_i \\
  r(0) &\in \mathbb{R}^N_{>0}.
\end{align*}
\]
and its normalization
\[
\begin{align*}
  r_i'(t) &= (K_{av} - K_i)r_i \\
  r(0) &\in \mathbb{R}^N_{>0}.
\end{align*}
\]
They proved
\begin{theorem}[Chow-Luo] For any initial metric \(r(0)\), the solution to flow \((1.6)\) exists for all time. Additionally, flow \((1.6)\) converges if and only if there exists a metric of constant curvature. Furthermore, if the solution converges, then it converges exponentially fast to the metric of constant curvature.
\end{theorem}

The following of this paper contains two parts. In the first part, we shall extend Chow-Luo’s Theorem 1.1 for circle packing metric to Bowers-Stephensons inversive distance circle packing setting. This part occupies Section 2 and Section 3. In the second part, we shall state partial results regarding to the extension of Andreev-Thurston theorem to inversive distance setting in Section 5.

\section{Inversive distance circle packing metric}

We begin this section by briefly recalling the inversive distance in Euclidean geometry. See Bowers-Hurdal \[4\] and Bowers-Stephenson \[5\] for more detailed discussions. In the Euclidean plane, consider two circles \(c_1, c_2\) with radii \(r_1, r_2\) respectively, and assume that \(c_1\) does not contain \(c_2\) and vice versa. If the distance between their center is \(l_{12}\), then the inversive distance between \(c_1, c_2\) is given by the formula
\[
I(c_1, c_2) = \frac{l_{12}^2 - r_1^2 - r_2^2}{2r_1r_2}.
\]
If one considers the Euclidean plane as appeared in the infinity of the hyperbolic 3-space \(\mathbb{H}^3\), then \(c_1\) and \(c_2\) are the boundaries of two totally geodesic hyperplanes \(D_1\) and \(D_2\). The inversive distance \(I(c_1, c_2)\) is essentially the hyperbolic distance (or the intersection angle) between \(D_1\) and \(D_2\), which is invariant under the inversion and hence the name.

Note that \(l_{12} > |r_1 - r_2|\), we have \(-1 < I(c_1, c_2) < +\infty\). The inverse distance \(I(c_1, c_2)\) describes the relative positions of \(c_1\) and \(c_2\). When \(I(c_1, c_2) \in (-1, 0)\), the circles \(c_1, c_2\)
intersect with an intersection angle \( \arccos I(c_1, c_2) \in \left( \frac{\pi}{2}, \pi \right) \). When \( I(c_1, c_2) \in [0, 1] \), the circles \( c_1, c_2 \) intersect with an intersection angle \( \arccos I(c_1, c_2) \in [0, \frac{\pi}{2}] \). When \( I(c_1, c_2) \in (1, +\infty) \), the circles \( c_1, c_2 \) are separated.

We then reformulate Bowers and Stephenson’s construction of an inversive distance circle packing with prescribed inversive distance \( I \) on triangulated surface \((M, T)\). We consider \( I \) as a function defined on all edges; that is \( I : E \to (-1, +\infty) \), and we call \( I \) the inversive distance. Let \( I > c \) means \( I_{ij} > c \) for each edge \( \{ij\} \in E \), and \( I \geq c \) means \( I_{ij} \geq c \) for each edge \( \{ij\} \in E \). Now fix \((M, T, I)\) with \( I > -1 \). For every given radius vector \( r \in \mathbb{R}^N_+ \), we equip each edge \( \{ij\} \in E \) with a length

\[
    l_{ij} = \sqrt{r_i^2 + r_j^2 + 2r_i r_j I_{ij}}. \tag{2.1}
\]

However, different with Thurston’s construction of \( l_{ij}^\Phi \) in formula (1.1), for a face \( \{ijk\} \in F \), the three lengths \( \{l_{ij}, l_{jk}, l_{ik}\} \) may not satisfy the triangle inequalities any more. If for each \( \{ijk\} \in F \), the three lengths \( \{l_{ij}, l_{jk}, l_{ik}\} \) all satisfy the triangle inequalities, then the triangulated surface \((M, T, I)\) with edge lengths \( l_{ij} \) forms an Euclidean polyhedral surface. In this case, the corresponding radius vector \( r \in \mathbb{R}^N_+ \) is called a inversive distance circle packing metric. In the following, we use \( \Omega \) to represent the space of all possible inversive distance circle packing metrics, i.e.,

\[
    \Omega = \left\{ r \in \mathbb{R}^N_+ \mid l_{ij} + l_{jk} > l_{ik}, \ l_{ij} + l_{ik} > l_{jk}, \ l_{ik} + l_{jk} > l_{ij}, \ \forall \ \{ijk\} \in F \right\}. \tag{2.2}
\]

**Remark 1.** \( \Omega \) is a simply connected open cone of \( \mathbb{R}^N_+ \). However, \( \Omega \) is generally not convex and may be empty.

We want to deform a inversive distance circle packing. It’s enough to deform all the radii of circles in the packing, i.e., the metric \( r \) in \( \Omega \). According to Chow-Luo’s idea, we deform the metric \( r \) along the following inversive distance combinatorial Ricci flow

\[
\begin{aligned}
    r_i'(t) &= -K_i r_i \\
    r(0) &\in \Omega
\end{aligned} \tag{2.3}
\]

and its normalization

\[
\begin{aligned}
    r_i'(t) &= (K_{av} - K_i) r_i \\
    r(0) &\in \Omega
\end{aligned} \tag{2.4}
\]

Chow and Luo’s combinatorial Ricci flow in the inversive distance circle packing setting first appeared in [22] in a unified form with other types of discrete curvature flows. However, they didn’t give further convergence properties for this flow. We shall study this flow carefully in this paper. Flow (2.3) and the normalized flow (2.4) differ only by
a change of scale in space. Namely $r_i(t)$ is a solution to (2.3) if and only if $e^{2\pi \chi(M)t}r_i(t)$ is a solution of (2.4). Furthermore, if $r_i(t)$ is a solution to the normalized equation (2.4), the product $\prod_{i=1}^N r_i(t)$ is a constant. In the following, we mainly study the behavior of the normalized flow (2.4). Set $\ln \Omega = \{ x \in \mathbb{R}^N | (e^{x_1}, \ldots, e^{x_N}) \in \Omega \}$. Using a coordinate change $u_i = \ln r_i$, we change flow (2.4) to an autonomous ODE system

$$
\begin{cases}
u'_i(t) = K_{av} - K_i \\
u(0) \in \ln \Omega
\end{cases}
$$

(2.5)

Note that, $K_i$ as a function of $u = (u_1, \ldots, u_N)^T$ is smooth and hence locally Lipschitz continuous. By Picard theorem in classical ODE theory, flow (2.5) has a unique solution $r(t), t \in [0, \epsilon)$ for some $\epsilon > 0$.

**Proposition 2.1.** Given a triangulated surface $(M, \mathcal{T}, I)$ with inversive distance $I \geq 0$. Let $r(t)$ be the solution to flow (2.4), then for each $i \in V$, $r_i(t)$ can not go to zero or infinity in any finite time interval $[0, a)$ with $a < +\infty$.

**Proof.** Note that, $|K_{av} - K_i|$ are uniformly bounded by a constant $c > 0$, which depends only on the triangulation. Hence

$$r_i(0)e^{-ct} \leq r_i(t) \leq r_i(0)e^{ct},$$

which implies that $r_i(t)$ can not go to zero or infinity in finite time. \qed

Suppose $\{r(t)|0 \leq t < T\}$ is the unique solution to flow (2.4) on a right maximal time interval $[0, T)$ with $0 < T \leq +\infty$. If $T < +\infty$, then $r(t)$ touches the boundary of $\Omega$ as $t \uparrow T$. By Proposition 2.1, $c \leq r_i(t) \leq C$ for all $i \in V$ and $t \in [0, T)$, where $c$ and $C$ are positive constants. Hence all edges $l_{ij}(t)$ remain positive for $t \in [0, T)$, and there exists a sequence of time $t_n \uparrow T$ and a triangle $\{ijk\} \in F$, such that the triangle inequality in triangle $\{ijk\} \in F$ do not hold any more as $n \to +\infty$. However, we can always extend the solution $r(t)$ so that it exists for all time $t \in [0, +\infty)$. The basic idea is to extend the definition of curvature $K$ continuously to a generalized curvature $\tilde{K}$, which is defined on for all $r \in \mathbb{R}^N_{>0}$ (for details, see formula (3.3) in section 3). Even the triangle inequalities are not satisfied, $\tilde{K}$ is still well defined and uniformly bounded by topological and combinatorial data. As to flow (2.4), even if the triangular inequalities may not valid in some finite time, we can still deform the inversive distance metric along an extended flow until time tends to $+\infty$. We shall prove the following extension theorem in section 3:

**Theorem 2.2.** Given a triangulated surface $(M, \mathcal{T}, I)$ with inversive distance $I \geq 0$. Suppose $\{r(t)|t \in [0, T)\}$ is the unique maximal solution to flow (2.4) with $0 < T \leq +\infty$. 

Then we can always extend it to a solution \( \{ r(t) \mid t \in [0, +\infty) \} \) when \( T < +\infty \). This is equivalent to say, the solution to the extended flow

\[
\begin{align*}
  u_i'(t) &= K_{av} - \bar{K}_i \\
  u(0) &\in \ln \Omega
\end{align*}
\]  

exists for all time \( t \in [0, +\infty) \).

Next we see the convergence behavior. If the solution \( u(t) \) to flow (2.5) exists for all time \( t \in [0, +\infty) \) and converges to a metric \( u^* \in \ln \Omega \) (or more generally, the extended solution \( u(t) \) with \( t \in [0, +\infty) \) converges to \( u^* \)), then \( u^* \) must be a critical point of the ODE system (2.5). Thus \( u^* \) is a zero point of equation \( K_{av} - K = 0 \), and \( u^* \) (or say the corresponding \( r^* \)) is a metric of constant curvature. As a consequence, the metric of constant curvature exists in \( \ln \Omega \). Furthermore, in this case, flow (2.4) can be used to deform the metric \( r \) to a metric of constant curvature. This shows that the existence of constant curvature metric is a necessary condition for the convergence of solution \( r(t) \). However, this condition is essentially enough. We will prove

**Theorem 2.3.** Given a triangulated surface \((M, T, I)\) with inversive distance \( I \geq 0 \). Assuming there exists a metric of constant curvature \( r^* \in \Omega \). Then \( r(t) \) can always be extended to a solution that converges exponentially fast to a metric of constant curvature as \( t \to +\infty \). That is, the solution to the extended flow (2.6) converges exponentially fast to a metric of constant curvature as \( t \to +\infty \).

It is remarkable that the extension phenomenon is still true for Luo’s combinatorial Yamabe flow [15], see [8] for details. We shall prove Theorem 2.2 and Theorem 2.3 in the following section.

### 3 Deform the metric to constant curvature

In the following, if we write \((M, T, \Phi)\), we mean a triangulated surface with weight \( \Phi \in [0, \frac{\pi}{2}] \) setting, and we consider circle packing metric \( r \in \mathbb{R}^N_{>0} \). If we write \((M, T, I)\), we mean a triangulated surface with inversive distance \( I \geq 0 \) setting, and we consider inversive distance circle packing metric \( r \in \Omega \). We first see what happens in a single triangle settings. Assuming a triangle \( \triangle 123 \) is configured by three circles with three fixed non-negative numbers \( I_{12}, I_{23} \) and \( I_{13} \) as inversive distances. For any \( (r_1, r_2, r_3)^T \in \mathbb{R}_>^3 \), three edge lengths \( l_{12}, l_{23} \) and \( l_{13} \) are defined by formula (2.1). Set

\[
\Delta = \left\{ (r_1, r_2, r_3)^T \in \mathbb{R}_>^3 \mid l_{12} + l_{23} > l_{13}, l_{12} + l_{13} > l_{23}, l_{13} + l_{23} > l_{12} \right\}. 
\]  

(3.1)
It was shown that $\Delta$ is a simply connected open cone-like subset of $\mathbb{R}^3_{>0}$, and for more analysis of the shape of $\Delta$, see [11, 16]. $\Delta$ is never empty. In fact, assuming $0 \leq I_{12} \leq I_{13} \leq I_{23}$, and let $r_1 = r_2 = 1$, $r_3 = r$ with $r > 0$ satisfying equation $r^2 + 2rI_{13} = 1 + 2I_{12}$, then $(1, 1, r)^T \in \Delta$. For each $(r_1, r_2, r_3)^T \in \Delta$, there corresponds an Euclidean triangle $\triangle 123$, with three edge lengths $l_{12}$, $l_{23}$ and $l_{13}$. Denote $\{ij\}$ as the edge that has length $l_{ij}$, for each $i, j \in \{1, 2, 3\}$ and $i \neq j$. Denote 1, 2 and 3 as three vertices that face the edge $\{23\}$, $\{13\}$ and $\{12\}$ respectively. Moreover, let $\theta_i$ be the inner angle at vertex $i$ for each $i \in \{1, 2, 3\}$. Thus we get the angle map $\theta = (\theta_1, \theta_2, \theta_3)^T : \Delta \to \mathbb{R}^3_{>0}$.

**Lemma 3.1.** (Guo [11]) For each $(r_1, r_2, r_3)^T \in \Delta$, let $u_i = \ln r_i$ for each $i \in \{1, 2, 3\}$. The Jacobian matrix $\frac{\partial (\theta_1, \theta_2, \theta_3)}{\partial (u_1, u_2, u_3)}$ is symmetric and semi-negative definite. It has one zero eigenvalue with associated eigenvector $(1, 1, 1)^T$ and two negative eigenvalues. □

For a proof of Lemma 3.1, see Lemma 5 and Lemma 6 in Guo [11]. Now we see the notion of generalized Euclidean triangles and their angles.

**Definition 3.2.** (3 [16, 17]) A generalized Euclidean triangle $\triangle$ is a (topological) triangle of vertices $v_1, v_2, v_3$ so that each edge is assigned a positive number, called edge length. Let $x_i$ be the assigned length of the edge $v_jv_k$ where $\{i, j, k\} = \{1, 2, 3\}$. The inner angle $\tilde{\theta}_i = \tilde{\theta}_i(x_1, x_2, x_3)$ at the vertex $v_i$ is defined as follows. If $x_1, x_2, x_3$ satisfy the triangle inequalities that $x_j + x_k > x_h$ for $\{h, j, k\} = \{1, 2, 3\}$, then $\tilde{\theta}_i$ is the inner angle of the Euclidean triangle of edge lengths $x_1, x_2, x_3$ opposite to the edge of length $x_i$; if $x_i \geq x_j + x_k$, then $\tilde{\theta}_i = \pi$, $\tilde{\theta}_j = \tilde{\theta}_k = 0$.

Thus the angle map $\theta : \Delta \to \mathbb{R}^3_{>0}$ is extended to $\tilde{\theta} : \mathbb{R}^3_{>0} \to \mathbb{R}^3_{>0}$. It is known that

**Lemma 3.3.** (Luo [16]) The angle function $\tilde{\theta} : \mathbb{R}^3_{>0} \to \mathbb{R}^3_{>0}$, $(r_1, r_2, r_3) \mapsto (\tilde{\theta}_1, \tilde{\theta}_2, \tilde{\theta}_3)$ is continuous so that $\tilde{\theta}_1 + \tilde{\theta}_2 + \tilde{\theta}_3 = \pi$. □

**Lemma 3.4.** (Guo [11]) The smooth differential 1-form $\omega = \theta_1 du_1 + \theta_2 du_2 + \theta_3 du_3$ is closed in the open subset $\ln \Delta \subset \mathbb{R}^3$. For arbitrary chosen $u_0 \in \ln \Delta$, the integral

$$F_{123}(u) \triangleq \int_{u_0}^u \theta_1 du_1 + \theta_2 du_2 + \theta_3 du_3, \quad u \in \ln \Delta \quad (3.2)$$

is a well defined locally concave function in $\ln \Delta$ and is strictly locally concave in $\ln \Delta \cap \{u \in \mathbb{R}^3 | u_1 + u_2 + u_3 = 0\}$. □

Consider the whole triangulation $(M, \mathcal{T})$ with inversive distance $I \geq 0$. Remember that all vertices in $V$ are ordered one by one as 1, $\cdots$, $N$, when we mention a triangle $\{ijk\} \in F$, we always think $i, j, k$ are naturally ordered, i.e., $i < j < k$ implicitly. For every vertex $i \in V$, the function $\tilde{\theta}_i = \tilde{\theta}_i(u)$, $u \in \mathbb{R}^N$ is the continuous extension of function $\theta_i = \theta_i(u)$,
$u \in \ln \Omega$. Recall the definition of discrete Gaussian curvature $K_i = 2\pi - \sum_{\{ijk\} \in F} \theta_{ijk}^{ij}$, which is originally defined on $\Omega$, now can naturally extends continuously to
\[
\tilde{K}_i = 2\pi - \sum_{\{ijk\} \in F} \tilde{\theta}_{ijk}^{ij}.
\]
(3.3)

Hence the curvature map $K(r) : \Omega \rightarrow \mathbb{R}^N$ is extended continuously to $\tilde{K}(r) : \mathbb{R}^N_{>0} \rightarrow \mathbb{R}^N$ with discrete Gauss-Bonnet formula remain valid.

**Proposition 3.5.** For the extended curvature $\tilde{K}$, the following discrete Gauss-Bonnet formula holds.
\[
\sum_{i=1}^N \tilde{K}_i = 2\pi \chi(M).
\]
(3.4)

**Proof.** For every generalized Euclidean triangle $\{ijk\} \in F, \tilde{\theta}_{ijk}^{ij} + \tilde{\theta}_{ik}^{kj} + \tilde{\theta}_{ij}^{jk} = \pi$. Then
\[
\sum_{i=1}^N \tilde{K}_i = 2\pi N - \sum_{\{ijk\} \in F} \tilde{\theta}_{ijk}^{ij} = 2\pi N - \sum_{\{ijk\} \in F} \left(\tilde{\theta}_{ijk}^{ij} + \tilde{\theta}_{ik}^{kj} + \tilde{\theta}_{ij}^{jk}\right) = 2\pi N - \pi |F| = 2\pi \chi(M).
\]
The last equality holds, because $2|E| = 3|F|$ and $\chi(M) = N - |E| + |F|$ for any triangulation of a closed surface. \[\square\]

**Remark 2.** For a triangulated surface with boundary, the curvature at an interior vertex is defined as before, while the curvature at a boundary vertex $i$ is defined as
\[
\tilde{K}_i = \pi - \sum_{\{ijk\} \in F} \tilde{\theta}_{ijk}^{ij}.
\]
In this setting, the generalized Gauss-Bonnet formula remains valid. One can prove it by doubling the surface along the boundary.

In the proof of Theorem 1.1 Chow-Luo studied an energy functional, which is also called “discrete Ricci potential”
\[
F(u) \triangleq \int_{u_0}^u \sum_{i=1}^N (K_i - K_{av}) du_i.
\]
This type of functional was first constructed by Colin de Verdière [7]. $F(u)$ is well defined, since $\sum_{i=1}^N (K_i - K_{av}) du_i$ is a closed smooth 1-form and the domain where $F(u)$ is defined is simply connected. In $(M, \mathcal{T}, \Phi)$ setting, this potential $F(u)$ is well defined on the whole space $u \in \mathbb{R}^N$ and is convex. Furthermore, $F$ is proper if there exists a constant curvature metric. Chow-Luo’s normalized flow [14] can be written as $\dot{u} = -\nabla F$. This implies that
$F(u(t))$ is decreasing along the flow. Assuming the existence of constant curvature metric $u_{av}$, then $u_{av}$ is the unique critical point of $F(u)$. Thus all gradient lines converge to the constant curvature metric $u_{av}$. In $(M, T, I)$, the inversive distance setting, $F(u)$ is well defined only on $u \in \ln \Omega$, which is not proper anymore. Although flow (2.6) is the negative gradient flow of $F(u)$, we can’t derive the convergence behavior directly. A natural idea is to extend the definition of $F(u)$ with the definition domain $u \in \ln \Omega$ extended to the whole space $u \in \mathbb{R}^N$, meanwhile, $F$ is still convex and proper (under the condition that there exists a constant curvature metric). Fortunately, By Feng Luo’s pioneered work in [16], this idea works well.

A differential 1-form $\omega = \sum_{i=1}^{n} a_i(x) dx_i$ in an open set $U \subset \mathbb{R}^n$ is said to be continuous if each $a_i(x)$ is a continuous function on $U$. A continuous 1-form $\omega$ is called closed if $\int_{\partial \tau} \omega = 0$ for any Euclidean triangle $\tau \subset U$. By the standard approximation theory, if $\omega$ is closed and $\gamma$ is a piecewise $C^1$-smooth null homologous loop in $U$, then $\int_{\gamma} \omega = 0$. If $U$ is simply connected, then in the integral $G(x) = \int_{a}^{x} \omega$ is well defined (where $a \in U$ is arbitrary chose), independent of the choice of piecewise smooth paths in $U$ from $a$ to $x$. Moreover, the function $G(x)$ is $C^1$-smooth so that $\frac{\partial G(x)}{\partial x_i} = a_i(x)$.

**Lemma 3.6.** (Luo [16]) Assuming a triangle $\Delta 123$ is configured by three circles with three fixed non-negative numbers $I_{12}$, $I_{23}$ and $I_{13}$ as inversive distances. The smooth 1-form $\omega = \theta_1 du_1 + \theta_2 du_2 + \theta_3 du_3$ can be extended to a continuous closed 1-form $\tilde{\omega} = \tilde{\theta}_1 du_1 + \tilde{\theta}_2 du_2 + \tilde{\theta}_3 du_3$ on $\mathbb{R}^3$ so that the integration

$$\tilde{F}_{123}(u) \triangleq \int_{u_0}^{u} \tilde{\theta}_1 du_1 + \tilde{\theta}_2 du_2 + \tilde{\theta}_3 du_3, \ u \in \mathbb{R}^3$$

is a $C^1$-smooth concave function. \qed

Lemma 3.6 plays an essential role in [16] and [17]. We use this lemma to extend the definition of discrete Ricci potential $F(u)$ and derive some very useful properties of $F$. Consider the whole triangulation $(M, T)$ with inversive distance $I \geq 0$. Recall that $\tilde{\theta}_i = \tilde{\theta}_i(u), \ u \in \mathbb{R}^N$ is the continuous extension of function $\theta_i = \theta_i(u), \ u \in \ln \Omega$. It’s easy to see, $\tilde{\theta}_i du_i + \tilde{\theta}_j du_j + \tilde{\theta}_k du_k$ is a continuous closed 1-form on $\mathbb{R}^N$, hence for arbitrary chosen $u_0 \in \mathbb{R}^N$, the following integration

$$\tilde{F}_{ijk}(u) \triangleq \int_{u_0}^{u} \tilde{\theta}_i du_i + \tilde{\theta}_j du_j + \tilde{\theta}_k du_k, \ u \in \mathbb{R}^N$$

(3.6)
is well defined and is a $C^1$-smooth concave function on $\mathbb{R}^N$. Note that
\[
\sum_{i=1}^{N} (\tilde{K}_i - K_{av}) du_i = \sum_{i=1}^{N} \left(2\pi - K_{av} - \sum_{(ijk) \in F} \tilde{\theta}_{ijk}^i \right) du_i
\]
\[
= \sum_{i=1}^{N} (2\pi - K_{av}) du_i - \sum_{i=1}^{N} \sum_{(ijk) \in F} \tilde{\theta}_{ijk}^i du_i
\]
\[
= \sum_{i=1}^{N} (2\pi - K_{av}) du_i - \sum_{(ijk) \in F} \left(\tilde{\theta}_{ijk}^i du_i + \tilde{\theta}_{ijk}^j du_j + \tilde{\theta}_{ijk}^k du_k\right),
\]
which shows that $\sum_{i=1}^{N} (\tilde{K}_i - K_{av}) du_i$ is a continuous closed 1-form on $\mathbb{R}^N$. Therefore, we may well introduce the extended discrete Ricci potential
\[
\tilde{F}(u) \triangleq \int_{u_0}^{u} \sum_{i=1}^{N} (\tilde{K}_i - K_{av}) du_i, \quad u \in \mathbb{R}^N. \tag{3.7}
\]

**Proposition 3.7.** $\tilde{F}(u) \in C^1(\mathbb{R}^N)$ and is convex on the whole space $\mathbb{R}^N$.

**Proof.** Set $u_0 = (u_{0,1}, \cdots, u_{0,N})^T$. It’s easy to see
\[
\tilde{F}(u) = C(u) - \sum_{(ijk) \in F} \tilde{F}_{ijk}(u),
\]
where $C(u) = (2\pi - K_{av}) \sum_{i=1}^{N} (u_i - u_{0,i})$ is a linear function of $u$, while all $\tilde{F}_{ijk}(u)$ are concave and $C^1$-smooth. Hence $\tilde{F}(u)$ is convex. \(\square\)

**Proposition 3.8.** In $\ln \Omega$, $\tilde{F}(u)$ is $C^\infty$-smooth. $\text{Hess}_u \tilde{F}$ is positive semi-definite with rank $N - 1$ and null space $\{t \mathbb{1}^T | t \in \mathbb{R}\}$.

**Proof.** $\ln \Omega$ is a simply connected open set. $\frac{\partial K_i}{\partial u_i} = \frac{\partial K_i}{\partial u_i}$. Hence $\omega = \sum_{i=1}^{N} (K_i - K_{av}) du_i$ is a closed $C^\infty$-smooth differential 1-form on $\ln \Omega$. For arbitrary chosen $\bar{u} \in \ln \Omega$, the line integral
\[
F(u) \triangleq \int_{\bar{u}}^{u} \sum_{i=1}^{N} (K_i - K_{av}) du_i,
\]
is well defined, independent of the choice of piecewise smooth paths in $\ln \Omega$ from $\bar{u}$ to $u$. Moreover, for each $u \in \ln \Omega$, $\tilde{F}(u) = F(u) + c$ with $c = \int_{u_0}^{u} \sum_{i=1}^{N} (K_i - K_{av}) du_i$ a constant. By the definition of $F$, $F$ is $C^\infty$-smooth. Hence in $\ln \Omega$, $\tilde{F}(u)$ is $C^\infty$-smooth with $\text{Hess}_u \tilde{F} = \text{Hess}_u F$. Denote $L = \text{Hess}_u F = \frac{\partial (K_1, \cdots, K_N)}{\partial (u_1, \cdots, u_N)}$. By Lemma 3.1 in a single triangle $\{ijk\} \in F$, the matrix
\[
L_{ijk} \triangleq \frac{\partial (\theta_i, \theta_j, \theta_k)}{\partial (u_i, u_j, u_k)}
\]
is positive semi-definite with rank 2 and null space \( \{ t(1, 1, 1)^T | t \in \mathbb{R} \} \). We extend the matrix \( L_{ijk} \) to a \( N \times N \) matrix. Remember that all vertices are ordered and marked by \( 1, \cdots, N \). We suppose \( i, j, k \) arise at \( i, j, k \) position respectively in the ordered sequence \( 1, \cdots, N \). Then we get a \( N \times N \) matrix by putting \( (\Lambda_{ijk})_{st} = -\frac{\partial \theta}{\partial u_t} \) at the \( (s, t) \)-entry position for any \( s, t \in \{i, j, k\} \), and putting 0 at other entries. Without confusion, we may still write the extended \( N \times N \) matrix as \( L_{ijk} \), then we have

\[
L = \frac{\partial(K_1, \cdots, K_N)}{\partial(u_1, \cdots, u_N)} = \sum_{\{i,j,k\} \in F} L_{ijk}.
\]

Because each component in the sum is positive semi-definite matrices, \( L \) is positive semi-definite.

If \( Lx = 0 \), then \( x^T Lx = x^T (\sum L_{ijk})x = (x^T L_{ijk}x) = 0 \). Hence \( x^T L_{ijk}x = 0 \) and further \( L_{ijk}x = 0 \) by elementary linear algebra theory, i.e., \( x \in Ker(L_{ijk}) \) for each \( \{i,j,k\} \in F \). Hence there is a constant \( t_{ijk} \) so that \( (x_i, x_j, x_k) = t_{ijk}(1, 1, 1) \). Because the manifold \( M \) is connected, all \( t_{ijk} \) must be equal. Thus \( x = t \mathbf{1} \), which implies \( Ker(L) = \{ t \mathbf{1} | t \in \mathbb{R} \} \) and \( rank(L) = N - 1 \).

**Proposition 3.9.** Assuming there exists a metric \( u_{av} \) of constant curvature, which is unique in \( \ln \Omega \) up to scaling by Theorem 5.3. Denote \( \mathcal{U} \triangleq \{ u \in \mathbb{R}^N | \sum_{i=1}^N u_i = \sum_{i=1}^N u_{av,i} \} \). Then \( \tilde{F}(u) \) is proper on \( \mathcal{U} \) and \( \lim_{u \in \mathcal{U}, u \to \infty} \tilde{F}(u) = +\infty \).

**Proof.** \( \tilde{F}(u) \in C^1(\mathbb{R}^N) \), and \( \nabla_u \tilde{F} = \tilde{K} - K_{av}(\mathbf{1}) = (\tilde{K}_1 - K_{av}, \cdots, \tilde{K}_N - K_{av})^T \). For each direction \( \xi \in \mathbb{S}^{N-1} \cap \mathcal{U} \), set \( \varphi_\xi(t) = \tilde{F}(u_{av} + t\xi) \), \( t \in \mathbb{R} \). Obviously \( \varphi_\xi \in C^1(\mathbb{R}) \), and \( \varphi'_\xi(t) = (\tilde{K} - K_{av}(\mathbf{1})) \cdot \xi \). \( \varphi_\xi(t) \) is convex on \( \mathbb{R} \) since \( \tilde{F} \) is convex on \( \mathbb{R}^N \), hence \( \varphi'_\xi(t) \) is increasing on \( \mathbb{R} \). Note \( u_{av} \in \ln \Omega \), hence there exists \( c > 0 \) so that for each \( t \in [-c, c] \), \( u_{av} + t\xi \) remains in \( \ln \Omega \). Note \( \tilde{F}(u) \) is \( C^\infty \)-smooth on \( \ln \Omega \), hence \( \varphi_\xi(t) \) is \( C^\infty \)-smooth for \( t \in [-c, c] \). Note that the kernel space of \( Hess_u \tilde{F} \) is \( \{ t \mathbf{1} | t \in \mathbb{R} \} \), which is perpendicular to the hyperplane \( \mathcal{U} \). Hence \( \tilde{F}(u) \) is strictly convex locally in \( \ln \Omega \cap \mathcal{U} \). Then \( \varphi_\xi(t) \) is strictly convex at least on a small interval \( [-\delta, \delta] \). This implies that \( \varphi'_\xi(t) \) is a strictly increasing function on \( [-\delta, \delta] \). Note that \( \varphi'_\xi(0) = 0 \), hence \( \varphi'_\xi(t) \geq \varphi'_\xi(\delta) > 0 \) for \( t > \delta \) while \( \varphi'_\xi(t) \leq \varphi'_\xi(-\delta) < 0 \) for \( t < -\delta \). Hence

\[
\varphi_\xi(t) \geq \varphi_\xi(\delta) + \varphi'_\xi(\delta)(t - \delta)
\]

for \( t \geq \delta \), while

\[
\varphi_\xi(t) \geq \varphi_\xi(-\delta) + \varphi'_\xi(-\delta)(t + \delta)
\]

for \( t \leq -\delta \). This implies

\[
\lim_{t \to \pm \infty} \varphi_\xi(t) = +\infty.
\] (3.8)

One may use the following Lemma 3.10 to get the conclusion.\( \square \)
Lemma 3.10. Assuming \( f \in C(\mathbb{R}^n) \) and for any direction \( \xi \in \mathbb{S}^{n-1} \), \( f(t\xi) \) as a function of \( t \) is monotone increasing on \([0, +\infty)\) and tends to \(+\infty\) as \( t \to +\infty \). Then \( \lim_{x \to \infty} f(x) = +\infty \).

Proof. We follow the proof of Lemma B.1 in [9]. Denote \( h(t) \triangleq \inf_{\|x\|=t} f(x) \). We just need to prove \( \lim_{t \to +\infty} h(t) = +\infty \). If not, since \( h(t) \) is a monotone increasing function, we may find \( M > 0 \), such that \( h(t) < M \) for all \( t \geq 0 \). For each \( k \in \mathbb{N} \), choose \( x_k \in \mathbb{R}^n \) such that \( \|x_k\| = k \) and \( f(x_k) < M \). Denote \( \tilde{x}_k = \frac{x_k}{\|x_k\|} \). \( \{\tilde{x}_k\} \) must have a convergent subsequence, denoted as \( \{\tilde{x}_k\} \) too. Suppose \( \tilde{x}_k \to x^* \in \mathbb{S}^{n-1} \). Then there exists a positive integer \( a > 0 \), such that \( f(ax^*) > M \) for all \( t \geq a \). Let \( \mathbb{S}^{n-1}(a) \triangleq \{x \in \mathbb{R}^n, \|x\| = a\} \). Select \( \mu > 0 \) so that for all \( x \in B(ax^*, \mu) \cap \mathbb{S}^{n-1}(a) \) we have \( f(x) > M \). However, \( B(x^*, \frac{\mu}{a}) \cap \mathbb{S}^{n-1} \) is an open neighborhood (relative to \( \mathbb{S}^{n-1} \)) of \( x^* \). So there exists at least one \( m > a \) such that \( x_0 = B(x^*, \frac{\mu}{a}) \cap \mathbb{S}^{n-1} \). Then \( ax_0^* \in B(ax^*, \mu) \cap \mathbb{S}^{n-1}(a) \), hence

\[
f(x_m) = f(mx_0^*) \geq f(ax_0^*) > M,
\]

which contradicts the selection of \( x_k \). Thus we get the conclusion above. \( \square \)

Corollary 3.11. Assuming there exists a metric \( u_{av} \in \ln \Omega \) of constant curvature (this metric is unique up to scaling). Then it is unique in the extended space \( \mathbb{R}^N \) up to scaling.

Proof. Suppose \( u^* \in \mathcal{U}^k \) is also a metric of constant curvature, with \( u^* \neq u_{av} \). Write \( t_0 = \|u^* - u_{av}\| \) and \( \xi = t_0^{-1}(u^* - u_{av}) \). Then \( \varphi_{u^*}(t_0) = (\tilde{K}(u^*) - K_{av} \mathcal{1}) \cdot \xi = 0 \). On the other hand, we had proved in Proposition 3.9 that \( t = 0 \) is the unique zero point of \( \varphi'_{u^*}(t) \), which is a contradiction. \( \square \)

Theorem 3.12. The solution to the extended flow

\[
\begin{cases}
u_i'(t) = K_{av} - \tilde{K}_i \\
u(0) \in \ln \Omega
\end{cases}
(3.9)
\]

exists for all time \( t \in [0, +\infty) \). If further assuming there exists a metric \( u_{av} \in \ln \Omega \) of constant curvature, then the solution converges to \( u_{av} \) exponentially fast.

Proof. All \( \tilde{K}_i \) are uniformly bounded, hence the solution to the extended flow (2.6) exists for all time. Next we prove the convergence part.

Flow (2.6) is a negative gradient flow; that is we may write it as \( \dot{u} = -\nabla \tilde{F} \). Let \( \varphi(t) = \tilde{F}(u(t)) \), then \( \varphi'(t) = -\|\tilde{K} - K_{av} \mathcal{1}\|^2 \leq 0 \). Hence \( \varphi(t) \) is decreasing. Assuming the existence of constant curvature metric \( u_{av} \), \( \tilde{F} \) is proper, hence \( \varphi(t) \) is compactly supported in \( \mathbb{R}^N \). Also, \( \tilde{F} \) is bounded form below, hence \( \varphi(+\infty) \) exists. By the mean value theorem, there exists a sequence \( t_n \in (n, n+1) \) such that \( \varphi(t_n) = \varphi(n+1) - \varphi(n) \to 0 \). By choosing
a subsequence of \( t_n \), which is still denote as \( t_n \), we require that \( u(t_n) \) converges to some point \( u^* \). Hence \( \tilde{K}(u(t_n)) \) converges to \( \tilde{K}(u^*) \). Using \( \varphi'(t_n) = -\|\tilde{K}(u(t_n)) - K_{av}\|^2 \to 0 \), we have \( \tilde{K}(u^*) = K_{av} \). By the uniqueness of constant curvature metric in Corollary 3.11, we get \( u^* = u_{av} \) and \( u(t_n) \to u_{av} \). Note in \( \ln \Omega \), \( \tilde{K} = K \) is differentiable, then differentiate the right hand side of the extended flow at \( u_{av} \), we get
\[
D_u(K_{av} \mathbb{1} - \tilde{K})|_{u_{av}} = -D_uK = -\frac{\partial(K_1, \ldots, K_N)}{\partial(u_1, \ldots, u_N)} = -L.
\]
Remember that \( L \) is negative definite along the flow, this implies that \( u_{av} \) is the asymptotically stable point of the extended flow. Note that for some sufficient big \( t_n \), \( u(t_n) \) is very close to constant curvature metric \( u_{av} \). Then the solution \( \{u(t)\}_{t \geq t_n} \) converges exponentially fast to \( u_{av} \), i.e., the original solution \( \{u(t)\}_{t \geq 0} \) converges exponentially fast to \( u_{av} \).

Remark 3. Theorem 3.12 is still true if we change \( u(0) \in \ln \Omega \) to arbitrary initial value, i.e., to \( u(0) \in \mathbb{R}^N \). In fact, the proof above is irrelevant with the selection of \( u(0) \). Thus we can deform the inverse distance metric to constant curvature metric from any initial value \( r(0) \in \mathbb{R}^N_{>0} \), even if \( r(0) \) is not a real inverse distance metric. It means that, for practical applications we don’t need to verify the triangle inequalities of \( r(0) \) any more.

4 Deform the metric to prescribed curvature

For any prescribed value \( \tilde{K} = (\tilde{K}_1, \ldots, \tilde{K}_N)^T \in \mathbb{R}^N \), differential form \( \sum_{i=1}^N (\tilde{K}_i - \bar{K}_i) du_i \) is a continuous closed 1-form on \( \mathbb{R}^N \). Hence the prescribed discrete Ricci potential
\[
\bar{G}(u) \triangleq \int_{u_0}^{u} \sum_{i=1}^N (\tilde{K}_i - \bar{K}_i) du_i, \quad u \in \mathbb{R}^N
\]
is well defined for any \( u_0 \in \mathbb{R}^N \). It is the \( C^1 \)-smooth extension of
\[
G(u) \triangleq \int_{u_0'}^{u} \sum_{i=1}^N (K_i - \bar{K}_i) du_i + C, \quad u \in \ln \Omega,
\]
where \( u_0' \in \ln \Omega \) is arbitrary chosen and the constant \( C = \int_{u_0'}^{u_0} \sum_{i=1}^N (\tilde{K}_i - \bar{K}_i) du_i \). It’s easy to see
\[
\bar{G}(u) = \sum_{i=1}^N (2\pi - K_{av})(u_i - \bar{u}_i) - \sum_{\{ijk\} \in F} \bar{F}_{ijk}(u),
\]
hence \( \bar{G}(u) \in C^1(\mathbb{R}^N) \) and is convex on the whole space \( \mathbb{R}^N \). Similar to Proposition 3.8, we can prove that in \( \ln \Omega \), \( \bar{G}(u) \) is \( C^\infty \)-smooth. \( Hess_u \bar{G} = Hess_u \bar{F} \) is positive semi-definite.
with rank $N - 1$ and null space $\{ t \mathbf{1} | t \in \mathbb{R} \}$. If further assuming $\sum_{i=1}^{N} K_i = 2\pi \chi(M)$, then

$$G(u) = \tilde{G}(u + t \mathbf{1})$$

for any $t \in \mathbb{R}$ and any $u \in \mathbb{R}^N$.

**Definition 4.1.** Given the triangulation $(M, \mathcal{T})$ with inversive distance $I \geq 0$, $\Omega$ is the space of all possible inversive distance circle packing metrics, consider $K$ as the function of $r$ and denote $K(\Omega) \triangleq \{ K(r) | r \in \Omega \}$. Each prescribed $\tilde{K}$ with $\tilde{K} \in K(\Omega)$ is called admissible. If $\tilde{r} \in \Omega$ such that $\tilde{K} = K(\tilde{r})$, we say $\tilde{K}$ is realized by $\tilde{r}$.

**Remark 4.** Note that the $\tilde{r}$ is unique (up to a scalar multiplication) in $\Omega$ that realizes $\tilde{K}$ by Theorem 5.3 proved in Guo [11] and Luo [16].

For any admissible prescribed curvature $\tilde{K}$ that is realized by $\tilde{r} \in \Omega$, let $\tilde{u} \in \ln \Omega$ be the corresponding metric in $u$-coordinate and $\tilde{G}(u)$ is defined as in formula (4.1). Denote

$$\tilde{\mathcal{U}} \triangleq \{ u \in \mathbb{R}^N | \sum_{i=1}^{N} u_i = \sum_{i=1}^{N} \tilde{u}_i \}.$$  

Similar to Proposition 3.9 we can prove $\tilde{G}(u)$ is proper on $\tilde{\mathcal{U}}$ and $\lim_{u \in \tilde{\mathcal{U}}, u \to \infty} \tilde{G}(u) = +\infty$. Using this fact, we can extend Guo-Luo’s global rigidity results, i.e., Theorem 5.3 to the following

**Theorem 4.2.** Assuming the curvature $\tilde{K} \in K(\Omega)$ is admissible. Then it is realized by an unique metric $\tilde{r}$ in the extended space $\mathbb{R}^N_{>0}$ up to a scalar multiplication. \hfill $\Box$

Moreover, using the following prescribed curvature flow, we can deform any extended inversive distance circle packing metric $r(0) \in \mathbb{R}^N_{>0}$ to any metric with admissible prescribed curvature.

**Theorem 4.3.** Consider the prescribed curvature flow

$$\begin{cases} 
 u_i'(t) = \tilde{K}_i - \tilde{K}_i \\
 u(0) \in \mathbb{R}^N 
\end{cases}$$

(1) The solution $u(t)$ to flow (4.3) exists for all time $t \in [0, +\infty)$.

(2) If $u(t)$ converges to some $\bar{u}$, then $\tilde{K}$ is admissible and is realized by $\bar{u}$.

(3) If $\tilde{K}$ is admissible and is realized by $\bar{u}$, then $u(t)$ converges to $\bar{u}$ exponentially fast. \hfill $\Box$
Corollary 4.4. Given a triangulated surface \((M, T, I)\) with inversive distance \(I \geq 0\). Consider the following prescribed curvature flow

\[
\begin{align*}
\begin{cases}
    r_i'(t) = (\bar{K}_i - K_i)r_i \\
    r(0) \in \Omega.
\end{cases}
\end{align*}
\]

(4.4)

Suppose \(\{r(t) | t \in [0, T]\}\) is the unique maximal solution with \(0 < T \leq +\infty\). Then we can always extend it to a solution \(\{r(t) | t \in [0, +\infty)\}\) when \(T < +\infty\). Furthermore, if \(\bar{K}\) is admissible and is realized by \(\bar{r}\), then \(r(t)\) can always be extended to a solution that converges exponentially fast to \(\bar{r}\) as \(t \to +\infty\). □

Since all the proofs are similar with last section, we omit the details here.

5 Partial results for \(K(\Omega)\)

As we have seen in Theorem 4.3, convergence of \(r(t)\) is equivalent to \(\bar{K}\) admissible. We want to describe the shape of \(K(\Omega)\). For \((M, T, \Phi)\) with circle packing metric setting, \(\Omega\) equals to \(\mathbb{R}^N_{>0}\), the classical Andreev-Thurston’s theorem completely describes the shape of \(K(\mathbb{R}^N_{>0})\). Fix a triangulated surface \((M, T)\). For any nonempty proper subset \(A \subset V\), let \(F_A\) be the subcomplex whose vertices are in \(A\) and let \(Lk(A)\) be the set of pairs \((e, v)\) of an edge \(e\) and a vertex \(v\) satisfying the following three conditions: (1) The end points of \(e\) are not in \(A\); (2) \(v\) is in \(A\); (3) \(e\) and \(v\) form a triangle.

First we consider circle packing case (with weight \(\Phi \in [0, \frac{\pi}{2}]\)). In this setting, the admissible metric space is \(\mathbb{R}^N_{>0}\). Denote

\[
Y^\Phi_A \triangleq \left\{ x \in \mathbb{R}^N | \sum_{i \in A} x_i > - \sum_{(e,v) \in Lk(A)} (\pi - \Phi(e)) + 2\pi \chi(F_A) \right\}.
\]

(5.1)

Obviously, the discrete Gaussian curvature \(K\) is uniquely determined by circle packing metric \(r\). Hence \(K = K(r) : \mathbb{R}^N_{>0} \to \mathbb{R}^N\) is a vector-valued function of \(r\), which is called the curvature map. In the following, the symbol \(K\) either means a concrete discrete Gaussian curvature or the curvature map, which is clear from the context. The classical Andreev-Thurston’s theorem says that the curvature map \(K = K(r)\) is injective (up to scaling), and the space of all possible curvatures \(K(\mathbb{R}^N_{>0}) \triangleq \{ K(r) | r \in \mathbb{R}^N_{>0} \}\) is completely determined by \(Y^\Phi_A\).

Theorem 5.1. (Andreev-Thurston) Given a weighted triangulated surface \((M, T, \Phi)\), the curvature map \(K\) restricted to the subset \(\{ r \in \mathbb{R}^N_{>0} | \prod_{i=1}^N 1 \}\) is injective, i.e., the metric is determined by its curvature up to a scalar multiplication. Moreover, the space
of all possible discrete Gaussian curvatures $K(\mathbb{R}^N_{>0})$ equals to the following convex set
\[
\left\{ x \in \mathbb{R}^N \left| \sum_{i=1}^{N} x_i = 2\pi \chi(M) \right. \right\} \cap \left( \bigcap_{\phi \neq A \subset V} Y_A^{\phi} \right). \quad (5.2)
\]

For a proof, see Thurston [21], Marden-Rodin [18], Colin de Verdière [7], He [12], Chow-Luo [6] and Stephenson [20]. Note that the existence of constant curvature metric is equivalent to $K_{av} \mathbb{I} \in K(\mathbb{R}^N_{>0})$. Substitute $K_{av} \mathbb{I}$ into (5.2) and (5.1), one can easily get:

**Theorem 5.2. (Thurston)** Given a weighted triangulated surface $(M, T, \Phi)$, the existence of constant curvature metric is equivalent to the following combinatorial and topological conditions
\[
2\pi \chi(M) \frac{|A|}{|V|} > - \sum_{(e,v) \in \text{Lk}(A)} (\pi - \Phi(e)) + 2\pi \chi(F_A), \quad \forall A : \phi \subsetneq A \subsetneq V. \quad (5.3)
\]

Moreover, if constant curvature metric exists, it is unique up to a scalar multiplication.

In the following we consider the inversive distance circle packing case (with inversive distance $I \geq 0$). In this setting, the admissible metric space is $\Omega$. Based on extensive numerical evidences, Bowers and Stephenson conjectured the rigidity of inversive distance circle packing in [5]. Guo [11] first proved that Bowers-Stephenson’s conjecture of rigidity is locally true by complicated computations. Luo [16] proved Bowers-Stephenson’s conjecture of rigidity eventually.

**Theorem 5.3. (Guo-Luo)** Given a triangulated surface $(M, T, I)$ with inversive distance $I \geq 0$. The curvature map $K : \Omega \to \mathbb{R}^N$ restricted to the subset $\left\{ r \in \Omega \left| \prod_{i=1}^{N} r_i = 1 \right. \right\}$ is injective, i.e., the metric is determined by its curvature up to a scalar multiplication.

Theorem 5.3 confirms Bowers and Stephenson’s rigidity conjecture. It’s a generalization of the uniqueness part of Andreev-Thurston’s Theorem 5.1 to the inversive distance setting. However, the generalization of the existence part still remains unresolved. In the following of this section, we will give a partial answer to the existence part of Andreev-Thurston theorem in Bowers-Stephenson’s inversive distance setting. We follow the approach pioneered by Marden and Rodin [18]. Denote
\[
Y_A \triangleq \left\{ x \in \mathbb{R}^N \left| \sum_{i \in A} x_i > - \sum_{(e,v) \in \text{Lk}(A)} (\pi - \Lambda(I_e)) + 2\pi \chi(F_A) \right. \right\}, \quad (5.4)
\]
for any nonempty proper subset $A \subset V$, where
\[
\Lambda(x) = \begin{cases} 
\pi, & x \leq -1, \\
\arccos x, & -1 \leq x \leq 1, \\
0, & x \geq 1.
\end{cases} \quad (5.5)
\]
Note that Λ is continuous on ℝ and Λ(−x) = π − Λ(x) for each x ∈ ℝ. We have the following main theorem in this section:

**Theorem 5.4.** Given a triangulated surface \( (M, T, I) \) with inversive distance \( I \geq 0 \). Then the space of all possible discrete Gaussian curvatures \( K \) is contained in the following convex set

\[
\left\{ x \in \mathbb{R}^N \mid \sum_{i \in V} x_i = 2\pi \chi(M) \right\} \cap \left( \bigcap_{\phi \neq \Lambda \in V} Y_{\phi} \right). \tag{5.6}
\]

**Proof.** We just need to prove

\[
\sum_{i \in A} K_i > - \sum_{(e,v) \in Lk(A)} (\pi - \Lambda(J_e)) + 2\pi \chi(F_A).
\]

First, we prove

**Claim 1.** For each \( (r_1, r_2, r_3)^T \in \Delta \) and \( \{i,j,k\} = \{1,2,3\} \), \( 0 < \theta_i < \pi - \Lambda(I_{jk}) \).

For this, we just need to prove \( \theta_i(r_i, \tilde{r}_j, \tilde{r}_k) < \pi - \Lambda(I_{jk}) \) for any fixed \( \tilde{r}_j, \tilde{r}_k \in (0, +\infty) \). If \( I_{jk} \in [0,1] \), set \( \tilde{r}_i = 0 \). If \( I_{jk} > 1 \), let \( \tilde{r}_i > 0 \) be the unique solution of equation

\[
\sqrt{r_i^2 + \tilde{r}_j^2} + 2r_i \tilde{r}_j I_{ij} + \sqrt{r_j^2 + \tilde{r}_k^2} + 2r_j \tilde{r}_k I_{jk} = \sqrt{\tilde{r}_j^2 + \tilde{r}_k^2} + 2\tilde{r}_j \tilde{r}_k I_{jk}. \tag{5.7}
\]

That equation \( (5.7) \) has a unique positive solution \( \tilde{r}_i \) can be seen as follows. Let

\[
f(r_i) = \sqrt{r_i^2 + \tilde{r}_j^2} + 2r_i \tilde{r}_j I_{ij} + \sqrt{r_j^2 + \tilde{r}_k^2} + 2r_j \tilde{r}_k I_{jk} - \sqrt{\tilde{r}_j^2 + \tilde{r}_k^2} + 2\tilde{r}_j \tilde{r}_k I_{jk}.
\]

It’s easy to see \( f(0) < 0, f(+\infty) = +\infty \) and \( f'(r_i) > 0 \). Then equation \( (5.7) \) has a unique positive solution \( \tilde{r}_i \).

On one hand, by the law of cosines,

\[
\cos \theta_i = \frac{l_{ij}^2 + l_{ik}^2 - l_{jk}^2}{2l_{ij}l_{ik}},
\]

and taking limit, we get

\[
\lim_{r_i \to \tilde{r}_i} \theta_i(r_i, \tilde{r}_j, \tilde{r}_k) = -\Lambda(I_{jk}). \tag{5.8}
\]

On the other hand, by Lemma 3.1 \( \frac{\partial \theta}{\partial r_i} r_i = \frac{\partial \theta}{\partial u_i} \leq 0 \), which implies that \( \theta_i \) is a decreasing function of \( r_i \). Hence

\[
\theta_i(r_i, \tilde{r}_j, \tilde{r}_k) \leq -\Lambda(I_{jk}).
\]

Next we show the equality can never be achieved. If \( \theta_i(a, \tilde{r}_j, \tilde{r}_k) = \pi - \Lambda(I_{jk}) \) at some point \( a \) with \( a > \tilde{r}_i \) and \( (a, \tilde{r}_j, \tilde{r}_k) \in \Delta_r \), then \( \theta_i(r_i, \tilde{r}_j, \tilde{r}_k) \equiv \pi - \Lambda(I_{jk}) \) on interval \( (\tilde{r}_i, a] \).

By the law of sines,

\[
\frac{l_{jk}}{\sin \theta_i} = \frac{l_{ij}}{\sin \theta_j} = \frac{l_{ik}}{\sin \theta_k}.
\]
As \( r_i \) increases in the interval \((\bar{r}_i, a]\), \( l_{ij} \) and \( l_{ik} \) increase and hence \( \sin \theta_k \) and \( \sin \theta_j \) increase. Note that \( \theta_i \equiv \pi - \Lambda(I_{jk}) \geq \frac{\pi}{2} \), which implies that both \( \theta_k \) and \( \theta_j \) are in \((0, \frac{\pi}{2})\). Therefore both \( \theta_k \) and \( \theta_j \) are increase. However, \( \theta_i + \theta_j + \theta_k = \pi \). Now we get a contradiction, which means that \( \theta_i(a, \bar{r}_j, \bar{r}_k) \) never equals to \( \pi - \Lambda(I_{jk}) \). Hence \( 0 < \theta_i < \pi - \Lambda(I_{jk}) \).

Now we begin the proof of the theorem. Consider all the triangles in \( F \) having a vertex in \( A \). These triangles can be classified into three types \( A_1, A_2 \) and \( A_3 \). For each \( i \in \{1, 2, 3\} \), a triangle is in \( A_i \) if and only if it has exactly \( i \) many vertices in \( A \). Set \( a_i \) as the cone angle at vertex \( i \), i.e., \( a_i = \sum_{(ijk) \in F} \theta_{jk}^i \). On one hand, by Claim 1,

\[
\sum_{i \in A, (ijk) \in A_1} \theta_{ij}^k < \sum_{(e,v) \in Lk(A)} (\pi - \Lambda(I_e)).
\]

On the other hand,

\[
\sum_{i,j \in A, (ijk) \in A_2} (\theta_{ij}^k + \theta_{ik}^j) < \pi |A_2|.
\]

Note that \( A_1, A_2 \) can't be empty at the same time, hence

\[
\sum_{i \in A} K_i = \sum_{i \in A} (2\pi - a_i)
= 2\pi |A| - \sum_{i \in A} a_i
= 2\pi |A| - \left( \sum_{i \in A, (ijk) \in A_1} \theta_{ij}^k + \sum_{i,j \in A, (ijk) \in A_2} (\theta_{ij}^k + \theta_{ik}^j) + \sum_{(ijk) \in A_3} (\theta_{ij}^k + \theta_{ik}^j + \theta_{jk}^i) \right)
> 2\pi |A| - \sum_{(e,v) \in Lk(A)} (\pi - \Lambda(I_e)) - \pi |A_2| - \pi |A_3|
= - \sum_{(e,v) \in Lk(A)} (\pi - \Lambda(I_e)) + 2\pi \left( |A| - \frac{|A_2|}{2} - \frac{|A_3|}{2} \right)
= - \sum_{(e,v) \in Lk(A)} (\pi - \Lambda(I_e)) + 2\pi \chi(F_A).
\]

\( \square \)

**Corollary 5.5.** Given a triangulated surface \((M, \mathcal{T}, I)\) with inversive distance \( I \geq 0 \). Assuming there exists a metric of constant curvature, then the following combinatorial-topological conditions holds for each nonempty proper subset \( A \subset V \),

\[
2\pi \chi(M) \frac{|A|}{|V|} > - \sum_{(e,v) \in Lk(A)} (\pi - \Lambda(I_e)) + 2\pi \chi(F_A). \quad (5.9)
\]

\( \square \)
Lemma 5.6. Assuming $b, c \in (0, +\infty]$, then in the generalized Euclidean triangle $\triangle 123$, 
\[
\lim_{(r_i, r_j, r_k) \to (0, b, c)} \tilde{\theta}_i(r_i, r_j, r_k) = \pi - \Lambda(I_{jk}). \tag{5.10}
\]
and 
\[
\lim_{(r_i, r_j, r_k) \to (0, 0, c)} \tilde{\theta}_k(r_i, r_j, r_k) = 0. \tag{5.11}
\]
where $\{i, j, k\} = \{1, 2, 3\}$.

Proof. For any $(r_1, r_2, r_3) \in \mathbb{R}^3_{> 0}$, we have $l_{12}, l_{13}, l_{23} > 0$. Now let $\{i, j, k\} = \{1, 2, 3\}$. If $l_{ij}, l_{ik}, l_{jk}$ satisfy the triangle inequality, which is equivalent to $-1 < \frac{l_{ik}^2 + l_{ij}^2 - l_{jk}^2}{2l_{ik}l_{ij}} < 1$, then $
\tilde{\theta}_i = \theta_i$. If $l_{jk} \geq l_{ij} + l_{ik}$, which is equivalent to $\frac{l_{ik}^2 + l_{ij}^2 - l_{jk}^2}{2l_{ik}l_{ij}} \leq -1$, then $\tilde{\theta}_i = \pi$. Else the only left case is $l_{jk} \leq |l_{ij} - l_{ik}|$, which is equivalent to $\frac{l_{ik}^2 + l_{ij}^2 - l_{jk}^2}{2l_{ik}l_{ij}} \geq 1$, then $\tilde{\theta}_i = 0$. Above all, we get 
\[
\tilde{\theta}_i(r_i, r_j, r_k) = \Lambda \left( \frac{l_{ik}^2 + l_{ij}^2 - l_{jk}^2}{2l_{ik}l_{ij}} \right). \tag{5.12}
\]
Hence 
\[
\tilde{\theta}_i(r_i, r_j, r_k) = \Lambda \left( \frac{l_{ik}^2 + l_{ij}^2 - l_{jk}^2}{2l_{ik}l_{ij}} \right) = \Lambda \left( \frac{r_i^2 + r_i r_k I_{ik} + r_i r_j I_{ij} - r_j r_k I_{jk}}{r_i^2 + r_k^2 + 2 r_i r_k I_{ik} \sqrt{r_i^2 + r_j^2 + 2 r_i r_j I_{ij}}} \right) \to \Lambda(-I_{jk}) = \pi - \Lambda(I_{jk})
\]
as $(r_i, r_j, r_k) \to (0, b, c)$, while 
\[
\tilde{\theta}_k(r_i, r_j, r_k) = \Lambda \left( \frac{l_{ik}^2 + l_{jk}^2 - l_{ij}^2}{2l_{ik}l_{jk}} \right) = \Lambda \left( \frac{r_k^2 + r_i r_k I_{ik} + r_j r_k I_{jk} - r_i r_j I_{ij}}{r_i^2 + r_k^2 + 2 r_i r_k I_{ik} \sqrt{r_j^2 + r_k^2 + 2 r_j r_k I_{jk}}} \right) \to \Lambda(1) = 0
\]
as $(r_i, r_j, r_k) \to (0, 0, c)$. \hfill \Box

Proposition 5.7. Given a triangulated surface $(M, \mathcal{T}, I)$ with inversive distance $I \geq 0$. Assuming there is a sequence of $r_i^{(n)} = (r_1^{(n)}, ..., r_N^{(n)})^T \in \mathbb{R}_{> 0}^N$ and a nonempty proper subset $A \subset V$, so that $\lim_{n \to +\infty} r_i^{(n)} = 0$ for $i \in A$ and $\lim_{n \to +\infty} r_i^{(n)} > 0$ (may be $+\infty$) for $i \notin A$, then 
\[
\lim_{n \to +\infty} \sum_{i \in A} K_i(r^{(n)}) = - \sum_{(e, v) \in Lk(A)} (\pi - \Lambda(I_e)) + 2\pi \chi(F_A). \tag{5.13}
\]
The proof is similar with Theorem 5.4. Note that for generalized metric
\( r^{(n)} \in \mathbb{R}^N_{>0} \), the topological triangles in \( F \) may not Euclidean, it may be a generalized
Euclidean triangle. However, the combinatorial structure is invariant since we fixed the
triangulation. Consider all the topological triangles in \( F \) having a vertex in \( A \). These
triangles can be classified into three types \( A_1, A_2 \) and \( A_3 \). For each \( i \in \{1, 2, 3\} \), a triangle
is in \( A_i \) if and only if it has exactly \( i \) many vertices in \( A \). Let \( \tilde{a}_i \) be the generalized cone
angle at vertex \( i \), i.e., \( \tilde{a}_i = \sum_{(ijk) \in F} \hat{\theta}_{ijk} \). On one hand, by Lemma 5.6
\[
\sum_{i \in A, (ijk) \in A_1} \tilde{\theta}_{ij}^{(n)} \rightarrow \sum_{(e,v) \in Lk(A)} (\pi - \Lambda(I_e)).
\]
On the other hand,
\[
\sum_{i,j \in A, (ijk) \in A_2} (\hat{\theta}_{ij}^{(n)} + \hat{\theta}_{ik}^{(n)}) = \sum_{i,j \in A, (ijk) \in A_2} (\pi - \tilde{\theta}_{ij}^{(n)}) \rightarrow |A_2|\pi.
\]

hence
\[
\sum_{i \in A} \tilde{K}_i^{(n)} = \sum_{i \in A} (2\pi - \tilde{a}_i^{(n)}) = 2\pi|A| - \sum_{i \in A} \tilde{a}_i^{(n)}
= 2\pi|A| - (\sum_{i \in A, (ijk) \in A_1} \hat{\theta}_{ij}^{(n)} + \sum_{i,j \in A, (ijk) \in A_2} (\hat{\theta}_{ij}^{(n)} + \hat{\theta}_{ik}^{(n)}) + \sum_{(ijk) \in A_3} (\hat{\theta}_{ij}^{(n)} + \hat{\theta}_{ik}^{(n)} + \hat{\theta}_{ij}^{(n)})
\rightarrow 2\pi|A| - \sum_{(e,v) \in Lk(A)} (\pi - \Lambda(I_e)) - |A_2|\pi - |A_3|\pi
= - \sum_{(e,v) \in Lk(A)} (\pi - \Lambda(I_e)) + 2\pi\chi(F_A).
\]

\[\square\]

**Theorem 5.8.** Given a triangulated surface \((M, T, I)\) with inversive distance \( I \geq 0 \). Then
the space of all possible extended curvatures \( \tilde{K}(\mathbb{R}^N_{>0}) \) is contained in the closer of convex
set [5.6].

**Proof.** We need to prove that for every \( r \in \mathbb{R}^N_{>0} \), the extended curvature \( \tilde{K} \) satisfies
\[
\sum_{i \in A} \tilde{K}_i(r) \geq - \sum_{(e,v) \in Lk(A)} (\pi - \Lambda(I_e)) + 2\pi\chi(F_A)
\]
for each nonempty proper subset \( A \subset V \). First we prove
Claim 2. For each \((r_1, r_2, r_3)^T \in \mathbb{R}^3_{>0}\) and \(\{i, j, k\} = \{1, 2, 3\}\), \(0 \leq \tilde{\theta}_i \leq \pi - \Lambda(I_{jk})\).

In fact, for \(I_{jk} \geq 1\) case, then obviously \(0 \leq \tilde{\theta}_i \leq \pi - \Lambda(I_{jk})\). Else for \(0 \leq I_{jk} < 1\) case, it’s easy to get \(l_{jk} < l_{ij} + l_{ik}\). If further \(l_{ik} < l_{ij} + l_{jk}\) and \(l_{ij} < l_{ik} + l_{jk}\), then \(\tilde{\theta}_i = \theta_i < \pi - \Lambda(I_{jk})\) by Claim 1. If \(l_{ik} \geq l_{ij} + l_{jk}\) or \(l_{ij} \geq l_{ik} + l_{jk}\), then \(\theta_i = 0 < \pi - \Lambda(I_{jk})\). Hence \(\tilde{\theta}_i \leq \pi - \Lambda(I_{jk})\).

If \(A_1\) is nonempty then \(\tilde{\theta}_i^{jk} \leq \pi - \Lambda(I_{jk})\) by Claim 2 and hence
\[
\sum_{i \in A, \{ijk\} \in A_1} \tilde{\theta}_i^{jk} \leq \sum_{(e, v) \in Lk(A)} (\pi - \Lambda(I_e)) .
\]
If \(A_2\) is nonempty, then \(\tilde{\theta}_i^{jk} + \tilde{\theta}_j^{ik} \leq \pi\) and hence
\[
\sum_{i, j \in A, \{ijk\} \in A_2} (\tilde{\theta}_i^{jk} + \tilde{\theta}_j^{ik}) \leq |A_2| \pi .
\]

hence we always have
\[
\sum_{i \in A} \tilde{K}_i \geq 2|A| - \left( \sum_{i \in A, \{ijk\} \in A_1} \tilde{\theta}_i^{jk} + \sum_{i, j \in A, \{ijk\} \in A_2} (\tilde{\theta}_i^{jk} + \tilde{\theta}_j^{ik}) + \sum_{\{ijk\} \in A_3} (\tilde{\theta}_i^{jk} + \tilde{\theta}_j^{ik} + \tilde{\theta}_k^{ij}) \right)
\geq 2|A| - \sum_{(e, v) \in Lk(A)} (\pi - \Lambda(I_e)) - |A_2| \pi - |A_3| \pi
= \sum_{(e, v) \in Lk(A)} (\pi - \Lambda(I_e)) + 2\pi \chi(F_A) .
\]

For a single triangle case, we can determine the shape of \(K(\Omega)\) completely. Consider a triangle \(\triangle 123\) that is configured by three circles with three fixed non-negative numbers \(I_{12}, I_{23}\) and \(I_{13}\) as inversive distances. Recall the definition of the space of metrics \(\Delta\) (in this setting \(\Omega = \Delta\)) and the angle map \(\theta : \Delta \to \mathbb{R}^3_{>0}\) in the beginning of Section 3 we have

**Theorem 5.9.** \(\theta\) is a diffeomorphism from \(\Delta' \overset{\Delta}{=} \Delta \cap \{ \prod_{i=1}^3 r_i = 1 \}\) to \(Z\), where
\[
Z = \{(\theta_1, \theta_2, \theta_3)^T \in \mathbb{R}^3 | \theta_1 + \theta_2 + \theta_3 = \pi; 0 < \theta_i < \pi - \Lambda(I_{jk}), \{i, j, k\} = \{1, 2, 3\}\} .
\]

**Proof.** We follow the approach pioneered by Marden and Rodin [18]. Note \(N = 3\) in a single triangle setting, hence \(1 = (1, 1, 1)^T\), \(r = (r_1, r_2, r_3)^T\) and \(u = (u_1, u_2, u_3)^T\), where \(u_i = \ln r_i\) for each \(i \in \{1, 2, 3\}\). We divide the proof into four steps.

Step 1: we prove \(\theta(\Delta') \subset Z\). This fact is essentially proved in Claim 1, that is, for all \(r \in \Delta\), \(0 < \theta_i < \pi - \Lambda(I_{jk})\). Hence \(\theta(\Delta') = \theta(\Delta)\) is contained in \(Z\).
Step 2: we prove \( \theta : \Delta' \to \mathcal{Z} \) is injective. This fact is proved by Feng Luo in \cite{10}, we give a new proof here with slight difference. Assuming \( \tilde{\theta} = (\tilde{\theta}_1, \tilde{\theta}_2, \tilde{\theta}_3)^T \) is realized by some \( \tilde{\mathbf{r}} = (\tilde{r}_1, \tilde{r}_2, \tilde{r}_3)^T \in \Delta \). \( \tilde{\mathbf{u}} = (\tilde{u}_1, \tilde{u}_2, \tilde{u}_3)^T \in \ln \Delta \) is the corresponding metric in \( \mathbf{u} \)-coordinate. If there is a metric \( \mathbf{r}^2 \in \Delta \) with \( \mathbf{r} \neq \mathbf{r}' \) that also realizes angle \( \theta \). Let \( p = \ln \mathbf{r} \) and \( q = \mathbf{r}' \), and define
\[
W(u) \triangleq \int_{u_0}^{u} (\tilde{\theta}_1 - \tilde{\theta}_0)du_1 + (\tilde{\theta}_2 - \tilde{\theta}_0)du_2 + (\tilde{\theta}_3 - \tilde{\theta}_0)du_3, \quad u \in \mathbb{R}^3
\]
where \( u_0 \in \mathbb{R}^3 \) is arbitrary chosen. It’s easy to get \( W(u) = -\tilde{F}_{123}(u) + (u - u_0)^T \tilde{\theta} \). Moreover, \( W(u) \in C^1(\mathbb{R}^3), \ \nabla_u W = \tilde{\theta} - \tilde{\theta} \) and \( W(u) = W(u + t\mathbf{1}) \) for any \( t \in \mathbb{R} \). Obviously, \( \nabla_u W|_p = \nabla_u W|_q = 0 \). Let \( \varphi(t) = W(p + t(q - p)) \), by Lemma \[5.6\] \( \tilde{F}_{123} \) is concave and hence \( \varphi(t) \) is convex and \( C^1 \) for \( t \in \mathbb{R} \). So \( \varphi'(t) \) is monotone increasing. However, \( \varphi'(0) = \varphi'(1) = 0 \), so \( \varphi(t) \equiv 0 \) on \([0, 1]\), therefore \( \varphi(t) \) is constant on \([0, 1]\) and there follows \( W(p + t(q - p)) \equiv W(p) \), for all \( t \in [0, 1] \). Denote \( \Pi_p \triangleq \{ u \in \mathbb{R}^3 | u^T \mathbf{1} = p^T \mathbf{1} \} \) as the plane in \( \mathbb{R}^3 \) that passing \( p \) and perpendicular to the direction \( \mathbf{1} \). Let \( q^* \) be the projection of \( q \) onto the plane \( \Pi_p \). We claim that \( q^* = p \), that is, \( p \) and \( q \) differs by a parallel move along direction \( \mathbf{1} \), this implies the original metric \( \mathbf{r} \) and \( \mathbf{r}' \) differs by a scalar multiplication. We prove the claim by contradiction. Now suppose \( q^* \neq p \). On one hand, \( W(p) \equiv W(p + t(q-p)) \) and \( W(u) = W(u + t\mathbf{1}) \) implies \( W(u) \) is a constant on the segment \( \overline{pq} \). On the other hand, since \( \ln \Delta \) is open, \( p \in \ln \Delta \) and \( q^* \neq p \), we can choose \( \varepsilon \) such that \( 0 < \varepsilon < \|q^* - p\| \) and \( B(p, \varepsilon) \subset \ln \Delta \). Denote \( B^*(p, \varepsilon) = B(p, \varepsilon) \cap \Pi_p \). On \( B(p, \varepsilon), W(u) \) is \( C^\infty \)-smooth, \( \text{Hess}_u W = -\frac{\partial^2 W}{\partial u_1 \partial u_2 \partial u_3} \) is positive semi-definite with null space \( \{ t\mathbf{1} | t \in \mathbb{R} \} \) by Lemma \[5.1\]. Since the null space of \( \text{Hess}_u W \) is perpendicular to the plane \( \Pi_p \), \( \text{Hess}_u W \) is in fact positive definite when restrict to \( \Pi_p \) (consider \( W(u) \) as a function of two variables). This implies that \( W|_{B^*(p, \varepsilon)} \) is strictly convex on \( B^*(p, \varepsilon) \subset \Pi_p \) (or see Lemma \[3.3\]). Now let \( \psi(t) = W(p + t(q^* - p)) \). \( \psi(t) \) is strictly convex on \([0, \frac{\varepsilon}{\|q^* - p\|}] \) since \( W|_{B^*(p, \varepsilon)} \) is. Hence \( \psi'(t) \) is strictly monotone increasing. Note \( \psi'(0) = 0 \), hence \( \psi'(t) > 0 \) for \( t > 0 \), which implies that \( \psi(t) \) is strictly increasing on \([0, \frac{\varepsilon}{\|q^* - p\|}] \). Then we get a contradiction, since we had already proved \( W(u) \) is constant on the segment \( \overline{pq} \). Thus comes the claim \( q^* = p \), which implies that \( \mathbf{r}' \) differs from \( \mathbf{r} \) by a scalar multiplication and the angle map \( \theta \) is injective on \( \Delta' \).

Step 3: we prove that when \( r \in \Delta' \) tends to \( \partial \Delta' \), then \( \theta(r) \) tends to \( \partial \mathcal{Z} \). Now we denote \( \Sigma_{12} \triangleq \{(r_1, r_2, 0)|r_1, r_2 > 0\}, \ \Sigma_{13} \triangleq \{(r_1, 0, r_3)|r_1, r_3 > 0\}, \ \Sigma_{23} \triangleq \{(0, r_2, r_3)|r_2, r_3 > 0\} \) and \( \partial_{ij} \Delta \triangleq \{ r \in \mathbb{R}^3_+ | l_{ij} \} = l_{ik} + l_{jk} \), where \( \{ij\}, \{ik\}, \{jk\} \} = \{\{12\}, \{13\}, \{23\}\} \). According to the shape of \( \partial \Delta' \), there are four cases to consider.

- If \( I_{12}, I_{13}, I_{23} \in [0, 1] \), then \( \Delta = \mathbb{R}^3_{\geq 0} \). For \( \{i, j, k\} = \{1, 2, 3\} \), we need to prove
\[
\lim_{r \in \Delta', (r_1, r_j, r_k) \to (0, 0, +\infty)} \theta_k(r) = 0, \quad (5.15)
\]
and for any $b \in (0, +\infty]$,

$$\lim_{r \in \Delta'; (r_i, r_j, r_k) \to (0, b, +\infty)} \theta_i(r) = \pi - \Lambda(I_{jk}). \quad (5.16)$$

Let $r^{(n)} \in \Delta'$ be a sequence of metric satisfying $(r^{(n)}_i, r^{(n)}_j, r^{(n)}_k) \to (0, 0, +\infty)$ or $(r^{(n)}_i, r^{(n)}_j, r^{(n)}_k) \to (0, b, +\infty)$, then either $\theta_k(r^{(n)}) \to 0$ or $\theta_i(r^{(n)}) \to \pi - \Lambda(I_{jk})$.

- If $I_{ij} > 1$ and $I_{ik}, I_{jk} \in [0, 1]$, where $\{\{ij\}, \{ik\}, \{jk\}\} = \{\{12\}, \{13\}, \{23\}\}$. In this case, $\Delta$ is surrounded by three cone-like surfaces $\Sigma_{ij}, \Sigma_{jk}$ and $\partial_i \Delta$. We need to prove (5.15) and (5.16) for $\{i, j, k\} = \{1, 2, 3\}$ too. We further need to prove for each point $(a, b, c)^T \in \partial_i \Delta \cap \{\prod_{i=1}^3 r_i = 1\}$

$$\lim_{r \in \Delta'; r \to (a, b, c)} \theta_i(r) = \pi - \Lambda(I_{ij}). \quad (5.17)$$

- If $I_{ij}, I_{ik} > 1$, and $I_{jk} \in [0, 1]$, where $\{\{ij\}, \{ik\}, \{jk\}\} = \{\{12\}, \{13\}, \{23\}\}$. In this case, $\Delta$ is surrounded by three cone-like surfaces $\Sigma_{jk}, \partial_i \Delta$ and $\partial_i \Delta$. We need to prove (5.15) and (5.16) for $\{i, j, k\} = \{1, 2, 3\}$. We further need to prove (5.17) for each point $(a, b, c)^T \in \partial_i \Delta \cap \{\prod_{i=1}^3 r_i = 1\}$ and

$$\lim_{r \in \Delta'; r \to (a, b, c)} \theta_j(r) = \pi - \Lambda(I_{ik}). \quad (5.18)$$

for each point $(a, b, c)^T \in \partial_i \Delta \cap \{\prod_{i=1}^3 r_i = 1\}$.

- If $I_{12}, I_{13}, I_{23} > 1$, then $\Delta$ is surrounded by three surfaces $\partial_1 \Delta, \partial_1 \Delta$ and $\partial_2 \Delta$. We need to prove (5.15) for $\{i, j, k\} = \{1, 2, 3\}$. Furthermore, we need to prove (5.17) for each $\{ij\} \in \{\{12\}, \{13\}, \{23\}\}$ and each point $(a, b, c)^T \in \partial_i \Delta \cap \{\prod_{i=1}^3 r_i = 1\}$.

The limit (5.18) is equivalent to limit (5.17). However, the limits (5.15)-(5.17) can be proved by the law of cosines directly. We omit the details here, since it is almost the same with the proof of Lemma 5.6.

Step 4: We prove the theorem finally. Step 3 implies that the angle map $\theta$ is proper. On one hand, $\theta$ is a closed map, by a pure topological result which says that a proper map $f$ from $X$ to $Y$ is a closed map, if $X$ is Hausdorff and $Y$ is locally compact Hausdorff. On the other hand, both $\Delta'$ and $Z$ are homeomorphic to $\mathbb{R}^2$, hence $\theta$ is an open map by the invariance of domain theorem. Therefore $\theta(\Delta')$ is a closed and open nonempty subset of $Z$. Note $Z$ is connected, then $\theta(\Delta') = Z$, which implies that $\theta : \Delta' \to Z$ is a diffeomorphism.

By Theorem 5.9, for one single triangle setting we solved $\theta(\Omega) = \theta(\Delta)$ completely. However, we can not combinatorially combine Theorem 5.9 together to get the exactly
range of $K(\Omega)$, although we can really do so for Andreev-Thurston’s $(M, \mathcal{T}, \Phi)$ setting. Consider the general triangulation $(M, \mathcal{T}, I)$ with inversive distance $I \geq 0$, suppose $\triangle 123$ is a triangle in $\mathcal{T}$. For convenience, we suppose $I_{23} > 1$ while other inversive distance are all in $[0, 1]$. For any fixed $\bar{r}_2, \bar{r}_3, \cdots, \bar{r}_N > 0$, let $\bar{r}_1 > 0$ be the unique positive solution of equation

$$\sqrt{\bar{r}_1^2 + \bar{r}_2^2 + 2\bar{r}_1\bar{r}_2 I_{12}} + \sqrt{\bar{r}_1^2 + \bar{r}_3^2 + 2\bar{r}_1\bar{r}_3 I_{13}} = \sqrt{\bar{r}_2^2 + \bar{r}_3^2 + 2\bar{r}_2\bar{r}_3 I_{23}}.$$ 

$\Omega$ is the space of all inversive circle packing metrics. It’s easy to see $(\bar{r}_1, \bar{r}_2, \cdots, \bar{r}_N) \in \partial \Omega$. Then $\lim_{\bar{r}_1 \to \bar{r}_1} \theta_{1}^{23}(r_1, \bar{r}_2, \cdots, \bar{r}_N) = \pi - \Lambda(I_{23})$, while for the other triangle $\{1ij\}$, the inner angle $\theta_{1}^{ij}$ satisfies $\lim_{\bar{r}_1 \to \bar{r}_1} \theta_{1}^{ij}(r_1, \bar{r}_2, \cdots, \bar{r}_N) < \pi - \Lambda(I_{ij})$, hence

$$\lim_{\bar{r}_1 \to \bar{r}_1} K_1 > -\sum_{(e,v) \in \text{Lk}(\{1\})} \left( \pi - \Lambda(I_e) \right) + 2\pi \chi(F_{\{1\}}).$$

This shows that even if $r$ tends to the boundary of $\Omega$, the curvature $K_1$ may not tends to the boundary of $Y_A$ in (5.4) for $A = \{1\}$.
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