Data Loss Reconstruction Method for a Bridge Weigh-in-Motion System Using Generative Adversarial Networks
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Abstract: In the application of a bridge weigh-in-motion (WIM) system, the collected data may be temporarily or permanently lost due to sensor failure or system transmission failure. The high data loss rate weakens the distribution characteristics of the collected data and the ability of the monitoring system to conduct assessments on bridge condition. A deep learning-based model, or generative adversarial network (GAN), is proposed to reconstruct the missing data in the bridge WIM systems. The proposed GAN in this study can model the collected dataset and predict the missing data. Firstly, the data from stable measurements before the data loss are provided, and then the generator is trained to extract the retained features from the dataset and the data lost in the process are collected by using only the responses of the remaining functional sensors. The discriminator feeds back the recognition results to the generator in order to improve its reconstruction accuracy. In the model training, two loss functions, generation loss and confrontation loss, are used, and the general outline and potential distribution characteristics of the signal are well processed by the model. Finally, by applying the engineering data of the Hangzhou Jiangdong Bridge to the GAN model, this paper verifies the effectiveness of the proposed method. The results show that the final reconstructed dataset is in good agreement with the actual dataset in terms of total vehicle weight and axle weight. Furthermore, the approximate contour and potential distribution characteristics of the original dataset are reproduced. It is suggested that the proposed method can be used in real-life applications. This research can provide a promising method for the data reconstruction of bridge monitoring systems.
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1. Introduction

1.1. Background

In recent years, weigh-in-motion (WIM) systems have been increasingly used in bridge structural health monitoring (SHM) [1,2]. There are two main types of WIM that are applied to bridges: pavement WIM systems and bridge weigh-in-motion (B-WIM) systems [3]. The pavement WIM system embeds sensors in the pavements of bridges and detects the axle and vehicle weights by measuring the generated responses when the vehicle passes through the pavement with the embedded sensors. The system consists of a set of sensors and electronic instruments containing software. B-WIM uses the entire bridge as a scale to measure the weights of vehicles, inferring the axle and vehicle weights by measuring the responses of certain points on the bridge. As B-WIM requires a system that is tailored to the specific conditions of the bridge [4–6], it is difficult for it to be widely implemented.
on a large proportion of bridges. The traditional pavement WIM system has been widely implemented in bridge WIM practices. Bridge WIM systems measure the emergence time of a moving vehicle and its dynamic tire forces. They can obtain vehicle weight, axle weight, speed, arrival time, lane, and other vehicle parameters, such as vehicle type and display and storage, without affecting the regular operation of the vehicle or displaying and storing them. Bridge WIM systems can accurately measure the static parameters (e.g., gross vehicle weight, axle weight, and vehicle type) and monitor the dynamic parameters (e.g., vehicle arrival time, travel speed, acceleration, and lane information). The bridge WIM can directly identify overloaded vehicles and collect data for traffic planning and economic surveys [7]. The data obtained from this system consist of two main components: a variation characteristic of the bridge, usually strain, and axle data [8]. To perform data conversion calculations, the conventional commercial systems measure the response induced by the vehicle passing through sensors that are attached under the structure to obtain axle data, etc. The information provided by these components (i.e., measured strain) is then converted into axle load by applying an algorithm. Jia et al. proposed the application of a neural network that identifies the ideal sample that is obtained from the load sensor closest to the tire–road contact area [9]. More recently, moving force identification (MFI) technology has been applied to measure signals and improve the accuracy of axle weight measurements [10]. Chatterjee et al. used the concept of continuous wavelet transform to accurately identify the axles of moving vehicles in the time domain [11]. Zhao et al. improved the accuracy of bridge WIM by filtering the strain signals corresponding to dynamic load, boundary conditions, and the vibration of trucks [12].

During the operation of the bridge WIM system, measured data may be temporarily or permanently lost due to sensor failure or transmission failure. The loss of measurement data can have serious consequences. Fan et al. pointed out that the impact of a loss of 0.5–2.5% of the dataset on subsequent data analysis is similar to that brought about by 10% observation noise [13]. Pei et al. [14] measured the extent and amount of data loss for different wireless sensors operating in unlicensed industrial, scientific, and medical (ISM) bands in various structural monitoring applications. Kurata et al. [15] identified data loss in building risk monitoring that uses wireless sensor networks. Meyer et al. [16] also assessed data loss associated with using wireless sensors to measure temperature data over several periods. For example, in excitation tests using smart wireless sensors mounted on steel bridges in Austria, data losses were up to 40% [17]. Linderman et al. when referring to the Imote2 platform, stated that radio interference was the main reason for wireless smart sensor data loss [18]. Further examples of interference include other devices running on the same frequency, weather issues such as rain and lightning, poor installation and antenna orientation, long transmission distance, and hardware issues. Nagayama et al. studied these effects through simulations and experiments. Their results showed that 0.5% data loss and 5% noise addition have similar effects on power spectral density (PSD) estimates [19,20].

Replacing faulty sensors is currently a standard method of solving this problem; however, finding and resolving sensor failures is labor-intensive and time-consuming. In addition, the embedded sensors cannot be replaced. Therefore, finding a method for completing or reconstructing a dataset in the case of missing data has become one of the current needs.

Grakovski and Pilipovec et al. reconstructed the weight data of each wheel in a vehicle dynamic weighing measurement by a fiber optic sensor (FOS), based on the function of the change of the optical signal parameters caused by the deformation of the fiber under the action of the weight of the traversing vehicle [21]. This sensor is compact and sensitive but requires special optical fibers and is also costly; therefore, it is not widely used. The missing data complementation methods that are often used at this stage include the time-regularized matrix decomposition and spectral regularization algorithms. Yu et al. proposed the time regularized matrix decomposition (TRMF) framework to solve the time series forecasting problem for modern applications, such as climatology and demand forecasting [22]. This method is well suited for high-dimensional time series data that has many missing val-
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ues. Stekhoven et al. proposed and evaluated an iterative interpolation method based on random forests (MissForest) [23]. They used the method in the biological domain and MissForest could successfully handle missing values when the artificially introduced missing values were between 10% and 30%. Mazumder et al. proposed a simple and efficient algorithm to minimize the reconstruction error with bounded kernel parametrization [24]. The algorithm iteratively replaces the missing elements with elements obtained from the soft threshold singular value decomposition (SVD) to provide a series of regularized low-rank solutions for large-scale matrix completion problems. Hapfelmeier et al. compared random forest algorithms and multiple interpolation methods within the context of missing database problems in the field of liver surgery [25]. It was found that random forests are usually suitable for data from datasets that had not been preprocessed. In contrast, multiple interpolation methods performed better in complementing preprocessed datasets.

With the development of deep learning in recent years, new approaches to solving the above problems have emerged. Among all deep learning frameworks, convolutional neural networks (CNNs) can adaptively learn high-level features and potential distribution patterns of data by scanning local regions of many data matrices with convolutional kernels [26]. Conventional data reconstruction using CNNs generally uses an encoder-decoder structure, i.e., convolution–deconvolution. The encoder uses a convolution kernel to perform several compressions and feature extractions on a vast dataset. This results in a smaller multichannel matrix, which is then reconstructed using a decoder as the input. This feature is well suited for time series data compression and reconstruction.

Li et al. proposed a deep learning-based framework for the estimation of multimodal imaging data [27]. The framework takes the form of a convolutional neural network and when trained on subjects with all modalities, the network can estimate the output modality provided by the input modality (where the input and output modalities are magnetic resonance imaging (MRI) and positron emission tomography (PET) images, respectively). Zahavy et al. constructed a supervised neural network with convolutional and fully connected layers and used a deep neural network to reconstruct ultrashort pulses that were capable of diagnosing very faint pulses [28]. Cong et al. proposed a deep learning-based computed tomography (CT) image reconstruction method that solves the mismatch between computational and physical models [29]. The method utilizes a nonlinear transformation from big data to projection data in order to precisely match the linear integral model to achieve monochromatic imaging, effectively overcoming the beam hardening problem in this field. Zhang et al. utilized two fully connected neural networks that were trained using simulated data and Gaussian noise [30]. The method used MR fingerprinting arterial spin labeling (MRF-ASL) data from healthy subjects and patients with moyamoya disease. The results demonstrated that reconstructing MRF-ASL with fully connected neural networks is faster and more reproducible than traditional DM methods. Glisic and Kim et al. proposed a structural response recovery method that was based on convolutional neural networks [31]. The method aimed to recover missing structural strain response communication errors when the structural response was not collected due to sensor failure, data loss or other reasons. Fan et al. used an autoencoder to reconstruct incomplete vibration measurement data that had a high loss rate [32]. The time series structural acceleration data in raw form were set as the input and the output of the autoencoder. According to their study, modal identification achieved good agreement between the original and reconstructed data. Ni et al. proposed a new method for data compression and reconstruction using autoencoders [33]. The multisource data obtained from actual measurements could be stored with very low compression ratios and restored to the standard data with high accuracy in the time and frequency domains. Wang and Cha proposed an unsupervised deep learning method to detect impairment using autoencoders by reconstructing the data and comparing it with the impaired response [34]. This unsupervised deep learning approach provided a stable and robust damage detection performance using acceleration measurements that were collected from the intact structure.
A generative adversarial network (GAN) is an unsupervised learning technique that uses two competing neural networks (a generator and a discriminator) to generate new datasets. The generator generates the data while the discriminator discriminates them for veracity. Chandak et al. used a generative adversarial network structure for image complementation, generating coarse blocks to fill in missing regions in distorted images [35]. The network also used the residual learning process to refine the generated images further, thus providing better complete images for computer vision applications. Xiong and Chen used a GAN to generate all types of human evoked loads, including walking, jumping, and bouncing loads [36]. In this method, the model was trained using experimentally collected human loads. The trained generator could reconstruct high-quality signals in both the time and frequency domains that were similar to the actual data. Kim et al. proposed the use of a GAN to reconstruct multiple lost structural signals [37]. The model was first trained with actual signals to determine the optimal convolutional kernel weights, laying the foundation for the reconstruction of the lost data. The reconstructed lost signals were within the acceptable range of reconstruction error. Lei and Sun used a GAN to reconstruct the lost data of a structural health monitoring system [38]. The reconstruction of the faulty sensor data was investigated in both the time and frequency domains using the responses of the remaining functional sensors. The results showed that the final reconstructed signal matched the actual signal in both the time and frequency domains. A considerable number of implied features and distribution patterns exist in the measured time series dataset. With the help of generators and discriminators, a GAN can correctly reconstruct the missing parts of the time signal. The generator is responsible for capturing the overall structure of the signal and the distribution patterns. On the other hand, the discriminator tries to optimize the generator by discriminating the generated data to make the reconstruction look realistic.

1.2. Objective and Scope

However, most of the applications and experiments in past studies have been carried out in ideal measurement environments to ensure adequate accuracy. In addition, when the validation experiments of these new methods have been carried out, the measurement time span was generally short, thereby avoiding most of the disadvantages that affect the measurement accuracy and stability. However, when conducting experiments to deploy a real-world system, adverse contingencies may affect the quality of the measurements. Therefore, it is very necessary to reconstruct the dataset over a long time span.

This study proposes a novel deep convolutional GAN to reconstruct the lost vehicle weight data in a bridge WIM system. The proposed generative adversarial network methodology is described in detail in Section 2. In that section, we describe the overall GAN-based architecture, including the selected layer combinations and activation functions that were used in the network. The generative and discriminative loss functions that were used to accurately reconstruct the lost dataset are also presented. In Section 3, the field applicability of the proposed GAN model is verified using the vehicle weight–time data that were measured by the bridge WIM system of the Hangzhou Jiangdong Bridge. Finally, appropriate conclusions are drawn in the “Conclusion” section. This research can provide a promising method for the data reconstruction of bridge monitoring systems.

2. Proposed Data Loss Reconstruction Method Using a GAN

2.1. Architecture

A generative adversarial network comprises two parts: a generator (G) and a discriminator (D). A new dataset that is similar to the actual dataset is generated by processing several convolution layers and several layers of deconvolution in G. D is just a classifier; it takes actual or generated data as input and tries to distinguish them as true or false. Then, the classification results are transformed into reconstruction loss and antagonistic loss to update G and D. The task of D is to distinguish the samples that were generated by G from the training data. Moreover, G is confounded by generating samples whose distribution is
close to the training data distribution. The operation flow of a GAN is shown in Figure 1. In this paper, both the generator and discriminator were constructed using a CNN. In the present study, the inputs for G and D were vehicle weight datasets that were composed of collected time series data, i.e., the vehicle weight data and axle load data of all vehicles crossing the bridge within a certain period.

![Figure 1. The general form of a GAN.](image)

2.1.1. Generated Network

The generated network is constructed using a basic framework of convolution–deconvolution. The first half is a convolutional neural network comprising several layers and the second half is a deconvolutional neural network comprising several layers. The convolutional layers have the role of extracting features in-depth at different scales [39].

In order to improve the training efficiency, the method of training the network with small batches, rather than large datasets, was used. Therefore, a batch normalization (BN) layer was added after the convolutional layer in order to improve the stability of the training [40]. In addition, an activation function needs to be introduced after each convolutional layer in order to cope with the needs of nonlinear problems. In this paper, ReLU and Leaky ReLU were selected as the activation functions of the generator [41]. After the last convolution operation in the convolution part, a multichannel matrix of size 11 is generated. The multichannel matrix contains the potential features of the existing data and the distribution pattern between the missing data and the existing data.

The second half of the generator is divided into several layers of deconvolution layers, whose function is to expand the multichannel matrix that is obtained by convolution into a single-channel dataset matrix. The structure is similar to that of the convolutional layers, where each deconvolutional layer is followed by BN and activation function layers.

2.1.2. Discriminative Network

In this paper, the discriminative network consisted of several convolutional layers and a BN layer with an activation function. First, the discriminator received the actual or reconstructed dataset (generated by the generator). Then, a multichannel matrix of $1 \times 1$ was obtained through the convolution step of the discriminator. Note that in the last layer of the discriminator, the activation function was a sigmoid function instead of the ReLU or Leaky ReLU function. This was useful because the sigmoid function could map an actual number to the range $(0, 1)$ and could be used to perform the binary classification task, thus satisfying the needs of the discriminator as a classifier.

2.2. Loss Function

When reconstructing lost data, it is necessary to examine both the underlying features and the data distribution patterns. The total training loss that is obtained from the discriminator is very complex and it is not easy to update the whole network. Therefore, the method of dividing the total loss into generator loss and discriminator loss is usually used [42]. A good model should weigh both losses to make them optimal at the same time.
2.2.1. Generator Loss

The generator loss mainly captures the instinctive structure of the existing dataset and the missing part of the dataset and its correlation. At this stage, L1 and L2 paradigms are often used to measure the distance between actual and false data [43]. Considering that the L2 parametric can prevent overfitting and improve the generalization ability of the model to obtain better training efficiency and stability, the normalized L2 parametric was used as the reconstruction loss function in this paper, as shown in the following equation:

$$L_{rec}(x) = \left\| \hat{M} \odot (\chi - G((1 - \hat{M}) \odot \chi)) \right\|^2$$

(1)

where \(\chi\) denotes the actual dataset; \(G\) denotes the output data of the generator; \(\hat{M}\) denotes the binary mask corresponding to the missing part of the data, which has a value of 1 when the data are missing and 0 for the existing data; \(\odot\) denotes the pixel-level multiplication; and \(\| \|\) denotes the Euclidean parametrization.

2.2.2. Discriminator Loss

The discriminator loss is a vital part of the training process, which updates the discriminator to instruct the generator to add latent features to the fuzzy rough outline. The discriminator tries to detect the maximum difference between the real data and the reconstructed data, while the generator tries to create more realistic reconstructed data to minimize the difference between them. By combining the two loss functions, the optimization becomes as follows:

$$\min_G \max_D E[\log(D(x))] + E[\log(1 - D(G(x)))]$$

(2)

In practice, the stochastic gradient descent algorithm is used to alternately optimize the generator and the discriminator [44]. The adversarial loss can be expressed as:

$$L_{adv} = \max_D E[\log(D(x))] + \log(1 - D(G((1 - \hat{M}) \odot x)))$$

(3)

2.3. Precision Measurement Parameters

The reconstruction error is expressed in the form of the root mean square error (RMSE) and the coefficient of determination \(R^2\). RMSE is the standard deviation of the residuals, which is a measure of the distance between the reconstructed data and the real data. \(R^2\) is a statistical measure that is used to analyze the similarity between two signals and ranges from 0 to 1. A good model should have a low RMSE value and a high \(R^2\) value. The RMSE and \(R^2\) are given by:

$$\text{RMSE} = \sqrt{\frac{1}{m} \sum_{i=1}^{m} (y_i - \hat{y}_i)^2}$$

(4)

$$R^2 = 1 - \frac{\sum_{i=1}^{m} (y_i - \hat{y}_i)^2}{\sum_{i=1}^{m} (y_i - \overline{y})^2}$$

(5)

where \(m\) denotes the number of data; \(y_i\) denotes the data in the real dataset; \(\hat{y}_i\) denotes the data in the reconstructed dataset; and \(\overline{y}\) denotes the average value of the real dataset.

3. Experimental Verification

3.1. Engineering Background

This paper took the Hangzhou Jiangdong Bridge as the research object and selected the data that were collected by the automatic weighing system of this bridge from June to December 2020 for analysis. The Jiangdong Bridge (Qianjiang Nine Bridges) is located in the northeastern corner of Hangzhou city, starting from Xiasi in the west and connecting to Xiaoshan in the east. The bridge is 4.33 km long, of which the bridge range is 3552.66 m, the bridge across the river is 2253 m, and the approach bridge on both sides is 1299.66 m.
The main road is a two-way 8-lane road with a 2-m wide sidewalk on each side. The design speed is \( v = 80 \text{ km/h} \), which is normal for an urban expressway. The main bridge structure consists of two self-anchored suspension bridges, a prestressed concrete rigid bridge, and a non-navigable hole in the river for the prestressed concrete continuous beam bridge. The WIM uses a BGK-4000 strain gauge, installed at 80 m and 27 m away from the main bridge span. After the measured strain data are converted to stress, the vehicle weight and axle load data are obtained. The SHM system of the Jiangdong Bridge focuses on the deflection system of the main bridge, the static alignment monitoring, and the deflection of the main tower, and the stress of the key parts is monitored comprehensively.

### 3.2. Statistical Overview

The collected data from the bridge WIM system were organized by month and processed using the method described in the previous section. The data for each Tuesday in August 2020 were analyzed in detail and the results are shown in Figure 2.

![Figure 2. The Jiangdong Bridge traffic flow in August 2020.](image)

From the graph, the data from the first week to the third week of August 2020 are 1360 to 1450. However, at 6 a.m. on the Tuesday of the fourth week, the traffic flow is only 12 and these data do not match the actual situation. This phenomenon indicates that the traffic flow data from 6:00 a.m. on the Tuesday of the fourth week contained missing data. In this paper, we verified our proposed method with the example of reconstructing the traffic flow data from 6:00 a.m. on the Tuesday of the fourth week of August 2020.

### 3.3. Detailed Network Parameter Setting

#### 3.3.1. Combination of Hidden Layers for Generating and Discriminating Networks

In building the network, the number of layers of the generative network should be twice that of the discriminative network. This is because the generative network contains convolutional and deconvolutional steps, while the discriminative network contains only convolutional steps. In the experimental stage, the vehicle weight data of June, July, September, November, and December were used in the dataset. Therefore, before reconstructing the signal using the proposed GAN model, this paper investigated the optimal structure using two types of data, May and a random array, and trained all models under the same conditions. The results are shown in Figure 3. As shown in Figure 3a, it can be clearly seen
that the combination of $10 + 5$ layers is the best structure. In Figure 3b, the $R^2$ values are very close, but we can still conclude that the combination of $10 + 5$ is the best structure by comparing the RMSE values. The proposed GAN used a combination of $10 + 5$ layers to build the network, i.e., a generator containing 10 hidden layers and a discriminator with 5 hidden layers. In the training step, both the discriminator and the generator were optimized using RMS with a learning rate of 0.0001 [45]. These hyperparameters were optimal values that were determined by the trial-and-error method after several experiments. In each training step, the discriminator was optimized five times and the generator was optimized once.

![Graph](image-url)

(a) The results of the experiments with randomized groups.

![Graph](image-url)

(b) The results of the experiments with the May data.

**Figure 3.** The comparison of layer combinations.
3.3.2. Final Network Configuration

In order to make the GAN better adapted to the engineering status of the Jiangdong Bridge, the structure of the data reconstruction network underwent some minor changes. The convolutional kernel, step, and the sizes were slightly adjusted to match the input and output data size. In contrast, the whole network architecture, the type of layers, and the activation function remained unchanged. We were inspired by the network proposed by Lei et al. for the purpose of reducing training parameters and improving efficiency [38]. Therefore, the BN layer was added to the first layer of the generative network, as well as to the first and last layers of the discriminative network, based on the original network. As shown in Table 1, the second-dimensional design sizes of the input and output sizes of the generator were 9 and 3, which were consistent with the existing and missing data. Tables 1 and 2 show the detailed structure of the generator (containing 10 hidden layers) and discriminator (containing 5 hidden layers). This distinguished whether the input data of size $1536 \times 3 \times 1$ were actual data or not, and the model errors were backpropagated to update the hyperparameters in the neural network. These models were built and implemented on TensorFlow (GPU), an open-source machine learning library in python 3.7 [46]. The computer used to train this network was composed of a GTX 960 graphics card, an i78700K CPU, and 16 GB of RAM.

### Table 1. The hidden layers of the generator.

| Layers      | Input Size | Output Size | Number of Convolution Kernels | Convolution Kernel Size | Convolution Step | Activation  |
|-------------|------------|-------------|-------------------------------|-------------------------|------------------|-------------|
| Conv + BN   | $1536 \times 9$ | $128 \times 7$ | 32                           | $12 \times 3$          | $12 \times 1$    | leaky_relu  |
| Conv + BN   | $128 \times 7$ | $32 \times 5$  | 64                           | $4 \times 3$           | $4 \times 1$     | leaky_relu  |
| Conv + BN   | $32 \times 5$  | $8 \times 3$   | 128                          | $4 \times 3$          | $4 \times 1$     | leaky_relu  |
| Conv + BN   | $8 \times 3$   | $3 \times 2$   | 256                          | $4 \times 2$          | $2 \times 1$     | leaky_relu  |
| Conv + BN   | $3 \times 2$   | $1 \times 1$   | 512                          | $3 \times 2$          | $1 \times 1$     | leaky_relu  |
| UConv + BN  | $1 \times 1$   | $4 \times 1$   | 256                          | $4 \times 1$          | $1 \times 1$     | relu         |
| UConv + BN  | $4 \times 1$   | $8 \times 1$   | 128                          | $2 \times 1$          | $2 \times 1$     | relu         |
| UConv + BN  | $8 \times 1$   | $32 \times 1$  | 64                           | $4 \times 1$          | $4 \times 1$     | relu         |
| UConv + BN  | $32 \times 1$  | $128 \times 2$ | 32                           | $4 \times 2$          | $4 \times 1$     | relu         |
| UConv      | $128 \times 2$ | $1536 \times 3$| 1                            | $12 \times 2$         | $12 \times 1$    | tanh        |

### Table 2. The hidden layers of the discriminator.

| Layers      | Input Size | Output Size | Number of Convolution Kernels | Convolution Kernel Size | Convolution Step | Activation  |
|-------------|------------|-------------|-------------------------------|-------------------------|------------------|-------------|
| Conv        | $1536 \times 3$ | $128 \times 2$ | 32                           | $12 \times 2$          | $12 \times 1$    | leaky_relu  |
| Conv + BN   | $128 \times 2$ | $32 \times 1$  | 64                           | $4 \times 2$           | $4 \times 1$     | leaky_relu  |
| Conv + BN   | $32 \times 1$  | $8 \times 1$   | 128                          | $4 \times 1$          | $4 \times 1$     | leaky_relu  |
| Conv + BN   | $8 \times 1$   | $3 \times 1$   | 256                          | $4 \times 1$          | $2 \times 1$     | leaky_relu  |
| Conv + BN   | $3 \times 1$   | $1 \times 1$   | 512                          | $3 \times 1$          | $1 \times 1$     | sigmoid     |

3.4. Experimental Steps

To reconstruct the traffic flow data from 6:00 a.m. on the Tuesday of the fourth week of August 2020, this paper selected the traffic flow data from 6:00 a.m. on the Tuesday of each week in June, July, September, November, and December 2020 to use for training the neural network. After the training was completed, it was used to reconstruct the traffic flow data from 6:00 a.m. on the Tuesday of the fourth week of August. It is worth noting that the October traffic data were not used in the experiment because people travel significantly more during the Chinese National Day holiday in October.

3.5. Data Pre-Processing

Before the formal calculation, the data collected by the WIM system needed to be preprocessed. The form of data processing was as follows:
(1) The collected data were sliced and processed, and each day’s data were divided into 24 parts, with each part containing one hour of data;
(2) The time period that was missing was selected, along with the traffic data for that time period for the remaining three weeks of the month to which the time period belonged;
(3) The selected three weeks of traffic data were combined into a matrix X.

After the statistics found that the hourly traffic flow was not greater than 1536, a matrix of 1536 × 9 was constructed. It is worth noting that more than 90% of the data collected were from small cars with only two axles. Therefore, the first and second axle weights were selected as part of the dataset. In addition, considering the damage that large heavy vehicles with more than two axles can cause to bridges, the total weight data were also used to represent large heavy vehicles in this paper. In the X matrix, columns 1, 2, and 3 were the total vehicle weight, first axle weight, and second axle weight of the selected first week, respectively. Columns 4, 5, and 6 were the total vehicle weight, first axle weight, and second axle weight of the selected second week, respectively. Columns 7, 8, and 9 were the total vehicle weight, first axle weight, and second axle weight of the selected third week, respectively. If there were less than 1536 datasets for a particular week, then the X matrix was filled with zeros to the size of 1536 × 9. The X matrix was used as the input training set for the generator, and the reconstructed data of the Y matrix of size 1536 × 3 was the output. The Y matrix was the requested missing dataset.

In the experimental phase, the month with no missing data was selected as the experimental subject. As mentioned above, the data for a random three weeks of each month for a certain period were selected as the input for the generator and the data for that period for the remaining week was used as the input for the discriminator. Since the purpose of the adversarial discriminator is to distinguish the authenticity of the output data of the generator, the size of the data matrix of the input discriminator was 1536 × 3, representing the total weight, first axle weight, and second axle weight of the vehicles passing the automatic weighing system during that period. The output size of the last layer was designed to be 1 × 1 × 1, and this was the result of the discriminator’s determination. The experimental process is shown in Figure 4.

![Figure 4](image-url)

**Figure 4.** The experimental procedure.

### 3.6. Selection of Number of Training

In this structure, the number of training counts is a crucial parameter to reconstruct the data correctly. Five different training counts were compared in this paper. Five training times of 100,000, 300,000, 500,000, 700,000, and 900,000 times were performed on the data from 6 a.m. on every Tuesday in June, July, September, November, and December of 2020, respectively. The RMSE values and R² values were calculated separately for the obtained reconstructed dataset, and the results are shown in Figure 5.

| Number of Training Sessions | RMSE | R² |
|------------------------------|------|----|
| 100,000                      | 0.9988 | 0.9984 |
| 300,000                      | 0.9990 | 0.9986 |
| 500,000                      | 0.9992 | 0.9990 |
| 700,000                      | 0.9994 | 0.9992 |
| 900,000                      | 0.9996 | 0.9994 |
3.6. Selection of Number of Training

In this structure, the number of training counts is a crucial parameter to reconstruct the data correctly. Five different training counts were compared in this paper. Five training times of 100,000, 300,000, 500,000, 700,000, and 900,000 times were performed on the data from 6 a.m. on every Tuesday in June, July, September, November, and December of 2020, respectively. The RMSE values and $R^2$ values were calculated separately for the obtained reconstructed dataset, and the results are shown in Figure 5.

Figure 5. The data reconstruction results.

The above reconstruction results show that, according to the principle of ensuring that the RMSE value is small enough while guaranteeing a larger $R^2$ value, the more appropriate number of training times is 700,000 times.

3.7. Data Reconstruction Results

Based on the training results, the scatter plots of the traffic flow data that were generated by the generator of the GAN after 700,000 training sessions for June, July, September, November, and December 2020 were plotted, as shown in Figure 6.
Figure 5. The data reconstruction results. The above reconstruction results show that, according to the principle of ensuring that the RMSE value is small enough while guaranteeing a larger $R^2$ value, the more appropriate number of training times is 700,000 times.

3.7. Data Reconstruction Results

Based on the training results, the scatter plots of the traffic flow data that were generated by the generator of the GAN after 700,000 training sessions for June, July, September, November, and December 2020 were plotted, as shown in Figure 6.

In Figure 6, the horizontal and vertical coordinates represent the actual data and the reconstructed data, respectively, and the scatter points in the figure are uniformly distributed over the image of $y = x$ for two weeks, which demonstrates that the proposed model reconstructed the gross vehicle weight data adequately. Furthermore, there is a good agreement between the actual data and the reconstructed data. Thus, the proposed GAN could accurately capture and reconstruct the trained dataset’s potential features and distribution patterns. Figure 7 shows the results of the training loss of the generator network.

Figure 6. The comparison of the gross vehicle weight data.

In Figure 6, the horizontal and vertical coordinates represent the actual data and the reconstructed data, respectively, and the scatter points in the figure are uniformly distributed over the image of $y = x$ for two weeks, which demonstrates that the proposed model reconstructed the gross vehicle weight data adequately. Furthermore, there is a good agreement between the actual data and the reconstructed data. Thus, the proposed GAN could accurately capture and reconstruct the trained dataset’s potential features and distribution patterns. Figure 7 shows the results of the training loss of the generator network.
Figure 6. The comparison of the gross vehicle weight data. In Figure 6, the horizontal and vertical coordinates represent the actual data and the reconstructed data, respectively, and the scatter points in the figure are uniformly distributed over the image of $y = x$ for two weeks, which demonstrates that the proposed model reconstructed the gross vehicle weight data adequately. Furthermore, there is a good agreement between the actual data and the reconstructed data. Thus, the proposed GAN could accurately capture and reconstruct the trained dataset’s potential features and distribution patterns.

Figure 7. The training error for the generator network.

To better represent the usability of the GAN, this paper used the reconstruction methods described in the introduction to reconstruct the traffic flow data from the Hangzhou Jiangdong Bridge and compared the RMSE values of the datasets that were generated by the GAN model using these methods. These methods were selected because they can be used for the reconstruction of time series data, which is similar to the goal of the completion of the time series dataset for the bridge WIM system in this paper. The results are presented in Table 3.

Table 3. The comparison of the RMSE values of several methods.

| Method            | June | July | September | November | December |
|-------------------|------|------|-----------|----------|----------|
| GAN               | 25.8 | 23.7 | 23.6      | 22.8     | 22.9     |
| TRMF              | 40.0 | 38.2 | 27.2      | 29.1     | 32.3     |
| MissForest        | 37.9 | 43.2 | 27.9      | 31.7     | 28.7     |
| SVD               | 35.6 | 40.0 | 31.5      | 28.6     | 35.0     |
| Multiple Interpolation | 51.8 | 47.1 | 44.2      | 45.3     | 41.1     |

Due to the lack of uniform parameters among the different methods, the traditional RMSE comparison was still used in this paper. Table 3 shows that the GAN had a better performance in generating the missing traffic flow data by comparing the RMSE values of the dataset that was generated by the GAN with those generated by other methods.

4. Conclusions

In this study, a new deep convolution-based GAN method was proposed to reconstruct missing data in the case of data transmission failure or sensor failure in automatic bridge weighing systems. The whole deep learning method, including data preprocessing, network structure, and loss function, was introduced. Then, the dataset reconstruction was performed by inputting the processed missing dataset into the GAN. Finally, the reconstructed data were compared to the actual data. The computational results were validated using the engineering example of the Hangzhou Jiangdong Bridge to verify the method’s effectiveness. The main conclusions of the study are as follows:

1. The traffic flow data that were collected by the automatic weighing system of the Hangzhou Jiangdong Bridge were selected for the experiments. Then, the training of the generating network G and the discriminating network D was carried out. After
the experiments, the generated dataset that was obtained by the generator was found to be the closest to the actual dataset when the training number was 700,000 times.

2. The traffic flow data that were collected by the automatic weighing system of the Hangzhou Jiangdong Bridge were selected for the experiments. The training of the generating network G and the discriminating network D was carried out. The experiments showed that when the combination of network layers was 10 + 5, the generated dataset that was obtained by the generator was the closest to the actual dataset.

3. The GAN model that was proposed in this paper could reconstruct the field-measured vehicle weight and axle weight data well. The decomposition of the reconstructed dataset helped load identification and safety assessment. Using the data from the automatic weighing system installed on the Hangzhou Jiangdong Bridge, the data for June, July, September, November, and December were tested. The results were compared to the actual values. The results verified the applicability of the proposed GAN model in practical engineering. The proposed GAN model could accurately capture and reconstruct the overall features and specific details of the actual dataset.

Author Contributions: Conceptualization, C.D., Y.Z. and B.C.; methodology, J.Q., C.D., Y.Z. and B.C.; software, J.Q.; validation, J.Q.; formal analysis, J.Q.; investigation, J.Q., C.D., Y.Z., B.C., C.X. and S.M.E.; resources, Y.Z. and B.C.; data curation, J.Q. and Y.Z.; writing—original draft preparation, J.Q.; writing—review and editing, C.D., Y.Z. and S.M.E.; visualization, J.Q. and C.X.; supervision, C.D., Y.Z. and B.C.; project administration, Y.Z.; funding acquisition, Y.Z. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by the National Natural Science Foundation of China (grant no. 51774177) and the Natural Science Foundation of Zhejiang Province (grant no. LY17E080022).

Data Availability Statement: The data that support the findings of this study are available from the corresponding author upon reasonable request.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Jacob, B.; Feypell-de La Beaumelle, V. Improving truck safety: Potential of weigh-in-motion technology. IATSS Res. 2010, 34, 9–15. [CrossRef]
2. Tong, G.; Dan, M.F.; Chen, Y. Fatigue reliability assessment of steel bridge details integrating weigh-in-motion data and probabilistic finite element analysis. Comput. Struct. 2012, 112, 245–257.
3. Chen, S.-Z.; Wu, G.; Feng, D.-C.; Zhang, L. Development of a bridge weigh-in-motion system based on long-gauge fiber Bragg Grating sensors. J. Bridge Eng. 2018, 23, 04018063. [CrossRef]
4. Dong, C.Z.; Catbas, F.N. A review of computer vision–based structural health monitoring at local and global levels. Struct. Health Monit. 2020, 20, 692–743. [CrossRef]
5. Dong, C.Z.; Bas, S.; Catbas, F.N. A completely non-contact recognition system for bridge unit influence line using portable cameras and computer vision. Smart Struct. Syst. 2019, 24, 617–630.
6. Zhao, H.; Uddin, N.; O’Brien, E.J.; Shao, X.; Zhu, P. Identification of vehicular axle weights with a bridge weigh-in-motion system considering transverse distribution of wheel loads. J. Bridge Eng. 2014, 19, 04013008. [CrossRef]
7. Jacob, B.; Cottineau, L.M. Weigh-in-motion for Direct Enforcement of Overloaded Commercial Vehicles. Transp. Res. Procedia 2016, 14, 1413–1422. [CrossRef]
8. Moses, F. Weigh-in-motion system using instrumented bridge. Transp. Eng. J. ASCE 1979, 105, 233–249. [CrossRef]
9. Jia, Z.; Fu, K.; Lin, M. Tire–pavement contact-aware weight estimation for multi-sensor WIM systems. Sensors 2019, 19, 2027. [CrossRef]
10. Dowling, J.; O’Brien, E.J.; González, A. Adaptation of cross entropy optimisation to a dynamic bridge WIM calibration problem. Eng. Struct. 2012, 44, 13–22. [CrossRef]
11. Chatterjee, P.; O’Brien, E.; Li, Y.; González, A. Wavelet domain analysis for identification of vehicle axles from bridge measurements. Comput. Struct. 2006, 84, 1792–1801. [CrossRef]
12. Zhao, Z.; Uddin, N.; O’Brien, E. Field Verification of a filtered measured moment strain approach to the bridge weigh-in-motion algorithm. In Proceedings of the International Conference on Weigh-In-Motion (ICWIM 6), Dallas, TX, USA, 4–7 June 2012; pp. 63–78.
13. Fan, G.; Li, J.; Hao, H. Dynamic response reconstruction for structural health monitoring using densely connected convolutional networks. Struct. Health Monit. 2021, 20, 1373–1391. [CrossRef]
14. Pei, J.S.; Kapoor, C.; Graves-Abe, T.L.; Sugeng, Y.; Lynch, J.P. Critical design parameters and operating conditions of wireless sensor units for structural health monitoring. In Proceedings of the 23rd International Modal Analysis Conference (IMAC XXIII), Orlando, FL, USA, 31 January–3 February 2005.

15. Kurata, N.; Spencer, B.F., Jr; Ruiz-Sandoval, M. Building risk monitoring using wireless sensor network. In Proceedings of the 13th World Conference on Earthquake Engineering. Vancouver, BC, Canada, 2–6 August 2004.

16. Meyer, J.; Bischoff, R.B.; Feltrin, G.; Motavalli, M. Wireless sensor network for long-term structural health monitoring. Smart Struct. Syst. 2010, 6, 263–275. [CrossRef]

17. Casciani, F.; Faravelli, L.; Borgatti, F. Wireless links between sensor-device control stations in long span bridges. In Smart Structures and Materials 2003: Smart Systems and Nondestructive Evaluation for Civil Infrastructures; International Society for Optics and Photonics: Bellingham, WA, USA, 2003; Volume 5057, pp. 1–7.

18. Linderman, L.E.; Mechitov, K.A.; Spencer, B.F., Jr. Real-time Wireless Data Acquisition for Structural Health Monitoring and Control; NSEL Report Series. Report No. NSEL-029; Newmark Structural Engineering Laboratory: Urbana, IL, USA, 2011.

19. Nagayama, T.; Spencer, B.F., Jr. Structural Monitoring Using Smart Sensors; NSEL Report Series. Report No. NSEL-001; Newmark Structural Engineering Laboratory: Urbana, IL, USA, 2007.

20. Nagayama, T.; Sim, S.H.; Miyamori, Y.; Spencer, B.F., Jr. Issues in structural health monitoring employing smart sensor systems. Smart Struct. Syst. 2007, 3, 299–320. [CrossRef]

21. Grakovski, A.; Pilipovec, A.; Kabashkin, I.; Peterson, E. Weight-in-motion estimation based on reconstruction of tyre footprint’s geometry by group of fibre optic sensors. Transp. Telecommun. 2014, 15, 97–110. [CrossRef]

22. Yu, H.; Rao, N.; Dhillon, I.S. Temporal regularized matrix factorization for high-dimensional time series prediction. In Proceedings of the 29th Conference on Neural Information Processing Systems, Barcelona, Spain, 5–10 December 2016.

23. Bühlmann, P. MissForest—Non-parametric missing value imputation for mixed-type data. Bioinformatics 2012, 28, 112–118.

24. Mazumder, R.; Hastie, T.; Tibshirani, R. Spectral regularization algorithms for learning large incomplete matrices. J. Mach. Learn. Res. 2010, 11, 2287–2322.

25. Hapfelmeier, A.; Hothorn, T.; Riediger, C.; Ulm, K. Estimation of a predictor’s importance by random forests when there is missing data: RISK prediction in liver surgery using laboratory data. Int. J. Biostat. 2014, 10, 165–183. [CrossRef]

26. Guo, T.; Wu, L.; Wang, C.; Xu, Z. Damage detection in a novel deep-learning framework: A robust method for feature extraction. Struct. Health Monit. 2020, 19, 424–442. [CrossRef]

27. Li, R.; Zhang, W.; Suik, H.I.; Wang, L.; Li, J.; Shen, D.; Ji, S. Deep learning based imaging data completion for improved brain disease diagnosis. In Medical Image Computing and Computer-Assisted Intervention—MICCAI 2014; Springer: Cham, Switzerland, 2014; pp. 305–312.

28. Zahavy, T.; Dikopoltsev, A.; Cohen, O.; Manor, S.; Segev, M. Deep learning reconstruction of ultra-short pulses. Optica 2018, 5, 666–673. [CrossRef]

29. Cong, W.; Wang, G. Monochromatic CT Image reconstruction from current-integrating data via deep learning. arXiv 2017, arXiv:1710.03784.

30. Zhang, Q.; Su, P.; Chen, Z.; Liao, Y.; Chen, S.; Guo, R.; Qi, H.; Li, X.; Zhang, X.; Hu, Z.; et al. Deep learning-based MR fingerprinting ASL ReconStruction (DeepMARS). Magn. Reson. Med. 2020, 84, 1024–1034. [CrossRef] [PubMed]

31. Oh, B.K.; Glisic, B.; Kim, Y.; Park, H.S. Convolutional neural network-based data recovery method for structural health monitoring. Struct. Health Monit. 2020, 19, 1821–1838. [CrossRef]

32. Gao, F.; Jun, L.; Hong, H. Lost data recovery for structural health monitoring based on convolutional neural networks. Struct. Control Health Monit. 2019, 26, 21.

33. Ni, F.T.; Zhang, J.; Noori, M.N. Deep learning for data anomaly detection and data compression of a long-span suspension bridge. Comput.-Aided Civ. Infrastruct. Eng. 2020, 35, 685–700. [CrossRef]

34. Wang, Z.; Cha, Y.-J. Unsupervised deep learning approach using a deep auto-encoder with an one-class support vector machine to detect structural damage. Struct. Health Monit. 2021, 20, 406–425. [CrossRef]

35. Chandak, V.; Saxena, P.; Pattanaik, M.; Kaushal, G. Semantic image completion and enhancement using deep learning. In Proceedings of the 2019 10th International Conference on Computing, Communication and Networking Technologies (ICCCNT), Kanpur, India, 6–8 July 2019; IEEE: New York, NY, USA, 2019.

36. Xiong, J.C.; Chen, J. A generative adversarial network model for simulating various types of human-induced loads. Int. J. Struct. Stab. Dyn. 2019, 19, 1950092. [CrossRef]

37. Kim, S.G.; Chae, Y.H.; Seong, P.H. Development of a generative-adversarial-network-based signal reconstruction method for nuclear power plants. Ann. Nucl. Energy 2020, 142, 107410. [CrossRef]

38. Lei, X.; Sun, L.; Xia, Y. Lost data reconstruction for structural health monitoring using deep convolutional generative adversarial networks. Struct. Health Monit. 2021, 20, 2069–2087. [CrossRef]

39. Kim, H.; Ahn, E.; Shin, M.; Sim, S.H. Crack and noncrack classification from concrete surface images using machine learning. Struct. Health Monit. 2019, 18, 725–738. [CrossRef]

40. Ioffe, S.; Szegedy, C. Batch normalization: Accelerating deep network training by reducing internal covariate shift. OALib J. 2015, 37, 448–456.

41. Gulchere, C.; Moczulski, M.; Denil, M.; Bengio, Y. Noisy activation functions. In Proceedings of the 33rd International Conference on Machine Learning, New York, NY, USA, 19–24 June 2016.
42. Pathak, D.; Krahenbuhl, P.; Donahue, J.; Darrell, T.; Efros, A.A. Context encoders: Feature learning by inpainting. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), Las Vegas, NV, USA, 27–30 June 2016; IEEE: New York, NY, USA, 2016; pp. 2536–2544.

43. Nixon, J.; Dusenberry, M.; Jerfel, G.; Nguyen, T.; Liu, J.; Zhang, L.; Tran, D. Measuring Calibration in Deep Learning. arXiv 2019, arXiv:1904.01685.

44. Bottou, L. Large-Scale Machine learning with stochastic gradient descent. In Proceedings of the COMPSTAT’2010; Springer: Berlin/Heidelberg, Germany, 2010; pp. 177–186.

45. Babu, D.V.; Karthikeyan, C.; Kumar, A. Performance analysis of cost and accuracy for whale swarm and RMSprop optimizer. In IOP Conference Series: Materials Science and Engineering; IOP Publishing: Bristol, UK, 2020; Volume 993, p. 012080.

46. Abadi, M.; Barham, P.; Chen, J.; Chen, Z.; Davis, A.; Dean, J.; Devin, M.; Ghemawat, S.; Irving, G.; Isard, M.; et al. TensorFlow: A system for large-scale machine learning. In Proceedings of the 12th USENIX Symposium on Operating Systems Design and Implementation, Savannah, GA, USA, 2–4 November 2016; pp. 265–283.