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Abstract

Snapshot compressive imaging (SCI) aims to record three-dimensional signals via a two-dimensional camera. For the sake of building a fast and accurate SCI recovery algorithm, we incorporate the interpretability of model-based methods and the speed of learning-based ones and present a novel dense deep unfolding network (DUN) with 3D-CNN prior for SCI, where each phase is unrolled from an iteration of Half-Quadratic Splitting (HQS). To better exploit the spatial-temporal correlation among frames and address the problem of information loss between adjacent phases in existing DUNs, we propose to adopt the 3D-CNN prior in our proximal mapping module and develop a novel dense feature map (DFM) strategy, respectively. Besides, in order to promote network robustness, we further propose a dense feature map adaption (DFMA) module to allow inter-phase information to fuse adaptively. All the parameters are learned in an end-to-end fashion. Extensive experiments on simulation data and real data verify the superiority of our method. The source code is available at https://github.com/jianzhangcs/SCI3D.

1. Introduction

As a major branch of compressive sensing (CS) [7, 45, 47], snapshot compressive imaging (SCI) develops for the aim of capturing high dimensional signals such as video [21] or spectral data [33]. Incorporating additional hardware components in the imaging system, SCI samples consecutive video frames or spectral channels and integrates sampled data to get compressed measurements. Then original sampled signals will be reconstructed from such measurements through various algorithms. Building encoder and decoder in a hardware plus software fashion, limitations on recording high dimensional signals in terms of bandwidth and memory have been overcome by a large margin. In this paper, we concentrate on video SCI.

Taking measurements comprising information on sampled signals and the sensing matrix as input, SCI recovery algorithms focus on how to solve an ill-posed inverse problem mathematically. Conventional methods employ prior knowledge of image or video as regularizers and solve such a sparsity-regularized optimization problem iteratively [41, 38, 24, 29]. Though superior in convergence and theoretical analysis, these algorithms tend to have complex computation, and it is quite difficult to select appropriate priors, which restricts the practical application of these methods. Thanks to the vigorous development of deep learning, several SCI reconstruction methods based on convolutional neural networks (CNN) have been proposed in recent years, which prefer to learn a direct mapping from measurements to sampled frames [5, 23, 9, 25, 11, 39, 42]. Compared to traditional ones, learning-based methods can achieve more decent results while lacking interpretability.

Combining the merits of both model-based and learning-based methods, we design a dense deep unfolding network with 3D-CNN prior by unrolling Half-Quadratic Splitting [8] into a deep network for optimizing the SCI recovery problem. As depicted in Fig. 1, each iteration of HQS is mapped to a phase of our proposed network. Unlike previous learning-based methods that construct 2D-CNN to model images, we design an effective 3D-CNN that is more suitable to exploit spatial-temporal correlation between frames. Besides, to decrease the information loss between neighboring phases in deep unrolling networks (DUN) caused by up-sampling and down-sampling in channel dimension, we propose to fuse corresponding dense feature map of adjacent phases. Moreover, to make information selectively transmitted through phases, we propose a dense feature map adaption module. Our contribution can be summarized as below:

• We build a novel dense deep unfolding network with 3D-CNN prior for SCI recovery. Our method achieves...
a significant improvement both visually and qualitatively compared with current state-of-the-art methods.

- We first incorporate 3D-CNN as priors into the proximal mapping in deep unfolding network, which better characterizes the spatial-temporal correlations among frames.

- We propose dense feature map (DFM) fusion to break the limitation on the transmission of network information, which brings another increment of 0.45dB.

- We present a dense feature map adaption (DFMA) module to adaptively fuse DFM, which helps to transmit useful information between phases.

2. Related Work

2.1. Snapshot compressive imaging

Model-based methods serve structure sparsity of sampled video as a regularizer. For example, total variance [41], sparsity [24, 46], gaussian mixture model [38], optical flow [29] and non-local low rank [20] is employed as prior knowledge. Although model-based methods can be directly applied to different sensing matrices without retraining, the main drawback of such algorithms is that the performance is highly restricted by the selection of prior. Moreover, iteratively solving optimization problems can be time-consuming.

In recent years, researches based on deep learning have surged in computational imaging [43, 44, 40]. Some concentrate on constructing neural networks to learn a mapping from compressed measurements to sampled frames. For example, deep fully-connected network [11] is proposed to learn the linear mapping, a method of jointly optimizing the exposure patterns with the reconstruction framework [39] considering the constraints enforced by hardware. BIRNAT [5] is designed where a CNN reconstructs the first frame, and the other frames are reconstructed by a bidirectional dense neural network. Most Recently, MetaSCI [36] is composed of a shared backbone that has light-weight modulation parameters for different masks. Others engage in building up deep unrolling networks, which map iterations of optimization algorithms to phases of DUN. Various methods like Tensor-ADMM [23], Tensor-FISTA [9], GAP-Net [25], PnP-FFDNet [42], Anderson-Accelerated unrolled network [18] and STEP-SCI [37] have been proposed for SCI. Nonetheless, previous DUN-based methods have three potential drawbacks: i) they tend to rely on 2D-CNNs to excavate the spatial-temporal correlation; ii) majority methods convey information that contains video frames from one to another phase, lacking more potential information; iii) when it comes to fusing inter-phase information, there is not an adaptive strategy using only useful information. Bearing the above concerns in mind, in this paper, we put forward a new design of unrolling network and show how to make use of spatial-temporal correlation and decrease information loss effectively.

2.2. 3D Convolutional Neural Networks

3D-CNN is good at capturing spatial-temporal correlation, especially for tackling video processing tasks. Over the years considerable applications of 3D-CNN are proposed in such areas as action recognition [14, 32], event classification [31], video super-resolution [16, 22], medical image segmentation [6], video inpainting [34, 3] and so on. However, only a few pieces of research on SCI recovery problems refer to 3D-CNN. Until lately, consisting of multi-group reversible 3D convolutional neural networks, RevSCI [4] is presented for large-scale video SCI, where several 3D convolutions are incorporated into their proposed networks of feature extraction, reversible mapping, and reconstruction. Nevertheless, shallow architecture restricts its performance due to limited receptive field. In this paper, we design an elaborate network for video SCI recovery to address such issues, which exhibits a more effective ability to utilize the spatial-temporal correlation.

3. Mathematical Model of SCI

Fig. 1 gives a brief depiction about the pipeline of video SCI system. Consider there is a measurement $Y \in \mathbb{R}^{B \times H \times W}$ with the dimension of $H \times W$ which is compressed from a $B$-frame video sequence $\{X_i\}_{i=1}^{B} \in \mathbb{R}^{1 \times H \times W}$ through $B$ masks $\{\Phi_i\}_{i=1}^{B} \in \mathbb{R}^{1 \times H \times W}$, such procedure can be expressed as bellow:

$$Y = \sum_{i=1}^{B} \Phi_i \otimes X_i + N,$$

where $N \in \mathbb{R}^{1 \times H \times W}$ denotes the noise and $\otimes$ is the Hadamard (element-wise) product. Eq. (1) is equivalent to the following linear form:

$$y = \Phi x + n,$$

where $y = \text{vec}(Y) \in \mathbb{R}^{HW}$ is the vectorized measurement, $n = \text{vec}(N) \in \mathbb{R}^{HW}$ is the vectorized noise and $x = \text{vec}(X) = [\text{vec}(X_1)^T, ..., \text{vec}(X_B)^T]^T \in \mathbb{R}^{HWB}$ are the vectorized frames. The sensing matrix $\Phi \in \mathbb{R}^{HW \times HWB}$ can be expressed as a block diagonal form as below:

$$\Phi = [\text{diag}(\text{vec}(\Phi_1)), ..., \text{diag}(\text{vec}(\Phi_B))].$$

(3)

The compression rate is equal to $1/B$. The reconstruction error of SCI is bounded even when $B > 1$, which is proved in [13]. The purpose of SCI recovery problem is to reconstruct video frames $x$ given the measurement $y$ and masks $\Phi$, where $\Phi$ is often to be binary. Thus, $\Phi \Phi^T$ is assumed invertible, commonly in a diagonal form with a straightforward calculation of inversion.
4. Proposed Method

4.1. Measurement Energy Normalization

As proposed in [5], a strategy of measurement energy normalization is designed to introduce more motion information which assists in reconstructing. The normalized measurement $\mathbf{Y}$ is defined by

$$\mathbf{Y} = \mathbf{y} \odot \mathbf{\Phi},$$  

where $\odot$ is the Hadamard (element-wise) division and $\mathbf{\Phi} = \sum_{i=1}^{B} \mathbf{\Phi}_i$ is the sum of $B$ sensing matrices which denotes how many pixels in $\{\mathbf{X}_i\}_{i=1}^{B}$ are integrated into the measurement $\mathbf{Y}$. Equivalently, $\mathbf{Y} = \text{vec}(\mathbf{Y}) \in \mathbb{R}^{HW}$ is the vectorized normalized measurement. Generally speaking, the range of pixel values in $\mathbf{Y}$ can be broad, making it less effective to concatenate a non-energy-normalized measurement into the network directly. As depicted in Fig. 1, visually more pleasant than $\mathbf{Y}$, $\mathbf{Y}$ can be served as a coarse reconstruction result which preserves a certain amount of motion information.

4.2. Optimization-based Unrolled Network

The SCI recovery problem can be solved by the following optimization problem:

$$\mathbf{x} = \arg \min_{\mathbf{x}} \frac{1}{2} ||\mathbf{y} - \mathbf{\Phi x}||_2^2 + \lambda \Psi(\mathbf{x}),$$  

where $\Psi(\mathbf{x})$ denotes the prior regularization with $\lambda$ being the regularization parameter.

Following the framework of HQS, by introducing an auxiliary parameter $\mathbf{v}$, Eq. (5) can be converted to a constraint optimization problem:

$$(\mathbf{x}, \mathbf{v}) = \arg \min_{\mathbf{x}, \mathbf{v}} \frac{1}{2} ||\mathbf{y} - \mathbf{\Phi v}||_2^2 + \lambda \Psi(\mathbf{x}), \text{ s.t. } \mathbf{x} = \mathbf{v}. $$  

The first term can be served as the data term, and the second term is the prior term. In order to obtain an unrolling inference, Eq. (6) can be divided into the following sub-problems and solved iteratively:

$$v^k = \arg \min_{\mathbf{v}} \frac{1}{2} ||\mathbf{y} - \mathbf{\Phi v}||_2^2 + \frac{\eta}{2} ||\mathbf{v} - \mathbf{x}^{k-1}||_2^2, $$  

$$x^k = \arg \min_{\mathbf{x}} \frac{\eta}{2} ||\mathbf{v}^k - \mathbf{x}||_2^2 + \lambda \Psi(\mathbf{x}). $$

Here, $k$ denotes the HQS iteration index, and $\eta$ is another regularizer.

It can be observed that data term and prior term in Eq. (6) are decoupled to sub-problems Eq. (7) and Eq. (8). Intuitively, the aim of the data term and the prior term is to reconstruct frames $x^k$ clearer and cleaner. Conventional optimization-based methods resolve the inverse problem by iteratively solving sub-problems according to optimization algorithms such as ADMM [2], GAP [19], ISTA [1] and so on. However, it is prolonged for hundreds of iterations to obtain a decent reconstruction result. The basic idea of our proposed method is to unroll Eq. (7) and Eq. (8) into a deep network with a fixed number of phases, where each iteration
corresponds to one phase. As shown in Fig. 2, k-th iteration of HQS is cast to k-th phase comprising data module D and prior module P. Details will be discussed in the following:

- Data module D: It corresponds to Eq. (7) and is used to generate the immediate reconstructed result v^k. Given x^{k-1}, the update of v in Eq. (7) can be regarded as a euclidean projection of v on the linear manifold:
  \[ v^k = x^{k-1} + \Phi^\top (\Phi \Phi^\top + \eta^k)^{-1} (y - \Phi x^{k-1}). \]  
  (9)

As shown in [19], the linear manifold can be adjusted adaptively, so Eq. (9) can be modified as:

\[
\begin{align*}
    r^k &= r^{k-1} + (y - \Phi x^{k-1}), \quad \forall k \geq 1, \quad (10) \\
    v^k &= x^{k-1} + \Phi^\top (\Phi \Phi^\top + \eta^k)^{-1} (r^k - \Phi x^{k-1}). \quad (11)
\end{align*}
\]

To increase the flexibility of network, \( \eta^k \) for \( k \in \{1, 2, \ldots, K\} \) is set as a separate learnable variable in each phase with initialization of 0.01. For simplification, the process of the data module can be described as:

\[
    v^k = D^{k} (x^{k-1}, r^{k-1}, \eta^k, y, \Phi). \quad (12)
\]

- Prior module P: The prior module aims to make \( v^k \) closer to the desired signal domain. It can be defined as:

\[
    x^k = P^{k} (|v^k, \overline{y}|), \quad (13)
\]

where \(| \cdot |\) denotes the concatenation. For the prior module \( P^{k} \) in each phase, the input is the concatenate of \( v^k \) and \( \overline{y} \). As explained in Sec. 4.1, the normalized measurement can provide visually pleasant motion information to guide reconstruction proceedings. Eq. (8) is a special case of proximal mapping prox_{\varphi, \lambda/\eta} associated with the non-linear transform \( \Psi(\cdot) \). Traditionally, the sparse transformation \( \Psi(\cdot) \) is set by handcraft. Inspired by [42], we design a deep network to solve the problem of proximal mapping.

Our network shares the similar architecture of U-Net as designed in [30]. However, we apply 3D convolution layers instead of the 2D ones. Fig. 3 gives an illustration of the differences between 2D and 3D convolution. By contrast with filters in 2D convolution, 3D ones sweep in additional dimension (i.e., temporal duration), making it more suitable to exploit spatial-temporal correlation, an intuitional idea that is proved by our later experiments.

As portrayed in Fig. 2, the architecture of the prior module \( P^{k} \) in the k-th phase is a modified U-Net consisting of an encoder and a decoder. Considering there are three scales in both encoder along with decoder and architecture in each scale is equivalent to a residual block, we use \( j \in \{1, 2, 3\} \) to denote the scale where \( j = 1 \) represents the largest scale, thereby the output of residual block in separate scale can be denoted as \( E_j^k \) for the encoder and \( D_j^k \) for the decoder. The procedure of the whole network can be expressed as

\[
    E_j^k = \text{enc}_j (E_{j-1}^k), \\
    D_j^k = \text{dec}_j (D_j^k), \quad (14)
\]

where \( D_j^k \) is the input for decoder at level \( j \), details will be discussed in Sec. 4.3. It should be noticed that \( E_0^k = |v^k, \overline{y}| \).
an additional dimension, which means filters of 3D convolution. For 3D convolution, the input feature map has an extra dimension, and Eqs. (10)(11), we get $x_k^{k-1}$, then in the prior module, $x^k$ is often obtained by solving a problem of the proximal mapping via a designed denoising network.

It is obvious that the input and output of each phase contain limited channels, that is, each frame of $v^k$ and $x^k$ is simply containing minor channels (e.g., 1 for gray images and 3 for RGB images). There exist information loss during transmissions between phases, which greatly hinders the performance of the entire network. To break the bottleneck, we come up with a strategy of dense feature map (DFM) fusion. Our basic idea can be exhibited as follows

$$D^k_3 = \text{dec}_3([E^k_3, E^{k-1}_3]),$$
$$D^k_2 = \text{dec}_2([D^k_3 \uparrow + E^k_2, D^{k-1}_3 \uparrow + ]),$$
$$D^k_1 = \text{dec}_1([D^k_2 \uparrow + E^1_1, D^{k-1}_2 \uparrow + ]).$$

Finally, the prior module learns a residual map:

$$x^k = D^k_1 + v^k. \quad (15)$$

### 4.3 Dense Feature Map Fusion

First, we are going to discuss the bottleneck in existing DUNs. As shown in Fig. 1, the input of reconstruction network $x^0$ is assigned with $\Phi^T y$. Then, each phase contains data module $D$ and prior module $P$ cast from Eqs. (10)(11) and Eq. (13).

In the data module, for some intermediate result $u$ the notation of $\Phi u$ represents the operation of image-wise sampling while $\Phi^T u$ denotes the operation of image-wise zero-filling. Given $x^{k-1} \in \mathbb{R}^{B \times H \times W}$, after corresponding image-wise sample & zero-fill operation according to Eqs. (10)(11), we get $v^k$, then in the prior module, $x^k$ is often obtained by solving a problem of the proximal mapping via a designed denoising network.

We fuse dense feature map from the beginning of the decoder at each scale because, particularly for such architecture as encoder-decoder, information passed through the encoder has been compressed and necessary to provide extra information for the decoder.

### 4.4 Dense Feature Map Adaption Module

As described in Sec. 4.3, notwithstanding that our proposed DFM fusion has decrease information loss to a great extent, we realize that applying the same integration manner to all DFMs is not an optimal way. Intuitively, different channels of DFM are able to contribute differently to final fusion. Inspired by [12], we design a dense feature map adaption (DFMA) module to adaptively fuse inter-phase information.

Our assumption is that each unit in DFM $F^{k-1}$ which exhibits a similar appearance with the normalized measurement $\tilde{y}$ should be highlighted while others are supposed to be suppressed. In this way, only useful information in DFM can be transmitted between phases. As depicted in Fig. 4, our basic idea is calculating a similarity map $S$. As mentioned in [15], one can generate spatially variant filters and samples on each location to compute the similarity between DFM and normalized measurement. More concretely, spatially variant filters $\theta \in \mathbb{R}^{H \times W \times C \times n_f \times n_f}$ are generated from normalized measurement $\tilde{y}$, where $H$, $W$ and $C$ are the height, length and channels of corresponding scale $j$. $n_f$ is the kernel size, which is being set as 3 in our experiment. The similarity $S(p,q,c)$ between $F^{k-1}_m$ and $\tilde{y}$ at location $m$:

$$F^{k-1} = [E^{k-1}_3, D^{k-1}_3 \uparrow, D^{k-1}_2 \uparrow]. \quad (17)$$
Table 1: Comparison with other algorithms. The average results of PSNR in dB (left entry in each cell) and SSIM (right entry in each cell) and running time per measurement in seconds. Best results are in red and the second-best ones are in blue.

| Dataset          | Kobe          | Traffic       | Runner        | Drop          | Aerial        | Crash        | Average      | Running time |
|------------------|---------------|---------------|---------------|---------------|---------------|--------------|--------------|--------------|
| GAP-TV [41]      | 26.45 0.845   | 20.90 0.715   | 28.48 0.899   | 33.81 0.963   | 25.03 0.828   | 24.82 0.838  | 26.58 0.848  | 4.2          |
| E2E-CNN [28]     | 27.79 0.807   | 24.62 0.840   | 34.12 0.947   | 36.56 0.949   | 27.18 0.869   | 26.43 0.882  | 29.45 0.882  | 0.0312       |
| DeSCI [20]       | 33.25 0.952   | 28.72 0.925   | 38.76 0.969   | 43.22 0.993   | 25.33 0.860   | 27.04 0.909  | 32.72 0.935  | 6.180        |
| PnP-FDDNet [42]  | 30.47 0.926   | 24.08 0.833   | 32.88 0.938   | 40.87 0.988   | 24.02 0.814   | 24.32 0.836  | 29.44 0.889  | 3.0          |
| BIRNAT [5]       | 32.71 0.950   | 29.33 0.942   | 38.70 0.976   | 42.28 0.992   | 28.99 0.927   | 27.84 0.927  | 33.31 0.951  | 0.16         |
| Tensor-ADMM [23] | 30.50 0.890   | NA            | NA            | NA            | 25.42 0.780   | 25.27 0.860  | NA           | 2.1          |
| Tensor-FISTA [9] | 31.41 0.920   | NA            | NA            | NA            | 26.46 0.890   | 27.46 0.880  | NA           | 1.7          |
| GAP-Unet-S12 [25]| 32.09 0.944   | 28.19 0.929   | 38.12 0.975   | 42.02 0.992   | 28.88 0.914   | 27.83 0.931  | 32.86 0.947  | 0.0072       |
| MetaSCI [36]     | 30.12 0.907   | 26.95 0.888   | 37.02 0.967   | 40.61 0.985   | 28.31 0.904   | 27.33 0.906  | 31.72 0.926  | 0.025        |
| RevSCI [4]       | 33.72 0.957   | 30.02 0.949   | 39.40 0.977   | 42.93 0.992   | 29.35 0.924   | 28.12 0.937  | 33.92 0.956  | 0.19         |
| Ours             | 35.00 0.969   | 31.76 0.966   | 40.03 0.980   | 44.96 0.995   | 30.46 0.943   | 29.33 0.956  | 35.26 0.968  | 1.35         |

The learnable parameters are denoted as \( \Theta \), including \( \eta^k \) in the data module and parameters of the deep network in the prior module \( P^k \). Thus \( \Theta = \{ \eta^k, P^k \}_{k=1}^{K} \), where \( K \) is total number of phases (\( K = 10 \) in our proposed network).

Given the training pairs \( \{ (y_i, x_i) \}_{i=1}^{N_k} \), our network takes the measurement \( y_i \) as input and generates reconstructed frames \( x^K_i \). The mean square error (MSE) is chosen as our loss function, expressed as

\[
\mathcal{L} = \frac{1}{N_k N_s} \sum_{i=1}^{N_k} \sum_{j=1}^{N_s} |(x^K_i + x_i)|_2^2,
\]

where \( N_k, N_s \) are the total number of training blocks and size of each block \( x_i \).

The architecture is implemented in PyTorch [26] with 4 NVIDIA Tesla V100 GPUs. To optimize the parameters, we adopt the Adam optimizer [17] with a mini-batch size of 4 and the number of total epoch is 200. The initial learning rate is set to be \( 1.28 \times 10^{-4} \), but we find it is too large to be converged. To overcome early optimization difficulties, we use the strategy of warmup [10] with the first five epochs, i.e., using lower learning rates at the start of training. After the first five epochs, the learning rate decays with a factor of 0.9 every ten epochs.

5. Experiments

5.1. Datasets

We choose DAVIS [27] which has 90 scenes with 480p resolution as our training dataset. 25600 video clips are sampled with the block size of 128 \( \times \) 128 and the temporal size of 8. Data is augmented with random cropping and rotation. The synthetic data with size of 256 \( \times \) 256 \( \times \) 8 follows the same setup in [20], including Kobe, Traffic, Runner, Drop, Crash, and Aerial [23]. The real data includes Water Balloon and Dominoes with size of 512 \( \times \) 512 \( \times \) 10 [28]. Both PSNR and SSIM [35] are selected as the evaluation metrics.

5.2. Results on Simulation Data

We compare our proposed method with existing algorithms including model-based methods (GAP-TV [41] and DeSCI [20]), learning-based methods (E2E-CNN [28], BIRNAT [5], MetaSCI [36] and RevSCI [4]) and DUN-based methods (PnP-FDDNet [42], Tensor-ADMM [23], Tensor-FISTA [9] and GAP-Unet-S12 [25]) on synthetic data. It should be noted that for Tensor-ADMM and Tensor-FISTA only 3 results out of 6 scenes are provided because they only trained models on 3 scenes. Quantitative comparison is shown in Table 1.

It is obvious that our proposed network has surpassed...
Table 2: Ablation study on convolution: 3D-CNN versus 2D-CNN.

| Sequence | 2DCN   | 3DCN   |
|----------|--------|--------|
| Kobe     | 32.07  | 34.09  |
| Traffic  | 28.26  | 30.72  |
| Runner   | 36.43  | 38.81  |
| Drop     | 42.38  | 44.20  |
| Aerial   | 29.18  | 30.04  |
| Crash    | 28.29  | 29.06  |
| Average  | 32.77  | 34.49  |

all the existing algorithms on six benchmarks by a large margin. Especially our performance exceeds the existing best algorithm RevSCI by 1.34dB on average. Fig. 5 and Fig. 6 plots some selected reconstructed results on simulation data. Note that the model-based method GAP-TV has worse reconstruction results. Built on the plug-and-play framework, PnP-FFDNet obtains decent results but still lacks details, especially in texture-rich areas. The results of DeSCI are a little bit over smooth with the cost of high computation load. Compared with BIRNAT, in zooming areas, our method obtains sharper edges and more abundant details, demonstrating the effectiveness of utilization of 3D-CNN and the success of declining information loss.

5.3. Results on Real Data

We apply our network to real data WaterBalloon and Dominose [28] where masks are controlled by a digital micromirror device. It is more challenging to reconstruct the real measurements because of noise. As illustrated in Fig. 7, our method can generate more apparent contours with fewer artifacts and ghosting. In general, our method achieves the best performance with competing inference speed. When facing a more challenging situation, our method’s advantages are more pronounced, which indicates that our algorithm is more applicable under the actual scenario.

5.4. Ablation Study

5.4.1 Effect of 3D-CNN over 2D-CNN

To validate the effectiveness of the application of 3D-CNN, we trained a plain 3D modified UNet (‘3DCN’) [30] and corresponding 2D version (‘2DCN’) without integration of the DFM fusion and DFMA module. As shown in Table 2, 3DCN can achieve an increment of 1.72dB on PSNR, which shows not just sliding in the dimension of height and width, sliding in temporal dimension is necessary for extracting spatial-temporal correlation.

Table 3: Ablation study on various versions in terms of the average results of PSNR in dB.

|         | 3DCN   | DFM1   | DFM2   | DFM3   | DFMA   | PSNR   |
|---------|--------|--------|--------|--------|--------|--------|
|         | ✓      | ✓      | ✓      | ✓      | ✓      | 34.49  |
|         | ✓      | ✓      | ✓      | ✓      | ✓      | 34.54  |
|         | ✓      | ✓      | ✓      | ✓      | ✓      | 34.81  |
|         | ✓      | ✓      | ✓      | ✓      | ✓      | 34.80  |
|         | ✓      | ✓      | ✓      | ✓      | ✓      | 34.94  |
|         | ✓      | ✓      | ✓      | ✓      | ✓      | 35.26  |

Figure 5: Selected multiple reconstruction frames of simulated data Kobe.

5.4.2 Effect of DFM and DFMA

To verify the proposed DFM fusion and DFMA, we integrate diverse branches based on 3DCN in Sec. 5.4.1 with three branches in $F^k$ denoted as ‘DFM1’, ‘DFM2’ and ‘DFM3’ respectively. As manifested in Table 3, combining the second branch improves the performance most (0.26dB) contrast with the first (0.05dB) and third branch (0.14dB). The whole branches bring an improvement of 0.45dB, proving that merging dense feature map from adjacent phases can reduce the information loss to a great extent. Incorporating DFMA into each branch brings additional enhancement, and the whole branch of DFMA leads to a boost of 0.32dB on PSNR.
5.4.3 Effect of Phase Number $K$

To ensure the phase number $K$ being set as an appropriate value, we retrain the network with $K$ being designated to 2, 4, 6, 8 and 10. Fig. 8 plots the performance with various phase numbers. Note that the performance with $K = 4$ is 0.26dB higher than RevSCI. Although reconstruction accuracy will increase with more phases, considering the memory cost and inference time, we assign $K$ to be 10.

6. Conclusions and Future Work

Inspired by the half quadratic splitting (HQS) algorithm, we put forward a novel dense deep unfolding network with 3D-CNN prior for Snapshot compressive imaging. Merging the merits of both model-based methods and learning-based methods, our method has strong interpretability and high-quality reconstructed results. To enhance the ability to exploit spatial-temporal correlation, we assemble a deep network with 3D-CNN prior. To reduce the information loss, we propose a strategy of dense feature map (DFM) fusion, and we also design a dense feature map adaption (DFMA) module to make information optionally transmitting between phases.

Despite the fact that our method has obtained the best performance so far, when it comes to large motion within frames, our method can not attain decent results, as shown in Fig. 9. How to properly process large motion is thorny trouble for existing SCI recovery methods. In our future work, we might insert motion estimation techniques such as optical flow to solve this trouble. In addition, we will consider the application in other computational imaging problems, not just video SCI.
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