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ABSTRACT. We study dynamical aspects of the $q$-state Potts model on an $n \times n$ box at its critical $\beta_c(q)$. Heat-bath Glauber dynamics and cluster dynamics such as Swendsen–Wang (that circumvent low-temperature bottlenecks) are all expected to undergo “critical slowdowns” in the presence of periodic boundary conditions: the inverse spectral gap, which in the subcritical regime is $O(1)$, should at criticality be polynomial in $n$ for $1 < q \leq 4$, and exponential in $n$ for $q > 4$ in accordance with the predicted discontinuous phase transition. This was confirmed for $q = 2$ (the Ising model) by the second author and Sly, and for sufficiently large $q$ by Borgs et al.

Here we show that the following holds for the critical Potts model on the torus: for $q = 3$, the inverse gap of Glauber dynamics is $O(1)$; for $q = 4$, it is at most $n O(\log n)$; and for every $q > 4$ in the phase-coexistence regime, the inverse gaps of both Glauber dynamics and Swendsen–Wang dynamics are exponential in $n$.

For free or monochromatic boundary conditions and large $q$, we show that the dynamics at criticality is faster than on the torus (unlike the Ising model where free/periodic boundary conditions induce similar dynamical behavior at all temperatures): the inverse gap of Swendsen–Wang dynamics is $\exp(n^{\alpha(1)})$.

1. Introduction

The $q$-state Potts model on a graph $G$ at inverse-temperature $\beta > 0$ is the distribution $\mu_{G,\beta,q}$ over colorings of the vertices of $G$ with $q$ colors, in which the probability of a configuration $\sigma$ is proportional to $\exp[\beta H(\sigma)]$, with $H(\sigma)$ counting the number of pairs of adjacent vertices that have the same color (see §2.1). Generalizing the Ising model (the case $q = 2$), it is one of the most studied models in Mathematical Physics (cf. [50]), with particular interest in its phase transition on $\mathbb{Z}^d$ ($d \geq 2$) at the critical $\beta = \beta_c$.

The random cluster (FK) model on a graph $G$ with parameters $0 < p < 1$ and $q > 0$ is the distribution $\pi_{G,p,q}$ over sets of edges of $G$, where the probability of a configuration $\omega$ with $m$ edges and $k$ connected components is proportional to $[p/(1-p)]^m q^k$ (see §2.2). It generalizes percolation ($q = 1$) and electrical networks/uniform-spanning-trees ($q \downarrow 0$), and corresponds at integer $q \geq 2$ to the Potts model via the Edwards–Sokal coupling; e.g., one may produce $\sigma \sim \mu_{G,\beta,q}$ by first sampling $\omega \sim \pi_{G,p,q}$ for $p = 1 - e^{-\beta}$, then assigning an i.i.d. color to the vertices of each connected vertex set of $\omega$. As such, extensively studied in its own right, the random cluster representation has been an important tool in the analysis of Ising and Potts models (see [25] for further details).

On $\mathbb{Z}^2$ with $q \geq 1$, significant progress has been made in the study of these models and their rich behavior at the phase transition point $p_c = \frac{\sqrt{q}}{1 + \sqrt{q}}$ (and $\beta_c = \log(1 + \sqrt{q})$). It is widely believed (see [25, Conj. 6.32 and (6.33)]) that the phase transition would be continuous (second-order) if $1 \leq q \leq 4$ and discontinuous (first-order) for $q > 4$: the latter has been proved [28–30] for $q > 24.78$ (see also [25, Thm. 6.35]) and supported by exact calculations [2] for all $q > 4$; the former was very recently proved [17] through an analysis of crossing probabilities in rectangles under various boundary conditions.

Here we build on this recent work to study the dynamical behavior of the critical planar Potts and FK models in the three regimes: $1 < q < 4$, the extremal $q = 4$, and $q > 4$. 
Heat-bath Glauber dynamics is a local Markov chain, introduced in [23], that models the evolution of a spin system as well as provides a natural way of sampling from it. For the Potts model, the dynamics updates each vertex via an i.i.d. rate-1 Poisson process, where its new value is sampled according to \( \mu_{G,\beta,q} \) conditioned on the values of all other vertices (this dynamics for the FK model is similarly defined via single-bond updates).

Swendsen–Wang dynamics is a Markov chain on Potts configurations, introduced in [47], aimed at overcoming bottlenecks in the energy landscape (thus providing a potentially faster sampler compared to Glauber dynamics) via global cluster flips: the dynamics moves from a Potts configuration \( \sigma \) to a compatible FK configuration \( \omega \) via the Edwards–Sokal coupling, then to a new Potts configuration \( \sigma' \) compatible with \( \omega \). Chayes–Machta dynamics [10] is a closely related Markov chain on FK configurations, analogous to Swendsen–Wang for integer \( q \), yet defined for any real \( q \geq 1 \) (see §2.4).

The spectral gap of a discrete-time Markov chain, denoted \( \text{gap} \), is \( 1 - \lambda \) where \( \lambda \) is the largest nontrivial eigenvalue of the transition kernel, and for a continuous-time chain it is the gap in the spectrum of its generator. It serves as an important gauge for the rate of convergence of the chain to equilibrium, as it governs its \( L^2 \)-mixing time. For the above mentioned dynamics on the Potts/FK models, the inverse spectral gap is expected to feature a well-documented phenomenon known as critical slowdown [26,31]; in what follows we restrict our attention to \( \mathbb{Z}^2 \), though an analogous picture is expected in higher dimensions as well as on other geometries (see, e.g., [35] for further details). Glauber dynamics for the Potts model on an \( n \times n \) torus should have \( \text{gap}^{-1} \) transition from \( O(1) \) at high temperature \( (\beta < \beta_c) \) to \( \exp(cn) \) at low temperatures \( (\beta > \beta_c) \) through either a critical power-law when \( 1 < q \leq 4 \) or an order of \( \exp(cn) \) when \( q > 4 \) (in accordance with the first-order phase transition believed to occur at \( q > 4 \)). Swendsen–Wang/Chayes–Machta dynamics should, by design, have \( \text{gap}^{-1} = O(1) \) both at high and low temperatures, yet should also exhibit a critical slowdown at \( \beta = \beta_c \).

While this picture for the Potts model has been essentially verified for Glauber dynamics for all \( \beta < \beta_c \) and Swendsen–Wang for all \( \beta \neq \beta_c \) (see §1.1), the case \( \beta = \beta_c \) has largely evaded rigorous analysis, with two exceptions: for \( q = 2 \), a polynomial upper bound on \( \text{gap}^{-1} \) of Glauber dynamics for the Ising model was given in [35]; and for sufficiently large \( q \), Borgs et al. [6] showed in 1999 that the Swendsen–Wang dynamics has \( \text{gap}^{-1} = \exp[n^{1-o(1)}] \) (thereafter improved to \( \log \text{gap}^{-1} \approx n \) in [7]).

Crucial to the analysis of the dynamics for \( q = 2 \) were Russo–Seymour–Welsh (RSW) estimates for the corresponding FK model—which state that on \( n \times m \) rectangles with uniformly bounded aspect ratios and free boundary conditions, crossing probabilities are uniformly bounded away from 0—obtained by [16] using the discrete holomorphic observable framework of Smirnov [46]. The framework of [46] is further applicable to the critical Potts model for \( q = 3 \) (where the model is expected to have a conformally invariant scaling limit), and the above RSW-type estimates for the FK-Ising model have been recently extended by Duminil-Copin, Sidoravicius and Tassion [17] to this case; this allows one to similarly extend the dynamical analysis of [35] to \( q = 3 \). However, at \( q = 4 \), these RSW estimates are no longer expected to hold, and instead crossing probabilities are believed to be highly sensitive to boundary conditions, thus resulting in a quasi-polynomial (rather than a polynomial) upper bound on mixing.
The following theorems demonstrate the change in the critical slowdown of the Potts and random cluster models on \((\mathbb{Z}/n\mathbb{Z})^2\) between these different regimes of \(q\).

**Theorem 1.** There exist absolute \(c_1, c_2 > 0\) so that Swendsen–Wang dynamics and Glauber dynamics on \((\mathbb{Z}/n\mathbb{Z})^2\) satisfy the following: for the 3-state critical Potts model,

\[
gap^{-1} \lesssim n^{c_1},
\]

whereas for the 4-state critical Potts model,

\[
gap^{-1} \lesssim n^{c_2 \log n}.
\]

Eqs. (1.1) and (1.2) hold also for Glauber dynamics and Chayes–Machta dynamics for the critical FK model at \(q = 3\) and \(q = 4\), respectively.

**Theorem 2.** Let \(q > 4\) be such that the critical FK model on \(\mathbb{Z}^2\) has two distinct Gibbs measures \(\pi_{1, \mathbb{Z}^2,q} \neq \pi_{0, \mathbb{Z}^2,q}\). There exists \(c = c(q) > 0\) such that Swendsen–Wang dynamics and Glauber dynamics for the critical \(q\)-state Potts model on \((\mathbb{Z}/n\mathbb{Z})^2\) satisfy

\[
gap^{-1} \gtrsim \exp(cn).
\]

The same holds for Glauber and Chayes–Machta dynamics for the critical FK model.

**Remark 1.1.** Since the initial posting of this paper, Duminil-Copin et al. [15] proved the discontinuity of the FK phase transition for all \(q > 4\) on \(\mathbb{Z}^2\); thus, the bound (1.3) from Theorem 2 holds for the critical Potts and FK models on \((\mathbb{Z}/n\mathbb{Z})^2\) for all \(q > 4\).

Furthermore, the Glauber dynamics upper bounds in Theorem 1 also hold for boxes with arbitrary (as opposed to periodic) Potts boundary conditions (see Corollary 3.2). In a companion paper [22], for a wider class of boundary conditions, a matching upper bound to (1.2) is established for Glauber dynamics for the FK model at every \(q \in (1, 4]\). On the other hand, for \(q > 4\), one does not expect Swendsen–Wang and Glauber dynamics to be slow under every boundary condition; e.g., monochromatic boundary conditions should destabilize all Gibbs states but one, inducing faster mixing, as in the case of the low temperature Ising model with plus boundary conditions (cf. [37, §6]).

If we naively followed the intuition from the low temperature Ising model, free boundary conditions (where plus and minus phases are both metastable so \(\gap^{-1} \gtrsim \exp(cn)\)), might be expected to induce the same (slow) critical mixing behavior as in the torus. However, this is not case (see Fig. 2), as the following theorem demonstrates.
Figure 2. Swendsen–Wang for the critical 5-state Potts model on a 1000 × 1000 square (3000 iterations from a monochromatic initial state) under free (left) vs. periodic (right) boundary conditions; plot shows largest component (fractional) size in the intermediate FK configuration.

Theorem 3. Fix $q$ large enough. The following holds for Swendsen–Wang dynamics for the critical $q$-state Potts model on an $n \times n$ box with free boundary conditions:

$$\text{gap}^{-1} \lesssim \exp \left( n^{o(1)} \right).$$

(1.4)

The same holds for Glauber and Chayes–Machta dynamics for the critical FK model.

The estimate (1.4) holds also for monochromatic Potts boundary conditions (which correspond to wired FK boundary conditions), since it is a consequence of the analogous bound for the FK Glauber dynamics, where free boundary conditions at $p_c(q)$ are self-dual to wired boundary conditions. In fact, we establish (1.4) for all FK boundary conditions sampled from the free or wired Gibbs measures (see Proposition 5.2), as well as ones that are free on three sides and wired on the fourth (Corollary 5.15).

Remark 1.2. By the well-known relation between $\text{gap}$ and the total variation mixing time $t_{\text{mix}}$ (see §2.3), the bounds in Theorems 1–3 all hold with $\text{gap}^{-1}$ replaced by $t_{\text{mix}}$. Similarly, standard comparison estimates (see [32, Lemma 13.22]) extend our bounds for heat-bath Glauber dynamics to Metropolis (and other flavors of Glauber dynamics).
Theorems 2 and 3 show the similarities between the dynamical behavior of the Potts model at its critical point $\beta_c$ in the presence of a discontinuous phase transition, and the 2D Ising model in the low temperature regime $\beta > \beta_c$. The proof of Theorem 2 is based on identifying a bottleneck involving the geometry of the torus, between the ordered and disordered phases in the critical FK model using only the multiplicity of Gibbs measures; this is akin to the energy barrier between the plus and minus phases in the low temperature Ising model.

Moreover, through this similarity, our analysis of the Potts model at $\beta_c$ extends to its entire low temperature regime $\beta > \beta_c$, where the slow mixing behavior of Glauber dynamics was shown for $q$ large enough in [6,7]. An adaptation of the proof of Theorem 2 establishes this result for all $q > 1$.

**Theorem 4.** Consider the Potts model on $(\mathbb{Z}/n\mathbb{Z})^2$ for any $q > 1$ and $\beta > \beta_c(q)$. There exists $c = c(\beta, q) > 0$ such that the Glauber dynamics has $\text{gap}^{-1} \gtrsim \exp(cn)$.

The proof of Theorem 3 follows the approach used in [41] to establish sub-exponential upper bounds on $t_{\text{mix}}$ for Swendsen–Wang in the presence of all-plus boundary conditions, and involves adaptations of cluster-expansion techniques and the Wulff construction framework of [14] to the FK model. The absence of monotonicity in the Potts model frequently leads us to work directly with the FK representation. However, unlike the Ising model—where central to the upper bounds on mixing in many related works is the coupling of configurations beyond an interface between clusters (e.g., the interface between the plus and minus phases, used to establish the inductive step in the multi-scale argument of [36])—the boundary conditions of the FK model may feature long-range connections between vertices. Using these as a “bridge” over the interface (see Figure 3), different FK configurations below the interface may induce different distributions above it, thus preventing the coupling. Working around obstacles of this type comprises a significant part of the proof of Theorem 3.

1.1. **Related work.** The critical slowdown picture of Glauber dynamics for the 2D Ising model is by now fairly well understood. For $\beta < \beta_c$, the dynamics on an $n \times n$ torus has $\text{gap}^{-1} = O(1)$ via the work of Martinelli and Olivieri [38,39] and Martinelli, Olivieri and Schönmann [40], showing that, in this regime, there is a uniform bound on the inverse gap (in fact under arbitrary boundary conditions; see [37, §3.7]). That
this dynamics has \( \text{gap}^{-1} \gtrsim \exp(c_\beta n) \) at any \( \beta > \beta_c \) for some \( c_\beta > 0 \) was shown by Chayes, Chayes and Schonmann [9], and thereafter with the sharp \( c_\beta \) by Cesi et al. [8]. Finally, a polynomial upper bound on \( \text{gap}^{-1} \) at \( \beta = \beta_c \) was given in the aforementioned paper [35]; establishing the correct dynamical critical exponent (believed to be universal and approximately 2.17; cf. [35] and its references) remains a challenging open problem.

As for Swendsen–Wang, comparison estimates due to Ullrich [48, 49] imply that its inverse gap is at most that of Glauber dynamics on any graph and at any temperature (see Theorem 2.7); thus for \( q = 2 \) on \( \mathbb{Z}^2 \) it also has \( \text{gap}^{-1} = O(1) \) for all \( \beta < \beta_c \) and for all \( \beta > \beta_c \) thanks to duality, and similarly at \( \beta = \beta_c \) it has \( \text{gap}^{-1} = n^{O(1)} \).

For all other \( q > 1 \), Glauber dynamics for the Potts model on \( (\mathbb{Z}/n\mathbb{Z})^2 \) is again known to have \( \text{gap}^{-1} = O(1) \) for all \( \beta < \beta_c \) by combining the following results: Alexander [1] related exponential decay of connection probabilities in the FK model on \( \mathbb{Z}^2 \) to an analogous spatial mixing property in the Potts model on a finite box; Beffara and Duminil-Copin [3] proved the exponential decay of correlations in the FK model for all \( \beta < \beta_c \); and the works of Martinelli et al. [38–40] translate the aforementioned spatial mixing property to an \( O(1) \) bound on the inverse gap. In contrast, Potts Glauber dynamics on \( (\mathbb{Z}/n\mathbb{Z})^2 \) is always expected to be exponentially slow for \( \beta > \beta_c \); as mentioned before, this is known for \( q = 2 \), and was proved for large enough \( q \) in [6, 7].

Using the above mentioned estimates for high temperatures, comparison estimates, and duality, Swendsen–Wang dynamics for the Potts model for any \( q > 1 \) also has \( \text{gap}^{-1} = O(1) \) for all \( \beta \neq \beta_c \). Blanca and Sinclair [5] recently showed that for any \( q > 1 \) both Chayes–Machta dynamics and (heat-bath) Glauber dynamics for the FK model have \( t_{\text{mix}} = O(\log n) \) for all \( p \neq p_c \) (enjoying duality, the latter mixes rapidly at \( p > p_c \) unlike for the Potts model). That \( t_{\text{mix}} \) should at the critical \( p = p_c \) be polynomial in \( n \) for \( 1 < q \leq 4 \) and exponential in it for every \( q > 4 \) was left in [5] as an open question. (See also Li and Sokal [33]; there, a polynomial lower bound on the mixing of Swendsen–Wang and Glauber dynamics was given in terms of the specific heat—a physical quantity which itself is not rigorously known. In §3 (Theorem 3.6) we give a rigorous polynomial lower bound for \( \text{gap}^{-1} \) of the Potts Glauber dynamics.)

In the only two cases so far where the dynamical critical behavior on \( (\mathbb{Z}/n\mathbb{Z})^2 \) has been addressed—the case \( q = 2 \) in [35] and the case of integer \( q \) large enough in [6, 7]—through the comparison inequalities of Ullrich, the results apply to all Markov chains discussed above (each has \( t_{\text{mix}} \lesssim n^c \) at \( q = 2 \) and \( t_{\text{mix}} \gtrsim \exp(-cn) \) at \( q \) large enough). Note that the results of [6, 7] are applicable to every dimension \( d \geq 2 \), while requiring that \( q \) be sufficiently large as a function of \( d \).

The dynamics for critical 2D Potts/FK models under free boundary conditions takes after Glauber dynamics for the low temperature Ising model under plus boundary conditions. Improving on the original work of Martinelli [36], a delicate multi-scale analysis due to Martinelli and Toninelli [41], based on censoring inequalities (see §2.4), yielded an upper bound of \( \exp(n^{o(1)}) \) for the Ising model with plus boundary conditions. This was followed by an \( n^{O(\log n)} \) bound in [34] via this approach, extended to all \( \beta > \beta_c \). Our proof of (1.4) is based on this method.

Finally, detailed results are known on the dynamical behavior of Potts/FK models on the complete graph (mean-field); see, e.g., [4, 11, 20, 24] and the references therein.
2. Preliminaries

In what follows we review the model definitions and properties, as well as the tools that will be used in our analysis. For a more detailed survey of the random cluster model, see [25]. For more details on Markov chain mixing times and Glauber dynamics see [32] and [37], respectively. Throughout this paper, we use the notation $f \preceq g$ for two sequences $f(n), g(n)$ to denote $f = O(g)$, and let $f \asymp g$ denote $f \preceq g \preceq f$.

2.1. Potts model. The (ferromagnetic) $q$-state Potts model on a graph $G = (V,E)$ is the probability distribution over configurations $\sigma \in \Omega_p = [q]^V$ (viewed as assignments of colors out of $[q] = \{1,\ldots,q\}$ to the vertices of $G$) in which the probability of $\sigma$ w.r.t. the inverse-temperature $\beta > 0$ and the boundary conditions $\zeta$ (an assignment of colors in $[q]$ to the vertices of some subgraph $H \subset G$) is given by

$$
\mu_{G,\beta,q}^\zeta(\sigma) = \frac{1}{Z_p} 1\{\sigma|_H = \zeta\} \exp\left(\beta \sum_{\{u,v\}} 1\{\sigma(u) = \sigma(v)\}\right),
$$

where the sum is over unordered pairs of adjacent vertices $\{u,v\}$ in $V(G)$, and the normalizing constant $Z_p$ is the partition function.

Throughout the paper, we consider graphs that are rectangular subsets of $\mathbb{Z}^2$ with nearest neighbor edges and vertex set

$$
\Lambda_{n,n'} := [0,n] \times [0,n'] = \{k \in \mathbb{Z} : 0 \leq k \leq n\} \times \{k \in \mathbb{Z} : 0 \leq k \leq n'\},
$$

where $n' = \lceil \alpha n \rceil$ for some fixed aspect ratio $0 < \alpha \leq 1$, and the notation $[a,b]$ stands for $\{k \in \mathbb{Z} : a \leq k \leq b\}$. We use the abbreviated form $\Lambda$ when $n$ and $\alpha$ are made clear from the context. For general subsets $S \subset \mathbb{Z}^2$, the boundary $\partial S$ will be the set of vertices in $S$ with a neighbor in $\mathbb{Z}^2 - S$ and its edge set will be all edges in $\mathbb{Z}^2$ between vertices in $\partial S$; we set the interior $S^0 = S - \partial S$. When considering rectangles $\Lambda$, denote the southern (bottom) boundary of $\Lambda$ by $\partial_s \Lambda := [0,n] \times \{0\}$, define $\partial_{s,w} \Lambda$, $\partial_{s,n} \Lambda$, and $\partial_e \Lambda$ analogously, and let multiple subscripts denote their union, i.e., $\partial_{e,w} \Lambda = \partial_{e} \cup \partial_{w} \Lambda$.

2.2. Random cluster (FK) models. For a graph $G = (V,E)$, a random cluster (FK) configuration $\omega \in \Omega_{\text{rc}} = \{0,1\}^E$ assigns binary values to the edges of $G$, either open (1) or closed (0). (In the context of boundary conditions, these are often referred to instead as wired and free, respectively.) A cluster is a maximal connected subset of vertices that are connected by open bonds, where singletons count as individual clusters.

For a subset $H \subset V(G)$, we define FK boundary conditions $\xi$ as follows: first augment the graph to $G'$ by adding edges between any two vertices in $H$ not already connected by an edge; then if the boundary subgraph of $G'$ has vertex set $H$ and edge set $E(H)$ consisting of all edges between vertices in $H$, $\xi$ is an FK configuration in $\{0,1\}^{E(H)}$. A boundary condition $\xi$ can be identified with a partition of $H$ given by the clusters of $\xi$.

The FK model is the probability distribution over FK configurations on the remaining edge set $E(G) - E(H)$, where the probability of $\omega$ under the boundary conditions $\xi$ and parameters $p \in [0,1], q > 0$ is

$$
\pi_{G,p,q}^\xi(\omega) = \frac{1}{Z_{\text{rc}}} p^{\ell(\omega)} (1 - p)^{c(\omega)} q^{k(\omega)},
$$
where \( o(\omega) \), \( c(\omega) \), and \( k(\omega) \) are the number of open bonds, closed bonds and clusters in \( \omega \), respectively, with the number of clusters being computed using connections from \( \xi \) as well as \( \omega \). The partition function \( Z_{\text{rc}} \) is again the proper normalizing constant.

Infinite volume Gibbs measures may be found by taking limits of increasing rectangles \( \Lambda_n \) under a specified sequence \( \xi = \xi(n) \) of boundary conditions on \( \partial \Lambda_n \), where the important cases of all-wired and all-free boundary conditions are denoted by 1 and 0 respectively; let \( p_{\xi}^\Lambda \) denote the weak limit (if it exists) as \( n \to \infty \).

**Edwards-Sokal Coupling.** The Edwards-Sokal coupling [18] provides a way to move back and forth between the Potts model and the random cluster model on a given graph \( G \) for \( q \in \{2,3,\ldots\} \). The joint probability assigned by this coupling to \((\sigma,\omega)\), where \( \sigma \in \Omega_p \), is a \( q \)-state Potts configuration at inverse-temperature \( \beta > 0 \) and \( \omega \in \Omega_{\text{rc}} \) is an FK configuration with parameters \((p = 1 - e^{-\beta}, q)\), is proportional to

\[
\prod_{xy \in E(G)} \left[ (1 - p)1\{\omega(xy) = 0\} + p1\{\omega(xy) = 1, \sigma(x) = \sigma(y)\} \right].
\]

It follows that, starting from a Potts configuration \( \sigma \sim \mu_{G,\beta,q} \), one can sample an FK configuration \( \omega \sim \pi_{G,p,q} \) by letting \( \omega(e) = 1 \) \( (e \in \omega) \) with probability \( p = 1 - e^{-\beta} \) if the endpoints \( x, y \) of the edge \( e \) have \( \sigma(x) = \sigma(y) \), and \( \omega(e) = 0 \) \( (e \notin \omega) \) otherwise. Conversely, from \( \omega \sim \pi_{G,p,q} \), one obtains \( \sigma \sim \mu_{G,\beta,q} \) by assigning an i.i.d. color in \([q]\) to each cluster of \( \omega \) (i.e., \( \sigma(x) \) assumes that color for every vertex \( x \) of that cluster).

In the presence of boundary conditions \( \zeta \) for the Potts model, it is possible to sample \( \sigma \sim \mu_{G,\beta,q}^{\zeta} \) using the random cluster model as follows. Associate to \( \zeta \) the FK boundary conditions \( \xi \) that wire two boundary sites \( x, y \) to each other if and only if \( \zeta(x) = \zeta(y) \). Further denote by \( E_{\zeta} \) the random cluster event that no two boundary sites \( x, y \) with \( \zeta(x) \neq \zeta(y) \) are connected via \( \omega \) in \( G \). Then one can sample a configuration of \( \mu_{G,\beta,q}^{\zeta} \) by first sampling \( \omega \sim \pi_{G,p,q}^{\zeta}(\cdot \mid E_{\zeta}) \) for \( p = 1 - e^{-\beta} \), then coloring the boundary clusters as specified by \( \zeta \), and coloring every other cluster by an i.i.d. color uniformly over \([q]\). For further details, see [35], where \( E_{\zeta} \) was introduced in the context of the Ising model.

**Planar duality.** On \( \mathbb{Z}^2 \), a configuration \( \omega \) is uniquely identified with a configuration \( \omega^* \) on the dual graph \( \mathbb{Z}^2 + (\frac{1}{2}, \frac{1}{2}) \) as follows: for every primal edge \( e \) and its dual edge \( e^* \) (intersecting at their center points), \( \omega^*(e^*) = 1 \) if and only if \( \omega(e) = 0 \).

For every \( q \geq 1 \), the involution \( p \mapsto p^* \) given by \( pp^* = q(1 - p)(1 - p^*) \), whose fixed point is the self-dual point \( p_{sd} = \frac{\sqrt{q}}{1 + \sqrt{q}} \), satisfies

\[
\pi_{\mathbb{Z}^2,p,q}^\zeta \overset{d}{=} \pi_{(\mathbb{Z}^2)^*}^{\zeta^*} p^* \cdot p^* \cdot q^* .
\]

where the boundary conditions \( \xi^* \) are determined on a case by case basis, but it is important to note that free and wired boundary conditions are dual to one another. It is known [3] that on \( \mathbb{Z}^2 \), for all \( q \geq 1 \) one has \( p_c(q) = p_{sd}(q) \). Throughout the paper, unless otherwise specified, let \( p = p_c(q) \) and \( \beta = \beta_c(q) \) (so \( p_c = 1 - e^{-\beta_c} \)), omitting these from the notations, as well as \( q \) wherever it is clear from the context.

For two vertices \( x, y \in V \), denote by \( x \leftrightarrow y \) the event that \( x \) and \( y \) belong to the same cluster of \( \omega \). In the context of a subgraph \( S \subset G \), write \( x \leftrightarrow S \rightarrow y \) to denote that
x and y belong to the same cluster of $\omega_{E(\partial S)}$. Refer to
\[ C_v(R) := \bigcup \left\{ x \leftrightarrow y : x \in \partial_0 R, y \in \partial_0 R \right\} \]
as a vertical crossing of a rectangle $R$, and denote the analogously defined horizontal crossing of the rectangle $R$ by $C_h(R)$.

Consider a subset of $\mathbb{Z}^2$ of the form $A = R_2 - R_1$ where $R_1, R_2$ are rectangular subsets of $\mathbb{Z}^2$ with $R_1 \subseteq R_2$. Call such domains annuli, and define open circuits as paths of nontrivial homology in $A - \partial A$ connecting a vertex $x$ to itself. Denote the existence of an open circuit in the annulus $A$ by $C_v(A)$.

Finally, we add the *-symbol to the above crossing events to refer to the analogous dual-crossings (occurring in the configuration $\omega^*$ and the appropriate dual subgraphs).

**FKG inequality, monotonicity and the Domain Markov property.** An event in the FK model is increasing if it is closed under addition of (open) edges, and decreasing if it is closed under removal of edges. For $q \geq 1$, the model enjoys the FKG inequality [19]:
\[ \pi^0_G(A \cap B) \geq \pi^0_G(A) \pi^0_G(B) \quad \text{for every increasing events } A, B. \]

Consequently, the model for $q \geq 1$ is monotone in boundary conditions: for every boundary conditions $\eta \geq \xi$ (w.r.t. the partial ordering of configurations), $\pi^\eta_G \geq \pi^\xi_G$, that is, $\pi^\eta_G(A) \geq \pi^\xi_G(A)$ holds for every increasing event $A$.

The Domain Markov property of the FK model states that, on any graph $G$ with boundary conditions $\xi$, for every subgraph $G' \subset G$ with boundary conditions $\eta$ that are compatible with $\xi$,
\[ \pi^\xi_G(\omega|_{G'} \in \cdot | \omega|_{G-G'} = \eta) = \pi^\eta_{G'}. \]

**FK phase transition and Russo–Seymour–Welsh (RSW) estimates.** The FK model at fixed $q \geq 1$ undergoes a phase transition at $p_c(q) = \sup \{ p : \theta(p, q) = 0 \}$, where $\theta(p, q)$ is the probability that the origin lies in an infinite cluster under $\pi_{\mathbb{Z}^2, p, q}$. Our proofs hinge on recent results of [17] on this phase transition, summarized as follows.

**Theorem 2.1** ([17, Theorem 3]). Let $q \geq 1$; the following statements for the critical FK model on $\mathbb{Z}^2$ are equivalent:

1. Discontinuous phase transition: $\pi^0_{\mathbb{Z}^2} \neq \pi^1_{\mathbb{Z}^2}$.
2. Exponential decay of correlations under $\pi^0$: there exists some $c > 0$ such that
\[ \pi^0_{\mathbb{Z}^2}((0,0) \leftrightarrow \partial[-n,n]^2) \leq e^{-cn}. \]  

Discontinuity of the phase transition, conjectured for all $q > 4$, was first proved by Kotecký and Shlosman [28] for sufficiently large $q$; the proof in [30] applies whenever $q^{1/4} > (\kappa + \sqrt{\kappa^2 - 4})/2$, where $\kappa$ is the connective constant of $\mathbb{Z}^2$. Plugging in the rigorous bound $\kappa < 2.6792$ due to [44] affirms the phase coexistence for all $q > 24.78$. For $1 < q \leq 4$, the continuity of the phase transition was established in [17] via the following RSW estimates\(^1\) (note the difference between $1 < q < 4$ and the extremal case $q = 4$, where full RSW-type bounds are believed to fail).

\(^1\)The proofs in [17] of Theorems 2.3 and 2.4 were for the special case of $\varepsilon = \varepsilon'$ but readily extend to the more general setting presented here.
Theorem 2.2 ([17, Theorem 7]). Consider the critical FK model for \(1 \leq q < 4\) on \(\Lambda = \Lambda_{n,n'}\) with \(n' = [\alpha n]\) for fixed \(0 < \alpha \leq 1\) and arbitrary boundary conditions \(\xi\). Then there exists some \(p_0 = p_0(q,\alpha) > 0\) such that

\[ \pi_\Lambda^\xi(C_\nu(\Lambda)) > p_0. \]

Theorem 2.3 ([17, Theorem 3]). Let \(q = 4\) and consider the critical FK model on \(\Lambda = \Lambda_{n,n'}\) with \(n' = [\alpha n]\) for fixed \(0 < \alpha \leq 1\). Then for every \(\varepsilon, \varepsilon' > 0\) there exists some \(p_0 = p_0(\alpha, \varepsilon, \varepsilon') > 0\) such that, for every boundary condition \(\xi\),

\[ \pi_\Lambda^\xi(C_\nu([\varepsilon n, (1 - \varepsilon)n] \times [\varepsilon' n', (1 - \varepsilon')n']) > p_0. \]

Theorem 2.4 ([17, Proposition 2]). Fix \(\varepsilon, \varepsilon' > 0\) and \(0 < \alpha \leq 1\), and consider the critical FK model at \(1 \leq q \leq 4\) on the annulus \(A = \Lambda_{n,n'} - [\varepsilon n, (1 - \varepsilon)n] \times [\varepsilon' n', (1 - \varepsilon')n']\) for \(n' = [\alpha n]\). There exists \(p_0 = p_0(q, \alpha, \varepsilon, \varepsilon')\) so that, for every boundary condition \(\xi\),

\[ \pi_\Lambda^\xi(C_\nu(A)) > p_0. \]

A consequence of the above RSW-type bounds is polynomial decay of correlations for the critical FK model at \(1 \leq q \leq 4\) (see, e.g., the proof of [17, Lemma 1]).

Theorem 2.5 (decay of correlations). For \(1 \leq q \leq 4\), there exist \(c_1, c_2 > 0\) such that

\[ n^{-c_1} \lesssim \pi_{\mathbb{Z}^2}((0,0) \leftrightarrow \partial[-n, n]^2) \lesssim n^{-c_2}. \]

2.3. Markov chain mixing times. Consider a Markov chain \(X_t\) with finite state space \(\Omega\), transition kernel \(P\) and stationary distribution \(\pi\). In the continuous-time setting, instead of \(P^t\) consider the heat kernel given by

\[ H_t(x,y) = \mathbb{P}_x(X_t = y) = e^{t\mathcal{L}}(x,y), \]

where \(\mathcal{L} = \lim_{\epsilon \downarrow 0} \frac{1}{\epsilon}(H_t - I)\) is the infinitesimal generator.

Spectral gap. The mixing time of the Markov chain is intimately related to the gap in its spectrum: in discrete-time, \(\text{gap} := 1 - \lambda_2\) where \(\lambda_2\) is the second largest eigenvalue of \(P\), and in continuous-time it is the gap in the spectrum of the generator \(\mathcal{L}\). An important variational characterization of the spectral gap is given by the Dirichlet form:

\[ \text{gap} = \inf_{f \in L^2(\pi)} \frac{\mathcal{E}(f,f)}{\text{Var}_\pi f}, \quad \text{where} \quad \mathcal{E}(f,f) = \frac{1}{2} \sum_{x,y \in \Omega} \pi(x) P(x,y)(f(y) - f(x))^2. \quad (2.2) \]

Mixing times. Denote the (worst-case) total variation distance between \(X_t\) and \(\pi\) by

\[ d_{\text{TV}}(t) = \max_{x \in \Omega} \|P^t(x,:) - \pi\|_{\text{TV}}, \]

where the total variation distance between two probability measures \(\nu, \pi\) on \(\Omega\) is

\[ \|\pi - \nu\|_{\text{TV}} = \sup_{A \subset \Omega} |\pi(A) - \nu(A)| = \frac{1}{2} \|\pi - \nu\|_{L^1}. \]

Further define the coupling distance

\[ d_{\text{TV}}^*(t) = \max_{x,y \in \Omega} \|P^t(x,:) - P^t(y,:)\|_{\text{TV}}, \]
noting that $\bar{d}_{TV}$ is submultiplicative and $d_{TV}(t) \leq \bar{d}_{TV}(t) \leq 2d_{TV}(t)$. The total variation mixing time of the Markov chain w.r.t. the precision parameter $0 < \delta < 1$ is
\[
t_{\text{mix}}(\delta) = \inf_t \{t : \max_{x \in \Omega} \|P^t(x, \cdot) - \pi\|_{TV} < \delta\}.
\]
For any choice of $\delta < \frac{1}{2}$, the quantity $t_{\text{mix}}(\delta)$ enjoys submultiplicativity thanks to the aforementioned connection with $\bar{d}_{TV}$; we write $t_{\text{mix}}$, omitting the precision parameter $\delta$, to refer to the standard choice of $\delta = 1/(2e)$.

The total variation mixing time is bounded from below and from above via the gap: one has $t_{\text{mix}} \geq \text{gap}^{-1} - 1$, and if $\text{gap}_*$ is the absolute spectral gap\(^2\) of the chain then $t_{\text{mix}} \leq \log(2e/\pi_{\min})\text{gap}^{-1}_*$, where $\pi_{\min} = \min_x \pi(x)$ (see, e.g., [32, §12.2]). For the FK and Potts models on a box with $O(n^2)$ and fixed $0 < p < 1$ and $q \geq 1$, there exists some $c > 0$ such that $\pi_{\min} \gtrsim e^{-cn^2}$, thus $t_{\text{mix}}$ are $\text{gap}^{-1}$ are equivalent up to $n^{O(1)}$-factors.

2.4. Dynamics for spin systems.

Heat-bath Glauber dynamics. Continuous-time heat-bath Glauber dynamics for the Potts model on $\Lambda$ is the following reversible Markov chain w.r.t. $\mu_\Lambda$. Assign i.i.d. rate-1 Poisson clocks to all interior vertices of $\Lambda$. When the clock at a site $x$ rings, the chain resamples $\sigma(x)$ according to $\mu_\Lambda$ conditioned on the colors of all the sites other than $x$ to agree with their current values in the configuration $\sigma$: the probability that the new color to be assigned to $x$ will be $k \in [q]$ is proportional to $\exp(\beta \sum_{y \sim x} \mathbf{1}\{\sigma(y) = k\})$.

The heat-bath Glauber dynamics for the FK model on $\Lambda$ is the following reversible Markov chain w.r.t. $\pi_\Lambda$. Each interior edge of $\Lambda$ is assigned an i.i.d. rate-1 Poisson clock; when the clock at an edge $e = xy$ rings, the chain resamples $\omega(e)$ according to Bernoulli($p$) if $x \leftrightarrow y$ in $\Lambda - \{e\}$ and according to Bernoulli($\frac{p}{p+q(1-p)}$) otherwise. The random mapping representation of this dynamics views the updates as a sequence $(J_i, U_i, T_i)_{i \geq 1}$, in which $T_1 < T_2 < \ldots$ are the update times, the $J_i$’s are i.i.d. uniform edges (the updated locations), and the $U_i$’s are i.i.d. uniform on $[0,1]$: at time $T_i$, writing $J_i = xy$, the dynamics replaces the value of $\omega(J_i)$ by $\mathbf{1}\{U_i \leq p\}$ if $x \leftrightarrow y$ in $\Lambda - \{J_i\}$ and by $\mathbf{1}\{U_i \leq \frac{p}{p+q(1-p)}\}$ otherwise.

Monotonicity and censoring inequalities. The heat-bath Glauber dynamics for the FK model at $q \geq 1$ is monotone: for every two FK configurations $\omega_1 \geq \omega_2$ and every $t \geq 0$,
\[
H_t(\omega_1, \cdot) \geq H_t(\omega_2, \cdot).
\]

The grand coupling for Glauber dynamics is a coupling of the chains from all initial configurations on $\Lambda$: one appeals to the random mapping representation of Glauber dynamics described above, using the same update sequence $(J_i, U_i, T_i)_{i \geq 1}$ for each one of these chains. For $q \geq 1$, the monotonicity of the dynamics guarantees that this coupling preserves the partial ordering of the configurations at all times $t \geq 0$.

In particular, under the grand coupling, the value of an edge $e$ in Glauber dynamics at time $t$ from an arbitrary initial state $\omega_0$, is sandwiched between the corresponding

\(^2\)For a discrete-time chain, $\text{gap} = \min_i (1 - |\lambda_i|)$ where the $\lambda_i$’s are the nontrivial eigenvalues of the transition kernel; in our applications, $\text{gap}_* = \text{gap}$.
values from the free and wired initial states; thus, by a union bound over all edges,
\[ d_{TV}(t) \leq |E(\Lambda)| \| H_t(1, \cdot) - H_t(0, \cdot) \|_{TV} \]
(see this well-known inequality, e.g., in [41, Eq. (2.10)]), and consequently,
\[ \tilde{d}_{TV}(t) \leq 2|E(\Lambda)| \| H_t(1, \cdot) - H_t(0, \cdot) \|_{TV} . \tag{2.3} \]

The Peres–Winkler censoring inequalities [43] for monotone spin systems allow one to “guide” the dynamics to equilibrium by restricting the updates to prescribed parts of the underlying graph, thus supporting an appropriate multi-scale analysis, the key being that censoring all other updates can only slow down mixing (this next flavor of the inequality follows from the same proof of [43, Theorem 1.1]; see [41, Theorem 2.5]).

**Theorem 2.6** ([43]). Let \( \mu_T \) be the law of continuous-time Glauber dynamics at time \( T \) of a monotone spin system on \( \Lambda \) with stationary distribution \( \pi \), whose initial distribution \( \mu_0 \) is such that \( \mu/\pi \) is increasing. Set \( 0 = t_0 < t_1 < \ldots < t_k = T \) for some \( k \), let \( (\Lambda_i)_{i=1}^k \) be subsets of the sites \( \Lambda \), and let \( \tilde{\mu}_T \) be the law at time \( T \) of the censored dynamics, started at \( \mu_0 \), where only updates within \( \Lambda_i \) are kept in the time interval \([t_{i-1}, t_i]\). Then \( \| \mu_T - \pi \|_{TV} \leq \| \tilde{\mu}_T - \pi \|_{TV} \) and \( \mu_T \leq \tilde{\mu}_T \); moreover, \( \mu_T/\pi \) and \( \tilde{\mu}_T/\pi \) are both increasing.

**Cluster dynamics.** Swendsen–Wang dynamics for the \( q \)-state Potts model on \( G = (V, E) \) at inverse-temperature \( \beta \) is the following discrete-time reversible Markov chain. From a spin configuration \( \sigma \in \Omega_p \) on \( G \), generate a new state \( \sigma' \in \Omega_p \) as follows.

1. Introduce auxiliary random cluster edge variables and set \( e = xy \in E \) to be open with probability 0 if \( \sigma_x \neq \sigma_y \) and probability \( 1 - e^{-\beta} \) if \( \sigma_x = \sigma_y \).
2. For every connected vertex set of the resulting edge configuration, reassign the cluster, collectively, an i.i.d. color in \([q]\), to obtain the new configuration \( \sigma' \).

Chayes–Machta dynamics for the FK model on \( G = (V, E) \) with parameters \((p, q)\), for \( q \geq 1 \) and \( 0 < p < 1 \), is the following analogous discrete-time reversible Markov chain: From an FK configuration \( \omega \in \Omega_{rc} \) on \( G \), generate a new state \( \omega' \in \Omega_{rc} \) as follows.

1. Assign each cluster \( C \) of \( \omega \) an auxiliary i.i.d. variable \( X_a \sim \text{Bernoulli}(1/q) \).
2. Resample every \( e = xy \) such that \( x \) and \( y \) belong to clusters with \( X_e = 1 \) via i.i.d. random variables \( X_e \sim \text{Bernoulli}(p) \), to obtain the new configuration \( \omega' \).

In the presence of boundary conditions, Step (2) of the Swendsen–Wang dynamics does not reassign the color of any cluster that is incident to a vertex whose color is dictated by the boundary conditions, and analogously, Step (2) of the Chayes–Machta dynamics does not resample an edge whose value is dictated by the boundary conditions.

Variants of Chayes–Machta dynamics with \( 1 \leq k \leq \lfloor q \rfloor \) “active colors” have also been studied, with numerical evidence for \( k = \lfloor q \rfloor \) being the most efficient choice; see [21].

**Spectral gap comparisons.** The following comparison inequalities between the above Markov chains are due to Ullrich (see [48, Thm. 1], [49, Thm 4.8 and Lem. 2.7]).

**Theorem 2.7** ([48,49]). Let \( q \geq 2 \) be integer. Let \( \text{gap}_p \) and \( \text{gap}_{rc} \) be the spectral gaps of Glauber dynamics for the Potts and FK models, respectively, on a graph \( G = (V, E) \)
with maximum degree $\Delta$ and no boundary conditions, and let $\text{gap}_{\text{sw}}$ be the spectral gap of Swendsen–Wang. Then we have
\[
\text{gap}_p \leq 2q^2(qe^{2\beta})^{4\Delta} \text{gap}_{\text{sw}},
\]
(2.4)
and
\[
(1 - p + p/q)\text{gap}_{\text{rc}} \leq \text{gap}_{\text{sw}} \leq 8\text{gap}_{\text{rc}} |E| \log |E|.
\]
(2.5)
The proof of (2.5) further extends to all real $q > 1$, whence
\[
\text{gap}_{\text{rc}} \lesssim \text{gap}_{\text{cm}} \lesssim \text{gap}_{\text{rc}} |E| \log |E|,
\]
(2.6)
as was observed (and further generalized) by Blanca and Sinclair [4, §5], where $\text{gap}_{\text{cm}}$ is the spectral gap of Chayes–Machta dynamics. In particular, because the estimates of Theorem 2.7 hold for general graphs $G$ and are formulated in the absence of boundary conditions, they hold immediately for $\Lambda$ with periodic or free boundary conditions.

Remark 2.8. In the presence of Potts (FK) boundary conditions, one can define a new graph $G'$ where all boundary vertices of the same color (in the same FK boundary cluster) are identified. However, the constant in (2.4) is exponential in the maximum degree; this can be improved to exponential in the maximum degree of all but one vertex (see [48, Theorem 1]). Thus, Eq. (2.4) holds also in the presence of boundary conditions through which at most one given subset of vertices are wired, or, by spin flip symmetry, assigned a fixed color in $[q]$. The estimates of (2.5) and (2.6) are uniform in $\Delta$ and therefore hold in the presence of general FK boundary conditions.

Block dynamics. A key ingredient in the proof of [35], as well as our proof of Theorem 1, is the block dynamics technique due to Martinelli (see [37, §3]) for bounding the spectral gap of the Glauber dynamics. Suppose $B_1,...,B_k$ are such that $B_1 - \partial B_1,...,B_k - \partial B_k$ covers $\Lambda$. Then the block dynamics is the corresponding Glauber dynamics that updates one block (instead of one site) at a time: each block is assigned a rate-1 Poisson clock; when the clock at $B_i$ rings, resample the configuration on $B_i - \partial B_i$ according to $\mu_{\sigma}$ where the boundary conditions $\sigma$ are given by the chain restricted to $\Lambda - (B_i - \partial B_i)$.

Theorem 2.9 ([37, Proposition 3.4]). Consider a continuous-time single-site Markov chain for the Potts model on $\Lambda$ with boundary condition $\zeta$, which is reversible w.r.t. the Gibbs distribution $\mu^\lambda_{\zeta}$. Let $\text{gap}^\lambda_{\zeta}$ and $\text{gap}^\zeta_{\text{B}}$ respectively be the spectral gaps of the single-site dynamics on $\Lambda$ and block dynamics corresponding to $B_1,...,B_k$ such that $B_1^0,...,B_k^0$ cover $\Lambda$. Then letting $\chi = \sup_{x \in \Lambda} \# \{i : B_i \ni x\}$, we obtain
\[
\text{gap}^\lambda_{\zeta} \geq \chi^{-1}\text{gap}^\zeta_{\text{B}} \inf_{i,\varphi} \text{gap}^\varphi_{B_i}.
\]
Canonical paths. The following well-known geometric approach (see [12, 13, 27, 45] as well as [32, Corollary 13.24]) serves as an effective method for obtaining an upper bound on the inverse gap of a Markov chain, and will be used in our proof of Theorem 3.

Theorem 2.10. Let $P$ be the transition kernel of a discrete-time Markov chain with stationary distribution $\pi$, and write $Q(x,y) = \pi(x)P(x,y)$ for every $x,y \in \Omega$. For each $(a,b) \in \Omega^2$, assign a path $\gamma(a,b) = (x_0 = a,...,x_n = b)$ such that $P(x_i,x_{i+1}) > 0$ for
all $i$, and write $|\gamma(a, b)| = n$, identifying $\gamma(a, b)$ with $\{(x_{i-1}, x_i) : i = 1, \ldots, n\}$. Then,
\[
\text{gap}^{-1} \leq \max_{x,y \in \Omega} \frac{1}{Q(x,y)} \sum_{a,b \in \Omega} |\gamma(a, b)| \pi(a) \pi(b). \tag{2.7}
\]

A very standard application of Theorem 2.10 (see e.g., [36] in the setting of the Ising model) proves upper bounds on mixing times of spin systems in terms of the cut-width of the underlying graph. We omit the proof and note that it follows for the Potts and FK models by making the natural modifications and observing that in the FK setting, the probability of any single edge-flip is at least some $c(p, q) > 0$.

**Lemma 2.11.** Consider the Glauber dynamics for the $q$-state Potts model at inverse temperature $\beta$ on a rectangle $Q = [0, n] \times [0, \ell]$ for $0 \leq \ell \leq n$, with arbitrary boundary conditions. There exists a constant $c(\beta, q) > 0$ such that
\[
\text{gap}^{-1} \lesssim e^{c\ell},
\]
and an analogous bound holds for the heat-bath dynamics on the FK model.

### 3. Mixing at a Continuous Phase Transition

This section contains the proof of Theorem 1 (as well as its analogs for boxes with non-periodic boundary conditions); recall from Theorem 2.7 that it suffices to prove the desired bounds for Glauber dynamics for the Potts model in order to obtain them for FK Glauber as well as Swendsen–Wang and Chayes–Machta dynamics. Consider $\Lambda = \Lambda_{n,n'} = [0, n] \times [0, n']$ for $n' = \lfloor \alpha n \rfloor$, where $\alpha \in [\bar{\alpha}, 1]$ for some fixed $0 < \bar{\alpha} \leq \frac{1}{2}$.

#### 3.1. Mixing under arbitrary boundary conditions

We first establish analogues of Eqs. (1.1)–(1.2) for Glauber dynamics for the Potts model with arbitrary boundary conditions, modulo an equilibrium estimate on crossing probabilities at $q = 4$ which we establish in §3.2. Whenever we refer to arbitrary or fixed boundary conditions we mean ones that include an assignment of a color, or free to each of the vertices of $\partial \Lambda$ (in contrast to periodic). The following is a general form of the approach of [35] to proving upper bounds on mixing times in the presence of RSW bounds; we stress that, while this proof does extend from the Ising model to the Potts model, in fact it fails to produce a polynomial upper bound for the critical FK model at noninteger $1 < q < 4$, despite the availability of the necessary (uniform) RSW estimates (cf. [22]).

**Theorem 3.1.** Suppose $q \geq 1$ and there exists a nonincreasing sequence $(a_n)$ such that
\[
\inf_{\xi} \pi_{\Lambda_{n/3, n}}^\xi \left( C_v(\Lambda_{n/3, n}) \right) \geq a_n. \tag{3.1}
\]
Then there exists some absolute constant $c > 0$ such that Glauber dynamics for the Potts model on $\Lambda = \Lambda_{n,n'}$ with arbitrary boundary conditions, $\zeta$, satisfies
\[
\text{gap}^{-1} \leq (ca_n)^{-2 \log_{3/2} n}.
\]

Combining the RSW bound of Theorem 2.2 with Theorem 3.1 establishes the analog of Eq. (1.1) for a rectangle with arbitrary (non-periodic) boundary conditions. At $q = 4$, we will later prove a polynomially decaying bound on crossing probabilities.
uniform in boundary conditions (see Theorem 3.4), through which Theorem 3.1 will yield the matching quasi-polynomial upper bound on mixing.

**Corollary 3.2.** There exist absolute constants $c_1, c_2 > 0$ such that Glauber dynamics for the critical 3-color Potts model on $\Lambda$ with arbitrary fixed boundary satisfies

$$\text{gap}^{-1} \lesssim n^{c_1},$$

whereas for the 4-state critical Potts model on $\Lambda$ with arbitrary boundary conditions,

$$\text{gap}^{-1} \lesssim n^{c_2 \log n}.$$  

From this corollary, Eqs. (1.1)–(1.2) of Theorem 1 follow by moving from the box to the torus exactly as done in [35, Theorem 4.4] (see also §3.3). For $q = \{2, 3, 4\}$, by Theorem 2.7, these imply the analogous upper bounds on the inverse gap of the Swendsen–Wang dynamics, as well as Glauber dynamics for the FK model.

**Proof of Theorem 3.1.** We use the block dynamics technique of Theorem 2.9 used in [35]. Define two sub-blocks of $\Lambda$, as follows:

$$B_w := [0, 2n^3] \times [0, n'], \quad B_e := \frac{2n^3}{3} \times [0, n'] .$$

Then let $\mathcal{B}$ denote the block dynamics on $\Lambda$ with sub-blocks $B_w, B_e$ as defined in §2.4. We bound $\text{gap}^\phi_{B_w}$ and $\text{gap}^\phi_{B_e}$ of Theorem 2.9 uniformly in $\zeta, \varphi$.

**Lemma 3.3.** For any two initial configurations $\sigma, \sigma'$ on $\Lambda$ with corresponding block dynamics chains $X_t$ and $Y_t$, there exists an absolute constant $c > 0$ such that, if $(a_n)$ is a sequence satisfying (3.1), there is a grand coupling, such that $P(X_1 \neq Y_1) \leq 1 - c a_n$. Moreover, there exists some $c' > 0$ such that $\text{gap}^\zeta_{B_w} \geq c' a_n$ uniformly in $\zeta$.

**Proof.** We construct explicitly a grand coupling that allows us to couple the two configurations with the above probability. First recall that the Potts boundary condition $\zeta$ on $\Lambda$ corresponds to an FK boundary condition $\xi$ where two boundary vertices are in the same cluster if and only if they have the same color, along with the decreasing event $E_\zeta = \{ \omega : \forall x, y \in \partial \Lambda, \zeta(x) \neq \zeta(y) \implies x \leftarrow y \rightarrow y \}$. Via the Edwards–Sokal coupling, we move from the Potts model with boundary $\zeta$ to the corresponding FK model with boundary $\xi$ conditional on the event $E_\zeta$.

Suppose the clock at block $B_w$ rings first. The two initial configurations $\sigma, \sigma'$ induce two Potts boundaries $\eta, \eta'$ corresponding to FK boundaries $\psi, \psi'$ on $\partial_k B_w$ along with the events $E_{\eta, \zeta}$ and $E_{\eta', \zeta}$; $(\eta, \zeta)$ is the boundary condition on $B_1$ with $\eta$ on $\partial_k B_1$ and $\zeta|_{\partial B_n}$ on the rest of $\partial B_w$. Here and throughout the rest of the paper, when discussing boundary conditions, we use the restriction to a line to denote the boundary condition induced on that line by the configuration we have revealed.

We seek to couple the two initial configurations on all of $\Lambda$ by first coupling them on $\Lambda - B_w$. For each initial configuration, the block dynamics samples a Potts configuration on $B_w$ by sampling an FK configuration from $\pi_{B_w}^{\psi, \xi}(\cdot | E_{\eta, \zeta})$, $\pi_{B_w}^{\psi', \xi}(\cdot | E_{\eta', \zeta})$.

Via the grand coupling defined in §2.4 of all boundary conditions on $\partial_k B_w$, we reveal the open component of $\partial_k B_w$ in order to condition on the right-most dual vertical crossing of $\Lambda - B_w$. Note that all FK measures we consider are stochastically dominated by $\pi_{B_n}^{1, \xi}$ (by monotonicity in boundary conditions and since $E_{\eta, \zeta}$ is a decreasing event).
Then if a sample from $\pi_{B_w}^{1,\xi}$ has a dual vertical crossing in $B_w \cap B_e$, under the grand coupling, so will all the samples of $\pi_{B_w}^{\psi,\xi}(\cdot | \mathcal{E}_{\eta,\zeta})$.

Under the event $\mathcal{E}_{\eta,\zeta}$, by construction it is impossible to add boundary connections by modifying the interior of $B_w$ (either such connections would be between monochromatic sites in which case they are already in the same cluster, or otherwise such connections are impossible under $\mathcal{E}_{\eta,\zeta}$). Thus, if there is such a dual vertical crossing under $\pi_{B_w}^{1,\xi}$, the event $\mathcal{E}_{\eta,\zeta}$ ensures that to the west of that crossing, all realizations of $\pi_{B_w}^{\psi,\xi}$ see the same boundary conditions. By the domain Markov property, the grand coupling then couples all such realizations west of the right-most dual-crossing of $\partial B_w$ but because the $\partial B_e B_w$ boundary clusters cannot extend past the dual vertical crossing, the two Potts configurations can be coupled west of the dual vertical crossing.

Suppose the clock at block $B_e$ rings next. If we have successfully coupled $X_t$ and $Y_t$ in $\Lambda - B_e^o$, then the identity coupling couples the configurations on all of $\Lambda$. But note that by the assumption of Theorem 3.1, and the fact that $n' \leq n$,

$$\pi_{B_w}^1 \left(C_v^*(\left[\frac{n}{3}, \frac{2n'}{3}\right] \times [0, n'])\right) \geq a_n.$$  

Moreover, by time $t = 1$, there is a probability $c > 0$ that the dynamics rang the clock of $B_w$ and then the clock of $B_e$ in which case we have coupled the two configurations with probability $a_n$ at time $t = 1$. By the submultiplicativity of $\bar{d}(t)$, for all $t > 0$,

$$\mathbb{P}(X_t \neq Y_t) \leq (1 - c a_n)^t,$$

which implies that there exists a new constant $c > 0$ such that $t_{\text{mix}} \leq c/a_n$ and

$$(\log \frac{1}{2c}) \left(\text{gap}_{B_e}^\zeta\right)^{-1} \leq t_{\text{mix}}(\varepsilon) \leq c/a_n.$$  

In particular there exists $c' > 0$ such that $(\text{gap}_{B_e}^\zeta)^{-1} \leq c'/a_n$.  

By Theorem 2.9 there exists $c > 0$ such that we get the following relation between the gap of Glauber dynamics on $\Lambda$ and Glauber dynamics on the blocks $B_i$, $i \in \{E, W\}$:

$$(\text{gap}_\Lambda^\zeta)^{-1} \leq (c a_n)^{-1} \max_i \max_i (\text{gap}_{B_i}^\sigma)^{-1}.$$  

However, each $B_i$ is a rectangle $\Lambda_{2n/3, n'}$ with arbitrary boundary conditions and one can check by hand that for $\alpha \in [\bar{\alpha}, 1]$, it also has, up to rotation, aspect ratio $\alpha_i \in [\bar{\alpha}, 1]$.

It follows that $\max_i \max_i (\text{gap}_{B_i}^\sigma)^{-1}$ satisfies the same relation as $(\text{gap}_\Lambda^\zeta)^{-1}$. Recursing $2 \log_{3/2} n$ times yields the desired bound on $(\text{gap}_\Lambda^\zeta)^{-1}$ for any $\zeta$.

3.2. Crossing probabilities at $q = 4$. Recall that, for $1 \leq q < 4$, the probability of a horizontal crossing of a rectangle with arbitrary boundary conditions is uniformly bounded away from 0 (Theorem 2.2), whereas at $q = 4$, under free boundary conditions, it is expected that the probability of such a crossing of $\Lambda$ in fact decays to 0 as $n \to \infty$. We lower bound this crossing probability under general boundary conditions.
**Theorem 3.4.** Let $q = 4$ and consider the critical FK model on $\Lambda = \Lambda_{n,n'}$, where $n' = \lfloor \alpha n \rfloor$ for a fixed aspect ratio $0 < \alpha \leq 1$, with arbitrary boundary conditions $\xi$. Then there exist some $c(\alpha), \gamma(\alpha) > 0$ (independent of $\xi$) such that

$$\pi_\xi^\Lambda (C_h(\Lambda)) > cn^{-\gamma}.$$  

**Proof.** By monotonicity in boundary conditions, it suffices to prove the above for free boundary conditions (the case $\xi = 0$). Fix $\delta > 0$ and let $R = [0, n] \times [(1/2 - \delta)n', (1/2 + \delta)n']$. We will show the stronger result that there exist some $\gamma(\alpha), \gamma'(\alpha) > 0$ such that,

$$n^{-\gamma} \lesssim \pi_\Lambda^0 \left( (0, n'/2) \leftrightarrow_R (n, n'/2) \right) \lesssim n^{-\gamma'}.$$  

(3.2)

The upper bound in (3.2) is a consequence of the polynomial decay of correlations in Theorem 2.5, and it remains to establish the lower bound. Observe that for every $e,$

$$\inf_{\omega' \in \{0,1\}^{E(\Lambda)-(e)}} \pi_\Lambda^\omega (e \in \omega) = \frac{p_c}{p_c + q(1 - p_c)} = \frac{1}{1 + \sqrt{q}},$$

thus, we can force all the edges of $R_0 = [0, 2 \log n] \times \{n'/2\}$ to be open with probability at least $(1 + \sqrt{q})^{-2 \log n} = n^{-2\beta_c}$, where we recall that $\beta_c = \log(1 + \sqrt{q})$.

We boost this to a horizontal crossing of length $\delta n/2$ from the boundary by stitching together horizontal and vertical crossings and applying the FKG inequality (see Fig. 4). Fix $\varepsilon > 0$ sufficiently small (e.g., a choice of $\varepsilon = \delta/10$ would suffice), and consider

$$R_{2k-1} = \left[ (2^k - 1) \log n, (3 \cdot 2^{k-1} - 1) \log n \right] \times \left[ \frac{n'}{2}, \frac{n'}{2} + 2^{k+1} \alpha \log n \right],$$

$$R_{2k} = \left[ (2^k - 1) \log n, (3 \cdot 2^{k-1} - 1) \log n \right] \times \left[ \frac{n'}{2}, \frac{n'}{2} + 2^{k+1} \alpha \log n \right]$$

for $k = 1, \ldots, K$, where $K = \lfloor \log_2 \left( \frac{en'}{\log n} \right) \rfloor$.

Moreover, take $\tilde{R}_{2k-1}$ and $\tilde{R}_{2k}$ to be the concentric $\frac{3}{\varepsilon}$-dilations of $R_{2k-1}$ and $R_{2k}$, respectively. By construction, each $\tilde{R}_{2K-1}$ and $\tilde{R}_{2K}$ has width at most $2\varepsilon n$ and height at most $2\varepsilon n'$, hence their respective dilations $\tilde{R}_{2K-1}$ and $\tilde{R}_{2K}$ are both contained in $R$.

**Figure 4.** The first four steps of the stitching technique of Theorem 3.4. Repeating $\log \varepsilon n$ times creates a macroscopic horizontal open crossing.
As a consequence of $\tilde{R}_t \subset A$ the free boundary conditions on $\tilde{R}_t$ are dominated by the measure over boundary conditions induced by $\pi^0_A$. Thus, there exists some $p_1(\alpha), p_2(\alpha) > 0$ given by Theorem 2.3 such that

$$\pi^0_A(C_o(R_{2k-1})) \geq \pi^0_{\tilde{R}_1}(C_o(R_{2k-1})) \geq p_1,$$

and likewise

$$\pi^0_A(C_h(R_{2k})) \geq p_2.$$

(Notice the aspect ratios of $\tilde{R}_{2k-1}$ are the same for all $k$, and similarly for $\tilde{R}_{2k}$.) Further, for every $k$, these events are increasing; thus by the FKG inequality,

$$\pi^0_A(C_o(R_{2k-1}) \cap C_h(R_{2k})) \geq p_1 p_2.$$ 

At the final scale $K$, the width of $R_{2K}$ is $(2 - o(1))\varepsilon n$ and its height is $(2 - o(1))\varepsilon n'$, so

$$\left(\{\omega|_{R_0} = 1\} \cap \bigcap_{k=1}^{K} (C_o(R_{2k-1}) \cap C_h(R_{2k})) \right) \subset (0, \frac{n'}{2}) \xrightarrow{R} \{2\varepsilon n\} \times \left[\frac{1}{2}n', (\frac{1}{2} + 2\varepsilon)n'\right]$$

for any sufficiently large $n$. By repeated application of the FKG inequality,

$$\pi^0_A((0, \frac{n'}{2}) \xrightarrow{R} \{2\varepsilon n\} \times \left[\frac{1}{2}n', (\frac{1}{2} + 2\varepsilon)n'\right]) \geq n^{-2\beta\varepsilon(p_1 p_2)^K} = n^{-\gamma} \quad (3.3)$$

for some $\gamma > 0$. By symmetry, the exact same argument shows that

$$\pi^0_A((n, \frac{n'}{2}) \xrightarrow{R} \{(1-2\varepsilon)n\} \times \left[\frac{1}{2}n', (\frac{1}{2} + 2\varepsilon)n'\right]) \geq n^{-\gamma}. \quad (3.4)$$

In order to complete the desired horizontal crossing, we require an open path connecting the left and right crossings, via an open circuit in the annulus $A_1$ given by

$$A_1 = [0,n] \times \left[\left(\frac{1}{2} - \delta\right)n', (\frac{1}{2} + \delta)n'\right] - [\varepsilon n, (1 - \varepsilon)n] \times \left[\left(\frac{1}{2} - 3\varepsilon\right)n', (\frac{1}{2} + 3\varepsilon)n'\right].$$

By Theorem 2.4, there is an absolute constant $p_3(\alpha) > 0$ such that $\pi^0_{A_1}(C_o(A_1)) \geq p_3$. Since the induced boundary conditions on $\partial A_1$ by $\pi^0_A$ stochastically dominate free boundary conditions on $\partial A_1$, it follows that $\pi^0_{A_1}(C_o(A_1)) \geq p_3$. Finally, the event $C_o(A_1)$ is increasing, and its intersection with the two horizontal crossing events from (3.3) and (3.4) is a subset of the event $\{(0, n') \xrightarrow{R} (n, n')\}$. Thus, by FKG, the latter has probability at least $p_3 n^{-2\gamma}$, establishing (3.2), as desired. 

3.3. Periodic boundary conditions. We now complete the proof of Theorem 1.

Proof of Theorem 1. The proof to go from arbitrary boundary conditions to the torus is the same as the proof of Theorem 4.4 of [35] which used block dynamics twice to first reduce mixing on the torus $(\mathbb{Z}/n\mathbb{Z})^2$ to a cylinder $(\mathbb{Z}/n\mathbb{Z}) \times [0,n']$, and then that cylinder to a rectangle with fixed boundary conditions, on which Corollary 3.2 gives the desired polynomial (quasi-polynomial) mixing time bound. We only observe that the proof goes through after replacing the RSW bounds there by the estimate in Theorem 3.4, and conditioning on the event $\mathcal{E}_\zeta$ as before.
3.4. Polynomial lower bounds. In order to provide as complete a picture as possible, we also extend the polynomial lower bound of [35] to the Glauber dynamics for the $q = 3, 4$ Potts models, showing that indeed they undergo a critical slowdown. We do not have access to precise arm exponents as exist for $q = 2$, but we adapt a standard argument for obtaining the Bernoulli percolation two-arm exponent, to lower bound the Potts one-arm exponent and prove a polynomial lower bound on $\text{gap}^{-1}$.

**Lemma 3.5.** Fix an $\epsilon > 0$ and consider the critical FK model for $q \in (1, 4]$ on $R = [-n, n]^2$; there exists $c(q) > 0$ such that

$$\pi^0_R(0 \leftrightarrow \partial([-n/2, n/2]^2)) \geq cn^{-\frac{1}{2}},$$

and thus, there exists $c'(\epsilon, q) > 0$ such that for every $x, y \in [-1 - \epsilon)n, (1 - \epsilon)n]^2$,

$$\pi^0_R(x \leftrightarrow y) \geq c'(\|x - y\|^{-1}).$$

**Proof.** Let $L = [-\frac{n}{2}, \frac{n}{2}] \times \{0\}$, for every $x \in L$, set $R_x = x + [-\frac{n}{2}, \frac{n}{2}]^2$, and let $R_x^+$ be the top half of $R_x$. Also let $B = [-\frac{3n}{4}, n/4]^2$ and define the event

$$\Gamma_x = \{x \leftrightarrow \partial B R_x \text{ in } R_x^+\} \cap \{x + (\frac{1}{2}, 0) \leftrightarrow \partial B R_x \text{ in } R_x^+\}.$$

Consider the event $\Gamma$ that there exists a site $x \in L$ such that $\Gamma_x$ holds. We begin by proving that $\pi^1_B(\Gamma) \geq c$ for some $c > 0$ independent of $n$. By using Theorem 2.2–2.3 and stochastic domination twice, we see that there exists $c(q) > 0$ such that

$$\pi^1_B(C_v([-\frac{n}{8}, -\frac{n}{10}] \times [0, \frac{n}{2}]) \cap C'_v([\frac{n}{10}, \frac{n}{8}] \times [0, \frac{n}{2}])) \geq c.$$

But one can observe that the above event implies that the right-most point on $L$ that is part of the cluster of the vertical open crossing in $R_0^+$ satisfies $\Gamma_x$, so $\pi^1_B(\Gamma) \geq c$. At the same time, we have by a union bound that

$$\pi^1_B(\Gamma) \leq \sum_{x \in L} \pi^1_B(\Gamma_x) \leq (n/4) \max_{x \in L} \pi^1_B(\Gamma_x) \quad \text{so that}$$

$$\max_{x \in L} \pi^1_B(\Gamma_x) \geq 4cn^{-1}.$$

The maximum on the left-hand side is attained by some deterministic $x \in L$ which we set to be $j$, for which we have, by the FKG inequality and self-duality, that

$$\pi^1_B(\Gamma_j) \leq \pi^1_B\left(j \leftrightarrow \partial B R_j \text{ in } R_j^+\right) \pi^1_B\left(j + (\frac{1}{2}, 0) \leftrightarrow \partial B R_j \text{ in } R_j^+\right)$$

$$= \pi^1_B\left(j \leftrightarrow \partial B R_j\right) \pi^0_B\left(j \leftrightarrow \partial B R_j\right).$$

By the RSW estimate, Theorem 2.4, we see that $\pi^0_B(C_v(B - \bigcup_{j \in L} R_j)) \geq \epsilon$ for some $\epsilon(q) > 0$, and therefore by monotonicity in boundary conditions,

$$\pi^0_B\left(j \leftrightarrow \partial B R_j\right) \geq \epsilon \pi^1_B\left(j \leftrightarrow \partial B R_j\right).$$

Plugging this in to (3.7) implies that $\pi^1_B\left(j \leftrightarrow \partial B R_j\right) \geq 2\sqrt{\frac{\epsilon}{n}}$. In order to complete the proof of (3.5), we translate by $-j$ to see that $\pi^0_B\left(0 \leftrightarrow \partial([-\frac{n}{2}, \frac{n}{2}]^2) \geq c' n^{-\frac{1}{2}}$ for some $c'(q) > 0$. Since $j \in L$, $B - j \subset R$ and by monotonicity, we deduce (3.5).
Going from (3.5) to (3.6) is a standard exercise in using RSW estimates (Theorems 2.2–2.3) and the stitching arguments used in the proof of Theorem 3.4: since both $x,y$ are macroscopically far from $\partial R$, we can use (3.5) to connect each of them to some distance $O(||x-y||)$ away, and stitch open crossings to connect these two together via the FKG inequality and Theorems 2.2–2.3, yielding the desired. 

**Theorem 3.6.** Let $q = 3,4$ and consider the critical Potts model on $\Lambda = [0,n]^2$ with boundary conditions $\eta$. The continuous-time Glauber dynamics has $\text{gap}^{-1} \geq cn$ for some $c(q) > 0$, and the same holds on $(\mathbb{Z}/n\mathbb{Z})^2$.

**Proof.** Now that we have a bound on connection probabilities macroscopically away from boundaries, we modify the lower bound of [35] to our setting. Fix any boundary condition $\eta$ (if we are considering the torus, reveal $\sigma|_{\partial\Lambda}$ and fix that to be your boundary condition $\eta$). Let $\Lambda_1 = [\frac{n}{4},\frac{3n}{4}]^2$ and $\Lambda_2 = [\frac{3n}{4},\frac{5n}{4}]^2$. Recall the variational form of the spectral gap, Eq. (2.2), and consider the test function $f(\sigma) = \sum_{x \in \Lambda_2} 1\{\sigma(x) = q\}$. Since $f$ is 1-Lipschitz, $\mathcal{E}(f,f)$ is easily seen to be $O(n^2)$. We now lower bound $\text{Var}_\mu(f)$.

To do so, we move to the FK representation of the Potts model on $\Lambda$ via the Edwards–Sokal coupling. By Theorem 2.4, we see by the FKG inequality,

$$\pi^\xi_\Lambda(C^*_\sigma(\Lambda - \Lambda_1) \mid \mathcal{E}_\eta) \geq \pi^1_\Lambda(C^*_\sigma(\Lambda - \Lambda_1)) \geq c_1$$

for some $c_1(q) > 0$. By the law of total variance and the above, we see that

$$\text{Var}_\mu(f) \geq \mathbb{E}[\text{Var}(f \mid \omega_{\Lambda_1\Lambda_2})1\{C^*_\sigma(\Lambda - \Lambda_1)\}] \geq c_1 \text{Var}(f \mid \omega_{\Lambda_1\Lambda_2}, \partial\Lambda_1 \leftrightarrow \partial\Lambda) \text{Var}(f \mid \omega_{\Lambda_1\Lambda_2}, \partial\Lambda_1 \leftrightarrow \partial\Lambda).$$

But given that $\partial\Lambda_1 \leftrightarrow \partial\Lambda$, the probability of $\sigma(x) = q$ for $x \in \Lambda_2$ is $1/q$; in particular, by the Edwards–Sokal coupling and FKG, we can expand the above as

$$\text{Var}(f \mid \omega_{\Lambda_1\Lambda_2}, \partial\Lambda_1 \leftrightarrow \partial\Lambda) \geq q^{-1} \sum_{x,y \in \Lambda_2} \pi^\xi_\Lambda(x \leftrightarrow y \mid \omega_{\Lambda_1\Lambda_2}, \partial\Lambda_1 \leftrightarrow \partial\Lambda) \geq q^{-1} \sum_{x,y \in \Lambda_2} \pi^0_{\Lambda_1}(x \leftrightarrow y) \geq c_2 n^3$$

for some $c_2(q) > 0$, where the last inequality follows from Eq. (3.6) of Lemma 3.5. 

4. **Slow mixing at a discontinuous phase transition**

At a discontinuous phase transition, the dynamical behavior of the Potts model is expected to exhibit an exponential critical slowdown on the torus but otherwise depend on the choice of boundary conditions. We demonstrate this in the following sections.

4.1. **Exponential lower bound on the torus.** We will establish Theorem 2, showing that $\text{gap}^{-1} \geq \exp(cn)$ in the presence of multiple Gibbs measures at $p_c$ if the boundary conditions are periodic. Consider $\Lambda = \Lambda_{n,n'}$ with $n' = \lfloor \alpha n \rfloor$ for a fixed aspect ratio $0 < \alpha \leq 1$ and periodic boundary conditions. It suffices to prove the result in the case of Glauber dynamics for the FK model, which, thanks to Theorem 2.7 (in particular, Eqs. (2.4)–(2.5) and (2.6)), implies all other cases of the theorem. Moreover, it suffices
to prove the result in the discrete time setting, since any $O(n^2)$ cost of moving to continuous time can be absorbed in the exponential lower bound.

**Proof idea.** For $q > 4$, to obtain an exponential lower bound when there is a discontinuous phase transition, we establish a bottleneck in the state space consisting of vertical and horizontal crossings, each forming a loop around the torus. The basic idea is that a combination of a horizontal loop and a vertical loop in the torus can be translated to form a macroscopic wired circuit. Escaping such configurations via a pivotal edge would require a macroscopic dual-crossing inside the circuit, an event with an exponentially small probability (see Theorem 2.1). Unfortunately, conditioning on the locations of these two loops includes negative information about the interior of the circuit and prevents us from appealing to the decay of correlations estimates. If we instead considered two pairs of horizontal and vertical loops: one could expose the required wired circuit with no information on its interior. However, a subtler problem then arises, where after exposing one pair of loops (say the vertical ones), revealing the second (horizontal) pair might leave the potentially pivotal edge outside of the formed wired circuit, preventing us from estimating the probability of it being pivotal. It turns out that using three pairs of horizontal and vertical loops supports a suitable way of exposing a wired circuit such that the potential edge is pivotal only if it supports a macroscopic dual-crossing within that circuit, thus leading to the desired lower bound.

**Proof of Theorem 2.** A standard technique for proving lower bounds on mixing times is constructing a set $S \subset \Omega$ that is a bottleneck for the Markov chain dynamics. For a chain with transition kernel $P(x, y)$ and stationary distribution $\pi$, let the edge measure between $A, B \subset \Omega$ be

$$Q(A, B) = \sum_{\omega \in A} \pi(\omega) \sum_{\omega' \in B} P(\omega, \omega'),$$

(see, e.g., [32, Chapter 7]). Then the conductance/Cheeger constant of $\Omega$ is

$$\Phi = \max_{S \subset \Omega} \frac{Q(S, S^c)}{\pi(S)\pi(S^c)}.$$  \hfill (4.1)

and the following relation between $\Phi$ and the spectral gap of the chain [32] holds:

$$2\Phi \geq \text{gap} \geq \Phi^2/2. \hfill (4.2)$$

By the dual version of Theorem 2.1, there exists some $c(q) > 0$ such that

$$\pi_{\mathbb{Z}^2}^1 \left((0, 0) \leftrightarrow \partial [ -n, n]^2 \right) \leq e^{-cn}. \hfill (4.3)$$

Using (4.3), we will establish a bottleneck set $S$ for the random cluster model on $\Lambda$ with periodic boundary conditions. Define the bottleneck event

$$S = \bigcap_{i=1, 2, 3} S^i_v \cap S^i_h$$
where the constituent events are defined as follows for \( i = 1, 2, 3 \):

\[
S^i_v := \ \{ \omega : \exists x \text{ such that } (x, 0) \leftrightarrow (x, n') \text{ in } \left[ \frac{(i-1)n}{3}, \frac{in}{3} \right] \times [0, n'] \},
\]

\[
S^i_h := \ \{ \omega : \exists y \text{ such that } (0, y) \leftrightarrow (n, y) \text{ in } \left[ \frac{(i-1)n'}{3}, \frac{in'}{3} \right] \times [0, n'] \}.
\]

The crossings in the above events are all loops on the torus of homology class \((1, 0)\) and \((0, 1)\). We aim to get an exponentially decaying upper bound on \( p^\Lambda_\alpha(\partial S \mid S) \) (the superscript \( p \) denotes periodic boundary conditions on \( \Lambda \)), where the boundary subset \( \partial S = \{ \omega \in S : P(\omega, S^c) > 0 \} \) is the event that there exists an edge \( e \) that is pivotal to \( S \). Specifically,

\[
\partial S = \{ \omega \in S : \omega - \{e\} \notin S \text{ for some } e \in \omega \},
\]

in which configurations \( \omega \) are identified with their edge-sets. The bound \( P(S, S^c) \leq 1 \) implies \( Q(S, S^c)/h^\Lambda_\alpha(S) \leq \pi^\Lambda_\alpha(\partial S \mid S) \). We now control \( \pi^\Lambda_\alpha(S) \) to express the conductance in terms of \( \pi^\Lambda_\alpha(\partial S \mid S) \).

Via the symmetry of periodic FK boundary conditions, RSW estimates on the torus \((\mathbb{Z}/n\mathbb{Z}) \times (\mathbb{Z}/\alpha n\mathbb{Z})\) were proved in [3] for all \( q \geq 1 \) at \( p_\alpha(q) \). By [3, Theorem 5], therefore, there exists some \( \rho(\alpha, q) > 0 \) such that

\[
\frac{Q(S, S^c)}{\pi^\Lambda_\alpha(S) \pi^\Lambda_\alpha(S^c)} \leq \frac{Q(S, S^c)}{\pi^\Lambda_\alpha(S) \rho} \leq \rho^{-1} \pi^\Lambda_\alpha(\partial S \mid S).
\]

Combining this with Eqs. (4.2) and (4.4), it suffices to prove that there exist constants \( c_1 = c_1(\alpha, q) > 0 \) and \( c_2 = c_2(\alpha, q) > 0 \) such that

\[
\pi^\Lambda_\alpha(\partial S \mid S) \leq c_1 e^{-c_2 n}, \tag{4.4}
\]

to obtain the desired bound on the inverse spectral gap. A union bound implies

\[
\pi^\Lambda_\alpha(\partial S \mid S) \leq \sum_e \pi^\Lambda_\alpha(\omega - \{e\} \notin S \mid \omega \in S),
\]

where the sum is over all edges. We also union bound over whether \( e \) is pivotal to \( S^i_v \) or \( S^i_h \) for \( i = 1, 2, 3 \) (see Fig. 5 for an illustration of a configuration in \( S \)).

Without loss of generality, examine the probability that \( e \) is pivotal to \( S^i_v \). The other cases can be treated analogously. Fix an edge \( e \) in \([0, \frac{n'}{3}] \times [0, n']\) and consider its horizontal coordinate (in Fig. 5, \( e \) is the edge of intersection of the purple and red paths): the edge \( e \) is either closer to the left side, or closer to the right side of the vertical strip and is either in the top, middle, or bottom third of the vertical strip (if there is ambiguity in these choices, choose arbitrarily).

Now move to a translate of \( \Lambda \) on the universal cover of the torus, which we call \( \Lambda' = \Lambda'_{n,n'} \). Choose a translate such that:

1. The horizontal third of \( \Lambda \) that contained \( e \), is now the middle horizontal third of \( \Lambda' \).
2. If \( e \) was closer to the left of its vertical strip than the right, that strip is the left vertical third of \( \Lambda' \). Otherwise, that strip is the right vertical third of \( \Lambda' \).

Because we work with periodic boundary conditions, \( \pi^\Lambda_\alpha = \pi^{\Lambda'}_\alpha \). Begin by exposing all the edges of \( \partial \Lambda' \) so as to fix a boundary condition and move from a torus to a rectangle with some fixed boundary condition.
Figure 5. The lower bound construction: the box $\Lambda'$ is equipartitioned into three vertical and three horizontal strips. The purple crossings form an outermost open circuit $C$. A boundary configuration $\omega \in \partial S$ contains a macroscopic dual-crossing like the red path extending from the pivotal edge $e$ to the boundary of the vertical strip.

Then expose the outermost circuit $C$ in $\Lambda'$ as follows. First expose the left-most vertical crossing of $\Lambda'$ by revealing the dual component of $\partial_v \Lambda'$: by construction, its adjacent primal edges will form the left-most vertical crossing of $\Lambda'$ and we will not have revealed any edges to its right. Repeating this procedure on the N, E, S sides reveals the outermost circuit $C$ without exposing any of its interior edges (see Fig. 5 where the shaded region consists of the edges we reveal).

If $e$ is not an open edge in one of the vertical crossings we have exposed, then certainly $e$ is not pivotal to the event $S$. So suppose $e$ is an open edge in a vertical loop and—by construction—also an open edge in $C$. Denote by $C^o$ the set of edges that have not yet been exposed, i.e., all edges interior to $C$.

It is a necessary condition for $e$ to be pivotal to $S$ that there exists a dual path from an interior dual-neighbor of $e$ to the inner (to $C$) vertical boundary of the vertical third containing $e$ in $\Lambda'$. If there is no such dual-path, then there is a different primal vertical crossing of that strip which does not contain $e$, and that crossing—because of the exposed horizontal loops—is itself a loop of homology class $(0, 1)$.

But observe that the inner boundary of the vertical strip is a graph distance at least $n/6$ from $e$ because we chose $\Lambda'$ such that $e$ is farther from the inner boundary of the strip than the outer one. Also note that such a dual-crossing event is a decreasing event. By the Domain Markov property and monotonicity,

$$\pi^1_{\mathcal{H}}(\omega \mid C^o \in \cdot \mid S) \geq \pi^1_{C \cup C^o}(\cdot \mid S) \geq \pi^1_{\mathbb{Z}^2}(\omega \mid C^o \in \cdot).$$

By (4.3), the probability of $e$ being dual-connected to the inner vertical boundary of the vertical third it is in, under $\pi^1_{\mathbb{Z}^2}$, is less than $e^{-cn/6}$ where $c(q) > 0$ is from (4.3).
Thus, there exists an absolute $c(q) > 0$ such that, for any fixed $e$,

$$\pi^p_\Lambda(\omega - \{e\} \notin S^1_v | \omega \in S) \leq e^{-cn}.$$ 

If $e$ were pivotal to $S^1_h$ the analogous claim would hold with probability less than $e^{-cn'/6}$. Summing over all six crossing events and summing over all edges $e$ we conclude that $\pi^p_\Lambda(\partial S | S) \leq 12\alpha n^2 e^{-cn}$, implying Eq. (4.4) as desired. □

4.2. Exponential lower bound at $\beta > \beta_c(q)$. Modifying the proof of Theorem 2 to the setting of Potts Glauber dynamics at $\beta > \beta_c(q)$ allows us to prove slow mixing of the Potts Glauber dynamics at all low temperatures and all choices of $q > 1$. The key difference is we can no longer work directly with the FK dynamics, because it is—by duality to high temperature—fast for all $p > p_c(q)$ (see, e.g., [5, 49]).

**Proof of Theorem 4.** In the context of this proof, denote by $x \rightsquigarrow y$ the existence of a sequence of sites $\{x_i\}_{i=1}^k$ such that $x_i$ is adjacent to $x_{i+1}$ and with $x_1 = x$ and $x_k = y$, with $\sigma(x_i) = \sigma(x_{i+1})$ for all $i$. Define the bottleneck set $S = \bigcap_{i=1,2,3} S^i_{v,q} \cap S^i_{h,q}$,

$$S^{i}_{v,q} = \{\sigma : \exists x \text{ such that } (x,0) \rightsquigarrow (x,n) \text{ in } \left[\frac{(i-1)n}{3}, \frac{in}{3}\right] \times \left[0, n\right], \sigma(x) = q\};$$

$$S^{i}_{h,q} = \{\sigma : \exists y \text{ such that } (0,y) \rightsquigarrow (n,y) \text{ in } \left[0, n\right] \times \left[\frac{(i-1)n}{3}, \frac{in}{3}\right], \sigma(y) = q\}.$$ 

We call each of these Potts connections of nontrivial homology on the torus Potts loops. We obtain an exponentially decaying upper bound on $\mu^p_\Lambda(\partial S | S)$ (where $p$ denotes periodic boundary) by examining the pivotality of vertices to $S$. As before, we union bound over all vertices in $\Lambda$ and the six different crossing events: fix a vertex $v$ whose pivotality to—without loss of generality—$S^1_{v,q}$ we examine. We choose a translate of $\Lambda$ on the universal cover, $\Lambda'$, according to the same rules as for the FK model, with $e$ replaced by $v$, where by periodicity of the boundary conditions, $\mu^p_\Lambda \overset{d}{=} \mu^p_{\Lambda'}$.

In order to bound the probability of $\sigma(v)$ being pivotal to $S^1_{v,q}$, we reveal the outermost Potts loops of color $q$ in $\Lambda'$ as follows. First reveal the spin values on $\partial \Lambda'$ to reduce the torus to a rectangle with fixed boundary conditions. Then reveal, starting from $\partial \Lambda'$, all spins $x$-adjacent (either adjacent or diagonal to) to vertices whose spin value is not $q$. By construction, we will have revealed the outermost $q$-colored paths, and therefore a Potts circuit, $C^q$, of spin value $q$, and nothing interior to it.

If $v$ is pivotal to $S^1_{v,q}$ it must be the case that $v \in C^q$, so we suppose that $v \in C^q$. In order to obtain bounds on its pivotality, we now move to the FK representation of the Potts model inside $C^q$. By our definition of $C^q$ and the Edwards–Sokal coupling on bounded domains, the FK representation of the Potts region we have not yet revealed has fully wired boundary conditions, and therefore the event $E_{\sigma(v)\cap S}$ is trivially satisfied.

We claim that in order for $v \in C^q$ to be pivotal to $S^1_{v,q}$, there must be a dual-crossing from one of the interior dual-neighbors of $v$ (an edge whose center is distance $\sqrt{2}/2$ from $v$) to one of $\left\{\frac{n}{3}\right\} \times \left[0, n\right]$ or $\left\{\frac{2n}{3}\right\} \times \left[0, n\right]$ in $\Lambda'$ (the choice depends on which translate $\Lambda'$ is chosen), and it must be contained completely within $C^q$. Suppose there were no such dual-crossing. Then there would have to be a primal FK connection in the same vertical third connecting the two neighbors of $v$ in $C^q$. By the Edwards–Sokal coupling and the definition of Potts connections, such an FK connection would translate to a new...
Potts connection of color $q$ that does not use the vertex $v$. Like for the FK model, the new Potts crossing is still a vertical loop because of the exposed horizontal crossings.

Since the event $E_{\sigma|_{C^q}}$ is trivially satisfied, monotonicity in boundary conditions, combined with the exponential decay of dual-connections under $\pi_{Z^2}$ whenever $p > p_c$, implies that the probability of such a macroscopic dual-crossing is bounded above by $e^{-cn}$ for some $c = c(\beta, q) > 0$. By spin flip symmetry of the torus, and our definition of Potts loops, $\mu_{\Lambda}^*(S) \leq \frac{1}{2}$. Using $S$ as the bottleneck in (4.2), we conclude that for every $\beta > \beta_c(q)$, there exists $c = c(\beta, q) > 0$ such that $\text{gap}^{-1} \geq \exp(cn)$. ■

5. Upper bounds under free boundary conditions

We now prove Theorem 3, showing that the dynamics for the critical Potts model in the phase coexistence regime should be sensitive to the boundary conditions. We prove the desired upper bound for Swendsen–Wang dynamics on $\Lambda$ with free or monochromatic boundary conditions using censoring inequalities (Theorem 2.6). The monotonicity requirement of the censoring prevents us from carrying this out in the setting of the Potts Glauber dynamics. We thus restrict our analysis now to the FK Glauber dynamics, a bound on which would imply the analogous bounds for Chayes–Machta and Swendsen–Wang via Theorem 2.7. As in [41], we will work with distributions over boundary conditions induced by infinite-volume measures; this is more delicate in the setting of the FK model where boundary interactions are no longer nearest-neighbor. We now formally define these distributions.

**Definition 5.1 ("free"/"wired" boundary conditions).** In order to sample a boundary condition on $\Delta \subset \partial \Lambda$ from $\pi_{Z^2}^0$ or $\pi_{Z^2}^1$ we sample the infinite-volume configuration on $Z^2 - \Lambda$ and then identify the induced boundary condition with the partition of $\Delta$ that induced by that configuration. A measure $P$ over boundary conditions is called "wired" if $P \geq \pi_{Z^2}^1$ (resp., "free" if $P \leq \pi_{Z^2}^0$), i.e., it dominates the measure over boundary conditions induced by $\pi_{Z^2}^1$. When sampling boundary conditions on $A, B \subset \partial \Lambda$ according to different measures, we do so sequentially clockwise from the origin.³

We prove the following proposition, from which Eq. (1.4) of Theorem 3 follows easily.

**Proposition 5.2.** Let $q$ be sufficiently large and consider Glauber dynamics for the critical FK model on $\Lambda = \Lambda_{n,n}$. Let $P$ be a distribution over boundary conditions on $\partial \Lambda$ such that $P \leq \pi_{Z^2}^0$ or $P \geq \pi_{Z^2}^1$ and let $E$ be its corresponding expectation. Then for every $\varepsilon > 0$, there exists $c(\varepsilon, q) > 0$ such that for $t_* = \exp(cn^{3\varepsilon})$,

$$\max_{\omega_0 \in \{0,1\}} E \left[ \|P^{t_*}(\omega_0, \cdot) - \pi_{\Lambda}^1\|_{TV} \right] \lesssim e^{-cn^{2\varepsilon}},$$

where $\xi \sim P$. In particular, $P(t_{\text{mix}} \geq t_*) \lesssim \exp(-cn^{2\varepsilon})$.

**Proof ideas.** In order to prove Proposition 5.2, we appeal to the Peres–Winkler censoring inequalities [43] for monotone spin systems, a crucial part of the analysis in [41] (then later in [34]) of the low-temperature Ising model under “plus” boundary, a class of boundary conditions that dominate the plus phase. A major issue when attempting to

³For our purposes, $A, B$ will be edge disjoint (e.g., different sides of $\Lambda$) so that the order irrelevant.
adapt this approach to the critical FK model at sufficiently large \( q \) with “free” boundary conditions is that the typical “free” boundary conditions still have many boundary connections, inducing problematic long-range interactions along the boundary (see Fig. 3), which prevent coupling beyond interfaces.

To remedy this, at every step of the analysis we modify the boundary conditions to all-free on appropriate segments of length \( n^{o(1)} \) (this modification can only affect the mixing time by an affordable factor of \( \exp(n^{o(1)}) \)), and with high probability no boundary connections circumvent the interface past the modified boundary by the exponential decay of correlations in the “free” phase. Refined large deviation estimates on fluctuations of FK interfaces then allow us to control the influence of other long-range boundary interactions (see Figure 8) and to couple different configurations beyond distance \( n^{1/2+o(1)} \) (the length scale that captures the normal fluctuations of the interface), yielding mixing estimates on \( n \times n^{1/2+o(1)} \) boxes, the basic building block of the proof.

5.1. FK boundary modifications. Let

\[
\bar{d}^\xi_{\omega_0}(t) = \| P^t(\omega_0, \cdot) - \pi^\xi \|_{TV},
\]

and for a pair of FK boundary conditions \( \xi, \xi' \), with mixing times \( t_{\text{mix}}, t'_{\text{mix}} \), define

\[
M_{\xi, \xi'} = \| \pi^\xi / \pi^{\xi'} \|_\infty \vee \| \pi^{\xi'} / \pi^\xi \|_\infty.
\]

It is easy to verify (see [41, Lemma 2.8]) that for some \( c \) independent of \( n, \xi, \xi' \),

\[
t_{\text{mix}} \leq c M_{\xi, \xi'}^3 |E| t'_{\text{mix}} (5.1)
\]

(indeed, in the variational characterization of the spectral gap, the Dirichlet form, expressed in terms of local variances, produces a factor of \( M_{\xi, \xi'}^2 \), and the variance produces another factor of \( M_{\xi, \xi'} \)).

**Definition 5.3** (boundary modification). If \( P \) is a distribution over boundary conditions on \( \partial \Lambda, \Delta \subset \partial \Lambda \), we let \( P^\Delta \) be the distribution which samples boundary conditions \( \xi \sim P \) and modifies them as follows: if \( \xi \) corresponds to the partition \( \mathcal{P}_1, \ldots, \mathcal{P}_k \) of \( \partial \Lambda \), then \( \xi' = \xi^\Delta \) is given by the partition \( \mathcal{P}_1 - V(\Delta), \ldots, \mathcal{P}_k - V(\Delta), V(\Delta) \); this induces a coupling of \( (\xi, \xi') \sim (P, P^\Delta) \). E.g., if \( \Delta = \partial \Lambda \) then \( \xi' = 0 \), and if \( \Delta \) consists of a single vertex \( v \) and \( \xi \) is induced by a configuration where every boundary vertex is connected to \( v \) and to no other boundary vertex, then \( \xi' \) would be wired on \( \partial \Lambda - \{v\} \).

**Lemma 5.4.** Denote a pair of boundary conditions obtained from the coupling \( (P, P^\Delta) \) given by Definition 5.3 by \( (\xi, \xi') \). Then,

\[
M_{\xi, \xi'} \leq q^{\|V(\Delta)\|} =: M_{\Delta},
\]

and consequently, for some universal \( c > 0 \), if \( t' = ct |E|^{-2}M_{\Delta}^{-4} \),

\[
E[d^{\xi_1}_1(t) \vee d^{\xi_0}_0(t)] \leq e^{-M_{\Delta}} + 8E[d^{\xi_1}_1(t') \vee d^{\xi_0}_0(t')].
\]

**Proof.** By inspection, one sees that the addition of at most \( |V(\Delta)| \) boundary clusters can increase the total number of clusters by at most \( |V(\Delta)| \). By definition of the FK model, every additional cluster receives a weight of \( q \).
In order to prove (5.3), begin with the observation that by (5.1),
\[ E[d_1^q(t) \lor d_0^q(t)] \leq e^{-M\Delta} + P(t_{\text{mix}} \geq t/M\Delta) \leq e^{-M\Delta} + P(t_{\text{mix}}' \geq |E|t') \, . \]
For \( t_{\text{mix}}' \geq s \), there must exist an \( \omega_0 \) such that \( d_{\omega_0}^q \geq 1/(2e) \). But by Eq. (2.3), \( d_{\omega_0}^q(s) \leq 2|E|(d_1^q(s) \lor d_0^q(s)) \), which implies that
\[ P(t_{\text{mix}}' \geq |E|t') \leq P \left( d_1^q(|E|t') \lor d_0^q(|E|t') \geq (4e|E|)^{-1} \right) \, . \]
As a consequence of Theorem 2.6, it is well-known (see [41, Corollary 2.7]) that
\[ d_1^q(t) \lor d_0^q(t) \leq \left( 4(d_1^q(t_0) \lor d_0^q(t_0)) \right)^{\lfloor t/t_0 \rfloor} \, , \]
and thus
\[ P \left( d_1^q(|E|t') \lor d_0^q(|E|t') \geq (4e|E|)^{-1} \right) \leq 8E[d_1^q(t') \lor d_0^q(t')] \, . \]

5.2. Necessary equilibrium estimates. We now include some equilibrium estimates from cluster expansions at sufficiently large \( q \), which are adaptations of the necessary low-temperature Ising equilibrium estimates of [14] to the setting of the critical FK model (cf. Proposition 5.6).

For any \( \phi \in (-\pi/2, \pi/2) \), the strip \( S_n = [0, n] \times [-\infty, \infty] \) has \( (1, 0, \phi) \) boundary conditions denoting wired on \( \partial S_n \cap [0, n] \times \{ y \leq x \tan \phi \} \) and free elsewhere. Then \( \Gamma \) is the set of all order-disorder interfaces (bottom-most dual crossings from \( (0, 0) \leftrightarrow (0, n \tan \phi) \)). We define the cigar-shaped region for \( d, \kappa > 0 \) by
\[ U_{\kappa, d, \phi} = S_n \cap \left\{ (x, y) : |y - x \tan \phi| \leq d \left| \frac{2(n-x)}{n} \right|^{\frac{1}{2} + \kappa} \right\} , \]
and call \( \Gamma_{\kappa, d, \phi}^\tau \subset \Gamma \) the set of interfaces that are contained in the cigar-shaped region.

**Proposition 5.5.** Consider the critical FK model on \( S_n \) and fix a \( \delta > 0 \). There exists some \( q_0 \) such that for all \( \phi \in [-\pi/2 + \delta, \pi/2 - \delta] \), there exists \( c(d, \phi) > 0 \) such that for every \( q \geq q_0 \) and every \( \kappa > 0 \),
\[ \pi_{S_n}^{1, 0, \phi}(\Gamma_{\kappa, d, \phi}^\tau) \lesssim n^2 \exp(-cn^{2\kappa}) \, . \]

**Proof.** We use an extension of [14, §4] to the framework of the FK/Potts models in the phase coexistence regime by [42]. The specific case of [42, §5] states the following: consider the critical FK model on the strip \( S_n = [0, n] \times [-\infty, \infty] \) with \( (1, 0, \phi) \) boundary conditions. Then for every \( q \geq q_0 \) and every \( d, \kappa > 0 \), and \( \phi \in (-\pi/2, \pi/2) \),
\[ \lim_{n \to \infty} \frac{1}{n} \log \frac{\sum_{I \in \Gamma_{d, S_n}^{\phi}} \pi_{S_n}^{1, 0, \phi}(I)}{\sum_{I \in \Gamma} \pi_{S_n}^{1, 0, \phi}(I)} = 0 \, . \]
A straightforward adaptation of the proof of [42, Proposition 5] to the form of [14, Proposition 4.15] in fact yields the very large deviation bound we desire. A specific case is when \( \phi = 0 \): there exist some \( q_0, \bar{c} > 0 \) such that for all \( q \geq q_0 \) and every \( a \geq 0 \),
\[ \pi_{S_n}^{1, 0, \phi=0}(|\tilde{H}| \geq a) \lesssim n^2 \exp(-\bar{c}a^2/n) \, , \] (5.4)
where $|H|$ denotes the maximum vertical distance of an edge $e$ in the interface to the $x$-axis. Though the result of [42] is written with the Potts model in mind and thus with integer $q$, the cluster expansion and all the results hold with noninteger $q$ as well. □

We now prove the following estimate on FK interfaces near a repulsive boundary.

**Proposition 5.6.** Fix $c > 0$ and consider the critical FK model on $R = [0, n] \times [0, \ell]$ for $c\sqrt{n \log n} \leq \ell \leq n$ with boundary conditions $(1, 0)$ denoting $1$ on $\partial_{N,E,W}R$ and $0$ on $\partial_S R$. Let $H$ be the maximum vertical height of the bottom-most horizontal open crossing. There exist constants $q_0, c^* > 0$ such that, for all $q \geq q_0$ and every $0 \leq a \leq \ell$, $\pi^{1,0}_R(H \geq a) \lesssim n^2 \exp(-c^* a^2/n)$.

**Proof.** Fix the $a \leq \ell$ from the statement of Proposition 5.6. Denote by $(1, 0, \ast)$ boundary conditions that are still wired (resp. free) on the intersection of $\partial S_n$ and the upper (resp. lower) half plane, but now also free on all of $S_n \cap \{(x, y) : y \leq -a/2\}$ (this induces a free bottom boundary on the semi-infinite strip starting from $y = -a/2$).

Clearly $\pi^{1,0}_{S_n} \geq \pi^{1,0,\ast}_{S_n}$. Then by Eq. (5.4), there exists $A(q) > 0$ such that with probability bigger than $1 - A n^2 \exp(-\tilde{c} a^2/4n)$, the interface—bottom-most open crossing connecting $(0, 0)$ to $(0, n)$—under $\pi^{1,0}_{S_n}$ does not touch the line $y = -a/2$, and therefore, with that probability, there is a horizontal dual-crossing of $S_n$ contained entirely above $y = -a/2$. Via the grand coupling, since this is a decreasing event, the same horizontal dual-crossing would be present under $\pi^{1,0,\ast}_{S_n}$ and we expose the bottom most horizontal dual-crossing above the line $y = -a/2$ and couple the configurations above it.

At the same time, using (5.4), we have that under $\pi^{1,0}_{S_n}$, with the same probability, the maximum $y$-coordinate of the interface does not exceed $a/2$. If we have coupled the two configurations above a bottommost dual-crossing above the line $y = -a/2$, the same would be true of the interface under $\pi^{1,0,\ast}_{S_n}$. Thus, taking a union bound,

$$\pi^{1,0,\ast}_{S_n}(H \geq a) \leq 2A n^2 \exp(-\tilde{c} a^2/4n).$$

Using the monotonicity of the FK model, and denoting by $R'$ the vertical translate of $R$ by $-a/2$, we obtain $\pi^{1,0}_{R'} \geq \pi^{1,0,\ast}_{S_n}(\omega|_{R'})$; together with the fact that $\{H \geq a\}$ is a decreasing event, for $c' = \tilde{c}/4$,

$$\pi^{1,0}_{R}(H \geq a) \leq 2A n^2 \exp(-c' a^2/n),$$

where now, the interface is again between $(0, 0)$ and $(0, n)$. □

Now for any fixed $\varepsilon > 0$, consider the rectangle $V_\ell = [0, n] \times [0, \ell]$ with $\ell \geq 4n^{\frac{1}{2}+\varepsilon}$, and $(1, 0, \Delta)$ denoting free boundary conditions on $\partial V \cap \{(x, y) : y \geq 2n^{\frac{1}{2}+\varepsilon}\}$ and $\Delta = \{0\} \times \left[\frac{n}{2} - n^{3/2}, \frac{n}{2} + n^{3/2}\right]$ and wired elsewhere. Denote the four points at which the boundary conditions change by $(w_1, w_2) \in \partial_w V \times \partial_e V$, $z_1, z_2 \in \partial_x V$ with $z_1$ to the left of $z_2$. Let $C_1$ and $C_2$ be the blocks $[0, \frac{n}{2}] \times [0, \ell]$ and $[\frac{n}{2}, n] \times [0, \ell]$ respectively. The main equilibrium estimate we use in the sequel reads as follows.

**Proposition 5.7.** Let $\Gamma = \{\omega : w_i \leftrightarrow z_i, i = 1, 2\}$. There exists $q_0 > 0$ so that the following holds. For every $q \geq q_0$ there exists $c = c(q) > 0$ such that the corresponding
critical FK model on $V_\ell$ satisfies
\[ \pi_{V_\ell}^{1.0, \Delta}(\Gamma_c) \lesssim e^{-cn^{3\varepsilon}}. \]

**Proof.** This corresponds to Claim 3.10 proven in the appendix of [41] for $\ell = n^{1+\varepsilon}$ in the setting of the low-temperature Ising model using the cluster expansion of [14] and the analogues of Propositions 5.5 and 5.9 (Propositions 4.15 and Theorem 4.16 of [14] respectively), but the extension to larger $\ell$ is immediate. We sketch the proof of [41] before justifying its extension to the current setting.

(a) Via a surface tension estimate analogous to (5.6), with probability $1 - \exp(-cn^{3\varepsilon})$, the interfaces connect $w_i \leftrightarrow z_i$ instead of $w_1 \leftrightarrow w_2$. In order to then claim that the two interfaces are confined to the right and left halves of $V$, it is shown in the appendix of [41] that with high probability the two interfaces do not interact, via the exponential decay of the Ising cluster weights in cluster lengths.

(b) The next step in [41] was to show that the interface does not deviate farther than $n^{\varepsilon}$ from the east of $z_1$. The complication in the Ising setup was that the plus boundary on $\partial s V$ produced a repulsive force on the interface so neither Proposition 4.15 nor Theorem 4.16 of [14] were directly applicable.

(c) To circumvent the problem that $\partial s V$ is not sufficiently far from $z_1$ to contain the cigar-shaped region, the region $V$ is extended in [41] to $V \cup \mathbb{J}_{0, n/2 - n^{3\varepsilon} K} \times [-n, 0]$, with appropriate boundary conditions. Thereafter, the proof concludes by lower bounding the weight of all interfaces between $w_1$ and $z_1$ that do not interact with the extension of $V$, repeatedly using Theorem 4.16 of [14]: the key to this lower bound consists of stitching cigar shaped regions of increasing length, all sufficiently far from the extension of $V$ and lying above the straight line connecting $w_1$ to $z_1$.

(d) If the extension is accounted for, an estimate of the form of Theorem 4.16 of [14] with the appropriate angle $\phi$ implies that with high probability, the interface does not deviate far to the east of $z_1$, thus stays bounded away from $\partial_\ell C_1$.

For more details on these arguments, see [41, Appendix A]. In the setting of the FK model, the central cluster expansion estimate we require is the following (Proposition 5.9), the FK analogue of Theorem 4.16 whose proof is a direct adaptation of the proof in [14] of Theorem 4.16 using the FK cluster expansion techniques of [42].

**Definition 5.8.** For an angle $\phi \in [-\pi/2 + \delta, \pi/2 - \delta]$, define an edge cluster weight function $\Phi(\mathcal{C}, \mathcal{I})$ as a function with first argument that is a connected set of bonds in $\mathcal{S}_n$ and second argument that is an FK interface connecting $(0, 0)$ to $(n, n \tan \phi)$, satisfying

1. $\Phi(\mathcal{C}, \mathcal{I}) = 0$ when $\mathcal{C} \cap \mathcal{I} = \emptyset$,
2. $\Phi(\mathcal{C}, \mathcal{I}_1) = \Phi(\mathcal{C}, \mathcal{I}_2)$ when $\Pi_{\mathcal{C}} \cap \mathcal{I}_1 = \Pi_{\mathcal{C}} \cap \mathcal{I}_2$,
3. $\Phi(\mathcal{C}, \mathcal{I}) = \Phi(\mathcal{C} + (0, s), \mathcal{I}_1)$ when $\mathcal{I}_1 \cap \Pi_{\mathcal{C}} = (0, s) + \mathcal{I} \cap \Pi_{\mathcal{C}}$,
4. $\Phi(\mathcal{C}, \mathcal{I}) \leq \exp(-\lambda d(\mathcal{C}))$.

where $\lambda > 0$, $d(\mathcal{C})$ is the length of the shortest connected subgraph of $\mathbb{Z}^2$ containing all boundary edges of $\mathcal{C}$, and $\Pi_{\mathcal{C}} = \{ (x, y) \in \mathbb{Z}^2 : \exists y' \text{ s.t. } (x, y') \in \mathcal{C} \}$.

The FK order-disorder weight function is a specific choice of $\Phi$ that gives rise to the FK distribution on wired-free interfaces, i.e.,
\[ \pi_{\mathcal{S}_n}^{1.0, \phi}(\mathcal{I}) = \lambda^{\lvert \mathcal{I} \rvert + \sum_{\mathcal{C} \cap \mathcal{I} \neq \emptyset} \Phi(\mathcal{C}, \mathcal{I})}. \]
and is given explicitly by Proposition 5 of [42].

**Proposition 5.9.** Consider the critical FK model on a domain $\tilde{V}_n \supset U_{\kappa,d,\phi}$ and let $\Phi$ be the FK order-disorder weight function. Let $\tilde{\Phi}$ be any function satisfying
\[ \tilde{\Phi}(C, I) = \Phi(C, I) \quad \text{when} \quad C \subset U_{\kappa,d,\phi}, \quad \tilde{\Phi}(C, I) \leq \exp(-\lambda d(C)) \]
(e.g., $\tilde{\Phi} = \Phi 1\{ C \subset U_{\kappa,d,\phi} \}$). Let $\tilde{Z}(\tilde{V}_n, \phi)$ be the partition function with weights $\tilde{\Phi}$ on $\tilde{V}_n$ (see [14, 42]). Then there exist $q_0 > 0$ and $f(\kappa) \lesssim \kappa^{-1}$ such that for all $q \geq q_0$,
\[ |\log \tilde{Z}(\tilde{V}_n, \phi) - \log Z(S_n, \phi)| \lesssim (\log n)^{f(\kappa)}. \tag{5.5} \]
Moreover, for $\tau_{f,w}(\phi)$ the order-disorder surface tension in the direction of $\phi$ (see [42]),
\[ |\log \tilde{Z}(\tilde{V}_n, \phi) - n \log(1 + \sqrt{q})(\cos \phi)^{-1}\tau_{f,w}(\phi)| \lesssim (\log n)^{f(\kappa)}, \tag{5.6} \]
and the large deviation estimate of Proposition 5.5 holds for $\tilde{V}_n$ and $d/2$.

With Propositions 5.5 and 5.9, steps (a)–(e) carry through in the setting of the critical FK model with large $q$, proving Proposition 5.7. Notice that the long-range interactions of the FK model are irrelevant to this situation where all boundary conditions used are completely free or completely wired and cannot be perturbed.

5.3. **The recursive scheme.** Throughout this subsection, let $P$ be a distribution over FK boundary conditions on $\Lambda_{n,m} = [0, n] \times [0, m]$ and $E$ the corresponding expectation. For $\xi \sim P$, we say that
\[ A_{n,m}^\Xi(t, \delta) \quad \text{holds if} \quad \max_{\omega_0 \in \{0,1\}} E \left[ \left\| P^t(\omega_0, \cdot) - \pi_{\Lambda_{n,m}}^{\xi} \right\|_{TV} \right] \leq \delta. \]

Using this notation, the following corollary is a consequence of Lemma 5.4.

**Corollary 5.10.** Consider $\Lambda_{n,m}$ with boundary conditions $\xi \sim P$ and $\Delta \subset \partial \Lambda_{n,m}$ such that $|V(\Delta)| \asymp n^{3\varepsilon}$, with $P^\Delta$ defined as in Definition 5.3. If for some $t, \delta$,
\[ \max_{\omega_0 \in \{0,1\}} E^\Delta \left[ \left\| P^t(\omega_0, \cdot) - \pi_{\Lambda_{n,m}}^{\xi} \right\|_{TV} \right] \leq \delta, \]
then $A_{n,m}(t', \delta')$ holds with $\delta' = 8\delta + \exp(-c n^{3\varepsilon})$ and $t' = \exp(cn^{3\varepsilon})t$ for some $c(q) > 0$ independent of $\Delta$ and $\xi$. Similarly, $A_{n,m}(t, \delta)$ implies,
\[ \max_{\omega_0 \in \{0,1\}} E^\Delta \left[ \left\| P^{t'}(\omega_0, \cdot) - \pi_{\Lambda_{n,m}}^{\xi} \right\|_{TV} \right] \leq \delta'. \]

Before proving the main theorem, we fix an $\varepsilon > 0$ and prove a recursive scheme that yields a mixing time bound on rectangles with side lengths $n \times n^{2+\varepsilon}$ for $n$ of the form $n \in \{2^k\}_{k \in \mathbb{N}}$. We remark that as in [41], this is a technical assumption that is not requisite to the upper bound, (see Remark 3.12 of [41]).

For the base scale of the recursion, we use a consequence of the canonical paths estimate of Theorem 2.10, specifically Lemma 2.11, and the submultiplicativity of $d_{TV}$.

**Proposition 5.11.** There exists $c = c(q) > 0$ such that for every $n$, for every $q$, for the FK Glauber dynamics, $A_{n,m}^P(t, \exp[-e^{-c(n^\wedge m)}])$ holds independent of $P$. 


An intermediate step to proving Proposition 5.2 is proving analogous bounds for rectangles with “free” boundary conditions on three sides and “wired” on the fourth.

**Definition 5.12.** A distribution $\mathbf{P}$ over boundary conditions on $\Lambda_{n,m}$ is in $\mathcal{D}(\Lambda_{n,m})$ if it is dominated by $\pi^0_{2\varepsilon}$ on $\partial_{n,E,W}\Lambda_{n,m}$ and dominates $\pi^1_{2\varepsilon}$ on $\partial_k\Lambda_{n,m}$.

We say that $A_{n,m}(t,\delta)$ holds if $A_{n,m}^\mathbf{P}(t,\delta)$ holds for every $\mathbf{P} \in \mathcal{D}(\Lambda_{n,m})$.

The main estimate for our recursion on increasing rectangles is the following.

**Proposition 5.13.** For the critical FK Glauber dynamics with $q$ large enough on $\Lambda_{n,m}$, the following holds: for any $m \in \lceil n^{\frac{1}{2}+\varepsilon}, n \rceil$ and $\alpha \in (1,2)$, there exist $c_1, c_2 > 0$ such that for every $t, \delta$, 

$$A_{n,m}(t,\delta) \implies A_{n,\lfloor \alpha m \rfloor} \left(2e^{cn^3\alpha t} \cdot c_1(\delta + e^{-cn^2\varepsilon} + n^2 t - c_2) \right),$$  

(5.7) 

and for every $m \times n^{\frac{1}{2}+\varepsilon}$ there exist $c_1, c_2 > 0$ such that for every $t, \delta$, 

$$A_{n,m}(t,\delta) \implies A_{2n,m} \left(3e^{cn^3\varepsilon t} \cdot c_1(\delta + e^{-cn^3\varepsilon}) \right).$$  

(5.8) 

Before proving the implications in Proposition 5.13, we first prove two easy but important consequences.

**Corollary 5.14.** There exists $q_0$ such that, for every $q \geq q_0$, there exist $c, c' > 0$ such the following holds. If $n \in \{2^k\}_{k \in \mathbb{N}}$ is sufficiently large, then the statement $A_{n,n^{1/2+\varepsilon}}(\exp[cn^{3\varepsilon}], \exp[-c'n^{3\varepsilon}])$ holds for critical FK Glauber dynamics on $\Lambda_{n,n^{1/2+\varepsilon}}$.

**Proof.** Choose $n_0 \asymp n^{\varepsilon}$ and let $t_0 = \exp(c'n^{\varepsilon})$ for some constant $c' > 0$ large enough that $A_{n_0,n_0^{1/2+\varepsilon}}(t_0, \delta_0)$ holds with $\delta_0 = \exp(-c'n^{\varepsilon})$, noting that such a choice of $c'$ exists by Proposition 5.11. Applying (5.7) followed by (5.8) with $m = n^{\frac{1}{2}+\varepsilon}$ and $\alpha = 2^{\frac{1}{2}+\varepsilon}$ allows one to, for any $n$, express the mixing time of a $2n \times (2n)^{\frac{1}{2}+\varepsilon}$ box in terms of that of a $n \times n^{\frac{1}{2}+\varepsilon}$ box. Starting with the scale $n_0$ and repeating this step $\log_2 n$ times implies that there exists $c > 0$ fixed such that $A_{n,n^{1/2+\varepsilon}}(\exp(cn^{3\varepsilon}), \exp[-n^{3\varepsilon}/c])$ holds. 

We now use the bound on $n \times n^{\frac{1}{2}+\varepsilon}$ rectangles to obtain mixing time bounds on the $n \times m$ rectangle with boundary conditions that are disordered on three sides and ordered on the fourth.

**Corollary 5.15.** Consider the critical FK Glauber dynamics on $\Lambda_{n,m}$ for $m \in \lceil n^{\frac{1}{2}+\varepsilon}, n \rceil$ and boundary conditions $\xi \sim \mathbf{P}$. Then there exists $q_0 > 0$ such that for all $q \geq q_0$ there exists a constant $c = c(m,q) > 0$ such that for large enough $n$, for every $\mathbf{P} \in \mathcal{D}(\Lambda_{n,m})$, 

$$\max_{\omega_0 \in \{0,1\}} \mathbb{E} \left[\|P^{t_\ast}(\omega_0, \cdot) - \pi^\xi_{\Lambda_{n,m}}\|_{TV} \right] \lesssim e^{-cn^{2\varepsilon}},$$

for $t_\ast = \exp(cn^{3\varepsilon})$, and in particular if $t_{\text{mix}}^m$ is the corresponding mixing time, 

$$\mathbf{P} \left(t_{\text{mix}}^m \geq t_\ast \right) \lesssim e^{-cn^{2\varepsilon}}.$$  

**Proof.** Choose an $\alpha \in (1,2)$ such that $\alpha^k n^{\frac{1}{2}+\varepsilon} = m$ for some integer $k \asymp \log m$. Then let $h_j = \lfloor \alpha^j n^{\frac{1}{2}+\varepsilon} \rfloor$ and let $\Lambda^j = \Lambda^j_\alpha = [0,n] \times [0,h_j]$ so that $\Lambda^k = \Lambda_{n,m}$. 

Figure 6. Setup for the proof of Eq. (5.7) starting from wired initial conditions.

We prove the above by induction on \( j \in [0, k] \) for \( n \times h_j \) rectangles, showing that

\[
\max_{\omega_0 \in \{0,1\}} \mathbb{E} \left[ \| P^{t_{h_j}} (\omega_0, \cdot) - \pi^\xi_{\Lambda_{n,h_j}} \|_{TV} \right] \leq (c_1^j + 2jc_1)e^{-c_2n^{2\epsilon}},
\]

where \( c_1, c_2 \) are the constants of (5.7) for \( m = h_j \), and

\[
t_{h_j} = 2^{j}h_je^{c_2(1+n^{3\epsilon})}.
\]

The base case \( j = 0 \) is given by Corollary 5.14, and if (5.9) holds for some fixed \( j \in [0, k - 1] \), then an application of (5.7) immediately implies it for \( j + 1 \). The observations that \( j \leq \log n \) and \( h_j \leq n \) allow us to choose slightly different constants to obtain the first inequality of Corollary 5.15. The triangle inequality and Eq. (2.3) can then be used to boost the bound on \( d_1(t) \lor d_0(t) \) to a bound on \( \bar{d}(t) \), so that Markov’s inequality implies the second inequality.

We now prove Proposition 5.13 from which the above corollaries follow. The proof of Proposition 5.2 then follows from Corollary 5.15 using similar techniques (see §5.4)

Proof of Eq. (5.7). Fix any \( P \in \mathcal{D}(\Lambda_{n,\lfloor \alpha m \rfloor}) \) and observe that the proof is independent of this choice of \( P \). Consider the quantity, \( \mathbb{E} [\| P^{t} (\omega_0, \cdot) - \pi^\xi_{\Lambda_{n,\lfloor \alpha m \rfloor}} \|_{TV}] \) for \( \omega_0 = 0, 1 \).

(i) Wired initial conditions. Begin with the case when \( \omega_0 = 1 \). Let \( A, B \) be two copies of \( \Lambda_{n,m} \) with \( A \) translated upwards by \( \lfloor (\alpha - 1)m \rfloor \) such that \( Q := A \cup B = \Lambda_{n,\lfloor \alpha m \rfloor} \) and \( A \cap B \) is the middle rectangle in \( Q_n \) of thickness \( \approx \).

In order to compensate for the long-range interactions of the FK model, that are not present in the setting of [41], we force a set of boundary edges to be free (in a manner similar to part 2 of the proof of Theorem 3.2 of [41]) to “disconnect” \( B \) from \( A \). Consider the boundary condition \( \xi' \), a modification of \( \xi \sim P \) on \( \Delta = \Delta_s \cup \Delta_N \) for,

\[
\Delta_s = \{ (x, y) \in \partial_{e,w} A : y \leq [(\alpha - 1)m + n^{3\epsilon}] \},
\]

\[
\Delta_N = \{ (x, y) \in \partial_{e,w} B : y \geq [m - n^{3\epsilon}] \},
\]

according to Definition 5.3. By Corollary 5.10 it suffices, up to new choice of constants \( c_1, c_2 \) to show that the FK Glauber dynamics under \( P^\Delta \) on \( A \cup B \) satisfies (5.7).
Denote by $\tilde{P}$ the transition kernel of the censored dynamics $(\tilde{X}_t)_{s \geq 0}$ started from the all wired configuration, only accepting updates in block $A$ up to time $t$, resetting all edge values in $B$ to 1 at time $t$ then only accepting updates in block $B$ from time $t$ to time $2t$ (observe that as in Lemma 3.4 of [41], by Theorem 2.6, resetting all edge values to 1 only slows mixing). Let $\nu_t$ denote the distribution after time $t$ on $A$ and let $\nu_{2t}$ denote the distribution after time $2t$ of configurations on $B$ given that at time $t$ the configuration on $B$ was set to 1 and the boundary condition on $B^c$ was $\eta$ (see Fig. 6).

The monotonicity of the FK model along with Theorem 2.6 yields,

$$d_1^\gamma (2t) \leq \| \tilde{P}^{2t}(1, \cdot) - \pi_0^{x}\|_{TV}. \quad (5.10)$$

Now we aim to show that $E^\Delta \left[ \| \tilde{P}^{2t}(1, \cdot) - \pi_0^{x}\|_{TV} \right] \leq \delta'$ where we let $\delta'$ be the second argument in the right hand side of (5.7). For $R = A, B$ we denote by $\pi_{2t}^{\xi,\eta}$ the modified stationary distribution with $\eta$ boundary conditions on $Q - R$.

To simplify the notation, throughout the rest of this section, we let $\| \mu - \nu \|_R$ denote $\| \mu|_R - \nu|_R\|_{TV}$. Also, for any $R, \xi$ and any random variable $X$, let $\pi_R^{\xi}(X)$ denote the expectation of $X$ under $\pi_R^{\xi}$. By the Markov property and the triangle inequality,

$$E^\Delta \left[ \| \tilde{P}^{2t}(1, \cdot) - \pi_0^{x}\|_{TV} \right] \leq E^\Delta \left[ \| \nu_1 - \pi_A^{\xi,1}\|_B \right] + E^\Delta \left[ \| \pi_A^{\xi,1} - \pi_Q^{x}\|_B \right] + E^\Delta \left[ \| \pi_Q^{x} - \pi_Q^{x,0}\|_{B^c} \right] + E^\Delta \left[ \pi_{Q,0}^{x,0}(\| \nu_2 - \pi_B^{\xi,\eta}\|_{TV}) \right]. \quad (5.11)$$

We begin by bounding the first and fourth terms which are easier, then use the equilibrium estimates of the cluster expansion to bound the third term in Lemma 5.16, analogous to which the second term can be bounded. First observe that with probability $1 - \exp(-cn^{3\xi})$ for some $c > 0$, the boundary conditions on $A$ are sampled from a distribution in $D(A)$. The concern is that the wired initial configuration may add connections to $\partial_{n,e,w}A$ via the long-range FK interactions. Such an effect on the boundary conditions on $A$ is impossible if there are no boundary connections from $\partial_{e,w}A^c$ to $\partial_{n,e,w}A$. Because of the modification on $\Delta_s$ such a connection would require a connection of length at least $n^{3\xi}$ under $P$ and therefore also in the free phase, which has probability less than $\exp(-cn^{3\xi})$ (see Eq. (2.1)). If no such connection exists along the boundary, the boundary conditions on $\partial_{n,e,w}A$ are sampled from a measure dominated by $\pi_0^{x,0}$ because the modification of Definition 5.3 only removes connections. From now on, paying a cost of $\exp(-cn^{3\xi})$, we assume the decreasing event that this is the case.

Then by the assumption that $A_{n,m}(t, \delta)$ holds, the first term in (5.11) is smaller than $\delta$. The observation that $P^\Delta \preceq P$ on $\partial_{e,w}Q$, implies that for any decreasing $f$ only depending on $\partial_{n,e,w}B$,

$$E^\Delta \left[ \pi_0^{x,0}(f) \right] \geq \pi_0^{x,0}(\pi_0^{x}(f)) = \pi_0^{x,0}(f), \quad (5.12)$$

so that the $\pi_0^{x,0}$-averaged distribution on boundary conditions on $B$ is in $D(B)$, the statement $A_{n,m}(t, \delta)$ applies, and the fourth term in (5.11) is also bounded above by $\delta$.

We now turn to the second and third terms of (5.11), which can be bounded similarly, and thus we only go through the details of the third term:
Figure 7. Bounding $\Gamma_2$: if a dual-open circuit (purple) exists under $\pi_0^{0\mathbb{Z}^2}$ in $E'_n(Q) - Q$ then the boundary conditions on $\partial_{n,e,w}Q$ are dominated by those under free on $E'_n(Q)$. The wired boundary conditions on $\partial_{s}(E_n(Q))$ then also dominate the “wired” boundary conditions on $\partial_{s}Q$ allowing us to dominate the interface (blue) in $Q$ by that in $E_n(Q)$.

Lemma 5.16. There exists $c(q) > 0$ such that
\[
E^\Delta \left[ \| \pi_{\xi}^{\xi'} - \pi_{\xi}^{\xi',0} \|_{\mathcal{B}^c} \right] \lesssim e^{-cn^2\varepsilon}.
\]

Proof. We bound the total variation distance by proving that under the grand coupling of the two distributions on $\mathcal{B}^c$, they agree with probability $1 = e^{-cn^2\varepsilon}$. Let $\partial^\pm Q$ denote the two connected components of $\partial Q - \Delta_N$ above and below $\Delta_N$ respectively. We break up the expectation into an average over $\Gamma_1$, the set of $\xi'$ in which there does not exist a pair $(x, y) \in \partial^+ Q \times \partial^- Q$ such that $x \leftrightarrow y$ (i.e. they are in the same boundary component), and $\Gamma_1'$. By Eq. (2.1) of Theorem 2.1 and a union bound over pairs of boundary vertices, there exists a constant $c'(q) > 0$ such that
\[
P^\Delta(\Gamma_1') \leq 16n^2 e^{-cn^3\varepsilon} \lesssim \exp(-c'n^3\varepsilon),
\]
(5.13)

For all such $\xi'$, we use the worst bound of 1 on the total variation distance. Suppose now that $\Gamma_1$ holds and observe that this is a decreasing event so $P^\Delta(\cdot \mid \Gamma_1) \preceq P^\Delta$. Let $\Gamma_2$ denote the decreasing event that the interface (bottom-most horizontal dual crossing) of $Q$ is contained entirely below $\partial_{s}(B^c)$. Let $\Gamma_3$ be the decreasing event that there does not exist any vertex $x \in \partial^- Q$ such that $x \leftrightarrow \partial_{n} B$, and there does not exist any $y \in \partial^- Q$ such that $y \leftrightarrow \partial_{n} B$.

By monotonicity and the domain Markov property, for $\xi' \in \Gamma_1$, if $\Gamma_2 \cap \Gamma_3$ holds, it is the case that the boundary conditions on $\partial_{n,e,w}B^c$ will not have been affected by the updates on $A \cap B$ as the interface and all its long-range interactions with $\partial Q$ would be confined to $A \cap B$. Then one could reveal all boundary components of $\partial_{6,e,w}B$ so that they are all confined to $B$ and by monotonicity under the grand coupling the two
**Figure 8.** Modification to disconnect long-range FK interactions. The event $\Gamma_2$ is the event that the blue cluster does not climb too high. Under $\Gamma_2$, there is a horizontal dual-crossing of $B$ immediately adjacent the blue interface, but the boundary of the red component may have been perturbed by connections in the blue shaded region. The event $\Gamma_3$ is the event that the red component then does not then climb above $\Delta$.

Distributions would be coupled on $B^c$. As a result,

$$
\mathbb{E}^{\Delta} \left[ \| \pi_Q^{c,0} - \pi_Q^{c,1} \|_{B^c} \mid \Gamma_1 \right] \leq \mathbb{E}^{\Delta} \left[ \pi_Q^{c,1} (\Gamma_2^c \cup \Gamma_3^c) \mid \Gamma_1 \right].
$$

(5.14)

We bound the two probabilities separately and take a union bound. To bound the probability of $\Gamma_2^c$, consider the enlarged rectangle,

$$
E_n(Q) = [-n, 2n] \times [0, n + \alpha m] \supset Q,
$$

(5.15)

with $(0, 1)$ boundary conditions denoting wired on $\partial_b E_n(Q)$ and free elsewhere. By Definition 5.1 we sample $\partial_{n,e,w,Q}$ separately and then $\partial_b Q$. First observe that by Eq. (2.1), with $\pi_Q^{0,2}$-probability $1 - e^{-cn}$, there is a dual circuit between $Q$ and its enlargement by $n$ in all four sides $E_n'(Q)$. In that case, the boundary conditions on $Q$ are dominated by those with free on $\partial E_n'(Q)$ (see Figure 7). We can subsequently dominate the boundary conditions on $\partial_b Q$ by making them all wired and extending them all the way across $E_n(Q)$ to obtain that there exists $c > 0$ such that

$$
\mathbb{E}^{\Delta} \left[ \pi_Q^{c,1} (\Gamma_2^c) \mid \Gamma_1 \right] \leq \pi_{E_n(Q)}^{0,1} (\Gamma_2^c) + e^{-cn}.
$$

By Proposition 5.6, we deduce that $\pi_{E_n(Q)}^{0,1} (\Gamma_2^c) \preceq \exp(-cn^2 \epsilon)$ for some $c > 0$. We now bound the probability of $\Gamma_3^c$. 
Claim 5.17. There exists $c = c(q) > 0$ such that for every $\xi' \in \Gamma_1$,
\[
\pi_{Q'}^{\xi',1}(\Gamma_0 | \Gamma_2) \lesssim e^{-cn^3e} + e^{-cn^{1+\varepsilon} + e^{-cn}}.
\]

Proof. Under $\Gamma_2$, by monotonicity, we can only worsen our bound on the probability of $\Gamma_0^c$ by replacing the boundary conditions on $Q$ by wired on $\partial^-Q - \partial_sQ$, free on $\partial_sQ$, and $\xi'$ elsewhere.

Let $\bar{Q} = [0,n] \times [0,2m] \supset Q$ with boundary conditions free on $\partial_{s,N}Q \cup \Delta_N$, and wired elsewhere. By the exponential decay of correlations in the free phase, with $\pi_Q$-probability $1 - e^{-c\varepsilon}$, the measure this induces on $Q$ dominates the boundary conditions under $\Gamma_2$ on $Q$.

Controlling the probability of $\Gamma_0^c$ can now be expressed in a manner similar to the equilibrium bound, Proposition 5.7. As is standard in such problems, (see, e.g., the appendix of [41]), we can up to an error of $e^{-cn}$ separate the left and right interfaces (see Proposition 5.9 whence the probability that they interact is a large deviation of order $n$), and just consider $\bar{Q}$ with free boundary conditions now on all of $\partial_{s}Q$ also.

Then extend the northern boundary of $\bar{Q}$ to make $\bar{Q}$ symmetric about $\Delta_N$ and call the new domain $Q'$. We can, using monotonicity, let its boundary conditions $(1,0,\Delta_N)$ be free on $\partial Q' \cap \{x \geq m^{1+\varepsilon}\} \cup \Delta_N$ and wired elsewhere.

At this point, we apply Proposition 5.7 with $\ell = n$ (up to a $\frac{\pi}{2}$-rotation and a rescaling of $m$ to $n/2$) to obtain the desired bound: if in the new domain, the boundary points are denoted by $w_1, w_2 \in \partial_{s}Q' \times \partial_{s}Q'$ and $z_1, z_2 \in \partial_{s}Q'$, and $\{C_i\}_{i \in N,S}$ are the north or south halves of $Q'$ respectively, Proposition 5.7 implies that there exists $c > 0$ such that for large enough $n$,
\[
\pi_{Q'}^{1,0,\Delta_N}(\bigcap_{i=N,S} \{w_i \leftarrow C_i \rightarrow z_i\}) \leq e^{-cn^3e}.
\]

Putting everything together, we conclude that if $\Gamma'$ is the event that under $\pi_{Q'}^{1,0,\Delta_N}$, the two interfaces are contained in bottom and top halves of $Q'$ respectively, then there exists $c = c(q) > 0$ such that, for large enough $n$,
\[
\pi_{Q}^{1,0,\Delta_N}(\Gamma'^c) \leq 2e^{-cn^3e} + 2e^{-cn} + 2e^{-cn},
\]
Monotonicity and $n^{1+\varepsilon} \leq m \leq n$ imply the bound on $E^\Delta[\pi_{Q}^{\xi',1}(\Gamma_0^c | \Gamma_2) | \Gamma_1]$.}

By union bounding over the errors that arise from each of the $\Gamma_i$ not occurring, and otherwise conditioning on their occurrence, we obtain
\[
E^\Delta \left[ \left\| \pi_{Q}^{\xi'} - \pi_{Q}^{\xi',0} \right\|_{B^c} \right] \lesssim e^{-cn^{2e}},
\]
as desired.

The corresponding bound on the second term of (5.10) is the same up to changes of scale corresponding to working with distributions on configurations on $A$, not $Q$. Because of the modification on $\Delta_N$, as remarked earlier, with probability $1 - \exp(-cn^3e)$, the boundary conditions on $A$ are in $\mathcal{D}(A)$. This event is a decreasing event so it only increases the probability of $\Gamma_i$ for $i = 1,2,3$. Because $\alpha > 1$, the middle rectangle
is at least order $n^{1/2 + \varepsilon}$ so the bound on the interface touching $\partial_{s}(B^{c})$ also still holds. Combined with (5.10) and the bounds on the other terms in (5.11), we conclude that for some $c_{1}, c_{2} > 0$ and every large enough $n$,

$$E^{\Delta} \left[ d_{1}^{c'}(2t) \right] \leq 2\delta + 2c_{1}e^{-c_{2}n^{2}\varepsilon}.$$

(ii) Free initial configuration. Consider the dynamics started from $\omega_{0} = 0$. Let $\tilde{P}$ denote the transition kernel of the censored dynamics that only updates edges in $B$ until time $t$ at which point all edges in $A$ are reset to 0 and the dynamics subsequently only updates edges in $A$ until time $2t$. Let $\nu_{2}^{\eta}$ denote the distribution obtained between times $t$ and $2t$ given boundary conditions $\eta$ on $A^{c}$ and initial configuration 0 on $A$. Let

$$\Delta = \{(x, y) \in \partial_{e,w}(A^{c}) : y \geq \lfloor (\alpha - 1)m - n^{3}\varepsilon \rfloor \},$$

so that again by Theorem 2.6 and Corollary 5.10 it suffices to prove the desired implication under $E^{\Delta}$ for the $\tilde{P}$ dynamics.

The Markov property and the triangle inequality together imply,

$$E^{\Delta} \left[ \| \tilde{P}^{2t}(0, \cdot) - \pi_{Q}^{c'} \|_{TV} \right] \leq E^{\Delta} \left[ \| \tilde{P}^{t}(0, \cdot) - \pi_{Q}^{c'} \|_{TV} \right] + E^{\Delta} \left[ \| \pi_{Q}^{c'} - \pi_{A}^{c'} \|_{TV} \right] + E^{\Delta} \left[ \| \pi_{A}^{c'} - \pi_{Q}^{c'} \|_{TV} \right].$$

We can bound the first term by $\delta$ by assumption and the observation that the free initial configuration does not change the boundary conditions on $B$. The second term can be bounded using the same approach as the proof of Lemma 5.16, where now $A^{c}$ is shorter than the rectangle in Lemma 5.16 but still $\geq n^{1/2 + \varepsilon}$. Via an application of Lemma 5.16, up to an error of $\exp(-cn^{2}\varepsilon)$ for $c > 0$ fixed, the open component of $\partial_{s}B$ and its perturbations to the boundary of $A \cup B$ do not reach $\partial_{s}A^{c}$ so the grand coupling couples the two distributions on $A^{c}$.

In that case, the measure on $\partial A$ is dominated by $\pi_{x}^{c}$ and therefore by (2.1), up to an error of $e^{-cn\varepsilon}$ the entirety of $B^{c}$ is disconnected from $A^{c}$. By monotonicity and the fact that $m \geq n^{1/2 + \varepsilon}$, we obtain that there exists $c > 0$ such that

$$E^{\Delta} \left[ \| \pi_{B}^{c'} - \pi_{Q}^{c'} \|_{TV} \right] \lesssim e^{-cn^{1/2 + \varepsilon}} + e^{-cn^{2}\varepsilon}.$$

It remains to bound the third term in (5.16) following the approach of [41].

Lemma 5.18. There exist constants $c, c' > 0$ such that

$$\pi_{Q}^{c'}(\| \nu_{2}^{\eta} - \pi_{A}^{c'} \|_{TV}) \lesssim e^{-cn^{2}\varepsilon} + e^{-c'\ell}.$$

Proof. Using the bound on total variation by the probability of disagreement under a maximal coupling, together with monotonicity and a union bound, write

$$\pi_{Q}^{c'}(\| \nu_{2}^{\eta} - \pi_{A}^{c'} \|_{TV}) \leq \sum_{e \in E(A)} \pi_{Q}^{c'}(\nu_{2}^{\eta}(e \notin \omega) - \pi_{Q}^{c'}(e \notin \omega)).$$

For any $e \in E(A)$, consider $K_{e} = \{e + [-\ell, \ell]^{2} \cap A\}$. Denote by $\nu_{2}^{\eta}_{K_{e}}$ the distribution obtained by the dynamics in $K_{e}$ with boundary conditions given by $(\xi', \eta)$ on $\partial K_{e} \cap \partial A$.
Lemma 2.11, there exists \( c > 0 \) such that

\[
\nu_2'(e \notin \omega) - \pi_Q^\ell(e \notin \omega) \leq e^{-t \nu - c\ell} + \left( \pi_{K_\ell}^\ell,\eta(e \notin \omega) - \pi_Q^\ell(e \notin \omega) \right).
\]

Absorbing a \( 2n^2 \) for the maximum number of edges in \( A \), it suffices to prove there exist constants \( c, c' > 0 \) such that for every \( e \in E(A) \),

\[
E^\Delta \left[ \pi_Q^\ell(e \notin \omega) - \pi_{A}^\ell,\eta(e \notin \omega) \right] \leq e^{-c\ell} + e^{-cn^2}.
\]

For any fixed \( e \in E(A) \) let \( \Gamma^c := \{ e \leftarrow K_\ell \partial K_\ell \cap A^o \} \). By the FKG inequality,

\[
\pi^\ell,\eta(e \notin \omega | \Gamma) \geq \pi_{K_\ell}^\ell(e \notin \omega),
\]

so it suffices to check that

\[
E^\Delta \left[ \pi_Q^\ell(\pi_{A}^\ell,\eta(\Gamma^c)) \right] = E^\Delta \left[ \pi_Q^\ell(\Gamma^c) \right] \leq e^{-c\ell} + e^{-cn^2}.
\]

Proving this is very similar to proving the bound on the probability of \( \Gamma_2^c \) in the proof of Lemma 5.16 as shown in Figure 7. For some \( c > 0 \), up to an error of \( e^{-cn} \), we replace \( E^\Delta[\pi_Q^\ell(\Gamma^c)] \) with \( \pi_{E_n(Q)}^0(\Gamma^c) \) where \( E_n(Q) \) is the enlarged rectangle defined in (5.15). Then by Proposition 5.6, for some other \( c > 0 \) with probability \( 1 - \exp(-cn^2) \), the bottom-most horizontal crossing stays below \( \partial K_\ell \) at which point it suffices to consider \( \pi_{E_n(Q)}^0(\Gamma^c) \) because in that case, \( \partial_\ell(E_n(Q)) \) would be completely disconnected from \( K_\ell \).

But Eq. (2.1) and monotonicity imply that there exists \( c > 0 \) such that

\[
\pi_{E_n(Q)}^0(\Gamma^c) \leq e^{-c\ell},
\]

at which point a union bound over the two errors concludes the proof. \( \blacksquare \)

Choosing \( \ell = [c^{-1} \log t] \) in Lemma 5.18 and union bounding over all \( e \in E(A) \) yields that there exists a new \( c > 0 \) such that for sufficiently large \( n \),

\[
E^\Delta \left[ \pi^\ell(\|\nu_2^\ell - \pi_{A}^\ell,\eta\|_{TV}) \right] \leq t^{-c}.
\]

Combined with the bounds on the first and second terms of (5.16) and Theorem 2.6 we see that there exist \( c_1, c_2 > 0 \) such that for large enough \( n \),

\[
E^\Delta \left[ \|\tilde{P}^{2t}(0, \cdot) - \pi_Q^\ell\|_{TV} \right] \leq 2\delta + c_1 e^{-c_2 n^2} + 2n^2 t^{-c_2},
\]

which combined with part (i) of the proof, allows us to conclude the proof of (5.7). \( \blacksquare \)

We now prove the second implication to complete the proof of Proposition 5.13.

Proof of Eq. (5.8). Fix any \( P \in D(\Lambda_{2n,m}) \) and observe that the proof is independent of this choice of \( P \). Consider the quantity, \( E[\|P^t(\omega_0, \cdot) - \pi_{A_{2n,m}}^\ell\|_{TV}] \) for \( \omega_0 = 0, 1 \).

(i) Wired initial configuration. Divide \( Q := \Lambda_{2n,m} \) into,

\[
A = \Lambda_{n,m} + ([n/2], 0), \quad B = \Lambda_{n,m} \cup \{ \Lambda_{n,m} + (n, 0) \}, \quad C = \{ n \} \times [0, m].
\]
Let $B_s, B_w$ be the two connected components of $B$ so that the dynamics on $B$ does not update any of the edges of $C \subset \partial B$. Let $\Delta = \Delta_s \cup \Delta_n \cup \Delta_e \cup \Delta_w$ where

\[
\Delta_s = \{(x, y) \in \partial_s A : |x - n| \leq n^{3\varepsilon}\}, \quad \Delta_n = \{(x, y) \in \partial_n A : |x - n| \leq n^{3\varepsilon}\},
\Delta_e = \{(x, y) \in \partial_e A : x \leq n/2 + n^{3\varepsilon}\}, \quad \Delta_w = \{(x, y) \in \partial_w A : x \geq 3n/2 - n^{3\varepsilon}\}.
\]

We first observe that, as before, by Corollary 5.10 and the size of $|V(\Delta)|$, it suffices up to new choice of constants in (5.8), to prove the implication under $P^\Delta$ as given by Definition 5.3. By monotonicity, Theorem 2.6, and Corollary 5.10, up to another change of constants $c_2, c_3$, it suffices to prove,

\[
\max_{\omega_0 \in \{0, 1\}} \mathbb{E}^\Delta \left[ \|\bar{P}^{2t'}(\omega_0, \cdot) - \pi_Q^{\xi'}\|_{TV} \right] \leq c\delta'
\]

with $t' = \exp(cn^{3\varepsilon})t$ and $\delta' = 8\delta + \exp(-c\varepsilon n^{3\varepsilon})$ for $c, c' > 0$ given by Corollary 5.10 and $\bar{P}$ a censored dynamics. We begin with the situation in which $\omega_0 = 1$ and let $\bar{P}$ be the transition kernel of the following censored dynamics: for the first time interval $[0, t')$, only accept updates from $A$ then at time $t'$ change all edges interior to $B$ to 1 and only updates edges interior to $B$ until time $2t'$. As before, let $\nu_1$ denote the distribution after time $t'$ on $A$ and let $\nu_2^0$ denote the distribution after time $2t'$ of configurations on $B$ given that at time $t'$ all edges in $B$ are reset to 1 and the configuration on $C$ was $\eta$.

The triangle inequality and Markov property together imply that,

\[
\mathbb{E}^\Delta \left[ \|\bar{P}^{2t'}(1, \cdot) - \pi_Q^{\xi'}\|_{TV} \right] \leq \mathbb{E}^\Delta \left[ \|\nu_1 - \pi_A^{\xi', 1}\|_C \right] + \mathbb{E}^\Delta \left[ \|\pi_A^{\xi', 1} - \pi_Q^{\xi'}\|_C \right] + \mathbb{E}^\Delta \left[ \|\pi_Q^{\xi'} - \pi_Q^{\xi', 0}\|_C \right] + \mathbb{E}^\Delta \left[ \|\nu_2^0 - \pi_B^{\xi', \eta}\|_{TV} \right].
\]

Here, boundary conditions of the form $(\xi', \eta)$ denote a boundary condition that agrees with $\xi'$ on the intersection of the boundary of the domain and $\partial Q$, and takes on boundary conditions $\eta$ elsewhere. As in part (i) of the proof of (5.7), we observe that because of the modification on $\Delta_s \cup \Delta_w$ with $P$-probability $1 - \exp(-cn^{3\varepsilon})$, the boundary conditions on $\partial_n A$ are dominated by $\pi_{Q, n}^0$ in spite of the wired initial configurations on $Q - A$. In what follows, we assume—paying an error of $\exp(-cn^{3\varepsilon})$—that this decreasing event holds. Observe also that the wired initial configuration can only make $\partial_n A$ more wired, and thus those boundary conditions will continue to dominate the marginal of $\pi_{Q, n}^1$. Along with self-duality and Corollary 5.10, this implies that the first term in (5.17) is bounded above by $\delta'$.

The fourth term can be bounded as follows: observe that the distribution over boundary conditions $(\xi', \eta)$ on $B$ under $P^\Delta(\xi')\pi_Q^{\xi', 0}(\eta)$ coincides with the $\Delta_s$ modification of $P^{\Delta_{s,v,w}}(\xi')\pi_Q^{\xi', 0}(\eta)$. Because the boundary conditions on $\partial_n A$ are dominated by $\pi_{Q, n}^0$, an argument like (5.12) implies $P^{\Delta_{s,v,w}}(\xi')\pi_Q^{\xi', 0}(\eta) \leq \pi_{Q, n}^0(\eta)$ on $C$. Thus, by Corollary 5.10, the third term is bounded above by $2\delta'$, where the factor of 2 comes from the fact that $B$ consists of two independent copies of $R_n$. We used the fact that the configuration on $E(C)$ is dominated by the partition of $C$ induced by the FK configuration under $\pi_Q^{\xi', 0}$.

It remains to bound the second and third terms of (5.17), which can be treated similarly so we only go through the bound of the former.
Lemma 5.19. There exists $c = c(q) > 0$ such that
\[
E^\Delta \left[ \| \pi^{\xi',1}_A - \pi^{\xi',1}_Q \|_C \right] \lesssim e^{-cn^{3\varepsilon}}.
\]

Proof. We bound the total variation distance on $C$ by bounding the probability that samples from the two distributions agree under the grand coupling.

Following the proof of Lemma 5.16, we first define the event $\Gamma_1$ as the set of $\xi'$ in which there exists no pair $(x, y) \in (\partial_N B_E - \Delta_N) \times (\partial_N B_W - \Delta_N)$ such that $x \leftrightarrow y$ where $\xi' \leftrightarrow$ denotes that $x, y$ are in the same boundary component. We split up $E^\Delta [\| \pi^{\xi',1}_A - \pi^{\xi',1}_Q \|_C]$ into an average over those $\xi' \in \Gamma_1$ and those in $\Gamma_1^c$.

As in Lemma 5.16, we obtain the bound $E^\Delta [\Gamma_1^c] \leq \exp(-cn^{3\varepsilon})$ for some $c > 0$ using the fact that the boundary conditions on $\partial_N A$ are obtained from a measure that is dominated by $\pi_0^{\Delta}$ and Eq. (2.1) implies an exponential decay of connections. For all such $\xi'$, we bound the distance between the two measures by 1.

Now consider, for any $e \in E(C)$, $E^\Delta [\| \pi^{\xi',1}_A - \pi^{\xi',1}_Q \|_{TV} \mid \Gamma_1]$. Define in analogy with the proof of Lemma 5.16, the decreasing events $\Gamma_2$ and $\Gamma_3$:
\[
\Gamma_2 := \bigcap_{i \in \{e, w\}} C^*_v(A \cap B_i),
\]
and $\Gamma_3$ is the event that there does not exist any $x \in \partial_B A \cap B_k - \Delta_N$ such that $x \leftrightarrow \partial_B B_E$ and likewise, there does not exist any $x \in \partial_B A \cap B_w - \Delta_N$ such that $x \leftrightarrow \partial_B B_W$. Under $\Gamma_2 \cap \Gamma_3$, we could expose all the wired components of $\partial A - \Delta_N - \Delta_S$ to reveal an outermost dual circuit around $C$. By monotonicity and domain Markov, the two distributions would be coupled under the grand coupling past that dual circuit, so that for all $\xi' \in \Gamma_1$,
\[
\| \pi^{\xi',1}_A - \pi^{\xi',1}_Q \|_C \leq \pi^{\xi',1}_A(\Gamma_2 \cap \Gamma_3).
\]

Let $\bar{A} = [0, n] \times [2m]$, viewed as two copies of $A$ stacked above one another. Let $(0, 1, \Delta_S)$ boundary conditions on $A$ denote those that are free on $\partial_B A$ and $\Delta_S$ and wired on the rest of $\partial \bar{A}$. By monotonicity and the exponential decay of correlations in
the free phase given by (2.1), we see that there exists $c > 0$ such that
\[
E^\Delta \left[ \pi_{A}^{c',1}(\Gamma_2^c) \mid \Gamma_1 \right] \leq E^{\Delta_{s}} \left[ \pi_{A}^{c',1}(\Gamma_2^c) \mid \Gamma_1 \right] \leq e^{-cn} + \pi_{A}^{0,1,\Delta_2}(\Gamma_2^c).
\]

Consider $\pi_{A}^{0,1,\Delta_2}(\Gamma_2^c)$ and let $V = [0,n] \times [0,4m]$, as in Proposition 5.7 with $\ell = 4m$. Let $(0, 1, \Delta_s)$ boundary conditions on $V$ denote those that are free above $y = 2m$ and on $\Delta_s$ and wired elsewhere. Then it is clear by monotonicity and the fact that $\Gamma_2^c$ is an increasing event, that
\[
\pi_{A}^{0,1,\Delta_2}(\Gamma_2^c) \leq \pi_{V}^{0,1,\Delta_2}(\Gamma_2^c).
\]

Because $m \asymp n^{1/2+\epsilon}$, we can apply Proposition 5.7 to see that there exists a new $c(q) > 0$ such that $\pi_{A}^{0,1,\Delta_2}(\Gamma_2^c) \lesssim \exp(-cn^{3\epsilon})$.

We now turn to bounding $\pi_{A}^{c',1}(\Gamma_3^c \mid \Gamma_2)$ using the same approach as in the proof of Claim 5.17. Under $\Gamma_2$, there is a pair of vertical dual crossings in $A$ which allow us to replace, by monotonicity, the boundary conditions $(\xi', 1)$ by ones that we denote $(0, 1, \Delta_s)$ which are free on $\partial_{e,w,s}A$ and also free on $\Delta_s$ and wired elsewhere.

To make the comparison to the setting of Proposition 5.7, perturb the boundary conditions more by extending the wired segments down along $\partial_{e,w}A$ a length $n^{1/2+\epsilon}$. Up to a $\pi$-rotation, Proposition 5.7 with the choice of $\ell = m$ implies that the two interfaces are confined to the left and right halves of $A$ with probability $1 - \exp(-cn^{3\epsilon})$ for some new $c > 0$, and sufficiently large $n$. Monotonicity implies that for any $\xi' \in \Gamma_1$, \[
\pi_{A}^{c',1}(\Gamma_3^c \mid \Gamma_2) \lesssim e^{-cn^{3\epsilon}},
\]
and together with a union bound, there exists $c' > 0$ such that for large enough $n$,
\[
E^\Delta \left[ \|\pi_{A}^{c',1} - \pi_{Q}^{c'}\|_C \right] \leq e^{-cn^{1/2+\epsilon}} + 2e^{-cn^{3\epsilon}}.
\]

Combined with the prior bounds on the first and third terms in the right-hand side of (5.17) and Theorem 2.6, for some $c > 0$,
\[
E^\Delta \left[ \|\tilde{P}^{2t'}(1, \cdot) - \pi_{Q}^{c'}\|_{TV} \right] \lesssim \delta' + e^{-cn^{3\epsilon}}.
\]

(ii) Free initial configuration. The bound for the free initial configuration,
\[
E^\Delta \left[ \|P^{2t'}(0, \cdot) - \pi_{Q}^{c'}\|_{TV} \right] \lesssim \delta' + e^{-cn^{3\epsilon}},
\]
is nearly identical to the above bound with the following change: the censored dynamics $\tilde{P}$ only allows updates in block $A$ until time $t'$ then resets all edge values in $B$ to 0 then only allows updates in $B$ between time $t'$ and $2t'$. In this case, we can again write, using the same notation as before,
\[
E^\Delta \left[ \|\tilde{P}^{2t'}(0, \cdot) - \pi_{Q}^{c'}\|_{TV} \right] \leq E^\Delta \left[ \|\nu_1 - \pi_{A}^{c',0}\|_C \right] + E^\Delta \left[ \|\pi_{Q}^{c'} - \pi_{Q}^{c',0}\|_C \right]
+ E^\Delta \left[ \|\pi_{A}^{c',0} - \pi_{Q}^{c'}\|_C \right] + E^\Delta \left[ \|\nu_2^{c'} - \pi_{Q}^{c',\eta}\|_{TV} \right].
\]

The free initial configuration precludes the long-range interactions of the FK model modifying the boundary conditions on $A$ and thus they are still in $\mathcal{D}(A)$. The bound on the first term then follows from the assumption, without appealing to self-duality,
and the other three bounds hold as for \( \omega_0 = 1 \). Combining the above with part (i) holds, we see that (5.8), which with (5.7), concludes the proof of Proposition 5.13. ■

5.4. Proof of Proposition 5.2. It now remains to extend Corollary 5.15 to boundary conditions that are dominated by the free phase or dominate the wired phase on all four sides, to obtain the desired bounds for free and monochromatic boundary conditions. Suppose without loss of generality that \( P \preceq \pi_{22}^0 \) on \( \Lambda \); the case \( P \succeq \pi_{22}^1 \) follows from self-duality. First consider the dynamics started from \( \omega_0 = 1 \). We wish to prove that there exists \( c > 0 \) such that for \( t_* = \exp(cn^{3\varepsilon}) \),

\[
E \left[ \| P^{t_*}(1, \cdot) - \pi_{\Lambda}^{\varepsilon} \|_{TV} \right] \lesssim e^{-cn^{2\varepsilon}}.
\]

By an application of Corollary 5.10, up to errors that can be absorbed by adjusting the constant \( c \) appropriately, we can modify, as in Definition 5.3, the boundary conditions on \( \Delta = \Delta_N \cup \Delta_s \), where \( \Delta_N = \Delta_N^1 \cup \Delta_N^2 \),

\begin{align*}
\Delta_N^1 &= \{0, n\} \times \left[ \frac{3n}{4} - n^{3\varepsilon}, \frac{3n}{4} \right], \\
\Delta_N^2 &= \{0, n\} \times \left[ \frac{n}{2}, \frac{n}{2} + n^{3\varepsilon} \right],
\end{align*}

and \( \Delta_s \) is the reflection of \( \Delta_N \) across the line \( y = n/2 \), and consider dynamics on \( \Lambda \) with the new measure \( P^\Delta \) on boundary conditions. Let \( \Lambda^\pm \) denote the top and bottom halves of \( \Lambda \), respectively. Then,

\[
E^\Delta \left[ \| P^{t_*}(1, \cdot) - \pi_{\Lambda}^{\varepsilon} \|_{TV} \right] \leq E^\Delta \left[ \| P^{t_*}(1, \cdot) - \pi_{\Lambda^+}^{\varepsilon} \|_{\Lambda^-} \right] + E^\Delta \left[ \| P^{t_*}(1, \cdot) - \pi_{\Lambda^-}^{\varepsilon} \|_{\Lambda^+} \right].
\]

We deal only with the first term since the second can be bounded analogously. Let \( \tilde{P} \) be the dynamics that censors all updates not in \( \Lambda_{n,3n/4} \). Then by Markov property and triangle inequality, the first term can be bounded above by

\[
E^\Delta \left[ \| \tilde{P}^{t_*}(1, \cdot) - \tilde{\pi}_{\Lambda}^{\varepsilon,1} \|_{\Lambda^-} \right] + E^\Delta \left[ \| \tilde{\pi}_{\Lambda}^{\varepsilon} - \tilde{\pi}_{\Lambda}^{\varepsilon,1} \|_{\Lambda^-} \right],
\]

where \( \tilde{\pi}_{\Lambda}^{\varepsilon,1} \) denotes the stationary distribution on \( \Lambda_{n,3n/4} \) with boundary conditions that are wired on \( \partial_s \Lambda_{n,3n/4} \) and \( \xi' \) elsewhere. First observe that because of \( \Delta_N^1 \), with probability \( 1 - \exp(-cn^{3\varepsilon}) \), the wired initial configuration on \( \Lambda - \Lambda_{n,3n/4} \) does not affect the boundary conditions on \( \Lambda_{n,3n/4} \) and therefore the boundary conditions on it are, up to a \( \pi \)-rotation, in \( D(\Lambda_{n,3n/4}) \). At this cost, we assume this decreasing event holds.

The second term can then be bounded as in Lemma 5.16 by \( \exp(-cn^{2\varepsilon}) \) for some \( c > 0 \). We use \( \Delta_N^2 \) to disconnect the wired boundary condition on \( \partial_s \Lambda_{n,3n/4} \) from \( \Lambda^- \); the new choice of \( \Delta \) and modifications in the sizes of the boxes do not affect the proofs.

The first term can be bounded via Corollary 5.15 for \( m = 3n/4 \) since, with probability \( 1 - \exp(-cn^{3\varepsilon}) \), the boundary condition on \( \partial_{c,s,w} \Lambda_{n,3n/4} \) is dominated by the marginal of \( \pi_{22}^0 \) while on \( \partial_s \Lambda_{n,3n/4} \), it is all wired. Combining the two bounds and doing the same for \( \Lambda^+ \), implies there is a \( c > 0 \) such that for \( t_* = \exp(cn^{3\varepsilon}) \),

\[
E^\Delta \left[ \| P^{t_*}(1, \cdot) - \pi_{\Lambda}^{\varepsilon} \|_{TV} \right] \lesssim e^{-cn^{2\varepsilon}}.
\]

For the dynamics started from the free initial configuration, for every \( e \in E(\Lambda) \), \( \ell \in \mathbb{N} \), define \( K_\ell = \Lambda \cap \{ e + [-\ell, \ell]^2 \} \). Let \( P_{K_\ell} \) denote the transition kernel of the
dynamics restricted to $K_\ell$ with $(\xi, 0)$ boundary conditions denoting $\xi$ on $\partial K_\ell \cap \partial \Lambda$ and free elsewhere. We claim that, for some $c > 0$,

\[
\mathbb{E} \left[ \| P_{t^*} (0, \cdot) - \pi_\Lambda^\xi \|_{TV} \right] \leq \sum_{e \in E(\Lambda)} \mathbb{E} \left[ P_{t^*} (1, e \notin \omega) - \pi_\Lambda^\xi (e \notin \omega) \right] 
\leq \sum_{e \in E(\Lambda)} \mathbb{E} \left[ \| P_{t^*} (0, \cdot) - \pi_{K_\ell}^{\xi, 0} \|_{TV} \right] + e^{-c\ell} + e^{-cn},
\]

for some $c > 0$. The first inequality is an immediate consequence of monotonicity. The second follows from an argument similar to that in the proof of Lemma 5.18 where now we take a new enlargement, $E_n'(\Lambda)$ that enlarges $\Lambda$ by $n$ in the southern direction also.

We can replace, by Eq. (2.1), $\pi_\Lambda^\xi$ by $\pi_{E_n'(\Lambda)}^0$ up to an error of $e^{-cn}$ as before. Again using (2.1) in the free phase, up to an error of $e^{-c\ell}$, we can replace $\pi_{E_n'(\Lambda)}^0$ with $\pi_{K_\ell}^{\xi, 0}$, noting that the distributions at $e$ match if $e$ is disconnected from $K_\ell$ by a dual circuit.

We can then bound the sum in the right-hand side by Proposition 5.11: uniformly in $\xi, e, t_{mix}$ for $K_\ell$ is bounded above by $e^{c\ell}$ for some $c > 0$. Choosing $\ell = [c^{-1} \log t_*] \asymp n^{3\varepsilon}$ and union bounding over all the errors yields, for some $c > 0$,

\[
\mathbb{E} \left[ \| P_{t^*} (0, \cdot) - \pi_\Lambda^\xi \|_{TV} \right] \lesssim e^{-cn^{2\varepsilon}},
\]

as desired. An application of Markov’s inequality, the triangle inequality, and (2.3) to

\[
\max_{\omega_0 \in \{0, 1\}} \mathbb{E} \left[ \| P_{t^*} (\omega_0, \cdot) - \pi_\Lambda^\xi \|_{TV} \right] \lesssim e^{-cn^{2\varepsilon}},
\]

implies that there exists some $c > 0$ such that for $t_* = e^{cn^{3\varepsilon}}$ and $n$ sufficiently large, $P(t_{mix} \geq t_*) \lesssim \exp(-cn^{2\varepsilon})$ as required.
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