Newton methods based convolution neural networks using parallel processing

Ujjwal Thakur¹, Anuj Sharma¹

Department of Computer Science and Applications, Panjab University, Chandigarh, India

Abstract

The Training of convolutional neural networks is a high-dimensional and non-convex optimization problem. At present, it is inefficient in situations where parametric learning rates can not be confidently set. Some past works have introduced Newton’s methods for training deep neural networks. Newton’s methods for convolutional neural networks involve complicated operations. Finding the Hessian matrix in second-order methods becomes very complex as we mainly use the finite differences method with the image data. Newton’s methods for convolutional neural networks deal with this by using the sub-sampled Hessian Newton methods. In this paper, we have used the complete data instead of the sub-sampled methods that only handle partial data at a time. Further, we have used parallel processing instead of serial processing in mini-batch computations. The results obtained using parallel processing in this study, outperform the time taken by the previous approach.
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1 Introduction

We humans have set a goal of creating or more precisely designing non-biological intelligence for a long time, this goal can be traced back to centuries, under some definitions, even by millennia. That is long before a formal establishment of the field of artificial intelligence at a workshop in Dartmouth College in 1956 [13]. There are multiple definitions of AI, Bellman in 1978 defined AI as “The automation of activities we associate with human thinking, activities such as decision-making, problem-solving, learning..” [5]. Winston in 1984 stated that AI is ‘the study of ideas that enable computers to be intelligent’ [55], according to Charniak and McDermott in 1985 AI is “the study of mental faculties through the use of computational methods” [10] while Dean et al. in 1995 defined AI as “the design and study of computer programs that behave intelligently” [15]. Definitions might differ but the central idea of AI is that we want to design a non-biological machine that can mimic the cognitive intelligence we have in some biological beings. In other terms, it can also be said that any machine that exhibits traits such as learning and problem-solving is an AI. One thing is clear, the developments in the field of artificial intelligence will dramatically influence human life, and society and will change the world. In past, traditional non-AI algorithms are bad at making environment-dependent decisions. Traditional algorithms can check for millions of predefined cases but when even a single undefined case arises they fail. Due to this limitation, these algorithms can’t be used in problems like driving cars, natural language recognition, detecting fake news and many more problems. That is why we need AI algorithms, which can adapt according to environmental needs.

Till now, we have discussed about making machines able to mimic human intelligence. A technique used for this purpose is called machine learning. Machine learning is an application of AI that lets machines learn on the go and improve with the experience. Machine learning algorithms are designed in such a way that they can collect data while running and use that data to improve themselves in solving upcoming problems. Further going into machine learning algorithms, they can be categorized as supervised machine learning algorithms, unsupervised machine learning algorithms, semi-supervised machine learning algorithms, and reinforcement machine learning algorithms.
learning algorithms. Supervised machine learning algorithms analyze labeled training data which is later used for mapping new tasks. While in unsupervised machine learning algorithms data is unlabeled and the goal is to learn more about the underlying data. Semi-supervised machine learning algorithms have small labeled training data and large unlabeled data. Reinforcement machine learning algorithms interact with the environment by doing some action and get errors or success. These results are then used to maximize the performance of an upcoming task. In machine learning, there are numerous classes of models out of which neural networks are a specific set of algorithms that have transformed Machine Learning.

A biological brain process information using networks of neurons. These neurons receive input, process it, and give output to the connecting neurons in form of an electrical signal. We have mimicked this concept of neurons in a neural network. Neural networks are a set of machine learning algorithms that are modeled on the biological brain. In these algorithms, artificial neurons are the core computational unit that collects and classifies incoming data. NNs have multi-layer networks of neurons. A neuron acts like a function that computes the weighted average of the incoming data and passes the information. Neurons collectively used are called a layer. When many different kinds of layers are stacked together this is called a deep neural network.

A deep neural network is made up of an input layer one or more hidden layers and an output layer. As the name suggests, input is passed through the input layer which is generally a multidimensional vector of numbers. Then these inputs are fed into the hidden layer. The hidden layer then applies some predefined operations to the incoming data and sends data to the next layer which might be another hidden layer or put layer. The hidden layer makes changes to data in such a way that the final output is as optimized as possible. This process of multiple hidden layers used together to learn more about input data is called deep learning.

Convolutional Neural Networks are feed-forward networks. These are specific types of deep neural networks that are designed explicitly keeping the static image in mind. This allows for a few tweaks to get more efficient than general NN when working with images. The most concerning weakness of standard NNs is that they struggle with the computational complexity required to process image data. It’s not a hard and fast rule though, for smaller data most standard NN can work.

As we discussed in NNs layers are stacked together, CNN uses mainly three types of layers to build convolutional network architecture, convolutional layer, pooling layer, and fully-connected layer. We know that training of convolutional network is non-convex optimization problem. Convolution Neural Networks (CNN) have shown great potential in the field of image processing. As deep learning involves solving a difficult non-convex optimization problem, Stochastic Gradient (SG) methods and their different variations are frequently used for solving these problems. While SG is most suitable, it may not be efficient in certain conditions. Due to this reason training of deep networks using second-order methods has got plenty of interest in the past.

In the literature Newton method for training neural networks has been studied (e.g., [7, 23, 36]). Line search Newton-CG also called truncated Newton Method is suitable to achieve second-order method on high dimensional optimization has been studied for decades by Nocedal and Wright. The Newton-CG method does not require explicit knowledge of Hessian matrix, it requires only the Hessian-vector product for any given vector. Hessian-vector products have a use case in training a deep neural network, also known as Hessian-free optimization. Recently, Newton’s methods have been investigated as an alternative optimization technique, but nearly all existing studies consider only fully-connected feed-forward neural networks. Newton’s methods for CNN involve complicated operations due to this limited researchers have conducted a thorough investigation. One of the major works in this direction is the introduction of Newton methods in CNN for optimization. There are many reasons to work further in this direction. At first, it is generally more substantial to apply weight updates derived from second-order methods in terms of optimization aspects. Meanwhile, it takes roughly the same time to obtain curvature-vector products and compute the gradient which makes it possible to use the second-order method on large scale model. This second-order method has shown better results than traditional stochastic gradient (SG) methods. But it needs to find the Hessian matrix. Finding the Hessian matrix becomes very complex as we might resort to the finite differences method while dealing with the Image data. Another issue is that if we have n dimensions, the Hessian will need $O(n^2)$ space and computational complexity for $n \times n$ matrix. CIC Lin et al deals with this by using the Hessian-Free Newton Method technique introduced by. Hessian-Free Newton’s methods are a little misleading in a way that it tricks us into believing that we will never have to find the Hessian matrix. But that’s not the case, We will need to find it once for every step we take. Sub-sampled Hessian Newton methods that have been proposed to save some more space and computation power. This trade the next step’s direction accuracy for less computational needs. In this work, we took the whole data while making the process more efficient by applying process parallelism. This will give us a Gauss-Newton matrix that is not from sub-sampled data and our Hessian matrix will be more accurate in predicting the next step direction for minimizing. Sub-sampled Hessian Newton methods were used because of the high computational cost in the first place, that is why during implementation, we further divided the data into mini-batches. These mini-batches are then used for getting our matrix. As in mini-batch processing, each batch is independent of other batches, so serial processing implementation is inefficient as the whole computation power of processors is not used. If batches are processed in parallel, tasks will get completed faster. To apply this process parallelism we used programming language tools like threading and
multiprocessing. Using multiprocessing library we used multiple cores simultaneously.

1.1 This paper is organized as follows

In Section 1, We introduce CNN and ongoing work in the field. In Section 2, We list our contributions and algorithm. In Section 3, We have presented our experimental results and comparisons. Section 4 concludes this work and discusses about future work.

2 Literature Of CNN

Hubel and Wiesel in 1962 and 1965 proposed a model of the visual nervous system, according to that model, the neural network in the visual cortex has a hierarchical structure as LGB (lateral geniculate body), simple cells, complex cells, lower order hyper-complex cells, higher order hyper-complex cells respectively in the hierarchy. In this hierarchy, a cell in a higher stage generally tends to respond selectively to a more completed feature of the stimulus pattern and at the same time, has a larger receptive field and is more insensitive to the shift in the position of the stimulus pattern.

Later on, this model couldn’t hold its original form but if we only consider the main stream of information flow in the visual system, this model doesn’t contradict later work in this field. Findings from this paper helped in making a non-biological neural network that doesn’t get affected by the size and position of the pattern.

Seventeen models with a target of the ability to recognize patterns like biological minds were proposed. Matthew Kaberisky in 1960 in his book “A proposed model for visual Information processing in the human Brain” gave such a model. Similarly, Frank Rosenblatt 1962 in his book “Principles of Neurodynamics: Perceptions and theory of brain mechanisms” also gave a model for pattern recognition. Another model by Giebel in 1971 in his book “Pattern recognition in biological and technical systems” also tried to achieve a similar goal.

However, the model on the mechanism of feature extraction in the visual nervous system proposed by the author K. Fukushima in 1970 and 1971 would be one of the examples which showed the capabilities of multilayered neural network. But, in this model, the synaptic connections between neurons were fixed and plastic modifications of the synapses were not considered. This paper was succeeded by K. Fukushima in 1975 with the paper “Cognitron : A self-organized multi-layer neural network”. In this paper new hypothesis for the organization of synapses between neurons was proposed. By proposing this hypothesis a new multilayered neural network that is effectively organized was introduced that was called “Cognitron”.

However, the responses of all these models were severely affected by the shift in position and/or introduction of distortion in the shape of the input pattern. This was overcome by the neural network model “Neocognitron” proposed by K. Fukushima. However, the responses of all these models were severely affected by the shift in position and/or introduction of distortion in the shape of the input pattern. This was overcome by the neural network model “Neocognitron”. In this paper new hypothesis for the organization of synapses between neurons was proposed. By proposing this hypothesis a new multilayered neural network that is effectively organized was introduced that was called “Cognitron”.

Backpropagation is one of the core components of CNN. Various derivations have been reported in different contexts by Parker in 1985 and Werbos in 1974. The simplest one is given by Rumelhart et al. in 1986. Le Cun in 1986 used local criteria attached to each unit which are minimizing locally. Several variations of this algorithm were given by le cun in 1985 and 1986. Le Cun in 1988 proposed a derivation of back-propagation based on the Lagrangian formalism. This formalism is in-back-propagation is inspired by optimal control. Variational calculus is a continuous version of optimal control that uses the method of Lagrange multiplier to find the optimal values of a set of control variables. Variational calculus and it’s extensions are in-fact the basis of most work in optimal control. Another model by Frank Rosenblatt 1962 in his book “Principles of Neurodynamics: Perceptions and theory of brain mechanisms” also gives such a model. Similarly, Matthew Kaberisky in 1960 in his book “A proposed model for visual Information processing in the human Brain” also tried to achieve a similar goal.

The central problem that back-propagation solves is the evaluation of the influence of a parameter on a function whose computation involves several elementary steps. The solution to this problem was given by chain rule, but back-propagation exploits the particular form of the function used at each step to provide an elegant and local procedure. Following the variational formalism of Lagrange, Pontryagin has shown in the late 1950s how to formulate this problem using a single energy-like Hamiltonian function. An extensive treatment of Pontryagin’s minimum principle can be found in the text. For the problem of simple feed-forward multilayered networks, the full generality of Pontryagin’s result, even of variational calculus, is not needed. Only the standard Lagrange’s multiplier method will be used. Some of the applications and algorithms described in the optimal control literate so closely resemble back-propagation that one could credit Pontryagin for its discovery. Although their description was in the framework of optimal control, not machine learning, the resulting procedure is identical to back-propagation.
give a description of back-propagation as we know it. Although the idea of back-propagating derivatives is much older especially for continuous line systems [3]. The idea of connecting units to local receptive fields goes to the early 60s. Local connections have been used many times in neural models of visual learning [18] [30] [4]. with local receptive fields [38], neurons can learn to extract elementary visual features as oriented edges, end-points, corners. These features are then combined by the subsequent layers in order to detect higher-order features. Distortion or shifts in the input can cause the position of salient features to vary. In addition, elementary feature detectors that are useful on one of the images are likely to be useful across the entire image. This knowledge can be applied by forcing a set of units, whose receptive fields are located at different places on the image, to have identical weight vectors [19] [43] [4].

The convolutional sub-sampling combination, inspired by Hubel and Wiesel mentions of simple and complex cells was implementer in Fukushima’s Reconnoitering, though no globally supervised learning procedure such as back-propagation was available then such as back-propagation.

Since all the weights are learned with back-propagation, convolutional networks can be seen as synthesizing their own feature extractor and tuning them to the task at hand. The weight sharing technique has the interesting side effect of reducing the number of free parameters, thereby reducing the “capacity” of the machine and reducing the gap between test error and training error [4]. Fixed-size CNN have been applied to many applications, handwriting recognition [11] [37], machine-printed character recognition [53], as well as online hand-writing recognition [5].

An earlier version of this formalism was presented by Fogelman-Soulie et al in 1986 [46]. The credit for establishing CNN as a preferred method for pattern recognition in static images can be given to “Object Recognition with gradient-based learning” [34] [4]. This used learning about connecting to local receptive fields on input from Hubel and Wiesel [23]. Findings from Fukushima [18], Lecun [30], Fukushima and Miyake [19], Rumelhart, Hinton and Williams [43].

K. Chellapilla et al. in 2006 did the first GPU implementation of CNN in the paper “High Performance Convolutional Neural Networks for Document Processing” [11]. This implementation was 4 times faster than multi-layer perceptron implementation. But this implementation and some later ones by Uetz and Behnke [48] and Strigel et al. [49] were hard-coded for specific GPU hardware constraints or used general purpose libraries. Then Dan C. Ciresan, Ueli Meier, Jonathan Masci, Luca M. Gambardella and Jurgen Schmidhuber in their paper “Flexible, High-Performance Convolutional Neural Networks for Image Classification” presented CNN where a flexible and fully online was implemented [12]. This implementation of CNN on GPUs was 10 to 60 times faster than a compiler-optimized CPU version. Notable development in the last few years include, LeNet-5 (1998): The first successful implementation of CNN was by Yann LeCun, who developed LeNet-5, a convolutional neural network for handwritten digit recognition. This model used convolutional layers and pooling layers, and achieved state-of-the-art performance on the MNIST dataset. AlexNet (2012): In 2012, Alex Krizhevsky, Ilya Sutskever, and Geoffrey Hinton developed AlexNet, which won the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) by a large margin. This model consisted of 5 convolutional layers, 3 max-pooling layers, and 3 fully-connected layers. AlexNet was notable for its use of ReLU activation functions, dropout regularization, and data augmentation techniques. VGGNet (2014): The VGGNet architecture, developed by Karen Simonyan and Andrew Zisserman in 2014, used a much deeper architecture than previous models. VGGNet had up to 19 layers, with all layers being either convolutional or max-pooling layers, followed by a few fully connected layers. This architecture achieved very high accuracy on the ImageNet dataset, and was a key step towards deeper neural networks. ResNet (2015): In 2015, Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun introduced ResNet, a CNN architecture that was even deeper than VGGNet. ResNet used residual connections to address the vanishing gradient problem that arises in very deep networks. This architecture achieved state-of-the-art performance on several computer vision benchmarks, including ImageNet and CIFAR. Inception (2014): The Inception architecture, developed by Christian Szegedy et al. in 2014, introduced the idea of using multiple filter sizes in a single convolutional layer, allowing the network to capture features at different scales. The architecture also included 1x1 convolutional layers to reduce the number of parameters in the network. The Inception architecture achieved state-of-the-art performance on the ImageNet dataset, and has since been extended in various ways. DenseNet (2016): In 2016, Gao Huang, Zhuang Liu, and Kilian Q. Weinberger introduced DenseNet, a CNN architecture in which each layer received input from all preceding layers. This created a densely connected architecture that could improve gradient flow and reduce the number of parameters. DenseNet achieved state-of-the-art performance on several image classification benchmarks, and has been used in a variety of applications.

3 Working of CNN

In CNN, we take an image input, and assign importance to its various features in the image and every image is uniquely identified based on those features. A CNN mainly has three layers: a convolutional layer, a pooling layer, and a fully connected layer. Padding is also an optional step used for controlling the size of the output.
### Table 1: Major development in the history of CNN.

| Major Development                                                                 | Year   | Contributed By            |
|-----------------------------------------------------------------------------------|--------|---------------------------|
| Visual nervous system model.                                                      | 1962,1965 | Hubel and Wiesel          |
| Mechanism of feature extraction in the visual nervous model.                     | 1970,1971 | K. Fukushima              |
| Cognitron: A self-organized multilayer neural network.                           | 1975   | K. Fukushima              |
| Neocognitron: A self-organizing neural network model for a mechanism of pattern recognition unaffected by shift in position. | 1980   | K. Fukushima              |
| Derivation of back propagation based on the Lagrangian formalism.                | 1988   | Yann LeCun                |
| Object Recognition with gradient-based learning.                                 | 1999   | Yann LeCun                |
| First GPU implementation of CNN.                                                 | 2006   | K. Chellapilla et al.      |
| Flexible and fully online implementation of CNN on GPU.                          | 2011   | Dan Ciresan               |

3.1 Convolution layer

This layer does most of the computational work. In the convolutional layer, parameters are set of learnable filters. Learnable because they change as we start processing the training data. Every filter has equal width and height with full depth of the input image. For example, $8 \times 8 \times 4$ filters have height and width of 8 and 4 as images have CMYK color channel. As the convolution layer uses learnable filters it preserves the relationship among input pixels. This layer performs a dot product between two matrices, where one matrix is the filter/kernel and the other matrix is the portion of the image. To visualize operations of this layer we assume the input of the current layer is $I^{\text{input}}$ that have $c$ channels of $a \times b$ size

$$
\begin{bmatrix}
I_{1,1,1} & \cdots & I_{1,b^n,1} \\
\vdots & \ddots & \vdots \\
I_{a^n,1,1} & & I_{a^n,b^n,1}
\end{bmatrix}
\begin{bmatrix}
I_{1,1,d^n} & \cdots & I_{1,b^n,d^n} \\
\vdots & \ddots & \vdots \\
I_{a^n,1,d^n} & & I_{a^n,b^n,d^n}
\end{bmatrix}
$$

The goal is to generate a feature matrix $I^{\text{out}}$ of size $a^{\text{out}} \times b^{\text{out}}$. To generate the output, we consider a filter $f$ which is a 3-D weight matrix of size $h \times h \times d^n$.

This filter would have the following matrices and bias term $b$.

$$
\begin{bmatrix}
f_{1,1,1} & \cdots & f_{1,h,1} \\
\vdots & \ddots & \vdots \\
f_{h,1,1} & & f_{h,h,1}
\end{bmatrix}
\begin{bmatrix}
f_{1,1,d^n} & \cdots & f_{1,h,d^n} \\
\vdots & \ddots & \vdots \\
f_{h,1,d^n} & & f_{h,h,d^n}
\end{bmatrix}
$$

By convolutional operation, we want to extract the local information of the image. We perform the convolutional operation by doing the inner product of the sub-image and a filter. For the applying filter, we are going to obtain small regions of size the equal size of the filter that is $h \times h$ and calculates the inner product.
between all of the regions of the image and the filter. For example, if we start from the upper left corner of the input image first sub-image of the channel d is

\[
\begin{bmatrix}
I_{1,1,d} & \cdots & I_{1,h,d} \\
\vdots & \ddots & \vdots \\
I_{h,1,d} & \cdots & I_{h,h,d}
\end{bmatrix}
\]

Then to do a convolutional operation we solve the following.

\[
d^m \sum_{d=1}^{d^n} \left( \begin{bmatrix}
I_{1,1,d} & \cdots & I_{1,h,d} \\
\vdots & \ddots & \vdots \\
I_{h,1,d} & \cdots & I_{h,h,d}
\end{bmatrix} \cdot \begin{bmatrix}
f_{1,1,d} & \cdots & f_{1,h,d} \\
\vdots & \ddots & \vdots \\
f_{h,1,d} & \cdots & f_{h,h,d}
\end{bmatrix} \right) + b,
\]

where \( b \) is bias for filter.

This value becomes the (1,1) position of the featured matrix. Now we need to get other sub-images to produce values for other positions of the output image. We specify the strides for sliding the filter. That is, we move \( s \) pixels vertically or horizontally to get sub-images. For the (2, 1) position of the output image, we move down \( s \) pixels vertically to obtain the following sub-image:

\[
\begin{bmatrix}
I_{1+s,1,d} & \cdots & I_{1+s,h,d} \\
\vdots & \ddots & \vdots \\
I_{h+s,1,d} & \cdots & I_{h+s,h,d}
\end{bmatrix}
\]

Then to get the value at the (2,1) position of the feature matrix

\[
d^m \sum_{d=1}^{d^n} \left( \begin{bmatrix}
I_{1+s,1,d} & \cdots & I_{1+s,h,d} \\
\vdots & \ddots & \vdots \\
I_{h+s,1,d} & \cdots & I_{h+s,h,d}
\end{bmatrix} \cdot \begin{bmatrix}
f_{1+s,1,d} & \cdots & f_{1+s,h,d} \\
\vdots & \ddots & \vdots \\
f_{h+s,1,d} & \cdots & f_{h+s,h,d}
\end{bmatrix} \right) + b,
\]

where \( b \) is bias for filter.

In this way, we are going to get the whole feature matrix. The size of the feature matrix can be determined by the following

\[
a_{out}^n = \left\lfloor \frac{a^n - h}{s} \right\rfloor + 1, b_{out}^n = \left\lfloor \frac{b^n - h}{s} \right\rfloor + 1
\]

An additional step while applying the filter is padding. This is done as sometimes the filter does not fit properly for a given input image. We then either pad zeros into the picture (called zero-padding) or just drop the image data where the filter is not fitting (called valid padding).

Later on, making the decision to fire a neuron or not, less computation heavy, we use the activation function on the current feature matrix. We have multiple activation functions available. Some of them are Sigmoid, Tanh, and ReLu. Each of the activation functions has its own merits and demerits. The activation function should be decided on the bases of the data we are going to input into CNN.

For CNN, generally following ReLu activation function is used \( \sigma(x) = max(x, 0) \). We consider our feature matrix as \( I^f \) till now. Then we can get \( I^{out} \) matrix by \( I^{out} = \sigma(I^f) \)

### 3.2 Pooling

We take the final \( I^{out} \) feature matrix from the previous layer and do a pooling operation on it. This is done to reduce the computation cost later on if the image is too large. Generally, pooling operation that can extract rotational and transitional invariance features is given preference. Spatial pooling reduces the dimensionality of input but (approximately) retains important information. There are mainly three types max pooling, average pooling, sum pooling

Generally, max pooling is used in CNN. In max pooling largest element from feature, matrix is taken. After pooling, we gave a feature matrix that is of a smaller size.

### 3.3 Fully connected layer

Till now we have just extracted the features we are interested in and haven’t done anything to classify images. Here fully connected layers come into the picture. We flatten our matrix into a vector and feed it into the feed-forward neural network. Then backpropagation is applied to every iteration of training.
4 Contribution and Proposed Algorithm

**Contributions:** In this paper, we propose modifications to the Newton-CG method for CNN. We take whole training data instead of a very small subset of the training data. This will increase the accuracy of the next step while optimizing the function. We also consider the fact that mini-batches of training data can be processed in parallel. This can decrease our running time which would have gotten worse because of the increase in the sample size of the training data.

**Proposed method:** In the proposed method instead of the sub-sampled Newton method where a subset $S$ of the training data is used to derive the sub-sampled Gauss-Newton matrix, we make the process of deriving the Gauss-Newton matrix more accurate by taking the whole training data. This will make the task more computation hungry but we can make it better time-wise by taking advantage of the multi-cores of the processors. Taking the whole training data will increase the accuracy of steps we take to find the minima and we can converge in less time. This will in return can make our network faster. There will be a trade-off between computational power and time. We are trading computational power for a better time but this can be used in situations where we need to prioritize time over computational power like in a real-time system. In these types of systems, the function is needed to be performed in a specific time frame. A real-time application where training is done while running can take the benefit of having higher computational power for completing the work in less time. In the future, another modification we are proposing is to make the process of finding gradient distributed. This is possible as taking derivative is an independent and atomic operation. We can make batches of operations to find derivatives and run each batch on a single core in parallel with other batches. This will make the process of finding the gradient faster.

**Algorithm 1** An algorithm for Hessian method in CNN

We have $\theta$. Where $\theta$ is a collection of all the filters and Weights/biases for a fully connected layer.

1. Calculate $f(\theta)$.
2. while $\nabla f(\theta) \neq 0$ do
   1. Compute $\nabla f(\theta)$ and the needed information for Gauss-Newton matrix-vector products.
   2. Obtain a direction $d$ toward function reduction. Here we can use multi-threading to compute $\nabla f(\theta)$. If we have function $f(\theta)$ as $f(x, y, ...)$, we are going to compute the gradient by $\nabla f(\theta) = \frac{\partial f}{\partial x}, \frac{\partial f}{\partial y}$, .... Where $\theta$ is collection of all the filters and Weights/biases.
   3. Here we can distribute the load of finding $\frac{\partial f}{\partial x}, \frac{\partial f}{\partial y}$, .... by applying parallel processing on all the partial derivatives.
   4. $\alpha = 1$;
   5. while true do
      1. Compute $f(\theta + \alpha d)$;
      2. if $f(\theta + \alpha d) \leq f(\theta) + \mu \alpha \nabla f(\theta) d$ then
         1. break;
      3. end if
   6. end while
   7. Update $\lambda$
   8. $\theta \leftarrow \theta + \alpha d$
end while

In the above algorithm, we have a variable $\theta$ that has all the variables we need to change in order to train our CNN and make it suitable for real usage. The value these variables hold is a core part of any neural network. We take all these variables into a function and minimize that function.

As we need to solve a linear system with a large number of variables to find the next step toward minima, the Sub-sampled Hessian Newton method was used [50]. Where data points are assumed to be from the same distribution and due to this they can be reasonably approximated by selecting a subset of whole data. We continue till we have $\nabla f(\theta) \neq 0$ which implies this is going to run till we have reached the minima [1]. After this, we would have chosen the subset of the data according to the original implementation but we will be taking the whole of the training data to have a more accurate approximation and deal with processing complexity using multiple cores to solve simultaneously. Then we compute the gradient and solve the linear system by CG to obtain a direction $d$. We have taken $\alpha$ constant as 1. We focus on computing $f(\theta + \alpha d)$ and update $\alpha$ with $\alpha = \frac{\alpha}{2}$ until $f(\theta + \alpha d) \leq f(\theta) + \eta \alpha \nabla f(\theta)^T d$ is satisfied. Then We update $\lambda$ based on how good the function reduction is $\rho$ is the ratio between the actual function reduction and the predicted reduction. Using $\rho$, the
Figure 1: How multiple cores are being used
parameter $\lambda_{\text{next}}$ for next iteration is decided by

$$
\lambda_{\text{next}} = \begin{cases} 
\lambda \times \text{drop} & \rho > \rho_{\text{upper}} \\
\lambda & \rho_{\text{lower}} \leq \rho \leq \rho_{\text{upper}} \\
\lambda \times \text{boost} & \text{otherwise}
\end{cases}
$$

Then we update our $\theta$ with

$$
\theta \leftarrow \theta + \alpha d
$$

5 Experiment and Results

We have primarily tested on data set MNIST [33] and CIFAR10 [28]. MNIST is a database of handwritten digits with a training set of 60,000 Grey scale images of size $28 \times 28$, and a test set of 10,000 same-sized images and CIFAR-10 [28] dataset consists of 60000 32x32 color images in 10 classes, with 6000 images per class. There are 50000 training images and 10000 test images. When we run the original implementation to find the time taken per Gv iteration as we increase the size of the sample for approximating the Gauss Newton Matrix. We then plot these values on the graph. Where Y-axis represents the size of the sample taken for the approximation and the X-axis shows the time taken for the one iteration.

In the figure 2 we have plotted the time taken as we increase the sample size when working with the MNIST dataset [33]. We can clearly observe that it is a linear line and the time increase is proportional to the increase in the sample size.

In the figure 3 we have plotted the time taken as we increase the sample size when working with the CIFAR-10 [28] dataset. We clearly observe that it’s also a linear line and the increase in time taken is directly proportional to the increase in the sample size.

We got this data by running the original implementation code shared by the author. We ran the implementation with changing data size for Gauss-Newton Approximation and with different databases. To make understanding clear let us have look at the command line arguments given.

We have run the python program for training. Then this program takes a few arguments first one is –optim it’s there to choose the optimizer as we are working specifically using NewtonCG we are not going to make any modifications to it. The next argument is where we are interested in –GNsize defines how many samples of the training data are to be used in the approximation of the Gauss-Newton matrix. The next argument we are interested in is –train_set where we give a path to the file containing training data. Then comes –dim argument where we give the dimensions of the data. If we have training data containing an image of size $28 \times 28$ then dimensions are going to be $28 \times 28 \times 1$. We can think of the last one as the number of bytes required to represent each pixel. A colored image with the same dimensions will be given –dim as $28 \times 28 \times 3$. As it takes
Figure 3: Running on CIFAR-10

3 bytes to represent a single pixel in the RGB image. Now when we run these commands we get results that are plotted. We got our data from this log output of the program. First with the original implementation and then with our changes. When we plotted the data we get figure [4] and [5]. As we can see in the figure [4] we have got a better time from the start in comparison to the original implementation. While on CIFAR-10 [26] original implementation is faster at the start but gets slower as the sample size increase.

6 Conclusion and Future work

We can conclude that using parallel processing for computations can decrease our processing time without making drastic changes to the older implementation. When we specifically instructed computations to be done on multiple cores simultaneously it took less time to complete the task. As those operations are independent of each other it wouldn’t affect the result. We can apply this parallel processing in all the tasks where we do not take any external input during the calculation, which can change dynamically. In the future, we can go one step further and similarly calculate the gradient with each partial derivative being an independent atomic operation. This can increase CPU and GPU utilization resulting in less time to complete those tasks.

References

[1] Dartmouth department of mathamatics:the first and second derivatives. URL: https://math.dartmouth.edu/opencalc2/cole/lecture8.pdf

[2] Multiprocessing:process-based parallelism. URL: https://docs.python.org/3/library/multiprocessing.html

[3] M. Athans and P.L. Falb. Optimal Control: An Introduction to the Theory and Its Applications. Lincoln Laboratory publications. McGraw-Hill, 1966. URL: https://books.google.co.in/books?id=pfJHAQAAIAAJ

[4] Suzanna Becker and Yann Lecun. Improving the convergence of back-propagation learning with second-order methods. 01 1989.

[5] R. Bellman. An introduction to artificial intelligence: Can computers think? Boyd & Fraser Pub. Co, San Francisco, 1978.

[6] Y. Bengio, Y. LeCun, C. Nohl, and C. Burges. Lerec: A nn/hmm hybrid for on-line handwriting recognition. Neural Computation, 7(6):1289–1303, 1995.
Figure 4: Comparison of old and new implementation on MNIST

Figure 5: Comparison of old and new implementation on CIFAR-10
[7] Aleksandar Botev, Hippolyt Ritter, and David Barber. Practical Gauss-Newton optimisation for deep learning. In Doina Precup and Yee Whye Teh, editors, Proceedings of the 34th International Conference on Machine Learning, volume 70 of Proceedings of Machine Learning Research, pages 557–565. PMLR, 06–11 Aug 2017. URL: https://proceedings.mlr.press/v70/botev17a.html

[8] Matthew Browne and Saeed Ghidary. Convolutional neural networks for image processing: An application in robot vision. pages 641–652, 12 2003. doi:10.1007/978-3-540-24581-0_55

[9] A.E. Bryson and Y.C. Ho. Applied Optimal Control: Optimization, Estimation, and Control. Blaisdell book in the pure and applied sciences. Blaisdell Publishing Company, 1969. URL: https://books.google.co.in/books?id=k_FQAAAAMAAJ

[10] Eugene Charniak and Drew Medema. Introduction to Artificial Intelligence. Pearson Education India, 01 1986.

[11] Kumar Chellapilla, Sidd Puri, and Patrice Simard. High performance convolutional neural networks for document processing. 10 2006.

[12] Dan Ciresan, Ueli Meier, Jonathan Masci, Luca Maria Gambardella, and Jürgen Schmidhuber. Flexible, high performance convolutional neural networks for image classification. pages 1237–1242, 07 2011. doi: 10.5591/978-1-57735-516-8/IJCAI11-210

[13] Daniel Crevier. A: The Tumultuous History of the Search for Artificial Intelligence. Basic Books, Inc., USA, 1993.

[14] Y. Le Cun, B. Boser, J. S. Denker, R. E. Howard, W. Habbard, L. D. Jackel, and D. Henderson. Handwritten Digit Recognition with a Back-Propagation Network, page 396–404. Morgan Kaufmann Publishers Inc., San Francisco, CA, USA, 1990.

[15] Thomas L. Dean, JAMES AUTOR ALLEN, and J. Aloimonos. Artificial Intelligence: Theory and Practice. Benjamin/Cummings Pub., 1995.

[16] K Fukushima. A feature extractor for curvilinear patterns: a design suggested by the mammalian visual system. Kybernetik, 7(4):153—160, September 1970. doi:10.1007/bf00571695

[17] K Fukushima. A feature extractor for a pattern recognizer. a design suggested by the visual system (in japanese). NHK Techn.J., page 351—367, 1971. doi:10.1007/bf00571695

[18] Kunihiko Fukushima. Cognitron: A self-organizing multilayered neural network. Biological Cybernetics, 20:121–136, 1975.

[19] Kunihiko Fukushima and Sei Miyake. Neocognitron: A new algorithm for pattern recognition tolerant of deformations and shifts in position. Pattern Recognition, 15(6):453 – 469, 1982. URL: http://www.sciencedirect.com/science/article/pii/0031320382900243 doi:https://doi.org/10.1016/0031-3203(82)90024-3

[20] Robert W. Fuller. A Proposed Model for Visual Information Processing in the Human Brain. Matthew Kabrisky, volume 42. 1967. arXiv:https://doi.org/10.1086/405488 doi:10.1086/405488

[21] H. Giebel. Feature Extraction and Recognition of Handwritten Characters by Homogeneous Layers. Springer Berlin Heidelberg, Berlin, Heidelberg, 1971.

[22] Xi He, Dheevatsa Mudigere, Mikhail Smelyanskiy, and Martin Takáč. Distributed hessian-free optimization for deep neural network. arXiv: Learning, 2017.

[23] Xi He, Dheevatsa Mudigere, Mikhail Smelyanskiy, and Martin Takáč. Large scale distributed hessian-free optimization for deep neural network. 06 2016.

[24] Hubel and Wiesel. Receptive fields, binocular interaction and functional architecture in the cat’s visual cortex. The Journal of physiology, 1962. URL: https://doi.org/10.1113/jphysiol.1962.sp006837

[25] Hubel and Wiesel. Receptive fields and functional architecture in two nonstriate visual areas. Journal of neurophysiology, 1965. URL: https://doi.org/10.1152/jn.1965.28.2.229

[26] Prateek Jain and Purushottam Kar. Non-convex optimization for machine learning. Foundations and Trends® in Machine Learning, 10:142–336, 12 2017. doi:10.1561/2200000058

[27] Ryan Kiros. Training neural networks with stochastic hessian-free optimization. 01 2013.

[28] Alex Krizhevsky, Vinod Nair, and Geoffrey Hinton. Cifar-10 (canadian institute for advanced research). URL: http://www.cs.toronto.edu/~kriz/cifar.html
[50] Chien-Chih Wang, Chun-Heng Huang, and Chih-Jen Lin. Subsampled hessian newton methods for supervised learning. *Neural Computation*, 27(8):1766–1795, 2015. [doi:10.1162/NECO_a_00751](https://doi.org/10.1162/NECO_a_00751).

[51] Chien-Chih Wang, Kent Tan, Chun-Ting Chen, Yu-Hsiang Lin, S. Keerthi, Dhruv Mahajan, Sundararajan Sellamanickam, and Chih-Jen Lin. Distributed newton methods for deep neural networks. *Neural Computation*, 30, 01 2018. [doi:10.1162/neco_a_01088](https://doi.org/10.1162/neco_a_01088).

[52] Chien-Chih Wang, Kent Loong Tan, and Chih-Jen Lin. Newton methods for convolutional neural networks. *ACM Trans. Intell. Syst. Technol.*, 11(2), January 2020. [doi:10.1145/3368271](https://doi.org/10.1145/3368271).

[53] J. Wang and J. Jean. Multiresolution neural networks for omnifont character recognition. In *IEEE International Conference on Neural Networks*, pages 1588–1593 vol.3, 1993.

[54] Paul Werbos and Paul John. Beyond regression : new tools for prediction and analysis in the behavioral sciences. 01 1974.

[55] Patrick Henry Winston. *Artificial Intelligence (2nd Ed.)*. Addison-Wesley Longman Publishing Co., Inc., USA, 1984.