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Abstract. This report describes our submission to the Ego4D Moment Queries Challenge 2022. Our submission builds on ActionFormer [12], the state-of-the-art backbone for temporal action localization, and a trio of strong video features from SlowFast [5], Omnivore [6] and EgoVLP [10]. Our solution is ranked 2nd on the public leaderboard with 21.76% average mAP on the test set, which is nearly three times higher than the official baseline. Further, we obtain 42.54% Recall@1x at tIoU=0.5 on the test set, outperforming the top-ranked solution by a significant margin of 1.41 absolute percentage points. Our code is available at https://github.com/happyharrycn/actionformer_release.

1 Introduction

Given an untrimmed egocentric video, the Ego4D Moment Queries (MQ) task seeks to localize all moments of actions in time and recognize their categories. Known as temporal action localization in third-person video understanding, this challenging task is often approached in two steps owing to the prohibitive cost of end-to-end training. Clip-level features are first extracted from raw video frames using a pre-trained feature network such as SlowFast [5]. A dedicated temporal network subsequently makes sense of the one-dimensional feature sequence and predicts the onset and offset of action instances as well as their categories.

Following the same two-step approach, our solution zooms in on its two key components, namely video features and temporal network backbone. Until recently, feature networks [5,6,10] were predominantly trained on third-person video datasets such as Kinetics [8]. Their learned motion cues and action statistics are hence not fully representative of first-person videos, presenting major challenge to egocentric video understanding. This gap has recently been closed by EgoVLP [10], a dedicated egocentric pre-training method, following the release of the Ego4D dataset [7]. Meanwhile, our prior work of ActionFormer [12], a transformer-based backbone, recently established the state-of-the-art results for temporal action localization. ActionFormer adopts local self-attention for temporal reasoning and captures actions of variable length using a flexible point-based action representation. Thanks to this orchestrated design, ActionFormer performs exceptionally well on the egocentric EPIC-Kitchens dataset [3] and serves
as the backbone for many winning entries in the EPIC-Kitchens 100 Action Detection Challenge 2022.

To this end, we take a natural step to bring together the best of both worlds. Our submission to the Ego4D MQ Challenge is a straightforward extension of ActionFormer with strong video features from both third-person and first-person video pre-training. Our submission is ranked 2nd on the public leaderboard with 21.76% average mAP on the test set, which is nearly three times higher than the official baseline. Further, we obtain 42.54% Recall@1x at tIoU=0.5 on the test set, outperforming the top-ranked solution by a significant margin of 1.41 absolute percentage points.

2 Approach

Our solution first extracts clip-level video features using pre-trained networks. A video is thus represented as a sequence of feature vectors, where each feature vector is a compact representation of a multi-frame video clip. ActionFormer, as shown in Figure 1, subsequently takes this sequence as input, builds a multi-scale feature pyramid using local self-attentions and interprets every point on the pyramid as an action candidate. The candidate points are classified as either one of the pre-defined action categories or the background. The distances from foreground points to the action’s onset and offset are further regressed.

Feature Extraction. We leverage three strong feature networks for clip-level feature extraction, including SlowFast with ResNet-101 backbone [5] and Omnivore with Swin-L backbone [6] pre-trained on the third-person videos from Kinetics-400 [8], and the video encoder of EgoVLP [10] pre-trained on Ego4D [7]. We use the official release of SlowFast and Omnivore features [2] without fine-tuning, and the pre-trained weights from the official EgoVLP code repository [3] for feature extraction. On 30 FPS videos, SlowFast and Omnivore features are

---

1. https://epic-kitchens.github.io/2022
2. https://ego4d-data.org/docs/data/features/
3. https://github.com/showlab/EgoVLP
Table 1. Results on the Ego4D MQ task. Our model outperforms the baseline [13] by a wide margin with the same SlowFast features. Further performance gain comes from combining features from multiple sources and improving feature fusion. ’Cat’ stands for concatenation, and ‘Proj’ for independent linear projection of source features.

| Split | Method & Features | Fusion | Average mAP | Recall@1x (tIoU=0.5) |
|-------|------------------|--------|-------------|----------------------|
| Val   | VSGN [13] w. SlowFast | n/a    | 6.03        | 25.16                |
|       | Ours [12] w. SlowFast |        | 13.24       | 27.80                |
|       | Ours [12] w. SlowFast+Omnivore | Cat    | 17.17       | 33.36                |
|       | Ours [12] w. SlowFast+Omnivore+EgoVLP | Proj+Cat | 21.40       | 38.73                |
| Test  | VSGN [13] w. SlowFast | n/a    | 5.68        | 24.25                |
|       | Ours [12] w. SlowFast+Omnivore |        | 17.32       | 35.51                |
|       | Ours [12] w. SlowFast+Omnivore+EgoVLP | Proj+Cat | 21.76       | 42.54                |

extracted from clips of 32 frames with a stride of 16. EgoVLP features are extracted from non-overlapping clips of 4 frames following the official implementation. The feature dimensions for SlowFast, Omnivore and EgoVLP are 2304, 1536 and 256, respectively.

**Feature Fusion.** Our model learns a set of linear projections to reduce feature dimension before feeding them into ActionFormer. Specifically, SlowFast, Omnivore and EgoVLP features are independently projected to 386, 386 and 256 dimensions and then concatenated together as the input to ActionFormer. We found this works better than naively stacking the features before projection.

**Action Localization with ActionFormer.** ActionFormer first embeds the projected clip-level features with learned convolutions. The embedded features are then encoded into a multi-scale feature pyramid using local self-attentions, yielding a hierarchy of candidate action moments with varying time spans. The candidate moments are further examined by convolutional heads shared across pyramid levels for action classification and boundary regression, from which action segments are assembled and combined using multi-class SoftNMS [2]. We refer readers to the main paper [12] for more technical details.

**Implementation Details.** Our instantiation of ActionFormer uses a 6-level feature pyramid where the finest temporal resolution is 1,024 time steps. The embedding dimension is 1,024 throughout the model and the transformer layers use 16 attention heads. For our final submission, we train ActionFormer on the combined training and validation data for 15 epochs with the AdamW optimizer [11] using a mini-batch size of 2 and a learning rate of 1e-4 with linear warm-up and cosine annealing. The number of predicted segments for each video is capped at 2,000. We report test results using the checkpoint at epoch 10 based on earlier validation results.

### 3 Experiments and Results

We now present our experiments and results for the Ego4D MQ Challenge.
Dataset. The Ego4D MQ dataset includes a total 326.4 hours of videos, 2,488 video clips and 22.2K action instances from 110 pre-defined action categories. The ratio of video clips is 6:2:2 among the train/val/test splits. The action duration follows a long-tail distribution with a majority of instances less than one minute and 22.4% shorter than 3 seconds.

Evaluation Protocol and Metrics. We follow the official train/val/test splits for evaluation. We train on the train split for evaluation on the val split, and train on the combined train and val splits for evaluation on the test split. We calculate mean average precision (mAP) at tIoU thresholds $[0.1:0.1:0.5]$ and report their average, i.e., the average mAP. We further report Recall@1x at tIoU=0.5, where x stands for the number of ground-truth instances for an action category in one video. This metric measures the percentage of ground-truth instances that have at least one prediction with tIoU greater than 0.5 within the Top-x results for the target action category.

Results. Table 1 summarizes our results on the val and test splits. We observe substantial improvement in both metrics as we bundle more features together. In particular, the addition of EgoVLP features brings a large performance boost (3.76% in average mAP and 7.03% in Recall) on the test split. This validates the effectiveness of egocentric video pre-training on downstream tasks. Further, our results demonstrate that feature fusion matters, and separate projection of features yields better results. We hypothesize that features from different sources are better balanced with explicit control of the projected feature dimension. Our final solution reaches an average mAP of 21.76% which almost quadruples the official baseline result of 5.68%. In addition, we arrive at 42.54% Recall@1x at tIoU=0.5, almost doubling the baseline result of 24.25%. Compared to the top-ranked submission, our solution is 1.83 absolute percentage points lower in average mAP but 1.41 points higher in Recall@1x at tIoU=0.5. Encouraged by our observation, we conjecture that the top-ranked submission makes use of stronger features.

4 Conclusion

In this report, we described our solution using ActionFormer and strong video features for the Ego4D MQ task. Our solution considers a latest temporal action localization model in tandem with new video features, resulting in a simple model with strong empirical results. We hope that our solution and results can provide insight into the Ego4D MQ task.

Limitations and Discussion. Our solution approaches the MQ task as a special case of temporal action localization, treating each activity as a separate category and thus ignoring their text descriptions and relationships. We conjecture that further integration of a language model might better contextualize these activities. Further, our method does not explicitly model visual cues unique in egocentric videos, such as ego-motion, egocentric attention, hand trajectory, or object presence, which have proven effective for egocentric vision [9].
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