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Abstract
We perform a detailed analysis of black hole solutions in supergravity models. After a general introduction on black holes in general relativity and supersymmetric theories, we provide a detailed description of ungauged extended supergravities and their dualities. Therefore, we analyze the general form of black hole configurations for these models, their near-horizon behavior and characteristic of the solution. An explicit construction of a black hole solution with its physical implications is given for the STU-model.
The second part of this review is dedicated to gauged supergravity theories. We describe a step-by-step gauging procedure involving the embedding tensor formalism, to be used to obtain a gauged model starting from an ungauged one. Finally, we analyze general black hole solutions in gauged models, providing an explicit example for the \( \mathcal{N} = 2, D = 4 \) case. A brief review on special geometry is also provided, with explicit results and relations for supersymmetric black hole solutions.
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1 Introduction

A long-standing problem in theoretical physics is the definition of a quantum theory of gravity, due to the unique and particular features of this interaction. This kind of theory is called for when studying phenomena in which the gravitational field is so intense as to affect the dynamics of elementary particles: this can occur, for example, in the vicinity of a black hole or, presumably, in the early stages of the evolution of the Universe.

In general, gravity becomes important at energy scales comparable to the Planck mass. Superstring theory in ten dimensions and M-theory in eleven, seem to provide a promising theoretical framework where this unification could be achieved and a consistent quantum theory of gravitation could be formulated. However, many shortcomings originate from their formulation. In particular, our mathematical tools seem not to be adequate to describe superstring theory in all its aspects, including non-perturbative ones. This makes difficult to obtain phenomenological predictions from it.

A valuable approach to the study of superstring theory is provided by the formulation of a supergravity theory. Supergravity (SUGRA) is primarily a field theory, therefore it has a well-established mathematical framework. Moreover, a supergravity theory can describe a consistent low-energy approximation to some fundamental quantum theory of gravity, like superstring (or M-theory) in the chosen background. In this regard, SUGRA can provide a precise descriptions of physical systems even in non-perturbative regimes, where a superstring formulation is not known. Finally, supergravity encodes supersymmetry (SUSY), a spontaneously broken symmetry relating bosons and fermions of the theory, that imposes an additional structure and makes a quantum gravity theory more consistent and easier to analyze.

Einstein’s standard theory of gravity is based on the symmetry principle of invariance under general coordinate transformations, seen as local space-time transformations generated by the local translation generators $P_a$, whose gauge boson is the graviton. In a supersymmetric theory of gravity, this invariance is realized as a natural consequence of a more fundamental symmetry principle, the invariance of the theory under space-time (local) dependent supersymmetry transformations.

Minimal and extended models. Supersymmetric theories differ in the amount of supersymmetry – namely in the number $N$ of the supersymmetry generators $Q$ – and in the field content, which should correspond to multiplets of the super-Poincaré group $G_{sp}$. A number $N$ of supersymmetry generators defines an $N$-extended supersymmetry. The larger $N$, the stronger the constraints on the interactions, the larger the maximum spin $j_{max}$ of the fields in the supermultiplets. In general, the least value of the maximum spin in the supermultiplets is related to $N$: in four space-time dimensions we have $j_{max} \geq N/4$.

The construction of extended theories can be performed [1] by coupling the supergravity multiplet to a number $n_c$ of chiral (or Wess-Zumino) multiplets, each consisting of a chiral fermion and two scalar fields, and a number $n_v$ of vector multiplets, each
consisting of a vector field and a chiral fermion. The vector multiplets define the gauge sector, the vector fields possibly gauging a suitable local internal symmetry group, while the chiral multiplets define the matter sector. The gauge sector consists of one vector field and one Majorana fermion. The matter sector has one chiral fermion and two scalar fields (one scalar, one pseudo-scalar). This couple of scalars \{a, b\} in each chiral multiplet enter the Lagrangian and the SUSY transformation laws in the complex combination \( z = a + i b \).

If one considers an extended theory describing the supergravity multiplet \((g_{\mu\nu}, \psi^i)\) coupled to a number of vector and matter multiplets, the consistent definition of a number \( \mathcal{N} \) of massless gravitino fields \( \psi^i \ (i = 1, \ldots, \mathcal{N}) \) on a curved space-time requires, for each of them, the decoupling of the spin-1/2 longitudinal modes. This, in turn, follows from the invariance of the theory under \( \mathcal{N} \)-independent supersymmetry transformations. A consistent theory containing \( \mathcal{N} \) massless gravitinos is an \( \mathcal{N} \)-extended supersymmetric theory of gravity.

### 1.1 Supergravity

Supergravity is an extension of Einstein’s general relativity that includes supersymmetry [2, 3]. General relativity demands extensions since it has many shortcomings, including, for example, spacetime singularities. It is also incompatible with quantum mechanics and, from a mathematical point of view, pure quantum gravity is not renormalizable and hence has little predictive power.

If we include supersymmetry in a theory of gravity the situation improves, as we can appreciate analysing the simplest example of divergences: zero point energy of the vacuum, can be potentially cancelled by superpartners of ordinary particles.

Since supergravity field theories are invariant under local supersymmetry, the underlying superalgebra states that invariance under local supersymmetry implies the invariance under spacetime diffeomorphisms (i.e. invariance under general coordinate transformation).

**Ungauged SUGRA.** Supersymmetry constrains the form of the Lagrangian, that is the structure of its kinetic terms, mass terms, couplings and scalar potential. The larger the amount \( \mathcal{N} \) of supersymmetry, the more stringent these constraints. The theory is characterized by a bosonic sector and a fermionic one. Once the former is given, the latter is completely fixed by supersymmetry.

Consider the case of *ungauged supergravities*, namely models where vector fields of the theory are not minimally coupled to other fields. Focus on the bosonic sector: it consists of the graviton field \( g_{\mu\nu} \), \( n_v \) vector fields \( A^{\Lambda}_\mu \ (\Lambda = 1, \ldots, n_v) \), \( n_s \) scalar fields \( \phi^s \ (s = 1, \ldots, n_s) \).

The possible couplings are constrained by the request of gauge invariance and diffeomorphism invariance of the theory, which allow for the following terms\(^1\) in the bosonic

\(^1\) in the “mostly minus” convention
Lagrangian:

- the Einstein-Hilbert term
  \[ \mathcal{L}_{\text{EH}} = -\frac{1}{2} |e_D| R, \]  
  describing the gravitational sector of the theory;

- the scalar term
  \[ \mathcal{L}_{\text{scal}} = \frac{1}{2} |e_D| \mathcal{G}_{\text{su}}(\phi) \partial_{\mu} \phi^s \partial_{\nu} \phi^u g^{\mu\nu} - |e_D| V(\phi), \]  
  with \( V(\phi) \) scalar potential and with \( \mathcal{G}_{\text{su}}(\phi) \) positive definite metric of the scalar manifold \( \mathcal{M}_{\text{scal}} \);

- the vector term
  \[ \mathcal{L}_{\text{vect}} = \frac{1}{4} |e_D| g^{\mu\rho} g^{\nu\sigma} \mathcal{I}_{\Lambda\Sigma}(\phi) F_{\mu\sigma}^{\Lambda} F_{\rho\nu}^{\Sigma} + \frac{1}{8} \epsilon_{\mu\rho\sigma\tau} F_{\mu\rho}^{\Lambda} \mathcal{R}_{\Lambda\Sigma}(\phi) F_{\sigma\tau}^{\Sigma}, \]  
  where the first is a Maxwell term, and the latter is a topological term.

Let us discuss more in detail the previous expressions.

The scalar fields \( \phi^s \) in the Lagrangian are described by a non-linear \( \sigma \)-model, that is they are coordinates of a non-compact, Riemannian \( n_s \)-dimensional differentiable manifold, the target space \( \mathcal{M}_{\text{scal}} \). If \( G \) is the isometry group of \( \mathcal{M}_{\text{scal}} \), a generic element of it will map the scalar fields \( \phi^s \) in new ones by the action of global isometries

\[ \phi'^s = g \star \phi = \phi'^s(\phi^u), \]  

and the \( \sigma \)-model action turns out to be invariant under this action of global isometries of the manifold.

The two terms containing the vector field strengths are called vector kinetic terms.

A general feature of supergravity theories is that the scalar fields are non-minimally coupled to the vector fields, as they enter these terms through symmetric matrices \( \mathcal{I}_{\Lambda\Sigma}(\phi) \) and \( \mathcal{R}_{\Lambda\Sigma}(\phi) \) which contract the vector field strengths. The negative definite matrix \( \mathcal{I}_{\Lambda\Sigma}(\phi) \) in the Maxwell term generalizes the standard \( -1/g^2 \) factor in Yang-Mills theories, while the \( \mathcal{R}_{\Lambda\Sigma}(\phi) \) matrix in the topological term plays the role of the so-called \( \theta \)-angle.

There is a U(1)\( ^n_v \) gauge invariance associated with the vector fields:

\[ A_{\mu}^{\Lambda} \rightarrow A_{\mu}^{\Lambda} + \partial_{\mu} \xi^{\Lambda} ; \]  

and all the fields are neutral with respect to this symmetry group.
In an ungauged supergravity theory, a scalar potential is allowed only for $\mathcal{N} = 1$ (F-term potential). In extended supergravities, a non-trivial scalar potential can be introduced without explicitly breaking supersymmetry only through the gauging procedure, which implies the introduction of a local symmetry group to be gauged by the vector fields of the theory.

Finally, the group $G$ would alter the vector field equations, due to the non-minimal coupling between scalar and vector fields. It was proven by Gaillard and Zumino that the group $G$ can be promoted to a global symmetry group of the field equations and Bianchi identities (i.e. on-shell global symmetry group), provided its non-linear action on the scalar fields is combined with an electric-magnetic duality transformation on the vector field strengths and their magnetic duals [4].

**Bosonic Lagrangian.** Summarizing, to fix the bosonic Lagrangian, one has to specify $g_{ij}(\phi)$, $\mathcal{I}_{\Lambda \Sigma}(\phi)$, $\mathcal{R}_{\Lambda \Sigma}(\phi)$ and the potential $V(\phi)$. Once the bosonic action is given, the fermionic couplings of the Lagrangian are entirely fixed by supersymmetry, without any freedom left.

The bosonic data are not arbitrary, but constrained by supersymmetry, requiring the bosonic Lagrangian

$$L_{\text{BOS}} = L_{\text{EH}} + L_{\text{scal}} + L_{\text{vect}}$$

(6)

to be completed by fermionic couplings to a Lagrangian invariant under local SUSY transformations.

**Extended supergravities.** In $\mathcal{N} > 1$ supergravities, multiplets start becoming large enough to accommodate both scalar and vector fields. As we increase $\mathcal{N}$, the first instance of scalar and vector fields connected by supersymmetry is in the $\mathcal{N} = 2$ vector multiplet. This feature has profound implications on the mathematical structure of the models: in particular it poses strong constraints on the (non-minimal) scalar-vector couplings in the Lagrangian, that is on the matrices $\mathcal{I}_{\Lambda \Sigma}(\phi)$, $\mathcal{R}_{\Lambda \Sigma}(\phi)$. Given the scalar manifold $\mathcal{M}_{\text{scal}}$, supersymmetry fixes these matrices up to a choice of the symplectic frame. The latter is related to the geometric structure of the scalar manifold and associates with each point $\phi$ on the manifold a symmetric symplectic matrix $\mathcal{M}(\phi)_{MN}$, and to each isometry transformation $g \in G$ on the same manifold a corresponding constant symplectic matrix.

Global isometry transformations on the scalar fields induce, by supersymmetry, global transformations on the vector fields. These act as electric-magnetic transformations on the vector field strengths and their magnetic duals and define the on-shell global symmetries of the theory.
1.2 Black holes

As a theory of gravity, supergravity has black hole solutions [5]. Indeed, being invariant under local super-Poincaré transformations, supergravity includes general relativity and describes gravitation coupled to other fields in a supersymmetric framework.

A supergravity black hole can be seen as a solitonic solution, that is a time-independent, non-singular, localized solution of the classical equations of motion of a field theory, with finite energy density. It is associated to an additional particle-like (non-perturbative) quantum state that completes the spectrum of a fundamental field theory. This quantum states originate from regular solution of the classical field equation (Einstein equation of general relativity) with the new ingredient of supersymmetry, which requires the presence of vector and scalar fields in appropriate proportion.

Supergravity provides a macroscopic (large scale) description of the black hole solutions, analogous to the macroscopic thermodynamic description of gases. In the case of black holes, the microscopic description of the solution is provided by some higher dimensional superstring or M-theory. Following this analogy, the laws of black holes thermodynamic should be explained, at the fundamental level, by a superstring/M-theory just as the standard laws of thermodynamics can be derived from a molecular description of a gas.

1.2.1 Black holes in General Relativity

In classical general relativity, the first exact solution to the Einstein equation in the vacuum was found in 1915 by Schwarzschild. It describes space-time around a point-particle of mass $M$, and it is the most general spherically-symmetric solution of Einstein equations in the vacuum.

A spherical symmetric solution describing a particle of mass $M$ and charge $Q$ was found in 1918 by Reissner and Nordström, with metric:

$$ds^2 = \left(1 - \frac{2r_M}{r} + \frac{r_Q^2}{r^2}\right) dt^2 - \left(1 - \frac{2r_M}{r} + \frac{r_Q^2}{r^2}\right)^{-1} dr^2 - r^2 (d\theta^2 + \sin^2(\theta) d\phi^2) , \quad (7)$$

where

$$r_M = \frac{G_N}{c^2} M; \quad r_Q^2 = \frac{G_N}{4\pi c^4} Q^2 . \quad (8)$$

This solution has two horizons at

$$r_\pm = r_M \pm \sqrt{r_M^2 - r_Q^2} \quad \text{if} \quad r_M > r_Q , \quad (9)$$

while it is singular (curvature singularity not hidden inside an horizon) if $r_M < r_Q$.

In 1963 R. Kerr generalized Schwarzschild’s solution to describe a spinning particle, and this solution was further generalized by E. Newman in 1965 to describe a charged spinning particle (Kerr-Newman solution). This represents the most general
asymptotically flat, axisymmetric solution to Einstein’s theory of gravity coupled to an electromagnetic field, or Einstein-Maxwell theory.

**Black holes thermodynamics.** It is possible to formulate a formal analogy between the principles of thermodynamics and black hole properties (related to surface gravity, absorption of a particle, horizon area) calculated from pure, classical general relativity analysis [6]. In particular, the following general properties were found:

i) the surface gravity $\kappa$ is uniform over the horizon;

ii) the rest energy variation of a black hole due to the absorption of a spinning, charged particle can be written:

$$\delta M = \kappa \frac{\kappa}{8\pi G_N} \delta A_H + \frac{1}{c^2} \Omega_H \delta J_H + \Phi \delta Q,$$

in terms of the horizon area $A_H$, angular momentum at the horizon $J_H$, charge $Q$, angular velocity at the horizon $\Omega_H$, electric potential $\Phi$;

iii) the total area of the black hole horizons can not decrease: $\delta A_H \geq 0$;

iv) the extremal solution ($\kappa = 0$) can not be reached through a finite process.

If we identify $\kappa$ with the temperature and $A_H$ with the entropy of the solution, we can recognize an analogy between these properties and the zeroth, first, second and third laws of thermodynamics. The fact that the analogy is not just formal – and that these are the actual laws of thermodynamics applied to a black hole – was proven in 1974 by Hawking [7], whose quantum analysis showed that black holes can emit black-body radiation at a temperature

$$T = \frac{\kappa h}{2\pi k_B c},$$

where $k_B$ is the Boltzmann constant. Since general relativity tells us that the total area $A_H$ of a black hole horizon cannot decrease in our Universe, we can see the correspondence with the classical second law of thermodynamics provided we identify the entropy of the solution with:

$$S = \frac{k_B}{4\ell_P^2} A_H,$$

where $\ell_P$ is the Planck length. This is the famous “area law” or Bekenstein-Hawking formula for the entropy [8]. One of the main successes of superstring theory has been indeed the derivation of the Bekenstein-Hawking formula (12) from a microstate counting [9], as expected for a microscopic quantum description of gravity.

\footnote{in the presence of scalar fields coupled to the solution, which is typical of supergravity black holes, a further term should be added, which depends on the scalar charges, defined in terms of the radial derivatives of the scalar fields at spatial infinity}
1.2.2 Black holes in Supergravity

We have seen that a static, asymptotically flat, charged black hole configuration is described by the Reissner-Nordström solution.

If we want the solution not to be singular, its spatial singularity must be hidden inside an event horizon, so that it does not pose problems of predictability outside the black hole. To satisfy this requirement, its mass $M$, electric and magnetic charges $q$ and $p$, should obey a regularity bound that, in natural units, reads:

$$M^2 \geq \frac{p^2 + q^2}{2}.$$  (13)

In general relativity there is a cosmic censor conjecture [5], according to which the above condition is satisfied by all black hole solutions in nature, that is our Universe is clear of naked singularities which would make it unpredictable. However, there is no definite proof of this conjecture in classical theory.

Supersymmetry and black holes. Things change in a supergravity theory, due to the presence of supersymmetry [10]. As solutions to a supersymmetric theory, supergravity black holes must belong to massive representations of the super-Poincaré algebra. In general, supersymmetric field theories can have multiple $Q^A$ generators, where $A = 1, \ldots, \mathcal{N}$ and where $\mathcal{N}$ is the number of supersymmetries in the theory. In this case, one can write the SUSY algebra as:

$$\{Q^A, \bar{Q}^B\} = 2 \delta^{AB} P_\mu \Gamma^\mu_{\alpha\beta} + Z^{AB} \delta_{\alpha\beta},$$  (14)

where we have considered also the action of central charges $Z$. If computed on a black hole background, the central charges of the algebra (14) have a non-vanishing value which depends on the electric and magnetic charges of the theory. They can in fact be considered as topological quantities associated with the solution [11].

In an $\mathcal{N}$-extended theory, the central charges are entries of an $\mathcal{N} \times \mathcal{N}$ antisymmetric matrix $Z^{ij}$

$$Z^{ij} = -Z^{ji}, \quad i, j = 1, \ldots, \mathcal{N}. \quad (15)$$

It can be easily shown that supersymmetry implies that the mass $M$ of the solution must be greater than the modulus of all the skew-eigenvalues $z_\ell$ of $Z^{ij}$:

$$M \geq |z_\ell|, \quad \ell = 1, \ldots, \frac{\mathcal{N}}{2},$$  (16)

and these can be thought as the supergravity analogue of the so-called Bogomol’nyi-Prasad-Sommerfield condition (BPS bound) for solitonic solutions to gauge theories [12]. On the Reissner-Nordström solution the above condition implies the regularity bound (13). We have obtained that, at least for static solutions, supersymmetry acts as a cosmic censor: it naturally provides a general principle which rules out the existence of naked singularities.
If the inequalities (16) are not saturated for any $\ell$, the solution is non-extremal and has a non-vanishing Hawking temperature. By quantum mechanical effects it radiates (Hawking-evaporation) until its mass equals the largest $|z|_{\text{max}}$ of the $|z_{\ell}|$ eigenvalues and the temperature drops to zero. The resulting solution is called extremal and preserves a fraction of the $N$ supersymmetries (at least $1/N$).

Supersymmetric black holes are called BPS (i.e. saturating the BPS bound) and are solutions to a set of first-order differential equations, the Killing spinor equations, which imply the second-order field equations. BPS-solutions have played an important role in the study of superstring non-perturbative dualities, since $|z_{\ell}|$ are duality-invariant quantities and are protected, to a certain extent, from quantum corrections by supersymmetry.

Supergravity has more general solutions than the above Reissner-Nordström one, featuring a non-trivial interplay between scalar and vector fields of the theory. These new solutions belong to different topological sectors of the theory and, after evaporating, the described black holes reach a lowest mass, zero-temperature (extremal) state in which $M$ equals a new characteristic quantity $M' > |z_{\ell}|$. A remarkable feature of these extremal solutions is that, although they do not preserve any supersymmetry and thus are non-BPS, they are still described by a set of first-order differential equations which imply the second order field equations [13].

**Attractor mechanism.** In the case of extremal black hole configurations, i.e. solutions with vanishing Bekenstein-Hawking temperature, either static or under-rotating (rotating with no ergosphere), the entropy only depends on the quantized charges of the theory and not on the values of scalar fields at infinity. This reflects a general property of these solutions known as attractor mechanism [14–16], according to which the scalar “hair” of the black hole runs into a fixed value on the horizon, independently of the boundary conditions at spatial infinity. For static, spherically symmetric black holes, the fixed values of the scalars at the horizon are determined in terms of the quantized electric and magnetic charges characterizing the solution, as extrema of some suitable effective potential $V_{\text{bh}}(\phi^s, e, m)$, function of the scalars and of the electric and magnetic charges of the theory [17–19].
2 Ungauged extended supergravities

2.1 Overview

Stationary black holes are time-independent solutions of Einstein theory of gravity which exhibit a space-time singularity hidden by an event horizon. The fact that classical black hole solutions satisfy the laws of thermodynamics (with a well-defined expression for the entropy, given by the Bekenstein–Hawking formula) suggests that we can think of them as macroscopic ensembles of microscopic states, pertaining to some fundamental quantum field theory of gravity. Supergravity, as a theory of gravity, admits black hole solutions. We shall now restrict to ungauged supergravity models and study their stationary black hole solutions.

An ungauged supergravity is a supergravity model in which the vector fields are not minimally coupled to any other field in the theory. The vectors of the theory transform under an abelian group and there are no charged fields. Moreover, the only admitted vacuum of the theory is a supersymmetric Minkowski vacuum: black hole solutions are therefore (locally) asymptotically flat.

We will restrict ourselves to the study of the bosonic sector of the theory, the total structure being to a large extent determined by supersymmetry. The bosonic sector consists of the graviton field, $n_v$ vector fields and $n_s$ scalar fields. The possible couplings are constrained by the request of supersymmetry and diffeomorphism invariance. The scalar fields are described by a non-linear $\sigma$-model, that is they are coordinates of a non-compact target space, a Riemannian differentiable manifold. The $\sigma$-model action turns out to be invariant under the action of global isometries of the scalar manifold, i.e. the isometry group of the manifold is a global symmetry.

In extended ($N > 1$) supergravities, multiplets start becoming large enough as to accommodate both scalar and vector fields. This feature has important implications on the mathematical structure of the models, since it poses strong constraints on the (non-minimal) scalar-vector couplings in the Lagrangian. Given the scalar manifold, supersymmetry fixes the couplings, up to a choice of the frame related to the geometric structure of the scalar manifold. Moreover, with each point on the manifold a symmetric symplectic matrix is associated, and with each isometry transformation on the same manifold is associated a corresponding constant symplectic matrix. Finally, global isometry transformations on the scalar fields induce, by supersymmetry, global transformations on the vector fields that act as electric-magnetic transformations on the vector field strengths and their magnetic duals, defining the on-shell global symmetries of the theory.

Let us consider stationary solutions in an extended ungauged $D = 4$ supergravity theory. The bosonic sector consists in $n_s$ scalar fields $\phi^s(x)$, $n_v$ vector fields $A_\mu^\Lambda(x)$ ($\Lambda = 1, \ldots, n_v$), and the graviton $g_{\mu\nu}(x)$. The physical configuration is described by
the four-dimensional Lagrangian\(^3\):

\[
\frac{1}{e_D} \mathcal{L}_4 = -\frac{R}{2} + \frac{1}{2} \mathcal{G}_{su}(\phi) \partial_\mu \phi^s \partial^\mu \phi^s + \frac{1}{4} \mathcal{I}_{\Lambda \Sigma}(\phi) F^\Lambda_{\mu \nu} F^{\Sigma \mu \nu} + \frac{1}{8 e_D} \mathcal{R}_{\Lambda \Sigma}(\phi) \varepsilon^{\mu \nu \rho \sigma} F^\Lambda_{\mu \nu} F^\Sigma_{\rho \sigma}
\]

where

\[
F^\Lambda_{\mu \nu} = \partial_\mu A^\Lambda_\nu - \partial_\nu A^\Lambda_\mu, \quad e_D = \sqrt{\det(g_{\mu \nu})}.
\]

The scalar fields \(\phi^s\) are described by a non-linear \(\sigma\)-model, that is they are coordinates of a non-compact, Riemannian \(n_s\)-dimensional differentiable manifold \(\mathcal{M}_{\text{scal}}\) (target space). The positive-definite metric on the manifold is \(\mathcal{G}_{su}(\phi)\), and the \(\sigma\)-model action is invariant under the action of global (i.e. space-time independent) isometries of the scalar manifold. We will see that the group \(G\) can be promoted to a global symmetry group of the field equations and Bianchi identities, if its action on the scalar fields is combined with a suitable electric-magnetic duality transformation on the vector field strengths and their magnetic duals.

### 2.2 Scalar manifold of extended supergravities

In all \(\mathcal{N} > 2\) models, supersymmetry constrains the scalar manifold to be an \textit{homogeneous symmetric manifold}, while the \(\mathcal{N} = 2\) models also allow for a class of manifolds that are only homogeneous or even non-homogeneous. A manifold \(\mathcal{M}\) is said homogeneous if any couple of points is connected by an isometry. This means that the isometry group \(G\) has a transitive action on \(\mathcal{M}\). So, any point \(p\) can be reached from the origin \(O\) through a (not necessarily unique) element of the isometry group \(G\).

Let us denote by \(H\) the isotropy group of the origin \(O\), i.e. \(H \ast O = O\). If we denote by \(gH = \{gh \in G, \ h \in H\}\) the \textit{left coset} of \(H\) in \(G\), there is a one-to-one correspondence between the points of the homogeneous manifold \(\mathcal{M}\) and left cosets \(gH\):

\[
p \in \mathcal{M} \longrightarrow g_p H \subset G.
\]

The set of all left cosets of \(H\) in \(G\) is denoted by \(G/H\), and there is a bijection (or diffeomorphism) between \(\mathcal{M}\) and \(G/H\) so that the two can be identified:

\[
\mathcal{M} \sim G/H,
\]

where \(\sim\) stands for diffeomorphic. The set \(G/H\) is called a \textit{coset manifold} and, thus, homogeneous spaces can be described using correspondent coset manifolds.

Since \(\mathcal{M}\) is a metric manifold and \(G\) its isometry group, \(\mathcal{M}\) and \(G/H\) are isometric: all geometric quantities of \(\mathcal{M}\) like its connection, curvature or geodesics, can be computed on \(G/H\). Let us emphasize that the coset space \(G/H\) is not a group, since in general \(H\) is not a normal subgroup of \(G\).

\(^3\) we will use the “mostly minus” convention, with \(8\pi G_n = c = \hbar = 1\) and \(\varepsilon_{0123} = -\varepsilon^{0123} = 1\).
A generic element $g$ of $G$ is defined by a number of continuous parameters given by $\dim(G)$. Through right multiplication by an element of $H$, we may fix a number $\dim(H)$ of these parameters, so that each left-coset depends on a minimum number of parameters given by $\dim(G) - \dim(H)$. This number turns out to be the dimension of manifold $\mathcal{M}$:

$$\dim(\mathcal{M}) = \dim(G) - \dim(H).$$

(21)

Let $\phi^s$ denote the $\dim(\mathcal{M})$ parameters obtained upon fixing the right-action of $H$. The corresponding representative of each coset space is denoted by $L(\phi^s) \in G$, and each point of $\mathcal{M}$ can be described in terms of a coset representative $L(\phi^s)$:

$$p \in \mathcal{M} \longrightarrow L(\phi^s) \in g_p H \subset G.$$  

(22)

The parametrization is provided once this fixing is performed, namely when a specific representative $L(\phi^s)$ of each coset $g_p H$ is taken to represent the corresponding point $p$ of $\mathcal{M}$.

Let $g \in G$ be an isometry of the manifold, $p$ a point of coordinates $\phi = \phi^s$ and $p' = g \ast p$ the transformed of $p$ through $g$, of coordinates $\phi' = g \ast \phi = \phi'^s(\phi^u)$. Now, since both $gL(\phi)$ and $L(g \ast \phi)$ represent the same point $p'$, they must belong to the same left-coset so that we can write:

$$gL(\phi) = L(g \ast \phi) h(\phi, g) ,$$

(23)

where the element $h(\phi, g)$ of $H$ is called compensator and in general depends on $g$ and on the point $p$ of coordinates $\phi$.

In general, $G$ may not be a semisimple Lie group. Homogeneous manifolds occurring in supergravity theories are non-compact, simply-connected spaces. Let $\mathfrak{g}$ and $\mathfrak{h}$ denote the Lie algebras of the groups $G$ and $H$, respectively. The Lie algebra of $G$ can be splitted as

$$\mathfrak{g} = \mathfrak{h} \oplus \mathfrak{r} ,$$

(24)

and, being $\mathfrak{h}$ a Lie algebra, we must have:

$$[\mathfrak{h}, \mathfrak{h}] \subseteq \mathfrak{h} .$$

(25)

Now, one can always define the subset $\mathfrak{r}$ so that:

$$[\mathfrak{h}, \mathfrak{r}] \subseteq \mathfrak{r} .$$

(26)

The above adjoint action of $\mathfrak{h}$ on $\mathfrak{r}$ defines a representation of $H$. The previously introduced space $\mathfrak{r}$ can be viewed as the tangent space to $G/H$ at the origin. In general, however, one has:

$$[\mathfrak{r}, \mathfrak{r}] \subseteq \mathfrak{r} \oplus \mathfrak{h} ,$$

(27)
and it can be proven that, if it is possible to define a $\mathfrak{K}$ so that

$$[\mathfrak{K}, \mathfrak{K}] \subseteq \mathfrak{H};$$

the homogeneous space is also symmetric. A symmetric space is defined in general as a space invariant under parallel translations (curvature covariantly constant). Symmetric, simply-connected spaces are also homogeneous.

**Cartan decomposition.** For non-compact, simply-connected symmetric spaces with negative curvature (typical scalar manifolds of supergravity theories) there exists a transitive semisimple, non-compact isometry group $G$, with $H$ as maximal compact subgroup. In any given matrix representation of $G$, one can choose a basis in which $\mathfrak{H}$ is represented by anti-hermitian matrices and $\mathfrak{K}$ by hermitian ones:

$$H \in \mathfrak{H} \Rightarrow H^\dagger = -H, \quad K \in \mathfrak{K} \Rightarrow K^\dagger = K.$$

(29)

This basis is called the Cartan basis. Properties (26) and (28) clearly follow from commutation rules, since the commutator of an anti-hermitian with a hermitian generator is hermitian, while that of two hermitian generators is anti-hermitian. In the corresponding basis $T_A = \{H_q, K_s\}$ of generators of $\mathfrak{g}$, condition (28) reads:

$$[K_s, K_u] = \mathcal{C}_{su}^q H_q.$$  

(30)

In this basis a coset representative $L(\phi)$ is well defined: if $\{K_s\}$ denote a basis of $\mathfrak{K}$ consisting of hermitian matrices we can write:

$$L(\phi^s) = \exp(\phi^s K_s).$$

(31)

This parametrization is called Cartan parametrization. It is defined in terms of the coordinates $\phi^s$, that transform linearly under $H$ (isotropy group of the origin $\phi^s_0 = 0$), namely in the representation $\mathcal{R}_H$ defined by the adjoint action of $H$ on the space $\mathfrak{R}$.

**Solvable decomposition.** We said above that $\mathcal{N} = 2$ supergravity admits non-homogeneous, homogeneous and homogeneous-symmetric scalar manifolds, while the scalar manifolds of $\mathcal{N} > 2$ supergravities are only of homogeneous-symmetric type. All homogeneous scalar manifolds, either symmetric or not, are of normal type, that is they admit a transitive solvable Lie group of isometries whose action on $\mathcal{M}$ is free.

A solvable Lie group $G_{\text{solv}}$ can be locally described as the Lie group generated by the solvable Lie algebra $\mathfrak{s}$:

$$G_{\text{solv}} = \exp(\mathfrak{s}).$$

(32)

A Lie algebra $\mathfrak{s}$ is solvable if $D^k\mathfrak{s} = 0$, for some $k > 0$. The derivative $D$ of a Lie
algebra $\mathfrak{g}$ is defined as
\[
D \mathfrak{g} \equiv [\mathfrak{g}, \mathfrak{g}], \quad D^n \mathfrak{g} \equiv [D^{n-1} \mathfrak{g}, D^{n-1} \mathfrak{g}].
\] (33)

In a suitable basis of a given representation, all the elements of a solvable Lie group or algebra are described by upper (or lower) triangular matrices.

Since there is a transitive solvable group $G_{\text{solv}}$ of isometries with a free action on the homogeneous scalar manifolds $\mathcal{M}$, we can choose a representative $L_s(\phi_p)$ in each left coset $g_pH$, fixing a suitable right-action of $H$, so that
\[
\{L_s(\phi_p)\} = G_{\text{solv}}, \quad p \in \mathcal{M}.
\] (34)

This means that the manifold $\mathcal{M}$ is isometric to a solvable Lie group,
\[
\mathcal{M} \sim G_{\text{solv}},
\] (35)

once we have fixed, on the tangent space at the origin of $G_{\text{solv}}$, the metric of the tangent space at the corresponding point of $\mathcal{M}$. This procedure defines a parametrization $\phi = \phi^s$ called the solvable parametrization of $\mathcal{M}$.

In all parametrizations, the origin $O$ is defined as the point in which the coset representative equals the identity element of $G$ and thus the $H$-invariance of $O$ is manifest, $L(O) = 1$.

Both the solvable and the Cartan parametrizations (for symmetric cosets) are global parametrizations of the scalar manifold. For symmetric manifolds, the solvable Lie group $G_{\text{solv}}$ is defined by the Iwasawa decomposition of the non-compact semisimple group $G_{\text{semi}}$ with respect to $H$, according to which there is a unique decomposition of a generic element $g$ of $G_{\text{semi}}$ as the product of an element $s$ of $G_{\text{solv}}$ and an element $h$ of $H$:
\[
\forall g \in G_{\text{semi}} \implies g = sh \quad \text{with} \quad s \in G_{\text{solv}}, \; h \in H,
\] (36)

and this defines a unique coset representative $L_s$ for each point of the manifold $\mathcal{M}$.

The solvable parametrization is powerful when the $D = 4$ dimensional supergravity comes from a Kaluza-Klein reduction (on some internal compact manifold) of an higher dimensional supergravity. In fact, the solvable coordinates can be directly used to describe dimensionally reduced fields, and the parametrization makes the shift symmetries of the metric manifest. The drawback of this description is that $s$ does not define the carrier of a representation of $H$ as $\mathfrak{h}$ does: now the above eq. (26) does not hold for $s$, i.e. $[\mathfrak{h}, s] \nsubseteq s$.

In the following sections we will restrict ourselves to symmetric cosets, of which we can give a description either in terms of Cartan or solvable coordinates.
Vielbeins and connection. Let $L(\phi)$ be a coset representative corresponding to a generic parametrization. We can construct the left-invariant one form on $G/H$:

$$\Omega = L^{-1} dL,$$

with value in the Lie algebra $\mathfrak{g}$. The above one-form can be expanded in the Cartan basis $\{T_A\} = \{H_q, K_s\}$:

$$\Omega(\phi) = \sigma^A(\phi) T_A = L(\phi)^{-1} dL(\phi) = V^s(\phi) K_s + w^r(\phi) H_r = \phi(\phi) + w(\phi),$$

where the above quantities can be written

$$\Omega(\phi) = \Omega_s(\phi) d\phi^s, \quad V^u(\phi) = V^u_s(\phi) d\phi^s, \quad \phi(\phi) = V^s(\phi) K_s, \quad w(\phi) = w^q(\phi) H_q.$$

We use the underlined indices ($s, u, \ldots$) as rigid indices that label the basis components $\{K_s\}$ of the tangent space to the group manifold defining a representation $R_K$ of $H$, while we denote the remaining non-underlined indices ($s, u, \ldots$) as curved indices labeling the coordinates $\phi^s$, that is the scalar fields. We emphasize that the scalar fields carry rigid indices only in the Cartan parametrization.

The exterior derivative of the left-invariant one form $\Omega$ gives

$$d\Omega = dL^{-1} \land dL = dL^{-1} LL^{-1} \land dL = -L^{-1} dL \land L^{-1} dL = -\Omega \land \Omega,$$

the above relation being nothing but the Maurer-Cartan equations for the group $G$:

$$d\Omega + \Omega \land \Omega = 0.$$

Now we want to evaluate how the previously defined quantities transform under the action of $G$. For any $g \in G$, using eq. (23), we can write $L(g \ast \phi) = g L(\phi) h^{-1}$ for the coset representative, so that:

$$\Omega(g \ast \phi) = h L(\phi)^{-1} g^{-1} d\left( g L(\phi) h^{-1} \right) = h L(\phi)^{-1} (dL(\phi)) h^{-1} + h d h^{-1}.$$

From (38) we find:

$$\Omega(g \ast \phi) = \sigma(g \ast \phi) + w(g \ast \phi) = V^s(g \ast \phi) K_s + w^r(g \ast \phi) H_r =$$

$$= h (V^s(\phi) K_s) h^{-1} + h (w^q(\phi) H_q) h^{-1} + h d h^{-1} =$$

$$= h \phi(\phi) h^{-1} + h w(\phi) h^{-1} + h d h^{-1}. \quad (42)$$

Since $h d h^{-1}$ is the left-invariant 1-form on $\mathfrak{s}_3$, it has value in this algebra. Projecting
the above equation over $\mathfrak{K}$ and $\mathfrak{H}$, we find:

$$\varphi(g \ast \phi) = h \varphi(\phi) h^{-1}, \quad (43.i)$$
$$w(g \ast \phi) = h w(\phi) h^{-1} + h d h^{-1}. \quad (43.ii)$$

It is possible to find a remarkable analogy with the standard description of curved space-time: here, $V^2$ plays the role of the vielbein 1-form, and $w$ is identified with the $H$-connection.

For symmetric spaces, from (40) it follows that $w$ and $\varphi$ satisfy the following conditions

$$\mathcal{D}_\varphi \equiv d\varphi + w \wedge \varphi + \varphi \wedge w = 0, \quad (44.i)$$
$$R(w) \equiv dw + w \wedge w = \varphi \wedge \varphi, \quad (44.ii)$$

where we have defined the $H$-covariant derivative $\mathcal{D}_\varphi$ of $\varphi$ and the $\mathfrak{H}$-valued curvature $R(w)$ of the manifold, that can be written in components as:

$$R(w) = \frac{1}{2} R_{su} d\phi^s \wedge d\phi^u \Rightarrow R_{su} = -[\varphi_s, \varphi_u] \in \mathfrak{H}. \quad (45)$$

**Metric on $\mathcal{M}$.** Now we want to construct a $G$-invariant metric on the scalar manifold $\mathcal{M}$ in terms of the previously defined $V^2$. Just as we defined on the tangent space of a curved space-time a (local) Lorentz invariant metric $\eta_{ab}$, here we define on the tangent space to $\mathcal{M}$ an $H$-invariant (positive definite) metric $\kappa_{su}$. With reference to a matrix representation of $G$, we define $\kappa_{su}$ as the restriction of the Cartan-Killing metric of $g$ to $\mathfrak{K}$:

$$\kappa_{su} \equiv k \ Tr \left( K_s K_u \right) , \quad (46)$$

where $k$ is a representation-dependent normalization constant.

The metric on $\mathcal{M}$ is defined as follows:

$$\mathcal{G}_{su}(\phi) = V_s^2(\phi) V_u^2(\phi) \kappa_{su} \Leftrightarrow ds^2(\phi) = \mathcal{G}_{su}(\phi) d\phi^s d\phi^u = k \ Tr \left( \varphi(\phi)^2 \right) , \quad (47)$$

where $\varphi = \varphi_s d\phi^s$. The $G$-invariance of this metric immediately follows from equation (43.i) and the $\sigma$-model Lagrangian density can be written in the form

$$\mathcal{L}_{\text{scal}} = \frac{e_D}{2} \mathcal{G}_{su}(\phi) \partial_{\mu} \phi^s \partial^{\mu} \phi^u = \frac{e_u}{2} k \ Tr \left[ \varphi_s(\phi) \varphi_u(\phi) \right] \partial_{\mu} \phi^s \partial^{\mu} \phi^u , \quad (48)$$

and, just as the metric $ds^2$, is manifestly invariant under global $G$ and local $H$-transformations acting on $L$ as in (23).

**Killing vectors.** Let us denote by $t_\alpha$ the infinitesimal generators of $G$, defining a basis of its Lie algebra $\mathfrak{g}$ and satisfying the corresponding commutation relations

$$[t_\alpha, t_\beta] = f_{\alpha\beta\gamma} t_\gamma , \quad (49)$$
\( f_{\alpha\beta\gamma} \) being the structure constants of \( g \). Under an infinitesimal \( G \)-transformation generated by \( e^\alpha t_\alpha \) (with \( e^\alpha \ll 1 \)) \( g \approx 1 + e^\alpha t_\alpha \), the scalars transform as
\[
\phi^s \to \phi^s + e^\alpha k^s_\alpha (\phi) ,
\]
\( k^s_\alpha (\phi) \) being the Killing vector associated with \( t_\alpha \) satisfying the algebraic relations (note the minus sign):
\[
[k_\alpha, k_\beta] = - f_{\alpha\beta\gamma} k^\gamma .
\]

### 2.2.1 Equations of motion

Consider an extended ungauged supergravity theory with homogeneous symmetric scalar manifold described in terms of the bosonic Lagrangian (17). Let us define the dual field strengths
\[
\mathcal{G}_{\Lambda\mu\nu} \equiv - e_\Lambda \varepsilon_{\mu\rho\sigma} \frac{\partial L^{(4)}}{\partial F^\Lambda_{\mu\nu}} = \mathcal{R}_{\Lambda\Sigma} F^\Sigma_{\mu\nu} - \mathcal{I}_{\Lambda\Sigma} * F^\Sigma_{\mu\nu} ,
\]
where the * operation means:
\[
* F^\Lambda_{\mu\nu} \equiv \frac{e_\Lambda}{2} \varepsilon_{\mu\rho\sigma} F^\Lambda_{\rho\sigma} .
\]
The bosonic part of the equations of motion for the scalar fields can be derived from the Lagrangian (17) and reads
\[
\tilde{D}_\mu (\partial^s \phi^s) = \frac{1}{4} \mathcal{G}^{su} \left( F^\Lambda_{\mu\nu} \partial_u \mathcal{I}_{\Lambda\Sigma} F^\Sigma_{\mu\nu} + F^\Lambda_{\mu\nu} \partial_u \mathcal{R}_{\Lambda\Sigma} * F^\Sigma_{\mu\nu} \right) ,
\]
while the vector Maxwell equations have the form
\[
\nabla_\mu (* F^\Lambda_{\mu\nu}) = 0 , \quad \nabla_\mu (* \mathcal{G}^\Lambda_{\mu\nu}) = 0 ,
\]
where \( \nabla_\mu \) is the covariant derivative containing the Levi-Civita connection on space-time, while \( \tilde{D} \) also contains the Levi-Civita connection \( \tilde{\Gamma} \) on \( \mathcal{M}_{\text{scal}} \) and can be defined through:
\[
\tilde{D}_\mu (\partial_\nu \phi^s) \equiv \nabla_\mu (\partial_\nu \phi^s) + \tilde{\Gamma}^s_{vu} \partial_\mu \phi^u \partial_\nu \phi^v.
\]
Using the definition (53) for the dual field strengths and the property \( ** F^\Lambda = - F^\Lambda \), we can rewrite the expressions for \( * F^\Lambda \) and \( * \mathcal{G}_\Lambda \) as:
\[
* F^\Lambda = (\mathcal{I}^{-1})^{\Lambda\Sigma} (\mathcal{R}_{\Sigma\Pi} F^{\Pi} - \mathcal{G}_\Sigma) ,
\]
\[
* \mathcal{G}_\Lambda = (\mathcal{R} \mathcal{I}^{-1} \mathcal{R} + \mathcal{I})^{\Lambda\Sigma} F^\Sigma - (\mathcal{R} \mathcal{I}^{-1})^{\Lambda\Sigma} \mathcal{G}_\Sigma ,
\]

\[^4\text{here and in the following we ignore fermion-terms}\]
linear functions of \( F^A \) and \( G^\Lambda \), where we have omitted space-time indices.

The field strengths can be arranged in a single \( 2n_v \)-dimensional vector \( \mathbb{F} \equiv \mathbb{F}^M \) of two-forms:

\[
\mathbb{F}^M \equiv \begin{pmatrix} F^A_{\mu\nu} \\ G^\Lambda_{\mu\nu} \end{pmatrix},
\]

in terms of which eqs (58) are easily rewritten in the compact form

\[
^*\mathbb{F} = -C \mathcal{M}(\phi^s) \mathbb{F},
\]

where the matrix \( C \) is defined as

\[
C \equiv C^{MN} \equiv \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \equiv \begin{pmatrix} 0_{n_v} & 1_{n_v} \\ -1_{n_v} & 0_{n_v} \end{pmatrix},
\]

and where \( \mathcal{M}(\phi) \) reads:

\[
\mathcal{M}(\phi) \equiv \mathcal{M}(\phi)_{MN} \equiv \begin{pmatrix} (\mathcal{R} \mathcal{I}^{-1} \mathcal{R} + \mathcal{I})_{\Lambda\Sigma} & -((\mathcal{R} \mathcal{I}^{-1})_{\Lambda}^{\Gamma}) \\ -(\mathcal{I}^{-1} \mathcal{R})_{\Sigma} & (\mathcal{I}^{-1} \mathcal{I}^{\Gamma}) \end{pmatrix},
\]

resulting in a symmetric, negative-definite matrix, function of the scalar fields.

Now, in matrix notation, the Maxwell equations can then be recast in the following equivalent forms:

\[
\nabla_\mu (*\mathbb{F}^{\mu\nu}) = 0 \iff \nabla_\mu (C \mathcal{M}(\phi) \mathbb{F}^{\mu\nu}) = 0 \iff d\mathbb{F} = 0,
\]

where the symplectic matrix indices \( M, N, \ldots \) have been suppressed.

The field equations depending on the vector field strengths can be rewritten in terms of the matrix \( \mathcal{M}(\phi) \) and of its derivatives. The scalar field equations (55) can be rewritten as:

\[
\bar{\nabla}_\mu (\partial^\mu \phi^s) = \frac{1}{8} G^{s u} (\mathbb{F}_{\mu\nu})^T \partial_\nu \mathcal{M}(\phi) \mathbb{F}^{\mu\nu}.
\]

**Coupling to gravity.** The Einstein equations have the form:

\[
R_{\mu\nu} - \frac{1}{2} g_{\mu\nu} R = T_{\mu\nu}^{(S)} + T_{\mu\nu}^{(V)},
\]

in terms of the energy-momentum tensors \( T_{\mu\nu}^{(S)} \) for the scalar fields and \( T_{\mu\nu}^{(V)} \) for the vector fields. The latter can be rewritten in the general form

\[
T_{\mu\nu}^{(S)} = G_{su}(\phi) \partial_\rho \phi^s \partial^u \phi^u - \frac{1}{2} g_{\mu\nu} G_{su}(\phi) \partial_\rho \phi^s \partial^u \phi^u,
\]

\[
T_{\mu\nu}^{(V)} = (F_{\mu\rho})^T \mathcal{I} F_{\nu}^\rho - \frac{1}{4} g_{\mu\nu} (F_{\rho\sigma})^T \mathcal{I} F_{\rho\sigma},
\]
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and the vector fields energy-momentum tensors can be expressed in terms of $\mathcal{M}(\phi)$ and $\mathbb{F}$ as

$$T^{(V)}_{\mu\nu} = \frac{1}{2} (\mathbb{F}_{\mu\rho})^T \mathcal{M}(\phi) \mathbb{F}_{\nu} \phi^\rho .$$

(67)

Now, since in (65) we have

$$R = \mathcal{G}_{su}(\phi) \partial_{\phi^s} \partial^u \phi^u ,$$

(68)

the Einstein equation can be finally recast in the form:

$$R_{\mu\nu} = \mathcal{G}_{su}(\phi) \partial_{\phi^s} \partial_{\phi^u} \phi^u + \frac{1}{2} (\mathbb{F}_{\mu\rho})^T \mathcal{M}(\phi) \mathbb{F}_{\nu} \phi^\rho .$$

(69)

Summarizing, the bosonic equations derived in the above discussion can be written, omitting fermion terms, as:

**Scalar eqs**: $\tilde{D}_\mu (\partial^\mu \phi^s) = \frac{1}{8} \mathcal{G}^{su} (\mathbb{F}_{\mu\nu})^T \partial_{\nu} \mathcal{M}(\phi) \mathbb{F}^{\mu\nu} .

(70.i)

**Einstein eqs**: $R_{\mu\nu} = \mathcal{G}_{su}(\phi) \partial_{\phi^s} \partial_{\phi^u} \phi^u + \frac{1}{2} (\mathbb{F}_{\mu\rho})^T \mathcal{M}(\phi) \mathbb{F}_{\nu} \phi^\rho .

(70.ii)

**Maxwell eqs**: $d\mathbb{F} = 0 \implies \nabla_\mu (\mathcal{C} \mathcal{M}(\phi) \mathbb{F}^{\mu\nu} ) = 0 .

(70.iii)

The isometry group $G$ is a global symmetry only of the scalar kinetic term, since, in general, it alters the action for the vector fields as a consequence of the scalar field-dependence (encoded in the matrices $\mathcal{I}(\phi)$ and $\mathcal{R}(\phi)$). On the other hand, the Maxwell equations $\nabla_\mu (\mathcal{C} \mathcal{M}(\phi) \mathbb{F}^{\mu\nu} ) = 0$ in (56) are invariant with respect to a generic linear transformation on $\mathbb{F}$, while the definition of $\mathcal{G}_A$ and the equations (60), (58) are not.

### 2.3 On-shell duality

One remarkable feature of extended supergravity theories is the fact that the global invariance of the scalar kinetic term (described by $G$) can be extended to a global symmetry of the full set of equations of motion and Bianchi identities, though not in general of the whole action [4]. This is possible because, in extended supergravities, supersymmetry connects scalar with vector fields, and, one of the consequences, is that transformations on the scalars imply transformations on the vector field strengths $F^A$ and their duals $G^A$.

**Symplectic structure.** On the scalar manifold $\mathcal{M}$ it is possible to define a *symplectic* geometric structure$^5$, associating with each point $\phi$ on the manifold the symmetric symplectic $2n_v \times 2n_v$ matrix $\mathcal{M}(\phi) \in \text{Sp}(2n_v, \mathbb{R})$ satisfying therefore

$$\mathcal{M} \in \text{Sp}(2n_v, \mathbb{R}) : \quad \mathcal{M}^T \mathcal{C} \mathcal{M} = \mathcal{M} \mathcal{C} \mathcal{M}^T = \mathcal{C} ,$$

(71)

$^5$ at least on the manifold spanned by the scalar fields sitting in the same supermultiplet as the vector ones
where the symplectic invariant matrix $C$ is defined in (61). This tells us also that, in components, the symmetric matrix $\mathcal{M}(\phi)_{MN}$ satisfies the property

$$\mathcal{M}(\phi)_{MP} C^P_L \mathcal{M}(\phi)_{LN} = C_{MN} \implies \mathcal{M}(\phi)^{-1} = -C \mathcal{M}(\phi) C .$$

(72)

Once defined the symplectic structure of the manifold through the matrix $M$, we associate each isometry transformation $g \in G$ on the same manifold with a constant symplectic $2n_v \times 2n_v$ matrix $\mathcal{R}_v[g] \equiv \mathcal{R}_v[g]^M_N$ such that:

$$\mathcal{M}(g \ast \phi) = \mathcal{R}_v[g]^{-T} \mathcal{M}(\phi) \mathcal{R}_v[g]^{-1} .$$

(73)

The correspondence between $g \in G$ and $\mathcal{R}_v[g]$ defines a symplectic representation of the group $G$, that is an embedding $\mathcal{R}_v$ of the group $G$ inside $\text{Sp}(2n_v, \mathbb{R})$:

$$g \in G \leftrightarrow \mathcal{R}_v[g] \in \text{Sp}(2n_v, \mathbb{R}) \implies G \hookrightarrow \text{Sp}(2n_v, \mathbb{R})$$

(74)

with the general properties defining a representation and a symplectic matrix

$$\mathcal{R}_v[g1 \cdot g2] = \mathcal{R}_v[g1] \mathcal{R}_v[g2], \quad (75.\text{i})$$

$$\mathcal{R}_v[g] \subset \mathcal{R}_v[g]^T = \mathcal{R}_v[g]^T \subset \mathcal{R}_v[g] = C . \quad (75.\text{ii})$$

The field strengths and their magnetic duals transform therefore, under the duality action (86) of $G$ in a $2n_v$-dimensional symplectic representation. We denote by $\mathcal{R}_v^* = \mathcal{R}_v^{-T}$ the representation dual to $\mathcal{R}_v$, acting on covariant symplectic vectors, so that, for any $g \in G$:

$$\mathcal{R}_v^*[g] = (\mathcal{R}_v^*[g])^M_N = \mathcal{R}_v[g]^{-T} = -C \mathcal{R}_v[g] C$$

$$\implies \mathcal{R}_v^*[g]^M_N = C_{MP} \mathcal{R}_v[g]^P Q \mathcal{R}_v^*[g] Q^N_Q ,$$

(76)

where we have used the property that $\mathcal{R}_v$ is a symplectic representation. Conditions (73) and (75.ii) are verified in extended supergravities as a consequence of supersymmetry: in these theories the latter is large enough as to connect certain scalar fields to vector fields and, as a consequence of this, symmetry transformations on the former imply transformations on the latter (more precisely transformations on the vector field strengths and their duals).

The existence of a symplectic representation $\mathcal{R}_v$ of $G$, together with the definition of the matrix $\mathcal{M}(\phi)$ and its transformation properties, suggest that the definition of the matrix $\mathcal{M}(\phi)$ itself is built-in in the mathematical structure of the scalar manifold. The matrices $\mathcal{I}(\phi)$ and $\mathcal{R}(\phi)$ entering the action are then defined in terms of $\mathcal{M}(\phi)$ by (62). The only freedom left consists in the choice of the basis of the symplectic representation (symplectic frame), which amounts to a change in the definition of $\mathcal{M}(\phi)$ by a constant
symplectic transformation $E_s$:

$$
\mathcal{M}(\phi) \xrightarrow{E_s} \mathcal{M}'(\phi) = (E_s)^T \mathcal{M}(\phi) E_s.
$$

(77)

The form of the action is affected by the above transformation, in particular we have a change in the coupling of the scalar fields to the vectors. At the ungauged level, this only amounts to a (non-perturbative) redefinition of the vector field strengths and their duals, having no physical implication. In the presence of a gauged theory, where vectors are minimally coupled to the other fields, the symplectic frame becomes physically relevant and may lead to different vacuum-structures defined by the scalar potential, as we are going to discuss in Sect. 5.

The existence of the defined symplectic structure on the scalar manifold is a general feature of all extended supergravities, including those $N = 2$ models in which the scalar manifold is not homogeneous (i.e. the isometry group does not act transitively on the manifold itself). If the scalar manifold is homogeneous, we can consider at any point the coset representative $L(\phi) \in G$ in the symplectic, $2n_v$-dimensional representation $\mathcal{R}_v$:

$$
L(\phi) \xrightarrow{\mathcal{R}_v} \mathcal{R}_v[L(\phi)] \in \text{Sp}(2n_v, \mathbb{R}).
$$

(78)

In general the representation $\mathcal{R}_v[H]$ of the isotropy group $H$ may not be orthogonal, that is $\mathcal{R}_v[H] \not\subset \text{SO}(2n_v)$. In this case we can always change the basis of the representation by means of a matrix $A$

$$
A \equiv A^MN \in \text{Sp}(2n_v, \mathbb{R})/\text{U}(n),
$$

(79)

where underlined indices label the new basis. Now, in the rotated representation, we have that $\mathcal{R}_v[H] \equiv A^{-1} \mathcal{R}_v[H] A \subset \text{SO}(2n_v)$ and therefore $\mathcal{R}_v[h]$ is orthogonal.

For any point $\phi$ on the scalar manifold define now the hybrid coset-representative matrix $L(\phi) \equiv L(\phi)^M_N$ as follows:

$$
L(\phi) \equiv \mathcal{R}_v[L(\phi)] A \quad \Rightarrow \quad L(\phi)^M_N \equiv \mathcal{R}_v[L(\phi)]^M_N A^N_N.
$$

(80)

We also define the matrix

$$
L(\phi)^N_M \equiv C_{MP} \ C^{NQ} \ L(\phi)^P_Q.
$$

(81)

Notice that, as a consequence of the fact that the two indices of $L$ refer to two different symplectic bases, $L$ itself is not a matrix representation of the coset representative $L$.

---

6in the $N = 2$ case, only the scalar fields belonging to the vector multiplets are non-minimally coupled to the vector fields, namely enter the matrices $I(\phi)$, $R(\phi)$, and they span a special Kähler manifold; on this manifold, a flat symplectic bundle is defined: it fixes the scalar dependence of the matrices $I(\phi)$, $R(\phi)$, and the matrix $M(\phi)$ defined in (62) satisfies the properties (72) and (73)
From (23), the property of $\mathcal{R}_v$ of being a representation and the definition (80) we have:

$$\forall g \in G : \quad \mathcal{R}_v[g] \mathcal{L}(\phi) = \mathcal{L}(g \ast \phi) \mathcal{R}_v[h],$$

(82)

where $h \equiv h(\phi, g)$ is the compensating transformation. The above equation (82) clarifies the hybrid index structure of $\mathcal{L}$, since the coset representative is acted on to the left by group $G$ and to the right by group $H$, respectively. Therefore, in our notations, underlined symplectic indices $M, N, \ldots$ are acted on by $H$ while non-underlined ones by $G$. The matrix $\mathcal{M}(\phi)$ is then expressed in terms of the coset representative as:

$$\mathcal{M}(\phi)_{MN} = \mathcal{C}_M \mathcal{L}(\phi)^P \mathcal{L}(\phi)_{RL} \mathcal{C}_R \mathcal{N} \quad \implies \quad \mathcal{M}(\phi) = \mathcal{C} \mathcal{L}(\phi) \mathcal{L}(\phi)^T \mathcal{C},$$

(83)

where summation over the index $L$ is understood.

The above definition of the matrix $\mathcal{M}(\phi)$ is $H$-invariant and thus only depends on the point $\phi$, transforming according to (73):

$$\forall g \in G : \quad \mathcal{M}(g \ast \phi) = \mathcal{C} \mathcal{L}(g \ast \phi) \mathcal{L}(g \ast \phi)^T \mathcal{C} = \mathcal{R}_v[g]^{-T} \mathcal{M}(\phi) \mathcal{R}_v[g]^{-1},$$

(84)

where we have used eq. (82), the symplectic property of $\mathcal{R}_v[g]$ and orthogonality property of $\mathcal{R}_v[h]$.

**On shell invariance.** We can now study the simultaneous action of $G$ on the scalar fields and on the field strength vector $F^M_{\mu \nu}$:

$$g \in G : \quad \begin{cases} \phi^s & \xrightarrow{g} \quad g \ast \phi^s \\ F^M_{\mu \nu} & \xrightarrow{g} \quad F^M_{\mu \nu} = \mathcal{R}_v[g]_M^N F^N_{\mu \nu} \end{cases}$$

(85)

and we can easily verify that it is a symmetry of the field equations (we ignore fermion terms). The Maxwell equations are in fact clearly invariant under (85) if $F^A$ and $\mathcal{G}_A$ were independent, since the latter are invariant with respect to any linear transformation on $\mathcal{F}$. However, one must show that the definition of $\mathcal{G}_A$ in (53) is invariant under the above transformation or, equivalently, that the form $^{*}\mathcal{F} = - \mathcal{C} \mathcal{M} \mathcal{F}$ of eq. (60) in the transformed fields holds as well. This can be proven using the inverted (85), (73) and symplectic properties of $\mathcal{R}_v[g]$. At the same time, the invariance of the scalar and Einstein equations is manifest, looking at their expressions (64) and (69) respectively, and follows from the invariance of the quantity $(F^\mu_{\nu})^T \mathcal{M}(\phi) F_{\rho \sigma}$. Moreover, the duality invariance of the space-time metric and of the scalar action under (85) implies the same property for the Einstein tensor and for the scalar energy-momentum tensor $T_{\mu \nu}^{(S)}$.

Summarizing, we have seen how the bosonic equations derived in the previous subsection are written in a manifestly $G$-invariant formulation: in extended supergravity models the global symmetry group $G$ of the scalar action can be promoted to a global invariance [4] of, at least, the field equations and the Bianchi identities, provided its
(non-linear) action on the scalar fields is associated with a linear transformation on the vector field strengths $F_{\mu\nu}^\Lambda$ and their magnetic duals $G_{\Lambda\mu\nu}$:

$$g \in G : \begin{cases} 
\phi^s \to g \star \phi^s \\
\left( \begin{array}{c}
F^\Lambda \\
G^\Lambda
\end{array} \right) \to R_v[g] \cdot \left( \begin{array}{c}
F^\Lambda \\
G^\Lambda
\end{array} \right) = \left( \begin{array}{cc}
A^\Lambda_{\Sigma} & B^\Lambda_{\Sigma} \\
C^\Lambda_{\Sigma} & D^\Lambda_{\Sigma}
\end{array} \right) \left( \begin{array}{c}
F^\Sigma \\
G^\Sigma
\end{array} \right)
\end{cases} \quad \text{linear}. \quad (86)$$

The action of $G$ on the field strengths and their magnetic duals is defined by the symplectic embedding $R_v$, and can be seen as a generalized electric-magnetic duality transformation which promotes the isometry group of the scalar manifold to a global symmetry group of the field equations and Bianchi identities. It is a generalization of the U(1)-duality invariance of the standard Maxwell theory, that schematically reads:

$$\left( \begin{array}{c}
F_{\mu\nu} \\
*F_{\mu\nu}
\end{array} \right) \xrightarrow{U(1)} \left( \begin{array}{c}
F'_{\mu\nu} \\
*F'_{\mu\nu}
\end{array} \right) = \left( \begin{array}{cc}
\cos(\theta) & \sin(\theta) \\
-\sin(\theta) & \cos(\theta)
\end{array} \right) \left( \begin{array}{c}
F_{\mu\nu} \\
*F_{\mu\nu}
\end{array} \right). \quad (87)$$

For this reason $G$ is called the duality group of the classical theory. If electric and magnetic sources are present, the symplectic action of $G$ is extended to the charges themselves (as in the Maxwell theory). We must emphasize that, as shown in (86), $G$ contains general non-perturbative $g$-transformations under which

$$\left( \begin{array}{c}
F^\Lambda \\
G^\Lambda
\end{array} \right) \xrightarrow{R_v[g]} \left( \begin{array}{c}
F'^\Lambda \\
G'^\Lambda
\end{array} \right) = \left( \begin{array}{cc}
A^\Lambda_{\Sigma} F_\Sigma + B^\Lambda_{\Sigma} G_\Sigma \\
C^\Lambda_{\Sigma} F_\Sigma + D^\Lambda_{\Sigma} G_\Sigma
\end{array} \right), \quad (88)$$

and these are not a symmetry of the action but only of the field equations and Bianchi identities (on-shell symmetry). The duality group is important because it is believed to encode the known string/M-theory dualities [20].

**Lagrangian.** From the definition (83) of $\mathcal{M}$ in terms of the coset representative, it follows that for symmetric scalar manifolds the scalar Lagrangian (48) can also be written in the equivalent form:

$$\mathcal{L}_{\text{scal}} = \frac{e_D}{2} \mathcal{G}_{\mu}(\phi) \partial_\mu \phi^s \partial^\mu \phi^u = \frac{e_D}{8} k \ \text{Tr} \left( \mathcal{M}^{-1} \partial_\mu \mathcal{M} \mathcal{M}^{-1} \partial^\mu \mathcal{M} \right), \quad (89)$$

where $k$ depends on the representation $R_v$ of $G$.

The transformation properties under $G$ of the matrices $\mathcal{I}_{\Lambda\Sigma}(\phi)$ and $\mathcal{R}_{\Lambda\Sigma}(\phi)$, encoding non-minimal couplings in $\mathcal{L}_{\text{vect}}$, can be inferred from (73) and are conveniently described by defining the complex symmetric matrix

$$\mathfrak{R}_{\Lambda\Sigma} \equiv \mathcal{R}_{\Lambda\Sigma} + i \mathcal{I}_{\Lambda\Sigma}. \quad (90)$$
Under the action of a generic element \( g \in G \), \( \mathfrak{R} \) transforms as follows:

\[
\mathfrak{R}(g \star \phi) = \left( C_g + D_g \mathfrak{R}(\phi) \right) \left( A_g + B_g \mathfrak{R}(\phi) \right)^{-1},
\]

(91)

where \( A_g, B_g, C_g, D_g \) are the \( n_v \times n_v \) blocks of the matrix \( \mathcal{R}_v[g] \) defined in (86).

**Electric and magnetic charges.** Ungauged supergravities only contain fields which are neutral with respect to the \( U(1)^{n_v} \) gauge-symmetry of the vector fields. These theories however feature **solitonic solutions**, namely configurations of neutral fields which carry \( U(1)^{n_v} \) electric-magnetic charges. These solutions are typically black holes in four dimensions or black branes in higher.

On a charged dyonic solution, we can define the electric and magnetic charges as\(^7\):

\[
e^A_\Lambda \equiv \frac{1}{4\pi} \int_{S^2} G_\Lambda = \frac{1}{8\pi} \int_{S^2} G_{\Lambda\mu\nu} \, dx^\mu \wedge dx^\nu,
\]

\[
m^A_\Lambda \equiv \frac{1}{4\pi} \int_{S^2} F^\Lambda = \frac{1}{8\pi} \int_{S^2} F_{\mu\nu}^\Lambda \, dx^\mu \wedge dx^\nu,
\]

(92)

where \( S^2 \) is a spatial two-sphere. They define a symplectic vector \( \Gamma^M \):

\[
\Gamma^M = \left( \begin{array}{c} m^A_\Lambda \\ e^A_\Lambda \end{array} \right) = \frac{1}{4\pi} \int_{S^2} \mathbb{F}^M.
\]

(93)

These are the **quantized charges**, namely they satisfy the Dirac-Schwinger-Zwanziger quantization condition for dyonic particles [21–23]:

\[
(\Gamma_2^M)^T \mathcal{C} \Gamma_1^M = m^A_2 \, e^A_1 - m^A_1 \, e^A_2 = \frac{1}{2\pi} \hbar c n; \quad (n \in \mathbb{Z}).
\]

(94)

It must be noticed that, going at the quantum level, the dyonic charges belong to a symplectic lattice: this breaks the duality group \( G \) to a suitable discrete subgroup \( G_d(\mathbb{Z}) \) which leaves this lattice invariant.

Finally, we emphasize that, due to the non-minimal coupling of the scalar fields to the vector fields in the Lagrangian (17), the electric and magnetic fields that one would actually measure at spatial infinity on a solution are not given simply by the field strengths \( F^\Lambda \) and \( G_\Lambda \), and thus the measured electric and magnetic charges are not the quantized charges \((e, m)\). In fact, their values also depend on the scalar fields at infinity and are expressed in terms of composite fields, depending on the scalar fields as well as on the field-strengths.

\(^7\) we are using the rationalized Heaviside-Lorentz (HL) units in which \( \varepsilon_0 = 1 \): this fixes the choice of electric/magnetic charge units
2.3.1 Symplectic frames

The duality action \( \mathcal{R}_v[g] \) of \( G \) depends on which elements, in the basis of the \( 2n_v \) representation, are chosen to be the \( n_v \) electric vector fields appearing in the Lagrangian and which their magnetic duals: this is equivalent to choosing the symplectic frame which determines the embedding of the group \( G \) inside \( \text{Sp}(2n_v, \mathbb{R}) \). Different choices of the symplectic frame may yield inequivalent Lagrangians (i.e. not related by local field redefinitions), with different global symmetries. Indeed, the global symmetry group of the Lagrangian is defined as the subgroup \( G_{el} \subset G \), whose duality action is linear on the electric field strengths

\[
\mathcal{R}_v[g] = \begin{pmatrix} A^\Lambda \Sigma & 0 \\ C_{\Lambda \Sigma} & D^\Lambda \Sigma \end{pmatrix},
\]

(95)

where the symplectic condition fixes \( D = A^{-T} \), so that one has

\[
g \in G_{el} : \quad F^\Lambda \rightarrow F'^\Lambda = A^\Lambda \Sigma F^\Sigma,
\]

\[
\mathcal{G}_\Lambda \rightarrow \mathcal{G}'_\Lambda = C_{\Lambda \Sigma} F^\Sigma + D^\Lambda \Sigma \mathcal{G}_\Sigma.
\]

(96)

Indeed, as the reader can verify using eq. (91), under the above transformation the matrices \( \mathcal{I}, \mathcal{R} \) transform as follows:

\[
\mathcal{I}_{\Lambda \Sigma} \rightarrow D^\Lambda \Pi D^\Sigma \Delta \mathcal{I}_{\Pi \Delta}; \quad \mathcal{R}_{\Lambda \Sigma} \rightarrow D^\Lambda \Pi D^\Sigma \Delta \mathcal{R}_{\Pi \Delta} + C_{\Lambda \Pi} D^\Sigma \Pi.
\]

(97)

and the consequent variation of the Lagrangian reads

\[
\delta \mathcal{L}_{bos} = \frac{1}{8} C_{\Lambda \Pi} D^\Sigma \Pi \varepsilon_{\mu \nu \rho \sigma} F^\Lambda_{\mu \nu} F^\Sigma_{\rho \sigma},
\]

(98)

which is a total derivative since \( C_{\Lambda \Pi} D^\Sigma \Pi \) is constant. These transformations are called Peccei-Quinn transformations and follow from shifts in certain axionic scalar fields. These transformations are symmetries of the classical action, while invariance of the perturbative path-integral requires the variation (98), integrated over space-time, to be proportional through an integer to \( 2\pi \hbar \). This constrains the symmetries to close to a discrete subgroup \( G(\mathbb{Z}) \) of \( G \) whose duality action is implemented by integer-valued matrices \( \mathcal{R}_v[g] \). Such restriction of \( G \) to \( G(\mathbb{Z}) \) in the quantum theory was discussed earlier as a consequence of the Dirac-Schwinger-Zwanziger quantization condition for dyonic particles (94).

From (96) we see that, while the vector field strengths \( F^\Lambda_{\mu \nu} \) and their duals \( \mathcal{G}^\Lambda_{\mu \nu} \) transform together under \( G \) in the \( 2n_v \)-dimensional symplectic representation \( \mathcal{R}_v[g] \), the vector field strengths alone transform linearly under the action of \( G_{el} \) in a smaller representation \( n_v \), defined by the \( A \)-block in (95).

Different symplectic frames of a same ungauged theory may originate from different

---

\[8\] here we only consider local transformations on the fields
compactifications. In $\mathcal{N} \geq 3$ theories, scalar fields always enter the same multiplets as the vector fields. Supersymmetry then implies their non-minimal coupling to the vectors and also that the scalar manifold is endowed with a symplectic structure, associating with each isometry a constant symplectic matrix. In $\mathcal{N} = 2$ theories, scalar fields may sit in vector multiplets or hypermultiplets. The former span a special Kähler manifold, the latter a quaternionic Kähler one, so that the scalar manifold is always factorized in the product

$$\mathcal{N} = 2 : \mathcal{M}_{\text{scal}} = \mathcal{M}_{\text{sk}} \times \mathcal{M}_{\text{qk}}.$$  

(99)

The scalar fields in the hypermultiplets are not connected to vector fields through supersymmetry and consequently they do not enter the matrices $I(\phi)$ and $R(\phi)$. As a consequence of this the isometries of the quaternionic-Kähler manifolds spanned by these scalars are associated with trivial duality transformations

$$g \in \text{isom. of } \mathcal{M}_{\text{qk}} \implies \mathcal{R}_v[g] = 1,$$  

(100)

while only $\mathcal{M}_{\text{qk}}$ features a flat symplectic structure which defines the embedding of its isometry group inside $\text{Sp}(2n_v, \mathbb{R})$ and the couplings of the vector multiplet-scalars to the vector fields through the matrix $\mathcal{M}(\phi)$. It is important to remark that such structure on a special Kähler manifold exists even if the manifold itself is not homogeneous. This means that one can still define the symplectic matrix $\mathbb{L}(\phi)$ and, in terms of the components $\mathcal{I}_{\Lambda \Sigma}(\phi)$ and $\mathcal{R}_{\Lambda \Sigma}(\phi)$, also the matrix $\mathcal{M}(\phi)$ as in (83), although $\mathbb{L}(\phi)$ has no longer the interpretation of a coset representative for non-homogeneous manifolds.

The transformation properties of the bosonic fields the group $G$ can be rewritten in the infinitesimal form:

$$G : \begin{cases} 
\delta \mathbb{L} = \Lambda^\alpha t_\alpha \mathbb{L}, \\
\delta \mathbb{F}^M_{\mu \nu} = -\Lambda^\alpha (t_\alpha)^N_M \mathbb{F}^N_{\mu \nu},
\end{cases}$$  

(101)

in terms of the infinitesimal generators $t_\alpha$ of $G$, defining a basis of its Lie algebra $\mathfrak{g}$ and satisfying the corresponding commutation relations

$$[t_\alpha, t_\beta] = f_{\alpha \beta \gamma} t_\gamma,$$  

(102)

$f_{\alpha \beta \gamma}$ being the structure constants of $\mathfrak{g}$. The matrices $(t_\alpha)^N_M$ define the infinitesimal duality action of $G$ and are symplectic generators

$$(t_\alpha)^M_N \mathbb{C}_{NP} = (t_\alpha)^P_N \mathbb{C}_{NM} \quad M, N, \ldots = 1, \ldots, 2n_v,$$  

(103)

that is equivalently stated as the property of the tensor $t_\alpha_{MN} = (t_\alpha)^M_P \mathbb{C}_{PN}$ of being symmetric in $MN$:

$$(t_\alpha)^{MN} = (t_\alpha)^{NM}.$$  

(104)
2.3.2 Fermion fields

We have seen that the vector fields and the scalar fields transform under the action of the group $G$, isometry group of the scalar manifold. This group has a global (symplectic) action on the vector of electric and magnetic field strengths, while it acts on the scalar fields as an isometry group.

We know that fermion fields transform covariantly with respect to the group of local Lorentz transformations (isotropy group of space-time). In the same way, they have a well defined transformation property only with respect to the isotropy group $H$ of the scalar manifold. In all extended supergravity models, this group has the form [24]:

$$H = H_R \times H_{\text{matt}},$$ (105)

where $H_R$ is the the R–symmetry group (automorphism of the supersymmetry algebra), while $H_{\text{matt}}$ is a compact Lie group acting on the matter multiplets. Aside from the gravitino, the other fermion fields consist in dilatinos $\chi_{ijk}$ which are spin-1/2 fields belonging to the gravitational supermultiplet for $N \geq 3$, and spin-1/2 fields $\lambda_i^A$ (where $A$ is a vector field label) called gauginos, belonging to the vector multiplets, i.e. supermultiplets in which the highest spin field has spin 1. In the $N = 2$ we also have spin-1/2 fields $\kappa^a$ in the hypermultiplets called hyperinos.

The coupling of the bosons to the fermionic fields is also fixed by the geometry of the scalar manifold $M_{\text{scal}}$. In particular, in the models with an homogeneous scalar manifold, this coupling is fixed by the coset representative $L(\phi)$.

Let us recall that (23) states that the matrix $L(\phi)$ is acted to the left by $G$ and to the right by the compensator element in $H$:

$$G \leadsto L(\phi) \leadsto H.$$ (106)

The matrix $L(\phi)$ therefore can “intermediate” between objects transforming directly under $G$ and other objects transforming only under $H$, namely between bosons and fermions. This means that it is possible to construct $G$-invariant quantities, coupling in a suitable way bosonic fields $b$ (and their derivatives) to the fermionic fields $f$ through $L(\phi)$, considering the contraction

$$(\partial b) \cdot L(\phi) \cdot f = d(\phi, \partial b) \cdot f.$$ (107)

This scalar-dependent matrix determines the coupling of bosons and fermions in the Lagrangian and in the equations of motion. The fermions, in other words, couple to composite objects – that we denoted $d(\phi, \partial b)$ – obtained by “dressing” the derivatives of bosonic fields by scalar fields through the matrix $L(\phi)$. Then, these objects transform only through the corresponding compensating transformations $h(\phi, g) \in H$, as the scalars and vectors transform under $G$, see (23). This tell us that the transformations of all fermion fields is obtained by means of $h(\phi, g)$, namely we can define the action of $G$.
over all the fields of the theory as:

\[
g \in G : \begin{cases}
\phi^{s} \xrightarrow{g} g \ast \phi^{s} \\
F_{\mu \nu}^{M} \xrightarrow{g} F_{\mu \nu}^{M} = \mathcal{R}_{V}[g]^{M}_{\ N} \ F_{\mu \nu}^{N} \\
f \xrightarrow{g} f' = h(\phi, g) \ast f
\end{cases}
\] (108)

Now one can construct a manifestly \(H\)-invariant Lagrangian using the fermion fields and the composite fields \(d(\phi, \partial b)\). Moreover, \(H\)-covariance of the standard supersymmetry transformations

\[
\delta_{\epsilon}b = \bar{\epsilon} f, \quad \delta_{\epsilon}f = \epsilon \partial b,
\] (109)

implies that the supersymmetry variations for the fermion fields can be written as:

\[
\delta_{\epsilon}f = d(\phi, \partial b) \epsilon.
\] (110)

The fields transforming in representations of \(H_{R}\) are therefore either the fermions or the composite fields \(d(\phi, \partial b)\), but not the scalar fields \(\phi^{s}\) and the vector fields \(A_{\mu}^{\Lambda}\) directly, since the latter are always real fields. The composite objects \(d(\phi, \partial b)\) can be imagined as the actual bosonic fields that can be measured, at spatial infinity, on a solution.
3 Black hole configurations

We shall now restrict our discussion to static black hole solutions, with spherical symmetry and asymptotically flat.

3.1 General properties of the solution

The general ansatz for the black hole metric has the form:

\[ ds^2 = f(r)^2 \, dt^2 - f(r)^{-2} \, dr^2 - h(r)^2 \, (d\theta^2 + \sin^2(\theta) \, d\varphi^2) , \]  

(111)

where \( f(r) \), \( h(r) \) are functions of the radial variable to be determined by the equations of motion. Moreover we also set, for fermion and scalar fields,

\[ \text{fermions} = 0 \,, \quad \phi^s = \phi^s(r) \,. \]  

(112)

Equations of motion. If we consider dyonic solution, with quantized electric and magnetic charges \( \Gamma^M \equiv (m^A, \epsilon_A) \), one can verify that the following expression for \( F^M \)

\[ F^M = \left( F^\mu_\nu \right) \frac{dx^\mu \wedge dx^\nu}{2} = \frac{1}{h^2} \, C \, \mathcal{M}(\phi) \, \Gamma^M \, dt \wedge dr + \Gamma^M \, \sin(\theta) \, d\theta \wedge d\varphi \,, \]  

(113)

satisfies the Maxwell equations (70.iii).

The scalar field equations (70.i) can be recast using (113). The right hand side is rewritten as:

\[ (F^\mu_\nu)^T \, \partial_s \mathcal{M} \, F^\mu_\nu = 2 \, (F^s_\nu)^T \, \partial_s \mathcal{M} \, F^s_\nu \, g^{\mu \rho} \, g^{\nu \varphi} = \]  

\[ = -\frac{2}{h^4} \, \Gamma^T \, \mathcal{C} \, \mathcal{C}^T \, \partial_s \mathcal{M} \, \mathcal{M} \, \mathcal{M} \, \Gamma + \frac{2}{h^4} \, \Gamma^T \, \partial_s \mathcal{M} \, \mathcal{M} \, \Gamma = \]  

\[ = \frac{4}{h^4} \, \Gamma^T \, \partial_s \mathcal{M} \, \Gamma = -\frac{8}{h^3} \, \partial_s V_{\text{bh}} \,, \]  

(114)

where we have introduced the \textit{black hole effective potential} \( V_{\text{bh}} \)

\[ V_{\text{bh}}(\phi, \Gamma) \equiv -\frac{1}{2} \, \Gamma^T \, \mathcal{M}(\phi) \, \Gamma > 0 \,. \]  

(115)

The scalar field equation now reads:

\[ \left( f^2 \, h^2 \, \phi'^s \right)' + \tilde{\Gamma}^s_\nu \, \phi'^u \, \phi'^v = \frac{1}{h^2} \, g^{s u} \, \partial_s V_{\text{bh}} \,, \]  

(116)

where the prime stands for the derivative with respect to the radial variable \( f'(r) \equiv \frac{d}{dr} \), while \( \partial_{s, u, v, ...} \) indicates \( \partial_{\phi^s, \phi'^u, \phi'^v, ...} \).

It is useful to introduce a new radial variable \( \tau = \tau(r) \) defined by the condition:

\[ \frac{d\tau}{dr} = \frac{1}{f^2 \, h^2} \,. \]  

(117)
Using the notation $\dot{f}(\tau) \equiv \frac{df(\tau)}{d\tau}$, equation (116) becomes:

$$\ddot{\phi}^s + \tilde{\Gamma}^s_{uv} \dot{\phi}^u \dot{\phi}^v = f^2 g^{su} \partial_u V_{ihi} .$$

(118)

The above equation – where the radial variable $\tau$ has the role of time – describes the motion of a particle, subject to a potential $V_{ihi}$, in the manifold $\mathcal{M}_{scal}$.9

Let us consider now the Einstein equations (69). Using (111) and (113), the equations can be rewritten:

$$R_{rr} = g_{su} \phi^{s} \phi^{u} - \frac{1}{f^2 h^4} V_{ihi} , \quad R_{tt} = \frac{f^2}{h^4} V_{ihi} , \quad R_{\theta\theta} = \frac{1}{h^2} V_{ihi} , \quad R_{\varphi\varphi} = \frac{\sin^2(\theta)}{h^2} V_{ihi} , ,$$

(119)

from which we get

$$R^t_t = \frac{1}{f^2} R_{tt} = \frac{1}{h^4} V_{ihi} = \frac{1}{h^2} R_{\theta\theta} = -R^\theta_\theta .$$

(120)

Comparing the above results with the expressions for the Ricci tensor that one gets doing an explicit calculation from the metric form (111), we find the relations:

$$R^t_t = -R^\theta_\theta \Rightarrow \frac{(f f' h^2)'}{h^2} = \frac{1}{h^2} (1 - (f^2 h h')') \Rightarrow (f^2 h^2)'' = 2 .$$

(121)

This condition, which is implied on the ansatz by the Einstein equation, is solved in general by setting:

$$f^2 h^2 = (r - r_0)^2 - c_{ex}^2 = (r - r_+)(r - r_-) ; \quad r_{\pm} \equiv r_0 \pm c_{ex} ,$$

(122)

where we have introduced the integration constant $c_{ex}$, called extremality parameter, which is assumed to have a positive square, $c_{ex}^2 \geq 0$. If this is not the case, i.e. $c_{ex}^2 < 0$, the two roots $r_{\pm}$ are imaginary. As we shall see, $r_{\pm}$ can be identified with an inner and outer horizon of the black hole, and thus, if $c_{ex}^2 < 0$, the solution has no horizon to hide its singularity and turns out to be not regular.

The above equation (117), defines the affine parameter $\tau$:

$$\frac{d\tau}{dr} = \frac{1}{f^2 h^2} = \frac{1}{(r - r_0)^2 - c_{ex}^2} \Rightarrow r - r_0 = -c_{ex} \coth(c_{ex} \tau) ,$$

(123)

*a geodesic motion corresponds to $V_{ihi} = \text{const}$.\)
from which we get the explicit expression

$$\tau = \frac{1}{2c_{\text{ex}}} \log \left( \frac{r - r_+}{r - r_-} \right).$$ \hspace{1cm} (124)$$

The coordinate $\tau$ turns out to be non-positive and runs from $-\infty$ when $r = r_+$ (outer horizon of the black hole) to $\tau = 0$ at radial infinity $r = +\infty$.

The above eq. (124) can be also rewritten

$$\frac{d\tau}{dr} = \frac{1}{(r - r_0)^2 - c_{\text{ex}}^2} = \frac{\sinh^2(c_{\text{ex}}\tau)}{c_{\text{ex}}^2}. \hspace{1cm} (125)$$

Making use of (122), we can simplify the notation and write the functions $f(r), h(r)$ in terms of a single function $U(r)$ as:

$$f(r)^2 = e^{2U(r)},$$

$$h(r)^2 = e^{-2U(r)}(r - r_+)(r - r_-) = e^{-2U(r)} \frac{c_{\text{ex}}^2}{\sinh^2(c_{\text{ex}}\tau)}. \hspace{1cm} (126)$$

The metric (111) now reads:

$$ds^2 = e^{2U} dt^2 - e^{-2U} \left( dr^2 + (r - r_+)(r - r_-) d\Omega^2 \right), \hspace{1cm} (127)$$

where $d\Omega^2 \equiv d\theta^2 + \sin^2(\theta) d\varphi^2$. We can also express it in terms of the new radial variable $\tau$ as:

$$ds^2 = e^{2U} dt^2 - e^{-2U} \left( \frac{c_{\text{ex}}^4}{\sinh^4(c_{\text{ex}}\tau)} d\tau^2 + \frac{c_{\text{ex}}^2}{\sinh^2(c_{\text{ex}}\tau)} d\Omega^2 \right), \hspace{1cm} (128)$$

where $U = U(\tau)$. Using then the property

$$f f' h^2 = \frac{\dot{f}}{f} = \dot{U}, \hspace{1cm} (129)$$

from (120) we also find

$$\dot{U} = e^{2U} V_{\text{BH}}. \hspace{1cm} (130)$$

Finally, the Ricci tensor in the new radial coordinate has non-vanishing entries

$$R_{tt} = \frac{1}{h^4} \ddot{U}, \hspace{1cm} R_{\tau\tau} = 2c_{\text{ex}}^2 - 2\dot{U}^2 + \dot{U}, \hspace{1cm} R_{\theta\theta} = \frac{R_{\phi\phi}}{\sin^2(\theta)} = \frac{1}{f^2 h^2} \ddot{U}. \hspace{1cm} (131)$$

From the first of eq.s (119) and using the above (131), we find also

$$\ddot{U}^2 + \frac{1}{2} G_{su} \ddot{\phi}^s \ddot{\phi}^u - e^{2U} V_{\text{BH}} = c_{\text{ex}}^2, \hspace{1cm} (132)$$

where we have used the previous result (130).
Summarizing, we have found that the most general ansatz for the static solution depends on \( n_s + 1 \) independent functions of the radial variable \( \tau \), that we denoted as \( U(\tau) \) and \( \phi^s(\tau) \). The latter are subject to the equations:

\[
\ddot{U} = e^{2U} V_{\text{BH}} , \quad (133.\text{i})
\]
\[
\ddot{\phi}^s + \tilde{\Gamma}_{uv}^s \dot{\phi}^u \dot{\phi}^v = e^{2U} G^{su} \partial_u V_{\text{BH}} , \quad (133.\text{ii})
\]
\[
\dot{U}^2 + \frac{1}{2} G^{su} \dot{\phi}^s \dot{\phi}^u - e^{2U} V_{\text{BH}} = c_{\text{ex}}^2 . \quad (133.\text{iii})
\]

**Effective action.** The presence of the scalar fields in non-minimal coupling to the vectors (typical of supergravity black holes) determines their participation in the solution, together with the form of the effective potential \( V_{\text{BH}}(\phi, e, m) \). On the other hand, the scalar fields which do not couple to any electric-magnetic charges, do not affect the effective potential and thus do not exhibit a radial evolution.

The above equations (133.\text{i}), (133.\text{ii}) can be derived from a suitable *effective action* of the form:

\[
\mathcal{S}_{\text{eff}} = \int L_{\text{eff}} \, d\tau = \int \left( \dot{U}^2 + \frac{1}{2} G^{su} (\phi) \dot{\phi}^s \dot{\phi}^u + e^{2U} V_{\text{BH}}(\phi, \Gamma) \right) \, d\tau . \quad (134)
\]

This action describes a Lagrangian system in which the radial coordinate \( \tau \) plays the role of the standard time variable. The corresponding Hamiltonian \( \mathcal{H} \) exhibits the property:

\[
\frac{d\mathcal{H}}{d\tau} = 0 \quad \Rightarrow \quad \mathcal{H} = \text{const} , \quad (135)
\]

that is, in analogy with the standard Hamiltonian formalism, it is “conserved” with respect to the dependence on the radial variable \( \tau \) (and not on time \( t \)). The Hamiltonian constraint, expressed in terms of the functions \( U(\tau) \), \( \phi^s(\tau) \), is nothing but eq. (133.\text{iii}):

\[
\mathcal{H} = \dot{U}^2 + \frac{1}{2} G^{su} (\phi) \dot{\phi}^s \dot{\phi}^u - e^{2U} V_{\text{BH}}(\phi, \Gamma) = c_{\text{ex}}^2 , \quad (136)
\]

where, in this case, the integration constant \( c_{\text{ex}}^2 \) plays the role of the energy.

**Physical properties of the solution.** Our solution has a globally-defined time-like Killing vector of the form \( \xi^\mu \partial_\mu = \partial_t \). The ADM-mass is given by the Komar integral \[5\] over the sphere \( S^2_\infty \) at radial infinity (i.e. \( \tau = 0 \)):

\[
M_{\text{ADM}} = \frac{c^2}{8\pi G_N} \int_{S^2_\infty} \epsilon_{\theta\varphi\mu\nu} \nabla^\mu \xi^\nu \, d\theta \, d\varphi , \quad (137)
\]

and, on our general solution, it can be proven the relation

\[
M_{\text{ADM}} = \frac{c^2}{G_N} \lim_{\tau \to 0^-} \dot{U} , \quad (138)
\]
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using the explicit expression of the covariant derivative built from the previous metric expressions.

The boundary conditions on the scalar fields at radial infinity ($\tau = 0$) defining our solution are written as:

$$U(0) = 0; \quad \dot{U}(0) = \frac{G_N}{c^4} M_{\text{ADM}}; \quad \phi^s(0) = \dot{\phi}_0^s; \quad \dot{\phi}^s(0) = \ddot{\phi}_0^s,$$

while the boundary conditions on the vector fields have already been fixed by the values of the electric and magnetic charges ($e$, $m$). Moreover, one can note that the first condition $U(0) = 0$ is nothing but the requirement of asymptotic flatness of the metric.

We can write the Hamilton constraint (136) at radial infinity (restoring the constants$^{10}$) in terms of the above boundary data:

$$\tau \to 0 : \quad \frac{G_N^2}{c^4} M_{\text{ADM}}^2 + \frac{1}{2} g_{su}(\phi_0) \dot{\phi}_0^s \dot{\phi}_0^u - \frac{8\pi G_N}{c^4} V_{su}(\phi_0, \Gamma) = c_{\text{ex}}^2.$$  

(140)

Regularity of the solution requires the existence of the two horizons, corresponding to $r_{\pm}$, that in turn requires $c_{\text{ex}}^2 \geq 0$ and a related condition on the boundary data, according to (140). The two horizons may coincide ($r_+ = r_-$) when the extremality parameter goes to zero ($c_{\text{ex}} = 0$).

**No scalar hair.** The radial derivatives $\dot{\phi}_0^s$ of the scalar fields of a solution are called *scalar charges*. In the black hole solutions present in the known literature, these quantities evaluated at infinity are not independent (boundary) data, but can be written in terms of the other quantities at infinity, namely the ADM-mass, the electric and magnetic charges and the values $\phi_0^s$. The dependence occurs since, in this class of solutions, the radial evolution $\dot{\phi}_0^s$ of the scalar fields is only due to their non-minimal coupling to the electric-magnetic charges. This means that their values are forced by the vector fields and do not exhibit independent dynamics.

Even if there is no general proof of this characteristic, this reported behavior seems to indicate that the most general static black hole solution can be completely determined by its ADM-mass, electric-magnetic charges, and, for non-static stationary solutions, angular momentum$^{11}$. So, there seems to be a generalization to supergravity black holes of the general relativity “no-hair” theorem for ordinary black holes $^{[25]}$. The theorem states that the most general axisymmetric, asymptotically flat, black hole solution in the Einstein-Maxwell theory is the Kerr-Newman solution $^{[26, 27]}$; the latter is totally defined by its mass, electric-magnetic charges and angular momentum. The power of the statement lies in the fact that any system, containing charged matter, that collapses into

---

$^{10}$ all terms in the constraint equation (136) have the dimension of a squared length; since the scalar potential has dimension of a squared charge in HL-units, when restoring the constants we need the replacement $V_{\text{int}} \rightarrow \frac{8\pi G_N}{c^4} V_{\text{int}}$

$^{11}$ here we are just considering the physical quantities related to the radial derivatives of the fields at infinity; the boundary values of the scalar fields do not have a physical meaning in an ungauged supergravity
a black hole, loses any other physical property (hair): for example, multipole moments, baryon or lepton numbers, are physical features that disappear with the collapse.

We said above that a proof of an analogous theorem for scalars coupled to supergravity black holes is still missing. However, if one considers extended supergravity models with homogeneous-symmetric scalar manifold, the use of an effective three dimensional description of the solution – in which a larger global symmetry group connecting $D = 4$ stationary solutions is manifest – gives some argument in support of the hypothesis of an analogous behavior [28].

Finally, the fact that on a black hole solution the radial evolution of the scalar fields is completely determined by their boundary values $\phi^0_0$ (for fixed ADM-mass and electric-magnetic charges) suggests that, for the scalar fields, an effective description can be given in terms of a system of first-order differential equations.

### 3.2 Near-horizon behavior

The two zeros of the metric (127) are located at $r_\pm = r_0 \pm c_{ex}$. These are coordinate singularities representing an inner and outer horizons, as in Reissner-Nordström solution (7).

Consider the 2-sphere $S^2$, and require that it has a finite, positive area $A_H = 4\pi r_H^2$ when $r \to r_+$. The area $A_H$ can be evaluated as:

$$A_H = \lim_{\tau \to -\infty} \int_{S^2} \sqrt{g_{\theta\theta} g_{\varphi\varphi}} \, d\theta \, d\varphi = \lim_{\tau \to -\infty} 4\pi e^{-2U} \frac{e_{ex}^2}{\sinh^2(c_{ex} \tau)}. \quad (141)$$

The above request of a finite and positive area implies, for the warp factor $e^U$, the near-horizon behaviour

$$r \to r_H = r_+ : \quad e^{-2U} \sim \frac{A_H}{4\pi} \frac{\sinh^2(c_{ex} \tau)}{e_{ex}^2} = \frac{r_H^2}{(r-r_+)(r-r_-)}. \quad (142)$$

Now, for $r \to r_+$, the metric (111) becomes:

$$ds^2 = \frac{(r-r_+)(r-r_-)}{r_H^2} dt^2 - \frac{r_H^2}{(r-r_+)(r-r_-)} dr^2 - r_H^2 d\Omega^2, \quad (143)$$

that is the near-horizon geometry of a non-extremal Reissner-Nordström (7) solution. This justifies the identification of $r_\pm$ with the outer and inner horizons of the black hole solution, and the condition $e_{ex}^2 \geq 0$ as the regularity condition for the existence of these horizons.

From the behavior of the solution in the near-horizon limit, we can deduce the thermodynamic quantities like the temperature and the entropy. To this end, we use the general formula for the surface gravity [5]:

$$\kappa^2 = -\frac{\epsilon_A}{2} \nabla^\mu \xi^\nu \nabla_\mu \xi_\nu. \quad (144)$$
Then, making use of the explicit expression for the covariant derivatives and killing vectors and taking into account (142), we rewrite it in the following form (restoring the constants):

$$\kappa = \frac{c^2 c_{\text{ex}}}{r_{\text{H}}^2}.$$  \hfill (145)

Now, the temperature is given by the equation (212) in terms of the surface gravity as:

$$T = \frac{\hbar c}{2\pi k_B} \frac{c_{\text{ex}}}{r_{\text{H}}^2},$$  \hfill (146)

while the entropy reads

$$S = \frac{k_B c^3 A_{\text{H}}}{4 G_N \hbar}.$$  \hfill (147)

This tells us that we can identify the extremality parameter with the quantity:

$$c_{\text{ex}} = 2 \frac{G_N}{c^4} S T,$$  \hfill (148)

and it is zero if and only if the temperature is zero, namely when the solution is extremal. This is the case of the Reissner-Nordström extremal solution in which the two horizons coincide ($r_+ = r_-$).

**Extremal solutions and the attractor mechanism.** In addition to the regularity condition $c_{\text{ex}}^2 \geq 0$, we also require the scalar fields to have a regular behavior at the horizon. For this purpose, we define the physical distance $\rho$ from the horizon by the equation

$$d\rho^2 = e^{-2U} dr^2,$$  \hfill (149)

and require that the scalar fields, rewritten as functions of $\rho$, run to finite values in the near horizon region, located at $\rho = \rho_{\text{H}}$:

$$\lim_{\rho \to \rho_{\text{H}}} \phi^s(\rho) = \phi^s_*; \quad |\phi^s_*| < \infty.$$  \hfill (150)

Consider now extremal solutions, defined by the property $c_{\text{ex}} = 0$. If we send $c_{\text{ex}} \to 0$, from eqs. (123)–(124) we get:

$$c_{\text{ex}} \to 0 : \quad \tau = -\frac{1}{r},$$  \hfill (151)

where we have redefined $(r - r_0) \sim r$.

With the above redefinition, the horizon is located at $r = r_{\text{H}} = 0$, or, correspondingly, at $\tau \to -\infty$, and the near-horizon behavior of the warp function $U(\tau)$ of an extremal solution is given by (142):

$$\tau \to -\infty : \quad e^{-2U} \sim \lim_{c_{\text{ex}} \to 0} \frac{r_{\text{H}}^2 \sinh^2(c_{\text{ex}} \tau)}{c_{\text{ex}}^2} = r_{\text{H}}^2 \tau^2,$$  \hfill (152)
that also implies, in the extremal near-horizon limit $\tau \to -\infty$

$$\begin{align*}
tau \to -\infty : \quad e^{-U} &\sim -\tau r_h, \quad \dot{U} \sim -\frac{1}{\tau}, \quad \ddot{U} \sim \frac{1}{\tau^2}.
\end{align*}$$

(153)

The physical distance $\rho$ is then defined by the condition (149):

$$\begin{align*}
tau \to -\infty : \quad d\rho &= e^{-U} dr = \lim_{c_{ex} \to 0} e^{-U} c_{ex}^2 \frac{d\tau}{\sinh^2(c_{ex}\tau)} = \\
&= e^{-U} \frac{d\tau}{\tau^2} \sim -r_h \frac{d\tau}{\tau},
\end{align*}$$

(154)

from which we get

$$c_{ex} \to 0, \quad \tau \to -\infty : \quad \rho = -r_h \log(-\tau),$$

(155)

and, with respect to the physical distance, the horizon is located at $\rho_h = -\infty$.

The regularity request for the scalars (150) is now rewritten at the horizon

$$\lim_{\rho \to -\infty} \phi_s(\rho) = \phi_s^*, \quad |\phi_s^*| < \infty,$$

(156)

and this implies the vanishing of the derivatives of the scalar fields with respect to $\rho$ in this limit:

$$\lim_{\rho \to -\infty} \frac{d\ell}{d\rho} \phi(\rho) = 0.$$

(157)

Explicitly, for $\ell = 1$ and $\ell = 2$, one has:

$$\lim_{\tau \to -\infty} \tau \dot{\phi}^s = \lim_{\tau \to -\infty} \tau^2 \ddot{\phi}^s = 0.$$

(158)

The scalar field equations (133.ii) near the horizon have the form:

$$\begin{align*}
tau \to -\infty : \quad \tau^2 \ddot{\phi}^s + \tilde{\Gamma}_{uv} (\tau \dot{\phi}^u)(\tau \dot{\phi}^v) &= \frac{1}{r_h^2} G^{sv} \partial_v V_{BH}. 
\end{align*}$$

(159)

where we have used (153). Now, taking the horizon limit of the previous expression and using (158), the left hand side vanishes and we get

$$\begin{align*}
\lim_{\phi \to \phi_s^*} \partial_s V_{BH} &= \partial_s V_{BH}(\phi_s^*, e, m) = 0.
\end{align*}$$

(160)

This means that, going from radial infinity to the horizon of an extremal static black hole, the scalar fields of the solution flow toward fixed values $\phi_s^*$, which define an extremum of the potential.

In general $V_{BH}$ may not depend on all the scalars, that is it can have the so-called flat directions. These correspond to scalar fields which are not effectively coupled to the black hole solution. So, the above (160) will only fix scalars along the non-flat directions.
as functions of the electric and magnetic charges only

\[ \phi_s^* = \phi_s^*(e, m), \]  

(161)

and, as a consequence, the potential \( V_{\text{BH}} \) at the extremum \( \phi_s^* \) will only depend on the electric and magnetic charges:

\[ V_{\text{BH}}^{(\text{ex})} = V_{\text{BH}}(\phi_s^*, e, m) = V_{\text{BH}}^{(\text{ex})}(e, m). \]  

(162)

Using (153), the equation (133.1) evaluated in the near horizon region gives

\[ \tau \to -\infty : \quad \frac{1}{\tau^2} = \ddot{U} = e^{2U} V_{\text{BH}}^{(\text{ex})} = \frac{1}{r_H^2 \tau^2} V_{\text{BH}}^{(\text{ex})} \]  

(163)

\[ \Rightarrow \quad V_{\text{BH}}^{(\text{ex})} = r_H^2. \]

This means that the area of the horizon can be expressed through the value of \( V_{\text{BH}}^{(\text{ex})}(e, m) \) as:

\[ A_H = 4\pi V_{\text{BH}}^{(\text{ex})}(e, m) = A_H(e, m), \]  

(164)

in terms of the electric and magnetic charges only\(^{12}\).

The near horizon metric can be easily computed from the previous form (143) and reads:

\[ ds^2 = \left( \frac{r}{r_H} \right)^2 dt^2 - \left( \frac{r}{r_H} \right)^{-2} dr^2 - r_H^2 d\Omega^2. \]  

(165)

This metric describes a Bertotti-Robinson solution, that is an AdS\(_2 \times S^2\) space, whose geometry only depends on the area \( A_H \) of the horizon which, in turn, only depends on the quantized charges of the solution (as relation (164) states) and not on the boundary values \( \phi_0 \) of the scalar fields. This condition goes under the name of attractor mechanism \([14]\): the scalars non-trivially coupled to the black hole (non-flat directions of the potential) flow from their values at radial infinity \( \phi_0 \) towards fixed values at the horizon \( \phi_s^* \). The latter are solution to (160) and only depend on the quantized charges as stated in (161).

We can notice that the extremal black holes interpolate between two vacua of the ungauged \( \mathcal{N}\)-extended supergravity, the \( M_4 \) Minkowski space-time and AdS\(_2 \times S^2\):

\[
M_4 \text{ at radial infinity } \longleftrightarrow \text{ AdS}_2 \times S^2 \text{ at the horizon } \]  

(166)

similarly to solitonic solutions in ordinary field theory, interpolating between different vacua. In this sense, extremal black hole are viewed as solitons of the ungauged supergravity theories.

If we consider extremal dyonic black holes, for a given set of charges \( \Gamma^M = (e, m) \) it is always possible to find boundary conditions on the scalar fields for which the scalars \[^{12}\] restoring the constants we would write: \( A_H = 4\pi \frac{\delta_s G_5}{e^2} V_{\text{BH}}^{(\text{ex})}(e, m) \)
themselves are constant in the whole space. In fact, it suffices to take:

\[ \phi^s(\tau = 0) = \phi^s_* , \]  

and, being also

\[ \partial_s V_{bh}(\phi^s_*, e, m) = 0 , \]  

the scalar field equations are solved by \( \phi^s(\tau) \equiv \phi^s_* \). These solutions, i.e. extremal solutions with constant scalar fields, are called double extremal.

**Non-extremal case.** If we repeat the above analysis for the non-extremal case, we find for the physical distance \( \rho \) in the near-horizon region:

\[ \tau \rightarrow -\infty : \quad d\rho = e^{-U} d\tau \sim - r_{bh} \frac{\sinh(c_{ex} \tau)}{c_{ex}} \frac{dr}{d\tau} d\tau \sim \]  

\[ \sim - \frac{c_{ex}}{\sinh(c_{ex} \tau)} d\tau \sim 2 c_{ex} e^{c_{ex} \tau} d\tau , \]  

from which we get this time

\[ c_{ex} \neq 0 , \quad \tau \rightarrow -\infty : \quad \rho(\tau) = 2 e^{c_{ex} \tau} . \]  

Now the horizon is located at \( \rho_{bh} = 0 \), thus the regularity condition on the scalar fields no longer implies the vanishing (157) of the derivatives of the scalar fields \( \phi^s \) with respect to \( \rho \):

\[ \lim_{\rho \rightarrow 0} \phi^s(\rho) = \phi^s_* , \quad |\phi^s_*| < \infty \quad \Rightarrow \quad \lim_{\rho \rightarrow -\infty} \frac{dt}{d\rho} \phi(\rho) = 0 . \]  

Moreover, equation (133.ii) no longer implies that \( \phi^s_* \) is an extremum for the black hole potential.

### 3.3 Black holes and duality

We have seen in Subsect. 2.3 that the on-shell global symmetries of an extended supergravity theory are encoded – at the classical level – in the isometry group \( G \) of the scalar manifold. The non-linear action of this duality group on the scalar fields \( \phi^s \) is combined with a simultaneous linear symplectic action on the field strengths \( F^A \) and their duals \( G_A \). This duality action of \( G \) is defined by a symplectic representation \( \mathcal{R}_v \) of \( G \).

We have also seen how fermion fields transform under the compensating transformation \( h(g, \phi) \in H \) in (108). Under this action, static black hole solutions, defined by (111), are mapped into solutions of the same kind.

Let us see more in detail this duality transformation. A transformation given by
$g \in G$ maps a black hole solution into a new solution as:

\[
g \in G : \begin{align*}
U(\tau) \\
\phi^s(\tau) \\
\Gamma^M \\
M_{\text{ADM}}
\end{align*} \xrightarrow{g} \begin{align*}
U'(\tau) &= U(\tau) \\
\phi^s'(\tau) &= g \ast \phi^s(\tau) \\
\Gamma'^M &= \mathcal{R}_v[g] \Gamma \\
M_{\text{ADM}}
\end{align*}
\] (172)

the ADM-mass remaining the same being a property of the metric of the solution, and hence not affected by duality transformations which leave the metric unaltered.

The above properties tell us that, for given charges $\Gamma$ and ADM-mass, the solution $\Xi = \{U(\tau), \phi^s(\tau)\}$ is uniquely defined by the boundary condition $\phi^s_0$ for the scalar fields, while $\Xi' = \{U'(\tau) = U(\tau), \phi^s'(\tau)\}$ is the unique solution with charges $\Gamma'$ defined by the boundary condition $\phi'_0 = g \ast \phi_0$.

Using eq.s (73) and (172), we see that the effective potential

\[
V_{\text{bh}}(\phi, \Gamma) \equiv -\frac{1}{2} \Gamma^T M(\phi) \Gamma ,
\] (173)

function of the scalar fields and quantized charges, turns out to be invariant under the simultaneous action (172):

\[
V_{\text{bh}}(\phi, \Gamma) \xrightarrow{g} V_{\text{bh}}'(g \ast \phi, \mathcal{R}_v[g] \Gamma) = -\frac{1}{2} \Gamma^T \mathcal{R}_v^T \mathcal{R}_v^{-1} M(\phi) \mathcal{R}_v \Gamma = V_{\text{bh}}(\phi, \Gamma).
\] (174)

This implies that $V_{\text{bh}}$ is $G$-invariant. From this property of invariance, it follows that the effective action (134) and the extremality constraint (136) are both manifestly duality-invariant expressions. A remarkable consequence of this, is that black holes in extended supergravities can be classified in orbits with respect to the duality action (172) of the global symmetry group $G$.

If now we denote by $\phi_+^s(\Gamma) = \phi_+^s(e, m)$ the extremum of the potential $V_{\text{bh}}(\phi, \Gamma)$:

\[
\partial_s V_{\text{bh}}(\phi_+(\Gamma), \Gamma) = 0 ,
\] (175)

from (174) we find

\[
\partial_s V_{\text{bh}}(\phi_+, \Gamma) = 0 \Leftrightarrow \partial_s V_{\text{bh}}(g \ast \phi_+, \mathcal{R}_v[g] \Gamma) = 0 ,
\] (176)

that is, the point $g \ast \phi_+$ extremizes the potential $V(\phi', \mathcal{R}_v[g] \Gamma)$. However, such extremum was denoted by $\phi_+(\mathcal{R}_v[g] \Gamma)$, so we can write:

\[
g \ast \phi_+^s(\Gamma) = \phi_+^s(\mathcal{R}_v[g] \Gamma).
\] (177)
If we consider extremal solutions, the above property (177), together with (174), implies:

\[
V_{\text{bh}}^{(\text{ex})}(\Gamma) = V_{\text{bh}}(\phi_*(\Gamma), \Gamma) = V_{\text{bh}}(g \ast \phi_*(\Gamma), \mathcal{R}_v[g] \Gamma) = V_{\text{bh}}(\phi_*(\mathcal{R}_v[g] \Gamma), \mathcal{R}_v[g] \Gamma) = V_{\text{bh}}^{(\text{ex})}(\mathcal{R}_v[g] \Gamma). \tag{178}
\]

In other words, in the extremal case, the scalar potential at the extremum – which defines the horizon area \( A_h \) and thus the entropy of the solution – is a \( G \)-invariant function of the quantized charges only. This implies that the entropy of the extremal solution is a \( G \)-invariant function of the charges \( \Gamma^M \).

**Quartic invariant.** In all the extended supergravity models with homogeneous-symmetric scalar manifold\(^{13}\), the representation \( \mathcal{R}_v \) of \( G \) (under which the electric and magnetic charges transform) has a single invariant quantity

\[
I_4(\Gamma) = I_4(e, m), \tag{179}
\]

function of the electric-magnetic charge vector \( \Gamma \). This is called the **quartic invariant** and has degree four in the charges.

If we denote by \( \mathcal{R}_v[T_A] \equiv (T_A)_M^N \) the matrices representing the generators \( T_A \) of \( G \) in the chosen symplectic duality representation \( \mathcal{R}_v \), the quartic invariant of these models has the general form:

\[
I_4(\Gamma) = -\frac{n_v(2n_v + 1)}{6 \dim(G)} (T_A)_M^N (T^A)_P^Q \Gamma^M \Gamma^N \Gamma^P \Gamma^Q, \tag{180}
\]

where the symplectic indices can raised and lowered using \( C^{MN} \) and \( C_{MN} \), while the index \( A \) is raised by the inverse of \( \eta_{AB} \equiv (T_A)_M^N (T_B)_N^M \).

The potential at the extremum can be written in terms of \( I_4^{(\text{ex})}(e, m) \) as

\[
V_{\text{bh}}^{(\text{ex})} = \sqrt{|I_4^{(\text{ex})}|}, \tag{181}
\]

while the horizon area \( A_{h}^{(\text{ex})} \) reads

\[
A_{h}^{(\text{ex})} = 4\pi \left( \frac{8\pi G_N}{c^4} \sqrt{|I_4^{(\text{ex})}|} \right), \tag{182}
\]

and, therefore, the entropy of the extremal solution has the form

\[
S^{(\text{ex})} = \frac{k_B}{\ell_P^2} \pi \left( \frac{8\pi G_N}{c^4} \sqrt{|I_4^{(\text{ex})}|} \right). \tag{183}
\]

\(^{13}\) except the \( \mathcal{N} = 2 \) ones with \( G = U(1, n) \) and the \( \mathcal{N} = 3 \) supergravity
In most theories, the orbits of the magnetic charges $\Gamma^M$ of a black hole solution can be classified, with respect to the action of $G$, according to:

\begin{align}
\text{Orbit I (BPS)} & : \quad I_4 > 0, \\
\text{Orbit II (non-BPS)} & : \quad I_4 > 0, \\
\text{Orbit III (non-BPS)} & : \quad I_4 < 0,
\end{align}

(184)

while orbits of $\Gamma^M$ charges with vanishing quartic invariant ($I_4 = 0$) define the so-called *small black holes*. It was shown that orbits I, II and III define all possible orbits of regular black hole configurations in extended supergravity models [29].
4 Constructing black hole solutions

The study of stationary black holes solutions in supergravity is a field of research of great interest because of its theoretical and phenomenological implications. The latter, in particular, can have a profound impact on our comprehension of particle physics, cosmology and mathematical formulation of fundamental field theories (like superstring or M-theory).

Extremal black hole solutions feature an universal near-horizon behavior due to the attractor phenomenon \cite{15, 16} that we introduced in Subsect. 3.2. Non-extremal, stationary solutions exhibit a less constrained form of the metric, the known examples typically obtained through the so-called solution-generating techniques \cite{30}. The idea underlying this approach is that stationary solutions to $D = 4$ supergravity are also solutions to an euclidean theory in three dimensions, formally obtained by compactifying the $D = 4$ correspondent model along time-direction \cite{28} and dualizing the vectors of the theory into scalars. The resulting $D = 3$ theory is a sigma-model coupled to gravity and features a global $G(3)$ symmetry group larger than the original $G(4)$ group of the $D = 4$ model. The obtained extra symmetries can be used to generate new (hidden) four-dimensional solutions from known ones. These symmetries include, for instance, Harrison transformations, which can generate electric and magnetic charges acting on a neutral solution (like the Schwarzschild or Kerr black hole). The physical properties of stationary black holes in four dimensions can be then classified in orbits w.r.t. the action of the three-dimensional global symmetry group $G(3)$.

Extremal solutions of supergravity black holes can be obtained as limits of the previous non-extremal ones, where the extremality parameter, related to the Hawking temperature of the black hole solution, is sent to zero \cite{31–33}.

In this Section, we will focus on generic symmetric, extended supergravity models, in order to obtain the form of the most general, single center extremal solution, modulo the action of the global symmetry group $G(3)$. Non-extremal rotating, asymptotically-flat black hole solutions can be obtained by acting with a suitable Harrison transformations on the non-extremal neutral Kerr solution.

Representatives of the $G(3)$-orbits of regular, extremal solutions in supergravity theories, can be obtained as limits of a single non-extremal rotating solution of the so-called STU-model (see App. A). A broad class of symmetric, extended supergravities share the STU-model as a common universal truncation, and comprise all the extended $D = 4$ models whose scalar manifold is symmetric of the form $G(4)/H(4)$, where the four dimensional isometry group $G(4)$, is a non-degenerate group of type-E$_7$ \cite{34}$.^{14}$ These models include the maximal $\mathcal{N} = 8$ and half-maximal $\mathcal{N} = 4$ supergravity, as well as $\mathcal{N} = 2$ models with rank-3 symmetric special Kähler manifold. At least as far as the single-center solutions are concerned, the $G(3)$-orbits of regular black holes in all these models have a representative in the STU-truncation.

$^{14}$ in the $\mathcal{N} = 2$ case, the condition is referred to the special Kähler manifold spanned by the scalar fields in the vector multiplets.
4.1 Solution-generating technique

Let us consider stationary solutions in an extended, ungauged $D = 4$ supergravity, whose bosonic sector consists in $n_s$ scalar fields $\phi^s(x)$, $n_v$ vector fields $A^\Lambda_\mu(x)$ ($\Lambda = 1, \ldots, n_v$), and the graviton $g_{\mu\nu}(x)$. The solution is described by the four-dimensional Lagrangian (17) introduced in Sect. 2, that reads$^{15}$:

$$\frac{1}{e_D} \mathcal{L}_4 = -\frac{R}{2} + \frac{1}{2} G_{\text{su}}(\phi) \partial_\mu \phi^s \partial^\mu \phi^u + \frac{1}{4} \mathcal{I}_\Lambda \Sigma(\phi) F^\Lambda_{\mu\nu} F^{\Sigma}_{\mu\nu} + \frac{1}{8} e_D \mathcal{R}_\Lambda \Sigma(\phi) \varepsilon^{\mu\nu\rho\sigma} F^\Lambda_{\mu\nu} F^{\Sigma}_{\rho\sigma},$$

(185)

The four-dimensional scalar fields $\phi^s$ parameterize an homogeneous, symmetric scalar manifold of the form:

$$\mathcal{M}^{(4)}_{\text{scal}} = \frac{G^{(4)}}{H^{(4)}},$$

(186)

where $G^{(4)}$ is the semisimple isometry group and $H^{(4)}$ its maximal compact subgroup. As we have seen in Sect. 2.3, the group $G^{(4)}$ also defines the global on-shell symmetry of the theory, through its combined action on the scalars and on vector field strengths and their magnetic duals, as an electric-magnetic duality group.

The $D = 4$ stationary metric can be cast in the general form

$$ds^2 = e^{2U} (dt + \omega_\varphi \, d\varphi)^2 - e^{-2U} g^{(3)}_{ij} \, dx^i \, dx^j;$$

(187)

where $i, j = 1, 2, 3$ label the spatial coordinates $x^i = (r, \theta, \varphi)$ and $U, \omega_\varphi, g^{(3)}_{ij}$ are functions of the coordinates $(r, \theta)$. The metric (187) has two Killing vectors, $\xi = \partial_t$ and $\psi = \partial_\varphi$.

**Dimensional reduction.** The previous stationary metric solution can be formally reduced to three dimensions, compactifying along the time direction and dualizing the vectors of the theory to scalar fields $^{[28]}$. The result gives an effective description of the theory in an euclidean $D = 3$ model, where gravity is coupled to $n = 2 + n_s + 2 n_v$ scalar fields $\Phi^I(r, \theta)$, see App. B.

After the 3D Hodge-dualization, the propagating degrees of freedom are reduced to the following scalar fields:

- $n_s$ four-dimensional scalars $\phi^s$;
- the warp function $U$;
- $2 n_v$ scalars $\mathcal{Z}^M = \{\mathcal{Z}^{\Lambda}, \mathcal{Z}_\Lambda\}$ from the dimensional reduction of the four-dimensional vectors fields;
- the scalar $a$ from the dualization of the Kaluza-Klein vector $\omega_\varphi$.

$^{15}$ in the “mostly minus” convention and $8\pi G_\kappa = c = \hbar = 1$
The relations between the scalars $a$, $Z^M$ and the four dimensional fields can be written

$$A^\Lambda_{(4)} = A^\Lambda_0 (dt + \omega) + A^\Lambda_{(3)} , \quad A^\Lambda_{(3)} \equiv A^\Lambda_i dx^i ,$$

$$F^M = \left( \begin{array}{c} F^{(4)}_\Lambda \\ G^{(4)}_\Lambda \end{array} \right) = dZ^M \wedge (dt + \omega) + e^{-2U} C^{MN} M_{NP} *^3 dZ^P , \quad (188)$$

$$da = -e^{4U} *^3 d\omega - Z^T \mathcal{C} dZ ,$$

with

$$F^{(4)}_\Lambda = dA^{\Lambda}_{(4)} , \quad G^{(4)}_\Lambda = -\frac{1}{2} \ast \left( \frac{\partial \mathcal{L}^{(4)}}{\partial F^{(4)}_\Lambda} \right) , \quad (189)$$

and where $\ast$ is the Hodge operation in four dimensions, $*^3$ stands for the Hodge operation in the $D = 3$ Euclidean space and $M_{(4)}$ is the symmetric, symplectic matrix characterizing the symplectic structure over the manifold $M_{(4)}^{scal}$. The symplectic vector $F^M$ transforms, under the duality action of $G^{(4)}$, in a symplectic representation $R_s$.

The final resulting effective $D = 3$ Lagrangian $\mathcal{L}^{(3)}$ describes a sigma-model coupled to gravity and reads:

$$\frac{1}{e_0^{(3)}} \mathcal{L}^{(3)} = -\frac{R^{(3)}}{2} + \frac{1}{2} \hat{G}_{ab} (z) \partial_i z^a \partial^i z^b =$$

$$= -\frac{R^{(3)}}{2} + (\partial_i U \partial^i U + \frac{1}{2} g_{su} \partial_i \phi^s \partial^i \phi^u + \frac{1}{2} e^{-2U} \partial_i Z^T M_{(4)} \partial^i Z +$$

$$+ \frac{1}{4} e^{-4U} (\partial_i a + Z^T \mathcal{C} \partial_i Z) (\partial^i a + Z^T \mathcal{C} \partial^i Z) ) , \quad (190)$$

where $e_0^{(3)} \equiv \sqrt{\text{Det}(g_{ij}^{(3)})}$ and $\mathcal{C}$ is the symplectic-invariant, antisymmetric matrix defined in (61).

### 4.1.1 Three-dimensional description

The $D = 3$ scalar fields obtained from the dimensional reduction span an homogeneous, symmetric, pseudo-Riemannian scalar manifold $\mathcal{M}_{scal}^{(3)}$ of the form

$$\mathcal{M}_{scal}^{(3)} = \frac{G^{(3)}}{H^{(3)}}, \quad (191)$$

containing $\mathcal{M}_{scal}^{(3)}$ as a submanifold

$$\mathcal{M}_{scal}^{(4)} \subset \mathcal{M}_{scal}^{(3)} , \quad (192)$$

and where the isometry group $G^{(3)}$ is a semisimple, non-compact Lie group defining the global symmetry of the model, while $H^{*}_{(3)}$ is a non-compact real form of $H_{(3)}$, the semisimple maximal compact subgroup of $G^{(3)}$. 
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The three-dimensional scalar fields \( \Phi^I \) define a local solvable parametrization of the coset, where the coset representative is chosen to be:

\[
L(\Phi^I) = \exp(-a T_*) \exp(\sqrt{2} Z M) \exp(\phi^r T_r) \exp(2U H_0),
\]

where \( T_A = \{ H_0, T_*, T_s, T_M \} \) are the solvable generators. The generators \( T_M \) transform under the adjoint action of \( G(4) \subset G(3) \) in the symplectic duality representation \( \mathcal{R}_s \) of the electric-magnetic charges, so we can use the notation \( T_M = (T_{q_{\lambda}}, T_{p_{\lambda}}) \).

The Lie algebra of \( H^*_J \) is denoted by \( \mathfrak{h}_3 \) and is a subalgebra of \( \mathfrak{g}_3 \), the Lie algebra of the isometry group \( G(3) \). In the above procedure, we have considered a matrix representation in which \( \mathfrak{h}_3 \) and its orthogonal complement \( \mathfrak{r}_3^* \) are defined by a pseudo-Cartan involution \( \hat{\zeta} \). This involutive automorphism, acting on the algebra \( \mathfrak{g}_3 \) of \( G(3) \), leaves invariant algebra \( \mathfrak{h}_3^* \) generating \( H^*_J \). The action of \( \hat{\zeta} \) on a general matrix \( A \) is

\[
\hat{\zeta}(A) = -\eta A^\dagger \eta,
\]

where \( \eta \) is a suitable \( H^*_J \)-invariant metric.

**Physical quantities.** Stationary axisymmetric black hole solutions can be described by \( n \) functions \( \Phi^I(r, \theta) \) that come from the solutions of the sigma model equations. They are characterized by an “initial point” \( \Phi_0 \equiv \Phi^I_0 \) at radial infinity \([35]\)

\[
\Phi_0 = \lim_{r \to \infty} \Phi^I(r, \theta),
\]

and an “initial velocity” \( Q \), at radial infinity, in the tangent space \( T_{\Phi_0}[\mathcal{M}_J(3)] \). This matrix \( Q \) is the Noether charge matrix, belonging to the Lie algebra \( \mathfrak{g}_3 \) of \( G(3) \).

Since the action of \( G(3)/H^*_J \) on \( \Phi_0 \) is transitive, we can always fix \( \Phi_0 \) to coincide with the origin of the manifold \( \mathcal{O} \) (defined by the vanishing values of all the scalars) and then classify the orbits of the solutions under the action of \( G(3) \) (maximal sets of solutions connected through the action of \( G(3) \)) in terms of the orbits of the velocity vector \( Q \in T_{\mathcal{O}}[\mathcal{M}_J(3)] \) under the action of \( H^*_J \):

\[
\frac{G(3)}{H(3)} \text{ trans. on } \Phi_0 : \text{ orbits of } G(3) \xrightarrow{\Phi_0 \equiv O} \text{ orbits of } H(3). \]

We can now introduce the hermitian, \( H^*_J \)-invariant matrix \( \mathcal{M}_J(3) \) which, in a chosen matrix representation, reads:

\[
\mathcal{M}_J(3) \equiv \mathcal{M}_J(3)(\Phi^I) \equiv L \eta L^\dagger = \mathcal{M}_J^\dagger(3).
\]

The three-dimensional Noether currents associated with a stationary solution \( \Phi^I(x^i) \)
can be written in terms of $\mathcal{M}_3$ as:

$$\hat{J}_i \equiv \frac{1}{2} \partial_i \Phi^I \mathcal{M}_3^{-1} \partial_I \mathcal{M}_3 .$$

(198)

In terms of the above currents, the $g_3$-valued Noether-charge matrix $Q$ reads:

$$Q = \frac{1}{4\pi} \int_{S_2}^\infty \hat{J} \cdot dx^i \wedge dx^j = \frac{1}{4\pi} \int \sqrt{e(3)} \hat{J}^r d\theta d\varphi ,$$

(199)

the index of $\hat{J}_i$ being raised using $g(3)^{ij}$.

If we restrict to axisymmetric solutions, we find an angular Killing vector $\psi = \partial_\varphi$, and all the fields will only depend on the spatial variables $(r, \theta)$. The global rotation of the solution can be described by means of the $g_3$-valued matrix $Q_\psi$ [36–38], derived from the standard Komar-integral definition of $J_\psi$ in $D = 4$, having the form [5]:

$$Q_\psi = -\frac{3}{4\pi} \int_{S_2}^\infty \psi [i \hat{J}_j] d\theta d\varphi = \frac{3}{8\pi} \int_{S_2}^\infty g_{\varphi \psi}^{(3)} \hat{J}_\theta d\theta d\varphi .$$

(200)

The ADM-mass, NUT-charge, scalar charges $\Sigma_s$, electric and magnetic charges $\Gamma^M = (p^A, q_A)$ and angular momentum $J_\psi$ of the solution can be obtained as components of $Q$ and $Q_\psi$:

$$M_{\text{ADM}} = k \text{ Tr} \left( H_0^T Q \right) , \quad N_{\text{NUT}} = -k \text{ Tr} \left( T^\dagger_s Q \right) , \quad \Sigma_s = k \text{ Tr} \left( T^\dagger_s Q \right) ,$$

$$\Gamma^M = \sqrt{2}k \ C^{MN} \text{ Tr} \left( T^\dagger_N Q \right) , \quad J_\psi = k \text{ Tr} \left( T^\dagger_\psi Q_\psi \right).$$

(201)

Since $G_{(3)}$ is the global symmetry group of the effective three-dimensional model, a generic element $g \in G$ maps a solution $\Phi^I(r, \theta)$ into another solution $\Phi'^I(r, \theta)$ according to the matrix equation:

$$\forall g \in G_{(3)} : \quad \mathcal{M}_3 (\Phi^I) \xrightarrow{g} \mathcal{M}_3 (\Phi'^I) = g \mathcal{M}_3 (\Phi^I) g^\dagger .$$

(202)

From the definitions (199), (200) and from (202), one finds that $Q$ and $Q_\psi$ transform under the adjoint action of $G_{(3)}$ as:

$$\forall g \in G_{(3)} : \quad Q \xrightarrow{g} Q' = (g^{-1})^\dagger Q g^\dagger , \quad Q_\psi \xrightarrow{g} Q'_\psi = (g^{-1})^\dagger Q_\psi g^\dagger .$$

(203)

The angular momentum of the transformed solution can be easily obtained from eqs. (201), without computing the corresponding transformed Komar integral from (202). The presence of a non-vanishing $Q_\psi$ is a characteristic of the $G_{(3)}$-orbits of rotating solutions, and this tells us that it is not possible to generate rotation on a static $D = 4$ solution using $G_{(3)}$-transformations.

Since it is always possible to map point at radial infinity $(\Phi_0^I)$ into the origin $O$ of the manifold by means of a $G_{(3)}/H_{(3)}$-transformation, the group $G_{(3)}$ is broken to the
isotropy group $H^*(3)$ and, as a consequence of this, the two matrices $Q$, $Q_\psi$ always lie in the coset space $\mathbb{R}^*_3$.

**Harrison transformations.** The so-called Harrison transformations are $H^*(3)$ transformations generated by the non-compact generators $\mathbb{J}_M$ of $\mathbb{K}^*_3$:

$$\mathbb{J}_M \equiv \frac{1}{2} \left( T_M + T_M^\dagger \right).$$

The space $\mathbb{J}^{(R)} = \text{Span} (\mathbb{J}_M)$ is the carrier of a representation of $\mathbb{R}$ with respect to the adjoint action of the maximal compact subgroup $H^C_3$ of $H^*_3$. This group has the general form

$$H^C_3 = U(1)_e \times H^{(4)}_c,$$

where $U(1)_e$ belongs to the Ehlers group $\text{SL}(2,\mathbb{R})_E$.

We can also define the subspace $\mathbb{K}^{(R)}$ of the coset space $\mathbb{K}^*_3$ spanning the negative-signature directions of the metric; this space defines the support of a representation $\mathbb{R}$ of $H^C_3$, just as we did with $\mathbb{J}^{(R)}$. The compact generators $\mathbb{K}_M$ of $\mathbb{K}^*_3$ can be written, in the chosen matrix representation, as

$$\mathbb{K}_M \equiv \frac{1}{2} \left( T_M - T_M^\dagger \right).$$

4.2 The Kerr Family

In the seminal paper [28], it was proven that the most general non-extremal (or extremal over-rotating) stationary, axisymmetric single center black hole solution to the model can be obtained from the non-extremal (or extremal) Kerr solution through the action of $G_{(3)}$, more precisely through an Harrison transformation. This can be considered as an equivalent version of the “no-hair theorem” for this class of theories. In fact, the scalar charges of a generic stationary solution are functions of the Harrison parameters, mass and angular momentum of the original Kerr solution: since the Harrison parameters are in one-to-one correspondence with electric/magnetic charges, the most general solution is uniquely defined by $M_{\text{ADM}}, J_\psi, \Gamma$, the scalar charges being dependent on these.

The matrices $Q$ and $Q_\psi$ for the Kerr solution are characterized by two parameters, a mass $m$ and an angular-momentum parameter $\alpha$. Since they are diagonalizable, their $G_{(3)}$-orbits are uniquely characterized by their eigenvalues. In the pure Kerr solution, $Q$ and $Q_\psi$ belong to the same $G_{(3)}$-orbit, modulo multiplication by $\alpha$. We find:

$$Q_\psi = \alpha h^{-1} Q h; \quad h \in U(1)_e,$$

where $U(1)_e$ stands for the compact Ehlers transformation group. This will no longer be the case in the extremal limit.

\footnote{the symplectic duality representation $\mathbb{R}^*_3$ of $G_{(4)}$ and the corresponding representation of $H^C_3$ are both related to the electric and magnetic charges}
The matrix \( Q \) belongs to the Schwarzschild orbit \([37–39]\), characterized by the matrix equation\(^{17}\)

\[ Q^3 = q^2 Q, \quad q^2 = \frac{k}{2} \text{Tr}(Q^2) = m^2, \]  

(208)

where \( Q \) is in the fundamental representation\(^{18}\) of \( G\)\(^{(3)}\). From the above equation (207), we find that

\[ Q\psi^3 = \alpha^2 q^2 Q\psi, \quad \alpha^2 = \frac{\text{Tr}(Q\psi^2)}{\text{Tr}(Q^2)}, \]  

(209)

and the following equations holds:

\[ Q^2 Q = q^2 Q; \quad Q^2 Q\psi = \bar{q}^2 Q\psi. \]  

(210)

Equations (208), (209) and (210), together with the trace expression for the parameters \( m \) and \( \alpha \), are \( G\)\(^{(3)}\)-invariant and thus hold for any representative of the Kerr \( G\)\(^{(3)}\)-orbit.

We can define the extremality parameter \( c_{\text{ex}} \) in terms of the following \( G\)\(^{(3)}\)-invariant quantity \([37, 38]\):

\[ c_{\text{ex}}^2 = m^2 - \alpha^2 = \frac{k}{2} \text{Tr}(Q^2) - \frac{\text{Tr}(Q\psi^2)}{\text{Tr}(Q^2)}. \]  

(211)

The Hawking temperature of the black hole can be now written in terms of the extremality parameter as:

\[ T = \frac{c_{\text{ex}}}{2\pi \alpha |\omega_H|} = \frac{c_{\text{ex}}}{2S}, \]  

(212)

where \( S \) stands for the Bekenstein-Hawking entropy of the solution, that, in turn, can be expressed in terms of the horizon area \( A_H \) as

\[ S = \frac{k_B c_{\text{ex}} A_H}{G_N \hbar} = \frac{A_H}{4} = \frac{\pi \alpha |\omega_H|}{4}, \]  

(213)

while \( \omega_H \) is defined as

\[ \omega_H = \lim_{r \rightarrow r_+} \omega_\varphi; \quad r_+ = m + c_{\text{ex}}. \]  

(214)

Using the above expression, one can rewrite the regularity bound \( c_{\text{ex}}^2 > 0 \) for the Kerr solution in a \( G \)-invariant form:

\[ m^2 \geq \alpha^2 \implies \frac{k}{2} \text{Tr}(Q^2) \geq \frac{\text{Tr}(Q\psi^2)}{\text{Tr}(Q^2)}, \]  

(215)

which thus holds for any representative of the Kerr-orbit.

\(^{17}\) the constant \( q^2 \), in the case of the Kerr-Newmann-NUT black hole with \( e/m \) charges \( \Gamma = (q, p) \) and NUT-charge \( N_{\text{NUT}} \), reads: \( \bar{q}^2 = \frac{k}{2} \text{Tr}(Q^2) = m^2 + N_{\text{NUT}}^2 \frac{c_{\text{ex}}^2}{2} \).

\(^{18}\) this is true if \( G\)\(^{(3)}\) \( \neq E_8(8), E_8(-24); \) if \( G\)\(^{(3)}\) is a real form of \( E_8^C \), the fundamental and the adjoint representation coincide, and the matrix equation becomes quintic in \( Q \) [39].
4.2.1 Angular momentum and duality

Now we want to study the properties of the angular momentum $J_\psi$ with respect to the four-dimensional duality symmetry group $G_{(4)}$. To this purpose, we relax the previous assumption to fix the transitive action of $G_{(3)}/H_{(3)}^*$ on the solution choosing the scalars at infinity to correspond to the origin $O$.

In general, for a rotating black hole, the angular momentum depends on the boundary values $\phi_0^s$ of the scalars and on the electric-magnetic charges $\Gamma^M$; equation (201) shows how to express the angular momentum in terms of the matrix $Q_\psi$.

Suppose now we transform the solution by means of an element $g \in G_{(4)}$ into another one with boundary values $\phi'_0^s$ and charges $\Gamma'M$:

$$\forall g \in G_{(4)} : \begin{cases} \phi_0^s \xrightarrow{g} \phi'_0^s \\ \Gamma^M \xrightarrow{g} \Gamma'M \end{cases}.$$  (216)

Using definitions (201), it is possible to show that $J_\psi$ is not affected by the action of $g \in G_{(4)}$. In fact, the matrix $Q'_\psi$, associated with the new solution is related to $Q_\psi$ by eq. (203), so that for the corresponding angular momentum one has:

$$\forall g \in G_{(4)} : J_\psi(\phi_0^s, \Gamma) \xrightarrow{g} J_\psi(\phi'_0^s, \Gamma').$$  (217)

with

$$J_\psi(\phi'_0^s, \Gamma') = k \text{ Tr} \left( T^\dagger \cdot Q'_\psi \right) = k \text{ Tr} \left( T^\dagger (g^{-1})^\dagger Q_\psi g^\dagger \right) =$$

$$= k \text{ Tr} \left( T^\dagger \cdot Q_\psi \right) = J_\psi(\phi_0^s, \Gamma),$$  (218)

where we have used the property that $G_{(4)}$ commutes with the Ehlers group $\text{SL}(2,\mathbb{R})_E$ inside $G_{(3)}$, so that its elements commute with the $\text{sl}(2,\mathbb{R})_E$ generators $\{H_0, T_\bullet, T^\dagger_\bullet\}$. We conclude that $J_\psi$ is a $G_{(4)}$-invariant function of the scalars at radial infinity and electric-magnetic charges. This is what one would expect for the angular momentum of a solution: being a quantity related to spatial rotation, $J_\psi$ should not be affected by a $D = 4$ duality transformation.

The above derivation does not hold for a generic global symmetry transformation in $G_{(3)}$. In fact, in the under-rotating limit $J_\psi$ is independent of $\phi_0^s$ and thus expressed in terms of the $G_{(4)}$-invariant of the electric-magnetic charges alone, namely in terms of the quartic invariant function $I_4(e,m)$ [38]. We find a similar behaviour for the horizon area (i.e. the entropy) by virtue of the attractor mechanism: from this, we conclude that there seems to be some kind of “attractor phenomenon” at work also for the angular momentum.

Finally, let us notice that the simple proof (218) of invariance under $G_{(4)}$ also applies to the ADM-mass and the NUT-charge, both given in (201).
4.2.2 Extremal Limits

The regularity bound $c_{\text{reg}}^2 \geq 0$ is saturated for the extremal solutions, which are thus characterized by a vanishing Hawking temperature (212). This bound can be saturated in essentially two ways:

- both sides of (215), stay different from zero, so that the extremality condition becomes a constraint on the two non-vanishing $G$-invariants: the resulting solution is called extremal over-rotating and retains, in this limit, the presence of an ergosphere; the matrices $Q$ and $Q_{\psi}$ are still diagonalizable;

- both sides of (215) vanish separately and the resulting solution can either be extremal under-rotating \([32, 33, 40–42]\) or extremal-static and has no ergosphere in both cases; both $Q$ and $Q_{\psi}$ become nilpotent, belonging to different $G$-orbits (in particular $H^*$ orbits on $T_{\mathcal{O}}(\mathcal{M}_{\text{scal}}) \sim S_3^*$) \([37, 38]\).

The second limit has been considered, for example, in Heterotic theory \([30, 43]\) or Kaluza-Klein supergravity \([32, 40]\).

**Singular Harrison transformations.** A geometric procedure for connecting the non-extremal Kerr-orbits to extremal static or under-rotating cases can be performed in a frame-independent way making use of singular Harrison transformations \([37, 38]\). The latter effect an Inöñü–Wigner contraction on the matrices $Q$ and $Q_{\psi}$, resulting in the transformed nilpotent matrices $Q^{(0)}$ and $Q_{\psi}^{(0)}$ associated with extremal static or under-rotating black hole configurations.

Harrison transformations \([28]\) are $H^*_c(3)$-transformations that are not present among the global symmetries of the $D = 4$ theory and have the distinctive property of switching on electric or magnetic charges when acting on neutral solutions (like the Kerr or Schwarzschild ones). Their generators $\mathbb{J}_M = (\mathbb{J}_T, \mathbb{J}_A) \in \mathbb{R}_3^*$ are in one-to-one correspondence with the electric and magnetic charges $\Gamma^M = (p^A, q_A)$ and are non-compact generators, that is they are represented, in a suitable basis, by hermitian matrices.

The space $\text{Span} (\mathbb{J}_M)$ is the coset space of the symmetric manifold $H^*_c(3)/H^*_c(3)$, where $H^*_c(3)$ is the maximal compact subgroup of $H^*_3(3)$. It is the carrier of a representation of $H^*_c(3)$, the same in which the charges $\Gamma^M$ transform with respect to the group $H^*_c(3)$ itself, that has the structure of eq. (205).

**Maximal abelian subalgebra.** Let us consider the space $\text{Span} (\mathbb{J}_M)$. The *maximal abelian subalgebra* (MASA) of this space is a subspace whose generators $\mathbb{J}^{(N)} = \{ J_\ell \}$ are defined by the *normal form* of the electric and magnetic charges, i.e. the minimal subset of charges into which the charges of the most general solution can be rotated by means of $H^*_c(3)$, its dimension $p$ being therefore the rank of the $H^*_c(3) / H^*_c(3)$ coset. In the maximal supergravity, for example, one has

\[
\mathcal{N} = 8 : \quad p = \text{rank} \left( \frac{\text{SO}^*(16)}{U(8)} \right) = 4 , \quad (219)
\]
and the same result is found for the half-maximal theory, where
\[ \mathcal{N} = 4 : \quad p = \text{rank} \left( \frac{\text{SO}(6,2) \times \text{SO}(2,6 + n)}{\text{SO}(2)^2 \times \text{SO}(6) \times \text{SO}(6 + n)} \right) = 4. \] (220)

If one considers the \( \mathcal{N} = 2 \) symmetric models with rank-3 scalar special Kähler manifold in \( D = 4 \), one gets \( p = \text{rank}(H_{(3)/H^\vee_{(3)}}) = 4 \), since, for this class of theories, one has \( p = \text{rank} + 1 \). The simplest representative of the latter class of models is the STU model, which is a consistent truncation of all the others, being a truncation of the maximal and half-maximal theories. This means that its space \( \text{Span}(\mathcal{J}^{(\mathcal{N})}) \) is contained in the spaces of Harrison generators of all the above mentioned symmetric models.

As a consequence of the previous discussion, we can now restrict ourselves to the simplest STU model since the \( G_{(3)} \)-orbits of non-extremal and extremal regular solutions to the broad class of the above symmetric models mentioned have a representative in the common STU-truncation\(^{19} \).

The higher-dimensional origin of the four-dimensional theory is encoded in the chosen symplectic frame. The latter determines the set of charges constituting the normal form, that can be geometrically characterized. Let us express the Harrison generators in the form:
\[ \mathcal{J}_M = \frac{1}{2} \left( T_M + (T_M)^\dagger \right) = \frac{1}{2} \left( E_{\gamma M} + (E_{\gamma M})^\dagger \right), \] (221)
where \( \gamma_M \) are the \( 2 n_v \) roots of \( g_3 \), such that \( \gamma_M[H_0] = 1/2 \). Now, the \( p \) generators \( J_\ell \) are defined by a maximal set \( \{ \gamma_\ell \} \) of mutually orthogonal roots among the \( \gamma_M \) roots:
\[ \gamma_\ell_1 \cdot \gamma_\ell_2 \propto \delta_{\ell_1 \ell_2} : \quad J_\ell = \frac{1}{2} \left( E_{\gamma_\ell} + (E_{\gamma_\ell})^\dagger \right). \] (222)

4.2.3 Symplectic frames and normal forms

For all the symmetric models mentioned above, the normal form of the electric and magnetic charges with respect to the group \( H^\vee_{(3)} \) is contained in the STU truncation. For this reason, it is useful to study the relevant STU symplectic frames.

**STU model.** The so-called STU model is a \( \mathcal{N} = 2 \) supergravity model coupled to three vector multiplets, whose three complex scalars \( \{S,T,U\} \) span a special Kähler manifold of the form
\[ \mathcal{M}^{(4)}_{\text{scal}} = \frac{G_{(4)}}{H_{(4)}} = \frac{\text{SL}(2,\mathbb{R})^3}{\text{SO}(2)^3}. \] (223)

\(^{19} \) if one considers the restricted number of \( \mathcal{N} = 2 \) symmetric models for which the rank of \( \mathcal{M}^{(4)}_{\text{scal}} \) is less than 3, the subsequent discussion has a straightforward generalization
Upon time-like reduction to $D = 3$, the scalar manifold is enlarged to

$$\mathcal{M}_{\text{scal}}^{(3)} = \frac{G^{(3)}}{H^{(3)}} = \frac{\text{SO}(4, 4)}{\text{SO}(2, 2) \times \text{SO}(2, 2)} \ .$$ (224)

If the STU model originates from Kaluza–Klein reduction from $D = 5$ dimensions, the resulting symplectic frame corresponds to a particular ordering of the roots $\gamma_M$ ($M = 1, \ldots, 8$):

$$\Gamma_M = C_{MN} \Gamma^N = (q_A, -p^A) \quad \longleftrightarrow \quad \{\gamma_M\} \ .$$ (225)

Each root $\gamma_M$ can be represented by its component vector $\vec{\gamma}_M$ in a Cartan subalgebra of $\mathfrak{so}(4, 4)$. The first component of this vector is the grading $\gamma_M[H_0]$ with respect to the $O(1, 1)$ generator $H_0$ in the Ehlers group $\text{SL}(2, \mathbb{R})_E$, while the other entries are the components $\gamma_M[H_{\alpha_i}]/2$ with respect to the Cartan generators $H_{\alpha_i}$ of $G_{(4)}$:

$$\vec{\gamma}_M = \left( \gamma_M[H_0], \frac{\gamma_M[H_{\alpha_1}]}{2}, \frac{\gamma_M[H_{\alpha_2}]}{2}, \frac{\gamma_M[H_{\alpha_3}]}{2} \right) \ ,$$ (226)

and we find for the STU model

$$\{\vec{\gamma}_a\} = \left\{ \left( \frac{1}{2}, \frac{1}{2}, -\frac{1}{2}, -\frac{1}{2} \right), \left( \frac{1}{2}, \frac{1}{2}, -\frac{1}{2}, -\frac{1}{2} \right), \left( \frac{1}{2}, -\frac{1}{2}, \frac{1}{2}, -\frac{1}{2} \right), \left( \frac{1}{2}, -\frac{1}{2}, -\frac{1}{2}, \frac{1}{2} \right) \right\} \ ,$$ (227.i)

$$\{\vec{\gamma}_{a+4}\} = \left\{ \left( \frac{1}{2}, \frac{1}{2}, 0, 0 \right), \left( \frac{1}{2}, \frac{1}{2}, 0, 0 \right), \left( \frac{1}{2}, 0, \frac{1}{2}, 0 \right), \left( \frac{1}{2}, 0, 0, \frac{1}{2} \right) \right\} \ ,$$ (227.ii)

where $a = 1, \ldots, 4$. We see that there are two maximal sets of $p = 4$ mutually orthogonal roots, corresponding to two different normal forms of the charge vector. In particular we have in the first case

$$\{\gamma_{\ell}\} = \{\gamma_1, \gamma_6, \gamma_7, \gamma_8\} \ ,$$

$$\Gamma_M = (0, p_1, p_2, p_3, q_0, 0, 0, 0) \equiv \{q_0, p_i^j\} \ , \quad (i = 1, 2, 3) \ ,$$ (228)

while in the other case

$$\{\gamma_{\ell'}\} = \{\gamma_2, \gamma_3, \gamma_4, \gamma_5\} \ ,$$

$$\Gamma_M = (p_0, 0, 0, 0, q_1, q_2, q_3) \equiv \{p_0^i, q_i\} \ , \quad (i = 1, 2, 3) \ .$$ (229)

If we embed the STU model in toroidally compactified Heterotic theory [30], one of the $\text{SL}(2, \mathbb{R})$ factors in $G_{(4)}$ has a non-perturbative (i.e. not block-diagonal) duality action in the $\mathfrak{m}_a = (2, 2, 2, 2)$, while the remaining two factors have a block diagonal symplectic representation. The corresponding symplectic frame is characterized by the following
order of the roots $\gamma_M$:

$$
\Gamma'_M \rightarrow \{\gamma_1, \gamma_6, \gamma_3, \gamma_4, \gamma_5, \gamma_2, \gamma_7, \gamma_8\}.
$$

The two normal forms of the charge vector, being identified by the same sets of roots $\{\gamma_\ell\}$ and $\{\gamma_\ell'\}$, now correspond to two electric and two magnetic charges, $\{p'^2, p'^3, q'_0, q'_1\}$ and $\{p'^0, p'^1, q'_2, q'_3\}$.

Finally, one can consider the frame in which the generators of $G_{(4)}$ can be chosen to be represented by symplectic matrices which are either block diagonal or completely block-off-diagonal (i.e. having entries only in the off-diagonal blocks). This is the frame originating from direct truncation of the $\mathcal{N} = 8$ theory in which the SL$(8, \mathbb{R})$ subgroup of E$_{7(7)}$ has a block-diagonal embedding in Sp$(56, \mathbb{R})$. It corresponds to the following order of the roots $\gamma_M$:

$$
\Gamma''_M \leftrightarrow \{\gamma_5, \gamma_2, \gamma_3, \gamma_4, \gamma_1, \gamma_6, \gamma_7, \gamma_8\}.
$$

The two normal forms of the charge vector now correspond to either all electric or all magnetic charges: $\{p''^A\}$ and $\{q''_A\}$.

In all these cases, the MASAs of Span ($\mathbb{J}_M$) are always defined by the same sets of generators

$$
\{J_\ell\}_{\ell = 1, 6, 7, 8}; \quad \{J_\ell'\}_{\ell' = 2, 3, 4, 5}.
$$

### 4.2.4 From Kerr to extremal solutions

Now we summarize the procedure to connect the Kerr orbit to orbits of extremal underrotating and static solutions. First, we transform the Kerr solution by means of an Harrison transformation generated by the chosen MASA $\mathbb{J}^{(N)}$ of Span ($\mathbb{J}_M$):

$$
\mathcal{H} \in \exp\left(\mathbb{J}^{(N)}\right) : \quad \mathcal{H} = \begin{cases} 
\exp\left(\sum_\ell \log(\beta_\ell) J_\ell\right) \{q_0, p^i\} & \text{- case} ; \\
\exp\left(\sum_{\ell'} \log(\beta_{\ell'}) J'_{\ell'}\right) \{p'^0, q_i\} & \text{- case} ,
\end{cases}
$$

where $\ell = \{1, 6, 7, 8\}$ and $\ell' = \{2, 3, 4, 5\}$.

The matrices $Q, Q_\psi$ transform according to eq. (203):

$$
Q \xrightarrow{\mathcal{H}} Q' = (\mathcal{H}^{-1})^\dagger Q \mathcal{H}^\dagger ,
$$

$$
Q_\psi \xrightarrow{\mathcal{H}} Q'_\psi = (\mathcal{H}^{-1})^\dagger Q_\psi \mathcal{H}^\dagger .
$$

Next we perform the rescalings:

$$
\beta_\ell \rightarrow m^{\sigma_\ell} \beta_\ell , \quad \alpha \rightarrow m \Omega , \quad (\ell = 1, 6, 7, 8) ,
$$

\footnote{this ordering is related to the property that, in this frame, the Cartan generator of the non-perturbative SL$(2, \mathbb{R})$ degenerate over the electric (and thus over the magnetic) charges}
or, in the other case,
\[ \beta' \rightarrow m^{\sigma'_\ell} \beta'_\ell, \quad \alpha \rightarrow m \Omega, \quad (\ell' = 2, 3, 4, 5), \] (237)

where \( \sigma_\ell, \sigma'_\ell = \pm 1 \). Then, we send \( m \) to zero.

The above limits correspond to an Inönü-Wigner contraction of \( Q' \) and \( Q'_\psi \), which become nilpotent matrices \( Q^{(0)}, Q^{(0)}_\psi \) with a different degree of nilpotency. This means they belong to different \( H^{+(3)} \)-orbits: \( Q^{(0)}_\psi \) with nilpotency degree three, while \( Q^{(0)}_\psi \) either vanishes or has degree two. This explains why, in the \( m \to 0 \) limit, the ratio on the right hand side of eq. (215) goes to zero, since the numerator \( \text{Tr}(Q^{(0)}_\psi^2) \) vanishes faster than the denominator \( \text{Tr}(Q^2) \).

Physical quantities in the extremal limit. The charge vector \( \Gamma_M \) of the resulting solution, in the two cases, has 4 non-vanishing charges corresponding to the chosen normal form, i.e. \( \{ q_0, p^i \} \) or \( \{ p^0, q_i \} \). Depending on the choice of the gradings (\( \sigma_\ell \) or \( \sigma'_\ell \)), the charge vector can belong to any of the \( G^{(4)} \)-orbits of regular solutions, characterized in terms of the extremal \( G^{(4)} \)-quartic invariant \( I_4 \) of the representation \( R_s \) as follows\(^21\) [29]:

\[
\begin{align*}
\text{BPS} : & \quad I_4 > 0 \quad \mathbb{Z}_3\text{-symmetry on the } p^i \text{ and the } q_i, \\
\text{non-BPS}_1 : & \quad I_4 > 0 \quad \text{no } \mathbb{Z}_3\text{-symmetry,} \\
\text{non-BPS}_2 : & \quad I_4 < 0.
\end{align*}
\] (238)

For those choices of the gradings yielding \( I_4 > 0 \), we find both the BPS and a non-BPS solution and the resulting angular momentum is zero (\( Q^{(0)}_\psi = 0 \)) and thus the black hole solution is an extremal-static. Only in the cases for which \( I_4 < 0 \) we find a rotating black hole, which is the known extremal under-rotating solution of [32, 33, 40–42]:

\[
\begin{align*}
I_4 > 0 : & \quad Q^{(0)}_\psi = 0 \quad \rightarrow \quad J^{(\text{ex})}_\psi = 0 \quad \text{(BPS and non-BPS)}, \\
I_4 < 0 : & \quad Q^{(0)}_\psi \neq 0 \quad \rightarrow \quad J^{(\text{ex})}_\psi \neq 0 \quad \text{(non-BPS)}.
\end{align*}
\] (239)

We find, in general, that the extremal solutions obtained in this way have an angular momentum given by

\[ J^{(\text{ex})}_\psi = \frac{\Omega}{4} (1 - \varepsilon) \sqrt{|I_4|}. \] (240)

In Subsect. 4.2.1 we proved the invariance of \( J_\psi \) under \( G^{(4)} \)-transformations for a generic solution. Now, the formula (240) makes the invariance manifest, since both \( I_4(e, m) \) and \( \Omega = J^{\text{Kerr}}_\psi / m^2 \) are \( G^{(4)} \)-invariants, being the latter related to the original Kerr solution.

Actually, one cannot see the dependence of the various quantities on the scalar

\(^{21}\) see Appendix A.2 for the explicit form of \( I_4(e, m) \) in the STU model
fields $\Phi^I_0$, and, in particular, on the four-dimensional ones at radial infinity, since these were fixed to zero. However, having proven that $J_{\psi}$ is a $G(4)$-invariant function of $\phi^s_0$ and $\Gamma$ and also that it is already an invariant function of the electric-magnetic charges alone, we conclude that for the extremal under-rotating solutions $J^{(ex)}_{\psi}$ only depends on the extremal charges

$$\Gamma^{(ex)}_M = \left(p^{(ex)}_\Lambda, q^{(ex)}_\Lambda\right).$$

The entropy of the solution, related to the horizon area and expressed in formula (213), has the following form in the extremal limit:

$$S^{(ex)} = \pi \lim_{m \to 0} \frac{\alpha |\omega_h|}{m \Omega |\omega_h|} = \pi \sqrt{|I_4| - 4 \left(J^{(ex)}_{\psi}\right)^2} = \pi \sqrt{|I_4| \left(1 - \frac{\Omega^2}{2} (1 - \epsilon)\right)}.$$  

The above expression, obtained by using (240), makes it manifest that $S^{(ex)}$, as well as the whole near horizon geometry, is $G(4)$-invariant as $J^{(ex)}_{\psi}$ is. In the rotating extremal case ($\epsilon = -1$) we further need to impose $\Omega < 1$ in order for the solution to be well-behaved.

**Attractor mechanism.** We observe that, before the above extremal $m \to 0$ limit is performed, the expression of $S$ is not manifestly $G(4)$-invariant. This can be explained by the fact that we had generally made a $G(4)$ “gauge” choice, corresponding to fixing at the origin of the moduli space the four dimensional scalar fields at infinity. This has broken the manifest $G(4)$-invariance to $H(4)$.

In the extremal under-rotating and static cases, the attractor mechanism is at work [14, 15, 44–47]. As a consequence of this, the near-horizon geometry becomes independent of the values of the scalar fields at radial infinity (fixed to the origin) and only depends on the extremal quantized charges $\Gamma^{(ex)}$.

In the non-extremal case, $c^2_{ex} > 0$, the above discussion do not apply and the near horizon geometry, as well as the entropy, depends on the values of the four dimensional scalar fields at infinity $\phi^s_0$. We can then argue that $S = S(\epsilon, m, \phi^s_0)$ is still invariant under $G(4)$, provided we transform both $\Gamma^M$ and $\phi^s_0$ simultaneously, just as it was proven for the angular momentum in (218). In other words, within our choice of scalar boundary conditions, $S$ is expressed in terms of $H(4)$-invariants and, in the extremal limit, such expression should reduce to the only scalar-independent $H(4)$-invariant, namely to the above (242).
5 Gauged supergravities

We have seen in Sect. 2 the structure of ungauged supergravity models. In the latter class of theories, the presence of a scalar potential in (2) is allowed only for the minimal $\mathcal{N} = 1$ case and it is called $F$-term potential. Another typical feature of ungauged models is the absence of an internal local symmetry gauged by the vector fields, i.e. no matter field is charged under a gauge group (hence the name “ungauged”).

The presence of a scalar potential is a fundamental feature for a phenomenologically interesting model, since the (massless) scalar fields of the theory have vacuum expectation values defining a continuum of degenerate vacua, that turns into a lack of predictiveness for the model. In this sense, realistic models require the presence of a non-trivial scalar potential encoding scalar dynamics, which could solve the moduli-degeneracy problem and select a suitable vacuum state for our universe featuring desirable physical properties (for instance, mass terms for the scalars and the presence of some effective cosmological constant). Moreover, a scalar potential is an essential ingredient for having a spontaneous supersymmetry breaking in supergravity theories, depending on the choice of the internal gauge symmetry [48, 49].

In extended supergravities, the only known mechanism to introduce a non-trivial scalar potential without explicitly breaking supersymmetry is the so-called gauging procedure [50–58]. The latter consists in promoting a suitable global symmetry (sub)group to local symmetry to be gauged by the vector fields of the theory. It could be possible that the gauge group is non-abelian and part of the scalar fields may be charged under the gauge group: this is achieved introducing proper covariant derivatives in (2) and replacing (3) by the corresponding Yang-Mills terms. Theories in which the scalar potential is generically non-vanishing, are referred to as gauged supergravities. In a gauged theory, where vectors are minimally coupled to the other fields, the symplectic frame becomes physically relevant and may lead to different vacuum-structures defined by the scalar potential.

In the gauged theory, additional terms appear in the Lagrangian: besides the minimal couplings of the gauge fields to the charged ones, extra contributions come from the requirement of supersymmetry of the action. This requires the introduction of additional terms in the supersymmetry transformation rules of the gravitino and fermion fields, together with gravitino and fermion mass terms, as well as a scalar potential in the Lagrangian.

Ungauged vs. gauged models. We already stated that supergravity can be seen as a consistent and well established low-energy approximation of fundamental superstring theory, since massless sectors of superstring models can be described by ungauged supergravity theories. A relevant role in understanding non-perturbative aspects of superstring has been played by the global symmetries of the lower dimensional effective supergravity: behind the concept of string duality there is the idea that superstring models, or M-theory on various backgrounds, are just different realizations of a fun-
damental quantum theory, the correspondences among them called dualities. After standard dimensional reduction to four dimensional Minkowski space–time, these dualities are conjectured to be encoded in the global symmetries of the resulting ungauged supergravity [20]. This means that it could be possible to obtain information about string dualities and non-perturbative string behavior by studying ungauged SUGRA models.

Gauged supergravities, satisfying the requirement of gauge invariance and supersymmetry, are obtained from ungauged ones (with the same field content and amount of SUSY) through the previously mentioned gauging procedure. The latter can be seen as a deformation of an ungauged theory and consists in promoting some suitable subgroup $G^g$ of the global symmetry group $G$ of the Lagrangian to local symmetry. This can be done by introducing minimal couplings for the vector fields, mass deformation terms and the scalar potential itself. The coupling of the (formerly abelian) vector fields to the new local gauge group gives us matter fields that are charged under this new local gauge symmetry.

The gauging procedure, however, will in general break the global symmetry group of the ungauged theory. The latter indeed acts as a generalized electric-magnetic duality and is thus broken by the minimal couplings, which only involve the electric vector fields. As a consequence of this, in a gauged supergravity we loose track of the string/M-theory dualities, which were described by global symmetries of the original ungauged theories. The drawback can be avoided using the embedding tensor formulation of the gauging procedure [51, 54, 57–61] in which all deformations involved by the gauging is encoded in a single object (the embedding tensor) which is itself covariant with respect to the global symmetries of the ungauged model. This allows to formally restore such symmetries at the level of the gauged field equations and Bianchi identities, provided the embedding tensor is transformed together with all the other fields: the global symmetries of the ungauged theory now act as equivalences between gauged supergravities. Since the embedding tensor encodes all background quantities in the compactification describing the fluxes and the structure of the internal manifold, the action of the global symmetry group on it allows to systematically study the effect of dualities on flux compactifications.

When originating from superstring/M-theory compactifications, gauged SUGRAs give the possibility to investigate the perturbative low-energy dynamics of the system, since they describe the full non-linear dynamics of the low lying modes. In general, there is a correspondence between vacua of the microscopic fundamental theory \(^{22}\) and vacua of the low-energy supergravity.

\(^{22}\) if already formulated, since there are several gauged SUGRAs whose superstring/M-theory origin is unknown
5.1 Gauging of a theory

The gauging procedure consists in promoting a suitable global symmetry subgroup \( G_g \) of the Lagrangian symmetry group \( (G_g \subset G_{el}) \) to a local symmetry, gauged by the vector fields of the theory. This implies the preliminary condition

\[
\text{dim}(G_g) \leq n_v ,
\]

As already pointed out in Sect. 2, different symplectic frames correspond to ungauged Lagrangians having different global symmetry groups \( G_{el} \) and thus to different choices for the possible gauge groups.

To become a viable gauge group, the global symmetry subgroup \( G_g \) must admit a subset \( \{ A^\Lambda \} \) of the vector fields which transform under the co-adjoint representation of the duality action of \( G_g \). These fields will become the gauge vectors associated with the generators \( X^\Lambda \) of the subgroup \( G_g \). We shall name electric frame the symplectic frame defined by our ungauged Lagrangian and labeled by hatted indices.

Once the gauge group is chosen within \( G_{el} \), its action on the various fields is fixed, being defined by the action of \( G_g \) as a global symmetry group of the ungauged theory (i.e. duality action on the vector field strengths, non-linear action on the scalars and indirect action through \( H \)-compensators on the fermionic fields). The fields of the theory are thus automatically associated with representations of \( G_g \).

5.1.1 The procedure

After the initial choice of \( G_g \) in \( G_{el} \), one has to pursue the construction of the non-abelian gauge theory. First of all, we introduce the gauge-connection, gauge-curvature (i.e. non-abelian field strengths) and covariant derivatives. We will also need to introduce an extra topological term needed for the gauging of the Peccei-Quinn transformations (98). This will give us the gauged Lagrangian \( \mathcal{L}^{(0)}_{\text{gaug}} \) with manifest local \( G_g \)-invariance. Consistency of the construction will imply constraints on the possible choices of \( G_g \) inside \( G \). The minimal couplings will however break supersymmetry.

Then, the second part of the gauging procedure consists in further deforming the Lagrangian \( \mathcal{L}^{(0)}_{\text{gaug}} \), in order to restore the original supersymmetry of the ungauged theory and, at the same time, preserving local \( G_g \)-invariance.

**Step 1. Choice of the gauge algebra.** We start by introducing the gauge connection:

\[
\Omega_g = \Omega_{g\mu} \, dx^\mu ; \quad \Omega_{g\mu} \equiv g \, A^\Lambda_\mu \, X^\Lambda ,
\]

\( g \) being the coupling constant. The gauge-algebra relations can be written

\[
[X^\Lambda , X^\Sigma] = f^{\Lambda \Sigma}_\Gamma \, X^\Gamma ,
\]

\( ^{23} \) hatted-indices are those pertaining to the symplectic frame in which the Lagrangian is defined
and are characterized by the structure constants $f_{\hat{\Lambda} \hat{\Sigma} \hat{\Gamma}}$. This closure condition should be regarded as a constraint on $X_{\hat{\Lambda}}$: the structure constants are not generic, since they are fixed in terms of the action of the gauge generators on the vector fields as global symmetry generators of the original ungauged theory.

Since $G_g \in G_{el}$, we know that its electric-magnetic duality-action as a global symmetry group will have the form (95). This action of the infinitesimal generators $X_{\hat{\Lambda}}$ on the vector field strengths and their duals is then represented by a symplectic matrix of the form

$$(X_{\hat{\Lambda}})^{\hat{M}}_{\hat{N}} = \begin{pmatrix} X_{\hat{\Lambda}}^{\hat{\Sigma}} & 0 \\ X_{\hat{\Lambda} \hat{\Gamma} \hat{\Sigma}} & X_{\hat{\Lambda} \hat{\Gamma}} \end{pmatrix}. \quad (246)$$

We emphasize that we do not identify the generator $X_{\hat{\Lambda}}$ with the symplectic matrix defining its electric-magnetic duality action\textsuperscript{24}.

If we now consider the final form of the variation $\delta \hat{F}^M$ of the field strengths under an infinitesimal duality transformation (whose action is described by (246), the imposed symplectic condition on the matrix $X_{\hat{\Lambda}}$ and the prescription that $A_{\hat{\mu}}$ transforms in the co-adjoint representation of the gauge group ($n_v = \text{coadj}(G_g)$), we find that the structure constants of the gauge group in (245) can be identified with the diagonal blocks of the symplectic matrices $X_{\hat{\Lambda}}$:

$$f_{\hat{\Gamma} \hat{\Sigma} \hat{\Lambda}} = -X_{\hat{\Gamma} \hat{\Sigma}} \hat{\Lambda}, \quad (247)$$

so that the closure condition reads

$$[X_{\hat{\Lambda}}, X_{\hat{\Sigma}}] = -X_{\hat{\Lambda} \hat{\Sigma}} \hat{\Gamma} X_{\hat{\Gamma}}, \quad (248)$$

and is a quadratic constraint on the tensor $X_{\hat{\Lambda}}^{\hat{M}}_{\hat{N}}$. The identification (247) also implies

$$X_{(\hat{\Gamma} \hat{\Sigma})} \hat{\Lambda} = 0. \quad (249)$$

The closure condition (248) can thus be interpreted as an invariance of the gauge generators $X_{\hat{\Lambda}}$ under the action of $G_g$ itself:

$$\delta_{\hat{\Lambda}} X_{\hat{\Sigma}} \equiv [X_{\hat{\Lambda}}, X_{\hat{\Sigma}}] + X_{\hat{\Lambda} \hat{\Sigma}} \hat{\Gamma} X_{\hat{\Gamma}} = 0. \quad (250)$$

**Step 2.** Introducing gauge curvatures and covariant derivatives. Having defined the gauge connection (244) we also define its transformation property under a local $G_g$-transformation $g(x) \in G_g$:

$$\Omega_g \longrightarrow \Omega'_g = g \Omega_g g^{-1} + dg g^{-1} = g A^\hat{\Lambda} X_{\hat{\Lambda}}. \quad (251)$$

\textsuperscript{24} we should also keep in mind that, as pointed out in Subsect. 2.3.1, there are isometries in $N = 2$ models which do not have duality action (see eq. (100)), namely for which the matrix in (246) is null.
Under an infinitesimal transformation \( g(x) \equiv 1 + g \zeta^{\hat{A}}(x) X_{\hat{A}} \), eq. (251) implies the following transformation property of the gauge vectors:

\[
\delta A_{\mu}^{\hat{A}} = D_{\mu} \zeta^{\hat{A}} \equiv \partial_{\mu} \zeta^{\hat{A}} + g A_{\mu}^{\hat{\Sigma}} X_{\hat{\Sigma}}^{\hat{A}} \zeta^{\hat{\Gamma}},
\]

(252)

where we have introduced the \( G_g \)-covariant derivative of the gauge parameter \( D_{\mu} \zeta^{\hat{A}} \).

As usual in the construction of non-abelian gauge-theories, we define the gauge curvature:

\[
\mathcal{F} = F^{\hat{A}} X_{\hat{A}} = \frac{1}{2} F^{\hat{A}}_{\mu \nu} dx^\mu \wedge dx^\nu X_{\hat{A}} \equiv \frac{1}{g} (d \Omega_g - \Omega_g \wedge \Omega_g),
\]

(253)

which, in components, reads:

\[
F^{\hat{A}}_{\mu \nu} = \partial_{\mu} A^{\hat{A}}_{\nu} - \partial_{\nu} A^{\hat{A}}_{\mu} + g X_{\hat{\Sigma}}^{\hat{A}} A_{\mu}^{\hat{\Sigma}} A_{\nu}^{\hat{\Gamma}}.
\]

(254)

The gauge curvature transforms covariantly under a transformation \( g(x) \in G_g \):

\[
\mathcal{F} \rightarrow \mathcal{F}' = g \mathcal{F} g^{-1},
\]

(255)

and satisfies the Bianchi identity:

\[
D \mathcal{F} \equiv d \mathcal{F} - \Omega_g \wedge \mathcal{F} + \mathcal{F} \wedge \Omega_g = 0 \quad \Rightarrow \quad DF^{\hat{A}} \equiv d F^{\hat{A}} + g X_{\hat{\Sigma}}^{\hat{A}} A_{\mu}^{\hat{\Sigma}} \wedge F^{\hat{A}} = 0,
\]

(256)

where we have denoted by \( DF^{\hat{A}} \) the \( G_g \)-covariant derivative acting on \( F^{\hat{A}} \). In the original ungauged Lagrangian we then replace the abelian field strengths by the new \( G_g \)-covariant ones:

\[
\partial_{\mu} A^{\hat{A}}_{\nu} - \partial_{\nu} A^{\hat{A}}_{\mu} \rightarrow \partial_{\mu} A^{\hat{A}}_{\nu} - \partial_{\nu} A^{\hat{A}}_{\mu} + g X_{\hat{\Sigma}}^{\hat{A}} A_{\mu}^{\hat{\Sigma}} A_{\nu}^{\hat{\Gamma}}.
\]

(257)

In order to achieve local invariance of the Lagrangian under \( G_g \), we replace ordinary derivatives by covariant ones:

\[
\partial_{\mu} \rightarrow D_{\mu} = \partial_{\mu} - g A^{\hat{A}} X_{\hat{A}},
\]

(258)

the covariant derivatives satisfying the standard identity

\[
D^2 = -g \mathcal{F} = -g F^{\hat{A}} X_{\hat{A}} \quad \Rightarrow \quad [D_{\mu}, D_{\nu}] = -g F^{\hat{A}}_{\mu \nu} X_{\hat{A}}.
\]

(259)

Aside from the vectors and the metric, the remaining bosonic fields are the scalars \( \phi^s \), whose derivatives are covariantized using the Killing vectors \( k_{\hat{A}} \) associated with the

\[\omega(p) = \frac{1}{p!} \omega_{\mu_1 ... \mu_p} dx^{\mu_1} \wedge ... \wedge dx^{\mu_p}\]

(259)
action of the gauge generator $X_\hat{A}$ as an isometry:

$$\partial_\mu \phi^s \longrightarrow D_\mu \phi^s = \partial_\mu \phi^s - g A^\hat{A}_\mu k_\hat{A}(\phi) , \quad (260)$$

The replacement (258), and in particular (260), amounts to the introduction of minimal couplings for the vector fields.

Care is needed for the fermion fields which transform under compensating transformations in $H$. This is taken into account by writing the $H$-connection $\omega$ in the fermion $H$-covariant derivatives: modifying the former, we can promote such derivatives to $G_g$-covariant ones, minimally coupling the fermions to the gauge fields.

For homogeneous scalar manifolds, the left-invariant 1-form $\Omega$ (37) is redefined (pulled-back on space-time) in terms of a gauged one, obtained by covariantizing the derivative on the coset representative:

$$\Omega_\mu = L^{-1} \partial_\mu L \longrightarrow \hat{\Omega}_\mu \equiv L^{-1} D_\mu L = L^{-1} \left( \partial_\mu - g A^\hat{A}_\mu X_\hat{A} \right) L = \hat{\phi}_\mu + \hat{w}_\mu , \quad (261)$$

where the space-time dependence of the coset representative is defined by the scalar fields $\phi^s(x)$. The gauged vielbein and connection are related to the ungauged ones as follows:

$$\hat{\phi}_\mu = \phi_\mu - g A^\hat{A}_\mu \phi_\hat{A} ; \quad \hat{w}_\mu = w_\mu - g A^\hat{A}_\mu w_\hat{A} , \quad (262)$$

the matrices $\phi_\hat{A}$, $w_\hat{A}$ being the projections onto $\hat{\cal R}$ and $\hat{\cal H}$, respectively, of $L^{-1} X_\hat{A} L$:

$$\phi_\hat{A} \equiv L^{-1} X_\hat{A} L|_{\hat{\cal R}} ; \quad w_\hat{A} \equiv L^{-1} X_\hat{A} L|_{\hat{\cal H}} . \quad (263)$$

For non-homogeneous scalar manifolds we cannot use the construction (261) (based on $L$), but we can still define the gauged vielbein $\hat{\phi}_\mu$ and $H$-connection $\hat{w}_\mu$ in terms of the Killing vectors.

Consider now a local $G_g$-transformation $g(x)$ whose effect on the scalars is described by eq. (23). Since $D$ is $G$-covariant and using (261) we find:

$$\hat{\Omega}_\mu(g \ast \phi) = h \hat{\Omega}_\mu(\phi) h^{-1} + h dh^{-1} \Rightarrow \left\{ \begin{array}{l} \hat{\phi}(g \ast \phi) = h \hat{\phi}(\phi) h^{-1} , \\
\hat{w}(g \ast \phi) = h \hat{w}(\phi) h^{-1} + h dh^{-1} , \end{array} \right. \quad (264)$$

where $h = h(\phi, g)$. By deriving (261) we find the gauged Maurer-Cartan equations:

$$d\hat{\Omega} + \hat{\Omega} \wedge \hat{\Omega} = -g L^{-1} \not\cal F L , \quad (265)$$

where we have used (259). Projecting the above equation onto $\hat{\cal R}$ and $\hat{\cal H}$ we find the gauged version of eqs. (44.i), (44.ii):

$$\not\cal D \hat{\phi} \equiv d\hat{\phi} + \hat{w} \wedge \hat{\phi} + \hat{\phi} \wedge \hat{w} = -g F^\hat{A} \phi_\hat{A} , \quad (266.i)$$

$$\hat{\cal R}(\hat{w}) \equiv d\hat{w} + \hat{w} \wedge \hat{w} = -\hat{\phi} \wedge \hat{\phi} - g F^\hat{A} w_\hat{A} . \quad (266.ii)$$
that are manifestly $G_g$-invariant. The gauged $\mathcal{H}$-valued curvature 2-form can be written in terms of the curvature components (45) of the manifold as:

$$\hat{\mathcal{R}}(\hat{w}) = \frac{1}{2} R_{su} \partial \phi^a \wedge \partial \phi^u - g F^\Lambda \hat{w}_\Lambda .$$

(267)

The gauge-covariant derivatives acting on a fermion field $\xi$ are defined using $\hat{w}_\mu$, giving

$$D_\mu \xi = \nabla_\mu \xi + \hat{w}_\mu \star \xi .$$

(268)

$\nabla_\mu$ being the covariant derivative containing the Levi-Civita connection on space-time and the $\star$ symbol denoting the action of the $\mathcal{H}$-valued connection on $\xi$, in the corresponding $H$-representation.

Summarizing, local invariance of the action under $G_g$ requires replacing everywhere in the Lagrangian the abelian field strengths by the non abelian ones, eq. (257) and the ungauged vielbein $\varphi_\mu$ and $H$-connection $w_\mu$ by the gauged ones:

$$\varphi_\mu \rightarrow \hat{\varphi}_\mu ; \quad w_\mu \rightarrow \hat{w}_\mu .$$

(269)

**Step 3. Introducing topological terms.** If the symplectic duality action (246) of $X^\Lambda$ has a non-vanishing off-diagonal block $X^{\Lambda \Gamma \Sigma}$, that is if the gauge transformations include Peccei-Quinn shifts, then an infinitesimal (local) gauge transformation $\hat{\xi}^\Lambda(x) X^\Lambda$ would produce a variation of the Lagrangian of the form (98):

$$\delta \mathcal{L}_{bos} = \frac{g}{8} \hat{\xi}^\Lambda(x) X^{\Lambda \Gamma \Sigma} \varepsilon^{\mu \rho \sigma} F^\Gamma_{\mu \nu} F^\Sigma_{\rho \sigma} .$$

(270)

Being $\hat{\xi}^\Lambda(x)$ a local parameter, the above term is no longer a total derivative and thus the transformation is not a symmetry of the action. In [62] it was proven that the variation (270) can be canceled by adding to the Lagrangian a topological term

$$\mathcal{L}_{top} = \frac{1}{3} g \varepsilon^{\mu \nu \rho \sigma} X^{\Lambda \Gamma \Sigma} A_\mu^\Lambda A_\nu^\Gamma A_\rho^\Sigma \left( \partial_\sigma A_\sigma^\Gamma + \frac{3}{8} g X^{\Delta \Pi} A_\rho^\Delta A_\sigma^\Pi \right) ,$$

(271)

provided the following condition holds:

$$X^{(\Lambda \Gamma \Sigma)} = 0 .$$

(272)

The condition (272), together with the closure constraint (248), is part of a set of constraints on the gauge algebra which is implied by supersymmetry. Indeed, even if the Lagrangian $\mathcal{L}_{\text{aug}}^{(0)}$ constructed so far is locally $G_g$-invariant, the presence of minimal couplings explicitly breaks both supersymmetry and the duality global symmetry $G$.

5.1.2 Gauge algebra and embedding tensor

We have seen that the gauging procedure corresponds to promoting some suitable subgroup $G_g \subset G_{4d}$ to a local symmetry. This subgroup is defined selecting a subset of
generators within the global symmetry algebra \( \mathfrak{g} \) of \( G \). All the information about the gauge algebra can be encoded in a \( \mathcal{G}_{\text{el}} \)-covariant object \( \theta \): in terms of the latter, the gauge generators can be expressed as linear combinations of the global symmetry generators \( t_\alpha \) of the subgroup \( \mathcal{G}_{\text{el}} \subset G \)

\[
X_\hat{A} = \theta_\hat{A}^\sigma t_\sigma ; \quad \theta_\hat{A}^\sigma \in n_v \times \text{Adj}(\mathcal{G}_{\text{el}}) ,
\]  

(273)

with \( \hat{A} = 1, \ldots, n_v \) and with \( \sigma = 1, \ldots, \dim(\mathcal{G}_{\text{el}}) \).

The \( \mathcal{G}_{\text{el}} \)-invariance of the original ungauged Lagrangian \( \mathcal{L} \) is restored at the level of the gauged Lagrangian \( \mathcal{L}_{\text{gaug}} \) provided \( \theta_\hat{A}^\sigma \) is transformed under \( \mathcal{G}_{\text{el}} \) as well. However, the full global symmetry group \( G \) of the field equations and Bianchi identities is still broken, since the parameters \( \theta_\hat{A}^\sigma \) can be viewed as a number \( n_{\text{el}} = \dim(\mathcal{G}_{\text{el}}) \) of electric charges, whose presence manifestly break electric-magnetic duality invariance. This means we are working in a specific symplectic frame, defined by the ungauged Lagrangian we started from\(^{26}\).

It is useful to give a description of the gauge algebra and its consistency constraints which does not depend on the original symplectic frame, namely which is manifestly \( G \)-covariant. This is done by encoding all information on the initial symplectic frame in a symplectic matrix \( E \equiv (E_M^N) \) and writing the gauge generators in terms of new generators as

\[
X_M = (X_\Lambda, X^\Lambda) ,
\]

(274)

which are at least twice as many as the \( X_\hat{A} \):

\[
\begin{pmatrix}
X_\Lambda \\
0
\end{pmatrix} = E
\begin{pmatrix}
X_\Lambda \\
X^\Lambda
\end{pmatrix} .
\]

(275)

This description is therefore redundant and this is the price to pay in order to have a manifestly symplectic covariant formalism. We can then rewrite the gauge connection in a symplectic fashion:

\[
A^\hat{A} X_\hat{A} = A^\hat{A} E^\hat{A}_\Lambda X_\Lambda + A^\hat{A} E^\hat{A}_\Lambda X^\Lambda = A_\Lambda X_\Lambda + A_{\Lambda \mu} X^\Lambda = A_M^M X_M ,
\]

(276)

where we have introduced the vector fields \( A_\Lambda^\mu \) and the corresponding dual ones \( A_{\Lambda \mu} \), that can be regarded as components of a symplectic vector

\[
A_\mu^M \equiv (A_\Lambda^\mu, A_{\Lambda \mu}) .
\]

(277)

These are clearly not independent, since they are all expressed in terms of the only

\(^{26}\) it is possible to define a procedure which is completely freed from the choice of the symplectic frame, see for instance \([57, 58]\)
electric vector fields $A^\hat{\Lambda}$ of our theory (those entering the vector kinetic terms):
\begin{equation}
A^\hat{\Lambda}_\mu = E^\Lambda_{\hat{\Lambda}} A^\hat{\Lambda}_\mu, \quad A_{\Lambda\mu} = E^\Lambda_{\Lambda\mu} A^\hat{\Lambda}_\mu. \tag{278}
\end{equation}

**Embedding tensor.** The components of the symplectic vector $X_M$ are generators in the isometry algebra $\mathfrak{g}$ and thus can be expanded in a basis $t_\alpha$ of generators of $G$:
\begin{equation}
X_M = \Theta_M^\alpha t_\alpha, \quad \alpha = 1, \ldots, \dim(G). \tag{279}
\end{equation}

The coefficients of this expansion $\Theta_M^\alpha$ represent an extension of the definition of $\theta$ to a $G$-covariant tensor:
\begin{equation}
\theta^\Lambda_\sigma \rightarrow \Theta_M^\alpha \equiv (\theta^\Lambda_\alpha, \theta^\Lambda_\alpha); \quad \Theta_M^\alpha \in \mathcal{R}_v^* \times \text{Adj}(G), \tag{280}
\end{equation}

where $\mathcal{R}_v^*$ acts on covariant symplectic vectors, being the representation dual to the symplectic representation $\mathcal{R}_v$ of the group $G$. The $\Theta$ tensor describes the explicit embedding of the gauge group $G_\mathfrak{g}$ into the global symmetry group $G$ and combines the full set of deformation parameters of the original ungauged Lagrangian. The advantage of this description is that it allows to recast all the consistency conditions on the choice of the gauge group into $G$-covariant (and thus independent of the symplectic frame) constraints on $\Theta$.

Notice that, just as the redundant set of vectors $A^M_\mu$, also the components of $\Theta_M^\alpha$ are not independent since, by eq. (275),
\begin{equation}
\theta^\Lambda_\alpha = E^\Lambda_M \Theta_M^\alpha, \quad 0 = E^\Lambda_M \Theta_M^\alpha, \tag{281}
\end{equation}

so that
\begin{equation}
\dim(G_\mathfrak{g}) = \text{rank}(\theta) = \text{rank}(\Theta). \tag{282}
\end{equation}

The above relations (281) imply for $\Theta_M^\alpha$ the following symplectic-covariant condition:
\begin{equation}
\Theta^\alpha_\Lambda \Theta^\Lambda_\beta - \Theta^\alpha_\Lambda \Theta^\Lambda_\beta = 0 \quad \Rightarrow \quad \mathcal{C}^{MN} \Theta_M^\alpha \Theta_N^\beta = 0 \quad . \tag{283}
\end{equation}

On the other hand, one can show that if $\Theta_M^\alpha$ satisfies the above conditions, there exists a symplectic matrix $E$ which can rotate it to an electric frame, namely such that eqs. (281) are satisfied for some $\theta^\alpha_\Lambda$. The above equations (283) define the so-called **locality constraint** on the embedding tensor $\Theta_M^\alpha$ and they clearly imply:
\begin{equation}
\dim(G_\mathfrak{g}) = \text{rank}(\Theta) \leq n_v, \tag{284}
\end{equation}

which is the preliminary consistency condition (243).

The electric-magnetic duality action of $X_M$, in the generic symplectic frame defined
by the matrix $E$, is described by the tensor:

$$X_{MPN} \equiv \Theta_M^\alpha t_\alpha N^P = E^{-1}_M E^{-1}_N \hat{X}_{MN}^P E_P^P .$$

For each value of the index $M$, the tensor $X_{MPN}$ should generate symplectic transformations, and this implies that:

$$X_{MPN} \equiv X_{MPN}^Q C_{QP} = X_{MPN} ,$$

The remaining linear constraints (249), (272) on the gauge algebra can be recast in terms of $X_{MPN}$ in the following symplectic-covariant form:

$$X_{(MNP)} = 0 \implies \begin{cases} 2X_{(\Lambda\Sigma)} = X_{\Lambda\Sigma} , \\ 2X^{(\Lambda\Sigma)} = X^{\Lambda\Sigma} , \\ X_{(\Lambda\Sigma\Gamma)} = 0 . \end{cases}$$

Notice that the second of equations (287) implies that in the electric frame, in which $X^\Lambda = 0$, also the upper-right block of the infinitesimal gauge generators $\mathcal{R}[X^\Lambda]$ vanishes, being $X_{\Lambda\Sigma} = 0$, so that the gauge transformations are indeed in $G_{el}$.

Finally, the closure constraints (248) can be written, in the generic frame, in the following form:

$$[X_M, X_N] = -X_{MPN} X_P \implies \Theta_M^\alpha \Theta_N^\beta f_{\alpha\beta\gamma} + \Theta_M^\alpha t_\alpha N^P \Theta_P^\gamma = 0 .$$

The above condition can be rephrased, in a $G$-covariant fashion, as the condition that the embedding tensor $\Theta_M^\alpha$ be invariant under the action of the gauge group it defines:

$$\delta_M \Theta_N^\alpha = 0 .$$

Summarizing we have found that consistency of the gauging requires the following set of linear and quadratic algebraic, $G$-covariant constraints to be satisfied by the embedding tensor:

**Linear constraint** : $X_{(MNP)} = 0 , \quad (290)$

**Quadratic constraints** : $C^{MN} \Theta_M^\alpha \Theta_N^\beta = 0 , \quad (291)$

$$[X_M, X_N] = -X_{MPN} X_P . \quad (292)$$

The linear constraint (290) amount to a projection of the embedding tensor on a specific $G$-representation $\mathcal{R}_\Theta$ in the decomposition of the product $\mathcal{R}_\psi^* \times \text{Adj}(G)$ with respect to $G$

$$\mathcal{R}_\psi^* \times \text{Adj}(G) \xrightarrow{G} \mathcal{R}_\Theta + \ldots \quad (293)$$
and thus can be formally written as follows:

\[ \mathcal{P}_\alpha \cdot \Theta = \Theta, \tag{294} \]

where \( \mathcal{P}_\alpha \) denotes the projection on the representation \( \mathcal{R}_\Theta \). For this reason (290) is also named representation constraint.

The first quadratic constraint (291) guarantees that a symplectic matrix \( E \) exists which rotates the embedding tensor \( \Theta_{M}^{\alpha} \) to an electric frame in which the magnetic components \( \Theta^{\hat{\Lambda}}_{\alpha} \) vanish. The second one (292) is the condition that the gauge algebra close within the global symmetry one \( g \) and implies that \( \Theta \) is a singlet with respect to \( G_g \). Let us stress, however, that constraint (288) is in general stronger than simple closure: in particular we find the non-trivial relation

\[ X_{(MN)} P X_P = 0 \tag{295} \]

upon symmetrization in \( (MN) \) of the above (295) – upon which the l.h.s. trivially vanishes, but the r.h.s. does not – which clearly goes beyond closure condition.

In a general theory, the three constraints (290), (291) and (292) should be imposed independently. In theories where all scalar fields enter the same supermultiplets as the vector ones (as it is the case of \( \mathcal{N} > 2 \) or \( \mathcal{N} = 2 \) with no hypermultiplets), the locality constraint (291) follows from the other two.

As we shall see below, in the second part of the gauging procedure we will have to restore supersymmetry after minimal couplings have been introduced and the \( G_g \)-invariant Lagrangian \( \mathcal{L}_{(0)}^{\text{gaug}} \) has been constructed. However, the supersymmetric completion of \( \mathcal{L}_{(0)}^{\text{gaug}} \) requires no more constraints on \( G_g \) (i.e. on \( \Theta \)) than the linear (290) and quadratic ones (291), (292) discussed above.

Finally, let us remark that the locality constraint (291) is independent of the others only in theories featuring scalar isometries with no duality action, namely in which the symplectic duality representation \( \mathcal{R}_v \) of the isometry algebra \( g \) is not faithful:

\[ \mathcal{R}_v \]

5.1.3 The gauged Lagrangian

The three steps described in 5.1.1 allow us to the construction of a Lagrangian \( \mathcal{L}_{(0)}^{\text{gaug}} \) which is locally \( G_g \)-invariant starting from the ungauged one. Now we have to check if this deformation is compatible with local supersymmetry. As it stands, the Lagrangian \( \mathcal{L}_{(0)}^{\text{gaug}} \) is no longer invariant under supersymmetry, due to the extra contributions that arise from variation of the vector fields in the covariant derivatives.

Consider, for instance, the supersymmetry variation of the (gauged) Rarita-symmetry variation of the (gauged) Rarita-
Schwinger term in the Lagrangian

\[ \mathcal{L}_{rs} = i e D_\mu \bar{\psi}_A^\mu \gamma^{\mu \nu \rho} D_\nu \psi_{A \rho} + \text{h.c.}, \quad (296) \]

where \( D_\nu \) is the gauged covariant derivative defined in eq. (268). Under supersymmetry variation of \( \psi_\mu \) one finds

\[ \delta \psi_\mu = D_\mu \epsilon + \ldots, \quad (297) \]

\( \epsilon \) being the local supersymmetry parameter and the ellipses referring to terms containing the vector field strengths. The variation of \( \mathcal{L}_{rs} \) produces a term

\[ \delta \mathcal{L}_{rs} = \ldots + 2 i e D_\mu \bar{\psi}_A^\mu \gamma^{\mu \nu \rho} D_\nu D_\rho \epsilon_A + \text{h.c.} = -i g e D_\mu \bar{\psi}_A^\mu \gamma^{\mu \nu \rho} F_{\nu \rho}^A (w_A \epsilon) + \text{h.c.}, \quad (298) \]

where we have used the property (259) of the gauge covariant derivative. Similarly, we can consider the supersymmetry variation of the spin-1/2 fields:

\[ \delta \lambda^I = i \bar{\psi}_A^\mu \gamma^\mu \epsilon_A + \ldots, \quad (299) \]

obtaining, in the variation of the corresponding kinetic Lagrangian, \( O(g) \)-terms of the form:

\[ \delta \mathcal{L}_{\text{kin}}' = \ldots + i g e \lambda_I \gamma^\mu \psi_{\mu A}^I N^{IA} \epsilon_A + \text{h.c.} \quad (300) \]

To cancel the above \( O(g) \)-terms from supersymmetry variations of \( \mathcal{L}_{\text{gaug}}^{(0)} \), and to construct a gauged Lagrangian \( \mathcal{L}_{\text{gaug}} \) preserving the original supersymmetries, one can apply the general Noether method\(^{29}\) which consists in adding new terms to \( \mathcal{L}_{\text{gaug}}^{(0)} \) and to the supersymmetry transformation laws, iteratively in the gauge coupling constant. In our case, the procedure converges by adding terms of order one and two in \( g \), so that \( \mathcal{L}_{\text{gaug}} \) can be written as

\[ \mathcal{L}_{\text{gaug}} = \mathcal{L}_{\text{gaug}}^{(0)} + \Delta \mathcal{L}_{\text{gaug}}^{(1)} + \Delta \mathcal{L}_{\text{gaug}}^{(2)}. \quad (301) \]

The additional \( O(g) \)-terms are of Yukawa type and have the general form:

\[ e^{-1} \Delta \mathcal{L}_{\text{gaug}}^{(1)} = g \left( 2 \bar{\psi}_A^\mu \gamma^{\mu \nu} \psi^B_{\nu} S_{AB} + i \lambda_I^A \gamma^\mu \psi_{\mu A} N^{IA} + \bar{\lambda}_I^I \lambda^J M^{IJ} \right) + \text{h.c.}, \quad (302) \]

characterized by the scalar-dependent matrices \( S_{AB} \) and \( N^{IA} \) called fermion shift matrices, and a matrix \( M^{IJ} \) that can be rewritten in terms of the previous mixed mass tensor \( N^{IA} \). The \( O(g^2) \)-terms consist of a scalar potential

\[ e^{-1} \Delta \mathcal{L}_{\text{gaug}}^{(2)} = -g^2 V(\phi). \quad (303) \]

Now we have to modify the fermionic transformations, adding order-\( g \) terms to the

\(^{29}\) see [63] for a general review
supersymmetry transformation rules of the gravitino $\psi_{\mu A}$ and of the other fermions

$$
\delta_{\epsilon} \psi_{\mu A} = D_{\mu} \epsilon_A + i g S_{AB} \gamma_{\mu} \epsilon^B + \ldots,
\delta_{\epsilon} \lambda_I = g N_I^A \epsilon_A + \ldots
$$

These terms depend on the same fermion shift-matrices $S_{AB}$, $N_I^A$ entering the mass terms. These matrices are composite fields belonging to some appropriate representations $\mathbb{R}_S, \mathbb{R}_N$ of the $H$ group, such that (302) is $H$-invariant.

Finally, in order to cancel the $O(g^2)$-contributions resulting from the variations (304) in (302), we need to add an order-$g^2$ scalar potential $V(\phi)$. The latter is totally determined by supersymmetry as a bilinear in the shift matrices by the condition

$$
\delta_{B^A} V(\phi) = g^2 (N_I^A N_B^I - 12 S^{AC} S_{BC}) ,
$$

where we have defined $N_I^A \equiv (N_I^A)^*$ and $S^{AB} \equiv (S_{AB})^*$. The above condition is called potential Ward identity [64, 65] and defines the scalar potential as a non-linear function of the scalar fields.

### 5.1.4 Vacua and Dualities

A vacuum of a supergravity theory preserving Lorentz invariance is a maximally symmetric solution, that is, it can exhibit Minkowski, de Sitter or anti-de Sitter space-time geometry, depending on the value of the cosmological constant $\Lambda$:

$$
\begin{cases}
\Lambda = 0 & \text{Minkowski}, \\
\Lambda > 0 & \text{de Sitter}, \\
\Lambda < 0 & \text{anti-de Sitter}.
\end{cases}
$$

Due to the maximal space-time symmetry, only scalar fields are allowed to have a non-vanishing (uniform) v.e.v. $\phi_0^s$:

$$
\langle \phi^s(x) \rangle \equiv \phi_0^s \equiv \phi_0 ,
$$

while the vector and fermion fields vanish on the solution. This v.e.v. defines a point in the moduli space which is an extremum of the scalar potential $V(\phi)$:

$$
\frac{\partial V}{\partial \phi^s} \bigg|_{\phi_0} = 0.
$$

The value $V(\phi_0)$ of the scalar potential on the vacuum gives the effective cosmological constant for the underlying space-time geometry:

$$
\Lambda = V(\phi_0) .
$$
The Riemann tensor has the form
\[ R_{\mu\nu\rho\sigma} = -\frac{\Lambda}{3} (g_{\mu\rho} g_{\nu\sigma} - g_{\mu\sigma} g_{\nu\rho}) \, , \] (310)
and the Ricci tensor reads
\[ R_{\mu\nu} = -\Lambda g_{\mu\nu} \, . \] (311)

The scalar potential is expressed, for extended models, by condition (305) and, being expressed as an \( H \)-invariant combination of composite fields (the fermion shifts), it is invariant under the simultaneous action of \( G \) on \( \Theta \) and \( \phi^s \):
\[ \forall g \in G : \quad V(g \ast \phi, g \ast \Theta) = V(\phi, \Theta) \, . \] (312)

This means that, if \( V(\phi, \Theta) \) has an extremum in \( \phi_0 \):
\[ \frac{\partial}{\partial \phi^s} V(\phi, \Theta) \bigg|_{\phi_0} = 0 \, , \] (313)
at the same time \( V(\phi, g \ast \Theta) \) has an extremum at \( g \ast \phi_0 \) with the same properties,
\[ \forall g \in G : \quad \frac{\partial}{\partial \phi^s} V(\phi, g \ast \Theta) \bigg|_{g \ast \phi_0} = 0 \, , \] (314)
i.e. same value of the potential at the extremum and its derivatives.

If the scalar manifold of a given gauged model is homogeneous, we can map any point \( \phi_0 \) to the origin \( O \), where all scalars vanish, by the inverse of the coset representative \( L(\phi_0)^{-1} \in G \). We can then map a generic vacuum \( \phi_0 \) of a given theory (defined by an embedding tensor \( \Theta \)) to the origin in a theory defined by \( \Theta' = L(\phi_0)^{-1} \ast \Theta \). Now, if we are looking for vacua with given properties, all quantities defining the gauged theory – fermion shifts and mass matrices – can be computed at the origin,
\[ N(O, \Theta) , \quad S(O, \Theta) , \quad M(O, \Theta) \, , \] (315)
the properties of the vacuum being translated in conditions on \( \Theta \). In this way, we can search for the vacua by scanning through all possible gaugings [66–68].

**Supersymmetric vacua.** A vacuum of the theory \( \phi_0 \) is said to be supersymmetric if it preserve an amount of supersymmetry. In this case there should exist a local supersymmetry parameter \( \epsilon_A(x) \) along which the supersymmetry variation of the fermions vanish, when evaluated on the solution. This follows from the fact that, along the direction of the preserved supersymmetry, the action on the vacuum gives \( \epsilon Q |0\rangle = 0 \), and thus
\[ \delta_\epsilon f(x) = \langle 0 | [\epsilon Q , \hat{f}(x) ] |0\rangle = 0 \, . \] (316)
where $f(x)$ is a generic fermionic field and $\hat{f}(x)$ the corresponding field operator and where the r.h.s. of the above equation depends on the v.e.v. $\phi_0 \equiv \phi_0^0$ of the scalars and geometry of the vacuum solution\footnote{analogous conditions on SUSY variations of the bosonic fields are trivially satisfied, since the latter are expressed in terms of the fermions which vanish on the background}. The above conditions can be written as

$$
\begin{align*}
\delta \psi_{\mu A} &= D_\mu \epsilon_A + i g S_{AB} \gamma_\mu \epsilon^B = 0 , \\
\delta \lambda_I &= g N_I^A \epsilon_A = 0 ,
\end{align*}
$$

(317.i) (317.ii)

where the tensors $S_{AB}$ and $N_I^A$ are evaluated at $\phi_0$. These are the Killing spinor equations for the vacuum: if the latter admit $N'$ distinct solutions (Killing spinors), the background preserves $N' \leq N$ of the original $N$ supersymmetries of the theory.

If one combines the imposed integrability condition on (317.i), i.e.

$$
0 = \nabla_{[\mu} \delta \psi_{\nu A]} ,
$$

(318)

with the previous Killing spinor equation and the Riemann tensor form (310), it is easily demonstrated that supersymmetric vacua can only be Minkowski ($\Lambda = 0$) or anti-de Sitter ($\Lambda < 0$). The latter, in particular, are maximally symmetric solutions with negative cosmological constant that are very interesting from a theoretical point of view in the light of the AdS/CFT holography conjecture [69], as we are going to discuss below.

5.2 Black holes in gauged supergravity

As already pointed out, the construction of black hole solutions in gauged supergravity theory is essential for phenomenologically realistic cosmological models, supporting the presence of some effective cosmological constant as well as non-trivial scalar potential and scalar mass terms.

From a theoretical point of view, the study of gauged black hole solution has been strongly motivated by the so-called AdS/CFT duality [69], that relates $d+1$ dimensional gravity theories in Anti de Sitter (AdS) spacetime to conformal field theories (CFT) in $d$ dimensions. In particular, the conjecture states that stable AdS solutions describe conformal critical points of a suitable gauge theory defined on the boundary of the space: it is a successful realization of the holographic principle [70], asserting that the description of the bulk AdS spacetime is encoded on its boundary on which the CFT lives.

In general relativity, the study of exact (neutral) static black hole solutions with scalar hair was a powerful tool for clarifying different aspects of no-hair theorems [71], the role of scalar charges for black hole thermodynamics [72, 73], and issues related to their stability [74, 75].

After the discovery of one-parameter family of SO(8) maximal four-dimensional supergravity theories [76], many progresses have been made made towards the under-
standing of the vacuum structure and dual field theories [68, 77–79]. Together with the original SO(8) model [50], other gauged supergravities have been extended by using dyonic embedding tensor [67, 80, 81], featuring a richer vacuum structure and scalar field dynamics than their original counterparts. Several procedures have then been developed for obtaining exact regular hairy black hole solutions for a general scalar potential [81–87] and supersymmetric black hole solutions [88, 89].

5.2.1 Example: $\mathcal{N} = 2$, $D = 4$ gauged SUGRA black hole

Let us consider an extended $\mathcal{N} = 2$ supergravity theory in four dimensions, coupled to $n_v$ vector multiplets and no hypermultiplets, in the presence of Fayet-Iliopoulos (FI) terms. The model describes $n_v + 1$ vector fields $A^\Lambda_\mu$, $(\Lambda = 0, \ldots, n_v)$ and $n_s = n_v$ complex scalar fields $z^i$ ($i = 1, \ldots, n_s$).

The bosonic gauged Lagrangian now reads

$$
\frac{1}{e_D} \mathcal{L}_{\text{bos}} = -\frac{R}{2} + g_{i \bar{j}} \partial_\mu z^i \partial^\mu \bar{z}^\bar{j} + \frac{1}{4} \mathcal{I}_{\Lambda \Sigma}(z, \bar{z}) F^\Lambda_\mu \bar{F}^{\Sigma \mu} + \frac{1}{8 e_D} \mathcal{R}_{\Lambda \Sigma}(z, \bar{z}) \varepsilon^{\mu \nu \rho \sigma} F^\Lambda_\mu \bar{F}^{\Sigma \mu} - V(z, \bar{z}) ,
$$

where the $n_v + 1$ vector field strengths are defined as usual:

$$
F^\Lambda_\mu = \partial_\mu A^\Lambda_\nu - \partial_\nu A^\Lambda_\mu .
$$

The $n_s$ complex scalars $z^i$ span a special Kähler manifold $\mathcal{M}_{sk}$ and the scalar potential $V(z, \bar{z})$ originates from electric-magnetic FI terms. The presence of $V(z, \bar{z})$ amounts to gauging a U(1)-symmetry of the corresponding ungauged model (with no FI terms) and implies minimal couplings of the vector fields to the fermions only.

**Special geometry.** A special Kähler manifold $\mathcal{M}_{sk}$ is the class of target spaces spanned by the complex scalar fields in the vector multiplets of an $\mathcal{N} = 2$ four-dimensional supergravity.

The geometry of $\mathcal{M}_{sk}$ can be described in terms of an holomorphic section $\Omega^M(z^i)$ of the characteristic bundle defined over it, which is the product of a symplectic-bundle and a holomorphic line-bundle. The components of $\Omega^M(z^i)$ are written as

$$
\Omega^M = \left( \begin{array}{c} \lambda^\Lambda \\ \mathcal{F}_\Lambda \end{array} \right) , \quad \Lambda = 0, \ldots, n_v ,
$$

while the Kähler potential and the Kähler metric have the following general form

$$
\mathcal{K}(z, \bar{z}) = -\log \left[ i \bar{\Omega}^T \mathbb{C} \Omega \right] = -\log \left[ i \left( \mathcal{F}^\Lambda \mathcal{F}_\Lambda - \lambda^\Lambda \lambda_\Lambda \right) \right] ,
$$

$$
g_{i \bar{j}} = \partial_i \partial_{\bar{j}} \mathcal{K} .
$$

A change in the coordinate patch on the scalar manifold amounts to transforming $\Omega^M(z^i)$ by a corresponding constant $\text{Sp}(2(n_v + 1), \mathbb{R})$ matrix, besides multiplying it.
by a holomorphic function $e^{f(z)}$. The former transformation leaves invariant the Kähler potential, as it is clear from the manifestly symplectic-invariant expression (321), while the latter implies a corresponding Kähler transformation on the potential:

$$K(z, \bar{z}) \rightarrow K(z, \bar{z}) - f(z) - \bar{f}(\bar{z}) .$$

(322)

The choice of $\Omega^M(z^i)$ also fixes the symplectic frame (i.e. the basis of the symplectic fiber space) and, consequently, the non-minimal couplings of the scalars to the vector field strengths in the Lagrangian. In the special coordinate frame, the lower components $\mathcal{F}_\Lambda$ of the section can be expressed as the gradient, with respect to the upper entries $\mathcal{X}^\Lambda$, of a characteristic prepotential function $\mathcal{F}(\mathcal{X}^\Lambda)$:

$$\mathcal{F}_\Lambda = \frac{\partial \mathcal{F}}{\partial \mathcal{X}^\Lambda} ,$$

(323)

where the function $\mathcal{F}(\mathcal{X}^\Lambda)$ is required to be homogeneous of degree two. The upper components $\mathcal{X}^\Lambda(z^i)$ are defined modulo multiplication times a holomorphic function and, in this frame, can be used as projective coordinates to describe the manifold: in a local patch in which $\mathcal{X}^0 \neq 0$, we can identify the scalar fields with the ratios $z^i = \mathcal{X}^i / \mathcal{X}^0$.

In general a field $\Phi(z, \bar{z})$ on the Kähler manifold is a section of a U(1)-bundle of weight $p$ if it transforms under a Kähler transformation (322) as

$$\Phi(z, \bar{z}) \rightarrow e^{ip \text{Im}[f]} \Phi(z, \bar{z}) ,$$

(324)

and we can define a corresponding U(1)-covariant derivative on the bundle as

$$\mathcal{D}_i\Phi = \left( \partial_i + \frac{p}{2} \partial_i K \right) \Phi ,$$

$$\mathcal{D}_i\Phi = \left( \partial_i - \frac{p}{2} \partial_i K \right) \Phi .$$

(325)

Now we introduce a covariantly holomorphic vector $\mathcal{V}^M$

$$\mathcal{V}^M = e^{\frac{\Phi}{p}} \Omega^M = \begin{pmatrix} L^\Lambda \\ M_\Lambda \end{pmatrix} ,$$

(326)

which is section of the U(1)-line bundle with weight $p = 1$, satisfying the property:

$$\mathcal{D}_i \mathcal{V}^M = \left( \partial_i - \frac{1}{2} \partial_i K \right) \mathcal{V}^M = 0 ,$$

(327)

and we also have

$$\mathcal{D}_i \mathcal{V}^M = \left( \partial_i + \frac{1}{2} \partial_i K \right) \mathcal{V}^M = \begin{pmatrix} f_i^\Lambda \\ h_{\Lambda i} \end{pmatrix} \equiv \mathcal{U}^M_i ,$$

(328)
$D_i$, $D_i$ being the above U(1)-covariant derivatives (omitting the superscript). Under a Kähler transformation defined by a holomorphic function $f(z)$, the section transforms by a corresponding U(1)-transformation:

$$\mathcal{V}^M \rightarrow e^{i \operatorname{Im}[f]} \mathcal{V}^M .$$

(329)

From its definition and eq. (321), we find that $\mathcal{V}^M$ satisfies the condition

$$\mathcal{V}^T \mathcal{C} \mathcal{V} = i .$$

(330)

In particular, the definition of this kind of manifold requires the section $\mathcal{V}^M$ to satisfy the properties

$$D_i U_j = i C_{ijk} g^{kk} \bar{U}_k ,$$
$$D_i \bar{U}_j = g_{ij} \bar{\mathcal{V}} ,$$
$$\mathcal{V}^T \mathcal{C} U_i = 0 ,$$
$$U_i^T \mathcal{C} \bar{U}_j = -i g_{ij} ,$$

(331)

where $C_{ijk}$ is a characteristic covariantly holomorphic tensor with weight $p = 2$ which enters the expression of the Riemann tensor and defines the Pauli terms in the Lagrangian involving the gauginos. The following identity is satisfied:

$$g^{ij} U_i^M \bar{U}_j^N = -\frac{1}{2} \mathcal{M}^{MN} - \frac{i}{2} \mathcal{C}^{MN} - \mathcal{V}^M \bar{\mathcal{V}}^N ,$$

(332)

where, using property (72), we have

$$\mathcal{M}^{MN} = -C^{MP} \mathcal{M}_{PQ} C^{QN} ,$$

(333)

with $\mathcal{M}_{PQ}$ defined in eq. (62).

**FI-terms and scalar potential.** In $\mathcal{N} = 2$ theories, the scalar manifold has the general form (99)

$$\mathcal{M}_{\text{scal}} = \mathcal{M}_{\text{sk}} \times \mathcal{M}_{\text{QK}} ,$$

(334)

the special Kähler submanifold $\mathcal{M}_{\text{sk}}$ parametrized by the complex scalar fields $z^i$ in the vector multiplets, and the quaternionic Kähler one $\mathcal{M}_{\text{QK}}$ by the real scalars in the hypermultiplets. The holonomy group $H$ of the scalar manifold splits according to (105)

$$H = H_{\text{R}} \times H_{\text{matt}} ,$$

(335)

with $H_{\text{R}} = U(2)$ and $H_{\text{matt}}$ acting on the fields in the vector and hypermultiplets. At the same time, $H$ can be expressed by the product of the holonomy groups of $\mathcal{M}_{\text{sk}}$ and
\( H = H^\text{sk} \times H^\text{qk}, \) \hspace{1cm} (336)

with

\( H^\text{sk} = U(1) \times H^\text{sk}_\text{matt}, \quad H^\text{qk} = SU(2) \times H^\text{qk}_\text{matt}. \) \hspace{1cm} (337)

In the absence of hypermultiplets (that is the case under consideration) the SU(2) part of the R-symmetry group \( H_R \) becomes a global symmetry of the theory which can still be gauged, the gauging of this symmetry described by a (constant) embedding tensor \( \Theta_M^\alpha \): the latter quantities are known as Fayet-Iliopoulos terms.

If we decide to gauge a U(1) inside SU(2), we can take \( \Theta_M^\alpha \) to have only one non-vanishing component, \( \theta_M = \Theta_M^\alpha = 1 \) and choose the remaining gauge algebra to be abelian with \( X_{MN}^P = 0 \). In this case, the resulting theory is deformed with the introduction of abelian electric-magnetic FI terms defined by the above constant symplectic vector \( \theta_M \), which encodes all the gauge parameters\(^{31}\).

The scalar potential \( V(z, \bar{z}) \) reads:

\[
V = (g^{ij} U_i^M D_j^N - 3 \mathcal{V}^M \bar{\mathcal{V}}^N) \theta_M \theta_N - \frac{1}{2} \theta_M \mathcal{M}^{MN} \theta_N - 4 \mathcal{V}^M \bar{\mathcal{V}}^N \theta_M \theta_N ,
\]

having used property (332). It is easily verified that the above potential can be expressed in terms of a complex superpotential

\[
\mathcal{W} = \mathcal{V}^M \theta_M ,
\]

section of the U(1)-bundle with \( p = 1 \), as follows:

\[
V = g^{ij} \partial_i \mathcal{W} \partial_j \bar{\mathcal{W}} - 3 |\mathcal{W}|^2 .
\]

We can also define a real superpotential \( \mathcal{W} = |\mathcal{W}| \) in terms of which the potential reads:

\[
V = 4 g^{ij} \partial_i \mathcal{W} \partial_j \bar{\mathcal{W}} - 3 |\mathcal{W}|^2 .
\]

The introduced \( \theta_M \) terms transform in a symplectic representation \( \mathcal{R}_* \) of the isometry group \( G_{sk} \) of \( \mathcal{M}_{sk} \) on contravariant vectors. These FI terms are analogous to the electric and magnetic charges, but while the latter can be considered as solitonic charges of the solution, the former are background quantities actually entering the Lagrangian. Moreover, even though they couple the fermion fields to the vectors, the FI terms do not define vector-scalar minimal couplings.

**Equations of motion and isometries.** The matrix \( \mathcal{M}_{MN} \) can be used to write the couplings of the scalar fields to the vectors, in the equations of motion, in a formally

\(^{31}\) even if we introduce both electric and magnetic gaugings to maintain duality covariance, the duality group will always allow us to reduce to the case with only electric gaugings turned on (see 5.1.2); this implies a correspondent rotation of the symplectic sections and the choice of a symplectic basis.
symplectic covariant form: once written the symplectic vector of electric field strengths and magnetic duals
\[ \mathbb{F}_\mu^\nu = \begin{pmatrix} F_{\mu\nu} \\ G_{\mu\nu} \end{pmatrix}, \] (342)
the equations of motion for the vector fields are expressed in the compact form
\[ d\mathbb{F} = 0, \quad *\mathbb{F} = -C^{MP} \mathcal{M}_{PN}(z, \bar{z}) \mathbb{F}^N. \] (343)

The scalar field equations can be written in the following form:
\[ \nabla_\mu (\partial^\mu z^i) + \hat{\Gamma}^i_{jk} \partial_\mu z^j \partial^\mu z^k - \frac{1}{8} g^{ij} \mathbb{F}^M_{\mu\nu} \partial_j \mathcal{M}_{MN}(z, \bar{z}) \mathbb{F}^N_{\mu\nu} + g^{ij} \partial_j V = 0, \] (344)
where \( \nabla_\mu \) is the covariant derivative, only containing the space-time Christoffel symbol and \( \hat{\Gamma}^i_{jk} \) is the connection on the Kähler manifold.

Finally, the Einstein equations read:
\[ R_{\mu\nu} = 2 \partial_\mu z^i \partial_\nu \bar{z}^j \frac{1}{2} \mathbb{F}^M_{\mu\rho} \mathcal{M}_{MN}(z, \bar{z}) \mathbb{F}^N_{\nu\rho} - g_{\mu\nu} V, \] (345)
depending on the Kähler metric as well as on the spacetime metric.

As pointed out earlier, the bundle structure defined on the scalar manifold allows to associate with a generic isometry transformation of the latter, a Kähler transformation and a constant symplectic transformation, belonging to the structure groups, acting on the symplectic section \( \mathcal{V}^M \) and its derivatives. From the explicit form of the bosonic field equations and of the scalar potential, it is apparent that an isometry transformation of the scalar manifold is formally an on-shell symmetry of the theory, provided the corresponding symplectic transformation is made to act on the electric field strengths and their magnetic duals as well as on the FI terms:

\[ \begin{align*}
\mathcal{V}^M(z', \bar{z}') &= e^{i \text{Im}(f)} (S^{-1})^N_M \mathcal{V}^N(z, \bar{z}), \\
\theta^M &\rightarrow \theta'^M = S^N_M \theta_N, \\
\mathbb{F}^M &\rightarrow \mathbb{F}'^M = (S^{-1})^N_M \mathbb{F}^N,
\end{align*} \] (346)
where \( S \in \text{Sp}(2(n_v + 1), \mathbb{R}) \). This formal invariance, however, involving a non-trivial transformation of the parameters (encoded in the FI terms) should be regarded as an equivalence between different theories.

**Effective action.** Let us consider static dyonic black hole configurations and assume a radial dependence for the scalar fields, \( z^i = z^i(r) \). The most general metric ansatz, with spherical or hyperbolic symmetry, has the form
\[ ds^2 = e^{2U(r)} dt^2 - e^{-2U(r)} \left( dr^2 + e^{2\Psi(r)} d\Omega^2_\nu \right), \] (347)
where \( d\Omega^2_\kappa = d\vartheta^2 + f_\kappa^2(\vartheta) d\varphi^2 \) is the metric on the 2D-surfaces \( \Sigma_\kappa = \{ S^2, H^2 \} \), the sphere and the Lobachevskian plane, of constant scalar curvature \( R = 2\kappa \) and

\[
f_\kappa(\vartheta) = \frac{1}{\sqrt{\kappa}} \sin(\sqrt{\kappa} \vartheta) = \begin{cases} 
\sin(\vartheta), & \kappa = 1; \\
\sinh(\vartheta), & \kappa = -1.
\end{cases}
\]

(348)

The above metric ansatz differs from the correspondent metric describing asymptotically flat static configurations (111) because of the warp factor \( \Psi(r) \).

Now we can apply the formalism discussed in Sect. 3, with appropriate adjustments to describe the new configuration.

The Maxwell equations are now satisfied using the following expression for \( F^M \)

\[
F^M = \begin{pmatrix} F^A \\ G_\Lambda \end{pmatrix} = e^{2(U-\Psi)} C^{MP} \mathcal{M}_{PN} \Gamma^N dt \wedge dr + \Gamma^M \sqrt{f_\kappa(\vartheta)} d\vartheta \wedge d\varphi.
\]

(349)

The electric and magnetic charges are defined as

\[
e_\Lambda \equiv \frac{1}{\text{vol}(\Sigma_\kappa)} \int_{\Sigma_\kappa} G_\Lambda,
\]

\[
m^\Lambda \equiv \frac{1}{\text{vol}(\Sigma_\kappa)} \int_{\Sigma_\kappa} F^\Lambda,
\]

where \( \text{vol}(\Sigma_\kappa) = \int f_\kappa(\vartheta) d\vartheta \wedge d\varphi \). They can be arranged in the symplectic vector

\[
\Gamma^M = \begin{pmatrix} m^\Lambda \\ e_\Lambda \end{pmatrix} = \frac{1}{\text{vol}(\Sigma_\kappa)} \int_{\Sigma_\kappa} F^M.
\]

(350)

As we have seen in Subsect. 3.1, we can obtain the equations of motion coming from the bosonic gauged Lagrangian (319), with the metric ansatz (347), from a one-dimensional effective action that, apart from total derivative terms, has the form

\[
\mathcal{S}_{\text{eff}} = \int dr \mathcal{L}_{\text{eff}} = \int dr \left[ e^{2(U-\Psi)} \left( (U'^2 - \Psi'^2) + g_{ij} z^i z^j \right) - V_{\text{eff}} \right],
\]

(352)

where the prime stands for derivative w.r.t. \( r \) and where we can define an effective potential

\[
V_{\text{eff}} = -e^{2(U-\Psi)} V_{\text{bh}} - e^{-2(U-\Psi)} V + \kappa,
\]

(353)

in terms of the scalar potential \( V \) and the (charge-dependent) black hole potential \( V_{\text{bh}} \). The latter can be written in the symplectically covariant form (115)

\[
V_{\text{bh}} = -\frac{1}{2} \Gamma^T \mathcal{M} \Gamma,
\]

(354)

in terms of the magnetic and electric charges and scalar-dependent matrix \( \mathcal{M} \).
Once given the effective action, one can make use of the Hamilton-Jacobi formalism and derive a system of first-order equations (flow equations) for the warp factors $U(r)$, $\Psi(r)$ and scalar fields $z^i(r)$, $\bar{z}^j(r)$.

**Supersymmetric black hole.** When interested in analysing supersymmetric configurations, one has to impose the vanishing of the SUSY transformations, in addition to solving the equations of motion.

The relevant supersymmetry variations can be written as:

$$
\delta \psi_{\mu A} = D_\mu \epsilon_A + i T^-_{\mu \nu} \gamma^\nu \epsilon_{AB} \epsilon^B + i S_{AB} \gamma_\mu \epsilon^B ,
$$

$$
\delta \lambda^{i A} = i D_\mu \bar{z}^i \gamma^\mu \epsilon^A - \frac{1}{2} g^{ij} \tilde{j}_j^A \mathcal{I}_{i A} F^-_{\mu \nu} \gamma_{\mu \nu} \epsilon^A \epsilon_B + W^{i AB} \epsilon_B ,
$$

where we have considered properties (331). The covariant derivatives are written as

$$
D_\mu \epsilon_A = \partial_\mu \epsilon_A + \frac{1}{4} \omega^{ab}_\mu \gamma_{ab} \epsilon_A + i A^M_\mu \theta_M (\sigma^2)_A^B \epsilon_B + \frac{i}{2} Q_\mu \epsilon_A ,
$$

with

$$
Q_\mu = \frac{i}{2} \left( \partial_\mu \mathcal{K} \partial_\mu \bar{z}^i - \partial_\mu \mathcal{K} \partial_\mu z^i \right) ,
$$

and, in the chosen parametrization, we also have

$$
F^\pm_{\mu \nu} = \frac{1}{2} (F_{\mu \nu} \pm *F_{\mu \nu})
$$

$$
T_{\mu \nu} = L^A \mathcal{I}_{A \Sigma} F^\Sigma_{\mu \nu} = -\frac{i}{2} L^A (\mathfrak{R} - \bar{\mathfrak{R}})_{A \Sigma} F^\Sigma_{\mu \nu} = -\frac{i}{2} (M^\Sigma F^\Sigma_{\mu \nu} - L^A \mathcal{G}_{\Lambda \mu \nu}) = \frac{i}{2} \alpha^M \mathcal{C}_{MN} F^N_{\mu \nu} ,
$$

$$
T^-_{\mu \nu} = L^A \mathcal{I}_{A \Sigma} F^-^\Sigma_{\mu \nu} = \frac{i}{2} \alpha^M \mathcal{C}_{MN} F^-^N_{\mu \nu} ,
$$

$$
T_{i \nu \mu} = D_i T_{\mu \nu} = f^A \mathcal{I}_{A \Sigma} F^\Sigma_{\mu \nu} = -\frac{i}{2} (h^A F^\Sigma_{\mu \nu} - f^A \mathcal{G}_{\Lambda \mu \nu}) = \frac{i}{2} \mathcal{U}^{i M} \mathcal{C}_{MN} F^N_{\mu \nu} ,
$$

$$
S_{A B} = \frac{i}{2} (\sigma^2)_A^C \varepsilon_{B C} \theta_M \alpha^M = \frac{i}{2} (\sigma^2)_A^C \varepsilon_{B C} \mathcal{W} ,
$$

$$
W^{i AB} = i (\sigma^2)^C_B \varepsilon^{CA} \theta_M g^{ij} \bar{U}^M_j ,
$$

having used properties

$$
\bar{\mathfrak{R}}_{i A} F^-^\Sigma = \mathcal{G}^-_{i A} , \quad L^A \mathfrak{R}_{A \Sigma} = M^\Sigma .
$$

The kinetic matrix (90) $\mathfrak{R} = \mathcal{R} + i \mathcal{I}$ can be expressed as [4]

$$
\mathfrak{R}_{A \Sigma} = \partial_\Lambda \partial_\Sigma \mathcal{F} + 2i \frac{\text{Im} \left[ \partial_\Lambda \partial_\Sigma \mathcal{F} \right] \text{Im} \left[ \partial_\Sigma \partial_\Lambda \mathcal{F} \right] \text{Im} \left[ \partial_\Lambda \partial_\Sigma \mathcal{F} \right] \text{Im} \left[ \partial_\Sigma \partial_\Lambda \mathcal{F} \right] L^\Gamma L^\Delta}{\text{Im} \left[ \partial_\Sigma \partial_\Lambda \mathcal{F} \right] \text{Im} \left[ \partial_\Lambda \partial_\Sigma \mathcal{F} \right] L^\Sigma L^\Delta} ,
$$
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with $\partial_{\Lambda} = \frac{\partial}{\partial X^\Lambda}$, $\partial_{\bar{\Lambda}} = \frac{\partial}{\partial \bar{X}^\Lambda}$. We note that, in the special coordinate frame, the whole $\mathcal{N} = 2$ Lagrangian can be written in terms of the holomorphic prepotential function $\mathcal{F}(\chi)$ and its derivatives\textsuperscript{32}.

Just as we did for electric-magnetic charges in (351), we define the central and matter charges as

$$Z = \frac{1}{\text{vol}(\Sigma)} \int_{\Sigma} T = V^M C_{MN} \Gamma^N = L^A e_A - M_A q^A,$$

$$Z_i = \frac{1}{\text{vol}(\Sigma)} \int_{\Sigma} T_i = D_i Z = f_i^A e_A - h_i q^A.$$

These are composite quantities that can be thought of as the physical charges measured on a solution at radial infinity. The black hole potential (354) can be schematically rewritten in terms of the central charges as [13, 17]

$$V_{\text{bh}} = |D Z|^2 - |Z|^2. \quad (361)$$

From an explicit computation of the supersymmetry variations (355), we find the following relations for the warp factors

$$U' = e^{U-2\Psi} \Re \left[ e^{-i\alpha} Z \right] + e^{-U} \Im \left[ e^{-i\alpha} \mathcal{W} \right],$$

$$\Psi' = 2e^{-U} \Im \left[ e^{-i\alpha} \mathcal{W} \right], \quad (362)$$

and for the scalars

$$z^i = e^{-U} e^{i\alpha} g^{ij} D_j \left( e^{2U-2\Psi} F - i \mathcal{W} \right), \quad (363)$$

the above covariant derivative acting on objects with weight $p = -1$, and having introduced two projectors relating the spinor components as

$$\gamma^0 \epsilon_A = i e^{i\alpha} \delta_{AB} \epsilon^B,$$

$$\gamma^i \epsilon_A = e^{i\alpha} \delta_{AB} \epsilon^B. \quad (364)$$

The Killing spinors must satisfy the relations

$$\epsilon_A = \chi_A e^{\frac{i}{2} \left( U - i \int dB \right)}, \quad (365)$$

$$\epsilon^A = i e^{-i\alpha} \epsilon^{AB} \gamma^0 \epsilon_B,$$

where we have

$$\partial_r \chi_A = 0,$$

$$\mathcal{B} = Q_r + 2 e^{-U} \Re \left[ e^{-i\alpha} \mathcal{W} \right], \quad (366)$$

\textsuperscript{32} we also emphasize that there are symplectic frames in which a prepotential $\mathcal{F}(\chi)$ does not exist.
and the following expression for the phase $\alpha$ holds:

$$
\partial_r \alpha = -\mathcal{B} .
$$

(367)

Finally, from the SUSY variations we obtain the property

$$
\text{Im} \left[ e^{-i\alpha} \mathcal{Z} \right] = -e^{2\Psi - 2U} \text{Re} \left[ e^{-i\alpha} \mathcal{W} \right] ,
$$

(368)

and using also ansatz (349) for $\mathbb{F}^M$, we find for the $A^M_\mu$ components:

$$
\begin{align*}
A^M_t \theta_M &= -2 e^U \text{Re} \left[ e^{-i\alpha} \mathcal{W} \right] , \\
A^M_r &= 0 , \\
A^M_\vartheta &= 0 , \\
A^M_\varphi &= -\frac{\Gamma^M}{\kappa} \cos \left( \sqrt{\kappa} \vartheta \right) ,
\end{align*}
$$

(369)

together with the relation

$$
\Gamma^M \theta_M = \kappa .
$$

(370)
A Coset Geometry

A.1 Sigma-Model in $D = 3$

The three-dimensional sigma-model scalar fields $\Phi^I \equiv \{U, a, \phi^s, Z^M\}$ span an homogeneous-symmetric, pseudo-Riemannian scalar manifold of the form

$$M^{(3)}_{\text{scal}} = \frac{G^{(3)}}{H^{*}_{(3)}}.$$  

(A.1)

The isometry group $G^{(3)}$ of the target space is the global symmetry group of the (190) Lagrangian $L^{(3)}$, and $H^{*}_{(3)}$ is a suitable non-compact semisimple maximal subgroup of it.

We shall use for the scalar manifold the solvable Lie algebra parametrization, identifying the scalar fields $\Phi^I$ with parameters of a suitable solvable Lie algebra [90]. Indeed, the three-dimensional scalars $\Phi^I$ define a local solvable parametrization, i.e. the corresponding physical patch $\mathcal{U}$ is isometric to a solvable Lie group generated by a solvable Lie algebra $\mathfrak{s}$:

$$M^{(3)}_{\text{scal}} \supset \mathcal{U} \equiv e^\mathfrak{s}.$$  

(A.2)

The solvable Lie algebra $\mathfrak{s}$ is defined by the Iwasawa decomposition of the Lie algebra $\mathfrak{g}_3$ of $G^{(3)}$, with respect to its maximal compact subalgebra $\mathfrak{H}^{*}_{3}$.

The solvable parametrization $\{\Phi^I\}$ can be expressed through the exponential map

$$L(\Phi^I) = \exp(-a T_*) \exp\left(\sqrt{2} Z^M T_M\right) \exp(\phi^s T_s) \exp(2 U H_0),$$  

(A.3)

where the solvable generators $T_I = \{H_0, T_\bullet, T_s, T_M\}$ satisfy the commutation relations

$$[H_0, T_M] = \frac{1}{2} T_M; \quad [H_0, T_s] = [T_\bullet, T_s] = 0; \quad [H_0, T_\bullet] = T_\bullet;$$
$$[T_M, T_N] = C_{MN} T_\bullet; \quad [T_s, T_M] = (T^s)_M T_N; \quad [T_s, T_u] = -(T^s_{tu})^{s'} T^{s'}.$$  

(A.4)

where $(T^s)_M$ represents the symplectic representation $\mathcal{R}_s(T^s)$ on contravariant symplectic vectors $dZ^M$.

In all $N = 2$ models with just vector multiplets, one has $n_v = n_s/2 + 1$, and thus the dimension of the scalar manifold in $D = 3$ turns out to be $4 n_v$:

$$N = 2 \Rightarrow n_v = \frac{n_s}{2} + 1 \Rightarrow \dim(M^{(3)}_{\text{scal}}) = 4 n_v.$$  

(A.5)

where the manifold $M^{(3)}_{\text{scal}}$ is a pseudo-quaternionic Kähler space.

Decompositions. The coset geometry is defined by the involutive pseudo-Cartan automorphism $\zeta$ on the algebra $\mathfrak{g}_3$ of $G^{(3)}$ which leaves the algebra $\mathfrak{H}^{*}_{3}$ generating $H^{*}_{(3)}$ invariant:

$$\zeta(\mathfrak{H}^{*}_{3}) = \mathfrak{H}^{*}_{3}.$$  

(A.6)
All the formulas related to the group $G_{(3)}$ and its generators, are referred to a matrix representation of $G_{(3)}$ and, in particular, we shall use the fundamental one.

The involution $\zeta$, in the chosen representation, acts on a general matrix $X$ as:

$$\zeta(X) = -\eta X^\dagger \eta,$$

being $\eta$ an $H_{(3)}^*$-invariant metric ($\eta = \eta^\dagger$, $\eta^2 = 1$).

The pseudo-Cartan $\zeta$-involution induces a (pseudo)-Cartan decomposition of $g_3$ of the form

$$g_3 = \mathfrak{h}_3^* \oplus \mathfrak{r}_3^*,$$

where we have

$$\zeta : \quad \zeta(\mathfrak{h}_3^*) = \mathfrak{h}_3^*, \quad \zeta(\mathfrak{r}_3^*) = -\mathfrak{r}_3^*,$$

and where the following relations hold:

$$[\mathfrak{h}_3^*, \mathfrak{h}_3^*] \subset \mathfrak{h}_3^*, \quad [\mathfrak{h}_3^*, \mathfrak{r}_3^*] \subset \mathfrak{r}_3^*, \quad [\mathfrak{r}_3^*, \mathfrak{r}_3^*] \subset \mathfrak{h}_3^*.$$ (A.10)

We see that $H_{(3)}^*$ has a linear adjoint action in the space $\mathfrak{r}_3^*$, which is thus the carrier of an $H_{(3)}^*$-representation.

A general feature of $\mathcal{N} = 2$ symmetric models is that the isotropy group $H_{(3)}^*$ has the form

$$H_{(3)}^* = SL(2, \mathbb{R}) \times G_{(4)}',$$ (A.11)

and its adjoint action on $\mathfrak{r}_3^*$ realizes the representation $(2, \mathcal{R}_s)$.

The decomposition (A.8) has to be contrasted with the ordinary Cartan decomposition of $g_3$

$$g_3 = \mathfrak{h}_3 \oplus \mathfrak{r}_3,$$ (A.12)

where the algebra $g_3$ is decomposed into its maximal compact subalgebra $\mathfrak{h}_3$, generating $H_{(3)}$, and its orthogonal non-compact complement $\mathfrak{r}_3$. This decomposition is effected through the Cartan involution $\tau$, of which $\mathfrak{h}_3$ and $\mathfrak{r}_3$ represent the eigenspaces with eigenvalues $+1$ and $-1$ respectively. In the matrix representation in which we shall work, the action of $\tau$ on a matrix $X$ can be implemented as:

$$\tau(X) = -X^\dagger.$$ (A.13)

We shall also use the $H_{(3)}^*$-invariant symmetric matrix (197)

$$\mathcal{M}_{(3)}(\Phi^I) = L(\Phi^I) \eta L(\Phi^I)^\dagger.$$ (A.14)

Next we construct the left-invariant one-form and the vielbeins $\mathcal{V}^A = \mathcal{V}_I^A d\phi^I$:

$$L^{-1} dL = \mathcal{V}_I^A T_A = \varphi + w; \quad A = 1, \ldots, \dim \left(\mathcal{M}_{(3)}^{\text{scal}}\right),$$ (A.15)
where $\varphi = \gamma^A K_A$ and $w$ are the vielbein and connection matrices, and where $\{K_A\}$ is a basis of $\mathfrak{K}^*$ defined as:

$$K_A = \frac{1}{2} \left( T_A + \eta T_A^\dagger \eta \right) , \quad (A.16)$$

$T_A = T_I$, being the solvable generators defined above.

Following the prescription of [90], the normalization of the $H^{*}_I$-invariant metric on the tangent space of $G(3)/H^{*}_I$ is chosen to be

$$g_{AB} = k \ Tr[K_A K_B] , \quad (A.17)$$

where

$$k = \frac{1}{2} \ Tr(H^2_0) \quad (A.18)$$

is a representation-dependent constant.

The metric of the $D = 3$ sigma-model has the usual form:

$$ds^2 = k \ Tr(\varphi^2) = g_{AB} \varphi^A \varphi^B =$$

$$= 2 dU^2 + g_{su} d\phi^s d\phi^u + \frac{1}{2} e^{-4U} \omega^2 + e^{-2U} dZ^T M(4) (\phi^s) dZ , \quad (A.19)$$

with

$$\omega = da + Z^T C dZ . \quad (A.20)$$

### A.2 The STU model

The most general scalar manifold of an $N = 2$ model is described by the product of a special Kähler manifold $M_{sk}$, spanned by the complex scalars $z^\alpha$ in the vector multiplets, times a quaternionic Kähler manifold $M_{qk}$ spanned by the scalar fields $q^a$ in the hypermultiplets:

$$M_{scal} = M_{sk} \times M_{qk} . \quad (A.21)$$

The symplectic structure is defined only over the first factor, since only the scalars $z^\alpha$ enter the matrices $I_{\Lambda \Sigma}, R_{\Lambda \Sigma}$.

The STU model is an $N = 2$ supergravity coupled to three vector multiplets ($n_s = 6$, $n_v = 4$) and where the $D = 4$ scalar manifold is

$$M_{scal}^{(4)} = \frac{G^{(4)}}{H^{(4)}} = \left( \frac{\text{SL}(2, \mathbb{R})}{\text{SO}(2)} \right)^3 \quad (A.22)$$

is a complex special Kähler manifold, spanned by three complex scalar fields $z^a = \{S, T, U\}$.
The $D = 4$ scalar metric for the STU model reads

$$
\begin{align*}
\text{ds}^2_{(4)\text{STU}} &= g_{\phi \phi} \text{d}\phi^s \text{d}\phi^\mu = 2 g_{a\bar{b}} \text{d}z^a \text{d}\bar{z}^\bar{b} = -2 \sum_{a=1}^{3} \left( \frac{\text{d}z^a \text{d}\bar{z}^\bar{a}}{(z^a - \bar{z}^\bar{a})^2} \right) = \sum_{I=1}^{3} e_i^T \bar{e}_i^T \text{d}z^i \text{d}\bar{z}^i.
\end{align*}
$$

(A.23)

We also consider the real parametrization $\phi^s = \{\epsilon_i, \varphi_i\}$, that is related to the complex one $z_i$ by:

$$
\phi^s = \{\epsilon_i, \varphi_i\} \implies z_i = \epsilon_i - i e^{\varphi_i}.
$$

(A.24)

The Kähler potential has the simple form:

$$
e^{-K} = 8 e^{\varphi_1 + \varphi_2 + \varphi_3},
$$

(A.25)

and, in the chosen symplectic frame (i.e. the special coordinate frame originating from Kaluza Klein reduction from $D = 5$), the special geometry of $\mathcal{M}^{(4)}_{\text{scal}}$ is characterized by an holomorphic prepotential:

$$
\mathcal{G}(z) = z_1 z_2 z_3.
$$

(A.26)

The holomorphic $\Omega^M(z)$ section of the symplectic bundle reads:

$$
\Omega^M(z) = \{1, z_1, z_2, z_3, -z_1 z_2 z_3, z_2 z_3, z_1 z_3, z_1 z_2\},
$$

(A.27)

while the covariantly holomorphic section is given by

$$
\mathcal{V}^M(z, \bar{z}) = e^{\frac{\kappa}{2}} \Omega^M(z).
$$

(A.28)

Once defined the covariant derivative $\mathcal{D}_i$

$$
\mathcal{D}_i \mathcal{V} := \partial_i \mathcal{V} + \frac{\partial K}{2} \mathcal{V},
$$

(A.29)

it is possible to write the central and matter charges of a black hole solution, with quantized charges $\Gamma^M = (p^A, q_A)$, in terms of $\mathcal{V}^M$ and of its covariant derivative as:

$$
\mathcal{F}^A = \mathcal{V}^T \mathcal{C} \Gamma =
$$

$$
= e^{\frac{\kappa}{2}} \left( -q_0 - q_1 z_1 - q_2 z_2 + p^3 z_1 z_2 - q_3 z_3 + p^2 z_1 z_3 + p^1 z_2 z_3 - p^0 z_1 z_2 z_3 \right),
$$

$$
\mathcal{Z}_1 = e_1^i \mathcal{D}_i \mathcal{V}^T \mathcal{C} \Gamma =
$$

$$
= -i e^{\frac{\kappa}{2}} \left( q_0 + q_2 z_2 + q_3 z_3 - p^1 z_2 z_3 + q_1 \bar{z}_1 - p^3 z_2 \bar{z}_1 - p^2 z_3 \bar{z}_1 + p^0 z_2 z_3 \bar{z}_1 \right),
$$

$$
\mathcal{Z}_2 = e_2^i \mathcal{D}_i \mathcal{V}^T \mathcal{C} \Gamma =
$$

$$
= -i e^{\frac{\kappa}{2}} \left( q_0 + q_1 z_1 + q_3 z_3 - p^2 z_1 z_3 + q_2 \bar{z}_2 - p^1 z_1 \bar{z}_2 - p^3 z_1 \bar{z}_2 + p^0 z_1 z_3 \bar{z}_2 \right),
$$
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\[ Z_3 = e_3^i D_i V^T C \Gamma = -i e^z (q_0 + q_1 z_1 + q_2 z_2 - p^3 z_1 z_2 + q_3 \tilde{z}_3 - p^2 z_1 \tilde{z}_3 - p^1 z_2 \tilde{z}_3 + p^0 z_1 z_2 \tilde{z}_3). \]

The explicit form of the quartic invariant for the STU model is:

\[
I_4(p, q) = -(p^0)^2 q_0^2 - 2 q_0 (-2p^1 p^2 p^3 + p^0 q_3 p^3 + p^0 p^1 q_1 + p^0 p^2 q_2) - (p^1)^2 q_1^2 - (p^2 q_2 - p^3 q_3)^2 + 2 q_1 (p^1 p^3 q_3 + q_2 (p^1 p^2 - 2 p^0 q_3)).
\]

\hspace{1cm} (A.30)

Upon timelike reduction to \( D = 3 \), the scalar manifold has the form

\[ \mathcal{M}^{(3)}_{\text{scal}} = \frac{G^{(3)}_{\text{H}}}{H^{(3)}} = \frac{SO(4, 4)}{SO(2, 2) \times SO(2, 2)}. \]

\hspace{1cm} (A.31)

The generators of \( g_3 = so(4, 4) \) can be written in terms of Cartan generators \( H_\alpha \) and shift generators \( E_{\pm \alpha} \) in the fundamental representation, with the usual normalization convention:

\[ [H_\alpha, E_{\pm \alpha}] = \pm 2 E_{\pm \alpha}; \quad [E_\alpha, E_{-\alpha}] = H_\alpha, \]

where

\[ E_{-\alpha} = E^\dagger_\alpha = E^T_\alpha. \]

\hspace{1cm} (A.32)

The positive roots of the algebra \( g_3 \) split into:

- the root \( \beta_0 \) of the Ehlers subalgebra \( sl(2, \mathbb{R})_E \), commuting with the algebra \( g_4 \) of \( G_{(4)} \) (\( g_4 \subset g_3 \));
- the roots \( \alpha_i \) of \( g_4 \) (\( i = 1, 2, 3 \));
- the roots \( \gamma_M \) (\( M = 1, \ldots, 8 \)).

The special coordinate parametrization of \( \mathcal{M}^{(4)}_{\text{scal}} \) corresponds to a solvable parametrization of the manifold in which the real coordinates \( \phi^s = \{ \epsilon_i, \varphi_i \} \) are parameters of a solvable Lie algebra generated by

\[ T_s = \{ E_{\alpha_i}, H_{\alpha_i}/2 \}. \]

\hspace{1cm} (A.34)

The coset representative \( L_{(4)} \) is an element of the corresponding solvable group [91, 92], defined by the following exponentialization prescription:

\[ L_{(4)}(\phi^s) = \exp(\phi^s T_s) = \prod_{i=1}^{3} e^{\epsilon_i E_{\alpha_i}} e^{\varphi_i H_{\alpha_i}/2}. \]

\hspace{1cm} (A.35)

The solvable (or Borel) \( h_b \) subalgebra of \( g_3 \) has the form:

\[ h_b = \text{Span } (T_A) , \quad T_A = \{ H_0, T_*, T_s, T_M \} \]

\hspace{1cm} (A.36)
is used to define the parametrization of $\mathcal{M}_{\text{scal}}^{(3)}$ in terms of the $D = 3$ scalars $\Phi^I$, through the coset representative (A.3). This subalgebra can be defined through the identifications

$$H_0 = \frac{H_{\beta_0}}{2} ; \quad T_\bullet = E_{\beta_0} ; \quad T_M = E_{\gamma_M}.$$ (A.37)

The symplectic representation of $\{T_s\}$, in the duality representation $R_s = (2,2,2)$ of $G(4)$, is defined through their adjoint action on $T_M$:

$$[T_s, T_M] = -(T_s)_M^N T_N.$$ (A.38)

In order to reproduce the form of the $(T_s)_M^N$ in the chosen special coordinate frame (A.27), the generators $T_M$ corresponding to the roots $\gamma_M$ have to be ordered according to (227). In this basis, the symplectic representation of $L(4)$ defined in (A.35) allows to define the matrix $\mathcal{M}(4)$:

$$\mathcal{M}(4)_{MN} = -\sum_{P=1}^{8} (L(4))_M^P (L(4))_N^P.$$ (A.39)

We give, for the sake of completeness, the matrix form of $\phi^s T_s$ in the symplectic representation $R_s$:

$$\phi^s T_s = \sum_{i=1}^{3} \epsilon_i E_{\alpha_i} + \varphi_i \frac{H_{\alpha_i}}{2} = \begin{pmatrix} A & B \\ 0 & -A^T \end{pmatrix},$$ (A.40)

with

$$A = \begin{pmatrix} \frac{\varphi_1}{2} + \frac{\varphi_2}{2} + \frac{\varphi_3}{2} & \epsilon_1 & -\epsilon_2 & -\epsilon_3 \\ 0 & -\frac{\varphi_1}{2} + \frac{\varphi_2}{2} + \frac{\varphi_3}{2} & 0 & 0 \\ 0 & 0 & \frac{\varphi_1}{2} - \frac{\varphi_2}{2} + \frac{\varphi_3}{2} & 0 \\ 0 & 0 & 0 & \frac{\varphi_1}{2} + \frac{\varphi_2}{2} - \frac{\varphi_3}{2} \end{pmatrix},$$

$$B = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & -\epsilon_3 & -\epsilon_2 \\ 0 & -\epsilon_3 & 0 & -\epsilon_1 \\ 0 & -\epsilon_2 & -\epsilon_1 & 0 \end{pmatrix}. $$ (A.41)

The pseudo-Cartan involution $\zeta$ determines the decomposition of $\mathfrak{g}_3$ into $\mathfrak{h}_3^*$ and $\mathfrak{k}_3^*$, and is defined by the matrix $\eta = (-1)^{2H_0}$. 
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B Dimensional Reduction

The bosonic Lagrangian (17) can be rewritten as:

\[
\frac{1}{e_D} \mathcal{L}(4) = -\frac{R}{2} + \frac{1}{2} g^{\mu\nu} (J_\mu, J_\nu) + \frac{1}{4} \mathcal{L}_{\Lambda\Sigma}(\phi) F_{\mu\nu}^\Lambda F^{\Sigma\mu\nu} + \frac{1}{8 e_D} \mathcal{R}_{\Lambda\Sigma}(\phi) \varepsilon^{\mu\nu\rho\sigma} F_{\mu\nu}^\Lambda F_{\rho\sigma}^\Sigma,
\]

having introduced the currents

\[
J_\mu = \frac{1}{2} \mathcal{M}^{-1} \partial_\mu \mathcal{M}.
\]

The above Lagrangian describes a field theory over a 4D space-time manifold \(\Sigma_4\) with coordinates \(x^\mu\) and metric \(g_{\mu\nu}(x)\). The scalar fields have values in a target space \(\mathcal{M}_{\text{scal}}^{(4)}\) with coordinates \(\phi^s\) and metric \(g_{su}(\phi)\). The solutions of the scalar equations are maps from \(\Sigma_4\) to \(\mathcal{M}^{(4)}_{\text{scal}}\).

In particular, we considered in Section 4 the case where \(\mathcal{M}_{\text{scal}}^{(4)}\) is a non-compact homogeneous Riemannian symmetric space of the form:

\[
\mathcal{M}_{\text{scal}}^{(4)} = \frac{G(4)}{H(4)},
\]

\(G(4)\) being the isometry group and \(H(4)\) its maximal compact subgroup.

Following the prescription of [28], we shall consider only stationary (or stationary-axisymmetric) field configurations. For the latter, it is possible to reformulate the four-dimensional theory in terms of a 3D euclidean description, in analogy with the dimensional reduction technique for Kaluza-Klein theories.

B.1 Reduction from 4 to 3 dimensions

For a field configuration allowing a Killing vector field \(\xi\), we can choose a gauge such that the Lie derivative of the vector potentials \(A_\mu^\Lambda\) vanishes and choose adapted coordinates such that the isometry is just a translation (e.g. \(\xi = \partial_t\)). The fields of the theory will then depend only on the remaining three coordinates \(x_i\) \((i = 1, 2, 3)\) parameterizing the orbit space \(\Sigma_3\) of the action of \(\xi\). In these coordinates, \(\xi\) has the form \(\xi = (\Upsilon, \Upsilon \omega_i)\) and the metric \(g_{\mu\nu}\) can be decomposed as:

\[
g_{\mu\nu} = \begin{pmatrix} \Upsilon & \Upsilon^{-1} g_{ij}^{(3)} + \Upsilon \omega_i \omega_j \\ \Upsilon \omega_i & -\Upsilon^{-1} \end{pmatrix},
\]

only requiring \(\Upsilon \neq 0\). The scaled metric \(g_{ij}^{(3)}\) is referred to the reduced 3D space \(\Sigma_3\).

In a similar way, we decompose the vector fields as:

\[
A_\mu^\Lambda = (A_0^\Lambda, A_0^\Lambda \omega_i + A_i^\Lambda) = (Z^\Lambda, Z^\Lambda \omega_i + A_i^\Lambda),
\]
The Lagrangian (B.1) can be now rewritten (apart from surface terms) as:

$$
\frac{1}{e^{(3)}} \mathcal{L} = + \frac{R^{(3)}}{2} - \frac{1}{2} g^{(3)}_{ij} \langle \dot{J}_i, \dot{J}_j \rangle - \frac{1}{2Y} I_{A\Sigma}(\phi) \partial_i Z^\Lambda \partial^i Z^\Sigma - \frac{1}{4Y^2} \partial_i Y \partial^i Y +
$$

$$
+ \frac{\Gamma^2}{8} \omega_{ij} \omega^{ij} + \frac{\Gamma}{4} I_{A\Sigma}(\phi) (F_{ij}^A + \omega_{ij} Z^\Lambda) (F^{\Sigma ij} + \omega^{ij} Z^\Sigma) +
$$

$$
+ \frac{1}{2e^{(3)}} R_{A\Sigma}(\phi) \varepsilon^{ijk} (F_{ij}^A + \omega_{ij} Z^\Lambda) \partial_k Z^\Sigma ,
$$

(B.6)

where $R^{(3)}$ is the scalar curvature for the three-dimensional metric $g^{(3)}_{ij}$ and with

$$
\omega_{ij} = \partial_i \omega_j - \partial_j \omega_i , \quad F_{ij}^A = \partial_i A_j^A - \partial_j A_i^A .
$$

(B.7)

If the original field configuration was a solution of the four-dimensional field equations, then the set $\{g^{(3)}_{ij}, Y, \omega_i, A_i^A, A_i^A, \phi_s\}$ is a solution of the three dimensional field equations derived from $\mathcal{L}$ and viceversa. The field equations for the 3D vector fields $A_i^A$ and $\omega_i$ are (omitting symplectic indices)

$$
\nabla_i \left( Y I(\phi) (F^{ij} + \omega^{ij} Z) + \frac{1}{e^{(3)}} R(\phi) \varepsilon^{ijk} \partial_k Z \right) = 0 ,
$$

$$
\nabla_i \left( \frac{\Gamma^2}{2} \omega^{ij} + Y I(\phi) Z^T (F^{ij} + \omega^{ij} Z) + \frac{1}{e^{(3)}} R(\phi) \varepsilon^{ijk} Z^T \partial_k Z \right) = 0 ,
$$

(B.8)

and can be considered as Bianchi identities for the dual potentials $Z^\Lambda$ and for the so-called twist potential $a$.

Instead of using the definitions of $F_{ij}^A$ and $\omega_{ij}$, we can treat them as independent fields and add Lagrange multipliers to the Lagrangian (ensuring that they are curls)

$$
\mathcal{L}' = \mathcal{L} + \frac{1}{2} e^{(3)} \varepsilon^{ijk} Z^\Lambda \partial_i F_{jk}^A + \frac{1}{4} e^{(3)} \varepsilon^{ijk} (Z^\Lambda Z^\Lambda - a) \partial_i \omega_{jk} .
$$

(B.9)

The resulting field equations for $\omega_{ij}$ and $F_{ij}^A$ are

$$
\omega^{ij} = \frac{1}{e^{(3)}} \varepsilon^{ijk} \frac{1}{\Gamma^2} \omega_k ,
$$

$$
F^{Aij} + \omega^{ij} Z^\Lambda = \frac{1}{e^{(3)}} Y \varepsilon^{ijk} I^{-1A\Sigma}(\phi) \left( R_{\Sigma\Pi}(\phi) \partial_k Z^\Pi - \partial_k Z^\Sigma \right) ,
$$

(B.10)

with

$$
\omega_i = - \partial_i a - (Z^\Lambda \partial_i Z^\Lambda - Z^\Lambda \partial_i Z^\Lambda) .
$$

(B.11)

Inserting these expressions back into $\mathcal{L}'$, we obtain the Lagrangian of the three-
dimensional reduced theory

\[
\frac{1}{e^{(3)}} \mathcal{L}^{(3)} = \frac{R^{(3)}}{2} - \frac{1}{2} g^{(3)ij}(\dot{J}_i, \dot{J}_j) - \frac{1}{4 \Upsilon^2} \left( \partial_i \Upsilon \partial^i \Upsilon + \varpi_i \varpi_j \right) - \frac{1}{2 \Upsilon} \partial_i \mathcal{Z}^M \mathcal{M}^{(4)MN} \partial^i \mathcal{Z}_N \equiv \\
\equiv \frac{R^{(3)}}{2} - \frac{1}{2} \hat{g}_{ab}(z) \partial_i z^a \partial^i z^b ,
\]

(B.12)

where \( \mathcal{M}^{(4)MN} \) is the negative-definite matrix introduced in (62) and where the “twist” vector \( \varpi_i \) can be rewritten in an explicit \( G^{(4)} \) invariant form as

\[
\varpi_i = - \partial_i a - \mathcal{Z}^M \mathcal{C}_{MN} \partial_i \mathcal{Z}^N .
\]

We have obtained a non-linear \( \sigma \)-model with a target space \( \mathcal{M}^{(3)}_{\text{scal}} \) parameterized by \( \Phi = \{ \phi, \Upsilon, \mathcal{Z}, a \} \), coupled to (three-dimensional) gravity.

For a space-like Killing vector (\( \Upsilon < 0 \)) the metric on \( \mathcal{M}^{(3)}_{\text{scal}} \) is positive definite, while for a time-like Killing vector (\( \Upsilon > 0 \), stationary solutions) the metric is indefinite with \( 2n_v \) negative terms due to the fields \( \mathcal{Z} \) originating from the \( n_v \) vector fields in the four-dimensional theory.

**Invariance group and target space.** The set of all the transformations leaving invariant the metric (on the target space \( \mathcal{M}^{(3)}_{\text{scal}} \)) and the field equations (from Lagrangian (B.12)) form a non-compact Lie group \( G^{(3)} \). The target space can be either a Riemannian symmetric space (\( \Upsilon > 0 \) case)

\[
\mathcal{M}^{(3)}_{\text{scal}} = \frac{G^{(3)}}{H^{(3)}} , \quad (\Upsilon > 0)
\]

(B.14)

where \( H^{(3)} \) is the maximal compact subgroup of \( G^{(3)} \), or a pseudo-Riemannian symmetric space (\( \Upsilon < 0 \) stationary case) of the form

\[
\mathcal{M}^{(3)}_{\text{scal}} = \frac{G^{(3)}}{H_{r}^{(3)}} , \quad (\Upsilon < 0)
\]

(B.15)

where \( H^{*}_{(3)} \) is a non-compact real form of \( H^{(3)} \).

**B.2 Stationary solutions with pseudo-Riemannian symmetric space**

If we consider the stationary case, we find a pseudo-Riemannian symmetric target space \( \mathcal{M}^{(3)}_{\text{scal}} = G^{(3)}/H_{r}^{(3)} \). It is possible to introduce the hermitian, \( H_{r}^{*} \)-invariant matrix \( \mathcal{M}^{(3)} \) which, in a chosen matrix representation, reads:

\[
\mathcal{M}^{(3)} = \mathcal{M}^{(3)}(\Phi) = L \eta L^\dagger = \mathcal{M}^{(3)}_{(3)} ,
\]

(B.16)

defined from the coset representative \( L(\phi) \), and where \( \eta \) is a suitable \( H_{r}^{*} \)-invariant metric (see App. A).
The reduced Lagrangian (B.12) can be rewritten

\[ \frac{1}{e_0^{(3)}} \mathcal{L}^{(3)} = \frac{R^{(3)}}{2} - \frac{1}{2} \langle \hat{J}_i, \hat{J}_j \rangle \equiv \]

\[ \equiv \frac{R^{(3)}}{2} - \frac{\hat{\kappa}}{8} g^{(3)ij} \text{Tr} \left( \mathcal{M}^{-1} \partial_i \mathcal{M} \mathcal{M}^{-1} \partial_j \mathcal{M} \right), \]

\( \hat{\kappa} \) being a constant depending on the considered representation and on the specific \( \sigma \)-model, and \( \hat{J}_i \equiv \hat{J}_{i}^{(3)} \) being the currents

\[ \hat{J}_i = \frac{1}{2} \mathcal{M}^{-1} \partial_i \mathcal{M} . \] (B.18)

The field equations for for the above Lagrangian can be written in the compact form

\[ R_{ij}^{(3)} = \langle \hat{J}_i, \hat{J}_j \rangle , \]

\[ \nabla_i \hat{J}_i = 0 , \] (B.19)

where not all the conserved currents \( \hat{J} \) and not all the field equations \( \nabla \hat{J} = 0 \) are independent.
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