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Abstract: The prairie region of Canada is a dynamically changing landscape in relation to past and present anthropogenic activities and recent climate change. Improving our understanding of the rate, timing, and distribution of landscape change is needed to determine the impact on wildlife populations and biodiversity, ultimately leading to better-informed management regarding requirements for habitat amount and its connectedness. In this research, we assessed the viability of an approach to detect from–to class changes designed to be scalable to the prairie region with the capacity for local refinement. It employed a deep-learning convolutional neural network to model general land covers and examined class memberships to identify land-cover conversions. For this implementation, eight land-cover categories were derived from the Agriculture and Agri-Food Canada Annual Space-Based Crop Inventory. Change was assessed in three study areas that contained different mixes of grassland, pasture, and forest cover. Results showed that the deep-learning method produced the highest accuracy across all classes relative to an implementation of random forest that included some first-order texture measures. Overall accuracy was 4% greater with the deep-learning classifier and class accuracies were more balanced. Evaluation of change accuracy suggested good performance for many conversions such as grassland to crop, forest to crop, water to dryland covers, and most bare/developed-related changes. Changes involving pasture with grassland or cropland were more difficult to detect due to spectral confusion among classes. Similarly, conversion to forests in some cases was poorly detected due to gradual and subtle change characteristics combined with confusion between forest, shrub, and croplands. The proposed framework involved several processing steps that can be explored to enhance the thematic content and accuracy for large regional implementation. Evaluation for understanding connectivity in natural land covers and related declines in species at risk is planned for future research.
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1. Introduction

The prairie region comprising the provinces of Alberta, Saskatchewan, and Manitoba is one of the most anthropogenically modified landscapes in Canada primarily related to development and agricultural activities [1,2]. This has led to declines in natural land covers such as forest, shrub, grass, and wetland throughout or for local regions [3,4]. Climate change is also modifying the prairies landscape related to regional trends in temperature and precipitation [5]. Grasslands, in particular, are one of the least protected...
and fragmented landscapes, both in Canada and globally and are an important habitat requirement for many species at risk [2,6]. In a recent study, grassland birds were found to have undergone the largest decline since 1970 relative to other breeding biomes [7] with habitat loss considered to be the primary driver of this trend [8]. Thus, an improved understanding of the rate, timing, and distribution of changes in cover types in the prairie ecosystem is needed to determine the impact on wildlife populations and biodiversity. This will lead to better-informed management regarding requirements for habitat amount and its connectedness.

In the prairie region significant advancements have been made related to crop type mapping in Canada [9,10] and the United States (US) [11]. While the Annual Space-Based Crop Inventory (ACI) produced by Agriculture and Agri-Food Canada (AAFC) provides annual crop-type mapping with high accuracy (>80%), its application to simple post-classification change detection often results in low change accuracy where the classification errors are spatially independent [12,13]. Currently it covers the period from 2009 to present. Gage et al. [14] used the AAFC and the US cropland data layers to determine plowed lands applying temporal rules to account for misclassifications. Using a similar strategy, a land-use dataset at a decadal time interval from 1990 to 2010 was developed for the prairie region by AAFC [15]. This dataset was compiled from existing land-cover data using evidence-based rules to combine and seek temporal consistency between data sources. Overall map accuracies ranged from 84% to 93%, but change accuracy between maps was not reported. Yang et al. [16] used change vector analysis with several refinement rules for a study area in Alberta, Canada to detect grassland to cultivated land conversions. Reported overall accuracy was high (89%), but producer’s accuracy for the change class was lower (60%). They also found that extending the method to a larger region reduced accuracy slightly.

The development of land-cover time series specifically designed to be temporally consistent and thus suitable for map comparison can provide accurate change results capturing from-to class conversions. These approaches are generally based on some form of change updating, post-classification refinement, or combination of these to ensure temporal consistency [17–27]. Approaches vary in the degree of effort required to achieve good results, types of changes detected, and temporal frequency among other methodological differences. The US National Land Cover Database for example, leverages data from several national programs and fractional mapping efforts for various aspects of its development [27,28]. In Canada, land-cover time series products have mostly focused on changes associated with forests [17,20,21,26]. This is due in part to the variable nature of agriculture and grass covers making reliable detection challenging. Agriculture crops can have a diverse range of spectral responses, develop rapidly post planting in spring, senesce early in mid-to-late summer, and can be harvested multiple times a season. Grassland spectral response is often highly sensitive to moisture conditions due to shallow rooting systems [29] and is also influenced by canopy density [30]. Further, land-cover and land-use classes of interest in the prairies are often of small size relative to the spatial resolution of many daily revisit remote-sensing sensors limiting detection of urban and industrial development and mixing boundaries between crop and natural land covers. Moderate resolution sensors such as Landsat provide improved spatial resolution, but the revisit frequency and cloud cover can significantly reduce the availability of clear sky observations for analysis.

More recently, continuous change detection methods based on modeling Landsat time series have seen significant development [19,22,31,32]. These detect change occurrence within the year, can be implemented with a high degree of automation, and results can be used to provide an estimate of land cover. In these approaches, the time series is modeled and changes detected based on the model deviation to the time series across bands/features. It has been shown to be effective for more spectrally distinct and abruptly occurring changes. Subtle and gradual changes have been identified as a greater challenge, and improvements and modifications have been presented in [19,32]. For subtle changes some capacity for detection could be reduced without specific determination of
the weighting of spectral, temporal, or spatial input features. For example, if spring is the primary period to differentiate a given land cover, then including summer and fall data may decrease the relevance of the spring input reducing the ability to detect the change. However, this implies a requirement for training data to define feature weights and is a possible disadvantage regarding a more data driven automated approach. The frequency of Landsat acquisitions and associated clear-sky observations is also an important consideration [19,22,31–34].

Detection of grassland types as native and non-native is an important need in the prairie region regarding biodiversity and wildlife habitat [2]. Previous research has shown some potential to separate these grasslands and seeded forage pastures to varying degrees using seasonal data [35–37] or detecting evidence of plowing with lidar data in [38]. Results show that research is progressing, but data is currently insufficient for assessment across the entire prairie extent. Further research is also needed to evaluate the ability to detect changes between these classes over time.

Here we investigate an approach based on converting Landsat observations to class memberships using a convolutional neural network (CNN) and detecting changes in the memberships through time. Our objective was to apply and assess the viability of this approach as a means to capture from-to class conversions in the prairie region of Canada.  

2. Materials and Methods

2.1. Overview

The main processing steps followed in this study are shown in Figure 1. This involved: (1) compositing Landsat time series for spring, summer, and fall periods from 1984 to 2018, (2) training a deep-learning classifier using the AAFC and North America Land Change Monitoring System (NALCMS) cover data, (3) applying the classifier to generate class membership time series, (4) detecting change seed points from the time series using a split window method and a set of membership tests, (5) segmenting changes using region growing from the detected seed points, and (6) removing repeat detections using a temporal cleanup procedure followed by application of a spatial–temporal mode filter. Assessment of the classification and change results was undertaken to identify the limitations and potential improvements for large extent applications.

![Figure 1. Overview of processing approach.](image)

2.2. Study Area

The study area focused on the Prairie Ecozone in the south of the Canadian provinces of Alberta, Saskatchewan, and Manitoba. Farming is the predominant human activity with much of the land utilized in some capacity for agricultural cropland, rangeland, and pasture [39]. The mean temperature varies across the region from approximately −9 to −18 °C in winter and 16 to 20 °C in summer. Annual precipitation varies from 250 mm
in the arid regions in the south-west to 700 mm in the south-east below lake Manitoba. Snowfall accounts for approximately a quarter of the precipitation [39]. Three sample regions of 90 by 150 km were selected (Figure 2). These were chosen to represent different mixes of cropland, grassland, and forest covers and associated changes.

Figure 2. Samples used for classifier training and assessment. Grey circles were used for training, yellow triangles were used for deep-learning model convergence, and red squares were used for independent accuracy assessment. Black outlines identify the areas used for change assessment. The land-cover map is the 2010 land cover of Canada [40].

2.3. Landsat Processing and Ancillary Data

Landsat-5 and -8 Collection 1 corrected to surface-reflectance level 2 data were acquired from the United States Geological Survey (USGS) and ingested into the Open Data Cube software for analysis. More than 1000 images intersected each study area. To improve separability of some classes data from spring (day of year 135 to 170), summer (180 to 235), and fall (235 to 275) were included. Only the red, near-infrared, and short-wave bands were kept to minimize residual atmosphere and haze and reduce overall processing requirements. We also included digital elevation data from the Shuttle Radar Topography Mission to improve classifier optimization across elevation strata.

Extracting consistent multi-season clear-sky Landsat observations in agriculture environments is challenging due to the diverse phenology of the cover types and irregular and sparse sampling of clear-sky Landsat observations. Thus, pooling or modeling of observations is often required. For classifier training we pooled images across three years to account for missing data and to reduce residual clouds, shadows, and haze not captured by the Landsat quality flag. Image chips of $32 \times 32$ pixels were extracted and the 40th percentile was used for compositing to provide good-quality data for training.
To apply the classifier to the time series, image composites were produced using the same method for each year, but without pooling across years. Additional outlier detection and interpolation of data for missing years was required. For outlier detection, we applied a Lowess filter and computed the z-score of the residuals. Observations with a z-score of greater than 1.35 (~80% confidence) were replaced with the smoothed estimate. Two iterations of this outlier detection procedure were applied. Missing observations in a given year were linearly interpolated as a final step.

2.4. Classifier Training and Test Samples

For classifier development, samples across the prairie region were acquired for training, verification, and final independent testing. The verification sample was used to determine training convergence of the deep-learning classifier and the test sample for independent assessment. To generate these, a systematic approach was used where samples were collected following a grid of sample blocks of 9 by 9 km with 15 km spacing between blocks. Blocks were assigned as training, validation, and test. For the test sample a column of the sample grid was randomly selected and every fourth column from that added. Only every second row for the selected columns were included in the test sample. Figure 2 shows the distribution of these sample sets. In total there were 39,520 (60%) training samples, 23,934 (30%) verification samples and 6509 (10%) test samples. Here we focused the majority of the samples for training and verification in an effort to maximize model performance for use in the change analysis. We trained the classifier over the full extent so that it could be applied across the entire region and to capture a greater range of class variability potentially improving generalization in space and time.

Training labels for these samples were derived from the AAFC ACI time series and the NALCMS circa 2010 land cover [40]. Both products were generalized to eight classes of bare, grass, pasture, crop, shrub, forest, wetland, and water following from the AAFC product specification [41]. The AAFC ACI data for 2009–2011 was used to extract the sample for Landsat 5 and 2015–2017 for Landsat 8. These samples were merged for training and testing. For each, sample pixels that were consistent across the three years were used. The NALCMS land cover was added to further check samples for natural cover types including wetland, shrub, and forest with the AAFC ACI.

After initial runs, additional training samples were acquired to improve specific classes based on interpretation of Landsat and high-resolution ESRI World Imagery. Road samples were added to better define roads, as initial results showed reduced detection where the road did not strongly contrast with the surrounding cover. Grasslands were also found to be temporally variable and additional samples were extracted from the time series. These samples were selected to be around 8 km away from a test sample to allow for capturing the class spectral and spatial variability within a region.

2.5. Classification and Assessment

In addition to the deep-learning classifier, we also tested random forest that included spatial features for comparison. Random forest is an efficient algorithm that can be easily applied in a distributed processing framework. Thus, if sufficient accuracy could be achieved then it would be the preferred classifier. For assessment, we evaluated the classification results against the test sample and report error matrices, summary accuracy measures, and class accuracies. Summary measures included the overall accuracy, kappa, and average F1-score. For class accuracies we report the F1-score, which provides class-specific accuracy, accounting for both omission and commission error.

2.5.1. Ensemble CNN

For the deep-learning method, we used a CNN incorporating multiple image extents to account for the sensitivity of CNNs to object size/scale [42–44]. It is based on the structure used in [45] and shown in Figure 3. The input features were the spring, summer, fall, and elevation data for an image chip of 32 by 32 pixels. For the CNN this image
was cropped to sizes of $1 \times 1$, $4 \times 4$, and $8 \times 8$ in addition to the input of $32 \times 32$. We did not include the $16 \times 16$ size to reduce the overall size of the network. For each size, we developed a separate network path following a simple ResNet configuration, except for the $1 \times 1$ which used dense layers instead of convolution layers and no residual connections. Residual connections in CNNs were introduced by He et al. [46]. Residual connections force the next layer in the network to learn something different from the previous layers and have been shown to alleviate the problem of deep-learning models not improving performance with depth. Global average or max pooling was applied at the end of each path and dropout layers were added in an attempt to improve generalization. The outputs from each path were concatenated and fed into a set of final dense layers for class prediction. All activations were Gaussian Error Linear Units (GELU), which have shown good performance in object-recognition tasks among others [47]. Batch normalization was applied after all convolution or dense layers, except for the final output. As for ResNets, L2 weight regularization was used with a factor of 0.0001. For the final output layer after concatenation an eight-node dense layer with softmax activation was applied.

For training, the Adam optimizer was used with 500 epochs and categorical-cross entropy loss function. Batch size was set to 64. Data augmentation was applied to enhance sample variation and included rotation, reflectance bias of $\pm 10\%$, and random noise of $\pm 10\%$ reflectance for 15% of the input image. To determine training convergence, we monitored the validation data across training epochs and the network weights with the best performance were kept. Early stopping criteria was applied if no improvement was found in 50 epochs. For CNNs, weight initialization and random selection for batch training can lead to variability in the results. Thus, an ensemble of three models were generated and the average of the final output layer taken. Max pooling was used for two models in the ensemble and average pooling for one. In initial tests using max or average pooling showed that both provided improvement in some cases and thus could enhance the ensemble results. All CNNs were trained using the TensorFlow backend on a Tesla M100 graphic processing unit.

2.5.2. Random Forest

For random forest, input features included the mean and standard deviation for image window sizes of $5 \times 5$, $15 \times 15$, and $32 \times 32$ in addition to the central pixel values for each input feature. We used a random search to identify an optimal parameter set where 100 sets were sampled and compared using three-fold cross validation. Search parameter ranges were number of trees (200 to 800, by 100), minimum samples split (2–4), minimum
samples per leaf (2–4), maximum depth (full), bootstrap (true), and maximum features for split (square root of the number of features). For a description of these parameters see the Scikit-learn documentation [48]. These results were refined using a grid-search with the parameter ranges set to ±0.50 for the number of estimators and ±1 for the other parameters.

2.6. Membership Based Change Detection and Segmentation

2.6.1. Split Window Detection of Change Seed Points

To detect persistent class from–to changes, we generated a membership time series using the ensemble CNN applied to each year. Thus, for a given pixel we had eight class memberships for each year from 1984 to 2018. These were temporally smoothed using a filter size of three to reduce noise. To detect change for a pixel, we applied a moving split window approach and evaluated several tests based on the class memberships.

For the split window detection, a segment of the time series of size of $N$ years was split into two $N/2$ year windows representing the from (year-$N/2$) and to (year+$N/2$) periods for change detection. Note that the split window size ($N/2$) was truncated at the time-series edges. The following tests were applied to detect change seed points for each year in the time series for the class with the maximum median membership (maxMm) determined in the from or to-windows:

1. The change of the median membership in the from-window to the to-window must be greater than a change threshold ($ct$) for the class with the maxMm defined in the from-window.

$$M_{fc,y-N/2} - M_{fc,y+N/2} > ct$$

2. The change of the median membership in the to-window to the from-window must be greater than a change threshold for the class with the maxMm defined in the to-window. An adjustment factor for class transitions was included.

$$M_{tc,y+N/2} - M_{tc,y-N/2} > ct - \text{adjustment}$$

3. The from–to class memberships must occur as the maximum for a minimum occurrence threshold ($ot$) in each window. Here the two tests were combined.

$$\left[ \frac{\sum_{x} m_{fc,y-i} = \max_{y-i}}{(N/2)} \times 100 \right] + \left[ \frac{\sum_{x} m_{tc,y+i} = \max_{y+i}}{(N/2)} \times 100 \right] > 2ot$$

4. The median membership for a class defined in the from or to-windows must be greater than a minimum threshold ($mt$). Here the two tests were combined.

$$M_{fc,y-N/2} + M_{tc,y+N/2} > 2mt$$

5. Crop to bare change was detected if the crop class passed test 1, the median membership for the bare class increased by more than 15%, and the median Normalized Difference Moisture Index (NDMI) [49] in the to-window was less than 0.1.

$$M_{bare,y+N/2} - M_{bare,y-N/2} > 15\% \text{ and } M_{NDMI,y+N/2} < 0.1$$

where $M_{fc,y-N/2}$ represents the median membership for the class with the maxMm in the from-window and $M_{fc,y+N/2}$ is for that class in the to-window. $M_{fc,y+N/2}$ represents the median membership for the class with the maxMm in the to-window and $M_{tc,y-N/2}$ is for that class in the from-window. The year is $y$ and $mfc$ or $mtc$ are the membership values for the year of the class with the maxMm in the from or to-windows. The $max$ is the maximum membership value for a given year among all classes.

After examining initial results, we added test 5 to improve detection of change from crop to bare. The crop class included cropping practices with low canopy cover and high
soil exposure. Thus, some bare areas associated with oil and gas exploration were not well-captured because the membership was confused with these low-cover crops.

For this implementation the window size was set at 24 years. The change threshold was set at 25% and no adjustment for class transition was applied. The occurrence threshold was set at 25% and the minimum membership was also set at 25%. Of these tests, the results were most dependent on 1 and 2. Figure 4 shows examples of the membership time series for several changes for different pixels with the from- and the to-windows highlighted.

Figure 4. Example membership time series for selected pixels (a–d) showing the to and from windows associated with a detected change point.

For some changes, a class such as forest may initially be bare or grass following disturbance for a short period of 1–5 years. Thus, the adjustment threshold for test 2 can be used to address this and can be set for specific change classes. However, because we used a long period of 24 years with the objective of detecting persistent class changes, we did not apply this adjustment.
2.6.2. Threshold Adjustments

To incorporate class confusion, we increased the membership change threshold for each class as a function of the commission error percent multiplied by a confusion penalty. The error percentage in its decimal form was rounded to the nearest tenth to account for uncertainty in the estimates. The confusion penalty was set with a value of 30%. For the shrub class, for example, this increased the threshold by 9% ($0.3 \times 30$). For this implementation, the membership change threshold was selected to be slightly biased towards commission error. Including this adjustment increased the threshold specific to each class to reduce error.

We also adjusted the threshold at the time-series edges where the number of observations ($\text{no}$) in either the from or to windows was less than six using a natural log function ($-14.5 \times \ln(\text{no}) + 30$). However, if the number of observations was less than two, the change threshold was set at 50%. This helped to reduce false detections at the edges of the time series.

2.6.3. Determining the Change Year

Once a change was detected, we determined the year as the first occurrence of the to-class membership achieving a maximum in the to-window. We output the values of all tests and seed points based on test 1 to be used in spatial segmentation refinement.

2.6.4. Detection of Gradual Change Seed Points

For longer gradual changes, the split window approach may miss some of these changes. To address this, we added a trend-based change detection approach applied only if change was not detected by the split window, where for each class for the full time series, the Mann–Kendall trend test was applied to the membership values. If a significant trend was found and correlation using the Kendall Tau was greater than 0.65, it was accepted as change. In this case, the from-class was determined as the maximum median membership for the class from 1984 to 1989 and the to-class from 2013 to 2018. The change year was determined as the first occurrence of the to-class maximum membership in the last half of the time series.

2.6.5. Segmenting Changes

Once change seeds were detected, region growing segmentation was applied using eight-neighbor connectivity. For a given change seed, a window size of 64×64 was extracted and a mask created using a change threshold of 15% and the change type associated with the seed. This mask was segmented to delineate the change object connected with the seed point. The purpose of the segmentation was to better delineate changes.

2.6.6. Temporal Refinement

To remove repeated changes of the same type across years, a temporal cleanup procedure was applied. This occurred because the change tests can be triggered by the same change over several years. After removal of repeated occurrences, we applied a spatial–temporal mode filter of 3×3×3. This helped to improve the detected change year as it was found to vary between neighboring pixels by ±3 years.

2.7. Change Detection Assessment

To evaluate change, we provided several examples of the change results relative to Landsat for various change types and carried out a more quantitative assessment to identify change classes with reduced performance. Statistically rigorous evaluation of from–to change accuracy is difficult due to the large number of change classes representing a range of abrupt, gradual, and subtle changes. For validation of a change product, good practices are recommended in [50], which recognize the importance of practical constraints such as cost and reference data availability. However, even with these considerations, such accuracy assessments are a substantial undertaking and thus are not often applied in
method development and prototyping research. For this reason, we followed an approach similar to [32], involving interpretation of Landsat time series. For historical assessment such as this, Landsat interpretation can be a practical option for many change classes and can also provide an estimate of the change timing. However, for some change classes interpretation is much more ambiguous. Particularly, for small patches or for gradual subtle changes that are spectrally similar to one or more classes. To account for this in the results, we include an estimate of interpreter confidence.

For this assessment, we sampled five changes for each change class where possible and ten samples for each no-change class for each of the study sites. For the no-change samples, the 2018 AAFC ACI product was used for sample stratification. For each sample we extracted the Landsat scenes for the point for $60 \times 60$, $20 \times 20$, and $3 \times 3$ sized windows and examined this multi-extent image time series to determine if there was evidence to support the detected \textit{from-to} change occurrence. Where suitable, high-resolution ESRI World Imagery was consulted. The year of the change was also estimated. For the no-change samples, we examined the time series to determine if a change had been missed.

To improve understanding of changes associated with the pasture class we split it into high and low biomass pasture. The high-biomass pasture class represented more intensively managed or seeded-forage pastures. In some cases, it also included mixes of pasture and shrub or naturally occurring high-biomass grasslands typically associated with wetland areas. The low-biomass pasture class represented a grassland- or low-vegetation-like cover condition. To separate these, we used the class memberships and NDMI, where if the membership for crop was greater than the membership for grassland by 5% or if the NDMI was greater than 0.18 it was identified as high-biomass pasture.

Including no-change there were a total of 81 classes, which makes standard accuracy assessment impractical to implement and present. Furthermore, not all change classes will be of interest nor can all be assessed with the same confidence. For these reasons we compute the estimated percent correct of each change class and provide it as a 9 by 9 matrix for convenience. The diagonal represents the percent correct for no-change classes, and the off-diagonal the change classes.

3. Results and Discussion

3.1. Classification

The deep-learning ensemble CNN achieved a higher accuracy than random forest by 6% for the average summary F1-score. More importantly, class accuracies were more balanced (Table 1). Classes where spatial properties were evident increased the most. For example, the CNN was better able to separate croplands with high soil exposure from other bare land covers. All classes except for wetland and shrub had an F1-score greater than 80%. Shrub had the lowest class accuracy and was confused with several classes, but most predominantly with wetland and forest (Table 2). Wetland was mostly confused with forest, followed by crops. These results are generally consistent with other large-extent land-cover mapping applications using Landsat in Canada [15,26,40], the US [51], and with the reported accuracies in the AAFC ACI metadata [41].

| Classifier     | Overall  | F1-Score |
|----------------|----------|----------|
|                | Accuracy | Kappa    | F1_Ave  | Bare | Grass | Pasture | Water | Crop | Forest | Wetland | Shrub |
| Ensemble CNN   | 0.884    | 0.861    | 0.840   | 0.826 | 0.867 | 0.835   | 0.978 | 0.929| 0.920   | 0.763    | 0.600  |
| Random Forest  | 0.845    | 0.816    | 0.776   | 0.650 | 0.842 | 0.771   | 0.981 | 0.901| 0.890   | 0.722    | 0.450  |
Table 2. Error matrix for the ensemble CNN.

| Reference        | Bare | Grass | Pasture | Water | Crop | Forest | Wetland | Shrub | R_Sum | UA |
|------------------|------|-------|---------|-------|------|--------|---------|-------|-------|----|
| Bare             | 145  | 4     | 8       | 0     | 15   | 4      | 4       | 1     | 180   | 0.81|
| Grass            | 5    | 828   | 92      | 0     | 16   | 5      | 21      | 10    | 977   | 0.85|
| Pasture          | 8    | 92    | 1014    | 2     | 56   | 17     | 19      | 22    | 1230  | 0.82|
| Water            | 0    | 1     | 3       | 887   | 1    | 1      | 18      | 1     | 912   | 0.97|
| Crop             | 1    | 2     | 18      | 2     | 7    | 1045   | 64      | 32    | 1171  | 0.89|
| Forest           | 0    | 0     | 6       | 9     | 14   | 20     | 391     | 30    | 470   | 0.83|
| Wetland          | 1    | 3     | 8       | 0     | 3    | 9      | 11      | 99    | 134   | 0.74|
| Shrub            | 1    | 3     | 8       | 0     | 3    | 9      | 11      | 99    | 134   | 0.74|
| C_Sum            | 171  | 933   | 1198    | 901   | 1455 | 1100   | 555     | 196   |       |    |
| PA               | 0.85 | 0.89  | 0.85    | 0.98  | 0.92 | 0.95   | 0.70    | 0.51  |       |    |

Note: C_Sum—column sum, R_Sum—row sum, PA—producer’s accuracy, UA—user’s accuracy.

3.2. Change Detection

Assessment of the change results are shown in Figure 5 as matrices of from-to change classes providing the estimated agreement with reference samples, the number of samples used to evaluate each change class, and the error in the change year. These are combined across all sample regions and noteworthy differences between regions are discussed below. Examples for visual evaluation are provided in Figure 6. These reveal the delineation accuracy of the change objects and help provide confidence with the derived results.

**Figure 5.** Change assessment by change class (a) percent agreement with reference samples, (b) number of reference samples, (c) mean absolute difference in the change year.
Figure 6. Example change detection results; (a) grass to crop and road, (b) crop to urban, (c) water-body shrinkage, (d) forest to crop, (e) crop to pasture, and (f) pasture to forest. The order from left to right is the result for the change class and year followed by example Landsat images displayed as the near-infrared, short-wave infrared, and red band combination.
Reasonable detection performance was found for many of the change classes. Classes with distinct spectral properties and persistent cover conversions were better detected, as expected. Detection errors were associated with class spectral confusion, small change objects, infrequent changes, changes close to the start or end of the time series, and temporal variability of the land-cover classes. These factors are generally known to affect classification and change-detection performance, but the specific manner in which they influenced the results of this approach are worth highlighting. Spectral confusion in this case caused an overall reduction in the derived memberships and increased the membership variability between years, reducing detection of some changes. It also caused some commission error, where for a given area the occurrence of spectrally similar classes increased over time, leading to false detection. This was most problematic for samples located near object boundaries. For example, shrub and crops can have similar spectral properties. Thus, a small patch of shrub surrounded initially by grass that is converted to a crop can cause this type of error. This is in part why smaller, less spectrally distinct changes were more difficult to detect. Furthermore, smaller objects do not benefit from the ability of the CNN to represent spatial features. Detecting changes at the start or end of the time series can be more challenging because of the reduced number observations available resulting in greater sensitivity to classification error. For some classes, temporal variability on an annual time scale presented a challenge. For example, depending on climate in a given year, wetland areas can appear as water or dryland. In this case, determining if change occurred has a higher degree of uncertainty and is more dependent on the specific definition of what constitutes a change in terms of temporal persistence.

Computing a summary accuracy measure from these results could be potentially biased due to ambiguity in the interpretation of some change classes related to spectral confusion and inadequate spatial or temporal differences. Furthermore, effectively representing omission error can be problematic because its occurrence is rare relative to the sample space (area of no-change) reducing the likelihood of sampling a missed change. However, recognizing these limitations, these results can be collapsed to change and no-change classes giving an estimated overall accuracy of 85% and average F1-score of 83%. Comparison to other studies is problematic because of substantial differences in study areas, change classes, and assessment methods.

The timing of the detected changes was good on average ±2 years. However, large errors did occur related to gradual changes, from–to classes with a high degree of temporal variability, or where the conversion included a period of a change transition class. Errors of more than 8 years occurred for less than 1% of the sample and were never larger than 10 years. Part of the error in this case was related to the difficulty of precisely interpreting change timing for gradual changes.

The percent change relative to the total area of the study sites is shown in Figure 7. Values were multiplied by 1000 to better represent small changes, where 10,000 equals 10%. Two graphs with different y-axis ranges are provided for visualization of less frequent changes. Considering the challenge of describing the results for all change classes, we elected to summarize these for natural covers of loss and gain for grassland, forest, water/wetland combined, and also highlight some of the other significant notable changes observed.
3.2.1. Grassland Loss and Gain

The primary cause of grassland loss was due to conversion to some form of agriculture (pasture and crop in Figure 7). It occurred mainly in the south-west study region. Conversion to cropland and high-biomass pasture showed good agreement with reference samples and is supported by qualitative assessment of the results. Figure 6a shows an example of grassland converted to pivot-irrigated cropland. Results for the larger region are shown in Figure 8. Conversions between grassland and low-biomass pasture were less accurate due to spectral and spatial similarity. Interpretation confidence was low and also a factor in this result. Conversion to bare (access road) is also evident in Figure 6a and was another source of grassland loss, albeit small in terms of total area. Some grassland was lost due to increases in water and wetlands discussed further in Section 3.2.3.

Gains in grasslands were predominately from agriculture. These do not represent a gain in natural grassland. In this case the conversion represents an area where agriculture has not been practiced on the land for several years and may contain a mix of native and non-native species. Similar to the strategy applied by [38], these conversions can be used to distinguish native and non-native grasslands based on evidence of previous agricultural activity. However, specific to this approach, areas of non-native grassland that had been cultivated prior to 1984 would be missed. Seasonal differences in Landsat imagery have been used for native and non-native grassland detection in [35,36] and could be explored using this framework.
3.2.2. Forest Loss and Gain

Forest loss was caused by conversion primarily to agriculture followed by water/wetland and then developed land. Figure 6d shows an example of forest conversion to cropland. Forest conversion to water/wetland occurred due to the development of artificial water bodies or natural accumulation of water in low-lying areas. In some cases, it was related to mixed pixel effects, where an increase in water caused it to become the dominant cover in the pixel, where previously it was present but not dominant. Forest to shrub occurred in a few small areas, but due to forest–shrub confusion it had a higher degree of commission.

Figure 8. Grassland loss and gain in the south-west study region from 1984 to 2018.
error. In most cases, it captured the impact of forest canopy damage in a given year, but was not considered to be shrub cover.

Regarding forest gain, the primary conversion was from agriculture, with high-biomass pasture areas being the primary contributor. Figure 6f shows an example. Most of the forest gain occurred in the north-west study region. Conversion from crop to forest was incorrectly detected in some cases because of small forest object size, spectral confusion, gradual change rate, and the use of the CNN which can be influenced by the surrounding land cover [45]. Pasture to forest conversion in the south-east study region was incorrectly detected. It occurred mostly between 1987 and 1990. Evidence of drought and insect defoliation occurred prior to this period and the detected change was likely related to forest recovery [52,53]. Applying a higher threshold to the change membership can be used to reduce or remove this error in this region. In the north-west region pasture to forest conversion was more accurately detected. There was little forest in the south-west region and thus little to no forest gain or loss was detected.

### 3.2.3. Water/Wetland Loss and Gain

Trends in landscape moisture have increased for parts of the southern prairie region [5,54] resulting in more water and wetlands. In these cases, wetlands have transitioned to a more persistent water state and similarly cropland/pastures have transitioned to a wetland state. In some areas classes may fluctuate between water, wetland, and dryland classes interannually. Temporal persistence, in effect, ignores these short-term fluctuations so that the dominant class state can be represented in the change time series. Other approaches have been developed for annual water mapping with Landsat [55].

For the southern study regions, water loss occurred mostly due to conversion to wetlands associated with localized changes in wetland hydrology for a period of several years. Gains in water were due to conversions mostly from wetlands, agriculture classes, and some bare areas. Gains in wetland occurred as conversions from agriculture classes with some from bare areas and grasslands. In the north-western study region, loss and gains were more locally variable compared to the southern areas. For water, there was an overall reduction in the north-west. This was caused by water bodies drying out to become wetlands and bare areas (Figure 6c). Wetlands increased in the area due to the conversion from water, but again it was locally variable with some wetland loss caused by conversion to water. In these cases, mixed pixels were also a factor.

### 3.2.4. Change in Cropping Practices

The most frequent changes detected in all study regions were related to cropping practices, mostly conversions with pasture and cropland. The pasture class consisted of areas cleared for grazing, previously used for some form of agriculture production or currently cultivated non-native grasses used for feed or seed production. An important distinction between cropland and cultivated pasture was based on previous findings that these pastures were distinguishable from grasslands and croplands related to earlier spring greenup [37]. However, this has not been widely examined across the prairie region.

In the south-west study region, another conversion of interest was a change from low-canopy-cover to high-canopy-cover cropping practices. This was detected as a conversion from bare to cropland, but due to confusion between bare areas and low-canopy-cover croplands, omission error is expected to be high. The opposite conversion of cropland to bare was also caused by changes in cropping practices, but in some cases it was due to a change to pivot irrigation leaving field edges and corners in either a plowed or low vegetation cover state.

### 3.2.5. Roads

At 30 m spatial resolution the detection of roads is challenging due to the width of the road and spectral contrast with the surrounding cover. For change detection these factors add additional complexity as they can change over time. Examining the results,
new roads in forest and shrub tended to be captured because of sufficient contrast between the forest and road. In grasslands many roads were detected, but small roads and trails were missed and in general road detection in grasslands was more difficult due to reduced contrast relative to forests. Roads in cropland areas were the most problematic and were a source of commission error. For example, consider a time series where cropping practices change from low-canopy-cover to high-canopy-cover crops. In this case, the road is difficult to detect in the low-canopy condition because the road and adjacent low-canopy-cover cropland have similar spectral properties. In the high-canopy-cover cropland, the road is more easily detected, causing commission error in some cases. Improving training of roads and road edges would help to correct this, but also examination of the temporal trend in the surrounding land cover could be used to identify cases of high road-commission error associated with croplands.

3.3. Considerations for Large-Extent Application

Accurately capturing from-to class change is challenging depending on the class set, where more classes tend to reduce separability of spectral, spatial, and temporal properties, ultimately leading to reduced change-detection accuracy. Furthermore, changes can occur over a range of temporal scales and be highly temporally dynamic, taking several years to reach a constant state. Results of the approach investigated revealed good detection performance for many change classes and several improvements were identified to be considered for large-extent application and additional research. In the following, we highlight some of these more important considerations involving Landsat processing, class memberships, and change detection.

3.3.1. Landsat Processing

In this research, we used Landsat Collection 1 data; however, significant improvements have been made for Collection 2, released in late 2020, regarding geolocation among other factors [56]. Geolocation is a critical aspect for change detection and any improvements should translate to better change detection, particularly for small-change objects [57,58]. Improved radiometric correction is also a benefit, but is less of a concern because the CNN was trained using a data augmentation strategy that varied the reflectance within ±10%. Furthermore, spatial and temporal features are expected to help reduce sensitivity to these errors.

For the seasonal composite generation there are several approaches that could be used. Time-series modeling methods suitable for Landsat [22,31,32,34,59] could provide an improvement by better representing seasonal properties, particularly in spring during the short period of vegetation canopy development. However, due to sparse sampling of good-quality observations caused by Landsat revisit frequency and cloud and cloud shadow, it was unclear if a significant improvement would be achieved. For this reason, we elected to devise a more computationally efficient strategy and postulated that the spectral–spatial features captured by the CNN and the evidence-based change detection approach could compensate for some data limitations. Investigating the integration of time-series modeling approaches is planned for future development.

3.3.2. Class Memberships

Classes selected and how they are defined is important to consider. The greater the spectral confusion, the more error is likely to occur in the change analysis. Spatial properties are useful for larger landscape objects. However, for small objects, spectral/temporal properties are the dominant discriminators. At the Landsat scale and for the prairie region in Canada, which is considered a fragmented landscape [60], small objects were more common for classes such as forests, shrubs, wetlands, and developed lands. Improving small-object detection needs to be further examined and may require the inclusion of additional input features or higher weighting of the single-pixel network in the CNN
ensemble. For many land-cover products a minimum mapping unit of several pixels is considered in production or validation recognizing this limitation [23,61,62].

The sensitivity of the change accuracy attributable to classification error was also hypothesized to be reduced by the examination of persistent change evidence in the time-series memberships. This, however, turned out to be only partly true as class confusion for a given pixel was sometimes biased as opposed to random over the time series. Sensitivity to random class confusion was less problematic because temporal persistence criteria can reduce its effect. There are numerous potential enhancements regarding classification that could lead to better-defined class memberships used in the change detection. As with all classification methods improvements in training data is expected to enhance the results. In this analysis, a large spatially extensive sample was generated, but its quality in space and time were variable. This led to membership confusion in some regions and time periods, resulting in change error. For this analysis, the assumption that a deep-learning global model could perform sufficiently within this change framework proved to be a limitation on the change quality. However, this provided a large training dataset to improve model generalization over space and time. Locally retraining this model with a small high-quality sample can be used to improve the results for specific strata following a transfer learning approach. This strategy, to learn from the existing AAFC data, was used to leverage investment and knowledge in previous efforts and reduce sampling requirements for local refinement.

There are numerous aspects to consider for enhancing the deep-learning classifier, specifically regarding the input image size; network configuration, depth, and width; and training strategy. In initial experimentation, several standard forms of deep-learning CNN architectures were tested based largely on ResNet [46] and Inception [63], but these did not perform well due to the range of image objects size/scales encountered. To account for objects represented as a single pixel up to larger assemblages extending beyond the 32 by 32 pixel input image, the ensemble with varying input image sizes was selected. Segmentation-based approaches were also considered as an alternative, but sufficient quality training data for segmentation was a limitation.

3.3.3. Change Detection

For detecting changes in the membership time series, we decided to use a set of tests that were considered intuitive to understand and thus define parameters for. However, comparison of various time-series change-point methods could be evaluated for this purpose. A detailed review of methods is given in [64]. We did explore the use of a t-test for detecting change points. However, using a statistical criteria such as 95% led to a large number of commission errors and thus selecting a suitable t-value compared to the membership change threshold we felt was less clear.

Class specific tests or thresholds can be defined to improve the results regarding the membership change and temporal class persistence. The size of the split window can also be varied to capture changes occurring over different temporal scales. For example, conversions between water and other cover types can occur annually and can be detected using smaller temporal windows, whereas conversion to forest needs to be considered over a longer period. This temporal membership analyses approach provides flexibility in defining criteria to capture change which is an advantage, but also adds complexity.

For some changes a short transitional class occurred such as the case of lake expansion where an intermediate wetland condition may arise before becoming water. The current change implementation does not detect these transitions as they tend to be short occurrences of 2–4 years, but will detect the start and end class states. Refined tests can be developed to detect these transitions if desired. For this implementation, the 24-year split window detection approach captured most of the change, except for some changes related to water and pasture or croplands that occurred on shorter time scales. The long-term change component did not detect a lot of seed pixels and likely could be removed for this implementation.
4. Conclusions

Here we applied a deep-learning temporal membership approach to detect land-cover changes in the prairie region of Canada. Examination of class memberships provides a framework that can be used to examine evidence of change and potentially allows for more optimized weighting of spectral, temporal, or spatial features to improve subtle change detection. The approach is flexible and can be adapted to detect a large range of from–to class changes over varying temporal scales. In the prairie region, change detection is challenging because landscape objects are often small represented by a few pixels in moderate spatial resolution imagery. Furthermore, for many classes there is strong spectral variability between years, related to climate conditions and land-use activities such as crop selection, cultivation practices, harvesting, and grazing. The results of this approach show that many from–to class changes were well-captured. Following from this assessment several improvements are suggested for large-extent application. Expanding on this across the prairies and examining impacts on wildlife and connectivity is planned for future research.
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