Speech intelligibility and talker gender classification with noise-vocoded and tone-vocoded speech

Sarah Villard\(^a\) and Gerald Kidd, Jr.
Department of Speech, Language and Hearing Sciences & Hearing Research Center, Boston University, 635 Commonwealth Avenue, Boston, Massachusetts 02215, USA
svillard@bu.edu, gkidd@bu.edu

Abstract: Vocoded speech provides less spectral information than natural, unprocessed speech, negatively affecting listener performance on speech intelligibility and talker gender classification tasks. In this study, young normal-hearing participants listened to noise-vocoded and tone-vocoded (i.e., sinewave-vocoded) sentences containing 1, 2, 4, 8, 16, or 32 channels, as well as non-vocoded sentences, and reported the words heard as well as the gender of the talker. Overall, performance was significantly better with tone-vocoded than noise-vocoded speech for both tasks. Within the talker gender classification task, biases in performance were observed for lower numbers of channels, especially when using the noise carrier.
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1. Introduction

Since the development of the vocoder in the first half of the 20th century (Dudley, 1939), many scientific pursuits and clinical applications have arisen that were based on the underlying technique; that is, imposing the amplitude envelopes derived on a band-by-band basis from a broadband signal (e.g., speech or music) on a specified carrier (e.g., continuous noise, tones, or pulse trains). The earliest work focused on the scientific questions surrounding the information that must be retained in the vocoded signal to preserve its essential properties and to use that information to synthesize accurate duplicates of the original signal. Although there is a wide range of applications of vocoding in modern communications and music synthesis technology, the most common topic areas in the speech perception and psychological acoustics fields involve using vocoding to control various aspects of a signal in the study of normal auditory processes (e.g., pitch, binaural hearing, masking) and as a useful (although limited) analog to the information conveyed by cochlear implants (CIs), especially with regard to speech recognition (Shannon et al., 1995).

In the current study, we compared the perception of one “essential property” of human voice—perceived gender—with speech intelligibility for two common types of carriers: broadband noise (i.e., noise vocoder) and multiple widely spaced pure tones (i.e., tone vocoder). Our ultimate goal for this line of work is to obtain a better understanding of how perceived talker gender can be exploited in multisource “cocktail party” situations (cf. recent series of reviews in Middlebrooks et al., 2017) where the listener must focus or redirect auditory attention in highly uncertain listening situations. Recent work has established that differences in talker gender can be a powerful cue to overcoming masking in multiple-talker listening situations (e.g., Kidd et al., 2016) and that the control of the stimulus parameters that is possible via vocoding can be useful in determining the different factors that contribute to speech-on-speech masking (e.g., Arbogast et al., 2002; Swaminathan et al., 2016). Furthermore, although it is not our intent to draw conclusions about the perceptual abilities of CI listeners by using vocoder simulations in normal-hearing (NH) listeners, we do hope to establish a baseline against which future studies with CI listeners may be compared, in keeping with many past studies that have contributed to this body of knowledge (e.g., Fu et al., 2004; Whitmal et al., 2007; Yun et al., 2021).

With respect to the rationale for comparing performance for noise- and tone-vocoders, numerous previous studies have shown that both noise vocoding (e.g., Dorman et al., 1997; Scott et al., 2006; Shannon et al., 1995; Whitmal et al., 2007; Yun et al., 2021) and tone vocoding (e.g., Dorman et al., 1997; Loizou et al., 1999; Whitmal et al., 2007) negatively affect speech intelligibility, with decreasing numbers of vocoded channels generally resulting in poorer performance. However, the two types of carriers are acoustically and qualitatively quite different. The random fluctuations inherent to noise add variability to the within-channel envelopes of the noise-vocoded stimuli. Additionally, with noise vocoding, there typically is a substantial overlap between adjacent channels, often creating a stimulus with a relatively continuous...
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spectrum. In contrast, with tone vocoding, the stimulus comprises a series of discrete spectral peaks with relatively little spectral overlap. Furthermore, the side bands created by modulated tone carriers may be perceptually salient and could influence task performance; cf. Schwartz and Chatterjee, 2012. As shown by Arbogast et al. (2002, 2005) the very narrow spectral representations of intelligible speech that are possible with tone vocoding are well-suited for studying masking and comparing masking in listeners with normal hearing and with hearing loss.

As with performance on speech intelligibility tasks, performance on talker gender classification tasks also is negatively affected when speech is noise- or tone-vocoded, particularly at lower numbers of channels (e.g., Fu et al., 2004; Gonzalez and Oliver, 2005; Schwartz and Chatterjee, 2012). The ability of listeners to reliably perceive talker gender can have important implications for speech intelligibility, particularly under speech-on-speech masking conditions. Previous studies have provided clear evidence that gender differences between target and masker talkers typically result in a substantial release from masking, allowing listeners to successfully understand target speech at significantly lower target-to-masker ratios (e.g., Brungart, 2001; Kidd et al., 2016; Kidd et al., 2019). Any alteration/distortion of the speech signal that renders it more difficult for a listener to distinguish talker gender deprives the listener of that powerful source segregation cue and could diminish the typical release from masking that would otherwise occur. Indeed, one study directly examining the effect of vocoding on the release from masking provided by different-gender talkers found that the benefit disappeared when speech was noise- or tone-vocoded into 15 channels (Brungart et al., 2006). Furthermore, the degree of masking release provided by talker gender cues has also been examined in CI users, with the results indicating that these listeners can use acoustic cues related to talker gender to some extent (Willis et al., 2021), but cannot categorize gender as well as non-CI listeners (e.g., Fu et al., 2005; Fuller et al., 2014).

Despite the loss of spectral information that results from vocoding, listeners (in particular, younger listeners; e.g., Schwartz and Chatterjee, 2012) are typically able to achieve a high level of performance on both speech intelligibility tasks and gender classification tasks with both noise- and tone-vocoded speech, even when the signal consists of relatively few channels. This high performance is thought to be due largely to the use of the temporal envelope cues that remain available in the reduced number of frequency regions (Dorman et al., 1997; Roberts et al., 2011; Shannon et al., 1995; Souza and Rosen, 2009). Listeners may also be able to boost performance by drawing on linguistic knowledge, as well as on knowledge about the probable speech content (particularly in experimental paradigms involving closed-set stimuli). Good performance on talker gender classification tasks using vocoded stimuli is thought to be achieved through temporal envelope periodicity cues that provide information about fundamental frequency (Schwartz and Chatterjee, 2012), as well as vocal tract length cues that provide information about formants (Fuller et al., 2014).

The reported minimum numbers of vocoded channels needed to achieve high levels of performance on these two types of tasks vary somewhat from study to study; however, these variations are likely attributable to differences in experimental parameters such as the type of stimuli used (e.g., sentences vs vowel tokens) and/or the envelope cutoff frequency applied. One study investigating the effect of noise vocoding on speech intelligibility observed high performance (80% or more correct) as long as the signal was divided into 8 or more noise-vocoded channels (Scott et al., 2006), while another study reported high performance with as few as three noise-vocoded channels (Shannon et al., 1995). With tone-vocoded stimuli, listeners have been observed to achieve high performance on a speech intelligibility task with as few as five channels (Loizou et al., 1999). Regarding talker gender classification tasks, studies have reported that with noise-vocoded speech, listeners are able to achieve performance levels over 80% correct with as few as eight channels (Schwartz and Chatterjee, 2012), six channels (Gonzalez and Oliver, 2005), or even four channels (Fu et al., 2004); the number of channels required to achieve this performance level may be dependent on the type of speech stimuli and vocoding parameters used. While there is relatively little existing research on talker gender classification with tone-vocoded speech, one study found that listeners could reliably classify talker gender when tone-vocoded speech consisted of only three channels (Gonzalez and Oliver, 2005).

Collectively, these previous studies suggest that high performance on both speech intelligibility and talker gender classification tasks may be achieved when speech is either noise- or tone-vocoded. However, there have been relatively few direct comparisons (i.e., in the same group of subjects) of listener performance with noise-vocoded vs tone-vocoded speech on these two tasks, and post hoc comparisons between different studies are not always possible due to differences in the types of stimuli and vocoding parameters used. Several previous studies have compared speech intelligibility for noise- vs tone-vocoded speech (e.g., Dorman et al., 1997; Whitmal et al., 2007; Xu et al., 2021). Results of these studies were somewhat mixed, with some evidence suggesting an advantage of tone vocoding over noise vocoding (Dorman et al., 1997; Whitmal et al., 2007) but other evidence indicating similar performance between the two (Xu et al., 2021). The only previous study (to our knowledge) that has compared talker gender classification with noise-vocoded vs tone-vocoded speech found better performance with tone vocoding; however, this study used two different envelope cutoffs for the two types of vocoding, resulting in a slightly less direct comparison (Gonzalez and Oliver, 2005).

The questions addressed by the current study, which were evaluated for noise-vocoded as well as for tone-vocoded speech, are:

(1) At what point does the degradation of the speech stimulus due to decreasing numbers of frequency channels compromise the ability to distinguish the gender of a talker (and, presumably, to use gender differences as a basis for talker segregation)?
At that point of degradation, how intelligible is the speech?

Because performance may vary significantly across individuals, our approach was to measure performance on all tasks using the same subjects. Because of the inherent acoustic and perceptual differences between tone- and noise-vocoded speech stimuli, we sought to assess performance using both types of speech stimuli. Our expectation, based on previous work, was that listeners would require slightly fewer tone-vocoded channels than noise-vocoded channels to achieve similar levels of performance, on both tasks. This hypothesis was based on the small advantage of tone vocoding seen in some previous work on speech intelligibility, as well as the knowledge that amplitude modulation of tone-vocoded speech creates side bands, which may provide additional spectral cues that could aid in talker gender classification and that are not available in noise-vocoded speech (cf. Gonzalez and Oliver, 2005; Schwartz and Chatterjee, 2012). Because speech intelligibility performance can vary based on the precise stimuli and vocoding parameters used, we had no specific prediction about the number of channels that would be required to achieve a high level of performance (e.g., 80% correct) but expected that performance would decrease substantially as the number of channels dropped below eight.

2. Methods

2.1 Participants

Eight participants (aged 19–23; three male, five female), with NH in both ears as indicated by a pure-tone hearing screening, were recruited as listeners in this experiment. Participants had limited if any experience with vocoded speech. They were compensated for their time on an hourly basis.

2.2 Stimuli

Stimuli consisted of pre-recorded single words spoken by 16 talkers: eight male (mean $F_0 = 124$ Hz, range = 105–153 Hz) and eight female (mean $F_0 = 196$ Hz, range = 173–234 Hz). All words were drawn from a matrix-style corpus that included 40 one-syllable words: eight names, eight verbs, eight numbers, eight adjectives, and eight nouns (see Table 1). On each trial, a word was randomly drawn from each of these categories, and the five words were concatenated into a grammatical sentence with the structure $<\text{name}> <\text{verb}> <\text{number}> <\text{adjective}> <\text{noun}>$, e.g., "Bob saw three red shoes." Each sentence was spoken by a single talker. All types of sentences, including natural sentences, were band-passed from 80 to 8000 Hz. Sentences were presented either with no further processing ("natural speech"), noise-vocoded, or tone-vocoded. Each noise- or tone-vocoded sentence contained 1, 2, 4, 8, 16, or 32 channels; this created a total of 13 experimental conditions including the natural speech condition.

2.3 Vocoding

For both noise vocoding and tone vocoding, the total band-passed frequency range (80–8000 Hz) was subdivided into the designated number of channels for a given condition, with bandwidths and center frequencies chosen according to the algorithm used by Swaminathan et al. (2016) (see also Smith et al., 2002). Within each channel, a Hilbert transform was applied to the speech waveform and the amplitude envelope function was obtained (the phase function was discarded). Each within-channel envelope function was low-pass filtered at 400 Hz and multiplied in the time domain by the appropriate carrier for that channel (either noise or pure-tone) and the outputs of the different bands were summed to create the processed speech signal. For noise vocoding, a different sample of a broadband noise carrier was generated for each trial. For tone vocoding, a center frequency—the arithmetic center between the upper and lower band cutoffs—was identified for each designated band, and a sinewave was generated at that frequency (starting phase chosen randomly between 0 and $\pi$ radians on each trial). Please see Table 2 for the center frequencies and bandwidths of the channels in each condition.

2.4 Procedure

Participants were seated in a double-walled sound booth in front of a computer monitor. Stimuli were presented diotically via headphones. For all tasks, participants used a mouse click to select responses from a graphical user interface.

| Name | Word   | Number | Category      | Channel |
|------|--------|--------|---------------|---------|
| Bob  | bought | 2      | big           | bags    |
| Gene | found  | 3      | cheap         | cards   |
| Jane | gave   | 4      | green         | gloves  |
| Jill | held   | 5      | hot           | hats    |
| Lynn | lost   | 6      | new           | pens    |
| Mike | saw    | 8      | old           | shoes   |
| Pat  | sold   | 9      | red           | socks   |
| Sue  | took   | 10     | small         | toys    |
Prior to the experiment, participants listened to a series of sample sentences, two in each condition (one spoken by a male talker and one spoken by a female talker), without providing any response, to familiarize themselves with the vocoded stimuli used in the experiment. Next, an instructional script was read aloud to participants, explaining that in some experimental blocks they would be asked to report the words that they had heard, and in other blocks, they would be asked to report whether a talker sounded male or female. This script included a statement explicitly recognizing that while gender is a complex construct encompassing more than the binary categories male and female, in this experiment participants would be asked to choose between those two response options. It should be noted that while the terms “female” and “male” may often be used to refer to biological sex (rather than to gender), in the current study we use these terms to denote perception of gender on the part of the listener, in keeping with the terminology used in current literature on listener perception of talker gender (e.g., Brown et al., 2021). The script also communicated to participants that throughout the experiment they would hear an equal number of sentences spoken by male and female talkers.

Each participant completed 8 experimental blocks, four of which were speech intelligibility blocks and four of which were talker gender classification blocks. Block order was counterbalanced across participants. All stimuli were presented at 60 dB sound pressure level (SPL). For speech intelligibility blocks, participants reported each of the five words one by one, in the order heard, by selecting each from a list of eight options. For gender classification blocks, participants were presented with the two-alternative forced choice of “male” or “female.” In total, across all blocks, each participant heard 24 sentences in each condition, half of which were spoken by a male talker and half of which were spoken by a female talker. The specific male or female talker was randomly selected for each trial. No feedback on performance was provided at any point during the experiment. Participants were encouraged to take breaks between blocks as needed.

3. Results

A logistic psychometric function estimating the relationship between the number of channels and percent correct was calculated for each participant based on the obtained data set, for each task, in the noise-vocoded as well as in the tone-vocoded condition; the parameters of these functions were then averaged to create a combined function for each task in each vocoded condition (see Figs. 1(a)–1(d)). Note that because the talker gender identification task was a two-alternative forced choice task (unlike the speech intelligibility task, which offered eight alternatives for each word), the chance of guessing correctly for this task was higher (50% correct), and therefore its two functions intersect the ordinate at a higher point. From each of the four functions, the estimated number of channels required to achieve 80% correct on each task was identified. On the speech intelligibility task, 80% correct performance corresponded to 4.7 channels for noise-vocoded speech and 3.6 channels for tone-vocoded speech. On the talker gender identification task, 80% correct performance corresponded to 9.3 channels for noise-vocoded speech and 3.2 channels for tone-vocoded speech.

### TABLE 2. Center frequencies and bandwidths for each of the numbers of channels used in the experiment. Note: cf, center frequency; bw, bandwidth, both in Hz. Each bandwidth is listed directly below its corresponding center frequency.

| Channels | cf (Hz) | bw (Hz) |
|----------|---------|---------|
| 1        | 4040    | 7920    |
| 2        | 626     | 4586    |
| 4        | 236     | 782     | 2147    | 5561    |
|           | 312     | 780     | 1951    | 4877    |
| 8        | 140     | 296     | 543     | 933     | 1550    | 2525    | 4067    | 6506    |
|           | 121     | 191     | 302     | 478     | 756     | 1195    | 1890    | 2988    |
| 16       | 107     | 167     | 243     | 339     | 459     | 610     | 800     | 1039    |
|           | 54      | 67      | 85      | 106     | 134     | 168     | 212     | 266     |
|           | 1339    | 1717    | 2192    | 2790    | 3541    | 4486    | 5674    | 7168    |
|           | 335     | 421     | 529     | 666     | 837     | 1053    | 1324    | 1664    |
| 32       | 93      | 119     | 149     | 183     | 221     | 263     | 311     | 364     |
|           | 25      | 28      | 32      | 36      | 40      | 45      | 50      | 56      |
|           | 424     | 490     | 566     | 650     | 744     | 850     | 969     | 1102    |
|           | 63      | 71      | 79      | 89      | 100     | 112     | 125     | 141     |
|           | 1251    | 1418    | 1606    | 1816    | 2052    | 2317    | 2614    | 2947    |
|           | 158     | 177     | 198     | 223     | 250     | 280     | 314     | 352     |
|           | 3320    | 3738    | 4208    | 4734    | 5324    | 5986    | 6728    | 7560    |
|           | 395     | 442     | 496     | 556     | 624     | 700     | 785     | 880     |
The locations of these 80% correct points, along with overall visual inspection of the data presented in Figs. 1(a)–1(d), suggested that high performance on a given task was achieved with fewer channels when speech was tone-vocoded than when speech was noise-vocoded. Two repeated-measures analyses of variance (RM-ANOVAs) were performed, one for each task, to directly examine the effect of type of vocoding as well as number of channels. Because listener performance began to approach ceiling at higher numbers of channels for both tasks and both types of vocoding, an arcsine transform (Studebaker et al., 1987) was first performed on the entire data set of each participant’s proportion correct on each condition (a total of 104 data points). The data points included in the following ANOVAs were taken from the output of the arcsine transform. A 2 × 6 RM-ANOVA examining the effect of vocoding type (speech, noise) and number of channels (1, 2, 4, 8, 16, 32) on performance for the word identification task revealed a significant effect of vocoding type, \( F(1, 7) = 7.33, p < 0.05 \), as well as a significant effect of number of channels, \( F(5, 35) = 315.90, p < 0.001 \) and a significant interaction effect, \( F(5, 35) = 15.99, p < 0.001 \). A similar 2 × 6 RM-ANOVA examining the effect of vocoding type and number of channels on performance for the talker gender classification task revealed a significant effect of vocoding type, \( F(1, 7) = 16.75, p < 0.01 \) and a significant effect of number of channels, \( F(5, 35) = 64.31, p < 0.001 \) but no significant interaction effect. These analyses confirmed that, in addition to expected effects of number of channels, performance was significantly better with tone-vocoded than with noise-vocoded speech on both tasks.

To further investigate factors that may have helped drive performance, performance on trials where sentences were spoken by male talkers was compared to performance on trials where sentences were spoken by female talkers [see Figs. 2(a)–2(d)]. Initial visual inspection of these results suggested that for the word identification task, performance was similar regardless of the actual gender of the talker. However, for the talker gender classification task, an apparent bias was observed, such that at lower numbers of channels (specifically 1, 2, and 4 channels), listeners were disproportionately likely to report that a noise-vocoded sentence had been spoken by a male talker. Note the performance below the 50% chance point in Fig. 2(c) is a consequence of this bias. A possible complementary bias was also observed for tone-vocoded sentences at lower numbers of channels (1, 2, 4, and possibly 8), where listeners appeared more likely to report that the talker had been female. However, notable listener-to-listener variability was also observed at these lower numbers of channels.

To further examine the apparent biases in performance for the talker gender identification task noted during visual inspection, an analysis of response bias was undertaken for each of the 13 conditions. First, within a given condition, hits, misses, false alarms, and correct rejections for all tokens where the correct response was “male” were counted...
with a value of 0.5 added to each count to avoid any counts of zeros. Next, the proportion of hits and proportion of false alarms were calculated. Finally, bias was calculated in MATLAB (The MathWorks, Natick, MA), using the following syntax: $\text{bias} = -0.5 \ast \left[ \text{norminv (propHits)} + \text{norminv (propFAs)} \right]$. Bias for each condition is shown in Figs. 3(a) and 3(b). To determine for which conditions the amount of bias differed significantly from zero, 13 one-sample t-tests were conducted, one for each condition. The alpha level was adjusted for multiple comparisons by dividing 0.05 by the number of comparisons (13), yielding an adjusted alpha of 0.0038. The conditions for which bias remained significant following this adjustment were: 1-channel noise vocoding ($p < 0.001$), 2-channel noise vocoding ($p < 0.001$), 4-channel noise vocoding ($p < 0.001$), 1-channel tone vocoding ($p < 0.001$), and 16-channel tone vocoding ($p < 0.001$).

FIG. 2. (a) Percent correct word identification by number of noise-vocoded channels, as compared to natural speech (last entry on abscissa in each panel). (b) Percent correct word identification by number of tone-vocoded channels, as compared to natural speech. (c) Percent correct talker gender classification by number of noise-vocoded channels, as compared to natural speech. (d) Percent correct talker gender classification by number of tone-vocoded channels, as compared to natural speech. Error bars indicate standard deviations across participants. Dotted lines indicate chance-level performance.

FIG. 3. (a) Bias by number of noise-vocoded channels, as compared to natural speech, in the talker gender identification task. (b) Bias by number of tone-vocoded channels, as compared to natural speech, in the talker gender identification task. Asterisks indicate conditions where bias was significantly different from zero following a correction for multiple comparisons. Error bars indicate standard deviations across participants.
4. Discussion

This study examined listener performance on a word identification task and a talker gender classification task. The speech was either unprocessed or was noise-vocoded or tone-vocoded using various numbers of spectral channels. In general, the number of channels required for listeners to reliably identify words and classify talker gender as male or female in the current study was similar to the number of channels reported in previous studies. However, because the current study used the same stimuli and vocoding parameters throughout, direct comparisons were possible between performance with noise-vocoded and tone-vocoded speech for these two tasks.

One general observation is that, as predicted, performance on both tasks was shown to be significantly better with tone-vocoded than with noise-vocoded speech for low numbers of channels where performance was well below ceiling. This trend is consistent with several previous studies that have investigated related questions pertaining to noise-vocoded and tone-vocoded speech. For example, Whitmal et al. (2007) examined listener performance on a speech intelligibility task in which the stimuli were processed into six noise-vocoded or six tone-vocoded channels and were presented both in quiet and with noise or speech babble maskers. They found better speech intelligibility with tone-vocoded stimuli in both the masked and unmasked listening conditions when stimuli consisted of sentences (though when stimuli consisted of consonants alone, the advantage of the tone carrier was observed only in the masked listening condition). Dorman et al. (1997) also observed a small advantage of tone vocoding under certain conditions (though not when sentences were used as stimuli). Not all studies, however, have found a noticeable advantage of tone vocoding in speech intelligibility tasks (e.g., Xu et al., 2021). These mixed findings could be due to differences in methodology, vocoding parameters, or features of the stimuli.

Previous work on gender classification of noise-vocoded vs tone-vocoded speech has yielded similar results. Gonzalez and Oliver (2005) found that listeners required fewer channels to achieve high talker gender classification performance with tone-vocoded than with noise-vocoded speech. While this contrast may have been affected by the different envelope cutoffs used for the two types of vocoding (160 Hz cutoff for noise-vocoded vs 400 Hz cutoff for tone-vocoded), the authors still concluded that fewer channels are needed for accurate talker gender classification with tone-vocoded than noise-vocoded speech, an interpretation that is consistent with the results of the current study and may be due to the side bands produced by modulation of tone-vocoded speech (Schwartz and Chatterjee, 2012).

It is also of interest to compare performance on the two tasks with respect to the fidelity of the stimulus as determined by the number of vocoded channels applied. For the speech identification task, performance rapidly improved with the number of channels available for both noise and tone carriers. For both types of vocoding, the slopes of the psychometric functions were steeper for the word identification task than for the gender classification task (see Fig. 1), resulting in asymptotic performance on speech identification clearly achieved by eight channels. In contrast, reaching asymptote on gender classification required 16 channels. Thus, there was a fairly wide range of stimulus resolution over which intelligibility was high, yet extraction of the features signaling gender was reduced. The extent to which this finding—better speech intelligibility than gender classification for small numbers of channels—generalizes to open set speech or to other methods of measuring performance on these tasks currently is not known. It is also not known whether an analogous trend would be present for CI subjects with respect to the number of functional channels. Further work is required to make these determinations.

Another notable (albeit incidental) finding of the current study consisted of significant bias exhibited by participants towards classifying noise-vocoded speech as being spoken by a male talker in the 1-, 2-, and 4-channel conditions. A significant bias towards classifying tone-vocoded speech as being spoken by a female talker was also observed in the 1-channel condition, as well as in the 16-channel condition (though it should be noted that this last result was likely driven primarily by low subject-to-subject variability due to a ceiling effect in the 16-channel tone-vocoded condition). In order to rule out the possibility that the biases seen in the talker gender classification task might have been driven by misclassification of specific talkers, we compared performance on this task across individual talkers. Only one talker (a male) stood out from the others as being frequently misclassified as female, while the remaining talkers appeared to be misclassified at roughly equivalent rates. We therefore concluded that these biases did not stem from specific talkers but rather were systematic across talkers.

The reasons for these biases are still unclear; however, some possible explanations are listed here. Certainly, a possible reason for the bias in favor of classification of tone-vocoded speech talkers as female in the 1-channel vocoded condition could be that the center frequency for this condition was 4040 Hz. When asked to classify according to gender, listeners may perceptually “search” the available acoustic information for a fundamental frequency, and, finding none, may focus on the center frequencies of the vocoded channels instead. While 4040 Hz is much higher than any fundamental frequency present in natural speech for a talker of any gender, listeners may simply have judged that it was closer to the fundamental frequency of a female than a male voice. This explanation, if correct, might also be expected to hold true for the 2-channel and 4-channel tone-vocoded conditions; however, the bias seen with these numbers of channels was not significant, either because the relatively low sample size of the study did not provide enough statistical power for these biases to reach significance or because the additional spectral information available in the 2-channel and 4-channel conditions reduced the presence of bias in some way.
It is more difficult to account for the more pronounced bias towards identifying the talker as male when speech with lower numbers of noise-vocoded channels was presented. Although this bias has not, to our knowledge, been previously discussed in the literature on vocoded speech, results published by Schwartz and Chatterjee (2012) on the ability of young NH listeners to classify talker gender with noise-vocoded speech containing very low numbers of channels and the same envelope cutoff frequency used in the current study (400 Hz) do appear to show somewhat higher overall performance with talkers whose fundamental frequencies (prior to vocoding) would be typically considered male (100–175 Hz) than with talkers whose fundamental frequencies would typically be considered female (200–275 Hz). Under these conditions, listener performance was highest for male talkers with especially low fundamental frequencies. However, it is not clear whether the difference between male and female talkers reached significance in that study. Regardless, the factors underlying the observed bias in the current study to classify talkers as male when speech was noise-vocoded with fewer than eight channels is difficult to account for. It is possible that noise-vocoding speech may produce or amplify acoustic characteristics that listeners perceive as being associated with male voices, and/or may remove or reduce acoustic characteristics that listeners perceive as being associated with female voices. Further research is needed to confirm and account for this bias. It is also notable that there was substantial variability in performance across listeners on this task, particularly at the more challenging lower numbers of channels.

In summary, the results from the current study suggest that when presented with a vocoded speech signal, listeners require fewer channels to understand the words in the signal and identify the gender of the talker when tone vocoding vs noise vocoding is used. Furthermore, asymptotic performance for speech recognition was evident for fewer channels than for gender classification for both noise and tone vocoding. The results indicate that in future experiments requiring high performance on both types of tasks, noise-vocoded speech should have a minimum of eight vocoded channels and tone-vocoded speech should have a minimum of four channels (given sentence-level stimuli and a high envelope cutoff frequency as used in the current study). Additionally, analysis of the results suggests the existence of listener biases in classifying vocoded speech as male or female, depending on the type of vocoding used. Because of the small sample size of the study, the results discussed here should be considered preliminary and invite further investigation using a larger number of participants.

These findings, particularly if confirmed by future work, may have implications for future studies wishing to incorporate noise- and/or tone-vocoded speech stimuli as a way of increasing task difficulty while preserving reliably high levels of intelligibility and perception of talker characteristics. Tone-vocoded stimuli are sometimes used in studies of masking to preserve intelligibility while minimizing/varying the spectral overlap of competing sounds (e.g., Arbogast et al., 2002, 2005) or to manipulate the presence/absence of spatial cues (Swaminathan et al., 2016) or talker gender cues in masked listening experiments (Brungart et al., 2006). By varying the number of vocoded channels for either type of carrier, intelligibility may be altered while other features such as pitch, intonation, or general quality of speech also change. Based on the current findings, there appear to be vocoded conditions in which intelligibility is at ceiling while gender classification performance is reduced, and strong biases in gender classification are apparent for noise vocoding. Finally, these results, and future studies of this topic, may further our understanding about how listeners perceive and classify talker gender, a topic that may become more complex as the cultural understanding of gender—and perhaps also the average listener’s understanding of what it means to “sound male” or “sound female”—continues to evolve.
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