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Abstract

Two aspects of neural networks that have been extensively studied in the recent literature are their function approximation properties and their training by gradient descent methods. The approximation problem seeks accurate approximations with a minimal number of weights. In most of the current literature these weights are fully or partially hand-crafted, showing the capabilities of neural networks but not necessarily their practical performance. In contrast, optimization theory for neural networks heavily relies on an abundance of weights in over-parametrized regimes.

This paper balances these two demands and provides an approximation result for shallow networks in 1d with non-convex weight optimization by gradient descent. We consider finite width networks and infinite sample limits, which is the typical setup in approximation theory. Technically, this problem is not over-parametrized, however, some form of redundancy reappears as a loss in approximation rate compared to best possible rates.
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1 Introduction

A large amount of recent work demonstrates approximation results for neural networks. They typically provide inequalities

$$\inf_{\theta} \|f_\theta - g\| \leq n(\theta)^{-r}, \quad g \in K$$

that bound the approximation error $\|f_\theta - g\|$ between a neural network $f_\theta$ and a function $f$ in a compact set $K$ by some small bound depending on size $n(\theta)$ of the network like width, depth or total number of weights $\theta$. In the vast majority of papers, the weights are handcrafted, so that they demonstrate what
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neural networks can potentially do, without any guarantee that this is realized by practical training algorithms.

In contrast to the approximation problem, a significant part of the current literature on neural network optimization is based on linearization and the neural tangent kernel (NTK) and works in an over-parametrized regime: The error is replaced by a discrete least squares loss

$$\|f_\theta - g\|_* := \left( \frac{1}{n} \sum_{i=1}^{n} |f_\theta(x_i) - g(x_i)|^2 \right)^{1/2},$$

or similar sample losses, and we consider neural networks with enough capacity to achieve zero error

$$\inf_{\theta} \|f_\theta - g\|_* = 0.$$  

In fact, contemporary global training proofs require a significant safety margin of redundant weights. This is diametrically opposed to approximation theory, which aims for as few degrees of freedom as possible to represent $g$. In addition, for practically relevant compact sets $K$, zero approximation error cannot be expected so the approximation in question is necessarily in an under-parametrized regime.

This paper seeks a combination of the approximation and optimization perspectives and provides an approximation error bound of type (1) with weights that are trained by gradient flow and therefore practically achievable. The convergence rates are sub-optimal so that for any achieved error the networks have some redundant capacity. This replaces the over-parametrization in the optimization literature, which measure the redundancy in relation to the number of samples and is thus not applicable in infinite sample limit of the function space norm $\| \cdot \|$. Since neural network approximation results with training guarantees are currently poorly understood, we only consider shallow networks in one dimension, with the main result stated in Theorem 2.1. The proof contains an abstracted variant, Theorem 2.4, which seems promising for multiple dimensions and deeper networks.

The paper is organized as follows. Section 2 contains the training setup and the main results, including a short overview of the proof. Section 3 contains some numerical experiments. Section 4 contains the proof of the abstracted main result Theorem 2.4 and Section 5 contains the proof for 1d networks Theorem 2.1. Finally Section 6 contains a review of matrix concentration inequalities and some technical lemmas.

**Literature Review**

- **Approximation**: Approximation results for neural networks typically establish error bounds of type (1) for varying network architectures and function classes $K$. With few exceptions, the weights of the networks are hand-crafted, so that these results prove the theoretical capability of the networks but not their practical performance. Some recent overviews
are given in [53, 16, 69, 9]. Results for classical function classes $K$ like Sobolev and Besov spaces can be found in [24, 26, 49, 12, 64]. Some papers [71, 72, 73, 15, 57, 45] report better approximation rates than classical methods, for the price of discontinuous weight assignments. Another group of papers classifies approximation orders in terms of Barron spaces [5, 36, 70, 44, 58, 59, 11]. Many papers address specialized function classes [56, 54], often from applications like PDEs [37, 52, 38, 46]. Many of the papers above contain lower approximation bounds that establish limits of neural network approximation, as well. Some extra results in this direction can be found in [19].

- **Optimization:** Due to the vast literature on neural network optimization, the following review is confined to the neural tangent kernel approach (NTK) used in this paper. It was introduced in [31] and [43, 2, 18, 17], which obtain global gradient descent convergence in over-parametrized regimes by a perturbation analysis, see also [74, 4, 41, 62, 75, 35, 14, 50, 48, 6, 61, 39]. Some papers [3, 63, 32, 13] provide a refined analysis with over-parametrization or convergence speed depending on properties of the target function $g$, usually in terms of an expansion in the NTK eigenbasis. These properties are closely related to the smoothness requirements in this paper, but unlike the references, we do not require an over-parametrized regime.

Since the NTK argument relies on linearization, a large number of papers asks to what extent it accurately describes nonlinear neural network training [22, 27, 20, 10, 55]. Characterizations of the NTK’s reproducing kernel Hilbert space are provided in [10, 21, 12] and approximation properties in [33]. Convergence analysis for optimizing linearized NTK models can be found in [60, 67].

- **Approximation and Optimization:** Although the literature on neural network approximation on the one side and neural network optimization on the other side is quite extensive, there is little work on the combination of the two areas to provide trainable approximation results. The papers [1, 25] study the gap between theory and practice for a finite amount of samples. Approximation results with training guarantees are given in [60, 28] based on greedy algorithms instead of gradient descent and in [29] based on a two step procedure involving a classical and subsequent neural network approximation.

# 2 Problem Setup and Main Result

## 2.1 Notations

Throughout the paper, $c$ and $C$ denote generic constants that may change in every occurrence. Likewise $\preceq$, $\succeq$ and $\sim$ denote less, greater and equivalent up to
a generic constant. In all cases these constants are independent of the network width $m$ and the function $g$ we want to approximate.

One exception are the two constants $\gamma$ and $\Gamma$, which are only used in the shortened variants of the main result, Theorem 2.1 and Corollaries 2.2, 2.3. They are allowed to depend the initial training loss as stated in the respective results.

2.2 Shallow Neural Network

The Neural Network We approximate a function $g(x)$ on the interval $[-1, 1]$ with the shallow neural network

$$f_\theta(x) := \frac{1}{\sqrt{m}} \sum_{r=1}^{m} a_r \sigma(x - \theta_r) \quad (2)$$

of width $m$, with trainable biases $\theta = [\theta_1, \ldots, \theta_m]^T \in \mathbb{R}^m$, untrained random weights $a = [a_1, \ldots, a_m]^T \in \{-1, +1\}^m$ and no multiplicative weights in the first layer. This problem is comparable to the network

$$\frac{1}{\sqrt{m}} \sum_{r=1}^{m} a_r \sigma(w_r x),$$

which is well studied in the literature [43, 18, 3, 50], again with trained $w_r$ and untrained $a_r$, but multi-dimensional $x$ and the extra condition $|x| = 1$. Of course, the latter condition is too restrictive for 1d approximation, however, without it the network output is 0 for $x = 0$ no matter the choice of the weights $w_r$. Therefore, we cannot obtain a universal function approximation result on our domain $x \in [-1, 1]$ and resort to the optimization of the biases instead of the weight matrices. As we will see, that restores the universal function approximation property. The network (2) is chosen as a model for neural network training that is as simple as possible, while retaining a non-convex optimization problem.

Since the neural network is a linear combination of the functions $\sigma(x - \theta_r)$, it seems peculiar not to optimize the coefficients $a_r$ as well. However, even if we trained all $a_r$, in the linearized neural tangent kernel regime they do not move far away from their initial value and therefore do not achieve the values one would expect from basis coefficients. See the numerical experiments in Figure 4 and some analogous bounds for the biases in Corollary 2.3. On the other hand, the proof would be significantly more technical. Therefore, we freeze the $a_r$ and leave a discussion of more complete and deeper networks to some comments after Theorem 2.4 and future research.

Loss Function Since this paper aims for an approximation result that is achievable by gradient flow training, we optimize the $\mathcal{H} := L_2([-1, 1])$, loss

$$L(\theta) := \|f_\theta - g\|_{L_2}^2 = \int_{-1}^{1} |f_\theta(x) - g(x)|^2 \, dx.$$
This loss can be understood as the infinite sample limit, or the generalization error, of the standard least squares loss. Since our network has finite width, the training problem is under-parametrized. This is a significant difference from the current literature, which considers problems with (significantly) more width than samples and is therefore over-parametrized.

**Gradient Flow** In order to keep the exposition simple, we consider the optimization of the loss by gradient flow

$$\frac{d}{dt} \theta(t) = -\nabla L(\theta).$$

(3)

The biases $\theta_r(0)$ are initialized by uniform sampling on the interval $[-1, 1]$. The weights $a_r$ are $\pm 1$, each with probability $1/2$ and are not trained.

**Smoothness** In order to obtain approximation results, we must assume that $g$ is contained in a suitable compact set $K$. Classically, these are balls in Sobolev or Besov spaces. We construct a smoothness norm based on the neural tangent kernel, which will turn out to be similar to the Sobolev space $H^s(D)$. To this end, we consider the neural network as a function $\theta \rightarrow f_\theta(\cdot)$, mapping the weights to the Hilbert space $H = L^2([-1, 1])$ and we define the neural tangent kernel by

$$H : \mathcal{H} \rightarrow \mathcal{H}, \quad H := \mathbb{E}[Df_\theta(Df_\theta)^*],$$

where the expectation is taken over random initial values $\theta(0)$ and the derivative $D$ with respect to the weights $\theta$. This operator is compact and self-adjoint and therefore has an orthonormal basis of eigenfunctions $\phi_k$ with eigenvalues $2\omega_k^{-2}$. We expand $v \in \mathcal{H}$ in the eigenbasis $v = \sum_{k=1}^{\infty} v_k \phi_k$, collect all coefficients in the vector $v = [v_k]_{k=1}^{\infty}$ and define the smoothness norm

$$\|v\|_s := \|v\|_s := \left( \sum_{k=1}^{\infty} \omega_k^{2s} v_k^2 \right)^{1/2}$$

(4)

of any function $v$ for which the coefficients $v_k$ decay sufficiently fast, together with the corresponding Hilbert space $H^s$. Note in particular that for $s = 0$ we have $\|v\|_H = \|v\|_0$. Likewise, we define $\|v\|_s := \|v\|_s$ and do not distinguish between $v$ and $\mathbf{v}$ in the following. For our shallow network, it is not hard to show that the eigenvalues and eigenfunctions are given by

$$\omega_k = \frac{\pi}{4} + \frac{\pi}{2} k,$$

$$\phi_k(x) = \begin{cases} 
\sin (\omega_k x - \frac{\pi}{4}) & k \text{ even} \\
\sin (\omega_k x + \frac{\pi}{4}) & k \text{ odd}.
\end{cases}$$

Therefore, the smoothness norm is closely related to the Sobolev space $H^s([-1, 1])$ up to some modified boundary conditions satisfied by the eigenfunctions.
Main Result  We now state the main result of this paper.

**Theorem 2.1** (Simplified Version of Theorem 5.1). Let \( \kappa = \kappa(t) = f_\theta(t) - g \) be the residual of the gradient flow (3) for the shallow network (2). Then for the smoothness norms \( \| \cdot \|_s \) defined in (4), for \( 0 < s < \frac{1}{2} \) and \( m \geq \gamma \), with probability at least
\[
1 - \Gamma m^{\frac{1}{2-s}} e^{-m^{\frac{1}{2-s}}} - \Gamma m^{\frac{1}{2-s}} e^{-\gamma m^{\frac{1}{2-s}}}
\]
we have
\[
\| \kappa(t) \|_0^2 \leq \Gamma \left[ m^{-\frac{1}{2}} \| \kappa(0) \|_s^2 + e^{-\gamma m^{-\frac{1}{2}}} m^{-\frac{1}{2-s}} \| \right] ^s
\]
for some generic constants \( \gamma, \Gamma \) that depend on \( s \) and \( \| \kappa(0) \|_0 \) and do not depend on \( m \) and \( \| \kappa(0) \|_s \).

Since the constants \( \gamma \) and \( \Gamma \) may depend on \( \| \kappa(0) \|_0 \), we use a different naming convention than for the \( \kappa \) independent generic constants \( c, C \) used in the rest of the paper. A variant of the theorem that unties \( \| \kappa(0) \|_0 \) from the constants is given in Theorem 5.1 below. It is based on a neural tangent kernel argument (NTK), which ensures that the weights do not move far from their initialization so that the network can be linearized around the initial weights. In the error bound of the theorem, the first summand remains constant during training, whereas the second tends to zero. Once it is smaller than the first, we obtain the following error bound of
\[
\| f_\theta(t) - g \|_0 \leq \Gamma m^{-\frac{1}{2}} \| \kappa(0) \|_s
\]
for some generic constants \( \gamma, \Gamma \) that depend on \( s \) and \( \| \kappa(0) \|_0 \) and do not depend on \( m \) and \( \| \kappa(0) \|_s \).

**Corollary 2.2.** With the assumptions and success probability from Theorem 2.1, gradient flow training achieves the error
\[
\| f_\theta(t) - g \|_0 \leq \Gamma m^{-\frac{1}{2}} \| \kappa(0) \|_s
\]
for sufficiently large \( t \).

For comparison, consider uniform splines \( S_m \) with \( m \) breakpoints. They are included in our shallow networks (if we allow training of \( a_r \)) and achieve the analogous error bound
\[
\inf_{f \in S_m} \| f - g \|_0 \leq cm^{-s} \| g \|_{H^s([-1,1])}, \quad s \leq 2,
\]
with two notable differences: First, the theorem requires the more restrictive range \( s \leq \frac{1}{2} \) and second, for given smoothness \( s \), it has a lower approximation rate \( \frac{1}{2-s} < s \). These can be partially motivated as follows. Whereas the spline is a sum of shape functions \( \frac{a_m}{\sqrt{m}} \sigma(\cdot - \theta_r) \) with arbitrary coefficients \( \tilde{a}_r = \frac{a_r}{\sqrt{m}} \), our networks restrict the coefficients \( a_r \) to \( \pm \frac{1}{\sqrt{m}} \). However, by stacking multiple shape functions \( \sigma(\cdot - \theta_r) \) with identical breakpoints \( \theta_r \), we can emulate any coefficient in increments of \( \frac{1}{\sqrt{m}} \). Hence a higher approximation rate cannot be expected. In addition, the stacks require more shape functions than a direct adjustment of a single \( a_r \) and thus lead to a reduction in the approximation rate. Trainable \( a_r \) do not fully resolve this issue because they remain close to
their initialization $\pm 1$ as long as we stay in the NTK regime, which relies on the closeness for linearization. Finally, the loss in rate allows some redundancy in the networks weights, which is comparable to over-parametrization in the finite sample case.

Results competitive with adaptive splines cannot be expected from the NTK linearization argument, either. The observation that the breakpoints $\theta^r$ remain close to their uniform initialization prevents any meaningful adaption to the target function $g$, as stated in the following corollary.

\textbf{Corollary 2.3.} With the assumptions and success probability from Theorem 2.1 for any $\theta(0) = [\theta_1(0), \ldots, \theta_m(0)]$ uniformly random on $[-1, 1]$, there exists $\theta = [\theta_1, \ldots, \theta_m]$ with

$$\|\theta - \theta(0)\|_\infty \leq \gamma m^{-\frac{1}{2} + \frac{1}{s}}$$
$$\|f_\theta - g\|_0 \leq \Gamma m^{-\frac{1}{4} + \frac{1}{4s}} \|\kappa(0)\|_s$$

\textit{Proof.} This directly follows from (27) with $\alpha = 1 - s$ and $h = m^{-\frac{1}{2} + \frac{1}{s}}$ from Theorem 5.1.

Note that standard neural network approximation arguments show that there exists a single, usually hand crafted, set of weights for which the neural network achieves a good error. In contrast, the corollary states that an error bound can be guaranteed by weights close to any random initialization. Intuitively, this eases optimization at the cost of approximation.

\section{Abstract Result}

For the proof of Theorem 2.1, it is convenient to work in an abstracted framework that allows a generalized convergence result, stated in this section. The neural network $f_\theta$ and space $\mathcal{H}$ are relaxed to a generic Fréchet differentiable function

$$f : \Theta = \ell_2(\mathbb{R}^m) \to \mathcal{H}, \quad \theta \to f_\theta$$

for an arbitrary Hilbert space $\mathcal{H}$. Then, we optimize the loss

$$L(\theta) = \|f_\theta - g\|^2_{\mathcal{H}}$$

for some $g \in \mathcal{H}$ by gradient flow training

$$\frac{d}{dt} \theta(t) = -\nabla L(\theta), \quad (5)$$

with independent weights initialized by some probability distribution $P$ on $\mathbb{R}$. Furthermore, for $S \in [-1, s]$, let $\mathcal{H}^S$ be Banach spaces, with norms $\| \cdot \|_S$ such that $\mathcal{H}^0 = \mathcal{H}$ and for any $s < r < t$ the interpolation inequality

$$\|v\|_r \leq \|v\|_s \|v\|_t^{\frac{r-s}{t-s}} \quad (6)$$
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holds for any \( v \in \mathcal{H}^t \). Then, with the neural tangent kernel
\[
H := \mathbb{E}[Df_{\theta}(Df_{\theta})^*],
\]
we obtain the following convergence result.

**Theorem 2.4.** Let \( \kappa = \kappa(t) = f_{\theta(t)} - g \) be the residual. For \( S \in \{0, s\} \), constants \( c_{\infty}, c_0, \alpha > 0 \) and function \( p_0(m, h) \) assume that

1. The distance of the weights from their initial value is controlled by
\[
\|\theta(t) - \theta(0)\|_{\infty} \lesssim \sqrt{\frac{2}{m} \int_0^t \|\kappa(\tau)\|_0 d\tau}. \tag{7}
\]
2. The norms of \( H^r, r \in [-1, s] \) satisfy the interpolation inequality \( \|H^r\| \lesssim \langle v, Hv \rangle_S \), \( v \in \mathcal{H}^{S-1} \).
3. \( H \) is coercive
\[
\|v\|_{S-1}^2 \lesssim \langle v, Hv \rangle_S, \quad v \in \mathcal{H}^{S-1}. \tag{8}
\]
4. The partial derivatives \( \partial_r f_{\theta}, r = 1, \ldots, m \) only depend on the single weight \( \theta_r \) and for some \( \mu \geq 0 \)
\[
||\partial_r f_{\theta}||_S \leq \frac{\mu}{\sqrt{m}}. \tag{9}
\]
5. For any \( h > 0 \), with probability at least \( p_0(m, h) \), for all \( \bar{\theta} \in \Theta \) with \( \|\bar{\theta} - \theta(0)\|_{\infty} \leq h \) we have
\[
\sup_{\|\nu\|_{\infty} \leq 1} \left\| \sum_{r=1}^m (\partial_r f_{\theta} - \partial_r f_{\bar{\theta}})\nu_r \right\|_S \leq \sqrt{m}Lh^\alpha. \tag{10}
\]
for some \( \alpha, L \geq 0 \).

Then for \( m \) sufficiently large so that \( \sqrt{\frac{c_{\infty}}{m}} \leq 1 \), with probability at least \( 1 - 2\tau(e^\tau - \tau - 1)^{-1} - p_0(m, h) \) we have
\[
\|\kappa(t)\|_0^2 \lesssim \left[ h^\alpha \|\kappa(0)\|_0^2 + \|\kappa(0)\|_0^2 e^{-h^\alpha \frac{\tau}{2}} \right]^8, \tag{11}
\]
with
\[
h = c_\kappa^{\frac{1}{1+\alpha}} \|\kappa(0)\|_0^{\frac{1}{1+\alpha}} m^{-\frac{1}{1+\alpha}}, \quad \tau = c_0^{\frac{2\alpha}{1+\alpha}} \|\kappa(0)\|_0^{\frac{2\alpha}{1+\alpha}} m^{\frac{1}{1+\alpha}}
\]
for some constants \( c_\kappa, c_0, C \geq 0 \) dependent on \( s \) and independent of \( \kappa \) and \( m \).

The proof is given in Section 4. Some Remarks:

- The gradient flow error bound (11) consists of two terms: One summand tends to zero with time and one summand of small size \( h^\alpha \) that is independent of \( t \) and constitutes the final error after training. This is analogous to Theorem 2.1 in the shallow case.
• Assumption (7) ensures that the weights stay close to the initial value and is a standard estimate in NTK theory.

• The interpolation inequality (6) and the coercivity (8) are automatically satisfied if we define $H^*$ by eigen-decompositions of the NTK, as for the shallow 1d networks of the last section.

• Likewise, for the 1d shallow networks the in the previous section the initial concentration and perturbation Assumptions (9) and (10) are shown by the Fourier type eigen-decomposition of the NTK. For multidimensional and deep networks, the eigen-functions are given by spherical harmonics [10][21][12], so that some generalizations appear plausible.

• The result likely needs some tweaks to be applicable to deep networks. In particular, in assumption (9), we assume that the partial derivative $\partial_r f_\theta$ depends only on $\theta_r$, but not on any other $\theta_k$ for $k \neq r$. While true for shallow networks, which are just a sum of independent terms, the assumption fails for deep ones. It is used to ensure independence of summands for some concentration inequalities and may require a layer-wise breakdown in the deep case.

2.4 Overview of the Proof

The Neural Tangent Kernel Argument

The proof follows a classical neural tangent kernel argument. An elementary computation shows that for any $S \in \mathbb{R}$ the $\| \cdot \|_S$-norm of the residual $\kappa := f_\theta - g$ evolves by

$$
\frac{1}{2} \frac{d}{dt} \|\kappa\|^2_S = \left\langle \kappa, \frac{d\kappa}{dt} \right\rangle_S = - \left\langle \kappa, (Df_\theta)(Df_\theta)^* \kappa \right\rangle_S = - \left\langle \kappa, H_\theta \kappa \right\rangle_S .
$$

where $\theta = \theta(t)$ are the weights determined by the gradient flow. Our main interest is the case $S = 0$, which provides the evolution of the loss $L(\theta) = \frac{1}{2} \|\kappa\|_0^2$. As we will see, we also need the case $S = s$ to control the regularity of the gradient flow.

The evolution equation looks like a linear problem, except that the operator $H_\theta = H_{\theta(t)}$ depends on the neural network weights and therefore changes over time. Nonetheless, this nonlinearity is weak in the neural tangent kernel regime, based on the following two core observations: First, the weights $\theta(t)$ do not move far from the initial value so that $\theta(t) \approx \theta(0)$ and hence

$$H_{\theta(t)} \approx H_{\theta(0)} .$$

Second, at the random initial value $\theta(0)$ the operator $H_{\theta(0)}$ is close to its expectation

$$H_{\theta(0)} \approx \mathbb{E} [H_{\theta(0)}] =: H ,$$

where the last identity is the definition of the neural tangent kernel $H$. In conclusion, the evolution of the residual is a perturbation of the linear evolution
\[ \frac{1}{2} \frac{d}{dt} \| \kappa \|_S^2 \approx -\langle \kappa, H \kappa \rangle_S \lesssim -\| \kappa \|_{S-1}^2, \tag{15} \]

where in the last equality we have used the coercivity of \( H \).

**Interpolation and Convergence of the Gradient Flow** In the normal neural tangent kernel argument, the residual \( \kappa \) measures the misfit of the neural network on \( n \) sample points and is therefore contained in \( \mathcal{H} = \ell_2(\mathbb{R}^n) \). Since this space is finite dimensional, the norms \( \| \cdot \|_S \) and \( \| \cdot \|_{S-1} \) are equivalent. Thus the last equation ensures convergence by Gronwall’s inequality as long as we can control the perturbation \( H_{\theta(t)} \approx H \), which can be ensured by over-parametrization. However, in this paper we consider an under-parametrized regime with infinite data, so that the residual \( \kappa \) is contained in an infinite dimensional space \( \mathcal{H} \) and the norm equivalence no longer holds. Indeed, in the shallow case, if \( \kappa \) has significant high frequency components, we have \( \| \kappa \|_S \gg \| \kappa \|_{S-1} \) and thus for large loss \( \| \kappa \|_S \) we only have a relatively small error decay \( \frac{1}{2} \frac{d}{dt} \| \kappa \|_S^2 \approx -\| \kappa \|_{S-1}^2 \).

To overcome this issue, assume for the moment \( \| \kappa \|_s \leq \gamma \) is bounded uniformly in \( t \) so that we obtain the interpolation inequality

\[ \| \kappa \|_0 \leq \| \kappa \|_{-1}^{\frac{s+1}{s}} \| \kappa \|_s^{\frac{1}{s}} \leq \| \kappa \|_{-1}^{\frac{s+1}{s}} \gamma^{\frac{s+1}{s}}. \]

Solving for \( \| \kappa \|_{-1} \) and plugging in to the evolution (15) with \( S = 0 \), we obtain

\[ \frac{1}{2} \frac{d}{dt} \| \kappa \|_0^2 \lesssim -\| \kappa \|_0^{\frac{s+1}{s}} \gamma^{\frac{s}{2}}, \]

where \( \lesssim \) indicates missing perturbation terms. This time, the norm on the left hand side and right hand side are the same. Thus, if the residual is large, we also have a correspondingly large error decay and a Gronwall type inequality yields convergence.

**Smoothness of the residual** We still have to ensure that the residual \( \| \kappa \|_s \leq \gamma \) is smooth for all \( t \). First, in order to obtain any quantifiable approximation error from a finite width neural network and \( \mathcal{H} \)-norm loss, the target function \( g \) must be contained in some compact set. Usually, these are balls in Sobolev and Besov spaces and in our case we assume that \( \| g \|_s \) is bounded. Hence, a comparable bound for the neural network \( \| f_\theta \|_s \) ensures smoothness of the residual \( \kappa = f_\theta - g \). To this end, we again invoke the evolution equation (15) with \( S = s \) to obtain

\[ \frac{1}{2} \frac{d}{dt} \| \kappa \|_s^2 \approx -\| \kappa \|_{s-1}^2 \lesssim 0. \]

Due to the perturbations \( H_{\theta(t)} \approx H \), the right hand side can in fact be larger than zero, but as we will see, it remains sufficiently small so that we can still bound the smoothness \( \| \kappa \|_s \) of the residual.
Neural Tangent Kernel Perturbations  The bulk of the convergence proof is concerned with the two neural tangent kernel perturbations (13) and (14) and resolves two challenges. First, for the evolution of the $\|\kappa\|_s$-norm, we must control the perturbation of $H$ in related smoothness norms instead of simpler $\ell_2$ or $\mathcal{H}$ norms. Second, $H$ maps $\mathcal{H}$ to itself and is not a matrix in a finite dimensional space. Therefore, simple concentration arguments at the initialization like union bounds on the matrix entries are no longer permissible. Similar to [50, 62], we use a dimension independent variant of the matrix Bernstein inequality instead.

3 Numerical Experiments

Since the main result relies on a linearization argument, we consider several numerical experiments to see how gradient descent performs on an actual non-linear neural network. To this end, we consider three model functions, a Gaussian, a cusp and a jump:

$$g(x) = \frac{5}{4\sqrt{2\pi}} e^{-\frac{x^2}{4}}, \quad g(x) = 1 - \sqrt{|x|}, \quad g(x) = \begin{cases} 0 & x \leq 0 \\ 1 & x > 0 \end{cases}.$$  

The Gaussian is smooth and can be approximated with high order by spline approximation. The cusp and jump are typical examples to compare uniform with free knot splines. While the former are closely related to the theory in this paper, the latter free knot approximation results can in theory be achieved by a globally optimal shallow neural network. A corresponding theory would require us to replace the smoothness norm $\|\cdot\|_s$ with a considerably weaker Besov norm situated roughly on the Sobolev embedding line through $L_2(D)$.

In order to account for the randomness in the initialization, all experiments are repeated one-hundred times with their statistics reported in the box-plots below. All experiments are conducted in Pytorch [51] and the code is available on Github [23]. The Adam optimizer is selected en lieu of stochastic gradient descent since it yields reasonable results with minimal hyper-parameter tuning. Still, some parameters are adjusted in the interest of saving computational resources, depending on the target function and network size. An initial learning rate between 0.001 and 0.02 is used, and for some cases, learning rate decay is implemented via Pytorch’s “StepLR” function. Also, in the interest of computational efficiency, the number of training samples is a function of network size, $2^m$, while a grid size of $100m$ is used for evaluating function norms.

Approximation Rates  We first compare the approximation rates from Corollary 2.2 with experiments. Figures 1 and 2 show width-versus error plots for networks that are trained until no further significant improvement is observed and Table 1 shows the corresponding numerical order. Although the order of the Gaussian seems to change at some width, for all three examples the numerically determined orders are below the ones expected for uniform splines (orders $2, < 1, < 1/2$), free knot splines (orders 2, 2 and $\infty$) and above the ones predicted
by our theory (<1/24 in all cases). Within these upper and lower bounds, the order improves with the smoothness of the target functions. For better comparison with splines, we included both plots for trained and untrained outer layer \( a_r \).

In conclusion, the provided theoretical results are not sharp, but correctly predict a loss in convergence rate compared to optimal rates. Hence, the networks have some redundancy in comparison to the achievable error for each given function. This seems to replace the redundancy in comparison to the number of samples in the usual over-parametrized regime.

Figure 1: \( \| f_\theta - g \|_2 \) Convergence with \( a_r \) not trained.

Figure 2: \( \| f_\theta - g \|_2 \) Convergence with \( a_r \) trained.

**Gradient Descent Convergence**  Besides an approximation result, Theorem 2.1 contains error bounds for the gradient flow with respect to time \( t \). Analogous gradient descent convergence plots for \( m = 1000 \) are given in Figure 3. In each plot, the training process is shown for ten different random weight initializations, represented by different colors. These were selected at random from the full
set of one-hundred repeated experiments. Given the simplicity of the target function, we need a considerable amount of iterations.

![Learning curves with $a_r$ not trained.](image)

**Table 1: Convergence rates of $\|f_\theta - g\|_2$.**

| $m$  | $a_r$ Not Trained | $a_r$ Trained |
|------|------------------|---------------|
|      | Gaussian | Cusp | Step | Gaussian | Cusp | Step |
| 18   | 0.62     | 0.97 | 0.16 | 2.76     | 1.98 | 0.08 |
| 32   | 0.93     | 0.87 | 0.18 | 1.66     | 1.13 | 0.07 |
| 56   | 1.01     | 0.57 | 0.13 | 1.52     | 0.51 | 0.05 |
| 100  | 1.94     | 0.42 | 0.12 | 1.27     | 0.21 | 0.04 |
| 178  | 2.95     | 0.32 | 0.11 | 1.07     | 0.06 | 0.03 |
| 316  | 5.16     | 0.39 | 0.14 | 1.01     | 0.03 | 0.03 |
| 562  | 1.66     | 0.33 | 0.11 | 0.94     | 0.04 | 0.03 |
| 1000 | 0.93     | 0.34 | 0.13 | 0.46     | 0.05 | 0.02 |

**Weight Change** The NTK linearization argument relies on the fact that the weights do not move far from their initial values, at least for the limited training time in Theorem 2.1. For later times, the theory does not provide any bounds and practical distances are shown in Figure 4. Similar to Figure 3, ten samples, selected at random from the full set of one-hundred experiments, are shown in each plot. In all cases, the weights move out of the neighborhood used in the NTK theory. Nonetheless, Figure 5 and Table 2 show that in correspondence with theory the weight distance is smaller for larger $m$. In contrast to the approximation rates, the rate at which the distance changes is fairly close to the rate $< 1/3$ predicted by Corollary 2.3.

Note that in Figure 4 the weights for the step function never exceed 5 during the training time, in contrast to $1/h$ of a natural hand crafted network

$$f(x) = \frac{1}{h} \text{ReLU}(x) - \frac{1}{h} \text{ReLU}(x - h),$$

which approximates the jump by a linear function between two breakpoints at
distance \( h \). Practical networks tend to achieve a similar function by stacking jumps of lesser height with smaller outer weights.

![Graph showing maximum weight change over time for large \( m = 1000 \) models.](image)

**Figure 4:** Maximum weight change over time for large \( m = 1000 \) models.

![Graph showing convergence with \( a_r \) not trained.](image)

**Figure 5:** \( \| \theta(t) - \theta(0) \|_\infty \) convergence with \( a_r \) not trained.

| \( m \) | Gaussian | Cusp | Step |
|---|---|---|---|
| 18 | 0.10 | 0.17 | 0.11 |
| 32 | 0.14 | 0.17 | 0.11 |
| 56 | 0.22 | 0.28 | 0.20 |
| 100 | 0.34 | 0.39 | 0.28 |
| 178 | 0.38 | 0.29 | 0.29 |
| 316 | 0.55 | 0.40 | 0.25 |
| 562 | 0.49 | 0.34 | 0.31 |
| 1000 | 0.64 | 0.40 | 0.25 |

Table 2: Convergence rates of \( \| \theta(t) - \theta(0) \|_\infty \) with \( a_r \) not trained.

**Adaptive Grids** As observed earlier, the theoretical results of this paper are comparable to uniform splines, but not free knot splines, although the latter are
within the representation capabilities of the neural networks. This is somewhat a necessity of the NTK linearization: It requires that the biases \( \theta \) do not move far from their initial values. But the biases are identical with the breakpoint locations, which therefore must also remain close to the initial uniform distribution, at least in the initial time frame where Theorem 2.1 applies. As we have seen, the weights leave this initial neighborhood eventually and Figures 6 and 7 show histograms of their final location. Contrary to the NTK regime, they do show some reasonable adaptive behavior.

Figure 6: Breakpoint histograms with \( a_r \) not trained (\( m = 100 \)).

Figure 7: Breakpoint histograms with \( a_r \) trained (\( m = 100 \)).

4 Proof of Theorem 2.4

In this section, we prove Theorem 2.4 following the idea outlined in the proof overview in Section 2.4. The proof is organized as follows.

1. Section 4.1 Derives the neural tangent kernel and the evolution of the norms \( \frac{1}{2} \frac{d}{dt} \| \kappa \|_S \).

2. Section 4.2 Shows a convergence result given that the derivatives \( H_{\theta(t)} \approx H \) stay close to the expectation of the initial as outlined in (13) and (14).
3. Section 4.3 shows (13), i.e., that the initial $H_{\theta(0)}$ is close to the expectation $H$.

4. Section 4.4 shows (14), i.e., that $H_{\theta(t)}$ remains close to the initial $H_{\theta(0)}$ during training.

5. Section 4.5 combines all partial results to the proof of Theorem 2.4.

4.1 Gradient Flow and the Neural Tangent Kernel

We compute the evolution $\frac{d}{dt}\|\kappa\|_S^2$ of the residual $\kappa = f_\theta - g$. First note that the residual maps the weights $\theta \in \Theta$ to a function in $\mathcal{H}$ and the loss maps the weights to a real value:

$$
\kappa : \Theta \to \mathcal{H}, \quad \theta \to f_\theta - g,
L : \Theta \to \mathbb{R}, \quad \theta \to L(\theta) = \frac{1}{2}\|\kappa\|_H^2.
$$

The weights $\theta = \theta(t)$ evolve by the gradient flow

$$
\frac{d}{dt}\theta = -\nabla L(\theta).
$$

In order to compute the right hand side, the Fréchet derivative of the loss is

$$
DL(\theta)v = \langle \kappa, (Df_\theta)v \rangle = \langle (Df_\theta)^*\kappa, v \rangle, \quad \text{for all } v \in \Theta
$$

and the gradient of the loss is the Riesz lift of the derivative

$$
\nabla L(\theta) = (Df_\theta)^*\kappa.
$$

Using the chain rule, we obtain

$$
\frac{d\kappa}{dt} = (Df_\theta)\frac{d\theta}{dt} = -(Df_\theta)\nabla L(\theta) = -(Df_\theta)(Df_\theta)^*\kappa =: H_\theta \kappa
$$

and the evolution of the norm

$$
\frac{1}{2} \frac{d}{dt}\|\kappa\|_S^2 = \left\langle \kappa, \frac{d\kappa}{dt} \right\rangle_S = -\langle \kappa, (Df_\theta)(Df_\theta)^*\kappa \rangle_S = -\langle \kappa, H_\theta \kappa \rangle_S,
$$

where we have defined

$$
H_\theta := (Df_\theta)(Df_\theta)^*, \quad H := E[H_\theta] = \int_\Theta H_\theta \, dP(\theta).
$$

The second operator is the neural tangent kernel and will play an essential role in our analysis, which is carried out in a regime where $H_\theta$ stays close to its expectation $H$.

It will be useful to split $H_\theta$ into a sum of partial derivatives. With the standard basis vectors $e_r$ of $\mathbb{R}^m$ the partial derivatives are given by

$$
\partial_r f_\theta = (Df_\theta)e_r \in \mathcal{H}
$$
and thus, we can split
\[ H_\theta = (Df_\theta)(Df_\theta)^* = \sum_{r=1}^{m} \partial_r f_\theta \langle \partial_r f_\theta, \cdot \rangle = \sum_{r=1}^{m} (\partial_r f_\theta)(\partial_r f_\theta)^* \] (19)
into a sum of rank one operators.

4.2 Convergence

Using the notation \( \|H\|_{0,S} \) for the induced operator norm of \( H : \mathcal{H}^0 \to \mathcal{H}^S \), the following result provides the same conclusion as Theorem 2.4, which we aim to prove, but uses more elementary assumptions. These will be provided in the following sections.

Lemma 4.1. Assume we train weights of \( f_\theta \) by a gradient flow according to the definitions in Sections 2.3 and 4.1. For \( S \in \{0, s\} \), constants \( c_\infty, c_0, \alpha > 0 \) and functions \( p_\infty(\tau), p_0(m, h) \) assume that

1. The distance of the weights from their initial value is controlled by
\[ \|\theta(t) - \theta(0)\|_\infty \lesssim \sqrt{\frac{2}{m} \int_0^t \|\kappa(\tau)\|_0 d\tau}. \] (20)
2. \( H \) is coercive
\[ \|v\|_{S-1}^2 \lesssim \langle v, Hv \rangle_S, \quad v \in \mathcal{H}^{S-1} \] (21)
3. \( \Pr \left[ \|H - H_{\theta(0)}\|_{0,S} \geq \sqrt{\frac{c_\infty \tau}{m}} \right] \leq p_\infty(\tau) \) (22)
   for all \( \tau \) with \( \sqrt{\frac{c_\infty \tau}{m}} \leq 1 \).
4. \( \Pr \left[ \exists \bar{\theta} \in \Theta \text{ with } \|\bar{\theta} - \theta(0)\|_\infty \leq h \text{ and } \|H_{\bar{\theta}} - H_{\theta(0)}\|_{0,S} \geq c_0 h^\alpha \right] \leq p_0(m, h) \) (23)
   for all \( h > 0 \).

Then for \( m \) sufficiently large so that \( \frac{\tau}{m} \leq 1 \), with probability at least \( 1 - p_\infty(\tau) - p_0(m, h) \) we have
\[ \|\kappa(t)\|_0^2 \lesssim \left[ h^{\alpha} \|\kappa(0)\|_s^2 + \|\kappa(0)\|_0^2 e^{-h^\alpha \frac{t}{2}} \right]^s \]
with
\[ h = c_1^{-\frac{1}{\alpha}} \|\kappa(0)\|_{s}^{\frac{1}{\alpha}} m^{-\frac{1}{\alpha}} \] and \[ \tau = c_0^{-\frac{2}{\alpha}} \|\kappa(0)\|_{0}^{\frac{2}{\alpha}} m^{-\frac{1}{\alpha}} \]
for some constants \( c_\infty, c, C \geq 0 \) dependent of \( s \) and independent of \( \kappa \) and \( m \).
Proof. For the time being, we assume that the weights remain within a finite distance

\[ h := \sup_{t \leq T} \| \theta(t) - \theta(0) \|_\infty \]  

(24)

to their initial up to a time \( T \) to be determined below. With this condition, we can bound the time derivatives of the loss \( \| \kappa \|_0 \) and the smoothness \( \| \kappa \|_s \). For \( S \in \{0, s\} \), we have already calculated the exact evolution in (17), which we estimate by

\[
\frac{1}{2} \frac{d}{dt} \| \kappa \|^2_S = -\langle \kappa, H\kappa \rangle_S - \langle \kappa, (H - H_{\theta(t)})\kappa \rangle_S + \langle \kappa, (H_{\theta(0)} - H_{\theta(t)})\kappa \rangle_S \\
\leq \langle \kappa, H\kappa \rangle_S + \| H - H_{\theta(0)} \|_{0,s} \| \kappa \|_s \| \kappa \|_0 + \| H_{\theta(0)} - H_{\theta(t)} \|_{0,s} \| \kappa \|_s \| \kappa \|_0 \\
\leq \langle \kappa, H\kappa \rangle_S + \left[ \sqrt{\frac{c_0 T}{m}} + c_0 h^\alpha \right] \| \kappa \|_s \| \kappa \|_0 ,
\]

with probability at least \( 1 - p_\infty(\tau) - p_0(m, h) \), where in the last inequality we have chosen \( \tau = h^{2\alpha} m \) so that \( \sqrt{\frac{c_0 T}{m}} \leq h^\alpha \) and the second but last inequality follows from assumptions (22), (23) and (24). The left hand side contains one negative term \( -\langle \kappa, H\kappa \rangle_S \), which decreases the residual \( \frac{d}{dt} \| \kappa \|^2_S \), and one positive term which enlarges it. In the following, we ensure that these terms are properly balanced. In case \( S = s \), we only need to show that the smoothness \( \| \kappa \|_s \) remains bounded for all relevant \( t \) and therefore it is sufficient to consider the crude estimate

\[ \langle \kappa, H\kappa \rangle_s \geq \| \kappa \|^2_{s-1} \geq 0. \]

For \( S = 0 \), the norm \( \| \kappa \|_0 = L(\theta) \) is the loss function, so we have to ensure that it becomes sufficiently small and thus we need a more careful estimate. Since we do not consider the time evolution of the \( \| \kappa \|_{-1} \) norm, we lower bound it by the interpolation inequality \( \| \kappa \|_0 \leq \| \kappa \|_{-1}^{\frac{1}{2}} \| \kappa \|_{s-1}^{\frac{1}{2}} \) from (6), which upon solving for \( \| \kappa \|_{-1} \) yields

\[ \langle \kappa, H\kappa \rangle_0 \geq \| \kappa \|^2_{-1} \geq \| \kappa \|_0^{2+\frac{2}{s}} \| \kappa \|_s^{-\frac{2}{s}}. \]

Thus, we arrive at the coupled system of differential inequalities

\[
\frac{1}{2} \frac{d}{dt} \| \kappa \|^2_0 \leq -\| \kappa \|_0^{2+\frac{2}{s}} \| \kappa \|_s^{-\frac{2}{s}} + h^\alpha \| \kappa \|_0^2 \\
\frac{1}{2} \frac{d}{dt} \| \kappa \|^2_s \leq h^\alpha \| \kappa \|_s \| \kappa \|_0 .
\]

Notice that by means of the interpolation inequality this system does not involve any \( \| \kappa \|_s \) norms for \( S \notin \{0, s\} \). Since \( \| \cdot \|_0 \leq \| \cdot \|_s \), by Lemma 6.7 with \( x = \| \kappa \|_0^2 \), \( y = \| \kappa \|_s^2 \) and \( \rho = \frac{1}{s} \), we have

\[ \| \kappa \|_s^2 \leq \left[ \| \kappa(0) \|_s + \frac{h^\alpha}{h^\alpha} \| \kappa(0) \|_0 \right]^2 \leq \| \kappa(0) \|_s^2 , \]
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and
\[
\|\kappa\|_0^2 \lesssim \left( h^\alpha \|\kappa(0)\|_0^2 + \|\kappa(0)\|_0^2 e^{-ch^\alpha T} \right)^{\frac{2}{\alpha}} \lesssim \|\kappa(0)\|_0^2 e^{-ch^\alpha T},
\]  
(25)
for some generic constant \( c > 0 \), where the last inequality holds as long as the second summand dominates, i.e.
\[
h^\alpha \|\kappa(0)\|_0^2 \lesssim \|\kappa(0)\|_0^2 e^{-ch^\alpha T}.
\]
defining a final time \( T \) when the sizes flip. This shows the statement of the lemma up to a computation of \( h \), defined in (24), and a proof that it remains finite. We first compute \( h \). By Assumption (20) and (25) we have
\[
h = \sup_{t \leq T} \| \theta(t) - \theta(0) \|_\infty \lesssim \sqrt{\frac{2}{m}} \int_0^T \| \kappa(\tau) \|_0 d\tau
\]
\[
\lesssim \sqrt{\frac{2}{m}} \| \kappa(0) \|_0 \int_0^T e^{-ch^\alpha T} d\tau \leq c \sqrt{\frac{T}{m}} \frac{\| \kappa(0) \|_0}{h^\alpha},
\]
(27)
for some generic constant \( c > 0 \). Solving for \( h \), we obtain
\[
h \leq B := c \frac{1}{h^\alpha} \| \kappa(0) \|_0^{\frac{1}{2} + \frac{1}{\alpha}} m^{-\frac{1}{2} + \frac{1}{\alpha}}.
\]
Note that the use of (25) implicitly assumes that \( h \) is bounded, which we show by contradiction. Indeed, if it is unbounded, let \( \bar{T} \) be the smallest time when the weights separate farther than \( 2B \)
\[
\bar{T} := \inf \{ 0 \leq t \leq T \mid \| \theta(t) - \theta(0) \|_\infty \geq 2B \}.
\]
For any \( t < \bar{T} \), we can use the arguments above to see that \( \| \theta(t) - \theta(0) \|_\infty \leq B \) on the contrary, by definition for some \( t \geq \bar{T} \) arbitrarily close to \( \bar{T} \) we have \( \| \theta(t) - \theta(0) \|_\infty \geq 2B \). This contradicts the continuity of \( \theta(t) \) so that \( h \) must be bounded.

Finally, we extend the result beyond the largest time \( T \) for which (26) is satisfied and \( h^\alpha \|\kappa(0)\|_0^2 = \|\kappa(0)\|_0^2 e^{-h^\alpha \bar{T}} \). Since \( \|\kappa\|_0^2 \) is defined by a gradient flow, it is monotonically decreasing and thus for any time \( t > T \), we have
\[
\|\kappa(t)\|_0^2 \leq \|\kappa(T)\|_0^2 \lesssim \left( 2h^\alpha \|\kappa(0)\|_0^2 e^{-h^\alpha \bar{T}} \right)^{\frac{2}{\alpha}} \lesssim 2^\alpha \left[ h^\alpha \|\kappa(0)\|_0^2 + \|\kappa(0)\|_0^2 e^{-h^\alpha \bar{T}} \right]^{\frac{2}{\alpha}}
\]
so that the error bound (25) holds for all times up to an adjustment of the constants. This implies the statement of the lemma with our choice of \( h \) and \( \tau \).

\[\square\]

4.3 Concentration at the Initial Value

This section contains a concentration result that shows \( H_{\theta(0)} \approx H \). To this end, recall from (19) that \( H_{\theta(0)} \) is a sum of independent random rank one operators. Hence we use matrix concentration inequalities to show that \( H_{\theta(0)} \) concentrates close to its expectation, with high probability. See [50, 62] for some similar results.
Lemma 4.2. Assume that the partial derivatives $\partial_r f_\theta$, $r = 1, \ldots, m$ only depend on the single weight $\theta_r$ and that $\|\partial_r f_\theta\|_S \leq \frac{\mu}{\sqrt{m}}$ for $S \in \{s, t\}, s, t \in \mathbb{R}$. Then for independently sampled initial weights $\theta$ and all $\tau > 0$, we have

$$\Pr \left[ \|H_\theta - H\|_{-t,s} \geq \sqrt{\frac{8\mu^4 \tau}{m} + \frac{2\mu^2 \tau}{3m}} \right] \leq 2\tau (e^\tau - \tau - 1)^{-1}.$$  

Proof. $H_\theta$ is a sum of independent random operators so that we can compute its concentration by matrix Bernstein inequalities. Indeed, by (19), we can decompose $H_\theta$ as

$$H_\theta = \frac{1}{m} \sum_{r=1}^{m} X_r(\theta_r), \quad X_r(\theta_r) := v_r u_r^*, \quad v_r := \sqrt{m} \partial_r f_\theta, \quad u_r^* := \sqrt{m} \langle \partial_r f_\theta, \cdot \rangle.$$  

Since by assumption the partial derivatives $\partial_r f_\theta$ only depend on a single component $\theta_r$, all random operators $X_r(\theta_r)$ depend only on a single $\theta_r$, and are therefore independent. Moreover, by assumption we have $\|v_r\|_s \leq \mu$ and $\|u_r^*\|_{-t,s} = \|u_r\|_t \leq \mu$, where $\|\cdot\|_{-t,s}$ denotes the norm of the dual space $(\mathcal{H}^{-t})^*$. Thus, by Corollary 6.4 of the matrix Bernstein inequality stated below, for all $\tau \geq 0$

$$\Pr \left[ \left\| \frac{1}{m} \sum_{r=1}^{m} X_r - \mathbb{E}[X_r] \right\|_{-t,s} \geq \sqrt{\frac{8\mu^4 \tau}{m} + \frac{2\mu^2 \tau}{3m}} \right] \leq 2\tau (e^\tau - \tau - 1)^{-1}.$$  

By construction, we have $\frac{1}{m} \sum_{r=1}^{m} X_r = H_\theta$ and $\frac{1}{m} \sum_{r=1}^{m} \mathbb{E}[X_r] = \mathbb{E}[H_\theta] = H$ so that

$$\left\| \frac{1}{m} \sum_{r=1}^{m} X_r - \mathbb{E}[X_r] \right\|_{-t,s} = \|H_\theta - H\|_{-t,s}$$  

which completes the proof.

\[ \square \]

4.4 Perturbations

We prove that $H_\theta \approx H_{\bar{\theta}}$ for $\theta \approx \bar{\theta}$, which is used to show that $H_{\theta(t)} \approx H_{\theta(0)}$ given that the weights do not differ much from their initial values $\theta(t) \approx \theta(0)$.

Lemma 4.3. Let $S \in \{s, t\}, s, t \in \mathbb{R}$ and $\theta, \bar{\theta} \in \Theta$. Assume that

$$\|\partial_r f_\theta\|_S \leq \frac{\mu}{\sqrt{m}}, \quad \sup_{\|v\|_s \leq 1} \left\| \sum_{r=1}^{m} (\partial_r f_\theta - \partial_r f_{\bar{\theta}}) v_r \right\|_S \leq \sqrt{m} L \|\theta - \bar{\theta}\|_\infty ^\alpha$$  

for some $\alpha, \mu, L \geq 0$. Then

$$\|H_\theta - H_{\bar{\theta}}\|_{-t,s} \leq 2\mu L \|\theta - \bar{\theta}\|_\infty ^\alpha.$$  
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Proof. Using the split \([19]\) of \(H_\theta\) into a sum of the partial derivatives, we obtain

\[
\|H_\theta - H_{\bar{\theta}}\|_{-t,s} = \left\| \sum_{r=1}^{m} (\partial_r f_\theta)(\partial_r f_{\bar{\theta}})^* - (\partial_r f_\theta)(\partial_r f_{\bar{\theta}})^* \right\|_{-t,s} \\
\leq \left\| \sum_{r=1}^{m} (\partial_r f_\theta - \partial_r f_{\bar{\theta}})(\partial_r f_{\bar{\theta}})^* \right\|_{-t,s} \\
+ \left\| \sum_{r=1}^{m} (\partial_r f_{\bar{\theta}})(\partial_r f_\theta - \partial_r f_{\bar{\theta}})^* \right\|_{-t,s} \\
=: S_1 + S_2
\]

For the first summand \(S_1\), we replace the operator norm by its definition so that for any \(h > 0\), we have

\[
S_1 = \sup_{v \neq 0} \left\| \sum_{r=1}^{m} (\partial_r f_\theta - \partial_r f_{\bar{\theta}})(\partial_r f_{\bar{\theta}})^* v \right\| \frac{h}{\|v\|_{-t}}.
\]

With \(\nu = \nu(v) \in \mathbb{R}^m\) defined by \(\nu_r := \frac{1}{h} (\partial_r f_{\bar{\theta}})^* v\) and \(h := \max_r |(\partial_r f_{\bar{\theta}})^* v| = \max_r |(\partial_r f_{\bar{\theta}})^* v| \leq \max_r \|\partial_r f_{\bar{\theta}}\|_t \|v\|_{-t}\) this simplifies to

\[
S_1 \leq \sup_{\|v\|_{-t} \leq 1} \left\| \sum_{r=1}^{m} (\partial_r f_\theta - \partial_r f_{\bar{\theta}})\nu_r \right\| \max_r \|\partial_r f_{\bar{\theta}}\|_t.
\]

Our choice of \(h\) implies \(|\nu_r| \leq 1\) for all \(r\) and thus

\[
S_1 \leq \sup_{\|v\|_{-t} \leq 1} \left\| \sum_{r=1}^{m} (\partial_r f_\theta - \partial_r f_{\bar{\theta}})\nu_r \right\| \max_r \|\partial_r f_{\bar{\theta}}\|_t.
\]

Since we define adjoints \((\cdot)^*\) is with respect to the \(H_0 = L_2(D)\) scalar product and not \(H_0^*\) and \(H_t\), we have \(\|H_\theta\|_{-t,s} = \|H_{\bar{\theta}}^*\|_{-s,t}\) and thus an analogous argument for the second summand yields

\[
S_2 \leq \sup_{\|v\|_{-t} \leq 1} \left\| \sum_{r=1}^{m} (\partial_r f_\theta - \partial_r f_{\bar{\theta}})\nu_r \right\| \max_r \|\partial_r f_{\bar{\theta}}\|_s.
\]

Plugging the assumptions into the estimates for \(S_1\) and \(S_2\) yields the result.

If all partial derivatives are Hölder continuous, by the triangle inequality, we obtain the following simplified result, which is not sharp.

**Lemma 4.4.** Assume that for \(S \in \{s,t\}, s,t \in \mathbb{R}\) and all \(\theta, \bar{\theta} \in \Theta\)

\[
\|\partial_r f_\theta\|_S \leq \frac{\mu}{\sqrt{m}}, \quad \|\partial_r f_\theta - \partial_r f_{\bar{\theta}}\|_S \leq \frac{L}{\sqrt{m}}\|\theta - \bar{\theta}\|_\infty^\alpha
\]

for some \(\alpha, \mu, L \geq 0\). Then

\[
\|H_\theta - H_{\bar{\theta}}\|_{-t,s} \leq 2\mu L\|\theta - \bar{\theta}\|_\infty^\alpha.
\]
Proof. By the triangle inequality, we have for any \( \|\nu\|_\infty \leq 1 \) that
\[
\left\| \sum_{r=1}^m (\partial_r f_\theta - \partial_r f_{\bar{\theta}}) \nu_r \right\|_S \leq \sum_{r=1}^m \| (\partial_r f_\theta - \partial_r f_{\bar{\theta}}) \|_S |\nu_r| \leq \sqrt{m} L \|\theta - \bar{\theta}\|_S.
\]
Thus, the result follows from Lemma 4.3.

The triangle inequality in the last proof is a rather crude estimate. Indeed, if the partial derivatives are close to orthogonal in the \( S \) norms, one can alternatively estimate
\[
\left\| \sum_{r=1}^m (\partial_r f_\theta - \partial_r f_{\bar{\theta}}) \nu_r \right\|_S \lesssim \left( \sum_{r=1}^m \| (\partial_r f_\theta - \partial_r f_{\bar{\theta}}) \|^2_S |\nu_r|^2 \right)^{1/2} \leq L \|\theta - \bar{\theta}\|_S, \quad (28)
\]
an improvement by a factor \( \sqrt{m} \). In spaces like \( L_2 \), orthogonality is implied by disjoint local supports. Although that is too strong for our application, variants of this argument are sill applicable. We first have to ensure that the \( H^s \) norms have similar localization properties than \( L_2 \): We say that a norm localizes if for any cover \( P \) of \( D \) with bounded number of overlaps \( n_o = \max_{x} |\{ P \in P | x \in P\}| \) we have
\[
\left\| \sum_{P \in P} f_P \right\|^2 \lesssim n_o \sum_{P \in P} \| f_P \|^2 \quad (29)
\]
for all functions \( f_P \) with support \( \text{supp}(f_P) \subset P \). This is clearly satisfied for \( L_2 \) and Sobolev norms and in Section 5.4.3, we will see that the \( H^s \) norms do satisfy some related properties.

As we will see below, with high probability the partial derivatives \( f_P = \partial_r f_\theta - \partial_r f_{\bar{\theta}} \) have local support with bounded overlap, so that the localization property of the norms directly leads to a slightly weakened variant of the orthogonality argument (28).

4.5 Proof of the Theorem

Proof of Theorem 2.4. The Theorem follows directly from Lemma 4.1 once we verify all assumptions.

1. **Weight Distance:** The bounds for \( \|\theta(t) - \theta(0)\|_\infty \) in assumptions (7) for the Theorem and (20) for the Lemma are identical.

2. **Coercivity:** The coercivity assumptions (8) for the Theorem and (21) for the Lemma are identical.

3. **Initial concentration:** Assumption (9) together with Lemma 4.2 imply that
\[
\Pr \left[ \|H_\theta - H\|_{0,S} \geq \sqrt{\frac{8\mu^4 \tau}{m} + \frac{2\mu^2 \tau}{3m}} \right] \leq 2\tau (e^\tau - \tau - 1)^{-1}.
\]
For $m$ sufficiently large so that $\frac{2}{m} \leq 1$, we have $(\sqrt{8} + \frac{2}{3}) \mu^2 \sqrt{\tau} \geq \sqrt{8\mu^2 + 2\mu^2\tau} \geq \sqrt{c_\infty} = (\sqrt{8} + \frac{2}{3}) \mu^2$ and $p_\infty(\tau) = 2\tau(e^{\tau} - \tau - 1)^{-1}$.

4. Perturbation: In the random event that (10) holds, assumption [9] together with Lemma 4.3 yield

$$\|H_\theta - H_\bar{\theta}\|_{-t,s} \leq 2\mu L\|\theta - \bar{\theta}\|_\infty$$

and thus provide assumption (23) of Lemma 4.1.

Thus, the theorem follows from Lemma 4.1.

5 Proof of Theorem 2.1

The theorem is a consequence of the general variant Theorem 2.4. In this section, we verify all assumptions for the shallow case. First, we re-state Theorem 2.1 in a more rigorous variant, where all constants are fully independent of $\kappa$ and in particular no longer depend on $\|\kappa\|_0$.

**Theorem 5.1.** Let $\kappa = \kappa(t) = f_{\theta(t)} - g$ be the residual of the gradient flow (3) for the shallow network (2). Then for the smoothness norms $\|\cdot\|_s$ defined in (4), for $0 < s < \frac{1}{2}$ and $m \geq c_m$, with probability at least $1 - C\tau(e^{\tau} - \tau - 1)^{-1} - \frac{C}{h} e^{-2mh^2}$ we have

$$\|\kappa(t)\|^2 \leq C \left[ h^{1-s}\|\kappa(0)\|_s^{\frac{1}{s}} + \|\kappa(0)\|_0^{\frac{s}{2}} e^{-h^{1-s} \frac{t}{2}} \right]^s$$

with

$$h = c_h^{-\frac{1}{2}} \|\kappa(0)\|_0^{\frac{1}{2}} m^{-\frac{1}{2}} \frac{1}{\sqrt{s}}$$

for some constants $c_m, c_h, c_0, C, C_h, C_\tau \geq 0$ dependent of $s$ and independent of $\kappa$ and $m$.

The proof is organized as follows.

1. Section 5.1 Provides explicit formulas for the NTK of the shallow network.
2. Section 5.2 Computes the eigenvalues and eigenvectors of the NTK.
3. Section 5.3 Shows that the weights do not move far from the initial.
4. Section 5.4 Provides bounds for the partial derivatives and their Hölder continuity used for the assumption of Theorem 2.4.
5. Section 5.5 Combines all partial results to the proof of Theorem 5.1.
5.1 The Neural Tangent Kernel

We compute the neural tangent kernel for the shallow network (2). To this end, we first need the Fréchet derivatives

\[
(Df_\theta) u = x \rightarrow \frac{1}{\sqrt{m}} \sum_{r=1}^{m} a_r \sigma'(x - \theta_r) u_r \in \mathcal{H}, \quad u \in \Theta
\]

\[
(Df_\theta)^* v = r \rightarrow \frac{1}{\sqrt{m}} \int_{D} a_r \sigma'(y - \theta_r) v(y) dy \in \Theta, \quad v \in \mathcal{H}.
\]

(30)

Since \(a_r = \pm 1\), we have \(a_r^2 = 1\) so that definition (18) of \(H_\theta\) implies

\[
H_\theta v = x \rightarrow \frac{1}{m} \sum_{r=1}^{m} \int_{D} \sigma'(x - \theta_r) \sigma'(y - \theta_r) v(y) dy \in \mathcal{H}.
\]

Recall that the neural tangent kernel is defined by \(H = \mathbb{E} [Df_\theta(Df_\theta)^*] = \mathbb{E} [H_\theta]\) at \(\theta = \theta(0)\). Since the latter is uniformly distributed on \(D = [-1, 1]\), we obtain

\[
Hv = x \rightarrow \frac{1}{2} \int_{-1}^{x} \int_{\theta} \sigma'(x - \theta) \sigma'(y - \theta) v(y) d\theta dy \in \mathcal{H}.
\]

(31)

This operator integrates \(r\) twice, with the unit step functions \(\sigma'(x - \theta)\) and \(\sigma'(y - \theta)\) restricting the integral bounds to subdomains \(\theta \in [-1, x]\) and \(y \in [\theta, 1]\) of \(D = [-1, 1]\), respectively. Hence, the operator simplifies to

\[
(Hv)(x) = \frac{1}{2} \int_{-1}^{x} V(\theta) d\theta, \quad V(\theta) = \int_{\theta}^{1} v(y) dy.
\]

(32)

5.2 Eigenvalues and Eigenvectors

We first show that the neural tangent kernel of (2) is the inverse of a Laplacian with suitable boundary conditions. Then, we use standard arguments to compute the eigenvalues and eigenvectors explicitly.

Lemma 5.2. Let \(v \in \mathcal{H}\) and \(H\) be the neural tangent kernel defined in (31). Then \(Hv\) is the unique solution of the boundary value problem

\[
-\frac{d^2}{dx^2}(Hv)(x) = \frac{1}{2} v(x), \quad (Hv)(-1) = 0, \quad \frac{d}{dx}(Hv)(1) = 0
\]

for all \(x \in D\).

Proof. Recall from (32) that the neural tangent kernel is

\[
(Hv)(x) = \frac{1}{2} \int_{-1}^{x} V(\theta) d\theta, \quad V(\theta) = \int_{\theta}^{1} v(y) dy.
\]

Differentiating twice, we see that \(Hv\) satisfies the Poisson equation

\[
-\frac{d^2}{dx^2}(Hv)(x) = -\frac{1}{2} \frac{d}{dx} V(x) = \frac{1}{2} v(x),
\]
with no minus sign in the last step because $x$ is the lower integral bound in the
definition of $V(x)$. Differentiating once and evaluating at $x = 1$, we obtain the
right boundary condition

$$- \frac{d}{dx} (Hv)(1) = -\frac{1}{2} V(1) = 0.$$ 

Finally $(Hv)(-1) = 0$ is implied by the integral bounds. \hfill $\Box$

With the last lemma, it is standard to compute the eigenvalues and eigen-

**Lemma 5.3.** Define

$$\phi_k(x) = \sin(\omega_k x - \varphi_k), \quad \omega_k = \frac{\pi}{4} + \frac{\pi}{2} k, \quad \varphi_k = -(-1)^k \frac{\pi}{4}.$$ 

Then $\phi_k$ is an $H$ orthonormal basis of eigenfunctions of $H$ with corresponding
eigenvalues $2 \omega_k^2$.

**Proof.** By Lemma 5.2 the space $H$ is boundedly mapped to the Sobolev space
$H^2(D)$ by $H$ so that the operator is compact. Since it is also symmetric, by the
spectral theorem it has an orthogonal basis of eigenvectors.

In order to avoid the factor $1/2$ in the definition of $H$, we compute the
eigenvalues of $\tilde{H} := \frac{1}{2} H$. Differentiating the eigenvalue equation $\tilde{H}v = \omega^2 v$
twice and using Lemma 5.2, we obtain

$$\omega v'' = (\tilde{H}v)'' = -v \iff v'' + \omega^2 v = 0,$$

so that all eigenfunctions must be of the form

$$v(x) = \sin(\omega x - \varphi).$$

The constants $\omega$ and $\varphi$ are chosen so that the boundary conditions of Lemma
5.2 are satisfied:

$$0 = \omega^2 (Hv)(-1) = v(-1) = \sin(-\omega - \varphi), \quad \Leftrightarrow \quad \omega + \varphi = \pi m$$

$$0 = \omega^2 (Hv)'(1) = v'(1) = \omega \cos(\omega - \varphi), \quad \Leftrightarrow \quad \omega - \varphi = \frac{\pi}{2} + \pi n$$

for some integer $m$ and $n$ and in the respective second equations we have used
that $v$ is an eigenfunction. Adding and subtracting the last two equations, we obtain

$$\omega = \frac{\pi}{4} + \frac{\pi}{2} (m + n) = \frac{\pi}{4} + \frac{\pi}{2} k =: \omega_k$$

$$\varphi = -\frac{\pi}{4} + \frac{\pi}{2} (m - n) = -\frac{\pi}{4} + \frac{\pi}{2} (k - 2n),$$

where we have defined $k := m + n$ and eliminated $m$ from the last equation by
$m = k - n$ and therefore $m - n = k - 2n$. Plugging $\omega = \omega_k$ and $\varphi$ into the
eigenfunctions \( v(x) = \sin(\omega x - \varphi) \), with the splitting \( k = 2\ell + r \) and \( r \in \{0, 1\} \), we obtain

\[
v(x) = \sin \left( \omega_k x + \frac{\pi}{4} - \frac{\pi}{2} r + \pi (\ell - 2n) \right) = \pm \sin \left( \omega_k x + \frac{\pi}{4} - \frac{\pi}{2} r \right)
\]

where in the last step we have used that sine is \( \pi \) periodic up to a sign, which is unimportant for the eigenfunctions. Thus, we obtain the eigenvalues and vectors of the lemma with \( \varphi_k = -\frac{\pi}{4} + \frac{\pi}{2} r = (-1)^k \frac{\pi}{4} \). With the same scaling argument and \( \sin(-\omega x + \varphi) = -\sin(\omega x - \varphi) \) we can confine \( \omega \) to non-negative numbers and likewise restrict to \( k \geq 0 \).

In order to show that \( \phi_k \) is \( \mathcal{H} \) normalized, note that

\[
\| \phi_k \|^2 = \int_{-1}^{1} \sin(\omega_k x - \varphi_k)^2 \, dx = \frac{1}{2} \int_{-1}^{1} 1 - \cos(2\omega_k x - 2\varphi_k) \, dx.
\]

Since \( 2\varphi_k = \pm \frac{\pi}{2} \), we have \( \cos(2\omega_k x - 2\varphi_k) = \pm \sin(2\omega_k x) \) and thus

\[
\| \phi_k \|^2 = \frac{1}{2} \int_{-1}^{1} 1 - \sin(2\omega_k x) \, dx = 1,
\]

where in the last step we have used that sine is an odd function so that its integral on the symmetric domain \([-1, 1]\) vanishes.

\[\square\]

5.3 Weight Distance

The following standard lemma from NTK theory bounds the distance of the weights to their initial used in Assumption 7 of Theorem 2.4.

**Lemma 5.4.** For the shallow network \( \theta \) and residual \( \kappa(t) = f_{\theta(t)} - g \), we have

\[
\| \theta(t) - \theta(0) \|_\infty \leq \sqrt{\frac{2}{m}} \int_0^t \| \kappa(\tau) \|_0 \, d\tau.
\]

**Proof.** For each component \( \theta_r \) of \( \theta \) and unit basis vector \( e_r \), we have

\[
|\theta_r(t) - \theta_r(0)| = \left| \int_0^t \frac{d}{d\tau} \theta_r(\tau) \, d\tau \right|
\]

\[
\leq \int_0^t | - \langle e_r, \nabla \theta(\tau) \rangle | \, d\tau = \int_0^t | \langle e_r, (Df_\theta)^* \kappa(\tau) \rangle | \, d\tau
\]

\[
= \int_0^t \left| \frac{1}{\sqrt{m}} \int_D a_r \sigma'(y - \theta_r) \kappa(\tau) \, dy \right| \, d\tau
\]

\[
= \int_0^t \left| \frac{1}{\sqrt{m}} \| a_r \sigma'(. - \theta_r) \|_0 \| \kappa \|_0 \, dy \right| \, d\tau
\]

\[
\leq \sqrt{\frac{2}{m}} \int_0^t \| \kappa(\tau) \|_0 \, d\tau.
\]
where in the second row we have used that $\theta(t)$ defined by the gradient flow (3) and that the gradient of the loss is given by the dual of the derivative applied to the residual (16). In the third row, we use the explicit formula (30) for the derivative of shallow networks and in the forth row we use that $a_r = \pm 1$ and $\|\sigma'(\cdot - \theta_r)\|_0 \leq \sqrt{2}$.

5.4 Partial Derivatives Bounds

With the explicit eigenfunctions in Lemma 5.3 the partial derivatives

$$\partial_r f_\theta = x \to \frac{a_r}{\sqrt{m}} \sigma'(x - \theta_r) \in \mathcal{H}$$

form (30) in the eigenbasis are given by

$$\langle \partial_r f_\theta, \phi_k \rangle = \frac{a_r}{\sqrt{m}} \int_D \sigma'(x - \theta_r) \phi_k(x) \, dx
\quad = \frac{a_r}{\sqrt{m}} \int_{\theta_r}^1 \phi_k(x) \, dx
\quad = -\frac{a_r}{\omega_k \sqrt{m}} \left[ \cos(\omega_k - \varphi_k) - \cos(\omega_k \theta_r - \varphi_k) \right].$$

5.4.1 Upper Bounds

Lemma 5.5. For the shallow network (2) and $s < \frac{1}{2}$, the partial derivatives $\partial_r f_\theta$ depend only on $\theta_r$ and we have $\|\partial_r f_\theta\|_s \leq \frac{\mu}{\sqrt{m}}$ for some $\mu > 0$ independent of $m$.

Proof. The explicit formula (34) for the partial derivatives directly shows that $\partial_r f_\theta$ only depends on $\theta_r$. The same formula with $a_r = \pm 1$ and bounded cosine yields

$$m \|\partial_r f_\theta\|_s^2 = \sum_{k=0}^\infty m \omega_k^{2s} \langle \partial_r f_\theta, \phi_k \rangle^2 \leq \sum_{k=0}^\infty 4 \omega_k^{2s-2} =: \mu.$$  

Using that $\omega_k \sim k$, we have $\mu < \infty$ if and only if $2s - 2 < -1$ or equivalently if $s < \frac{1}{2}$.

5.4.2 Simple Continuity Result

Lemma 5.6. For the shallow network (2) and $-\frac{1}{2} < s < \frac{1}{2}$ we have

$$\|\partial_r f_\theta - \partial_r f_{\bar{\theta}}\|_s \leq c \frac{1}{\sqrt{m}} \|\theta - \bar{\theta}\|_{\infty}^{\frac{1}{2} - s}$$

for all $\theta, \bar{\theta} \in \Theta$ and some constant $c > 0$ independent of $m$. 
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Proof. The explicit formula (34) for the partial derivatives implies
\[
\langle \partial_r f_\theta, \phi_k \rangle - \langle \partial_r f_{\bar{\theta}}, \phi_k \rangle = -\frac{\alpha_r}{\omega_k \sqrt{m}} \left[ \cos(\omega_k \theta_r - \phi_k) - \cos(\omega_k \theta_r - \phi_k) \right].
\]
where we have used that the cosine is 1-Lipschitz if \( |\theta_r - \bar{\theta}| \) is sufficiently small and that the cosine is bounded if it is not. Thus, by \( a^2_r = 1 \), with \( \alpha = s - 1 \) and \( -\frac{3}{2} < s - 1 < \frac{1}{2} \), we have
\[
\| \partial_r f_\theta - \partial_r f_{\bar{\theta}} \|_s^2 = \sum_{k=0}^{\infty} \omega_k^{2s} \langle \partial_r f_\theta - \partial_r f_{\bar{\theta}}, \phi_k \rangle^2
\]
\[
\lesssim \sum_{k=0}^{\infty} \omega_k^{2s} \frac{a^2_r}{\omega_k^2 m} \min\{\omega_k |\theta_r - \bar{\theta}_r|, 2\}^2
\]
\[
\lesssim \frac{1}{m} \sum_{k=0}^{\infty} \omega_k^{2s-2} \min\{\omega_k |\theta_r - \bar{\theta}_r|, 1\}^2
\]
\[
\lesssim \frac{1}{m} |\theta_r - \bar{\theta}_r|^{1-2s},
\]
where the last inequality follows from Lemma 6.6. Taking the square root completes the proof.

5.4.3 Improved Continuity Result

From the explicit formula (33) for the partial derivatives, their difference is given by
\[
\partial_r f_\theta - \partial_r f_{\bar{\theta}} = x \rightarrow \frac{\alpha_r}{\sqrt{m}} [\sigma'(x - \theta_r) - \sigma'(x - \bar{\theta}_r)],
\]
supported on \( x \in [\theta_r, \bar{\theta}_r] \), which is fairly small in our application. By the random initialization, it is unlikely that the \( \theta_r \) cluster at one point and therefore with high probability the differences \( \partial_r f_\theta - \partial_r f_{\bar{\theta}} \) have disjoint support. Hence, they behave like orthogonal functions in norms that localize, i.e. \( \| \sum_{P \in P} f_P \|_s^2 \lesssim \sum_{P \in P} \| f_P \|_{s-2}^2 \) for all function \( f_P \) with bounded support and overlaps. At the end of Section 4.4, we have seen this leads to sharper perturbation bounds. Since we have defined the \( \| \cdot \|_s \) norm by weighted \( \ell_2 \) norms on the eigenbasis coefficients, the localization property is not directly obvious. However, for two values of \( s \), this locality can be easily seen. Indeed, for \( s = 0 \) the \( \| \cdot \|_s \) norm is identical to the \( L_2(D) \) norm, which does localize. Moreover, since \( H \) is the inverse of a Laplacian with appropriate boundary conditions, the \( \| \cdot \|_{-2} \) norm is the same as the \( H^2(D) \) semi-norm, which also localizes. We extend the necessary localization to any \( \mathcal{H}^s \) norm by interpolation of function spaces to obtain the following result.
Lemma 5.7. For the shallow network \([2]\), let the weights \(\theta \in \Theta\), be i.i.d. uniformly distributed on \(\Theta\) and assume that \(0 \leq s < \frac{1}{2}\). Then for any \(h \geq 0\), with probability at least \(1 - \frac{c}{h}e^{-2mh^2}\), we have

\[
\sup_{\|v\|_{H^s} \leq 1} \left\| \sum_{r=1}^{m} (\partial_r f_{\theta} - \partial_r f_{\tilde{\theta}}) v_r \right\|_s \leq c\sqrt{mh^{1-s}}
\]

for all \(\tilde{\theta} \in \Theta\) with \(\|\theta - \tilde{\theta}\|_{\infty} \leq h\) and some constant \(c > 0\) independent of \(m\).

The proof requires some preparatory steps. First, we compute the space \(H^s\).

Lemma 5.8. The Hilbert space \(H^2\) of all functions with norm \(\|\cdot\|_2 < \infty\) is equivalent to the Sobolev space

\[
H^2(D) := \{ v \in H^2(D) \mid v(-1) = 0, v'(1) = 0 \}
\]

with identical norms

\[
2\|v\|_2 = \|v\|_{H^2(D)}, \quad v \in H^2(D).
\]

Proof. From Lemma 5.2, we know that \(H : L_2(D) \to H^s(D)\) is an isomorphism. Hence \(v \in \tilde{H}^2(D)\) if and only if \(H^{-1}v \in L_2(D)\) if and only if \(\|v\|_2 \sim \|H^{-1}v\|_0 < \infty\) is bounded, where the latter identity follows from

\[
4\|H^{-1}v\|_{L_2(D)}^2 = \left\| \sum_{k=0}^{\infty} \omega_k^2 \langle v, \phi_k \rangle \phi_k \right\|_{L_2(D)}^2 = \sum_{k=0}^{\infty} \omega_k^4 \langle v, \phi_k \rangle^2 = \|v\|_2^2
\]

because by definition, \(\phi_k\) are eigenfunctions of \(H\) with eigenvalues \(2\omega_k^{-2}\). Finally, by Lemma 5.2, we have \(H^{-1}v = v''\) and thus \(2\|v\|_{H^2(D)} = 2\|v''\|_{L_2(D)} = 2\|H^{-1}v\|_{L_2(D)} = \|v\|_2^2\).

In order to find equivalent norms for the spaces \(H^s\) with \(s \notin \{0, 2\}\), we define the K-functional and interpolation spaces of two Banach spaces \(X\) and \(Y\), by

\[
K(f, t) := \inf_{g \in Y} \|f - g\|_X + t\|g\|_Y,
\]

\[
\|f\|_{(X,Y)_{\vartheta,q}} := \left( \int_0^\infty \left[ t^{-\vartheta} K(f, t) \right]^q \frac{dt}{t} \right)^{1/q}
\]

for any \(0 < \vartheta < 1\) and \(1 \leq q \leq \infty\).

Corollary 5.9. For any \(0 < s < 2\), the spaces \(H^s\) and \((L_2(D), H^2(D))_{\frac{s}{4}, 2}\) are equivalent with equivalent norms.

Proof. We have \(L_2(D) = H^0\) and by Lemma 5.8, we have \(\tilde{H}^s(D) = H^2\). Thus, standard interpolation results, e.g. in \(\mathbb{R}\) Theorem 5.4.1, imply

\[
\|v\|_{(L_2(D), H^2(D))_{\frac{s}{4}, 2}} \sim \sum_{k=0}^{\infty} 1^{1-\frac{s}{4}} \omega_k^{-\frac{s}{4}} \langle v, \phi_k \rangle^2 = \|v\|_s^2.
\]
Results e.g. in [7] in combination with the reiteration theorem [8] indicate that the interpolation space \( (L_2(D), \dot{H}^2(D))_{\frac{s}{2},2} \), \( s \leq \frac{1}{2} \) may be independent of the boundary conditions in \( \dot{H}^2(D) \) and therefore a standard Besov space with suitable localization properties. Nonetheless, in the following we consider an elementary construction. In order to compute the interpolation norms, the following lemma provides an explicit estimate for the \( K \)-functional.

**Lemma 5.10.** Let \( I \subset D \) be an interval and \( \chi_I \) be the corresponding characteristic function. Then, for all \( t > 0 \) there exists a \( g \in \dot{H}^2(D) \) such that

\[
K(\chi_I, t) \lesssim \min\{|I|^{1/2}, t^{1/4}\},
\]

\[
\text{supp}(g) \subset \begin{cases} I + [t^{1/2}, t^{1/2}] & \text{if } t^{1/2} \leq |I|, \\ 0 & \text{else} \end{cases}
\]

*Proof.* For \( \epsilon = t^{1/2} \), let \( \varphi_i, i = 1, \ldots, P \) be a partition of unity with

\[
0 \leq \varphi_i \leq 1, \quad \sum_{i=1}^P \varphi_i(x) = 1, \quad |\text{supp}(\varphi_i)| \leq \epsilon, \quad P \lesssim \frac{1}{\epsilon}, \quad \|\varphi_i\|_{\dot{H}^2(D)} \lesssim \epsilon^{-3/2}
\]

and a uniformly bounded number of overlapping supports. For the last inequality, note that partitions of unity are typically constructed by scaling \( \varphi_i = \varphi(\frac{x}{\epsilon} - c_i) \). Then the second derivative in the norm contributes a scaling factor of \( \epsilon^{-2} \) and rescaling in the \( L_2(D) \) norm another factor of \( \epsilon^{1/2} \), yielding the total factor of \( \epsilon^{-3/2} \). With \( \mathcal{I}(I) := \{i | I \cap \text{supp}(\varphi_i) \neq \emptyset \text{ and } \partial D \cap \text{supp}(\varphi_i) = \emptyset\} \) define

\[
g(x) = \begin{cases} 0 & \text{if } \epsilon > |I| \\ \sum_{i \in \mathcal{I}(I)} \varphi_i(x) & \text{else} \end{cases}
\]

Note that by construction \( g \) satisfies the boundary conditions of \( \dot{H}(D) \) and has support contained in the extended interval \( I + [-\epsilon, \epsilon] \).

Let us now estimate the \( K \)-functional of \( \chi_I \) for the case that \( \epsilon \leq |I| \), i.e. the case where \( g \) is non-zero. For convenience, define the domain \( D_{\epsilon} = [-1 + \epsilon, 1 - \epsilon] \) of all points that are \( \epsilon \) away from the boundary. Since \( \varphi_i \) is a partition of unity, we have \( g(x) = \chi_I \) for all \( x \in D \), except for \( \text{supp}(g) \setminus \text{supp}(\chi_I) \) and \( D \setminus D_{\epsilon} \), where the difference between \( g(x) \) and \( \chi_I \) is at most 1. Thus

\[
\|\chi_I - g\|_{L_2(D)} \leq \left( \int_{\text{supp}(g) \setminus \text{supp}(\chi_I) \cup D \setminus D_{\epsilon}} 1 \right)^{1/2} \lesssim \epsilon^{1/2}.
\]

Likewise, since \( g(x) = \chi_I = 1 \) on \( I \) we have \( g''(x) = 0 \) on \( I \) and thus

\[
\|g\|_{\dot{H}^2(D)} \leq \sum \|\varphi_i\|_{\dot{H}^2(D)} \lesssim \epsilon^{-3/2},
\]

with the sum taken over all \( i \) for which \( \text{supp}(\varphi_i) \) intersects a boundary point of \( I \). Thus, with \( \epsilon = t^{1/2} \), we conclude that

\[
K(\chi_I, t) = \inf_g \|\chi_I - g\|_{L_2(D)} + t\|g\|_{\dot{H}^2(D)} \lesssim \epsilon^{1/2} + t \epsilon^{-3/2} \lesssim t^{1/4}.
\]
Finally, for $|I|^{1/2} \leq t^{1/4} = \epsilon^{1/2}$, we have defined $g = 0$ and thus

$$K(\chi_I, t) \leq \inf_g \|\chi_I\|_{L^2(D)} = |I|^{1/2}.$$  

The following lemma provides guarantees that the weights do not cluster so that most differences $\partial_r f_\theta - \partial_r f_{\bar{\theta}}$ have disjoint support and behave like orthogonal functions as we have seen in the introduction to this section.

**Lemma 5.11.** Let $\theta_r$ be i.i.d. uniformly distributed random variables on $D$ and let $\mathcal{P}$ be a partition of $D$ so that for every $P \in \mathcal{P}$

$$|P| \sim h, \quad \hat{P} := P + [-h, h].$$

Then, for any $m \geq 0$ and $\tau \geq 0$, with probability at least $1 - Ce^{-2m\tau^2}$

$$\frac{1}{m} \sum_{r=1}^{m} \chi_{\hat{P}}(\theta_r) \lesssim h + \tau, \quad \text{for all } P \in \mathcal{P}$$

for some $c \geq 0$.

**Proof.** The bounded random variable $0 \leq \chi_{\hat{P}}(\theta) \leq 1$ has expectation

$$\mathbb{E}[\chi_{\hat{P}}(\theta)] \leq \frac{1}{2}(|P| + 2h) \lesssim |P| + h \lesssim h,$$

where the extra factor $\frac{1}{2}$ comes from the normalization of the uniform distribution on the domain $D = [-1, 1]$. Thus, by Hoeffding’s inequality

$$\Pr\left[ \frac{1}{m} \sum_{r=1}^{m} \chi_{\hat{P}}(\theta_r) - \mathbb{E}[\chi_{\hat{P}}(\theta)] \geq \tau \right] \leq e^{-2m\tau^2}.$$  

The lemma follows from a union bound on the $\sim \frac{1}{h}$ elements of the partition $\mathcal{P}$. 

**Proof of Lemma 5.7.** For any vector $v \in \mathbb{R}^m$ with $\|v\|_\infty \leq 1$, set

$$f_r = \partial_r f_\theta - \partial_r f_{\bar{\theta}}, \quad F = \sum_{r=1}^{m} f_r v_r.$$  

We find a bound for $\|F\|_s$ based on a variation of the norm-localization property [29]. Since localization is not immediately clear for the eigenfunction based definition of the $H^s$ norm, we use the equivalent characterization via interpolation spaces from Corollary 5.9. Thus, we first estimate the K-functional. By (33), the partial derivatives are given by

$$v_r = \partial_r f_\theta - \partial_r f_{\bar{\theta}} = \frac{a_r}{\sqrt{m}} \left[ \sigma'(x - \theta_r) - \sigma'(x - \bar{\theta}_r) \right] = (-1)^{s_r} \frac{a_r}{\sqrt{m}} \chi_{[\theta_r, \bar{\theta}_r]}(x).$$
for some \(s_r \in \{0, 1\}\), depending the order \(\theta_r \leq \tilde{\theta}_r\) and the sign of \(a_r\). Let \(g_r\) be the smooth approximation of \(\chi_{[\theta_r, \tilde{\theta}_r]}\) constructed in Lemma 5.10 with the extra scaling factor \((-1)^{s_r} \frac{\delta_r}{\sqrt{m}}\), so that

\[
\|v_r - g_r\|_{L_2(D)} + t\|g_r\|_{H^s(D)} \lesssim \frac{1}{\sqrt{m}} \min\{h^{1/2}, t^{1/4}\}
\]

\[
\text{supp } g_r \subset [\theta_r - h, \tilde{\theta}_r + h],
\]

where we have used that either \(t \leq h\) so that \([\theta_r - t, \tilde{\theta}_r + t] \subset [\theta_r - h, \tilde{\theta}_r + h]\) or \(g_r\) is identically zero. With \(G := \sum_{r=1}^{m} g_r v_r\), the K-functional is bounded by \(K(F, t) \leq \|F - G\|_{L_2(D)} + t\|G\|_{H^s(D)}\). In order to obtain a sharp bound, we exploit that both involved norms localize in the sense of (29) and thus, we estimate next how many supports of \(f_r - g_r\) may overlap with some uniform reference partition \(\mathcal{P}\) of \(D\) with step size \(2h\). By Lemma 5.11 with \(\tau = h\), with probability \(1 - \frac{e}{h^2}\), each \(2h\)-extended interval \(P\) of the partition contains at most \(\lesssim hm\) weights \(\theta_r\). This implies that that there are at most \(\lesssim hm\) functions \(f_r - g_r\) with support overlapping with \(P\). Indeed, for an overlapping support it is necessary that \(\theta_r \in P\) because by the definition of \(g_r\) and \(|\theta_r - \tilde{\theta}_r| \leq h\), we have \(\text{supp}(f_r - g_r) \subset [\theta_r - 2h, \tilde{\theta}_r + 2h]\). Thus, we have

\[
K(F, t)^2 \lesssim \|F - G\|_{L_2(D)}^2 + t^2 \|G\|_{H^s(D)}^2
\]

\[
= \sum_{P \in \mathcal{P}} \left\{ \left( \sum_{r=1}^{m} (f_r - g_r) v_r \right)^2_{L_2(P)} + t \left( \sum_{r=1}^{m} g_r v_r \right)^2_{H^s(P)} \right\}
\]

\[
\leq \sum_{P \in \mathcal{P}} \left\{ \left( \sum_{\theta_r \in P} \|(f_r - g_r)\|_{L_2(P)} \right)^2 + \left( \sum_{\theta_r \in P} t \|g_r\|_{H^s(P)} \right)^2 \right\}
\]

\[
\leq \sum_{P \in \mathcal{P}} \left\{ \left( hm \frac{1}{\sqrt{m}} \min\{h^{1/2}, t^{1/4}\} \right)^2 + \left( hm \frac{1}{\sqrt{m}} \min\{h^{1/2}, t^{1/4}\} \right)^2 \right\}
\]

\[
\lesssim \sum_{P \in \mathcal{P}} h^2 m \min\{h^{1/2}, t^{1/4}\}^2
\]

\[
\lesssim hm \min\{h, t^{1/2}\}.
\]

Since by Corollary 5.9 the \(H^s\) norm for \(s > 0\) is equivalent to an interpolation...
norm, we obtain
\[
\|F\|_s \sim \|F\|_{(L_2(D), H^s(D))_{f,2^{-s}}}
\]
\[
= \left( \int_0^\infty t^{-s} K(F,t)^2 \frac{dt}{t} \right)^{1/2}
\]
\[
\leq \sqrt{hm} \left( \int_0^\infty t^{-s-1} \min\{h^2, t\}^{1/2} dt \right)^{1/2}
\]
\[
\lesssim \sqrt{hm} \left( h^2 - s^{-1} + 1 \right)^{1/2}
\]
\[
= \sqrt{mh^{1-s}},
\]
where we have computed the integral with Lemma 6.5 with \(\alpha = -s - 1\) and \(\beta = \frac{1}{2}\). The conditions \(\alpha < -1\) and \(\alpha + \beta > -1\) satisfied because \(0 < s < \frac{1}{4}\).

It remains to consider the special case \(s = 0\). In the limit \(t \to \infty\), we have \(G = 0\) and thus the same reasoning as above implies
\[
\|F\|^2_{L_2(D)} = \|F - G\|^2_{L_2(D)} + t^2 \|G\|^2_{H^s(D)} \lesssim hm \min\{h, t^{1/2}\} = mh^2.
\]

\[\square\]

### 5.5 Proof of the Theorem

**Proof of Theorem 5.1.** The theorem follows from Theorem 2.4. We first verify all assumptions.

1. **Weight Distance:** The bound (7) for \(\|\theta(t) - \theta(0)\|_\infty\) follows directly from Lemma 5.4.

2. **Interpolation Inequality:** The interpolation inequality (6) is well known for sequence spaces, see e.g. [8]. For completeness, it is included in Lemma 6.8.

3. **Coercivity:** Expanding \(v\) in the orthonormal eigenbasis \(\phi_k\) of \(H\) with eigenvalues \(2\omega_k^{-2}\) (Lemma 5.3), we have
\[
(Hv)_k = \langle \phi_k, Hv \rangle = \sum_{\ell=0}^\infty v_{\ell} \langle \phi_k, H \phi_\ell \rangle = \sum_{\ell=0}^\infty v_{\ell} 2\omega_\ell^{-2} \langle \phi_k, \phi_\ell \rangle = 2\omega_k^{-2} v_k
\]
and thus
\[
\langle v, Hv \rangle = \sum_{k=0}^\infty v_k \omega_k 2^S (Hv)_k = \sum_{k=0}^\infty 2v_k \omega_k^{2(S-1)} v_k = 2\|v\|^2_{S-1}.
\]

This yields the coercivity assumptions (8).
4. Initial concentration: By the explicit formula (30) for the derivative $Df_{\theta}$, the partial derivatives are given by $\partial_r f_\theta e_r = \frac{1}{\sqrt{m}} a_r \sigma'(x - \theta_r)$, which are clearly independent of $\theta_r$ for any $\bar{r} \neq r$. Then, by Lemma 5.5 for $s < \frac{1}{2}$ the derivatives are bounded by $\|\partial_r f_\theta\|_s \leq \frac{\mu}{\sqrt{m}}$ so that assumption (9) of Theorem 2.4 is satisfied.

5. Perturbation: By Lemma 5.7 for $0 \leq s < \frac{1}{2}$ and any $h \geq 0$, with probability at least $1 - \frac{c}{h} e^{-2mh^2}$, we have

$$\sup_{\|\nu\|_\infty \leq 1} \left\| \sum_{r=1}^{m} (\partial_r f_{\theta} - \partial_r f_{\bar{\theta}}) \nu_r \right\|_s \leq \sqrt{m}c h^{1-s}$$

for all $\bar{\theta} \in \Theta$ with $\|\theta - \bar{\theta}\|_\infty \leq h$ and some constant $c > 0$ independent of $m$. This directly shows assumption (10) of Theorem 2.4 with $\alpha = 1 - s$ and $p_0(m, h) = \frac{c}{h} e^{-2mh^2}$.

Thus, the result follows from Theorem 2.4 with $\alpha = 1 - s$ and $p_0(m, h) = \frac{c}{h} e^{-2mh^2}$.

6 Auxiliary Results

6.1 Matrix Bernstein Inequalities

This section contains matrix concentration inequalities \cite{30, 65, 47} used to show concentration of the NTK at the initial value. They are all based on dimension free matrix Bernstein inequalities \cite{30, 65, 47}, from which we use the former. It is less sharp but does not require lower bounds of operator norms in its assumptions.

**Theorem 6.1** (\cite{30} Theorem 3.3, special case). Let $\xi_i$, $i = 1, \ldots, n$ be independent random variables and $X_i = X_i(\xi_i)$ be symmetric matrices of same size. Assume there are $b > 0$, $\sigma > 0$ and $k > 0$ such that for all $i = 1, \ldots, n$

$$\mathbb{E}[X_i] = 0, \quad \text{tr} \left( \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}[X_i^2] \right) \leq \sigma^2 k,$$

$$\lambda_{\max}(X_i) \leq b, \quad \lambda_{\max} \left( \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}[X_i^2] \right) \leq \sigma^2,$$

almost surely. Then, for any $t > 0$,

$$\Pr \left[ \lambda_{\max} \left( \frac{1}{n} \sum_{i=1}^{n} X_i \right) > \sqrt{\frac{2\sigma^2 t}{n} + \frac{bt}{3n}} \right] \leq k \cdot t (e^t - t - 1)^{-1}.$$

We use the following standard symmetrization \cite{65} to extend the result to non-symmetric matrices.
Lemma 6.2. Let $U$ and $V$ be two Hilbert spaces and $L : U \to V$ be a linear operator. Then

$$\|L\|_{U,V} = \left\| \begin{bmatrix} L^* \\ L \end{bmatrix} \right\|_{V \times U, V \times U}.$$  

Proof. We have

$$\left\langle \begin{pmatrix} u \\ v \end{pmatrix}, \begin{bmatrix} L^* \\ L \end{bmatrix} \begin{pmatrix} w \\ x \end{pmatrix} \right\rangle = \langle Lu, x \rangle + \langle v, Lw \rangle$$

and

$$\|u\|_U \|v\|_V + \|w\|_U \|x\|_V \leq \left( \|u\|_U^2 + \|v\|_V \right)^{1/2} \left( \|w\|_U^2 + \|x\|_V \right)^{1/2} = \|[u, v]_{U,V} \| \|[w, x]_{U,V} \|$$

by the Cauchy Schwartz inequality applied to the two summands on the left hand side. Thus

$$\left\| \begin{bmatrix} L^* \\ L \end{bmatrix} \right\|_{V \times U, V \times U} = \sup \sup_{u,v \neq 0, w,x \neq 0} \frac{\langle Lu, x \rangle + \langle v, Lw \rangle}{\|u\|_U \|v\|_V + \|w\|_U \|x\|_V}$$

$$\leq \sup \sup_{u,v \neq 0, w,x \neq 0} \frac{\|u\|_U \|x\|_V + \|v\|_V \|w\|_U}{\|u\|_U \|v\|_V \|[w, x]_{U,V} \|}$$. 

Conversely, inserting the zero vector 0, we have

$$\|L\|_{U,V} = \sup \sup_{v \neq 0, w \neq 0} \frac{-\langle v, Lw \rangle}{\|v\|_V \|w\|_U}$$

$$= \sup \sup_{v \neq 0, w \neq 0} \frac{(0, L0) + \langle v, Lw \rangle}{\|[0, v]_{U,V} \| \|[w, 0]_{U,V} \|}$$

$$\leq \sup \sup_{u,v \neq 0, w,x \neq 0} \frac{\langle u, Lx \rangle + \langle v, Lw \rangle}{\|[u, v]_{U,V} \| \|[w, x]_{U,V} \|}$$

$$= \left\| \begin{bmatrix} L^* \\ L \end{bmatrix} \right\|_{V \times U, V \times U}$$

The following corollary generalizes the dimension free matrix Bernstein inequality to non-zero means and non-symmetric $X_i$ by the symmetrization above. In addition, it makes some crude simplifications of several assumptions, which are sufficient for our purposes.

Corollary 6.3. Let $\xi_i$, $i = 1, \ldots, n$ be independent random variables, $U$, $V$ Hilbert spaces and $X_i = X_i(\xi_i)$ Bochner integrable bounded operators from $U$ to $V$ with induced operator norm $\| \cdot \|$. Assume there are $\beta > 0$ and $k > 0$ such that for all $i = 1, \ldots, n$ pointwise

$$\|X_i\| \leq \beta$$  \hspace{1cm} (35)

$$\text{tr}(X_i^* X_i) \leq k\beta^2$$  \hspace{1cm} (36)

$$\text{rank}(X_i) \leq r$$  \hspace{1cm} (37)
almost surely. Then, for any $t > 0$,

\[
\Pr \left[ \left\| \frac{1}{n} \sum_{i=1}^{n} X_i - \mathbb{E} [X_i] \right\| > \sqrt{\frac{8\beta^2 t}{n}} + \frac{2\beta t}{3n} \right] \leq 2kt \left( e^t - t - 1 \right)^{-1}.
\]

**Proof: Finite Dimensional Case.** We first prove the result for finite dimensional $U$ and $V$. We symmetrize all $X_i$ by Lemma 6.2, which yields the symmetric matrices

\[ S_i := \begin{pmatrix} X_i & X_i^* \end{pmatrix}, \quad \bar{S}_i(\xi_i) := S_i - \mathbb{E} [S_i]. \]

with unchanged operator norms. Then, the result follows from Theorem 6.1 applied to $\bar{S}_i$ after we have verified all assumptions.

1. We have \( \mathbb{E} [\bar{S}_i] = 0 \).

2. We estimate the eigenvalues by

\[
\|\bar{S}_i\| \leq \|S_i\| + \|\mathbb{E} [S_i]\| \leq \|S_i\| + \mathbb{E} [\|S_i\|] \leq 2\beta,
\]

where in (\*) we have used Jensen’s inequality, in (**) we have used that the symmetrization Lemma 6.2 leaves norms unchanged and the last inequality follows from assumption (35).

3. Since $\bar{S}_i$ is symmetric, we have $\|\bar{S}_i^2\| = \|\bar{S}_i\|^2$. Therefore, with $\|\bar{S}\| \leq 2\beta$ from the previous item, we have

\[
\|\mathbb{E} [\bar{S}_i^2]\| \leq \mathbb{E} [\|\bar{S}_i^2\|] = \mathbb{E} [\|\bar{S}_i\|^2] = \mathbb{E} [4\beta^2] = 4\beta^2,
\]

which directly implies

\[
\left\| \frac{1}{n} \sum_{i=1}^{n} \mathbb{E} [\bar{S}_i^2] \right\| \leq \frac{1}{n} \sum_{i=1}^{n} \|\mathbb{E} [\bar{S}_i^2]\| \leq 4\beta^2.
\]

4. For any symmetric matrix $M$, the function $M \rightarrow \text{tr}(M^2)^{1/2} = \|M\|_{HS}$ is the Hilbert-Schmidt norm and therefore convex. Thus, by Jensen’s inequality we have \( \text{tr}(\mathbb{E} [M^2])^{1/2} \leq \mathbb{E} [\text{tr}(M^2)^{1/2}] \). Squaring this equation and using that the trace and expectation commute, we obtain

\[
\text{tr} \left( \mathbb{E} [\bar{S}_i^2] \right) = \text{tr} \left( \mathbb{E} [\left( S_i - \mathbb{E} [S_i] \right)^2] \right) = \text{tr} \left( \mathbb{E} [S_i^2] \right) - \text{tr} \left( \mathbb{E} [S_i]^2 \right) \\
\leq \mathbb{E} [\text{tr} (S_i^2)] + E \left[ \text{tr} (S_i^2)^{1/2} \right]^2 \leq 2E [\text{tr} (S_i^2)],
\]

where the last inequality follows from Cauchy-Schwarz. Since

\[
\bar{S}_i^2 = \begin{bmatrix} X_i^* X_i & X_i X_i^* \\ X_i^* X_i & X_i X_i^* \end{bmatrix}
\]
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with assumption \(36\), we have
\[
\text{tr}(S_i^2) = \text{tr}(X_i^* X_i) + \text{tr}(X_i X_i^*) = 2 \text{tr}(X_i^* X_i) \leq 2k\beta^2.
\]
Plugging into the trace estimate yields
\[
\text{tr} \left( E \left[ \overline{S_i^2} \right] \right) \leq 4k\beta^2
\]
and therefore
\[
\text{tr} \left( \frac{1}{n} \sum_{i=1}^n E \left[ \overline{S_i^2} \right] \right) \leq 4k\beta^2.
\]
Since the finite dimensional Hilbert space \(U \times V\) is isometrically isomorphic to \(\ell_2(\mathbb{R}^d)\) for some \(d\), without loss of generality, we assume that \(U \times V = \ell_2(\mathbb{R}^d)\) in the following. Then, all assumptions of Theorem 6.1 are satisfied and with \(b = 2\beta\), \(\sigma^2 = 4\beta^2\) and \(k = k\) so that
\[
\Pr \left[ \lambda_{\text{max}} \left( \frac{1}{n} \sum_{i=1}^n \overline{S_i} \right) > \sqrt{\frac{8\beta^2 t}{n} + \frac{2\beta t}{3n}} \right] \leq k t \left( e^t - t - 1 \right)^{-1}.
\]
Applying the same argument to \(-\overline{S_i}\) instead of \(\overline{S_i}\), we obtain the same estimate for \(\lambda_{\text{max}}(-\cdot)\), so that we can replace \(\lambda_{\text{max}}(\cdot)\) with the norm \(\|\cdot\|\). This completes the proof because by Lemma 6.2 with \(\overline{X_i} = X_i - E[X_i]\) we have
\[
\left\| \frac{1}{n} \sum_{i=1}^n \overline{S_i} \right\| = \left\| \frac{1}{n} \sum_{i=1}^n \overline{X_i} \right\| = \left\| \frac{1}{n} \sum_{i=1}^n \overline{Y_i} \right\|.
\]

Proof: Infinite Dimensional Case. We have already proven the result in finite dimensions. Now, we extend it to infinite dimensions by a perturbation argument. Since \(X_i(\xi_i)\) is Bochner integrable, we can approximate it with a simple function
\[
X_{\epsilon c} = \sum_{k=1}^K \chi_{A_k}(\xi) Y_{ik}
\]
for some disjoint measurable sets \(A_{ik}\) and operators \(Y_{ik}\). By the argument in \[33\], Lemma A1, without loss of generality, we can replace \(Y_{ik}\) by some samples \(X_i(\xi_{ik})\) for some \(\xi_{ik}\) to obtain a Riemann-type sum with arbitrary error \(\epsilon\):
\[
X_{\epsilon c} = \sum_{k=1}^K \chi_{A_k}(\xi_i) X_{ik}(\xi_{ik}), \quad \int \|X_i(\xi_i) - X_{\epsilon c}(\xi_i)\| \, d\mu(\xi_i) \leq \epsilon.
\]
Since all \(X_{ik} = X_i(\xi_{ik})\) have rank bounded by \(r\), the subspaces
\[
\overline{U} = \bigoplus_{i,k} \ker(X_{ik})^\perp \subset U, \quad \overline{V} = \bigoplus_{i,k} \text{ran} X_{ik} \subset V
\]
are finite dimensional and
\[ \text{Ker}(X_{i\epsilon}(\xi))^\perp \subset \bar{U}, \quad \text{Ran } X_{i\epsilon}(\xi) \subset \bar{V} \]
for all \( i \) and \( \xi \). Hence, without loss of generality, we can consider the random variables on the finite dimensional Hilbert spaces \( \bar{U} \) and \( \bar{V} \). Since we have chosen \( Y_{ik} = X_i(\xi_k) \) as samples in the definition of the simple functions, \( X_{i\epsilon} \) satisfies the pointwise assumptions (35), (36) and (37). Thus, with the abbreviations
\[ Z := \frac{1}{n} \sum_{i=1}^{n} X_i - \mathbb{E}[X_i], \quad Z_{\epsilon} := \frac{1}{n} \sum_{i=1}^{n} X_{i\epsilon} - \mathbb{E}[X_{i\epsilon}] \]
by the finite dimensional version of the corollary, we have
\[ \Pr[\|Z\| > b(\tau)] \leq p(\tau), \quad b(\tau) := \sqrt{\frac{8\beta^2 \tau}{n}} + \frac{2\beta \tau}{3n}, \quad p(\tau) := 2k\tau (e^\tau - \tau - 1)^{-1} \]
for any \( \tau > 0 \). We now pass to the limit \( \delta, \epsilon \to 0 \). To this end, note that
\[ \mathbb{E}[\|Z - Z_{\epsilon}\|] \leq \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}[\|X_{i\epsilon} - X_i\|] + \mathbb{E}[\|X_{i\epsilon} - X_i\|] \leq 2\epsilon \]
so that by Markov’s inequality
\[ \Pr[\|Z - Z_{\epsilon}\| \geq \delta] \leq \frac{2\epsilon}{\delta}. \]
Thus, choosing \( \tau \) so that \( b(\tau) = b(t) + \delta \), we obtain
\[
\begin{align*}
\Pr[\|Z\| > b(t)] &\leq \Pr[\|Z\| > b(t) \text{ and } \|Z - Z_{\epsilon}\| \leq \delta] + \Pr[\|Z - Z_{\epsilon}\| \geq \delta] \\
&\leq \Pr[\|Z_{\epsilon}\| > b(t) - \delta] + \frac{2\epsilon}{\delta} \\
&\leq \Pr[\|Z_{\epsilon}\| > b(\tau)] + \frac{2\epsilon}{\delta} \\
&\leq p(\tau) + \frac{2\epsilon}{\delta}
\end{align*}
\]
and the result follows from first choosing an arbitrarily small \( \delta \) so that \( p(\tau) \to p(t) \) and then an even smaller \( \epsilon \) so that \( \frac{2\epsilon}{\delta} \to 0 \).

In our application, we only consider rank one matrices for which the last corollary can be further simplified.

**Corollary 6.4.** Let \( \xi_i, \ i = 1, \ldots, n \) be independent random variables, \( U, V \) Hilbert spaces and \( X_i = X_i(\xi_i) = v_i(\xi_i)u_i(\xi_i)^* = v_i u_i^* \) be Bochner integrable rank one operators with \( v_i \in V \) and \( u_i^* \in U^* \). Assume there are \( \mu > 0 \) and \( \nu > 0 \) such that for all \( i = 1, \ldots, n \)
\[ \|u\|_U \leq \mu, \quad \|v\|_V \leq \nu, \]
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almost surely. Then, for any \( t > 0 \),

\[
\Pr \left[ \left\| \frac{1}{n} \sum_{i=1}^{n} X_i - E[X] \right\| > \sqrt{\frac{8\mu^2\nu^2t}{n} + \frac{2\mu\nu t}{3n}} \right] \leq 2t (e^t - t - 1)^{-1}.
\]

**Proof.** We have

\[
\|X_i\| = \|v_i\|_V \|u_i^*\|_{U^*} \leq \mu \nu,
\]

\[
\text{tr}(X_i^* X_i) = \text{tr}(u_i v_i^* v_i u_i^*) = \|u_i\|^2 \|v_i\|^2 \leq \mu^2 \nu^2.
\]

Thus, application of Corollary 6.3 with \( \beta = \mu \nu \) and \( k = 1 \) yields the result. \( \square \)

### 6.2 Sums and Integrals

**Lemma 6.5.** Let \( \alpha < -1 \) and \( \alpha + \beta > -1 \). Then for every \( x > 0 \)

\[
\int_0^\infty t^\alpha \min\{x,t\}^\beta \, dt = -\frac{\beta}{\alpha(\alpha + \beta)} x^{\alpha+\beta+1}.
\]

**Proof.** We have

\[
\int_0^\infty t^\alpha \min\{x,t\}^\beta \, dt = \int_0^x t^\alpha + \beta \, dt + \int_x^\infty t^\alpha x^\beta \, dt
\]

\[
= \frac{1}{\alpha + \beta} x^{\alpha+\beta+1} - \frac{1}{\alpha} x^{\alpha+1} x^\beta
\]

\[
= -\frac{\beta}{\alpha(\alpha + \beta)} x^{\alpha+\beta+1},
\]

where by assumption \( \alpha + 1 < 0 \) and \( \alpha + \beta + 1 > 0 \), so that the boundary terms for \( x \to 0 \) and \( t \to \infty \) vanish and all integrals are well defined. \( \square \)

**Lemma 6.6.** Let \( \omega_k = \frac{\pi}{4} + \frac{\pi}{2} k \) and \(-\frac{3}{2} < \alpha < -\frac{1}{2}\). Then for every \( x > 0 \)

\[
\sum_{k=0}^\infty \omega_k^{2 \alpha} \min\{\omega_k x, 1\}^2 \leq -2 \left( \frac{\pi}{2} \right)^{2 \alpha + 2} \frac{1}{\alpha(2 \alpha + 2)} x^{-2 \alpha - 1}.
\]

**Proof.** We have

\[
\sum_{k=0}^\infty \omega_k^{2 \alpha} \min\{\omega_k x, 1\}^2 \leq \left( \frac{\pi}{2} \right)^{2 \alpha + 2} \sum_{k=0}^\infty (k+1)^{2 \alpha} \min\{(k+1)x, 1\}^2
\]

\[
= \left( \frac{\pi}{2} \right)^{2 \alpha + 2} \sum_{k=1}^\infty k^{2 \alpha} x^2 \min\left\{ k, \frac{1}{x} \right\}^2
\]

\[
\leq 2 \left( \frac{\pi}{2} \right)^{2 \alpha + 2} x^2 \int_0^\infty t^{2 \alpha} \min\left\{ t, \frac{1}{x} \right\}^2 \, dt
\]

\[
\leq -2 \left( \frac{\pi}{2} \right)^{2 \alpha + 2} \frac{1}{\alpha(2 \alpha + 2)} x^2 \left( \frac{1}{x} \right)^{2 \alpha + 3},
\]
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where in the first line we have used that \( \omega_k \leq \frac{\pi}{2}(k+1) \) and in the second an index shift. In the third, we bound the sum by an integral with an extra factor of 2 because the integrand is monotonically increasing and decreasing in two respective sub-intervals. In the last line, we have invoked Lemma 6.5, using that \( 2\alpha < -1 \) and \( 2\alpha + 2 > -1 \) by assumption.

\[\square\]

6.3 Differential Inequalities

**Lemma 6.7.** Assume \( a, b, c, \rho > 0 \) and that \( x, y \) satisfy the differential inequality

\[
x' \leq -ax^{1+\rho} y^{-\rho} + bx
\]
\[
y' \leq c \sqrt{xy}.
\]

Then with

\[\gamma := 2 \left[ y(0)^{\frac{1}{2}} + 2^{\frac{b}{a}} \frac{c}{b} x(0)^{\frac{1}{2}} \right]^2\]

we have

\[x(t) \leq \left( \frac{b}{a} \gamma^\rho + x(0)^\rho e^{-b\rho t} \right)^{\frac{1}{\rho}}, \quad y(t) \leq \gamma\]

for all \( t \) for which the second summand in the \( x \) bound dominates, i.e.

\[\frac{b}{a} \gamma^\rho \leq x(0)^\rho e^{-b\rho t}.
\]

**Proof.** For any fixed \( y \), the function \( x \) is bounded by the solution \( z \) of the equality case

\[z' = -ax^{1+\rho} y^{-\rho} + bz, \quad z(0) = x(0)\]

of the first equation (38). This is a Bernoulli differential equation, with solution

\[x(t) \leq z(t) = \left[ e^{-b\rho t} \left( a\rho \int_0^t e^{b\rho \tau} y(\tau)^{-\rho} d\tau + x(0)^{-\rho} \right) \right]^{-\frac{1}{\rho}}.\]

We can use this estimate to eliminate \( x \) from the differential inequality (39) for \( y' \), but in order to obtain a more manageable ODE, we simplify \( z \) first. To this end, let \( T \) be the final time in the statement of the lemma for which (41) holds.
and assume for the time being that \( \bar{\gamma} := \sup_{0 \leq t \leq T} y(t) \) is finite. Then

\[
z(t)^\rho \leq e^{b^\rho t} \left( a \rho \int_0^t e^{b^\rho \bar{\gamma} - \rho} \, d\bar{\tau} + x(0)^{-\rho} \right)^{-1}
\]

\[
= e^{b^\rho t} \left( \frac{a}{b} (e^{b^\rho t} - 1) \bar{\gamma} - x(0)^{-\rho} \right)^{-1}
\]

\[
= \left( \frac{a}{b} \bar{\gamma} - x(0)^{-\rho} \right)^{-1}
\]

\[
= \frac{b}{\bar{\gamma}^\rho}
\]

\[
=: A
\]

\[
= B(t)
\]

and thus

\[
z(t)^\rho \leq \frac{A}{1 - B(t)} = \frac{A[1 - B(t)]}{1 - B(t)} + \frac{AB(t)}{1 - B(t)} = A + \frac{A}{1 - B(t)} B(t).
\]

Since \( B(t) \geq 0 \) by the time restriction \([41]\) evaluated at \( t = 0 \), the function \( A/(1 - B(t)) \) is monotonically decreasing and thus with \( A/(1 - B(0)) = x(0)^\rho \), we have

\[
z(t)^\rho \leq A + \frac{A}{1 - B(0)} B(t) = A + x(0)^\rho B(t) \leq A + x(0)^\rho e^{-b^\rho t},
\]

which shows the bound for \( x(t) \) in the lemma. Thus, it remains to ensure that \( y(t) \leq \bar{\gamma} \leq \gamma \) for all times \( t < T \) for which the second term dominates \([41]\) or equivalently \( A \leq x(0)^\rho e^{-b^\rho t} \). This allows us to simplify the last inequality to

\[
z(t) \leq 2^{1/\rho} x(0) e^{-bt}.
\]

Plugging into the second differential inequality \([39]\) for \( y' \), we obtain

\[
y' \leq 2^{\gamma/\rho} c x(0)^{1/2} e^{-\frac{\rho}{2}} y^{1/2} =: \bar{c} e^{-\frac{\rho}{2}} y^{1/2}.
\]

This inequality is separable and has the solution

\[
y(t) \leq \left[ y(0)^{1/2} + \frac{\bar{c}}{b} e^{-\frac{\rho}{2}} \right]^2
\]

with upper bound

\[
y(t) \leq \left[ y(0)^{1/2} + \frac{\bar{c}}{b} \right]^2 = \left[ y(0)^{1/2} + 2^{\gamma/\rho} c x(0)^{1/2} \right]^2 =: \gamma
\]

as stated in \([40]\) in the lemma. For the derivation of this bound we have assumed that \( \bar{\gamma} \) is finite, which we can now easily see by contradiction. Indeed, if it is unbounded, set

\[
\tau := \inf\{ t < T \mid y(t) \geq 2 \gamma \}\]
to be the smallest time for which \( y(t) \) grows beyond \( 2\gamma \). For all \( t < \tau \) the finiteness assumption is satisfied, so that by our argument above we must have \( y(t) \leq \gamma, \ t < \tau \). Together with the definition of \( \tau \), this contradicts the continuity of \( y(t) \) at \( t = \tau \).

### 6.4 Interpolation Inequality

Recall that the \( \mathcal{H}^s \) norms are defined by \( \|v\|_s^2 = \sum_{k=0}^{\infty} \omega_k^{2s} v_k^2 \). For completeness, we state the following standard interpolation inequalities, see e.g. [8].

**Lemma 6.8.** For \( s \leq r \leq t \)

\[
\|v\|_r \leq \|v\|_s \frac{r-s}{r-t} \|v\|_t \frac{r-s}{s-t}.
\]

**Proof.** Define \( p = \frac{r-s}{r-t} \) and \( q = \frac{r-s}{s-t} \). The assumption \( s \leq r \leq t \) implies that \( p \geq 1 \) and \( q \geq 1 \). Moreover one readily verifies that

\[
\frac{1}{p} + \frac{1}{q} = 1, \quad \frac{s}{p} + \frac{t}{q} = r.
\]

Thus, Hölder’s inequality implies

\[
\|v\|_r^2 = \sum_{k=0}^{\infty} \left[ \frac{2^s}{\omega_k^p v_k^p} \right] \left[ \frac{2^t}{\omega_k^q v_k^q} \right] \leq \left( \sum_{k=0}^{\infty} \omega_k^{2s} v_k^2 \right)^{\frac{1}{p}} \left( \sum_{k=0}^{\infty} \omega_k^{2t} v_k^2 \right)^{\frac{1}{q}} = \|v\|_s^{\frac{r-s}{r-t}} \|v\|_t^{\frac{r-s}{s-t}}.
\]

---
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