A New Framework for Determination of Excitatory and Inhibitory Conductances Using Somatic Clamp
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Abstract. The interaction between excitation and inhibition is crucial for brain computation. To understand synaptic mechanisms underlying brain function, it is important to separate excitatory and inhibitory inputs to a target neuron. In the traditional method, after applying somatic current or voltage clamp, the excitatory and inhibitory conductances are determined from the synaptic current-voltage (I-V) relation — the slope corresponds to the total conductance and the intercept corresponds to the reversal current. Because of the space clamp effect, the measured conductance in general deviates substantially from the local conductance on the dendrite. Therefore, the interpretation of the conductance measured by the traditional method remains to be clarified. In this work, based on the investigation of an idealized ball-and-stick neuron model and a biologically realistic pyramidal neuron model, we first demonstrate both analytically and numerically that the conductance determined by the traditional method has no clear biological interpretation due to the neglect of a nonlinear interaction between the clamp current and the synaptic current across the spatial dendrites. As a consequence, the traditional method can induce an arbitrarily large error of conductance measurement, sometimes even leads to unphysically negative conductance. To circumvent the difficulty of elucidating synaptic impact on neuronal computation using the traditional method, we then propose a framework to determine the effective conductance that reflects directly the functional impact of synaptic inputs on action potential initiation and thereby neuronal information processing. Our framework has been further verified in realistic neuron simulations, thus greatly improves upon the traditional approach by providing a reliable and accurate assessment of the role of synaptic activity in neuronal computation.

Introduction

The interplay between excitation and inhibition gives rise to rich functions of the brain, for instance, to stabilize and shape neural activities [51, 50], to enhance feature selectivity in sensory neurons [41, 57, 58], and to modulate neural oscillations [8, 17]. In the meantime, imbalance between excitation and inhibition can induce various neuropsychiatric diseases such as schizophrenia [59, 30]. In order to understand synaptic mechanisms underlying the brain function, a fundamental approach is to quantify pure excitatory and inhibitory components received simultaneously by a target neuron in a neuronal network in the brain. Among electrophysiological recording techniques, somatic current clamp and voltage clamp have become a popular choice to measure excitatory and inhibitory conductances both in vitro and in vivo studies over the last thirty years [38]. For instance, current clamp has been applied in studies of various brain areas, such as the visual cortex [1, 2, 23, 36, 41, 42], the barrel cortex [21, 53, 54], and the prefrontal cortex
Meanwhile, voltage clamp has also been applied in studies of the visual cortex [6, 7, 26, 4], the auditory cortex [60, 51, 52, 58], the prefrontal cortex [44, 19], and the somatosensory cortex [12].

To reveal the quantitative information of excitatory and inhibitory conductances, the traditional method to process data collected under somatic clamp mode is summarized as follows. In this approach, a neuron is viewed as a point neuron with its membrane potential dynamics governed by

\[ C \frac{dV}{dt} = -G_L V - G_E (V - \varepsilon_E) - G_I (V - \varepsilon_I) + I_{inj}, \]  

where \( C \) is the membrane capacitance, \( V \) is the membrane potential measured at the soma, \( G_L, G_E, \) and \( G_I \) are the leak, excitatory, and inhibitory conductances, respectively, \( \varepsilon_E \) and \( \varepsilon_I \) are the excitatory and inhibitory reversal potentials, respectively, and \( I_{inj} \) is the externally injected current from the somatic clamp. Here all potentials are relative to the resting potential. Based on the point neuron assumption (1), by clamping the somatic current \( I_{inj} \) or voltage \( V \) at different levels, one can record the corresponding synaptic current

\[ I_{syn} = C \frac{dV}{dt} + G_L V - I_{inj} \]  

obtained by measuring the intracellular trace of somatic membrane potential \( V \) (under current clamp mode) or the injected clamp current \( I_{inj} \) (under voltage clamp mode) and thereby obtain the linear synaptic current-voltage (I-V) relation. An important assumption in Eq. 1 is that \( G_E \) and \( G_I \) are independent of \( I_{inj} \) in this point neuron. Under this assumption, the excitatory and inhibitory conductances can then be solved for from the slope and the intercept of the I-V line by casting

\[ -G_E (V - \varepsilon_E) - G_I (V - \varepsilon_I) \]  

as \( I_{syn} \) to obtain \( I_{syn} = -kV + b \), where the slope \( k \) equals the total conductance defined as the direct sum of the excitatory and inhibitory conductances, and the intercept \( b \) equals the reversal current defined as the weighted sum of the excitatory and inhibitory conductances, i.e.,

\[ k = G_E + G_I, \]  

\[ b = G_E \varepsilon_E + G_I \varepsilon_I. \]  

Despite the extensive application of current and voltage clamps to extract excitatory and inhibitory conductances, various important issues related to the validity of the above approach remain to be clarified. As pointed out by theoretical and experimental studies, the voltage distribution across an entire neuron can be highly nonuniform [33, 46], and a somatic clamp can only exert a limited control of the membrane potential across the dendritic arbor [55, 40]. Therefore, it is important to address the crucial question in which sense a neuron can be viewed as a point as described by Eq. 1. In addition, due to the space clamp effect, the conductance measured using a somatic clamp can significantly deviate from the local synaptic conductance on the dendrite [55], sometimes could even yield an unphysically negative value [55]. Therefore, it is necessary to carry out a critical assessment of the traditional method of determining conductance.

To address the validity of the point neuron assumption in the traditional method, we begin with the analysis of an idealized passive ball-and-stick model. In the presence of a somatic current injection, say, the clamp current, we demonstrate that the spatial-dependent ball-and-stick model can asymptotically reduce to a point-neuron model to describe the dynamics of the somatic membrane potential. In light of this, we consider the soma rather than the entire neuron as a point and introduce the concept of effective conductance, which is defined by Ohm’s law as the ratio of the synaptic current arriving at the soma \( I_{syn}^{(0)} \) to the driving force (difference between the reversal potential \( \varepsilon \) and the somatic membrane potential \( V \)) in the presence of either excitatory or inhibitory input on the dendrite, i.e., \( G^{\text{eff}} = \frac{I_{syn}^{(0)}}{\varepsilon - V} \). We emphasize that, in order to distinguish from the synaptic current measured using current or voltage clamp below, here \( I_{syn}^{(0)} \) with the superscript “0” is the synaptic current in the absence of any injected current \( I_{inj} \). As will be demonstrated below, our defined effective conductance is a proportional indicator of the local
synaptic conductance and reflects directly the functional impact of synaptic inputs on action potential initiation, hence neuronal information coding.

Our theoretical analysis further demonstrates that it is invalid to simply replace the synaptic conductance in the traditional point neuron model (1) with the effective conductance, and the subthreshold dynamics of the neuron (1) should be corrected by the following dynamics

\[
C \frac{dV}{dt} = -G_L V - G_{E}^{\text{inj}}(V - \varepsilon_E) - G_I^{\text{inj}}(V - \varepsilon_I) + I_{\text{inj}},
\]

(5)

where, due to the nonlinear interaction of the injected somatic clamp current with the synaptic current from the dendrites, \(G_{E}^{\text{inj}}\) and \(G_I^{\text{inj}}\) depend on the injected current \(I_{\text{inj}}\) to the soma by the clamp. It is only under the condition \(I_{\text{inj}} = 0\) that the effective conductance \(G_{E}^{\text{eff}} = G_{E}^{\text{inj}}(I_{\text{inj}} = 0)\), \(G_I^{\text{eff}} = G_I^{\text{inj}}(I_{\text{inj}} = 0)\), in contrast to the traditional method, in which the conductance is assumed to be independent of the injected current. Therefore, the conductance determined by the traditional method is close to neither the local conductance on the dendrite nor the effective conductance at the soma. Indeed it has no clear biological interpretation.

By applying the somatic clamp, one is purported to measure the effective conductance rather than the local conductance, because the clamp can control the current and voltage sufficiently well only at the soma and its nearby locations. To overcome the inherent difficulty of determining the effective conductance using the traditional method, we present a new method derived from our analysis. Notwithstanding the nonlinear interaction between the synaptic and injected currents, we can obtain the linear I-V relation by changing the injected clamp current at multiple levels of magnitude. Our analysis further shows that the nonlinear current interaction causes the slope of the I-V line to deviate greatly from the sum of two conductances (Eq. 3), however, the intercept of the I-V line remains a good approximation to the reversal current. Therefore, the effective excitatory and inhibitory conductances can be solved from the intercepts (Eq. 4) by varying excitatory or inhibitory reversal potentials at different levels. Finally, we verify our proposed method by employing numerical simulations of the ball-and-stick model and a biologically realistic pyramidal neuron model of complex dendritic morphology and broad ionic channel distribution. In general, our method greatly improves upon the traditional approach in current or voltage clamp by providing a more reliable and accurate assessment of synaptic impact on neuronal computation.

**Methods**

*The ball-and-stick neuron model*

We consider an idealized passive ball-and-stick neuron model whose isotropic spherical soma is connected to an unbranched cylindric dendrite with finite length and diameter. The spatiotemporal dynamics of the membrane potential \(v(x, t)\) along the dendritic cable is governed by [49, 13]

\[
c \frac{\partial v}{\partial t} = -g_L v - \sum_{q=E,I} g_q (v - \varepsilon_q) + I_{\text{inj}} + \frac{d \partial^2 v}{4r_a \partial x^2},
\]

(6)

where \(c\) is the membrane capacitance density, \(g_L\) is the leak conductance density, \(g_E\) and \(g_I\) are excitatory and inhibitory conductance densities, respectively, \(\varepsilon_E\) and \(\varepsilon_I\) are excitatory and inhibitory reversal potentials, respectively, \(I_{\text{inj}}\) is externally injected current density, \(d\) is the dendritic diameter, and \(r_a\) is the axial resistivity. Here, all potentials are measured relative to the resting potential.

When excitatory and inhibitory inputs are elicited at dendritic sites, we have the synaptic input

\[
g_q = \sum_{i=1}^{M_q} \sum_{j=1}^{\infty} f_{q}^{ij} u_q(t - t_q^j) \delta(x - x_q^j),
\]
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where \( q = E, I \). \( M_E (M_I) \) is the number of dendritic sites for excitatory (inhibitory) inputs. For an individual synaptic input of type \( q_j \), \( f_{ij}^q \) is the input strength of the \( j \)-th input at the \( i \)-th location \( x^i_q \) with its arrival time \( t^j_q \). Here \( u_q(t) \) is the unitary conductance density pulse modeled as \( u_q(t) = N_q(e^{-\frac{t}{\sigma_{qr}}} - e^{-\frac{t}{\sigma_{qd}}})\Theta(t) \) with the peak value normalized to unity by the normalization factor \( N_q = \left[ \left( \frac{\sigma_{qr}}{\sigma_{qd}} \right)^{-1} - \left( \frac{\sigma_{qr}}{\sigma_{qd}} \right)^{-1} \right] \), where \( \Theta(t) \) is the Heaviside function, \( \sigma_{qr} \) and \( \sigma_{qd} \) are the rise and decay time constants of individual synaptic conductance, respectively [13].

The assumption that one end of the dendrite is sealed yields

\[
\frac{\partial v}{\partial x} \bigg|_{x=l} = 0, \tag{7}
\]

where \( l \) is the dendritic length. At the other end that connects to the soma, the law of current conservation gives rise to

\[
cd\frac{\partial v(0, t)}{\partial t} = -g_L v(0, t) + \frac{\pi d^2}{4S r_a} \left. \frac{\partial v}{\partial x} \right|_{x=0}, \tag{8}
\]

where \( S \) is the somatic surface area. Eqs. 7 and 8 constitute the boundary conditions of the cable model (6). Before the arrival of synaptic inputs, the neuron stays at the resting state with the initial condition set as \( v(x, 0) = 0 \).

For the numerical simulation of the ball-and-stick neuron (6), the Crank-Nicolson method [48] is used with time step 0.1 ms and space grid size of 1 \( \mu \)m. Parameters in our simulation are within the physiological regime [25, 20] with \( c = 1 \mu \text{F} \cdot \text{cm}^{-2}, g_L = 0.05 \text{mS} \cdot \text{cm}^{-2}, \varepsilon_E = 70 \text{ mV}, \varepsilon_I = -10 \text{ mV}, S = 2.83 \times 10^3 \mu\text{m}^2, r_a = 100 \Omega \cdot \text{cm}, l = 600 \mu\text{m}, d = 1 \mu\text{m}, \sigma_{Er} = 5 \text{ ms}, \sigma_{Ed} = 7.8 \text{ ms}, \sigma_{Ir} = 6 \text{ ms}, \text{ and } \sigma_{Id} = 18 \text{ ms}. \) The time constants here are chosen to be consistent with the conductance inputs in the experiment [20, 27].

The realistic neuron model

The realistic pyramidal neuron model is adapted from our previous studies of dendritic integration [20, 27, 29] (see Ref. [20] for details). The morphology of the reconstructed pyramidal neuron, which contains 200 compartments, is obtained from the Duke-Southampton Archive of neuronal morphology [9]. The passive cable properties and density distribution of active conductances in the model neuron are based on published experimental data for hippocampal and cortical pyramidal neurons [47, 35, 24, 37, 32, 34, 3, 45, 39]. The model also contains AMPA, NMDA, GABA\(_A\) and GABA\(_B\) receptors with kinetic properties derived from Refs. [14, 15, 16]. We use the NEURON software Version 7.3 [11] to simulate the model with time step 0.1 ms.

Results

Geometrical reduction

The traditional method for extracting excitatory and inhibitory conductances is based on a crucial assumption that a neuron can be considered as a point with its membrane potential dynamics described by Eq. 1. However, because of the highly nonuniform distribution of membrane potential across a neuron [33, 46], the entire neuron is not electrically compact, thus cannot be modeled as a point. On the other hand, in experiment, it has been shown that the membrane potential dynamics of the soma of a neuron (relative to the resting potential) can be well captured by a point leaky integrator [10, 5]

\[
C \frac{dV}{dt} = -g_L V + I_{\text{inj}} \tag{9}
\]
in response to the externally injected current $I_{\text{inj}}$ into the soma. Therefore, one should model the soma rather than the entire neuron as a point. However, there is a lack of theoretical demonstration of how to obtain a point characterization of the soma from a spatial-dependent neuron model in general.

For a large class of neurons, the tree-like passive dendrites can be shown to be mathematically equivalent to a single cylindric cable [43]. To demonstrate the validity of the point characterization (Eq. 9), without loss of generality, we therefore start with the ball-and-stick neuron introduced in the Materials and Methods section. Given a current pulse input $I_\delta$ at the soma, the ball-and-stick model

$$c \frac{\partial v}{\partial t} = -g_L v + I_\delta + \frac{d}{4r_a} \frac{\partial^2 v}{\partial x^2}$$

possesses the following response kernel (Green’s function) that captures the somatic membrane potential response $V(t) \equiv v(0, t)$ [49, 27, 29],

$$\Gamma(t) = \sum_n H_n e^{-k_n t},$$

(10)

where constant coefficients $H_n$ and time constants $k_n$ are determined by the geometry and biophysics of the passive neuron. Asymptotically, the response kernel can be well approximated by its leading order with a single time constant, i.e.,

$$\Gamma(t) \sim H_0 e^{-k_0 t},$$

(11)

where $k_0 = g_L/c$, $H_0 = \frac{\gamma/(\gamma \lambda + 1)\pi d}{(4r_a/c^2d)^{1/2}}$, with $\gamma = (\pi d^2/2S)(r_ad)^{-1/2}$ and $\lambda = l\sqrt{4r_a/d}$. Note that Eq. 11 is precisely the response kernel for the point-neuron model (Eq. 9) with the following relation linking the parameters in the point-neuron model and those in the ball-and-stick neuron, $C = 1/H_0$, and $G_L = k_0/H_0$. For any time-dependent somatic current input, the somatic response of the ball-and-stick neuron can then be described by the convolution of the response kernel (11) of the point-neuron model with the input, thus reducing the somatic membrane potential dynamics of the ball-and-stick neuron with somatic input to its equivalent dynamics of the point-neuron (9). Our asymptotic analysis has been further verified numerically to demonstrate that the point-neuron characterization is sufficiently accurate to represent the somatic membrane potential dynamics of the ball-and-stick neuron.

**Effective conductance**

By considering the soma rather than the entire neuron as an electrically compact point, the concept of effective conductance naturally arises following the Ohm’s law, which casts, say, the effective excitatory conductance, in the form

$$G_{\text{eff}}^{E} = \frac{I_{\text{syn}}^{(0)}}{\varepsilon_E - V},$$

(12)

where $I_{\text{syn}}^{(0)}$ is the synaptic current arriving at the soma in the absence of any injected current to the soma, $\varepsilon_E$ is the excitatory reversal potential relative to the resting potential, and $V(t)$ is the somatic membrane potential change in response to an excitatory synaptic input from its dendrite. The synaptic current arriving at the soma is determined from the point-neuron model by

$$I_{\text{syn}}^{(0)} = C \frac{dV}{dt} + G_L V,$$

(13)

which will be referred to as the effective synaptic current below (note that $I_{\text{inj}} = 0$ in Eq. 13). A similar definition holds for the effective inhibitory conductance. The effective synaptic current measured at the soma can be significantly different from the synaptic current measured at the synapse localized on the dendrite. This arises because the local synaptic current induced at the synapse will be filtered by the dendritic cable property and further modified by the interaction with active ion channels along dendrites before reaching the soma [47, 56, 33, 22, 31].
Conceptually, it is evident that the effective conductance at the soma and local conductance on the dendrite are rather different. As demonstrated by our numerical simulation of the ball-and-stick neuron, there is indeed a significant quantitative difference between them. Shown in Figures 1A and 1D are the numerically measured effective conductances, which are significantly smaller than the local conductances upon an excitatory or inhibitory Poisson input of rate 150 Hz on the dendrite at the location 420 μm away from the soma. The effective excitatory and inhibitory conductances are found to be strongly correlated with the corresponding local conductances with correlation coefficient ρ = 0.95 and ρ = 0.99 respectively, as shown in Figures 1B and 1E. This correlation suggests that the effective conductance is indeed a good indicator to reflect the synaptic activity on the dendrites. It is reasonable to expect that the effective conductance decreases gradually with the increase of distance between the input location and the soma. This is confirmed in Figures 1C and 1F. Therefore, a strong input at a site on a distal dendrite and a weak input at a site on the proximal dendrite may induce a membrane potential change of similar magnitude at the soma. That is, local conductances on the dendrite can differ greatly for different inputs while the corresponding effective conductances could exert a similar impact on the somatic membrane potential dynamics. In this sense, the effective conductance reflects directly the functional impact of synaptic inputs originated from the dendrite on somatic membrane potential, action potential generation, hence neuronal information coding. In short, the effective conductance plays a central role in quantifying the synaptic influence on neuronal computation.

**Interaction between clamp current and synaptic current**

As is shown in the Geometrical reduction subsection, for an injected current to the soma of the ball-and-stick neuron, the point-neuron model (Eq. 9) is quantitatively accurate for describing its somatic membrane potential change. However, contrary to the conventional belief, the point-neuron model (Eq. 1) becomes invalid in the presence of both clamp current at the membrane potential change. However, contrary to the conventional belief, the point-neuron model (Eq. 9) is quantitatively accurate for describing its somatic membrane potential dynamics. In this sense, the effective conductance reflects directly the functional impact of synaptic inputs originated from the dendrite on somatic membrane potential, action potential generation, hence neuronal information coding. In short, the effective conductance plays a central role in quantifying the synaptic influence on neuronal computation.

Using the Green’s function method, the zeroth and first order solution at the soma can be cast into the following form

\[
\frac{\partial v}{\partial t} = \frac{1}{c} \left( -g_Lv - f_E u_E(t) \delta(x-x_E)(v-\varepsilon_E) + \frac{I_{inj}}{\pi d} \Theta(t) \delta(x-0) \right) + \frac{d}{4\pi a} \frac{\partial^2 v}{\partial x^2}.
\]

In the physiological regime, in general, an individual synaptic input can only effect a small change of somatic membrane potential. This gives rise to an asymptotic expansion of the somatic response \( V(t) \equiv v(0, t) \) with respect to the input strength \( f_E \) [27, 29],

\[
V(t) = \sum_{k=0}^{\infty} f_E^k V_k(t).
\]

Using the Green’s function method, the zeroth and first order solution at the soma can be cast into the following form

\[
V_0 = a_0 I_{inj}, \quad V_1 = a_1 I_{inj} + b_1,
\]

where the coefficients are \( a_0 = \Gamma(0, 0, t) \cdot \Theta(t) / \pi d, \quad a_1 = -\Gamma(0, x_E, t) [u_E(t) \cdot \Gamma(x_E, 0, t) / \pi d], \) and \( b_1 = \Gamma(0, x_E, t) \cdot [\varepsilon_E \cdot u_E(t)]. \) Here \( \Gamma(x, y, t) \) is the response kernel (Green’s function) of the cable
Figure 1: Properties of effective synaptic conductances. (A), trace of the effective and local excitatory synaptic conductances measured respectively at the soma and at a synapse on the dendrite of the ball-and-stick neuron. An excitatory Poisson input with rate 150 Hz is applied on the dendritic site that is 420 µm away from the soma. (B), strong correlation between the effective and local synaptic conductance. Each blue dot is sampled at one time point from the corresponding time series in A. The red straight line is the linear fitting with correlation coefficient $\rho = 0.95$. (C), The dependence of the ratio of the effective to the local excitatory conductance on the distance between the input location and the soma. The ratio of the effective to the local conductance is defined as the slope of the linear fitting in B. (D-F) are for the inhibitory case. An inhibitory Poisson input with rate 150 Hz is applied on the dendrite at the location 420 µm away from the soma.
equation whose explicit expression has been derived in Refs. [27, 29], \( \Theta(t) \) is the heaviside function, “\(*\)” is the temporal convolution, and “\(*\)” is the multiplication. Using the synaptic current as measured by 
\[ I_{\text{syn}} = C_E \frac{dV}{dt} + G_L V - I_{\text{inj}} \]
together with Eq. 14, we can readily derive an expression for the synaptic current at the soma 
\[ I_{\text{syn}} = f_E (C a'_1 + G_L a_1) I_{\text{inj}} + f_E (C b'_1 + G_L b_1) \] (15)
to the first order of \( f_E \), where the prime stands for the derivative with respect to time. In the derivation the equality \( CV_0 + G_L V_0 - I_{\text{inj}} = 0 \) is used because \( V_0 \) is the zeroth order membrane potential change, which responds to the injected current \( I_{\text{inj}} \) only (see Eq. 9). The first term in Eq. 15 of the synaptic current describes the interaction between the injected current and the current from the dendrite, and the second term describes the effective synaptic current \( I_{\text{syn}}^{(0)} \) when measured in the absence of the injected current. Using Eq. 15, an expression for the excitatory conductance \( G_{E}^{\text{inj}} = \frac{I_{\text{syn}}}{\varepsilon_{E} - V} \) under current injection can be obtained to the first order of \( f_E \) as
\[ G_{E}^{\text{inj}} = \frac{f_E (C a'_1 + G_L a_1) I_{\text{inj}} + I_{\text{syn}}^{(0)}}{\varepsilon_{E} - a_0 I_{\text{inj}}} \] (16)
from which it is evident that \( G_{E}^{\text{inj}} \) depends on the injected current \( I_{\text{inj}} \). The superscript of \( G_{E}^{\text{inj}} \) emphasizes the fact that this excitatory conductance is measured in the presence of an injected current. In the conventional approach, one assumes that \( G_E \) in Eq. 1 is not affected by the injected current and asserts that the injected current merely induces a somatic membrane potential change to yield the corresponding synaptic current \( \Delta I_{\text{syn}} = G_E (\varepsilon_{E} - \Delta V) \) with an \( I_{\text{inj}} \)-independent \( G_E \). Therefore, the effect of the interaction between the two currents is not accounted for. It can be clearly seen from Eq. 16 that the value of excitatory conductance \( G_{E}^{\text{inj}} \) is modified by the injected current in contrast to the case of the presence of a purely excitatory synaptic current. Similarly, the injected current will interact with an inhibitory synaptic input, resulting in a modified value of the inhibitory conductance \( G_{I}^{\text{inj}} \) in comparison with the value for a purely inhibitory synaptic current case. It is only under the condition \( I_{\text{inj}} = 0 \) that the effective conductances \( G_{E}^{\text{eff}} = G_{E}^{\text{inj}} (I_{\text{inj}} = 0) \) and \( G_{I}^{\text{eff}} = G_{I}^{\text{inj}} (I_{\text{inj}} = 0) \).

We next solve the ball-and-stick model numerically to further confirm the validity of the asymptotic results above. Our numerical results again affirm the important role of the interaction between injected current and synaptic current in the determination of conductance value. Given an individual excitatory synaptic input at a dendritic site away from the soma together with an injected constant current at the soma of the ball-and-stick neuron, we can numerically obtain the somatic membrane potential of the ball-and-stick neuron \( V \) and measure its synaptic current \( I_{\text{syn}} \) based on the point neuron model, \( I_{\text{syn}} = C_E \frac{dV}{dt} + G_L V - I_{\text{inj}} \). By varying the strength of the injected constant current while maintaining the strength of the local synaptic input on the dendritic site, we can obtain synaptic current \( I_{\text{syn}} \) of various amplitudes. An example is displayed in Figure 2A for particular realizations of this procedure. As has been predicted by our theoretical analysis (Eq. 15), the linear dependence of the measured peak amplitude of the synaptic current \( I_{\text{syn}} \) on the injected constant current is confirmed in Figure 2B. We are now ready to determine the excitatory conductance \( G_{E}^{\text{inj}} \) under current injection using \( G_{E}^{\text{inj}} = \frac{I_{\text{syn}}}{\varepsilon_{E} - V} \). Contrary to the common belief that the synaptic conductance measured at the soma is independent of the injected current, here the excitatory conductance strongly depends on the injected current. As shown in Figures 2C-2D, the difference can range from 7% to a substantial 36% between the peak excitatory conductance \( G_{E}^{\text{inj}} \) in the presence of the injected constant current and \( G_{E}^{\text{eff}} \) in the absence of the injected current. In fact, the difference can be arbitrarily large as the magnitude of the injected current further increases. Similarly, as shown in Figures 2E-2H, given an individual inhibitory synaptic input at a dendritic location away from the soma together with an injected constant current at the soma of the ball-and-stick neuron, the inhibitory conductance \( G_{I}^{\text{inj}} \) also strongly depends on the injected currents. The difference can be rather significant, ranging from 17% to 153% between the peak inhibitory conductance \( G_{I}^{\text{inj}} \) in the presence of the injected
Figure 2: Determination of the conductance taking into account of the interaction between the injected current and the synaptic current. (A), numerically measured excitatory synaptic current temporal profiles of the point-neuron model in the presence of an injected constant current at the soma of the ball-and-stick neuron. Color indicates the strength of the injected current as labeled on the legend. (B), linear dependence of the peak amplitude of the excitatory synaptic current on the injected current as predicted by Eq. 15. (C), the temporal profile of $G_{E}^{inj}$ numerically measured using the excitatory synaptic currents in A. The yellow curve corresponds to $G_{E}^{eff}$. (D), nonlinear dependence of the peak amplitude of $G_{E}^{inj}$ on the injected constant current. (E-H) are the corresponding case for the inhibitory synaptic input. An individual excitatory pulse input is given at the location on the dendrite 420 µm away from the soma. An individual inhibitory pulse input is given at the location on the dendrite 300 µm away from the soma. A, C, E and G share the same color-coded legend. In B, D, F and H, dots are values obtained from numerical simulation, and solid curves are the prediction of the first order asymptotic analysis of the ball-and-stick neuron (see text).

constant current and $G_{I}^{eff}$ in the absence of the injected current. As shown in Figure 2H, a negative value of the inhibitory conductance can even be observed under certain magnitude of the injected current. It is demonstrated in Figures 2D and 2H that the nonlinear dependence of the conductance $G_{E}^{inj}$ on the injected constant current can be accurately predicted by our analysis (Eq. 16).

Because of the nonlinear dependence of $G_{E}^{inj}$ on the injected current, no longer can the synaptic current arriving at the soma and the injected current be simply summed linearly in the point neuron model. As a consequence, the point neuron model should be reformulated by

$$ C \frac{dV}{dt} = -G_{L}V - G_{E}^{inj}(V - \varepsilon_{E}) - G_{I}^{inj}(V - \varepsilon_{I}) + I_{inj}, $$

in which the conductances $G_{E}^{inj}$ and $G_{I}^{inj}$ are function of $I_{inj}$. It is worthwhile to point out that in the presence of even only one type of the synaptic input, the conductance determined based on the traditional point neuron model already requires a significant correction due to the interaction between the clamp current and the synaptic current.

Theoretical analysis of conductance measurement
In general, a neuron receives a mixture of excitatory and inhibitory inputs from neighbouring neurons. As mentioned in the Introduction section, the traditional way of extracting the excitatory and inhibitory conductance is to apply the current or voltage clamp technique. After injecting current at the soma with different magnitudes, one can measure the corresponding synaptic current and somatic voltage to obtain thereby a linear I-V relation. By assuming the neuron as an electrically compact point (Eq. 1), and the excitatory and inhibitory conductances \( G_E \) and \( G_I \) are independent of the injected current, \( G_E \) and \( G_I \) can then be determined by solving two equations (Eqs. 3 and 4) involving the slope and the intercept of the I-V line. However, as shown in our analysis above, the interaction between the somatic clamp current and the synaptic current arriving at the soma renders the point neuron assumption (1) invalid for measuring the conductance even in the presence of a single type of synaptic input, hence the failure of the traditional method to measure the effective conductance. In the following, we demonstrate that, even if the magnitude of the injected clamp current is sufficiently small, the traditional method can still induce an arbitrarily large error of conductance measurement, sometimes even leads to an unphysically negative conductance.

For the ball-and-stick neuron, in the presence of a pair of excitatory and inhibitory synaptic inputs on the dendritic site \( x = x_E \) and \( x = x_I \), respectively, the dynamics of its membrane potential is governed by

\[
C \frac{\partial V}{\partial t} = -g_L V - \sum_{q=E,I} f_q u_q(t) \delta(x-x_q)(v-v) + \frac{I_{inj}}{\pi d} \Theta(t) (x-0) + \frac{d}{4 r_a} \frac{\partial^2 V}{\partial x^2}
\]

when the clamp current \( I_{inj} \) is applied at the soma. As mentioned above, within the physiological range, the strength of each individual input \( f_E \) and \( f_I \) is usually small, we can expand the somatic membrane potential \( V(t) \equiv v(0,t) \) as an asymptotic series with respect to the input strengths \( f_E \) and \( f_I \),

\[
V(t) = \sum_{k=0}^{\infty} \sum_{m+n=k} f_E^m f_I^n V_{mn}(t).
\]

The Green’s function method yields the zeroth and first order solutions

\[
V_{00} = a_{00} I_{inj}, \quad V_{10} = a_{10} I_{inj} + b_{10}, \quad V_{01} = a_{01} I_{inj} + b_{01},
\]

where the coefficients are

\[
a_{00} = \Gamma(0,0,t) \Theta(t) / \pi d, \quad a_{10} = -\Gamma(0,x_E,t) u_E(t) \cdot \Gamma(x_E,0,t) \Theta(t) / \pi d, \quad b_{10} = \Gamma(0,x_E,t) [\varepsilon_E \cdot u_E(t)], \quad a_{01} = -\Gamma(0,x_I,t) [u_I(t) \cdot \Gamma(x_I,0,t) \Theta(t)] / \pi d, \quad \text{and} \quad b_{01} = \Gamma(0,x_I,t) \cdot [\varepsilon_I \cdot u_I(t)].
\]

Then, to the first order of input strengths \( f_q \) \((q = E, I)\), the synaptic current in the point neuron model becomes

\[
I_{syn} = [C(f_E a'_{10} + f_I a'_{01}) + G_L (f_E a_{10} + f_I a_{01})] I_{inj} + [C(f_E b'_{10} + f_I b'_{01}) + G_L (f_E b_{10} + f_I b_{01})]
\]

in which the first term describes the interaction between the synaptic current and the injected current and the second term describes the effective synaptic current in the absence of the injected current. The corresponding somatic voltage to the first order of \( f_q \) \((q = E, I)\) is

\[
V = (a_{00} + f_E a_{10} + f_I a_{01}) I_{inj} + (f_E b_{10} + f_I b_{01}). \quad (18)
\]

Similarly, the first term on the right hand side of Eq. 18 arises from the interaction between the synaptic current and the injected current, and the second term comes from the effective synaptic current in the absence of the injected current. Because both the membrane potential \( V \) and the synaptic current \( I_{syn} \) are linearly related to the injected current \( I_{inj} \), simple linear algebra yields the linear dependence of the synaptic current on the membrane potential, i.e., \( I_{syn} = -k V + b \), which holds for arbitrary \( I_{inj} \). The corresponding slope and intercept to the first order of \( f_q \) \((q = E, I)\) become

\[
k = \frac{(C a'_{10} + G_L a_{10}) \varepsilon_E G_E}{(C b'_{10} + G_L b_{10}) a_{00} G_E} - \frac{(C a'_{01} + G_L a_{01}) \varepsilon_I G_I}{(C b'_{01} + G_L b_{01}) a_{00} G_I} \quad (19)
\]
and
\[ b = G_{\text{eff}}^E \varepsilon_E + G_{\text{eff}}^I \varepsilon_I, \] (20)
respectively. Note that the slope here is not equal to the total conductance \( G_{\text{eff}}^E + G_{\text{eff}}^I \) as in the traditional method. The prefactors of \( G_{\text{eff}}^E \) and \( G_{\text{eff}}^I \) in the slope expression (Eq. 19) can be much smaller than unity [28], thus leading to the failure of the traditional method (using Eqs. 3 and 4) in determining the effective conductances. Apparently, the conductance determined by the traditional method has no clear biological interpretation. It is worthwhile to stress that these prefactors are independent of the magnitude of the injected clamp current. As a result, the measurement error of the effective conductance by the traditional method cannot be eliminated even if the magnitude of the clamp current is sufficiently small. This will be further confirmed by numerical results below. In general, the prefactors are dependent of time and input locations, thus rarely can they be determined in advance without the knowledge of the synaptic location and the corresponding response kernel to the synaptic location — the situation could become even more complicated when a neuron receives numerous inputs across its dendrites. Importantly, the relation of the intercept and the reversal current, however, can now provide a basis for determining the effective excitatory and inhibitory conductances. Because there are two unknowns \( G_{\text{eff}}^E \) and \( G_{\text{eff}}^I \), we need obtain at least one more intercept value. This can be achieved by varying one of the reversal potentials. For example, we can change the inhibitory reversal potential from \( \varepsilon_I \) to \( \hat{\varepsilon}_I \) to obtain a second intercept equation
\[ \hat{b} = G_{\text{eff}}^E \varepsilon_E + G_{\text{eff}}^I \hat{\varepsilon}_I, \] (21)
thereby, the effective excitatory and inhibitory conductances can be obtained from Eqs. 20 and 21. In physiological experiment, to change reversal potential, one needs to effect a change of the extracellular or intracellular fluid environment. From now on, we refer to this new method as the intercept method, and the traditional method as the slope-and-intercept method.

**Numerical verification of the intercept method**

We next perform numerical simulations of the ball-and-stick neuron to demonstrate the validity of the intercept method by contrasting its error with that of the traditional slope-and-intercept method.

Given an individual excitatory pulse input at a dendritic location away from the soma but without the injected current at the soma, we can numerically record the corresponding EPSP at the soma, and using Eq. 12, determine the value of the effective excitatory conductance pulse from the point-neuron model. A similar procedure can be carried out for the effective inhibitory conductance pulse at the soma in response to an inhibitory pulse input at a location on the dendrite away from the soma. A pair of numerically measured effective excitatory and inhibitory conductance pulses determined this way as displayed in Figures 3A and 4A will be used below as the reference values, against which we evaluate the performance of the intercept method and the slope-and-intercept method. Note that these reference conductances are true effective conductances without the distortion induced by the clamp current.

Because we need to tune the reversal potential to a different value at least once in the intercept method, it is important to verify that the effective excitatory and inhibitory conductances are independent of the change of synaptic reversal potential values. This is indeed the case for the ball-and-stick neuron: The independence of the effective conductance on the synaptic reversal potential can be analytically shown from our asymptotic analysis by setting \( I_{\text{inj}} = 0 \) in Eq. 16 to the first order of \( f_q \) (\( q = E, I \)). In our simulation, the change of \( G_{\text{eff}}^E \) is less than 5% in value when the excitatory reversal potential varies from 20 mV to 120 mV, while the change of \( G_{\text{eff}}^I \) is less than 0.7% in value when the inhibitory reversal potential varies from 0 mV to −20 mV. We will change only the inhibitory reversal potential to determine the effective conductance using the intercept method below.

To evaluate the performance of the intercept method in comparison with the slope-and-intercept method, we now apply an injected constant clamp current at the soma and simultaneously elicit the
same excitatory and inhibitory pulse inputs as the reference ones, i.e. inputting at the same dendritic location with the same strength. By measuring the membrane potential at the soma, we can use Eq. 2 to obtain a set of the corresponding synaptic current traces in response to the injected current of different amplitudes. At each moment of time, we observe that the linear relation between the synaptic current and the membrane potential persists as usual. We then determine the value of the excitatory and inhibitory conductance pulses from the linear I-V relation moment by moment. At each time point, by using the slope-and-intercept method, we can obtain one pair of the values of $G_E$ and $G_I$. Meanwhile, by tuning the inhibitory reversal potential from $-10$ mV to $-20$ mV, and repeating the above procedure, we can obtain a second linear I-V relation. Then using the intercept method, we can determine the pair of the values of $G_E$ and $G_I$. By repeating the same procedure at different time points, we can determine the temporal profiles of the conductance pulses by both methods for the comparison of conductances in the presence of the current clamp with those of the reference conductance pulses measured in the absence of the current clamp. As demonstrated in Figure 3A, it is evident that the value of the conductance pulse determined from the intercept method is much more accurate than those reconstructed from the slope-and-intercept method, in particular, for inhibitory case. The effective conductance pulses measured using the intercept method have a relatively small error, with the maximum error value of $2\%$ for excitatory and for inhibitory conductance, in contrast with those determined using the slope-and-intercept method, which yields an error as large as $6\%$ for excitatory conductance and $35\%$ for inhibitory conductance. We have also numerically confirmed that the large error of the slope-and-intercept method cannot be significantly reduced even when the magnitude of the injected clamp current decreases to $1\%$ of the original one.

In the brain, neurons dynamically receive synaptic inputs all the time. This requires us to address the issue of how to determine conductance under this condition. We consider the case of two excitatory and inhibitory Poisson-train inputs at two locations on the dendrite. We first give either an excitatory or an inhibitory Poisson input alone with a duration of 1000 ms to measure the reference effective conductances from Eq. 12 in the absence of the current clamp. In the presence of an injected clamp current at the soma with various magnitudes, we then give simultaneously the excitatory and inhibitory Poisson inputs which are identical to those in the reference case. By recording the synaptic current and the membrane potential, we can obtain a linear I-V relation at each moment of time. By changing again the inhibitory reversal potential from $-10$ mV to $-20$ mV and following the same procedure above, we can obtain another linear I-V relation for the corresponding time. Using either the intercept method or the slope-and-intercept method, we can determine the corresponding excitatory and inhibitory conductances from the I-V relations. We now compare the values of the conductances measured by the two methods in the presence of the clamp current with those of the reference conductances measured in the absence of the clamp current. From Figure 3B, it is evident that the performance of the intercept method is significantly superior to the slope-and-intercept method. The effective conductances measured using the intercept method have a relatively small error — with a time averaged error of $20\%$ for excitatory conductance and $10\%$ for inhibitory conductance (the origin of the error will be discussed in the Discussion section).

In contrast, those determined using the slope-and-intercept method yield a time averaged error as large as $25\%$ for excitatory conductance and $36\%$ for inhibitory conductance. To study the spatial effect, we next scan the input locations on the dendrite for a pair of excitatory and inhibitory input of constant synaptic conductances. For both excitatory and inhibitory inputs, the input site is scanned from 50 $\mu$m to 600 $\mu$m away from the soma. For each pair of input locations, we first measure the reference effective conductances in the absence of the injected clamp current. In the presence of the clamp current, we then determine the conductances using the intercept method in contrast to the slope-and-intercept method. As shown in Figures 3C-3F, the relative error of both methods increases as the stimulus location moves away from the soma to the distal dendrite. However, the intercept method produces relatively reliable results even for distal inputs with an error less than $10\%$, whereas the error of the slope-and-intercept method can increase as drastically as to $60\%$, giving rise to a rather unreliable value of conductance. We further
note that the intercept method is also valid to determine conductance when voltage clamp is applied to the soma of the neuron. Figure S1 illustrates an example of the case of voltage clamp.

Because a biological neuron possesses, in general, a complicated dendritic morphology with rich active ionic channels, it is necessary to use a realistic active neuron to further validate our method, as with the passive neuron model above. To address this, we deploy a biologically realistic pyramidal neuron model with tree-like dendritic morphology and broadly distributed active ionic channels. The data collection procedure is the same as that used in the case of the ball-and-stick neuron. Once more, we first numerically determine the value for a pair of transient conductance pulses as a reference true value when excitatory and inhibitory pulse inputs are given alone at locations on the dendritic trunk without an injected current at the soma. Now under the somatic current clamp mode, as shown in Figure 4A, the conductances measured using the intercept method have a relatively small error compared with the reference ones with a maximum value of 11% for excitatory conductance and 6% for inhibitory conductance. In contrast, those determined using the slope-and-intercept method yield an error as large as 33% for excitatory conductance and 72% for inhibitory conductance. To model the situation in vivo, we distribute 15 excitatory inputs and 5 inhibitory inputs across the entire dendritic tree of the pyramidal neuron. At each synapse location, the arrival time of each input is randomly set between 0 ms and 1000 ms with input rate of 100 Hz. We use the identical input to measure time evolution of the reference effective conductances in the absence of the clamp current and to measure that of the conductances in the presence of the clamp current. We perform the comparison of the values of the conductances measured by the two methods with those of the reference conductances. As shown in Figure 4B, the excitatory and inhibitory conductances determined by our intercept method are, in general, close to the true value of the effective conductance except for the moments when the neuron generates action potentials. In contrast, the conductance determined by the traditional slope-and-intercept method deviates greatly from the true one, in particular, again for the inhibitory case. Under the subthreshold regime, the conductance measured by the intercept method has a relatively small error with time averaged error of 26% for excitatory conductance and 13% for inhibitory conductance. For comparison, those determined using the slope-and-intercept method yield a time averaged error as large as 51% for excitatory conductance and 102% for inhibitory conductance. In our numerical simulation, the true value of inhibitory conductance is significantly greater than that of the excitatory conductance. However, the inhibitory conductance estimated by the slope-and-intercept method is even smaller than the estimated excitatory conductance. Finally, as an illustration of the drastic failure of the traditional method, we stress that the inhibitory conductance can take an unphysical value to become negative, as can be clearly observed in Figure 4B.

In addition, as with the case of the ball-and-stick neuron, the measurement error induced by both methods is dependent of location. By scanning the location across the dendrite, for a pair of constant excitatory and inhibitory conductance inputs, we observe that the intercept method produces reasonably good results with an error of less than 10% even for distal inputs, whereas the error of the slope-and-intercept method grows rapidly to 100% as the input location moves away from the soma to the distal dendrites. From our simulation results, the conductance measured by the slope-and-intercept method is always smaller than the true effective conductance. Therefore, an error of 100% corresponds to the case that the measured conductance vanishes while the true one is nonzero. The inhibitory conductance value measured by the slope-and-intercept method could again become negative at distal dendrites — Figure 4F illustrates this severe problem with the traditional method. The intercept method is also verified to obtain correct conductance values when voltage clamp is applied to the soma of the realistic neuron, whereas the traditional slope-and-intercept method can produce negative conductance values, notably for inhibitory conductance (see Figure S2).

When a neuron generates an action potential, biologically, its membrane changes from the passive dynamics to an active one. The ionic current induced by the activation of voltage-gated ion channels can dominate effective synaptic currents induced by local synaptic inputs from the dendrite. As a consequence, the determination of the effective synaptic current based on Eq. 13 and thereby the corresponding
Figure 3: Determination of effective conductance in the ball-and-stick neuron with current clamp at the soma. (A-B), the effective excitatory conductance $G^\text{eff}_E$ (solid red dots) and inhibitory conductance $G^\text{eff}_I$ (solid blue dots) determined by the intercept method nearly overlaps with the true value of the effective excitatory (red line) and inhibitory (blue line) conductances, whereas the excitatory conductance $G_E$ (open red circle) and the inhibitory conductance $G_I$ (open blue circle) determined by the slope-and-intercept method deviates from the true values. The deviation is particularly significant for the inhibitory case. (A) is for the case of paired transient excitatory and inhibitory pulse inputs. Inset in A is the schematic diagram of the recording configuration. (B) is for the case of two excitatory and inhibitory Poisson inputs both with rate of 150 Hz. In A and B, excitatory and inhibitory inputs are given respectively at 420 µm and 300 µm away from the soma. (C-F) Spatial dependence of the relative error for the excitatory and inhibitory conductance measurement. Here, the location for a pair of excitatory and inhibitory input of constant conductances are scanned across the dendrites. The location distance is measured from the soma. (C-D) are the error of excitatory conductance measured by the intercept method and the slope-and-intercept method, respectively, with the same color bar to indicate the percentage of error. (E-F) are the error of inhibitory conductance measured by the intercept method and the slope-and-intercept method, respectively, with the same color bar to indicate the percentage of error. The excitatory and inhibitory reversal potentials relative to the resting potential are $\varepsilon_E = 70$ mV, $\varepsilon_I = -10$ mV, respectively. The inhibitory reversal potential is changed to $\varepsilon_I = -20$ mV once while maintaining the excitatory reversal potential unchanged to obtain two I-V relations for the application of the intercept method.
effective synaptic conductance can have significant errors. This underlies the substantial difference, as observed in Figures 4B and S2B, between the conductance extracted by the intercept method and the reference conductance during an action potential generation. As pointed out by previous theoretical studies [18], it is rather difficult to determine conductance from the I-V relation when there is an action potential. To overcome this difficulty, in principle, one can pharmacologically block the active sodium channel to suppress the action potential generation. Thereby, the value of conductance measured by the intercept method approaches that of the reference conductance, which reflects the true strength of the effective conductance induced by synaptic inputs on the dendrites.

Discussion

In order to extract excitatory and inhibitory conductances, in many of previous works, a neuron with its complex dendritic arbor is assumed to be a single electrically compact compartment. Thereby, the somatic voltage clamp is deemed to uniformly control the membrane potential throughout the whole neuron. However, recent theoretical and experimental studies [55, 40] have shown there is the space clamp effect, which limits the control of the voltage clamp on the membrane potential across the dendritic arbor. The membrane potential at distal synapses can deviate greatly from the holding potential, and the value of excitatory and inhibitory conductances measured in voltage clamp mode can be significantly distorted. In our work, we have made no attempt to eliminate or attenuate the space clamp effect. Instead, we have explored the possibility of viewing the soma rather than the whole neuron as an electrically compact point (Eq. 17), so as to deploy the perfectly-clamped voltage at the soma to measure effective excitatory and inhibitory conductances at the soma, which contain the effect of the active ion channels along the dendrites and the filtering property of the dendrite. Conceptually, the effective conductance is a functionally important quantifier because they are strongly correlated to the local postsynaptic conductances at the dendrites and characterizes more directly than the local conductance the functional impact of synaptic inputs on the subthreshold dynamics and the spike trigger mechanism.

Using the traditional slope-and-intercept method, we have further shown that the measured conductance has no clear biological interpretation. It is close to neither the local synaptic conductance on the dendrite nor the effective synaptic conductance. In particular, we emphasize that the value of the conductance determined by the traditional method can be unphysically negative. Based on our theoretical analysis of the ball-and-stick neuron model, we have revealed that the failure of the slope-and-intercept method is caused by the interaction between the synaptic current and the clamp current. This interaction has not been addressed in previous studies. From our analysis, we have proposed a novel intercept method to measure the effective conductance accurately. We have verified the intercept method in both the numerical simulation of the ball-and-stick neuron model and the realistic pyramidal neuron model. Our numerical results show that, in general, the intercept method greatly improves upon the traditional slope-and-intercept method in current or voltage clamp by providing more reliable and accurate values of the effective excitatory and inhibitory conductances than the traditional method.

We note that the measured value of inhibitory conductance by the traditional slope-and-intercept method is much more distorted than that of excitatory conductance. This arises because the ratio of the excitatory to inhibitory conductance measurement errors is dependent of the excitatory reversal potential (70mV relative to the resting potential) and the inhibitory reversal potential (-10mV relative to the resting potential). We can analytically demonstrate that, the prefactors in the slope expression (Eq. 19) in front of $G_E^\text{eff}$ and $G_I^\text{eff}$ can cause the measurement errors in the slope-and-intercept method amplified by a factor of $\varepsilon_E$ for $G_I$ and amplified by a factor of $\varepsilon_I$ for $G_E$. Therefore, the strength of inhibitory inputs can be significantly underestimated compared with excitatory inputs. One cannot simply compare the amplitudes of $G_E$ and $G_I$ measured from the traditional slope-and-intercept method to characterize network states such as the balanced state based on the relative amplitudes of $G_E$ and $G_I$.

In our work, the soma of the neuron is characterized by the leaky integrator (Eq. 9). If the synaptic
Figure 4: Determination of effective conductance in the realistic pyramidal neuron model with current clamp at the soma. (A-B), the effective excitatory conductance $G_{E}^{\text{eff}}$ (solid red dots) and inhibitory conductance $G_{I}^{\text{eff}}$ (solid blue dots) determined by the intercept method are in good agreement with the true values of the effective excitatory (red line) and inhibitory (blue line) conductances, whereas the excitatory conductance $G_{E}$ (open red circle) and the inhibitory conductance $G_{I}$ (open blue circle) measured by the slope-and-intercept method deviate from the true values. The deviation is particularly significant for the inhibitory case. The failure of the traditional method is highlighted by the fact that the conductance measured by the traditional method can become negative. (A) is for the case of paired transient excitatory and inhibitory pulse inputs located on the dendrites $350 \mu$m and $300 \mu$m away from the soma. Inset in A is the schematic diagram of the recording configuration. (B) is for the case of multiple inputs of 15 excitatory and 5 inhibitory locations distributed across the entire dendritic tree with rate of 100 Hz at each site. (C-F) Spatial dependence of the relative error for the excitatory and inhibitory conductance measurement. Here, the locations for a pair of excitatory and inhibitory inputs with constant conductances are scanned across the dendrites. The location distance is measured from the soma. (C-D) are the error of excitatory conductance measured by the intercept method and the slope-and-intercept method, respectively, with the same color bar to indicate the percentage of error. (E-F) are the error of inhibitory conductance measured by the intercept method and the slope-and-intercept method, respectively, with the same color bar to indicate the percentage of error. In F, the large white area, which corresponds to negative conductance values, demonstrates the drastic failure of the traditional method. The excitatory and inhibitory reversal potentials relative to the resting potential are $\varepsilon_{E} = 70 \text{ mV}$, $\varepsilon_{I} = -10 \text{ mV}$, respectively. The inhibitory reversal potential is again changed to $\varepsilon_{I} = -20 \text{ mV}$ once while keeping the excitatory reversal potential unchanged to obtain two I-V relations for the application of the intercept method.
input is so strong as to initiate action potentials, in order to measure the effective conductances, one can either pharmacologically block the action potential related active channels or switch the point neuron characterization from the integrate-and-fire type to others, for instances, the exponential integrate-and-fire neuron.

In our intercept method, conductance measurement error cannot be fully eliminated despite the above demonstration that our method produces rather good estimate of conductance in a biologically realistic neuron model, because we note that our analysis is accurate only to the first order approximation, higher order corrections may also contribute to the conductance value; Our analysis is based on the point-neuron model at the soma (Eq. 17), however, the dendritic integration of synaptic inputs can lead to a more complicated form of the point-neuron model [61]. These are important issues for future studies. A precise understanding of the synaptic physiology of neurons using accurate effective conductances is important for investigating synaptic mechanisms of sensory processing, the origination of neuronal oscillations, and the balanced nature of excitation and inhibition in the brain.
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**Supplementary Information**
Figure S1. Determination of effective conductance in the ball-and-stick neuron with voltage clamp at the soma. (A-B), the effective excitatory conductance $G_E^{\text{eff}}$ (solid red dots) and inhibitory conductance $G_I^{\text{eff}}$ (solid blue dots) determined by the intercept method is rather close to the true value of the effective excitatory (red line) and inhibitory (blue line) conductances, whereas the excitatory conductance $G_E$ (open red circle) and the inhibitory conductance $G_I$ (open blue circle) determined by the slope-and-intercept method deviates from the true values. As with the current clamp, the deviation is particularly significant for the inhibitory case. (A) is for the case of paired transient excitatory and inhibitory synaptic pulse inputs. Inset in A is the schematic diagram of the recording configuration. (B) is for the case of two excitatory and inhibitory Poisson inputs both with rate of 150 Hz. In A and B, excitatory and inhibitory inputs are given respectively at 420 $\mu$m and 300 $\mu$m away from the soma. (C-F) Spatial dependence of the relative error for the excitatory and inhibitory conductance measurement. Here, the location for a pair of excitatory and inhibitory input of constant conductances is scanned across the dendrites. The location distance is measured from the soma. (C-D) are the error of excitatory conductance measured by the intercept method and the slope-and-intercept method, respectively, with the same color bar to indicate the percentage of error. (E-F) are the error of inhibitory conductance measured by the intercept method and the slope-and-intercept method, respectively, with the same color bar to indicate the percentage of error. The excitatory and inhibitory reversal potentials relative to the resting potential are $\varepsilon_E = 70$ mV, $\varepsilon_I = -10$ mV, respectively. The inhibitory reversal potential is changed to $\varepsilon_I = -20$ mV once while maintaining the excitatory reversal potential unchanged to obtain two I-V relations for the application of the intercept method.
Figure S2. Determination of effective conductance in the realistic pyramidal neuron model with voltage clamp at the soma. (A-B), the effective excitatory conductance $G_{E}^{\text{eff}}$ (solid red dots) and inhibitory conductance $G_{I}^{\text{eff}}$ (solid blue dots) determined by the intercept method are relatively close to the true values of the effective excitatory (red line) and inhibitory (blue line) conductances, whereas the excitatory conductance $G_{E}$ (open red circle) and the inhibitory conductance $G_{I}$ (open blue circle) measured by the slope-and-intercept method deviate greatly from the true values. The deviation is particularly significant again for the inhibitory case. The traditional method can even produce a negative value for conductance, again demonstrating the deficiency of the traditional method. (A) is for the case of paired transient excitatory and inhibitory pulse inputs located on the dendrites 350 µm and 300 µm away from the soma. Inset in A is the schematic diagram of the recording configuration. (B) is for the case of multiple inputs of 15 excitatory and 5 inhibitory locations distributed across the entire dendritic tree with rate of 100 Hz at each site. (C-F) Spatial dependence of the relative error for the excitatory and inhibitory conductance measurement. Here, the locations for a pair of excitatory and inhibitory input of constant conductances are scanned across the dendrites. The location distance is measured from the soma. (C-D) are the error of excitatory conductance measured by the intercept method and the slope-and-intercept method, respectively, with a common color bar to indicate the percentage of error. (E-F) are the error of inhibitory conductances measured by the intercept method and the slope-and-intercept method, respectively, with a shared color bar to indicate the percentage of error. In F, the large white area, which corresponds to negative conductance values, again illustrates the failure of the traditional method. The excitatory and inhibitory reversal potentials relative to the resting potential are $\varepsilon_{E} = 70$ mV, $\varepsilon_{I} = -10$ mV, respectively. The inhibitory reversal potential is changed to $\varepsilon_{I} = -20$ mV once while keeping the excitatory reversal potential the same to obtain two I-V relations for the application of the intercept method.