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Abstract

Animated and interactive data visualizations dynamically change the data rendered in a visualization (e.g., bar chart). As the data changes, the y-axis may need to be rescaled as the domain of the data changes. Each axis rescaling potentially improves the readability of the current chart, but may also disorient the user. In contrast to static visualizations, where there is considerable literature to help choose the appropriate y-axis scale, there is a lack of guidance about how and when rescaling should be used in dynamic visualizations. Existing visualization systems and libraries adapt a fixed global y-axis, or rescale every time the data changes. Yet, professional visualizations, such as in data journalism, do not adopt either strategy. They instead carefully and manually choose when to rescale based on the analysis task and data. To this end, we conduct a series of Mechanical Turk experiments to study the potential of dynamic axis rescaling and the factors that affect its effectiveness. We find that the appropriate rescaling policy is both task- and data-dependent, and we do not find one clear policy choice for all situations.

Index Terms: Human-centered computing—Visualization—Empirical studies in visualization; Human-centered computing—Visualization—Visualization theory, concepts and paradigms

1 Introduction

Scales and axes provide powerful contextual cues to help users interpret data visualizations. Considerable prior work has established guidelines to choose the appropriate scale transformation [2][3] (e.g., linear, log), set the domain of the scale based on the data [2], choose ticks and labels [9][11][13], and maintain consistency of scales between multiple views [7]. In addition, automatic visualization tools can help recommend the appropriate scale transformations [4][6]. These studies were primarily in the context of static visualizations.

In contrast, dynamic visualizations—such as animated or interactive visualizations—change the rendered data as the animation progresses, or in response to user interactions. Each frame of the visualization presents a different set of data in the chart. A naive approach is to use existing guidelines to use a separate y-axis scale for each frame. (This paper uses the term “y-axis” to refer to the encoding channel for the visualization’s measure attribute.) However, a y-axis that changes every frame removes a shared reference frame and can disorient the user. At the other extreme, the visualization may use a single global y-axis whose domain contains the minimum and maximum of all possible data that can be rendered in the visualization. However, this can obscure the data in any given frame. The following is an example of this trade-off:

**Example 1 (Interactive COVID-19 Visualization)**

Figure 1(a) is an interactive visualization that depicts the number of COVID-19 infections over a 4 day window. The window can be moved by dragging the date range on the bottom of the visualization. The figure depicts three adjacent windows in February when the number of cases spikes from 3500 (bottom frame) to 18000 to 2500 (top frame).

In this visualization, the y-axis rescales whenever the data changes (when the slider moves). This always ensures that the data uses the full height of the chart, but can disorient the user. However, a fixed scale of [0, 18000] makes it difficult to perceive the changes in data in the bottom and top frames.

Qu et al. [7] proposed a consistency constraint model to evaluate how authors maintain encoding and scale consistency across multiple static views. They propose a consistency criteria that the same data field should be encoded using the same scales (the same data domain and retinal range). If directly applied to dynamic visualizations, where the retinal range and the data fields remain constant, this criteria implies that the domain of the scales should be fixed across the frames. On the other hand, their participants tended to ignore this consistency criteria when it would lead to “too much whitespace” that would result in “leaving details and trends harder to see in that view.” This suggests situations where rescaling may be desirable.

Choosing the appropriate rescaling strategy is challenging because there are many possible rescaling policies. For a chart parameterized by a slider with n slider values, there are \(2^{n-1}\) possible rescaling policies: each frame be rescaled (which we call a breakpoint) or reuse the previous frame’s scale.

In practice, existing visualization systems such as Tableau [1], and libraries such as Vega-lite [8], use one of two extreme policies: rescale on every change, or never rescale by using a fixed axis. However, these policies may not be optimal. Professionally...
We conducted a series of three Mechanical Turk user studies to investigate the effects of different rescaling policies in interactive visualizations. Our motivation is to develop guidelines for designers that are building dynamic visualizations or for automatic interactive visualization design systems.

Our main hypothesis is that the effects of a given rescaling policy depends on the type of analysis task. Specifically, rescaling on every chart may improve the accuracy of tasks that compare data within individual frames, whereas using a fixed global scale is beneficial for tasks that compare across frames. Our second hypothesis is that an “intermediate” policy—where it only rescales when the frame’s y-axis data domain changes considerably—is beneficial across different analysis tasks.

Regarding H1, our studies find that axis rescaling affects participants’ reactions to our data, tasks, and conditions. For datasets that do not exhibit large variations, global rescaling is generally effective across tasks, while per-chart rescaling negatively affects latency and accuracy. However, when the variation is larger, per-chart rescaling can benefit tasks that require comparing marks within a chart. Regarding H2, breakpoint policies appear to strike a robust middle-ground across data and tasks: although they do not clearly out-perform global nor per-chart, they also do not clearly perform worse. These findings suggest that axis rescaling is a promising tool when designing interactive visualizations, and that automatic methods for choosing breakpoints can be helpful.

2 STUDIES OVERVIEW

We conducted a series of three Mechanical Turk user studies to compare different rescaling policies in an interactive slider-based visualization: a single global scale, per-chart scaling method, and breakpoint policies that vary the number of slider positions where the y-axis is rescaled (a breakpoint). All three studies were designed to test both H1 and H2. After each study, we re-assessed participants’ reactions to our data, tasks, and conditions, and altered them accordingly for later studies. Specifically, we modify our dataset to test different conditions and then modify the interface and their assigned rescaling policy. The task asked “Is there a month in 1999 where the oil price was above $75?” and is unrelated to the main tasks.

Participants then completed three tasks in random order. (T1) “What year had the highest March price? What is its price in that year?”; (T2) “What is the difference in prices between April 1998 and September 1998?”; (T3) “In how many years was the price for August within $5 of the price for February?” Task 1 compares data across frames, and we hypothesized the global policy would be best (H1.1). Task 2 compares within a frame, and we hypothesized per-chart would be best (H1.2). Task 3 compares both within and between frames, and we hypothesized the breakpoint policies would be best (H1.3), though we were not certain which variant. We used the Brent Oil Prices dataset from 1988 to 2018 because of large oil price fluctuations in the dataset. In particular, the oil prices start relatively low, rise by an order of magnitude, and then fluctuate quite a bit. Our motivation for using this type of dataset was that the global policy could perform poorly because prices in earlier years would appear “squashed”.

2.1 Pilot Study

We first ran a between-subjects pilot study to understand the extent different policies affect a participant’s task performance, and to assess three types of tasks. We used 5 policies: global, per-chart, and either 1, 3, or 5 breakpoints. This study was run as a between-subject study. Participants were randomly assigned to one policy. Participants were first given a training/qualification task to familiarize them with the interface and their assigned rescaling policy. The task asked “Is there a month in 1999 where the oil price was above $75?” and is unrelated to the main tasks.

Participants then completed three tasks in random order. (T1) “What year had the highest March price? What is its price in that year?”; (T2) “What is the difference in prices between April 1998 and September 1998?”; (T3) “In how many years was the price for August within $5 of the price for February?” Task 1 compares data across frames, and we hypothesized the global policy would be best (H1.1). Task 2 compares within a frame, and we hypothesized per-chart would be best (H1.2). Task 3 compares both within and between frames, and we hypothesized the breakpoint policies would be best (H1.3), though we were not certain which variant. We used the Brent Oil Prices dataset from 1988 to 2018 because of large oil price fluctuations in the dataset. In particular, the oil prices start relatively low, rise by an order of magnitude, and then fluctuate quite a bit. Our motivation for using this type of dataset was that the global policy could perform poorly because prices in earlier years would appear “squashed”.

2.1.1 Results

We collected data from 88 participants. We removed the top and bottom 10% of task answers, and responses completed within 5 seconds. We report one-way ANOVA tests for latency and relative response error, where the factor is the scaling policy. p-values under the 0.05 level of significance are in bold. Note that Task 1 asks participants to estimate the price and year, though the middle 80% of responses for year were all correct, so ANOVA was not run for that data point.

Table 1 shows that the rescaling policy was not significant for latency nor error in Task 1, due to the simplicity of the task. We found that latency, error, and latency were significant for tasks 1, 2, and 3 respectively. Figure 3a shows, as expected from H1.2, that error under global performs worse due to the large variation...
in the data across the years, whereas the breakpoint conditions appear slightly worse than per-chart. Figure 3b and Figure 3c show that for these tasks, per-chart indeed slows participants down, and breakpoints are in between global and per-chart.

Overall, we found that the rescaling policy can affect task completion time and accuracy, and it depends on the task type. However, the range of the oil prices is only between $9.82 to $132.7, and we decided to evaluate data with larger variations to more clearly assess the differences between the policies (if any).

### 2.2 Second Pilot Study

We followed the procedure of the Pilot study, but removed the 1 breakpoint policy as it appeared identical to the 3 breakpoint policy. We again ran this study as a between-subjects study. We modified the dataset to greatly accentuate oil pricing differences—for each price \( p \), we replaced its value with \( 1.15^p \). Based on this data, we updated Task 2 to “What is the difference in prices between April 2000 and September 2000?”, and Task 3 to “In how many years was the price for August within $10 of the price for February?”.

#### 2.2.1 Results

We collected data from 46 participants and ran one-way ANOVA on the 10% trimmed means for each task. Table 1 shows that the rescaling policy has a significant effect on latency in Task 1, but not accuracy. Figure 4 shows, as expected, that global is fastest, followed by 3 and 5 breakpoints, and finally per-chart. Per-chart is slowest because the participant must repeatedly assess the y-axis because it changes every frame. We again found a significant effect for error on Task 2 (Figure 5), and the difference between global and the other policies is more pronounced, as expected due to the data amplification. We were surprised that the breakpoint policies had no effect despite designing Task 3 to favor them. Participant comments consistently stated Task 3 as too difficult (“I found it difficult to keep count of just how many years fit the criteria.”), and so we removed it in the final study. Participants also commented that breakpoints were challenging because the rescaling was unexpected when scrubbing the slider, and could disrupt their analysis: (“The scale change was sometimes hard to notice. It is not something you would expect to change so I feel it is easy to miss.”) Thus, we added design considerations in the final study.

| Study | Task | Latency | Error (price) | Error (year) |
|-------|------|---------|---------------|--------------|
| 1     | 1    | 0.017   | 0.626         | N/A          |
| 2     | 1    | 0.025   | 0.405         | N/A          |
| 1     | 2    | 0.831   | 0.045         | -            |
| 1     | 3    | 0.016   | 0.868         | -            |
| 2     | 2    | 0.702   | 0.000         | -            |
| 2     | 3    | 0.337   | 0.768         | -            |

Table 1: P-values from ANOVA in first and second pilot studies.

### 2.3 Third Study, With Markers

Based on the prior studies, we ran a final study, now using a within-subjects design. Participants completed 8 tasks in total: they completed Tasks 1 and 2 (we removed Task 3) using the following policies: global, per-chart, 3 breakpoints without markers, and 3 breakpoints with markers, all in a randomized order. Figure 7 shows the markers placed at each breakpoint location between the two adjacent frames. The specific task questions were: (T1) “What was the highest price for October?” and (T2) “What is the difference in prices between May 2005 and June 2005?”. Note that we only ask for the highest price in October, rather than the price and year.

Since participants complete the same tasks under multiple policies, using the same data would be subject to learning effects. Thus, we generated synthetic data for 10 years (2000 to 2009) that had similar characteristics as the oil dataset, but where the specific fluctuations were randomly generated. We also updated the qualification tasks so participants were familiarized with each of the scaling methods and asked to answer “At how many positions on the slider, if any, does the y-axis range on the graph change?” To better understand how the policies affected how participants interact with the visualization, we logged interaction traces by saving the timestamp and location of every change to the slider. Finally, we asked participants to simply rank the policies from 1 (easiest) to 4 (hardest to use).
We collected data from 66 participants, and report one-way within-subjects ANOVA on the 10% trimmed means (Table 2). Both latency (Figure 6a) and error (Figure 6b) were significant in Task 1. Although latency was consistent with the pilots, error was unexpected, as per-chart performed significantly worse than the alternatives. We conjecture that an explanation could be that per-chart requires more effort, participants may have chosen an incorrect year and thus made a mistake. Finally, although we added visual markers for the breakpoints based on participant feedback in the pilots, we did not find a significant effect in performance, however participants ranked visual markers higher on average (2.24) than without markers (3.03).

We also studied whether the rescaling policies affect how participants interact with the visualization in Task 1. Specifically, the breakpoint methods would stabilize the y-axis in between the breakpoints, and thus may invite faster scrubbing for analyses like Task 1. To do so, we measure the time between interaction events, and compute the distribution of these wait times (Figure 6c). If participants scrubbed more quickly when the axis scale doesn't change, then we would expect long waiting lengths to be less frequent under the global and breakpoint policies. We in fact see that global has a higher frequency of very short wait lengths, while participants with per-chart spent the greatest portion of their analysis waiting between 1 – 10 seconds. Breakpoints were between the two conditions. We ran pair-wise Kolmogorov–Smirnov tests between the four distributions, and used Bonferroni correction with a factor of 6 (significance threshold is 0.0083). Table 3 shows that all pairs were significant, aside from the two breakpoint policies.

### 3 Conclusion and Future Directions

This paper conducted an evaluation of dynamic y-axis rescaling strategies for interactive line chart visualizations, where the user sees a sequence of “frames” in response to user interactions. In addition to commonly used existing strategies that use a fixed y-axis (global) or rescale the y-axis whenever the chart data updates (per-chart), we study a breakpoints strategy that rescales the y-axis based on the magnitude that the data changes between successive frames. We find that global and per-chart are respectively well-suited for tasks that compare data across frames and within a single frame, however they perform poorly for the other tasks and depend on how the data’s scale changes. Further, breakpoints is a robust strategy that performs comparably to the best strategy across tasks.

A promising future direction is an algorithm to automatically determine breakpoint placement. Towards this goal, we have developed such an algorithm motivated by the Resultant Vector algorithm [3,10] for line chart aspect ratio selection, which can be found as an Observable notebook.
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