A Comparison and Evaluation of Stereo Matching on Active Stereo Images
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Abstract: The relationship between the disparity and depth information of corresponding pixels is inversely proportional. Thus, in order to accurately estimate depth from stereo vision, it is important to obtain accurate disparity maps, which encode the difference between horizontal coordinates of corresponding image points. Stereo vision can be classified as either passive or active. Active stereo vision generates pattern texture, which passive stereo vision does not have, on the image to fill the textureless regions. In passive stereo vision, many surveys have discovered that disparity accuracy is heavily reliant on attributes, such as radiometric variation and color variation, and have found the best-performing conditions. However, in active stereo matching, the accuracy of the disparity map is influenced not only by those affecting the passive stereo technique, but also by the attributes of the generated pattern textures. Therefore, in this paper, we analyze and evaluate the relationship between the performance of the active stereo technique and the attributes of pattern texture. When evaluating, experiments are conducted under various settings, such as changing the pattern intensity, pattern contrast, number of pattern dots, and global gain, that may affect the overall performance of the active stereo matching technique. Through this evaluation, our discovery can act as a noteworthy reference for constructing an active stereo system.
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1. Introduction

Estimating an accurate depth from stereo pair images is a critical problem for achieving high-performance 3D applications in the field of computer vision [1–5]. In order to obtain depth from stereo vision, a disparity map should be estimated. A disparity map is a two-dimensional (2D) map that marks the pixel position difference between matching points of two images. Because the accuracy of depth is dependent on the accuracy of disparity, estimating an accurate disparity map is crucial in stereo vision [6].

Stereo vision can be categorized into two types: passive and active. The difference between the passive and active methods is the existence of a pattern projector. The passive stereo technique matches pixel correspondences using image features between two RGB images without having the pattern texture projected from the projector onto the scene [7–11]. These image features of a scene are influenced by the complexity of the scene structure, as well as by the passive texture, which is affected by light conditions. Thus, unique features may not be captured in the textureless regions, so the probability of making false matches increases due to the incapability of the technique to differentiate between the features of different sources. As shown in Figure 1, the disparity map generated from passive stereo vision shows many errors on the ground, curtain, and mannequin, which are textureless regions. On the other hand, the active stereo techniques are supplemented by a projector...
that emits a patterned texture onto the surface of an object [12]. Generally, active stereo techniques use an infrared (IR) pattern projector and an IR sensor to be reliable against visible light interference such as background light sources.

**Figure 1.** Depth estimation results with and without the active pattern. The active pattern increases the depth estimation accuracy by providing additional information for calculating corresponding points in textureless regions. (a) Non-active image. (b) Active image. (c) Non-active depth result. (d) Active depth result

Thus, active stereo techniques accurately match the corresponding pixels between stereo images, even for textureless areas of objects. As a result, Figure 1 illustrates that the errors on the textureless regions are removed from the disparity map generated from the active stereo vision. Generally, active stereo techniques use an infrared (IR) pattern projector and an IR sensor to be reliable against visible light interference such as background light sources.

Many surveys [13–17] have been conducted to evaluate the performance of many matching techniques on passive stereo images. Previous surveys’ experiments and benchmarks have analyzed the interaction between attributes affecting the passive texture and the performance of the passive stereo techniques. However, unlike the passive stereo technique, the performance of active stereo techniques is affected by both passive texture and pattern texture. Because previous surveys only evaluate a fraction of attributes affecting the performance of the active stereo technique, the relationship between the performance of the active stereo technique and the pattern attributes is still unknown.

Deep learning-based approaches may outperform traditional methods in many cases. However, the performance of deep learning-based methods is highly dependent on the dataset used to train the model. As a result, if the data given does not resemble any data in the training dataset, the performance of the deep learning-based method would most likely be low. Thus, the performance of the deep learning-based method is highly dependent on the environment. In addition, since the deep learning-based method is dependent on the training data, it is difficult to analyze whether the performance evaluation result according to the pattern attributes is over-fitting the learning data or is dependent on the pattern attributes. In contrast, the traditional methods can be applied and analyzed generally.

Thus, in this paper, we evaluate the relationship between the attributes of pattern texture, namely, the **pattern intensity**, **pattern contrast**, **number of pattern dots**, and active stereo matching performance. For a quantitative evaluation, we acquired a synthetic active stereo dataset with a ground-truth, which allows each attribute of pattern texture to be independently controlled. The synthetic active stereo dataset is generated by adding the synthetic pattern texture, which mimics the pattern texture projected by the real projector, onto the public passive stereo dataset. Our evaluation used not only the synthetic dataset, but also the real dataset. The real dataset used is captured by the an off-the-shelf active
stereo camera. The attributes of pattern texture depend on the settings of the active stereo camera. Fortunately, most off-the-shelf active stereo matching cameras allow users to control many attributes of pattern texture, such as the intensity of pattern. Through testing on the real dataset, we confirm that our evaluation is valid in the real-world environment, and ensure that it will provide guidance to construct an active stereo sensor system. In addition, regardless of the dataset, our experimental results on the pattern attributes that affect the IR environment can provide guidance for constructing an active stereo sensor system for many applications of active stereo matching techniques.

2. Related Works

2.1. Active Stereo Matching

Active stereo matching computes the disparities between coordinates of corresponding pixels in IR stereo images containing projected IR patterns. Images are first rectified by changing them such that their epipolar lines are horizontal and have the same y-coordinate. This change causes corresponding pixels to have the same y-coordinates, which reduces the disparity computation from a 2D space to a one-dimensional (1D) space, which reduces computational costs [6].

After the images are rectified, the matching cost is calculated, the costs are aggregated, the disparities are actually calculated, and the matches are refined. Matching costs are the errors that occur when the wrong pixels are identified as being corresponding ones. Matching costs are computed using either parametric or non-parametric methods. The matching costs computed for each disparity are aggregated in a local window and are then used to find the correct disparity. After the disparity is selected, the computed disparity is refined.

The evaluated combinations of matching costs and stereo algorithms are similar to those used in other passive stereo image studies [13,14]. The parametric matching costs used in this study were classified as either pixel-wise or window-based costs. The pixel-wise parametric methods used in this study were the absolute differences (AD) and the Birchfield and Tomasi (BT) methods [18]. The window-based methods were the sum of absolute differences (SAD), the zero-mean sum of absolute differences (ZSAD), normalized cross-correlation (NCC), and zero-mean normalized cross-correlation (ZNCC) methods. Instead of computing matching costs based on raw data, we applied the mean, the Laplacian of Gaussian [9], bilateral filters [19], and a rank filter to remove image offsets. Non-parametric methods are based on the ordering of intensities, so they are robust against outliers near object boundaries [20]. Ordering also improves robustness against global gains because the ordering of the intensities remains consistent. In this paper, we used Census [21], which is the most commonly used non-parametric matching cost.

For benchmarking, the commonly used stereo matching algorithms are window-based [9], semi-global [10], and global methods using graph-cuts [11]. The window-based method aggregates the matching cost by summing or averaging costs over a window, and selects a disparity of the lowest cost. Global methods, such as graph-cuts, use an energy function to minimize energy in a 2D space globally. The semi-global method works similarly to the global method by utilizing the energy function to minimize the energy. However, instead of collectively minimizing the energies in the entire 2D space, the semi-global method minimizes the energy along the 1D path, which runs toward the pixel of interest.

2.2. Active Stereo Sensor

Because of accelerating research in computer vision, many off-the-shelf RGB-D cameras are commercially available at affordable prices. The most commonly used commercial RGB-D cameras are the Microsoft Kinect Azure (Microsoft, Redmond, WA, USA) [22], the Orbbec Astra series (Orbbec, Troy, MI, USA) [23], and the Intel RealSense series D400 [24] and L515 (Intel, Santa, Clara, CA, USA) [25]. These RGB-D cameras use different technologies to measure depth. The Microsoft Kinect Azure uses the time-of-flight (ToF) [26] technique to obtain the depth map. The Microsoft Kinect Azure consists of an emitter and a receiver,
which are used to measure the round-trip time when a signal from an emitter returns to the receiver. Based on the measured round-trip time, the device estimates the depth. Unlike the Microsoft Kinect Azure, the Orbbec Astra series uses a structured light technique to estimate depth. In the structured light technique, patterns whose original shapes are known in advance are projected to a target object. The depth is estimated using geometric relationships between the original and deformed pattern shapes. The Intel RealSense L515 uses a light detection and ranging (LiDAR) technique, one of the ToF techniques. The LiDAR system emits an IR laser that hits a target before being reflected back to a sensor located close to the light source. By measuring the time taken for the light to travel, and knowing the constant speed of light, the target’s distance can be calculated with a high degree of accuracy. The Intel RealSense D400 series has a projector, which emits an unstructured pattern to add texture to the object’s surface. At the same time, the depth is calculated by matching texture correspondences between images captured by two infrared (IR) cameras.

Table 1 summarizes the specification of these Intel RealSense D400 series cameras. Even though the Intel RealSense D415, D435, and D455 series cameras all use the active stereo technique, the pattern used by each model is different. The D415 uses two AMS Heptagon projectors, while the D435 and D455 use an AMS Princeton Optronics projector with a wider emission angle but fewer spots. Because the field of view (FOV) of the RealSense D415 model is narrower than the RealSense D435 and D455 models, the patterns are more densely packed. Nevertheless, the pattern density for RealSense D435 and D455 can increase by increasing the number of the same projector. In addition, the AMS Heptagon projector projects a pattern with a specific structure. On the other hand, the AMS Princeton Optronics projector randomly projects patterns. Thus, in terms of simulating the pattern projection on the synthetic dataset, it is easier to simulate AMS Princeton Optronics projector than AMS Heptagon projector. Furthermore, RealSense D455 has the longest baseline, which allows this model to estimate depth with higher accuracy.

| D400 Series Depth Cameras | D415  | D435  | D455  |
|---------------------------|-------|-------|-------|
| Depth module              | D415  | D430  | D450  |
| Baseline                  | 55 mm | 50 mm | 95 mm |
| Left/Right Imagers Type   | Standard | Wide | Wide |
| IR Projector              | Standard | Wide | Wide |
| IR Projector FOV          | H:67/V:41/D:75 | H:90/V:63/D:99 | H:90/V:63/D:99 |

Therefore, in this paper, we used the RealSense D455 model for our experiments. In addition, we synthetically mimicked the pattern projected by the RealSense D455 and applied it onto the public passive stereo dataset Middlebury [27] so that we could evaluate the matching cost and stereo algorithms on the synthetically generated active stereo dataset.

3. Method
3.1. Preprocessing Filter
3.1.1. Mean Filter

The mean filter removes the local intensity offset by subtracting each pixel from the mean intensities within a window centered at the pixel of interest, which is defined as:

\[ I_{\text{mean}}(p) = I(p) - \frac{1}{|N_p|} \sum_{q \in N_p} I(q) + 128. \]  

(1)

After subtracting the pixel, the constant offset of 128 is added to the difference in order to avoid negative numbers when storing the result back into an 8-bit image. Unlike ZSAD, each pixel has its window for computing the mean intensity of its neighboring pixels.
3.1.2. Laplacian of Gaussian Filter

The Laplacian of Gaussian (LOG) [9] is a bandpass filter used to remove noise and offsets in intensities by performing smoothing. The LoG filter is defined as:

\[ I_{\text{LoG}} = I \otimes K_{\text{LoG}} \]

\[ K_{\text{LoG}}(x, y) = -\frac{1}{\pi \sigma^4} \left( 1 - \frac{x^2 + y^2}{2\sigma^2} \right) e^{-\frac{x^2 + y^2}{2\sigma^2}} \]

where \( x \) and \( y \) are pixel coordinates and \( \sigma \) is the smoothing parameter.

3.1.3. Bilateral Filtering

The bilateral filter [19] smooths images by removing local offsets without eliminating the details of high-contrast textures. Removing local offsets reduces the chance of depth discontinuities occurring. The bilateral filter works by assigning weights to pixels neighboring the target pixel based on their proximity and color similarity to the target pixel. Then, the intensity values of the target pixel and its neighbors are summed. The filtered image is then subtracted from the original image to remove the original image’s background. The bilateral filter is defined as:

\[ I_{\text{BilSub}}(p) = I(p) - \sum_{q \in N_p} I(q) e^{-s^2 e^{-r^2}} \]

where \( \sigma_s \) is a spatial distance and \( \sigma_r \) is the radiometric distance. While the term \( s \) smooths the pixel value, the term \( r \) prevents over-smoothing over high-contrast textures by referring to the absolute difference between a neighboring pixel \( q \) and the center pixel \( p \).

3.1.4. Rank Filter

The rank filter is used to increase robustness against outliers within a window. It replaces pixel intensity with its intensity rank within the window. It is defined as:

\[ I_{\text{Rank}}(p) = \sum_{q \in N_p} T[I(q) < I(p)] \]

where \( T[\cdot] \) is a conditional function that returns 1 if its argument is true, and 0 otherwise. Filtered pixel values depend on the intensity rank, so the rank filter is robust against radiometric distortions because they do not affect the intensity rank. However, replacing the pixel intensity with intensity rank causes blurring around object borders, which, in most cases, have depth discontinuities.

3.2. Matching Cost

The introduced matching costs can be classified into two categories: parametric and non-parametric. Parametric matching costs use the magnitude of pixel values, while non-parametric costs use only the local ordering of intensities and can, therefore, handle all monotonic mappings.

3.2.1. Absolute Difference

One of the parametric costs evaluated in this paper is absolute difference (AD), which is defined as:

\[ C_{\text{AD}}(p, d) = |I_L(p) - I_R(p - d)| \]
where \( p \) is a pixel in the left image, and \( d \) is a disparity between the left image \( I_L \) and the right image \( I_R \). AD simply uses an intensity difference between corresponding pixels in the left and right images because it assumes that corresponding pixels will have the same brightness.

While AD globally computes matching cost, the sum of absolute difference (SAD) computes local matching cost within a window, and is defined as:

\[
C_{\text{SAD}}(p, d) = \sum_{q \in N_p}|I_L(q) - I_R(q - d)|
\]

where \( q \) is a pixel inside a neighborhood \( N_p \) of pixels \( p \).

3.2.2. Zero-Mean Sum of Absolute Differences

The zero-mean sum of absolute difference (ZSAD) works very similarly to SAD, except the neighboring pixel \( q \) is subtracted by the mean intensity inside a window. ZSAD is defined as:

\[
C_{\text{ZSAD}}(p, d) = \sum_{q \in N_p}|(I_L(q) - \bar{I}_L(p)) - (I_R(q - d) - \bar{I}_R(p - d))|
\]

\[
\bar{I}_L(p) = \frac{1}{|N_p|} \sum_{q \in N_p} I_L(q),
\]

where \( \bar{I}_L(p) \) and \( \bar{I}_R(p) \) are the means of pixels inside a window \( N_p \) for \( I_L \) and \( I_R \), respectively. When computing the cost, all pixels inside a window are subtracted from the same mean intensity.

3.2.3. Birchfield–Tomasi

The Birchfield and Tomasi (BT) \[18\] cost measures the sampling-insensitive absolute difference between stereo images, and is defined as:

\[
C_{\text{BT}}(p, d) = \min(A, B),
\]

\[
A = \max\left(0, I_L(p) - I_R^{\max}(p - d), I_R^{\min}(p - d) - I_L(p)\right),
\]

\[
B = \max\left(0, I_L(p) - I_R^{\max}(p - d), I_R^{\min}(p - d) - I_L(p)\right),
\]

\[
I^{\min}(p) = \min(I^-(p), I(p), I^+(p)),
\]

\[
I^{\max}(p) = \max(I^-(p), I(p), I^+(p)),
\]

\[
I^-(p) = \left(I\left(p - \left[\begin{array}{c}1 \\
0 \end{array}\right]^T\right) + I(p)\right)/2,
\]

\[
I^+(p) = \left(I\left(p + \left[\begin{array}{c}1 \\
0 \end{array}\right]^T\right) + I(p)\right)/2.
\]

While AD directly computes the difference between left and right images, BT computes the absolute distance between the left image and the extrema of a linearly interpolated pixel of interest in the right image.

3.2.4. Normalized Cross-Correlation

Normalized cross-correlation (NCC) is a matching cost that can be applied only to window-based stereo algorithm. It is defined as:

\[
C_{\text{NCC}}(p, d) = 1 - \frac{\sum_{q \in N_p} I_L(q)I_R(q - d)}{\sqrt{\sum_{q \in N_p} I_L(q)^2} \sum_{q \in N_p} I_R(q - d)^2}
\]

NCC normalizes pixels inside a window \( N_p \) centered at the pixel \( p \). For each normalized pixel \( q \) in \( N_p \), the cross-correlation is computed to measure the degree to which pixels
in the left and right images correspond. If the pixel \( q \) in the left image corresponds to the pixel \( q - d \) at disparity level \( d \) in the right image, the value of NCC equals 0. Because NCC normalizes pixels, NCC is robust to gain changes and Gaussian noise. However, it also blurs depth discontinuities more than other matching costs, due to outliers.

3.2.5. Zero-Mean Normalized Cross-Correlation

Similar to NCC, ZNCC computes costs using the cross-correlation between normalized pixels in a given window. The only difference between them is that ZNCC subtracts each pixel’s intensity from the mean intensity before computing the cost. Hence, ZNCC is defined as:

\[
C_{ZNCC}(p, d) = \frac{\sum_{q \in N_p} (I_L(q) - \bar{I}_L(p))(I_R(q - d) - \bar{I}_R(p - d))}{\sqrt{\sum_{q \in N_p} (I_L(q) - \bar{I}_L(p))^2 \sum_{q \in N_p} (I_R(q - d) - \bar{I}_R(p - d))^2}}.
\]

(10)

ZNCC is the only parametric cost that can compensate for differences in gains and offset within the correlation window.

3.2.6. Census

Census [21] is a non-parametric matching cost, which is based on the local order of intensities. Census defines a bit string where each bit corresponds to a certain pixel in the local neighborhood of the pixel of interest. A bit is set to one of the corresponding pixels that has a higher intensity than the pixel of interest, and vice versa. Thus, the census cost stores both the intensity rank and the spatial structure of the local neighborhood. Transformed images are matched by computing the Hamming distance between corresponding bit strings.

3.3. Stereo Algorithm

The performance of a matching cost can depend on the algorithm that uses the cost. Thus, we consider three different stereo algorithms: a window-based method, the semi-global method, and a graph-cut method. We implemented each of the matching costs for each stereo method, except for NCC, ZSAD, and ZNCC, which can only be used with the window-based method.

3.3.1. Window-Based

The window-based method [9] aggregates the matching cost over the window. Then, the disparity with the lowest aggregated cost is selected. After selecting the disparity, a subpixel interpolation, followed by a left–right consistency check, is performed in order to invalidate disparity segments and occlusions. The invalid disparity areas are then filled with new disparity values propagated from neighboring pixels. These post-processing steps are used to reduce errors.

3.3.2. Graph Cut

Global methods aim to find correspondences for all pixels in the image via minimizing a global cost function. The graph-cut method [11] is used as one of the global methods for stereo matching. Before performing the graph-cut, a specialized graph is constructed for the energy function to minimize the global cost. The graph-cut method performs a max-flow algorithm to find the minimum cut that minimizes the energy in the specialized graph. The energy function \( E(D) \) used in this paper is defined as:

\[
E(D) = \sum_p \left( C(p, D_p) + \sum_{q \in N_p} P_1T[|D_p - D_q| = 1] + P_2T[|D_p - D_q| > 1] \right)
\]

(11)

where \( C(p, D_p) \) is a pixel-wise matching cost for all pixel \( p \) at their disparities \( D_p \); \( P \) coefficients are penalty costs. Either the penalty cost \( P_1 \) or the penalty cost \( P_2 \) is chosen,
depending on the disparity difference between the center pixel $p$ and its neighbor $q$. If the disparity difference equals to one, $P_1$ is selected. If the disparity difference is greater than one, $P_2$ is selected; therefore, $P_2$ gives a greater penalty cost than $P_1$.

3.3.3. Semi-Global Matching

The semi-global matching (SGM) [10] algorithm solves the 2D energy function $E(D)$ by reducing it to a large number of 1D problems. The energy function $E(D)$ used in SGM is the same as that of the graph-cut. Unlike the graph-cut, which globally computes the energy function $E(D)$, SGM computes $E(D)$ along the eight 1D paths toward the target pixel. The costs computed along the paths are summed. The summed result is the cost of the pixel of interest. The cost is computed for all disparity levels, and the disparity with the lowest cost is selected. After choosing the disparity, the post-processing steps that were applied to the window-based method are also applied to SGM.

3.4. Summary

To thoroughly evaluate the matching performance according to the image filter and matching algorithm, we have tested all possible combinations of filters and stereo matching costs with each stereo algorithm described below section. The combinations we tested in the experiments below are: AD, BT, ZSAD, NCC, ZNCC, Mean/AD, Mean/BT, Mean/ZSAD, Mean/NCC, Mean/ZNCC, Log/AD, Log/BT, Log/ZSAD, Log/NCC, Log/ZNCC, BilSub/AD, BilSub/BT, BilSub/ZSAD, BilSub/NCC, BilSub/ZNCC, Rank/AD, Rank/BT, Rank/ZSAD, Rank/NCC, Rank/ZNCC, and Census. While all filters can be used regardless of the matching algorithm, window-based matching costs (SAD, ZSAD, NCC, and ZNCC) cannot be implemented with the semi-global matching (SGM) or the graph-cut (GC) methods. This is because SGM optimizes the disparity values along 1D paths in eight directions, and the GC method optimizes the disparity map error globally. Because they are optimizing the disparity value globally or in 1D paths, it is not suitable to use the window-based matching cost. Thus, due to implementation differences, window-based matching costs cannot be applied to semi-global and GC methods. On the other hand, the window-based algorithm can aggregate all possible combinations of matching costs and filters.

4. Experiments

We generated synthetic active stereo images, which can control parameters affecting the attribute of IR images, from a public passive stereo dataset using an image processing tool [28] to quantitatively evaluate active stereo techniques against the ground-truths. The pattern texture in the synthetic dataset imitates that of an active stereo camera to confirm that our evaluation is valid in a real-world environment qualitatively. Figure 2 shows left images of some sets that synthetically generated an active stereo dataset from the Middlebury 2014 [27] stereo dataset.

We conduct the quantitative and qualitative evaluation by changing four attributes of active IR images on a synthetic active stereo dataset. The first parameter is the pattern intensity, which refers to the intensity of the pattern dots emitted from the IR projector. The second parameter is the pattern contrast, which refers to the relative brightness difference between the intensity of pattern dots and the intensity excluding pattern dots in the IR image. The third parameter is the number of pattern dots, and in this experiment, the density of pattern dots is controlled. Finally, we change the gain of the input IR image and the overall brightness of the active stereo image. We analyze how changes in these parameters affect the accuracy of disparity estimation in our experiments. Figure 3 shows the input left images according to the change of each parameter.

We also analyze changes in these parameters on real IR images captured using commercial RGB-D cameras, RealSense D455. Four attributes of the active IR images on a synthetic active stereo dataset correspond to the laser power, the illumination ratio of the laser power and the external light source, the number of IR projectors, and the illumination
of the external light source, respectively. These attributes are adjustable. By comparing the
trend from the experiment on the real active dataset with the experiment on the synthetic
active stereo dataset, we analyze how the four parameters affect the real IR images.

Figure 2. Some sets of left images with synthetically projected pattern. The last image is the GT
disparity map of the first image.

Figure 3. Left synthetic images according to our experimental parameters affecting the attribute of IR
images. The figures show changes in the pattern intensity, pattern contrast, number of pattern dots, and
global gain from top to bottom.

4.1. Dataset and Implementation Details

**Synthetic Active Stereo Image Generation.** Generally, the active pattern projected
from the laser-based IR projector that follows the inverse square law is designed to emit
random dots. Moreover, the laser speckle must appear on the object’s surface. To fully
replicate the active pattern produced by the widely used off-the-shelf RGB-D camera
(i.e., RealSense D455 [29]) to our synthetic dataset, we empirically measured the size of
an IR dot, which is a composite of the active pattern. We measured the size of the dot
by projecting the pattern onto the fit plane from 1 m away. From this environment, we
discovered that the radius of each dot is 5 mm. First, we randomly sampled the location of
each pattern dot using Kocis et al.’s method [30]. After randomly sampling the location
of each dot, we applied a 2D Gaussian kernel to each dot to generate its speckle. Then,
we applied the inverse square law to adjust the size and intensity of each dot based on
depth. We fine-tuned the parameter for the 2D Gaussian kernel and the inverse square
law so that the size of a dot was 5 mm when it was 1 m away. Then, the RGB image was
converted to a gray-scale image, assuming that the receiving wavelength of the IR sensor
was encoded with the intensity of the monochrome imaging sensor converted in the RGB
camera. Finally, the gray-scale image and the image projected with random patterns were
integrated to generate a synthetic active stereo image. We used the standard Middlebury
2014 stereo datasets (Adirondack, Backpack, Bicycle1, Classroom1, Motorcycle, Piano, Pipes,
Playroom, Playtable, Recycle, Shelves, Sticks, Sword1, Sword2, and Umbrella) to generate a synthetic active stereo image [27].

**Implementation Details.** The disparity range was set to pre-defined ground-truth values for each set. The resolution and disparity ranges of the images were downsampled to one-third of their original size. We heuristically tuned and set the default values of the four attributes of active IR images for all stereo matching algorithms. After setting the default value, only each parameter was changed in the experiment on four attributes of the active IR images. The pattern intensity had 60 levels, while the pattern contrast, number of pattern dots, and global gain of the input images had 20 levels. In the preprocessing filter, the size of all image filters was 7×7. The parameter of the LoG filter (2) was σ = 1, and the parameters of the BilSub filter (3) were σs = 5 and σr = 100, respectively. For the window-based method, we set the window size of all combinations to 9×9 and the aggregation filter size to 15. The smoothness parameters of the SGM method, namely, P1 and P2, were the same as the parameters used in [13] (P1 refers to small disparity differences of the neighboring pixels, and P2 was adapted to the local intensity gradient by the neighboring pixels, respectively). The smoothness parameter of SGM was set as value × number of image channel × matched block size × matched block size in the StereoSGBM library of OpenCV (P1 = 8×1×3×3, P2 = 32×1×3×3) [13,31]. The smoothness parameters of GC were the same as the parameters used in [11] (P1 is the same as the GC parameter P1 and P2 is used to double the value of four gradients below a given threshold, respectively). For the smoothness parameter of GC, the max smooth value was 1 and the weight of the smoothness term was 8000 in the MRF library [32], respectively. The filter size of Census and rank was 9×9. Figure 4 illustrates the input images to which image filtering was applied.

![Figure 4](image-url) The figures show the filtered images used for combinations for the experiment. From left to right, the figures show images with no filter, the mean filter, the LoG filter, the BilSub filter, and the rank filter applied. For visualization, contrasts of all images have been enhanced through histogram equalizing.

We computed the proportion of pixels with a pixel difference greater than one between the ground-truth disparity value and the estimated disparity image for quantitative evaluation. In the calculated proportion, we cannot determine the disparities in the area where occlusion occurs by matching stereo images. Therefore, these occluded areas are ignored in the proportion calculation.

The software for the window-based and SGM methods used in this paper was implemented using C++ with OpenCV [31]. For the graph-cut method, we experimented with the GC stereo algorithm using the MRF library provided by [32], an open library that has already been implemented. We used a desktop machine equipped with an Intel Core i7 CPU and a single GPU of Nvidia Geforce GTX 2080 Ti for our experiments.

**4.2. Evaluation of Synthetic Active Dataset**

In this section, each combination is tested on the default setting of synthetically generated active stereo images. Figure 5 shows the performance of each combination in terms of an average error of disparity maps generated from our Middlebury dataset [27] classes.

Figure 5 shows the errors produced by matching costs when aggregated with the window-based method. Using the window-based cost aggregation method, Census produced the lowest average error, and the mean filter with NCC produced the highest average error. The mean filter produced more errors than the other filters because it removed low-texture areas from the image, making it more difficult for the window-based algorithm to
distinguish between the differences in the windows. As a result, the probability of false matches increased. The performance of SAD, BT, ZSAD, and NCC varied according to the filter used, but the performance of ZNCC did not. ZNCC is robust to intensity contrast and noise through normalization, and compensates for intensity offsets between left and right images. These advantages allowed ZNCC to show steady performance, regardless of the filters applied to it. When comparing the filters except for Census, the BilSub filter produced the lowest error on average. The BilSub filter locally removed the background that might interfere with matching.

Figure 5b shows the errors produced by matching costs when aggregated with the semi-global matching method. Similar to the result in Figure 5a, Census produced the fewest errors. The most errors were produced by the BilSub filter with BT, which is unlike the window-based method. This vividly shows that BT produces higher errors than AD when it is applied with or without filters. A similar effect of BT can be observed in Figure 5a. BT is known for its robustness against the sampling effect by linearly interpolating the intensity with surrounding neighbors. Because the patterns are projected in the IR environment, patterns do not interfere with the natural intensity of an object. Therefore, the use of linear interpolation causes an inaccurate representation of intensity around the borders of the projected patterns. This blur effect makes it difficult for the stereo algorithm to find a match. On the other hand, AD computes costs by simply subtracting two images at a certain disparity. Thus, AD is able to obtain a more accurate disparity map than BT in an active stereo environment.

Figure 5c shows the errors produced by matching costs when aggregated with the graph-cut method. Census shows the best performance, and the rank filter with AD shows the worst performance. GC seems to produce results that are very different from the window-based and SGM methods. We observed that BT produced more errors than AD, and that the rank filter performed relatively better than some matching costs (Figure 5a,c). However, Figure 5c shows that BT performed better than the AD, and that the rank filter showed the worst performance.

Figure 6 shows the qualitative results of all matching costs tested under the default settings of the attribute. In general, the matching costs applied with the window-based stereo algorithm produced disparity maps similar to the ground-truth. While the matching costs aggregated by SGM showed finer details of the objects’ boundaries, the disparity map generated by GC displays some regions that were filled with the supposedly occluded disparity values. This inaccurate filling of holes causes the misinterpretation of the disparity maps. Overall, Census seems to produce the most accurate result, and AD, with the mean filter applied onto the images, produces the least accurate representation, due to the blurring effect near the boundaries of the objects.

Figure 5. Mean errors on the combinations of the cost and image filters, according to each stereo matching method over the synthetic active dataset. The attributes of the active IR images were set to default values. Each color represents different filters along the methods. (a) Window-based. (b) SGM. (c) GC.
Figure 6. Estimated disparity images of the combinations of the cost and the image filter, according to each stereo matching method over the synthetic active dataset. All attributes of the active IR images were set to default values. In SGM, the columns equal to the max disparity value are not used in the left image because the corresponding pixels in the right image cannot be used for comparison. Therefore, missing pixels appear at the left edge of the image [33]. (a) Window, SAD. (b) Window, Mean/SAD. (c) Window, LoG/SAD. (d) Window, BilSub/SAD. (e) Window, Rank/SAD. (f) Window, Census. (g) SGM, AD. (h) SGM, Mean/AD. (i) SGM, LoG/AD. (j) SGM, BilSub/AD. (k) SGM, Rank/AD. (l) SGM, Census. (m) GC, AD. (n) GC, Mean/AD. (o) GC, LoG/AD. (p) GC, BilSub/AD. (q) GC, Rank/AD. (r) GC, Census

4.3. Evaluation on Pattern Intensity Changes

We evaluated each combination at 60 levels (from 5 to 300) that specify the magnitude of the 2D Gaussian kernel. The patterned texture of our synthetic active stereo image was generated using a 2D Gaussian kernel that mimicked a laser speckle. Following the inverse square law, the intensity of each pattern dot depends on the distance between the surface and the camera, which is the depth. The further the distance to the surface, the lower the intensity of the pattern is set. Even though pattern dots, which are close to the camera, have already reached the intensity of 255, pattern dots on the far surface still have room to increase. Thus, we tried to increase the intensity of the pattern dots far from the camera. Figures 7 and 8 show the errors generated by the window-based, SGM, and GC methods when the pattern intensity was varied. To begin with, matching costs are grouped based on the filters applied to the image in Figure 7. The performance of the matching costs is positively correlated with the pattern intensity, regardless of whether filters are used. When comparing against other non-filtered matching costs, Census performed the best. When the pattern intensity was below a certain level, BT performed the worst, but above that level, NCC performed the worst. The performances of ZSAD, NCC, ZNCC, and Census are relatively robust to changes in the pattern intensity because normalization and zero-mean subtraction amplify the projected patterns with low intensity. Similar to NCC, ZSAD performed better than SAD when the pattern intensity was set higher than 110, and vice versa. The robustness of ZSAD’s, NCC’s, ZNCC’s, and Census’s performances are not lost even when filters were applied because the filters already applied these matching costs’ effects. However, the errors produced by these matching costs quickly saturate when applied with filters. Thus, the graphs in Figure 7b–e show an exponential increase in errors when the pattern intensity was extremely low. Census performed the best for the mean, LoG, and rank filter. The stereo matching results produced using the BilSub filter are unclear because all matching costs except for BT produced a similar amount of errors. The results
produced from the images filtered by the BilSub filter cannot be clearly stated because all matching costs except BT produced a similar amount of errors. The worst-performing matching cost was NCC for the rank and the mean filter, and for the BilSub filter, the worst-performing matching cost was BT. The worst-performing matching cost for the LoG filter depends on the pattern intensity. When the pattern intensity is lower than 135, BT performs worst. When the pattern intensity is higher than 135, ZSAD performs worst. As a result, the errors exponentially increase when the pattern intensity drops below a certain level.

Figure 7. Errors of combinations of the cost and image filter using the window-based stereo method, according to the variation of the pattern intensity parameter. (a) Non-filter. (b) Mean. (c) LoG. (d) BilSub. (e) Rank. (f) Best of Window.

Figure 8. Errors of combinations of cost and image filter using the SGM and GC stereo methods, according to the variation of the pattern intensity parameter. (a) SGM/AD. (b) GC/AD. (c) GC/BT

Figure 8a illustrates the errors generated by matching costs in SGM at each level of the pattern intensity. From Figure 8a, we can observe that Census is the most robust matching cost, and that it is the best-performing matching cost. In contrast to Census, AD with the LoG filter is the least-robust matching cost against changes in the pattern intensity. When the pattern intensity decreases below 25, AD with the LoG filter’s error increases exponentially and performs the worst. When the pattern intensity is higher than 25, the BilSub filter with AD produces the highest error, and the rate of change in errors is not stable, unlike other matching costs. The error produced by the BilSub filter with AD heavily fluctuates relative to other matching costs. This is because the performance of the BilSub filter is strongly dependent on the scene structure of the images. As a result, the images with complex scene structures produce more errors than other images, leading to the fluctuation in errors produced by the BilSub filter with AD.

Similar to the window-based and SGM methods, Census performed the best when aggregation was conducted by GC, as shown in Figure 8b,c. GC produces robust results
when matching costs are computed on the images filtered by the BilSub filter and the rank filter. The mean filter applied to images produces fluctuating errors when the pattern intensity is low. Since the mean filter computes the mean intensity of images, the information required for matching at low intensity becomes ambiguous in both the pattern texture and the passive texture. This effect becomes dependent on the objects in the scene, causing the average error to be non-constant. Nevertheless, its error is reduced to the same level as other filters when the pattern power is high enough.

The qualitative results shown in Figures 9–11 are results produced by the window-based, SGM, and GC methods, respectively. The results from the low (a)–(f) and high (g)–(l) pattern intensity are illustrated to qualitatively evaluate the effect of the pattern intensity and the performance of the matching costs against changes in the number of pattern dots. Overall, regardless of the matching costs used, all stereo algorithms perform poorly when the pattern intensity setting is low. Because the pattern dots become indistinguishable from the background texture, mismatches and inaccurate estimations of disparity values for each pixel are caused. When the pattern intensity is set sufficiently high, the pattern dots become distinguishable, and regions are filled with complex pattern textures. Thus, holes created by matching errors are filled with correct disparity values, and the results show the accurate contour of scene structures. The matching cost that produced the least difference between the two settings is Census.

In summary, all matching costs’ performances are positively correlated with the pattern intensity. However, their performance saturates from a certain level of the pattern intensity. The performances of the matching costs are almost even with each other when using the window-based algorithm with the BilSub filter applied to the images. This is because the BilSub filter strengthens the edge features while killing the planar features. Because the pattern dots are small, the BilSub filter heavily emphasizes the pattern texture in the image. As a result, only the pattern texture is used for matching as the pattern intensity increases. Thus, the performance of all matching costs, except BT, produces similar errors when using the BilSub filter with the window-based method. SGM produces variable numbers of errors when using the AD and BilSub filters because SGM depends on both pattern and passive textures for matching. The number of mismatches produced by SGM was positively correlated with scene complexity because it solely relied on the pattern texture and optimized the disparity value along the eight lines running toward the target pixels. Thus, SGM becomes biased toward each pixel and, thereby, produces errors in images with complex scene structures. In order to investigate the effect of the correlation between
object and pattern textures, we evaluated how matching cost performance varied by the pattern contrast.

Figure 10. Estimated disparity images of the combinations of cost and image filter using the SGM stereo method according to the low and high pattern intensity parameters. The images in the top row show disparities at the low intensity parameter, and the images in the bottom row show those at the high intensity parameter, respectively. (a) SGM, AD. (b) SGM, Mean/AD. (c) SGM, LoG/AD. (d) SGM, BilSub/AD. (e) SGM, Rank/AD. (f) SGM, Census. (g) SGM, AD. (h) SGM, Mean/AD. (i) SGM, LoG/AD. (j) SGM, BilSub/AD. (k) SGM, Rank/AD. (l) SGM, Census.

Figure 11. Estimated disparity images of the combinations of cost and image filter using the GC stereo method according to the low and high pattern intensity parameters. The images in the top row show disparities at the low intensity parameter, and the images in the bottom row show those at the high intensity parameter, respectively. (a) GC, AD. (b) GC, Mean/AD. (c) GC, LoG/AD. (d) GC, BilSub/AD. (e) GC, Rank/AD. (f) GC, Census. (g) GC, AD. (h) GC, Mean/AD. (i) GC, LoG/AD. (j) GC, BilSub/AD. (k) GC, Rank/AD. (l) GC, Census.

4.4. Evaluation of Pattern Contrast Changes

After discovering the saturation of the errors produced by matching costs, we tested the matching costs on the change in the pattern contrast, which defines the inverse relationship between the passive texture and pattern texture. The pattern contrast is a significant factor that influences the performance of matching costs and stereo algorithms, as shown in Figures 12 and 13. The pattern contrast is the intensity ratio between the IR image and the pattern image. The pattern contrast is set in the last stage of generating a synthetic active stereo image. The x-axis in Figures 12 and 13 refers to 20 levels (from 0.05 to 0.1) of the intensity of the pattern image, relative to the intensity of the IR image. For example, if the relative intensity of the pattern image is set as 0.05, the relative intensity of the IR image is set as 0.95. We analyzed how the passive texture, which is the original IR image excluding the pattern dots, and the pattern texture, which is the pattern dots projected onto the image, affect each other on stereo matching. To analyze the disparity estimation accuracy for the passive texture and pattern texture intensity ratio, we measured the error by changing the
intensity ratio of the pattern image and the original IR image, excluding the pattern dots. Figures 12 and 13 show the quantitative results of the pattern contrast change experiments. This shows that the disparity estimation is inaccurate not only when the intensity of the pattern texture is low, but also when the passive texture is too dark. Therefore, it is necessary to find the optimal pattern contrast level for accurate disparity estimations.

Figure 12 groups the results by the filters applied to the active stereo images in the window-based method. Overall, all of the results show a parabolic shape. However, except for ZNCC and Census in Figure 12a, Figure 12a still shows tendency in Section 4.3. The results from the BilSub and rank filter show a more definitive parabolic shape, which means more errors are produced when the contrast is set at an extreme level. Because the BilSub and rank filters remove weak features from the image when the contrast is low, the pattern texture is erased, and when the contrast is high, the passive texture is erased.

Figures 12 and 13 show the quantitative results of the intensity ratio of the pattern image and the original IR image, excluding the pattern dots.

The errors produced by matching costs with SGM are shown in Figure 13a. Census produces the fewest error throughout the contrast level range. The results of the filters, except for Mean/AD and BilSub/AD, are similar to those from Figure 12. The performances of Mean/AD and BilSub/AD are notable. The BilSub filter removes the passive texture, and the mean filter blurs the passive texture from the images. Therefore, matching is performed by using pattern texture only. For these reasons, in the images with complex scene structures, many similar pattern dots may cause mismatches by the SGM method. As a result, these filters produced many errors from images with complex scene structures, and a few from simple ones.
Similar to the result from the SGM method, Figure 13b,c illustrates that the best-performing and the most-robust matching cost is Census, when used with GC as the stereo algorithm. The least-robust matching costs, when used with GC, are AD, Mean/AD, BT, and Mean/BT. These matching costs do not remove noise and unnecessary information from the images. Thus, when globally optimizing the disparity map, these offsets negatively affect the performance of the active stereo technique.

In addition, when the pattern contrast is low, the pattern texture is barely visible in the image. As a result, the performance of BT and AD is similar to that of the passive stereo technique. Furthermore, the mean filter blurs boundaries between the passive texture and the pattern texture. Hence, the images are contaminated when the pattern contrast is low. However, as the pattern contrast increases, it becomes obvious for GC to match correct pixels because the feature of pattern texture becomes distinctive.

Figures 14–16 illustrate the qualitative results of the matching costs obtained from the window-based, SGM, and GC methods, respectively. For all stereo algorithms, the performance of the matching costs improved with the increase in the pattern contrast. However, when comparing with the results from the default settings in Figure 6, we observed that the results of BilSub/SAD and Rank/SAD are better with the default settings. Nevertheless, the qualitative result of Census produced by GC showed almost uniform results and generated a disparity map similar to the ground-truth of a scene structure.

In summary, finding the optimal pattern contrast level is crucial for the matching costs. In the window-based method, Census and ZNCC also show that these optimal levels should be found while showing the least overall errors and robustness. Because Census depends on the relative ordering of image intensity, matching corresponding points invariant to monotonic variations of illumination is possible. Changing the level of contrast can change this relative ordering. As shown in Figure 12a, the lowest error appears at the appropriate contrast level. For the ZNCC cost, only the intensity change in the image kernel is used for matching the corresponding point. Therefore, the ZNCC cost also shows a tendency similar to that of Census. On the other hand, changing the contrast level in the non-filter only scales the image intensity value. The window-based method, using the image intensity value, dramatically increases or decreases the cost value, depending on the scale. Therefore, SAD, BT, ZSAD, and NCC show the trend shown in Section 4.3. We have evaluated the effect of the pattern intensity and pattern contrast on the performance of matching costs. These parameters affect the feature strength of the pattern texture. However, we have not
evaluated the effect of the number of pattern dots filling the scene. Thus, in the next section, we evaluate the performance of matching costs on changes in the number of pattern dots.

Figure 15. Estimated disparity images of the combinations of cost and image filter using the SGM stereo method, according to the low and high pattern contrast parameters. The images in the top row show disparities at low contrast, and the images in the bottom row show those at high contrast, respectively. (a) SGM, AD. (b) SGM, Mean/AD. (c) SGM, LoG/AD. (d) SGM, BilSub/AD. (e) SGM, Rank/AD. (f) SGM, Census. (g) SGM, AD. (h) SGM, Mean/AD. (i) SGM, LoG/AD. (j) SGM, BilSub/AD. (k) SGM, Rank/AD. (l) SGM, Census.

Figure 16. Estimated disparity images of the combinations of cost and image filter using the GC stereo method, according to the low and high pattern contrast parameters. The images in the top row show disparities at low contrast, and the images in the bottom row show those at high contrast, respectively. (a) GC, AD. (b) GC, Mean/AD. (c) GC, LoG/AD. (d) GC, BilSub/AD. (e) GC, Rank/AD. (f) GC, Census. (g) GC, AD. (h) GC, Mean/AD. (i) GC, LoG/AD. (j) GC, BilSub/AD. (k) GC, Rank/AD. (l) GC, Census.

4.5. Evaluation of the Number of Pattern Dots Changes

While the pattern intensity and pattern contrast control the extent of patterns’ definition in the images, the number of pattern dots determines the complexity of the pattern texture applied to the images. Thus, we evaluated the performance of matching costs against changes in the number of pattern dots, and the results are shown in Figures 17 and 18.
The results of changing the number of pattern dots on each matching with the window-based stereo algorithms are shown in Figure 17. As the number of pattern dots increases, so does the matching cost performance, but this eventually increases plateaus. The performance improves because more textures are applied to less strongly textured regions in the images, leading to fewer false matches.

Figure 18a shows that the matching cost performance with the SGM cost performance was positively correlated with the number of pattern dots, except for that of the Census method, which was relatively unchanged. However, the Census method produced the lowest number of errors. The Census method performed the best and was robust against changes in the number of pattern dots when using SGM as the stereo algorithm. The performance of BilSub/AD does not show a smooth curve, unlike other matching costs, because the BilSub filter does not perform well with certain images having complex scene structures. As a result, the performance of the BilSub filter fluctuates more than other matching costs. In addition to results from window-based and SGM methods, the performance of matching costs aggregated by GC are shown in Figure 18b,c. Unlike the results of SGM, the LoG and BilSub filters do not show a tendency to converge as the number of pattern dots increases.

The qualitative results shown in Figures 19–21 are results produced by the window-based, SGM, and GC methods, respectively. The results from the low (a)–(f) and high (g)–(l) numbers of pattern dots are used to qualitatively evaluate the effect of the number of pattern dots on the matching cost performance. Overall, regardless of the matching costs used, all stereo algorithms performed poorly when the number of the pattern dots was low. This
is because the inaccurate disparity values are estimated from the textureless regions in the images, leading to a mismatch of pixels in the left and right images. Even though all matching costs performed poorly, we observed that Census could produce a disparity map that is relatively similar to the ground-truth. When the number of pattern dots increases, the textureless regions are filled with complex pattern textures. Thus, holes created by matching errors are filled with correct disparity values, and show the accurate contour of scene structures.

![Image](image_url)

**Figure 19.** Estimated disparity images of the combinations of cost and image filter using the window-based stereo method, according to low and high parameters for the number of pattern dots. The images in the top row show disparities with the small number of pattern dots, and the images in the bottom row show those with the large number of pattern dots, respectively. (a) Window, SAD. (b) Window, Mean/SAD. (c) Window, LoG/SAD. (d) Window, BilSub/SAD. (e) Window, Rank/SAD. (f) Window, Census. (g) Window, SAD. (h) Window, Mean/SAD. (i) Window, LoG/SAD. (j) Window, BilSub/SAD. (k) Window, Rank/SAD. (l) Window, Census.

To summarize, the number of pattern dots strongly affects the performance of matching costs. As expected, in an active stereo environment, the pattern gives additional information to matching, so the more pattern dots in the local method, the better the performance and the tendency to saturate. On the other hand, mean, LoG, and BilSub, which are smooth filters, do not converge in the global method but fluctuate significantly. Like the fluctuation observed in Section 4.4, the smooth effect reduces the features of the passive texture for matching and increases the feature of the pattern dots. The BilSub filter has a strong smoothing effect because it subtracts the part, except for the edge, from the original image. The mean and LoG filters have a weak smooth effect because they blur the image. This strong smoothing effect makes it impossible to match the features of the passive texture in both SGM and GC, causing a fluctuating error. A weak smooth effect weakens the features of the passive texture in both SGM and GC. However, some information remains, causing a convergence of errors. Moreover, inferred from these analyses, the experimental results of SGM and GC for LoG have a smooth intermediate effect. The pattern intensity, pattern contrast, and number of pattern dots are attributes of the projector affecting the IR images. Not only the attributes of the projector, but also external attribute that affects the IR images, should be analyzed. Therefore, in the next section, we tested the active stereo techniques against changes in the global gain to find the effect of global brightness on the active stereo technique.
Figure 20. Estimated disparity images of the combinations of cost and image filter using the SGM stereo method, according to low and high parameters for the number of pattern dots. The images in the top row show disparities with the small number of pattern dots, and the images in the bottom row show those with the large number of pattern dots, respectively. (a) SGM, AD. (b) SGM, Mean/AD. (c) SGM, LoG/AD. (d) SGM, BilSub/AD. (e) SGM, Rank/AD. (f) SGM, Census. (g) SGM, AD. (h) SGM, Mean/AD. (i) SGM, LoG/AD. (j) SGM, BilSub/AD. (k) SGM, Rank/AD. (l) SGM, Census.

Figure 21. Estimated disparity images of the combinations of cost and image filter using GC stereo method according to low and high parameter of the number of pattern dots. The images in the top row show disparities with the small number of pattern dots, and the images in the bottom row show those with the large number of pattern dots, respectively. (a) GC, AD. (b) GC, Mean/AD. (c) GC, LoG/AD. (d) GC, BilSub/AD. (e) GC, Rank/AD. (f) GC, Census. (g) GC, AD. (h) GC, Mean/AD. (i) GC, LoG/AD. (j) GC, BilSub/AD. (k) GC, Rank/AD. (l) GC, Census.

4.6. Evaluation of Gain Changes

In this section, we evaluated the performance of the matching costs and stereo algorithms on the changes in the global gain of the images. The results produced by matching costs aggregated by the window-based, SGM, and GC methods are illustrated in Figures 22 and 23, respectively. As shown in Figure 22, the matching costs aggregated by the window-based method are very robust against changes in the global gain. Because the increase and the decrease in the global gain cause the intensity of background texture and pattern texture to change linearly, the performance of the matching costs is not affected by this change. While the images that are or are not filtered by the mean, LoG, and rank filters do not affect the performance of matching costs, the BilSub filter causes the performance of the matching costs to fluctuate. This fluctuation is caused by the subtraction of background texture by the BilSub filter. The accuracy of the background subtraction by the BilSub filter depends on the window size. Because we applied the BilSub filter with the same window size for all images, the BilSub filter may not perform well for some images with complex scene structures. Thus, the performance of the matching costs on the images filtered by the BilSub filter severely fluctuates. For the window-based method, Census produced the
fewest errors for all global gain levels. The worst-performing matching costs differed based on the filters applied to the images. NCC performed worst when used on non-filtered images and on images filtered by the mean and rank filters. However, for images filtered by the LoG and BilSub filters, BT produced the most errors. We did not include the tables, because we could not determine the optimal settings for the attribute pattern producing the fewest errors.

![Figure 22](image1.png)

**Figure 22.** Errors of combinations of cost and image filter using the window-based stereo method, according to the variation of the image’s gain parameter. (a) Non-filter. (b) Mean. (c) LoG. (d) BilSub. (e) Rank.

![Figure 23](image2.png)

**Figure 23.** Errors of combinations of cost and image filter using the SGM and GC stereo methods, according to the variation of the image’s gain parameter. (a) SGM/AD. (b) GC/AD. (c) GC/BT.

When SGM is used as the stereo algorithm, the matching costs show similar behavior to the window-based method, as shown in Figure 23a. Census produces the fewest errors, and BilSub/AD produces the most errors. In addition, the error of the BilSub filter fluctuates the most, compared to other filters. The result of BilSub/AD shows a drastic increase in errors produced when the global gain exceeds a certain level. The subtraction of background texture leaves the image with a pattern texture only. Due to the limitation of the data size of each pixel, the intensity of the pattern cannot exceed 255. As the global gain increases, the intensity of the patterns reaches the maximum level. As a result, the difference between the pattern dots representing different depths cannot be distinguished. Due to this issue, SGM with the BilSub filter produces more errors as the global gain reaches a certain level.

While the SGM and window-based methods show that the errors either saturate or decrease with the increase in the global gain for most matching cost, GC shows that some matching costs, especially BT and AD, produce more errors as the global gain increases. As mentioned in the previous paragraph, some distinction between patterns is lost due to the pixel reaching its maximum intensity. Because GC aggregates costs in a 2D perspective, it is
more likely for GC to make a mismatch and compute an erroneous disparity. As a result, the increase in the global gain causes more data to be lost globally. Overall, more errors are produced. However, Census shows the high robustness against global gain changes even when aggregated by GC, and still performs better than other matching costs. On the other hand, BT and AD perform worse as the global gain increases.

The qualitative results shown in Figures 24–26 were produced by the window-based, SGM, and GC methods, respectively. The figures from (a) to (f) are the results obtained at the low global gain, and those from (g) to (l) are the results obtained at the high global gain. The qualitative results of the window-based and SGM methods follow a trend similar to the quantitative results. As explained in the quantitative results, there are no significant differences between the low and high global gain results. On the other hand, the results from GC show that more details are captured from the images when the global gain increases. For example, there is a large blob around the chair, and a disconnection of the chair’s arm in Figure 26b. This inaccurate representation is caused by the blurring effect of the mean filter on the images. However, the finer details of the chair are represented with an accurate disparity value when the global gain was set high.

![Figure 24. Estimated disparity images of the combinations of cost and image filter using the window-based stereo method, according to low and high gain parameters. The images in the top row show disparities at the low gain parameter, and the images in the bottom row show those at the high gain parameter, respectively.](image1)

![Figure 25. Estimated disparity images of the combinations of cost and image filter using the SGM stereo method, according to low and high gain parameter. The images in the top row show disparities at the low gain parameter, and the images in the bottom row show those at the high gain parameter, respectively.](image2)
In summary, changes in the global gain did not affect the performance of matching costs when used with the window-based method and SGM. However, AD and BT showed a subtle increase in errors produced with the global gain when used with GC because the likelihood of making mismatches increases due to the smoothness term used in GC. Overall, Census produces the least errors and is robust against changes in the pattern contrast, regardless of the stereo algorithm used. The worst-performing matching costs for the window-based method are NCC and BT, and for SGM it is NCC. For GC, BT and AD applied on images filtered with the rank filter perform worse when the global gain is low. When the global gain surpasses a certain level, BT and AD without filters produces the most errors.

![Estimated disparity images of the combinations of cost and image filter using the GC stereo method, according to low and high gain parameters.](image)

Figure 26. Estimated disparity images of the combinations of cost and image filter using the GC stereo method, according to low and high gain parameters. The images in the top row show disparities at the low gain parameter, and the images in the bottom row show those at the high gain parameter, respectively. (a) GC, AD. (b) GC, Mean/AD. (c) GC, LoG/AD. (d) GC, BilSub/AD. (e) GC, Rank/AD. (f) GC, Census. (g) GC, AD. (h) GC, Mean/AD. (i) GC, LoG/AD. (j) GC, BilSub/AD. (k) GC, Rank/AD. (l) GC, Census.

### 4.7. Comparison of Runtime

We measured the runtime of all the combinations tested in our experiment, and Table 2 shows the measured runtime of each combination. The results shown in Table 2 are measured under default settings of the pattern attributes. When comparing the runtime in terms of the matching algorithm, the window-based algorithm is faster than SGM and GC. The high runtime of the global method is caused by the optimization process of iteratively reducing the error.

|         | Window-Based | SGM       | GC       |
|---------|--------------|-----------|----------|
|         | WAD BT ZSAD NCC ZNCC Census | AD BT Census | AD BT Census |
| Time (s)| 0.0214 0.0237 0.0317 0.0261 0.0329 0.0316 0.453 0.465 0.505 10.321 10.326 10.438 |

A comparison of the runtime of the matching costs for each algorithm helped us to conclude that AD and SAD took the least amount of time and that Census took the longest time to finish their respective tasks. AD and SAD take the least time because they compute matching costs by simply subtracting the target and source intensity values. NCC takes longer than SAD and BT because it takes the extra step of normalizing the values within the window and performing cross-correlation. For ZSAD and ZNCC, they take a longer time than their original forms, which are SAD and NCC, respectively. This is because the values within the window are first processed to make the mean equal to zero, and then the matching cost is computed. Census takes the longest time because it first requires the binary encoding of values within the window to determined its intensity ordering.
Due to a high runtime, the global method is not applicable to dynamic object reconstruction, but is applicable to high-quality static scene reconstruction. On the other hand, the window-based method is more suitable for real-time applications, such as dynamic object reconstruction, even though it produces less accurate results than the global methods.

5. Evaluation of the Real Active Images

5.1. Quantitative Results

We used the root mean square (RMS) error of Keselman, Leonid, et al. [24] to obtain quantitative results on real active images:

$$\epsilon_{\text{offz}} = \frac{\epsilon_{\text{mm}}}{z} = 100 \times \frac{1}{z} \sqrt{\frac{1}{n} \sum_{i=1}^{n} (z_i - z)^2}$$  \hspace{1cm} (12)

where $z$ is the best-fit plane value that is provided by RealSense SDK [34], $z_i$ is the estimated depth value of the $i$-th pixel, and $n$ is the number of pixels of the plane position in the images. We aligned a flat plane perpendicular to the off-the-shelf RGB-D camera (i.e., RealSense D455 [29]). To express four pattern attributes that affect matching cost performance, we used factors of RealSense SDK and external environments, such as the laser power, the illumination ratio of the laser power and the external light source, the number of IR projectors, and the illumination of the external light source. Table 3 shows the quantitative results obtained through experiments described in below sections. The overall quantitative results for the real active images follow a similar trend to the results of those for the synthetic active images.

Census most-accurately estimates the disparity values for all stereo matching methods. The least-accurate matching cost differs based on the filter and stereo algorithm used. When comparing the results between the stereo matching methods, GC produces less errors than the others.

Table 3. RMS errors of real active images (%).

| Type             | Laser Power | Illumination Ratio | The Number of Projectors |
|------------------|-------------|--------------------|--------------------------|
|                  | Attribute   | Value              | 30  | 90  | 150 | 210 | 270 | 0.1 | 0.3 | 0.5 | 0.7 | 0.9 | 1   | 3   | 5   | 7    | 9   |
| (W) Non/ZNCC     | 2.81        | 2.23               | 1.96 | 1.61 | 1.32 | 1.92 | 1.67 | 1.32 | 1.25 | 1.49 | 3.21 | 2.84 | 2.31 | 1.83 | 1.56 |
| (W) Mean/ZNCC    | 3.27        | 2.98               | 2.42 | 1.96 | 1.41 | 2.14 | 1.63 | 1.58 | 1.71 | 1.83 | 2.98 | 2.66 | 2.20 | 1.84 | 1.45 |
| (W) LoG/ZNCC     | 3.11        | 2.84               | 2.34 | 1.75 | 1.29 | 2.88 | 2.50 | 1.83 | 1.94 | 2.01 | 3.29 | 2.91 | 2.44 | 1.98 | 1.62 |
| (W) BilSub/ZNCC  | 2.74        | 2.42               | 1.98 | 1.68 | 1.35 | 1.61 | 1.47 | 1.53 | 1.57 | 1.49 | 2.59 | 2.04 | 1.79 | 1.55 | 1.44 |
| (W) Rank/SAD     | 2.94        | 2.71               | 2.12 | 1.56 | 1.33 | 2.09 | 1.84 | 1.56 | 1.61 | 1.66 | 3.75 | 2.91 | 2.28 | 1.87 | 1.67 |
| (W) Census       | 1.71        | 1.58               | 1.41 | 1.29 | 1.31 | 1.99 | 1.71 | 1.57 | 1.45 | 1.61 | 2.71 | 2.47 | 1.89 | 1.58 | 1.41 |
| (SGM) Census     | 0.96        | 0.94               | 1.08 | 1.03 | 0.99 | 1.06 | 0.95 | 1.10 | 0.99 | 1.11 | 1.07 | 1.03 | 0.98 | 0.95 | 1.01 |
| (GC) Census      | 1.08        | 1.02               | 0.98 | 0.92 | 0.94 | 1.10 | 1.05 | 0.97 | 1.01 | 0.99 | 1.13 | 1.07 | 1.02 | 0.96 | 0.94 |

5.2. Qualitative Results

After fully evaluating the active stereo matching algorithms using the synthetic dataset, we conducted the same experiments using a real dataset that was captured using an Intel RealSense D455 camera that contained stereo IR cameras and an IR pattern projector. The attributes of the active IR images can be controlled to simulate the same settings used for the evaluation of the synthetic dataset, as shown in Figure 27. While the pattern intensity and global gain can be adjusted by a single device, simulating the changes in the number of pattern dots and pattern contrast required a more complex solution. Because each IR pattern projector projects the specific number of patterns, we utilized nine devices of the same model and positioned them to project patterns toward the same field of view. We simulated the change in the number of pattern dots by changing the number of devices used.
accordingly. The adjustment of pattern contrast was simulated by controlling the brightness of the external light source and the pattern intensity. When obtaining an image with the high pattern contrast, we set the brightness of the external light source low and the pattern intensity high, and vice versa.

![Figure 27](image_url)

**Figure 27.** Left real active images, according to environments that match four attributes of active IR images. The figures show changes in the pattern intensity, pattern contrast, number of pattern dots, and global gain of IR images from top to bottom.

**Default Settings.** The results shown in Figure 28 are obtained under the default conditions. When comparing the results based on the performance of the matching costs, Census produced the fewest holes and mismatches. The results of AD, Mean/AD, LoG/AD, and BilSub/AD show a disconnection in a chair leg, while Census and Rank/AD captured the entire structure of the chair. The distinct difference between Census and Rank/AD can be found in the holes generated on a computer monitor. There are bigger holes in the Rank/AD than in Census on the monitor, representing more errors generated by Rank/AD.

![Figure 28](image_url)

**Figure 28.** Estimated real disparity images of the combinations of cost and image filter using each stereo matching method. All attributes of active IR images were set to default values.

**Pattern Intensity Changes.** The results in Figure 29 are obtained by changing the pattern intensity. The top and bottom rows of the results for each stereo algorithm show the results produced with low and high pattern intensities, respectively. In terms of changes in the pattern intensity, the performance of all matching costs and the stereo algorithms improve when the pattern intensity is set high. Because the pattern texture becomes more distinguishable, features of pattern texture become more distinct. Thus, the holes in the results from the low-pattern-intensity images are correctly filled in the results from the high-pattern-intensity images. When comparing the results between the matching costs, Census performed better under both low- and high-pattern-intensity settings than other matching...
costs. Under low-pattern-intensity conditions, Census could yield the correct representation of the chair and mannequin. In contrast, other matching costs show a disconnection in the chair’s frame and inaccurately fill holes between the arms and torso of the mannequin. Under high-pattern-intensity conditions, the qualitative result of Census shows fewer holes than other matching costs.

Figure 29. Estimated real disparity images of the combinations of cost and image filter using each stereo matching method, according to the pattern intensity parameter. The upper line indicates the low parameter, and the lower line indicates the high parameter for each stereo matching method, respectively.

Pattern Contrast Changes. The results in Figure 30 are obtained by changing the pattern contrast and setting the other attributes at default. The top and bottom rows for each stereo algorithm show the results produced with the low and high pattern contrasts, respectively. Following a similar trend as the pattern intensity, the increase in the pattern contrast causes an increase in the performance of the matching costs because the complex pattern texture becomes more vivid. When comparing the results between the matching costs, Census produces the fewest errors in the disparity map. Census performed better than AD, Mean/AD, LoG/AD, and BilSub/AD because Census visualized the structure of the chair, mannequin, and studio more accurately than those other matching costs. Rank/AD performed outstandingly when the window-based method and SGM were applied. However, when GC is used, many errors can be witnessed in the results, while Census maintains its high performance.

Number of Pattern Dots Changes. The results in Figure 31 are obtained by changing the number of pattern dots and setting the other attributes at default. The top and bottom rows for each stereo algorithm show the results for low and high numbers of pattern dots, respectively. The effect of the number of pattern dots projected onto the scene is visualized for all matching costs. Numerous holes generated due to few pattern dots projected are filled when the number of pattern dots increases because the complex texture is added to textureless areas, prohibiting mismatches from occurring. Even with the increase in the number of pattern dots, the matching costs could not estimate the disparities of the computer monitor. On the other hand, many errors occur around the chair when SGM is used. Nevertheless, when used with Census, GC could produce an accurate representation of the chair, monitor, mannequin, and studio background under both a low and high number of pattern dots.

Gain Changes. The results in Figure 32 are obtained by changing the global gain. The top and bottom rows for each stereo algorithm show the results produced with the low and
high global gain, respectively. The synthetic dataset evaluation showed that changes in the global gain did not affect the result of the active stereo matching. However, when testing the effect of the global gain on the real dataset, we discovered some improvements in the results with the increase in the global gain. The matching costs did not perform well with textureless regions, such as the computer monitor, and complex structures, such as the chair. With the increase in the global gain, the features of these regions become more noticeable and allowed the active stereo matching technique to match the pixels correctly. Overall, Census produced the fewest errors around the chair and computer monitor, proving, thus, that Census is the best-performing matching cost.

![Figure 30](image_url)

**Figure 30.** Estimated real disparity images of the combinations of cost and image filter using each stereo matching method, according to the pattern contrast parameter. The upper line indicates the low parameter, and the lower line indicates the high parameter for each stereo matching method, respectively.

![Figure 31](image_url)

**Figure 31.** Estimated real disparity images of the combinations of cost and image filter using each stereo matching method, according to the parameter of the number of pattern dots. The upper line indicates the low parameter, and the lower line indicates the high parameter for each stereo matching method, respectively.
6. Discussion and Conclusions

The previous surveys [13–15] that evaluated passive stereo matching techniques analyzed various attributes, such as radiometric and color differences. While the passive stereo technique relies solely on the information provided by the passive texture, the active stereo technique performs matching using both passive texture and pattern texture. The active stereo matching technique is performed under the IR environment, where the IR pattern is projected onto the scene. The attributes affecting the passive texture under the IR environment are similar to those affecting the passive stereo technique. However, attributes affecting the pattern texture are different. As a result, the results of these previous studies cannot address the full capacity of the active stereo technique. Thus, we analyzed and evaluated the relationship between the attributes affecting the pattern texture and performance of the active stereo technique.

In this paper, we have evaluated how the pattern intensity, pattern contrast, number of pattern dots, and global gain affect matching cost performance. Through thorough experiments on four pattern attributes (the pattern intensity, pattern contrast, number of pattern dots, and global gain) that affect the performance of the active stereo technique, we separately analyzed and discussed the results produced by the window-based and global methods.

The window-based method is an algorithm which computes disparity along a scanline using the neighboring pixels of a target pixel. In a general environment of passive stereo matching, textureless regions in an image have similar features; as a result, the ambiguity in matching increases. Consequently, the accuracy of disparity estimations for textureless regions significantly drops. On the other hand, a locally unique pattern is projected onto the image in the active stereo environment. Thus, more accurate matching can be accomplished by comparing the unique features within a window. The results show that as the uniqueness of the pattern features increases, the accuracy of the disparity estimation also increases (Figures 7 and 17).

We evaluated the effect of changing four pattern attributes on the performance of the window-based method. Firstly, as the intensity of the pattern and the number of pattern dots increase, we have discovered that the error in estimating disparity decreases and converges (Figures 7 and 17). At a certain level of the pattern intensity, a further increase in the pattern intensity ceases to affect the performance of the window-based method. In addition, an extreme increase or decrease in the pattern contrast brings out a negative effect on the disparity estimation, due to the loss of the pattern’s uniqueness (Figure 12).
From this observation, finding the optimal level of contrast between passive texture and pattern texture becomes a crucial task to produce the least errors in estimations of disparity. In contrast to other pattern attributes, changes in the global gain do not influence the accuracy of disparity estimations (Figure 22). The cause of this phenomenon is due to the implementation of the window-based method, because all matching costs compute differences between the windows of the source and the target. Since an increase or decrease in the global gain does not change the outcome of the difference between these two patches, the performance of the window-based method stays consistent.

Different from the window-based method, global methods not only compute matching costs at certain pixels, but also reduce disparity inconsistencies between neighboring pixels and discontinuities along the edge via optimization. By optimizing the disparity consistency, global methods can accurately estimate disparity to a certain extent without the unique features given by pattern texture. Due to the optimization process, the runtime of the global methods is higher than that of the window-based method. Even though their runtime is higher than that of the window-based method, global methods show higher accuracy than the window-based method, which simply computes the difference between the source and target windows (Figures 8, 13, 18 and 23).

We performed the same experiment with the global methods as with the window-based method. Similar to the window-based method, as the pattern intensity and number of pattern dots increase, the error in disparity estimation decreases and converges. However, the error does not dramatically converge, as with the window-based method (Figures 8 and 18). This is because the global methods produce disparity maps using global optimization, which regularizes pixels with large disparity discontinuity. With regards to the experiment on changes in the pattern contrast, the SGM’s result shows a shallower parabolic curve compared to that of the window-based method, while GC’s result does not show any resemblance to either method’s results. Unlike GC, SGM’s result shows a similarity to that of the window-based method because SGM uses dynamic programming to optimize a certain pixel’s disparity values based on other disparity values along 1D paths running in eight directions from the target pixel (Figure 13). Lastly, because global methods perform optimization based on differences in image features, changes in the global gain seem to not affect the performance of the global methods (Figure 23).

After evaluating the performance of the window-based and global methods on changes in all attributes, Census seems to show the highest accuracy. Census first sets the value of the reference pixel and its neighbor with a binary number. The neighboring pixels with intensities higher than the reference number are set as 1, and the others are set as 0. Through binary encoding, Census can not only store the intensity ordering but also the spatial structure of the local neighborhood. As a result, Census becomes robust to illumination.

In terms of the accuracy aspect, the global method seems to produce more accurate results than window-based method in estimating the disparity values. However, due to its high runtime caused by the optimization step, the global method is more suitable when applied to high-quality static scene reconstruction. On the other hand, the window-based method is more suitable for real-time applications, such as dynamic object reconstruction, even though it produces less accurate results than the global methods.

The limitation of our experiment on the real dataset was faced when testing the effect of the pattern contrast on the real dataset. The pattern contrast is a parameter that the IR pattern projector cannot directly control. In order to test the effect of the pattern contrast on the real dataset, we controlled the external light source and the projector power to simulate a similar effect of the pattern contrast. Indeed, the external light source affects the intensity of pattern dots existing in the IR domain. Thus, in the real dataset, the pattern contrast is manually controlled and chosen based on visual feedback. However, the inverse linear relationship between the ratio of the brightness level of the external light source and the pattern intensity is kept, and the desired effect is acquired. Therefore, the qualitative result on the pattern contrast in the real dataset shows a similar trend as that of the synthetic dataset.
With the results and analysis we obtained from thorough experiments, we assist with the implementation of the active stereo setup. Using these analyses and results, many applications of active stereo matching techniques [35–40] will be benefited by using the appropriate combination of matching cost, image filter, and stereo algorithms.
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**Abbreviations**
The following abbreviations are used in this manuscript:

- RGB-D: Red, green, blue-depth
- IR: Infrared
- AD: Absolute difference
- BT: Sampling-insensitive absolute difference of Birchfield and Tomasi
- SAD: Sum of absolute difference
- ZSAD: Zero-mean sum of absolute difference
- NCC: Normalized cross-correlation
-ZNCC: Zero-mean normalized cross-correlation
- LoG: Laplacian of Gaussian
-BilSub: Background subtraction by bilateral filtering
-Census: Census transform
-Window: Window-based stereo matching
-SGM: Semi-global matching
-GC: Graph cut stereo matching
-ToF: Time-of-flight
-LiDAR: Light detection and ranging
-FOV: Field of view

**References**

1. Kang, J.; Lee, S.; Jang, M.; Lee, S. Gradient Flow Evolution for 3D Fusion from a Single Depth Sensor. In IEEE Transactions on Circuits and Systems for Video Technology; IEEE: Piscataway, NJ, USA, 2021.
2. Kang, J.; Lee, S.; Jang, M.; Yoon, h.; Lee, S. WarpingFusion: Accurate multi-view TSDF fusion with local perspective warp. In Proceedings of the IEEE International Conference on Image Processing, Anchorage, AK, USA, 19–22 September 2021.
3. Luo, H.; Pape, C.; Reithmeier, E. Scale-Aware Multi-View Reconstruction Using an Active Triple-Camera System. Sensors 2020, 20, 6726. [CrossRef] [PubMed]
4. Song, Z.; Song, Z.; Ye, Y. Eliminating the Effect of Reflectance Properties on Reconstruction in Stripe Structured Light System. Sensors 2020, 20, 6564. [CrossRef] [PubMed]
5. Gu, F.; Song, Z.; Zhao, Z. Single-Shot Structured Light Sensor for 3D Dense and Dynamic Reconstruction. Sensors 2020, 20, 1094. [CrossRef]
6. Okutomi, M.; Kanade, T. A multiple-baseline stereo. IEEE Trans. Pattern Anal. Mach. Intell. 1993, 15, 353–363. [CrossRef]
7. Kanade, T.; Okutomi, M. A stereo matching algorithm with an adaptive window: Theory and experiment. *IEEE Trans. Pattern Anal. Mach. Intell.* **1994**, *16*, 920–932. [CrossRef]
8. Bleyer, M.; Rhemann, C.; Rother, C. PatchMatch Stereo-Stereo Matching with Slanted Support Windows. In Proceedings of the British Machine Vision Conference, Dundee, UK, 29 August–2 September 2011; pp. 1–11.
9. Hirschmüller, H.; Innocent, P.R.; Garibaldi, J. Real-time correlation-based stereo vision with reduced border errors. *Int. J. Comput. Vis.* **2002**, *47*, 229–246. [CrossRef]
10. Hirschmüller, H. Stereo processing by semiglobal matching and mutual information. *IEEE Trans. Pattern Anal. Mach. Intell.* **2007**, *30*, 328–341. [CrossRef] [PubMed]
11. Boykov, Y.; Veksler, O.; Zabih, R. Fast approximate energy minimization via graph cuts. *IEEE Trans. Pattern Anal. Mach. Intell.* **2001**, *23*, 1222–1239. [CrossRef]
12. Jang, M.; Lee, S.; Kang, J.; Lee, S. Active Stereo Matching Benchmark for 3D Reconstruction using Multi-view Depths. In Proceedings of the IEEE International Conference on Signal and Image Processing Applications, Kuala Terengganu, Malaysia, 13–15 September 2021.
13. Hirschmüller, H.; Scharstein, D. Evaluation of stereo matching costs on images with radiometric differences. *IEEE Trans. Pattern Anal. Mach. Intell.* **2008**, *31*, 1582–1599. [CrossRef]
14. Hirschmüller, H.; Scharstein, D. Evaluation of cost functions for stereo matching. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, Minneapolis, MN, USA, 17–22 June 2007; pp. 1–8.
15. Bleyer, M.; Chambon, S.; Poppe, U.; Gelautz, M. Evaluation of different methods for using colour information in global stereo matching approaches. *Int. Arch. Photogramm. Remote. Sens. Spat. Inf. Sci.* **2008**, *37*, 413–422.
16. Banks, J.; Corke, P. Quantitative evaluation of matching methods and validity measures for stereo vision. *Int. J. Robot. Res.* **2001**, *20*, 512–532. [CrossRef]
17. Gong, M.; Yang, R.; Wang, L.; Gong, M. A performance study on different cost aggregation approaches used in real-time stereo matching. *Int. J. Comput. Vis.* **2007**, *75*, 283–296. [CrossRef]
18. Birchfield, S.; Tomasi, C. A pixel dissimilarity measure that is insensitive to image sampling. *IEEE Trans. Pattern Anal. Mach. Intell.* **1998**, *20*, 401–406. [CrossRef]
19. Tomasi, C.; Manduchi, R. Bilateral filtering for gray and color images. In Proceedings of the IEEE International Conference on Computer Vision, Bombay, India, 7 January 1998; pp. 839–846.
20. Sára, R.; Bajcsy, R. On occluding contour artifacts in stereo vision. In Proceedings of the IEEE Computer Society Conference on Computer Vision and Pattern Recognition, San Juan, PR, USA, 17–19 June 1997; pp. 852–857.
21. Zabih, R.; Woodfill, J. Non-parametric local transforms for computing visual correspondence. In Proceedings of the European Conference on Computer Vision, Stockholm, Sweden, 2–6 May 1994; Springer: Berlin/Heidelberg, Germany, 1994; pp. 151–158.
22. Tölgysyssy, M.; Dekan, M.; Chovanec, L.; Hubinsky, P. Evaluation of the azure Kinect and its comparison to Kinect V1 and Kinect V2. *Sensors* **2021**, *21*, 413. [CrossRef] [PubMed]
23. Giancola, S.; Valenti, M.; Sala, R. Metrological qualification of the Orbbec Astra S structured-light camera. In *A Survey on 3D Cameras: Metrological Comparison of Time-of-Flight, Structured-Light and Active Stereoscopy Technologies*; Springer: Berlin/Heidelberg, Germany, 2018; pp. 61–69.
24. Keselman, L.; Iselin Woodfill, J.; Grunnet-Jepsen, A.; Bhowmik, A. Intel realsense stereoscopic depth cameras. In Proceedings of the Optical Measurement Systems for Industrial Inspection XII, Online, 21–25 June 2021; SPIE: Bellingham, WA, USA, 2021; Volume 11782, p. 1178213.
25. Li, L. *Time-of-Flight Camera—An Introduction*; Technical White Paper; Texas Instrument: Dallas, TX, USA, 2014.
26. Scharstein, D.; Hirschmüller, H.; Kitajima, Y.; Krathwohl, G.; Nešić, N.; Wang, X.; Westling, P. High-resolution stereo datasets with subpixel-accurate ground truth. In Proceedings of the German Conference on Pattern Recognition, Münster, Germany, 2–5 September 2014; Springer: Berlin/Heidelberg, Germany, 2014; pp. 31–42.
27. MATLAB, Version 9.11.0 1769968 (R2021b); The MathWorks Inc.: Natick, MA, USA, 2021.
28. Grunnet-Jepsen, A.; Sweetser, J.N.; Woodfill, J. *Best-Known-Methods for Tuning Intel® RealSense™ D400 Depth Cameras for Best Performance*; Intel Corporation: Sanat Clara, CA, USA, 2018; Volume 1.
29. Kocis, L.; Whiten, W.J. Computational investigations of low-discrepancy sequences. *ACM Trans. Math. Softw.* **1997**, *23*, 266–294. [CrossRef]
30. Bradski, G.; Kaehler, A. *Learning OpenCV: Computer Vision with the OpenCV Library*; O’Reilly Media, Inc.: Sebastopol, CA, USA, 2008.
31. Szelski, R.; Zabih, R.; Scharstein, D.; Veksler, O.; Kolmogorov, V.;agarwala, A.; Tappen, M.; Rother, C. A comparative study of energy minimization methods for markov random fields with smoothness-based priors. *IEEE Trans. Pattern Anal. Mach. Intell.* **2008**, *30*, 1068–1080. [CrossRef]
32. Corporation, I. *Cross-Platform Library for Intel® RealSense™ Depth Cameras*. Available online: https://github.com/IntelRealSense/librealsense (accessed on 12 February 2022).
35. Yuan, M.; Li, X.; Xu, J.; Jia, C.; Li, X. 3D foot scanning using multiple RealSense cameras. *Multimed. Tools Appl.* **2021**, *80*, 22773–22793. [CrossRef]

36. Vilar, C.; Krug, S.; O’Nils, M. Realworld 3D Object Recognition Using a 3D Extension of the HOG Descriptor and a Depth Camera. *Sensors* **2021**, *21*, 910. [CrossRef]

37. Yoon, H.; Jang, M.; Huh, J.; Kang, J.; Lee, S. Multiple Sensor Synchronization with the RealSense RGB-D Camera. *Sensors* **2021**, *21*, 6276. [CrossRef]

38. Zhang, L.; Xia, H.; Qiao, Y. Texture Synthesis Repair of RealSense D435i Depth Images with Object-Oriented RGB Image Segmentation. *Sensors* **2020**, *20*, 6725. [CrossRef]

39. Oščádal, P.; Heczko, D.; Vysocký, A.; Mlotek, J.; Novák, P.; Virgala, I.; Sukop, M.; Bobovský, Z. Improved Pose Estimation of Aruco Tags Using a Novel 3D Placement Strategy. *Sensors* **2020**, *20*, 4825. [CrossRef] [PubMed]

40. Yang, X.; Chen, X.; Xi, J. Efficient Background Segmentation and Seed Point Generation for a Single-Shot Stereo System. *Sensors* **2017**, *17*, 2782. [CrossRef] [PubMed]