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Abstract. In this paper, we show that neural networks can be used to uncover the non-linearity that exists in the financial data. First, we follow a traditional approach by analysing the deterministic/stochastic characteristics of the Portuguese stock market data and some typical features are studied, like the Hurst exponents, among others. We also simulate a BDS test to investigate nonlinearities and the results are as expected: the financial time series do not exhibit linear dependence. Secondly, we trained four types of neural networks for the stock markets and used the models to make forecasts. The artificial neural networks were obtained using a three-layer feed-forward topology and the back-propagation learning algorithm. The quite large number of parameters that must be selected to develop a neural network forecasting model involves some trial and as a consequence the error is not small enough. In order to improve this we use a nonlinear optimization algorithm to minimize the error. Finally, the output of the 4 models is quite similar, leading to a qualitative forecast that we compare with the results of the application of $k$-nearest-neighbor for the same time series.

1. Introduction

Time series analyses and in particular forecasting of financial data have attracted some special attention in the last years. Unfortunately, the nonlinear nature and the complex behaviour of this type of data transform forecasting into a very hard task, and the classical statistical methods turn to be not adequate. A new generation of methodologies, including artificial neural networks (ANN) and genetic algorithms (GA) has been used for the analysis of trends and patterns, classification and forecasting. In particular, the use of computational intelligence based techniques for forecasting has proved to be extremely successful in recent times due to the ability of neural networks to approximate nonlinear functions [2, 8, 13, 14, 16, 20, 21].

Stock market prediction is very difficult. The efficient market hypothesis states that the current market price fully reflects all available information. This implies that past and current information is incorporated into stock price, thus price changes are merely due to new information and irrelevant to existing information. Since news occur randomly and cannot be forecasted, stock price should follow a random walk pattern. If this hypothesis is true, then any attempts to predict market will be futile. The random walk model has been tested extensively in various markets. The results are mixed and
sometimes contradictory. However, most of the recent studies [6, 7, 8, 10, 16, 17] on stock markets reject the random walk behavior of stock prices. Although numerous reports produce evidence that stock prices are not purely random, they all agree that the behavior of stock prices is approximately close to a random walk process.

Moreover, if the underlying process to a market time series is a fractional random walk, which can be deduced by estimating the Hurst exponent, then the only methods available for prediction are the neural algorithms [16, 18].

An artificial neural network is a mathematical model or a computational model based on biological neural networks or, in other words, is an emulation of a biological neural system. It consists of an interconnected group of artificial neurons and processes information using a connectionist approach to computation. The ANN is a powerful tool for nonlinear time series models and, in the last years, was used with success in solving nonlinear prediction and forecasting problems. In particular, ANNs are used to forecast financial markets, since they are able to learn nonlinear mappings between inputs and outputs, the systems' model is no needed (no priori assumption is needed) and can be applied to non-stationary data. Neural network forecasting models have been widely used in financial time series analysis during the last decade [2, 7, 13, 14, 15, 18, 20, 21].

In this paper, we show that neural networks can be used to uncover the non-linearity that exists in the financial field. First, we follow a traditional approach by analysing some of the deterministic/stochastic characteristics of the Portuguese stock exchange index and some typical features are done. We also produce a BDS (Brock, Dechert, and Scheinckman, 1987) test to investigate the nonlinearity and the result was as expected: the financial time series do not exhibit linear dependence. We analyze several periods with large and small Hurst exponents in order to obtain indications to make efficient the process of prediction time series with a multi-layer ANN with supervised learning. Secondly, we trained four types of neural networks for the stock markets and used the models to make a forecast.

ANN models were obtained using a three-layer feed-forward topology and the back-propagation learning optimization algorithm. The quite large number of parameters that must be selected to develop a neural network forecasting model involves some trial and as a consequence the error is not small enough. In order to improve this we use some nonlinear optimization numerical algorithm to minimize the error. Finally, the output of the 4 models was quite similar, leading to a qualitative forecast.

To compare the forecast errors for the above considered cases; we also forecast the data by using nearest neighborhood methods. By analyzing the response of various configurations to our data series, with specific characteristics; we conclude that the forecasting results when neural networks are applied are better than k-nearest-neighbor forecast results.

Nearest neighbor forecasting models are attractive with their simplicity and the ability to predict complex nonlinear behavior. They rely on the assumption that observations similar to the target one are also likely to have similar outcomes. A common practice in nearest neighbor model selection is to compute the globally optimal number of neighbors on a validation set, which is later applied for all incoming queries. For certain queries, however, this number may be suboptimal and forecasts that deviate a lot from the true realization could be produced.

2. Methodology

Formally, the problem of prediction of future values of some time series \( y(t), t = 1, 2, \ldots \), can be formulated as finding a (nonlinear) function \( F \) so as to obtain an estimate \( y'(t + D) \) of the vector \( y \) at
time $t+D$ ($D = 1, 2, ...$), given the values of $y$ up to time $t$, plus a number of additional time independent variables (exogenous features) $u$:

$$y'(t+D) = F(y(t), ... y(t-dy), u(t), ..., u(t-du)),$$

where $u(t)$ and $y(t)$ represent the input and output of the model at time $t$, $du$ and $dy$ are the lags of the input and output of the system and $F$ a nonlinear function. Typically, $D = 1$, means one-step ahead, but we can take any value larger than 1 and we say multi-step ahead prediction.

Viewed this way, prediction becomes a problem of (nonlinear) function approximation, where the purpose of the method is to approximate the continuous function $F$ as closely as possible.

Usually, the evaluation of prediction performance is done by computing an error measure $E$ over a number of time series elements, such as a validation or test set:

$$E = \sum (y'(t-k)y(t-k))$$

$E$ is a function measuring the error between the estimated (predicted) and actual sequence element. Typically, a distance measure (Euclidean or other) is used, but depending on the problem, any function can be used.

The adopted methodology in this work is based on three main steps: firstly, we established the architecture for the ANN; in particular a multilayer feed-forward artificial neural network with supervised training realized through the back-propagation algorithm. The error function was optimized by a numerical optimization technique based on Levenberg-Marquard algorithm. Secondly, in order to test the forecasting ability we due some basic descriptive statistics of the data and estimate the Hurst exponents. Finally, we forecast the future values for the Portuguese stock exchange (index) time series by using ANN and nearest neighbour with correlation and with absolute distance.

2.1. Feed-forward Artificial Neural Networks

Feed-forward neural networks [13], [15] are the simplest form of ANN. A feed-forward neural network (figure 1) is a biologically inspired classification algorithm. It consists of a (possibly large) number of simple neuron-like processing units, organized in layers. Every unit in a layer is connected with all the units in the previous layer. These connections are not all equal; each connection may have a different strength or weight. The weights on these connections encode the knowledge of a network and the transformation of the node information is realized by the activation function.

Data enters at the inputs and passes through the network, layer by layer, until it arrives at the outputs. During normal operation, that is when it acts as a classifier, there is no feedback between layers. This is why they are called feed-forward neural networks.
Training an artificial neural network involves presenting input patterns in a way so that the system minimizes its errors and improves its performance. The training algorithm may vary depending on the network architecture, but the most common training algorithm used is back-propagation [6], [10]. This is the process of back-propagating errors through the system from the output layer towards the input layer during the training (figure 2). Back-propagation is necessary because hidden units have no training target value that can be used, so they must be trained based on errors from previous layers. The output layer is the only layer which has a target value which can be compared. As the errors are back-propagated through the nodes, the connection weights are changed. Training occurs until the errors in the weights are sufficiently small to be accepted.

Back-propagation algorithms are often too slow for practical problems, so we can use several high performance algorithms [9]. These faster algorithms fall into two main categories: heuristic techniques (as variables learning rate back-propagation, resilient back-propagation) and numerical optimization techniques (as conjugate gradient, Levenberg-Marquardt, etc.). In this paper, Levenberg-Marquardt algorithm, the sigmoid transfer function in the hidden layer and a linear transfer function in the output layer were suitable for our study.

The major problem in training an ANN is deciding when to stop training. Since the ability to generalize is fundamental for these networks to predict future values, overtraining is a serious problem. Overtraining occurs when the system memorize patterns and thus looses the ability to generalize. Overtraining can occur by having too many hidden nodes or training for too many time periods (epochs). However, overtraining can be prevented by performing test and train procedures or cross-validation. The test and train procedure involves training the network on most of the input data (around 90%) and testing on the remaining data. The network performance on the test set is a good indicator of its ability to generalize and handle data it has not been trained on. If the performance on the test is poor, the network configuration or learning parameters can be changed. The network is then retrained until its performance is satisfactory.
2.2. Hurst exponent

In time series forecasting, the first question we want to know is whether the data under study is predictable. If the time series is random, then all methods are expected to fail. For this reason, we need some more details about the data, and we try to identify and study those time series having at least some degree of predictability.

The Hurst exponent, proposed by H. E. Hurst [10] for use in fractal analysis, has been applied to many research fields, and recently in finance domain. The Hurst exponent provides a measure for long-term memory and fractality of a time series and in consequence, can be used as a numerical estimate of the predictability of a time series. It is defined as the relative tendency of a time series to either regress to a longer term mean value or cluster in a direction. The reason the Hurst Exponent is an estimate and not a definitive measure is because the algorithm operates under the assumption that the time series is a pure fractal, which is not entirely true for most financial time series.

In conjunction with technical indicators or neural networks, Hurst Exponent estimation can help to determine which assets to forecast and which ones to ignore. This can be particularly useful in neural nets where models can focus more on time series with higher predictability. The date period is usually chosen arbitrary without any explanations. In this paper, we use the Hurst exponent to select period with great predictability to do further investigation.

The Hurst exponent [18] can be calculated by rescaled range analysis ($R/S$ analysis). Hurst find that ($R/S$) scales by power-law as time increases, which indicates

\[(R/S)_t = ct^H\]  

where $R$ is the range series, $S$ is the standard deviation series, $(R/S)$ is the rescaled range series, $c$ is a constant and $H$ is the Hurst exponent.

The values of the Hurst exponent range between 0 and 1. Based on the Hurst exponent value $H$, a time series can be classified into three categories:

- $H=0.5$ indicates a random series;
- $0<H<0.5$ indicates an anti-persistent series;
• $0.5 < H < 1$ indicates a persistent series.

An anti-persistent series has characteristics of "mean-reverting", which means an up value is more likely followed by a down value, and vice-versa. The strength of "mean-reverting" increases as $H$ approaches 0.0. A persistent series is trend reinforcing, which means the direction of the next value is more likely the same as current value. The strength of trend increases as $H$ approaches 1.0. Most economic and financial series are persistent with $H > 0.5$.

To estimate the Hurst exponent, we plot $(R/S)$ versus $t$ in log-log axes. The slope of the regression line approximates the Hurst exponent.

2.3. Nearest neighbour algorithm

The $k$-nearest neighbour ($k$-NN) algorithm is defined as a non-parametric regression. In order to obtain some forecast, we first have to identify the $k$ most similar time series to a given query and then, by combining their historical continuations, evaluate the expected outcome for the query. For the $k$-NN the location of the observation in time is not important, because the objective of the algorithm is to locate similar pieces of information, independently of the respective time location. Thus the main idea of $k$-NN is to capture a non-linear dynamic of self similarity of the series.

The methods are linear with respect to the model parameters, and yet they turn out to be suitable for predicting highly nonlinear fluctuations too. This is due to the fact that the identified neighbors themselves could comprise complex nonlinear patterns.

The univariate nearest neighbour correlation method. The univariate case for $k$-NN algorithm [4, 5] works with the following steps:

- We define a starting training period and divide the period on different sectors or pieces $y^m_t$ of size $m$, where $t=m,...,T$ and $T$ is the number of observation on the training period. The term $m$ is also defined as the embedding dimension of the time series. The last sector available before the observation to be forecast will be called $y^m_T$, and the other pieces will be called $y^m_i$.
- We select $k$ pieces most similar to $y^m_T$. For the method of correlation, that means that we search for the $k$ pieces with the highest value of $|q|$, which represents the absolute correlation between $y^m_i$ and $y^m_T$.
- With $k$ pieces on hand (each one with $m$ observations), is necessary to understand in which way the $k$ vectors can be used to construct the forecast on $(t+1)$. Several methods can be considered here, including the use of an average or of a tricube function.

The univariate nearest neighbour absolute distance method. The method of absolute distance [4, 5] is much simpler than the method of correlation, and the steps to follow are:

- We define a starting training period and divide the period on different sectors or pieces $y^m_t$ of size $m$, where $t=m,...,T$ and $T$ is the number of observation on the training period. The term $m$ is also defined as the embedding dimension of the time series. The last sector available before the observation to be forecast will be called $y^m_T$, and the other pieces will be called $y^m_i$.
- We select $k$ pieces most similar to $y^m_t$. For the method of absolute distance, that means that we search for the $k$ pieces with the lowest sum of distances between the vectors $y^m_i$ and $y^m_T$.
- With $k$ pieces on hand (each one with $m$ observations), is necessary to understand in which way the $k$ vectors can be used to construct the forecast on $(t+1)$. The absolute distance method simply verifies the observations ahead of the $k$ chosen neighbours and takes the average of them.

3. Data

The input variables are given by the Portuguese stock exchange market and consist of 4789 daily observations; 5 days per week (see figure 3). The data is non-stationary, with high skewness and kurtosis, and non-normal distribution, as can be observed from figure 4.
The BDS statistics clearly shows that there is no linear dependence in the data (see table 1). The BDS test tests the null hypothesis of independent and identical distribution (i.i.d.) in the data against an unspecified departure from i.i.d. A rejection of the i.i.d. null hypothesis in the BDS test is consistent with some type of dependence in the data, which could result from a linear stochastic system, a nonlinear stochastic system, or a nonlinear deterministic system. Under the null hypothesis, the BDS test statistic asymptotically converges to a standard normal distribution.

In table 1, \( C(m,n) \) corresponds to the correlation integral, \( m \) is the embedding dimension and \( n \) the distance between the standard deviation of the data.

We applied the BDS test to our data for embedding dimensions of \( m = 2, 3, 4, 5 \) and 6. We use the quantiles from the small sample simulations reported by Brock et al. [1] as approximations to the finite-sample critical values of our BDS statistics. The i.i.d. null hypothesis is rejected in all cases for yield changes.

The data were divided into two sets, the training set and the test set (3831 observation were used for the training of the network while the rest of 958 data was used for testing). The Hurst exponent, ANN models and \( k \)-NN prediction were analyzed and estimate by using MATLAB packages and programs.

The out-of-sample forecasting horizon is one-step ahead, with the competing forecasting models estimated over the training set and applied over the test set to generate genuine one-step-ahead out-of-sample forecasts. The criterion for forecasting performance is absolute mean.

The analysis was initially done for the original non-stationary data and after extended to the log difference data. We stress out that all the initial parameters and the algorithms implemented are the same for the original data and log difference data.

![Figure 3](Image)
4. Results
We do several tests in order to estimate the Hurst exponent, for the considered data. As we can observe from figure 5 and table 2 the average Hurst exponent we found is approximately equal to 0.65, meaning that the time series is trend reinforcing. This indicates that we are in the presence of a long memory dependence process with low fractal dimensions and in consequence the date is quite predictable.
In all the performed simulations and estimations, a one-step-ahead prediction is considered; that is, the actual observed values of all lagged samples are used as inputs.

In figure 6 and figure 7, respectively we have represented the real no-stationary data versus the forecasted data by using nearest neighbour with correlation and with absolute distance methods and the log difference data versus the forecasted data using the same methods as above. For the two forecast algorithms (nearest neighbour with correlation method and absolute distance method) and for both original data and log difference data, we considered 4700 observations on the training period, $k=30$ most similar pieces and $m=4$ the embedding dimension. The results for the absolute mean error and correlation mean error are showed in table 3.

### Table 3. Absolute mean error and correlation mean error

|                      | Mean absolute error | Correlation mean error |
|----------------------|--------------------|-----------------------|
| **Real data**        | 1.0245             | 0.7819                |
| **Log difference data** | 1.8993e-004        | 8.1925e-004           |
We can observe that, for this forecasting method, we obtain better results if we apply the methods to the stationary log difference data, than for the non-stationary data.

In figure 8 and 9 we illustrate the forecast results for the original and respectively, the log
difference data and the forecast of the error for the test set.

Various ANN models with different numbers of lagged input steps (or time windows), and different number of neurons in hidden layers have been compared. All the models had layer 1 (input) with N neurons and a single neuron in layer 2 (output layer). The main characteristics for our optimal ANN are registered in Table 4, namely the best performance was obtained for a 3-layer feed-forward neural network with 12 hidden units, low learning rate (0.1) and trained for maximum 2000 epochs. In order to obtain fast convergence we apply the Levenberg-Marquardt algorithm.

![Forecast of original data by the optimal ANN](image)

**Figure 8.** Forecast of original data by the optimal ANN

In figure 8 \( y_t \) is the original data and \( y_{hatopt} \) represents the forecast results for original data. In figure 9, \( y_t \) stands for the log difference data and \( y_{hatopt} \) represents the forecast results for log difference data.

We can observe in this case that ANN methods perform a better prediction for the original non-stationary data than for the log difference data. We also highlight, that we obtain a lower forecast error for stationary log difference data by using k-nearest neighbour.

Consequently, the use of ANN provides fast convergence, high precision and strong forecasting ability of real data. Even if ANN’s are not perfect in their prediction, they outperform all other methods and provide hope that in the future we can better understand the underlying dynamic of chaotic and/or stochastic systems such as the stock markets, between others.
### Table 4. Parameters of the optimal ANN for forecast

|                         | No. of layers | Hidden units | Training set | Output units | Learning rate | Training epochs | Min RMSE |
|-------------------------|---------------|--------------|--------------|--------------|---------------|----------------|----------|
| Original data           | 3             | 12           | 80%          | 5            | 0.1           | 2000           | 0.0066   |
| Log difference data     | 5             | 10           | 80%          | 5            | 0.5           | 2000           | 0.0454   |
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