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Abstract—This paper proposes a novel pretext task to address the self-supervised video representation learning problem. Specifically, given an unlabeled video clip, we compute a series of spatio-temporal statistical summaries, such as the spatial location and dominant direction of the largest motion, the spatial location and dominant color of the largest color diversity along the temporal axis, etc. Then a neural network is built and trained to yield the statistical summaries given the video frames as inputs. In order to alleviate the learning difficulty, we employ several spatial partitioning patterns to encode rough spatial locations instead of exact spatial Cartesian coordinates. Our approach is inspired by the observation that human visual system is sensitive to rapidly changing contents in the visual field, and only needs impressions about rough spatial locations to understand the visual contents. To validate the effectiveness of the proposed approach, we conduct extensive experiments with several 3D backbone networks, i.e., C3D, 3D-ResNet and R(2+1)D. The results show that our approach outperforms the existing approaches across the three backbone networks on various downstream video analytic tasks including action recognition, video retrieval, dynamic scene recognition, and action similarity labeling. The source code will be made publicly available at: https://github.com/laura-wang/video_repres sts.
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1 INTRODUCTION

Powerful video representations serve as the foundations for solving many video content analysis and understanding tasks, such as action recognition [1], [2], video retrieval [3], [4], video captioning [5], [6], etc. Various network architectures [1], [7], [8] are designed and trained with massive human-annotated video data to learn video representations for individual tasks specifically. While great progresses have been made, supervised video representation learning is impeded by two major obstacles: (1) Annotation of video data is labour-intensive and expensive, thus restricting supervised learning to relish a large quantity of free video resources on the Internet. (2) Representations learned from labeled video data lack generality and robustness, e.g., video features learned for action recognition do not well to video retrieval task [9], [10].

To tackle the aforementioned challenges, multiple approaches [11], [12], [13], [14] have emerged to learn more generic and robust video representations in a self-supervised manner. Neural network are first pre-trained with unlabeled videos using some pretext tasks, where supervision signals are derived from input data without human annotations. Then the learned representations can be employed as weight initialization for training models or be directly used as features in succeeding downstream tasks.

Among the existing self-supervised video representation learning methods, video order verification/prediction [11], [12], [13], [14], [15] is one of the most popular pretext tasks. It randomly shuffles video frames and asks a neural network to predict whether the video is perturbed or to rearrange the frames in a correct chronological order. By utilizing the intrinsic temporal characteristics of videos, these pretext tasks have been shown useful for learning high-level semantic features. However, the performances of these approaches are limited since the contents of individual frames are mostly unexploited during learning. Other
approaches include flow fields prediction [16], future frame prediction [17], [18], [19], dense predictive coding [20], etc. Although promising results have been achieved, the above mentioned pretext tasks may lead to redundant feature learning towards solving the pretext task itself, instead of learning generic representative features for downstream video analytic tasks. For example, predicting the future frame requires the network to precisely estimate each pixel in each frame in a video clip. This increases the learning difficulties and causes the network to waste a large portion of the capacity on learning features that may be not transferable to high-level video analytic tasks.

In this paper, we argue that a pretext task should be intuitive and relatively simple to learn, enlightened by the human visual system, and mimicking the video understanding process of humans. To this end, we propose a novel pretext task to learn video representations by regressing spatio-temporal statistical summaries from unlabeled videos. For instance, given a video clip, the network is encouraged to identify the largest moving area with its corresponding motion direction, as well as the most rapidly changing region with its dominant color. The idea is inspired by the cognitive study on human visual system [21], in which the representation of motion is found to be based on a set of learned patterns. These patterns are encoded as sequences of snapshots of body shapes by neurons in the form pathway, and by sequences of complex optic flow patterns in the motion pathway. In our work, these two pathways are defined as the appearance branch and motion branch, respectively. In addition, we define and extract several abstract statistical summaries accordingly, which is also inspired by the biological hierarchical perception mechanism [21].

We design several spatial partitioning patterns to encode each spatial location and its spatio-temporal statistics over multiple frames, and use the encoded vectors as supervision signals to train the neural network for spatio-temporal representation learning. The novel objectives are simple to learn and informative for the motion and appearance distributions in videos, e.g., the spatial locations of the most dominant motions and their directions, the most consistent and the most diverse colors over a certain temporal cube, etc. An illustration of the main idea is shown in Fig. 1, where a 3 × 3 grid pattern with motion and appearance statistics is shown for example. We conduct extensive experiments with 3D convolutional neural networks to validate the effectiveness of the proposed approach. The experimental results show that, compared with training from scratch, pretraining using our approach demonstrates a large performance gain for video action recognition problem (e.g., 56.0% vs. 77.8% on UCF101 and 22.0% vs. 40.5% on HMDB51). By transferring the learned representations to other video tasks, such as video retrieval, dynamic scene recognition, etc., we further demonstrate the generality and robustness of the video representations learned by the proposed approach.

A preliminary version of this work was presented in [22], where the basic idea of utilizing spatio-temporal statistical information for video representation learning is introduced. In this paper, we extend the previous work in the following aspects: First, we provide a more detailed implementation of the proposed self-supervised learning approach and add thorough ablation studies on a large-scale dataset kinetics-400 to explore the relationship between training data size and downstream task performance. Second, we extend the proposed method to more backbone networks, i.e., C3D with BN, 3D-ResNet and R(2+1)D. Detailed ablation studies are conducted to investigate whether the performance enhancement comes from the external network architectures or the internal self-supervised learning methods. Third, a curriculum learning strategy is introduced to further improve the representation learning. Finally, we further validate the proposed method on a new downstream task, video retrieval, to evaluate the generality of the video features.

To summarize, the main contributions of this work are four-fold: (1) We propose a novel pretext task for video representation learning by uncovering motion and appearance statistics without human annotated labels. Unlike prior pretext tasks [14], [17] that are even hard for humans to solve, the proposed tasks in our approach are consistent with human inherent visual habits and easy to learn. (2) We introduce a curriculum learning strategy based on the proposed spatio-temporal statistics, which is also inspired by the human learning process: from simple samples to difficult samples. (3) Extensive ablation studies are conducted and analyzed to reveal several insightful findings for self-supervised learning, including the effectiveness of training data scale, network architectures, and feature generalization, to name a few. (4) The proposed approach significantly outperforms previous approaches across all the studied network architectures in various video analytic tasks. Code and models will be made publicly available online.

The rest of this paper is organized as follows: First, we review relevant background knowledge and related work in Sec. 2. We then elaborate on the proposed statistics-based approach for self-supervised video representation learning in Sec. 3, where the quantified statistical labels and learning framework are introduced in detail. Following that, we introduce the experimental setup in Sec. 4, including datasets and implementation details. In Sec. 5, we seek to understand the effectiveness of the proposed method through comprehensive ablative analysis. Finally, we compare the proposed method with other state-of-the-art methods on several downstream tasks, including video action recognition, video retrieval, dynamic scene recognition, and action similarity labeling in Sec. 6. The whole work is concluded in Sec. 7 with possible future directions.

2 RELATED WORK

In this section, we briefly summarize the most related work to ours, including self-supervised representation learning and its applications on downstream video analytic tasks. Please refer to a recent survey [23] for more details.

2.1 Self-supervised Representation Learning

Self-supervised representation learning is proposed to leverage huge amounts of unlabeled data to learn useful representations for various problems, for example, image classification, object detection, human action recognition, etc. It has been proven that lots of deep learning methods can benefit from pre-trained models on large labeled datasets, e.g., ImageNet [24] for image tasks and Kinetics [25] or
Sports-1M [26] for video tasks. The basic motivation behind self-supervised representation learning is to replace the expensively labeled data with “free” unlabeled data.

A common way to achieve self-supervised learning is to derive easy-to-obtain supervision signals without human annotations, to encourage the learning of useful features for downstream tasks. Various novel pretext tasks are proposed to learn image representations from unlabeled image data, e.g., re-ordering perturbed image patches [27], [28], colorizing grayscale images [29], inpainting missing regions [30], counting virtual primitives [31], classifying image rotations [32], predicting image labels obtained using a clustering algorithm [33], etc. There are also studies that try to learn image representations from unlabeled video data. Wang and Gupta [34] proposed to derive supervision labels from unlabeled videos using traditional tracking algorithms. Pathak et al. [35] instead obtained labels from videos using conventional motion segmentation algorithms.

Recent studies leveraging video data try to learn transferable representations for video downstream tasks, such as action recognition, video retrieval, etc. Intuitively, a large number of studies [11], [12], [15] leveraged the distinct temporal information of videos and proposed to use frame sequence ordering as their pretext tasks. Büchner et al. [9] further used deep reinforcement learning to design a sampling permutations policy. Gan et al. [16] proposed a geometry-guided network that forces the CNN to predict flow fields or disparity maps between two consecutive frames. Although these work demonstrated the effectiveness of self-supervised representation learning with unlabeled videos and showed impressive performances when transferring the learned features to video recognition tasks, their approaches are only applicable to a CNN that accepts one or two frames as inputs and cannot be applied to network architectures that are suitable for spatio-temporal representations. Therefore, several recent papers [10], [13], [14], [20] used 3D CNNs as backbone networks to learn spatio-temporal representations, among which [10], [13], [14] extended the 2D frame ordering pretext tasks to 3D video clip ordering, and [20] formulated the pretext task as a dense prediction problem and proposed to predict future frames. Very recently, self-supervised learning leveraging multi-modality sources, e.g., learning from video and audio [36], [37], is becoming increasingly popular. While note that in this paper, we focus on single modality, i.e., only consider learning representations in the video domain.

### 2.2 Representation Learning for Video Analytic Tasks

Representation learning serves as the fundamental building block in tackling most video analytic tasks, such as complex action recognition [38], action detection and localization [39], [40], [41], video captioning [5], [6], etc. Two types of application modes are commonly adopted to evaluate the self-supervised video representation learning, either through transfer learning (as an initialization model) or feature learning (as a feature extractor).

Action recognition is one of the most widely used downstream video analytic tasks. At the beginning, researchers have developed various spatio-temporal descriptors for video representations to tackle this problem [42], [43], [44]. While promising results are achieved by the best-performing hand-crated feature–improved dense trajectories (iDT) descriptors [44], extensive efforts have been focusing on the deep neural networks development due to the impressive success achieved by CNN. Tran et al. [45] proposed C3D that extends the 2D kernels to 3D kernels to capture spatio-temporal video representations. Simonyan and Zisserman [7] proposed a two-stream network that extracts spatio and temporal features on RGB and optical flow inputs, respectively. Stemmed from these two works, various network architectures are designed to learn video representations, including P3D [46], I3D [1], R(2+1)D [8], etc. In this work, we consider to use three backbone networks, C3D [45], 3D-ResNet [8] and R(2+1)D [8] to validate the proposed approach, following prior works [10], [14]. Backbone networks pre-trained with the proposed spatio-temporal statistics will be used as weight initialization and fine-tuned on UCF101 [47] and HMDB51 [48] datasets for the action recognition downstream task.

The other kind of evaluation mode is to use the pre-trained networks as feature extractors for the downstream video analytic tasks, such as video retrieval [10], [11], [14], dynamic scene recognition [16], [49], etc. Without fine-tuning, such a mode can directly evaluate the generality and robustness of the learned features. Performances of the self-supervised methods are compared with both competitive hand-crated video features, such as spatio-temporal interest points (STIP) [42], HOG3D [43], slow feature analysis (SFA) [50], Bags of Spacetime Energies (BoSE) [51], etc., and other self-supervised learning methods.

### 3 Our Proposed Approach

In this section, we first explain the high-level ideas and motivations for designing our novel pretext task with a simple illustration (Sec. 3.1). Next, we formally define the computation of the spatio-temporal statistical labels from the motion aspect (Sec. 3.2) and appearance aspect (Sec. 3.3), respectively. A curriculum learning strategy is presented in Sec. 3.4. Finally, we summarize the whole learning framework with 3D CNNs in Sec. 3.5.

#### 3.1 Motivation

Inspired by human visual system, we break the process of video contents understanding into several questions and encourage a CNN to answer them accordingly: (1) Where is the largest motion in a video? (2) What is the dominant direction of the largest motion? (3) Where is the largest color diversity and what is its dominant color? (4) Where is the smallest color diversity, e.g., the potential background of a scene, and what is its dominant color? The motivation behind these questions is that the human visual system is sensitive to large motions and rapidly changing contents in the visual field, and only needs impressions about rough spatial locations to understand the visual contents. We argue that a good pretext task should be able to capture necessary representations of video contents for downstream tasks, while at the same time does not waste model capacity on learning too detailed information that is not transferable to other downstream tasks. To this end, we design our pretext
task as learning to answer the above questions with only rough spatio-temporal statistical summaries, e.g., for spatial coordinates we employ several spatial partitioning patterns to encode rough spatial locations instead of exact spatial Cartesian coordinates. In the following, we use a simple illustration to explain the basic idea.

Fig. 2 shows an example of a three-frame video clip with two moving objects (blue triangle and green circle). A typical video clip usually contains much more frames while here we use the three-frame clip example for a better understanding of the key ideas. To roughly represent the location and quantify “where”, each frame is divided into 4-by-4 blocks and each block is assigned to a number in an ascending order starting from 1 to 16. The blue triangle moves from block 4 to block 7, and the green circle moves from block 11 to block 12. Comparing the moving distances, we can easily find that the motion of the blue triangle is larger than the motion of the green circle. The largest motion lies in block 7 since it contains moving-in motion between frames \(t\) and \(t+1\), and moving-out motion between frames \(t+1\) and \(t+2\). Regarding the question “what is the dominant direction of the largest motion?”, it can be easily observed that in block 7, the blue triangle moves towards lower-left. To quantify the directions, the full angle 360° is divided into eight angle pieces, with each piece covering a 45° motion direction range, as shown on the right side in Fig.2. Similar to location quantification, each angle piece is assigned to a number in an ascending order counterclockwise. The corresponding angle piece number of “lower-left” is 5.

The above illustration explains the basic idea of extracting statistical labels for motion characteristics. To further consider appearance characteristics “where is the largest color diversity and its dominant color?”, both block 7 and block 12 change from the background color to the moving object color. When considering that the area of the green circle is larger than the area of the blue triangle, we can tell that the largest color diversity location lies in block 12 and the dominant color is green.

Keeping the above ideas in mind, we next formally describe the approach to extract spatio-temporal statistical labels for the proposed pretext task. We assume that by training a spatio-temporal CNN to disclose the motion and appearance statistics mentioned above, better spatio-temporal representations can be learned, which will benefit the downstream video analytic tasks consequently.

### 3.2 Motion Statistics

Optical flow is a commonly used feature to represent motion information in many action recognition methods [1], [7]. In the self-supervised learning paradigm, predicting optical flow between every two consecutive frames is leveraged as a pretext task to pre-train the deep model, e.g., [16]. Here we also leverage optical flow estimated from a conventional non-parametric coarse-to-fine algorithm [52] to derive the motion statistical labels that are regressed in our approach.

However, we argue that there are two main drawbacks when directly using dense optical flow to compute the largest motion in our pretext task: (1) optical flow based methods are prone to being affected by camera motion, since they represent the absolute motion [53], [54]. (2) Dense optical flow contains sophisticated and redundant information for statistical labels computation, thus increasing the learning difficulty and leading to network capacity waste for self-supervised representation learning. To mitigate the influence from the above problems, we instead seek to use a more robust and sparse feature – motion boundary [53].

**Motion Boundary.** Denote the horizontal and vertical components of optical flow as \(u\) and \(v\), respectively. Motion boundaries are derived by computing the \(x\)- and \(y\)-derivatives of \(u\) and \(v\), respectively:

\[
m_u = (u_x, u_y) = \left(\frac{\partial u}{\partial x}, \frac{\partial u}{\partial y}\right), \quad m_v = (v_x, v_y) = \left(\frac{\partial v}{\partial x}, \frac{\partial v}{\partial y}\right),
\]

where \(m_u\) is the motion boundary of \(u\) and \(m_v\) is the motion boundary of \(v\). As motion boundaries capture changes in the flow field, constant or smoothly varying motion, such as motion caused by camera view change, will be cancelled out. Specifically, given an \(N\)-frame video clip, \((N-1) \times 2\) motion boundaries are computed based on \(N - 1\) optical flows. Diverse video motion information can be encoded into two summarized motion boundaries by summing up all these \((N-1)\) sparse motion boundaries \(m_u\) and \(m_v\):

\[
M_u = \left(\sum_{i=1}^{N-1} u_x^i, \sum_{i=1}^{N-1} u_y^i\right), \quad M_v = \left(\sum_{i=1}^{N-1} v_x^i, \sum_{i=1}^{N-1} v_y^i\right),
\]

where \(M_u\) denotes the summarized motion boundaries on horizontal optical flow \(u\), and \(M_v\) denotes the summarized motion boundaries on vertical optical flow \(v\).

**Spatial-aware Motion Statistical Labels.** Based on motion boundaries, we next describe how to compute the spatial-aware motion statistical labels that describe the largest motion location and the dominant direction of the largest motion. Given a video clip, we first divide it into...
spatial blocks using partitioning patterns as shown in Fig 3. Here, we introduce three simple yet effective patterns: pattern 1 divides each frame into 4 × 4 grids; pattern 2 divides each frame into 4 different non-overlapped areas with the same gap between each block; pattern 3 divides each frame by two center lines and two diagonal lines. Then we compute summarized motion boundaries $M_u$ and $M_v$ as described in Eq. 2. Motion magnitude and orientation of each pixel can be obtained by casting $M_u$ and $M_v$ from the Cartesian coordinates to the Polar coordinates.

We take pattern 1 as an example to illustrate how to generate the motion statistical labels, while other patterns follow the same procedure. For the largest motion location labels, we first compute the average magnitude of each block, ranging from block 1 to block 16 in Pattern 1. Then we compare and find out block $B$ with the largest average magnitude from the 16 blocks. The index number of $B$ is taken as the largest motion location label. Note that the largest motion locations computed from $M_u$ and $M_v$ can be different. Therefore, two corresponding labels are extracted from $M_u$ and $M_v$, respectively.

Based on the largest motion block, we compute the dominant orientation label, which is similar to the computation of motion boundary histogram (MBH) [53]. We divide 360° into 8 bins evenly, and assign each bin to a number to represent its orientation. For each pixel in the largest motion block, we use its orientation angle to determine which angle bin it belongs to and add the corresponding magnitude value into the angle bin. The dominant orientation label is the index number of the angle bin with the largest magnitude sum. Similarly, two orientation labels are extracted from $M_u$ and $M_v$, respectively.

Global Motion Statistical Labels. We further propose global motion statistical labels that provide complementary information to the local motion statistics described above. Specifically, given a video clip, the model is asked to predict the frame index (instead of the block index) with the largest motion. To succeed in such a pretext task, the model is encouraged to understand the video contents from a global perspective. Motion boundaries $m_u$ and $m_v$ between every two consecutive frames are used to calculate the largest motion frame index accordingly.

3.3 Appearance Statistics

Spatio-temporal Color Diversity Labels. Given an $N$-frame video clip, we divide it into spatial video blocks by patterns described above, same as the motion statistics. For an $N$-frame video block, we compute the 3D distribution $V_i$ in 3D color space of each frame $i$. We then use the Intersection over Union (IoU) along the temporal axis to quantify the spatio-temporal color diversity as follows:

$$\text{IoU}_{\text{score}} = \frac{V_1 \cap V_2 \cap ... \cap V_{i-1} \cap V_i \cap V_{i+1} \cap ... \cap V_N}{V_1 \cup V_2 \cup ... \cup V_i \cup ... \cup V_N}.$$  

(3)

The largest color diversity location is the block with the smallest $\text{IoU}_{\text{score}}$, while the smallest color diversity location is the block with the largest $\text{IoU}_{\text{score}}$. In practice, we calculate the $\text{IoU}_{\text{score}}$ on R, G, B channels separately and compute the final $\text{IoU}_{\text{score}}$ by averaging them.

Dominant Color Labels. Based on the two video blocks with the largest/smallest color diversity, we compute the corresponding dominant color labels. We divide the 3D RGB color space into 8 bins evenly and assign each bin with an index number. Then for each pixel in the video block, based on its RGB value, we assign a corresponding color bin number to it. Finally, color bin with the largest number of pixels is the label for the dominant color.

Global Appearance Statistical Labels. We also propose global appearance statistical labels to provide supplementary information. Particularly, we use the dominant color of the whole video (instead of a video block) as the global appearance statistical label. The computation method is the same as the one described above.

3.4 Curriculum Learning Strategy

We further propose to leverage the curriculum learning strategy to improve the learning performance. Curriculum learning is first proposed by Bengio et al. [55] in 2009 and the key concept is to present the network with more difficult samples gradually. It is inspired by the human learning process and proven to be effective on many learning tasks [20], [37], [56]. Recently, Hacohen and Weinshall [57] further investigated the curriculum learning in training deep neural networks and proposed two fundamental problems to be resolved: (1) scoring function problem, i.e., how to quantify the difficulty of each training sample; 2) pacing function problem, i.e., how to feed the networks with the sorted training samples. In this work, for self-supervised video representation learning, we describe our solutions to these two problems as follows.

Scoring Function. Scoring function $f$ defines how to measure the difficulty of each training sample. In our case, each video clip is considered to be easy or hard, based on the difficulty to figure out the block with the largest motion, i.e., difficulty to regress the motion statistical labels. To characterize the difficulty, we use the ratio between magnitude sum of the largest motion block and magnitude sum of the entire videos, as the scoring function $f$. When the ratio is large, it indicates that the largest motion block contains the dominant action in the video and is thus easy to find out the largest motion location, e.g., a man skiing in the center of a video with smooth background change. While on the other hand, when the ratio is small, it indicates that the action in the video is relatively diverse or the action is less noticeable, e.g., two persons boxing with another judge walking around. See Sec. 5.4 for more visualized examples.

Formally, given an $N$-frame video clip, two summarized motion boundaries $M_u$ and $M_v$ are computed based on Eq. 2 and the corresponding magnitude maps are denoted as $M_{u}^{\text{mag}}$ and $M_{v}^{\text{mag}}$. Denote the largest motion blocks as $B_{u}$, $B_{v}$ and the corresponding magnitude maps as $B_{u}^{\text{mag}}$, $B_{v}^{\text{mag}}$. The scoring function $f$ is defined as the maximum ratio between the magnitude sum of $B_{u}$, $M_u$ and $B_{v}$, $M_v$:

$$f = \max(\frac{\sum B_{u}^{\text{mag}}}{\sum M_{u}^{\text{mag}}}, \frac{\sum B_{v}^{\text{mag}}}{\sum M_{v}^{\text{mag}}}).$$  

(4)

Here we use the maximum ratio between the horizontal component $u$ and the vertical component $v$. This is because large magnitude in one direction can already define large
motion, e.g., a person running from left to right contains large motion in horizontal direction but small motion in vertical direction. With the scores computed from function \(f\), training samples are sorted in a descending order accordingly, representing the difficulty from easy to hard.

**Pacing Function.** After sorting the samples, the remaining question is how to split these samples into different training steps. Prior works [20], [37], [56] usually adopt a two-stage training scheme, i.e., training examples are divided into two categories: easy and hard. In [57], the authors formally define such a problem as a pacing function \(g\), and introduce three stair-case functions: single step, fixed exponential pacing, and varied exponential pacing, where they demonstrate that these functions have comparable performances [57]. In our case, we adopt the simple single step pacing function (we also tried other functions and similarly found that they show comparable performances). Specifically, we use the first half (descendingly sorted as aforementioned) examples as easy samples and the pacing function is defined as follows:

\[
g = \begin{cases} 
0.5 \times S, & \text{if } i < \text{step\_length} \\
S, & \text{if } i \geq \text{step\_length} \end{cases}
\]  

(5)

where \(S\) is the sorted training clips, \(i\) is the training iteration, and \(\text{step\_length}\) is the number of the iterations to use the entire training samples \(S\). In practice, when the model is converged on the first half training samples, we will use the entire \(S\) for the second-stage training.

### 3.5 Learning with Spatio-temporal CNNs

We consider C3D [45], 3D-ResNet [58], and R(2+1)D [8] as our backbone networks to learn spatio-temporal features. In the preliminary version [22] of this work, we use a light C3D network as described in [45]. It contains 5 convolutional layers, 5 max-pooling layers, 2 fully-connected layers, and a soft-max loss layer, which is similar to CaffeNet [59]. In this version, we further conduct extensive experiments on C3D with BN and adopt two additional modern network architectures for video analytic tasks: 3D-ResNet and R(2+1)D.

C3D [45] network extends 2D convolutional kernel \(k \times k\) to 3D convolutional kernel \(k \times k \times k\) to operate on 3D video volumes. It contains 5 convolutional blocks, 5 max-pooling layers, 2 fully-connected layers, and a soft-max layer in the end to predict action class. Each convolutional block contains 2 convolutional layers except the first two blocks. Batch normalization (BN) is also added between each convolutional layer and ReLU layer.

3D-ResNet [58] is an 3D extension of the widely used 2D architecture ResNet [60], which introduces shortcut connections that perform identity mapping of each building block. A basic residual block in 3D-ResNet (R3D) contains two 3D convolutional layers with BN and ReLU followed. Shortcut connection is introduced between the top of the block and the last BN layer in the block. Following previous work [58], we use 3D-ResNet(18) (R3D-18) as our backbone network, which contains four basic residual blocks and one traditional convolutional block on the top.

R(2+1)D is introduced by Tran et al. [8] recently. It breaks the original spatio-temporal 3D convolution into a 2D spatial convolution and a 1D temporal convolution. While preserving similar network parameters to R3D, R(2+1)D outperforms R3D on the task of supervised video action recognition.

We model our self-supervised task as a regression prob-
lem. The proposed framework is illustrated in Fig. 4, where the Backbone Network can be replaced with each of the above-mentioned architectures and is thoroughly evaluated in the experiment (see Sec. 5.2). $L_2$-norm is leveraged as the loss function to measure the difference between target statistical labels and the predicted labels. Formally, the loss function is defined as follow:

$$L = \lambda_m \|\hat{y}_m - y_m\|^2_2 + \lambda_a \|\hat{y}_a - y_a\|^2_2,$$

where $\hat{y}_m$, $y_m$ denote the predicted and target motion statistical labels, and $\hat{y}_a$, $y_a$ denote the predicted and target appearance statistical labels. $\lambda_m$ and $\lambda_a$ are the weighting parameters that are used to balance the two loss terms.

4 EXPERIMENTAL SETUP

4.1 Datasets

We conduct extensive experimental evaluations on multiple datasets in the following sections. In Sec. 5, we validate the proposed approach through extensive ablation studies on action recognition downstream task using three datasets, Kinetics-400 [25], UCF101 [47], and HMDB51 [48]. In Sec. 6, we demonstrate the transferability of the proposed method and compare to other state-of-the-art methods on four downstream tasks, including action recognition task and video retrieval task on UCF101 and HMDB51 datasets, dynamic scene recognition task on YUPENN dataset [49], and action similarity labeling task on ASLAN dataset [61].

Kinetics-400 (K-400) [25] is a large-scale human action recognition dataset proposed recently, which contains around 306k videos of 400 action classes. It is divided into three splits: training split, validation split and testing split. Following prior work [20], we use the training split as pre-training dataset, which contains around 240k video samples.

UCF101 [47] is a widely used dataset which contains 13,320 video samples of 101 action classes. It is divided into three splits. Following prior work [14], we use the training split 1 as self-supervised pre-training dataset and the training/testing split 1 for downstream task evaluation.

HMDB51 [48] is a relatively small action dataset which contains around 7,000 videos of 51 action classes. This dataset is very challenging as it contains large variations in camera viewpoint, position, scale and etc. Following prior work [14], we use the training/testing split 1 to evaluate the proposed self-supervised learning method.

YUPENN [49] is a dynamic scene recognition dataset which contains 420 video samples of 14 dynamic scenes. We follow the recommended leave-one-out evaluation protocol [49] when evaluating the proposed method.

ASLAN [61] is a video dataset focusing on the action similarity labeling problem and contains 3,631 video samples of 432 classes. In this work, we use it as a downstream evaluation task to validate the generality of the learned spatio-temporal representations. During testing, following prior work [61], we use a 10-fold cross validation with leave-one-out evaluation protocol.

4.2 Implementation Details

Self-supervised Pre-training Stage. When pre-training on UCF101 dataset, video samples are first split into non-overlapped 16 frame video clips and are randomly selected during pre-training. While when pre-training on K-400, following prior works [13], [20], we randomly select a consecutive 16-frame video clip and the corresponding 15-frame optical flow clip from each video sample. Each video clip is reshaped to spatial size of $128 \times 171$. As for data augmentation, we randomly crop the video clip to $112 \times 112$ and apply random horizontal flip for the entire video clip. Weights of motion statistics $\lambda_m$ and appearance statistics $\lambda_a$ are empirically set to be 1 and 0.1. The batch size is set to 30 and we use SGD optimizer with learning rate $5 \times 10^{-4}$, which is divided by 10 for every 6 epochs and the training process is stopped at 20 epochs.

Supervised Fine-tuning Stage. During the supervised fine-tuning stage, weights of convolutional layers are retained from the self-supervised pre-trained models and weights of the fully-connected layers are re-initialized. The whole network is then trained again with cross-entropy loss on action recognition task with UCF101 and HMDB51 datasets. Image pre-processing procedure and training strategy are the same as the self-supervised pre-training stage, except that the initial learning rate is changed to 0.003.

Evaluation. For action recognition task, during testing, video clips are resized to $128 \times 171$ and center-cropped to $112 \times 112$. We consider two evaluation methods: clip accuracy and video accuracy. The clip accuracy is computed by averaging the accuracy of each clip from the testing set. While the video accuracy is computed by averaging the softmax probabilities of uniformly selected clips in each video [14] from the testing set. In all of the following experiments, to have a fair comparison with prior works [10], [14], [20], we use video accuracy to evaluate our approach, apart from the ablation studies on the effectiveness of each component (Sec. 5.1), where we use clip accuracy to keep a consistency with the previous conference paper [22].

We further evaluate the self-supervised pre-trained models by using them as feature extractors and comparing with state-of-the-art methods on many other downstream video analytic tasks, such as video retrieval, dynamic scene recognition, etc. This allows us to evaluate the generality of the learned spatio-temporal representations directly without fine-tuning. More evaluation details are presented in Sec. 6 for individual downstream tasks.

5 ABLATION STUDIES AND ANALYSES

In this section, we conduct extensive ablation studies to validate the proposed method and investigate four important questions: (1) How does each component proposed in our method contribute to the self-supervised video representation learning? (2) How does the type of backbone network affect the performance of downstream tasks? (3) How does the amount of pre-training data affect the self-supervised video representation learning? (4) Does the proposed curriculum learning strategy help to further improve the video representation learning?

5.1 Effectiveness of Each Component

We study the effectiveness of each component on C3D without BN in the following. The effectiveness of more powerful backbone networks is presented in Sec. 5.2.
TABLE 1: Ablation Experiments on Spatio-temporal Statistics Component.
(a) Partitioning statistical patterns
| Initialization | UCF101(%) | HMDB51(%) |
|---------------|-----------|-----------|
| Random        | 45.4      | 24.0      |
| Motion pattern 1 | 53.8      | 21.3      |
| Motion pattern 2 | 53.2      | 32.2      |
| Motion pattern 3 | 54.2      | 34.1      |
(b) Local and global statistics
| Initialization | UCF101(%) | HMDB51(%) |
|---------------|-----------|-----------|
| Random        | 45.4      | 19.7      |
| Motion global | 48.3      | 20.3      |
| Motion pattern all | 55.4      | 30.0      |
| Motion pattern all + global | 57.8      | 32.6      |
(c) Motion and appearance statistics
| Initialization | UCF101(%) | HMDB51(%) |
|---------------|-----------|-----------|
| Random        | 45.4      | 19.7      |
| Appearance    | 48.6      | 20.3      |
| Motion        | 57.8      | 30.0      |
| Joint         | 58.8      | 32.6      |

TABLE 2: Evaluation of three different backbone networks on the UCF101 dataset and HMDB51 dataset. When pre-training, we use our self-supervised pre-training model as weight initialization.

| Experimental setup | Pre-training | Backbone | #Params. | Downstream task(%) | UCF101 | HMDB51 |
|-------------------|--------------|----------|----------|--------------------|--------|--------|
|                   | X            | C3D      | 33.4M    | 61.7               | 24.0   |
|                   | ✓            | R3D-18   | 14.4M    | 54.5               | 21.3   |
|                   | ✓            | R(2+1)D  | 14.4M    | 67.2               | 32.7   |
|                   | X            | R(2+1)D  | 14.4M    | 56.0               | 22.0   |
|                   | ✓            | R(2+1)D  | 14.4M    | 73.6               | 34.1   |
|                   | ✓            | R(2+1)D  | 14.4M    | 69.3               | 34.2   |

Pattern. We study the performances of three partitioning patterns as described in Sec. 3.2. Here, we analyze and show the performances based on the motion statistics while the appearance statistics follows the same trend. As shown in Table 1a, all three patterns achieve comparable results. When compared to random initialization, i.e., training from scratch, each pattern improves by around 8%.

Local v.s. Global. We study the performances of local statistics, where is the largest motion location?, global statistics, which is the largest motion frame?, and their ensemble. As can be seen in Table 1b, when the three local patterns are combined together, we can further get around 1.5% improvement, compared to single pattern (Table 1a). The global statistics also serves as a useful supervision signal with an improvement of 3%. All motion statistics labels (all three patterns and global statistics) achieve 57.8% accuracy on the UCF101 dataset, which outperforms the random initialization by 12.4%.

Motion, RGB, and Joint Statistics. We finally analyze the performances of motion statistics, appearance statistics, and their combination, in Table 1c. It can be seen that both appearance and motion statistics serve as useful self-supervised signals for action recognition problem. But the motion statistics is more powerful as the temporal information appears to be more important for action recognition task. When combined motion and appearance statistics, the performance can be further improved.

5.2 Effectiveness of Backbone Networks
Recently, modern spatio-temporal representation learning architectures, such as R3D-18 [58] and R(2+1)D [8], have been used to validate self-supervised video representation learning methods [10], [14]. While the performances of downstream tasks are significantly improved, this practice introduces a new variable, backbone network, which could interfere with the evaluation of the pretext task itself. In the following, we first evaluate our proposed method with these modern backbone networks in Table 2. Following that, we compare our method with some recent works [10], [14] on these three network architectures, in Fig. 5.

We present the performances of different backbone networks on UCF101 and HMDB51 datasets under two settings: without pre-training and with pre-training, in Table 2. When there is no pre-training, baseline results are obtained by training from scratch on each result. When there is pre-training, backbone networks are first pre-trained on UCF101 dataset with the proposed method and then used as weights initialization for the following fine-tuning. Best performances under each setting are shown in bold. From the results we have the following observations: (1) Drastic improvement is achieved on both action recognition datasets across three backbone networks. With C3D it improves UCF101 and HMDB51 by 9.6% and 13.8%; with R3D-18 it improves UCF101 and HMDB51 by 13.6% and 12.1%; with R(2+1)D it improves UCF101 and HMDB51 by 19.5% and 15.9% remarkably. (2) Compared to C3D, R3D-18 and R(2+1)D benefit more from the self-supervised pre-training. Despite C3D achieves the best performance in the no pre-training setting, R(2+1)D finally achieves the highest accuracy on both datasets in the self-supervised setting. (3) The proposed method using (2+1)D convolution, i.e., R(2+1)D, achieves better performance than using 3D convolution, i.e., R3D-18, while with similar number of network parameters. Similar observation is also demonstrated in supervised action recognition task [8], where R(2+1)D performs better than R3D-18 on K-400 dataset.

We further compare our method with two recent proposed pretext tasks VCOP [14] and VCP [10] on these three backbone networks in Fig. 5. Three key observations are illustrated: (1) The proposed self-supervised learning method achieves the best performance across all three backbone networks on both UCF101 and HMDB51 datasets. This

Fig. 5: Action recognition accuracy on three backbone networks (horizontal axis) using four initialization methods.
demonstrates the superiority of our method and shows that the performance improvement is not merely due to the usage of the modern networks. The proposed spatio-temporal statistical labels indeed drive neural networks to learn powerful spatio-temporal representations for action recognition. (2) For all three pretext tasks, R(2+1)D enjoys the largest improvement (compared to Random) for both datasets, which is similar to the observation in the above experiments. (3) No best network architecture is guaranteed for different pretext tasks. R(2+1)D achieves the best performance with our method and VCOP, while C3D achieves the best performance with VCP.

5.3 Effectiveness of Pre-training Data

In the following, we consider two scenarios to investigate the effectiveness of pre-training data. One is comparison on different pre-training datasets with different data scales. The other is comparison on the same pre-training dataset but with different pre-training data size.

Pre-training Dataset Analysis. We analyze the performances of training on a relatively small-scale dataset UCF101 [47] and on a large-scale dataset K-400 [25]. The pre-trained models are evaluated on two downstream datasets: UCF101 and HMDB51 w.r.t. three different backbone networks as shown in Fig. 6. It can be seen that the performance could be further improved when pre-training on a larger dataset across all the backbone networks and on both downstream datasets. The effectiveness of larger dataset is also demonstrated in prior works [20], [62].

Dataset Scale Analysis. We further consider to pre-train backbone networks on different proportions of the same K-400 dataset. In practice, $1/k$ of K-400 is used for pre-training, where $k = 16, 8, 4, 2, 4/3, 1$. To obtain the corresponding pre-training dataset for $k = 16, 8, 4, 2$, we select one sample from every $k$ samples of the original full K-400. As for $k = 4/3$, we first retain half of the K-400, and then select one sample from every 2 samples in the remaining half dataset. We conduct extensive experiments on three backbone networks and two downstream datasets as shown in Fig. 7. It can be seen from the figure that increase of pre-training data scale does not lead to linear increase of the performance. The effectiveness of the data scale would saturate towards using the full K-400 dataset. Taking R(2+1)D as an example, compared with using full K-400, using half of the K-400 only leads to inconsequential drop from the highest performance. Besides, using 1/8 of the K-400 can already achieve half of the improvement compared to training from scratch. Similar observation is also demonstrated in supervised transfer learning [63]. This suggests that when considering limited computing resources, it would be important and interesting to adopt an attentive selection of the training samples.

5.4 Effectiveness of Curriculum Learning Strategy

The performances of the proposed curriculum learning strategy are shown in Table 3. Compared with the baseline results (100% K-400), the performances are further boosted on both UCF101 dataset (77.8% vs. 76.5%) and HMDB51...
dataset (40.5% vs. 37.9%), which validates the effectiveness of the proposed curriculum learning strategy. It is also interesting to note that when using the first half of the sorted training samples, i.e., simple samples or the last half, i.e., difficult samples, the performances on UCF101 dataset are both lower than the random half of K-400. Such observations further validate that the careful selection of training samples is of necessity in self-supervised representation learning.

Three video samples ranked from easy to hard are shown in Fig. 8. As described in Sec. 3.4, difficulty to regress the motion statistical labels is used to define the scoring function \( f \) to rank the training samples. Note that the appearance statistics labels are not considered when computing \( f \) as they demonstrate relatively limited improvement in action recognition task as shown in Table 1c.

### 6 Comparison with State-of-the-arts

In this section, we validate the proposed method both quantitatively and qualitatively, and compare with state-of-the-arts on four video understanding tasks: action recognition (Sec. 6.1), video retrieval (Sec. 6.2), dynamic scene recognition ( Sec. 6.3), and action similarity labeling (Sec. 6.4).

#### 6.1 Action Recognition

Table 4 compares our method with other self-supervised learning methods on the task of action recognition. We have the following observations: (1) Compared with random initialization (training from scratch), networks fine-tuned on pre-trained models with the proposed self-supervised method achieve significant improvement on both UCF101 (77.8% vs. 56%) and HMDB51 (40.5% vs. 22.0%). Such results demonstrate the great potential of self-supervised video representation learning. (2) Our method achieves state-of-the-art performance on both datasets, improving UCF101 by 2.1% and HMDB51 by 4.8% compared with DPC [20]. Note that the input size of DPC is \( 224 \times 224 \) and when considering the same input size \( 112 \times 112 \) as ours, the proposed method improves DPC on UCF101 by 9.6%. (3) Similar to the observation in Sec. 5.2, besides pretext tasks, backbone networks also play an important role in self-supervised video representation learning. For example, pretext tasks using 3D neural networks significantly outperforms those using 2D neural networks.

**Attention Visualization.** Fig. 9 visualizes the attention maps on several video samples using [65]. For action classes with subtle differences, e.g., Apply lipstick and Apply eye makeup, the pre-trained model is sensitive to the location that is exactly the largest motion location as quantified by the summarized motion boundaries \( M_v \) and \( M_u \). It is also interesting to note that for the SumoWrestling video sample (the fifth column), although three persons (two players and one judge) have large motion in direction \( u \), only players demonstrate large motion in direction \( v \). As a result, the attention map is mostly activated around the players.

The performances on the action recognition downstream task strongly validate the great power of self-supervised learning methods. The proposed pretext task is demonstrated to be effective in driving backbone networks to learn spatio-temporal features for action recognition. While to the goal of learning generic features, it is also important and interesting to evaluate the absolute effect of the learned features without fine-tuning on the downstream task. In the following, we directly evaluate the features on three different problems by using the networks as feature extractors.

#### 6.2 Video Retrieval

We evaluate spatio-temporal representations learned from the self-supervised method on video retrieval task.
TABLE 5: Comparison with state-of-the-art self-supervised learning methods on the video retrieval task with the UCF101 dataset. The best results from pool5 w.r.t. each 3D backbone network are shown in bold. The results from pool4 on our method are in italic and highlighted.

| Method       | Top1  | Top5  | Top10 | Top20 | Top50 |
|--------------|-------|-------|-------|-------|-------|
| AlexNet      |       |       |       |       |       |
| Jigsaw [28]  | 19.7  | 28.5  | 33.5  | 40.0  | 49.4  |
| OPN [12]     | 19.9  | 28.7  | 34.0  | 40.6  | 51.6  |
| Deep RL [9]  | 25.7  | 36.2  | 42.2  | 49.2  | 59.5  |
| Ours         |       |       |       |       |       |
| Ours (p4)    | 20.5  | 39.6  | 50.8  | 62.2  | 76.7  |
| Ours (p3)    | 30.1  | 49.6  | 58.8  | 67.6  | 78.5  |

| Method       | Top1  | Top5  | Top10 | Top20 | Top50 |
|--------------|-------|-------|-------|-------|-------|
| C3D          |       |       |       |       |       |
| Random       | 16.7  | 27.5  | 33.7  | 41.4  | 53.0  |
| VCP [14]     | 12.5  | 29.0  | 39.0  | 50.6  | 66.9  |
| VCP [10]     | 17.3  | 31.5  | 42.0  | 52.6  | 67.7  |
| Ours         |       |       |       |       |       |
| Ours (p4)    | 20.5  | 39.6  | 50.8  | 62.2  | 76.7  |
| Ours (p3)    | 30.1  | 49.6  | 58.8  | 67.6  | 78.5  |

| Method       | Top1  | Top5  | Top10 | Top20 | Top50 |
|--------------|-------|-------|-------|-------|-------|
| R3D-18       |       |       |       |       |       |
| Random       | 9.9   | 18.9  | 26.0  | 35.5  | 51.9  |
| VCP [14]     | 14.1  | 30.3  | 40.4  | 51.1  | 66.5  |
| VCP [10]     | 18.6  | 33.6  | 42.5  | 53.5  | 68.1  |
| Ours         |       |       |       |       |       |
| Ours (p4)    | 23.9  | 43.9  | 54.3  | 64.9  | 78.2  |
| Ours (p3)    | 28.7  | 47.7  | 58.3  | 67.8  | 78.5  |

| Method       | Top1  | Top5  | Top10 | Top20 | Top50 |
|--------------|-------|-------|-------|-------|-------|
| R2(1+1)D     |       |       |       |       |       |
| Random       | 10.6  | 20.7  | 27.4  | 37.4  | 53.1  |
| VCP [14]     | 10.7  | 25.9  | 35.4  | 47.3  | 63.9  |
| VCP [10]     | 19.9  | 33.7  | 42.0  | 50.5  | 64.4  |
| Ours         |       |       |       |       |       |
| Ours (p4)    | 21.2  | 40.1  | 51.5  | 62.5  | 77.1  |
| Ours (p3)    | 26.2  | 45.9  | 56.5  | 66.3  | 78.4  |

(2) R3D-18 is more robust to such performance decline as its turning point occurs at pool4 layer while others usually occur at pool3 layers, especially on the Top-20 and Top-50 experiments. (3) Our self-supervised method significantly outperforms the supervised method, especially at deeper layers. This suggests that features learned from our self-supervised method are more robust and generic when transferring to the video retrieval task. Some qualitative video retrieval results are shown in Fig. 11.

6.3 Dynamic Scene Recognition

We further study the transferability of the learned features on dynamic scene recognition problem with the YUPENN dataset [49], which contains 420 video samples of 14 dynamic scenes. Following prior work [45], each video sample is first split into 16-frame clips with 8 frames overlapped. Then the spatio-temporal feature of each clip is extracted based on the self-supervised pre-trained models from pooling layers. In practice, similar to Sec. 6.2, we investigate the best-performing pooling layer w.r.t. each backbone network in such a problem, where for C3D and R(2+1)D, the best-performing layer is pool3; for R3D-18, the best-performing layer is pool4. Next, video-level representations are obtained by averaging the corresponding video-clip features, followed by $L_2$ normalization. Finally, a linear SVM is used for classification and we follow the same leave-one-out evaluation protocol as described in [49].

We compare our approach with state-of-the-art hand-crafted features and other self-supervised learning methods in Table 7. It can be seen from the table that the proposed method significantly outperforms the second best self-supervised learning method Geometry [16] by 9.8%, 6.9%, and 6.2% w.r.t. C3D, R3D-18, and R(2+1)D backbone networks, respectively. Besides, our method also outperforms the best hand-crafted feature BoSE [51] by 0.5%. Note that BoSE combined different sophisticated feature encodings (FV, LLC and dynamic pooling) while we only use average
pooling with a linear SVM. It is therefore demonstrated that the spatio-temporal features learned from the proposed self-supervised learning method have impressive transferability.

### 6.4 Action Similarity Labeling

In this section we introduce a challenging downstream task – action similarity labeling. The learned spatio-temporal representations are evaluated on the ASLAN dataset [61], which contains 3,631 video samples of 432 classes. Unlike action recognition task or dynamic scene recognition task that aims to predict the actual class label, the action similarity labeling task focuses on the similarity of two actions instead of the actual class label. That is, given two video samples, the goal is to predict whether the two samples are of the same class or not. This task is quite challenging as the test set contains never-before-seen actions [61].

To evaluate on the action similarity labeling task, we use the self-supervised pre-trained models as feature extractors and use a linear SVM for the binary classification, following prior work [45]. Specifically, given a pair of videos, each
video sample is first split into 16-frame clips with 8 frames overlapped and then fed into the network to extract features from the pool3, pool4 and pool5 layers. The video-level spatio-temporal feature is obtained by averaging the clip features, followed by $L_2$ normalization. After extracting three types of features for each video, we then compute 12 different distances for each feature as described in [61]. The three 12 (dis-)similarities are concatenated together to obtain a 36-dimensional feature. Since the scales of each distance are different, we normalize the distances separately into zero-mean and unit-variance, following [45]. A linear SVM is used for classification and we use the 10-fold leave-one-out cross validation same as [45], [61].

Table 8 compares our method with full-supervised methods and hand-crafted features. We set a new baseline for the self-supervised method as no previous self-supervised learning methods have been validated on this task. We have the following observations: (1) Our method outperforms the hand-crafted features: HOF, HOG, and HNF(a composition of HOG and HOF). While there is still a big gap between the full supervised method. (2) Unlike the observations in previous experiments (e.g., action recognition), the performances of the three backbone networks are comparable with each other. We suspect the reason lies on the fine-tuning scheme leveraged in previous evaluation protocols, where the backbone architecture plays an important role. As a result, we suggest that the proposed evaluation on the ASLAN dataset (Table 8) could serve as a complementary evaluation task for self-supervised video representation learning to alleviate the influence of backbone networks.

7 Conclusions

In this work, we presented a novel approach for self-supervised video representation learning by regressing a set of spatio-temporal labels derived from motion and appearance statistics. A curriculum learning strategy was incorporated to further improve the representation learning performance. To validate the effectiveness of our method, we conducted extensive experiments on four downstream tasks of action recognition, video retrieval, dynamic scene recognition, and action similarity labeling, over three different backbone networks, C3D, R3D-18 and R(2+1)D. Our method is shown to achieve state-of-the-art performance on various datasets accordingly. When directly evaluating the learned features by using the pre-trained models as feature extractors, our approach demonstrates great robustness and transferability to the downstream tasks and significantly outperforms the competing self-supervised methods.

It is demonstrated in recent works that larger input video size [20], longer input video length [64] and a more powerful backbone network [67] could further improve the self-supervised video representation learning. It would be interesting to extend the current method to these experimental settings. Another promising direction is to incorporate conventional machine learning methods and explore their effectiveness for self-supervised learning. For instance, we use the traditional MBH to compute the pretext task labels and validate its superiority over the other self-supervised learning methods. Some recent studies [68], [69] also demonstrate that the extension of traditional Noise-Contrastive Estimation [70] in contrastive learning achieves promising results in self-supervised visual representation learning.
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