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Abstract—In this letter, we consider linear precoding for downlink massive multi-user (MU) multiple-input multiple-output (MIMO) systems. We propose the novel successively-regularized zero forcing (SRZF) precoding, which exploits successive null spaces of the MIMO channels of the users, along with regularization, to control the inter-user interference (IUI) and to enhance performance and robustness to imperfect channel state information (CSI) at the base station (BS). We study the IUI characteristics of the proposed SRZF precoding for perfect and imperfect CSI at the BS. Furthermore, via computer simulations, we compare the sum rate of SRZF precoding with those of several baseline schemes including conventional and regularized zero forcing (ZF) precoding. Our simulation results reveal that, for massive MIMO systems with inter-user channel correlations, the proposed SRZF precoding significantly outperforms the considered baseline schemes for both perfect and imperfect CSI at the BS.

Index Terms—MIMO communication, massive MIMO, precoding, space division multiplexing.

I. INTRODUCTION

MASSIVE multi-user (MU) multiple-input multiple-output (MIMO) is a promising technology for the 6th generation (6G) and beyond communication systems where base stations (BSs) will employ a large number of antennas for transmission and reception [1]. For downlink massive MU-MIMO systems, linear zero forcing (ZF) precoding [2], [3] has been shown to be asymptotically optimal as the number of BS antennas grows large while the number of users is kept constant [1].

However, in practical systems, ZF precoding achieves a high performance only in severely underloaded systems, where the total number of user antennas is much smaller than the number of BS antennas, and when the user channels are sufficiently distinct. On the other hand, for overloaded and critically-loaded systems, where the total number of user antennas is greater than or equal to the number of BS antennas, and when the user channels are correlated, ZF precoding suffers from poor performance, see, e.g., [4]. Alternatively, block diagonalization (BD) [5] has a slightly better performance than ZF precoding in critically-loaded systems. However, BD precoding suffers from poor performance in underloaded systems, see, e.g., simulation results in [4], [6].

In order to overcome the poor performance of ZF precoding and to enhance the robustness to imperfect channel state information (CSI) at the BS, Wiener filter (WF) and regularized ZF (RZF) precoding were proposed in [7] and [8], [9], respectively, where regularization constants were utilized to overcome the challenges arising from the inversion of ill-conditioned matrices. However, WF and RZF precoding introduce inter-user interference (IUI) among all users, which limits their performance, see, e.g., [4], [10].

On the other hand, successive null space (SNS) precoding, which exploits successive null spaces of the MIMO channel matrices of the users to enhance the performance and robustness to imperfect CSI at the BS, was proposed recently in [4], in the context of MIMO rate-splitting multiple access (RSM). SNS precoding can also be utilized as a linear precoding scheme if rate splitting and successive interference cancellation are to be avoided. In [4], SNS precoding was shown to provide a balance between IUI cancellation and robustness, and achieved superior performance compared to BD, ZF, and RZF precoding for both perfect and imperfect CSI at the BS. Unfortunately, the algorithm for computing the SNS precoders provided in [4] entails a comparatively high computational complexity, limiting its practical applicability.

In this letter, we develop a novel, low-complexity successively-regularized zero forcing (SRZF) linear precoding scheme, which exploits successive null spaces of the MIMO channels of the users, along with regularization, to control the IUI and enhance performance and robustness to imperfect CSI at the BS. The main contributions of this letter are as follows.

- We introduce the proposed novel SRZF precoding scheme.
- We study the IUI characteristics of SRZF precoding for perfect and imperfect CSI at the BS.
- We compare the sum rate (SR) performance of the proposed SRZF precoding with those of SNS [4], BD [5], ZF [2], RZF [8], [9], and WF [7] precoding via simulations.

Our simulation results reveal that, for massive MIMO systems with inter-user MIMO channel correlations and for both perfect and imperfect CSI at the BS, the proposed SRZF precoding scheme significantly outperforms conventional BD, ZF, RZF, and WF precoding, and provides a low-complexity alternative to SNS precoding with a moderate loss in performance.

The remainder of this letter is organized as follows. In Section II, we provide the system model and a brief review of SNS precoding [4]. In Section III, we describe the proposed SRZF precoding and decoding schemes. The IUI characteristics of SRZF precoding are analyzed in Section IV. Simulation
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results are presented in Section V, and the letter is concluded in Section VI.

**Notation**: Boldface capital letters $X$ and boldface lowercase letters $x$ denote matrices and vectors, respectively, $X^H$, $X^+$, and tr$(X)$ denote the Hermitian transpose, pseudo-inverse, and trace of matrix $X$, respectively, $C^{m \times n}$ and $R^{m \times n}$ denote the sets of $m \times n$ matrices with complex-valued and real-valued entries, respectively. The $(i, j)$-th entry of matrix $X$ is denoted by $[X]_{i,j}$ and the $i$-th element of vector $x$ is denoted by $[x]_i$. $I_n$ denotes the $n \times n$ identity matrix. The circularly symmetric complex-valued Gaussian distribution with mean $\mu$ and covariance matrix $\Sigma$ is denoted by $CN(\mu, \Sigma)$; $\sim$ stands for “distributed as”. $E[\cdot]$ denotes statistical expectation.

## II. PRELIMINARIES

In this section, we present the considered downlink MIMO system model, the imperfect CSI model, and a brief review of SNS precoding [4].

### A. System Model

We consider an underloaded or critically loaded downlink MU-MIMO communication system comprising a BS with $N$ transmit antennas and $K$ users equipped with $M_k$, $k = 1, \ldots, K$ antennas such that $N \geq \sum_{k=1}^{K} M_k = M$, where $M$ denotes the total number of user antennas.

We assume that $M_k$ streams are transmitted to user $k$, $k = 1, \ldots, K$. If fewer streams are desired, then user $k$’s MIMO channel can be transformed into a matrix with fewer effective receive antennas via singular value decomposition (SVD) [3] and $M_k$ can be redefined accordingly. Let $s_k \in C^{M_k \times 1}$ denote the MIMO symbol vector of user $k$ satisfying $E[s_k s_k^H] = I_{M_k}$, $k = 1, \ldots, K$. We assume that the $[s_k]_i$, $i = 1, \ldots, M_k$, $k = 1, \ldots, K$, are independent. For transmission, $s_k$ is precoded using linear precoder $P_k \in C^{N \times M_k}$, $k = 1, \ldots, K$, to obtain overall transmit signal $x = \sum_{k=1}^{K} P_k s_k$. The power constraint at the BS is given by

$$\sum_{k=1}^{K} \text{tr}(P_k P_k^H) \leq P_T, \quad (1)$$

where $P_T$ denotes the available transmit power. Let $H_k = C^{M_k \times N}$ denote the MIMO channel matrix between the BS and user $k$, where scalar $L_k$ models the path loss between the BS and user $k$, and $H_k$ models the small scale fading. Here, we assume that all MIMO channel matrices have full row rank. Then, the received signal at user $k$ is given by

$$y_k = \frac{1}{\sqrt{L_k}} H_k x + z_k = \frac{1}{\sqrt{L_k}} H_k \sum_{k'=1}^{K} P_k s_{k'} + z_k, \quad (2)$$

where $z_k \in C^{M_k \times 1}$ $\sim$ $CN(0, \sigma^2 I_{M_k})$ denotes the complex additive white Gaussian noise (AWGN) vector at user $k$.

### B. Imperfect CSI Model

In this letter, we assume that only quantized and outdated MIMO channel matrices $\hat{H}_k$, $k = 1, \ldots, K$, are available at the BS for computing the precoders. Nevertheless, we assume that the BS knows scalar $L_k$ perfectly, and the users know their own MIMO channel matrices perfectly.\footnote{This assumption is motivated by the slow variation of path loss $L_k$ and the resulting low feedback requirement.}

We model the imperfect MIMO channel matrices by the BS as $\frac{1}{\sqrt{L_k}} \hat{H}_k = \frac{1}{\sqrt{L_k}} H_k + \delta H_k$, for $k = 1, \ldots, K$, where $\delta H_k$ denotes the actual MIMO channel matrix of user $k$, and $\delta H_k \in C^{M_k \times N}$ models the CSI error at the BS [12].

### C. SNS Precoding

Let $\Psi_k \in C^{N \times N_k}$, $N_k = N - \sum_{k'=1}^{K} M_{k'}$, denote a matrix whose columns are the unit-length basis vectors of the null space of the following augmented matrix: $F_k = [H_1^T H_2^T \ldots H_{k-1}^T]^T \in C^{(N-N_k) \times N}$, with the convention $\Psi_1 = I_N$. The SNS precoder [4] for user $k$ is constructed as $P_k = \Psi_k W_k \frac{1}{\sqrt{L_k}}$, where $W_k \in C^{N_k \times M_k}$ is a rectangular matrix, which is used for combining the column vectors of $\Psi_k$ into the precoding matrices and for power allocation (PA). Furthermore, for SNS precoding, the power constraint in (1) can be rewritten as $\sum_{k=1}^{K} \text{tr}(W_k W_k^H) \leq P_T$. Now, with SNS precoding, the received signal in (2) simplifies to

$$y_k = \frac{1}{\sqrt{L_k}} H_k \sum_{k'=1}^{K} P_k s_{k'} + z_k.$$ That is, user $k$ experiences IUI from users $1, \ldots, k-1$, and causes IUI to users $k+1, \ldots, K$, which, for the optimal $W_k$, $k = 1, \ldots, K$, enhances performance and robustness compared to BD, ZF, and RZF precoding, see [4] for details. However, obtaining the optimal $W_k$, $k = 1, \ldots, K$, via [4, Algorithm 1] is computationally complex, limiting the applicability of SNS precoding in practice.

## III. PROPOSED SRZF PRECODING AND DECODING SCHEMES

In this section, we introduce the proposed SRZF precoding and decoding schemes and determine the resulting achievable user rates.

### A. Precoding Scheme

Let $\bar{H} = [H_1^T \ldots H_K^T]^T \in C^{M \times N}$. Furthermore, let $m_k = \sum_{k'=1}^{K} M_{k'} + 1$, with $m_1 = 1$, denote the index of the first row of user $k$’s channel in $\bar{H}$, defined above. Moreover, let $J_k \in R^{M \times M}$ denote a real-valued, diagonal matrix such that $[J_k]_{ii} = 1$, $i_k = m_k, \ldots, M$, $k = 1, \ldots, K-1$, and the remaining elements are zero, with the convention $J_K = 0$. Then, the proposed precoder matrix for user $k$, $P_k \in C^{N \times M_k}$, is chosen as:

$$P_k = \bar{H}^H \tilde{\Phi}_k D_k^{-\frac{1}{2}}, \quad (3)$$

where $\tilde{\Phi}_k = [\tilde{\phi}_k, 1, \ldots, \tilde{\phi}_k, M_k] \in C^{N \times M_k}$ contains columns $m_k, \ldots, m_k + M_k - 1$ of matrix $(\bar{H} \bar{H}^H + \alpha_k J_k)^{-1}$.
\[ \alpha_k > 0, k = 1, \ldots, K, \] 
\[ D_k \in \mathbb{R}^{M_k \times M_k} \succeq 0, k = 1, \ldots, K, \] 
is a small regularization constant whose role is described later, and \( D_k \) is the diagonal power-allocation matrix, which based on (1) and (3) has to satisfy the power constraint:
\[ \sum_{k=1}^{K} \text{tr} \left( H^H \tilde{\Phi}_k D_k \tilde{\Phi}_k^H H \right) \leq P_T. \]  
(4)

**Remark 1:** SRZF precoding reduces to ZF precoding for \( \alpha_k = 0, k = 1, \ldots, K, \) and to RZF precoding if \( \alpha_k J_k \) is replaced by \( \alpha_k I_{M_k}, k = 1, \ldots, K. \)

**Remark 2:** A more general version of SRZF precoding can be obtained by utilizing an arbitrary (diagonal) regularization matrix instead of \( \alpha_k J_k, \) which enables a greater control of the IUI, see Section IV for details; see also the banded structure proposed in [13].

**B. Decoding at the Receivers**

Substituting (3) into (2), the received signal at user \( k \) can be simplified to:
\[ y_k = \frac{1}{\sqrt{\tilde{L}_k}} \bar{G}_{k,k} D_{k}^{\frac{1}{2}} s_k + u_k + z_k, \]
where \( \bar{G}_{k,k'} = H_{k,k} H^H \Phi \in \mathbb{C}^{M_k \times M_k}, k = 1, \ldots, K, \) is the effective MIMO channel for user \( k \) to the symbol vector of user \( k' \) and
\[ u_k = \frac{1}{\sqrt{\tilde{L}_k}} \sum_{k'=1, k' \neq k}^{K} \bar{G}_{k,k'} D_{k'}^{\frac{1}{2}} s_{k'} \in \mathbb{C}^{M_k \times 1} \] is the IUI for user \( k. \)
Here, at user \( k, \) based on \( y_k \) above, the elements of \( s_k \) are decoded jointly treating \( u_k \) as noise.

**C. Achievable Rates and Sum Rate**

Based on \( y_k, \) the achievable rate for the symbol vector of user \( k, k = 1, \ldots, K, \) is given as follows:
\[ R_k = \log_2 \det \left( I_{M_k} + \frac{1}{\tilde{L}_k} \bar{G}_{k,k} D_k \bar{G}_{k,k}^H \bar{N}_k^{-1} \right), \]
where \( \bar{N}_k = \sigma^2 I_{M_k} + \frac{1}{\tilde{L}_k} \sum_{k'=1, k' \neq k}^{K} \bar{G}_{k,k'} D_{k'} \bar{G}_{k,k'}^H. \) Thus, the SR is given by
\[ R_{\text{SR}} = \sum_{k=1}^{K} R_k. \]

**D. Fixed Power Allocation**

In this letter, for simplicity, we restrict ourselves to fixed power allocation (FPA). For FPA, based on [9], we choose
\[ D_{k,l,l} = P_T / (M \text{tr} \left( H^H \tilde{\Phi}_k \tilde{\Phi}_k^H H \right)), \]
(5)
for \( k = 1, \ldots, K, \) \( l = 1, \ldots, M_k, \) where \( \tilde{\Phi}_k,l \) is the \( l \)-th column of \( \tilde{\Phi}_k, \) as defined in Section III-A. In (5), the normalization by \( \text{tr} \left( H^H \tilde{\Phi}_k \tilde{\Phi}_k^H H \right) \) ensures that all precoding vectors of all users have the same norm. Furthermore, the normalized precoding vectors are allocated a power of \( P_T. \) It is easy to verify that the proposed FPA in (5) satisfies the power constraint in (4).

**Remark 3:** We note that the performance of the proposed SRZF precoding can be further improved by optimizing the power allocation, see, e.g., [4, Sec. V-D].

**E. Computational Complexity**

For the proposed SRZF scheme with FPA, computing \( \tilde{\Phi}_K \) in (3) via Cholesky decomposition and equation solving entails a total complexity of \( O(MN^2 + \frac{1}{2}M^3 + \frac{1}{2}M_k^2M_k^2) \) [14]. Next, computing \( \tilde{\Phi}_k, k = 1, \ldots, K - 1, \) entails a complexity of \( O(MN^2 + \frac{1}{2}M^3 + \frac{1}{2}(M - M_k)M_k^2). \) Hence, SRZF precoding entails an overall complexity of \( O(2MN^2 + \frac{1}{2}M^3 + \frac{1}{2}M^2) \), which is only marginally higher than the complexity for ZF, RZF, and WF precoding, given by \( O(2MN^2 + \frac{1}{2}M^3) \), and BD precoding, given by \( O(2MN^2 + \sum_{k=1}^{K} M_k^3) \), see [4] for details.

On the other hand, computing the precoding vectors and PA for SNS precoding in Section II-C via [4, Algorithm 1] entails a significantly higher computational complexity of \( O(2MN^2 + 120(\sum_{k=1}^{K} N_k^2)^2) \).

**IV. IUI ANALYSIS OF SRZF PRECODING**

In this section, we study the IUI characteristics of SRZF precoding for perfect and imperfect CSI.

**A. Interference Analysis for Perfect CSI**

Let \( \hat{P}_k = P_k | H \rightarrow H \) and \( \hat{\Phi}_{k'} = \Phi_k | H \rightarrow H \) be the matrices corresponding to \( P_k \) and \( \Phi_k, \) respectively, for perfect CSI, i.e., \( \Delta H_k = 0, k = 1, \ldots, K. \) In the following proposition, we show that the precoder in (3) is a special case of SNS precoding [4].

**Proposition 1:** We have
\[ H_k \hat{P}_{k'} = \begin{cases} -\alpha_k \hat{\Omega}_k D_{k}^{\frac{1}{2}} & \text{if } k' < k \\ (I_{M_k} - \alpha_k \hat{\Omega}_k) D_{k}^{\frac{1}{2}} & \text{if } k' = k \\ 0 & \text{if } k' > k, \end{cases} \]
(6)
where \( \hat{\Omega}_k \) contains rows \( m_k, \ldots, m_k + M_k - 1 \) of \( \Phi_k, \).

**Proof:** Please see Appendix A.

Based on (2) and Proposition 1, the received signal at user \( k \) can be simplified to
\[ y_k = (I_{M_k} - \alpha_k \hat{\Omega}_k) D_{k}^{\frac{1}{2}} s_k - \sum_{k'=1}^{K-1} \alpha_k \hat{\Omega}_k D_{k'}^{\frac{1}{2}} s_{k'} + z_k. \]
(7)
As seen from (7), SRZF precoding is a special case of SNS precoding [4], described earlier in Section II-C. That is, for SRZF precoding, user \( k \) experiences IUI only from users \( 1, \ldots, k - 1, \) and causes IUI to users \( k + 1, \ldots, K. \) Furthermore, the IUI for user \( k \) caused by users \( 1, \ldots, k - 1 \) can be adjusted using the regularization constants \( \alpha_k, k = 1, \ldots, K. \) Thus, SRZF precoding enables flexible interference management by combining the IUI cancellation capability offered by ZF precoding with the robustness of RZF precoding to inversion of ill-conditioned matrices.

In this letter, for simplicity, analogous to the regularization constants proposed for RZF precoding [8], [9], we set \( \alpha_k = \frac{M_k^2}{P_T}, k = 1, \ldots, K. \) Nevertheless, we note that the performance of the proposed SRZF precoders may be further enhanced by optimizing the values of \( \alpha_k, k = 1, \ldots, K, \) for a given deployment scenario.

**Remark 4:** As seen from Proposition 1, the IUI experienced by a user depends on the user index. Hence, similar to SNS precoding, SRZF precoding is also sensitive to user ordering [4]. In this letter, we utilize the suboptimal fixed user-index permutation described in [4], where the users are permuted in descending order of their single-user achievable rates. Nevertheless, the performance of SRZF precoding can be further improved by determining the optimal user ordering, e.g., via an exhaustive search.
Next, in the following proposition, we study the robustness of SRZF precoding to imperfect CSI.

**Proposition 2:** Let $\bar{P}_{k'}^{(k)} = P_{k'}^{(k)} H_{k' \rightarrow k}$, $k' = 1, \ldots, K$, denote the SRZF precoders when the CSI of user $k$ at the BS is perfect and that of users $k'$, $k' \neq k$, $k' = 1, \ldots, K$, is imperfect. Then, we have for $k' > k$,

$$\|H_k (P_k - \bar{P}_{k'}^{(k)})\| \leq \|\Delta H_k\| \|P_{k'}\|.$$  \hspace{1cm} (8)

**Proof:** Please see Appendix B.

From Proposition 2, we note that small imperfections in the CSI of user $k$ result in small additional interference from users $k+1, \ldots, K$, i.e., up to $O(\|\Delta H_k\|)$. Furthermore, it can be shown that the additional interference experienced by users $k+1, \ldots, K$ due to user $k$’s imperfect CSI is also small, see [4, Proposition 3]. On the other hand, the performance of ZF precoding is significantly degraded by imperfect CSI. Furthermore, for RZF precoding, poor CSI quality of a user causes additional IUI to all users irrespective of their CSI quality, see Figure 1 in Section V.

**V. Simulation Results**

In this section, we first validate the analytical expression in Proposition 2. Next, we compare the SR of the proposed SRZF precoding with the SRs of SNS [4], conventional BD [5], ZF [2], RZF [8], [9], and WF [7] precoding for perfect and imperfect CSI via computer simulations.

For our simulations, we utilize the channel model proposed in [15] to capture the correlations in the MIMO channels of the users based on their angular positions. We consider a critically-loaded system with $K = 64$ users, $M_k = 2$ antennas per user, and $N = 128$ BS antennas. The users $1, \frac{K}{2}$, and $\frac{K}{2} + 1, \ldots, K$ spread uniformly around the BS and are located at distances of $d_k = 50$ m, $k = 1, \ldots, \frac{K}{2}$ and $d_k = 250$ m, $k = \frac{K}{2} + 1, \ldots, K$, respectively. Furthermore, users $\frac{K}{2} + 1, \ldots, K$ are located within an angular spread of 0.5° from users $1, \ldots, \frac{K}{2}$, respectively. This causes a high correlation of the MIMO channels of users $k$ and $\frac{K}{2} + k$, $k = 1, \ldots, \frac{K}{2}$. The scalar path loss for user $k$, $L_k$, is set to $d_k^2$. Furthermore, for imperfect CSI, the additive i.i.d. Gaussian error model, where the elements of $\Delta H_k$, $k = 1, \ldots, K$, have zero mean and variance $\mu_k^2$, is adopted. Furthermore, we assume that $\Delta H_k$ and $H_k$ are statistically independent. We assume $\sigma^2 = -35$ dBm, and utilize FPA for the proposed and the baseline schemes, except for SNS precoding, for which we adopt the baseline successive convex approximation (SCA)-based scheme given in [4].

In Figure 1, the additional IUI experienced by user 1 due to imperfect CSI at the BS, i.e., $\sum_{k'=2}^{K} \|H_1 (P_{k'} - \bar{P}_{k'}^{(1)})\|$, obtained via Monte-Carlo simulation of $10^4$ channel realizations is shown as a function of $\mu_1$, along with the analytical upper bound (UB) provided in Proposition 2. Here, we have assumed $P_1 = 30$ dBm, $\mu_k^2 = 10^{-2}$, $k = 2, \ldots, K$. From the figure, we note that the analytical UB accurately bounds the total additional IUI. Furthermore, the average IUI is close to the minimum indicating that, in most cases, the additional IUI is small. On the other hand, for RZF, the CSI quality of user 1 has negligible impact on its IUI, which is dominated by the IUI from users $k' = 2, \ldots, K$.

Next, in Figure 2, for obtaining the SR curves, we assume $\mu_k = 10^{-2}$, $k = 1, \ldots, K$. From the figure, we observe that the proposed SRZF precoding scheme significantly outperforms ZF and WF precoding for both perfect and imperfect CSI, as it can benefit from both IUI cancellation and robustness to inversion of ill-conditioned matrices, thereby providing an attractive alternative to these conventional schemes for deployment in massive MU-MIMO systems. On the other hand, BD and ZF precoding have a very poor performance with an SR close to zero due to the high correlation in the MIMO channels of the users. WF precoding has a marginally higher performance than SRZF precoding at very low SNRs, as in this case, the WF precoder reduces to a matched filter [7]. Lastly, for perfect CSI, the SNS precoding from [4], which utilizes high-complexity SCA-based precoding vector selection and PA [4], achieves a moderate SR increase over the proposed SRZF precoding scheme, which entails a substantially lower computational complexity. However, for imperfect

\footnotetext[4]{The results presented in this letter are also valid for underloaded systems. Furthermore, we note that for systems without significant inter-user MIMO channel correlations, which can not benefit from the enhanced robustness to inversion of ill-conditioned matrices, the performance of the proposed SRZF precoding is similar to that of RZF precoding.}

\footnotetext[5]{The curves for SNS precoding in [4] utilize SCA for determining the precoding vectors and PA.}
VI. CONCLUSION

In this letter, we considered linear precoding for downlink massive MU-MIMO systems. We proposed the novel SRZF precoding scheme, which exploits successive null spaces of the MIMO channels of the users, along with regularization, to enhance performance and robustness. We showed in Proposition 1 that SRZF precoding is a special case of SNS precoding with moderate loss in performance, making it an attractive option for downlink massive MU-MIMO systems.

The optimization of the regularization factors and user index permutation, taking into account the deployment scenario and CSI quality of the users, is an interesting topic for future study for further enhancing the performance and robustness of SRZF precoding. Furthermore, as mentioned in Remark 2, a generalization of SRZF precoding to arbitrary diagonal regularization matrices to enhance performance and robustness is also of interest.

APPENDIX A

PROOF OF PROPOSITION 1

Proof: Since \((HH^H + \alpha k\cdot J_{k'})^{-1} = I_M\), \(k' = 1, \ldots, K\), we have

\[
HH^H(I_M - \alpha k\cdot J_{k'}(HH^H + \alpha k\cdot J_{k'})^{-1}) = I_M - \alpha k\cdot J_{k'}HH^H + \alpha k\cdot J_{k'}^{-1}.
\]

Now, selecting the columns \(m_{k'}, \ldots, m_{k'} + M_{k'} - 1\) of the matrices on the left and right hand side of (9), we obtain:

\[
HH^H\Phi_{k'} = \begin{bmatrix} 0 & \cdots & 0 \\
-1 & \cdots & -1 \\
\vdots & \vdots & \vdots \\
0 & \cdots & \cdots & \cdots & 0 \\
\end{bmatrix} M_k \times M_k' + \alpha k\cdot J_{k'}^{-1}.
\]

Next, selecting rows \(m_{k'}, \ldots, m_{k'} + M_{k'} - 1\) of the matrices on the left and right hand side of (10), noting that the first \(\sum_{k'=1}^{k'-1} M_{k'}\) rows of \(J_{k'}\) are zeros, and utilizing the definitions of \(P_k\) and \(\tilde{P}_k\) in (3) and Section IV-A, respectively, we obtain (6).

APPENDIX B

PROOF OF PROPOSITION 2

Proof: We note that, for \(k' > k\), \(k' = 1, \ldots, K\),

\[
\|H_k(P_{k'} - \tilde{P}_k^{(k)})\| \leq \|H_k P_{k'}\| = \|(H_k - \Delta H_k) P_{k'}\| \leq \|\Delta H_k\| \|P_{k'}\|,
\]

where (a) and (b) hold because of Proposition 1 with the following substitutions: For (a), \(H_{k'} \rightarrow H_{k'}\), \(k' \neq k\), and \(\tilde{P}_{k'} \rightarrow \tilde{P}_{k'}\), \(\forall k'\), leading to \(H_k\tilde{P}_{k'} = 0\) for \(k' > k\), and, for (b), \(H_k \rightarrow H_{k'}\) and \(\tilde{P}_{k'} \rightarrow P_{k'}\), \(\forall k'\), leading to \(\tilde{H}_k P_{k'} = 0\) for \(k' > k\).
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