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Abstract. The following paper presents the results of the research in the field of the machine learning, investigating the scope of application of the artificial neural networks algorithms as a tool in architectural design. The computational experiment was held using the backward propagation of errors method of training the artificial neural network, which was trained based on the geometry of the details of the Roman Corinthian order capital. During the experiment, as an input training data set, five local geometry parameters combined has given the best results: Theta, Pi, Rho in spherical coordinate system based on the capital volume centroid, followed by Z value of the Cartesian coordinate system and a distance from vertical planes created based on the capital symmetry. Additionally during the experiment, artificial neural network hidden layers optimal count and structure was found, giving results of the error below 0.2% for the mentioned before input parameters. Once successfully trained artificial network, was able to mimic the details composition on any other geometry type given. Despite of calculating the transformed geometry locally and separately for each of the thousands of surface points, system could create visually attractive and diverse, complex patterns. Designed tool, based on the supervised learning method of machine learning, gives possibility of generating new architectural forms- free of the designer’s imagination bounds. Implementing the infinitely broad computational methods of machine learning, or Artificial Intelligence in general, not only could accelerate and simplify the design process, but give an opportunity to explore never seen before, unpredictable forms or everyday architectural practice solutions.

1.Introduction

In the recent years Machine Learning [1] became one of the most promising method of computing, influenced by the access and growth of the Big Data[2], decrease of the cost per computing operation[3] and anticipated constant increase in the available computing power[4]. Machine learning application[5] can be found on programming everyday basis, yet in architectural design is generally limited to an image processing [6, 7, 8].

The presented experiment investigates the process, possibilities and implementation of the Artificial Neural Networks, [9] (ANN) trained based on the spatial properties of 3-dimensional shapes of the Roman Corinthian order capital, being the step for further research in the field of machine learning and architectural design.
2. Data selection

2.1. Neural Network Training Set
The ANN training data set consists of one 3d model of Roman Corinthian order capital [10], being divided into samples regular UV surface division coordinates. Any other capital given as the training set will result in differently trained ANN. Another possible approach is using more than one 3d model as the one set of input data.

2.2. Input Vectors

Based on the visual analysis of the Roman Corinthian order capital in the first phase ten Input Vectors were selected to be verified on the influence on the minimizing the Mean Squared Error [11] (MSE) during the ANN learning process.

The set of test input:
- (x,y,z) coordinates in cartesian system of the sample,
- spherical coordinates (r, θ, φ) with a coordinate origin in a volumetric centre of the capital,
- sampled surface local normal vector deviation from the global coordinate system,
- sampled surface local curvature,
- number of neighbourhood samples- detecting the boundaries of the capital,
- distance from xz and yz plane with origin in a volumetric centre of the capital.

During the trial and error method of problem solving [12] based on the minimizing the MSE value, simple Artificial Neural Network was set (later being adjusted based on the selected input vectors). The lowest MSE value was found using six of the presented, possible, input vectors:
- z coordinate in cartesian system of the sample
- spherical coordinates (r, θ, φ) with a coordinate origin in a volumetric centre of the capital,
- sampled surface local normal vector deviation from the global coordinate system,
- distance from xz and yz plane with origin in a volumetric centre of the capital.

2.3. Output Vector

The algorithm output vector is created as a displacement of the capital’s details 3d form calculated from the basic surface below them. Each of the basic surface points displacement were calculated based the sampled surface point normal vector intersection with the 3d Corinthian order capital detailed model (figure 1).

Given distances were remapped into domain of 0.0 to 1.0, creating displacement map, with each of the values being a single output vector for a matching training set. Presented approach simplifies the idea of ornament generating using machine learning algorithm, as it doesn’t take into consideration the exact 3-dimensional composition details, but rather 1-dimensional displacement.

Calculated set of the ANN Input Vectors along with the chosen Output vectors were used as a base for adjusting the optimized ANN layers count, activation function, neurons count, learning rate, [13] value and samples sized used during ANN supervised learning[14] process.

3. Artificial Neural Network architecture

3.1. Artificial Neural Network type selection

The purpose of the presented system was to learn the correlation between given base surface selected parameters (Training Set Input Vectors) and sampled displacement values (Training Set Output Vector). The learning from examples[15] machine learning approach was selected based on the types of data used in the experiment and the aim of exploration the concept of teaching the program to make design decision based on the given human-made forms. The written algorithm uses the ANN
A computational approach with back-propagation of error learning procedure[16]. The selected system allows the algorithm to adjust the weights between Artificial Neurons, responsible for computing the data, inside the Network based on the difference between the current ANN output value and the value being given as a target- training set output vector. During the learning procedure back-propagation of errors algorithm adjusts the system, which once programmed, is able to compute any other given input vectors set- mimicking the human learners, who are able to learn from incomplete, contradictory information, even in the absence of relevant background knowledge[17].
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3.2. Artificial Neural Network layers structure

The essential part of designing the ANNs is setting the proper structure of the network. Several values have to be set in order to begin the training of the final ANN: number of hidden layers, count of the neurons in each of the hidden layers, activating function for each of the hidden layers and one constant learning rate of the network. With the basic assumption of having from 1 to 3 hidden layers, where each of them could have 3-15 neurons, each of the layers could use 1 of 5 activating functions (Sigmoid, Linear, Logarithmic, Sine, TanH) and learning rate in a domain from 0.1 to 1.0, there could be 24,716,250 possible combinations.

Based on the large number of possible ANN architectures there has been used an Evolutionary Algorithm [18] (EA) in order to optimize the ANN structure. The goal of the EA was to minimize the ANN Mean Square Error based on the set of 1600 training samples (medium set has been chosen due to the long computing time) by optimizing the ANN parameters: number of hidden layers, hidden layers neurons, activating function and learning rate. After 53 populations computed, initializing the algorithm with a random structure ANN structure, the optimal parameters have been found: 3 hidden layers (12,10,7), sigmoid activating function for each of the layers and 0.17 learning rate.

3.3 Input Data sample selection

Based on the previously set ANN architecture, Corinthian order capital sampling density was set by comparing it with the trained ANN Mean Square Error. Each of the sampling size is a capital base surface UV division count, started with the UV division value of 10(100 samples) and pausing at value of 170(28900 samples) resulting in the final trained back-propagation of errors ANN of 0.000774 Mean Square Error (figure 2).
3.4. Final trained Artificial Neural Network structure

Back propagation of errors artificial neural network (figure 3):

- 6 input vectors
- 1 output vector
- 3 hidden layers:
  - 12 hidden neurons (sigmoid activating functions [19])
  - 10 hidden neurons (sigmoid activating functions)
  - 7 hidden neurons (sigmoid activating functions)
- learning rate: 0.17
- training set input vectors sets count = 28 900
- Artificial Neural Network Mean Square Error = 0.000774

4. Results

4.1. Test Data Set

Further step, before using the ANN in a design process, was examining the difference between actual displacement values and displacement values predicted by the ANN, based on the other 3d model of the Corinthian order capital. The test data set shown that the average difference is minor, below 6% error, comparing 3d models displacement(x-axis) and displacement predicted by ANN(y-axis) (figure 4). The graph shows that the ANN has not predicted values of displacement lower than 0.01 and higher than 0.95. Experiment shows that more extreme 3d model displacement is, the higher error can be expected. Such data structure can be explained by generalization feature [20] of the ANN.

4.2. Generating Capital Patterns

Designed digital tool allowed to generate displacement maps from simple surface (figure 5a), which applied to the source surface creates modified shape with a visible, organized and ornament-like spatial structure (figure 5b). As the ANN input data was collected from a single Corinthian order capital, second ANN, using the same network architecture, was trained with a different capital, examining its universal usability and the difference in the generated forms (figure 5c). The ANN can
be trained with a different, single given examples as well with a group of objects representing the same style and features, what leads to creating universal trained ANN, yet computing such a large data set will require far more computing power available.

![Trained Artificial Neural Network architecture](image)

Figure 3. Trained Artificial Neural Network architecture;

Once properly trained ANN allowed applying it to any given surface or set of combined surfaces. Automated process of generating base surfaces created a set of possible capitals [21] what can be used as an catalogue of concept forms. Augmenting the design process by generating various results, allows supporting the designers creativity process, by proposing different solution. In addition to generating the capitals, each of the solutions can be used as a step in a further design process. Computed and selected information can be merged, used as an additional training set data, resulting in a more unpredictable outputs. Another approach of creative ANN use is additional transforming the output data, by its manipulation- multiplying by mathematical functions (figure 6) or using twice as input ANN input data, possibilities are vast, depended on author’s creativity. ANN can work as problem solving tool, as well a creative method, augmenting the design process.

4.3. Universal application of trained Artificial Neural Network

Each of the trained ANN if provided the input data, computes it, providing the output, even if the given data is far different from the training set. Five input parameters: Theta, Pi, Rho in spherical coordinate system based on the capital volume centroid, followed by Z value of the cartesian coordinate system and a distance from vertical planes created based on the capital symmetry used during the training process are common for any other type of geometry given. Feature enables using any given sampled 3-dimensional form as the ANN input data, generating its displacement values and transforming it (figure 7).
Figure 4. Test Data Set output value comparison

Figure 5. (a) Base surface for ANN input collection; (b) Surface applied displacement generated based on the #1 ANN; (c) Surface applied displacement generated based on the #2 ANN;

Figure 6. (a) Surface applied displacement generated based on the #1 ANN; (b) Displacement with sine function applied; (b) Displacement with 3*sine function applied;

The presented approach could be used as well as a tool in architectural 3-dimensional design, yet generating only a visually attractive forms, not solving the gap between the available digital tools and a wide range of possibilities of using ANN for full-scale, multi-layered architectural design.
Figure 7. (a) 3d model of sofa as an ANN input data set; (b) application of an ANN trained based on the Corinthian order capital on a sofa 3d model;

5. Further prospect and conclusions

The further experiments should take into consideration using the capital details as a whole component being oriented on the provided geometry by the trained ANN, in a place of using the displacement map as an output.

Supervised learning method of Artificial Neural Networks enables creating fast computing tool for problems solving being impossible to program, because of the complexity of data dependencies. As well as problem solving tool, ANN can be used as the augmentation of the designer’s creativity process.

Machine learning techniques provide many methods which can implemented currently to the common architectural practice because of the limitations of the parametric design software, the growth in the popularization of programming skills among the architects and a need of automatization of the architectural design.
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