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We investigate the quantum state discrimination task for sets of linear independent pure states with an intrinsic ordering. This structured discrimination problems allow for a novel scheme that provides a certified level of error, that is, answers that never deviate from the true value more than a specified distance and hence a control of the desired quality of the results. We obtain an efficient semidefinite program and also find a general lower bound valid for any error distance that only requires the knowledge of optimal minimum error scheme. We apply our results to the quantum change point and quantum state anomaly detection cases.

I. INTRODUCTION

State discrimination plays a fundamental role in quantum information sciences as it determines the capacity of quantum systems to carry information. The task consists in identifying in which of some known set of states a system was prepared by some source. If the possible states are mutually orthogonal this task can be done perfectly. However, if the states are not mutually orthogonal the problem is very nontrivial and it requires optimization with respect to some reasonable criteria.

The most studied discrimination schemes are minimum error (ME) and unambiguous discrimination (UD). In ME after a measurement is performed on the system the experimenter must give an answer about its state. Naturally, some of the answers will be erroneous, and the optimal ME strategy is the one that yields the minimum probability of committing an error [1]. In contrast, in UD, no errors are allowed, i.e., the answers of the experimenter must be absolutely certain. This can only be achieved at the expense of permitting inconclusive measurement outcomes. The optimal strategy is the one that minimizes the probability of inconclusive answers. It is known that UD is only possible for sets of linearly independent states [2]. For mixed states UD is also possible as long as they do not have identical supports [3].

Some extensions of these fundamental schemes have also been considered. Discrimination with maximum confidence [4] can be applied to states that are not necessarily independent and can be regarded as a generalized UD strategy. Strategies that interpolate between ME and UD have also been studied [5]. In those a given maximum value for the error probability (or equivalently a maximum value for inconclusive probability) is enforced. Varying this value yields a continuous set of strategies between UD (or maximum confidence) and ME.

Despite being such a fundamental task, analytical solutions for optimal discrimination schemes in the multi-hypothesis case remains a challenge (see [6] for recent developments). Essentially only the two state [1] and symmetric states cases [7–9] have been solved (see [10–12] for reviews on state discrimination).

In this work we consider a novel multi-hypothesis scheme for sources that prepare states with intrinsic structure. In particular, we consider linear independent states that can be represented as a linear chain (see Fig. 1) of n local states. This type of sources includes the interesting cases of change point [13–15] and state anomaly detection [16] problems. In these structured sources the hypotheses are labelled by some position in the chain. Hence the errors have a natural distance, i.e., we can have one-site error, two-site error, etc., if the outcome of the protocol is an answer that is at distance of one, two, etc., units from the site labelling the true hypothesis. This scheme is interesting not only from the theoretical point of view, but also for practical purposes. In many circumstances not any error can be tolerated, however small deviations from the true hypothesis may have only a limited impact on our decisions. So, it may prove useful to find optimal schemes under the constraint that no outcome can differ from the true hypothesis more than a given threshold distance Δ. Doing so, we have certified answers that will not spoil decisions that we may take upon the outcome of the protocol. We therefore call this scheme certified answer discrimination (CAD). Also if we relax the UA condition and allow some errors, the success probability of guessing the correct hypothesis can increase substantially as we will show. For Δ = 0 we recover the UD scheme while for Δ = n−1 we get the ME scheme, thus CAD also provides an interpolation between UD and ME. The interpolating scheme discussed in [6] also yield a significant increase in the success probability, but, contrasting the CAD scheme, it may give erroneous answers that are very far from the true value. As it will become clear, CAD is a more natural scheme, closer to the notion of Hamming distances between states (i.e., the sum of positional mismatches [17]).

In this paper we give a convenient and efficient semidefinite program (SDP) [18–20] formulation of CAD schemes for linearly independent states. The SDP also enables us to find an analytical lower bound for the probability of success for any allowed error distance Δ. Interestingly, this lower bound only requires to calculate the ME suc-
cess probability. It provides an approximation on how much the success probability is reduced as we increase the requirements on the quality of the answers of the discrimination protocol.

The paper is organized as follows. In the next Section we present the CAD scheme and its SDP formulation. In Section III we obtain a lower bound for the success probability for any value of $\Delta$. In Section IV we apply our results to the paradigmatic case of the change point problem. Section V contains the conclusions of our findings. We also include an appendix with some technical details.

II. CERTIFIED ANSWER DISCRIMINATION $\Delta$-SCHEMES

Consider a quantum state multi-hypothesis discrimination problem where the source quantum states have an intrinsic ordering such as a one dimensional chain as depicted in Fig. 1. In this case it is possible to define a natural distance between the states.

![Figure 1: Structure of the source states. The position of the blue dot labels the state.](image)

If we are given a state $|\Psi_k\rangle$, where $k$ is the position that labels the state, our aim is to find a measurement, generally given by a Positive Operator Value (POVM), that returns the value $k$ with the highest probability. The POVM has to satisfy the additional constraints that no errors beyond some distance $\Delta$ can be committed. For states given by a chain of $n$ states, the POVM contains $n+1$ elements $\{E_k\}_{k=0}^n$, where $E_k = 1 - \sum_{k=1}^n E_k$ is the element corresponding to an inconclusive answer. As in UD this element has to be introduced in order to satisfy the constraints. Naturally as $\Delta$ increases, more and more type of errors are allowed, we have $\langle \Psi_k | E_0 | \Psi_k \rangle \to 0$ for $k = 1, 2, \ldots, n$.

The optimization problem can be written as the following SDP:

$$
\begin{align*}
\text{maximize} & \quad \frac{1}{n} \sum_{i=1}^{n} \langle \Psi_i | E_i | \Psi_i \rangle \\
\text{subject to} & \quad \langle \Psi_j | E_i | \Psi_j \rangle = 0 \quad \forall |i-j| > \Delta \\
& \quad \sum_{i=1}^{n} E_i \leq 1 \\
& \quad E_i \geq 0 \quad \forall i,
\end{align*}
$$

where for simplicity we assume that the prior probability is the same for all source states. We will also assume that the source states are linear independent, as naturally happens in the examples considered here (see section IV). Observe that each value $\Delta = 0, 1, 2, \ldots, n-1$ defines a discrimination scheme that we will call a $\Delta$-scheme. Note also that $E_0$ is a slack variable that it is taken into account by the inequality $\sum_{i=1}^{n} E_i \leq 1$ in the POVM condition.

For a given value of $\Delta$ we have a probability of success $P_{\Delta}^s$, a probability of error $P_{\Delta}^e$ and a probability of inconclusive outcome $P_{\Delta}^i$, and they satisfy the unitarity condition $P_{\Delta}^s + P_{\Delta}^e + P_{\Delta}^i = 1$. The value $\Delta = 0$ corresponds to the unambiguous case for which the error probability vanishes, $P_{\Delta=0}^e = 0$, and the outcome can either perfectly identify the state or be inconclusive, but not erroneous. For $\Delta = n-1$ the are no constraints on the errors and we recover the minimum error scheme, i.e. the inconclusive probability vanishes, $P_{\Delta=n-1}^i = 0$. As we will see later, the minimum error limit can be effectively achieved for much smaller values of $\Delta$.

If the source states are linearly independent, we can transform the SDP (1) into an equivalent and more useful program. From the $n$ linearly independent states $\{|\Psi_i\rangle\}_{i=1}^n$ we construct the $R$ matrix,

$$
R = \sum_{i=1}^{n} |\Psi_i\rangle \langle i|,
$$

where $|i\rangle$ is any orthonormal basis (note that linear independence implies that $R$ is invertible) and consider the new operators $F_{\Delta}^r = R^\dagger E_{\Delta} R$. Observe that the diagonal elements of $F_{\Delta}^r$ are the expectation values $\langle \Psi_i | E_{\Delta} | \Psi_i \rangle = [F_{\Delta}^r]_{i,i}$. Thus, the first constraint in Eq. (1) translates into the condition that all diagonal elements $[F_{\Delta}^r]_{i,i}$ vanish except those with $|i-r| \leq \Delta$. Note also that $E_{\Delta}^r \geq 0 \Rightarrow F_{\Delta}^r \geq 0$ [21]. The off-diagonal terms $[F_{\Delta}^r]_{i,j}$ are then also constrained by positivity, and hence we have $[F_{\Delta}^r]_{i,j} = 0$ for $|r-i| > \Delta$ and $|r-j| > \Delta$. The structure of the matrix $F_{\Delta}^r$ is illustrated in Fig. (2).

The second constraint in Eq. (1) can be recast as

$$
G - \sum_{r=1}^{n} F_{\Delta}^r \geq 0,
$$

by applying the matrix $R^\dagger$ on the left and the matrix $R$ on the right. Here $G = R^\dagger R$ is the Gram matrix [22] whose elements are

$$
G_{i,j} = \langle \Psi_i | \Psi_j \rangle.
$$

Thus the SDP (1) is transformed onto

$$
\begin{align*}
\text{maximize} & \quad \frac{1}{n} \text{Tr}[ZA] \\
\text{subject to} & \quad \Phi_{\Delta}[Z] \leq G \\
& \quad Z \geq 0.
\end{align*}
$$

The matrix variable $Z$ has a block diagonal structure containing the non-vanishing elements of $F_{\Delta}^r$. In Fig. 3
we explicitly depict it for $\Delta = 1$. The elements highlighted are the ones that appear in the objective function $\text{Tr}[Z A]$. The constant matrix $A$ depends on the number $n$ of hypothesis and maximum distance $\Delta$ of the allowed errors (we do not add these labels to avoid cluttering too much the notation). Matrix $A$ "selects" the elements of the matrix variable $Z$ that have to be optimized, i.e., the central elements of the $Z$ blocks. For $\Delta = 1$ one has $A = \text{diag}(\{1, 0, 0, 1, 0, 1, \ldots, 1\})$ and $Z$ and $A$ are $(3n - 2) \times (3n - 2)$ matrices. The generalization for any $\Delta$ is straightforward. Note that the appearance of the Gram matrix $G$ in the second constraint of (5) showcases that all the discrimination properties of sets of linearly independent states are encapsulated in the Gram matrix.

The linear map $\Phi_\Delta$ that incorporates the constraints (3) can be regarded as the action of two linear maps: $\Phi_\Delta = \Phi^2 \circ \Phi^1_\Delta$. The first map, $\Phi^1_\Delta$, embeds each block into a $n \times n$ sub-matrix and pads the remaining elements with zeros. The embedding is such that the $k'$th sparse sub-matrix has the central (highlighted) element in the $k$th position of the diagonal, as can be seen in Fig. 4. With all the sub-matrices we have an $n^2 \times n^2$ block diagonal matrix. The second map, $\Phi^2$, adds the sub-matrices to get a final $n \times n$ matrix, also illustrated in Fig. 4. Notice that this map is independent of $\Delta$.

We note that the variable $Z$ from SDP (5) has dimensions $[n(2\Delta + 1) - \Delta(\Delta + 3)] \times [n(2\Delta + 1) - \Delta(\Delta + 3)]$ which is significantly lower than $n^2 \times n^2$ of the original SDP (1). The size of the variables is similar only for $\Delta \to n$. However, as we will see in the quantum change point, the ME limit can be effectively reached for small values of $\Delta$, and then the number of variables remains low for all meaningful values of $\Delta$.

There is no general mathematical method for solving a given SDP analytically, only problems with high degree of symmetry are known to be solvable. In some cases the primal or the dual version of the SDP can suggest an ansatz that may provide the solution (see [14] for a nice example). Therefore, any understanding of the form of the solutions of SDPs at hand is of interest. The transformation of the SDP made above proves to be beneficial not only for the numerical advantage but also to obtain insight into how the probability of success behaves in the intermediate regime between unambiguous and minimum error schemes. In particular, it enables us that find useful analytical lower bounds of the probability of success for any $\Delta$ that we discuss in the next section.

III. A LOWER BOUND FOR $P_{s_\Delta}^\Delta$

The main idea is to obtain a feasible solution of the SDP (5). Any ansatz matrix $\tilde{Z}$ that satisfies the constraints of an SDP is by construction a lower bound to the optimal solution. The method depends heavily on
having previously solved the ME scheme, i.e. we have at our disposal the success probability $P_s^{\text{ME}}$, and the corresponding $Z^{\text{ME}}$. Fortunately, in many cases the minimum error scheme can be computed or well approximated with a square root measurement [23][24].

As discussed in previous section the mapping $\Phi_\Delta[Z]$ in the SDP [5] can be understood as two step mapping that first transforms the variable $Z$ into a $n^2 \times n^2$ variable that has zeros in appropriate places and a second step that sums all the individual blocks into a $n \times n$ matrix. If we only apply the first map, we get the following SDP:

$$\begin{align*}
\max_Z & \quad \frac{1}{n} \text{Tr}[ZA] \\
\text{subject to } & \quad \Phi_\Delta^1[Z] \leq Z^{\text{ME}} \\
& \quad Z \geq 0.
\end{align*}$$

Observe that any variable $Z$ that satisfies $\Phi_\Delta^1[Z] \leq Z^{\text{ME}}$ also satisfies $\Phi_\Delta[Z] \leq G$ (just apply the map $\Phi^2$, on both sides of the first inequality). Hence, any feasible solution of the SDP [6] is in the feasible set of the SDP [5], but not vice versa, and it provides a lower bound for the probability of success.

For simplicity, let us call $\Phi_\Delta^1[Z] = Z^\Delta$ and $[Z^\Delta]_{i,j}$ the $i,j$ element of its $r$-th sub-matrix $Z^\Delta$. The positivity condition $Z^{\text{ME}} - Z^\Delta \geq 0$ in Eq. (6) implies that any principal minor of $Z^{\text{ME}} - Z^\Delta$ has to be positive [22]. To get a bound in terms of the known $Z^{\text{ME}}$, the elements of the principal minor have to be outside the central blocks of $Z^\Delta$, as depicted in Fig. 5. The choice of this minor is such that it contains only one non-vanishing diagonal element of $Z^\Delta$ and three remaining elements are at a $\Delta$ distance and hence take the (known) $Z^{\text{ME}}$ values. We take the minimum distance $\Delta$ as larger distances will give less stringent bounds.

The positivity condition then gives

$$\begin{align*}
([Z^{\text{ME}}]_{i,i} - [Z^\Delta]_{i,i}) [Z^{\text{ME}}]_{i,i+\Delta+1,i+\Delta+1} \geq 2 |[Z^{\text{ME}}]_{i,i+\Delta+1}|^2. 
\end{align*}$$

Using the fact that the arithmetic mean is bigger than the geometric mean we finally have that

$$\begin{align*}
([Z^{\text{ME}}]_{i,i} - [Z^\Delta]_{i,i}) + [Z^{\text{ME}}]_{i,i+\Delta+1,i+\Delta+1} \geq 2 |[Z^{\text{ME}}]_{i,i+\Delta+1}|. 
\end{align*}$$

As we will be dealing with problems having some symmetry it is convenient to choose this lower minor for the first $\lceil n/2 \rceil$ and the corresponding upper minor for the rest of blocks. For these upper minors we get the same inequality [8] with the change $\Delta \rightarrow -\Delta$.

In order to calculate the bound of the success probability only the diagonal elements of $Z$ have to be specified. The best choice is to take them to saturate the inequalities [8], i.e.,

$$\begin{align*}
[Z_{\text{ME}}]_{i,i} = H_i(\Delta) & \quad \text{for } 1 \leq i \leq \lceil n/2 \rceil, \\
[Z_{\text{ME}}]_{i,i} = H_i(-\Delta) & \quad \text{for } i > \lceil n/2 \rceil,
\end{align*}$$

where

$$H_i(\Delta) = 2 |[Z^{\text{ME}}]_{i,i+\Delta+1} - [Z^{\text{ME}}]_{i,i+\Delta+1,i+\Delta+1}|. \quad (10)$$

Adding all the terms in Eq. [9], the lower bound $\tilde{P}_s$ for the success probability reads

$$\begin{align*}
P_s^\Delta \geq \tilde{P}_s = P_s^{\text{ME}} - \frac{1}{n} \sum_{i=1}^{\lceil n/2 \rceil} H_i(\Delta) + \sum_{i=\lceil n/2 \rceil + 1}^{n} H_i(-\Delta),
\end{align*}$$

which depends only on $Z^{\text{ME}}$. The bound [11] has two parts, the first is just the success probability of the minimum error case (i.e., the unrestricted case), while the second takes into account how much this value is diminished by the additional constraints imposed by the value $\Delta$. The main virtue of this bound is that given the solution for the minimum error case it provides an expression on how much this probability is lessened by increasing the quality of the answers, i.e., by reducing the maximum allowed distance of the answers to the true state.

**IV. APPLICATIONS**

In this section we apply our findings to two paradigmatic multi-hypothesis cases. We first discuss the Quantum Change Point (QCP) problem [13][15] and then...
briefly discuss the Quantum State Anomaly Detection (QSAD) problem [10].

The QCP problem is depicted in figure 9. A source prepares systems in a default state \(|0\rangle\) for some time and suddenly it changes and prepares systems in a mutated state \(|\phi\rangle\). Both states are assumed to be known and the change is also assumed to occur at any time with the same probability. The total number of systems is \(n\). The goal is to identify the position of the mutation with the highest probability. This is a multi-hypothesis case for which the optimal ME and UD probabilities of success are known [13] [14].

The global states can be written as
\[
|\Psi_k\rangle = |0\rangle \otimes^{k-1} |\phi\rangle \otimes^{n-k+1}.
\]

The Gram matrix has elements \(G_{i,j} = \langle \Psi_i | \Psi_j \rangle = c^{|i-j|}\), where \(c = \langle 0 | \phi \rangle\) and w.l.o.g. can be taken to be in the interval \(0 \leq c \leq 1\). Note that for \(c \neq 0, 1\) the off diagonal elements of the \(G\) decay exponentially as they depart from the diagonal, which shows that in the QCP the Hamming distance between states is directly related to the overlap between states.

The CAD scheme is particularly pertinent for this problem. It is reasonable to assume that here some deviations of the output guess from the true change point can be tolerated, but not too many in order to avoid jeopardizing the validity of the identification task. In Fig. 7 we show the success probability as a function of \(\Delta\) as given by the SDP [5] for \(c = 0.6\) and \(n = 25\). We note a remarkable increase in the success probability by just allowing one error deviation of the guess. The value of \(P_s\) jumps almost a factor of two, from 0.27 for \(\Delta = 0\), to 0.50 for \(\Delta = 1\). Also the inconclusive probability drops from 0.73 to 0.4, while only 10% of the answers will be erroneous (and just by one position). If these are counted as satisfactory answers, the total success probability goes up to 60%. We have checked that these values of the probabilities essentially remain constant for any \(n > 25\). We also observe that the probability of success stabilizes to the ME value for \(\Delta \geq 8\) (again this threshold value remains the same for larger values of \(n\)). This just shows that the ME protocol effectively does not yield answers that are at distance greater than eight space units from the true state, as can explicitly be seen in Fig. 8.

We next calculate the bound [11]. As discussed in previous section, the bound requires to have the solution \(Z^{ME}\), but, as shown in [13], for the QCP can be very well approximated by he square root measurement, i.e. by a projective POVM \(\{E_k = |m_k\rangle \langle m_k|\}_{k=1}^{n}\), with \(S|m_k\rangle = |\Psi_k\rangle\) and \(S = \sqrt{G} = \sum_{k} \sqrt{\lambda_k} |v_k\rangle \langle v_k|\), where \(\lambda_k\) and \(|v_k\rangle\) are the eigenvalues and eigenvectors of \(G\), respectively. The matrix \(Z^{ME}\) in terms of the square root \(S\) simply reads
\[
Z^{ME} = \bigoplus_{k=1}^{n} |s_k\rangle \langle s_k|\text{ with } \langle m_l | s_k \rangle = S_{l,k}, \tag{13}
\]
i.e. $|s_k\rangle$ are the column vectors of $S$.

The crucial point to obtain a useful bound is to prove that the elements of $S$ away from the diagonal decay exponentially. From the supplemental material of [13] we have

$$S_{k,l} \approx \frac{\sqrt{1-c^2}}{\pi} \int_0^\pi d\theta \frac{(\sin k\theta - c \sin (k-1)\theta)(\sin l\theta - c \sin (l-1)\theta)}{(1 - 2c \cos \theta + c^2)^{3/2}}. \quad (14)$$

After some straightforward algebra Eq. (14) reads

$$S_{k,l} \approx \frac{\sqrt{1-c^2}}{4\pi} \int_0^\pi d\theta \left[ \cos(k-l)\theta - \cos(k+l)\theta \right] + \chi(k+l,c), \quad (15)$$

where $\chi(k+l,c)$ contains terms that oscillate rapidly and will be considered later (observe that the second term also oscillates more rapidly than the first). We also note that the explicit terms terms shown in Eq. (15) correspond to the Fourier series of of the function

$$\mu(\theta,c) = \frac{1}{(1 - 2c \cos \theta + c^2)^{3/2}}, \quad (16)$$

so we consider

$$\tilde{\mu}(k,c) = \int_\pi \mu(\theta,c)e^{ik\theta}d\theta \quad (17)$$

for $k \in \mathbb{N}$. We prove in Appendix A that $\tilde{\mu}(k,c)$ exhibits an exponential decay in $k$ given by

$$|\tilde{\mu}(r,c)| \leq M_0(c)e^{k\log(c)}. \quad (18)$$

where $M_0 = \int_\pi \mu(\theta,c)d\theta$. The other terms included in $\chi(k+l,c)$ of Eq. (15) are proportional to $\tilde{\mu}^3(r,c)$ and can be tackled in a similar fashion. Including the term proportional to $\cos(k+l)\theta$ and the terms coming from $\chi(k+l,c)$ we get

$$S_{k,l} \leq \frac{\sqrt{1-c^2}}{4\pi} \left( M_0e^{k-l}\log(c) + \sum_{i=-1}^2 M_1e^{(k+i)l\log(c)} \right). \quad (19)$$

We can now calculate $Z^{\text{ME}}$ inserting (19) into Eq. (13). We further just take into consideration the (first) dominant term to obtain

$$|\langle Z^{\text{ME}}_{i,i,l\pm\Delta+1} | \rangle | \leq c e^{\Delta \log c} |\langle Z^{\text{ME}}_{i,i} | \rangle | \leq c^2 e^{2\Delta \log c} |\langle Z^{\text{ME}}_{i,i} | \rangle |. \quad (20)$$

Finally from equation (11) we get

$$\tilde{P}_s \geq (1 - 2ce^{\Delta \log c} + c^2 e^{2\Delta \log c})P^{\text{ME}}_s, \quad (21)$$

which shows that the success probability approaches at least exponentially $P^{\text{ME}}_s$ for sufficiently large $\Delta$. Note also that in the limit $c \to 0$ we recover the obvious result that $P^{\text{ME}} = P^{\text{UA}}$. We show the bound (21) along with the exact numerical results in figure (7). We observe that indeed the bound approaches the minimum error value for large $\Delta$.

To end this section we study the Quantum State Anomaly Detection (QSAD) problem [16, 25], which will provide some further insight of the features of the our certified answers protocol. QSAD can be regarded as a simplified case of the QCP. The source is assumed to prepare systems in a given default state $|0\rangle$, however one (and just one) of the local systems was prepared in a different anomalous state $|\phi\rangle$. As in the QCP we assume both states to be known and equal probability for the position of the anomalous state. The task consists in identifying the position of the faulty state with the highest probability when a string of $n$ systems has been prepared. Also here we may consider a protocol that yields guesses not deviating more than $\Delta$ units from the true position of the anomaly.

The set of hypothesis is is given by

$$|\Psi_k\rangle = |0\rangle^\otimes k - 1|\phi\rangle|0\rangle^\otimes n-k. \quad (22)$$

and again we define $c = \langle \phi|0\rangle$ that w.l.o.g. can be taken to be in the interval $0 \leq c \leq 1$. Notice that we have a very simple Gram matrix in this case

$$G_{i,j} = \langle \psi_i|\psi_j \rangle = (1 - c^2)\delta_{ij} + c^2. \quad (23)$$

This Gram matrix is circulant [24], and hence the square root measurement is optimal [13, 25]. It is straightforward to find $S = \sqrt{G}$:

$$S_{i,j} = (a - b)\delta_{ij} + b \quad (24)$$

where

$$a = \sqrt{1 + (n-1)c^2 + (n-1)\sqrt{1-c^2}}, \quad b = \frac{\sqrt{1 + (n-1)c^2 - \sqrt{1-c^2}}}{n}. \quad (25)$$

Note that the success probability for the minimum error scheme is simply [24]

$$P^{\text{ME}}_s = \frac{1}{n} \sum_{i=1}^n S_{i,i}^2 = a^2. \quad (26)$$
The fact that all source states have the same overlap, or equivalently have equal Hamming distance, makes the distance to the true anomaly a less natural parameter in this case and we have different behaviors for $\Delta < \lfloor n/2 \rfloor$ and $\Delta \geq \lfloor n/2 \rfloor$. It is easy to convince oneself that the symmetry of the problem implies that the condition $\langle \psi_i | E_j | \psi_i \rangle = 0$ for $|i-j| \geq \Delta$ for any $\Delta < \lfloor n/2 \rfloor$ is in fact equivalent to impose $\Delta = 0$. Whence for $0 \leq \Delta < \lfloor n/2 \rfloor$ we have a constant probability of success, as can be seen in Fig. 9, and the protocol is equivalent to unambiguous discrimination. It is interesting to calculate the bound \([11]\) in this regime. We have

\[
[Z]^{ME}_{i,i} = a^2, \quad [Z]^{ME}_{i,i,\pm \Delta+1} = ab
\]

\[
[Z]^{ME}_{i,\pm \Delta+1,i,\pm \Delta+1} = b^2. \tag{27}
\]

From equation \([11]\) we get

\[
\hat{P}_s = (a-b)^2 = 1 - c^2. \tag{28}
\]

This value is exactly the unambiguous success probability. Notice that for $\Delta = 0$, the matrix $A$ in Eq. \([6]\) is $I_n$ and that by symmetry $Z = z I_n$, with $z$ a real parameter. Then the SDP reads

\[
\begin{align*}
\text{maximize} & \quad z \\
\text{subject to} & \quad z I_n \leq G \\
& \quad z \geq 0,
\end{align*} \tag{29}
\]

which is the SDP for the minimum eigenvalue of $G$. From \([25]\) it is direct to obtain $z = 1 - c^2$, as expected.

For $\Delta \geq \lfloor n/2 \rfloor$ we can start having some errors, and the success probability starts to increase from UA to ME as seen in Fig. 9. We also see that the lower bound \([11]\) in this regime departs from the $P^{UA}_s$ value. Now at least one block of $Z^{ME}$ can be completely covered by $Z^\Delta$ which allows for larger contributions to the bound. So $[Z]^{ME}_{i,i}$ has some elements constrained to be $(a - b)^2$ and as $\Delta$ increases new ones equal to the larger value $a^2$. Defining $d := \Delta - \lfloor n/2 \rfloor$ and recalling that $P^{ME}_s = a^2$ and $P^{UA}_s = (a-b)^2$, we obtain from Eq. \([11]\]

\[
\hat{P}_s = \begin{cases} 
\frac{n-2d+1}{n} P^{UA}_s + \frac{2d+1}{n} P^{ME}_s & \text{for } n \text{ odd} \\
\frac{n-2d}{n} P^{UA}_s + \frac{2d}{n} P^{ME}_s & \text{for } n \text{ even,}
\end{cases} \tag{30}
\]

which exhibits a nice linear behavior interpolating between UA and ME.

**V. CONCLUSIONS**

We have introduced a novel scheme of quantum discrimination for ordered hypothesis of linearly independent states that gives certified answers that do not depart from the true hypothesis more than a given distance $\Delta$. Our scheme may be of practical importance in cases where small deviations from the true hypothesis can be tolerated without compromising the effectiveness of the discrimination task. The scheme allows to tune at will the quality versus the quantity of the answers.

We have shown that all the discrimination properties of a given set of hypotheses are contained in the Gram matrix of the set. We have obtained a compact SDP for the optimal solution that can be solved very efficiently. We have also obtained a lower bound of the success probability for any value of the deviation that only requires the knowledge of the minimum error solution. The bound gives an analytical expression of how much the minimum error success probability is reduced as the maximum distance error $\Delta$ is decreased.

We have applied our findings to the quantum change point problem and the quantum state anomaly detection. For the former, we have shown that allowing a small departure from the true change point increases quite dramatically the success probability. We have computed the lower bound and shown that the increase of the success of probability is exponential in the allowed distance of the errors. For the QSAD we see that up to $n/2$ the protocol is equivalent to unambiguous discrimination. The lower bound for $\Delta \geq n/2$ gives a linear interpolation between UA and ME error protocols.

Our scheme is versatile enough to address other interesting situations. For instance, one might consider non-symmetric errors, i.e. the tolerated distance of forward and backward errors may be different. Also one can consider incompatibilities, i.e. given some hypothesis the protocol is required to avoid some specific answers. One important extension of our protocol would be to consider sets of linearly dependent and noisy states. The main difficulty here is how to extend the Gram matrix.
formalism in these settings. We are currently exploring these scenarios.
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Appendix A

In this Appendix we prove that the Fourier coefficients \( \hat{\mu}(k, c) \) of Eq. (17) decay exponentially with \( k \) as

\[
|\hat{\mu}(k, c)| \leq M(c)e^{k \log(c)}, \quad (A1)
\]

where

\[
M(c) = \int_{-\pi}^{\pi} \mu(\theta, c)d\theta. \quad (A2)
\]

Figure 10: Path of the contour integral of \( \mu(z, c) \) in the complex plane.

Proof. We first extend the function \( \mu(\theta, c) \) to the complex plane as

\[
\mu(z, c) = \frac{1}{\sqrt{(c-e^{iz})(c-e^{-iz})}}. \quad (A3)
\]

If we take the principal branch of the logarithm as a domain of \( z \to \sqrt{z} \) the function \( \mu(z, c) \), is analytic in \( \mathbb{C}/\{-i \log(c), i \log(c)\} \) because it is the composition of several analytic functions. It is a known fact that the Fourier coefficients of analytic functions decay exponentially \[27\]. We next compute

\[
\hat{\mu}(k, c) = \int_{-\pi}^{\pi} \mu(\theta, c)e^{ik\theta}d\theta, \quad (A4)
\]

for \( k \in \mathbb{N} \). Notice that due to the symmetry \( \mu(\theta, c) = \mu(-\theta, c) \), only the cosine term of \( e^{ik\theta} \) survives. We consider the contour integral in the complex plane shown in Fig. 10. We will call \( \gamma^c \) the part of the contour that does not lie in the real line. By analyticity of \( \mu(z, c) \) in this region we have that,

\[
\int_{-\pi}^{\pi} \mu(\theta, c)e^{ik\theta}d\theta + \int_{\gamma^c} \mu(z, c)e^{ikz}dz = 0. \quad (A5)
\]

Notice that \( \mu(\theta, c) \geq 0 \forall \theta \in [-\pi, \pi] \) and \( 0 \leq c \leq 1 \), i.e, \( \mu(\theta, c) = |\mu(\theta, c)| \). We also see that the contributions of the right and left vertical sections of the path cancel out. Thus, we have

\[
\int_{-\pi}^{\pi} |\mu(\theta, c)|d\theta = \int_{-\pi}^{\pi} |\mu(x + i(-\log(c) - \epsilon), c)|dx, \quad (A6)
\]

and from Eq. (A5) we get

\[
\left| \int_{-\pi}^{\pi} \mu(\theta, c)e^{ik\theta}d\theta \right| = \left| \int_{-\pi}^{\pi} \mu(z, c)e^{ikz}dz \right| \leq \int_{-\pi}^{\pi} |\mu(z, c)|e^{-ky}dz = e^{k(\log(c)+\epsilon)} \times \int_{-\pi}^{\pi} |\mu(x + i(-\log(c) - \epsilon), c)|dx = M(\epsilon, c)e^{k(\log(c)+\epsilon)},
\]

where in going from the second to the third r.h.s expression we use the fact that the the right and left arms contributions of the contour \( \gamma^c \) cancel out. Note that the constant \( M(\epsilon, c) \) does not depend on \( k \). Taking the limit \( \epsilon \to 0 \) and recalling Eq. (A6), we get

\[
|\hat{\mu}(k, c)| \leq e^{k \log(c)} \int_{-\pi}^{\pi} \mu(\theta, c)d\theta, \quad (A7)
\]

i.e., \( M(c) = \int_{-\pi}^{\pi} \mu(\theta, c)d\theta \).

We can calculate in a completely analogous fashion the Fourier coefficients for other powers of \( \mu(\theta, c) \). For instance, the function \( \chi(k+l, c) \) in Eq. (15) includes terms proportional to \( \mu^3(\theta, c) \) and these will also decay exponentially.

All the elements of \( S = \sqrt{G} \) of the QCP can thus be expressed as

\[
S_{k,l} \leq \frac{\sqrt{1-c^2}}{4\pi} \left( M_0 e^{k-l|\log(c)} \right. + \sum_{i=-1}^{2} M_i e^{(k+l+i)|\log(c)} \right), \quad (A8)
\]

where \( M_i \) are constants that only depend on \( c \) and not on \( k \) or \( l \).
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