Unconventional field induced phases in a quantum magnet formed by free radical tetramers
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We report experimental and theoretical studies on the magnetic and thermodynamic properties of NIT-2Py, a free radical based organic magnet. From magnetization and specific-heat measurements we establish the temperature versus magnetic field phase diagram which includes two Bose-Einstein condensates (BEC) and an infrequent half-magnetization plateau. Calculations based on density functional theory demonstrate that magnetically this system can be mapped to a quasi-two-dimensional structure of weakly coupled tetramers. Density matrix renormalization group calculations show the unusual characteristics of the BECs where the spins forming the low-field condensate are different than those participating in the high-field one.
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I. INTRODUCTION

The exact mapping between spin S = \frac{1}{2} systems and hard bosons proposed by Matsubara and Matsuda in 1956 [1] has opened the possibility of observing Bose-Einstein condensates (BEC) in quantum magnets. Several experimental realizations can be found in the literature, very often formed by interacting transition metal dimers [2,3]. A typical scenario invokes a ground state described by pairs of localized spins forming singlets. An external magnetic field acts as an effective chemical potential for triplet excitations that can subsequently form singlets. These unusual BECs are separated by an incompressible magnetic field, at low temperature, we find the existence of three quantum phases. We interpret two of them as having the expected in a system of weakly interacting S = \frac{1}{2} tetramers.

induced domes have been observed, the first one corresponding to the condensation of triplets and the second one to the condensation of quintuplets.

A similar behavior with two field induced domes can be expected in a system of weakly interacting S = \frac{1}{2} tetramers, where it is possible to realize nontrivial intratetramer quantum order determined by the relative strength of the exchange interactions. Unfortunately, contrary to the large amount of low-dimensional systems where the magnetic centers form dimers, there are very few low-dimensional systems formed by interacting tetramers: Cu2Cd2O6 [12–15], CuInVO5 [16], and SeCuO3 [17]. In these S = \frac{1}{2} systems, where the magnetic centers are d electrons carried by the Cu atoms, the large values of the magnetic interactions prevent the experimental exploration of the full phase diagram. For these reasons, to the best of our knowledge, no observation of Bose-Einstein condensation has been reported so far in S = \frac{1}{2} tetramers.

In this work, we present experimental and theoretical evidence for Bose-Einstein condensation in a crystal of NIT-2Py, a free radical based organic magnet [18] which behaves as weakly interacting S = \frac{1}{2} tetramers. We show that the physics can be described in terms of a fully rotational invariant system of quantum spins without frustration. When increasing the magnetic field, at low temperature, we find the existence of three quantum phases. We interpret two of them as having the physics of BECs. In the low-field phase only the edge spins of each tetramer contribute to the condensate, while in the high-field phase, the order is determined by the two central spins. These unusual BECs are separated by an incompressible state at half-magnetization that is a genuine quantum phase,
with half of the spins forming dimerized pairs and the other half aligned in the direction of the field.

The paper is organized as follows. The experimental details are given in Sec. II and the experimental results are presented in Sec. III. The latter includes the determination of the crystallographic structure (Sec. III A), the characterization of the magnetic properties from susceptibility and magnetization measurements (Sec. III B), the evaluation of the magnetic contribution to the specific heat (Sec. III C), and the determination of the temperature versus magnetic field phase diagram (Sec. III D). The theoretical evaluation of the effective exchange interactions of the Heisenberg Hamiltonian is presented in Sec. IV and the determination of the ground state of the system versus the applied magnetic field is given in Sec. V. Section VI concludes the paper with a short summary.

II. EXPERIMENTAL DETAILS

The organic insulator 2-(2-Pyridyl)-4,4,5,5-tetramethyl-4,5-dihydro-1H-imidazole-3-oxide-1-oxyl, shortly called NIT-2Py, is part of the nitronyl nitroxide family. Crystals of NIT-2Py were grown according to the method published in Refs. [19,20] and single crystals up to 1 x 1 x 10 mm have been obtained. The crystal structure was confirmed in a single-crystal x-ray diffraction experiment performed on a Bruker Microstar X8/Proteum diffractometer equipped with a Copper rotating anode delivering Cu Kα radiation through multilayer Helios mirror optics. These data can be obtained free of charge from the Cambridge Crystallographic Data Centre (CCDC-1531994).

The magnetic susceptibility and magnetization were measured in a commercial Quantum Design VSM SQUID magnetometer in the temperature range from 1.8 to 300 K and magnetic fields up to 7 T we used a Quantum Design SQUID magnetometer equipped with an iHelium3 option and in magnetic fields up to 9 T. The specific heat at ambient and under pressure was measured on polycrystalline NIT-2Py is shown in Fig. 2(a). A value which is of the same order of magnitude as the one that can be calculated from tabulated data [22].

III. EXPERIMENTAL RESULTS

A. Crystallographic structure

NIT-2Py crystallizes in the P2₁/c space group No. 14. The chemical and atomic structure of the isolated molecule is shown in Figs. 1(a) and 1(b) and the monoclinic unit cell in Fig. 1(c). It contains 264 atoms. The lattice parameters are \( a = 6.1471 \text{ Å}, b = 30.0605 \text{ Å}, c = 12.9583 \text{ Å}, \) and \( \beta = 100.269^\circ. \) There are eight molecules per unit cell [18] belonging to two inequivalent groups of four molecules each (molecules numbered in red 1 to 4 and numbered in blue 5 to 8).

B. Susceptibility and magnetization

While the magnetism of metallic ions arises from unfilled atomic d or f orbitals, the magnetic moment in free radicals stems from unfilled molecular orbitals. For each NIT-2Py molecule, there is one unpaired electron that leads to a spin \( S = \frac{1}{2} \) per molecule. The inverse of the magnetic susceptibility \( \chi \) measured on polycrystalline NIT-2Py is shown in Fig. 2(a). A deviation from the expected Curie-Weiss law is observed due to significant diamagnetic contributions \( \chi_{\text{Diam}} \) [see Fig. 2(a)]. As NIT-2Py carries only one spin \( S = \frac{1}{2} \) per molecule, which contains a total of 33 atoms, the diamagnetic contribution to the magnetic susceptibility from molecular bonds is significant. It has been subtracted requiring that the remaining (paramagnetic) part would follow a perfect Curie-Weiss law resulting in a \( \chi_{\text{Diam}} \) of \(-131(2) \mu\text{emu/mol}. \) A value which is of the same order of magnitude as the one that can be calculated from tabulated values of Pascal’s contributions from closed molecular orbitals [22].
FIG. 2. (a) The magnetic susceptibility $\chi_{m}$ of a NIT-2Py polycrystal measured in an applied field of 1000 Oe is shown as blue squares. The paramagnetic susceptibility $\chi_{\text{Para}} = \chi_{m} - \chi_{\text{Dia}}$ obtained after the subtraction of $\chi_{\text{Dia}}$ is shown as red circles. The solid line is a straight-line fit of $\chi_{\text{Para}}$ to a Curie-Weiss law. (b) Low-temperature region of $1/\chi_{\text{Para}}$ vs $T$. The dashed line is the Curie-Weiss fit. (c) Magnetization of a single crystal for temperatures below 2 K measured in a field of 50 Oe showing the behavior characteristic of antiferromagnetic order.

Fitting a Curie-Weiss law to $\chi_{\text{Para}} = \chi - \chi_{\text{Dia}}$ results in an effective moment of $1.71 \pm 0.01 \mu_{B}$ per molecule, which is in agreement with the expected value of $g \sqrt{S(S+1)}$ for a $S = \frac{1}{2}$ spin from the unpaired electron of each NIT-2Py molecule. The Curie-Weiss temperature of $-1.38 \pm 0.05$ K [see Fig. 2(b)] points to antiferromagnetic interactions between the NIT-2Py molecules.

Measurements on a single crystal of NIT-2Py along different crystallographic directions showed no significant evidence for an angular dependence of the magnetic susceptibility after we corrected for sample geometry [23]. This is expected for an organic compound such as NIT-2Py with small spin-orbit coupling.

Temperature-dependent magnetization measurements at 50 Oe and below 2 K on a single crystal show a maximum at 1.4 K and a point of inflection at 1.3 K [see Fig. 2(c)] indicating a possible antiferromagnetic transition at a characteristic temperature similar to the Curie-Weiss temperature.

Magnetization isotherms of NIT-2Py at different temperatures are shown in Fig. 3(a), where it can be seen that a plateau at half of the saturation value begins to develop for temperatures below 1.45 K and which is fully developed at 0.5 K. The observed saturation value corresponds to 1 $\mu_{B}$ per molecule, as expected for one free $S = \frac{1}{2}$ spin per NIT-2Py molecule. The dependence of the magnetization versus temperature at different magnetic fields is shown in Fig. 3(b). The convergence of the magnetization curves to 0.5 $\mu_{B}$ at low temperature for magnetic fields between 2 to 5 T corresponds to the plateau at half the full magnetization.

While fractional plateaus are usually associated with quantum effects, a simple possible explanation for the existence of this plateau could be that one of the two crystallographically inequivalent groups of molecules [see Fig. 1(c)] form antiferromagnetic dimers and the other ones behave as $S = \frac{1}{2}$ paramagnets [24,25]. This picture fails to be conclusive because the magnetization increase between 0 and 2 T is slower than the paramagnetic contribution $0.672 \mu_{B} H/T$ indicating that other antiferromagnetic interactions are also playing a significant role.

C. Specific heat

The specific heat $C_{p}$ of NIT-2Py is shown in Fig. 4(a) for temperatures up to 35 K. The magnetic contribution to the specific heat is given by $C_{m} = C_{p} - C_{\text{ph}}$, where $C_{\text{ph}}$ is the phonon contribution. This contribution was estimated by fitting the specific heat above 12 K to a Debye model:

$$C_{\text{ph}} = 9Nk_{B}\left(\frac{T}{\theta_{D}}\right)^{3} \int_{0}^{\frac{\theta_{D}}{T}} \frac{x^{4}e^{x}}{(e^{x}-1)^{2}} dx.$$ (1)

Here, $T$ is the temperature, $\theta_{D}$ the Debye temperature, and $N$ the number of molecules. The fit resulted in a $\theta_{D}$ of 122 K. Such a low value of $\theta_{D}$ is expected in a system with
FIG. 4. (a) The measured specific heat $C_p$ of NIT-2Py in zero magnetic field, the phonon contribution from the lattice $C_{ph}$, and the magnetic contribution $C_m = C_p - C_{ph}$ are shown in black (solid line), red (diamonds), and blue (circles), respectively. The inset shows the linear extrapolation of $C_p/T$ to zero temperature used to calculate the entropy. (b) Entropy associated with the phase transition in various magnetic fields for temperatures up to 10 K. The dashed line marks $S = R \ln 2$, the value expected for a $S = \frac{1}{2}$ per molecule.

FIG. 5. (a) Magnetic contribution to the specific heat of NIT-2Py for various magnetic fields and temperatures from 0.35 to 3 K. The zero-field data shown as the solid squares show a peak at 1.32 K superimposed over a large Schottky-type anomaly towards higher temperatures. This value of $T_c$ is the same temperature, at which we observe a point of inflection in the magnetization, suggesting the presence of an antiferromagnetic phase transition.

We calculated the magnetic entropy associated with the phase transition by numerically integrating our specific-heat data $S = \int_0^T C_m/T \, dT$. The result of this integration is shown in Fig. 4(b). In order to be able to carry out this integration, we extrapolated $C_p/T$ linearly to zero Kelvin, as shown in the inset of Fig. 4(b). The zero-field entropy shows that only a small fraction of the value of $S = R \ln 2$ expected for the magnetic entropy of a spin $S = \frac{1}{2}$ is recovered just above the transition at 1.32 K. In order to fully recover $S = R \ln 2$, we have to integrate up to 8 K, which indicates that only a fraction of a spin $\frac{1}{2}$ is ordering in the transition.

We have also carried out specific-heat measurements in a number of magnetic fields. The corresponding magnetic contributions are shown in Fig. 5(a). The phase transition seen in zero field is rapidly suppressed in a magnetic field. At a field of 2 T, only a small peak is visible, whereas most of the weight of the transition has merged with the Schottky-type anomaly centered at 2 K, until the transition is completely suppressed at $H_c \approx 2$ T. Increasing the field further pushes the broad anomaly to higher temperatures. At 6 T, a very sharp peak is observed, indicating the presence of a second phase transition. This transition occurs only for a limited field range, being absent at 5 and 7 T. To map out this second phase transition, we additionally carried out specific-heat measurements at fixed temperatures as a function of magnetic field. Specific-heat measurements versus magnetic field at 0.38 K present anomalies at 2.2, 5.1, and 6.7 T confirming the existence of the three phase transitions [Fig. 5(b)]. When increasing the temperature the first anomaly shifts to lower magnetic fields and the other two approach each other and finally disappear for temperatures above the maximum critical temperature $T_{c2}(H = 6 \text{ T})$ of 0.53 K.

D. Phase diagram

The second anomaly seen in the specific heat forms a dome in the $H-T$ phase diagram (see Fig. 6), which is reminiscent of the Bose-Einstein condensation of magnons seen in quantum paramagnets [2], and easy-plane antiferromagnets with U(1)-rotational invariance around a crystallographic axis [5]. In order to further explore the phase boundary of this field induced dome, we carried out magnetocaloric measurements, which are shown in Fig. 7(a). Characteristic traces for fields being swept up or down both show heating when the phase boundary is crossed. This suggests that our sample and the thermal bath are in equilibrium according to the discussion of magnetocaloric experiments in Ref. [2]. We determined the
phase boundary as the midpoint between the two extrema of the $H$-$T$ trace. The phase boundary determined from magnetocaloric measurements is in fair agreement with the one determined from specific-heat measurements. The critical exponent $\phi$ of the upper critical field $H_{c3}$ extracted from the results of the magnetocaloric measurements suggests that the field induced order is a Bose-Einstein condensation of magnons. The critical exponent is related to the power-law dependence of $H_{c3}(T) - H_{c3}(0) \propto T^\phi$. Since the value of $\phi$ depends sensitively on $H_{c3}(0)$, we followed the procedure laid out in Ref. [26] to obtain an accurate value for the critical exponent.

First, the critical field $H_{c3}(0)$ is determined by a fit to the data for different temperature windows $T_w$ for various trial values of $\phi$. The values of $H_{c3}(0)$ resulting from these fits are shown in Fig. 7(b). An accurate value of the physical critical field is obtained by the extrapolation to an infinitesimally small temperature window for each trial value of $\phi$. Here, all the different extrapolations for different $\phi$ converge to $H_{c3}(0) = 7.345 \pm 0.003$ T. Using this value, the critical exponent $\phi$ was obtained through a similar extrapolation to infinitesimally small temperature window, as shown in Fig. 7(c). The resulting value $\phi = 1.47 \pm 0.09$ corresponds well to $\phi = 1.5$ expected for a 3D Bose-Einstein condensate of magnons [27–29].

The field dependence of $C_m$ at fixed temperatures [see Fig. 5(b)] shows a Schottky-type anomaly for fields above the upper critical field $H_{c3}$, indicating the presence of a gap in the magnon spectrum of the field polarized ferromagnetic phase. For the transition at $H_{c3}$ to be a Bose-Einstein condensation, this magnon gap needs to close at $H_{c3}$ [5]. To search for a magnon gap in NIT-2Py, we analyzed the magnetic specific-heat data for fields above $H_{c3}$. To extract the size of the magnon gap $\Delta$ we tested contributions from a 2D as well as from a 3D magnon fluctuation spectrum. This analysis is shown in Figs. 8(a) and 8(b), respectively. Here, we are following the example laid out for Cs$_2$CuCl$_4$, which in zero field displays $XY$ antiferromagnetic order which is U(1) invariant around the $a$ axis [5]. Applying a magnetic field $H$ along the $a$ axis then breaks this U(1) symmetry, as the transverse spin component orders at $T_c$ [5]. This leads to the appearance of a Goldstone mode with a linear dispersion, which in the case of Cs$_2$CuCl$_4$ in Ref. [5] was interpreted as the signature of a magnon Bose-Einstein condensation. We fitted our 7-, 8-, and 9-T data with $C_m^{3D} = A \frac{\Delta^2}{T}$, which is characteristic for a 2D magnon spectrum, as well as $C_m^{3D} = B \frac{\Delta^2}{T^2}$, which is characteristic for a 3D spectrum. Both curves fit our data equally well in the available temperature and magnetic field range, and we are unable to determine the dimensionality of the magnons in the field induced ferromagnetic phase. The values of the gaps obtained from our fits, which are very similar in size for both models, are shown in the $H$-$T$ phase diagram shown in Fig. 6. For both spectra, the resulting magnon gap $\Delta$ disappears at $H_{c3}$ at zero temperature, as required for case of Bose-Einstein condensation.

The interactions in NIT-2Py are due to the overlap of the atomic orbitals of the different molecules. Organic materials often show a drastic change of their physical properties (see for example Ref. [30]), such as the appearance of superconductivity and charge- or spin-density wave transitions. We
measured specific heat of NIT-2Py with applied pressures of 0, 5, and 10 kbar in a number of applied fields. The results are shown in Figs. 8(c)–8(e). While pressure somewhat broadens the anomalies in the specific heat, the anomalies are still visible. Pressure increases the temperature of the first dome, as well as the second dome, but also pushes the maximum of the domes and the upper critical field of the anomalies to higher fields, as shown in Fig. 6.

The $H$–$T$ phase diagram of Fig. 6 combines specific-heat and magnetocaloric data. For fields below $H_{c1}$ of $\approx 2.2$ T, we find a low-field quantum phase from specific-heat measurements. For this range of magnetic fields, the magnetization increases approximately linearly with applied field at 0.5 K. For fields between $H_{c1}$ and $H_{c2}$, the magnetization shows a plateau at half the saturation value at 0.5 K. The occurrence of half-magnetization plateaus is rare, and we are only aware of two examples: the spin-1 dimers Ba$_3$Mn$_2$O$_8$ [7,8] and the organic biradical F$_2$PNNNO [9–11]. For fields above $H_{c2}$, the magnetization increases again and saturates at $H_{c3}$, where the specific-heat and magnetocaloric results indicate a phase boundary. This suggests that NIT-2Py displays two field induced Bose-Einstein condensations. This is also borne out by the vanishing magnon gap $\Delta$ at $H_{c3}$, which was extracted from specific-heat data in magnetic fields larger than $H_{c3}$.

IV. CALCULATION OF THE EFFECTIVE EXCHANGE INTERACTIONS

To understand the magnetic order at the origin of the phase transitions, one needs to determine the leading magnetic interactions between the NIT-2Py molecules. Due to the negligible anisotropy we have assumed that the magnetic properties can be described by a rotational invariant Heisenberg Hamiltonian

$$\hat{H} = \hat{H}_0 + \sum_{i>j} J_{ij} \hat{S}_i \cdot \hat{S}_j, \quad (2)$$

where $\hat{H}_0$ is the spin-independent part of the Hamiltonian, $J_{ij}$ are the magnetic couplings, and $\hat{S}_i$ and $\hat{S}_j$ are the $S = \frac{1}{2}$ spin operators localized at the NIT-2Py molecules at sites $i$ and $j$, respectively. Unfortunately, it is difficult to see an obvious arrangement of the molecules which can be used to predict the relative strength of the exchange interactions by inspection of the crystal structure.

Moreover, compared to transition metal oxide based quantum magnets [31–33], the spin polarization in NIT-2Py is highly delocalized on the O-N-C-N-O branch in the center of the molecule [see Fig. 1(b)] like in other members of the family [34,35]. Hence, the interactions are expected to have a rather extended range. For this reason, we have calculated 13 different interactions up to intermolecular distances of 9.404 Å (see Table I). To classify the exchange interactions, we used the distance between the central C atoms in the O-N-C-N-O branch of each molecule.

The calculations were performed using a broken-symmetry formalism, i.e., by mapping total energies corresponding to various collinear spin arrangements within a supercell onto the Heisenberg Hamiltonian of Eq. (2). For the calculations we have used the QUANTUM ESPRESSO [36] code based on density functional theory, ultrasoft pseudopotentials, and the PBE functional [37] with a plane-wave and charge-density cutoff of 80 and 320 Ry, respectively. We have used a $4 \times 1 \times 2$ Monkhorst-Pack [38] grid for the first Brillouin zone sampling of the 264-atom monoclinic $1 \times 1 \times 1$ unit cell and adapted equivalent samplings for the double $2 \times 1 \times 1$ and $1 \times 1 \times 2$ or the quadruple $2 \times 1 \times 2$ supercell calculations. A full relaxation of the internal coordinates of the 264 atoms has been performed in the $1 \times 1 \times 1$ cell. The same relaxed coordinates have been consistently used to construct the supercells. The different supercells were needed to distinguish the exchange interactions between a molecule and two different molecules which are connected by the translation symmetry if the $1 \times 1 \times 1$ unit cell is used. Only the 1056-atom $2 \times 1 \times 2$ unit cell allows to calculate separately the 13 interactions. The 264-atom $1 \times 1 \times 1$ unit cell, whose total energy can be written as

$$E_{111} = E_0 + \frac{1}{4} \left[ 4 (J_1 + J_1') + b_2 (J_2 + J_4 + J_7 + J_{11}) + b_3 (J_3 + J_{10}) + b_5 (J_5 + J_6) + b_6 (J_6 + J_{12}) + b_8 J_8 \right] \quad (3)$$
neither allow to calculate \( J_1 \) and \( J'_1 \) nor to separate \( J_2, J_4, J_7, \) and \( J_{11}; J_3 \) and \( J_{10}; J_5 \) and \( J_9; \) and \( J_6 \) and \( J_{12}. \) Similar limitations arise with the 528-atom \( 1 \times 1 \times 2 \) and \( 2 \times 1 \times 1 \) unit cells, whose total energies are

\[
E^{(1)} = 2 E_0 + \frac{1}{4} [18 (J_1 + J'_1) + c_2 (J_2 + J_7) \\
+ c_4 (J_4 + J_{11}) + c_3 J_3 + c_3 J_5 \\
+ c_6 (J_6 + J_{12}) + c_8 J_8 + c_9 J_9 + c_{10} J_{10}] \tag{4}
\]

and

\[
E^{(2)} = 2 E_0 + \frac{1}{4} [d_1 (J_1 + d_1 J'_1) + d_2 (J_2 + J_4) \\
+ d_3 J_3 + d_4 J_4 + d_6 J_6 + d_7 (J_7 + J_{11}) \\
+ d_8 J_8 + d_9 J_9 + d_{10} J_{10} + d_{12} J_{12}] \tag{5}
\]

The coefficients \( b_j, c_j, \) and \( d_j \) depend on the spin arrangements of the molecules.

Two different calculation procedures have been used to calculate the effective exchange interactions. The first procedure uses a least-squares minimization of the difference between the DFT and Ising relative energies to obtain a numerical evaluation of the couplings. The second procedure allows to calculate separately the effective exchange interaction. For example, the interaction between spin \( i \) and \( j \) can be evaluated from

\[
J_{ij} = E_{ij}(\uparrow\uparrow) + E_{ij}(\downarrow\downarrow) - E_{ij}(\uparrow\downarrow) - E_{ij}(\downarrow\uparrow), \tag{6}
\]

where \( E_{ij}(\sigma_i, \sigma_j) \) are the four spin configurations where the spins \( i \) and \( j \) take the values up or down while all the other spins are kept up \([39]\). \( J_{ij} \) could be a single or a sum of exchange interactions depending on the size of the unit cell used to calculate the total energies.

As the \( 1 \times 1 \times 1 \) unit cell contains 8 molecules, there are a total of 256 distinct spin configurations. However, taking crystal and spin-reversal symmetries into account, this number can be reduced to 39. The application of the least-squares minimization procedure to this unit cell gives a first estimation of the exchange interactions (in units of K):

\[
\begin{align*}
J_2 + J_4 + J_7 + J_{11} &= 12.5 \\
J_3 + J_{10} &= -0.5, \\
J_5 + J_9 &= 7.5, \\
J_6 + J_{12} &= 8.6, \\
J_8 &= -0.2.
\end{align*}
\]

The second procedure \([39]\) was used with the larger unit cells to evaluate \( J_1 \) and \( J'_1 \) and separate the exchange interactions. All the calculations gave consistent values of the exchange interactions with an overall error of \( \pm 0.1 \) K. For example, with the \( 2 \times 1 \times 1 \) unit cell we obtain

\[
\begin{align*}
J_2 + J_4 &= 11.3, \\
J_7 + J_{11} &= 1.2, \\
J_5 &= -0.5, \\
J_6 &= 8.1, \\
J_8 &= 6.2, \\
J_{12} &= 2.3
\end{align*}
\]

The system becomes an ensemble of independent tetramers connecting molecules, which are related by symmetry \([1 \text{ and } 4 \text{ or } 2 \text{ and } 3 \text{ as labeled in Fig. 1(d)} \). If one sets \( J_6 \) and \( J_9 \) to zero, the equivalent magnetic lattice would correspond to dimers on one of the two sublattices formed by one of the groups of four crystallographically equivalent molecules and isolated paramagnets on the other. If one keeps the second-largest interaction \( J_{10}, \) represented by violet lines in Fig. 1(d), the system becomes an ensemble of independent tetramers consisting of four \( S = \frac{1}{2} \) moments. When the third-strongest term \( J_6 \) is added, the magnetic structure forms a corrugated 2D lattice of interacting tetramers, as shown in Fig. 1(d). This family of planes is indexed by \( \{-1,0,2\}. \) Despite the complexity of the structure and the large number of couplings, the system is not frustrated, and it is possible to satisfy the conditions for an antiferromagnetic \( S_{\text{tot}} = 0 \) Néel order (see Fig. 11), in agreement with experiments.

**Table I.** Effective exchange interactions. The 13 interactions calculated in this work between the NIT-2Py molecules obtained using density functional theory are listed in the first column. The distances in the second column are measured between the C atoms in the O-N-C-N-O branch of each molecule. The third column gives the equivalent groups of the molecules associated with the corresponding exchange interaction. In the last column, the effective interactions are given in units of K. A positive value is associated to an antiferromagnetic interaction.

| \( d_{i,j} \) (Å) | Equivalent group | \( J_i \) (K) |
|------------------|------------------|-------------|
| \( J_1 \)       | 6.15             | 1-1         | −0.9       |
| \( J'_1 \)      | 6.15             | 2-2         | −2.9       |
| \( J_2 \)       | 6.43             | 1-1         | −0.6       |
| \( J_3 \)       | 6.68             | 2-2         | −0.5       |
| \( J_4 \)       | 7.00             | 1-1         | +11.9      |
| \( J_5 \)       | 7.40             | 1-2         | +0.6       |
| \( J_6 \)       | 7.86             | 1-2         | +6.2       |
| \( J_7 \)       | 7.94             | 1-1         | +1.1       |
| \( J_8 \)       | 8.08             | 1-2         | −0.2       |
| \( J_9 \)       | 8.20             | 2-2         | +8.1       |
| \( J_{10} \)    | 8.26             | 2-2         | +0.0       |
| \( J_{11} \)    | 8.63             | 1-1         | +0.1       |
| \( J_{12} \)    | 9.40             | 1-2         | +2.4       |

whose corresponding sums are in good agreement with the values obtained from the single unit cell. Similarly, with the \( 1 \times 1 \times 2 \) unit cell we get

\[
J_2 + J_7 = 0.5, \quad J_4 + J_{11} = 12.0
\]

in agreement with the above estimations. A summary of the calculated exchange interactions is shown in Table I.

It is interesting to note that in spite of the fact that most of the interactions have nonzero values, the three leading couplings are all antiferromagnetic with positive values, namely, \( J_4 = 11.9, J_6 = 6.2, \) and \( J_9 = 8.1 \) K. The strongest interaction \( J_4 \) is represented by the thick black lines in Fig. 1(d) and connects molecules, which are related by symmetry \([1 \text{ and } 4 \text{ or } 2 \text{ and } 3 \text{ as labeled in Fig. 1(c)} \). If one sets \( J_6 \) and \( J_9 \) to zero, the equivalent magnetic lattice would correspond to dimers on one of the two sublattices formed by one of the groups of four crystallographically equivalent molecules and isolated paramagnets on the other. If one keeps the second-largest interaction \( J_{10}, \) represented by violet lines in Fig. 1(d), the system becomes an ensemble of independent tetramers consisting of four \( S = \frac{1}{2} \) moments. When the third-strongest term \( J_6 \) is added, the magnetic structure forms a corrugated 2D lattice of interacting tetramers, as shown in Fig. 1(d). This family of planes is indexed by \( \{-1,0,2\}. \) Despite the complexity of the structure and the large number of couplings, the system is not frustrated, and it is possible to satisfy the conditions for an antiferromagnetic \( S_{\text{tot}} = 0 \) Néel order (see Fig. 11), in agreement with experiments.

Magnetization isotherms calculated by exact diagonalization for a system of four coupled tetramers show a good qualitative agreement with the experimental data in spite of a systematic shift of the critical fields and temperatures to
larger values. The reason for this difference lies in the known overestimation of the exchange interactions when a semilocal functional is used [33,40]. A quantitative match with the experiments requires smaller values of the exchange interactions.

The order of magnitude of the intratetramer exchange interactions ($J_4$ and $J_6$) can be obtained by comparing the two critical fields $E_{ST}(J_4, J_6)$ and $E_{TQ}(J_4, J_6)$ [Eqs. (A8) and (A9)], corresponding to the stabilization of the triplet and quintuplet ground states of the isolated tetramer, to the values of the magnetic field at the center of the domes in the $T$ vs $H$ phase diagram shown in Fig. 6. The intensity of the intertetramer interaction ($J_6$) can be estimated from the width of the domes at zero temperature. The critical fields of about 1.1 and 5.8 T and a half-width 1.25 T (see Fig. 6) give a rough estimate of $J_4 = 5.7$, $J_6 = 1.7$, and $J_9 = 3.3$ K. A more precise estimation can be obtained by a least-squares minimization of the differences between the experimental and theoretical magnetization obtained by exact diagonalization of the Heisenberg Hamiltonian given in Eq. (2). With this procedure we obtained $J_4 = 6$, $J_6 = 1$, and $J_9 = 2.8$ K. These values have been used in the rest of the work and for the solid lines in Fig. 3.

V. CALCULATION OF THE GROUND STATE VERSUS MAGNETIC FIELD

In order to determine the ground state of this system in an applied magnetic field, we performed density matrix renormalization group calculations (DMRG) [41,42]. For clarity and convenience, we have placed the tetramers on the vertices of a square lattice, as shown in Fig. 1(e). The calculations were performed on cylinders of different aspect ratios. The antiferromagnetic exchange between tetramers $J_6$ is smaller by at least a factor of 3 compared to the ones within tetramers $J_4$ and $J_9$. In zeroth-order approximation we can consider the ground state to be a crystal of singlets. Nevertheless, these interactions are very important since they are responsible for establishing long-range magnetic order. The weakly entangled nature of our model makes it amenable to DMRG calculations, which have already proven very successful in unveiling the magnetic phases of the Shashy-Sutherland compound SrCu$_2$(BO$_3$)$_2$ [43–45]. Simulations at zero field yield a small but finite singlet-triplet gap of 0.38 K. Moreover, the ground-state energy per tetramer $E_0 = -0.9787$ $J_4$ is very close to the value for an isolated tetramer $-0.9675$ $J_4$, indicating that the ground state is a crystal of tetramers without long-range antiferromagnetism (the dependence of the ground-state energy is shown in Fig. 12). However, it is possible that interlayer or additional interactions could close the gap and establish true long-range order. We notice that the zero-field critical temperature is $T_c(0) = 1.32$ K, so it is possible that the material is very close to a quantum critical regime separating a magnetically ordered state from a crystal of tetramers. At the magnetization plateau at $m = \frac{1}{2}$, the Heisenberg contribution to the ground-state energy is $E_{1/2} = -0.8038$ $J_4$, whereas the one of isolated tetramers is $-0.8017$ $J_4$. Therefore, the plateau can also be described as an incompressible crystal of tetramers, in which the spins sitting at the edges on the weak bonds are fully polarized in the direction of the field, and the two central spins form a tightly bound dimer. Explicitly, the wave function of a single tetramer at half-magnetization can be written as

$$|\text{g.s.}\rangle_{m=1/2} = \alpha|\psi_1\rangle + \beta|\psi_2\rangle,$$

with

$$|\psi_1\rangle = 1/\sqrt{2}(|\uparrow\uparrow\downarrow\downarrow\rangle - |\downarrow\uparrow\uparrow\uparrow\rangle)$$

and

$$|\psi_2\rangle = 1/\sqrt{2}(|\uparrow\uparrow\downarrow\downarrow\rangle - |\downarrow\uparrow\uparrow\uparrow\rangle)$$

describing a singlet between the two edge spins and between the central spins, respectively. In our case we find $\beta^2 = 0.95$, meaning that the latter carries almost all the weight. Although we assume this picture of decoupled tetramers to simplify the description of the problem, in reality the DMRG simulations indicate that the moment of the edge spins is $\langle S^z \rangle = 0.48$ and finite but very small correlations $\langle S_i^+ S_j^- \rangle \sim 10^{-3}$ connect nearby tetramers.

The BEC regime is realized both between zero and the lower critical field $H_{c1}$ and between the end of the plateau at $H_{c2}$ and full polarization at $H_{c3}$ corresponding to the gray LFQP and red HFQP regions in Fig. 6, respectively. As the magnetic field increases, the edge spins start canting in the direction of the field, simultaneously establishing a correlated state with long-range order in the transverse plane. In bosonic language, the edge spins form a superfluid with off-diagonal long-range order, while the central spins remain dimerized. A similar behavior is found above the plateau, with the central spins canting in the direction of the field, while the edge spins remain fully polarized.

In order to characterize the different field induced phases we calculated the longitudinal and transverse spin-structure factors, defined as

$$S^z(q) = \frac{1}{N} \sum_{ij} \langle S_i^z S_j^z \rangle e^{i q (r_i - r_j)},$$

$$S^{xx}(q) = \frac{1}{N} \sum_{ij} \langle S_i^x S_j^x \rangle e^{i q (r_i - r_j)},$$

where the $z$ direction is chosen along the applied magnetic field and the spin coordinates $r_i$ and momenta $q$ are the ones of the topologically equivalent square lattice mentioned above. In the $S^z$ basis, these quantities measure diagonal and off-diagonal long-range order, respectively.

Results for different magnetization values are shown in Fig. 9. Figures 9(a)–9(d) display the longitudinal component $S^z$, while Figs. 9(e)–9(h) show the transverse $S^{xx}$ component. Note that the unit cell used for these calculations is a single spin on a square lattice [Fig. 1(e)]. The corresponding order is sketched below. At $m = 0$ the correlations do not display a sharp peak, and they are almost evenly distributed along the $q = (\pi, \pi)$ axes. This result can be easily recovered by considering a crystal of tetramers in their singlet ground state. At $m = \frac{1}{2}$ we similarly can reproduce the measured quantities by assuming a crystal of triplets. The edge spins are fully polarized, as reflected in the peaks of the longitudinal structure factor at $q = (\pi, \pi)$ (see Fig. 9). The peak at $q = (0, 0)$ is proportional to the total magnetization squared. In the transverse direction, we do not observe a sharp peak, and our results describe a valence-bond solid, or crystal of dimers. At $m = \frac{1}{4}$ and $\frac{3}{4}$ the
off-diagonal correlations show sharp additional peaks at \( q = \pi / 2, \pi \), indicating the onset of long-range order (see Fig. 9). It is important to highlight that this regime cannot be explained in terms of isolated tetramers, and emerges as an effect of correlations and due to the intermolecule interactions. In this sense, neither dimers nor edge spins are fully disentangled. In order to determine the existence of off-diagonal order in the thermodynamic limit we perform a finite-size scaling of the structure factor, shown in Fig. 10. We carried out a linear extrapolation in \( 1/N \) using cylinders with the same aspect ratio. Results indicate a finite window around \( m = 1/2 \) where the off-diagonal correlations vanish, suggesting the existence of a new phase with a coexistence of fully polarized spins and a disordered state resulting from the “melting” of the valence-bond solid.

VI. SUMMARY

Our experimental data backed by comprehensive theoretical and numerical analysis demonstrate a rich and unconventional magnetic behavior in the organic molecular crystal NIT-2Py with field induced phases that can only be interpreted in terms of a quantum-mechanical description. Specific-heat and magnetocaloric measurements indicated the presence of two domes in \( H-T \) phase diagram: at zero field, NIT-2Py shows an antiferromagnetic phase transition. However, the entropy associated with this phase transition is only a fraction of \( R \ln 2 \), indicating that the ground state of this crystal of spin-1/4 carrying molecules is quantum mechanical in nature. An applied field suppresses this phase transition at a critical field \( H_{c1} \) of 2.2 T. This is the same field at which the magnetization measured at 0.5 K becomes field independent and shows a plateau at half the saturation value up to a \( H_{c2} \) of 4.5 T, where a second anomaly appears in the specific heat. Here, the magnetization starts to increase again linearly up to saturation value of 1 \( \mu_B \) to saturate at a field of \( H_{c3} \) of 7.3 T, where the second anomaly in specific heat disappears. The exponent \( \phi \) of the power-law behavior \( H_{c3}(T) - H_{c3}(0) \propto T^\phi \) at \( H_{c3} \) of this second dome in the \( H-T \) phase diagram corresponds to the value expected for a Bose-Einstein condensation of magnons. This is supported by the magnon gap \( \Delta \) we see in the specific heat for magnetic fields above \( H_{c3} \), which closes at \( H_{c3} \).

In order to be able to propose an effective model of the interactions in NIT-2Py, we carried out a series of total-energy calculations in the so-called broken symmetry formalism, where the spins on the molecules are polarized by hand. Due to lack of spin-orbit interaction in NIT-2Py, the total energies can be mapped directly to the rotationally invariant Heisenberg Hamiltonian of Eq. (2). By using supercells of up to \( 2 \times 1 \times 2 \) we were able to identify the different exchange interactions between neighboring molecules. As listed in Table I, we found that the leading interactions are all antiferromagnetic. The minimal magnetic model obtained by mapping the coordination and strength of the interactions back to the structure consists in spin-1/2 tetramers, which form a corrugated 2D lattice parallel to the \( \{-1,0,2\} \) set of crystallographic planes, as shown in Fig. 1(d). The strength of the interactions obtained from the broken symmetry formalism is comparable to the values which result from fitting the exchange constants to the magnetization data of NIT-2Py, as shown Fig. 3(a).

Having established the minimal magnetic model, we carried out DMRG calculations on finite but large systems and determined the magnetic phase diagram. To summarize the qualitative picture that emerges from our results and analysis, we find a low-field BEC formed by the spins at the ends of the tetramers, with the two spins in the middle strongly entangled into dimers. The high-field BEC is formed by the central spins, with the ones at the edges practically fully polarized. The high-field BEC is qualitatively similar to TICuCl3 [46,47] since right above the plateau the system basically consists of a crystal of dimers, and can be described in the same language with the (practically polarized) edge spins mediating the inter-
actions between the singlets. Unlike most quantum magnets that realize a classical “up-up-up-down” order in the half-magnetization plateau, NIT-2Py exhibits a true quantum state, similar to the one reported in CdCu2(BO3)3 [13,15], formed by a valence-bond solid coexisting with fully polarized spins. We hope that NIT-2Py can become a new exciting playground to realize novel states and study quantum phase transitions, for instance, under chemical doping or hydrostatic pressure.
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APPENDIX A: ISOLATED TETRAMER

The Hamiltonian of an isolated tetramer with interactions \( J_1 \) and \( J_2 \) is

\[
H_{\text{tetra}} = J_1 (S_1 \cdot S_2 + S_3 \cdot S_4) + J_2 (S_2 \cdot S_3).
\]

The system has two singlets \((S=0)\), three triplets \((S=1)\), and one quintuplet \((S=2)\) eigenstates whose energies are [48]

\[
E_1^S = -\frac{J_1}{2} - \frac{J_2}{4} - \frac{\sqrt{J_1^2 + 2 J_2 J_0 + 4 J_0^2}}{2},
\]

\[
E_2^S = -\frac{J_1}{2} - \frac{J_2}{4} + \frac{\sqrt{J_1^2 + 2 J_2 J_0 + 4 J_0^2}}{2},
\]

\[
E_1^T = -\frac{J_1}{4} - \frac{\sqrt{J_1^2 + J_0^2}}{2},
\]

\[
E_2^T = -\frac{J_1}{4} + \frac{\sqrt{J_1^2 + J_0^2}}{2},
\]

\[
E_3^T = -\frac{J_0}{2} + \frac{J_4}{4},
\]

\[
E_4^T = \frac{J_0}{2} + \frac{J_4}{4}.
\]

With antiferromagnetic (positive) interactions, at zero magnetic field, the ground state is the \( E_1^S \) singlet. With an applied magnetic field at zero temperature a first jump in the magnetization arises when the \( S_z = 1 \) component of the lowest-energy triplet becomes the ground state at

\[
H_{ST} = \frac{1}{g \mu_b} (E_1^T - E_1^S).
\]
APPENDIX B: DENSITY MATRIX RENORMALIZATION GROUP CALCULATIONS

As described in the text, the geometry of the problem was mapped onto a system of spins at the vertices of a square lattice. Antiferromagnetic Néel order is compatible with the calculated exchange interactions as can be seen in Fig. 11 where the magnetic order is represented in the topologically equivalent lattice and magnetic unit cell used for DMRG calculations. The blue and red circles represent opposite projections of the magnetic moment along z. There is no frustration when the three leading magnetic interactions between the NIT-2Py molecules $(J_1, J_2, J_3)$ are all antiferromagnetic. This magnetic order corresponds to a $4 \times 2$ superstructure with respect to the underlying square lattice. It would appear as peak at $q = (\pi/2, \pi)$ in the spin structure factor.

DMRG simulations were performed on cylinders of different aspect ratios. We found very small entanglement and finite-size effects due to the weak coupling between the tetramers. Figures 12(a) and 12(b) show the convergence of the ground-state energy with the number of states $d$ for a system of size $L_x \times L_y = 16 \times 8$.

For $m = 0$, four significant figures in the ground-state energy are achieved with moderate effort $d = 800$ while for $m = 1$ seven significant digits can be obtained with just $d = 200$ states. This can be attributed to the weak entanglement in these gapped phases. Results in the paper where obtained with six to seven significant figures for a lattice size of $L_x \times L_y = 32 \times 8$ containing 256 spins. Typical runs involved 1000 states for the $m = 1/2$ phase and up to 2400 states in the other cases.

The dependence of the off-diagonal structure factor $S^{+-}(\pi/2, \pi)$ on the number of DMRG states is shown in Fig. 12(c). The estimated error with $d = 1200$ is in the third significant digit, while for magnetization $m = 1/2$ the results are fully converged.
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