A variational quantum algorithm for Hamiltonian diagonalization
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Hamiltonian diagonalization is at the heart of understanding physical properties and practical applications of quantum systems. It is highly desired to design quantum algorithms that can speedup Hamiltonian diagonalization, especially those can be implemented on near-term quantum devices. In this work, we propose a variational algorithm for Hamiltonians diagonalization (VQHD) of quantum systems, which explores the important physical properties, such as temperature, locality, and correlation, of the system. The key idea is that the thermal states of the system encode the information of eigenvalues and eigenstates of the system Hamiltonian. To obtain the full spectrum of the Hamiltonian, we use a quantum imaginary time evolution algorithm with high temperature, which prepares a thermal state with a small correlation length. With Trotterization, this then allows us to implement each step of imaginary time evolution by a local unitary transformation on only a small number of sites. Diagonalizing these thermal states hence leads to a full knowledge of the Hamiltonian eigensystem. We apply our algorithm to diagonalize local Hamiltonians and return results with high precision. Our VQHD algorithm sheds new light on the applications of near-term quantum computers.

I. INTRODUCTION

Naturally arising Hamiltonian of quantum systems exhibit local structure, which allows efficient algorithms on quantum computers to simulate the evolution of these systems. Diagonalizing these Hamiltonians, however, is a more challenging task for quantum computing, which also serves as important subroutines, for instance, of the celebrated density functional theory (DFT) [1, 2] for important applications of quantum simulation in chemistry, materials sciences and technologies [3]. Quantum algorithms have been developed for finding the eigenvalues and eigenstates of Hamiltonians, for instance the one based on quantum fast Fourier transform [4]. However, implementing these algorithms require fault-tolerance [5], which are not expected to be achievable in the near future.

With the current noisy intermedia-scale quantum (NISQ) era [6], it is highly desired to design quantum algorithms that can take advantage of the near-term quantum devices. Many variational/hybrid quantum algorithms are proposed in recent years, for tasks such as finding ground states of Hamiltonians (variational quantum eigensolver (VQE) [7–9]), finding approximate solutions to combinatorial optimization problems (quantum approximate optimization algorithm QAOA [10]); finding singular values of matrices [11], pure state Schmidt decomposition [12], and training quantum Boltzmann machine (variational quantum Boltzmann machine [13, 14]). Along this line, the variational algorithm for finding Hamiltonian spectra has also been discussed [15], with also various new methods for finding excited states [16, 17].

Hamiltonian diagonalization is to find all the excited states and ground states. Ref. [16] proposes a variational quantum deflation (VQD) algorithm to calculate the excited states, which extends the original VQE by imposing orthogonality conditions between the ansatz states. The orthogonality condition of the k-th excited state needs to estimate the inner products between the k-th ansatz state and all of the lower (k − 1) ground/excited states. The estimation of the overlap in VQD is not easily implementable on the NISQ devices. Ref. [17] propose a subspace search variational quantum eigensolver (SSVQE), which get rid of many overlap estimations but increase the circuit depth. Additionally, there are variational methods [18, 19] for diagonalizing quantum state instead of the hamiltonian. The variational quantum state diagonalization (VQSD) [19] method also need to calculate overlap and use the diagonalized inner product test to estimate the overlap instead of doubling the ansatz circuit depth in VQD. The VQSD saves the circuit depth but increases the number of qubits. Further, another method for diagonalizing density matrix called variational quantum state eigensolver (VQSE) [18] do not need to estimate the overlap, which requires only n qubits as the same with the original quantum state.

In this work, we propose a new variational quantum algorithm for Hamiltonian diagonalization (VQHD) for quantum systems. The key idea is that for any system Hamiltonian $H\$, the thermal state $\rho_\beta = e^{-\beta H} / \text{tr}(e^{-\beta H})$ encodes the information of the eigenvalues and eigenvectors of $H\$, where $\beta = 1/k_B T$ with $T$ the temperature of the system. For small $\beta\$, $\rho_\beta$ is full rank and diagonalizing $\rho_\beta$ directly returns the eigensystem of $H$. Hence if we prepare the thermal state $\rho_\beta$, we can then use variational algorithms to diagonalize $\rho_\beta$ for obtaining the eigensystem of $H$.  
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To prepare the thermal state $\rho_\beta$, one can apply an imaginary time evolution with a thermofield double state, as proposed in [20]. The idea is illustrated in Fig. 1 (a), where each connected pair of dots represents a two-qubit maximally entangled state, and the initial thermofield double state $|\text{TFD}(0)\rangle$ is hence a product of $n$ entangled pairs. The imaginary time evolution $e^{-\beta H/2}$ on $|\text{TFD}(0)\rangle$ returns the state $|\text{TFD}(\beta)\rangle$, and $\rho_\beta$ will be then obtained on the bottom $n$ qubits by tracing out the top $n$ qubits. For applying $e^{-\beta H/2}$, we choose a quantum imaginary time evolution (QITE) algorithm as proposed in [21]. An advantage of this choice is that, for small $\beta$, the many-body state $\rho_\beta$ exhibits small correlation length, local unitary transformations on a relatively small size of local sites hence suffices to simulate the imaginary time evolution on a quantum computer. We then use VQSE to diagonalize the $\rho_\beta$, which do not need to estimate the overlaps. Comparing to directly diagonalize the Hamiltonian using variational quantum algorithms [18, 19], our method makes use of the short depth circuit in the preparation of the thermal state. Moreover, we propose an alternative variational quantum algorithm for hamiltonian diagonalization on NISQ devices.

We apply our algorithm for diagonalizing various local Hamiltonians, to obtain the full spectrum. Notice that a larger value of $\beta$ can suppress high energy states which will then return low-lying eigenstates of $H$. Depending on the situation, our algorithm hence can also be applied to find low-lying states. Our method adds a new tool to the family of NISQ algorithms and will shed light on the near-term application of quantum computers.

II. THE VARIATIONAL ALGORITHM FOR HAMILTONIAN DIAGONALIZATION

In this section, we present our VQHD algorithm and simulation results.

A. The VQHD algorithm

Consider a quantum system of $n$ qubits. The system Hamiltonian $H$ adopts the form

$$ H = \sum_i h[i], $$

(2.1)

with each $h[i]$ acting nontrivially on geometrically local sites.

Instead of directly diagonalizing the Hamiltonian, we diagonalize the thermal state

$$ H|\psi_k\rangle = \lambda_k|\psi_k\rangle \rightarrow \rho_\beta|\psi_k\rangle = \lambda_k^\prime|\psi_k\rangle $$

(2.2)

The thermal state $\rho_\beta$ of the system has the form

$$ \rho_\beta = \frac{e^{-\beta H}}{\text{tr}(e^{-\beta H})}, $$

(2.3)

where $\beta = \frac{1}{k_B T}$, and $T$ is the temperature of the system. The thermal state $\rho_\beta$ shares the same eigen states with the original Hamiltonian $H$. And the eigen value of thermal state is $\lambda_k^\prime = e^{-\beta \lambda_k}$. 

Our VQHD algorithm is summarized in Algorithm 1.

Algorithm 1 Variational algorithm for Hamiltonian diagonalization.

Require: The Hamiltonian $H$ and the inverse temperature $\beta$. The parameter $\Delta t$, $D$ for QITE to prepare the thermal state. A variational quantum circuit ansatz $V(\theta)$ for diagonal quantum state. The learning rate $\eta$.

Ensure: eigen states $\{|\psi_k\rangle\}$ and eigen values $\{\lambda_k\}$.

# (S1) Prepare the thermal state $\rho_\beta$.

Prepar state $|\phi_0\rangle = \frac{1}{\sqrt{2^n}} \sum_{i=1}^{2^n} |i\rangle |i\rangle$ with $2n$ qubits. Implement $|\text{TFD}(\beta)\rangle = \frac{1}{\sqrt{\text{tr}(e^{-\beta H/2})}} e^{-\beta H/2} |\phi_0\rangle$ with QITE.

Trace the last $n$ qubits $\rho_\beta = \text{Tr}_{n+1,...,2n} |\text{TFD}(\beta)\rangle \langle \text{TFD}(\beta)|$.

# (S2) Diagonalize the thermal state $\rho_\beta$.

while $\theta$ have not converged do

Apply the quantum circuit $\rho_\beta = V(\theta) \rho_\beta V^\dagger(\theta)$.

Compute the loss function $C(\theta) = \text{Tr} \left[ H_{\text{cost}} V(\theta) \right]$.

Compute the gradient of loss function $\nabla_\theta C(\theta)$.

$\theta = \theta - \eta \nabla_\theta C(\theta)$.

end while

Get the optimal $\theta^*$.

Compute the eigen states $\{ |\psi_k\rangle = V^\dagger(\theta^*) |k\rangle \}$.

Compute the eigen values $\{ \lambda_k = \langle k | V(\theta^*) H V^\dagger(\theta^*) |k\rangle \}$.

B. Algorithm details

In Algorithm 1, there are two major steps (S1) and (S2). There are various methods one can use for each (S1) and (S2). We discuss the details in the following.

Step (S1)– The first major step (S1) of VQHD is to prepare quantum Gibbs state $\rho_\beta$, and to do so is known to be challenging [22]. There have been some proposed quantum algorithms to prepare the thermal state. Some of the methods are based on quantum sampling [23–25], which require quantum phase estimation as a subroutine, therefore are not suitable for NISQ devices.

There are also some variational algorithms proposed to be implemented on NISQ devices [13, 20, 26, 27]. The methods used in Refs [20, 26, 27] are based on minimizing the free energy of the system at a certain temperature, which is challenging due to the nontrivial estimation of von Neumann entanglement entropy. Different authors use different approximation methods for the free energy estimation for running their algorithms on NISQ devices. However, these methods also introduce...
other degrees of complexity. Ref. [27] approximately estimates the free energy with tools including quantum amplitude estimation [28] and density matrix exponentiation [29, 30]. Ref. [26] estimates the approximate free energy with tools including quantum amplitude estimation [28] and density matrix exponentiation [29, 30]. Ref. [26] estimates the approximate free energy with tools including quantum amplitude estimation [28] and density matrix exponentiation [29, 30]. Ref. [26] estimates the approximate free energy with tools including quantum amplitude estimation [28] and density matrix exponentiation [29, 30]. Ref. [26] estimates the approximate free energy with tools including quantum amplitude estimation [28] and density matrix exponentiation [29, 30]. Ref. [26] estimates the approximate free energy with tools including quantum amplitude estimation [28] and density matrix exponentiation [29, 30]. Ref. [26] estimates the approximate free energy with tools including quantum amplitude estimation [28] and density matrix exponentiation [29, 30]. Ref. [26] estimates the approximate free energy with tools including quantum amplitude estimation [28] and density matrix exponentiation [29, 30].

Two other proposals given in [13, 20] both start from the thermofield double (TFD) state and need to evolve in imaginary time on a quantum device. Ref. [20] argues that it is hard to implement quantum imaginary time evolution and design a variational time evolution between the origin Hamiltonian and interacted Hamiltonian, which also needs to approximately estimate the nontrivial free energy with Renyi entropy estimation [31]. While Ref. [13] straightforwardly employs a variational quantum imaginary time evolution (Var-QITE) [32, 33], which makes the algorithm much simpler. All those variational methods share the drawback that it is hard to design the variational ansatz space to include the target point and the barren plateaus effect [34].

The method starting from the TFD state and evolving in imaginary time for thermal state preparation is straightforward and simple, if we can implement the quantum imaginary time evolution (QITE) easily. Motta et al. [21] proposed an alternative QITE algorithm in addition to the variational one [32]. The QITE can be applied to determine ground state energy and the thermal average. We adopt this QITE algorithm to prepare the thermal state, which can take advantage of the small correlation length of the system in small $\beta$. Consequently, our method for preparing the thermal state $\rho_0$ is to use the QITE algorithm given in [21] to evolve the TFD state as discussed in [20], and then trace out the subsystem of the TFD state.

Consider a $2n$-qubit pure state $|\text{TFD}(0)\rangle$, which is a maximally entangled state between the first $n$ qubits (i.e. qubits 1, 2, $\ldots$ $n$) and the other $n$ qubits (i.e. qubits $n + 1, n + 2, \ldots 2n$),

$$|\text{TFD}(0)\rangle = \sum_{i=1}^{2^n} |i\rangle |i\rangle,$$  

(2.4)

where $\{i\}$ are the computational basis of $n$ qubits. We now define the state

$$|\text{TFD}(\beta)\rangle = \frac{e^{-\beta H/2}}{\sqrt{\text{tr}(e^{-\beta H})}} |\text{TFD}(0)\rangle = \frac{1}{\sqrt{\text{tr}(e^{-\beta H})}} \sum_{j=1}^{2^n} e^{-\beta h_j/2} |\varphi_j\rangle |\varphi_j\rangle,$$  

(2.5)
where \( \{ | \varphi_j \rangle \} \) are the orthonormal eigenvectors of \( H \), and \( \{ | h_i \rangle \} \) are the corresponding eigenvalues. Tracing out the qubits \( n + 1, n + 2, \ldots, 2n \) from \( | \text{TFD}(\beta) \rangle \) gives

\[
\rho_\beta = \text{tr}_{n+1,n+2,\ldots,2n} | \text{TFD}(\beta) \rangle \langle \text{TFD}(\beta) |. \tag{2.6}
\]

To be able to implement the quantum imaginary time evolution \( e^{-\beta H/2} \) on a quantum computer, we use a QITE algorithm as given in Ref. [21]. After Trotter decomposition of the corresponding imaginary time evolution in \( N = \frac{\beta/2}{\Delta t} \) steps, the basic idea of QITE is map the \( L \)-local non-unitary transformation to an approximate \( D \) local unitary transformation in each step,

\[
| \psi' \rangle = \frac{1}{\sqrt{c}} e^{-\Delta t h[|m]\rangle} | \psi \rangle \approx e^{-i\Delta t A[|m\rangle]} | \psi \rangle, \tag{2.7}
\]

where \( c = \langle \psi | e^{-\Delta t h[|m\rangle]} | \psi \rangle \) is the normalization factor. Each \( h[|m\rangle] \) acts nontrivially on \( L \) qubits. \( A[|m\rangle] \) is Hermitian and act on \( D \) qubits. \( A[|m\rangle] \) can be expanded in terms of Pauli basis on \( D \) qubits,

\[
A[|m\rangle] = \sum_{i_1 \ldots i_D} a[|m\rangle]_{i_1 \ldots i_D} \sigma_{i_1} \ldots \sigma_{i_D} = \sum_i a[|m\rangle]_i \sigma_i \tag{2.8}
\]

where \( a[|m\rangle]_i \) is the coefficient of combine Pauli operator \( \sigma_i \) and the index \( i \) is a combination of qubit indexes \( \{i_1, i_2, \ldots, i_D\} \). To find coefficients \( a[|m\rangle]_i \) and determine the concrete form of \( A[|m\rangle] \), we minimize the function

\[
\| | \psi' \rangle - (1 - i\Delta t A[|m\rangle]) | \psi \rangle \|, \tag{2.9}
\]

which is consistent with our goals as discribed in Eq. (2.7). It can be easily derived that the solution of the minimization is subject to the linear equation,

\[
(S + S^\dagger) a[|m\rangle] = -b, \tag{2.10}
\]

where the matrix \( S \) and vector \( b \) can be obtained by \( D \) local measurements on the \( | \psi \rangle \),

\[
S_{ij} = \langle \psi | \sigma_i^\dagger \sigma_j | \psi \rangle,
\]

\[
b_i = -2 \text{Im} \left[ \frac{1}{\sqrt{c}} \langle \psi | \sigma_i^\dagger h[|m\rangle] | \psi \rangle \right], \tag{2.11}
\]

where \( \text{Im}[\cdot] \) means the imaginary part of the variable inside. After solve the linear equation in the classical computer, we get the \( a[|m\rangle] \) and construct a quantum circuit to implement the unitary transformation \( e^{-i\Delta t A[|m\rangle]} | \psi \rangle \) on NISQ quantum devices at each step.

One of the most important parameters of the QITE algorithm is \( D \), which is the number of qubits that the local unitary transformation acts on. Given \( L \) local Hamiltonian, the QITE algorithm can captures the correlation of the original Hamiltonian only if \( D \geq L \). However, our goal is to prepare the theromfield double state \( | \text{TFD}(\beta) \rangle \) start from \( | \text{TFD}(0) \rangle \), which is a maximally entangled state between the first \( n \) qubits and the other. When the unitary local operator act on \( i \) qubit, it must include the \( i + n \) qubit and \( D \geq 2L \). In this paper, we consider the 2 local Hamiltonian and \( D \geq 4 \). The locality of the \( D \) qubit unitary operator in QITE algorithm is shown in Fig. 1 (a) with \( L = 2, D = 4 \) and \( D = 6 \).

Notes that the thermofield double state \( | \text{TFD}(0) \rangle \) is not normalized. We define a variable

\[
| \phi_0 \rangle = \frac{1}{\sqrt{2^n}} | \text{TFD}(0) \rangle = \frac{1}{\sqrt{2^n}} \sum_{i=1}^{2^n} | i \rangle | i \rangle. \tag{2.12}
\]

The \( | \phi_0 \rangle \) is normalized and can be easily prepared with a quantum circuit. Fig. 1 (b) shows the quantum circuit to prepare the state \( | \phi_0 \rangle \): start with the initial state \( | 0 \rangle \otimes 2^n \) and apply Hadamard gates on qubits from 1 to \( n \); then apply the CNOT gates on (\( i, i + n \)) qubits, where \( i \) is the control qubit and \( i + n \) is the target qubit and \( i \) run over 1 to \( n \). After preparing the initial state \( | \phi_0 \rangle \) by a quantum circuit, we use the QITE algorithm to obtain

\[
| \text{TFD}(\beta) \rangle = \sqrt{\frac{2^n}{\text{tr}(e^{-\beta H/2}| \phi_0 \rangle \langle \phi_0 |)}} e^{-\beta H/2} | \phi_0 \rangle. \tag{2.13}
\]

Step (S2)– The second major step (S2) of VQHD is to diagonalize \( \rho_\beta \) for obtaining the eigenvalues and eigenvectors of \( \rho_\beta \). In general, for any quantum state \( \rho \), quantum principle component analysis [29] can be used to diagonalize \( \rho \) with an exponential speedup compared to classical computers. However, this method needs fault-tolerance hence it cannot be implemented on NISQ devices. Variational Quantum State Diagonalization (VQSD) [19] and Variational Quantum State Eigensolver (VQSE) [18] are alternative algorithms to extract the eigenvalues and eigenstates of \( \rho \), and they can be used on near-term devices. Compared with VQSD, VQSE needs fewer qubits. Here we then use VQSE for diagonalizing \( \rho_\beta \).

After preparing the thermal state \( \rho_\beta \) with QITE, we train a parameterized quantum circuit \( V(\theta) \) to partially diagonalize it with VQSE. Denote the circuit output state as \( \rho_f, \rho_f = V(\theta) \rho_\beta V^\dagger(\theta) \). Suppose we want to obtain the lowest \( K \) eigenstates of \( H \), the cost Hamiltonian is therefore

\[
H_{\text{cost}} \equiv \mathbb{1} - \sum_{i=1}^{K} q_i \langle i | i \rangle, \tag{2.14}
\]

where \( \{ | i \rangle \} \) are the computational basis and \( q_i > q_{i+1} \) for \( 1 \leq i \leq K - 1 \). We measure the expectation value of \( \rho_f \) on the cost Hamiltonian to estimate the cost function

\[
C(\theta) = \text{Tr} \left[ H_{\text{cost}} \rho_f \right], \tag{2.15}
\]

then optimize the parameters \( \theta \) to minimize it. We use gradient descent methods to trained the parameterized quantum circuits. Although the gradient will vanish exponentially as \( n \) increase [34], there are several methods
to suppress the phenomenon, such as selecting special initial parameters [35], replacing the global cost function by a local cost function [36], training the circuit with an adaptive Hamiltonian [18].

ρβ and H share the same eigenstates. ρβ of a non-degenerate Hamiltonian is also non-degenerate, reaching the minimum value of C(θ) indicates an exact partial diagonalization of the ρβ. Denote the eigenstates of H as \{ψk\}, where k is the level index. V(θ)ψk = |k⟩ for exact partial diagonalization with k ≤ K, we can run the inverse of V(θ) to prepare the lowest K eigenstates of H, measurements of H give the corresponding eigenvalues,

\[ ⟨ψ_k|H|ψ_k⟩ = λ_k. \] (2.16)

C. Simulation results

We implement the VQHD algorithm to demonstrate its feasibility. We apply our the algorithm to diagonalize two one-dimensional Hamiltonian, the random 2-local Hamiltonian and the random transverse field Heisenberg Hamiltonian with periodic boundary condition.

The one-dimensional random 2-local Hamiltonian is defined as

\[ H_{R2L} = \sum_{\langle ij \rangle} h[i] \cdot \sigma[i, j] \]

\[ = \sum_{\langle ij \rangle} \sum_{i=1}^{n} h_{1}[i] \sigma_{1}[i, j] \]

\[ = \sum_{\langle ij \rangle} \sum_{\alpha=1}^{4} \sum_{\beta=1}^{4} h_{\alpha\beta}[i] \sigma_{\alpha}[i] \sigma_{\beta}[j], \] (2.17)

where \(⟨ij⟩\) denote the summation over the nearest-neighbor (NN) lattice site. \(\alpha, \beta\) denote the Pauli operator index and \(\sigma_{\alpha}[i]\) is one of the Pauli operators \((\sigma_0 = \mathrm{I}, \sigma_1 = X, \sigma_2 = Y, \sigma_3 = Z)\) act on site \(i\). The coefficient \(h_{\alpha\beta}[i]\) is sampling from a uniform distribution over the interval \([0, 1]\) and subject to the condition \(\sum_{i=1}^{K} h_{\alpha\beta}[i] = 16n\), where \(n\) is the number of lattice sites.

The one-dimensional Heisenberg Hamiltonian with random transverse field is defined as

\[ H_{RTH} = \sum_{\langle ij \rangle} S_i \cdot S_j + \sum_{i} h_i Z_i, \] (2.18)

where \(\langle ij⟩\) denotes the summation over the nearest-neighbor (NN) lattice site. \(h_i\) is the coefficient of the transverse field term on each site, which is sampling from a uniform distribution over the interval \([0, 1]\) and subject to the condition \(\sum_{i} h_i = n\), where \(n\) is the number of lattice sites.

The results for two Hamiltonian are shown in Fig. 2. We diagonalize \(H\) for \(n = 2, 3, 4, \) partially diagonalize \(H\) for \(n = 5\). A small \(K\) that satisfies \(K << 2^n\) makes the training much easier. We define the average fidelity between predicted \(K\) eigenstates \(\{ψ_k\}\) from VQHD and the exact lowest \(K\) eigenstate \(\{ψ_k^e\}\) of \(H\) as

\[ \frac{1}{K} \sum_{k=1}^{K} |⟨ψ_k|ψ_k^e⟩|^2. \] We can see that the VQHD performs well when \(β\) up to 0.05 for random 2-local hamiltonian and \(0.1\) for random transverse field Heisenberg hamiltonian.

III. ALGORITHM ANALYSIS

In this section, we analyze the performance of our VQHD algorithm and compare to other related methods. We will focus on the state of thermal state preparation.

FIG. 2. The average fidelity between the predicted \(K\) eigenstates from VQHD and the exact lowest \(K\) eigenstates of \(H\) for (a) random 2-local Hamiltonian \(H\) and (b) random transverse field Heisenberg Hamiltonian. The performance of VQHD declines as \(n\) and \(β\) increase. But for small \(β\), VQHD always performs well.
FIG. 3. The numerical results of preparation of $\rho_\beta$ for random 2-local Hamiltonian and the random transverse field Heisenberg Hamiltonian with $D = 4$. The fidelity between the $\rho$ produced by QITE and the exact $\rho_0$ as a function of $\beta$ for (a) random 2-local Hamiltonian and (b) random transverse field Heisenberg Hamiltonian. The von Neumann entropy for the exact state $|\psi_{CD}\rangle$ calculated by Eq. 2.13 for (c) random 2-local Hamiltonian and (d) random transverse field Heisenberg Hamiltonian. The C subsystem include the sites $(1,2,...,n/2,1+n,2+n,...,n/2+n)$. The relative energy $E - E_\beta$ between the energy calculated by QITE and the ground state energy $E_\beta$ as a function of $\beta$ respectively for (e) random 2-local Hamiltonian and (f) random transverse field Heisenberg Hamiltonian.

A. The performance of thermal state preparation

In the part we discuss the performance of preparing thermal state. The accuracy of the thermal state can affects the performance of the VQHD algorithm. As discussed in Section IIB, the minimum $D = 4$ for preparing $\rho_\beta$. In all the experiments we set $D = 4$. The torrter step interval $\Delta r$ is 0.005. We use the expectation values give by Eq. 2.11 to construct the matrix $S$ and vector $b$.

The results of the random 2-local Hamiltonian and the random transverse field Heisenberg Hamiltonian are summarized in Fig. 3. To characterize how well the QITE can prepare the target state $\rho_\beta$, Fig. 3 (a) and (b) shows $F(\rho, \rho_\infty) = (\text{tr} \sqrt{\sqrt{\rho} \rho_\infty \sqrt{\rho}})^2$, the fidelity between the $\rho$ produced by QITE and the exact $\rho_\infty$ as a function of $\beta$ respectively for (a) random 2-local Hamiltonian and (b) random transverse field Heisenberg Hamiltonian. When the Hamiltonian defined on $n = 2$ site, the whole $|\text{TFD}(\beta)\rangle$ defined on $2n = 4$ qubits. If we set $D = 4$, the unitary operator act on the whole system and can capture the correlation of system. The fidelity $F(\rho, \rho_\infty)$ of $n = 2$ is approximated to 1 in all $\beta$ as shown in the blue point line in Fig. 3 (a) and (b). When $n > 2$ the fidelity $F(\rho, \rho_\infty)$ decrease as $\beta$ increase. However, the fidelity $F(\rho, \rho_\infty)$ still approximate 1 for $\beta < 0.1$ and state produced by QITE preform well in small $\beta$. This could be understood as follows, for small $\beta$ the many body state $\rho_\beta$ is near the initial $\rho_0$ and exhibit small correlation. Fig. 3 (c) and (d) show the von Neumann entropy $S_\infty = \text{tr} \rho_\infty \ln \rho_\infty$ for the exact state $|\psi_{CD}\rangle$ calculated by Eq. 2.13 respectively for (c) random 2-local Hamiltonian and (d) random transverse field Heisenberg Hamiltonian, where subsystem C include the sites $(1,2,...,n/2,1+n,2+n,...,n/2+n)$. The entropy $S_\infty = 0$ at $\beta = 0$ and the entropy increase as $\beta$ increase. The unitary act only $D = 4$ qubits can approximate the small correlation of the original Hamiltonian for small $\beta$, but can not capture the correlation for large $\beta$.

Note that when applying for the QITE to solve the ground state energy problem. We need large $\beta$ and large $D$ for big $n$. Fig. 3 (e) and (f) shown the relative energy $E - E_\beta$ between the energy calculated by QITE and the ground state energy $E_\beta$ respectively for (e) random 2-local Hamiltonian and (f) random transverse field Heisenberg Hamiltonian. As $\beta$ increase to 1, the relative energy are convergent for all $n$. But only the energy of $n = 2$ converges to ground state energy. The relative energy $E - E_\beta$ is large for large $n$. Compare to the ground state problem, we need a small $D$ and small $\beta$ to prepare the $p$ when apply for the QITE algorithm. As space and time cost of QITE are proportional to ex-
ponents in $D$. The number of measurements is also bounded by $d^D$. Hence, we reduce the time and space cost as well as the number of measurements.

B. Comparison of QITE and VarQITE for thermal state preparation

The main reason we use QITE instead of VarQITE to prepare the thermal state $\rho_\beta$ is that the QITE algorithm takes advantage of the small correlation length of the system for small $\beta$. As shown in Fig. 3 (c) and (d), the correlation length of $\rho_\beta$ for random 2-local Hamiltonian and random transverse field Heisenberg Hamiltonian is small for small $\beta$. The QITE algorithm can restrict the local unitary transformations on the relatively small size (i.e. small $D$) hence saves the quantum resource and is easy to run on NISQ quantum computers. However, the VarQITE [32] algorithm always need to construct a global quantum circuit ansatz, which is a subspace of the full Hilbert space. It is a challenge to design an efficient ansatz with small parameters and low depth circuits. In this section, we compare the performance and the corresponding quantum resource requirements of QITE and VarQITE for preparing $\rho_\beta$. To be specific we estimate the number of Pauli measurements needed for QITE and VarQITE in the small $\beta$ regime.

The number of Pauli measurements in each iteration of QITE is $N_m \times 4^D$, where $N_m$ is the number of Pauli terms in the Hamiltonian, and $D$ depends on the correlation length. While the number of measurements of VarQITE is $N_p^2 + N_p \times N_m$ [32], where $N_p$ is the number of parameters. For geometrically local spin lattice models, $N_m = O(n)$, where $n$ is the number of spins. $N_p$ depends on the quantum circuit ansatz. When using hardware efficient ansatz, $N_p = O(nd)$, where $d$ is the circuit depth. Then the number of measurements become $O(n \times 4^D)$ for QITE and $O(n^2 \times (d^2 + d))$ for VarQITE. The number of measurements depends on $O(n^2)$ in VarQITE, which is worse than $O(n)$ dependence in QITE.

It is hard to generally compare $D$ in QITE and the circuit depth $d$ in VarQITE. Then we come to the particular cases of random 2-local Hamiltonian and random transverse field Heisenberg model. In all the simulations of QITE, we set $D = 4$. In the simulations of VarQITE, we construct the whole circuit ansatz with the circuit described in Ref. [37] followed by the circuit described in Fig. 1 (b) but replace the Hadamard with $R_z(\theta_1)R_x(\theta_2)R_z(\theta_3)$ in the first $n$ qubits. As discussed in Ref. [37], the circuit has suitable expressibility and entangling capability for the one-dimensional spin models. The tail circuit layer added in the end is for preparation the maximally entangled state $|\phi_0\rangle$ (Eq. 2.12) as the imaginary time evolution should begin with the maximally entangled state. The whole circuit ansatz for VarQITE has $N_p = 4 \times (2n - 1)d + 3n$ tunable parameters. When we set the first $4 \times (2n - 1)d$ parameters as zeros and $\theta_1 = 3\pi/2, \theta_2 = \pi/2, \theta_3 = 5\pi/2$ for the first $n$ qubits in the tail layer, the output state is $|\phi_0\rangle$. Then we can use VarQITE to prepare the thermal state $\rho_\beta$.

We prepare the thermal state of one dimensional random 2-local Hamiltonian and random transverse field Heisenberg model with 2, 3, 4, 5 spins. In each $n$ spin model, we run VarQITE simulations with several different circuit depth $d$ and compare with QITE with $D = 4$. The $y$-axis in Fig. 4 represent the relative fidelity $F_V = F_V - F_D$ between the fidelity $F_V$ calculated by VarQITE and the fidelity $F_D$ calculated by QITE. From Fig. 4, we can see that the QITE outperforms the VarQITE for preparing the thermal state in small $\beta$. As the circuit depth $d$ increases, the performance of VarQITE increases. If the circuit ansatz has enough capacity, the VarQITE performs as well as QITE, as shown in Fig. 4 (a) for the 2 spin random 2-local Hamiltonian with 4 circuit depth and in Fig. 4 (e) for the 2 spin random transverse field Heisenberg Hamiltonian with 3 circuit depth. We then compare the quantum resources needed for QITE and VarQITE. We increase the circuit depth in VarQITE and find the minimal $d$ which satisfies the condition $F_V = F_D$ and then calculate the number of Pauli measurements. The results are summarized in Tab. I. The QITE algorithm can save the number of Pauli measurements comparing to the VarQITE for the random transverse field Heisenberg model in small $\beta$. The same conclusion can holds in the case of random 2-local Hamiltonian, even though the number of Pauli measurements in QITE are a little bit larger than the value in VarQITE for the case of $n = 2$ and $n = 3$.

| $n$ | R2L |  |  |  |  |
|-----|-----|-----|-----|-----|-----|
|     | $N_m$ | 16 | 48 | 64 | 80 |
|     | $d$ | 3 | 4 | 4 | 5 |
| VarQITE | 2436 | 12193 | 23312 | 53625 |
| QITE | 4096 | 12288 | 16384 | 20480 |

| $n$ | RTH |  |  |  |  |
|-----|-----|-----|-----|-----|-----|
|     | $N_m$ | 5 | 12 | 16 | 20 |
|     | $d$ | 3 | 5 | 5 | 5 |
| VarQITE | 1974 | 13189 | 25536 | 41925 |
| QITE | 1280 | 3072 | 4096 | 5120 |
can converges to the ground state. The QITE algorithm needs a large $D$ to capture the large correlation length in the ground state of the system. It is worth comparing the performance and quantum resources requirements of QITE and VarQITE for the ground-state problem. Another significant difference between the thermal state preparation and the ground state problem is the locality of the unitary operators in QITE. We say that the TFD state has a smaller correlation length for small $\beta$, which is just defined on the first $n$ qubits. Note that, the initial state $|\text{TFD}(0)\rangle$ is a maximally entangled state between the first $n$ qubits and final $n$ qubits. The unitary transformations must capture the correlations between the $i$ and $i+n$ qubits, hence always need to include the pair $(i, i+n)$ in the $D$ qubits unitary transformations.

Our VQHD algorithm introduces a hyperparameter $\beta$, which can balance accuracy and complexity between the QITE for preparation of thermal state and the VQSE for diagonalization of thermal state depending on different problems. The time complexity of the QITE and the depth of the circuit construct by the QITE algorithm depend on $N_T \times O(e^D)$, where $N_T$ is the number of Trotter steps. Since the small correlation of the thermal state in the small $\beta$ region, we can use a small constant $D$ in QITE ($D = 4$ in our cases). When fixing the interval of the Trotter step $\Delta\tau$, the time complexity and the final whole circuit depth of QITE only depend on $\beta$. Hence, the QITE favors small $\beta$, with small time complexity, small circuit depth, small Trotter error. However, the VQSE does not favor small $\beta$, since the loss function in Eq. 2.15 is flat when $\beta$ is very small. The optimization procedure is hard, which impacts the performance of the

---

**FIG. 4.** The comparison of QITE and VarQITE for preparing thermal state. The relative fidelity $(F_V - F_D)/F_D$ between the fidelity $F_V$ calculated by VarQITE and the fidelity $F_D$ calculated by QITE for random 2-local Hamiltonian (R2L) with 2 (a), 3 (b), 4 (c), 5 (d) spins. $(e - f)$ are the results of random transverse field Heisenberg Hamiltonian (RTH). $F_V$ is the fidelity between the $\rho$ produced by VarQITE and the exact $\rho_0$. $F_D$ is the fidelity between the $\rho$ produced by QITE and the exact $\rho_0$. In each $n$ spin model, we run several circuit depth $d$ for VarQITE to explore the capacity of the circuit ansatz. The grey horizontal lines represent the level -2%. The relative fidelity $(F_V - F_D)/F_D < 0$ for most of case in small $\beta$ region, say $\beta \in [0, 1]$, mean that the QITE outperform the VarQITE for preparing the thermal state in small $\beta$.

**IV. DISCUSSION**

In this work, we proposed a variational algorithm for diagonalizing many-body Hamiltonians. Our VQHD method explores important physical properties of local Hamiltonians, including temperature, locality and correlation.

The key idea is that the thermal state $\rho_\beta = e^{-\beta H}/tr(e^{-\beta H})$ encodes the information of eigenvalues and eigenstates of $H$, for any $\beta$ in principle. Due to the exponential function, larger $\beta$ will suppress high energy states, hence to retrieve information of low-lying states of $H$. Diagonalizing $\rho_\beta$ with a variational algorithm on a quantum computer will then result in either full spectrum or low-lying eigenstates of $H$, depending on $\beta$.

$\rho_\beta$ can be obtained from the thermofield double state $|\text{TFD}(\beta)\rangle = e^{-\beta H/2}|\text{TFD}(0)\rangle$, by replacing the imaginary time evolution $e^{-\beta H/2}$ with a unitary transformation implemented on a quantum computer. For small $\beta$, the many-body state $|\text{TFD}(\beta)\rangle$ has a small correlation length. With Trotterization of the imaginary time evolution $e^{-\beta H/2}$, each step can hence be replaced by a unitary transformation on only a small number of sites.

We also analyze the performance of QITE for preparing the thermal state. Our results suggest that the QITE algorithm can take advantage of the small correlation length of the system in small $\beta$ and hence save the quantum resources. To solve the ground state energy, we should go to the large $\beta$ region. In principle, starting from an initial state that has some overlap with the ground state, evolve imaginary time to infinity large $\beta$ can converges to the ground state. The QITE algorithm needs a large $D$ to capture the large correlation length in the ground state of the system. It is worth comparing the performance and quantum resources requirements of QITE and VarQITE for the ground-state problem. Another significant difference between the thermal state preparation and the ground state problem is the locality of the unitary operators in QITE. We say that the TFD state has a smaller correlation length for small $\beta$, which is just defined on the first $n$ qubits. Note that, the initial state $|\text{TFD}(0)\rangle$ is a maximally entangled state between the first $n$ qubits and final $n$ qubits. The unitary transformations must capture the correlations between the $i$ and $i+n$ qubits, hence always need to include the pair $(i, i+n)$ in the $D$ qubits unitary transformations.

Our VQHD algorithm introduces a hyperparameter $\beta$, which can balance accuracy and complexity between the QITE for preparation of thermal state and the VQSE for diagonalization of thermal state depending on different problems. The time complexity of the QITE and the depth of the circuit construct by the QITE algorithm depend on $N_T \times O(e^D)$, where $N_T$ is the number of Trotter steps. Since the small correlation of the thermal state in the small $\beta$ region, we can use a small constant $D$ in QITE ($D = 4$ in our cases). When fixing the interval of the Trotter step $\Delta\tau$, the time complexity and the final whole circuit depth of QITE only depend on $\beta$. Hence, the QITE favors small $\beta$, with small time complexity, small circuit depth, small Trotter error. However, the VQSE does not favor small $\beta$, since the loss function in Eq. 2.15 is flat when $\beta$ is very small. The optimization procedure is hard, which impacts the performance of the
VQSE and the time complexity of the optimization. This problem can be mitigated by using a better classical optimizer and using adaptive cost hamiltonian [18] instead of the fixed cost hamiltonian in Eq. 2.14. When the $\beta$ increases, the loss function becomes sharp and is easy to optimize. In the VQHD algorithm, we should choose the relatively large value in the small $\beta$ region which can ensure that the QITE can prepare fidelity thermality with constant $D$. Finally, it is worth to developing of quantum algorithm which effectively diagonalizes thermal state at high temperature or quantum algorithms to prepare thermal state at low temperature.
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