Mean exit time and escape probability for the anomalous processes with the tempered power-law waiting times
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Abstract – The mean first exit (passage) time characterizes the average time of a stochastic process never leaving a fixed region in the state space, while the escape probability describes the likelihood of a transition from one region to another for a stochastic system driven by discontinuous (with jumps) Lévy motion. This paper discusses the two deterministic quantities, mean first exit time and escape probability, for the anomalous processes having the tempered Lévy stable waiting times with the tempering index $\mu > 0$ and the stability index $0 < \alpha \leq 1$; as for the distribution of jump lengths (in the CTRW framework) or the type of the noises driving the system (in the Langevin picture), two cases are considered, i.e., Gaussian white noise and non-Gaussian (tempered) $\beta$-stable ($0 < \beta < 2$) Lévy noise. Firstly, we derive the nonlocal elliptic partial differential equations (PDEs) governing the mean first exit time and escape probability. Based on the derived PDEs, it is observed that the mean first exit time depends strongly on the domain size and the values of $\alpha$, $\beta$ and $\mu$; when $\mu$ is close to zero, the mean first exit time tends to $\infty$. In particular, we also find an interesting result that the escape probability of a particle with (tempered) power-law jumping length distribution has no relation with the distribution of waiting times for the model considered in this paper. For the solutions of the derived PDEs, the boundary layer phenomena are observed, which inspires the motivation for developing the boundary layer theory for nonlocal PDEs.

Introduction. – Anomalous diffusion phenomena are widely found in natural world; the subdiffusion includes, e.g., motion of lipids on membranes, solute transport in porous media, translocation of polymers; and the superdiffusion is observed in, e.g., turbulent flow, optical materials, motion of predators, human travel, etc [1]. The types of diffusion are usually distinguished by the exponent of the evolution of the second order moment of a stochastic process $x(t)$ with respect to the time $t$, i.e., $\langle x^T(t)x(t) \rangle \sim t^\gamma$; when $\gamma = 1$, it is normal diffusion; $\gamma < 1$ corresponds to subdiffusion and $\gamma > 1$ superdiffusion.

Anomalous diffusion is generally modelled by the continuous time random walks (CTRWs). Superdiffusion is usually associated with power law stepsize distribution and subdiffusion associated with power law waiting time distribution. The combination of power law stepsize and waiting time distributions may lead to superdiffusion, or subdiffusion, or even the normal diffusion, depending on the balance of the stepsize and waiting time distributions. For all these cases, the diffusion exponent does not change with time. Sometimes, the transition of the type of diffusions may occur over time, being detected in interplanetary solar-wind velocity and magnetic-field fluctuations [2], turbulent transport in magnetically confined plasmas [3], cage effect in a sheared granular [4], diffusion of solar magnetics elements (being subdiffusive for times less than 20 minutes but normal for times larger than 25 minutes) [5], motion of molecules diffusing in living cells [6]. The description of this kind of tempered anomalous dynamics can be realized by truncating the heavy tail of the power-law distribution [7] in the CTRW model. But here we use the exponential tempering, since it offers both mathematical and practical advantages, i.e., the tempered process is still an infinitely divisible Lévy process [8, 9].

The first hitting time plays an important role in many fields, which is defined as the time when a certain condi-
tion is fulfilled by the random variable of interest for the first time. Generally, it is called first passage time when the random variable reaches a certain level for the first time, and first exit time when leaving a certain interval for the first time [10]. The example of first passage time naturally reaching our mind is the decision of an investor to buy or sell stock when its fluctuating prices reach a certain threshold. At the same time, a lot of research works reveal that anomalous process is a more effective model for the stock market. More examples of first passage time appear in chemical physics, e.g., certain chemical reaction occurs if a critical energy is released through collisions or some other ways. In chemical physics, anomalous diffusion appears more often. All of these intrigue us to consider the first hitting time and the related issue: escape probability, for anomalous diffusion processes. In fact, for this topic there are already some relevant research works: Eliazar and Klafter discussed the first passage leapers based on the one-sided Lévy motion [11]; Bel and Barkai discussed the first passage time for unbiased and uniformly biased CTRW particles [12]; Dybiec and his co-workers studied the mean first passage time on finite intervals for Lévy-Brownian motion [13]; Gajda and Magdziarz studied the Kramers’s escape problem for fractional Klein-Kramers equation [14]. This paper is turning to derive the nonlocal partial differential equations (PDEs) governing the mean first exit time and escape probability for the tempered anomalous systems, based on the corresponding coupled Langevin equations [15]. According to the derived PDEs, more detailed (mathematical) analysis can be performed. Sometimes, it is very convenient.

In the past decades, most of the research works on the mean first exit time or escape probability, appearing in the mathematical, physical, chemical, and engineering literatures [16–24], are for the uncoupled Langevin type dynamical system

\[ dX_t = F(X_t)dt + \varepsilon \sigma(X_t)dW_t, \tag{1} \]

where \( W_t \) indicates the Gaussian or non-Gaussian \( \beta \)-stable type Lévy process, and \( \varepsilon \) is a parameter that measures the strength of the noise. The first exit time from the spatial domain \( D \) is defined as follows:

\[ \tau(x) := \inf\{t \geq 0, X_t(x, y) \notin D\}; \]

and the mean first exit time \( u(x) := \langle \tau(x) \rangle \).

It is well known that if the noise matrix \( \sigma(\cdot) \) has full rank throughout \( D \cup \partial D \), the random trajectories of the solution of eq. (1) hit \( \partial D \) in finite time with probability 1 [22]. Furthermore, the random time \( \tau \) to hit \( \partial D \) for the first time has a finite first moment, and thus

\[ E\{\tau\} < \infty \quad \text{and} \quad P_{\tau}(\tau < \infty) = 1. \tag{2} \]

The probability distribution of \( \tau \), its moments, as well as the probability distribution of points on \( \partial D \), where the random trajectories hit \( \partial D \) for the first time, attract lots of interest in many applications [23]. If \( W_t \) is a (tempered) non-Gaussian \( \beta \)-stable Lévy process, we could also define another concept to quantify the exit phenomenon: escape probability, because of the discontinuity of the stochastic paths; the probability of a particle starting at a point \( x \), first escaping a domain \( D \) and landing in a subset \( E \) of \( D^c \) (the complement of \( D \)), is called escape probability and denoted as \( P_{\tau}(x) \); see fig. 1.

This paper considers the anomalous processes having the tempered Lévy stable waiting times with the tempering index \( \mu > 0 \) and the stability index \( 0 < \alpha \leq 1 \). We use the coupled Langevin equation to model the process, i.e., the stochastic trajectories of a \( n \)-dimensional continuous time random walk (CTRW) are expressed in terms of the coupled Langevin equations. The mean first exit time is discussed for two models, namely, the coupled Langevin equation driven by Gaussian white noise and the one by (tempered) non-Gaussian \( \beta \)-stable \((0 < \beta < 2) \) Lévy noise. And the escape probability is analyzed for the second model. Firstly, we derive the nonlocal elliptic PDEs governing the deterministic quantities: the mean first exit time and the escape probability. The further investigations on the derived PDEs reveal that the mean first exit time depends strongly on the domain size and the values of \( \alpha, \beta \) and \( \mu \); in particular, when \( \mu \) approaches to zero, the mean first exit time tends to \( \infty \). Another interesting result is that the escape probability of a particle with power-law jumping length distribution is independent of the distribution of waiting times for the considered model in this paper.

All in all, this paper presents a direct method for the computation of the mean first exit time and the escape probability \( P_{\tau}(x) \) for the tempered dynamical systems, in the limit of small Gaussian or non-Gaussian \( \alpha \)-stable type Lévy noises. And some interesting and general results are obtained. As for the derived PDEs, the boundary layer phenomena are observed, which inspires the motivation for developing the boundary layer theory for nonlocal PDEs.

**Gaussian white noise.** – With the Gaussian white noise \( \xi(t) \), the stochastic trajectory of a \( n \)-dimensional CTRW \( Y(t) \) (subordinated Brownian process with external potential) is expressed in terms of the coupled

![Fig. 1: Sketch map of the escape probability.](image-url)
Langevin equation \[15\]:
\[
\dot{X}(s) = F(X(s)) + \sqrt{2\epsilon}\sigma(X(s))\xi(s), \\
\dot{T}(s) = \eta(s),
\]
where \(\eta(s)\) models the waiting times of the tempered anomalous diffusion process, being assumed to be independent from the \(X\) process, i.e., the noises \(\xi(s)\) and \(\eta(s)\) are statistically independent \([25, 26]\). \(F(x)\) is a smooth vector field in a bounded domain \(D\) in \(\mathbb{R}^n\), whose boundary \(\partial D\) has a smooth unit outer normal. \(\partial D\) satisfies standard conditions \([27]\) and the Itô convention is adopted for the multiplicative term of eq. \(3\). And \(\sigma(x)\) is a \(n \times k\) matrix of smooth noise coefficients, with \(\epsilon\) a parameter that measures the strength of the noise.

\(\xi(s)\) is \(k\)-dimensional white Gaussian with \(\langle \xi(s) \rangle = 0\) and \(\langle \xi(t_1)s_1\xi(s_2) \rangle = \delta(s_2 - s_1)\) \((k \leq n)\). The CTRW is then given by \(Y(t) = X(S(t))\), where the process \(S\) is defined as the inverse of \(T\), or more precisely as the collection of first exit times:

\[
S(t) = \inf_{s > 0}\{s : T(s) > t\}. \tag{4}
\]

In the operational time \(s\), the dynamics of \(X\) is that of a normal diffusive process. We take \(\eta(s)\) as a tempered one-sided Lévy-stable noise with tempering index \(\mu\) and stability index \(0 < \alpha < 1\) interpolating between exponentially distributed \((\mu \to \infty)\) and power-law distributed \((\mu = 0)\) waiting times \([28, 29]\), obtained by the characteristic function of \(T\): \(e^{-\Lambda T(s)} = e^{-s((\lambda+\mu)^\alpha-\mu)}\).

It can be noted that all the statistical properties of system eq. \(3\) are determined by its transition probability density function (pdf)

\[
p(x, y, t)dy \equiv Pr\{x(t) \in y + dy | x(0) = x\},
\]

which satisfies the tempered fractional backward Kolmogorov equation \([30, 32]\) (for the forward version, see Appendix)

\[
\frac{\partial}{\partial t}p(x, y, t) = \frac{\partial}{\partial t} \int_0^t K(t-t', \mu)\mathcal{L}_x^\mu p(x, y, t')dt', \tag{5}
\]

where the Laplace transform of the memory kernel is given by \(K(\lambda, \mu) = \frac{1}{(\lambda+\mu)^\alpha-\mu}\); the Laplacian operator

\[
\mathcal{L}_x = \sum_{i=1}^n F_i(x) \frac{\partial}{\partial x_i} + \epsilon \sum_{i,j=1}^n a^{ij}(x) \frac{\partial^2}{\partial x_i \partial x_j}, \tag{6}
\]

and the diffusion matrix \(a(y)\) is defined by \(a(y) = \frac{1}{2}\sigma(y)\sigma(y)^T\). The solution of eq. \(5\), with the absorbing boundary condition

\[
p(x, y, t)|_{x \in D, y \in \partial D} = 0 \tag{7}
\]

and the initial condition

\[
p(x, y, 0) = \delta(y - x) \tag{8}
\]

has some special implications \([34]\), as discussed below.

The condition \(7\) implies that the particle is ‘absorbed’ once it hits \(\partial D\) for the first time, at time \(t = \tau\); and it also signifies that

\[
p(x, y, t)|_{x \notin D, y \in \partial D} = 0. \tag{9}
\]

The initial condition \(8\) means that the trajectory starts at the point \(x \in D\) with probability 1. Evidently, \(\tau\), the first exit time to the boundary, is independent of the boundary behavior of the process. Thus, for instance, a process with absorption at the boundary hits \(\partial D\) at the same time as a process without absorption, since up to time \(\tau\) both evolve according to the same dynamics \(3\).

For a process with absorption at the boundary the probability of not exiting by time \(t\) is identical to the probability of finding it at time \(t\) at some point \(y\) inside \(D\), that is, the exit time distribution is given by

\[
P_\tau(\tau > t | x(0) = x) = \int_D p(x, y, t)dy, \tag{10}
\]

where \(p(x, y, t)\) is the solution of eq. \(5\) with \(7\) and \(8\) as the boundary and initial conditions. Now the mean first exit time of trajectories that start at \(x \in D\) is given by

\[
u(x) = E(\tau | x(0) = x) = \int_0^\infty tP_\tau(\tau < t | x(0) = x) - 1. \tag{11}
\]

Utilizing integration by parts and \(2\) (see Appendix for more detailed explanations of the disappearance of boundary terms), there exists

\[
u(x) = \int_0^\infty \int_D p(x, y, t)dydt; \tag{12}
\]

then combining \(10\) and \(12\), we have

\[
u(x) = \int_0^\infty \int_D p(x, y, t)dydt. \tag{13}
\]

Defining

\[
P(x, y, \lambda) = \frac{p(x, y, \lambda)}{\lambda}
\]

and taking Laplace transform \(t \to \lambda\) lead to

\[
\lim_{\lambda \to 0} \lambda^{-1} \frac{p(x, y, \lambda)}{\lambda}
\]

Using the above formula and the final value theorem of Laplace transform \((\lim_{t \to \infty} f(t) = \lim_{\lambda \to 0} \lambda f(\lambda))\), we get the stationary probability density

\[
P(x, y) = P(x, y, t = \infty) = \lim_{\lambda \to 0} \lambda \cdot P(x, y, \lambda)
\]

\[
= \lim_{\lambda \to 0} \lambda \cdot P(x, y, \lambda)
\]

\[
= \lim_{\lambda \to 0} p(x, y, \lambda). \tag{14}
\]
The interpretation to the function $P(x, y)$ is the mean time that a trajectory $X(t)$ with $X(0) = x$ spends at $y$, prior to absorption at $\partial D$ [23,34]. Taking Laplace transform for eq. (5) with the initial condition (6), we obtain

$$\lambda p(x, y, \lambda) = \delta(y - x) + \lambda K(\lambda, \mu) L^\ast_p(x, y, \lambda).$$

Substituting $K(\lambda, \mu)$ into the above formula, and then letting $\lambda \to 0$ results in

$$L^\ast_p \lim_{\lambda \to 0} p(x, y, \lambda) = -\alpha \mu^{\alpha - 1} \delta(y - x). \quad (15)$$

Utilizing eq. (14) and (15), we get

$$L^\ast_p P(x, y) = -\alpha \mu^{\alpha - 1} \delta(y - x); \quad (16)$$

$P(x, y)$ also satisfies another forward type equation; see Appendix.

Assuming that the order of the integral in eq. (13) can be exchanged, then

$$u(x) = \int_D \int_0^\infty p(x, y, t)dydt = \int_D P(x, y)dy. \quad (17)$$

Operating $L^\ast_p$ on both sides of eq. (17), we obtain

$$L^\ast_p u(x) = \int_D L^\ast_p P(x, y)dy = -\int_D \alpha \mu^{\alpha - 1} \delta(y - x)dy. \quad (18)$$

Therefore, the mean first exit time \( u(x) \) is the solution of the following equation

$$L^\ast_p u(x) = -\alpha \mu^{\alpha - 1} \quad \text{for} \quad x \in D \quad (19)$$

with the boundary condition

$$u(x) = 0 \quad \text{for} \quad x \in \partial D, \quad (20)$$

because of eq. (9). According to eq. (16) eq. (19) can be rewritten as

$$\sum_{i=1}^n F^i(x) \frac{\partial}{\partial x^i} u(x) + \varepsilon \sum_{i,j=1}^n a^{ij}(x) \frac{\partial^2}{\partial x^i \partial x^j} u(x) = -\alpha \mu^{\alpha - 1}. \quad (21)$$

Firstly, based on eq. (21), we consider the stochastic dynamics of \( x^i \) in one dimension. We take $a(x) = 1$, $F(x) = 0$, $\varepsilon = 1$ and $D = (-r, r)$ with $r > 0$. Using the boundary condition eq. (20), by solving eq. (21), we analytically obtain the mean first exit time given by

$$u(x) = \alpha \mu^{\alpha - 1} \frac{r^2 - x^2}{2}. \quad (22)$$

which is not a monotone function w.r.t. $\alpha$ if $\mu < 1$, being confirmed by the simulation of the trajectories of the particles; see fig. 2.

For $\alpha \in (0, 1)$, the mean first exit time is decreasing with the increase of $\mu$, being easily understood; this is because the average waiting times of each step is becoming smaller. Moreover, if $\mu \to 0$, the mean first exit time \( u(x) \) is infinite, which is an expected result because of the divergence of the average waiting times. Especially, when $\alpha = 1$, \( u(x) = \frac{x^2}{2} \).

Similar behaviors appear for the two dimensional case. In fact, for the stochastic dynamics \( x^i \) with $n = 2$. We take $a^{ij}(x) = \left( \begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array} \right)$, $F(x) = 0$, $\varepsilon = 1$ and a circular domain $D = \{ x : |x| < r \}$ with $r > 0$. Making use of the boundary condition eq. (20), the analytical solution (the mean first exit time) for eq. (21) is

$$u(x) = \alpha \mu^{\alpha - 1} \frac{r^2 - |x|^2}{4}. \quad (23)$$

**Non-Gaussian Lévy noise.** – Stochastic dynamics driven by non-Gaussian Lévy noises also have attracted much attention recently [35,36,59]. We will specifically consider the following coupled Langevin equation:

$$\dot{X}(s) = F(X(s)) + \varepsilon \dot{L}(s), \quad (24)$$

$$\dot{L}(s) = \eta(s),$$

where $F$ is a vector field (or drift): $L = (L(t), t \geq 0)$ is a Lévy process defined in a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ with characteristics $(a, b, \nu)$, Lévy symbol $\psi$ and pseudo-differential generator $A$ defined in eq. (23,35). \( \varepsilon \) and $\eta(s)$ are the same as the ones used in eq. (3). \( L(s) \) and $\eta(s)$ are statistically independent. Without loss of generality, we may assume that the sample paths of $L$ are almost surely right continuous with left limits.

The Lévy-Khinchin formula says that any Lévy process has a specific form for its characteristic function [35,59], i.e., for all $t \geq 0$, $\nu \in \mathbb{R}^n$,

$$\mathbb{E}(e^{i(x,L(t))}) = e^{\psi(\nu)},$$

$p-4$
where
\[ \psi(v) = i(a, v) - \frac{1}{2}(v, bv) \]
\[ + \int_{\mathbb{R}^n \setminus \{0\}} \left[ e^{i(v \cdot y)} - 1 - i(v, y) \chi_{\{|y|<1\}} \right] \nu(dy), \tag{25} \]
where \( \chi_I \) is the indicator function of the set \( I, a \in \mathbb{R}^n, b \) is a positive definite symmetric \( n \times n \) matrix and \( \nu \) is a sigma-finite Lévy measure on \( \mathbb{R}^n \setminus \{0\} \), satisfying the property
\[ \int_{\mathbb{R}^n \setminus \{0\}} (y^T y \wedge 1) \nu(dy) < \infty, \tag{26} \]
or equivalently
\[ \int_{\mathbb{R}^n \setminus \{0\}} \frac{y^T y}{1 + y^T y} \nu(dy) < \infty. \]
For each \( f \in C_c^\infty(\mathbb{R}^n), \) \( x \in \mathbb{R}^n, \)
\[ (Af)(x) = (2\pi)^{-n/2} \int_{\mathbb{R}^n} e^{i(v \cdot x)} \tilde{f}(v) dv, \tag{27} \]
where \( \tilde{f}(v) \) is the Fourier transform of \( f(x) \). Combining eq. (25) with (27), we have
\[ (Af)(x) = F^\alpha(\partial_i f)(x) + \alpha^i(\partial_i f)(x) + \frac{1}{2} \delta_{ij} (\partial_i \partial_j f)(x) + \int_{\mathbb{R}^n \setminus \{0\}} \left[ f(x + y) - f(x) - y^i (\partial_i f)(x) \chi_{\{|y|<1\}} \right] \nu(dy), \tag{28} \]
being the pseudo-differential operator for \( X(z) \) of the system eq. (24) with \( \nu(dy) = \frac{\beta}{2\pi} \frac{\rho^{(n + 2)}}{\Gamma(\beta/2)} \frac{\nu^{\beta-n} |y|^{-\beta-n} dy}{\rho^{n+2}} \).

Performing almost the same analysis for eq. (36) of [23] as done in Sec. II-B-2 of [23] and taking \( \gamma \) and \( q \) of the corresponding equation equal to zero, we can obtain that the transition pdf \( p(x, y, t) \) for system eq. (24) satisfies the tempered fractional Kolmogorov equation
\[ \frac{\partial}{\partial t} p(x, y, t) = \frac{\partial}{\partial t} \int_0^t K(t - t', \mu)(Ap)(x, y, t') dt'. \tag{29} \]
Similar to the discussion of last section, using the initial condition (8) and absorbing boundary condition
\[ p(x, y, t)|_{x \in D, y \notin D^c} = 0, \tag{30} \]
which also implies that
\[ p(x, y, t)|_{x \in D^c, y \notin D} = 0, \tag{31} \]
we have
\[ AP(x, y) = -\alpha \mu^{\alpha - 1} \delta(y - x); \tag{32} \]
then the mean first exit time \( u(x) \) for an orbit starting at \( x \) from a bounded domain \( D \), satisfying the following differential-integral-equation:
\[ Au(x) = -\alpha \mu^{\alpha - 1} \quad \text{for} \quad x \in D \tag{33} \]
and
\[ u(x) = 0 \quad \text{for} \quad x \in D^c, \tag{34} \]
where the generator \( A \) is defined in eq. (28), and \( D^c = \mathbb{R}^n \setminus D \) is the complement set of \( D \). Note that eq. (34) is a nonlocal Dirichlet condition for the entire exterior domain \( D^c \) or a volume constraint \( \Gamma(\sigma) \) using this type of boundary conditions, including (30) is due to the discontinuity of the trajectories of Lévy process.

Considering a ball domain \( D = \{ x : |x| < r \} \), for \( F(x) = 0 \) and \( \epsilon = 1 \), and a Lévy motion \( L \) with the generating triplet \( (0, 0, \nu) \), we have
\[ u(x) = \alpha \mu^{\alpha - 1} \tilde{u}(x), \tag{35} \]
where \( \tilde{u}(x) \) is the pdf of the waiting times. For \( u(x) \) is infinite, because of the heavy-tailed distribution of the waiting times. For \( n = 1 \) and \( \alpha = \beta = 1 \), eq. (35) was obtained by Kac and Pollard [22].

We then consider the escape probability of a particle whose motion is described by the coupled Langevin equa-

\[ \text{Fig. 3: Behaviors of } u(x) \text{ generated by at least } 1.5 \times 10^6 \text{ trajectories with } \mu = 0.1, \beta = 0.5, n = 1, r = 100. \]

The (red) solid lines are theoretical results (eq. (35)). The symbols (below with ‘x’ for \( \alpha = 0.9 \), middle with ‘□’ for \( \alpha = 0.2 \), above with ‘○’ for \( \alpha = 0.6 \)) are for the simulation results.
the symmetric

To obtain the analytical result of the escape probability for $D$ with $x$ for $r > 1$ dimension, in particular, we assume in time in the common sense.

Processes except Brownian motion (Gaussian noise), since almost observed that the escape probability $P_E(x)$, taking advantage of initial condition $(8)$ and absorbing boundary condition $\Gamma(x)$, satisfies

$$AP_E(x) = A \int_E P(x, y) dy = \int_E -\alpha \mu^\alpha - 1 \delta(y - x) dy = 0,$$

for all $x \in D$. Hence, the escape probability $P_E(x)$ solves

$$AP_E(x) = 0, \quad x \in D,$$

$$P_E(x)|_{x \in D^c \setminus E} = 0,$$

(36)

where $A$ is the generator also defined in $\Gamma(x)$. It can be easily observed that the escape probability $P_E(x)$ is independent of $\alpha$ and $\mu$, i.e., the waiting time distributions. And the solution $P_E(x)$ with $D = (-1, 1)$ and $E = [1, +\infty)$ is

$$P_E(x) = 2^{1-\alpha} \Gamma(\alpha) \left[ \frac{\alpha}{2} \right]^{-\alpha} \int_0^x (1 - u^2)^{\alpha/2 - 1} du,$$

being the same as Corollary 1 of $\Gamma(x)$. Note that the concept of escape probability makes sense for all Lévy processes except Brownian motion (Gaussian noise), since almost all sample paths of Brownian motion are continuous in time in the common sense.

Considering the escape probability described by $\Gamma(x)$ in one dimension, in particular, we assume $D = (-r, r)$ with $r > 0$ and $E = |r, \infty)$. Hence the conditions for the escape probability outside the domain are $P_E(x) = 0$ for $x \in (-\infty, -r]$ and $P_E(x) = 1$ for $x \in E$. Meanwhile, we obtain the analytical result of the escape probability for the symmetric $\beta$-stable case ($F = 0$, $a = 0$, $b = 0$, $\varepsilon = 1$) with $D = (-r, r)$ and $E = [r, \infty)$ $\Gamma(x)$:

$$P_E(x) = \frac{(2r)^{1-\beta} \Gamma(\beta)}{[\Gamma(\beta/2)]^2} \int_{-r}^x (y^2 - x^2)^{\beta/2 - 1} dy, \quad x \in D. \quad (37)$$

Fig. 4: Behaviors of $u(x)$ generated by at least $1.5 \times 10^6$ trajectories with $\alpha = 0.6$, $\beta = 0.5$, $n = 1$, $r = 100$. The red solid lines are theoretical results (eq. $\Gamma(x)$). The symbols (below with ‘*’ for $\mu = 0.1$, middle ‘□’ for $\mu = 0.06$, above with ‘◦’ for $\mu = 0.01$) are for the simulation results.

From the last equation, we can observe that due to the symmetry of the process and the domains, the escape probability $P_E(x)$ takes the value of one-half when the starting point is the position of symmetry $x = 0$. The escape probability is symmetric with respect to the point in $(0, r)$, i.e.,

$$P_E(x) + P_E(-x) = 1. \quad (38)$$

Because of the symmetry, we focus on positive starting points in the domain, i.e., $x > 0$. It can be easily verified that for a fixed point, the probability for the process escaping to the right of the domain becomes smaller when the value of $\beta$ decreases. Moreover, this characteristic is independent of the domain size. For the simulation results, see fig. 9 it can be seen that at the vicinity of the boundary the curve becomes steeper when $\beta$ is smaller; boundary layer phenomena are observed.

Remark: If $L(s)$ is a tempered Lévy process $\Gamma(x)$, the governing equations for the corresponding mean first exit time and escape probability are completely the same as eq. $\Gamma(x)$ and eq. $\Gamma(x)$, respectively, except replacing the operator $A$ there by

$$(Af)(x) = F^s(\delta_t f)(x) + a^s(\delta_t f)(x) + \frac{1}{2} \delta^{ij}(\delta_t \delta_i f)(x) + \int_{R^+ \setminus \{0\}} \left[ f(x + y) - f(x) - y^i(\delta_i f)(x) \chi_{\{|y|<1\}} \right] C|y|^{-\alpha-1} e^{-\rho|y|} dy,$$

where $C$ is a normalized constant for the tempered Lévy measure.

Conclusion. – This paper focuses on the mean exit time and escape probability for the anomalous processes with the tempered power-law waiting times. Two models are considered: the one driven by Brownian motion (Gaussian noise) and the other one driven by (tempered) non-Gaussian $\beta$-stable ($0 < \beta < 2$) Lévy noise. The equations governing the mean exit times of the two models and escape probability of the latter model are derived. Based on the derived PDEs, two most striking results are obtained: 1. if the mean first exit time of the stochastic
Fig. 6: Behaviors of $u(x, y)$ generated by at least $2 \times 10^6$ trajectories with $\alpha = 0.2, \mu = 0.01, \beta = 0.5, n = 2, r = 100$. The solid lines (red) are theoretical results (eq. (35)). The dotted (blue) lines with ‘o’ are for the simulation results.

process $X(t)$ is $u(x)$, then it is $\alpha \mu^{\alpha-1} u(x)$ for the stochastic process $X(S(t))$, where $S(t)$ is the inverse of $T$ and $T(t)$ is the tempered Lévy stable process with the tempering index $\mu > 0$ and the stability index $0 < \alpha \leq 1$; in fact, it holds for more general Markov processes (see the proof in Appendix); 2. the escape probability of a stochastic process is unrelated to the waiting time distribution of the stochastic process for the considered model Eq. (24). Other results include that the mean exit time tends to infinity if $\mu$ approaches zero and more detailed analyses on the dependencies of the mean exit time and escape probability on the parameters.

* * *
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Appendix. –

The tempered fractional forward Kolmogorov equation for the transition probability density function of eq. (3).

$$\frac{\partial}{\partial t} p(x, y, t) = \frac{\partial}{\partial t} \int_0^t K(t - \tau, \mu) L_y p(x, y, \tau) d\tau,$$

(38)

where the Laplace transform of the memory kernel is given by $K(\lambda, \mu) = \frac{1}{(\lambda^2 + \mu^2)^{\alpha/2}}$ [32, 33], and the Laplacian operator $L_y = -\sum_{i=1}^n \frac{\partial^2}{\partial y_i^2} F(i)(y) + \varepsilon \sum_{i,j=1}^n \frac{\partial^2}{\partial y_i \partial y_j} a(i)(y).$

Similar to the derivation of eq. (14), $P(x, y)$ defined in (15) also satisfies

$$L_y P(x, y) = -\alpha \mu^{\alpha-1} \delta(y - x).$$

(39)

Derivation of eq. (12) from eq. (11). After performing integration by parts to eq. (11), we get eq. (12) if the boundary terms disappear. Here we show it happens indeed. From eq. (11) we have

$$u(x) = \int_0^\infty t d\tau |P(\tau < t | x(0) = x) - 1|$$

$$= \int_0^\infty P(\tau < t | x(0) = x) - 1|^{\infty} + \int_0^\infty P(\tau > t | x(0) = x) dt$$

(40)

$$= \lim_{t \to \infty} \int_0^\infty P(\tau < t | x(0) = x) - 1|$$

$$+ \int_0^\infty P(\tau > t | x(0) = x) dt.$$

From eq. (2), there exists

$$\int_0^\infty t \frac{\partial}{\partial t} \left| P(\tau < t | x(0) = x) - 1 \right| dt < \infty,$$

which means

$$\lim_{t \to \infty} \frac{\partial}{\partial t} \left| P(\tau < t | x(0) = x) - 1 \right| = 0.$$  

(41)

According to L’Hôpital’s rule, there exists

$$\lim_{t \to \infty} t |P(\tau < t | x(0) = x) - 1|$$

$$= \lim_{t \to \infty} \frac{\partial}{\partial t} |P(\tau < t | x(0) = x) - 1|$$

(42)

Combining eqs. (39), (41) and (42), yields eq. (12).

Proof of the main result 1 described in the Conclusion section. Let $X_t$ be a general Markov process, and $Z_t$ be a strictly increasing Lévy process, being independent of $X_t$. And $E_\tau$, defined as $E_\tau = \inf \{ \tau > 0, Z_\tau > t \}$, is an inverse subordinator. Furthermore we introduce the first exit time from the domain $D$: $\tau_D = \inf \{ t > 0, X_t \notin D \}$. Letting $X^*_t = X_{E^*_t}$, we can obtain the following relations

$$\tau_D = \inf \{ t: X^*_t \notin D \} = \inf \{ t: X^*_t \notin D \}$$

$$= \inf \{ t: E_t > \tau_D \} = \inf \{ t: Z_{\tau_D} < t \}$$

$$= Z_{\tau_D}.$$
So, \( E\{\tau_D^0\} = \int_0^\infty E\{Z_t\} P(\tau_D = t)dt \). Performing Laplace transform yields
\[
E\{e^{-\lambda Z_t}\} = e^{-t\psi(\lambda)},
\]
which implies that
\[
E\{Z_t\} = -\frac{\partial}{\partial \lambda} E\{e^{-\lambda Z_t}\} |_{\lambda=0} = t\psi'(0).
\]
Hence, \( E\{\tau_D^0\} = \int_0^\infty \phi(0)P(\tau_D = t)dt = \phi'(0)E\{\tau_D\} \).
Then we get the final result
\[
E\{\tau_D^0\} = \psi'(0)E\{\tau_D\}.
\]
Especially, letting \( \psi(\lambda) = (\lambda + \mu)^\alpha - \mu^\alpha \), we have \( E\{\tau_D^0\} = \alpha \mu^{\alpha-1}E\{\tau_D\} \), which agrees with the result we summarized in Conclusion section.
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