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1 Introduction

Feynman’s $i\epsilon$ prescription for the Feynman propagator was originally developed as a pragmatic trick for encoding causality into the Fourier transformed momentum-space propagators occurring in the Feynman diagram expansion [1–5]. Feynman’s $i\epsilon$ prescription then justifies flat-space Wick rotation, and is an essential ingredient in Euclideanizing any loop integrals that might be of interest [1–5]. Going beyond the Feynman diagram expansion there has now been an almost 50 year history of reinterpreting Feynman’s $i\epsilon$ prescription in position space, often via a slight complex deformation of the Minkowski metric [6–8, 11, 12].

We shall soon see that in flat Minkowski spacetime, using $(-+++)\text{ signature}$, for small $\epsilon$ it is useful to focus on the almost-real metric

$$\eta_{\epsilon}^{ab} = \eta^{ab} + i\epsilon V^a V^b + O(\epsilon^2).$$

(1.1)

Equivalently, for the inverse metric

$$\eta_{\epsilon}^{ab} = \eta^{ab} - i\epsilon V^a V^b + O(\epsilon^2).$$

(1.2)

Here $V^a$ is at this stage some arbitrary but fixed spatially constant 4-velocity, while $\epsilon$ is a small position-dependent constant.

Viewed as a slight complex deformation of the Minkowski metric, formal convergence of the Feynman functional integral [13] can then be related to the whether or not the underlying classical Lagrangian appearing in the path integral satisfies an integrated off-shell variant of the weak energy condition (WEC).

It is then tolerably straightforward to extend these ideas to curved spacetimes. First to curved-spacetime QFT on a fixed background, and then with considerably more work to fluctuating spacetime geometries. In curved space for small $\epsilon$ it is useful to focus on the almost-real metric

$$(g_{\epsilon})^{ab} = (g_L)^{ab} + i\epsilon V^a V^b + O(\epsilon^2).$$

(1.3)

Equivalently, for the inverse metric

$$(g_{\epsilon})^{ab} = (g_L)^{ab} - i\epsilon V^a V^b + O(\epsilon^2).$$

(1.4)

Here $(g_L)^{ab}$ is now some arbitrary Lorentzian signature metric, and $V^a$ is now some arbitrary field of unit-norm 4-velocities. Furthermore $\epsilon(x) > 0$ is now allowed to be position-dependent. We shall take the existence of the Lorentzian signature metric $(g_L)^{ab}$ as primary, and view the complex metric $(g_{\epsilon})^{ab}$ as auxiliary.

We shall then further generalize this construction, to considering “allowable” complex metrics of the form

$$\sqrt{-g_{\epsilon}} (g_{\epsilon})^{ab} = \sqrt{-g_L} (g_L)^{ab} - i\epsilon \sqrt{g_E} (g_E)^{ab}.$$  

(1.5)

$\text{1}^1$ English translation of ref. [7] is available in reference [9] while english translation of ref. [8] is available in reference [10].
Here \((g_L)^{ab}\) and \((g_E)^{ab}\) are Lorentzian signature and Euclidean signature metrics respectively, and are subject to the additional nonlinear acceptability condition
\[
\Im \left\{ \sqrt{-\det \left[ \sqrt{-g_L} (g_L)^{ab} - i\epsilon \sqrt{g_E} (g_E)^{ab} \right] } \right\} < 0.
\]
These two conditions are a re-phrasing and explicit codification of the constraints first discussed by Louko and Sorkin [14], (the 0-form and 1-form constraints), and then recently revived (and extended) by Kontsevich and Segal [15], and Witten [16]. When presented in this way, the fact that Lorentzian signature metrics lie on the boundary of the acceptable complex metrics is explicitly manifest. Though the above is the most symmetric way of phrasing things, it may not always be the most computationally effective, and we shall put some effort into various simplifications.

For instance, let \(h^{ab}\) be an arbitrary positive definite tensor, then one can recast the two Louko-Sorkin acceptability conditions in a somewhat asymmetric but more computationally efficient manner:
\[
(g_{\epsilon})^{ab} = \frac{(g_L)^{ab} - i\epsilon h^{ab}}{\sqrt{\det \{\delta_{\epsilon}^{ce} - i\epsilon (g_L)^{cd} h^{de}\}}},
\]
\[
\Im \left( \sqrt{\det \{\delta_{\epsilon}^{ce} - i\epsilon (g_L)^{ab} h^{bc}\}} \right) < 0.
\]

We also discuss the small-\(\epsilon\) version of the above. For positive definite \(h^{ab}\):
\[
(g_{\epsilon})^{ab} = (g_L)^{ab} - i\epsilon \overline{h}^{ab} + O(\epsilon^2); \quad (g_L)^{cd} h^{cd} > O(\epsilon);
\]
where \(\overline{h}^{ab}\) denotes the usual trace-reversal process.

We shall then, following and extending the ideas of Louko and Sorkin [14], and Kontsevich and Segal [15], and Witten [16], discuss the third (2-form) acceptability constraint relevant in a 4-dimensional setting, and use it to fully characterize the positive definite tensor \(h^{ab}\) by constraining its eigenvalues. (In higher \(D\)-dimensional spacetime one would need to consider additional constraints, up to a \([D/2]\)-form constraint.) Then, adopting the tetrad formalism, we shall provide a complete and explicit characterization of all complex metrics satisfying the compatibility conditions.

Finally we make some general comments about the generic functional integration over complex manifolds, and in the appendix present a fully explicit example of a complex spacetime metric that is not acceptable.

2 Flat space-time sign conventions

Maintaining consistent sign conventions is somewhat tedious. Sign conventions are not entirely uniform even within the high-energy and/or general relativity communities, let alone between those communities. I shall attempt to maximize coherence with major textbook references. While keeping track of overall sign conventions is annoying, this issue really does not greatly impact the ultimate physics conclusions. Let us first consider flat Minkowski spacetime, subsequent generalizations, (to curved spacetime and complex metrics, the bulk of the article), will (at least in principle) be straightforward.
2.1 Metric

We shall choose our metric conventions such that the flat space Minkowski metric is $\eta_L = \text{diag}(-1, +1, +1, +1)$. The flat space Euclidean metric is taken to be positive definite, so that we have $\eta_E = \text{diag}(+1, +1, +1, +1)$. Particle physicists often use the opposite signature $\eta_L = \text{diag}(+1, -1, -1, -1)$, which can sometimes lead to annoying stray minus signs. For instance, Louko and Sorkin [14] use $(-+++)$ signature whereas Kontsevich and Segal [15], and Witten [16] use $(+----)$ signature. To add to the potential confusion, some relativists also use $(+----)$ signature; see the flyleaf of Misner-Thorne-Wheeler [17] for some examples. Thence the phrases “east coast metric” and “west coast metric”.

2.2 Scalar Lagrangian

There are also some tricky sign conventions to keep in mind as regards the relevant scalar Lagrangians $\mathcal{L}$.

- For the Lorentzian signature scalar field, regardless of whether one is using $(-+++)$ or $(+----)$ signature, one should always choose

$$\mathcal{L}_L = \frac{1}{2}(\dot{\phi})^2 - \frac{1}{2} \sum_i (\partial_i \phi)^2 - V(\phi). \quad (2.1)$$

This will guarantee positive-semidefinite gradient contributions to the energy density

$$\rho_L = \frac{1}{2}(\dot{\phi})^2 + \frac{1}{2} \sum_i (\partial_i \phi)^2 + V(\phi) = \frac{1}{2} \sum_a (\partial_a \phi)^2 + V(\phi). \quad (2.2)$$

Thence a naive Wick rotation for the energy $E \rightarrow +iE$ implies $t \rightarrow -it$ which in turn yields $(\dot{\phi})^2 \rightarrow -(\dot{\phi})^2$, and so

$$\mathcal{L}_{\text{Wick}} = -\frac{1}{2}(\dot{\phi})^2 - \frac{1}{2} \sum_i (\partial_i \phi)^2 - V(\phi) = -\frac{1}{2} \sum_a (\partial_a \phi)^2 - V(\phi). \quad (2.3)$$

(At this preliminary stage of the discussion one can even be safely ambiguous as to the sign of the naive Wick rotation $t \rightarrow \pm it$, since then $\dot{\phi} \rightarrow \mp i\dot{\phi}$, and so in either case $(\dot{\phi})^2 \rightarrow -(\dot{\phi})^2$. We shall subsequently need to be more careful.) The fact that $\mathcal{L}_{\text{Wick}}$ has negative-semidefinite gradient contributions is inconvenient, typically one flips the overall sign and simply defines the Euclidean scalar Lagrangian as

$$\mathcal{L}_E = -\mathcal{L}_{\text{Wick}} = \frac{1}{2}(\dot{\phi})^2 + \frac{1}{2} \sum_i (\partial_i \phi)^2 + V(\phi) = \frac{1}{2} \sum_a (\partial_a \phi)^2 + V(\phi). \quad (2.4)$$

- Similarly for a gauge field (either Abelian or non-Abelian), regardless of whether one is using $(-+++)$ or $(+----)$ signature, one has

$$\mathcal{L}_L = \frac{1}{2}(E^2 - B^2); \quad \rho_L = \frac{1}{2}(E^2 + B^2). \quad (2.5)$$
Thence a naive Wick rotation of the energy $E \rightarrow iE$ implies $t \rightarrow -it$ which in turn for the Electric field yields $E \rightarrow -iE$ so that

$$L_{\text{Wick}} = \frac{1}{2} \{ E^2 + B^2 \}. \quad (2.6)$$

(It is easiest to carry this out in temporal gauge where $A_0 = 0$; in general for a gauge field Wick rotation corresponds to $t \rightarrow -it$ combined with $A_0 \rightarrow +iA_0$. At this preliminary stage of the discussion one can even be safely ambiguous as to the sign of the naive Wick rotation $t \rightarrow \pm it$, $A_0 \rightarrow \mp iA_0$, since then, using $E_i = \partial_i A_0 - \dot{A}_i$, we have $E \rightarrow \mp iE$, and so in either case $E^2 \rightarrow -E^2$. We shall subsequently need to be more careful.) The fact that $L_{\text{Wick}}$ is negative-semidefinite is inconvenient, typically one flips the overall sign and defines the Euclidean gauge Lagrangian as

$$L_E = -L_{\text{Wick}} = +\frac{1}{2} \{ E^2 + B^2 \}. \quad (2.7)$$

- Finally, if one now wishes to add a Proca mass term to the (Abelian) gauge Lagrangian then, regardless of whether one is using $(-+++/+---)$ or $(+-++/---)$ signature, one has the extra contribution

$$L_L = -\frac{1}{2} m^2 \gamma \left\{ -A_0^2 + \sum_i A_i^2 \right\}; \quad \rho_L = \frac{1}{2} m^2 \gamma \left\{ -A_0^2 + \sum_i A_i^2 \right\}. \quad (2.8)$$

This choice implies that the usual transverse polarization modes make a manifestly positive contribution to the energy density. (Checking positive energy density for the third longitudinal mode is straightforward.) Thence a naive Wick rotation, now of the form $A_0 \rightarrow +iA_0$, yields

$$L_{\text{Wick}} = -\frac{1}{2} m^2 \gamma \left\{ +A_0^2 + \sum_i A_i^2 \right\} = -\frac{1}{2} \left\{ \sum_a A_a^2 \right\} \quad (2.9)$$

(At this preliminary stage of the discussion one can even be safely ambiguous as to the sign of the naive Wick rotation $A_0 \rightarrow \mp iA_0$, since in either case $(A_0)^2 \rightarrow -(A_0)^2$. We shall subsequently need to be more careful.) The fact that $L_{\text{Wick}}$ is negative-semidefinite is inconvenient, typically one flips the sign and defines a possible Proca term contribution to the Euclidean gauge Lagrangian as

$$L_E = -L_{\text{Wick}} = +\frac{1}{2} m^2 \gamma \left\{ \sum_a A_a^2 \right\}. \quad (2.10)$$

By presenting the discussion in this manner we have been able to completely side-step the question of whether one is using $(-+++/+---)$ or $(+-++/---)$ signature; and have even (so far) been able to side-step the question of the overall sign of the Wick rotation $t \rightarrow \pm it$. Essentially all relevant sources will agree with the discussion above.
2.3 Volume element

One now needs to think about the volume element $\sqrt{-\text{det} \eta_{ab}} \, d^4x$ and its Euclidean relative $\sqrt{\text{det} \delta_{ab}} \, d^4x$. Though not normally phrased this way one has to decide whether to view the naive Wick rotation as a passive or active transformation.

**Passive:** If you view the naive Wick rotation $t \to \pm it$ as passive then one has both $\sqrt{-\text{det} \eta_{ab}} \rightarrow \mp i \sqrt{\text{det} \delta_{ab}}$ and $d^4x \rightarrow \pm i d^4x$. Then one would have $\sqrt{-\text{det} \eta_{ab}} \, d^4x \rightarrow \sqrt{\text{det} \delta_{ab}} \, d^4x$, which proves uninteresting.

**Active:** If you view the naive Wick rotation $t \to \pm it$ as active then one has $\sqrt{-\text{det} \eta_{ab}} \rightarrow \pm i \sqrt{\text{det} \delta_{ab}}$, whereas $d^4x \rightarrow d^4x$ is unaffected. Then one would have $\sqrt{-\text{det} \eta_{ab}} \, d^4x \rightarrow \pm i \sqrt{\text{det} \delta_{ab}} \, d^4x$, which now does lead to interesting behaviour for the action.

2.4 Action

With the conventions above, in Cartesian coordinates one always has

$$S_L = \int L \sqrt{-\text{det}[\eta]} \, d^4 x; \quad S_E = \int L_E \sqrt{\text{det}[\delta]} \, d^4 x .$$

(2.11)

Under a naive (active) Wick transformation $t \to \pm it$ one then has

$$S_L = \int L \sqrt{-\text{det}[\eta]} \, d^4 x \rightarrow \int (-L_{\text{Wick}}) \left( \pm i \sqrt{\text{det}[\delta_{ab}]} \right) \, d^4 x$$

$$= \mp i \int L_E \sqrt{\text{det}[\delta_{ab}]} \, d^4 x = \mp i S_E$$

(2.12)

This observation will ultimately allow us to fix the sign in the naive Wick transformation $t \to \pm it$.

In curvilinear coordinates (but still in flat Minkowski space) this becomes

$$S_L = \int L \sqrt{-g} \, d^4 x; \quad S_E = \int L E \sqrt{g_E} d^4 x,$$

(2.13)

where $S_L \rightarrow \mp i S_E$. Essentially all relevant sources will agree with these formulae.

2.5 Path integral

With the conventions presented above, the Feynman functional integral for the (flat-spacetime) partition function becomes

$$Z_L = \int e^{iS_L} \mathcal{D}(\text{fields}); \quad Z_E = \int e^{-S_E} \mathcal{D}(\text{fields}).$$

(2.14)

This now makes it clear that we need to choose the $-$ sign in the naive Wick transformation $t \to -it$. (Equivalently, in terms of energy, $E \rightarrow +iE$.) On the other hand, here $S_L$ and $S_E$ have been set up in such a manner that we have been able to completely side-step (so far) the question of whether one is using $(-+++) \text{ or } (+---)$ signature. Essentially all relevant sources will agree with these formulae.
2.6 Curved spacetimes

Finally in (real-metric) curved spacetime one (in principle) just replaces $\eta_{ab} \to (g_L)_{ab}$, or replaces $\delta_{ab} \to (g_E)_{ab}$, as appropriate. However the ultimate goal of the current article is to reinterpret the naive Wick transformation in terms of a complex metric and to thereby fully characterize the complete set of all physically acceptable complex metrics, a task to which we shall now turn.

3 Complexification of flat Minkowski spacetime

3.1 Feynman propagator: small $\epsilon$

The Feynman propagator in momentum space (for simplicity let us consider a massive scalar field) can be written as [1–5]

\[ \Delta_F(E,p) = \frac{i}{E^2 - p^2 - m^2 + i\epsilon}. \] (3.1)

The whole point of Feynman’s $i\epsilon$ prescription is to “dodge” around the poles, naively located at $E = \pm \sqrt{m^2 + p^2}$, in an appropriate manner, by shifting the poles slightly to $E = \pm \sqrt{m^2 + p^2} - i\epsilon$, see for instance [1–5].

Since both of these poles occur at $E^2 > 0$, one could just as easily write

\[ \Delta_F(E,p) = \frac{i}{E^2(1 + i\epsilon) - p^2 - m^2}. \] (3.2)

When the propagator is written in this form the $i\epsilon$ prescription has a natural interpretation in terms of a complex “not quite Minkowski” metric [7–12]. Specifically, let us define the slightly complex metric

\[ (\eta_\epsilon)^{ab} = \text{diag}(-1 - i\epsilon, +1, +1, +1), \] (3.3)

and consider the 4-momentum covector $P_a = (-E, p_i)$. That the 4-momentum covector is the appropriate quantity to work with is ultimately due to the fact that the kinetic operator in the Lagrangian is $\eta^{ab} \partial_a \partial_b$. Indeed, the quantum propagator (3.1) ultimately arises from Fourier transforming the quantum fields. Thence using the standard plane-wave conventions $\exp(-i[\omega t - \vec{k} \cdot \vec{x}])$ focusses one’s attention on the covariant wave 4-vector $K_a = (-\omega; \vec{k})$. Then one has $K^a = (+\omega; \vec{k})$, and for the (virtual) 4-momentum $P^a = \hbar K^a = (E; \vec{p})$.

Thence the Feynman propagator can be re-written as

\[ \Delta_F(E,p) = \frac{i}{-(\eta_\epsilon)^{ab} P_a P_b - m^2}. \] (3.4)

These three propagators, (3.1)–(3.2)–(3.4), all carry and imply exactly the same physics content [7–12]. Defining the 4-velocity $V^a = (1, 0, 0, 0)$ we can write

\[ (\eta_\epsilon)^{ab} = \eta^{ab} - i\epsilon V^a V^b. \] (3.5)

\[ ^2 \text{E now denotes energy rather than electric field; the meaning should be clear from context.} \]

\[ ^3 \text{We have now made the specific signature choice that as } \epsilon \to 0 \text{ the signature becomes } (- + ++). \]
This version of Feynman’s \(i\epsilon\) prescription, where the \(\epsilon\) has been pushed into a slight complexification of the spacetime metric, has a much better chance of being usefully generalizable. Since at this stage we are assuming \(\epsilon\) to be arbitrarily small we could just as well write

\[
(\eta_\epsilon)^{ab} = \eta^{ab} - i\epsilon V^a V^b + \mathcal{O}(\epsilon^2). \tag{3.6}
\]

Equivalently, for the covariant metric one takes the matrix inverse

\[
(\eta_\epsilon)_{ab} = \eta_{ab} + i\epsilon V^a V^b + \mathcal{O}(\epsilon^2). \tag{3.7}
\]

For future use we note the two determinants\(^4\)

\[
\det[(\eta_\epsilon)^{ab}] = -1 - i\epsilon + \mathcal{O}(\epsilon^2), \tag{3.8}
\]

and the more directly useful

\[
\det[(\eta_\epsilon)_{ab}] = -1 + i\epsilon + \mathcal{O}(\epsilon^2), \tag{3.9}
\]

so that

\[
\sqrt{-\det[(\eta_\epsilon)_{ab}]} = 1 - \frac{1}{2}i\epsilon + \mathcal{O}(\epsilon^2). \tag{3.10}
\]

This is explicitly compatible with the footnote on page 193 of the Louko-Sorkin [14] article. Consequently

\[
\sqrt{-\det[(\eta_\epsilon)_{ab}]} (\eta_\epsilon)^{ab} = \left(1 - \frac{1}{2}i\epsilon + \mathcal{O}(\epsilon^2)\right) \left(\eta^{ab} - i\epsilon V^a V^b + \mathcal{O}(\epsilon^2)\right)
\]

\[
= \eta^{ab} - i\epsilon \left[V^a V^b + \frac{1}{2}\eta^{ab}\right] + \mathcal{O}(\epsilon^2). \tag{3.11}
\]

Here in \((- + + +)\) signature the quantity \([V^a V^b + \frac{1}{2}\eta^{ab}]\) is guaranteed to be a positive definite matrix. This is explicitly compatible with the footnote on page 193 of the Louko-Sorkin [14] article. This small-\(\epsilon\) flat-space result is the key observation that we shall seek to generalize, first to large \(\epsilon\) and then to curved spacetimes.

### 3.2 Flat-space Wick rotation: large \(\epsilon\)

While this is not the central point of the current article, there are much deeper connections between this slightly complex metric and the idea of Wick rotation. When performing the usual form of flat-space Wick rotation, \(E \rightarrow iE\), the contour does not pass over the poles. [The contour \((-\infty, +\infty)\) is deformed to \((-i\infty, +i\infty)\). So the contour dodges above the positive energy pole and below the negative energy pole.] In terms of the “rotated” energy variable, once one takes the limit \(\epsilon \rightarrow 0\), the Euclidean propagator is simply:

\[
\Delta_E(E, p) = \frac{-i}{E^2 + p^2 + m^2}. \tag{3.12}
\]

In counterpoint, starting from an almost-real complex metric, the energy \(E\) instead remains untouched and for the (contravariant) metric one has \(\eta_\epsilon = \eta - i\epsilon V \otimes V + \mathcal{O}(\epsilon^2)\),

\[^4\text{These two determinants are independent of whether one chooses } (-+++) \text{ or } (+---) \text{ signature.}\]
that is $[\eta_\epsilon]^{ab} = \eta^{ab} - i\epsilon V^a V^b + \mathcal{O}(\epsilon^2)$, for $\epsilon$ small and positive. To extend this to a “large $\epsilon$” version of the complex metric one would instead write $\eta_\epsilon = \eta - i\epsilon V \otimes V$, that is $[\eta_\epsilon]^{ab} = \eta^{ab} - i\epsilon V^a V^b$, and would allow $\epsilon$ to become large and complex while keeping the real part of $\epsilon$ non-negative. Specifically one would let $\epsilon$ travel from 0 to $2i$ while, (thanks to the real part of $\epsilon$ being non-negative), carefully dodging around the point $\epsilon = i$ where the complex metric would become singular.

Alternatively one could instead write an explicit “large $\epsilon$” version of the complex metric as follows:

$$\eta^{\epsilon}_{ab} = \eta^{ab} - i\epsilon V^a V^b,$$

(3.13)

and let $\epsilon$ travel from 0 to $\pi$ along the positive real axis. This version of the complexified Minkowski metric is closer in spirit to the construction adopted in a series of papers by Greensite and Carlini [18–22].

Another nice feature of putting the $i\epsilon$ into the spacetime metric is that it will then automatically take care of the polarization factors for higher spin. (Otherwise one would have to add somewhat ad hoc modifications to Wick rotation by, for instance, additionally Wick rotating the electromagnetic scalar potential, $A^0 \to -iA^0$ but not the vector potential $A$, etc.)

For this “large $\epsilon$” version of the complex metric one has

$$\det[(\eta_\epsilon)^{ab}] = -e^{i\epsilon}; \quad \det[(\eta_\epsilon)_{ab}] = -e^{-i\epsilon};$$

(3.14)

and consequently

$$\sqrt{-\det[(\eta_\epsilon)_{ab}]} \ (\eta_\epsilon)^{ab} = -e^{-i\epsilon/2} \left(\eta^{ab} + \{1 - e^{i\epsilon}\} V^a V^b\right)$$

$$= -e^{-i\epsilon/2} V^a V^b + e^{-i\epsilon/2} [\eta^{ab} + V^a V^b].$$

(3.15)

We shall ultimately extend this “large $\epsilon$” version of the complex metric to curved spacetimes.

### 3.3 Weak energy condition

Within the context of the Feynman functional integral [13], still working in flat Minkowski space, the Lorentzian partition function is

$$Z_L = \int D\phi \ \exp\left(+iS(\phi, \eta)\right).$$

(3.16)

Now $i\epsilon$-complexify the metric

$$Z_\epsilon = \int D\phi \ \exp\left(+iS(\phi, \eta_\epsilon)\right).$$

(3.17)

For small $\epsilon$ we now use the general result that in $(-+++)$ signature

$$\frac{\delta S(g, \phi)}{\delta g_{ab}} = -\frac{\sqrt{-g}}{2} T(g, \phi)^{ab},$$

(3.18)

to write

$$S(\eta_\epsilon, \phi) = S(\eta, \phi) + \frac{i\epsilon}{2} \int T^{ab}(\eta, \phi) \ V_a \ V_b \sqrt{-\eta} \ d^4x + \mathcal{O}(\epsilon^2).$$

(3.19)
This now implies

\[ Z_\epsilon = \int \mathcal{D}\phi \left\{ \exp \left( +iS(\phi, \eta) \right) \exp \left( -\frac{\epsilon}{2} \int T^{ab}(\eta, \phi) V_a V_b \sqrt{-\eta} \ d^4x + \mathcal{O}(\epsilon^2) \right) \right\}. \tag{3.20} \]

Thence, if the classical off-shell stress-energy tensor satisfies the WEC, (so that \( T^{ab}(\eta, \phi) V_a V_b \geq 0 \)), then the \( i\epsilon \)-complexified metric serves to damp the oscillations in the functional integral, which is exactly what we want to make the functional integral mathematically justifiable \[13\]. (For related comments see also references \[14\] and \[23\].)

Unfortunately the argument cannot be run in reverse. Even with a damped functional integral the expectation value \( \langle T^{ab}(\eta, \phi) \rangle \) need not satisfy the WEC, both because of the phases \( \exp \left( -iS(\phi, \eta) \right) \), and because of the need to renormalize.\(^5\)

Consider for instance the Casimir effect between parallel plates: The classical Maxwell Lagrangian certainly satisfies the WEC, but the renormalized electromagnetic energy density \( \langle \rho \rangle \) is certainly negative \[24–32\].

4 Fixed-background curved-space: simplified construction

When investigating curved space QFT we find it most convenient to first start the discussion with a simple and direct construction for small \( \epsilon \), subsequently extended to large \( \epsilon \). We shall then present a generalized construction for large \( \epsilon \), and ultimately circle back from the generalized large-\( \epsilon \) construction to a generalized small-\( \epsilon \) construction. We then introduce a tetrad version of the construction, which allows one to generalize the whole process.

4.1 Small \( \epsilon \)

Much of the previous flat-space discussion can be carried over to fixed-background curved-space QFT. While one can no longer Fourier transform to define the original momentum-space version of Feynman’s \( i\epsilon \) prescription, one can certainly define an almost-real \( i\epsilon \)-complexified (inverse) metric

\[ (g_\epsilon)^{ab} = (g_L)^{ab} - i\epsilon V^a V^b + \mathcal{O}(\epsilon^2). \tag{4.1} \]

Then for the covariant metric

\[ (g_\epsilon)_{ab} = (g_L)_{ab} + i\epsilon V_a V_b + \mathcal{O}(\epsilon^2). \tag{4.2} \]

Here the vector field \( V \) is now a possibly position-dependent unit 4-vector field, (a 4-velocity field), with respect to the Lorentzian metric \((g_L)_{ab}\), and \( \epsilon(x) \) is allowed to be position-dependent but should at least be positive. While this is not the central point of the current article, this construction can now be used as the starting point for how to define a general notion of how to Wick rotate a spacetime metric \[12\]. See also \[33–38\], and

\(^5\)And if you try to Wick rotate first, there are other issues to deal with. Yes, the phases are now all real, but once one is in Euclidean signature the spacelike/timelike/null distinction no longer applies, and NEC/WEC/SEC/DEC are either ill-defined or all collapse to the SEC \[24\]. Furthermore you would still need to renormalize, and the implied subtraction process could easily vitiate the WEC for \( \langle T^{ab}(\eta, \phi) \rangle \).
related work [39–41]. For instance, as long as one has a globally defined (real) co-tetrad $e^A_a$ [42], then one could define

$$ (g_e)_{ab} = (\eta_e)_{AB} \ e^A_a \ e^B_b, \quad (4.3) $$

thereby forcing all of the complex structure into the tangent space metric $(\eta_e)_{AB}$. We shall not (initially) take this specific route in the current article; but will ultimately develop and investigate a very closely related tetrad-based construction.

To analyze this slightly complex metric it is useful to note that

$$ \det \{ (g_L)^{ab}(g_e)_{bc} \} = \det \{ \delta^a_c + i \epsilon V^a V_c \} = 1 - i \epsilon + O(\epsilon^2). \quad (4.4) $$

That is

$$ - \det \{ (g_e)_{ab} \} = - \det \{ (g_L)_{ab} \} (1 - i \epsilon + O(\epsilon^2)). \quad (4.5) $$

Thence

$$ \sqrt{-g_e} = \sqrt{-g_L} \sqrt{1 - i \epsilon + O(\epsilon^2)} = \sqrt{-g_L} \left\{ 1 - \frac{i \epsilon}{2} + O(\epsilon^2) \right\}. \quad (4.6) $$

We can rewrite this more compactly as

$$ \sqrt{-g_e} = \sqrt{-g_L} \left\{ 1 - \frac{i \epsilon}{2} + O(\epsilon^2) \right\} \left[ (g_L)^{ab} - i \epsilon V^a V^b + O(\epsilon^2) \right]. \quad (4.7) $$

Thence we have

$$ \sqrt{-g_e} (g_e)^{ab} = \sqrt{-g_L} \left\{ 1 - \frac{i \epsilon}{2} + O(\epsilon^2) \right\} \left[ (g_L)^{ab} - i \epsilon V^a V^b + O(\epsilon^2) \right]. \quad (4.8) $$

We can expand this as

$$ \sqrt{-g_e} (g_e)^{ab} = \sqrt{-g_L} \left[ (g_L)^{ab} - i \epsilon \left\{ V^a V^b + \frac{1}{2} (g_L)^{ab} \right\} + O(\epsilon^2) \right]. \quad (4.9) $$

But if we now define

$$ (g_E)^{ab} = (g_L)^{ab} + 2 V^a V^b, \quad (4.10) $$

then $(g_E)^{ab}$ is a Euclidean signature metric, and furthermore

$$ \det \{ (g_L)_{ab}(g_E)^{bc} \} = \det \{ \delta^c_a + 2 V_a V^b \} = -1. \quad (4.11) $$

That is, we see that in this particular situation we have $\det\{(g_E)^{ab}\} = - \det\{(g_L)^{ab}\}$, or more briefly $g_E = -g_L$. But then we can write

$$ \sqrt{-g_e} (g_e)^{ab} = \sqrt{-g_L} (g_L)^{ab} - \frac{\epsilon}{2} \sqrt{g_E} (g_E)^{ab} + O(\epsilon^2). \quad (4.12) $$

From (4.7) and the above we have

$$ \Im \{ \sqrt{-g_e} \} = - \frac{\epsilon}{2} \sqrt{-g_L} + O(\epsilon^2); \quad (4.13) $$

\[\text{ – 11 –}\]
and
\[ \Im \left\{ \sqrt{-g_\epsilon} (g_\epsilon)^{ab} \right\} = -\frac{\epsilon}{2} \sqrt{g E} (g E)^{ab} + \mathcal{O}(\epsilon^2); \]  
both of which are negative as long as \( \epsilon \) is positive.

But these are simply small-\( \epsilon \) versions of the Louko-Sorkin acceptability conditions [14]:
\[ \Im \left\{ \sqrt{-g_\epsilon} \right\} < 0; \quad \Im \left\{ \sqrt{-g_\epsilon} (g_\epsilon)^{ab} \right\} < 0. \]  
See particularly the footnote on page 193 of the Louko-Sorkin [14] article. These two conditions were explored by Louko and Sorkin [14], almost 25 years ago, to guarantee the quantum stability of a (free) massive scalar field described by the action
\[ S(g_\epsilon, \phi) = \frac{1}{2} \int \sqrt{-g_\epsilon} \left\{ -(g_\epsilon)^{ab} \partial_a \phi \partial_b \phi - m^2 \phi^2 \right\}. \]  
In the language of Kontsevich and Segal [15], and Witten [16] these are the 0-form and 1-form constraints. In \((3 + 1) \sim 4\) dimensions there is also a 2-form constraint, which we shall discuss in due course.

It is perhaps worth noting that the combination \( \sqrt{-g_\epsilon} (g_\epsilon)^{ab} \) also shows up elsewhere in general relativity. Specifically, in defining the harmonic gauge \( \Box x^a = 0 \), which is a coordinate gauge fixing condition equivalent to \( \partial_a \{ \sqrt{-g_\epsilon} (g_\epsilon)^{ab} \} = 0 \). This is the strong-field generalization of the weak-field Einstein-Hilbert-Fock-De Donder gauge.

Louko and Sorkin then partially generalized their construction [14], by defining the equivalent of
\[ (g_\epsilon)^{ab} = (g_L)^{ab} + i\epsilon \sum_j w_j (V^j)_a (V^j)_b. \]  
Here one is now performing a positive-weight \( (w_j > 0) \) sum over timelike (or null) vector fields \((V^j)_a\). (See equation (5.1) of the Louko-Sorkin [14] article.) But can we generalize this construction even further? That is our goal in the next subsection.

4.2 Large \( \epsilon \)

First let us verify that the complex metric \((g_\epsilon)^{ab} = (g_L)^{ab} + i\epsilon V_a V_b\) satisfies the two Louko-Sorkin constraints for arbitrarily large \( \epsilon > 0 \), and then further generalize the construction. Note that, (adopting Riemann normal coordinates and going to the rest frame of the 4-velocity \( V \)), the eigenvalues of \((g_\epsilon)^{ab}\) are
\[ \lambda \in \{-1 + i\epsilon, 1, 1, 1\}. \]  
Then \( \sqrt{-g_\epsilon} = \sqrt{1 - i\epsilon} \) and the eigenvalues of \( \sqrt{-g_\epsilon} (g_\epsilon)^{ab} \) are:
\[ \lambda \in \left\{ -\frac{1}{\sqrt{1 - i\epsilon}}, \sqrt{1 - i\epsilon}, \sqrt{1 - i\epsilon}, \sqrt{1 - i\epsilon} \right\}. \]  
The two Louko-Sorkin acceptability conditions are then
\[ \Im(\sqrt{1 - i\epsilon}) < 0; \quad \Im \left(-\frac{1}{\sqrt{1 - i\epsilon}} \right) < 0. \]
But
\[ \Im \left( -\frac{1}{\sqrt{1-i\epsilon}} \right) = \Im \left( -\frac{1}{\sqrt{1+i\epsilon}} \right) = \frac{\Im(-\sqrt{1+i\epsilon})}{\sqrt{1+\epsilon^2}} = \frac{\Im(\sqrt{1-i\epsilon})}{\sqrt{1+\epsilon^2}}. \] (4.21)

So, for the specific metric \((g_\theta)_{ab} = (g_L)_{ab} + i\epsilon V_a V_b\), the two Louko-Sorkin acceptability conditions are actually degenerate, and amount to the same assertion that \(\epsilon > 0\). This now works for arbitrarily large values of \(\epsilon\).

### 4.3 Rephrasing the construction in terms of tetrad formalism

Let us now collect these ideas, and recast them in terms of the tetrad formalism. Let \(e^a_A(x)\) denote an arbitrary (not necessarily orthonormal) tetrad. The only things we need to insist on is that the contravariant vectors \(e^a_A(x) = [e^a(x)]_A\) form a basis for the tangent space. Thence in particular \(\det(e^a_A(x)) \neq 0\), and the co-tetrad \(e^a_A(x)\) is simply the matrix inverse of \(e^a_A(x)\), with the co-vectors \(e^a_A(x) = [e_a]^A\) now forming a basis for the cotangent space.

Now let \(\theta(x)\) be any smooth function bounded by \(0 < \theta(x) < \pi/2\). The variable \(\theta(x)\) is effectively a nonlinear way of encoding the parameter \(\epsilon(x)\) via the relation \(\theta(x) = \frac{1}{2} \arctan \epsilon(x)\); we shall soon see why this is worthwhile. Define
\[
(\eta_\theta)_{AB} = \text{diag}\{-\exp(-i2\theta(x)), 1, 1, 1\};
\] (4.22)

and
\[
(\eta_\theta)^{AB} = \text{diag}\{-\exp(+i2\theta(x)), 1, 1, 1\}.
\] (4.23)

Construct the complex metric
\[
(g_\theta)_{ab} = (\eta_\theta)_{AB} e^a_A(x) e^R_B(x)
\] (4.24)
\[
= -\exp[-i2\theta(x)] e^0_a(x) e^0_b(x) + \sum_{i=1}^3 e^i_a(x) e^i_b(x).
\] (4.25)

Then the inverse metric is
\[
(g_\theta)^{ab} = (\eta_\theta)^{AB} e^a_A(x) e^b_B(x)
\] (4.26)
\[
= -\exp[+i2\theta(x)] e^0_a(x) e^0_b(x) + \sum_{i=1}^3 e^i_a(x) e^i_b(x).
\] (4.27)

Note that \(\sqrt{-\det(g_\theta)} = \exp[-i\theta(x)]\) and hence
\[
\sqrt{-\det(g_\theta)} (g_\theta)^{ab} = \exp[-i\theta(x)] (\eta_\theta)^{AB} e^a_A(x) e^b_B(x)
\] (4.28)
\[
= -\exp(+i\theta(x)) e^0_a(x) e^0_b(x) + \exp(-i\theta(x)) \sum_{i=1}^3 e^i_a(x) e^i_b(x).
\] (4.29)

Thence, this rather general class of complex metrics manifestly satisfies the Louko-Sorkin (0-form and 1-form) acceptability conditions, and we shall soon see that it also satisfies the Louko-Sorkin, Kontsevich-Segal and Witten 2-form acceptability condition. This is not
the most general class of complex metrics satisfying the compatibility conditions, but it is a good basis for ultimately deriving the most general class of such complex metrics.

The corresponding Lorentzian and Euclidean metrics are given by

\[
\sqrt{-g_L} (g_L)^{ab} = \cos[\theta(x)] \left\{ -e_0^a(x) e_0^b(x) + \sum_{i=1}^3 e_i^a(x) e_i^b(x) \right\},
\]

and

\[
\sqrt{g_E} (g_E)^{ab} = \sin[\theta(x)] \left\{ +e_0^a(x) e_0^b(x) + \sum_{i=1}^3 e_i^a(x) e_i^b(x) \right\}.
\]

We shall ultimately seek to fully generalize this construction.

5 Fixed-background curved-space: generalized construction

We shall now generalize the construction beyond simply using the 4-velocity vector \( V^a \), to allow for a more complicated matrix-based relation between \((g_L)_{ab}\) and \((g_E)_{ab}\). After dealing with the 0-form and 1-form acceptability conditions (the 2-dimensional Louko-Sorkin conditions), we then turn to the additional 2-form acceptability condition relevant in 4 dimensions.

5.1 Large \( \epsilon \)

Let us now construct the general solution to the two Louko-Sorkin acceptability conditions, allowing arbitrarily “large” values of \( \epsilon \); so we are no longer demanding that the metric is “close” to real. Take the Louko-Sorkin conditions as primary [14]:

\[
\Im \{ \sqrt{-g_\epsilon} \} < 0; \quad \Im \left\{ \sqrt{-g_\epsilon} (g_\epsilon)^{ab} \right\} < 0.
\]

We note that \( \left\{ \sqrt{-g_\epsilon} (g_\epsilon)^{ab} \right\} \) is by construction a tensor density of weight +1. Since the coordinates (and so the Jacobi matrices and determinants are real), its real and imaginary parts are both tensor densities of weight +1. Thence the quantity \( \Im \left\{ \sqrt{-g_\epsilon} (g_\epsilon)^{ab} \right\} \) is by construction a tensor density, and since it is known to be a negative definite matrix, we can use it to define a Euclidean metric:

\[
-\Im \left\{ \sqrt{-g_\epsilon} (g_\epsilon)^{ab} \right\} = \epsilon \sqrt{g_E} (g_E)^{ab}.
\]

This definition implies an implicit and somewhat subtle non-linear construction of \((g_E)^{ab}\). That this definition is nevertheless effective can be argued as follows. The quantity \( X^{ab} = -\Im \left\{ \sqrt{-g_\epsilon} (g_\epsilon)^{ab} \right\} \) is by construction a positive definite tensor density of weight +1. Therefore \( \det[X^{ab}] \) is by construction a positive scalar density of weight +4 – 2 = 2. (All eigenvalues are positive and there are four of them.) Therefore \( X^{ab}/\sqrt{\det X^{ab}} \) is a true tensor (not a tensor density), which must still be positive definite. One then defines

\[
(g_E)^{ab} \propto \frac{-X^{ab}}{\sqrt{\det X^{ab}}} = \frac{\Im \left\{ \sqrt{-g_\epsilon} (g_\epsilon)^{ab} \right\}}{\sqrt{\det[\Im \left\{ \sqrt{-g_\epsilon} (g_\epsilon)^{ab} \right\}]}}
\]
Consistency then demands
\[
\det(g_E) \propto \det \left[ \Im \left\{ \sqrt{-g_c} (g_c)^{ab} \right\} \right]. \tag{5.4}
\]

The overall scale of \((g_E)^{ab}\) is arbitrary, as it can always be absorbed into a redefinition of \(\epsilon\), and \textit{vice versa}. Similarly, we note that \(\Re \left\{ \sqrt{-g_c} (g_c)^{ab} \right\}\) is also by construction a tensor density of weight +1. Since the whole point of the exercise was to start with a Lorentzian metric \((g_L)^{ab}\) and somehow complexify it, the physically appropriate choice is to demand:
\[
\Re \left\{ \sqrt{-g_c} (g_c)^{ab} \right\} = \sqrt{-g_L} (g_L)^{ab}. \tag{5.5}
\]

Analogous to what we did for \((g_E)^{ab}\) let us define \(Z^{ab} = \Re \left\{ \sqrt{-g_c} (g_c)^{ab} \right\}\), a tensor density of weight +1, which does not have to be positive definite. Then \(\det[Z^{ab}]\) is a scalar density of weight +2. Therefore \(Z^{ab} / \sqrt{|\det Z^{ab}|}\) is a true tensor (not a tensor density).

Then we can set
\[
(g_L)^{ab} = \frac{Z^{ab}}{\sqrt{|\det Z^{ab}|}}; \quad \det(g_L) = \det(Z^{ab}). \tag{5.6}
\]

Taking the determinant of equation (5.7) we have
\[
- g_c = -g_L \det \left\{ \delta_{a}^{\ c} - i \epsilon \frac{\sqrt{g_E}}{\sqrt{-g_L}} (g_L)^{ab} (g_E)^{bc} \right\}. \tag{5.9}
\]

This suggests that one can make some progress by defining the rescaled positive definite tensor (not a tensor density)
\[
\h^{ab} = \frac{\sqrt{g_E}}{\sqrt{-g_L}} (g_E)^{ab}. \tag{5.10}
\]

Then the Louko-Sorkin determinant condition (5.8) can now be rewritten as
\[
\Im \left( \sqrt{\det \left\{ \delta_{a}^{\ c} - i \epsilon (g_L)^{ab} h^{bc} \right\} } \right) < 0. \tag{5.11}
\]
In contrast the Louko-Sorkin matrix condition (5.7) can now be written as
\[ \sqrt{-g} \left( g_e \right)_{ab} = \sqrt{-g_L} \left\{ (g_L)_{ab} - i \epsilon \, h_{ab} \right\}. \] (5.12)

If we try to invert the general formula for \( \sqrt{-g} \left( g_e \right)_{ab} \), to explicitly extract \( (g_e)_{ab} \) as a function of \( (g_L)_{ab} \) and \( h_{ab} \), then the best we can do is this:
\[ (g_e)_{ab} = \frac{(g_L)_{ab} - i \epsilon \, h_{ab}}{\sqrt{\det \{ \delta^{ce} - i \epsilon (g_L)_{cd} h_{de} \}}}. \] (5.13)

This, together with the determinant condition (5.11), now completely characterizes the set of Luoko-Sorkin “acceptable” complex metrics in terms of the underlying Lorentzian metric \( (g_L)_{ab} \) and a positive-definite distortion tensor \( h_{ab} \). This is the cleanest practical way I have come up with for encoding the Louko-Sorkin acceptability conditions.

### 5.2 Back to small \( \epsilon \)

One place where we can make significant further progress with equation (5.13) is in the small-\( \epsilon \) limit. In this limit we note that the determinant can be approximated as
\[ (g_e)_{ab} = \frac{(g_L)_{ab} - i \epsilon \, h_{ab}}{\sqrt{1 - i \epsilon (g_L)_{cd} h^{cd} + O(\epsilon^2)}}. \] (5.14)

Thence
\[ (g_e)_{ab} = \left\{ (g_L)_{ab} - i \epsilon \, h_{ab} \right\} \left\{ 1 + i \epsilon \frac{1}{2} (g_L)_{cd} h^{cd} + O(\epsilon^2) \right\}. \] (5.15)

That is
\[ (g_e)_{ab} = (g_L)_{ab} - i \epsilon \left\{ h_{ab} - \frac{1}{2} [(g_L)_{cd} h^{cd}] (g_L)_{ab} \right\} + O(\epsilon^2). \] (5.16)

But the quantity
\[ \overline{h_{ab}} = h_{ab} - \frac{1}{2} \{(g_L)_{cd} h^{cd}\} (g_L)_{ab} \] (5.17)

is the familiar “trace-reversal” process, commonly encountered when perturbing the spacetime metric around some chosen background. Specifically, we now have
\[ (g_e)_{ab} = (g_L)_{ab} - i \epsilon \, \overline{h_{ab}} + O(\epsilon^2), \] (5.18)

where \( h_{ab} \) is an arbitrary positive definite tensor.

Furthermore the Louko-Sorkin determinant condition now reduces to inspecting
\[ \Im \left\{ \sqrt{1 - i \epsilon (g_L)_{cd} h^{cd} + O(\epsilon^2)} \right\} = \Im \left\{ 1 - i \epsilon \frac{1}{2} (g_L)_{cd} h^{cd} + O(\epsilon^2) \right\} \]
\[ = - \epsilon \frac{1}{2} (g_L)_{cd} h^{cd} + O(\epsilon^3). \] (5.19)

So to verify the Louko-Sorkin determinant condition one need merely check whether or not the trace \( (g_L)_{cd} h^{cd} \) is positive.

The two formulæ
\[ (g_e)_{ab} = (g_L)_{ab} - i \epsilon \, \overline{h_{ab}}; \quad (g_L)_{cd} h^{cd} > 0; \] (5.20)
represent the cleanest practical way I have come up with for encoding the small-\(\epsilon\) Louko-Sorkin acceptability conditions. If these two formulae are satisfied then there will at the very least be some finite interval \(\epsilon \in (0, \epsilon_*)\) over which the Louko-Sorkin acceptability conditions are satisfied. Sometimes this can be extended to the entire positive half line \(\epsilon \in (0, \infty)\).

5.3 The 2-form constraint

In \((3 + 1) \sim 4\) dimensions there is also an additional 2-form constraint. See for instance the discussion in the footnote on page 193 of the of the Louko-Sorkin [14] article, and in the Kontsevich and Segal [15], and Witten [16] articles.

5.3.1 Large \(\epsilon\)

The key idea is to demand that the electromagnetic, (or more generally, the non-abelian gauge fields), satisfy:

\[
\Im \{ \sqrt{-g_{\epsilon}} (g_{\epsilon})^{ac} (g_{\epsilon})^{bd} F_{ab} F_{cd} \} < 0. \tag{5.21}
\]

The field strengths \(F_{ab}\) are taken to be real, so this is equivalent to demanding that the object

\[
M^{[ab][cd]} = -\Im \left\{ \sqrt{-g_{\epsilon}} \left[ (g_{\epsilon})^{ac} (g_{\epsilon})^{bd} - (g_{\epsilon})^{ad} (g_{\epsilon})^{bc} \right] \right\} \tag{5.22}
\]

be a positive definite matrix when acting on 2-forms. This can be converted into a statement about the eigenvalues \(\lambda_A\) of \((g_{\epsilon})_{ab}\). Based on the footnote on page 193 of the of the Louko-Sorkin [14] article, and with minor changes in notation and conventions as compared to references [15, 16], the 2-form acceptability condition can be cast as

\[
\Im \left\{ \frac{\sqrt{-g_{\epsilon}}}{\lambda_A \lambda_B} \right\} < 0; \quad (A \neq B) \quad \{A, B\} \in [0 \ldots 3]. \tag{5.23}
\]

For completeness, when cast in this form the two primary Louko-Sorkin conditions, the 0-form and 1-form acceptability conditions, are:

\[
\Im \left\{ \sqrt{-g_{\epsilon}} \right\} < 0; \quad \text{and} \quad \Im \left\{ \frac{\sqrt{-g_{\epsilon}}}{\lambda_A} \right\} < 0. \tag{5.24}
\]

While we have seen how to interpret the 0-form and 1-form conditions geometrically, a simple geometric interpretation for the 2-form condition is trickier.

Recall that from the 1-form condition (5.12) we had

\[
\sqrt{-g_{\epsilon}} (g_{\epsilon})^{ab} = \sqrt{-g_L} \left\{ (g_L)^{ab} - i \epsilon \hat{h}^{ab} \right\}. \tag{5.25}
\]

Let us now go to Riemann local coordinates for the Lorentzian metric \((g_L)_{ab}\), then locally we have

\[
\sqrt{-g_{\epsilon}} (g_{\epsilon})^{ab} = \eta^{ab} - i \epsilon \hat{h}^{ab}. \tag{5.26}
\]

Here the coordinate transformed \(\hat{h}^{ab}\) is still positive definite, and because it is positive definite, it must be of Hawking-Ellis type I, and so can be diagonalized via a local Lorentz transformation. (To check this one merely needs to verify that Hawking-Ellis types II, III, and IV are not positive definite. See for instance [43, 44].)
Thus we can without loss of generality assume \( k^{ab} \) is diagonal, with positive diagonal entries \( h_A, (A \in \{0, i\}) \). Then in this coordinate system, with this choice of basis, we have

\[
\sqrt{-g_c} (g_c)^{ab} = \text{diag} \{ -1, 1, 1, 1 \} - i \epsilon \text{ diag} \{ h_0, h_1, h_2, h_3 \}.
\]  

(5.27)

Note that this manifestly satisfies the 1-form acceptability condition. Furthermore, taking the determinant

\[
g_c = - (1 + i \epsilon h_0) \prod_{i=1}^{3} (1 - i \epsilon h_i).
\]

(5.28)

So

\[
\sqrt{-g_c} = \sqrt{(1 + i \epsilon h_0) \prod_{i=1}^{3} (1 - i \epsilon h_i)}.
\]

(5.29)

Then the 0-form acceptability condition reduces to the nonlinear condition

\[
\Im \left\{ \sqrt{(1 + i \epsilon h_0) \prod_{i=1}^{3} (1 - i \epsilon h_i)} \right\} < 0,
\]

(5.30)

which constrains the values of \( h_0 \) and the \( h_i \). If one wishes the 0-form acceptability condition to hold for all \( \epsilon > 0 \) then in particular it must hold for small \( \epsilon \) and so one must demand \( h_0 < \sum_{i=1}^{3} h_i \). This is equivalent to demanding \( \eta_{ab} h^{ab} > 0 \).

Furthermore the eigenvalues of \( (g_c)_{ab} \) are then

\[
- \frac{\sqrt{-g_c}}{1 + i \epsilon h_0}; \quad \frac{\sqrt{-g_c}}{1 - i \epsilon h_i};
\]

(5.31)

and the 2-form acceptability conditions deduce to

\[
\Im \left\{ \frac{(1 + i \epsilon h_0)(1 - i \epsilon h_j)}{\sqrt{-g_c}} \right\} < 0; \quad \Im \left\{ \frac{(1 - i \epsilon h_j)(1 - i \epsilon h_k)}{\sqrt{-g_c}} \right\} < 0.
\]

(5.32)

Here \( j \neq k \).

But then, given our explicit formula for \( g_c \), this can be rewritten as

\[
\Im \left\{ \frac{(1 + i \epsilon h_0)(1 - i \epsilon h_j)}{(1 - i \epsilon h_k)(1 - i \epsilon h_l)} \right\} < 0; \quad \Im \left\{ \frac{(1 - i \epsilon h_j)(1 - i \epsilon h_k)}{(1 + i \epsilon h_0)(1 - i \epsilon h_l)} \right\} < 0,
\]

(5.33)

where the indices \( j, k, \) and \( l \) must all be distinct. Taking the complex conjugate of the first inequality, we can also write this as

\[
\Im \left\{ \frac{(1 - i \epsilon h_0)(1 + i \epsilon h_j)}{(1 + i \epsilon h_k)(1 + i \epsilon h_l)} \right\} < 0; \quad \Im \left\{ \frac{(1 - i \epsilon h_j)(1 - i \epsilon h_k)}{(1 + i \epsilon h_0)(1 - i \epsilon h_l)} \right\} < 0.
\]

(5.34)

Using the identity

\[
\frac{1}{1 \pm i \epsilon h_A} = \frac{1 \mp i \epsilon h_A}{1 + \epsilon^2 h_A^2} \propto 1 \mp i \epsilon h_A,
\]

(5.35)

and rearranging some indices, the two conditions in (5.34) actually collapse to one nonlinear constraint:

\[
\Im \left\{ \sqrt{(1 - i \epsilon h_0)(1 + i \epsilon h_j)(1 - i \epsilon h_k)(1 - i \epsilon h_l)} \right\} < 0,
\]

(5.36)
where the indices $j$, $k$, and $l$ must all be distinct. Overall, the compatibility conditions now reduce to the statement that $h_0$ and the $h_i$ are all positive, and are subject to the constraints (5.30) and (5.36).

One obvious solution to these acceptability constraints is $h_0 = h_i = 1$ with $\epsilon > 0$. That is $\hat{h}^{ab} = \delta^{ab}$, whence after trace reversal $\tilde{h}^{ab} = \text{diag}\{2, 0, 0, 0\}$. But this just corresponds to $(g_\epsilon)_{ab} = \eta_{ab} - i\epsilon V_a V_b$, which is where we started the discussion — however now we see that this object also satisfies the 2-form acceptability condition. There are also many other solutions to the acceptability conditions. For instance, in the symmetric case $h_i = h_{\text{space}}$, taking $h_0 < 3h_{\text{space}}$ with $\epsilon > 0$ also satisfies both of these constraints.

Subject to these nonlinear constraints on the $h_A$, where $A \in \{0, i\}$, for a suitable tetrad $e_A^a$ we now have $\hat{h}^{ab} = \sum_{A=0}^{3} h_A \ e_A^a \ e_A^b$, which is manifestly positive definite. This quantity can then be inserted into (5.26), to recreate $(g_\epsilon)_{ab}$ in the Riemann normal coordinate system, and thus, via (5.25), implicitly recreate the metric $(g_\epsilon)_{ab}$ in an arbitrary coordinate system. Overall, at this stage of the analysis we have a somewhat tedious set of nonlinear constraints on the $h_{ab}$, which in principle will fully characterize the allowable complex metrics $(g_\epsilon)_{ab}$. (These nonlinear constraints simplify considerably in the small-$\epsilon$ limit, and furthermore, we shall then introduce a variant of the tetrad formalism to effectively linearize them in general.)

5.3.2 Small $\epsilon$

If we want the 2-form constraints to hold for all $\epsilon > 0$, then in particular for small $\epsilon$ we must demand $h_0 + \sum_i h_i > 2h_j$, in addition to the 0-form result that $h_0 < \sum_i h_i$. That is, for $\epsilon \rightarrow 0^+$ the 2-form and 0-form constraints reduce to

$$h_0 + \sum_i h_i > 2h_j; \quad h_0 < \sum_i h_i. \quad (5.37)$$

These two constraints can be combined into the single formula

$$h_A < \frac{1}{2} \sum_B h_B. \quad (5.38)$$

If we now define $\langle h \rangle = \frac{1}{4} \sum_B h_B$, then between the positivity constraint and the 0-form and 2-form constraints we have

$$0 < h_A < 2\langle h \rangle, \quad (5.39)$$

or equivalently

$$|h_A - \langle h \rangle| < \langle h \rangle. \quad (5.40)$$

We again have $\hat{h}^{ab} = \sum_{A=0}^{3} h_A \ e_A^a \ e_A^b$. Thence, for small $\epsilon$ the matrix $h_{ab}$ is not just positive definite, but once the 0-form and 2-form constraints are taken into account, has very tightly interrelated eigenvalues — $h_{ab}$ cannot deviate too far from being some multiple $h_{ab} \sim \langle h \rangle \delta_{ab}$ of the identity matrix. This now guarantees that there will at the very least be some finite interval $\epsilon \in (0, \epsilon_*)$ over which the all of the acceptability conditions are satisfied. Sometimes, as in the examples given at the end of the previous subsection, this can be extended to the entire positive half line $\epsilon \in (0, \infty)$. 

\[\text{– 19 –}\]
5.4 Rephrasing the construction in terms of the tetrad formalism

Let us recast this generalized construction in terms of the tetrad formalism. As for the simplified construction, let \( e_A^a(x) \) denote an arbitrary (not necessarily orthonormal) tetrad; the co-tetrad \( e^A_a(x) \) is simply the matrix inverse of \( e_A^a(x) \).

Now let \( \theta_A(x) \) be any four smooth functions bounded by \( 0 < \theta_A(x) < \pi/4 \). The variables \( \theta_A \) are effectively a nonlinear way of encoding the parameter \( \epsilon \) via the relations \( \theta_A = \arctan(\epsilon h_A) \), we shall soon see why this is worthwhile. Define

\[
\theta_{AB} = \text{diag}\{\theta_A\}, \quad (5.41)
\]

and the corresponding trace-reversed quantities

\[
\bar{\theta}_{AB} = \text{diag}\{\bar{\theta}_A\} = \theta_{AB} - \frac{1}{2} \eta^{CD} \bar{\theta}_{CD}. \quad (5.42)
\]

Then \( \bar{\theta}_{AB} = \theta_{AB} \), trace-reversal is an involution.

Explicitly

\[
\bar{\theta}_0 = \frac{1}{2} \left( \theta_0 + \sum_{i=1}^{3} \theta_i \right); \quad (5.43)
\]

\[
\bar{\theta}_i = \frac{1}{2} \left( \theta_i + \theta_0 - \sum_{j \neq i} \theta_j \right). \quad (5.44)
\]

Now define the matrix

\[
(\eta_{\bar{\theta}})_{AB} = \text{diag}\{-\exp(-i2\bar{\theta}_0(x)); \exp(i2\bar{\theta}_i(x))\}; \quad (5.45)
\]

and its matrix inverse

\[
(\eta_{\bar{\theta}})^{AB} = \text{diag}\{-\exp(i2\bar{\theta}_0(x)); \exp(-i2\bar{\theta}_i(x))\}. \quad (5.46)
\]

Construct the complex metric

\[
(g_{\bar{\theta}})_{ab} = (\eta_{\bar{\theta}})_{AB} e^A_a(x) e^B_b(x)
\]

\[
= -\exp(-i2\bar{\theta}_0(x)) e_0^a(x) e_0^b(x) + \sum_{i=1}^{3} \exp(+i2\bar{\theta}_i(x)) e_i^a(x) e_i^b(x). \quad (5.47)
\]

Then the inverse metric is

\[
(g_{\bar{\theta}})^{ab} = (\eta_{\bar{\theta}})^{AB} e_A^a(x) e_B^b(x)
\]

\[
= -\exp(+i2\bar{\theta}_0(x)) e_0^a(x) e_0^b(x) + \sum_{i=1}^{3} \exp(-i2\bar{\theta}_i(x)) e_i^a(x) e_i^b(x). \quad (5.48)
\]

Note that

\[
\sqrt{-\det(g_{\bar{\theta}})} = |\det(e^A_a)| \sqrt{-\det(\eta_{\bar{\theta}})}
\]

\[
= |\det(e)| \exp\left(-i\eta^{AB} \bar{\theta}_{AB}\right)
\]

\[
= |\det(e)| \exp\left(+i\eta^{AB} \theta_{AB}\right) \quad (5.51)
\]
and thence
\[
\sqrt{- \det(g_\theta)} \ (g_\theta)^{ab} = \exp \left( -i \eta^{CD} \bar{\theta}_{CD} \right) (\eta_\theta)_{AB} | \det(e) | e_A^a(x) e_B^b(x) \tag{5.52}
\]
\[
= - \exp(-2i\theta_0(x)) e_0^a(x) | \det(e) | e_0^b(x)
+ \sum_{i=1}^{3} \exp(+2i\theta_i(x)) | \det(e) | e_i^a(x) e_i^b(x). \tag{5.53}
\]

(Carefully note that due to a subtle combination of phases, it is the $\theta_A$, not the $\bar{\theta}_A$, that finally occur in the expression (5.53) for the tensor density $\sqrt{- \det(g_\theta)} \ (g_\theta)^{ab}$.)

The corresponding Lorentzian and Euclidean metrics are given by
\[
\sqrt{-g_L} (g_L)^{ab} = | \det(e) | \left\{ - \cos[2\theta_0(x)] e_0^a(x) e_0^b(x) + \sum_{i=1}^{3} \cos[2\theta_i(x)] e_i^a(x) e_i^b(x) \right\}, \tag{5.54}
\]
and
\[
\sqrt{g_E} (g_E)^{ab} = | \det(e) | \left\{ + \sin[2\theta_0(x)] e_0^a(x) e_0^b(x) + \sum_{i=1}^{3} \sin[2\theta_i(x)] e_i^a(x) e_i^b(x) \right\}. \tag{5.55}
\]

We note that:

- This construction satisfies the 1-form acceptability condition if and only if we have $\theta_A \in (0, \pi/4)$.
- This construction satisfies the 0-form acceptability condition if and only if we have $\eta^{AB} \theta_{AB} > 0$, implying $\theta_0 < \sum_{i=1}^{3} \theta_i$.
- Finally, the construction satisfies the 2-form acceptability condition if and only if in terms of the eigenvalues $\lambda_A$ of $(g_\theta)_{ab}$ we have
\[
\Im \left\{ \sqrt{-g_\theta} \lambda_A \lambda_B \right\} > 0; \quad (A \neq B). \tag{5.56}
\]

But in terms of the $\theta_A$ variables, suitably modifying the discussion of the previous subsection, this now translates to the bound
\[
\theta_A < \frac{1}{2} \sum_B \theta_B. \tag{5.57}
\]

Between the positivity (1-form) and the above (0-form plus 2-form) acceptability conditions we have
\[
0 < \theta_A < \frac{1}{2} \sum_B \theta_B < \pi/2. \tag{5.58}
\]

We note
\[
\sum_B \theta_B = \sum_B \bar{\theta}_B - \left( -\bar{\theta}_0 + \sum_i \bar{\theta}_i \right) = 2\bar{\theta}_0. \tag{5.59}
\]
For the $\tilde{\theta}_A$ this leads to the less symmetrical looking conditions\(^6\)

\[ 0 < \tilde{\theta}_0 = \frac{1}{2} \sum_B \theta_B < \pi / 2; \quad |\tilde{\theta}_i| < \min\{\tilde{\theta}_0, \pi / 4\}. \quad (5.60) \]

This construction now yields the most general class of complex metrics satisfying the compatibility conditions. By adopting the tetrad formalism, we have managed to construct a complete and comprehensive classification of all the complex metrics satisfying the (4-dimensional) compatibility conditions.

### 6 Fluctuating spacetime geometries

When one wants to include fluctuating spacetime geometries in the functional integral the situation becomes much messier. Fundamentally one is interested in

\[ Z_L = \int Dg_L \exp (+iS(g_L)). \quad (6.1) \]

But to make the functional integral more plausibly convergent it seems better to integrate over Euclidean geometries:

\[ Z_E = \int Dg_E \exp (-S(g_E)). \quad (6.2) \]

For an overview of the standard point of view in Euclidean quantum gravity see references \([45, 46]\). For some early work see \([47]\). For rather recent developments see \([15, 16, 48]\). For slightly heterodox points of view see \([49, 50]\), and \([28, \text{page 69}]\). See also the “causal dynamical triangulation” programme \([51–55]\).

The heterodoxy has to do with selecting \textit{a priori} constraints on the configuration space of Euclidian geometries to functionally integrate over — the partition function seems to be much better behaved when one integrates only over those Euclidean geometries that are compatible with the existence of a Lorentzian signature metric \([49–55]\).

Note that our central result for allowable complex metrics, either in the symmetric form

\[ \sqrt{-g_e} (g_e)^{ab} = \sqrt{-g_L} (g_L)^{ab} - i\epsilon \sqrt{g_E} (g_E)^{ab}, \quad (6.3) \]

or in the asymmetric form

\[ (g_e)^{ab} = \frac{(g_L)^{ab} - i\epsilon h^{ab}}{\sqrt{\det \{\delta_c^e - i\epsilon (g_L)_{cd}h^{de}\}}}, \quad (6.4) \]

will automatically force us to work only with those manifolds that are compatible with the existence of a Lorentzian signature metric.

One may wish to add additional constraints on the configuration space of Lorentzian metrics \((g_L)_{\alpha\beta}\). Stable causality? Global hyperbolicity? Fixed topological structure? Unimodular (more precisely, fixed modulus) gravity? There is a veritable multitude of possible choices, but any such choices should be constrained by the explicit versions of the Louko-Sorkin and Kontsevich-Segal-Witten acceptability conditions derived above.

\(^{\text{Note this is compatible with the first simplified example we considered, where with current normalization one has } \theta_{AB} = \theta \delta_{AB}, \text{ with } 0 < \theta < \pi/4, \text{ while } \tilde{\theta}_{AB} = \text{diag}\{2\theta, 0, 0, 0\}.}\)
7 Conclusions

We have developed several fully explicit versions of the Louko-Sorkin, Kontsevich-Segal, and Witten (0-form, 1-form, and 2-form) acceptability conditions for complex metrics on spacetime. We have back-tracked the derivation of these acceptability conditions to the fundamental physics of Feynman’s $i\epsilon$ prescription, which we used to justify the notion of an “almost real” spacetime metric.

These “almost real” metrics can then be extended to more general settings, where the complex metric is explicitly given in terms of the underlying Lorentzian metric, (the physical metric), and a positive-definite auxiliary tensor, which can be viewed as being proportional to a Euclidean metric.

We then provided a tetrad construction explicitly codifying the set of all acceptable complex metrics. Finally we briefly discuss the implications for the functional integral over spacetime geometries, and in the appendix provide a specific example of how the acceptability conditions can fail, even for finite-action solutions to the classical field equations.

A Example: explicit physically unacceptable complex metric

It is worthwhile to give a specific and fully explicit example of a complex metric that is not “acceptable”, and does not satisfy the Louko-Sorkin conditions. Based on the construction given by Witten [16], consider the specific metric

$$ds^2 = -dt^2 + \left(1 + i \frac{d\epsilon(r)}{dr}\right)^2 dr^2 + (r + i\epsilon(r))^2 d^2\Omega.$$  \hspace{1cm} (A.1)

Here $\epsilon(r)$ is an even function of $r$ defined on the entire real line, with $\epsilon(r) = 0$ for $|r| > a$ and $\epsilon(r) > 0$ for $|r| < a$. For all $r$ this geometry is Riemann flat,\footnote{Consider the coordinate $\tilde{r} = r + i\epsilon(r)$.} so it solves the (complex) Einstein equations. For $|r| > a$ one simply has two portions of Minkowski space, with the usual $(-+++)$ signature. So this is a wormhole geometry — it is however not a Lorentzian (traversable) wormhole geometry, but is instead a “complexified” wormhole geometry.

At the throat ($r = 0$) we have by the assumption of evenness enforced $d\epsilon/dr \to 0$ so the signature there is $(-+-+)$, there are 3 “time” directions. In the regions $r \in (0,a)$ and $r \in (-a,0)$ the geometry is explicitly complex and the usual notion of signature makes little to no sense. So we should expect this geometry to be pathological.

Indeed we have

$$\sqrt{-g_e} = \left(1 + i \frac{d\epsilon(r)}{dr}\right) (r + i\epsilon(r))^2 \sin \theta = \frac{1}{3} \frac{d}{dr}[(r + i\epsilon(r))^3] \sin \theta.$$  \hspace{1cm} (A.2)

Thence

$$\Im\{\sqrt{-g_e}\} = \left\{\frac{d\epsilon(r)}{dr} (r^2 - \epsilon(r)^2) + 2r\epsilon(r)\right\} \sin \theta.$$  \hspace{1cm} (A.3)

But this is by construction an odd function of $r$. So the Louko-Sorkin determinant condition (the 0-form condition) must be violated somewhere in the interval $(-a,a)$. If it is satisfied at $+r$ it will be violated at $-r$ and vice versa.
The second Louko-Sorkin condition (the matrix condition, the 1-form condition) now amounts to investigating the matrix

$$\sqrt{-g_{\epsilon}} (g_{\epsilon})^{ab} = \left( 1 + i \frac{d \epsilon(r)}{dr} \right) (r + i \epsilon(r))^2 \sin \theta \times \begin{bmatrix} -1 & 0 & 0 & 0 \\ 0 & (1 + i \frac{d \epsilon(r)}{dr})^{-2} & 0 & 0 \\ 0 & 0 & (r + i \epsilon(r))^{-2} & 0 \\ 0 & 0 & 0 & \frac{(r + i \epsilon(r))^{-2}}{\sin^2 \theta} \end{bmatrix}. \quad (A.4)$$

Concentrate on the $tt$ part of the tensor density:

$$\sqrt{-g_{\epsilon}} (g_{\epsilon})^{tt} = -\sqrt{-g_{\epsilon}}. \quad (A.5)$$

Thence

$$\Im \{ \sqrt{-g_{\epsilon}} (g_{\epsilon})^{tt} \} = -\Im \sqrt{-g_{\epsilon}}. \quad (A.6)$$

But this is incompatible with the first Louko-Sorkin condition. Indeed we have already seen that this quantity is odd. So the second Louko-Sorkin condition is also violated somewhere in the interval $(-a,a)$.

We mention in passing that in any ultra-static spacetime (block diagonal metric, with $g_{tt} = -1$) the two Louko-Sorkin conditions are incompatible with each other, so no calculation was actually needed.

Furthermore, consider the angular parts of the tensor density. For example

$$\sqrt{-g_{\epsilon}} (g_{\epsilon})^{\theta \theta} = \left( 1 + i \frac{d \epsilon(r)}{dr} \right) \sin \theta. \quad (A.7)$$

Whence

$$\Im \{ \sqrt{-g_{\epsilon}} (g_{\epsilon})^{\theta \theta} \} = \frac{d \epsilon(r)}{dr} \sin \theta. \quad (A.8)$$

But this is again an odd function of $r$. So again the second Louko-Sorkin condition is violated somewhere in the interval $(-a,a)$.

Similarly

$$\sqrt{-g_{\epsilon}} (g_{\epsilon})^{\phi \phi} = \frac{1 + i \frac{d \epsilon(r)}{dr}}{\sin \theta}. \quad (A.9)$$

Whence

$$\Im \{ \sqrt{-g_{\epsilon}} (g_{\epsilon})^{\phi \phi} \} = \frac{1}{\sin \theta} \frac{d \epsilon(r)}{dr}. \quad (A.10)$$

But this is again an odd function of $r$. So again the second Louko-Sorkin condition is violated somewhere in the interval $(-a,a)$.

Consequently curved-space QFT on this particular complex wormhole background will exhibit uncontrolled anti-damping in the functional integral, and so this background should be rejected as physically unacceptable. Despite the fact that this geometry is a zero-action classical solution of the Einstein equations, this geometry should not be used as a saddle point in the functional integral.
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