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Abstract

We present a positive solution to the so-called Bernoulli Conjecture concerning the characterization of sample boundedness of Bernoulli processes. We also discuss some applications and related open problems.

1. Introduction and notation

One of the fundamental issues of probability theory is the investigation of suprema of stochastic processes. Besides various practical motivations it is closely related to such important theoretical problems as boundedness and continuity of sample paths of stochastic processes, convergence of orthogonal series, random series and stochastic integrals, estimates of norms of random vectors and random matrices, limit theorems for random vectors and empirical processes, combinatorial matching theorems and many others.

In particular, in many situations one needs to find lower and upper bounds for the quantity $E \sup_{t \in T} X_t$, where $(X_t)_{t \in T}$ is a stochastic process. For a large class of processes (including Gaussian and Bernoulli processes), finiteness of this quantity is equivalent to the sample boundedness, i.e., to the condition $P(\sup_{t \in T} X_t < \infty) = 1$. To avoid measurability problems one may either assume that $T$ is countable or define $E \sup_{t \in T} X_t := \sup_F E \sup_{t \in F} X_t$, where the supremum is taken over all finite sets $F \subset T$. The modern approach to this problem is based on chaining techniques, already present in the work of A. N. Kolmogorov and successfully developed over the last forty years. (See the monographs [22] and [25].)

The most important case of centered Gaussian processes $(G_t)_{t \in T}$ is well understood. In this case the boundedness of the process is related to the geometry of the metric space $(T, d)$, where $d(t, s) := (E(G_t - G_s)^2)^{1/2}$. In the landmark paper [3], R. Dudley obtained an upper bound for $g(T) := E \sup_{t \in T} G_t$ in terms of entropy numbers. Dudley’s bound may be reversed for stationary
processes [5], but not in general. In 1974 X. Fernique [5] showed that for any probability measure $\mu$ on the metric space $(T, d)$,

$$g(T) \leq L \sup_{t \in T} \int_{0}^{\infty} \log^{1/2} \left( \frac{1}{\mu(B(t, x))} \right) dx,$$

where $L$, here and in the sequel, denotes a universal constant and $B(t, x)$ is the ball in $T$ centered at $t$ with radius $x$. This can easily be shown to improve Dudley’s estimate. In the seminal paper [14] M. Talagrand showed that Fernique’s bound may be reversed; i.e., for any centered Gaussian process $G_t$, there exists a probability measure $\mu$ (called a majorizing measure) on $T$ such that

$$\sup_{t \in T} \int_{0}^{\infty} \log^{1/2} \left( \frac{1}{\mu(B(t, x))} \right) dx \leq L g(T).$$

In general, finding a majorizing measure in a concrete situation is a highly nontrivial task. In [21], M. Talagrand proposed a more combinatorial approach to this problem and showed that constructing a majorizing measure is equivalent to finding a suitable sequence of admissible partitions of the set $T$. An increasing sequence $(A_n)_{n \geq 0}$ of partitions of the set $T$ is called admissible if $A_0 = \{T\}$ and $|A_n| \leq 2^n$. The Fernique-Talagrand estimate may then be expressed as

$$\frac{1}{L} \gamma_2(T, d) \leq g(T) \leq L \gamma_2(T, d),$$

where

$$\gamma_2(T, d) := \inf \sup_{t \in T} \sum_{n=0}^{\infty} 2^{n/2} \Delta(A_n(t))$$

and where the infimum runs over all admissible sequences of partitions. Here $A_n(t)$ is the unique set in $A_n$ that contains $t$ and $\Delta(A)$ denotes the diameter of the set $A$.

Any separable Gaussian process has a canonical Karhunen-Loève type representation $(\sum_{i=1}^{\infty} t_i g_i)_{t \in T}$, where $g_1, g_2, \ldots$ are independent and identically distributed standard normal Gaussian $\mathcal{N}(0, 1)$ random variables (r.v’s) and $T$ is a subset of $\ell^2$. Another fundamental class of processes is obtained when in such a sum one replaces the Gaussian r.v’s $(g_i)$ by independent random signs. We detail this now.

Let $I$ be a countable set and $(\varepsilon_i)_{i \in I}$ be a Bernoulli sequence, i.e., a sequence of independent and identically distributed symmetric random variables taking values $\pm 1$. For $t \in \ell^2(I)$, the series $X_t := \sum_{i \in I} t_i \varepsilon_i$ converges almost surely, and for $T \subset \ell^2(I)$, we may define a Bernoulli process $(X_t)_{t \in T}$ and try to estimate $b(T) := \mathbb{E} \sup_{t \in T} X_t$. There are two easy ways to bound $b(T)$. The first is a consequence of the uniform bound $|X_t| \leq \|t\|_1 = \sum_{i \in I} |t_i|$ so that $b(T) \leq \sup_{t \in T} \|t\|_1$. Another is based on the domination by the canonical Gaussian process $G_t :=$
\[ \sum_{i \in I} t_i g_i. \] Indeed, assuming independence of \((g_i)\) and \((\varepsilon_i)\), Jensen’s inequality implies

\[ g(T) = \mathbb{E} \sup_{t \in T} \sum_{i \in I} t_i g_i = \mathbb{E} \sup_{t \in T} \sum_{i \in I} t_i \varepsilon_i |g_i| \geq \mathbb{E} \sup_{t \in T} \sum_{i \in I} t_i \varepsilon_i \mathbb{E}|g_i| = \sqrt{2 \pi b(T)}. \]

Obviously, also if \(T \subset T_1 + T_2 = \{ t^1 + t^2 : t^1 \in T_1 \}\), then \(b(T) \leq b(T_1) + b(T_2)\), hence

\[ b(T) \leq \inf \left\{ \sup_{t \in T_1} \|t\|_1 + \sqrt{\frac{\pi}{2}} g(T_2) : T \subset T_1 + T_2 \right\} \]

where \(\gamma_2(T) = \gamma_2(T, d_2)\) and \(d_2\) is the \(\ell^2\)-distance. It was open for about twenty-five years (under the name of Bernoulli conjecture) whether the above estimate may be reversed. (See, e.g., Problem 12 in [12] or Chapter 4 in [22].) Our main result, announced in [2], provides an affirmative answer.

**Theorem 1.1.** For any set \(T \subset \ell^2(I)\) with \(b(T) < \infty\) we may find a decomposition \(T \subset T_1 + T_2\) with \(\sup_{t \in T_1} \sum_{i \in I} |t_i| \leq Lb(T)\) and \(g(T_2) \leq Lb(T)\).

Of course part of the difficulty is that the decomposition is neither unique nor canonical. Let us briefly describe some crucial ideas behind the proof, which uses a number of tools developed over the years by M. Talagrand. First of all we must review the proof of the lower bound of (1) in the modern approach as in, e.g., [22]. Every idea of this proof is used to its fullest in our approach.

As was nicely explained in [16] two fundamental facts behind this proof are Gaussian concentration and the Sudakov minoration principle. Gaussian concentration asserts that the fluctuations of the supremum of a Gaussian process are at worse like those of a single Gaussian r.v. with standard deviation about the diameter of the space \((T, d)\) (irrelevant of the average value of this supremum). The Sudakov minoration says that the supremum of \(m\) Gaussian r.v.’s with distances at least \(a\) of each other is at least of the order \(a \sqrt{\log m}\). These two principles can then be combined to obtain a “growth condition” as follows. If the space \((T, d)\) contains \(m\) pieces \(H_l\), which are at mutual distances at least \(a\), and if each of these pieces is of diameter at most a small fraction of \(a\), then the expected value of the supremum of the process over the whole index set \(T\) is larger by about \(a \sqrt{\log m}\) than the minimum over \(l\) of the expected value of supremum of the process on the set \(H_l\). This brings the idea to measure the “size” \(F(A)\) of a subsets \(A\) of \(T\) by the expected value of the supremum of the process over \(A\). One is then led to perform constructions in the abstract metric space \((T, d)\) using only the value of the “functional” \(F(A)\) over the subsets \(A\) of \(T\). (The concept of functionals and related “growth conditions” was introduced
and developed by M. Talagrand [20], [22] to simplify proofs and give a unified approach to various majorizing measure type results.) The basic ingredient to the proof is then a “decomposition lemma,” which is a simple consequence of the growth condition through a “greedy” construction. Roughly speaking this decomposition lemma asserts that there exists a universal constant $r$ with the property that any subset $A$ of $T$ can be partitioned into at most $m$ pieces such that each piece either has the diameter at most $\Delta(A)/r$, or else it satisfies the condition that its every subset $B$ of diameter at most $\Delta(A)/r^2$ satisfies $F(B) \leq F(A) - c\Delta(A)\sqrt{\log m}$ for some positive universal constant $c$. (The reader observes that the condition on $B$ is not that its diameter is at most $\Delta(A)/r$ but the much more stringent requirement that its diameter is at most $\Delta(A)/r^2$. It is exactly this point that makes the proof delicate.) In words, every piece is either small, or it has the property that the value of the functional on its very small sub-pieces is quite smaller than on the whole of $A$. The admissible sequence of partitions we look for is then obtained by a recursive use of the decomposition lemma. Each set $A$ belonging to $\mathcal{A}_n$ is partitioned in at most $N_n = 2^{2^n}$ sets to produce the partition $\mathcal{A}_{n+1}$. It is not obvious, but true, that the resulting sequence of partitions has the required properties. (Proving this is the tricky part of the whole proof.)

When working with Bernoulli processes (and many others) the situation is more complicated than in the Gaussian case, and one needs to use a family of distances interpolating between the $\ell^2$ and the $\ell^1$ distances. Such distances were introduced by M. Talagrand in [17], [19], [18] and will be of constant use. An important concept in our proof is reducing the decomposition of the set $T$ to constructing a suitable admissible sequence of partitions. Theorem 3.1 below is a refinement of previous results of M. Talagrand in the same direction [19], [18], [22]. In some sense this type of result amounts to organize chaining in an efficient way. Indeed in [25], M. Talagrand used such a result to settle the long standing problem of convergence of random Fourier series in a very general case.

How, then, should one construct the required partitions?

M. Talagrand extended to Bernoulli processes both Gaussian concentration and the Sudakov minoration in [15] and [17] (see Theorems 2.5 and 2.7). The Sudakov minoration result provides a lower bound on the expected value of the supremum of variables $X_{t_i}$ when the various points $t_i$ are far from each other in the $\ell^2$ sense, but it requires a control in the supremum norm of the elements $t_i$. (The overall idea is simply that by the central limit theorem, a sum $\sum_i \varepsilon_i t_{i,i}$ looks more like a Gaussian r.v. if all the coefficients are small.) In order to apply this minoration to increasingly larger families, one needs to reduce the supremum norm. To do this M. Talagrand introduced in [17] the fundamental idea of “chopping maps.” These replace the process of interest
by a process where the control in the supremum norm is better, but which is related to the original process through an equally crucial comparison theorem (Theorem 2.2). This is essentially done by replacing each term $t_i \varepsilon_i$ by a sum $\sum_j \varphi_j(t_i) \varepsilon_{i,j}$ for new independent Bernoulli r.v’s and certain functions $\varphi_j$, where we uniformly control $\sup |\varphi_j(t_i)|$, and where $|t_i| = \sum_j |\varphi_j(t_i)|$. In some sense in this procedure we “add more Bernoulli r.v’s” to the process.

On the base of these tools M. Talagrand was able to prove in [18] a weaker form of Bernoulli conjecture with $\ell^p$-diameter bound on the set $T_1$, $p > 1$ instead of $\ell^1$-diameter. Although such a bound is not optimal, it was sufficient to obtain deep results about Rademacher cotype constants of operators on $C(K)$ spaces.

The main difficulty in using chopping maps optimally is that there are two $\ell^2$-distances involved, the distance associated to the process before it is chopped and the possibly much smaller distance associated to the process after it is chopped. This makes it very difficult not to lose information during the construction. For example, if we try to mimic the construction in the Gaussian case, and if at a given stage of the construction, we have a set $A$ with the property that on every subset of very small diameter the process is significantly smaller than on the whole of $A$, it is far from clear what this implies after applying a chopping map since sets of small diameter for the “smaller distance” need not be of small diameter for the larger distance. Maps other than chopping maps were used in [10], where the Bernoulli conjecture was verified for a very special class of subsets of $\ell^2$. Proposition 2.10 is a modification of the key new fact proved in that paper. It is the cornerstone of our paper. While Talagrand’s chopping maps amount somehow to introduce new Bernoulli r.v’s, a major new ingredient is that we find it convenient at times to remove some of these variables (which can only decrease the size of the process). In the situation of Proposition 2.10 we consider a subset $J$ of $I$ and the process $X'_t = \sum_{i \in J} t_i \varepsilon_i$; that is, we remove the Bernoulli r.v’s that are not indexed by $J$. We then have two $\ell^2$-distances on the index set: a small one $\sqrt{\sum_{i \in J} (t_i - s_i)^2}$ and a large one $\sqrt{\sum_{i \in J} (t_i - s_i)^2}$. Roughly speaking, the content of Proposition 2.10 is that if the index set has a small diameter with respect to the smaller distance, we may decompose it into not too many sets that either have a small diameter with respect to the larger original distance or else have the property that the size of the process over the whole piece has decreased significantly when one drops the Bernoulli r.v’s that are not indexed by $J$. The quantitative version of the result of course involves the ubiquitous term $\sqrt{\log m}$, where $m$ is the number of pieces permitted.

Even after this principle has been clarified, it is still a very nontrivial technical problem to define an appropriate family of “functionals” to measure the “size” of the pieces of our partition. These functionals at time “add”
new Bernoulli r.v’s and at time “remove” some. Of course the difficulty is to find an exact balance between these two operations to ensure that no essential information is lost. Our functionals, defined in Section 4, depend on four parameters $J, u, k, j$. The parameter $j \in \mathbb{Z}$ indicates “how much chopping we have performed.” The other three parameters keep track of which Bernoulli r.v’s we still use in the functional. A new feature of this construction is that our functionals depend not only on which stage of the construction we are at, but also on which piece we are trying to partition. At each step we use a “decomposition lemma,” which we give in Corollary 5.3, somewhat similar in spirit to that of the Gaussian case. Another new feature is that this lemma is not obtained only through a growth condition. To prove it, we also apply in an essential way Proposition 2.10, mentioned above. In contrast with the Gaussian case, the decomposition lemma now produces three distinct types of pieces. Two of the types of pieces behave as in the Gaussian case. The new type of piece has the property that its size (as measured by the proper functional) has decreased compared to the set we partitioned after ignoring a suitable subset of the Bernoulli r.v’s.

Our proof also uses in an essential way the technique of “counters” introduced by M. Talagrand to keep suitably track of the “past” of the construction; cf. [22, Chap. 5].

Theorem 1.1 yields another striking characterization of boundedness for Bernoulli processes. For a random variable $X$ and $p > 0$, we set $\|X\|_p := (\mathbb{E}|X|^p)^{1/p}$.

**Corollary 1.2.** Suppose $(X_t)_{t \in T}$ is a Bernoulli process with $b(T) < \infty$. Then there exist $t^1, t^2, \ldots \in t^2$ such that $T - T \subset \overline{\text{conv}}\{t^n: n \geq 1\}$ and $\|X_{t^n}\|_{\log(n+2)} \leq Lb(T)$ for all $n \geq 1$.

The converse statement easily follows from the union bound and Chebyshev’s inequality. Indeed, suppose that $T - T \subset \overline{\text{conv}}\{t^n: n \geq 1\}$ and $\|X_{t^n}\|_{\log(n+2)} \leq M$. Then for $u \geq 1$,

$$
\mathbb{P}\left(\sup_{s \in T - T} X_s \geq uM\right) \leq \mathbb{P}\left(\sup_{n \geq 1} X_{t^n} \geq uM\right) \leq \sum_{n \geq 1} \mathbb{P}(X_{t^n} \geq u\|X_{t^n}\|_{\log(n+2)})
\leq \sum_{n \geq 1} u^{-\log(n+2)},
$$

and integration by parts easily yields $\mathbb{E}\sup_{s \in T - T} X_t \leq LM$. Moreover, for any $t_0 \in T$,

$$
b(T) = \mathbb{E}\sup_{t \in T} (X_t - X_{t_0}) = \mathbb{E}\sup_{t \in T} (X_{t-t_0}) \leq \mathbb{E}\sup_{s \in T - T} X_s \leq LM.
$$
One of the motivations to state the Bernoulli Conjecture was a question of X. Fernique about vector-valued random Fourier series (which we solve in Theorem 8.1). Another interesting application of Theorem 1.1 is a Levy-Ottaviani type maximal inequality for VC-classes (Theorem 8.2).

To put Theorem 1.1 in a proper perspective, we will briefly explain that it is just the first step towards a much more ambitious program outlined in Talagrand’s book [25]. One way to describe (1) in words is that “chaining explains the size of Gaussian processes.” The best chaining bound one can obtain for the supremum of a Gaussian process is of the correct order. Now, the bound $\sum_i t_i \varepsilon_i \leq \sum_i |t_i|$ on a Bernoulli process is of a different nature, in the sense that it makes no use of cancellation between the various terms. In some sense, Theorem 1.1 can be reformulated as “chaining explains the part of boundedness which is due to cancellation.” That is, chaining explains the boundedness of the part $T_2$ of the process, while the boundedness of the $T_1$ part owes nothing to cancellation. It is argued in [25] that the phenomenon that “chaining explains the part of boundedness due to cancellation” could be true in many more situations (empirical processes, infinitely divisible processes). Here we just briefly discuss the case of empirical processes.

Let $(X_i)_{i \leq N}$ be independent and identically distributed r.v’s with values in a measurable space $(S, \mathcal{S})$, and let $\mathcal{F}$ be a class of measurable functions on $S$. It is a fundamental problem, strictly related to the investigation of uniform laws of large numbers, uniform central limit theorems and various applications in asymptotic statistics (cf. [4], [26]) to relate the quantity

$$ (3) \quad \mathbb{E} \sup_{f \in \mathcal{F}} \sum_{i \leq N} (f(X_i) - \mathbb{E}f(X_i)) $$

with the geometry of the class $\mathcal{F}$. A first situation is when one already controls

$$ \mathbb{E} \sup_{f \in \mathcal{F}} \sum_{i \leq N} |f(X_i)|, $$

a situation where there is no cancellation. A second situation is when one can bound the quantity (3) using chaining. Since one then has to use Bernstein’s inequality (36), this requires not only a control of the size of $\mathcal{F}$ with respect to the $\ell^2$ norm but also with respect to the $\ell^\infty$ norm. M. Talagrand then conjectures that the general situation is a mixture of these two cases. The precise technical statement is given in Conjecture 9.2.

A discretized version of this problem concerning the “selector processes” based on the independent and identically distributed sequence $(\delta_i)_{i \in I}$ will also be discussed in Section 9.

In a somewhat different direction, we would like to mention a very beautiful generalization of the Bernoulli Conjecture formulated by S. Kwapień (private communication).
Problem 1.3. Let \((F, \| \cdot \|)\) be a normed space and \((u_i)\) be a sequence of vectors in \(F\) such that the series \(\sum_{i \geq 1} u_i \varepsilon_i\) converges almost surely. Does there exist a universal constant \(L\) and a decomposition \(u_i = v_i + w_i\) such that

\[
\sup_{\eta_i = \pm 1} \left\| \sum_{i \geq 1} v_i \eta_i \right\| \leq L \mathbb{E} \left\| \sum_{i \geq 1} u_i \varepsilon_i \right\| \quad \text{and} \quad \mathbb{E} \left\| \sum_{i \geq 1} w_i g_i \right\| \leq L \mathbb{E} \left\| \sum_{i \geq 1} u_i \varepsilon_i \right\| ?
\]

Theorem 1.1 shows that the answer is positive for \(F = \ell^\infty\); in general, however, we may only assume that \(F\) is a subspace of \(\ell^\infty\). The difficulty here is that our proof gives very little additional information about the decomposition given by Theorem 1.1; in particular, there is no reason for sets \(T_1\) and \(T_2\) to be contained in the linear space spanned by the index set \(T\).

The paper is organized as follows. In Section 2 we gather general results about Bernoulli processes. The main new ingredient there is Proposition 2.10. In Section 3 we show how to reduce finding a required decomposition of the index set to constructing a suitable admissible sequence of partitions. In Section 4, on the base of chopping maps we define functionals, and in Section 5 we show that they satisfy a Talagrand-type decomposition condition stated in Corollary 5.3. In Section 6 we inductively construct a required admissible sequence of partitions and conclude proofs of the main results stated in Section 7. In Section 8 we present two applications of our main result, and in Section 9 we discuss the situation of “selector processes” in more details.
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Notation. By \((\varepsilon_i)\), \((\varepsilon_{i,j})\) and \((\varepsilon_{i,j,k})\) we denote independent Bernoulli sequences. We use the letter \(L\) to denote positive universal constants that may change from line to line and \(L_i\) for positive universal constants that are the same at each occurrence.

By \(\Delta_{\ell^2(I)}(T)\) (or \(\Delta_{2}(T)\) if the set \(I\) is clear from the context) we denote the diameter with respect to the \(\ell^2\)-distance of the set \(T \subset \ell^2(I)\).

2. Estimates for Bernoulli processes

In the first part of this section we gather several well-known estimates for suprema of Bernoulli processes and discuss some of their consequences that play a crucial role in the proof of the main result.

We start with the following simple bound on the diameter of the index set.
Lemma 2.1. For any $T \subset \ell^2(I)$, we have $\Delta_2(T) \leq 4b(T)$.

Proof. Let $X_t := \sum_i t_i \varepsilon_i$ for $t \in T$. Take any $t, s \in T$; then

$$b(T) \geq \mathbb{E} \max\{X_t, X_s\} = \mathbb{E} \max\{X_t - X_s, 0\} = \frac{1}{2}\mathbb{E}|X_t - X_s| \geq \frac{1}{4}\|t - s\|_2. \quad \Box$$

Obviously, by Jensen’s inequality we have

$$\mathbb{E}\sup_{t \in T} \sum_{i \in J} t_i \varepsilon_i \leq \mathbb{E}\sup_{t \in T} \sum_{i \in I} t_i \varepsilon_i \quad \text{for } J \subset I. \quad (4)$$

Much deeper is the following Talagrand’s comparison theorem for Bernoulli processes. (Cf. Theorem 2.1 in [17] or the proof of Theorem 4.12 in [12].)

Theorem 2.2. Suppose that $\varphi_i : \mathbb{R} \to \mathbb{R}$, $i \in I$ are contractions (i.e., $|\varphi_i(x) - \varphi_i(y)| \leq |x - y|$) and $\varphi_i(0) = 0$ for all $i \in I$. Then for any $T \subset \ell^2(I)$,

$$\mathbb{E}\sup_{t \in T} \sum_{i \in I} \varphi_i(t_i) \varepsilon_i \leq \mathbb{E}\sup_{t \in T} \sum_{i \in I} \varphi_i(t_i) \varepsilon_i.$$

Remark 2.3. Since

$$\mathbb{E}\sup_{t \in T} \sum_{i \in I} \varphi_i(t_i) \varepsilon_i = \mathbb{E}\sup_{t \in T} \sum_{i \in I} (\varphi_i(t_i) - \varphi_i(0)) \varepsilon_i,$$

we may replace the assumption that $\varphi_i(0) = 0$ with $(\varphi_i(0)) \in \ell^2(I)$ (which for contractions is equivalent to $(\varphi_i(t_i)) \in \ell^2(I)$ for some/all $t \in \ell^2(I)$).

A typical application of Theorem 2.2 is the following.

Corollary 2.4. Suppose that $(f_{i,j})$ and $(g_i)$ are functions on $\mathbb{R}$ such that for all $i \in I$, $x, y \in \mathbb{R}$,

$$\sum_{j \in J} |f_{i,j}(x) - f_{i,j}(y)| \leq |g_i(x) - g_i(y)|.$$

Let $T$ be a set such that $(g_i(t_i)) \in \ell^2(I)$ and $(f_{i,j}(t_i)) \in \ell^2(I \times J)$ for all $t \in T$. Then

$$\mathbb{E}\sup_{t \in T} \sum_{i \in I, j \in J} f_{i,j}(t_i) \varepsilon_{i,j} \leq \mathbb{E}\sup_{t \in T} \sum_{i \in I} g_i(t_i) \varepsilon_i.$$

Proof. Without loss of generality we may assume that the sequences $(\varepsilon_{i,j})$ and $(\varepsilon_i)$ are independent. It is enough to observe that

$$\mathbb{E}\sup_{t \in T} \sum_{i \in I, j \in J} f_{i,j}(t_i) \varepsilon_{i,j} = \mathbb{E}\sup_{t \in T} \sum_{i \in I} \left( \sum_{j \in J} f_{i,j}(t_i) \varepsilon_{i,j} \right) \varepsilon_i$$

and that for any values of $\varepsilon_{i,j} \in \{\pm 1\}$ and $x, y \in \mathbb{R}$,

$$\left| \sum_{j \in J} f_{i,j}(x) \varepsilon_{i,j} - \sum_{j \in J} f_{i,j}(y) \varepsilon_{i,j} \right| \leq |g_i(x) - g_i(y)|.$$

The assertion follows by conditionally applying Theorem 2.2. \qed
Next we state the concentration property of Bernoulli processes (cf. [15] or [11, Cor. 4.10]).

**Theorem 2.5.** Let \((a_t)_{t \in T}\) be a sequence of real numbers indexed by a set \(T \subset \ell^2(I)\), and let \(S := \sup_{t \in T} (a_t + \sum_{i \in I} t_i \varepsilon_i)\) be such that \(|S| < \infty\) almost surely. Then

\[
\Pr(|S - \text{Med}(S)| \geq u) \leq 4 \exp\left(-\frac{u^2}{16\sigma^2}\right) \quad \text{for } u > 0,
\]

where \(\sigma := \sup_{t \in T} \|t\|_2\). In particular, \(\Pr(|S| < \infty\), \(\|\varepsilon S - \text{Med}(S)\| \leq L\sigma\) and

\[
\Pr(|S - \varepsilon(S)| \geq u) \leq 2 \exp\left(-\frac{u^2}{L_1\sigma^2}\right) \quad \text{for } u > 0.
\]

Theorem 2.5 easily implies the following fact [10, Cor. 1].

**Proposition 2.6.** Let \((Y_{k,t})_{t \in T} \ : \ 1 \leq k \leq m\) be independent and identically distributed Bernoulli processes, and let \(\sigma := \sup_{t \in T} \|Y^1_t\|_2\). Then for any process \((Z_t)_{t \in T}\) independent of \((Y^k_t : t \in T, k \leq m)\), we have

\[
\mathbb{E} \max_{1 \leq k \leq m} \sup_{t \in T} (Z_t + Y^k_t) \leq \mathbb{E} \sup_{t \in T} (Z_t + Y^1_t) + L_2 \sigma \sqrt{\log m}.
\]

Another important property of Bernoulli processes is a Sudakov-type minoration formulated and proved by M. Talagrand (cf. [17] or [22, Th. 4.2.4]).

**Theorem 2.7.** Suppose that vectors \(t_1, \ldots, t_m \in \ell^2(I)\) and numbers \(a, b > 0\) satisfy

(5) \[
\forall_{l \neq l'} \|t_l - t_{l'}\|_2 \geq a \quad \text{and} \quad \forall_{l} \|t_l\|_\infty \leq b.
\]

Then

\[
\mathbb{E} \sup_{l \leq m} \sum_{i \in I} t_{l,i} \varepsilon_i \geq \frac{1}{L_3} \min \left\{ a \sqrt{\log m}, \frac{a^2}{b} \right\}.
\]

The next proposition, also due to M. Talagrand, combines concentration and minoration properties for Bernoulli processes [22, Proposition 4.2.2]. It exactly parallels the Gaussian case.

**Proposition 2.8.** Consider vectors \(t_1, \ldots, t_m \in \ell^2(I)\) and numbers \(a, b > 0\) such that (5) holds. Then for any \(\sigma > 0\) and any sets \(H_t \subset B_{\ell^2(I)}(t, \sigma)\),

\[
b \left( \bigcup_{l \leq m} H_t \right) \geq \frac{1}{L_4} \min \left\{ a \sqrt{\log m}, \frac{a^2}{b} \right\} - L_5 \sigma \sqrt{\log m} + \min_{l \leq m} b(H_t).
\]

Proposition 2.8 together with a simple greedy algorithm yields the following decomposition result for Bernoulli processes. This again parallels the Gaussian case.
Corollary 2.9. Suppose that \( \|t\|_\infty \leq b \) for all \( t \in T \) and \( b\sqrt{\log m} \leq \sigma \). Then there exist sets \( C_1, \ldots, C_{m-1} \subset T \) such that \( \Delta_{\ell^2(I)}(C_i) \leq L_6\sigma \) and for each nonempty set \( D \subset T \setminus \bigcup_{k \leq m-1} C_k \) with \( \Delta_{\ell^2(I)}(D) \leq \sigma \),
\[
b(D) \leq b(T) - \sigma \sqrt{\log m}.
\]

Proof. Let \( L_6 = \max\{2, 2L_4(L_5 + 2)\} \) and \( a = \frac{1}{2}L_6\sigma \). Then
\[
\min \left\{ a\sqrt{\log m}, \frac{a^2}{b} \right\} = a\sqrt{\log m} \geq L_4(L_5 + 2)\sigma \sqrt{\log m}.
\]
If \( T \subset \bigcup_{i \leq m-1} B(t_i, a) \) for some \( t_1, \ldots, t_{m-1} \in T \), there is nothing to prove; otherwise we choose inductively vectors \( t_1, t_2, \ldots, t_{m-1} \). To this end we set \( T_1 := T \) and \( T_k := T \setminus \bigcup_{i < k} B(t_i, a) \) for \( k > 1 \) and choose \( t_k \in T_k \) in such a way that
\[
b(T_k \cap B(t_k, \sigma)) \geq \max_{t \in T_k} b(T_k \cap B(t, \sigma)) - \sigma \sqrt{\log m}.
\]
Let \( C_k := T \cap B(t_k, a) \) for \( k \leq m - 1 \). Then obviously, \( \Delta_{\ell^2(I)}(C_k) \leq L_6\sigma \). Take any \( D \subset T_m = T \setminus \bigcup_{k < m} C_k \) with \( \Delta_{\ell^2(I)}(D) \leq \sigma \), and choose any \( t_m \in D \) so that \( D \subset B(t_m, \sigma) \cap T_m \). By construction the condition (5) holds. Let \( H_l := B(t_l, \sigma) \cap T_l \) for \( l < m \), and let \( H_m := D \). Then by the choice of \( t_l \) it follows that
\[
\min_{1 \leq l \leq m} b(H_l) \geq b(D) - \sigma \sqrt{\log m}.
\]
So by Proposition 2.8,
\[
b(T) \geq b\left( \bigcup_{l \leq m} H_l \right) \geq \frac{1}{L_4} \min \left\{ a\sqrt{\log m}, \frac{a^2}{b} \right\} + b(D) - (L_5 + 1)\sigma \sqrt{\log m}
\geq b(D) + \sigma \sqrt{\log m}.
\]

The last result of this section is a modification of Proposition 1 from [10] and contains the crucial idea of “removing” some of Bernoulli r.v’s. Before we state it, let us introduce a bit of notation. For \( \emptyset \neq J \subset I \), \( t \in \ell^2(I), T \subset \ell^2(I) \), we define \( t_J := (t_i)_{i \in J} \in \ell^2(J) \),
\[
b_J(T) := \mathbb{E} \sup_{t \in T} \sum_{i \in J} \varepsilon_i t_i,
\]
\[
d_J(t, s) := \|t_J - s_J\|_2, \quad t, s \in \ell^2(I)
\]
and
\[
B_J(t, a) := \{ s \in \ell^2(I) : d_J(s, t) \leq a \}, \quad a \geq 0.
\]

Proposition 2.10. Consider a positive integer \( m \), numbers \( b, c, \sigma > 0 \) and \( \lambda \geq 1 \) that satisfy \( b\sqrt{\log m} \leq \lambda \sigma \) and \( T \subset \ell^2(I) \) such that
\[
\forall t, s \in T, \quad d_J(t, s) \leq c, \quad \|t - s\|_\infty \leq b.\]
Then there exist $t_1, \ldots, t_m \in T$ such that either $T \subset \bigcup_{l \leq m} B_I(t_l, \sigma)$ or
\begin{equation}
(7) \quad b_J\left( T \setminus \bigcup_{l \leq m} B_I(t_l, \sigma) \right) \leq b_I(T) - \left( \frac{1}{4\lambda L_3} \sigma - L_7 c \right) \sqrt{\log m}.
\end{equation}

Proposition 2.10 and Corollary 2.9 present two ways to decompose the index set of a Bernoulli process. Combination of both statements will yield the main decomposition result, Corollary 5.3. Observe that in Proposition 2.10 we use two distances $d_J$ and $d_I$. What is fundamental here is that we assume that the diameter of the set $T$ is small only with respect to the smaller distance $d_J$ and we show that it may be covered by a certain number of balls with respect to the larger distance $d_I$ and a remaining set with a small value of $b_J$.

The proof is based on concentration and minorization properties of Bernoulli processes, but they are combined in a different way from in Proposition 2.8.

Proof. If $T \subset \bigcup_{l \leq m} B_I(t_l, \sigma)$ for some $t_1, \ldots, t_m \in T$ or $m = 1$, there is nothing to prove, so we will assume that this is not the case. We may also choose the universal constant $L_7$ in such a way that $L_3 L_7 \geq 1$, so it is enough to consider the case $\sigma \geq 2c$ (since otherwise $\frac{1}{4\lambda L_3} \sigma - L_7 c < 0$).

Since $b_J(T) = b_J(T - t)$ for any $t \in \ell^2(I)$, we may and will assume that $0 \in T$ so that
\[ \|t_J\|_2 \leq c, \quad \|t\|_\infty \leq b \leq \frac{\lambda \sigma}{\sqrt{\log m}} \quad \text{for } t \in T. \]

We need to show that
\begin{equation}
(8) \quad \alpha < b_I(T) - \left( \frac{1}{4\lambda L_3} \sigma - L_7 c \right) \sqrt{\log m},
\end{equation}
where
\[ \alpha := \inf_{t_1, \ldots, t_m \in T} b_J\left( T \setminus \bigcup_{l \leq m} B_I(t_l, \sigma) \right). \]

Let $\varepsilon_i^{(k)}$, $i \in J$, $k = 1, \ldots, m$ be independent Bernoulli r.v’s, independent of $(\varepsilon_i)_{i \in I}$. Let
\[ Y_t^{(k)} := \sum_{i \in J} t_i \varepsilon_i^{(k)}, \quad Z_t := \sum_{i \in I \setminus J} t_i \varepsilon_i. \]
Then for any $k$,
\[ b_I(T) = \mathbb{E} \sup_{t \in T} (Z_t + Y_t^{(k)}), \]
and therefore Proposition 2.6 yields
\begin{equation}
(9) \quad \mathbb{E} \max_{1 \leq k \leq m} \sup_{t \in T} (Z_t + Y_t^{(k)}) \leq b_I(T) + L_2 c \sqrt{\log m}.
\end{equation}
We set \( T_1 = T \) and define a random point \( t_1 \in T_1 \) that depends only on \((\xi_i^{(1)})_{i \in J}\) such that
\[
Y_{t_1}^{(1)} > \sup_{t \in T_1} Y_t^{(1)} - c\sqrt{\log m}.
\]
We continue this construction and inductively define random points \( t_k \in T, \ k \leq m \) that depend only on \((\xi_i^{(l)})_{l \leq k,i \in J}\). If \( t_1, \ldots, t_{k-1} \) are already defined, we set
\[
T_k := T \setminus \bigcup_{l \leq k-1} B_I(t_l, \sigma),
\]
and we choose a random point \( t_k \in T_k \) such that
\[
Y_{t_k}^{(k)} > \sup_{t \in T_k} Y_t^{(k)} - c\sqrt{\log m}.
\]
The process \((Y_t^{(k)})\) is independent of the set \( T_k \) and for \( k \leq m \),
\[
Y_{t_k}^{(k)} + c\sqrt{\log m} > \sup_{t \in T_k} Y_t^{(k)} \quad \text{and} \quad \mathbb{E} \sup_{t \in T_k} Y_t^{(k)} \geq \alpha.
\]
We have
\[
\mathbb{E} \max_{1 \leq k \leq m} \sup_{t \in T} (Z_t + Y_t^{(k)}) \geq \mathbb{E} \left( \max_{1 \leq k \leq m} Z_{t_k} + \min_{1 \leq k \leq m} Y_{t_k}^{(k)} \right) \geq \mathbb{E} \max_{1 \leq k \leq m} Z_{t_k} + \alpha - c\sqrt{\log m} + \mathbb{E} \min_{1 \leq k \leq m} \left( \sup_{t \in T_k} Y_t^{(k)} - \alpha \right) \geq \mathbb{E} \max_{1 \leq k \leq m} Z_{t_k} + \alpha - c\sqrt{\log m} + \mathbb{E} \min_{1 \leq k \leq m} \left( \sup_{t \in T_k} Y_t^{(k)} - \mathbb{E} \sup_{t \in T_k} Y_t^{(k)} \right).
\]
Observe that for \( 1 \leq l < k \leq m \),
\[
d_{l,J}(t_k, t_l) \geq d_I(t_k, t_l) - d_J(t_k, t_l) \geq \sigma - c \geq \frac{1}{2}\sigma,
\]
and hence Theorem 2.7 with \( a = \sigma/2 \) (and using independence of \( Z_t \) and of the random points \( (t_k) \)) implies
\[
\mathbb{E} \max_{1 \leq k \leq m} Z_{t_k} \geq \frac{1}{4\lambda L_3} \sigma \sqrt{\log m}.
\]
Since \((Y_t^{(k)})\) is independent of the set \( T_k \), Theorem 2.5 gives that for \( u > 0 \),
\[
\mathbb{P} \left( \sup_{t \in T_k} Y_t^{(k)} - \mathbb{E} \sup_{t \in T_k} Y_t^{(k)} \leq -u \right) \leq 2 \exp \left( -\frac{u^2}{L_1c^2} \right)
\]
so that
\[
\mathbb{P} \left( \min_{k \leq m} \left( \sup_{t \in T_k} Y_t^{(k)} - \mathbb{E} \sup_{t \in T_k} Y_t^{(k)} \right) \leq -u \right) \leq \min \left\{ 1, 2m \exp \left( -\frac{u^2}{L_1c^2} \right) \right\},
\]
and integration by parts yields
\[
\mathbb{E} \min_{k \leq m} \left( \sup_{t \in T_k} Y_t^{(k)} - \mathbb{E} \sup_{t \in T_k} Y_t^{(k)} \right) \geq -Lc \sqrt{\log m}.
\]
Estimates (9)–(12) imply (8) and complete the proof. \( \square \)
3. Partitions

One of the main difficulties of the proof of Theorem 1.1 is that there is no canonical way to decompose the index set of Bernoulli processes. M. Talagrand connected finding this decomposition with constructing a suitable sequence of partitions (cf. Theorem 2.6.3 in [22]). Theorem 3.1 and its proof are based on Talagrand’ ideas. The main new ingredient here is the introduction of the sets \( I_n(A) \) — they will enable us to “remove” some of Bernoulli r.v’s from the process during the inductive partition construction and efficiently use Proposition 2.10.

We recall that an increasing sequence \((A_n)_{n \geq 0}\) of partitions of \( T \) is called \emph{admissible} if \( A_0 = \{T\} \) and \( |A_n| \leq N_n := 2^n \). For such partitions and \( t \in T \), by \( A_n(t) \) we denote the unique set in \( A_n \) that contains \( t \). To each set \( A \in A_n \) we will associate a point \( \pi_n(A) \) and an integer \( j_n(A) \). To simplify the notation we set \( j_n(t) := j_n(A_n(t)) \) and \( \pi_n(t) := \pi_n(A_n(t)) \). The main new feature in the next theorem is the introduction of the sets \( I_n(A) \).

**Theorem 3.1.** Suppose that \( M > 0, r \geq 2 \), \((A_n)_{n \geq 0}\) is an admissible sequence of partitions of \( T \subset \ell^2(I) \), and for each \( A \in A_n \), there exists an integer \( j_n(A) \) and a point \( \pi_n(A) \in T \) satisfying the following assumptions:

(i) \( \|\pi - s\|_2 \leq \sqrt{M} r^{-j_n(T)} \) for \( t, s \in T \);

(ii) if \( n \geq 1 \), \( A_n \supseteq A \subset A' \in A_{n-1} \), then either

(a) \( j_n(A) = j_{n-1}(A') \) and \( \pi_n(A) = \pi_{n-1}(A') \), or

(b) \( j_n(A) > j_{n-1}(A') \), \( \pi_n(A) \in A' \) and for all \( t \in A \),

\[
\sum_{i \in I_n(A)} \min\{(t_i - \pi_n(A)_i)^2, r^{-j_n(A)}\} \leq M 2^n r^{-2j_n(A)},
\]

where for any \( t \in A \),

\[
I_n(A) = I_n(t) := \{i \in I : |\pi_{k+1}(t)_i - \pi_k(t)_i| \leq r^{-j_n(t)} \text{ for } 0 \leq k \leq n-1\}.
\]

Then there exist sets \( T_1, T_2 \) such that \( T \subset T_1 + T_2 \) and

\[
\sup_{t^1 \in T_1} \|t^1\|_1 \leq LM \sup_{t \in T} \sum_{n=0}^{\infty} 2^n r^{-j_n(t)} \quad \text{and} \quad \gamma_2(T_2) \leq L \sqrt{M} \sup_{t \in T} \sum_{n=0}^{\infty} 2^n r^{-j_n(t)}.
\]

**Remark.** Note that if \( t, s \in A \in A_n \), then for \( 0 \leq k \leq n \), \( A_k(t) = A_k(s) \) and as a consequence \( j_k(t) = j_k(s) \), \( \pi_k(t) = \pi_k(s) \) and \( I_n(t) = I_n(s) \). Therefore the definition of \( I_n(A) \) does not depend on the choice of \( t \in A \).

**Proof.** Obviously, we may assume that \( \sup_{t \in T} \sum_{n \geq 0} 2^n r^{-j_n(t)} < \infty \) which, in particular, implies that \( \lim_{n \to \infty} j_n(t) = \infty \). Define

\[
m(t, i) := \inf\{n \geq 0 : |\pi_{n+1}(t)_i - \pi_n(t)_i| > r^{-j_n(t)}\}, \quad t \in T, i \in I
\]

so that \( I_n(t) = \{i : m(t, i) \geq n\} \) for \( n \geq 0 \).
Observe that
\[ |\pi_{n+1}(t) - \pi_n(t)| \leq r^{-j_n(t)} I_{\{j_{n+1}(t) > j_n(t)\}} \] for \( 0 \leq n < m(t, i) \).

Since \( j_n(t) \) is nondecreasing sequence of integers, for \( i \) such that \( m(t, i) = \infty \) the limit \( \pi_\infty(t)_i := \lim_{n \to \infty} \pi_n(t)_i \) exists. Therefore we may define \( \pi(t) \) by the formula
\[ \pi(t)_i := \pi_{m(t,i)}(t)_i, \quad t \in T, i \in I. \]

We set
\[ T_1 := \{ t - \pi(t): \ t \in T \} \quad \text{and} \quad T_2 := \{ \pi(t): \ t \in T \} \]
so that obviously, \( T \subset T_1 + T_2 \).

To estimate \( \| t - \pi(t) \|_1 \) we define
\[ \tau(t, i) := \inf \left\{ n \geq 0: |\pi_n(t)_i - t_i| > \frac{1}{2} r^{-j_n(t)} \right\}, \quad t \in T, i \in I \]
and
\[ J_n(t) := \{ i \in I: \ \tau(t, i) = n \}. \]

Observe that \( \tau(t, i) \leq m(t, i) + 1 \) and if \( \tau(t, i) = \infty \), then \( \pi(t)_i = \pi_\infty(t)_i = t_i \). Therefore we have
\[ \| t - \pi(t) \|_1 = \sum_{n=0}^{\infty} \sum_{i \in J_n(t)} |t_i - \pi_{m(t,i)}(t)_i|. \]

From (14) we get
\[ |\pi_0(t)_i - \pi_{m(t,i)}(t)_i| \leq \sum_{n=0}^{m(t,i)-1} |\pi_{n+1}(t)_i - \pi_n(t)_i| \leq \sum_{j=j_0(t)}^{\infty} r^{-j} \leq 2r^{-j_0(t)} \]
and, moreover, for \( i \in J_0(t) \), it holds that \( |t_i - \pi_0(t)_i| \geq \frac{1}{2} r^{-j_0(t)} \). Thus
\[ \sum_{i \in J_0(t)} |t_i - \pi_{m(t,i)}(t)_i| \leq 5 \sum_{i \in J_0(t)} |t_i - \pi_0(t)_i| \leq 10r^{j_0(t)} \sum_{i \in I} |t_i - \pi_0(t)_i|^2 \]
\[ \leq 10Mr^{-j_0(t)}, \]
where the last estimate follows by assumption (i).

If \( i \in J_n(t) \), \( n \geq 1 \), then \( m(t, i) \geq n - 1 \) and
\[ |t_i - \pi_{m(t,i)}(t)_i| \leq |t_i - \pi_{n-1}(t)_i| + \sum_{k=n-1}^{m(t,i)-1} |\pi_{k+1}(t)_i - \pi_k(t)_i| \]
\[ \leq \frac{1}{2} r^{-j_{n-1}(t)} + \sum_{k=n-1}^{\infty} r^{-j_k(t)} I_{\{j_{k+1}(t) > j_k(t)\}} \]
\[ \leq \frac{1}{2} r^{-j_{n-1}(t)} + \sum_{l=j_{n-1}(t)}^{\infty} r^{-l} \leq 3r^{-j_{n-1}(t)}. \]
Thus

\[ \|t - \pi(t)\|_1 \leq 10M r^{-j_0(t)} + 3 \sum_{n=1}^{\infty} r^{-j_{n-1}(t)} |J_n(t)|. \]

To estimate \( |J_n(t)| \) for \( n \geq 1 \), we may assume that \( j_n(t) > j_{n-1}(t) \), since otherwise assumption (ii)(a) yields \( \pi_n(t) = \pi_{n-1}(t) \) and \( |J_n(t)| = 0 \). For \( i \in J_n(t) \), we have either \( i \in I_n(t) \) or \( m(t, i) = n - 1 \). Since for any \( i \in J_n(t) \), \( |\pi_n(t); i - t_i| > \frac{1}{2} r^{-j_n(t)} \), by assumption (ii)(b) we get

\[
\frac{1}{4} r^{-2j_n(t)} |J_n(t) \cap I_n(t)| \leq \sum_{i \in I_n(t)} \min \left\{ |t_i - \pi_n(t); i|, r^{-2j_n(t)} \right\} \leq M 2^n r^{-2j_n(t)}.
\]

If \( m(t, i) = n - 1 \), then \( |\pi_n(t); i - \pi_{n-1}(t); i| > r^{-j_{n-1}(t)} \). Let

\[ n' := \inf \{ k \leq n - 1 : j_k(t) = j_{n-1}(t) \}. \]

Then, since \( \pi_n(t) \in A_{n-1}(t) \subset A_{n'}(t) \), \( j_{n-1}(t) = j_{n'}(t) > j_{n'-1}(t) \) and \( \pi_{n-1}(t) = \pi_{n'}(t) \), assumption (ii)(b) used this time for \( n' \) yields

\[
r^{-2j_{n-1}(t)} |\{ i : m(t, i) = n - 1 \}| \leq \sum_{i \in I_n'(t)} \min \left\{ |\pi_n(t); i - \pi_{n-1}(t); i|^2, r^{-2j_{n-1}(t)} \right\} \leq M 2^{n-1} r^{-2j_{n-1}(t)}.
\]

Thus

\[
|J_n(t)| \leq |J_n(t) \cap I_n(t)| + |\{ i : m(t, i) = n - 1 \}| \leq 9M 2^{n-1}
\]

and

\[
\|t - \pi(t)\|_1 \leq 10M r^{-j_0(t)} + 27M \sum_{n=1}^{\infty} 2^{n-1} r^{-j_{n-1}(t)} \leq 37M \sup_{t \in T} \sum_{n=0}^{\infty} 2^n r^{-j_n(t)}.
\]

To bound \( \gamma_2(T_2) \) we will construct sets \( U_n \subset \ell^2(I) \) such that \( |U_0| = 1, |U_n| \leq N_n \) for \( n \geq 1 \) and use [22, Th. 1.3.5] to get

\[
(15) \quad \gamma_2(T_2) \leq L \sup_{t \in T} \sum_{n=0}^{\infty} 2^{n/2} \text{dist} (\pi(t), U_n).
\]

To this end we define

\[ U_n := \{ \pi_{m(t, i) \cap n}(t) : t \in T \}, \]

where \( \pi_{m(t, i) \cap n}(t) = (\pi_{m(t, i) \cap n}(t); i)_{i \in I} \). Observe that for \( s \in A_n(t) \), \( \pi_k(s) = \pi_k(t) \) for \( k \leq n \) and \( \{ i : m(t, i) \geq n \} = \{ i : m(s, i) \geq n \} \) so that \( m(t, i) \cap n = m(s, i) \cap n \). Hence \( |U_n| \leq |A_n| \leq N_n \) for \( n \geq 1 \) and \( U_0 = \{ \pi_0(T) \} \).

To estimate \( \text{dist}(\pi(t), U_n) \), first notice that

\[
\text{dist}(\pi(t), U_n) \leq \|\pi(t) - \pi_{m(t, i) \cap n}(t)\|_2 \leq \sum_{l=n}^{\infty} \| (\pi_{l+1}(t) - \pi_l(t)) \chi_{\{m(t, i) \geq l+1\}} \|_2.
\]
The condition \( m(t, i) \geq l + 1 \) implies \( |\pi_{l+1}(t)_i - \pi_l(t)_i| \leq r^{-j_l(t)} \). If \( j_{l+1}(t) = j_l(t) \), then \( \pi_{l+1}(t) = \pi_l(t) \); otherwise \( \pi_{l+1}(t) \in A_l(t) \) and by assumption (ii)(b),

\[
\| (\pi_{l+1}(t) - \pi_l(t)) 1_{\{ m(t, i) \geq l+1 \}} \|_2^2 \leq \sum_{i \in I_{l+1}(t)} \min \{ |\pi_{l+1}(t)_i - \pi_l(t)_i|^2, r^{-2j_l(t)} \} \\
\leq M 2^l r^{-2j_l(t)}.
\]

Therefore

\[
\text{dist}(\pi(t), U_n) \leq \sum_{l=n}^{\infty} \sqrt{M} 2^{l/2} r^{-j_l(t)}
\]

and

\[
\sum_{n=0}^{\infty} 2^{n/2} \text{dist}(\pi(t), U_n) \leq \sqrt{M} \sum_{l=0}^{\infty} 2^{l/2} r^{-j_l(t)} \sum_{n=0}^{l} 2^{n/2} \leq L \sqrt{M} \sum_{l=0}^{\infty} 2^l r^{-j_l(t)}.
\]

Hence the estimate for \( \gamma_2(T_2) \) follows by (15). \( \square \)

4. Chopping maps

In this section on the base of the so-called chopping maps we define functionals that will play a key role in the proof of Theorem 1.1. Chopping maps were introduced by M. Talagrand in [17]; he used them to prove a weak form of the Bernoulli Conjecture ([18] and [22, Chap. 4]).

For \( u < v \), we define the nonincreasing function \( \varphi_{u,v} \) by the formula

\[
\varphi_{u,v}(x) := \min \{ v, \max \{ x, u \} \} - \min \{ v, \max \{ 0, u \} \}.
\]

In other words \( \varphi_{u,v} \) is the unique continuous function, which is constant on half lines \( (-\infty, u] \) and \([v, \infty)\), has slope 1 on the interval \([u, v]\) and takes value 0 at 0. Observe that \( |\varphi_{u,v}(x)| \leq v - u \), \( |\varphi_{u,v}(x) - \varphi_{u,v}(y)| \leq \min \{ |x - y|, v - u \} \) and

\[
\varphi_{u_0,u_k}(x) = \sum_{l=1}^{k} \varphi_{u_{l-1},u_l}(x) \quad \text{for } u_0 < u_1 < \cdots < u_k.
\]

Functions \( \varphi_{u_i,u_{i+1}} \) are called chopping maps by M. Talagrand since the interval \([u_0, u_k]\) is “chopped” into smaller intervals \([u_i, u_{i+1}]\) laying side to side, \( \varphi_{u_i,u_{i+1}} \) changes only on intervals \([u_i, u_{i+1}]\) and property (16) holds.

**Lemma 4.1.** For any \( u_0 < u_1 < \cdots < u_k \) and \( x, y \in \mathbb{R} \), we have

\[
\sum_{l=1}^{k} |\varphi_{u_{l-1},u_l}(x) - \varphi_{u_{l-1},u_l}(y)| = |\varphi_{u_0,u_k}(x) - \varphi_{u_0,u_k}(y)| \leq |x - y|.
\]

In particular,

\[
\sum_{l=1}^{k} |\varphi_{u_{l-1},u_l}(x)| \leq |x| \quad \text{and} \quad \sum_{l=1}^{k} \varphi_{u_{l-1},u_l}(x)^2 \leq x^2.
\]
Proof. Without loss of generality we may assume that $x > y$. Then $\varphi_{u,v}(x) \geq \varphi_{u,v}(y)$ for any $u, v$ and (17) follows by (16). The “in particular” part easily follows taking $y = 0$. □

Let $G_i = \{ u_{i,0} < u_{i,1} < \cdots < u_{i,k_i} \}$, $i \in I$ be finite subsets of $\mathbb{R}$ and $G = (G_i)_{i \in I}$. For $t \in \ell^2(I)$, we define “chopped” Bernoulli processes

$$X_t(G_i, i) := \sum_{l=1}^{k_i} \varphi_{u_{i,l-1}, u_{i,l}}(t_i) \epsilon_{i,l}$$

and

$$X_t(G) := \sum_{i \in I} X_t(G_i, i) = \sum_{i \in I} \sum_{l=1}^{k_i} \varphi_{u_{i,l-1}, u_{i,l}}(t_i) \epsilon_{i,l}.$$ 

Note that for $t \in \ell^2(I)$, by (18) we get

$$\sum_{i \in I} \sum_{l=1}^{k_i} |\varphi_{u_{i,l-1}, u_{i,l}}(t_i)|^2 \leq \sum_{i \in I} t_i^2 < \infty$$

and $X_t(G)$ is well defined. We also consider the canonical distance $d_G$ associated to the process $X_t(G)$ given by

$$d_G(s, t)^2 := \mathbb{E}|X_t(G) - X_s(G)|^2 = \sum_{i \in I} \sum_{l=1}^{k_i} |\varphi_{u_{i,l-1}, u_{i,l}}(t_i) - \varphi_{u_{i,l-1}, u_{i,l}}(s_i)|^2.$$

**Proposition 4.2.**

(i) For any family of finite sets $G = (G_i)_{i \in I}$ and $T \subset \ell^2(I)$, we have

$$\mathbb{E}\sup_{t \in T} X_t(G) \leq b(T) = \mathbb{E}\sup_{t \in T} \sum_{i \in I} t_i \epsilon_i.$$

(ii) If $G = (G_i)_{i \in I}$ and $G' = (G'_i)_{i \in I}$ are two families of finite subsets of $\mathbb{R}$ such that for all $i \in I$,

$$G_i \subset G'_i, \quad \max_i G_i = \max_i G'_i \quad \text{and} \quad \min_i G_i = \min_i G'_i,$$

then for any $T \subset \ell^2(I)$,

$$\mathbb{E}\sup_{t \in T} X_t(G') \leq \mathbb{E}\sup_{t \in T} X_t(G).$$

Proof. Part (i) follows easily by Corollary 2.4 and (17).

To show part (ii) let $G_i = \{ u_{i,0} < u_{i,1} < \cdots < u_{i,k_i} \}$ and $[u_{i,l-1}, u_{i,l}] \cap G'_i = \{ s_{i,l,0} < s_{i,l,1} < \cdots < s_{i,l,k_{i,l}} \}$. Then

$$\mathbb{E}\sup_{t \in T} X_t(G') = \mathbb{E}\sup_{t \in T} \sum_{i \in I} \sum_{l=1}^{k_i} \sum_{j=1}^{k_{i,l}} \varphi_{s_{i,l,j-1}, s_{i,l,j}}(t_i) \epsilon_{i,l,j},$$

and the assertion follows by Corollary 2.4 and (17). □
Inequality (17) yields
\[
\rho(s, t) \leq \|s - t\|_2 \quad \text{for } s, t \in \ell^2(I).
\]

The next proposition shows how to compare \(\rho\) with \(\rho'\).

**Proposition 4.3.** Let \(G = (G_i)_{i \in I}\) and \(G' = (G'_i)_{i \in I}\) be two families of finite subsets of \(\mathbb{R}\) such that \(G_i \subset G'_i\) and \(G_i = \{u_{i,0} < u_{i,1} < \cdots < u_{i,k_i}\}\) for all \(i \in I\).

(i) If \(\max_i G_i = \max_i G'_i\) and \(\min_i G_i = \min_i G'_i\), then \(\rho' \leq \rho\).

(ii) If \(|G'_i \cap (u_{i,l-1}, u_{i,l})| \leq q\) for all \(i \in I, 1 \leq l \leq k_i\), then \(\rho \leq \sqrt{q}\rho'\).

**Proof.** Part (i) follows by (17) and the inequality \(\sum_l |a_l|^2 \leq (\sum_l |a_l|)^2\). To show (ii) we also use (17) and the bound \((\sum_{l=1}^{k_i} |a_l|)^2 \leq k \sum_{l=1}^{k_i} |a_l|^2\). \(\square\)

We are now ready to define functionals and related distances. Let \(r \geq 4\) be an integer to be chosen later. For \(x \in \mathbb{R}\) and \(k \in \mathbb{Z}\), we set
\[
G(x, k) := \{pr^{-k} : p \in \mathbb{Z}\} \cap \{x - 4r^{-k}, x + 4r^{-k}\}.
\]
In other words if \(p_k(x) = [r^k x] \in \mathbb{Z}\), i.e., \((p_k(x) - 1)r^{-k} < x \leq p_k(x)r^{-k}\), then
\[
G(x, k) = \{pr^{-k} : p_k(x) - 4 \leq p \leq p_k(x) + 3\}.
\]

For an integer \(j \geq k\), we set
\[
G(x, k, j) := \{pr^{-j} : (p_k(x) - 4)r^{-k} \leq pr^{-j} \leq (p_k(x) + 3)r^{-k}\}
\]
\[
= \{pr^{-j} : w_{k,j}(x) \leq p \leq v_{k,j}\},
\]
where \(w_{k,j}(x) := (p_k(x) - 4)r^{-k-j}\) and \(v_{k,j}(x) := (p_k(x) + 3)r^{-j-k}\). Then \(G(x, k, k) = G(x, k)\) and
\[
\sum_{j' \geq j \geq k} G(x, k, j') \subset G(x, k, j'), \quad \min G(x, k, j) = \min G(x, k, j')
\]
and \(\max G(x, k, j) = \max G(x, k, j')\).

For \(u \in \ell^2(I)\), integers \(j \geq k\) and \(J \subset I\), we define the process \(X_t(J, u, k, j)\) by
\[
X_t(J, u, k, j) := X_t((G(u_i, k, j))_{i \in J}) = \sum_{i \in J} \sum_{p = w_{k,j}(u_i) + 1}^{v_{k,j}(u_i)} \varphi_{(p-1)r^{-j}, pr^{-j}}(t_i)_{i,t}.
\]
For \(T \subset \ell^2(I)\), we set
\[
F(T, J, u, k, j) := \mathbb{E} \sup_{t \in T} X_t(J, u, k, j).
\]

Increasing the parameter \(j\) corresponds to "adding" new Bernoulli r.v's, while increasing the parameter \(k\) results in "removing" some of Bernoulli r.v's from the process \(X_t(J, u, k, j)\).

Let us denote by \(d(J, u, k, j)\) the canonical distance associated to the process \((X_t(J, u, k, j))\), i.e.,
\[
d(J, u, k, j)(t, s) := \left(\mathbb{E}(X_t(J, u, k, j) - X_s(J, u, k, j))^2\right)^{1/2},
\]
and let $\Delta(T, J, u, k, j)$ denote the diameter of the set $T \subset \ell^2(I)$ with respect to $d(J, u, k, j)$.

Proposition 4.2(i) and (20) easily yield the following.

**Proposition 4.4.** For any $J \subset I$, $u \in \ell^2(I)$, integers $j \geq k$ and $T \subset \ell^2(I)$, we have

$$F(T, J, u, k, j) \leq b(T)$$

and

$$\Delta(T, J, u, k, j) \leq \Delta_{\ell^2(I)}(T).$$

We also have the following comparison of distinct functionals and related distances.

**Proposition 4.5.** If $J' \subset J \subset I$, integers $j \geq k$ and $j' \geq k'$ satisfy $j' \geq j$ and $k' \geq k$, then for any $u \in \ell^2(I)$ and $T \subset \ell^2(I)$, we have

$$F(T, J', u, k', j') \leq F(T, J, u, k, j)$$

and

$$\Delta(T, J', u, k', j') \leq \Delta(T, J, u, k, j).$$

**Proof.** The monotonicity of $F(T, J, u, k, j)$ with respect to the set $J$ and the variable $k$ easily follows by the definition of $X_t(J, u, k, j)$ and (4). The monotonicity with respect to $j$ is a consequence of Proposition 4.2(ii) and (21). Monotonicity of distances $d(T, J, u, k, j)$ with respect to $J$ and $k$ is quite obvious and, with respect to $j$, follows by Proposition 4.3(i). \hfill \Box

We conclude this section with a lemma that gives a lower bound for the constructed distances.

**Lemma 4.6.** For $s, t, u \in \ell^2(I)$, $J \subset I$ and $j \geq k$,

$$d(J, u, k, j)(t, s)^2 \geq \frac{1}{2} \sum_{i \in J} \min\{|s_i - t_i|^2, r^{-2j}\} I_{\{|s_i - u_i| \leq 2r^{-k}\}}.$$

**Proof.** It is easy to reduce to the case when $|s_i - u_i| \leq 2r^{-k}$ and $|s_i - t_i| \leq r^{-j}$ for all $i \in J$. Then for any $i \in J$, $\min \text{G}(u_i, k, j) \leq s_i, t_i \leq \max \text{G}(u_i, k, j)$ and for at most two integers $p$, $\varphi_{(p-1)r^{-j}, pr^{-j}}(t_i) \neq \varphi_{(p-1)r^{-j}, pr^{-j}}(s_i)$. The estimate follows by (16) since $(a + b)^2 \leq 2a^2 + 2b^2$. \hfill \Box

## 5. Decomposition lemmas

In this section we derive several decomposition results for our functionals $F(T, J, u, k, j)$. The first two propositions are based on results of Section 2. We combine them to get Corollary 5.3, on which we will base our inductive construction of suitable partitions.

The first proposition immediately follows from Corollary 2.9.
Proposition 5.1. Let $T \subset \ell^2(I)$, $u \in \ell^2(I)$, $J \subset I$ and $j \geq k$. If $r^{-j} \sqrt{\log m} \leq \sigma$, then there exist sets $C_1, \ldots, C_{m-1} \subset T$ such that

$$\Delta(C_l, J, u, k, j) \leq L_6 \sigma \quad 1 \leq l \leq m - 1,$$

and for any $\emptyset \neq D \subset T \setminus \bigcup_{l<m} C_l$ with $\Delta(D, J, u, k, j) \leq \sigma$, it holds that

$$F(D, J, u, k, j) \leq F(T, J, u, k, j) - \sigma \sqrt{\log m}.$$

The next result is a consequence of Proposition 2.10.

Proposition 5.2. Let $u, u' \in \ell^2(I)$, $J \subset I$, $j \geq k$ and $J' \subset J$ be such that $|u_i - u'_i| \leq 2r^{-k}$ for all $i \in J'$. Let $T$ be a subset of $\ell^2(I)$ with $\Delta(T, J, u, k, j+2) \leq c$. If $r^{-j} \sqrt{\log m} \leq \sigma$ and $L_8 c \leq \sigma$, then there exist sets $A_1, \ldots, A_m \subset T$ such that

$$\Delta(A_l, J, u, k, j+1) \leq \sigma \quad 1 \leq l \leq m$$

and either $T \subset \bigcup_{l \leq m} A_l$ or

$$F\left(T \setminus \bigcup_{l=1}^{m} A_l, J', u', j+2, j+2\right) \leq F(T, J, u, k, j+1) - \frac{1}{L_9} \sigma \sqrt{\log m}. \quad (22)$$

Proof. Let $G = (G_i)_{i \in J}$, $G' = (G'_i)_{i \in J}$, where

$$G_i = G(u_i, k, j+1), \quad i \in J$$

and

$$G'_i = \begin{cases} G_i, & \text{for } i \in J \setminus J', \\ G_i \cup G(u'_i, j+2, j+2), & \text{for } i \in J'. \end{cases}$$

Since $r \geq 4$ and $j \geq k$, we have

$$G(u'_i, j+2, j+2) \subset [u_i - 4r^{-j-2}, u'_i + 4r^{-j-2}] \subset (u'_i - r^{-k}, u'_i + r^{-k}).$$

Moreover, $|u_i - u'_i| \leq 2r^{-k}$ for $i \in J'$, and therefore the sets $G_i$ and $G'_i$ satisfy condition (19) and Proposition 4.2(ii) yields

$$E \sup_{t \in T} X_t(G') \leq E \sup_{t \in T} X_t(G) = F(T, J, u, k, j+1).$$

Since $|G(u'_i, j+2, j+2)| = 8$, Proposition 4.3(ii) with $q = 9$ yields $d_G \leq 3d_{G'}$.

For $i \in J'$, we have $|u_i - u'_i| \leq 2r^{-k}$ so that

$$|pr^{-j-2} - u'_i| \leq 4r^{-j-2} \Rightarrow |pr^{-j-2} - u_i| \leq 2r^{-k} + 4r^{-j-2} \leq 3r^{-k}$$

and therefore $G(u'_i, j+2, j+2) \subset G(u_i, k, j+2)$. Thus

$$\Delta(T, J', u', j+2, j+2) \leq \Delta(T, J, u, j+2) \leq c.$$
Hence there exist sets $A$.

It is not hard to check that all the assumptions of the proposition are satisfied.

Observe that with the notation of Proposition 2.10, for $A$, $x$

and for $A \in T$,

$$A^* := \{(\varphi_{x-x(t_i)}(i, x))_t \in A, (i, x) \in I^*\},$$

where for $(i, x) \in I^*$, $x^*$ denotes the largest element of $G_i$ smaller than $x$.

Observe that with the notation of Proposition 2.10, for $A \subset T$ we have

$$b_{I^*}(A^*) = \mathbb{E}\sup_{t \in A} X_t(G') \quad \text{and} \quad b_{I^*}(A^*) = F(A, J', u', j + 2, j + 2).$$

It is not hard to check that all the assumptions of the proposition are satisfied. Hence there exist sets $A_1, \ldots, A_m \subset T$ such that $A_i^* \subset B_{I^*}(t_i^*, \sigma^*)$ for some $t_i^* \in T^*$ and

$$F(T \setminus \bigcup_{i=1}^m A_i, J', u', j + 2, j + 2) \leq \mathbb{E}\sup_{t \in T} X_t(G') - \left(\frac{1}{144L_3}\sigma - L_7c\right)\sqrt{\log m}$$

$$\leq F(T, J, u, k, j + 1) - \left(\frac{1}{144L_3}\sigma - L_7c\right)\sqrt{\log m}.$$ 

Hence condition (22) holds if we take $L_8 = 288L_3L_7$ and $L_9 = 288L_3$. We conclude by observing that the condition $A_i^* \subset B_{I^*}(t_i^*, \sigma^*)$ implies that for $s, t \in A_i$, we have $d_{G'}(s, t) \leq 3d_{G'}(s, t) \leq 6\sigma^* = \sigma$, and hence $\Delta(A_i, J, u, k, j + 1) \leq \sigma$, $1 \leq i \leq m$.

We finish this section with a crucial corollary, which states that our functionals satisfy a Talagrand-type decomposition condition. Talagrand’s constructions of admissible partitions for various classes of stochastic processes were based on conditions of similar nature, which roughly state that each set may be partitioned into a number of pieces with either a small diameter or a small value of a suitable functional on subsets of small diameter.

In our case each set may be decomposed into pieces of three types. Pieces of type (C3) have small diameters, and pieces of type (C1) have small value of a functional on subsets with sufficiently small diameters; in both cases we do not change values of parameters $k$, $J$ and $u$. Pieces satisfying conditions (C2) are of different type — they have both small diameters and small value of functionals; however we increase the parameter $k$ and allow changes in parameters $u$ and $J$.

**Corollary 5.3.** There exists a positive integer $r_0$ with the following property. Consider $T \subset \ell^2(I)$, $J \subset I$, $u \in \ell^2(I)$, $u' \in T$, $c \geq 0$ and integers $k \geq k$, $n \geq 1$, $r \geq r_0$, and set

$$J' := \{i \in J : |u_i - u'_i| \leq 2r^{-k}\}.$$
Then we can find \( p \leq N_n \) and a partition \((A_l)_{l \leq p}\) of \( T\) such that each set \( A_l\) satisfies one of the following properties:

(C1) for any \( D \subset A_l \) with \( \Delta(D, J, u, k, j + 2) \leq \frac{1}{L_{10}} 2^{n/2r^{j-1}}, \)
\[
F(D, J, u, k, j + 2) \leq F(T, J, u, k, j + 2) - \frac{1}{L_{11}} 2^{n/2r^{j-1}}
\]

or
\[
(C2a) \quad \Delta(A_l, J', u', j + 2, j + 2) \leq \Delta(A_l, J, u, k, j + 2) \leq 2^{n/2r^{j-1}},
\]
\[
(C2b) \quad F(A_l, J', u', j + 2, j + 2) \leq F(T, J, u, k, j + 1) - \frac{1}{L_{12}} 2^{n/r^{j-1}}
\]

or
\[
(C3) \quad \Delta(A_l, J, u, k, j + 1) \leq 2^{n/2r^{j-1}}.
\]

Proof. Let \( m := \sqrt{N_n} \) so that \( \sqrt{\log m} = 2^{(n-1)/2} \sqrt{\log 2} \). Without loss of generality we may also assume \( L_8 \geq 1 \) (where \( L_8 \) is the absolute constant given by Proposition 5.2).

We first apply Proposition 5.1 with \( j + 2 \) and \( \sigma = \frac{1}{L_6 L_8} 2^{n/2r^{j-1}} \). Observe that \( r^{-j-2} \sqrt{\log m} \leq r^{-j-2} 2^{(n-1)/2} \leq \sigma \) if \( r_0 \geq L_6 L_8 \). This way we obtain the decomposition \( T = \bigcup_{l \leq m-1} C_l \cup A_1 \), where \( \Delta(C_l, J, u, k, j + 2) \leq c := \frac{1}{L_5} 2^{n/2r^{j-1}} \) and \( A_1 \) satisfies condition (C1) with \( L_{10} := L_6 L_8, L_{11} := (2/\log(2))^{1/2} L_6 L_8 \).

Now for \( l \leq m - 1 \), we apply Proposition 5.2 with \( T = C_l, \sigma = 2^{n/2r^{j-1}} \), and we decompose \( C_l \) into at most \( m + 1 \) sets that satisfy either (C2b) with \( L_{12} := (2/\log(2))^{1/2} L_6 L_8 \) or (C3). Since \( G(u_i', j + 2, j + 2) \subset G(u_i, k, j + 2) \) for \( i \in J' \) and \( L_8 \geq 1 \), we get \( \Delta(C_l, J', u', j + 2, j + 2) \leq \Delta(C_l, J, u, k, j + 2) \leq c \leq 2^{n/2r^{j-1}} \) and (C2a) follows.

This way we decompose the set \( T \) into at most \( 1 + (m - 1)(m + 1) = N_n \) sets \( A_l \) satisfying one of the conditions (C1)–(C3).

\[ \square \]

6. Partition construction

To prove Theorem 1.1 with the use of Theorem 3.1 we need to construct a suitable admissible sequence of partitions \((A_n)_{n \geq 0}\) of the index set \( T\). In this section we present such a construction.

We use the following notation. For \( A \in A_n, n \geq 1 \), by \( A' \) we will denote the unique set in \( A_{n-1} \) such that \( A \subset A' \). For \( t \in T \) and \( n \geq 0 \), \( A_n(t) \) is the unique element of \( A_n \) that contains \( t \). Moreover, if to each set \( A \in A_n \) is assigned a certain quantity (which may be a point, a number or a set) \( \alpha_n(A) \), then to shorten the notation we write \( \alpha_n(t) \) for \( \alpha_n(A_n(t)) \).
The following simple lemma will be very useful. It was proven in [25]; we rewrite its proof for the sake of completeness.

**Lemma 6.1 ([25, Lemma 2.6.3]).** Let \( \alpha > 1 \) and \((a_n)_{n \geq 0}\) be a sequence of positive numbers such that \(\sup_n a_n < \infty\). Define

\[
V := \{ m \geq 0 : a_n < a_m \alpha^{\lceil n - m \rceil} \text{ for all } n \geq 0, n \neq m \}.
\]

Then

\[
\sum_{n \geq 0} a_n \leq \frac{2 \alpha}{\alpha - 1} \sum_{m \in V} a_m.
\]

**Proof.** We define a partial order on \( \mathbb{N} \) by \( n < m \) if and only if \( a_m \geq a_n \alpha^{\lceil n - m \rceil} \). Then \( V \) is just the set of maximal elements of \( < \); i.e., if \( m \in V \), \( m < m' \), then \( m' = m \). Moreover, since \( a_n \) is bounded, there cannot exist an infinite sequence of integers increasing with respect to \( < \). Therefore for each \( n \in \mathbb{N} \), there exists \( m \in V \) such that \( n < m \). Thus

\[
\sum_{n \geq 0} a_n \leq \sum_{m \in V} a_m \sum_{n \geq 0} a_n \alpha^{-\lceil n - m \rceil} \leq \frac{2 \alpha}{\alpha - 1} \sum_{m \in V} a_m. \tag*{\square}
\]

We are now ready to describe the partition construction. It is based on the iterative application of Corollary 5.3. Unfortunately we will need to control several parameters. The integers \( k_n \leq j_n \), the points \( u_n \in T \) and the sets \( J_n \subseteq I \) are related to the functionals studied in the previous sections. The parameter \( p_n = 0 \) means that we will use Corollary 5.3 to decompose the set, and \( p_n > 0 \) means that we will wait \( 2\kappa - p_n \) steps before doing it.

Let us first summarize the main dependencies between these quantities. The first condition gives initial values of parameters

\[
\text{(P1)} \quad p_0(T) = 0, \quad j_0(T) = k_0(T) = j_0, \quad J_0(T) = I.
\]

The next requirement is a mild regularity condition (in all conditions below we assume that \( A \in \mathcal{A}_n \) for some \( n \geq 1 \))

\[
\text{(P2)} \quad j_{n-1}(A') \leq j_n(A) \leq j_{n-1}(A') + 2, \quad k_{n-1}(A') \leq k_n(A).
\]

Observe that we do not bound the difference \( k_n(A) - k_{n-1}(A') \) from above. Now we state a crucial estimate for the diameter of the set \( A \):

\[
\text{(P3)} \quad p_n(A) = 0 \Rightarrow \Delta(A, J_n(A), u_n(A), k_n(A), j_n(A)) \leq 2^{n/2 - j_n(A)}
\]

and its version for a positive value of the counter \( p_n(A) \):

\[
\text{(P4)} \quad p_n(A) > 0 \Rightarrow \Delta(A, J_n(A), u_n(A), k_n(A), j_n(A)) \leq 2^{(n-p_n(A))/2 - j_n(A)+1}.
\]

We require that “parameters \( k, J, u \) do not change unless \( p_n(A) = 1 \)”

\[
\text{(P5)} \quad p_n(A) \neq 1 \Rightarrow u_n(A) = u_{n-1}(A'), \quad k_n(A) = k_{n-1}(A'), \quad J_n(A) = J_{n-1}(A').
\]
The next condition describes how parameters change if \( p_n(A) = 1 \):

\[
(p6) \quad p_n(A) = 1 \Rightarrow u_n(A) \in A', \quad j_n(A) = j_{n-1}(A') + 2 \quad \text{and} \quad J_n(A) = \{i \in J_{n-1}(A') : |u_n(A)_i - u_{n-1}(A')_i| \leq 2^{r-k_{n-1}(A')}\}.
\]

For \( p_{n-1}(A') \neq 0 \), parameter \( j_n \) does not change

\[
(p7) \quad p_{n-1}(A') \neq 0 \Rightarrow j_n(A) = j_{n-1}(A').
\]

The last two conditions describe the behavior of the counter \( p_n \):

\[
(p8) \quad p_n(A) > 0 \Rightarrow p_n(A) = p_{n-1}(A') + 1
\]

and

\[
(p9) \quad p_n(A) = 0 \Rightarrow p_{n-1}(A') \in \{0, 2\kappa - 1\}, \quad j_n(A) \leq j_{n-1}(A') + 1.
\]

**Proposition 6.2.** Suppose that \( r = 2^\kappa \), where \( \kappa \) is a sufficiently large positive integer and \( T \subset \ell^2(I) \) satisfies \( \Delta_2(T) \leq r^{-j_0} \). Then there exist an admissible sequence of partitions \( (A_n)_{n \geq 0} \) of \( T \), points \( u_n(A) \in T \), sets \( J_n(A) \subset I \) and integers \( k_n(A) \leq j_n(A), \quad 0 \leq p_n(A) \leq 2\kappa - 1, \quad A \in A_n \) that satisfy conditions \((P1)-(P9)\). Moreover, for all \( t \in T \),

\[
\sum_{n=0}^{\infty} 2^n r^{-j_n(t)} \leq K(r)(r^{-j_0(t)} + b(T)),
\]

where \( K(r) \) is a constant that depends only on \( r \).

**Proof.** Define \( F_n(A) := F(A, J_n(A), u_n(A), k_n(A), j_n(A)) \). We will additionally require the following two conditions, which will help us to prove (23):

first

\[
(p10) \quad p_n(A) = 1 \Rightarrow F_n(A) \leq F_{n-1}(A') - \frac{1}{L_{12}} 2^{n-1} r^{-j_n(A) + 1}
\]

and second, if \( n \geq 2, \quad p_n(A) = p_{n-1}(A') = 0 \) and \( j_n(A) = j_{n-1}(A') \), then for any \( D \subset A \) with \( \Delta(D, J_n(A), u_n(A), k_n(A), j_n(A) + 2) \leq \frac{1}{L_{10}} 2^{(n-1)/2} r^{-j_n(A) - 1} \), we have

\[
(p11) \quad F'(D, J_n(A), u_n(A), k_n(A), j_n(A) + 2)
\]

\[
\leq F'(A', J_n(A), u_n(A), k_n(A), j_n(A) + 2) - \frac{1}{L_{11}} 2^{n-1} r^{-j_n(A) - 1}
\]

\[
\leq F'(A', J_{n-1}(A'), u_{n-1}(A'), k_{n-1}(A'), j_{n-1}(A')) - \frac{1}{L_{11}} 2^{n-1} r^{-j_n(A) - 1}.
\]

We assume that \( \kappa \) is large enough so that \( r \geq \max\{r_0, 4L_{10}^2\} \), where \( r_0 \) is given by Corollary 5.3.

We start the construction with \( A_0 = \mathcal{A}_1 = \{T\}, k_1(T) = j_1(T) = k_0(T) = j_0(T) = j_0, p_1(T) = p_0(T) = 0, J_1(T) = J_0(T) = I \) and \( u_1(T) = u_0(T) = t_0 \),
where $t_0$ is a point in $T$. Since

$$\Delta(T, J_n(A), u_n(A), k_n(A), j_n(A)) \leq \Delta_2(T) \leq r^{-j_0},$$

conditions (P1)–(P11) are satisfied for $n \leq 1$.

Assume now that $A_n$, $n \geq 1$ is already constructed, and fix the set $B \in A_n$. We will split this set into at most $N_n$ sets in $A_{n+1}$; this way $|A_{n+1}| \leq N_n|A_n| \leq N_n^2 = N_{n+1}$, as required.

If $1 \leq p_n(B) \leq 2\kappa - 2$, we do not split $B$. That is, we decide that $B \in A_{n+1}$ and we set $p_{n+1}(B) := p_n(B) + 1$, $k_{n+1}(B) := k_n(B)$, $j_{n+1}(B) := j_n(B)$, $J_{n+1}(B) := J_n(B)$ and $u_{n+1}(B) := u_n(B)$. The condition (P3) for $A = B$ and $n + 1$ follows by (P4) for $A = B$.

Finally assume that $p_n(B) = 2\kappa - 1$. Then we will split $B$ using Corollary 5.3 with $T = B$, $u = u_n(B)$, $u'$ any point in $B$, $J = J_n(B)$, $k = k_n(B)$ and $j = j_n(B)$. We obtain a partition $B = \bigcup_{t \leq m} A_t$, $m \leq N_n$, and each of the sets $A_t$ satisfies one of the conditions (C1)–(C3). Let $A = A_t$ be one of these sets.

If $A$ satisfies (C1), we set $p_{n+1}(A) := 0$, $j_{n+1}(A) := j_n(B)$, $k_{n+1}(A) := k_n(B)$, $J_{n+1}(A) := J_n(B)$ and $u_{n+1}(A) := u_n(B)$. The first inequality in (P11) for $A$ and $n + 1$ follows now by (C1) and the second one by Proposition 4.5.

If $A$ satisfies (C2a)–(C2b), we define $p_{n+1}(A) := 1$, $j_{n+1}(A) := k_{n+1}(A) = j_n(B) + 2$, $u_{n+1}(A) := u'$ and

$$J_{n+1}(A) := J' = \left\{ i \in J_n(B) : |u_n(B)_i - u'_i| \leq 2r^{-k_n(B)} \right\}.$$

Property (P4) for $A$ and $n + 1$ follows by (C2a) and property (P10) by (C2b).

Finally if $A$ satisfies (C3), we define $p_{n+1}(A) := 0$, $j_{n+1}(A) = j_n(B) + 1$, $k_{n+1}(A) = k_n(B)$, $J_{n+1}(A) := J_n(B)$ and $u_{n+1}(A) = u_n(B)$. Condition (P3) for $A$ and $n + 1$ now follows by (C3).

This way we constructed an admissible partition that satisfies (P1)–(P11). To finish the proof we need to show (23).

Observe that $F_n(A) \leq F_{n-1}(A')$: for $p_n(A) = 1$, this obviously follows from (P10), while for $p_n(A) \neq 1$, we have $u_{n-1}(A') = u_n(A)$, $J_{n-1}(A') = J_n(A)$, $j_{n-1}(A') \leq j_n(A)$ and $k_{n-1}(A') = k_n(A)$ and we may use Proposition 4.5.

Fix $t \in T$, and define $a_n = a_n(t) := 2^n r^{-j_n(t)}$. If $p_n(t) = 0$ and $n \geq 2$, then either $j_{n-1}(t) < j_n(t)$ and $a_{n-1} > a_n$ or $j_{n-1}(t) = j_n(t)$, $p_n(t) = 0$, which by (P11) gives $a_n \leq 2L_{11} r F_{n-1}(t) \leq 2L_{11} r b(T)$ or $p_n(t) = 2\kappa - 1$, which yields $p_n - 2\kappa(t) = 0$, $j_{n-2\kappa}(t) = j_n(t) - 2$ and $a_{n-2\kappa} = a_n$. If $p_n(t) > 0$, then taking

$$n' := \inf\{ m \geq n : p_m(t) = 0 \}$$

we get $j_{n'}(t) = j_n(t)$, $p_{n'}(t) = 0$ and $a_n < a_{n'}$. 


This shows that
\[ \sup_n a_n \leq \max\{a_0, a_1, 2L_{11}rb(T)\} \leq K(r)(r^{-j_0} + b(T)) < \infty. \]

Let
\[ V_0 := \{n \geq 0: a_m < 2^{|m-n|}a_n \text{ for all } m \geq 0, m \neq n\}. \]
If \( n \in V_0 \), then \( a_{n+1} = 2^{n+1}r^{-j_{n+1}(t)} < 2a_n = 2^{n+1}r^{-j_n(t)} \) so that
\[ V_0 \subset V_1 := \{n \geq 0: j_n(t) < j_{n+1}(t)\}. \]
By Lemma 6.1 with \( \alpha = 2 \) we have
\[ \sum_{n \geq 0} a_n \leq 4 \sum_{n \in V_0} a_n \leq 4 \sum_{n \in V_1} a_n. \]
Let us enumerate the elements of \( V_1 \) as \( 1 \leq n_0 < n_1 < n_2 < \cdots \) and set
\[ V_2 := \{n_q: a_{n_m} < 2^{m-q}a_{n_n} \text{ for all } m \geq 0, m \neq q\}. \]
Applied once again, Lemma 6.1 implies
\[ \sum_{n \geq 0} a_n \leq 4 \sum_{n \in V_1} a_n \leq 16 \sum_{n \in V_2} a_n. \]
Fix \( n = n_q \in V_2 \). If \( j_{n-1}(t) < j_n(t) \), then \( n-1 = n_{q-1} \) and (since \( r \geq 4 \))
\[ a_{n_{q-1}} = a_{n-1} \geq \frac{r}{2}a_n \geq 2a_n, \]
which contradicts the definition of \( V_2 \). Hence \( j_{n-1}(t) = j_n(t) < j_{n+1}(t) \). We have the following four possibilities:

1. \( j_{n+1}(t) = j_n(t) + 2 \). Then \( p_{n+1}(t) = 1 \) and by (P10) applied with \( A = A_{n+1}(t) \),
   \[ a_n = r^{2^n}r^{-j_{n+1}(t)+1} \leq L_{12}r^2(F_n(t) - F_{n+1}(t)). \]

2. \( j_{n+1}(t) = j_n(t) + 1 \) and \( j_{n_q+1}(t) = j_{n+1}(t) + 2 \). Then \( p_{n_q+1}(t) = 1 \), \( j_{n_q+1}(t) = j_n(t) + 3 \) and by (P10) applied with \( A = A_{n_q+1}(t) \),
   \[ a_n \leq \frac{1}{4}r^3a_{n_q+1+1} \leq \frac{1}{2}L_{12}r^2(F_{n+1}(t) - F_{n+1+1}(t)). \]

3. \( p_{n-1}(t) = 2\kappa - 1 \). Then \( p_{n-2\kappa+1}(t) = 1, j_{n-2\kappa}(t) < j_{n-2\kappa+1}(t) = j_n(t) \), so \( n - 2\kappa = n_q-1 \), and by (P10) applied with \( A = A_{n_q-1+1}(t) \),
   \[ a_n = 2^{2\kappa-1}a_{n_q-1+1} \leq 2^{2\kappa}L_{12}r^{-1}(F_{n+1}(t) - F_{n+1+1}(t)) = L_{12}r^2(F_{n-1}(t) - F_{n-1+1}(t)). \]

4. \( p_{n-1}(t) = 0, j_{n+1}(t) = j_n(t) + 1 \) and \( j_{n_q+1}(t) = j_{n+1}(t) + 1 \). Then \( p_{n_q+1}(t) = 0 \); moreover, by the definition of \( V_2 \),
   \[ 2^{n_q+1}r^{-j_n(t)-1} = a_{n_q+1} < 2a_{n_q} = 2^{n+1}r^{-j_n(t)}, \]
which yields \( n_{q+1} - n \leq \kappa \). In particular, this implies \( p_n(t) = 0 \) for all \( n \leq m \leq n_{q+1} + 1 \). Hence \( k_{n_{q+1}+1}(t) = k_n(t), j_{n_{q+1}+1}(t) = j_n(t) + 2, u_{n_{q+1}+1}(t) = u_n(t) \) and \( J_{n_{q+1}+1}(t) = J_n(t) \). Therefore (P3) used for \( n = n_{q+1} + 1 \) and \( A = A_{n_{q+1}+1}(t) \) implies

\[
\Delta(A_{n_{q+1}+1}(t), J_n(t), u_n(t), k_n(t), j_n(t) + 2) \leq 2^{(n_{q+1}+1)/2} r^{-j_n(t) - 2} \leq \frac{1}{L_{10}} 2^{(n-1)/2} r^{-j_n(t) - 1},
\]

where the last estimate follows since \( n_{q+1} - n \leq \kappa \) and \( r = 2^\kappa \geq (2L_{10})^2 \).

Then either \( q = 0 \) or \( n \geq 2 \), and then we may apply (P11) to \( D = A_{n_{q+1}+1}, A = A_n(t) \) and get

\[
a_n \leq 2L_{11} r(F_{n-1}(t) - F_{n_{q+1}+1}(t)).
\]

This shows that for \( n = n_q \in V_2 \), either \( q = 0 \) or

\[
a_n \leq K(r)(F_{n-1}(t) - F_{n_{q+2}}(t)).
\]

By monotonicity of the map \( l \mapsto F_n(t) \), this gives (with a value of \( K(r) \) which may change at each occurrence)

\[
\sum_{n \geq 0} a_n \leq 16 \sum_{n \in V_2} a_n \leq 16 a_{n_0} + K(r)F_0(T) \leq K(r)(r^{-j_0} + b(T)). \quad \Box
\]

7. Proofs of the main results

We are now ready to present proofs of the main Theorem 1.1 and Corollary 1.2. By Theorem 3.1, in order to decompose the index set \( T \) it is enough to find a suitable admissible sequence of partitions. To construct such a sequence, in Section 4 we defined a family of functionals and showed with the help of results gathered in Section 2 that they satisfy the Talagrand-type decomposition condition presented in Corollary 5.3. Then iterative application of the latest result enabled us to inductively construct a sequence of partitions. To conclude we need to verify that our sequence satisfies conditions from Theorem 3.1. In particular, we need to construct (on the base of points \( u_n(A) \)) points \( \pi_n(A) \) and show that sets \( I_n(A) \) defined in Theorem 3.1 are related to sets \( J_n(A) \) from Proposition 6.2.

Proof of Theorem 1.1. By homogeneity we may assume that \( b(T) = \frac{1}{1} \); then \( \Delta_2(T) \leq 1 \) by Lemma 2.1. We apply Proposition 6.2 with \( j_0 = 0 \) and get an admissible sequence of partitions \( (A_n)_{n \geq 0} \), numbers \( p_n(A), k_n(A), j_n(A) \) and points \( u_n(A) \). First we inductively define points \( \pi_n(A) \). We set \( \pi_0(T) = u_0(T) \) and for \( A \in A_n, n \geq 1 \), we define \( \pi_n(A) = \pi_{n-1}(A') \) if \( j_n(A) = j_{n-1}(A') \), \( \pi_n(A) = u_n(A) \) if \( p_n(A) = 1 \) and choose for \( \pi_n(A) \) an arbitrary point in \( A \) if \( p_n(A) = 0 \) and \( j_n(A) > j_{n+1}(A') \).

As in Theorem 3.1 we set

\[
I_n(t) := \{ i \in I : |\pi_{q+1}(t)i - \pi_q(t)i| \leq r^{-j_q(t)} \text{ for } 0 \leq q \leq n - 1 \}.
\]
First we show that

\[(24) \quad |\pi_{n+1}(t)_i - u_n(t)_i| \leq 2r^{-k_n(t)} \quad \text{for } i \in I_{n+1}(t).\]

To this aim we define \( J' = \{0\} \cup \{n \geq 1: p_n(t) = 1\} \). Then \( \pi_n(t) = u_n(t) \) for \( n \in J' \). Fix \( n \), and let \( n' \) be the largest element of \( J' \) such that \( n' \leq n \). Then by (P5), \( u_n(t) = u_{n'}(t) = \pi_{n'}(t) \) and \( k_n(t) = k_{n'}(t) \). Therefore for \( i \in I_{n+1}(t) \),

\[|\pi_{n+1}(t)_i - u_n(t)_i| = |\pi_{n+1}(t)_i - \pi_{n'}(t)_i| \leq \sum_{q=n'}^n |\pi_{q+1}(t)_i - \pi_q(t)_i|\]

\[\leq \sum_{j \geq j_{n'}(t)} r^{-j} \leq 2r^{-j_{n'}(t)} \leq 2r^{-k_n(t)} = 2r^{-k_n(t)}.\]

Now we inductively show that \( I_n(t) \subset J_n(t) \). For \( n = 0 \), both sets equals \( I \).

If \( p_{n+1}(t) \neq 1 \), then \( I_{n+1}(t) \subset I_n(t) \subset J_n(t) = J_{n+1}(t) \), and if \( p_{n+1}(t) = 1 \), then \( \pi_{n+1}(t) = u_{n+1}(t) \), so by (24), \( |u_{n+1}(t)_i - u_n(t)_i| \leq 2r^{-k_n(t)} \) for \( i \in I_{n+1}(t) \).

Hence by (P6) and the induction assumption \( I_{n+1}(t) \subset J_n(t) \).

Finally assume that \( A \in A_n, j_n(A) > j_{n-1}(A') \) and \( t \in A \). Then \( p_{n-1}(A') = 0, t, \pi_n(A) \in A', I_n(A) \subset J_n(A) \subset J_{n-1}(A') \) and \( |\pi_n(A)_i - u_{n-1}(A')_i| \leq 2r^{-k_{n-1}(A')}_i \) for \( i \in I_n(A) \). Hence Lemma 4.6 (applied with \( J = I_n(A), u = u_{n-1}(A'), s = \pi_n(A), j = j_{n-1}(A') \) and \( k = k_{n-1}(A') \)), (P3) and (P2) yield

\[\sum_{i \in I_n(A)} \min\{(t_i - \pi_n(A)_i)^2, r^{-2j_n(A)}\}\]

\[\leq \sum_{i \in I_n(A)} \min\{(t_i - \pi_n(A)_i)^2, r^{-2j_{n-1}(A')}\}\]

\[\leq 2 \Delta(A', J_{n-1}(A'), u_{n-1}(A'), k_{n-1}(A'), j_{n-1}(A'))^2\]

\[\leq 2n_p^{-2j_{n-1}(A')} \leq r^42n_p^{-2j_n(A)}.\]

Therefore all the assumptions of Theorem 3.1 are satisfied with \( M = r^4 \), and Theorem 1.1 follows by (13) and (23) (since \( r^{-j_0} = 1 = 4b(T) \)).

**Proof of Corollary 1.2.** By Theorem 1.1 we know that \( T \subset T_1 + T_2 \) with \( \sup_{t \in T_1} |t|_1 \leq L_b(T) \) and \( g(T_2) \leq L_b(T) \). Then

\[T - T \subset (T_1 - T_1) + (T_2 - T_2) \subset \text{conv}\{2(T_1 - T_1), 2(T_2 - T_2)\} \]

Obviously, \( T_1 - T_1 \subset L\text{conv}\{e_i: i \in I\} \), where \( (e_i)_{i \in I} \) is the canonical basis of \( \ell^2(I) \). The majorizing measure theorem for Gaussian processes implies (cf. [22, Th. 2.1.8]) that we can find vectors \( (s^n)_{n \geq 1} \) in \( \ell^2 \) such that \( T_2 - T_2 \subset \text{conv}\{s^n: n \geq 1\} \) and \( \sqrt{\log(n + 1)}\|s_n\|_2 \leq Lg(T_2) \leq L_b(T) \). To finish the proof it is enough to notice that \( \|X_{\epsilon_i}\|_p = \|\epsilon_i\|_p = 1 \) for any \( p > 0 \) and that by Khintchine’s inequality, \( \|X_t\|_p \leq L\sqrt{p}\|t\|_2 \) for \( p \geq 1 \).
8. Selected applications

The Bernoulli Conjecture was motivated by the following question of X. Fernique concerning random Fourier series. Let \( G \) be a compact Abelian group and \((F, \| \cdot \|)\) be a complex Banach space. Consider (finitely many) vectors \( v_i \in F \) and characters \( \chi_i \) on \( G \). X. Fernique [6] showed that

\[
E \sup_{h \in G} \left\| \sum_i v_i g_i \chi_i(h) \right\| \leq L \left( E \left\| \sum_i v_i g_i \right\| + \sup_{h \in G} \left( E \sup_{|x^*| \leq 1} \left\| \sum_i x^*(v_i) g_i \chi_i(h) \right\| \right) \right)
\]

and asked whether similar bound holds if one replaces Gaussian r.v’s by random variables. Theorem 1.1 yields an affirmative answer.

**Theorem 8.1.** For any compact Abelian group \( G \), any finite collection of vectors \( v_i \) in a complex Banach space \((F, \| \cdot \|)\) and characters \( \chi_i \) on \( G \), we have

\[
E \sup_{h \in G} \left\| \sum_i v_i \varepsilon_i \chi_i(h) \right\| \leq L \left( E \left\| \sum_i v_i \varepsilon_i \right\| + \sup_{h \in G} \left( E \sup_{|x^*| \leq 1} \left\| \sum_i x^*(v_i) \varepsilon_i \chi_i(h) \right\| \right) \right)
\]

**Remark.** Since \( \chi_i(e) = 1 \), where \( e \) is the neutral element of \( G \) we have

\[
\max \left\{ \left( E \left\| \sum_i v_i \varepsilon_i \right\|, \sup_{h \in G} \left( E \sup_{|x^*| \leq 1} \left\| \sum_i x^*(v_i) \varepsilon_i \chi_i(h) \right\| \right) \right) \right\} \leq E \sup_{h \in G} \left\| \sum_i v_i \varepsilon_i \chi_i(h) \right\|
\]

Therefore Theorem 8.1 gives a two-sided bound on \( E \sup_{h \in G} \| \sum_i v_i \varepsilon_i \chi_i(h) \| \).

**Proof of Theorem 8.1.** We need to show that for any bounded set \( T \subset \mathbb{C}^n \), \( n < \infty \),

\[
E \sup_{h \in G, t \in T} \left| \sum_{i=1}^n t_i \varepsilon_i \chi_i(h) \right| \leq L \left( E \sup_{t \in T} \left| \sum_{i=1}^n t_i \varepsilon_i \right| + \sup_{h \in G} E \sup_{t \in T} \left| \sum_{i=1}^n t_i \varepsilon_i \chi_i(h) \right| \right)
\]

Let \( M := E \sup_{t \in T} \left| \sum_{i=1}^n t_i \varepsilon_i \right| \). Theorem 1.1 implies that we can find a decomposition \( T \subset T_1 + T_2 \), with \( \sup_{t \in T_1} \| t \|_1 \leq LM \) and

\[
E \sup_{t^2 \in T_2} \left| \sum_{i=1}^n t_i^2 g_i \right| \leq LM.
\]

Obviously

\[
E \sup_{h \in G, t^2 \in T_1} \left| \sum_{i=1}^n t_i \varepsilon_i \chi_i(h) \right| \leq E \sup_{h \in G, t^2 \in T_1} \left| \sum_{i=1}^n t_i \varepsilon_i \chi_i(h) \right| + E \sup_{h \in G, t^2 \in T_2} \left| \sum_{i=1}^n t_i^2 \varepsilon_i \chi_i(h) \right|.
\]

Since \( \left| \sum_{i=1}^n t_i \varepsilon_i \chi_i(h) \right| \leq \sum_{i=1}^n |t_i| \| \chi_i(h) \| = \| t^1 \|_1 \), we get

\[
E \sup_{h \in G, t^2 \in T_1} \left| \sum_{i=1}^n t_i \varepsilon_i \chi_i(h) \right| \leq \sup_{t \in T^1} \| t \|_1 \leq LM.
\]
Estimate (2) and Fernique’s theorem imply

\[ \mathbb{E} \sup_{h \in G, t^2 \in T_2} \left| \sum_{i=1}^{n} t_i^2 \varepsilon_i \chi_i(h) \right| \leq \sqrt{\frac{\pi}{2}} \mathbb{E} \sup_{h \in G, t^2 \in T_2} \left| \sum_{i=1}^{n} t_i^2 g_i(h) \right| \]

\[ \leq L \left( \mathbb{E} \sup_{t^2 \in T_2} \left| \sum_{i=1}^{n} t_i^2 g_i \right| + \sup_{t^2 \in T_2} \mathbb{E} \sup_{h \in G} \left| \sum_{i=1}^{n} t_i^2 g_i(h) \right| \right). \]

The Marcus-Pisier estimate [13] yields for any \( t^2 \in T_2 \),

\[ \mathbb{E} \sup_{h \in G} \left| \sum_{i=1}^{n} t_i^2 g_i(h) \right| \leq L \mathbb{E} \sup_{h \in G} \left| \sum_{i=1}^{n} t_i^2 \varepsilon_i \chi_i(h) \right|. \]

Since we may assume that \( T_2 \subset T - T_1 \), we get

\[ \sup_{t^2 \in T_2} \mathbb{E} \sup_{h \in G} \left| \sum_{i=1}^{n} t_i^2 \varepsilon_i \chi_i(h) \right| \]

\[ \leq \sup_{t \in T} \mathbb{E} \sup_{h \in G} \left| \sum_{i=1}^{n} t_i \varepsilon_i \chi_i(h) \right| + \sup_{t \in T_1} \mathbb{E} \sup_{h \in G} \left| \sum_{i=1}^{n} t_i^2 \varepsilon_i \chi_i(h) \right| \]

\[ \leq \sup_{t \in T} \mathbb{E} \sup_{h \in G} \left| \sum_{i=1}^{n} t_i \varepsilon_i \chi_i(h) \right| + LM. \]

Estimate (25) follows by (26)–(31).

\[ \square \]

Another consequence of Theorem 1.1 is a Levy-Ottaviani type maximal inequality for VC-classes. (See [9] for details.) Recall that a class \( C \) of subsets of \( I \) is called a Vapnik-Chervonenkis class (or in short a VC-class) of order at most \( d \) if for any set \( A \subset I \) of cardinality \( d + 1 \), we have \( |\{C \cap A : C \in C\}| < 2^{d+1} \).

**Theorem 8.2.** Let \((X_i)_{i \in I}\) be independent random variables in a separable Banach space \((F, \| \cdot \|)\) such that \( |\{ i : X_i \neq 0 \}| < \infty \) almost surely, and \( C \) be a countable VC-class of subsets of \( I \) of order \( d \). Then

\[ \mathbb{P} \left( \sup_{C \in \mathcal{C}} \left\| \sum_{i \in C} X_i \right\| \geq u \right) \leq K(d) \sup_{C \in \mathcal{C} \cup \{I\}} \mathbb{P} \left( \left\| \sum_{i \in C} X_i \right\| \geq \frac{u}{K(d)} \right) \quad \text{for } u > 0, \]

where \( K(d) \) is a constant that depends only on \( d \). Moreover, if the variables \( X_i \) are symmetric, then

\[ \mathbb{P} \left( \sup_{C \in \mathcal{C}} \left\| \sum_{i \in C} X_i \right\| \geq u \right) \leq K(d) \mathbb{P} \left( \left\| \sum_{i \in I} X_i \right\| \geq \frac{u}{K(d)} \right) \quad \text{for } u > 0. \]

Remark. Analysis of the proof shows that \( K(d) \leq L \sqrt{d} \).

It is easy to see (taking \( F = \mathbb{R}, X_i = \varepsilon_i v \) for \( i \in I_0 \) and \( X_i = 0 \) otherwise, where \( I_0 \) is a finite subset of \( I \) and \( v \) is any nonzero vector in \( F \)) that being a VC-class is a necessary assumption even in the scalar case.
Maximal inequalities of this type may be used to derive Itô-Nisio type theorems reducing almost sure statements to statements in probability and as a consequence obtain various limit type theorems for VC-classes. As an example of application we present a uniform Strong Law of Large Numbers.

**Corollary 8.3.** Let \((X_i)_{i \geq 1}\) be independent symmetric r.v.'s with values in a separable Banach space \((F, \| \cdot \|)\) such that \(\frac{1}{a_n} \sum_{i=1}^{n} X_i \to 0\) almost surely. Then for any VC-class \(C\) of subsets of \(\mathbb{N}\), we have

\[
\lim_{n \to \infty} \frac{1}{a_n} \max_{C \in C} \left\| \sum_{i \in C \cap \{1, \ldots, n\}} X_i \right\| = 0 \text{ almost surely.}
\]

**Proof.** Let \(n_0\) be a fixed positive integer. Then for any \(A \subset \mathbb{N}\),

\[
\max_{n \geq n_0} \frac{1}{a_n} \left\| \sum_{i \in A \cap \{1, \ldots, n\}} X_i \right\| = \left\| \sum_{i \in A} Y_i \right\|
\]

where \(Y_i\) are random variables in \(\ell^\infty(F)\) given by \(Y_i(n) = 0\) for \(n < n_0\) or \(i > n\) and \(Y_i(n) = \frac{1}{a_n} X_i\) for \(i \leq n \geq n_0\). Applying Theorem 8.2 to random variables \(Y_i\) we get for any \(u > 0\),

\[
P\left( \max_{n \geq n_0} \frac{1}{a_n} \max_{C \in C} \left\| \sum_{i \in C \cap \{1, \ldots, n\}} X_i \right\| \geq u \right) \leq K P\left( \max_{n \geq n_0} \frac{1}{a_n} \left\| \sum_{i=1}^{n} X_i \right\| \geq \frac{u}{K} \right),
\]

where \(K\) is a constant that depends only on \(C\) and the assertion easily follows. \(\square\)

**Sketch of the proof of Theorem 8.2.** It is rather a standard exercise (cf. [9]) to reduce to the case when \(I\) is finite and \(X_i = v_i \varepsilon_i\) for some vectors \(v_i \in F\). Using concentration properties of Bernoulli processes it is enough to show that for any bounded symmetric set \(T \subset \mathbb{R}^I\) and any VC-class of order \(d\),

\[
\mathbb{E} \sup_{C \in C} \sup_{t \in T} \left| \sum_{i \in C} t_i \varepsilon_i \right| \leq K(d) \mathbb{E} \sup_{t \in T} \left| \sum_{i \in I} t_i \varepsilon_i \right| = K(d)b(T).
\]

Let \(T \subset T_1 + T_2\) be a decomposition given by Theorem 1.1. We may also assume that \(T_1\) and \(T_2\) are symmetric. Obviously, \(|\sum_{i \in C} t_i^1 \varepsilon_i| \leq \sum_{i \in C} |t_i^1| \leq \|t^1\|_1\), hence

\[
\mathbb{E} \sup_{C \in C} \sup_{t^1 \in T_1} \left| \sum_{i \in C} t_i^1 \varepsilon_i \right| \leq \sup_{t^1 \in T_1} \|t^1\|_1 \leq L b(T).
\]

Inequality (2) gives

\[
\mathbb{E} \sup_{C \in C} \sup_{t^2 \in T_2} \left| \sum_{i \in C} t_i^2 \varepsilon_i \right| \leq \sqrt{\frac{\pi}{2}} \mathbb{E} \sup_{C \in C} \sup_{t^1 \in T_1} \left| \sum_{i \in C} t_i^2 g_i \right|.
\]
The result of Krawczyk [7] and the choice of $T_2$ yield
\[ (35) \quad \mathbb{E} \sup_{C \in \mathcal{C}} \sup_{t^2 \in T_2} \left| \sum_{i \in C} t_i^2 g_i \right| \leq K(d) g(T_2) \leq K(d) b(T). \]
Estimates (33)–(35) imply (32). \qed

Remark. Alternatively one may prove (32) using Corollary 1.2 and the fact that maximal inequalities hold for $F = \mathbb{R}$.

9. Further questions

It is natural to ask for bounds on suprema for another classes of stochastic processes. The majorizing measure upper bound works in quite general situations; cf. [1]. Two-sided estimates are known, however, only in very few cases. For “canonical processes” of the form $X_t = \sum_{i \geq 1} t_i X_i$, where $X_i$ are independent centered r.v.'s, results in the spirit of Corollary 1.2 were obtained for certain symmetric variables with log-concave tails [19], [8].

A basic important class of canonical processes worth investigation is a class of “selector processes” of the form
\[ X_t = \sum_{i \geq 1} t_i (\delta_i - \delta), \quad t \in \ell^2, \]
where $(\delta_i)_{i \geq 1}$ are independent random variables such that $\mathbb{P}(\delta_i = 1) = \delta = 1 - \mathbb{P}(\delta_i = 0)$. We may bound the quantity
\[ \delta(T) := \mathbb{E} \sup_{t \in T} \left| \sum_{i \geq 1} t_i (\delta_i - \delta) \right|, \quad T \subset \ell^2 \]
in two ways.

The first bound for $\delta(T)$ follows by a pointwise estimate. Namely, let $(\delta'_i)_{i \geq 1}$ be an independent copy of $(\delta_i)_{i \geq 1}$; then by Jensen’s inequality,
\[ \delta(T) \leq \mathbb{E} \sup_{t \in T} \left| \sum_{i \geq 1} t_i (\delta_i - \delta'_i) \right| \leq 2 \mathbb{E} \sup_{t \in T} \left| \sum_{i \geq 1} t_i \delta_i \right| \leq 2 \mathbb{E} \sup_{t \in T} \sum_{i \geq 1} |t_i| \delta_i. \]

The second estimate is based on chaining. To introduce it we define for $\alpha > 0$ and a metric space $(T, d)$,
\[ \gamma_{\alpha}(T, d) := \inf \sup_{t \in T} \sum_{n=0}^{\infty} 2^n/\alpha \Delta(A_n(t)), \]
where as in the definition of $\gamma_2$, the infimum runs over all admissible sequences of partitions $(A_n)_{n \geq 0}$ of the set $T$. Bernstein’s inequality implies that for $X_t = \sum_{i \geq 1} t_i (\delta_i - \delta)$ and $\delta \in (0, 1/2]$, we have
\[ \mathbb{P}(\{|X_t - X_s| \geq u\} \leq 2 \exp \left( - \min \left\{ \frac{u^2}{L\delta d_2(s,t)^2}, \frac{u}{Ld_{\infty}(s,t)} \right\} \right) \quad \text{for } s, t \in \ell^2, \]
where \( d_p(t, s) := \|t - s\|_p \) denotes the \( \ell^p \)-distance. This together with a chaining argument [22, Th. 1.2.7] yields

\[
\delta(T) \leq L(\sqrt{\delta \gamma_2(T, d_2)} + \gamma_1(T, d_\infty)).
\]

The next conjecture, formulated by M. Talagrand [24], states that there are no other ways to bound \( \delta(T) \) as the combination of the above two estimates and the fact that \( \delta(T_1 + T_2) \leq \delta(T_1) + \delta(T_2) \).

**Conjecture 9.1.** Let \( 0 < \delta \leq 1/2, \delta_i \) be independent random variables such that \( P(\delta_i = 1) = \delta = 1 - P(\delta_i = 0) \) and \( \delta(T) := \mathbb{E}\sup_{t \in T} |\sum_{i \geq 1} t_i(\delta_i - \delta)| \) for \( T \subset \ell^2 \). Then for any set \( T \) with \( \delta(T) < \infty \), one may find a decomposition \( T \subset T_1 + T_2 \) such that

\[
\mathbb{E}\sup_{t \in T_1} \sum_{i \geq 1} |t_i| \delta_i \leq L\delta(T), \quad \sqrt{\delta \gamma_2(T_2, d_2)} \leq L\delta(T) \quad \text{and} \quad \gamma_1(T_2, d_\infty) \leq L\delta(T).
\]

It may be shown that for \( \delta = 1/2 \), the above conjecture follows from Theorem 1.1.

Since any mean zero random variable is a mixture of mean zero two-points random variables, selector processes are strictly related to empirical processes

\[
Z_f := \frac{1}{\sqrt{N}} \sum_{i \leq N} (f(X_i) - \mathbb{E}f(X_i)), \quad f \in \mathcal{F},
\]

where \((X_i)_{i \leq N}\) are independent and identically distributed random variables and \( \mathcal{F} \) is a class of measurable functions. Let

\[
S_N(\mathcal{F}) := \mathbb{E}\sup_{f \in \mathcal{F}} |Z_f| = \mathbb{E}\sup_{f \in \mathcal{F}} \left| \sum_{i \leq N} (f(X_i) - \mathbb{E}f(X_i)) \right|.
\]

As for selector processes, there are two distinct ways to bound \( S_N(\mathcal{F}) \). The first one is to use the trivial pointwise bound \( |\sum_{i \leq N} f(X_i)| \leq \sum_{i \leq N} |f(X_i)| \). The second is based on chaining and Bernstein’s inequality (36)

\[
\mathbb{P}\left( \left| \sum_{i \leq N} (f(X_i) - \mathbb{E}f(X_i)) \right| \geq t \right) \leq 2 \exp\left( -\min\left\{ \frac{t^2}{4N\|f\|_2^2}, \frac{t}{4\|f\|_\infty} \right\} \right),
\]

where \( \|f\|_p \) denotes the \( L_p \)-norm of \( f(X_i) \). Similar chaining arguments as in the case of selector processes give

\[
S_N(\mathcal{F}) \leq L \left( \gamma_2(\mathcal{F}_2, d_2) + \frac{1}{\sqrt{N}} \gamma_1(\mathcal{F}_2, d_\infty) \right),
\]

where \( d_p(f, g) := \|f - g\|_p \).

The following conjecture asserts that there are no other ways to bound suprema of empirical processes.
Conjecture 9.2. Suppose that $\mathcal{F}$ is a countable class of measurable functions. Then one can find a decomposition $\mathcal{F} \subset \mathcal{F}_1 + \mathcal{F}_2$ such that

$$
\mathbb{E} \sup_{f_1 \in \mathcal{F}_1} \sum_{i \leq N} |f_1(X_i)| \leq \sqrt{NS_N(\mathcal{F})},
$$

$$
\gamma_2(\mathcal{F}_2,d_2) \leq LS_N(\mathcal{F}) \quad \text{and} \quad \gamma_1(\mathcal{F}_2,d_{\infty}) \leq L\sqrt{NS_N(\mathcal{F})}.
$$

Related conjectures with a much more detailed discussion may be found in [23] and [22, Chap. 12].
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