Surface-like boundaries of hyperbolic groups
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1  |  INTRODUCTION

By [3, 7], every fundamental group of a closed hyperbolic 3-manifold acts geometrically on a CAT(0) cube complex with surface subgroup hyperplane stabilizers. That is, the hyperplane stabilizers are virtually fundamental groups of closed surface subgroups of genus $\geq 2$. It is also known that the boundary of such a group is homeomorphic to $\mathbb{S}^2$.

In [9], the converse is proved. That is, if $G$ is a hyperbolic group with $\partial G \cong \mathbb{S}^2$ and $G$ acts geometrically on a CAT(0) cube complex with surface subgroup hyperplane stabilizers, then $G$ is virtually the fundamental group of a closed hyperbolic 3-manifold. This gives a criterion for Cannon's Conjecture, which asks if $\partial G \cong \mathbb{S}^2$ is sufficient to determine that $G$ is virtually the fundamental group of a closed hyperbolic 3-manifold.

In [2], it is shown that assuming that $G$ is a one-ended hyperbolic group that acts geometrically on a CAT(0) cube complex with surface subgroup hyperplane stabilizers, and additionally has vanishing first cohomology with $\mathbb{Z}/2$ coefficients at infinity, then $\partial G \cong \mathbb{S}^2$. The additional cohomological assumption is also necessary.

In this paper, we continue our study of boundaries of one-ended hyperbolic groups that act geometrically on a CAT(0) cube complex with surface subgroup hyperplane stabilizers, and show the following classification under an additional assumption of ‘simple’ intersections of hyperplanes.
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Theorem 1.1. Let $G$ be a one-ended hyperbolic group that acts geometrically on a CAT(0) cube complex with surface subgroup hyperplane stabilizers. If all hyperplane stabilizers intersect in finite or virtually $\mathbb{Z}$ subgroups then $\partial G$ is homeomorphic to $\mathbb{S}^2$, the Pontryagin sphere or the Pontryagin surface $\Pi(2)$.

Recall that the Pontryagin sphere can be obtained by taking the standard Sierpiński carpet and gluing together the opposite sides of each square as one glues a torus from a square. The surface $\Pi(2)$ is obtained in a similar way, by gluing the boundary of each square in the same way one glues a Klein bottle from a square.

Let $G$ be a hyperbolic group. We say that $G$ has enough codimension-1 quasiconvex surface subgroups if for every two points in $\partial G$ there exists a quasiconvex surface subgroup $H \leq G$ such that $\partial H \subset \partial G$ separates the two points. By results of Sageev [10] and Bergeron-Wise [3], $G$ has enough codimension-1 quasiconvex surface subgroups if and only if $G$ acts geometrically on a CAT(0) cube complex with surface hyperplane stabilizers. Hence, the assumption in Theorem 1.1 can be changed to “let $G$ be a one-ended hyperbolic group with enough codimension-1 quasiconvex surface subgroups with trivial or cyclic intersections”.

Examples of such groups include right-angled Coxeter groups $\text{RACG}(L)$, where $L$ is the 1-skeleton of a triangulation of a closed surface without induced 4-cycles. $\text{RACG}(L)$ acts on the associated Davis complex. The hyperplane stabilizers are isomorphic to $\text{RACG}(\text{Star}(v, L))$ for some vertex $v \in L$, where $\text{Star}(v, L)$ is the star of the vertex of $v$ in $L$. Since the link $\text{Link}(v, L)$ is a cycle graph, $\text{RACG}(\text{Star}(v, L))$ is virtually a surface group. The intersection of two hyperplane stabilizers is isomorphic to the $\text{RACG}(\text{Star}(v, L) \cap \text{Star}(w, L))$ which is finite or virtually cyclic. However, the boundary of such groups is already known to be isomorphic to one of the spaces above by [13].

The idea of the proof is to use the $S^1$ boundaries of the hyperplanes to form a sequence of graphs that approximates $\partial G$. The way these graphs partition the boundary into components endows them with additional data that describes how to embed them in closed surfaces. The corresponding sequence of graphs in surfaces forms an inverse system whose inverse limit is homeomorphic to $\partial G$. Such inverse limits are known as trees of manifolds (or as Jakobsche spaces) and can be determined uniquely by the types of surfaces that appear in the sequence. These spaces were studied extensively, also in relation to boundaries of hyperbolic groups, in [1, 5, 6, 11, 13–16]. We will use a characterization due to Świątkowski [14]. While the idea of the proof is straightforward, the proof is quite involved, as various topological anomalies need to be understood and addressed.

We end this introduction with the following question.

Question 1.2. Assuming that $\dim \partial G = 2$, is Theorem 1.1 true without the additional assumption on intersections of hyperplanes?

Note that the boundary $\partial G$ must be of dimension $\leq 2$ since it has enough separating circles. A full classification of one-dimensional boundaries of groups that do not split over two-ended subgroups was given in [8], and some work has been done in understanding the full picture of one-dimensional boundaries (e.g., [15]). The classification of two-dimensional boundaries is much less complete, and the question above can be seen as a step in this direction.

Generically, the surface subgroup tend to intersect along free groups and not on cyclic groups. Our theorem should be thought of as the ‘totally geodesic’ surfaces case, and not the general quasiconvex case.
2 | A ZOO OF OBJECTS

Let $G$ be a one-ended hyperbolic group, and assume that $G$ acts geometrically on a CAT(0) cube complex with surface hyperplane stabilizers that intersect in virtually cyclic groups. Let $\Xi$ be the boundary of the group $G$.

2.1 | The separation lemmas

Definition 2.1. A hyperplane circle or an H-circle is the limit set in $\Xi$ of a codimension-1 quasiconvex surface subgroup in $G$. A hyperplane arc or an H-arc is a subinterval of an H-circle.

Lemma 2.2 (Circles decompose into two components). Let $\alpha$ be an H-circle, then $\Xi - \alpha$ consists of exactly two components. The boundary in $\Xi$ of each component is $\alpha$. Moreover, every H-circle $\beta$ that separates two points of $\alpha$ must intersect both components of $\alpha$.

Proof. Let $A$ be a component of $\Xi - \alpha$. First, we show that $\partial A = \alpha$. Otherwise $\partial A \subsetneq \alpha$ is a closed set. $\partial A$ is not a singleton since boundaries of one-ended hyperbolic groups have no cut points (by [4, 12]). Let $a$ and $a'$ be two distinct points of $\partial A$ that are the endpoints of a segment $\alpha' \subsetneq \alpha - \partial A$. Let $\beta$ be an H-circle that separates $a, a'$. Then, $\beta$ must intersect $A$ since otherwise there is a component $B$ of $\Xi - \beta$ such that $A \subseteq B$, but then $\{a, a'\} \subseteq \partial A \subseteq B$. By our assumption, $|\beta \cap \alpha| = 2$. Since $\beta$ separates $a, a'$ it must intersect $\alpha'$ in exactly one point $b$. Since $\beta$ intersects $A$ and $A$ is a connected component of $\Xi - \alpha$ we conclude that the point $b$ is in $\partial A$, contradicting the assumption on $\alpha'$.

Let $\beta$ be an H-circle that separates two points $a, a' \in \alpha - \beta$. Then, $\beta$ must intersect all the components of $\Xi - \alpha$. Otherwise, there is a component $A \subseteq \Xi - \alpha$ and a component $B \subseteq \Xi - \beta$ such that $A \subseteq B$. But then $a, a' \subseteq B$.

A connected component $A$ of the complement $\Xi - \alpha$ of an H-circle will be called an H-neighborhood, and $\alpha$ will be called its bounding H-circle. It is easy to check that the H-neighborhoods form a basis for the topology of $\Xi$.

Lemma 2.3. Let $\alpha, \beta$ be two H-circles which intersect in two points $c, c'$. The two segments of $\alpha - \{c, c'\}$ are in the same component of $\Xi - \beta$ if and only if the two segments of $\beta - \{c, c'\}$ are in the same component of $\Xi - \alpha$.

Proof. Let $\gamma$ be an H-circle separating $c, c'$, and let $a, a'$ and $b, b'$ be its intersections with $\beta$ and $\alpha$, respectively. Then, the cyclic order of intersection points on $\gamma$ is either $a, a', b, b'$ or $a, b, a', b'$ (up to interchanging $a, a'$ or $b, b'$). Since $\gamma$ must meet both sides of $\Xi - \beta$ and $\Xi - \alpha$, we can see that either the two segments of $\alpha - \{c, c'\}$ are separated by $\beta$ and the two segments of $\beta - \{c, c'\}$ are separated by $\alpha$ or none of them is separated by the other.

This enables us to define transversality of intersecting H-circles and H-arcs.

Definition 2.4. Let $\alpha$ and $\beta$ be intersecting H-circles. If $\alpha$ separates two points of $\beta$ (which by the previous lemma is equivalent to $\beta$ separating two points of $\alpha$), we say $\alpha$ and $\beta$ are transverse.
Similarly, if \( \alpha', \beta' \) are intersecting H-arcs, we say that \( \alpha' \) and \( \beta' \) are transverse if the corresponding H-circles are transverse.

The proof of Lemma 2.3 also shows that for an H-circle \( \gamma \) that separates the intersection points \( c, c' \) of \( \alpha, \beta \) the circular order in which it meets \( \alpha, \beta \) is independent of \( \gamma \), and depends only on whether \( \alpha \) and \( \beta \) are transverse.

**Lemma 2.5.** Let \( \alpha, \beta \) be transverse H-circles bounding the H-neighborhoods \( A, B \), respectively, let \( c, c' \) be their two intersection points and let \( \alpha_1, \alpha_2 \) and \( \beta_1, \beta_2 \) be the two pairs of H-arcs bounded by \( c, c' \) on \( \alpha \) and \( \beta \), respectively. Then \( A \cap B, A \cap B^c, A^c \cap B, A^c \cap B^c \) are the four components of \( \Xi - (\alpha \cup \beta) \) components, the boundary of each component is one of the four possible circles of the form \( \alpha_i \cup \beta_j \).

**Proof.** Let \( C \) be a component of \( \Xi - (\alpha \cup \beta) \). First, we note that if \( \overline{C} \) intersects the interior of the arc \( \alpha_1 \) then \( \overline{C} \) contains \( \alpha_1 \). Otherwise, let \( (a, a') \) be an interval in \( \alpha_1 - \overline{C} \cap \alpha_1 \) such that \( a \in \overline{C} \cap \alpha_1 \). Let \( S \) be a small H-neighborhood separating \( a \) and \( a' \) and disjoint from \( \beta \), and let \( \sigma \) be its bounding H-circle. The H-circle \( \sigma \) must intersect \( C \), and thus the two intersection points of \( \sigma \) with \( \alpha_1 \) must belong to \( \overline{C} \), one of these two points must be in \( (a, a') \), giving a contradiction. Similarly if \( \overline{C} \) intersects the interior of \( \alpha_2 \) (resp. \( \beta_j \)) then it contains the entire H-arc \( \alpha_2 \) (resp. \( \beta_j \)).

It is also clear that there are at most two components of \( \Xi - (\alpha \cup \beta) \) whose closure intersects the interior of some \( \alpha_i \), because the bounding H-circle \( \gamma \) of a small H-neighborhood around an interior point of \( \alpha_i \) must intersect every such connect component, but \( \gamma - (\alpha \cup \beta) \) has two components.

If \( \overline{C} \) intersects \( c \) then it intersects the interior of some \( \alpha_i \) and \( \beta_j \). To show this, let \( S \) be a small H-neighborhood of \( c \) whose bounding H-circle \( \sigma \) separates \( c \) from some point of \( C \), then as before \( C \) must intersect \( \sigma \), and thus must contain two intersection points of \( \sigma \) with \( \alpha \cup \beta \). Since \( \alpha \) and \( \beta \) are transverse, one of the intersection points is on \( \alpha \), say on \( \alpha_1 \), and one is on \( \beta \), say on \( \beta_j \).

Combining the above we see that any connected component of \( \Xi - (\alpha \cup \beta) \) must intersect the interior of \( \alpha_i \) and \( \beta_j \) for some \( i, j \). On the other hand, for each \( k \) there are only two connected components whose closure intersect \( \alpha_k \), and similarly for \( \beta_k \). This shows that there are at most four components. Every connected component must be in one of four possible intersections of \( A \) or \( A^c \) with \( B \) or \( B^c \), and a small H-circle around \( c \) shows that there is a component in each of the four intersections. This shows that these intersections are indeed the connected components of \( \Xi - (\alpha \cup \beta) \).

Similarly one proves the following.

**Lemma 2.6.** Let \( \alpha, \beta, \gamma \) be pairwise transverse H-circles which bound the H-neighborhoods \( A, B, C \) such that each of the H-circles separates the intersection points of the other two. Then the 8 possible intersections of \( A, B, C \) and their complements are the 8 components of \( \Xi - (\alpha \cup \beta \cup \gamma) \).

### 2.2 Piecewise hyperplane graphs

Now, we shall introduce the main tool — piecewise-hyperplane graphs (PH).

**Definition 2.7.** Let \( D, Y \) be topological spaces, a \( D \) in \( Y \) (resp. an embedded \( D \) in \( Y \)) is a continuous map (resp. a topological embedding) \( D \to Y \) up to precomposition with a homeomorphism of \( D \).
**Definition 2.8** [PH-graphs]. If $D$ is a finite (topological) graph whose vertices have degrees $\leq 4$, we say that $D$ in $\Xi$ (resp. an embedded $D$ in $\Xi$) is a **pre-PH-graph** (resp. **embedded pre-PH-graph**) if $D$ has a graph structure so that every edge is sent homeomorphically to an H-arc. It is a **PH-graph** (resp. **embedded PH-graph**) if moreover the collection of edges incident to a vertex belong to a pair of transverse H-circles.

Similarly, we define:

- **PH-path**: a PH-graph with $D = [0, 1]$.
- **PH-arc**: an embedded PH-graph with $D = [0, 1]$.
- **PH-circuit**: a PH-graph with $D = \mathbb{S}^1$.
- **PH-curve**: an embedded PH-graph with $D = \mathbb{S}^1$.

The next lemma will help us upgrade any pre-PH-graph into a PH-graph by a small change that does not ruin the complementary components too much.

**Lemma 2.9.** If $X$ is an embedded PH-graph, and $X \subseteq X'$ is an embedded pre-PH-graph which contains $X$, and $U_i$ are neighborhoods of the vertices of $X'$, then there is an embedded PH-graph $X''$ such that

1. $X \subseteq X''$,
2. $X'' - \bigcup U_i = X' - \bigcup U_i$, and
3. the components of $\Xi - X''$ which are not contained in $\bigcup U_i$, are contained in components of $\Xi - X'$.

**Proof.** If $X'$ is an embedded pre-PH-graph, let $v_i \in U_i$ be the vertices of $X'$. If the H-arcs $\alpha_{i,1}, \ldots, \alpha_{i,deg(v)}$ of $X'$ incident to $v_i$ are not transverse, let $B_i$ be a small H-neighborhood of $v_i$ which is contained in $U_i$ and does not intersect the H-arcs of $X'$ except for $\alpha_{i,1}, \ldots, \alpha_{i,deg(v)}$, and let $\beta_i$ be its bounding H-circle. Note that $\beta_i$ intersects $\alpha_{i,1}, \ldots, \alpha_{i,deg(v)}$ transversely. Replace $X'$ by the graph $X''$ defined by

$$X'' = \left( X' - \bigcup_{i} B_i \right) \cup \bigcup_i \beta_i \cup X,$$

where $i$ ranges over the index set of the vertices of $X'$.

Clearly the components of $\Xi - X''$ which are not contained in $\bigcup B_i$, must be contained in a component of $\Xi - X'$ as any path in $\Xi - X''$ which is not a path in $\Xi - X'$ must pass through some $B_i$, and hence must cross some $\beta_i$. \hfill $\square$

The next lemma similarly shows that one can turn pre-PH-arcs into PH-arcs.

**Lemma 2.10.** If $X'$ is an embedded pre-PH-arc, and $U_i$ are neighborhoods of the interior vertices of $X'$, then there exists an embedded PH-arc $X''$ such that $X'' - \bigcup U_i = X' - \bigcup U_i$.

**Proof.** Let $v_i, \alpha_{i,1}, \alpha_{i,2}$, and $\beta_i$ be as in the previous proof. Set

$$X'' = \left( \gamma - \bigcup_{i} B_i \right) \cup \bigcup_i \beta_i',$$
where $i$ ranges over the interior vertices of the arc $X'$, and $\beta'_i$ is an H-sub-arc of $\beta$, connecting the intersection points of $\beta \cap \alpha_{i,1}$ and $\beta \cap \alpha_{i,2}$.

Lemma 2.11. Let $p$ be an embedded arc in $\Xi$, there is a sequence of embedded PH-arc $\gamma$ that limits to $p$ in the compact-open topology (up to reparameterization). If moreover the endpoints of $p$ are on some $H$-arcs $\alpha, \alpha'$ then the endpoints of the PH-arcs can be chosen to be transverse intersections of the first and last $H$-arcs with $\alpha$ and $\alpha'$, respectively.

Proof. Cover $p$ with small H-neighborhoods $B_i$ with bounding H-circles $\beta_i$, and without loss of generality for all $i \neq j$, $B_i$ does not contain any $B_j$. The set $\bigcup_i \beta_i$ is connected, and contains pre-PH-arcs $\gamma$ which are close to $p$ in the compact-open topology. Moreover, the endpoints of these can be chosen to be transverse to the $H$-arcs $\alpha, \alpha'$ by changing the first and last sets of the cover $B_i$. Using Lemma 2.10, we find a close embedded PH-arc $\gamma'$ which has the same properties.

2.3 The space of sides

Definition 2.12. Let $Z \subset Y$ be a pair of topological spaces. For a point $y \in Y$ let $U_y^\gamma$ be the collection of open sets containing $y$. A side of $y$ is a choice $C_U$ for every $U \in U_y^\gamma$ of a connected component of $U - Z$ such that $C_U \subset C_V$ if $U \subset V$. In other words, a side of $y$ is a germ of connected components of $y$ in $Y - Z$. Note that if $y \in Z^\circ$ then it has no side. A sided point is a pair $\vec{y} :=(y, \{C_U^\gamma\}_{U \subset Y_y^\gamma})$ of a point $y$ and a side. We will denote a sided point by $\vec{y}$. Let $Y \smallsetminus Z$ be the set of sided points. We endow $Y \smallsetminus Z$ with the topology given by the local basis $V_U^\gamma$, the set of all $\vec{y}'$ such that $y' \in U$ and $C_U^\gamma = C_U^\gamma'$. We denote by $F: Y \smallsetminus Z \to Y$ the forgetful map mapping $\vec{y} \mapsto y$.

Here is an example that one should keep in mind.

Example 2.13. Let $\Omega$ be a closed surface, and let $O$ be a graph embedded in $\Omega$. Then $\Omega \smallsetminus O$ is the compact surface with boundary obtained by cutting $\Omega$ along $O$.

Remark 2.14. Note the following:

1. The forgetful map $F: Y \smallsetminus Z \to Y$ is continuous. In Example 2.13, the map $F$ is the map that glues $\Omega$ back from $\Omega \smallsetminus O$.

2. If $Y$ is locally connected and $Z$ is closed then any connected component of $Y - Z$ embeds topologically in $Y \smallsetminus Z$, and connected components of $Y \smallsetminus Z$ correspond to connected components of $Y - Z$. For a connected component $C$ in $Y - Z$ we will denote by $\tilde{C}$ its corresponding component in $Y \smallsetminus Z$. Explicitly, $\tilde{C}$ is the set of $\vec{y}$ such that $C_U^\gamma \subset C$ for all $U \in U_y^\gamma$. We denote by $\partial \tilde{C}$ the set $\tilde{C} - C$ (where $C$ is viewed as a subspace of $Y \smallsetminus Z$). We denote by $\partial C$ the map $F$ restricted to $\partial \tilde{C}$. In Example 2.13, $\tilde{C}$ are the ‘regions’ of the complement of the graph on the surface, and $\partial C$ are their parameterized boundary curves (note that the boundary curves are not necessarily embedded curves).

3. Let $\alpha$ be an H-arc (or an H-circle) in $\Xi$, then Lemma 2.2 implies that $F: \Xi - \alpha \to \Xi$ is 2-to-1 on $\alpha^\circ$ (where $\alpha^\circ$ denotes the interior of $\alpha$ as an arc) and 1-to-1 on $\Xi - \alpha^\circ$. More precisely, there are two arcs (or curves) $\vec{\alpha}, \vec{\alpha}$ in $\Xi \smallsetminus \alpha$ whose interiors map homeomorphically to the interior of $\alpha$ under $F$. 
The following is an easy corollary of Lemma 2.5 

**Lemma 2.15.** Let $\alpha$ be an $H$-circle in $\Xi$, and let $a \in \alpha$, then $a$ has two sides, $\vec{a}, \vec{a}$. In fact, $F^{-1}\alpha \simeq \vec{\alpha} \cup \vec{\alpha}$ and each of $\vec{\alpha}, \vec{\alpha}$ is an embedded circle of $\Xi \setminus \alpha$.

**Proof.** It is enough to define the side using a local basis of $a$. Let $U^a_h$ be the local basis of $H$-neighborhoods of $a$, then by lemma 2.5 if $B \in U^a_h$ then $B - \alpha$ has two components, namely $B \cap A$ and $B \cap A^e$ where $A, A^e$ are the $H$-neighborhoods of $\alpha$. The choice of $U^a_B = B \cap A$ and $U^a_B = B \cap A^e$ are thus the only two sides of $a$.

Similarly, it is easy to see that $F^{-1}\alpha \simeq \vec{\alpha} \cup \vec{\alpha}$, where $\vec{\alpha} = \{ \vec{a} | a \in \alpha \}$ and $\vec{\alpha} = \{ \vec{a} | a \in \alpha \}$ and $\vec{\alpha}, \vec{\alpha}$ are defined above. □

Similarly, one proves the following using Lemma 2.6

**Lemma 2.16.** Let $\alpha, \beta$ be transverse $H$-circles in $\Xi$ and let $c, c' \in \alpha \cap \beta$ be their two intersection points, and let $\alpha_i, \beta_i, i = 1, 2$, be the two subsegments of $\alpha, \beta$ oriented from $c$ to $c'$. Then

1. The point $c$ (and $c'$) has four sides.
2. The sides of $\alpha \cup \beta$ form four circles as follows:

$$F^{-1}(\alpha \cup \beta) \simeq \vec{\alpha}_1 \vec{\beta}_1^{-1} \cup \vec{\beta}_1 \vec{\alpha}_2^{-1} \cup \vec{\alpha}_2 \vec{\beta}_2^{-1} \cup \vec{\beta}_2 \vec{\alpha}_1^{-1}$$

where $\vec{\alpha}_i, \vec{\beta}_i, \vec{\beta}_j, \vec{\beta}_j$ are defined as above using some $H$-neighborhoods $A, B$ bounded by $\alpha, \beta$, respectively. Moreover, these cycles of the boundaries $\partial C$ of the connected components $C \subseteq \Xi - (\alpha \cup \beta)$ viewed in $\Xi \setminus (\alpha \cup \beta)$.

3. Similarly if we replace $\alpha \cup \beta$ by some union $Z$ of $k$ of the four $H$-arcs $\alpha_i, \beta_i, i = 1, 2$, then $c$ has $k$ sides and $F^{-1}(Z) \subset \Xi - Z$ is the obvious disjoint union of circles.

It is useful to note that if $c$ is a point on a PH-graph, then a neighborhood of $c$ fits into 3 of Lemma 2.16. Let $c$ be on a PH-graph $X$, and let $C$ be a small $H$-neighborhood of $c$ that meets $X$ only at $c$ and the edges adjacent to $c$, then the $\deg(c)$ components of $C - X$ will be called the sided $H$-neighborhoods of $c$.

On the set of edges incident to a vertex, the adjacency of edges in boundary cycles, defines a natural unoriented cyclic order. We will refer to unoriented cyclic order as a *circular order*. We summarize Lemma 2.16 as follows.

**Lemma 2.17.** If $X$ is a PH-graph, for each connected component $C$ of $\Xi - X$, $\partial C \subseteq \Xi \setminus X$ is a union of circles. The map $F : \tilde{X} = F^{-1}(X) \to X$ defines a local circular order on the edges around each vertex.

We will call connected components of $\Xi - X$ the cells of $(X, \Xi)$. In the next subsection, we will introduce the right framework to describe this structure.

### 2.4 Organisms and animals

**Definition 2.18.** A *fat graph* is a graph $X$ and a choice of circuits in $X$, called *boundary circuits*, $\partial X : \coprod S^1 \to X$, such that the gluing of a disk along each circuit gives a closed surface.
Equivalently, each edge has two preimages under this map, and around every vertex the adjacency of edge in the circuits defines a circular order. Each lift of an edge to $\partial X$ is called a sided edge.

A fat graph is orientable if the closed surface is orientable, or equivalently if one can orient the circuits such that they now define a cyclic order around vertices.

Let $X_1, X_2$ be fat graphs, we say that $X_1 \subseteq X_2$ as fat graphs if $X_1 \subseteq X_2$ as graphs and the circular ordering at the vertices of $X_1$ is the same as that induced from $X_2$.

We note that if $X_1 \subseteq X_2$ as fat graphs then each sided edge of $X_1$ corresponds to a unique sided edge of $X_2$.

**Definition 2.19.** An organism is a pair $\mathcal{X} = (X, C)$ where $X$ is a connected fat graph, and $C$ is a partition of the circuits of $\partial X$. The elements of $C$ are called cells, the set of boundary circuits of a cell $C \in C$ is denoted by $\partial C$.

For organisms $\mathcal{X}_1, \mathcal{X}_2$ we say that $\mathcal{X}_1 \subseteq \mathcal{X}_2$ as organisms if $X_1 \subseteq X_2$ as fat graphs and two sided edges of $\mathcal{X}_1$ belong to the same cell if they are equivalent with respect to the equivalence relation $\sim$ on sided edges of $X_2$ generated by $e \sim e'$ if $e, e'$ belong to the same cell in $\mathcal{X}_2$ or they are the two sides of an edge of $X_2 - X_1$. Two sided edges of $X_1$ are in the same cell of $\mathcal{X}_1$ if the are $\sim$-equivalent.

**Definition 2.20.** Let $\Delta$ be a topological space, and let $D$ be an embedded graph in $\Delta$. The pair $(D, \Delta)$ is an animal if:

1. $\Delta$ is connected, locally connected, compact and metrizable.
2. The boundaries $\partial \hat{C}$ of the components in $\Delta \setminus D$ are embedded curves, and the maps $\partial C$ endow $\Delta$ with an organism structure.

We will abuse terminology and refer to the components of $\Delta \setminus D$, the components of $\Delta - D$, and the boundaries $\partial \hat{C}$ as the cells of the animal.

**Example 2.21.**

- **Surface animals.** The main example of an animal is an embedded graph in a closed surface. Observe that any organism can be seen as induced from some surface animal by gluing connected surfaces with boundaries along the boundary circuits of each cell.
- **Tame animals.** If in a surface animal the components $\hat{C}$ are holed spheres we will call such an animal a tame animal.
- **Wild animals.** The second example which will be important for us is an embedded PH-graph in $\Xi$, as Lemma 2.17 shows. We will call $(X, \Xi)$ a wild animal.

**Lemma 2.22.** If $X_1 \subseteq X_2$ are embedded PH-graphs in $\Xi$, then $\mathcal{X}_1 \subseteq \mathcal{X}_2$ as organisms.

**Proof.** The fat graph structure of $\mathcal{X}_1$ embeds in $\mathcal{X}_2$ because the structure is determined locally by small H-circles around the vertices. The cell structure has to do with connected components of $\Xi - X_1$ and so, every cell of $X_2$ is in a cell of $X_1$.  

**Definition 2.23.** A PH-curve $A$ is two-sided if $\bar{A} \subset \Xi \setminus A$ has two components. Otherwise the PH-curve is one-sided. We say that $\Xi$ is orientable if it does not admit one-sided PH-curves.

For example, an H-circle is two-sided.
An isomorphism of fat graphs is a homeomorphism of the graphs which respects the boundary.

### 2.5 Embryogenesis

“Embryology will often reveal to us the structure, in some degree obscured, of the prototype of each great class.” — Charles Darwin

**Definition 2.24.** An *elementary extension* of a fat graph $X$ is a fat graph $X'$ which as a graph is obtained from $X$ by adding an edge $e$, and $X \subset X'$ as fat graphs. Equivalently, all the boundary circuits of $X'$ except those who pass through $e$ are boundary circuits of $X$.

The circuits of $X$ that are not circuits of $X'$ are the divided circuits of the extension. The circuits that are in $X'$ but not in $X$ are the new circuits of the extension.

Every fat graph can be obtained from a point by a sequence of elementary extensions.

**Definition 2.25.** Let $X'$ be an elementary extension of $X$, if $e$ has only one endpoint in $X$, then we say that the extension is of type 0. Otherwise, the extension is of type 1 (resp. 2) if it has 1 (resp. 2) divided circuits. We can further divide into cases as follows (see Figure 2):

- If $X'$ is a type 0 extension of $X$, then $X'$ is uniquely determined by the edge $e$ and the divided circuit.
- There are two possible type 1 extensions of $X$ that share the same underlining graphs and divided circuits. These extensions can be distinguished by counting the number of circuits of $X'$ which are not circuits of $X$. This number can be 1 or 2, we call them type 1.1 and type 1.2.
- There are two possible type 2 extensions of $X$ that share the same underlining graphs and divided circuits. However, they always produce only one new circuit. We call them twin extensions. We will see next that with an additional structure of a tame animal, one of the twins will be preferred (Figure 1).

**Definition 2.26.** A *mitosis* in an organism $\mathcal{X}$, is an organism $\mathcal{X}' \supseteq \mathcal{X}$ such that the underlining fat graph $X'$ of $\mathcal{X}'$ is an elementary extension of the underlining fat graph $X$ of $\mathcal{X}$, such that the divided circuits of the elementary extension belong to the same cell $C$ of $\mathcal{X}$, all the other cells of $\mathcal{X}$ are cells of $\mathcal{X}'$, and the cell $C$ is replaced by at most two cells of $\mathcal{X}'$ each containing at least one of the new circuits.

**Remark 2.27.** Note that only a mitosis corresponding to an elementary extension of type 1.2 might increase the number of cells. If this happens, the two new boundary circuits belong to different cells and the number of cells increases by 1.

**Lemma 2.28.** Let $\mathcal{O}$ be the organism structure of a tame animal $(O, \Omega)$, and let $\mathcal{O}'$ be a mitosis of $\mathcal{O}$ of type 1. Then, $\mathcal{O}'$ is the organism structure of a tame animal $(O', \Omega')$ such that $\Omega'$ is a connected sum of $\Omega$ with either $\mathbb{T}^2$ or $\mathbb{S}^2$ or $\mathbb{R}P^2$ along a disk $D$ in a cell of $\Omega$ and $O \hookrightarrow O'$ comes from $O \hookrightarrow \Omega - D \hookrightarrow \Omega'$.

**Proof.** See Figure 1. Note that in all cases, the new regions remain holed spheres.
Remark 2.29. In the previous lemma, if the mitosis is of type 1.1 then $\Omega' = \Omega \# \mathbb{R}P^2$ and if the mitosis is of type 1.2 then $\Omega' = \Omega \# S^2$ or $\Omega' = \Omega \# T^2$ depending on if $\mathcal{O}'$ has more cells or the same number of cells as $\mathcal{O}$.

Lemma 2.30. In the setting of the previous lemma. If $\Omega = S^2$ and $\Omega' = \Omega \# T^2$, then a boundary circuit of a cell in $\mathcal{O}'$ is non-separating in $\Omega'$. If $\Omega$ is orientable and $\Omega' = \Omega \# \mathbb{R}P^2$ then there is a Möbius band in $\mathcal{O}'$ (i.e., a one-sided circuit).

Lemma 2.31. Let $\mathcal{O}$ be the organism structure of a tame animal $(O, \Omega)$, and let $\mathcal{O}', \mathcal{O}''$ be two twin mitoses of $\mathcal{O} \subseteq O$ of type 2. Then, exactly one of $\mathcal{O}', \mathcal{O}'', \mathcal{O}'$, say $\mathcal{O}'$, is the organism structure of a tame animal $(O', \Omega')$ such that $\Omega' = \Omega$ and $O \leftrightarrow O'$ comes from $O \leftrightarrow \Omega = \Omega'$.

Proof. See Figure 1. \qed

Lemma 2.32. In the setting of the previous lemma. The other twin, $\mathcal{O}''$, is non-orientable (i.e., there is a Möbius band in $\mathcal{O}''$).

Definition 2.33. A mitosis of a tame animal is benign if it is either of type 0 or 1, or the twin $\mathcal{O}'$ as in Lemma 2.31. Otherwise, we call it cancerous.

We summarize Lemmas 2.28, 2.31, and 2.32 as follows.

Lemma 2.34. Let $(O, \Omega)$ be a tame animal, and let $\mathcal{O}$ be its organism structure. Let $\mathcal{O}'$ be a benign mitosis of $\mathcal{O}$. Then, there exists a tame animal $(O', \Omega')$ with organism structure $\mathcal{O}'$, which is obtained
from \((O, \Omega)\) by a connected sum with \(S^2, \mathbb{P}^2, \mathbb{T}^2\) along a disk \(D\) in a cell of \(\Omega\), such that \(O \xhookleftarrow{} O'\) comes from \(O \xhookleftarrow{} \Omega - D \xhookleftarrow{} \Omega'\).

Remark 2.35. We note that one can choose the disk \(D\) so that it avoids a finite collection of curves on \(\Omega\).

The next lemma will show that cancerous mitoses occurring in wild animals can be avoided. More precisely, it shows that every cancerous mitosis can be further extended by an elementary extension, such that the new organism can also be obtained by performing two benign mitoses instead.

**Lemma 2.36** (Cancer treatment). Let \((X, \Xi)\) be a wild animal, and let \((O, \Omega)\) be a tame animal whose organism structure \(\mathcal{O}\) is isomorphic to the organism structure \(\mathcal{X}\) of \((X, \Xi)\). Let \(e\) be a PH-arc in \(\Xi\) such that \(X' = X \cup \{e\}\) is an embedded PH-graph in \(\Xi\). If the organism structure \(\mathcal{X}'\) of the wild animal \((X', \Xi)\), is a cancerous mitosis of \(\mathcal{O}\), then we can find another PH-arc \(e'\) in a neighborhood of a point on \(e\) such that \(X'' = X \cup \{e, e'\}\) is isomorphic to a tame animal \((O'', \Omega'')\) that can be obtained from \((O, \Omega)\) by two benign mitoses.

**Proof.** By Lemma 2.32, \(X'\) is non-orientable, and hence \(\Xi\) contains an embedded one-sided PH-curve \(M\). By the uniform convergence dynamics of \(G \actson \Xi\) we can find a one-sided PH-curve \(M\) in a small H-neighborhood \(U\) around a point of \(e\) and disjoint from \(X\). By Lemma 2.11, connect two points \(p', p''\) on \(M\) to some points \(q', q''\) on \(e\) by disjoint PH-arcs \(\sigma', \sigma''\), respectively, both in the neighborhood \(U\), and disjoint from \(X'\) except for its endpoints \(q', q''\) at which it is transverse to \(e\) (see Figure 2).

Let \(q', q''\) break \(e\) into three PH-arc segments \(f', f, f''\). And let \(p', p''\) break \(M\) into two PH-arcs \(M', M''\) oriented from \(p'\) to \(p''\).

Consider the following two PH-arcs:

\[\rho' = f' \cdot \sigma'^{-1} \cdot M' \cdot \sigma'' \cdot f'',\]
\[\rho'' = f' \cdot \sigma'^{-1} \cdot M'' \cdot \sigma'' \cdot f''.\]

Note that since \(M\) is one-sided the PH-arcs \(\rho', \rho''\) define twin mitoses of \(X\). One of them is benign, say \(\rho'\). Note that \(X'' = X \cup \{\rho, f\} = X \cup \{e, e'\}\) where \(e' = \sigma'^{-1} \cdot M' \cdot \sigma''\), and that \(X''\) is obtained by a benign mitosis of type 2 along \(\rho\) and then a (benign) mitosis of type 1 along \(f\). □

**Remark 2.37.** Note that the arcs added in Lemma 2.36 can be chosen to have trivial intersection with any finite collection of PH-arcs.
3 | PROOF OF THE MAIN THEOREM

3.1 | The limiting process and strategy of proof

Definition 3.1. Let $Z$ be a compact metric space. Let $Z' \subset Z$. We denote by $\text{comp-diam}(Z')$ the supremum of diameters of components of $Z'$. Note that if $Z_n \subset Z$ is a sequence of subsets, then $\text{comp-diam}(Z_n) \to 0$ is a topological property that does not depend on the metric. It can be defined by saying that for every open cover $U'$ of $Z$, there exists $n$ such that each of the components of $Z_n$ is contained in a set of the open cover $U'$.

In what follows, the spaces we consider are always compact metrizable, and so we will use $\text{comp-diam}(Z_n) \to 0$ even in the absence of a fixed metric.

Lemma 3.2 (Limit argument). Let $\Xi$ and $\Omega$ be compact metrizable spaces. Let $X_n$ be an increasing sequence of embedded compact graphs in $\Xi$ such that $(X_n, \Xi)$ are animals, and let $f : \bigcup_n X_n \to \Omega$ be an injective function such that $f|_{X_n}$ is continuous for all $n$. Assume that $(f(X_n), \Omega)$ are animals, and $f|_{X_n}$ induces an organism isomorphism between the corresponding organism structures. If $\text{comp-diam}(\Xi - X_n) \to 0$ and $\text{comp-diam}(\Omega - f(X_n)) \to 0$, then $f$ extends uniquely to a homeomorphism $\Xi \to \Omega$.

Proof. Endow $\Xi$ and $\Omega$ with some compatible metric. It is clear that $\Xi = \bigcup_n X_n$. We first claim that it suffices to show that $f$ is uniformly continuous. To see this, assume that we have shown that $f$ is uniformly continuous. Since $\Omega$ is a compact metric space, it is a complete metric space. A uniformly continuous function with a range which is a complete metric spaces, can be extended to the closure of its domain. Hence, $f$ extends to a continuous function, which we will call $f$ as well, $f : \Xi = \bigcup_n X_n \to \Omega$. Since $\text{comp-diam}(\Omega - f(X_n)) \to 0$ it is clear that $\overline{f(\bigcup_n X_n)} = \Omega$ and since $\Xi$ is compact we get that $f$ is surjective. Since for any two points in $\Xi$ there exists $n$ such that $X_n$ separates them, and components of $\Xi - X_n$ are mapped bijectively to components of $\Omega - f(X_n)$ it is clear that the extension is injective.

To show that $f$ is uniformly continuous, let $\varepsilon > 0$ and let $n$ be such that $\text{comp-diam}(\Omega - f(X_n)) < \varepsilon/3$. By uniform continuity of $f$ on $X_n$, let $\delta'$ be such that for all $x'_1, x'_2 \in X_n$, $d(x'_1, x'_2) < \delta' \Rightarrow d(f(x'_1), f(x'_2)) < \varepsilon/3$. Now let $\delta$ be such that if $x_1, x_2 \in \bigcup_n X_n$ are at distance $\delta$ then there are two points $x'_1, x'_2$ in the boundaries of the components of $x_1, x_2$ in $\Xi - X_n$ respectively at distance at most $\delta'$.

Let $x_1, x_2 \in \bigcup_n X_n$ be such that $d(x_1, x_2) < \delta$, and let $d(x'_1, x'_2) < \delta'$ as in the definition of $\delta$. By the choice of $n$, $d(f(x_1), f(x_2)) < \varepsilon/3$, and by the choice of $\delta'$, $d(f(x'_1), f(x'_2)) < \varepsilon/3$. So, $d(f(x_1), f(x_2)) < \varepsilon$ as required. 

The strategy of the proof of Theorem 1.1 is to find an increasing sequence of wild animals $(X_n, \Xi)$, and in parallel to find isomorphic increasing sequence of tame animals $(O_n, \Omega_n)$ by a ‘back-and-forth’ argument, at each time guaranteeing that $\text{comp-diam}$ of both $(X_n, \Xi)$ and of $(O_n, \Omega_n)$ limits to 0. We thus divide the argument between the following two subsections. In Section 3.2, given $X_n$ in $\Xi$ and $\varepsilon > 0$ we show how one finds $X_{n+1}$ with $\text{comp-diam}(\Xi - X_{n+1}) < \varepsilon$ and an isomorphic $(O_{n+1}, \Omega_{n+1})$. In Section 3.3, given $(O_n, \Omega_n)$ and an open cover we show how to find $(X_{n+1}, \Xi)$ and an isomorphic $(O_{n+1}, \Omega_{n+1})$ extending $(O_n, \Omega_n)$ such that $\text{comp-diam}(\Omega_{n+1} - O_{n+1})$ refines the (induced) open cover. In Section 3.4, we show that the inverse limit of $(O_n, \Omega_n)$...
is one of the three possibilities described in Theorem 1.1 using a theorem of Jakobsche. Finally, in Section 3.5, we put these ingredients together and prove Theorem 1.1.

### 3.2 How to grow a wild animal

**Lemma 3.3.** Given a PH graph \( X \) in \( \Xi \) and \( \varepsilon > 0 \), there is a PH graph \( X' \) in \( \Xi \) that extends \( X \) and has \( \text{comp-diam}(X') < \varepsilon \). Moreover, if there exists a non-planar (resp. unorientable) PH graph in \( \Xi \), then \( X' \) can be assumed to contain a non-planar (resp. unorientable) PH-sub-graph in component of \( \Xi - X \).

**Proof.** Let \( Y \) is a non-planar (resp. unorientable) PH graph in \( \Xi \), if such exists. By uniform convergence of \( G \curvearrowright \partial G = \Xi \), we can find translates \( g_1, \ldots, g_n \in G \) such that every component of \( \Xi - X \) contains one of the translates \( g_1Y, \ldots, g_nY \) of \( Y \).

Let \( Z \) be a collection of H-circles such that \( \text{comp-diam}(Z) < \varepsilon \), which includes all H-circles which are used to define \( g_1Y \cup \cdots \cup g_nY \). Add the circles in \( Z \) to \( X \), to form an embedded pre-PH-graph \( \tilde{X} \). Let \( U_i \) be neighborhoods of the vertices of \( \tilde{X} \) of diameter \( < \varepsilon \). Apply Lemma 2.9 to obtain a PH-graph \( X' \) with \( \text{comp-diam}(X') < \varepsilon \), as any component of \( \Xi - X' \) is either contained in a component of \( \Xi - \tilde{X} \) (and hence in a component of \( \Xi - X \)) or in some \( U_i \).

It follows from the construction in Lemma 2.9 that in the neighborhood of each \( g_iY \) the graph \( X' \) will contain a non-planar (resp. unorientable) PH-graph. \( \square \)

**Lemma 3.4.** Let \((X, \Xi)\) be a wild animal, and \((O, \Omega)\) a tame animal with isomorphic organism structures, \(\mathcal{X}, \mathcal{O}\), respectively. Let \(X'\) be a PH-graph extension of \(X\) with then there is a further extension \(X''\) of \(X'\) such that \(X''\) is obtained from \(X\) by a sequence of benign elementary extensions, that is, there is a tame animal \((O'', \Omega'')\) with the same organism structure \(\mathcal{O}'\) as that of \((X'', \Xi)\), and \(\mathcal{O}'\) is obtained by a sequence of benign extensions of \(\mathcal{O}\).

**Proof.** We can obtain the PH-graph \(X'\) from \(X\) by adding an arc at a time, thus getting a sequence \(X = X_0 \subset \cdots \subset X_n = X'\) of elementary extensions, whose corresponding organism structures \(\mathcal{X}_i\) undergo mitoses. Let \(e_i\) be the PH-arc that is added to \(X_i\) to form \(X_{i+1}\). Inductively, we build a sequence \(X = Y_0 \subset \cdots \subset Y_n = X''\) of PH-graphs and a sequence \((O, \Omega) = (O_0, \Omega_0), \ldots, (O_n, \Omega_n)\) of tame animals, such that \(X_i \subsetneq Y_i, (Y_i - X_i) \cap X' = \emptyset\), and the organism structure of \((O_i, \Omega_i)\) is isomorphic to that of \((Y_i, \Xi)\).

At the \(i\)th step of the induction, the organism structure of \((O_i, \Omega_i)\) is isomorphic to that of \((Y_i, \Xi)\). Note that since \((Y_i - X_i) \cap X' = \emptyset\) the PH-arc \(e_i\) is disjoint from \(Y_i\). Let \(Y_{i+1} = Y_i \cup \{e_i\}\) be the elementary extension of \(Y_i\) obtained by adding \(e_i\).

If the elementary extension is benign, set \(Y_{i+1} = Y_i\), and by Lemma 2.34 perform an isomorphic elementary extensions on \((O_i, \Omega_i)\) to form the tame animal \((O_{i+1}, \Omega_{i+1})\) with isomorphic organism structure as \((Y_{i+1}, \Xi)\).

If the elementary extension if cancerous, perform cancer treatment in the following sense. By Lemma 2.36, there exists a PH-arc \(e'_i\) such that the organism structure of the PH-graph \(Y_{i+1} = Y_i \cup \{e_i, e'_i\}\) is isomorphic to a tame animal \((O_{i+1}, \Omega_{i+1})\) that can be obtained from \((O_i, \Omega_{i+1})\) by two benign mitoses. By Remark 2.37, we may assume \(e'_i\) is disjoint from \(X'\), thus maintaining the assumption \((Y_{i+1} - X_{i+1}) \cap X' = \emptyset\). \( \square \)
As we will see, this completes one half of the proof. In the next subsection, we show that any reasonable subdivision of the tame animal can be mimicked in the wild animal.

### 3.3 How to tame a wild animal

**Lemma 3.5.** Let \((X, \Xi)\) be a wild animal, and let \((O, \Omega)\) be a tame animal with isomorphic organism structures, and let \(f : \mathcal{X} \rightarrow \Theta\) be an isomorphism of the organisms of \((X, \Xi)\) and \((O, \Omega)\), respectively. For every open cover \(U\) of \(\Omega\) there exists a PH-graph extension \(X'\) of \(X\), an extension \((O', \Omega')\) of \((O, \Omega)\) with a map \(F : \Omega' \rightarrow \Omega\) obtained by connected sums in the cells of \(\Omega - O\), and an isomorphism \(f' : \mathcal{X} \rightarrow \Theta'\) of the corresponding organisms extending \(f\), that is, \(F \circ f'|_X = f\), and such that each component of \(\Omega' - O'\) is in a subset of \(F^{-1}(U)\) for some \(U \in \mathcal{U}\).

**Proof.** To summarize the two steps we will perform, details of each step will follow.

**Step 1.** Extend \(O\) by adding arcs so that each cell has one boundary component. Find similar PH-arcs in \(\Xi\) extending \(X\).

Let us denote by \((O'', \Omega'')\) and \((X'', \Xi)\) these isomorphic extensions (note that \(\Omega'' = \Omega\)).

**Step 2.** Each cell of \((O'', \Omega'')\) is a disk. Add arcs to \(O''\) to divide each disk into components which are subsets of \(\mathcal{U}\). Trying to mimic this in \(\Xi\) using open sets coming from hyperplanes, we see that we create some additional boundary circles. To deal with them we extend \(\Omega = \Omega''\) to \(\Omega'\) by introducing connected sums with small tori. This process is detailed below. \(\square\)

**Step 1: Adding an arc of type 2**

Let \((X, \Xi)\) and \((O, \Omega)\) as in Lemma 3.5, and let \((O^\dagger, \Omega)\) be a type 2 extension, that is, adding an arc \(e^\dagger\) on a cell of \((O, \Omega)\) connecting two distinct boundary cycles. Let \(\bar{\alpha}, \bar{\alpha}' \in O\) be the two (sided) endpoints of the added arc \(e^\dagger\). Let \(\bar{a}, \bar{a}' \in X\) be their preimages under \(f\). We may assume that \(\bar{a}, \bar{a}'\) are in the interior of the sided H-arcs \(\bar{\alpha}, \bar{\alpha}'\) of \(X\) (as slightly perturbing the endpoints of the edge in will not affect the property that the components will be contained in \(\mathcal{U}'\)).

Note that \(\bar{a}\) and \(\bar{a}'\) are in the same cell of \((X, \Xi)\), and so there is an arc \(\gamma\) in this cell, connecting \(\bar{a}\) and \(\bar{a}'\). Cover \(\gamma\) by small H-neighborhoods \(B_1, \ldots, B_n\) bounded by the H-circles \(\beta_1, \ldots, \beta_n\), in \(C\) (here \(\beta_1, \beta_n\) are understood to be half-H-circles which define the sided neighborhoods of \(\bar{a}, \bar{a}'\)). On the union \(\beta_1 \cup \cdots \cup \beta_n\) there is a path which is piecewise H-arc that connects two points \(c, c'\) on \(\beta, \beta'\), and so together with some segments in \(\beta, \beta'\) we get a pre-PH-arc path from \(a\) to \(a'\). By Lemma 2.10, we can replace it by a PH-arc \(\gamma'\).

Following the same lines as the proof of Lemma 2.36, if \(\Xi\) is non-orientable, then one can find some \(\gamma''\) such that \(\gamma'\) and \(\gamma''\) are the twin extensions. Let us denote by \(\gamma''\) the one that defines the same organism structure as \(e^\dagger\) defines on \(\Omega\). Note that if \(\Xi\) is oriented then so is \(\Omega\), and \(\gamma'\) constructed above already has the same organism structure as \(e^\dagger\) as only one of the twin defines extends orientably.

In this construction, the endpoints of \(\gamma\) can be chosen arbitrarily close to \(a\) and \(a'\). Let \(e\) be the arc in \(\Omega\) which is identical to \(e^\dagger\) except for a neighborhood of their endpoints, and the endpoints of \(e\) are the images of the endpoints of the PH-arc \(\gamma'\) under the map \(f\). This way \(f\) extends to a map from \(X \cup \gamma'\) to \(O \cup e\).
Step 2: Adding arcs of type 1

Performing Step 1 enough times we may assume that each cell of \((O, \Omega)\) has one boundary cycle. At this point, one needs to perform extensions of type 1 to reduce the size of cells (to fit into sets of \(U')\). Let \(e_1, \ldots, e_n\) be the edges added to a cell \(C\) of \((O, \Omega)\), in this order, so that the components of \(C - (e_1 \cup \ldots \cup e_n)\) are in subsets of \(U'\).

We will describe how to add \(e_1\), the edges \(e_2, \ldots, e_n\) are added inductively in the same way.

Let us denote by \(\bar{e} = e_1\). Let \(\partial \bar{C}\) be the boundary circuit of \(C\) and let \(\partial, \partial'\) be the endpoints of \(e \in \partial C\). Let \(D\) and \(\partial D\) be the corresponding cell and boundary in \((X, \Xi)\), and let \(\bar{a}, \bar{a}'\) be the preimages of \(\partial, \partial'\) under \(f\). Let \(A_1, \ldots, A_m\) be a cover of \(\delta \subseteq \partial D\) by half-H-neighborhoods in \(\Xi \ni X\), such that \(A_1\) and \(A_m\) contain \(\bar{a}, \bar{a}'\), respectively and are as small as needed, and each \(A_i \cap \partial D\) for \(1 < i < m\), is in \(\delta\). Let \(A = \bigcup_i A_i\). Note that \(\partial A\) divides \(D\) into at least two components — the component \(A\) and a component of \(D - A\) that intersects \(\partial D - \delta\). Any other components of \(D - A\) is contained in the interior of \(D\), and thus, by adding more H-neighborhoods we may cover it completely, eliminating it without adding more components. Therefore, we may assume that \(\partial A\) divides \(D\) into two components. Similar to the construction of PH-arcs in the previous step, for each \(1 \leq i \leq s\), let \(\beta_i\) (resp. \(\beta'_i\)) be PH-arcs connecting \(\gamma_i\) to \(\gamma\) in \(A\) (resp. in \(D - A\)) whose endpoints on \(\gamma\) are ordered as \(\beta_1 \cap \gamma, \beta'_1 \cap \gamma, \ldots, \beta_s \cap \gamma, \beta'_s \cap \gamma\). Moreover, we require that if \(\Xi\) is non-orientable then the sub-organism made by \(\gamma \cup \gamma_1 \cup \beta_1 \cup \beta'_1\) is oriented by replacing \(\beta_1, \beta'_1\) if needed as in Lemma 2.36.

Let \(U_1, \ldots, U_s\) be small disjoint disk neighborhoods of \(s\) points on \(e \in \Omega\) (each intersecting \(e\) in an arc and not intersecting any of \(e_2, \ldots, e_n\)). Let \(\Omega'\) be the connected sum of \(\Omega\) with \(s\) tori, that is, \(\Omega'\) is the gluing of \(s\) holed tori \(T_1, \ldots, T_s\) and \(\Omega - (U_1 \cup \ldots \cup U_s)\) along the corresponding boundaries. Let \(F : \Omega' \rightarrow \Omega\) be a continuous map such that \(F\) is a homeomorphism between \(\Omega' - (T_1 \cup \ldots \cup T_s)\) and \(\Omega - (U_1 \cup \ldots \cup U_s)\).

As in Step 1, we change \(e\) slightly so that its endpoints coincide with the images of the endpoints of \(\gamma\) under the map \(f\). Let \(e'\) be the arc in \(\Omega'\) which is the union of \(e - (U_1 \cup \ldots \cup U_s)\) and \(s\) arcs on \(T_1, \ldots, T_s\). For each \(1 \leq i \leq s\), let \(u_i\) be the simple closed curve on \(T_i\) which is disjoint from \(e'\). Note that \(E = e' \cup (u_1 \cup \ldots \cup u_s)\) divide \(F^{-1}(C)\) into two components, \(B_1\) and \(B_2\). Without loss of generality \(B_1\) is the component that contains \(f(\delta)\). Let \(t_i\) (resp. \(t'_i\)) be arcs in \(T_1 \cap B_1\) (resp. \(T_1 \cap B_2\)) connecting \(u_i\) to \(e\), and such that the endpoints of \(t_i\) and \(t'_i\) on \(e\) are ordered as \(t_1 \cap e, t'_1 \cap e, \ldots, t_s \cap e, t'_s \cap e\). See Figure 3.

Now extend \(f\) to \(X \cup (\gamma \cup \bigcup_{i=1}^s (\gamma_i \cup \beta_i \cup \beta'_i)) \rightarrow O \cup (e' \cup \bigcup_{i=1}^s (u_i \cup t_i \cup t'_i))\) in the obvious way.

### 3.4 What have we created?

The goal of this section is to describe the final ingredient of the proof that will enable us to classify the objects we have created as the inverse limit \(\lim_{\leftarrow} \Omega_n\). To do that, we use the construction by Jakobsche [6] of trees of manifolds. We give an account of this construction by Świątkowski [14] adapted to our two-dimensional setting.
Definition 3.6 [Świątkowski [14]]. Let $\mathcal{M}$ be one of the following collection of closed surfaces, $\mathcal{M} = \{S^2\}, \{S^2, \mathbb{T}^2\}$ or $\{S^2, \mathbb{T}^2, \mathbb{RP}^2\}$. A two-dimensional Jakobsche weak system associated with the collection $\mathcal{M}$ is an inverse sequence $J = (\{\Omega_n\}_{n \in \mathbb{N}}, \{\phi_n\}_{n \in \mathbb{N} > 1})$ of closed surfaces $\Omega_n$, with a compatible metric $d_n$, and continuous maps $\phi_n : \Omega_n \to \Omega_{n-1}$, together with a closed embedded disk $D_n \subseteq \Omega_n$ such that:

1. $\Omega_1 = S^2$;
2. $\Omega_{n+1}$ is obtained from $\Omega_n$ by a connected sum with $M \in \mathcal{M}$ along the disk $D_n$;
3. the map $\phi_n$ restricts to a homeomorphism from $\phi_n^{-1}(\Omega_{n-1} - \text{int}(D_{n-1}))$ to $\Omega_{n-1} - \text{int}(D_{n-1})$;
4. for all $m > n \in \mathbb{N}$ we have $\phi_{m,n}(D_m) \cap \partial D_n = \emptyset$ where $\phi_{m,n} = \phi_m \circ \cdots \circ \phi_{n+1}$;
5. for all $n \in \mathbb{N}$ the union

$$\bigcup\{\phi_{m,n}(D_m) \mid m \geq n\}$$

is dense in $\Omega_n$; furthermore, in the case of $\mathcal{M} = \{S^2, \mathbb{T}^2\}$ we want the union corresponding to disks on which we perform a connected sum with $\mathbb{T}^2$ to be dense, and in the case $\mathcal{M} = \{S^2, \mathbb{RP}^2, \mathbb{T}^2\}$ we want the union corresponding to disks on which we perform a connected sum with $\mathbb{RP}^2$ to be dense.

6. $\text{diam}_{d_n}(\phi_{m,n}(D_m)) \to 0$ as $m \to \infty$ where the diameter is with respect to the metric $d_n$ on $\Omega_n$. The inverse limit $\lim_{\leftarrow} \Omega_n$ is the Jakobsche space of the two-dimensional Jakobsche weak system $J$, associated with the collection $\mathcal{M}$.

Remark 3.7.

1. In a general Jakobsche weak system, as defined in [14], the collection of manifolds $\mathcal{M}$ is an arbitrary collection of compact manifolds (of the same dimension). Therefore, extra caution is used in defining the connected sums. However, in dimension two the above conditions suffice.
2. Another small difference is that in [14] multiple connected sums are allowed at each step.
3. A more significant difference between this account of the definition and the original one is that in (J5) one should require that for every $M \in \mathcal{M}$ the collection

$$\bigcup\{\phi_{m,n}(D_m) \mid m \geq n, \Omega_{m+1} = \Omega_m \# M\}$$

is dense in $\Omega_n$. In our setting, a connected sum with $S^2$ is trivial so can be omitted. If $\mathcal{M} = \{S^2, \mathbb{T}^2, \mathbb{RP}^2\}$, a priori we do not require that this collection is dense for $\mathbb{T}^2 \in \mathcal{M}$. However, our assumption is sufficient since $\mathbb{RP}^2 \# \mathbb{RP}^2 \# \mathbb{RP}^2 = \mathbb{RP}^2 \# \mathbb{T}^2$. 

![Figure 3](image-url)
Theorem 3.8 (Świątkowski, [13, Theorem 1.3]). Given a Jakobsche weak system, the inverse limit \( \lim \Omega_n \) is uniquely determined by the collection \( \mathcal{M} \).

In particular, we get the following characterization of Jakobsche spaces for surfaces.

**Corollary 3.9.** Given a Jakobsche weak system as above,

1. if \( \mathcal{M} = \{S^2\} \) then \( \lim \Omega_n = S^2 \);
2. if \( \mathcal{M} = \{S^2, \mathbb{T}^2\} \) then \( \lim \Omega_n \) is the Pontryagin sphere;
3. if \( \mathcal{M} = \{S^2, \mathbb{T}^2, \mathbb{RP}^2\} \) then \( \lim \Omega_n \) is the Pontryagin surface \( \Pi(2) \).

**Proof.** Each of the spaces above — the sphere, the Pontryagin sphere, and the Pontryagin surface \( \Pi(2) \) — can easily be described as an inverse limit of a Jakobsche weak system with the corresponding collection \( \mathcal{M} \). The corollary now follows from the uniqueness in Theorem 3.8. \( \square \)

### 3.5 Proof of Theorem 1.1

As in the rest of the paper, let \( G \) be a one-ended hyperbolic group that acts geometrically on a CAT(0) cube complex with surface subgroup hyperplane stabilizers which intersect in finite or virtually \( \mathbb{Z} \) subgroups. Let \( \Xi = \partial G \).

For \( n \in \mathbb{N} \) we will build

- a wild animal \( (X_n, \Xi) \), with organism structure \( \mathcal{X}_n \);
- a tame animal \( (O_n, \Omega_n) \), with a metric \( d_n \) on \( \Omega_n \), with organism structure \( \mathcal{O}_n \);
- if \( n > 1 \), a continuous map \( \phi_n : \Omega_n \to \Omega_{n-1} \);
- organism isomorphisms \( f_n : \mathcal{X}_n \to \mathcal{O}_n \)

such that

(P1) the system \( J = (\{\Omega_n\}_{n \in \mathbb{N}}, \{\phi_n\}_{n \in \mathbb{N}}) \) is a two-dimensional Jakobsche weak system for the collection \( \mathcal{M} = \{S^2\}, \{S^2, \mathbb{T}^2\} \) or \( \{S^2, \mathbb{T}^2, \mathbb{RP}^2\} \);
(P2) \( X_n \subseteq X_{n+1} \);
(P3) the disk \( D_n \) is disjoint from \( O_n \) and the maps \( f_n \) are compatible with the inverse system, i.e

\[ \phi_{n+1} \circ f_{n+1} |_{X_n} = f_n \];

(P4) \( \text{comp--diam}(X_{n+1}, \Xi) \to 0 \);

(P5) for every choice of components \( C_m \subseteq \Omega_m - O_m, m \geq n \), \( \text{diam}_{d_n} \phi_{m,n}(C_m) \to 0 \) as \( m \to \infty \) where \( \phi_{m,n} = \phi_m \circ \ldots \circ \phi_{n+1} \).

Let us first show that these data suffice for the proof of the theorem. Let \( \Omega = \lim \Omega_n \), and let \( \pi_n : \Omega \to \Omega_n \) be the associated projections. By the universal property of inverse limits, and property (P3), the sequence \( f_n \) defines an injective map \( f : \bigcup_n X_n \to \Omega \) such that \( f |_{X_n} \) is continuous for all \( n \).

Since \( \pi_n^{-1}(O_n) = f(X_n) \), the map \( \pi_n : \Omega \to \Omega_n \) defines a continuous map \( \pi_n : \Omega \to f(X_n) \to \Omega_n \). The components of \( \Omega \) are the preimages under \( \pi_n \) of the components of \( \Omega \). In particular, \( f(X_n), \Omega \) are animals and \( f \) defines an isomorphism of organisms between the organism structure of \( (X_n, \Xi) \) and that of \( (f(X_n), \Omega) \). Property (P4) states that \( \text{comp--diam}(X_n, \Xi) \to 0 \), and by property (P5), we have \( \text{comp--diam}(f(X_m), \Omega) \to 0 \). By
Lemma 3.2, \( \Xi \cong \Omega \), and by Corollary 3.9 we get that \( \Xi \) is homeomorphic to either a sphere, a Pontryagin sphere, or the Pontryagin space \( \Pi(2) \). This is what we wanted to prove.

We will construct the above data in the following way. We will construct a sequence \( n_k \in \mathbb{N} \), such that \( 1 = n_0 < n_1 < n_2 < \ldots \), and for each \( k \in \mathbb{N} \) we will construct \( X_m, O_m, \Omega_m, d_m, \phi_m, f_m, D_{m-1} \) for \( n_{k-1} < m \leq n_k \). We do so by induction on \( k \). In order to make sure that conditions (J5), (J6), (P4), (P5) are satisfied, we will replace them by the following quantitative versions:

(J5') For every component \( C_{n_{k-1}} \subseteq \Omega_{n_{k-1}} - O_{n_{k-1}} \) there exists \( n_{k-1} \leq m < n_k \) such that \( \phi_{m,n_{k-1}}(D_m) \subseteq C_{n_{k-1}} \); moreover, if \( M = \{S^2, \mathbb{T}^2\} \) then \( D_m \) can be assumed to be a disk on which a connected sum with \( \mathbb{T}^2 \) is performed, and if \( M = \{S^2, \mathbb{T}^2, \mathbb{R}P^2\} \) then \( D_m \) can be assumed to be a disk on which a connected sum with \( \mathbb{R}P^2 \) is performed.

(P4') \( \text{comp-diam}(X_{n_k}, \Xi) \leq \frac{1}{k} \).

(P5') For every choice of components \( C_{n_k} \subseteq \Omega_{n_k} - O_{n_k} \), and for all \( s \leq n_{k-1} \),

\[
\text{diam}_{d_s}(\phi_{n_k,s}(C_{n_k})) \leq \frac{1}{k}.
\]

Note that (J5) follows from (J5'); (J6) follows from (P5') and (P3); (P4) and (P5) follow from (P4') and (P5'), respectively.

We begin our induction with \( k = 0 \). Set \( n_0 = 1 \). Let \( X_1 \) be an H-circle in \( \Xi \). Set \( \Omega_1 = S^2 \) and let \( O_1 \) be a simple closed curve on \( \Omega_1 \). By Lemma 2.15 and by the Jordan curve theorem, both \( X_1 \subseteq \Xi \) and \( O_1 \subseteq \Omega_1 \) are two-sided curves, thus there exists an isomorphism \( f_1 : X_1 \to O_1 \). By the choice of \( \Omega_1 \), (J1) is satisfied.

Set \( \mathcal{M} \) according to the following cases.

**Planar.** If all PH-graphs are planar, set \( \mathcal{M} = \{S^2\} \).

**Orientable non-planar.** If all PH-graphs are orientable, and there is a non-planar PH-graph in \( \Xi \), set \( \mathcal{M} = \{S^2, \mathbb{T}^2\} \).

**Non-orientable.** If there exists a non-orientable PH-graph in \( \Xi \), set \( \mathcal{M} = \{S^2, \mathbb{T}^2, \mathbb{R}P^2\} \).

Now, for \( k > 0 \). Assume that \( X_m, O_m, \Omega_m, f_m, D_{m-1}, \phi_m \) are defined for all \( m \leq n_k \) and satisfy the properties above. Let us construct it for all \( n_k < m \leq n_{k+1} \). We will do so in two steps.

**Step 1. Refining the wild animal**

Using Lemma 3.3, we can find a PH-graph extension \( X' \) of \( X_{n_k} \) such that \( \text{comp-diam}(X', \Xi) \leq \frac{1}{k+1} \) and every component of \( \Xi - X_{n_k} \) contains a non-planar (resp. a non-orientable) PH-graph if such exists. By induction, the organism structure of \( (X_{n_k}, \Xi) \) is isomorphic to that of \( (O_{n_k}, \Omega_{n_k}) \) by the map \( f_{n_k} \). By Lemma 3.4, we can find a further extension \( X'' \) of \( X' \), and a tame animal \( (O'', \Omega'') \) which are isomorphic, and such that \( (O'', \Omega'') \) is obtained from \( (O, \Omega) \) by a sequence of \( s \) benign mitoses. By Lemma 2.34, these benign mitoses can be realized by a sequence of connected sums. Set \( m_k = n_k + s \), and let \( (O_m, \Omega_m) \) for \( n_k \leq m \leq m_k \), be the sequence of benign mitoses, starting with \( (O_{n_k}, \Omega_{n_k}) \) and ending with \( (O_m, \Omega_m) = (O'', \Omega'') \) and let \( X_m \) be their isomorphic sequence of elementary extensions of \( X_{n_k} \) ending in \( X_{m_k} = X'' \). Thus, (P2) is satisfied. Let \( D_{m-1} \) be the disk in \( \Omega_{m-1} \) over which the connected sum is performed, so (J2) and the first part of (P3) are satisfied. It is easy to construct the maps \( \phi_m : \Omega_m \to \Omega_{m-1} \) such that (J3) and the second part of (P3) are satisfied. By Remark 2.35, we may assume that \( D_m \) were chosen inductively to avoid the curves \( \phi_{m,n}^{-1}(\partial D_n) \) for all \( n \leq m \), so (J4) is satisfied as well.
It follows by construction that \( \text{comp-diam}(X_{m_k}, \Xi) \leq \frac{1}{k+1} \). Since \( X_{n_{k+1}} \) will be an extension of \( X_{m_k} \), (P4') will be satisfied.

By construction, in every component \( E_{n_k} \) of \( \Xi - X_{n_k} \) the PH-graph \( X_{m_k} = X'' \) contains a non-planar (resp. a non-orientable) PH-graph if such exists. If \( C_{n_k} \) is the corresponding component in \((O_{n_k}, \Omega_{n_k})\) under the isomorphism \( f_{n_k} \), along the sequence \((O_m, \Omega_m)\) a connected sum with \( \mathbb{T}^2 \) (resp. \( \mathbb{R}P^2 \)) must be performed along a disk \( D_m \) such that \( \phi_{m,n_k}(D_m) \subseteq C_{n_k} \). Thus, (J5') is satisfied.

We are left to show (P5').

**Step 2. Refining the tame animal**

Let \( U' \) be an open cover of \( \Omega_{m_k} \) such that \( \text{diam}_{d_s}(\phi_{m_k,s}(U)) \leq \frac{1}{k+1} \) for all \( s \leq n_k \) and all \( U \in U' \). By Lemma 3.5, there exists an extension \( X''' \) of \( X_{m_k} \) whose organism structure is isomorphic to an extension \((O''', \Omega''')\) that is obtained from \((O_{m_k}, \Omega_{m_k})\) by a sequence of \( t \) benign mitoses, such that each component of \( \Omega''' - O''' \) is contained in some \( U \in U' \). Set \( n_{k+1} = m_k + t \), let \((O_m, \Omega_m)\) for \( m_k \leq m \leq n_{k+1} \) be the sequence of \( t \) benign mitoses starting with \((O_{m_k}, \Omega_{m_k})\) and ending with \((O_{n_{k+1}}, \Omega_{n_{k+1}}) = (O''', \Omega''')\). Similar to Step 1, let \( X_m, \phi_m, D_m, f_m \) be chosen to satisfy (J2), (J3), (J4), (P2), (P3).

Clearly, (P4'), (J5') are still satisfied, and by construction (P5') is now satisfied. This completes the proof.
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