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Abstract—We consider the problem of achieving average consensus among multiple agents, where the inter-agent communication network is depicted by a graph. We consider the discrete-time consensus protocol where each agent updates its value as a weighted average of its own value and those of its neighbours. Given a graph, it is known that there exists a set of ‘optimal weights’ such that the agents reach average consensus asymptotically with an optimal rate of convergence. However, existing methods require the knowledge of the entire graph to compute these optimal weights. We propose a method for each agent to compute its set of optimal weights locally, i.e., each agent only has to know who are its neighbours. The method is derived by solving a matrix norm minimization problem subject to linear constraints in a distributed manner using the Alternating Direction Method of Multipliers (ADMM). We illustrate our results using numerical examples and compare our method with an existing method called the Metropolis weights, which are also computed locally.

Index Terms—Consensus algorithm, distributed optimization, ADMM.

I. INTRODUCTION

In a consensus problem, a group of agents seeks to agree upon a certain quantity of interest. In many applications, this quantity of interest is the average of the initial states of the agents [1], [2]. Consensus problems arise in various settings such as multi-agent formation control [3], estimating a parameter using a network of sensors [1], workload balancing for distributed computation [2], etc. These problems have been widely studied in control theory [4]–[7].

In all consensus protocols, an important parameter is the time required to reach average consensus. One line of literature focuses on algorithms which achieve consensus in finite time [8]–[10]. The other line of literature looks at algorithms which achieve consensus asymptotically, while trying to improve the rate of this asymptotic convergence [6], [11]. For continuous-time consensus protocols, it is known that the rate of convergence depends on the second-smallest eigenvalue of the graph Laplacian [3], while for weighted discrete-time protocols, it depends on the second-largest absolute value of all eigenvalues of the weight matrix [6]. It is then natural to optimize this rate of convergence by appropriately choosing the edge and node weights used by the agents in their update laws for reaching consensus.

The problem of optimizing the rate of convergence of distributed linear discrete-time consensus protocols has been widely studied in literature and is sometimes referred to as the fastest distributed linear averaging (FDLA) problem [6]. In [6], the authors consider the general weighted discrete-time consensus protocol, with possibly asymmetric edge weights. They propose two metrics for quantifying the rate of convergence: the asymptotic convergence factor and the per-step convergence factor. It is shown that the problem of optimizing the per-step convergence factor is a convex optimization problem and hence can be solved efficiently. In [11], the authors consider consensus protocols with symmetric edge weights. Considering the edge and node weights as variables, they try to minimize the distance between the largest and the second-smallest eigenvalue of the weighted graph Laplacian. This in-turn optimizes the rate of convergence of the consensus protocol. In [12], the authors consider the problem of maximizing the second-smallest eigenvalue of the graph Laplacian where the edge weights are functions of the agent values. They propose an iterative method which gives optimal trajectories of agent values by solving an optimization problem at each iteration. Another class of problems which falls under the FDLA framework is that of fastest mixing Markov chains [13]. Here, the equation governing the evolution of the probability distribution is similar to the discrete-time consensus protocol. The objective is to find a transition probability matrix, analogous to the weight matrix in a consensus protocol, such that an initial probability distribution converges to a uniform distribution as fast as possible.

While the above methods give weights that achieve the optimal rate of convergence in a consensus protocol, finding these weights require the knowledge of the entire network topology. In other words, there has to be a central entity which has the knowledge of the entire network, can calculate the optimal weights and then broadcast them to the agents. Firstly, there may not exist such a central entity due to constraints on the communication resources or for security reasons. Secondly, even if it does exist, this process of computing and broadcasting the weights has to be repeated every time the network topology changes due to say node failure, edge failure or if new agents enter the network. This can be very inefficient if the network is large. In the spirit of distributed computation, we would want the agents to locally compute these weights which they use in their update laws. An example of locally computed weights is the Metropolis weights [11]. To compute them, an agent has to know only the degree of itself and its neighbours. While these weights do achieve consensus, the rate of convergence of the consensus protocol with these weights is...
not optimal. We seek to have the best of both worlds: locally computed weights whose rate of convergence is optimal.

A solution to the problem of locally computing the optimal consensus weights has been attempted in [14]. There, the authors use a distributed gradient-descent approach on the Schatten $p$-norm of the weight matrix, which is an approximation of the second-largest eigenvalue of the weight matrix. Computing the gradient requires the agents to communicate with its neighbours which are up to $p/2$ hops away. There is a trade-off between locality and optimality: smaller values of $p$ give sub-optimal solutions. We propose an algorithm where the agents need to communicate only with their immediate neighbours to compute the consensus weights. Moreover, the rate of convergence of the consensus protocol using the weights obtained by our algorithm can be arbitrarily close to the optimal value. The algorithm is derived using the Alternating Direction Method of Multipliers (ADMM) [15]. We summarize our contributions below.

A. Contributions

1) We consider agents which communicate with each other over a network depicted by an undirected graph. We propose an iterative algorithm for the agents to locally compute the weights required for the weighted-average discrete-time consensus protocol. We show that the rate of convergence of the consensus protocol using these weights converges to the optimal value. The algorithm is derived by solving a matrix norm minimization problem in a distributed manner using ADMM. The result is given in Section III.

2) For some applications, we propose a variation of our algorithm, where, at every iteration, the agents compute the weights and update their values using these weights. Using a numerical example, we show that this variation of our algorithm performs better in terms of the rate of convergence of the consensus protocol than the locally computed Metropolis weights. This is done in Section IV-B.

The rest of the paper is organized as follows. We next summarize some basic notations which will be used throughout the paper. In Section II we mathematically formulate the problem of computing the optimal consensus weights. In Section III we propose our algorithm to locally compute these optimal weights. We also state our main result which proves the convergence of this algorithm. The proof of the result is deferred to the appendix. In Section IV we present some numerical examples to illustrate the convergence of our algorithm and to compare its performance with the Metropolis weights. Finally, we give some concluding remarks in Section V.

B. Notation

All vectors are of length $n$ and all matrices are of size $n \times n$. $\mathbf{1}$ is the vector $[1 \ldots 1]^T$ of all ones. $e_i$ is the $i^{th}$ standard basis vector with 1 as the $i^{th}$ entry and zeros elsewhere. For a vector $x: x_i$ or $(x)_i$ denotes its $i^{th}$ element, $||x||$ denotes its 2-norm. For a matrix $A$: $\rho(A)$ denotes its spectral radius or the maximum absolute eigenvalue, $||A||_2$ denotes its induced 2-norm or the maximum singular value, $||A||_F$ denotes its Frobenius norm, $A_{ij}$ or $(A)_{ij}$ denotes its $(i,j)^{th}$ element, $\text{Tr}(A)$ denotes its trace, $A > 0$ denotes $A_{ij} > 0$ for all $(i,j)$. For a set $B$, $|B|$ denotes its cardinality. For a function $f: \mathbb{R}^n \rightarrow \mathbb{R}$, $(\partial/\partial x)f = [(\partial/\partial x_1)f \ldots (\partial/\partial x_n)f]^T$ denotes the gradient of $f$ with respect to the vector $x \in \mathbb{R}^n$. For a function $f: \mathbb{R}^{n \times n} \rightarrow \mathbb{R}$,

$$(\partial/\partial X)f = \left[ (\partial/\partial X_{11})f \ldots (\partial/\partial X_{1n})f \\
\vdots \quad \vdots \\
(\partial/\partial X_{n1})f \ldots (\partial/\partial X_{nn})f \right]$$

denotes the gradient of $f$ with respect to the matrix $X \in \mathbb{R}^{n \times n}$.

II. Problem Formulation

A. The average consensus problem

Consider a set $V = \{1, \ldots, n\}$ of $n$ agents, each having a scalar initial value $x_i(0) \in \mathbb{R}, i \in \{1, \ldots, n\}$. Assume that the inter-agent communication is governed by an undirected, connected graph $G = (V,E)$, where $E$ is the set of all undirected edges of $G$. In other words, agents $i$ and $j$ can exchange values with each other if and only if $(i,j) \in E$. Note that an agent always knows its own value, hence, for the ease of notation, we assume that $(i,i) \in E$ for all $i \in \{1, \ldots, n\}$. Let $N_i = \{j \in V : (i,j) \in E\}$ be the set of all neighbours of agent $i$.

We want the agents to reach average consensus, i.e., each agent must compute the average $x_{\text{avg}}(t) = (1/n) \sum_{i=1}^{n} x_i(0)$ of the initial values in a distributed manner by communicating only with its neighbours. We consider the distributed linear iterative protocol where each agent $i$ updates its value as

$$x_i(t+1) = W_{ii}x_i(t) + \sum_{j \in N_i} W_{ij}x_j(t), \quad i \in \{1, \ldots, n\},$$

where $t \in \{0, 1, 2, \ldots \}$ is the time and $W_{ij}$ is the weight assigned by agent $i$ to agent $j$’s value. Due to the communication constraint imposed by the graph, we fix $W_{ij} = 0$ if $(i,j) \notin E$.

Remark 1. Note that since the graph $G$ is undirected, $(i,j) \in E$ implies $W_{ij}$ and $W_{ji}$ can both be nonzero. However, they can take different values in general.

Now, the protocol (1) can be written as

$$x(t+1) = Wx(t),$$

where $W \in \mathbb{R}^{n \times n}$ is called the weight matrix and $x(t) = [x_1(t) \ldots x_n(t)]^T \in \mathbb{R}^n$ is the vector of agent values at time $t$. We refer to (2) as the consensus protocol. Let $\bar{x} = x_{\text{avg}}(0)\mathbf{1}$ be the vector with $x_{\text{avg}}(0)$ as all its entries. From (2), we have $x(t) \rightarrow W^tx(0)$. Thus, the agents reach average consensus, i.e., $\lim_{t \rightarrow \infty} x(t) = \bar{x}$ if and only if

$$\lim_{t \rightarrow \infty} W^t = \mathbf{1}\mathbf{1}^T/n.$$  \text{(3)}

Following result from [6] gives a necessary and sufficient condition for (3) to be true.
Proposition 1. \cite{6} The consensus protocol \cite{2} reaches average consensus, i.e., $\lim_{t \to \infty} x(t) = \bar{x}$ if and only if
\[ W1 = 1, \quad W^T1 = 1, \quad \rho(W - 11^T/n) < 1. \tag{4} \]

Note that the weights $W_{ij}$ are allowed to be negative in general. Condition \cite{4} ensures that in the consensus protocol given by \cite{2}:
- the average $1^T x(t) / n$ of the agent values is invariant across time $t$,
- any vector in the ‘agreement space’, i.e., in the span of 1, is invariant with respect to $W$,
- all eigenvalues of $W$ other than the eigenvalue 1 are strictly inside the unit circle.

Given that $W$ satisfies \cite{4}, Proposition \cite{1} guarantees $\lim_{t \to \infty} x(t) = \bar{x}$. We are interested in maximizing the rate at which this convergence occurs.

B. Optimal weights

Define $e(t) = x(t) - \bar{x}$ as the consensus error. Then, from the consensus protocol \cite{2}, we can write the dynamics of the consensus error as
\[ e(t + 1) = (W - 11^T/n)e(t). \tag{5} \]

Now, one way to characterize the rate of convergence of the consensus protocol is by the spectral radius $\rho(W - 11^T/n)$. This quantity is the largest absolute eigenvalue of $W$ other than the eigenvalue 1. It is called the asymptotic convergence factor \cite{6}. The weight matrix $W$ which gives the best asymptotic convergence factor can be found by solving the optimization problem
\[
\begin{align*}
\text{minimize} & \quad \rho(W - 11^T/n) \\
\text{subject to} & \quad W1 = 1, \quad W^T1 = 1, \\
& \quad W_{ij} = 0, \quad (i, j) \notin E,
\end{align*}
\]

where the constraint
\[ W_{ij} = 0, \quad (i, j) \notin E \tag{6} \]

is the topological constraint imposed by the graph $G$. It is known that $\rho(W - 11^T/n)$ is in general a non-convex function of $W$ and hence \cite{1} is a hard problem to solve \cite{17}.

We replace the objective function $\rho(W - 11^T/n)$ in \cite{1} by the convex function $\|W - 11^T/n\|$. By definition of the induced matrix norm, we have
\[ \|W - 11^T/n\| = \sup_{e(t) \neq 0, t \geq 0} \frac{\|e(t + 1)\|}{\|e(t)\|}, \tag{7} \]
i.e., $\|W - 11^T/n\|$ captures the worst case one-step increase in the consensus error. Hence, $\|W - 11^T/n\|$ is known as the per-step convergence factor \cite{6}. Now, consider the convex problem
\[
\begin{align*}
\text{minimize} & \quad \|W - 11^T/n\| \\
\text{subject to} & \quad W1 = 1, - W^T1 = 1, \\
& \quad W_{ij} = 0, \quad (i, j) \notin E.
\end{align*}
\]

We denote a solution of \cite{2} by $W^*$. Note that since $W \neq W^*$ in general (refer Remark \cite{1}), we have $\rho(W - 11^T/n) \leq \|W - 11^T/n\|$. We show that if the graph $G$ is connected, then $W^*$ satisfies $\rho(W^* - 11^T/n) < 1$.

Lemma 1. The weight matrix $W^*$ obtained by solving the convex problem \cite{2} satisfies the average consensus condition given in \cite{4}.

The proof of Lemma \cite{1} is given in Appendix \cite{C}. Henceforth, we refer to $\|W - 11^T/n\|$ as simply the convergence factor of $W$. Thus, $W^*$ is a weight matrix which achieves consensus and gives an optimal convergence factor for the consensus protocol. Due to the topological constraint $W_{ij} = 0, (i, j) \notin E$, solving \cite{2} requires the knowledge of the entire graph $G$. Thus, \cite{2}, in its original form, can only be solved in a ‘centralized manner’. We later propose to solve the problem in a distributed manner using ADMM.

C. Locally calculated weights

Distributed algorithms require that each agent computes the average $x_{\text{avg}}(0)$ using only local information from its neighbours. In the same spirit, we would want each agent $i$ to calculate its optimal weights $\{W^*_{ij}, j = 1, \ldots, n\}$ locally, without the knowledge of the entire graph. Before looking at the problem of locally computing the optimal weights, we look at a set of weights, which, although not optimal, can be computed locally.

Consider the set of weights called the local degree weights or the Metropolis weights. We denote the matrix of these weights by $W_M$. For each agent $i \in \{1, \ldots, n\}$, let
\[ (W_M)_{ij} = \begin{cases} 
0, & (i, j) \notin E, \\
\min \left\{ \frac{1}{1 + |N_i|}, \frac{1}{1 + |N_i|^2} \right\}, & (i, j) \in E, i \neq j, \\
1 - \sum_{j \in N_i} (W_M)_{ij}, & i = j.
\end{cases} \tag{8} \]

Intuitively, with these weights used in the consensus protocol, the information of an agent carries more weight if it has few neighbours. This should speed up the propagation of the information of the not-so-well-connected agents in the network, which will improve the overall rate of convergence of the entire network. These weights are widely used since they are simple to calculate and can be shown to achieve average consensus \cite{1}. However, as we shall see later through a numerical example, the convergence factor of $W_M$ can be significantly poor than $W^*$. Our aim is to give a method for computing weights locally, whose convergence factor is optimal.

Problem 1. Given an undirected graph $G = (V, E)$, derive a method such that each agent $i \in \{1, \ldots, n\}$ can determine its set of weights $\{W_{ij}, j = 1, \ldots, n\}$ knowing only its neighbour set $N_i$ such that the weight matrix $W$
1) satisfies the average consensus condition given in \cite{4} and
2) has an optimal convergence factor, i.e.,
\[ \|W - 11^T/n\| = \|W^* - 11^T/n\|, \]
where $W^*$ is a solution of \cite{2}.

We propose a solution to Problem \cite{1} by solving \cite{2} in a distributed manner. We do this using the well-known
We now make some remarks on the algorithm. Implementation of problem (P3). This is done in Appendix A. Hence, to prove Theorem 1, formally stated below, its proof can be found in Appendix A. Theorem 1. Consider the n sequences of matrices \{W_i(k)\}_{k\geq 0}, i \in \{1, \ldots, n\}, where each sequence is generated by running Algorithm 1 in parallel on each agent i \in \{1, \ldots, n\}. Then, in the limit as k goes to infinity, all n matrices W_i(k), i \in \{1, \ldots, n\}
1) are equal, i.e.,
\lim_{k \to \infty} ||W_i(k) - W_j(k)|| = 0
for all i, j \in \{1, \ldots, n\},
2) satisfy the constraints of problem (P2) and
3) give an optimal convergence factor for the consensus protocol (P2), i.e.,
\lim_{k \to \infty} ||W_i(k) - 11^T/n|| = ||W^* - 11^T/n||
for all i \in \{1, \ldots, n\}, where W^* is a solution of the central problem (P2).

It is known that for a convex optimization problem having only equality constraints, the ADMM iterates converge to the optimal objective value and satisfy the constraints of the optimization problem in the limit as the number of iterations goes to infinity [15 Section 3.2.1]. Hence, to prove Theorem 1 all we need to show is that Algorithm 1 is an ADMM implementation of problem (P3). This is done in Appendix A. We now make some remarks on the algorithm.

### Algorithm 1 Calculating locally an estimate of the optimal weight matrix W* at agent i of the network G

#### Initialize:
\[ \rho > 0, W_i(0) = 0_{n \times n}, a_i(0) = 0_{n \times 1}, b_i(0) = 0_{n \times 1}, M_i(0) = 0_{n \times n} \]
Send \( W_i(0) \) to all neighbours \( j \in N_i \).
Receive \( W_j(0) \) from all neighbours \( j \in N_i \).

#### Iterate:
for \( k \geq 0 \) do

**Primal update:**
Evaluate \( W_i(k+1) \) as per (13).

**Exchange values:**
Send \( W_i(k+1) \) to all neighbours \( j \in N_i \).
Receive \( W_j(k+1) \) from all neighbours \( j \in N_i \).

**Dual update:**
\[ a_i(k+1) = a_i(k) + \rho(W_i(k+1)1 - 1) \]
\[ b_i(k+1) = b_i(k) + \rho(W_i(k+1)1^T - 1) \]
\[ M_i(k+1) = M_i(k) + \rho \sum_{j \in N_i} (W_i(k+1) - W_j(k+1)) \]

end for

**Remark 2.** (Convergence of the primal variable sequences) ADMM does not guarantee convergence of the primal variables [13 Section 3.2.1]. In the context of Theorem 1 this implies that, in general, \( \lim_{k \to \infty} W_i(k) \) may not exist. However, this does not affect the practical application of our result since we are only interested in a weight matrix \( W \) which satisfies the constraints of (P2) and gives an optimal convergence factor.

**Remark 3.** (Stopping criterion for Algorithm 1) A stopping criterion for Algorithm 1 is derived in Appendix A. The criterion can be verified locally as follows. Each agent fixes an arbitrary, small number \( \epsilon > 0 \). At each iteration \( k \), the agent computes its ‘residual’ \( R_i(k) \), which captures how far is the agent’s estimate \( W_i(k) \) from the optimal objective function value (see (20) further ahead for the definition of \( R_i(k) \)). The agent is trying to minimize this residual. For a given iteration \( k \), we say the stopping criterion of agent \( i \) is satisfied if \( R_i(k) \leq \epsilon \). Note that for the smallest \( k \) for which the stopping criterion of agent \( i \) is satisfied, the agent can stop updating its variables and send the fixed value \( W_i \) to its neighbours as long as \( R_i(k) \leq \epsilon \) holds. We say that the stopping criterion for Algorithm 1 is satisfied if \( R_i(k) \leq \epsilon \) for all \( i \in \{1, \ldots, n\} \).

**Remark 4.** (Running Algorithm 1 in a distributed, parallel manner) We can verify that Algorithm 1 can indeed be executed in a distributed manner. Each agent \( i \) maintains a primal variable \( W_i(k) \) and dual variables \( a_i(k) \), \( b_i(k) \) and \( M_i(k) \) at each iteration \( k \). The penalty parameter \( \rho > 0 \) can be arbitrarily fixed by the agent, although a standard choice is \( \rho = 1 \). At each iteration, each agent updates its primal variable, exchanges the updated primal variables with its neighbours and updates its dual variables. Thus, Algorithm 1 can run in a distributed manner, where each agent has to exchange values only with its immediate neighbours.

From the primal update equation (13) of the algorithm, it is clear that to calculate \( W_i(k+1) \), agent \( i \) requires the \( W_j(k) \)
values only from the previous iteration of its neighbours. Hence, it does not have to wait for other agents to finish their updates before performing its update. Thus, Algorithm 1 can run in parallel across all agents.

Remark 5. (Information required in running Algorithm 1) To run Algorithm 1 on all agents, the agents have to initialize their set of primal and dual variables with the same dimensions across all agents. This requires that each agent must know the total number of agents $n$. Since this may not be possible, the agents can have a common upper-estimate of $n$ and initialize their variables as per this estimate.

Each agent $i$ also has to know which agents are its neighbours to incorporate the constraint $(W_i)_{ij} = 0, (i,j) \notin E$ in its primal update step (13). For this, all the agents should be indexed a priori and each agent must know its index. Then, in the first iteration of the algorithm, each agent can communicate with its neighbours to know their indices.

Next, we present some numerical examples to illustrate the convergence of Algorithm 1 and to compare our method with the centrally computed $W^*$ and the Metropolis weight matrix $W_M$.

IV. EXAMPLES

A. Fixed network

Fig. 1. A connected network of $n = 6$ agents

Fig. 2. Convergence of the agent values to the average of the initial values with the three weight matrices $W^*$, $W_M$ and $W_{admm}$ used in the consensus protocol for the network shown in Fig. 1.

We consider an undirected, connected network of $n = 6$ agents as shown in Fig. 1. For this network, we solve the centralized problem (P2) to get the optimal weight matrix $W^*$. Then, we compute the Metropolis weight matrix $W_M$ using (8).

Now, to calculate the weight matrix using our method, we run Algorithm 1 in parallel on all 6 agents using $\rho = 1/16$ as the penalty parameter, $\epsilon = 0.001$ for the stopping criteria. It was observed that the stopping criterion of Algorithm 1 was satisfied at $k = 48$ (refer Remark 3 for details on how to check the stopping criterion). We want to find the convergence factor of the consensus protocol (2) obtained using our method. For this, we define

$$W_{admm} = \begin{bmatrix} u_1^T \\ \vdots \\ u_n^T \end{bmatrix},$$

where $u_i \in \mathbb{R}^{n \times 1}$ is the $i$th row of $W_i$ (48). The convergence factors of $W_{admm}$ and other weight matrices are shown in Table I. It can be seen that the convergence factor of $W_{admm}$ is quite close to that of the centrally computed $W^*$ and is much better than that of $W_M$. Now, we run the consensus protocol using these different weight matrices. Consider the

Fig. 3. Convergence to zero of the consensus error with the three weight matrices $W^*$, $W_M$ and $W_{admm}$ used in the consensus protocol for the network shown in Fig. 1. It was observed that the error went below 0.1 at $t = 9$ for the centralized and ADMM methods, while the Metropolis weights required $t = 14$.

Fig. 4. Convergence of the objective functions maintained by the agents to the centralized optimal value $\|W^* - 11^T / n\|$ as Algorithm 1 progresses for the network shown in Fig. 1.

We solve all optimization problems using the MOSEK solver in YALMIP toolbox on MATLAB.

$^2$This value of $\rho$ was observed to give faster convergence of Algorithm 1 for our examples.
randomly generated initial agent values given by $x(0) = [70.6046, 3.1833, 27.6923, 4.6171, 9.7132, 82.3458]^T$. Their average is $x_{\text{avg}}(0) = 33.0260$. Fig. 2 shows that the agents reach consensus to this average value using each of the three weight matrices. Fig. 3 shows that for the centralized and ADMM methods, the consensus error $e(t) = x(t) - \bar{x}$ decays at almost the same rate, while the decay is slower for the Metropolis weights.

Next, we illustrate the convergence of Algorithm 1 used in calculating $W_{\text{admm}}$. Fig. 4 shows the convergence of the objective functions maintained by each agent to the centralized optimal value $||W^* - 11^T/n|| = 0.4492$. This illustrates Statement 3 of Theorem 1. Fig. 5 shows the convergence to zero of the maximum residual at each agent as defined in (26). Intuitively, the maximum residual $R_t(k)$ of agent $i$ captures how far is the objective function value $||W_i(k) - 11^T/n||$ maintained by the agent from the optimal objective value $||W^* - 11^T/n||$ (refer Appendix B for details on the maximum residual). Comparing Fig. 5 with Fig. 4, we can observe that the objective functions are close to the optimal value when the residuals are close to zero. This asserts that our choice of the stopping criterion as derived in Appendix B is a good one.

**B. New agents enter a network: ADMM live — a variation of Algorithm 1**

In the previous example, we compared the convergence factor of $W_{\text{admm}}$ with the centralized $W^*$ and the Metropolis $W_M$ and observed that the performance of $W_{\text{admm}}$ is better than $W_M$. However, Algorithm 1 requires some iterations of communication and computation in finding $W_{\text{admm}}$ in a distributed manner. While certain applications do have some initial buffer time to compute the weights, few applications might not have this. For such cases we propose the following variation where at each iteration of Algorithm 1 we employ the consensus protocol (2) using the latest available weights. More specifically, for each iteration $k \geq 0$, define

$$\hat{W}_{\text{admm}}(k) = \begin{bmatrix} w_1(k)^T \\ \vdots \\ w_n(k)^T \end{bmatrix},$$

where $w_i(k) \in \mathbb{R}^{n \times 1}$ is the $i$th row of $W_i(k)$. Note that for small values of $k$, the matrix $\hat{W}_{\text{admm}}(k)$ may not satisfy the constraint

$$\hat{W}_{\text{admm}}(k) \mathbf{1} = \mathbf{1}, \quad \hat{W}_{\text{admm}}(k)^T \mathbf{1} = \mathbf{1}. \quad (9)$$

However, it is necessary that a weight matrix satisfies this constraint at each instant of time for the agents to achieve average consensus using the consensus protocol (refer Proposition 1).
At time $t = 0$, suppose there are 6 agents connected by the same network as shown in Fig. 1. Now, at $t = 30$, three new agents enter the network as shown in Fig. 6. Suppose these new agents have 'initial values' $x_7(30) = 80.0559$, $x_8(30) = 74.5847$, $x_9(30) = 52.1186$. Now, the new average value of the 9 agents is $x_{avg}(0) = 44.9906$. Then, all the agents must compute a set of weights which involve these new agents and reach consensus to the new average value. The evolution of the agent values using the Metropolis $W_M$ and ADMM live is shown in Fig. 4. Note that the centralized method is not capable of dynamically computing new weights after a change in the network topology. Hence, we compare ADMM live with the Metropolis weights, both of which can handle a change in network topology since they compute weights locally. In Fig. 4, the agents try to reach consensus initially, until new agents enter the network at $t = 30$. At this point, all agents compute a new set of weights and reach the new average value asymptotically. Fig. 8 shows the convergence error for the two methods. It is observed that since the convergence factor of the weights obtained by ADMM live converges to the optimal value, the error goes to zero faster than with the Metropolis $W_M$. In Fig. 9, we compare this changing convergence factor with the that of the fixed Metropolis weights. We can see that the convergence factor given by ADMM live is smaller than the Metropolis weights for most of the time. In fact, it can be observed from the figure that just after a few steps (at $k = 6$), the convergence factor of ADMM live starts outperforming that of the Metropolis weights. Also, this value approaches the optimal value given by the centralized optimal solution $W^*$. Hence we observe that the performance of ADMM live is better than that of Metropolis.

C. Average computation time of Algorithm 7

We analyze what is the average number of iterations required for Algorithm 1 to satisfy its stopping criterion. For this, we construct a set of Erdos-Renyi (ER) random graphs. Each graph has $n = 10$ nodes and an edge probability of $p$.
One of the reasons for this is that for any agent of the algorithm, \( X \) standard ADMM algorithm for (P4). Note that the constraints is the penalty parameter and result is shown in Fig. 10. It can be seen that for denser graphs (larger \( p \)), the algorithm converges faster.

Next, we give some concluding remarks.

V. Conclusion

We proposed a method for agents in a network to locally compute a set of weights for the discrete-time distributed average consensus protocol. The weights are computed through an iterative algorithm derived from ADMM. The algorithm requires each agent to maintain and update a set of variables by solving an optimization problem and by exchanging these variables with its neighbours. We showed that the convergence factor of the consensus protocol with these locally computed weights converges to the optimal value given by the centralized solution. Through a numerical example, we showed that these weights perform better than the locally computed Metropolis weights in terms of the convergence factor.

Appendix A

Proof of Theorem 1

We have to show that Algorithm 1 is an ADMM implementation of problem (P3).

Remark 6. Note that if we try to solve problem (P3) directly using ADMM, although the ADMM algorithm can run in a distributed manner, the \( W_i(k+1) \) updates will have to be performed ‘serially’ across different agents, i.e., agent \( i \) would have to wait for agents 1, \ldots, \( i-1 \) to update their values before it can perform its update. This is because the \( W_i \)’s corresponding to different agents appear in the same constraint \( W_i = W_j, (i,j) \in E \) in problem (P3).

To overcome the issue stated in Remark 6 and to enable ‘parallel’ implementation of ADMM, we introduce dummy variables \( X_{ij}, X_{ji} \) for each \((i,j) \in E\) in (P3). Now, we get

\[
\text{minimize} \sum_{i=1}^{n} \frac{|W_i - 11T/n|}{n} \quad (P4)
\]

subject to

\[
W_i 1 = 1, \quad W_i^T 1 = 1, \quad i \in \{1, \ldots, n\},
\]

\[
(W_i)_{ij} = 0, \quad (i,j) \notin E, \quad i \in \{1, \ldots, n\},
\]

\[
W_i = X_{ij}, \quad W_j = X_{ji}, \quad X_{ij} = X_{ji}, \quad (i,j) \in E.
\]

Thus, the \( W_i \)’s corresponding to different agents have now been ‘decoupled’. Above problem is equivalent to (P5). To solve this problem using ADMM, we define the augmented Lagrangian for the problem as given in (11). Here, \( \rho > 0 \) is the penalty parameter and \( a_i, b_i, C_{ij}, D_{ij} \) are the dual variables for the respective constraints. Algorithm 2 is the standard ADMM algorithm for (P4). Note that the constraints \( X_{ij} = X_{ji}, (i,j) \in E \) and \( (W_i)_{ij} = 0, (i,j) \notin E \) have not been dualized but are incorporated in the primal update steps of the algorithm.

Algorithm 2 in its original form cannot be run in parallel. One of the reasons for this is that for any agent \( i \), the \( W_i(k+1) \) update is the argmin of \( L_\rho \) evaluated at \( W_i = W_i(k+1), \ldots, W_{i-1} = W_{i-1}(k+1) \). Thus, agent \( i \) has to wait for the ‘previous agents’ to perform their updates and hence the issue mentioned in Remark 6 still exists. However, due to our introduction of \( X_{ij} \), \( X_{ji} \)’s, with some algebraic manipulations, we can show that Algorithm 1 and Algorithm 2 are equivalent. The former can be executed in a parallel manner as argued in Remark 4.

Lemma 2. Algorithm 1 is equivalent to Algorithm 2

Proof. We will simplify the primal and dual update steps in Algorithm 2 to arrive at Algorithm 1.

Consider an arbitrary \((i,j) \in E\). The primal update \( X_{ij}(k+1) \) can be evaluated by equating the gradient of \( L_\rho \) with respect to \( X_{ij} \) to zero. We enforce the constraint \( X_{ij} = X_{ji} \) when evaluating the gradient. This gives the following equation.

\[
-C_{ij}(k) - D_{ij}(k) + \rho (X_{ij}(k+1) - W_i(k+1)) + X_{ij}(k+1) - W_{ij}(k+1) = 0
\]

This implies

\[
X_{ij}(k+1) = X_{ji}(k+1)
\]

\[
= \frac{C_{ij}(k) + D_{ij}(k)}{2\rho} + \frac{W_i(k+1) + W_{ij}(k+1)}{2}.
\]
Augmented Lagrangian:
\[ L_{\rho} = \frac{1}{n} \sum_{i=1}^{n} \|W_i - 11^T/n\| + \sum_{i=1}^{n} a_i^T(W_i 1 - 1) + \sum_{i=1}^{n} b_i^T(W_i 1 - 1) + \sum_{(i,j) \in E} \left[ \text{Tr}((W_i - X_{ij})^T C_{ij}) + \text{Tr}((W_j - X_{ji})^T D_{ij}) \right] + \frac{\rho}{2} \left[ \sum_{i=1}^{n} (\|W_i 1 - 1\|^2 + \|W_i 1 - 1\|^2) + \sum_{(i,j) \in E} (\|W_i - X_{ij}\|^2 + \|W_j - X_{ji}\|^2) \right] \]
(11)

Update rule in Algorithm 2
\[ W_i(k + 1) = \arg\min_{W_i:W_i=-,0,(i,j) \notin E} \left\{ \frac{1}{n} \|W_i - 11^T/n\| + a_i(k)^T(W_i 1 - 1) + b_i(k)^T(W_i 1 - 1) + \text{Tr}(W_i^T C_{ij}(k)) + \frac{\rho}{2} \left[ \|W_i 1 - 1\|^2 + \|W_i 1 - 1\|^2 + \sum_{j \in N_i} \left\| W_i - \frac{W_j(k) + W_i(k)}{2} \right\|^2 \right] \right\} \]
(12)

Update rule in Algorithm 1
\[ W_i(k + 1) = \arg\min_{W_i:W_i=-,0,(i,j) \notin E} \left\{ \frac{1}{n} \|W_i - 11^T/n\| + a_i(k)^T(W_i 1 - 1) + b_i(k)^T(W_i 1 - 1) + \text{Tr}(W_i^T M_i(k)) + \frac{\rho}{2} \left[ \|W_i 1 - 1\|^2 + \|W_i 1 - 1\|^2 + \sum_{j \in N_i} \left\| W_i - \frac{W_j(k) + W_i(k)}{2} \right\|^2 \right] \right\} , \]
(13)

where \( M_i(k) = \sum_{j \in N_i} C_{ij}(k) \).

Substituting these in the dual updates (14), (15), we have
\[ C_{ij}(k + 1) = C_{ij}(k) + \rho \left( \frac{W_i(k + 1) - W_j(k + 1)}{2} - \frac{C_{ij}(k) + D_{ij}(k)}{2\rho} \right) \]
(18)
\[ D_{ij}(k + 1) = D_{ij}(k) + \rho \left( \frac{W_j(k + 1) - W_i(k + 1)}{2} - \frac{C_{ij}(k) + D_{ij}(k)}{2\rho} \right) \]
(19)

Adding the above two equations, we get
\[ C_{ij}(k + 1) + D_{ij}(k + 1) = 0. \]

Initializing \( C_{ij}(0) = D_{ij}(0) = 0 \) implies
\[ C_{ij}(k) + D_{ij}(k) = 0 \]
(20)
for all \( k \geq 0 \). Substituting this back in (18), (19) gives
\[ C_{ij}(k + 1) = C_{ij}(k) + \rho \left( \frac{W_i(k + 1) - W_j(k + 1)}{2} \right) \]
(21)
\[ D_{ij}(k + 1) = D_{ij}(k) + \rho \left( \frac{W_j(k + 1) - W_i(k + 1)}{2} \right) \]
(22)

Further, substituting \( C_{ij}(k) + D_{ij}(k) = 0 \) in (17) gives
\[ X_{ij}(k + 1) = X_{ij}(k + 1) = \frac{W_i(k + 1) + W_j(k + 1)}{2} \]
(23)

Here, in finding the argmin of \( L_{\rho} \), we have ignored those terms in \( L_{\rho} \) which are independent of \( W_i \).

Now, in (12), we can substitute \( X_{ij}(k) \) from (23). Further, we can simplify the term \( \sum_{j \in N_i} \text{Tr}(W_i^T C_{ij}(k)) \) as follows. Define \( M_i(k) = \sum_{j \in N_i} C_{ij}(k) \). Then,
\[ M_i(k + 1) = \sum_{j \in N_i} C_{ij}(k + 1) \]
\[ = \sum_{j \in N_i} \left[ C_{ij}(k) + \rho \left( \frac{W_i(k + 1) - W_j(k + 1)}{2} \right) \right] \]
\[ = M_i(k) + \rho \sum_{j \in N_i} \left( \frac{W_i(k + 1) - W_j(k + 1)}{2} \right) \]

and \( \sum_{j \in N_i} \text{Tr}(W_i^T C_{ij}(k)) = \text{Tr}(W_i^T M_i(k)) \). Thus, \( W_i(k + 1) \) can be computed as given in (13).

In conclusion, going from Algorithm 2 to Algorithm 1, the primal variables \( X_{ij}(k) \), \( X_{ji}(k) \) are no longer required to be maintained explicitly. Further, the dual variables \( C_{ij}(k) \), \( D_{ij}(k) \) have been combined into \( M_i(k) \). The other dual variables \( a_i(k) \), \( b_i(k) \) remain unchanged.

\[ \square \]

**Appendix B**

**Stopping criterion for Algorithm 1**

We derive a stopping criterion for Algorithm 1. A good stopping criterion for the ADMM of a constrained optimization problem is when the optimality conditions of the problem are satisfied with some tolerance [15]. The optimality conditions
for problem \([P4]\) are that the gradient of the \textit{unaugmented} Lagrangian \(L_0 (\rho = 0 \text{ in } (11))\) with respect to the primal variables \(W_i\) and \(X_{ij}\) must be zero and the constraints must be satisfied, i.e., for all \(i \in \{1, \ldots, n\}\),

\[
\frac{\partial}{\partial W_i} L_0 = 0, \quad \frac{\partial}{\partial X_{ij}} L_0 = 0, \quad j \in N_i,
\]

\[
W_i 1 = 1, \quad W_i^T 1 = 1,
\]

\[
(W_{ij})_{ij} = 0, \quad j \notin N_i, \quad W_i = W_j, \quad j \in N_i.
\]  \hfill (24)

We check under what conditions do the primal and dual variables in Algorithm 2 satisfy these conditions.

First, we show that the conditions \((\partial/\partial W_i) L_0 = 0\) and \((\partial/\partial X_{ij}) L_0 = 0\) are always satisfied by the primal and dual variable iterates \(W_i(k+1), a_i(k+1), b_i(k+1), C_{ij}(k+1), D_{ij}(k+1)\) for all \(k \geq 0\).

By definition of \(W_i(k+1)\) as given in Algorithm 2 we know that \(W_i(k+1)\) minimizes \(L_\rho\) given in (11). Hence, \((\partial/\partial W_i) L_\rho\) evaluated at \(W_i = W_i(k+1)\) must be zero. This means

\[
\frac{\partial}{\partial W_i} \left( \frac{1}{n}||W_i - 11^T/n|| \right)_{W_i = W_i(k+1)} + a_i(k) 1^T + 1b_i(k) 1^T + \sum_{j \in N_i} C_{ij}(k) + \rho \left[ (W_i(k+1) 1 - 1) 1^T + 1(W_i(k+1)) 1 - 1 \right] + \sum_{j \in N_i} (W_i(k+1) - X_{ij}(k)) = 0.
\]

From the dual update equations \(a_i(k+1), b_i(k+1), C_{ij}(k+1)\) as given in Algorithm 2 we can combine some terms in the above equation to get

\[
\frac{\partial}{\partial W_i} \left( \frac{1}{n}||W_i - 11^T/n|| \right)_{W_i = W_i(k+1)} + a_i(k+1) 1^T + 1b_i(k+1) 1^T + \sum_{j \in N_i} C_{ij}(k+1) = 0.
\]

Above is precisely the condition \((\partial/\partial W_i) L_0 = 0\) evaluated at \(W_i(k+1), a_i(k+1), b_i(k+1), C_{ij}(k+1)\). Thus, \((\partial/\partial W_i) L_0 = 0\) is always satisfied by the primal and dual variable iterates.

Now, consider the second condition \((\partial/\partial X_{ij}) L_0 = 0\). Evaluating the gradient of \(L_0\), with the constraint that \(X_{ij} = X_{ji}\), this condition can be written as \(C_{ij} + D_{ij} = 0\). From (20), we know that this is true for \(C_{ij}(k), D_{ij}(k)\) for all \(k \geq 0\). Thus, \((\partial/\partial X_{ij}) L_0 = 0\) is always satisfied by the primal and dual iterates of the algorithm.

Thus, from the optimality conditions (24), only the constraint conditions \(\text{not} \) satisfied by the itertes of the variables in Algorithm 2. Define the residuals of the constraints as

\[
\begin{align*}
\quad r^1_i (k) & = ||W_i(k) 1 - 1||/\sqrt{n}, \\
r^2_i (k) & = ||W_i(k)^T 1 - 1||/\sqrt{n}, \\
r^3_{ij} (k) & = ||W_i(k) - W_j(k)||r/n, \quad j \in N_i, \\
r^4_{ij} (k) & = ||W_i(k)_{ij}||, \quad j \notin N_i,
\end{align*}
\]

for all \(i \in \{1, \ldots, n\}\). Here, we have divided by \(n\) or \(\sqrt{n}\) to compensate for the dimension of the quantity inside the norm. Now, we define the maximum residual at agent \(i\) as

\[
R_i(k) = \max\{r^1_i (k), r^2_i (k), r^3_{ij} (k), r^4_{ij} (k) : j \in N_i\}.
\]  \hfill (26)

Then, the optimality conditions (24) are satisfied with an \(\epsilon\) tolerance for some \(k\) if

\[
R_i(k) \leq \epsilon \quad \text{for all } i \in \{1, \ldots, n\}.
\]  \hfill (27)

This is the stopping criterion for Algorithm 2. Remark 3 explains how this stopping criterion is used in the algorithm.

\section*{Appendix C}

\textbf{Proof of Lemma 1}

First, we recall the definition of a primitive matrix.

\textbf{Definition 1.} A non-negative matrix \(W\) is said to be primitive with index \(m \geq 1\) if \(W^m > 0\).

Primitive matrices are a special class of matrices which have all but one eigenvalue strictly within the circle described by the spectral radius of the matrix. We make use of this fact whose proof can be found in \cite{24} (8.3.16).

\textbf{Proposition 2.} \cite{24} Suppose \(W\) is a non-negative matrix which satisfies \(W^1 = 1, W^T 1 = 1\). Then, \(W\) is primitive if and only if \(\rho(W - 11^T/n) < 1\).

Given that the graph \(G\) is connected, using the above result, we now construct a weight matrix \(W\) which satisfies the consensus condition (4). We will use this result to prove Lemma 1.

\textbf{Lemma 3.} Given \(G\) is a connected graph, consider a non-negative weight matrix \(W\) which satisfies

\[
W^1 = 1, \quad W^T 1 = 1, \quad W_{ij} > 0, \quad (i, j) \in E.
\]  \hfill (28)

Then, \(\rho(W - 11^T/n) < 1\).

\textbf{Proof.} We prove this result by showing that \(W\) is a primitive matrix, i.e., we show that \(\exists m \geq 1\) such that \(W^m > 0\).

For a given pair of nodes \((i, j)\), consider any \(m_{ij} \geq 2\). Then,

\[
(W^{m_{ij}})_{ij} = \sum_{l_1=1}^{n} \sum_{l_2=1}^{n} \cdots \sum_{l_{m_{ij}-1}=1}^{n} W_{il_1} W_{il_2} \cdots W_{il_{m_{ij}-1}}.
\]

Note that for \(m_{ij} = 1\), \((W^{m_{ij}})_{ij} = W_{ij}\). Thus, \((W^{m_{ij}})_{ij}\) is the sum of the product of weights of all edges which are part of all paths of length at most \(m_{ij}\) between nodes \((i, j)\) of the given graph. Since the graph \(G\) is connected, there is a path (of length at most \(n - 1\)) between every pair of nodes \((i, j)\), i.e., for all \((i, j) \in \{1, \ldots, n\}^2\), \(\exists m_{ij} \in \{1, \ldots, n - 1\}\) such that \((W^{m_{ij}})_{ij} > 0\). Hence, we can conclude that \(W^{n-1} > 0\), i.e., \(W\) is primitive with an index of (at most) \(n - 1\).

Now, by Proposition 2 we have \(\rho(W - 11^T/n) < 1\).
to show that $||W^T - 11^T/n|| < 1$. Moreover, since $W^*$ is the optimal value of $\{P2\}$, it is sufficient to show that, given $G$ is connected, $\exists W \in \mathbb{R}^{n \times n}$ which satisfies the constraints

$$W1 = 1, \quad W^T 1 = 1, \quad W_{ij} = 0, \quad (i, j) \notin E$$

of $\{P2\}$ such that $||W - 11^T/n|| < 1$. We construct such a $W$ as follows. Consider a $W$ which satisfies the condition (28). Then, we have

$$||W - 11^T/n||^2 = \rho((W - 11^T/n)(W - 11^T/n)^T)$$

$$= \rho(WW^T - 11^T/n).$$

It is easy to verify that $WW^T$ also satisfies the condition (28). This implies, $\rho(WW^T - 11^T/n < 1$, which implies $||W - 11^T/n|| < 1$.
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