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Abstract—The focus of this work is to present a novel methodology for optimal distribution of a swarm formation on either side of an obstacle, when evading the obstacle, to avoid overpopulation on the sides to reduce the agents’ waiting delays, resulting in a reduced overall mission time and lower energy consumption. To handle this, the problem is divided into two main parts: 1) the disturbance phase: how to morph the formation optimally to avoid the obstacle in the least possible time in the situation at hand, and 2) the convergence phase: how to optimally resume the intended formation shape once the threat of potential collision has been eliminated. For the first problem, we develop a methodology which tests different formation morphing combinations and finds the optimal one, by utilizing trajectory, velocity, and coordinate information, to bypass the obstacle. For the second problem, we utilize a thin-plate splines (TPS) inspired temperature function minimization method to bring the agents back from the distorted formation into the desired formation in an optimal manner, after collision avoidance has been successfully performed. Experimental results show that, in the considered test scenario, the traditional method based on the shortest path results in 14.7% higher energy consumption as compared to our proposed approach.

I. INTRODUCTION

The study of the behaviour of a system comprising a large number of autonomous agents that interact amongst themselves as well as the environment is generally classified as swarm robotics [1], [2]. Study of swarms of UAVs (drones) has seen rising interest from research community due to their integration in diverse application fields, such as transportation [3], atmospheric research [4], surveillance [5], entertainment [6], and mapping in GPS-denied environments [7], due to their ability to work in collaborative and cooperative manner [8]. Navigation of a swarm of agents introduces several research challenges. Among these, the two most significant ones are formation maintenance and collision avoidance [9]. Collision avoidance systems are responsible for guiding an autonomous agent in order to safely and reliably avoid potential collisions with other agents in the swarm as well as with other objects in the environment [10]. Reducing energy consumption to increase mission life is another important research area in swarm robotics, focusing on a diverse set of topics, such as efficient decision making [11], minimization of travelling distance [12], energy efficient communication for swarm robot coordination [13], decreasing the usage of ranging sensors [14], and autonomous recharging [15]. Current approaches of minimizing the travelling distance while performing collision avoidance maneuvers may adversely impact energy efficiency of the swarm owing to congestion on narrow pathways. This serves as a key motivation for the approach proposed in this paper. As shown in Figure 1 and elaborated in Section 5, collision avoidance maneuvers focusing on time minimization of the swarm as a whole is a more effective method. When a swarm of autonomous drones encounters an obstacle(s), the agents take local decisions to perform collision avoidance maneuvers. Figure 2 shows an example scenario of a swarm with eight agents avoiding an obstacle using the two different approaches. The initial configuration is illustrated by agents in “blue” (Figure 2(a)). The cases illustrated are as follows: 1) swarm in distribution while performing collision avoidance using shortest path approach (Figure 2(b)), 2) the distribution of the swarm agents with the proposed approach (Figure 2(c)). The apparent answer to the collision avoidance problem is for each drone to select the nearest end of the obstacle and go round the corner as the optimum route, namely: the shortest path approach [16]. As exemplified in the aforementioned figure, the optimal formation disturbance for the swarm may not follow the shortest path rule, for example in Figure 2(b) if each agent moves towards the edge of the obstacle with respect to its own coordinates to follow the shortest path, it will take more time for the swarm to bypass the obstacle since the agents will have to slow down to avoid congestion from neighboring agents. On the other hand, if the agents follow the proposed optimal morphing configuration, illustrated in 2(c) the swarm distribution is done in a manner to minimize
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the overall time penalty. In order to avoid the congestion and resultant delays, some of the agents are directed to choose longer the routes in order to minimize the overall time taken by the swarm to pass the obstacle.

II. PROBLEM FORMULATION

The main motivation behind the proposed approach comes from the hypothesis that the selection of avoidance route may apparently be the shortest path whereas it may not be the optimal one. Therefore, the problem is how to avoid the obstacle in an efficient way, i.e., to minimize overall time required by the swarm to perform avoidance maneuver, without increasing the velocity significantly, i.e., aggressive acceleration. For example, for an individual agent selecting the nearest edge to bypass the obstacle may be optimum, but for the swarm as a whole it may not be. This is due to the fact that delays occur when the swarm has to deviate from its original trajectory to either avoid an obstacle or go through the available gap between the obstacles and the agents have to slow down, wait, or allow for other neighboring agents to go ahead or merge in the queue as shown in Figure 2(b). Now it is important to note here that if an obstacle, assuming obstacle is in detection range and both corners are visible, clearly extends towards one side of the swarm does not mean that going for the shortest path will provide optimal results, i.e., minimum time for the last agent to pass through. Here we are calculating the time from when the obstacle is detected till the last agent passes the center of the obstacle, which is our cost function.

To support this claim, we investigate three different scenarios where a swarm faces an obstacle in its way: the first scenario is when the obstacle is inline with the center of the swarm, the second is when the obstacle is to the left of the swarm, and the third is when the obstacle is to the right of the swarm. Figure 2 shows the timing result of these three scenarios. Here, the agents are divided into two groups, namely: Group 1 (N1) deviates from the left side and Group 2 (N2) deviates from the right side as shown in Figure 3. In this case, the swarm is composed of 8 agents, in a nested V-shaped formation as shown and the results are reported for: 1) Centered, when the obstacle’s center is inline with the center of the swarm, the optimal result obtained is when N1 and N2 both have 4 agents, it took the swarm 28 sec to pass the obstacle (as shown in Figure 1), 2) Left Shifted, when the obstacle’s center is shifted to left side w.r.t. the swarm’s center, the optimal result was acquired with 6 agents in N1 and 2 agents in N2, and 3) Right Shifted, when the obstacle’s center is shifted to right, the optimal timing for bypassing the obstacle is obtained, i.e., $t_{\text{min}} = 32\text{sec}$ with 2 agents in N1 and 6 agents in N2.

It is important to note here that even though it might be possible to reduce the delays by accelerating aggressively to minimize the time delay, however it has an adverse affect on the power consumption of the agent as the minimum power requirement changes [17]. Therefore, in the performed simulations, the agents maintain a velocity of $v_i$ whenever possible and are allowed to accelerate/decelerate linearly to $v_i \pm \delta$.

III. PROPOSED APPROACH

In this section, we describe the proposed Swarm Formation Morphing for Congestion Aware Collision Avoidance algorithm for a swarm of autonomous agents. The overall strategy is to combine the optimal formation morphing, in the presence of obstacles, to avoid overpopulation and the reformation mechanism facilitate the process of efficient navigation of the swarm, Figure 3. In the optimal formation morphing for avoidance maneuver, based on the number of obstacles, the population factors are evaluated for the agents of the swarm. Then using the population factor and the time these factors require for avoidance completion, agents are divided into different sets of groups. These set of
groups of agents nominate their own respective local leaders of the groups. Once the obstacle avoidance is successfully completed, the swarm at this point remains in the highest disturbed phase. In the convergence phase, thin-plate splines based reformation methodology is presented for bringing the agents back into the intended formation as optimally as possible. Where based on the position vectors, agents are mapped onto the desired formation positions in an optimal manner.

Algorithm 1 highlights the global routine of the proposed approach. As an initial assumption, it is considered that the mission is started with already maintained formation shape and the connection is established between the agents already. This top-level algorithm is executed by each agent locally, by utilizing its on-board processing unit. Algorithm 1 starts by checking and setting up the leader (global) for the swarm and then proceeds to connecting the follower agents with their respective leaders, if it has not been established yet (Line 2). Then based on the current state, i.e., position, of each agent in swarm, the Target Shape of the swarm is initialized (Line 3). Where Target Shape represents the future shape of the formation, i.e., the next shape, and tells the next target coordinates each agent should navigate towards.

Algorithm 1 Global Routine

1: procedure OBSH难度LE DETECTION & NAVIGATION()
2: Leader follower ID assignment;
3: Target Shape ← Initialize w.r.t. current state;
4: while (Detection, d, Dzone) ← Obstacle Detection( ) [Detection] do
5: Grouping process();
6: Leader assignment in local groups;
7: Collision avoidance();
8: end while
9: Reformation();
10: end procedure

After these initialization, the main loop begins (Lines 4-8), where Obstacle Detection is the first procedure that is executed (Line 4). In case, an obstacle is in the detection range, the procedure locally sets up the global Detection flag. If Detection == True, i.e., an obstacle was detected, a certain set of rules are executed (Lines 5-7). First the procedure Grouping Process() is called. This procedure is responsible for determining the optimal formation morphing configuration. By utilizing the information provided by Obstacle Detection(), i.e., number of obstacles, this procedure calculates the population factors and the respective times they require (approximately) to pass the obstacle, then the most optimal solution is chosen. Then based on the calculations and leader determination from the Grouping Process, leader assignment is done (line 6). Then the procedure Collision Avoidance is called to guide the agents reliably and safely away from the potential collisions (Line 7). And finally, the reformation procedure based on thin-plate spline is called to bring the agents back into the desired formation (Line 9). Its effect is only significant in case the formation has been distorted because of collision avoidance. The importance of point set registration in the reformation process is of significant importance as it is vital to do the mapping between the current and the expected shapes optimally and swiftly.

A. Obstacle Detection

The pseudo code for this procedure is specified in Algorithm 2, in which the agent scans for the presence of any objects continuously and the moment an object is detected by the on-board sensor system, the Detection flag is set to True (Lines 2-3). Then based on the sensor’s feedback, the calculation of the detected object’s parameters is done, i.e., the distance at which the object is detected and the angle to it (Line 4), as shown in Figure 4.

Algorithm 2 Obstacle Detection

1: procedure OBSTACLE DETECTION()
2: if Obstacle in DetectionRange then
3: Detection = True;
4: d_o ← Calculate the distance and angles to the obstacle;
5: D zone ← calculate the danger zone;
6: end if
7: end procedure

Considering the velocity at which the agent itself is travelling and the distance to the detected obstacle, the danger zone is defined, beyond which the collision is imminent and can not be avoided (Line 5). The danger zone is defined to adjust the velocities of the agents appropriately based on the braking distance of the agent, as elaborated in the equations below. We know the distance to the obstacle and the velocity of the agent, then the time to potential impact \( t_{imp} \) is calculated by:

\[
t_{imp} = \frac{d_{oi}}{v} \quad (1)
\]

where \( d_{oi} \) is the distance to the object(s) and \( v \) is the agent’s velocity. And the stopping distance is computed as follows:

\[
d_s = d_r + d_b \quad (2)
\]

Where \( d_s \), \( d_r \), and \( d_b \) are the stopping distance, reaction distance, and braking distance respectively. Braking distance \( (d_b) \) and reaction distance \( (d_r) \) are calculated as follows:

\[
d_b = \frac{v^2}{2gc_d} \quad (3)
\]

\[
d_r = vt_c \quad (4)
\]

Where \( g \) is the gravitational constant, \( c_d \) is the air drag coefficient, and \( t_c \) is the time it takes to compute or react.
B. Grouping Process

In this process, specified in Algorithm 3, the leader approximates by simulating the time to avoid the obstacle(s) for all the combinations of the agents by utilizing their respective velocities and coordinates. The number of obstacles \( \{\text{obsSet}\} \), in the vicinity, is used to calculate the population factor set \( \{\text{popfacSet}\} \), Line 2 in Algorithm 3. For instance, if there is one obstacle, then the population factor is two. The available number of population factors can be defined by the following relation:

\[ p_{f_i} = \text{obs}_i + 1 \]  

where \( p_{f_i} \) is the number of population factor and \( \text{obs}_i \) is the number of obstacles in Eq. 5. Then based on the population factor set and the penalty of time, i.e., the group configuration that requires minimum amount of time to pass the obstacle, the swarm is grouped into different set of groups \( \{\text{groupSet}\} \) is calculated (Line 3). Afterwards, \( \{\text{leaderSet}\} \) gets the leaders determined from the respective calculated groups, i.e., \( \{\text{groupSet}\} \) (Line 4).

Algorithm 3 Grouping Process

1: procedure GROUPING PROCESS()
2: \( \{\text{popfacSet}\} \leftarrow \text{Calculate population factor} \{\text{obsSet}\}; \)
3: \( \{\text{groupSet}\} \leftarrow \text{group} (\{\text{popfacSet}\}); \)
4: \( \{\text{leaderSet}\} \leftarrow \text{determine leader} (\{\text{groupSet}\}); \)
5: end procedure

C. Collision Avoidance

Algorithm 4 Collision Avoidance

1: procedure COLLISION AVOIDANCE()
2: while \( d_e < \text{Detection Range} \) do
3: if obstacle number > 1 then
4: \( \text{gap} \leftarrow \text{calculate the distance between obstacles}; \)
5: if \( \text{gap} < \text{dist}_{safe} \), then
6: \( \text{path planning(edges)}; \) \( \triangleright \) agent is aligned w.r.t. the gap
7: end if
8: else
9: \( \text{plan} \leftarrow \text{single obstacle}; \) \( \triangleright \) single obstacle scenario
10: \( \text{path planning(plan)}; \)
11: end if
12: end while
13: \( \text{Detection} = \text{false}; \)
14: end procedure

The pseudo code, in Algorithm 4, describes the collision avoidance procedure. This procedure is executed when the obstacle is detected and the calculated distance and angles suggest that continuing the trajectory will lead to a collision. It starts by checking if there were multiple obstacles detected (Line 3). In case, the detected obstacles are more than one, the available gap between the obstacles is then calculated (Line 4). If the gap is greater than the defined minimum safe distance (minimum allowed distance on either side of the agent’s dimensions), the agent is aligned to navigate through the obstacles (Lines 5-6). Otherwise, the obstacles are enveloped as one obstacle and path planning done accordingly to bypass a single obstacle. Or in case, only one obstacle was detected initially, path planning is performed, for a single obstacle, to bypass the obstacle (8-10). For aligning the agent to navigate through the gap between the obstacles and path planning, we utilized and implemented the technique presented in [18]. If the distance to the obstacle is no longer in the detection range, the control is returned to the global routine by resetting the Detection flag to False.

D. Reformation

We take inspiration from the technique presented in [9] and base the reformation function by utilizing point set registration [19], [20] that is based on a well known technique used to data interpolation and smoothing issues, i.e., thin-plate splines (TPS) [21]. The amount by which the formation is distorted is assessed by the energy function as shown in Eq. 6.

\[ E_{TPS}(f) = \sum_{i=1}^{n} \left| x_i - f(v_i) \right|^2 + \lambda \iint \left( \frac{\partial^2 f}{\partial x^2} \right)^2 + 2\left( \frac{\partial^2 f}{\partial x \partial y} \right)^2 + \left( \frac{\partial^2 f}{\partial y^2} \right) dx dy \]  

Where \( E_{TPS} \) is the energy function and \( \lambda \) is the scaling factor. Mapping a set of points to the corresponding point sets while keeping the intended formation under consideration, is handled by the integral part of the equation. Since, our intention is to only map one set of points over the other and without considering the distorted shape of the swarm, therefore in order to map the closest points we set the scaling factor \( \lambda \) to zero.

Algorithm 5 Reformation

1: procedure REFORMATION()
2: while Agents have not REACHED new coordinates do
3: \( \text{Next Location} = \text{Compute the next position of the swarm}; \)
4: \( \text{Agent(i)} = \text{Compute new coordinates for each agent}; \)
5: \( \text{TPS(Next Location)}; \) \( \triangleright \) Minimization of temperature func.
6: end while
7: end procedure

The overview of the TPS-based reformation function is provided in Algorithm 5. This procedure starts by computing the next, i.e., the future, location of each agent based on the present coordinates of the agents (Line 3). Then agents are assigned new coordinates based on the determined new location (Line 4). Then, to perform reformation as optimally as possible, these determined values are passed to the temperature minimization function based on TPS, for bringing the agents to their respective updated locations as optimally as possible (Line 5). As soon as every agent has reached its respective new location or coordinates, the control is returned to the global routine.

IV. SIMULATION & RESULTS

Assumptions and initial conditions considered in this work are defined as follows:
1) all agents are at the same altitude
2) agents accelerate or decelerate linearly
3) the position vectors of the agents are obtained by utilizing on-board localization techniques
4) the communication channel is ideal, i.e., without information loss and delays
the computational or reaction time of the agent is considered to be negligible, and the reaction distance \(d_r\) is zero.

For visualizing agents in the simulation, point mass particle model is used, therefore the point mass particle’s equations of motion are utilized in this work. SwarmLab: a MATLAB Drone Swarm Simulator [22] is used for visualization purposes (Figure 5).

The mission starts, Figure 5(a), with agents already in a defined nested V-shaped formation moving towards the destination in an open environment. Figure 5(b) shows the disturbed formation at Simulation time = 25s when the obstacle has been detected and the agents have started deviating to avoid the potential collision. In Figure 5(c) the formation disturbance is at maximum, the agents, grouped to avoid congestion on either side \(N_1, N_2\) while keeping the minimum safe distance from the obstacle and from each other, are bypassing the obstacle. As soon as the agents pass the obstacle, the second set of obstacles is detected by both groups locally. As shown in Figure 5(d), the agents divide themselves locally into further sub-groups \(N_{11}, N_{12}, N_{21}, N_{22}\) to avoid congesting either side. The agents in \(N_{12}\) and agents in \(N_{21}\) are navigating towards same route to bypass the obstacles. In this case, the agent farthest ahead takes precedence and in the similar manner they merge to form a queue formation to navigate through space between the obstacles. Figure 5(e) shows the swarm’s reformation once there is no obstacle in the detection range of the agents.

Fig. 5. Simulation snapshots. (a) beginning of the simulation. (b) time = 25s of the simulation. (c) time = 50s of the simulation, swarm navigating through the obstacles. (d) time = 70s, groups divided into further subgroups upon encountering another set of obstacles (e) towards end of simulation.

\(^1\)Group labelling is done for illustration and explanation purposes. Depending on the scenario, agents can be divided into several group and subgroup sets \{groupSet\}

The trace for the overall movement of the agents throughout the mission is shown in Figure 6, where morphing of the formation is visible, through a forest like environment. In the figure, the starting points/positions of the agents are denoted by a “diamond” shape and the final positions are denoted by a solid circle.

Figure 7 shows the average velocity of the swarm as a whole, Figure 8 shows the average distance maintained by the agents in the swarm; standard deviation of the velocity and distance is also plotted for reference. The non-aggressive variance in the average velocity is due to the fact that agents have to slow down to provide enough space for another agent, deviate to bypass the obstacle, slow down if the agent in front is slowing down (Figure 5(c)), and maintain tight queue formation while going through obstacles.

Fig. 6. Trace of Overall Movement of the Agents. Here starting locations of all the agents are represented by the diamond shape (○) and the final locations of the agents are represented by a dot shape (●).

\(^2\)In Figure 8, the solid red line shows the defined minimum safe distance in the performed experiment, which is the minimum distance agents maintain with each other in the disturbance phase, i.e., while performing collision avoidance. The peak at around \(t = 43s\), is due to the change in immediate
Employing the proposed approach, the total energy consumption of the swarm as a whole.

\[ E_{\text{total}} = \sum_{t=t_s}^{t_f} P(t) \Delta t \]  

(7)

Employing the proposed approach, the total energy consumed by the swarm was 54.111 kJ, whereas utilizing the shortest path algorithm the swarm consumed 62.084 kJ, resulting in 14.7% higher energy consumption.

V. CONCLUSIONS

In this paper, we present a methodology for finding an optimal solution to (1) avoid congestion that may happen in a swarm of autonomous agents while avoiding collisions with obstacles and to (2) bring the agents back into the desired formation shape after evading an obstacle. In the proposed method, an agent population control factor is considered in relation to the obstacle(s) in the vicinity, with a time constraint for the disturbance phase. In this approach, the leader of the swarm takes a centralized decision by utilizing the parameters of the agents (coordinates, velocities) and obstacles to find the population factor, and based on that the grouping configuration of the swarm is determined. Then it selects the group setup which provides the shortest overall congestion delay. Afterwards, in the convergence phase of the proposed methodology, a thin-plate splines based technique is utilized to optimally bring the agents back into the intended formation by mapping the closest agents to the nearest points of the desired formation. We demonstrated via simulations that by utilizing the congestion control approach we can minimize the delays, save time, and consequently minimize the overall energy consumption of the swarm.

In our future work, we aim to refine the proposed methodology by considering non-negligible computation times and communication delays in calculating realistic reaction distances.
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