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Abstract. In neuroscience, learning and memory are usually associated to long-term changes of neuronal connectivity. In this context, synaptic plasticity refers to the set of mechanisms driving the dynamics of neuronal connections, called synapses and represented by a scalar value, the synaptic weight. Spike-Timing Dependent Plasticity (STDP) is a biologically-based model representing the time evolution of the synaptic weight as a functional of the past spiking activity of adjacent neurons.

If numerous models of neuronal cells have been proposed in the mathematical literature, few of them include a variable for the time-varying strength of the connection. A new, general, mathematical framework is introduced to study synaptic plasticity associated to different STDP rules. The system composed of two neurons connected by a single synapse is investigated and analyzed. The notion of plasticity kernel is introduced as a key component of plastic neural networks models, generalizing a notion used for pair-based models.

We show that a large number of STDP rules from neuroscience and physics can be represented by this formalism. Several aspects of these models are discussed and compared to canonical models of computational neuroscience. An important sub-class of plasticity kernels with a Markovian formulation is also defined and investigated. In these models, the time evolution of cellular processes such as the neuronal membrane potential and the concentrations of chemical components created/suppressed by spiking activity has the Markov property.

1. Introduction

Central nervous systems, as the brain, are the main substrate for memory and learning, two essential concepts in the understanding of behavior.

It is widely accepted that neurons constitute the main relay for information in complex neural networks composing the brain. This multi-scale system, ranging from single neuronal cells to complex brain areas, is known to be the basis of...
memory consolidation, i.e. the transformation of a temporary information into a long-lasting stable memory. The memory trace, or *engram*, is the focus of studies in neuroscience, see Tonegawa et al. [38] for example. Biological, computational and mathematical models are developed to understand mechanisms by which an *engram* emerges during learning, maintains itself, and evolves with time.

*Synapses* are the key components for the transmission of information between connected neurons, and accordingly, it is assumed that the encoding of memory is integrated in the intensity of these connections. From a biological point of view, a synapse is a structure, located at the junction of two neurons, where the transmission of chemical/electrical signals is possible. A neuronal connection is unidirectional in the sense that the signal goes from an input neuron, called the pre-synaptic neuron, to the output one, the post-synaptic neuron. The intensity of the connection is referred to as the *synaptic efficacy/strength* and is represented by a scalar variable, the *synaptic weight* $W$. The impact of an input signal, a *spike*, from the pre-synaptic neuron is modeled as a jump of the *membrane potential* $X$ of the post-synaptic neuron. The amplitude of this jump is used to quantify the synaptic weight.

A synaptic plasticity mechanism is defined as a collection of activity-dependent cellular processes that modifies the synaptic connectivity. During learning, specific patterns of neural activity may elicit short, from milliseconds to seconds, and/or long, from minutes to hours, -term changes in the associated synaptic weights. In this context, it is conjectured that memory is directly associated to synaptic plasticity, see Takeuchi et al. [37].

1.1. The State of a Neuronal Cell. In this paper we will investigate stochastic models of the dynamic of the synaptic weight of a connection from a pre-synaptic neuron to a post-synaptic neuron.

The post-synaptic neuron is represented by its membrane potential $X$ which is a key parameter to describe its current activity. In neuroscience numerous models of an individual neuronal cell and neuronal networks have been used to investigate learning abilities and plasticity. See Gerstner et al. [13] for a review.

The *leaky-integrate-and-fire model* describes the time evolution of the membrane potential as a resistor-capacitor circuit with a constant leaking mechanism. Due to different input currents, the membrane potential of a neuron may rise until it reaches some threshold after which a spike is emitted and transferred to the synapses of neighboring cells. A large class of neural models based on this hypothesis has been developed, see Gerstner et al. [13] and references within.

To take into account the important fluctuations within cells, due to the spiking activity and thermal noise in particular, a random component in the cell dynamics has to be included in mathematical models describing the membrane potential evolution. For several models this random component is represented as an independent additive diffusion component, like Brownian motion, of the membrane potential.

In our approach, the random component is at the level of the generation of spikes. When the value of the membrane potential of the output neuron is at $X=x$, a spike occurs at rate $\beta(x)$ where $\beta$ is the *activation function*. See Chichilnisky [4] for a discussion. In particular the instants when the output neuron spikes are represented by an inhomogeneous Poisson process. Considering a constant synaptic weight $W$, the time evolution of the post-synaptic membrane potential $(X(t))$ is
represented by the following stochastic differential equation (SDE):

\[ dX(t) = -\frac{1}{\tau}X(t)\,dt + WN_\lambda(dt) - g(X(t^-))N_{\beta,X}(dt), \]

where \( X(t^-) \) is the left limit of \( X \) at \( t>0 \),

- \( \tau \) is the exponential decay time constant of the membrane potential associated to the leaking mechanism;
- The sequence of firing instants of the pre-synaptic neuron is represented by a Poisson point process \( N_\lambda \) on \( \mathbb{R}_+ \) with rate \( \lambda \). At each pre-synaptic spike, the membrane potential \( X \) is increased by the amount \( W \);
- The sequence of firing instants of the post-synaptic neuron is an inhomogeneous Poisson point process \( N_{\beta,X} \) on \( \mathbb{R}_+ \) whose rate function is given by \( (\beta(X(t^-))) \).
- The drop of potential due to a post-synaptic spike is represented by the function \( g \), i.e. after a post-synaptic spike, the membrane potential is reset to \( X(t^-) - g(X(t^-)) \).

Considering that the point process \( N_{\beta,X} \) depends on \( (X(t)) \), Relation (1) can be seen as a fixed point equation.

1.2. Synaptic plasticity. Synaptic plasticity refers to different mechanisms that leads to the modification of the synaptic weight. Consequently, we need to consider a time varying version of the synaptic strength \( W(t) \). Although synaptic plasticity is a complex mechanism, general principles have been inferred from experimental data and previous modeling studies. One of the founding principles is Hebb’s postulate (1949), later on summarized by Shatz [34] as, “Cells that fire together wire together”.

Synaptic potentiation, resp. depression, is associated to an increase, resp. a decrease, of the synaptic strength. Plasticity is described as a set of mechanisms controlling the potentiation and the depression of synapses. It usually depends on the pre-synaptic and post-synaptic signaling, i.e. of past instants of pre-synaptic and post-synaptic spikes. In the literature this class of mechanisms are referred to as Spike-Timing Dependent Plasticity (STDP). Several experimental protocols have been developed to elicit STDP at synapses: sequences of spikes pairing from either side of a specific synapse are presented, at a certain frequency and with a certain delay. Occurrence, magnitude and polarity of STDP have been shown to depend on protocols used in experiments: frequency, number of pairings, types of synapses where it is applied, the neuronal sub-population, brain area, just to cite a few key parameters, see Feldman [9].

We now introduce two important classes of synaptic plasticity mechanisms. Most models of the literature belong to, or are a variation of, one of these two classes.

(a) Pair-based models.

Each pair \( t=(t_{\text{pre}},t_{\text{post}}) \) of instants of pre-synaptic and post-synaptic spikes is associated to an increment \( \Delta W \) of the synaptic weight at time \( \text{max}(t_{\text{pre}},t_{\text{post}}) \),

\[ \Delta W = \Phi(\Delta t), \]

where \( \Delta t \overset{\text{def.}}{=} t_{\text{post}} - t_{\text{pre}} \) and \( \Phi \) is the some function on \( \mathbb{R} \), the STDP curve. The function \( \Phi \), usually taken from experimental data, is sharply decreasing to 0 as \( \Delta t \) goes to infinity, so that distant spikes have a negligible contribution.
Many variants and extensions of pair-based models have been developed over the years to fit with experimental results. Triplets-rules, described in Sections A.1 and A.2 add a dependency between spikes of the same neuronal cell. Additional examples can be found in Babadi and Abbott [1].

(b) Calcium-based models.
Another class of models infers from explicit biological mechanisms the shape of the STDP curve. Post-synaptic calcium traces have been found experimentally to be critical in the establishment of plasticity, see Feldman [9] and references therein. In a classical model, when the calcium concentration $C_{ca}$ in the post-synaptic neuron reaches some specific threshold, STDP is induced accordingly. The analogue of Relation (2) for calcium-based STDP rules is,

$$dW(t) = F(C_{ca}(t)) \, dt,$$

for some function $F$. The dynamics of $C_{ca}$ is only driven by instants of pre- and post-synaptic spikes. Consequently, the dependence of plasticity on the instants of spikes is not expressed directly as in pair-based models, but through some intermediate biological variable. Several biophysical models are based on this calcium hypothesis, see Graupner and Brunel [15] for a review.

It should be noted that there are other STDP models, such as the ones based on exponential filtered traces of the membrane potential, see Clopath and Gerstner [6]. Pair-based and calcium-based models are nevertheless the most widely used STDP rules in large-scale plastic neural networks.

1.3. Models of Plasticity in the Literature. To understand how synaptic plasticity may shape the brain, the study of STDP in neural networks has attracted a lot of interest in different domains:

(a) Experiments, with measurements of a large variety of STDP rules;
(b) Computational models, for numerical simulations of these protocols with several populations of neuronal cells;
(c) Mathematical models, to investigate the qualitative properties of STDP rules.

Many computational models have been developed to investigate STDP rules in different contexts. See Kempter et al. [18] and Morrison et al. [23] and the references therein.

Mathematical studies of models of plasticity are quite scarce. Most models are centered on evolution equations of neural networks with a fixed synaptic weight. See Sections 1 and 2 of Robert and Touboul [27] for a review. Helson [17] investigates a Markovian model of a Nearest Neighbor Symmetric Model STDP rule. See Section 2.4.1. This is one of the few stochastic analyses in this domain.

1.4. Contributions. A mathematical model of plasticity describing a pre- and a post-synaptic neuron should include the spiking mechanisms of the two neuronal cells. It is given by the time evolution of the membrane potential $X$ of the postsynaptic cell, as described by Equation (1). It must also include the dynamics of plasticity of the type (2) or (3) for the time evolution of the synaptic weight $W$.

The difficulty lies in the complex dependence of the evolution of $W$ with respect to the instants of spikes of both cells, the processes $\mathcal{N}_\lambda$ and $\mathcal{N}_{\beta,X}$ of Equation (1).
For pair-based models for example, this is a functional of all pairs of instants of both processes. In general, there does not exist a simple Markovian model to describe the membrane potential dynamics and the evolution of the synaptic weight.

In Section 2, we introduce the notion of plasticity kernel which describes in a general way how the spiking activity is taken into account in the synaptic weight dynamics as a functional of the point processes $\mathcal{N}_\lambda$ and $\mathcal{N}_{\beta,X}$. A differential system associated to the dynamics of the variables $X$ and $W$ is presented. Under mild conditions, it is proved that it has a unique solution for a given initial state. It is, to the best of our knowledge, the first attempt to have a general mathematical framework that describes most STDP rules of the literature. A large set of examples is presented in Section 2.4 and Section A, most STDP models of Morrison et al. [24], Graupner and Brunel [15], Clopath et al. [5], and Babadi and Abbott [1] can be represented within this formalism. Section C gives a graphical representation of several STDP rules, see Figures 3 and 4.

Section 3 is devoted to an important sub-class of STDP rules, plasticity kernels of class $\mathcal{M}$. These kernels have a representation in terms of a finite dimensional process whose coordinates can be interpreted as concentrations of chemical components created/suppressed by spiking activity. If a classical Markovian analysis of the associated stochastic processes is not really possible, their main advantage is that one can formulate a tractable model with two timescales, when the cellular dynamics are “fast”. This approach is developed in the follow-up paper Robert and Vignoud [29]. For these models, when the synaptic weight is fixed, the fast stochastic processes have the Markov property. Section 3.2 discusses these aspects and several examples are presented in Section D. Finally in Section 4, a discrete formulation of the stochastic system is defined and its fast processes invariant distribution is analyzed. The case of a calcium-based model is analyzed. Section B discusses modeling issues on the incorporation of plasticity: via a time-smoothing kernel, as we do in the paper, or directly with an instantaneous information.

1.5. STDP in recurrent neural networks. In this paper, we consider only two neurons (the pre-synaptic neuron and the post-synaptic) that are connected by a single synapse. As it will be seen, a large variety of models have been used in the literature to describe the time evolution of a synaptic weight. Our goal is to propose a general, basic, mathematical framework where most of these models of plasticity can be investigated. The dynamics of the synaptic weight ($W(t)$) depends in an intricate way on the point process $\mathcal{N}_\lambda$ for pre-synaptic spikes and $\mathcal{N}_{\beta,X}$ for post-synaptic spikes.

For a neural network whose nodes are the vertices of a graph $\mathcal{G}$, an extension of this model would be as follows: the membrane potential process ($X_i(t)$) of node $i \in \mathcal{G}$ should satisfy the SDE,

$$dX_i(t) = -\frac{1}{\tau}X_i(t)dt + \sum_{j \rightarrow i} W_{j,i}(t-)N_{\beta,X_j}(dt) - g(X_i(t-))N_{\beta,X_i}(dt),$$

where $j \rightarrow i$ indicates that there is a synapse $(j,i)$, from node $j$ to node $i$, and $(W_{j,i}(t))$ is the corresponding process for the synaptic weight. The associated differential quantity $W(t-)N_{\lambda}(dt)$ for instants of pre-synaptic of the synapse $(j, i)$ is given by

$$W_{j,i}(t-)N_{\beta,X_j}(dt).$$
Each synaptic weight \( W_{j,i}(t) \) will be subject to synaptic plasticity, with defined plasticity kernels \( \Gamma_{p,i} \) and \( \Gamma_{d,i} \) that can be different. For synaptic weight \( W_{j,i}(t) \), we will define \( N_{\beta,X_j} \) as the Poisson process representing the pre-synaptic neuron and similarly, \( N_{\beta,X_i} \) for the post-synaptic neuron.

The models and some results of our paper can be extended to the multidimensional case, in particular the existence and uniqueness result, Theorem \( \text{[14]} \). For simplicity and because of its importance as a generic model, we will restrict ourselves to the case of a network with two-nodes.

2. Models of Neural Plasticity

We consider two neurons connected by one synapse. A synapse is a unidirectional connection from the input neuron to the output neuron allowing the transmission of ‘information’. When the input, or pre-synaptic, neuron spikes, some neurotransmitters are released at the level of the synapse, where they can interact with the output, or post-synaptic, neuron. Following synaptic transmission, a pre-synaptic spike increments the membrane potential \( X \) of the output neuron by a scalar value, the synaptic weight \( W \).

The dynamics of neural plasticity is described in terms of the time evolution of \((X(t))\) and \((W(t))\). For \( t \geq 0 \),

(a) \( X(t) \in \mathbb{R} \) is the membrane potential of the output neuron at time \( t \). This is the difference between the internal and the external electric potentials of the neuron. The dynamics of the process \((X(t))\) associated to the output neuron is a classical model of neuroscience. See Gerstner et al. \([13] \) for a survey.

(b) \( W(t) \in \mathbb{R} \) represents the intensity of synaptic transmission at time \( t \), i.e. the increment of the post-synaptic membrane potential \( X \) when the input neuron spikes at time \( t \). The evolution of \((W(t))\) at time \( t > 0 \) depends in general on the total sample path of \((X(s), W(s)), 0 \leq s \leq t\), in an intricate way.

To take into account inhibitory mechanisms, these two variables are real-valued and, consequently, may have negative values. Real synapses have a constant sign: they can be either excitatory (with a non-negative synaptic weight) or inhibitory (with a non-positive synaptic weight). In the following sections, other variables will be added to formalize the evolution equations of \((X(t), W(t))\).

2.1. Definitions and Notations. Sequences of pre- and post-synaptic spikes play an important role in the study of spike-timing dependent plasticity. Mathematically, it is convenient to describe them in terms of point processes. See Dawson \([8] \) for general definitions and results on point processes.

We denote by \( \mathcal{M}_+(\mathbb{R}_+^d) \) the set of positive Radon measures on \( \mathbb{R}_+^d \), i.e. with finite values on any compact subset of \( \mathbb{R}_+^d \). A point measure on \( \mathbb{R}_+^d \), \( d \geq 1 \), is an integer-valued Borelian positive measure on \( \mathbb{R}_+^d \) which is Radon. A point measure is carried by a subset of \( \mathbb{R}_+^d \) which is at most countable and without any finite limiting point. The set of point measures on \( \mathbb{R}_+^d \) is denoted by \( \mathcal{M}_p(\mathbb{R}_+^d) \subset \mathcal{M}_+(\mathbb{R}_+^d) \), it is endowed with the natural weak topology of \( \mathcal{M}_+(\mathbb{R}_+^d) \) and its corresponding Borelian \( \sigma \)-field.
If \( m \in \mathcal{M}_p(\mathbb{R}_+^d) \) and \( A \in \mathcal{B}(\mathbb{R}_+^d) \) is a Borelian subset of \( \mathbb{R}_+^d \), then \( m(A) \) denotes the number of points of \( m \) in \( A \), i.e.

\[
m(A) = \int_{\mathbb{R}_+^d} 1_A(x) m(dx).
\]

A point process on \( \mathbb{R}_+^d \) is a probability distribution on \( \mathcal{M}_p(\mathbb{R}_+^d) \). Two independent Poisson point processes are assumed to be defined on a filtered probability space \( (\Omega, \mathcal{F}, (\mathcal{F}_t), \mathbb{P}) \), see Kingman [19].

(a) A point process \( \mathcal{N}_\lambda \) on \( \mathbb{R}_+ \) to represent the instants of pre-synaptic spikes is assumed to be Poisson with rate \( \lambda > 0 \), \( (t_{\text{pre},n}) \) is the increasing sequence of its jumps, i.e.

\[
\mathcal{N}_\lambda = \sum_{n \geq 1} \delta_{t_{\text{pre},n}}, \text{ with } 0 \leq t_{\text{pre},1} \leq t_{\text{pre},2} \leq \cdots \leq t_{\text{pre},n} \leq \cdots,
\]

where \( \delta_a \) is the Dirac measure at \( a \in \mathbb{R}_+ \);

(b) A Poisson point process \( \mathcal{P} \) on \( \mathbb{R}_+^2 \) with rate 1. It is used to define the inhomogeneous point process of post-synaptic spikes in Relation (5).

The variable \( t \) of the point processes \( \mathcal{N}_\lambda(dt) \) and \( \mathcal{P}(dx, dt) \) is interpreted as the time variable. For \( t \geq 0 \), the \( \sigma \)-field \( \mathcal{F}_t \) of the filtration \( (\mathcal{F}_t) \) of the probability space is assumed to contain all events before time \( t \) for both point processes, i.e.

\[
\sigma \left( \mathcal{P}_1 \left( A \times (s,t] \right), \mathcal{P}_2 \left( A \times (s,t] \right), A \in \mathcal{B} (\mathbb{R}_+), s \leq t \right) \subset \mathcal{F}_t.
\]

A stochastic process \( (U(t)) \) is adapted if, for all \( t \geq 0 \), \( U(t) \) is \( \mathcal{F}_t \)-measurable. It is a càdlàg process if, almost surely, it is right continuous and has a left limit at every point \( t > 0 \), \( U(t-) \) denotes the left limit of \( (U(t)) \) at \( t \). The Skorokhod space of càdlàg functions from \( [0,T] \) to \( S \) is \( \mathcal{D}([0,T], S) \). See Billingsley [3].

The set of real continuous bounded functions on the metric space \( S \subset \mathbb{R}_+^d \) is \( C_b(S) \), and \( C_b^k(S) \subset C_b(S) \) is the set of bounded, \( k \)-differentiable functions on \( S \) with respect to each coordinate, with the respective derivatives bounded and continuous.

We conclude this preliminary section with an elementary but important lemma concerning the filtering of a stochastic process with an exponential function.

**Lemma 1 (Exponential Filtering).** If \( \mu \) is a non-negative Radon measure on \( \mathbb{R}_+ \), \( \alpha > 0 \) and \( h_0 \in \mathbb{R} \), then

\[
H(t) = h_0 e^{-\alpha t} + \int_{[0,t]} e^{-\alpha (t-s)} \mu(ds)
\]

is the unique càdlàg solution of the differential equation,

\[
dH(t) = -\alpha H(t) \, dt + \mu(dt),
\]

such that \( H(0) = h_0 \).

This type of process is a central object in mathematical models of neuroscience. It is used to represent *leaky-integrate phenomena* of chemical components within cells. See Gerstner et al. [13] for a general review.
2.2. The Dynamics of the Post-synaptic Membrane Potential. It is represented as a càdlàg stochastic process \( (X(t)) \) following leaky-integrate dynamics illustrated in Figure 1a:

(a) It decays exponentially to 0 with a fixed characteristic decay time \( \tau \), set without loss of generality to \( \tau = 1 \).

(b) It is incremented by the current synaptic weight variable at each firing instant of the input neuron, i.e. at each instant of the Poisson point process \( \mathcal{N}_\lambda \).

(c) The firing mechanism of the output neuron is driven by a function \( \beta \) from \( \mathbb{R} \) to \( \mathbb{R}_+ \), the activation function. When the membrane potential is \( x \), the output neuron fires at rate \( \beta(x) \). This function is usually assumed to be non-decreasing, in other words, the larger the membrane potential is, the more likely the neuron is to spike.

(d) After a post-synaptic spike, the neuronal membrane potential \( X \) is decreased by the amount \( g(X) \), where \( g \) is some function on \( \mathbb{R} \). In general, the membrane potential is reset to 0 after a spike, i.e. \( g(X) = x \), see Robert and Touboul [27]. However, in some cases, the reset potential may not depend on the membrane potential before the spike, \( g \) can be constant for example.

Post-synaptic spikes. If the instants of pre-synaptic spikes are represented by the Poisson process \( \mathcal{N}_\lambda \), the firing instants of the output neuron \( t_{\text{post,n}} \) are expressed as the jumps of the point process \( \mathcal{N}_{\beta,X} \) on \( \mathbb{R}_+ \) defined by

\[
\int_{\mathbb{R}_+} f(u) \mathcal{N}_{\beta,X}(du) = \int_{\mathbb{R}_+} f(u) \mathbb{P}\left( (0, \beta(X(u-))) \right) du
\]

for any non-negative Borelian function \( f \) on \( \mathbb{R}_+ \).

Classical properties of Poisson processes give that, for \( t > 0 \) and \( x \in \mathbb{R} \),

\[
P\left( \mathcal{N}_{\beta,X}(t, t+dt) \neq 0 \mid X(t-) = x \right) = \beta(x) dt + o(dt),
\]

as expected, \( \mathcal{N}_{\beta,X} \) is Poisson process with intensity \( \beta(X(t)) \).

The following stochastic differential equation summarizes the description of the time evolution of \( (X(t)) \) given by a), b), c) and d),

\[
dX(t) = -X(t) dt + W(t-) \mathcal{N}_\lambda(dt) - g(X(t-)) N_{\beta,X}(dt).
\]

2.3. Time Evolution of the Synaptic Weight. In this work, the synaptic weight \( W \) will stay in a defined real (not necessarily bounded) interval \( K_W \). For several examples, the plasticity process leads to dynamics for which the process \( W(t) \) stays in \( K_W \) for all time \( t \).

- Taking \( K_W = \mathbb{R} \) leads to free dynamics of the synaptic weight, that can be either negative or positive, change its sign because of the plasticity rules. This situation occurs in models of neural networks where excitatory/inhibitory neurons are not separated in distinct classes.
- If \( K_W = \mathbb{R}_+ \), the synaptic weight is non-negative and plasticity processes cannot change its sign. This is a model for excitatory neurons whose spikes lead to the increase of the post-synaptic membrane potential.
— Conversely, if $K_W = \mathbb{R}_-$, the cell is an inhibitory neuron, which has the opposite effect on the post-synaptic membrane potential.

— Finally, $K_W$ can also be bounded in order to represent saturation mechanisms, i.e. the synaptic weights needs to stay in a biological range of value. In that case, potentiation refers to a diminution of the amplitude of the negative jump, whereas depression indicates an augmentation. In experimental works, the denominations are inverted, for the sake of clarity we chose to stay with the previous names.

We can now introduce the notion of plasticity kernels.

**Definition 2** (Plasticity Kernel). A plasticity kernel is a measurable function

$$\Gamma: \mathcal{M}_p(\mathbb{R}_+)^2 \rightarrow \mathcal{M}_+(\mathbb{R}_+), \quad (m_1, m_2) \rightarrow \Gamma(m_1, m_2),$$

$\mathcal{M}_+(\mathbb{R}_+)$ is the set of positive Radon measures on $\mathbb{R}_+$ and, for any $t > 0$, the functional

$$\Gamma((m_1, m_2) \rightarrow \Gamma(m_1, m_2)(\mu ∩ [0, t]))$$

is $\mathcal{G}_t$-measurable, where $\mu(\mu ∩ [0, t])$ denotes the restriction of the Radon measure $\mu$ to the interval $[0, t]$ and $\mathcal{G}_t$ is the filtration on $\mathcal{M}_p(\mathbb{R}_+)$, such that for $t \geq 0$, $\mathcal{G}_t$ is the $\sigma$-field generated by the functionals $m \rightarrow m([0, t])$, with $s \leq t$.

If $\Gamma$ is a plasticity kernel and $m_1, m_2 \in \mathcal{M}_p(\mathbb{R}_+)$, the measure $\Gamma((m_1, m_2) \rightarrow \Gamma(m_1, m_2)(\mu ∩ [0, t]))$ depends only on the variables $m_i([0, s])$, for $i \in \{1, 2\}$ and $s \leq t$.

In our model, the infinitesimal elements at time $t$ for the update of plasticity are expressed as $\Gamma(\mathcal{N}_\lambda, \mathcal{N}_{\beta,X})(dt)$ for some plasticity kernel $\Gamma$. This quantifies how the interaction between the instants of pre-synaptic and of post-synaptic spikes, $\mathcal{N}_\lambda$ and $\mathcal{N}_{\beta,X}$ leads to specific synaptic changes. For example, the order and timing between instants of pre- and post-synaptic spikes may have an impact on plasticity.

In previous works Shouval et al. [36], Frémaux et al. [11], Luz and Shamir [22], and Feldman [9], the notion of STDP Temporal Kernels referred to the curve of synaptic weight change $\Delta W$ as a function of $\Delta t$ for pair-based models. Pfister and Gerstner [25] introduced more complex kernels, with multi-spikes interactions. The plasticity kernels defined above extend this notion to more general interactions between pre- and post-synaptic spikes.

Plasticity is represented as a process, integrating, with some decay, the past interactions of the spiking activity on either side of the synapse. Two non-negative process are introduced: $(\Omega_p(t))$ and $(\Omega_d(t))$, the first one is associated to potentiation (increase of $W$) and the other to depression (decrease of $W$). For $a \in \{p, d\}$,

$$\Omega_a(t) = \Omega_a(0)e^{-\alpha t} + \int_{(0,t]} e^{-\alpha(t-s)}\Gamma_a(\mathcal{N}_\lambda, \mathcal{N}_{\beta,X})(ds),$$

where $\alpha > 0$ and the variables $\Gamma_p$ and $\Gamma_d$ are plasticity kernels associated to potentiation and depression respectively. The process $(\Omega_a(t))$ can be seen as an exponential filtering of the random measure $\Gamma_a(\mathcal{N}_\lambda, \mathcal{N}_{\beta,X})(dt)$ in the sense of Lemma [1]. In Section [3] of Appendix, another stochastic model of plasticity with no exponential filtering of the plasticity kernels is introduced and discussed.

As explained in the introduction of this section, the function $M$ need to be chosen so that the synaptic weight $W$ stays at all time in its definition interval $K_W$. The time evolution of $(W(t))$ depends then on the past activity of the input and output
neurons, through \( (\Omega_p(t), \Omega_d(t)) \) and is described by,

\[
\frac{dW(t)}{dt} = M(\Omega_p(t), \Omega_d(t), W(t)),
\]

with, \( M \) verifying, for any piecewise-continuous càdlàg functions \( (\omega_p(t)) \) and \( (\omega_d(t)) \) on \( \mathbb{R}_+ \), a solution \( (w(t)) \) of the ODE

\[
\frac{dw(t)}{dt} = M(\omega_p(t), \omega_d(t), w(t)),
\]

with \( w(0) \in K_W \), is such that \( w(t) \in K_W \), for all \( t \geq 0 \).

We now give some examples of functions \( M \) associated to different synaptic domains \( K_W \). For \( K_W = \mathbb{R} \), we can chose the additive implementation of STDP rules, where,

\[
M(\omega_p, \omega_d, w) \overset{\text{def.}}{=} M(\omega_p, \omega_d) = \omega_p - \omega_d
\]

In that case, the dynamics are unbounded and we see the update only depends on the potentiation/depression plasticity variables \( \Omega_a \).

If we want to model bounded synaptic weight in \( K_W = [A_d, A_p] \), we can consider the function \( M \) given by

\[
M(\omega_p, \omega_d, w) \overset{\text{def.}}{=} (A_p - w)^n \omega_p - (w - A_d)^n \omega_d - \mu(w - A_r), \quad w \in [A_d, A_p],
\]

where \( A_d \leq A_r \leq A_p \), and \( n > 0 \). This corresponds to a multiplicative influence of \( W \). See Güntig et al. [16]. It is straightforward to see that in that case, the synaptic weight stays bounded between \( A_p \) and \( A_d \) for any plasticity processes \( \Omega_a \). The expression \(-\mu(W(t) - A_r)\) is for the exponential decay of the synaptic weight \( W \) to \( A_r \), its resting value. This term represents homeostatic mechanisms, i.e. mechanisms that maintain steady internal physical and chemical conditions to allow the functioning of the system. See Turrigiano and Nelson [39].

Finally, an unbounded dynamics for an excitatory synapse, with \( K_W = \mathbb{R}_+ \) can be enforced by,

\[
M(\omega_p, \omega_d, w) \overset{\text{def.}}{=} \omega_p - w \omega_d,
\]

### 2.4. Examples of Plasticity Kernels

We show that several important STDP rules of the literature can be expressed with plasticity kernels \( \Gamma_p \) and \( \Gamma_d \). Further extensions are presented in Section A.1 and Section A.2.

#### 2.4.1. Pair-Based Models

For pair-based mechanisms, the synaptic weight is modulated according to the respective timing of pre-synaptic and post-synaptic spikes, as illustrated in Figure 1b. This follows the fact that most STDP experimental studies are based on pairing protocols, where pre- and post-synaptic spikes are repeated at a certain frequency for a given number of pairings.

Accordingly, a large class of models have been developed on the principle that the synaptic weight change due to a pair \((t_{\text{pre}}, t_{\text{post}})\) of instants of pre- and post-synaptic spikes, depends only on \( \Delta t = t_{\text{post}} - t_{\text{pre}} \). The synaptic update is then taken proportional to \( \Phi(\Delta t) \), where \( \Phi \) is some function converging to 0 at infinity, that is referred to as the STDP curve. An example of exponential STDP curves is given in Figure 1b (top left). Many pair-based models have been developed over the years, varying mainly which pairs of spikes are taken into account when updating the synaptic weight.
We start with the simplest rule, the all-to-all version (following Morrison et al. [24] terminology), where all pairs of spikes give an update of the synaptic weight.

**All-to-all Model.** The all-to-all scheme consists in updating the synaptic weight at each post-synaptic spike, occurring at time $t$ by the sum over all previous pre-synaptic spikes occurring at time $s<t$ of the quantity $\Phi(t-s)$. Switching the role of pre- and post-synaptic spikes, the synaptic weight is updated in the same way with other constants. See Figure 1b (bottom left) for an example of all-to-all interactions.

The plasticity kernels are defined by, for $m_1, m_2 \in M_\mathbb{R}_+(\mathbb{R}_+)$ and $a \in \{p, d\}$,

$$
\Gamma_a^{PA}_a(m_1, m_2)(dt) \overset{\text{def.}}{=} \left( \int_{(0,t]} \Phi_{a,2}(t-s)m_2(ds) \right) m_1(dt) + \left( \int_{(0,t]} \Phi_{a,1}(t-s)m_1(ds) \right) m_2(dt), \quad a \in \{p, d\}.
$$

The functions $\Phi_{a,i}, a \in \{p, d\}$ and $i \in \{1, 2\}$ are non-negative and non-increasing functions functions converging to 0 at infinity.

If $f$ is a non-negative Borelian function on $\mathbb{R}_+$, we have

$$
\int_{\mathbb{R}_+} f(t)\Gamma_a^{PA}(N_\lambda, N_{\beta,\chi})(dt) = \sum_{t_{\text{pre}}} f(u) \sum_{t_{\text{post}}<t_{\text{pre}}} \Phi_{a,2}(t_{\text{post}}-t_{\text{pre}}) + \sum_{t_{\text{post}}} f(u) \sum_{t_{\text{pre}}<t_{\text{post}}} \Phi_{a,1}(t_{\text{pre}}-t_{\text{post}}).
$$

**Remarks.**

(a) The exponential STDP functions $\Phi(s) = B \exp(-\gamma s), \ s \geq 0$, are often used in this context. See Morrison et al. [24]. Several studies also consider the case when $\Phi$ is a translated exponential kernel. See Lubenov and Siapas [21].

(b) Hebbian STDP plasticity is said to occur when

— a pre-post pairing, i.e. $t_{\text{pre}}<t_{\text{post}}$ leads to potentiation, $\Delta W > 0$;
— a post-pre pairing, $t_{\text{post}}<t_{\text{pre}}$, leads to depression, $\Delta W < 0$.

Experiments have shown that this type of plasticity occurs for several populations of neuronal cells Bi and Poo [2]. Early models can be found in Rossum et al. [32], Rubin et al. [33], and Morrison et al. [24] for a review.

Following Hebb’s postulate, a ‘causal’ pre-post pairing (a post-synaptic spike occurs after a pre-synaptic one) should lead to potentiation,

$$
\Gamma_p^{PAH}(m_1, m_2)(dt) = \left( \int_{(0,t]} \Phi_{p,1}(t-s)m_1(ds) \right) m_2(dt).
$$

Conversely, a post-pre pairing (anti-causal activation) leads to depression,

$$
\Gamma_d^{PAH}(m_1, m_2)(dt) = \left( \int_{(0,t]} \Phi_{d,2}(t-s)m_2(ds) \right) m_1(dt).
$$

This corresponds to $\Phi_{p,2} = 0$ and $\Phi_{d,1} = 0$ in Equation (12).
(c) Other forms of STDP have been discovered experimentally see Feldman
[9]. Anti-Hebbian STDP models follows the opposite principles: Pre-post pairings lead to depression, and post-pre pairings lead to potentiation. It has also been observed experimentally in the striatum, see Fino et al. [10] for example.

It corresponds to the case where $\Phi_{p,1}=0$ and $\Phi_{d,2}=0$, and symmetric LTD rules to $\Phi_{p,1}=\Phi_{p,2}=0$ and, finally, symmetric LTP by $\Phi_{d,1}=\Phi_{d,2}=0$. This is the motivation of the general setting defined in Equation (12).

(d) Pre/post-synaptic-only plasticity rules can also be expressed into this formalism. These models include a component to express the direct influence of the pre- or post-synaptic spikes on the plasticity without any interaction between the two spike trains. In that case, the kernel $\Gamma_{PA}$ would have the following expression, for $m_1, m_2\in \mathcal{M}_p(\mathbb{R}_+)$ and $a\in\{p,d\}$,

$$
\Gamma_{PA}^{(a)}(m_1, m_2)(dt) \overset{\text{def.}}{=} \left( \int_{(0,t)} \Phi_{a,2}(t-s)m_2(ds) \right) m_1(dt) + \left( \int_{(0,t)} \Phi_{a,1}(t-s)m_1(ds) \right) m_2(dt) + D_{a,1} m_1(dt) + D_{a,2} m_2(dt),
$$

where the constants $D_{a,i}$, $a\in\{p,d\}$, $i\in\{1,2\}$, are non-negative.

**Nearest Neighbor Symmetric Model.** In the nearest neighbor symmetric model, whenever one neuron spikes, the synaptic weight is updated by only taking into account the last spike of the other neuron, as can be seen in Figure 1b (top right). If the pre-synaptic neuron fires at time $t_{pre}$, the contribution to the plasticity kernel is $\Phi_{a,2}(t_{pre}-t_{post})$, where $t_{post}$ is the last post-synaptic spike before $t_{pre}$.

The corresponding kernels $\Gamma_{PS}$ are defined by, for $m_1, m_2\in \mathcal{M}_p(\mathbb{R}_+)$ and $a\in\{p,d\}$,

$$
\Gamma_{PS}^{(a)}(m_1, m_2)(dt) \overset{\text{def.}}{=} \Phi_{a,2}(t_0(m_2, t)) m_1(dt) + \Phi_{a,1}(t_0(m_1, t)) m_2(dt),
$$

with the following definition, for $m\in \mathcal{M}_p(\mathbb{R}_+)$ and $t>0$,

$$
t_0(m, t) = t - \sup\{s : s<t, m(\{s\})\neq 0\},
$$

with the convention that $t_0(m, 0)=+\infty$. The quantity $t_0(m, t)$ is the delay between $t$ and the last point of $m$ before $t$.

**Nearest Neighbor Reduced Symmetric Model.** For the nearest neighbor reduced symmetric, a pre-synaptic spike at $t$ is paired with the last post-synaptic spike at $s\leq t$, only if there are no pre-synaptic spikes in the time interval $(s, t)$, and similarly for post-synaptic spikes. See Figure 1b (bottom right).

Accordingly, the kernels $\Gamma_{PR}$ are defined by, for $m_1, m_2\in \mathcal{M}_p(\mathbb{R}_+)$ and $a\in\{p,d\}$, by

$$
\Gamma_{PR}^{(a)}(m_1, m_2)(dt) \overset{\text{def.}}{=} \left( \Phi_{a,2}(t_0(m_2, t))1_{\{t_0(m_2, t)\leq t_0(m_1, t)\}} \right) m_1(dt) + \left( \Phi_{a,1}(t_0(m_1, t))1_{\{t_0(m_1, t)\leq t_0(m_2, t)\}} \right) m_2(dt),
$$

with same notations as in (14). For $t>0$, the inequality $t_0(m_2, t)<t_0(m_1, t)$ is equivalent to the relation $m_1((t_0(m_2, t), t))=0$ so that there is a unique point of $m_1$ paired to $t_0(m_2, t)$ as expected, and similarly by switching $m_1$ and $m_2$. The updates of Relation (16) are therefore done only for consecutive pre- and post-synaptic spikes.
(A) A Simple Stochastic Model for a Synaptic Connection

(b) Synaptic Plasticity Kernels for Pair-Based Rules
(Top left) STDP curve: update of the potentiation (in red) and depression (in blue) kernels as a function of $\Delta t = t_{\text{post}} - t_{\text{pre}}$. Exponential STDP curves of the form $\Phi_{a,i}(\Delta t) = B_{a,i} \exp(-\gamma_{a,i} \Delta t)$ are used in this example.
(Bottom left) All-to-all pair-based rules: all pairings of pre-synaptic (in green) and post-synaptic (in purple) spikes are taken into account for the synaptic updates. Grey arrows indicate the interactions between the different spikes, see the associated updates as a function of the STDP curve above (blue and red points in (Top left)).
(Top right) Nearest neighbor symmetric pair-based rules: for each pre-synaptic spike (in green), only the interaction with the previous post-synaptic spike (in purple) is taken into account for the synaptic update, and conversely for post-synaptic spikes. Grey arrows indicate the interactions between the different spikes.
(Bottom right) Nearest neighbor reduced symmetric pair-based rules: only consecutive pairings of pre-synaptic (in green) and post-synaptic spikes (in purple) are taken into account for the synaptic update, and conversely for post-synaptic spikes. Grey arrows indicate the interactions between the different spikes.

Figure 1. Stochastic Models of STDP

2.4.2. CALCIUM-BASED MODELS. Pair-based models can be characterized as phenomenological models of STDP in the sense that experimental STDP curves are
taken as a core parameter of the models. Another important class of synaptic models are derived from biological phenomenons and aims at reproducing experimental STDP curves using simple biological models. A common hypothesis is to use the calcium concentration in the post-synaptic neuron as a key parameter to model STDP, see Shouval et al. \[35\] and Graupner and Brunel \[14\]. Several biophysical models have studied the link between calcium concentration, and its direct implication on the dynamics of plasticity. A calcium-based model with saturation mechanisms has investigated the dependency on the number of pairings and the existence of different mechanisms for plasticity in Vignoud et al. \[40\].

For these models, synaptic plasticity is expressed as a functional of the post-synaptic calcium concentration. For \(m_1, m_2\in\mathcal{M}_p(\mathbb{R}_+),\) the points of \(m_1,\) resp. \(m_2,\) elicit calcium transfers of amplitudes \(C_1,\) resp. \(C_2,\) followed by an exponential decay with rate \(\gamma.\) If \((C_m(t))\) is the process of the calcium concentration associated to the couple \(m=(m_1, m_2),\) it is therefore the solution of the differential equation

\[
dC_m(t) = -\gamma C_m(t)\, dt + C_1 m_1(dt) + C_2 m_2(dt),
\]

with some fixed initial condition. By Lemma 1, it can be expressed as

\[
C_m(t) \overset{\text{def.}}{=} C_m(0)e^{-\gamma t} + C_1 \int_{(0,t]} e^{-\gamma (t-s)} m_1(ds) + C_2 \int_{(0,t]} e^{-\gamma (t-s)} m_2(ds).
\]

The mechanisms for potentiation, resp. depression, are triggered depending on the concentration of calcium. For \(a\in\{p, d\},\) the plasticity kernel \(\Gamma_a^C\) is defined by,

\[
(\Gamma_a^C)(m_1, m_2)(dt) = h_a(C_m(t))\, dt,
\]

for some non-negative function \(h_a\) on \(\mathbb{R}_+.\) The function \(h_a\) is usually a threshold function of the type

\[
h_a(x) \overset{\text{def.}}{=} B_a 1_{[x \geq \theta_a]}, \quad x \geq 0,
\]

for some \(B_a\in\mathbb{R}_+\) and \(\theta_a \geq 0,\) as done in Graupner and Brunel \[14\]. In that case, the process \((\Omega_a(t))\) associated to \(\Gamma_a^C\) has therefore an impact on the synaptic weight as soon as the concentration of calcium is above level \(\theta_a.\)

Further examples of STDP rules are presented in Section A.

2.5. The Plasticity Process. This section is devoted to the formal definition of the stochastic process describing the time evolution of the synaptic weight.

**Definition 3.** The stochastic process \((X(t), \Omega_p(t), \Omega_d(t), W(t))\) with the initial state \((x_0, \omega_0,p, \omega_0,d, w_0),\) is the solution in \(\mathcal{D}(\mathbb{R}_+, \mathbb{R} \times \mathbb{R}^2_p \times K_W)\) of the SDEs, for \(t>0,\)

\[
\begin{align*}
\frac{dX(t)}{dt} &= -X(t)dt + W(t-)N_{\lambda,\beta,X}(dt) - g(X(t-))N_{\beta,\gamma,X}(dt), \\
\frac{d\Omega_a(t)}{dt} &= -a\Omega_a(t)dt + \Gamma_a(N_{\lambda,\beta,X})(dt), \quad a\in\{p, d\}, \\
\frac{dW(t)}{dt} &= M(\Omega_p(t), \Omega_d(t), W(t))dt,
\end{align*}
\]

where, \(\Gamma_p\) and \(\Gamma_d\) are plasticity kernels and \(N_{\lambda,\beta,X}\) is the point process defined by Relation \[5\] and the function \(M\) is expressed by Relation \[8\].

The system \(\text{20}\) can be interpreted as fixed point equation for the process \((X(t))\) with an intricate dependence due to the point process \(N_{\beta,\gamma,X}\) as an argument of the plasticity kernels. Theorem \[4\] gives an existence and uniqueness result for the solutions of Equations \(\text{20}\). We now introduce the main assumptions on the parameters of our model which will be used throughout this paper.
Examples of different dynamics are presented in Section C for pair-based in Figure 3 and calcium-based in Figure 4.

**Assumptions A**

(a) **Firing Rate Function.**

\( \beta \) is a non-negative, continuous function on \( \mathbb{R} \) and \( \beta(x) = 0 \) for \( x \leq -c_\beta \leq 0 \).

(b) **Drop of Potential after Firing.**

\( g \) is continuous on \( \mathbb{R} \) and \( 0 \leq g(x) \leq \max(c_g, x) \) holds for all \( x \in \mathbb{R} \), for \( c_g \geq 0 \).

(c) **Dynamic of Plasticity.**

The function \( M \) is such that, for any \( w \in \mathcal{W} \) and any càdlàg piecewise-continuous functions \( h_1 \) and \( h_2 \) on \( \mathbb{R}_+ \), the ODE

\[
\frac{dw(t)}{dt} = M(h_1(t), h_2(t), w(t)) \quad \text{with} \quad w(0) = w,
\]

for all points of continuity of \( h_1 \) and \( h_2 \), has a unique continuous solution \( (S[h_1,h_2](w,t)) \) in \( \mathcal{W} \).

**Theorem 4.** Under Assumptions A, the system (20) has a unique càdlàg adapted solution with initial state \( (x_0, \omega_{0,p}, \omega_{d,0}, w_0) \) in \( \mathbb{R}_+ \times \mathcal{W} \).

**Proof.** The construction is done on the successive intervals between two consecutive instants of jump of the system. The non-decreasing sequence \( (s_n) \) of these instants is defined by induction.

The first jump of \( (X(t)) \) occurs at time \( s_1 \) and is defined as the minimum of the first jumps of the processes

\[
N_\lambda((0, t]) \quad \text{and} \quad \left( \int_{[0,t]} \mathcal{P}\left( (0, \beta(x_0e^{-u})) , du \right) \right). \tag{22}
\]

With Relation (21), for \( 0 \leq t < s_1 \), we set \( X(t) = x_0e^{-t} \) and \( W(t) = S[\Omega^1_p, \Omega^1_d](w_0, t) \), with

\[
\Omega^1_p(t) \overset{\text{def.}}{=} \omega_{0,a} + \int_{(0,t)} e^{-\alpha(t-s)} \Gamma_\alpha(0, \bar{0}) ds, \quad a \in \{p, d\},
\]

and \( W(s_1) = W(s_1^-) \), where \( \bar{0} \) is the null point process.

(a) If \( s_1 \) is the first point of \( N_\lambda \), define

\[
f_1 \overset{\text{def.}}{=} + \quad \text{and} \quad X(s_1) = x_0e^{-s_1} + W(s_1^-). \]

(b) If \( s_1 \) is the first point of the second point process of Relation (22), set

\[
f_1 \overset{\text{def.}}{=} - \quad \text{and} \quad X(s_1) = x_0e^{-s_1} - g(x_0e^{-s_1}).
\]

The mark \( f_1 \) indicates the nature of the jump occurring at time \( s_1 \), i.e. if the spike was fired by the pre- or post-synaptic neuron.

The process \( (X(t), \Omega^1_p(t), \Omega^1_d(t), W(t)) \) satisfies the equations (20) on the time interval \( [0, s_1] \) and, by Relation (4), \( s_1 \) is a stopping time with respect to \( (\mathcal{F}_t) \).

Assume by induction that, for \( n \geq 0 \), the variables \( (s_k, f_k, 1 \leq k \leq n) \) and the adapted càdlàg process \( (X(t), W(t), t \in [0, s_n]) \) are defined, and \( s_n \) is a stopping time. For \( a \in \{p, d\} \), let

\[
\Omega_a^{n+1}(t) \overset{\text{def.}}{=} \omega_a + \int_{(0,t)} e^{-\alpha(t-s)} \Gamma_a \left( \sum_{k=1}^{n} \delta_{s_k} \mathbb{1}_{(f_k=+)} + \sum_{k=1}^{n} \delta_{s_k} \mathbb{1}_{(f_k=-)} \right) ds.
\]
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In Definition 2, the $\mathcal{G}_t \otimes \mathcal{G}_t$ measurability property, gives that for any $n \geq 1$ and $k < n$, the process $(\Omega^n_{\alpha}(t))$ does not depend on the index $j \in \{k, \ldots, n\}$ on $[0, s_k]$. The instant $s_{n+1} > s_n$ is defined as the minimum of the first jumps of the two point processes,

$$
(\mathcal{N}_\lambda([s_n, t]), t > s_n), \left(\int_{[s_n, t]} \mathcal{P}\left([0, \beta(X(s_n)e^{-(u-s_n)})], du\right), t > s_n\right).
$$

The fact that $s_n$ is a stopping time and the strong Markov property of the Poisson processes $\mathcal{N}_\lambda$ and $\mathcal{P}$ give that $s_{n+1}$ is also a stopping time. For $s_n \leq t < s_{n+1}$, set

$$
W(t) = S[\Omega^{n+1}_p, \Omega^{n+1}_d](W(s_n), t - s_n) \text{ and } X(t) \overset{\text{def.}}{=} X(s_n)e^{-(t-s_n)},
$$

and $W(s_{n+1}) = W(s_{n+1}-)$, and

(a) if $s_{n+1}$ is a point of $\mathcal{N}_\lambda$, define $f_{n+1} = +$, and

$$
X(s_{n+1}) \overset{\text{def.}}{=} X(s_n)e^{-(s_{n+1} - s_n)} + W(s_{n+1}-),
$$

(b) Otherwise, we set $f_{n+1} = -$, and

$$
X(s_{n+1}) \overset{\text{def.}}{=} X(s_n)e^{-(s_{n+1} - s_n)} - g\left(X(s_n)e^{-(s_{n+1} - s_n)} \right).
$$

We have thus defined by induction a stochastic process $(X(t), W(t))$ on sequence of time intervals $(s_n, s_{n+1})$, $n \geq 1$. We now prove that the process is defined on the whole real half-line, i.e. that the sequence $(s_n)$ is almost surely converging to infinity. This is the object of the following lemma.

**Lemma 5** (Non-Explosive Behavior). Under Assumptions A, the sequence of successive jump instants $(s_n)$ is almost surely converging to infinity.

**Proof.** Denote by $\mathcal{E}_0$ the event where the sequence $(s_n)$ is bounded and assume that it has a positive probability. On the event $\mathcal{E}_0$, almost surely, only a finite number of points of the Poisson process $\mathcal{N}_\lambda$ may be points of the sequence $(s_n)$. Therefore, there exists some $N_0 \in \mathbb{N}$ and a subset $\mathcal{E}_1$ of $\mathcal{E}_0$ of positive probability such that for $n \geq N_0$, one has $f_n = -$, i.e. the jumps are due to the second point process of Relation (24) after time $s_{N_0}$.

On the event $\mathcal{E}_1$, for $n \geq N_0$ one has $X(s_n-) < |X(s_{N_0})|$, almost surely, because $|X(t)|$ can only decrease when there are no pre-synaptic spikes. Consequently, as $\beta(x)$ is null for $x < -c_\beta$, we have that $\max(\beta(X(t)) : t > s_{N_0}) < + \infty$. Therefore, the successive jump instants $(s_n, n \geq N_0)$ cannot stay bounded on the event $\mathcal{E}_1$. This is a contradiction. The sequence $(s_n)$ is therefore converging to infinity almost surely.

A direct consequence of this result is that, from the very definition of the sequence $(s_n)$, for any $t > 0$, there exists $n_0$ such that if $n \geq n_0$ then

$$
\sum_{k=1}^{n} \delta_{s_k} \mathbb{1}_{(f_k = +)} \cap [0, t] = \mathcal{N}_\lambda \cap [0, t] \text{ and } \sum_{k=1}^{n} \delta_{s_k} \mathbb{1}_{(f_k = -)} \cap [0, t] = \mathcal{N}_{\beta,X} \cap [0, t], \quad \text{a.s.,}
$$

recall that $\mu \cap [0, t]$ is the measure $\mu \in \mathcal{M}(\mathbb{R}_+)$ restricted to the interval $[0, t]$. For $a \in [p, d]$, again with the $\mathcal{G}_t \otimes \mathcal{G}_t$-measurability property of plasticity kernels, the quantity

$$
\Omega^n_{\alpha}(t) = \Omega_a(0) + \int_{(0, t]} e^{-\alpha(t-s)} \Gamma_a(\mathcal{N}_\lambda, \mathcal{N}_{\beta,X}) (ds)
$$

is a stopping time and the strong Markov property of the Poisson processes $\mathcal{N}_\lambda$ and $\mathcal{P}$ give that $\Omega^n_{\alpha}(s)$ is also a stopping time for $n \geq 1$. We now prove that the process is defined on the whole real half-line, i.e. that the sequence $(\Omega^n_{\alpha}(t))$ is almost surely converging to infinity. This is the object of the following lemma.
is constant for \( n \geq n_0 \), it is defined as \( \Omega_a(t) \). Furthermore, for \( s \leq t \) and \( n \geq n_0 \),
\[
dW(s) = M(\Omega_p^n(t), \Omega_q^n(s), W(s))\, ds = M(\Omega_p(t), \Omega_d(s), W(s))\, ds.
\]
We have thus the existence of a solution to Relation (20). The uniqueness is clear on any time interval \([0, s_n]\), \( n \geq 1 \), and therefore almost surely on \( \mathbb{R}_+ \).

\[ \square \]

3. Markovian Plasticity Kernels

In this section we introduce an important subclass \((\mathcal{M})\) of plasticity kernels that leads to a Markovian formulation of the whole plasticity process. In this context, it turns out that the associated synaptic weight process \((W(t))\) can be investigated with a scaling approach which is often used, sometimes implicitly, in the literature of physics in neuroscience. As it will be seen, plasticity kernels of pair-based models of Section 2.4.1 and of calcium-based models of Section 2.4.2 are of class \( \mathcal{M} \). The follow-up paper Robert and Vignoud [29] is devoted to the scaling analysis of these plasticity kernels.

Definition 6 (Kernels of Class \((\mathcal{M})\)). A plasticity kernel \( \Gamma \) is of class \((\mathcal{M})\) if, for \( m_1, m_2 \in \mathcal{M}_p(\mathbb{R}_+) \),
\[
\Gamma(m_1, m_2)(dt) = n_0(z(t))\, dt + n_1(z(t-))m_1(dt) + n_2(z(t-))m_2(dt),
\]
where

(a) For \( i = 0, 1, 2 \), \( n_{a,i} \) is a non-negative measurable function on \( \mathbb{R}_+^\ell \), where \( \ell \in \mathbb{N}_+ \);

(b) \((z(t))\) is a càdlàg function with values in \( \mathbb{R}_+^\ell \), solution of the SDE
\[
dz(t) = (-\gamma \circ z(t) + k_0)\, dt + k_1(z(t-))m_1(dt) + k_2(z(t-))m_2(dt),
\]

- \( \gamma \in \mathbb{R}_+^\ell \), \( a \circ b = (a_1 \times b_1) \) if \( a = (a_1) \) and \( b = (b_1) \) in \( \mathbb{R}_+^\ell \);

- \( k_0 \in \mathbb{R}_+^\ell \) is a constant and \( k_1 \) and \( k_2 \) are measurable functions from \( \mathbb{R}_+^\ell \) to \( \mathbb{R}_+^\ell \). Furthermore, the \( (k_i) \) are such that the function \((z(t))\) has values in \( \mathbb{R}_+^\ell \) whenever \( z(0) \in \mathbb{R}_+^\ell \).

It is important to note that the function \((z(t))\) is a functional of the pair \((m_1, m_2)\). The fact that \( z(t) \) stay non-negative is an important feature of class \((\mathcal{M})\) kernels. For example, we may have functions \( k_1 \) or \( k_2 \) of the form,
\[
k_i(z) = B_i - b_i \circ z
\]
where \( B_i \in \mathbb{R}_+^\ell \), and \( b_i \in \{0, 1\}^\ell \).

If \( \Gamma \) is of class \((\mathcal{M})\) and \((z(t))\) is its associated càdlàg process, with Relation (26) it is easily seen that, for any \( t > 0 \), the functional
\[
\left\{ (\mathcal{M}_p(\mathbb{R}_+^\ell), \mathcal{G}_t) \to (\mathcal{M}_+(\mathbb{R}_+^\ell), \mathcal{B}(\mathcal{M}_+(\mathbb{R}_+^\ell))) \right. \\
\left. (m_1, m_2) \to \Gamma(m_1, m_2)(du \cap \mathbb{R}_+^\ell) \right\}
\]
is indeed \( \mathcal{G}_t \)-measurable, where \((\mathcal{G}_t)\) is the filtration of Definition (2).

Proposition 7 (A Markovian Formulation of Plasticity). If \( \Gamma_a, a \in \{p, d\} \), are plasticity kernels of class \((\mathcal{M})\) associated to \((n_{a,i}, k_i), i \in \{0, 1, 2\}, a \in \{p, d\} \) and \( \gamma \in \mathbb{R}_+^\ell \) and under Assumptions A, the solution of Relations (20) of Theorem 4 is such that
the stochastic process \((U(t))\) \(\overset{\text{def}}{=} \overset{\text{def}}{(X(t), Z(t), \Omega_p(t), \Omega_d(t), W(t))}\) is a Markov process on \(S_M(t) \overset{\text{def}}{=} \mathbb{R} \times \mathbb{R}_+^x \times \mathbb{R}_+^2 \times K_W\), solution of the SDE,

\[
\begin{aligned}
\frac{\text{d}X(t)}{\text{d}t} &= -X(t) \text{d}t + W(t)\mathcal{N}_\lambda(\text{d}t) - \gamma (X(t))\mathcal{N}_{\beta,X}(\text{d}t) ,
\frac{\text{d}Z(t)}{\text{d}t} &= (-\gamma \odot Z(t) + k_0) \text{d}t \\
& \quad + k_1(Z(t-))\mathcal{N}_\lambda(\text{d}t) + k_2(Z(t-))\mathcal{N}_{\beta,X}(\text{d}t),
\frac{\text{d}\Omega_a(t)}{\text{d}t} &= -\alpha\Omega_a(t) \text{d}t + n_{a,0}(Z(t)) \text{d}t \\
& \quad + n_{a,1}(Z(t-))\mathcal{N}_\lambda(\text{d}t) + n_{a,2}(Z(t-))\mathcal{N}_{\beta,X}(\text{d}t), \quad a \in \{p, d\},
\frac{\text{d}W(t)}{\text{d}t} &= M(\Omega_p(t), \Omega_d(t), W(t)) \text{d}t.
\end{aligned}
\]

\(27\)

Proof. Theorem 4 shows the existence and uniqueness of such a process \((U(t))\). The process \((U(t))\) is a piecewise deterministic Markov process in the sense of Davis \[7\] and consequently has the Markov property. See Chapter 2 of Davis \[7\]. An expression of its infinitesimal generator is given in Section D of Appendix. \(\square\)

It should be noted that, due to the dimension of the state space, the Markov property of \((U(t))\) cannot be really used in practice in our analysis. The representation in terms of SDEs in Relation \(27\) turns out to be useful in the scaling approach presented in Robert and Vignoud \[29\].

**Motivation for Markovian Kernels.** The processes \((\Omega_p(t))\) and \((\Omega_d(t))\) determining the synaptic plasticity depend on the process \((Z(t))\) in a non-linear way. The coordinates of \((Z(t))=(Z_i(t))\) may be interpreted as the concentration of chemical components created/suppressed by pre-synaptic and/or post-synaptic spikes, with some leaking mechanism. Calcium is such an example, see Relation \(17\). A simple case is when each coordinate of \((Z(t))\) is associated either to pre- or post-synaptic spikes, i.e. it satisfies

\[dZ_i(t) = -\gamma_i Z_i(t) \text{d}t + B_i \mathcal{N}_\lambda(\text{d}t) \text{ or } dZ_i(t) = -\gamma_i Z_i(t) \text{d}t + B_i \mathcal{N}_{\beta,X}(\text{d}t).\]

Moreover, if \(Z_i\) needs to be reset to \(B_i\) when one of the neurons spikes, we just need to replace \(B_i\) by \(B_i - Z_i(t-)-\) in these equations.

We now show that calcium-based models and several pair-based models, can be represented in such a setting, i.e. that their plasticity kernels are of class \((\mathcal{M})\).

**3.1. Examples.**

3.1.1. **Calcium-Based Models.** For this set of models, the class \((\mathcal{M})\) property is fairly clear. Relations \(17\) and \(18\) give that, for \(a \in \{p, d\}\) and \(m_1, m_2 \in \mathcal{M}_p(\mathbb{R}_+),

\[\Gamma^C_a(m_1, m_2)(\text{d}t) = \overset{\text{def}}{=} h_a(C_m(t)) \text{d}t,\]

where, if \(m=(m_1, m_2), (C_m(t))\) is a càdlàg solution of the differential equation

\[dC_m(t) = -\gamma C_m(t) \text{d}t + C_{m_1}(dt) + C_{m_2}(dt).\]

The process \((Z(t))\) is simply the one-dimensional process \((C_{\mathcal{N}_\lambda \mathcal{N}_{\beta,X}}(t))\). Markovian dynamics of the calcium-based model are illustrated in Figure 4(a).

3.1.2. **Pair-Based Models.** Several kernels associated to pair-based models defined by Relation \(12\) are also of class \((\mathcal{M})\). This type of Markov property has been mentioned in Morrison et al. \[24\]. Markovian models including STDP models described in Section 2.4 are presented in Section D of Appendix.
3.1.3. All-to-all Model. The class \(\mathcal{M}\) holds when the STDP functions \(\Phi\) are exponential, i.e. when, for \(a \in \{p, d\}\) and \(i \in \{1, 2\}\),
\[
\Phi_{a,i}(t) = B_{a,i} \exp(-\gamma_{a,i}t), \quad t \geq 0.
\]
with \(B_{a,i} \in \mathbb{R}_+\) and \(\gamma_{a,i} > 0\). For \(m_1\) and \(m_2 \in \mathcal{M}_p(\mathbb{R}_+)\), denote by \((z_{a,i}(t))\), the càdlàg solution of the differential equation
\[
dz_{a,i}(t) = -\gamma_{a,i}z_{a,i}(t) \, dt + B_{a,i} m_i(\, dt),
\]
with \(z_{a,i}(0) = 0\). Lemma 1 gives the relation
\[
z_{a,i}(t) = B_{a,i} \int_0^t \exp(-\gamma_{a,i}(t-s)) \, m_i(\, ds).
\]
The process \((z(t))\) is then defined as \((z_{p,1}(t), z_{p,2}(t), z_{d,1}(t), z_{d,2}(t))\). The plasticity kernel of this model, see Relation 12, can be expressed as
\[
\Gamma^A_a(m_1, m_2) = n_{a,1}(z(-))m_1(\, dt) + n_{a,2}(z(-))m_2(\, dt),
\]
the functions \((n_{a,i})\) are defined by, for \(z= (z_{a,i}) \in \mathbb{R}_+^4\), \(n_{a,1}(z) = z_{a,2}\) and \(n_{a,2}(z) = z_{a,1}\).

An example of dynamics with plasticity kernels and associated Markov process \((Z_{a,i})\) is presented in Figure 3-(a). Similar models, using auxiliary processes \((Z_{a,i})\) can be devised for nearest STDP rules. See Section D of Appendix, Figure 3-(b) for the nearest neighbor symmetric STDP and Figure 3-(c) for the nearest neighbor reduced symmetric STDP.

3.1.4. Nearest Neighbor Models. For \(m \in \mathcal{M}_p(\mathbb{R}_+)\) and \(t > 0\), the variable \(t_0(m, t)\) of Relation 15 used in the two models presented in Section 2.4.1
\[
t_0(m, t) = t - \sup \{s : s < t, m(\{s\}) \neq 0\},
\]
can be expressed as the solution \((z_m(t))\) of the differential equation,
\[
dz_m(t) = dt - z_m(t-)(m(\, dt)),
\]
with \(z_m(0) = 0\).

For \(m_1\) and \(m_2 \in \mathcal{M}_p(\mathbb{R}_+)\), we define \((z(t)) = (z_{m_1}(t), z_{m_2}(t))\), Relation 26 holds with \(\gamma = (0, 0)\), \(k_0 = (1, 1)\) and, for \(z = (z_1, z_2)\), \(k_1(z) = (-z_1, 0)\) and \(k_2(z) = (0, -z_2)\).

In this setting, both nearest models are of class \(\mathcal{M}\):
— The nearest neighbor symmetric model, \(\Gamma^S_a\) of Relation 14,
with \(n_{a,0}(z) = 0\), \(n_{a,1}(z) = \Phi_{a,2}(z_2)\) and \(n_{a,2}(z) = \Phi_{a,1}(z_1)\).
— The nearest neighbor reduced symmetric model, \(\Gamma^R_a\) of Relation 16,
with \(n_{a,0}(z) = 0\), \(n_{a,1}(z) = \Phi_{a,2}(z_2)\mathbf{1}_{\{z_2 \leq z_1\}}\) and \(n_{a,2}(z) = \Phi_{a,1}(z_1)\mathbf{1}_{\{z_1 \leq z_2\}}\).

3.2. Extensions. For all-to-all models, the exponential STDP function allows the representation of time evolution of plastic synapticity with a finite-dimensional process \((Z(t))\) and, therefore, the associated kernels are of class \(\mathcal{M}\).

For a general function \(\Phi\), it is however possible to express the system as a Markovian system, by taking the instants of all past instants of spikes
\[
(Z_{1,k}(t)) \overset{\text{def}}{=} (t_k(\mathcal{N}_{\gamma}, t), k \geq 0) \quad \text{and} \quad (Z_{2,k}(t)) \overset{\text{def}}{=} (t_k(\mathcal{N}_{\beta, X}, t), k \geq 0)
\]
with, for \(k \geq 0\), \(m \in \mathcal{M}_p(\mathbb{R}_+)\) and \(t > 0\),
\[
t_k(m, t) = t - \sup \{s \leq t : m([s, t]) > k\}
\]
$t_k(m,t)$ represent the time between $t$ and the $k$th last spike of $m$. In an analogous way as for Definition (15), we have, for $k \geq 1$,

$$dt_k(m,t) = dt + (t_k(m,t) - t_{k-1}(m,t))m(dt),$$

so that the processes $(Z_{i,k}(t), k \geq 0), i \in \{1, 2\}$ would satisfy SDE as in Relation (27). Keeping track of all instant previous spikes, we can express the plasticity kernels with an infinite dimensional Markovian process. Unfortunately, there are fewer results, concerning equilibrium distributions for example, in such a context. This is why we restrict our study to finite-dimensional systems.

Markov Processes Associated to Cellular Processes. When the plasticity process $(W(t))$ is constant and equal to $w \in \mathbb{R}$, the associated solution $(X^w(t), Z^w(t))$ of the first two SDEs of Relations (27) is clearly a Markov process driven by the pre- and post-synaptic spikes. The invariant distribution of this Markov process plays an important role in the scaling analysis of the process $(W(t))$ developed in Robert and Vignoud [28, 29]. For reasons explained in the introduction of [29], these processes are referred to as fast processes.

It is easily seen that its infinitesimal generator is defined by, if $f \in C^1_b(\mathbb{R} \times \mathbb{R}^\ell_+)$ and $v = (x,z) \in \mathbb{R} \times \mathbb{R}^\ell_+$, then

$$B^\gamma_w(f)(v) \overset{def.}{=} -x \frac{\partial f}{\partial x}(x,z) + \left(-\gamma \circ z + k_0, \frac{\partial f}{\partial z}(x,z)\right) + \lambda \left(f(x+w, z+k_1(z)) - f(v)\right) + \beta(x) \left(f(x-g(x), z+k_2(z)) - f(v)\right),$$

with

$$\frac{\partial f}{\partial z}(x,z) = \left(\frac{\partial f}{\partial z_i}(x,z), i \in \{1, \ldots, \ell\}\right).$$

Examples of fast processes for classical STDP rules are presented in Section D of Appendix. The following proposition is proved in Section 5 of Robert and Vignoud [28].

**Proposition 8.** Under the Assumptions A-a and A-b and if the functions $k_1$ and $k_2$ are bounded and all coordinates of $\gamma$ are positive then the Markov process $(X^w(t), Z^w(t))$ has a unique invariant distribution $\Pi_w$.

The explicit expression of $\Pi_w$ is not known in general. For several STDP models, like calcium-based models, this is a limitation for a detailed analysis of the plasticity process $(W(t))$. See Section 4 of [29]. The next section is devoted to a class of discrete models of synaptic plasticity for which the corresponding $\Pi_w$ has an explicit expression for the analogue of calcium-based models.

### 4. Discrete Models of STDP Rules

In this section, we introduce a discrete model of plasticity associated to Relation (27), where the membrane potential $X$, the cellular processes $Z$ and the synaptic weight $W$ are integer-valued variables. It amounts to represent these quantities as multiple of a “quantum”, instead of a continuous variable. For example, pre-/post-synaptic receptors (like the AMPA receptor for example) have a measurable influence on the membrane potential, where one quantum would represent the influence of a single receptor. This is a biologically plausible assumption for potential and cellular processes. The leaking mechanism ($-a U(t)dt$ in the continuous model,
$U \in \{X, Z, W\}$ and $a > 0$, in the SDEs) is represented by the fact that each quantum leaves the cell/synapse at rate $a$.

\begin{equation}
\begin{aligned}
\text{d}X(t) &= -N_{I, X}(dt) + W(t-)N_{\lambda}(dt) - N_{I, \delta X}(dt), \\
\text{d}Z_j(t) &= -N_{I, \gamma_j Z_j}(dt) + k_{0,j}(Z(t-))N_{\ell}^j(dt) + k_{1,j}(Z(t-))N_{\lambda}(dt) \\
&\quad + k_{2,j}(Z(t-))N_{I, \delta X}(dt), \quad j = 1, \ldots, \ell, \\
\text{d}W(t) &= -N_{I, \mu W}(dt) + A_p N_{\gamma_p}(dt) - A_d \mathbb{1}_{(W(t-) \geq A_d)} N_{I, \Omega_d}(dt).
\end{aligned}
\end{equation}

The processes $(\Omega_\xi(t))$, $a \in \{p, d\}$, satisfy the same SDE as in Relation (27), the functions $n_{a,i}$ and $k_i$, $i \in \{0, 1, 2\}$, are defined on $\mathbb{N}^\ell$ with values in $\mathbb{N}^\ell$. The variables $A_p$ and $A_d$ are integers and $\gamma = (\gamma_j) \in \mathbb{R}_+^\ell$.

For $\xi > 0$, $N_\xi$, resp. $(N_\xi^d)$, is a Poisson process on $\mathbb{R}_+$ with rate $\xi$, resp. independent i.i.d. sequences of such point processes. As before, with Relation (5) and $I(x) = x$ and a process $(U(t))$, the notation $N_{I, U}(dt)$ stands for $\mathcal{P}((0, U(t-)), dt)$, where $\mathcal{P}$ is a Poisson process in $\mathbb{R}_+^\ell$ with rate 1. We have in particular

$$\mathbb{P}(N_{I, U}(dt) \neq 0 | U(t) = t) = U(t) - dt + o(dt).$$

All Poisson processes are assumed to be independent.

We have taken $g(\cdot)$ as the constant function equal to 1. As it can be seen, the firing rate in the evolution of $(X(t))$ is the linear function $x \mapsto \beta x$. The time evolution of the discrete random variable $(W(t))$ is driven by two inhomogeneous Poisson processes, one for potentiation and the other for depression.

As before we define $(X^w(t), Z^w(t))$ as the Markov process $(X(t), Z(t))$ when $(W(t))$ is constant and equal to $w \in \mathbb{N}$. If $Q = Q((x, z), (x', z'))$ is the jump matrix of $(X^w(t), Z^w(t))$, we have,

\[
\begin{cases}
q((x, z), (x-1, z)) = x, & q((x, z), (x, z+k_0(z))) = 1 \\
q((x, z), (x+w, z+k_1(z))) = \lambda, & q((x, z), (x-1, z+k_2(z))) = \beta x, \\
q((x, z), (x, z-e_i)) = 0, & i \in \{1, \ldots, \ell\}.
\end{cases}
\]

where $e_i$ is the $i$th unit vector of $\mathbb{N}^\ell$. If $f$ is a function on $\mathbb{N} \times \mathbb{N}^\ell$, with the notation $\nabla_{(a,b)}(f)(v) = (f(v+(a, b)) - f(v))$, for $v, (a, b) \in \mathbb{Z}^{\ell+1}$, $Q$ can be expressed as

\[
Q(f)(x, z) = \sum_{(x', z')} q((x', z'), (x, z)) f(x', z')
\]

\[
= x \nabla_{(-1,0)}(f)(x, z) + \sum_{j=1}^\ell \gamma_j z_j \nabla_{(0,-e_j)}(f)(x, z) + \nabla_{(0,k_0(z))}(f)(x, z) + \lambda \nabla_{(w,k_1(z))}(f)(x, z) + \beta x \nabla_{(-1,k_2(z))}(f)(x, z).
\]

**Proposition 9.** Under Assumptions A-a and A-b and if the coordinates of functions $k_0$, $k_1$, and $k_2$ are bounded and all coordinates of $\gamma$ are positive then the Markov process $(X^w(t), Z^w(t))$ has a unique invariant distribution on $\mathbb{N}^{1+\ell}$.

**Proof.** Since the state space is at most countable, the proof is simpler than its continuous counterpart. Proposition 9 where annoying technical intricacies hide the simplicity of the result. Let $C_k$ be an upper bound for the coordinates of $k_i$,
\( i=0, 1, 2 \). For \( (x, z) \in \mathbb{N}^{d+1} \), define, for \( \eta > 0 \), \( f(x, z) = x + \eta(z_1 + \cdots + z_d) \). We have

\[
Q(f)(x, z) \leq -x + \lambda w - \beta x - \eta \sum_{j=1}^{\ell} \gamma_j z_j + \eta(1+\lambda)C_k + \eta\ell\beta C_k x
\]

\[
\leq -\beta(1-\eta\ell C_k) x - \min(1, \gamma_j) f(x, z) + D,
\]

with \( D \) a constant. If \( \eta \) is chosen so that \( \eta < 1/\ell C_k \), then there exists \( \gamma > 0 \) and \( K \) such that \( Q(f)(x, z) < -\gamma \) holds whenever \( f(x, z) > K \). We can now use Proposition 8.14 of [26] to conclude the proof of the proposition.

\[\square\]

**A Discrete Version of Calcium-Based Models.** A comparison between continuous and discrete models of calcium-based STDP is presented in Section [C] and illustrated by Figure 4. The state of the system corresponds to the case when \( (Z(t)) \) is a one-dimensional process \( (C(t)) \) solution of the SDE,

\[
\begin{align*}
\frac{dC(t)}{dt} &= -N_{1, \gamma C}(dt) + C_1 N_\lambda(dt) + C_2 N_{1, \beta X}(dt), \\
\frac{d\alpha(t)}{dt} &= -\alpha \Omega_a(t) + h_a(C(t)) dt, \quad a \in \{p, d\},
\end{align*}
\]

where \( C_1, C_2 \in \mathbb{N} \) and, for \( a \in \{p, d\}, A_a \in \mathbb{N} \) and \( h_a \) is a non-negative function.

**Definition 10.** For a fixed \( W=w \), the Markov process \( (X^w(t), C^w(t)) \) is defined by its transition rate matrix \( Q_{C^w} = (q_{C^w}((x, c), (x', c'))) \) is given by, for \( (x, c) \in \mathbb{N}^2 \),

\[
\begin{align*}
q_{C^w}((x, c), (x+w, c+C_1)) &= \lambda, & q_{C^w}((x, c), (x-1, c)) &= x, \\
q_{C^w}((x, c), (x, c-1)) &= \gamma c, & q_{C^w}((x, c), (x-1, c+C_2)) &= \beta x.
\end{align*}
\]

![Stochastic Queue for the Associated Fast Process of the Discrete Calcium-Based Model](image)

This process can be seen as a network of two \( M/M/\infty \) queues with simultaneous arrivals, see Chapter 6 of Robert [26], as illustrated in Figure 2.

**Proposition 11** (Equilibrium of Fast Process). For \( w \in \mathbb{N} \), the Markov process on \( \mathbb{N}^2 \) of Definition 10 has a unique invariant distribution \( \Pi^w_Q \), and the generating function of \( C^w \) is given by, for \( u \in [0, 1] \),

\[
E\left(u^{C^w}\right) = \exp \left(-\lambda \int_0^{+\infty} (1-\Delta(u, s, w)) ds\right),
\]

with

\[
\Delta(u, s, w) = \left(1+(u-1)p_1(s)\right)^{C_1} \left(1+\sum_{i=1}^{C_2} (u-1)^k p_2(s, k)\right)^w
\]

\[
p_1(s) = e^{-\gamma s} \text{ and } p_2(s, k) = \frac{\beta}{\beta+1-\gamma k} \left(\frac{C_2}{k} \right) \left(e^{-\gamma ks} - e^{-(\beta+1)s}\right).
\]
Due to its use in the scaling results of Robert and Vignoud [29], only the distribution of the calcium variable $C^w$ is considered. The joint generating function of $(X^w, C^w)$ could be obtained with the same approach.

It might be tempting to try to solve the equilibrium equations for the transition rates of Definition 10. It does not seem that there is a way to solve them with generating functions methods. The proof below relies in fact on a convenient representation of the Markov process with a Poisson marked point process, it then gives a satisfactory representation of the equilibrium distribution.

Proof. To each arrival instant $t$ of the Poisson process $\mathcal{N}_\lambda$ on $\mathbb{R}$ is associated a vector of $\mathbb{N}^{2w+C_1+wC_2}$

$$\mathbf{u} = ((x_i, 1 \leq i \leq w), (y_i, 1 \leq i \leq w), (z_{0,j}, 1 \leq j \leq C_1), (z_{i,j}, 1 \leq i \leq w, 1 \leq j \leq C_2))$$

We take $(\mathcal{L}_n) = ((X_{n,i}), (Y_{n,i}), (Z_{n,i,j}))$, where $(X_{n,i})$, $(Y_{n,i})$ and $(Z_{n,i,j})$, sequences of i.i.d. exponentially distributed random variables with respective parameters $1$, $\beta$ and $\gamma$, and independent of $\mathcal{N}_\lambda$. The interpretation of these variables are as follows, for $1 \leq i \leq w$, for the $n$th instant of the Poisson process $\mathcal{N}_\lambda$,

(a) $X_{n,i}$ is the lifetime of the $i$th quantum of potential generated at time $t$ (if any),
(b) $Y_{n,i}$, the duration of time after which this $i$th quantum of potential initiates a firing of the neuron,
(c) $Z_{n,0,j}$, the lifetime of the $j$th quantum of calcium generated at $t$, for $1 \leq j \leq C_1$,
(d) $Z_{n,i,j}$, the lifetime of the $i$th quantum of calcium created if the event described by (c) occurs, for $1 \leq j \leq C_2$.

Define

$$\overline{\mathcal{N}}_\lambda(ds, du) \overset{\text{def.}}{=} \sum_{n \in \mathbb{Z}} \delta(t_n, \mathcal{L}_n),$$

it is well known that $\overline{\mathcal{N}}_\lambda$ is a Poisson marked point process with intensity measure (31)

$$\mu(ds, du) \overset{\text{def.}}{=} \lambda ds \otimes_{i=1}^w E_1(dx_i) \otimes_{i=1}^w E_\beta(dy_i) \otimes_{j=1}^{C_1} E_\gamma(dx_{0,j}) \otimes_{j=1}^{C_1} E_\gamma(dx_{j,i}),$$

where $E_\lambda(dx)$ is the exponential distribution with parameter $\xi > 0$. See Chapter 5 of Kingman [19] for example.

Assuming that $X^w(0) = C^w(0) = 0$, with the interpretation of the coordinates of the mark $\mathbf{u}$, it is easy to get the representation, for $t \geq 0$,

$$X^w(t) = \int_{(0,t]} \sum_{i=1}^w \mathbb{1}_{\{s+x_i,t,s+y_i,t\}} \overline{\mathcal{N}}_\lambda(ds, du),$$

indeed, if there is an arrival at $s \leq t$, its $i$th quantum $i \in \{1, \ldots, w\}$ of this arrival with lifetime $x_i$ with firing time $y_i$ is still present at $t$ if $s+x_i > t$ and $s+y_i > t$. Similarly,

$$C^w(t) = \int_{(0,t]} \sum_{j=1}^{C_1} \mathbb{1}_{\{s+z_{0,j},t\}} \overline{\mathcal{N}}_\lambda(ds, du)$$

$$+ \int_{(0,t]} \sum_{i=1}^w \sum_{j=1}^{C_2} \mathbb{1}_{\{z_{i,j},s+y_i,t,s+y_i+s+z_{i,j},t\}} \overline{\mathcal{N}}_\lambda(ds, du).$$
Using invariance by time-translation of the Poisson process $\mathcal{N}_\lambda$, we get that the random variable $(X^w(t), C^w(t))$ has the same distribution as

$$(X^w(t), C^w(t)) \overset{\text{def.}}{=} \left( \int_{(-t,0]} \sum_{i=1}^w \mathbb{1}\{s+x_i>0,s+y_i>0\} \mathcal{N}_\lambda(ds, du), \right.$$

$$\left. \int_{(-t,0]} \sum_{j=1}^{C_1} \mathbb{1}\{s+z_{0,j}>0\} \mathcal{N}_\lambda(ds, du) + \sum_{i=1}^w \sum_{j=1}^{C_2} \mathbb{1}\{x_i>y_i,s+y_i<0,s+y_i+z_{i,j}>0\} \mathcal{N}_\lambda(ds, du) \right).$$

The random variables $(X^w(t), C^w(t))$ are non-decreasing and converging to

$$\left( \int_{(-\infty,0]} \sum_{i=1}^w \mathbb{1}\{s+x_i>0,s+y_i>0\} \mathcal{N}_\lambda(ds, du), \right.$$

$$\left. \int_{(-\infty,0]} \sum_{j=1}^{C_1} \mathbb{1}\{s+z_{0,j}>0\} + \sum_{i=1}^w \sum_{j=1}^{C_2} \mathbb{1}\{x_i>y_i,s+y_i<0,s+y_i+z_{i,j}>0\} \mathcal{N}_\lambda(ds, du) \right).$$

The variable $X^w(\infty)$ and $C^w(\infty)$ are almost surely finite since, with standard calculations with Poisson processes, we obtain that

$$\mathbb{E} \left[ X^w(\infty) \right] = \frac{\lambda}{\beta+1} w, \quad \mathbb{E} \left[ C^w(\infty) \right] = \frac{\lambda}{\gamma} \left( C_1 + C_2 \frac{\beta w}{\beta+1} \right).$$

Recall the formula for Laplace transform of Poisson point processes,

$$\mathbb{E} \left[ \exp \left( \int -f(s,u) \mathcal{N}_\lambda(ds, du) \right) \right] = \exp \left( \int \left( 1 - e^{-f(s,u)} \right) \mu(ds, du) \right),$$

for any non-negative Borelian function $f$ on $\mathbb{R}^{2w+C_1+wC_2}$, where $\mu$ is defined by Relation (31). See Proposition 1.5 of Robert [26] for example. For $u\in[0,1]$, we therefore get the relation

$$-\ln \mathbb{E} \left[ u^C^w(\infty) \right] =$$

$$\lambda \int_{\mathbb{R}^+} \left( 1 - \mathbb{E} \left[ u^{C^w_i} \sum_{i=1}^{C_1} \mathbb{1}\{E_{\gamma,0,1}>s\} \right] \mathbb{E} \left[ u^{C^w_i} \sum_{j=1}^{C_2} \mathbb{1}\{E_{\beta,1,i,E_{\gamma,1,i},k+E_{\beta,1,i}}<s\} \right] \right) ds =$$

$$\lambda \int_{\mathbb{R}^+} \left( 1 - \left( 1 - e^{-\gamma s + u e^{-\gamma s}} \right)^{C_1} \mathbb{E} \left[ u^{C^w_i} \sum_{j=1}^{C_2} \mathbb{1}\{E_{\beta,1,i,E_{\gamma,1,i},k+E_{\beta,1,i}}<s\} \right] \right)^w ds,$$

where $(E_{1,i})$, $(E_{\beta,1})$ and $(E_{\gamma,1,i})$ are independent i.i.d. exponentially distributed random variables with respective parameters 1, $\beta$ and $\gamma$. We have

$$\mathbb{E} \left[ u^{C^w_i} \sum_{j=1}^{C_2} \mathbb{1}\{E_{\beta,1,i,E_{\gamma,1,i},k+E_{\beta,1,i}}<s\} \right] =$$

$$1 - p(s) + \mathbb{E} \left[ 1 - q(s, E_{\beta,1}) + u q(s, E_{\beta,1}) \right] \mathbb{E} \left[ C^2 \mathbb{1}\{E_{\beta,1}<s\} \right]$$

with

$$p(s) = \mathbb{P} \left( E_{\beta,1}<E_{1,1} \wedge s \right) = \frac{\beta}{\beta+1} \left( 1 - e^{-s(\beta+1)} \right),$$

and

$$q(s, E_{\beta,1}) = \mathbb{P} \left( s - E_{\beta,1}<E_{\gamma,1,i} \mid E_{\beta,1} \right) = e^{-\gamma(s-E_{\beta,1})},$$
\[
\mathbb{E} \left[ \mathbb{E} \left[ 1 - q(s, E_{\beta,1}) + uq(s, E_{\beta,1}) \right] 1_{E_{1,1} > E_{\beta,1}, E_{\beta,1} < s} \right] = \\
\sum_{k=0}^{c_2} (u-1)^k \left[ \frac{C_2}{k} e^{-\gamma ks} \int_0^s e^{-(\beta+1-\gamma)h} \, dh \right] = \sum_{k=0}^{c_2} (u-1)^k p_2(s, k)
\]

with,
\[
p_2(s, k) = \frac{\beta}{\beta + 1 - \gamma k} \left( \frac{C_2}{k} \right) \left( e^{-\gamma ks} - e^{-(\beta+1)s} \right)
\]

Note that, \(p_2(s, 0) = p(s)\) the proposition is thus proved. 
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Appendix A. Additional Examples of Plasticity Kernels

A.1. Suppression Models. Computational models of pair-based rules of Section 2.4.1 are easy to implement in large neural networks and they capture some essentials properties of STDP.

Nevertheless, they have been shown to fit poorly with experimental data when more complex protocols are used. See Froemke and Dan [12] and Pfister and Gerstner [25]. For this reason, more detailed models taking into account the influence of several pre- and post-synaptic spikes have been proposed. Babadi and Abbott [1] is a review of these so-called ‘triplet-based’ rules and their influence on the stability of the synaptic weights distribution. The model of this section is a variant of the pair-based model with an additional dependence on earlier instants of post- and pre-synaptic spikes. Another variant is described in Section A.2.

It was observed, using triplet-based protocols in Froemke and Dan [12], that preceding pre- and post-synaptic spikes have a ‘suppression’ effect on the Hebbian STDP observed. Motivated by these experiments, the following model, extending pair-based rules, has been proposed.

If there is a pre-synaptic spike, resp. post-synaptic spike, at time $t \geq 0$, we denote by $\ell_1(t)$ [resp. $\ell_2(t)$] the instant of the last pre-synaptic [resp. post-synaptic spike], before $t$. For this model, when a pre-synaptic spike occurs at time $t \geq 0$, the contribution to $\Gamma_{S,a}(\cdot,\cdot)(dt)$ is the sum over all post-synaptic spikes before time $s \leq t$ of the quantities

$$(1 - \Phi_{S,1}(t - \ell_1(t))) (1 - \Phi_{S,2}(s - \ell_2(s))) \Phi_{a,2}(t - s),$$

and similarly for post-synaptic spikes, where $\Phi_{S,i}$ is a non-negative non decreasing function verifying $\Phi_{S,i}(0) \leq 1$ and $\lim_{t \to +\infty} \Phi_{S,i}(t) = 0$, for $i \in \{1, 2\}$. In particular, if the instants $t_1$ and $t_2$ of consecutive pre-synaptic spikes are too close, i.e. $t_2 - t_1 = t_2 - \ell_1(t)$ is small, the synaptic weight is not significantly changed at the instant $t_2$. And similarly for consecutive post-synaptic spikes.

The plasticity kernels $\Gamma_{S}^{a}$, $a \in \{p, d\}$, are defined by, for $m_1, m_2 \in \mathcal{M}_p(\mathbb{R}_+)$,

$$\Gamma_{S}^{a}(m_1, m_2)(dt) \overset{\text{def}}{=}$$

$$\left[ (1 - \Phi_{S,1}(t_0(m_1, t))) \int_{(0,t)} (1 - \Phi_{S,2}(t_0(m_2, s))) \Phi_{a,2}(t - s)m_2(ds) \right] m_1(dt)$$

$$+ \left[ (1 - \Phi_{S,2}(t_0(m_2, t))) \int_{(0,t)} (1 - \Phi_{S,1}(t_0(m_1, s))) \Phi_{a,1}(t - s)m_1(ds) \right] m_2(dt)$$

with the $t_0(m, t)$ defined by Equation (15).

A.2. Triplet-Based Models. Pfister and Gerstner [25] shows that preceding pre-synaptic spikes enhance the depression obtained for a post-pre pairing, whereas preceding post-synaptic spikes lead to a bigger potentiation than in a classical pre-post pairing. The plasticity kernels $\Gamma_{T}^{a}$, $a \in \{p, d\}$ of the associated model are defined
by, for $m_1, m_2 \in \mathcal{M}_p(\mathbb{R}_+)$,
\begin{equation}
(33) \quad \Gamma_a^T(m_1, m_2)(dt) \overset{\text{def.}}{=} \left(1 + \int_{(0,t)} \Phi_{T,a,1}(t-s)m_1(ds) \right) \left(\int_{(0,t)} \Phi_{a,2}(t-s)m_2(ds) \right) m_1(dt)
\end{equation}
\begin{equation}
+ \left(1 + \int_{(0,t)} \Phi_{T,a,2}(t-s)m_2(ds) \right) \left(\int_{(0,t)} \Phi_{a,1}(t-s)m_1(ds) \right) m_2(dt).
\end{equation}

where, for $a \in \{p, d\}$, $i \in \{1, 2\}$, $\Phi_{T,a,i}$ is a non-negative non-decreasing function converging to 0 at infinity.

It is interesting to note that this model is in contradiction with the suppression model described just before. Both models are based on experimental data from different neuronal cells: visual cortical in Froemke and Dan [12], and hippocampal in Pfister and Gerstner [25]. A global model taking into account both mechanisms, the NMDA-model, is defined in Babadi and Abbott [1].

A.3. Voltage-Based Models. In Clopath and Gerstner [6], another class of plasticity rules, voltage-based models, has been used to explain plasticity with biophysical mechanisms, similarly to calcium-based models.

In particular, filtered traces of the membrane potential $X$ are used in the synaptic update. Adapting notations from Clopath and Gerstner [6], we have for depression,
\begin{equation}
\Gamma_d(dt) = \left[ B_d \left( \int_{(0,t)} e^{-\gamma_{d,1}^p(t-s)} X(t-s) ds - \theta_d \right) \right]^+ \mathcal{N}_\lambda(dt),
\end{equation}
and for potentiation,
\begin{equation}
\Gamma_p(dt) = B_p \left( \int_{(0,t)} e^{-\gamma_{p,0}^p(t-s)} X(t-s) ds - \theta_p \right)^+ 
\end{equation}
\begin{equation}
\times \left( \int_{(0,t)} e^{-\gamma_{p,2}^d(t-s)} X(t-s) ds - \theta_d \right)^+ 
\end{equation}
\begin{equation}
\times \left( \int_{(0,t)} e^{-\gamma_{p,1}^d(t-s)} N_\lambda(ds) \right) dt.
\end{equation}

See Relations (1) and (2) of Clopath and Gerstner [6].

In their model, an adaptive-exponential integrate-and-fire model (AdEx) is used to represent the post-synaptic neuron, instead of a Poisson point process. They take $\theta_p$ above the threshold potential of the AdEx model, leading to a simple estimation in terms of the post-synaptic spike train:
\begin{equation}
\left( \int_{(0,t)} e^{-\gamma_{p,0}^p(t-s)} X(t-s) ds - \theta_p \right)^+ dt \sim \mathcal{N}_{\beta, X}(dt).
\end{equation}

However, $\theta_d$ lies around the resting potential of the neuron, leading to synaptic update that are functions of $X$ directly and not only of the spike-trains. This feature justifies the denomination voltage-based models and is not easily taken into account in the framework presented here. To include such a STDP rule, one could extend
the definition of a plasticity kernel to $\Gamma(m_1, m_2, x)$ by adding a direct dependence on a càdlàg adapted process $(x(t))$.

We present a variation of the voltage-based model using filtered functionals of pre- and post-synaptic spike trains that fits in our formalism. Notice that both models are not equivalent in the sense that in Clopath and Gerstner [6], sub-threshold-activity can lead to plasticity, whereas our model needs post-synaptic spikes.

If there is a pre-synaptic spike at time $t>0$, the synaptic weight is depressed by the quantity

$$B_d \left( \int_{(0,t)} e^{-\gamma_d z(t-s)} N_{\beta, X}(ds) - \theta_d \right)^+,$$

where, for $x \in \mathbb{R}$, $x^+ = \max(x, 0)$, and if some filtered variable is above some threshold $\theta_d$ at that time.

If there is a pre-synaptic spike at time $t$, the synaptic weight will be potentiated by a quantity involving the product of two filtered variables,

$$B_p \left( \int_{(0,t)} e^{-\gamma_p z(t-s)} N_{\beta, X}(ds) - \theta_d \right)^+ \int_{(0,t)} e^{-\gamma_p t(t-s)} N_{\beta, X}(ds),$$

The plasticity kernels are thus defined by, for $m_1, m_2 \in \mathcal{M}(\mathbb{R}_+)$,

$$\Gamma_d^{V} (m_1, m_2)(dt) \text{ def.}= \left[ B_d \left( \int_{(0,t)} e^{-\gamma_d z(t-s)} m_2(ds) - \theta_d \right)^+ \right] m_1(dt),$$

$$\Gamma_p^{V} (m_1, m_2)(dt) \text{ def.}= \left[ B_p \left( \int_{(0,t)} e^{-\gamma_p z(t-s)} m_2(ds) - \theta_d \right)^+ \left( \int_{(0,t)} e^{-\gamma_p t(t-s)} m_1(ds) \right) \right] m_2(dt).$$

**Appendix B. Plasticity Models Without Exponential Filtering**

In the model of Section 2 with Relation (7) we defined a filtering procedure with an exponential kernel of rate $\alpha>0$ for the function $\Omega_a$, where $\Omega_p(t)$ and $\Omega_d(t)$ are used to quantify the past activity of input and output neurons leading to potentiation and depression respectively. It is given by, for $a \in \{p, d\}$,

$$d\Omega_a(t) = -\alpha \Omega_a(t) \, dt + \Gamma_a(N_{\lambda}, N_{\beta, X})(dt),$$

where $\Gamma_a(N_{\lambda}, N_{\beta, X})(dt)$ represents the plasticity kernels for potentiation, $a=p$, and, for depression, $a=d$.

Therefore, the update of the synaptic weight at time $t$ depends on a functional of the synaptic processes that happened before $t$. The dynamic of the synaptic weight $(W(t))$ is defined by,

$$dW(t) = M(\Omega_p(t), \Omega_d(t), W(t)) \, dt,$$

Several studies of computational neuroscience have investigated the role of STDP in a stochastic setting. See Kempter et al. [18], Kistler and Hemmen [20], Roberts [30], Rubin et al. [33], and Morrison et al. [24] for example. These references use more “direct” dynamics for the synaptic weight. The update at time $t$ depends only on the current synaptic plastic processes $\Gamma_a(N_{\lambda}, N_{\beta, X})(dt)$ at time $t$, instead
of a smoothed version over the past activity. The associated model can be defined so that the corresponding synaptic weight process \((\overline{W}(t))\) satisfies the relation
\[
d\overline{W}(t) = \mathcal{M} \left( \Gamma_p(\mathcal{N}_X, \mathcal{N}_Y, \mathcal{X}), \Gamma_d(\mathcal{N}_X, \mathcal{N}_Y, \mathcal{X}), \overline{W}(t) \right) (dt),
\]
for some functional \(\mathcal{M}\).

**Biological Arguments For Exponential Filtering.** It should be noted that the model associated to \((\overline{W}(t))\) does not seem to be in agreement with observations of numerous experimental studies. See Bi and Poo [2], Fino et al. [10], and Feldman [9]. In a classical experiment, the protocol to induce plasticity consists in stimulating both neurons at a certain frequency a fixed number of times with a fixed delay \(\Delta t\), over a period of up to one or two minutes (60-100 pairings at 1 Hz for example). This part is designed to reproduce conditions of correlations between the two neurons, when mechanisms of plasticity are known to be triggered. However, measurements of the synaptic weight show that changes take place on a different timescale. After the end of the protocol, it is observed that at least several minutes are necessary to have a significant and stable effect on the synaptic weight. In other words, the change in synaptic weights happens long after the end of the plasticity induction.

For this reason we have chosen to use a filter, possibly with an exponential kernel, on the past synaptic activity. Therefore it does not only depend on the instantaneous synaptic variable \(\Gamma^p(\mathcal{N}_X, \mathcal{N}_Y, \mathcal{X})(dt)\) at time \(t\), but on the whole past \(\Gamma^d(\mathcal{N}_X, \mathcal{N}_Y, \mathcal{X})(ds), s \leq t\), with a smoothing exponential kernel which gives the desired dynamical feature for the synaptic weight. Another recent article Robinson et al. [31] also takes this fact into account by adding an “induction” function to the classical models of STDP.

**A Toy Example.** We define
\[
\begin{align*}
M(\omega_p, \omega_d, w) &= \omega_p - \omega_d, \quad (\omega_p, \omega_d, w) \in \mathbb{R}_+^2 \times \mathbb{R}, \\
\mathcal{M}(\Gamma_1, \Gamma_2, w) &= \Gamma_1 - \Gamma_2, \quad \Gamma_1, \Gamma_2 \in \mathcal{M}_+(\mathbb{R}_+), \\
\Gamma^p(dt) - \Gamma^d(dt) &= (F - W(t)) dt,
\end{align*}
\]
with \(F>0\). The equations for the time evolution of synaptic weights are given by
\[
\frac{d\overline{W}(t)}{dt} = \varepsilon \left( F - \overline{W}(t) \right) \quad \text{and} \quad \frac{dW(t)}{dt} = \alpha^2 \int_0^t e^{-\alpha(t-s)} (F - W(s)) ds,
\]
with the initial condition \(W(0)=\overline{W}(0)=w_0>0\). We get that
\[
\overline{W}(t) = F + (w_0 - F)e^{-\varepsilon t}, \quad t \geq 0,
\]
so that \((\overline{W}(t))\) converges to \(F\) as \(t\) gets large, as it can be expected. By differentiating the relation for \((W(t))\) we obtain,
\[
\frac{d^2W(t)}{dt^2} + \alpha \frac{dW(t)}{dt} + W(t) = F,
\]
with \(W(0)=w_0\) and \(W'(0)=0\). If we take \(\alpha=2\varepsilon\) with \(\varepsilon<1\), we get that
\[
W(t) = F + (w_0 - F)e^{-\varepsilon t} \left( \cos \left( t \sqrt{1 - \varepsilon^2} \right) + \sqrt{\frac{\varepsilon^2}{1 - \varepsilon^2}} \sin \left( t \sqrt{1 - \varepsilon^2} \right) \right),
\]
in particular $(W(t)-\overline{W}(t))e^{ct}/(w_0-F)$ is a periodic function with maximal value of the order of $1/\varepsilon$. Both functions $W(t)$ and $\overline{W}(t)$ converge to $F$ as $t$ goes to infinity at the same exponential rate but differ at the second order.

A comparison of both models is also done in Section C of the Appendix and illustrated for pair-based rules in Figure 2 and for calcium-based ones in Figure 4.

**APPENDIX C. GRAPHICAL REPRESENTATION OF MODELS OF PLASTICITY**

In this section, we will consider several examples of simple dynamics of the Markovian system defined in Section 3.

We will start by comparing the effect of three different Hebbian pair-based rules, both on model with, Section 3, and without, Section B, exponential filtering. Then, we will focus on calcium-based models and show that the discrete model of Section 4 can be a good approximation of the continuous model of Section 3.1.1.

We consider two different timescales to compare the induction of plasticity in the model with/without exponential filtering,

- A fast timescale, on the order of the membrane potential dynamics (see plain black line under each row), where the input and output spike patterns are presented.
- A slow timescale (20 times slower in this example), on the order of the synaptic weight modifications (see dotted black line), where no input is presented.

Input and output spikes patterns are fixed in both Figures (see first row).

C.1. **Pair-based STDP Rules (Figure 3).** In this section, we describe the dynamics of the different stochastic processes involved in the pair-based STDP model.

In particular, we compare the various interpretation of the pair-based rules that are described in Section 2.4.1 in Figure 3

(a) All-to-all Model,
(b) Nearest Neighbor Symmetric Model,
(c) Nearest Neighbor Reduced Symmetric Model.

The different interactions are represented by grey arrows (first row).

Exponential STDP curves are considered with their associated Markovian description, see Section D.1.

Finally, we focus on Hebbian STDP rules with $B_{d,1}=0$ and $B_{p,2}=0$.

In the second row, the time evolution of the membrane potential,

$$dX(t) = -X(t)\, dt + W(t-)N_{\lambda}(dt) - X(t-)N_{\beta,X}(dt),$$

is presented. Two interesting facts are to be noted here, at each pre-synaptic spike (green, first row), the current value of the synaptic weight $W(t-)$ is added to the membrane potential $X(t)$. It can be seen in this example that the size of the jump varies across time. In addition, a complete reset of $X$ occurs after a post-synaptic spike (purple, first row), corresponding to $g(x)=x$.

Then we focus on the instantaneous synaptic variables $Z_{p,1}$ (brown, third row) and $Z_{d,2}$ (brown, fourth row), that follows different dynamics depending on the rule chosen.

(a) For *all-to-all* pairings, each synaptic spike is paired with all previous post-synaptic spikes, and conversely. They are already described in the main
Figure 3. Synaptic Plasticity Kernels for Pair-Based Rules

(a) Hebbian all-to-all pair-based rules
Section 3.1.3

(b) Hebbian nearest neighbor symmetric pair-based rules
Section 3.1.4

(c) Hebbian nearest neighbor reduced symmetric pair-based rules
Section 3.1.4
text, by the set of equations, for $a \in \{p, d\}$,
\[
\begin{align*}
\left\{
\begin{array}{l}
\frac{dZ_{p,1}(t)}{dt} = -\gamma_{p,1}Z_{p,1}(t) dt + B_{p,1} \mathcal{N}(dt), \\
\frac{dZ_{d,2}(t)}{dt} = -\gamma_{d,2}Z_{d,2}(t) dt + B_{d,2} \mathcal{N}_{\beta,X}(dt).
\end{array}
\right.
\end{align*}
\]

All pairs of pre-synaptic and post-synaptic spikes are taken into account.

(b) For nearest neighbor symmetric scheme, each pre-synaptic spike is paired with the last post-synaptic spike, and conversely, the system changes slightly:
\[
\begin{align*}
\left\{
\begin{array}{l}
\frac{dZ_{p,1}(t)}{dt} = -\gamma_{p,1}Z_{p,1}(t) dt + (B_{p,1}-Z_{p,1}(t-)) \mathcal{N}_{\lambda}(dt), \\
\frac{dZ_{d,2}(t)}{dt} = -\gamma_{d,2}Z_{d,2}(t) dt + (B_{d,2}-Z_{d,2}(t-)) \mathcal{N}_{\beta,X}(dt).
\end{array}
\right.
\end{align*}
\]
The variable $Z_{p,1}$, resp. $Z_{d,2}$ is reset to $B_{p,1}$, resp. $B_{d,2}$, after a pre-synaptic spike, resp. post-synaptic spike.

(c) For nearest neighbor reduced symmetric scheme, where only immediate pairing matters, we have:
\[
\begin{align*}
\left\{
\begin{array}{l}
\frac{dZ_{p,1}(t)}{dt} = -\gamma_{p,1}Z_{p,1}(t) dt + (B_{p,1}-Z_{p,1}(t-)) \mathcal{N}_{\lambda}(dt), \\
\frac{dZ_{d,2}(t)}{dt} = -\gamma_{d,2}Z_{d,2}(t) dt + (B_{d,2}-Z_{d,2}(t-)) \mathcal{N}_{\beta,X}(dt).
\end{array}
\right.
\end{align*}
\]
The variable $Z_{p,1}$ is reset to $B_{p,1}$, after a pre-synaptic spike and to 0 after a post-synaptic spike, and conversely for $Z_{d,2}$.

This simple example shows how different pair-based rules shape the instantaneous plasticity variables $Z$. This dependence is subsequently transferred to the potentiation kernel $\Gamma_p$ (red, third row) and the depression kernel $\Gamma_d$ (blue, fourth row). With exponential pair-based models, we have $n_{a,0}(z)=0$, $n_{d,1}(z)=z_{d,2}$, $n_{p,1}(z)=0$, $n_{d,2}(z)=0$, $n_{p,2}(z)=z_{p,1}$, and therefore, they follow,
\[
\begin{align*}
\left\{
\begin{array}{l}
\Gamma_p(dt) = Z_{p,1}(t-) \mathcal{N}_{\beta,X}(dt) \\
\Gamma_d(dt) = Z_{d,2}(t-) \mathcal{N}_{\lambda}(dt).
\end{array}
\right.
\end{align*}
\]

It is then not surprising to observe that for a same sequence of pre- and post-synaptic spikes the plasticity kernels are different.

Consequently, it is the same for the slow plasticity variables $\Omega_p$ (red, fifth row) and $\Omega_d$ (blue, fifth row), that follows,
\[
\begin{align*}
\left\{
\begin{array}{l}
\frac{d\Omega_p(t)}{dt} = -\alpha \Omega_p(t) dt + Z_{p,1}(t-) \mathcal{N}_{\beta,X}(dt) \\
\frac{d\Omega_d(t)}{dt} = -\alpha \Omega_d(t) dt + Z_{d,2}(t-) \mathcal{N}_{\lambda}(dt),
\end{array}
\right.
\end{align*}
\]

We choose in this example a linear function $M$, leading to the following time evolution of the synaptic weight (sixth row),
\[
\frac{dW(t)}{dt} = (\Omega_p(t) - \Omega_d(t)) dt.
\]
This example shows that a simple change in the STDP rule can lead to very different dynamics for the synaptic weight. All-to-all rules lead to global potentiation (the dotted line represents the initial value) whereas nearest neighbor rules lead to depression.

Finally, as can be expected from the slow plasticity variables $\Omega_a$ that are still positive long after the end of the stimulus (see in the dotted part), the synaptic weight is modified long after the patterns of spikes.
On the contrary, considering the model without exponential filtering (seventh row),
\[ dW(t) = \Gamma_p(dt) - \Gamma_d(dt), \]
we see that in that case, the synaptic weight is only updated during the stimulus. We notice that the polarity of the global plasticity is the same as with exponential filtering, but the dynamics are completely different, as showed with the toy model in Section B.

C.2. Calcium-based STDP Rules (Figure 4). In this section, we focus on the dynamics of the calcium-based models,
(a) the continuous version, described in Section 3.1.1
(b) the discrete version from Section 4.

The continuous membrane potential (second row, left) follows,
\[ dX(t) = -X(t) dt + W(t) N_{\lambda}(dt) - N_{\beta,X}(dt). \]

We consider a different function \( g(x) = 1 \) than in the previous case. Its discrete analogue (second row, right) verifies,
\[ dX(t) = -\sum_{i=1}^{X(t-)} {N_{\lambda,i}(dt)} + W(t) N_{\lambda}(dt) - \sum_{i=1}^{X(t-)} {N_{\beta,i}(dt)}. \]

It is plainly clear that both processes are almost identical, except that the exponential decay in the continuous model is replaced by a \( M/M/\infty \) queue in the discrete case. In the case of large jumps, they lead to a similar dynamical evolution.

The same conclusions can be drawn for the calcium concentration, where the continuous version (third row, left) follows,
\[ dC(t) = -\gamma C(t) dt + C_1 N_{\lambda}(dt) + C_2 N_{\beta,X}(dt), \]
and the discrete version (third row, right),
\[ dC(t) = -\sum_{i=1}^{C(t-)} {N_{\lambda,i}(dt)} + C_1 N_{\lambda}(dt) + C_2 \sum_{i=1}^{X(t-)} {N_{\beta,i}(dt)}. \]

In both cases, the plasticity kernels \( \Gamma_p \) (fourth row, red) and \( \Gamma_d \) (fourth row, blue) verify,
\[
\begin{cases}
\Gamma_p(dt) = 1_{\{C(t-) \geq \theta_p\}} dt \\
\Gamma_d(dt) = 1_{\{C(t-) \geq \theta_d\}} dt.
\end{cases}
\]

When the calcium reaches the thresholds \( \theta_p \) for potentiation (third row, red) and \( \theta_d \) (third row, blue), the plasticity kernels are “activated” and are equal to \( dt \). We see that both models leads to similar values of the kernels, even if some discrepancies start to appear.

The slow plasticity variables (fifth row) are just obtained by integration of the kernels with an exponential filtering,
\[
\begin{cases}
d\Omega_p(t) = -\alpha \Omega_p(t) dt + \Gamma_p(dt) dt \\
d\Omega_d(t) = -\alpha \Omega_d(t) dt + \Gamma_d(dt) dt.
\end{cases}
\]
Figure 4. Synaptic Plasticity Kernels for Calcium-Based Rules

(a) Continuous calcium-based rules
Section 3.1.1

(b) Stochastic queue calcium-based rules
Section 4
A second discretization is applied in the synaptic update, the continuous version (sixth row, left) verifies,
\[
dW(t) = (A_p \Omega_p(t) - A_d \mathbb{1}_{W(t^-) \geq 0} \Omega_d(t)) \, dt,
\]
and the discrete one (sixth row, right),
\[
dW(t) = A_p \mathcal{N}_{\Omega_p(t^-)}(dt) - A_d \mathbb{1}_{W(t^-) \geq A_d} \mathcal{N}_{\Omega_d(t^-)}(dt).
\]
We note here that we need to force \( W \) to stay non-negative in order to have a valid description of the system. We observe that, even after two different discretizations, both synaptic weights follow a similar evolution.

Using a model without exponential filtering (seventh row) leads to a different dynamical evolution of the synaptic weight, for the continuous model,
\[
d\mathbf{W}(t) = A_p \mathbf{\Gamma}_p(dt) - A_d \mathbb{1}_{W(t^-) \geq 0} \mathbf{\Gamma}_d(dt),
\]
and the discrete one,
\[
d\mathbf{W}(t) = A_p \mathbb{1}_{C(t^-) \geq \theta_p} \mathbf{\mathcal{N}}^1_t(dt) - A_d \mathbb{1}_{W(t^-) \geq A_d, C(t^-) \geq \theta_d} \mathbf{\mathcal{N}}^2_t(dt).
\]

As a conclusion, the discrete models approximate well the continuous one and therefore, using the exact expressions of the discrete model can give an interesting insight on the dynamics of the continuous model.

**Appendix D. Fast Systems of STDP models**

We first start with the generator of a general STDP of class \( \mathcal{M} \) as in Definition [6].

For \( u=(x, z, \omega_p, \omega_d, w) \in \mathcal{S}_\mathcal{M}(\ell) \) and \( f \in C^1_b(\mathcal{S}_\mathcal{M}(\ell)) \), i.e. \( f \) is a bounded \( C^1 \)-function, and all its respective derivatives are bounded, by using Equations [27], it is not difficult to show that the extended infinitesimal generator \( A \) of \((U(t))\) can be expressed as,
\[
A(f)(u) = (-\alpha \omega_p + n_{p,0}(z)) \frac{\partial f}{\partial \omega_p}(u) + (-\alpha \omega_d + n_{d,0}(z)) \frac{\partial f}{\partial \omega_d}(u)
\]
\[
-x \frac{\partial f}{\partial x}(u) + \left(-\gamma \odot z + k_0, \frac{\partial f}{\partial z}(u)\right) + M(\omega_p, \omega_d, w) \frac{\partial f}{\partial w}(u)
\]
\[
+ \lambda \left[f \left( u + wc_1 + k_1(z) \odot \mathbf{\mathcal{r}}_2 + n_{p,1}(z)e_{\ell+2} + n_{d,1}(z)e_{\ell+3}\right) - f(u)\right]
\]
\[
+ \beta(x) \left[f \left( u - g(x)e_1 + k_2(z) \odot \mathbf{\mathcal{r}}_2 + n_{p,1}(z)e_{\ell+2} + n_{d,1}(z)e_{\ell+3}\right) - f(u)\right]
\]
with the following notations, \( e_i \) is the unit vectors for the coordinates with index \( i \).

The notation
\[
\left( \frac{\partial f}{\partial z}(u) \right)_{\text{def.}} \equiv \left( \frac{\partial f}{\partial u_i}(u), 2 \leq i \leq \ell+1 \right)
\]
is for the gradient vector with respect to the coordinates associated to \( z \), i.e. from index 2 to index \( \ell+1 \). Finally \( \mathbf{\mathcal{r}}_2 \) is the vector whose coordinates are 1 for the indices associated to \( z \) and 0 elsewhere and, for \( a \in \mathbb{R}^\ell_+ \), the quantity \( a \odot \mathbf{\mathcal{r}}_2 \) is the vector whose \( i \)th coordinate is \( a_i \), for \( 2 \leq i \leq \ell+1 \), and 0 otherwise.

For sake of completeness, we detail the processes of fast variables for the classical STDP rules described in Section [2.4].
D.1. Pair-Based Models with Exponential Kernels $\Phi$. For pair-based mechanisms, we follow the classification discussed in Morrison et al. [24]:

- For all-to-all pairings, each synaptic spike is paired with all previous postsynaptic spikes, and conversely. They are already described in the main text, by the set of equations, for $a \in \{p, d\}$,

\[
\begin{aligned}
&dX(t) = -X(t)\, dt + w\mathcal{N}_\lambda(dt) - g(X(t-))\mathcal{N}_{\beta,X}(dt) , \\
dZ_{a,1}(t) = -\gamma_{a,1}Z_{a,1}(t)\, dt + B_{a,1}\mathcal{N}_\lambda(dt), \\
dZ_{a,2}(t) = -\gamma_{a,2}Z_{a,2}(t)\, dt + B_{a,2}\mathcal{N}_{\beta,X}(dt).
\end{aligned}
\]

In the nearest neighbor symmetric scheme each pre-synaptic spike is paired with the last post-synaptic spike, and conversely. The system changes slightly:

\[
\begin{aligned}
&dX(t) = -X(t)\, dt + w\mathcal{N}_\lambda(dt) - g(X(t-))\mathcal{N}_{\beta,X}(dt) , \\
dZ_{a,1}(t) = -\gamma_{a,1}Z_{a,1}(t)\, dt + (B_{a,1} - Z_{a,1}(t-))\mathcal{N}_\lambda(dt), \\
dZ_{a,2}(t) = -\gamma_{a,2}Z_{a,2}(t)\, dt + (B_{a,2} - Z_{a,2}(t-))\mathcal{N}_{\beta,X}(dt).
\end{aligned}
\]

The variable $Z_{a,1}$, resp. $Z_{a,2}$ is reset to $B_{a,1}$, resp. $B_{a,2}$, after a pre-synaptic spike, resp. post-synaptic spike.

- For nearest neighbor symmetric reduced scheme, where only immediate pairing matters, we have:

\[
\begin{aligned}
&dX(t) = -X(t)\, dt + w\mathcal{N}_\lambda(dt) - g(X(t-))\mathcal{N}_{\beta,X}(dt) , \\
dZ_{a,1}(t) = -\gamma_{a,1}Z_{a,1}(t)\, dt + (B_{a,1} - Z_{a,1}(t-))\mathcal{N}_\lambda(dt) - Z_{a,1}(t-))\mathcal{N}_{\beta,X}(dt), \\
dZ_{a,2}(t) = -\gamma_{a,2}Z_{a,2}(t)\, dt + (B_{a,2} - Z_{a,2}(t-))\mathcal{N}_{\beta,X}(dt) - Z_{a,2}(t-))\mathcal{N}_\lambda(dt),
\end{aligned}
\]

for exponential pair-based models, with $n_{a,0}(z)=0$, $n_{a,1}(z)=z_{a,2}$ and $n_{a,2}(z)=z_{a,1}$.

D.2. Nearest Pair-Based Models with General Kernels $\Phi$. In the case of nearest pair-based models, we have a simple description of the system, based on the time since the last spike as detailed in Section 3.1.4 We define $(Z(t))=(Z_1(t), Z_2(t))$, such that,

\[
\begin{aligned}
dZ_1(t) = dt - Z_1(t-)\mathcal{N}_\lambda(dt), \\
dZ_2(t) = dt - Z_2(t-)\mathcal{N}_{\beta,X}(dt).
\end{aligned}
\]

In this setting, both nearest models are of class $M$:

- The nearest neighbor symmetric model of Relation [14] with

$n_{a,0}(z)=0, \quad n_{a,1}(z)=\Phi_{a,2}(z_2), \quad n_{a,2}(z)=\Phi_{a,1}(z_1)$.

- The nearest neighbor symmetric reduced model of Relation [16], with

$n_{a,0}(z)=0, \quad n_{a,1}(z)=\Phi_{a,2}(z_2)1_{\{z_2 \leq z_1\}}, \quad n_{a,2}(z)=\Phi_{a,1}(z_1)1_{\{z_1 \leq z_2\}}$.

In fact, we have here two different Markovian systems that represents the same dynamics for nearest exponential STDP rules.
D.3. **Triplet-Based Models.** Generator for triplet-based mechanisms can also be defined in a similar way, see Babadi and Abbott \[1\] for a list of different implementations.

- The suppression model of Section \[A.1\] from Froemke and Dan \[12\], where the Markovian system is given by:

\[
\begin{aligned}
\frac{dX(t)}{dt} &= -X(t) \lambda (t) d\tau + \sum_{a} \lambda_a(t) N_a(t) d\tau - g(X(t)) \lambda(t) X(t) d\tau,
\frac{dZ_{a,1}(t)}{dt} &= -\gamma_{a,1} Z_{a,1}(t) dt + \sum_{b} B_{a,b} N_b(t) dt,
\frac{dZ_{a,2}(t)}{dt} &= -\gamma_{a,2} Z_{a,2}(t) dt + \sum_{b} B_{a,b} N_b(t) dt,
\frac{dZ_{s,1}(t)}{dt} &= -\delta_1 Z_{s,1}(t) dt + \sum_{b} N_b(t) dt,
\frac{dZ_{s,2}(t)}{dt} &= -\delta_2 Z_{s,2}(t) dt + \sum_{b} N_b(t) dt,
\end{aligned}
\]

with \( n_{a,0}(z)=0 \), \( n_{a,1}(z)=(1-z_{s,1}) z_{a,2} \) and \( n_{a,2}(z)=(1-z_{s,2}) z_{a,1} \).

- The triplet-based model, see Pfister and Gerstner \[25\], we have:

\[
\begin{aligned}
\frac{dX(t)}{dt} &= -X(t) \lambda (t) d\tau + \sum_{a} \lambda_a(t) N_a(t) d\tau - g(X(t)) \lambda(t) X(t) d\tau,
\frac{dZ_{a,1}(t)}{dt} &= -\gamma_{a,1} Z_{a,1}(t) dt + \sum_{b} B_{a,b} N_b(t) dt,
\frac{dZ_{a,2}(t)}{dt} &= -\gamma_{a,2} Z_{a,2}(t) dt + \sum_{b} B_{a,b} N_b(t) dt,
\frac{dZ_{s,1}(t)}{dt} &= -\delta_1 Z_{s,1}(t) dt + \sum_{b} N_b(t) dt,
\frac{dZ_{s,2}(t)}{dt} &= -\delta_2 Z_{s,2}(t) dt + \sum_{b} N_b(t) dt,
\end{aligned}
\]

with \( n_{a,0}(z)=0 \), \( n_{a,1}(z)=(1+z_{s,1}) z_{a,2} \) and \( n_{a,2}(z)=(1+z_{s,2}) z_{a,1} \).

D.4. **Calcium-Based Models.** For models of calcium-based plasticity, we have:

- Calcium transients as exponential traces in Graupner and Brunel \[14\], which is the dynamics used as an example in this paper. The system is,

\[
\begin{aligned}
\frac{dX(t)}{dt} &= -X(t) \lambda (t) d\tau + \sum_{a} \lambda_a(t) N_a(t) d\tau - g(X(t)) \lambda(t) X(t) d\tau,
\frac{dC(t)}{dt} &= -C(t) \beta \lambda (t) d\tau + \sum_{a} \lambda_a(t) N_a(t) d\tau + \sum_{b} C_b(t) N_b(t) d\tau.
\end{aligned}
\]

- Calcium transients modeled in a discrete setting as for the example in Section 4. The associated Markov process has the following transitions transition rates, for \((x, c)\in\mathbb{N}^2\),

\[
(x, c) \rightarrow \begin{cases} (x+w, c+C_1) & \lambda, \\
(x-1, c) & x, \end{cases}
\Rightarrow \begin{cases} (x, c-1) & \gamma c, \\
(x-1, c+C_2) & \beta x. \end{cases}
\]

The functions of calcium-based models are given by, for \(a\in\{p, d\}\), \(n_{a,0}(c) = h_a(c)\), \(n_{a,1}(x, c) = 0\) and \(n_{a,2}(c) = 0\).

D.5. **Voltage-Based Models.** Models of Section \[A.3\] which are adaptations of Clopath and Gerstner \[6\] by replacing the direct dependence on filtered traces of \(X\), can also be analyzed with this formalism. The dynamics are given by

\[
\begin{aligned}
\frac{dX(t)}{dt} &= -X(t) \lambda (t) d\tau + \sum_{a} \lambda_a(t) N_a(t) d\tau - g(X(t)) \lambda(t) X(t) d\tau,
\frac{dZ_{p,1}(t)}{dt} &= -\gamma_{p,1} Z_{p,1}(t) dt + \sum_{b} N_b(t) dt,
\frac{dZ_{p,2}(t)}{dt} &= -\gamma_{p,2} Z_{p,2}(t) dt + \sum_{b} N_b(t) dt,
\end{aligned}
\]

with \( n_{a,0}(z)=n_{p,1}(z)=0 \), \( n_{p,2}(z)=B_p z_{p,1}(z_{p,2}-\theta_d)^+ \), \( n_{d,1}(z)=B_d(z_{d,2}-\theta_d)^+ \).
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