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Abstract—Object pose estimation constitutes a critical area within the domain of 3D vision. While contemporary state-of-the-art methods that leverage real-world pose annotations have demonstrated commendable performance, the procurement of such real training data incurs substantial costs. This paper focuses on a specific setting wherein only 3D CAD models are utilized as a priori knowledge, devoid of any background or clutter information. We introduce a novel method, CPPF++, designed for sim-to-real category-level pose estimation. This method builds upon the foundational point-pair voting scheme of CPPF, reformulating it through a probabilistic view. To address the challenge posed by vote collision, we propose a novel approach that involves modeling the voting uncertainty by estimating the probabilistic distribution of each point pair within the canonical space. Furthermore, we augment the contextual information provided by each voting unit through the introduction of N-point tuples. To enhance the robustness and accuracy of the model, we incorporate several innovative modules, including noisy pair filtering, online alignment optimization, and a tuple feature ensemble. Alongside these methodological advancements, we introduce a new category-level pose estimation dataset, named DiversePose 300. Empirical evidence demonstrates that our method significantly surpasses previous sim-to-real approaches and achieves comparable or superior performance on novel datasets.

Index Terms—Object pose estimation, sim-to-real transfer, point-pair features, dataset creation.

I. INTRODUCTION

OBJECT pose estimation is a pivotal subject within the field of computer vision, with applications extending to various downstream tasks such as robotic manipulation [6], [33] and augmented reality (AR) instructions [34]. The exploration of both instance-level and category-level pose estimation methods has been undertaken. Instance-level methods necessitate the availability of the exact object of interest, whereas category-level methods utilize a collection of similar objects (i.e., belonging to the same category) during training. Predominantly, state-of-the-art algorithms in both settings require training on real-world annotations, which are not only costly to acquire but also lack generalizability to out-of-distribution scenarios.

Some researchers have sought to mitigate these challenges by synthetically rendering CAD models with simulated [13], [45], [50] or real-world [42] backgrounds for training. While this approach alleviates the need for real-world annotations, it introduces new complications, such as the complexity of generating random backgrounds and placing disturbers and the prior assumption of the background distribution which may not hold in general.

In this paper, we delve into the setting of pure sim-to-real training, where 3D objects are placed and rendered without any background during training. We contend that this setting is both practical and realistic, as it aligns with common scenarios where only a collection of scanned or synthetic CAD models are available, and rapid training of a pose detection model is desired without prior knowledge of potential backgrounds or clutters.

Building on the recent work of CPPF [46], which explored this problem setting and introduced a sim-to-real approach, we propose an enhanced voting method called CPPF++. Our method

![Fig. 1. Unlike previous methods, our method leverages synthetic RGB-D images without backgrounds for training. During inference, a collection of N-point tuples are uniformly sampled to vote poses with uncertainty awareness, culminating in the final prediction as the majority vote.](image-url)
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We approach the pose voting process from a probabilistic perspective. We model input point pairs as a multinomial distribution in the canonical space, sampling it to generate votes, and employ noisy pair filtering to mitigate background noise. Furthermore, we introduce N-point tuples to preserve more context information and present three rotation-invariant features to maintain rotation invariance. During inference time, to further improve the model’s performance we propose a novel online alignment optimization module to refine the output pose differentiably. An overview of our method is shown in Fig. 1.

We evaluate the performance of current state-of-the-art methods on four different pose estimation datasets including NOCS REAL275, Wild6D, PhoCAL and DiversePose 300. Among these, DiversePose 300, our newly proposed dataset, presents a significant challenge within category-level pose estimation. It offers an expansive variety of poses and background settings, aiming to augment the scope of existing pose estimation datasets. The experiments reveal that our method substantially surpasses prior sim-to-real techniques across all datasets. Furthermore, it’s noteworthy that while state-of-the-art real-world training methods might exhibit overfitting on NOCS REAL275, they fall short when compared to our method on the other unseen datasets.

In summary, our contributions are three-fold:

- We approach the pose voting process from a probabilistic perspective, estimating the distribution of canonical coordinates of point pairs to manage uncertainty during voting. Our framework is bolstered by several innovative modules, including noisy pair filtering, online alignment optimization, and a tuple feature ensemble, all designed to enhance performance.

- Our experimental results demonstrate substantial improvements over existing sim-to-real techniques on the NOCS REAL275 [42] dataset for category-level pose estimation. Moreover, our method exhibits superior generalizability to unseen datasets (e.g., Wild6D, PhoCAL, and DiversePose 300), outperforming previous approaches. Additionally, we achieve enhancements over traditional Pair Point Features (PPF) in instance-level pose estimation on the YCB-Video [45] dataset.

- We present the DiversePose 300 dataset, a more challenging category-level pose dataset that emphasizes a wide variety of poses and background distributions. This dataset serves as a complementary resource to existing pose estimation datasets, aiming to address their limitations.

II. RELATED WORKS

A. Pose Estimation Trained on Real-World Data

Currently, quite a lot of methods have been proposed for 6D pose estimation. For instance-level methods, PoseCNN [45] regresses the depth and 2D center offsets and a quaternion rotation for each region-of-interest with 2D CNNs. DeepIM [22] proposes to iteratively refine the initial pose estimation by giving a pose residual of comparing the rendered image and the input image. CosyPose [18] improves upon DeepIM by matching individual 6D object pose hypotheses across different images in order to jointly estimate camera viewpoints and 6D poses consistently. DenseFusion [40] learns a per-point confidence in RGB-D point clouds, and predicts the final pose with the best response. RCVPose [44] votes for keypoint locations by finding intersections of multiple spheres, and then use PnP to solve the final pose. GDR-Net [41] trains a simple yet effective end-to-end network using dense correspondence-based intermediate geometric representations. PFA-Net [14] employs a two-stage network: the first stage predicts a rough pose estimation, and the second stage refines this estimation by generating a dense 2D correspondence field. ZebraPose [35] introduces a hierarchical binary grouping technique to densely represent the object surface before predicting the correspondence. These instance-level pose estimation methods typically feature instance-specific designs and do not perform well without the object model as a priori.

In addition to instance-level methods, NOCS [42] first introduces a category-level pose estimation dataset and a regression method to learn the normalized coordinates of an object. CASS [3] proposes a variational auto-encoder to capture pose-independent features, along with pose dependent ones to predict 6D poses. DualPoseNet [24] uses two parallel decoders to make both an explicit and implicit representation of an object’s 6D pose. CenterSnap [15] represents object instances as center keypoints in a spatial 2D grid, and then regresses the object 6D pose at each position. ShaPO [16] improves CenterSnap by proposing a differentiable pipeline to improve the initial pose, along with the shape and appearance, using an octree structure. The above methods are mostly end-to-end and require real-world training data to work well.

Another research direction concentrates on training with real-world data in the absence of ground-truth annotations, as seen in works like RePoNet [47], UDA-COPE [19], and TTAC-COPE [20]. However, these approaches assume a prior distribution of background noise in the target test domain, rendering them less robust when encountering novel scenes.

B. Pose Estimation Trained on Synthetic Data

Fewer methods have been proposed to handle the problem of sim-to-real pose estimation. For instance-level pose estimation, Zhong et al. [50] develop a sim-to-real contrastive learning mechanism that can generalize the model trained in simulation to real-world applications. Likewise, TemplatePose [27] uses local feature encoder to compare the query image and the pre-rendered images from different views. It can be trained once and directly generalize to new objects. SurfEmb [10] learns dense and continuous 2D-3D correspondence distributions between the query image and the target model. It uses physical-based rendered training data provided by BOP challenge [13], which are generated offline. For category-level pose estimation, Chen et al. [5] propose to render synthetic models and compare the appearance with real images in different poses. Perhaps, CPPF [46] is the closest to this paper. It designs a special voting scheme by sampling numerous point pairs and predicting the voting targets. It is robust to noise and clutter and uses only the rendered synthetic object itself. However, its performance is still...
not as good as the current state-of-the-art, and it only conducts experiments on category-level pose estimation.

III. METHOD

In this section, we introduce the structure and key components of our proposed methodology. We begin by examining the most closely related work, CPPF, as detailed in Section III-A.

Our work, denoted as CPPF++, is an extension of CPPF, and we introduce the following novel and critical strategies to enhance performance:

- **Vote Uncertainty Modeling**: This strategy is elaborated in Section III-B, where we discuss the incorporation of uncertainty into the model to improve robustness.
- **N-Point Tuple Feature Extraction**: Section III-C is dedicated to our introduction of N-point tuples, a higher-order feature representation that captures more complex relationships within the data.
- **Noisy Pair Filtering**: In Section III-D, we describe our approach to filter out noisy pairs, a technique designed to refine the model’s rotation prediction by reducing noise.
- **Online Alignment Optimization**: As discussed in Section II-E, this process involves differentiating the coordinate alignment loss and refining the output pose for improved model performance.
- **Tuple Feature Ensemble**: In Section III-F, we advocate for the amalgamation of geometric and visual features through an innovative inference-time model switching strategy.

The whole pipeline is given in Fig. 2. Our network processes a segmented RGB-D backprojected point cloud as input, outputting a 9D pose prediction (3 dimensions for translation, 3 for rotation, and 3 for scale) for the query object. The required input segmentation can be obtained from any off-the-shelf instance segmentation model. While it is feasible to employ state-of-the-art instance segmentation models trained on real-world data, we explore in Section III-G the possibility of accurately predicting both category-level and instance-level masks without relying on real-world training data. This approach is pivotal in establishing our method as a fully integrated sim-to-real pose estimation framework, eliminating the dependency on real-world training data.

A. Preliminaries: Problem Setting and CPPF Voting

The objective of category-level pose estimation is to determine the rotation \( R \in SO(3) \), translation \( t \in \mathbb{R}^3 \), and scale \( s \in \mathbb{R}^3_{>0} \) of a target object from an RGB-D image. Consistent with standard practices, the translation corresponds to the center (denoted as \( o \) of the object’s bounding box, and the rotation is also called the orientation of the target object. The terms translation and center, as well as rotation and orientation, will be used interchangeably in the following context.

In the CPPF methodology, an established model for instance segmentation in images, such as MaskRCNN [11] or SAM [17], is initially utilized to delineate the object of interest. Upon obtaining the masked point cloud, denoted as \( P \), CPPF [46] selects \( K \) point pairs from \( P \). For every point pair, CPPF derives rotation-invariant point pair features for input, subsequently forecasting several voting proxies that align with the object’s ground-truth center, orientation, and scale.

To elucidate further, let the object center be represented as \( o \). For each point pair, \( p_1 \) and \( p_2 \), CPPF estimates the subsequent two offsets:

\[
\mu = (o - p_1) \cdot d, \quad (1)
\]
\[
\nu = \|o - (p_1 + \mu d)\|_2, \quad (2)
\]
where \( \mathbf{d} = \frac{\mathbf{p}_2 - \mathbf{p}_1}{\| \mathbf{p}_2 - \mathbf{p}_1 \|} \),

as depicted in Fig. 3(a). It is ensured that the ground-truth center resides on the sphere with its center at \( \mathbf{o} \) and radius \( \| \mathbf{o} - \mathbf{c} \| \). This voting target generation procedure will henceforth be referred to as:

\[
(\mu, \nu) = g(\mathbf{o}, \mathbf{p}_1, \mathbf{p}_2).
\]

During the inference phase, CPPF uniformly samples point pairs and subsequently enumerates votes around the circle. The predicted center, \( \mathbf{c} \), can be expressed as a function of the voting targets:

\[
\mathbf{c} = f(\hat{\mathbf{o}}, \hat{\mathbf{n}}; \mathbf{p}_1, \mathbf{p}_2) = \mathbf{p}_1 + \hat{\mathbf{n}}(\mathbf{d} \cdot \nabla \mathbf{f}(\mu, \nu, \sigma))
\]

where \( \mathbf{d} = \frac{\mathbf{p}_2 - \mathbf{p}_1}{\| \mathbf{p}_2 - \mathbf{p}_1 \|} \),

\[
\mathbf{d} = \frac{\mathbf{p}_2 - \mathbf{p}_1}{\| \mathbf{p}_2 - \mathbf{p}_1 \|},
\]

where \( \mathbf{d}_\perp \) represents an arbitrary unit vector orthogonal to \( \mathbf{d} \), and \( \hat{\mathbf{d}} \) is the sampled radial offset in the candidate circle, as illustrated by the red dashed circle in Fig. 3(a). The location with the predominant vote is designated as the final center prediction.

Regarding orientation voting, CPPF casts votes for the object’s upward and rightward orientation basis. The remaining basis is derived using a cross product. With the upward orientation symbolized as \( \mathbf{e}_1 \) and the rightward orientation as \( \mathbf{e}_2 \), CPPF predicts the subsequent two relative angles:

\[
\alpha = \mathbf{e}_1 \cdot \frac{\mathbf{p}_2 - \mathbf{p}_1}{\| \mathbf{p}_2 - \mathbf{p}_1 \|},
\]

\[
\beta = \mathbf{e}_2 \cdot \frac{\mathbf{p}_2 - \mathbf{p}_1}{\| \mathbf{p}_2 - \mathbf{p}_1 \|},
\]

as illustrated in Fig. 3(b). Analogous to the center voting mechanism, CPPF enumerates votes around the red dashed cone, and the orientation amassing the highest number of votes is selected as the final prediction.

For scale prediction, CPPF estimates the scale, denoted as \( s \), for each point pair and subsequently computes their average during the inference phase.

### B. A Probabilistic Uncertainty Model of Point Pair Voting

CPPF formulates rotation-invariant voting proxies, casting votes for a prospective center, orientation, and scale for each point pair. Without compromising generality, during center voting and given the point pair \( \mathbf{p}_1, \mathbf{p}_2 \), the ground-truth object center, denoted as \( \mathbf{o} \), is unequivocally determined by parameters \( \mu, \nu, \sigma \) through the function \( f(\mu, \nu, \sigma, \mathbf{p}_1, \mathbf{p}_2) \). Here, \( \mu \) and \( \nu \) are the proxies delineated in (1) and (2), respectively, while \( \sigma \) represents the ground-truth radial angle offset on the sphere centered at \( \mathbf{c} \) with a radius of \( \| \mathbf{o} - \mathbf{c} \| \). Note that CPPF does not directly predict \( \sigma \) but samples it uniformly during the inference phase.

Examining this from a probabilistic perspective, the voting procedure endeavors to optimize the probability of the predicted center, \( \hat{\mathbf{o}} \):

\[
p(\hat{\mathbf{o}}) = \int \delta(\mathbf{o} - f(\mu, \nu, \sigma, \mathbf{p}_1, \mathbf{p}_2)) p(\mu, \nu, \sigma | \mathbf{p}_1, \mathbf{p}_2) \]

\[
\cdot p(\mathbf{p}_1, \mathbf{p}_2) d\mathbf{p}_1 d\mathbf{p}_2.
\]

Here, \( \delta \) denotes the Dirac delta function. Introducing a naive Bayes prior, under the assumption that \( \mu, \nu, \) and \( \sigma \) are conditionally independent, (11) can be reformulated as:

\[
p(\hat{\mathbf{o}}) = \int \delta(\mathbf{o} - f(\mu, \nu, \sigma, \mathbf{p}_1, \mathbf{p}_2)) p(\mu, \nu | \mathbf{p}_1, \mathbf{p}_2) p(\sigma | \mathbf{p}_1, \mathbf{p}_2)
\]

\[
\cdot p(\mathbf{p}_1, \mathbf{p}_2) d\mathbf{p}_1 d\mathbf{p}_2,
\]

This equation elucidates the operations of CPPF’s voting mechanism: \( 1 \) for each uniformly sampled point pair \( \mathbf{p}_1, \mathbf{p}_2 \), \( 2 \) the system predicts \( \mu, \nu \) utilizing a neural network, and \( 3 \) uniformly samples \( \sigma \), operating under the assumption that \( \sigma \) is independent of \( \mathbf{p}_1, \mathbf{p}_2 \) (i.e., \( p(\sigma | \mathbf{p}_1, \mathbf{p}_2) = p(\sigma) \)). Subsequently, \( 4 \) the definitive center is determined by \( f(\mu, \nu, \sigma, \mathbf{p}_1, \mathbf{p}_2) \), as illustrated in Fig. 3(a).

In CPPF, \( \mu \) and \( \nu \) are predicted by a network that takes as input rotation-invariant features derived from points \( \mathbf{p}_1 \) and \( \mathbf{p}_2 \). These features encompass the distance between two point locations and the dot product of their normals. Although these features are rotation invariant, they sacrifice information related to global coordinates, leading to a challenge called “voting collision.”

Voting collision occurs when distinct pairs of points exhibit similar features but are associated with different voting targets (i.e., \( \mu, \nu \)). This similarity can confuse the network, making it challenging to assign the correct, distinct voting targets based on the same input feature. This phenomenon is depicted in Fig. 4, which illustrates the distribution of voting targets for sets of point pairs with similar features. For commonly encountered objects, such as snack boxes and bowls, the voting collision ratio is significantly high, detrimentally affecting the voting mechanism. Therefore, it is advantageous to represent the output voting targets as a distribution rather than deterministic scalars. We address this challenge by proposing a canonical space probabilistic decomposition of \( p(\mu, \nu | \mathbf{p}_1, \mathbf{p}_2) \), aiming to explicitly
Regarding scale voting, given that a singular global scaling applies to all point pairs, we adopt the CPPF methodology, predicting the scale $\hat{s}$ for each point pair and subsequently computing their average during the inference phase.

In our model, we output $p_1, p_2$ and $\hat{s}$ with a coordinate and scale predictor network respectively. The input to the network will be discussed in Section III-C.

### C. N-Point Tuple Feature Extraction

CPPF’s input features and output voting targets exhibit invariance to arbitrary translations and rotations, making its voting mechanism readily adaptable to real-world contexts. Nevertheless, we observed that the point pair features delineated in CPPF lack enough context required to differentiate between various voting outputs. To enhance the context information and mitigate voting collision, we have expanded the rudimentary point pair features to encompass $N$-point tuple features.

To elaborate, we commence by sampling $K$ $N$-point tuples from the object. We denote each tuple as $T = \{p_1, p_2, \ldots, p_N\}$. We also estimate each point’s normal by local neighborhoods, denoted as $n_i$. For each $N$-point tuple, we concatenate the following three features as input to our network:

\[
F_1 = \text{concat}(\{p_i - p_j | (i, j) \in \sigma^2(N)\})
\]

\[
F_2 = \text{concat}(\{\max(n_i \cdot n_j, -n_i \cdot n_j) | (i, j) \in \sigma^2(N)\})
\]

\[
F_3 = \text{concat}(\psi_i | i = 1, 2, 3, \ldots, N),
\]

where $\sigma^2(N)$ denotes all combinations of order 2 from $N$ (commonly referred to as "$N$ choose 2"), concat signifies concatenation. $\psi_i$ is our proposed additional geometric/visual features for each point. It is chosen from SHOT [32] descriptors and DINOv2 [28] features, which will be discussed in Section III-F.

Feature $F_1$ encompasses relative coordinates, $F_2$ integrates relative normal angles, and $F_3$ captures the additional geometric/visual clues for each point. In practice, employ random rotation and translation augmentation to the input models to ensure that the features are rotation and translation invariant.

To elucidate why $N$-point tuples offer more comprehensive information compared to basic point pairs, we present a succinct example in Fig. 5. On the left side of the figure, two point pairs appear identical when assessed based on their relative coordinates. Distinguishing between these two pairs becomes unfeasible without the inclusion of additional points. However, by introducing another point, say $p_3$, and constructing 3-point tuples for each original point pair, differentiation becomes possible by calculating the relative coordinates in relation to this additional point.

During training, we first sample point tuples $T_1, T_2, \ldots, T_k$ from the input RGB-D image, then for each tuple, we extract its feature and feed them into our tuple encoder. The tuple encoder network takes the concatenated $F_1, F_2, F_3$ and output the tuple embedding. The tuple embedding is then passed through a coordinate and scale predictor to give the canonical coordinates $p_1, p_2$ for the first two points in the tuple. It also outputs the
predicted scale \( \hat{s} \), as shown in Fig. 2. Note that we only use tuples for input feature augmentation but still use point pairs (i.e., the first two points in each tuple) to vote for the poses.

The training loss consists of two parts, the mean squared error (MSE) of predicted canonical coordinates and the MSE of predicted scales:

\[
L_{\text{train}} = L_{\text{coord}} + L_{\text{scale}}
\]
\[
= \sum_{i=1}^{N} \left\| \mathbf{R}^{-1}(\mathbf{p}_i - \mathbf{t}) - \sum_{j} \mathbf{p}_j \right\|_2 + \| \mathbf{s} - \hat{s} \|_2,
\]

where \( \mathbf{R} \), \( \mathbf{t} \), \( \mathbf{s} \) are the ground-truth rotation, translation and scale respectively. And the final loss is summed over all tuples.

D. Noisy Pair Filtering

In practical applications, object segmentation often falls short of perfection, potentially including background noise or occlusions that require filtering. Such imperfections significantly undermine the efficacy of orientation voting. To mitigate this, we incorporate a noise filtering module, utilizing the current object center estimate for reference.

To identify and exclude unreliable point pairs, we compute the error of \( \mu, \nu \) for each point pair based on the current estimate:

\[
\epsilon = \| g(\hat{o}, \mathbf{p}_1, \mathbf{p}_2) - g(o, \mathbf{p}_1, \mathbf{p}_2) \|_2.
\]

Here, \( \hat{o} \) represents the majority’s predicted center, while \( o = (0, 0, 0) \). For the sampled point pairs \( \mathbf{p}_1^{(k)}, \mathbf{p}_2^{(k)} \), where \( k \) signifies the sample index, we compute all corresponding errors \( \epsilon^{(k)} \). Point pairs with errors in the top \( \tau \times 100\% \) are subsequently discarded. Although this consistency verification can be executed iteratively by updating \( \hat{o} \), empirical observations indicate that one iteration suffices to eliminate the majority of noise. Adopting this approach significantly bolsters the precision of orientation voting, ensuring a more robust voting mechanism.

1) Importance Sample Re-Weighting: While the original point pairs are uniformly sampled from the point cloud, the noisy pair filtering process can disrupt this balance. As a result, certain points may be assigned reduced weights, especially if a significant number of point pairs linked to them are filtered out. In the subsequent phase, operating under the premise that each point should have an equal influence on the final voting outcome, we adjust the weight of each point inversely based on the number of point pair samples connected to it. While one could opt to re-sample the point pairs from the filtered point clouds, this approach incurs additional computational costs, as the newly sampled point pair input features would need to be reprocessed through our network to determine the output voting targets.

To clarify, when we discuss re-weighting a point, we refer to the process wherein all votes produced by point pairs that include this specific point are adjusted by the weights during the majority tally. This process is analogous to employing a weighted probability for point pair samples, represented as \( p(\mathbf{p}_1, \mathbf{p}_2)w(\mathbf{p}_1)w(\mathbf{p}_2) \), where \( w(\mathbf{p}_1) \) and \( w(\mathbf{p}_2) \) denote the re-weighting factors:

\[
w(\mathbf{p}_1) = \frac{1}{|\{\mathbf{p}_1, \mathbf{p}_2 | \mathbf{p}_2 \in \mathcal{P}\}| + \eta}
\]
\[
w(\mathbf{p}_2) = \frac{1}{|\{\mathbf{p}_1, \mathbf{p}_2 | \mathbf{p}_1 \in \mathcal{P}\}| + \eta}.
\]

The notation \( |\cdot| \) represents the cardinality of a set, while \( \eta \) serves as a margin value, introduced to stabilize the denominator in instances where it encounters small numbers. An illustrative example is provided in Fig. 6: prior to noise filtering, all point pairs are assigned relatively uniform weights, and some background noise is evident. Following the noise filtering process, a significant portion of this noise is eradicated. However, certain regions of the mug receive fewer samples compared to others. This distribution is not ideal, as ideally, each point should have an approximately equal influence on the final pose determination.
E. Online Alignment Optimization

Our approach predicts voting targets such as $\mu, \nu, \alpha, \beta$, rather than directly estimating $R$ and $t$. This strategy ensures that each vote remains independent, significantly enhancing the method’s robustness to noise. However, this approach might compromise performance due to the network’s limited global perspective on all votes, potentially leading to drift and inaccuracies in the final output.

To address this and further refine the predicted rotation and translation, we introduce an online alignment optimization module. This module utilizes the coordinate loss described in (19), but rather than optimizing $\tilde{p}_i$, it directly optimizes the rotation and translation parameters during the online inference phase:

$$\hat{R}, \hat{t} = \text{argmin}_{R, t} L_{\text{coord}}(\hat{R}, \hat{t}) \quad (24)$$

$$= \sum_{r} \sum_{i=1,2} \|R^{-1}(p_i - t) - \tilde{p}_i\|_2 \quad (25)$$

Given the differentiability of the loss function, we employ the Adam optimizer for the optimization of rotation and translation parameters.

F. Tuple Feature Ensemble

In Section III-C, we explored the extraction of features from tuples and the computation of an additional $\psi_i$ for each point within the tuple. Unlike CPPF, which only takes geometric features, we evaluated two leading-edge descriptors from the domains of 3D geometry and 2D vision to encapsulate the information surrounding a point. For capturing 3D geometric information, we employ SHOT [32], a local 3D descriptor known for its effective blend of Signatures and Histograms. This descriptor excels in balancing descriptive capability with robustness. However, it does not encapsulate the semantic information present in the RGB images. To help enriching the feature, we incorporate 2D visual semantics using DINOv2 [28], a self-supervised learning model adept at extracting per-pixel feature descriptors from RGB images.

Our experimental findings suggest that merely concatenating these two descriptors does not achieve optimal performance. This shortfall is attributed to scenarios where an object’s pose is determined solely by its geometry, irrespective of its texture, such as a bottle, and a can. On the other side, colors can distinguish features unidentifiable through geometry alone, like the lid and keyboard of a laptop. Addressing this, we propose to train two separate models, each dedicated to encoding either geometric or visual cues. This enables us to leverage a more powerful ensemble model during inference. Specifically, we conduct a forward pass on both models and compare their optimized $L_{\text{coord}}$ losses. The model yielding the lower $L_{\text{coord}}$ loss is considered to provide the final prediction. This strategy has significantly enhanced the performance of our model.

G. Instance Mask Prediction

A salient advantage of our method lies in its reliance solely on synthetic images rendered with CAD models during the training phase. However, our approach does necessitate instance segmentation to sample point tuples on objects, and the instance segmentation module may require additional real-world RGB training data.

Fortunately, recent advancements in zero-shot segmentation methods, such as SAM [17] and Grounded DINO [25], have demonstrated promising performance in real-world scenarios. In this section, we elucidate how to obtain reliable instance segmentation without the need for additional real-world training data, thereby transforming our method into a comprehensive sim-to-real pipeline.

For category-level detection, we employ Grounded FastSAM [25], [48], utilizing the text description for each category as the prompt (e.g., bowl, mug, bottle, etc.). The scenario becomes more intricate for instance-level detection, where both the CAD model and text description of the target object are known a priori.

In our experiments on the YCB-Video dataset, we observed that the text description of each instance does not consistently facilitate the retrieval of the target instance. Consequently, we propose a two-stage one-shot detection algorithm: 1) We first recall all potential target objects by employing the union of the text prompts from all instances, with Grounded FastSAM [25], [48]. 2) Then, we fine-tune the CLIP model [29] using our synthetically rendered RGB images to classify each crop into distinct instances.

In the interest of a fair comparison, our experimental results include both the outcomes obtained with a commonly used pre-trained instance detector (aligned with previous methods) and those achieved with zero-shot/one-shot instance segmentation methods. This dual reporting underscores the flexibility and robustness of our approach, highlighting its potential for broader application in object pose estimation tasks.

IV. DIVERSEPOSE 300: A NEW DATASET WITH DIVERSE POSES AND BACKGROUNDS

Current state-of-the-art pose estimation datasets often exhibit a lack of diversity in either backgrounds or poses. To address this gap and offer a more comprehensive evaluation framework, we introduce the DiversePose 300 dataset. This dataset encompasses three prevalent object categories: bowls, bottles, and mugs. Each category is depicted through 100 annotated frames, culminating in a total of 300 unique frames. This approach stands in contrast to the NOCS REAL275 dataset, characterized by its reliance on only 6 continuous videos for evaluation purposes.

The DiversePose 300 dataset has been carefully crafted to promote greater diversity in pose estimation by allowing objects to rotate freely, rather than being constrained to an upright position on a table. The dataset is organized into three distinct scenarios, each designed to represent a varying level of difficulty:

- **Easy**: A single object is placed on the desktop with a relatively clean background.
- **Medium**: A single object is held by hand, with a relatively clean background.
- **Hard**: Multiple objects are scattered on the material box or desktop, and the background is relatively complex.
We annotated the pose of each object using an open-source annotator for point clouds [31]. This tool offers a user-friendly interface that facilitates interactive inspection and annotation of oriented bounding boxes in 3D.

A qualitative comparison, as illustrated in Fig. 7, between the DiversePose 300 dataset and several existing pose estimation datasets underscores substantial variations in pose and background diversity. Despite its relatively compact size, DiversePose 300 poses a significant challenge to contemporary state-of-the-art approaches, with performance metrics far from reaching a plateau. Our experimental results demonstrate that our method significantly surpasses existing state-of-the-art techniques across all these unseen datasets.

In conclusion, DiversePose 300 offers a unique and challenging dataset, complement to the comprehensive evaluation of object pose estimation. Its design emphasizes pose and background diversity, setting it apart from existing datasets.

V. IMPLEMENTATION DETAILS

In our approach, we opt for 5-point tuples and set a filtering ratio of $\tau = 0.5$, with re-weighting margin $\eta = 1.0$. Within our model, each 5-point tuple is processed independently to predict a voting proxy. We use the SHOT implementation from PCL [30] library and the pretrained DINOv2 ViT-L/14 [28] features. For the tuple encoder, we use $128 \times 5$ hidden residual MLP layers, with 256 neurons in the final layer. We use MLP with 2 hidden layers to predict the canonical coordinates, with an output dimension of $2 \times 3 \times 32$. It represents the distribution of the canonical coordinate for the first two points in the tuple, and the distribution is discretized into 32 bins within $[-1, 1]$ across the three $xyz$ axes.

Training is conducted separately for each category or instance, utilizing the Adam optimizer with a learning rate of $1 \times 10^{-3}$. The training process spans 100 epochs, with the learning rate being halved every 25 epochs. Each epoch contains 200 samples. During the training stage, to emulate self-occlusions, we adhere to the method employed by CPPF, leveraging Pyrender with an OpenGL back-end [26] to synthesize projected point clouds online. Our method utilizes the identical synthetic ShapeNet objects as CPPF [2]. At the inference stage, our network directly accepts the RGB-D image segmentation as input.

We sample point pairs randomly with uniform distribution during the voting stage. In the center voting process, the accumulation 3D grid is defined with a resolution of 0.2 cm, and its range is determined by the tightest axis-aligned bounding box of the input. During the orientation voting process, the orientation grid is set with a resolution of $1^\circ$, ensuring precision in the pose estimation. For online alignment optimization, we re-parameterize the rotation and translation into $se(3)$ using LieTorch [37], and run gradient descent on this manifold. The optimization learning rate is 1e-2, and we run for 100 iterations.

VI. EXPERIMENTS

A. Results on NOCS REAL275

1) Datasets: NOCS REAL275 [42] dataset is a common benchmark used to evaluate our method on category-level pose estimation, where only a collection of similar objects in the same category during training time. NOCS REAL275 dataset captures 2750 test frames of 6 real scenes using a Structure Sensor.

2) Metrics: We adopt the metrics from NOCS [42] to present results using both intersection over union (IoU) and 6D pose average precision. The IoU is determined by comparing the predicted bounding boxes with the ground-truth, using thresholds of 25% and 50%. Meanwhile, the 6D pose average precision is ascertained by gauging the average precision for objects where the error is below $m$ cm for translation and $n^\circ$ for rotation.

It is noteworthy that the original code for 3D box mAP computation provided by NOCS contains errors. Consequently, we, in alignment with CPPF, have opted to utilize the code available in Objectron [1]. This flawed code has been inadvertently adopted by numerous subsequent studies. As a result, we have taken the initiative to reproduce the results for 3D box mAP specifically for NOCS, DualPoseNet, SAR-Net and HS-Pose, given that they offer reproducible code.

3) Baselines: Based on the modality of the training data utilized, we categorize the baselines into 4 distinct types:

- Methods such as NOCS [42], CASS [3], SPD [38], FSNet [4], CenterSnap [15], ShAPO [16], DualPoseNet [24],
and HS-Pose [49] utilize both the CAMERA synthetic dataset and the NOCS REAL training set offered by NOCS. The training data consists of synthetic objects (Syn. Obj) + real objects and backgrounds (Real Obj & BG).

- RePoNet [47], UDA-COPE [19] and TTA-COPE [20] use both synthetic and real training data, but they use semi-supervised learning and do not require ground-truth labels from the training data.

- SAR-Net [23] leverages the CAMERA synthetic dataset provided by NOCS, wherein synthetic CAD models (Syn. Obj) are randomly placed onto real background (Real BG) tables, as shown in the middle of Fig. 8. SAR-Net is heavily dependent on this background prior to filter out noise from the instance mask.

- Chen et al. [5], Gao et al. [9], and CPPF [46] exclusively use synthetic objects (Syn. Obj), devoid of any background simulation. Our approach aligns with CPPF in using synthetic objects only. We also train a background-free version of SAR-Net* [23], where no real-world background is provided in the training data.

The distinctions among the Synthetic Object, CAMERA, and NOCS REAL datasets are depicted in Fig. 8. Given that the provided mask/detection prior often includes noise or background elements, the task of sim-to-real transfer becomes inherently challenging. In order to align with previous methods, we use the mask prior provided by DualPoseNet. CPPF was originally trained model for the entire dataset and the NOCS REAL training set offered by NOCS.

5) Detailed Analysis and Failure Cases: Detailed per-category outcomes are provided in Table II. Our methods achieve the best among all sim-to-real methods. The inferior performance associated with the camera category can be attributed to the disparity between synthetic CAD models and actual objects. As illustrated in Fig. 10, the CAD models under evaluation and the synthetic CAD models for cameras belong to distinct types. This variance cannot be rectified without employing real-world training data that aligns with the same distribution.

### B. Results on Datasets in the Wild

Though current state-of-the-art methods get decent results on NOCS REAL275, we are extremely interested in if these methods can generalize to other data distributions. As a result, we compare the performance of our method and state-of-the-art methods on three out-of-distribution datasets: Wild6D [47], PhoCAL [43] and DiversePose 300 (our proposed).

1) Metrics: We use exactly the same metric as NOCS REAL275, while loosen the AP threshold to $20^\circ$, $40^\circ$, $60^\circ$ for DiversePose 300 since it has a more diverse distribution of pose rotations.

2) Baselines: We benchmark against a suite of state-of-the-art methods, including NOCS [42], DualPoseNet [24], SAR-Net [23], RePoNet [47], HS-Pose [49], and CPPF [46]. It is important to note that RePoNet has not made available the pretrained model for the cam category, precluding its cam evaluation on the PhoCAL dataset.

To facilitate a fair comparison, for DiversePose 300, which features a distinct rotation distribution, we retrained all aforementioned methods with rotation augmentation spanning the entire $SO(3)$ space. This was applicable to all methods except

### Table I

Comparison of Various Methods on NOCS REAL275

| Method                | Training Data | mAP (%) | 3D $\Delta$ |
|-----------------------|---------------|---------|-------------|
|                       |               | 5 cm    | 10 cm       | 15 cm       |
| NOCS [42]             | Syn. Obj + Real Obj & BG | 74.4    | 72.8 | 98.8 | 24.1 | 34.9 |
| CASS [3]              | Syn. Obj + Real Obj & BG | -       | -   | 23.5 | 58.0 | -   |
| SPD [18]              | Syn. Obj + Real Obj & BG | -       | -   | 21.4 | 54.1 | -   |
| SAR-[4]               | Syn. Obj + Real Obj & BG | -       | -   | 28.2 | 60.8 | -   |
| CenterSnap [15]       | Syn. Obj + Real Obj & BG | -       | -   | 27.2 | 58.8 | -   |
| ShAPo [16]            | Syn. Obj + Real Obj & BG | -       | -   | 48.5 | 66.8 | -   |
| DualPoseNet [24]      | Syn. Obj + Real Obj & BG | 82.3    | 57.3 | 36.1 | 67.8 | 76.3 |
| HS-Pose [49]          | Syn. Obj + Real Obj & BG | 82.6    | 71.6 | 56.1 | 84.1 | 82.8 |
| RePoNet [47]          | Syn. Obj + Real Obj & BG | -       | -   | 33.9 | 63.0 | -   |
| UDA-COPE [19]         | Syn. Obj + Real Obj & BG | -       | -   | 34.8 | 66.0 | -   |
| TTA-COPE [20]         | Syn. Obj + Real Obj & BG | -       | -   | 35.9 | 73.2 | -   |
| SAR-[33]              | Syn. Obj + Real BG | 77.9    | 47.5 | 42.3 | 48.3 | 75.0 |
| Chen et al. [5]       | Syn. Obj | 14.7    | 6.7  | 0.8   | 3.1  | 7.2 |
| Gao et al. [9]        | Syn. Obj | 70.6    | 23.1 | 5.1   | 14.2 | 21.9 |
| SAR-[33]              | Syn. Obj | 64.0    | 34.0 | 4.8   | 21.1 | 30.7 |
| CPPF [46]             | Syn. Obj | 78.2    | 26.4 | 16.9  | 44.9 | 50.8 |
| Ours                  | Syn. Obj | 82.4    | 53.2 | 32.3  | 65.9 | 85.2 |
| Ours w/ GroundedSAM Det | Syn. Obj | 72.7    | 58.0 | 26.2  | 72.0 | 88.9 |

* The best methods that use real training data and synthetic data are bolded respectively.
Fig. 9. Comparison of different methods on NOCS REAL275 dataset. Though trained with synthetic CAD models, our method is comparable to current state-of-the-arts.

### TABLE II

PER-CATEGORY PERFORMANCE OF THE PROPOSED METHOD ON NOCS REAL275

| Method          | 3D$^5$ | 3D$^{10}$ | 5$^5$ | 5$^{10}$ | 5$^{15}$ |
|-----------------|--------|-----------|-------|----------|----------|
| NOCS [42]       |        |           |       |          |          |
| bottle          | 42.1   | 15.1      | 2.7   | 12.9     | 28.7     |
| bowl            | 100.0  | 88.6      | 49.7  | 84.3     | 96.4     |
| camera          | 79.4   | 13.1      | 0.0   | 0.1      | 0.6      |
| can             | 39.0   | 6.7       | 0.4   | 7.9      | 18.0     |
| laptop          | 92.8   | 0.6       | 6.5   | 41.2     | 68.2     |
| mug             | 93.6   | 42.8      | 0.0   | 0.1      | 1.9      |
| DualPoseNet [24]|        |           |       |          |          |
| bottle          | 50.2   | 25.8      | 38.2  | 84.9     | 97.5     |
| bowl            | 100.0  | 97.3      | 78.8  | 97.5     | 99.7     |
| camera          | 90.0   | 33.3      | 0.0   | 0.5      | 3.7      |
| can             | 70.2   | 20.9      | 47.0  | 93.0     | 97.7     |
| laptop          | 84.8   | 82.5      | 49.2  | 88.7     | 95.4     |
| mug             | 99.6   | 65.1      | 7.1   | 47.9     | 68.7     |
| HS-Pose [49]    |        |           |       |          |          |
| bottle          | 46.8   | 37.3      | 53.3  | 96.9     | 99.8     |
| bowl            | 99.7   | 97.2      | 92.4  | 99.6     | 99.8     |
| camera          | 88.4   | 52.9      | 5.9   | 40.8     | 70.9     |
| can             | 73.7   | 70.0      | 70.6  | 99.4     | 99.5     |
| laptop          | 86.3   | 80.9      | 78.7  | 92.2     | 92.7     |
| mug             | 97.7   | 90.8      | 74.6  | 77.6     | 86.2     |
| SAR-Net* [23]   |        |           |       |          |          |
| bottle          | 28.6   | 6.8       | 11.6  | 42.6     | 61.3     |
| bowl            | 99.6   | 23.1      | 11.6  | 60.4     | 81.9     |
| camera          | 60.7   | 0.5       | 0.0   | 0.0      | 0.0      |
| can             | 31.3   | 11.8      | 9.4   | 39.7     | 62.5     |
| laptop          | 82.9   | 26.9      | 0.0   | 0.0      | 0.0      |
| mug             | 62.4   | 0.0       | 0.0   | 0.6      | 2.4      |
| CPPF [46]       |        |           |       |          |          |
| bottle          | 28.6   | 0.2       | 26.7  | 85.7     | 94.4     |
| bowl            | 96.8   | 7.1       | 7.7   | 40.1     | 62.9     |
| camera          | 84.3   | 4.2       | 0.0   | 0.0      | 0.0      |
| can             | 73.9   | 34.7      | 45.5  | 95.4     | 97.7     |
| laptop          | 84.2   | 24.4      | 27.8  | 47.8     | 49.4     |
| mug             | 97.6   | 79.6      | 0.1   | 2.0      | 5.0      |
| Ours            |        |           |       |          |          |
| bottle          | 48.1   | 22.4      | 42.6  | 96.9     | 99.4     |
| bowl            | 100.0  | 81.0      | 48.5  | 75.8     | 93.3     |
| camera          | 89.7   | 39.8      | 0.4   | 13.4     | 48.8     |
| can             | 70.8   | 12.1      | 26.7  | 78.3     | 94.1     |
| laptop          | 85.9   | 10.9      | 71.8  | 87.3     | 95.7     |
| mug             | 99.6   | 95.3      | 3.8   | 43.8     | 80.1     |

The best results are bolded and the second-best results are underlined. NOCS, DualPoseNet and HS-Pose are real-world training methods while SAR-Net*, CPPF and ours are pure sim-to-real methods.

RePoNet, due to the unavailability of its training code. The training dataset consists of synthetically rendered RGB-D frames showcasing randomized orientations and translations of objects.

During the inference phase, all methods employ the ground-truth masks provided by Wild6D and PhoCAL. For DiversePose300, since we only annotated the 9D poses, we use the leading-edge detector, Masked-DINO [21].

3) Results: Results for Wild6D, PhoCAL and DiversePose 300 are depicted in Table III, IV and V respectively. Our introduced method markedly surpasses preceding methodologies on all three unseen datasets. Baseline methods get struggled with the diverse poses and backgrounds present in the novel scenes. They exhibit a propensity to skew towards the distribution of their training data, whereas our model demonstrates robustness in generalizing to previously unseen data. While CPPF manages to produce some plausible results, it remains inferir compared to our proposed approach. A visual comparison is presented in Fig. 11.

C. Ablation Studies and More Analysis

In this section, we validate our module design by conducting several ablation experiments. We start from the naive CPPF [46] with only geometric features and gradually add our components one by one. Results are given in Table VI.

1) Importance of Uncertainty Modeling: Directly estimating voting targets, such as $\mu$ and $\nu$, leads to a marked degradation in performance as demonstrated by naive CPPF. This is because the model tends to produce an arbitrary value for all input point pairs that fall within the same collision bin.

2) Importance of N-Point Tuple: Table VI indicates that there’s a performance boost when using point tuples. This suggests that point tuples can wrap richer information than naive point pairs.

3) Importance of Noisy Tuple Filtering: In real-world settings, noise is almost inevitable, stemming from factors like the precision of instance detectors and inherent noise from depth sensors. Thus, a noise-robust model like CPPF++ that can...
autonomously filter out background noise is crucial for effective generalization.

4) Influence of Feature Ensemble: It is crucial to acknowledge the importance of both geometric and visual cues in determining the pose of the target object. As indicated in Table VI, adding geometric and visual feature ensemble helps boost the performance.

5) Influence of Online Alignment Optimization: Online alignment optimization offers a chance to correct the output, considering the voting process itself is non-differentiable. Ablation studies indicate that this strategy significantly enhances pose accuracy, particularly when predictions are close, yielding a 7.8 increase in AP@5°5 cm.

6) Training Data Preparation and Inference Time: The CAMERA synthetic dataset previously proposed by NOCS [42] (as depicted in the middle of Fig. 8) necessitates the simulation of placing multiple objects on a table without collisions, a process that is significantly more time-consuming in terms of simulation and rendering. Given that NOCS has not released the generation and rendering code for the CAMERA synthetic dataset, we undertook the task of reimplementing it and observed that the rendering time for a single image is 236 ms, considerably longer than the rendering time for a single object, which is 12 ms. The total CAMERA synthetic dataset, comprising 300 K samples, would thus require approximately 19.8 hours to render.

In contrast, our synthetic dataset comprises only a single object without any background, with the total rendering time for 200 samples across 100 epochs (equating to 20,000 samples) taking just 236.7 seconds. However, our model’s incorporation of DINOv2 features necessitates their generation during the training stage, currently the most significant bottleneck in our method. On average, computing these features for each sample takes 412 ms. Consequently, the total data preparation time for our dataset is 236.7 seconds plus 2.3 hours, which remains faster than the rendering time for the CAMERA synthetic dataset.

In terms of inference, our method averages at 930 ms per object. This includes the computation of SHOT descriptors, point cloud normals and DINOv2 features. We utilize the readily available SHOT descriptor implementation from the PCL [30] library, which averages at 207 ms. The network forward of pre-trained DINOv2 costs 412 ms. In the future, we expect a distilled lightweight DINO-like feature extractor can be employed to boost the speed of our method.

D. Comparison With Traditional PPF

Though our method is mainly designed for category-level pose estimation, interestingly, we find our method is superior than traditional PPF [8] in terms of instance-level pose estimation.

1) Datasets: We use YCB-Video [45] dataset to evaluate our method on instance-level pose estimation, where the exact 3D model of the target object is known at training time. YCB-Video
dataset consists of 21 objects and 92 RGB-D video sequences with pose annotations. We follow previous work [45] to evaluate on the 2,949 keyframes in 12 videos. Objects are placed arbitrarily on the table in the test frames.

2) Metrics: We follow PoseCNN [45] to use the standard ADD(-S) and ADD-S metrics and report their area-under-the-curves (AUCs). The ADD metric is first introduced in [12] to calculate average per-point distance between two point clouds, transformed by the predicted pose and the ground-truth, respectively. For symmetric objects like bowls, ADD-S metric is introduced to count for the point correspondence ambiguity. The notation ADD(-S) corresponds to computing ADD for non-symmetric objects and ADD-S for symmetric objects.

3) Baselines: In the context of this paper, our primary objective is to enhance performance within a stringent sim-to-real framework. Consequently, we compare our methodology with PPF [39], which, akin to our approach, solely requires synthetic CAD models during the training phase. Moreover, we conduct comparisons with several leading state-of-the-art category-level pose estimation methods: DualPoseNet [24], SAR-Net [23], and HS-Pose [49]. These methods are retrained on the YCB-Video dataset, utilizing the same synthetic object training data as ours to ensure a fair and consistent benchmarking environment. For a fair comparison, we use the readily available instance masks from PoseCNN [45] as the detection prior. For all methods, results after applying ICP are also given.

Given the utilization of the Iterative Closest Point (ICP) algorithm, we deactivate the online alignment optimization feature, as both methodologies aim to achieve analogous objectives. Additionally, we opt for SuperPoint [7] features in place of DINO features, as the requirement shifts from needing intra-category correspondence, which DINO provides, to necessitating correspondence from the same instance, a task for which SuperPoint features are more suited.

We acknowledge the emergence of recent sim-to-real techniques [10], [36], [41] that employ Blender for the rendering of photo-realistic training images. Nonetheless, as highlighted in the introduction, these strategies introduce additional overhead in the generation of backgrounds and disturbances. The extended duration required for data preparation and training renders them less feasible for real-world applications. Additionally, we compare our method against current state-of-the-art instance-level pose estimation methods, including PFA-Net [14], GDR-Net [41], and ZebraPose [35]. Notably, PFA-Net only reports the AUC of ADD(-S).

4) Results: Table VII presents the comprehensive results between PPF and CPPF++ for each object within the YCB-Video...
dataset. Our approach surpasses PPF across nearly all metrics, both with and without the ICP cases. Notably, our method does not require exposure to object occlusion or background during training and can be seamlessly transitioned to real-world scenarios. Visual examples are showcased in Fig. 12.

Table V presents a comparative analysis between state-of-the-art pose estimation methods and our approach. It is evident that while previous category-level pose estimation methods achieve commendable performance on category-level datasets, they fall short when compared to our method, primarily due to their limited generalizability. We also observe a gap between instance-level and category-level pose estimation methods, primarily due to the instance-specific design choices made by instance-level methods. For example, Zebrapose subdivides the object vertices into binary subgroups iteratively, necessitating prior knowledge of the object models. Notably, our method exhibits a much smaller gap compared to other category-level methods, demonstrating its superior generalizability.

5) Detailed Analysis and Failure Cases: Due to the results in Table VII, we find that although our method is effective in almost all the instances, there is a significant performance drop for the instance pitcher_base. This is caused by the substantial failure of instance segmentation. The detector provided by PoseCNN [45] fails to detect a majority of pitcher_base instances. When we use our fine-tuned CLIP detection, the performance returns to normal. A qualitative comparison of pitcher_base detections between the PoseCNN detector and the CLIP detector is given in Fig. 13.

Moreover, we also present results utilizing the CLIP fine-tuned instance segmentation detector with Grounded Fast-SAM [25], [48], as detailed in Section III-G. While it exhibits proficiency in certain categories, its zero-shot detection performance for many objects remains suboptimal, leading to a decline in both ADD(-S) and ADD-S metrics.

Table VIII presents a comparative analysis between state-of-the-art pose estimation methods and our approach. It is evident that while previous category-level pose estimation methods achieve commendable performance on category-level datasets, they fall short when compared to our method, primarily due to their limited generalizability. We also observe a gap between instance-level and category-level pose estimation methods, primarily due to the instance-specific design choices made by instance-level methods. For example, Zebrapose subdivides the object vertices into binary subgroups iteratively, necessitating prior knowledge of the object models. Notably, our method exhibits a much smaller gap compared to other category-level methods, demonstrating its superior generalizability.

5) Detailed Analysis and Failure Cases: Due to the results in Table VII, we find that although our method is effective in almost all the instances, there is a significant performance drop for the instance pitcher_base. This is caused by the substantial failure of instance segmentation. The detector provided by PoseCNN [45] fails to detect a majority of pitcher_base instances. When we use our fine-tuned CLIP detection, the performance returns to normal. A qualitative comparison of pitcher_base detections between the PoseCNN detector and the CLIP detector is given in Fig. 13.
TABLE VII
AUC COMPARISON BETWEEN PPF AND CPPF++ (OURS) ON YCB-VIDEO DATASET

| Objects          | PPF [39] | PPF [39]+ICP | Ours | Ours+ICP | Ours w/ CLIP Det. |
|------------------|----------|--------------|------|---------|-------------------|
|                  | ADD(-S)  | ADD-S        | ADD(-S) | ADD-S  | ADD(-S)        |
| master_coffee_can| 36.7     | 93.4         | 38.6 | 94.5    | 58.4            |
| cracker_box      | 39.6     | 83.7         | 41.2 | 86.0    | 74.7            |
| sugar_box        | 60.2     | 93.5         | 61.0 | 94.3    | 94.4            |
| tomato_soup_can  | 56.8     | 94.0         | 56.9 | 94.6    | 90.2            |
| mustard_bottle   | 60.3     | 91.1         | 64.9 | 92.4    | 72.4            |
| tuna_fish_can    | 62.2     | 95.6         | 63.6 | 97.2    | 91.4            |
| pudding_box      | 43.8     | 91.2         | 44.8 | 92.7    | 66.4            |
| gelatin_box      | 70.4     | 96.6         | 78.2 | 97.5    | 96.3            |
| potted_meat_can  | 56.2     | 79.4         | 58.3 | 80.4    | 58.7            |
| banana           | 42.3     | 81.7         | 43.3 | 84.5    | 48.7            |
| pitcher_base     | 11.1     | 26.7         | 13.0 | 27.6    | 10.4            |
| bleach_cleanser  | 45.7     | 74.5         | 54.9 | 76.3    | 56.3            |
| bowl             | 67.7     | 67.7         | 67.9 | 67.9    | 62.4            |
| mug              | 39.7     | 91.6         | 40.7 | 92.0    | 41.8            |
| power_drill      | 50.9     | 81.5         | 59.5 | 84.3    | 63.8            |
| wood_block       | 71.4     | 71.4         | 72.0 | 72.0    | 69.1            |
| scissors         | 20.4     | 67.7         | 26.9 | 75.1    | 53.0            |
| large_marker     | 65.1     | 89.1         | 74.7 | 95.6    | 76.3            |
| large_clamp      | 79.8     | 79.8         | 83.6 | 83.6    | 84.9            |
| ex_large_clamp   | 37.1     | 37.1         | 39.2 | 39.2    | 40.4            |
| foam_brick       | 89.5     | 89.5         | 90.1 | 90.1    | 88.9            |
| ALL              | 52.0     | 81.6         | 55.2 | 83.4    | 55.4            |

TABLE VIII
AUC COMPARISON BETWEEN PREVIOUS POSE ESTIMATION METHODS AND OURS

|                     | ADD(-S) | ADD-S |
|---------------------|---------|-------|
| PPA-Net             | 76.8    | -     |
| GDR-Net             | 84.4    | 91.6  |
| ZebraPose           | 85.3    | 90.1  |
| DualPoseNet+ICP     | 15.4    | 30.2  |
| SAR-Net+ICP         | 31.6    | 70.2  |
| HS-Pose+ICP         | 26.1    | 59.7  |
| Ours+ICP            | 70.0    | 85.5  |

VII. CONCLUSION

This paper presents the innovative CPPF++ method tailored for sim-to-real pose estimation. Rooted in the foundational point-pair voting scheme of CPPF, our approach reinterprets it using a probabilistic perspective. To counteract voting collision, we innovatively model voting uncertainty by gauging the probabilistic distribution of each point pair in the canonical space, complemented by a noisy tuple filtering technique to eliminate votes linked to backgrounds or clutters. Our method also introduces several useful modules to further enhance the performance: N-point tuple feature, online alignment optimization and tuple feature assembly. Alongside this, we unveil the Diverse-Pose 300 dataset, curated to provide a complement assessment of top-tier methods in diverse real-world conditions. Our empirical findings validate the effectiveness of CPPF++, highlighting a marked decrease in sim-to-real gap on both category-level and instance-level datasets.
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