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ABSTRACT

This paper presents a GPU parallel algorithm to generate a new kind of polygonal meshes obtained from Delaunay triangulations. To generate the polygonal mesh, the algorithm first uses a classification system to label each edge of an input triangulation; second it builds polygons (simple or not) from terminal-edge regions using the label system, and third it transforms each non-simple polygon from the previous phase into simple ones, convex or not convex polygons. We show some preliminary experiments to test the scalability of the algorithm and compare it with the sequential version. We also run a very simple test to show that these meshes can be useful for the virtual element method.
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1. INTRODUCTION

Polygonal mesh generation is an area of study broadly researched due to their applications in computer graphics\textsuperscript{[1]}, geographic information systems\textsuperscript{[2]} and finite element methods (FEM)\textsuperscript{[3]}, among others. As a result of the FEM research, several requirements on the shape of the basic cells have been established as quality shape criteria. Typical meshes tend to contain only triangles or quadrilaterals; the big exception is the use of Voronoi regions (convex polygons) as basic cells\textsuperscript{[4]}. However, in the recent years, the virtual element method (VEM)\textsuperscript{[5]} has showed to work with polygons convex and non convex\textsuperscript{[6][7]}, so a new area of study to generate quality meshes for the VEM has begun\textsuperscript{[8][9]}. Common methods to generate unstructured mesh generation are the Delaunay methods\textsuperscript{[10]}, Voronoi diagram methods\textsuperscript{[11][12][13]}, Advancing front method\textsuperscript{[14]}, quadtree based methods\textsuperscript{[15]} and hybrids methods\textsuperscript{[16]}. In general, meshing algorithms can be classified into two groups\textsuperscript{[17][18]}: (i) direct algorithms: meshes are generated from the input geometry, and (ii) indirect algorithms: meshes are generated starting from an input mesh, typically an initial triangle mesh. Indirect methods is a common approach to generate quadrilateral meshes by mixing triangles of an initial triangulation\textsuperscript{[19][20][21]}. The advantage of using indirect methods is that triangular meshes are pretty simple to generate because there are several robust and well-studied programs for generating triangulations\textsuperscript{[22][23][24]}. There are a widely research in parallel mesh generation\textsuperscript{[25][26][27][28][29]}.

*Workshop submitted to the SIAM International Meshing Roundtable Workshop 2022 (SIAM IMR22), Feb. 22-25, 2022, online-only conference. This workshop describes an ongoing work that when it is finished it will be sent to a journal or conference.
In this paper we present a GPU parallel algorithm to generate a new kind of 2D polygonal meshes using the concept of terminal-edge regions. This algorithm belongs to the indirect methods. An example of a polygonal mesh generated by the algorithm is shown in Figure 1. The data structure and several kernels to work with the input triangulation and build the arbitrary shape polygons in GPU are described. In particular, the AtomicAdd function is used to manage the concurrent saving of polygons in an array.

This paper is organized as follows: Section 2 introduces the concepts necessary to understand the algorithm. Section 3 describes the data structure used to represent the input triangulation and the polygonal mesh in the GPU. Section 4 presents the sequential algorithm and the parallel algorithm. Section 5 shows performance experiments of the sequential and parallel algorithms. Finally, Section 6 presents the conclusions and the ongoing work in the parallel algorithm.

2. DATA STRUCTURE

The GPU algorithm receives as input a triangulation. Since GPUs (and their programming models) are designed to work efficiently with arrays, we decided to represent the triangulation with an indexed data structure with neighbor indexation. This representation uses 4 arrays, a Vertex array, a Triangle array, a Neighbor array and a Trivertex array.

- The Vertex array stores each point of the triangulation in pairs, each two elements $V[2i+0]$, $V[2i+1]$ in the array is the coordinate to the $i$-th point in the triangulation.
- The Triangle array contains indices to the Vertex array, each 3 elements $T[3i+0]$, $T[3i+1]$, $T[3i+2]$ are indices to the vertices of the $i$-th triangle in the triangulation.
- The Neighbor array stores indices to the Triangle array, each three indices $N[3i+0]$, $N[3i+1]$, $N[3i+2]$ are the indices to a triangle neighbor to the triangle $i$, the values 0, 1 and 2 represents the edges of $i$.
- The Trivertex array, stores the index of one triangle incident to each vertex $i$ in the Vertex array. This array is optional and is only used to accelerate the Reparation phase in section 3.2.3.

This representation has the advantage that it can be easily allocated in the CUDA's global device memory, it allows us to assign a unique triangle to each thread and it facilitates the traversal between neighbor triangles in constant time. Also, several programs as QHull [22], Triangle [23] and Detri2 [24] store this representation as output, except for the Trivertex array that can be obtained from the Vertex array and the Triangle array, therefore we can integrate external libraries to generate the initial triangulation.

Polygons are represented as a set of vertices, so to store them, the algorithm uses an array of arbitrary length of indices to the Vertex array.

The output polygonal $\tau' = (V,E)$ mesh generated by the algorithm is represented as two arrays in the global memory device. The first one is the Mesh array, this array represents each polygon in $\tau'$ as a number that indicates its length and a set of vertices in counter-clock wise that are part of the polygon. The second one is the Position array, that stores the index to the position of the first element of each polygon in the Mesh array.

Other two important data structures are: (i) Seed array: a bit array whose values are true only associated to the indices of the algorithm to generate new polygons, (ii) Max array: given a triangle $i$ in the Neighbor array, Max array stores the index $j$ if the implicit edge stored at $3i+j$ contains the longest-edge of the triangle $i$. Both arrays are stored in the global device memory.
3. ALGORITHM

3.1 Sequential algorithm

The sequential algorithm is actually submitted to a journal for publication; an early pre-print version can be seen in [39].

3.2 GPU parallel algorithm

The general algorithm is shown in [1]. The algorithm takes as input a triangulation \( \tau_L = (V, E) \) and generates as output a polygonal mesh. To do so, the algorithm consists of three main phases: label each edge and triangle of \( \tau \), traversal inside terminal-edge regions and repair non-simple polygons generated from the last phase. The first two phases have the advantage that they are extremely data-parallel; it is possible to work with each element in \( \tau \) independently, so these phases take advantage of the data parallelism capabilities of the GPU programming model. The Reparation phase needs to split a non-simple polygon into two until all their barrier-edge tips are removed, i.e., transformed in frontier-edge endpoints. Since a non-simple polygon can have more than one barrier-edge, this phase will be repeated until all of them are absorbed by a frontier-edge. The experiments described in [4] show us that there are few non-simple polygons after the Traversal phase. Despite the parallel algorithm we designed for this phase, it seems better to use just the sequential version of this phase.

Algorithm 1 Polygonal Mesh generator

Require: Initial Triangulation \( \tau = (V, E) \)
Ensure: Polygonal Mesh \( M \)
1: Label triangulation \( \tau \) \( \triangleright \) Algorithm 2
2: Generate polygons \( \triangleright \) Algorithm 3
3: do
4: Remove barrier-edge tips \( \triangleright \) Algorithm 5
5: while \( M \) contains Barrier-edge tips
6: return Polygonal Mesh

3.2.1 Label Phase

This phase reads a triangulation \( \tau = (V, E) \) as input. The objective is to label frontier-edges in \( \tau \) to identify the boundary of each terminal-edge region \( R_t \) in \( \tau \) and to select one triangle of each \( R_t \) to be used as generator of new polygons in the next phase, the Traversal phase. This phase calls three kernels: \texttt{LabelMax}, \texttt{LabelSeed} and \texttt{LabelFrontier}. Those kernels are shown in Algorithm 2 and they are called consecutively.

The first kernel, \texttt{LabelMax} assigns a triangle \( t \) of \( \tau \) to each thread, then it calculates its longest-edge and stores its index (0, 1 or 2) in the \texttt{Max Array}.

Algorithm 2 Label phase’s kernels

Require: Initial Triangulation \( \tau = (V, E) \)
Ensure: Labeled triangulation \( \tau_L = (V, E) \)
1: kernel \texttt{LabelMax}(\( \tau = (V, E) \))
2: for all triangle \( t_i \) in \( \tau \) in parallel do
3: Label the longest-edge of \( t_i \)
4: end for
5: end kernel
6: kernel \texttt{LabelSeed}(\( \tau = (V, E) \))
7: for all edge \( e_i \in \tau \) in parallel do
8: if \( e_i \) is border terminal-edge then
9: Store adjacent triangle as seed triangle
10: end if
11: Be \( t_a \) and \( t_b \) triangles that share \( e_i \)
12: if \( e_i \) is terminal-edge and \( a < b \) then
13: Store \( t_a \) as seed triangle
14: end if
15: end for
16: end kernel
17: kernel \texttt{LabelFrontier}(\( \tau = (V, E) \))
18: for all edge \( e_i \in \tau \) in parallel do
19: Be \( t_a \) and \( t_b \) triangles that share \( e_i \)
20: if \( e_i \) neither the longest-edge of \( t_a \) nor \( t_b \) or \( e_i \) is border-edge then
21: Label \( e_i \) as frontier-edge
22: end if
23: end for
24: end kernel

The second kernel, \texttt{LabelSeed}, assigns an edge \( e \) of \( \tau \) to each thread. It compares two triangles \( t_a \) and \( t_b \) that share \( e \) and checks if in both triangles, \( e \) is the longest-edge. In that case, \( e \) is a terminal-edge and the triangle with lower index is set to \texttt{True} in \texttt{Seed array}, for the generation of a new polygon in the next phase. In case \( e \) is both a boundary edge and the longest-edge of the triangle \( t \), then \( e \) is a boundary terminal-edge and \( t \) is stored as seed triangle in the \texttt{Seed array}.

The third kernel, \texttt{LabelFrontier}, is similar to \texttt{LabelSeed}, but instead of checking if \( e \) is the longest-edge in both adjacent triangles \( t_a \) and \( t_b \), this kernel checks if \( e \) is not the longest-edge of any of the two triangles. In that case \( e \) is labeled as frontier-edge and used in the next phase to delimit a new polygon. In case \( e \) is a boundary edge, \( e \) is labeled as a frontier-edge, independent of the size of \( e \).

After the algorithm calls each kernel consecutively, each terminal-edge region \( R_t \) is delimited by frontier-edges and a seed triangle per \( R_t \) was stored as is shown in Figure 2. The data of the triangulation \( \tau_L = (G, V) \) is in global memory and ready to be used in the Traversal phase.
Figure 2: Labeled triangulation generated by the Algorithm 2. Solid lines are frontier-edge, dashed lined are internal-edges and terminal-edges. Red triangles are seed triangles.

3.2.2 Traversal phase

In this phase, as many polygons are built as triangle indices are marked true in the Seed array. This phase consists in just one kernel, the TraversalTriangulation kernel, and it is shown in Algorithm 3.

Algorithm 3 Travel Phase

Require: Seed array $S$, Triangulation $\tau_L(V,E)$
Ensure: Mesh array $M$, Position array $I$

1: kernel TraversalTriangulation($\tau = (V,E)$)
2: for all triangle $t_i \in S$ in parallel do
3: $P_i \leftarrow$ PolygonConstruction($t_i$, $\tau_L(V,E)$)
4: Synchronize threads
5: $i_{mesh} \leftarrow \text{AtomicAdd}(i_{Gmesh}, |P| + 1)$
6: $i_{pos} \leftarrow \text{AtomicAdd}(i_{Gpos}, 1)$
7: $I[i_{pos}] \leftarrow i_{mesh}$
8: $M[i_{mesh}] \leftarrow |P|$
9: for $j \leftarrow 0$ to $|P|$ do
10: $M[i_{mesh} + 1 + j] \leftarrow P[j]$
11: end for
12: end for
13: end kernel

The TraversalTriangulation kernel uses the labeled triangulation $\tau_L$ of the previous phase to build and store the polygon information in the Mesh array and the Position array. The kernel assigns to each thread a triangle in the Seed array. If $Seed[i]$ is True, triangle $t_i$ is used as starting triangle to build a polygon in PolyConstruction (see Algorithm 4). PolyConstruction travels inside a terminal-edge region $R_t$ in counter-clock-wise and stores the frontier-edges of each $t$ inside $R_t$ as part of the polygon $P_t$. As each vertex of $\tau$ is an endpoint of a frontier-edge, PolyConstruction visits all vertices and edges in $R_t$. Note that if $t_i$ has 3 frontier-edge, $t_i$ is stored as the polygon $P_i$. An example of the traversal made by PolyConstruction is shown in Figure 3.

Algorithm 4 Polygon construction

Require: Seed triangle $t$, Triangulation $\tau_L = (V,E)$
Ensure: Polygon $P$ as a set of vertices.
1: function PolyConstruction($t$, $\tau_L = (V,E)$)
2: $P \leftarrow \emptyset$
3: $v_{next}$, $v_{init} \leftarrow$ Any vertex of $t$
4: $t_{next}$, $t_{init} \leftarrow t$
5: do
6: if $t_{next}$ has frontier-edges then
7: Store frontier-edge in $P$ in ccw
8: $v_{next} \leftarrow$ Last vertex store in $P$
9: $t_{next} \leftarrow$ Adjacent triangle by an internal-edge in ccw that share $v_{next}$
10: end if
11: while $t_{next} \neq t_{init}$ or $v_{next} \neq v_{init}$
12: return $P$
13: end function

After the polygon $P_t$ was generated and stored in a register, the TraversalTriangulation kernel stores $P_t$ in the Mesh array. Since several threads attempt to store concurrently their generated polygon in the Mesh array, the kernel manages a global index $i_{Gmesh}$ to get a unique index in Mesh array, each thread has to use to append a new polygon. The global index is obtained using AtomicAdd.

Figure 3: Example of a traversal inside of a terminal-edge region $R_t$ to the generation of polygon made by Algorithm 4. Red triangle is the seed triangle of $R_t$ and blue arrows are the traversal of the algorithm in $R_t$, for each triangle visited with frontier-edges, new edges are added as part of a new polygon.
ATOMICADD returns the value of $i_{\text{Gmesh}}$ before the addition, therefore the kernel uses this value as the index position in $i_{\text{Mesh}}$ where to store the number of vertices and then the polygon vertices. The $i_{\text{mesh}}$ value is stored in the Position array in the same way using the global index $i_{\text{Gpos}}$.

After the call to the TraversalTriangulation kernel, the algorithm already has a polygonal mesh $\tau' = (V,E)$, stored in the Mesh array and the Position array, but some of their polygons might be non-simple. The next phase, the Reparation phase, is in charge of partitioning non-simple polygons into simple ones.

### 3.2.3 Reparation phase

In this phase the algorithm repairs non-simple polygons. To do so, the algorithm handles two auxiliary arrays to represent a temporal polygon mesh $\tau_{\text{aux}} = (V,E)$: the Aux Mesh array and Aux Position array. The PolyRepair kernel shown in Algorithm 5 splits each non-simple polygon $P_i$ in two new polygons using a diagonal containing a barrier-edge tip of $P_i$ and store the result in $\tau_{\text{aux}}$. If $\tau_{\text{aux}}$ still contains barrier-edge tips, PolyRepair kernel with $\tau_{\text{aux}}$ as input mesh is called again. This process continues until all the barrier-edge tips are removed.

To repair each non-simple polygon in $\tau'$, the kernel PolyRepair assigns to each thread a polygon $P_i$. Note that there is two ways to store the temporal polygons in this phase, one is using registers and the second one is reading and constructing the polygon directly in the auxiliary mesh. Both ways are possible due to the length of the two new polygons is $|P_a| + |P_b| = |P| + 2$ in case of barrier-edge tip.

The kernel first checks if $P_i$ contains a barrier-edge tip by comparing 3 consecutive vertices $v_a$, $v_b$, $v_c \in P_i$. If $v_a = v_c$, then $v_b$ is a barrier-edge tip, stored in $v_{\text{aux}}$, and used to start the process of repairing $P_i$. If the kernel does not detect barrier-edge tips then $P$ is stored as part of the polygonal mesh $\tau_{\text{aux}}$.

Starting from a barrier-edge tip $v_{\text{aux}} \in P_i$, the algorithm searches for an incident triangle to $v_{\text{aux}}$ using the Trivertex array. Through this triangle, all internal edges (diagonals) with $v_{\text{aux}}$ as endpoint are looked for and the middle internal-edge $e$ is labeled as a new frontier-edge. This strategy divides $P_i$ into two new polygons $P_a$ and $P_b$. The two adjacent triangles $t_a, t_b$ to $e$ are stored and used as seed triangles to generate $P_a, P_b$ by calling Algorithm 4. This process is shown in Figure 4. To store the polygons in $\tau_{\text{aux}}$, ATOMICADD is used again with two global indices in the same way as in Algorithm 3.

![Figure 4: Example of reparation of polygon shown in Figure 3. Green edge is the middle-edge choose to split the polygon. This edge is label as frontier-edge and their two adjacent triangles, in red, are uses to generate two new polygons by calling to Algorithm 4](image-url)
At the end of the kernel, ATOMICADD is called again with the global variable TotalBet to check if there are further barrier-edge tips. The kernel TotalBet PolygonReparation is called again until TotalBet gets the value 0.

The final output is polygonal mesh $\tau' = (V,E)$ with simple polygons of arbitrary shape.

4. EXPERIMENTS

For testing the algorithm, we used a computer with a CPU Intel(R) Core(TM) i5-9600K of 3.70GHz and a GPU NVIDIA GeForce RTX 2060 SUPER. The algorithm was programmed in CUDA C++. The input are random point sets inside a square of sides 10000x10000 stored in point files .node. We used the software Triangle \[23\] to generate a Delaunay triangulation with the parameters -zn in the triangle file .ele and the neighbor file .neigh. In addition, we created a script to generate the triangle per vertex file .trivertex to accelerate the reparation phase. All polygonal meshes were generated using 65535 blocks and 1024 threads per block. An example of the kind of meshes generated in the experiments is shown in Figure 5. We also did a preliminary assess of the resulting polygonal meshes with the virtual element method (VEM) and the result is shown in Figure 6.

We used the same input triangulations, varying from 1 million to 8 million points, to compare the time performance of the parallel version, the sequential version and a mixed version. The mixed version uses the parallel version of the label phase and Traversal phase and the sequential version of the Reparation phase. Each test was repeated five times; the average time of the experiments is shown in Figure 8. As we said previously, traversal phase can generate simple and non-simple polygons. The number of non-simple polygons generated in the experiments and needed to be repaired are shown in Figure 7.

The average time of each phase is shown in Figure 9. The faster phase is the traversal phase; this is the simplest kernel since it just calls one kernel once and is applied to a subset of triangles instead to the whole domain. The phase that takes longer was the Label phase. This phase consist in the call to 3 kernels applied to the edges and triangles of whole triangulation.
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Figure 8: Comparison between the time of the sequential version of the algorithm and the parallel version.

Figure 9: Comparison between the time of each phase in parallel, “Total” refers to the sum of the time of all phases.

Figure 10: Comparison between the 3 kernels that are called in the label phase and where shown in Algorithm 2.

5. CONCLUSIONS AND FUTURE WORK

We have presented an algorithm to build a polygonal mesh formed by convex and non-convex polygons in parallel on GPU-architectures. We hope that this kind of polygonal meshes can be used as an alternative of constrained Voronoi meshes in polygonal finite element methods such as the VEM. Note that Voronoi cells must be cut against the boundary of the input geometry. Terminal-edge regions are always inside the domain.

Our preliminary experimental results show that the GPU programming model allow us to accelerate the sequential version but we still want to do further experiments before computing the speedup. Memory improvements are also necessary in order to minimize the number of read and write operations over the global device memory. The possibility of using shared memory to manage the polygonal mesh should also be evaluated. Using ATOMICADD to manage the index of the polygonal mesh between concurrent threads works with meshes of size inferior to 8 millions of vertices, but we still have to solve memory problems to generate larger meshes.

We believe that some of the ideas implemented in the Label and Traversal phase can be adapted to accelerate algorithms based on the Longest-edge propagation path on GPU.
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