Redefining similarity in a thesaurus by using corpora

Hiroyuki Shinnou
Ibaraki University
Dept. of Systems Engineering
Nakanarusawa, 4-12-1
Hitachi, Ibaraki, 316, Japan
shinnou@lily.dse.ibaraki.ac.jp

1 Introduction

The aim of this paper is to automatically define the similarity between two nouns which are generally used in various domains. By these similarities, we can construct a large and general thesaurus.

In applications of natural language processing, it is necessary to appropriately measure the similarity between two nouns. The similarity is usually calculated from a thesaurus. Since a hand-made thesaurus is not suitable for machine use, and expensive to compile, automatic construction of a thesaurus has been attempted using corpora (Hindle, 1990). However, the thesaurus constructed by such ways does not contain so many nouns, and these nouns are specified by the used corpus. In other words, we cannot construct the general thesaurus from only a corpus. This can be regarded as data sparseness problem that few nouns appear in the corpus.

To overcome data sparseness, methods to estimate the distribution of unseen cooccurrence from the distribution of similar words in the seen cooccurrence has been proposed. Brown et al. proposed a class-based n-gram model, which generalizes the n-gram model, to predict a word from previous words in a text (Brown et al., 1992). They tackled data sparseness by generalizing the word to the class which contains the word. Pereira et al. also basically used the above method, but they proposed a soft clustering scheme, in which membership of a word in a class is probabilistic (Pereira et al., 1993). Brown and Pereira provide the clustering algorithm assigning words to proper classes, based on their own models. Dagan et al. proposed a similarity-based model in which each word is generalized, not to its own specific class, but to a set of words which are most similar to it (Dagan et al., 1993). Using this model, they successfully predicted which unobserved cooccurrences were more likely than others, and estimated the probability of the cooccurrences (Dagan et al., 1994). However, because these schemes look for similar words in the corpus, the number of similarities which we can define is rather small in comparison with the number of similarities for pairs of the whole. The scheme to look for similar words in the corpus has already taken the influence of data sparseness.

In this paper, we propose a method distinct from the above methods, which use a handmade thesaurus to find similar words. The proposed method avoids data sparseness by estimating undefined similarities from the similarity in the thesaurus and similarities defined by the corpus. Thus, the obtained similarities are the same in number as the similarities in the thesaurus, and they reflect the particularity of the domain to which the used corpus belongs. The use of a thesaurus can obviously set up the similar word independent of the corpus, and has an advantage that some ambiguities in analyzing the corpus are solved.

We have experimented by using Bunrui-goi-hyou (Bunrui-goi-hyou, 1994), which is a kind of Japanese handmade thesaurus, and the corpus which consists of Japanese economic newspaper 5 years articles with about 7.85 M sentences. We evaluate the appropriateness of the obtained similarities.

2 Defining the similarity

We can easily judge the similarity of two nouns if they are very similar. However, the more different they are, the more difficult it is to define their similarity. Thus, we can trust that nouns in the class corresponding to the “leaf” of Bunrui-goi-hyou are similar to each another, and this is not affected by the domain. In this paper, we will refer to the class corresponding to the leaf of Bunrui-goi-hyou the primitive class. Therefore, the similarity we have to define is the similarity between these classes.

This method consists of 4 steps.

Step 1 Gather the cooccurrence data from the corpus.

Step 2 Generalize the noun in the cooccurrence data to the primitive class.

Step 3 Measure the similarity between two primitive classes by using the cooccurrence data obtained in step 2.
Step 4 Estimate undefined similarities.

We will describe each step in detail in following subsections.

2.1 Gathering cooccurrence data (step 1)
In order to carry out our method, it is necessary to first gather the cooccurrence data from the corpus.

If a noun $(N)$, a postpostional particle $(P)$, and a verb $(V)$ appear in a sentence in this order, we pick out the cooccurrence data $[N, P, V]$. In this study, we gathered cooccurrence data only from the postpostional particle "wo", because "wo" is the most effective postpostional particle for classifying nouns.

As a corpus, we used five years of Japanese economic newspaper articles. The corpus has about 7.85 M sentences, and the average number of characters in one sentence was about 49. From the corpus, we gathered about 4.41 M bits of cooccurrence data (about 1.48 M types) whose postpositional particle was "wo". From them, we removed the cooccurrence data whose frequency was 1, or whose verb does not appear more than 20 times. In all, we obtained about 3.26 M bits of cooccurrence data, which consisted of about 0.36 M types. These cooccurrence data are used in the next step.

2.2 Generalizing the word to the class (step 2)
In step 2, we generalize the noun in cooccurrence data gathered in step 1 to the primitive class to which this noun belongs.

First, we should explain about Bunrui-goi-hyou. Bunrui-goi-hyou is a kind of thesaurus with a tree-like structure that has a maximum depth of level 6. Class IDs are assigned to each "leaf" of the "tree". Each noun has a class ID corresponding to the meaning of the noun. The class ID corresponds to the primitive class. Bunrui-goi-hyou has 3,582 primitive classes.

Because many nouns, such as compound nouns, are not in Bunrui-goi-hyou, we cannot always generalize all nouns to primitive classes, 86.0% of the nouns in cooccurrence data gathered in step 1 could be generalized to primitive classes.

In this generalization, the problem of polysemy arises. A noun has usually several primitive classes because of the polysemy. We solve some polysemy from the distribution of nouns in cooccurrence data which have the same verb. This cannot be discussed here for lack of space. We only report that the cooccurrence data gathered in step 1 contain 572,929 bits of polysemy which consisted of 27,918 types, and 472,273 bits of polysemy (18,534 types) were solved.

In all, we obtained 2,708,135 bits of generalized cooccurrence data, which consisted of 115,330 types.

2.3 Measuring the similarity between classes (step 3)
In step 3, we measure the similarity between two primitive classes by using the method given by Hindle (Hindle, 1990).

First, we define the mutual information $MI$ of a verb $v$ and a primitive class $C$ as follows.

$$MI(v, C) = \log_2 \frac{f(v, C)}{f(v) \cdot f(C)} \cdots \text{(eq.1)}$$

In the above equation, $N$ is the total number of cooccurrence data bits, and $f(v)$ and $f(C)$ are the frequency of $v$ and $C$ in the whole cooccurrence data set respectively, and $f(v, C)$ is the frequency of the cooccurrence data $[v, wo, v]$. Next, the similarity $\text{sim}$ of a class $C_i$ and $C_j$ for a verb $v$ is defined as follows.

$$\text{sim}(v, C_i, C_j) = \sum_v \text{sim}(v, C_i, C_j)$$

Finally, the similarity of $C_i$ and $C_j$ is measured as follows.

$$SIM(C_i, C_j) = \sum_v \text{sim}(v, C_i, C_j)$$

In equation (eq.1), $f(v) > 0$ because $v$ is the verb in a certain cooccurrence data obtained in step 2. However, $f(C)$ may be equal to 0 because the primitive class $C$ is a certain class in all primitive classes. If $f(C) = 0$, then $MI(v, C)$ cannot be defined. So, if $f(C_i) = 0$ or $f(C_j) = 0$ for all verb $v$, then $SIM(C_i, C_j)$ is undefined.

2.4 Estimating the undefined similarity (step 4)
There are 3,582 types of primitive classes, so and $C_2 = 6,413,571$ similarities must be defined. Through step 3, there were 2,049,566 similarities which had been defined. This is 32.0% of the whole.

In step 4, we estimate undefined similarities by the thesaurus and defined similarities. Let us estimate the undefined similarity between the classes $C_a$ and $C_b$. First, we pick out the set of primitive classes $\{C_{a1}, C_{a2}, \ldots, C_{ak}\}$, such that each class has the common parent node as class $C_a$ in Bunrui-goi-hyou, that is, the class $C_a$ is the brother node of class $C_b$. By the same process, we pick out the set of primitive classes $\{C_{b1}, C_{b2}, \ldots, C_{bk}\}$ for class $C_b$. The similarity in Bunrui-goi-hyou is reliable if its value is large. Thus, it is reliable the defined $SIM(C_{a1}, C_{b1})$ and the defined $SIM(C_{a2}, C_{b2})$ are close to the undefined $SIM(C_a, C_b)$. Therefore, we define $SIM(C_a, C_b)$ by the average of $SIM(C_{a1}, C_{b1})$ and $SIM(C_{a2}, C_{b2})$. This process corresponds to that the slot in the Fig.1(a) is filled with the average of values in the shade part in the figure.
the undefined pairs are left through above estimations, they are estimated by the average of $SIM(C_a, C_b)$. This process corresponds to that the slot in the Fig.1(b) is filled with the average values in the shade part in the figure. If undefined pairs still remain, we pick out the set of primitive classes, such that the grandmother node of each class is the same as that of $C_a$ and $C_b$, and we repeat the above processes (cf. Fig.1(c)).

Fig.2 shows the ratio of the number of similarities defined in each process.

| the level of the common parent node | average of obtained similarities |
|-------------------------------------|----------------------------------|
| 1                                   | 2.160                            |
| 2                                   | 3.690                            |
| 3                                   | 6.519                            |
| 4                                   | 10.090                           |
| 5                                   | 14.815                           |
| 6                                   | $\infty$                         |

Table 2: tendency of obtained similarities

Figure 2: ratio of the number of similarities defined in each process

3 Evaluations

First, we evaluate the obtained similarities by comparing them with the similarities in Bunrui-goi-hyou. The similarity in Bunrui-goi-hyou are defined by the level of the common parent node of two classes. Tab.2 shows the average of similarities between two classes, such that these two classes have the common parent node whose level is $x$ in Bunrui-goi-hyou.

Tab.2 shows that the larger the similarity in Bunrui-goi-hyou is, the larger the obtained similarity is. It follows that the obtained similarity is roughly similar to the similarity in Bunrui-goi-hyou.

Next, we evaluate the appropriateness of the first estimation. The average of "coefficient of variation" for similarities used in each first estimation is 0.384. And the coefficient of variation for all similarities measured by the corpus is 2.125. It follows that similarities used in first estimation are close to each other.

At last, we evaluate the appropriateness of the obtained similarity by selecting a verbal meaning. In this experiment, to measure the similarity in Bunrui-goi-hyou and the similarity obtained by our method. Because the similarity in Bunrui-goi-hyou is rough, multiple answers may arise. In evaluation of the similarity in Bunrui-goi-hyou, we give a $\bigcirc$ if the answer is unique and right, a $\Delta$ if the answers contain the right answer, and $\times$ if the answers don't contain the right answer. In evaluation of our similarities, we give a $\bigcirc$ if the largest similarity is right, a $\bigtriangleup$ if 1st or 2nd largest similarities is right answer, and $\times$ if neither of 1st and 2nd largest similarities is the right answer.

Tab.1 shows the results of evaluations. This table shows that the similarity obtained by our method is a little better than the similarity in Bunrui-goi-hyou.

4 Remarks

It is difficult to extract all knowledge from only a corpus because of incomplete analysis and data sparseness. In order to avoid these difficulties, the approach to use of different resources from the corpus is promising. To construct the thesaurus from
In this paper, we proposed a method to define similarities between general nouns used in various domains. The proposed method redefines the similarity in a handmade thesaurus by using corpora. The method avoids data sparseness by estimating undefined similarities from the similarity in the thesaurus and similarities defined by corpora. The obtained similarities are obviously the same in number as the original similarities, and are more appropriate than the original similarities in the thesaurus.

By using Bunrui-goi-hyou as the handmade thesaurus, we confirmed the appropriateness of this method.

In the future, we will extend and modify Bunrui-goi-hyou by the cooccurrence data and the similarities obtained in this study, and will try to classify multiple senses of verbs.
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