Estimating the Largest Lyapunov Exponent Based on Conditional Number
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Abstract. The Lyapunov exponent is used to characterize the stability of the dynamic response of the system, and it is often employed to verify if a system is chaotic. Since its discovery in the nineteenth century, various methods have been proposed and developed for its calculation. The present work proposes a method for the calculation of the largest Lyapunov exponent, based on conditional number of the function, which describes the loss of bits in the simulation based on relative rounding error. Four discrete maps are used to show the effectiveness of the proposed method.
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1 Introduction

Today, the chaotic behavior is associated with dynamics process in several subjects like biology, chemistry, informatics and others. One of the best tools to detect the caos is Lyapunov exponent. The Lyapunov exponents measure the mean divergence or convergence of the near paths along certain directions in space. In chaotic systems, states of two copies of the same system separate exponentially over time, despite very similar initial conditions.

1 pedrolives@hotmail.com.br
2 vnisb@hotmail.com
3 pri12_guedes@hotmail.com
4 igorufsj@yahoo.com.br
5 nepomuceno@ufsj.edu.br
There are several studies regarding the estimation of the Lyapunov exponent \cite{1,9,11,13}. Some of these methods use statistical properties to obtain estimates with high precision \cite{5,12}, demonstrating the importance of evaluating other concepts to improve understanding and to reevaluate the Lyapunov exponent calculation. These methods to estimate the Lyapunov exponent have considered difficult to apply. Recent works have shown new methods, simpler to calculate Lyapunov exponent. For example, Mendes and Nepomuceno \cite{7} proposed an algorithm based on the concept of the lower bound error \cite{8}. This method simulates two different interval representations to estimate the Lyapunov exponent, which are the foundations used to calculate the lower bound error representing the error propagation.

The method proposed by \cite{8} opens a new perspective in the calculation of the Lyapunov exponent, where the limitations of computational arithmetic is used. Although, this work establishes some relationship between Lyapunov exponent and loss of precision, a clear link has not been demonstrated. To try to fill this gap, this paper presents a procedure to calculate the largest positive Lyapunov exponent (LLE) using the conditional number \cite{10}. By doing this, we expect the relationship between the LLE and loss of precision could be more evidenced, as the condition number is precisely defined as the rate of lost digits (or bits) in each iteration. The method was applied to four maps: Logistic, Hénon, Seno and Lozi, which results have been shown in good agreement with the literature.

\section{2 Preliminary Concepts}

\subsection{2.1 Conditional Number}

In solving problems using numerical computation, the conditioning measures how accurate is the solution of the problem using certain floating point precision, independently of the algorithm and furthermore, represents the loss of significant digits. The evaluation of a real function of a real variable, $y = f(x)$, which in the machine is represented using floating-point arithmetic, is expected to calculate $\hat{y} = f(\hat{x})$. Such that $\hat{x} = \text{round}(x)$ expresses the rounding error in the representation of the real number $x$, by Overton \cite{10}:

$$\frac{\hat{y} - y}{y} \approx k_f(x) \times \frac{|\hat{x} - x|}{|x|}, \quad (1)$$

$$k_f = \frac{|x| \times |f'(x)|}{|f(x)|}, \quad (2)$$

where $k_f$ is called a conditional number of $f$ in $x$, where the latter is the initial condition. Basically, the conditional number $k_f$ measures approximately how much the relative rounding error is amplified by the calculation of the function $f$. In Equation (1) the left side of the approximation is a relative measure of how well $y$ approximates $\hat{y}$, quantified the distance between a reference trajectory denominated as divergence rate, caused by the loss of information.

$$-\log_2 \left( \frac{|\hat{y} - y|}{|y|} \right) \approx -\log_2 \left( \frac{|\hat{x} - x|}{|x|} \right) - \log_2 (k_f(x)) \quad (3)$$
To quantify the divergence, \( \log_2 \) is used, estimating loss of number of bits at each iteration in the calculation of the function \( y \), where IEEE 754 double precision \([14]\) has initial precision of 53 bits. Equation \( 3 \) estimates the number of bits such that \( \hat{y} = f(\hat{x}) \) agrees with \( y = f(x) \), making it possible to calculate the loss of bits, by simply subtracting the precision from the machine with the conditional, \( k_f \).

3 Methodology

The present work aims to develop a method that is easily implemented for the calculation of the Lyapunov exponent, considering the relative rounding error in the calculation of the functions. The proposed method can be summarized in the following steps:

(a) Set the initial conditions and parameters of the chosen function;
(b) Simulate N iterations;
(c) Calculate the conditional number for each value obtained in (b), by Equation \( 1 \);
(d) Calculate the average of the logarithm with base 2 of conditional numbers obtained in (c);
(e) The estimation of the Lyapunov exponent is the value obtained in (d).

The magnitude of the Lyapunov exponent quantify the information dynamics of the observed system. The exponents measure the rate of information created or destroyed in the processing of the system, that is, the loss of bits \([6]\). In this way the Lyapunov exponent is expressed in bits of information, where the discrete systems represented have bits/iteration as its units.

The Lyapunov exponent is calculated using \( \log \) in the base 2, which quantifies and defines the loss of bits (information) in each iteration, related to the definition of conditional, which expresses the loss of bits in the simulation by the relative rounding error. The classical Lyapunov exponent estimation procedure was defined by Rosenstein \([12]\) and given by Equation \( 4 \) below

\[
d(t) = Ce^{\lambda t} 
\]

where \( d(t) \) is the average divergence at time \( t \), \( C \) is a constant that normalizes the initial separation and \( \lambda \) is the Lyapunov exponent. The proposed method is a simple strategy to produce a measure related to the average divergence rate in simulations of systems, the conditional number captures the divergence at each iteration related to the loss of precision digits (or bits) and represents the initial separation of the trajectory, similar as shown by Mendes and Nepomuceno \([7]\).

After that, it is possible to estimate the Lyapunov coefficient, as shown by the classical definition and the concept of conditional number, simplified by the quantification of the divergence rate between a referential trajectory by the rounding error. Table \( 1 \) presents the values of parameters and the initial conditions found in the literature, used later to
compare the performance of the proposed method. The largest Lyapunov exponents (LLE) used in the literature were found in Rosenstein [12] (Logistic map), in Wolf [15] (Hénon map), the Sine map are values found in Mendes and Nepomuceno [7] and Lozi map for the works Grassberger and Hata [3,4].

Table 1: Equations of the maps with values of the parameters and initial conditions obtained in the literature.

| Systems | Equations                  | Parameters | ∆t(s) | Initial conditions |
|---------|----------------------------|------------|-------|-------------------|
| Logistic| $x_{n+1} = rx_n(1 - x_n)$  | $r = 4$    | 1     | $x_0 = 2/3$       |
| Sine    | $x_{n+1} = \alpha \sin(x_n)$ | $\alpha = 1.2\pi$ | 1     | $x_0 = 0.1$       |
| Hénon   | $x_{n+1} = 1 - ax_n^2 + y_n$ | $a = 1.4$  | 1     | $x_0 = 0.3$       |
|         | $y_{n+1} = bx_n$            | $b = 0.3$  |       | $y_0 = 0.3$       |
| Lozi    | $x_{n+1} = 1 - a|x_n| + y_n$ | $a = (1 + \sqrt{5})/2$ | 1     | $x_0 = 0.3$       |
|         | $y_{n+1} = bx_n$            | $b = -0.3$ |       | $y_0 = 0.3$       |

4 Results

This section shows the results of applying the method to four discrete time systems, named in Table 1, followed by their respective equations, parameters and initial conditions used in the application of the proposed method. Initially an evaluation was made using the Logistic map shown in Table 2, where the literature has the results of the Lyapunov exponents accompanied by the numbers of iterations necessary for its estimation.

Table 2: Comparison of the Lyapunov exponents obtained by Rosenstein [12] and the proposed method, using the value $\lambda = 0.9999$ (bits/iter.) found by Eckmann [2] to calculate the relative error in the Logistic map.

| Literature | $\lambda$ (bits/iter.) | Iterations | Error (%) |
|------------|-------------------------|------------|-----------|
| 0.9507     | 100                     | 100        | -4.9      |
| 1.0172     | 200                     | 200        | 1.7       |
| 1.0026     | 300                     | 300        | 0.3       |
| 0.9982     | 400                     | 400        | -0.1      |

| Proposed Method | $\lambda$ (bits/iter.) | Iterations | Error (%) |
|-----------------|-------------------------|------------|-----------|
| 1.0351          | 100                     | 100        | 3.52      |
| 0.9879          | 200                     | 200        | -1.2      |
| 0.9969          | 300                     | 300        | -0.3      |
| 1.0001          | 400                     | 400        | 0.02      |
Table 3: Calculation of the Lyapunov exponent comparing the proposed method with the values obtained in the literature presented by Rosenstein [12] (Logistic map), Wolf [15] (Hénon map), Mendes and Nepomuceno [7] (Sine map) and Grassberger and Hata [3, 4] (Lozi map).

| Systems | Literature $\lambda$ | Calculated $\lambda$ (bits/iter.) | Iterations | Error (%) |
|---------|-----------------------|------------------------------------|------------|-----------|
| Logistic | 0.9999 | 1.0351 | 100 | 3.52 |
|          | 0.9879 | 200 | −1.2 |
|          | 0.9969 | 300 | −0.3 |
| Sine    | 1.1550 | 1.1577 | 100 | 0.23 |
|          | 1.1504 | 200 | −0.40 |
|          | 1.1291 | 300 | −2.24 |
| Hénon   | 0.6029 | 0.5963 | 100 | −1.1 |
|          | 0.5797 | 200 | −3.86 |
|          | 0.5930 | 300 | −1.65 |
| Lozi    | 0.6680 | 0.6810 | 100 | 1.94 |
|          | 0.6893 | 200 | 3.18 |
|          | 0.6896 | 300 | 3.23 |

The number of iterations for an estimate of the Lyapunov exponent of the Logistic map using the proposed method is similar to the numbers obtained by Rosenstein [12] (Logistic map), as seen in Table 2. The results were good approximations of those found in the literature, where the same parameters were used for comparison, with those shown in Table 1. In the Table 3 we showed the calculated $\lambda$ (bit/iter.), loss of bits per iteration, than representation the Largest Lyapunov Exponent (LLE) and the errors of the calculated values in relation to those obtained in the literature, in order to establish performance and legitimacy of the results found by the proposed method.

The proposed method directly relates the rounding error to the Lyapunov exponent concept, representing the loss of bits at each iteration in the calculation of the presented maps. The present work emphasizes the relation of error propagation with the estimation of the exponent using the conditional number as connection. This note is clear in Figure 1, which shows the loss of accuracy in approximately 53 iterations, therefore, there is a loss of 1 bit per iteration in the logistic map simulation. Note that the loss of precision is easily related to the concept of the Lyapunov exponent, in this example represented by Figure 1 $\lambda$ is 1 (bit/iteration).
5 Conclusion

The proposed method proves the new exposed concept, which establishes the limitation of computational arithmetic relating between the Lyapunov exponent and loss of precision. As demonstrated, the condition number is precisely defined by the digit loss rate per iteration, while containing substantial information about the evolution of the systems.

The study of chaos detection is directly related to the amplification of the relative rounding error, of the calculation of \( f \) in \( x \), representing the loss of bits (information) and describes the Lyapunov exponent. The estimates of Lyapunov’s exponent using the proposed method were shown to be in a good agreement with the values found in the literature for four well-known chaotic systems. It has also been shown that a original dynamical equation is necessary to estimate the LLE, and that the work is applied in discrete systems. In future work it is intended to be applied to continuous systems.
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