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Abstract—In millimeter-wave (mmWave) channels, to overcome the high path loss, beamforming is required. Hence, the spatial representation of the channel is essential. Further, for accurate beam alignment and minimizing the outages, inter-beam interferences, etc., cluster-level spatial modeling is also necessary. Since, statistical channel models fail to reproduce the intra-cluster parameters due to the site-specific nature of the mmWave channel, in this paper, we propose a ray tracing intra-cluster model (RT-ICM) for mmWave channels. The model considers only the first-order reflection; thereby reducing the computation load while capturing most of the energy in a large number of important cases. The model accounts for diffuse scattering as it contributes significantly to the received power. Finally, since the clusters are spatially well-separated due to the sparsity of first order reflectors, we generalize the intra-cluster model to the mmWave channel model via replication. Since narrow beamwidth increases the number of single-order clusters, we show that the proposed model suits well to MIMO and massive MIMO applications. We illustrate that the model gives matching results with published measurements made in a classroom at 60 GHz. For this specific implementation, while the maximum cluster angle of arrival (AoA) error is 1 degree, mean angle spread error is 9 degrees. The RMS error for the cluster peak power is found to be 2.2 dB.
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I. INTRODUCTION

Millimeter-wave (mm-Wave) communication is continuing to emerge with several advantages over the current wireless bands such as higher throughput, lower latency, reduced interference, and increasing network coordination ability. Many indoor and outdoor measurements aim at modeling the mmWave channel characteristics [1], [14]–[16], [19], [26]–[29]. Beamforming is typically introduced to compensate for the higher path loss at higher mmWave frequencies [2], [3]. However, spatial filtering of the channel requires detailed knowledge of the angle spectrum of the channel. Fortunately, clusters are spatially well-separated in mmWave channels, which allows creating a beam for each cluster [9]. Furthermore, as the first order reflections and the direct path cover as high as 99.5% of the received power [22], received clusters in mmWave can usually be considered for the first-order reflections only. On the other hand, well-known channel propagation mechanisms affect mmWave channels differently. For example, while diffraction contributes to the received power for microwave channels, its contribution is negligible in mmWave channels [27]. Also, scattering is limited in lower frequencies, whereas, in mmWave channels, even a typical wall can scatter the incoming signal significantly due to the tiny variations on its surface. Hence, a mmWave channel model should take the diffuse scattering into account in order to properly replicate the channel characteristics [7], [16], [35]. Measurement results show that in some NLOS cases wider beamwidth antennas result in higher received SNR [28], [31] which leads to the fact that array design that would create optimum beamwidth is directly related to the spatial representation of the received cluster. Then, although the clusters can be easily identified, an accurate intra-cluster angular model has vital importance. Hence, knowledge of the detailed cluster angular spectrum is essential for at least two important applications including accurate beam alignment along with an optimum beamwidth and to minimization of inter-beam interference.

Measurements confirm that the mmWave channels are site-specific [17], [27] and that the channel characteristics depend highly on the environment [20]. Hence, creating generic statistical models for typical environments as in the case of microwave bands is difficult [4]. For this reason, researchers tend to propose statistical channel models for specific environments [17], [19], [22], [27]. To give generalized models, a hybrid geometry-based stochastic channel model (GSCM) [13] that combines stochastic and deterministic approaches was recently introduced [19], [29] and adopted by the mmWave wireless standards such as 3GPP [4], IEEE 802.11ad [8], IEEE 802.11ay [9], MiWEBA [5] and COST2100 [6]. Although the hybrid method is more accurate than the statistical approach, while generating faster and more generalized results than the deterministic approach, nevertheless it does not provide sufficient intra-cluster angular modeling accuracy necessary for beamforming and inter-cluster interference optimizations. Specifically, in 3GPP Channel Model [4], [29], the intra-cluster angular modeling is solely based on measurements and the number of paths within the cluster and their powers are fixed for certain type of environments. On the other hand, 60 GHz indoor standards 802.11ad [8], 802.11ay [9] and 802.15.3c [10] adopt statistical intra-cluster model rooted from the S-V model [11], [12] and angular behavior of the rays within the cluster are simply modeled as a random variable. While Quasi-Deterministic (Q-D) Channel Model [21], [30] takes mmWave scattering into account, its effect on the spatial domain in the cluster level is not addressed. As a result, to the authors' knowledge, a detailed intra-cluster mmWave channel model that studies the power distribution in angle domain has not been introduced yet.
In this paper, we propose a spatial ray-tracing mmWave intra-cluster channel model (RT-ICM) that takes only first-order reflections into account. In our model, we also add the scattering effect based on the material properties. The model outputs the power distribution both in angle and time domain within the cluster and can be used for both indoor and outdoor mmWave systems in any type of environments given the conditions that the required physical parameters for ray-tracing are provided. We further provide a MIMO channel model that consists of nonoverlapping clusters and discuss that pencil-shape beamwidth provided by massive MIMO allow an increased number of single-order clusters in mmWave. Furthermore, we give the insights that, with the combination of massive MIMO and the proposed channel model, maximum spatial usage of the channel can be achieved using several beams with different beamwidths directed to detected clusters. The advantage of the proposed model is that it provides the accuracy of the deterministic approach and the simplicity of the stochastic approach while comes with an intra-cluster model addition to the hybrid approaches. We also show that the results of the proposed model match well with the published indoor mmWave measurements.

The paper is organized as follows. In Section II the definition of the cluster used in the model is given along with the assumptions. We introduce a basic geometrical model for a single-order reflection cluster in Section III and using this model, we propose the intra-cluster model with all aspects in Section IV. In Section V the model is extended to MIMO scenarios and its implementation to the already provided measurements is given in Section VI. Finally, Section VII concludes the paper.

II. CLUSTER DEFINITION OF THE MODEL

Let two stationary devices positioned and communicate with each other at a distance as seen from the top view in Fig. 1. A rough surface acts as a reflector that creates the cluster which includes several rays that are generated by diffuse scattering. Note that only one ray obeys Snell’s Law [25] in the cluster model and it is called specular ray, referring to the specular reflection. The others are going to be called diffuse rays, referring to the diffuse reflections. Both ray types are shown in Fig. 1. Only 2-D azimuthal plane is considered in the model.

In our model, we strict the clusters to be generated only via first-order reflections for NLOS scenarios. We also let each reflector can create only one cluster. In other words, the number of first-order reflectors in the environment equals the number of clusters. Also, when we discuss multi-cluster scenarios, we assume the clusters do not overlap spatially.

Although we pictured the devices as phased array antennas, the proposed model assumes them as point sources. Hence, each ray leaves from the transmitter, reflects from a unique point at the reflector and then reaches to the receiver with a unique AoA.

III. BASIC GEOMETRIC MODEL (BGM)

Unless otherwise is stated, all distances are in meters, and the angles are in degrees. We illustrate angles in diagrams with clockwise rows if they are positive, counterclockwise rows otherwise.

A. Environment Setup

Considering the specular ray and one diffuse ray, all main parameters can be defined as seen in Fig. 2. As seen, the shortest ray within the cluster is the specular ray.

The distances given in the diagram are defined in Table 1. Hence, the length of the specular ray is \( l_{sp} = d_1 + d_2 \). Similarly, the length of the diffuse ray is

\[
l_{dif} = l_1 + l_2
\]

The formulation will be setup according to Fig. 2 and then the validation of the formulas for other scenarios will be checked in Section III-E. Geometrical derivations are given in Appendix A.

B. Calculating Path Lengths and Angles

With the given distances \( d \), \( h_t \) and \( h_r \), specular ray length is \( l_{sp} = \sqrt{s^2 + (h_t + h_r)^2} \) where \( s = \sqrt{d^2 - (h_t - h_r)^2} \). The

| Notation | Definition |
|----------|-----------|
| \( d \) | length between the transmitter and receiver |
| \( l_{sp} \) | length between the transmitter and the reflector |
| \( d_1 \) | length between specular ray reflection point and the receiver |
| \( d_2 \) | length between specular ray reflection point and the transmitter |
| \( l_1 \) | length between diffuse ray reflection point and the receiver |
| \( l_2 \) | length between diffuse ray reflection point and the transmitter |
| \( s \) | length between specular ray reflection point and the RNT |
| \( h_t \) | length between specular ray reflection point and the RNR |
| \( h_r \) | length between diffuse ray reflection point and the RNR |
| \( \phi \) | specular ray angle of arrival (AoA) with respect to the RNR |
| \( \alpha \) | offset AoA between specular and diffuse ray |
| \( \alpha_{neg} \) | reflector length that covers diffuse rays with negative \( \alpha \) |
| \( \alpha_{pos} \) | reflector length that covers diffuse rays with positive \( \alpha \) |
| \( \beta \) | length between the receiver-side reflector endpoint and the RNR |
| \( \beta_{pos} \) | positive offset AoA limit due to reflector length |
| \( \beta_{neg} \) | negative offset AoA limit due to reflector length |
| \( \Theta \) | beamwidth of the receiver beam |
| \( l_{diff} \) | length of the transmitter side illumination at reflection line |
| \( l_r \) | length of the receiver side illumination at reflection line |
| \( l_t \) | length between the transmitter side beam edge and the RNT |
C. Timing Parameters and Time-Angle Relation

The time of arrival (ToA) of the line-of-sight (LOS) ray is, $t_{\text{los}} = d/c$ where $c$ is the speed of light. Similarly, $t_{\text{sp}} = l_{\text{sp}}/c$ and $t_{\text{dif}} = l_{\text{dif}}/c$ are the ToA of the specular and diffuse ray, respectively. Finally, $\tau_{\text{dif}} = t_{\text{dif}} - t_{\text{sp}}$ is the diffuse ray delay with respect to the specular ray.

Fig. 5 displays the $\tau$-$\alpha$ relation for different values of $h_t$ and $h_r$, while $d$ is fixed to 35 meters. The range for the $\alpha$ is selected as $[-10^\circ, 10^\circ]$ which is a typical angle spread of a cluster and the delays are given in nanoseconds. As seen, for any $\{h_t, h_r\}$ pair, the function is not symmetric. That means delays are not necessarily equal for two equal opposite signed offset AoAs. Another important result is that the delay-angle relation highly depends on the environment. Even a very small change in distances yields much different delays for $\alpha < 0$.

D. Support Region

Several effects exist in practical scenarios that bound the angle spread of the receiver. We account those constraints on $\alpha$ and call the resultant available range as support region. We also define a region on the reflector surface that covers all the reflection points, called visible region. The visual meaning of these terms is shown in Fig. 4. Support region is limited primarily by the reflection geometry, secondarily by the visible region. Visible region is limited by the reflector length and the transmitter beamwidth. We give the ranges in the next subsections for each while the details are provided in Appendix A-B.

1) Reflection Geometry: $h_t$ and $h_r$ change the geometry drastically as seen from Fig. 3. Hence, two cases, $h_t > h_r$ and $h_t < h_r$, should be checked separately.

For case $h_t > h_r$, as seen from Fig. 2, a positive tilt angle $\sigma$ is introduced that needs to be taken into account and calculated as $\sigma = \sin^{-1}((h_t - h_r)/d)$. Then, accounting the leftmost and rightmost possible reflections, $\phi - \sigma + 90^\circ > \alpha > \phi - 90^\circ$. Similarly, for $h_t < h_r$, the range is given as $\phi + 90^\circ > \alpha > \phi - \sigma - 90^\circ$ as $\sigma < 0$ now and bounds the negative $\alpha$.

2) Visible Region: Reflector length determines the visible region geometrically, whereas system parameter transmit beamwidth is another limitation. Reflector length limitation is illustrated in Fig. 2 for two cases. Ignoring the misalignment problems and sidelobes in the radiation patterns, we consider the transmit beam is steered towards the specular ray and divide it into two to determine the covered region on the reflection line. The diagram in Fig. 5 visualizes the approach for two cases. Related parameters are listed in Table I. Hence, minimum of two limitations at both sides will determine the visible region. Analytically,
where $w_t$ and $w_r$ are the transmitter and receiver side visible region lengths, respectively. As an example, in Fig. 4, we let $l_t$ to be limited by the transmitter beamwidth. Note that the knowledge of the $l_t$ and $l_r$ as well. Derivations of expressions for the resultant support region for $h_t$ and having the tighter constraint on both sides, we give the lower bounds due to the visible region are $\alpha \in ([\alpha_p, \alpha_n])$.

Finally, combining with the reflection geometry limitation and having the tighter constraint on both sides, we give the expressions for the resultant support region for $h_t \geq h_r$ and $h_t < h_r$ in Table II with $\alpha \in ([\alpha_p, \alpha_n])$.

E. Formulation Validation for Other Scenarios

In this subsection, we check the other scenarios of which given equations so far were not considering in the analytical setup. These scenarios can be basically defined as the reflections occur outside of the reflector normal frame which is demonstrated in Fig. 4. In Fig. 2 and 5 other scenarios are shown as Case 2 for reflector length and transmitter beamwidth calculation, respectively, while Fig. 6 is given for path length calculations. We claim that the setup formulations in the previous sections are still valid and refer the reader to Appendix A-C for the proofs.

IV. INTRA-CLUSTER CHANNEL MODEL SETUP USING BASIC GEOMETRIC MODEL

In this section, using the Basic Geometric Model, we generate a first-order reflection cluster structure that consists of multiple rays as defined in Section III. Throughout the paper, we assume that both the channel and the transceiver-receiver pair are stationary which means the channel impulse response is time-invariant.

To estimate the channel parameters, we propose a deterministic approach where we let infinitely many rays depart from the transmitter. In particular, in this section, we will introduce the deterministic model setup, give a theoretical cluster channel impulse response (TC-CIR), calculate its parameters. Finally, we study how to bin the resultant profiles to get the practical multipath channel impulse response. To do so, we create a novel mmwave spatial channel model.

A. System Setup

Fig. 4 illustrates the infinitely many rays approach. In this approach, the number of rays within the visible region is assumed to be infinity. To approximate the infinity number of rays, we digitize the support range with very small spacing ($\Delta \alpha$). So, the number of rays in digitized spatial domain is $N_r^d = \lceil (\alpha - \alpha_p^d)/\Delta \alpha \rceil$ where $\alpha_p^d$ and $\alpha_n^d$ are given in Table III. Then, the offset AoA of $k$-th ray in the cluster is $\alpha_k = (\alpha_p^d) + k \Delta \alpha$ where $k = 0, 1, \ldots, N_r^d - 1$, excluding the specular ray offset AoA of $0$, i.e. $\alpha_{sp} = 0$.

With these definitions, the BGM can be applied directly. The method scans all $\alpha$ values within the support range with $\Delta \alpha$ increments. For every $\alpha_k$, it calculates the $\tau_k$, the delay of $k$-th ray within the cluster. Hence, the length and delay for the $k$-th ray in the cluster can be given as

$$l_k = \frac{h_r}{\cos(\phi - \alpha_k)}$$

$$+ \sqrt{\left(\frac{h_r}{\cos(\phi - \alpha_k)}\right)^2 - \left(s - \frac{h_r}{\cos(\phi - \alpha_k)} \sin(\phi - \alpha_k)\right)^2}$$

TABLE II: Resultant Support Range for $\alpha$

| Case | Support Range |
|------|---------------|
| $h_t \geq h_r$ | $\alpha_p^d = \min(\phi - 90^\circ, \alpha_{neg})$ |
| $h_t < h_r$ | $\alpha_n^d = \min(\phi - 90^\circ, \alpha_{pos})$ |

$$w_t = \min(l_t, l_{neg})$$

$$w_r = \min(l_r, l_{pos})$$

Fig. 5: Transmitter beamwidth limitation

Fig. 6: Diagrams for the cases diffuse ray reflects from out of the normals frame for positive (with $\alpha_p$) and negative (with $\alpha_n$) reflections

Fig. 7: Reflector length and transmitter beamwidth limitation

Fig. 8: Reflector length and transmitter beamwidth limitation

Fig. 9: Reflector length and transmitter beamwidth limitation

Fig. 10: Reflector length and transmitter beamwidth limitation

Fig. 11: Reflector length and transmitter beamwidth limitation

Fig. 12: Reflector length and transmitter beamwidth limitation

Fig. 13: Reflector length and transmitter beamwidth limitation

Fig. 14: Reflector length and transmitter beamwidth limitation

Fig. 15: Reflector length and transmitter beamwidth limitation

Fig. 16: Reflector length and transmitter beamwidth limitation

Fig. 17: Reflector length and transmitter beamwidth limitation

Fig. 18: Reflector length and transmitter beamwidth limitation

Fig. 19: Reflector length and transmitter beamwidth limitation

Fig. 20: Reflector length and transmitter beamwidth limitation

Fig. 21: Reflector length and transmitter beamwidth limitation

Fig. 22: Reflector length and transmitter beamwidth limitation

Fig. 23: Reflector length and transmitter beamwidth limitation

Fig. 24: Reflector length and transmitter beamwidth limitation

Fig. 25: Reflector length and transmitter beamwidth limitation

Fig. 26: Reflector length and transmitter beamwidth limitation

Fig. 27: Reflector length and transmitter beamwidth limitation

Fig. 28: Reflector length and transmitter beamwidth limitation

Fig. 29: Reflector length and transmitter beamwidth limitation

Fig. 30: Reflector length and transmitter beamwidth limitation

Fig. 31: Reflector length and transmitter beamwidth limitation

Fig. 32: Reflector length and transmitter beamwidth limitation

Fig. 33: Reflector length and transmitter beamwidth limitation

Fig. 34: Reflector length and transmitter beamwidth limitation

Fig. 35: Reflector length and transmitter beamwidth limitation

Fig. 36: Reflector length and transmitter beamwidth limitation

Fig. 37: Reflector length and transmitter beamwidth limitation

Fig. 38: Reflector length and transmitter beamwidth limitation

Fig. 39: Reflector length and transmitter beamwidth limitation

Fig. 40: Reflector length and transmitter beamwidth limitation

Fig. 41: Reflector length and transmitter beamwidth limitation

Fig. 42: Reflector length and transmitter beamwidth limitation

Fig. 43: Reflector length and transmitter beamwidth limitation

Fig. 44: Reflector length and transmitter beamwidth limitation

Fig. 45: Reflector length and transmitter beamwidth limitation
\[ \text{and } \tau_k = t_k - t_{sp}, \text{ where } k = 0, 1, \ldots, N^d_r - 1, \] 
\[ t_{sp} \] is the ToA of the specular reflection already defined in BGM and \( t_k = l_k/c \) is the ToA of the \( k \)-th ray.

As a result, the baseband theoretical cluster channel impulse response (TC-CIR) becomes

\[ c_T(t_{sp}, \phi) = a_{sp}e^{j\varphi_{sp}}\delta(t_{sp})\delta(\phi) + \sum_{k=0}^{N^d_r-1} a_k e^{j\varphi_k} \delta(t_{sp} - \tau_k)\delta(\phi - \alpha_k) \]  

(6)

where \( a_{sp} \) and \( \varphi_{sp} \) are the amplitude and the phase of the specular ray; \( a_k, \varphi_k, \tau_k, \alpha_k \) are amplitude, phase, delay, offset AoA of the \( k \)-th ray, respectively. \( \delta(.) \) is Dirac delta function and \( N^d_r \) is the number of rays. Note that \( c_T(t_{sp}, \phi) \) is the function of time and angle of arrival of the specular ray. In section [IV-C] and [IV-D] we will give the formulation for estimating the amplitudes \( a_k \) and phases \( \varphi_k \) for the \( k \)-th ray.

\section*{B. Directive Diffuse Scattering Model}

In mmWave channels, very tiny variations in a typical reflector create scattering since the wavelength is very small \[ 5, 9, 10 \]. According to the measurement results at 60 GHz given in [22], received power due to the diffuse scattering was as high as 26\% of the total cluster power. Apparently, diffuse scattering is a non-negligible propagation mechanism in mmWave channels and hence has to be taken into account when modeling the cluster channels. The angular shape of the scattering event should also be modeled in order to estimate the directions (as well as the relative powers with respect to the specular ray) of the diffuse rays.

In [34], scattering event is modeled with 3 different patterns. According to the measurements, the directive pattern is the most accurate model and given in our context as

\[ \rho_k(\psi_k, m) = \left( \frac{1 + \cos \psi_k}{2} \right)^m \]  

(7)

where \( \rho_k(\psi_k, m) \) is defined to be the relative diffuse scattering power coefficient of the \( k \)-th diffuse ray with respect to its specular reflected ray. It is a function of \( \psi_k \) and \( m \) where \( \psi_k \) is the angle between the specular reflected ray and the diffuse reflected ray of the \( k \)-th diffuse ray and \( m \) is the design parameter that determines the width of the pattern. Note that the function takes its maximum at \( \psi_k = 0 \), i.e. specularly reflected ray of the \( k \)-th diffuse ray. And \( \rho_k(0, m) = 1 \) for any \( m \). Also, we assumed \( m \) to be equal for all \( k \); meaning that the roughness of the surface is same everywhere and doesn’t depend on the grazing angle.

As the Fig. 7 demonstrates, scattering is assumed to occur at each reflection point of the incident ray, and only one ray in the scattered pattern can reach to the receiver. Also note that each incident ray has its own grazing angle, \( \theta_k \). In this context, BGM needs to be updated too. Consider the diffuse ray with the grazing angle \( \theta_k \) in Fig. 7. Since only one reflected ray reaches the receiver, we only take one direction into account within the scattering pattern. In order to calculate the offset direction (\( \psi_k \)) of the \( k \)-th diffuse ray, first we need to find the grazing angle associated that ray, i.e. \( \theta_k \). From Snell’s Law, grazing angle of the incident ray equals to the grazing angle of the reflected specular. Then,

\[ \theta_k = \tan^{-1}\frac{ht}{s'_1} \]  

(8)

where \( s'_1 \) is given in Appendix A. \( \psi_k \) and \( \alpha_k \) are negative in the diagram. Hence,

\[ \psi_k = 90 - (\phi - \alpha_k) - \theta_k \]  

(9)

We claim that the formulas are valid for all cases. The proof is in Appendix B.

\section*{C. Power Calculation of the Rays}

We define the transmission equation for the \( k \)-th ray such that the received ray power is given as

\[ P_k = \frac{P_T G_T G_R}{L_k R_k S_k} \]  

(10)

where \( P_T \) is the transmit power; \( G_T \) and \( G_R \) are the transmitter and receiver antenna gain, respectively; \( L_k, R_k \) and \( S_k \) are the losses applied to the \( k \)-th ray due to free space, reflection and scattering, respectively. In the following sections, we give an expression for \( L_k, R_k, S_k \).

1) \textbf{Free Space Loss}: The path loss applied to the \( k \)-th ray in linear scale is

\[ L_k = \left( \frac{\lambda}{4\pi l_k} \right)^2, \quad k = 0, 1, \ldots, N^d_r - 1 \]  

(11)

where \( \lambda \) is wavelength of the carrier frequency and \( l_k \) is the length of the ray that is given in Eq. (5).
2) Reflection Loss: Reflection loss applied to the incident electric field can be characterized through the Fresnel reflection coefficient (Γ) [24]. There are two Fresnel equations for two polarization cases to calculate the Fresnel coefficient (Γ). The simplified versions of the equations for vertically and horizontally polarized k-th ray in our model are given as, respectively,

$$\Gamma^\parallel_k = \frac{-\varepsilon_r \sin \theta_k + \sqrt{\varepsilon_r - \cos^2(\theta_k)}}{\varepsilon_r \sin \theta_k + \sqrt{\varepsilon_r - \cos^2(\theta_k)}}$$ (12)

$$\Gamma^\perp_k = \frac{\sin \theta_k - \sqrt{\varepsilon_r - \cos^2(\theta_k)}}{\sin \theta_k + \sqrt{\varepsilon_r - \cos^2(\theta_k)}}$$ (13)

where $\theta_k$ is the grazing angle defined in Eq. (8) and $\varepsilon_r$ is the relative permittivity of the reflection material that is a given parameter through the measurements. It is also worthy to note that $\varepsilon_r$ doesn’t depend on the carrier frequency [23], [32].

As a result, reflection loss coefficients in linear scale for k-th ray are defined as

$$R_k = \begin{cases} \frac{1}{\Gamma^\parallel_k^2} & \text{if vertical pol.} \\ \frac{1}{\Gamma^\perp_k^2} & \text{if horizontal pol.} \end{cases}$$ (14)

3) Scattering Loss: The scattering loss is studied in [32] and the loss coefficient for the specular component is given as

$$\rho_s(\theta) = \exp(-0.5 \left( \frac{4\pi\sigma_k}{\lambda \sin \theta} \right)^2)$$ (15)

where $\sigma_k$ is the standard deviation of the surface height (h) about the local mean within the first Fresnel zone, $\lambda$ is the carrier wavelength and $\theta$ is the grazing angle. Here, variations on the surface, or surface height, $h$, is modeled as a Gaussian distributed random variable [23].

On the other hand, for the k-th incident ray, a relation between the power degradation at k-th specular ray and its any diffuse ray is given in Eq. (7) via a scattering pattern.

Hence, the scattering loss for the k-th ray can be given as

$$S_k = \left( \frac{1}{\rho_s, k \rho_k} \right)^2$$ (16)

where $\rho_{s, k}$ is the specular ray coefficient that expresses the loss applied to the k-th incident ray caused by the roughness of the material and is given by $\rho_{s, k} = \rho_s(\theta_k)$ and $\rho_k$ is the coefficient that accounts the loss due to the power dispersion after scattering given in Eq. (7).

Finally, since we introduce amplitudes in the cluster channel model in Eq. (6), power can be converted to absolute value of amplitudes via $|a_k| = \sqrt{P_k}$.

D. Phase Calculation of the Rays

Rays arrive receiver with different phases due to the difference at their path length and at the grazing angle during the reflection. Hence, in order to be able to sum the ray powers properly, phase information of each ray should be calculated deterministically.

1) Phase Offset due to Path Distances: The phase offset of the k-th ray due to the path difference with respect to the specular ray can be given as $\Delta \varphi_{D,k} = (2\pi(\ell_k - \ell_{sp})) / \lambda$.

2) Phase Offset due to Reflection: Note that Fresnel equations given in (12) and (13) are complex coefficients. Hence, we can define the phase offset introduced by the reflection to the k-th ray as

$$\Delta \varphi'_{R,k} = \begin{cases} \angle \Gamma^\parallel & \text{if vertical pol.} \\ \angle \Gamma^\perp & \text{if horizontal pol.} \end{cases}$$ (17)

In order to be able to calculate a total instant phase of a ray, we need to align with the same reference (specular phase offset) with the previous subsection. Hence, we correct the phase offset of the k-th ray due to the reflection with respect to the specular ray as $\Delta \varphi_{R,k} = \Delta \varphi'_{R,k} - \Delta \varphi_{R,spec}$.

Overall, phase offset of the k-th ray with respect to the specular ray can be given as

$$\Delta \varphi_k = \Delta \varphi_{D,k} + \Delta \varphi_{R,k}$$ (18)

Note that $\Delta \varphi_k = \varphi_k - \varphi_{sp}$. Further, assuming $\varphi_{sp} = 0$, $\Delta \varphi_k = \varphi_k$.

E. Binned Intra-Cluster Channel Model

Since all the rays are not resolvable by the receiver due to the limitation on the resolution, an additional discrete binning is needed on top of the theoretical approach given in Section IV-A.

After binning (filtering and sampling) on both angle and time domains, the resultant discrete baseband time-invariant channel impulse response for the cluster (C-CIR) can be given as following:

$$c[n_{sp}, \Omega_{sp}] = \sum_{i=0}^{N_r-1} a^{(i)} e^{j\varphi^{(i)}} \delta[n_{sp} - i\Delta \tau] \delta[\Omega_{sp} - i\Delta \phi]$$ (19)

where $n_{sp}$ and $\Omega_{sp}$ are the ToA and AoA of the specular ray in discrete time and angle domain. $\Delta \tau$ and $\Delta \phi$ are the time and angle resolutions; $a^{(i)}$ and $\varphi^{(i)}$ are amplitude and phase of the i-th MPC, respectively and $N_r$ is the number of multipath components (MPCs). Finally, $\delta[.]$ is the Kronecker delta function.

Eq. (19) defines the space-time characteristics of a cluster that consists of $N_r$ MPCs. In other words, it maps the components from the time domain to the angle domain (and vice versa) with respect to specular ray. $N_r$ is a system-dependent parameter that depends on the receiver, the signal bandwidth and/or the type of the measurement. Using either the channel sounding with directional measurements technique or beamforming, spatial information of the overall channel can be extracted. In this way, timing characteristics for each angle resolution can be assigned. So, the 2-D (spatial-temporal) channel model given in Eq. (19) is validated.

In the binning procedure from Eq. (6) to (19), we assume that the angular resolution is determined by scanning increments ($\Delta \phi$) in measurement technique and by receiver beamwidth ($\Theta_r$) in beamforming. We assume the channel is narrowband for each angle resolution where the bandwidth of
the channel is larger than the signal bandwidth. Then there is single MPC in time domain for each angle resolution. Mapping in both domains is performed such a way that the MPC is located in the middle of the bin while the MPC power is obtained via phasor summation of the ray powers within the bin. Finally, MPCs that have power lower than the receiver sensitivity should be discarded. That is, whenever $10 \log |a^{(j)}|^2 < P_{RS}$ where $P_{RS}$ is the receiver sensitivity, the MPC is removed from the C-CIR.

To summarize the overall proposed model in the paper, a flowchart given in Fig. 8 shows the operations to obtain the time and angle domain representations of the cluster for a specified communication system.

V. EXTENSION TO MIMO

A. Channel Impulse Response

In this paper, we created a channel model for the cluster in the channel. However, the extension model that covers the overall channel can also be introduced. As a generic model, if receiver antenna has an omnidirectional antenna pattern, the discrete channel impulse response that only considers single-order reflection clusters is given as

$$h[n, \Omega] = \sum_{j=0}^{N_{cl}-1} c^{(j)}[n - T^{(j)}, \Omega - \Phi^{(j)}]$$  \hspace{1cm} (20)

where $n, \Omega$ is time and angle of arrivals at the receiver; $T^{(j)}$ and $\Phi^{(j)}$ are delay and AoA of the $j$-th cluster; $N_{cl}$ is the number of clusters and $c^{(j)}$ is discrete channel impulse response of the $j$-th cluster given in Eq. (19).

Note that if we define the specular ray ToA and AoA of a cluster to be the cluster ToA and AoA, assigning $n = 0$, $T^{(j)} = n^{(j)}_{sp}$, $\Phi^{(j)} = \Phi^{(j)}_{sp}$, the ToA of the $j$-th cluster. In order to create a similar relation in angle domain, $\Omega$ should be fixed for all clusters. However, we setup the BGM model assuming the reference direction is the reflector normal at the receiver (RNR) and $\phi$ is called specular ray AoA with respect to RNR. Apparently, reference direction changes for each cluster. Here, we define LOS ray AoA as the new reference which would be fixed for any first-order reflection scenarios within the channel. The transformation from $\phi$ to $\Phi$ is given as $\Phi = 90 - \phi + \sigma$ where $\Phi$ is the AoA of the specular ray within the cluster with respect to LOS ray; $\sigma$ is introduced in subsection III-D1.

its visualization can be seen in Fig. 2. Hence for $\Omega = 90 + \sigma^{(j)}$ where $\sigma^{(j)}$ is the tilt angle of $j$-th cluster, $\Phi^{(j)} = \phi^{(j)}$, i.e., $\phi^{(j)}$ is the AoA of the $j$-th cluster.

B. SISO Channel Impulse Response

So far, we did not state an explicit constraint whether the link between the transmitter and the receiver is beamformed. However, when support region for $\alpha$ was being calculated in BGM setup, transmit beamforming is implicitly accounted by taking the transmitter beamwidth into account. Also, the aim of the overall paper was stated as to give an angle domain presentation of the cluster in order to minimize misalignments of the receiver beams. Then, for a single-input-single-output (SISO) NLOS scenario, if the receiver antenna is beamformed to the provided cluster direction, then the obtained cluster channel impulse response (C-CIR) given in Eq. (19) becomes the channel impulse response (CIR) and given as

$$h[n, \Omega] = c[n - T, \Omega - \Phi]$$  \hspace{1cm} (21)

C. LOS Ray Parameters

Note that if the scenario is LOS, we will consider that one of the clusters will be through LOS, i.e. no reflection. As in other ray tracing algorithms, we model that cluster with the single LOS ray. However, in the case of NLOS, for $n = 0$ in Eq. (20), $T = n_{los}$, i.e., LOS ToA in discrete time domain. For $\Omega = 0$, LOS ray AoA $\Phi = 0$. Finally, its power in linear scale is given by $P_{los} = (P_T G_T G_R L_{los})$ where $L_{los}$ is the LOS ray attenuation due to the free space path-loss and given as $L_{los} = (\lambda/4\pi d)^2$.

D. MIMO Channel Impulse Response

In BGM setup, we discuss the cluster angle spread limitation due to transmit beamwidth. In mmWave MIMO, due to the large array usage opportunity, antenna beamwidth can reach to very small values (smaller than 1° with 64 antenna elements) which makes the transmit beamwidth dominant limitation factor in our intra-cluster model, especially for indoor environments. Same phenomenon occurs in outdoor mmWave applications if massive MIMO is used in the communication system where even smaller beamwidth can be achieved. This is because $h_t$ is also a factor that determines the beamwidth limitation and it should be relatively small to keep the transmit
beamwidth as a dominant limiting factor. As a result, several spatially separated single-order reflection clusters are provided within the channel via beamformed links. Fig. 9 gives an example for a typical living room.

Proceeding with the consideration of a dedicated transmit-receive beamformed link for each cluster, we can think of, in fact, that each cluster constitutes a SISO channel. Then, for \( N_{cl} \) beamformed links (clusters), MIMO channel matrix \( \mathbf{H} \) can be, analytically, represented as

\[
\mathbf{H} = \begin{bmatrix}
h_{11} & h_{12} & \cdots & h_{1N_{cl}} \\
h_{21} & h_{22} & \cdots & h_{2N_{cl}} \\
\vdots & \vdots & \ddots & \vdots \\
h_{N_{cl}1} & h_{N_{cl}2} & \cdots & h_{N_{cl}N_{cl}}
\end{bmatrix}
\]

(22)

where \( h_{pq} \) is the channel impulse response for the link between \( p \)-th transmit beam and \( q \)-th receive beam. Apparently, intended beamformed links are denoted for \( p = q \) cases whereas the interference between the links are shown as \( p \neq q \).

In this paper, we consider the clusters are perfectly separated in the spatial domain. That is, the beams aligned to the different first-order reflection directions do not overlap each other. With this assumption, the extension to MIMO becomes straightforward and the channel matrix reduces to

\[
\mathbf{H} = \begin{bmatrix}
h_{11} & 0 & \cdots & 0 \\
0 & h_{22} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & h_{N_{cl}N_{cl}}
\end{bmatrix}
\]

(23)

where \( h_{jj} \) is given in Eq. (21) for \( j = 1, 2, \ldots, N_{cl} \).

E. Massive MIMO and Intra-Cluster Model

Now that the proposed model provides the detailed spatial representation of the MIMO channel in the cluster level, several novel beamforming techniques can be introduced using massive MIMO approaches to increase the spatial usage of the channel. In this section, we give the insights of three, but several others can be introduced that exploit the proposed model.

a) Adjusting the Optimum Beamwidth: From array processing techniques, we already know that increased beam gain can be achieved by narrowing the beam. Since the number of antennas used to create the beam also determines the beam gain and beamwidth [24], now one can calculate the optimum beamwidth and select the number of antennas within the port and create the desired beamwidth.

b) Different Beamwidth for Each Cluster: As we will show in the implementation section, clusters have different angle spreads which implies that each beam dedicated to a cluster has its own beamwidth. Considering the large number of antenna elements availability in massive MIMO systems, by adaptively selecting the number of antennas within the antenna ports, beams with different beamwidths can be organized easily.

c) Two Beams for Each Cluster: Furthermore, the proposed model showed that the angle spectrum of the clusters are not necessarily symmetric. Even for the vertical polarization of the antennas, in some cases, two clusters may be visible from the same first-order reflection. This gives an idea of creating more than one beam with different beamwidths for the same single-order cluster. In that case, another idea could be aligning the beamwidth, not to the specular ray direction but such a way that the beam covers the maximum energy.

Overall, with the combination of the extensive array processing opportunities of the massive MIMO, the proposed model helps to acquire maximum energy from the channel while increasing the spatial efficiency.

VI. IMPLEMENTATION

In this section, we implement the proposed ray tracing channel model, RT-ICM, using the experimental platform performed in [14] and compare the proposed model results with the measurement results. For simulation purposes, we set the \( N_{d} = 1000 \) as the larger values don’t make any significant difference.

A. Indoor 60 GHz - Classroom Environment [14]

In [14], several measurements are held to characterize the spatial and temporal behaviors of the indoor channels at 60 GHz. Totally, 8 experiments are performed in 4 types of environments. Those environments were room, hallway, room to room and corridor to room. Both measurement and statistical results are provided for each measurement. Since the data is collected using spin measurements, power angle profile of the channel is also created. In this paper, we will replicate the measurement environment and the system parameters for the two classroom measurements in [14] and implement the proposed channel model.
1) Receiver is at the Center: The top view of the measurement environment is drawn in Fig. 10. In this first scenario, transmitter is located at the corner and the receiver is in the center of an 8.4 × 7 m empty room. One side of the room is covered with a blackboard while the others are indoor building walls. Transmitter has a horn antenna with a beamwidth of 90° which is directed towards the receiver. And the angle resolution during the spin measurements at the receiver is given as 5°. As a result, although 4 potential reflectors are present within the room, the only possible first-order reflections are through the "Wall-1" and "Blackboard" that are shown in Fig. 10. Hence, three clusters are considered: cluster 1 and 2 are created through the first-order reflections from wall-1 and blackboard, separately, cluster 3 is the LOS ray. The transmit beamwidth for each cluster is assumed to be Θ = 45°. We set the diffuse scattering pattern order m = 17 for the plasterboard wall-1 and m = 35 for the blackboard (made of slate-stone). Finally, from the measurement result, we choose the power threshold as $P_{RS} = -60$ dBm. The parameters for the clusters are given in Table III.

The resultant theoretical angle domain response of the model is given in Fig. ???. The ray that arrives with zero AoA is the LOS ray. Resultant specular ray AoA cluster-1 ($\phi^{(1)}$) and cluster-2 ($\phi^{(2)}$) are, respectively, $-127^\circ$ and $117^\circ$. Angle spread of the clusters are $50^\circ$ for cluster-1 and $43^\circ$ for cluster-2. The angular spectrum and the numerical values are in agreement with the measurement result figure provided in [14] which shows the AoAs as $-128^\circ$ and $118^\circ$ and the approximate angle spreads as $55^\circ$ and $40^\circ$.

On the other hand, to compare the power spectrum in angle domain, power angle profile result after the binning (with $\Delta \phi = 5^\circ$) is provided in Fig. 12. The received powers of cluster-1 and cluster-2 relative to that of LOS ray are 18 dB and 10 dB. These also match with measurement results where they were approximately 18 dB for cluster-1 and 8 dB for cluster-2.

2) Receiver is on the Corner: The measurement environment is drawn in Fig. 13 for the second scenario where the receiver is placed on the corner. The parameters are given in Table III. All other parameters that are not listed are the same as in the previous scenario.

Theoretical angle response given in [14] shows that the cluster-1 has an AoA of $-120^\circ$ whereas the cluster-2 AoA is $91^\circ$. Their angle spreads are $69^\circ$ and $51^\circ$. The measurement result figure in [14] gives the AoAs as $-120^\circ$ and $90^\circ$ and the spreads approximately are $50^\circ$ and $58^\circ$ for the cluster-1 and cluster-2, respectively. Similar to the previous measurement, binned version of the angle spectrum is given in Fig. 15. As seen, the relative received powers of cluster-1 and cluster-2 are 3 dB and 0 dB. They are approximately 7 dB and 0 dB in the measurements.
TABLE III: Input Parameters of the Model

| Measurements          | Clusters | d  | h_l | h_r | l_{neg} | l_{pos} | σ_h | σ_r | σ_t | σ_p | σ_{neg} | σ_{pos} | σ_{t-1} | σ_{t-2} | | P_T [dBm] | G_T [dB] | G_R [dB] | polarization |
|-----------------------|----------|----|-----|-----|---------|---------|-----|-----|-----|-----|---------|---------|---------|---------|------------|-----------|----------|-------------|
| Room-center           | Cluster-1| 3.8| 7.1 | 4   | 3       | 2.9     | 0.1 | 25  | 6.7 | 29 | 6.7     | 29      | 6.7     | 29      | horizontal |
| Room-center           | Cluster-2| 3.8| 6.1 | 3.5 | 5.4     | 7.5     | 0.1 | 25  | 6.7 | 29 | 6.7     | 29      | 6.7     | 29      | horizontal |
| Room-corner           | Cluster-1| 7.1| 7.1 | 1.2 | 2.2     | 4.8     | 2.9  | 0.1 | 25  | 6.7 | 29      | 6.7     | 29      | 6.7     | horizontal |
| Room-corner           | Cluster-2| 7.1| 6.1 | 1.8 | 6.2     | 2.2     | 7.5  | 0.1 | 25  | 6.7 | 29      | 6.7     | 29      | 6.7     | horizontal |

Fig. 14: Theoretical Power Angle Profile of the channel when receiver is in the corner of the room.

Fig. 15: Binned Power Angle Profile of the channel when receiver is in the corner of the room.

VII. CONCLUSION

In this paper, we create a ray tracing channel model, RT-ICM, for a mmWave channel cluster that includes only the first-order reflection rays. We also take diffuse scattering into account as the scattering has a non-negligible contribution in mmWave channels. Specifically, we aim at a spatial representation of the cluster at the receiver end. Further, since the mmWave channels are sparse and clusters are spatially separated most of the time, we claim that the proposed intra-cluster model can be generalized to the MIMO channel model simply by replicating it for each cluster. We discuss that, in fact, the transmit beamwidth can be the dominant limitation factor on the clusters angle spread in MIMO and massive MIMO applications; thereby increasing the number of first-order clusters further. After implementing the model to a literature measurement scenario, we show that the intra-cluster model estimates the angular spectrum with high accuracy.

APPENDIX A

BGM PARAMETERS

In this Appendix, we give the complete procedure of how the BGM parameters derived.

A. Derivation of $\phi$ and $l_{dif}$

From Fig. 2, $\phi = \cos^{-1}(h_r/d_1)$ where $d_1 = (h_r l_{sp}/(h_l + h_r))$. Plugging $d_1$, we get $\phi$.

From Fig. 2, $l_1 = h_r \cos(\phi - \alpha)$ and $l_2 = \sqrt{h_r^2 + (s_1')^2}$ where $s_1' = s - s_2'$ and $s_2' = l_1 \sin(\phi - \alpha)$. Plugging everything to Eq. 1, Eq. 2 is obtained.

B. Derivation of Support Region Limitations

1) Geometry Limitation: From Fig. 3, for $\alpha < 0$, the tilt angle doesn’t increase the support region as any ray captured by the receiver with AoA of $\phi - \alpha \geq 90^\circ$ cannot be a reflection from that reflector. Hence, the lower bound for $\alpha$ is $\phi - 90^\circ$. On the other hand, upper bound is a little tricky. The line goes through the transmitter and receiver (LOS line) sets the new limit to the upper bound and the tilting reduces the upper bound by $\sigma$. Similarly, for the case $h_l < h_r$, $\sigma$ limits $\alpha$ on the lower bound to be $\alpha > \phi - \sigma - 90^\circ$, while the upper bound remains unchanged.

2) Reflector Length Limitation: For $\alpha_{pos}$, $s_2 = d_1 \sin \phi$ and $s_{pos} = s_2 - l_{pos}$ Then, $\phi - \alpha_{pos} = \tan^{-1}(s_{pos}/h_r)$. Similarly for $\alpha_{neg}$, $\phi - \alpha_{neg} = \tan^{-1}((s_2 + l_{neg})/h_r)$.

3) Transmitter Beamwidth Limitation: In Fig. 5 from the right triangle similarity, the angle between the RNT and the departing specular ray is equal to $\phi$. Hence, $s_t = h_t \tan(\phi - (\Theta/2))$. On the other hand, $s_1 = l_1 \tan \phi$. Then $l_t = s_1 - s_t$. And for $l_r$, $s_1 + l_r = h_t \tan(\phi + (\Theta/2))$.

C. Formulation Validation of BGM

1) Path Length Calculation Check: For positive side reflection, $\phi - \alpha_p < 0$, but $\cos(\phi - \alpha_p) > 0$, hence $l_1 > 0$. However, since $\sin(\phi - \alpha_2) < 0$, $s_{2,n} > 0$. Thus, $s_{1,n}$ is larger than $s$ but $l_2$ is accurately computed based on the geometry. As a result, resultant calculations of $l_1$ and $l_2$ are correct.

For negative side reflection, $\phi - \alpha_n > 0$, and $l_1$ is calculated as expected. However, since $s_{2,n} > s$, $s_{1,n}$ is negative. Note that, when calculating $l_2$, $s_{1,n}$ is squared. Hence, $l_2$ is resulted as expected too.
2) Reflector Length Calculation Check: For positive side reflection, since $l_{pos}$ is larger than $s_2$, $s_{pos}$ turns out to be negative. That yields $\phi - \alpha_{pos} < 0$ which is, actually, correct as $\alpha_{pos}$ is larger than $\phi$. For negative side reflection, nothing is unusual in the formulation.

3) Transmit Beamwidth Calculation Check: As seen from Fig. 5, $\phi - \Theta/2 < 0$ which yields $s_1 < 0$. However, $l_r$ is calculated correctly. For $l_r$, calculation is as expected.

Appendix B
Validation of the Directive Model for All Cases

We consider the cases, diffuse rays reflected from (1) the receiver side of the specular ray, (2) the back of the RNR, (3) the back of the RNT. For the case (1), the diffuse rays in Fig. 7 with $\theta_1$ can be an example. In that case, $\alpha_k$ and $\psi_k$ are positive. Eq. 8 holds as the variables don’t change. Since we paid attention to the angle signs during the formulation setup, Eq. 9 holds too. For the case (2), the diffuse ray in Fig. 7 with $\theta_2$ is an example. $\alpha_k$ and $\psi_k$ are still positive. From Fig. 6, $s_1^r$ is positive and grazing angle calculation in Eq. 8 is valid. Since $\alpha_k > \phi$, $\phi - \alpha_k < 0$. Hence, $\theta_k + \psi_k > 90$ which is the case since spread angle exceeds the reflector normal at reflection point. Hence, Eq. 9 is valid too. However, in the case of (3), for which the diffuse ray in Fig. 7 with $\theta_3$ is an example, the specular reflection of the diffuse ray reflects towards the opposite direction of the receiver. However, Eq. 9 computes $\psi_k^r$ as shown in Fig. 7 which is inaccurate. To correct it, additional $2(90 - \theta_k)$ should be added. That is, recalling that $\psi_k < 0$, $\psi_k = 90 - (\phi - \alpha_k) - \theta_k - 2(90 - \theta_k) = \theta_k - 90 - (\phi - \alpha_k)$.
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