Abstract

Constructing a robust dialogue system on spoken conversations bring more challenge than written conversation. In this respect, DSTC10-Track2-Task2 is proposed, which aims to build a task-oriented dialogue (TOD) system incorporating unstructured external knowledge on a spoken conversation, extending DSTC9-Track1. This paper introduces our system containing four advanced methods: data construction, weighted negative sampling, post-training, and style transfer. We first automatically construct a large training data because DSTC10-Track2 does not release the official training set. For the knowledge selection task, we propose weighted negative sampling to train the model more fine-grained manner. We also employ post-training and style transfer for the response generation task to generate an appropriate response with a similar style to the target response. In the experiment, we investigate the effect of weighted negative sampling, post-training, and style transfer. Our model ranked 7 out of 16 teams in the objective evaluation and 6 in human evaluation.

Introduction

Task-oriented dialogue (TOD) systems, which aim to assist users with specific tasks through conversation, have received much attention in research and industry due to their applicability in various services such as personal assistants and customer chatbots (Chen et al., 2017). In general, TOD systems are able to respond to the user based on a given DB or API. In reality, however, a user often requests detailed information that exceeds the DB or API coverage, such as whether a companion with a pet is allowed in a restaurant may not be included in the DB or API.

Recently, DSTC9-Track1 (Kim et al., 2020) tackled this issue by proposing a new task that integrates external knowledge sources into TOD systems. By making the systems utilize frequently-asked questions (FAQs), which is a typical in-domain unstructured knowledge, we anticipate that TOD systems are able to respond to requests beyond the DB or API with no friction. Specifically, this track aims at developing a pipeline of three successive sub-tasks: 1) detecting whether external knowledge is required for a given dialog, 2) selecting a proper knowledge snippet from the entire knowledge, and 3) generating a response based on the retrieved knowledge. Various studies (He et al., 2021; Mi et al., 2021; Tang et al., 2021) have been conducted on unstructured knowledge-grounded TOD systems.

In reality, many TOD services include spoken conversation scenarios such as customer service and call centers. However, training such a system is much more difficult because spoken conversations contain speech recognition noise. In this respect, the Knowledge-grounded Task-oriented Dialogue Modeling on Spoken Conversations task or DSTC10-Track2-Task2 has been proposed by Kim et al. (2021). The task aims at the robustness of the systems against the gaps between written and spoken conversations.

In this work, we build a knowledge-grounded TOD system that solves the DSTC10 task. The outline of our system is shown in Figure 1. First, we automatically construct new spoken conversation data using DSTC9 conversation and DSTC10 knowledge FAQ because the DSTC10 task only provides new external knowledge and no spoken dialogues for training. And then, we use our synthetic dialogue data for training the detection, selection, and generation modules. Furthermore, we propose a new weighted negative sampling method in the selection module to improve. Finally, we apply the post-training method, which trains the pre-trained model on a large TOD corpus before fine-tuning, and the style transfer method, which learns style from responses similar to target system utterances in the generation.
step. This allows the system to generate a response appropriate for the dialogue contexts and similar to the target.

In summary, our contributions are as follows.

1. **Automatic data construction**: We automatically construct new conversations required for model training using DSTC9 data and new knowledge of DSTC10.

2. **Weighted negative sampling**: We improve the model’s performance by suggesting and applying a new weighted negative sampling in the selection module.

3. **Post-training and style transfer**: We generate an appropriate response with a similar style to the target through the post-training and transfer process in the generation module.

**Related Works**

The traditional pipeline approach (Williams and Young 2007) in TOD systems consists of several subdivided components (NLU: natural Language understanding, DST: dialogue state tracking, DM: dialogue management, NLG: natural language generation). With the development of deep learning technology, TOD systems are gradually progressing from pipeline approach to end-to-end approach (Shi and Yu 2018; Ham et al. 2020) that combines some or all components of an existing pipeline.

As the architecture of TOD systems has changed, a large body of TOD benchmarks has also been proposed. Henderson, Thomson, and Williams (2014); Wen et al. (2017) provide TOD datasets for restaurant domain. Recently, as large-scale multi-domain dataset such as MultiWOZ (Budzianowski et al. 2018) have emerged, research on multi-domain TOD are being actively conducted (Wu et al. 2019; Hosseini-Asl et al. 2020; Yang, Li, and Quan 2021).

DSTC9-Track1 (Kim et al. 2020) is a task that focuses on generating an appropriate response in a turn that requires external knowledge resources. Data is an augmented version of Multiwoz 2.1 (Eric et al. 2019) with out-of-API-coverage turns grounded on external knowledge sources beyond the original database entries. This task consists of three sub-tasks: turn detection, knowledge selection, and knowledge-grounded response generation. In this track, [He et al. 2021] applies the multi-scale (random, in-domain, in-entity, cross-entity) negative sampling and shows the best performance. The second best system (Mi et al. 2021) improves the robustness of the system by introducing data augmentation, joint task learning, and an error-fixing ensemble algorithm.

Style Transfer is a method that has been successfully employed in the vision field (Gatys, Ecker, and Bethge 2016). It changes original data into data of the desired style. Since data for style transfer is expensive and difficult to obtain, augmentation methods are applied to construct data. In the field of natural language processing, a back-translation (Sennrich, Haddow, and Birch 2016; Prabhumoye et al. 2018) method is widely used. This method converts the input to another language or another domain and then back to the original domain to secure the diversity of sentences. Specially back-translation is used not only in the natural language processing field but also in the automatic speech recognition (ASR) field as a method to acquire parallel text data for speech (Hayashi et al. 2018).

**Problem Formalization**

DSTC10-Track2-Task2 focuses on accessing external knowledge and generating appropriate answers, assuming that a conventional API-based TOD system already exists. Dialogue context is a sequence of \( m \) utterances which is \( C_i = \{u_1, s_2, ..., u_m\} \), where \( u_i \) and \( s_i \) denote user utterance and system utterance respectively at the \( t_{th} \) turn. A knowledge set \( K \in \{k_1, ..., k_n\} \) contains \( n \) knowledge faq pairs \( k_j \) composed of domain, entity, title and body. The final goal is to generate a knowledge reflected response \( r_i \) by selecting the knowledge suitable for the conversation context when an utterance requires external knowledge. We define three sub-tasks as follows.

- **Detection**: Build a model to predict whether external knowledge access is needed to respond for a given dialogue context \( C_i \), \( y_i \in \{0, 1\} \) denote truth label, \( y_i = 1 \) indicate accessing external knowledge is required; otherwise, \( y_i = 0 \). We define detection task formulation as follow:

\[
g_{\text{detection}}(C_i) \in \{0, 1\}
\]

- **Selection**: Select the most relevant knowledge for given the dialogue context \( C_i \) and knowledge set \( K \). The matching degree between \( C_i \) and knowledge \( k_j \) is denoted as \( g_{\text{selection}}(C_i, k_j) \), and the knowledge with the highest matching degree becomes the related knowledge. We define selection task formulation as follow:

\[
g_{\text{selection}}(C_i, k_j) \in \{0, 1\}
\]

where \( y_i = 1 \) indicate \( k_j \) is relevant with context \( C_i \); otherwise, \( y_i = 0 \).

- **Generation**: Find a generative model \( g_{\text{generation}} \) that generates a response \( r_i \) suitable for given context \( C_i \) and related knowledge \( k_j \). We define generation task formulation as follow:

\[
g_{\text{generation}}(C_i, k_j) = r_i
\]

**Methodology**

**Automatic Data Construction**

In the DSTC10 knowledge-grounded TOD task, no training conversation data are given. However, the existing DSTC9 conversation data \( D_9 \) is inappropriate for training because the knowledge of DSTC9 \( K_9 \) and DSTC10 \( K_{10} \) is different and \( D_9 \) is not spoken conversation data. To address this issue, we developed a module that automatically constructs new DSTC10 conversation data \( D_{10} \) based on \( D_9 \) and \( K_{10} \).

To construct conversations about \( K_{10} \), we replace the last user turn \( u_m \) that requires knowledge from the \( K_9 \) to the new utterance that requires \( K_{10} \). The steps are as follows: 1) create a conversation session template by removing the last user turn \( u_m \), which requires knowledge, from the \( D_9 \).
2) select a knowledge snippet from \( K_{10} \). 3) replace the dialogue template with the corresponding entity of the selected knowledge snippet, and substitute the last user-turn and target response with query and answer, which match the title and body of chosen knowledge snippet. Query and answer are the utterances with high similarity scores on knowledge title and body respectively from the candidate set; candidate set comprises \( D_0, K_0 \), the paraphrased DSTC10 knowledge and \( K_{10} \). We used sentence BERT (Reimers and Gurevych [2019]) to measure sentence similarity. We also train T5 (Raffel et al. [2020]) to paraphrase knowledge.

Finally, we intentionally add some ASR-like noises such as disfluencies and barge-ins into the generated conversations for imitating spoken conversations. We employ a method similar to back translation among data augmentation methods to train the noise injector module. The learning process detail is as follows. First, we train a wav2vec2.0 (Baevski et al., [2020]) based ASR model using the common voice dataset (Ardiria et al., [2020]) for data augmentation. Afterward, we train the BART (Lewis et al., [2020]) based noise injector module that transfers the written to spoken style, including ASR noise.

Knowledge-seeking Turn Detection

For a given dialogue context, we need to check whether it requires external knowledge or not. To address this problem, we approach this task to the binary classification task. We use GPT2 (Radford et al. [2019]) base model, and the model input \( x \) is as follows:

\[
x = [BOS] \ [user] \ u_1 \ [sys] \ s_2 \ [user] \ u_3 \ldots u_m \ [EOS]
\]

where \([BOS],[EOS]\) are begin of the sentence token and the end of the sentence token, respectively. We also insert speaker tokens \([user],[sys]\) to distinguish user and system utterances. After that, the output state of the last token \( T_{[LAST]} \) is used as the aggregate representation and passed through the single linear function as follow:

\[
g_{\text{detection}}(C_i) = \sigma(W_{\text{detection}} T_{[LAST]} + b) \tag{5}
\]

where \(W_{\text{detection}}\) is a task-specific trainable parameter. Eventually, the model weights are fine-tuned by using the cross-entropy loss function.

\[
Loss = - \sum_i y_i \log(g_{\text{detection}}(C_i))
+ (1 - y_i) \log(1 - g_{\text{detection}}(C_i)) \tag{6}
\]

Knowledge Selection

The system selects the appropriate knowledge from the entire knowledge set if the dialogue context requires external knowledge. We train the matching model \( g_{\text{selection}} \) between the conversation history and each knowledge pair to select appropriate knowledge. We use a RoBERTa (Liu et al., [2019]) base model for the knowledge selection. The input format \( x \) of RoBERTa is as follows:

\[
x = [CLS] u_1 \ s_2 \ u_3 \ldots u_m \ [SEP] \ k_j \ [EOS]
\]

where \([CLS],[SEP]\) are class token and separator token, respectively. The final hidden vector of CLS token \( T_{[CLS]} \) is used as the aggregate representation of the matching model and passed through the single linear function. If the given knowledge is related, the value is 1; if not related, the value is 0. Finally, the model is trained through cross-entropy loss for multi-class between related knowledge and negative samples as follow:

\[
Loss = - \sum_i \sum_j y_{ij} \log(g_{\text{selection}}(C_i, k_j)) \tag{8}
\]

Weighted Negative Sampling

In general, random knowledge other than target knowledge is used as a negative sample when training a selection model. However, since most random negative samples are easily distinguished from target knowledge, the model has a problem learning only on easily distinguishable samples. In this respect, multi-scale negative sampling (He et al., [2021]) train the model by classifying negative samples into multiple categories is proposed. However, we argue that the multi-scale negative sampling method overlooks that the difficulty of negative samples is different per category. To this end, we propose a weighted negative sampling method that trains the model more fine-grained manner than previous methods. Our method gives different weight probabilities to each negative sample category to make the model focus on learning the negative samples that are difficult to distinguish.

Negative sample categories in our method are as follows:

Random: knowledge randomly selected from the entire knowledge set.

In-entity: knowledge randomly chosen from among the knowledge in the same entity.

In-domain: knowledge chosen from among the knowledge in the same domain.

Semantically-similar: knowledge arbitrarily selected from among similar knowledge. The similarity between knowledge is obtained through BERT similarity (Reimers and Gurevych [2019]). Furthermore, the model may not train enough if the number of negative samples is inadequate for the weighted negative sampling method. Conversely, if there are many negative samplings, the false prediction of the model might increase. We set the appropriate number of negative samples to four through the experiments.

Knowledge-grounded Generation

Given the knowledge related to the conversation history, the system needs to generate an appropriate response. Specifically, the response should maintain coherency and context flow for conversation context and contain the user’s information from the selected external knowledge. For this sub-task, we use GPT2 base as the model and input the conversation history and one related knowledge to the model as follows:

\[
x = [BOS][know] k_r \ [user] \ u_1 \ldots u_m \ [EOS]
\]

where \([know]\) is the knowledge tag to mark the start of knowledge and \(k_r\) is the most related knowledge from the selection module. The training objective for generation is
the same with language modeling objective (Bengio et al., 2003), which maximize next word prediction probability as follow:

\[ \text{Loss} = - \sum_i \log(g_{\text{generation}}(r|C_i, k_r)) \]  

(10)

Post-training Since pre-trained models (PLMs) are trained with general corpus, the context representation for the specific task may be insufficient. To address this issue, post-training methods (Gururangan et al., 2020; Han et al., 2021) that train PLMs once more with in-domain data before fine-tuning have been proposed. From this point of view, we post-train the model through the large TOD data, which contains generated DSTC10 conversation, DSTC9 conversation, DSTC9 knowledge, DSTC10 knowledge, and MultiWOZ. For post-training, we use the same training objective as pre-training, next-word prediction.

Style Transfer When we fine-tune the generation task only with constructed DSTC10 training data, generated responses have a different style with a response from validation data. Therefore the performance of the automatic evaluation metric decreases even if the accuracy or consistency of the response with dialogue context is well enough. To make the model generate a response that has a similar style to the validation set, we additionally train the model using an extra dataset for style transfer.

## Experiments

### Settings

We evaluated the model with the validation set and test set provided by DSTC10-Track2-Task2. As mentioned in the Automatic Data Construction Section, we use our automated constructed DSTC10 dataset for training.

In the detection task, DSTC10 training set, which does not apply the noise injection process, was used. Precision, recall, and F1 were used as evaluation metrics. For the selection task, we trained the model through DSTC10 train set. We measured performance through evaluation metrics such as \( \text{MRR} @ 5 \) (Voorhees, 1999), \( \text{recall} @ 1 \), and \( \text{recall} @ 5 \). For post-training in the generation task, DSTC9 dialogs, generated DSTC10 dialogs, DSTC10 knowledge FAQ, and MultiWOZ are used. For style transfer, we learned the validation step and the test step with different data. For the validation step, generated DSTC10 data and DSTC9 test set were used. For test step, the DSTC10 validation set was additionally used for training. We used \( \text{BLEU} = 1/2/3/4 \) (Papineni et al., 2002), \( \text{Meteor} \) (Denkowski and Lavie, 2014), and \( \text{ROUGE} = 1/2/L \) (Lin, 2004) for evaluation metric.

The DSTC9 baseline (Kim et al., 2020) and the DSTC9 top ranked model, Knover (He et al., 2021), were used as baseline. These models are trained with DSTC9 conversation data and knowledge.

## Experimental Result

Table 1 and Table 2 are the evaluation set and test set performance for each subtask. Except for the precision of the detection task in the test set, our model shows significant improvement in performance for all metrics compared to the baseline. The main reason is baseline models are trained with previous knowledge (DSTC9 knowledge), while our model is trained with conversation data to reflect new knowledge (DSTC10 knowledge). In addition, new methods such as weighted negative sampling, post-training, and style transfer, improved the performance in the selection task and the generation task. Table 3 shows the results of human evaluation. Our model shows enhanced performance in both accuracy and appropriateness compared to baselines.
Table 5: Ablation study for generation task on the validation set.

| Method                          | BLEU-1 | BLEU-2 | BLEU-3 | BLEU-4 | METEOR | ROUGE-1 | ROUGE-2 | ROUGE-L |
|--------------------------------|--------|--------|--------|--------|--------|---------|---------|---------|
| Baseline                       | 0.132  | 0.071  | 0.035  | 0.017  | 0.198  | 0.237   | 0.096   | 0.207   |
| +Style transfer                | 0.360  | 0.275  | 0.201  | 0.140  | 0.429  | 0.445   | 0.260   | 0.418   |
| +Post-training+style transfer  | 0.414  | 0.327  | 0.259  | 0.194  | 0.491  | 0.492   | 0.312   | 0.469   |

We find the selection module has a significant effect on overall system performance. Therefore we plan to research the advanced knowledge selection model as future work.
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