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Abstract

The paper presents a discrete variation of the Frechet distance between closed curves, which can be seen as an approximation of the continuous measure. A rather straightforward approach to compute the discrete Frechet distance between two closed sequences of $m$ and $n$ points using binary search takes $O(mn \log mn)$ time. We present an algorithm that takes $O(mn \log^* mn)$ time, where $\log^*$ is the iterated logarithm.
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1 Introduction

An intuitive definition of the discrete Frechet metric between closed curves involves two frogs connected with a string. Suppose that there are two cycles of $m$ and $n$ stones respectively. The frogs may pick a starting stone (each frog from its respective cycle of stones). Then, at each moment in time a frog can either stay put or jump to the next stone in the cycle. The frogs can’t skip stones and can’t go back. The question is whether the frogs can complete exactly one cycle each and end up at their starting stones without tearing the string. The shortest length of the string that allows this is called the discrete Frechet distance between two cycles.

The Frechet metric as a tool to measure curve similarities has been introduced by Alt and Godau [1]. They have also provided a variation of the metric for closed curves, which is more appropriate for comparing image contours for example, and proposed an algorithm that solves a decision problem
of determining whether the Frechet distance between two closed polygonal curves is bigger than a given number in $O(mn \log mn)$ time. This result has been later improved by Schlesinger et al. \[2\] with an $O(mn)$ time algorithm.

Computing the exact value of the Frechet distance between polygonal curves is known to be a difficult problem even though Alt and Godau did provide an $O(mn \log mn)$ algorithm for open curves and an $O(mn \log^2 mn)$ algorithm for closed curves [1]. This difficulty has led to the introduction of an approximation called the discrete Frechet distance [3], which can be computed for open curves in $O(mn)$ time using dynamic programming. This result has been later improved for the case of two dimensions by Pankaj K. Agarwal et al. with a subquadratic algorithm [4]. This paper introduces a variant of discrete Frechet distance between closed curves and proposes an algorithm to compute it in $O(mn \log^* mn)$ time, where \( \log^* \) is the iterated logarithm.

$$\log^*(n) = \begin{cases} 0, & n \leq 1, \\ 1 + \log^*(\log n), & \text{otherwise.} \end{cases}$$

\section{Problem formulation}

Consider a metric space $M$ with a metric $d : M \times M \rightarrow \mathbb{R}$. Let $U = (u_1, u_2, u_3, \ldots, u_m), u_i \in M$ and $V = (v_1, v_2, v_3, \ldots, v_n), v_j \in M$ be two sequences of $m$ and $n$ points respectively from the metric space $M$. A coupling of these two sequences is a sequence

$$L = ((u_{a_1}, v_{b_1}), (u_{a_2}, v_{b_2}), \ldots, (u_{a_l}, v_{b_l}))$$

of distinct pairs such that $a_1 = 1, b_1 = 1, a_l = m, b_l = n$ and either $a_{t+1} = a_t$ or $a_{t+1} = a_t + 1$ and either $b_{t+1} = b_t$ or $b_{t+1} = b_t + 1$ for all $t = 1, l - 1$. The length $||L||$ of coupling $L$ is the largest distance between pairs of points in the sequence:

$$||L|| = \max_{t \in \{1, \ldots, l\}} d(u_{a_t}, v_{b_t}).$$

Denote the set of all couplings $C(U, V)$.

\textbf{Definition 1.} [3] Discrete Frechet distance between two sequences $U$ and $V$ is the minimal length of all couplings between $U$ and $V$

$$\delta_{df}(U, V) = \min_{L \in C(U, V)} ||L||.$$
Naturally, a sequence of points \((u_1, u_2, u_3, \ldots, u_m)\) has a starting point \(u_1\) and an ending point \(u_m\). One can say that for all integers \(i, 2 \leq i \leq m-1\), any point \(u_i\) has a previous point \(u_{i-1}\) and a next point \(u_{i+1}\), but the point \(u_1\) does not have a previous point and the point \(u_m\) does not have a next point. If, however, we define \(u_m\) to be the previous point of \(u_1\) and \(u_1\) to be the next point of \(u_m\), we get a closed sequence.

**Definition 2.** A cyclic shift \(S(U, s)\) of a sequence \(U = (u_1, u_2, u_3, \ldots, u_m)\) by an integer number \(s \in \{0, 1, \ldots, m\}\) is a sequence \(U' = S(U, s) = (u'_1, u'_2, u'_3, \ldots, u'_m)\) such that \(u'_i = u_{i+s}\) for \(i+s \leq m\) and \(u'_i = u_{i+s-m}\) for \(i+s > m\).

For a closed sequence any cyclic shift produces essentially the same sequence, only the vertices are renumbered. Discrete Frechet distance for closed sequences differs in that one does not know the starting points in both sequences (since there are no starting points).

**Definition 3.** Discrete Frechet distance between closed sequences \(U = (u_1, u_2, u_3, \ldots, u_m)\) and \(V = (v_1, v_2, v_3, \ldots, v_n)\) is \(\delta_{dcF}(U, V) = \min_{s_U \in \{0, \ldots, m\}} \min_{s_V \in \{0, \ldots, n\}} \delta_{dF}(S(U, s_U), S(V, s_V))\).

## 3 An \(O(mn \log mn)\) algorithm

This section provides general concepts and ideas for computing the closed Frechet distance between sequences that are used in Section 4 where the main result of the paper is given. To better illustrate the introduced concepts, this section ends with an algorithm that computes the closed Frechet distance in \(O(mn \log mn)\) time, while the next section improves this result.

For closed sequences \(U = (u_1, u_2, u_3, \ldots, u_m)\) and \(V = (v_1, v_2, v_3, \ldots, v_n)\) the set of pairs of indices \(D = \{1, \ldots, m, m+1, \ldots, 2m\} \times \{1, 2, \ldots, n\}\) is called the space \([D]\) of \(U\) and \(V\). Notice that the points from \(U\) are indexed twice. Define \(d : D \to \mathbb{R}\) the distance between a corresponding pair of points \(d(i, j) = \begin{cases} d(u_i, v_j), & i \leq m, \\ d(u_{j-m}, v_j), & i > m. \end{cases}\)
A point is allowed to move on the diagram in three directions: up, right and upright defined as follows:

$$\text{up}(i, j) = \begin{cases} (i, j + 1), & j < n, \\ (i - m, 1), & j = n, i > m, \end{cases}$$

$$\text{right}(i, j) = (i + 1, j), \quad i < 2m,$$

$$\text{upright}(i, j) = \begin{cases} (i + 1, j + 1), & i < 2m, j < n, \\ (i - m + 1, 1), & i \geq m, j = n. \end{cases}$$

For most of the points on the diagram the definition of up, right and upright is straightforward. The first exception is that sometimes the point on the edges can’t move in one or more directions. Whenever this happens, the corresponding value up$(i, j)$, right$(i, j)$ or upright$(i, j)$ is undefined. The other exception is that whenever the point could end up at $(i, n + 1), m + 1 \leq i \leq 2m$ it is immediately moved to the bottom of the diagram to $(i - m, 1)$. Even though points $(i, n + 1), m + 1 \leq i \leq 2m$ do not belong to the diagram, we will sometimes draw them on the diagram (see Figure 1) and consider $(i, n + 1)$ to be identical to $(i - m, 1) \in D$.

Consider a coupling between shifted sequence $U$ and shifted sequence $V$. For any such coupling there is a corresponding monotone path on the diagram $D$ that starts at some point $(i^*, 1), 1 \leq i^* \leq m$, on the bottom of the diagram and goes to the top to the point $(i^* + m, n + 1) = (i^*, 1)$ completing a single full cycle on both sequences $U$ and $V$ (see Figure 1). The length of a coupling is the maximal value $d(i, j)$ on the corresponding path.

Now, instead of finding a coupling with minimal length we can look for a monotone path that minimizes the maximal value $d(i, j)$ along its way.

The main idea of the presented algorithm is that it sorts all points on the diagram $D$ by value $d(i, j)$ in descending order. Then the algorithm goes through the sorted array making points from it forbidden and checks whether there exists a monotone path that does not go through forbidden points. We will show that this can be done efficiently.

The algorithm starts with an array $q : D \to \{0, 1\}$ initialized to $q(i, j) = 1$ for all $(i, j) \in D$. Value $q(i, j) = 0$ means that the point $(i, j)$ is forbidden and $q(i, j) = 1$ means that $(i, j)$ is allowed. A counter $c$ initialized to $c = 2mn$ is decreased by 1 every time a point is made forbidden. This allows us to efficiently check whether there are any allowed points left by checking the condition $c > 0$. The algorithm constantly keeps track that there are no
Figure 1: The free space is the Cartesian product \( \{1, \ldots, 2m\} \times \{1, \ldots, n\} \) of indices. Any coupling between two cyclic sequences results in a monotone path from some point \((i^*, 1)\) on the bottom of the free space that goes to \((m + i^*, n + 1)\), which is virtually the same point \((i^*, 1)\).

dead ends on the diagram. That is from any allowed point one can continue some monotone path to another allowed point. When this is not possible, any point that is a dead end is also considered forbidden (see Figure 2). This is done by calling “test” for the points in question. If some point \((i, j)\) is a part of a monotone path it can be reached from one of three directions: \(\text{left}(i, j) = \text{right}^{-1}(i, j)\), \(\text{down}(i, j) = \text{up}^{-1}(i, j)\) and \(\text{downleft}(i, j) = \text{upright}^{-1}(i, j)\). So to make sure that there are no dead ends whenever a point is made forbidden the three points that are to the left, down or down-left are checked (see Figure 3).

Algorithm 1 provides function “delete”, which allows one to start with a diagram where all points are allowed \(q(i, j) = 1\), then sequentially delete (make them forbidden) some points on the diagram and test whether there still is a monotone path. Whenever a point is deleted, its neighbors to the
Figure 2: When points \((i+1, j), (i, j+1), (i+1, j+1)\) are forbidden, function “test\((i, j)\)” (see Algorithm 1) makes \((i, j)\) forbidden as well since no monotone path can go through \((i, j)\).

Figure 3: Function “delete\((i, j)\)” makes the point \((i, j)\) forbidden and calls “test” (see Algorithm 1) for \((i−1, j), (i, j−1), (i−1, j−1)\). Since \((i, j)\) became forbidden, it may be that there are no more monotone paths through some of these three points.

left, down and down-left are checked with function “test”. This ensures that after an arbitrary number of calls to “delete” from any allowed point \((i, j)\) one can move either up, right or up-right to another allowed point.

Obviously, when all points on the diagram are forbidden there are no monotone paths on the diagram. Less obvious, but no less true is that when there are still points that are not forbidden, a monotone path does exist as the following lemma states.
Algorithm 1: Function “delete”

function delete \((i, j)\)
\[
q(i, j) \leftarrow 0 \\
c \leftarrow c - 1 \\
test \left(\text{left}(i, j)\right) \\
test \left(\text{down}(i, j)\right) \\
test \left(\text{downleft}(i, j)\right)
\]

function test \((i, j)\)
\[
\text{if} \quad \begin{align*}
q(i, j) &= 1 \text{ and } q\left(\text{up}(i, j)\right) = 0 \\
&\quad \text{and } q\left(\text{right}(i, j)\right) = 0 \\
&\quad \text{and } q\left(\text{upright}(i, j)\right) = 0
\end{align*}
\]
\[
\text{then}
\]
\[
delete (i, j)
\]

Lemma 1. Let some algorithm initialize \(q(i, j) = 1\) for all \((i, j) \in D\) and \(c = 2mn\). If after a number of calls to function “delete” there are some allowed points \((c > 0)\) then there exists a monotone path from a point \((i, 1)\) for some \(i\) to a point \((i + m, n + 1)\) that does not go through forbidden points.

Proof. Indeed, since not all points are forbidden, there must be at least one allowed point \((i_0, 1), 1 \leq i_0 \leq m\), on the bottom of the diagram. Otherwise, this would eventually lead to all points from \(D\) to be forbidden. Since \((i_0, 1)\) is allowed, one can sequentially move from it to another allowed point \((m+i_1, n+1) = (i_1, 1)\), which goes back to the bottom of the diagram and so on (see Figure 4). This means that there is an infinite sequence of paths that start from
\[
(i_0, 1), (i_1, 1), (i_2, 1), \ldots
\]
and go to
\[
(m+i_1, n+1), (m+i_2, n+1), (m+i_3, n+1), \ldots.
\]

The sequence \(i_0, i_1, i_2, \ldots\) cannot be strictly monotone, i.e. neither \(i_0 < i_1 < i_2 < \ldots\) nor \(i_0 > i_1 > i_2 > \ldots\) is possible. This means that eventually some path from \((i_t, 1)\) to \((m+i_{t+1}, n+1)\) will intersect a path from \((i_{t+1}, 1)\) to \((m+i_{t+2}, n+1)\). Therefore, there is a monotone path from \((i_{t+1}, 1)\) to \((m+i_{t+1}, n+1)\). \(\square\)
We now can formulate the algorithm to compute the discrete Frechet distance.

**Theorem 1.** Algorithm takes $O(mn \log mn)$ time.

*Proof.* The most time-consuming part of the algorithm is sorting the array $A$, which takes $O(mn \log mn)$ time. Indeed, function “delete” is called exactly $2mn$ times (including calls from “test”). And each call to “delete” results in no more than 3 calls to “test”. Therefore, the rest of the algorithm after sorting takes $O(mn)$ time and the whole algorithm takes $O(mn \log mn)$ time. \(\square\)
Algorithm 2: Straightforward discrete Frechet distance

\[ c \leftarrow 2mn \]

\[ \text{for } (i, j) \in D \text{ do} \]
\[ q(i, j) \leftarrow 1 \]
\[ A \leftarrow \{(d(i, j), i, j) | (i, j) \in D\} \]
\[ \text{sort}(A) \quad // \text{sort } A \text{ in descending order by first component} \]

\[ \text{for } (d, i, j) \in A \text{ do} \]
\[ \text{if } (q(i, j) = 1) \text{ then} \]
\[ \text{delete}(i, j) \]
\[ \text{if } (c = 0) \text{ then} \]
\[ \text{return } d \]

4 Improving asymptotic time

One can see that the most expensive part of Algorithm 2 is sorting the array. The array, however, does not have to be fully sorted. Suppose that after sequentially calling “delete” the algorithm has made all points of \( D \) forbidden by eventually calling delete\((i, j)\) for element \( a_t = (d, i, j) \) from \( A \). If the array is such that \( a_t \leq a_i \) for \( i < t \) and \( a_t \geq a_i \) for \( i > t \), then \( d \) is the discrete Frechet distance even though the array \( A \) may not have been fully sorted. This is an immediate consequence of the following lemma.

Lemma 2. Let some permutation of the array \( A = \{(d(i, j), i, j) | (i, j) \in D\} \) be divided into two subarrays \( L \geq R \) such that all elements from \( L \) are not less than any element from \( R \). Let some algorithm initialize \( q(i, j) = 1 \) for all \( (i, j) \in D \) and \( c = 2mn \), and then call function “delete” for all elements from \( L \).

Then the following statements are true:

1. If not all points from \( D \) are forbidden \( (c > 0) \) then the subarray \( R \) contains the value of closed discrete Frechet distance.

2. If all points from \( D \) are forbidden \( (c = 0) \) then the subarray \( L \) contains the value of closed discrete Frechet distance.
Proof. 1. According to Lemma 1 if $c > 0$ then there exists a monotone path that goes through allowed points, which are points from $R$. The discrete Frechet distance is one of the values on a monotone path. Therefore, the maximum value along any path, where all points belong to $R$, is not greater than the maximum value along any path that passes through points from $L$. Therefore, the distance is one of the values from $R$.

2. Suppose that the Frechet distance is not one of the values from $L$. This means that there exists a monotone path with all values $d(i, j)$ along its way that are strictly less than any value from $L$. Such a path can only go through points from $R$. However, since $c = 0$, there is no monotone path in $R$. Therefore, the Frechet distance is one of the values from $L$.

We exploit this fact for the asymptotically better algorithm.

Definition 4. For an array $A = a_1a_2a_3 \ldots a_n$ of $n$ elements a $k$-chunk-sort is such a division of the array into $m$ arrays $A_1 = a_1^1a_2^1a_3^1 \ldots a_{n_1}^1$, $A_2 = a_1^2a_2^2a_3^2 \ldots a_{n_2}^2$, ..., $A_m = a_1^ma_2^ma_3^m \ldots a_{n_m}^m$ that:

- The concatenation of the arrays $A_1A_2 \ldots A_m$ is a permutation of the original array $A$.

- For any two arrays $A_i$ and $A_j$ such that $i < j$ any element from $A_i$ is not less than any element from $A_j$:

$$i < j, a \in A_i, b \in A_j \Rightarrow a \geq b.$$ 

- The size $n_i$ of each array $A_i$, $i = 1, m$, does not exceed $\lceil n/k \rceil$:

$$n_i = |A_i| \leq \lceil n/k \rceil.$$ 

The ordering of elements inside each array $A_i$ is irrelevant.

The $k$-chunk-sorted array can be illustrated as follows:

\[
\begin{align*}
&\underbrace{a_1^1a_2^1 \ldots a_{n_1}^1}_{|A_1| \leq \lceil n/k \rceil} \geq \underbrace{a_1^2a_2^2 \ldots a_{n_2}^2}_{|A_2| \leq \lceil n/k \rceil} \geq \underbrace{a_1^3a_2^3 \ldots a_{n_3}^3}_{|A_3| \leq \lceil n/k \rceil} \geq \cdots \geq \underbrace{a_1^ma_2^m \ldots a_{n_m}^m}_{|A_m| \leq \lceil n/k \rceil}.
\end{align*}
\]
where the $\geq$ symbol denotes that all elements to the left of $\geq$ are not less than the ones to the right of $\geq$. Ideally, a $k$-chunk-sort would divide an array of $n$ elements into $k$ equal arrays of $n/k$ elements each. This is not necessary though. Also note that an $n$-chunk-sort of $n$ elements is just a regular descending sort and a 1-chunk-sort of an array is any permutation of the array.

A straightforward practically efficient way to implement $k$-chunk-sort would be to use quicksort \[5\] that stops sorting when it reaches subarrays of size not greater than $\lceil n/k \rceil$. For the sake of simplifying the analysis, however, the proof of the following theorem provides a less efficient and somewhat redundant yet asymptotically optimal algorithm.

**Theorem 2.** A $k$-chunk-sort of an array of $n$ elements can be done in $O(n \log k)$ time.

**Proof.** We prove the theorem by doing a divide and conquer approach to the problem. Given an array $A$ divide it into two arrays $A_1$ and $A_2$ with almost equal lengths $|A_1| = |A_2| \pm 1$ using a median $\mu$ of array $A$ as a pivot point. That is if $\mu$ is the median element of $A$, then $a_1 \geq \mu, a_1 \in A_1$ and $a_2 \leq \mu, a_2 \in A_2$. This performs 2-chunk-sort of $A$. To obtain $k$-chunk-sort we recursively call $\lceil k/2 \rceil$-chunk-sort on both $A_1$ and $A_2$ ($\lceil \cdot \rceil$ denotes rounding the fraction up). The median $\mu$ can be found in $O(n)$ time \[6\] and therefore the 2-chunk-sort can be done in $O(n)$ time. With each recursion depth the number of chunks doubles and the sizes of the subarrays halve. Therefore, each depth of recursion takes $O(n)$ time in total for all subarrays and the maximal depth of recursion is $O(\log k)$. This gives an $O(n \log k)$ algorithm. \[\square\]

The proposed Algorithm 3 runs in several epochs numbered $t$. Each epoch starts with some permutation of the array $A = \{(d(i,j), i, j) | (i, j) \in D\}$ divided into three subarrays $L$, $B$ and $R$ such that elements from $L$ are not less than elements from $B$ and elements from $B$ are not less than elements from $R$

$$
\underbrace{\cdots \circ}_{L} \geq \underbrace{\cdots \circ}_{B} \geq \underbrace{\cdots \circ}_{R},
$$

where $\circ$ denotes one element from an array. Moreover, it is known that one of the elements from $B$ contains the value of closed discrete Frechet distance. The algorithm performs a $k_t$-chunk-sort of the subarray $B$ for some $k_t$ defined
Algorithm 3: Computing discrete Frechet distance

\( k \leftarrow 2 \)
\( L \leftarrow \{\} \)
\( R \leftarrow \{\} \)
\( B \leftarrow \{(d(i, j), i, j) | (i, j) \in D\} \)

while \((k < 2mn)\) do

\( c \leftarrow 2mn \)

for \((i, j) \in D\) do

\( q(i, j) \leftarrow 1 \)

\( B_1, B_2, \ldots, B_l \leftarrow \text{chunk-sort}(k, B) \)

\( B_0 \leftarrow L \)

for \(s \leftarrow 0\) to \(l\) do

for \((d, i, j) \in B_s\) do

\( \text{if } (q(i, j) = 1) \) then

\( \text{delete}(i, j) \)

\( \text{if } (c = 0) \) then

\( \text{if } (|B_s| = 1) \) then

\( \text{return } d \)

\( L \leftarrow LB_1B_2\ldots B_{s-1} \)

\( R \leftarrow B_{s+1}\ldots B_l \)

\( B \leftarrow B_s \)

\( \text{goto nextEpoch} \)

nextEpoch:

\( k \leftarrow 2^k \)
later, which divides elements from $B$ into $l$ arrays $B_1, B_2, \ldots, B_l$ (line 2).

Each epoch starts with all of the diagram $D$ initialized as allowed (line 11).
Then, the algorithm sequentially calls “delete” (line 3) for the elements starting with $L, B_1, B_2$ and so on until one of the calls to “delete” on an element of some subarray $B_s$ makes all of diagram $D$ forbidden ($c = 0$, line 4).

Proof. Indeed, calls to “delete” take $O(mn)$ time in total for the reasons discussed in the proof of Theorem 1. At each epoch $t$ a $k_t$-chunk-sort of a subarray of length $l_t$ is performed, which takes $O(l_t \log k_t)$ time. The next epoch $t+1$ deals with a subarray of size $l_{t+1} = l_t/k_t$ and performs a $k_{t+1}$-chunk-sort, where $k_{t+1} = 2^{k_t}$ and therefore, takes $O(l_{t+1} \log k_{t+1}) = O(l_t \log 2^k_t)$ time. Since $l_t \leq 2mn$ for all $t$, $k_t$-chunk-sort for $t \geq 2$ takes $O(mn)$ time. And since $k_1 = 2, k_1$-chunk-sort also takes $O(mn)$ time.

Theorem 3. Algorithm 3 takes $O(mn \log^* mn)$ time.

Proof. Each epoch takes $O(mn)$ time according to Lemma 3 and performs a $k_t$-chunk-sort of an array of size no more than $2mn$. When $k_t$ becomes larger than $2mn$, the algorithm obviously stops. Since $k_{t+1} = 2^{k_t}$, and $k_t \leq 2mn$, it takes $O(\log^* mn)$ epochs to complete the algorithm.

\qed
5 Conclusions

We have presented an algorithm that finds the closed discrete Frechet distance in $O(mn \log^* mn)$ time, where $\log^*$ is the iterated logarithm.

Iterated logarithm is an extremely slow-growing function. For practical values of $m$ and $n$ the presented algorithm may not be the fastest. In this case one could easily modify the algorithm to work only in two epochs. The first epoch would perform a $(\log mn)$-chunk-sort and the second epoch an $(mn/\log mn)$-chunk-sort. This approach would take $O(mn \log \log mn)$ time but may be faster in practice.

We would like to note that the technique could be applied to other problems that are solved with binary search and is not limited to Frechet distance in particular or to computational geometry in general.
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