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Abstract: High-precision motion industrial systems must satisfy tight performance requirements. Both positioning accuracy and throughput demands are typically achieved through improvements in hardware, thereby raising the bill of materials. A cost saving alternative could be to strive for a reduction in the hardware components needed, in combination with advanced motion control, to still meet the desired specifications. Particularly, in this paper, the possibility is analyzed to allow for resource sharing among several actuators. This results in a switched system, for which we develop a real-time MPC algorithm for optimization of both the input and the switching signals. This implementation applies to a fairly general class of nonlinear systems and uses a novel offset-free formulation in velocity form for LTV prediction models, to realize good tracking performance under the resource sharing constraints. We provide a proof of concept for this MPC solution on a high fidelity model of an industrial SCARA robot, where it is proposed to use a single amplifier to serve two actuators. The MPC solution is compared to heuristically switched LTI controllers, and the potential of the proposed approach is shown in simulations.
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1. INTRODUCTION

Robotic handling systems are important in many industrial applications, with increasingly higher demands on the accuracy and throughput. Generally, more expensive hardware components are needed to comply with the increased performance specifications. However, in several situations it might be of interest to use cheaper hardware solutions to actually decrease the overall bill of materials, while advanced motion control algorithms are exploited to meet the desired accuracy and throughput requirements. One example, being the benchmark case in this paper, is the control of a robotic system that has multiple actuators (motors), each of them individually driven by its dedicated amplifier. To reduce the bill of materials it could be of interest to use only one (or a few) amplifiers that are shared by several actuators, thereby reducing the number of amplifiers. It is clear that, to achieve this reduction, non-standard motion control algorithms are required that determine the continuous input (voltage to the amplifier) and the switching signal (which actuator is allowed to use the shared resource) to still meet the performance requirements.

Although the control architecture in this paper is applicable in many control settings, where resources are shared, we will illustrate the main ideas on a particular case study of a SCARA 1 robot, to investigate the feasibility and potential of amplifier sharing. A wide range of applications for SCARA robots is available, such as solar cells production, LED manufacturing, wafer handling in lithographic machines, and many other systems in the semiconductor industry. The SCARA robot, as in Fig. 1, consists of an upper and a lower arm, and has three degrees of freedom associated with the rotation of the arms and translation along the z-axis. Currently, three amplifiers are used to control the three actuators related to the degrees of freedom. The possibility to remove a single amplifier could already result in a significant cost reduction. As such, in this case, the focus will be on a single amplifier that will be shared between the upper and lower arm of the robot, with the consequence that only one of the rotational joints actuator is served at any given time instant. As a result, next to the power level (continuous input), also the choice for which actuator is being powered (discrete decision) has to be made.

The idea of amplifier sharing was already mentioned in (Driessen et al., 2011) for single-stage planar actuators, with the focus on the required electronics behind amplifier sharing. However, the advanced control required to allow for this sharing was never considered. Therefore, we investigate this controller design problem in the present paper.

In our preliminary feasibility study (van der Maas et al., 2017), a switched linear controller design has been explored, using a periodical switching strategy, where the power is switched at every discrete time sample between the two actuators. The results underline the potential of reducing the bill of materials

---

1 SCARA stands for Selective Compliance Articulated Robot Arm

---

1 This work is part of the research programme CHAMeleon “Hybrid solutions for cost-aware high-performance motion control” with project number 13896, which is (partly) financed by the Netherlands Organisation for Scientific Research (NWO).
A drawback of the periodically switched LTI controllers in (van der Maas et al., 2017) is that they were designed heuristically and do not optimally select the actuator being powered (discrete input). In contrast, model predictive control (MPC) can optimally deal with the “switched” actuator (and other) constraints in the actuator input computation itself and is therefore of interest for this application. In the literature, MPC for switched linear systems has been researched extensively and it serves as a proof of concept, encouraging further research in this interesting area.

In this section, the SCARA robot, as shown schematically in Fig. 2, is introduced. In Sec. 2.1, a general description of the system is provided. In Sec. 2.2, a non-linear model for the SCARA robot is presented. In Sec. 2.3, the control objectives are introduced. In Sec. 2.4, the actuator sharing problem is stated.

2. SCARA ROBOT PROBLEM FORMULATION

In this section, the SCARA robot, as shown schematically in Fig. 2, is introduced. In Sec. 2.1, a general description of the system is provided. In Sec. 2.2, a non-linear model for the SCARA robot is presented. In Sec. 2.3, the control objectives are introduced. In Sec. 2.4, the actuator sharing problem is stated.

2.1 System Description

The SCARA robot studied in this paper is generally used as an object handler, with high performance demands, leading to strict requirements on the controller. Since this object is typically not mounted physically to the wrist, the lateral forces have to be limited and collisions have to be avoided at all times.

The position of the center of the mass of the object \( M_{\text{load}} \), which is to be handled and positioned, can be described in polar coordinates by the radius \( R \) and the orientation \( \phi \), defined as:

\[
R = 2L \cos \left(\frac{\theta_1 - \theta_2}{2}\right) + E, \quad \phi = \frac{\theta_1 + \theta_2}{2},
\]

where \( L \) represents the (identical) lengths of both arms, \( E \) the length of the wrist, and \( \theta_1 \) and \( \theta_2 \) the absolute angles of the upper and lower arm, respectively, as shown in Fig. 2. This results, in the Cartesian coordinate system, in the position \([x_{\text{load}} \ y_{\text{load}}]^\top \in \mathbb{R}^2 \) given by

\[
x_{\text{load}} = R \cos(\phi), \quad y_{\text{load}} = R \sin(\phi).
\]

2.2 Model description

A non-linear model for the SCARA robot has been presented in (Steinbuch, 2015) with state

\[
x = [\theta_1 \ \theta_2 \ \theta_{m,1} \ \theta_{m,2} \ \dot{\theta}_1 \ \dot{\theta}_2 \ \dot{\theta}_{m,1} \ \dot{\theta}_{m,2}]^\top,
\]

where \( \theta_1, \theta_2, \theta_{m,1} \) and \( \theta_{m,2} \) represent the orientation of the upper arm, lower arm and of the motors driving the upper and lower arm, respectively, and \( \dot{\theta} \) represent the rotational velocity of the corresponding angles. This results in the system dynamics

\[
\begin{align*}
\dot{x} &= f(x) + Bu + d, \\
y &= Cx
\end{align*}
\]

with \( u = [u^1 \ u^2]^\top \in \mathbb{R}^2 \) the input of the system, i.e., the voltages applied to the amplifiers, \( d \) the disturbances, including
the friction acting on the robot. For the exact formulation of the nonlinear function $f : \mathbb{R}^n \rightarrow \mathbb{R}^n$ and of the input matrix $B \in \mathbb{R}^{n \times 2}$, see (Steinbuch, 2015). The output matrix $C \in \mathbb{R}^{2 \times 8}$ is such that the measured outputs are $y = Cx = [\theta_{m,1} \theta_{m,2}]^\top$.

2.3 Design requirements

The main control objective is to obtain reference tracking, i.e., it would be desirable to have $x_{\text{load}} \approx x_{\text{load}}$ and $y_{\text{load}} \approx y_{\text{load}}$, where the superscript $*$ indicates the reference signal. A typical desired motion of the system, which complies to a full extension and retraction of the robot arm, is shown in Fig. 3, in terms of the desired reference signals $\theta_1^*$ and $\theta_2^*$ for the upper and lower arm angles $\theta_1$ and $\theta_2$, respectively. Moreover, in an extending or retracting motion as in Fig. 3, it is desired to maintain the orientation of the load $M_{\text{load}}$, in the sense of keeping $\phi$ constant (in case of Fig. 3, keeping $\phi \approx 180$ degrees). The reason for this is to avoid collisions into surrounding objects. The performance criteria resulting from these specifications are defined as the line error $\epsilon_{\text{line}}$ (as a measure for the deviation from $\phi$ being constant), and the absolute error $\epsilon_{\text{abs}}$ (as a measure for tracking), respectively. Mathematically, these errors are given by

$$\begin{align*}
\epsilon_{\text{line}}(t) &= \frac{y_{\text{load}}(t)x_{\text{load}}^*(t) - x_{\text{load}}(t)y_{\text{load}}(t)}{\sqrt{x_{\text{load}}^2(t) + y_{\text{load}}^2(t)}}, \\
\epsilon_{\text{abs}}(t) &= \sqrt{(x_{\text{load}}^*(t) - x_{\text{load}}(t))^2 + (y_{\text{load}}^*(t) - y_{\text{load}}(t))^2}.
\end{align*}$$

The industrial specifications for the design of the controllers are given by

$$\begin{align*}
|\epsilon_{\text{line}}(t)| \leq 1 \text{ mm} & \quad \epsilon_{\text{abs}}(t) \leq 10 \text{ \mu m}.
\end{align*}$$

The line error requirement needs to hold for all $t \in \mathbb{R}_{\geq 0}$. However, the absolute error specification does not need to hold for all $t \in \mathbb{R}_{\geq 0}$ but only when the SCARA robot is in the fully extended or retracted position. The reason for this is that, in these points, the positioning performance is most critical, since the objects are moved on and from the robot.

It should be noted that the output of the system, as defined in Sec. 2.2, is given by the motor positions $\theta_{m,1}$ and $\theta_{m,2}$. However, the performance requirements are based on the actual orientations $\theta_1$ and $\theta_2$ of the arms. In the SCARA robot, there are no sensors available at the arm positions, but only encoders on actuator axes, providing $\theta_{m,1}$ and $\theta_{m,2}$.

2.4 Resource Sharing Problem Statement

Summarizing the above control objectives combined with the desire of resource sharing as discussed in the introduction lead to the following aim of this paper. Obtain a control strategy that

(i) realizes accurate tracking performance in the sense that $|\epsilon_{\text{line}}| \leq 1 \text{ mm}$ is realized all the time and $\epsilon_{\text{abs}} \leq 10 \text{ \mu m}$ in the fully retracted/extended configurations of the robot;

(ii) only requires one shared amplifier (instead of two) for the two actuators to reduce the hardware costs. This implies

$$u_1(t) = 0 \quad \text{and} \quad u_2(t) = 0 \quad \text{for all} \quad t \in \mathbb{R}_{\geq 0}.$$  

Note that the problem formulated for the SCARA robot is quite generic in nature as the idea of hardware sharing introducing switching constraints as in (8) for nonlinear systems as in (4) can be envisioned to have a broad range of applications.

3. MPC DESIGN

In this section, the design of the MPC strategy is presented. In Sec. 3.1, the general control setup based on linearisation around the desired reference trajectory and discretisation (exploiting the structure of (4)) are discussed leading to an LTV model. In Sec. 3.2, an offset-free formulation for MPC of LTV systems is discussed. Based on this, in Sec. 3.3 we propose an off-set free MPC solution for the resource sharing problem 8.

3.1 Linearisation and discretisation

The aim of the envisioned MPC strategy is to enable tracking of the arms reference trajectories in Fig. 3 given by $\theta_1^*$ and $\theta_2^*$ including the shared resource constraint. To accomplish this, we computed a desired trajectory for the complete state denoted by $x^*$ and an accompanying input signal $u^*$ that satisfies

$$\dot{x}^*(t) = f(x^*(t)) + Bu^*(t)$$

with

$$z(t) = C_{\text{a}}x^*(t) = \theta^*(t) := [\theta_1^*(t) \theta_2^*(t)]^\top$$

for all $t \in \mathbb{R}_{\geq 0}$ for an appropriate initial condition $x^*(0)$ and $C_{\text{a}} = [I_2 0_{2 \times 0}]$. Hence, $x^*$ complies with the arms reference trajectories $\theta_1^*$ and $\theta_2^*$ and the system dynamics (4) (ignoring disturbances).

We will now linearise the SCARA robot model (4) along the reference trajectory $(x^*, u^*)$. Therefore, we define

$$\tilde{x} = x - x^* \quad \text{and} \quad \tilde{u} = u - u^*.$$ 

Then we have

$$\begin{align*}
\dot{\tilde{x}}(t) &= f(x(t)) + Bu(t) + d(t) - f(x^*(t)) - Bu^*(t) \\
&\approx \frac{\partial f}{\partial x}(x^*(t))\tilde{x}(t) + B\tilde{u}(t) = A(t)\tilde{x}(t) + B\tilde{u}(t)
\end{align*}$$

with $A(t) = \frac{\partial f}{\partial x}(x^*(t))$ the Jacobian matrix of $f$ at the point $x^*(t)$, $t \in \mathbb{R}_{\geq 0}$. Clearly, this linearisation is only valid when $\tilde{x}(t)$ is small, i.e., when the reference $x^*(t)$ is tracked rather closely by the state $x(t)$. Interestingly, note that $\tilde{u}(t)$ does not have to small in order to the linearisation to be a good approximation. The latter is due to the structure of (4), particularly, that the input appears in an affine manner with a constant input matrix $B$. This is important as due to the resource sharing constraint (8) typically $\tilde{u}(t)$ will not be small (every time step we have either $\tilde{u}_1(t) = -\tilde{u}_1^*(t)$ or $\tilde{u}_2(t) = -\tilde{u}_2^*(t)$, which are typically not small). Hence, the structure in (4) is essential in order for the linearisation to work in combination.
with the resource sharing constraint (8). This is rather a crucial observation.

As we strive for a discrete-time MPC setup we discretise the continuous-time linear time-varying (LTV) model (12) with sample time $T_s = 10^{-3}s$ assuming zero-order hold for the input, which leads to the discrete-time LTV model

$$\begin{align*}
\dot{x}_{k+1} &= A_k^d \tilde{x}_k + B_k^d \tilde{u}_k + d_k \\
\tilde{z}_k &= C \tilde{x}_k,
\end{align*}$$

(13a)

where we added the performance output $\tilde{z}_k$ as the tracking error in the motors positions (i.e., $C_x = \theta_n^m$). In (13) we take

$$A_k^d := e^{A(kT_s)T_s},$$

(13b)

$$B_k^d := \int_0^{T_s} e^{A(kT_s)r} B dr,$$

(13c)

$$d_k := \int_{kT_s}^{(k+1)T_s} e^{A(kT_s)(r-(kT_s))} d(r)dr$$

(13d)

and, obviously, $\tilde{x}_k$ and $\tilde{u}_k$ correspond to $\dot{x}(kT_s)$ and $u(kT_s)$, respectively, for $k \in \mathbb{N}$. The obtained LTV model (13) (with $d_k = 0$, $k \in \mathbb{N}$) will be used as an LTV prediction model in the envisioned MPC setup. Note that due to the linearsiation around the reference trajectory (and not around the actual position, which would lead to an LPV model) the prediction model for each time step can be computed offline, which is a big advantage in an MPC application with a control rate of 1kHz.

In Fig. 4 the envisioned control scheme is shown. Note specifically that the MPC controller requires $x^*$ and $u^*$ to compute the prediction models and constraints.

### 3.2 Velocity form for LTV systems

Several methods are available to obtain offset-free control in the presence of model-plant mismatch and/or unmodeled disturbances. We will adopt a scheme based on the velocity form, which includes an integral action in the control input optimisation by looking at the variation of state measurements between two time steps, see (Pannocchia, 2015). (Pannocchia, 2015) mostly focusses on linear time-invariant (LTI) models. In this paper we need the velocity form for LTV models as shown in (13), which has a few subleties compared to the LTI case, as detailed below.

To discuss these subleties, consider the general LTV model

$$\begin{align*}
x_{k+1} &= A_k x_k + B_k u_k \\
y_k &= C_k x_k,
\end{align*}$$

(14)

and let us define the variables

$$\begin{align*}
x^*_k &= x_k - x_{k-1} \\
y_k &= y_k - \bar{y} \\
u^*_k &= u_k - u_{k-1} \\
\xi_k &= \begin{bmatrix} x^*_k \\ y_k \end{bmatrix}
\end{align*}$$

(15)

(16)

with $\bar{y}$ a fixed value (in the setup of the previous subsection $\bar{y}$ will be zero, as $\bar{z}$ is already the tracking error). In the LTI case, i.e., when $A_k = A$, $B_k = B$, $C_k = C$ for all $k \in \mathbb{N}$, the system can be rewritten in a standard LTI state-space formulation

$$\begin{align*}
\xi_{k+1} &= A_k \xi_k + B_k u^*_k \\
y_k &= C_k \xi_k,
\end{align*}$$

(17)

with $A^v = \begin{bmatrix} A & 0 \\ C & I \end{bmatrix}$, $B^v = \begin{bmatrix} I \\ 0 \end{bmatrix}$, and $C^v = (0, I)$, see (Pannocchia, 2015). If the system is but LTV, as in our case, the velocity form cannot be (straightforwardly) written in a state-space form as in (17). However, it is still possible to write the sequence of predicted future output errors $[\tilde{y}_{k+1}, \tilde{y}_{k+2}, \ldots, \tilde{y}_{k+N}]^T$ at time $k \in \mathbb{N}$ as a linear function of

- the previous state $x_{k-1}$,
- the previous input $u_{k-1}$,
- the current state increment $x_k^*$,
- the current output error $y_k - \bar{y}$,
- and the sequence of input increments $U_k = \begin{bmatrix} (u_k^*)^T (u_{k+1}^*)^T \ldots (u_{k+N-1}^*)^T \end{bmatrix}^T$.

We will show this below, where we denote by $I$ the identity matrix and by $0$ the zero matrix of appropriate dimensions. The state increments $x_{k+1}$ can be obtained at discrete time $k \in \mathbb{N}$ as follows. Trivially, we have

$$\begin{align*}
x_v^k &= I x_v^{k-1} + 0 U_v^k + 0 x_{k-1} + 0 u_{k-1} \\
&= T_0^k x_v^k + S_0^k U_v^k + M_0^k x_{k-1} + L_0^k u_{k-1} - y_{k-1},
\end{align*}$$

(18)

Moreover, we have for $p \in \mathbb{N}$ that

$$\begin{align*}
x_{k+p+1} &= x_{k+p} \\
&= A_k x_{k+p} + B_k u_{k+p} \\
&= A_k x_{k+p} + B_k u_{k+p} - A_k x_{k+p-1} + \Delta A_k x_{k+p-1} + \Delta B_k u_{k+p-1} \\
&= A_k x_{k+p} - A_k x_{k+p-1} + \Delta A_k x_{k+p-1} + \Delta B_k u_{k+p-1} \\
&= \Delta A_k x_{k+p} + \Delta B_k u_{k+p-1}.
\end{align*}$$

(19)

Hence, using (19) multiple times in combination with

$$\begin{align*}
x_{k+p-1} &= x_{k-1} + x_v^k + \ldots + x_v^p \quad (20a) \\
x_{k+p-1} &= x_{k-1} + x_v^k + u_k^* + \ldots + u_{k+p-1}^* \quad (20b)
\end{align*}$$

which holds for all $p \in \mathbb{N}_{>0}$, we can write

$$\begin{align*}
x_{k+p+1} &= T_k^{p+1} x_{k+p} + S_k^{p+1} U_k + M_k^{p+1} x_{k-1} + L_k^{p+1} u_{k-1},
\end{align*}$$

(21)

where the time-varying matrices $T_k^p$, $S_k^p$, $M_k^p$, $L_k^p$ are given through the initialisation in (18) and the recursions

$$\begin{align*}
T_{k+1} &= A_k T_k + \Delta A_k T_k + \Delta B_k u_{k+p-1} \\
S_{k+1} &= A_k S_k + \Delta A_k S_k + \Delta B_k (S_k + \ldots + S_k^{p-1}) \\
M_{k+1} &= A_k M_k + \Delta A_k M_k + \Delta B_k (M_k^{p-1} + \ldots + M_k) \\
L_{k+1} &= A_k L_k + \Delta A_k L_k + \Delta B_k (L_k^{p-1} + \ldots + L_k) + \Delta B_k u_{k+p-1}.
\end{align*}$$

for $k \in \mathbb{N}$ and $p \in \mathbb{N}$. Note that in the LTI case (when $\Delta A_k = 0$ and $\Delta B_k = 0$, all $k, p \in \mathbb{N}$), we recover
indeed the expression (21) complying with (17). Similarly, we can write the output deviation \( \tilde{y}_k \) as
\[
\tilde{y}_k = 0 \cdot x_k^0 + 0 \cdot U_k^+ + 0 \cdot x_{k-1} + 0 \cdot u_{k-1} + \tilde{y}^v_k
\]
\[
= \tilde{T}_0^k x_k^0 + \tilde{S}_0^k U_k^+ + \tilde{M}_0^k x_{k-1} + \tilde{L}_0^k u_{k-1} + N_0^k \tilde{y}^v_k.
\]
where
\[
\tilde{T}_0^k = 0 \quad \tilde{S}_0^k = 0 \quad \tilde{M}_0^k = 0 \quad \tilde{L}_0^k = 0 \quad N_0^k = I. \quad (22)
\]
and
\[
\tilde{y}_{k+1} = y_{k+1} + (y_{k+1} - y_k) - \tilde{y}^v_k
\]
\[
\tilde{y}_{k+1} = \tilde{y}_{k+1} + C_{k+1} x_{k+1}^0 + (C_{k+1} - C_{k-1}) x_{k-1} + \Delta C_{k+1}
\]
\[
= \Delta C_{k+1} \quad (24a)
\]
\[
\tilde{S}_{k+1}^0 = \tilde{S}_{k+1}^0 + C_{k+1} \tilde{S}_{k+1}^0 + \Delta C_{k+1} \tilde{S}_{k+1}^0
\]
\[
= \Delta C_{k+1} \quad (24b)
\]
\[
\tilde{M}_{k+1}^1 = \tilde{M}_{k+1}^1 + C_{k+1} \tilde{M}_{k+1}^1 + \Delta C_{k+1} \tilde{M}_{k+1}^1
\]
\[
= \Delta C_{k+1} \quad (24c)
\]
\[
\tilde{I}_{k+1}^1 = \tilde{I}_{k+1}^1 + C_{k+1} \tilde{I}_{k+1}^1 + \Delta C_{k+1} \tilde{I}_{k+1}^1
\]
\[
= \Delta C_{k+1} \quad (24d)
\]
\[
\tilde{N}_{k+1}^1 = I. \quad (24e)
\]

Using these prediction matrices, we can obtain a prediction model in the velocity form at discrete time \( k \in \mathbb{N} \) and prediction horizon \( N \) given by
\[
\begin{bmatrix}
\tilde{y}_{k+1} \\
\vdots \\
\tilde{y}_{k+N}
\end{bmatrix}
= \begin{bmatrix}
\tilde{T}_k \\
\vdots \\
\tilde{T}_k
\end{bmatrix}
\begin{bmatrix}
x_k^0 \\
\vdots \\
x_k^0
\end{bmatrix}
+ \begin{bmatrix}
\tilde{S}_k \\
\vdots \\
\tilde{S}_k
\end{bmatrix}
\begin{bmatrix}
U_k^+ \\
\vdots \\
U_k^+
\end{bmatrix}
+ \begin{bmatrix}
\tilde{M}_k^1 \\
\vdots \\
\tilde{M}_k^1
\end{bmatrix}
\begin{x}k-1+
\begin{bmatrix}
\tilde{L}_k \\
\vdots \\
\tilde{L}_k
\end{bmatrix}
\begin{bmatrix}
u_{k-1} \\
\vdots \\
u_{k-1}
\end{bmatrix}
+ \begin{bmatrix}
\tilde{N}_k^1 \\
\vdots \\
\tilde{N}_k^1
\end{bmatrix}
\tilde{y}_k. \quad (25)
\]

It is easy to show that this output prediction is exact even if constant and state disturbances are present in system (14). The prediction model (21)-(25) will be used to develop an offset-free MPC formulation in the next subsection. To do so, observe already that at discrete time \( k \in \mathbb{N} \) we need the previous state \( x_{k-1}, \) input \( u_{k-1} \) and output \( \tilde{y}_k, \) next to \( x_k^0. \) Moreover, as usual, the velocity form (25) has as the optimisation variables the increments of the input signal, i.e., \( u^v \) rather than \( u. \) However, \( u \) can be reconstructed via
\[
u_{k+j} = u_{k-1} + \sum_{i=0}^{j} u_{k+i}^v, \quad (26)
\]
which allows to translate all constraints that are present on the inputs \( u \) in term of the new optimisation vector \( U^v. \n\)

3.3 Offset-free MPC setup

In this subsection we will use the prediction model (25), of course, based on the model (13) with \( d_k = 0, \) \( k \in \mathbb{N}, \) i.e.,

\[
\begin{array}{cccccccccc}
k & k+1 & k+2 & k+3 & k+4 & k+5 & k+6 & k+7 & k+8 & k+9 \\
\hline
\Sigma_1 & 1 & 1 & 1 & 0 & 0 & 1 & 0 & 1 & 0 \\
\Sigma_2 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 1 \\
\Sigma_3 & 0 & 1 & 1 & 0 & 0 & 1 & 0 & 1 & 0 \\
\Sigma_4 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 1 & 0 \\
\Sigma_5 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 \\
\Sigma_6 & 1 & 0 & 0 & 1 & 0 & 1 & 1 & 1 & 1 \\
\Sigma_7 & 0 & 1 & 0 & 1 & 1 & 0 & 1 & 1 & 1 \\
\Sigma_8 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1
\end{array}
\]

Table 1 Possible switching sequences for \( N = 10 \) and \( N_s = 3 \)

We replace (14) by (13), to setup an offset-free MPC strategy. Hence, \( u_k, x_k, y_k \) in (14) become \( \tilde{u}_k, x_k, \) and \( \tilde{y}_k \) (tracking error) in (13). As already mentioned in Subsection 3.2, \( \tilde{y} \) is 0. The constraints on \( u_k \) coming from the resource sharing constraint indicate that only one actuator can be active at each discrete time. The MPC controller should decide upon both the continuous input signal and the discrete switching sequence (which actuator can use the shared resource at each time) over a prediction horizon \( N. \) Therefore, we introduce the switching variable \( \sigma_k \in \{0, 1\} \) for each time \( k \in \mathbb{N}, \) as

\[
\sigma_k = \begin{cases}
1, & \text{if input } u^1 \text{ is active at time } k (u^1_k = 0) \\
0, & \text{if input } u^2 \text{ is active at time } k (u^2_k = 0)
\end{cases} \quad (27)
\]

Let \( \Sigma_k = [\sigma_k \sigma_{k+1} \ldots \sigma_{k+N-1}] \). In the following, we use the subscript \( k+i \) to indicate predictions of the corresponding variables at time \( k+i \) made at time \( k \in \mathbb{N}, \) as is common in the MPC literature. The controller has to solve at each discrete time \( k \in \mathbb{N} \) the following optimisation problem:

\[
\min \quad J
\]
\[
s.t. \quad J = \sum_{i=0}^{N-1} \tilde{z}_{k+i}[k] P \tilde{z}_{k+i}[k] + \tilde{u}_{k+i}[k] Q \tilde{u}_{k+i}[k] + \tilde{v}_{k+i}[k] R \tilde{v}_{k+i}[k];
\]
\[
u_m \leq \tilde{u}_{k+i}[k] \leq u_M, \ i \in \{1, \ldots, N-1\}, j = 1, 2;
\]
\[
\sigma_{k+i}[k] = 0 \Rightarrow \tilde{u}_{k+i}[k] = 0, \ i \in \{1, \ldots, N-1\};
\]
\[
\sigma_{k+i}[k] = 1 \Rightarrow \tilde{u}_{k+i}[k] = 0, \ i \in \{1, \ldots, N-1\};
\]
\[
\sigma_{k+i}[k] \in \{0, 1\}, i \in \{1, \ldots, N-1\};
\]
\[
(25), (26)
\]
\[
\Sigma_{k+i} \in \mathcal{S},
\]

where \( u_m, u_M \) are the minimal and maximal value for the control input (related to the maximal voltages), and \( Q, P, R \) are positive definite weight matrices, \( \mathcal{S} \) is a set of switching sequences along the prediction horizon. One can choose \( \mathcal{S} \) to be all the possible \( 2^N \) switching sequences, if the complexity of the resulting MIQP problem is not too high. In the application to the SCARA robot, we will reduce the computational burden by adopting a switch horizon \( N_s \) in which the controller can freely choose the actuator that is being served for the first \( N_s \) steps in the prediction horizon, after which predefined roll-out policies (Bertsekas, 2017), consisting of periodically switching between using the two actuators, are used (\( \sigma \) will switch at every step in the prediction horizon after the switch horizon). This reduces the number of allowable switching sequences to \( 2^{2N}. \) In Tab. 1 the possible switching sequences for \( N = 8 \) and \( N_s = 3 \) are shown. This leads to 8 instead of \( 2^8 = 256 \) switching sequences. From (14), (25), (26), knowing \( x_{k-1}, u_{k-1}, x_k, y_k \) (and thus \( x_k^0 \)), it is easy to see that the optimisation problem (28) becomes a mixed-integer quadratic program (MIQP), which
will be solved on-line. An optimal solution to \((28)\) is obtained, denoted by \(u_{k|k}^{optim}\), \(y_{k|k}^{optim}\), at each discrete time \(k \in \mathbb{N}\). The optimal solutions are converted into a feedback control strategy using a receding horizon principle, giving
\[
\begin{align*}
\sigma_k &= \sigma_{k|k}^{optim}, \\
u_k &= u_{k|k}^{optim},
\end{align*}
\] (29a)
(29b)
where \(u_{k|k}^{optim}\) can be obtained from
\[
\hat{U}^{v,optim}_{k|k} = \begin{bmatrix} u_{k|k}^{v,optim} v_{k+1|k}^{v,optim} \cdots v_{k+N-1|k}^{v,optim} \end{bmatrix}
\]
via (26) and adding \(u^*(kT_s)\), see (11).

4. SIMULATION RESULTS

In this section, the MPC controller is implemented on a high-fidelity industrial model of the robot, both with and without switching of the actuators. For comparison, an industrial LTI controller is implemented. This controller design is described in Sec. 4.1, including the extension to the switched case in Sec. 4.1.1. In Sec. 4.2, the simulations are shown.

4.1 LTI controller

As discussed in Sec. 3.1, the system is non-linear, and can be linearised along the desired trajectory, resulting in an LTV system. In (van der Maas et al., 2017), it has been illustrated that a robustly designed linear time-invariant (LTI) controller for a few points along the trajectory (indicated by the stars in Fig. 3), results in a stable controller along the full trajectory.

In particular, the LTI controller is designed using sequential loop closing (Franklin et al., 2006), resulting in the Laplace domain in the controller
\[
C(s) = \begin{bmatrix} C_{11}(s) & 0 \\ 0 & C_{22}(s) \end{bmatrix},
\] (30)
where \(C_{11}(s)\) and \(C_{22}(s)\) are (the transfer functions of) the linear SISO controllers consisting of a series connection of a gain, an integrator, a lead-lag filter, a notch filter, and a low-pass filter. In fact, this results in a slightly retuned version of the controllers used in (van der Maas et al., 2017). Note that \(C_{11}(s)\) and \(C_{22}(s)\) of the LTI controller are designed for the measured output \(y = [\theta_{m1} \ \theta_{m2}]^\top\), while the performance measures are based on the performance output \(z = [\theta_1 \ \theta_2]^\top\).

4.1.1. Periodic LTI controller

The LTI controller in Sec. 4.1 is designed for the system with two inputs active at the same time. Since the aim of this research is to eliminate one of the amplifiers, the controller should be redesigned keeping the switching constraint (8) in mind. For comparison, we choose to implement periodic switching, i.e., switch at every sample. On average, this means that each controller is active half of the time. To approach the same performance as in the non-switching situation, the gains of the LTI controllers are increased with a factor 2, such that each actuator gets about the same power on average as for the non-switched LTI controller.

4.2 Simulation Results

All the simulations of this section are performed on the high-fidelity model of the industrial SCARA robot (4) for the reference trajectory in Fig. 3.

First we assume full state measurement to show the potential of the MPC scheme given by (28), with weighing matrices
\[
Q = P = \begin{bmatrix} 100 & 0 \\ 0 & 80 \end{bmatrix}, \quad R = \begin{bmatrix} 7 & 0 \\ 0 & 8 \end{bmatrix} \cdot 10^{-5}.
\]

Table 2 shows the average absolute error over time obtained for different values of the prediction horizon \(N\) and the switching horizon \(N_s\). With \(N_s = 0\) we are referring to the case of a periodic switching, i.e. switch at every sample. Next to tracking accuracy, the computational time has to be taken into account. In Fig. 5, in semilogarithmic scale, the average time needed to solve the single optimization problem is shown for two different implementations. The first one makes use of Gurobi, an optimizer for mixed integer programs, see (LLC GurobiOptimization, 2018). The second is a brute force approach, based on solving \(2^N\) QPs (one for each admissible switching sequence), with qpas solver, see (Wills, 2007). All the simulations are performed on a laptop with Intel(R)Core i7 processor and 8GB RAM. Considering the computation times in Fig. 5 together with the performance as in Table 2, the horizons have been fixed as \(N = 10\) and \(N_s = 3\); simulations show that only very rarely the computation time for these parameters exceed the sample time of \(T_s = 10^{-3}s\).

Fig. 6 shows the absolute error obtained, including the switching constraint (8), with the velocity form MPC and with a standard, non-offset free, MPC. Since Coulomb friction is acting on the SCARA robot, the output prediction in the standard MPC is incorrect and this leads to an offset in the error. On the contrary, the velocity form MPC is compensating quickly for the friction when the motors are moving (and therefore the disturbance is constant) and it is only showing a small offset.

| \(N_s\) | 0 | 1 | 2 | 3 | 5 | 7 | 10 |
|-------|---|---|---|---|---|---|----|
| 1     | 246 | 147 | | | | | |
| 4     | 24.9 | 6.6 | 4.9 | 4.6 | 6.6 | | |
| 7     | 25.2 | 6.5 | 4.8 | 3.8 | 3.8 | 5.5 | |
| 10    | 25.2 | 6.0 | 4.3 | 3.2 | 3.8 | 4.3 | 3.8 |
| 15    | 25.2 | 6.0 | 4.3 | 3.2 | 3.8 | 4.3 | 3.8 |
Fig. 6. Absolute error for a standard MPC formulation (NF) and for the velocity-form MPC (VF), assuming state measurement.

for the absolute error ($\leq 10^{-6}m$) in the stick phases, when the Coulomb friction is varying. The benefit of the integral action is immediately evident.

Next, output feedback control simulations, including quantization effects, are performed. In the industrial setting in which the SCARA robot under investigation is used, 12-bits encoders are employed and, consequently, the resolution on the motors position measurements is $1.5\, \text{mrad}$. The robot is sampled at $5kHz$. The offset-free MPC is compared to the (periodically switched and non-switched) LTI controller from Sec. 4.1. The design requirements as in Sec. 2.3 are used to evaluate the controllers. The LTI controller is only using motors position measurement, see Sec. 4.1. On the other hand, the MPC controller needs a full state estimation. We adopt an unscented Kalman filter for this aim. To do so, the model (4) has been augmented with a disturbance model, related to constant disturbance torques acting on the motors, and the Coulomb friction has been approximated through a smooth symmetrical sigmoid function. The model is discretised, exploiting the Runge-Kutta 4 method, with sampling rate of $5kHz$ (but note that the control rate is $1kHz$), and used in the Kalman filter. Notice that quantization error is not explicitly incorporated in the observer design. Because of quantization, the observer shows a non zero offset estimation error.

Fig. 7 shows the result for the LTI controller, with and without switching. The controllers are satisfying the specifications (7) on the absolute and line error, also when considering the resource sharing constraint. When the switching is applied, the performance of the MPC controller is not affected significantly, while the performance loss for the periodically switched LTI controller is evident. In the fully extended (time span $0.9 - 1.4s$) and retracted (time span $2.3 - 2.8s$) position the absolute errors of the MPC and LTI controllers are comparable. The MPC controller exhibits peaks in the tracking error, when the motors have to accelerate from standing still and when the reference motors velocity becomes zero. We observed that this kind of peaks in the tracking error are always present when considering Coulomb friction, even when assuming full state knowledge, with both controllers. However, in the MPC they are accentuated because the same points of the trajectory are also critical for the observer. As such, we expect the perfor-
mance of the MPC controller to improve when a better state estimation is available (see Fig. 6). To verify this in the output feedback case, we consider both the velocity-form MPC and the LTI controller, with switching, when we assume a resolution on the encoders of 0.1 mrad (i.e., 16 bits encoders), see Fig. 9. Both controllers have improved, but the MPC is outperforming the LTI controller. The peaks have reduced of a factor 10 and the absolute errors in the zero velocity positions are smaller than $10^{-6} \text{m}$, being ten times smaller than the requirements.

required hardware components and thereby the bill of materials of the system. For future work, we envision improvements of the MPC setup, including the Kalman filter. This will be used to perform a full experimental validation of the presented ideas on the SCARA robot (in cooperation with our industrial partners) in order to show the full potential of the proposed methods.
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