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Abstract

We show that fractional powers of general sectorial operators on Banach spaces can be obtained by the harmonic extension approach. Moreover, for the corresponding second order ordinary differential equation with incomplete data describing the harmonic extension we prove existence and uniqueness of a bounded solution (i.e., of the harmonic extension).
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1. Introduction

Fractional powers of closed linear operators in Banach spaces present a classical topic in operator theory. Given a closed linear operator $A$ in a Banach space $X$ and $\alpha \in \mathbb{C}$ (in particular for $\alpha \in (0,1)$), one may ask whether we can define an operator $A^\alpha$, the fractional power of $A$. There are various different methods on how to do this for particular subclasses of operators.

To the best of our knowledge, the first method appeared in [5], where Bochner introduced subordination for generators of stochastic processes, see also [10]. The corresponding method is nowadays called subordination in the sense of Bochner, see [25, Chapter 13] for a thorough treatment.

In terms of operator theory, this can be used to obtain fractional powers of an operator $A$ when $-A$ is the generator of a bounded $C_0$-semigroup. The idea was subsequently extended in [3, 14, 24] to what now is called the Hille-Philips calculus.
Balakrishnan further extended the construction of fractional powers in 1960 in [4] to the wider class of non-negative operators, a term coined by Komatsu in [17]. In the context of Banach spaces these are the linear operators having \((-\infty, 0)\) contained in their resolvent set and fulfilling an additional resolvent estimate. In Banach spaces these operators coincide with sectorial operators as introduced in [12, 15] and differs slightly from the ones used for example in [9] or [16]. Especially generators of bounded \(C_0\)-semigroups are non-negative (and sectorial respectively). Further, in more general locally convex spaces non-negative operators are a strictly greater class (cf. [19]).

From a today’s point of view, Balakrishnan’s construction is part of the modern calculus of sectorial operators, see e.g. [7, 20]. A very detailed study of the entire topic is available in the great book [12].

In 1968 ideas on how to describe fractional powers of the Laplacian via extensions appeared in the context of stochastic processes (see [22]) but in this work focus was not on the fractional powers themselves. Namely the authors studied for \(\alpha \in (0, 1)\) the one-dimensional process generated by the operator

\[
L_\alpha = \frac{d^2}{dt^2} + \frac{1 - 2\alpha}{t} \frac{d}{dt}.
\]

Formally one can think of this process as the magnitude of a Brownian motion in \(2 - 2\alpha\)-dimensions, since for an \(n\)-dimensional Brownian motion \((B_t)\) the process \((J_t)\) given by \(J_t := \|B_t\|\), called a Bessel process of order \(n\), is generated by the operator

\[
L_{\frac{n}{2} - \alpha} = \frac{d^2}{dt^2} + \frac{n - 1}{t} \frac{d}{dt}
\]

(sometimes with an additional factor 1/2). Using the local time of the Bessel process the authors constructed a time change for an independent Brownian motion which yields the subordinated processes. The fact that this observation is actually independent of the special example of a Brownian motion seems to be noticed for the first time in [23].

The approach was rediscovered 40 years later from the PDE point of view in the influential paper of Caffarelli and Silvestre [6] where the authors described fractional powers of the Laplacian by means of taking traces of functions solving the PDE

\[
\partial_t^2 u(t, x) + \frac{1 - 2\alpha}{t} \partial_t u(t, x) = -\Delta_x u(t, x), \quad (t, x) \in (0, \infty) \times \mathbb{R}^n, \\
u(0, x) = f(x), \quad x \in \mathbb{R}^n,
\]

with \(\alpha \in (0, 1)\) being the fractional power. Formally one could interpret solutions to (1.1) as harmonic functions defined on \(\mathbb{R}^n \times \mathbb{R}^{2-2\alpha}\). In this case
the equation (1.1) is nothing but the usual Laplacian applied to a function $v$ of the special form

$$v : \mathbb{R}^n \times \mathbb{R}^{2-2\alpha} \to \mathbb{R}, \quad v(x, y) = u\left(\|y\|, x\right),$$

with a suitable function $u : \mathbb{R} \times \mathbb{R}^n \to \mathbb{R}$. So it just depends on the norm of the additional $2-2\alpha$ coordinates. This may be the reason why the technique is sometimes also referred to as harmonic extension approach.

The here sketched idea is used nicely in [6] to obtain results analogously to the ones available for the Laplacian in $\mathbb{R}^n$.

Using a solution $u$ to (1.1), one can then calculate $(-\Delta x)^\alpha$ as

$$c_\alpha((-\Delta x)^\alpha f)(x) = -\lim_{t \to 0^+} t^{1-2\alpha} \partial_t u(t, x), \quad x \in \mathbb{R}^n,$$

with an explicitly known constant $c_\alpha$ which was calculated for the first time in [26] and a solution $u$ of (1.1).

One may generalise Equation (1.1) by replacing $-\Delta$ with a more general sectorial operator $A$ in some Banach space $X$. Now (1.1) becomes

$$u''(t) + \frac{1-2\alpha}{t} u'(t) = Au(t), \quad t \in (0, \infty), \quad (1.2)$$

$$u(0) = x, \quad (1.3)$$

i.e., a linear ODE in the Banach space $X$ with initial datum $x \in X$ which degenerates for $t = 0$ (unless $\alpha = 1/2$) and which is incomplete since no initial condition for $u'$ is given. The case $\alpha = 1/2$ was already studied in [4] with the result that under the additional assumption of $u$ being bounded the problem has the unique solution given by

$$u(t) = e^{-t\sqrt{A}}x,$$

i.e., is given by the analytic semigroup generated by $-\sqrt{A}$ (for more details including precise definitions the reader may consult [12] and [19] or see below for the short introduction provided later in this paper).

It was then noticed in [26] that if the considered Banach space $X$ is one-dimensional, Equation (1.2) is another form of the Bessel differential equation and integral representations of its solutions provide solutions to (1.2) by interpreting them on the operator level. The underlying theory is the sectorial functional calculus ([12, 13]) and the fact that the appearing functions can be approached within this framework.

Assuming $u$ to be a bounded solution to (1.2) in the one-dimensional case, it follows that $u$ is unique and that

$$-\lim_{t \to 0^+} t^{1-2\alpha} u'(t) = c_\alpha A^\alpha x. \quad (1.4)$$

Interpreting the limit on the one hand as generalised Neumann boundary condition ($u(0) = x$ is to be seen as Dirichlet boundary condition) we may think of the limit as generalised Dirichlet-to-Neumann operator which
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is given by the fractional power of the sectorial operator appearing in the ODE. The question arises whether the solution $u$ is also unique in a general Banach space (that would mean that the Dirichlet-to-Neumann operator can be defined) and if this operator is up to a constant still given by a fractional power.

In [26] Stinga and Torrea studied this question in a Hilbert space $X$ for a sectorial selfadjoint operator $A$. Denoting the Dirichlet-to-Neumann operator (the limit in (1.4)) by $T_\alpha$ they showed $T_\alpha = c_\alpha A^\alpha$ (without assuming $A$ to be injective) and the solution $u$ they used to construct $T_\alpha$ is unique if $A$ has pure point spectrum.

The result was extended by Stinga in joint work with Galé and Miana in [11] to general Banach spaces and actually also even to a bigger class of operators. Namely in this work the authors considered generators of $\beta$-times integrated tempered semigroups and cosine families. Also it was noted that the ODE can be considered on an entire sector rather than just the positive halfline. With quite involved techniques the authors constructed solutions to the ODE and showed correspondence of the Dirichlet-to-Neumann operator constructed from the aforementioned solution with a fractional power of the generator on the domain of the generator. Here it was noticed that the limit (1.4) may be considered on an entire subsector of the domain of the solution. Also the paper allowed for complex powers being trapped in a strip. A complete uniqueness result for the solution is missing though.

In [2] the authors considered again the situation when $X$ is a Hilbert space and made use of form techniques to study the situation. In particular, they proved the well-posedness of the Dirichlet problem (1.2) for initial data as in (1.3) and showed that the domain of the Dirichlet-to-Neumann operator is a subspace of a complex interpolation space between $X$ and a dense subspace $V$ of it which contains $D(A)$. The considered operator $A$ is m-accretive, i.e., sectorial with $M = 1$, see Definition 2.1 for more details. Such operators have bounded imaginary powers ([12, Corollary 7.1.8]). By [19] Theorem 11.5.4] the domains of the fractional powers of these operators coincide with the complex interpolation spaces between $D(A)$ and $X$ for real powers $\alpha$. The question whether these interpolation spaces coincide with the domains of the Dirichlet-to-Neumann operator in the here treated sense was not completely clarified. Also the uniqueness result just holds in the coercive case.

Our contribution is as follows. For a given sectorial densely defined operator $A$ on some general Banach space $X$ we construct a solution to the ODE (1.2) fulfilling the initial condition (1.3) which turns out to be holomorphic in some sector determined by the angle of sectoriality of $A$ and which is bounded on all closed subsectors (Theorem 4.1). This solution is
the unique solution to the initial value problem by Theorem 5.1. If one uses it to define a Dirichlet-to-Neumann operator then this operator is up to the already known constant $c_\alpha$ given by the fractional power $A^\alpha$ (Theorem 6.1).

In a nutshell, we make use of the fact that $\sqrt{A}$ is sectorial with angle of sectoriality less than $\frac{\pi}{2}$ and thus gives rise to a holomorphic $C_0$-semigroup as well as a rich functional calculus.

The paper is organised in the following way. In Section 2 we will give a rather short introduction to the basics of sectorial operators on Banach spaces and the related sectorial functional calculus. Section 3 introduces holomorphic functions derived from modified Bessel functions which will turn out to be in the domain of the sectorial calculus of $A$ and which will be used for all results. Sections 4 and 5 deal with existence and uniqueness of bounded solutions to (1.2), (1.3). We then relate the corresponding Dirichlet-to-Neumann operator of this solution with fractional powers of the operator $A$, and finish the paper with a short example.

2. Sectorial operators and sectorial functional calculus

Let $X$ be a Banach space over the field of complex numbers. We denote by $L(X)$ the set of all bounded linear operators from $X$ to $X$ and

$$\rho(A) := \{ \lambda \in \mathbb{C} \mid (\lambda - A) \text{ is bijective} \}$$

is the resolvent set of a closed linear operator $A$ in $X$, while $\sigma(A) := \mathbb{C} \setminus \rho(A)$ denotes its spectrum.

**Definition 2.1 (Sectorial operator).** Let $A$ be a linear operator in $X$. Then $A$ is called *sectorial* if $(-\infty, 0) \subseteq \rho(A)$ and

$$M := \sup_{\lambda > 0} \| (\lambda + A)^{-1} \| < \infty.$$ 

In general we neither require $0 \in \rho(A)$ nor $D(A) = X$. Note that $M \in [1, \infty)$, see e.g. [19, Corollary 1.1.4].

For $z \in \mathbb{C} \setminus (-\infty, 0]$ we define $\arg z$ to be the unique number in the interval $(-\pi, \pi)$ such that $z = |z| e^{i\arg z}$. For $\theta \in (0, \pi)$ we denote by

$$S_\theta := \{ z \in \mathbb{C} \setminus (-\infty, 0] \mid |\arg z| < \theta \}$$

the open sector with vertex 0 and opening angle $\theta$. Further we set $S_0 := (0, \infty)$.

Let $A$ be a sectorial operator. Then there exists $\theta \in [0, \pi)$ such that $\sigma(A) \subseteq \overline{S_\theta}$ and for all $\phi \in (\theta, \pi)$ there exists $\tilde{M}_\phi \geq 1$ such that

$$\sup_{z \in \mathbb{C} \setminus \overline{S_\phi}} \| z(z - A)^{-1} \| \leq \tilde{M}_\phi.$$
see e.g. [12] Proposition 1.2.1]. The infimum of all angles $\theta$ such that $\sigma(A) \subseteq \Sigma_\theta$ holds is called its \textit{angle of sectoriality} and denoted by $\omega$. By $\text{Sect}_\omega(X)$ we denote the set of all sectorial operators with angle of sectoriality $\omega$. Moreover, also $A + s$ is sectorial for all $s \geq 0$, and boundedly invertible for $s > 0$. Also, if $A$ is injective its inverse $A^{-1}$ is again a sectorial operator.

If $-A$ is the generator of a bounded $C_0$-semigroup $(e^{-tA})$ then $A$ is a sectorial operator with angle of sectoriality $\omega \leq \pi/2$. This follows from Laplace transform. Such semigroups are analytic on $S_{\pi/2 - \omega}$ if and only if the angle of sectoriality $\omega$ is strictly less than $\pi/2$.

Sectorial operators admit a powerful functional calculus, i.e., we can construct new linear operators by taking suitable holomorphic functions of a given sectorial operator. One may consult [12] and [13] for an introduction and terminology.

Let $G \subseteq \mathbb{C}$ be an open but possibly unbounded subset of the complex plane. By $\mathcal{H}(G)$ we shall denote the set of all holomorphic functions on $G$. We may turn them into a Fréchet space by equipping them with the topology of uniform convergence on compacts. For the calculus especially functions defined on a sector arbitrarily bigger than the one containing the spectrum of the considered operator $A$ will be important. Therefore we consider

$$
\mathcal{H}[S_\omega] := \bigcup_{\varphi > \omega} \mathcal{H}(S_\varphi)
$$

which may be interpreted as the inductive limit of the Fréchet spaces $\mathcal{H}(S_\varphi)$ for $\varphi > \omega$. By $\mathcal{H}^\infty(G)$ we denote the set of bounded holomorphic functions equipped with the norm topology. This is a Banach space which continuously embeds in $\mathcal{H}(G)$. Similar to above we shall consider $\mathcal{H}^\infty[S_\omega]$, the inductive limit of the Banach spaces $\mathcal{H}^\infty(S_\varphi)$ for $\varphi > \omega$. The set of \textit{elementary functions} $\mathcal{E}[S_\omega]$ consists of all $f \in \mathcal{H}^\infty[S_\omega]$ such that

$$
\exists \varphi > \omega \forall 0 \leq \alpha < \varphi : \int_0^\infty |f(se^{i\alpha})| \frac{ds}{s} < \infty. \quad (2.1)
$$

For $\omega \in [0, \pi)$, $A \in \text{Sect}_\omega(X)$ and $f \in \mathcal{E}[S_\omega]$ one can define $f(A) \in L(X)$ via

$$
f(A) := \frac{1}{2\pi i} \int_\gamma f(\lambda)(\lambda - A)^{-1} d\lambda, \quad (2.2)
$$

with $\gamma$ given by the boundary of a sector of angle $\varphi > \omega$ such that $f$ is defined on the path $\gamma$. A standard argument shows that the definition is independent of the particular choice of the angle $\varphi$. A sufficient criterion for $f \in \mathcal{E}[S_\omega]$ is that $f \in \mathcal{H}^\infty[S_\omega]$ and that $f$ has polynomial limit 0 at the origin and at infinity, i.e.,

$$
\exists C, \alpha > 0 : |f(z)| \leq C \cdot \min\{|z|^\alpha, |z|^{-\alpha}\} \text{ on some sector } S_\varphi, \varphi > \omega.
$$
So $f$ tends to 0 at the origin and at infinity with a polynomial rate (see also [12, p. 27 and Lemma 2.2.2.]). For such functions the integrability condition (2.1) is satisfied.

If the operator $A$ is not injective, one needs to extend the algebra $\mathcal{E}[S_\omega]$ to

$$\mathcal{E}^{\text{ext}}[S_\omega] := \mathcal{E}[S_\omega] \oplus \text{Lin}(z \mapsto (1 + z)^{-1}) \oplus \text{Lin}(z \mapsto 1).$$

For $f \in \mathcal{E}^{\text{ext}}[S_\omega]$ one has $f(z) = g(z) + c(1 + z)^{-1} + d$ with $g \in \mathcal{E}[S_\omega]$, $c, d \in \mathbb{C}$ and we extend Definition (2.2) to

$$f(A) := g(A) + c(1 + A)^{-1} + d \in L(X).$$

Similarly to the case of $\mathcal{E}[S_\omega]$ a sufficient condition for $f \in \mathcal{H}^\infty[S_\omega]$ to be in $\mathcal{E}^{\text{ext}}[S_\omega]$ is the existence of limits at 0 and at infinity which are approached at a certain polynomial rate.

A subset $\mathcal{N} \subseteq \mathcal{E}^{\text{ext}}[S_\omega]$ is said to be an anchor set ([13, p. 115]), if

$$\bigcap_{e \in \mathcal{N}} N(e(A)) = \{0\},$$

where $N(B)$ denotes the null space of an operator $B$. If it happens that $\mathcal{N} = \{e\}$ for some single $e \in \mathcal{E}^{\text{ext}}[S_\omega]$, we call this $e$ an anchor element. Anchor sets allow for a further extension of our calculus towards closed but in general unbounded operators. For this purpose we denote by $\mathcal{M}[S_\omega]$ the ‘germs’ of meromorphic functions on the sector $S_\omega$. For $f \in \mathcal{M}[S_\omega]$ we consider $\mathcal{N}_f := \{e \in \mathcal{E}^{\text{ext}}[S_\omega] \mid ef \in \mathcal{E}^{\text{ext}}[S_\omega]\}$ which is called the set of regularizers of $f$. If $\mathcal{N}_f$ is an anchor set we may define $f(A)$ by means of

$$x \in \mathcal{D}(f(A)) \text{ and } f(A)x := y :\iff \exists y \in X \forall e \in \mathcal{N}_f : e(A)y = (ef)(A)x$$

and the fact that this is well-defined follows from the property that $\mathcal{N}_f$ is an anchor set. Especially if $f$ has an injective regularizer $e$ this just means

$$f(A) = e(A)^{-1}(ef)(A).$$

In this situation $\mathcal{D}(e(A)^{-1}) \subseteq \mathcal{D}(f(A))$ by general functional calculus principles (see the Definition [13, p. 31] and [13, Theorem 7.5]). Let $\mathcal{M}_A :=$
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\{ f \in M[S_\omega] \mid N_f \text{ is an anchor set} \}. Note that for \( A, B \in \text{Sect}_\omega(X) \) and \( f \in E^\text{ext}[S_\omega] \), the bounded operators \( f(A) \) and \( f(B) \) can be defined (it just depends on the angle of sectoriality \( \omega \)) while \( f \in M_A \) does not necessarily imply \( f \in M_B \) and vice versa.

Before we come to examples we want to state the so-called composition rule:

**Theorem 2.1 (Composition rule, see [12, Theorem 2.4.2]).** Let \( \omega \in [0, \pi) \), \( A \in \text{Sect}_\omega(X) \), \( g \in M_A \) such that \( g(A) \in \text{Sect}_{\omega'}(X) \) for some \( \omega' \in [0, \pi) \) and for every \( \varphi' \in (\omega', \pi) \) there is \( \varphi \in (\omega, \pi) \) with the property that \( g(S_{\varphi'}) \subseteq S_{\varphi} \). Then

\[ \forall f \in M_{g(A)} : f \circ g \in M_A \text{ and } (f \circ g)(A) = f(g(A)). \]

**Example 2.1.** Let \( \omega \in [0, \pi/2) \) and \( A \in \text{Sect}_\omega(X) \). For \( z \in S_{\pi/2-\omega} \) choose \( \varphi \in (\omega, \pi/2) \) such that \( z \in S_{\pi/2-\varphi} \) and consider the function \([S_{\omega} \ni \lambda \mapsto e^{-z\lambda}] \in M_A \). It holds that

\[ \lambda \mapsto e^{-z\lambda} \](A) = e^{-zA}, \]

where on the right hand side we have an operator of the holomorphic semigroup operator generated by \(-A\).

Since \( zA \) is still sectorial we further can consider its functional calculus and it holds that

\[ \lambda \mapsto e^{-\lambda} \](zA) = \[ \lambda \mapsto e^{-z\lambda} \](A) \]

which is an instance of the composition rule.

**Example 2.2.** Let \( \omega \in [0, \pi) \) and \( A \in \text{Sect}_\omega(X) \). Then for all \( \alpha \in C_{\text{Re}>0} \) define

\[ C \setminus (\infty, 0] \ni z \mapsto z^\alpha := e^{\alpha \ln(z)} \]

with \([z \mapsto \ln z] \) being the inverse of the biholomorphic function \([z \mapsto e^z] \) restricted to the strip \( \{z \in C \mid |\text{Im}(z)| < \pi \} \). Note that the function \([z \mapsto z^\alpha] \) allows for a continuous extension to \( z = 0 \) by setting \( 0^\alpha := 0 \). We have \([\lambda \mapsto \lambda^\alpha] \in M_A \) and set

\[ A^\alpha := [\lambda \mapsto \lambda^\alpha](A). \]

If \( A \) is further injective this can be generalised to arbitrary \( \alpha \in C \) and it holds that

\[ A^{-\alpha} = \left(A^{-1}\right)^\alpha = (A^\alpha)^{-1}. \]
The composition rule can be combined with the fact that for $A \in \text{Sect}_\omega(X)$ and $\alpha \in [0, \pi/\omega)$ we have $A^\alpha \in \text{Sect}_\omega(X)$ (see [12 Proposition 3.1.2]). Therefore, 
\[
\left\{ \lambda \mapsto e^{-z\lambda} \right\} \in \mathcal{M}_{\sqrt{\mathcal{A}}} \quad \left( z \in S_{\frac{\pi}{2} - \varphi}, \frac{\omega}{2} < \varphi < \frac{\pi}{2} \right).
\]
The semigroup $\left( e^{-z\sqrt{\mathcal{A}}} \right)$ is holomorphic and strongly continuous on $\overline{\mathcal{D}(\mathcal{A})}$.

It follows that $\mathcal{D}(A^\infty) := \bigcap_{k \in \mathbb{N}} \mathcal{D}(A^k)$ is dense in $\overline{\mathcal{D}(\mathcal{A})}$ (which is $X$ if we assume $A$ to be densely defined). We equip $\mathcal{D}(A^\infty)$ with a family $\{\|\cdot\|_k\}_{k \in \mathbb{N}}$ of seminorms given by $\|x\|_k := \|A^kx\|$ such that $\mathcal{D}(A^\infty)$ becomes a Fréchet space.

**Lemma 2.1.** Let $\omega \in [0, \pi)$ and $A \in \text{Sect}_\omega(X)$. Further let $s \geq 0$ and $\delta \in (0, (\pi - \omega)/2)$. Then there exists $\kappa > 0$ such that for all $k \in \mathbb{N}_0$ there exists $C > 0$ with the property that 
\[
\forall z \in S_\delta : \left\| \left( \sqrt{A + s} \right)^k e^{-z\sqrt{A + s}} \right\| \leq C \left( 1 + |z|^{-k} \right) (1 + \kappa \sqrt{s})^k e^{-\kappa \Re z\sqrt{s}}.
\]

**Proof.** Since $A \in \text{Sect}_\omega(X)$, we have $A + s \in \text{Sect}_\omega(X)$ for every $s \geq 0$ and hence $\sqrt{A + s} \in \text{Sect}_{\omega/2}(X)$ by the composition rule. Therefore, $-\sqrt{A + s}$ generates a bounded analytic semigroup in $S_{(\pi - \omega)/2}$. Now let $\lambda \in s + S_\omega$ for some $s \geq 0$. We distinguish two cases. Assume first $\omega \in (\pi/2, \pi)$. Then 
\[
\Re \left( \lambda^{\frac{1}{2}} \right) = |\lambda|^{\frac{1}{2}} \cos \left( \frac{\arg(\lambda)}{2} \right) \geq |\lambda|^{\frac{1}{2}} \cos \left( \frac{\omega}{2} \right)
\]
\[
\geq (s \cdot \sin(\omega))^{\frac{1}{2}} \cos \left( \frac{\omega}{2} \right) = s^{\frac{1}{2}} \sin(\omega)^{\frac{1}{2}} \cos \left( \frac{\omega}{2} \right).
\]
In the considered case set $c := \sqrt{\sin(\omega) \cos(\omega/2)}$.

In case one has $\omega \in [0, \pi/2]$ the estimates become 
\[
|\lambda|^{\frac{1}{2}} \cos \left( \frac{\omega}{2} \right) \geq s^{\frac{1}{2}} \cos \left( \frac{\omega}{2} \right)
\]
with $c := \cos(\omega/2)$ in this case. In both cases one has $c > 0$. Let $f : \mathbb{C} \setminus (-\infty, 0) \to \mathbb{C}$ be defined by $f(z) := \sqrt{z}$. Since $s + S_\omega \subseteq S_\omega$ we obtain $f(s + S_\omega) \subseteq S_{\omega/2}$. This together with the above inequality implies 
\[
f(s + S_\omega) \subseteq S_{\omega/2} \cap \mathbb{C}_{\Re > c\sqrt{\mathcal{A}}}.
\]
Choose $\kappa := c/2$, $\phi := \arctan(2 \cdot \tan(\omega/2))$. Then $f(s + S_\omega) \subseteq \kappa \sqrt{s} + S_\phi$.

Applying the spectral mapping theorem [12 Theorem 2.7.8] we conclude that $\sigma \left( \sqrt{A + s} \right) \subseteq \kappa \sqrt{s} + S_\phi$. Using [18 Prop. 2.1.1] (which also holds for $z \in S_\delta$) it follows that for every $f \in \mathbb{N}_0$ there is $M_f > 0$ such that
This inequality with the aid of the binomial theorem finally results in
\[ \left\| z^l \left( \sqrt{A + s} - \kappa \sqrt{s} \right)^l e^{-z\sqrt{A+s}} \right\| \leq M_l e^{-\kappa \text{Re}(z)\sqrt{s}}. \]

with \( C \) defined as above.

3. Important holomorphic functions

Two functions which will play an important role in what comes are the modified Bessel functions \( I_\alpha \) for \( \alpha \in \mathbb{C} \) and \( K_\alpha \) for \( \alpha \in \mathbb{C} \) with \( \text{Re} \alpha \notin \mathbb{Z} \), both defined on \( \mathbb{C} \setminus (-\infty, 0] \) by
\[
I_\alpha(z) := \frac{z^\alpha}{2} \sum_{k=0}^{\infty} \frac{z^{2k}}{4^k \cdot k! \cdot \Gamma(\alpha + k + 1)},
\]
\[
K_\alpha(z) := \frac{\pi}{2 \sin(\alpha \pi)} \left( I_{-\alpha}(z) - I_\alpha(z) \right),
\]
where \( \Gamma \) is the Gamma-function.

**Definition 3.1.** Let \( \alpha \in \mathbb{C} \setminus (-1, 1) \setminus i\mathbb{R} \), \( \omega \in [0, \pi/2) \), \( z \in S_{\pi/2-\omega} \) and \( \delta \in (0, \pi/2 - \omega - |\arg z|) \). Define the function \( u_z : S_{\omega+\delta} \to \mathbb{C} \) by
\[
u_z(z) := \begin{cases} 
\frac{1}{2^{\omega-1} \Gamma(\alpha)} (\lambda z)^\alpha K_\alpha(\lambda z), & \text{Re} \alpha > 0, \\
\frac{1}{2^\alpha \Gamma(-\alpha)} (\lambda z)^{-\alpha} K_{-\alpha}(\lambda z), & \text{Re} \alpha < 0.
\end{cases}
\]
Note that we are actually interested in $\alpha \in \mathbb{C}$ such that $\text{Re} \alpha \in (0,1)$ but extending the definition to $\alpha$ such that $\text{Re} \alpha \in (-1,0)$ will be useful. Further, note that if a statement on $u_z(\lambda)$ is true for $\text{Re} \alpha \in (0,1)$, it automatically holds also for the case $\text{Re} \alpha \in (-1,0)$ if one replaces every $\alpha$ appearing in a statement by $-\alpha$. In the following lemma we will prove some properties of $u_z$.

**Lemma 3.1.** Let $\alpha \in \mathbb{C}_{0<\text{Re}<1}$, $\omega \in [0, \pi/2)$, $z \in S_{\pi/2-\omega}$ and $\delta \in (0, \pi/2 - \omega - |\arg z|)$. Then

(a) We have $u_z \in \mathcal{H}(S_{\omega+\delta})$. In particular, $u_z \in \mathcal{H}[S_{\omega}]$.
(b) We have

$$u_z(\lambda) - 1 = O(\lambda^{2\alpha}) \quad \text{as} \quad \lambda \to 0 \quad \text{in} \quad S_{\omega+\delta},$$

i.e., $u_z$ has polynomial limit 1 at $\lambda = 0$.
(c) For $\lambda \in S_{\omega}$ we have $|z \mapsto u_z(\lambda)| \in \mathcal{H}(S_{\pi/2-\omega})$ and

$$\lim_{z \to 0, z \in S_{\pi/2-\omega}} u_z(\lambda) = 1.$$

(d) It holds that

$$\lim_{z \to 0, z \in S_{\pi/2-\omega}} -z^{1-2\alpha} \frac{d}{dz} u_z(\lambda) = c_{\alpha} \lambda^{2\alpha} \quad \text{with} \quad c_{\alpha} = \frac{\Gamma(1-\alpha)}{2^{2\alpha-1} \Gamma(\alpha)}.$$

(e) For $z \in S_{\pi/2-\omega}$ and $\lambda \in S_{\omega+\delta}$ we have

$$u_z(\lambda) = \frac{z^{2\alpha}}{2 \cdot \Gamma(2\alpha)} \int_0^\infty s^{\alpha-\frac{1}{2}} e^{-\sqrt{\lambda^2 + s}} (\lambda^2 + s)^{-\frac{1}{2}} ds. \quad (3.2)$$

(f) For $z \in S_{\pi/2-\omega}$ there exist $C_1, C_2 > 0$ such that for all $\lambda \in S_{\omega+\delta}$ we have

$$|u_z(\lambda)| \leq C_1 e^{-C_2|\lambda|}.$$

If further, for some $0 < \varepsilon < \pi/2 - \omega$ and $R > 0$, one has $z \in S_{\varepsilon}$, $|z| < R$ one can choose $\delta$ and $C_3$ uniformly such that $|u_z(\lambda)| \leq C_3$.

(g) We have $u_z \in \mathcal{H}^\infty[S_{\omega}]$.
(h) We have $u_z \in \mathcal{E}^{\text{ext}}[S_{\omega}]$.

**Proof.** (a) Note that $[\lambda \mapsto \lambda z] \in \mathcal{H}(S_{\omega+\delta})$, and its range is contained in $S_{\pi/2} \subseteq \mathbb{C} \setminus (-\infty, 0]$ on which the function $z \mapsto z^\alpha K_\alpha(z)$ is holomorphic.

(b) We have the representations

$$u_z(\lambda) = \frac{\Gamma(1-\alpha)}{2^{\alpha}} \sum_{k=0}^{\infty} \frac{1}{4^k \cdot k!} \left( \frac{(\lambda z)^{2k}}{2^{-\alpha} \Gamma(-\alpha + k + 1)} - \frac{(\lambda z)^{2k+2\alpha}}{2^{\alpha} \Gamma(\alpha + k + 1)} \right)$$
for $\Re \alpha > 0$ and
\[
 u_z(\lambda) = \frac{\Gamma(1 + \alpha)}{2 - \alpha} \sum_{k=0}^{\infty} \frac{1}{4^k k!} \left( \frac{(\lambda z)^{2k}}{2^\alpha \Gamma(\alpha + k + 1)} - \frac{(\lambda z)^{2k - 2\alpha}}{2^{1-\alpha} \Gamma(-\alpha + k + 1)} \right)
\]
for $\Re \alpha < 0$. Note that we used Euler’s formula of complements $\frac{\pi}{\sin(\alpha \pi)} = \Gamma(\alpha) \cdot \Gamma(1 - \alpha)$, see [1, §5.5.3], for the prefactors. Hence, for $0 < \Re \alpha < 1$, we obtain
\[
 u_z(\lambda) = 1 - \frac{\Gamma(1 - \alpha)}{2^{2\alpha} \Gamma(1 + \alpha)} (\lambda z)^{2\alpha} + \mathcal{O}((\lambda z)^2)
\]
(3.3)
while $-1 < \Re \alpha < 0$ will result in
\[
 u_z(\lambda) = 1 + \frac{\Gamma(1 + \alpha)}{2^{-2\alpha} \Gamma(1 - \alpha)} (\lambda z)^{-2\alpha} + \mathcal{O}((\lambda z)^2).
\]
(3.4)
(c) The holomorphic function $|z| \mapsto \lambda z$ has its range contained in $S_{\pi/2}$. Now the same argument as in the proof of (a) applies. The statement about $\Gamma(\frac{\lambda z}{2})$ has its range contained in $S_{\pi/2}$.

(d) Note that by [1, §10.29.4] we have
\[
 \frac{1}{2\pi} \int_{\gamma} e^{-\alpha \pi s} z^s K_\alpha(z) = e^{(\alpha - 1) \pi i} z^{\alpha - 1} K_{\alpha - 1}(z).
\]

Let us label $u_z$ with the used parameter $\alpha$ for this point and write $u_{z,\alpha}$. Then we get
\[
 -z^{1 - 2\alpha} \frac{d}{dz} u_{z,\alpha}(\lambda) = c_\alpha \lambda^{2\alpha} u_{z,\alpha - 1}(\lambda) \to c_\alpha \lambda^{2\alpha}
\]
as $z \to 0$ in $S_{\pi/2 - \omega}$ by [11].

(e) The integral representation follows from [1, §10.32.8] and the substitution $s := t^2 - 1$ together with the Legendre duplication formula [1, §5.5.5] for the prefactors. The fact that it also works for $\lambda = 0$ follows from a direct calculation.

(f) Note that
\[
 |z^\alpha| \leq \frac{\Re \alpha}{\Re \alpha} \cdot e^{\Im \alpha |\pi|}, \quad |z^\alpha| = |z|^\alpha \quad (\alpha \in \mathbb{R}), \quad |z^\alpha| = z^{\Re \alpha} \quad (z \in \mathbb{R}),
\]
\[
 |z + w| \geq (|z| + |w|) \cdot \cos \left( \frac{\arg z + \arg w}{2} \right) \quad (|\arg z| + |\arg w| < \pi).
\]
Hence, starting from the integral representation (2.2) of $u_z$ we estimate
\[
 |u_z(\lambda)| \leq \frac{|z|^{2\Re \alpha} \cdot e^{\Im \alpha |\pi|}}{2 \Gamma(2\alpha)} \int_0^\infty \frac{s^{\Re \alpha - \frac{1}{4}} e^{-\frac{1}{4} |z|\sqrt{|\lambda^2 + s|} \cos(\omega + \delta + \arg z)}}{\sqrt{|\lambda^2 + s|}} ds.
\]
Now make use of $|\lambda^2 + s| \geq (|\lambda|^2 + s) \cos(\omega + \delta) \geq s \cos(\omega + \delta)$ and note
\[
 \sqrt{x^2 + y^2} \geq 2^{-1/2} (x + y) \quad (x, y \geq 0)
\]
to further estimate
\[ |u_z(\lambda)| \leq \frac{|z|^{2 \Re \alpha} e^{\lim_\alpha |\pi|}}{\sqrt{2 |\Gamma(2\alpha)|} \sqrt{\cos(\omega + \delta)}} \int_0^\infty s^{\Re \alpha - 1} e^{-\frac{|s|^2}{2}((\lambda|+\sqrt{s})\cos(\omega+\delta+\arg z)+\sqrt{\cos(\omega+\delta)})} ds, \]

which yields the first part of the claim. For the second part choose \( \delta \in (0, \pi/2 - \omega - \epsilon) \) and substitute \( t := |z|^2 s \) to get

\[ |u_z(\lambda)| \leq \frac{e^{\lim_\alpha |\pi|}}{\sqrt{2 |\Gamma(2\alpha)|} \sqrt{\cos(\omega + \delta)}} \int_0^\infty s^{\Re \alpha - 1} e^{-\frac{s^2}{2} \cos(\omega+\delta+\epsilon) \cos(\omega+\delta)} ds, \]

\( (g) \) This is a consequence of \( [a] \) and \( [f] \).

\( (h) \) Consider the function \( \lambda \mapsto u_z(\lambda) = (1 + \lambda^2)^{-1} \). By \( [f] \) it has polynomial limit 0 at infinity and by \( [b] \) the same holds at the origin. \( \square \)

We will now define two more families of functions which will play an important role later on.

**Definition 3.2.** Let \( \alpha \in C_{0 < \Re < 1}, \omega \in [0, \pi/2], z \in S_{\pi/2-\omega} \) and \( \delta \in (0, \pi/2 - \omega - |\arg z|) \). Define the functions \( v_z \) and \( w_z \) on \( S_{\omega+\delta} \) by

\[ v_z(\lambda) := \frac{\Gamma(1 - \alpha)}{2^\alpha} (\lambda z)^\alpha I_{\alpha}(\lambda z), \]
\[ w_z(\lambda) := \frac{\Gamma(\alpha)}{2^{1-\alpha}} (\lambda^{-1} z)^\alpha I_{\alpha}(\lambda z). \]

(3.5)

Similarly to Lemma 3.1 we find properties of \( v_z \) and \( w_z \).

**Lemma 3.2.** Let \( \alpha \in C_{0 < \Re < 1}, \omega \in [0, \pi/2], z \in S_{\pi/2-\omega} \) and \( \delta \in (0, \pi/2 - \omega - |\arg z|) \).

(a) We have \( v_z, w_z \in \mathcal{H}(S_{\omega+\delta}) \). In particular, \( v_z, w_z \in \mathcal{H}[S_{\omega}] \).

(b) \( v_z(\lambda) - 1 = O(\lambda) \) and \( w_z(\lambda) - \frac{e^{2\alpha}}{2^\alpha} = O(\lambda) \) as \( \lambda \to 0 \) in \( S_{\omega+\delta} \), i.e., both functions have polynomial limits at \( \lambda = 0 \).

(c) For \( \lambda \in S_{\omega} \) we have \([z \mapsto v_z(\lambda)], [z \mapsto w_z(\lambda)] \in \mathcal{H}(S_{\pi/2-\omega})\). Moreover, we have

\[ \lim_{z \to 0, z \in S_{\pi/2-\omega}} v_z(\lambda) = 1, \lim_{z \to 0, z \in S_{\pi/2-\omega}} -z^{1-2\alpha} \frac{d}{dz} v_z(\lambda) = 0 \]

and

\[ \lim_{z \to 0, z \in S_{\pi/2-\omega}} w_z(\lambda) = 0, \lim_{z \to 0, z \in S_{\pi/2-\omega}} z^{1-2\alpha} \frac{d}{dz} w_z(\lambda) = 1. \]
(d) For $c \in \mathbb{R}$ we have
\[ e^{-\lambda c}v_z(\lambda) = O\left(\lambda^{\alpha - \frac{1}{2}}e^{-\lambda(c-z)}\right), \]
\[ e^{-\lambda c}w_z(\lambda) = O\left(\lambda^{-\alpha + \frac{1}{2}}e^{-\lambda(c-z)}\right), \]
as $|\lambda| \to \infty$ in $S_{\omega+\delta}$. In particular, we obtain $[\lambda \mapsto e^{-\lambda c}v_z(\lambda)], [\lambda \mapsto e^{-\lambda c}w_z(\lambda)] \in \mathcal{E}^{\text{ext}}[S_{\omega}]$ if $c > \Re z \cdot (1 + \tan(|\arg z|) \cdot \tan(\omega + \delta))$.

(e) For $A \in \text{Sect}_{\omega}(X)$ we have
\[ v_z, w_z \in \mathcal{M}_A. \]

**Proof.** (a) By definition we have
\[ v_z(\lambda) = \Gamma(1 - \alpha) \sum_{k=0}^{\infty} \frac{z^{2k} \lambda^{2k}}{4^k \cdot k! \cdot \Gamma(-\alpha + k + 1)}, \]
and
\[ w_z(\lambda) = \frac{\Gamma(\alpha)}{2} z^{2\alpha} \sum_{k=0}^{\infty} \frac{z^{2k} \lambda^{2k}}{4^k \cdot k! \cdot \Gamma(\alpha + k + 1)}. \]
Hence both functions are entire. In particular, they are holomorphic on every sector.

(b) This follows directly from the representations given in the proof of (a).

(c) Exploiting the expansions (3.6) and (3.7), we find
\[ v_z(\lambda) = 1 + O(z^2) \quad \text{and} \quad w_z(\lambda) = \frac{z^{2\alpha}}{2\alpha} + O(z^{2\alpha+2}), \]
and the statement follows.

(d) This follows from the asymptotic behaviour of $I_\alpha$, namely (see [1, \S 2.1(iii), \S 10.40(i)])
\[ \forall \varepsilon \in \left(0, \frac{\pi}{2}\right) \exists C, R > 0 \forall z \in S_{\frac{\pi}{4} - \varepsilon}, |z| > R : \left| I_\alpha(z) - \frac{e^z}{\sqrt{2\pi z}} \right| \leq \frac{C}{|z|}, \]
i.e., $I_\alpha - (2\pi z)^{-1/2} e^z = O(z^{-1})$ as $|z| \to \infty$ for a given fixed sector in the right halfplane. So one has (with $C > 0$ just depending on $\alpha$ and $z$):
\[ e^{-\lambda c}v_z(\lambda) = C\lambda^\alpha e^{-\lambda c}I_{-\alpha}(\lambda z) \sim C\lambda^\alpha e^{-\lambda c} \frac{e^{\lambda z}}{\sqrt{2\pi \lambda z}}, \]
and similar for $w_z$ where we just have to replace $\lambda^\alpha$ by $\lambda^{-\alpha}$. It remains to estimate
\[ \Re(z\lambda) \leq \Re z \Re \lambda + |\Im z| |\Im \lambda| \leq \Re z \Re \lambda (1 + \tan(|\arg z|) \cdot \tan(\omega + \delta)). \]
Therefore, for $c > \Re z (1 + \tan(|\arg z|) \cdot \tan(\omega + \delta))$,
\[ \left| \lambda^\alpha e^{-\lambda c} \frac{e^{\lambda z}}{\sqrt{2\pi \lambda z}} \right| \leq e^{\Re \alpha \Im \lambda} |\lambda| \frac{e^{\Re(\lambda z - \lambda c)}}{\sqrt{2\pi |\lambda z|}}, \]
which vanishes at infinity at an exponential rate.

(c) We have $[\lambda \mapsto e^{-\lambda c}] \in \mathcal{E}^{\text{ext}}[S_\omega]$, $e^{-cA}$ is injective by [18] Corollary 2.1.7 and for $c > \Re z(1 + \tan(\omega + \delta) \cdot \tan(|\arg z|))$ it holds that $[\lambda \mapsto e^{-\lambda c}v_z(\lambda)] \in \mathcal{E}^{\text{ext}}[S_\omega]$ by (b) and (d) and the fact that polynomial limits at 0 and at infinity suffice for a bounded function to be in $\mathcal{E}^{\text{ext}}[S_\omega]$. \hfill $\square$

In general the operators $v_z(A)$ and $w_z(A)$ will be unbounded. The following lemma will help to understand their domains.

**Lemma 3.3.** Let $\alpha \in \mathbb{C}_{0 < \Re < 1}$, $\omega \in [0, \pi/2)$, $s \in (0, \infty)$, $\delta \in (0, \pi/2 - \omega)$ and $c > s$. Define $f_{1,s} : S_{\omega+\delta} \to \mathbb{C}$ and $f_{2,s} : S_{\omega+\delta} \to \mathbb{C}$ by

$$f_{1,s}(\lambda) := v_s(\lambda) - \frac{\Gamma(1 - \alpha)s^{\alpha - \frac{1}{2}}}{2^\alpha \sqrt{2\pi}} \left(1 - e^{-c\lambda}\right) \lambda^{\alpha - \frac{1}{2}} e^{s\lambda},$$

$$f_{2,s}(\lambda) := w_s(\lambda) - \frac{\Gamma(\alpha)s^{\alpha - \frac{1}{2}}}{2^{1-\alpha} \sqrt{2\pi}} \left(1 - e^{-c\lambda}\right)^2 \lambda^{\alpha - \frac{1}{2}} e^{s\lambda}.$$

Then $f_{1,s}, f_{2,s} \in \mathcal{E}^{\text{ext}}[S_\omega]$.

**Proof.** We only prove the statement for $f_{1,s}$. The proof for $f_{2,s}$ is similar. By the asymptotics of $I_\alpha$ we may choose $C, R > 0$ such that

$$\forall z \in S_{\omega+\delta}, |z| > R : \left|I_{1-\alpha}(z) - \frac{e^z}{\sqrt{2\pi z}}\right| \leq \frac{C}{|z|}.$$

It follows that for $\lambda \in S_{\omega+\delta}, |\lambda| > R/s$ we get

$$|f_{1,s}(\lambda)| \leq \frac{\Gamma(1 - \alpha)|s|^{\Re \alpha} e^{\Im \alpha |\pi|}}{(\Re \alpha)^{\Re \alpha} e^{\Im \alpha |\pi|}} \left(\frac{C}{s|\lambda|} + \frac{e^{-(c-s)\Re \lambda}}{\sqrt{2\pi |\lambda| s}}\right). \hspace{1cm} (3.8)$$

So $f_{1,s}$ has polynomial limit 0 at infinity. As for the origin we already know by Lemma 3.2 that $v_s$ has polynomial limit 1 while for the other term one finds

$$\left|\frac{\Gamma(1 - \alpha)s^{\alpha - \frac{1}{2}}}{2^\alpha \sqrt{2\pi}} \left(1 - e^{-c\lambda}\right) \lambda^{\alpha - \frac{1}{2}} e^{s\lambda}\right|$$

$$\leq \frac{\Gamma(1 - \alpha)|s|^{\Re \alpha - \frac{1}{2}}}{2^{\Re \alpha} \sqrt{2\pi}} c|\lambda|^{\Re \alpha + \frac{1}{2}} e^{\Im \alpha |\pi|} e^{s\Re \lambda}$$

as $\lambda \to 0$ in $S_{\omega+\delta}$. This finishes the proof. \hfill $\square$
4. Existence of a bounded continuous solution

Throughout this section $A$ is assumed to be a general sectorial operator with angle of sectoriality $\omega \in [0, \pi)$ in the Banach space $X$ and $\alpha \in \mathbb{C}_{0<\text{Re}<1}$.

We formally consider the initial value problem

$$
\begin{align*}
\frac{d^2}{dt^2} u(t) + \frac{1-2\alpha}{t} u(t) &= Au(t) \quad (t > 0) \\
u(0) &= x
\end{align*}
$$

(4.1)

with initial datum $x \in X$.

**Definition 4.1.** A solution of (4.1) is a function $u \in C^b([0, \infty); X)$ such that $u(0) = x$, $u(t) \in D(A)$ for $t > 0$, $Au \in L^1_{\text{loc}}((0, \infty); X)$ and (4.1) is satisfied in the sense of distributions, i.e., for all $\phi \in C^\infty_c((0, \infty))$ we have

$$
\int_{(0, \infty)} \left( u(t)\phi''(t) - u(t)\frac{d}{dt}\frac{1-2\alpha}{t} \phi(t) \right) dt = \int_{(0, \infty)} Au(t)\phi(t) dt.
$$

**Remark 4.1.** The ODE (4.1) may be rewritten as

$$
\frac{d}{dt} t^{1-2\alpha} u'(t) = t^{1-2\alpha} Au(t).
$$

Hence, for a solution $u$ we get that $u \in C^1((0, \infty); X) \cap W^{2,1}_{\text{loc}}((0, \infty); X)$.

Equation (4.1) is nothing but a slightly different version of the modified Bessel equation. Namely, given a solution $v$ to the modified Bessel equation

$$
t^2 v''(t) + tv'(t) - (t^2 + \alpha^2)v(t) = 0
$$

one obtains a solution to (4.1) by considering the function $u$ defined by

$$
u(t) := \left( \sqrt{\lambda t} \right)^\alpha v\left( \sqrt{\lambda t} \right),
$$

where $\lambda \in \mathbb{C} \setminus (-\infty, 0]$ is a one-dimensional version of our sectorial operator $A$.

**Remark 4.2.** It was first noticed in [15] that this connection can be used to state an explicit formula for the solution which was further generalised with respect to the space and the assumptions on the operator $A$ under consideration in [15].

**Definition 4.2.** For $z \in S_{(\pi-\omega)/2}$ we define

$$
U(z) := \frac{z^{2\alpha}}{2 \cdot \Gamma(2\alpha)} \int_0^\infty s^{\alpha-\frac{1}{2}} e^{-z\sqrt{A+s}} (A+s)^{-\frac{1}{2}} ds.
$$

(4.2)
Lemma 4.1. The Bochner-integral in (4.2) is convergent in $L(X)$. Further $U$ is uniformly bounded on every proper subsector $S_{\delta} \subseteq S_{(\pi-\omega)/2}$. Finally let $k \in \mathbb{N}_0$. Then $A^k U \in \mathcal{H}(S_{(\pi-\omega)/2}; L(X))$.

Proof. Using Lemma 2.1 we can estimate for $z \in S_{\delta}
\int_0^\infty \left\| s^{\alpha - \frac{1}{2}} e^{-z \sqrt{A+s}} (A+s)^{-\frac{1}{2}} \right\| ds \leq C \cdot M \int_0^\infty s^{\Re \alpha - 1} e^{-\kappa \Re z \sqrt{\tau}} ds < \infty,
for some constants $C > 0$ depending on $S_{\delta} \subseteq S_{(\pi-\omega)/2}$, $\kappa > 0$ depending on $\omega$ and $M \geq 1$ which is the non-negativity constant of the sectorial operator $\sqrt{A}$. Hence, the integral converges in $L(X)$. For the boundedness we estimate
\[ \| U(z) \| \leq \frac{C \cdot M \cdot |z|^{2 \Re \alpha} e^{\Im \alpha |\pi|}}{2 \cdot |\Gamma(2\alpha)|} \int_0^\infty t^{\Re \alpha - 1} e^{-\kappa \Re z \sqrt{\tau}} dt \]
\[ = \frac{C \cdot M \cdot |z|^{2 \Re \alpha} e^{\Im \alpha |\pi|}}{2 \cdot |\Gamma(2\alpha)|} \int_0^\infty t^{\Re \alpha - 1} e^{-\kappa \sqrt{\tau}} dt, \]
where we used the substitution $t := (\Re z)^2 s$ and the inequality $\Re z \geq |z| \cos(\delta)$. Further, for $n, k \in \mathbb{N}_0$ we calculate
\[ \frac{d^n}{dz^n} A^k e^{-z \sqrt{A+s}} = (-1)^n A^k (A+s)^{\frac{n}{2}} e^{-z \sqrt{A+s}} \]
\[ = (-1)^n \sum_{l=0}^k \binom{k}{l} (-s)^{k-l} (A+s)^{l+\frac{n}{2}} e^{-z \sqrt{A+s}}, \]
which yields holomorphy of the integral by applying again Lemma 2.1 to every single summand in the above sum and combining it with Hille's theorem and differentiation under the integral sign. Concerning the prefactor $z^{2\alpha}$ one just has to note that it is smooth on $S_{(\pi-\omega)/2}$. \qed

In general, unless $A$ is bounded, the function $U$ lacks continuity at $z = 0$ in the norm-topology of $L(X)$. One has strong continuity though. In order to see this we start with a lemma which tells us that we already encountered the function $U$. 

Lemma 4.2. Let $\omega \in [0, \pi)$ and $A \in \text{Sect}_\omega(X)$. Then
\[ U(z) = u_z(\sqrt{A}) \]
for $z \in S(\pi - \omega)/2$, where $u_z$ is the function defined in (3.1).

Proof. We have $\sqrt{A} \in \text{Sect}_\omega/2(X)$. Moreover, Lemma 3.1 states that we have $u_z \in \mathcal{E}^{\text{ext}}[S_{\omega/2}]$. By the composition rule in Theorem 2.1 we have $[\lambda \mapsto u_z(\sqrt{A})] \in \mathcal{E}^{\text{ext}}[S_{\omega}]$ and $[\lambda \mapsto u_z(\sqrt{A}) - \frac{1}{1+\lambda}] \in \mathcal{E}[S_{\omega}]$ and analogously for $s > 0$ and $z \in S(\pi - \omega)/2$ it holds that $[\lambda \mapsto \frac{e^{-z\sqrt{\lambda+s}}}{\sqrt{\lambda+s}}] \in \mathcal{E}^{\text{ext}}[S_{\omega}]$, and $[\lambda \mapsto \frac{e^{-z\sqrt{\lambda+s}}}{\sqrt{\lambda+s}} - \frac{e^{-z\sqrt{s}}}{(1+\lambda)\sqrt{s}}] \in \mathcal{E}[S_{\omega}]$. With $\gamma$ as the boundary of a suitable sector of angle $\varphi > \omega$ (see (2.2)), we calculate
\[ u_z(\sqrt{A}) = \frac{1}{2\pi i} \int_\gamma \left( u_z(\sqrt{A}) - \frac{1}{1+\lambda} \right) (\lambda - A)^{-1} d\lambda + (1 + A)^{-1} \]
\[ = \frac{1}{2\pi i} \int_\gamma \left( z^{2\alpha} \int_0^\infty s^{\alpha - \frac{3}{2}} \left( \frac{e^{-z\sqrt{\lambda+s}}}{\sqrt{\lambda+s}} - \frac{e^{-z\sqrt{s}}}{(1+\lambda)\sqrt{s}} \right) d\lambda \right) (\lambda - A)^{-1} d\lambda \]
\[ + (1 + A)^{-1} \]
\[ = \frac{z^{2\alpha}}{2\Gamma(2\alpha)} \int_0^\infty s^{\alpha - \frac{1}{2}} \left( e^{-z\sqrt{\lambda+s}}(A + s)^{-1/2} - (1 + A)^{-1} \frac{e^{-z\sqrt{s}}}{\sqrt{s}} \right) d\lambda \]
\[ + (1 + A)^{-1} = U(z). \]

We can now prove the claimed strong continuity. More precisely, we are going to show that $U$ is strongly continuous on $\overline{\mathcal{D}(A)}$.

Lemma 4.3. Let $\omega \in [0, \pi)$, $A \in \text{Sect}_\omega(X)$, $\delta \in [0, (\pi - \omega)/2)$ and $x \in X$. Then
\[ x \in \overline{\mathcal{D}(A)} \iff \lim_{z \rightarrow 0} U(z)x = x. \]

Proof. Let $U(z)x \rightarrow x$. By Lemma 4.1 we have $U(z)x \in \mathcal{D}(A^\infty)$ and therefore $x \in \overline{\mathcal{D}(A)}$.

Conversely, for $z \in S_\delta$ we consider the function $f_z : S_{\pi - 2\delta} \rightarrow \mathbb{C}$ defined by

[... ]
\[ f_z(\lambda) := \frac{u_z(\sqrt{\lambda}) - 1}{(1 + \lambda)} = \lambda^\alpha \frac{u_z(\sqrt{\lambda}) - 1}{(z\lambda)^\alpha} = \frac{\lambda^\alpha}{1 + \lambda}. \]

The expansion (3.3) yields
\[ \frac{u_z(\sqrt{\lambda}) - 1}{(z\lambda)^\alpha} \to c\alpha z^\alpha \]
as \( \lambda \to 0 \) in \( S_{\pi - 2\delta} \). Hence this part is bounded on the entire sector \( S_{\pi - 2\delta} \). It follows that the net \( (f_z), z \in S_\delta, |z| < 1 \) is in \( \mathcal{E}[S_\omega] \) and for all \( \varphi \in [0, \pi - 2\delta) \) one has
\[ \int_0^\infty \left| \frac{f_z(se^{i\varphi})}{s} \right| ds \leq C |z|^{\Re \alpha} \int_0^\infty \frac{s^{\Re \alpha}}{|1 + se^{i\varphi}|} ds, \]
where \( C > 0 \) is independent of \( z \). Hence,
\[ \lim_{z \to 0} \int_0^\infty \left| \frac{f_z(se^{i\varphi})}{s} \right| ds = 0, \]
and therefore, using that
\[ \|f_z(A)\| \leq \frac{M}{2\pi} \int_0^\infty \left| \frac{f_z(se^{i\varphi})}{s} \right| ds, \]
where \( M \geq 1 \) is the non-negativity constant of \( A \), it follows that
\[ f_z(A) = (U(z) - 1)(1 + A)^{-1} \to 0 \]
in \( L(X) \) as \( z \to 0 \) in \( S_\delta \) which shows
\[ \lim_{z \to 0} U(z)x = x \]
for \( x \in \mathcal{D}(A) \). The final claim follows now from the fact that \( U(z) \) is uniformly bounded on \( S_\delta \) by Lemma 4.1 so the limit holds for all \( x \in \mathcal{D}(A) \).

\[ \square \]

**Proposition 4.1.** Let \( A \in \text{Sect}_\omega(X) \). Then \( U \) solves the ordinary differential equation
\[ U''(z) + \frac{1 - 2\alpha}{t} U'(z) = AU(z) \quad (z \in S_{\pi - \omega}), \]
in \( L(X) \).

**Proof.** By linearity we can forget about constant prefactors. For \( z \in S_{(\pi - \omega)/2} \) define
\[ G(z) := z^{2\alpha} \int_0^\infty F(z, s) ds \quad \text{with} \quad F(z, s) := s^{\alpha - \frac{1}{2}} e^{-z\sqrt{A+s}} (A + s)^{-\frac{1}{2}}. \]
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One calculates
\[ G'(z) = \frac{2\alpha}{z} G(z) - z^{2\alpha} \int_{0}^{\infty} \sqrt{A + s} \cdot F(z, s) ds \]
and
\[ G''(z) = -\frac{2\alpha}{z^2} G(z) + \frac{2\alpha}{z} G'(z) + z^{2\alpha} \int_{0}^{\infty} (A + s) \cdot F(z, s) ds \]
\[ -\frac{2\alpha}{z} z^{2\alpha} \int_{0}^{\infty} \sqrt{A + s} \cdot F(z, s) ds. \]

Thus, for \( z \in S(\pi-\omega)/2 \) we obtain
\[ G''(z) + \frac{1 - 2\alpha}{z^2} G'(z) = -z^{2\alpha} \int_{0}^{\infty} \left( \frac{1 - 2\alpha}{z} s^{-\frac{1}{2}} e^{-z\sqrt{A+s}} \right) ds + AG(z) \]
\[ = -z^{2\alpha} \int_{0}^{\infty} \frac{2}{z} \frac{d}{ds} \left( s^{\frac{\alpha}{2}} e^{-z\sqrt{A+s}} \right) ds + AG(z) \]
\[ = AG(z), \]
where we used integration by parts and afterwards Hille’s Theorem in the last two steps.

As a consequence we get the following theorem, which is the main result of this section.

**Theorem 4.1.** If \( D(A) \) is dense in \( X \) the function \( u(z) := U(z) x \) is a solution to (4.1).

**Proof.** By Proposition 4.1, \( u \) solves the ODE since \( U \) does so in \( L(X) \). Strong continuity follows from Lemma 4.3 together with the assumption that \( D(A) = X \). The boundedness of \( u \) is a consequence of Lemma 4.1.

5. **Uniqueness of the solution**

In this section we shall show the uniqueness of the solution to (4.1) found in Theorem 4.1. In order to obtain uniqueness we will exploit the asymptotic behaviour of \( I_\alpha \) on a fixed sector \( S_\delta \). Remember, by [1, §2.1(iii), §10.40(i)], we have
\[ I_\alpha(z) \sim \frac{e^z}{\sqrt{2\pi z}} \text{ as } |z| \to \infty. \]
Let us explain the basic idea for showing uniqueness of the solution. First, we uniquely solve a modified problem similar to the one under consideration but with initial conditions for \( u \) and \( u' \) (actually a scaled version of it). The resulting unique solution will in general be unbounded unless a constraint couples the initial data leading to a Dirichlet-to-Neumann operator which will be studied in the next section.

Again, let \( X \) be a Banach space and \( \alpha \in \mathbb{C}_{0<\text{Re}<1} \). As a first step, we show uniqueness of the solution of (4.1) for bounded sectorial operators. By approximation we will then generalise this to unbounded operators. In the last step the asymptotic behaviour of \( I_\alpha \) together with the assumption of a bounded solution for (4.1) will give uniqueness as sketched above.

Note that for a sectorial operator \( A \) and \( c \geq 0 \) the operator \( e^{-c\sqrt{A}} \) is injective. We set
\[
e^{c\sqrt{A}} = \left( e^{-c\sqrt{A}} \right)^{-1}
\]
with \( \mathcal{D}(e^{c\sqrt{A}}) = \mathcal{R}(e^{-c\sqrt{A}}) \).

Throughout this section, we will make use of the functions \( v_z \) and \( w_z \) introduced in Definition 3.2.

We start with some preparation.

**Lemma 5.1.** Let \( \omega \in [0, \pi/2) \), \( A \in \text{Sect}_\omega(X) \) and \( 0 < s < t \). Then we have
\[
\mathcal{D}(v_t(A)) \subseteq \mathcal{D}(v_s(A)) \quad \text{and} \quad \mathcal{D}(w_t(A)) \subseteq \mathcal{D}(w_s(A))
\]

**Proof.** We will only proof the statement for \( v_t(A) \) and \( v_s(A) \), respectively. The second case is similar. Consider the function \( f_{1,s} \) from Lemma 3.3. By this lemma, \( f_{1,s}(A) \in L(X) \). Let \( x \in \mathcal{D}(v_s(A)) \) and choose \( d > s \).

Write
\[
g_s(\lambda) := -\frac{\Gamma(1-\alpha)s^{\alpha-\frac{1}{2}}}{2^\alpha \sqrt{2\pi}} (1 - e^{-c\lambda}) \lambda^{-\frac{1}{2}} e^{s\lambda},
\]
and observe that \( g_s \in \mathcal{M}_A \). Then \( e^{-dA}x \in \mathcal{D}(g_s(A)) \) and
\[
e^{-dA}(v_s(A)x - f_{1,s}(A)x) = g_s(A)e^{-dA}x.
\]
It follows that \( x \in \mathcal{D}(g_s(A)) \) and by symmetry of the argument one obtains \( \mathcal{D}(g_s(A)) = \mathcal{D}(v_s(A)) \). In particular, \( \mathcal{D}(g_s(A)) \) is independent of the constant \( c > s \) appearing in its definition (cf. the definition of \( f_{1,s} \) in Lemma 3.3). Next observe that if we define \( h : S_{\omega+\delta} \to \mathbb{C} \) by
\[
h(\lambda) := -\frac{\Gamma(1-\alpha)s^{\alpha-\frac{3}{2}}}{2^\alpha \sqrt{2\pi}} (1 - e^{-c\lambda}) \lambda^{-\frac{1}{2}}
\]
we have \( h \in \mathcal{M}_A \) and by general principles
\[
e^{sA}h(A) \subseteq g_s(A).
\]
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We claim that equality holds. In order to see this let $x \in \mathcal{D}(g_{s}(A))$ be given. Further let $\varepsilon > 0$. Then $e^{-\varepsilon A}(1 + A)^{-1}x \in \mathcal{D}(h(A))$ and

$$h(A)e^{-\varepsilon A}(1 + A)^{-1}x = e^{-\varepsilon A}e^{-sA}(1 + A)^{-1}g(A)x.$$  

Since the analytic semigroup $(e^{-\varepsilon A})$ is strongly continuous on $\mathcal{D}(A)$ and $h(A)$ is closed in $X$ we can let $\varepsilon \to 0^+$ and afterwards may apply $(1 + A)$ to get

$$h(A)x = e^{-sA}g_{s}(A)x$$

which yields the equality claim. Finally it follows that

$$\mathcal{D}(v_{s}(A)) = \mathcal{D}(e^{sA}h(A)) = \{x \in \mathcal{D}(h(A)) \mid h(A)x \in \mathcal{D}(e^{sA})\}$$

$$\supseteq \{x \in \mathcal{D}(h(A)) \mid h(A)x \in \mathcal{D}(e^{tA})\} = \mathcal{D}(v_{t}(A))$$

for $s < t$ since in this situation $\mathcal{D}(e^{tA}) \subseteq \mathcal{D}(e^{sA})$. This yields the claim of the lemma.

\[ \square \]

**Lemma 5.2.** Let $\omega \in [0, \pi)$, $A \subseteq \text{Sect}_{\omega}(X)$, $0 < c$, $x, y \in \mathcal{D}(e^{c\sqrt{A}})$ and $\delta \in (0, (\pi - \omega)/2)$. Then it holds that

$$[z \mapsto v_{z}(\sqrt{A})x], [z \mapsto w_{z}(\sqrt{A})y] \in \mathcal{H}\left(S_{\frac{\pi - \omega}{2} - \delta} \cap C_{0 < \Re < \varepsilon} ; \mathcal{D}(A^{\infty})\right),$$

where

$$0 < d < \frac{c}{1 + \tan\left(\frac{\pi - \omega}{2} - \delta\right) \cdot \tan\left(\frac{\omega}{2} + \delta\right)}.$$  

Furthermore, $u : S_{(\pi - \omega)/2 - \delta} \to \mathcal{D}(A^{\infty})$ defined by

$$u(z) := v_{z}(\sqrt{A})x + w_{z}(\sqrt{A})y,$$

solves

$$u''(z) + \frac{1 - 2\alpha}{z}u'(z) = Au(z) \quad (z \in S_{(\pi - \omega)/2 - \delta} \cap C_{0 < \Re < \varepsilon})$$

$$\lim_{z \to 0^+} z^{1-2\alpha}u'(z) = y.$$

**Proof.** As abbreviation we set $G := S_{(\pi - \omega)/2 - \delta} \cap C_{0 < \Re < \varepsilon}$. Going back to the definition of the two functions $v_{z}$ and $w_{z}$ one sees that for fixed $n \in \mathbb{N}$, $z \in G$ the functions $[\lambda \mapsto \partial_{\nu}^{n}v_{z}(\lambda)]$ and $[\lambda \mapsto \partial_{\nu}^{n}w_{z}(\lambda)]$ are still entire in $\lambda$, i.e., polynomial limits at 0 still exist. As for infinity note that a derivative of arbitrary order of a Bessel function may be expressed as a finite sum of Bessel functions (of the same kind) of varying order ([1], §10.29.3), i.e.,

\[
\frac{d^n}{dz^n} e^{i\alpha z} I_\alpha(z) = \frac{1}{2\pi i} \sum_{k=0}^{n} \left( \begin{array}{c} n \\ k \end{array} \right) e^{i(n-k)\alpha} I_{\alpha-k}(z).
\]

It follows that for given \( n \in \mathbb{N}_0 \) we have

\[
\forall z \in \left(0, \frac{\pi}{2}\right) \exists C, R > 0, D \in \mathbb{C} \forall z \in S_{\varepsilon_2}, |z| > R : \left| I^{(n)}_\alpha(z) - \frac{D \cdot e^z}{\sqrt{2\pi z}} \right| \leq \frac{C}{|z|}
\]

From \( z \in G \) we get

\[
\text{Re } z < d < \frac{c}{1 + \tan\left(\frac{\arg z}{2} - \delta\right) \cdot \tan\left(\frac{\arg z}{2} + \delta\right)} \quad \text{and} \quad |\arg z| < \frac{\pi - \omega}{2} - \delta.
\]

By Lemma 3.2, the function \( \lambda \mapsto e^{-c\lambda} \) anchors \( v_z \) and \( w_z \) for all \( z \in G \), and, moreover, also all derivatives \( \partial^a z v_z \) and \( \partial^a z w_z \) for \( n \in \mathbb{N} \). To sum up, we have

\[
\forall n \in \mathbb{N}_0, z \in G : \partial^n_z v_z, \partial^n_z w_z \in \mathcal{M}_{\sqrt{A}}.
\]

Since \( x \in \mathcal{D}\left(e^{c\sqrt{A}}\right) \) it especially follows that \( x \in \mathcal{D}(v_z(\sqrt{A})) \) and analogously for \( w_z \) and \( y \). One concludes that

\[
v_z(\sqrt{A}) x = \left[ \lambda \mapsto e^{-c\lambda} \left( v_z(\lambda) - v_z(0) \right) \right] (\sqrt{A}) e^{c\sqrt{A}} x + v_z(0) x
\]

which implies the differentiability of the function \( z \mapsto v_z(\sqrt{A})x \). Using dominated convergence (pay attention that the given \( c > 0 \) works uniformly for all \( z \in G \) one finds

\[
\partial^a_z \left( v_z(\sqrt{A}) x \right) = (\partial^a_z v_z) (\sqrt{A}) x,
\]

and analogously for \( w \) and \( y \). The fact that everything works also in the topology of \( \mathcal{D}(A^\infty) \) is due to

\[
\forall k \in \mathbb{N}_0 : A^k x = A^k e^{-c\sqrt{A} x} = e^{-\tilde{c}\sqrt{A} x} A^k e^{\tilde{c}\sqrt{A} x}
\]

for some \( \tilde{c} \) such that \( d < \tilde{c} < c \) and \( \tilde{x} \in X \). So \( x \in \mathcal{D}(A^k) \) and \( A^k x \in \mathcal{D}\left(e^{\tilde{c}\sqrt{A}}\right) \). Hence,

\[
A^k v_z(\sqrt{A}) x = \left[ \lambda \mapsto e^{-\tilde{c}\lambda} \left( v_z(\lambda) - v_z(0) \right) \right] (\sqrt{A}) e^{\tilde{c}\sqrt{A}} A^k x + v_z(0) A^k x
\]

implies differentiability in the topology of \( \mathcal{D}(A^k) \). Moreover, we obtain

\[
\lim_{z \to 0} v_z(\sqrt{A}) x = x \quad \text{in } \mathcal{D}(A^\infty),
\]

by dominated convergence. That the differential equation is fulfilled follows from the fact that the used functions solve it in the scalar valued case (see for what is written below Remark 4.1) and by what was said above. So,
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\[
\begin{align*}
  u''(z) + \frac{1-2\alpha}{z}u'(z) - Au(z) &= [\lambda \mapsto \left( \partial_z^2 v_z(\lambda) + \frac{1-2\alpha}{z} \partial_z v_z(\lambda) - \lambda^2 v_z(\lambda) \right)](\sqrt{A})x \\
  + [\lambda \mapsto \left( \partial_z^2 w_z(\lambda) + \frac{1-2\alpha}{z} \partial_z w_z(\lambda) - \lambda^2 w_z(\lambda) \right)](\sqrt{A})y &= 0.
\end{align*}
\]

That the remaining three limits do act in the right way follows similarly as for \(v_z\).

In the next step we show uniqueness of the above solution under the additional hypothesis that \(A\) is a bounded operator.

**Lemma 5.3.** Let \(\omega \in [0, \pi)\), \(A \in \text{Sect}_\omega(X)\) be bounded, and \(x, y \in X\).

(a) The problem

\[
\begin{align*}
  u''(t) + \frac{1-2\alpha}{t}u'(t) &= Au(t) \quad (t \in (0, \infty)), \\
  u(0) &= x, \\
  \lim_{t \to 0+} t^{1-2\alpha}u'(t) &= y
\end{align*}
\]

has a unique solution \(u \in C([0, \infty); X) \cap C^\infty((0, \infty); X)\).

(b) Let additionally \(T > 0\) and \(f : (0, T) \to X\) be such that \([s \mapsto s^{1-2\alpha}f(s)] \in L^1((0, T); X)\). Then

\[
\begin{align*}
  u''(t) + \frac{1-2\alpha}{t}u'(t) &= Au(t) + f(t) \quad (t \in (0, T)), \\
  u(0) &= x, \\
  \lim_{t \to 0+} t^{1-2\alpha}u'(t) &= y
\end{align*}
\]

has a unique solution \(u \in C([0, T); X) \cap C^\infty((0, T); X)\) given by

\[
\begin{align*}
  u(t) &= v_t(\sqrt{A})x + w_t(\sqrt{A})y \\
  + \int_0^t \left( w_t(\sqrt{A})v_s(\sqrt{A}) - v_t(\sqrt{A})w_s(\sqrt{A}) \right) s^{1-2\alpha}f(s)ds.
\end{align*}
\]

**Proof.** (a) The claim follows essentially from the Grönwall inequality, see e.g. [27, Lemma 2.7]. If the operator \(A\) under consideration is continuous the right hand side of our differential equation is continuous. Integrating
the alternative expression of the left hand side mentioned in Remark 4.1 twice we obtain

\[ u(t) = x + \frac{t^{2\alpha}}{2\alpha} y + \frac{A}{2\alpha} \int_0^t (t^{2\alpha} - s^{2\alpha}) \, s^{1-2\alpha} u(s) \, ds, \]

which in turn yields the inequality

\[ \|u(t)\| \leq \|x\| + \frac{t^{2\Re\alpha}}{2|\alpha|} \|y\| + \frac{\|A\|}{2|\alpha|} \int_0^t |t^{2\alpha} - s^{2\alpha}| \, s^{1-2\Re\alpha} \|u(s)\| \, ds. \]

By the Grönwall inequality we obtain

\[ \|u(t)\| \leq \left( \|x\| + \frac{t^{2\Re\alpha}}{2|\alpha|} \|y\| \right) e^{\frac{\|A\|}{2|\alpha|} \int_0^t |t^{2\alpha} - \xi^{2\alpha}| \, s^{1-2\Re\alpha} \, ds}. \]

Hence \( x = y = 0 \) implies \( u = 0 \) which yields uniqueness of the solution \( u \).

(b) The uniqueness of a solution to the inhomogeneous problem follows from uniqueness of the corresponding homogeneous problem. Also, the initial condition for the function itself is not influenced by the additional term. A calculation yields

\[ u'(t) = \partial_t v_t(\sqrt{A}) x + \partial_t w_t(\sqrt{A}) y \]

\[ + \int_0^t \left( \partial_t w_t(\sqrt{A}) v_s(\sqrt{A}) - \partial_t v_t(\sqrt{A}) w_s(\sqrt{A}) \right) \, s^{1-2\alpha} f(s) \, ds. \]

Multiplying this expression with \( t^{1-2\alpha} \) and sending \( t \to 0^+ \) the first line will converge to \( y \) as follows from Lemma [5.2] while the integral will converge to 0 by dominated convergence.

It remains to check the ODE. Define

\[ u(t) := \int_0^t \left( w_t(\sqrt{A}) v_s(\sqrt{A}) - v_t(\sqrt{A}) w_s(\sqrt{A}) \right) \, s^{1-2\alpha} f(s) \, ds. \]

We have to show that \( u \) is a solution to the ODE

\[ u''(t) + \frac{1-2\alpha}{t} u'(t) = Au(t) + f(t) \quad (t \in (0, T)). \]

We already calculated

\[ u'(t) = \int_0^t \left( \partial_t w_t(\sqrt{A}) v_s(\sqrt{A}) - \partial_t v_t(\sqrt{A}) w_s(\sqrt{A}) \right) \, s^{1-2\alpha} f(s) \, ds. \]

For the second derivative one finds
\[ u''(t) = \int_0^t \left( \partial_t^2 w_t(\sqrt{A})v_s(\sqrt{A}) - \partial_t^2 v_t(\sqrt{A})w_s(\sqrt{A}) \right) s^{1-2\alpha} f(s) \, ds \]
\[ + \left( (\partial_t w_t(\sqrt{A}))v_t(\sqrt{A}) - (\partial_t v_t(\sqrt{A}))w_t(\sqrt{A}) \right) t^{1-2\alpha} f(t). \]

Plugging everything into the ODE yields
\[ u''(t) + \frac{1-2\alpha}{t} u'(t) = Au(t) + \left( (\partial_t w_t(\sqrt{A}))v_t(\sqrt{A}) - (\partial_t v_t(\sqrt{A}))w_t(\sqrt{A}) \right) t^{1-2\alpha} f(t), \]
where we used that \([t \mapsto v_t(\sqrt{A})]\) and \([t \mapsto w_t(\sqrt{A})]\) both solve the ODE on the operator-valued level. In order to see that the remaining summand is really just \(f(t)\) one can use [10.28.1] which says
\[ I_{-\alpha}(z)I_{\alpha-1}(z) - I_{-\alpha+1}(z)I_{\alpha}(z) = \frac{2\sin(\alpha\pi)}{2\pi}, \]
and hence, for any \(\lambda \in S_{\omega/2+\delta}, \delta > 0\) sufficiently small,
\[ t^{1-2\alpha}(\partial_t w_t(\lambda))v_t(\lambda) - t^{1-2\alpha}(\partial_t v_t(\lambda))w_t(\lambda) = \frac{\Gamma(\alpha)\Gamma(1-\alpha)}{2} \left( t^{1-2\alpha} t^\alpha I_{-\alpha}(\lambda t) \frac{d}{dt} I^\alpha I_{\alpha}(\lambda t) - t^{1-2\alpha} t^\alpha I_{\alpha}(\lambda t) \frac{d}{dt} I^\alpha I_{-\alpha}(\lambda t) \right) \]
\[ = \frac{\pi t^{1-\alpha}}{2\sin(\alpha\pi)} \left( I_{-\alpha}(\lambda t) \frac{d}{dt} I^\alpha I_{\alpha}(\lambda t) - I_{\alpha}(\lambda t) \frac{d}{dt} I^\alpha I_{-\alpha}(\lambda t) \right) = 1, \]
which transfers on the operator level as
\[ t^{1-2\alpha}(\partial_t w_t(\sqrt{A}))v_t(\sqrt{A}) - t^{1-2\alpha}(\partial_t v_t(\sqrt{A}))w_t(\sqrt{A}) = I. \]
This finishes the proof. \(\Box\)

**Remark 5.1.**

1. The formula for the solution of the inhomogeneous problem is indeed just the variation of constants formula applied to the equivalent first-order system for the ordinary differential equation, introducing the new variable \(w\) given by \(w(t) := t^{1-2\alpha}u'(t)\).
2. For a bounded operator \(A\), the sectoriality is actually not needed. This is due to the fact that the functions \(\lambda \mapsto v_t(\sqrt{A})\) and \(\lambda \mapsto w_t(\sqrt{A})\) are actually entire, cf. the beginning of the proof of Lemma 3.2 where one can find the power series representations. One can simply plug \(A\) into these representations.
We now extend the uniqueness result to unbounded operators.

**Lemma 5.4.** Let \( \omega \in [0, \pi) \), \( A \in \text{Sect}_\omega(X) \). Let \( c > 0 \) and \( x, y \in \mathcal{D}(e^{cA}) \). Then for \( \delta \in (0, (\pi - \omega)/2) \) and \( 0 < d < c/(1 + \tan((\pi - \omega)/2 - \delta) \tan(\omega/2 + \delta)) \) the problem

\[
\frac{d^2}{dt^2} u(t) + \frac{1 - 2\alpha}{t} u'(t) = Au(t) \quad (t \in (0, d)),
\]

\[
u(0) = x, \quad \lim_{t \to 0^+} t^{1-2\alpha} u'(t) = y.
\]

has a unique solution \( u \in C([0, d]; \mathcal{D}(A^\infty)) \cap C^\infty((0, d); \mathcal{D}(A^\infty)) \) which extends to a holomorphic function \( u \in \mathcal{H}(S(\pi - \omega)/2 - \delta) \cap C_0 < \text{Re} < d; \mathcal{D}(A^\infty)) \) such that

\[
\frac{d^2}{dz^2} u(z) + \frac{1 - 2\alpha}{z} u'(z) = Au(z) \quad (z \in S(\pi - \omega)/2 - \delta \cap C_0 < \text{Re} < d),
\]

\[
\lim_{z \to 0^+} z^{1-2\alpha} u'(z) = y.
\]

**Proof.** We work with sectorial approximations, see e.g. \([12, \text{Chapter 2.1.2}]\), and apply the results for bounded operators. For \( \varepsilon \in (0, 1) \) consider \( A_\varepsilon := A(1 + \varepsilon A)^{-1} \). Then the family \((A_\varepsilon)_{\varepsilon \in (0, 1]}\) in \( \mathcal{L}(X) \) is a sectorial approximation to \( A \). Indeed, the equality

\[
\lambda(\lambda + A(1 + \varepsilon A)^{-1})^{-1} = \frac{\lambda}{1 + \lambda \varepsilon}
\]

implies

\[
\sup_{\varepsilon \in (0, 1]} \sup_{\lambda > 0} \left\| \lambda(\lambda + A(1 + \varepsilon A)^{-1})^{-1} \right\| < \infty
\]

and

\[
\forall x \in X : \lim_{\varepsilon \to 0^+} \lambda(\lambda + A(1 + \varepsilon A)^{-1})^{-1} x = \lambda(\lambda + A)^{-1} x.
\]

Also, define \( u_\varepsilon(t) := (1 + \varepsilon A)^{-1} u(t) \) and \( x_\varepsilon := (1 + \varepsilon A)^{-1} x, y_\varepsilon := (1 + \varepsilon A)^{-1} y \). Then by Lemma 5.3, the problem

\[
\frac{d^2}{dt^2} u_\varepsilon(t) + \frac{1 - 2\alpha}{t} u'_\varepsilon(t) = A_\varepsilon u_\varepsilon(t) + Au_\varepsilon(t) - A_\varepsilon u_\varepsilon(t) = f_\varepsilon(t) \quad (t \in (0, d)),
\]

\[
u_\varepsilon(0) = x_\varepsilon, \quad \lim_{t \to 0^+} t^{1-2\alpha} u'_\varepsilon(t) = y_\varepsilon,
\]

has the unique solution, implicitly given by
Lemma 5.2. The remaining statements about the analytic continuation follows from

\[ u_\varepsilon(t) = v_\varepsilon(\sqrt{A_s})x_\varepsilon + w_\varepsilon(\sqrt{A_s})y_\varepsilon + \int_0^t U_{A_\varepsilon}(t, s)f_\varepsilon(s)s^{1-2\alpha}ds \]

where

\[ U_{A_\varepsilon}(t, s) = w_\varepsilon(\sqrt{A_s})v_s(\sqrt{A_s}) - v_\varepsilon(\sqrt{A_s})w_s(\sqrt{A_s}). \]

We now let \( \varepsilon \to 0+ \). Then \( u_\varepsilon(t) \to u(t) \) for \( t \in (0, d) \), and \( x_\varepsilon \to x \) and \( y_\varepsilon \to y \) see \cite[Proposition 2.1.1 c]{12}. Moreover,

\[ f_\varepsilon(s) = \left( (1 + \varepsilon A)^{-1} - (1 + \varepsilon A)^{-2} \right) Au(s) \to 0. \]

If we apply the bounded operator \( e^{-2c\sqrt{A}} \) to the above equality a statement analogously to the similar situation for halfplane operators \cite[Lemma 8.6]{13} (also pay attention to the comment on p. 159) is applicable, i.e., one has

\[ \forall f \in \mathcal{E}_s[x, x] : \lim_{\varepsilon \to 0+} f(A_\varepsilon)x = f(A)x. \]

So, sending \( \varepsilon \to 0+ \) we get

\[ e^{-2c\sqrt{A}}u(t) = e^{-2c\sqrt{A}}(v_\varepsilon(\sqrt{A})x + w_\varepsilon(\sqrt{A})y) \]

\[ + \lim_{\varepsilon \to 0+} \int_0^t e^{-2c\sqrt{A}}U_{A_\varepsilon}(t, s)f_\varepsilon(s)s^{1-2\alpha}ds. \]

In order to apply the dominated convergence theorem and see that the remaining limit actually vanishes (which is the desired result) we need to study the integrand. We have

\[ e^{-2c\sqrt{A}}U_{A_\varepsilon}(t, s)x \]

\[ = \left[ \lambda \mapsto e^{-c\sqrt{\lambda}}w_t(\sqrt{\lambda}) \right](A_\varepsilon)x \]

\[ - \left[ \lambda \mapsto e^{-c\sqrt{\lambda}}w_s(\sqrt{\lambda}) \right](A_\varepsilon)x \]

\[ \to \left[ \lambda \mapsto e^{-c\sqrt{\lambda}}U_\lambda(t, s, \sqrt{\lambda}) \right](A)x, \]

where \( U_\lambda(t, s) = w_t(\sqrt{\lambda})v_s(\sqrt{\lambda}) - v_t(\sqrt{\lambda})w_s(\sqrt{\lambda}) \). By injectivity of \( e^{-2c\sqrt{A}} \) we finally conclude

\[ u(t) = v_t(\sqrt{A})x + w_t(\sqrt{A})y. \]

The remaining statements about the analytic continuation follows from Lemma 5.2.

For \( \omega \in [0, \pi) \), \( A \in \text{Sec}_\omega(X) \) and \( d > 0 \) we define

\[ \mathcal{V}_d := \bigcap_{0 < t < d} \mathcal{D}(v_t(\sqrt{A})) \quad \text{and} \quad \mathcal{W}_d := \bigcap_{0 < t < d} \mathcal{D}(w_t(\sqrt{A})). \]
Furthermore, set \( v_0 := 1 \) and \( w_0 := 0 \) and hence one has \( v_0(\sqrt{A}) = I \) as well as \( w_0(\sqrt{A}) = 0 \).

**Corollary 5.1.** Let \( \omega \in [0, \pi) \), \( A \in \text{Sect}_\omega(X) \), \( d > 0 \), \( x, y \in X \) and \( u \) a solution to

\[
\begin{align*}
    u''(t) + \frac{1 - 2\alpha}{t} u'(t) &= Au(t) \quad (t \in (0, d)), \\
    u(0) &= x,
\end{align*}
\]

Then

(a) If \( x \in \mathcal{V}_d \) then \( y \in \mathcal{W}_d \).

(b) If \( y \in \mathcal{W}_d \) then \( x \in \mathcal{V}_d \).

(c) If \( x \in \mathcal{V}_d \) and \( y \in \mathcal{W}_d \) then \( u(t) = v_t(\sqrt{A})x + w_t(\sqrt{A})y \) for \( t \in [0, d) \).

**Proof.** For \( c > 0 \) sufficiently large we define

\[ \tilde{u}(t) := e^{-c\sqrt{A}}u(t), \quad \tilde{x} := e^{-c\sqrt{A}}x, \quad \tilde{y} := e^{-c\sqrt{A}}y. \]

Then

\[ \tilde{u}(t) = v_t(\sqrt{A})\tilde{x} + w_t(\sqrt{A})\tilde{y} \]

by Lemma 5.4.

Let us now prove (a), the proof of (b) is analogous. Let \( 0 \leq t < d \).

Since \( x \in \mathcal{V}_d \) we have \( v_t(\sqrt{A})e^{-c\sqrt{A}}x = e^{-c\sqrt{A}}v_t(\sqrt{A})x \). Hence,

\[ \tilde{w}_t(\sqrt{A})\tilde{y} = \tilde{u}(t) - v_t(\sqrt{A})\tilde{x} = e^{-c\sqrt{A}}(u(t) - v_t(\sqrt{A})x) \in D(e^{c\sqrt{A}}), \]

and therefore

\[ u(t) - v_t(\sqrt{A})x = e^{c\sqrt{A}}w_t(\sqrt{A})e^{-c\sqrt{A}}y = [\lambda \mapsto e^{c\lambda}w_t(\lambda)e^{-c\lambda}] (\sqrt{A})y. \]

In particular, \( y \in D(w_t(\sqrt{A})) \). We conclude \( y \in \mathcal{W}_d \).

To prove (c) we just note that

\[ u(t) - v_t(\sqrt{A})x = [\lambda \mapsto e^{c\lambda}w_t(\lambda)e^{-c\lambda}] (\sqrt{A})y = w_t(\sqrt{A})y \]

for all \( 0 \leq t < d \).

With the above results we can proceed to the uniqueness statement. We will need a small refinement of [19 Lemma 6.3.1].

**Lemma 5.5.** Let \( A \in \text{Sect}_\omega(X) \) and \( y \in \bigcap_{t \geq 0} D(e^{t\sqrt{A}}) \). If there is \( C > 0 \), \( \beta > 0 \) such that

\[ \|e^{t\sqrt{A}}y\| \leq C(1 + t^\beta) \]
it follows that \( y \in N(A) \).

\textbf{Proof.} The following proof is essentially an adaptation of the proof of [19, Lemma 6.3.1]. One has \( \sigma(\sqrt{A}) \subset S_{\omega/2} \). Let us denote the Laplace transform of \( t \mapsto e^{\sqrt{A}t}y \) on \( S_{\pi/2} \) by \( f \). Calculations show that

\[
(\lambda - \sqrt{A})f(\lambda) = y
\]

on \( S_{\pi/2} \) and

\[
\|\lambda f(\lambda)\| \leq \frac{C}{\cos(\varepsilon)} \left( 1 + \frac{\Gamma(\beta + 1)}{(\Re \lambda)^{\beta}} \right)
\]

on \( S_{\varepsilon} \) for every \( \varepsilon \in [0, \pi/2) \). As a result,

\[
g(\lambda) := \begin{cases} 
\lambda(\lambda - \sqrt{A})^{-1}y & \text{if } \lambda \in \mathbb{C} \setminus S_{\frac{\omega}{2}}, \\
\lambda f(\lambda) & \text{if } \lambda \in \mathbb{C}_{\Re > 0},
\end{cases}
\]

consistently defines a meromorphic function on \( \mathbb{C} \setminus \{0\} \). Indeed, by (5.2), the functions agree on the overlapping regions. Choose \( n \in \mathbb{N}, n \geq \beta \). Then \( \lambda \mapsto \lambda^n g(\lambda) \) admits a holomorphic extension to \( \lambda = 0 \) by Riemann’s theorem on removable singularities. Furthermore this extension takes the value 0 at \( \lambda = 0 \) (approach \( \lambda = 0 \) from the part where \( g \) is bounded) which is why \( \lambda \mapsto \lambda^{n-1} g(\lambda) \) is still entire. Arguing inductively down to \( n = 0 \), we find that \( g \) admits an extension to the whole complex plane again denoted by \( g \) which is entire and still bounded (approach again \( \lambda = 0 \) from the part where \( g \) is bounded) and so \( g \) is constant. We have

\[
\lim_{\lambda \to \infty \atop \lambda \in (-\infty,0)} g(\lambda) = y
\]

which means \( g = y \), i.e., \( y \in N(\sqrt{A}) = N(A) \) (all fractional powers share the same null space [12, Prop. 3.1.1]). \( \square \)

\textbf{Theorem 5.1.} Let \( \omega \in [0, \pi) \) and \( A \in \text{Sect}_{\omega}(X) \). Let \( u \) be a solution of (4.1) with \( u(0) = 0 \). Then \( u = 0 \). In particular, (4.1) has a unique solution.

\textbf{Proof.} By Corollary 5.1 we know that \( u \) is of the form \( u(t) = w_t(\sqrt{A})y \) for some suitable \( y \). We need to show that the boundedness assumption implies \( y = 0 \). Define for \( t > 0 \) the function \( f_t : S_{\pi/2} \to \mathbb{C} \) by

\[
f_t(\lambda) := \frac{\lambda^2}{1 + \lambda^2} \left( w_t(\lambda) - \frac{\Gamma(\alpha)}{2^{1-a} \sqrt{2\pi}} e^{a - \frac{1}{2} \lambda - \frac{1}{2} e^{\sqrt{A} \lambda}} \right).
\]

We estimate with \( \varphi \in (\omega/2, \pi/2) \)
By the same reasoning as in Lemma 5.1 we have

\[ \int_0^\infty |f_t(se^{i\varphi})| \, \frac{ds}{s} \]

\[ \leq \frac{1}{\cos(\varphi)} \int_0^\infty \frac{s}{1 + s^2} \left| w_t(se^{i\varphi}) - \frac{\Gamma(\alpha)}{2^{1-\alpha} \sqrt{2\pi}} \cdot \left( se^{i\varphi} \right)^{-\alpha - \frac{1}{2}} e^{t se^{i\varphi}} \right| \, ds \]

\[ = \frac{1}{\cos(\varphi)} \int_0^\infty \frac{s}{1 + s^2} \left| w_t(se^{i\varphi}) - \frac{\Gamma(\alpha)}{2^{1-\alpha} \sqrt{2\pi}} \cdot \left( se^{i\varphi} \right)^{-\alpha - \frac{1}{2}} e^{t se^{i\varphi}} \right| \, ds \]

\[ + \int_0^\infty \frac{s}{1 + s^2} \left| w_1(se^{i\varphi}) - \frac{\Gamma(\alpha)}{2^{1-\alpha} \sqrt{2\pi}} \cdot \left( se^{i\varphi} \right)^{-\alpha - \frac{1}{2}} e^{se^{i\varphi}} \right| \, ds \]

\[ \leq \frac{t^{2 \Re \alpha - 2}}{\cos(\varphi)} \int_0^\infty \frac{s}{1 + s^2} \left| w_1(se^{i\varphi}) - \frac{\Gamma(\alpha)}{2^{1-\alpha} \sqrt{2\pi}} \cdot \left( se^{i\varphi} \right)^{-\alpha - \frac{1}{2}} e^{se^{i\varphi}} \right| \, ds \]

\[ + \frac{|\Gamma(\alpha)| \, |e^{\Im \alpha|\pi}}{2^{1-\Re \alpha} \cos(\varphi)} \int_0^\infty \frac{t \Re \alpha C}{1 + s^2} \frac{s^R}{s^{\Re \alpha} \cos(\varphi)} \, ds, \]

where we substituted in the first integral and used the asymptotics analogously to the ones derived in Equation (3.8) for the second integral. Estimating the expression once more results now in

\[ \int_0^\infty |f_t(se^{i\varphi})| \, \frac{ds}{s} \]

\[ \leq \frac{t^{2 \Re \alpha - 2}}{\cos(\varphi)} \int_0^R \left( |w_1(se^{i\varphi})| + \frac{|\Gamma(\alpha)| \, |e^{\Im \alpha|\pi}}{2^{1-\Re \alpha} \sqrt{2\pi}} s^{-\Re \alpha - \frac{1}{2}} e^{s \cos(\varphi)} \right) \, ds \]

\[ + t^{\Re \alpha - 1} C \, \frac{|\Gamma(\alpha)| \, |e^{\Im \alpha|\pi}}{2^{1-\Re \alpha} \cos(\varphi)} \int_0^\infty \frac{s^{-\Re \alpha}}{1 + s^2} \, ds. \]

It follows that \( f_t \in E(S_{\omega/2}) \) and that the entire expression converges to 0 as \( t \to \infty \). Since \( u \) is bounded so is the function \( t \mapsto A(1 + A)^{-1} w_t(\sqrt{A})y \).

By the same reasoning as in Lemma 5.1 we have

\[ f_t(\sqrt{A})y = A(1 + A)^{-1} w_t(\sqrt{A})y - D_\alpha t^{\alpha - \frac{1}{2}} e^{i \sqrt{A} A^{\frac{3}{4} - \frac{\alpha}{2}}} (1 + A)^{-1} y. \]
where $D_\alpha = \Gamma(\alpha)/2^{1-\alpha}\sqrt{2\pi}$. Since the left hand side converges to 0 and the first term on the right hand side is bounded, it follows that
\[ t \mapsto e^{\sqrt{\lambda}A^{\frac{1}{2}-\frac{\alpha}{2}}} (1 + A)^{-1} y \]
is either bounded ($\text{Re}\, \alpha \geq 1/2$) or polynomial bounded ($\text{Re}\, \alpha < 1/2$) for big values of $t$. So one has for some constant $C > 0$
\[ \|e^{\sqrt{\lambda}A^{\frac{1}{2}-\frac{\alpha}{2}}} (1 + A)^{-1} y\| \leq C \left(1 + t^{\frac{1}{2}-\text{Re}\, \alpha}\right) \]
which, by an application of Lemma 5.5, yields
\[ A^{\frac{1}{2}-\frac{\alpha}{2}} (1 + A)^{-1} y \in N(A). \]
Using again the fact that all fractional powers have the same null space, this implies
\[ 0 = A^{\frac{1}{2}+\frac{\alpha}{2}} (1 + A)^{\frac{1}{2}-\frac{\alpha}{2}} (1 + A)^{-1} y = Ay. \]
Thus we can conclude $y \in N(A)$. Let know $c > t > 0$. It follows that
\[ w_t(\sqrt{A})y = e^{cA} \frac{1}{2\pi i} \int_{\gamma} w_t(\sqrt{\lambda})e^{-c\lambda} (\lambda - A)^{-1} y d\lambda = w_t(0) e^{cA} y = \frac{2^\alpha}{2^\alpha \gamma} y \]
which is still assumed to be a bounded function in the variable $t$. This finally implies $y = 0$ which was to be shown.

6. **Dirichlet-to-Neumann operator**

By Theorem 4.1 and Theorem 5.1 we know that (4.1) has a unique solution for all $\alpha \in \mathbb{C}_{0<\text{Re}\,\alpha<1}$ and all densely defined sectorial operators $A$ in a Banach space $X$ (actually we can drop the assumption of dense domain if we restricted ourselves to the subspace $\mathcal{D}(A)$ and studied the part of $A$ in this subspace, see also [21]). Using this solution the following definition makes sense now.

**Definition 6.1.** We define the (generalised) Dirichlet-to-Neumann operator $T_\alpha$ as
\[ \mathcal{D}(T_\alpha) := \left\{ x \in X \mid u \text{ solves (4.1), } u(0) = x, \lim_{t \to 0^+} -t^{1-2\alpha}u'(t) \text{ exists} \right\}, \]
\[ T_\alpha x := \lim_{t \to 0^+} -t^{1-2\alpha}u'(t). \]

**Theorem 6.1.** Let $A$ be a densely defined sectorial operator in $X$. Then $T_\alpha = c_\alpha A^\alpha$ with $c_\alpha = \frac{\Gamma(1-\alpha)}{2^{\alpha-1}\Gamma(\alpha)}$. 
Proof. The unique solution $u$ of (4.1) with initial value $u(0) = x$ is given by $u(z) = u_z(\sqrt{A})x$. For the proof let us label again $u_z$ with the current value of $\alpha$ and write $u_{z,\alpha}$. We have $\alpha \in C_{0 < \text{Re}<1}$. So $\alpha - 1 \in C_{-1 < \text{Re}<0}$. Let $x \in X$ be given. In the proof of Lemma 3.1 (d) we already argued

$$-z^{1-2\alpha} \frac{d}{dz} u_{z,\alpha}(\lambda) = c_{\alpha} \lambda^{2\alpha} u_{z,\alpha - 1}(\lambda).$$

Plugging in $\sqrt{A}$ for $\lambda$ and regularising $x$ with $(1 + A)^{-\alpha}$ yields

$$-z^{1-2\alpha} \partial_z u_{z,\alpha}(\sqrt{A})(1 + A)^{-\alpha} x = -z^{1-2\alpha} (\partial_z u_{z,\alpha}(\lambda)) (\sqrt{A})(1 + A)^{-\alpha} x$$

$$= c_{\alpha} (\lambda^{2\alpha} u_{z,\alpha - 1}(\lambda)) (\sqrt{A})(1 + A)^{-\alpha} x$$

$$= c_{\alpha} u_{z,\alpha - 1}(\sqrt{A}) A^\alpha (1 + A)^{-\alpha} x.$$ 

Now Lemma 4.3 is applicable giving us

$$\lim_{z \to 0} z \in S_{\delta} \to -z^{1-2\alpha} \partial_z u_{z,\alpha}(\sqrt{A})(1 + A)^{-\alpha} x = c_{\alpha} A^\alpha (1 + A)^{-\alpha} x$$

which finishes the proof. \( \square \)

Remark 6.1. In [21] the authors already conjectured that the generalised Dirichlet-to-Neumann operator is already closed. The above theorem proves it.

7. Example and outlook

We finish the paper with a standard example and give an outlook on open questions.

Example 7.1 (Fractional Laplacian in $L^p$). Let $n \geq 2$, $\Omega \subset \mathbb{R}^n$ be a bounded Lipschitz domain fulfilling a uniform outer ball condition and $1 < p < \infty$. We define the weak Dirichlet-Laplacian $A$ by

$$\mathcal{D}(A) := \left\{ u \in W^{1,p}_0(\Omega) \mid \Delta u \in L^p(\Omega) \right\}, \quad Au := -\Delta u.$$ 

The so defined operator is the generator of a $C_0$-semigroup of contractions [28, Theorem 3.8]. In particular, $A$ is sectorial. The generated semigroup is even analytic and the spectrum $p$-independent [28, Corollary 4.2 and Corollary 4.3]. Our uniqueness result Theorem 5.1 makes it possible to state a solution for Problem (4.1) in terms of the semigroup generated by $A$. Namely, it holds that the solution to

$$\partial_z^2 u(z, x) + \frac{1 - 2\alpha}{z} \partial_z u(z, x) = -\Delta_x u(z, x) \quad ((z, x) \in S_{\frac{\pi}{4}} \times \Omega),$$

$$u(0, \cdot) = f \in L^p(\Omega),$$

is given by

$$u(z, x) = u_z(\sqrt{A})x.$$
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is given by
\[ u(z, x) = \frac{1}{\Gamma(\alpha)} \left( \frac{z}{2} \right)^{2\alpha} \int_0^\infty r^{-\alpha} e^{-\frac{x^2}{4r}} (e^{r\Delta_x} f) (x) \frac{dr}{r}, \]
see for example [11, Theorem 2.1]. The operator \( A \) admits bounded imaginary powers, see for example [8, Theorem 2]. Hence, its domain is a complex interpolation space, i.e.,
\[ \forall \theta \in (0, 1), \alpha \in \mathbb{C}_{\text{Re}>0} : \mathcal{D}(A^{\theta\alpha}) = [L^p(\Omega), \mathcal{D}(A^\alpha)]_{\theta}. \]
In particular, for \( 1 < p < 2 \) and \( \alpha = 1 \) one has
\[ \mathcal{D}(A) = W^{1,p}_0(\Omega) \cap W^{2,p}(\Omega) \]
[28] Corollary 3.10] and
\[ \mathcal{D}(A^{\theta}) = \left[ L^p(\Omega), W^{1,p}_0(\Omega) \cap W^{2,p}(\Omega) \right]_{\theta}. \]
Further, for \( \theta \in (0, 1), \alpha \in \mathbb{C}_{\text{Re}>0} \) such that \( \theta \cdot \text{Re} \alpha \in (0, 1) \) we have \( f \in [L^p(\Omega), \mathcal{D}(A^\alpha)]_{\theta} \) if and only if \( u(0, \cdot) = f \) and \( \lim_{z \to 0} z^{1-2\theta\alpha} \partial_z u(z, \cdot) \) exists in \( L^p(\Omega) \).

Concerning the outlook, in [4] Balakrishnan showed even more.

**Theorem 7.1.** Assume \( A \) to be a densely defined operator with non-empty resolvent set \( \rho(A) \). Further assume that the problem
\[ u''(t) = Au(t) \quad (t > 0), \quad u(0) = x \]
has a unique bounded solution for all \( x \in \mathcal{D}(A) \). Then
\[ u(t) = e^{-Bt} x \]
defines a \( C_0 \)-semigroup whose generator \( B \) fulfils \( B^2 = A \). If the semigroup is analytic it holds that \( A \) is sectorial.

The authors conjecture that a corresponding result holds true also for the ODE in [4.1].
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