How to improve the quality of comparisons using external control cohorts in single-arm clinical trials?
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**PURPOSE**
Providing rapid answers and early access to patients to innovative treatments without randomized clinical trial (RCT) is growing, with benefit estimated from single-arm trials. This has become common in oncology, impacting the approval pathway of health technology assessment agencies. We aimed to provide some guidance for indirect comparison to external controls to improve the level of evidence following such uncontrolled designs.

**METHODS**
We used the illustrative example of blinatumomab, a bispecific antibody for the treatment of B-cell ALL in complete remission (CR) with persistent minimal residual disease (MRD). Its approval relied on a single-arm trial conducted in 86 adults with B-cell ALL in CR, with undetectable MRD after one cycle as the main endpoint. To maximize the validity of indirect comparisons, a 3-step process for incorporating external control data to such single-arm trial data is proposed and detailed, with emphasis on the example.

**RESULTS**
The first step includes the definition of estimand, i.e. the treatment effect reflecting the clinical question. The second step relies on the adequate selection of external controls, from previous RCT or real-world data (RWD) obtained from patient cohort, registries, or electronic patient files. The third step consists in choosing the statistical approach targeting the treatment effect of interest, either in the whole population or restricted to the single-arm trial or the external controls, and depending on the available individual-level or aggregated external data.

**CONCLUSION**
Validity of treatment effect derived from indirect comparisons heavily depends on carefull methodological considerations that are included in the proposed 3-step procedure. Because the level of evidence of a well conducted RCT cannot be guaranteed, post-market authorization evaluation is even more important than in standard settings.
Introduction

Thanks to the implementation of accelerated approval mechanisms by regulatory agencies such as Food and Drug Administration (FDA) breakthrough therapy designation and European Medicines Agency (EMA) accelerated assessment, uncontrolled trials are increasingly used by manufacturers as the designs of choice for new treatment evaluation seeking marketing authorization. Such accelerated processes, with no attempts to go up to any randomized trial, have become common in some therapeutic areas such as oncology, with biomarkers based cancer therapies and targeted antibodies, and impact the approval pathway,\(^1\) based on weak and limited evidence.\(^2\),\(^3\) This was notably exemplified with immune checkpoints inhibitors, where nine of the 10 accelerated approvals involved single-arm trials with response rate as the main endpoint.\(^1\),\(^4\)

Accelerating clinical research with fewer patients involved and reduced costs, by contrast to the standard and separated phase I-II-III trials, could appear justified both from the patient and public health view.\(^5\) Indeed, in some situations where there is an unmet medical need, a randomized clinical trial (RCT) may be difficult for a patient and clinician to accept, as long as preliminary evidence of effect may have been obtained in the earlier phases of development. Abandoning RCTs often relies on rejecting the ‘clinical equipoise’, that is the uncertainty of the scientific community around the benefit of the new treatment over the standard,\(^6\) with two main arguments: 1/ the absence of an active identified or universally accepted comparator ["This would have required including different heterogeneous treatments in the control arm …"] 2/ the implicit consideration that the new treatment may allow a paradigm shift in the goal of care ["X treatment is curative, unlike existing treatments, used as salvage treatment and with suspensive effect"] and brings more benefits than armfulness.

However, beside situations of quasi-deterministic disease evolution where nearly 0 or 100% of patients respond, relying on the observed “before-after” patient status to define treatment effect is well known to be biased, ignoring the Hawthorne, regression to the mean, placebo effects, and selection biases.\(^7\) Moreover, the effect size of new molecules is mostly small, based on poorly relevant outcomes,\(^8\) that may introduce additional classification biases due to the open nature of the design.

Thus, it is mandatory to account for such uncertainties, not to compromise scientific evidentiary standards of evidence-based medicine.\(^9\) To increase the level of evidence in these early settings for regulatory and Health Technology Assessment (HTA) agencies that have to face early decision-making for drug approvals, the use of external comparisons, i.e. looking for external controls should be promoted.\(^10\) However, as recently reported in oncology trials,\(^11\) to maximize
its validity, such comparisons require a careful implementation of innovative statistical methods accounting for between-group variation and selection biases. Appropriate methodologies depend on the availability and type of external data, either individual-level data or only aggregated data.\textsuperscript{12} However, while many authors warned against the misuse of each approach and methodological issues from the use of external controls,\textsuperscript{13–16} none has detailed the whole process, including the underlying assumptions for leveraging those data.

To improve the level of evidence of treatment effect following uncontrolled designs, we aimed to detail the 3-step process of incorporating external control data to single-arm trial data (Figure 1). First, the specifications of key attributes or “estimands”, in line with the objectives,\textsuperscript{17} should be defined according to the principles of such “emulated” target trials.\textsuperscript{18} Second, selection of the controls should consider the various sources of external controls to adequately mimic the lacking randomized experiment. Specific statistical considerations arise, according to data type, i.e. individual or aggregated patient data. The last step consists in the indirect comparison itself, based on different methods according to the available data and the targeted treatment effect. A motivating example is used to illustrate the 3-step process.

**Motivating example**

On March 29, 2018, the FDA granted accelerated approval to blinatumomab (Blincyto, Amgen Inc.), a bispecific T-cell engager antibody targeting CD19, an antigen expressed on B-lineage acute lymphoblastic leukemia (ALL) cells, for the treatment of B-cell precursor ALL in first or second complete remission (CR) with persistent or recurrent minimal residual disease (MRD) greater than or equal to 0.1% in adults and children. The approval only relied on the BLAST trial (NCT-01207388), an open-label, single-arm, phase 2 trial, conducted in 86 adults with B-cell precursor ALL in hematologic CR.\textsuperscript{19} Efficacy was based on achievement of undetectable MRD within one cycle of blinatumomab and hematological relapse-free survival (RFS). Overall, undetectable MRD was achieved by 52 (85%) patients in first CR (95% CI, 74–93%) and 18 (72%) patients in second CR (95%CI, 51–88%). The median estimated hematological RFS was 35.2 months for patients in first CR and 12.3 months for patients in second CR.

We explored the possibility of performing external comparisons based on relevant pertinent comparators, notably a straightforward up-front allogeneic hematopoietic stem-cell transplantation (HSCT).
Step 1- Definition of Estimands

According to the International Conference for Harmonization (ICH), an estimand is a precise description of the treatment effect reflecting the clinical question, that should inform design and analysis under five attributes: target population, treatment, endpoint, intercurrent events and population level summary of the treatment effect measured against some valid comparator. First described for RCT, its principles can be easily extended to observational studies.\(^{21, 22}\) When there is no marked doubt about the comparability of the treated and control populations, they can be assumed similar. Then, down-weighting the external control data allows handling the decreased level of evidence from the external source, either using power prior models,\(^{23-25}\) or metaanalytic approaches,\(^{14}\) from Bayesian inference or weighted statistics. However, most of the time, populations differ in characteristics that may also affect the outcome, which are termed “confounders” (Box 1). Ignoring those difference results in misleading inference because of confounding bias.\(^{26}\) Indeed, any differences observed in outcomes could no longer be attributed to differences in treatments but in confounders. Thus, reaching balance in confounders is at the core of causal inference in observational studies, where adapted statistical methods have been widely developed since the early 80s. Those methods allow handling multiple confounders through the propensity score (PS), i.e., the probability of being in the treatment group, conditional on the set of observed confounders.\(^{27}\) Then, samples are matched or weighted to minimize the discrepancy in observed confounders between treatment groups: in other words, individuals are given individual “balancing” weights,\(^{21}\) derived from their PS, in order to under- or over-represent the characteristics of their treatment group compared to the other (Figure 2). Under different assumptions of conditional independence, consistency, and common support (Box 2), valid estimators can be directly derived from weighted data.

In the particular setting of the comparison of single-arm vs external control groups, those methods could be directly used. However, the target population should first be defined, that impacts the definition of weights and the targeted treatment effect (Table 1). Indeed, one may focus on the average treatment effect (ATE) in the population represented by the combined single-arm and external control groups, that would be observed by switching every unit in the whole population from one treatment to the other, or the average treatment effect in the treated (ATT), obtained by only switching the treated to the control group, or the average treatment effect in the control (ATC) conversely.

In evaluating the benefit of blinatumomab versus HSCT as recommended in patients with ALL in CR at the time,\(^{28}\) the ATE, corresponding to switching every unit in the study population...
from blinatumomab to HSCT and reciprocally, may result in the effect of an infeasible intervention. By contrast, choosing the ATT targets the treated population, that is, those included in the single-arm trial, attempting to answer to ‘what would have been the undetectable MRD of the patients treated by blinatumomab if they all have received a HSCT?’. The ATC provides the alternate answer to ‘what should have been the undetectable MRD of the patients from the HSCT group had they received blinatumomab instead?’. Unfortunately, such targets are rarely reported and justified.

Step 2- Selection of External control data
Once the objectives, the target population and the target treatment effects over some appropriate comparator have all been defined and justified, one may look for external, sometimes called “synthetic”, controls. In line with the objective, the closeness of the external population to the targeted population should be first required to avoid the risk of substantial biases. It could be evaluated using the acceptability criteria proposed by Pocock, in terms of patient eligibility, methods for treatment evaluation, distribution of patient characteristics, and usual care. Selection of external controls should mimic the selection process of meta-analyses, with predefined eligibility criteria for including studies to insure patient similarity, relevant endpoints, and pertinent comparator. External controls could be directly selected from pertinent and efficacious active arms from previously completed RCTs, or reconstituted from real-world data (RWD) such as Electronic Health Records (EHR), registries or insurance claim datasets. When external controls are selected from RCTs, it is likely that the potential comparator has been sponsored by another firm, so that only aggregated data are available. Pooled data from previous RCTs could also be used as external controls, as exemplified by the FDA that has approved a synthetic control generated from more than 22,000 previous studies, to be used in a Phase III glioblastoma cancer trial. However, the control of confounders is more challenging with aggregated data. When no available controls from previous trials are available, controls can be selected from RWD including observational cohorts, registries or EHR, but also claims and prescription data. Adequate period of time and centers, to control for potential time and center effects, should be first considered. The closeness of populations is of particular concern in such an observational setting where there is an obvious “confounding-by-indication” bias due to the choice of treatment based on patient disease status. Of note, there has been evidence that participants to clinical trials are generally more selected, even within eligibility criteria, treated
in more experienced or specialized centers, and with a better follow-up than in routine care settings.\textsuperscript{35} In many chronic diseases, there is also no obvious single timepoint for treatment decision, and patients could be treated following a number of previous decisions of no treatment, or use of other treatments after failure.\textsuperscript{34} When population differ in terms of time of treatment decision in the course of the disease, “immortal time bias” or “time-lag bias” could be additionally introduced.\textsuperscript{36, 37} For instance, CAR-T cells administered in a single dose after a variable period of time, between patient selection, leukapheresis of the patient cells and a possible bridge chemotherapy, raise concerns about the comparison of cohorts with different in start dates of follow-up.\textsuperscript{38} Once RWD sources of control data are found, their validity should be measured through the assessment of risk of bias, often lacking. As reported recently, based on publicly available FDA reviews of medical products, most reasons why RWD did not contribute to regulatory decision-making relied on lack of pre-specification of study design and analysis as well as data reliability and relevancy concerns.\textsuperscript{39}

In the blinatumomab example, a comparison to external controls obtained from a retrospective cohort study of adult patients with Ph-negative BCP ALL in hematological CR with MRD persistence who received standard-of-care treatment at various European study groups facilities, was actually added to the FDA application. Key eligibility criteria of the BLAST trial were applied to define the eligible subset among the observational study participants. Only patients in first CR (both for BLAST participants and external controls) were considered, which was noted as a limitation by FDA reviewers, the target population being different from the original intended population. Other limitations noted were the non-contemporaneous controls (the observational study having started 10 years before the trial), differences in proportions of patients receiving HSCT, in measurement of the outcome (locally or centrally performed, with different techniques, at distinct time points).

**Step 3- Methods for indirect comparison of single-arm and external control arm**

Last, after pertinent external data have been identified and quality checked, indirect comparison of the single-arm trial and the external control should be done using appropriate statistical methods, checking underlying assumptions. Methods mostly depend on whether the control data have been measured at the individual-level or aggregated level.

**Individual-level external control data**

The availability of individual-levels data for both groups allows estimating the PS to balance the confounders of the treated (trial) group and the (external) control group using weighting or matching (Table 1). When external individual-level data are obtained from observational data,
additional weights may be used to incorporate the decreased level of evidence of the controls as compared to the trial data.\textsuperscript{41}

The most common approach to estimating inverse probability of treatment weights (IPW) is to estimate the PS through logistic regression, though approaches such as machine-learning, could be alternatively used,\textsuperscript{42} and then take its reciprocal. Such weights target the ATE of the underlying population (Figure 2). Unfortunately, the sample is often a “convenience” sample and does not represent any population of scientific interest, by contrast to surveys from which such methods have been derived.

To focus on the treated population and estimating the ATT, treated patients are given a weight of 1 while control patients are weighted by the odds of being treated. Such ATT weights are sometimes referred to as “standardized mortality ratio weights”.\textsuperscript{43}

For both types of weights, the challenge of extreme propensities has been identified as a primary downside of weighting, with no clear definition of the resulting ambiguous target population.\textsuperscript{44} Indeed, due to the assumption of common support, it should be found at least one control and one treated at each value of the PS so that the distributions overlap; otherwise, methods that address non-overlap, such as trimming or down-weighting data in regions of poor data support, excluding or censoring weights at some extreme percentiles, change the estimand so that inference cannot longer target the population of interest. Thus, balancing weights have been proposed as a simple way to define, based on specific tilting functions, individual weights and resulting target population,\textsuperscript{45} integrating most approaches including the PS-matching,\textsuperscript{27} widely used as a way of estimating the ATT. Besides IPW and ATT weights, “overlap weights” were recently proposed as a way of focusing on the population for which observed confounders have been adequately balanced (Table 1). As stated above, all weighted samples differ in terms of underlying target population, as illustrated in the observed patient characteristics (Figure 2).

For the blinatumomab example, an IPW-based analysis of external controls was actually added to the FDA. The eligible subset among the study participants were compared to the BLAST study participants using IPW, with a set of additional sensitivity analyses. The original IPW analysis presented to the FDA only included patients in CR1 (both for BLAST participants and external controls). Besides those exposed above, the main limitation was the potential risk of bias with respect to unmeasured and unknown confounders.

**Aggregated external control data**

When control data come from clinical trials not sponsored by the manufacturer own product of the single-arm trial, it is not rare that only published aggregate data are available. In this setting,
only summary measures of both the confounders and outcomes are at most available. Of note, for time-to-event data, some sorts of individual-level data can be extracted from published Kaplan-Meier curves using digitization, but individual-level data on confounders would still not be obtained.

To deal with such aggregated control data, unanchored population-adjusted indirect comparisons have been proposed, the two most popular methods being Matching-Adjusted Indirect Comparison (MAIC) and Simulated Treatment Comparison (STC).

MAIC is a reweighting method similar to IPW, though targeting the control population. The principle is to reweight the individual-level data such that the characteristics of the treated are balanced with those of the patients from the control data, with weights estimated from PS of being treated, that is, on the individual-level trial data. The resulting target population is that of the external dataset, thus estimating the ATC (Table 1). Of note, the PS cannot be estimated as usual, but using alternate method of moments or entropy balancing, both shown equivalent.

In STC, individual-level data are used to model the relationship between predictors and outcome of the single-arm trial, then using the model to estimate outcomes in external controls. The relative effect of the control over the treated group is then estimated by comparing this expected outcome to the observed aggregated outcome of the control.

In these unanchored comparisons, coverage of 95% confidence interval of treatment effect estimate has been showed to be suboptimal without clear explanation, maybe in relation to assessing variability in weights estimation. Both MAIC and STC rely on the strong assumption of conditional constancy of absolute effect, i.e., that the absolute treatment effect is constant at any level of the effect modifiers and prognostic variables, and that all effect modifiers and prognostic variables have been observed, otherwise the estimates are biased. This assumption is widely recognized as very hard to meet. This is a main issue when the mechanism of action of single-arm treatment is dependent on a biological target not involved in the response in the control cohort. Thus, providing information on the likely bias resulting from unobserved prognostic factors and effect modifiers distributed differently across the trials, is mandatory.

An important limitation is that MAIC or STC, as currently proposed, are only able to provide estimates in the target population represented by the external comparator population and not that of the single-arm trial of interest. For any other target populations, a supplementary assumption, the shared effect modifier, is needed.

Such indirect comparisons require additional recommendations. First, evidence that absolute outcomes can be predicted with sufficient accuracy in relation to relative treatment effect should
be provided. Moreover, the choice of the outcome scale is critical and should be justified, since effect modifier status is scale-specific.

For the blinatumomab example, external comparison could have been performed using published data on 272 patients with ALL in CR and quantifiable MRD from ALL study groups managed in national protocols 2000–2014. Baseline characteristics on age, sex, time from diagnosis, year of diagnosis, WBC count and cytogenetics at diagnosis and MRD status, could have been used as potential confounders. Estimated treatment benefit on RF and OS could have been considered.

**Discussion and Perspectives**

Standard strategy of treatment evaluation is based on successive phases, from phase I dose-findings dedicated to tolerance up to phase III RCT comparing the effects of the new treatment to a pertinent comparator on exchangeable groups of patients. Nevertheless, providing rapid answers in evaluating a new treatment outside this standard strategy is growing. Nowadays, the use of single-arm clinical trials as the sole source of evidence provided by the pharmaceutical firms to obtain -at least temporaray- drug approvals, is accepted by regulatory agencies in some indications or populations. This may appear contradictory to the huge statistical literature reporting its many sources of bias since the early 80s. To improve the level of evidence and decrease the uncertainty of such uncontrolled trials, comparisons using external or “synthetic” controls have been reported, for instance in large B-cell lymphoma, metastatic non-small cell lung cancer, or glioblastoma. Such comparisons require a careful and sometimes complex implementation to be valid, as reported in the recent review of methods for observational data. In the specific setting of single-arm trials, we aimed to report how to enhance the evidence from such trials, by incorporating and leveraging external data as a “synthetic” control-arm, whichever data come from other trials, observational studies or the real-world, and available at the individual-level or not.

We provided some guidance in incorporating external controls by defining a 3-step process, with the aim to stop the sequence whenever some target or underlying assumption could not be satisfied. First, the targeted population, pertinent comparator and measure of treatment effect should be clearly delineated. Secondly, all sources of the target controls should be considered, with selection adequately performed with respect to the population, endpoint and treatment decision. Last, the method of analysis should be justified based on the type of available data, and on the underlying population. External controls entail merging different sources of data,
which may complicate the verification of causal assumptions and adequate control for confounding.

In all cases, and given the risk that analyses would be data-driven and adapted ad-hoc, the statistical analysis plan for such an incorporation should be publicly issued before analysis, and only external controls recruited after that publication would be used in the comparisons, in a similar approach as registered reports.\(^5\) The principled framework of emulating a target trial combining principles of clinical trials and causal methods to control for confounding appears particularly adequate in this situation.\(^18,59\)

We mostly considered methods derived from propensity score, though other approaches could be also considered. First, with the use of individual-level data, \(g\)-computation—or regression standardization—developing risk prediction models for the outcome under each treatment (experimental or control), then using individual predictions to estimate the ATE, ATT or ATC,\(^60–62\) has been proposed. Otherwise, “double-robust” or “augmented IPW” estimators combine IPW and prediction models of \(g\)-computation.\(^63\) To our knowledge, these approaches have not been used for regulatory approval with external controls, but remain valid promising alternatives.

Other issues such as time-dependent biases may exist.\(^36,37\) Statistical methods have been proposed to control for confounding in such a time-dependent situation, such as marginal structural models,\(^64\) or risk-set matching.\(^65\) However, these methods require a follow-up of the whole cohort including treated and control individuals, which is not the case when using external aggregated data for controls. How to adequately control for time-dependent biases with external controls has therefore also to be considered.

Otherwise, the desire of rapid answers may also raise the interest of new approaches for which both interventional and control groups may lack. In silico trials referred to models and simulations used for drug and other interventions development.\(^66,67\) Their general idea is to build a mechanistic model based on biological knowledge such as drug mechanism of action, and parameter values using available data or specific experimentations. Once defined, the model is used to explore new scenarios that could have been evaluated in clinical trials. This can lead to the choice of one or several strategies among many to be further evaluated. As an example, such an approach has been used for the development of an immune intervention in HIV-infected patients based on the interleukin-7 using an ODE-based model,\(^68\) that has served to select and define next trials.\(^69\) Although promising, these approaches are challenging because of the limitations due to model misspecifications and parameters identifiability.
In summary, when reporting results from a single-arm trial with the aim of marketing authorization, providing some external comparison to controls should be mandatory, adequately done and reported. It should be kept in mind that such indirect comparisons aim to mimic the missing randomized clinical trial. Thus, it includes, not only the report of indirect comparisons, but also the clear justification of the target population throughout eligibility criteria, of the potential sources of available data, of the method used for estimation, and of the checking of all the underlying causal assumptions. Only the respect of all these steps may provide a correct level of evidence although it could not be guaranteed that it will reach the level of a well conducted RCT. It is therefore at utmost importance to follow the effectiveness of any interventions after market authorization that has been evaluated through single-arm trial with propre post-market surveillance system. Finaly, our approach can be generalized in other indications and populations for which single-arm trials have lead to regulatory approval.
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Figure Legends

Figure 1: Schematic 3-step process to be applied when incorporating external control data to single-arm trial data in order to maximize the validity of indirect comparisons

RCT: randomized clinical trial; RWD: real-world data; MAIC: Matched adjusted indirect comparison; STC: Simulated Treatment Comparison
Figure 2: Schematic representation of how data is weighted according to the estimand.

Suppose the original sample from the single-arm trial differs from the external controls in terms of patient severity, with 1 severe case (in green) over 4 in the trial compared to 3 over 4 in the external data. The objective is to modify the pooled data to obtain two groups where the proportion of severe cases is similar.

Most methods are based on the propensity-score PS, that is the probability of being in the trial for each patient. In this setting, each severe (green) patient is given a PS of $1/4$ while each non-severe patient (blue) is given a PS of $3/4$.

Inverse probability of treatment weight (IPW) consists in inversely weighting each individual in the original samples according to their probability of being in the original group, that is for the treated, the individual contribution of each patient is divided by their PS (thus resulting in adding $1/3$ of fictive patient for each non-severe patient and $3$ fictive individuals for severe cases, while in the external group, it is divided by $1$ minus their PS, thus adding $1/3$ of fictive patient for each severe patient and $3$ fictive individuals for non-severe cases. This yields a weighted sample where the proportion of severe cases is similar in both groups ($1/2$), that differ from both original groups.

ATT weights consist in using all individuals from the single-arm trial (weight of $1$), and weighting each individual in the external sample by the odds of being in the trial. This results in odds of $(1/4)/(3/4)=1/3$ in non-severe patients and of $(3/4)/(1/4)=3$ in severe cases, reaching a $\frac{1}{4}$ prevalence of severe cases in the pooled weighted dataset, that is that observed in the original treated patients from the trial.
ATC weights are conversely computed, with weights of 1 for each patients from the external data, while patients from the single-arm trial affected to a weight of $(3/4)/(1/4)$ for severe trial patients, and $(1/4)/(3/4)$ for non-severe patients. The resulting prevalence of severe cases is now that of the original external control group, that is, $3/4$. 
Table 1: Targeted population, weights, and estimands.

Let $e(x) = PS = Pr(T = 1|V)$, where $T=1$ for the single-arm treatment group, $T=0$ for the external control group, and $V$ the set of observed confounders in both groups.

| Method for controlling confounders | Weights (treated, untreated) | Targeted population | Tilting function | Estimand |
|-----------------------------------|-----------------------------|---------------------|------------------|----------|
| Inverse weighing                  | $\frac{1}{e(x)}$, $\frac{1}{1-e(x)}$ | Combined from the treated and untreated | 1 | ATE |
|                                   | $1$, $\frac{e(x)}{1-e(x)}$ | Treated population | $e(x)$ | ATT |
|                                   | $\frac{1-e(x)}{e(x)}$, 1 | Control population | $1-e(x)$ | ATC |
|                                   | $(1-e(x))$, $e(x)$ | Overlap population | $e(x) (1-e(x))$ | ATO |
|                                   | $\frac{1}{e(x)}$, $\frac{1}{1-e(x)}$ | Trimming population | $1 (a<e(x)<1-a)$ | Non-specified |
| Matching                          | $\min \left( \frac{e(x)}{e(x)}, 1-e(x) \right)$, $\min \left( \frac{e(x)}{e(x)}, 1-e(x) \right)$ | Matching population | $\min \left( e(x), 1-e(x) \right)$ | ATT |
| Matching adjusted indirect comparison | prop. $\frac{1-e(x)}{e(x)}$, 1 | Control population | $1-e(x)$ | ATC |

IPW: inverse probability of treatment weight; ATE: average treatment effect; ATT: average treatment effect in the treated; ATC: average treatment effect in the control; ATO: average treatment effect in the overlap population.
**Box 1: Glossary**

- **Confounder**: Variables that affect both the treatment choice and the outcome. Ignoring those variables in the comparison of treatment groups achieves “confounding-by-indication” bias.

- **External control** is defined as group of patients external to the study, that differs from an internal control group consisting of patients from the same population assigned to a different treatment.

- **Immortal time bias** refers to the difference in estimation achieved by differences in selection time of the treatment groups, that favor the treated who “survived” up to the actual administration of the treatment. This can be controlled by the careful selection of the definition of time to selection in both groups, that should be as close as possible.

- **Propensity Score (PS)**: The propensity score is the probability that a patient would receive the treatment of interest, based on the pre-therapeutic characteristics of the patient, the treating clinician, and the clinical environment. PS methods are used to reduce the bias in estimating treatment effects and allow investigators to reduce the likelihood of confounding when analyzing nonrandomized, observational data. Under several assumptions, such methods allow providing causal treatment effects.

- **Real World Evidence (RWE)** is the clinical evidence about the usage and potential benefits or risks of a medical product derived from analysis of RWD.

- **Real World Data (RWD)** are data relating to patient health status and/or the delivery of health care routinely collected from a variety of sources.
### Box 2: Causal assumptions

- **Consistency** relates the observed outcome to potential outcomes that would be observed under each treatment compared, which forms the underlying statistical framework for the approach. Consistency is generally assumed as part of the causal model itself, but also implies that the treatments to be compared are well defined, and that there are no “hidden” versions of those, which may be arguable for external controls who may receive different treatments. In that case, consistency should be more considered as a distributioal level, i.e., the distribution of the different versions of the “treatment” in the population.

- **No interference**, means that the effect of the treatment on the outcome of an individual is not affected by the other individuals being treated or not. It can be generally accepted for external controls, in particular because they are often selected in existing cohorts, registries or electronic health records, that would be unaffected by a limited-sample size trial being conducted, possibly in different locations or time period.

- **No unmeasured confounding**, means that the covariates measured for the trial participants and external controls comprise all those that are likely to affect the outcome and differ between both groups. This assumption is more challenging, since it requires in practice that all relevant prognostic factors would be recorded for both participants to the trial and external controls. Also, factors that may affect outcomes such as center-specific characteristics, socio-economic variables, environmental factors, standard of care, or health systems may not be available for either the trial participants or the external controls.

- **Positivity** or **common support**, means that all individuals have a non-null probability of receiving either treatment compared. External controls had virtually no chance of receiving the experimental treatment, but one should look at whether controls could have received the experimental treatment given their individual characteristics, had they been followed-up in an institution participating to the trial. This is not limited to trial’s eligibility criteria, but one should also look at the other potential confounders. For instance, if the aforementioned factors were recorded, but standard of care or center expertise differed between the controls and treated patients, this may violate positivity. Moreover if standard of care or center expertise differed between the controls and treated patients, this may violate positivity.
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- **Single-Arm Trial**
  - Pr(severe) = 1/4

- **External Data**
  - Pr(severe) = 3/4

**Overall prevalence of severe patients, 1/2**

**Original data**

**Weighted Data**

- **IPW**
  - Pr(severe if Trial) = 1/2 = Pr(severe if external)

- **ATT weights**
  - Pr(severe if trial) = 1/4 = Pr(severe if external)

- **ATC weights**
  - Pr(severe if trial) = 3/4 = Pr(severe if external)