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Abstract – Touch based systems are increasingly used to showcase products in the current markets. However, a robust system is needed to analyse the response and activities. We introduce an interactive general analytical engine (GAETS) designed to facilitate the creation of descriptive analysis done for touch based hardware. We intend to do this by keeping a tab on the number and variety of people who are using the hardware and analyse their actions based on what is displayed on the screen. This project will be implemented in three phases. The first phase will include image capturing, face recognition and image retrieval. Secondly, image processing will be done on the face detected (for detecting gender and age group) as well as on the icons the user accessed. Finally, a detailed analysis of the data gathered will be done and reports will be demonstrated visually on a dash board. This system will help the market analysts to know current market trends and sales patterns classified on the basis of gender and age group. The system would be modular in design to allow customization while retaining a flexible and stable structure.
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I. INTRODUCTION

Analytics involve finding out meaningful patterns in the available set of data. The ‘General Analytical Engine for Touch Based system’ will generate the statistics by analysing the actions of a person to a particular product on the touch based kiosk depending on its age and gender. Strong popularity of touch screen kiosks suggests more businesses must adapt by integrating the technology into their service delivery. Kiosk is commonly used to give key information or collect user feedback and other data.

However, a robust system is needed to analyse the response and activities. We introduce an interactive general analytical engine (GAETS) designed to facilitate the creation of descriptive analysis done for touch based hardware. We intend to do this by keeping a tab on the number and variety of people who are using the hardware and analyse their actions based on what is displayed on the screen. This system will help the market analysts to know current market trends and sales patterns classified on the basis of gender and age group. The system would be modular in design to allow customization while retaining a flexible and stable structure.

II. PREVIOUS WORK

Earlier face recognition systems were mainly based on geometric facial features and template matching. In those works a face was characterized by a set of features such as mouth position, chin shape, nose width and length which are potentially insensitive to illumination conditions. The Principal Component Analysis (PCA) is one of the most successful techniques that have been used in image recognition and compression. PCA is a statistical method. The main idea of using PCA for face recognition is to express the large 1-D vector of pixels constructed from 2-D facial image into the compact principal components of the feature space. The same principle is in effect used to recognize the gender of the test image by evaluating the Euclidian distance of the test image from the images in the database. The proposed gender and face recognition technique using PCA is verified for both test images of a man and a woman. It was observed that if the number of images of a particular subject was more in the database, the gender recognition becomes even better.

III. PROJECT SCOPE

The project is an analytical engine for touch based hardware capable of capturing the images of people interacting with the system and at the same time classifying their image based on gender and age. The image captured will be first checked if it is already present in the database. If it is already present then his/her interactions with the hardware will be added to his existing account and if it is not present then a new account will be created and all his further interactions will be added to the newly created account.

The system will do the above mentioned activities for a specific period of time and will generate analytics in the form of visual representations based on the interactions of different categories of users.
IV. OPERATING ENVIRONMENT

Operating System: Windows XP, Windows 7
RAM : 1 GB
Hard disk : 4 GB
Software Required: Visual studio 10, Open CV(library).

V. IMPLEMENTATION DETAILS

Module 1:
Face detection-It is a technique to identify an object as a face and locate it in the input image. When the user gives his input to the system in the form of his first touch then the image of the user will be captured. The face detection algorithm will be applied to the captured image. The main aim of this module is to recognize facial features in the input image.

Module 2:
Face recognition-It is a technique to decide if the face is known or unknown based on the database of faces it uses to validate this input face. The image in which face is recognized is given as input to this module which checks if the face detected is the most recently used. If the image already exists then all his/her activities are added to his existing account but if the image does not exist then a new account is created.

Module 3:
Gender detection-This module aims to classify the input image based on gender. After the face recognition algorithm is applied to the algorithm then the image is classified on the basis of gender.

Module 4:
Approximate age group detection-The input image will be classified on the basis of three age groups i.e. children, young adult and senior adult.

Module 5:
Content based image retrieval-It is an application of computer vision techniques which addresses the problem of searching of digital images in large databases. This will be applied to the system when the image is to be searched in the database and also when the icons touched by the user are to be recognized.

VI. MATHEMATICAL MODEL

The mathematical model is divided into two parts:
A: face detection
B: Face Recognition-Gender-Age classification

A. FACE DETECTION:

\[ F = \sum (\text{pixels in white area}) - \sum (\text{pixels in shaded area}) \]

If \((f)\) is large it is face, i.e. if \((f)>\text{threshold},\) then Face;
Else
Non-face;

B. FACE RECOGNITION-GENDER-AGE CLASSIFICATION

1. Let \(I_1, I_2, \ldots, I_M\) be the training set of face images in the database. The average face is defined by:
\[
A = \frac{1}{M} \sum_{i=1}^{M} I_i
\]

2. Each face differs from the average face by the vector \(Y_i = I_i - A.\)
The covariance matrix \(C\) is obtained as
\[
C = \frac{1}{M} \sum_{i=1}^{M} Y_i Y_i^T
\]

3. The eigenvectors of the covariance matrix are computed and the \(M'\) significant eigenvectors are chosen as those with the largest corresponding eigenvalues. From these eigenvectors, the weights for each image in the training set are computed as
\[
W_{ik} = E_k^T (I_i - A) \quad \forall i,k
\]

Where, \(E_k\)-eigenvectors corresponding to the \(M'\).

4. A test image \(I_{test}\) is projected into face space by the following operation, derived from 3 above:
\[
W_{testk} = E_k^T (I_{test} - A) \quad \forall K
\]

5. Each image in the training set is divided into \(N\) smaller images as follows:

Hence the size of each sub-image will be \(L^2\sqrt{N} \).

These sub-images can be represented mathematically as
\[
l_{ij}(m,n) = l_j \frac{L}{\sqrt{N}} (j-1) + m \frac{L}{\sqrt{N}} (j-1) + n \quad \forall i,j
\]

Where, \(1<i<M, M\) being the number of images in the training set, \(1<j<N, N\) being the number of sub-images and \(1<m,n<L/\sqrt{N}\).
6. The average image of all the training sub-images is computed as

\[ A = \frac{1}{M \cdot N} \sum_{i=1}^{M} \sum_{j=1}^{N} l_{ij} \]

7. The next step is to normalize each training sub-image by subtracting it from the mean as

\[ Y_{ij} = l_{ij} - A \quad \forall i, j \]

8. From the normalized sub-images the covariance matrix is computed as

\[ C = \frac{1}{M \cdot N} \sum_{i=1}^{M} \sum_{j=1}^{N} l_{ij} \cdot Y_{ij}^T \]

9. Next we find the eigenvectors of C that are associated with the M' largest eigenvalues \( E_1, E_2, \ldots, E_{M'} \) whose weights are:

\[ W_{pnj} = E_k \cdot (l_{pnj} - A) \quad \forall p, n, j, k \]

10. Weights are also computed for the test sub-images using the eigenvectors as:

\[ W_{test jk} = E_k^T \cdot (l_{test j} - A) \quad \forall j, K \]

11. Mean weight set of each class in the training set is computed from the weight sets of the class as shown below:

\[ T_{pj} = \frac{1}{T} \sum_{r=1}^{T} \sum_{n=1}^{r} W_{pnj} \quad \forall p, j \]

12. Finally, the minimum distance is computed as shown below:

\[ D_{pj} = \frac{1}{M'} \sum_{k=1}^{M'} |W_{test jk} - T_{pj}^k| \]

\[ D_p = \frac{1}{N} \sum_{j=1}^{N} D_{pj} \]

After successfully doing all the calculations, the image from the training set that has the minimum distance, is recognized and further calculations can be done on the same.

13. Gender Recognition is done using PCA using the same technique described above (in 1-12) except for the fact that the training set of images for gender detection is divided as Males and Females.

14. Age Recognition is done using PCA using the same technique described above (in 1-12) except for the fact that the training set of images for age detection is divided into age groups of:

i) Babies
ii) Teens
iii) Adults
iv) Old

VII. TECHNICAL SPECIFICATIONS

A. Advantages

1. Touch based system hence no text bound interface, providing faster input leading to better customer service.

2. Shows analytics in a graphical format, thus provides easy way to interpret.

3. Provides easy approach to the administrator for updating the icons database.

4. Analytics generated will help the advertisers and market analysts to popularize a certain product in a particular age group of a specific gender.

B. Disadvantages

1. Requires initial investment for the hardware installment.

C. Applications:

1. Market Analysts:

   The market analysts will use the analysis to know about the past and current market trends and predict future sales.

2. Advertisement:

   The advertisers will specifically know which particular products have to advertise in which particular age-groups for males or females.

VIII. HARDWARE DETAILS

The hardware interface at the client side will include a Multi-touch MagixKiosk (by TouchMagix), while the one at the server side will have a laptop wherein the dashboard with the analytics will be displayed.

- The MagixKiosk™ can be adjusted easily into four form factors- Table, tilted kiosk/workstation, High Bar Table, or as a standing flat display.

- Super slim and robust design.

- 32” HD high brightness LED display
IX. SOFTWARE DETAILS

The project is designed specifically for Windows Operating system.

- Microsoft visual studio 10
- OpenCV (Library)
- C++

X. SYSTEM FEATURES

Strong popularity of touch screen kiosks suggests more businesses must adapt by integrating the technology into their service delivery. We plan to do a detailed analysis of how a system is used by keeping a tab on the number and variety of people who are using the hardware and analyse their actions based on what is displayed on the screen. This system will help the market analysts to know current market trends and sales patterns classified on the basis of gender and age group.

The project will implement the image processing part in Visual Studio 10 with the help of OpenCV (Open Source Computer Vision Library). This library is cross platform and mainly focuses on real time image processing.

GAETS provides an export feature that allows the user to save contents of analysis results to an external location. This will help the advertisers and market analysts to popularize a certain product in a particular age group of a specific gender.

XI. SYSTEM ARCHITECTURE

This system has an architecture with various components that work together to achieve the desired result.

![System Architecture Diagram]

Fig. 1: System Architecture
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