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Abstract

In event-based Information Extraction systems, a major task is the automated filling from unstructured texts of a template gathering information related to a particular event. Such template filling may be a hard task when the information is scattered throughout the text and mixed with similar pieces of information relative to a different event. We propose in this paper a two-step approach for template filling: first, an event-based segmentation is performed to select the parts of the text related to the target event; then, a graph-based method is applied to choose the most relevant entities in these parts for characterizing the event. An evaluation of this model based on an annotated corpus for earthquake events shows that we achieve a 77% F1-measure for the template-filling task.

1 Introduction

Information Extraction (IE) is a process that aims at extracting pieces of information from texts. Following the paradigm defined in the Message Understanding Conferences (MUC) (Grishman and Sundheim, 1996), IE systems focus on extracting structured information concerning events to fill predefined templates. These templates make it possible to highlight the information that is specific to a type of events and to discard pieces of information that are not relevant in this respect. Figure 1 gives an example of the filling of a template by information extracted from a news article.

Common issues addressed by IE systems for filling a template include identifying named entities, finding relations between these entities, resolving entity coreference, gathering scattered information, etc. (Turmo et al., 2006).

Currently, there is no standard approach for filling templates. However, most IE systems have been relying on a sentence-oriented approach: first, domain-specific patterns or classifiers are used to process sentences separately; then, ad-hoc strategies for merging these local results into templates are applied. Even if such approach has been used widely, it does not take into account two important problems: (i) events can be described in more than one sentence; (ii) patterns/classifiers mainly capture binary relations among entities while events are not limited to binary relations.

An illustration of the first problem is given by Figure 1, where information relative to the event EV1 is expressed beyond the sentence scope. This problem raises more generally the question of defining event-related spans of text or, in other words, determining whether a sentence refers to an event, and eventually the type of this event. In this article, we tackle this issue through the means of discourse segmentation. More specifically, we propose segmenting texts according to the events they refer to. Our objective is to narrow the span of text to explore in order to link a named entity to an event mention. As time is an important feature for discriminating events, we chose to perform this segmentation by relying on temporal cues.

Concerning the second problem, we can observe in Figure 1 that most of the sentences comprise an event mention with more than 2 related entities: the first sentence involves 3 entities while

Figure 1: Example of template filling

![Figure 1: Example of template filling](image-url)
the second one involves 4 entities. Similarly to (McDonald et al., 2005), we refer to such relations as complex relations, namely any \( n \)-ary relation among \( n \) typed entities. In this context, each event can be seen as a complex relation where the arity of the relation \( n \) is equal to the number of entity types that should be filled in the template \( (n=5 \) in the previous example). Several methods were proposed for extracting complex relations such as graph-based methods (McDonald et al., 2005; Wick et al., 2006) or inference-based methods (Goertzel et al., 2006). In this article, we tackle the complex relation extraction by proposing a graph-based method. We start by building an entity graph based on the result of text segmentation; then we use several domain-independent strategies for the reconstruction of the complex relation.

The remainder of this article is organized as follows: the next section discusses related work while Section 3 presents a general overview of our approach. Sections 4 and 5 detail the methods used for the two steps: event segmentation and template filling. Finally, Section 6 gives the results of the evaluation of each step.

2 Motivation and Related Work

Template filling is a central task for IE systems and has been the object of numerous studies. For instance, in the context of the MUC (Message Understanding Conferences) and ACE (Automatic Content Extraction) (Doddington et al., 2004) evaluation campaigns, one of the objectives assigned to the systems was to fill predefined templates with a static/fixed structure. Although this is the most widespread approach, a work such as (Chambers and Jurafsky, 2011) adopts a different view and proposes an unsupervised approach for filling templates without prior knowledge about their structure: they rely on clustering techniques for learning the structure of templates and on syntactic patterns for extracting their fillers.

A wide range of IE systems, particularly those based on learning approaches, have been relying on the idea that an event is often described within a single sentence, which leads to the hypothesis that pieces of information across sentences are less important. This idea is called the single sentence assumption by Stevenson (2006), who reported that only 60% of the facts mentioned in three MUC corpora (MUC 4-6-7) could be identified following this hypothesis. More recently, Ji et al. (2010) showed that around 40% of relations among entities require using cross-sentence inference techniques for their extraction.

Few approaches have been proposed for information extraction at a discourse level. Among them, (Gu and Cercone, 2006) and (Patwardhan and Riloff, 2007) are the closest to ours. (Gu and Cercone, 2006) is a segment-based HMM model for identifying text units (sentences) that are relevant for the extraction of template fillers and on another HMM to extract the fillers from the retrieved sentences. Similarly, Patwardhan and Riloff (2007) proposed first to identify relevant sentences by using a self-trained SVM (Support Vector Machine) and then, to apply extraction patterns (primary and secondary patterns) to find the template fillers.

One of the first successful approach for the extraction of \( n \)-ary relations came from the biomedical community (McDonald et al., 2005) and was later applied to the domain of corporate management successions (Afzal, 2009). Other works tackled the complex relation problem in the context of database record extraction. They proposed to focus on the compatibility of a set of entities rather than on the compatibility of pairs of entities, which led them to take into account inter-sentential relations between entities (Wick et al., 2006; Mansuri and Sarawagi, 2006; Feng et al., 2007).

3 Overview

Event extraction as presented in this article takes place in a wider context of technology watch in which users are mainly interested in the most recent events. In this context, our goal is to synthesize from news articles the information about such recent events into a dashboard. However, news articles often refer to several comparable events, generally for pointing out the similarities and differences between a recent event and past events. In our specific application, we are not interested in the past events and we consider them as a source of noise for extracting information about the main event of a news article. We made the assumption, as in (Feng et al., 2007), that one document is associated with one record (event in our case). We adopted a two-step strategy to tackle this problem:

- segmenting texts into events: events might
be described over a single sentence. Therefore, we need to segment texts according to the events they refer to. These segments are frequently discontinuous as the structure of news articles is often dominated by moves between the main event and past similar events;

- filling event templates from relations: since event segments go beyond the sentence level, they are even more likely to contain complex relations than sentences. Therefore, we have to verify which entities mentioned in these segments are eligible to be part of the complex relation.

4 Segmenting Texts into Events

The goal of our segmentation of texts is to delimit segment units in relation with a target event. In previous work such as (Gu and Cercone, 2006; Patwardhan and Riloff, 2007), the methods for identifying such segments relied on fully lexicalized models that were learned using word surface forms. (Naughton, 2007) adopted a more generic approach by exploiting text structure. Our proposal is based on the idea that using temporal cues can help discriminate events, in particular similar events. In the example of Figure 2 for instance, two kinds of temporal cues can be used for this task: date values and verb tenses.

Our segmentation approach is based on an event-oriented representation of texts: a text is viewed as a sequence of sentences in which each sentence is characterized by the presence or the absence of an event. As in previous work, we have made the hypothesis that one sentence is linked to one event\(^1\). Hence, we tackle the segmentation task as a classification problem where each sentence of a text must be associated with an event type.

We classify sentences according to the following three categories. Main event: all sentences referring to the main event of the text; Secondary event: all sentences containing data that are related to an event different from the Main Event; Background: all sentences that belong neither to the Main Event nor a Secondary Event. An example for each category is given in Figure 2.

Our intuition is that for segmenting texts, the most interesting criteria rely not only on the nature of sentences but also on their linking at a discourse level, with the idea that categories of events don’t follow one another in an arbitrary way. For instance, in the example of Figure 2, the shift from one event to another is associated with the change of verb tense preterit/past perfect. Our focus compared to previous segmentation approaches is to capture the dependencies between the shifts of temporal frames and the shifts of events.

For this purpose, we trained a linear Conditional Random Field (CRF) model (Lafferty et al., 2001) using the following temporal cues as features. Verb tenses: a binary feature is associated with each possible verb tense (feature is 1 if at least one verb of the sentence has the considered tense); Presence of dates: if a sentence contains a date, it is likely to refer to an event different from the previous sentence (except for the first occurrence of a date); Temporal expressions: this feature accounts for the presence of temporal expressions in a sentence, such as “over the past two weeks, in recent years”, often related to generalities. The dependencies between successive event types are taken into account by the linear structure of our CRF model. More details about this segmentation model can be found in (Jean-Louis et al., 2010).

5 Filling Event Templates from Relations

For the filling of event templates, we propose a graph-based approach relying on the paradigm of complex relation extraction. Its first step (graph construction) detects relations between entity pairs in the same sentence to build an entity graph. The second step (template filling) applies generic strategies for selecting the most relevant entities associated with the template by exploiting the entity graph. These two steps are described in more details in the following sections.

\(^1\)This hypothesis is not verified for all texts but can be considered as a reasonable simplification in the context of our study.
5.1 Graph Construction

The entity graph we build in this first step characterizes at the document level the presence/absence of semantic relations between each pair of entities. For building such a graph, we propose to rely on the most relevant text segments in relation to the target event instead of considering the entire document. In our case, these segments are those built from the sentences classified as \{MAIN\} by the segmentation model presented in Section 4.

![Figure 3: Example of entity graph](image)

The entity graph is a weighted graph whose nodes are associated with named entity mentions while edges are associated with the relations between these mentions. The weight associated with each edge measures the confidence that a semantic relation exists between its two entities in a sentence. The graph is undirected as we mainly rely on relation confidence, a symmetric notion in our case, for filling templates. Figure 3 shows an example of such entity graph. Note that we assume that all entity mentions having the same value are equivalent (as the two mentions of Chino Hills) since they are located in the same event segment. Similarly, we consider all event mentions as equivalent (as earthquake in the first sentence and quake in the second sentence).

The presence of a relation between two entities in a sentence is classically determined by a statistical classifier. Following the standard approach of (McDonald et al., 2005) or (Liu et al., 2007), the weight of a relation is evaluated by the confidence score of this classifier and ranges in [0,1] in all the experiments of Section 6.3. In most previous works, such classifier mainly relies on a set of lexicalized features, without any syntactic feature (Afzal, 2009; Gu and Cercone, 2006; Wick et al., 2006). In (Liu et al., 2007), syntactic features are used in addition to lexicalized features. In contrast, our aim is to build a model that only makes use of syntactic features and does not rely on lexical information (such as inflected forms or lemma) in order to have a more generic model that can be easily adapted to another domain. For evaluating the contribution of lexicalized features compared to syntactic features, we trained different classifiers based on three distinct sets of features, detailed in Table 1:

- **FEAT-BASE**: same feature set as (Afzal, 2009), based on lexicalized features;
- **FEAT-LEX**: a feature set that contains lexicalized features, and syntactic features inspired by (Liu et al., 2007)\(^3\);
- **FEAT-NOLEX**: same feature set as FEAT-LEX, but without the lexicalized features.

### 5.2 Template Filling

Template filling aims at selecting the best entities for the template slots. In our approach, this selection relies on the relations between entities in the entity graph. Note that we are trying to fill domain-specific templates that have a fixed number of slots though it is not mandatory that every slot gets a value. As every slot is associated with an entity type, we need to select (when it is possible) one entity value for each slot. This problem can be seen as the complex relation reconstruction task described in (Afzal, 2009; McDonald et al., 2005). We compared several approaches to tackle this issue:

- Some of their features are not relevant in our context since they are only applicable in the biomedical domain.

| Features description | FEAT-BASE | FEAT-LEX | FEAT-NOLEX |
|----------------------|-----------|----------|------------|
| Entity type of E1 and E2 | ✓ | ✓ | ✓ |
| POS of E1 and E2 | ✓ | ✓ | ✓ |
| Words in E1 and E2 | ✓ | ✓ | ✓ |
| Word bigrams in E1 and E2 | ✓ | ✓ | ✓ |
| Words between E1 and E2 | ✓ | ✓ | ✓ |
| Word bigrams between E1 and E2 | ✓ | ✓ | ✓ |
| POS between E1 and E2 | ✓ | ✓ | ✓ |
| # words between E1 and E2 | ✓ | ✓ | ✓ |
| # synt. relations between E1 and E2 | ✓ | ✓ | ✓ |
| Syntactic path between E1 and E2 | ✓ | ✓ | ✓ |
| Relative position and POS | ✓ | ✓ | ✓ |
| # entities between E1 and E2 | ✓ | ✓ | ✓ |
| # event mentions between E1 and E2 | ✓ | ✓ | ✓ |
| POS of two words after/before E1 | ✓ | ✓ | ✓ |
| POS of two words after/before E2 | ✓ | ✓ | ✓ |

\(^3\)If either E1 or E2 is an event mention, indicate whether the other entity is after/before its POS.
Heuristic is a simple but efficient approach that selects for each entity type the first entity mention occurring in the main event segment.

Confidence is an approach that selects, for each entity type, the entity connected to the event mention with the highest confidence weight.

PageRank is a link analysis based approach that relies on the PageRank algorithm (Brin and Page, 1998). The idea is to use the graph structure to rank entities according to their importance in the graph and to select, for each entity type, the entity mention with the highest PageRank score.

Vote is a voting-based approach exploiting the output of the Confidence, PageRank and Heuristic approaches: a majority vote is performed for each entity type and the entity mention with the highest number of votes (one vote by approach) is chosen.

Hybrid is an hybrid approach that applies for each entity type the best selection approach for this type. The main idea is to increase overall performance by allowing one entity type to be selected with one approach and another entity type to be selected by a different approach. For instance, the best selection approach for dates is Confidence whereas it is Heuristic for geographical coordinates.

Except for the first approach, the output is complemented by the use of the heuristic approach as back-off when no entity has been retrieved for a given entity type. Such a situation happens when a template filler is the only entity of a sentence and therefore, cannot be extracted by the binary relation classifier.

6 Evaluation

This section provides details concerning the experimental evaluation of our template-filling process. We present the corpus in Section 6.1 and the individual results for the different steps of our process in Sections 6.2, 6.3 and 6.4. We also evaluate the impact of the segmentation step on the final results in Section 6.5 and finally propose an analysis of errors in Section 6.6.

6.1 Corpus

The work presented in this paper was developed for an application dedicated to the surveillance of earthquake event mentions in news articles. The earthquake event template summarizes the main characteristics of a seismic event, namely its date, time, location, magnitude, geographical coordinates and its mention (earthquake, afterquake, etc.)\(^4\). An example of such template is provided in Figure 1, knowing that our target application is not interested in the secondary event \(EV2\).

We carried out all the experiments on a corpus of 501 French news articles concerning earthquakes. These articles were collected between February 2008 and early September 2008 from an *Agence France Presse* (AFP) newswire (1/3 of the corpus) and from Google News (2/3 of the corpus). The corpus was manually annotated by domain analysts for filling the earthquake event template. The annotators identified a total of 2,775 entities divided into 6 entity types: event mention (18%), location (34%), date (17%), time (12%), magnitude (17%) and geo-coordinates (1%)\(^5\).

Each document was preprocessed by the LIMA linguistic analyzer (Besançon et al., 2010), performing tokenization, sentence boundary detection, part-of-speech tagging, verb tense analysis, named entity recognition and dependency parsing.

6.2 Segmenting Text into Events

We used a subset of 140 articles from our corpus as training data for the CRF-based segmentation model. These articles were manually annotated into 1,659 segments according to the categories defined in Section 4: Main event (70%), Secondary event (17%), Background (13%). Most of these articles contain a main event and at least one secondary event (short articles might not refer to a secondary event). Note that the Secondary event class includes without distinction all secondary events. The implementation was achieved using the CRF++\(^6\) toolkit. We report in Table 2 results of our CRF model (CrfSeg) compared to a baseline (ParaSeg) in terms of F1-measure using a 5-fold cross-validation. The baseline ParaSeg is a paragraph-based heuristic that assigns Main event category to all the sentences in the first two paragraphs and considers others.

\(^4\) Casualties were not considered here because their correct identification would require a chunker.

\(^5\) Several entities could be annotated for the same slot when variants or different levels of granularity were present: for locations, both a city and a country name for instance.

\(^6\) http://crfpp.sourceforge.net
as secondary event\(^7\). Results in Table 2 show that our model obtains fairly good classification performance for all categories and is particularly suited for identifying the main event section. They also show the impact of taking temporal cues into account compared to relying on text structure only. Note that the poor results of our baseline partly come from its ignorance of the Background category. The Relevant Sentence Classifier of (Patwardhan and Riloff, 2007) has a goal similar to our segmentation with Recall|Precision|F1-Measure scores of 63%|46%|53% on terrorism documents and 72%|41%|52% on disease outbreak documents. We provide these figures as indicative results but not for direct comparison since their approach is different: they used a SVM classifier with lexicalized features and not temporal cues, classified sentences according to two classes (Irrelevant, Relevant) and performed their evaluation for English, on the MUC-4 terrorism and ProMed corpora.

### 6.3 Graph Construction

Our graph construction method relies on a binary relation classifier for assessing the existence of a semantic relation between two entities in a sentence. We experimented several types of statistical classifiers with the three sets of features (FEAT-BASE, FEAT-LEX, FEAT-NOLEX) presented in Section 5.1. A set of 44 articles from our corpus was used to annotate binary relations. Among the 5,000 binary relations in these articles, 969 were in-sentence relations. 43 relations were discarded because one of their entities was actually included in the span of a larger entity not recognized because of its type (such as organizations), the rest was used for training the classifiers: 690 in the POSITIVE class, in which the two entities of the candidate relation refer to the same earthquake event, and 236 in the NEGATIVE class, where the two entities are associated with different earthquake events. The following sentence contains examples of both POSITIVE and NEGATIVE relations:

\[\text{[POSITIVE]: The first quake, with a magnitude of 5.3, struck at about 11.05am and was followed a few minutes later by a stronger quake with a 6.5 magnitude...}

\[\text{[NEGATIVE]: The first quake, with a magnitude of 5.3, struck at about 11.05am and was followed a few minutes later by a stronger quake with a 6.5 magnitude...}

We tested three types of learning algorithms with these quite unbalanced training data by relying on the Mallet toolkit\(^8\) for their implementation: Naive Bayes (NB), Maximum Entropy (ME), Decision Tree (DT). We report in Table 3 the results obtained for each feature set and algorithm in terms of recall (R), precision (P) and F1-Measure (F) using a 5-fold cross-validation. The results of a simple baseline that assigns the POSITIVE category to each relation are also given.

| Feature set | Algo. | R(%) | P(%) | F(%) |
|-------------|-------|------|------|------|
| FEAT-LEX    | ME    | 96.30| 95.92| 96.10|
| FEAT-BASE   | ME    | 91.22| 96.09| 93.57|
| FEAT-NOLEX  | ME    | 91.66| 94.99| 93.26|
| FEAT-LEX    | DT    | 89.01| 96.45| 92.55|
| FEAT-LEX    | NB    | 93.44| 90.69| 92.02|
| FEAT-NOLEX  | DT    | 91.17| 88.74| 89.83|
| FEAT-NOLEX  | NB    | 89.58| 89.23| 89.37|
| FEAT-BASE   | DT    | 84.35| 94.70| 89.16|
| FEAT-BASE   | NB    | 86.73| 87.86| 87.27|
| Baseline    | –     | 100.00| 25.50| 40.49|

Table 3: Results for binary relation classifiers

Table 3 first shows the interest of using syntactic features as FEAT-LEX outperforms FEAT-BASE. Moreover, the non-lexicalized feature set FEAT-NOLEX obtains results equivalent to the lexicalized feature set FEAT-BASE. Concerning the learning algorithms, we observe the following hierarchy: ME > DT > NB. (Afzal, 2009) observes a different hierarchy, DT > ME > NB, but on a different corpus and a different language, which makes the comparison difficult. In terms of general performances, our results are in the same range as those reported in (Afzal, 2009), his best score being R=0.95%|P=0.87%|F=0.91% with a decision tree. Finally, we adopted the Maximum Entropy model trained with the FEAT-NOLEX feature set instead of FEAT-LEX. This choice is motivated by the fact that FEAT-NOLEX obtains

---

\(^7\)We experimented other learning approaches such as HMM and Maximum Entropy models but we only provide results for the best approach, that is to say, CRF.

\(^8\)http://mallet.cs.umass.edu
reasonable results without relying on strongly domain-dependent information such as lexicalized features.

6.4 Template Filling

As we mentioned in Section 5.2, our approach for template filling relies on the selection of relevant entities from the entity graph. Our idea is to compute for each entity a weight that quantifies its importance in the graph and consequently, makes it possible to rank the entities. We assume that the best ranked entities are more likely to be good fillers than others.

Before applying the entity selection strategies described in Section 5.2 to the entity graph, we apply a node merging step. The goal of this step is, on the one hand, to identify all the nodes that refer to the same entity value and remove duplicates and, on the other hand, to establish cross-sentence relations between entities. In our case, we used the node merging step for event mentions and date and location entity types: all dates having the same normalization and all locations having the same surface form are considered equivalent.

All annotated documents in our corpus were used for evaluating the different entity selection strategies. We report in Table 4 the results of template filling in terms of recall (R), precision (P) and F1-Measure (F), aggregated for all entity types.

| Approach   | R(%) | P(%) | F(%) |
|------------|------|------|------|
| Hybrid     | 77.55| 76.87| 77.15|
| Vote       | 74.93| 74.27| 74.54|
| Confidence | 74.89| 74.16| 74.47|
| Heuristic  | 73.40| 73.06| 73.17|
| PageRank   | 72.41| 71.73| 72.01|

Table 4: Association of entities to events

These results confirm that the basic heuristic strategy is a powerful approach since it performs slightly better than the PageRank strategy. As the PageRank strategy only relies on the graph structure without considering the weight of the edges, its highest ranked entities are those that are highly connected regardless of the weight of the edges. As a consequence, if several non fillers entities are strongly linked, they get better scores than the others. Mihalcea (2004) proposed a weighted version of the PageRank algorithm that deals with this issue and should be tested in this context. Table 4 also shows that the best strategy is the Hybrid approach, which associates each entity type with a given selection approach: this method corrects the fact that an approach can perform well on a given entity type but poorly on another type.

6.5 Impact of Event Segmentation

In this section, we propose to evaluate the impact of our text segmentation procedure on the template filling task. Our text segmentation method focuses on identifying relevant text spans for the extraction. However, all documents do not mention several earthquake events and some only focus on a single event. In the latter case, our temporal segmentation might seem less relevant since all the sentences refer to the same event.

Our purpose in this section is to evaluate the impact of the segmentation on documents that mention a single event compared to those that mention multiple events. Our intuition is that the temporal segmentation should have a limited effect on single event documents and improve results on multiple event documents. In order to verify this hypothesis, we manually split the initial corpus into two sets according to the number of earthquake events they discuss. We obtained 227 multi-event documents (M) and 274 single-event documents (S). Finally, we applied each template-filling strategy on both (M) and (S) document sets, including the segmentation step or not. We report the results in Table 5 in terms of F1-Measure aggregated for all entity types.

| Approach   | Without segmentation | With segmentation |
|------------|----------------------|-------------------|
|            | S(%) | M(%) | S(%) | M(%) |
| Hybrid     | 79.20| 73.61| 78.34| 75.61|
| Vote       | 77.67| 68.68| 76.89| 71.81|
| Confidence | 72.55| 66.07| 71.79| 69.10|
| Heuristic  | 73.96| 73.16| 73.07| 73.10|
| PageRank   | 70.92| 59.72| 70.67| 65.32|

Table 5: Impact of segmentation on single/multi-event texts (F1-Measure)

Concerning single-event documents, results in Table 5 show that the best performing strategies do not use segmentation though the global difference is not highly significant (+0.71% in average). At the opposite, strategies based on segmentation perform better on multi-event documents (+2.74% in average). Moreover, our best strategy (hybrid ap-
approach with segmentation) outperforms our baseline (heuristic without segmentation) on both document sets. Globally, these findings demonstrate that our temporal segmentation preserves results on single-event documents and improves results on multi-event documents.

6.6 Error Analysis

In order to have a more comprehensive view of the performance of our method for template filling, we performed an analysis of errors. The idea of this analysis is to identify the reason why a given entity filler is not found. In this context we identified three major types of errors:

- **named entity recognition errors (NE-err):** the entity is not identified by the linguistic preprocessing;
- **event segmentation errors (Seg-err):** the entity is identified by the linguistic preprocessing but its sentence is not tagged as part of a \{MAIN\} segment;
- **template filling errors (Fill-err):** the entity was identified in the correct event segment but was not selected as a template filler;
- **Correct:** the entity was correctly identified and selected as a template filler.

Figure 4 presents the percentage of each type of errors on all our evaluation corpus for two template filling strategies\(^9\): one without segmentation, the heuristic strategy (Heuristic), and the other with segmentation, the hybrid strategy (Hybrid). The graph shows that the baseline heuristic strategy achieves a high level of correctly identified entities (72%) but a significant level of template filling errors (26%). Our best strategy reduces this type of errors while it increases the percentage of correct fillers. Moreover, it only induces a limited number of errors due to event segmentation (1%).

7 Conclusion

Most of IE approaches focus on sentence-based evidences for filling templates and rely on few discourse level information. In this article, we have presented an approach for template filling based on event segmentation and graph-based entity selection. Our event segmentation takes place at the discourse level and relies on temporal cues. It uses a CRF model to find the sentences that are most relevant for filling the event template. These sentences are then used to build an entity graph from which template filler entities are selected. We have proposed several strategies for selecting the entities – heuristic, confidence-based, PageRank-based – and various ways of combining these strategies: vote and hybrid approaches.

We have presented detailed results of our IE approach on a corpus of French news articles about earthquake events. Our experiments have shown that this approach improves the simple, but powerful heuristic in this field, that always selects the first entity found in a document for each type of fillers. These results have also shown that our approach is well suited for documents that mention several comparable events. Finally, our analysis of errors have demonstrated that there is still room for improvement since 21% of remaining errors are due to incorrect entity selection.

Concerning future work, our next experiments will be dedicated to the generalization of our template filling method to different contexts and more precisely, to other languages and domains. We have already obtained promising results by testing our event segmentation module on a set of English news articles in the seismic domain with only a limited effort of adaptation. For domain generalization, we are planning experiments in the financial domain.
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