Low-Rank Representations Towards Classification Problem of Complex Networks
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ABSTRACT
Complex networks representing social interactions, brain activities, molecular structures have been studied widely to be able to understand and predict their characteristics as graphs. Models and algorithms for these networks are used in real-life applications, such as search engines, and recommender systems. In general, such networks are modelled by constructing a low-dimensional Euclidean embedding of the vertices of the network, where proximity of the vertices in the Euclidean space hints the likelihood of an edge (link). In this work, we study the performance of such low-rank representations of real-life networks on a network classification problem.
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1 INTRODUCTION
Complex networks representing social interactions, brain activities, molecular structures have been studied widely to be able to understand and predict their characteristics as graphs. Building good models for complex networks, considering the role of social networks in understanding modern human interaction, is very important [2, 6, 23]. In recent years, obtaining low-dimensional embeddings of graph nodes in Euclidean space has been frequently studied in machine learning applications, and in this way, thanks to the geometry of the embedding, it has been tried to preserve the structural properties of the graph [12]. Specifically, the node embedding method represents each node in the n-node graph as a vector of $x \in \mathbb{R}^k$ and $k << n$. In this way, the embedding method is used in many subjects such as clustering, classification, link prediction, together with machine learning [12]. In this sense, the probability of an edge/link between two nodes can be deduced from the geometric proximity of the vectors representing them.

Two of these embedding methods that are widely used are TSVD (Truncated Singular Value Decomposition) and PCA (Principal Component Analysis) methods such as decomposition of the adjacency matrix of the given network (or graph) [1]. In recent years, the method of learning graph embedding using deep neural networks has been frequently used [5, 11, 16, 22]. The question these methods are trying to solve is to get a given large networks to be represented by matrices of smaller dimensions than the original, while preserving its structural properties. One of the still unanswered questions is how small of a matrix this representation can be done while preserving the structural information of the network [7, 10, 15, 20]. For example, the frequent occurrence of triangles is an important characteristic in social networks such as Facebook, and the extent to which this can be preserved by graph embedding techniques such as TSVD and PCA has been researched [7, 20], [21], binary node classification question, the class labels of the nodes were applied as graph characteristics.

The main contribution of this work is to examine the performance of the commonly used TSVD and LPCA graph embedding techniques in the multiclass classification problem of the original graph. The graph classification question is a problem that has been studied in many different fields, and in some cases it has difficulties such as trying to extract class information without sufficient network information. Bonner et al. [3] developed a learning method for graph classification by using the topology features of the network using deep neural networks. One of the comprehensive studies in terms of the variety of random graph models was done by Rossi and Ahmed [18]. In this study, 9 network classes with distinctly different structures, including network groups constructed with random network models, are included in the classification question. It has been observed that the reconstructed networks to be represented at low dimensions by graph embedding methods largely preserve their class properties. As a result of the experiments, it was seen that the LPCA method gave better performance than the TSVD method. It has been observed that random networks need much larger sizes than real world networks in order to be successfully represented.

2 METHOD
In the classification process, different real network groups such as biology, economy and social networks, as well as different network groups produced by random methods, constitute the classes of the classification process. The performance of TSVD and LPCA methods is compared to how much the representation of the original networks given by the graph embedding methods by the graphs in lower dimensions preserves the class feature. Classification is done by using the graph features, which are known to play an important role in graphs.

2.1 Graph Embedding Methods
TSVD $\cdot$ TSVD (Truncated Singular Value Decomposition) is a spectral method that approximates the adjacency matrix by using SVD (Singular Value Decomposition). The TSVD method is used to reconstruct the adjacency matrix. For an adjacency matrix $A \in \{0,1\}^{N \times N}$, let $Z \in \mathbb{R}^{N \times k}$ be the orthonormal matrix. The
Table 1: The average values for each network group of the attributes used in the classification process.

| Graph Classes       | Number of Node | Number of Edge | Density | Max. Degree | Avg. Degree | Max. k-core | Avg. Clustering Coefficient | Number of Triangles | Avg. Eigenvector Centrality |
|---------------------|----------------|----------------|---------|-------------|-------------|-------------|----------------------------|---------------------|---------------------------|
| Barabasi-Albert     | 1000           | 35409          | 0.0709  | 278         | 71          | 40          | 0.127                      | 767320              | 0.00241                   |
| Biological          | 2175           | 27895          | 0.0098  | 339         | 20          | 37          | 0.256                      | 27918               | 0.0096                    |
| Brain               | 487            | 12561          | 0.2358  | 245         | 48          | 35          | 0.520                      | 399615              | 0.0610                    |
| Chung-Lu            | 5201           | 21437          | 0.0045  | 167         | 8           | 16          | 0.072                      | 9449                | 0.0105                    |
| Economic            | 2283           | 190996         | 0.1574  | 563         | 129         | 111         | 0.437                      | 5515846             | 0.0255                    |
| Enzymes             | 60             | 94             | 0.0948  | 6           | 4           | 3           | 0.287                      | 21                  | 0.0095                    |
| Erdos-Renyi         | 1000           | 37583          | 0.0752  | 99          | 75          | 62          | 0.075                      | 410869              | 0.0310                    |
| Facebook            | 6314           | 231472         | 0.0138  | 987         | 76          | 64          | 0.258                      | 1910524             | 0.0086                    |
| Retweet             | 5586           | 6396           | 0.0005  | 1972        | 2           | 4           | 0.013                      | 236                 | 0.0055                    |

The parameters \( n \) and \( m \) are the number of elements of these sets. The number of neighboring nodes connected to each node is the degree of that node, and the maximum, minimum and average (over \( n \)) values defined on the graphs are among the attributes that play an important role in areas such as coloring and matching problems. The value of graph density, one of the most important graph parameters affecting the algorithmic runtime, is calculated as \( \frac{m}{\binom{n}{2}} \). In this context, if a graph contains \( n^2 \) edges, it means that it is dense, and sparse otherwise.

A graph’s clustering coefficient measures the clustering tendency of the nodes in the graph [23]. Eigenvector centrality measures the effect of one node on other nodes. The eigenvector centrality of a node is the value of the digit corresponding to that node in the eigenvector of the largest eigenvalue of the adjacency matrix. If a node has a high degree, that node will have a high eigenvector centrality. Another important network parameter is the \( k \)-core of the diagram [14, 19]. The \( k \)-core of a graph is the number of nodes in the largest possible subgraph that includes at least \( k \) neighbors of each node in it.

2.3 Classification Process

Random Forest (RF), Stochastic Gradient Descent (SGD), K-Nearest Neighbor (KNN) and Support Vector Machines (SVM) Classifiers are used as Machine Learning model. In the training phase, F1 scores are obtained by stratified, 10-fold cross validation, and optimization study is carried out with the help of these scores. F1 score is a statistical measure calculated by taking the harmonic average of precision and recall values. These scores are observed as 0.87, 0.77, 0.86, and 0.89 for Random Forest (RF), Stochastic Gradient Descent (SGD), K-Nearest Neighbor (KNN), and Support Vector Machines (SVM), respectively. A second F1 score is obtained on the optimized models by determining 20% of the training data set as the test data set. Support Vector Machines (SVM) with an F1 score of 0.92 among the results are observed as the most suitable model for classification. For this reason, the performances of graph embedding methods are compared over the F1 score results obtained with SVM in the following sections.

3 EXPERIMENTAL RESULTS

For the experiments, a total of 198 graphs from 9 different classes are studied [17]. These network groups and their number of elements: Biology Networks (bio, 30), Brain Networks (bn, 10), Economy Networks (ecn, 16), Retweet Networks (rt, 29), Facebook Networks (fb, 30), Enzyme Networks (enz, 30), Barabasi–Albert Networks (ba, 13), Chung-Lu Networks (cl, 24), Erdos–Renyi Networks (er, 16), the attributes of the networks are given in Table-1 as the mean value. The last three of these network groups have been created with the named random network models and are used to represent different network structures.

The main distinction between random network models is that the probability of the edge added between two nodes differs according to the model. In the BA model [2], as a node is added at each step, each new edge is determined in direct proportion to the degrees of pre-existing nodes. In the ER model [9], the number of node pairs is \( \binom{n}{2} \), and each pair turns into an edge with a fixed probability \( p \).
Table 2: Average values of F1-scores found with the SVM classifier over all network groups when using different ranks of graph embedding methods.

| Rank | TSVD F1 Score | LPCA F1 Score |
|------|---------------|---------------|
| 16   | 0.48          | 0.51          |
| 32   | 0.52          | 0.82          |
| 64   | 0.70          | 0.92          |
| 128  | 0.81          | 0.97          |

The CL model [8] generalizes the ER model to fit the expectation of a given node degree (number of neighbors) distribution with unequal edge probabilities.

3.1 Classification Accuracy

Since the SVM provides the highest F1 score during the training phase, the values of this classifier are taken as a reference in terms of performance during the testing phase. When the mean F1 score across all networks are compared, the values seen in Table 2 are found to be 0.70 and 0.81 for TSVD (for grade = 64 and 128), LPCA (for grade = 64 and 128) 0.92 and 0.97, respectively. From this point of view, LPCA provides higher accuracy for the same rank than TSVD.

Figure 1: Confusion matrix obtained by TSVD method and evaluating classification accuracy over all network groups.

Figure 2: Confusion matrix obtained by LPCA method and evaluating classification accuracy over all network groups.

When the confusion matrices seen in Figure 1 and 2 are compared, it is also seen that the classification performance of LPCA is superior to TSVD. In addition, classification performance is low in networks such as BA, CL. In particular, the performance of the LPCA for the BA group is weaker than for the other groups. In this sense, on the classification question, it is concluded that these methods could not achieve the same success as for real-life networks in random networks.

Table 3: Values of the (minimum) factorization dimension size obtained using the LPCA method, providing successful classification with an F1 score of 92% for the tested network groups.

| Graph Classes | Number of Node | Average Degree | Rank |
|---------------|----------------|----------------|------|
| Biological    | 2715           | 19.58          | 5    |
| Enzymes       | 60             | 3.47           | 5    |
| Retweet       | 5585           | 2.34           | 5    |
| Brain         | 487            | 47.50          | 16   |
| Chung-Lu      | 5201           | 7.96           | 16   |
| Economic      | 2283           | 120.02         | 16   |
| Erdos-Renyi   | 1000           | 75.17          | 32   |
| Facebook      | 6314           | 76.10          | 32   |
| Barabasi-Albert| 1000           | 70.82          | 64   |

Table 3 lists the values of the (minimum) factorization dimension size obtained using the LPCA method, which provides all networks in the group to be classified with an F1 score of 92% for the network groups tested. Looking at these values, it is observed that the LPCA method gives successful results in graph embedding with a very small rank value for Biology, Enzymes and Retweet networks. As seen in Table 1, these networks are networks with low density and average degree. Generally, in random networks (BA, CL, ER), higher rank is required to reach the same level of precision.

Calculation Time: For comparison purposes, one network each from the Economy and BA random network group is selected and the computational speed of the LPCA and TSVD methods is compared in Table 4. The computation time for TSVD is found to be much shorter than for LPCA. It is predicted that this time spent for LPCA will increase further if the number of iterations increases. The same difference is seen for large networks other than the two example networks given here, making TSVD preferable in terms of computation time.

Table 4: Comparison of the computation times (in seconds) of the two methods on econ-beause (n=0.5K, m=44K) and ba_1k_150k (n=1K, m=150K) networks, for purposes of example.

| Rank | econ-beause | ba_1k_150K |
|------|-------------|------------|
|      | TSVD | LPCA | TSVD | LPCA |
| 16   | 0.40 | 3.54 | 1.75 | 15.98 |
| 32   | 0.44 | 3.86 | 1.65 | 14.33 |
| 64   | 0.36 | 2.60 | 1.70 | 15.19 |
4 CONCLUSIONS

In this study, it is seen that the networks reconstructed to be represented at low dimensions by graph embedding methods largely preserved their class properties. On the other hand, in similar studies, it is seen that some features, such as the triangle distribution, which are important in the analysis of networks, are not sufficiently preserved by the methods presented here. In this respect, the presented methods need improvement to preserve different graph properties in the reconstruction process.

REFERENCES

[1] Amr Ahmed, Nino Shervashidze, Shravan Narayanamurthy, Vanja Josifovski, and Alexander J Smola. 2013. Distributed large-scale natural graph factorization. In Proceedings of the 22nd international conference on World Wide Web. 37–48.

[2] Albert-László Barabási and Réka Albert. 1999. Emergence of scaling in random networks. science 286, 5439 (1999), 509–512.

[3] Stephen Bonner, John Brennan, Georgios Theodoropoulos, Ibad Kureshi, and Andrew Stephen McGough. 2016. Deep topology classification: A new approach for massive graph classification. In 2016 IEEE International Conference on Big Data (Big Data). IEEE, 3290–3297.

[4] Richard H Byrd, Peihuang Lu, Jorge Nocedal, and Ciyou Zhu. 1995. A limited memory algorithm for bound constrained optimization. SIAM Journal on scientific computing 16, 5 (1995), 1190–1208.

[5] Shaosheng Cao, Wei Lu, and Qiongkai Xu. 2016. Deep neural networks for learning graph representations. In Proceedings of the AAAI Conference on Artificial Intelligence, Vol. 30.

[6] Deepayan Chakrabarti and Christos Faloutsos. 2006. Graph mining. Laws, generators, and algorithms. ACM computing surveys (CSUR) 38, 1 (2006), 2–es.

[7] Sudhanshu Chanpuriya, Cameron Musco, Konstantinos Sotiropoulos, and Charalampos Tsourakakis. 2020. Node embeddings and exact low-rank representations of complex networks. Advances in Neural Information Processing Systems 33 (2020), 13185–13198.

[8] Fan Chung and Linyuan Lu. 2002. The average distances in random graphs with given expected degrees. Proceedings of the National Academy of Sciences 99, 25 (2002), 15879–15882.

[9] Paul Erdős and Alfréd Rényi. 1959. On random graphs I. Publicationes Mathematicae (Debrecen) 6 (1959), 290–297.

[10] Vikas Garg, Stefanie Jegelka, and Tommi Jaakkola. 2020. Generalization and representational limits of graph neural networks. In International Conference on Machine Learning. PMLR, 3419–3430.

[11] Aditya Grover and Jure Leskovec. 2016. node2vec: Scalable feature learning for networks. In Proceedings of the 22nd ACM SIGKDD international conference on Knowledge discovery and data mining. 855–864.

[12] Will Hamilton, Zhitao Ying, and Jure Leskovec. 2017. Inductive representation learning on large graphs. Advances in neural information processing systems 30 (2017).

[13] Eric Jones, Travis Oliphant, Pearu Peterson, et al. 2001. SciPy: Open source scientific tools for Python. (2001).

[14] Penghang Liu and Ahmet Erdem Sarıyüce. 2019. Analysis of Core and Truss Decompositions on Real-World Networks. MLG workshop at Knowledge Discovery and Data Mining Conference, Anchorage, AK, USA (2019).

[15] Andreas Loukas. 2019. What graph neural networks cannot learn: depth vs width. arXiv preprint arXiv:1907.03199 (2019).

[16] Bryan Perozzi, Rami Al-Rfou, and Steven Skiena. 2014. Deepwalk: Online learning of social representations. In Proceedings of the 20th ACM SIGKDD international conference on Knowledge discovery and data mining. 701–710.

[17] Ryan A. Rossi and Nesreen K. Ahmed. 2015. The Network Data Repository with Interactive Graph Analytics and Visualization. In AAAI. http://networkrepository.com

[18] Ryan A Rossi and Nesreen K Ahmed. 2019. Complex networks are structurally distinguishable by domain. Social Network Analysis and Mining 9, 1 (2019), 51.

[19] Ahmet Erdem Sarıyüce, C Seshadhri, and Ali Finar. 2017. Parallel local algorithms for core, truss, and nucleus decompositions. arXiv.org e-Print archive, https://arxiv.org/abs/1704.00386 (2017).

[20] C Seshadhri, Aneesh Sharma, Andrew Stolman, and Ashish Goel. 2020. The impossibility of low-rank representations for triangle-rich complex networks. Proceedings of the National Academy of Sciences 117, 11 (2020), 5631–5637.

[21] Andrew Stolman, Caleb Levy, C Seshadhri, and Aneesh Sharma. 2022. Classic Graph Structural Features Outperform Factorization-Based Graph Embedding Methods on Community Labeling. arXiv preprint arXiv:2201.08481 (2022).

[22] Jian Tang, Meng Qu, Mingzhe Wang, Ming Zhang, Jun Yan, and Qiaozhu Mei. 2015. Line: Large-scale information network embedding. In Proceedings of the 24th international conference on world wide web. 1067–1077.

[23] Duncan J Watts and Steven H Strogatz. 1998. Collective dynamics of ‘small-world’networks. Nature 393, 6684 (1998), 440.