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Abstract

Background: Mathematical models of cancer relevant processes are being developed at an increasing rate. Conceptual frameworks are needed to support new treatment designs based on such models.

Methods: A modern control perspective is used to formulate two therapeutic gain strategies.

Results: Two conceptually distinct therapeutic gain strategies are provided. The first is direct in that its goal is to kill cancer cells more so than normal cells, the second is indirect in that its goal is to achieve implicit therapeutic gains by transferring states of cancer cells of non-curable cases to a target state defined by the cancer cells of curable cases. The direct strategy requires models that connect anti-cancer agents to an endpoint that is modulated by the cause of the cancer and that correlates with cell death. It is an abstraction of a strategy for treating mismatch repair (MMR) deficient cancers with iodinated uridine (IUdR); IU-DNA correlates with radiation induced cell killing and MMR modulates the relationship between IUdR and IU-DNA because loss of MMR decreases the removal of IU from the DNA. The second strategy is indirect. It assumes that non-curable patient outcomes will improve if the states of their malignant cells are first transferred toward a state that is similar to that of a curable patient. This strategy is difficult to employ because it requires a model that relates drugs to determinants of differences in patient survival times. It is an abstraction of a strategy for treating BCR-ABL pro-B cell childhood leukemia patients using curable cases as the guides.

Conclusion: Cancer therapeutic gain problem formulations define the purpose, and thus the scope, of cancer process modeling. Their abstractions facilitate considerations of alternative treatment strategies and support syntheses of learning experiences across different cancers.

Background

Recent scientific research trends toward systems biology have brought new life to theoretical cancer research [1]. Mathematical models of cancer relevant processes, rare in the past [2,3], have now become common [4-7], and some appear to have predictive capabilities [8,9]. The ult-
In general, configuration data, isolated component data and operating point data are used to build models, and dynamic response data are then used to validate them, e.g. see [3]. Once built, the models can be represented using Systems Biology Markup Language (SBML) [11] and analyzed using various software packages [12], such as R [13] and Matlab [14].

Control

The inverse of simulation is control. The goal in control is to identify system inputs (boundary condition time courses in this paper) that will drive the system toward an objective, such as a target steady-state (a regulation problem) or a desired time course trajectory (a tracking problem). Various types of control methods can potentially be applied to problems of interest in cancer research, e.g. classical techniques such as proportional, integral and derivative (PID) control, or model-based methods which involve state estimation as a component of the feedback system. In model-based methods, the first step is to develop a validated process model, and the second step is to use the model and the overall problem objective to design a control strategy. In the future, as cancer treatment protocols are eventually developed based on models and control system design methodologies (Fig. 1), and as model parameters and initial states become individualized through patient specific laboratory measurements, treatment dose time course schedules will become individualized as a direct consequence of using model-based control system designs. Further, since successful control systems in nature and in industry are generally implemented using closed-loop feedback strategies, where current state estimates derived from available observations are used to determine the most suitable input values in the next time interval, as science advances and as measurement costs decrease, it is extremely likely that state feedback based cancer treatments will eventually become the standard of care. This suggests that systems cancer biology should perhaps focus first where it is most likely to perform the best, namely, on problems where control system techniques can most readily be applied. In this regard, leukemias are attractive to study because leukemic cells can be sampled to measure relevant molecular activities [15-22] in real time (i.e. daily), as needed to implement feedback control strategies. Leukemias are also attractive to study because they seem to be simpler than solid tumors, perhaps because white blood cells naturally leave and enter tissues and thus require fewer steps to become malignant, a notion supported by shorter latency times for radiation induced leukemias [23-25] versus solid tumors [26]. Since increased process understanding favors

4. **Dynamic response data** – These data specify how the interconnected system reacts to perturbations, e.g. metabolite concentration time course responses to drugs.

In this paper we formulate two systems and control oriented abstractions of two conceptually distinct instances of therapeutic gain strategies, a direct one for mismatch repair deficient cancers, and an indirect one for BCR-ABL leukemias. The abstractions facilitate considerations of alternative treatment strategies and form the basis of a conceptual framework that supports syntheses of learning experiences across different cancers. The systems and control perspective that underlies these abstractions is reviewed briefly in this section.

**Simulation**

Systems of first order nonlinear ordinary differential equations (ODEs) [10] are commonly used to model and simulate biochemical networks. The models have boundary condition nodes that decouple them from their environment, and state variable nodes that are responsive to environmental changes. The models are typically built and validated using 4 types of data:

1. **Configuration data** – These data specify how various system components are interconnected. Wiring diagrams are an excellent example of this form of data.

2. **Isolated component data** – These data describe how system components behave in complete isolation, e.g. enzyme mechanisms and estimates of binding constants.

3. **Operating point data** – These data describe the state of the interconnected system in steady state, e.g. metabolite concentrations in whole cell extracts of unperturbed cells.
process controllability, leukemia simplicity relative to solid tumors should favor its curability.

In the past, control system design methods have been developed primarily for linear [27] rather than nonlinear systems [28], and most often for systems with rich rather than sparse time course data. New design methods and/or ad hoc solutions will therefore be needed to successfully apply control system approaches to cancer therapy.

Previous attempts to apply control theory [29,30] to cancer therapy [31,32] lacked sufficient data, and the process models that were used were not molecularly based. As our understanding of cancer relevant biological processes increases, our knowledge of the dynamic behavior of these processes will improve, and thus so too will the likelihood of successfully applying control system design approaches to cancer therapy. The purpose of this paper is to formulate (but not solve) two systems and control oriented, biochemical system model-based therapeutic gain strategies as abstractions of two conceptually distinct, specific cancer treatment strategies.

Methods
SBMLR [33-35] was used with a folate model [3] to map the childhood leukemia diagnostic bone marrow microarray data of Yeoh et al [36] into predicted steady state fluxes of de novo purine synthesis (DNPS) and de novo thymidylate synthesis (DNTS), see [37]. Briefly, genes with multiple probe sets were represented by the set with the highest average value. These were then normalized within genes by dividing by the mean of the leukemia subtype medians. The normalization constants were then equated to the steady state of the folate model, and proportionality between mRNA and protein levels was then assumed to compute individualized steady states, i.e. as described in [37]. For additional details, R scripts used to produce Figs. 4 and 5 are available as supplementary material [38].

Results
Direct approach to therapeutic gain
Iododeoxyuridine (IUdR) sensitization of cells to radiation induced cell killing [39,40] is proportional to its incorporation into DNA [41,42], and IU-DNA has a longer half-life in mismatch repair deficient (MMR-) cells than in MMR+ cells [43,44]. Thus, IU-DNA levels at the time of irradiation correlate with the probability of clonogenic cell death and are modulated by the cause of the cancer. Suppose we have a model of IUdR metabolism that includes IU-DNA and MMR. If the MMR parameters of this model are set to MMR deficient values, the model represents MMR malignant cells, otherwise, with wild type MMR parameters, the model represents MMR normal cells. Such a model, or pair of models, could be used to develop novel multi-drug approaches to the treatment of MMR cancers. Specifically, the models could be used to predict how IUdR metabolism should be manipulated by drugs over time to maximize IU-DNA differences between MMR- and MMR+ cells at some time point. The timing of the maximum difference would then determine the best timing of acute irradiation to exploit the IU-DNA differences for a therapeutic gain. This treatment scenario is depicted in Figure 2.

The problem statement outlined above is direct to the extent that its goal is selective killing of malignant versus normal cells. It requires a model that relates anti-cancer agents to an endpoint that is modulated by the cancer causing event and that correlates with cell death (Fig. 3A). These requirements define a class of cancer therapy problem statements with a common abstraction. The abstraction involves a pair of tissue specific dynamical system models of the same biological process, both manipulated synchronously through a set of common input functions. Subject to normal tissue toxicity constraints, the overall objective is to maximize the expectation of differential cell killing, defined as the probability of killing a malignant cell relative to the probability of killing a normal cell (i.e. the odds), or the log thereof. This defines a class of optimal control problems and a systems and control approach to therapeutic gain referred to hereafter as the direct approach.

To begin to formalize the direct approach mathematically, consider the pair of system models \( \dot{x} + (t) = f(x+(t), u(t), p+; x_0^+) \) and \( \dot{x} - (t) = f(x-(t), u(t), p-; x_0^-) \) for normal and malignant cells, respectively, where \( x(t) \) is a vector of state variables (e.g. metabolite and protein concentrations), \( u(t) \) is a vector of input time courses applied synchronously to both systems (e.g. extracellular drug concentrations), \( p \) is the set of model parameters that differ between the two cell types (parameters with identical values in
both cell types are embedded in $f$), and the initial states of the normal and malignant cells are $x_{i0}^+$ and $x_{i0}^-$, respectively. Here, normal cells may be dose-limiting marrow or gut cells, or they may be normal tissue counterparts of malignant cells. Since the two models are of the same biochemical system, they represent the same chemical species and thus have identical state space dimensions. Some of these dimensions will be more controllable than others, some will correlate with the probability of cell death more than others, and some, particularly those associated with major parameter differences, will separate values set initially to identical values in the two models more than others. For direct approach success, cancers of focus should be selected such that controllability, observability and separability are aligned within the same dimension(s) as much as possible.

**Indirect approach to therapeutic gain**

Pro-B cell childhood acute lymphoblastic leukemia (ALL) [45] has event-free five year survival probabilities of 85–90% for the TEL-AML1 subtype and 20–40% for the BCR-ABL subtype [46]. Thus, TEL-AML1 ALL is essentially curable, BCR-ABL ALL is essentially non-curable, and both have pro-B cell origins. Suppose a biochemical system model existed that connected drug targets to a critical (see below) determinant of BCR-ABL treatment failure. Given such a model, a treatment failure risk state transfer strategy can be envisioned where the goal is to identify drug concentration time course schedules that transfer non-curvable BCR-ABL initial states toward a target state region defined by the collection of curable TEL-AML1 states. In this scenario, if poor prognosis BCR-ABL patients could be brought to a state in the neighborhood of curable TEL-AML1 states, they might then be treated effectively from such a region by a standard TEL-AML1 therapeutic regimen.

Because effective combination TEL-AML1 therapies include methotrexate (MTX), it was hypothesized that differences in folate system states may exist between TEL-AML1 and BCR-ABL patients. To explore this hypothesis, the diagnostic bone marrow data of Yeoh et al [36] was used in conjunction with the folate model of Morrison and Allega [3] to develop model-based steady state flux predictions of de novo purine synthesis (DNPS) versus de novo thymidylate synthesis (DNTS) as shown in Figure 4. In this plot, if the center of the TEL-AML1 patient states serves as the target of BCR-ABL patient state space trajectories, at first sight, it appears that BCR-ABL patients might benefit by replacements of MTX with ALIMTA, since ALIMTA inhibits glycaminde ribonucleotide formyltransferase and thus DNPS more so than DNTS [47]. This illustration of the concept of the indirect approach (Figure 3B) must, however, be carefully scrutinized before it is used to suggest new treatments. For example, if the one cured BCR-ABL patient (B in Fig. 4) serves as the guide, the other
BCR-ABL patients should then be driven toward higher DNPS and higher DNTS (upper right in Fig. 4), rather than lower DNPS and higher DNTS (lower right in Fig. 4). Further, the TEL-AML1 patients with hematological relapses (T in Fig. 4) do not fall within the BCR-ABL cluster, and several TEL-AML1 patients who do fall within the BCR-ABL cluster were cured. Thus, closing differences in this plot may have no impact on treatment outcome. This suggests that the critical determinants of differences in treatment outcome lie downstream of the folate system, or are associated with other drugs in the TEL-AML1 regimen.

**Figure 5**
MASS U95av2 probeset summaries for ABL expression [36]. Symbols are as in Fig. 4. P values were obtained using the Rank Sum Test for differences between leukemias.
BCR-ABL is a prognostic determinant of treatment outcome because it defines the poor prognosis group. BCR-ABL is also likely to be the cause of BCR-ABL leukemias. However, this does not imply that successfully closing BCR-ABL activity differences cures patients. Above and beyond being prognostic, a critical determinant of treatment outcome can be defined as one which leads to improved treatment outcomes after difference closure. For example, because Gleevec does not cure BCR-ABL ALL, BCR-ABL is not a critical determinant of BCR-ABL ALL. However, since ABL expression (which is equivalent to BCR-ABL expression because probe sets are taken from the 3’ end) is minimal for the cured BCR-ABL patient in 3 out of 4 probesets with P < .006 differences between leukemia subtypes, Fig. 5 does suggest (very mildly) that Gleevec combined with standard therapy could be beneficial, i.e. that BCR-ABL may be conditionally or partially critical. Thus, efforts to model successful drugs such as MTX in TEL-AML1 ALL might be productively complemented by parallel efforts to model candidate critical determinants of outcome.

The indirect approach is a generalization/abstraction of the BCR-ABL example given above. It can be characterized as an initial state/target state control problem, formulated within the framework of a dynamical system model. This is reminiscent of the problem of ballistic controllability that forms the foundation of the notions of controllability and reachability in modern systems theory. The ballistic control problem is one in which the objective is to find an input signal (i.e. control) that transfers a given initial state of the system to a specified final state in a given period of time. The basic idea of ballistic controllability is best understood for the simple system defined by the linear system model: 
\[
\frac{dx(t)}{dt} = B(t)u(t)
\]
where x(t) is the state of the system \(x \in \mathbb{R}^n\), u(t) is the input \(u \in \mathbb{R}^m\), with \(m < n\) and \(B(t)\) is a time varying system input matrix. The objective is to transfer the given initial state \(x(t_0) = x_0\) to the specified final state \(x(t_f) = x_f\) over the time interval \([t_0, t_f]\), i.e. the problem is to determine the \(m\) time courses in \(u\) such that 
\[
\int_{t_0}^{t_f} B(\tau)u(\tau) d\tau + x(t_0) = x_f.
\]
For this problem, we introduce the controllability gramian
\[
W(t_0, t_f) = \int_{t_0}^{t_f} B(\tau)B'(\tau) d\tau.
\]
If \(W(t_0, t_f)\) is full rank, then there exists an input signal vector \(u(t)\) that transfers \(x(t_0) = x_0\) to \(x(t_f) = x_f\). In fact, \(u(t) = B'(t)\eta\) where \(\eta = W(t_0, t_f)^{-1}(x_f-x_0)\), i.e. the desired state transfer input signal is determined uniquely by the parameters of the problem. This simple problem can be easily extended to the class of linear systems: 
\[
\dot{x}(t) = A(t)x(t) + B(t)u(t)\]
and to the general class of nonlinear systems that are linear in the control effort \(u(t)\): 
\[
\dot{x}(t) = f(x(t)) + g(x(t))u(t).
\]
Important questions remain. For example, should the system state be clamped to lie within the target state region while applying standard therapy? Or should it be released to avoid interference between clamp control efforts and standard therapy control efforts? Or should a compromise between these two extremes be sought?

**Discussion**

In the direct approach, the model includes the cause of cancer, and depending on the state of the modeled cancer cause, the model represents either a malignant or normal tissue cell. Here, the "cause of cancer" is the event that the therapy is being designed to exploit for a differential cell killing effect. Although secondary events essential to life-limiting malignant subpopulations are of interest, particularly with respect to drug resistance, the earlier the pivotal model event is in the cancer progression process the better, as the risk of cancer recurrence is greater if only a subpopulation of the malignancy is therapeutically eliminated.

The direct approach can also be applied to tumors with defective checkpoint function due to inactivation or deletion of the RB protein. After DNA damage, cells of these tumors progress into S phase and complete DNA replication without delays. If patients with such tumors are treated with an inhibitor of cdk2 to trigger a G1 checkpoint response, even in the absence of DNA damage, normal RB\(^+\) cells will arrest at the G1 checkpoint and transformed RB\(^+\) cells will progress into S phase. Therefore, transformed cells become potentially susceptible to selective killing by S phase-selective cytotoxic agents. Thus, the cause of the cancer (in this instance a checkpoint defect) can be selectively exploited to cause differential cell killing. Although it is unlikely that the resulting selectivity of this approach will be complete, since, at the time of treatment with the second drug, some normal cells will be in S phase and will be killed while other tumor cells will be in other phases of the cell cycle and will escape, the relative timing of the two drugs could be optimized to maximize therapeutic gain. Mechanistically accurate models of the cell cycle [4] could facilitate such optimizations.

If the direct approach were applied to the treatment of BCR-ABL leukemias instead of the indirect approach, our goal would be to re-channel the anti-apoptotic BCR-ABL signal [48] into a pro-apoptotic signal, rather than merely
The main difficulty with the indirect approach is that the critical determinants of treatment failure must be known and included in the model. If they are not (because the scope of the model is not extensive enough), treatments may end up targeting closures of non-critical state space differences. To find critical state space dimensions, a reasonable strategy is to start with models of the targets of drugs which cure patients in the good prognosis group and move modeling efforts inwards toward apoptosis, since somewhere along this path, as seen in patients, critical differences are likely to exist. Thus, for the BCR-ABL/TEL-AML1-folate model example given above, since the MTX target system is already in the model, the next logical modeling extensions might be to include DNA damage repair and the activation of apoptosis. Alternatively, or in parallel to such efforts, models of the target systems of other drugs present in the standard TEL-AML1 therapeutic regimens should also be developed.

At one extreme, attempts to use TEL-AML1 patients as guides for say lung cancer patients would likely fail, either because the dimensionality of the difference space is too high to find the critical subspaces, or because the dimensionality of the critical subspace is too high to make the needed difference closures. At the opposite extreme, hypothetically, there could be a single dimension difference space, and thus too, a single critical dimension. The closer we can come to this ideal, and the greater the differences in treatment outcomes, the greater the likelihood of indirect approach success. In addition to the BCR-ABL/TEL-AML example, diffuse large B-cell lymphoma patients are a candidate for this approach since they can be fractionated into good and poor prognosis groups using DNA microarray data [50-52] or 6 genes [53]. The idea of using DNA microarrays both to fractionate patients into poor and good prognosis groups, and to define the poor prognosis patient initial and target states, is potentially quite powerful. Additional indirect approach research therefore seems warranted.

In an abstract sense, normal tissues can be viewed as cancers that are cured without therapy 100% of the time, i.e. as solved cancer counterparts for non-curable cancers of the same tissue origin. Using such guides in the indirect approach, the goal is to make cancer cells like normal cells, namely, cured but not killed; e.g. Gleevec usage is an instance of this form of the indirect approach, and it appears that Gleevec does not kill BCR-ABL leukemic stem cells [54]. When using normal tissue counterpart guides in the indirect approach, an infinite clamp is called for once the target state region has been reached, since there are no risks of treatment interactions given that the standard regimen is null in this case. Thus, for the indirect approach, normal tissue guides yield lifelong cancer treatment solutions. In contrast, since cured cancer guides are killed by standard therapies, the cancer cells of the non-curable patients should follow suit, i.e. using cured cancer guides in the indirect approach should yield finite treatment solutions. This is an expected advantage of using bona fide solved cancer counterparts rather than normal tissues as indirect approach guides.

A logical research sequence in systems cancer biology is to: a) select a relatively well-understood cancer and a treatment strategy (preferably the direct approach); b) build an initial model of processes that are most pertinent to the selected cancer; c) iteratively improve the model through experimental validations and model expansions; and d) develop model-based optimal control solutions to the corresponding optimal control problems. Currently, we are focusing on steps a) and b) for MMR cancers, though we are also interested in BCR-ABL leukemias.

Conclusion
Because the scope of a model is determined by its intended uses, models should be developed with their ultimate uses in mind. As biological knowledge, the number of anti-cancer agents, and the number of possible measurements, continues to grow, mathematical models of cancer relevant processes will find uses in the design of state feedback-based clinical trials. Such model-based, systems and control oriented therapies will be individualized via polymorphism-based model parameter perturbations and patient differences in initial states (see Figure 1). Conceptual frameworks such as those presented here are needed to accomplish these goals.

Competing interests
The author(s) declare that they have no competing interests.
Authors' contributions
TR performed the computations and wrote the first two drafts, KAL wrote sections requiring control system expertise, RCJ contributed the cell cycle inhibition example in the Discussion, and WDS improved the writing in all of the sections.

Acknowledgements
We thank Dr. James W. Jacobberger for his critical review of the manuscript. This work was supported by the Comprehensive Cancer Center of Case Western Reserve University and University Hospitals of Cleveland (P30 CA43703), the American Cancer Society (IRG-91-022-09), the National Cancer Institute's Integrative Cancer Biology Program (CA12963) and NIH grants K25 CA104791 and R01 CA101983.

References
1. The Integrative Cancer Biology Program [http://radivoyevitch.cwru.edu/ICBtherap/]
2. Jackson RC: Kinetic simulation of anticancer drug interactions. Int J Biomed Comput 1980, 11(3):197-224.
3. Morrison PF, Allegra CJ: Folate cycle kinetics in human breast cancer cells. J Biol Chem 1989, 264(18):10552-10566.
4. Novak B, Tyson JJ: A model for restriction point control of the mammalian cell cycle. J Theor Biol 2004, 230(4):563-573.
5. Ciliberto A, Novak B, Tyson JJ: Steady states and oscillations in the p53/Mdm2 network. Cell Cycle 2005, 4(3):488-493.
6. Ma L, Wagner J, Rice JJ, Hu W, Levine AJ, Stolovitzky GA: A plausible model for the digital response of p53 to DNA damage. Nat Acad Sci USA 2005, 102(4):4266-4271.
7. Lipnicki D, Paszek P, Brasier AR, Luxon B, Kimmel M: Mathematical model of NF-kappaB regulatory module. J Theor Biol 2004, 228(2):193-215.
8. Sha W, Moore JA, Chen K, Lasalaeta AD, Yi CS, Tyson JJ, Sible JC: Hysteresis drives cell-cycle transitions in Xenopus laevis egg extracts. Proc Natl Acad Sci USA 2003, 100(3):975-980.
9. Hahnfeldt P, Panigrahy D, Folkman J, Hlatky L: Tumor development under angiogenic signaling: a dynamical theory of tumor growth, treatment response, and postvascular dormancy. Cancer Res 1999, 59(19):4770-4777.
10. Hirsch MW, Smale S: Differential equations, dynamical systems, and linear algebra. New York: Academic Press; 1974.
11. Haken H, Humeny J: Principles of pattern formation. Berlin: Springer-Verlag; 1996.
12. Iida K, Kitano H: Stochastic simulation of the p53 network. Cell Systems 2016, 3:104 http://www.biomedcentral.com/1471-2407/6/104
13. Ihaka R, Gentleman R: A language for data analysis and graphical statistics. J Comput Graph Stat 1996, 5:299-314.
14. MATLAB: version 7.0. Mathworks Inc, Natick, MA.
15. Tong FK, Chow S, Hedley D: Pharmacodynamic monitoring of Bcr-Abl inhibition in phase I clinical trials involving solid tumor and AML/MDS patients, using flow cytometry to monitor activation of the ERK pathway in peripheral blood cells. Cytotherapy 2006, 8(5):291-300.
16. Chou C, Kilmartin J: A model for restriction point control of the mammalian cell cycle. J Theor Biol 2004, 230(4):563-573.
17. Jacobberger JW, Sramkoski RM, Frisa PS, Ye PP, Gottlieb MA, Hedley DW, Shankey TV, Smith BL, Panigrahi M, Goosby CL: Immune reactivity of Stat5 phosphorylated on tyrosine as a cell-based measure of Bcr/Abl kinase activity. Cytometry A 2003, 54(2):75-88.
ated pyrimidine analogs. *Int J Radiat Oncol Biol Phys* 1987, 13(5): 733-739.

43. Berry SE, Davis TW, Schupp JE, Hwang HS, de Wind N, Kinsella TJ: Selective radiosensitization of drug-resistant MutS homologue-2 (MSH2) mismatch repair-deficient cells by halogenated thymidine (dThd) analogues: Msh2 mediates dThd analogue DNA levels and the differential cytotoxicity and cell cycle effects of the dThd analogues and 6-thioguanine. *Cancer Res* 2000, 60(20):5773-5780.

44. Berry SE, Garces C, Hwang HS, Kunugi K, Meyers M, Davis TW, Boothman DA, Kinsella TJ: The mismatch repair protein, hMLH1, mediates 5-substituted halogenated thymidine analogue cytotoxicity, DNA incorporation, and radiosensitization in human colon cancer cells. *Cancer Res* 1999, 59(8): 1840-1845.

45. Look AT: Oncogenic transcription factors in the human acute leukemias. *Science* 1997, 278(5340):1059-1064.

46. Pui CH, Evans WE: Acute lymphoblastic leukemia. *N Engl J Med* 1998, 339(9):605-615.

47. Shih C, Habeck LL, Mendelsohn LG, Chen VJ, Schultz RM: Multiple folate enzyme inhibition: mechanism of a novel pyrrolopyrimidine-based antifolate LY231514 (MTA). *Adv Enzyme Regul* 1998, 38:135-152.

48. McLaughan A, Bissonnette R, Schmitt M, Cotter KM, Green DR, Cotter TG: BCR-ABL maintains resistance of chronic myelogenous leukemia cells to apoptotic cell death. *Blood* 1994, 83(5):1179-1187.

49. Taverna P, Hwang HS, Schupp JE, Radiovoyevitch T, Session NN, Reddy G, Zarling DA, Kinsella TJ: Inhibition of base excision repair potentiates iododeoxyuridine-induced cytotoxicity and radiosensitization. *Cancer Res* 2003, 63(4):838-846.

50. Wright G, Tan B, Rosenwald A, Hurt EH, Wiestner A, Staudt LM: A gene expression-based method to diagnose clinically distinct subgroups of diffuse large B cell lymphoma. *Proc Natl Acad Sci USA* 2003, 100(17):9991-9996.

51. Rosenwald A, Wright G, Chan WC, Connors JM, Campo E, Fisher RI, Gascoyne RD, Muller-Hermelink HK, Smeland EB, Gilberte JM, Hurt EM, Zhao H, Averett L, Yang L, Wilson WH, Jaffe ES, Simon R, Klausner RD, Powell J, Duffey PL, Longo DL, Greiner TC, Weisenburger DD, Sanger WG, Dave BP, Lynch JC, Vose J, Armitage JO, Montserrat E, Lopez-Guillermo A, Grogan TM, Miller TP, LeBlanc M, Ott G, Kvaloy S, Delabie J, Holte H, Krajci P, Stokke T, Staudt LM: The use of molecular profiling to predict survival after chemotherapy for diffuse large-B-cell lymphoma. *N Engl J Med* 2002, 346(25):2037-1947.

52. Alizadeh AA, Eisen MB, Davis RE, Ma C, Lossos IS, Rosenwald A, Boldrick JC, Sabet H, Tran T, Yu X, Powell JI, Yang L, Marti GE, Moore T, Hudson J Jr, Lu L, Lewis DB, Tibshirani R, Sherlock G, Chan WC, Greiner TC, Weisenburger DD, Armitage JO, Warnke R, Staudt LM: Distinct types of diffuse large B-cell lymphoma identified by gene expression profiling. *Nature* 2000, 403(6769):503-511.

53. Lossos IS, Czerwinski DK, Alizadeh AA, Wechsler MA, Tibshirani R, Botstein D, Levy R: Prediction of survival in diffuse large-B-cell lymphoma based on the expression of six genes. *N Engl J Med* 2004, 350(18):1828-1837.

54. Michor F, Hughes TP, Iwasa Y, Branford S, Shah NP, Sawyers CL, Nowak MA: Dynamics of chronic myeloid leukaemia. *Nature* 2005, 435(7046):1267-1270.

Pre-publication history
The pre-publication history for this paper can be accessed here:

http://www.biomedcentral.com/1471-2407/6/104/prepub