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Abstract—In cellular systems using frequency division duplex, growing Internet services cause unbalance of uplink and downlink traffic, resulting in poor uplink spectrum utilization. Addressing this issue, this paper considers overlaying an ad hoc network onto a cellular uplink network for improving spectrum utilization and spatial reuse efficiency. Transmission capacities of the overlaid networks are analyzed, which are defined as the maximum densities of the ad hoc nodes and mobile users under an outage constraint. Using tools from stochastic geometry, the capacity tradeoff curves for the overlaid networks are shown to be linear. Deploying overlaid networks based on frequency separation is proved to achieve higher network capacities than that based on spatial separation. Furthermore, spatial diversity is shown to enhance network capacities.

I. INTRODUCTION

In existing cellular systems based on frequency division duplex (FDD) such as FDD UMTS [1], equal bandwidths are usually allocated for uplink and downlink transmission. With rapidly growing wireless Internet services, downlink traffic load is increasingly heavier than the uplink counterpart, which is a key characteristic of Internet data [2], [3]. Consequently, uplink spectrum is underutilized. To address this issue, this paper considers overlaying an ad hoc network onto a FDD cellular system for improving the utilization of uplink spectrum and also the spatial reuse efficiency. This paper focuses on characterizing the network capacity tradeoff between the overlaid cellular and ad hoc networks.

One measure of network capacity is transport capacity for multi-hop networks that was introduced in [4] and has attracted active research (see e.g. [5], [6]). Another measure of network capacity is transmission capacity introduced in [7] for single-hop networks, which is defined as the maximum number of successful communication links per unit area under the signal-to-interference-noise ratio (SINR) and outage constraints. Transmission capacity has been used for investigating the spatial reuse efficiency of different types of mobile ad hoc networks (see e.g. [8], [9]). Compared with transport capacity, transmission capacity allows more accurate analysis and easier computation [7], and hence is adopted in this paper.

This paper considers overlaying the cellular uplink and ad hoc networks using two methods. The first is blind transmission where the transmission of ad hoc nodes and mobile users are independent; the second is frequency mutual exclusion where ad hoc nodes transmit over frequency sub-channels unoccupied by mobile users. For both methods, the tradeoff curves for the transmission capacities of two overlaid networks are shown to be linear. The region bounded by each curve and positive axes is called the capacity region, which contains all allowable combinations of ad hoc node and mobile user densities under the outage constraint. The capacity region for frequency mutual exclusion is proved to be larger than that for blind transmission. Thus, the former is a more efficient method for overlaying cellular and ad hoc networks. Furthermore, capacity regions for both overlay methods are shown to be enlarged by exploiting spatial diversity.

II. NETWORK AND CHANNEL MODELS

A. Network Model

The overlaid cellular and ad hoc networks is illustrated in Fig. 1. The locations of transmitting nodes in the mobile ad hoc network are modeled as a Poisson point process (PPP) following the common approach in the literature [7], [10]. Specifically, the positions of the transmitters form a homogeneous PPP, denoted as \( \Phi \), on a 2-dimensional plane and with the density represented by \( \lambda_a \). Let \( T_n \) denote the coordinate of the \( n \)th transmitting node. Each transmitting node is associated with a receiving node located at a fixed distance denoted as \( d \).

Similarly, the positions of base stations in the cellular network are modeled as a homogeneous PPP on the same plane as the ad hoc network. Let \( \Pi_b \) and \( \lambda_b \) represent the process of base stations and its density, respectively. Each base station communicates with \( M \) uplink mobile users, hereafter referred to simply as mobile users. Thus, the density of mobile users is \( \lambda_u = M \lambda_b \). The coordinates of the \( n \)th base station and the \( m \)th associated mobile user are represented by \( B_n \) and \( U_{n,m} = B_n + Z_{n,m} \) respectively. To simplify analysis, the distance between a base station and a mobile user is fixed at \( r \), thus \( |Z_{n,m}| = r \forall m, n \). The case of random distances is considered in the full-length paper.
The uplink spectrum is divided into $K$ sub-channels. Each mobile user occupies one sub-channel. To simplify analysis, different base stations assign the same subset of $M$ sub-channels to their corresponding sets of $M$ mobile users. Let $M$ denote the indices of the $M$ sub-channels used by mobile users. Each transmitter in the ad hoc network either randomly selects a sub-channel for transmission from the complete set of sub-channels or the subset not being used by mobile users. These two methods are referred to as blind transmission and frequency mutual exclusion, respectively.

The networks are assumed to be interference limited and thus noise is neglected for simplicity. Consequently, the reliability of data packets received by either a base station or a node is determined by the signal-to-interference ratio (SIR). Let $S$ denote the random channel power for an arbitrary link, $\Omega$ the process of interferers and $I_n$ the $n$th interferer in $\Omega$. Thus, assuming that data transmission power, denoted as $P_D$, is identical for all transmitters, the SIR at the receiver end of the link under consideration is given as

$$\text{SIR} = \frac{S}{\sum_{T_n \in \Psi} I_n}. \quad (1)$$

Since the SIR is independent of $P_D$, $P_D = 1$ is assumed for simplicity. The correct decoding of received data packets requires the SIR to exceed a threshold $\theta$, which is identical for all receivers in the networks. In other words, the rate of information sent from a transmitter to a receiver is no less than $\log_2(1 + \theta)$ assuming Gaussian signaling. To support this information rate with high probability, the outage probability that SIR is below $\theta$ must be smaller than or equal to a given threshold $0 < \epsilon < 1$, i.e.

$$P_{\text{out}}(\lambda) = \Pr(\text{SIR} < \theta) \leq \epsilon \quad (2)$$

where $P_{\text{out}}(\lambda)$ denotes the SIR outage probability as a function of $\lambda$.

As discussed later, depending on the overlay method, the interferers can include unintended mobile users, ad hoc transmitters in $\Phi$, or both.

**B. Channel Model**

The model for a single sub-channel is described as follows, where the sub-channel index is omitted. Assume a narrowband sub-channel model with flat fading. Each sub-channel consists of path-loss and small fading components. Consider a typical receiver which can be either a base station or an ad hoc node. A sub-channel between the typical receiver and the associated transmitter is $r^{-\alpha}Q_0$ or $d^{-\alpha}W_0$ depending on whether the transmitter is a mobile user or a node, where $\alpha$ and $(Q_0$ and $W_0$) represent the path-loss exponent and fading gains, respectively. Let $\Omega$ be the point process grouping all interferers to the typical receiver, including either mobile users, or ad hoc transmitters, or both depending on the network overlay method. Then a sub-channel between the $n$th interferer in $\Omega$ and the typical receiver is $D_n^{-\alpha}G_n$, where $D_n$ is the distance and $G_n$ is the fading gain. The random variables ${D_n}$ and $\{G_n\}$ are i.i.d. within the same set.

**III. NETWORK CAPACITY TRADEOFF: ASYMPTOTIC ANALYSIS**

Similar to the notion of transmission capacity introduced in [7], [8], the network capacity considered in this paper is defined as the maximum density of transmitters supported by a network under the outage constraint in (2). Let $P_b(\lambda_u, \lambda_a)$ and $P_a(\lambda_u, \lambda_a)$ denote the outage probabilities at the base station and an ad hoc receiver, respectively. Then the capacities of the cellular $(\lambda_u)$ and the ad hoc $(\lambda_a)$ networks can be written as

$$(\lambda_u, \lambda_a) = \min \left( \arg P_b^{-1}(\epsilon), \arg P_a^{-1}(\epsilon) \right). \quad (3)$$

Note that the throughput per unit area for the cellular and the ad hoc networks are $(1 - \epsilon) \log(1 + \theta)\lambda_u$ and $(1 - \epsilon) \log(1 + \theta)\lambda_a$, respectively. The network capacity tradeoff between the overlaid cellular and ad hoc networks is analyzed for the regime of small outage probability regime $\epsilon \to 0$ in subsequent subsections.

**A. Existing Results**

The capacity of a mobile ad hoc network under an outage constraint is analyzed in [8]. The key results in [8] are...
summarized in the following lemma and serve as the starting point for our analysis.

**Lemma 1 (Weber et al [8]):** Consider a narrow-band ad hoc network where the locations of transmitters are a homogeneous PPP having the density \( \lambda \). The channel between a typical pair of transmitter and receiver is \( d^{-\alpha} W \), and that between the typical receiver and the \( m \)th interferer is \( d_{m,a}^{-\alpha} G_m \). The SIR outage probability for the typical receiver is bounded as \( P_{out} \leq P_{out} \leq P_{out}^u \) where

\[
P_{out} = 1 - \mathbb{E} \left[ \exp \left( -\kappa \lambda \theta^\delta \right) \right]
\]

\[
P_{out}^u = 1 - \mathbb{E} \left[ \left( 1 - \frac{\delta - \epsilon \kappa \lambda \theta^\delta}{(1 - \epsilon \kappa \lambda \theta^\delta)^2} \right) e^{-\kappa \lambda \theta^\delta} \right]
\]

where \( \delta = \frac{2}{7} \) and \( \kappa = \pi \mathbb{E}[G^\delta] W^{-\delta} d^2 \). For \( \epsilon \to 0 \), \( P_{out} \) can be expanded as

\[
P_{out} = \mathbb{E}[\kappa] \lambda \theta^\delta + O \left( \lambda^2 \theta^{2\delta} \right).
\]

### B. Capacity Tradeoff: Blind Transmission

The outage probability for data received at a base station is derived for \( \epsilon \to 0 \). Consider the \( m \)th one of the \( M \) sub-channels assigned to mobile users. The mobile users using this sub-channel form a point process denoted as \( \Delta_m = \{ B + Z_m \mid B \in \Phi \} = \Phi + Z_m \), where \( Z_m \) represents the shift in location. Since the homogeneous PPP \( \Phi \) is translation invariant, \( \Delta_m \) is also a homogeneous PPP with the density \( \lambda_b \). Consider a typical base station \( B \) and the associated mobile user \( U_m \) using the \( m \)th assigned sub-channel, where the subscript \( n \) is omitted for simplicity. Without loss of generality, \( B \) is assumed to be located at the origin, and hence \( U_m = Z_m \).

The data received at \( B \) from \( U_m \) is interfered with by other-cell mobile users and the transmitters in the ad hoc networks that use the same sub-channel, which are represented by the processes \( \{ \Delta_m \cap \{ U_m \} \} \) and \( \Pi_m \), respectively. The process of these interferers is \( \{ \Delta_m \cap \{ U_m \} \} \cup \Pi_m \). By Slivnyak’s Theorem [11], conditioned on \( U_m \), the process of other mobiles users \( \{ \Delta_m \cap \{ U_m \} \} \) remains as a homogeneous PPP with the same density \( \lambda_b \).

Next, consider a typical pair of transmitter \( T \) and receiver \( R \) in the ad hoc network. By blind transmission, \( T \) and \( R \) randomly selects one of \( K \) sub-channel for communication. Let \( S_T \) denote the index of the selected subchannel. Then \( S_T \) follows the uniform distribution with the support \( \{1, 2, \cdots, K\} \). By treating \( S_T \) as a mark of \( T \) and using the Marking Theorem [12], the marked PPP \( \Pi_k = \{ (T, S_T = k) \mid T \in \Pi \} \) is a homogeneous PPP with density \( \lambda_a / K \).

Combining above results and the superposition property of PPP, the process of interferers for \( U_m \), namely \( \{ \Delta_m \cap \{ U_m \} \} \cup \Pi_m \), is a homogeneous PPP with the density \( \lambda_b + \lambda_a \).

Based on the above results, the relationship \( \lambda_a = \lambda_a / M \), and Lemma 1 for a single-user data stream received at a base station, the asymptotically small outage probability can be written as

\[
P_b = \mathbb{E}[\kappa_b] \left( \frac{\lambda_u}{M} + \frac{\lambda_a}{K} \right) \theta^\delta + O \left( \left( \frac{\lambda_u}{M} + \frac{\lambda_a}{K} \right)^2 \theta^{2\delta} \right).
\]

where \( \kappa_b = \pi \mathbb{E}[G^\delta] Q^{-\delta} d^2 \).

For a receiver in the ad hoc network, the outage probability is derived for \( \epsilon \to 0 \) as follows. Consider a typical pair of transmitter \( T \) and receiver \( R \) communicating using the \( k \)th sub-channel. If \( k \notin M \), the interferers for \( R \) are only unintended transmitters in the ad hoc network that also use the \( k \)th sub-channel, represented by \( \Pi_k \cap \{ T \} \). If \( k \in M \), \( R \) is interfered with both the transmitters in \( \Pi_k \cap \{ T \} \) and also the mobile users using the \( k \)th sub-channel grouped in the process \( \Delta_m \). Similar to earlier derivation, by using Lemma 1 for the data received at a receiver in the ad hoc network using the \( k \)th sub-channel, the asymptotically small outage probability can be written as

\[
P_a(k) = \begin{cases} 
\mathbb{E}[\kappa_a] \left( \frac{\lambda_u}{M} + \frac{\lambda_a}{K} \right) \theta^\delta + O \left( \left( \frac{\lambda_u}{M} + \frac{\lambda_a}{K} \right)^2 \theta^{2\delta} \right), & k \in \mathcal{M} \\
\mathbb{E}[\kappa_a] \left( \frac{\lambda_a}{K} \right) \theta^\delta + O \left( \left( \frac{\lambda_a}{K} \right)^2 \theta^{2\delta} \right), & k \notin \mathcal{M} 
\end{cases}
\]

where \( \kappa_a = \pi \mathbb{E}[G^\delta] W^{-\delta} d^2 \).

The tradeoff between the capacity of the cellular and ad hoc networks is obtained by using (3), (5) and (6). Denote asymptotic equivalence as \( \cong \) and define it as the relationship between two functions \( f_1(\epsilon) \) and \( f_2(\epsilon) \) that satisfies \( \lim_{\epsilon \to 0} \frac{f_1(\epsilon)}{f_2(\epsilon)} = 1 \). Recall that the capacities of the cellular and the ad hoc networks are defined in (3) as the maximum densities of mobile users \( \lambda_u \) and ad hoc transmitters \( \lambda_a \) under the outage constraint. The network capacity tradeoff curve thus obtained is given in the following proposition.

**Proposition 1:** Using the overlay method of blind transmission, the capacity of the cellular network \( \lambda_u \) and that of the ad hoc network \( \lambda_a \) satisfies the following relationship

\[
\frac{\lambda_u}{\alpha} + \lambda_a \cong C_1, \quad \epsilon \to 0
\]

where \( \alpha \) is the fraction of sub-channels assigned to mobile users, and

\[
C_1 = \frac{K \epsilon \theta^{-\delta}}{\pi \mathbb{E}[G^\delta]} \min \left( \frac{1}{d^2 \mathbb{E}[W^{-\delta}]}, \frac{1}{\mathbb{E}[Q^{-\delta}]} \right).
\]

The region bounded by the curve in (7) and the constraints \( \lambda_u \geq 0 \) and \( \lambda_a \geq 0 \) is the capacity region for the overlaid cellular and ad hoc networks as illustrated in Fig. 2. Any combination of \( \lambda_u \) and \( \lambda_a \) within this region satisfies the outage constraint in (2). As observed from Fig. (2a), the area of capacity region is increased by increasing \( \alpha \). This implies that for blind transmission, allocating a subset of sub-channels rather than the whole set to mobile users results in inefficient use of the spectrum. Besides increasing the number of mobile users, the capacity region can be also enlarged by

---

2This result is generalized from that in [8] where the asymptotic case \( \theta \to \infty \) is considered. Note that \( \epsilon \to 0 \) corresponds to \( \lambda \theta^\delta \to 0 \).
increasing $C_1$ in (8). This is equivalent to optimizing a set of parameters, including increasing the number of sub-channels $K$ or the outage constraint $\epsilon$, or reducing the distance between the transmitter and receiver in each link ($d$ and $r$) or the functions of fading gains ($E[W^{-\delta}]$ and $E[Q^{-\delta}]$). Reducing these functions can be achieved by exploiting spatial diversity as discussed in Section III-D.

C. Capacity Tradeoff: Frequency Mutual Exclusion

For frequency mutual exclusion, the cellular and ad hoc networks use different sub-sets of sub-channels, namely $\mathcal{M}$ and $\mathcal{K}/\mathcal{M}$, and thus do not interfere with each other. Specifically, the data stream received at a base station over the sub-channel $m \in \mathcal{M}$ contains interference from mobile users in other cells using the same sub-channels; a node receiving data using $k$th sub-channel is interfered with only by unintended transmitting nodes also using the sub-channel $k$. Following a similar procedure as in the preceding section, the outage probabilities for the overlaid networks are obtained as

$$P_b = \frac{E[\kappa_a] \lambda_a \theta^\delta}{M} + O\left(\lambda_a^2 \theta^{2\delta}\right)$$

$$P_a = E[\kappa_a] \left(\frac{\lambda_a}{K - M}\right) \theta^\delta + O\left(\left(\frac{\lambda_a}{K - M}\right)^2 \theta^{2\delta}\right)$$

where $\kappa_a = \pi E[G^2] W^{-\delta} d^2$. By applying the outage constraint to (9) and (10), the tradeoff curve for the capacities of the cellular and ad hoc networks is derived and given in the following proposition.

Proposition 2: Using the overlay method of frequency mutual exclusion, the capacity of the cellular network $\lambda_a$ and that of the ad hoc network $\lambda_a$ satisfies the following relationship

$$\frac{\lambda_a}{\alpha} + \frac{\lambda_a}{1 - \alpha} \geq C_2, \quad \epsilon \to 0$$

where

$$C_2 = \frac{K \epsilon \theta^{-\delta}}{\pi E[G^2]} \left(\frac{1}{d^2 E[W^{-\delta}]} + \frac{1}{r^2 E[Q^{-\delta}]}\right).$$

As shown in Fig. 2, the capacity region for the case of frequency mutual exclusion is bounded by the curve defined in (11) and the first quadrant of the coordinate system. Similar comments as for the case of blind transmission are also applicable for the present case. By comparing (7) and (11), it can be observed that $C_2 > C_1$ and the factor $1 - \alpha$ increases the capacity $\lambda_a$. In other words, the capacity region for frequency mutual exclusion is larger than that for blind transmission. A comparison of capacity regions is given in Section IV.

D. Effect of Spatial Diversity

The capacity region of the overlaid cellular and ad hoc networks can be enlarged by enhancing the channel gains of data links $W$ by exploiting spatial diversity. Spatial diversity is created using multiple antennas and provides an effective way of counteracting fading. Among many available spatial diversity techniques, we consider the simplest one: beamforming [13]. Assuming i.i.d. Rayleigh fading and beamforming at either the receiver or transmitter (one-sided), the channel gains $W$ and $Q$ follow the chi-squared distribution with the number of complex degrees of freedom equal to $L_1$ and $L_2$, respectively, which are referred to as diversity orders. The diversity order for the interference channel $G$ is assumed to be one. Based on the above model, the network capacity regions in Proposition 1 and 2 have close-form expressions as given in the following lemma.

Lemma 2: For i.i.d. Rayleigh fading, data links using one-sided beamforming, and $r = d$, the capacity tradeoff curve is given as:

1) Blind transmission:

$$\frac{\lambda_a}{\alpha} + \frac{\lambda_a}{1 - \alpha} = \frac{\tilde{C} T(L_{\min})}{\Gamma(L_{\min} - 1)} \left(\frac{\Gamma(L_1)}{\Gamma(L_1 - 1)} + \frac{\Gamma(L_2)}{\Gamma(L_2 - 1)}\right), \quad \epsilon \to 0$$

where $\tilde{C} = K \epsilon \theta^{-\delta} (\pi d^2 \Gamma(1 + \delta))^{-1}$.

2) Frequency mutual exclusion:

$$\frac{\lambda_a}{\alpha} + \frac{\lambda_a}{1 - \alpha} = \tilde{C} \left(\frac{\Gamma(L_1)}{\Gamma(L_1 - 1)} + \frac{\Gamma(L_2)}{\Gamma(L_2 - 1)}\right), \quad \epsilon \to 0$$

The proof is given in Appendix. Let $C_1$ and $C_2$ denote the terms on the right-hand-size of (13) and (14), respectively. For illustration, consider the diversity orders $L_2 = L_1 + 2$, the distance $r = d = 5$ meters, the SIR threshold $\theta = 3$, the number of sub-channels $K = 1000$, and the outage constraint $\epsilon = 0.01$. Fig. 3 plots $C_1$ and $C_2$ versus the diversity order $L_1$. As observed from Fig. 3, both $C_1$ and $C_2$ increases as $L_1$ grows due to the diversity gains. Moreover, $C_2$ is larger than $C_1$ and their difference is relatively larger for a smaller diversity order, indicating that the capacity for frequency mutual exclusion is higher than that for blind transmission.

IV. SIMULATION AND NUMERICAL RESULTS

Fig. 4 compares the values of the capacity region parameter $C_1$ computed using (7) and those obtained by simulation. The diversity order is chosen as $L_1 = L_2 = 4$ and other
parameters have identical values as used for Fig. 3. As observed from Fig. 4, the theoretical values obtained based on the asymptotical assumption ($\epsilon \rightarrow 0$) match the simulation results very well. A similar observation is also made for C2 given in (11), but the detailed comparison is omitted in this paper. These observations lead to the conclusion that the asymptotical results obtain in Proposition 1 and 2 are also applicable for the non-asymptotic regime of $\epsilon$ e.g. $\epsilon > 0.1$.

Fig. 5 compares the capacity regions for two network overlay methods: blind transmission and frequency mutual exclusion. The values of parameters are identical to those used for generating Fig. 4. As observed from Fig. 5 the network overlay based on frequency mutual exclusion results in a much larger capacity region than that using blind transmission. Therefore, the former is a more efficient method for implementing the overlaid cellular and ad hoc networks. Nevertheless, the method of frequency mutual exclusion requires nodes in the ad hoc network to detect sub-channels unused by mobile users, but such an operation is unnecessary for blind transmission. Detection of available sub-channels can be based on carrier sending or side information broadcast by base stations.

APPENDIX

PROOF FOR LEMMA 2

The result for the case of frequency mutual exclusion is obtained by substituting $E[G^0] = \Gamma(1+\delta)$, $E[Q^0] = \Gamma(L_2-\delta)$, and $E[W^{-\delta}] = \Gamma(L_2-\delta)$ into (11).

To obtain the result for the case of blind transmission, it is sufficient to use (7) and prove that $\Gamma(L_1)/\Gamma(L_1-\delta) > \Gamma(L_2)/\Gamma(L_2-\delta)$, if $L_1 > L_2$ and vice versa. Without loss of generality, assume $L_1 > L_2$. Using the property $\Gamma(1+x) = x\Gamma(x)$ and $\Gamma(n) = (n-1)!$, we have

$$\frac{\Gamma(L_1)}{\Gamma(L_1-\delta)} = \frac{(L_1-1)(L_1-2)\cdots L_2}{(L_1-1-\delta)(L_1-2-\delta)\cdots(L_2-\delta)} \frac{\Gamma(L_2)}{\Gamma(L_2-\delta)} \overset{(a)}{>} \frac{\Gamma(L_2)}{\Gamma(L_2-\delta)}.$$

The inequality (a) holds since $\delta > 0$. This completes the proof.
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