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Owing to their extremely narrow line-widths and exceptional coherence properties, Mössbauer nuclei form a promising platform for quantum optics, spectroscopy and dynamics at energies of hard x-rays. A key requirement for further progress is the development of more powerful measurement and data analysis techniques. As one approach, recent experiments have employed time- and frequency-resolved measurements, as compared to the established approaches of measuring time-resolved or frequency-resolved spectra separately. In these experiments, the frequency-dependence is implemented using a tunable single-line nuclear reference absorber. Here, we develop spectroscopy and analysis techniques for such time- and frequency-resolved Nuclear Resonant Scattering spectra in the frequency-frequency domain. Our approach is based on a Fourier-transform of the experimentally accessible intensities along the time axis, which results in complex-valued frequency-frequency correlation (FFC) spectra. We show that these FFC spectra not only exhibit a particularly simple structure, disentangling the different scattering contributions, but also allow one to directly access nuclear target properties and the complex-valued nuclear resonant part of the target response. In a second part, we explore the potential of an additional phase control of the x-rays resonantly scattered off of the reference absorber for our scheme. Such control provides selective access to specific scattering pathways, allowing for their separate analysis without the need to constrain the parameter space to certain frequency or time limits. All results are illustrated with pertinent examples in Nuclear Forward Scattering and in reflection off of thin-film x-ray cavities containing thin layers of Mössbauer nuclei.

I. INTRODUCTION

Mössbauer nuclei are established as a versatile tool for highly-sensitive spectroscopic studies of condensed matter systems \[1\]–\[3\]. Owing to their extremely narrow line-widths and exceptional coherence properties \[4\]–\[9\], they also form a promising platform for quantum optics at hard x-ray energies \[7\]–\[11\]. In the future, state-of-the-art and upcoming x-ray light sources with unprecedented quality and intensity may open up a regime of nonlinear \[12\]–\[14\] and non-equilibrium phenomena \[15\] which has only started to be explored experimentally \[16\]. However, exploring this regime will require advanced measurement and data analysis techniques to access a broader range of observables, and to compare theoretical predictions with experimental observations. Examples include spectroscopy beyond the linear response regime \[17\], photon-correlation measurements \[18\], or methods to study the time-resolution sample dynamics after external stimuli, potentially on a per-shot basis \[19\].

As a first step towards this goal, recent experiments employed a time- and frequency-resolved measurement of the scattered x-ray intensity \[20\]–\[23\], as compared to the established approaches of measuring time-resolved or frequency-resolved spectra separately \[2\], the latter of which can be obtained, for instance, by probing the nuclear absorption using pure nuclear Bragg reflections to produce highly monochromatic x-ray light on the scale of the nuclear line-width \[24\]. Alternatively, the frequency-selectivity can be achieved using a heterodyne approach by adding an additional single-line reference absorber, in the following referred to as analyzer, on a velocity drive up- or downstream of the target under investigation \[25\]–\[29\], see Fig. 1. This method is also used to perform time- and frequency-resolved data acquisition, which provides a number of significant advantages over other detection schemes using single-line reference absorbers, even though it does not require changes to the experimental setup apart from the electronics. On the one hand, it allows one to apply several established data analysis methods using a single experimental data set only. For example, late-time integration methods established as a standard analysis approach for x-ray cavities probed in reflection \[25\]–\[28\] or related stroboscopic methods \[29\]–\[31\] can be employed by integrating the two-dimensional data set along part of the time axis. Importantly, the time- and frequency-resolved spectra allow one to improve the recovery of the target spectra by optimizing the integration range throughout the data analysis \[32\]–\[33\]. Similarly, off-resonant methods can be employed in spectral regions with large detuning between analyzer and target, which may even provide access to the complex-valued target response \[28\]–\[30\]–\[34\]–\[35\]. These methods typically exploit the interference between particular scattering pathways, which can be studied in the time \[34\]– or frequency domain \[35\]. However, these established methods share the drawback that they only make use of select regions of the recorded two-dimensional spectra. On the other hand, the two-dimensional data set allows for a much more stringent comparison between theory and experiment. One reason for this are the rich interference structures, which are lost in the usual one-dimensional data by the
FIG. 1. Schematic of a setup to record time- and frequency-resolved Nuclear Resonant Scattering spectra in forward and grazing incidence geometry. The goal is to characterize the resonant target response. An additional single-line analyzer mounted on a Doppler drive is used to introduce a variable frequency dependence. Resonant and non-resonant scattering in analyzer and target lead to four interfering scattering pathways contributing to the detection signal. An example for the experimentally accessible scattered intensity as function of analyzer frequency and arrival time of the scattered photons is shown in the lower right panel. The corresponding frequency-frequency correlation (FFC) spectrum studied in this work is obtained via a Fourier transform along the time axis. An example FFC spectrum for the data in the lower-right panel is shown in the lower-left panel. It exhibits clear horizontal and diagonal linear structures which can be interpreted in terms of spectral correlations within the combined analyzer-target-system. In the second part of this work, an additional phase control between resonant and non-resonant response of the analyzer is considered to disentangle the different scattering pathways.

This raises the question, if the two-dimensional spectra can also be analyzed in different ways, which ideally provide access to the desired target properties in a more transparent way, without requiring global fits to the entire two-dimensional spectrum, thereby using all recorded data rather than only parts of it. However, this approach is computationally demanding as compared to other methods, and requires model fits in order to extract the desired target properties.

Motivated by this, here, we develop spectroscopy and analysis techniques which are based on the Fourier transform of experimentally accessible time- and frequency-resolved intensities along the time axis. The resulting complex-valued frequency-frequency correlation (FFC) spectra exhibit particularly simple signatures comprising horizontal and diagonal structures, which can be associated to different contributing scattering processes. These signatures (see the bottom-left panel of Fig. 1 for an example) facilitate a selective analysis of the different scattering contributions. We in particular focus on two analysis approaches. First, we discuss linear fits to the diagonal structures in the frequency-frequency correlation spectra, which allow one to extract nuclear resonance energies, as well as spectral line features such as collective energy shifts and superradiant line broadenings. Second, we show that horizontal or vertical sections through the diagonal structure provide access to amplitude and phase of the nuclear resonant part of the target response, cross-correlated with the analyzer response. This retrieval of the response without contributions from the off-resonant scattering in the target is of particular interest for x-ray cavity targets containing Mössbauer nuclei, since their spectra typically are strongly affected by the interference.
of electronic and nuclear response, in dependence on the x-ray incidence angle. We further show that an additional control of the relative phase between the electronic and nuclear response of the analyzer allows one to disentangle different scattering pathways, thereby facilitating their selective analysis without imposing additional constraints such as a large analyzer-target detuning. All approaches are illustrated using examples of practical relevance.

The manuscript is structured as follows: The next Section briefly describes a generic experimental setup used to record time- and frequency-resolved spectra including phase- and frequency-control of the nuclear reference absorber. Further, we derive expressions for the frequency-frequency correlation spectra in linear response theory, and discuss them in particular limiting cases. Section II presents the two analysis approaches for the diagonal structures, including numerical examples in forward scattering and cavity reflection. Section III introduces the structures, including numerical examples in forward scattering geometry as depicted in Fig. 1. A temporally short and spectrally broad x-ray pulse delivered by an accelerator-based x-ray source will be considered. Additional frequency-resolved Nuclear Resonant Scattering spectra can be given employing the linear response formalism (see e.g. [4, 5]) which is justified by the narrow line-width characteristic of Mössbauer transitions that typically leads to low excitation in state-of-the-art experiments, even at high-brilliance third-generation synchrotron sources. Neglecting polarization effects [11], each target i in the beam path can be described by a scalar transfer function $T_i(\omega)$ in the frequency domain or (impulse) response function $T_i(t)$ in the time domain. Here and in the following, the “hat” denotes quantities in the frequency domain. Then, the outgoing field is given by

$$\hat{E}_{\text{out}}(\omega) = \hat{T}_i(\omega)E_{\text{in}}(\omega),$$

$$E_{\text{out}}(t) = (T_i * E_{\text{in}})(t)$$

in the frequency- or time domain, respectively. Next to the convolution * in Eq. (2), we also define the cross-correlation $\ast$,

$$\langle f \ast g \rangle(x) = \int_{-\infty}^{\infty} dy f(x-y)g(y),$$

$$\langle f \ast g \rangle(x) = \int_{-\infty}^{\infty} dy f^\ast(y-x)g(y),$$

for two complex-valued functions $f$, $g$ of frequency or time variables $x$, $y$. The convolution can be interpreted as applying a filter $f$ to $g$, or a propagation of an input $g$ at point $y$ to the final output $f \ast g$ at point $x$ by virtue of the response function $f$. The cross-correlation $f \ast g$ on the other hand can be thought of as scanning the functions $f$ and $g$ for similarities by introducing relative shifts $x$ between them. Both quantities and their interpretations will turn out to be instrumental for understanding the diagonal and horizontal structures appearing in Fourier-transformed time- and frequency-resolved spectra, the real part of which is shown in the lower left plot of Fig. 1 as an example.

The responses of nuclear targets in forward scattering and grazing incidence geometry comprise two fundamentally different scattering processes: Prompt scattering nonresonant with the nuclear transition and coherent resonant scattering delayed by the slow decay of the nuclear transition. On the time scale of the nuclear decay, the prompt radiation can be described by a Dirac-$\delta(t)$-like pulse and thus the outgoing field in Nuclear Resonant Scattering is of the form

$$E_{\text{out}}(t) = \alpha[\delta(t) + S_i(t)] * E_{\text{in}}(t).$$

A theoretical description of time- and frequency-resolved Nuclear Resonant Scattering spectra can be given employing the linear response formalism. A theoretical description of time- and frequency-resolved Nuclear Resonant Scattering spectra can be given employing the linear response formalism (see e.g. [4, 5]) which is justified by the narrow line-width characteristic of Mössbauer transitions that typically leads to low excitation in state-of-the-art experiments, even at high-brilliance third-generation synchrotron sources. Neglecting polarization effects [11], each target $i$ in the beam path can be described by a scalar transfer function $T_i(\omega)$ in the frequency domain or (impulse) response function $T_i(t)$ in the time domain. Here and in the following, the “hat” denotes quantities in the frequency domain. Then, the outgoing field is given by

$$\hat{E}_{\text{out}}(\omega) = \hat{T}_i(\omega)E_{\text{in}}(\omega),$$

$$E_{\text{out}}(t) = (T_i * E_{\text{in}})(t)$$

in the frequency- or time domain, respectively. Next to the convolution * in Eq. (2), we also define the cross-correlation $\ast$,

$$\langle f \ast g \rangle(x) = \int_{-\infty}^{\infty} dy f(x-y)g(y),$$

$$\langle f \ast g \rangle(x) = \int_{-\infty}^{\infty} dy f^\ast(y-x)g(y),$$

for two complex-valued functions $f$, $g$ of frequency or time variables $x$, $y$. The convolution can be interpreted as applying a filter $f$ to $g$, or a propagation of an input $g$ at point $y$ to the final output $f \ast g$ at point $x$ by virtue of the response function $f$. The cross-correlation $f \ast g$ on the other hand can be thought of as scanning the functions $f$ and $g$ for similarities by introducing relative shifts $x$ between them. Both quantities and their interpretations will turn out to be instrumental for understanding the diagonal and horizontal structures appearing in Fourier-transformed time- and frequency-resolved spectra, the real part of which is shown in the lower left plot of Fig. 1 as an example.

The responses of nuclear targets in forward scattering and grazing incidence geometry comprise two fundamentally different scattering processes: Prompt scattering nonresonant with the nuclear transition and coherent resonant scattering delayed by the slow decay of the nuclear transition. On the time scale of the nuclear decay, the prompt radiation can be described by a Dirac-$\delta(t)$-like pulse and thus the outgoing field in Nuclear Resonant Scattering is of the form

$$E_{\text{out}}(t) = \alpha[\delta(t) + S_i(t)] * E_{\text{in}}(t).$$

Here, the prefactor $\alpha$ accounts for attenuation and dispersion imposed by the surrounding nonresonant material and $S_i(t)$ denotes the nuclear resonant part of the target’s response. A two-target setup formed by a reference absorber foil $T_a$ (analyzer) and an unknown target $T_t$ in forward scattering geometry as depicted in
Fig. 1 can be described by the total response function $T(t) = (T_1 * T_2)(t)$. The response of the reference absorber with tunable transition frequency $ω_0 + Δ$ and relative phase $φ$ between the prompt and scattered part can be written as

$$T_a(t, Δ, φ) = α_a [δ(t) + e^{−iΔt}e^{iφ}S_a(t)] .$$

(6)

Note that, typically, we will consider thin reference absorbers whose spectral features are more narrow than those of the target absorber. However, the subsequent analysis does not employ approximations of the reference absorber’s response function based on this thin-analyzer limit, and our numerical results below will exhibit effects beyond this limit. In the following, for notational brevity, we will absorb the detuning and phase dependence into the nuclear scattering response as

$$S_a(t, Δ, φ) = e^{−iΔt}e^{iφ}S_a(t) ,$$

(7)

and suppress the dependence on $φ$ throughout this Section as phase control will become of relevance only later in Sec. IV.

With these considerations, the experimentally accessible time- and frequency-dependent intensity at the detector can be expressed in terms of response functions as

$$I(t, Δ) = |(T * E_{in})(t)|^2$$

$$= (T*E_{in})^*(t) (T*E_{in})(t) ,$$

(8)

where the $Δ$-dependence arises via $T_a$ in the response function $T$. Such two-dimensional time- and frequency-resolved spectra allow for a much more stringent comparison of experimental data to theory predictions than the corresponding one-dimensional time-spectra or energy-spectra alone, and have been measured in recent experiments [20, 21, 42].

**B. Frequency-frequency correlation spectrum**

In order to discuss spectral correlations, we define the frequency-frequency correlation (FFC) spectrum as the Fourier-transform of the experimentally accessible intensity Eq. (8) along the time axis,

$$F(ν, Δ) = \int_{−∞}^{∞} dt \, e^{iνt} I(t, Δ)$$

(9)

$$= E_0^2 \int_{−∞}^{∞} dt \, e^{iνt} T^*(t) T(t)$$

$$= \frac{E_0^2}{2π} (\tilde{T} * \tilde{T})(ν) ,$$

(10)

where the initial pulse was written as $E_{in}(t) = E_0δ(t)$ as it is typically orders of magnitude shorter than the nuclear evolution time scales. Note that $I(t, Δ)$ vanishes for times $t < 0$ since the excitation occurs at $t = 0$. However, the symmetric integration will allow us to derive simple analytical expressions for the case with detection time gating in Sec. III D. Interestingly, the FFC spectrum Eq. (9) can be expressed as the (spectral) autocorrelation of the total response function $T$. The result Eq. (10) can thus be regarded as a frequency-domain instance of the Wiener-Khinchin theorem which relates the Fourier transform of the power spectral density $|T(t)|^2$ to the autocorrelation $(T * T)(ν)$ (see, e.g., [43]). As we will see in the following, the Fourier transformation in Eq. (9) translates temporal interference effects into spectral correlations from which spectral features and the phase information of the nuclear target can be extracted. However, it is important to note that the FFC spectrum itself is not an intensity, as it is complex-valued for general Fourier frequencies $ν$. The reason is that it is derived via the Fourier transform from the experimentally accessible real-valued intensity. Regarding previous detection schemes using single-line reference absorbers as mentioned in the introduction, we note that the FFC spectrum reduces to the real-valued time-integrated spectrum for $ν = 0$ (cf. [25]). By only integrating over certain parts of the time-axis, late-time and stroboscopic spectra (see, e.g., [30]) can be recovered from the same $ν = 0$ contribution. In this sense, the FFC spectrum can be regarded as a generalization of these methods to arbitrary Fourier frequencies $ν$ using the same data set. The case where the signal at early times is discarded, is discussed in more detail in Sec. III D and appendix A. In the following, we focus on the ideal case in which all times are available for data analysis in order to derive analytical expressions for the most relevant features of these spectra.

A numerical example for the FFC spectrum in Eq. (9) is given in Fig. 1. The bottom-right panel shows the experimentally accessible time- and frequency-resolved intensity $I(t, Δ)$ in Eq. (8). The bottom-left panel shows the real part of the FFC spectrum in Eq. (9), which is dominated by a set of horizontal and diagonal spectral features in the $Δ−ν$-plane. Note, that throughout this paper, we only plot and analyze the positive $ν$ branch of the FFC spectrum since the inversion of the Fourier frequency $ν → −ν$ leads to complex conjugation of the FFC signal. The main part of our FFC analysis, however, will be carried out on its real part or absolute value and thus the negative $ν$ branch contains only redundant information.

For an interpretation of these diagonal features, we rewrite the spectral auto-correlation function Eq. (10) using the Fourier-domain response functions

$$\tilde{T}(ω) = \tilde{T}_t(ω)\hat{T}_a(ω) ,$$

(11)

$$\hat{T}_a(ω, Δ, φ) = α_a \left[ 1 + \hat{S}_a(ω, Δ, φ) \right]$$

(12)
FIG. 2. Decomposition of FFC spectra into single-target and two-target contributions. (a) shows the real part of the FFC spectrum $I(\nu, \Delta)$ after removal of the off-resonant background. It can be separated into two parts shown in (b) and (c). The first part in (b) is the sum of the individual responses of target and analyzer, corrected for the non-resonant absorption. The horizontal structures are due to quantum beats in the target. As guide to the eye, the relevant mutual detunings between the target transitions are indicated by dashed red lines. (c) is the difference between the spectra in (a) and (b). This spectrum is dominated by diagonal structures, which originate from the interference of the resonant scattering off of the different target resonances with the resonant analyzer response. These results are obtained for a 2µm thick enriched $\alpha$–$^{57}$Fe target with hyperfine field $B = 33.3$ T and a stainless-steel single-line analyzer as described in the main text. The level structure and the relevant transitions in the target are shown in (d). The orange, red and green transitions describe the scattering of left-circularly, linearly and right-circularly polarized light, respectively.

\[
I(\nu, \Delta) = \frac{E_0^2|\alpha_\nu|^2}{2\pi} \left[ (\hat{T}_t \ast \hat{T}_t)(\nu) + (\hat{T}_t \ast \hat{\Delta}_t \hat{\Delta}_a)(\nu) \right].
\]

Eq. (12) shows the clear separation of nonresonant (electronic) scattering, which is approximately constant on the scale of the nuclear resonances, and the frequency-dependent nuclear resonant scattering in form of the nuclear resonant response $\hat{S}_n(\omega, \Delta, \phi)$ in the frequency-domain. This separation is crucial for the evaluation of the FFC spectrum in the form of Eq. (13), the single parts of which can be interpreted as follows: the first term describes spectral correlations between different transitions in the target, as will be further discussed below. The other three terms contain the contribution $\hat{T}_t \hat{\Delta}_t \hat{\Delta}_a = \alpha[I_0 + \hat{S}_n + \hat{\Delta}_t \hat{\Delta}_a]$ combining target and analyzer. Its first addend $\sim \hat{S}_n$ arises from the aforementioned nonresonant (electronic) scattering in the target followed by resonant (nuclear) scattering processes in the analyzer foil. It forms the basis of the heterodyne-type detection schemes which determine the target response using interference between radiation emitted from the target and analyzer, respectively (cf. [32, 34]). It will turn out to be the main origin of the diagonal structure found in FFC spectra. The second addend $\sim \hat{S}_n \hat{\Delta}_t = \hat{S}_n \hat{\Delta}_t$, known as radiative coupling [4, 5, 40, 44], describes processes with resonant scattering in both analyzer and target. In the following, we will exploit that these two scattering contributions are naturally separated owing to their different scattering amplitudes as a function of detuning between analyzer and target and will focus on the first contribution, as it dominates the FFC spectra in the large analyzer-target detuning limit.

C. Large analyzer-target detuning limit

The resonantly scattered part of the analyzer response $\hat{S}_a(\omega)$ is nonzero in the vicinity of the resonance frequency $\omega = \omega_a + \Delta$ only. For the same reason, the full target response becomes spectrally flat far-off nuclear resonance, i.e., $\hat{T}_t(\omega) \approx \alpha_t$. As a result, we can approximate

\[
\hat{T}_t(\omega) \hat{\Delta}_a(\omega) \approx \alpha_t \hat{\Delta}_a(\omega)
\]

in the limit of large detunings $\Delta + \omega_a - \omega_t$ between the analyzer and target transitions with frequencies $\omega_t$. In this approximation, the spectral auto-correlation function can be written as

\[
I_{\text{off}}(\nu, \Delta) \approx \frac{E_0^2|\alpha_\nu|^2}{2\pi} \left[ (\hat{T}_t \ast \hat{T}_t)(\nu) + |\alpha_\nu|^2(\hat{S}_n \ast \hat{\Delta}_a)(\nu) \right] + \alpha_t(\hat{T}_t \ast \hat{\Delta}_a)(\nu) + \alpha_t^*(\hat{\Delta}_a \ast \hat{T}_t)(\nu).
\]

The first two terms correspond to the full target response $\mathcal{F}(|T_t(t)|^2)$ and the resonantly scattered part of the analyzer response $\mathcal{F}(|S_a(t)|^2)$, where $\mathcal{F}$ denotes the Fourier transform. These contributions can be determined from separate measurements of the time-dependent scattered intensity of the target and the analyzer alone, i.e., in the absence of the respective other target. Their complex-valued contributions to Eq. (15) then follow from a Fourier transformation analogous to Eq. (9).

This separation of the single-stage contributions $\hat{T}_t \ast \hat{T}_t$ and $\hat{\Delta}_a \ast \hat{\Delta}_a$ from the FFC spectrum is illustrated in Fig. 2. The full FFC spectrum in panel (a) decomposes into the single-stage response parts shown in (b) and the residual two-target contributions in (c). Clearly, the single-stage responses correspond to the horizontal lines in (a) since they do not depend on $\Delta$, whereas the two-target parts give rise to the diagonal lines. Note
that, if the single-stage contributions are removed by subtracting the time-resolved analyzer and target intensities, the count rates of the three measurements of the time- and frequency-resolved spectrum, the time-resolved target spectrum and the time-resolved analyzer spectrum, have to be adjusted to each other, e.g. by adapting the count rates such that after subtraction the horizontal lines have been removed. Alternatively, the horizontal lines can be removed directly from the FFC spectrum by determining their vertical position and shape far away from the diagonal structure. As these contribution to the FFC spectrum are detuning-independent, a subtraction of the result directly clears the horizontal lines from the entire spectrum without the need of additional measurements. We pursue the first approach in the numerical analysis in Sec. II E while the second one is applied to the horizontal lines appearing in the sum spectrum \( \mathcal{I}_{\text{inv}} \) in Sec. III A.

After subtracting the single-stage contributions, we remove the constant off-resonant background contribution to \( \tilde{T}_t \), which can be written in the same form as Eq. (12), i.e. the part proportional to \( |\alpha|^2 \) in the second line of Eq. (15), to study the nuclear resonant part \( \tilde{S}_t \) of the response alone. This can be done, e.g. by rejecting the first few nanoseconds after pulse arrival at the detector. Then, finally, the spectral auto-correlation function in the large analyzer-target detuning limit Eq. (15) can be written as

\[
\mathcal{I}_{\text{Dio}}(\nu, \Delta) = \frac{I_0^{NR}}{2\pi} \left[ (\tilde{S}_t \ast \tilde{S}_a)(\nu) + (\tilde{S}_a \ast \tilde{S}_t)(-\nu) \right],
\]

where we used \( (f \ast g)(\nu) = (g^* \ast f^*)(\nu) \). Further, we defined \( I_0^{NR} = E_0^2 |\alpha_a, t|^2 \) which describes the intensity at the detector after the two-target setup in the absence of nuclear scattering.

It is important to note that throughout the derivation of Eq. (16), no assumptions were made on the analyzer and target response functions, except for the general features that the scattering contributions to the response functions cover only a limited spectral region, and that the full response function is spectrally flat outside this nuclear resonance region. Therefore, the expression Eq. (16) holds for general nuclear targets.

The interpretation of Eq. (16) will be discussed in more detail in Sec. II E which also reveals its relation to the diagonal structures in the FFC spectrum and how it can be employed to extract the complex-valued nuclear resonant part of the target response from experimentally accessible FFC spectra.

D. Relation to off-resonant methods in the time domain

The derivation of Eq. (16) relied on the large analyzer-target detuning, in order to isolate a single scattering channel of interest. In the literature, several methods have been reported which employ a similar parameter regime in order to study time- and frequency-resolved Nuclear Resonant Scattering spectra, specifically for the recovery of the complex-valued target response function \( \hat{S}_t \). These latter methods operate in the time-domain, and we can connect our energy-domain result Eq. (16) to them via the so-called cross-correlation theorem as

\[
\mathcal{I}_{\text{RM}}(\nu, \Delta) = \frac{I_0^{NR}}{2\pi} \left[ (\tilde{S}_t \ast \tilde{S}_a)(\nu) + (\tilde{S}_a \ast \tilde{S}_t)(\nu) \right]
\]

and

\[
\mathcal{I}_{\text{RM}}(\nu, \Delta) = \frac{I_0^{NR}}{2\pi} \left\{ \left( \mathcal{F}\{S^*_a(t)\} \ast \mathcal{F}\{S_t(t)\} \right)(\nu) \right\}
\]

and

\[
\mathcal{I}_{\text{RM}}(\nu, \Delta) = \frac{I_0^{NR}}{2\pi} \int_{-\infty}^{\infty} dt e^{i\nu t} \text{Re} \left[ S^*_a(t)S_t(t) \right].
\]

We see that the spectral cross-correlation between target and analyzer response are mapped to the interference between the corresponding time-domain responses and thus, studying the diagonal structure in the FFC spectrum is analogous to studying the hyperbolic interference pattern appearing in the time- and frequency-resolved intensities.

Our analysis below exploits specific features of the energy-domain representation, and extends the previous results in several ways. Most notably, we will discuss the spectroscopy of thin-film cavities probed in grazing incidence, and show that the off-resonant approaches allow one to access the nuclear target response alone, without the usual interference with the electronic scattering on the cavity structure.

Further, it is important to note that both the energy- and time-domain approaches discussed so far are restricted to off-resonant spectral regions, in which the radiative coupling contributions are negligible. Hence, data recorded near resonance between analyzer and target cannot be employed for the analysis and, as a consequence, these spectroscopy methods do not allow one to access the interesting regime in which radiative couplings substantially modify the target dynamics \([21, 23, 40, 44]\).

To overcome these limitations, below in Sec. IV, we will discuss a method to suppress different scattering channels to become more independent of the large analyzer-target detuning limit or related approximations, and will demonstrate its advantages by comparison to the off-resonant method.

A brief comparison of the off-resonant methods to the so-called late-time integration spectroscopy methods is given in Appendix A.
turn to its interpretation, which will form the basis for further analysis below.

1. Thin-analyzer limit

To this end, we for the moment assume an idealized case of a single-line analyzer with negligible line-width and absorption \( \alpha_s \) and resonance frequency \( \omega_a + \Delta \) given by the scattering response function

\[
\hat{S}_a(\omega, \Delta) = \delta(\omega - \Delta - \omega_a). \tag{18}
\]

Then, Eq. (16) simplifies to

\[
I_{id}(\nu, \Delta) = \frac{I_0^{NR}}{2\pi} \left[ \hat{S}_t(\omega_a + \Delta + \nu) + \hat{S}_t^*(\omega_a + \Delta - \nu) \right]. \tag{19}
\]

Thus, in this idealized ("id") analyzer case, the FFC spectrum provides direct access to the desired nuclear resonant target response \( \hat{S}_t \). Interestingly, the two contributions of \( \hat{S}_t \) in Eq. (19) are centered around \( \omega_a + \Delta \pm \nu \). This can be understood by noting that the analyzer response at \( \omega_a + \Delta \) is shifted by the Fourier frequency \( \pm \nu \) in the cross correlation. We can thus identify the two contributions as the origin of the two branches of the diagonal structures with positive or negative slopes in the FFC spectrum.

Below, we will also consider analyzers with finite thickness, in which case Eq. (19) generalizes to Eq. (16), i.e., the target response is additionally cross-correlated with the analyzer response function.

As a final remark, we note that, while the diagonal structure is directly related to the nuclear resonant target response \( \hat{S}_t \), the FFC spectrum in principle also allows to study the full target response \( \hat{T}_t \) if the nonresonant background is not removed in the derivation of Eq. (16), at the cost of retaining a large nonresonant background in the FFC spectrum. This approach, however, is out of the scope of this publication.

2. Extracting information on the target response from the diagonal structures in the FFC spectrum

As a result of Eq. (19), the target can be characterized via the diagonal structures in the FFC spectrum in two different ways. First, the diagonals are governed by the relation

\[
\nu(\Delta) = \pm(\Delta - \omega_l + \omega_a), \tag{20}
\]

which defines lines in the \( \nu-\Delta \)-plane with slope \( \pm 1 \) and offset \( \pm(\omega_a - \omega_l) \). Thus, upon extrapolating the diagonals in the FFC spectrum, they both cross the \( \nu = 0 \) coordinate axis at \( \Delta = \omega_l - \omega_a \), and thereby provide access to the target transition frequency. Note that this argument generalizes to multiple target transitions as discussed below.

Second, one may analyze the spectral shape of the diagonals in the FFC spectrum as function of \( \Delta \) or \( \nu \). From Eq. (19) it follows that in both cases, this shape corresponds to the desired shape of the nuclear resonant target response. Note that the FFC spectrum is complex-valued, and thereby provides access to the amplitude and the phase of the resonant response \( \hat{S}_t \). This "phase problem" of extracting the phase of a target response is an ubiquitous problem in spectroscopy, imaging and diffraction experiments [34][46][48].

Both approaches will be discussed in Sec. III. There, the more realistic situation with a finite analyzer width in Eq. (16) will be considered. Then, the target spectrum is broadened and modified in amplitude through the correlation with the analyzer spectrum. Therefore, in practice, analyzers with a spectrum narrow as compared to the desired target spectrum should be employed. Further, different horizontal and vertical cuts through the diagonals can be combined in order to reduce uncertainties in the recovery of the target response.

3. Horizontal structures in the FFC spectrum

The horizontal lines appearing in the FFC spectrum (c.f. Fig. 2) can be attributed to a beating of light scattered on target transitions with different resonance frequencies. The different scattering channels interfere due to the coherent nature of the scattering, giving rise to the so-called quantum beats [4][5][39]. As in the case of the diagonal structures in the FFC spectrum, the Fourier-transform of the time- and frequency resolved intensity of this beating pattern will peak whenever the Fourier frequency \( \nu \) equals one of the detunings between a pair of interfering hyperfine transitions (Fig. 2 (b)). Note, however, that not all detunings between hyperfine transitions, which are indicated in Fig. 2 (c), appear as horizontal lines in the spectrum. This is due to the fact that in our calculation the sample is irradiated by an unpolarized beam and the hyperfine field is oriented perpendicularly to the beam direction. Hence, photons scattered off the \( \Delta m = 0 \) and \( \Delta m = \pm 1 \) are orthogonally polarized and do not interfere with each other (cf. [41]) and thus the corresponding peaks/lines do not appear in Fig. 2.

III. ANALYSIS OF THE DIAGONAL STRUCTURE

In the previous Sec. II.E.2, we have shown that the diagonal structure in the FFC spectrum is formed by correlations of analyzer and target responses centered around positions \( \nu(\Delta) = \pm(\Delta - \omega_l + \omega_a) \). This allows for the determination of spectral target parameters by extrapolating the diagonals towards the crossing point with the \( \nu \)- or \( \Delta \)-axis. Furthermore, horizontal or ver-
tactical cuts through the diagonals provide access to the complex-valued nuclear resonant part of the target response function $S_t$ (cross-correlated with the analyzer response function). In this Section, we demonstrate the practical feasibility of both of these approaches, by evaluating representative model data of nuclear forward scattering targets and thin-film cavities.

A. Computational details on the analysis

The model data evaluated in this Section are calculated using the software package PYNUSS [49], which features methods to evaluate Nuclear Forward Scattering and cavity reflection spectra, similar to the software package CONUSS [50], but is written in the language Python [51] and features substantial extensions for quantum optical applications in Nuclear Resonant Scattering. In PYNUSS, forward scattering and cavity reflection spectra are calculated using the transfer matrix and layer formalism, respectively [39, 50]. Our model system is the Mössbauer isotope $^{57}$Fe with transition energy $h\omega_\gamma = 14.4\text{keV}$ and single-nucleus decay rate $h\gamma = 4.7\text{meV}$. As analyzer, an enriched stainless steel sample ($^{57}$Fe$_{55}$Cr$_{25}$Ni$_{20}$) of thickness $1\mu\text{m}$ with the same transition frequency $\omega_a = \omega_\gamma$ (the isomeric shift is neglected for simplicity, without loss of generality) and single-nucleus line-width is used for the calculation. Different targets will be considered in the analysis, as specified below.

Following Sec. II, the diagonal analysis is then performed on the complex-valued quantity

$$I_{bc}(\nu, \Delta) = \mathcal{F} \left[ (I(t, \Delta) - |\alpha_t|^2 I_a(t) \right.$$ \n $$\left. - |\alpha_a|^2 I_a(t)) \Theta(t - t_1) \right],$$  (21)

where $I(t, \Delta)$ is the experimentally accessible time- and frequency-resolved intensity, $I_a(t)$ and $I_t(t)$ are the individual time-spectra of analyzer and target, respectively, and $\alpha_a, \alpha_t$ the prefactors describing electronic absorption.

Compared to the discussion of the FFC spectrum in the Sec. III, these two terms correspond to the single-stage contributions $T_t \times T_t$ and $S_a \times S_a$ in the first line of Eq. (15). In the following discussion we will refer to $I_{bc}(\nu, \Delta)$ as the background-corrected FFC spectrum.

In practice, this quantity can be measured in different ways. One approach is to measure $I(t, \Delta), I_a(t)$ and $I_t(t)$ separately. One then has to consider possible variations in the total number of resonant incident photons contributing to the different spectra in order to perform the subtraction. Alternatively, one can measure $I(t, \Delta)$ only, and then determine the $\Delta$-independent background to be subtracted directly in the FFC spectrum in regions far away from the diagonal structures. This latter approach will be discussed in more detail in Sec. II\textsuperscript{V}

As discussed in Sec. II\textsuperscript{C}, the background correction in Eq. (21) removes the horizontal lines and low-frequency background as shown in Fig. 2. Further, the Heaviside $\Theta$-function serves to exclude the first few nanoseconds of the recorded intensity after the nuclear excitation, mainly for two reasons: First, from a theoretical point of view, it is desirable to exclude the contribution from the prompt pulse from the analysis since it is orders of magnitude more intense than the nuclear resonant response and thus leads to a large background in the Fourier spectrum. This lower cutoff can, in principle, be set during data evaluation if the spectrum has been measured reliably at all times. However, the second reason for rejecting the intensity at early times is the fact that the prompt radiation leads to a detector overload during the first few nanoseconds after pulse arrival. Thus, typically the first few ns are not available for data evaluation. Throughout the analysis, we will first consider the ideal case with all times available for data analysis and then discuss the effect of a finite measurement time range in Sec. III\textsuperscript{D}.

Regarding the discussion of the FFC spectrum and diagonal structure around Eq. (15) and Eq. (16), the background removal via the time-gating $\Theta(t - t_1)$ in Eq. (21) removes the off-resonant background proportional to $|\alpha_t|^2$ in the second line of Eq. (15) (for details, the reader is referred to the discussion in Sec. II\textsuperscript{C} and thus the background-corrected FFC spectrum is expected to be described well by Eq. (16) in the large analyzer-target detuning limit, which will be exploited to reconstruct the complex-valued nuclear resonant target response in Sec. III\textsuperscript{C}.

B. Extracting spectral parameters via linear fits to the diagonal structure

We start by performing linear fits to the diagonal structure, which we then extrapolate towards the crossing points with the $\nu$- or $\Delta$-axes, in order to extract spectral information on the target such as resonance energies. In spectroscopic applications of Nuclear Resonant Scattering, the spectra often feature multiple splitted, broadened and shifted resonances, e.g., due to magnetic or electric hyperfine fields. In such a multi-resonance case, the condition Eq. (20) generalizes to

$$\nu_j(\Delta) = \pm (\Delta - \omega_{hf}^{(j)} + \omega_a)$$  (22)

with slope $\pm 1$ and points of intersection $(\omega_a - \omega_{hf}^{(j)})$ with the $\nu$-axis for each transition resonance frequency $\omega_{hf}^{(j)}$ separately. In order to extract these resonance frequencies via linear fits to the diagonal structures in the FFC spectrum, one has to determine points along the diagonals through which the lines should be fitted. In the following, we discuss two approaches to perform such linear fits, based on horizontal or vertical sections through the FFC spectrum. Note that in both cases, each resonance frequency $\omega_{hf}^{(j)}$ is obtained via a fit of a diagonal line with the offset as the single free parameter, which combines data over a broad range of detunings values, thereby reducing the detrimental effect of statistical or systematic
TABLE I. Magnetic hyperfine splittings of $^{57}$Fe extracted using the line fits to the off-resonant FFC spectrum’s diagonal structures. The results compare results with and without optimization of the fit range, and corresponding data for two different time gatings. The first column indicates reference values obtained from a calculation using PYNUS. All results are given in units of the single-nucleus line-width $\gamma$.

| PYNUS Ref. | Off-resonant | Off-resonant (opt.) | Gating (20ns) | Gating (40ns) |
|------------|--------------|---------------------|---------------|---------------|
| 8.7596     | 8.652(25)    | 8.719(12)           | 8.83(32)      | 9.32(39)      |
| 32.0605    | 31.956(27)   | 32.053(17)          | 32.35 (51)    | 32.32(52)     |
| 55.3406    | 55.159(42)   | 55.267(15)          | 56.00(55)     | 55.1(1.1)     |

uncertainties. These fits do not require prior knowledge about the target systems, and in this sense are model-independent. This suggests the diagonal analysis of FFC spectra as a versatile spectroscopic technique at pulsed x-ray sources.

As a specific example, we extract the magnetic hyperfine splittings of $^{57}$Fe with internal hyperfine field $B = 33.3T$ from the FFC spectra. As a reference to compare the linear fit results to, we determine the three positive hyperfine transition frequencies as peak maxima of the nuclear resonant target spectrum calculated with PYNUS for a 0.3µm thin target foil. The results are tabulated as a function of the single-nucleus line-width $\gamma$ in Table I in the column “PYNUS Ref.”.

Figure 3(a) shows the real part of the background-corrected FFC spectrum of a 2µm thick $\alpha-^{57}$Fe foil irradiated by linearly polarized light in forward scattering geometry as given in Eq. (21). The magnetic hyperfine field is oriented perpendicular to the beam propagation direction and tilted by an angle of 45 degrees with respect to the beam polarization axis to ensure that all hyperfine transitions are addressed during the scattering process. In computing the FFC spectrum, we first consider the ideal case, by including intensities from times slightly after the x-ray excitation in order to suppress the prompt non-resonant contribution, up to measurement times larger than $10\gamma^{-1}$ to ensure high resolution along the $\nu$-axis. The effect of more restricted measurement time intervals will be discussed in Sec. III B below. Further, we choose the real part of the (complex-valued) FFC spectrum for the peak evaluation since it is more symmetric and spectrally narrower than its absolute value, as the imaginary part features a broad asymmetric line shape.

1. Vertical cuts along the $\nu$-axis

The first approach employs vertical cuts along the $\nu$-axis through the FFC spectrum. As an example, we analyze diagonals with positive slope. In order to avoid spectral overlap with diagonals of negative slope, we restrict the analysis to detunings $\Delta$ which are larger in magnitude than the outermost crossing point of the diagonals with the $\nu = 0$ axis, as indicated by the red diagonal lines in Fig. 3(a). For each such $\Delta$, we analyze a vertical cut through the diagonal structure in the FFC spectrum, as exemplified by the yellow line in Fig. 3(a). The section corresponding to the yellow line in (a) is shown in (b), which shows that the maxima of the different diagonals are clearly resolved. The respective lines formed by these maxima across different detunings are then linearly fitted with a fixed slope of 1 and offset $b$. The detuning range considered for the linear fits is indicated by the red lines in Fig. 3(a), which represent the result of the linear fits. The fit parameters then allow one to determine the transition frequencies $\omega_{hf}^{(j)}$ relative to the resonance frequency $\omega_0$ of the analyzer via Eq. (22).

The results of this analysis for the three positive-valued hyperfine splittings $\Delta \omega$ together with the corresponding fit errors are given in Table I in the column “Off-resonant”. In order to check for residual effects of resonant contributions on the diagonal structure at small detunings, we further repeated the above analysis for different $\Delta$ fit ranges. To this end, we evaluated 20 fits $j \in \{1, 2, \ldots, 20\}$ in which the first 5) datapoints (step-size $\Delta = 0.5\gamma$) with the lowest detunings $\Delta$ were excluded. Out of those 20 fits, we then chose the one with the lowest fit error as the optimized result. The results of this procedure are shown in column “Off-resonant (opt.)” in Table I. The comparison of the unoptimized and optimized off-resonant fit results with the corresponding theoretical reference values shows a good agreement within a 2% margin of the relative error which demonstrates the feasibility of spectral parameter determination from the diagonal structure. Further, the optimized result yields lower fit errors and more accurate results indicating that there indeed is a residual effect of resonant (e.g., radiative coupling) effects or the negative-slope diagonal branches on the positive-slope diagonal structure close to $\Delta = 0$.

2. Horizontal cuts along the $\Delta$-axis

Alternatively, an analogous second approach based on horizontal cuts along the $\Delta$-axis is possible. This approach can be advantageous in case of finite measurement time range for the time-dependent intensity imposed by experimental constraints such as the pulse structure of the x-ray source. The reason is that this time range determines the frequency resolution along the $\nu$ axis in the FFC spectrum. If this resolution becomes too coarse due to the experimental limitations, then an accurate determination of the maxima along the vertical sections may be challenging. An example for this will be discussed in
C. Extracting the resonant target response function via sections through the diagonal structure

In this Subsection, we consider the second method to extract information from the diagonal structure in the FFC spectrum, by making use of the fact that horizontal or vertical cuts through the diagonals in the limit of large analyzer-target detuning provide access to the complex-valued resonant target response function. In the large analyzer-target detuning and thin-analyzer limit, this follows from Eq. (19), which states that the FFC spectrum is expected to be essentially proportional to the desired nuclear resonant part of the target response. For thicker analyzers, this result generalizes to Eq. (16), which shows that then the FFC spectrum is determined by the cross-correlation between nuclear resonant part of the target response and analyzer response.

1. Extraction of the complex-valued resonant target response function in nuclear forward scattering

As a first example, we consider the same target and analyzer configuration as in Sec. [III.B]. To this end, as the reference, we calculate the nuclear resonant target response $\hat{S}_t(\Delta)$ alone using PYNUS. Figure 4(a) shows the desired energy spectrum $|\hat{S}_t(\Delta)|^2$ obtained with this calculation.

Our goal then is to determine the complex-valued nuclear target response $\hat{S}_t(\Delta)$ itself from the experimentally accessible FFC spectrum which, in turn, is complex-valued as the Fourier transform of the time- and frequency-resolved intensity. Following Eq. (16), in the large target-analyzer detuning case, the complex-valued FFC spectrum corresponds to $\hat{S}_t(\Delta)$, cross-correlated with the analyzer response $\hat{S}_a(\Delta)$. In order to verify this prediction, we show the absolute value of a vertical cut through the FFC spectrum at $\Delta = 100\gamma$ as the dashed blue line in Fig. 4(b). The black solid line shows the absolute value of the cross-correlated nuclear target response $\hat{S}_t(\Delta)$, according to Eq. (16), obtained from the reference calculation using PYNUS. It can be seen that the two curves agree very well.

The corresponding results for the phase of the cross-correlated $\hat{S}_t(\Delta)$ are shown in Fig. 4(c). Again, the two curves agree well, except for lower frequencies $\nu$, where the phase of the FFC spectrum deviates from the reference calculation. This deviation can be attributed to resonant couplings between target and analyzer which lead to a low-frequency background at lower $\nu$. It shows that resonant effects do also affect the spectral shape of vertical sections through the FFC spectrum and suggests that small values of $\nu$ should be avoided as well. The influence of this defect can be reduced by choosing larger detunings $\Delta$ for the vertical cut, such that the relevant part of the target spectrum moves away from lower $\nu$ values.

The effect of the cross-correlation of the desired target

Sec. [III.D] In contrast, the resolution along the horizontal $\Delta$-axis is determined by the Mössbauer drive, and can be chosen independent of the pulsed x-ray source characteristics. For an analysis along the $\Delta$-axis, smaller detunings $\Delta$ should be avoided since they may be perturbed by resonant effects such as the radiative coupling of analyzer and target. Further, also the tails of the negative-slope diagonal structure branch may lead to a slight asymmetry of the positive-slope branch and vice versa at low $\Delta$. In practice, it is possible to perform both the horizontal and the vertical cut analysis on the same data set, and to compare the results for a consistency check.

Summarizing this part on extracting spectral parameters, we conclude that the results of the analysis underpin the theoretical explanation of the diagonal structure given in Sec. [III.B] and provide us with an intuitive and simple way of determining the spectral structure of nuclear targets from FFC spectra.
FIG. 4. Extraction of the target response function. Results are shown for a target and analyzer configuration as in Fig. 3. (a) shows the true nuclear resonant target spectrum without analyzer as a reference, evaluated using the Pynuss software package. (b) depicts the absolute value of a vertical cut at $\Delta = 100\gamma$ through the FFC spectrum (dashed blue line). For comparison, the absolute value of the reference nuclear resonant target response correlated with the analyzer response according to eq. (16) is shown as solid black line. (c) shows the corresponding phase of the two quantities in (b).

As a second example, we discuss the recovery of the complex-valued resonant target response function for Mössbauer nuclei embedded in x-ray cavities. Similar to the forward-scattering case in the previous section, the nuclear energy spectra observed in reflection and evaluated by standard methods like the late-time integration are modified by an interference with the electronic response of the cavity structure [39]. This interference is particularly prominent in the cavity case, since it depends on the x-ray incidence angle around the cavity resonance, and may lead to a full response with an asymmetric Fano profile [52]. For this reason, the extraction of the nuclear response, unperturbed by the electronic cavity response, from the FFC spectrum is of particular relevance for the field of nuclear quantum optics, as discussed below.

For the cavity settings, all calculations are performed using the software package PYNUS [49], which uses the layer formalism [39] to calculate the full (resonant and nonresonant) response, see Sec. III A. As our model system, we use a thin-film cavity with layer structure 2.2nm Pt/10nm C/0.6nm $^{57}$Fe/10nm C/Pt from top to bottom probed by near-resonant x-rays in grazing incidence (cf. Fig. 1). Here, the last Pt layer is assumed to be sufficiently thick to prevent any transmission through this
The x-rays incidence angle around the cavity resonance, as the variation in the angle effectively scans the incident light frequency across the cavity resonance. On the other hand, a variation of the incidence angle also leads to a relative phase between the electronic and the nuclear response, such that the Lorentzian response of the nuclei appears as Fano line shapes in the total cavity response [52] (for details, see Appendix B). Both effects are clearly visible in Fig. 6(a), which shows reference cavity spectra evaluated using PYNUS [53] for different incidence angles. The nuclear response corresponds to the spectral Fano structures around $\Delta = 0$. The off-resonant electronic background becomes visible at large detunings $|\Delta| \gg \gamma$ away from the nuclear resonance.

In Fig. 6(b), we show the corresponding nuclear target responses reconstructed via vertical cuts through the FFC spectrum, as illustrated in Fig. 5 for one particular incidence angle. In contrast to the reference spectra in (a), in all cases, the reconstructed resonances are of Lorentzian shape, and the off-resonant background is low. In the following, we will show that this difference to Fig. 6(a) is due to the fact that the recovery via the FFC spectrum determines the target response function independent of the electronic scattering contribution. As a result, no off-resonant background contributes, and the nuclear line shape is observed in its original Lorentzian form. We note that this is a qualitative difference to the standard late-time integration method for measuring energy spectra of cavity targets, which does not provide access to the nuclear response alone.

As a first approach to verifying the recovery of the nuclear target response alone, we exploit that the resonances for the various incidence angles in Fig. 6(b) differ in line-width and center frequency. The variations of the line-width with the incidence angle in Fig. 6(b) are known in the literature as superradiance $\gamma_s$ [5, 16, 28, 36, 37, 53–56] and the variations in the resonance position are related to the collective Lamb shift $\Delta_{CLS}$ [28, 57–65]. They are of particular relevance, since the manipulation of the resonance properties via these collective effects forms the basis for the implementation of more advanced quantum optical level schemes with nuclei [11, 21, 32, 56, 72].

In the ideal two-level case, the nuclear response comprises a single Lorentzian [66, 70, 71] which can be characterized by the parameters $\gamma_s$ and $\Delta_{CLS}$ only. In the following, we therefore show that these nuclear parameters can be determined from FFC spectra, and thereby the nuclear response. To this end, we employ a fit model to extract $\gamma_s$ and $\Delta_{CLS}$ from cuts through the FFC spectra (details on the fit model are provided in Appendix B). For $\Delta_{CLS}$, we alternatively use a simple determination of the maxima of the cuts through the FFC spectrum, similar to the resonance determination in Sec. IIIC.

The results are shown in Fig. 7. Panel (a) shows the shift $\Delta_{CLS}$ of the resonance energy as function of the incidence angle $\theta$. The red dashed line depicts the parameters extracted via the fit to the cut through the FFC spectrum. Results from the simple maxima determina-
tion are shown as the green dashed line. In comparison, the black solid line shows the corresponding values obtained via Fano line fits to the reference cavity spectra in Fig. 6(a) calculated using PYNUSS. It can be seen that the overall agreement of all curves is good across the entire angular range. At two incidence angles, around $\theta \approx 2.5\text{mrad}$ and $\theta \approx 3.1\text{mrad}$, the simple maxima determination method suffers slightly larger deviations from the other two curves. This deviation can be traced back to uncertainties in the maxima determination because of the residual double-hump spectrum of the analyzer, which becomes relevant since the line-width of the cavity falls below the effective analyzer width at off-resonant angles and thus the shape of the analyzer response dominates the cross-correlation of both response functions.

Fig. 7(b) shows corresponding results for the collectively-enhanced total decay rate $\Gamma_c = (\gamma + \gamma_e)/2$ as function of the incidence angle $\theta$. As expected [5, 28], the superradiance is highest close to the cavity resonance. Again, the agreement between results extracted from the FFC spectrum to the reference calculations is good. Towards off-resonant incidence angles, the line-width extracted from the FFC spectrum saturates to a value slightly larger than that of the reference spectra. The reason for this is the convolution with the analyzer response, which sets a lower limit to the line-width in the FFC spectrum. In contrast, the resonance position in Fig. 7(a) is not affected by the broadening due to the cross-correlation with the analyzer response.

3. Determination of the complex-valued nuclear response of an EIT cavity

Next, we demonstrate that the FFC spectrum also provides direct access to the complex-valued nuclear response of a more complex cavity structure, using the relevant example of a cavity featuring electromagnetically-induced transparency (EIT) [31, 70, 74]. More specifically, we consider a layer structure Pd(1.5nm)/B$_4$C(49.8nm)/$^{57}$Fe(0.57nm)/B$_4$C(97.1nm)/$^{57}$Fe(0.57nm)/B$_4$C(35.4nm)/Pd(43.7nm)/Si at incidence angle $\theta = 2.28\text{mrad}$, as it was discussed in [73].

To recover the nuclear resonant target response from the diagonal structure, we consider vertical cuts through the FFC spectrum at $\Delta = -200\gamma$, and show the corresponding real and imaginary parts in Fig. 8. As a reference, the figure further shows the cross-correlation between the resonant target and analyzer responses calculated using PYNUSS, i.e., it does not contain contributions from the electronic response of the cavity. As in the forward scattering case, the spectral shape of both real and imaginary part is reproduced well by the FFC spectrum, and we again find that the FFC spectrum calculated from the diagonal spectra provides direct access to the complex-valued nuclear target response. Note, that evaluation of the FFC spectrum at larger detunings $\Delta$ compared to the discussion in Sec. III C reduces the low-frequency background that impedes the full response reconstruction in the forward scattering case Fig. 4.

To summarize the results of Sec. III C, we showed that the complex-valued target response function can be recovered from the FFC spectrum in the case of nuclear forward scattering as well as in the case of reflection from a cavity. In the latter case, it is important to note that the method presented here indeed provides access to the complex-valued nuclear target spectrum, independent of the background of and interference with possible electronic scattering channels usually present in the cavity reflection spectra. This is a key difference to other spectroscopy techniques such as the late-time integration, which retrieve the absolute value of the total cavity reflection spectrum. The possibility to access the complex-valued nuclear response alone is of considerable interest for the further development of nuclear cavity QED, as discussed in [73], since the spectra corresponding to the nuclear response relate to the quantum optical level scheme governing the nuclear dynamics inside the cavity.

FIG. 7. Collective nuclear parameters of the two-level system realized by the cavity structure in Fig. 6(a) shows the energy shift of the nuclear resonance related to the collective Lamb shift as function of the x-ray incidence angle, and (b) the corresponding superradiantly enhanced decay rate. The red dashed lines are the recovery results obtained from fitting a model to the FFC spectrum (see main text for details). The green dashed line in (a) is obtained using a simple maximum determination. As a reference, the solid black line shows the parameters obtained via a Fano line fit to the reference cavity spectrum calculated using PYNUSS.
D. Finite Gating Times

Both, the theoretical discussion and the numerical results presented so far have assumed the ideal case of all times from arrival of the prompt pulse at \( t_1 = 0 \) at the detector until a time \( t_2 \gg 1/\gamma \), where practically all primary and secondary radiation has decayed, being available for data analysis. However, under realistic experimental conditions the first nanoseconds after pulse arrival can not be used for reliable data evaluation due to detector overload caused by the large intensities of the prompt radiation produced by accelerator-based light sources (cf. [32]). On the other hand, repetition rates of these light sources set an upper limit to recording time after pulse arrival before the next bunch hits the target and detector (cf. [39]). To understand the effect of these restrictions on the FFC spectra, we first reconsider the theoretical derivation of the Fourier-transformed time- and frequency-resolved intensity given in section II B by introducing finite integration boundaries and, subsequently, discuss the applicability of diagonal analysis of magnetic hyperfine splitting in \(^{57}\text{Fe}\) under these circumstances.

1. Theoretical analysis

For the theoretical discussion, we formally introduce Heaviside \( \Theta\) -functions excluding the interval \([-t_1, t_1]\) and times above \( t_2 \) as well as below \(-t_2\) to ensure proper symmetry in the Fourier domain. The usual lower cutoff of the integral boundaries in the time-domain necessary for causality reasons is part of the target response, i.e. \( T(t) \sim \Theta(t) \) (cf. Appendix C), and gives us this freedom in choosing the form of the gating function at negative times in order to simplify the theoretical analysis. In this case, the Fourier-transformed intensity reads

\[
\mathcal{I}_{t_1,t_2}(\nu, \Delta) = E_0^2 \int_{-\infty}^{\infty} dt e^{i\nu t} T^*(t) T(t) \Theta(|t| - t_1) \Theta(t_2 - |t|) \\
= \frac{E_0^2}{4\pi^2} \left\{ \mathcal{F} \left[ \Theta(|t| - t_1) \Theta(t_2 - |t|) \right] \right\} (\nu) \\
\times \mathcal{F} \left[ T^* T \right] (\nu) \\
= \frac{E_0^2}{2\pi^2} \left( \delta_{t_1,t_2} * (\tilde{T} \star \tilde{T}) \right) (\nu) 
\]

(23)

where the operator \( \mathcal{F} \) denotes the Fourier transform and the \((*) \) and \((\star)\) operators the convolution and cross-correlation as defined in Eqs. [3] and [4], respectively. Further, we introduced

\[
\delta_{t_1,t_2}(\nu) = \frac{1}{2} \mathcal{F} \left[ \Theta(|t| - t_1) \Theta(t_2 - |t|) \right] (\nu) \\
= \int_{t_1}^{t_2} dt \cos(\nu t) = \frac{\sin(\nu t_2) - \sin(\nu t_1)}{\nu} .
\]

The \( \delta_{t_1,t_2}\) -function acts as a convolutional filter on the autocorrelation of the response \( \tilde{T} \) of the complete setup, reduces frequency resolution by virtue of the upper integration boundary \( t_2 \) and leads to additional oscillations in the final spectrum characteristic of the chosen time-window \([t_1, t_2]\) (cf. [32, 33]). In principle, these oscillations can be reduced by different means, e.g., experimentally by using crossed polarizer-analyzer setups (cf. [75]), by choosing sufficiently late lower cutoff times \( t_1 \) (late-time integration) [28, 52] (see also Appendix A), by smoothing the time window of the lower cutoff during data evaluation [34], or by stroboscopic detection techniques [29, 30]. Furthermore, event-based data acquisition providing access to time- and frequency-resolved
two-dimensional datasets allow one to choose and optimize the integration limits after the experiment throughout the data analysis [20,21]. There are also established deconvolution techniques which, however, face the challenge that the filter function $\delta_{t_1,t_2}$ is zero outside the time range $[t_1, t_2]$.

Finally, we note that the time-gated expression Eq. (23) is consistent with the previous results without time-gating, since

$$
\delta_{t_1,t_2}(\nu) \xrightarrow{t_1 \to 0 \atop t_2 \to \infty} \pi \delta(\nu)
$$

in the limit of vanishing time gating, where $\delta(\nu)$ is the Dirac delta distribution. Then, Eq. (23) reduces to Eq. (10).

2. Effect of temporal gating on the analysis of diagonal spectra

After having derived the expression for the FFC spectrum in the presence of gating, we now consider the effect of the gating on the diagonal spectra analysis. For this, we again analyze our example of the magnetic hyperfine splitting in $^{57}$Fe as described in Section III B, using spectra calculated according to Eq. (21) with lower gating times $t_1 = 20\text{ns}$, $40\text{ns}$ and upper integration time $t_2 = 192\text{ns}$. The latter upper integration limit corresponds to a typical time windows in experiments performed in the 40-bunch mode at the P01 High Resolution Dynamics Beamline [76] at the synchrotron-radiation facility PETRA III [77]. The results are shown in Fig. 9 and Table I. It can be seen that the resolution in Fourier space along the $\nu$ axis is decreased by lowering the upper boundary $t_2$. In addition to the lower resolution introduced via $t_2$, well-known periodic structures distort the spectra, an effect that is stronger in the case of the higher lower integration boundary $t_1 = 40\text{ns}$ due to the stronger truncation of the Fourier transform along the time axis. Further, the visibility of the diagonal structures reduces with increasing $t_1$ such that the spectra become difficult to analyze for gating times larger than $t_1 = 40\text{ns}$.

To overcome these limitations due to the gating, we applied the analysis procedure introduced in Sec. III B to cuts through the diagonal structure along the $\Delta$ axis, which does not suffer from the reduced resolution, as discussed in Sec. III B 2. For this reason, the $\Delta$- and $\nu$-axes are interchanged in Fig. 9 as compared to Fig. 3(a). We found that the line fits marked as red lines in Fig. 9 still could be performed reliably, and the hyperfine splittings obtained from the crossing points with the $\nu$-axis given in Table I under "Gating (20ns)" and "Gating (40ns)" are accurate up to relative errors in the few percent range.

We therefore conclude that the peak analysis of the background-corrected FFC spectra involving vertical or horizontal cuts through the diagonal structure combined with line fits through the series of found peaks allows one to recover the nuclear target parameters via time- and frequency-resolved Nuclear Resonant Scattering spectra even in the presence of considerable time gatings constraining the measurement. Furthermore, a direct analysis of single cuts allows one to recover the complex-valued nuclear part of the target response, although cross-correlated with the analyzer response. This is particularly interesting for target nuclei embedded in thin-film cavities as the nuclear response provides direct access to the underlying quantum optical level scheme, independent of the usual interference with nonresonant electronic scattering off of the cavity structure. In this sense, our method is complementary to existing analysis methods which provide access to the complete (resonant and nonresonant) cavity response, thereby rendering the retrieval of the pure nuclear response more difficult.
IV. ANALYSIS OF THE FFC SPECTRUM BEYOND THE LARGE TARGET-ANALYZER DETUNING LIMIT USING PHASE CONTROL

In Sec. IIB we exploited that some of the different scattering pathways contributing to the total detection signal (see Fig. 1) can be approximately isolated from the others in the large-detuning limit between target and analyzer. This formed the basis for the off-resonant spectral analysis methods discussed in the present work and the previous literature (cf. Sec. IIB). However, this approach faces several drawbacks. On the one hand, it fails in spectral regions where resonant and off-resonant contributions to the signal overlap, thereby excluding the possibility to study resonant effects such as radiative couplings between targets and related target-analyzer correlation effects. On the other hand, only a restricted $\Delta$ range of the diagonal spectra can be used for the off-resonant analysis, since these overlapping parts cannot be disentangled close to resonance using the previously described recording and analysis scheme. Motivated by this, in this Section, we discuss a more sophisticated method to separate the total detection signal into its various contributions, which is based on a phase control of the analyzer response. We demonstrate that this method can selectively remove undesired signal contributions and thus allows access to a larger amount of data, thereby improving the stability of the diagonal line fit analysis against residual resonant effects and the reconstruction of the phase-resolved nuclear target response. In the future, it may further be employed to study resonant effects that currently are discarded in the off-resonant analysis.

The basic idea of this approach is to conduct a series of measurements, systematically varying parameters that change the different scattering contributions in a controlled and unique way. Combining the different data sets then allows one to separate the different scattering contributions. For example, in the infrared to ultraviolet regime, coherent phase control of laser pulses is exploited to remove undesired scattering contributions in collinear geometry by so-called phase cycling. This raises the question, if similar methods could be applied in nuclear forward scattering as well. While the phase between subsequent pulses at state-of-the-art accelerator-based x-ray light sources can not be controlled, the control of the relative phase between the exciting x-ray pulse and the light scattered off of the nuclei has been demonstrated using various approaches. Examples include the rotation of the hyperfine field quantization axis, mechanical displacements of the sample after the excitation, or transient changes in the magnetic field strength. In all cases, a rapid manipulation is applied to the nuclei after the initial excitation has passed the sample, such that it only affects the scattered light. Note that the latter two approaches in principle provide access to arbitrary relative phases between incident and scattered light.

In the following, we show that such phase control allows one to separate different scattering contributions without having to impose the large detuning limit or to conduct reference measurements of target and analyzer alone. To this end, we denote the controllable relative phase between incident and scattered light in the analyzer as $\phi$. We consider the ideal case in which the phase is applied near-instantaneously after the initial excitation. Then, the analyzer response can be written as (cf. Appendix D),

$$T_a(t, \Delta, \phi) = a_a \left[ \delta(t) + e^{i\phi} S_a(t, \Delta) \right].$$

It is well-known that the scattering off of two targets in general is not commutative. In the present case, the outgoing field behind both targets takes a different form depending on whether the analyzer is placed before (subscript 1) or behind (subscript 2) the target in the beam propagation direction (for details, see Appendix D):

$$E_1(t, \Delta, \phi) = E_0 a_a \alpha_t \left[ \delta(t) + e^{i\phi} S_a(t, \Delta) \right] + S_t(t) + e^{i\phi} S_a(t, \Delta),$$

$$E_2(t, \Delta, \phi) = E_0 a_a \alpha_{t} \left[ \delta(t) + e^{i\phi} S_a(t, \Delta) \right] + S_t(t) + S_{a,t}(t, \Delta).$$

In these expressions,

$$S_{a,t}(t, \Delta) = \int_{-\infty}^{\infty} d\omega e^{-i\omega t} S_a(\omega, \Delta)S_t(\omega)$$

describes the radiative coupling between analyzer and target in the time domain. In particular, the radiative coupling contribution to the outgoing field depends on whether the analyzer is placed in front of the target (case 1). The reason is that in the reverse ordering (case 2), the analyzer phase change is already completed before the scattered light from the upstream target reaches the analyzer, such that no relative phases appear in the coupling term.

The time- and frequency-resolved intensity for the two orderings then evaluate to

$$I_1(t, \Delta, \phi) = I_b + 2|I_0^{NR}| \text{Re} \left[ e^{i\phi} S_t^* S_a + e^{i\phi} S_t^* S_{a,t} + e^{i\phi} S_t^* S_{a,a} \right],$$

$$I_2(t, \Delta, \phi) = I_b + 2|I_0^{NR}| \text{Re} \left[ e^{i\phi} S_t^* S_a + S_t^* S_{a,t} + e^{i\phi} S_t^* S_{a,a} \right].$$

Here, $I_0^{NR} = E_0^2 |\alpha_t| |\alpha_t|^2$ as introduced in Sec. IIB. Further, the background intensity is given by

$$I_b = I_p + I_0^{NR} \left( |S_t|^2 + |S_a|^2 + |S_{a,t}|^2 \right).$$

$I_p$ comprises the terms containing the $\delta(t)$ function characteristic of the prompt unscattered contributions, describing the incoming radiation as well as interference
between the prompt pulse and resonantly scattered radiation at \( t = 0 \). Like the other contributions in \( I_b \), it is phase-independent if the prompt radiation has passed before the phase imprint onto the analyzer response has taken place.

The intensities in Eqs. (29) comprise the four contributions \( I_b, S^*_a S_a, S^*_a S_{a,t} \) and \( S^*_a S_{a,t} \). By forming suitable sums or differences of two intensities recorded with appropriate phases, any two combinations of the above contributions can be isolated, by suppressing the respective other two.

In the present context, the term \( S^*_a S_t \) is of primary interest, as it is the time-domain version of the scattering paths in Eq. (16) which gives rise to the diagonal structure. Therefore, we focus on the combinations

\[
D_1(t, \chi) = I_1(\phi = \chi) - I_1(\phi = \chi + \pi) \\
= 4I_b^{NR} \text{Re} [e^{i\chi} (S^*_a S_a + S^*_t S_{a,t})] \\
D_2(t, \chi) = I_2(\phi = \chi) - I_2(\phi = \chi + \pi) \\
= 4I_b^{NR} \text{Re} [e^{i\chi} (S^*_t S_a + S^*_a S_{a,t})] \\
S(t, \chi) = I_1(\phi = \chi + \pi) + I_2(\phi = \chi + \pi) \\
= 2I_b + 2I_b^{NR} \text{Re} [-2e^{i\chi} S^*_a S_a + (1 - e^{i\chi}) (S^*_a + S^*_t) S_{a,t}] .
\]  

which each isolate \( S^*_a S_t \) with one of the three other terms \( S^*_a S_{a,t}, S^*_t S_{a,t} \) and \( I_b \), respectively, if \( \chi = 0 \) is chosen in \( D \). Note that \( D_1 \) and \( D_2 \) each involve one particular ordering of target and analyzer along the beam propagation direction, while \( S \) is a combination of both orderings. Further, the terms \( S^*_a S_t \) in Eqs. (31) feature a prefactor of two as compared to the individual spectra Eqs. (29). Corresponding to doubled statistics for the desired scattering contribution, this compensates for the larger measurement time required to record two spectra for the sum- and difference evaluations. The additional degree of freedom \( \chi \) can be used to perform a tomography by scanning the phase of the desired scattering contribution. Such an analysis, however, is beyond the scope of this paper.

In the following, we perform the FFC analysis developed in Sec. III on the detection signals in Eqs. (31a)-(31c).

A. Extracting spectral parameters from spectra with phase control

We start with the extraction of spectral parameters as in Sec. III B by applying line fits of slope one to diagonals formed by the peak maxima of sections along the \( \nu \)-axis. To allow for a comparison of the different approaches, we again determine the hyperfine splittings of the 2\( \mu \)m thick \( \alpha \)-iron target with magnetic hyperfine field \( B = 33.3 \text{T} \). As in Sec. III B, the sample is irradiated with linearly polarized light while the hyperfine field is oriented perpendicularly to the beam propagation direction and tilted by 45 degrees with respect to the beam polarization axis, in order to observe all six transition lines in the spectrum. For the spectral analysis then the real part of the FFC sum- and difference spectra

\[
I_{S_a}(\nu, \Delta) = \mathcal{F} [D_1(t, \chi = 0)] , \quad (32a) \\
I_{S_t}(\nu, \Delta) = \mathcal{F} [D_2(t, \chi = 0)] , \quad (32b) \\
I_{inv}(\nu, \Delta) = -\mathcal{F} [S(t, \chi = 0)\Theta(t - t_1)] - I_b(\nu_0) \quad (32c)
\]  

FIG. 10. FFC spectra obtained with phase-control of the resonant analyzer response. Each panel shows a combination of two FFC spectra recorded with different phase settings: (a) shows the phase-combined spectrum \( I_{S_a} \) with analyzer placed in front of the target. (b) shows the corresponding result \( I_{S_t} \) with analyzer behind the target. (c) shows \( I_{inv} \) after removing the off-resonant background.
TABLE II. Magnetic hyperfine splittings of $^{57}$Fe extracted from spectra using analyzer phase control. As in Tab. I line fits to the off-resonant diagonal structures of the FFC spectrum are used. The different columns compare results for the three phase-combined quantities in Eqs. (32), both, with and without optimization of the fit range. The first column indicates reference values obtained from a calculation using PYNUSS. All results are given in units of the single-nucleus line-width $\gamma$.

| PYNUS Ref. | $I_a$ | $I_a$ (opt.) | $I_t$ | $I_t$ (opt.) | $I_{inv}$ | $I_{inv}$ (opt.) |
|------------|-------|-------------|-------|-------------|------------|------------------|
| 8.7596     | 8.689(23) | 8.748(10) | 8.819(2) | 8.824(2) | 8.854(9) | 8.852(9) |
| 32.0605    | 32.032(20) | 32.104(12) | 32.169(7) | 32.193(5) | 32.247(8) | 32.241(4) |
| 55.3406    | 55.245(24) | 55.310(10) | 55.336(13) | 55.374(5) | 55.416(6) | 55.416(6) |

are considered. The first spectra do not require additional corrections, since the background contributions are automatically removed by taking the difference of two spectra with phase control in Eqs. (31a), (31b). The third spectrum Eq. (32c) contains two background corrections. First, the contribution of the initial prompt pulse is suppressed by the step function $\Theta(t-t_1)$. Second, the single-target contributions $I_b(t_0)$ are removed. However, in contrast to the procedure in Eq. (21) involving the subtraction of single-target spectra, here, we follow another approach, directly based on the FFC spectra measured with both targets. For this, we make use of the fact that the FFC spectra approximately reduce to the background in regions away from the diagonal structure. Specifically, we determine the background correction from the FFC contribution at the largest recorded detuning-value $\Delta$ for $\nu$ values up to an upper limit $\nu_0$ well below the diagonal structure. For $\nu$ values above this threshold, we instead approximate the background by the FFC contribution at $\Delta = 0$. This way, the background correction $I_b(\nu_0)$ is obtained directly from the FFC spectra, in regions away from the diagonals for the entire $\nu$ range.

For the numerical analysis, we again calculate all spectra using PYNUS, including a time-dependent phase shift for the analyzer response which is zero at $t = 0$ and $\phi$ for times $t > 0$. The FFC sum- and difference spectra Eqs. (32a), (32c) considered for the analysis are shown in Fig. 10. A comparison of plots (a) and (b) shows that the ordering of analyzer and target indeed has an influence: While the diagonal structure is perturbed by residual effects if the analyzer is placed first, corresponding to $I_{S\nu}(\nu, \Delta)$, shown in plot (a), no such perturbations are visible in plot (b) showing the opposite order, corresponding to $I_{S\nu}(\nu, \Delta)$. Like in the case with the target placed first (plot (b)), the background-corrected case $I_{inv}(\nu, \Delta)$ in plot (c) does not show these perturbations.

The retrieved transition frequencies obtained by the diagonal analysis of the phase-combined FFC spectra Eqs. (32a), (32c), corresponding to spectra recorded with the analyzer first, the target first and upon reversing target order, respectively, are summarized in Table II in the columns $I_{S\nu}$, $I_{S\nu}$, and $I_{inv}$ for comparison with the results obtained in Sec. III B displayed in Table I without phase control. For the three columns containing the additional “(opt.)”, again the optimization procedure involving multiple fits with different ranges of detuning data were performed by subsequently excluding low-detuning data points. From the different fit results, the one with the least fit error is chosen. Overall, all results agree well with the respective theoretical reference values within a 2% margin. We find that the optimization is most effective if the analyzer is placed first ($I_{S\nu}$), which likely is due to the residual perturbations visible in Fig. 10(a), while the other two results do not change significantly upon optimization. Together with the undistorted appearance of the diagonal structures in these cases in Fig. 10 this implies a larger range of detuning values that can reliably be employed for linear fit analysis compared to the off-resonant case in Sec. III B and Tab. I since the result with the least fit error is reached very close to resonance already.

B. Effects of the target thickness on the parameter extraction

For a more systematic comparison of phase-combined and off-resonant FFC spectra, we analyze the influence of thickness effects on the diagonal structure of a single-line $^{57}$Fe target (i.e., in the absence of hyperfine splitting). Fig. 11(a) shows the line shape as function of target thickness. It can be seen that for thicker targets, the single line splits into a double-lump profile [4], which impedes the simple determination of a single maximum. Therefore, next to the simple fit of a line through the maxima in the FFC spectra, we further consider a model to fit the line shape of the single-line target, analogous to the approach in Sec. III C 2. We use the model function (for a derivation, see Appendix C)

$$f_{fit}(\nu) = A \left[ \exp \left( \frac{b_1}{i(\nu - x) - S_1} \right) - 1 \right] + h$$

with amplitude $A \sim b_2 I^{NR}_0$ accounting for electronic absorption and dispersion via $I^{NR}_0$ as well as the resonant coupling of the radiation to the analyzer nuclei via $b_0$, $x = \Delta - \omega t + \omega_a$ denoting the center frequency of each vertical spectrum and $S_1 = (\gamma_t + \gamma_a + b_a)/2$ the decay rate of the target broadened by the effective analyzer decay width. The thickness parameters $b_0$, $b_1$ for both analyzer and target are defined in Appendix C. Note that, in deriving this formula, we distinguish between analyzer and target line-width $\gamma_a$ and $\gamma_t$ to gain better insight into the functional dependence on both quantities though the analyzed numerical data will continue to use $\gamma_a = \gamma_t = \gamma$. 

The exponential form of the fit model Eq. (33) is a consequence of multiple scattering of photons propagating through the target, also causing the double-hump profile. An additional offset $h$ was added to account for background in the Fourier spectrum due to residual resonant effects. Knowing that the spectral shape of vertical or horizontal sections through the diagonal structure corresponds to a double-hump profile, the simple maxima determination can also be adapted to include the two most prominent maxima of such sections followed by an average over the lines formed by both sets of maxima.

Results of this analysis are shown in Fig. 11(b). It depicts the recovered target-analyzer detuning $\Delta_0 = \omega_t - \omega_a$ if no Doppler shift is applied as function of target thickness. Since for a $^{57}$Fe target without hyperfine splitting and a stainless steel analyzer without isomeric shift both transition frequencies are identical ($\omega_t = \omega_a$), the plotted quantity also describes the deviation between the real detuning and the value recovered via diagonal analysis.

Eight curves falling into two categories of diagonal analysis methods are compared. The solid curves represent the method introduced in Section III B which determines simple maxima of each section along the $\nu$-direction and subsequent linear fit to the resulting diagonals to give an estimate of the target-analyzer detuning $\Delta_0$. The dashed curves use the same linear fit approach to retrieve the target-analyzer detuning but the peak position of each section along the $\nu$-axis is determined using the fit model Eq. (33) via the parameter $x$. Both of these diagonal analysis methods are applied to four types of FFC spectra: The yellow curves evaluate the off-resonant spectra discussed in Section III while the other curves result from evaluation of spectra including phase-control, specifically, difference spectra Eq. (32a) with analyzer (green) and target (orange) placed first in the beam path and the sum spectrum $I_{\text{inv}}$ after background removal (blue). In obtaining these results, the detuning fit range was kept constant as $|25\gamma, 175\gamma|$.

From Fig. 11(b) we find that all four simple-maxima evaluations exhibit a maximum deviation from the reference value at around $1.5\gamma$ which can be attributed to the appearance of the double-hump profile for this target thickness. In contrast, the sum spectrum ($I_{\text{inv}}$, blue curve) is hardly affected. Apart from this, the sum spectrum and the difference spectrum with target placed first ($I_{S_a}$, orange curve) reproduce the reference value $\Delta_0 = 0$ much better than the other two curves across the entire thickness range, and become almost constant towards larger thicknesses. This feature can be explained by noting that in the corresponding Eqs. (32b) and (32c), the target spectrum is absent except for the desired diagonal contribution. In contrast, Eq. (32a) contains further contributions of the target response which distort the diagonal spectrum with increasing target thickness. Hence, to retrieve reliable spectral information for targets thick compared to the analyzer width it appears to be favourable to choose phase-combinations eliminating the term $S_t^* S_{a,t}$, the influence of which becomes significant towards higher target thicknesses.

The results using the model fit approach (dashed lines) all agree well with the expected result of zero through-
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out the entire thickness range, without perturbation by the double hump at around $1.5\gamma$, since the shape of this double-hump profile is included in the fit model Eq. (33). However, towards larger target thicknesses, these curves start to deviate more from the reference values than the two better-performing simple-maxima results. We attribute this to the fact that at higher target thickness, both the positive and negative $\nu$ diagonal structures become spectrally broader and overlap stronger with the each other leading to deviations from the fit model Eq. (33). This effect can be reduced by excluding low-frequency data points in the vertical spectra.

Figure 11(c) shows corresponding results for the thickness parameter extracted from the four evaluated spectra as function of the target thickness. In all cases, the retrieved thickness parameter are almost identical and agree well with the calculated values for intermediate thicknesses, even though the deviation increases with the target thickness. Also, in the limit of thin targets, a plateau in the recovered thickness parameter develops as the width of the diagonal spectra is bounded from below by the analyzer spectral width.

In summary, we found that the linear fit analysis of spectra obtained using phase control not only allows one to use larger parts of the recorded data than the corresponding off-resonant methods, but also may provide better target parameter recovery results. As a function of target thickness, a comparison between different phase control approaches revealed that it appears most favorable to eliminate the scattering channels containing the term $S^*_tS^a_t$. Then, the phase control methods provide a better recovery than the corresponding approaches based on the off-resonant part of the spectrum only. Finally, a more reliable recovery of the spectra as function of target thickness could be achieved using fit models incorporating the known double-hump profile.

C. Extracting the target response function using phase control

We conclude our comparison of FFC spectra obtained using phase-control with the off-resonant regime by reconstructing the complex-valued target response from sections along the $\nu$-axis as described in Section III C 1.

Fig. 12 compares absolute value and phase of a vertical cut through the FFC spectrum at $\Delta = 100\gamma$ for the three phase combinations Eq. (32a)-(32c) with the reference spectrum obtained by cross-correlating nuclear resonant target and analyzer response explicitly (solid black line). It can be seen that the results based on the difference spectra $I_{S_a}$ (orange line) and $I_{S_t}$ (green line) agree very well with the theoretical reference. In particular for the case with the target placed first in the beam path (orange line), the phase at lower frequencies $\nu$ is recovered even better than in the analysis based on the off-resonant regions of the FFC spectrum in Fig. 11(b). Interestingly, the analysis based on the sum spectrum $I_{inv}$ performs much worse, in particular towards higher frequencies. We attribute this to the background removal, which distorts the final result if resonant effects still contribute at the detuning values used to determine the background contributions (cf. discussion after Eq. (32c)).

Overall, we therefore conclude that additional control of the relative phase between the resonant and non-resonant radiation in Nuclear Resonant Scattering experiments can improve spectral analysis and target response reconstruction, as it allows one to selectively separate otherwise overlapping scattering channels across the entire detuning range. This improvement is manifest in a higher amount of data close to resonance that can be evaluated during the line fit analysis as well as a better recovery of the phase of the nuclear response in the lower Fourier frequency range compared to the off-resonant approach without phase control. Further, thickness effects impeding a reliable recovery of the spectral target structure via the diagonal lines can be suppressed by selecting appropriate scattering contributions thus allowing the study of thick targets that are not accessible to the off-resonant approach without phase control.

FIG. 12. Reconstruction of the nuclear resonant target response from phase-combined FFC spectra: (a) describes the absolute value of a vertical cut through the FFC spectra at $\Delta = 100\gamma$ for the three phase combinations $I_{inv}$ (blue), $I_{S_a}$ (green), and $I_{S_t}$ (orange). (b) shows the corresponding phase of the quantities shown in (a). The blue line corresponds to the background-corrected sum spectrum $I_{inv}$ while the green and orange line correspond to the cases with the analyzer $(I_{S_a})$ and the target $(I_{S_t})$ placed first in the beam path, respectively.
V. DISCUSSION AND SUMMARY

In this paper, we introduced frequency-frequency correlation (FFC) spectra as a promising tool for spectral analysis and phase-retrieval of arbitrary Mössbauer targets. These FFC spectra are obtained as Fourier transforms of experimentally accessible time- and frequency-resolved Nuclear Resonant Scattering spectra along the time-axis. Our approach is motivated by the observation that FFC spectra exhibit a simple structure comprising horizontal and diagonal features which relate to different physical processes contributing to the scattered light, and which can conveniently be analyzed.

We showed that this approach translates interference between different scattering channels into frequency-frequency correlations revealing the spectral structure of the underlying scattering system. Specifically, the cross-correlation between nuclear resonant part of analyzer and target response appeared as a diagonal structure in these frequency-frequency correlation spectra that allowed access to target properties in two ways.

First, using linear fits to these diagonals, we were able to extract the resonance frequencies of the target, as well as spectral line features such as collective energy shifts and line broadenings, thereby establishing an intuitive and straightforward analysis tool for the FFC spectra.

Second, we found that sections through the diagonal structure provide access to amplitude and phase of the nuclear resonant part of the target response, cross-correlated with the analyzer response. In particular, they are not affected by the off-resonant electronic scattering in the target. This is of immediate interest for characterizing collective nuclear level schemes in x-ray cavities, which so far have been associated to cavity reflection spectra [11]. However, these spectra also depend on the in- and out-coupling of the x-rays into the cavity and the interference of the nuclear response with the non-resonant empty-cavity scattering, and therefore the associated level schemes may not represent the actual nuclear dynamics inside the cavity [7]. Then it may be favorable to instead associate a level scheme to the nuclear dynamics inside the cavity alone, and the approach presented here allows one to experimentally access the corresponding nuclear response unperturbed by the electronic scattering contribution. In this sense, the analysis approach presented here has a qualitative advantage over the established late-time integration method. We note that time-domain off-resonant methods, as discussed in Sec. [11] share this advantage, although so far they have primarily been discussed in the forward scattering case [34,35]. This again highlights the advantage of time- and frequency-resolved measurements over time-resolved or frequency-resolved approaches, since they not only allow one to choose the late-time integration range in the data analysis after the actual experiment, but also provide the basis for both off-resonant analysis methods in the time- and energy-domain. In other words, a single dataset can be evaluated using three different methods, thereby also allowing for consistency checks.

To demonstrate the practical feasibility of both FFC analysis approaches in relevant settings, we employed them to determine magnetic hyperfine splittings of α-iron in forward scattering geometry as well as the collective Lamb shift of thin-film x-ray cavities as function of incidence angle θ from simulated data. In all cases, good agreement was achieved with corresponding reference calculations. Further, the superradiant enhancement of the nuclear decay in the cavity could successfully be retrieved using an appropriate fit model. We also considered experimental resolution limitations along the Fourier frequency ν in FFC spectra, which may arise due to measurement constraints in the time domain, e.g., due to the x-ray pulse repetition rate determined by the radiation source. This can be mitigated by employing our approach based on the relative detuning Δ between analyzer and target rather than on ν, since the former has an experimentally controllable resolution independent of the x-ray pulse structure. An example analysis of the hyperfine splitting of α-iron including time gating effects indeed showed that this way, results with reasonable accuracy could be obtained.

In a second part, we considered the possibility of further extending the FFC approach based on a control of the relative phase between the resonant and off-resonant analyzer response. In the presence of such phase-control, the overall response becomes dependent on the ordering of target and analyzer. We showed that sums or differences of FFC spectra recorded with suitable phase shifts or analyzer-target orderings allow one to disentangle different scattering pathways across the entire FFC spectrum. In contrast, most previous approaches separated the pathways by restricting the analysis to particular parameter regions such as the large target-analyzer detuning case. This way, spectral backgrounds can be removed, or scattering paths be excluded which prevent an accurate FFC analysis, especially close to the resonances. In the present work, we employed this technique to isolate the interference contribution between the individual resonant target and analyzer scatterings. We could thereby improve the recovery of phase and spectral target structure as compared to the off-resonant case without phase control and reliably retrieve the target’s resonance structure even for thick targets where the off-resonant limit is difficult to reach. In addition, we expect that the approach will also facilitate the study of transition-specific dynamics and resonant couplings [21,30,41] by suppressing non-resonant contributions to time- and frequency-resolved spectra.

Appendix A: Spectroscopy via late-time integration

The late-time integration spectroscopy method also employs frequency-tunable reference absorbers and has proven to be particularly successful in quantum optical studies involving thin-film cavities [28,31,42,52,67].
To gain insight into its main assumptions, we briefly recall the derivation of the late-time method given in Ref. 28. The experimentally accessible time- and frequency-resolved intensity $I(t, \Delta)$ as given in Eq. (8) is integrated for late photon arrival times [$t_1, t_2$] yielding the frequency-resolved observable

$$I_{LT M}(\Delta) = E_0^2 |\alpha_a|^2 \int_{t_1}^{t_2} dt |T_a(t) + (T_a * S_a)(t)|^2 \quad (A1)$$

where the detuning dependence enters via the Doppler-shifted analyzer response $T_a(t) = \alpha_a \left[ \delta(t) + S_a(t, \Delta) \right]$. If the nuclear resonant part of the analyzer response $S_a$ is only nonzero in the vicinity of $\omega = \omega_a + \Delta$ and the target response varies slowly over this frequency range, their convolution can be written as

$$(T_a * S_a)(t) = F^{-1} \left[ \hat{T}_a(\omega) \hat{S}_a(\omega, \Delta) \right]$$

$$\approx \hat{T}_a(\omega_a + \Delta) S_a(t, \Delta). \quad (A2)$$

This approximation can be extended straightforwardly to include first order derivatives of the phase of $\hat{T}_a$ (cf. 33 92) but in general requires that the target response is approximately constant across the spectral range of the analyzer. Assuming further that at late times $t_1 \gg 0$ the target response $T_a(t)$ has already decayed, one can further approximate

$$I_{LT M}(\Delta) \approx E_0^2 |\alpha_a|^2 C |\hat{T}_a(\omega_a + \Delta)|^2, \quad (A3)$$

where $C = \int_{t_1}^{t_2} dt |S_a(t)|^2$. Thus, for sufficiently late integration times the integrated intensity $I_{LT M}$ becomes proportional to the absolute squared of the frequency-domain target response $|\hat{T}_a(\omega_a + \Delta)|^2$.

The two key approximations performed above require target spectra which are spectrally broad and smooth on scales of the spectral analyzer width. Therefore, the method is particularly useful for thin-film cavities probed in reflection which feature spectrally broad resonances.

The strengths of the late-time method lies in its simple measurement and analysis approach. However, in comparison to the FFC methods discussed here, the late-time integration has several drawbacks. First, it does not allow one to retrieve the complex-valued target response. Second, it relies only on data recorded at late times, such that most of the signal photons cannot be used for the spectrum recovery. Finally, the recovery sensitively depends on the choice of $t_1$ and $t_2$, and the obtained spectra may be perturbed by time gating effects. Some of these challenges are illustrated in Fig. 13, which shows late-time spectra of a thin-film cavity with layer structure as given in Sec. III C 2 for the incidence angles considered in Fig 9 with integration boundaries of $t_1 = 180\text{ns}$, $t_2 = 1600\text{ns}$.

At incidence angles $\theta_1$ and $\theta_2$, the target spectra are reproduced well. However, the neglect of the early photons causes a reduction of the usable spectral intensity by about three orders of magnitude, as can be seen in comparison to the reference spectra Fig 6 which are drawn using the same scale. Further, the late-time spectra for incidence angles $\theta_3$ and $\theta_4$ are completely distorted, even though only the incidence angle was changed. The reason for this is that at these incidence angles, the cavity resonance line-width is small (cf. Fig. 7), such that the approximations underlying the late-time integration method break down. Note that time- and frequency-resolved data acquisition can partially compensate for this downside since it allows for a posteriori selection of the integration time window.

**Appendix B: Collective parameters in cavity reflection spectra**

In order to retrieve collective nuclear parameters such as the collective Lamb shift $\Delta_{CLS}$ and superradiance $\gamma_s$ from the diagonal structure appearing in FFC spectra, a model function is required to fit the section along the $\nu$-axis through the diagonals shown in Fig. 6.

To obtain such a fit function, we employ a quantum optical model 69 of Mössbauer nuclei embedded in thin-film cavities, which allows one to derive analytical expressions for these parameters. For this, we calculate the time-domain response for grazing-incidence reflection from a thin-film cavity with a single layer of Mössbauer nuclei embedded in its center (cf. Fig 11) by Fourier trans-
forming the cavity’s frequency-domain response

$$T_t(\omega) = \alpha_t - i(\alpha_t + 1)\frac{(\gamma + i\Delta_{CLS})}{\omega - (\omega_t + i\Delta_{CLS}) + i\Gamma_c} \tag{B1}$$

where the empty-cavity reflection coefficient is given by

$$\alpha_t = \frac{2\kappa R}{\kappa + i\Delta_c} - 1. \tag{B2}$$

Here, $\kappa$ is the total loss rate of the cavity, $\Delta_c$ the detuning between the cavity mode and an external driving mode, and $\kappa R$ is the in- and outcoupling rate of the cavity $[66]$. $\Gamma_c = (\gamma + \gamma_a)/2$ denotes the total decay rate of the nuclei in the cavity with $\gamma_a$ the superradiant linewidth $[51, 10, 28, 30, 37, 67, 65]$, and $\Delta_{CLS}$ a level shift experienced by the nuclear ensemble known as collective Lamb shift $[28, 37, 65]$. Though in general frequency-dependent through the cavity-detuning $\Delta_c$, we regard $\Delta_{CLS}, \gamma_a$ and $\alpha_t$ as constants as function of frequency since the cavity resonances are typically orders of magnitude broader than nuclear resonances $[70]$ and thus the empty-cavity part becomes essentially flat in frequency-space. In this case, a Fourier transform of the frequency response yields:

$$T_t(t) = \alpha_t \delta(t) - (\alpha_t + 1)\left(\frac{\gamma + i\Delta_{CLS}}{2} + i\Delta_{CLS}\right) \times e^{-i(\omega+\Delta_{CLS})t}e^{-\Gamma_c t} \Theta(t), \tag{B3}$$

Employing the early-time approximation Eq. (C3) for the analyzer response, the FFC spectrum in the large analyzer-target detuning limit Eq. (16) for a cavity target given by Eq. (B3) can be calculated in the time domain as

$$\mathcal{I}(\nu, \Delta) = |I(\nu, \Delta)|^2 = 16E_0^4 \int_0^\infty dt e^{i\nu t} e^{-S_t t} \left[|c|^2 + c^* e^{i\nu t}\right]$$

$$= iE_0^2 \left[\frac{c}{\nu - x + i\Gamma_t} + \frac{c^*}{\nu + x + i\Gamma_t}\right]$$

$$= 4E_0^2 \left[\frac{\text{Re}(c)(i\nu - S_t) - \text{Im}(c)x}{(\nu + i\Gamma_t)^2 - x^2}\right]. \tag{B4}$$

Here, we have introduced the parameters

$$S_t = \Gamma_t + \frac{\gamma_a + b_a}{2}, \tag{B5a}$$

$$x = \Delta - (\Delta_{CLS} + \omega_t - \omega_a), \tag{B5b}$$

$$c = \text{Re}(c) + 1 \left(\frac{\gamma_a}{2} - i\Delta_{CLS}\right) b_a. \tag{B5c}$$

Note that evaluating the absolute value squared of the complex-valued FFC spectrum Eq. (B4) yields two Lorentzians in the limit of large detunings,

$$|\mathcal{I}(\nu, \Delta)|^2 = 16E_0^4 \left[\frac{|c|^2}{(\nu - x)^2 + S_t^2} + \frac{|c|^2}{(\nu + x)^2 + S_t^2}\right] + 2\text{Re} \left(\frac{c^2}{(\nu + i\Gamma_t)(\nu - x - i\Gamma_t)}\right)$$

$$\times \frac{1}{x + \Gamma_t} 16E_0^4 |c|^2 \left(\frac{1}{(\nu - x)^2 + S_t^2} + \frac{1}{(\nu + x)^2 + S_t^2}\right).$$

This is consistent with our observation of a Lorentzian line shape in diagonal cavity spectra in Sec. III C 2 and further supports our key result that the diagonal cavity spectrum indeed yields the nuclear resonant part $S_t$ of the spectrum only. This is most easily seen by the fact that spectra affected by the interference of the nuclear response with the electronic background response in general have Fano line shapes, see Fig. 6. As in the case of nuclear forward scattering, the response is shifted in the FFC spectrum by the analyzer-target detuning via $x$, and broadened by the analyzer response width via $\Gamma_t$.

In order to retrieve collective nuclear parameters from vertical cuts through the diagonal structure, we define a more general fit function based on the absolute value of Eq. (B4) as

$$D(\nu) = |\mathcal{I}(\nu, \Delta)|^2 = 4E_0^2 \frac{\nu^2 + (px)^2}{(\nu^2 - x^2 + S_t^2)^2 + 4\nu^2 S_t^2}. \tag{B6}$$

where we assumed that $\frac{S_t}{\nu} \ll 1$, which is consistent with the off-resonant approximation used to derive $\mathcal{I}(\nu, \Delta)$. The fit parameters related to Eqs. (B5) are $A = 4E_0^2 \text{Re}(c)$ and $p = \text{Im}(c)/\text{Re}(c)$.

The position of the maximum of each vertical section is given by $x$ and the lines formed by these maxima can be fitted similarly to the procedure described in Section III B, however, by evaluating the first 40 fits. This suppresses resonant effects affecting the shape of the diagonal line at small detunings while at the same time taking into account as many data points as possible. The second optimization is related to low-frequency deviations from the Lorentzian line shape also caused by resonant effects: To minimize its influence on the fit outcome, a series of model fits given by eq. (B6) with adapted $\nu$ fit range is performed on each vertical cut taking into account a different number of data points below the peak maximum. Specifically, we first include a frequency range starting right below the expected peak maximum only and evaluate eight fits $j \in \{0, 1, \ldots, 7\}$ in which 10 $j$ datapoints are
added at the lower end of the vertical cut. Again, the fit with the least fit error is selected. It was found that this approach improves the fit result especially in the vicinity of the superradiance maximum where resonant effects are expected to be strongest.

**Appendix C: Line shapes in Nuclear Forward Scattering**

In this Appendix, we briefly discuss the response functions of single-line targets in nuclear forward scattering in the time domain, and employ them to evaluate their line shape in the FFC spectra.

For a single-line target, the scattering part of the generic response function in the time domain Eq. (5) evaluates to \[4, 5, 36–39\]

\[
S_i(t) = -\Theta(t) \frac{b_i}{t} J_1(2\sqrt{b_i}t)e^{-\frac{a_i}{2}t} e^{-i\omega_i t},
\]

(C1)

where \(\Theta(t)\) is the Heaviside step function, \(\gamma_i\) the decay rate of the individual nuclei, and \(\omega_i\) the transition frequency. The thickness parameters \(b_i\) for target \((i = t)\) and analyzer \((i = a)\) are given by

\[
b_i = \frac{\pi \rho_i f_{LM} \gamma_i}{k_i^2(1 + \alpha)} d_i
\]

(C2)

where \(\rho_i\) denotes the number density of resonant nuclei, \(\gamma_i\) its line-width, \(k_i\) the wave number of the resonant radiation, \(d_i\) the target’s thickness, \(f_{LM}\) the Lamb-Mössbauer factor and \(\alpha\) the internal conversion coefficient (for more details, see e.g. \[5, 39\]). For \(\alpha\)-iron the internal conversion coefficient is given by \(\alpha = 8.56\) \[39\] and the Lamb-Mössbauer factor at ambient conditions is of the order \(f_{LM} \approx 0.8\) \[33\].

In the early-time approximation \(b_at \ll 1\), the corresponding response for a thin single-line analyzer evaluates to

\[
S_a(t, \Delta) = -\Theta(t) b_a e^{-\frac{a+ba\Delta}{2}t} e^{-i(\omega_a+\Delta)t}.
\]

(C3)

This early-time approximation of the analyzer response is based on

\[
\sqrt{\frac{b_a}{t}} J_1(2\sqrt{b_at}) \approx b_a e^{-\frac{a}{2}t}
\]

(C4)

which is valid for \(b_at \ll 1\) up to first order.

The two response functions Eq. (C1) and (C3) can be used to evaluate the expression for the FFC spectrum in Eq. (10) in the time domain. Then, the Fourier transform of the positive branch (also c.f. Eq. (17)) is given by

\[
f(\nu) = I_0^{NR} \int_{-\infty}^{\infty} dt e^{i\nu t} S_i^*(t) S_a(t)
\]

\[
= I_0^{NR} b_a \int_{0}^{\infty} dt \sqrt{b_i} e^{i(\nu-x)t} e^{-S_i t} J_1(2\sqrt{b_i}t)
\]

\[
= A \exp \left(\frac{-ib_i}{\nu - x + iS_F}\right) - 1\]

(C5)

with

\[\begin{align*}
x &= \Delta - \omega_t + \omega_a, \\
S_F &= \frac{\gamma_t + \gamma_a + ba}{2}, \\
A &= b_a I_0^{NR}.
\end{align*}\]

(C6)

(C7)

(C8)

Since the line shapes obtained from the FFC spectrum coincide with the target response functions as shown in the main text, Eq. (C5) also corresponds to the well-known frequency response function in nuclear forward scattering, as expected. However, as compared to the standard expressions \[4\], Eq. (C5) contains a spectral broadening entering in \(S_F\) caused by the convolution with the analyzer, and an additional frequency shift due to the interference with the analyzer radiation leading to the diagonal structure of the FFC spectrum.

In the main text, we employ Eq. (C5) as the fit model in Eq. (33) to extract spectral parameters from the phase-combined and off-resonant spectra.

**Appendix D: Phase-dependence of fields and intensities upon reversing sample order**

In this appendix, we derive the x-ray field behind a combination of two nuclear absorbers, both of which acquire sudden relative phase shifts immediately after arrival of the x-ray pulse, either by near-instantaneous displacements or by rapid changes of the magnetic field at the nuclear positions (for details, see Sec. IV). In particular, we focus on the effect of the ordering of the two absorbers.

We start by deriving the field behind a single absorber. In order to evaluate the response of the absorber, it is convenient to transform into its rest frame, which refers to the frame where the nuclear resonances are time-independent. Denoting the lab frame incident field \(E^{R}_{in}(t)\), the corresponding incident field in the rest frame is

\[
E^{R}_{in}(t) = e^{-i\phi(t)} E^{in}_{in}(t),
\]

(D1)

where \(\phi(t)\) is the time-dependent phase shift. The outgoing field in the rest frame is

\[
E^{R}_{out}(t) = (T \ast E^{R}_{in})(t)
\]

\[
= \int_{-\infty}^{\infty} dt' T(t-t') e^{-i\phi(t')} E^{in}_{in}(t')
\]

(D2)
Finally, transforming back into the lab frame yields
\[ E_{\text{out}}^L(t) = e^{i\phi(t)} E_{\text{out}}^R(t) \]
\[ = \int_{-\infty}^{\infty} dt' e^{i[\phi(t)-\phi(t')] T(t-t')} E_{\text{in}}^L(t'). \] (D3)

Next, we calculate the field behind two absorbers, the nuclear resonances of both change with time. We denote the response function of the upstream [downstream] absorber as \( T_1 \) [\( T_2 \)], with phase shifts given by \( \phi_1 \) [\( \phi_2 \)]. We obtain
\[ E_{\text{out}}(t) = \int_{-\infty}^{\infty} dt' \int_{-\infty}^{\infty} dt'' e^{i[\phi_1(t')-\phi_2(t'')] T_2(t-t') \times e^{i[\phi_2(t')-\phi_1(t'')] T_1(t'-t'')} E_{\text{in}}^L(t'')} . \] (D4)

Assuming a near-instantaneous incident field \( E_{\text{in}}^L(t'') = E_0 \delta(t) \), we find
\[ E_{\text{out}}(t) = E_0 \int_{-\infty}^{\infty} dt' e^{i[\phi_2(t')-\phi_2(t'')] T_2(t-t')} \times e^{i[\phi_2(t')-\phi_1(t'')] T_1(t')} = E_0 \left[ \delta(t) + e^{i[\phi_1(t)-\phi_1(0)] S_1(t)} + e^{i[\phi_2(t)-\phi_2(0)] S_2(t)} + \int_0^t dt' e^{i[\phi_2(t')-\phi_2(t'')] e^{i[\phi_1(t')-\phi_1(0)]} \times S_2(t-t') S_1(t')} \right] . \] (D5)

Here, we have used \( T(t) = \delta(t) + S(t) \), neglected for simplicity the non-resonant electronic absorption, and the integral ranges are constrained since \( S(t) \propto \Theta(t) \), where \( \Theta(t) \) is the Heaviside unit step function. As expected, the individual resonant responses of the two absorbers are modified by their respective phase shift, as can be seen from the second and third term in Eq. (D5).

However, the last term, which corresponds to the radiative coupling, is only affected by the motion of the upstream absorber in case of near-instantaneous phase jumps. This is due to the fact that the effect of the step-like shift of the second absorber can be neglected since \( \exp(i[\phi_2(t)-\phi_2(t'')] \) in the radiative coupling term contributes only in the negligible interval \( t' = 0 \). Intuitively, only relative phase shifts between in- and outgoing radiation may modify the outgoing field, and all x-rays scattered by the upstream absorber reaching the second absorber after the incident pulse at \( t = 0 \) are not affected by its change in phase since it is already finished. For analogous reasons, the contribution of the step-like phase \( \phi_1 \) can be moved out of the integral, since \( \phi_1(t') = \phi_1(t'') \) for any \( t', t'' > 0 \). With this, Eq. (D5) can be written as
\[ E_{\text{out}}(t) = E_0 \left[ \delta(t) + e^{i[\phi_1(t)-\phi_1(0)] S_1(t)} + e^{i[\phi_2(t)-\phi_2(0)] S_2(t)} + e^{i[\phi_1(t)-\phi_1(0)] S_{1,2}(t)} \right] , \] (D6)

where we have defined the radiative coupling contribution
\[ S_{1,2}(t) = \int_{-\infty}^{\infty} dt' S_2(t-t') S_1(t') . \] (D7)

Using Eq. (D6), adding the absorption and dispersion prefactors \( \alpha \), assuming \( \phi_1(0) = 0 = \phi_2(0) \) without loss of generality, and specifying the ordering of analyzer and target, immediately leads to Eqs. (26)-(27) of the main text.

Finally, the intensity after the two absorbers follows from Eq. (D6) as
\[ I(t) = I_b + 2I_0 \text{Re} \left[ e^{i[\phi_2-\phi_1]} S_1^* S_2 \\
+ S_1^* S_{1,2} + e^{i[\phi_2-\phi_1]} S_2 S_{1,2}^* \right] , \] (D8)

where we have again assumed \( \phi_1(0) = 0 = \phi_2(0) \) and defined \( \phi \equiv \phi_1(t > 0) \). From this result, two important conclusions can be drawn. First, phase control of both absorbers does not add an additional degree of freedom beyond the phase control of only one absorber, since only the difference of the two phases enters the expression for the experimentally accessible intensity. Hence, we restrict our discussion to the phase control of the analyzer, since a target phase control may not always be experimentally feasible, i.e., for thin-film cavities. Second, if only one of the absorbers (analyzer) is moved, then the ordering of the two absorbers is crucial. The corresponding intensities for either the first or the second absorber being moved are given in Eqs. (29) of the main text.

[1] R. L. Mössbauer, Kernresonanzfluoreszenz von Gammastrahlung in Ir191, Zeitschrift für Physik 151, 124 (1958).
[2] G. Kalvius and P. Kienle, eds., The Rudolf Mössbauer Story: His Scientific Work and Its Impact on Science and History (Springer-Verlag, Berlin, Heidelberg, 2012).
[3] Y. Yoshida and G. Langouche, eds., Modern Mössbauer spectroscopy, 1st ed., Topics in applied physics (Springer, Singapore, Singapore, 2021).
G. Shenoy, Dreams with synchrotron radiation, in R. J. Glauber, The quantum theory of optical coherence, Coherent γ-ray optics, Hyperfine Interact. 123, 127 (1999)

Y. Kagan, Theory of coherent phenomena and fundamentals in nuclear resonant scattering, Hyperfine Interact. 123, 83 (1999)

B. W. Adams, C. Buth, S. M. Cavaletto, J. Evers, Z. Har- man, C. H. Keitel, A. Pálffy, A. Picón, R. Röhlsberger, Y. Rostovtsev, and K. Tamasaku, X-ray quantum optics, Journal of Modern Optics 60, 2 (2013)

E. Kuznetsova and O. Kocharovskaya, Quantum optics with X-rays, Nature Photonics 11, 685 (2017)

B. Adams, G. Aeppli, T. Allison, A. Q. R. Baron, P. Buckbaum, A. I. Chumakov, C. Corder, S. P. Cramer, S. DeBeer, Y. Ding, J. Evers, J. Frisch, M. Fuchs, G. Grünbel, J. B. Hastings, C. M. Heyl, L. Holberg, Z. Huang, T. Ishikawa, A. Kaldun, K.-J. Kim, T. Kolodziej, J. Krzywinski, Z. Li, W.-T. Liao, R. Lindberg, A. Madsen, T. Maxwell, G. Monaco, K. Nelson, A. Pálffy, G. Porat, W. Qin, T. Raubenheimer, D. A. Reis, R. Röhlsberger, R. Santra, R. Schoeinein, V. Schünemann, O. Shpyrko, Y. Shvyd’ko, S. Shwartz, A. Singer, S. K. Sinha, M. Sutton, K. Tamasaku, H.-C. Wille, M. Yabashi, J. Ye, and D. Zhu, Scientific opportunities with an x-ray free-electron laser oscillator [10.48550/arXiv.1903.03317] (2019).

R. Röhlsberger, J. Evers, and S. Shwartz, Quantum and Nonlinear Optics with Hard X-Rays, in Synchrotron Light Sources and Free-Electron Lasers edited by E. J. Jaeckle, S. Khan, J. R. Schneider, and J. B. Hastings (Springer International Publishing, Cham, 2020) pp. 1390–1431.

R. Röhlsberger and J. Evers, Quantum optical phenomena in nuclear resonant scattering, in Modern Mössbauer Spectroscopy, Vol. 137, edited by Y. Yoshida and G. Landouge (Springer Singapore, Singapore, 2021) pp. 105–171, series Title: Topics in Applied Physics.

K. P. Heeg, C. H. Keitel, and J. Evers, Inducing and detecting collective population inversions of Mössbauer nuclei, arXiv:1607.04116 [quant-ph] (2016).

Y.-H. Chen, P.-H. Lin, G.-Y. Wang, A. Pálffy, and W.-T. Liao, Transient nuclear inversion by x-ray free electron laser in a tapered x-ray waveguide, Phys. Rev. Research 4, L032007 (2022)

G. C. Baldwin and J. C. Solem, Recoilless gamma-ray lasers, Rev. Mod. Phys. 69, 1085 (1997)

G. K. Shenoy and R. Röhlsberger, Scientific opportunities in nuclear resonance spectroscopy from source-driven revolution, Hyperfine Interact. 182, 157 (2008)

A. I. Chumakov, A. Q. R. Baron, I. Sergueev, C. Strohm, O. Leupold, Y. Shvyd’ko, G. V. Smirnov, R. Rüffer, Y. Imbuschi, M. Yabashi, K. Tono, T. Kudo, and T. Ishikawa, Superradiance of an ensemble of nuclei excited by a free electron laser, Nature Phys 14, 261 (2018)

S. Mukamel, Principles of Nonlinear Optical Spectroscopy (Oxford Univ. Press, 1995).

R. J. Glauber, The quantum theory of optical coherence, Phys. Rev. 130, 2529 (1963)

G. Shenoy, Dreams with synchrotron radiation, in The Rudolf Mössbauer Story: His Scientific Work and Its Impact on Science and History, edited by G. Kalvius and P. Kienle (Springer-Verlag, Berlin, Heidelberg, 2012) pp. 359–372.

K. P. Heeg, A. Kaldun, C. Strohm, P. Reiser, C. Ott, R. Subramanian, D. Lentrot, J. Haber, H.-C. Wille, S. Goerttler, R. Rüffer, C. H. Keitel, R. Röhlsberger, T. Pfeifer, and J. Evers, Spectral narrowing of x-ray pulses for precision spectroscopy with nuclear resonances, Science 357, 375 (2017)

K. P. Heeg, A. Kaldun, C. Strohm, C. Ott, R. Subramanian, D. Lentrot, J. Haber, H.-C. Wille, S. Goerttler, R. Rüffer, C. H. Keitel, R. Röhlsberger, T. Pfeifer, and J. Evers, Coherent x-ray-optical control of nuclear excitons, Nature 590, 401 (2021)

Y. Shvyd’ko and P. Schindelmann, On yoctosecond science, Nature 608, E16 (2022)

K. P. Heeg, L. Böcklage, C. Strohm, C. Ott, D. Lentrot, J. Haber, H.-C. Wille, R. Rüffer, J. Gollwitzer, C. F. Adolf, K. Schlage, I. Sergeev, O. Leupold, G. Meier, C. H. Keitel, R. Röhlsberger, T. Pfeifer, and J. Evers, Reply to: On yoctosecond science, Nature 608, E18 (2022)

G. V. Smirnov, U. van Bürc, A. I. Chumakov, A. Q. R. Baron, and R. Rüffer, Synchrotron Mössbauer source, Phys. Rev. B 55, 5811 (1997)

R. Coussement, S. Cottenier, and C. L’abbé, Time-integrated nuclear resonant forward scattering of synchrotron radiation, Phys. Rev. B 54, 16003 (1996)

G. Neyens, J. Odeurs, R. Coussement, C. L’abbé, S. Cottenier, and J. Ladrèire, Energy-resolved Mössbauer spectroscopy with broad-band synchrotron radiation, Hyperfine Interact. 111, 341 (1998).

L. Deák, L. Bottyán, R. Callens, R. Coussement, M. Major, I. Serdons, and Y. Yoda, Synchrotron mössbauer reflectometry using stroboscopic detection, Hyperfine Interactions 167, 799 (2006)

R. Röhlsberger, K. Schlage, B. Sahoo, S. Couet, and R. Rüffer, Collective Lamb shift in single-photon superradiance, Science 328, 1248 (2010)

R. Callens, R. Coussement, C. L’abbé, S. Nasu, K. Vyvey, T. Yamada, Y. Yoda, and J. Odeurs, Stroboscopic detection of nuclear forward-scattered synchrotron radiation, Phys. Rev. B 65, 180404(R) (2002)

R. Callens, R. Coussement, T. Kawakami, J. Ladrèire, S. Nasu, T. Ono, I. Serdons, K. Vyvey, T. Yamada, Y. Yoda, and J. Odeurs, Principles of stroboscopic detection of nuclear forward-scattered synchrotron radiation, Phys. Rev. B 67, 104423 (2003)

R. Röhlsberger, H.-C. Wille, K. Schlage, and B. Sahoo, Electromagnetically induced transparency with resonant nuclei in a cavity, Nature 482, 199 (2012)

R. Coussement, J. Odeurs, C. L’abbé, and G. Neyens, Heterodyne detection of synchrotron radiation, Hyperfine Interact. 125, 113 (2000)

B. Herkommcr and J. Evers, Phase-sensitive nuclear target spectroscopy, Phys. Rev. Research 2, 023397 (2020)

R. Callens, C. L’abbé, J. Meerschaut, T. Serdons, W. Sturhahn, and T. S. Toellner, Phase determination in nuclear resonant scattering using a velocity drive as an interferometer and phase shifter, Phys. Rev. B 72, 081402 (2005)

S. Goerttler, K. Heeg, A. Kaldun, P. Reiser, C. Strohm, J. Haber, C. Ott, R. Subramanian, R. Röhlsberger, J. Evers, and T. Pfeifer, Time-resolved sub-Ångström metrology by temporal phase interferometry near x-ray resonances of nuclei, Phys. Rev. Lett. 123, 153902 (2019)

F. J. Lynch, R. E. Holland, and M. Hamermesh, Time Dependence of Resonantly Filtered Gamma Rays from...
[37] Y. Kagan, A. M. Afnas’ev, and V. G. Kohn, On excitation of isomeric nuclear states in a crystal by synchrotron radiation, J. Phys. C: Solid State Phys. 12, 615 (1979).

[38] Y. V. Shvyd’ko, U. van Bürck, W. Potzel, P. Schindelmann, E. Gerdau, O. Leupold, J. Metge, H. D. Rüter, and G. V. Smirnov, Hybrid beat in nuclear forward scattering of synchrotron radiation, Phys. Rev. B Condens. Matter 57, 3552 (1998).

[39] R. Röhrsberger, Nuclear Condensed Matter Physics with Synchrotron Radiation (Springer, 2004).

[40] G. V. Smirnov, U. van Bürck, W. Potzel, P. Schindelmann, S. L. Popov, E. Gerdau, Y. V. Shvyd’ko, H. D. Rüter, and O. Leupold, Propagation of nuclear polaritons through a two-target system: Effect of inversion of targets, Phys. Rev. A 71, 023804 (2005).

[41] D. Siddons, U. Bergmann, and J. Hastings, Polarization effects in resonant nuclear scattering, Hyperfine Interact. 123, 681 (1999).

[42] K. P. Heeg, H.-C. Wille, K. Schlage, T. Gurieva, D. Schumacher, I. Uschmann, K. S. Schulze, B. Marx, T. Kämpfer, G. G. Paulus, R. Röhrsberger, and J. Evers, Vacuum-assisted generation and control of atomic coherences at x-ray energies, Phys. Rev. Lett. 111, 073601 (2013).

[43] S. Engelberg, Random Signals and Noise (CRC Press, 2007).

[44] P. Schindelmann, U. van Bürck, W. Potzel, G. V. Smirnov, S. L. Popov, E. Gerdau, Y. V. Shvyd’ko, J. Jäschke, H. D. Rüter, A. I. Chumakov, and R. Rüffer, Radiative decoupling and coupling of nuclear oscillators by stepwise doppler-energy shifts, Phys. Rev. A 65, 023804 (2002).

[45] E. W. Weisstein, Cross-correlation theorem, From Mathworld - A Wolfram Web Resource, https://mathworld.wolfram.com/Cross-CorrelationTheorem.html.

[46] J. Als-Nielsen and D. McMorrow, Elements of Modern X-ray Physics (John Wiley & Sons, Ltd, Chichester, UK, 2011).

[47] G. Taylor, The phase problem, Acta Crystallographica Section D 59, 1881 (2003).

[48] W. Sturhahn, Phase problem in synchrotron mösßbauer spectroscopy, Phys. Rev. B 63, 094105 (2001).

[49] K. P. Heeg, Software package pyNuss, unpublished (2019).

[50] W. Sturhahn, Comuss and phoenix: Evaluation of nuclear resonant scattering data, Hyperfine Interact. 125, 149 (2000).

[51] G. Van Rossum and F. L. Drake, Python 3 Reference Manual (CreateSpace, Scotts Valley, CA, 2009).

[52] K. P. Heeg, C. Ott, D. Schumacher, H.-C. Wille, R. Röhrsberger, T. Pfeifer, and J. Evers, Interferometric phase detection at x-ray energies via fano resonance control, Phys. Rev. Lett. 114, 207401 (2015).

[53] R. H. Dicke, Coherence in Spontaneous Radiation Processes, Phys. Rev. 93, 99 (1954).

[54] M. Gross and S. Haroche, Superradiance: An essay on the theory of collective spontaneous emission, Physics Reports 93, 301 (1982).

[55] B. M. Garraway, The Dicke model in quantum optics: Dicke model revisited, Phil. Trans. R. Soc. A. 369, 1137 (2011).

[56] W. Guerin, M. Rouabah, and R. Kaiser, Light interacting with atomic ensembles: collective, cooperative and mesoscopic effects, Journal of Modern Optics 64, 895 (2017).

[57] P. Longo, C. H. Keitel, and J. Evers, Tailoring superradiance to design artificial quantum systems, Scientific reports 6, 1 (2016).

[58] Y. Shvyd’ko and G. Smirnov, Experimental study of time and frequency properties of collective nuclear excitations in a single crystal, Journal of Physics Condensed Matter 1, 10563 (1989).

[59] R. Friedberg, S. Hartmann, and J. Manassah, Frequency shifts in emission and absorption by resonant systems ot two-level atoms, Physics Reports 7, 101 (1973).

[60] M. O. Scully, Collective Lamb Shift in Single Photon Dicke Superradiance, Phys. Rev. Lett. 102, 143601 (2009).

[61] J. Ruostekoski and J. Javanainen, Emergence of correlated optics in one-dimensional waveguides for classical and quantum atomic gases, Phys. Rev. Lett. 117, 143602 (2016).

[62] J. Keaveney, A. Sargsyan, U. Krohn, I. G. Hughes, D. Sarkisyan, and C. S. Adams, Cooperative Lamb Shift in an Atomic Vapor Layer of Nanometer Thickness, Phys. Rev. Lett. 108, 173601 (2012).

[63] T. Peyrot, Y. R. P. Sortais, A. Browaeys, A. Sargsyan, D. Sarkisyan, J. Keaveney, I. G. Hughes, and C. S. Adams, Collective Lamb Shift of a Nanoscale Atomic Vapor Layer within a Sapphire Cavity, Phys. Rev. Lett. 120, 243401 (2018).

[64] S. J. Roof, K. J. Kemp, M. D. Havey, and I. M. Sokolov, Observation of Single-Photon Superradiance and the Cooperative Lamb Shift in an Extended Sample of Cold Atoms, Phys. Rev. Lett. 117, 073003 (2016).

[65] S. L. Bromley, B. Zhu, M. J. Bishof, X. Zhang, T. Bothwell, J. Schachenmayer, T. L. Nicholson, R. Kaiser, S. F. Yelin, M. D. Lukin, A. M. Rey, and J. Ye, Collective atomic scattering and motional effects in a dense coherent medium, Nat Commun 7, 11039 (2016).

[66] K. P. Heeg and J. Evers, X-ray quantum optics with mösßbauer nuclei embedded in thin-film cavities, Phys. Rev. A 88, 043828 (2013).

[67] K. P. Heeg, J. Haber, D. Schumacher, L. Bocklage, H.-C. Wille, K. S. Schulze, R. Loetzsch, I. Uschmann, G. G. Paulus, R. Rüffer, R. Röhrsberger, and J. Evers, Tunable subluminal propagation of narrow-band x-ray pulses, Phys. Rev. Lett. 114, 203601 (2015).

[68] J. Haber, K. S. Schulze, K. Schlage, R. Loetzsch, L. Bocklage, T. Gurieva, H. Bernhardt, H.-C. Wille, R. Rüffer, I. Uschmann, G. G. Paulus, and R. Röhrsberger, Collective strong coupling of X-rays and nuclei in a nuclear optical lattice, Nature Photonics 10, 445 (2016).

[69] J. Haber, X. Kong, C. Strohm, S. Willing, J. Gollwitzer, L. Bocklage, R. Rüffer, A. Palffy, and R. Röhrsberger, Rabi oscillations of X-ray radiation between two nuclear ensembles, Nature Photonics 11, 720 (2017).

[70] D. Lentrottd, K. P. Heeg, C. H. Keitel, and J. Evers, Ab initio quantum models for thin-film x-ray cavity qed, Phys. Rev. Research 2, 023396 (2020).

[71] X. Kong, D. E. Chang, and A. Palffy, Green’s-function formalism for resonant interaction of x rays with nuclei in structured media, Phys. Rev. A 102, 033710 (2020).

[72] O. Diekmann, D. Lentrottd, and J. Evers, Inverse design approach to x-ray quantum optics with mösßbauer nuclei in thin-film cavities, Phys. Rev. A 105, 013715 (2022).

[73] O. Diekmann, D. Lentrottd, and J. Evers, Inverse design in nuclear quantum optics: From artificial x-ray multi-
level schemes to spectral observables, arXiv:2205.06586 [quant-ph] (2022).

[74] M. Fleischhauer, A. Imamoglu, and J. P. Marangos, Electromagnetically induced transparency: Optics in coherent media, Rev. Mod. Phys. 77, 633 (2005).

[75] T. S. Toellner, E. E. Alp, W. Sturhahn, T. M. Mooney, X. Zhang, M. Ando, Y. Yoda, and S. Kikuta, Polarizer/analysir filter for nuclear resonant scattering of synchrotron radiation, Appl. Phys. Lett. 67, 1993 (1995).

[76] H.-C. Wille, H. Franz, R. Röhlisberger, W. A. Caliebe, and F.-U. Dill, Nuclear resonant scattering at PETRA III: Brilliant opportunities for nano – and extreme condition science, Journal of Physics: Conference Series 217, 012008 (2010).

[77] PETRA III - facility information, https://photon-science.desy.de/facilities/petra_iii/facility_information/index_eng.html.

[78] P. Hamm and M. Zanni, Concepts and methods of 2D infrared spectroscopy (Cambridge University Press, Cambridge, England, 2011).

[79] H.-S. Tan, Theory and phase-cycling scheme selection principles of collinear phase coherent multi-dimensional optical spectroscopy, J. Chem. Phys. 129, 124501 (2008).

[80] M. Cho, Coherent two-dimensional optical spectroscopy, Chem. Rev. 108, 1331 (2008).

[81] A. Wituschek, L. Bruder, E. Allaria, U. Bangert, M. Binz, R. Borghes, C. Callegari, G. Cerullo, P. Cinquegrana, L. Giannessi, M. Danailov, A. Demidovich, M. Di Fraia, M. Drabbeis, R. Fefel, T. Laarmann, R. Michiels, N. S. Mirian, M. Mudrich, I. Nikolov, F. H. O’Shea, G. Penco, P. Piseri, O. Plekan, K. C. Prince, A. Przystawik, P. R. Ribić, G. Sansone, P. Sigalotti, S. Spampinati, C. Spezzani, R. J. Squibb, S. Stranges, D. Uhl, and F. Stienkemeier, Tracking attosecond electronic coherences using phase-manipulated extreme ultraviolet pulses, Nat. Commun. 11, 883 (2020).

[82] Y. V. Shvyd’ko, A. I. Chumakov, G. V. Smirnov, T. Hertrich, U. van Bürc, H. D. Rüter, O. Leupold, J. Metge, and E. Gerdau, Fast switching of nuclear bragg scattering of synchrotron radiation by a pulsed magnetic field, Europhysics Letters (EPL) 26, 215 (1994).

[83] Y. V. Shvyd’ko, Perturbed nuclear scattering of synchrotron radiation, Hyperfine Interact. 90, 287 (1994).

[84] Y. V. Shvyd’ko, T. Hertrich, U. van Bürc, E. Gerdau, O. Leupold, J. Metge, H. D. Rüter, S. Schwendy, G. V. Smirnov, W. Potzel, and P. Schindelmann, Storage of nuclear excitation energy through magnetic switching, Phys. Rev. Lett. 77, 3232 (1996).

[85] A. Pálffy, C. H. Keitel, and J. Evers, Single-photon entanglement in the keV regime via coherent control of nuclear forward scattering, Phys. Rev. Lett. 103, 017401 (2009).

[86] W.-T. Liao, A. Pálffy, and C. H. Keitel, Coherent storage and phase modulation of single hard-x-ray photons using nuclear excitons, Phys. Rev. Lett. 109, 197403 (2012).

[87] G.-Y. Wang and W.-T. Liao, Generation of short hard-x-ray pulses of tailored duration using a Mössbauer source, Phys. Rev. Applied 10, 014003 (2018).

[89] F. Vagizov, V. Antonov, Y. V. Radeonychev, R. N. Shakhmuratov, and O. Kocharovskaya, Coherent control of the waveforms of recoilless γ-ray photons, Nature 508, 80 (2014).

[90] R. N. Shakhmuratov, F. Vagizov, and O. Kocharovskaya, Single gamma-photon revival from sandwich absorbers, Phys. Rev. A 87, 013807 (2013).

[91] L. Bocklage, J. Golwitzer, C. Strohm, C. F. Adolf, K. Schlege, I. Sergeev, O. Leupold, H.-C. Wille, G. Meier, and R. Röhlisberger, Coherent control of collective nuclear quantum states via transient magnons, Sci. Adv. 7, eabc3991 (2021).

[92] K. P. Heeg, X-Ray Quantum Optics With Mößbauer Nuclei In Thin-Film Cavities, PhD thesis, Heidelberg University (2014).

[93] W. Sturhahn, Nuclear resonant spectroscopy, J. Phys. Condens. Matter 16, S497 (2004).