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Abstract

We consider the scattering problem governed by the Helmholtz equation with inhomogeneity in both “conductivity” in the divergence form and “potential” in the lower order term. The support of the inhomogeneity is assumed to contain a convex corner. We prove that, due to the presence of such corner under appropriate assumptions on the potential and conductivity in the vicinity of the corner, any incident field scatters. Based on corner scattering analysis we present a uniqueness result on determination of the polygonal convex hull of the support of admissible inhomogeneities, from scattering data corresponding to one single incident wave. These results require only certain regularity around the corner for the coefficients modeling the inhomogeneity, whereas away from the corner they can be quite general. Our main results on scattering and inverse scattering are established for $\mathbb{R}^2$, while some analytic tools are developed in any dimension $n \geq 2$.
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1 Introduction

The existence of non-scattering wave numbers (otherwise referred to as frequencies or energies) in the scattering by inhomogeneous media, remains a perplexing question despite the recent progress starting with the pioneering paper [6]. A non-scattering wave number for a given inhomogeneity corresponds to the frequency for which there exists an incident wave that is not scattered by the media. It is easily seen that non-scattering wave numbers, if exist, are examples of the so-called transmission eigenvalues [10]. The latter are the eigenvalues of a non-selfadjoint eigenvalue problem with a deceptively simple formulation, given by two different elliptic equations in a bounded domain that coincides with the support of inhomogeneity and sharing the same Cauchy data on the boundary. It has been shown that, under suitable assumptions on the contrast of scattering media, real transmission eigenvalues exist [11] and they can be seen in the scattering data [12, 21]. However, for a transmission eigenvalue to
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be non-scattering wave number, one must be able to extend the part of the transmission eigenfunction corresponding to the background equation as a solution to the background equation in the entire space, which is not a trivial question in general. It is well-known that real transmission eigenvalues corresponding to a spherically stratified inhomogeneity are non-scattering wave numbers \(^{15}\) and furthermore, all transmission eigenvalues uniquely determine the spherically stratified refractive index \(^{14}\). However beyond the case of spherically stratified media, there is no other known type of bounded supported inhomogeneities for which non-scattering wave numbers are proven to exist. We remark that, the existence of non-scattering waves has been observed in scattering problems for waveguides \(^{8}\). The connection between transmission eigenvalues and non-scattering energies is also studied in some cases of hyperbolic geometries \(^{7,9}\).

The absence of non-scattering wave numbers was first shown in \(^{6}\) for inhomogeneities whose support contains a right corner. It was further studied in \(^{24}\) for convex conic corners, in \(^{16}\) for 2D corners and 3D edges, in \(^{17}\) for more general corners and edges, in \(^{22}\) for weakly singular interfaces in 2D, and in \(^{1}\) for the source problem. Recently, in \(^{5}\) and \(^{23}\) the corner scattering investigation is extended to electromagnetic inhomogeneous scattering problems. The fact that corners and edges always scatterer is employed to prove that the far field pattern corresponding to one single incident wave uniquely determines the support of a convex polygonal inhomogeneous media, see e.g. \(^{3},^{17}\) and \(^{19}\). Related studies \(^{2}\) and \(^{4}\) discuss the properties of the transmission eigenfunctions and their possible extension in a neighborhood of a corner.

In this paper we undertake a study of corner scattering for the scalar scattering problem corresponding to inhomogeneities with contrast in both the main operator and the lower term. For notational simplicity, with an abuse of terminology though, we call “conductivity” the coefficient in the main operator and “potential” the coefficient in the lower term, throughout the paper. We prove that, any incident wave produces non-zero scattered field in the exterior of the inhomogeneity, providing the existence of a corner at the support of the potential with non-zero contrast where the conductivity contrast vanishes to the second order at the vertex. In addition we show that if the aperture of the corner is an irrational factor of \(\pi\), we have the same nontrivial scattering result for all incident waves. Otherwise, if the conductivity has nontrivial contrast at the corner, or the conductivity contrast goes to zero slower than second order at the vertex, we need to exclude a certain class of incident fields from our results. For more detailed statements we refer the reader to Theorems \(^{5.1}\) and \(^{5.3}\) in the paper. As an application of corner scattering we discuss an approximation property of transmission eigenfunctions by Herglotz wave functions in the presence of corners on the support of the inhomogeneity, providing more insight to this issue already discussed in \(^{2}\) and \(^{4}\).

Another main result of our paper concerns the inverse scattering problem of shape determination for inhomogeneities, for which the uniqueness is proven by applying corner scattering analysis. We show that scattering data corresponding to a single incident field uniquely determines the polygonal convex hull of the support of the inhomogeneity under appropriate assumptions on conductivity and potential contrasts at the corners of the polygonal. In particular, Theorem \(^{6.1}\) states the uniqueness result for inhomogeneities whose polygonal convex hull has potential jump at all corners and at the vertices the conductivity contrast vanishes to the second order. However, we remark that this uniqueness result is in fact
valid for other types of inhomogeneities. For example, we could allow that all corners of the polygonal convex hull where the conductivity has a jump, have aperture as irrational factor of $\pi$. More generally, if two inhomogeneities lead to the same scattering data when probed by the same incident wave, we can conclude that the difference between the two convex hulls cannot contain certain types of corners.

Our results generalize the previous work on corner scattering and shape determination in [3, 6, 16, 17, 19, 24], where the authors consider only the case when the conductivity is identically one in the whole space. In particular, this is a special case of our setting where the contrast of the conductivity vanishes to second order at the corner. Nevertheless, we recall that here we do not assume any additional properties of the conductivity away from the corner, besides basic ellipticity and boundedness requirements for the forward problem, making our setting much more general. For example, we allow inhomogeneities with disconnected support or with voids inside (see e.g. Figures 1, 2 and 3, for a visualization of the support of admissible inhomogeneities), or even anisotropic materials could be allowed away from the corners. The setting where the conductivity possesses contrast at the corner is a novelty of this study and it presents interesting questions related to potential exclusive incident waves for special corners, which calls for deeper understanding.

Finally, we remark that our approach is based on asymptotic analysis on the integrals appearing in an identity which is obtained as consequence of the non-scattering phenomenon. In order to do so, it is of fundamental importance to construct the so-called Complex Geometric Optics (CGO) solutions with desired estimates for the corresponding differential operator. We develop this analytical framework for any dimension $n \geq 2$, including the construction of CGO solutions as well as the derivation of asymptotic estimates on the integrals. However, in the analysis of corner scattering we restrict ourselves to $\mathbb{R}^2$, avoiding technicalities that higher dimensions present in a key point of our analysis, namely deducing the strictly non-zero asymptotic behavior of a certain integral.

The paper is organized as follows. Having formulated the problem in the next section, Sections 3 and 4 are devoted to the construction of CGO solutions for the considered problem and their use to analyze the behavior of solutions of the transmission eigenvalue problem in the vicinity of a generalized corner both in $\mathbb{R}^2$ and $\mathbb{R}^3$. In Section 5 we restrict ourselves to the two-dimensional case, and provide a comprehensive analysis of “conductivity” and “potential” corner scattering in Theorems 5.1 and Theorem 5.3 respectively. Section 6 is devoted to the aforementioned applications of corner scattering to inverse scattering theory.

## 2 Formulation of the scattering problem

We consider the scattering problem governed by

$$\nabla \cdot a \nabla u + k^2 cu = 0 \quad \text{in } \mathbb{R}^n,$$

(2.1)

where the total field $u := u^{\text{in}} + u^{\text{sc}} \in H^1_{\text{loc}}(\mathbb{R}^n)$ is composed of the incident field $u^{\text{in}}$ and the scattered field $u^{\text{sc}}$. The incident field satisfies the Helmholtz equation

$$\Delta u^{\text{in}} + k^2 u^{\text{in}} = 0 \quad \text{in } \mathbb{R}^n,$$

(2.2)
and the scattered field satisfies the Sommerfeld radiation condition
\[ \hat{x} \cdot \nabla u^{sc} - iku^{sc} = o(|x|^{-n-1}) \] (2.3)
uniformly with respect to \( \hat{x} = x/|x| \). The coefficients \( a \) and \( c \) in (2.1) representing the constitutive material properties of the media, are real valued scalar \( L^\infty \) functions satisfying
\[ a(x) \geq a_0 > 0 \quad \text{for almost all } x \in \mathbb{R}^n, \] (2.4)
with a constant \( a_0 \) and
\[ \text{supp}(c - 1) \cup \text{supp}(a - 1) \subseteq \Omega, \] (2.5)
where \( \Omega \) is a simply connected bounded region in \( \mathbb{R}^n \), i.e. the inhomogeneity is included in \( \Omega \) and in the background media the constitutive material properties are \( a = 1 \) and \( c = 1 \).

2.1 A consequence of the non-scattering phenomenon

We assume that for a given inhomogeneity with constitutive parameters \( a(x) \) and \( c(x) \) there exists a nontrivial incident field \( u^{in} \) which would not be perturbed by \( a \) and \( c \) when observed by a far-field observer. In this case, the corresponding far-field pattern \( u^{\infty} \) will vanish identically or equivalently, the scattered field \( u^{sc} \) will be zero in the exterior of any simply-connected Lipschitz domain \( \Omega \) enclosing \( \text{supp}(c - 1) \cup \text{supp}(a - 1) \) (see Figure 1). As a consequence, the following transmission eigenvalue problem is satisfied
\[ \Delta v + k^2c v = 0, \quad \Delta a^{1/2} v = 0 \quad \text{in } \mathbb{R}^n, \] (2.6)
by the dependent change of variables \( v := a^{1/2}u \), since it will introduce new singularities in the above equation. Later on, we impose some regularity assumptions on the coefficients \( a \) and \( c \) in a neighborhood of the corner. Nevertheless we allow for jumps on \( a \) and \( c \) across the boundary of \( \text{supp}(a - 1) \cup \text{supp}(c - 1) \). In fact, away from the corner, \( a \) can be even \( L^\infty \) positive-definite matrix-valued function.

}\[4\]
with \( v := u^{\text{in}} \), where \( \nu \) is the outward unit normal to \( \partial \Omega \).

Figure 1: Sketch of an inhomogeneity satisfying our assumptions. Dotted filling depicts \( \text{supp}(c - 1) \), uniform coloring depicts \( \text{supp}(a - 1) \), while darker dotted filling depicts the support of \( \text{supp}(c - 1) \cap \text{supp}(a - 1) \). The domain \( \Omega \) must contain a corner for the contrast \( c - 1 \) or/and \( a - 1 \).

**Lemma 2.1.** If \( u \) and \( v \) satisfy (2.7), then one has

\[
\int_{\Omega} (a - 1) \nabla v \cdot \nabla w \, dx - k^2 \int_{\Omega} (c - 1) vw \, dx = \int_{\partial \Omega} a \partial_\nu w (v - u) - w (\partial_\nu v - a \partial_\nu u) \, ds
\]

for any solution \( w \) to

\[
\nabla \cdot a \nabla w + k^2 cw = 0, \quad \text{in } \Omega.
\]

**Proof.** Since \( u \) and \( w \) are both solutions to the same equation, we have from the Green’s formula that

\[
\int_{\partial \Omega} au \partial_\nu w \, ds = \int_{\Omega} a \nabla u \cdot \nabla w - k^2 cu w \, dx = \int_{\partial \Omega} aw \partial_\nu u \, ds.
\]

Similarly we have

\[
\int_{\Omega} a \nabla v \cdot \nabla w \, dx - k^2 \int_{\Omega} cvw \, dx = \int_{\partial \Omega} av \partial_\nu w \, ds
\]

\[
= \int_{\Omega} \nabla v \cdot \nabla w \, dx - k^2 \int_{\Omega} vw \, dx - \int_{\partial \Omega} w \partial_\nu v \, ds + \int_{\partial \Omega} av \partial_\nu w \, ds,
\]

where in the second identity we have used that \( v \) satisfies the Helmholtz equation. It is hence obtained that

\[
\int_{\Omega} (a - 1) \nabla v \cdot \nabla w \, dx - k^2 \int_{\Omega} (c - 1) vw \, dx = \int_{\partial \Omega} av \partial_\nu w - w \partial_\nu v
\]

\[
= \int_{\partial \Omega} a \partial_\nu w (v - u) - w (\partial_\nu v - a \partial_\nu u) \, ds.
\]

The identity in the above lemma is a fundamental tool in our forthcoming analysis of the scattering by corners. Later in Section 4, we analyze in details these integrals near the corner, i.e. in \( B_\varepsilon(x_0) \cap \Omega \) as shown in Figure 1.
3 Complex rapidly decaying solutions

In this section, we shall seek for solutions to the equation
\[ \nabla \cdot \gamma \nabla w + k^2 \rho w = 0 \quad \text{in } \mathbb{R}^n, \tag{3.1} \]
which are of the form
\[ w = w_\tau = \gamma^{-1/2}(1 + r(x))e^{\eta \cdot x}. \tag{3.2} \]
Here, \( \eta \in \mathbb{C}^n \) is defined as
\[ \eta = -\tau (d + id^\perp), \tag{3.3} \]
with \( d, d^\perp \in S^{n-1} \) satisfying \( d \cdot d^\perp = 0 \). These solutions are referred to in the literature as Complex Geometrical Optics (CGO) solutions. Given \( s \in \mathbb{R} \) and \( p \geq 1 \), we recall the Bessel potential space
\[ H^{s,p} := \{ f \in L^p(\mathbb{R}^n); \mathcal{F}^{-1}[(1 + |\xi|^2)^s \mathcal{F} f] \in L^p(\mathbb{R}^n) \}, \]
where \( \mathcal{F} \) and \( \mathcal{F}^{-1} \) denote the Fourier transform and its inverse, respectively.

**Condition 3.1.** Given \( s \in \mathbb{R} \), the coefficients \( \gamma \) and \( \rho \) are such that \( q := \gamma^{-1/2} \Delta \gamma^{1/2} - k^2 \rho \gamma^{-1} \in H^{s,\tilde{p}} \) and
\[ \|qf\|_{H^{s,\tilde{p}}} \leq C_1 \|f\|_{H^{s,p}} \quad \text{for any } f \in H^{s,p}, \tag{3.4} \]
with some \( 1 < \tilde{p} < 2 \) satisfying
\[ 2/(n+1) + 1/p \leq 1/\tilde{p} < 2/n + \min\{1/p, s/n\}. \tag{3.5} \]

Some instances of feasible choices for the parameters \( s, p, \tilde{p} \) such that (3.5) holds are given next. For \( s = 0 \) in \( \mathbb{R}^2 \) for any \( p > 3 \) one can find \( 1 < \tilde{p} < 2 \), whereas in \( \mathbb{R}^3 \) a number \( \tilde{p} \) in the interval \((3/2, 2)\) can be chosen for any \( p > 6 \). If \( s = 1 \) is chosen, then for any \( p > 6/5 \) in \( \mathbb{R}^2 \) and any \( p > 2 \) in \( \mathbb{R}^3 \) one can find \( 1 < \tilde{p} < 2 \). We will be more specific when we apply the result from this section to our inverse scattering problem.

In order to see the relevance of introducing the function \( q \) in Condition 3.1 we note that if we let \( v := \gamma^{1/2}w \) then \( v \) satisfies
\[ \Delta v - qv = 0 \quad \text{in } \mathbb{R}^n. \]
Thus we can make use of existing results on the CGO solutions for the above equation.

**Proposition 3.1.** Given \( n = 2, 3, s \in \mathbb{R} \), let \( \gamma \) satisfy Condition 3.1 with the constant \( p \) subjected to \( p > 1 + 2/(n-1) \) and \( n/p < 2/(n+1) + s \). Then for any \( \tau > 0 \) large enough, there is a solution \( w \) to (3.1) which is of the form (3.2) with the residual \( r \) satisfying
\[ \|r\|_{H^{s,p}} = O(\tau^{s-n/p+\sigma}), \tag{3.6} \]
with a constant \( \sigma > 0 \) independent of \( \tau \) and \( r \).

In order to prove Proposition 3.1 we apply the following lemma from [24, Proposition 3.3], which is based on the uniform Sobolev inequalities given in [20].
Lemma 3.1. Suppose that \( n \geq 2, s \in \mathbb{R}, 1 < \tilde{p} < 2, \) and \( p > 1 \) satisfying \( 2/(n+1) \leq 1/\tilde{p} - 1/p < 2/n. \) Then for any \( \eta \in \mathbb{C}^n \) of the form (3.3) with \( \tau \) sufficiently large, there is an operator \( \mathcal{G}_\eta : H^{s,\tilde{p}} \to H^{s,p} \) which maps \( f \in H^{s,\tilde{p}} \) to a solution \( r = \mathcal{G}_\eta f \) of

\[
(\Delta + 2\eta \cdot \nabla)r = f \quad \text{in } \mathbb{R}^n,
\]

which satisfies

\[
\|\mathcal{G}_\eta f\|_{H^{s,p}} \lesssim \frac{\|f\|_{H^{s,\tilde{p}}}}{\tau^{2-n(1/\tilde{p} - 1/p)}}.
\]

We remark that in the formulation of the lemma and in what follows throughout the paper, the notation \( \lesssim \) means less than or equal to up to a constant independent of \( \tau \), for \( \tau \) sufficiently large.

Proof of Proposition 3.1. Substituting the form (3.2) into the equation (3.1) yields

\[
\Delta r + 2\eta \cdot \nabla r = qr + q,
\]

where \( q \) is the function defined in Condition 3.1. Conversely, one can observe that if \( w \) is defined as in (3.2) with \( r \) satisfying (3.8), then \( w \) is a solution to (3.1).

We construct

\[
r := (\text{Id.} - \mathcal{G}_\eta q)^{-1} \mathcal{G}_\eta q,
\]

by claiming that \( (\text{Id.} - \mathcal{G}_\eta q)^{-1} \mathcal{G}_\eta \) is a bounded operator mapping from \( H^{s,\tilde{p}} \) to \( H^{s,p} \), with

\[
\| (\text{Id.} - \mathcal{G}_\eta q)^{-1} \mathcal{G}_\eta f \|_{H^{s,p}} \lesssim \frac{\|f\|_{H^{s,\tilde{p}}}}{\tau^{2-n(1/\tilde{p} - 1/p)}}.
\]

If this claim is true, one can verify straightforwardly that the function \( r \) defined in (3.9) satisfies (3.8), by using that \( \mathcal{G}_\eta \) is a solution operator of (3.7). Moreover, we have

\[
\|r\|_{H^{s,p}} \lesssim \frac{\|q\|_{H^{s,\tilde{p}}}}{\tau^{2-n(1/\tilde{p} - 1/p)}} = \frac{\|q\|_{H^{s,\tilde{p}}}}{\tau^{\sigma - s + n/p}},
\]

with the constant \( \sigma := 2 - n/\tilde{p} + s > 0 \). We are left to prove the claim.

Notice that \( \mathcal{G}_\eta q \) is a bounded operator on \( H^{s,p} \). In particular, one has

\[
\|\mathcal{G}_\eta qf\|_{H^{s,p}} \lesssim \frac{\|qf\|_{H^{s,\tilde{p}}}}{\tau^{2-n(1/\tilde{p} - 1/p)}} \lesssim \frac{\|f\|_{H^{s,p}}}{\tau^{2-n(1/\tilde{p} - 1/p)}},
\]

for any \( f \in H^{s,p} \). Recall that \( 2 - n(1/\tilde{p} - 1/p) \) is positive. As a consequence, the operator \( \text{Id.} - \mathcal{G}_\eta q \) is invertible on \( H^{s,p} \) with a bounded inverse for \( \tau \) sufficiently large. Therefore we have for any \( f \in H^{s,p} \) that

\[
\| (\text{Id.} - \mathcal{G}_\eta q)^{-1} \mathcal{G}_\eta f \|_{H^{s,p}} \lesssim \|\mathcal{G}_\eta f\|_{H^{s,p}} \lesssim \frac{\|f\|_{H^{s,p}}}{\tau^{2-n(1/\tilde{p} - 1/p)}}.
\]

The proof is complete. \( \square \)
4 Local analysis of solutions near a corner

We now use the CGO solutions introduced in Section 3 to analyze the behavior of solutions of partial differential equations of interest in a neighborhood of a corner, providing the bridge to final goal of understanding the scattering by an inhomogeneity whose support contains a corner. In what follows, $\mathbb{S}^{n-1}$ denotes the unit sphere in $\mathbb{R}^n$ $n \geq 2$, and $\mathbb{S}^{n-1}_+$ denotes the upper half unit sphere.

Let $K$ be a given open subset of $\mathbb{S}^{n-1}$ which is Lipschitz and simply connected. We define the (infinite and open) “generalized cone” $C = C_K$ as $C := \{x \in \mathbb{R}^n; \hat{x} \in K\}$. Denote $C_\epsilon := C \cap B_\epsilon$ and $K_\epsilon := C \cap \partial B_\epsilon$, where $B_\epsilon$ is the ball centered at the origin of radius $\epsilon > 0$. Given a positive constant $\delta$, we define $K'_\delta$ as the open set of $\mathbb{S}^{n-1}$ which is composed of all directions $d \in \mathbb{S}^{n-1}$ satisfying that $d \cdot \hat{x} > \delta > 0$, for all $\hat{x} \in K$. (4.1)

Let $\rho \in L^\infty(\mathbb{R}^n)$ and $\gamma \in L^\infty(\mathbb{R}^n)$ satisfy

$$0 < \lambda_1 \leq \gamma(x) \leq \lambda_2 < \infty, \quad \text{for almost all } x \in C_\epsilon. \quad (4.2)$$

The following result is a direct consequence of Lemma 2.1.

**Lemma 4.1.** If $u, v \in H^1(C_\epsilon)$ satisfy

$$\nabla \cdot \gamma \nabla u + k^2 \rho u = 0, \quad \Delta v + k^2 v = 0, \quad \text{in } C_\epsilon,$$

$$u = v, \quad \gamma \partial_\nu u = \partial_\nu v, \quad \text{on } \partial C_\epsilon \setminus K_\epsilon,$$

then one has

$$\int_{C_\epsilon} (\gamma - 1) \nabla v \cdot \nabla w - k^2 (\rho - 1)vw \, dx = \int_{K_\epsilon} \gamma \partial_\nu w (v - u) - w (\partial_\nu v - \gamma \partial_\nu u) \, ds \quad (4.3)$$

for any solution $w$ to

$$\nabla \cdot \gamma \nabla w + k^2 \rho w = 0, \quad \text{in } C_\epsilon. \quad (4.4)$$

Denote the vector field $\vec{b} = \vec{b}_\gamma$ as

$$\vec{b} = \vec{b}_\gamma(x) := -\frac{\nabla \gamma^{-1/2}}{\gamma^{-1/2}} = \frac{\nabla \gamma^{1/2}}{\gamma^{1/2}} = -2 \frac{\nabla \gamma^{-1}}{\gamma^{-1}} = 2 \nabla \ln \gamma. \quad (4.5)$$

**Lemma 4.2.** Given $\gamma \in W^{1,\infty}$ satisfying (4.2), let $u, v \in H^1(C_\epsilon)$ satisfy (4.3) and let $w$ be a solution to (4.5) of the form (3.2) with $r \in H^1(C_\epsilon)$ and $d \in \mathbb{S}^{n-1}$ satisfying (4.1). Then one has

$$\left| \int_{C_\epsilon} (\gamma - 1) \nabla v \cdot \nabla w - k^2 (\rho - 1)vw \, dx \right| = O(\tau e^{-\delta \tau}) \quad (4.6)$$

for $\tau$ sufficiently large.
Proof. It is observed that

\[ |e^{\eta \cdot x}| \leq e^{-\tau_d \cdot x} \leq e^{-\tau_d |x|}, \quad \text{for any } x \in \mathcal{C} \cap B_\epsilon. \]

Hence for \( w \) of the form (3.2) we have

\[
\left| \int_{K_\epsilon} w (\partial_\nu v - \gamma \partial_\nu u) \right| = \left| \int_{K_\epsilon} \gamma^{-1/2} (1 + r(x)) (\partial_\nu v - \gamma \partial_\nu u) e^{\eta \cdot x} \right|
\]
\[
\leq e^{-\epsilon \delta_\tau} \int_{K_\epsilon} |1 + r(x)| \left( \lambda_1^{-1/2} |\partial_\nu v| + \lambda_2^{1/2} |\partial_\nu u| \right)
\]
\[
\lesssim e^{-\epsilon \delta_\tau},
\]

where \( \lambda_1 \) and \( \lambda_2 \) are the constants in (4.2). Notice that

\[
\nabla \left( \gamma^{-1/2} e^{\eta \cdot x} \right) = (\eta - \vec{b}) \gamma^{-1/2} e^{\eta \cdot x}.
\]

Then we have

\[
\nabla w = \gamma^{-1/2} (\nabla r + (1 + r) (\eta - \vec{b})) e^{\eta \cdot x},
\]

and hence

\[
\partial_\nu w = \gamma^{-1/2} (\partial_\nu r + (1 + r) (\eta - \vec{b}) \cdot \nu) e^{\eta \cdot x}.
\]

Therefore we have

\[
\left| \int_{K_\epsilon} \gamma \partial_\nu w (v - u) \right| = \left| \int_{K_\epsilon} \gamma^{1/2} (\partial_\nu r + (1 + r) (\eta - \vec{b}) \cdot \nu) (v - u) e^{\eta \cdot x} \right|
\]
\[
\leq \lambda_1^{-1/2} \left| \int_{K_\epsilon} (|\partial_\nu r| + 2|1 + r|) |v - u| \right| \tau e^{-\epsilon \delta_\tau}
\]
\[
+ 2\lambda_1^{1/2} \left| \int_{K_\epsilon} \partial_\nu \gamma (1 + r) (v - u) \right| e^{-\epsilon \delta_\tau}
\]
\[
\lesssim \tau e^{-\epsilon \delta_\tau}.
\]

Now the proof can be completed by using the identity (4.4). \( \square \)

In the following, we will use repeatedly the estimate

\[
\int_0^s t^{b-1} e^{-\mu t} \, dt = \Gamma(b)/\mu^b + o \left( e^{-\Re \mu s/2} \right), \quad \text{as } \Re \mu \to \infty,
\]

for any real number \( b > 0 \) and any complex number \( \mu \) satisfying \( \Re \mu \gg 1 \), where \( \Gamma \) stands for the Gamma function. We include the proof of (4.8) for readers’ convenience.

Proof of (4.8). Denote \( \mu_1 := \Re \mu \gg 1 \). Suppose that \( \mu_1 \geq 2(b-1)/s \). Then

\[
t^{b-1} \leq e^{\mu_1 t/2}, \quad \text{for all } t \geq s,
\]

and hence

\[
\left| \int_s^\infty t^{b-1} e^{-\mu t} \, dt \right| \leq \int_s^\infty t^{b-1} e^{-\mu_1 t} \, dt \leq \int_s^\infty e^{-\mu_1 t/2} \, dt = 2e^{-\mu_1 s/2}/\mu_1.
\]
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Notice that
\[ \int_0^\infty t^{b-1} e^{-\mu t} \, dt = \mathcal{L}\{t^{b-1}\}(\mu) = \Gamma(b)/\mu^b, \]
where \( \mathcal{L} \) represents the Laplace transform and \( \Gamma \) is the gamma function. Therefore, we have
\[ \int_0^s t^{b-1} e^{-\mu t} \, dt = \int_0^\infty t^{b-1} e^{-\mu t} \, dt - \int_s^\infty t^{b-1} e^{-\mu t} \, dt = \Gamma(b)/\mu^b + o\left(e^{-\mu s}/2\right), \quad \text{as } \mu_1 = \Re \mu \to \infty. \]

**Lemma 4.3.** Under the same notations and conditions as in Lemma 4.2, suppose that there are constants \( p, \hat{p} > 1 \) and \( \sigma_0 > 0 \) such that the residual \( r \) in the form (3.2) of \( w \) satisfies
\[ \|r\|_{L^p(K_{x_0})} = O(\tau^{-n/\hat{p} - \sigma_0}) \quad \text{and} \quad \|\nabla r\|_{L^\hat{p}(K_{x_0})} = O(\tau^{1-n/\hat{p} - \sigma_0}) \] (4.9)
for \( \tau \) sufficiently large. Assume further that there exist constants \( \alpha, \beta, \sigma \in \mathbb{R} \), with \( \sigma > 0 \), \( \alpha \neq -1 \), and functions \( \gamma_\beta, V \in L^\infty(K) \), which are all independent of \( \tau \), satisfying
\[ (\gamma(x) - 1)\gamma^{-1/2}(x) = \gamma_\beta(\hat{x})|x|^\beta + O(|x|^{\beta+\sigma}), \] (4.10)
and
\[ \nabla v(x) = V(\hat{x})|x|^\alpha + O(|x|^\alpha+\sigma), \] (4.11)
for all \( x \in K_{x_0} \). Then one must have
\[ \left| \int_{K_{x_0}} \gamma_\beta(\hat{x})V(\hat{x}) \cdot \eta |x|^\alpha \nabla \eta x \, dx \right| = \|\gamma_\beta\|_{L^\infty(K)} \|V\|_{L^\infty(K)} O\left(\frac{1}{\tau^{n+\beta+\alpha-1}}\right), \] (4.12)
and
\[ \left| \int_{K_{x_0}} [(\gamma(x) - 1) \nabla v(x) \cdot \nabla w(x) - \gamma_\beta(\hat{x})V(\hat{x}) \cdot \eta |x|^\alpha \nabla \eta x ] \, dx \right| = \|\gamma_\beta\|_{L^\infty(K)} \|V\|_{L^\infty(K)} O\left(\frac{1}{\tau^{n+\beta+\alpha}}\right) + O\left(\frac{1}{\tau^{n+\beta+\alpha-1+\sigma}}\right), \] (4.13)
as \( \tau \to \infty \), for any \( d \in K_{x_0}^\delta \) with \( \delta > 0 \).

**Proof.** Recalling (4.7) from before we have
\[ \int_{K_{x_0}} (\gamma - 1) \nabla v \cdot \nabla w \, dx = \int_{K_{x_0}} \gamma^{-1/2} (\gamma - 1) \nabla v \cdot \left( \eta - \bar{b} + (\nabla + \eta - \bar{b}) r \right) e^{x \cdot w} \, dx \]
Using (4.10) and (4.11) we observe that
\[ (\gamma - 1) \gamma^{-1/2} \nabla v = \gamma_\beta(\hat{x})V(\hat{x})|x|^\alpha + O\left(|x|^{\alpha+\beta+\sigma}\right). \]
Thus we are able to split the integral in (4.13) as
\[ \int_{K_{x_0}} (\gamma - 1) \nabla v \cdot \nabla w \, dx - I_{10} = \sum_{j=1}^3 I_{1j}, \] (4.14)
where the integrals \( I_{1j}, j = 0, \ldots, 3, \) are defined by

\[
I_{10} := \int_{C_e} \gamma_\beta(\hat{x}) V(\hat{x}) \cdot \eta |x|^{\alpha + \beta} e_{r}^{\eta x} \, dx,
\]

\[
I_{11} := -\int_{C_e} \gamma_\beta(\hat{x}) |x|^{\alpha + \beta} V(\hat{x}) \cdot \vec{b}(x) e_{r}^{\eta x} \, dx,
\]

\[
I_{12} := \int_{C_e} \gamma_\beta(\hat{x}) |x|^{\alpha + \beta} V(\hat{x}) \cdot \left( \nabla + \eta - \vec{b}(x) \right) r e_{r}^{\eta x} \, dx,
\]

and

\[
I_{13} := \int_{C_e} \Omega \left( |x|^{\alpha + \beta + \sigma} \right) \cdot \left( \eta - \vec{b}(x) + \left( \nabla + \eta - \vec{b}(x) \right) r \right) e_{r}^{\eta x} \, dx,
\]

which can all be viewed as functions of \( \tau. \)

Notice that

\[
|I_{10}| \leq \tau \| \gamma_\beta V \|_{L^\infty(K)} \int_{C_e} e^{-\tau d_{x}} |x|^{\alpha + \beta} \, dx.
\]

By applying (4.8) and the property (4.1) for \( d \in \mathcal{K}_\delta \) we obtain that

\[
|I_{10}| \lesssim \tau \| \gamma_\beta V \|_{L^\infty(K)} \int_0^s \int_{\mathcal{K}} t^{n+\alpha+\beta-1} e^{-\tau r d_{\hat{x}}} \, d\sigma(\hat{x}) \, dt
\]

\[
\lesssim \tau \| \gamma_\beta V \|_{L^\infty(K)} \int_0^s t^{n+\alpha+\beta-1} e^{-\tau r \delta} \, dt \lesssim \frac{\| \gamma_\beta V \|_{L^\infty(K)}}{\tau^{n+\alpha+\beta-1}}. \tag{4.15}
\]

Using the same arguments and recalling (2.4) we also observe that

\[
|I_{11}| \leq \lambda_{-1}^{-1} \| \nabla \gamma \|_{L^\infty(C_e)} \| \gamma_\beta V \|_{L^\infty(K)} \int_{C_e} e^{-\tau d_{x}} |x|^{\alpha + \beta} \, dx \lesssim \frac{\| \gamma_\beta V \|_{L^\infty(K)}}{\tau^{n+\alpha+\beta}}.
\]

For the estimate concerning \( I_{12}, \) we first have that

\[
\left| \int_{C_e} r e_{r}^{\eta x} \gamma_\beta(\hat{x}) |x|^{\alpha + \beta} V(\hat{x}) \cdot \left( \eta - \vec{b}(x) \right) \, dx \right| \lesssim \tau \| \gamma_\beta V \|_{L^\infty(K)} \int_{C_e} e^{-\tau d_{x}} |x|^{\alpha + \beta} \, dx
\]

\[
\lesssim \tau \| \gamma_\beta V \|_{L^\infty(K)} \| r \|_{L^p(C_e)} \left( \int_{C_e} e^{-p' \tau d_{x}} |x|^{p'(\alpha + \beta)} \, dx \right)^{1/p'}
\]

where \( p' \) denotes the Hölder conjugate of \( p. \) In the same way as for (4.15), we can derive that

\[
\int_{C_e} e^{-p' \tau d_{x}} |x|^{p'(\alpha + \beta)} \, dx \leq \sigma(K) \int_0^s t^{n+p'(\alpha + \beta)-1} e^{-t \tau \delta} \, dt \lesssim \frac{1}{\tau^{n+p'(\alpha + \beta)}},
\]

and hence that

\[
\left| \int_{C_e} r e_{r}^{\eta x} \gamma_\beta(\hat{x}) |x|^{\alpha + \beta} V(\hat{x}) \cdot \left( \eta - \vec{b}(x) \right) \, dx \right| \lesssim \frac{\| \gamma_\beta V \|_{L^\infty(K)} \| r \|_{L^p(C_e)}}{\tau^{n/p' + \alpha + \beta - 1}} = \frac{\| \gamma_\beta V \|_{L^\infty(K)} \| r \|_{L^p(C_e)}}{\tau^{n+\alpha+\beta-1-n/p}}.
\]
Therefore, the condition (4.9) implies
\[
|I_{12}| = \|\gamma \beta V\|_{L^\infty(K)} O\left(\frac{1}{\tau^{n+\alpha+\beta-1+\sigma_0}}\right).
\]

As for the integral \(I_{13}\), analogous to the estimates for \(I_{11}\) and \(I_{12}\) one has
\[
\left| \int_{C_e} e^{\eta x} O \left( |x|^{\alpha+\beta+\sigma} \right) \cdot \left( -\tilde{b} + (\nabla + \eta - \tilde{b}) r \right) dx \right| = O\left(\frac{1}{\tau^{n+\alpha+\beta+\sigma}}\right) + O\left(\frac{1}{\tau^{n+\alpha+\beta-1+\sigma+\sigma_0}}\right).
\]

Applying the argument in (4.15) for the rest of \(I_{13}\) we obtain that
\[
\left| \int_{C_e} e^{\eta x} \eta \cdot O \left( |x|^{\alpha+\beta+\sigma} \right) dx \right| \lesssim \tau \int_{C_e} e^{-\tau d x} |x|^{\alpha+\beta+\sigma} dx \lesssim \frac{1}{\tau^{n+\alpha+\beta+\sigma-1}}.
\]

Hence we have
\[
|I_{13}| = O\left(\frac{1}{\tau^{n+\alpha+\beta+\sigma-1}}\right).
\]

The proof is complete. \(\square\)

**Lemma 4.4.** Adopting the same notations and assumptions as in Lemma 4.3, assume further that there exist constants \(\alpha_0, \beta_0 \in \mathbb{R}\) and functions \(\rho_0, \tilde{v} \in L^\infty(K)\), which are all independent of \(\tau\), satisfying
\[
(\rho(x) - 1) \gamma^{-1/2}(x) = \rho_0(\hat{x}) |x|^{\beta_0} + O(|x|^{\beta_0+\sigma}), \quad (4.16)
\]

and
\[
v(x) = \tilde{v}(\hat{x}) |x|^{\alpha_0} + O(|x|^{\alpha_0+\sigma}), \quad (4.17)
\]

with some \(\delta > 0\), for all \(x \in C_e\). Then one must have
\[
\left| \int_{C_e} \rho_0(\hat{x}) \tilde{v}(\hat{x}) |x|^{\alpha_0+\beta_0} e^{\eta x} dx \right| = \|\rho_0\|_{L^\infty(K)} \|\tilde{v}\|_{L^\infty(K)} O\left(\frac{1}{\tau^{n+\beta_0+\alpha_0}}\right), \quad (4.18)
\]

and
\[
\left| \int_{C_e} \left[ (\rho - 1)v w - \rho_0(\hat{x}) \tilde{v}(\hat{x}) |x|^{\alpha_0+\beta_0} e^{\eta x} \right] dx \right| = \|\rho_0\|_{L^\infty(K)} \|\tilde{v}\|_{L^\infty(K)} O\left(\frac{1}{\tau^{n+\beta_0+\alpha_0+\sigma_0}}\right) + O\left(\frac{1}{\tau^{n+\beta_0+\alpha_0+\sigma}}\right), \quad (4.19)
\]
as \(\tau \to \infty\), for any \(d \in K_\delta\) with \(\delta > 0\).
Proof. We first observe from (4.16) and (4.17) that
\[(\rho - 1)\gamma^{-1/2} v = \rho_0(\hat{x}) \tilde{v}(\hat{x}) |x|^{\alpha_0 + \beta_0} + O(|x|^{\alpha_0 + \beta_0 + \sigma}).\]
Substituting the form (3.2) of \(w\) we can split the integral
\[
\int_{\mathcal{C}_e} (\rho - 1)vw \, dx - I_{20} = I_{21} + I_{22},
\]
where the integrals \(I_{20}, I_{21}\) and \(I_{22}\) are defined by
\[
I_{20} := \int_{\mathcal{C}_e} \rho_0(\hat{x}) \tilde{v}(\hat{x}) |x|^{\alpha_0 + \beta_0} e^{\eta \cdot x} \, dx,
\]
\[
I_{21} := \int_{\mathcal{C}_e} \rho_0(\hat{x}) \tilde{v}(\hat{x}) |x|^{\alpha_0 + \beta_0} r(x) e^{\eta \cdot x} \, dx,
\]
and
\[
I_{22} := \int_{\mathcal{C}_e} O\left(|x|^{\alpha_0 + \beta_0 + \sigma}\right) (1 + r)e^{\eta \cdot x} \, dx,
\]
which can be regarded as functions of \(\tau\). Applying similar arguments as in the proof of Lemma 4.3 and using (4.8) we have
\[
|I_{20}| \lesssim \|\rho_0 \tilde{v}\|_{L^\infty(\mathcal{K})} \int_{\mathcal{C}_e} e^{-\tau d \cdot x} |x|^{\alpha_0 + \beta_0} \, dx
\]
\[
= \|\rho_0 \tilde{v}\|_{L^\infty(\mathcal{K})} \int_0^\infty \int_{\mathcal{K}} t^{n + \alpha_0 + \beta_0 - 1} e^{-t \tau d \cdot \sigma(\hat{x})} \, d\sigma(\hat{x}) \, dt
\]
\[
\lesssim \|\rho_0 \tilde{v}\|_{L^\infty(\mathcal{K})} \int_0^\infty t^{n + \alpha_0 + \beta_0 - 1} e^{-t \tau^\delta \beta} \, dt \lesssim \frac{\|\rho_0 \tilde{v}\|_{L^\infty(\mathcal{K})}}{\tau^{n + \alpha_0 + \beta_0}}.
\]
Making use of (4.9) we can derive
\[
|I_{21}| \lesssim \|\rho_0 \tilde{v}\|_{L^\infty(\mathcal{K})} \int_{\mathcal{C}_e} r e^{-\tau d \cdot x} |x|^{\alpha_0 + \beta_0} \, dx
\]
\[
\lesssim \|\rho_0 \tilde{v}\|_{L^\infty(\mathcal{K})} \|r\|_{L^p(\mathcal{C}_e)} \left( \int_{\mathcal{C}_e} e^{-p' \tau d \cdot x} |x|^{p' \beta_0 + \alpha_0} \, dx \right)^{1/p'}
\]
\[
\lesssim \|\rho_0 \tilde{v}\|_{L^\infty(\mathcal{K})} \frac{\|r\|_{L^p(\mathcal{C}_e)}}{r^{n/p' + \beta_0 + \alpha_0}} = \|\rho_0 \tilde{v}\|_{L^\infty(\mathcal{K})} \frac{\|r\|_{L^p(\mathcal{C}_e)}}{\tau^{n + \beta_0 + \alpha_0 - n/p}} \lesssim \|\rho_0 \tilde{v}\|_{L^\infty(\mathcal{K})} \frac{1}{\tau^{n + \beta_0 + \alpha_0 + \sigma_0}}.
\]
Now the following estimate for \(I_{22}\) can be obtained analogously from those for \(I_{20}\) and \(I_{21}\),
\[
|I_{22}| \lesssim \frac{1}{\tau^{n + \beta_0 + \alpha_0 + \sigma}} + \frac{1}{\tau^{n + \beta_0 + \alpha_0 + \sigma + \sigma_0}}.
\]
The proof is complete.

The following result provides an estimate of an integral over \(\mathcal{C}_e\) involving the solution \(v\) of the problem (4.3).
Proposition 4.1. Under the same notations and assumptions as in Lemmas 4.3 and 4.4, one must have

\[
\left| \int_{\mathcal{C}_{\tau}} \gamma_{\beta}(\hat{x})V(\hat{x}) \cdot \eta |x|^{\alpha + \beta} e^{\eta \cdot x} \, dx \right|
= k^2 \| \rho_0 \|_{L^\infty(K)} \| \tilde{v} \|_{L^\infty(K)} O\left( \frac{1}{\tau^{n+\beta_0+\alpha_0}} \right) + k^2 O\left( \frac{1}{\tau^{n+\beta_0+\alpha_0+\sigma}} \right) + \| \gamma_{\beta} \|_{L^\infty(K)} \| V \|_{L^\infty(K)} O\left( \frac{1}{\tau^{n+\beta+\alpha}} \right) + O\left( \frac{1}{\tau^{n+\beta+\alpha-1+\sigma}} \right),
\]

(4.21)

\[
k^2 \left| \int_{\mathcal{C}_{\tau}} e^{\eta \cdot x} \tilde{v}(\hat{x}) \rho_0(\hat{x}) |x|^{\alpha_0 + \beta_0} \right|
= k^2 \| \rho_0 \|_{L^\infty(K)} \| \tilde{v} \|_{L^\infty(K)} O\left( \frac{1}{\tau^{n+\beta_0+\alpha_0+\sigma_0}} \right) + k^2 O\left( \frac{1}{\tau^{n+\beta_0+\alpha_0+\sigma}} \right) + \| \gamma_{\beta} \|_{L^\infty(K)} \| V \|_{L^\infty(K)} O\left( \frac{1}{\tau^{n+\beta+\alpha-1+\sigma}} \right) + O\left( \frac{1}{\tau^{n+\beta+\alpha-1+\sigma}} \right),
\]

(4.22)

\[
\left| \int_{\mathcal{C}_{\tau}} e^{\eta \cdot x} \left[ -k^2 \tilde{v}(\hat{x}) \rho_0(\hat{x}) |x|^{\alpha_0 + \beta_0} + \gamma_{\beta}(\hat{x}) V(\hat{x}) \cdot \eta |x|^{\alpha+\beta} \right] \, dx \right|
= k^2 \| \rho_0 \|_{L^\infty(K)} \| \tilde{v} \|_{L^\infty(K)} O\left( \frac{1}{\tau^{n+\beta_0+\alpha_0+\sigma_0}} \right) + k^2 O\left( \frac{1}{\tau^{n+\beta_0+\alpha_0+\sigma}} \right) + \| \gamma_{\beta} \|_{L^\infty(K)} \| V \|_{L^\infty(K)} O\left( \frac{1}{\tau^{n+\beta+\alpha}} \right) + O\left( \frac{1}{\tau^{n+\beta+\alpha-1+\sigma}} \right),
\]

(4.23)

as \( \tau \to \infty \), for any \( d \in K_d^\prime \) with some \( \delta > 0 \).

Proof. This is a direct consequence of Lemmas 4.2, 4.3 and 4.4, more precisely, by rewriting

\[
\int_{\mathcal{C}_{\tau}} e^{\eta \cdot x} \left[ -k^2 \tilde{v}(\hat{x}) \rho_0(\hat{x}) |x|^{\alpha_0 + \beta_0} + \gamma_{\beta}(\hat{x}) V(\hat{x}) \cdot \eta |x|^{\alpha+\beta} \right] \, dx
= k^2 \int_{\mathcal{C}_{\tau}} \left[ (\rho - 1) vw - \rho_0(\hat{x}) \tilde{v}(\hat{x}) |x|^{\alpha_0 + \beta_0} e^{\eta \cdot x} \right] \, dx
- \int_{\mathcal{C}_{\tau}} \left[ (\gamma - 1) \nabla v \cdot \nabla w - \gamma_{\beta}(\hat{x}) V(\hat{x}) \cdot \eta |x|^{\alpha+\beta} e^{\eta \cdot x} \right] \, dx
+ \int_{\mathcal{C}_{\tau}} (\gamma - 1) \nabla v \cdot \nabla w - k^2 (\rho - 1) vw \, dx,
\]

and using the estimates (4.6), (4.13), (4.18), (4.12) and (4.19).

Remark 4.1. Under sufficient regularity, the term \( \gamma_{\beta}(\hat{x}) |x|^\beta \) in (4.10) can be regarded as the first non-zero term, which is a homogeneous polynomial in this case, of the Taylor expansion for \( \gamma^{-1/2}(\gamma - 1) \) around \( x = 0 \). The same situation is true for (4.11), (4.16) and (4.17), concerning \( V, \rho \) and \( v \), respectively.

Remark 4.2. Later on, we will present some situations or conditions which would yield a contradiction of (4.23). As a consequence, we will be able to characterize the non-scattering property as well as some behavior of transmission eigenfunctions under certain circumstances.
Corollary 4.1. Under the same notations and assumptions as in Proposition 4.1, assume further that \( \beta = \beta_0 = 0 \), \( N := \alpha \geq 0 \) an integer and both \( \gamma_\beta = \gamma_0 \) and \( \rho_0 \) are constants. If \( \alpha_0 \geq N = \alpha \), then one has

\[
\gamma_0 \left| \int_{C_\epsilon} V(\hat{x}) \cdot \eta |x|^N e^{\eta \cdot x} \, dx \right| = o(\tau^{1-n-N}). \tag{4.24}
\]

Otherwise if \( \alpha_0 = N - 1 \), then

\[
\left| \gamma_0 \int_{C_\epsilon} V(\hat{x}) \cdot \eta |x|^N e^{\eta \cdot x} \, dx - k^2 \rho_0 \int_{C_\epsilon} e^{\eta \cdot \hat{x}} |\hat{x}|^{N-1} \, dx \right| = o(\tau^{1-n-N}). \tag{4.25}
\]

Remark 4.3. The constants \( \gamma_0 \) and \( \rho_0 \) in Corollary 4.1 can be viewed as the contrast of the coefficients \( \gamma(x) \) and \( \rho(x) \) comparing to the constant 1. In fact, under sufficient smoothness, one has

\[
\gamma_0 = (\gamma(0) - 1) \gamma^{-1/2}(0) \quad \text{and} \quad \rho_0 = (\rho(0) - 1) \gamma^{-1/2}(0).
\]

The above corollary highlights the complicated interplay of the behavior near the corner of the contrasts in \( \gamma \) and \( \rho \), as well as of the fields \( v \) and \( \nabla v \), in deciding whether (4.22) or (4.23) or both are the dominating terms in the asymptotic expansions.

5 Scattering by inhomogeneities with corners in 2D

We revisit the problem (4.3), or (2.7), in this section. We prove under the space dimension \( n = 2 \) that, when certain conditions are satisfied, the asymptotics (4.23) can not hold true unless the vector field \( V \) is trivial. As a consequence, we are able to derive some results concerning the “never trivial” scattering property of an inhomogeneous media in dimension two whose contrast in the main operator or/and the lower order term has a corner in its support.

5.1 Preliminaries

We first introduce some preliminary results. The the first one is a standard result, see e.g. [13].

Lemma 5.1. If \( v \) is a solution to the Helmholtz equation

\[
\Delta v + k^2 v = 0. \tag{5.1}
\]

in an open domain in \( \mathbb{R}^n \), then \( v \) is real analytic in that domain.

Lemma 5.2. Let \( v \) be defined in a neighborhood of a point \( x_0 \in \mathbb{R}^n \) for some \( \sigma > 0 \) and satisfies the Helmholtz equation (5.1). Write the Taylor series of \( v \) and \( \nabla v \) around \( x_0 \) as

\[
v = \sum_{j=N_0}^{\infty} v_j \quad \text{and} \quad \nabla v = \sum_{j=N}^{\infty} V_j,
\]

where \( v_j \) and \( V_j \) are homogeneous (vectorial) polynomials of \( (x-x_0) \) with degree \( j \) for each \( j \in \mathbb{N} \), \( v_{N_0} \) and \( V_N \) are not identically zero, and \( N_0, N \in \mathbb{N} \). Then the following are true, in the neighborhood where both of the Taylor series converges,
1. The vector field $V_j$ is curl free for each $j$.

2. There holds $N \leq N_0 \leq N + 1$, except for the case that $N_0 = 0$ and $N = 1$. In the latter case, one must have in addition, $v_1 = \nabla \cdot V_2 = \Delta v_3 \equiv 0$.

3. $V_N$ is divergence free if $N \neq 1$, and $\nabla \cdot V_N = -k^2 v_0$ when $N = 1$.

4. The polynomials $v_{N_0}$, $v_{N_0+1}$, $V_N$ and $V_{N+1}$ are harmonic.

Proof. Notice that

$$\nabla v = \sum_{j=N_0}^{\infty} \nabla v_j,$$

with $\nabla v_j$ homogeneous vectorial polynomials of degree $j - 1$, which is curl free, for each $j \geq 1$. Hence each $V_j$ is curl free, and we also observe $N_0 - 1 \leq N$. On the other hand from the Helmholtz equation we have

$$-k^2 v = \nabla \cdot \nabla v = \sum_{j=N}^{\infty} \nabla \cdot V_j.$$

Compare it to the original Taylor series of $v$ we obtain that $N - 1 \leq N_0$. Now let us look at the case when $N_0 = N - 1 \geq 0$. If $N \neq 1$, then $\nabla v_{N_0} = \nabla v_{N-1}$ is either identically zero or a homogeneous vectorial polynomial of degree $N - 2 \geq 0$. However, we know that the first nonzero term from the Taylor series of $\nabla v$ should be $V_N$. Therefore, we must have $\nabla v_{N-1} \equiv 0$, which implies that $v_{N-1} = v_{N_0}$ is a constant, namely, $N = 1$. Next, we verify that $\nabla \cdot V_N = 0$ when $N \neq 1$. If $N = 0$, this is trivial since $V_0$ is a constant vector. For $N \geq 2$, we have that $\nabla \cdot V_N = -k^2 v_{N-1} = 0$, because we have shown that $v_j \equiv 0$ for all $j \leq N - 1$. The last statement is known, see, [6, 24]. It can be seen directly by taking Laplacian on each term of the Taylor series and using the fact that both $v$ and $\nabla v$ solve the Helmholtz equation.

We are now in a position to introduce an estimate which can be related to (4.23). In the following, we shall restrict ourselves only in dimension $n = 2$. However, similar estimates and results are expected for dimension three or higher. Under this consideration, we still keep the notation $n$, instead of 2, and specify $n = 2$ when needed.

We define our local corner first. Denote $\psi_0 \in (0, \pi)$ as the aperture of a (convex) corner. Given positive constants $\epsilon$ and $\delta$, let $\mathcal{C} = \{(\cos \psi, \sin \psi); 0 < \psi < \psi_0\}$, $C$, $C_\epsilon$ and $\mathcal{K}_\delta'$ be defined accordingly as in the beginning of Section 4. In particular, we remind here that $\mathcal{K}_\delta'$ is an open set of $\mathbb{S}^{n-1}$ where elements $d$ satisfy (4.1).

Lemma 5.3. Let the index of dimension $n = 2$, and let the complex vector $\eta$ be of the form (3.3) with $\tau > 0$ and $d \in \mathcal{K}_\delta'$. Given $N \in \mathbb{N}$, let $\tilde{V} = \tilde{V}(x)$ be the gradient of a homogeneous polynomial of degree $N + 1$ which is harmonic. Suppose that $\tilde{V}$ is not identically zero. Then one must have

$$\int_{C_\epsilon} e^{\eta \cdot x} \tilde{V} \cdot \eta \, dx = C_0 \tau^{1 - n - N} + o(\tau e^{-\epsilon \tau/2}), \quad (5.2)$$
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with a constant $C_0$ independent of $\tau$. Moreover, if $C_0$ is zero when taking both the two opposite directions of $d^\perp$ for fixed $d$, then one must have

$$
\psi_0 = \frac{2l\pi}{n+2N} = \frac{l\pi}{1+N} \in (0, \pi), \quad i.e., \quad N = \frac{\pi}{\psi_0}l - 1 \in \mathbb{N}, \quad (5.3)
$$

for some $l \in \mathbb{N}$.

Remark 5.1. When $N = 0$, namely when $\tilde{V}$ is a constant vector, then $C_0 \neq 0$ for corners of any angle unless $\tilde{V}$ is the zero vector. If $N = 1$, then (5.3) implies that $\psi_0 = \pi/2$ is the only case for $C_0 = 0$ with $\tilde{V}$ not identically zero.

Before proving the above lemma, it is insightful to remark that the above exception of $\psi_0$ (which translates to a particular form of $u^{in}$) is not an exception for the potential case $(\Delta + k^2 \rho)u = 0$, i.e when $\gamma = 0$ (see i.e [6]). For our case concerning the operator $\nabla \cdot \gamma \nabla + k^2 \rho$, even if we replace $\tilde{V} \cdot \eta$ in (5.2) with $\tilde{V} \cdot \tilde{p}$, with $\tilde{p} \in \mathbb{C}^2$ and $\tilde{p} \cdot \eta = 0$, would not exempt us from getting exceptional $\psi_0$ that yield $C_0 = 0$ and non zero $\tilde{V}$. In fact, such a vector $\tilde{p}$ would satisfy

$$
\tilde{p} = c_0(d^\perp - i d) = -ic_0(d + i d^\perp) = -ic_0 \eta / \tau.
$$

This basically means that even a “direct” CGO solution for $\nabla w$ of the form $\nabla w = \gamma^{1/2}(\tilde{p} + \tilde{r})e^{i\eta \cdot x}$ with $\tilde{p} \in \mathbb{C}^2$ satisfying $\tilde{p} \cdot \eta = 0$ might not be of help in improving the results.

Proof of Lemma [5.3] It is known that $(x_1 \pm ix_2)^N$ form a base of all homogeneous harmonic polynomial of degree $N$, where $x_1$ and $x_2$ denote the Cartesian components of $x \in \mathbb{R}^2$. Therefore, the vector field $\tilde{V}$ can be written as

$$
\tilde{V}(x) = b_1 \left( \frac{1}{i} \right) (x_1 + ix_2)^N + b_2 \left( \frac{1}{i} \right) (x_1 - ix_2)^N
$$

$$
= b_1 \left( \frac{1}{i} \right) |x|^N e^{iN\psi} + b_2 \left( \frac{1}{i} \right) |x|^N e^{-iN\psi},
$$

where we have adopted the parametrization as $\hat{x} = (\cos \psi, \sin \psi)^T$. Denote $d = (\cos \varphi, \sin \varphi)^T$. Taking $\varphi = \pi/2$ as the angular coordinate of $d^\perp$, then $d^\perp = \pm (\sin \varphi, -\cos \varphi)^T$ and

$$
d + id^\perp = \begin{pmatrix} \cos \varphi \pm i \sin \varphi \\ \sin \varphi \mp i \cos \varphi \end{pmatrix} = \begin{pmatrix} 1 \\ \mp i \end{pmatrix} e^{\pm i \varphi}.
$$

Under these notations we have

$$
\eta \cdot \hat{x} = -\tau e^{\pm i \varphi} (\cos \psi \mp i \sin \psi) = -\tau e^{\pm i(\varphi - \psi)}.
$$

and, depending on the opposite direction choices of $d^\perp$,

$$
-|x|^{-N} \nabla V(x) \cdot \eta^{-1} = 2b_1 e^{i(N\psi + \varphi)} \quad \text{or} \quad -|x|^{-N} \nabla V(x) \cdot \eta^{-1} = 2ib_2 e^{-i(N\psi + \varphi)}. \quad (5.5)
$$

It is observed that

$$
\int_{C_x} |x|^N e^{\eta \cdot x} e^{\pm iN\psi} \, dx = \int_0^\infty \int_0^{t^\psi_0} t^{N+n-1} e^{-t\tau e^{\pm i(\varphi - \psi)}} e^{\pm iN\psi} \, d\psi \, dt.
$$
Applying the estimate (4.8) yields
\[
\int_{C_\epsilon} |x|^N e^{\eta x} e^{\pm iN \psi} dx - \mathcal{O}(e^{-\epsilon \tau/2}) = -\frac{\Gamma(N+n)}{\tau^{N+n}} e^{\mp i \phi(N+n)} \int_0^{\psi_0} e^{\pm i(N+n)\psi} e^{\pm iN \psi} d\psi = C_\pm \frac{\Gamma(N+n)}{\tau^{N+n}},
\]
with the constant
\[
C_\pm := e^{\mp i(N+n)\phi} \int_0^{\psi_0} e^{\pm i(2N+n)\psi} d\psi = \frac{\pm i}{2N+n} \left(1 - e^{\mp i(2N+n)\psi_0}\right) e^{\mp i(N+n)\phi}.
\]
Therefore, we have from (5.5) and (5.6) that
\[
\int_{C_\epsilon} e^{\eta x} \tilde{V} \cdot \eta dx = -2b_1 e^{\pm 1\phi} \tau \int_{C_\epsilon} |x|^N e^{\pm iN \psi} e^{\eta x} dx
\]
\[
= -2b_1 C_\pm \frac{\Gamma(N+n)}{\tau^{N+n-1}} e^{\pm i\phi} + o(\tau e^{-\epsilon \tau/2}),
\]
where the constant \(b_1\) should be in fact \(i b_2\) when the \(\mp\) is taken as the + sign. We have now verified (5.2) with the constant
\[
C_0 = -2i b_1 \frac{\Gamma(N+n)}{2N+n} e^{-i(N+n-1)\phi} \left(1 - e^{i(2N+n)\psi_0}\right),
\]
if we take \(\phi - \pi/2\) as the angular of \(d^\perp\), or if we take \(\phi + \pi/2\) as the angular of \(d^\perp\)
\[
C_0 = -2b_2 \frac{\Gamma(N+n)}{2N+n} e^{i(N+n-1)\phi} \left(1 - e^{-i(2N+n)\psi_0}\right).
\]
If \(C_0 = 0\) for both cases, then one must have either
\[
(2N+n)\psi_0 = 2l\pi, \quad \text{for some } l \in \mathbb{N}, \tag{5.7}
\]
or \(b_1 = b_2 = 0\). However, the latter cannot be true since we have assumed the non-triviality of \(\tilde{V}\).

The following result is known, see [24]. It was first established in [6] for rectangular corners and \(\gamma = 1\).

**Lemma 5.4.** Let \(n = 2\), and let \(\eta\) be of the form (3.3) with \(\tau > 0\) and \(d \in K_{\epsilon_0}^\prime\). Let \(v_{N_0}\) be a homogeneous polynomial of degree \(N_0 \in \mathbb{N}\) which is harmonic. Then there is a constant \(C_{1,N_0}\), which depends on \(d\) but not on \(\tau\), such that
\[
\int_{C_\epsilon} v_{N_0}(x) e^{\eta x} dx = C_{1,N_0} \tau^{-N_0} + \mathcal{O}(\tau e^{-\epsilon \tau/2}). \tag{5.8}
\]
Moreover, the constant \(C_{1,N_0} = C_{1,N_0}(d)\) cannot be zero for all directions \(d\) in any open subset of \(S^{n-1}\).
The next result is a particular case of Lemma 5.4 when \( N_0 = 0 \). We give a proof for the sake of obtaining the explicit value of the constant \( C_{1,N_0} \) in (5.8), which will be used later.

**Lemma 5.5.** Under the same notations as in Lemma 5.4, one has

\[
\int_{C_\epsilon} e^{\eta \cdot x} dx = C_1 \tau^{-n} + o \left( \tau e^{-\epsilon \tau/2} \right),
\]

with a constant \( C_1 \neq 0 \) which is independent of \( \tau \).

**Proof.** Applying (5.4) and (4.8) we have

\[
\int_{C_\epsilon} e^{\eta \cdot x} dx = \int_{C_\epsilon} e^{-\tau |x| e^{\pm i(\varphi - \psi)}} dx = \int_0^{\psi_0} \int_0^\infty t^{n-1} e^{-\tau t e^{\pm i(\varphi - \psi)}} dt d\psi
\]

\[
= \frac{\Gamma(n)}{\tau^n} \int_0^{\psi_0} e^{\mp in(\varphi - \psi)} d\psi + o \left( \tau e^{-\epsilon \tau/2} \right).
\]

Therefore, we have derived (5.9) with the constant

\[
C_1 = \Gamma(n) e^{\mp in\varphi} \int_0^{\psi_0} e^{\pm in\psi} d\psi = \pm i \Gamma(n)/ne^{\mp in\varphi} \left( 1 - e^{\pm in\psi_0} \right),
\]

where the plus or minus signs depend on the choice of direction or angular, \( \varphi \mp \pi/2 \), of the unit vector \( d^\perp \).

**Lemma 5.6.** Let the index of dimension \( n = 2 \), and let \( V = \tilde{V}(x) \) be a fixed homogeneous polynomial for \( x \) of degree \( N = 1 \) which is curl free and satisfies \( \nabla \cdot \tilde{V} = -k^2 v_0 \neq 0 \), where \( v_0 \) is a constant. Let the complex vector \( \eta = \eta(\tau, d) \) be of the form (3.3) with \( \tau > 0 \) and \( d \in K_\delta' \). Then one has

\[
\int_{C_\epsilon} e^{\eta \cdot x} \tilde{V} \cdot \eta dx = \tilde{C}_0 \tau^{-n} + o \left( \tau e^{-\epsilon \tau/2} \right),
\]

and

\[
\gamma_0 \int_{C_\epsilon} e^{\eta \cdot x} \tilde{V} \cdot \eta dx - k^2 v_0 \rho_0 \int_{C_\epsilon} e^{\eta \cdot x} dx = \tilde{C}_1 \tau^{-n} + o \left( \tau e^{-\epsilon \tau/2} \right),
\]

with constants \( \tilde{C}_0 \) and \( \tilde{C}_1 \) independent of \( \tau \) but possibly dependent on \( d \). Moreover, one can always find a direction \( d \in K_\delta' \) and a corresponding perpendicular vector \( d^\perp \) so that \( \tilde{C}_1 \neq 0 \) unless \( \psi_0 = \pi/2 \) and \( \rho_0 = 0 \) both hold true.

**Proof.** We apply the parametrization \( \dot{x} = (\cos \psi, \sin \psi)^T \) as before and write

\[
\tilde{V}(x) = \begin{pmatrix} b_{11} & b_{12} \\ b_{21} & b_{22} \end{pmatrix} (x_1 + ix_2) + \begin{pmatrix} b_{12} & b_{11} \\ b_{22} & b_{21} \end{pmatrix} (x_1 - ix_2) = \begin{pmatrix} b_{11} & b_{12} \\ b_{21} & b_{22} \end{pmatrix} e^{i\psi} + \begin{pmatrix} b_{12} & b_{11} \\ b_{22} & b_{21} \end{pmatrix} e^{-i\psi}.
\]

It is obtained from the curl and divergence condition that

\[
b_{21} - i b_{11} = i k^2 v_0/2 \quad \text{and} \quad b_{12} - i b_{22} = -k^2 v_0/2,
\]
Therefore, we have derived (5.10) with the constant $b$. Further, combining the above with (5.9) we arrive at (5.11) with the constant $\tilde{\psi}$ and hence

$$\psi$$

if $\tilde{\psi} = C_{\pm,1}$ and recall from (5.6) that

$$\psi = V(x) = \tilde{V}(x).$$

We adopt the notations in the proof of Lemma 5.3 for $d$, $d^\bot$ and $\eta$, and

$$\rho$$

let recall from (5.6) that

$$\rho$$

where $|x|V(x) = \tilde{V}(x)$. We adopt the notations in the proof of Lemma 5.3 for $d$, $d^\bot$ and $\eta$, and

$$\rho$$

and hence

$$\psi$$

with the constant $\rho = 0$. The proof is completed.

$$\rho$$

and hence

$$V(\hat{x}) = b_{11} \left( \begin{array}{c}
1 \\
1
\end{array} \right) e^{i\psi} + b_{22} \left( \begin{array}{c}
1 \\
1
\end{array} \right) e^{-i\psi} + k^2 v_0/2 \left( \begin{array}{c}
0 \\
1
\end{array} \right) e^{i\psi} - k^2 v_0/2 \left( \begin{array}{c}
1 \\
0
\end{array} \right) e^{-i\psi},$$

where $|x|V(\hat{x}) = \tilde{V}(x)$. We adopt the notations in the proof of Lemma 5.3 for $d$, $d^\bot$ and $\eta$, and

$$\rho$$

and hence

$$\psi$$

with the constant $\rho = 0$. The proof is completed.
5.2 Do corners in 2D always scatter?

Now we return our attention to the scattering problem governed by (2.1). We first introduce the mathematical definition of the corners in the support of the inhomogeneity we are concerned with. Roughly speaking, we are able to deal with constitutive material properties $a$ and $c$, whose support of the contrast to the background, i.e. $\text{supp}(c-1)$ or $\text{supp}(a-1)$, contains a convex corner which could be small. As a particular case when $a \equiv 1$, our results recover those proven in [6], [16] and [17]. We require some regularity of $a$ and $c$ locally around the corner. We do not need to impose any additional assumptions on $a$ and $c$ elsewhere (see Figure 1).

**Definition 5.1.** A function $f$ is said to have a corner at its support if the following is satisfied: Let a simple connected domain $\Omega \in \mathbb{R}^2$ be such that $\text{supp } f \subseteq \overline{\Omega}$. There is a point $x_0 \in \partial \Omega$, a ball $B_\epsilon(x_0)$ of radius $\epsilon > 0$ centered at $x_0$ and a cone $C(x_0) := \{ x \in \mathbb{R}^2 : x - x_0 \in \mathcal{K} \}$ with $\mathcal{K} = \{(\cos \psi, \sin \psi) ; 0 < \psi < \psi_0 \}$, such that

$$\overline{\Omega} \cap B_\epsilon(x_0) = \text{supp } f \cap B_\epsilon(x_0) = C(x_0) \cap B_\epsilon(x_0) := C_\epsilon(x_0).$$

In this case, we call $x_0 = [x_0;C_\epsilon(x_0)]$ a corner of (the support of) $f$ of radius $\epsilon$.

**Definition 5.2.** Given constitutive material properties $a \in L^\infty(\mathbb{R}^2)$, $c \in L^\infty(\mathbb{R}^2)$, suppose that $x_0 = [x_0;C_\epsilon(x_0)]$ is a corner of either $a-1$ or $c-1$ with radius $\epsilon$. The corner $x_0$ is called regular, with respect to $a$ and $c$, if there exist $\gamma \in L^\infty(\mathbb{R}^2)$ and $\rho \in L^\infty(\mathbb{R}^2)$ satisfying the following:

1. There is a constant $\varepsilon_0 > 0$ such that $\gamma \in H^{3,1+\varepsilon_0}$ and $\rho \in H^{1,1+\varepsilon_0}$.
2. $\gamma|_{C_\epsilon} = a|_{C_\epsilon}$ in $H^{3,1+\varepsilon_0}(C_\epsilon) \cap L^\infty(C_\epsilon)$ and $\rho|_{C_\epsilon} = c|_{C_\epsilon}$ in $H^{1,1+\varepsilon_0}(C_\epsilon) \cap L^\infty(C_\epsilon)$.
3. There are constants $\gamma_0, \rho_0$ and some $\sigma > 0$ such that

$$\gamma(x) - 1)\gamma^{-1/2}(x) = \gamma_0 + O(|x - x_0|^{\sigma}), \quad (5.12)$$

and

$$\rho(x) - 1)\gamma^{-1/2}(x) = \rho_0 + O(|x - x_0|^{\sigma}), \quad (5.13)$$

for almost all $x \in C_\epsilon(x_0)$.

Moreover, by an abuse of terminology, we say that there is a conductivity jump (for $a(x)$) at $x_0$ if $\gamma_0 \neq 0$, or a potential jump (for $c(x)$) if $\rho_0 \neq 0$.

**Remark 5.2.** We note here that the first listed condition in Definition 5.2 suffices for $\gamma$ and $\rho$ to satisfy the assumptions in Proposition 3.1 and Condition 3.1 with $n = 2$ and $s = 0, 1$. In particular, we can take $\tilde{p} = 1 + \varepsilon_0/2$ and $p \geq 3(1 + 2\varepsilon_0)/(1 - 4\varepsilon_0) > 3$. The property $(3.4)$ now holds by taking $1/p = 1/\tilde{p} - 1/(1 + \varepsilon_0)$ and using the Hölder’s inequality $\|gh\|_{L^p} \leq C\|g\|_{L^p}\|h\|_{L^{1+\varepsilon_0}}$.

Theorem 5.1 and Theorem 5.3 in the following state our main results concerning the lack of non-scattering phenomena. To this end, we give a class of incident fields for which we cannot conclude yet whether or not they will be scattered by inhomogeneities with corners.
**Definition 5.3.** Given a corner of aperture \( \psi_0 \) and an incident field \( u^{in} \), denote \( N \in \mathbb{N} \) as the order of the first nonzero term from the Taylor expansion of \( \nabla u^{in} \) at the corner. We say that the pair \((u^{in}, \psi_0)\) belongs to the class \( \mathcal{E} \) if there holds \( N = (l/\psi_0) \pi - 1 \) with some positive integer \( l \).

**Theorem 5.1** (Conductivity corner scattering). Given \( a, c \in L^\infty(\mathbb{R}^2) \) satisfying (2.4) and (2.5), let \( u = u^{in} + u^{sc} \) be the total field of the scattering problem (2.1)–(2.3). Suppose that there is a corner \( x_0 = [x_0; C_\epsilon(x_0)] \) at the support of \( a - 1 \) which is regular with respect to \( a \) and \( c \) in the sense of Definition 5.2. Assume further that there is a conductivity jump for \( a \) at \( x_0 \). Then the scattered field \( u^{sc} \) cannot be identically zero in the exterior of any bounded ball in \( \mathbb{R}^2 \) except, perhaps, if \((u^{in}, \psi_0)\) belongs to the class \( \mathcal{E} \) with \( \psi_0 \) the aperture of \( C_\epsilon(x_0) \).

**Proof.** We prove this result by contradiction. Assume, up to a rigid change of coordinates, that \( x_0 \) locates at the origin. Suppose that \( u^{sc} \) is identically zero outside some bounded ball. Then by unique continuation, \( u^{sc} \) is zero in \( \mathbb{R}^2 \setminus \bar{\Omega} \) for any Lipschitz domain \( \Omega \) as in Definition 5.1 for \( a - 1 \). As a consequence, the interior transmission eigenvalue problem (2.7) and (2.8) are satisfied for \( u \) the total field and \( v = u^{in} \) the incident field of the scattering problem. In particular, the local problem (4.3) is satisfied with functions \( \gamma \) and \( \rho \) as in Definition 5.2 for \( a \) and \( c \), respectively.

Given \( d \in \mathcal{K}_0 \) with a fixed constant \( \delta > 0 \), for any positive \( \tau \) sufficiently large, we can find from Proposition 3.1 a solution \( w \) to (3.1) that is of the form (3.2) with the residual \( r \) satisfying

\[
\|r\|_{H^{s,p_s}} = o(\tau^{s-2/p_s}), \quad s = 0, 1, \tag{5.14}
\]

where \( p_0 \) and \( p_1 \) are those constants as specified in Definition 5.2. Let the vector field \( \tilde{V} = \tilde{V}(x) = V(\hat{x})|x|^N \) be the first nonzero (the \( N \)-th) term from the Taylor expansion of \( \nabla u^{in} \) at the corner. Then we can always write \( v = u^{in} \) in the form (4.17) around the corner, with either \( N_0 \geq N \) or \( N_0 = 0 \) and \( N = 1 \), according to Lemma 5.2. In the latter case, the function \( \tilde{e} \) in (4.17) degenerates to a constant \( v_0 \). Letting \( \gamma_0 \) be the constant defined in Definition 5.2 for \( \gamma \) or \( a \), we denote the integral

\[
I := \gamma_0 \int_{C_\epsilon} \tilde{V}(x) \cdot \eta e^{\eta x} \, dx. \tag{5.15}
\]

If \( N_0 \geq N \), then we know from (4.24) in Corollary 4.1 that \( I = o(\tau^{1-N-N}) \), where \( n = 2 \) is the space dimension. However, Lemma 5.3 implies that \( I = \gamma_0 C_0^\pi^{1-N} + o(\tau^{e^{-\tau/2}}) \). These two asymptotics can not both be true unless \( C_0 = 0 \), namely, when (5.7) holds. Otherwise if \( N_0 = 0 = N - 1 \), applying (4.25) yields

\[
\left| I - k^2 \rho_0 \psi_0 \int_{C_\epsilon} e^{\eta x} \, dx \right| = o(\tau^{-n}).
\]

However, Lemma 5.6 implies that this cannot be true unless \( \psi_0 = \pi/2 \) and \( \rho_0 = 0 \) both holds true. This ends the proof.

Next, we give some consequent results of Theorem 5.1 which shows that a wide class of incident waves of interest in applications always scatterer.
Corollary 5.2. Assume that the constitutive material properties $a$ and $c$ satisfy the assumptions in Theorem 5.1. Any incident field $u^{\text{in}}$ that satisfies either one of the following conditions:

1. $\nabla u^{\text{in}}(x_0) \neq 0$,
2. $u^{\text{in}}(x_0) \neq 0$ and $\psi_0 \neq \pi/2$ or $\rho_0 \neq 0$,

must scatter.

Proof. We adopt the notations in the proof of Theorem 5.1. The first condition $\nabla u^{\text{in}}(x_0) \neq 0$ is equivalent to $N = 0$. In this case, Theorem 5.1 along with Remark 5.1 implies that $u^{\text{in}}$ will always scatter. When the second condition is true, we have $N_0 = 0$, which implies either $N = 0$ or $N = 1$. If $N = 0$, we are back to the case. For $N_0 = 0$ and $N = 1$, we know from the proof of Theorem 5.1 that $\psi_0 = \pi/2$ and $\rho_0 = 0$ are both necessary for $u^{\text{in}}$ to be non-scattered.

Theorem 5.3 (Potential corner scattering). Given $a, c \in L^\infty(\mathbb{R}^2)$ satisfying (2.4) and (2.5), let $u = u^{\text{in}} + u^{\text{sc}}$ be the total field of the scattering problem (2.1)-(2.3). Suppose that there is a corner $x_0 = [x_0; C_\epsilon(x_0)]$ at the support of $c - 1$ which is regular with respect to $a$ and $c$ in the sense of Definition 5.2. Let $\gamma$ be the function as in Definition 5.2 corresponding to $a$. Assume further that there is a potential jump for $c$ at $x_0$. Then the scattered field $u^{\text{sc}}$ cannot be trivially zero in the exterior of any bounded ball in $\mathbb{R}^2$ if any of the following conditions is satisfied:

1. For all $x \in C_\epsilon(x_0)$ and some constant $\sigma > 0$

\[
(\gamma(x) - 1) \gamma^{-1/2}(x) = O(|x - x_0|^{2+\sigma}).
\] (5.16)

2. For all $x \in C_\epsilon(x_0)$ and some constant $\sigma > 0$

\[
(\gamma(x) - 1) \gamma^{-1/2}(x) = O(|x - x_0|^{1+\sigma}),
\] (5.17)

and $N_0 = N$, where $N_0$ and $N$ are the degrees of the first nonzero term from the Taylor expansion of $u^{\text{in}}$ and $\nabla u^{\text{in}}$, respectively, at the corner.

3. For all $x \in C_\epsilon(x_0)$ and some constant $\sigma > 0$

\[
(\gamma(x) - 1) \gamma^{-1/2}(x) = O(|x - x_0|^\sigma),
\] (5.18)

(i.e. $\gamma_0 = 0$, where $\gamma_0$ is defined in Definition 5.2), and $u^{\text{in}}(x_0) \neq 0$ and $\nabla u^{\text{in}}(x_0) = 0$.

Remark 5.3. We note here that the conditions (5.16), (5.17) or (5.18), essentially describe the order of vanishing at the corner of $\gamma - 1$, or in other words of the contrast $a - 1$ at the corner. As a consequence, Theorem 5.3, in particular in the case of (5.16), generalizes the previous results proven in [6], [16] and [17] for the scattering problem where $a \equiv 1$. 
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Proof of Theorem 5.3. We first follow the proof of Theorem 5.1 and the notations therein up to (5.15). Then we let the
\[ v_{N_0}(x) = \tilde{v}(x)|x|^{N_0} \]
be the first nonzero (the \(N_0\)-th) term from the Taylor expansion of \(u\), and let \(\rho_0 \neq 0\) be the constant defined in Definition 5.2 for \(\rho\) or \(c\). Lemma 5.4 implies that one can always find a direction \(d \in K_{\delta}'\) and a constant \(C_1, N_0 \neq 0\), which satisfy
\[
\tilde{I} := k^2 \rho_0 \int_{C_\epsilon} v_{N_0}(x)e^{n \cdot x} dx = C_{1, N_0} k^2 \rho_0 \tau^{-n-N_0} + o(\tau e^{-C_\epsilon/2}).
\] (5.19)

On the other hand, applying Proposition 4.1, in particular the estimate (4.22) with \(\beta_2 = 0\), we obtain
\[
\tilde{I} = o(\tau^{-n-N_0}) + \|\gamma_\beta\|_{L^\infty(K)} O(\tau^{-n-(N-1+\beta_1)}) + o(\tau^{-n-(N-1+\beta_1)}),
\] (5.20)
where the function \(\gamma_\beta\) and the constant \(\beta_1\) are chosen for \(\gamma\) to satisfy (4.10). Recall from Lemma 5.2 that \(N_0 \geq N\) or \(N_0 = 0\) and \(N = 1\).

In the first case when (5.16) holds true, we can take \(\beta_1 = 2\) and \(\gamma_\beta \equiv 0\) in (4.10). Since \(N \leq N_0 + 1\), we obtain from (5.20) that \(\tilde{I} = o(\tau^{-n-N_0})\), which contradicts (5.19). When the second condition is valid, namely, if \(N_0 = N\) and there holds (5.17), then setting \(\beta_1 = 1\) and \(\gamma_\beta \equiv 0\) in (4.10) we arrive at the same contradiction \(\tilde{I} = o(\tau^{-n-N_0})\) against (5.19). Lastly in the third case, we have \(N_0 = 0\) and \(N = 1\). Taking \(\beta_1 = 0\) and \(\gamma_\beta = \gamma_0 = 0\) in (4.10) lead to the same contradiction as before. The proof is completed.

We end this section with a remark on the “exclusive” corners and incident waves in Theorems 5.1 and 5.3. As seen from the statement of these results, in the most general settings, there are particular conductivity or potential corners and related special incident fields for which we cannot conclude that the corresponding scattered field is non-zero. At this time we don’t know whether these exceptions are artifact of our technique or a more fundamental issue arising from the presence of the contrast in conductivity near the corner, as we were not able to construct a counter example of a non-scattering corner along with the corresponding incident field.

6 Applications to inverse scattering for inhomogeneous media

In this section we present some applications of the above corner scattering results to inverse scattering theory for two dimensional inhomogeneous media. More precisely we consider the scattering problem (2.1) with \(n = 2\), where the constitutive material properties \(a\) and \(c\) defined in the beginning of Section 2.

6.1 A global uniqueness theorem

We consider the inverse problem of determining the convex hull of (the support of) an inhomogeneity from the scattered data. We prove that the polygonal convex hull of certain
inhomogeneities can be uniquely determined by a single far-field measurement. Our uniqueness result extends the ones proven in [17] and [19]. We start by defining the admissible set of the inhomogeneities.

**Definition 6.1** (Admissible inhomogeneities). Given constitutive material properties $a \in W^{1,\infty}(\mathbb{R}^2)$, $c \in L^{\infty}(\mathbb{R}^2)$, $a(x) \geq a_0 > 0$, and $D$ the convex hull of $\text{supp}(c-1) \cup \text{supp}(a-1)$, the inhomogeneity $(a, c, D)$ is called *admissible* if it satisfies the following properties:

1. The convex hull $D$ is a polygon.
2. Each corner $x_0$ of the polygon $D$ is a corner for $c-1$ as in Definition 5.1 (which may or may not be a corner for $a-1$); in particular, there exist a cone $C(x_0)$ of aperture $\psi_0$ and a constant $\epsilon > 0$ such that

   $$C_\epsilon = C_\epsilon(x_0) := C(x_0) \cap B_\epsilon(x_0) = \text{supp}(c-1) \cap B_\epsilon(x_0).$$

3. At each corner $x_0$ of $D$, there exist constant $\varepsilon_0 := \varepsilon_{0,x_0} > 0$ and functions $\gamma = \gamma_{x_0} \in H^{3,1+\varepsilon_0}(\mathbb{R}^n) \cap L^{\infty}(\mathbb{R}^n)$ and $\rho = \rho_{x_0} \in H^{1,1+\varepsilon_0}(\mathbb{R}^n) \cap L^{\infty}(\mathbb{R}^n)$ satisfying

   $$a|_{C_\epsilon} = \chi_{C_\epsilon} \gamma \quad \text{and} \quad c|_{C_\epsilon} = \chi_{C_\epsilon} \rho,$$

   where $\chi_{C_\epsilon}$ denotes the characteristic function of the set $C_\epsilon$. Moreover, there are constants $\sigma = \sigma_{x_0} > 0$ and $\rho_0 := \rho_{0,x_0} \neq 0$ such that for almost all $x \in C_\epsilon(x_0)$,

   $$(\rho(x) - 1) = \rho_0 + O(|x-x_0|^\sigma) \quad \text{and} \quad (\gamma(x) - 1) = O(|x-x_0|^2+\sigma). \quad (6.1)$$

We denote by $\mathcal{A}$ the set of admissible inhomogeneities $(a, c, D)$ (see Figure 2 for some examples).

![Figure 2: Examples of admissible inhomogeneities. Dotted filling indicates \(\text{supp}(c-1)\), uniform coloring indicates \(\text{supp}(a-1)\) darker dotted filling indicates the support of \(\text{supp}(c-1) \cap \text{supp}(a-1)\). One incident field suffices to determine the polygonal convex hull depicted by the tick line.](image)

We can prove the following uniqueness theorem. We recall that an incident field $u^{in}$ is entire solution the Helmholtz equation

$$\Delta u^{in} + k^2 u^{in} = 0 \quad \text{in} \ \mathbb{R}^2.$$
Theorem 6.1. Given an admissible inhomogeneity \((a, c, D) \in \mathcal{A}\). Then the far field pattern \(u^\infty\) corresponding to one single incident wave \(u^\text{in}\) uniquely determines the convex hull \(D\) of \(\text{supp}(c-1) \cup \text{supp}(a-1)\).

Proof. Let \((a_j, c_j, D_j) \in \mathcal{A}, j = 1, 2\) be two admissible inhomogeneities, and let \(u_j = u^\text{sc}_j + u^\text{in}\) and \(u_j^\infty \neq 0\) be the corresponding total field and far field pattern, respectively, due to the incident field \(u^\text{in}\). Assume that \(u_1^\infty(\hat{x}) = u_2^\infty(\hat{x})\) for all \(\hat{x}\) in the unit circle. Then from Rellich’s Lemma the scattered fields \(u^\text{sc}_1 = u^\text{sc}_2\) coincide, and consequently so do the total fields \(u_1 = u_2\) up to the boundary of \(\mathbb{R}^2 \setminus \overline{D_1 \cup D_2}\), where we recall \(D_1\) and \(D_2\) are the (polygon) convex hull of \(\text{supp}(c_1 - 1) \cup \text{supp}(a_1 - 1)\) and \(\text{supp}(c_2 - 1) \cup \text{supp}(a_2 - 1)\), respectively. If \(D_1 \neq D_2\), then there is a corner \(x_0 := [x_0; C_\epsilon]\) for some small \(\epsilon > 0\) (to fix the idea) of \(D_1\) that lies in the exterior of \(D_2\) (see Figure 3). Hence, we have that \(\nabla \cdot a_1 \nabla u_1 + k^2 c_1 u_1 = 0\) in \(C_\epsilon\), \(\Delta u_2 + k^2 u_2 = 0\) in \(B_\epsilon\), and \(u_1 = u_2\) and \(a_1 \partial_\nu u_1 = \partial_\nu u_2\) at the vertices of \(C_\epsilon\). Since, by assumption of the admissible inhomogeneities, the corner \(x_0 := [x_0; C_\epsilon]\) satisfies the assumption 1 of Theorem 5.3 and hence by exactly the same argument as in the proof of Theorem 5.3 we conclude that \(u_2 \equiv 0\) in \(B_\epsilon\) whence \(u_2 \equiv 0\) in \(\mathbb{R}^2\), by unique continuation. The latter means that the (radiating) scattered field \(u^\text{sc}_2 = -u^\text{in}\) satisfies the Helmholtz equation in \(\mathbb{R}^2\), therefore \(u^\text{sc}_2 \equiv 0\) and \(u^\infty_2 = 0\). We arrive at a contradiction, which proves that \(D_1 = D_2\). \qed

Figure 3: Intersection of two different admissible inhomogeneities. Dotted filling indicates the support of the contrast \(c\text{supp}(c-1)\), darker dotted filling indicates the support of \(\text{supp}(c-1) \cap \text{supp}(a-1)\).

Although, for simplicity of the statement, we give the uniqueness result only for inhomogeneities from the admissible class \(\mathcal{A}\) as specified in Definition 5.2, similar shape determination results can be shown for more general class of inhomogeneities. What type of additional inhomogeneities can be included, it is easily seen from the proof of Theorem 6.1. In particular, the admissible inhomogeneities in Definition 5.2 require the conductivity contrast to vanish to second order at the corners of the convex hull. However, we can enlarge the admissible class \(\mathcal{A}\) by including also inhomogeneities whose polygonal convex hull has corners with conductivity jump, i.e. \(\gamma\) satisfies (5.12) with \(\gamma_0 \neq 0\) assuming in addition that such corner has aperture which is an irrational factor of \(\pi\). Formally speaking, we can even consider any bounded inhomogeneities. In this case, if the far-field data corresponding to one single incident wave is the same for two inhomogeneities, then we can conclude that the difference between the two corresponding convex hulls (not necessarily polygons) cannot contain any “admissible pair of corner and total field” as specified in Section 5.2. Here, by admissible
pairs we mean corners and related waves which will always be non-trivially scattered by the corner \((x_0; C_\epsilon)\) and \(u_2\) in the proof of Theorem 6.1 for example.

As a particular case of Theorem 6.1 we have the following uniqueness theorem for the support of a polygonal inhomogeneity.

**Corollary 6.2.** Given an admissible inhomogeneity \((a, c, D) \in \mathcal{A}\), and assume further that \(\text{supp}(c - 1) \cup \text{supp}(a - 1)\) is a convex polygon (i.e. \(\text{supp}(c - 1) \cup \text{supp}(a - 1) = D\)). Then the far field pattern corresponding to a single incident wave uniquely determines the support of the inhomogeneity \(\text{supp}(c - 1) \cup \text{supp}(a - 1)\).

### 6.2 Approximation by Herglotz functions

Most of the reconstruction techniques using the linear sampling methods and transmission eigenvalues depends on denseness properties of the so-called Herglotz functions, which are entire solutions to the Helmholtz equation defined by

\[
v_g(x) := \int_{S^{n-1}} g(d)e^{ikx \cdot ds_d}, \quad g \in L^2(S^{n-1}),
\]

where \(S^{n-1} := \{x \in \mathbb{R}^n : |x| = 1\}\), and \(g\) is referred to as kernel of the Herglotz function \(v_g\). It is well-known (see e.g. [10]) that the set

\[
\{v_g : g \in L^2(S^{n-1})\}
\]

is dense in

\[
\{v \in H^1(\Omega) : \Delta v + k^2 v = 0 \quad \text{in } \Omega\}
\]

with respect to the \(H^1(\Omega)\)-norm, where \(\Omega \subset \mathbb{R}^n\) is a bounded region with connected complement.

Given the inhomogeneity \((a, c, \Omega)\) defined at the beginning of Section 2 let \(k > 0\) be a transmission eigenvalue, i.e. the following problem

\[
\begin{align*}
\nabla \cdot a \nabla u + k^2 cu &= 0, & \Delta v + k^2 v &= 0, & \text{in } \Omega, \\
u &= v, & a \partial_{\nu} u &= \partial_{\nu} v, & \text{on } \partial \Omega,
\end{align*}
\]

has nonzero solution \(u, v \in H^1(\Omega)\). Our corner scattering analysis in the two dimensional case yields the following result, which concerns the approximation of the eigenfunction \(v\) by Herglotz functions. To this end, at a transmission eigenvalue \(k > 0\), let the sequence of Herglotz functions \(\{v_{g_\epsilon}\}\) approximate the eigenfunction \(v\), i.e.

\[
\lim_{\epsilon \to 0} \|v_{g_\epsilon} - v\|_{H^1(\Omega)} = 0.
\]

**Lemma 6.1.** Assume that \(\Omega \subset \mathbb{R}^2\) has a corner \(x_0 = [x_0; C_\epsilon(x_0)]\) for \(a - 1\) with the assumptions of Theorem 5.1 for corner aperture \(\psi_0 \notin \{p \pi; \quad p \in \mathbb{Q} \cap (0, 1)\}\), or for \(c - 1\) with the assumptions of Theorem 5.3 with condition 1. Then \(\lim \sup \|g_\epsilon\|_{L^2(S^1)} = \infty\).

**Proof.** Assume to the contrary that \(\{\|g_\epsilon\|_{L^2(S^1)}\}\) is bounded. Then up to a subsequence \(g_\epsilon \to g \in L^2(S^1)\) weakly as \(\epsilon \to 0\). Obviously \(v_{g_\epsilon} \to v_g\) in \(C^1(\Omega)\) and thus \(v := v_g|\Omega\) which means that \(v_g\) does not scatterer. This contradicts the assumptions, and the lemma is proven.
We remark that for the case of $a \equiv 1$ in [4] the authors have shown that if the transmission eigenfunction $v$ is approximated by a sequence of Herglotz functions with uniformly bounded kernels (which according to Lemma 6.1 never happens in this case), then $v$ must vanish at the corner. Indeed our analysis for "potential corner" shows that $v$ has to vanish at any order at the corner and by analyticity be identically zero. The exceptional cases due to the presence of the contrast $a - 1$ stated in Theorem 5.1 and Theorem 5.3 describe necessary vanishing properties at the corner of the transmission eigenfunction $v$ if it can be approximated by a sequence of Herglotz functions with uniformly bounded kernel, which is equivalent to $k$ being a non-scattering wavenumber. However, these are not sufficient conditions for the latter to occur.

7 Conclusions

We conclude the paper with a few remarks. Firstly, our construction of CGO solutions and their use to study local behavior of solutions of concerning PDEs near the vertex of a generalized corner in any dimension higher than one lays out the needed analytical framework to study corner scattering. Although, here for sake of presentation, the latter is carried out only in two dimensional case, we strongly believe that the analogue is true for conical corners in dimension three. Moreover, similar techniques are expected to be developed to analyze edge scattering in three dimensions. If proven, such results can then be used to obtain similar uniqueness theorem as in Section 6.1 for polyhedral convex hull of the support of inhomogeneity in $\mathbb{R}^3$.

Secondly, we are perplexed by the exceptional corners in the case of contrast in conductivity. We don’t know yet whether this is a shortcoming of our approach or is a more essential continuation question related to this case. Unfortunately, for geometries with corners even in $\mathbb{R}^2$ it is hard to get simple explicit calculations for the transmission eigenvalue problem in order to see if for any of such exceptional corners the eigenfunction corresponding to the equation of the background can be extended outside the corner, i.e. to conclude that corner does scatterer. In order to have a different angle of investigation to this issue, in a forthcoming study, we consider singularity analysis on the pair of the solution to the interior transmission problem near a generalized corner, following the lines of [17]. We are hoping to perform this singularity analysis for anisotropic conductivity coefficient also, for which the construction of CGO solutions is more complicated.
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