Defect polaritons from first principles
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Precise control over the electronic and optical properties of defect centers in solid-state materials is necessary for their applications as quantum sensors, transducers, memories, and emitters. In this study, we demonstrate, from first principles, how to tune these properties via the formation of defect polaritons. Specifically, we investigate three defect types—CHB, C\(_{\text{B}}\)-C\(_{\text{B}}\), and C\(_{\text{B}}\)-V\(_{\text{N}}\)—in monolayer hexagonal boron nitride (hBN). The lowest-lying electronic excitation of these systems is coupled to an optical cavity where we explore the strong light-matter coupling regime. For all defect systems, we show that the polaritonic splitting that shifts the absorption energy of the lower polariton is much higher than can be expected from a Jaynes-Cummings interaction. In addition, we find that the absorption intensity of the lower polariton increases by several orders of magnitude, suggesting a possible route toward overcoming phonon-limited single photon emission from defect centers. Finally, we find that initially localized electronic transition densities can become delocalized across the entire material under strong light-matter coupling. These findings are a result of an effective continuum of electronic transitions near the lowest-lying electronic transition for both pristine hBN and hBN with defect centers that dramatically enhances the strength of the light-matter interaction. We expect our findings to spur experimental investigations of strong light-matter coupling between defect centers and cavity photons for applications in quantum technologies.

INTRODUCTION

Defect emitters in solid-state materials have wide applicability in scalable and stable solid-state quantum technologies [1–7]. They are especially suitable as quantum memories [8, 9] or as quantum transducers because they can interact with a wide range of quantum information carriers, such as phonons, magnons, and photons, across a broad spectral range [10–15]. These defects—including simple substitutional or vacancy defects, as well as hybridized defect complexes [16–19]—can introduce spatially localized electronic states whose electronic, optical, and spin properties can be tuned by coupling them to external fields, including electric, magnetic, and strain fields, as well as to waveguides and cavity environments [14, 20–26]. Due to their flexible applications, demands to the properties of defect systems are ever-increasing, such as specific level structures for the emission of entangled photonic states [27, 28] or implementation of multi-qubit photonic gates [29].

For inspiration for additional control over the optical properties of defect emitters, we turn to recent experiments in polaritonic systems, where the light-matter interaction is strong enough to hybridize electronic excitations of molecules and materials with cavity photon modes. The light-matter coupling in polaritonic systems can range from the weak to strong to ultrastrong coupling regimes that each manifest qualitatively different phenomena. Assuming no losses due to spontaneous emission or other processes, when the cavity loss is larger than the light-matter coupling rate, the system is in the weak-coupling regime, characteristically resulting in the acceleration of excited state decay via the Purcell effect [30]. When the light-matter coupling rate is larger than the cavity loss rate, matter excitations hybridize with cavity photons to form polaritonic states [31–38] that are shifted in energy from the bare electronic excitations and photon modes. This coherent, non-perturbative regime is denoted as strong light-matter coupling and results in modifications of, for instance, chemical reactivity [33, 39–45], optical properties [46–52], and energy transfer [53–57].

There has been previous interest in coupling spin states
of individual or ensembles of defect emitters in solid-state materials to MHz- and GHz-frequency cavities [58, 59], demonstrating tunability of the optical emission of defect centers in diamond and hBN [22, 60–64] among other semiconducting host materials with wide band gaps. These experiments are generally within the weak coupling regime characterized by Purcell enhancement and enhanced emission intensity at the original emission frequency. While strong-coupling between optical excitations of a defect and a cavity mode has not been achieved yet [65], it is a widely sought after goal that has generated much research interest.

In this paper we study beyond the weak-coupling regime to the strong-coupling limit between a defect and cavity mode that is characterized by the shift in emission frequency due to polariton formation. We demonstrate, from first principles, how to tune the optical properties of defect centers by strongly coupling them to cavity photons and forming defect polaritons. Specifically, we investigate a flake of monolayer hexagonal boron nitride (hBN) terminated with hydrogen atoms as a host material, which has a wide band gap that is suitable for hosting spatially localized defect orbitals [19]. In addition, quantum emission of single photons from defects in monolayer hBN [66, 67] has been observed, paving the way for defect centers in 2D materials to be used for local on-chip computation and state preparation. In addition to pristine (defect-less) hBN, we study three different defect types: CH_B, C_B-C_B, and C_B-V_N. For all these systems, we couple the lowest-lying electronic excitation to a single photon mode of an optical cavity. To quantitatively study defect polaritons in the strong coupling regimes, we turn to the recently developed linear-response quantum electrodynamical density functional theory (QEDFT) method [38, 57, 68–70]. With only the chemical structure and spectral profile of the cavity as input, QEDFT predicts the effects of non-perturbative light-matter coupling on the molecular properties, combining the power of parametric cavity quantum electrodynamics (cQED) models, theories of open-quantum systems, and electronic structure theory.

We show that for all four systems, the polaritonic splitting that shifts the absorption energy of the lower polariton is much higher than can be expected from a Jaynes-Cummings-like Hamiltonian. In addition, we find that the oscillator strength of the lower polariton increases by several orders of magnitude while the absorption intensity of excited states in the electronic conduction band necessarily decreases due to the f-sum rule, suggesting a possible route toward overcoming loss- and decoherence-limited single photon emission from defect centers. We find that transition densities, even those that are localized on defect centers outside the cavity, can become delocalized across the entire material inside the cavity. These surprising discoveries are a result of a quasi-continuum of electronic transitions to the conduction band near the lowest-lying electronic transition for both pristine hBN and hBN with defect centers that enhances the strength of the light-matter interaction. We compare our first-principles results against a cQED and show excellent agreement. We expect our findings to spur experimental investigations into strong light-matter coupling between defect centers and cavity photons for applications in quantum technologies.

RESULTS AND DISCUSSION

Model defect systems

We model the system depicted schematically in Fig. 1, where a nanoflake of hBN is placed in an optical cavity. In addition to pristine hBN, we simulate three defect systems—CH_B, C_B-C_B, and C_B-V_N whose molecular structures are shown in Fig. 2—placed at the center of the hBN nanoflake, marked as the purple region in Fig. 1. The subscripted letters in the names of the defect systems are the atoms of the hBN nanoflake that are being replaced, and their substituents CH, C, and V correspond to a carbon atom bonded to a hydrogen atom, a carbon atom, and a vacancy, respectively. To theoretically model the electronic structure of these defect systems, we use the pseudopotential, real-space density functional theory method Octopus [72–74], as it has been shown that real-space electronic structure calculations on hexagonal boron nitride (hBN) nanoflakes can be extrapolated onto periodic calculations [75, 76]. For the ground state, we use the Perdew, Burke, and Ernzerhof (PBE) generalized gradient approximation exchange-correlation functional [77], and for the excited state calculation, we use a functional based on the local density approximation (LDA) [78, 79]. The 226-atom size of the nanoflake, of which 34 atoms are hydrogen, supports several unit cells of host material beyond the spatially localized defect orbitals and should be large enough to simulate bulk behavior, as discussed further in Appendix A and in Ref. 19.

As shown in Fig. 2(a), the pristine hBN nanoflake has an energy gap ("band gap") of 4.25 eV between the highest-occupied ("valence band maximum (VBM)") and the lowest-unoccupied ("conduction band minimum (CBM)") Kohn-Sham state. These Kohn-Sham states are delocalized across the nanoflake. The three defect systems CH_B, C_B-C_B, and C_B-V_N have an identical band gap within 1% variation. In addition to these delocalized electronic states, the defect systems also present 1, 2, and 3 spatially localized defect orbitals for CH_B, C_B-C_B, and C_B-V_N, respectively, where the lowest-lying defect orbital for each defect system is fully occupied. The nature of these spatially localized defect orbitals is further described in Refs. 16, 19.

Using the Casida equation of linear-response time-dependent density functional theory (TDDFT) [80], we compute the electronic excitation spectrum of the four systems. Further details on computing the absorption spectra are presented in Appendix A. For pristine hBN,
FIG. 2. Energetic structure, geometry, and absorption spectra of pristine and defect systems. As depicted in (a), the nanoflake of pristine hBN in this study has a calculated energy gap between the highest-lying occupied (“valence band”) and lowest-lying unoccupied (“conduction band”) Kohn-Sham state of 4.25 eV. Within the band gap the defect systems (b) CH$_B$, (c) C$_B$-C$_B$, and (d) C$_B$-V$_N$ present one, two, and three spatially localized defect orbitals, respectively, where the lowest-lying defect orbital of each is doubly occupied. B is green, N is white, C is brown, and H is pink. All energies are in eV and are relative to the valence band maximum. Chemical structures are plotted with VESTA [71]. Absorption spectra of the four systems outside an optical cavity are plotted on the bottom from (e)-(h). For the pristine flake, the entire absorption spectrum is shown from 4 eV, where the electronic excitation continuum begins, up to 9 eV, whereas for the defects CH$_B$, C$_B$-C$_B$, and C$_B$-V$_N$, the x-axis is limited to show the lowest-lying excitation up to the electronic excitation continuum. The optical cavity mode, whose energy for each system is marked by orange arrow, is tuned in resonance with lowest-lying electronic excitation whose character is dominated by the Kohn-Sham states spanning the purple arrow in the energy diagram. For visual clarity, for the pristine system, $\hbar \Gamma = 10$ meV and $\Delta \omega = 1$ meV (as defined in the text), and for CH$_B$, C$_B$-C$_B$, and C$_B$-V$_N$, $\hbar \Gamma = 1$ meV and $\Delta \omega = 0.1$ meV. The absorption intensity of the lowest-lying excitation for C$_B$-C$_B$, not visible on the plot, is $1.5 \times 10^{-5}$ eV Å$^2$.

The lowest-lying excitation has energy of 4.25 eV, which corresponds to a transition between VBM and CBM, while the energies of the lowest-lying defect systems CH$_B$, C$_B$-C$_B$, and C$_B$-V$_N$ are lower at 4.00, 1.06, and 1.92 eV, respectively, due to states inside the band gap. For pristine hBN, the lowest-lying excitation energy corresponds closely to the difference in energy between the highest-occupied and lowest-unoccupied Kohn-Sham states. For all four systems, the lowest-lying many-body excitation is dominated in character by the transition between the highest-lying occupied and lowest-lying unoccupied Kohn-Sham states, indicated by the purple arrows in the energy level diagrams in Fig. 2. Finally, we note that throughout this manuscript for the pristine hBN and the defect systems CH$_B$, C$_B$-C$_B$, and C$_B$-V$_N$, we plot the x-polarized absorption spectrum, while for C$_B$-V$_N$, we plot the y-polarized absorption spectrum; we simply choose the polarization direction corresponding to the higher transition dipole moment in the lowest-lying excitation. The coordinate axes are shown in Fig. 1 and Fig. 2(a), where the out-of-plane direction is given in z-direction.

With these four systems, based on the energy level diagrams and absorption spectra in Fig. 2, we sample electronic transitions with a representative variety of energy ranges from the near-infrared to the ultraviolet. In addition, we can investigate the difference between coupling the cavity mode to electronic transitions of different spatial character and localization, where the lowest-lying excitation in pristine hBN is dominated in character by a transition between two delocalized states and the defect systems involve transitions with localized defect orbitals. Within the defect systems, we note further distinctions: in CH$_B$ and C$_B$-C$_B$, the electronic transition of interest is between a spatially localized defect orbital and the valence band, and in C$_B$-V$_N$, it is between two localized defect orbitals and reminiscent of a canonical two-level system given how spectrally distant it is from the quasi-continuum of electronic transitions beginning at $\sim$4.25 eV. We study both C$_B$-C$_B$ and C$_B$-V$_N$ to understand the impact of the additional, third defect orbital of the latter.

Defect polaritons

To form defect polaritons, we strongly couple the four systems to a single, lossless cavity mode resonant with the lowest-lying transition. To understand the impact of this coupling of the optical properties on the defects, we track changes in the excitation or absorption spectrum. By in-
To demonstrate how the formation of defect polaritons changes the optical properties, we plot the absorption spectrum of CH$_B$ inside an optical cavity in Fig. 3. In this case, we choose an x-polarized cavity mode resonant with the lowest-lying transition at 4.00 eV with x-polarized transition dipole moment of 0.027 Å and change the light-matter coupling strength $\lambda$ from 0.001 to 0.986 eV$^{1/2}$/nm. In addition, in the same plot we overlay the log of the weight of the photonic character, defined further in Appendix A, in the observed polaritonic states. By tracking the photonic character, we know whether the photon field is interacting with electronic excitations at a given energy. At the lowest coupling strength $\lambda = 0.001$ eV$^{1/2}$/nm in Fig. 3(a), where the temporal energy $\hbar \omega$, defined as $-\sqrt{\hbar / 2 \lambda} \cdot \mathbf{d}_i$ for cavity mode $k$ and excitation $i$, is larger than the spectral broadening $\hbar \Gamma$, the upper and lower polaritons are both visible as distinct peaks with approximately equal photonic weight. As the coupling strength is increased to $\lambda = 0.999$ eV$^{1/2}$/nm in Fig. 3(b), where the spectral broadening $\hbar \Gamma$ is again set to 30 meV and much greater than the coupling strength, the lower and upper polaritons are not well resolved from each other, resulting in a single peak of relatively higher photonic weight affirming their polaritonic character. As the coupling strength increases to 0.197 eV$^{1/2}$/nm in Fig. 3(c), the lower polariton is relatively brighter and contains more photonic character. At $\lambda = 0.493$ eV$^{1/2}$/nm in Fig. 3(d), the lower polariton becomes even brighter and shifts lower in energy, while the upper polariton mixes with the necessarily darker continuum of electronic transitions $>4$ eV due to the sum rule [81], increasing the weight of photonic character throughout the quasi-continuum of the conduction band states. In Fig. 3(e), the coupling strength is further increased to 0.986 eV$^{1/2}$/nm where we see the lower polariton continue to decrease in energy while increasing in intensity as the upper polariton quenches the intensity the continuum of electronic transitions and contributes further to the photonic character. Here, the lower polariton is at its brightest with an intensity 10,000 times higher than the bare lowest-lying electronic excitation in Fig. 2(b). We note that this change of coupling strength effectively leads to a transition from a resonant coupling in (a) to an off-resonant coupling best exemplified in (e). In (a), the typical resonant coupling situation with cavity mode with energy of 4 eV tuned in resonance with the electronic excitation at 4 eV leads to distinct upper and lower polaritons split nearly symmetrically about the original excitation energy, as also observed in the two-level Rabi model [82]. As the coupling strength is increased in (b)-(e), the hybridization of light and matter states now also includes the states inside the conduction band with high spectral amplitude, leading to an effective detuning. In this
Setup, the main intensity of the matter part is located around \( \sim 6.2 \) eV interacting with the frequency of the photon mode at 4 eV, effectively leading to off-resonant situation. Due to the detuning in this off-resonant situation, the photonic character of the lower polariton becomes very high. Finally, we note that in Appendix B, we show how the absorption spectrum changes with non-zero cavity loss rate \( \kappa \) using the formalism of Ref. [57] that generalizes QEDFT to dissipative electromagnetic environments.

In summary, we observe that the character of the defect polaritons changes drastically with increasing coupling strength \( \lambda \) for CH\(_B\). The emission peak of the lower polariton remains sharp and becomes orders of magnitude brighter compared to the lowest-lying electronic transition outside of the cavity. Meanwhile, the upper polariton couples to the electronic quasi-continuum, quenching the optical activity of the latter and distributing photonic character throughout until the energy of the upper polariton exceeds the quasi-continuum.

In Fig. 4, we compare the changes in the lower polariton upon changing the cavity strength \( \lambda \) for all four defect systems resonantly tuned to a cavity mode and note the universality of the behavior described in detail for CH\(_B\) in Fig. 3. The cavity mode is \( \pi \)-polarized for pristine hBN, CH\(_B\), and C\(_B\)-C\(_B\) and \( \gamma \)-polarized for C\(_B\)-V\(_N\) to couple with the corresponding component of the transition dipole moment of the lowest-lying excitation with the higher magnitude. Starting with Fig. 4(a), we plot the energies of the lower polariton. As expected, at \( \lambda = 0.010 \) eV\(^{1/2} / \)nm, the excitation corresponds closely to the energy of the lowest-lying electronic excitations plotted at the bottom of Fig. 2. For all four systems, as the coupling strength \( \lambda \) is increased, the energy decreases. While decreasing energy of the lower polariton is expected for increasing coupling strength, the magnitude of the change far exceeds what one would naively expect from a Jaynes-Cummings model. For instance, for CH\(_B\), the coupling energy \( \hbar g \) from coupling only the lowest-lying excitation with \( \hbar \omega = 4.00 \) eV and \( \delta_x = 0.027 \) Å to a photon with cavity strength \( \lambda = 0.99 \) eV\(^{1/2} / \)nm should be 3.7 meV, but the lower polariton is in fact 435 meV lower in energy compared to the bare electronic transition. The origin of the higher-than-expected polariton splitting energy can be understood as follows: while the cavity mode is tuned in resonance with only the lowest-lying excitation, as the cavity strength increases and the upper polariton shifts upward, the cavity mode can then interact through the upper polariton with higher energy electronic excited states, effectively enhancing the total coupling strength and shifting the lower polariton further than would be expected from coupling to a single electric transition. Notably, the excitation energies for the systems with the highest energy lowest-lying excitations, pristine hBN and CH\(_B\), decrease more for a given coupling strength \( \lambda \) compared to C\(_B\)-C\(_B\) and C\(_B\)-V\(_N\) because the lowest-lying excitations of the former are closer in energy to the bath of electronic transitions in the >4 eV range. Due to this polariton-mediated interaction with higher energy excited states, we restrict the coupling strength to 0.986 eV\(^{1/2} / \)nm because at this coupling strength, the energies of the lower polaritons have shifted 10% or even more from the energy of the bare electronic transition, driving the system into the ultra-strong coupling regime. We validate our results up to this coupling strength in Fig. 8 with those from a parametric cQED model described in further detail in Appendix C and note excellent agreement.

In Fig. 4(b), we plot the absorption of the lower polariton for increasing cavity strength \( \lambda \) for all four defect systems. All four systems exhibit drastic increases in absorption and, thus, dipole moment relative to their bare lowest-lying excitations. The maximum absorption for each of the four systems—pristine, CH\(_B\), C\(_B\)-C\(_B\), and C\(_B\)-V\(_N\)—in the range of coupling strengths considered corresponds to transition dipole moments of 3.20, 2.95, 1.24, and 1.72 Å, respectively, compared to the transition dipole moment of their respective lowest-lying excitation of 0.16, 0.027, 0.015, and 0.16 Å. Assuming Fermi's golden rule where the emission rate \( \propto |d|^2 \), we can expect the emission rates of these states to increase by 2-4 orders of magnitude and potentially enabling the efficient emission of single photons by emitting faster than decoherence and loss processes; further studies incorporating effects known to hinder emission of quantum light from defects, such as electron-phonon coupling, are necessary to quantitatively predict whether the formation of defect polaritons enables such phenomena.

We rationalize the differences in how strongly the excitation energy, absorption, and photonic weight respond to increasing coupling strength among the four systems. For the two systems with lower lowest-lying excitation energies that are farther from the onset of the electronic continuum, C\(_B\)-C\(_B\) and C\(_B\)-V\(_N\), the absorption intensities are lower than for the two systems with higher lowest-lying excitation energies, pristine hBN and CH\(_B\). Just as the excitation energies of the lower polaritons for the pristine hBN and CH\(_B\) decrease more with increasing coupling strength than those of C\(_B\)-C\(_B\) and C\(_B\)-V\(_N\) because the former are closer in energy to the electronic continuum, lower coupling strengths are necessary to mix the upper polariton into the continuum and quench the optical activity of these electronic transitions for the higher energy lowest-lying transitions in pristine hBN and CH\(_B\). The relatively higher interaction of the photon with the electronic continuum for pristine hBN and CH\(_B\) can also be seen in Fig. 4(c). While the photonic weight of all four systems is \( \sim 0.5-0.7 \) when the resonant electronic transition interacts with the cavity photon mode at the lowest coupling strength of \( \lambda = 0.010 \) eV\(^{1/2} / \)nm, splitting photonic weight roughly equally between the lower and upper polariton, the photonic weight of the lower polariton decreases more quickly for increasing \( \lambda \) for pristine hBN and CH\(_B\) as photonic weight is transferred to the upper polariton embedded in the electron continuum.

Fig. 4 demonstrates qualitative similarities between
FIG. 4. Comparison among all four defect systems of the properties of the lowest-lying excitation, namely (a) excitation energy, (b) absorption intensity, and (c) photonic weight. The coupling strength $\lambda$ is swept from 0.010 to 0.986 eV$^{1/2}$/nm. All four systems exhibit similar behavior where the excitation energy decreases, absorption and thus transition dipole moment increases, and photonic weight increases from $\sim 0.5$-$0.7$ to $\sim 0.9$-$1$ before decreasing with increasing $\lambda$. The pristine and CH$_B$ defect systems change most rapidly, as the cavity mode tuned in resonance with their lowest-lying excitations is closer to the energy of and interacts more strongly to the electronic quasi-continuum starting at $\sim 4$ eV.

the experimentally observable absorption spectra of the four defect systems inside an optical cavity: in Fig. 5, we highlight a crucial difference that, from a methods perspective, is an understanding made possible only via a first-principles description of light-matter interactions rooted in quantum chemistry methods. As noted in Fig. 2, the lowest-lying excitations of the four systems differ primarily in the spatial character of their transition densities. For instance, the lowest-lying excitation of CH$_B$ is largely comprised of a transition between the spatially localized defect orbital and spatially delocalized states in the conduction band, resulting overall in a delocalized transition density outside an optical cavity as shown in Fig. 5(a). In contrast, the lowest-lying excitation of C$_B$-V$_N$ is between two spatially localized defect orbitals, resulting in a transition density spatially localized on the defect as shown in Fig. 5(b). The spatial localization of the electronic transition density is generally considered a fundamental requirement of defect centers capable of quantum emission due to low electron-phonon coupling and contributes to the possibility that the C$_B$-V$_N$ defect is a source of quantum emission in hBN [84, 85].

Inside the cavity, the spatial localization of the transition density can change: for sufficiently high coupling strengths, the electronic character of the lowest-lying excitation becomes delocalized for both CH$_B$ and C$_B$-V$_N$, as we show in Fig. 5(c) and Fig. 5(d), respectively. This change may be rationalized as follows: In Fig. 3, when the defect systems are placed inside an optical cavity and the coupling strength is increased, the lower polariton increases in intensity as the lower and upper polaritons mix with and quench the oscillator strength of the electronic quasi-continuum. Because the electronic quasi-continuum generally corresponds to spatially delocalized electronic transitions from valence band and defect states to conduction bands, the electronic transition of the lower polariton also becomes spatially delocalized. That the transition density of the lowest-lying excitation in C$_B$-V$_N$ is localized outside the cavity and delocalized inside the cavity may have important practical implications on optical properties of these defect systems. For instance, whether the emission rate of the lowest-lying excitation or the electron-phonon coupling rate increases more inside a cavity will affect whether the formation of defect polaritons is a viable method for improving quantum light emission and warrants further investigation. In addition, leveraging the delocalization of the electronic transition density may enable energy transfer among spatially separated emitters.

CONCLUSIONS AND OUTLOOK

The presented results demonstrate the drastic impact of the formation of defect polaritons on the optical properties of defect systems. Using the first-principles approach of linear-response QEDFT, we couple the lowest-lying excitations of three representative defect systems—CH$_B$, C$_B$-C$_B$, and C$_B$-V$_N$—and pristine hBN to an optical cavity mode. The four systems are chosen to repre-
We find that the behavior of defect polaritons is largely universal among the four systems studied, with the principal difference being how far in energy the lowest-lying excitation is from the coupling-enhancing electronic continuum—for pristine and CHB whose lowest-lying excitation energies are much closer to the electronic quasi-continuum than those of CB-CB and CB-VN, the magnitudes of the change in excitation energy, absorption energy, and photonic weight are much higher. We therefore expect similar phenomena to manifest in other defect systems in wide band gap semiconductors, such as diamond and silicon carbide, or other two-dimensional materials, such as the transition metal dichalcogenides (TMDs). Finally, we emphasize that the enhancement of emission intensity is a consequence of the strong coupling regime, not the weak coupling regime that results in previously observed Purcell enhancement of defect emission, although in principle the effects of such cavities could also be included in the QEDFT formalism [57] to further enhance the decay rate of defect polaritons, as we show in Appendix B.

We also show that the transition densities of the studied systems can be differentially impacted with an example: the transition density of the lowest-lying excitation of CHB is spatially delocalized across the entire hBN flake both inside and outside of the cavity, while the transition density of the lowest-lying excitation of CB-VN is localized around the defect site outside the cavity and delocalized inside the cavity. Therefore, further work studying how the delocalization of the electronic transition density affects losses due to, for instance, electron-phonon coupling is necessary to fully predict their optical activity ab initio. In addition, determining how to leverage delocalization of the electronic transition density to transfer energy between spatially separated emitters warrants further investigation.

Given the large shifts in emission frequency, large increases in transition dipole moments, and delocalization of the electronic transition density due to coupling between the electronic continuum and the cavity mode, coupling defect systems to optical cavities may be a powerful control knob for tuning the optical properties of defects for quantum technological applications. We predict these properties of defect polaritons with a first-principles method that encapsulates the full complexity of the electronic structure of defects in a solid-state material, highlighting the importance of electronic structure techniques in the development of quantum optical materials. Looking forward, we expect further theoretical and computational advances in generalizing QEDFT to the ultrastrong coupling regime and to periodic systems will enable computationally driven discoveries of further complex phenomena in solid-state systems strongly coupled to light that explore the full capability of optical cavities. In addition, we anticipate that applying these first principles-based approaches to spin-polarized systems to be especially fruitful for engineering quantum technolog-
tical systems, such as NV and SiV− defect centers in diamond where logical qubits are often mapped to the spin state in the ground state manifold that operate in the GHz range and can be coupled to host lattice phonons, magnetic fields, and microwaves.

ACKNOWLEDGEMENTS

The authors acknowledge valuable discussions with Matt Trusheim, Valentin Walther, Christopher J. Ciccarino, and Prineha Narang. D.S.W. is an NSF Graduate Research Fellow. S.F.Y. would like to thank the Department of Energy for funding under award DE-SC0020115. Calculations were performed using the computational facilities of the Flatiron Institute and the Extreme Science and Engineering Discovery Environment (XSEDE) [86] through allocation NNT210001. The Flatiron Institute is a division of the Simons Foundation.

Appendix A: QEDFT Details

We briefly summarize how to compute the electronic ground state of the defect systems in the hBN flakes, as described in further detail in Ref. [19]. We use a pseudopotential, real-space density functional theory (DFT) code Octopus [72–74]. To optimize chemical geometries and ground state electronic densities, we use SG15 optimized norm-conserving Vanderbilt pseudopotentials [87, 88] and the Perdew, Burke, and Ernzerhof (PBE) generalized gradient approximation exchange-correlation functional [77]. The PBE functional has been used in previous studies of defects in hBN [16, 84, 89–91] where it has been known to underestimate the band gap and systematically mischaracterize certain optical properties [92], although results from PBE often qualitatively match those from the more accurate but computationally expensive Heyd–Scuseria–Ernzerhof functional (HSE) functional [93]. The real-space simulation box consists of spheres with 4 Å radius around each atom in a mesh with spacing of 0.20 Å, as in Refs. [19, 91]. The calculated bandgap agrees with the range of bandgaps used in previous studies of defects in hBN [16, 84, 89–91] where it has been known to underestimate the band gap and systematically mischaracterize certain optical properties [92], although results from PBE often qualitatively match those from the more accurate but computationally expensive Heyd–Scuseria–Ernzerhof functional (HSE) functional [93]. The real-space simulation box consists of spheres with 4 Å radius around each atom in a mesh with spacing of 0.20 Å, as in Refs. [19, 91].

To compute the excitations of the system where electronic and photonic excitations are treated on the same quantized footing [68–70, 95], we employ the linear-response formulation of time-dependent QEDFT implemented in the publicly available version of Octopus, first introduced in Ref. [70]. This implementation has also been applied to construct potential-energy surfaces [38], and extended to photonic losses [57, 96]. With QEDFT, we solve the light-matter Hamiltonian $\hat{H}$ for a non-relativistic system of $M$ electrons interacting with the quantized light field of $N$ photon modes, in the absence of an external classical current and under the dipole approximation [33, 38, 68]:

$$H = H_e + \sum_{k=1}^{N} \frac{1}{2} \left[ p_k^2 + \omega_k^2 \left( q_k - \frac{\lambda_k}{\omega_k} \cdot R \right)^2 \right], \quad (A1)$$

where $H_e$ is the electronic Hamiltonian; the $k$th quantized photon mode is given by the operators for the photon conjugate momentum $p_k = i\frac{\hbar}{2}(a_k - a_k^\dagger)$ and the photon displacement coordinate $q_k = \sqrt{\frac{\hbar}{2\omega_k}}(a_k + a_k^\dagger)$; the photon annihilation (creation) operator is $a_k$ ($a_k^\dagger$); and $\omega_k$ is the frequency of mode $k$. The photon modes couple to the electronic system through the position operator $R = \sum_{i=1}^{M} r_i$ of the electronic system and $q_k$ of the photonic system. The cavity strength $\lambda_k$ determines

![FIG. 6. Convergence. For all four systems, the upper polariton interacts with the near-continuum of electronic transitions starting from 4 eV to \sim 9 eV in the coupling strength range studied. We ensure that the total light-matter coupling is converged for a given cavity mode and vacuum electric field by converging the integrated absorption relative to the number of (a) occupied and (b) unoccupied states included in the electronic component of the Casida linear-response time-dependent density functional theory for the pristine hBN nanoflake. At 9 eV, the integrated absorption is converged within 1% for 80 occupied states and 100 unoccupied states.](image)
The strength of this interaction:

\[ \lambda_k = \sqrt{\frac{2}{\hbar c_k}} E_k e, \]  

(A2)

where \( E_k \) is the amplitude of the electric field at the center of charge and \( e \) is the elementary charge. This coupling strength is closely related to the commonly used coupling rate \( g_{i,k} \) between the cavity mode \( k \) and a electronic excitation \( i \) from the electronic ground state \( |g⟩ \):

\[ g_{i,k} = -\frac{e}{\hbar} E_k \cdot \langle g | R | e_i⟩ = -\sqrt{\frac{\omega_k^2}{2\hbar}} \lambda_k \cdot d_i. \]  

(A3)

The transition dipole moments \( d_i = \langle g | R | e_i⟩ \) and energies of electronic excitations \( \hbar \omega_l \) can also be determined with a standard linear-response time-dependent density-functional theory (TDDFT) [80]. In the strong-coupling limit shown in the main text, we include a single, lossless cavity mode (\( N = 1 \)), or equivalently \( \kappa = 0 \), such that we are in the strong-coupling regime for \( g > 0 \). We can also incorporate cavity losses by inputting the spectral profile of a lossy cavity, as described in Ref. 57 and shown for CH\(_2\) in Appendix B, to model Purcell enhancements simultaneously with the formation of defect polaritons.

To solve the Hamiltonian in Eq. (A1), we apply the generalized Casida equation [70, 80], where the electron-electron interactions included in TDDFT and the electron-photon interactions are solved simultaneously. We diagonalize the Casida matrix of size \( N_o N_u + N = M N \), where \( N_o \) is the number of occupied orbitals, \( N_u \) is the number of unoccupied orbitals, \( N_o N_u = M \) is the number of electronic excitations, and \( N \) the number of photon modes, to obtain excitation energies and transition dipole moments that generate the absorption spectrum:

\[ A_j(\hbar \omega) = C \sum_{i=1}^M \delta(\omega - \omega_l) \hbar \omega_l |\sum_{j=1}^M C_{ij}^e d_{i,j}|^2, \]  

(A4)

where the absorption of \( j \)-polarized light (with \( j \in \{x, y, z\} \)) is a function of a frequency-independent prefactor \( C = 2m_e/(3\hbar^2) \) (with \( m_e \) the electron mass); the mode energy is \( \hbar \omega_l \); \( C_{il}^e \) \( (C_{kl}^{ph}) \) is the projection of an original, unmixed electronic (photonic) state \( |e_l, 0⟩ \) \( (|g, k⟩) \) to a resulting polaritonic state \( |v_l⟩ \); and \( d_{i,j} \) is the \( j \)-component of the transition dipole moment \( \mathbf{d}_i \) of electronic excitation \( i \in M \) excited electronic states. For presentation purposes, we broaden the delta function \( \delta(\omega - \omega_l) \) with a discrete Lorentzian: \( \delta(\omega - \omega_l) \rightarrow \Gamma \Delta \omega (2\pi((\omega - \omega_l)^2 + (\Gamma/2)^2))^{-1} \), where \( \Delta(\hbar \omega) \) is the energy spacing and \( \hbar \Gamma \) is the spectral broadening. We drop \( C \) for convenience when plotting the absorption. Using the projections \( C_{il}^e \) and \( C_{kl}^{ph} \), we can additionally calculate the logarithm of the weight of photon character \( w_{il}^{ph} = \sum_{k=1}^N W_{kl}^{ph} = 1 - w_{il}^e \) where \( W_{kl}^{ph} = |C_{kl}^{ph}|^2 \). In the absence of cavity photons, Eq. (A4) reduces to the standard form of absorption of an all-electronic system:

\[ A_j(\hbar \omega) = C \sum_{i=1}^M \delta(\omega - \omega_l) \hbar \omega_l |d_{i,j}|^2. \]  

(A5)

Since the upper polariton of the defect polariton of all four systems interacts with the near-continuum of electronic transitions starting from \( \sim 4 \) to \( \sim 9 \) eV within the cavity strength range of \( \lambda \) considered, we ensure that the total light-matter coupling is converged for a given cavity mode and vacuum electric field by converging the integrated absorption relative to the number of occupied and unoccupied states included in the electronic component of the Casida calculation for the pristine hBN nanoflake, as shown in Fig. 6(a) and (b), respectively. At \( 9 \) eV, the integrated absorption is converged within 1% for 80 occupied states and 100 unoccupied states. We use this number of occupied and unoccupied states for all four defect systems considered.

**Appendix B: Cavity losses**

As in Ref. [57], we model the effect of non-zero cavity losses on the absorption spectrum of defect polaritons in Fig. 7 by replacing the cavity strength \( \lambda_k \) of a cavity with energy \( \hbar \omega_c \) with many photon modes whose spectral density follows a Lorentzian profile:

\[ |\lambda_k|^2 = |\lambda_c|^2 L(\Delta \omega, \kappa, \omega_{kc}), \]  

(B1)

where

\[ L(\Delta \omega, \kappa, \omega_{kc}) = \frac{\Delta \omega}{2\pi} \frac{1}{(\omega_c - \omega_{kc})^2 + (\kappa/2)^2}, \]  

(B2)

where \( \kappa \) is the cavity loss rate. Notably, the peak intensity of the lower polariton decreases and the linewidth increases, while the quasi-continuum remains largely unchanged.
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FIG. 7. Cavity losses. Absorption spectra of an x-polarized cavity mode resonantly tuned to the lowest-lying excitation of CH₂ for coupling strength λ of 0.493 eV/Å/nm and cavity loss rate κ of (a) 0.00, (b) 0.05, and (c) 0.30 eV. Therefore, Fig. 7(a) corresponds to Fig. 3(d). The relative electronic and photonic weight of each polariton state is overlaid on the absorption curves. We set ℏΓ = 10 meV and Δ(ℏω) = 1 meV. For increasing coupling strength, for the peak corresponding to the lower polariton, the linewidth increases, the maximum intensity decreases, and the central frequency does not shift. Meanwhile, the shape and intensity of the quasi-continuum absorption do not change significantly, as indicated by the black arrow indicating the peak absorption of the quasi-continuum for κ = 0 in (a), although the relative photonic character increases.

Appendix C: Comparison with a cQED model

We compare the results in Fig. 4 calculated with first-principles QEDFT with those from a cQED model briefly summarized here and described in further detail in Ref. [57]. The Hamiltonian $H_{cQED}$ describing the light-matter interaction between electronic excitations and cavity photon modes, in the rotating wave approximation, is given by

$$H_{cQED} = \sum_{i=1}^{M} \hbar \omega_i \sigma_i^\dagger \sigma_i + \sum_{k=1}^{N} \hbar \omega_k a_k^\dagger a_k$$

$$+ \hbar \sum_{i,k=1}^{M,N} (g_{i,k} \sigma_i^\dagger a_k + \text{H.c.}),$$

where $\sigma_i^\dagger, \sigma_i, a_k^\dagger, a_k$ are creation (annihilation) operators for the $i$th of $M$ electronic excitations and $k$th of $N$ photon modes, respectively, $\text{H.c.}$ is the Hermitian conjugate, and $\hbar \omega_i$ and $\hbar \omega_k$ are the mode energies.

The state of the system in the single excitation subspace is

$$|\psi\rangle = c_0 |g, \{0_k\}\rangle + \sum_{i=1}^{M} c_i^{el} |e_i, \{0_k\}\rangle + \sum_{k=1}^{N} c_k^{ph} |g, \{1_k\}\rangle,$$

where the coefficients $c_0, c_i^{el}, c_k^{ph}$ are time-dependent. We plug this ansatz into the Schrödinger equation to obtain a system of linear differential equations:

$$\dot{c}_i^{el} = -i \omega_i c_i^{el} - i \sum_{k=1}^{N} g_{i,k} c_k^{ph},$$

$$\dot{c}_k^{ph} = -i \sum_{i=1}^{M} g_{i,k}^* c_i^{el} - i \omega_k c_k.$$

This system of equations can be solved to obtain the polariton energies $\hbar \omega_l$ and polaritonic states as projections onto the bare electronic excitations and photons, which can be used to calculate the electronic absorption spectrum and weight of the original, unmixed electronic and photonic states as described in Appendix A.

Importantly, both the cQED and QEDFT models are within the point dipole approximation and single excitation subspace. However, the QEDFT model has the advantage of including the dipole self-energy term $R^2$, necessarily includes all electronic and photonic degrees of freedom for good quantitative agreement with experimental data up to the accuracy of the density functional used, and includes counter-rotating terms typically neglected in the rotating wave approximation. In contrast, calculations based on the cQED model generally include only a few, judiciously chosen electronic excitations to minimize computational complexity, although in principle, many can be included, as we do in Fig. 4 where we compare the results from the cQED and QEDFT models. Despite the aforementioned differences in these models, we note excellent qualitative agreement, although quantitatively the results differ more strongly at higher coupling strengths due to the inclusion of the dipole self-energy and counter-rotating terms in QEDFT.
FIG. 8. Comparison of QEDFT (solid lines) and cQED model (dotted lines). As in Fig. 4, for all four defect systems, we show the (a) excitation energy, (b) absorption with zero spectral broadening, and (c) photonic weight of the lowest-lying excitation, or the lower polariton for coupling strength $\lambda$ from 0.010 to 0.986 eV $^{1/2}$/nm. QEDFT and cQED model present similar results that differ more strongly at higher coupling strengths evidently due to the inclusion of the dipole self-energy and counter-rotating terms in QEDFT.
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