Magnetophononics: ultrafast spin control through the lattice
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Using a combination of first-principles and magnetization-dynamics calculations, we study the effect of the intense optical excitation of phonons on the magnetic behavior in insulating magnetic materials. Taking the prototypical magnetoelectric Cr2O3 as our model system, we show that excitation of a polar mode at 17 THz causes a pronounced modification of the magnetic exchange interactions through a change in the average Cr-Cr distance. In particular, the quasi-static deformation induced by nonlinear phononic coupling yields a structure with a modified magnetic state, which persists for the duration of the phonon excitation. In addition, our time-dependent magnetization dynamics computations show that systematic modulation of the magnetic exchange interaction by the phonon excitation modifies the magnetization dynamics. This temporal modulation of the magnetic exchange interaction strengths using phonons provides a new route to creating non-equilibrium magnetic states and suggests new avenues for fast manipulation of spin arrangements and dynamics.

I. INTRODUCTION

The field of non-linear phononics, in which high-intensity terahertz (THz) optical pulses are used to drive phonon excitations, is of increasing interest.12 The non-linear processes triggered by the strong phonon excitations have been shown repeatedly to introduce complex structural modifications in materials, which in turn cause striking and often unexpected changes in properties. Examples include the stimulation of insulator to metal transitions in correlated oxides,3 and the enhancement of superconducting properties in high-$T_c$ cuprates5 and other materials6 In all cases, theoretical studies combining density functional theory with phenomenological modeling have been invaluable in interpreting the experimental results2,9–13 and even in predicting new phenomena, such as the recent switching14 and creation15 of ferroic states, ahead of their experimental observation.16

In addition to modifying electronic properties, there are a number of examples of THz phonon excitation triggering magnetic phenomena on a picosecond ($ps=10^{-12}$s) timescale. Early results indicate that selective phonon excitations can induce demagnetization processes17–19 and two-phonon excitation20 has been shown to excite magnons by the stimulated rotational motion of atoms21,22. We note that these behaviors are distinct from ultrafast femtosecond ($fs=10^{-15}$s) spin-flip relaxation processes induced by optical frequency pulses, such as the pioneering experiments of Refs. 20–22, which heat the electronic/lattice sub-system. They are also distinct from the THz excitation of electro-magnons in multiferroic33 in which the electric field of the light pulse couples directly to the dipole moment of the electron-magnon quasiparticle.

In this work, we address theoretically how the structural changes triggered by the non-linear phononic processes affect the magnetic energy landscape. We are particularly interested in the situation in which an excited infra-red-active phonon mode couples quadratic-linearly to a Raman-active mode, causing a shift in the average structure that persists for the duration of the phonon excitation. We show that the induced structure can have a different magnetic ordering from the equilibrium structure, so that the lattice excitation can cause a spin-state transition. In addition, we explore the spin dynamics induced by the phonon coupling, and show that various complex spin-flip patterns can be selectively excited through appropriate choice of the phonon driving frequency.

In the next section we review the now well-established theory of non-linear phononics. We then present a model that combines the non-linear phononics formalism with the Heisenberg Hamiltonian to describe spin-phonon coupling through the changes in magnetic exchange interactions that are induced by changes in structure. In Section III, we apply the model to the prototypical magnetoelectric material, Cr2O3 (Fig. 1), using first-principles calculations to obtain all the material-specific parameters. In Section IV we present and discuss the analytical solution of the non-linear phononic Hamiltonian for the lattice dynamics and in Section V, the numerical simulations of the magnetization dynamics based on the Landau-Lifshitz Gilbert equation.23,24 The implications of our findings and suggestions for future work are discussed in the Summary.

II. THEORY

Here we describe separately the modeling of phononic and magnetic lattice systems before outlining our approach to modeling their coupling. We begin with the description of lattice anharmonicity.

For large atomic displacements, such as those induced by intense optical pulses, the usual harmonic description of lattice phonons breaks down and higher order anharmonicities become relevant. The lattice Hamiltonian can then be written
where \( \omega_{\mathrm{IR}}, \omega_{\mathrm{R}} \) are the frequencies of the infrared (IR) and Raman (R) modes, \( \xi_{\mathrm{IR}} \) and \( \xi_{\mathrm{R}} \) are distortions, \( \gamma_{\mathrm{IR}/\mathrm{R}} \) are fourth order anharmonic constants and \( g \) represents the coupling between two phonon modes. (Terms in \( \xi_{\mathrm{R}}^{3} \) are small and so are neglected for conciseness.) The dominant anharmonic response to optical pumping comes from the third-order \( \xi_{\mathrm{IR}}^{2} \) term, which has been shown to cause a shift in the potential energy. We introduce the coupling of the local spin moments \( D \) is the uniaxial magneto-crystalline anisotropy (MCA) energy to a finite value of the Raman normal mode coordinate, creating in turn a quasi-static change in the structure energy to a finite value of the Raman normal mode coordinate, creating in turn a quasi-static change in the structure energy to a finite value of the Raman normal mode coordinate, creating in turn a quasi-static change in the structure energy. We introduce the coupling of the local spin moments through the magnetic exchange interactions between spins \( S \), where \( J_{i,j} \) generate exchange interactions, resulting in an increased total energy. For the general symmetry, either Raman or IR active, the situation is more complicated since the symmetry breaking can split degenerate exchange interactions, resulting in an increased total number of inequivalent exchange interaction parameters. In principle the MCA energy term, \( D \), is also a function of the mode amplitude. However, we find that its variation is negligible for \( \text{Cr}_2\text{O}_3 \).

To model the magnetic structure we consider a Heisenberg Hamiltonian with

\[
H^\text{mag} = \sum_{(i,j)} J_{i,j} (S_i \cdot S_j) + D \sum_{i=1}^{N} (S_i^z)^2 ,
\]

where \( S_i \) is a localized spin magnetic moment, \( J_{i,j} \) are the magnetic exchange interactions between spins \( i \) and \( j \), and \( D \) is the uniaxial magneto-crystalline anisotropy (MCA) energy. We introduce the coupling of the local spin moments contained in the Heisenberg Hamiltonian, to the distortion \( \xi \) of the lattice Hamiltonian by expanding the magnetic exchange interactions with respect to the distortion. For an expansion up to second order we obtain the following spin-phonon coupling Hamiltonian:

\[
H^\text{sp} = \sum_{(i,j)} \frac{\partial J_{i,j}}{\partial \xi} (S_i \cdot S_j) \xi + \sum_{i,j} \frac{\partial^2 J_{i,j}}{\partial \xi^2} (S_i \cdot S_j) \xi^2 .
\]

Note that the first derivatives of exchange with respect to mode \( \xi \) can be zero for certain mode symmetries, and in general only the second order derivatives are non-zero. For the symmetry-conserving Raman modes, \( \xi_{\mathrm{R}} \), however, the first order spin-lattice coupling is non-zero; note also that these are the modes that have a quadratic-linear lattice coupling with the IR modes in Eqn. (1). Since the \( \xi_{\mathrm{R}} \) distortion is symmetry conserving we can directly write the exchange interaction as a function of the mode amplitude as

\[
J_{i,j} (\xi_{\mathrm{R}}) = J_{i,j} + \frac{\partial J_{i,j}}{\partial \xi_{\mathrm{R}}} \xi_{\mathrm{R}} + \frac{\partial^2 J_{i,j}}{\partial \xi_{\mathrm{R}}^2} \xi_{\mathrm{R}}^2 + \ldots ,
\]

with the same labeling as in Eqn. (2). For a phonon mode of general symmetry, either Raman or IR active, the situation is more complicated since the symmetry breaking can split degenerate exchange interactions, resulting in an increased total number of inequivalent exchange interaction parameters. In principle the MCA energy term, \( D \), is also a function of the mode amplitude. However, we find that its variation is negligible for \( \text{Cr}_2\text{O}_3 \).

\[\text{A. Computational details}\]

To calculate the structure, phonons and magnetic exchange interactions of \( \text{Cr}_2\text{O}_3 \) we use density functional theory with the local spin density approximation plus Hubbard \( U \) (LSDA+\( U \)) exchange-correlation functional. We use parameters \( U=4 \text{eV} \) and \( J=0.5 \text{eV} \) on the Cr-\( d \) orbitals and treat the double counting correction within the fully-localized limit. These parameters have been shown to give a good description of \( \text{Cr}_2\text{O}_3 \) in earlier work. We use the Vienna \textit{ab-initio} simulation package (VASP) within the projector augmented wave (PAW) method using default VASP PAW pseudopotentials generated with the following valence-electron configurations: Cr (3s\(^2\)3p\(^6\)4s\(^3\)4d\(^3\)), O (2s\(^2\)2p\(^4\)). We sample the Brillouin zone in our total energy calculations using \( 11 \times 11 \times 11 \) and \( 9 \times 9 \times 5 \) \( k \)-point meshes for the primitive rhombohedral and hexagonal cells respectively, and use a plane-wave energy cutoff of 600 eV. Finally, for computing the MCA energy of \( \text{Cr}_2\text{O}_3 \) we use an increased \( k \)-point grid of \( 14 \times 14 \times 14 \) within the rhombohedral cell.

Previous theoretical studies of \( \text{Cr}_2\text{O}_3 \) have addressed the microscopic origin of the magnetoelectric effect \( \text{Cr}_2\text{O}_3 \) and the magnetic properties \( \text{Cr}_2\text{O}_3 \) using a combination of first-principles density functional theory (DFT) calculations and effective Hamiltonian approaches. These studies demonstrated that magnetoelectric properties, phonon frequencies
and magnetic exchange interactions, all key quantities in this work, are well described by DFT calculations with technical details similar to those chosen here.

We calculate the atomistic spin-dynamics by solving the Landau-Lifshitz Gilbert equation numerically using the Heun method\textsuperscript{[34]} with an integration time step that is one thousandth of the fastest period of the oscillations ($\frac{\pi \mu}{\gamma D} 10^{-3} \approx 4 \text{s}$).

III. Cr$_2$O$_3$

Cr$_2$O$_3$ crystallizes in the corundum structure which is composed of a combination of edge- and face-sharing CrO$_6$ octahedra. The magnitude $3\mu_B$ spin magnetic moments on the $d^3$ Cr$^{3+}$ ions order antiferromagnetically below the Néel temperature, $T_N = 307$ K, in a collinear “(↑, ↓, ↑)” pattern with magnetic space group $R\bar{3}c$ (161) that breaks inversion symmetry (Fig. 1)\textsuperscript{[35,36]}. The primitive unit cell, with its four chromium and six oxygen atoms is shown in Fig. 1(a). As a result of its simultaneous breaking of time-reversal and space-inversion symmetry, Cr$_2$O$_3$ exhibits the linear magnetoelectric effect, in which a magnetic/electric field induces an electric/magnetic polarization. Indeed, Cr$_2$O$_3$ is considered to be the prototypical magnetoelectric, being the material in which the effect was first predicted\textsuperscript{[37]} and subsequently measured\textsuperscript{[38]}.

A. Calculated lattice properties of Cr$_2$O$_3$

We begin by calculating the lowest-energy structure of Cr$_2$O$_3$ by relaxing its rhombohedral unit cell to obtain a force-free DFT reference structure. We initialized our computations using data from the experimental study of Ref. [39] and optimized the structure until the forces on each atom were less than 0.01 meV/˚A. The resulting structure has a unit cell volume of 96.46 ˚A$^3$, with the coordinates $x = 0.152$ for Cr and $x = 0.304$ for O at the Wyckoff positions 4c and 6e, respectively, in good agreement with literature experimental\textsuperscript{[39]} and theoretical\textsuperscript{[34]} values.

Next, we compute the phonon frequencies and eigenvectors of our ground-state structure using density functional perturbation theory\textsuperscript{[43]}. Light radiation only excites polar phonon modes close to the center of the Brillouin zone, $q = (0, 0, 0)$. Consequently, we do not calculate the full phonon band structure but only the modes at this special point in reciprocal space. Since the primitive cell of Cr$_2$O$_3$ contains 10 atoms, there are 27 non-translational zone-center phonon modes, which span the irreducible representatives of the $\overline{3}$ m point group: $2A_{1g} \otimes 3A_{2g} \otimes 2A_{1u} \otimes 2A_{2u} \otimes 10E_{1g} \otimes 8E_{2g}$. Of these modes only the $A_{2u}$ and $E_{2u}$ modes are polar, with the dipole moments of the $A_{2u}$ modes pointing along the long rhombohedral axis ($a+b+c$) and those of the $E_{2u}$ modes perpendicular to it. The $A_{1g}$ modes, which are not directly excitable by light, have the symmetry of the Cr$_2$O$_3$ point group and consequently exhibit a square-linear coupling to the polar modes in the anharmonic potential. We list in Tab. I the computed frequencies of $A_{1g}$ and optically active modes together with available experimental frequencies from the literature\textsuperscript{[40–42]} and find good agreement.

In Fig. 2 we show the displacement patterns of the $A_{2u}$ and $A_{1g}$ modes with the grey arrows indicating the direction of displacement of the atoms for positive mode amplitude. Within the Cr$_2$O$_3$ structure the 9.3 Thz $A_{1g}$ ($A_{1g}(9)$) mode modulates the Cr-Cr distance, whereas the higher frequency 17.3 Thz $A_{1g}(17)$ mode modulates the Cr-O-Cr bond-angles via a rotation of the oxygen octahedra around the rhombohedral axis. Both polar $A_{2u}$ modes exhibit a collective motion of the oxygens along the rhombohedral axis, with the 17.2 Thz $A_{2u}(17)$ mode involving the larger relative movement of the Cr and oxygen atoms. The Cr-Cr bond lengths are unchanged by the movement patterns of the polar modes.

With our calculated phonon eigenvectors as the starting point, we next compute the anharmonic phonon coupling constants by mapping the potential of Eqn. (1) onto total energy calculations of Cr$_2$O$_3$ structures, distorted by appropri-
TABLE I: Phonon frequencies of symmetry conserving Raman and infrared-active modes of Cr$_2$O$_3$ in THz. The experimental values (EXP) are taken from Refs. [40–42]. The displacement patterns of the $A_{1g}$ and $A_{2u}$ modes are shown in Fig. 2(a,b).

| sym.   | DFT  | EXP  |
|--------|------|------|
| $A_{1g}$ | 9.3  | 9.0  |
| $A_{1g}$ | 17.3 | 16.5 |
| $A_{2g}$ | 8.0  | –    |
| $A_{2g}$ | 13.8 | –    |
| $A_{2g}$ | 20.7 | –    |
| $E_g$   | 9.2  | 8.7  |
| $E_g$   | 10.7 | 10.5 |
| $E_g$   | 12.4 | 12.0 |
| $E_g$   | 16.1 | 15.6 |
| $E_g$   | 19.2 | 18.5 |
| $A_{2u}$ | 12.2 | 12.1 |
| $A_{2u}$ | 17.2 | 16.0 |
| $E_u$   | 9.3  | 9.1  |
| $E_u$   | 13.5 | 13.2 |
| $E_u$   | 17.0 | 16.1 |
| $E_u$   | 19.0 | 18.2 |

We are primarily interested in the quadratic-linear coupling of Eqn. (1), which is only nonzero if the linear component has the full point group symmetry, which is $A_{1g}$ for Cr$_2$O$_3$. For convenience, we assume that the radiation is oriented along the rhombohedral axis such that only $A_{2u}$ modes are directly excited, then we compute the 2D-potential of Eqn. (1) for all combinations of polar $A_{2u}$ and $A_{1g}$ modes.

In Fig. 3(a) we show the computed potential landscape for the combination of the $A_{1g}(9)$ and $A_{2u}(17)$ phonon modes. Displacement of the $A_{2u}(17)$ mode causes a shift of the potential minimum of the $A_{1g}(9)$ mode, as shown in the cuts of the 2D-potential in Fig. 3(b). The red dashed line in Fig. 3(a) shows the position of the $A_{1g}(9)$ mode minimum within the 2D potential landscape. For negative and positive amplitudes of the $A_{2u}(17)$ mode, the potential minimum position shifts to positive amplitudes of the $A_{1g}(9)$, corresponding to a negative sign of the square-linear coupling. We quantify this observation by fitting the complete potential landscape using Eqn. (1), to extract all anharmonic coupling constants and repeat the calculation for all combinations of $A_{2u}$ and $A_{1g}$ modes. The computed anharmonic constants are given in Tab. II.

We find that the nominal value of the quadratic-linear anharmonic coupling $g$ varies from 6 to 101 meV/($\sqrt{\pi}$Å)$^3$, and exhibits positive or negative sign, so that modulations of the Cr$_2$O$_3$ structure with positive and negative amplitudes of the $A_{1g}$ modes can be induced by exciting the appropriate polar mode. (Note that the opposite choice of sign in the definition of the phonon eigenvectors would reverse the sign of $g$; the signs given in Tab. II correspond to the phonons as defined in

![Fig. 2](image-url)

![Fig. 3](image-url)

TABLE II: Upper panel: Anharmonic coupling constants $g$, in units of [meV/(\sqrt{\pi}\text{Å})$^3$], between symmetry conserving $A_{1g}$ and IR active phonon modes of $A_{2u}$ symmetry. Lower panel: quartic anharmonic constants, $\gamma$, in units of [meV/($\sqrt{\pi}$Å)$^4$].

| modes   | $A_{2u}(12)$ | $A_{2u}(17)$ |
|---------|--------------|--------------|
| $A_{1g}(9)$ | 6            | -86          |
| $A_{1g}(17)$ | -38          | 101          |

| modes   | $A_{1g}(9)$ | $A_{1g}(17)$ | $A_{2u}(12)$ | $A_{2u}(17)$ |
|---------|--------------|--------------|--------------|--------------|
| $\gamma_{IR}$ | 1            | 4            | 4            | 14           |

Minimization of Eqn. (1) gives the amount of induced structural distortion to be $\xi_R \approx -g\xi_{IR}^2/\omega_R^2$. Consequently, for the combination of polar $A_{2u}(12)$ and $A_{1g}(9)$ modes, excitation of the polar mode induces, due to the positive coupling constant $g$, a negative amplitude of the $A_{1g}(9)$ mode which results in a decrease in the nearest-neighbor Cr-Cr distance.
In contrast, the \( A_{2u}(17) \) mode couples with a negative coupling constant \( g \) to the \( A_{1g}(9) \) mode and so the induced quasi-equilibrium structure has an increased Cr-Cr distance. The \( A_{1g}(17) \) mode changes the oxygen octahedral rotation angles around the Cr ions. Its negative coupling to the \( A_{2u}(12) \) mode results in a decreased rotational angle, whereas the positive coupling to the \( A_{2u}(17) \) mode increases the rotational angle in the quasi-equilibrium structure.

B. Calculated magnetic properties of \( \text{Cr}_2\text{O}_3 \)

The fact that the transient structure generated through the quadratic-linear coupling of the optically excited polar modes to the \( A_{1g}(9) \) Raman mode has a modified Cr-Cr distance suggests that it might also have a different magnetic ground state. To explore this possibility, we next calculate the energy difference between the AFM ground-state ordering (\( \uparrow \uparrow \downarrow \downarrow \)) and two other magnetic orderings of the Cr spins – ferromagnetic (FM) (\( \uparrow \downarrow \uparrow \downarrow \)) and another antiferromagnetic (AFM) (\( \uparrow \downarrow \downarrow \uparrow \) – as a function of the \( A_{1g}(9) \) distortion amplitude.

For the equilibrium structure, we find that the AFM\(_{1}\) state is 67 meV and the FM state 162 meV in energy above the AFM ground state. Modulating the structure with the pattern of atomic displacements corresponding to the \( A_{1g}(9) \) phonon mode in the positive direction, so that the Cr-Cr nearest-neighbor distance, \( d_{\text{Cr-Cr}} \), is increased, significantly lowers both of these energy differences. For positive amplitudes larger than \( \xi_{u} \geq 0.75 \sqrt{\text{Å}} \), the energy of the AFM\(_{1}\) state becomes lower than the AFM ground state; at larger amplitudes \( \xi_{u} \geq 1.9 \sqrt{\text{Å}} \) the FM state becomes lower in energy than the original ground state, but remains higher in energy than the AFM\(_{1}\) state. We therefore predict that a crossover to the AFM\(_{1}\) state should be achievable through quadratic-linear coupling with appropriate choice of the polar mode excitation frequency and intensity. (Note that modulating the structure with a negative amplitude of \( A_{1g}(9) \), which decreases the Cr-Cr nearest-neighbor bond, increases the relative energies of the FM and AFM\(_{1}\) states). In contrast, modulating the structure along the eigenvector of the second \( A_{1g} \) mode at 17 THz, or along those of the polar \( A_{2u} \) modes has only a small effect on the magnetic energy landscape.

To explore the magnetic behavior further, we next calculate the magnetic exchange interactions of the ground-state structure using the Heisenberg Hamiltonian of Eqn. \( (2) \), including magnetic exchange interactions, \( J_{n} \), up to fifth nearest neighbors, as shown in Fig. \( 4 \), this Hamiltonian has been shown to give an accurate theoretical description of the magnetoelectric effect and magnetic transition temperature of \( \text{Cr}_2\text{O}_3 \). Specifically, our Heisenberg Hamiltonian for the magnetic exchanges reads:

\[
H_{\text{exch}}^{\text{Cr-Cr}} = J_{1}(S_{1} \cdot S_{2} + S_{3} \cdot S_{4}) \\
+ 3J_{2}(S_{1} \cdot S_{2} + S_{3} \cdot S_{4}) \\
+ 3J_{3}(S_{1} \cdot S_{2} + S_{3} \cdot S_{4}) \\
+ 6J_{4}(S_{1} \cdot S_{3} + S_{2} \cdot S_{4}) \\
+ J_{5}(S_{2} \cdot S_{3} + S_{1} \cdot S_{4}) ,
\]

with the \( J_{n} \) as shown in Fig. \( 4 \) and the labeling of spins as in Fig. \( 4 \). We extract the magnetic exchange interactions from the total energy differences between four distinct magnetic arrangements within the non-primitive hexagonal cell, using the approach of Ref. \( [44] \). The resulting magnetic exchange interactions are listed in Tab. \( III \) and are in agreement with earlier theoretical work\( [29] \). We find the nearest and next-nearest neighbor interactions, \( J_{1} \) and \( J_{2} \), to be strongly antiferromagnetic, whereas \( J_{3} \) and \( J_{4} \) favor ferromagnetic arrangements. The furthermost exchange interaction that we consider, \( J_{5} \), is weakly antiferromagnetic. Finally, we note that, in contrast to other magnetic insulators\( [29] \), higher-order magnetic exchanges such as four-body interactions are not required for the description of the magnetism in \( \text{Cr}_2\text{O}_3 \).

Next, we compute how the modulation of the \( \text{Cr}_2\text{O}_3 \) structure by the phonon mode eigenvectors changes the magnetic exchange interactions, using the same approach to extract the exchange interactions as we used above for the ground-state structure. (For the \( A_{2u} \) modes we neglect the small splittings in \( J \) values that result from the lowered symmetry.) Our calculated coefficients of the expansion of Eqn. \( (4) \), listed up to quadratic order in \( \xi \) in Table \( III \) are a measure of the spin-phonon coupling for each mode. In Fig. \( 4(b,c) \), we plot the five nearest-neighbor magnetic exchange constants as a function of the \( A_{1g}(9) \) and \( A_{2u}(17) \) phonon mode amplitudes. We find that the \( A_{1g}(9) \) mode significantly changes the nearest-neighbor exchange interaction, whereas the longer range magnetic exchange interactions are less affected by the structural modulation. An intriguing result is the sign change of the nearest-neighbor exchange interaction \( J_{1} \) at amplitudes \( \xi \geq 0.75 \sqrt{\text{Å}} \), corresponding to an increase of 0.06 Å in the Cr-Cr bond length, consistent with the crossover to AFM\(_{1}\) ordering that we found above. In contrast to the \( A_{1g}(9) \) mode we see that the \( A_{2u}(17) \) mode has minimal direct effect on the magnetic exchange interactions. The other \( A_{1g} \) and \( A_{2u} \) modes (not shown) also have minimal effect on the exchange interactions. The spin-phonon coupling constants obtained by fitting these results to Eqn. \( (4) \) are listed in Tab. \( III \) as expected the coefficients of \( J_{1} \) for the \( A_{1g}(9) \) mode are large.

We can understand the strong \( J_{1} \) response by analyzing the displacement pattern of the \( A_{1g}(9) \) mode in the context of the origin of the \( J_{1} \) magnetic exchange interaction that has been discussed in the literature. Earlier analysis of the magnetic interactions in the ground-state of \( \text{Cr}_2\text{O}_3 \) showed that the main contribution to \( J_{1} \) arises from an antiferromagnetic direct exchange interaction between the nearest Cr atoms combined with a small ferromagnetic superexchange component from the \( 82^\circ \) Cr-O-Cr interaction. For positive amplitudes of the \( A_{1g}(9) \) mode, the Cr-Cr distance increases thus decreasing the antiferromagnetic direct exchange interaction. At the
FIG. 4: (a) Illustration of the magnetic exchange interactions in Cr$_2$O$_3$, from first to fifth nearest neighbor. (b,c) Changes in the magnetic exchange interactions due to structural modifications by the $A_{1g}(9)$ and $A_{2u}(17)$ modes. Note that for the $A_{1g}(9)$ mode the nearest-neighbor magnetic exchange ($J_1$) changes sign for negative phonon mode amplitudes.

TABLE III: Upper panel: Magnetic exchange interactions (meV) for the ground-state structure of Cr$_2$O$_3$. Lower panel: Spin-phonon coupling constants (units meV/$\sqrt{\text{u}\text{Å}}$ and meV/$\sqrt{\text{u}\text{Å}}^2$ for first/second order) for the $A_{1g}$ and $A_{2u}$ modes of Cr$_2$O$_3$.

| J$_1$ | J$_2$ | J$_3$ | J$_4$ | J$_5$ |
|-------|-------|-------|-------|-------|
| 25.4  | 21.2  | -3.9  | -3.3  | 4.2   |

| n     | $A_{1g}(9)$ | | $A_{2u}(17)$ | |
|-------|-------------|----------------|----------------|
| $\partial J_n / \partial \xi$ | -57.9 | 12.4 | -0.5 | |
| $\partial^2 J_n / \partial \xi^2$ | 14.5 | 3.9 | -0.7 | |

The same time, the Cr-O-Cr angle becomes closer to 90° enhancing the ferromagnetic superexchange. The result is a change in sign of $J_1$. We note that this observation is possibly connected to the findings of Ref. [27], in which strong modulations of magnetic energies induced by small changes of the Cr$_2$O$_3$ ground-state structure were reported. Moreover, since the direct magnetic exchange interaction only affects $J_1$, the magnetic exchange interactions $J_n$ with $n \geq 2$ are less affected by the structural distortion.

Finally, we calculate the MCA energy of Cr$_2$O$_3$, from the energy difference between alignment of the Cr spin moments along ($E_{||}$) and perpendicular ($E_{\perp}$) to the rhombohedral axis, including the spin-orbit interaction in our calculations. We obtain an energy difference $E_{||} - E_{\perp} = -27 \mu eV$; the experimental values range from $-12 \mu eV$ to $-16 \mu eV$. We also calculate the change in MCA energy when the structure is modulated by the $A_{1g}$ or $A_{2u}$ phonon modes and find no significant change (a mode amplitude of $\xi = \pm 2 \sqrt{u\text{Å}}$ lowers the MCA energy by $\approx 10\%$). In particular, the rhombohedral easy axis is preserved upon structural modulation. This finding justifies our omission of MCA terms in our spin-phonon Hamiltonian, Eqn. (3).

To summarize this section, we find a strong dependence of the $J_1$ nearest-neighbor magnetic exchange interaction on the structural distortion associated with the $A_{1g}(9)$ mode, with positive mode amplitude, corresponding to increased Cr-Cr distance, inducing a change in sign. This dependence leads to a crossover between antiferromagnetic states. Since the $A_{1g}(9)$ mode couples quadratic-linearly to the $A_{2u}$ modes, this crossover can be induced by optical excitation of the polar modes. Following the classical considerations derived in Refs. [10,13], we estimate that a pulse fluence of
IV. NON-LINEAR LATTICE DYNAMICS

Having established that the structural modification induced via non-linear phononic coupling can lead to a change in magnetic ordering, we next evaluate the dynamical behavior associated with driving a phonon. We begin by calculating the non-linear lattice dynamics using the vibrational crystal potential given in Eqn. (1), followed by the resulting spin dynamics. We study the case in which an IR mode is excited by a sinusoidal driving force \( F(t) \) with amplitude \( E_{\text{drive}} \) with frequency \( \Omega \) and calculate the resulting dynamics of the coupled R mode, focussing particularly on the combination of the \( A_{2u}(17) \) and \( A_{1g}(9) \) which yields a negative amplitude \( A_{1g}(9) \) displacement and possible ferromagnetism. The time evolution of the system described by the potential in Eqn. (1) is then governed by the following set of differential equations:

\[
\begin{align*}
\dot{\xi}_{IR} + \omega^2_{IR}\xi_{IR} + \gamma \xi_{IR}^3 &= 2g\xi_{IR}\xi_{R} + F(t), \\
\dot{\xi}_{R} + \omega^2_{R}\xi_{R} + \gamma \xi_{R}^3 &= g\xi_{IR}, \\
F(t) &= E_{\text{drive}} \sin(\Omega t). & (6, 7, 8)
\end{align*}
\]

We derive a closed analytical solution of the dynamic equations in the limit in which the coupling and the anharmonicity are small relative to the frequency, that is \( g \left( \frac{\sin \omega t}{\omega} \right) \ll 1 \) by following the approach of Ref. [43]. For the case of \( Cr_2O_3 \), our \textit{ab initio} values, provided in Table [1] and [2] indicate that the combination of \( A_{1g} \) with polar \( A_{2u} \) modes fulfills this criterion. The dynamics of the IR mode are then given by:

\[
\begin{align*}
\xi_{IR}(t) &= A_{IR} \sin(\tilde{\omega}_{IR} t) + A_{\Omega} \sin(\Omega t) \\
&+ \frac{gA_{IR}A_{R}}{2[\omega^2_{IR} - (\tilde{\omega}_{IR} - \omega_R)^2]} \cos((\tilde{\omega}_{IR} - \tilde{\omega}_{R})t) \\
&+ \frac{gA_{IR}A_{R}}{2[\omega^2_{IR} - (\tilde{\omega}_{IR} + \omega_R)^2]} \cos((\tilde{\omega}_{IR} + \tilde{\omega}_{R})t) \quad (9) \\
&+ \frac{gA_{A_{1g}}A_{R}}{2[\omega^2_{IR} - (\Omega - \omega_R)^2]} \sin((\Omega - \tilde{\omega}_{R})t) \\
&+ \frac{gA_{A_{1g}}A_{R}}{2[\omega^2_{IR} - (\Omega + \omega_R)^2]} \sin((\Omega + \tilde{\omega}_{R})t),
\end{align*}
\]

and those of the R mode by:

\[
\begin{align*}
\xi_{R}(t) &= \xi_{R0} + A_{R} \cos(\tilde{\omega}_{R} t) \\
&+ \frac{gA^2_{IR}}{4[\omega^2_{IR} - 4\tilde{\omega}^2_{IR}]} \cos(2\tilde{\omega}_{IR} t) \\
&+ \frac{gA^2_{\Omega}}{4[\omega^2_{R} - 4\Omega^2]} \cos(2\Omega t) \quad (10) \\
&+ \frac{gA_{IR}A_{\Omega}}{2[\omega^2_{IR} - (\Omega + \omega_R)^2]} \sin((\Omega + \tilde{\omega}_{IR})t) \\
&+ \frac{gA_{IR}A_{\Omega}}{2[\omega^2_{IR} - (\Omega - \omega_R)^2]} \sin((\Omega - \tilde{\omega}_{IR})t).
\end{align*}
\]

The time-independent displacement of the R mode oscillation is given by \( \xi_0 = g(A_{2u}^2 + A_{1g}^2)/(4\omega^2) \), with the amplitude factors, \( A_{IR} \) and \( A_{R} \) depending on the initial amplitudes, \( \xi_{IR}(0) \) and \( \xi_{R}(0) \) and \( A_{\Omega} = 1/(\omega^2_{IR} - \Omega^2) \). We indicate frequencies with a tilde which have been renormalized by the anharmonic coupling, as given by Eqns. (A.1) and (A.2) in the Appendix.

The solution shows that the anharmonic potential and the coupling between the phonon modes induce motions of the oscillators which display several components given by cosine and sine terms. Each of these terms corresponds to a single component of the motion with a specific amplitude and frequency – either the renormalized original frequency of each oscillator, indicated by the tilde, or sums or differences of the original frequencies. We emphasize that these motions arise from a single mode, which exhibits multiple frequencies because of its anharmonicity and coupling.

Next we analyze the frequencies and amplitudes of each term in Eqn. [10] for the \( A_{1g}(9) \) R mode. In Fig. 5(a,b) we show the frequencies and relative amplitudes of the R mode motions as a function of the drive frequency \( \Omega \), obtained using the parameters for the \( A_{2u}(17) \) (IR) – \( A_{1g}(9) \) (R) coupled phonon modes. Note that the only effect of the external driving amplitude, \( E_{\text{drive}} \), is to scale the amplitude of the motion. We see that for drive frequencies close to the 17THz eigenfrequency of the IR mode, the frequencies of the R mode components range from sub THz to 40 THz (note the logarithmic scale in the lower part of Fig. 5(a)), with the highest frequency components at around 34 THz being twice the renormalized IR mode eigenfrequency (blue line), twice the drive frequency (green dashed line) and the sum of the renormalized IR mode and driver frequencies (red dashed-dotted line). The renormalized R mode frequency is close to 10 THz, and like the renormalized IR mode frequency is independent of the drive frequency. The frequency of the lowest frequency component of the motion is given by the difference between the frequency of the driver and the IR mode eigenfrequency, and as a result it has a strong dependence on the drive frequency, becoming small as the drive frequency approaches the eigenfrequency of the IR mode (note that the divergence when the drive frequency equals the eigenfrequency of the IR mode is not physical, and arises because of the absence of damping in our simulations.)

In Fig. 5(b) we show the relative amplitudes of each frequency component normalized to the time-independent displacement \( \xi_{R0}(t) \) which we set to 100 %. We see a large spread in amplitudes for the different components of the motion, with the motions with the renormalized IR and R eigenfrequencies having the largest amplitudes, in the order of 10 to 20 % of \( \xi_{R0} \), as well as minimal dependence on the drive frequency. The other three motion components, whose frequencies depend explicitly on the drive frequency, have strongly drive-frequency-dependent amplitudes, as expected. Of these, the high-frequency \( 2\Omega \) motion has the smallest amplitude followed by the \( \Omega + \tilde{\omega}_{IR} \) motion, with the slow \( \Omega - \tilde{\omega}_{IR} \) motion having the largest amplitude, becoming similar in size to the \( \tilde{\omega}_{IR} \) and \( \tilde{\omega}_{R} \) motions in the vicinity of the eigenfrequency of IR mode. Again, the divergence when the mode frequency matches the driver frequency results from the ab-

\[\sim 40 \text{ mJ/cm}^2 \] at a frequency 17 THz should be sufficient to induce this crossover transition. A similar fluence was reported in Ref. [16] without damaging the sample.
sence of damping in our model, and so we do not analyze this point in detail.

To summarize this section, we find that, in addition to the time-independent offset $\xi_{00}$ of the R mode induced by its quadratic-linear coupling to the IR mode, the R mode has a complex oscillatory motion made up of different frequencies. The largest amplitude motions have high frequencies, set by the $\tilde{\omega}_{IR}$ and $\tilde{\omega}_{R}$ frequencies. Close to resonance between the drive and IR-mode frequencies, an additional component of the motion with a slower frequency $\Omega - \tilde{\omega}_{IR}$ also develops a significant amplitude. This slow motion is particularly interesting since it is tunable in amplitude and frequency by the external driver; in the next section we will explore how it can be exploited to engineer the spin dynamics.

V. SPIN DYNAMICS

Next we discuss how the structural modulations we described above drive the spin dynamics, by combining our findings for the structural dynamics with those for the spin-phonon coupling. The time-dependent exchange modulation induced by the structural modulation is obtained by combining Eqn. (4) for $J_n(\xi)$ with Eqn. (10) for $\xi(t)$ to yield the $\tilde{J}_n(\xi(t))$. We include only the modulations caused by the $A_{3g}(9)$ R mode. While this mode is driven by the excitation of the $A_{2u}(17)$ (IR) mode, the latter has negligible effect on the exchange interactions, and so the time-dependent magnetic exchange modulations are dominated by $J_n(\xi_R(t))$.

For the spin-dynamics we consider a single Cr$_2$O$_3$ unit-cell with four magnetic Cr sites and periodic boundary conditions. Rewriting the Heisenberg Hamiltonian of Eqn. (5) we obtain

$$H_{\text{fac,exch}}^\text{mag}(\xi_R(t)) = \tilde{J}_1(\xi_R(t))(S_1 \cdot S_2 + S_3 \cdot S_4) + \tilde{J}_2(\xi_R(t))(S_1 \cdot S_4 + S_2 \cdot S_3) + \tilde{J}_3(\xi_R(t))(S_1 \cdot S_3 + S_2 \cdot S_4),$$

where the net magnetic exchange interactions $\tilde{J}_i$ are given by

$$\tilde{J}_1(\xi_R(t)) = J_1(\xi_R(t)) + 3J_3(\xi_R(t))$$

$$\tilde{J}_2(\xi_R(t)) = 3J_2(\xi_R(t)) + J_5(\xi_R(t))$$

$$\tilde{J}_3(\xi_R(t)) = 6J_4(\xi_R(t))$$

and $S_1$ to $S_4$ are the four classical spins in the unit cell as shown in Fig. 1(a). Our full magnetic Hamiltonian is then

$$H_{\text{mag}}(t) = H_{\text{fac,exch}}^\text{mag}(\xi_R(t)) + D \sum_{i=1}^{4} (S_i^z)^2$$

where $\xi_R(t)$ denotes the specific time-dependent exchange interaction strength (see Eqn. (12) and Table III) and $D$ is the MCA energy which we fixed to the computed equilibrium value.

We next calculate the classical magnetization dynamics using the Landau-Lifshitz-Gilbert equation, within an atomistic approach:

$$\frac{dS_i}{dt} = -\frac{\gamma}{1 + \alpha^2} \left[ S_i \times H_i^\text{eff}(t) \right] - \frac{\alpha \gamma^2}{1 + \alpha^2} \left[ S_i \times \left( S_i \times H_i^\text{eff}(t) \right) \right].$$

Here $H_i^\text{eff}(t) = -\frac{1}{\omega_0} \delta H_{\text{fac,exch}}^\text{mag}(t) / \delta S_i$ with $\mu_B$ the Bohr magneton, $\gamma$ is the electron gyromagnetic ratio and $\alpha$ is the Gilbert damping. We take the value of Gilbert damping for Cr$_2$O$_3$, $\alpha \approx \frac{2}{\pi} \Delta B_{pp} \approx 0.07$, estimated from spectral line widths measured at room temperature using electron paramagnetic resonance.

Next, we calculate $\tilde{J}_i(\xi_R(t))$ when the structure is modified by the quadratic-linear coupling of the $A_{3g}(9)$ and $A_{2u}(17)$ phonon modes. We excite the latter using a continuous field of strength of $E_{\text{drive}} = 0.6$ MV/cm oscillating at a frequency of 16.9 THz; the result is shown in Fig. 5(a). Note that we include a noise corresponding to a temperature of 0.1 K in our spin-dynamics simulation to prevent the system from becoming stuck in shallow metastable minima.

Before the mode is excited (at $t = 0$), all $\tilde{J}_i$ are constant, with $\tilde{J}_1$ and $\tilde{J}_2$ positive and $\tilde{J}_3$ negative. When the oscillating field is applied, the frequency-dependent induced structural changes described in the previous section change $\tilde{J}_i$ corresponding to the changes in bond lengths and angles. We
see that, while the magnetic exchange interactions oscillate, the average magnetic exchange interactions $\tilde{J}_i$ change sign to negative, reflecting a net ferromagnetic interaction between the nearest neighbor sites. Since the next-nearest neighbor interaction $J_2$ still prefers an AFM alignment the system does not become fully FM but instead adopts the AFM state with its $\uparrow \downarrow, \downarrow \uparrow, \downarrow \downarrow, \uparrow \uparrow$ ordering of magnetic moments on the Cr sites. This is consistent with the cross-over to the AFM state with increasing $A_{1g}(9)$ amplitude that we saw in the first part of this paper.

The remaining panels of Fig. 6 show the response of the spin system to this modification of $J_i$, with (b) and (c) showing the time evolution of the $z$-component of magnetization of the individual Cr ions and (d) that of the total spin moment of the unit cell, $S_{tot,z}(t) = \frac{1}{N} \sum_{i=1}^{N} S_{iz}(t)$. The spins react to the change in their average exchange modulation and reorient on the same time scale as the $J$-oscillations into the new AFM arrangement. Note that this process is at the same speed of the period of the exchange excitation oscillations, $2\pi/\omega_R \approx 0.1$ ps. The AFM arrangement then achieves a steady state without further dynamical evolution provided that the displacement of the $A_{1g}(9)$ continues by excitation of the $A_{2u}(17)$ phonon mode.

Next, we exploit our finding from Section X that a component of the R mode motion can be tuned to low frequency with an increased amplitude by selecting a drive frequency $\Omega$ close to resonance. In Fig. 7(a) we show the time dependence of $\tilde{J}_i$, calculated for the combination of $A_{1g}(9)$ and $A_{2u}(17)$ modes using the analytical solution of Eqn. 10, this time with the driving frequency, $\Omega = 16.995$ THz, close to resonance. It is clear that the oscillation frequency of the exchange interactions develops a significant slow component with a frequency around 10 GHz. The resulting spin dynamics are depicted in the lower panels of Fig. 7. In contrast to the case shown in Fig. 6, a steady AFM state is not achieved on pumping, and instead the spins exhibit a flipping between up and down alignment. Again the spin dynamics behavior persists as long as the phonon mode is driven.

In conclusion, our calculations indicate that the quadratic-linear coupling between the $A_{1g}(9)$ and $A_{2u}(17)$ modes leads to a reversal of the average value of the nearest-neighbor exchange between the Cr ions when the optical $A_{2u}(17)$ mode is continuously excited with sufficiently large amplitude. Depending on the closeness of the excitation laser frequency to
the eigenfrequency of the $A_{2u}(17)$ mode, the additional oscillatory component of $J_1(t)$ can be either fast or slow. In the first case the system responds with a steady-state change in its magnetization to a ferromagnetic state; in the second an alternating switching occurs on a tens of picoseconds time scale. We note that the two limits shown here represent a small fraction of spin-dynamic possibilities, with the tuning of the drive frequency relative to the resonance, as well as on-off schemes for the excitation, offering the potential to modulate the exchange interactions in multiple complex ways.

VI. SUMMARY

We calculated the structural and magnetic responses of chromium oxide, Cr$_2$O$_3$, to intense excitation of its optically active phonon modes. Using a general spin-lattice Hamiltonian, with parameters calculated from first principles, we showed that the quasi-static structural distortion introduced through the non-linear phonon-phonon interaction can change the magnetic state from its equilibrium antiferromagnetic to a new antiferromagnetic ordering with ferromagnetically coupled nearest-neighbor spins. This transition is driven by the change in nearest-neighbor magnetic exchange interaction when the Cr-Cr separation is modified through non-linear coupling of the optical phonons to a symmetry-conserving $A_{1g}$ Raman-active mode. The new antiferromagnetic ground state persists for as long as the system is continuously excited, provided that the excitation frequency is faster than the magnetic relaxation time.

Regarding dynamics, we find that the motion of the excited optical modes and coupled Raman-active mode can be decomposed into several different frequencies which depend strongly on the difference between the excitation and resonance frequencies. This sensitivity of the response to the input frequency allows selection of complex vibrational frequency patterns which can lead to additional components in the spin dynamics, for example flips of the Cr spin lattice.

We emphasize that we explored in this work a minimal model of phonon-driven spin dynamics, and we expect that extensions of the model will reveal yet more complex physics, such as dynamically frustrated or spin-spiral states. We hope that our work will inspire additional theoretical and experimental studies to uncover the rich behavior of coupled magneto-phononic systems.
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