A REVIEW ON DATA MINING: SCOPE AND APPLICATIONS IN AGRICULTURE
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Abstract: Data Mining is becoming a trending topic in the field of Agriculture. Crop Yield prediction, Quality Measurement, Soil classification, Crop Disease prediction etc. are some of the recently explored topics. A proper analysis and recommendation on the basis of data mining can help farmers in better understanding and management of their crops and land. Apart from that, patterns evaluated via. Data mining can help the governments for making better policies for Agriculture. As compare to industrial data mining, education data mining, business data mining and medical data mining, agriculture data mining is a novel field. This paper emphasizes on the applications which have been developed using Data Mining and further scope of the data mining. This paper discusses about the use of data mining in some topics relating to agriculture which need immediate attention. Some tools and techniques useful for the purpose of analysis are described.

Keywords: Data, Data Mining, Machine Learning, Classification, Clustering.

1. INTRODUCTION

Data Mining is a technique used from extracting useful information from a large dataset. Data Mining uses many techniques for evaluating different patterns from a large amount of data. Data Mining is considered to be a step in the larger process of Knowledge Discovery from Data (KDD). KDD is the process of discovering useful knowledge from data while data mining refers to a particular step in this process [2]. In data Mining large datasets relating to any subject/field are first collected and then all preprocessing is applied. Preprocessing is a process of transforming or making data appropriate for applying data mining techniques to it. Preprocessing may include: cleaning of data, summarization, transformation etc. Data is transformed into the format required for the analysis. The dataset taken into account represents the whole population. Therefore appropriate sampling is important in order to get the accurate results from the dataset. Data Warehouses are the largest storage units of data. Historical data relating to any field can be found in the data warehouse. For example; a bank ABC has many branches but has one center or headquarter. Similarly, operational data is stored in each branch’s storage unit but historical data from each branch is collected and stored in one centralized unit called a data warehouse. So that in future any kind of data analysis can be applied to the data.

Data Mining incorporates many techniques like: clustering, classification, machine learning, Support Vector Machines, Regression, Association Rules etc. Further these techniques can be applied on the dataset by different algorithms. An overview of these different techniques is shown in the figure 1.1.

Data Mining in Agriculture is an emerging area and attracting many data analysts and data mining experts to focus their studies on it. Summary information about crop production can help the farmers identify the crop losses and prevent it in future [3]. Many other problems can be formulated in this field which when solved can help farmers in decision making and managing their crops efficiently. Data mining in agriculture can give farmers information about various future risks and hazards. For making more suitable systems for decision making, data mining can be used.

Today, different areas are using data mining, for example financial data collected from banking and financial industries are often comparatively absolute, reliable, and of high quality, which helps methodical data analysis and data mining. It is used extensively in the retail industry because it collects huge amount of data on customer shopping trends, sales of the company etc. This helps the company to analyze both the sales data and data relating to the customer which helps them in making better business decisions. Data mining techniques bring out the customer behaviors and popular choices made by the customers from which the company can estimate that which product’s sales are better than the other. Telecommunication industry also uses data mining which
has extended its application from providing telephone services to offer many add-on services like fax, Internet and cellular phone [4]. Many scientific applications including Biological Data Analysis, Intrusion Detection and Agriculture Sector also demand the use of data mining techniques. Data mining in agriculture sector however is just started to give its services in solving various problems. This paper discusses various application of data mining in agriculture.

2. AGRICULTURE DATA

In India, it has been seen that problems occur in getting appropriate agricultural data for the purpose of analysis. Inappropriate Government policies, unawareness of farmers and lack of surveys are some of the major reasons for the problem of insufficient data collection in agriculture. However globally, there are various soil, weather and agricultural datasets which can be used for purpose of exploration by applying different data mining techniques. LUCAS [11], GLOBAL_MICROBIAL_Biomass [10], Pesticide Data Program (2015), Pesticide use in agriculture (USA) [12] etc. Although there is only a limited dataset available but still there is a lot to be done in order to analyze and explore these dataset.

Deficiency of recorded agricultural data allows the expert to collect the primary data. This process is mostly time consuming but accurate data can be recorded. Agriculture data varies according to requirement. However some vital factors relating to agricultural data are: Farmer practices (of any specific crop), specification of the crop/fruit, chemical properties of the soil, climate of the region, Government policies, MSP, Sales record of pesticide/fertilizers, Rainfall data, Temperature data etc. These are some of the factors which happen to be a part of any research in Agricultural data mining. Experts choose any attribute according to their need and then apply different data mining techniques to mine different patterns out of the data.

3. CLASSIFICATION

Classification is one of the major techniques used in data mining while other being the Clustering. Classification and prediction are sometimes used as synonyms but in actual there is difference between the two. Classification refers to prediction of categorical values however prediction models predict continuous values as well. In classification the class labels are already known [4]. For instance let us assume a problem which involves the prediction “whether to play or not to play” on the basis of parameters like: Rain, time, homework, Play. Here Play is the class attribute which has two categories; Play, No Play. So here classification model or decision tree will generate a model which will predict whether to play or not based on the prior information of the class label.

Classification algorithms include: K-Nearest Neighbors, Naïve Bayes, ID.3, CART (Classification and Regression Tree), CHAID (Chi-Square Automatic Interaction Detector) and MARS which extends the decision trees in order to handle numerical data more precisely. K-nearest is however the most widely used classification algorithm which has its application in Concept Search and Recommender Systems [5].

K-Nearest Neighbors [6] algorithm divides the data set into two portions which are called training set and test set. These sets are usually divided in the ration of 70:30, 70% being the training set and 30% being the test set. Then the algorithm uses the training set to train the model for accurate prediction. To check the accuracy of the developed model it is then applied to the test set and a confusion matrix is created which shows how many records belonging to a particular attribute/field have been correctly predicted.

4. MACHINE LEARNING

Machine learning is considered to be a part of Artificial Intelligence. Machine Learning algorithms learn on their own experience hence do not need any human to enhance their ability. Popular Machine Learning application include following: Ad placement, credit scoring, fraud detection, stock trading, Web Search, spam filters, recommender systems, computer vision and drug design. Other than these, Amazon’s algorithms for book recommendation based on previous book purchase history and Netflix’s algorithms for movie/show recommendation are popular examples of machine learning use in our daily life [13].

Three categories can be formed to divide machine learning algorithms: Supervised learning, unsupervised learning and enforcement learning [8]. Supervised learning is useful when the class labels are known in advanced and model is then trained to predict the class of a particular record. However, unsupervised learning is useful in cases where the challenge is to discover implicit relationships in a given unlabeled dataset [8]. In enforcement learning there is no proper class label or error available but some form of feedback is available at each predictive step. Ordinary least square regression, Logistic Regression and Support Vector Machines are a few machine learning algorithms which are widely used in day to day applications.

5. CLUSTERING

In clustering there is no training set as the class labels are unknown [5]. For example: let us assume that we have a dataset of cows belonging to different breeds and it contains the following attributes/variables; Height, width, weight and color. But we don’t have the information about the breed of any cow. So, on the basis of these four attributes we would make clusters (number of clusters can be selected with various methods) such that each cluster would contain only those records or objects which have more similarities with each other than those of other clusters. The principle which is used here is maximizing the intra-class similarity and minimizing the interclass similarity (Jiawei Han et al.).

Clustering algorithms can be divided into two categories which are unsupervised linear clustering and unsupervised non-linear clustering. The former includes the algorithms like Gaussian clustering, Hierarchical clustering, fuzzy c-means, quality threshold, k-means etc. and latter includes MST based clustering algorithms, kernel k-means clustering algorithm and density based clustering algorithm [6].

K-means algorithm which comes in handy for agricultural data mining is discussed in this paper. K-means has been used in a research about agricultural yield data [30]. Another major application of clustering was encountered in the prediction of olive production in Thassos [4].
mean is to partition a dataset in which the data in a group is more similar to each other. K in k-means describes the number of clusters that should be made. Centers are marked for all the clusters in a way that they are as far from each other as possible because they can produce results if kept close.

For partitioning Euclidean distance can be used and then the objects which are near to a certain centroid will be considered a part of that cluster. The first stage is considered done after all the points are calculated. After the first stage, recalculate new k centroids and repeat the calculations of all the points. This method is performed until there is no ambiguity in the clusters and they are clearly away from each other. Other usage of k-means algorithm in the field of Agriculture includes: Forecasting pollution in the atmosphere [23], Soil classifications using GPS-based technologies [24], Classification of plant, soil, and residue regions of interest by color images [25]. Predicting wine fermentation problems [26], grading apples before marketing [27], Monitoring water quality changes [28], Detecting weeds in precision agriculture [29].

6. APPLICATIONS OF DATA MINING IN AGRICULTURE

Many applications have been developed by the use of data mining in Agriculture. Sally Jo Cunningham and Geoffrey Holmes have discussed about the innovative techniques used in agriculture for the purpose of grading the mushrooms [7]. Three grades A, B and C was given to the mushrooms of different qualities. Dataset containing records of 282 mushrooms was used. J4.8 algorithm was used to classify the mushrooms into different grades [6].

DSSAT [8], CROPSYST [9], and GLEAMS [10] are some of the models developed for the purpose of simulating the soil dynamics. Three most used parameters are DUL, LL and PEWS. Here, DUL means drained upper limit: LL refers to lower limit of the plant and PEWS is the plant extractable soil water.

For mining spatio-temporal data, Independent component analysis technique has been used. This technique mined patterns in weather data by the use of NAO (North Atlantic Oscillation) as an example [11]. Bayesian’s posteriori classifier was used to interpret distribution of the paddy in three counties of Taiwan during the year of 2000. It was done by using multi-temporal imageries together with the cadastre GIS [13]. To check the poisonous effect of pesticides on humans pesticide use on cotton crop was taken into account. Because pesticide effect can’t be directly studied on human beings therefore cotton was used. For pesticide data as well as numeric data calculation, COF Clustering tool is used [12].

A fungal disease of Mango named Powdery Mildew shows devastating effects on the quality of mangos. This disease of Mangos was predicted [14] using Decision Tree induction, Rough Sets (RS) and hybridized Rough Set based Decision Tree Induction (RDT) in comparison with the standard Logistic Regression (LR) method.

To provide information to the growers of Tomato regarding various diseases and their control measures, a web based expert information system was developed. This system implements the ID3 classification algorithm [15]. Also this expert system allowed the growers to get in contact with each other to discuss various practices and control measures to use.

MLR and K-means were applied to predict the yield of the crop. The dataset used includes production, Area of sowing, rainfall and date. MLR (Multiple Linear Regression) gave better results than K-means [4]. These are only a few application of data mining but there is a bigger scope and possibility of exploration in the field of agriculture. Support Vector Machines also play a major role in exploring the datasets [16].

In order to extract regular and interesting patterns from large spatial databases of agriculture, spatial data mining methods were studied [17]. Aim of this study was to find out trends in agriculture production with reference to the availability of inputs. The Real vs. Counter and predicted graph described how closely the poly analyst prediction follows the actual value of the attribute over the range of the dataset.

Effects of climatic factors on major kharif and rabi crops production were studied [18]. The dataset taken in account focused the crop records from Bhopal District of Madhya Pradesh. The results of the study showed that productivity of the soybean crop was mostly influenced by Rainfall, Humidity and temperature. These finding were illustrated in the form of a decision tree. However production of paddy crop was influenced mostly by Rainfall and further by Relative humidity and Evaporation which was also analyzed in the form of a decision tree. On the other hand Temperature was the main factor which influenced the production of wheat. Bayesian classification algorithm was used for this study.

A real-time grading method for classifying apples is proposed [19]. Properties like color of fruit, shape of fruit, length of fruit and soil etc. can be used to extract and identify target features by the use of machine vision. In order to assure the quality of the apple or to classify them into defected or good, first pictures of the surface of the apple are taken by a camera. Camera is located above the conveyer belt and when apples pass on the belt it take pictures. In the next step segmentation is applied. For the purpose of segmentation different supervised or unsupervised techniques are used.

Neural Networks has been also used with success in the field of agriculture. For example an approach has been proposed to [20] to evaluate sugar and acid content of oranges by the use of machine vision. The proposed model described that low Height, reddish, medium size and glossy orange fruits are relatively sweet. The coughing sound of pigs has been monitored in order to find out any possible health problems in pigs [21]. Neural network approach is used and a chamber was built. This chamber was made of metal and covered with transparent plastic for performing experiments. It was 2m long, 0.80 m wide and 0.95 m high. The pigs enter the chamber and their coughing sounds are recorded by a microphone. 354 sounds were recorded for purpose of training a model to predict the health problem accurately [22].

7. CONCLUSION

Various problems in agriculture not only relating to crop growth, quality assurance but also the condition of a farmer can be dealt using appropriate data mining techniques.
Proper actions should be taken by the Governments in order to collect the appropriate agricultural data for the sole reason of applying data mining techniques on it. Agriculture field promises a great deal of work to be done and new applications to be developed in order to enhance the knowledge about certain behaviors of the crops, animal etc. Some problems which can be taken into account include: analysis of farmer conditions, mining of crop data in order to recommend various pesticide/fertilizers. Recommendation to the farmer can be given on the basis of growth potential of his/her soil. Applications can be developed to manage risks, quality assurance etc. Bi-clustering techniques can be applied to more complex agricultural data. Also data mining techniques can be applied in a parallel environment which is still unexplored. Mathematicians and computer scientists have to come together to bring out the best results in agricultural data mining with the help of agronomists.
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