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1 Reporting test results in two different ways

This section compares QuickMMCTest using two methods to compute final decisions on all hypotheses. These are p-value estimates computed with a pseudo-count $\hat{p}_i = (S_i + 1)/(k_i + 1)$, where $S_i$ and $k_i$ are as defined in QuickMMCTest, as well as classifications based on empirical rejection probabilities $r_i/R$ (compared to a cutoff of 0.5, see Section 2.2 in the main article).

We repeat the simulation study presented in Section 4.2 (main article) for a low effort using the fixed p-value distribution of Section 4.1 in the main article.

Table 1 shows simulation results. Using empirical rejection probabilities instead of pseudo-count estimates in connection with QuickMMCTest to classify hypotheses never yields an increase in the number of switched classifications. For most testing procedures, the decrease observed is considerable.

More importantly, using discrete p-value estimates with a pseudo-count makes QuickMMCTest susceptible to potentially not being able to record any rejections for other procedures or datasets. This especially applies to the computation of weights in QuickMMCTest using alternative approaches relying on p-value estimates computed with a pseudo-count. This is due to the fact that in the first iterations of any algorithm, the number of samples drawn for all hypotheses is typically not very high. It is thus very likely that the lower bound on each p-value lies above the testing threshold.

At high effort, QuickMMCTest yields equally precise results for both p-value estimates and empirical rejection probabilities (table not shown).

2 Power comparison of the two QuickMMCTest variants

We repeat the power comparisons of Section 4.4 of the main article with the aim to compare the power of the two QuickMMCTest variant using point estimates and empirical rejection probabilities (see Section 2.2, main article) The setup used in this section is the same as in Section 4.1 of the main article.

Figure 1 shows the same comparison as Figure 2 of the main article for the two QuickMMCTest variants. From the figure one can see that empirical rejection probabilities lead to a higher power.
Table 1: Reporting testing results in two different ways. Average numbers of switched classification numbers (average numbers of erroneously rejected hypotheses in brackets) for common multiple testing procedures applied at a low effort ($K = 1000m$). Constant testing threshold 0.1.

|                          | QuickMMCTest | Bonferroni (1936) | 64.5 (1) | 43.8 (2.6) |
|--------------------------|--------------|-------------------|----------|------------|
|                          | p.c.         | Simes (1986)      | 2 (0.9)  | 2 (0.9)    |
|                          | e.r.p.       | Hochberg (1988)   | 64.2 (1) | 43.4 (2.5) |
|                          |              | Benjamini and Hochberg (1995) | 2 (1) | 2 (1) |
|                          |              | Benjamini and Yekutieli (2001) | 15 (2.8) | 14.5 (3.3) |
|                          |              | Sidak (1967)      | 74.4 (0.6) | 36.3 (2.9) |
|                          |              | Holm (1979)       | 76.5 (0.5) | 39.5 (3.2) |

p.c., pseudo-count; e.r.p., empirical rejection probabilities.

Figure 1: Average per-pair power against number of samples per hypothesis. Comparison of QuickMMCTest with empirical rejection probabilities and p-value point estimates (computed with a pseudo-count in both numerator and denominator) for the Bonferroni (1936) correction (left) and the Simes (1986) procedure (right). Log-scale on the x-axis.
than point estimates at low computational effort (numbers of samples per hypothesis). For larger numbers of samples per hypothesis, both variants perform equally.

This result is confirmed by Figure 2: Similarly to Figure 3 of the main article, we compare the two QuickMMCTest variants (with empirical rejection probabilities and with pseudo-count point estimates) for the Bonferroni (1936) correction (with “power” defined as the per-pair power) and for the Benjamini and Hochberg (1995) procedure (with “power” defined as one minus the average false non-discovery proportion). As before, empirical rejection probabilities lead to a higher power at low computational effort. As the number of samples drawn per hypothesis increases, both variants perform comparably.

### 3 Dependence of QuickMMCTest on the number of updates

This section investigates the dependence of QuickMMCTest on the parameter $n_{\text{max}}$ controlling the number of iterations and thus the number of posterior updates.

QuickMMCTest was run on the p-values fixed in Section 4.1 (main article) using $R = 1000$, the Benjamini and Hochberg (1995) procedure at threshold $\alpha^* = 0.1$ and a total effort of $K = 1000m$, where $m = 5000$ is the number of hypotheses. The parameter $n_{\text{max}}$ was varied.

Table 2: Number of updates $n_{\text{max}}$ against number of switched classifications for QuickMMCTest. Simulation setting as in Section 4.1 (main article).

| $n_{\text{max}}$ | 1      | 2      | 5      | 10     | 20     | 50     | 100    | 200    |
|------------------|--------|--------|--------|--------|--------|--------|--------|--------|
| switched classifications | 31.735 | 10.594 | 3.448  | 1.967  | 1.689  | 1.628  | 1.571  | 1.572  |
Table 3: Numbers of switched classifications for \texttt{QuickMMCTest} as a function of both the total number of samples $K$ (as a multiple of the number of hypotheses $m = 5000$) and the number of updates $n_{\text{max}}$. Simulation setting as in Section 4.1 (main article).

| $n_{\text{max}}$ | 10m | 100m | 500m | 1000m |
|------------------|-----|------|------|-------|
| 1                | 373.0 | 373.0 | 51.6 | 31.8 |
| 2                | 373.0 | 76.0 | 28.5 | 10.9 |
| 5                | 373.0 | 47.4 | 6.7  | 3.6  |
| 10               | 373.0 | 36.6 | 4.4  | 2.1  |

Table 2 shows simulation results. As expected, the number of switched classifications decreases first with an increasing number of updates due to the more accurate computation of the weights. This effect dominates until, for even larger values of $n_{\text{max}}$ than displayed in Table 2, the available total number of samples for all hypotheses per iteration is so low that hypotheses with very low weights essentially do not receive any samples any more per iteration, thus increasing again their susceptibility to being erroneously classified. Running \texttt{QuickMMCTest} with more updates also considerably increases its runtime, therefore using $n_{\text{max}} = 10$ or $n_{\text{max}} = 20$ seems to yield a reasonable trade-off between speed and accuracy. The choice $n_{\text{max}} = 10$ is used as a default choice in Section 4 of the main article.

Table 3 extends this comparison further. The simulation setting is again the same one as described above (Section 4.1 of the main article). All results are based on 1000 repetitions. To investigate whether it is possible to obtain a “bias scenario” in which a particularly “bad” set of initial samples influences the weights in such a way as to give biased results in \texttt{QuickMMCTest}, Table 3 shows the number of switched classifications for very low total numbers of samples $K$ and low iteration numbers $n_{\text{max}}$. The low values of $n_{\text{max}}$ are used to keep \texttt{QuickMMCTest} from recovering from a biased initial sample during the remaining iterations. Table 3 shows that for very low sample sizes, \texttt{QuickMMCTest} is not able to reject any hypothesis. This phenomenon is explained in Section 6 of the Supplementary Material. For increasing samples sizes, the number of switched classifications decreases as expected. However, and not surprisingly, spending all effort in the first iteration yields the poorest results. Importantly, performing at least one update (that is, two iterations), considerably improves performance, and higher numbers of iterations yield increasingly better results.

However, the choice of $n_{\text{max}}$ should not be too big: If $n_{\text{max}}$ is taken too large, the number $\Delta = K/n_{\text{max}}$ of samples drawn per iteration will be too small, and it will be unlikely that hypotheses with very low weights receive new samples in line 13 of the \texttt{QuickMMCTest} algorithm. Ideally, the integers $K$ and $n_{\text{max}}$ should be chosen such that at least $n_{\text{max}} = 10$ (even better, around $n_{\text{max}} = 20$ to $n_{\text{max}} = 50$) iterations are performed, and such that per iteration, the number of available samples $\Delta = K/n_{\text{max}}$ is a multiple of $m$. 
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Table 4: Parameter $R$ against numbers of switched classification numbers for QuickMMCTest.

| $R$  | 10   | 100  | 1000 | 10000 |
|------|------|------|------|-------|
| switch classifications | 4.629 | 2.314 | 2.052 | 2.022 |

Figure 3: Allocation of sample weights of QuickMMCTest for simulated data ($m = 5000$ hypotheses) with proportion $\pi = 0.9$ from the null. Sample weights are normed to lie in the interval $[0, 1]$. Multiple testing with the Benjamini and Hochberg (1995) procedure. Generated p-values in sorted order (solid curve), threshold of the Benjamini and Hochberg (1995) procedure (dashed line) and allocation of sample weights of QuickMMCTest (dotted line). Left: Entire range of hypotheses. Right: Zoomed-in range around the last rejected hypothesis.

4  Dependence of QuickMMCTest on the parameter $R$

Using the same set-up as in Section 3, we also evaluate the influence of the parameter $R$ on the QuickMMCTest algorithm while keeping the default choice of $n_{\text{max}} = 10$ (Section 4.1 in the main article) fixed. The parameter $R$ controls the accuracy with which weights are computed per iteration.

Results are shown in Table 4. Not surprisingly, the test results returned by QuickMMCTest become more and more accurate with an increasing accuracy of the weights. In order to not spend too much time on the computation of weights, using $R = 1000$ as a default choice (Section 4.1 in the main article) seems to yield a reasonable trade-off between speed and accuracy.

5  Allocation of weights of QuickMMCTest in a sample run

Figure 3 shows how QuickMMCTest allocates samples to all hypotheses. We generated $m = 5000$ p-values as in Section 4.1 of the main article. QuickMMCTest was run using the parameter choices made for Section 4.1 of the main article and its allocation of samples was recorded. The allocation upon termination of QuickMMCTest (dotted line) totalling 10000$m$ samples was normed to lie in the interval $[0, 1]$ and plotted alongside the generated p-values (solid line) and the threshold of the Benjamini and Hochberg (1995) procedure (dashed line).

Figure 3 shows that QuickMMCTest heavily concentrates its samples around the threshold.
6 Zero rejected hypotheses occur at a low effort

The naive method draws a constant number of samples per hypothesis and computes p-value estimates $\hat{p}_i = (e_i + 1)/(s + 1)$ as proposed in Davison and Hinkley (1997), where $e_i$ denotes the number of exceedances observed for hypothesis $H_{0i}$ among $s$ samples.

Assuming full knowledge of all p-values, let $\tau_0$ be the proportion of non-rejected hypotheses observed when applying the multiple testing procedure to the p-values. In order to observe the correct number of rejections with approximated p-values, the $(1 - \tau_0)m$th ordered p-value estimate has to be the last one lying below the critical value at its rank in the sorted sequence of estimates.

For the Hochberg (1988) procedure applied at $\alpha^* = 0.1$, a constant number of 87 switched classifications were observed for the naive method at both a low and a high effort in Table 1 of the main article. Indeed, applying the Hochberg (1988) procedure to the fixed p-values leads to 87 rejections and 4913 non-rejections, thus $\tau_0 = 4913/5000 = 0.9826$. The critical value of the Hochberg (1988) procedure at the 87th p-value is approximately $2 \cdot 10^{-5}$.

Estimated p-values with a pseudo-count are bounded from below by $L = 1/(s + 1)$, where $s$ is the number of samples. Even for $s = 10000$ (high effort), $L > 2 \cdot 10^{-5}$ and thus all p-value estimates lie above the (correct) rejection area. Although theoretically it would be possible that another (possibly underestimated) p-value lies below a critical value again at a higher rank (as most critical values are non-decreasing), this rarely happens as hypotheses having higher ranked p-values are typically non-rejected, hence their p-values (and estimates) are expected to be (much) larger than their corresponding critical values. Thus in most cases, the fact that $L > 2 \cdot 10^{-5}$ actually leads to all hypotheses being consistently non-rejected in each run, independently of the actual number of exceedances observed. It is hence impossible to record any rejection.

This phenomenon disappears in three cases. First, using more samples $s$ to estimate each p-value will decrease the lower bound $L$. Alternatively, datasets with less hypotheses from the null and thus lower $\tau_0$ lead to a higher threshold at the $(1 - \tau_0)m$th p-value. Third, estimating p-values without a pseudo-count leads to estimates which attain a value of zero and hence allow one to observe rejections for any number of samples $s$, although using such estimates does not guarantee appropriate error control (Section 2.2 of the main article).

7 Simulation study at a variable testing threshold

The simulation study comparing the naive approach to QuickMMCTest (Section 4.2 in the main article) was also carried out at a variable testing threshold. Apart from the testing threshold, the set-up we used is identical to the one of Section 4.2 (main article).

We corrected the threshold using an estimate of the proportion $\pi_0$ of true null hypotheses of Pounds and Cheng (2006), employed in various real data studies (Han and Dalal, 2012; Lu et al., 2011; Jupiter et al., 2010; Cheng, 2009). The corrected testing threshold is given by $\alpha(p^*) = \alpha^*/\hat{\pi}_0(p^*)$, where $\alpha^* = 0.1$ is an uncorrected threshold and $\hat{\pi}_0(p) = \min (1, 2/m \sum_{i=1}^m p_i)$ is the Pounds and Cheng (2006) estimate of $\pi_0$.

The naive method is used with a variable testing threshold by computing usual p-value
Table 5: Average number of switched classifications (average numbers of switched rejections in brackets) for the naive method compared to \texttt{QuickMMCTest} (Alg. 1) for common multiple testing procedures. Testing threshold of Pounds and Cheng (2006) at $\alpha^* = 0.1$.

| Method                        | low effort ($s = 1000$) | high effort ($s = 10000$) |
|-------------------------------|--------------------------|-----------------------------|
|                               | naive                    | Alg. 1                      | naive                        | Alg. 1                        |
| Bonferroni (1936)              | 90 (0)                   | 40.4 (2.5)                  | 90 (0)                       | 3.5 (1.4)                     |
| Simes (1986)                  | 30.7 (10.1)              | 1.9 (0.9)                   | 8.9 (4.4)                    | 0 (0)                         |
| Hochberg (1988)               | 90 (0)                   | 39.9 (2.5)                  | 90 (0)                       | 3.5 (1.6)                     |
| Benjamini and Hochberg (1995) | 30.4 (9.9)               | 1.9 (0.8)                   | 9.1 (4.5)                    | 0 (0)                         |
| Benjamini and Yekutieli (2001)| 168 (0)                  | 14 (3.8)                    | 22.5 (7)                     | 1.7 (1.2)                     |
| Sidak (1967)                  | 94 (0)                   | 31 (2.4)                    | 94 (0)                       | 3.1 (0.5)                     |
| Holm (1979)                   | 91 (0)                   | 33.3 (3)                    | 91 (0)                       | 3.4 (1.6)                     |

estimates $\hat{p}$ with a pseudo-count (Section 4.2 in the main article) and by applying the multiple testing procedure to these estimates using the plug-in threshold $\alpha(\hat{p})$.

Simulation results are given in Table 5. The naive method either observes no rejections or performs poorly at a low effort when being applied to common multiple testing procedures. Similarly to Section 4.2 in the main article, \texttt{QuickMMCTest} achieves meaningful results for all procedures at a low effort. Its test results only contain few erroneously rejected hypotheses.

The naive method still fails to record any rejections for some procedures at a high effort. On the contrary, \texttt{QuickMMCTest} yields a multiple fold decrease in the number of switched classifications compared to the naive method and only few erroneously rejected hypotheses.

8 Comparison to common methods at a variable threshold

The parameters of the methods used in Section 4.3 of the main article were as follows:

1. The naive method was run with $s = 1000$ samples per hypothesis at low effort and $s = 10000$ samples at high effort. Estimates were computed using a pseudo-count (Davison and Hinkley, 1997) as $\hat{p}_i = (e_i + 1)/(s + 1)$, where $e_i$ is the number of exceedances observed for $H_{0i}$ among $s$ samples drawn. A decision on all hypotheses is obtained (at a variable testing threshold) by evaluating the multiple testing procedure on the estimates $\hat{p} = (\hat{p}_1, \ldots, \hat{p}_m)$ using the plug-in threshold $\alpha(\hat{p})$.

2. In order to match the overall effort, the algorithm of Besag and Clifford (1991) was run by sequentially drawing one sample at a time for each hypothesis until either $h = 20$ exceedances (as proposed by the authors) were observed (in which case this hypothesis was excluded from receiving further samples) or the total effort was reached. P-values were computed with a pseudo-count in the numerator as proposed by the authors.

3. The algorithm of Guo and Peddada (2008) was implemented using a geometric sequence of sample numbers $B_0 \leq B_1 \leq \ldots B_N$, where $N = 9$ and the geometric increase was computed in order to match the overall effort, as well as Clopper and Pearson (1934)
Table 6: Average number of switched classifications (average numbers of switched rejections in brackets) for common methods compared to QuickMMCTest using the Bonferroni (1936) correction. Testing threshold of Pounds and Cheng (2006) at \( \alpha^* = 0.1 \).

| Method                        | low effort | high effort |
|-------------------------------|------------|-------------|
| Naive method                  | 90 (0)     | 90 (0)      |
| Besag and Clifford (1991)     | 90 (0)     | 5.8 (1.5)   |
| Guo and Peddada (2008)        | 90 (0)     | 6.1 (1.1)   |
| Sandve et al. (2011)          | 90 (0)     | 20.1 (1.3)  |
| Jiang and Salzman (2012)      | 90 (0)     | 17.4 (2.7)  |
| Gandy and Hahn (2014)         | 90 (0)     | 8.8 (1.1)   |
| QuickMMCTest                  | 40.2 (2.3) | 3.6 (1.4)   |

confidence intervals as proposed by the authors. P-value estimates were computed with a pseudo-count in both the numerator and denominator.

4. The MCFDR algorithm of Sandve et al. (2011) is the only method whose effort cannot easily be matched to a pre-specified total effort. We therefore tune the only parameter \( h \) of MCFDR to meet the upper bound for the effort: for \( h = 65 \), the effort of MCFDR roughly equals \( K = 1000m \), and for \( h = 650 \), the effort roughly equals \( K = 10000m \), where \( m = 5000 \) is the number of hypotheses. In order to ensure a fair comparison, MCFDR is stopped on reaching \( K \) samples and QuickMMCTest is then applied using at most the number of samples MCFDR spent instead of \( K = 1000m \) or \( K = 10000m \). P-value estimates were computed with a pseudo-count in both the numerator and denominator.

5. The method of Jiang and Salzman (2012) was run with parameters \( a = 10 \) and \( \delta = 0.01 \) as proposed by the authors in their simulation study. One new sample is drawn per hypothesis in each iteration and p-values were computed as proposed in the original article.

6. The MMCTest algorithm was run as suggested by Gandy and Hahn (2014). We used 10 iterations and a geometric increase \( a \) in MMCTest (see the original article) equal to the value used in the implemention of the algorithm of Guo and Peddada (2008) in order to exactly match the overall effort. P-value estimates were computed with a pseudo-count in both the numerator and denominator.

We repeat the simulation study given in Section 4.3 of the main article using the Bonferroni (1936) correction in connection with the variable testing threshold of Pounds and Cheng (2006). Similarly to Section 7 we use the p-values fixed in Section 4.1 (main article). Low and high effort were defined as in Section 4.3 of the main article.

The comparison of commonly used methods to QuickMMCTest in Table 6 confirms the picture already observed at a constant threshold (Section 4.3 in the main article). Due to the low threshold of the Bonferroni (1936) correction, all methods except for QuickMMCTest fail to compute meaningful test results at a low effort.

At a high effort, the naive method is again unable to observe any rejections and most other methods yield results with reasonable accuracy. The methods of Besag and Clifford (1991) and Guo and Peddada (2008) perform especially well and are only outperformed by QuickMMCTest.
Table 7: Average number of switched classifications (average numbers of switched rejections in brackets) for common methods compared to QuickMMCTest using the Benjamini and Hochberg (1995) procedure. Testing threshold of Pounds and Cheng (2006) at $\alpha^* = 0.1$.

| Method                     | low effort | high effort |
|----------------------------|------------|-------------|
| Naive method               | 32.1 (9.6) | 9 (3.4)     |
| Besag and Clifford (1991)  | 18.4 (7.5) | 18.8 (7.5)  |
| Guo and Peddada (2008)     | 4.4 (2)    | 0.2 (0.2)   |
| Sandve et al. (2011)       | 10.5 (4.2) | 2.7 (1.3)   |
| Jiang and Salzman (2012)   | 13.7 (5.1) | 3.6 (1.6)   |
| Guo and Peddada (2008)     | 4.4 (2)    | 0.2 (0.2)   |
| QuickMMCTest               | 2.4 (1.2)  | 0.2 (0.1)   |

When using the Benjamini and Hochberg (1995) procedure, the picture observed in Table 7 again resembles the one observed in the main article: For the Benjamini and Hochberg (1995) procedure, all methods are able to observe rejections and thus to compute meaningful test results for both a low and a high effort. As in the main article, the method of Guo and Peddada (2008) and QuickMMCTest perform comparably well and considerably better than the other methods. The precise numbers in Table 7 are almost the same as the ones in Table 3 of the main article.
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