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Abstract

The Multilevel Monte Carlo method is an efficient variance reduction technique. It uses a sequence of coarse approximations to reduce the computational cost in uncertainty quantification applications. The method is nowadays often considered to be the method of choice for solving PDEs with random coefficients when many uncertainties are involved. When using Full Multigrid to solve the deterministic problem, coarse solutions obtained by the solver can be recycled as samples in the Multilevel Monte Carlo method, as was pointed out by Kumar, Oosterlee and Dwight [Int. J. Uncertain. Quantif., 7 (2017), pp. 57–81]. In this article, an alternative approach is considered, using Quasi-Monte Carlo points, to speed up convergence. Additionally, our method comes with an improved variance estimate which is also valid in case of the Monte Carlo based approach. The new method is illustrated on the example of an elliptic PDE with lognormal diffusion coefficient. Numerical results for a variety of random fields with different smoothness parameters in the Matérn covariance function show that sample recycling is more efficient when the input random field is nonsmooth.

1 Introduction and background

Mathematical models in science or engineering that are subject to uncertainty often involve spatially varying input data represented as a random field. The uncertainty characterized by the input random field leads to a corresponding uncertainty in the output of the model and in any quantity of interest derived thereof. The computational goal is then to find statistics of this quantity of interest, such as an expected value or a higher-order moment.

Throughout this article, we consider the model parametric elliptic partial differential equation (PDE)

\[-\nabla \cdot a(x, y)\nabla u(x, y) = f(x), \quad x \in D\]

(1)

where \(D\) is a bounded domain in \(\mathbb{R}^d\), \(d = 1, 2, 3\), with boundary \(\partial D\). We assume deterministic boundary conditions are given. The diffusion coefficient \(a(x, y)\) is a random field (i.e., a random variable for which every realization is a function defined on \(D\)), and \(y = (y_j)_{j \geq 1}\) is an infinite sequence which characterizes an instance of the random field. In practice, this infinite number of random variables needs to be truncated.

Depending on the characteristics of the random field, and the way it is represented, many uncertain parameters can be needed to accurately model the random field. Sampling-based
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methods, such as the Monte Carlo method, are the preferred tool to deal with these many uncertainties. They require the solution of problem (1) for every draw of a sufficiently large sample set \( y^{(1)}, y^{(2)}, \ldots, y^{(N)} \), where \( y^{(i)} \) is a finite-dimensional vector, and \( N \) is the number of samples. From this sample set, conclusions are made about the statistics of a quantity of interest \( F(u) \), such as the expected value, variance or higher-order moments. Here, \( F \) is a functional that is applied to the solution \( u \), for example a point evaluation of \( u \) or the average value over a subset of the domain \( D \). Note that uncertainty in the diffusion coefficient \( a(x, y) \) leads to uncertainty in the solution \( u(x, y) \), and hence in the quantity of interest \( F(u) \). In the remainder of the text, we make this relation explicit by using the shorthand notation \( F(y) := F(u(x, y)) \).

In 2008, the Multilevel Monte Carlo (MLMC) method was introduced as an alternative for standard Monte Carlo sampling, see [12]. Instead of sampling the quantity of interest directly on the desired model resolution, sampling is done on the differences of a coarse-to-fine hierarchy of model approximations. Most samples will be taken on the coarse approximations, where samples are cheap, and only few samples are required on the finest approximations. This explains the huge benefit that is commonly attributed to MLMC methods. For details, see, e.g., [2,4,13] and references therein.

Since then, many extensions of the multilevel method have been presented by various authors. A notable example is the Multilevel Quasi-Monte Carlo (MLQMC) method, see [14,23,31], where the random sampling from the Monte Carlo method is replaced by deterministic sampling to speed up convergence. Another extension is the Multi-Index Monte Carlo (MIMC) method, see [18], where the multilevel hierarchy is replaced by a multidimensional hierarchy of model approximations. See also [32] for its extension to QMC.

In [21], a combination of Multigrid and Multilevel Monte Carlo was presented. In this method, a Full Multigrid (FMG) approach is used to solve the deterministic PDE in every sample from (1). For every solution at a fine approximation, the method provides samples on all preceding coarser approximations, which can be reused in the estimator. In this work, we present an alternative approach, based on the aforementioned MLQMC method, which also allows the recycling of coarse samples. Additionally, our method comes with a mathematically sound estimate for the variance of the obtained estimator, which is also valid in the Monte Carlo based approach.

This article is organized as follows. In Section 2, we discuss the multilevel sampling framework in more detail and introduce the Multigrid Multilevel Monte Carlo (MG-MLMC) method. We review the practical implementation, at which point we introduce the quasi-Monte Carlo variant (MG-MLQMC), and analyze the cost of the estimator in Section 3. After that, we turn our focus to the PDE example outlined above. We discuss FMG in Section 4, and random field generation using the Karhunen–Loève (KL) expansion in Section 5. The article is concluded with various numerical experiments in Section 6, which confirm the theory.

## 2 Multigrid Multilevel Monte Carlo

The classic sampling-based method is the Monte Carlo method. A Monte Carlo estimator for the expected value of the quantity of interest \( E[F] \) is simply an average over \( N \) realizations of the uncertain parameters, i.e.,

\[
Q^{\text{MC}} := \frac{1}{N} \sum_{n=1}^{N} F(y^{(n)}),
\]
where $\mathbf{y}^{(n)}$ denotes the $n$-th independent realization. The Monte Carlo method has the well-known convergence of the root mean square error (RMSE) of order $O(1/\sqrt{N})$, for functions with a finite variance. This makes the method rather slow in real engineering applications, where many expensive samples are required to reach a certain accuracy. However, the use of multilevel sampling methods to reduce the cost of the estimator makes the Monte Carlo approach feasible in engineering practice. In the remainder of this section, we briefly discuss this multilevel extension, before introducing the MG-MLMC method.

2.1 Multilevel Monte Carlo

Monte Carlo sampling can be combined with a multilevel idea to yield an efficient sampling method. Assume there is a hierarchy of approximations, conveniently called levels, $F_0, F_1, \ldots, F_L$ that converge to the true quantity of interest $F(u)$ for $L \to \infty$.

An example of such a hierarchy is the solution of a PDE on a mesh with decreasing grid size. Instead of estimating the quantity of interest directly on the finest and most expensive grid, the multilevel method estimates the quantity of interest on the coarsest and cheapest grid, $F_0$, together with a series of correction terms (or differences) $F_\ell - F_{\ell-1}$, $\ell = 1, \ldots, L$. These differences constitute the telescoping sum

$$E[F_L] = \sum_{\ell=0}^{L} E[F_\ell - F_{\ell-1}], \quad (2)$$

that lies at the basis of any multilevel method, and where we set $F_{-1} = 0$. The expectation of the differences in (2) can be computed using the standard Monte Carlo method, resulting in the Multilevel Monte Carlo method $Q_{MC}^L := \sum_{\ell=0}^{L} \frac{1}{N_\ell} \sum_{n=1}^{N_\ell} \left( F_\ell(\mathbf{y}_\ell^{(n)}) - F_{\ell-1}(\mathbf{y}_{\ell-1}^{(n)}) \right)$, where $\mathbf{y}_\ell^{(n)}$ denotes the $n$-th realization of the random parameters at level $\ell$. The subscript $L$ in $Q_{MC}^L$ denotes the finest level used in the estimator. The unknown number of samples on each level, $N_\ell \in \mathbb{N}$, and the total number of levels $L$, remain to be determined.

Notice that the same random numbers $\mathbf{y}_\ell^{(n)}$ are used to compute a sample of the difference $F_\ell - F_{\ell-1}$. The hope is that $F_\ell$ and $F_{\ell-1}$ are strongly positively correlated, and the variance of the difference $V_\ell := V[F_\ell - F_{\ell-1}]$ is reduced, since then

$$V_\ell = V[F_\ell] + V[F_{\ell-1}] - 2\text{cov}(F_\ell, F_{\ell-1}) \ll V[F_\ell] + V[F_{\ell-1}].$$

Furthermore, as the level $\ell$ increases, the expectation of the difference $F_\ell - F_{\ell-1}$ decreases, and the variance reduction will be more pronounced. Hence, the total number of samples $N_\ell$ decreases to zero as $\ell$ increases, and fewer samples will be required on finer levels.

In a typical MLMC simulation, the error is controlled by bounding the mean square error (MSE)

$$\text{MSE}(Q_{MC}^L) = E\left[ \left( Q_{MC}^L - E[F] \right)^2 \right] = V[Q_{MC}^L] + \text{Bias}(Q_{MC}^L)^2, \quad (3)$$

by a fixed tolerance $\epsilon^2$. This condition is fulfilled if both terms in (3) are smaller than $\epsilon^2/2$. 
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Since the variance of the estimator is given by the sum of the variances over the levels, and by using the classic argument of Giles from ref. [12], the cost of the estimator is minimized for a fixed variance satisfying

\[ V(Q_{MC}^L) = \sum_{\ell=0}^{L} N_\ell^{-1} V_{\ell} \leq \epsilon^2 / 2, \quad (4) \]

if the number of samples is chosen as

\[ N_\ell = \left\lceil \frac{2}{\epsilon^2} \sqrt{\frac{V_{\ell}}{C_\ell}} \left( \sum_{\tau=0}^{L} \sqrt{V_{\tau} C_{\tau}} \right) \right\rceil, \quad (5) \]

where \( C_\ell \) represents the cost to compute a single sample on level \( \ell \).

2.2 Formulation and main idea

Besides efficient sampling methods, such as the MLMC method outlined above, one also requires good deterministic solvers to compute the solution \( u(x, y) \) for every sample of the random field \( a(x, y) \) in (1). One particular choice are Multigrid methods. A Full Multigrid (FMG) method can compute a solution to discretization accuracy in \( O(M) \) operations, where \( M \) is the number of degrees of freedom. FMG uses a hierarchy of coarse approximations, much similar to the MLMC hierarchy, to accelerate convergence on the fine grid. Further details of the FMG method will be deferred to Section 4.

The idea of the MG-MLMC method is essentially to use the same hierarchy of coarse approximations from the FMG solver as levels in the MLMC method. Every deterministic solution on level \( \ell \) using FMG will additionally give free coarse solutions on all levels \( 0 \leq k < \ell \), which could be recycled in the MLMC estimator, however, these coarse solutions are not uncorrelated, as required by (4).

The MG-MLMC estimator, as it was first introduced in [21], can be written as

\[ Q_{MC, \text{reuse}}^{L} := \sum_{\ell=0}^{L} \left( \frac{1}{\sum_{i=\ell}^{L} N_i} \right) \sum_{k=\ell}^{L} \sum_{n=1}^{N_k} \left( F_\ell(y^{(n)}_k) - F_{\ell-1}(y^{(n)}_k) \right). \quad (6) \]

Here, the additional sum over \( k \) represents the sample recycling, and we assume \( N_0 \geq N_1 \geq \cdots \geq N_L \). Fully expanded for \( L = 2 \), the MG-MLMC estimator reads

\[ Q_{2, \text{reuse}} = \frac{1}{N_0 + N_1 + N_2} \left( \sum_{n=1}^{N_0} F_0(y^{(n)}_0) + \sum_{n=1}^{N_1} F_0(y^{(n)}_1) + \sum_{n=1}^{N_2} F_0(y^{(n)}_2) \right) + \frac{1}{N_1 + N_2} \left( \sum_{n=1}^{N_1} (F_1(y^{(n)}_1) - F_0(y^{(n)}_1)) + \sum_{n=1}^{N_2} (F_1(y^{(n)}_2) - F_0(y^{(n)}_2)) \right) + \frac{1}{N_2} \left( \sum_{n=1}^{N_2} (F_2(y^{(n)}_2) - F_1(y^{(n)}_2)) \right). \]

Equation (6) is a sum of \( L + 1 \) terms, where each term is given by

\[ \Upsilon_\ell := \left( \frac{1}{\sum_{i=\ell}^{L} N_i} \right) \sum_{k=\ell}^{L} \sum_{n=1}^{N_k} \left( F_\ell(y^{(n)}_k) - F_{\ell-1}(y^{(n)}_k) \right), \quad (7) \]
which are estimators for the difference $F_\ell - F_{\ell-1}$, using independent random numbers $y_n^{(n)}$. However, these estimators are not mutually uncorrelated. Hence, the variance of the estimator is

$$V[Q_{MC,\text{reuse}}^L] = \sum_{\ell=0}^{L} V[Y_\ell] + 2 \sum_{0 \leq \ell < \tau \leq L} \text{cov}(Y_\ell, Y_\tau)$$

$$= \sum_{\ell=0}^{L} \left( \frac{V_\ell}{\sum_{i=\ell}^{L} N_i} \right) + 2 \sum_{0 \leq \ell < \tau \leq L} \rho_{\ell\tau} \sqrt{\left( \frac{V_\ell}{\sum_{i=\ell}^{L} N_i} \right) \left( \frac{V_\tau}{\sum_{i=\tau}^{L} N_i} \right)},$$  \hspace{1cm} (8)

where $\text{cov}(Y_\ell, Y_\tau)$ denotes the unknown covariance and $\rho_{\ell\tau}$ denotes the unknown correlation between $Y_\ell$ and $Y_\tau$. Compare this to equation (4), which was a key element in allowing us to compute the required number of samples at each level. For the MG-MLMC estimator however, no such simple relationship exists, because of the covariance terms. In the next section, we will present a simple yet effective fix, that allows one to compute the variance of the estimator in a mathematically rigorous way. Note that [21] just used (4) as an approximation for (8).

3 Practical aspects and implementation

In this section, we discuss a particular implementation of the MG-MLMC method, and analyze its cost. We also present a practical algorithm for MG-MLMC simulation.

3.1 Obtaining an estimate for the variance

There are several ways to obtain an estimate for the variance in equation (8).

- As a first idea, we could assume that the correlation coefficients $\rho_{\ell\tau}$ in (8) are all equal to 1. This allows the computation of the optimal number of samples $N_\ell$ on each level as a function of $V_\ell$ and $C_\ell$, similar to (5). However, we find numerically that the variance of the estimator, obtained in this way, is a huge overestimation. Hence, the required number of samples is too large, and we do not obtain an efficient estimator.

- Alternatively, we can use techniques known from adaptive Multilevel Monte Carlo methods, see, e.g., [8,9,20]. These methods deal with sample-dependent refinements, either using an a priori error estimate or a trial run to determine the adaptive mesh hierarchy. A variance estimate can be obtained using the debiasing technique from Rhee and Glynn, see [29]. See also [5] for details on how this can be applied in the usual MLMC setting.

- Finally, we can use the random shifting technique known from Quasi-Monte Carlo (QMC) literature. Here, the idea is to use $R$ independent estimators and use the sample variance over these estimators to replace (8). Since QMC methods have the potential to also obtain a faster convergence of the RMSE compared to standard Monte Carlo, we will choose this third approach.

3.2 Multigrid Multilevel Quasi-Monte Carlo

In the QMC method, the random samples from the Monte Carlo method are replaced by deterministically well-chosen sample points. These points are commonly known as Quasi-Monte...
Carlo points, see, e.g., [6]. Popular choices include Sobol’ sequences [37] and digital nets [26]. In this article, we consider rank-1 lattice rules in the $s$-dimensional unit cube $[0,1]^s$, where the points are given by

$$t^{(n)} := \frac{n z \mod N}{N} = \left\{ \frac{n z}{N} \right\}, \quad n = 0, 1, \ldots, N - 1,$$

with $z \in \mathbb{Z}_N^s$ a generating vector and $\{ \cdot \}$ denotes the mod 1 or fractional part operation, see, e.g., [27,36].

To calculate the MSE in equation (3), we use multiple randomly shifted lattice rules. The $r$-th shifted version of the $n$-th point for level $\ell$ is then given by

$$t^{(n)}_{\ell,r} := \left\{ \frac{n z}{N} + \Delta^{(r)}_{\ell} \right\}, \quad r = 1, 2, \ldots, R,$$

where $R$ is the number of shifts and $\Delta^{(r)}_{\ell}$ are i.i.d. samples from a uniform distribution on $[0,1]^s$. It can be shown that for functions with sufficient smoothness and dimensions that become progressively less important, there exist lattice rules for which the RMSE decays as $O(N^{-1+\epsilon})$, for arbitrary $\epsilon > 0$, see [24]. For the numerical experiments in this paper we will consider a lognormal random field with Matérn covariance which will be represented by an infinite KL-expansion. The dimensionality $s$ of the QMC points is then equal to the number of terms in the truncated KL-expansion, this will be discussed in Section 5. In general, QMC error bounds are specified for integration over the $s$-dimensional unit cube, however the KL-expansion here uses i.i.d. standard normal variates. Luckily, for randomly shifted lattice rules mapped through the inverse cumulative density of the normal distribution, as we will use here, there is an equivalent theory which shows $O(N^{-1+\epsilon})$ convergence for the RMSE, see, e.g., [22].

We denote the multilevel estimators that uses the $r$-th randomized point set by

$$Q^{QMC}_{L,r} := \sum_{\ell=0}^{L} \Upsilon_{\ell,r},$$

where

$$\Upsilon_{\ell,r} := \frac{1}{N^s} \sum_{n=1}^{N^s} \left( F_{\ell}(y^{(n)}_{\ell,r}) - F_{\ell-1}(y^{(n)}_{\ell-1,r}) \right), \quad r = 1, 2, \ldots, R,$$

with $y^{(n)}_{\ell,r} := \Phi^{-1}(t^{(n)}_{\ell,r})$ and where $\Phi^{-1}$ denotes the inverse cumulative density function (CDF) of the desired distribution of the parameter set $y$. This provides the required mapping for the QMC points, defined on the unit cube, to the domain of interest.

The MLQMC estimator, as introduced in [14,23,31], is just the average over these $R$ estimators, i.e.,

$$Q^{QMC}_{L,R} := \frac{1}{R} \sum_{r=1}^{R} Q^{QMC}_{L,r}.$$

The sample variance over the shifts is used as an estimate for the variance, i.e.,

$$V[Q^{QMC}_{L,R}] \approx \frac{1}{R(R-1)} \sum_{r=1}^{R} \left( Q^{QMC}_{L,r} - Q^{QMC}_{L,R} \right)^2. \quad (9)$$
Note that in the limit $R \to \infty$ this sample variance is (almost surely) equal to the true variance of the estimator.

A similar approach is now used for the MG-MLMC estimator from equation (6), i.e., we define

$$Q_{L,r,\text{reuse}}^{\text{QMC}} := \sum_{\ell=0}^{L} \Upsilon_{\ell,r,\text{reuse}},$$

$$\Upsilon_{\ell,r,\text{reuse}} := \left( \frac{1}{\sum_{i=\ell}^{L} N_i} \right) \sum_{k=\ell}^{L} \sum_{n=1}^{N_k} \left( F_{\ell}(y_{k,r}^{(n)}) - F_{\ell-1}(y_{k,r}^{(n)}) \right)$$

and

$$Q_{L,R,\text{reuse}}^{\text{QMC}} := \frac{1}{R} \sum_{r=1}^{R} Q_{L,r,\text{reuse}}^{\text{QMC}},$$

in effect turning the MG-MLMC estimator into a Multigrid Multilevel Quasi-Monte Carlo (MG-MLQMC) estimator. The variance of this estimator, that is, the equivalent of (8), is computed similar to equation (9), i.e.,

$$V[\bar{Q}_{L,R,\text{reuse}}^{\text{QMC}}] \approx \frac{1}{R(R-1)} \sum_{r=1}^{R} \left( Q_{L,r,\text{reuse}}^{\text{QMC}} - \bar{Q}_{L,R,\text{reuse}}^{\text{QMC}} \right)^2.$$  \hspace{1cm} (12)

The MLQMC estimator (9) and the MG-MLQMC estimator (11) are essentially the same, the only difference being the recycling of samples on coarser levels.

### 3.3 Cost analysis

In this section, we will analyze the cost of the MG-MLQMC estimator (i.e., the MLQMC method with recycling) and compare it to the cost of the MLQMC method without recycling. For ease of exposition, assume that the quantity of interest $F_\ell$ at level $\ell$ corresponds to a discretization of the problem with step size $h_\ell$. As in [19], we use a geometric hierarchy for the levels:

$$h_\ell = \rho h_{\ell+1},$$

where $\rho > 1$ is a scaling factor. In the PDE setting, a typical value is $\rho = 2$.

As is usual in MLMC analysis, see, e.g., [4, Theorem 1], we make the following assumptions:

$$|E[F_L - F]| \leq c_\alpha h_0^\alpha,$$

$$V_\ell \leq c_\beta h_{\ell-1}^\beta,$$

$$C_\ell \leq c_\gamma h_\ell^{-\gamma},$$

for some constants $c_\alpha$, $c_\beta$ and $c_\gamma$. Here, $\alpha > 0$ is the rate of the decrease of the bias in terms of $L$, $\beta > 0$ is the rate of the decrease of the variance of the differences in terms of the levels $\ell$ and $\gamma > 0$ gives the increase in cost of solving the PDE. Additionally, we make an assumption on the convergence rate of the lattice rule used in the MLQMC estimator. That is, we define

$$\bar{\Upsilon}_\ell := \frac{1}{R} \sum_{r=1}^{R} \Upsilon_{\ell,r},$$
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the approximation for the expected value of the difference $F_\ell - F_{\ell-1}$ using a randomly shifted lattice rule, averaged over all shifts, and assume
\[ V[\overline{T}_\ell] \leq c_\lambda N_{\ell}^{-1/\lambda} V_{\ell}, \quad (A4) \]
for some constant $c_\lambda > 0$ with $1/\lambda > 0$ the rate of convergence of the randomized lattice rule. Assumption (A4) corresponds to assumption (M2) in [23, Theorem 1].

We proceed as in Section 2.1 and minimize the cost of the MLQMC estimator without recycling given the variance constraint, assuming the $N_{\ell}$ are continuous variables:
\[
\min_{N_{\ell}} \sum_{\ell=0}^{L} N_{\ell} c_\gamma h_{\ell}^{-\gamma} \\
\text{s.t.} \sum_{\ell=0}^{L} c_\lambda N_{\ell}^{-1/\lambda} c_\beta h_{\ell}^{\beta} \leq \epsilon^2/2.
\]

To this end, we consider the Lagrangian
\[
\mathcal{L}(N_0, N_1, \ldots, N_L, \zeta) := c_\gamma \sum_{\ell=0}^{L} N_{\ell} h_{\ell}^{-\gamma} + \zeta \left( c_\lambda c_\beta \sum_{\ell=0}^{L} N_{\ell}^{-1/\lambda} h_{\ell}^{\beta} - \epsilon^2/2 \right)
\]
where $\zeta$ is the Lagrange multiplier, and look for its stationary point. This leads to the first-order, necessary optimality conditions
\[
\frac{\partial \mathcal{L}}{\partial N_\ell} = c_\gamma h_{\ell}^{-\gamma} - c_\lambda c_\beta \frac{\zeta}{\lambda} N_{\ell}^{-1/\lambda-1} h_{\ell}^{\beta} = 0 \quad \text{for} \; \ell = 0, \ldots, L, \quad \text{and}
\]
\[
\frac{\partial \mathcal{L}}{\partial \zeta} = c_\lambda c_\beta \sum_{\ell=0}^{L} N_{\ell}^{-1/\lambda} h_{\ell}^{\beta} - \epsilon^2/2 = 0.
\]
Rearranging (15), we find that
\[
N_\ell = \left( \frac{c_\lambda c_\beta \zeta}{c_\gamma} h_{\ell}^{\beta+\gamma} \right)^{\frac{\lambda}{\lambda+1}} .
\quad (16)
\]

Note that this equation for $N_\ell$ is of limited practical use, because estimates for $\lambda$, and hence for the convergence rate $1/\lambda$ of the MSE of the lattice rule, are very unreliable [23]. A simple algorithm that adaptively increases the number of samples $N_{\ell}$, but does not require knowledge of $\lambda$, will be presented in Section 3.4.

**Proposition 1.** The cost reduction factor of the Multigrid Multilevel (Quasi-)Monte Carlo algorithm using a geometric refinement $h_\ell = \varrho h_{\ell+1}$ is given by
\[
\frac{\text{cost}(\overline{Q}_{L,R,\text{reuse}})}{\text{cost}(\overline{Q}_{L,R})} = 1 - \varrho^{-(\beta+\gamma)\lambda/(\lambda+1)},
\]
where $\beta$ is the rate of the decrease in variance and $\gamma$ the rate of the increase in cost per level $\ell$, see assumptions (A2) and (A3), and $1/\lambda$ is the convergence rate of the randomized quasi-Monte Carlo method, see (A4), or $\lambda = 1$ when using Monte Carlo.
Proof. Suppose the algorithm requires one to take \( N_\ell \) samples on level \( \ell \). In the MG-MLQMC method, where samples from higher levels \( \ell+1, \ldots, L \) are recycled, we already have \( N_{\ell+1} \) samples available on level \( \ell \). The remaining
\[
N'_\ell := N_\ell - N_{\ell+1}
\]
samples still need to be computed. From (16), we find that
\[
N_{\ell+1} = \left( q^{-(\beta+\gamma)} \right)^{\frac{1}{\lambda+1}} N_\ell,
\]
and hence
\[
N'_\ell = \left( 1 - \left( q^{-(\beta+\gamma)} \right)^{\frac{1}{\lambda+1}} \right) N_\ell.
\]
Therefore,
\[
\text{cost}(\bar{Q}_{QMC}^{L,R,\text{reuse}}) = \sum_{\ell=0}^{L} RN'_\ell C_\ell
\]
\[
= \left( 1 - \left( q^{-(\beta+\gamma)} \right)^{\frac{1}{\lambda+1}} \right) \sum_{\ell=0}^{L} RN_\ell C_\ell
\]
\[
= \left( 1 - \left( q^{-(\beta+\gamma)} \right)^{\frac{1}{\lambda+1}} \right) \text{cost}(\bar{Q}_{QMC}^{L,R}).
\]

The recycling of coarse samples is more efficient when the rates \( \beta \) and \( \gamma \) are small, corresponding to a slow decay of the number of samples \( N_\ell \) as \( \ell \) increases. This is consistent with the results in [21]. There is an additional effect in the cost reduction factor that comes from using QMC points. When using rank-1 lattice rules, \( \lambda \) varies between 1 (MC) and 1/2 (optimal rank-1 lattice rule), hence \( 1/3 < \lambda/(\lambda+1) \leq 1/2 \), where the lower bound is obtained for the lattice rule with the fastest convergence.

In conclusion, when the decay of the variance is slow, i.e., \( \beta \) is small, because of a lack of smoothness in the problem, or when the QMC method has good performance, i.e., \( 1/\lambda \) is large, the sequence of \( N_\ell \) given in (16) will decrease slowly and the benefit of the sample recycling will be apparent. Conversely, if the decay of the variance is fast, or when the QMC method has bad performance, the sequence of \( N_\ell \) will decrease very rapidly and there is not much to be gained by reusing samples across the different levels. This is indeed what is confirmed by our numerical results in Section 6.

3.4 Practical algorithm

In [14], a simple doubling algorithm is presented for MLQMC simulation. With a slight modification, this algorithm can also be used for MG-MLQMC simulation (see Algorithm 1). First, let us define the analogue of (14),
\[
\tilde{Y}_{\ell,\text{reuse}} := \frac{1}{R} \sum_{r=1}^{R} Y_{\ell,r,\text{reuse}}.
\]
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This is the approximation for the expected value of the difference $F_\ell - F_{\ell-1}$, using the MG-MLQMC estimator, averaged over all random shifts $r = 1, 2, \ldots, R$. The sample variance of $\bar{\Upsilon}_{\ell,\text{reuse}}$ with respect to the random shifts is a measure for the contribution of that level $\ell$ to the total variance of the estimator, i.e., define

$$V_\ell := \frac{1}{R(R-1)} \sum_{r=1}^{R} (\Upsilon_{\ell,r,\text{reuse}} - \bar{\Upsilon}_{\ell,\text{reuse}})^2.$$  \hspace{1cm} (18)

The idea of the algorithm is to double the number of samples where the ratio of the sample variance $V_\ell$ and the cost $C_\ell$, is largest, until the total variance of the estimator is smaller than the requested tolerance $\epsilon^2/2$. The main difference between the MLQMC algorithm and the MG-MLQMC algorithm in Algorithm 1 is on line 9, where the additional (free) coarse samples from the FMG solver are added.

The algorithm is level-adaptive, in the sense that extra levels are added to the estimator only if required to reach a certain accuracy. The bias of the estimator, defined in equation (3), is computed as

$$\text{Bias}(\bar{Q}_{L,R,\text{reuse}}^{\text{QMC}}) \approx \frac{|\bar{\Upsilon}_{L,\text{reuse}}|}{\rho^\alpha + 1},$$  \hspace{1cm} (19)

using an estimate for $\alpha$ obtained from a linear fit through the expected value of the differences, $\bar{\Upsilon}_{\ell,\text{reuse}}$, on all available levels, cf. (A1), see [12]. The condition on $L$ on line 20 of Algorithm 1 ensures that enough levels are available to estimate the rate $\alpha$.

## 4 Full Multigrid

Before turning to some numerical experiments, we give some comments on the Full Multigrid method. The basics of a Multigrid method for the iterative solution of discretizations of elliptic PDEs is the correction scheme. A two-grid correction scheme can be written as the following procedure:

1. Use an iterative method with $\mu_1$ iterations on $A_\ell u_\ell = b_\ell$ to approximate $u_\ell$.
2. Restrict the residual $r_\ell = b_\ell - A_\ell u_\ell$ to the coarse grid by $r_{\ell-1} = R_{\ell-1}^\ell r_\ell$.
3. Solve $A_{\ell-1} e_{\ell-1} = r_{\ell-1}$.
4. Interpolate the error $e_{\ell-1}$ back to the fine grid by $e_\ell = I_{\ell-1}^\ell e_{\ell-1}$.
5. Correct the fine-grid approximation by $u_\ell = u_\ell + e_\ell$.
6. Use an iterative method with $\mu_2$ iterations on $A_\ell u_\ell = b_\ell$ to approximate $u_\ell$.

Here, $A_\ell$ is the original matrix that results from a discretization of a sample of (1) at level $\ell$. Matrices $R_{\ell-1}^\ell$ and $I_{\ell-1}^\ell$ are the intergrid operators, transferring quantities from the fine grid to the coarse grid and vice versa. The integers $\mu_1$ and $\mu_2$ are cycling parameters that control the number of iterations performed before and after the coarse grid correction. Typical values are $\mu_1 = 2$ and $\mu_2 = 1$. The iterative method used in step 1 and 6 is called a smoother, because it removes high frequency components from the error, see, e.g., [17]. A single application of the smoother is known as a relaxation step.
Algorithm 1 MG-MLQMC simulation

1: procedure MG-MLQMC(\(\epsilon\))
2: set defaults \(N_\ell = N_\ell^{old} = 0\), \(\Upsilon_{\ell,r,\text{reuse}} = \bar{\Upsilon}_{\ell,\text{reuse}} = 0\), \(V_\ell = +\infty\), \(C_\ell = 0\) for all \(\ell\) and \(r\)
3: 
4: procedure SampleAndSolve(\(\ell\)) \(\triangleright\) FMG sample routine on level \(\ell\)
5: start timer
6: for \(r = 1, \ldots, R\) do
7: for \(n = N_\ell^{old}, \ldots, N_\ell - 1\) do
8: construct random field based on \(y_{\ell,r}^{(n)}\)
9: solve PDE using multigrid resulting in solutions for all levels \(\tau = 0, \ldots, \ell\)
10: end for
11: update \(\Upsilon_{\tau,r,\text{reuse}}\) using (10) for all \(\tau = 0, \ldots, \ell\)
12: end for
13: stop timer and update \(C_\ell\) based on timing for \((N_\ell - N_\ell^{old})R\) solves
14: update \(\Upsilon_{\tau,\text{reuse}}\) using (17) for all \(\tau = 0, \ldots, \ell\)
15: update \(V_\ell\) using (18) for all \(\tau = 0, \ldots, \ell\)
16: set \(N_\ell^{old} = N_\ell\)
17: end procedure
18: 
19: set \(L = -1\)
20: while \(L < 2\) or bias estimate (19) > \(\epsilon/\sqrt{2}\) do
21: set \(L = L + 1\)
22: while variance estimate (12) > \(\epsilon^2/2\) do
23: find \(\ell \leq L\) with maximum ratio \(V_\ell/C_\ell\) and set \(N_\ell = \max(1, 2N_\ell)\)
24: call SampleAndSolve(\(\ell\))
25: end while
26: end while
27: 
28: end procedure

A multilevel iterative process is eventually obtained by repeating this two-grid process of relaxation and coarsening on ever coarser grids. This is known as a Multigrid V-cycle. Details on the Multigrid method and why it works, can be found in, e.g., [3,16,38].

Multigrid methods come in many flavors. One notable example is Full Multigrid, which combines the correction scheme with nested iteration. Starting from the coarsest grid on level \(\ell\), a good initial guess for the next grid on level \(\ell + 1\) is obtained by interpolation of the inexpensive-to-compute coarse-grid solution. After that, a number of multilevel correction cycles are performed. We denote this number by \(\mu_0\). The process is then repeated until a good initial guess for an iterative method on the finest grid (level \(L\)) is obtained. As a result, we do not only solve the PDE on the finest grid, but we also get solutions on all coarser grids, as required. The sequence of levels visited, starting from the finest level, are visualized in Figure 1. The discrete solutions \(u_0, u_1, \ldots, u_L\) that are eventually used in the estimator are encircled on the figure.

A large number of efficient (black-box) multigrid solvers can be found in the literature, see, e.g., [34,39]. Typically, these codes do not provide access to the solutions on coarser grid levels. However, a multigrid solver for elliptic problems is easy to construct.
Figure 1: Schematic representation of the sequence of grids visited in the FMG solver for $\mu_0 = 1$ and $\ell = 3$. The coarse solutions at the end of every V-cycle, encircled on the figure, are eventually reused in the MLMC estimator.

5 Random field generation using the KL expansion

In this section, we focus on how to obtain a sample of the diffusion coefficient in (1), represented as the random field $a(x, y)$, given the set of parameters $y$. We assume the diffusion coefficient is derived from a Gaussian random field $z(x, y)$, that is fully characterized by its mean $\bar{z}(x)$ and covariance function $C(x, x')$. In our numerical experiments later, we will use a so-called lognormal random field $a(x, y) = \exp(z(x, y))$, see [4]. This ensures that equation (1) has physical meaning, i.e., the diffusion coefficient remains positive for all samples.

The KL expansion is a common approach to represent $z(x, y)$, see, e.g., [25]. The idea is to express the random field via a sequence of independent random variables $y$ in the following way:

$$z(x, y) = \sum_{j=1}^{\infty} y_j \sqrt{\theta_j} \psi_j(x).$$  \hspace{1cm} (20)

The eigenvalues $\theta_j$ and eigenfunctions $\psi_j(x)$ are the solutions of the eigenvalue problem

$$\int_D C(x, x') \psi_j(x') dx' = \theta_j \psi_j(x).$$  \hspace{1cm} (21)

Truncating the series in (20) at the $s$-th term gives the truncated KL expansion

$$z_s(x, y) = \sum_{j=1}^{s} y_j \sqrt{\theta_j} \psi_j(x).$$  \hspace{1cm} (22)

In the special case of Gaussian random fields, it can be shown that the random parameters $y$ in (20) are i.i.d. and standard normally distributed.

It is well-known that the KL expansion is optimal in the mean square sense, i.e., when truncated after a finite number of terms $s$, the resulting approximation $z_s(x, y)$ minimizes the MSE, see for instance [11]. The mean square truncation error decreases monotonically to zero with the number of terms in the expansion, at a rate that depends on the covariance function $C(x, x')$.

If the eigenpairs $(\theta_j, \psi_j)$ in the KL expansion are not available, we need to approximate them using a suitable numerical scheme. One possibility is to perform collocation on (21), i.e., solve

$$\int_D C(x_k, x') \psi_j(x') dx' = \theta_j \psi_j(x_k), \quad k = 1, 2, \ldots, M,$$  \hspace{1cm} (23)
in some well-chosen integration points \( \mathbf{x}_k \). In the Nyström method [1], the integral in equation (23) is approximated by a suitable numerical integration scheme which uses the collocation points as quadrature nodes:

\[
\sum_{q=1}^{M} w_q C(\mathbf{x}_k, \mathbf{x}_q) \tilde{\psi}_j(\mathbf{x}_q) = \tilde{\theta}_j \tilde{\psi}_j(\mathbf{x}_k), \quad k = 1, 2, \ldots, M.
\]  

(24)

In matrix notation,

\[
\Sigma W \tilde{\Psi}_j = \tilde{\theta}_j \tilde{\Psi}_j,
\]  

(25)

where \( \Sigma \) is a symmetric positive semi-definite matrix with entries \( \Sigma_{k,q} = C(\mathbf{x}_k, \mathbf{x}_q) \), \( W \) is a diagonal matrix with the weights \( w_q \) on the diagonal and \( \tilde{\Psi}_j \) is a vector with entries \( \tilde{\Psi}_{j,q} = \tilde{\psi}_j(\mathbf{x}_q) \). In general, \( \Sigma W \) is a dense and nonsymmetric matrix. However, the matrix eigenvalue problem (25) can be reformulated into an equivalent matrix eigenvalue problem

\[
B \tilde{\Psi}^*_j = \tilde{\theta}_j \tilde{\Psi}^*_j,
\]

where \( \tilde{\Psi}^*_j = \sqrt{W} \tilde{\Psi}_j \), and \( B = \sqrt{W} \Sigma \sqrt{W} \) is symmetric positive semi-definite. Hence, the eigenvalues \( \tilde{\theta}_j \) are real and nonnegative and the eigenvectors \( \tilde{\Psi}^*_j \) are orthogonal to each other.

Using (24), we obtain the so-called Nyström interpolation formula for the eigenfunctions \( \tilde{\psi}_j(\mathbf{x}) \), i.e.,

\[
\tilde{\psi}_j(\mathbf{x}) = \frac{1}{\tilde{\theta}_j} \sum_{q=1}^{M} \sqrt{w_q} \tilde{\Psi}^*_{j,q} C(\mathbf{x}, \mathbf{x}_q),
\]

with \( \tilde{\Psi}^*_{j,q} \) the \( q \)-th element of the eigenvector \( \tilde{\Psi}^*_j \). After a suitable normalization, these eigenvalues and eigenfunctions can be used as an approximate eigenpair in the KL expansion from equation (22).

6 Numerical Results

In this section we perform numerical experiments on problem (1) that illustrate the power of the proposed algorithm.

Discretization

Consider the model elliptic PDE from (1) defined on a two-dimensional computational domain \( D = [0,1]^2 \), with source term \( f(\mathbf{x}) = 1 \) and homogenous boundary conditions of Dirichlet-type. We discretize the equation using finite differences on a hierarchy of regular grids with nodes

\[
(x_1^{(i)}, x_2^{(j)}) = \left( \frac{i}{m_\ell}, \frac{j}{m_\ell} \right), \quad i,j = 0, \ldots, m_\ell,
\]

where \( m_\ell = 1/h_\ell \) and \( h_\ell \) satisfies (13) with \( h_0 = 1/4 \) and \( q = 2 \).
Modeling of uncertain parameters

The diffusion coefficient $a(x, y)$ is modeled as a lognormal random field, i.e., $a(x, y) = \exp(z(x, y))$, with $z(x) = 0$, and $C(x, x')$ is the Matérn covariance function with correlation length $\lambda_c$ and smoothness $\nu$, defined as

$$C(x, x') = \frac{2^{1-\nu}}{\Gamma(\nu)} \left(\sqrt{2\nu \rho}\right)^\nu K_\nu \left(\sqrt{2\nu \rho}\right), \quad \rho = \frac{\|x - x'\|^2}{\lambda_c^2}. \tag{26}$$

In the following, we consider the parameter sets $\lambda_c = \{0.1, 0.3, 0.5\}$ and $\nu = \{0.5, 1, 2\}$. A typical realization of the random field $z(x, y)$ for all parameter combinations of correlation length $\lambda_c$ and smoothness $\nu$ is shown in Figure 2. Each of the random fields is represented using the truncated KL expansion in equation (22), where the number of terms in the expansion is chosen according to Table 1. In particular, we used the identity

$$\sum_{j=1}^{\infty} \theta_j = \int_D d\mathbf{x} = 1$$

to ensure that at least 99.8% of the variability in the random field is captured by the first $s$ terms, see [10]. The eigenvalues and eigenfunctions are approximated numerically using the
Table 1: Number of terms in the KL expansion used to represent the different Gaussian random fields in the numerical experiments. As the smoothness \( \nu \) in the Matérn covariance increases, fewer terms are needed to accurately model the random fields using a KL expansion.

| \( \lambda_c \) | \( \nu = 0.5 \) | \( \nu = 1 \) | \( \nu = 2 \) |
|---------------|--------------|--------------|--------------|
| \( \lambda_c = 0.1 \) | 3500         | 3500         | 1000         |
| \( \lambda_c = 0.3 \) | 1000         | 1000         | 250          |
| \( \lambda_c = 0.5 \) | 500          | 500          | 100          |

Nyström method outlined in Section 5.

Figure 3 shows the decay of the eigenvalues \( \tilde{\theta}_j \) for each parameter combination. Note that as the smoothness \( \nu \) increases, the eigenvalues decay faster and fewer terms are required in the expansion. For decreasing correlation lengths \( \lambda_c \), there is a growing pre-asymptotic phase where the KL eigenvalues do not decay. Note also that there is an end effect for the smallest eigenvalues, where the asymptotic decay rate is not preserved. Similar numerical results in case of a circulant embedding method and corresponding analysis can be found in [15].

**Quantity of interest**

As quantity of interest, we choose the value of \( u(x, \cdot) \) at \( x = (1/2, 1/2) \).

**Deterministic solver**

Every sample of (1) is solved using the FMG approach outlined in Section 4. We used symmetric Gauss-Seidel (SGS) [35] as a smoother. The actual time needed to compute a solution on each level was used as an estimate for the cost \( C_\ell \).

**QMC method**

We used a randomly shifted rank-1 lattice rule with a generating vector computed using the fast CBC construction from the QMC4PDE website [28]. We used a total of \( R = 20 \) independent random shifts. Note that, since the total number of points in the lattice rule is not fixed a priori, the lattice rule is actually a lattice sequence, see [6] for details.

**Computing environment**

All our simulations are performed on a workstation with 20 Intel Xeon E5645 processors running at 2.4 GHz and using a total of 48 GB of RAM. All samples are taken in parallel. Since the Monte Carlo sampling is embarrassingly parallel, we observed almost linear speedup with respect to the number of cores. For the QMC-based methods, we ran an independent estimator on each core, where the number of shifts equaled the number of computational cores. For details on work scheduling of MLMC samplers on parallel machines, we refer to [7].

The MG-MLQMC method is implemented within the framework of the Julia package MultilevelEstimators.jl, see [30], and we used this software in all our experiments.
6.1 Numerical rate determination

We begin our numerical tests by determining the rates $\alpha$, $\beta$, $\gamma$ and $\lambda$ in assumptions (A1)--(A4).

Figure 4 and Figure 5 are standard figures used in MLMC literature. They plot the behavior of expected value and variance of the quantity of interest $F_\ell$ and the difference $F_\ell - F_{\ell-1}$ as a function of the level parameter $\ell$, for all parameter combinations listed in Table 1. Observe that the estimated rate $\alpha$ in assumption (A1) is approximately constant. The estimated rate $\beta$ in assumption (A2) increases as the smoothness $\nu$ and correlation length $\lambda_c$ in the Matérn covariance function increase. In addition, note that for $\lambda_c = 0.1$, the graphs of $V[F_\ell]$ and $V[F_\ell - F_{\ell-1}]$ intersect between $\ell = 1$ and $\ell = 2$, indicating that the coarse level uses too few degrees of freedom. In this case, there is no benefit in including the coarsest mesh into the hierarchy. However, for the sake of uniformity, we will use the same mesh hierarchy for all test cases.

Figure 6 shows the variance of the QMC estimator for the expected value of the differences $F_\ell - F_{\ell-1}$ as the number of samples $N_\ell$ is increased. Note that the numerically observed rate $\lambda$ from assumption (A4) seems to decrease (that is, the lattice rule performs better) as the correlation length $\lambda_c$ increases. However, from our analysis in Section 3.3, and specifically Proposition 1, it follows that this effect is negligible compared to the increase of the rate $\beta$. Observe also the variance reduction from level to level, i.e., the offset between the lines.

Finally, the rate $\gamma$ in assumption (A3) is fixed by the FMG solver. We found numerically that $\gamma \approx 2.12$.

Based on the analysis from Section 3.3, we thus expect that the sample recycling is less efficient when

(i) the smoothness $\nu$ of the covariance function increases (i.e., moving from top to bottom in Table 1), and

(ii) the correlation length $\lambda_c$ of the covariance function increases (i.e., moving from left to right in Table 1).
Figure 4: Expected values $E[F_\ell]$ (---) and $E[F_\ell - F_{\ell-1}]$ (---) for $\lambda_c = 0.1$ (left column), $\lambda_c = 0.3$ (middle column), $\lambda_c = 0.5$ (right column) and $\nu = 0.5$ (top row), $\nu = 1$ (middle row), $\nu = 2$ (bottom row). The estimated rate $\alpha$ corresponds to the rate in assumption (A1).
Figure 5: Variances $V[F_{\ell}]$ (---) and $V[F_{\ell} - F_{\ell-1}]$ (----) for $\lambda_c = 0.1$ (left column), $\lambda_c = 0.3$ (middle column), $\lambda_c = 0.5$ (right column) and $\nu = 0.5$ (top row), $\nu = 1$ (middle row), $\nu = 2$ (bottom row). The estimated rate $\beta$ corresponds to the rate in assumption (A2).
Figure 6: Variance of the QMC estimator for the expected value of the difference $F_\ell - F_{\ell-1}$, averaged over all random shifts, for different levels and as function of the number of samples $N_\ell$ for $\lambda = 0.1$ (left column), $\lambda = 0.3$ (middle column), $\lambda = 0.5$ (right column) and $\nu = 0.5$ (top row), $\nu = 1$ (middle row), $\nu = 2$ (bottom row). The estimated rate $\lambda$ (averaged over all levels) corresponds to the rate in assumption (A4).
Figure 7: Comparison of the run time between MLMC (---), MLQMC (—) and MG-MLQMC (-- —) for \( \lambda_c = 0.1 \) (left column), \( \lambda_c = 0.3 \) (middle column), \( \lambda_c = 0.5 \) (right column) and \( \nu = 0.5 \) (top row), \( \nu = 1 \) (middle row), \( \nu = 2 \) (bottom row).
Figure 8: Number of original (red) and recycled (blue) samples taken on each level in the MG-MLQMC algorithm for $\lambda_c = 0.1$ (left column), $\lambda_c = 0.3$ (middle column), $\lambda_c = 0.5$ (right column) and $\nu = 0.5$ (top row), $\nu = 1$ (middle row), $\nu = 2$ (bottom row). The numbers indicate the percentage of recycled samples.
Table 2: Speedup of MLQMC over MLMC ($S_1$) and MG-MLQMC over MLMC ($S_2$) and MLQMC ($S_3$).

| $\lambda_c$ | $\nu$ | $S_1$ | $S_2$ | $S_3$ |
|----------|------|------|------|------|
| 0.1      | 0.5  | 1.34 | 2.60 | 2.04 |
| 0.3      | 0.5  | 1.25 | 3.16 | 2.43 |
| 0.5      | 0.5  | 2.85 | 5.42 | 1.87 |
| 0.1      | 1.0  | 1.44 | 3.49 | 2.35 |
| 0.3      | 1.0  | 3.17 | 7.82 | 2.17 |
| 0.5      | 1.0  | 9.68 | 15.32| 1.67 |
| 0.1      | 2.0  | 2.94 | 4.98 | 1.93 |
| 0.3      | 2.0  | 9.22 | 10.57| 1.35 |
| 0.5      | 2.0  | 41.93| 36.94| 0.90 |

6.2 Results and comparison

We compare the performance of MLQMC, with and without recycling, against a basic MLMC simulation. We ran all simulations for a sequence of decreasing tolerances, starting from $\epsilon = 0.001$. The results are shown in Figure 7. Observe that the asymptotic complexity rate of the QMC methods is increasingly better (that is, the slope of the lines decrease) as the smoothness and correlation length in the Matérn covariance function increase, i.e., when moving from top to bottom and left to right. In particular, this means that fewer computational resources are needed to achieve a certain tolerance on the MSE (3) (note the logarithmic time axis). Also, and consistent with our previous analysis, we observe that the benefit of the sample recycling decreases accordingly. That is, the lines for MG-MLQMC and MLQMC are closer together when moving towards the bottom right of Figure 7.

These results are summarized in Table 2, where the speedup is shown for all parameter combinations, averaged over all tolerances $\epsilon$. The first column shows the speedup of MLQMC over MLMC, i.e.,

$$S_1 = \frac{\text{time}(Q_{MC}^L)}{\text{time}(\bar{Q}_{QMC}^{L,R})}.$$  

Columns two and three show

$$S_2 = \frac{\text{time}(Q_{MC}^L)}{\text{time}(\bar{Q}_{QMC}^{L,R,\text{reuse}})} 	ext{ and } S_3 = \frac{\text{time}(\bar{Q}_{QMC}^{L,R})}{\text{time}(\bar{Q}_{QMC}^{L,R,\text{reuse}})},$$

the speedup of MG-MLQMC over MLMC, and MG-MLQMC over MLQMC respectively. From this table, we conclude that the MLQMC algorithm is a very efficient algorithm compared to the basic MLMC method. The method performs better as the covariance function becomes smoother. However, by using an FMG solver and reusing samples on coarser levels, we can gain another factor two in computational work reduction.

To better understand the benefit of the sample recycling, we show the sample distribution across the levels for the finest computed tolerance in the MG-MLQMC method in Figure 8. First, notice that the $N_\ell$ is a decreasing sequence with $\ell$, as required. Secondly, the number of samples decreases faster when moving from top to bottom, indicating that there are fewer samples to
be reused on coarser levels. Also indicated on the figure is the percentage of recycled samples, i.e., $N_f/N_{f+1} \cdot 100\%$. The higher this value, the better the method with sample recycling will perform, compared to standard MLQMC without recycling. These numbers should be compared to the results in Figure 7 and Table 2.

7 Conclusions and future work

In this work, we have introduced an algorithm that combines MLMC with a Multigrid method, similar to the work in [21]. Our goal was to recycle coarse approximations from the FMG method as samples in the MLMC method, in such a way that no additional error is introduced. We presented a practical algorithm that achieves this goal in Section 3.4 and analyzed its cost in Section 3.3.

In the numerical experiments with our new method, we confined ourselves to the well-known two-dimensional elliptic PDE with random coefficients, where the uncertain coefficients are modeled as a lognormal random field with a covariance function of Matérn type. We performed various simulations with different combinations of correlation length and smoothness in this covariance function. We observed that, as the problem becomes more difficult (i.e., the covariance function becomes less smooth), there is more gain from the sample recycling. Hence, our method works in tandem with the QMC method, which works better as the smoothness parameter in the covariance function increases.

A next step would be to replace the Multigrid method by an Algebraic Multigrid (AMG) method. Contrary to the geometric Multigrid method we used in this work, AMG does not require a physical grid to be associated with each level. Instead, coarsening happens fully based on the matrix entries, resulting in a completely autonomous solver.

Another way to combine MLMC with Multigrid is to use the Multi-Index setting from [18], where multiple directions of refinement are allowed. One direction would then correspond to the physical discretization, the other direction would be the number of V-cycles in the Multigrid method. This could then be combined with the adaptive approach from [33].
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