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Abstract

We apply the convergent close-coupling (CCC) formalism to analyse the processes of laser assisted electron impact ionisation of He, and the attosecond time delay in the photodetachment of the H\(^-\) ion and the photoionisation of He. Such time dependent atomic collision processes are of considerable interest as experimental measurements on the relevant timescale (attoseconds \(10^{-18}\) s) are now possible utilising ultrafast and intense laser pulses. These processes in particular are furthermore of interest as they are strongly influenced by many-electron correlations. In such cases their theoretical description requires a more comprehensive treatment than that offered by first order perturbation theory. We apply such a treatment through the use of the CCC formalism which involves the complete numeric solution of the integral Lippmann-Schwinger equations pertaining to a particular scattering event. For laser assisted electron impact ionisation of He such a treatment is of a considerably greater accuracy than the majority of previous theoretical descriptions applied to this problem which treat the field-free scattering event within the first Born approximation. For the photodetachment of H\(^-\) and photoionisation of He, the CCC approach allows for accurate calculation of the attosecond time delay and comparison with the companion processes of photoelectron scattering on H and He\(^+\), respectively.

Results of our CCC calculations for laser assisted electron impact ionisation of He are consistent with the previous findings reported in the literature [C. Höhr et al, Phys. Rev. Lett. 94, 153201 (2005)]. Our results provide further confirmation that the cause of the theoretical discrepancy is in the treatment of the laser field interaction as opposed to the that of the field-free scattering. Concurrently, our application of the CCC method to attosecond time delay in the photodetachment of H\(^-\) and contrasting processes has led to the discovery of the measurable opening time of the inelastic channel [A. Kheifets, A. Bray, and I. Bray, Phys. Rev. Lett. 117, 143202 (2016)]. Additionally, for calculations across this channel threshold we employ the newly developed numerical treatments of the singularity within the aforementioned integral Lippmann-Schwinger equations [A. Bray et al, Comput. Phys. Commun. 196, 276-279 (2015) and 203, 147-151 (2016)] which has been extended for application to charged targets as part of this work for the purposes of the He\(^+\) calculations.
[A. Bray et al, *Comput. Phys. Commun.* (accepted October 2016)].
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Project Summary

The work I have been involved in throughout my Honours year falls into four categories:

1) Implementation of the soft photon approximation for laser assisted collisions within CCC.

   This task was such that I was able to undertake it largely autonomously with the main result being made clear around the time of mid-year presentations. It involved running the CCC code to produce convergent results for the field-free triply differential cross section (TDCS) for electron scattering on atomic helium and then calculating the laser field-assisted cross section under the soft photon approximation which is expressed as a sum of field-free cross sections weighted by squared Bessel functions (see Equation (2.101)). In doing so we were able to reproduce results of a similar form to that of [C. Höhr et al, J. Electron. Spectrosc. Relat. Phenom. 161, 172-177 (2007)] and concluded that the introduction of a more elaborate treatment of the field-free scattering was not sufficient to rectify their presented discrepancy with their experiment. Further investigation of this discrepancy via this approach was deemed to require considerably more time and likely only lead to minor benefit, and as such we moved to work on other problems.

2) Implementation of the alternative treatment of the singularities occurring in the integral Lippmann-Schwinger equations solved within CCC for charged targets.

   This task was an extension of work I had undergone in 2015. It involves modifying the CCC formalism to incorporate an analytic form of an integral involving the Green’s function [A. Bray et al, Comput. Phys. Commun. 196, 276-279 (2015) and 203, 147-151 (2016)]. Doing so removes the need for a numerical treatment of integration across the point of singularity occurring in open channels. The original formulation can become error prone for energies near threshold in which the singularity occurs close to zero. For charged targets the Green’s function takes on a form with Coulomb functions as opposed to Riccati-Bessel functions. However, the analytic result of the integral expression is of the same form as
the original and such it was relatively simple to extend this method to charged targets [A. Bray et al, *Comput. Phys. Commun.* (accepted October 2016)]. The alternative treatment is utilised for the e-H scattering across the $n = 2$ threshold required for photoemission time delay calculations of H$^-$. The extension to charged targets allowed application to e-He$^+$ scattering which is necessary to calculate the photoemission time delay for He.

3) Calculation of Wigner time delay for H$^-$ and He.

This involved using the CCC approach to calculate amplitudes for the photodetachment of the H$^-$ ion across a large range of photoelectron energies and from which calculate the photoemission time delay. Doing so requires the half off-shell $T$-matrix for the associated elastic scattering event, which in this case is the elastic scattering of an electron on H in the dipole singlet channel (see Section 2.4). This scattering event also has an associated time delay calculated from the phase shift in the $L = 1$ partial wave, which we compare to the photoemission delay. Of particular interest is the behaviours exhibited across the $n = 2$ threshold (at 10.2 eV) where the opening of this channel leads to significant contrast due to the different electron-electron correlations present in the ground states of the targets. For comparison with that of H$^-$ we also consider the photoionisation of atomic He and the associated scattering event of elastic e-He$^+$ scattering, again in the dipole singlet channel. The major result of this investigation was the large ($\simeq 40$ as) and potentially measurable photoemission time delay of H$^-$ above this threshold. This was a highly exciting result and led to a publication in Physical Review Letters [A. Kheifets, A. Bray, and I. Bray, *Phys. Rev. Lett.* 117, 143202 (2016)].

4) Investigation of using a TDSE code for atomic systems interacting with ultrashort laser pulses.

This involved using the newly published TDSE code of [S. Patchkovskii and H.G. Muller, *Comput. Phys. Commun.* 199, 153-169 (2016)] in attempt to reproduce the photoemission spectra presented in [L. Torlina et al, *Nature Phys.* 11, 503-508 (2015)]. Despite initial success in producing photoelectron spectra as a function of energy, angular dependences with momentum proved more challenging. Eventually this was also rectified, but we were still unable to produce the angular dependencies of the attoclock paper for calculations taking the better part of a day. This remains the case as of the current moment. We intend to further investigate the use of a time dependent formalism as part of a PhD project in the coming year (see Section 4.1).
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Chapter 1

Introduction

The fundamental drive behind all scientific endeavours is to observe and explain the physical world. Two of the most prevalent aspects that make up this world in which we reside are matter and light (dark matter/energy notwithstanding), of which our understanding provides some of the greatest insight into our universe. Let alone the knowledge to be gained from the examination of each in isolation, the interaction between the two tests our understanding like no other. Take for example, the photoelectric effect [1], in which the interaction between matter and light immensely elucidated the nature of both, and subsequently led to the birth of quantum mechanics [2]. Despite the passing of more than a century since this point, there are still innumerable questions to be answered in the description of this fundamental interaction. The two such questions that we investigate within this work are the laser assisted electron impact ionisation of He, and the attosecond time delay in the photodetachment of the H\(^-\) ion and the photoionisation of He.

1.1 Contextual Background

The scope of this work encompasses both field-free (no laser) and field-assisted (laser present) atomic scattering and as such an introduction to these two related fields are provided. This is a common theme through the work and this structure is repeated in a similar vein in subsequent chapters.

1.1.1 Atomic and Molecular Scattering

Scattering events at the atomic scale have always been one of the sources of greatest insight into the nature of our world. The earliest experiments of electron scattering [3] were key in establishing the existence of orbitals of quantised energy as suggested by the Bohr model of the atom. With the onset of quantum mechanical theory the first measurement of electron-atom total cross sections were conducted by Ramsauer
and theoretical attempts to calculate scattering amplitudes by Massey and Mohr. But despite this early progress within the field many fundamental problems remained.

The theoretical description of electron-atom collisions for all incident energies and scattering angles remained elusive for the better part of the century. Such a problem is inherently complicated, requiring the solution of the Schrödinger or Dirac (relativistic) equation with three or more bodies. Additionally, the nature of atomic targets with a countably infinite number of bound discrete states (negative energy) as well as an uncountably infinite number of free states (positive energy) for each electron, all of which are coupled to one another provides a considerably challenge for formal theoretical description. Furthermore, in collisions involving ionisation or initially charged targets the $1/r$ Coulomb interaction potential which continues to infinite distance constitutes a further source of difficulty. Yet another complication encountered specific to electron scattering is the non-uniqueness of solution coming from the indistinguishability of electrons and the possibility of projectile exchange with the target electrons. Despite these complexities of the underlying problem, one of the greatest successes of early theory is the wide applicability of the so called Born approximation. In which, large parts of the problem are omitted in the assumption that the interaction between the projectile and target atom is weak. This assumption is most appropriate in the case of large incident energies (compared to the ground state energy of the target). However, for processes at energies which are comparable with the ground state of the atomic target an equivalently effective description was beyond the reach of theory. The work of Massey provides a good summary of the attempts and difficulties faced by the early theoretical attempts to tackle this realm of the parameter space.

The electron-hydrogen scattering system is considered the most fundamental physical scattering problem, yet it was the source of considerable discrepancy in the 1980’s. Experiment had progressed to the $1s-2p$ excitation of atomic hydrogen of which there was theory available for comparison. However, the best theoretical attempts of the time, though in reasonable agreement between themselves, both failed to explain the results of the two experiments for backward scattering angles. This challenge for theorists in conjunction with advances in computation power led to the development of a number of non-perturbative numerical treatments in order to reconcile this discrepancy. Among these are the $R$-matrix with pseudostates (RMPS), exterior complex scaling (ECS), time dependent close-coupling (TDCC) and convergent close-coupling (CCC) methods. Despite these advances, much to the initial dismay of theorists, these new techniques produced results similar to the older theories. However with the increasing weight of theoretical support these experiments were conducted once more with more modern
techniques [16, 17] which finally resolved this disagreement, demonstrating excellent agreement with the theoretically predicted values in the region of previously greatest discrepancy.

The next major hurdle within the field were ionisation collisions events (break-up) for the three body system that is electron scattering on hydrogen. This remained one of the unsolved fundamental problems within quantum mechanics. The mathematical formalism was initially given for this system in the 60’s by Peterkop [18] and Rudge and Seaton [19], however this formulation involves a boundary condition enforced onto the wavefunction such that all three charged particles were interacting up to infinite distance that proved so intractable that no computational method has incorporated it in its entirety. The first detailed calculations of the ionisation were given in the late 80’s and early 90’s [20, 21]. However, it was not until the incredible success of the exterior complex scaling work of Rescigno et al. [13] and Baertschy et al. [22] that the problem was considered solved, with a flurry of subsequent papers published as other methods provided their own contributions [23–25]. These computational methods despite their success, lacked formal grounding in their treatment of the Coulomb boundary condition, and it was only recently in a series of works [26–28] culminating in that of Kadyrov et al. [29], that this grounding was provided.

With the fundamental scattering interactions solved for hydrogen, the next decade saw agreement between theory and experiment for all manner of atomic targets, including helium [30, 31], hydrogen-like metals [32], helium-like metals [33], heavy noble gases [34] and ions [21]. Largely this was due to the structural problems in describing these various targets being solved far earlier (helium for example famously by Hylleraas [35] and subsequently Pekeris [36]) than those of scattering and the generality of the developed computational methods. Scattering on basic molecular targets such as $\text{H}_2^+$ [37], $\text{H}_2$ [38], and $\text{H}_2\text{O}$ [39] (the latter within a neon-like approximation) have also been theoretically described. Additionally, various projectiles have been successfully treated by theory including photons [40] (considered as a half-collision), positrons [41], and heavy projectiles such as protons [42], anti-protons [43], and ions [44]. In the case of positively charged projectiles, multi-centre treatments [45] are often required due to the possibility of electron capture. Such was the success of theory within recent years that many consider the field to be solved. The modern frontiers of atomic and molecular scattering are in the description of increasingly complex molecular targets [39], near threshold behaviours [46], and in multi-interaction processes such as those involved in stopping power calculations [47].
1.1.2 Laser Assisted Electron Dynamics

The development of the laser in the 60’s [48] (maser in the 50’s [49]) provided physicist with a coherent source of light that was readily controllable, and led to a subsequent surge in the science to describe the interaction of light with atomic targets [50–52]. From this point onwards, the study of light interacting with atoms and molecules has largely being driven by the continual improvement and development of laser technologies. For a long period of time the intensities of light sources were sufficiently low such that their interaction with atomic targets could be adequately described using first order perturbation theory [53]. As such a push for greater intensities was present in order to observe more complicated phenomena. The technique known as mode-locking in which a series of laser frequencies are combined to produce an increasingly short and intense pulse at regular intervals was demonstrated in the early Ruby [54] and Nd:YAG [55] lasers, the second of which is still commonly in use today. The intensity of a pulse generated in such a manner is inversely related to the spread of frequencies in the original laser source, and as such a large number of ‘colours’ are desirable. Typically solid state lasers have the largest frequency bandwidth and are hence favoured for the production of intense pulses. Using these techniques laser pulses with peak intensities of the order of $10^{14}$ W/cm$^2$ are able to be generated, firmly in the region dubbed ‘intense’ where the interaction is no longer trivially described as a perturbation of the laser free system.

In conjunction with the drive for more intense laser sources comes the requirement for increasingly short pulse duration. Even if a particularly intense laser source is exposed to an atomic target, if the dynamics of the system all occur within the pulse ‘wings’ rather than across the entire pulse, then regardless of the intensity the source cannot be used to observe high intensity effects. The development of the Ti:Sapphire laser in the 80’s [56] was a major revolution, providing a highly tunable solid state laser source with which it was possible to produce pulses with durations of the order of femtoseconds ($10^{-15}$ s) and intensities of the order of $10^{18}$ W/cm$^2$. It is in this region, dubbed ‘super intense’, that the electric field of the laser now becomes the dominant influence over the atomic system. For example, in the case of atomic hydrogen at an intensity of $3.5 \times 10^{16}$ W/cm$^2$ the influence of the electric field of the laser becomes equal to the force that binds the electron. In this super intense region extremely short pulses are particularly necessary as even for low laser frequencies (photon energies) the pulse is able to easily ionise the target before the peak intensity is reached. Regardless, it is interesting that despite the extreme dominance of the laser in terms of sheer magnitude, that due to the electron inertia and the oscillatory nature of the laser pulse that the effects of the atomic structure still play a significant role. Sources of coherent and extremely intense radiation
have additionally been produced with free-electron lasers [57], of which they are uniquely tunable to produce photons over a massive frequency range (microwaves to X-rays). However, due to their significant expense and size, for the purposes of physicists interested in short and intense coherent pulses they are only used for their upper frequency range as elsewhere solid state laser sources are a considerably more convenient and readily available alternative.

Femtosecond pulses of laser light have been used to great effect most notably leading to the 1999 Nobel prize in Chemistry being awarded to Professor Ahmed H. Zewail for his work in resolving in time the motion of molecules breaking apart under exposure of such pulses [58, 59]. This was possible as the resolution of such a short pulse of light is comparable to the timescale of molecular dynamics (the vibration period of $\text{H}_2$ is $\approx 8\ \text{fs}$). Even more recently with the advent of high harmonic generation processes [60] pulses of attosecond ($10^{-18}\ \text{s}$) duration with intensities as high as $10^{18}\ \text{W/cm}^2$ are now readily available [61]. This process involves using an existing femtosecond pulse to ionise an atomic target (such as neon [61]), accelerate it away from the nucleus as the pulse rises, then accelerate it back toward the nucleus as the crest passes and then falls, and upon recombination release the gained energy in the form of a burst of attosecond duration. Pulses on this timescale have moved into the regime of electronic motion within atoms (the orbital period of the electron in the Bohr model of atomic hydrogen is $\approx 150\ \text{as}$) and their use in resolving such dynamics was soon formally theorised [62], birthing the field of attosecond science [63]. However, this has yet to be fully realised as to do so requires a rigorous understanding of the various time delays involved in atomic interactions with laser pulses of this nature [64]. As one can imagine, this has become an incredibly active area of research and has led to intense scrutiny toward the application of these attosecond pulses and the field of laser assisted electron dynamics as a whole.

1.2 Motivation and Project Goals

Here we present a short introduction to the existing literature regarding the problems we investigate within this work. Furthermore, we look to justify how our contribution fits into this framework and why it constitutes a worthwhile addition.

1.2.1 Soft Photon Approximation Implementation with CCC

The first considerations of laser assisted charged particle scattering were given by Kroll and Watson [65], which still forms a significant basis for comparison with theory and experiment in the current day [66]. This basis being that under a number of approximations (see Equation (2.104)) that the field-assisted cross section involv-
ing $n$ laser photons can be expressed as the field-free cross section with adjusted kinematics multiplied by a squared Bessel function (see Equation (2.102)), and has come to be known as the soft photon approximation (alternatively the Kroll and Watson approximation). An important consequence of this result is that not only is it possible to solve a fundamentally time dependent problem through a time independent formalism, but that the ratio of field-free to field-assisted cross sections becomes independent of the scattering centre for free-free scattering (equivalent to elastic scattering but with the possible emission or absorption of laser photons) from an atomic target. The same result was concisely rederived by Rahman [67] within the scope of free-free charged particle scattering from an arbitrary potential in the presence of an intense electromagnetic wave and tested extensively in a series of experiments [68–70], and was found generally to be in qualitative agreement. However, in the experiment by Wallbank and Holmes [71] it was found that for small scattering angle and low incident electron energy that the approximation did begin to break down. This motivated the subsequent comprehensive study by Geltman [72] which provided further confirmation of its inadequacy for small scattering angles. These experiments all were well positioned to test the predictions under the soft photon approximation as due to the independence of the atomic target, experimentally convenient noble gases could be used, simply measuring the ratio with and without the laser. However, when considering either ionising collisions or theoretical descriptions that include target dressing effects [73] of the laser this is no longer the case.

The same principles behind those of Kroll and Watson were brought to particle-atom ionising collisions by Cavaliere et al. [74] resulting in an expression with a similar form (see Equation (2.101)) to the free-free case. Due to the sum over multiple cross sections leading to the total field-assisted cross section, no longer may the ratio be considered independent from the scattering system. Because of this, the usual divide rears its head between the theorists of which atomic hydrogen becomes the ideal target for consideration and experimentalists for which noble gases are much preferred. Initial application of the theory to the electron impact ionisation of hydrogen was included in the original paper [74] with a number of increasingly comprehensive applications in following years [75–78]. The latter two of these incorporate and pay particular attention to the target dressing effects of the laser and find the triply differential cross section (TDCS) to be strongly dependent on such effects. An application to electron impact ionisation of helium was first presented by Joachain et al. [79] of which the same group published a very comprehensive work on the subject a few years later [80]. In which, the authors themselves state that the primary driver for their extension of the theory from hydrogen to helium is to provide additional incentive to perform such laser assisted collisions experiments.
This demand was filled by the work of Höhr et al. [81] and their follow up paper [82] in which they provided further experimental data and an additional soft photon approximation based theoretical comparison. However, from this comparison they found that not only was the soft photon approximation inadequate to describe the results of their experiment, but that it predicted diminution of the cross section when the experiment observed enhancement and conversely enhancement when the experiment observed diminution. For this reason, they have concluded that in such an ionisation event that there is a fundamental aspect of the physics that is missing from the existing theoretical descriptions and calls for comparison with more advanced theoretical models such as offered by R-matrix Floquet [83]. For this experiment to challenge what was thought to be a well established theoretical grounding on the subject has come as a considerable surprise to many, and leaves both theorists and experimentalists with many interesting problems to consider.

In order to further investigate this discrepancy we look to take the scattering framework that is the convergent close-coupling (CCC) method and extend its applicability to a soft photon approximation based method for calculating field-assisted cross sections. The field-free scattering cross sections are calculated using the first Born approximation in the theoretical work presented within Höhr et al. [82]. In this aspect through the application of CCC we are well positioned to improve upon the strength of the theoretical description. Additionally, in the most comprehensive description available of the electron impact of helium [80] they also state that the most obvious limitation of their description is the first Born treatment of the collisional stage of the calculation. More recent attempts of examining this discrepancy include incorporating second order Born terms for the field-free scattering event [84] and target dressing effects [85], which although each find significant differences with the addition of these aspects, remain unsuccessful in rectifying the situation. Hence, the application of a more comprehensive collisional theory to this problem which treats the projectile-target interaction to all orders will provide useful insight into the cause of this discrepancy.

### 1.2.2 Wigner Time Delay of H\(^{-}\) and He near Threshold

The emission of an electron from an atom upon the absorption of an energetic photon (photoemission, or the photoelectric effect) is one of the most elementary quantum-mechanical phenomena. Up until recently, studies of photoemission mainly focused on energetics of the process and the temporal or dynamic aspects were ignored. The fundamental reason for this is that the time scale involved for these processes (attoseconds 10\(^{-18}\) s) is inaccessible for measurement. However, measurements on this time scale have now become possible with the invention of the so-called “attosec-
ond streak camera” [86, 87]. The camera makes use of a high harmonic generation (HHG) process which converts a driving near-infrared (NIR) femtosecond pulse into coherent extreme ultraviolet (XUV) bursts, at least one order of magnitude shorter than can be produced by conventional pulsed laser systems. The camera makes measurements through application of an attosecond XUV burst onto an atomic electron setting it in motion, while the same driving NIR pulse used to generate the attosecond pulse, after a carefully monitored time delay, is used to accelerate or decelerate the ionised electron. The effect of this interaction on the phase between the two pulsed sources then constitutes the measurement made by the camera. A key aspect of this process is the phase stabilisation of the driving NIR pulse with a shot-to-shot stability of a few attoseconds. This stability allows the technique to be used as a temporal ruler on this time scale, which may then be applied to resolve various atomic processes in time.

One such process is the time delay involved in atomic photoemission. In this process it appears that the photoelectron leaves an atom with a short delay relative to the arrival of the ionising pulse. Hence, the study of this process provides a mechanism for observing ultrafast electron dynamics [88]. The first experimental observations of time delay in photoemission [89, 90] gave rise to the rapidly developing field of attosecond chronoscopy. The time delay in photoemission is interpreted in terms of the Wigner time delay introduced for a particle scattering in external potential [91–93]. It is a delay, or advance, of a particle travelling through a potential landscape in comparison with the same particle travelling in a free space. The Wigner time delay is calculated as an energy derivative of the scattering phase in a given partial wave (see Section 2.4.1). A similar definition is adapted in photoemission, where the time delay is related to the photoelectron group delay, and evaluated as an energy derivative of the phase of the ionisation amplitude [89, 94].

If a single electron is set free when a multi-electron atom absorbs a photon, it is strictly speaking not a single-electron process. Rather, it is the result of the correlated motion of all the electrons, and hence these correlations can have a significant influence on the properties of the emitted photoelectron. To investigate the effect of inter-electron interactions on the Wigner time delay we consider the process of photodetachment of an electron from the negative hydrogen ion and compare it with that of elastic electron scattering on the hydrogen atom near the first excitation threshold. The elastic scattering of an electron on hydrogen is the process that underpins the correlation in photodetachment of H\(^-\) through the channel coupling in the ionisation continuum (see Section 2.4). Photodetachment of H\(^-\) and electron scattering on H are therefore closely related processes, both of which involve a Wigner time delay that is strongly affected by their inter-electron interaction. However, despite their similarities, there is a considerable difference in the lowest order
interaction present in these systems causing them to exhibit contrasting behaviours with the opening of the $n = 2$ excitation threshold. Additionally, we consider the photoionisation of helium and the associated scattering process of elastic scattering on He$^+$ to provide further comparison with the analysis of H$^-$. Through this investigation [95] we gain considerable insight into the nature of the electronic interactions within these targets and provide theoretical predictions for experimentalists looking to measure the time delay inherent in these processes.
§ 1.2 Motivation and Project Goals
In this chapter we provide an introduction to the theory required for an understanding of the problems we look to investigate and the approaches we utilise to do so. We begin providing background for the general scattering formalism present in all theory (Section 2.1), electron impact ionisation (e,2e) (Section 2.1.1), and the considerations required for comparison with Höhr et al. [82] (Section 2.1.2). Next we consider the convergent close-coupling (CCC) approach to solving for field-free scattering amplitudes (Section 2.2), how you go about achieving convergence within the method (Section 2.2.1), and an application of the theory to the (e,2e) process of helium (Section 2.2.2). Finally, we provide information pertaining to the treatment of laser assisted collision processes (Section 2.3), the soft photon approximation (Section 2.3.1), the application of the CCC method to photoemission (Section 2.4), and the Wigner time delay of a scattering event (Section 2.4.1). For additional derivations relevant to the following theory see the corresponding section in Appendix B.

In this and subsequent chapters the system of atomic units (a.u.) will be used unless otherwise stated. For those unfamiliar with the system of atomic units, see Appendix A. However, note that the units of energy are an exceptional case, typically expressed in eV. Furthermore, time is typically given in terms of attoseconds (as = 10⁻¹⁸ s) and intensity in W/cm². For the extent of this work the energetics of each species are sufficiently low such that no relativistic effects need be accounted for (see Section 2.1.2). Hence, what follows is a purely non-relativistic treatment of scattering theory. Additionally, the mass to velocity ratios of the species are such that the centre of mass frame approximates the laboratory frame (see Section 2.1.2). Hence, no extra efforts are required in conversion between said frames for the purpose of comparison with experiment.
2.1 Atomic Scattering Background

Atomic scattering entails a projectile incident on a target atom, undergoing some interaction, and then leaving the system in some final state. We now look to provide a description of this process derived from the foundations of quantum mechanics \[96, 97\]. Note that there is no explicit time dependence of the interaction potential and hence we may use a time independent formulation. Additionally, for the scope of this work we also assume that there is no explicit spin dependence on the potential. This is a reasonable assumption as we are dealing with targets of low atomic charge \(Z\) such as helium and the spin-orbit interaction scales with \(Z\). Consequently, spin only has an indirect effect through the Pauli exclusion principle. Furthermore, the following is only applicable for initially neutral targets.

Let us denote the initial state of the projectile as \(|k_i\rangle\), which is described by its momentum \(k_i\). Asymptotically, this initial state is given as a plane wave

\[
\lim_{r \to \infty} \langle r | k_i \rangle = (2\pi)^{-3/2} e^{ik_i \cdot r},
\]

where \(r\) is the spatial coordinate of the projectile. Let us describe the initial state of the target as \(|\phi_i\rangle\) with corresponding energy \(\epsilon_i\). This can be equivalently described by the standard set of quantum numbers for each of the atomic electrons, but in the interest of generality we will remain with simply \(|\phi_i\rangle\). For a specific treatment of electron scattering on helium see Section 2.2.2. Together we have the system in its initial state described by \(|\phi_i k_i\rangle\).

Considering the final state of the system we similarly describe the projectile and target as \(|k_f\rangle\) and \(|\phi_f\rangle\) respectively. However, the scattered projectile is now asymptotically described by the sum of a plane and spherical wave as

\[
\lim_{r \to \infty} \langle r | k_f \rangle = (2\pi)^{-3/2} \left[ e^{ik_f \cdot r} \delta_{fi} + f^S_{fi}(k_f, k_i) \frac{e^{ik_f \cdot r}}{r} \right],
\]

where \(f^S_{fi}(k_f, k_i)\) is the scattering amplitude from state \(i \to f\) of total spin \(S\). This amplitude is related to the experimentally observable spin-resolved differential cross section via

\[
\frac{d\sigma^S_{fi}(\theta, \phi)}{d\Omega} = \frac{k_f}{k_i} |f^S_{fi}(k_f, k_i)|^2,
\]

where \(d\Omega\) is the element of solid angle in which the projectile is scattered. The spin-resolved integrated cross section is then given by

\[
\sigma^S_{fi} = \int d\Omega \frac{d\sigma^S_{fi}(\theta, \phi)}{d\Omega} = \int d\hat{k_f} \frac{k_f}{k_i} |f^S_{fi}(k_f, k_i)|^2.
\]
The equivalent spin averaged quantities are calculated by averaging over initial spin states, and summing over final spin states such that

\[
\frac{d\sigma_{fi}}{d\Omega} = \frac{1}{2(2s_i + 1)} \sum_S (2S + 1) \frac{d\sigma_{fi}^S}{d\Omega},
\]  

(2.6)

where \( s_i \) is the initial spin state of the projectile. This is due to the nature of the final spin states being distinguishable whereas the initial spin states are indistinguishable. Similarly for the integrated cross section we have

\[
\sigma_{fi} = \int d\Omega \frac{d\sigma_{fi}(\theta, \phi)}{d\Omega} .
\]  

(2.7)

The total cross section which is irrespective of the final state of the system is given by

\[
\sigma_{i}^{\text{tot}} = \sum_f \sigma_{fi}.
\]  

(2.8)

The wavefunction describing the system \( |\Psi_{i}^{S(+)}\rangle \) is a solution to the Schrödinger equation

\[
(H - E)|\Psi_{i}^{S(+)}\rangle = 0,
\]  

(2.9)

where \( H \) is the total Hamiltonian of the system, \( E = k_i^2/2 + \epsilon_i = k_f^2/2 + \epsilon_f \) is the total energy of the system and the superscript \((+)\) is used to denote outgoing spherical wave boundary conditions (see Appendix B.2). Consequently, to satisfy the boundary condition of the scattered projectile the wavefunction must have the following asymptotic limit

\[
\lim_{r \to \infty} \langle r |\Psi_{i}^{S(+)} \rangle = (2\pi)^{-3/2} \left[ e^{ik_i \cdot r} \phi_i + \sum_n f_{ni}^{S}(k_n, k_i) e^{ik_n r} / r |\phi_n \rangle \right].
\]  

(2.10)

The goal of any scattering theory is therefore to calculate the \( f_{fi}^{S}(k_f, k_i) \) and subsequently the observable cross sections to compare with experiment.

**S-Matrix**

We may consider a scattering problem as taking an initial wavefunction \( |\Psi_i\rangle \) to a final wavefunction \( |\Psi_f\rangle \). The scattering operator \( (S) \) (equivalently matrix when defined in terms of a basis) is then defined such that

\[
|\Psi_f\rangle = S|\Psi_i\rangle.
\]  

(2.11)

Hence, the \( S \) operator contains all the information as to the evolution of the system from its initial to final state. The \( S \)-matrix is then defined in terms of the bases
determined by the initial and final states of the system such that

\[ S_{fi} \equiv \langle k_f \phi_f | S | \phi_i k_i \rangle. \] (2.12)

The above notation will be used to represent matrices defined on the basis defined by the initial and final states. It can be shown [97] that the S-matrix element from state \( i \to f \) is given by

\[ S_{fi} = \delta_{fi} - \frac{2\pi i}{\sqrt{k_ik_f}} \langle k_f \phi_f | V | \Psi_i \rangle \] (2.13)

where \( V \) contains the interaction potentials of the system.

**T-Matrix**

The transition matrix \((T)\) is defined as the second term in (2.13) such that

\[ T_{fi} = \langle k_f \phi_f | V | \Psi_i \rangle. \] (2.14)

Equivalently this definition in operator form is

\[ T | \phi_i k_i \rangle = V | \Psi_i \rangle. \] (2.15)

The scattering amplitude in the case of non-breakup collisions such as elastic scattering or excitation is given exactly by the T-matrix element (see Appendix B.2 for derivation) such that

\[ f_{fi} = T_{fi}. \] (2.16)

In the case of breakup collisions, such as ionisation, the derivation of the scattering amplitude has been a long standing problem, only recently being given formal grounding [29]. When formulated utilising a set of square integrable states (see Section 2.2) the amplitude takes the form

\[ f_{fi} = \langle q_f | \phi_f \rangle T_{fi}, \] (2.17)

where \(|q_f\rangle\) is the continuum eigenfunction of the target Hamiltonian with energy \( \epsilon_f \). In the case of a hydrogen target the \(|q_f\rangle\) are pure Coulomb waves.

**Born Series**

The Lippmann-Schwinger equation for the T operator is given by

\[ T = V + VG^{(+)}T \] (2.18)

where \( G^{(+)} \) is the Green’s function corresponding to outgoing spherical wave boundary conditions (see Appendix B.1). See Equation (2.46) for the momentum space
form of (2.18) for the $T$-matrix elements within CCC. Iterating the application of (2.18) to itself generates the infinite series

$$T = V + VG^{(+)}V + \left(VG^{(+)}\right)^2 V + \left(VG^{(+)}\right)^3 V + \ldots$$

(2.19)

known as the Born series. Truncating (2.19) to include $k$ terms is known as the $k$-th Born approximation which provides an increasingly accurate description of the coupling between reaction channels. Do note however, that the series expression (2.19) is not necessarily convergent. Most commonly encountered is the first Born approximation, valid when the interaction is weak, and is simply taking only the first term in (2.19) such that

$$T_{fi} = V_{fi}.$$ 

(2.20)

In the case of CCC method, (2.18) is solved directly for $T$ (see Section 2.2) and hence no such approximation is involved.

**Optical Theorem**

The optical theorem, first derived by Sellmeier [98] in the context of refraction, is a consequence of either the conservation of energy or, in the context of quantum mechanics, probability. It states that the total cross section ($\sigma_{i}^{\text{tot}}$) is related to the imaginary component of the forward elastic scattering amplitude ($f_{ii}$) such that

$$\sigma_{i}^{\text{tot}} = -\frac{\text{Im} (f_{ii})}{\pi k_{i}}.$$ 

(2.21)

Do note that the proportionality constant varies with choice of normalisation and ours is designed to be consistent with the derivation presented in Bray [99]. The consequence of this theorem is that as the total cross section is constrained by the elastic scattering cross section, all cross sectional quantities that contribute to the total are interlinked. As such, convergence of any of these cross sectional quantities (such as excitation or ionisation) is indicative of the same occurring for the others as their sum is constrained.

2.1.1 **Electron Impact Ionisation Geometry and Terminology**

Electron impact ionisation, dubbed the $(e,2e)$ reaction, is an atomic scattering process in which an incoming electron ionises a target atom, resulting in two electrons leaving the system. Typically considered is a coplanar asymmetric geometry [100] where the projectile is scattered into the same plane as the ejected electron (see Figure 2.1) and the ejected electron is free to scatter at any angle within this plane. The projectile approaches with momentum $k_{i}$, transfers momentum $q$ to the target, and is scattered with a momentum of $k_{a}$ such that $q = k_{i} - k_{a}$. In terms of ener-
getics we have for the final energy of the projectile \( E(k_a) = k_a^2/2 = (k_i^2 - q^2)/2 - \epsilon_i \), where \( \epsilon_i \) is the ionisation energy of the target atom in its initial state. The transferred momentum \( q \) is distributed between the constituents of the target such that \( q = k_R + k_b \) where \( k_R \) is the recoil momentum of the resulting ion and \( k_b \) is the momentum of the ejected electron. The azimuthal angle of scattering is denoted \( \phi_a \) and \( \phi_b \) for the projectile and ejected electron respectively.

The relevant cross sectional quantity for such a process is known as the triply differential cross section (TDCS) \([101, 102]\)

\[
\frac{d^3\sigma}{d\Omega_ad\Omega_bdE_b} \propto \frac{k_ak_b}{k_i} \sum_{S} \frac{(2S + 1)}{4} |f_{fi}^{S}(k_a, k_b, k_i)|^2,
\]  

(2.22)

where \( d\Omega_a \) and \( d\Omega_b \) are the elements of solid angle in which the projectile and ejected electron are scattered and \( f_{fi}^{S}(k_a, k_b, k_i) \) is the scattering amplitude for a transition \( i \rightarrow f \) such that \( \epsilon_f > 0 \), i.e. ionisation.

Note that in the case where \( E(k_i) \) is very large the ejected electron is often referred to as the ‘slow’ electron and correspondingly the projectile as the ‘fast’ electron. This is due to large exchange of energy to the bound electron being a negligible reaction channel, causing them to be essentially distinguishable. For example, in comparison with Höhr et al. \([82]\) we consider \( E(k_i) = 1000 \) eV with typical values of \( E(k_b) \) in the order of 10 eV.

**Figure 2.1:** Standard (e,2e) process in an asymmetric coplanar geometry. The projectile initial \((k_i)\) and final \((k_a)\) momentum are given in red with scattering angle \( \phi_a \), the transferred momentum \((q = |k_i - k_a|)\) in purple, the ejected electron momentum \((k_b)\) in blue at an angle \( \phi_b \), and the momentum of the recoiling ion \((k_R)\) in orange such that \( q = k_i - k_a = k_b + k_R \). For the purposes of this work we will consider angles in the direction as denoted by \( \phi_a \) to be positive and conversely those in the direction of \( \phi_b \) to be negative, such that \( \phi \in (-180^\circ, 180^\circ] \).
2.1.2 Experimental Comparison Considerations

The experimental data [82] for the laser assisted electron impact ionisation of helium that we look to compare with are given for a projectile electron of energy $E(k_i) = 1000$ eV in the presence of a laser field of photon energy $E_{\gamma} = 1.15$ eV and intensity $I = 4 \times 10^{14}$ W/cm$^2$ (see Table 3.1). This laser is oriented such that it produces a linearly polarised electric field $F$ parallel to the $x$-axis (see Figure 2.2).

![Figure 2.2](image)

**Figure 2.2:** (e,2e) process in an asymmetric coplanar geometry with addition of the laser as in Höhr et al. [82]. Symbols are denoted as in Figure 2.1 with the addition of a linearly polarised electric field ($F$) given in magenta.

The relation between the momentum of the electrons and their energy is given by the classical expression

$$k = \sqrt{2E}$$

and the relativistic expression

$$k = \frac{\sqrt{E(E + 2c^2)}}{c}.$$  

From Figure 2.3 we can see the validity of the classical expression still holds at energies around 1000 eV and hence we are yet to need to include any relativistic considerations at these energies. It is unusual for the energy of the projectile to be sufficiently high to merit a relativistic treatment in atomic scattering, however it is often required when dealing with highly charged targets [103].

The centre of mass velocity is given by

$$v_{\text{CM}} = \frac{k_a}{m_e + m_{\text{He}}}$$

$$\approx \frac{2 \times 1000/27.21 \text{ Hartree}}{7.3 \times 10^3 m_e} \approx 0 \text{ a.u.}.$$
Hence, we may consider there to be no difference between values calculated in laboratory or centre of mass frames. This is most often the case for atomic scattering problems.

The cross sectional data is given in terms of momentum transfer, so we need to be able to freely convert between this and the scattering angle of the projectile. For a projectile with momentum $k_i$ which is scattered by an angle $\phi_a$ and leaving with momentum $k_a$ we have from the definition of $q$ that

$$q = k_i - k_a$$

$$\implies q = |k_i - k_a|$$

$$= \sqrt{k_i^2 + k_a^2 - 2k_i k_a \cos \phi_a}.$$  \hspace{1cm} (2.28) \hspace{1cm} (2.29) \hspace{1cm} (2.30)

The nature of this expression is demonstrated in Figure 2.4.

**Figure 2.3:** Comparison between classical (2.23) and relativistic (2.24) expressions for momentum as a function of energy.

**Figure 2.4:** Magnitude of momentum transfer $q$ (2.30) as a function of scattering angle $\phi_a$. Here we have taken $E(k_i) = 1000$ eV and $E(k_a) = 10$ eV.


\textbf{2.2 Convergent Close-Coupling}

The convergent close-coupling (CCC) is a general method of solving for scattering amplitudes and cross sections in atomic and molecular scattering. Initially developed for electron scattering on hydrogen \[104\] it has now been extended to the scattering of various projectiles on: hydrogen-like targets \[105\], helium \[106\] and helium-like targets \[33\], positronium \[107\], simple molecules (H\(_2\), H\(^+\)\(_2\)) \[38\], noble gases \[108\], and a neon-like treatment of water (H\(_2\)O) \[39\]. It is currently implemented for projectiles such as electrons, positrons \[109\], and heavy projectiles such as protons \[42\], anti-protons \[43\], and bare nuclei \[44\]. In the case of positive projectiles multi-centre calculations are available \[110\] due to the possibility of electron capture by the projectile, and for highly charged targets a fully relativistic formulation is additionally implemented \[103\]. Furthermore, CCC has been used to treat single \[111\] and double \[112–115\] ionisation by photons (photoionisation). We present a short introduction of this application of CCC to photoionisation in Section 2.4. When treating targets with low charge a L\(-S\) coupling scheme is generally found to be more accurate \[116\], whereas for high charge targets J\(-J\) coupling is utilised \[117\].

One of the key mathematical complications in the formulation of atomic scattering is accounting for the true eigenstates of the target. This is a non-trivial task as there exists a countably infinite number of bound states (negative energy) and an uncountably infinite number of free states (positive energy). The defining characteristic of the CCC method is in this treatment, in which the states of the target are expanded through the use of a complete Laguerre basis

\[
\xi_{jl}^{(\lambda)}(r) = \frac{\lambda_l(j-1)!}{(2l+1+j)!} (\lambda r)^{j+1} \exp (-\lambda r/2) L_{j-1}^{2l+1}(\lambda r),
\]

where \(l\) is the angular momentum of the target state (s, p, d, \ldots), \(\lambda_l\) is a corresponding free parameter that is chosen as best to fit the true target states, \(N_l\) is the basis size for a particular value of \(l\), \(1 \leq j \leq N_l\), and \(L_{j-1}^{2l+1}(\lambda r)\) are the associated Laguerre polynomials

\[
L_{j-1}^{2l+1}(\lambda r) = \sum_{m=0}^{j-1} \frac{(-1)^m(j+2l)!(\lambda r)^m}{(j-1-m)!(2l+1+m)!m!}.
\]

As for a complete orthonormal basis, the \(|\xi_{jl}^{(\lambda)}\rangle\) satisfy

\[
\langle \xi_{jl}^{(\lambda)} | \xi_{j'l'}^{(\lambda)} \rangle = \int_0^{\infty} dr \xi_{jl}^{(\lambda)}(r) \xi_{j'l'}^{(\lambda)}(r) = \delta_{jj'}.
\]

Utilizing this, we are able to express the identity operator, originally expressed in terms of the true eigenstates \(|\phi_{nl}\rangle\), in terms of our Laguerre based states \(|\phi_{nl}^{(N_l)}\rangle\)
by diagonalising the target Hamiltonian \( H_T \) such that

\[
\phi_{nl}^{(N_l)} = \sum_{j=1}^{N_l} |\xi_{jl}^{(\lambda_l)}\rangle \langle \xi_{jl}^{(\lambda_l)}| C_n \tag{2.35}
\]

where the \(|C_n\rangle\) are the eigenvectors of the matrix \( A \) defined as

\[
A_{jj'} = \langle \xi_{jl}^{(\lambda_l)}| H_T |\xi_{jl'}^{(\lambda_l)}\rangle. \tag{2.36}
\]

Equivalently,

\[
\sum_{j'=1}^{N_l} \langle \xi_{jl}^{(\lambda_l)}| H_T |\xi_{jl'}^{(\lambda_l)}\rangle \langle \xi_{jl'}^{(\lambda_l)}| C_n \rangle = \epsilon_{nl}^{(N_l)} \langle \xi_{jl}^{(\lambda_l)}| C_n \rangle, \tag{2.37}
\]

where the \( \epsilon_{nl}^{(N_l)} \) are the energy eigenvalues generated by the diagonalisation. This definition produces a set of orthonormal states \(|\phi_{nl}^{(N_l)}\rangle\) which have the following property

\[
\langle \phi_{jl}^{(N_l)}| H_T |\phi_{jl'}^{(N_l)}\rangle = \epsilon_{jl}^{(N_l)} \delta_{jl'}. \tag{2.38}
\]

These states of corresponding energy \( \epsilon_{jl}^{(N_l)} \) are those which the CCC calculation solves for in approximation to the true physical system. Figure 2.5 demonstrates the energy levels generated in the diagonalisation of the hydrogen Hamiltonian with \( l = 0, \lambda_0 = 1 \), of various basis sizes \( N_0 \) as compared to the true eigenstates of the target. Observe that for increasing basis size, the negative energy eigenstates better approximate the true eigenstates to higher \( n \) and the positive energy eigenstates become increasingly dense. It addition, both the positive and negative states defined by this expansion are square integrable (their square, integrated across all space is finite). In fact we have for the identity operator given in terms of the true eigenstates that

\[
I = \sum_n |\phi_n\rangle \langle \phi_n| \tag{2.39}
\]

\[
= \lim_{N \to \infty} \sum_{n=1}^{N} |\phi_n^{(N)}\rangle \langle \phi_n^{(N)}|. \tag{2.40}
\]

Here we have \( N \) such that \( N = \sum_l N_l \) and the subscript \( n \) represents the full set of quantum numbers required to describe the state. This now allows us to expand the total wavefunction \(|\Psi_i^{S(+)}\rangle\) in terms of the newly defined states via the following,

\[
0 = (E - H)|\Psi_i^{S(+)}\rangle \tag{2.41}
\]

\[
\approx (E - H) \sum_{n=1}^{N} |\phi_n^{(N)}\rangle \langle \phi_n^{(N)}| \Psi_i^{S(+)}\rangle \tag{2.42}
\]

\[
\equiv (E - H)|\Psi_i^{S(N+)}\rangle. \tag{2.43}
\]
With this expression we can now formulate a set of coupled Lippmann-Schwinger equations for the transition amplitude (see Appendix B.1 for derivation) such that

$$\langle k_f \phi_{n_f}^{(N)} | T^S | \phi_{n_i}^{(N)} \rangle = \langle k_f \phi_{n_f}^{(N)} | V^S | \phi_{n_i}^{(N)} \rangle + \sum_{n=1}^{N} \int d^3k \frac{\langle k_f \phi_{n_f}^{(N)} | V^S | \phi_{n_i}^{(N)} \rangle \langle k \phi_{n_i}^{(N)} | T^S | \phi_{n_i}^{(N)} \rangle}{E + i\delta - \epsilon_{nl}^{(N)} - k^2/2},$$

(2.44)

where $i\delta$ denotes an imaginary component added to the integral due to the singularity occurring when $k^2/2 = E - \epsilon_{nl}^{(N)}$ (see Appendix B.2), and the $V^S$ operator contains all the interaction potentials as well as the symmetrisation requirements of the wavefunction. In the case of electron-hydrogen scattering, a two electron system, we have that

$$V^S = V - (-1)^S (E - H) P_r,$$

(2.45)

where $P_r$ is the space exchange operator $(P_r | r_1 r_2 \rangle = | r_2 r_1 \rangle)$, and $V$ contains the interaction potentials. See (2.67) for the equivalent electron-helium scattering expression. It is from (2.44) that the convergent close-coupling approach gets its name, as it involves the solution of this set of coupled Lippmann-Schwinger equations. The original close coupling formalism was introduced by Massey and Mohr [5], however...
the use of the Laguerre basis to discretise both the countably infinite bound states of the target in addition to the uncountably infinite continuum of free states is unique to CCC. The motivation for the additional ‘convergence’ in the name is the convergence with basis size that results from this discretisation process.

Employing a partial wave expansion of (2.44) we may reduce the problem into one dimension such that

\[
\left\langle L_{f}k_{f}l_{f}\phi_{n_{f}l_{f}}^{(N_{f})}\right| T^{SJ}\left|\phi_{n_{i}l_{i}}^{(N_{i})}k_{i}L_{i}\right\rangle = \left\langle L_{f}k_{f}l_{f}\phi_{n_{f}l_{f}}^{(N_{f})}\right| V^{SJ}\left|\phi_{n_{i}l_{i}}^{(N_{i})}k_{i}L_{i}\right\rangle + \sum_{l,L} \int_{0}^{\infty} dk \ k^{2} \left( L_{f}k_{f}l_{f}\phi_{n_{f}l_{f}}^{(N_{f})}\right)_{\left| T^{SJ}\right|\phi_{n_{i}l_{i}}^{(N_{i})}k_{i}L_{i}} \bigg| E + i0 - \epsilon_{nl}^{(N_{i})} - k^{2}/2 \bigg|_{\epsilon_{nl}^{(N_{i})}k_{i}L_{i}},
\]

where now the projectile is represented by its final linear momentum \( k_{f} \) and orbital angular momentum \( L_{f} \) relative to the target nucleus, and equivalently for its initial state. Here \( J \) is the total orbital angular momentum of the system and the subscripts of the target states \( n \) and \( l \) now refer to those as generated in (2.35). The \( l_{i} \) and \( l_{f} \) are the orbital angular momentum of the corresponding target state. Introduction of double bar (||) bra-ket notation is to distinguish from the angular dependent matrix elements. The original \( T^{S} \) matrix elements may be restored from those of the partial wave expanded version \( T^{SJ} \) via

\[
\left\langle k_{f}\phi_{n_{f}}^{(N_{f})}\right| T^{S}\left|\phi_{n_{i}}^{(N_{i})}k_{i}\right\rangle = \sum_{L_{f},M_{f},J,K,L_{i},M_{i}} \left[ \left\langle \hat{k}_{f}\right| L_{f}M_{f}\right\rangle \left\langle M_{f}L_{f}m_{f}l_{f}\right| JK \right\rangle \\
+ \left\langle L_{f}k_{f}l_{f}\phi_{n_{f}l_{f}}^{(N_{f})}\right| T^{SJ}\left|\phi_{n_{i}l_{i}}^{(N_{i})}k_{i}L_{i}\right\rangle \left\langle K\right| m_{i}L_{i}M_{i}\right\rangle \left\langle M_{i}L_{i}\right| \hat{k}_{i} \right\rangle.
\]

Here \( \left\langle \hat{k}_{f}\right| L_{f}M_{f}\right\rangle \equiv Y_{LM}(\hat{k}) \) are spherical harmonics, \( C_{L,M_{L}m_{L}}^{J,K} = \left\langle M \ L \ m \ | JK \right\rangle \) are Clebsch-Gordan coefficients, and \( K = M + m \) is the total angular momentum projection in the z-quantisation direction. In (2.46) a reaction channel \( n \) is considered ‘open’ (physically accessible) if \( E - \epsilon_{nl}^{(N_{i})} > 0 \), i.e. the projectile has sufficient energy to leave the target in a state of energy \( \epsilon_{nl}^{(N_{i})} \) and itself have momentum \( k_{nl} = \sqrt{2(E - \epsilon_{nl}^{(N_{i})})} > 0 \). In the case of \( k_{nl} \) being complex the channel is referred to as ‘closed’ (physically inaccessible). For open channels the momentum integration in (2.46) encounters a singularity when \( k^{2}/2 = E - \epsilon_{nl}^{(N_{i})} \). With this knowledge we can rewrite (2.46) as

\[
\left\langle L_{f}k_{f}l_{f}\phi_{n_{f}l_{f}}^{(N_{f})}\right| T^{SJ}\left|\phi_{n_{i}l_{i}}^{(N_{i})}k_{i}L_{i}\right\rangle = \left\langle L_{f}k_{f}l_{f}\phi_{n_{f}l_{f}}^{(N_{f})}\right| V^{SJ}\left|\phi_{n_{i}l_{i}}^{(N_{i})}k_{i}L_{i}\right\rangle + \sum_{l,L} \int_{0}^{\infty} dk \ k^{2} \left( L_{f}k_{f}l_{f}\phi_{n_{f}l_{f}}^{(N_{f})}\right)_{\left| T^{SJ}\right|\phi_{n_{i}l_{i}}^{(N_{i})}k_{i}L_{i}} \bigg| E + i0 - \epsilon_{nl}^{(N_{i})} - k^{2}/2 \bigg|_{\epsilon_{nl}^{(N_{i})}k_{i}L_{i}} \bigg| + \left| i\pi \sum_{n=1}^{N_{p}} k_{nl} \left( L_{f}k_{f}l_{f}\phi_{n_{f}l_{f}}^{(N_{f})}\right)_{\left| V^{SJ}\right|\phi_{nl}^{(N_{i})}k_{nl}L} \left( L_{f}k_{f}l_{f}\phi_{n_{f}l_{f}}^{(N_{f})}\right)_{\left| T^{SJ}\right|\phi_{n_{i}l_{i}}^{(N_{i})}k_{i}L_{i}} \bigg|,
\]

(2.48)
where \( N^O_l \) is the number of open channels for a particular \( l \), and for these open channels we have split the integration into a principle value component (\( \mathcal{P} \)) and residual contribution from the point of singularity. For closed channels the principle value term is identically equal to the original integral expression. We now define the \( K \)-matrix (unrelated to the \( K \) in (2.47)) as

\[
\langle L_f k_f l_f \phi^{(N)}_{n_f l_f} \| K^{SJ} \| \phi^{(N)}_{n_l i} l_i k_i L_i \rangle = \sum_{L} \sum_{n=1}^{N^O_l} \left[ \langle L_f k_f l_f \phi^{(N)}_{n_f l_f} \| T^{SJ} \| \phi^{(N)}_{n_l i} l_i k_i L_i \rangle \right. \\
+ \left. \left( \delta_{I,L} \delta_{n,n} + i \pi \delta_{n,n} \right) \langle L k_m l \phi^{(N)}_{n_l i} l_i k_i L_i \| K^{SJ} \| \phi^{(N)}_{n_l i} l_i k_i L_i \rangle \right].
\] (2.49)

Using this definition we can express (2.48) as

\[
\langle L_f k_f l_f \phi^{(N)}_{n_f l_f} \| K^{SJ} \| \phi^{(N)}_{n_l i} l_i k_i L_i \rangle = \langle L_f k_f l_f \phi^{(N)}_{n_f l_f} \| V^{SJ} \| \phi^{(N)}_{n_l i} l_i k_i L_i \rangle \\
+ \sum_{l,L} \sum_{n=1}^{N^O_l} \mathcal{P} \int_0^\infty dk \ k^2 \langle L_f k_f l_f \phi^{(N)}_{n_f l_f} \| V^{SJ} \| \phi^{(N)}_{n_l i} l_i k_i L_i \rangle \langle L k_m l \phi^{(N)}_{n_l i} l_i k_i L_i \| K^{SJ} \| \phi^{(N)}_{n_l i} l_i k_i L_i \rangle \rangle
\] (2.50)

where \( \mathcal{P} \) again denotes the principle value of the integral. This expression for the \( K \)-matrix contains entirely real values and hence may be solved using purely real arithmetic. The \( T \)-matrix is then reconstructed by solving the considerably smaller set of equations (2.49). Interestingly the \( T \)-matrix is symmetric though not itself unitary. However, it is directly related to the \( S \)-matrix via

\[
\langle L_f k_f l_f \phi^{(N)}_{n_f l_f} \| S^{SJ} \| \phi^{(N)}_{n_l i} l_i k_i L_i \rangle = \delta_{f,i} - \frac{2 \pi i}{\sqrt{k_f k_i}} \langle L_f k_f l_f \phi^{(N)}_{n_f l_f} \| T^{SJ} \| \phi^{(N)}_{n_l i} l_i k_i L_i \rangle
\] (2.51)

which is both symmetric and unitary. Finally, we have that the relationship between the \( T \)-matrix and the scattering amplitude is given by [118]

\[
\langle L_f k_f l_f \phi^{(N)}_{n_f l_f} \| f^{SJ} \| \phi^{(N)}_{n_l i} l_i k_i L_i \rangle = \langle L_f k_f l_f \phi^{(N)}_{n_f l_f} \| T^{SJ} \| \phi^{(N)}_{n_l i} l_i k_i L_i \rangle,
\] (2.52)

in the case of elastic scattering or excitation. In the case of ionisation we have

\[
\langle L_f k_f l_f \phi^{(N)}_{n_f l_f} \| f^{SJ} \| \phi^{(N)}_{n_l i} l_i k_i L_i \rangle = \langle q_f \phi^{(N)}_{n_f l_f} \| L_f k_f l_f \phi^{(N)}_{n_f l_f} \| T^{SJ} \| \phi^{(N)}_{n_l i} l_i k_i L_i \rangle,
\] (2.53)

where \( |q_f⟩ \) is the continuum eigenfunction of the target Hamiltonian with energy \( \epsilon_f \). In the case of a hydrogen target the \( |q_f⟩ \) are pure Coulomb waves. Do note that with respect to the notation used for (e,2e) (as in Figure 2.1) we have \( k_f = k_a \) and \( q_f = k_b \).
2.2.1 Convergence Considerations

Obtaining convergent results for $T^{SJ}$, and consequently the calculated cross sections, is achieved through including increasingly large angular momenta of target states $l$, number of partial waves $L$, and of the Laguerre basis size $N_l$ for each $l$. In the CCC method all states included in the calculation are coupled to one another (see Equation (2.44)), and as such each reaction channel is allocated ‘flux’ in a manner that is affected by other channels. Convergence is achieved when adding further states to the basis set (either by allowing greater $l$ or increasing $N_l$) does not cause any significant redistribution of this flux. Convergence with partial waves is particularly straightforward as in such a formulation each partial wave is essentially independent of one another and their combination involves a simple summation. As such, if the cross section corresponding to the final partial waves included in the calculation is negligible, then convergence with respect to this aspect has been achieved. In practice the tests of convergence are generally conducted by visual comparison of cross sections generated by various calculations involving different discretisations or number of partial waves. This form of convergence analysis for the electron impact ionisation calculations conducted as part of this work are presented in Section 3.1.1.

Additionally, there are internal parameters that affect the numerics of the CCC calculation. Such parameters include the maximum radial coordinate in the system centred on the target nucleus, the various exponential fall off factors $\lambda_l$ (see Equation (2.31)), and those which define $k$-grid integration points. As these parameters have no physical significance and are purely features of the CCC numeric implementation results examining their effect will not be presented. However, it is interesting to note that modification of these internal numeric features has led to a recently developed alternative formulation [119, 120] that has proven beneficial when performing calculations at an energy close to the threshold opening of reaction channels [46]. This formulation has been utilised for the near threshold calculations required in our photoemission study.

Born Subtraction

The technique of Born subtraction, first proposed by McCarthy and Stelbovics [121], allows for a numerically efficient method of extrapolation to high partial waves for which the first Born approximation becomes increasingly accurate. It involves writing the $T$ operator as

$$ T = V + \sum_{J=0}^{J_{\text{max}}} T_J - V_J $$

(2.54)

where

$$ V = \sum_{J=0}^{\infty} V_J $$

(2.55)
and \( J_{\text{max}} \) is a freely chosen parameter. Observe that this is essentially adding and subtracting \( V \) from the usual definition for \( T \) where

\[
T = \sum_{J=0}^{\infty} T_J. \tag{2.56}
\]

However, in the implementation of (2.54) \( J_{\text{max}} \) is chosen such that beyond this point the first Born approximation is sufficiently accurate so that

\[
\sum_{J > J_{\text{max}}} T_J - V_J \approx 0 \tag{2.57}
\]

and hence for \( J > J_{\text{max}} \) we have

\[
T_J = V_J. \tag{2.58}
\]

The utility of this approach relies on the closed form solution for the potential operator \( V \) \cite{121}, and this is used as the first term in (2.54). In doing this we can choose the number of partial waves (effectively choosing \( J_{\text{max}} \)) for which the full CCC formulation applies and from this point onwards include an analytic tail accounting for an arbitrary number of partial waves beyond this point under the first Born approximation. This is particularly useful for problems involving a high incident energy where convergence with \( L \) is slow. As such, we use this approach in our field-free calculations for 1 keV electrons on helium (see Figure 3.3 and surrounding text).

### 2.2.2 Treatment of Helium

The Hamiltonian describing a target helium atom may be expressed as

\[
H_T = H_1 + H_2 + V_{12} \tag{2.59}
\]

where the target electrons are denoted as 1 and 2, with

\[
H_i = K_i + V_i \tag{2.60}
\]

\[
= -\frac{1}{2} \nabla_i^2 - \frac{2}{r_i} \tag{2.61}
\]

for \( i = 1, 2 \) and

\[
V_{12} = \frac{1}{|r_1 - r_2|} \tag{2.62}
\]

is the electron-electron potential. If we reserve 0 to refer to the projectile space, we have that the total Hamiltonian is given by

\[
H = H_T + H_0 + V_{01} + V_{02}, \tag{2.63}
\]
where \( H_0, V_{01}, \) and \( V_{02} \) are defined as in (2.60) and (2.62) correspondingly. If we separate this Hamiltonian into asymptotic (\( H_a \)) and short ranged terms (\( V \)) we may express it as the their sum

\[
H = H_a + V
\]

(2.64)

where \( H_a \) is given by

\[
H_a = K_0 + H_T
\]

(2.65)

and \( V \) by

\[
V = V_0 + V_{01} + V_{02}
\]

(2.66)

The definition of \( V^S \) containing the appropriate symmetrisation for the two electrons now becomes

\[
V^S = V - (-1)^S(E - H)(P_{01} + P_{02})
\]

(2.67)

where \( P_{ij} \) is the space exchange operator such that \( P_{ij} |r_i r_j\rangle = |r_i r_j\rangle \). The target helium states may be expressed as [116]

\[
|\Phi_n\rangle = \sum_{\alpha, \beta} C^{(n)}_{\alpha \beta} |\varphi_\alpha \varphi_\beta : \pi_n l_n s_n\rangle
\]

(2.68)

where \( C^{(n)}_{\alpha \beta} \) are configuration interaction (CI) coefficients, the \( |\varphi\rangle \) are single electron wavefunctions, and \( \pi_n, l_n, \) and \( s_n \) are correspondingly the resulting total parity, orbital angular momentum, and spin of the state. The CI coefficients satisfy,

\[
C^{(n)}_{\alpha \beta} = (-1)^{l_\alpha + \lambda_\beta - l_n - s_n} C^{(n)}_{\beta \alpha}
\]

(2.69)

which ensures antisymmetry of the target states. The single electron wavefunctions are given by

\[
\langle r | \varphi_\alpha \rangle = \frac{1}{r} \phi_{m_\alpha l_\alpha}(r) Y_{l_m \sigma}(\hat{r}) \xi(\sigma)
\]

(2.70)

where \( m_\alpha \) is the \( z \)-component projection of \( l_\alpha \), \( Y_{l_m \sigma} \) is a spherical harmonic, \( \sigma \) is the value of spin (\( \pm 1/2 \) in this case), and \( \xi(\sigma) \) is the corresponding spin eigenfunction.

Calculation of the \( V^S \) matrix elements (via a Hartree-Fock approach) is considerably more complicated than for that of hydrogen. A detailed treatment is given in Fursa and Bray [116]. From this point however, the solution is independent of the target, and we numerically solve (2.50) for the \( T \)-matrix elements and calculate the desired ionisation cross sections via (2.22).

In cases where single electron processes are dominant, a considerably simpler treatment of the target structure known as the frozen core model has been shown to be sufficient [122]. It is called such as one of the target electrons is always described by the He\(^+\) 1s orbital. For the single ionisation of helium, the problem we consider within this work, such a treatment is adequate, and as such is utilised to minimise computational resources and for greater speed of calculation.
2.3 Laser Assisted Collisions

Up until now we have considered collision processes that comprise of a projectile, a target, and in the case of ionisation, the ejected species. In the case of a laser assisted collision we consider an additional component to the system, the photon field. This introduces the following interactions to be considered within the treatment of the problem; the projectile-field, the target-field, and if applicable, the ejected-field interactions. Any theoretical description must adequately deal with these additional complexities, by either explicitly accounting for them, or working under suitable assumptions that allow their neglect. In this section we provide an introduction into each of these interactions and then elaborate on a theoretical treatment known as the soft photon approximation.

The photon field is characterised by the parameters of frequency \( \omega \), intensity \( I \), and polarisation vector \( \epsilon \). This polarisation of said field introduces a new physical axis to the system (see Figure 2.2 for example). However, in many circumstances considered, the primary influence of this field is through acting as an energy source (sink) via providing a mechanism of absorbing (emitting) photons through the scattering process. Hence, the equivalent laser assisted collision processes are often denoted by the addition of the term \( n\gamma \) such as \( (n\gamma e, 2e) \) representing

\[
e^{-} + A \pm n\gamma \rightarrow 2e^{-} + A^{\dagger},
\]

where \( A \) represents some arbitrary neutral atom. Quantum mechanically, the explanation for the possibility of both absorption and emission through the introduction of the field is due to the Hermitian nature of the Hamiltonian, with the physical mechanism for emission being bremsstrahlung radiation. The reason for this influence on the energetics being considered the primary influence is that depending on the laser parameters it is often possible to neglect many of the other effects of the field, whereas the absorption or emission characteristics are always present and have a considerable impact on the behaviour of the system.

Let us now consider electron scattering on a helium atom in the presence of a laser field. The total Hamiltonian may be expressed as \([123]\)

\[
H = H_T + H_0 + H_F + H_{0-T} + H_{0-F} + H_{T-F},
\]

where each \( H \) is the partial Hamiltonian corresponding to the target (T), projectile (0), field (F), or an interaction involving a combination of these. Firstly, we state that we will work within the Coulomb gauge, which is defined such that the vector potential \( A \) of the field satisfies \( \nabla \cdot A = 0 \). Under this condition, and with the additional fact that the field has no associated charge distribution, we have the scalar potential of the field \( \varphi = 0 \). Hence, we need not include any additional
potential in our Hamiltonian due to the field. The energy accrued by a free electron in a linearly polarised electromagnetic field (ponderomotive energy) produces the following Hamiltonian

\[ H_F = \frac{F_0^2}{4\omega^2}, \]  

(2.73)

where \( F_0 \) is the maximum amplitude and \( \omega \) is the frequency of the field. This energy is typically very small compared to the other energetics involved in laser assisted scattering and is often omitted in the literature. In this work, we will also omit this term from this point onwards. The Hamiltonian of the projectile electron in the presence of such an electromagnetic field (zero scalar potential) is given by

\[ H_0 + H_{0-F} = \frac{1}{2} \left( -i\nabla_0 + \frac{1}{c}A \right)^2, \]  

(2.74)

where the kinetic energy operator is \( K = p - qA/c \) [124], \( p = -i\nabla \) is the momentum operator, and \( q \) is the charge of the projectile (in this case \(-1\)). The Hamiltonian of the projectile interaction with the target is given by

\[ H_0 - T = \frac{1}{2} |r_0 - r_1| + \frac{1}{|r_0 - r_2|} - \frac{2}{r_0} \]  

\[ + \frac{2}{r_1} - \frac{2}{r_2} + \frac{1}{|r_1 - r_2|}. \]  

(2.75)

where 1 and 2 denote the two bound electrons of the target helium. The Hamiltonian of the target is given in a similar fashion to (2.74) as

\[ H_T + H_{T-F} = \frac{1}{2} \sum_{j=1}^{2} \left( -i\nabla_j + \frac{1}{c}A \right)^2 - \frac{2}{r_1} - \frac{2}{r_2} + \frac{1}{|r_1 - r_2|}. \]  

(2.76)

Here it is assumed that the nuclear core does not gain any appreciable kinetic energy due to the electromagnetic field. If we define a target potential term \( V_{12} \) as

\[ V_{12} = -\frac{2}{r_1} - \frac{2}{r_2} + \frac{1}{|r_1 - r_2|}, \]  

(2.77)

and a projectile dependent term \( W_{012} \) as

\[ W_{012} = \frac{1}{|r_0 - r_1|} + \frac{1}{|r_0 - r_2|} - \frac{2}{r_0}, \]  

(2.78)

we may express the total Hamiltonian as

\[ H = \frac{1}{2} \sum_{j=1}^{3} \left( -i\nabla_j + \frac{1}{c}A \right)^2 + V_{12} + W_{012}. \]  

(2.79)

It is clear that from this expression that a time dependence is introduced through that of \( A \) and hence we look to solve the time dependent Schrödinger equation

\[ \left( \frac{1}{2} \sum_{j=1}^{3} \left( -i\nabla_j + \frac{1}{c}A \right)^2 + V_{12} + W_{012} \right) |\Psi_i^{(+)}\rangle = \frac{\partial |\Psi_i^{(+)}\rangle}{\partial t}. \]  

(2.80)
Via the transformation [74]
\[ |\Phi_i^{(+)}\rangle = \exp \left[ -\frac{i}{c^2} \int^t A^2(\tau) \, d\tau \right] |\Psi_i^{(+)}\rangle \tag{2.81} \]
we now express (2.80) as
\[ \left( H'_0 + H'_T + W_{012} \right) |\Phi_i^{(+)}\rangle = i \frac{\partial |\Phi_i^{(+)}\rangle}{\partial t}, \tag{2.82} \]
where
\[ H'_0 = -\frac{1}{2} \nabla_0^2 - \frac{i}{c} A \cdot \nabla_0 \tag{2.83} \]
and
\[ H'_T = \sum_{j=1}^{2} \left( -\frac{1}{2} \nabla_j^2 - \frac{i}{c} A \cdot \nabla_j \right) + V_{12}. \tag{2.84} \]

In performing such a transformation we have used the definition of the Coulomb gauge to eliminate terms containing $\nabla \cdot A$ and additionally the second fundamental theorem of calculus
\[ F(t) = \int^t f(\tau) \, d\tau \tag{2.85} \]
\[ \Rightarrow \frac{\partial F}{\partial t} = f(t). \tag{2.86} \]

Note that the lower bound of the integral in both (2.81) and (2.85) are left blank as they are arbitrary (presuming they are independent of $t$). For asymptotic $r_0$ we have that $W_{012} \to 0$, and as such our Schrödinger equation becomes separable such that
\[ \lim_{r_0 \to \infty} |\Phi_i^{(+)}\rangle = |\xi_0 \xi_T\rangle, \tag{2.87} \]
where
\[ H'_0 |\xi_0\rangle = i \frac{\partial |\xi_0\rangle}{\partial t} \tag{2.88} \]
and
\[ H'_T |\xi_T\rangle = i \frac{\partial |\xi_T\rangle}{\partial t}. \tag{2.89} \]
Equation (2.88) has an exact solution [65]
\[ \langle t \, r_0 |\xi_0\rangle = (2\pi)^{-3/2} \exp (i k \cdot r_0) \exp \left[ -\frac{i}{2} \int^t \left( k^2 + \frac{2}{c} k \cdot A \, d\tau \right) \right], \tag{2.90} \]
which is known as a Volkov state, whereas (2.89) has no known solution. It is here, in the solution of (2.89), where we now introduce some approximations.
2.3.1 Soft Photon Approximation

The soft photon approximation, that was first outlined by Kroll and Watson \cite{65}, describes a set of assumptions under which the scattering of a charged particle in the presence of a strong electromagnetic wave can be calculated using only field-free cross sections. The same result was proved much more succinctly the following year by Rahman \cite{67}. Through the introduction of additional assumptions Cavaliere et al. \cite{74} showed that the same form of result holds for ionising collisions. In this section we follow a similar argument to that given by Cavaliere in order to derive a relation for the field-assisted ionisation cross section.

Firstly, we assume that the vector potential of the field takes the form

\[
A = \frac{cF_0}{\omega} \cos(\omega t),
\]

(2.91)

where \(c\) is the speed of light, \(F_0\) is the amplitude, and \(\omega\) the frequency of the electric field. Observe that this corresponds to a linearly polarised field. This allows us to evaluate the integral in the description of projectile states (2.90) such that

\[
\langle t | \xi_0 \rangle = |k_0\rangle \exp\left(-i\frac{2}{\omega^2} k \cdot F_0 \sin(\omega t)\right),
\]

(2.92)

where we have represented the unperturbed plane wave solution of the projectile \(|k_0\rangle\). We now need to describe the bound initial state \(|\xi_{Ti}\rangle\) and the free final state \(|\xi_{Tf}\rangle\) of the target which are solutions of (2.89). As an approximate solution, we assume the frequency is sufficiently low compared to the internal electric field of the atom such that the initial state is described purely by the unperturbed target states \(|\phi_i\rangle\) with the standard time dependence introduced

\[
\langle t | \xi_{Ti} \rangle = |\phi_i\rangle \exp\{-i\epsilon_it\}. \tag{2.93}
\]

For the final free state, the assumption is used that it can be given by the same Coulomb wave solution as for the field-free ionisation of helium, with time modulation identical to that of the projectile

\[
\langle t | \xi_{Tf} \rangle = |\varphi_1k_b\rangle \exp\left[-i\frac{2}{\omega^2} k_b \cdot F_0 \sin(\omega t)\right], \tag{2.94}
\]

where \(|\varphi_1\rangle\) is the ground state single electron wavefunction of helium (2.70) and \(|k_b\rangle\) is the Coulomb wave solution for the ejected electron. Using these results we have
for the field-assisted first order $T$-matrix element

$$F_A T_{1\text{st}} = \int_{-\infty}^{+\infty} \langle \xi_0 f | W_{012} | \xi_T \xi_0 \rangle \, dt$$

$$= \int_{-\infty}^{+\infty} \exp \left[ -i \left( \epsilon_i + \frac{k_i^2}{2} - \frac{k_a^2}{2} - \frac{k_b^2}{2} \right) t - i (k_i - k_a - k_b) \cdot F_0 \frac{\sin(\omega t)}{\omega^2} \right] \, dt (2.95)$$

$$\times \langle k_0 f_j | W_{012} | \phi_i k_0 \rangle$$

$$= \int_{-\infty}^{+\infty} e^{i(E_f - E_i)t} \sum_{n=-\infty}^{\infty} J_n \left( \frac{(k_b - q) \cdot F_0}{\omega^2} \right) e^{in\omega t} \, dt \times T_{1\text{st}}^{1\text{st}}$$

$$\sum_{n=-\infty}^{\infty} J_n (\alpha_n) \delta \left( E_f - E_i + n\omega \right) T_{1\text{st}}^{1\text{st}}$$ (2.97)

where $T_{1\text{st}}^{1\text{st}} = \langle k_0 f_j | W_{012} | \phi_i k_0 \rangle$ is the unperturbed $T$-matrix element in the first Born approximation, $q = k_i - k_a$ is the momentum transfer, $E_i = \epsilon_i + k_i^2/2$ and $E_f = (k_b^2 + k_a^2)/2$ are the initial and final energy of the scattering system, $J_n$ is the Bessel function of the first kind and

$$\alpha_n = (k_b - q) \cdot F_0 / \omega^2.$$ (2.99)

Note that as absorption or emission of photons adjusts either $k_b$ or $q$ there is an implicit dependence on $n$ in (2.99) and hence the subscript $n$ is present. In going from (2.96) to (2.97) we have employed the Jacobi-Anger expansion such that

$$e^{iz\sin \theta} = \sum_{n=-\infty}^{\infty} J_n(z) e^{in\theta}.$$ (2.100)

Note that the above argument applies equally for each term in the Born series, and as such holds for the complete $T$-matrix elements [67]. Continuing via (2.17) and (2.22) we find

$$\frac{d\sigma^{FA}}{d\Omega_a d\Omega_b dE_b} = \sum_{n=-\infty}^{\infty} J_n^2 (\alpha_n) \left. \frac{d\sigma}{d\Omega_a d\Omega_b dE_b} \right|_{E_f = E_i + n\omega},$$ (2.101)

where $E_b = k_b^2/2$. Note the equivalent expression for the free-free case derived by Kroll and Watson [65] takes the similar form

$$\frac{d\sigma^{(n)}}{d\Omega} = J_n^2 (q \cdot F_0 / \omega^2) \left. \frac{d\sigma}{d\Omega} \right|_{E_f = E_i + n\omega}$$ (2.102)

for a process involving $n$ photons.

This is an incredibly powerful result, as the coupling between the scattering system is entirely taken into account through the argument of the Bessel function $\alpha_n$ and the adjustment of the kinematics in an otherwise laser free scattering problem by $n$ photons of energy $\omega$. Furthermore, this sum is likely convergent as we have
the following property of squared Bessel functions [125]

\[
\sum_{n=-\infty}^{\infty} J_n^2(z) = 1, \quad \forall n \in \mathbb{Z}, z \in \mathbb{C},
\]  

(2.103)

and that the cross sections themselves should not exhibit any divergent behaviour. Do note that a requirement of (2.103) is that the argument of the Bessel function is the same for each term in the sum whereas \( \alpha \) has an implicit dependence on \( n \) through \( k_b \) and \( q \) which are adjusted as appropriate to satisfy the energy conservation inherent in the adjustment of \( E_f \) in (2.101). Hence, we consider instead

\[
\sum_{n=-\infty}^{\infty} J_n^2(\alpha_n) \approx 1.
\]  

(2.104)

A similar sum rule has been extensively studied in the case of free-free transitions (elastic scattering but with energy exchange with the laser field) [68, 69, 126] and has been found to be valid in such cases. Furthermore, in the original Cavaliere et al. [74] paper, as part of their application to the ionisation of hydrogen in the presence of a strong laser field, they report that (2.104) is well satisfied, but nonetheless comment that considerable further investigation is required. Our own findings with regards to this sum rule in the case of helium are given in Section 3.1.2.

A consequence that is unique to the soft photon approximation for ionisation is that \( E_f \) contains two mechanisms for distributing the photon energy, the projectile final momentum \( k_a \), and the ejected electron momentum \( k_b \), and in the general case it is unclear which term should be offset to calculate the physical field-assisted cross section. If both electrons have appreciable energy, then adjusting either term is equivalent, as the particles are indistinguishable. However, for the kinematics that we are considering the ejected electron has a much lesser energy that the projectile (1 keV compared to \( \sim 10 \) eV). In this case it is the slow outgoing electron that has its energy offset, as because of its low energy it is heavily influenced (in comparison to the projectile) by the laser and resultant atomic fields. Additionally, an offset of a few eV to the 1 keV projectile results in a negligible difference to the cross section as at such a high energy no resonance effects due to atomic structure are present. This would allow the cross section to instead be treated as a slowly varying function with \( n \) and hence it may be taken outside the sum in (2.101). Then by (2.103) we would have that the field-assisted cross section is exactly equal to the field-free. However, the findings of the Höhr et al. [82] experiment with which we look to compare would suggest this to be unphysical.

**Range of Validity**

The preceding derivation is subject to a number of approximations, some explicit and others implicit, which are key to understanding the applicability of such a treatment.
Firstly, it is interesting to note that in general the presence of the electromagnetic field causes the centre of mass frame to no longer be truly inertial. Although, unless the laser field is exceptionally strong this effect will be an exceedingly minor, and as such oscillations due to this interaction can be ignored.

The description of the initial states of the target being purely the laser free states completely neglects target dressing effects. This is only a reasonable assumption when the electric field due to the laser is considerably smaller than the internal atomic field ($5 \times 10^9$ V/cm) and the photon energy is far from resonance with the atomic energy levels. In the case of the laser parameters we look to consider, the photon energy is $\omega = 1.17$ eV and with a peak intensity of $4 \times 10^{14}$ W/cm$^2$. For a linearly polarised electromagnetic wave of the form (2.91) with these properties, we have a peak electrical field strength of $F_0 = 5.5 \times 10^7$ V/cm. Hence, this approximation is thought to be appropriate for this system. The use of a Volkov state for the free electron in the laser field is an exact solution of (2.88) and as such is a sufficient description of the projectile, contingent only on this Hamiltonian being valid (do note that we have omitted the small ponderomotive energy term).

The next notable assumption is involved in the description of the free state of the target after the collision. We have used the expression as in (2.94), which is a combination of the Coulomb wave solution of the free electron and modulated in time by the laser in the same manner as the incident plane wave. Such a form incorporates the interaction of the ejected electron with both the resultant field of the ionised target and electric field of the laser, and furthermore behaves appropriately in the limit of $F_0 \to 0$, yet is not a direct solution of (2.89). In the original Cavaliere et al. [74] paper they provide an analysis of this ansatz and conclude with the following inequality for its validity

$$\delta = \frac{p_L}{q} \ll 1$$

(2.105)

where $p_L$ is the momentum of the ejected electron due to the presence of the laser

$$p_L = \frac{1}{c} A$$

(2.106)

$$= \frac{F_0}{\omega} \cos(\omega t).$$

(2.107)

For the kinematics of interest within this work we have the peak momentum due to the laser being $\approx 0.25$ a.u., and the momentum transfer of the collision ranging from 0.5 to 1.0 a.u. Hence, for the system we consider the value of $\delta \approx 0.25$ to 0.5.

Do note that experimentally the soft photon approximation has been found to be inadequate to describe free-free scattering events at small scattering angles (low $q$) [71, 72]. Furthermore, the recent experiments of Höhr et al. [81, 82] cast doubt onto its applicability to ionisation collisions as well.
2.4 Photoemission

Interactions involving photons are often considered half-collisions with respect to other types of collision problems. This is due to the lack of interaction between the photon and target electrons until absorption occurs. Hence, although they are in some ways simpler than the collision processes considered earlier in this work, they require a specific treatment within CCC [127]. We wish to analyse the differences in time delay (see Section 2.4.1) for the photoemission of the H\(^-\) ion and He, and as such we present theory relevant for two electron targets.

For a transition from the two electron ground state \(|\Psi_0\rangle\) to that of an unbound photoelectron \(|kL\rangle\) and target in the single electron state \(|nl\rangle\), the total photoemission amplitude (for light linearly polarised in the \(z\) direction) is given by

\[
f^{\text{ph}}(k) = (2\pi)^{3/2}k^{-1/2} \sum_{L=\ell \geq 1} e^{i\delta_L(k)} Y_{LM}(\hat{k}) \left( \begin{array}{ccc} L & 1 & l_i \\ M & 0 & m_i \end{array} \right) \langle Lkln|D||\Psi_0\rangle ,
\]

(2.108)

where \(\langle Lkln|D||\Psi_0\rangle\) is the dipole matrix element stripped of all its angular momentum projections via a partial wave expansion (subsequently referred to as the reduced dipole matrix element), \(Y_{LM}(\hat{k})\) is a spherical harmonic, \(\delta_L(k)\) is the phase shift associated with the \(L\) partial wave, and \(|\Psi_0\rangle\) (for either H\(^-\) or He) in our case is calculated with a 20-term Hylleraas expansion as in Kheifets and Bray [127]. The target electron which absorbs the photon is described in its initial state by the quantum numbers \(n_i, l_i\) as per their usual definitions. The \(z\)-component of angular momentum \(m_i\) is omitted from the state descriptions as it is eliminated through spherical symmetry. However, it does need to be explicitly considered when projecting to return angular dependencies (as in (2.47) and (2.108)). Do note the change in notational convention away from \(i \rightarrow f\) centric notation to that which is more commonly used for elastic scattering and photoionisation, where final quantities are instead given no subscript. The cross section corresponding to this transition is given by

\[
\sigma_{n_i l_i \rightarrow kL}(\omega) = \frac{4\pi^2}{3}\alpha \omega \left| \langle Lkln|D||\Psi_0\rangle \right|^2
\]

(2.109)

where \(\alpha\) is the fine structure constant and \(\omega\) is the energy of the photon. Within the CCC formulation the reduced dipole matrix element is calculated via [128]

\[
\langle Lkln|D||\Psi_0\rangle = \langle Lk ln|d||\Psi_0\rangle + \sum_{l',n_j} \sum_{L'} \sum_{k'} \frac{\langle Lk ln|T^{SJ}_{n_j l_j k' L'}\rangle}{E + i0 - \epsilon_j - k'^2/2} \langle L' k' l_j n_j|d||\Psi_0\rangle ,
\]

(2.110)
where \( \langle Lkln|d|\Psi_0 \rangle \) is the uncorrelated dipole matrix element. It is called such as it does not yet include the effect of electron-electron correlations. This element can be calculated within three different gauges known as the length, velocity, and acceleration forms. However, this choice is arbitrary as they are each equivalent. In the calculations that follow the velocity gauge is used. The \( T^{SJ} \) term is the half off-shell \( T \)-matrix as calculated in the solution of (2.46) for the associated photon free scattering process. For example, for the photodetachment of the \( \text{H}^- \) ion the corresponding photon free scattering process is elastic electron scattering on hydrogen in the dipole singlet channel \((L = 1, S = 0)\), with an incident energy corresponding to that of the emitted photoelectron. Both processes result in an outgoing electron of the same energy and angular momentum, and the target as a ground state hydrogen atom, but the photodetachment process only contains ‘half’ the collision. Note that the absorption of the photon imparts a unit of angular momentum to the electron and hence is the cause of the non-zero \( L \) for the equivalent elastic scattering channel. Similarly for the photoionisation of helium, the associated photon free scattering process of which the half off-shell \( T \)-matrix is needed is elastic scattering on the \( \text{He}^+ \) ion, again in the dipole singlet channel. To illustrate the connection between these processes we provide the schematic diagrams of Figure 2.6. Furthermore, a graphical illustration of the physical meaning of the two terms in (2.110) is given in Figure 2.7.

![Schematic diagrams](image)

**Figure 2.6:** Schematic diagrams depicting the single photoemission of a two electron target (top) and the associated elastic scattering event (bottom). The solid lines represent electrons, and the undulatory line a photon. The upper diagram demonstrates the two electron ground state \( \Psi_0 \) with an electron of binding energy \( \epsilon \) absorbing a photon and transitioning to an unbound state of momentum \( k \) and orbital angular momentum \( L = 1 \). The lower diagram demonstrates elastic scattering of an \( L = 1 \) electron with momentum \( k \) incident on a single electron target in the ground state.
Figure 2.7: Graphical representation of the two-electron photoionisation amplitude in the CCC formalism. The first diagram represents the diving term and the second, the off-shell coupling term. Here a solid line represents an electron, an undulatory line a photon, and the shaded oval the half off-shell $T$-matrix.

### 2.4.1 Wigner Time Delay

The Wigner time delay [91, 129] (henceforth referred to as simply time delay) is a measure of the difference between the time taken for a particle to travel through a potential landscape in comparison to free space. It is defined in terms of the energy derivative of the scattering phase in a given partial wave. To justify this definition we consider the derivation for the delay in the formation of a photoelectron wavepacket emitted from an atomic target upon interaction with an extreme ultraviolet laser (XUV) pulse as given by Kheifets and Ivanov [130]. See Appendix B.3 for a simplified introduction to the concept of a scattering time delay as given in the review of de Carvalho and Nussenzveig [131]. For this system the time dependent Schrödinger equation can be written as

$$i \frac{\partial \langle \Psi(t) \rangle}{\partial t} = (H_0 + H_{\text{int}}) \langle \Psi(t) \rangle $$ (2.111)

where $H_0$ is the Hamiltonian of the atomic target and $H_{\text{int}}$ is that of the interaction with the laser field which is given in the velocity gauge as

$$H_{\text{int}} = A(t) \cdot \sum_{j=1}^{n} k_j.$$ (2.112)

Here $A(t)$ is the vector potential of the laser field and $k_j$ is the momentum of the $j$-th electron of total number $n$. The wavepacket of the emitted photoelectron is given as an expansion of the time dependent wavefunction over the set of scattering states such that

$$\langle r | \Phi(t) \rangle = \sum_L \int_0^\infty dk \ k^2 \langle r | k \rangle \langle k | \Psi(t) \rangle $$ (2.113)

$$= \sum_L \int_0^\infty dk \ k^2 a_{kL}(t) \langle r | k \rangle e^{-iE_k t} $$ (2.114)
where the photoelectron in the continuum is written as $|k\rangle$ with linear $k$ and orbital angular momentum $L$, and have defined the projection coefficients

$$a_{kL}(t) = e^{iE_k t} \langle k|\Psi(t) \rangle$$

(2.115)

with $E_k = k^2/2$. This continuum state is given by

$$\langle r|k \rangle = R_{kL}(r) Y_{LM}(\hat{r})$$

(2.116)

where for asymptotically large distances we have

$$\lim_{r \to \infty} R_{kL}(r) \propto \sin[kr + \delta_L(k) + \ln(2kr)/k - L\pi/2]$$

(2.117)

with $\delta_L(k)$ being the phase shift in the $L$-th partial wave. If we define a time $T$ such that for $|t| > T$ the XUV field is zero, we have that for $t > T$ the projection coefficients no longer depend on time. Hence, for such times we can write

$$a_{kL}(t > T) = -i \int_{-T}^{T} \langle k|z|\Psi_0 \rangle e^{i(E_k - E_0)t'} F(t') \, dt'$$

(2.118)

where $\Psi_0$ is the ground state of the target with energy $E_0$, $F(t')$ is the electric field of the XUV laser pulse, and $\langle k|z|\Psi_0 \rangle$ is the angularly dependent dipole matrix element which is related to the reduced uncorrelated element via Clebsch-Gordan coefficients such that

$$\langle k|z|\Psi_0 \rangle \propto C_{10l_m}^{LM} \langle Lk||d||\Psi_0 \rangle.$$  

(2.119)

Here we have assumed that the ejected electron was initially in the ground state ($l = 1$ and $m = 0$) and have denoted another bound electron in the initial state as having orbital angular momentum $l_i$ and corresponding z-projection $m_i$. With this definition we can now write

$$a_{kL}(t > T) \propto -i \langle Lk||d||\Psi_0 \rangle \tilde{F}(E_k - E_0)$$

(2.120)

where

$$\tilde{F}(\omega) = \int_{-\infty}^{\infty} F(t') e^{i\omega t'} \, dt'$$

(2.121)

is the Fourier transform of the XUV electric field. Note that we have been able to extend the integration limits in (2.118) to infinity as for $t > T$ the electric field $F(t) = 0$ by definition. Therefore, we may now express the wavepacket for time $t > T$ and at an asymptotically large distance from the atomic target as

$$\lim_{r \to \infty} \langle r|\Phi(t > T) \rangle \propto -i \sum_L \int_0^\infty dk \, k^2 \langle Lk||d||\Psi_0 \rangle \tilde{F}(E_k - E_0) Y_{LM}(\hat{r}) e^{-iE_k t} \times \sin[kr + \delta_L(k) + \ln(2kr)/k - L\pi/2].$$

(2.122)
If we now consider the sine term as a superposition of incoming and outgoing waves via
\[ \sin(z) = \frac{e^{iz} - e^{-iz}}{2i} \tag{2.123} \]
and keep only the physically meaningful outgoing exponent we may instead write
\[
\lim_{r \to \infty} \langle r | \Phi(t > T) \rangle \propto -\frac{1}{2} \sum_L \int_0^\infty dk \ k^2 \langle Lk | d | \Psi_0 \rangle \tilde{F}(E_k - E_0) Y_{Lm}(\hat{r}) 
\times \exp \left[ i \left( -k^2/2t + kr + \delta_L(k) + \ln(2kr)/k - L\pi/2 \right) \right]. \tag{2.124}
\]

Now we look to find how the peak of this packet moves with time in order to define a concept of time delay. Firstly, let us assume that for some \( k = k_0 \) the magnitude (terms not in the complex exponential) of the packet is at a maximum. Importantly each term in (2.124) is entirely real valued such that it can be unambiguously split into a magnitude and complex exponential phase. Considering (2.124) as a superposition of monochromatic waves (summed over \( k \)) for each \( L \), we discern that large variation of phase will cause mainly destructive interference. Hence, the largest amplitude will occur when the maximum magnitude corresponds to a stationary point of the phase, such that for a given \( L \)
\[
0 = \frac{d}{dk} \left[ \arg \left( \lim_{r \to \infty} \langle r | \Phi(t > T) \rangle \right) \right] \bigg|_{k=k_0} \tag{2.125}
= \frac{d}{dk} \left[ -k^2/2t + kr + \delta_L(k) + \ln(2kr)/k - L\pi/2 \right] \bigg|_{k=k_0} \tag{2.126}
\Rightarrow r = k \left\{ t - \frac{d}{dE} \left[ \delta_L(k) + \ln(2kr)/k \right] \right\} \bigg|_{k=k_0}. \tag{2.127}
\]

Here we have used that \( d/dk = k \ d/dE \). We may interpret (2.127) as describing the quasi-classical motion of this wavepacket for an asymptotic distance and \( t > T \). If we now consider the logarithm term to be sufficiently slowly varying with \( k \) (equivalently \( E \)) such that it can absorbed into a constant, namely \( r_0 \), we may write (2.127) as
\[
r = k_0(t - \tau_L) + r_0 \tag{2.128}
\]
where
\[
\tau_L = \frac{d\delta_L(k)}{dE} \bigg|_{k=k_0}. \tag{2.129}
\]
is the time delay of the packet in the \( L \)-th partial wave.

To determine this time delay within the CCC formalism we extract the phase shift from the elastic \( S \)-matrix element via the definition
\[
\langle Lkln||S^{SJ}||nlkL \rangle = 1 - 2\pi i \langle Lkln||T^{SJ}||nlkL \rangle \tag{2.130}
= \exp \{ 2i\delta_L(k) \} . \tag{2.131}
\]
Hence, we have
\[
\delta_L(k) = \frac{1}{2} \arg \left( \langle Lkln||S^Sj||nlkL \rangle \right).
\] (2.132)

However, there are two further considerations to make when employing such a definition of the time delay for this work. Firstly, in the case of elastic scattering on a charged targets for the ease of calculation a basis of Coulomb waves are used as opposed to the usual plane waves. These are continuous solutions to the Schrödinger equation at an asymptotic distance in the presence of long ranged Coulomb potential. In doing so, it removes the associated Coulomb phase \( \sigma_L \) from being part of the scattering event and is hence not included in the phase of the \( S \)-matrix. As such, for the total phase in a partial wave it must be added to the phase resulting from the scattering \( S \)-matrix. Hence, we define the elastic scattering time delay as
\[
\tau_{el}^L = \frac{d}{dE} \left[ \sigma_L(k) + \frac{1}{2} \arg \left( \langle Lkln||S^Sj||nlkL \rangle \right) \right]_{k=k_0}. \quad (2.133)
\]

In the case of scattering on a neutral target the same definition is used with simply \( \sigma_L(k) \) set to zero. Secondly, if instead we take into account the effect of electron-electron correlations and replace the uncorrelated dipole matrix element \( \langle Lk||d||\Psi_0 \rangle \) in (2.124) with the reduced dipole matrix element \( \langle Lk||D||\Psi_0 \rangle \) calculated via (2.110), (2.124) now contains an additional complex component. To accommodate for this we split this matrix element into a real magnitude and complex phase via
\[
\langle Lk||D||\Psi_0 \rangle = |\langle Lk||D||\Psi_0 \rangle| \exp \left\{ i \arg \left( \langle Lk||D||\Psi_0 \rangle \right) \right\}. \quad (2.134)
\]

The additional contribution to the phase results in the equivalent expression for the quasi-classical trajectory within partial wave \( L \) as
\[
r = k \left\{ t - \frac{d}{dE} \left[ \delta_L(k) + \ln(2kr)/k + \arg \left( \langle Lk||D||\Psi_0 \rangle \right) \right] \right\}_{k=k_0}, \quad (2.135)
\]
and correspondingly the expression for the photoemission time delay becomes
\[
\tau_{ph}^L = \frac{d}{dE} \left( \delta_L(k) + \arg \left( \langle Lk||D||\Psi_0 \rangle \right) \right)_{k=k_0}. \quad (2.136)
\]

If instead we are interested in delay associated with the total photoemission process we use the amplitude (2.108) to define the total photoemission time delay as
\[
\tau_{tot}^{ph} = \frac{d}{dE} \left[ \arg \left( f_{ph}(k) \right) \right]_{k=k_0}. \quad (2.137)
\]

It is this form of photoemission time delay which is to be compared with that of the associated elastic scattering event in the dipole singlet channel.
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Chapter 3

Results

In this chapter we present the results of our analysis of laser assisted electron impact ionisation (e,2e) of helium utilising the CCC method under the soft photon approximation (Section 3.1), and the Wigner time delay in the photoemission of H− and photoionisation of He (Section 3.2).

3.1 Laser Assisted Electron Impact Ionisation of Helium

In this section we investigate the electron impact ionisation of helium in the presence of a strong laser field for parameters identical to that given in Höhr et al. [82]. These parameters are listed in Table 3.1. Note that for the extent of this work, we consider the target helium as a single electron system via the frozen-core model as described in Section 2.2.2. As such, each target state needs to be described only by the set of quantum numbers of the ‘active’ electron, as the other is always considered to be in the 1s orbital. As the data provided by Höhr et al. [82] is given over a range of ejected electron energies and momentum transfer we choose for comparison an ejected electron energy of 10 eV and momentum transfer of 0.5, 0.75 and 1.0 a.u. Using these values of momentum transfer, we can make a comparison with the data

| Quantity                  | Value           |
|---------------------------|-----------------|
| Incident electron energy  | 1 keV           |
| Ejected electron energy   | 3 - 18 eV       |
| Momentum transfer         | 0.5 - 1.5 a.u.  |
| Laser polarisation        | x-direction (see Figure 2.2) |
| Photon energy             | 1.17 eV         |
| Peak intensity            | $4 \times 10^{14}$ W/cm$^2$ |
| Pulse duration            | 7 ns            |

Table 3.1: Experimental parameters as per Höhr et al. [82].
provided by Höhr et al. in their figure for momentum transfers of 0.7 - 1.0 a.u. and ejected electron energies of 7 - 12 eV. Additionally, experimental data provided by Dürr et al. [132] is available for these parameters allowing us to make a comparison with our field-free calculations (see Figure 3.7).

3.1.1 Field-Free Calculations

We firstly look to establish convergent results for electron impact ionisation for the laser free parameters given in Table 3.1. In the CCC method there are three factors pertaining to convergence (see Section 2.2.1): the number of partial waves ($L$), the values of angular momentum included in the description of the target states ($l$), and the size of the Laguerre basis for each set of these states ($N_l$). Each of the above factors are independently convergent, such that they may each be checked individually.

To obtain an indication of the number of partial waves required, a useful approach is to consider the total ionisation cross section (TICS) as a function of partial wave. As a result of the optical theorem (see Equation (2.21)) each cross section is inherently linked with one another, and hence convergence of one quantity (i.e. TICS) is a good indicator of convergence elsewhere. For the initial calculations used in analysing convergence with partial waves, states with $l \leq 4$ (s - g states) were included each with a corresponding Laguerre basis size of $N_l = 15 - l$. Additionally, only singlet states (total spin $S = 0$) are included in the calculations as at an incident energy of 1 keV there is no mechanism for exchange. This form of allocating basis size for each $l$ is commonly used as it removes the complexity of having to specify a basis size for each $l$. Furthermore, such a form models the behaviour of bound states such that for each $l$ there is the same highest principle quantum number ($n$). For example, if we want to consider the first 5 bound states ($n \leq 4$) for $l \leq 3$ there are $n = 1 - 5$ s-states, $n = 2 - 5$ p-states, $n = 3 - 5$ d-states, and $n = 4 - 5$ f-states. The energy eigenstates generated by this diagonalisation are given in Figure 3.1. Observe that the bound states are sparsely approximated in comparison to the positive energy free pseudostates. For our purposes this is a desirable diagonalisation as we are interested in ionising cross sections as opposed to excitation, and this dense distribution allows greater accuracy in interpolating from the positive energy discrete pseudostates within CCC onto the true continuum.

The TICS as a function of partial wave for the calculational parameters as given above, is presented in Figure 3.2. From which, it is clear that convergence is very slow with $L$ as is typical for such a high incident energy. As such, we employ the method of Born subtraction described in Section 2.2.1. This effectively assumes that beyond the final partial wave in the calculation the Born approximation is
Figure 3.1: Energy levels of states generated from a Laguerre basis expansion of \( N_l = 15 - l \) with \( \lambda_l = 2.0 \). This diagonalisation is that which is used in the initial convergence investigation with \( L \).

Figure 3.2: The total ionisation cross section (TICS) as a function of partial wave \( L \) for 1 keV electrons incident on helium as calculated by CCC.
valid, and adds the corresponding analytic tail under this approximation. Figure 3.3 contains the triply differential cross section (TDCS) generated from a calculation with and without Born subtraction that are otherwise identical. The large difference between the two results is indicative of the significant contribution from high partial waves (large $L$). The Born approximation is most appropriate when the strength of interaction is particularly weak, which is well satisfied at such a high incident energy. In this range, first order Born calculations typically produce results that are slightly larger than those of CCC but are otherwise the same. Furthermore, this approximation becomes increasingly valid with larger $L$. The physical analogue of the partial wave $L$ is the impact parameter of the scattering event. Hence, a larger $L$ corresponds to a larger ‘distance’ between the projectile and target and subsequently the interaction is weaker. Note that all results presented from this point onwards include Born subtraction.

![Figure 3.3](image)

**Figure 3.3:** The triply differential cross section (TDCS) with (blue) and without (red) Born subtraction for 1 keV electrons incident on helium within an asymmetric coplanar geometry of scattering angle $\phi_a = 5^\circ$ ($q = 0.756$ a.u.) and ejected electron energy $E_b = 10$ eV. Both calculations are comprised of 41 partial waves ($L \leq 40$) and contain states with $l \leq 4$ of corresponding Laguerre basis size $N_l = 15 - l$.

Figure 3.4 demonstrates convergence with $L$ by comparing calculations with $L \leq 40$, 50, and 75. Observe that the $L \leq 40$ calculation only exhibits subtle differences when compared to the 50 and 75, which themselves are indistinguishable at the precision inherent in the figure. As such, in subsequent calculations 51 partial waves ($L \leq 50$) are used.

Now that we have determined an appropriate number of partial waves, we look to the $l$ of target states. Figure 3.5 demonstrates the behaviour of CCC calculations
Figure 3.4: The triply differential cross section (TDCS) as calculated by CCC with $L \leq 40$, 50, and 75 for 1 keV electrons incident on helium within an asymmetric coplanar geometry of scattering angle $\phi_a = 5^\circ$ ($q = 0.756$ a.u.) and ejected electron energy $E_b = 10$ eV. These calculations contain states of $l \leq 4$ each with a corresponding Laguerre basis of size $N_l = 15 - l$.

for including states of increasing $l$. There is a noticeable difference across both the binary and recoil peaks between the $l \leq 3$ and other results. The $l \leq 4$ result is in agreement across the binary peak but exhibits some discrepancy across the recoil peak compared to the $l \leq 5$ and 6. Finally, the $l \leq 5$ is effectively identical to the $l \leq 6$ calculation and is thus considered to be converged for this value. Hence, for subsequent calculations states containing $l \leq 5$ are used.

Now that we have determined both the number of partial waves, and the largest value of $l$ to include of the target states, we look to the size of Laguerre basis ($N_l$) for each value of $l$. We use the form of distributing states $N_l = N_0 - l$ for the reasons discussed earlier in this section. With this definition, we only must check convergence with the choice of $N_0$, this being demonstrated in Figure 3.6. Observe there is only minor variation with increasing $N_0$. The only noticeable difference occurs across the binary peak where the $N_0 = 10$ is lower than that predicted by the larger calculations. This is true to an even lesser extent for the $N_0 = 15$ calculation across this same peak. However, between the two largest calculations, the $N_0 = 20$ and 25, there is no discernible difference at this precision. This observation leads us to conclude that convergence has been achieved for a value of $N_0 = 20$. Subsequently, for a basis of the form $N_l = N_0 - l$, the value of $N_0$ to be used in further calculations is 20.

The final and ultimate check of convergence to physically relevant values is of
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Figure 3.5: The triply differential cross section (TDCS) as calculated by CCC with $l \leq 3, 4, 5,$ and 6 for 1 keV electrons incident on helium within an asymmetric coplanar geometry of scattering angle $\phi_a = 5^\circ$ ($q = 0.756$ a.u.) and ejected electron energy $E_b = 10$ eV. These calculations contain 51 partial waves ($L \leq 50$) with Laguerre bases of size $N_l = 15 - l$.

Figure 3.6: The triply differential cross section (TDCS) as calculated by CCC with Laguerre basis size of the form $N_l = N_0 - l$ with $N_0 = 10, 15, 20,$ and 25 for 1 keV electrons incident on helium within an asymmetric coplanar geometry of scattering angle $\phi_a = 5^\circ$ ($q = 0.756$ a.u.) and ejected electron energy $E_b = 10$ eV. These calculations contain 51 partial waves ($L \leq 50$) and states with $l \leq 5$. 
Figure 3.7: The triply differential cross section (TDCS) as calculated by CCC in comparison with experiment [132] for a momentum transfer of $q = 0.5$, 0.75, and 1.0 a.u. of 1 keV electrons incident on helium and an ejected electron energy of $E_b = 10$ eV within an asymmetric coplanar geometry. These calculations contain 51 partial waves ($L \leq 50$), states with $l \leq 5$, and a corresponding Laguerre basis size $N_l = 20 - l$. 
course comparison with experiment. In Figure 3.7 we present a comparison with the experimental values given by Dürr et al. [132] with the CCC calculations of parameters determined above ($L \leq 50$, $l \leq 5$, and $N_0 = 20$) for three values of momentum transfer; $q = 0.5$, 0.75, and 1.0 a.u. Cross sections of such forms are typical where there is a dominant binary peak in the direction of $\mathbf{q}$ and a smaller recoil peak in the direction of $-\mathbf{q}$, with their ratio increasingly favouring the binary peak for larger momentum transfer. The strong dependence of the overall magnitude of the cross sections with momentum transfer is indicative of the high incident energy projectile having a relatively low probability to interact strongly with the target, resulting in a significant deflection. The experiment is generally in good agreement with the calculations and is hence indicative of their convergence to that of the physical system. The most notable discrepancy is across the main binary peak where the calculation is slightly higher than the measured values. This was also found in the comparison with CCC made in the original paper [132], and as such is not indicative that the results are not yet convergent. From these observations we conclude that our field-free calculations are now of a sufficient accuracy to move forward to the field-assisted case.

3.1.2 Field-Assisted Calculations

Ultimately we wish to evaluate

$$\frac{d\sigma^{FA}}{d\Omega_a d\Omega_b dE_b} = \sum_{n=-\infty}^{\infty} J_n^2(\alpha_n) \left. \frac{d\sigma}{d\Omega_a d\Omega_b dE_b} \right|_{E_f = E_i + n\omega},$$

and provide a comparison with the results of Höhr et al. [82]. The behaviour of the field-free cross section should not present any wild variation with $n$ (see Figure 3.9), and as such we firstly examine the sum rule

$$\sum_{n=-\infty}^{\infty} J_n^2(\alpha_n) \approx 1$$

which provides a useful first indication of the number of terms that are likely required to achieve convergence in (2.101). For the geometries in the experiment by Höhr et al. [82] (see Figure 2.2) $\alpha_n$, as defined in (2.99), is given by

$$\alpha_n = (k_b \sin \phi_b - k_a \sin \phi_a) F_0 / \omega^2.$$  \hfill (3.1)

Recall that the $n$ dependence comes from the adjustment of $k_b$ or $k_a$ to satisfy energy conservation as discussed in Section 2.3.1. Note that $\alpha_n$ could equally be defined as $-\alpha_n$ depending on the sign of $F_0$. However, this choice is arbitrary (as it should be) as we have the following property of Bessel functions [125]

$$J_n^2(z) = J_n^2(-z), \quad \forall n \in \mathbb{Z}, z \in \mathbb{C}.$$  \hfill (3.2)
Figure 3.8 demonstrates the results of our convergence study of (2.104) for the
kinematics described in Table 3.1. For each value of $\alpha_n$ the ejected electron energy
$E_b$ was adjusted by $n\omega$ with the exception for sufficiently large negative values of
$n$ such that further quanta of photon energies would cause it to become negative.
In this case, the further energy was removed from $k_a$. The ejected electron energy
is adjusted preferentially for this system by the argument outlined in Section 2.3.1
and $E_b$ is prevented from having negative values as the associated (e,2e) process is
entirely unphysical. Observe that convergence is achieved in each case at a value
of $|n| \leq 16$ to a sinusoidal function of $\phi_b$ about unity. A notable feature present
in each case is that convergence is slowest across the angles corresponding to the
binary peak (direction of $q$) that is visible in the (e,2e) cross sections (see Figure 3.7).
Though each Bessel function individually varies considerably, their sum compensates
for these variations, producing a smooth and comparatively slowly varying function
of $\phi_b$. It is interesting to note that the dependence of the argument with $n$ in this
case preserves a sinusoidal behaviour with $\phi_b$ rather than being identically one as
in (2.103). Regardless, the sum is clearly convergent and hence suggests that for a
similar number of terms (2.101) will likewise be convergent.

Now we examine the behaviour of the (e,2e) ionisation cross section as a function
of $n$ (equivalently $E_b$) to obtain further insight into the convergence of (2.101).
Figure 3.9 contains the results of calculations corresponding to $n = -8$, 0, and 8,
with calculational parameters as determined in Section 3.1.1, for the three values
of momentum transfer we are considering. Observe that over this large range of
ejected projectile energies the magnitudes of the calculated cross sections do not
vary considerably, providing yet further evidence suggesting that (2.101) should
be convergent for the kinematics we consider. An interesting feature is that the
recoil peak is considerably more pronounced for the lower ejected electron energy.
This is indicative that when low amounts of energy are transferred to the ejected
electron that being ejected in the $-q$ direction and the residual ion being given
$2q$ is a relatively more common process compared to a standard binary collision.
Additionally, although the lower momentum transfer processes are the most likely,
for a given momentum transfer the ejected electron energy which corresponds to the
largest cross section varies. This is likely due the changing ratio of the energy of
the ejected electron compared to the energy associated with the momentum transfer
itself ($q^2/2$). In the case of large negative values of $n$ where further energy is removed
from $k_a$, the cross section is changed negligibly as the incident energy of 1 keV is
sufficiently high such that removal of a few eV makes no significant difference to
the scattering problem. Hence, for the terms that require modification of $k_a$, the
appropriate unadjusted cross section ($E_b$ is significantly lowered but importantly
still positive) is used.
Figure 3.8: The sum of squared Bessel functions as in (2.104) for $|n| \leq 0, 3, 8, 12,$ and 16 of momentum transfers $q = 0.5, 0.75,$ and 1.0 a.u. $\alpha_n$ (2.99) is calculated by modifying the ejected electron energy by $n\omega$ with the exception for sufficiently large negative values of $n$ such that further quanta of photon energies would cause it to become negative. For this case, further energy was removed from $k_a$ (see text).
Results

Figure 3.9: The triply differential cross section (TDCS) as calculated by CCC for a momentum transfer of $q = 0.5$, 0.75, and 1.0 a.u. of 1 keV electrons incident on helium and an ejected electron energy of $E_b = 0.64$, 10.0, and 19.36 eV within an asymmetric coplanar geometry, as used in the soft photon approximation sum (2.101) for the terms $n = -8$, 0, and 8 respectively.
We are now in a position to evaluate the field-assisted cross section via the soft photon approximation (2.101). The results of our convergence study of (2.101) are given in Figure 3.10. Observe that in each case although the initial term is rather unrecognisable, including as few terms as in the \( n \leq |3| \) results the expected double peak structure is again visible. With this many terms the recoil peak has already reached its converged value, whereas the main binary peak requires considerably more terms to do the same. The observation that large values of \( |n| \) provide a significant contribution to the field-assisted cross section suggests that for this physical system multi-photon processes are prevalent, particularly for those scattering events with the electron ejected in the \( q \) direction. Note that these results indicate that convergence is slower with increasing momentum transfer, as was similarly found for the sum of the Bessel functions alone (see Figure 3.8). In the case of \( q = 0.5 \) a.u. convergence across the entire range of \( \phi_b \) has occurred for \( |n| \leq 12 \) whereas for both the \( q = 0.75 \) and 1.0 a.u. this has occurred for \( |n| \leq 16 \). Considering that for all three parameters we have convergence below \( |n| \leq 18 \) and that no additional calculation is necessary from this point onwards, we use the \( |n| \leq 18 \) results in subsequent comparisons.

The converged results of the soft photon calculation in comparison to the field-free cross section as calculated by CCC are given in Figure 3.11. In all three cases there is a prominent diminution across the binary peak with little to no difference elsewhere. Otherwise, the forms of each laser assisted cross section retain the familiar form of the binary and recoil peaks. The influence of the laser is more clearly seen in Figure 3.12 which contains the difference between the field-assisted (FA) and field-free (FF) TDCS normalised to the binary peak height in comparison with the experimental results of Höhr et al. [82]. These experimental values are originally on an arbitrary scale but have been scaled to fit their theory in their paper [82]. Here they have likewise been normalised to the magnitude of the binary peak. Given that the experimental results are given over a range of momentum transfers, \( q = 0.7 \) to \( 1.0 \) a.u., and ejected electron energies, \( E_b = 7 \) to \( 12 \) eV, our calculations with \( E_b = 10 \) eV and \( q = 0.5, 0.75, 1.0 \) a.u. respectively should provide an appropriate comparison for this data set. Across the binary peak we see that the \( q = 0.5 \) a.u. calculation has the smallest predicted relative decrease compared to those of the \( q = 0.75 \) and 1.0 a.u. There is a further decrease between the \( q = 0.75 \) and 1.0 a.u. but less so than before, suggesting that this effect decreases with increasing momentum transfer. The other region of interest occurs across the recoil peak, although the magnitude of the laser’s influence is considerably lesser. Here we find that the \( q = 0.5 \) a.u. suggests a small decrease but for the \( q = 0.75 \) a.u., an increase, and for the \( q = 1.0 \) a.u., a yet smaller increase. This appears to be the inverse behaviour as exhibited across the binary peak but on a considerably smaller scale.
Figure 3.10: The sum of field-free triply differential cross sections weighted by squared Bessel functions as in the soft photon approximation for the field-assisted cross section (2.101) of momentum transfer $q = 0.5$, 1.0, and 1.0 a.u., and including terms with $|n| \leq 0$, 3, 6, 12, 16, and 18.
Figure 3.11: The field-free triply differential cross section (TDCS) as calculated by CCC and the field-assisted cross section as a result of our soft photon approximation calculations for a momentum transfer of $q = 0.5, 0.75, \text{ and } 1.0 \text{ a.u.}$ of 1 keV electrons incident on helium and an ejected electron energy of $E_b = 10.0 \text{ eV}$ within an asymmetric coplanar geometry.
Figure 3.12: The normalised difference of the field-assisted (FA) and field-free (FF) TDCS of 1 keV electrons incident on helium as calculated by CCC within the soft photon approximation for momentum transfers $q = 0.5, 0.75$, and $1.0$ a.u. with an ejected electron energy of $E_b = 10$ eV in comparison with the experimental results of Höhr et al. [82] for momentum transfers of $q = 0.7 - 1.0$ a.u. and ejected electron energies of $E_b = 7 - 12$ eV within an asymmetric coplanar geometry. Each data set is normalised to their respective binary peak magnitude for comparison with one another. The experimental data is of arbitrary magnitude and scaled to fit the theory presented in the original paper [82]. Here it is likewise normalised to its binary peak magnitude. The black dashed horizontal line across a difference of zero is to aid in discerning enhancement from diminution.

The most striking result however, is that the results of each calculation predict the opposite effect across the binary peak as that of the experiment. In this region despite large uncertainties in the presented data there is a strong indication that the presence of the laser is causing an enhancement of the cross section whereas the calculation instead suggests diminution. This is identically the result of the theory presented within their paper [82] for each set of parameters considered and which led them to conclude that the existing theory is lacking a fundamental aspect of the physics. From our results we deduce that the area lacking in the description does not appear to be in the description of the field-free scattering as the cross sections calculated via CCC solve for this interaction to all orders. In many ways this is not a particular surprise as at such a high incident incident energy the Born approximation is typically found to be quite successful, and this was used as the
basis for the field-free calculations within the original paper [82]. Additionally, in the earlier theoretical work of Khalil et al. [80] they state that including second order Born corrections is likely to produce a lesser effect than the approximations made in the description of the laser interaction. Essentially this is what we have confirmed however for instead including the effect of the entire Born series. Hence, we conclude that to reconcile this discrepancy a more nuanced description of the laser’s influence upon the system is required and not in that of the field-free scattering. This is likely most necessary for the slow ejected electron of which is most heavily influenced. Finally, it is worth stating that the precision of the experimental measurements is unfortunately too coarse for a sensible comparison to be made with the behaviours across the recoil peak. If anything, the experiment suggests a small magnitude increase which is in better agreement with the larger $q$ calculations.

3.2 Wigner Time Delay of H$^-$ and He

In this section we investigate the photoemission time delay (2.137) for the photodetachment of H$^-$ in comparison to the photoionisation of He. Additionally, we compare this delay to the elastic scattering time delay (2.133) of the associated photon free processes, this being elastic scattering on H and He$^+$ respectively in the dipole singlet channel. Particular attention is given to the behaviours across the $n = 2$ threshold for the H$^-$ ion at 10.2 eV (3/4 Ry) where the difference between these two time delays becomes significant due to the different first order inter-electron couplings.

The CCC calculation for both targets included a Laguerre basis size allocated for each $l$ of the form $N_l = N_0 - l$. The H$^-$ calculation (equivalently elastic scattering on H) included states with $l \leq 2$ and $N_0 = 20$. The He calculation (equivalently elastic scattering on He$^+$) included states with $l \leq 3$ and $N_0 = 15$. These values were determined for convergence in a similar manner to that demonstrated in Section 3.1.1. Do note that the incident energies considered here (0.01 - 100 eV) are considerably lower than previously (1 keV) and as such techniques including Born subtraction are no longer of any significant benefit. However, as we are conducting calculations near threshold the new numerical formulations of the treatment of the singularity within the CCC method [119, 120] are utilised, including those developed for charged targets as part of this project.

Figure 3.13 contains results for the photoemission cross section, phase, and time delay of H$^-$ at energies approaching the $n = 2$ threshold at 10.2 eV. In the top panel containing the cross sections we find that the CCC calculation agrees well with the $B$-spline calculation of Venuti and Decleva [133]. Generally good agreement is also seen with the experimental data collated in Popp and Kruse [134] with the exception
of below 0.1 eV. The newer set of experimental results [135] additionally exhibits good agreement with the theoretical predictions. The middle panel contains the phases as calculated from the $D$-matrix (photoemission phase) and $S$-matrix (electron scattering phase) in comparison with those calculated by the variational calculation of Register and Poe [136] and the hyperspherical close-coupling calculation of Chen et al. [137]. All phase calculations are in good agreement. The indistinguishability of the photoemission and electron scattering phases across this energy range indicates that these are largely equivalent processes when there is yet to be an excitation channel with any significant contribution. Do note the variation that begins in the vicinity of the $n = 2$ excitation threshold. The bottom panel contains the time delays of the corresponding phases which are simply their derivatives with respect to energy. The $D$-matrix results are for the photoemission time delay (2.137) and the $S$-matrix is the electron scattering time delay (2.133), both of which are again indistinguishable with the exception of the behaviour that begins to exhibit itself approaching a photoelectron energy of $10.2$ eV.

The scattering phase shift is expected to follow the Wigner threshold law for a short range potential $\delta_l \propto E^{l+1/2}$ [96]. For a spherically symmetric target such as H$^-$ the $p$ wave ($\delta_1 \propto E^{3/2}$) will define the photoemission time delay. As such it is expected to vanish at the threshold of zero photoelectron energy as $\tau_{\text{ph}} \propto E^{1/2}$. This was found to be the case for the frozen core Hartree-Fock calculation using the code of Chernysheva et al. [138]. However, the inclusion of the polarisation potential $V(r) = \beta/r^4$ changes this result significantly. Doing so, yields a scattering phase of $\delta_1 = (2\pi\beta/15)E$ and hence a constant time delay $\tau_{\text{ph}} = 2\pi\beta/15$ [139]. Taking the CCC calculated value at a photoelectron energy of $10^{-5}$ eV (corresponding to the arrow in the bottom panel of Figure 3.13) gives a time delay of 45.5 as. This suggests $\beta \simeq 4.48$, which is in good agreement with expected analytical result of $9/2$.

Now we look to examine the differences between the photoemission and electron scattering time delays when an additional excitation channel is present. We do so by considering both the H$^-$ and He targets over an extended energy range. This is because although they are both two electron systems, their ground state configurations are substantially different, yielding contrasting behaviours in terms of exhibited time delays. The photoemission cross section, phase, and time delay of H$^-$ and He are given in Figure 3.14 and Figure 3.15 respectively. We begin discussion with He as its results are altogether simpler. Firstly note that the photoionisation cross section for He leaving the target in the $n = 1$ ground state is indistinguishable from the total cross section (summed over all final states) [140]. This is indicative of the overwhelming dominance of this channel. In the top panel we compare the calculated cross sections of CCC, the frozen core Hartree-Fock calculation using the
code of Chernysheva et al. [138], and the experimental values of Samson et al. [140] all of which are in good agreement. Similarly, both definitions of phase and time delay along with the Hartree-Fock calculation produce highly similar results. This is indicative of the independent electron treatment within the Hartree-Fock basis being sufficient for both the photoionisation and elastic scattering processes due to the effect of electron-electron correlations being negligible, as is often found to be the case when dealing with helium. This is a testament to the general applicability of the frozen core model to the helium atom.

The results for $H^-$ are markedly different given in Figure 3.14. The photodetachment channel leaving the hydrogen core in the $n = 1$ is the largest contributor, but beyond the first excitation threshold it only accounts for approximately half of the total cross section. CCC results for the total cross sections are in good agreement with the experimental values of Broad and Reinhardt [141]. However, the phase as calculated by the Hartree-Fock approach [138] exhibits considerable differences to those calculated from both the $D$- and $S$- matrices. This is indicative of a strong core polarisation effect that is unable to be accounted for within a frozen core model. Additionally, the photoemission phase and scattering phase begin to deviate significantly beyond the opening of the first excitation channel. Right on threshold the $S$-matrix phase experiences a narrow resonance in the dipole singlet channel of e-H elastic scattering due to the quasi-bound state of the $H^-$ ion [100]. This resonance is magnified in the inset of the middle panel. Immediately above threshold both phases grow linearly with energy, however at a much greater rate for the $D$-matrix. This results in a sharp peak in the photoemission time delay as high as $\simeq 40$ as, a delay that is large enough to be readily measurable using existing attosecond chronoscopy techniques [89, 90]. The equivalent peak in the scattering time delay is around a factor of 10 smaller. Each peak can be associated with the opening time of the newly accessible photoemission or inelastic scattering channel. With further increasing energy the photemission delay falls faster than the scattering delay, though at no point do they return to being indistinguishable.

The large disparity between the photoemission and scattering time delays can be explained by the different lowest order electron-electron interaction involved in the mixing of the ground and excited states. Figure 3.16 contains two Feynmann diagrams which illustrate these interactions involving virtual excitation of the core to $n = 2$ for photoemission (left) and elastic scattering (right). For elastic scattering on hydrogen, virtual excitation requires two successive interactions between the projection electron and the target; the first to excite and the second to de-excite. Hence, the only contribution to the time delay comes from a second order process. For photodetachment of the hydrogen ion however, the initial state contains a significant fraction ($\sim 20\%$) of the $2s^2$ configuration in its ground state of which only
The photodetachment cross section (top), phase (middle) and time delay (bottom) of H\(^-\) at photoelectron energies approaching the threshold at 10.2 eV. The cross sections calculated by CCC (black solid line) are compared with a B-spline calculation [133] (blue dashed line), and the experimental data collated in [134] (original plotting symbols) and [135] (black points). The S-matrix phase and time delay are for e-H scattering within the dipole singlet channel and are compared with literature values [136, 137] for the phase. The D-matrix values are the calculated photoemission phase and time delay. The arrow indicates the limit of zero photoelectron energy.
Figure 3.14: The photodetachment cross section (top), phase (middle), and time delay (bottom) of H– over an extended range of photoelectron energies. Presented are the partial cross section leaving the target in the ground state $n_i = 1$ (red filled circles) and the total cross section summed over $n_i < 5$ (red open circles) in comparison with experiment [141] (black circles). The $S$-matrix phase and time delay are for e-H scattering within the dipole singlet channel, the $D$-matrix values are the photoemission phase and time delay, and are compared with a Hartree-Fock frozen core calculation [138]. The inset highlights the $S$-matrix phase in the vicinity of the threshold for $n = 2$ excitation at 10.2 eV.
Figure 3.15: The photoionisation cross section (top), phase (middle) and time delay (bottom) of He over an extended range of photoelectron energies for a comparison with those of H−. The total cross section that calculated for the ground state single ionisation of He by CCC (red circles), compared with experimental values [140] (black points), and a frozen core Hartree-Fock calculation [138] (blue dashed line). The S-matrix phase and time delay are for e-He+ scattering within the dipole singlet channel and the D-matrix values are the calculated photoemission phase and time delay.
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requires a single interaction to de-excite to the ground state. As such, there is a considerable contribution to the time delay in this case from a first order process, which produces the larger effect seen in the middle and bottom panels of Figure 3.14 across the opening of the $n = 2$ excitation channel. For helium there is no significant fraction of $2s^2$ in the ground state and as such we see no comparable effect in Figure 3.15.
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Figure 3.16: Graphical representation of the lowest order interactions involving virtual excitation to $n = 2$ in the photodetachment of $H^-$ (left) and elastic scattering on H (right).
Conclusions

Within this work we have investigated the discrepancy between theory and experiment presented by Höhr et al. [82] for the laser assisted electron impact ionisation of helium through implementing the soft photon approximation for the laser assisted cross section within the convergent close-coupling (CCC) method. In doing so we have shown that using the field-free cross sections as calculated by CCC is equally unable to reproduce the result of their experiment and is in fact consistent with their theory which applies the first Born approximation to the field-free scattering. Hence, we have concluded that it is rather the description of the laser interaction that is the cause of the presented discrepancy, likely in that of the slow emitted electron which is heavily influenced by the laser field. This is the current consensus held within recent works [84, 85] which have employed more nuanced descriptions of the target dressing effects and field-free scattering than the original Höhr et al. paper [82], although in the field-free case not to the extent offered by the CCC. Nonetheless, neither of these works are able to rectify the presented discrepancy.

Additionally, we have investigated the photoemission time delay of the H\(^-\) ion in comparison with the elastic scattering time delay of the associated photon free process of the elastic elastic scattering of an electron on H within the dipole singlet channel. Particular focus is given to the behaviours resulting from the opening of the \(n = 2\) excitation channel of H\(^-\) at 10.2 eV. For a comparison with these results for H\(^-\) we also examined the photoionisation of He and the associated processes of elastic scattering on He\(^+\). We found that across this excitation threshold there was considerable growth in the exhibited time delay which was approximately an order of magnitude larger in the photoemission case compared with that of the associated elastic scattering and attributed this effect to the ground state correlation present in H\(^-\). The peak delay was found to reach \(\simeq 40\) as and is of a sufficiently high magnitude to be potentially measured using existing attosecond streaking [89] and interferometric [90] methods.
4.1 Further Work

Initially it was hoped to be able to apply the newly developed soft photon code with CCC to other problems such as to the elastic scattering problems where this approximation has been already shown to work [68–70] with the notable exceptions of small scattering angles [71, 72]. However, typically the field-free to field-assisted ratio involving a specific number of photons is considered, which within this approximation is independent of the scattering target. Hence, there is no room for contribution from the use of the more comprehensive field-free scattering treatment. Additionally, we can potentially improve upon the approximations which omit target dressing effects of the laser atom interaction using existing perturbation techniques that have been applied to the problem [80]. Despite making these improvements however, it is unlikely to effectively tackle this discrepancy as this approach has already been applied in attempt to explain the same laser assisted electron impact ionisation experiment [85]. The consensus in the literature of which our results also support is that a more nuanced treatment is required in the description of the laser interaction than that which is offered by the soft photon approximation. In order to provide such a treatment we hope either to utilise and extend the TDSE code developed by Patchkovskii and Muller [142] for single electron systems or develop our own code to incorporate multi-electron interactions. We have seen as a result of our time delay calculations, the electron-electron correlations play a significant role in the time delay calculations. As such, the development of a method that is able to take into this effect while solving for an atomic system interacting with an ultrashort laser pulse would constitute a significant breakthrough.

With our discovery of the large enhancement of the time delay with the opening of a new reaction channel, particularly in the case of photodetachment (equivalently photoionisation), we expect to see such behaviours in a number of different targets other than those originally considered. For example, in the photodetachment of the Li$^-$ ion near the $2^2P$ threshold [143] and the photoionisation of metastable helium near the $n = 3$ threshold [128]. Similar effects attributed to electron correlation have already been observed in noble gases [144]. Furthermore, in molecules near the threshold of new dissociation channels we again expect to see this kind of enhancement. Particularly ideal targets to observe this kind of enhancement however, are singly negative ions as the measured time delay will not be affected by the laser coupling with the Coulomb field of the resulting ion [145, 146]. This field of attosecond spectroscopy is currently in its infancy and accordingly there are a vast number of interesting problems to consider both theoretically and experimentally. In addition to applying our established methodology to other atomic and molecular targets, the development of a time dependent code that is able to incorporate electron-electron
correlations would potentially enable the solution of these time delay problems from another perspective.

The most promising way for us to proceed is to devise a method based upon the numerical solution of the time dependent Schrödinger equation, as this offers the most detailed and accurate theoretical description of laser driven electron dynamics. However, brute force solutions of this equation are only feasible for simple systems with one or two active electrons. Even for two electron systems driven by long wavelength laser radiation, finding such a solution presents a formidable challenge as the required computational resources increase very rapidly with the wavelength [147]. More complex systems with many active electrons are outside the limits of such an approach. In order to overcome these complications, in our formulation we look to include the correlation effects into the ionisation and/or recombination stage of the laser driven electron dynamics, whereas the propagation of the ionised electrons in the laser field would remain restricted to one or two active particles. This propagation can be solved non-perturbatively by close-coupling methods already available for field-free propagation [148]. In doing so we hope to take into account the many body effects of the electron correlations without causing the problem to become beyond the capabilities of available computational resources. If successful, this approach will allow us to tackle such challenging problems as the non-sequential double ionisation of two electron systems (such as the He atom and H$_2$ molecule) by long wavelength radiation [147], and that of resonantly enhanced harmonic generation in noble gas atoms [149] in addition to the problems investigated within this work.
Appendix A

Atomic Units

The system of atomic units comes from setting the value of the electronic charge $e$, electronic mass $m_e$, reduced Planck constant $\hbar$, and Coulomb constant $k_e = 1/(4\pi\epsilon_0)$ to unity. Accordingly we write

$$e = m_e = \hbar = \frac{1}{4\pi\epsilon_0} = 1.$$  \hspace{1cm} (A.1)

Doing so allows the Hamiltonian of atomic systems to be written in a natural form. For example, the Hamiltonian of a hydrogen atom written in atomic units is simply

$$H = -\frac{1}{2} \nabla^2 - \frac{1}{r}$$  \hspace{1cm} (A.2)

and the resulting energy eigenstates are

$$E_n = \frac{1}{2n^2}$$  \hspace{1cm} (A.3)

in units of Hartree (the atomic unit of energy) $E_h = 27.2$ eV. The ground state ($n = 1$) energy defines the Rydberg as $1/2$ Hartree. The radii of the corresponding orbits within the Bohr model are given by

$$r_n = n^2$$  \hspace{1cm} (A.4)

in units of Bohr radii (the atomic unit of length) $a_0 = 5.29 \times 10^{-11}$ m. From the definition of these two units, through their combination and the addition of the constants set to unity, all other quantities in atomic units can be constructed. Cross sections are then given in units of $a_0^2$ which is equivalent to 28 Mb. Electric fields are given in units of $E_h/(ea_0)$ of which 1 a.u. is the equivalent of $5.14 \times 10^{11}$ V/m. This is the strength of electric field in a hydrogen atom at the radii of orbit in the ground state. Similarly, time is given in units of $\hbar/E_h$ of which 1 a.u. is the equivalent of 24.2 as.

A consequence of setting $\hbar$ to unity is that the de Broglie wave vector becomes analogous to momentum and similarly frequency with energy. For example, an
electron with kinetic energy given in Hartrees has momentum in atomic units given
by \( p = k = \sqrt{2E} \). Furthermore, angular momentum becomes effectively unitless.

The dimensionless fine structure constant \( \alpha \) retains its magnitude in any system
of units

\[
\alpha = \frac{e^2}{4\pi \epsilon_0 \hbar c} \approx \frac{1}{137}.
\]

(A.5)

Hence, in atomic units \( c \approx 137 \).

The relation between laser intensity \( I \) and peak electric field strength \( F_0 \) in a
vacuum is given in atomic units by

\[
I = \frac{F_0^2}{8\pi \alpha}.
\]

(A.6)

The intensity that corresponds to an electric field strength of 1 a.u. in more common
units is \( 3.5 \times 10^{16} \text{ W/cm}^2 \). At this intensity the force due to the laser becomes equal
to that of the atomic field for a hydrogen atom.

**Table A.1:** Common quantities in the system of atomic units.

| Quantity        | Expression                                      | Value in other units |
|-----------------|-------------------------------------------------|----------------------|
| Energy          | \( E_h = m_e e^4/(4\pi \epsilon_0 \hbar)^2 = m_e \alpha^2 c^2 \) | 27.21 eV             |
| Length          | \( a_0 = 4\pi \epsilon_0 \hbar^2/(m_e e^2) = \hbar/(m_ec\alpha) \) | 0.529 Å              |
| Cross Section   | \( a_0^2 \)                                      | 28 Mb                |
| Time            | \( \hbar/E_h \)                                  | 24.2 as              |
| Velocity        | \( a_0 E_h/\hbar = \alpha c \)                  | 1/137 c              |
| Momentum        | \( m_e a_0^2 E_h/\hbar = \hbar/a_0 \)            | 3.73 keV/c           |
| Angular Momentum| \( m_e a_0^2 E_h/\hbar = \hbar \)                | 1.97 keV Å/c         |
| Electric Field  | \( E_h/(e a_0) \)                                | 51.4 V/Å             |
| Intensity       | \( E_h^2/(\hbar a_0^2) \)                       | 0.64 W/Å²            |

In Table A.1 ‘Å’ are Angstroms \( (10^{-10} \text{ m}) \), ‘b’ are barns \( 10^{-28} \text{ m}^2 \), and ‘as’ are
attoseconds \( 10^{-18} \text{ s} \).
Appendix B

Derivations

Here we include some derivations that, although useful to the understanding of key equations, were deemed too lengthy and/or inappropriate for the main body of text.

B.1 Lippmann-Schwinger Equations

We begin with the Schrödinger equation

\[
(E - H)\Psi_S^{(N+i)} = 0
\]  

(2.43)

and look to derive an expression for the transition amplitude given by

\[
\langle k_f \phi^{(N)}_{n_f} | T^S | \phi^{(N)}_{n_i} \rangle \equiv \langle k_f \phi^{(N)}_{n_f} | V^S | \Psi_S^{(N+i)} \rangle.
\]  

(B.1)

Firstly we group terms in the Hamiltonian into the asymptotic part \( H_a \) and the interaction potentials \( V^S \). Note that the \( S \) dependence of \( V \) comes from symmetrisation terms included within it as in (2.45) rather than the potentials themselves being spin dependent. In doing so we may now write (2.43) as

\[
V^S | \Psi_S^{(N+i)} \rangle = (E - H_a) | \Psi_i^{S(N+i)} \rangle.
\]  

(B.2)

Now projecting by \( | \phi^{(N)}_n \rangle \) we have

\[
\langle \phi^{(N)}_n | V^S | \Psi_i^{S(N+i)} \rangle = \langle \phi_n | (E - H_a) | \Psi_i^{S(N+i)} \rangle
\]  

(B.3)

\[
= \langle \phi^{(N)}_n | (E - H_a) \sum_{m=1}^N | \phi^{(N)}_m \rangle \langle \phi^{(N)}_m | \Psi_i^{S(N+i)} \rangle
\]  

(B.4)

\[
= (E - \epsilon^{(N)}_n - k^2/2) \sum_{m=1}^N \delta_{mn} \langle \phi^{(N)}_m | \Psi_i^{S(N+i)} \rangle
\]  

(B.5)

\[
= (E - \epsilon^{(N)}_n - k^2/2) \langle \phi^{(N)}_n | \Psi_i^{S(N+i)} \rangle.
\]  

(B.6)
Here we have used the fact that
\[
H_a \phi^{(N)}_n = (\epsilon^{(N)}_n + k^2/2) \phi^{(N)}_n
\]
with \( \epsilon^{(N)}_n \) being the asymptotic energy of the target in the \( n \)-th state and similarly \( k^2/2 \) for the projectile. Invoking the Green’s function approach we can write
\[
\left\langle \phi_n^{(N)} \right| \Psi^{S(N+)}_i \left| k_i \right\rangle = \frac{\left\langle \phi_n^{(N)} \right| V^S \Psi^{S(N+)}_i \left| k_i \right\rangle}{E + i0 - \epsilon^{(N)}_n - k^2/2} + \sum_{n=1}^{N} \int d^3k \left| k \right\rangle \left\langle k \phi_n^{(N)} \right| V^S \left| \Psi^{S(N+)}_i \right\rangle \right\rangle_{E + i0 - \epsilon^{(N)}_n - k^2/2}
\]
where \( i0 \equiv \lim_{\epsilon \to 0^+} i\epsilon \) is added to ensure outgoing spherical wave boundary conditions (see Appendix B.2). The term \( \delta_{n,i} \left| k_i \right\rangle \) comes from the value of \( \left\langle \phi_n^{(N)} \right| \Psi^{S(N+)}_i \left| k_i \right\rangle \) on the asymptotic boundary. Finally by multiplying both sides of (B.9) by
\[
\sum_{n=1}^{N} \left\langle k_f \phi_f^{(N)} \right| V^S \left| \phi^{(N)}_n \right\rangle
\]
we have
\[
\left\langle k_f \phi_f^{(N)} \right| V^S \left| \Psi^{S(N+)}_i \right\rangle = \sum_{n=1}^{N} \left\langle k_f \phi_f^{(N)} \right| V^S \left| \phi^{(N)}_n \right\rangle \left\langle \phi^{(N)}_n \right| V^S \left| \Psi^{S(N+)}_i \right\rangle \right\rangle_{E + i0 - \epsilon^{(N)}_n - k^2/2}
\]
or equivalently
\[
\left\langle k_f \phi_f^{(N)} \right| T^S \left| \phi^{(N)}_i \right\rangle = \left\langle k_f \phi_f^{(N)} \right| V^S \left| \phi^{(N)}_i \right\rangle \left\langle \phi^{(N)}_n \right| V^S \left| \phi^{(N)}_n \right\rangle \right\rangle_{E + i0 - \epsilon^{(N)}_n - k^2/2}
\]
B.2 Scattering Amplitude

Here we look to provide a derivation for the relationship between the $T$-matrix and the scattering amplitude for elastic scattering. Let us consider a particle scattering on a short ranged potential $V$. The corresponding Schrödinger equation can be written as

$$\langle E - K | \psi \rangle = V | \psi \rangle \quad (B.14)$$

where $E = k^2/2 > 0$ is the total energy of the system and $K$ is the kinetic energy of the projectile. Utilising the Green’s function approach we may write the wavefunction as

$$| \psi \rangle = | k \rangle + \frac{V}{E - K} | \psi \rangle \quad (B.15)$$

$$= | k \rangle + \int dk' \frac{| k' \rangle \langle k' | V | \psi \rangle}{E - k'^2/2} \quad (B.16)$$

where $k$ is defined such that $(E - K) | k \rangle = 0$. If we now project onto coordinate space and recognise that $dk^3 \equiv k^2 dk \hat{k}$ we can write for large $r$

$$\langle r | \psi \rangle = \langle r | k \rangle + \int_0^\infty dk' k'^2 \frac{\langle r | k' \rangle \langle k' | V | \psi \rangle}{E - k'^2/2} \quad (B.17)$$

$$= (2\pi)^{-3/2} \exp(i k \cdot r)$$

$$+ (2\pi)^{-3/2} \int dk' \int_0^\infty dk'' k'^2 \exp(i k' \cdot r) \frac{\langle k' | V | \psi \rangle}{k''^2/2 - k'^2/2} \quad (B.18)$$

$$= (2\pi)^{-3/2} \exp(i k \cdot r)$$

$$+ \frac{1}{ir\sqrt{2\pi}} \int_0^\infty dk'' 2k'' \exp(i k'' r) \frac{\hat{k'} | V | \psi \rangle - \langle -\hat{k'} | V | \psi \rangle \exp(-i k'' r)}{(k + k'')(k - k'')} \quad (B.19)$$

$$= (2\pi)^{-3/2} \exp(i k \cdot r)$$

$$+ \frac{1}{ir\sqrt{2\pi}} \int_{-\infty}^\infty dk'' 2k'' \exp(i k'' r) \frac{\hat{k'} | V | \psi \rangle}{(k + k'')(k - k'')} \quad (B.20)$$

where we have used

$$\langle r | k \rangle = (2\pi)^{-3/2} \exp(i k \cdot r), \quad (B.21)$$

the expansion

$$\lim_{r \to \infty} \exp(i k \cdot r) = \frac{2\pi}{ikr} \left( \delta(\hat{k}' - \hat{r}) \exp(i kr) - \delta(\hat{k}' + \hat{r}) \exp(-i kr) \right), \quad (B.22)$$

and the symmetry about $k' = 0$ in (B.19) to extend the lower integration limit to $-\infty$.

Now let us consider the closed semi-circular contour $C = C_1 + C_2$ of radius $R$ as shown in Figure B.1. The choice to use this contour which includes the pole
Figure B.1: The closed contour $C = C_1 + C_2$ that corresponds to a solution consistent with outgoing spherical wave boundary conditions. It contains the singularity occurring at $k'$ but avoids that of $-k'$. For incoming spherical wave boundary conditions this is reversed.

at $k = k'$ and not that of $k = -k'$ is purely because it leads to an expression appropriate for an outgoing spherical wave. The addition of infinitesimally small imaginary components about these poles is commonly denoted by the addition of $+i0$ or superscript $(+)$ . For the equivalent expression resulting in an incoming spherical wave the inclusion of these poles is reversed and accordingly the notation $-i0$ or $(−)$ is used. Note that on this contour we have

$$\lim_{R \to \infty} \int_{C_1} dk' \frac{2k' \exp(ik'r)(\hat{r}k'|V|\psi)}{(k + k')(k - k')} = 0$$  \hspace{1cm} (B.23)$$

$$\lim_{R \to \infty} \int_{C_2} dk' \frac{2k' \exp(ik'r)(\hat{r}k'|V|\psi)}{(k + k')(k - k')} = \int_{-\infty}^{\infty} dk' \frac{2k' \exp(ik'r)(\hat{r}k'|V|\psi)}{(k + k')(k - k')}.$$  \hspace{1cm} (B.24)$$

Hence, we may write

$$\int_{-\infty}^{\infty} dk' \frac{2k' \exp(ik'r)(\hat{r}k'|V|\psi)}{(k + k')(k - k')} = \lim_{R \to \infty} \oint_C dk' \frac{2k' \exp(ik'r)(\hat{r}k'|V|\psi)}{(k + k')(k - k')}.$$  \hspace{1cm} (B.25)$$

Now using contour integration we may evaluate this integral using

$$\oint_C dz \ f(z) = 2\pi i \sum_{i=1}^{n} \text{Res}[f(z_i)]$$  \hspace{1cm} (B.26)$$

where each $z_i$ corresponds to a pole of $f(z)$ and the residue is given by

$$\text{Res}[f(z_i)] = \frac{1}{n!} \lim_{z \to z_i} \frac{d^n}{dz^n} [(z - z_i)^{n+1} f(z)]$$  \hspace{1cm} (B.27)$$

where $n$ is the order of the corresponding pole. Doing so yields

$$\langle r | \psi \rangle = (2\pi)^{-3/2} \exp(ik \cdot r) - \sqrt{2\pi} \langle \hat{r}k | V | \psi \rangle \frac{\exp(ik' r)}{r}$$

and hence we have the scattering amplitude $f(\hat{r}k) = -\sqrt{2\pi} \langle \hat{r}k | V | \psi \rangle.$
B.3 Time Delay

Here we provide an introduction to the concept of a time delay in an elastic scattering collision through reproducing the comparatively simple derivation summarised in the review of de Carvalho and Nussenzveig [131]. Consider a one dimensional wavepacket given by

$$\langle t \ x | \Psi \rangle = \int |A(k)| \exp \left\{ i \left[ kx - \omega(k)t + \eta(k) \right] \right\} \, dk \quad (B.28)$$

consisting of waves of magnitude $|A(k)|$, phase shift $\eta(k)$, and frequency $\omega(k)$. Assuming that $|A(k)|$ is at a maximum for $k_0$ it is a reasonable question to ask at what $x$ will the packet be peaked at a given time $t$. Considering (B.28) as a superposition of monochromatic waves (summed over $k$), large variation of phase will cause mainly destructive interference. Hence, the largest amplitude will occur when the maximum of $|A(k)|$ ($k_0$ by definition) corresponds to a stationary point of the phase, i.e.

$$\left[ kx + \eta(k) - \omega(k)t \right] \bigg|_{k=k_0} = \text{const.} \quad (B.29)$$

$$\implies x + \left[ \frac{d\eta(k)}{dk} - \frac{d\omega(k)}{dk} t \right] \bigg|_{k=k_0} = 0. \quad (B.30)$$

From which, it is clear that the point of constant phase (the maximum of the packet) travels with a velocity

$$v_g = \frac{d\omega(k)}{dk} \bigg|_{k=k_0}. \quad (B.31)$$

For a dispersive medium ($\omega$ not linear with $k$) this will differ from the phase velocity

$$v_\phi = \frac{\omega(k_0)}{k_0}. \quad (B.32)$$

If we now instead consider the wavepacket of s-wave ($L = 0$) scattering on a spherically symmetric short ranged potential we can express the incoming packet via

$$\lim_{r \to \infty} \langle r | \Psi_i \rangle = \int_0^\infty |A(E)| \exp \left\{ i \left[ -kr - Et + \eta(E) \right] \right\} \, dE. \quad (B.33)$$

Note that here $k$ is simply shorthand via $k = \sqrt{2E}$. For this packet the point of constant phase occurs at a time

$$t_{i \ max} = \left[ -\frac{r}{k} + \frac{d\eta(E)}{dE} \right] \bigg|_{E=E_0}. \quad (B.34)$$

This is correspondingly the point which the packet is centred about. Note that in coming to the expression (B.34) we require that $r$ is not a function of the projectile.
energy $E$ at an asymptotically large distance from the scattering centre. Similarly, considering the outgoing wavepacket we have

$$\lim_{r \to \infty} \langle r | \Psi_f \rangle = \int_0^\infty |A(E)| \exp \left\{ i \left[ kr - Et + \eta(E) + 2\delta(E) \right] \right\} \, dE$$  \hspace{1cm} (B.35)

where the $2\delta(E)$ term is the phase shift due to the scattering event associated with the elastic $S$-matrix element $S(E) = \exp\{2i\delta(E)\}$. The outgoing wavepacket is therefore centred about a time

$$t_{f\text{ max}} = \left. \left[ \frac{r}{k} + \frac{d\eta(E)}{dE} + 2 \frac{d\delta(E)}{dE} \right] \right|_{E=E_0}.$$  \hspace{1cm} (B.36)

Interpreting this in comparison with the expression for the initial wavepacket (B.34) we define the time delay of this scattering event as

$$\tau = \left. \frac{d\delta(E)}{dE} \right|_{E=E_0}.$$  \hspace{1cm} (B.37)

The same definition is appropriate for higher partial waves as for an asymptotic distance they simply differ by trivial factors. Hence, for a partial wave of given $L$ we have

$$\tau_L = \left. \frac{d\delta_L(E)}{dE} \right|_{E=E_0}.$$  \hspace{1cm} (B.38)
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