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ABSTRACT: In this work we introduce the generic conditions for the existence of a non-equilibrium attractor that is an invariant manifold determined by the long-wavelength modes of the physical system. We investigate the topological properties of the global flow structure of the Gubser flow for the Israel-Stewart theory and a kinetic model for the Boltzmann equation by employing Morse-Smale theory. We present a complete classification of the invariant submanifolds of the flow and determine all the possible flow lines connecting any pair of UV/IR fixed points. The formal transseries solutions to the Gubser dynamical system around the early-time (UV) and late-time (IR) fixed points are constructed and analyzed. It is proven that these solutions are purely perturbative (or power-law asymptotic) series with a finite radius of convergence. Based on these analyses, we find that Gubser-like expanding kinetic systems do not hydrodynamize owing to the failure of the hydrodynamization process which heavily relies on the classification of (non)hydrodynamic modes in the IR regime. This is in contrast to longitudinal boost-invariant plasmas where the asymptotic dynamics is described by a few terms of the hydrodynamic gradient expansion. We finally compare our results for both Bjorken and Gubser conformal kinetic models.
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1 Introduction and summary

It is often argued in science and engineering textbooks that the regime of validity and applicability of hydrodynamics is linked to the existence of a hierarchy between the mean free path $\lambda_{m,f,p}$ and the system size $L$. The existence of such a hierarchy implies that the gradients of the fluid hydrodynamic fields are small compared to their corresponding thermal equilibrium configurations. In a modern approach, this also gives rise to the interpretation of hydrodynamics as an effective field theory for the slowly varying long-wavelength modes of many-body systems in the form of a gradient expansion.

This viewpoint, however, has been questioned recently in light of the phenomenological success of fluid dynamical models to describe rapidly expanding fireball of nuclear matter created in Ultra-relativistic Heavy Ion Collisions (cf. refs. [1–4] and references therein). As a matter of fact, different toy models in the strong and weakly coupled regimes have hinted at a possibility of hydrodynamics being able to extend further to describe dynamical aspects of extremely non-thermal equilibrium configurations [5–16]. Furthermore, it was shown recently in holographic systems [17–19] that the radius of convergence of the dispersion relations is orders of magnitude larger than the standard small-frequency limit. Similar conclusions were drawn in some kinetic theory models [20, 21]. Therefore, we need a
consistent fluid dynamics formulation to explain hydrodynamics far from equilibrium using first principles.

There are many unknown elements of this new formulation despite a few important lessons learned in the recent years. For instance, different numerical studies indicate that the equations of motion for a class of fluids undergoing Bjorken flow [13, 22–39] can be dimensionally reduced to a single equation for the inverse Reynolds number $Re^{-1}$ as a function of the Knudsen number $Kn$.\(^1\) Being an explicitly time-dependent (also known as “nonautonomous”) dynamical system with an attracting IR fixed point\(^2\) at late times $Kn \ll 1$, the model enjoys solutions that approach this fixed point which naturally merge before equilibrating. Roughly speaking, the set of points shared by the solutions to the model, aka “flow lines” in a dynamical system interpretation, is dubbed as hydrodynamic attractor or simply attractor. Since there are two UV fixed points in the system sourcing the flow of matter at early times $Kn \gg 1$, the main question is whether the attractor can be continued back to one of these fixed points.\(^3\) In other words, is there a complete flow line initiated at a UV fixed point that connects to the hydrodynamic attractor?

Finding an answer to the question might ultimately boil down to considering the fast-slow decomposition of the geometry of distribution for a given system [41, 42]. Although a distribution obeying Boltzmann equation includes wider class of solutions in general, it can directly correspond to hydrodynamics through a lifting/projection process once a particular set of solutions are chosen. Above all else lies the fact that the existence of a slow manifold (or hydrodynamic attractor) is a necessary and sufficient indicator for hydrodynamization. However, the existence proof is a nontrivial problem for which one has to figure out both the global and local structures of the underlying dynamical system.

A definite answer to this difficult problem can at least be given for certain kinetic models of expanding plasmas undergoing Bjorken flow. The longitudinal boost-invariant systems are often described in terms of the longitudinal proper time $\tau = \sqrt{(x^0)^2 - (x^3)^2}$ and they present an unresolvable singularity in the Boltzmann equation at $\tau = 0$ [40]. It has been known for a while that certain interesting features of the hydrodynamic expansion of the Bjorken flow are better understood if we use the variable $w = \tau T$ (\(T\) being the temperature) [12]. However, in this new variable the UV structure of flow lines of the original dynamical system of ODEs is completely altered topologically.\(^4\) This becomes a

---

\(^1\)For the Bjorken flow, the inverse Reynolds number is $\pi/p$ in which $\pi$ is the independent shear viscous component and $p$ is the equilibrium pressure, whereas the Knudsen number is $Kn \sim (\tau T)^{-1}$. We should also note that $Kn$ is sometimes denoted as $w$.

\(^2\)We admit that the use of word fixed point in a time-dependent system is loose as it does not really exist for all times. However, at late times, we can take an open set localized at the equilibrium values for the configuration-space variables except time and consider that the flow remains oblivious to the time steps, making it a limit fixed point.

\(^3\)It is possible for this continuation to not generate a unique critical line in case both the UV fixed points are “saddle”, a fact that does not obviously hold in the configuration space of the Bjorken flow. Note that a critical line is really a complete flow line that basically lies on the boundary of basin of attraction [40].

\(^4\)The variable $w$ does not capture any UV information from the original system and rather serves as a toy model for the Bjorken flow in $\tau$. A simple pathology to think of is the fact that writing the equations in $w$ takes away the singularity at $\tau = 0$ and transforms it into an unphysical singularity in another configuration-space component, the normalized shear viscous tensor. This makes $w$ a topologically forbidden coordinate.
crucial matter if we are to study the UV completion of the flow lines. That is why it is sufficient to focus on the topology of the invariant manifold which contains all the stable flow lines that connect the physical information of the UV to that of IR. Thanks to the symmetries of the dynamical system, it is an extremely important point to press on that the topology of the invariant manifold has to survive any coordinate transformation respecting those symmetries, a requirement that is not satisfied for the \( w \) variable.

In a more general class of hydrodynamic theories, the search for solutions depends on the existence of an “invariant manifold” which substantiates many properties of the original kinetics. Since a reduced description of hydrodynamics only needs parametrization of microscopic variables projected as macroscopic fields \( \mathbf{v}, p, \varepsilon \), a “lifting procedure” is required to acquire knowledge about a complete microscopic picture. This procedure is well-defined on a “slow” invariant manifold — or simply slow manifold,\(^5\) where the hydrodynamic flow meets the kinetic motion of a fluid as the kinetics becomes well-behaved at a small Knudsen number and hydrodynamic field becomes bounded close to the local equilibrium [41–43]. If the slow manifold exists, a complete understanding of hydrodynamics can be obtained based on these macroscopic fields. Therefore, an important task in this formulation is to find the slow manifold.

Another misconception that we have to shed some light on is that in nonlinear nonautonomous systems, the dynamical system itself evolves with time so speaking of a global attractor that servers as a UV-IR complete flow line as in autonomous systems is not generally an option. Let us look at what this means with an example. Consider the Boltzmann equation with some collision kernel \( \mathcal{C}[f(X(\tau), \tau)] \),\(^6\) which explicitly depends on time \( \tau \) and some configuration-space variable \( X \). Now, solving \( \mathcal{C}[f] = 0 \) puts a condition on the distribution function. We can take this condition to be \( f(X^*(\tau), \tau) = f_* \) where \( f_* \) is a real constant. Here, \( X^*(\tau) \) determines the zeros of the equation \( f(X^*(\tau), \tau) - f_* = 0 \) and suppose for simplicity that there is only one zero and \( \mathcal{C}[f(X(\tau))] \) is decreasing as we tend to this point. Normally, we would have considered this zero to be an attracting fixed point of the Boltzmann equation, but now obviously it is evolving with time. However, the evolution of \( X(\tau) \) with appropriate initial values is going to get closer to \( X^*(\tau_*) \) at every time step \( 0 < \tau \leq \tau_* \). If we repeat the same exercise of obtaining the evolution of individual variables until \( \tau_* \), we can observe a line across all values of \( \tau_* \). This line is deemed as an “attractor solution” since it naturally attracts the points falling in the basin of attraction of \( X^*(\tau) \) until every time step \( \tau_* \), even though as we can see, it is nothing but the trace of the zero of collision kernel across all times which really becomes the thermal equilibrium of the system at \( \tau_* \to \infty \). In other words, the system did not know about its equilibrium state in the past since there was none to begin with. Only it is change as far as the UV limit is concerned [40]. We have listed two other reasons at the end of section 5.

\(^5\) In non-relativistic kinetic theory it is usually considered that if the Navier-Stokes limit is achievable, the slow manifold is then defined by this limit where long-wavelength modes attenuate at the same decay rate. The fast-slow decomposition connects the initial configurations of macroscopic fields (initial condition for \( \mathbf{v}, p, \varepsilon \)) to the hydrodynamization in the long-wavelength limit where the flow of hydrodynamics can be consistently defined from these macroscopic fields.

\(^6\) Normally, we should have included temperature in \( f \), which is obviously ignored here, since it does not affect the conclusion.
at $\tau_* \to \infty$ that the system reaches a fixed point $X^*(\tau_*)$ and an equilibrium distribution $f_*$. Therefore, we need to really talk about attractors in the past or future of an evolving fluid with explicitly time-dependent dynamics; see figure 1.

The analysis of higher dimensional fluids such as the Gubser flow [44, 45] as well as less symmetric flow profiles in $2+1$D [46] and $3+1$D [47] indicate that there are attractors for these PDEs that might be subset of complete flow lines. The analysis of attractors for higher dimensional systems is more involved than the $1D$ longitudinal boost-invariant case so the original approach of the authors of ref. [30] falls short to describe them. For instance, for the Gubser flow, two of the current authors showed by studying that flow as a dynamical system and performing stability analysis of IS theory [44] that the form of attractor is not described by the asymptotic perturbative gradient expansion in terms of the Knudsen number. Although this example was just a simple exercise to show the power of dynamical systems in lower spatial dimensions, this approach in essence is way more generic and could apply to fluids expanding in higher dimensions for probing not only the attractors, but also interesting phenomena such as the existence of saddle-type steady states in the mid-range, fluid turbulence, chaos, etc.

In this work, we investigate and generalize our previous findings [44] and focus on constructing all the possible links between UV and IR points using topological properties of the Gubser flow as a nonautonomous dynamical system based on the Morse-Smale decomposition and the transseries analysis. In practice, it is possible to describe the story using just the Morse decomposition, in which case we should focus on the Morse-Lyapunov functions for describing the flows. So for us, the two decompositions are interchangeable even though the demonstrations will be done without referring to a specific Morse function.
To start things off, we consider the global structure by giving an account of the stability analysis of the fixed points \[48, 49\] and define rigorously what exactly an attractor is in a nonautonomous system. This comes handy when we discuss different types of attractors in this system. We consider the time evolution of flow lines (configuration-space trajectories) attached to individual fixed points portrayed in lower dimensions in the space of moments of distribution function and temperature, and reveal the global structure from the topology of its invariant set and constituent invariant subsets. It is shown that there exists two bounded invariant submanifolds in the configuration space and one of them has a nontrivial flow structure in the sense that it contains a local future attractor, but the system lacks a local past attractor. As for the analytic solutions to the evolution equations, we construct a formal transseries solution by expanding around the stable IR fixed point and show the asymptotic behavior of hydrodynamical quantities and the Boltzmann distribution function. Furthermore, we prove that the formal transseries is a convergent series with a finite radius of convergence, and hence why the distribution does not converge to a thermal equilibrium. Indeed, one cannot find a well-defined hydrodynamic description of Gubser flow due to the fact that the Knudsen number is large and a slow manifold does not exist. This is backed by the failure of Chapman-Enskog expansion, which stems from the nonvanishing derivative of distribution at late times, implying that the system still undergoes expansion near the local equilibrium. We conclude by giving final remarks.

2 Stability analysis of conformal Israel-Stewart theory

We start our discussion of the global flow structure and stability analysis for the Gubser flow by considering the Israel-Stewart (IS) theory \[50\]. As a warm-up exercise, we use this hydrodynamic truncation scheme to get things started and introduce a set of mathematical tools to analyze the structure of the solutions near its asymptotic early-time (UV) and late-time (IR) fixed points. Some of the results presented in this section were partially derived in a previous publication \[44\]. We are going to build some aspects of our original approach into this paper and extend our previous findings. The generalization of the methods described in this section to the case of the relativistic Boltzmann equation within the relaxation time approximation (RTA) is presented in forthcoming sections.

The Gubser flow describes a conformal fluid undergoing longitudinally boost-invariant and azimuthally symmetric expansion on the transverse plane in Minkowski space \[51, 52\]. The symmetry group of this flow, \(SO(3)_q \times SO(1, 1) \times \mathbb{Z}_2\) is then manifestly inherited from the symmetries of \(dS_3 \times \mathbb{R}\) spacetime and thus, the analysis of dissipative equations is more conveniently described on this manifold. The coordinates, the metric \(g_{\mu\nu}\), and the flow velocity profile in this curved space are respectively given by

\[
x^\mu = (\rho, \theta, \phi, \varsigma), \quad \rho, \varsigma \in \mathbb{R}, \quad \theta \in [0, \pi], \quad \phi \in [0, 2\pi),
\]

\[
g_{\mu\nu} = \text{diag}(1, -\cosh^2 \rho, -\cosh^2 \rho \sin^2 \theta, -1),
\]

\[
u^\mu = (1, 0, 0, 0).
\]

\[\text{In an earlier paper} [44], \text{we did only consider a few terms in the naive asymptotic expansion around the stable IR fixed point and concluded that it was divergent. In this paper, we show that in fact had we continued further, the expansion would have turned out to be convergent eventually.}\]
From the conservation law and the IS theory, the equations of motion for the effective temperature $T$ and the normalized shear viscous component $\pi := \pi^\kappa\kappa/(\epsilon + p)$, are derived to be [54]

$$
\begin{align}
\frac{dT}{d\rho} &= \frac{T}{3} (\pi - 2) \tanh \rho, \quad (2.4a) \\
\frac{d\pi}{d\rho} &= -\frac{4}{3} \left( \pi^2 - \frac{1}{5} \right) \tanh \rho - \frac{T\pi}{c}. \quad (2.4b)
\end{align}
$$

where $c > 0$ is an arbitrary dimensionless real scale that relates the shear relaxation time scale $\tau_\pi$ and the ratio of shear viscosity over entropy $\eta/s$, which in the conformal case is simply $\tau_\pi T = c\eta/s$. Eqs. (2.4) constitute what is called in the math literature a nonautonomous dynamical system since the de Sitter time variable $\rho$ appears explicitly on the r.h.s. through the expansion rate $D_\mu u^\mu = \tanh \rho$.\(^9\)

In general, a nonautonomous system has some subtleties when it comes to defining and analyzing its dynamical equilibrium points, i.e. fixed points, and their stability. For instance, eqs. (2.4) do not have a fixed point on the finite domain unless at $\rho \to \infty$. This is because the r.h.s. of eqs. (2.4) includes $\rho$ explicitly only for infinitely large $|\rho|$, the configuration-space variables become independent of $\rho$, thus constant under flow time translations. Since the time dependence of the flow is explicit, the said statement means that the fixed points of a nonautonomous systems are only asymptotically achieved and therefore live on the boundary of configuration space.\(^10\) Moreover, in nonautonomous systems, a smooth change in the flow parameter can induce topological changes such as bifurcation that are probed in time-independent systems by tuning a control parameter. Consequently, the knowledge of local behavior is not adequate to determine the UV completion of the solution. A holistic comprehension of the flow is needed, facilitated by the global analysis of its topology. There are other differences that we will touch on as we continue.

### 2.1 Flow structure

In this subsection, we classify all the fixed points of the IS theory in both UV and IR limits by calculating their instability index in the extended configuration space to lay out the basic local structure of the flow. We use the skew product flow formalism of this nonautonomous system to portray both the local structure of the configuration space $(T(\rho), \pi(\rho))$ and

\begin{align}
\frac{dA}{dt} &= S(t, A),
\end{align}

being $S(t, A)$ an arbitrary function of the vector field $A$ and the time variable $t$. If the r.h.s. of the previous generic equation does not have an explicit time dependence the system is called autonomous.\(^11\)

\(^9\)Here, $\pi^\kappa\kappa$ is the only independent component of the shear viscous tensor, $\epsilon$ is the energy density, and $p$ is the equilibrium pressure. In our previous works [40, 44, 53], we called $\pi$ the effective normalized shear viscous tensor. We will stick to this name throughout the present paper as well.

\(^10\)The nonautonomous dynamical system is a group of ODEs which depend explicitly on time, i.e.,

\(^11\)For this reason, if the time direction is non-compact, it is more appropriate to use the term “fixed points at infinity” when referring to the fixed points of nonautonomous systems; see for instance [55]. It should be reminded that throughout this paper, we will assume the existence of fixed points for a fixed time interval [56].
its time-dependent change in the global picture. Following this construction and Morse
decomposition, we show all the possible flow lines connecting any pair of UV/IR fixed
points and discuss the existence or nonexistence of pullback attractors.

2.1.1 Fixed point and stability

This subsection overlaps with previous findings [44] and recaps some of those results. We
consider the analysis of fixed points in the UV and IR for eqs. (2.4) determined by finding
the zeros of the expressions on the right-hand sides. This basically amounts to solving for
points at which \( \frac{d}{d\rho} = 0 \) and taking the limit \( \rho \to \mp \infty \) in the solutions. The original
nonautonomous dynamical system (2.4) can be made autonomous by defining a flow time
variable \( \tau = \tanh \rho \). The resulting autonomous system reads\(^\text{11}\)

\[
\begin{align*}
\frac{dT}{d\rho} &= \frac{T}{3} (\bar{\pi} - 2) \tau =: F_T(X), \\
\frac{d\bar{\pi}}{d\rho} &= -\frac{4}{3} \left( \bar{\pi}^2 - \frac{1}{5} \right) \tau - \frac{T\bar{\pi}}{c} =: F_{\bar{\pi}}(X), \\
\frac{d\tau}{d\rho} &= 1 - \tau^2 =: F_{\tau}(X),
\end{align*}
\]

where we have defined \( X := (T, \bar{\pi}, \tau) \). One of the major advantages of performing this
transformation is that the fixed points are no longer at infinity since \( \tau = \mp 1 \) [44]. As
a result, fixed points on the finite-time boundary naturally unfold the interpretation of
equilibria in a hydrodynamic system. The fixed points \( X^c \) defined by \( F_i(X) = 0 \) for any
index \( i \) are given by

\[
X^c = \begin{cases}
(0, +1/\sqrt{5}, -1) =: \Sigma_{U(A)} \\
(0, +1/\sqrt{5}, +1) =: \Sigma_{I(A)} \\
(0, -1/\sqrt{5}, -1) =: \Sigma_{U(B)} \\
(0, -1/\sqrt{5}, +1) =: \Sigma_{I(B)} \\
(+38c/15, 2, -1) =: \Sigma_{U(C)} \\
(-38c/15, 2, +1) =: \Sigma_{I(C)}
\end{cases}
\]

where \( \Sigma_{U(\bullet)} \) and \( \Sigma_{I(\bullet)} \) denote the UV (\( \tau = -1 \)) and IR (\( \tau = 1 \)) fixed points respectively. We define the fixed point set as \( \Sigma_a = \{ \Sigma_{U(A)}, \Sigma_{I(A)}, \ldots, \Sigma_{U(C)}, \Sigma_{I(C)} \} \) where \( a = \{ U(A), I(A), \ldots \} \).

The stability for each fixed point can be determined by slightly perturbing the solution
in the vicinity of it. This leads to a linearized form of the ODEs which captures whether
a small deviation around the fixed point \( \mathbf{X} \to \mathbf{X}^c + \delta \mathbf{X} \) is attractive (a sink), repulsive (a
source), a combination of both (a saddle), etc. In an autonomous system, an equilibrium
is classified by the dimension of attraction or repulsion, which is probed by the direction
where the deviation of a system is uniformly bounded or the opposite. The importance
of these qualities from a physical standpoint is that we can label the points at which the

\( ^{11} \)In the language of dynamical systems, the time-independent ODEs are often called master-slave sys-
tem [49, 57].
flow lines are starting to diverge from or approach ultimately in the UV and IR limit by identifying these points as either stable, marginally stable, unstable, etc. For example, hydrodynamic equilibrium is always a stable point, which means that every line in the vicinity of this point will be attracted to it. The generic form of a linearized ODE reads

$$\frac{d\delta X}{d\rho} = J^a\delta X,$$

where $J^a$ is called Jacobian matrix. For the autonomous system (2.5)–(2.7), $J^a$ is defined by

$$J^a_{ij} := \frac{\partial F_i}{\partial X_j} \bigg|_{X \rightarrow \Sigma_a} \begin{pmatrix} 2 \gamma - \frac{2}{3} & \frac{T - \frac{8}{3}}{\frac{3}{\gamma}} & \frac{T \gamma - \frac{8}{3}}{\frac{3}{\gamma}} \\ \frac{3}{\gamma} - \frac{2}{3} & -\frac{4}{3} (\frac{\gamma^2 - \frac{1}{3}}{\frac{3}{\gamma}}) & 0 \\ 0 & 2T - \frac{4}{3} (\frac{\gamma^2 - \frac{1}{3}}{\frac{3}{\gamma}}) & -2T \end{pmatrix}.$$

One can easily obtain the eigenvalue of $J^a$ as

$$\text{Eigen}(J^a) = \text{diag}(b^1, b^2, b^3) \begin{cases} \left\{ \frac{\pm}{3} \left( \frac{2 - \frac{1}{\sqrt{3}}}{\sqrt{3}} \right), \frac{\pm}{3} \frac{8}{3} \sqrt{3}, \pm 2 \right\} & \text{for } \Sigma_{U,I(A)} \\ \left\{ \frac{\pm}{3} \left( \frac{2 + \frac{1}{\sqrt{3}}}{\sqrt{3}} \right), \frac{\pm}{3} \frac{8}{3} \sqrt{3}, \pm 2 \right\} & \text{for } \Sigma_{U,I(B)} \\ \left\{ \frac{\pm}{3} \left( \frac{\sqrt{3}^2 + 21}{21^2} \right), \frac{\pm}{15} \left( \frac{\sqrt{3}^2 - 21}{21^2} \right), \pm 2 \right\} & \text{for } \Sigma_{U,I(C)}. \end{cases}$$

In order to measure the stability in the vicinity of a fixed point, we define the instability index [58] for $\Sigma_{U,I} (A)$ and $\Sigma_{I}(A)$:

$$\text{Ind}[J^a] := \sum_{i=1}^{3} H(\Re b^i),$$

where $H(x)$ is the Heaviside function. For the eigenvalues (2.11) one obtains the following indexes for each fixed point

$$\text{Ind}[J^A] = 3, \quad \text{Ind}[J^I] = 0,$$
$$\text{Ind}[J^U] = 2, \quad \text{Ind}[J^I] = 1,$$
$$\text{Ind}[J^U] = 2, \quad \text{Ind}[J^I] = 1.$$

According to the index (2.12), one can see that $\Sigma_{U}(A)$ and $\Sigma_{I}(A)$ are a source and a sink, respectively, and the others are saddles. The behavior of the flow lines in the vicinity of a particular fixed point in this case is determined by the eigenvalues $b^a$ of the matrix $J^a$. In the three dimensional configuration space $X$, there are 8 possible fixed points:

- One source if all the eigenvalues are positive;
- One sink if none of the eigenvalues are positive;
- One index-1 saddle point if all eigenvalues are real with only one being positive;

\[\text{From the perspective of Morse theory, instability index is identical to the Morse index of a critical point, which is the dimension of the unstable manifold of the critical point over which the Hessian is negative-definite. For example, a flow connected to a fixed point with instability index of one should move away along the direction of the corresponding eigenvector of } J^a, \text{ which is equivalent to saying that we have a critical point of index one around which the associated Morse function is concave down, thus a 1-dimensional unstable manifold.}\]
• One index-2 saddle point if all eigenvalues are real with only two being negative;

• One spiral attractor if there is one real eigenvalue and one complex-conjugate pair with all having negative real parts;

• One spiral repeller if there is one real eigenvalue and one complex-conjugate pair which have positive real parts;

• One index-1 spiral saddle point with one positive real eigenvalue and two complex conjugate eigenvalues with negative real parts;

• One index-2 spiral saddle point with one negative real eigenvalue and two complex conjugate eigenvalues with positive real parts.

The value of the eigenvalues is directly linked with the behavior of the solutions of the linearized equation around the fixed point. For example, for $\Sigma_{U,I(\Lambda)}$ one finds that

$$\delta T(\rho) = \sigma_1 e^{\pm \frac{1}{3}(2 - \frac{1}{\sqrt{3}})\rho} = \sigma_1 z_{\pm}^{-\frac{1}{3}(2 - \frac{1}{\sqrt{3}})}, \quad (2.16)$$

$$\delta \pi(\rho) = \sigma_1 e^{\pm \frac{1}{3}(2 - \frac{1}{\sqrt{3}})\rho} + \sigma_2 e^{\pm \frac{8}{3\sqrt{3}}\rho} = \sigma_1 z_{\pm}^{-\frac{1}{3}(2 - \frac{1}{\sqrt{3}})} + \sigma_2 z_{\pm}^{-\frac{4}{3\sqrt{3}}}, \quad (2.17)$$

$$\delta \tau(\rho) = \sigma_3 e^{\pm 2\rho} = \sigma_3 z_{\pm}^{-1}, \quad (2.18)$$

where $z_{\pm} = e^{\pm 2\rho}$, $\sigma_i$ is an integration constant and the Lyapunov exponents correspond to the eigenvalues governing the damping and/or growth of the perturbation close to the fixed points. It is important to emphasize that on the one hand, the solutions of the linearized ODEs give the transmonomial of the formal transseries, which are usually identified as a non-perturbative term in the sense that exponentially suppressed terms do not admit a perturbative expansion [40, 53, 59, 60]. Since the linearized solutions (2.16) do not have the typical exponential transmonomials when written in terms of $z_{\pm}$, the solutions are deemed merely perturbative even though there might be power-law corrections. On the other hand, the asymptotics of IS theory describes a far-from-equilibrium state due to the curvature of $dS_3 \times \mathbb{R}$ when $\rho \to \pm \infty$, and it thus cannot have a hydrodynamic gradient expansion. Another way to see this is that the solutions of IS theory for the Gubser flow do not scale asymptotically with the Knudsen number $Kn \sim \tanh \rho/T(\rho)$. In other words, the demise of gradient expansion is a direct result of the break of Knudsen number in the presence of nonvanishing curvature in the IR limit. In the next subsection, we will explain why the expansion parameter for the formal transseries must be $z_{\pm} = e^{\mp 2\rho}$.

---

13 This expansion is asymptotic and does not continue to small $|\rho|$ due to the fact that $z_{\pm} \to 1$ as $\rho \to 0$, meaning that a transseries solution does not exist across $\rho \in \mathbb{R}$ connected to the hydrodynamic equilibrium $\Sigma_{U,I(\Lambda)}$ if the expansion parameter is just $z_{\pm}$. We prove the existence or (non-existence) of solutions between any possible pair of UV/IR fixed points systematically using topological arguments and construct transseries solutions in the next two subsections.
2.1.2 Global structure

The nonautonomous system is a group of ODEs which depend explicitly on time. The most distinguishing aspect of this type of system compared to an autonomous system is that in the latter, a flow is invariant under time translations, whereas in the former, it does care about when the flow was initiated. In other words, an explicitly time-dependent dynamical system does entail a time memory for every flow line on the contrary to an autonomous system in which the flow dynamics does not keep track of the initial time at which we considered the flow. This far-reaching effect changes the way to survey a nonautonomous system as its flow line is contingent on when the history is defined. In contrast to an autonomous system where a flow propagating with the same period of time is identical on a manifold, the topological space of a nonautonomous system identifies a flow by both of its initial time and its evolution $\Delta \rho$ treated as a parameter. Therefore, a flow which is sufficiently well-characterized on a time-independent smooth manifold of configuration-space variables, needs to be generalized to a smooth fiber bundle. This basically makes the space of variables in the configuration space a spacelike hypersurface, e.g., fiber or transverse manifold, that evolves over the time direction — also called base manifold (see figure 2). Additionally, every spacelike hypersurface is labeled by the time step it is retrieved at. This is reminiscent of a spacelike hypersurface in relativity where the normal vector determines the time state throughout the hypersurface. Hence, time direction indeed becomes part of the manifold over which we let the flow lines be defined in a nonautonomous dynamical system such as Gubser flow. For the purpose of solving the whole system, it is then of utmost importance to try to get a handle on both global and local structure of the flow lines over this fibred manifold.

In order to understand the global structure, we employ skew product flow formalism (SPFF) [49, 57]. This approach will require us to first construct a vector bundle with the fiber being the configuration space itself and a base space of the flow time as stated earlier, then introduce the flow lines on both spaces independently. The original nonautonomous dynamical system is realized using flows on the total space by taking an appropriate flow equation on the base space. If we fix the time, the resulting hypersurface (fiber) gives a dynamical system on the fiber space, which is a projection of the flows of the IS equations (2.4) defined on the total system onto the fiber space at fixed time. This means that on every fiber, time acts as a fixed parameter so we can consider a parameter-dependent flow structure on the fiber space and study how it transforms under any variation of the time parameter — that is not a variable anymore. One interesting phenomenon that could possibly happen is bifurcation, namely whether or not the flow hits a “turn-off” where it could go either way. This provides a powerful method for understanding the entire structure of original nonautonomous system through the lens of an autonomous system [44].

Let us define a trivial vector bundle $\Theta = (M, \pi, B, F)$ for the nonautonomous dynam-
ical system at hand. We define\textsuperscript{15}

\begin{align}
\text{Total space : } \mathcal{M} &= B \times F, \\
\text{Projection : } \pi : \mathcal{M} &\rightarrow B, \\
\text{Base space : } B &= I := (-1, +1) \ni \tau, \\
\text{Fiber space : } F &= \mathbb{R}^2 \ni \mathbf{x} = (T, \pi).
\end{align}

(2.19)  (2.20)  (2.21)  (2.22)

Total space is sometimes called the extended configuration space or extended phase space. From a technical point of view, a fiber of a map \( f : X \rightarrow Y \) is the preimage of an element \( y \in Y \). Similarly, to define a \( \tau \)-fiber of the projection map \( \pi \) defined above, we view \( \mathcal{M}_\tau \) as the preimage of \( \tau \in B \), that is \( \pi^{-1}(\tau) = \{ \tau \} \times \mathcal{M}_\tau \). Then, we define the nonautonomous dynamical system by the SPFF\textsuperscript{[49, 57]} as follows

**Definition 1** A nonautonomous dynamical system \((\theta, \phi)\) is defined by a continuous cocycle-cole mapping \( \phi \) on the fiber space \( F \) which is driven by an autonomous dynamical system \( \phi \) acting on the base space \( B \) and time set \( T = \mathbb{R} \ni \lambda \). The dynamical system \( \theta \) on \( B \) is a group of homeomorphisms \( \theta_{\lambda \in T} \) with the properties that

\begin{align}
\theta_0(\tau_0) &= \tau_0 \quad \text{for any } \tau_0 \in B, \\
\theta_{\lambda_1+\lambda_2}(\tau_0) &= \theta_{\lambda_1}(\theta_{\lambda_2}(\tau_0)) \quad \text{for any } \lambda_1, \lambda_2 \in T,
\end{align}

(2.23)  (2.24)

and the cocycle mapping \( \phi : T_0^+ \times B \times F \rightarrow F \) satisfies

\begin{align}
\phi(0, \tau_0, \mathbf{x}_0) &= \mathbf{x}_0 \quad \text{for any } (\tau_0, \mathbf{x}_0) \in \mathcal{M}, \\
\phi(\lambda_1 + \lambda_2, \tau_0, \mathbf{x}_0) &= \phi(\lambda_1, \theta_{\lambda_2}(\tau_0), \phi(\lambda_2, \tau_0, \mathbf{x}_0)) \\
&\quad \text{for any } \lambda_1, \lambda_2 \in T_0^+, \ (\tau_0, \mathbf{x}_0) \in \mathcal{M}.
\end{align}

(2.25)  (2.26)

In this definition, the cocycle mapping\textsuperscript{16} has a semi-group structure, but replacing \( T_0^+ \rightarrow T \) yields a group instead since the system is invertible along the time direction. Namely, under time translations \( \tau \rightarrow \tau + \tau_0 \), every positive time \( \tau > 0 \) is mapped to an inverse time represented by \( -\tau < 0 \) and vice versa. \( \mathcal{M} \) is called a nonautonomous set. If there exists a submanifold \( S \subset \mathcal{M} \) such that \( (\theta_\lambda(\tau), \phi(\lambda, S)) = S \) for any \( \lambda \in T \), we call \( S \) an invariant (sub)manifold of the flow. The search for a solution of IS theory can be converted to the discovery of a corresponding invariant manifold. Strictly speaking, the IS theory is only invertible in the invariant manifold because it does not intersect any other submanifold.

\textsuperscript{15}We normally take the time direction to represent the base space in, for example, field theory applications, but in this analysis we assume \( \tau \) is a new time variable and rather take the de Sitter time \( \rho \) to play the role of an affine parameter.

\textsuperscript{16}Cocycle is merely a tool to reassure that the flow has a group structure. This equips us with the ability to provide existence proofs for the flows between UV/IR fixed points based on topological arguments that depend on this group structure.
As explained in the introduction, the explicit time dependence does not allow for the dynamical equilibrium state to form unless the flow continues as time tends to infinity. This means that we should distinguish between the future and past domain of $\mathcal{M}$. Let us define a subspace given by $\mathcal{M}_{-(+)} := \bigcup_{\tau \leq 0(\geq 0)} \{\tau\} \times \mathcal{M}_{\tau}$ as the past(future) domain of the dynamical system.

The dynamical system $(\theta, \phi)$ can be identical to the solution of the ODEs (2.5)–(2.7) for a given initial condition $(\tau_0, X_0)$ at $\rho = \rho_0$ as $\theta_0(\tau_0) := \tau(\rho_0) = \tanh \rho_0$, $\phi(0, \tau_0, X_0) := X(\rho_0)$. Moreover, the flow parameter $\lambda$ and the flow time $\rho$ can be related to each others as $\theta_\lambda(\tau_0) = \tanh(\lambda + \text{arctanh} \tau_0)$, hence, $\rho = \lambda + \text{arctanh} \tau_0$. By setting an initial condition $(\tau_0, X_0) \in \mathcal{M}$, the dynamical system $(\theta, \phi)$ gives a one-dimensional orbit on the vector bundle $\gamma_{\tau_0}(X_0) \subset \mathcal{M}$, which is a section determined by the ODEs, as

$$
\gamma_{\tau_0}(X_0) = \{ (\tau, X) \in \gamma | \gamma = \bigcup_{\lambda \in \mathbb{T}} (\theta_{\lambda}(\tau_0), \phi(\lambda, \tau_0, X_0)) \}.
$$

It is notable that due to the uniqueness theorem, all the flows are distinguished only by the initial condition $X_0$ once $\tau_0$ is fixed. This property is not dependent on $\tau_0$ in the autonomous flows, tying the fate of flow lines solely to the initial condition $X_0$. We would like to investigate the flow structure on the $\tau$-fiber $\mathcal{M}_{\tau}$ and its $\tau$-dependence. Instead of eq. (2.7), if one takes $\theta_\lambda(\tau)$ to be an identity mapping, i.e. $\theta_\lambda(\tau) = \tau$ for any $\lambda \in \mathbb{T}$, the resulting flows will live be on the $\tau$-fiber $\mathcal{M}_{\tau}$. What this means is that a flow on $\mathcal{M}$, determined by eqs. (2.5) and (2.6) is now treated as if it is a free control parameter. In this sense, the projection of flow structure is solely determined by $\tau$ whilst the complete solution is determined by $\rho$ as well, i.e.,

$$
\frac{dT}{d\rho} = \frac{T}{3}(2\pi - 2)\tau =: F_T(X; \tau) ,
$$

$$
\frac{d\pi}{d\rho} = -\frac{4}{3} \pi^2 - \frac{1}{5} \pi - \frac{T\pi}{c} =: F_\pi(X; \tau).
$$

The solution depends on both $\rho$ and $\tau$, so it is written as $X = X(\rho; \tau)$. Note that for a given initial condition $X_0(\tau) := X(\tau, \rho_0)$, $\rho$ relates to some $\lambda \in \mathbb{T}$ via a translation $\rho = \lambda + \rho_0$.

The fixed points on the $\tau$-fiber are determined from eqs. (2.5) and (2.6) with $dT/d\rho = d\pi/d\rho = 0$ to be

$$
\Sigma_A(\tau) = \left(0, +\frac{1}{\sqrt{5}}\right), \quad \Sigma_B(\tau) = \left(0, -\frac{1}{\sqrt{5}}\right), \quad \Sigma_C(\tau) = \left(-\frac{38c\tau}{15}, 2\right).
$$

In the above formulation, the fixed point is contingent on $\tau$ alone regardless of how the flow is initialized by specifying the relation of $\rho$ and $\tau$. This approach helps to determine the fixed points in a nonautonomous system by using the technique of an autonomous system. As a result, the equilibria of hydrodynamics is related to the fixed points at the boundary of $\tau$. One can immediately find that the solutions (2.30) converge to the fixed points given by eq. (2.8), i.e., $\lim_{\tau \to -1} \Sigma_\bullet(\tau) = \Sigma_U(\bullet)$ and $\lim_{\tau \to +1} \Sigma_\bullet(\tau) = \Sigma_L(\bullet)$. The stability around
each fixed point is found again using the standard method to be given by

\[
\text{Eigen}(J^A)(\tau) = \left( -\frac{2\sqrt{5} - 1}{3\sqrt{5}}, -\frac{8\tau}{3\sqrt{5}} \right),
\]

(2.31)

\[
\text{Eigen}(J^B)(\tau) = \left( -\frac{2\sqrt{5} + 1}{3\sqrt{5}}, \frac{8\tau}{3\sqrt{5}} \right),
\]

(2.32)

\[
\text{Eigen}(J^C)(\tau) = \left( -\frac{(\sqrt{821} + 21)\tau}{15}, \frac{(\sqrt{821} - 21)\tau}{15} \right).
\]

(2.33)

Also, it is obvious from these formulas that we can, for example, read the instability index for each individual fixed point in the UV by calculating those in the IR and using the symmetry relation

\[
\text{Ind}[J^U(\bullet)] = 2 - \text{Ind}[J^I(\bullet)],
\]

(2.34)

across the boundary of past and future domains, i.e., \( \tau = 0 \). We find

\[
\text{Ind}[J^A](\tau) = \begin{cases} 
2 & \text{for } \tau < 0 \\
0 & \text{for } \tau > 0
\end{cases},
\]

(2.35)

\[
\text{Ind}[J^B](\tau) = \begin{cases} 
1 & \text{for } \tau < 0 \\
1 & \text{for } \tau > 0
\end{cases},
\]

(2.36)

\[
\text{Ind}[J^C](\tau) = \begin{cases} 
1 & \text{for } \tau < 0 \\
1 & \text{for } \tau > 0
\end{cases}.
\]

(2.37)

Figure 2 shows the flow structure on the \( \tau \)-fiber \( \mathcal{M}_\tau \).

Let us return to eq. (2.7) for \( \theta \), the flow defined on base space. As was mentioned above, the proportionality of eigenvalues in eqs. (2.31)–(2.33) with \( \tau \) indicates that \( \Sigma_{A,B,C}(\tau) \) at \( \tau = 0 \) change stability, which suggests that the Hartman-Grobman theorem \([61, 62]\)

\[17\] does not apply at this point where the kernel of the Jacobian matrix is nontrivial. Despite the fact that this, roughly speaking, tells us that the linearization of the dynamical system at \( \tau = 0 \) will fail to capture the flow structure both qualitatively and quantitatively, nonetheless the flow still exists at this point in the extended configuration space simply because the dynamical system is regular there. Hence, there should exist a bounded invariant manifold \( S \subset \mathcal{M} \) for the flow such that

\[
S := \{ p \in \mathcal{M} \mid \lim_{\lambda \to -\infty} \left( \theta_\lambda(\tau), \phi(\lambda, p) \right) \in \{-1\} \times \Sigma_U \text{ and } \\
\lim_{\lambda \to +\infty} \left( \theta_\lambda(\tau), \phi(\lambda, p) \right) \in \{1\} \times \Sigma_I \},
\]

(2.38)

where

\[
\Sigma_U := \{ \Sigma_U^{(A)}, \Sigma_U^{(B)}, \Sigma_U^{(C)} \}, \quad \Sigma_I := \{ \Sigma_I^{(A)}, \Sigma_I^{(B)}, \Sigma_I^{(C)} \},
\]

(2.39)

denote the fixed point in the UV (\( \rho \to -\infty \)) and IR (\( \rho \to \infty \)), where \( \Sigma_{U,I,(\bullet)} \) are given in eq. (2.8).

\[17\] This theorem, originally established for autonomous systems, states that one can use the linearization of the original dynamical system around a hyperbolic fixed point to analyze its behavior. A fixed point is said to be hyperbolic if none of the eigenvalues of Jacobian matrix is zero at that fixed point.
Figure 2. Flow structure on the $\tau$-fiber. The colored points denote $\Sigma_A(\tau)$ (Blue), $\Sigma_B(\tau)$ (Red), and $\Sigma_C(\tau)$ (Green) given by eq. (2.30).

To investigate the relation between the invariant manifold and the associated fixed points on a more microscopic level, we define the projection map
\[ S \to B \]
from $S$ onto the base space, and the fiber $S_\tau$ is defined by $\pi_S^{-1}(\tau) := \{ \tau \} \times S_\tau$ for $\tau \in B$. We observe that since $\Sigma_{U,I(A)}$, $\Sigma_{U,I(B)}$, $\Sigma_{U,I(C)}$ are isolated on $\mathcal{M}_{\tau=\pi}$, one can decompose the invariant manifold $S$ into disconnected invariant submanifolds associated with the fixed points $\Sigma_{U,I(\bullet)}$ and classify them. Formally, this classification might be carried out by introducing a structure group acting on the fiber $S_\tau$. The procedure is explained as follows. Suppose that $U_\alpha$ and $U_\beta$ are open sets on $B$ with $U_\alpha \cap U_\beta \neq \emptyset$ and define a section as $\varphi_i : U_i \to \pi_S^{-1}(U_i) = U_i \times S_{U_i}$ for $i = \alpha, \beta$, where ‘$\times$’ stems from the fact that the fiber bundle is globally trivial. By constructing the composite mapping on $(U_\alpha \cap U_\beta) \times S_{U_\alpha \cap U_\beta}$ as $\varphi_\alpha \circ \varphi_\beta^{-1}(\tau, X) = (\tau, g_{\alpha\beta}(\tau)X)$ for $\tau \in U_\alpha \cap U_\beta$, one can introduce a structure group over $S$ as $\text{Diff}(S) \subset \text{Diff}(\mathbb{R}^2)$ where
\[
\text{Diff}(S) := \{ g_{\alpha\beta}(\tau) \in \text{Diff}(\mathbb{R}^2) \mid g_{\alpha\beta}(\tau)X \in S_\tau \text{ for all } X \in S_\tau \}. \quad (2.40)
\]
The structure group $\text{Diff}(S)$ can give away all there is to know about the disconnected submanifolds on the invariant manifold of the flows $S$, the number of which can be calculated from the topological properties of the quotient space $S/\text{Diff}(S)$. According to the definition of $S$ in eq. (2.38), overall there might exist at most nine possible disconnected

---

18In simpler terms, $S_\tau$ is the evolving spacelike hypersurface of the invariant manifold $S$, which is nothing but the material hypersurface of the flow described by the IS theory. This follows the language of fluid dynamics, in particular the theory of Lagrangian coherent structures (LCSs) which are codimension-one invariant manifolds in the extended configuration space of the time-aperiodic and finite-time nonautonomous systems [63].
invariant submanifolds such that
\[ S_{ab} := \left\{ S' \subset S \mid \lim_{\tau \to -1} S'_{\tau} = \Sigma_{U(a)} \text{ and } \lim_{\tau \to +1} S'_{\tau} = \Sigma_{I(b)} \right\}, \tag{2.41} \]

where \( a, b = A, B, C \) and \( \Sigma_{U,I(a)} \) are given by eq. (2.8). Since the structure of fiber space changes at \( \tau = 0 \), we decompose the invariant manifold \( S \) into the past and future domains in the following way:

\[ S_{a-} := \left\{ S' \subset \bigcup_{-1 \leq \tau \leq 0} \{ \tau \} \times S_{\tau} \mid \lim_{\tau \to -1} S'_{\tau} = \Sigma_{U(a)} \right\}, \tag{2.42} \]
\[ S_{a+} := \left\{ S' \subset \bigcup_{0 \leq \tau \leq +1} \{ \tau \} \times S_{\tau} \mid \lim_{\tau \to +1} S'_{\tau} = \Sigma_{I(a)} \right\}. \tag{2.43} \]

We consider the classification of the invariant manifold. This procedure essentially requires determining a partially ordered set — so-called poset — by introducing a partial order denoted by \(<\) into an arbitrary set of fixed points. This procedure exhibits all the possible invariant manifolds by figuring out how the flow.

In order to understand the flow structure of the Gubser flow, we would like to follow two crucial steps that will be fundamental to the discussions of the existence of complete UV/IR flows and attractors to come:

1. We first give a basic mathematical definition for a pullback/forward attractor or repeller on the past and future domains. A pullback/forward attractor or repeller constitutes a Morse set either on the past or future domain, which explains the (compact) invariant submanifolds of a nonautonomous flow.

2. By gluing flows on the past and future domains using the notion of connecting sets introduced in this paper, we establish the existence of flows on the invariant submanifolds satisfying eq. (2.41).

Before doing this analysis, for later purposes we split the nonautonomous set into two subspaces since the flow in each space never intersects with the other. Thus we define

\[ M^{T \geq 0} := \{ p \in M \mid 0 \leq T < +\infty \}, \tag{2.44} \]
\[ M^{T \leq 0} := \{ p \in M \mid -\infty < T \leq 0 \}. \tag{2.45} \]

One can see that the subspace with \( T = 0 \) is closed under the flow which means that there exists no flow crossing the subspace. Thus, \( M^{T \geq 0} \) and \( M^{T \leq 0} \) are also closed under the flows independently and one needs to look at only the one side. For that reason, we divide the total space into \( M^{T \leq 0} \) as there is no flow across the boundary \( T = 0 \); furthermore we separate them by their past / future domain attributed to the stability change near \( \tau = 0 \). From now on, we would concentrate on the flow structure on \( M^{T \geq 0} \), but the structure of \( M^{T \leq 0} \) can be obtained in a similar way described below. Apart from the division of the total space where analysis can be performed distinctively, it’s also notable that in each
subspace, the local *forward/pullback* attractor needs to be distinguished for the flow in a nonautonomous system is characterized by both of its end points when it starts and finishes (see the following definition).

Since a nonautonomous dynamical system does not respect time translation symmetry, for any family of solutions the limit $\tau \to \infty$ while $\tau_0$ is kept fixed could be different than the limit $\tau_0 \to -\infty$ with $\tau$ kept fixed. Therefore, it becomes important to give a general definition for a local attractor and repeller [49, 57], which creates a major difference from the well-studied autonomous dynamical systems (such as RG flow equations in field theories), where the space of all solutions itself does not change over time (or over energy scales).

**Definition 2** (Local pullback and forward attractor(repeller))

Let $(\theta, \phi)$ be an invertible skew product flow. A non-empty compact and invariant nonautonomous set $A = \bigcup_{\tau \in B} \{ \tau \} \times A_\tau \subset M$, i.e, $(\theta_\lambda(\tau), \phi(\lambda, A)) = A$ for all $\lambda \in T$, is called

1. a *local pullback attractor(repeller)* of $(\theta, \phi)$ if there exists $\epsilon \in \mathbb{R}^+$ such that
   \[
   \lim_{\lambda \to \pm\infty(-\infty)} \text{dist}_F(\phi(\lambda, \theta_\lambda(\tau), D_\epsilon(A_{\theta_\lambda(\tau)})), A_\tau) = 0 \tag{2.46}
   \]
   holds for all non-positive(negative) $\tau \in B$;

2. a *local forward attractor(repeller)* if there exists $\epsilon \in \mathbb{R}^+$ such that
   \[
   \lim_{\lambda \to \pm\infty(-\infty)} \text{dist}_F(\phi(\lambda, \tau, D_\epsilon(A_\tau)), A_{\theta_\lambda(\tau)}) = 0 \tag{2.47}
   \]
   holds for all non-negative(positive) $\tau \in B$,

where $D_\epsilon(A_\tau)$ denotes an open disk of radius $\epsilon$ on the fiber space $F$ and $\text{dist}_F$ is defined as $\text{dist}_F(A, B) := \sup_{a \in A} \inf_{b \in B} |a - b|$ for $A, B \subset F$ (Hausdorff semi-distance).

In what follows, we take an Euclid metric to define a distance on the fiber space. The pullback attractor $\mathcal{R}$ and forward repeller $\mathcal{R}^*$ constitute an attractor-repeller(AR) pair $(\mathcal{R}, \mathcal{R}^*)$ which gives a Morse decomposition on the past domain [57]. In the same sense, the pullback repeller $\mathcal{A}$ and forward attractor $\mathcal{A}^*$ gives a pair $(\mathcal{A}, \mathcal{A}^*)$ providing a Morse decomposition on the future domain. If one can find a pullback attractor (or repeller), it automatically means that there is a flow solution for which we can fix the current time and go back to history by sending the initial time $\tau_0 \to -1$ or equivalently $\rho_0 \to -\infty$. As an example, we plot in the figure 2 different flow solutions. In there we observe that $\Sigma_{U(A)}$ in the past domain can be intuitively identified as a local forward repeller $\mathcal{R}_A$ while $\Sigma_{U(B)}$ is associated with a local pullback attractor $\mathcal{R}_B$.

In the case of $\mathcal{M}^{T \geq 0}$, one can immediately find from figure 2 that there exists a flow $\Sigma_{U(A)} \to \Sigma_{U(B)}$, $\Sigma_{U(A)} \to \Sigma_{U(C)}$, and $\Sigma_{U(B)} \to \Sigma_{U(A)}$ on the fiber $\mathcal{M}^{T \geq 0}_{+1}$. Therefore, the AR pairs are

**Past domain**: $(\mathcal{R}, \mathcal{R}^*) = (\mathcal{R}_C, \mathcal{R}_A)$, $(\mathcal{R}_B, \mathcal{R}_A)$, \tag{2.48}

**Future domain**: $(\mathcal{A}, \mathcal{A}^*) = (\mathcal{A}_B, \mathcal{A}_A)$, \tag{2.49}

where $\mathcal{R}_a \subseteq S_{a-}$ is always identified in the past domain and $\mathcal{A}_a \subseteq S_{a+}$ in the future domain satisfying Def. 2. These pairs naturally define the partial ordering among the fixed points,
\( \mathcal{R}_C \leq \mathcal{R}_A, \mathcal{R}_B \leq \mathcal{R}_A, \mathcal{A}_A \leq \mathcal{A}_B, \) where \( \leq \) denotes the ordering on the past and future domains.

To examine the existence of an invariant manifold, one needs to analyze the intersection of past / future domain where the flow coming from local AR pair become confluent. It is next required to glue the flow structure on the past and future domains. To this end, we define the partial order for invariant submanifolds on the past and future domains as follows

\[
S_{a-,\tau=0} \cap S_{b+,\tau=0} \neq \emptyset \Rightarrow \mathcal{A}_a \leq \mathcal{R}_b.
\]  

(2.50)

Normally, computing the intersection in eq. (2.50) begs to find the local attractors and repellers, but instead we take a different approach in this study due to the difficulty of solving the ODEs generally. But before divulging the technical details, at least we can trivially verify that the existence of constant solutions \((T, \bar{n}) = (0, \pm 1/\sqrt{5})\) does indeed yield \(\mathcal{A}_A \leq \mathcal{R}_A\) and \(\mathcal{A}_B \leq \mathcal{R}_B\).

In order to consider the other possibilities, we define a compact and connected subspace \(B_{\pm \delta}\) on \(\mathcal{M}_{\pm \delta}^{T \geq 0}\) with \(0 < \delta \ll 1\) as

\[
B_{\pm \delta} = [0, \epsilon] \times [-\epsilon/2, \epsilon/2] \subset F.
\]  

(2.51)

This region in the vicinity of hypersurface \(\tau = 0\) provides a layer where the past / future domain can be properly glued. To incorporate the flow reaching as far as the point \(\Sigma_{U(C)}\), we choose \(\epsilon\) to be large enough such that \(\Sigma_{U(C)} \in \text{Int}(B_{-\delta})\). Then, we introduce a connecting set \(\tilde{N}\) by

\[
\tilde{N} := N_- \cap N_+ \subset F,
\]  

(2.52)

\[
N_- := \{ x \in \partial B_{-\delta} \mid \text{transversally intersecting with out-going flows} \},
\]  

(2.53)

\[
N_+ := \{ x \in \partial B_{+\delta} \mid \text{transversally intersecting with in-coming flows} \},
\]  

(2.54)

and \(\tilde{N}\) lies on both \(\mathcal{M}_{\mp \delta}^{T \geq 0}\). If there exists a flow connecting possibly any pair of \(\Sigma_a(-\delta)\) for \(a = A, B, C\) and \(\tilde{N}\) on \(\mathcal{M}_{-\delta}^{T \geq 0}\), it can be deduced that \(\tilde{N} \leq \mathcal{R}_a\). We should notice that any flow for \(-1 < \tau \leq -\delta\) starting at a \(\Sigma_{U(a)}\) can be continuously deformed into \(\Sigma_a(-\delta)\) due to the fact that the topology of \(N_-\) does not change for any \(\tau < 0\), and therefore there cannot exist any singularities on the \(\tau\)-fiber. In a similar way, if there exists a flow which connects \(\Sigma_a(+\delta)\) and \(\tilde{N}\) on \(\mathcal{M}_{+\delta}^{T \geq 0}\), it can immediately lead to \(\mathcal{A}_a \leq \tilde{N}\). Although the connecting set \(\tilde{N}\) in \(\mathcal{M}_{\pm \delta}^{T \geq 0}\) connects all \(\Sigma_{A,B,C}(-\delta)\) through flows at \(\tau = -\delta\), only \(\Sigma_{A,+\delta}\) connects to \(\tilde{N}\) at \(\tau = +\delta\). In figure 3 we illustrate how to define the connecting sets to obtain the posets.

Following the discussion above, the nontrivial posets are then given by \(\mathcal{A}_A \leq \mathcal{R}_B\) and \(\mathcal{A}_A \leq \mathcal{R}_C\). Hence, we obtain the flow diagram on \(\mathcal{M}^{T \geq 0}\) as

\[
\mathcal{R}_B \leftarrow \mathcal{R}_A \longrightarrow \mathcal{R}_C \quad \Rightarrow \quad \mathcal{R}_B \leftarrow \mathcal{R}_A \longrightarrow \mathcal{R}_C
\]  

(2.55)

where the dashed and solid arrows denote \(\leq\) and \(<\), respectively.

\(^{19}\)This range \(\epsilon\) can be appropriately changed while keeping the topology of a closed disk.
Figure 3. Connecting sets of the fiber structures around \( \tau = 0 \). Typical fiber structure \( M_{\pm \delta} \) is shown in blue at \( \tau = \{-0.1, 0, 0.1\} \) for the past and future domain, where the colored circles show the evolution of fixed point \( \Sigma_A \) (blue), \( \Sigma_B \) (red), and \( \Sigma_C \) (green) on these fibers. The connecting set of each separate space \( M_{\pm \delta} \) is portrayed in red for \( N \) and in green for \( N^+ \) where arrows indicate the directions of flow lines. The nontrivial poset for \( M_{\pm \delta} \) is determined as follows: We would take \( \delta = 0.1 \) and \( \epsilon = 3 \) for the connected subspace \( B_{\pm \delta} \). By looking at the flow directions around \( \partial B_{\pm \delta} \), the connecting set is approximately obtained as \( N^+ = (0.5, 3] \cup (3, [-3, 3]) \cup ([0, 3], 3) \), \( N^- = (3, [-3, 3]) \cup ([0, 0.5], 3) \), and thus \( \tilde{N} = (3, [-3, 3]) \cup ([0.5, 3], 3) \). On the one hand the in-coming flows intersecting with \( \tilde{N} \) converge only to \( \{\Sigma_A\} \) on \( M_{\pm \delta} \), on the other hand the out-going flows intersecting with \( (3, [-3, 3]) \) and \( ([0.5, 3], 3) \) emerge from \( \{\Sigma_A, \Sigma_B\} \) and \( \{\Sigma_A, \Sigma_C\} \), respectively, on \( M_{\pm \delta} \). Since the topology of \( \partial B_{\pm \delta} \) does not change for \( \delta > 0.1 \), the resulting poset is \( A_A < R_A \) for all \( a \in \{A, B, C\} \).

In a similar way, the flow diagram on \( M_{T_{\leq 0}} \) is given by

\[
\begin{array}{ccc}
R_B & \leftrightarrow & R_A \\
\downarrow & \searrow & \downarrow \\
\tilde{N} & \searrow & \downarrow \\
A_B & \leftrightarrow & A_A & \leftrightarrow & A_C
\end{array}
\Rightarrow
\begin{array}{ccc}
R_B & \leftrightarrow & R_A \\
\downarrow & \searrow & \downarrow \\
\tilde{N} & \searrow & \downarrow \\
A_B & \leftrightarrow & A_A & \leftrightarrow & A_C
\end{array}
\] (2.56)

Finally, the invariant manifold \( S \) can be decomposed into six submanifolds as

\[
S = S_{AA} \cup S_{AB} \cup S_{AC} \cup S_{BA} \cup S_{BB} \cup S_{CA},
\]

(2.57)

\[
S_{BC} = S_{CB} = S_{CC} = \emptyset.
\]

(2.58)

\[\text{For } M_{T_{\leq 0}}, \text{ we define the compact and connected subspace } B_{\pm \delta} \text{ by}

B_{\pm \delta} = [-\epsilon, 0] \times [-\epsilon/2, \epsilon/2] \subset F,
\]

and choose \( \epsilon \) large enough such that \( \Sigma_{U(C)}(+\delta) \in \text{Int}(B_{\pm \delta}) \).
Combining eqs. (2.55) and (2.56), the global picture of the flow structure is found to be

\[
\begin{array}{ccc}
R_B & --& R_A & --& R_C \\
\downarrow & & \downarrow & & \downarrow \\
A_B & --& A_A & --& A_C
\end{array}
\]  

(2.59)

For the purposes of this paper, the diagrams shown in (2.55), (2.56) and-(2.59) reveal three important facts about the Gubser flow as follows. (1) They show which UV and IR fixed points are connected by a flow solution; (2) They classify these fixed points in terms of their local stability; (3) Finally, they determine the global structure of the space of solutions and whether there is an attractor/repeller in the past or future of the time-dependent system. Although these conclusions are specific to the present case, the methods discussed to obtain them could be established for any dynamical system, even those in which bifurcations and phase transitions could possibly exist.

One of the interesting questions that one might address is how do we find the invariant submanifold \(S_{ab}\) having a nonempty set? This might be a very nontrivial question at first sight, but the transseries constructed in section 2.2 does in fact provide a topological interpretation of the flow structure, thus indirectly answering our question. This follows next.

2.2 Transseries construction

In this subsection, we will consider the transseries around the stable IR fixed point (non-thermal equilibrium) \(\Sigma_{I(A)}\), but the transseries around \(\Sigma_{U(A)}\) (free streaming point) can be constructed with a similar strategy. We refer to ref. [59] for technical details.

Let us identify first the appropriate expansion parameter. Since the radius of convergence for the expansion rate of the Gubser flow \(D\mu u^\mu = \tanh \rho\) is infinity, an asymptotic power expansion in terms of \(1/\rho\) would not work. Furthermore, as we have shown in the previous section, the leading-order behavior of the asymptotic solutions for the IS theory is determined by eqs. (2.16) and (2.17). Thus, the correct expansion parameter which captures the IR limit is obtained by \(z \to +\infty\). Rewriting the ODEs of (2.4a) and (2.4b) in \(z\) variable, we get

\[
\begin{align*}
\frac{dT}{dz} = & \frac{T}{6z} (\bar{\pi} - 2) \frac{1 - z^{-1}}{1 + z^{-1}}, \\
\frac{d\bar{\pi}}{dz} = & -\frac{2}{3z} \left( \bar{\pi}^2 - \frac{1}{5} \right) \frac{1 - z^{-1}}{1 + z^{-1}} - \frac{T\bar{\pi}}{2cz}. 
\end{align*}
\]  

(2.60a)  

(2.60b)

For the sake of simplicity, we shift the variables \(T \to T + T^c\) and \(\bar{\pi} \to \bar{\pi} + \bar{\pi}^c\) where the constants \(\bar{\pi}^c, T^c\) stand for the coordinates of the fixed point \(\Sigma_{I(A)}\) given by eq. (2.8). To our benefit, this transformation has brought the fixed point to the origin of configuration space \((T \to 0, \bar{\pi} \to 0\) as \(z \to +\infty\)). As a result, the modified version of the ODEs (2.60) is

\[
(z + 1) \frac{dX}{dz} = \mathfrak{A}X + \mathfrak{C}(X)X + z^{-1}\mathfrak{D}(X)X,
\]  

(2.61)
where $X = (T, \bar{\pi})^T$, and the matrices are given by

\[
\mathfrak{B} = \begin{pmatrix}
\frac{1}{6} & \frac{1}{\sqrt{5}} - 2 & 0 \\
-\frac{1}{2\sqrt{5}c} & -\frac{4}{3\sqrt{5}} & 0
\end{pmatrix}, \quad (2.62)
\]

\[
\mathcal{C}(X) = \begin{pmatrix}
\frac{\bar{\pi}}{6} & 0 & 0 \\
0 & \frac{2\pi}{3} - \frac{T}{2c} & 0
\end{pmatrix}, \quad (2.63)
\]

\[
\mathcal{D}(X) = \begin{pmatrix}
\frac{1}{6} \left( \frac{1}{\sqrt{5}} - 2 + \bar{\pi} \right) & 0 \\
-\frac{1}{2\sqrt{5}c} & \frac{4}{3\sqrt{5}} + \frac{2\pi}{3} - \frac{T}{2c}
\end{pmatrix}. \quad (2.64)
\]

Next, we diagonalize $\mathfrak{B}$ by way of multiplying the ODE in (2.61) by an invertible matrix $U$ from the left:

\[
(z + 1) \frac{d\tilde{X}}{dz} = \mathfrak{B} \tilde{X} + \mathcal{C}(X) \tilde{X} + z^{-1} \mathcal{D}(X) \tilde{X},
\]

\[
\tilde{X} = U X,
\]

\[
\mathfrak{B} = U \mathfrak{B} U^{-1} = \text{diag}(b_1, b_2) = \begin{pmatrix}
-\frac{1}{3} - \frac{1}{6\sqrt{5}} - \frac{4}{3\sqrt{5}} & 0 \\
0 & 0
\end{pmatrix}, \quad (2.67)
\]

\[
\tilde{\mathcal{C}}(X) = U \mathcal{C}(X) U^{-1} = \begin{pmatrix}
\frac{\bar{\pi}}{6} + \frac{T}{2c} & \frac{2\pi}{3} - \frac{T}{2c}
\end{pmatrix},
\]

\[
\tilde{\mathcal{D}}(X) = U \mathcal{D}(X) U^{-1} = \begin{pmatrix}
\frac{1}{3} - \frac{1}{6\sqrt{5}} - \frac{\bar{\pi}}{6} + \frac{T}{2c} & \frac{4}{3\sqrt{5}} + \frac{2\pi}{3} - \frac{T}{2c}
\end{pmatrix}, \quad (2.69)
\]

where the invertible matrix $U$ is given by

\[
U = \begin{pmatrix}
1 & 0 \\
0 & \frac{(9-2\sqrt{5})c}{3}
\end{pmatrix}, \quad U^{-1} = \begin{pmatrix}
-\frac{1}{3} & 0 \\
\frac{3}{(9-2\sqrt{5})c} & \frac{3}{(9-2\sqrt{5})c}
\end{pmatrix}. \quad (2.70)
\]

Notice that $T$ and $\bar{\pi}$ in $\tilde{\mathcal{C}}(X)$ and $\tilde{\mathcal{D}}(X)$ can be simply obtained using $X = U^{-1} \tilde{X}$.

The transseries ansatz is constructed from the solution of the linearized ODEs (2.16) and (2.17). These solutions can then be directly taken as transmonomials of the transseries, which essentially encode the information of nonperturbative contributions to the perturbative expansion in $1/z$. Hence, the transseries ansatz is given by

\[
\tilde{X}(z) = \sum_{|m| \geq 0} \sum_{k=0}^{\infty} \tilde{X}^{(m)}_{k} \phi_{k}^m, \quad \text{as } z \to +\infty,
\]

\[
\phi_{k}^m := \sigma^m z^m \beta^{-k}, \quad \sigma^m := \sigma_1^m \sigma_2^m, \quad (2.72)
\]

where $m \in \mathbb{N}_0^2$, $\beta \in \mathbb{R}^2$, and $\sigma \in \mathbb{R}^2$ are the integration constants. The ansatz (2.71) can be regarded as an element of a vector space $V$ over $\mathbb{R}$ equipped with the basis $\Phi_k^m (k \in \mathbb{Z})$. Since the basis $\Phi_k^m$ satisfies the properties

\[
\phi_{k}^m \phi_{k'}^{m'} = \delta_{k+k'}^{m+m'}, \quad (2.73)
\]

\[
\phi_{k}^m \cdot \phi_{k'}^{m'} = \phi_{k+k'}^{m+m'}, \quad (2.74)
\]

\[
\frac{d\phi_{k}^m}{dz} = (m \cdot \beta - k) \phi_{k+1}^m, \quad (2.75)
\]
the vector space $\mathcal{V}$ is said to form an $\mathbb{R}$-polynomial ring $\mathbb{R}[z^{-1}, \sigma_1 z^\beta_1, \sigma_2 z^\beta_2]$, that is closed under all the operations allowed in the ODE. Notice that $\tilde{\mathcal{C}}(X)$ and $\tilde{\mathcal{D}}(X)$ in (2.65) might be expanded in the same basis as

$$
\tilde{\mathcal{C}}(X) = \sum_{|m| \geq 0} \sum_{k=0}^{\infty} \tilde{c}_k^{(m)} \phi_k^m, \quad \tilde{\mathcal{D}}(X) = \sum_{|m| \geq 0} \sum_{k=0}^{\infty} \tilde{d}_k^{(m)} \phi_k^m. 
$$

Substituting the ansatz (2.71) and (2.76) in (2.65), we find the evolution equation for the transseries coefficients as

$$
(m \cdot \beta - k) \tilde{X}_{i,k}^{(m)} + (m \cdot \beta - k + 1) \tilde{X}_{i,k-1}^{(m)} = b_i \tilde{X}_{i,k}^{(m)} \phi_k^m + \sum_{j=1}^{2} \sum_{|m'| \geq 0} \left( \sum_{k'=0}^{k} \tilde{c}_{ij,k'}^{(m')} \tilde{X}_{j,k-k'}^{(m-m')} + \sum_{k'=0}^{k-1} \tilde{d}_{ij,k'}^{(m')} \tilde{X}_{j,k-k'-1}^{(m-m')} \right),
$$

where $b_i$ is already written in eq. (2.67). We next normalize the integration constants as $\tilde{X}_{1,0}^{((1,0))} = \tilde{X}_{2,0}^{((0,1))} = 1$, all of $\tilde{X}_{j,k}^{(m)}$ and $\beta_i$ are determined unambiguously due to the lack of any singularities on the Borel plane. We calculate from (2.77) the anomalous dimensions $\beta_i = b_i$ and $\tilde{X}_{k}^{(0)} = 0$ for any $k$. These put together the final pieces of the puzzle for the transseries solution $X(z)$ of eq. (2.77), from which the formal transseries solution to (2.61) is found to be

$$
X(z) = \sum_{|m| \geq 0} \sum_{k=0}^{\infty} X_{k}^{(m)} \phi_k^m + X^c, \quad X_{k}^{(m)} = U^{-1} \tilde{X}_{k}^{(m)}.
$$

Once again since $X_{0}^{(0)} = 0$, the fact that the formal transseries does not include exponential transmonomials is sufficient to prove that we have a convergent series.

Now the formal transseries expanded around the UV fixed point $\Sigma_{U(A)}$ given by eq. (2.8) is calculated using the time coordinate $\tilde{z} = 1/z$. The UV limit is attained by $\tilde{z} \to +\infty$, and the ODE is given by

$$
\frac{dT}{d\tilde{z}} = \frac{T}{6 \tilde{z}} (\tilde{\pi} - 2) \frac{1 - \tilde{z}^{-1}}{1 + \tilde{z}^{-1}} T, \quad \frac{d\tilde{\pi}}{d\tilde{z}} = \frac{2}{3 \tilde{z}} \left( 1 - \tilde{z}^{-1} \right) \frac{1 - \tilde{z}^{-1}}{1 + \tilde{z}^{-1}} + \frac{T \tilde{\pi}}{2 \tilde{z}^2}.
$$

Note that the difference between eqs. (2.60) and eqs. (2.80b) is that the sign of last term in the second line of the former. Therefore, given the formal transseries (2.78), it would possible to directly turn it into the one around the UV fixed point $\Sigma_{U(A)}$ by flipping the sign of relaxation scale $c \to -c$. Indeed, the transformation $z \to \tilde{z}$ together with $c \to -c$ gives an isomorphism between the transseries, i.e. $\mathbb{R}[z^{-1}, \sigma_1 z^{\beta_1}, \sigma_2 z^{\beta_2}] \to \mathbb{R}[\tilde{z}^{-1}, \sigma_1 \tilde{z}^{\beta_1}, \sigma_2 \tilde{z}^{\beta_2}]$.

### 2.3 Double expansion of the transseries

The expansion parameter of the UV/IR transseries derived previously is determined by the asymptotic properties of the IS theory. However, it is instructive to know the transseries
in Knudsen number defined as $w = \tanh \rho / T(\rho)$. In this case, we rewrite the evolution equation from the original ODEs in (2.4a) and (2.4b) in terms of $w$. As shown in ref. [44], this variable does not lead to the correct asymptotic behavior. However, it is possible to construct a formal transseries by following the procedure outlined below.

Instead of trying to solve eqs. (2.4a) and (2.4b), one can first think of completely eliminating $T(\rho)$ from these ODEs by introducing the parameter $w = \tanh \rho / T(\rho)$, that gives rise to the dynamical system [44]

$$\frac{\partial \mathcal{A}(w, \rho)}{\partial w} = F_A(\mathcal{A}(w, \rho), w, \rho),$$

$$F_A(\mathcal{A}(w, \rho), w, \rho) := -\frac{4}{3} \left( 3\mathcal{A}(w, \rho) + 2 \right)^2 + \frac{3\mathcal{A}(w, \rho)^2 + 2}{3w \left( \coth^2 \rho - 1 - \mathcal{A}(w, \rho) \right)} - \frac{4}{5},$$

where $\mathcal{A}(w, \rho)$ is defined by

$$\mathcal{A}(w, \rho) = \frac{d \log T(w, \rho)}{d \log (\cosh \rho)}; \quad \pi(w, \rho) = 3\mathcal{A}(w, \rho) + 2.$$  

Trying to construct the transseries solution for the nonlinear ODE (2.81), we notice the appearance of both $\rho$ and $w$ in (2.81) simultaneously. Although a transseries solution depending on two variables is available as asymptotic double expansion in terms of two generators $1/z = e^{-2\rho}$ and $1/w$, we need to include a log-type transmonomial as well.

Let us suppose that the flows converge to the IR fixed point in the $w, z \to +\infty$ limit. Given the IR fixed point of eq. (2.81), $\mathcal{A}^c = 1/(3\sqrt{5}) - 2/3$, we can linearize the ODE of (2.81) at this value using

$$\frac{\partial \mathcal{A}(w, z)}{\partial w} = \frac{\partial F_A(\mathcal{A}, w, z)}{\partial \mathcal{A}} \bigg|_{\mathcal{A} = \mathcal{A}^c} \delta \mathcal{A}(w, z),$$

in which

$$\delta \mathcal{A}(w, z) = \sigma w^{8/(\sqrt{5} + 1 - 3\sqrt{5} \coth^2 \rho)}$$

$$\sim \sigma w^0 \left[ 1 + \frac{480\sqrt{5} \log w}{(-10 + \sqrt{5})^2 z} + \frac{4800 \left\{ (10 - 39\sqrt{5}) \log w + 120 (\log w)^2 \right\}}{(-10 + \sqrt{5})^4 z^2} + \cdots \right],$$

where $\beta = -8(1 + 2\sqrt{5})/19$ and $\coth \rho = (1 + z^{-1})/(1 - z^{-1})$. Eq. (2.85) shows that the transseries of $\mathcal{A}(w, z)$ is an asymptotic expansion with leading-order term $w^\beta$ followed by corrections characterized by $1/w$, $\log w$ and $1/z$. Here, the initial condition is decoded in the integration constant $\sigma$. This result indicates that the formal transseries solution of
eq. (2.81) can be expressed in the form
\[
A(w, z) = A^c + \sum_{k=1}^{+\infty} \sum_{h=0}^{+\infty} A_{(k,0,h)}^{(0)} w^{-k} z^{-h} + \sum_{n=1}^{+\infty} \sum_{k=0}^{+\infty} \left( \sigma w^\beta \right)^n A_{(k,0,0)}^{(n)} w^{-k} z^{-h},
\]
where \( A_{(k,s,h)}^{(n)} \in \mathbb{R} \) are the expansion coefficient and \( \sigma \in \mathbb{R} \). It is important to emphasize that the Borel transform of (2.86) even in the presence of \( \log w \) does not have singularities on the Borel plane. Again, we want to stress that having no exponential corrections in the expansion is a direct indicator of being perturbative in nature and therefore (2.86) should be convergent. To check this out quickly, we take \( z \to +\infty \) but keep \( w \) finite, i.e. fix \( h = 0 \) in the solution (2.86). Then, the formal solution becomes
\[
A(w, +\infty) = A^c + \sum_{k=1}^{+\infty} A_{(k,0,0)}^{(0)} w^{-k} + \sum_{n=1}^{+\infty} \sum_{k=0}^{+\infty} \left( \sigma w^\beta \right)^n A_{(k,0,0)}^{(n)} w^{-k}, \quad \text{as} \quad w \to +\infty.
\]
(2.87)

One can readily find that this series is convergent. As far as Borel summability of \( A(w, +\infty) \) goes, a useful way is to take the inverse Laplace transform of the ODE (2.81). Suppose that \( A(w, +\infty) \) is an asymptotic power series about the IR fixed point, i.e. \( A(w, +\infty) = \sum_{k=0}^{+\infty} A_{(k,0,0)}^{(0)} w^{-k} \). After applying the shift \( A(w, +\infty) \to A(w, +\infty) + A^c \), the inverse Laplace transformed ODE becomes\(^{21}\)
\[
-p Y(p) = \sum_{s=0}^{+\infty} \frac{(-15)^s}{(-10 + \sqrt{5})^{s+1}} \left\{ \frac{1}{c} \left[ \sqrt{5}p + 15(p * Y)(p) \right] \right. \]
\[
+ 60(1 * Y^2)(p) + 8\sqrt{5}(1 * Y)(p) \left. \right\} (*Y(p))^s,
\]
(2.88)

where \( p \) is the Borel parameter, and \( B \) stands for the Borel transform defined by
\[
Y(p) := B A(w, +\infty),
\]
(2.89)
\[
B w^{k-1} = \frac{p^k}{\Gamma(k + 1)}.
\]
(2.90)

Also, \( * \) denotes the convolution operation
\[
(G_1 * G_2)(p) := \int_0^p dq G_1(q) G_2(p - q),
\]
(2.91)
\[
G_1^{s*}(p) := (G_1 * \cdots * G_1)(p).
\]
(2.92)

\(^{21}\)Notice that \((c_1 * c_2)(p) = O(p)\) for constant \(c_1\) and \(c_2\), because
\[
p^t * p^s = \int_0^p dq q^t (p - q)^s = \frac{\Gamma(t + 1)\Gamma(s + 1)}{\Gamma(t + s + 2)} p^{t+s+1}, \quad \Re(t) > -1, \Re(s) > -1.
\]
The original asymptotic series $A(w, +\infty)$ can be reproduced by computing the Laplace integral of $Y(p)$,

$$
\int_0^{\infty} dp \, e^{-pw} Y(p) \\
= -\sum_{s=0}^{+\infty} \int_0^{\infty} dp \, e^{-pw} \left( \frac{(-15)^s}{(-10 + \sqrt{5})^{s+1}} \right) \left[ \frac{1}{c} \left\{ \sqrt{5}p + 15(p \ast Y)(p) \right\} \\
+ 60(1 \ast Y^2)(p) + 8\sqrt{5}(1 \ast Y)(p) \right] (\ast Y(p))^s, \quad \theta \in [0, 2\pi). \tag{2.93}
$$

If $Y(p)$ is not Laplace transformable for some $\theta$, all the terms on the r.h.s. of eq. (2.93) must entail a singularity across the board, but here they do not for any arbitrary value of $\theta$. Therefore, $Y(p)$ is an entire function on the Borel plane and thus, the asymptotic series of $A(w, +\infty)$ converges.\footnote{For example, if one considers
$$
\frac{df(w)}{dw} = -\lambda f(w) - w^{-1}(f(w) + 1), \quad \lambda \in \mathbb{R}^+, \tag{2.94}
$$
the inverse Laplace transformed equation is given by
$$
-pF(p) = -\lambda F(p) - (1 \ast F)(p) - 1,
$$
where $Bf(w) = F(p)$. In this case, there exists a singularity at $p = \lambda$ because
$$
F(p) = \frac{1 + (1 \ast F)(p)}{p - \lambda}.
$$
Indeed, the Borel transformed asymptotic series of the ODE (2.94) is Borel nonsummable. This explains why the asymptotic expansion series for the Bjorken flow is Borel nonsummable since the linearized differential equation for the function $A$ is of the form (2.94) [40, 53].}

\section{Moment expansion method for the kinetic Gubser flow}

In this section, we generalize the ideas of nonautonomous dynamical systems to the case of the Boltzmann equation within the relaxation time approximation (RTA) for the Gubser flow. In what follows, the problem of solving the Boltzmann equation is basically mapped to the study of a dynamical system over the space of moments of the distribution function and de Sitter time.

The symmetry group of the Gubser flow, $\text{SO}(3) \times \text{SO}(1, 1) \times \mathbb{Z}_2$, restricts the number of variables on which the distribution function depends [7, 10]. It was demonstrated that the on-shell distribution function for this flow is given by $f(x^\mu, p_i) = f(\rho, p_0^2, |p_i|)$ [7, 10]. Thus, the RTA Boltzmann equation is reduced to the following relaxation equation [7, 10]

$$
\frac{\partial f(\rho, p_0^2, |p_i|)}{\partial \rho} = -\frac{1}{\tau_R(\rho)} \left[ f(\rho, p_0^2, |p_i|) - f_{\text{eq}}(p_\rho/T(\rho)) \right], \tag{3.1}
$$

where

$$
-pF(p) = -\lambda F(p) - (1 \ast F)(p) - 1,
$$

Indeed, the Borel transformed asymptotic series of the ODE (2.94) is Borel nonsummable. This explains why the asymptotic expansion series for the Bjorken flow is Borel nonsummable since the linearized differential equation for the function $A$ is of the form (2.94) [40, 53].
in which $\tau_R(x) := \theta_0/T(x)$ is the relaxation time scale, which is taken to be a positive constant. In eq. (3.1), the angular momentum $p_\Omega^2$ and the energy $p_\rho$ are given by

\begin{align}
p_\Omega^2 &= p_\rho^2 + \frac{p_\phi^2}{\sin^2 \theta}, \\
p_\rho &= \sqrt{\frac{p_\Omega^2}{\cosh^2 \rho} + p_\xi^2},
\end{align}

in which $p_\xi$ is the longitudinal momentum in the boosted frame. We assume that the equilibrium distribution function has a functional form of the Maxwell-Boltzmann type, i.e. $f_{\text{eq}}(x) = e^{-x}$. In statistical mechanics it is known that for systems invariant under a certain scaling, the zeros of the collisional kernel $C[f] = 0$ admit time-independent solutions, often called steady states, which do not correspond to the global thermal equilibrium state for which $f(x,p) = f_{\text{eq}}(p_\rho \beta^\mu(x))$. As we shall see, the stability analysis for the moments of the distribution function indicates the dynamical equilibrium state is not a thermal one; rather it is a non-thermal steady state. This is at odds with the equilibrium state for the Bjorken flow [40]. Hence, even though the equilibrium distribution function satisfies $C[f] = 0$, there might be another zero of the collisional kernel that defines a global equilibrium state [64].23

We expand the distribution function in terms of orthogonal polynomials

\begin{equation}
f(\rho, p_\Omega^2, p_\xi^2) = e^{-p_\rho/T(\rho)} \sum_{n, \ell=0}^{+\infty} c_{n\ell}(\rho) \mathcal{P}_{2\ell}(\cos \theta_\rho) \mathcal{L}_{n}^{(3)} \left( \frac{p_\rho}{T(\rho)} \right),
\end{equation}

where $\mathcal{P}_\ell(x)$ and $\mathcal{L}_n^{(3)}(x)$ are the Legendre and generalized Laguerre polynomials, respectively. The variables in the polynomial basis of the expansion and its exponential weight factor are constrained by the symmetry of the flow. The angle variable $\theta_\rho$ in eq. (3.3) is determined by $\cos \theta_\rho = p_\phi/p_\rho$. The coefficients $c_{n\ell}(\rho)$ can be projected out by the orthogonality of moments, and thus

\begin{equation}
c_{n\ell}(\rho) = \frac{2\pi^2(4\ell + 1) \Gamma(n + 1)}{T(\rho)^4 \Gamma(n + 4)} \left\langle p_\rho^2 \mathcal{P}_{2\ell}(\cos \theta_\rho) \mathcal{L}_{n}^{(3)} \left( \frac{p_\rho}{T(\rho)} \right) \right\rangle_f,
\end{equation}

23In the RTA approximation, temperature is an overall function in the collisional kernel. So even if $f - f_{\text{eq}}$ does not vanish as time tends to infinity, the vanishing of temperature guarantees that we have a global non-thermal equilibrium for the Boltzmann equation.

24In our previous publications [40, 53] a similar ansatz was introduced for the Bjorken flow. A reader familiar with representation theory would recognize that the generalized Laguerre polynomials are a representation of $\text{SU}(1,1) \cong \text{SO}(2,1)$ [65], which is not a subgroup of the spacetime symmetry group of the Bjorken flow. Nonetheless, since $\text{SO}(1,1) \cong \text{SO}(2,1)/\mathcal{G}$ where $\mathcal{G} = \text{SO}(1,1) \times \text{SO}(2)$, there should be some symmetry breaking conditions in going to the momentum space that would reduce the $\text{SO}(2,1)$ down to $\text{SO}(1,1)$, which is in part fulfilled with constraints coming from the geometry of spacetime and conservation laws. It would then be more appropriate to say that the symmetries of $f$ are in general those of the phase space from the perspective of Hamiltonian dynamics. Yet, here the expansion in (3.3) corresponds to the genuine representation theory of the momentum space symmetries whose generators commute with a Hamiltonian that should come from the Boltzmann equation. But due to the collisional kernel being a nonlinear operator, we cannot get this Hamiltonian for the problem at hand. Thus, we are at a loss to say anything on the representation theoretical aspects of (3.3) and would rather trust the fact that it happens to solve the Boltzmann equation.
where \( \langle O(x,p) \rangle_f := \int_p O(x,p) f(p) \) in which we have defined
\[
\int_p := \int \frac{d^4p}{(2\pi)^4} \frac{1}{\sqrt{\text{det} g}} (2\pi) \delta(p^2) 2\theta(p_\rho) = \int \frac{d^3p}{(2\pi)^3 p_\rho \cosh^2 \rho \sin \theta}, \tag{3.5}
\]
with \( \theta(x) \) being the step function. Notice that for the Maxwell-Boltzmann type distribution, we have to set \( c_{00}(\rho) = \text{const.} \in \mathbb{R}^+ \) and \( c_{n\ell}(\rho) = 0 \) for \( (\ell, n) \neq (0, 0) \).

Knowing the distribution function allows one to calculate the energy-momentum tensor \( T^{\mu\nu} := \langle p^{\mu}p^{\nu} \rangle_f \). For the ansatz (3.3), the non-zero components are found to only depend on the moments \( c_{00}, c_{01} \) as follows
\[
T^{\rho\rho}(\rho) = \frac{3T(\rho)^4 c_{00}(\rho)}{\pi^2}, \tag{3.6a}
T^{\theta\theta}(\rho) = \frac{T(\rho)^4}{\pi^2 \cosh^2 \rho} \left[ 1 - \frac{1}{5} c_{01}(\rho) \right], \tag{3.6b}
T^{\phi\phi}(\rho, \theta) = \frac{T(\rho)^4}{\pi^2 \cosh^2 \rho \sin^2 \theta} \left[ 1 - \frac{1}{5} c_{01}(\rho) \right], \tag{3.6c}
T^{\kappa\kappa}(\rho) = \frac{T(\rho)^4}{\pi^2} \left[ 1 + \frac{2}{5} c_{01}(\rho) \right], \tag{3.6d}
\]
where the Landau matching condition forces \( c_{00}(\rho) = 1 \). It is then easy to identify the hydrodynamic quantities from each component of the energy-momentum tensor as
\[
\mathcal{E}(\rho) := \frac{3T(\rho)^4}{\pi^2}, \quad \mathcal{P}(\rho) := \frac{T(\rho)^4}{\pi^2} = \frac{\mathcal{E}(\rho)}{3}, \quad \pi^{\kappa\kappa}(\rho) = \frac{2T(\rho)^4 c_{01}(\rho)}{5\pi^2}, \tag{3.7}
\]
where \( \mathcal{E}(\rho), \mathcal{P}(\rho), \) and \( \pi^{\kappa\kappa}(\rho) \) are the energy density, pressure, shear-stress viscous tensor, respectively. Notice that the energy-momentum tensor is scale invariant, thus \( T^{\mu\nu}_\mu(\rho) = 0 \). Using this argument, eqs. (3.7) together with the conservation law \( \nabla_\mu T^{\mu\nu} = 0 \) lead to the following differential equation for the temperature
\[
\frac{dT}{d\rho} = -\frac{T}{3} \left( 2 - \frac{c_{01}}{10} \right) \tanh \rho. \tag{3.8}
\]
The evolution equations for the moments \( c_{n\ell}(\rho) \) are derived by following a similar procedure outlined in refs. [40, 53]. These are given by
\[
\frac{dc_{n\ell}}{d\rho} = -\frac{T}{\theta_0} c_{n\ell} - \left[ \frac{(n + 4)c_{01}}{30} c_{n\ell} + \mathfrak{A}_{n\ell} c_{n+1\ell+1} + \mathfrak{B}_{n\ell} c_{n\ell+1} + \mathfrak{C}_{n\ell} c_{n-1\ell-1} \right] \tanh \rho + n \left[ \frac{c_{01}}{30} c_{n-1\ell} + \mathfrak{D}_{n\ell} c_{n-1\ell+1} + \mathfrak{E}_{n\ell} c_{n-1\ell+1} + \mathfrak{F}_{n\ell} c_{n-1\ell-1} \right] \tanh \rho, \tag{3.9}
\]
where
\[
\mathfrak{A}_{n\ell} = \frac{(2\ell + 1)(2\ell + 2)(2\ell - n - 1)}{(4\ell + 3)(4\ell + 5)}, \tag{3.10}
\mathfrak{B}_{n\ell} = \frac{2\ell(2\ell + 1)(2n + 5)}{3(4\ell - 1)(4\ell + 3)}, \tag{3.11}
\mathfrak{C}_{n\ell} = \frac{2\ell(2\ell - 1)(2\ell + n + 2)}{(4\ell - 3)(4\ell - 1)}, \tag{3.12}
\]
\begin{align}
\hat{\varepsilon}_\ell &= -\frac{4\ell(2\ell + 1)}{3(4\ell - 1)(4\ell + 3)}, \\
\mathcal{D}_\ell &= -\frac{2\ell(2\ell + 1)}{(4\ell + 3)(4\ell + 5)}, \\
\mathcal{E}_\ell &= \frac{1}{T} \frac{dT}{d\rho} \tanh \rho + \frac{2(4\ell^2 + 2\ell - 1)}{(4\ell - 1)(4\ell + 3)}, \\
\mathcal{F}_\ell &= -\frac{2\ell(2\ell - 1)}{(4\ell - 3)(4\ell - 1)}.
\end{align}

Eqs. (3.8) as well as (3.9) make up together what we will refer to as the Gubser dynamical system.

Practically speaking, it is not possible to solve the Gubser dynamical system in its full-fledged form, which is basically an infinite-dimensional system of coupled differential equations. But one can solve the system systematically with the truncation of the upper bounds \( \ell \) and \( n \) as \( \ell \leq L \in \mathbb{N}, n \leq N \in \mathbb{N}_0 \) in the ansatz (3.3). A surprising aspect of Gubser dynamical system is that even though it does admit a formal transseries solution, but there are no exponential transmonomials in contrast to the transseries solution of the Bjorken dynamical system. Therefore, the theory is completely perturbative. However, in both systems the evolution of the energy momentum tensor is fully determined by the moments \( c_{0l} := c_l \) \([40, 53]\). For this reason, we narrow down our search for the transseries structure and properties of the dynamical sub-system

\begin{align}
\frac{dc_\ell}{d\rho} &= -\frac{T}{\theta_0} c_\ell + \left( \frac{2c_1}{15} c_\ell + \mathcal{A}_\ell c_{\ell+1} + \mathcal{B}_\ell c_\ell + \mathcal{C}_\ell c_{\ell-1} \right) \tanh \rho, \\
\frac{dT}{d\rho} &= -\frac{T}{3} \left( 2 - \frac{c_1}{10} \right) \tanh \rho,
\end{align}

where the coefficients are given by

\begin{align}
\mathcal{A}_\ell &= \frac{(2\ell - 1)(2\ell + 1)(2\ell + 2)}{(4\ell + 3)(4\ell + 5)}, \\
\mathcal{B}_\ell &= -\frac{10\ell(2\ell + 1)}{3(4\ell - 1)(4\ell + 3)}, \\
\mathcal{C}_\ell &= -\frac{4\ell(2\ell - 1)(\ell + 1)}{(4\ell - 3)(4\ell - 1)}.
\end{align}

### 3.1 Flow structure

In this subsection, we investigate the local and global flow structure of the dynamical system (3.17) and (3.18).

#### 3.1.1 Fixed point and stability

Similarly to the IS theory studied previously, we take \( \tau \) to be a variable of flow time \( \rho \) in the nonautonomous system (3.17) and (3.18), and introduce an ODE for \( \tau \), which results
in the autonomous dynamical system
\[
\frac{dc_t}{d\rho} = -\frac{T}{\theta_0} c_t - \left( \frac{2c_1}{15} c_t + \mathcal{A}_t c_{t+1} + \mathcal{B}_t c_{t-1} + \mathcal{C}_t c_{t-1} \right) \tau =: F_t(C), \tag{3.22}
\]
\[
\frac{dT}{d\rho} = -\frac{T}{3} \left( 2 - \frac{c_1}{10} \right) \tau =: F_T(C), \tag{3.23}
\]
\[
\frac{d\tau}{d\rho} = 1 - \tau^2 =: F_\tau(\tau). \tag{3.24}
\]
Here, we have defined the vector \(C\) whose components stand for the variables of the system, i.e., \(C_i := (c_1, \cdots, c_L, T, \tau)\) where \(1 \leq i \leq L+2\). This vector essentially unveils the structure of configuration space at \(\tau\). The general solution of eq. (3.24) is given by \(\tau(\rho) = \tanh(\rho - \rho_0)\), where \(\rho_0\) is the integration constant. Evidently, the original nonautonomous dynamical system is reproduced by setting \(\rho_0 = 0\).

Let \(\bar{C}_i := (\bar{c}_1, \cdots, \bar{c}_L, \bar{T}, \bar{\tau})\) be a fixed point of the above dynamical system, satisfying \(d\bar{C}/d\rho = 0\), i.e.,
\[
\frac{\bar{T}}{\theta_0} \bar{c}_t + \left( \frac{2\bar{c}_1}{15} \bar{c}_t + \mathcal{A}_t \bar{c}_{t+1} + \mathcal{B}_t \bar{c}_t + \mathcal{C}_t \bar{c}_{t-1} \right) \bar{\tau} = 0, \tag{3.25}
\]
\[
\frac{\bar{T}}{3} \left( 2 - \frac{\bar{c}_1}{10} \right) \bar{\tau} = 0, \tag{3.26}
\]
\[
1 - \bar{\tau}^2 = 0. \tag{3.27}
\]
The sign of the solution of eq. (3.27) given by \(\lim_{\rho \to \pm \infty} \tanh \rho = \pm 1\), or equivalently, \(\bar{\tau} = \mp 1\) is associated with the UV\((-1)\) and IR\((+1)\) limits, respectively. The general solutions are complex, but we can numerically obtain two real solutions a couple of UV and IR fixed points if \(L \in 2\mathbb{N}\), and six real solutions (three UV and three IR fixed points) for \(L \in 2\mathbb{N} - 1\). For example, the fixed points for \(L = 20, 21\) are given by
\[
\bar{C} = (-2.47792, 3.50714, -3.84586, \cdots, 0, \mp 1) =: \Sigma_{U,1}, \quad \text{for } L = 20, \tag{3.28}
\]
\[
\bar{C} = \begin{cases} 
(5.53822, 6.37524, 15.0072, \cdots, 0, \mp 1) =: \Sigma_{U,1(A)}, \\
(-2.51978, 3.25608, -4.25828, \cdots, 0, \mp 1) =: \Sigma_{U,1(B)}, \quad \text{for } L = 21, \\
(20, 9.34538, 64.0704, \cdots, \pm 2.14623, \mp 1) =: \Sigma_{U,1(C)} 
\end{cases} \tag{3.29}
\]
The stability of the dynamical system at every fixed point is demonstrated by calculating the Lyapunov exponents or simply the eigenvalues of the Jacobian matrix
\[
J_{ij}^a = \left. \frac{\partial F_i}{\partial C_j} \right|_{C=\Sigma_a}, \tag{3.30}
\]
where \(a\) stands for the fixed point \(a\). We then find the instability index for each fixed point to be
\[
\text{Ind}[J^U] = 2, \quad \text{Ind}[J^I] = L, \quad \text{for } L \in 2\mathbb{N}, \tag{3.31}
\]
\[
\text{Ind}[J^{U(A)}] = L + 2, \quad \text{Ind}[J^{I(A)}] = 0, \tag{3.32}
\]
\[
\text{Ind}[J^{U(B)}] = 2, \quad \text{Ind}[J^{I(B)}] = L, \quad \text{for } L \in 2\mathbb{N} - 1, \tag{3.33}
\]
\[
\text{Ind}[J^{U(C)}] = L + 1, \quad \text{Ind}[J^{I(C)}] = 1. \tag{3.34}
\]
Figure 4 shows the distribution of Eigen($J^a$) = ($b_1, \ldots, b_{L+2}$) on the complex plane. One can see that both the UV and IR fixed points in the truncated system for $L \in 2N$ are unstable. Therefore, even $L$ does not contain an invariant manifold for the flow space and would not reproduce a physical dynamical system as $L \to \infty$. A similar conclusion was drawn for the truncation of Bjorken dynamical system in [40].

In contrast, the case of odd $L$ stands out in that we have a variety of different fixed points just as in the IS theory, with $\Sigma_{U(A)}$ being a spiral source, $\Sigma_{I(A)}$ being a spiral sink, and rest of fixed points being saddle points. Hence, a closed invariant manifold might be found in the flow space. For this reason, we always assume hereafter that $L$ is odd.

By calculating the expansion in (3.3) at the fixed point (3.29), one can immediately deduce that the Gubser flow does not reach a thermal equilibrium point in the IR limit,

$$\lim_{\rho \to +\infty} \frac{f(\rho, p_T^2 |p_\perp|)}{f_{eq}(p_\rho/T(\rho))} \neq 1.$$  \hfill (3.33)

In order to reproduce the exact solution, we have to take the limit $L \to \infty$ but how to take this limit is not always unique. For instance, in our analytical and numerical studies [40], it was observed that the shear viscous tensor calculated from the exact solution presents two UV fixed points, each of them located where either the transverse or the longitudinal pressure vanishes. These two UV fixed points exist for both odd and even number of moments when truncating the nonlinear ODEs. But if this number is even, there are only complex solutions in the UV and thus, the UV physics of the exact solution of the Boltzmann equation is not described by the truncated system in this case. One concludes that it is necessary to take the large $L$ limit as $L = 2n + 1$ with $n \to \infty$. 

---

In Figure 4(a), the UV fixed points for $L = 20$ are shown. In Figure 4(b), the IR fixed points for $L = 20$ are shown. In Figure 4(c), the UV fixed points for $L = 21$ are shown. In Figure 4(d), the IR fixed points for $L = 21$ are shown. In (c) and (d), the colored points represent the exponents for $\Sigma_{U,I(A)}$ (Blue), $\Sigma_{U,I(B)}$ (Red), and $\Sigma_{U,I(C)}$ (Green).
However, the distribution function correctly converges to a steady state because our collisonal kernel $C[f]$ is proportional to $T(\rho)$, and thus,

$$\lim_{\rho \to +\infty} T(\rho) = 0 \quad \Rightarrow \quad \lim_{\rho \to +\infty} C[f] = 0.$$ 

(3.34)

This result will remain the same for any $L$ and $N$.

### 3.1.2 Global structure

We consider the global flow structure of the system in eqs. (3.17) and (3.18). The analysis is similar to the what was done for the IS theory in section 2.1.2. Since the results will also be similar to those of IS theory, we are going to avoid divulging the technicalities and results and rather focus on the conclusions and main differences distinguishing the dynamical current system from IS theory. Moving forward, we will again assume $L \equiv 2N - 1$ for obtaining a source (to mimic the high energetic streaming of particles) and a sink (non-thermal equilibrium) in the UV and IR limits respectively, as explained in section 3.1.1. The following is a quick sketch of the setup and what needs to be understood from the resulting flow analysis.

1. The vector bundle $\Theta = (\mathcal{M}, \pi, B, F)$ is given by

   Total space : $\mathcal{M} = B \times F$,
   
   Projection : $\pi : \mathcal{M} \to B$,
   
   Base space : $B = I := (-1, +1) \ni \tau$,
   
   Fiber space : $F = \mathbb{R}^{L+1} \ni c = (c_1, \ldots, c_L, T)$.

   (3.35)

   (3.36)

   (3.37)

   (3.38)

   The nonautonomous system $(\theta, \phi)$ is given by the solution of

   $$\frac{dc_\ell}{d\rho} = -\frac{T}{\theta_0} c_\ell - \left( \frac{2c_1}{15} c_\ell + \mathcal{A}_\ell c_{\ell+1} + \mathcal{B}_\ell c_\ell + \mathcal{C}_\ell c_{\ell-1} \right) \tau =: F_\ell(c; \tau),$$

   $$\frac{dT}{d\rho} = -\frac{T}{3} \left( 2 - \frac{c_1}{10} \right) \tau =: F_T(c; \tau),$$

   in which we set $\tau(\rho) = \tanh \rho$ for $\theta_\rho$.

2. One can obtain the fixed point $\bar{c}$ on the $\tau$-fiber by solving the fixed point equation defined as $F_i(\bar{c}; \tau) = 0$. One can have two real constant solutions: (1) $\Sigma_{A,B}$ corresponding to $\Sigma_{U, I(A)}$ and $\Sigma_{U, I(B)}$ in eq. (3.29) at $\tau = \mp 1$; and (2) a $\tau$-independent real solution corresponding to $\Sigma_{U, I(C)}$. The $\tau$-dependence only enters the $T$-component of $\bar{c}$ linearly, that is $\bar{T}(\tau) = -\tau \bar{A}$ with a positive constant $\bar{A} \approx 2.1$. The stability of the three fixed points on $\mathcal{M}_\tau$ changes at $\tau = 0$ in accordance with the symmetry rule

   $$\text{Ind}[J^{U(*)}] = L + 1 - \text{Ind}[J^{I(*)}].$$

   (3.41)

3. For $L = 2N - 1$, one can define the invariant manifold of the flow space $\mathcal{S}$ connecting to the fixed points given by eq. (3.29). Using Diff($\mathcal{S}$), an identical version of the
decomposition done for the IS theory might be achieved here as
\begin{align}
S &= S_{AA} \cup S_{AB} \cup S_{AC} \cup S_{BA} \cup S_{BB} \cup S_{CA}, \\
S_{BC} &= S_{BC} = S_{CC} = \emptyset.
\end{align}

Furthermore, from the perspective of the Morse decomposition, the global structure of the flow space is unfolded in a seemingly similar way as in discussion of IS theory, giving rise to the following connection diagram

\begin{align}
\mathcal{R}_B &\quad \longrightarrow \quad \mathcal{R}_A \quad \longrightarrow \quad \mathcal{R}_C \\
&\quad \downarrow \quad \downarrow \quad \downarrow \\
\mathcal{A}_B &\quad \longrightarrow \quad \mathcal{A}_A \quad \longleftarrow \quad \mathcal{A}_C
\end{align}

### 3.2 Transseries construction

In this subsection, we construct the transseries solution expanded around the IR fixed point $\Sigma_{I(A)}$. The transseries analysis for the Gubser flow shows that not only it is not possible to interpret hydrodynamic or non-hydrodynamic modes, but also provides yet another evidence for the non-existence of the attractor solution. Later on, we also construct the transseries solution around the UV fixed point $\Sigma_{U(A)}$, which can be identically done for all the other fixed points.

For $L \in 2N - 1$ and $N = 0$, the ODEs are given by
\begin{align}
\frac{d c_\ell}{dz} &= -\frac{1}{2z} \left[ \frac{T}{\theta_0} c_\ell + \left( \mathfrak{A}_\ell c_{\ell+1} + \mathfrak{B}_\ell c_\ell + \mathfrak{C}_\ell c_{\ell-1} \right) \frac{1 - z^{-1}}{1 + z^{-1}} \right] \\
&= -\frac{1}{2z} \left[ \frac{T}{\theta_0} c_\ell + \left( \frac{2c_1}{15} c_\ell + \mathfrak{A}_\ell c_{\ell+1} + \mathfrak{B}_\ell c_\ell + \mathfrak{C}_\ell c_{\ell-1} \right) \frac{1 - z^{-1}}{1 + z^{-1}} \right], \\
\frac{dT}{dz} &= -\frac{T}{6z} \left( 2 - \frac{c_1}{10} \right) \frac{1 - z^{-1}}{1 + z^{-1}}.
\end{align}

Note that $c_0 = 1$ due to the Landau matching condition. The fixed points at the IR limit can be obtained by solving $dc_\ell/dz = dT/dz = 0$ at $z \to \infty$. Let us denote the fixed points by $\tilde{c} = (\tilde{c}_\ell, \tilde{T})$. Notice that $\tilde{c}_\ell$ has an $L$-dependent nonzero value for any $\ell$. In our analysis, we choose $\Sigma_{I(A)}$ to represent the fixed point for which $\tilde{T} = 0$. Shifting $c_\ell \to c_\ell + \tilde{c}_\ell$, we get
\begin{align}
\frac{d c_\ell}{dz} &= -\frac{1}{2z} \left[ \frac{T}{\theta_0} c_\ell + \tilde{c}_\ell + \frac{2c_1}{15} c_\ell + \frac{2\tilde{c}_\ell}{15} c_1 + \mathfrak{A}_\ell c_{\ell+1} + \left( \frac{2\tilde{c}_1}{15} c_\ell + \mathfrak{C}_\ell c_{\ell-1} \right) \frac{1 - z^{-1}}{1 + z^{-1}} \right], \\
\frac{dT}{dz} &= -\frac{T}{6z} \left( A_T - \frac{c_1}{10} \right) \frac{1 - z^{-1}}{1 + z^{-1}},
\end{align}

where $A_T = 2 - \tilde{c}_1/10$ (the shift $c_\ell \to c_\ell + \tilde{c}_\ell$ implies $\tilde{c}_0 = 1$ and $c_0 = 0$). Next, we define the $(L + 1)$-component vector $c = (c_1, c_2, \cdots, c_L, T)^\top$. This will cast (3.47) in the form
\begin{align}
(z + 1) \frac{d c}{dz} = - \left( \mathcal{A}^{(+)} + z^{-1} \mathcal{A}^{(-)} \right) c,
\end{align}
where $A(\pm)$ is an $(L+1)$-by-$(L+1)$ matrix, decomposed into a constant part and a $c$-dependent part expressed by $A(\pm) = B(\pm) + D(\pm)(c)$. The matrices $B(\pm)$ and $D(\pm)$ are respectively

$$
B(\pm) = \pm \frac{1}{2} \left( \begin{array}{c c c c}
\mathfrak{B}_1' + \frac{2c_1}{15} & \mathfrak{A}_1 & & \\
\mathfrak{B}_2' & \mathfrak{A}_2 & & \\
\mathfrak{B}_3' & \mathfrak{A}_3 & & \\
\vdots & \ddots & \ddots & \\
\mathfrak{B}_L' & \mathfrak{A}_L' & & \mathfrak{B}_L + \frac{Lc_L}{60}
\end{array} \right), \ \mathfrak{B}_\ell' = \mathfrak{B}_\ell + \frac{2c_1}{15}, \ (3.49)
$$

$$
D(\pm)(c) = \pm \frac{1}{2} \left( \begin{array}{c c c c}
\pm \frac{T}{60} + \frac{2c_1}{15} & & & \\
& \pm \frac{T}{60} + \frac{2c_1}{15} & & \\
& & \ddots & \\
& & & -\frac{c_L}{30}
\end{array} \right). \ (3.50)
$$

To simplify the matters, we are going to seek a diagonalized form of $B(\pm)$ by acting on $c$ by an invertible matrix $U$, and following the diagonalization procedure as

$$
\tilde{c} = Uc, 
\tilde{A}(\pm) = \tilde{B}(\pm) + \tilde{D}(\pm)(c), \ (3.51a)
$$

$$
\tilde{B}(\pm) = UB(\pm)U^{-1} = \text{diag}(b_1, \cdots, b_L, b_{L+1}), \ (3.51b)
$$

$$
\tilde{B}(\pm) = UB(\pm)U^{-1}, \ (3.51c)
$$

$$
\tilde{D}(\pm)(c) = U D(\pm)(c) U^{-1}. \ (3.51d)
$$

In terms of the variables with a tilde, the dynamical system takes the form

$$
(z + 1) \frac{d\tilde{c}}{dz} = - \left( \tilde{A}(\pm) + z^{-1} \tilde{A}(-) \right) \tilde{c}
= - \left( \tilde{B}(\pm) + z^{-1} \tilde{B}(-) + \tilde{D}(\pm)(c) + z^{-1} \tilde{D}(-)(c) \right) \tilde{c}. \ (3.52)
$$

The formal transseries ansatz to solve these equations is given by

$$
\tilde{c}_\ell(z) = \sum_{k=0}^{\infty} \sum_{|m| \geq 0} \tilde{u}_{\ell,k}^{(m)} \Phi_k^m, \quad \text{as } z \to +\infty, \ (3.53)
$$

$$
\Phi_k^m := \sigma^m z^m \beta^{-k}, \quad \sigma^m := \prod_{\ell=1}^{L+1} \sigma^m_\ell \ (3.54)
$$

where $m \in \mathbb{N}_{0}^{L+1}$, $\beta \in \mathbb{C}^{L+1}$ are the vectorial indices and eigenvalues characterizing the first-order corrections in the transseries, and $\sigma \in \mathbb{C}^{L+1}$ are the integration constants. Notice that $\tilde{u}_{\ell,0}^{(0)} = 0$ for any $\ell$. In the original variables $(c, T)$ of the dynamical system,
the form of transseries (3.53) is preserved, with the coefficients being given by the action of $U^{-1}$ on $u^{(m)}$, namely

$$c_\ell(z) = \sum_{k=0}^{\infty} \sum_{|m| \geq 0} u^{(m)}_{\ell,k} \phi^m_k,$$  

(3.55a)

$$u^{(m)}_{\ell,k} = \sum_{\ell'=1}^{L+1} U^{-1}_{\ell\ell'} \tilde{u}^{(m)}_{\ell',k}.$$  

(3.55b)

We note that $u^{(m)}_k$ in eq. (3.57) can be calculated similarly using $u^{(m)}_k = U^{-1} \tilde{u}^{(m)}_k$. Moreover, $\tilde{B}^{(\pm)}(c)$ might be expanded in the same basis as $u^{(m)}_k$.

Substituting the ansatz (3.53) into eq. (3.52) gives the evolution equation for the coefficients as

$$(m \cdot \beta + b_\ell - k) \tilde{u}^{(m)}_{\ell,k} + (m \cdot \beta - k + 1) \tilde{u}^{(m)}_{\ell,k-1} + \sum_{\ell'=1}^{L+1} \tilde{B}^{(\pm)}_{\ell\ell'} \tilde{u}^{(m)}_{\ell',k-1} + \sum_{\ell'=1}^{L+1} \sum_{|m'| \geq 0} \sum_{k'=0}^m \tilde{D}^{(\pm)}_{\ell\ell',k-k'} \tilde{u}^{(m')}_{\ell',k'} + \sum_{k'=0}^{k-1} \tilde{D}^{(-)}_{\ell\ell',k-k'-1} \tilde{u}^{(m')}_{\ell',k'} = 0.$$  

(3.59)

We can further fix $\tilde{u}^{(0)}_{\ell,0} = 1$ for $m_\ell = \delta_{\ell,0}$ to normalize the integration constants. Eq. (3.59) is then solved for all the unknown coefficients $\tilde{u}^{(m)}_{\ell,k}$ and $\beta_\ell$ unambiguously. It is straightforward to show that

$$\tilde{u}^{(0)}_{\ell,k} = 0 \quad \text{for any } \ell \text{ and } k,$$  

(3.60)

and $\beta_\ell = -b_\ell$. After determining $\tilde{u}^{(m)}_{\ell,k}$ and $\beta_\ell$, the formal transseries solution is written as

$$c(z) = \sum_{|m| > 0} \sum_{k=0}^{+\infty} u^{(m)}_k \phi^m_k + \bar{c},$$  

(3.61)

where $u^{(m)}_k = U^{-1} \tilde{u}^{(m)}_k$ and $\bar{c}$ is the constant part appearing due to the shift implemented earlier. Comparing eq. (3.52) against the prepared form of a generic multi-dimensional rank-1, level-1 vector differential equation around a fixed point at infinity given in [66], we are missing the term proportional to $\tilde{c}$ due to the factor $(z+1)$ on the l.h.s. of that equation.
This means that the system does not accept any further exponential corrections so the formal solution in eq. (3.61) is merely a perturbative series, and in fact a convergent one. Following the construction of transseries solutions for the IS theory, the formal transseries around the UV fixed point \( \Sigma_{U(A)} \) is generated by applying \( z \rightarrow \tilde{z} := 1/z \), \( A(+) \rightarrow A(-) \) in the system of (3.48), making the UV limit be defined as \( \tilde{z} \rightarrow +\infty \). Repeating the analysis leading to eq. (3.61), one can calculate the early-time formal transseries. This might well be achieved by simply following an isomorphism between the transseries expanded around the UV and IR fixed points, of the form \( \mathbb{C}[z^{-1}, \sigma_1 z^{\beta_1}, \ldots, \sigma_{L+1} z^{\beta_{L+1}}] \rightarrow \mathbb{C}[\tilde{z}^{-1}, \sigma_1 \tilde{z}^{\beta_1}, \ldots, \sigma_{L+1} \tilde{z}^{\beta_{L+1}}] \), and replacing \( \theta_0 \rightarrow -\theta_0 \).

### 3.3 Stability analysis when \( N > 0, \, L > 0 \)

The Gubser dynamical system has a chain structure, i.e., the solution for the moment \( c_{nl} \) depends on the higher-order moments \( c_{n+1,l+1} \). The moments in the \( N = 0 \) sector only couple with the moments in the same sector, and one can express the energy-momentum tensor in terms of a linear combination of them. The higher moments in the \( N > 0 \) sector are known to express the energy tail for the distribution function [40, 53]. Therefore, the stability analysis of the system including \( N > 0 \) sectors in both UV and IR limits gives a global picture of the nonlinear relaxation processes of the Gubser dynamical system.

Suppose that we have a system \( l < L, \, n < N \), the total dimension of the configuration space is \( I + 2 \), where \( I = (N + 1)(L + 1) - 1 \). Again, the stability analysis can unfold the instability index for each fixed point. Following the same procedure outlined for the IS theory and the sector \( N = 0 \), we find that \( \text{Ind}[J^U] \) around all the fixed points are

\[
\begin{align*}
\text{Ind}[J^U] &= N + 2, & \text{Ind}[J^I] &= I - N, & \text{for } L \in 2N, \\
\text{Ind}[J^{U(A)}] &= I - N + 2, & \text{Ind}[J^{I(A)}] &= N, \\
\text{Ind}[J^{U(B)}] &= N + 2, & \text{Ind}[J^{I(B)}] &= I - N, & \text{for } L \in 2N - 1, \\
\text{Ind}[J^{U(C)}] &= I - N + 1, & \text{Ind}[J^{I(C)}] &= N + 1.
\end{align*}
\]

These values seem to dismiss the existence of pullback(forward) attractors in the UV(IR) limit. However, by reducing the dimension of the fiber space and choosing particular initial conditions for the flows, one can find such a pullback(forward) attractor. This can also be achieved by constraining the integration constants of the transseries solutions to the dynamical system around both UV and IR fixed points.

We conclude this section by presenting in figure 5 a comparison between the numerical solutions of the truncated dynamical system (with \( N = 0, \, L = 3 \)) (black lines), multiparameter transseries in the UV (green line), IR (red line) and a Taylor series expansion around \( \rho = 0 \) up to 10000th order (blue line). The discrepancy in the \( \rho \rightarrow \pm \infty \) regime is expected between exact and transseries since \( z \rightarrow 1 \) as \( \rho \rightarrow 0 \). It is also observed that there is a good agreement between the Taylor series expansion at \( \rho = 0 \) and the exact

---

26The existence of a transseries solution of the dynamical system written fully in the variable \( z \) is enough to have a definite conclusion just on the status of convergence, no matter what the radius of convergence would be. Had we started off with \( \rho \) instead, this conclusion would have not been straightforward to draw.
result which naturally diverges at large $|\rho|$ due to a finite radius of convergence. In all these cases, it is always possible to analytically continue the solutions beyond the original finite domain.

4 Comparison with the Bjorken flow

Even though the Gubser flow manifests scale invariance and originates from the conformal subgroup of the isometry of the $AdS_5$ spacetime [51, 52], its global flow structure and formal transseries are quite different from those of Bjorken flow within the kinetic theory framework [40, 53].

In Bjorken flow, the distribution function is invariant under ISO(2) $\times$ SO(1, 1) $\times$ $\mathbb{Z}_2$ symmetry and one can derive the evolution equations of the moments in the RTA approximation using the moment method with the orthogonal polynomial functions identical to the ones used in the ansatz (3.53) (see for instance eq. (2) in ref. [53]). For $N = 0$, the
Bjorken dynamical system is given by \[40, 53\]

\[
\frac{d c_l}{d \tau} = -\frac{T}{\theta_0} c_l + \frac{1}{\tau} \left( \frac{2c_1}{15} c_l + \mathcal{A}_l c_{l+1} + \mathcal{B}_l c_{l} + \mathcal{C}_l c_{l-1} \right),
\]  

(4.1)

\[
\frac{dT}{d\tau} = -\frac{T}{3\tau} \left( 1 + \frac{c_1}{10} \right),
\]  

(4.2)

where the coefficients \(\mathcal{A}_l, \mathcal{B}_l, \mathcal{C}_l\) are given by eqs. (3.19)–(3.21) and \(\tau \in \mathbb{R}^+\) is the Milne time. The UV and IR limits are described by \(\tau \to 0\) and \(\tau \to +\infty\), respectively.

The global structure of the Bjorken dynamical system can be investigated by following the same procedure described in the previous sections. For example, if one takes \(L = 21\), the UV/IR fixed points \(\tilde{c} = (\tilde{c}_1, \cdots, \tilde{c}_L, \tilde{T})\) are

\[
\tilde{c} = \begin{cases} 
(5.53822, 6.37524, 15.0072, \cdots, 0) & =: \Sigma_{U,I(A)} \\
(-2.51978, 3.25608, -4.25828, \cdots, 0) & =: \Sigma_{U,I(B)} \\
(0, \cdots, 0) & =: \Sigma_{I(C)} \end{cases}
\]  

(4.3)

In this nonautonomous system, we can obtain two disconnected regions of the flow, and those are characterized by either (i) \(T(\tau) = 0\) for all \(\tau\); or (ii) \(T(\tau) \neq 0\). If one takes \(T(\tau) = 0\) for all \(\tau\), the ODEs of (4.1) reduce to

\[
\frac{d c_l}{d \log \tau} = \frac{2c_1}{15} c_l + \mathcal{A}_l c_{l+1} + \mathcal{B}_l c_{l} + \mathcal{C}_l c_{l-1},
\]  

(4.4)

and thus, which is essentially an autonomous system. In generic autonomous systems, the flow structure such as the location of fixed points and their stability do not depend on the flow time. In the case of eq. (4.4), \(\Sigma_{U,I(A)}\) and \(\Sigma_{U,I(B)}\) are a source and a sink, respectively, so that there exist three types solutions\(^27\)

\[
\begin{array}{c}
\Sigma_{U(A)} \\
\Sigma_{I(A)} \\
\Sigma_{U(B)} \\
\Sigma_{I(B)}
\end{array}
\]  

(4.5)

where \(\Sigma_{U(A)} \to \Sigma_{I(A)}\) and \(\Sigma_{U(B)} \to \Sigma_{I(B)}\) are nothing but the trivial solutions exactly at the fixed points, and only \(\Sigma_{U(A)} \to \Sigma_{I(B)}\) gives a nontrivial flow line. Unlike a nonautonomous system, the fixed points \(\Sigma_{A,B} = \Sigma_{U,I(A,B)}\) themselves are now invariant submanifolds. The AR pair such as \((\Sigma_B, \Sigma_A)\) is then associated with an invariant manifold that is closed and disconnected from \(\Sigma_{I(C)}\).

When turning on the temperature, however, the ODEs (4.1) and (4.2) describe a nonautonomous system. In this case, there is only one IR fixed point \(\Sigma_{I(C)}\) for the flows, while there exists no UV fixed point because the temperature increases as we approach the UV limit (its time derivative never settles at 0). Since all the components of \(\tilde{c}_l\) vanish

\(^27\)In an autonomous system, the smallest ingredient of the Morse decomposition must be a fixed point, unlike the nonautonomous systems.
at $\Sigma_{\Pi(C)}$, the distribution converges to the thermal equilibrium and all the flows reach $\Sigma_{\Pi(C)}$. If one takes $w := \tau T(\tau) \in \mathbb{R}_0^+$ for the flow time, the following dynamical system is derived [40, 53]

$$
\frac{d c_{\ell}}{d w} = -\frac{3}{2(1 - \frac{w}{w_0})} \left[ c_{\ell} - \frac{1}{w} \left(\frac{2c_{\ell}}{15} + \mathcal{A}_{\ell c_{\ell + 1}} + \mathcal{B}_{\ell c_{\ell}} + \mathcal{C}_{\ell c_{\ell - 1}}\right)\right].
$$

(4.6)

This has two UV fixed points $\Sigma_{U(A,B)}$ and one IR fixed point $\Sigma_{I(C)}$, which are exactly the same as those of the original ODEs (4.1) and (4.2). Because $\Sigma_{U(A)}$, $\Sigma_{U(B)}$ and $\Sigma_{I(C)}$ are a source, a saddle, and a sink, respectively, the maximal invariant submanifold $S$ might be decomposed into

$$
S = S_{AC} \cup S_{BC}.
$$

(4.7)

Indeed, $\Sigma_{U(A)}$ and $\Sigma_{U(B)}$ can be regarded as an end point of a local forward and pullback attractors, respectively, and the Morse decomposition is given by

$$
R_A \rightarrow R_B
$$

\begin{align}
\downarrow & \quad A_C
\end{align}

(4.8)

The AR pair on the past domain naturally determines a flow line, which is given the name “attractor solution” [30].

Next, we would discuss the formal transseries of the Bjorken flow. Assuming the flow time to be $\tau$, one can obtain the formal transseries around both $\Sigma_{I(B)}$ and $\Sigma_{R(C)}$. For the transseries around $\Sigma_{I(C)}$, we cannot take $1/\tau$ as the expansion parameter. This fact can be easily seen from eq. (4.6) by obtaining the leading order behavior of the temperature,

$$
T(\tau) \sim T_0/\tau^{1/3}
$$

with $T_0 \in \mathbb{R}^+$. Thus, in order to construct a transseries that is closed under all operations in the ODEs, one has to take $\tau^{2/3}$ as the expansion parameter. Using $z := \tau^{2/3}$, the ODEs are modified as follows [40]

$$
\frac{d c_{\ell}}{d z} = -\frac{3T_0}{2\theta_0} \hat{T} c_{\ell} + \frac{3}{2z} \left(\frac{2c_{\ell}}{15} \mathcal{A}_{\ell c_{\ell + 1}} + \mathcal{B}_{\ell c_{\ell}} + \mathcal{C}_{\ell c_{\ell - 1}}\right),
$$

(4.9)

$$
\hat{T} = \exp \left(-\frac{1}{20} \int \frac{d z}{z} c_1\right),
$$

(4.10)

where the temperature is retrieved by $T(z) = \hat{T}(z)T_0/z^{1/2}$.

The formal transseries for the solution of the Bjorken dynamical system is defined over the C-polynomial ring $\mathbb{C}[z^{-1}, \frac{c_1 e^{-S_1}}{z^{S_1}}, \ldots, \frac{c_{\ell} e^{-S_{\ell}}}{z^{S_{\ell}}}]$ with $S = 3T_0/(2\theta_0)$ and it turns out to be a divergent series. The so-called non-hydrodynamic modes are associated with the exponential part of the polynomial ring, that clearly shows the nonperturbative nature of the solution. Calculating the Borel transform of the asymptotic power expansion, we can find singular points on the real axis of the Borel plane, verifying the Borel non-summability of the series. On the hand, the formal transseries (3.61) solution of the Gubser dynamical system is a convergent series with a finite radius of convergence and there are no exponential terms in the polynomial ring as proven in this paper.
|                     | Gubser                                                                 | Bjorken                                                                 |
|---------------------|------------------------------------------------------------------------|------------------------------------------------------------------------|
| Spacetime           | $dS_3 \times \mathbb{R}$                                              | $\mathbb{R}^{1,3}$                                                     |
| Symmetry            | $SO(3) \times SO(1,1) \times \mathbb{Z}_2$                           | $ISO(2) \times SO(1,1) \times \mathbb{Z}_2$                           |
| # of bounded $S_a$  | $6$                                                                    | $0(\tau^{2/3}), 2(w)$                                                 |
| $T \neq 0$          |                                                                        |                                                                        |
| # of source $T \neq 0$ | 1                                                                     | $0(\tau^{2/3}), 1(w)$                                                 |
| # of sink $T \neq 0$ | 1                                                                     | 1                                                                     |
| $\lim_{IR} f/f_{eq}$ | $\neq 1$ (Non-thermal)                                               | $= 1$ (Thermal)                                                       |
| Expansion param. $z$ | $\epsilon^{2\rho}$                                                   | $\tau^{2/3}, w = \tau T$                                              |
| Borel summability   | Convergent series                                                     | Non-summable                                                          |
| Formal transseries ($T \neq 0$) | $\mathbb{C}\left[ z^{-1}, \sigma_1z^{\beta_1}, \ldots, \sigma_Nz^{\beta_N} \right]$ | $\mathbb{C}\left[ z^{-1}, \frac{\sigma_1e^{-s_1}}{z^{\beta_1}}, \ldots, \frac{\sigma_Ne^{-s_N}}{z^{\beta_N}} \right]$ |

Table 1. Comparison between the Gubser and Bjorken flows. In the first column from the right, $\tau^{2/3}$ and $w$ each stand for a separate candidate for the variable $z$.

In the scenario where $T(\tau)$ is set to zero for every $\tau$, the formal transseries given by eq. (4.4) over the polynomial ring $\mathbb{C}\left[ \frac{\sigma_1}{z^{\beta_1}}, \ldots, \frac{\sigma_N}{z^{\beta_N}} \right]$ with $z := \log \tau$. Notice that this transseries looks very much like the Gubser solution in that it lacks the exponential profile that existed in the general solution for the case $T \neq 0$. Hence, understandably the conclusion on the convergence of the series is again the same as before. The polynomial structure $\mathbb{C}\left[ \frac{\sigma_1}{z^{\beta_1}}, \ldots, \frac{\sigma_N}{z^{\beta_N}} \right]$ entering a transseries universally appears in a generic autonomous system such as RG flow equation of quantum field theories. We invite the interested readers to check ref. [40] for technical details on the formal transseries solution and flow structure of the Bjorken dynamical system. We summarize the comparison between the Gubser and Bjorken dynamical systems and their transseries solutions in table 1.

5 Conclusions and final remarks

As we have shown in this work, the asymptotic series around the UV/IR fixed points for the Gubser flow is a purely perturbative (or power-law asymptotic) with a finite radius of convergence. This literally means that the asymptotic series converges to the exact solution by adding higher order terms within a suitable truncation scheme.

In the case of a divergent series, there exists a truncation order that minimizes the error related to the deviance from the exact solution. This error is controlled by the value of the expansion parameter in the transseries solution. Therefore, if one keeps adding higher-order terms beyond a certain order, the formal transseries starts to veer off from the exact solution, a fact which was observed in the IR asymptotic expansion of the Bjorken flow [40]. It should be noted that calculating the error systematically is a well-established subject in the supersasymptotic and hyperasymptotic approximation methods [67].

It is also possible to obtain the asymptotic series with the expansion parameter being $\tau := \tanh \rho \in (-1, +1)$ and setting the initial condition $c(\tau = 0) = \bar{c}$ where $\bar{c}$ has to lie in the basin of attraction of the IR fixed point (non-thermal equilibrium) at $\tau \to 1$, even
though $\bar{c}$ is not a fixed point. We then find the evolution equations in terms of $\tau$ from eqs. (3.17) and (3.18) as

$$ \frac{dc}{d\tau} = -\left[ \frac{T}{\theta_0} c_\ell + \left( \frac{2c_1}{15} c_\ell + \mathfrak{A}_\ell c_{\ell+1} + \mathfrak{B}_\ell c_\ell + \mathcal{C}_\ell c_{\ell-1} \right) \right] \frac{1}{1 - \tau^2}, \quad (5.1) $$

$$ \frac{dT}{d\tau} = -\frac{T}{3} \left( 2 - \frac{c_1}{10} \right) \frac{\tau}{1 - \tau^2}, \quad (5.2) $$

and show that the formal transseries is has a power series form, i.e.

$$ c(\tau) = \sum_{k=0}^{+\infty} u_k \tau^k, \quad \text{as} \quad \tau \to 0^\pm, \quad (5.3) $$

where $u_k \in \mathbb{R}^{L+1}$. The previous expression is, of course, a convergent series. We should notice that this power series can not directly encode the information of the UV/IR fixed points because $c(\tau)$ fails to be analytic at $\tau = \pm 1$ (eqs. (5.1)--(5.2) are not obviously regular at these limits). However, one can in principle translate the power series expansion (5.3) into a transseries solution by expanding around either the UV or IR fixed point and perform an analytic continuation. For the Bjorken flow this procedure was previously proposed in refs. [40, 68] and was analyzed more recently in [47]. It must be emphasized that here we did not consider analytic continuation of the series (5.3) albeit being a very straightforward calculation.

We should mention that finding the expansion parameter for a formal transseries solution of a nonlinear ODE is not an easy task. The same goes for the Gubser (or Bjorken) dynamical system, in which the expansion parameter is \textit{not} an arbitrary variable and should rather be derived from the ODEs themselves. This is not necessarily limited to the transseries and must in fact be taken into account even for the naive asymptotic expansion. For instance, in the Bjorken flow [40], a naive ansatz defined as a power series in terms of $\tau^{-1}$ would not work for solving the dynamical system. Instead, one should use $\tau^{-2/3}$ as the expansion parameter. In general, for a given ODE the appropriate ansatz for the expansion parameter is constructed by ensuring that all the properties of the original theory are kept intact. So it is very risky to introduce an arbitrary expansion parameter, as in bookkeeping parameter methods, due to the basic fact the modified ODE might break the well-defined asymptotic properties of the original theory. When one assumes the ansatz for the distribution to be of the form $f = f_{eq} + \alpha f^{(1)} + \alpha^2 f^{(2)} + \cdots$ with a bookkeeping parameter $\alpha \in \mathbb{R}^+$, it will eventually be necessary to validate whether or not the asymptotics satisfies $|f_{eq}| \gg |f^{(1)}| \gg |f^{(2)}| \gg \cdots$ in the IR limit. This validation test turns out to only pass for the Bjorken flow.

In this work, we have established a new set of methods to determine whether a non-equilibrated physical system hydrodynamizes, which is essentially described by the \textit{existence of the slow invariant manifold}. We have shown that in order for hydrodynamization to happen, it is necessary for the dynamics of the system to entail a few degrees of freedom that are slowly relaxing to their equilibrium values. For a system undergoing Bjorken flow described by the RTA Boltzmann equation, the slowest moments $c_{01}$ and $c_{11}$ in the long wavelength limit basically form the \textit{slow invariant manifold} [40]. The Gubser flow does
not respect this generic rule since its asymptotic behavior requires an infinite number of moments, none of which are exponentially decaying (nonperturbative). Based on previous studies \cite{7, 10, 44, 69} this also explains naturally why the asymptotic gradient expansion breaks down since this perturbative approach relies on being close to the thermal equilibrium. However, the kinetic Bjorken flow fulfills this requirement \cite{40} since its asymptotic IR behavior is controlled by exponentially decaying non-hydrodynamic modes. On the other hand, in refs. \cite{40, 53} it was argued that the transport coefficients get dynamically renormalized such that constituent relations can exist in non-equilibrated systems. Our work imposes restrictions on the emergence of non-equilibrium constitutive relations related with the existence of a slow invariant manifold. It would be interesting to explore further these insights and we leave it for future work.

As the last comment, we would like to say a few words on the so-called “attractor solution”. This term has been frequently used in many recent papers on hydrodynamic attractors even though there is no clear definition of the term nor are there any established conditions for its existence. At least we can argue that a couple of implicit properties in this regard might come to light by studying these papers which we can relate to: (i) An “attractor solution” is a one-dimensional flow line approaching the local equilibrium in the late-time limit; and (ii) (Most of if not) all the flows get attracted to this flow line at large finite flow time irregardless of what the initial condition is. The techniques used in this paper and refs. \cite{40, 53} based on the Morse decomposition and the transseries construction gives the correct mathematical interpretation for these properties and beyond. In order to obtain the “attractor solution”,

(i) There must exist a pullback attractor \(\mathcal{R}\) with \(\text{Ind}(\Sigma_{\mathcal{R}}) = 1\),\(^{28}\) and a forward attractor \(\mathcal{A}\) with \(\text{Ind}(\Sigma_{\mathcal{A}}) = 0\) on the same invariant submanifold (i.e. \(\mathcal{A} \subset \mathcal{R}\)) where \(\Sigma_{\mathcal{R}(\mathcal{A})}\) is the associated fixed point for \(\mathcal{R}(\mathcal{A})\),

(ii) The lowest level transmonicomial in the transseries centered at \(\Sigma_{\mathcal{A}}\) must be decoupled from the integration constants (e.g. the transseries be of the Gevrey-1 class).

Only the Bjorken flow (in the \(w\)-coordinate) satisfies the conditions (i),(ii) all at once. However, the unfortunate fact is that under this time coordinate transformation, the global topology of the flow for the Bjorken dynamical system is changed dramatically in three ways: (1) The most important thing is that the dimension of the fiber space is lowered by one; (2) There is a singularity that appears at \(c_1 = 20\) as seen in eq. (4.6); and (3) The flow at \(T = 0\) originally defines an autonomous system in (4.4), suggesting that there is a disconnected sector in the configuration space that disappears once the \(w\)-coordinate is used \cite{40}. Technically speaking, the mapping \(\tau \mapsto w\) for the Bjorken flow cannot continuously deform the topology of the \(w\)-fiber bundle to that of the \(\tau\)-fiber bundle. Therefore, when \(T = 0\), namely \(w = 0\) for any \(\tau > 0\), the independent autonomous dynamical structure does not appear when writing the dynamical system in terms of the variable \(w\). For \(T > 0\), focusing

\(^{28}\)This condition for the pullback attractor can be generally relaxed if the transseries around the fixed point always couples with the integration constants. In such cases, one can constrain the fiber space by eliminating the extra dimensions associated to the repelling directions.
only on the subfiber space over the mode configuration $c_i$ by excluding the $T$-direction, does mean that $c_i$ can stay bounded despite $T$ being divergent in the UV limit. This aspect of the original theory is similar to the flow structure of the transformed system.

It is extremely important to note that if a global attractor is meant by the “attractor solution”, however, it would basically ensure the existence of a pullback attractor in which case there is a universal attraction by going to the history of the flow; see, for example, [70, 71]. We should notice that in the standard textbook definition (e.g. chapter 3.2 of [57]), the global attractor possibly does not satisfy both (i) and (ii) above. In such a case, formal transseries around $\Sigma_{U(A)}$ and $\Sigma_{I(A)}$ might have, for example, a form similar to transseries of Gubser flow in the UV and IR limits, respectively. For these reasons, we have rather used the term critical line in [40] for putting the emphasis on the fact that this line is just a UV-IR complete flow line and that it lies on the boundary of an invariant submanifold.
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