Is Continual Learning Truly Learning Representations Continually?
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Abstract

Continual learning (CL) aims to learn from sequentially arriving tasks without forgetting previous tasks. Whereas CL algorithms have tried to achieve higher average test accuracy across all the tasks learned so far, learning continuously useful representations is critical for successful generalization and downstream transfer. To measure representational quality, we re-train only the output layers using a small balanced dataset for all the tasks, evaluating the average accuracy without any biased predictions toward the current task. We also test on several downstream tasks, measuring transfer learning accuracy of the learned representations. By testing our new formalism on ImageNet-100 and ImageNet-1000, we find that using more exemplar memory is the only option to make a meaningful difference in learned representations, and most of the regularization- or distillation-based CL algorithms that use the exemplar memory fail to learn continuously useful representations in class-incremental learning. Surprisingly, unsupervised (or self-supervised) CL with sufficient memory size can achieve comparable performance to the supervised counterparts. Considering non-trivial labeling costs, we claim that finding more efficient unsupervised CL algorithms that minimally use exemplary memory would be the next promising direction for CL research.

1 Introduction

Continual learning (CL), which aims to efficiently learn sequentially arriving tasks without forgetting past tasks, has been considered as a holy grail in machine learning research. Recently, a plethora of neural network based CL algorithms have been proposed [34, 14, 32], particularly in the continual classification setting. Namely, when a training dataset for novel classes arrive, those algorithms aim to update the classifier that can well predict both the new and the past learned classes. To that end, the effectiveness of those algorithms were typically evaluated with the average accuracy across all the classes learned so far, since it is regarded as a good proxy for measuring both the plasticity (for learning new classes) and the stability (for not forgetting past classes).

In this paper, we ask whether above evaluation protocol for CL algorithms is truly measuring what those algorithms are learning. Namely, in class-incremental learning (Class-IL), for example, since the task boundaries are not given at the test time, a critical problem is to resolve the so-called biased prediction toward the current task, and many recent work focused on mitigating such bias by rectifying or post-processing the output classification layer [44, 22, 2, 5, 6]. However, it is not clear whether the average accuracy gain we get via such processing truly reflect the gains the algorithms...
achieve via continually learning the representations of the tasks learned so far. Furthermore, in many recent vision applications, the classification models are used as a backbone model to transfer the general representations learned from a classification task to diverse downstream tasks, such as object detection or semantic segmentation. To that end, it is again not clear whether a continually learned classifier that is favorable with respect to the average accuracy can actually show gradually improving downstream task performance as the continual learning step increases.

To address above question, we propose the re-consideration of the purpose of CL in classification. We re-define the concept of continual representation learning, which aims to accumulate representations during CL, and propose two new evaluation criteria as surrogates for evaluating the learned representations of CL algorithms. Namely, after each continual learning step, (a) re-train the output layers using a small balanced dataset for all the tasks and evaluate the average test accuracy so that the effect of the biased predictions toward the current task can be removed, and (b) test on several downstream tasks to obtain the transfer learning accuracy. Using these criteria, we evaluate several popular CL algorithms on both ImageNet-100 and ImageNet-1000 datasets and obtain following findings: First, the biased prediction in class-incremental learning (Class-IL) exaggerates the actual forgetting in the learned representations. Second, the biased prediction can be easily removed by the proposed technique of retraining the output layer using a small balanced dataset. Third, most of the latest regularization (or distillation)-based CL algorithms using the exemplar memory fail to accumulate representations continually, especially in Class-IL, whereas they work relatively well in data-incremental learning (Data-IL). Additionally, only using more exemplar memory clearly helps to increase the quality of learned representations. Finally, the unsupervised (or self-supervised) CL with enough size of exemplar memory can achieve performances comparable to those of supervised CL methods, with only requiring minimum labeling cost.

2 Related Work

Supervised continual learning The type of CL methods is categorized into three different types [14]. First, regularization-based methods overcome the catastrophic forgetting by maintaining important weights for previous tasks at the training time of the current task. For measuring important weights, several papers have suggested different methods, showing superior performance, especially for task-incremental learning, but degraded performance for class-incremental learning [27, 39, 1, 25, 33, 8]. Also, distillation-based methods can be considered as one subpart of it and focus on devising a distillation method which overcome the catastrophic forgetting problem [29, 17, 7]. Second, dynamic architecture-based approaches dynamically extend the capacity of neural networks when it is required to learn a new task without the catastrophic forgetting [38, 45, 31, 39, 24, 28]. However, the weakness of those methods is known as the complexity of the method, applicability to a large-scale dataset, and requiring somewhat more hyperparameters. Finally, exemplar-based methods were considered the most promising approach, showing superior performance in most CL scenarios [37, 6, 44, 22, 35, 2]. To overcome the catastrophic forgetting, it maintains a tiny exemplar memory saving a subset of previous task’s dataset and use them when the model is trained for a new task [10]. However, because of the imbalance between the current and exemplar data in a mini-batch, the model encounters the biased prediction problem and many methods are devised to alleviate it [44, 22, 2, 5]. In general, the exemplar-based method is combined with the regularization (or distillation)-based method together, achieving the most powerful performance in various datasets including the large-scale dataset (e.g., ImageNet) [44, 22, 17].

Unsupervised continual learning Recently, CL using unsupervised (self-supervised) learning has started to discuss [35, 30, 23]. Those papers show the possibility of CL using the unsupervised dataset but the perspective is slightly different each other. [35] first adopts the concept of unsupervised continual learning and proposes a novel approach to learning class-discriminative representations without any knowledge about task identity. Based on research for the self-supervised learning which has grown rapidly recently, [30] first shows that the unsupervised CL can surpass the result of the supervised CL algorithms in the task-incremental learning scenario using small scale datasets (e.g., CIFAR-10/100 and Tiny-ImageNet). Also, they showed that the unsupervised CL less suffers from catastrophic forgetting because it achieves a wider local minima. Another study [23] more focuses on the advantage of the unsupervised CL in a large scale dataset (e.g., ImageNet-1000) in terms of getting a pre-trained model with CL. Without consideration for the traditional CL scenarios (e.g., Class-, Domain- and Class-Incremental Learning [40]), they demonstrated that a competitive pre-trained
model can be obtained through a stream of the unsupervised dataset, by evaluating it with various downstream tasks.

**Self-supervised contrastive learning** Due to the expensive labeling cost for gathering labeled images, learning visual representations from the unsupervised dataset has been actively conducting a lot of research (e.g., pretext task-based [3][16], autoencoder-based [41][47] and contrastive loss-based approach [19]). Among them, contrastive learning has become the major approach, learning representations by pulling representations of positive images but pushing representations of negative images each other [19][45]. In a short period of time, various approaches have been proposed for efficient unsupervised learning with the contrastive loss [24][11][46]. However, it is generally known that a powerful representation can be learned when a large amount of negative samples are available at the training time.

### 3 Problem Formulation and Preliminaries

#### 3.1 Problem formulation and three scenarios of continual learning

Given a sequence of tasks, let $t \in \{1, \ldots, T\}$ represent the $t^{th}$ task. Each task-specific dataset $D_t = \{(x_i^{(b)}, y_i^{(b)})\}_{i=1}^N$ consists of $N$ pairs of an input image and its target label. We assume that $y_i$ is sampled from a task-specific class set $C_t$ such that $y_i \in C_t$. Note that $y_i$ is only available for supervised continual learning. In the case of unsupervised (or self-supervised) continual learning, only the input image $x_i$ is accessible. We train a classification model $f_{\theta} = (g_\phi \circ f_\theta)$, where $f_\theta$ and $g_\phi$ denote an encoder and output layer of the model, on all the tasks consecutively. More specifically, at task $t$, $f_{\theta}$ is trained on $D_t$ for multiple epochs (offline training) without having access to any other datasets, and then $t$ increments by one. An exemplar memory $M_e$ is often employed to store and replay a finite number of data instances from previously seen tasks. By leveraging the target labels, we can balance the class distribution of the samples stored in $M_e$, and the class-balanced samples can be interleaved with $D_t$ for training the classification model $f_{\theta}$. For the cross-entropy (CE) objective function, both the encoder and output layer are trained together. On the other hand, the contrastive learning-based approaches train the encoder and output layer successively or perform classification via the nearest-mean-classifier method.

We consider three general scenarios of continual learning: task-incremental learning (Task-IL), class-incremental learning (Class-IL) and data-incremental learning (Data-IL) by following [40].

**Task-/Class-IL** In these scenarios, each class set $C_t$ has disjoint class labels: $C_j \cap C_k = \emptyset$, $\forall j, k \in \{1, \ldots, T\}$ and $j \neq k$. At inference time, Task-IL provides an additional supervisory signal that indicates the task identity of an input image. The task-ID makes it straightforward to select a dedicated classification layer or head for each task learned during training. The resulting multi-head configuration exhibits less interference between different tasks. Class-IL requires no such extra supervisory signals during inference because it adopts a shared output layer. The single-head configuration, however, compels Class-IL to be more prone to catastrophic forgetting than Task-IL.

**Data-IL** As a part of domain-incremental learning proposed in [40], we propose Data-IL. In this scenario, we consider that each class set $C_t$ contains all classes to be learned during CL: $C_j = C_k$, $\forall j, k \in \{1, \ldots, T\}$ and $C$ denotes a set containing all classes. Each $D_t$ contains pairs of an input image and its target label in $C$ (supervised CL) or only input images (unsupervised CL). In other words, the entire dataset $D$ is evenly distributed for each task such that Data-IL manifests a relatively similar data distribution for all tasks compared to Task- and Class-IL scenarios. Considering Task-/Class-IL and Data-IL at the same time, we can grasp the tendency of each CL algorithm according to the distribution similarity between tasks. Additionally, we believe that Data-IL is more common in the real world, modeling the gradual build-up of new training datasets for a model currently in service.

#### 3.2 GDumb: Greedy Sampler and Dumb Learner

GDumb [35] proposes a simple but practical method that can be generally applied regardless of CL settings or scenarios, such as online/offline CL and Task-/Class–IL. GDumb consists of a Greedy sampler and a Dumb learner. When new training data for the current task arrives during CL, the Greedy sampler updates an exemplar memory using a class-balanced sampling strategy. At inference
time, the Dumb learner (a classification model) is newly trained by the exemplar memory for multiple epochs. Despite this simple idea, GDumb experimentally shows that it outperforms the existing CL algorithms in most settings, showing the limited applicability of those methods in various CL settings.

4 Evaluation from the Perspective of Continual Representation Learning

In this section, we will introduce the concept of continual representation learning and two evaluation techniques. And then, we will report experimental results using the proposed evaluation techniques in the supervised and unsupervised (self-supervised) CL scenarios.

4.1 Motivation: Continual Representation Learning

During the progress of continual learning research in classification, test accuracy-based evaluation metrics, including both forgetting and intransigence measures [9], have been considered as the major metric. In this regard, we would like to raise the question: achieving high test accuracy can be a sufficient evaluation criterion for evaluating CL algorithms? We believe that the ultimate goal of CL is regarded as to get a jointly trained model trained by the whole dataset, in the scenarios of CL. As we already know that, the jointly trained model (e.g., ImageNet-1000 [15] pre-trained model) is not only used for classification, but also is applied to various downstream tasks for transfer learning. Generally, the model that has learned a better representation shows superior performance in both cases at the same time [20]. Therefore, we believe that the model’s encoder trained by CL should be evaluated in more diverse ways, for the proper evaluation of the CL algorithm.

Figure 1: Illustration of continual representation learning. At training time of each task $t$, a model is trained with the current task’s dataset $D_t$ (and the exemplar memory $\mathcal{M}_e$ in the case of exemplar-based CL, see white color box). After training task $t$, the learned representation of the encoder is evaluated by both re-training output layer by using GDumb-based exemplar memory $\mathcal{M}_o$ (red color box) and downstream tasks (blue and yellow color box).

From this point of view, we re-define the concept of continual representation learning (CRL), as shown in Figure 1. First, an encoder of the model sequentially trained in CL should well accumulate representations learned from each task. Second, after training task $t$, the model should not only achieve superior performance in the current CL scenario but also be able to be adapted to various downstream tasks. For evaluating existing CL algorithms in terms of CRL, we propose two evaluation techniques.

Re-training output layer with GDumb-based exemplar memory  At the end of each training task $t$, we maintain the additional exemplar memory $\mathcal{M}_o$ by sampling pairs of $(x_t, y_t)$ in the class-balanced way, and use them to re-train the output layer only. In the supervised CL, exemplars in $\mathcal{M}_o$...
are sequentially sampled from $D_t$, and note that both $\mathcal{M}_o$ and $\mathcal{M}_e$ can share the same exemplars. In the case of the unsupervised CL, each $D_t$ consists of input images $(x_i)$ only but we consider that $|\mathcal{M}_o|$ numbers of a supervised pair $(x_i, y_i)$ are accessible for training the output layer. Note that, by maintaining $\mathcal{M}_o$ and re-training the output layer using it, we can evaluate the learned representations of the encoder trained by each CL algorithm under the same condition, regardless of the supervised or unsupervised CL. Our approach is motivated by GDumb but there are two differences: 1) our $\mathcal{M}_o$ is only used for training the output layer of the model (not the whole model), 2) our proposed method focuses on how to evaluate the learned representations by CL, in a more appropriate manner. From experimental results will be shown in the next section, we confirmed that this approach simply removes the issue of biased predictions in Class-IL.

Evaluation with downstream tasks To evaluate learned representations of the encoder in more diverse ways, we select four downstream tasks including two classification tasks (STL-10 [13] and CUB200 [42] dataset) and one semantic segmentation task (VOC 2012 dataset [18]). In case of experiments with ImageNet-100, we evaluate each encoder with two classification tasks by training the whole model including the encoder. For ImageNet-1000 experiments, we additionally evaluate the representations with the segmentation task by training a PSPNet [48] initialized by the encoder. Note that, by evaluating with downstream tasks, we can check how well the generalizable representations are accumulated during the CL. Note that the ideal result for successful continual representation learning is to achieve superior performance in both the CL scenario and downstream tasks.

4.2 Experimental Analysis of Supervised Continual Learning in ImageNet-100

Experimental settings All experiments are conducted based on the benchmark code proposed by [32], and we used the ResNet-18 model [21] for all experiments. As a state-of-the-art method, we selected SS-IL [2], which reports the result that outperforms PODNet [17], and Instance-wise relation distillation (IRD) of Co2L [7]. We implemented them by referring their official code. Together with three CL scenarios, we consider two CL sequences, such as {10 classes $\times$ 10 tasks} (denoted as 10-Tasks) and {50 classes, 10 classes $\times$ 5 tasks} (denoted as 6-Tasks). When the exemplar memory $\mathcal{M}_e$ is applied for training a model, we marked it as $|\mathcal{M}_e|$ with its size. For GDumb-based exemplar memory $\mathcal{M}_o$ used for re-training the output layer, we sampled 20 pairs of an input image and its target label per each class, marking results of it as GD. Note that, in the case of CE loss-based algorithms, both an encoder and output layer of the model is trained together but supervised contrastive learning(SupCon) [26]-based algorithms are not. Therefore, we reported both the original result and the result after re-training the output layer, for CE loss-based algorithms. The more details on hyperparameters and experimental settings are proposed in Supplementary Materials (S.M).

![Figure 2: Experimental results of Class-IL in the supervised continual learning using ImageNet-100. CE and SupCon denote the used loss function, respectively. GD denotes the result after re-training the output layer with the GDumb-based exemplar memory $\mathcal{M}_o$.](image)

Class-IL. Figure 2(a) reports the experimental results on 10-Tasks with CE loss-based CL algorithms. Joint shows an upper bound result which is trained by datasets until task $t$ and GDumb is the reproduce of [35]. From the figure, we can have following findings: First, naive finetuning (FT) and the regularization-based algorithm (MAS) [4] achieve a worse result than the current state-of-the-art algorithm, SS-IL, in both with and without exemplar memory $\mathcal{M}_e$ cases. The problem, that those algorithms are suffering from, is known as biased prediction. Second, however, the performance of those algorithms (except for SS-IL) significantly increases after re-training the output layer with
GDumb-based exemplar memory (see Alg. (GD)), even surpassing the result of SS-IL. Note that the performance gap between with and without re-training the output layer can be considered as the level of the biased prediction. This experimental results imply that the biased prediction exaggerates the actual forgetting in the learned representations. Also, we observe that the biased prediction is easily solved by the proposed re-training method using $\mathcal{M}_o$. Figure 2(b) shows an experimental result of SupCon-based CL methods. Both MAS and IRD make a difference of learned representations when the exemplar memory $\mathcal{M}_e$ is not applied. However, if the exemplar memory is used for training the model, the effect of both algorithms becomes negligible. Experimental results for three downstream tasks using the trained encoder by each algorithm are shown in Figure 2(c). We observe that the result of all methods incrementally increases. Among them, Joint shows the best result as an upper bound. Similar with the tendency checked in the experiment of Class-IL, using MAS and the exemplar memory $\mathcal{M}_e$ also make an improvement in downstream accuracy. However, in the case of using the exemplar memory, the effect of MAS is minimized. Note that, different from the result in Class-IL, SS-IL achieves a lower performance than all other methods at $t > 1$. On the other hand, we confirm that the performance of both FT(SupCon) and IRD(SupCon) is gradually lowered at each $t$, and the results are proposed in S.M.

We conducted more experiments for other Class-IL algorithms (including LWF [29], LUCIR [22], EEIL [6], and others), including both the scenario of Task-IL and of 6-Tasks. All results are proposed in S.M.

**Data-IL.** By following the definition of Data-IL proposed in the Section 3.1, we conducted experiments with the ImageNet-100 dataset and results are proposed in Figure 3. At test time of each task $t$, we equally evaluate a model with the whole test dataset of ImageNet-100. Note that, the most of Class-IL methods cannot be naturally applied to Data-IL, such as SS-IL and LUCIR [22]. Figure 3(a) and 3(b) show the experimental results of the scenario of 10-Tasks. Because of the high similarity of distribution between tasks, we observe that a natural transfer learning effect enables successful CL even without the exemplar memory $\mathcal{M}_e$ or using other algorithms (see the result of FT). Also, except for the case of MAS(SupCon), using the additional algorithm helps to increase the final performance. For downstream tasks, shown in Figure 3(c) we observe that all methods achieve the better performance already at $t = 1$, compared to the result of Class-IL. The overall results are upward-sloping, showing performance comparable to each of Joint. The experimental results of 6-Tasks and of downstream tasks for SupCon loss are proposed in S.M.

As a conclusion of this section, our findings in the supervised continual learning are summarized as follows:

- The problem of the biased prediction can be solved by simply re-training the output layer using the proposed GDumb-based exemplar memory.
- In Class-IL (relatively low similarity between tasks), both using the exemplar memory or the traditional algorithm (LWF and MAS) make a clear difference in learned representations. However, most of the existing CL algorithms including the current state-of-the-art method fail to accumulate more representations when using the exemplar memory.
• In Data-IL (relatively high similarity between tasks), existing applicable algorithms well accumulate representations than the scenario of Class-IL, resulting in the competitive performance in both the CL scenario and downstream tasks. However, the number of applicable algorithms is limited.

4.3 Experimental Analysis of Unsupervised Continual Learning in ImageNet-100

Experimental settings. Following the experiment on the supervised CL, we experiment with unsupervised (self-supervised) CL. Same as the setting of the supervised CL, we set three scenarios using the ImageNet-100 dataset. However, an input image is only used for training a model. We select Moco v2 \[12\] as an unsupervised (self-supervised) method for training an encoder of the model. The detailed settings and hyperparameters are proposed in S.M. Note that, we re-train the output layer using the GDumb-based exemplar memory $M_o$ after training the encoder with Moco v2, for evaluation in Class-IL and Data-IL.

![Figure 4: Experimental results of Class-IL in the unsupervised continual learning using ImageNet-100. CE and SupCon denote the used loss function, respectively. GD denotes the result after re-training the output layer with the GDumb-based exemplar memory $M_o$.](image)

Class-IL. Figure 4(a) shows experimental results of the unsupervised Class-IL. For the direct comparison with the result of the supervised CL, we plotted the representative results of it. From the figure, we observe two findings: First, the performance of Joint(Moco) surpasses any supervised class-IL methods including the state-of-the-art method (e.g., SS-IL) by a large margin. Second, when we use the size of over \(30k\) memory, FT(Moco) also beats the result of them. Note that, even though FT(Moco) needs over \(15\times\) more size of the exemplar memory, it only requires less than 2% of the supervised dataset (for maintaining $M_o$), compared to the supervised CL method which always requires the supervised datasets for training. Third, we applied some CL algorithms to Moco, but most of them results in worse performance, and only using the more exemplar memory improves performance. Subsequently, we evaluated each encoder, trained until the last task, on the downstream tasks and the averaged result is shown in Figure 4(b). Despite being trained only by the unsupervised datasets, we confirm that both Joint(Moco) and FT(Moco) with the enough size of memory achieve competitive performance compared to the results of the supervised CL method.

Data-IL. We conducted experiments of the unsupervised Data-IL and results are shown in Figure 5(a). We also plotted the best result of the supervised Data-IL in the figure. Moco(FT) with the enough size of memory achieved the competitive performance to CE(MAS) but it is a little short of the performance of IRD(SupCon). Experiments for downstream tasks, proposed in 5(b) show that the performance gap between the supervised and unsupervised CL becomes bigger than Class-IL. However, considering the labeling cost, we think Moco(FT) using enough size of exemplar memory achieves more than expected results.

Based on the above results, we summarized our findings on the unsupervised CL as below:

• Existing CL methods are not very effective for the unsupervised continual representation learning and only using the enough size of exemplar memory helps to accumulate representations.
Figure 5: Experimental results of Data-IL in the unsupervised continual learning using ImageNet-100. CE and SupCon denote the used loss function, respectively. GD denotes the result after re-training the output layer with the GDumb-based exemplar memory $\mathcal{M}_e$.

- We confirm that the unsupervised CL with the enough size of the exemplar memory can surpass or achieve a competitive performance compared to the supervised CL method, not only in both Class-IL and Data-IL, but also downstream tasks.
- In the real world, the cost of the size of memory is significantly cheaper than the labeling cost. Therefore, research on the unsupervised CL is both more realistic and promising as the future research direction of CL.

4.4 Experimental Analysis of Supervised Continual Learning in ImageNet-1000

Experimental settings We applied our analysis to the larger-scale dataset, ImageNet-1000 [15]. In the most cases, we followed the experimental setting used in the experiments for ImageNet-100 and consider two CL sequences, {100 classes × 10 tasks} (10-Tasks) and {500 classes, 10 classes × 5 tasks} (6-Tasks). We sampled 20 pairs of an input image and its target label per each class, for maintaining the GDumb-based exemplar memory $\mathcal{M}_e$. All detailed experimental settings are proposed in S.M.

Figure 6: Experimental results of the supervised class-incremental learning using ImageNet-1000. For all experiments, we applied the exemplar memory $|\mathcal{M}_e| = 20k$ except for Joint. CE and SupCon denote the used loss function, respectively. GD denotes the result after re-training the output layer with the GDumb-based exemplar memory $\mathcal{M}_e$.

Class-IL We applied several supervised Class-IL algorithms and the results are shown in Figure 6(a). Note that the result of more baselines is proposed in the S.M. As already proposed in their paper, SS-IL (CE) achieves the state-of-the-art performance among baselines. FT (CE) and MAS (CE) suffer from serious performance degradation as CL progresses. However, after re-training the output layer with Gdumb-based exemplar memory, we observe that their performance significantly increases. As a result, the performance difference between all baselines becomes minimized after re-training the output layer. By comparing the result of SS-IL (CE) and SS-IL (CE, GD), we again check that SS-IL's core contribution that diminishes the biased prediction in training time. However, when we
compare the results after re-training the output layer, the learned representations are not significantly different from the result of FT and rather like the result of MAS. In the case of SupCon-based methods, we observe that there are improvements after applying IRD but the performance is still lower than MAS(CE, GD). We conducted more experiments for other baseline algorithms and results are proposed in S.M.

Downstream tasks Figure 6(b) shows the experimental results of two downstream classification tasks. The results again demonstrate that the performance difference is insignificant between six methods, but the performance gap with Joint(CE) increases than the experiment of ImageNet-100. Additionally, as we already introduced in Section 4.1, we evaluated each trained encoder with the segmentation task. As shown in Figure 6(c), we confirm that there is a negligible performance difference between the trained encoders. However, we observe MAS(CE) achieves a slightly better result than SS-IL. We also did experiments for the unsupervised CL using the ImageNet-1000 dataset and all results are reported in S.M.

From the experiments on ImageNet-1000, we could again conclude that many CL algorithms do not stack representations well during CL. Especially, we observe that the biased prediction occurs more severely in ImageNet-1000. As a result, correcting the bias prediction allows the CL algorithm to achieve high accuracy even without accumulating representations in the CL process, making it mistaken for successful CL.

5 Concluding Remarks

We evaluated the major CL algorithms using the new evaluation criteria, re-training the output layer using class-balanced exemplar memory and testing on downstream tasks. By using them, we conducted extensive experiments using the ImageNet-scale dataset considering three CL scenarios. Our core findings can be summarized below.

Most major CL algorithms do not accumulate representations well As a result of re-training the output layer for the encoder trained in CL, we confirmed that most of the latest algorithms did not accumulate representations in CL. This tendency can be also observed in the experiments for downstream tasks. Based on the above experimental findings, we would like to argue that: 1) the evaluation method of the CL method should be diversified, 2) because retraining the output layer using the class-balanced memory can solve it easily, we should no longer concentrate on solving the biased prediction problem, 3) It should be pursued to study CL algorithms that can accumulate representations successfully.

Developing more efficient unsupervised CL algorithm We experimentally confirmed that the unsupervised CL using enough memory can outperform or achieve competitive performance compared to the supervised CL algorithms, in both the CL scenarios and downstream tasks. In this regard, we would like to suggest rethinking the cost of both memory and labeling in the scenario of CL. The memory cost is much cheaper than the labeling cost in the real world. Therefore, the study for the unsupervised CL with a small number of supervised data (for re-training the output layer) is much more realistic than the pure supervised CL. However, we found that only using enough memory helps to increase the quality of representations after the unsupervised CL. Therefore, we believe that devising a memory-efficient algorithm for the unsupervised CL is the most promising research direction for CL (e.g., a new regularization(or distillation) method and exemplar sampling policy for the unsupervised dataset).

6 Limitations

We believe our study has several limitations. First, our paper does not consider dynamic architecture-based methods. The reason that we have focused on the regularization(or distillation)-based method using an exemplar memory is because those methods have reported the most superior results in CL. However, many of the dynamic architecture-based methods only consider a small scale dataset and require tuning a lot of hyperparameters, making it hard to be applied to a new dataset. Nevertheless, we believe that it is necessary to evaluate whether such kinds of algorithms are stacking representations well. Second, we only consider Moco v2 [12] with naively chosen hyperparameters as the method for the unsupervised (self-supervised) CL. As we already know, more diverse self-supervised learning methods are proposed, such as SimCLR [11] and BarlowTwins [46]. Therefore, more experimental
studies, not only for finding the best setting of Moco v2 (e.g., hyperparameters and ResNet-18 model) but also for considering another self-supervised learning method, should be conducted in the future.
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