Method for C/N ratio estimation using Mask R-CNN and a depth camera for organic fraction of municipal solid wastes
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Abstract: Fast assessment of the initial carbon to nitrogen ratio (C/N) of organic fraction of municipal solid waste (OFMSW) is an important prerequisite for automatic composting control to improve efficiency and stability of the bioconversion process. In this study, a novel approach was proposed to estimate the C/N of OFMSW, where an instance segmentation model was applied to predict the masks for the waste images. Then, by combining the instance segmentation model with the depth-camera-based volume calculation algorithm, the volumes occupied by each type of waste were obtained, therefore the C/N could be estimated based on the properties of each type of waste. First, an instance segmentation dataset including three common classes of OFMSW was built to train mask region-based convolutional neural networks (Mask R-CNN) model. Second, a volume measurement algorithm was proposed, where the measurement result of the object was derived by accumulating the volumes of small rectangular cuboids whose bottom area was calculated with the projection property. Then the calculated volume was corrected with linear regression models. The results showed that the trained instance segmentation model performed well with average precision scores AP0 = 82.9, AP25 = 72.5, and mask intersection over unit (Mask IoU) = 45.1. A high correlation was found between the estimated C/N and the ground truth with coefficient determination $R^2$ = 0.97 and root mean square error RMSE = 0.10. The relative average error was 0.42% and the maximum error was only 1.71%, which indicated this approach has potential for practical applications.
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1 Introduction

Urbanization and rapid growth in human population have resulted in generation of vast amounts of wastes, where the degradable waste, i.e., organic fraction of municipal solid waste (OFMSW), normally accounts for more than half of the total amount[1-2]. Among the organic waste treatment technologies, composting is a widely implemented technology owing to its cost-effectiveness and environmental friendliness[3,4]. Composting is a bioconversion process that converts biodegradable waste to nutrient-rich products which can be used as biofertilizer to enhance the fertility of the soil[5,6], biopesticides to manage plant diseases, and bioremediation to stabilize heavy metals in the contaminated soil[7-9]. During the transformation of organic waste in the composting process, carbon and nitrogen are the most vital nutrients for microorganisms to build cell structures and acquire metabolic energy[10], and the initial Carbon to Nitrogen ratio (C/N) of feedstock is one of the crucial factor influencing degradation rate and nutrients losses, which can be adjusted with different bulking agents[11-13]. To meet the prerequisite of adjusting C/N, analytical technique such as elemental analyzers is often used in many studies to determine carbon content and total nitrogen of the feedstock[14,15]; it is accurate but too complicated to be performed automatically. Further, there are some studies on fast assessment of the C/N of materials. For instance, Althaus et al.[16] proposed an approach based on near-infrared reflectance spectroscopy (NIRS) for estimation of nitrogen and carbon content in animal feces with a high coefficient of determination ($R^2$) of 0.97. Mikhailova et al.[17] proposed a relatively inexpensive approach to predict soil organic carbon and total nitrogen based on color sensors with $R^2$ of 0.959.
and 0.912, respectively. A similar idea was presented by Morais et al.\[18\] where histograms of images were used to build a model for the prediction of soil organic carbon with a correlation of 0.93 between estimation and ground truth. However, these techniques only work well on homogeneous materials, thus it remains a challenge to measure C/N of heterogeneous materials, such as OFMSW. To our knowledge, there are no studies for estimation of C/N of OFMSW. In the field of dietary assessment, the nutritional parameters were estimated by the food type and its corresponding volume. Lo et al.\[20\] proposed an approach for food volume estimation where a mask region-based convolutional neural networks (Mask R-CNN) instance segmentation model was trained to generate mask predictions and then incorporated with a depth map obtained from a depth camera. It is possible to estimate C/N of OFMSW by combining the techniques of volume measurement and instance segmentation.

To realize volume measurement, methods based on stereo reconstruction, shape templates, depth camera, and deep learning have been studied\[20\], in which the depth camera based method is more reliable than other methods. Long et al.\[21\] proposed a depth-camera-based method for volume estimation of potatoes with an error range from 9% to 30%, where the volume was calculated as the accumulation of volumes of rectangular cuboids. The bottom areas of these cuboids were projected areas from pixels on a calibration surface, and the heights of it were the difference between two depth maps before and after the object was placed. The bottom areas of the rectangular cuboids were not well considered but simply applied a fixed value, which could be one of the major factors affecting accuracy. On the other hand, with the great advances of computer vision and deep learning, there is a rising trend in the implementation of convolutional neural networks and object detection models to waste classification\[22-24\]. However, few studies focused on instance segmentation of OFMSW.

In this study, an integrated approach based on depth camera and deep learning was proposed to estimate the initial C/N of OFMSW for automatic composting control. Specifically, we studied the hyper-parameters determination and volume calculation algorithm optimization for better accuracy. Experiments were conducted to evaluate the performance of the proposed approach.

2 Materials and methods

The flowchart of the method is shown in Figure 1. Firstly, image and depth data were acquired. Next, the instance segmentation model was trained, and the volume measurement algorithm was constructed. Finally, the C/N estimation algorithm was built by combining the instance segmentation model with the volume measurement algorithm.

![Flowchart of the C/N estimation method](image)

**Figure 1** Flowchart of the C/N estimation method

2.1 Samples and data acquisition

2.1.1 Waste samples

The composition of OFMSW varies greatly by region, season, and socio-economic effect, mainly including food waste, kitchen waste, and yard waste. Among them, wasted food accounts for a large portion of the total amount. Food waste in China consists mainly of vegetables (54% wet base), rice (13%), fruit (13%), and other items (20%)\[25\]. To evaluate the effectiveness of the C/N estimation method proposed in this paper, three types of organic waste, namely lettuce, steamed rice, and banana, were chosen as representations for vegetables, rice and fruit respectively. The steamed rice was recycled leftovers from local restaurants, while the lettuce and bananas were collected from local markets. The density and the moisture content of each sample were measured using the drainage and drying methods, respectively. The measurement of each sample was repeated three times and then averaged. Table 1 shows the basic properties of each category.

| Name          | Density (MC/%) | C (%)  | N (%) | C/N |
|---------------|----------------|--------|-------|-----|
| lettuce\[26\] | 0.92           | 95.8   | 49.84 | 2.59| 19.24|
| Steamed rice\[27\] | 1.147          | 54.5   | 42.5  | 1.8 | 23.61|
| banana\[28\] | 0.96           | 80.3   | 31.52 | 1.05| 30.02|

Note: $\rho$ represents specific weight or unit weight; MC represents the moisture content of the sample; C, N, C/N represent carbon content, nitrogen content, and carbon to nitrogen ratio, respectively.

2.1.2 Image and depth data acquisition

The dataset for training the instance segmentation model includes two parts, as shown in Figure 2. The first part consists of 75 images taken by the data acquisition system, and each of which was cropped to a resolution of 1024×1024 pixels. While another part contained 1500 images, which were downloaded from search engines such as Baidu and Bing and were screened manually. These two parts were combined into one dataset of 1575 images, named OrganicWaste-3.
camera were set as auto exposure, depth acquisition mode was selected as FULL, and both confidences of depth and texture were set as 100 while remaining parameters were set as default. The depth camera acquires depth map based on disparity which can be calculated by epipolar geometry\textsuperscript{[29,30]}. The data format provided for storage was a matrix with a shape of \( h \times w \times 3 \), where \( h \) and \( w \) were pixel numbers of the sides along height and width of the matrix, and 3 meant 3 channels. For better accuracy, we selected the highest resolution. So, the shape of the acquired data was 1242x2208x3. To match the input size of the image segmentation model applied in this paper, all data were cropped to a resolution of 1024x1024x3.

![Figure 3 Schematic diagram of the system](image3.png)

Previous studies have shown that some depth cameras have a period of warm-up time before outputting reliable depth measurements, which causes a time-shift phenomenon\textsuperscript{[31]}. To investigate such characteristics of ZED, the camera was mounted perpendicular to a plane, and depth measurements were taken every 5 seconds by averaging 3x3 pixels at the center of the depth map.

The depth measurement results of ZED, as shown in Figure 4, exhibited an obvious time-shift phenomenon and reached a steady state in 25 min. Therefore, in this paper, depth data acquisition was only performed after 25 min to reduce the error caused by the time-shift phenomenon.

![Figure 4 Time-shift phenomenon of ZED](image4.png)

**2.2 Instance segmentation**

Since the application of region-based convolutional neural network (R-CNN)\textsuperscript{[32]} to object detection, several modified versions have emerged that significantly improved performances. Mask R-CNN is one of these branches, which has a strong instance segmentation capability\textsuperscript{[33]}. The loss function of Mask R-CNN model is a multi-task loss function containing class loss, bounding box loss, and mask loss\textsuperscript{[33]}. The architecture of Mask R-CNN model is shown in Figure 5, where the region proposal network (RPN) is implemented to generate bounding box proposals. To improve the accuracy, bilinear interpolation is used when mapping the proposed bounding box to a size-fixed region of interest (ROI), namely ROIAlign layer. Finally, the model output with three branches for classification, bounding box regression, and mask generation.

![Figure 5 Architecture of Mask R-CNN model](image5.png)

The training of the Mask R-CNN model was performed with Tensorflow\textsuperscript{[34]}. The computer used for training was equipped with an Intel i9-10920 CPU and an RTX TITAN graphic card. The model was trained with the OrganicWaste-3 dataset using mini-batch stochastic gradient descent algorithms\textsuperscript{[35]} and the initial weights were pre-trained with a public dataset (COCO)\textsuperscript{[36]} which is a large-scale dataset consisting of 91 classes of common objects.

The main hyperparameter settings were as follows: Batch size was 2, momentum was 0.9, the initial learning rate was 0.001, and the learning rate decay regularization was 0.0001. ResNet-101 was used as the backbone. The step sizes for each layer in feature pyramid networks (FPN) were (4, 8, 16, 32, 64) and the lengths of anchor edge were (32, 64, 128, 128, 256, 512). Width to height ratios when generating anchors were (0.5, 1, 2). The number of anchors generated from each image was 256, and the weight of each loss function was 1.

The training was conducted in three steps. (i) Train the heads layer at a large learning rate of 0.001 during 1-14 epochs. (ii) Train all layers of Mask R-CNN with the same learning rate during 15-20 epochs. (iii) Train all layers at a lower learning rate of 0.0001 during 21-60 epochs.

To ensure that the available training samples were as many as possible, the share of the training set, validation set, and test set were set as 8:1:1. Normally, image augmentation is a suitable way to tackle the problem of data insufficiency for training of image recognition or object detection models by generating variants of original samples with operations, such as blurring, flipping, and affine transformations. To find out the best operations of augmentation, three sets of models were trained using image augmentation operations A, B, and a control C respectively.
The operations were selected abided by the principle that the augmented image is recognizable. Operation A was performed with the following operations with a probability of 0.5: horizontal flipping, vertical flipping, gaussian blurring with a standard deviation of 0 to 3, and some affine transformations. The affine operations included scaling along axes with a ratio from 0.8 to 1.2 randomly, translation along the axis directions with 10% of the side length, and random rotation with an angle of −45° to 45°. Operation B did not include affine transformations and its remaining operations were identical to operation A. There are no augmentation operations applied in the control operation C.

The average precision (AP)\(^{36}\) is a common metric for accuracy evaluation of object detection models, which can be calculated as the following equation

\[
AP = \frac{\int p(r)dr}{\int p(r)dr} \tag{1}
\]

where, \(p(r)\) is the precision-recall function in which the precision and the recall can be calculated as the following equations:

\[
\text{Precision} = \frac{\text{TP}}{\text{TP} + \text{FP}} \tag{2}
\]

\[
\text{Recall} = \frac{\text{TP}}{\text{TP} + \text{FN}} \tag{3}
\]

where, TP is the number of correctly predicted positive samples; FP is the number of negative samples incorrectly predicted as positive and FN is the number of positive samples incorrectly predicted as negative.

Whether the prediction is a TP, an FP, or an FN was classed by a predefined intersection over union (IoU) threshold. And 0.5 and 0.75 are common IoU thresholds when calculating the AP metric, namely AP\(_{0.5}\) and AP\(_{0.75}\).

The averaged mask IoU was used as a metric to evaluate the instance segmentation performance of the trained model. Mask IoU was defined as the following equation

\[
\text{Mask IoU} = \frac{1}{t} \sum_{i=1}^{t} \frac{A(m_{\text{GT}} \cap m_{\text{Pre}})}{A(m_{\text{GT}} \cup m_{\text{Pre}})} \tag{4}
\]

where, \(t\) is the number of the sample; \(m_{\text{GT}}\) and \(m_{\text{Pre}}\) are total ground truth mask and total predicted mask of the \(i\)-th sample respectively, in which the total mask is obtained by performing a logical AND operation on the masks generated. \(A(\cdot)\) represents the area calculation function of the mask.

### 2.3 Volume measurement algorithm

A volume measurement algorithm based on depth map was proposed, where the object in the depth map was considered as a combination of small rectangular cuboids, as shown in Figure 6. The volume of the object was derived by accumulating the volumes of these tiny rectangular cuboids.

![Schematic diagram of volume calculation](image)

**Figure 6** Schematic diagram of volume calculation

The shape of the depth map acquired is \(h \times w\) pixels, in which each pixel contains depth values in the camera coordinate system \(OXYZ\). Therefore, the volume of rectangular cuboid at any point \((u, v)\) on the depth map can be obtained by calculating the bottom area \(A_{uv}\) and the height\(H_{uv}\).

To calculate the heights of these rectangular cuboids, two depth maps before and after placing the object were acquired. Since the data are indexed by the pixel coordinate system, named \(OUV\), the \(X\) axis and \(Y\) axis data are redundant. So, the depth map that only retained \(Z\) axis data was used for further calculation.

The depth map after placing the object is converted to a height matrix \(H\) by the following equation

\[
H_{uv} = \begin{cases} 
G_{uv} - Z_{uv}, & \text{when } \sigma_{\text{min}} \leq Z_{uv} \leq \sigma_{\text{max}} \\
G_{uv}, & \text{otherwise} 
\end{cases} \tag{5}
\]

where, \(u\) and \(v\) are pixel indexes in the ranges of \([0, h-1]\) and \([0, w-1]\) respectively; \(\sigma_{\text{min}}\) and \(\sigma_{\text{max}}\) are thresholds for screening outliers, and \(G_{uv}\) is the reference for heights calculation, which is calculated as the average of the depth map of the background.

\[
G_{uv} = \frac{1}{h \times w} \sum_{i=0}^{h-1} \sum_{j=0}^{w-1} Z_{ij} \tag{6}
\]

where \(Z\) is the depth map of the imaging background.

For the calculation of the bottom areas, Long et al.\(^{21}\) implemented a calibration method, where a cube with known side lengths was used to calculate the bottom areas at a certain sensing distance. However, this approach resulted in large error since the variation of sensing distance caused by the irregular shape of object. Thus, we proposed a new method where the projection characteristics of the camera were modeled to calculate the bottom area at different depths. The lengths and the widths are calculated by the following equations:

\[
m_{uv} = \frac{2Z_{uv}}{\tan (\text{fov}_v)} \tag{7}
\]

\[
n_{uv} = \frac{2Z_{uv}}{\tan (\text{fov}_w)} \tag{8}
\]

where, \(\text{fov}_v\) and \(\text{fov}_w\) are field of view angles along the vertical and horizontal axes of the image, respectively. Consequently, the bottom area of rectangular cuboids can be calculated by the following equation:

\[
A_{uv} = m_{uv} n_{uv} \tag{9}
\]

Finally, the volume of an object can be calculated by the following equation:

\[
V = \sum_{a=0}^{k} \sum_{i=1}^{k} A_{uv} H_{uv} \tag{10}
\]

Volume \(V_i\) for the waste class of \(i\) can be measured by the combination of instance segmentation model and volume measurement algorithm proposed, as shown below:

\[
V_i = \sum_{a=0}^{k} \sum_{i=1}^{k} A_{uv} H_{uv} M_i \quad (i=1,2,\ldots,k) \tag{11}
\]

where, \(k\) is the number of the classes of the waste; \(M_i\) is a mask, which is a matrix generated by Mask R-CNN model for the waste class of \(i\) with a shape of \(h \times w\) and the values of its pixels are 0 or 1.

### 2.4 C/N estimation of the waste

The total carbon to nitrogen ratios of the waste samples are calculated by the following equation

\[
\frac{C}{N} = \frac{\sum_{i=1}^{k} V_i \rho_i (1-MC)_C}{\sum_{i=1}^{k} V_i \rho_i (1-MC)_N} \quad (i=1,2,\ldots,k) \tag{12}
\]
where, C/N represents the carbon to nitrogen ratio; \( V_i \) represents the volume of the \( i \)-th type of waste sample; \( \rho_i, MC_i, C_i \), and \( N_i \) are specific weight, moisture content, carbon content, and nitrogen content for the \( i \)-th type of waste, respectively.

2.5 Experiments for evaluation

2.5.1 Evaluation of the bottom area measurement algorithm

To evaluate the accuracy of measurement of the bottom areas, the depth maps of an empty plane perpendicular to the optical axis were captured at 7 distances distributed from 0.4 to 0.7 m with a spacing of about 5 cm, as shown in Figure 7. The bottom area at the center of each depth map was calculated by Equation (9). Meanwhile, the ground truth values of the bottom areas were obtained by applying the calibration method at each sensing distance, in which the side lengths of the bottom areas were calculated by dividing manually measured lengths with the numbers of pixels along the sides of the depth map.

![Diagram of depth map and calibration method](image)

Note: \( L_1 \) and \( L_2 \) are manually measured side lengths of the square that has \( n \) how pixels.

Figure 7  Evaluation of the accuracy of bottom area calculation

Coefficient of determination (\( R^2 \)) and root mean square error (RMSE) were used for performance evaluation of the regression between measured bottom areas and the ground truth values.

Relative average error (RAE) and maximum relative error (MRE) were computed to express the error.

\[
RAE = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{\hat{y}_i - y_i}{y_i} \right| \times 100\% \tag{13}
\]

\[
MRE = \max_{i=1}^{n} \left( \left| \frac{\hat{y}_i - y_i}{y_i} \right| \right) \times 100\% \tag{14}
\]

where \( n \) is the number of samples; \( \hat{y}_i \) is estimated value and \( y_i \) is ground truth value and \( i \) is sample index.

2.5.2 Evaluation of the volume measurement algorithm

To evaluate the performance of the algorithm for volume measurement, a 3D printed object, a 10 cm\( \times \)10 cm\( \times \)10 cm cube whose volume is 1000 cm\(^3\), was used for testing. The heights of rectangular cuboids were calculated by Equation (5). The bottom areas were calculated using Equation (9). For comparison, we also calculated the bottom areas by applying the calibration method\(^{[21]}\) at the background plane. The result for each method was the average of 3 replications, in which the location of the cube was changed for each testing. The RAE was used to evaluate the performances.

2.5.3 Evaluation of volume calculation

The accuracy of volume measurement is affected by the huge difference in porosity of the materials due to different structural properties. To tackle this problem, linear regression models were established for each type of waste between estimated volumes and measured volumes. \( R^2 \), RMSE, RAE, and MRE were used for the performance evaluation of the regression.

8 samples were selected for each waste class, whose volumes were linearly distributed. The volume measurements were calculated by Equation (11) and repeated 5 times, in which the positions of the samples were changed for each testing. While the ground truth volume, namely \( V' \), was reference value derived from the sample’s weighted weight and its specific weight, as the following equation:

\[
v' = \frac{\text{weight}}{\rho} \tag{15}\]

where \( \rho \) is the specific weight of samples as shown in Table 1.

2.5.4 Evaluation of C/N estimation

To evaluate the capability and accuracy of the C/N estimation algorithm proposed in this paper, 27 samples were used for the experiment, each of which was a combination of samples from 9 individual samples, in which each class of waste has 3 different weights.

The estimated total carbon to nitrogen ratios of waste samples was calculated by Equation (12) where the measured volumes \( V \) were calculated by Equation (11). While the ground truth values were calculated by Equation (12) using volumes \( V' \) calculated by Equation (15). The RAE, \( R^2 \), and RMSE were used as metrics for evaluation.

3 Results

3.1 Performance of instance segmentation

The examples of instance segmentation were shown in Figure 8. The predicted masks of steamed rice were close to the ground truth, but bananas and lettuces had different results when applying different augmentation operations. The models trained with augmentation operations performed much better than those trained with control C. The augmentation operations reduced detection errors of lettuces and enhanced the accuracy when generating masks for the bananas occluded. The model trained with operation A performed better than that trained with operation B.

The performance metrics of the trained models were shown in Table 2, where the scores of the models trained with operation A and operation B were higher than that trained with control C. These results showed that the applied augmentation operations are suitable for the images involved in this study. The results of the model trained with operation A (\( AP_{50} = 82.9 \), \( AP_{75} = 72.5 \), Mask IoU = 45.1) were better than that of the model trained with operation B. Hence, the model trained with augmentation operation A was selected for further usage.

| Table 2  | Performance scores of models trained with different augmentation operations |
|---------|----------------------------------------------------------|
| Operations | \( AP_{50} \) | \( AP_{75} \) | Mask IoU |
| A       | 82.9         | 72.5          | 45.1    |
| B       | 79.9         | 70.4          | 44.6    |
| C       | 80.3         | 68.9          | 44.2    |

3.2 Performance of the bottom area measurement algorithm

A good correlation was found between measured bottom areas and ground truth values as shown in Figure 9. The \( R^2 \) was larger than 0.99 and the RMSE was 0.0046. In addition, the relative average error (RAE) was 2.43% and the maximum relative error (MRE) was 3.12%. This result shows that the proposed algorithm performs well in calculating the bottom areas of tiny rectangular cuboids at various distances.
3.3 Performance of the volume measurement algorithm

The average volume of the testing cube calculated by the proposed algorithm was closer to the ground truth than the result obtained by the calibration method, in Table 3. The results showed that our approach was able to calculate volume of cube with a relative average error of 2.77%.

| Method for calculating the bottom area | Average volume/cm³ | Standard error | RAE/% |
|---------------------------------------|---------------------|----------------|-------|
| Calibration                           | 1274.08             | 10.8           | 27.41 |
| Proposed algorithm                     | 972.32              | 7.82           | 2.77  |

3.4 Performance of volume calculation

The regression results showed that ground truth and measured volumes of banana, lettuce, and rice showed good linear correlations with $R^2=0.985$, $R^2=0.955$, and $R^2=0.970$, the RAE of 11.24%, 38.24%, and 17.34% as well as the MRE of 26.8%, 46.34%, and 28.03%, respectively (Figure 10).

3.5 Accuracy of C/N estimation

The results showed that the RAE of the volume estimations for banana, lettuce, and rice were 11.5%, 38.2%, and 17.3%, with MRE of 59.8%, 55.8%, and 36.6%, respectively.

As shown in Figure 11, a high correlation was found between the estimated C/N results and the ground truth with $R^2=0.97$, RMSE=0.10. The RAE of C/N estimation was 0.42%, and the MRE was 1.71%.

The errors of volume calculation were mainly caused by the error of instance segmentation, such as the predicted masks were smaller than the ground truth contour. Despite the error obtained in volume calculation, the result showed a good performance for estimation of C/N as the C/N depended on the shares of each type of waste.
OFMSW, including banana, lettuce and rice, and the volume measurement algorithm was optimized resulted in higher accuracy. The results showed that the approach proposed could effectively estimate the initial C/N of feedstocks without occlusions.
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