Simulating a ring-like Hubbard system with a quantum computer
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We develop a workflow to use current quantum computing hardware for solving quantum many-body problems, using the example of the fermionic Hubbard model. Concretely, we study a four-site Hubbard ring that exhibits a transition from a product state to an intrinsically interacting ground state as hopping amplitudes are changed. We locate this transition and solve for the ground state energy with high quantitative accuracy using a variational quantum algorithm executed on an IBM quantum computer. Our results are enabled by a variational ansatz that takes full advantage of the maximal set of commuting $\mathbb{Z}_2$ symmetries of the problem and a Lanczos-inspired error mitigation algorithm. They are a benchmark on the way to exploiting near term quantum simulators for quantum many-body problems.

Fully programmable quantum computing devices are an emerging technology for which a series of milestones have been demonstrated over the past years leading to devices with lower error rates and tens of qubits [11,3]. Despite being noisy, these devices cater to a range of envisioned applications, including quantum search [4], quantum machine learning [5,7] and finance [8,9].

An application for which quantum computers are intrinsically advantageous are quantum many-body problems that arise in condensed matter physics [10,14] and quantum chemistry [15,19]. The classical computational cost to investigate such systems grows exponentially with the system size, often exceeding hardware limitations before the behavior of a thermodynamically large system can be deduced.

Current fully programmable quantum computing devices are limited by the decoherence times of the qubits and gate as well as readout errors. IBM’s hardware, a representative industry standard, reaches about 100 $\mu$s decoherence time and a few percent readout error. Critical are the two-qubit gates with an error of about 1% and operation times of 0.2–0.5 $\mu$s. This limits the number of two-qubit gates available for algorithms with quantitative accuracy to about 20 and with it the number of qubits that can be entangled. Consequently, quantum computation of many-body ground states with high quantitative accuracy has only involved 2–3 qubits up to date [10,20]. In turn, classical simulations of such quantum algorithms suggest that the number of required two-qubit gates rises steeply with Hilbert space size, requiring $O(100)$ two-qubit gates already for a four-site (spinful fermionic) Hubbard model, putting it out of reach for current quantum computing hardware [21,25].

Here, we push these boundaries and establish a scalable workflow for solving prototypical strongly-correlated quantum many-body problems on current quantum computers. Specifically, we focus on the iconic fermionic Hubbard model, which we investigate on a ring with four sites. Conceived to resolve the puzzles of high-temperature superconductivity, the solution to the Hubbard model rose to become a question of scientific value on its own right [21,24,26]. Concretely, the four-site Hubbard ring shows a transition between a ground state that is adiabatically connected to a single Slater determinant and a ground state that is intrinsically interacting as long as time-reversal and rotation symmetries of the ring are respected. The latter state is a building block for a two-dimensional quantum phase called fragile Mott insulator, a symmetry-protected topological phase, when rings are connected into an extended square lattice [27].

To solve for the ground state of the Hamiltonian, we employ a hybrid quantum-classical variational algorithm. All measurements of quantum-mechanical expectation values are performed on an IBM quantum computer, while optimization steps are performed classically.

As we show in the following, we obtain ground-state energies with an accuracy of a few percent in units of the typical energy scales of the Hamiltonian. Three main theoretical advances are combined into our workflow: (i) We introduce a variational form for the ground state, called adaptive $R_y R_z$ ansatz, that strikes a balance between the number of two-qubit gates and variational parameters, which is optimal for the performance characteristics of the quantum device. (ii) We fully exploit the symmetries of the system through tapering off of qubits [28]. This allows us to also track the ground state transition of the Hubbard ring more precisely. (iii) To reduce systematic errors, we employ a recently introduced Lanczos-inspired mitigation algorithm [29].

I. RESULTS AND DISCUSSION

The model. We consider the four-site Hubbard ring at half filling described by the Hamiltonian

$$H = - \sum_{j,\sigma} \left( t c_{j,\sigma} c_{j+1,\sigma} + t' c_{j,\sigma}^\dagger c_{j+2,\sigma} + \text{h.c.} \right)$$

$$+ U \sum_j c_{j,\uparrow} c_{j,\uparrow} c_{j,\downarrow} c_{j,\downarrow},$$

(1)
where \( c^\dagger_{j,\sigma} \) creates a fermion at site \( j = 1, 2, 3, 4 \) with spin \( \sigma = \uparrow, \downarrow \), \( t \) and \( t' \) parametrize the nearest- and next-nearest-neighbour hopping, respectively, and \( U \) is the onsite Hubbard interaction \([27,30]\). The system is depicted in Fig. 1

The spatial symmetry group of Hamiltonian \( (1) \) is isomorphic to \( C_4v \) and generated by the four-fold rotation \( C_4 \) and mirror reflection \( M \) defined as

\[
C_4c_{j,\sigma}c^\dagger_{0,\sigma} = c_{j+1,\sigma}, \quad M c_{j,\sigma}M^\dagger = c_{-j,\sigma}.
\]

(2)

For the transformation into the eigenbasis of \( C_4 \), the relation \( c^z_j = \frac{1}{2} \sum_k \lambda^k c_{j,\sigma} \) is used, where \( \lambda = \begin{pmatrix} 1 & i \\ 1 & -i \end{pmatrix} \). In addition, the Hamiltonian has time-reversal symmetry. Starting from the single-particle spectrum shown in Fig. 1 for \( U = 0 \), we now discuss the two cases \( t'/t < t/2 \) and \( t'/t < t/2 \) for small \( U \).

For large nearest-neighbour hopping \( t'/t > t/2 \), the \( U = 0 \) ground state is non-degenerate, consisting of two occupied Kramer’s pairs. Due to the spectral gap, the ground state at small \( U \) is adiabatically connected to a single Slater determinant. Conversely, for small next-nearest-neighbour hopping \( t'/t < t/2 \), the ground state at half filling is degenerate at \( U = 0 \). This degeneracy is lifted by finite \( U > 0 \) and the unique ground state \( \{0000, 1111, 1111, 1111 \} \) is fixed and can be used to replace the single-particle states are chosen to form an eigenbasis of the respective ground states.

For \( t'/t > 1/2 \) the ground state has eigenvalues \( \lambda = s_M = +1 \) for both \( C_4 \) and \( M \) symmetries, thus belonging to the \( A_1 \) irreducible representation of \( C_{4v} \). For \( t'/t < 1/2 \) (and \( U > 0 \)) we have \( \lambda = s_M = -1 \), placing the ground state in the \( B_1 \) irreducible representation \([27]\). It can be shown that for a time-reversal-invariant spinful fermion system, a non-degenerate single–Slater determinant—or single-reference—ground state (and hence also any state adiabatically connected to one) has to be in the trivial irreducible representation of the spatial symmetry group. The interest in the model given by Eq. (1) is thus that for \( t'/t < 1/2 \), \( U > 0 \) its ground state is qualitatively different from any possible noninteracting state with the same symmetries. Due to this property, it can be used as a building block for two-dimensional fragile Mott insulators \([27]\), an intrinsically interacting quantum phase.

Mapping to a quantum circuit. Our objective is to obtain and characterize this ground state transition on a current quantum computer in a scalable manner, meaning that the proposed procedure only involves algorithms scaling polynomially with the size of the system.

First, the fermionic Fock space needs to be mapped to a bosonic Hilbert space built of two-level systems, namely the qubits, which form the computational basis of the quantum computer. We choose the JW transformation since it provides a direct relation between the occupation of the fermionic states \( n_{\lambda,\sigma} \) and qubit states \( q_{k(\lambda,\sigma)} = n_{\lambda,\sigma} \in \{0,1\} \) with a chosen ordering.

\[
(\lambda, \sigma) \rightarrow \{0, 1, \ldots, 7\}.
\]

(4 sites with spin degeneracy amounts to a \( 2^4 \)-dimensional Hilbert space, which requires eight qubits, see Appendix III A.)

The number of required qubits can be reduced by means of tapering \([25,31]\). Tapering describes an efficient method of finding and exploiting a set of (mutually commuting) \( ZX \) symmetries \( S \) of the Hamiltonian. The single-particle states are chosen to form an eigenbasis of all \( S \) simultaneously in a way that for each \( S \) there is a qubit \( k_S \) on which only \( S \) acts non-trivially. In particular, one chooses the basis such that the symmetry eigenvalues \( s_S \in \{\pm 1\} \) of the many-body state are represented by the qubits \( k_S \) in the computational basis. In case the symmetries are preserved within the calculations, i.e., the calculation is restricted to one symmetry subspace, the eigenvalues \( s_S \) are fixed and can be used to replace the variables \( q_{k_S} \) in all calculations.

The Hamiltonian \([1]\) has four commuting \( ZX \) symmetries \( S \in \{C_2, M, P_1, P_2\} \). The rotation \( C_2 = C_4^2 \), the spatial mirror symmetry \( M \), and the parities of the number of up and down spins \( P_2 \). A common eigenbasis of these four symmetries can be chosen such that four qubits \( q_{k_S} \) represent the eigenvalues of these symmetries (see Appendix III B). Hence, they can be excluded from calculations on the quantum computer. This reduces the number of qubits required to represent the system from eight to four. Note that both the JW mapping and tapering do not entail any overhead that scales exponentially with system size.

We study the model at half-filling and vanishing total spin. The symmetry eigenvalues separate the Hilbert space into sectors that correspond to states in the irreducible representations \( A_1, B_1, \) or \( E \) of the point group \( C_{4v} \). We will variationally compute the lowest-energy state in each of these sectors separately. (Note that for the \( A_1, B_1 \) irreducible representation, the discerning \( C_4 \) eigenvalue cannot be recovered after applying tapering. Instead, we measure it using the relation...
FIG. 2. Example of a sequential adaptive $R_yR_z$ circuit with $n_{CZ} = 3$ controlled $Z$ gates (CZ) adapted to the five-qubit backend ibmq_ourense. Solving the four-sited Hubbard ring requires only four qubits, hence, the eight initial rotations $R_y$, $R_z$ only act on the first four qubits. Three CZ gates are chosen from the set of all natively implemented controlled gates on the device. Each is followed by $R_yR_z$ rotations on the related qubits yielding in total 20 variational parameters $\Theta$, one angle $\Theta$ for each rotation $R_y$ or $R_z$.

$C_4 = \prod_{\lambda,\sigma} (\lambda)^{n_{\lambda,\sigma}}$, for which the reverse transformation to tapering is required, see Appendix III C.

Variational algorithm. The ground state is selected by comparing the smallest energy eigenstates of the system Hamiltonian in the different symmetry subspaces. In each subspace, the energies are estimated using the Variational Quantum Eigensolver (VQE) [16, 32–33]. Standard ansätze for the representation of the wavefunction range from adoptions of the variational forms used in quantum chemistry [16, 32] to hardware efficient heuristic approaches [15, 35]. An example for the latter is the $R_yR_z$ variational form, which consists of layers of $R_y$ and $R_z$ single qubit rotations on all qubits alternating with layers that entangle all qubits. Recently, adaptive circuits, which have entangling gates only between selected qubits, have been shown to be efficient in reducing the total number of entanglement operations and hence the overall circuit noise [36–38].

In this work, we explore the use of an adaptive $R_yR_z$ ansatz to describe the ground state of the system (see Fig. 2). An initial layer of $R_yR_z$ rotations on all qubits is followed by a sequence of $n_{CZ}$ entangling gates, namely controlled $Z$ gates (CZ). Each CZ is followed by $R_yR_z$ rotations parametrized with angles $\Theta$ at the corresponding target and control qubits. The position of these qubits in the qubit register is chosen randomly among all natively implementable CZs in a given quantum architecture, but then held fixed during $\Theta$ optimization.

The ground state is obtained through variation of the single qubit parameters $\Theta$ as well as by the simultaneous optimization of the CZ gates, i.e., their number $n_{CZ}$ and position in the circuit. For fixed $n_{CZ}$, we therefore denote with $|\Psi_c(\Theta)\rangle$ a generic trial wavefunction, where the index $c$ labels the different CZ configurations. The latter are optimized through a stochastic optimization method, namely random search [39], in a pool of $n_c$ possible circuits (see Appendix III D). By minimizing the cost function $L^c(\Theta) = \langle \Psi_c(\Theta)|H + f(N - 4)^2|\Psi_c(\Theta)\rangle$ for a given ansatz $|\Psi_c(\Theta)\rangle$, the optimal parameters $\Theta_{\text{opt}}^c$ and an upper bound for the ground state energy $E_{\text{opt}}^c$ are obtained. The fully optimized wavefunction is then obtained by further minimizing in the space of all possible circuits at fixed $n_{CZ}$, i.e., adapting the CZs with random search, which we denote by min, below. Note that the last term in the definition of $L^c(\Theta)$ enforces the half filling condition, where $N$ is the number operator and $f$ is a hyperparameter which we fix to $f = 0.05$.

The optimization of $\Theta$ is performed classically using the COBYLA and SPSA [10, 41] algorithms. The initial values are sampled from an uniform distribution between 0 and $2\pi$. For a given state $|\Psi_c(\Theta)\rangle$, the corresponding expectation value of the system Hamiltonian and the number-operator term can be evaluated efficiently on a quantum computer. The optimization (i.e., classical update) of the coefficients and measurement of the energy is carried on until convergence (see Appendix III F).

Quantum error mitigation. Using the optimization procedure, we obtain variational estimates $E_{\text{opt}}^c$ for the ground-state energies, which are compromised by noise and errors in the quantum device. To counter-act this problem, various error mitigation schemes have been proposed [18, 42–46]. In this work, we use a Lanczos-inspired error mitigation algorithm as it does not yield any additional systematic errors, does not scale exponentially with system size, and has been shown to improve the accuracy of the results significantly [29].

The measurement uncertainty of the mitigated results $E_\mathcal{L}^{c, l}$ and unmitigated results $E_{\text{opt}}^c$ is reduced by calculating $K$ estimates $E_{\mathcal{L}, l}^c$ or $E_{\text{opt}, l}^c$ with $l \in \{1, 2, \ldots, K\}$ and measurement uncertainties $\sigma_l$. These are averaged with weighted least squares

$$\bar{E} = \frac{\sum_{l=1}^{K} x_l \sigma_l^{-2}}{\sum_{l=1}^{K} \sigma_l^{-2}},$$

yielding estimates for the ground-state energy. In the following, we use $K = 5$.

Results. In order to validate the method and to optimize hyperparameters, we first perform simulations on a classical computer without noise. The quality of the ground-state energy estimates is assessed by comparing the error with the energy gap to the first excited state. We analyse the accuracy of the ground state VQE energies for $U = t/2$ and $t'/t \in [0, 1]$ comparing the variational forms q-UCCSD, $R_yR_z$ and the adaptive $R_yR_z$. For all variational forms, a ground-state energy accuracy at least one order of magnitude smaller than the excitation gap to the first excited state can be obtained. For the adaptive $R_yR_z$ the accuracy is the highest and improves with increasing circuit depth $n_{CZ}$ up to $\langle |E_{\text{opt}} - E_0|/t \rangle \approx 10^{-4}$ for $n_{CZ} = 15$, where the brackets $\langle \ldots \rangle$ indicate an average over the two symmetry subspaces relevant for the ground state transition and over values $t'/t \in [0, 1]$ (see Appendix III F).

The results for $E_{\text{opt}} = \min_c E_{\text{opt}}^c$ obtained with the
IBD quantum computer *ibmq_ourense* are shown in Fig. 3. The left panel shows that the ground state transition is correctly predicted for $t'/t$ values between 0.48 and 0.52.

In general, three different sources of error can be analysed with the results in Fig. 3 (b). (i) The measurement error induces an uncertainty in the evaluation of $E_{\text{opt}}$, which amounts to an average of $5 \cdot 10^{-3} t$ and is the smallest among the three considered. (ii) The variation of the results due to the stochastic optimisation routine is estimated to be one order of magnitude larger using the $t'/t$ independent results of the $B_1$ subspace at different $t'/t$. (iii) The systematic error, i.e., the offset to the true ground state energy, averages to about 0.4$t$ thereby dominating over (i) and (ii).

To understand the source of (iii), we consider the energy expectation value obtained in absence of noise, $E_{\text{no-n}}$, using the optimal parameter set $\Theta_{\text{opt}}$ from the quantum computation [the same set used for Fig. 3 (b)]. In general, the $E_{\text{no-n}}$ are notably closer to $E_0$ than the result evaluated as $E_{\text{opt}}$. We therefore conclude that the dominant contribution to (iii) the systematic error is hardware noise (e.g. gate errors, thermalization errors, readout errors) [48]. The systematic error is found to be larger than the energy gap between the different states involved in the transition, as shown in Fig. 3 so that a reliable prediction of the transition is only possible if the systematic error remains constant over the sampled parameter space.

In order to reduce the impact of the hardware noise and to overcome the dependency on the approximately constant systematic error, we use the Lanczos algorithm (see Fig. 3). In comparison to $E_{\text{no-n}}$, the estimates obtained with the Lanczos algorithm, $E_L$, are of a similar or better accuracy considering the three already discussed sources of error. (i) The measurement uncertainties of $E_{\text{opt}}$ and $E_L$ are similar. (ii) The variation and (iii) the systematic error are reduced by a factor three through the Lanczos algorithm. As a result, the energy differences between the estimated values $E_L = \min(E_{\text{opt}}, E_L)$ and the exact ground-state energy become smaller than the energy gaps, allowing for the accurate detection of the ground-state transition. Within the measurement uncertainty, the obtained ground state lies in the correct symmetry subspace over the entire parameter space (as confirmed by comparison to exact diagonalization). Our approach allows to resolve energy differences up to 0.1$t$, enabling the detection of ground-state symmetry breaking and transitions in a scalable manner on noisy near-term quantum computers. In classical simulations we obtained the ground state transition in the six-sited molecule with the proposed scheme which we therefore expect to work on a future quantum computer with less hardware noise (see Appendix III G).

**II. CONCLUSION**

We presented a workflow to solve variationally for the ground state of many-body quantum systems with quantitative accuracy on current quantum computing hardware. In the case of a four-site fermionic Hubbard ring, we demonstrated that our approach allows to detect the transition in the character of the ground-state solution. These results are enabled by the combination of a suited symmetry reduction of the problem, the application of a hardware-efficient variational ansatz, and a use of a Lanczos-inspired error mitigation algorithm. Our work...
III. APPENDIX

A. Jordan-Wigner Transformation

The occupation of each fermionic state $n_{\lambda,\sigma} \in \{0, 1\}$ is mapped to the value of a qubit $q$ which also takes the two values $\{0, 1\}$ corresponding to the two levels of the two-level system. Thus, a state $\Psi$ in the Fock space with $M = 2N$ (for spin degeneracy) fermionic states is encoded in $M$ qubits

$$|\Psi\rangle = |n_{M-1}, n_{M-2}, \ldots, n_0\rangle \xrightarrow{\text{JW}} |q_{M-1}, q_{M-2}, \ldots, q_0\rangle,$$

via $q_{\lambda,\sigma} = n_{\lambda,\sigma}$ for each fermionic state and with a chosen bijection $(\lambda, \sigma) \mapsto k \in \{0, 1, \ldots, M-1\}$. To restore the right commutation relations, the fermionic creation and annihilation operators with canonical anti-commutation relations are mapped to the spin lowering and raising operators with canonical commutation relations using

$$\tilde{c}_{k}\xrightarrow{\text{JW}} c_k = A_k Z_{k-1} \cdots Z_0,$$

$$\tilde{c}^+_{k}\xrightarrow{\text{JW}} c^+_k = (c_k)^\dagger = A_k^\dagger Z_{k-1} \cdots Z_0,$$

with $A_k := \frac{1}{2}(X_k + iY_k)$ and $Z_k|\psi_k\rangle = (-1)^{s_k}|\psi_k\rangle$, where the operations on the $k$th qubit are denoted by the Pauli matrices $X_k, Y_k, Z_k$ and the identity $I_k$.

B. Unitary Transformation into the Symmetries Eigenbasis

An eigenbasis of all symmetries is formed by the fermionic states $d_{e,\sigma} = (\tilde{c}_{i,\sigma} + \tilde{c}_{-i,\sigma})/\sqrt{2}$, $d_{o,\sigma} = (\tilde{c}_{i,\sigma} - \tilde{c}_{-i,\sigma})/\sqrt{2}$ and $d_{\pm,\sigma} = \tilde{c}_{\pm 1,\sigma}$. Applying the JW transformation to $d_{e/o,\sigma}, d_{\pm 1,\sigma}$, the four symmetries are representable as a specific tensor product of $I_k$ and $Z_k$ each. With $X_k, Y_k, Z_k$ we refer to the identity and the respective Pauli operators acting on qubit $k$. Recombining the symmetries to $A = C_2 \mathcal{P}_1$, $B = C_2 \mathcal{M}$, and $\mathcal{P}_1$ allows to choose four qubits $k_A, k_B, k_M$, and $k_{\mathcal{P}_1}$, on which only the corresponding symmetry acts non-trivially. Finally, the unitary transformation $U = U_\mathcal{P}_1 U_M U_B U_A$ with $U_S = (X_{k_S} + S)/\sqrt{2}$ is used to transform into the basis where the $q_{k_S}$ store the values $s_S$. Hence, they can be excluded from calculations on the quantum computer. This reduces the number of qubits required to represent the system from eight to four.

A mathematical formulation of the procedure to reverse the tapering is given in Eq. (4). In this, we show that the state reconstructed as described in the main text and Fig. 4 yields the desired symmetry eigenvalue $s_S$.

We denote with $S_k$ the part of $S$ acting on qubit $k$ based on the assumption that $S$ has a tensor product structure. This was observed in this paper and the original reference [28]. The added qubit in state $|0\rangle$ is given as $|0\rangle_k$ with the undo tapering operator $R$. The evaluation of the symmetry operation $S$ on the state after reversing the tapering procedure yields

$$C_4 = \frac{1}{4} \prod_{\sigma} Z_k(-1,\sigma) \mathcal{S}(1 - iZ_k(\bar{z},\sigma))(1 + iZ_k(-\bar{z},\sigma)).$$

![FIG. 4](image-url)

The procedure to undo the tapering method is shown in this figure for the symmetry $\sigma S$ as an example. First, an ancilla qubit $q_{k_S}$ in the state $|(1 - s_{B})/2\rangle$ is added to the qubits $q_0 - q_4$ which were used for the calculations before. Then, for each $Z_k$ gate in the tensor product representation of the symmetry $\sigma S = Z_{k_B} Z_{k(e,i)}$, a controlled $X$ gate is applied on $q_{k_B}$ with $q_k$ as control. In this case, there is only one $Z_k$ gate, namely $Z_{k(e,i)}$, yielding one controlled $X$ gate as shown in the figure.
\[ SR(q_{M-1}, \ldots, q_0) \otimes |0\rangle_{k_S} = \left( \prod_{k:S_k = Z_k} (-1)^{q_k} \right) |q_{M-1}, \ldots, q_0\rangle \otimes Z_{ks} (X_{ks})^{(1-s_s)/2} \left( \prod_{k:S_k = Z_k} (X_{ks})^{q_k} \right) |0\rangle_{k_S}. \]  

(7)

For the optimisation of the CZ sequences stochastic optimization, namely random search [39], was used due to the limited quantum computing resources. We start with four initial random CZ configuration for each of which we perform the VQE optimization. Then we use the configuration out of the four with the smallest ground state energy estimate. For more complex applications this procedure might be extended to genetic algorithms with more generations and more local mutations, as also described in [36–38]. Note, that all four generated wavefunction ansätze in all cases are found to describe states at half-filling.

The randomly generated CZ sequences are described by the CZ seq. data in Tab. II-IV. It refers to the used CZ sequences in the main text for the variational forms \(|\Psi(\Theta)\rangle\), we always used three CNOTs in a row. The numbers correspond to the control qubits and target qubits on the IBM quantum device inq_a,ourense as shown in Tab. II.

For example, the CNOT configuration 012 corresponds to the first CNOT acting on qubit 1 with qubit 0 as control, the second CNOT acting on qubit 0 with qubit 1 as control and the last qubit acting on qubit 2 with qubit 1 as control.

### D. CZ Sequences

Hence, the state stores the correct symmetry eigenvalue for \( S \). Therefore, the system is in the same state as it has been fixed to by the tapering procedure.

#### b. Measurement of the Symmetry Eigenvalue

In Fig. 5, the results for the measurement of the symmetry eigenvalue \( \lambda \) are shown. Errors occurring on the quantum computer are mitigated by disregarding unphysical results, i.e. measurements with the wrong already known symmetry eigenvalues. In simulations, this error mitigation schemes works at least as good as the Lanczos algorithm with the advantage of being computationally less demanding. The results are shown in Fig. 5.

For \( B_1 \) the first excited state in the symmetry subspace is to close to the ground state to be able to distinguish them with the noise of the quantum computer. Effectively, these states are degenerate. Hence, the VQE method finds superpositions of these states. This can be seen in Fig. 5 where the momentum measurement is shown in dependence of the overlap with the ground state. Here, we can observe the expected solutions in case the overlap with the ground state is large.

![A1, B1](image_url)

**FIG. 5.** Result of the measurement of the momentum on the quantum computer ibmq_ourense. We show the probability of measuring \( \lambda = -1 \) for the ground state for all results shown in Fig. 3 in the symmetry subspaces with \( s_{C_2} = 1 \), where \( \lambda \in \{1, -1\} \). The value \(|\langle E_0 | \Psi(\Theta_{opt}) \rangle|^2\) denotes the overlap of the ground state with the learned state of the VQE in a non-noisy calculation. This shows a correlation of the measurement outcome with the overlap, as it approaches 1 for \( B_1 \) and 0 for \( A_1 \) for an overlap of 1, as expected.

| number | control q. | target q. |
|--------|------------|-----------|
| 0      | 0          | 1         |
| 1      | 1          | 0         |
| 2      | 1          | 2         |
| 3      | 1          | 3         |
| 4      | 2          | 1         |
| 5      | 3          | 1         |

**TABLE I.** The control and target qubits are denoted which are assigned to each number used in Tab. II-IV.

#### E. Classical Optimization Procedure

The quantum computer results are used by the optimization algorithm to repeatedly suggest new parameters. In this work, the algorithm Constrained Optimization By Linear Approximations (COBYLA) is used for non-noisy simulations (no-n), in which expectation values are evaluated within the statevector or matrix representation as implemented in Qiskit [42]. On the other hand, we use the algorithm Simultaneous Perturbation Stochastic Approximation (SPSA) for stochastic simulations and calculations on quantum computers, due to its...
TABLE II. Times for data for the antisymmetric subspace $B_1$. The data was generated between $7^{th}$ and $25^{th}$ of March, 2020.

| $t_2$ | CNOT seq. C |
|-------|-------------|
| 0.2   | 505 441 031 454 |
| 0.4   | 300 513 010 335 |
| 0.6   | 444 145 155 235 |
| 0.8   | 132 525 245 232 |
| 0.44  | 355 340 134 150 |
| 0.48  | 433 432 425 305 |
| 0.52  | 021 145 021 055 |
| 0.56  | 054 511 004 554 |
| 0.7   | 151 332 511 155 |

TABLE III. Times for data for the symmetric subspace $A_1$. The data was generated between $7^{th}$ and $26^{th}$ of March, 2020.

| $t_2$ | CNOT seq. C |
|-------|-------------|
| 0.3   | 105 301 452 032 |
| 0.4   | 430 441 313 344 |
| 0.6   | 111 353 020 254 |
| 0.8   | 222 353 020 254 |
| 0.44  | 530 151 003 534 |
| 0.48  | 532 200 445 251 |
| 0.52  | 435 244 203 400 |
| 0.56  | 015 355 535 453 |
| 0.3   | 045 045 451 434 |
| 0.7   | 330 102 124 153 |

better performance in these situations [7, 15, 49].

**F. Comparison of the Variational Forms**

In this section the results of the comparison of the different variational approaches are shown in Fig. 6 for all investigated depths of entangling gates. The results indicate, that the adaptive variational form performs better for small numbers of entangling gates compared to the $R_y R_z$ variational form with linear entanglement. Furthermore, as stated in the main text, we can observe that the accuracy is high in comparison to the excitation gap from which we can deduce that the state generated by optimized variational form has a high overlap with the actual ground state of the system.

**G. Transition for the six-site Molecule**

In this section the results for the VQE for the six-site molecule are shown in Fig. 7. The six-site molecule was mapped to eight qubits using the Jordan-Wigner transformation optimised through tapering. To obtain the results, the in this paper presented variational form was used with a depth of 24 CNOTs and optimized using up to 8000 gradient descent steps for 10 different CNOT configurations per $t'/t$. The initial states are chosen as the best performing parameters out of 20 parameter sets after 2000 optimization steps. The results are shown in Fig. 7. We observe a sufficient accuracy to recapture the ground state transition showing that in principle the presented approach can also be applied for larger systems. The simulation on real quantum devices is not possible yet, as the error rates, especially the read out and entangling gate errors, are too large.

**H. All Results**

In this section we want to give all the results obtained on the quantum computer of which a selection was shown in the main text. In Fig. 8 all the measurement results for the Lanczos algorithm for all points are shown. Furthermore, the $y$ scale is chosen differently for each measure-
ment results allowing to compare the results independently. As an extension to the main text, the Lanczos algorithm is also applied to the non-noisy simulations. This shows, that the Lanczos algorithm also provides a significant improvement without any noise. Furthermore, the observations explained in the main text can also seen for all data, so that the particular choice of data in the main text is representative.

I. Convergence of the SPSA optimizer

In this section we show the results of the convergence procedure of the SPSA optimizer in Fig. [2]. They indicate, that the selected number of 100 optimization steps was sufficient in most cases. For the symmetry subspace belonging to $A_1$ for high $t'/t$ convergence was not reached. Therefore, the results might be improvable by performing more steps. However, this improvement is not expected to be significant.
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