Using causal forests to assess heterogeneity in cost-effectiveness analysis
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Abstract
We develop a method for data-driven estimation and analysis of heterogeneity in cost-effectiveness analyses (CEA) with experimental or observational individual-level data. Our implementation uses causal forests and cross-fitted augmented inverse probability weighted learning to estimate heterogeneity in incremental outcomes, costs and net monetary benefits, as well as other parameters relevant to CEA. We also show how the results can be visualized in relevant ways for the analysis of heterogeneity in CEA, such as using individual-level cost effectiveness planes. Using a simulated dataset and an R package implementing our methods, we show how the approach can be used to estimate the average cost-effectiveness in the entire sample or in sub-populations, explore and analyze the heterogeneity in incremental outcomes, costs and net monetary benefits (and their determinants), and learn policy rules from the data.
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1 | INTRODUCTION

The standard cost-effectiveness analysis (CEA) in health care settings, which compares the mean difference in health benefits over the mean difference in costs between alternative treatments, is increasingly being used to inform decisions on reimbursement and guidelines of pharmaceuticals and/or health care services in many jurisdictions across the world (Chalkidou et al., 2009; ISPOR, 2013). However, the focus on differences in average costs and health outcomes can mask important heterogeneity regarding costs and health outcomes across patient subgroups. Patient heterogeneity, that is, the variability in costs and/or health outcomes that is related to characteristics of patients, can exist in sociodemographic as well as biological characteristics (Kohli-Lynch & Briggs, 2019).

If CEA studies would routinely assess and report heterogeneity, it would provide a possibility for improving health and efficiency outcomes by policy making that targets implementation or reimbursement strategies toward subgroups...
with the most advantageous cost-effectiveness outcomes (e.g., Basu, 2011; Basu & Meltzer, 2007; Coyle et al., 2003; Espinoza et al., 2014a, 2014b; Sculpher, 2008). As an illustration, imagine a new treatment with an average incremental cost per quality-adjusted life year (QALY)—that is, an incremental cost-effectiveness ratio (ICER)—of 45,000 USD per QALY. The patient population consists of two equally sized patient subgroups called A and B, for example, based on disease severity, where the ICER is 30,000 USD per QALY in subgroup A and 60,000 USD per QALY in subgroup B. If we assume that the decision maker reimburses treatments if the ICER is below 50,000 USD per QALY (the cost-effectiveness threshold), by restricting reimbursement to subgroup A, it is possible to increase the total value (health) in the health-care system. The difference in expected net benefit per population member of adopting a subgroup-specific strategy over a “one-size-fits-all” approach is sometimes referred to as the static value of heterogeneity (Espinoza et al., 2014a). These ideas can also be extended to the value of making decisions at the individual level, as outlined Basu and Meltzer (2007).

The literature demonstrating the potential value of assessing heterogeneity in CEA is also reflected in government and scientific guidelines on best-practice CEA. For example, the Second Panel on Cost-Effectiveness in Health and Medicine argued that when evidence of heterogeneity exists, subgroup-specific CEA results should be presented alongside average results (Sanders et al., 2016). A similar view can be found in many governmental recommendations on CEA reference cases (e.g., Ramaekers et al., 2013). However, the governmental guidelines are typically not informative in terms of how subgroup analyses should be carried out in practice so to provide the best input for decision making.

The lack of details about the “when and how” of assessing heterogeneity in CEA is perhaps not surprising given the many potential problems and pitfalls involved. For instance, subgroup analyses give rise to multiple hypothesis testing, with an increased risk of false positive findings unless multiplicity is corrected for, which may in turn reduce statistical power (Savin, 1984). Another concern with conventional subgroup analyses is that it often involves manual, ad hoc searches for subgroups where the treatment is particularly effective. While pre-registration can prevent such “fishing expeditions”, it limits our possibility to learn from the data.

In this paper, we suggest a way to address the challenges of how to carry out such subgroup analyses by proposing a data-driven method for identification and visualization of heterogeneity in the cost-effectiveness across patient subgroups. Our approach extends the causal forest methodology developed by Athey et al. (2019) and Wager and Athey (2018) to what we call CEA forests, which have several potential advantages over conventional approaches for assessing heterogeneity in cost-effectiveness. In our view, its main advantages follow directly from the causal forest methodology, including that it (i) can learn complex patterns of heterogeneity from the data without explicit assumptions on functional form and (ii) automates the identification of subgroups. In addition to this, we suggest a number of ways to visualize the results from CEA forests, such as individual-level cost-effectiveness planes (see e.g., Basu, 2014), that can be used to explore and describe heterogeneity in incremental outcomes, costs and net monetary benefits. We also show how to construct subgroup-specific cost-effectiveness acceptability curves and cost-effectiveness planes based on a single CEA forest without having to perform the computationally expensive task of re-estimating the forest model. We expect that the suggested tools will enable credible and transparent assessment of heterogeneity in the context of CEA by automating the process of selection of relevant subgroups and estimating of the subgroup results. To facilitate and simplify their implementation, we implement our methods in a freely available package for R (CEAforests, available at: https://github.com/bonander/CEAforests).

The rest of the paper is organized as follows. In Section 2, we provide an overview of the causal forest methodology. In Section 3, we introduce our CEA forest algorithm. In Section 4, we demonstrate how CEA forests can be used to assess both average cost-effectiveness as well as heterogeneity across subgroups. In Section 5, we show how to estimate policy trees that can be used to automatically identify which subgroups should be offered the treatment in order to maximize the expected net monetary benefit per population member. Finally, in Section 6, we conclude by discussing avenues for future research and potential improvements to our approach.

2 | GENERAL METHODOLOGY

2.1 | Definitions and setting

We focus on a setting with a binary treatment \( W_i \) and where the analyst has access to individual-level data on each subject’s health outcome \( Y_i \) and (healthcare) cost \( C_i \) from either a randomized trial or an observational study. For
simplicity, we assume that the sample is representative of the target population for a reimbursement decision (sampling weights can, however, be incorporated into the framework to transport the results to external target populations (Tibshirani et al., 2020; Westreich et al., 2017)).

Following the potential outcomes framework, we define the potential outcome under the treatment and control states as \( Y_i(1) \) and \( Y_i(0) \), respectively, and the individual-level causal effect as \( \tau_i = Y_i(1) - Y_i(0) \). Throughout, we assume unconfoundedness conditional on observed characteristics \( X_i \), such that \( \{Y_i(1), Y_i(0)\} \perp W_i|X_i, \) that is, that the treatment is independent of the potential outcomes after adjustment for observable characteristics (such as age, sex, blood pressure, baseline health, etc). We impose the same assumption on healthcare costs, that is, that \( \{C_i(1), C_i(0)\} \perp W_i|X_i \). These assumptions hold naturally under random treatment assignment even without conditioning on \( X_i \). Jointly, they convey that we assume that estimates for incremental outcomes and costs are unconfounded after adjusting for observable characteristics. Generally, the variables required to achieve unconfoundedness may differ for health outcomes and for healthcare costs. In this case, the variable set \( X \) can be thought of as the union of the two sets of variables that are needed to achieve unconfoundedness in both. We also assume that there is sufficient overlap in covariate distributions between treatment groups such that \( P(W_i = w|X = x) > 0 \) for all \( w \) and \( x \). This assumption rules out settings where a particular covariate combination perfectly predicts either treatment or control status (e.g., when only men are eligible for treatment but sex is included in the covariate set). Further, we assume that counterfactual consistency holds such that \( Y_i = W_i Y_i(1) + (1 - W_i) Y_i(0) \) and \( C_i = W_i C_i(1) + (1 - W_i) C_i(0) \). That is, we assume that the observed outcomes and costs among individuals in the treatment group correspond to their potential outcome under the treated state, and vice versa for controls. This assumption rules out settings with spillover effects.

Our methods rely heavily on the causal forest methodology introduced by Wager and Athey (2018) and further developed by Athey et al. (2019), which is a machine learning method that can be used to estimate heterogeneous causal effect functions under the assumptions invoked above. In our view, the main strength associated with causal forests are that they provide a strategy for learning patterns of heterogeneity from the data that requires little researcher input compared to conventional subgroup analyses. For instance, one does not have to decide which cutoffs to use to investigate heterogeneity in effects along continuous covariates, nor do we need to specify the functional form of the heterogeneity; the causal forest algorithm is designed to automate this search and find the most appropriate model that best describes the effect heterogeneity in the data.

We also note that the individual-level treatment effect estimates from a causal forest can be used to estimate average effects in the entire sample, as well as in user-defined subgroups, akin to conventional CEA estimation. The methodology proposed below can therefore be used for this task as well. While the added value of using causal forests compared to conventional analyses is less apparent in that case, we find it appealing that one can easily produce and report conventional CEA results without having to turn to another estimation method. Indeed, we believe that most investigators would want to know what the average result is before investigating heterogeneity in cost-effectiveness. In Section 4, we therefore show how to produce standard cost-effectiveness planes and cost-effectiveness acceptability curves to visualize uncertainty in the average estimates, alongside tools for visualizing and investigating patterns of heterogeneity.

Before moving on, we also want to highlight that the estimates from causal forests tend to exhibit small sample bias. Their variance estimates and associated confidence intervals are also only motivated asymptotically—in our case, we need to assume that the sample is large enough to achieve a normal sampling distribution for incremental costs and outcomes. Causal forests may therefore perform poorly in studies with small samples. Skewed outcomes, such as costs and QALYs, may exacerbate these issues. In Appendix S3, we report a simulation study that tests the finite sample performance of CEA forests on data generated to mimic a typical cost-effectiveness study (with skewed outcome and cost variables). As expected, we find that causal forests perform well when applied to data from relatively large samples. Our simulations also reaffirm that the method suffers from small sample bias. While we cannot provide an exact minimum sample size beyond which these errors become negligible as it depends partly on the data generating process (e.g., the degree of skewness in the outcomes), our simulations indicate that around 250–500 individuals may be sufficient. The results may be severely biased if the method is applied to smaller datasets, and we would therefore not recommend using causal forests for the purpose of CEA in small-sample studies (a Bayesian alternative may then be more appropriate, as we return to in Section 6).
2.2 Causal forests

A causal forest can be seen as a modified random forest (Wager & Athey, 2018). The original random forest algorithm averages the results from $B$ noisy regression trees into a more stable prediction model, with the aim of predicting an outcome $Y_i$ based on covariates $X_i$ (Breiman, 2001). In that case, each regression tree is created by first drawing a random subsample of the data. The individuals in the subsample are then split into subgroups (“leaves”) based on covariate values, where the splits are defined by minimizing some loss function such as the root mean squared error. This process is then repeated and averaged over $B$ trees, resulting in a random forest that can be used to predict $Y_i$ for a particular covariate combination $X_i = x$.

Expressed intuitively, the main difference between a causal forest and a random forest is that a causal forest consists of causal trees (Athey & Imbens, 2016), which estimate conditional average treatment effects (CATE) at the leaves of the trees instead of predicting the outcome. The CATE can be defined as a function of covariates, such as $\tau(x) = \mathbb{E}[Y_i(1) - Y_i(0)|X_i = x]$. Confounding, if present, is adjusted for using residualization following Robinson (1988) and Nie and Wager (2019). In practice, this is achieved by first estimating a regression forest that predicts the conditional mean outcome $\mu(x) = \mathbb{E}[Y_i|X_i = x]$ and another regression forest estimating the conditional propensity score $e(x) = \mathbb{P}[W_i = 1|X_i = x]$. The predictions from these forests are then used to locally center (residualize) $Y_i$ and $W_i$ before training the causal forest. The forest-based estimates for $\tau(x)$ are then given by

$$\hat{\tau}(x) = \frac{\sum_{i=1}^{n} \alpha_i(x)(Y_i - \hat{\mu}^{(-i)}(X_i))(W_i - \hat{e}^{(-i)}(X_i))}{\sum_{i=1}^{n} \alpha_i(x)(W_i - \hat{e}^{(-i)}(X_i))^2},$$

(1)

where the superscript $(−i)$ is used to denote out-of-bag predictions (i.e., predictions obtained from the subset of trees where individual $i$ was not used to determine the splits), and the weights $\alpha_i(x)$ (which are non-negative and sum to one) measure how often the individual $i$ falls in the same leaf as the test point $x$ in the causal forest (Athey et al., 2019). More precisely, the causal forest algorithm proceeds in a fashion similar to random forests in that it repeatedly takes random subsamples of the data to train $B$ noisy causal trees for aggregation. However, there are some important differences worth noting with respect to how effects are estimated and the splits are determined by the causal forest algorithm. To avoid overfitting and ensure valid statistical inference, the trees in a causal forest must be “honest” in the sense that they never use the same information to determine the splits and estimate effects, which is achieved by splitting each subsample into two parts where one is used to determine the splits and the other to estimate the effects (Athey & Imbens, 2016). This is also known as cross-fitting, which is an essential component for valid statistical inference based on machine learning algorithms (Chernozhukov et al., 2017). While this may sound like an inefficient use of the available data, we note that every observation is used for either splitting or estimation in some iteration provided that the forest contains a sufficiently large number of trees. Internally, the splits in each tree are decided such that the accuracy of the estimates improves as fast as possible using a gradient-based algorithm detailed in Athey et al. (2019).

The complexity of the model is also controlled by a set of hyperparameters, such as the subsampling fraction, the minimum number of individuals in each leaf and the maximum imbalance in the ratio of treatment and control units allowed in each split. The grf package for R allows for automatic tuning of these parameters via cross-validation (Tibshirani et al., 2020), which avoids the need for manual specification searches. In practice, the only parameter that needs to be specified manually is the number of trees to grow ($B$), where the general recommendation is to grow enough trees such that the size of the random noise induced by the subsampling scheme is ignorable and the results remain stable across several forests fit to the same data. Another practical benefit to causal forests is that they perform an implicit variable selection that prunes irrelevant covariates, given that variables that do not modify the effect size will rarely be used to determine the splits within each tree.

Finally, the fully grown forest can then be used to estimate treatment effects for individuals with a particular (exact) covariate combination or for subpopulations defined by covariates (e.g., older men with a body mass index above 30) using Equation (1). These estimates are central to our methodology below, as they allow us to effectively explore and visualize the heterogeneity in the data.

Beyond the individual-level estimates, we are also interested in structural parameters for the entire sample and for various subpopulations. Following Chernozhukov et al. (2017, 2018), our inferential procedures for structural parameters (e.g., average effects) rely on cross-fitted augmented inverse propensity learning, a de-biasing technique required for valid statistical inference after machine learning estimation. Specifically, we construct the following scores:
\[ \hat{\Gamma}_i = \hat{\epsilon}^{(-i)}(X_i) + \frac{(Y_i - \hat{\mu}^{(-i)}(1, X_i)) W_i}{e^{(-i)}(X_i)} - \frac{(Y_i - \hat{\mu}^{(-i)}(0, X_i))(1 - W_i)}{1 - e^{(-i)}(X_i)} \]  

(2)

where \( \hat{\epsilon}^{(-i)}(X_i) \) is an out-of-bag conditional treatment effect estimate for individual \( i \) based on the causal forest; \( \hat{\mu}^{(-i)}(1, X_i) = \hat{\mu}^{(-i)}(X_i) + \hat{\epsilon}^{(-i)}(X_i) \hat{\epsilon}^{(-i)}(X_i) \) is an (out-of-bag) estimate of the conditional mean function \( E[Y_i(1)|X_i = x] \) under the treatment state, where \( \hat{\mu}^{(-i)}(X_i) \) is an estimate of \( [Y_i|X_i = x] \) obtained using the outcome regression forest (i.e., estimated before the causal forest to residualize the outcome) and \( e^{(-i)}(X_i) \) is an estimate of \( P[W_i = 1|X_i = x] \) given by the propensity score for treatment regression forest, and \( \hat{\mu}^{(-i)}(0, X_i) = \hat{\mu}^{(-i)}(X_i) - (1 - e^{(-i)}(X_i)) \hat{\epsilon}^{(-i)}(X_i) \) is an analogous estimate for the conditional mean under the control state. The resulting scores, \( \hat{\Gamma}_i \), are equivalent to those used in the doubly robust augmented inverse propensity score estimator described by Robins et al. (1995), and we therefore refer to them as doubly robust scores below. As shown by Chernozhukov et al. (2017), the sample mean of \( \hat{\Gamma}_i \) is a consistent estimator for the ATE under unconfoundedness, with asymptotically valid standard errors given by \( \hat{\sigma}/\sqrt{n} \), where

\[ \hat{\sigma}^2 = \frac{1}{n-1} \sum_{i=1}^{N} \left( \hat{\Gamma}_i - \hat{\Gamma}_i \right)^2, \]  

(3)

CATEs and their standard errors can be estimated in a similar fashion by taking averages over subgroups. Below, we use the doubly robust scores to estimate cost-effectiveness acceptability curves (CEAC), train policy decision trees, and conduct inference for the determinants of heterogeneity.

3 | COST-EFFECTIVENESS FORESTS

In this section, we discuss an extension to the causal forest methodology to accommodate CEA. We propose an algorithm that consists of a combination of several causal forests that, when used for this purpose, we refer to as a CEA forest. In essence, a CEA forest takes individual-level data on the health outcome and stores the corresponding out-of-bag estimates \( e^{(-i)}(X_i) \). Otherwise, use known propensities (e.g., 0.5 in a 1:1 randomized trial).

1. If the treatment propensity is unknown (e.g., in an observational study), train a regression forest using the treatment (\( W \)) as the outcome to estimate propensity scores for treatment and store the corresponding out-of-bag estimates \( e^{(-i)}(X_i) \). Otherwise, use known propensities (e.g., 0.5 in a 1:1 randomized trial).
2. Train two regression forests using \( Y_i \) and \( C_i \) and store the estimates of each respective conditional mean function and store the estimated \( \hat{\mu}^{(-i)}(X_i) \).
3. Using the estimates from Steps 1 and 2 to locally center \( Y_i, C_i \) and \( W_i \), train the following three causal forests and store the estimated \( \hat{\epsilon}^{(-i)}(X_i) \) and their associated variance:
   a. An incremental outcome forest using \( Y \) as the outcome to estimate the function \( \Delta Y(x) = E[Y_i(1) - Y_i(0)|X_i = x] \).
   b. An incremental cost forest using \( C \) as the outcome to estimate \( \Delta C(x) = E[C_i(1) - C_i(0)|X_i = x] \).
   c. A net monetary benefit forest using \( Y_i \lambda - C_i \) as the outcome to estimate the function \( B(x, \lambda) = E[\Delta Y \lambda - \Delta C|X_i = x] \).
4. Calculate the doubly robust scores for incremental outcomes \( \hat{\Gamma}_i^{\Delta Y} \) and costs \( \hat{\Gamma}_i^{\Delta C} \) by plugging the appropriate estimates from Steps 1–3 into Equation (2).

In practice, we use the causal_forest and regression_forest functions from the grf package for R to estimate each forest (using the tune.parameters option to automatically tune all hyperparameters to the data via cross-validation) (Tibshirani et al., 2020). As noted above, the only option that requires manual input is the number of trees used to grow the forest, which only affects the size of the Monte Carlo errors introduced by the subsampling scheme. While the minimally appropriate number of trees depends on the data, somewhere around 100,000 trees seems to be a common choice in applications (Athey et al., 2019; Cui et al., 2020). Ultimately, we recommend running sensitivity analyses with different random number seeds to ensure that the results are stable enough to produce the same key conclusions in each iteration. If not, it is necessary to increase the number of trees further.
The proposed algorithm can be used to explore patient heterogeneity in incremental costs and health outcomes separately using the results from Step 3a and 3b. Doing so provides a possibility to gain insights into whether the heterogeneity in cost-effectiveness is driven by variation in \( \Delta Y(x) \) or \( \Delta C(x) \) (or both). However, our primary focus lies in the combination of these two functions. Our algorithm also estimates a *net monetary benefit* forest by using \( Y_i - \lambda - C_i \) as the outcome (Step 3c) (Hoch et al., 2002), where \( \lambda \) is the WTP per one-unit increase in \( Y \). (If one prefers to express the results in terms of net health benefits, we note that the net monetary benefit forest can be replaced with a net health benefit forest by using \( Y_i - C_i/\lambda \) as the outcome [Hoch et al., 2002]). The estimated CATEs from these forests can then be directly interpreted as the conditional net monetary benefit (\( B \)) given \( X_i \), that is, \( B(x, \lambda) = E[\Delta Y \lambda - \Delta C|X_i = x] \) (see Appendix S1 for proof). In practice, however, we only use the net monetary benefit forest for plotting individual-level estimates and for obtaining variance estimates for the individual-level predictions of the net monetary benefit. For structural parameter estimation, we allow for greater post-estimation flexibility by instead combining the doubly robust scores from the outcome and cost forests as follows:

\[
\hat{\Gamma}^B_i = \hat{\Gamma}^{\Delta Y}_i \lambda - \hat{\Gamma}^{\Delta C}_i
\]

where \( \hat{\Gamma}^{\Delta Y}_i \) is the doubly robust scores in Equation (2) based on the outcome forest and \( \hat{\Gamma}^{\Delta C}_i \) are analogously defined scores from the cost forest (see Appendix S2 for more detailed definitions). These scores are equivalent in expectation to the corresponding scores derived directly from the net monetary benefit forest (see Appendix S2 for proof), but allows us to change the WTP for subsequent analyses (e.g., cost-effectiveness acceptability curves) without having to re-estimate the net monetary benefit forest. We obtain standard errors for structural parameter estimates based on \( \hat{\Gamma}^{\Delta Y}_i \), \( \hat{\Gamma}^{\Delta C}_i \) and \( \hat{\Gamma}^B_i \) using the same method as in Equation (4).

### 3.1 Quantifying uncertainty

We note that the bootstrapping methods often used in conventional CEA estimation with individual-level data, where the entire sample is resampled with replacement, are not appropriate for causal forests. This is because they introduce bias into the honesty subsampling scheme required for consistent estimation due to duplication of individuals. Growing new forests within each bootstrap resample would also be very inefficient from a computational perspective. Instead, Athey et al. (2019) rely on subsampling and a method called the bootstrap of little bags to estimate the variance for \( \hat{\tau}(x) \) at almost no computational cost, and provide evidence for the consistency and asymptotic normality of forest-based effect estimates. In general, we should therefore be able to rely on the central limit theorem in large samples and for asymptotically normal quantities such as average incremental outcomes and costs (Nixon et al., 2010). However, non-linear combinations of these quantities, for example, ICER (\( \Delta C/\Delta Y \)), are non-normally distributed even in large samples. In this case, Fieller’s theorem can be used to produce confidence intervals assuming a bivariate normal distribution for \( \Delta Y \) and \( \Delta C \), but this approach may sometimes result in unbounded or imaginary interval limits (e.g., when \( \Delta Y \) does not differ significantly from zero) (Willan & O’Brien, 1996). In Appendix S3, we provide simulation evidence showing that bootstrapping the doubly robust scores with replacement after training the forest performs well for constructing confidence intervals for ICERs provided that the sampling distribution for the incremental outcomes and cost estimates is normal at sample size \( n \). This approach can therefore serve as an alternative method of inference for parameters where there is no closed-form solution for the variance. As we show below, bootstrapping pairs of doubly robust scores for outcomes and costs (\( \hat{\Gamma}^{\Delta Y}_i \), \( \hat{\Gamma}^{\Delta C}_i \)) also serves fast and convenient way for constructing cost-effectiveness planes based on a CEA forest.

### 4 APPLYING CEA FORESTS

In this section, we provide suggestions for how the results from CEA forests can be analyzed and communicated. We propose a simple workflow containing several tools that we find to be useful for (i) estimating the average cost-effectiveness in the entire sample or in subgroups, (ii) exploring and analyzing the heterogeneity in incremental outcomes, costs and net monetary benefits (and their determinants), and (iii) learning policy rules from the data. Each method presented below can be thought of as a post-estimation method that can be applied to a trained CEA forest. We
implement the CEA forest algorithm and the proposed post-estimation methods in an R package (CEAforests, available at: https://github.com/bonander/CEAforests).

We use simulated data in our demonstrations below to enable replication. The dataset is intended to mimic a typical individual-level CEA study. It contains 500 individuals, three correlated covariates (a hypothetical risk score for disease progression [Risk_score], severe disease subtype [Severe_disease], and health-related quality of life at baseline [HRQoL]), a binary treatment variable $W_i$, a cost variable $C_i$ intended to emulate healthcare costs in USD and an outcome $Y_i$ that is intended to depict QALYs at follow-up. The data is generated so that the treatment effect is confounded by disease subtype, and that $\Delta Y$ and $\Delta C$ exhibit heterogeneity depending on the variable sets {risk score, disease subtype} and {HRQoL, risk score}, respectively (we provide further details on the data generating process in Appendix S3). Throughout, we use 50,000 USD as the WTP per QALY (“threshold value”) unless otherwise noted. We begin by training a CEA forest using this data. We tune all tunable hyperparameters via the grf package, and grow 50,000 trees per forest. Code that enables creation of the simulated data and replication of the analyses presented are available online as supplementary materials to this paper.

### 4.1 Cost-effectiveness results for the entire sample and user-specified subgroups

After training the CEA forest, the first natural step is to estimate the average cost-effectiveness in the population that the sample represents, that is, to perform a conventional CEA analysis. We use the doubly robust scores from Step 4 in the CEA forest algorithm to compute the statistics in Table 1A for the entire sample. Beyond average incremental outcomes, costs and net monetary benefits, these scores can also be used to estimate the ICER. In Table 1, we present confidence intervals (CIs) based on Fieller's theorem for this estimate, but as noted above, one can also bootstrap pairs of the doubly robust scores ($\Gamma^{\Delta Y}_i$, $\Gamma^{\Delta C}_i$) to obtain CIs for ICERs (both methods provide almost identical results in our simulated data, see online supplementary files for details). More importantly, the bootstrapped pairs can be used to construct conventional cost-effectiveness planes for the entire sample, or specified subgroups, based a single CEA forest (Figure 1). Overall, the results show that treatment is very close to our WTP threshold for the average individual.

The same CEA forest can also be used to estimate average effects for user-specified subpopulations, similar to conventional subgroup analyses but without the need for re-estimation of the model. In Table 1, we have arbitrarily selected two subgroups based on progression risk scores to highlight that the CEA forest methodology can incorporate manual subgroup analyses. The estimates indicate that the treatment is (barely) cost-effective on average (Table 1A), and that there is fairly strong evidence that it is cost-effective for patients with progression risk scores > 50 (Table 1B). The control treatment dominates the new treatment on average among individuals with risk scores below this point. However, it is not obvious that 50 is the optimal cut point for a targeted reimbursement policy, and one might also have to consider subgroups based on multiple variables to identify the best available policy. In Section 5, we therefore suggest a data-driven post-estimation procedure for identifying the optimal covariates and cut points that maximize the net monetary benefit per population member based on the individual-level estimates from a CEA forest.

Assuming the sample is sufficiently large for asymptotic normality assumptions to hold, one can also estimate the (Bayesian) probability that the data are consistent with a positive net monetary benefit for a specified subpopulation via the inverse normal cumulative distribution function (Nixon et al., 2010). This estimate is presented in Table 1 for the entire sample and for the chosen subpopulations. By extension, the WTP threshold ($\lambda$ in Equation (4)) can be varied to produce CEAC for the entire sample or for specified subpopulations based on a single CEA forest at almost no computational expense (Figure 2).

### 4.2 Describing heterogeneity in cost-effectiveness

Now turning to the heterogeneity analysis, we suggest starting with descriptive analysis of the results. For instance, we suggest plotting the individual (out-of-bag) estimates for incremental costs and outcomes in a cost-effectiveness plane. This results in an individual-level cost-effectiveness plane (cf. Basu, 2014; Basu & Meltzer, 2007), which can—besides the fact that we are viewing the variation in individual-level effect estimates rather than the variation in average effect estimates under uncertainty—be interpreted as a conventional cost-effectiveness plane. More precisely, the individual-level cost-effectiveness plane can be interpreted as the joint distribution of (estimated) individual-level differences in potential outcomes with respect to costs (on the y-axis) and health outcomes (on the x-axis). We present an example
using our simulated data in Figure 3. Based on this analysis, we see that the majority of the individual-level treatment effects are located in the northeast quadrant (i.e., new treatment improves health but is more costly), and that 45% of the sample has a positive net monetary benefit estimate.

To describe the data further, we stratify the sample into two groups based on their individual-level net monetary benefit estimate (negative or null [“not cost-effective”], or positive [“cost-effective”]). We then examine covariate balance between these groups a standard descriptive table. The resulting table gives a quick overview of how the covariate patterns differ between individuals for whom treatment is determined to be cost-effective versus ineffective or undetermined according to the CEA forest (Table 2). In our example data, we can directly see that the treatment appears to be more cost-effective for patients with a severe disease subtype and lower HRQoL at baseline.
4.3 Analyzing the determinants of heterogeneity

In some situations, the analyst may want to learn more about the causes of heterogeneity in multivariable settings with correlated covariates. In this case, it may be useful to estimate an ordinary least squares (OLS) model to explain the variation in effect size:

\[
\hat{\Gamma}_i = \alpha + \sum_{j=1}^{J} (\beta_j)X_{ji} + \epsilon_i
\]  

**Table 2** Descriptive statistics by subgroup based on individual-level net monetary benefit estimates (WTP = 50,000 USD)

|                          | Not cost-effective (n = 273) | Cost-effective (n = 227) |
|--------------------------|------------------------------|--------------------------|
| Severe disease subtype (n [%]) | 96 (35.2)                  | 168 (74.0)               |
| HRQoL (mean [SD])        | 0.45 (0.20)                 | 0.17 (0.14)              |
| Risk score (mean [SD])   | 47.49 (6.65)                | 53.61 (8.48)             |

Abbreviations: HRQoL, health-related quality of life; WTP, willingness to pay.
which provides the best linear projection of the effect size given $X_i$ (Nilsson et al., 2019; Semenova & Chernozhukov, 2020). The results can be interpreted as those from a standard OLS model with one key difference; the coefficients $\beta_j$ estimate the marginal (partial) effects of the covariates on the effect size. We note that the supplied covariate matrix can, but does not necessarily have to be, the same as the covariate matrix supplied to the forest algorithm.

We apply this method to estimate the determinants of heterogeneity in incremental outcomes, costs and net monetary benefits in our simulated data to illustrate the practical utility of the approach. The results can be presented as a conventional regression table (Table 3), which provides an overview of the strength and direction of the partial effect of each covariate on the effect size. In our simulated data, we find that HRQoL is not associated with variations in incremental outcomes after conditioning on the other covariates, which is consistent with the data generating process. The same is true for disease subtype and incremental costs. Finally, we can see that all three variables are associated with variations in cost-effectiveness.

4.4 | Generic plotting methods

A major benefit to methods that estimate individual-level effects is that they allow for visualization using generic plotting methods (Nilsson et al., 2019). Figure 4, panels A–C provides examples using histograms of the estimated incremental outcomes, costs and net monetary benefits to visualize the variation in estimated effect sizes in the data. Scatter plots can be used to explore how the effect sizes vary with respect to a single covariate (Figure 4, panels D–F). Wager and Athey (2018) use line plots to plot the predicted variation in effect size (and associated confidence intervals) with respect to a covariate while keeping all other variables in the data constant at their mean (Figure 4, panels G–I).

5 | POLICY LEARNING USING CEA FORESTS

The potential value of subgroup-specific treatment recommendations or reimbursement decisions has been conceptually demonstrated in a number of previous studies (cf. Basu & Meltzer, 2007; Coyle et al., 2003; Espinoza et al., 2014a). While subgroups can be identified manually by exploring the results from CEA forests as demonstrated above, one may also want to consider a data-driven search for optimal policy rules to identify the optimal policy based on the individual-level estimates from a CEA forest.

Suppose that we want to learn for which subgroups the new treatment should be recommended in order to maximize the net monetary benefit in the population. This is equivalent to finding the subgroups that maximize the static value of heterogeneity (Espinoza et al., 2014a). As shown by Athey and Wager (2019), such policy rules can be efficiently learned from the doubly robust scores by estimating a decision tree that maximizes the net monetary benefit per population member:

$$\hat{\pi} = \arg\max_{\pi \in \Pi} \left\{ \frac{1}{n} \sum_{i=1}^{n} (2\pi(X_i) - 1) \left( \hat{i}^{\Delta Y}_i - \hat{i}^{\Delta C}_i \right) : \pi \in \Pi \right\}, \quad (6)$$

where the goal is to learn an efficient policy $\pi$ from the policy class $\Pi$, which in our case is a finite-depth policy tree that maps an individual’s characteristics to a binary decision (to reimburse, or not reimburse), that is, $\pi : x \rightarrow \{0, 1\}$.

Our implementation relies on the policytree package for R (Zhou et al., 2020), which uses an exhaustive search to find the optimal tree of a pre-specified depth, where the depth determines the amount of subgroups to allow for. Figure 5 shows two suggested policies with different maximum tree depths, where we have supplied the three covariates in our dataset for consideration in the policy trees for illustration. The simplest tree suggests a policy based on HRQoL, whereas the larger tree also considers additional subgroups based on progression risk scores in combination with HRQoL. The policy trees provide estimates of the optimal cut points along these variables given the individual-level estimates from the CEA forest. In practice, it may be necessary to round the cut points or move them manually to ensure the feasibility of the policy.

We also note that the covariates supplied to the policy tree do not need to be the same as those included in the forest. Preferably, they should be characteristics that can be measured objectively and can be legally and ethically used for decision-making within the given healthcare context. In practice, it is also important to consider the costs of
implementing a targeted policy (Espinoza et al., 2014a). These costs are not considered by the policy tree algorithm as defined above, and must either be taken into account afterward (e.g., by incorporating them into Equations (7) and (8) below) or assumed to be ignorable (e.g., by only using data that would have been collected independent of the chosen policy).

5.1 Estimating the expected welfare gain from targeted reimbursement policies

The average welfare gain per population member under the suggested reimbursement policy, as opposed to giving everyone the control treatment (e.g., treatment as usual), can be estimated using:

$$\hat{E}[(\Delta Y_{i\lambda} - \Delta C_i)\pi(X_i)] = \frac{1}{n} \sum_{i=1}^{n} \left( \hat{\Gamma}_i^{\Delta Y_{i\lambda}} - \hat{\Gamma}_i^{\Delta C} \right) \hat{\pi}(X_i) = \frac{1}{n} \sum_{i=1}^{n} \left( \hat{\Gamma}_i^{B} \hat{\pi}(X_i) - \hat{\Gamma}_i^{B} \right), \quad (7)$$

where $\hat{\pi}(X_i)$ is a policy indicator coded as 1 if individual $i$ has a covariate combination that is assigned to the new (experimental) treatment by the learned policy and 0 if they are assigned to the control treatment.

The expected welfare gain from the suggested policy compared to giving everyone the new treatment can also be estimated as follows:

$$\hat{E}[(\Delta Y_{\lambda} - \Delta C) \times \pi(X_i)] - \hat{E}[(\Delta Y_{i\lambda} - \Delta C)] = \frac{1}{n} \sum_{i=1}^{n} \left( \hat{\Gamma}_i^{B} \hat{\pi}(X_i) - \hat{\Gamma}_i^{B} \right), \quad (8)$$

which can be used to assess whether a personalized treatment policy is sufficiently cost-effective to be motivated compared to a scenario in which everyone gets the new treatment. Standard errors for these estimates can be obtained.
**Figure 4** Histograms of the estimated effects (a–c), unconditional heterogeneity plots (d–f), and conditional heterogeneity plots (g–i) illustrating the heterogeneity in incremental outcomes, costs and net monetary benefits (NMB) in the entire sample (a–c) or the heterogeneity in effects with respect to health-related quality of life (HRQoL; d–i) using simulated data. The scatter plots in (d)–(f) illustrate the unconditional heterogeneity (including the effects of variables correlated with HRQoL), and the line plots in (g)–(i) illustrate the impact of HRQoL on the effect size keeping all other variables in the data constant at their mean.

**Figure 5** Depth-1 and depth-2 policies based on a cost-effectiveness analyses forest estimated using the policytree package for R. The optimal depth-1 policy suggested by the algorithm is to reimburse the new (experimental) treatment for only patients with health-related quality of life (HRQoL) ≤0.25 at baseline (43.8% of the population), which would result in an estimated welfare gain per population member of 24,535 USD (95% CI: 13,063, 36,008) compared to not reimbursing the new treatment for any group. The average net monetary benefit in the population is 363, so the added value from using the learned policy compared to reimbursing the new treatment for all patients would be 24,535−363 = 24,172 (95% CI: 11,826, 36,518) per population member. The depth-2 policy is more complex, and allows for a more inclusive HRQoL threshold for patients with higher progression risk scores, and would therefore cover roughly 50% of the population. The estimated average welfare gain of applying this policy would be 30,868 USD (95% CI: 18,296, 43,441).
We have presented a data-driven approach for assessing heterogeneity in CEA, which we believe can serve as an (at least partially) automated way to implement previous conceptual work on heterogeneity analysis in this context (Basu & Meltzer, 2007; Coyle et al., 2003; Espinoza et al., 2014a). Automated methods can serve as a complement to clinically informed subgroup analyses, especially if there are complex, multivariable patterns of heterogeneity in the data that are difficult to capture using a limited set of pre-defined subgroups (Athey & Imbens, 2019). For instance, CEA forests may help identify previously unknown non-linear patterns in cost-effectiveness alongside continuous variables and can easily incorporate several variables at once. These complexities can technically be incorporated into manually specified models and in subgroup analyses (Nilsson et al., 2019), but conventional practice is typically to perform subgroup analyses either along a single variable or to divide the data based on multiple binary variables (e.g., age group and sex; VanderWeele et al., 2019). While such simplifications may serve as sufficient input for policy decisions, they may also result in a loss of important information (VanderWeele et al., 2019). Nonetheless, it is important to recognize that there is a trade-off to be made between technical rigor and the utility of the output for decision-making. Data-driven approaches may help find hidden patterns in the data that can serve as input for drafting a policy, but there may be many other external factors (that are unknown to the model) that need to be taken into account before it is finalized. Thus, we do not believe that CEA forests (or any other data-driven method) should be seen as a replacement for conventional methods—rather, we view them as complements. Indeed, the framework presented above can be seen as both automated and manual; the CEA forest performs an automated search to create a prediction model for individual-level cost-effectiveness, and these estimates can then be explored either manually (using descriptive tables, plots or regression models) or automatically (using policy trees).

We note that causal forests are not the only available alternative for data-driven heterogeneity analysis (Athey & Imbens, 2019). We chose to focus on this approach because it inherits many appealing traits shared by tree-based machine learning methods; it is free of functional form assumptions, and is data-driven and requires limited researcher input and tuning compared to other machine learning methods. It also has a built-in cross-fitting algorithm, which simplifies statistical inference based on machine learning estimators (Athey & Imbens, 2019; Chernozhukov et al., 2018). To facilitate implementation, we have also developed an R package that implements our proposed methods (CEAforests, available at: https://github.com/bonander/CEAforests). The package works primarily as a wrapper for the grf package (Tibshirani et al., 2020), but is specifically tailored to produce the analyses and outputs presented in this paper.

While our proposed method serves as one way to perform data-driven heterogeneity analysis in the context of CEA, we believe that the rapidly growing literature on causal machine learning methods holds great promise for further refinement (Athey & Imbens, 2019). Importantly, a key drawback to causal forests is that they tend to perform poorly in small samples (Appendix S3), which currently limits the application of CEA forests to studies with large samples. A Bayesian alternative to causal forests has shown better finite sample performance than the original approach (Hahn et al., 2020), and it would therefore be of considerable interest to extend the methods discussed in this paper to incorporate Bayesian causal forests. We also note that causal forests may suffer from so-called “edge effects” (Athey et al., 2019), where the slope of the heterogeneity estimates may taper of as they reach the edges of the observed covariate space (even if the true data generating process keeps changing at that point). Hence, extrapolation beyond the range of the observed data should be done with due caution. The method may also fail to adequately model smooth patterns of heterogeneity (e.g., linear and quadratic shapes) in small samples (Athey & Imbens, 2019). In that case, a modified approach that relies on local linear regression may be a more appropriate alternative to standard causal forests (Friedberg et al., 2019). A limitation to the policy learning approach is that it is not designed to automatically find the optimal number of subgroups for targeted reimbursement policies. An extension to this idea that also identifies the optimal complexity of a policy while considering transaction costs could potentially increase the practical utility of the method for decision-making. In addition, we have focused solely on analyses of individual-level data, such as, from a trial and/or observational study. It would be of considerable interest to explore the potential benefits of combining our approach with decision-analytic models to be able to capture the long-term perspective that is often lacking in studies that rely solely on individual-level data. It would also be interesting to assess the value of using causal forests for...
estimating the dynamic value of heterogeneity (Espinoza et al., 2014a). Finally, we note that our paper has focused on
the case with a binary treatment and where the analyst is interested in intention-to-treat estimates. Extensions can
easily be made to incorporate instrumental variables and continuous treatment variables, as these features have already
been developed for causal forests (Athey et al., 2019).
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