Forecast of Electric Vehicle Sales in the World and China Based on PCA-GRNN
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Abstract: Since electric vehicles (EVs) could reduce the growing concerns on environmental pollution issues and relieve the social dependency of fossil fuels, the EVs market is fast increased in recent years. However, a large growth in the number of EVs will bring a great challenge to the present traffic system; thus, an acceptable model is necessary to forecast the sales of EVs in order to better plan the appropriate supply of necessary facilities (e.g., charging stations and sockets in car parks) as well as the electricity required on the road. In this study, we propose a model to predict the sales volume and increase rate of EVs in the world and China, using both statistics and machine learning methods by combining principle component analysis and a general regression neural network, based on the previous 11 years of sales data of EVs. The results indicate that a continuing growth in the sales of EVs will appear in both the world and China in the coming eight years, but the sales increase rate is slowly and continuously deceasing because of the persistent growth of the basic sales volume. The results also indicate that the increase rate of sales of EVs in China is higher than that of the world, and the proportion of sales of EVs in China will increase gradually and will be above 50% in 2025. In this case, large accessory facilities for EVs are required in China in the coming few years.
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1. Introduction

The continuously augmented threat of global climate change, environment deterioration, and resource absence due to the increasing consumption of non-renewable fossil fuels has been a world-wide problem, which needs to be resolved in the near future for human sustainable development. With the speeding of industrialization process and the growth of the development of the economy, large quantity consumption of energy resources based on fossil fuels has resulted in the worsening of the ecological environment and rising carbon dioxide emissions, the main greenhouse gas [1]. In the past twenty years, the World Environmental Organization and several other international organizations have been working on environmental protection for sustainable development [2]. With the continuing development of civil industries, China has a strong foreign dependence of crude oil, up to 60% since 2013 [3–5]. In this case, the future economic growth would be greatly affected based on the supply of traditional fossil fuels from overseas. On the other hand, with the enhancement of industry and economics, the quantity of motor vehicles is quickly increasing in the world, which not only results in the consumption of large amount of fossil fuels (e.g., oil and natural gas) but also the release of abounding greenhouse gases, sulfur dioxide, oxynitride, and microparticles into the atmosphere, which cause the temperature to increase and the formation of haze [6,7]. Since 2013, the CO₂ emissions from vehicles accounted for 15.9% of total carbon dioxide emissions in the world [8]. Therefore, the switch towards a substantially carbon-free and energy-efficient transport mode is an ongoing global goal. The electrification of the transportation via the development of electrical
vehicles (EVs) is considered to be a promising pathway for many countries to reduce the air pollution from on-road vehicles as well as to reduce fossil fuels dependence in order to strengthen national energy security [9–13]. For example, EVs are an important technology in reducing greenhouse gases emission in the European Union to achieve the targets of decarbonizing the energy sector [14].

Currently, even though the adoption of EVs is influenced by many barriers, such as high retail prices, the limited range of rechargeable batteries, and the lack of supporting infrastructure [15], in particular charging stations and electricity grid network [16], the spread of EVs is still encouraged by many governments; for example, in 2030, Germany will not produce fossil fuel-consuming vehicles. The popularization of EVs requires supplying the necessary charging grid for these vehicles throughout all countries. Moreover, to ensure there are enough charging sockets for EVs, they will need to be encountered in multiplicity in car parks, homes, working places, shopping centers, and roads [17]. Consequently, the electricity demand will cause a momentous increase in road power stations, which is not set up well currently. In this case, it is necessary to forecast the sales volume of EVs, which would be accomplished by using reference data for a city or country to subsequently build up the supporting infrastructure for the popularization of EVs.

In recent years, mainly two approaches have been utilized to forecast the future amounts of products (such as EVs and their charging loads [18,19]), i.e., statistical and machine learning methods. For the former, time series analysis [20], grey theory [21], autoregressive integral moving average model [22], exponential smoothing method [23], Monte Carlo simulation method [24], and Kalman filtering [25] are widely applied. However, the randomness of personal behavior induces a strong influence on the accuracy and strength of the prediction results. Consequently, machine learning technology has demonstrated its effectiveness for short-tern forecasting [26].

Principle component analysis (PCA) is a dimension reduction technique, which linearly transforms the original space into a new one with a smaller dimension and simultaneously describes the variability of the original data as much as possible. After the original data are decomposed, the amount of information data becomes very huge with all of the sub-bands, and consequently the dimension of the feature space is too high, which results in a large amount of computation. For this case, a reasonable route of data dimension reduction with minimizing the loss of the original data information needs to be set up [27]. Based on this principle, PCA constructs a set of orthogonal bases to project the high dimensional data to a hyperplane and then converts them to relatively low dimensional ones [28]. As the model of dimension reduction, PCA mainly operates by creating a few new variables, which are uncorrelated from the original variables and retain the most information on the original variables as high as possible [29]. Using the PCA method, we can speed up the training and recognition process of classifiers with less, but still the most representative data. A general regression neural network (GRNN) is a parallel radial basis neural network [30] consisting of four layers: input, pattern, summation, and output [31,32], which has a strong non-linear mapping ability and flexible network structure as well as high-fault tolerance and robustness. It has a great advantage in the approximation ability and learning speed [33]. The relevant inputs used for GRNN training are often quite subjective, and the type of input variables used for training can vary across different noise engineers due to their experience.

In this article, we combine PCA and GRNN to predict the sales of EVs in the world and China based on the sales data in previous 11 years; moreover, the effect of the sales of EVs in China on the sales of EVs in the world is also presented. However, the sales of EVs and electricity grid forecasting have been previously reported with different approaches and point of views [34–36]; the current study proposes a model to forecast the quantified market demand for EVs based on both the sales volume and an increase rate based on artificial intelligence, which has rarely been reported previously. The motivation of this work is to offer an assisting reference for energy dispatching of electricity grid and facilitate the operational efficiency of charging EVs. The main contribution of this article is to develop an
easy model for forecasting the sales of EVs in a faster and more direct approach based on both statistical (PCA) and machine learning (GRNN) methods [37–39], which would help us to adjust or reformulate some technology tactics and market measurements according to the forecast results. However, due to the limited data that is applied and the one-step ahead forecasting that is considered in this paper, plus that the effects of political and economic policies are not considered, the current model may exist with some limitations; for this case, a model with multiple variables for the forecasting of the sales of EVs is highly expected in future studies.

2. Methodologies

2.1. PCA Model Establishment

The PCA algorithm model serves as the theoretical basis for our research on the sales of EVs, which eliminates redundant data items and allows the data to be more directly displayed.

(1) Derivation and ideological basis

First, we select item data among the variational data, which can generally summarize or replace the original data we want to apply. For example, suppose that we have an n-dimensional data set, which has m data in total, described as \( x(1), x(2), \ldots, x(m) \). If the n dimension of the m date is going to be reduced to n’, due to the dimension reduction, some data should be discarded, which will inevitably cause certain losses to the final result. When n = 2, and n’ = 1, we need to reduce these m data from a 2-dimension (2D) model to 1D. The data on a 2D model can be understood as the arbitrary distribution of points scattered on a plane as should in Figure 1. When reduce to 1D, the point arbitrarily distributed on this plane is picked out by the method of minimum loss to become a point on a line. Essentially, PCA takes the direction with the largest variance as the main characteristic and de-correlates the data in each orthogonal direction; that is, it makes them uncorrelated in a different orthogonal direction.

![Figure 1](image-url)

**Figure 1.** The schematic diagram of the data distribution in a plane, these points scattered on the plane are regarded as the sample points of the data.

In this 2D plane, as displayed in Figure 1, all scattered points can establish coordinate bases, and these coordinates can be in any direction. However, in these vector bases, two vector directions are shown, as indicated with U1 and U2. Obviously, U1 must be more
representative of the original data than U2. Firstly, the linear distance from each data of the sample data to the vector direction U1 is shorter than U2; secondly, the projection of the sample data group in this vector direction is as scattered as possible compared with U2. Therefore, combined with the dimension reduction idea and algorithm standard, we can clearly deduce two equivalent models of PCA. Since only one derivation conclusion is needed, in this model, only the linear distance of the distribution points is unilaterally applied for the formula derivation.

(2) PCA equivalent derivation of model based on minimum linear distance

Supposing an n-dimension data group, which has m number data \((x(1), x(2), x(3), \ldots, x(m))\), which have been all centralized; i.e., new coordinates can be obtained through projection \([w1, w2, w3, \ldots, wn]\), where \(w\) is the orthogonal basis; i.e., if we reduce these sample data from n dimension to \(n’\) dimension, we need to discard some of the new coordinates, the new coordinate system is \([w1′, w2′, w3′, \ldots, wn’]\). Thus, we obtain the projection of sample point \(x(i)\) in \(n’\) dimensional coordinate system is \(z(i) = (z1′(i), z2′(i), z3′(i), \ldots, zn’(i))T\). Recover the original data \(x(i)\) with \(z(i)\), then,

\[
x(i) = \sum_{j=1}^{n’} z_j(i) w_j = Wz(i)
\]

where \(w\) is the matrix composed of standard orthogonal basis.

After we analyze the data, we can consider standardizing the entire sample, thus we need to minimize the formula,

\[
\sum_{i=1}^{m} \| x(i) - \bar{x}(i) \|_2^2
\]

in view of the space requirements, we directly calculate the results,

\[
\sum_{i=1}^{m} \| x(i) - \bar{x}(i) \|_2^2 = -tr \left( W^T XX^T W \right) + \sum_{i=1}^{m} x(i)^T x(i)
\]

\(\sum_{i=1}^{m} x(i)^T x(i)\) is the covariance matrix of sample data, \(W\) is the composition of each orthogonal standard basis \(w_j\), which is a constant; therefore, we can get the minimum equivalent expression by fixing the value of the constant and changing the operation the covariance matrix. In this way, we get the matrix \(W\) composed of \(n’\) eigenvectors, which is the matrix we need. The matrix we need is the matrix composed of the above \(n’\) vectors. Through observation, we can find the eigenvector corresponding to the minimum \(W\) and the maximum \(n’\) eigenvalues of the covariance matrix \(XX^T\). As for the processing method of the original data group, the dimensionality reduction of the original data can be realized only by using. PCA is a statistical analysis method, which separates multiple variables into a few comprehensive indicators. It can optimize the parameter selection and improve the prediction accuracy of the model [39].

2.2. GRNN

GRNN is based on nonparametric kernel regression, and the sample data are used as a posteriori probability verification condition and nonparametric estimation [38]. The correlation density function between dependent variables and independent variables in GRNN network is calculated from the training samples; therefore, the regression value of the dependent variable to the independent variable is calculated. Supposed that two random variables \(x\) and \(y\) are in GRNN neural network, the joint probability density function is \(f(x, y)\), and the observation sample \(X\), the conditional mean is

\[
\mathbb{E}(y|X) = \frac{\int_{-\infty}^{+\infty} yf(X, y)dy}{\int_{-\infty}^{+\infty} f(X, y)dy}
\]
For the unknown probability density function $f(x,y)$, it can be obtained by nonparametric estimation based on the observed samples of $X$ and $Y$.

$$f(X,Y) = \frac{1}{\frac{(p+1)!}{2^{p+1} \pi^{p+1}} n} \times \sum_{i=1}^{n} \exp \left[ -\frac{(X-X_i)^T (X-X_i)}{2\delta^2} \right] \exp \left[ -\frac{(Y-Y_i)^2}{2\delta^2} \right]$$

(5)

wherein, the variables $X_i$ and $Y_i$ represent the observed values of random variables $X$ and $Y$ respectively; variable $\delta$ represents the smoothing factor; The variable $n$ represents the number of samples; The variable $p$ represents the dimension of the random variable $x$.

$$Y = \frac{\sum_{i=1}^{n} Y_i \exp \left[ -\frac{(X-X_i)^T (X-X_i)}{2\delta^2} \right]}{\sum_{i=1}^{n} \exp \left[ -\frac{(X-X_i)^T (X-X_i)}{2\delta^2} \right]}$$

(6)

after simplified,

$$Y = \frac{\sum_{i=1}^{n} Y_i \exp \left[ -\frac{(X-X_i)^T (X-X_i)}{2\delta^2} \right]}{\sum_{i=1}^{n} \exp \left[ -\frac{(X-X_i)^T (X-X_i)}{2\delta^2} \right]}$$

(7)

2.3. Prediction Model Based PCA-GRNN

Figure 2 illustrates the schematic diagram of the prediction steps based on the PCA-GRNN model, and the steps are described directly in the processes. Step 1 combines survey data with those from the literature, Step 2 assigns values to the primary influencing factors and perform standardization and dimensionless processing, Step 3 uses PCA to process curve fitting data analysis, Step 4 uses the above optimized index data for GRNN cycle training, combining the known survey data to test the prediction results of the training model and determine the error with optimal smoothing factor SPREAD, and, finally, Step 5 applies the optimized PCA-GRNN model to predict the car sales.
3. Based Historic Data

3.1. Global Market Status of EVs

Figure 3 shows the sales data of EVs in the previous 11 years, obtained from the global market reported at “2020–2026 China New Energy Vehicle Industry Development Risk Assessment and Development Prospect Analysis Report” and Global EV outlook 2021 by International Energy Agency [40]. The global sales of EVs in 2010 was about 17.0 thousand, and then grown up to 40.0 thousand in 2011. In 2012, the number was 100.0 thousand, and that kept growing up to 549.0 thousand in 2015. It was 774.4 thousand in 2016, and 1224.1 thousand in 2017; the sales volume then quickly increased above 2000 thousand in 2018, before a slow increase in 2019; however, fast growth was again found in 2020, which reached 3240.0 thousand. According to data reported in Figure 3, the annual growth rate of the sales of EVs from 2011 to 2020 is presented in Figure 4. In the initial years (from 2011 to 2013), the growth rates were above 100% due to relatively small sales volume, however, in 2014 it decreased to about 40%. In 2015, the growth rate of EVs in the world was 74.1%. The growth rate in 2016 decreased to 41.0%, and then increased to 58.1% in 2017, further to 64.8% in 2018, but surprisingly in 2019, the increase rate was only 9.5%. In 2020, the sales growth rate of EVs increased to 43.3%. These results indicate that there is not a disciplinary rule on the increase rate concerning the sales of EVs that could be obtained.

Figure 3. The sales volume of EVs per year in the world.

Figure 4. The annual increase rate of the sales of EVs per year in the world.
3.2. Market Status of EVs in China

As shown in Figure 5, in 2010, the sales was only 2.6 thousand. In 2014, the sales volume of EVs in China was about 45.0 thousand, which then increased very quickly to 247.5 thousand in 2015, 409.0 thousand in 2016, and 652.0 thousand in 2017. After a rapid increase in 2018, reaching 983.7 thousand, which differed from the sales volume of the world, a slow decrease is found in 2019, down to 972.0 thousand. It is surprising that in 2020, the sales of EVs increased to 1300.0 thousand. By comparing Figures 3 and 5, one may see that in Figure 3 the fast increase in sales of EVs in 2018 is mostly contributed by the China market: the ratio is about 41.8%.

![Figure 5. The sales volume of EVs in China from the year 2010 to 2020.](image)

Figure 6 shows the annual growth rate of EVs in China. Before 2015, the growth rate of sales of EVs was almost above 100%, except for 2013 at 9.3%, which is much lower than the percentage for the world. This suggests that the development of EVs in China fell slightly behind the world. After 2016, the growth rate of the sales of EVs in China tended to be a rational digit, which was between 30% and 60%, except for −1.2% in 2019. This is also the main reason that caused the dramatic decrease in 2019 in the world.

![Figure 6. The annual increase rate of the sales of EVs per year in China.](image)
The sales ratio in China compared with the global sales is accounted for and reported on in Figure 7, which was about 15% in 2010, before decreasing to 6% in 2013. The proportion slowly increased to 14.3% in 2014 and then 45.1% in 2015. In 2016, the proportion was 52.8%, then reaching a maximum of 53.3% in 2017. After that, the ratio decreased to about 49%, and then it stayed above 40% from then on. The results indicate that the sales volume of EVs in China after 2016 has always ranked first in the world, making a great contribution to the global sales of EVs.

![Figure 7. The ratio of the sales volume of EVs between China and the world.](image)

### 4. Results and Discussion

We summarize the sales of EVs in the recent 11 years from 2010 to 2020, which are, therefore, input as the model data, and then conduct dimension reduction output via the PCA model, followed by calculations with GRNN. It can simulate and calculate the sales of EVs in China in the next few years.

According to the GRNN formulas, to calculate the values with m dimensionality based on Equation (8)

\[
C_m(\tau) = \frac{1}{n} \sum_{i=0}^{n-1} \sum_{j=1}^{m-1} (x_i - \bar{x})(x_{i+j} - \bar{x})
\]

and then perform data preprocessing,

\[
X_i = X'_i (X_{\text{max}} - X_{\text{min}}) + X_{\text{min}}
\]

Finally, calculate the optimal smoothing parameter \(\lambda = 0.3251\), since \(\lambda \in [0,1]\), we, thus, take \(\lambda = 0.3\), which could better reflect the accuracy of the sales forecasts in recent years by considering both the sales volumes and the annual increase rates. The simulated curves are, therefore, presented in Figures 3–6. As \(m = 8\), according to Equation (8), the value is close to saturation, which means that in this model, we could forecast the sales volume of EVs in the coming 8 years. Through the above PCA decomposition of the sales data samples of the world and China’s EVs from 2010 to 2020, a set of dimensionality-reduced output samples are obtained. The output sample data is calculated using GRNN, and the regression numbers of the sales volume of EVs in the world and China, with the respect year, are obtained. Substitute each number into the GRNN algorithm model, and the output of the forecasted volume for the sales of EVs in the world and China could be obtained, as shown in Figures 8 and 9. We have compared the predicted the sales of EVs in 2021 (4536.5 thousand) with the statistic number in the first three quarters of 2021 (4300 thousand) in the world, which is rather close and reasonable according to the “China New Electric Vehicles Industry Development Report (2021)” by China’s Car Technology Research Center Co., Ltd. Tianjin, China This confirms that the parameters we set are suitable for the current study.
The sales of EVs in the world have also increased steadily per year as shown in Figure 8. In 2021, the sales volume is about 4536.5 thousand, in 2024 the number would be 10,000 thousand, and the number would reach 22,687.4 thousand in 2028. The annual increase rate is shown in Figure 10; one may find that the annual growth rate tends to decrease along with the year. This is because although the sales volume keeps growing every year, the refereed value of the sales of EVs increases as well, which leads to the decrease of the annual growth rate. This also satisfies the market principle that the sales market would gradually tend to saturation with the year increasing. In 2028, the annual growth rate would be about 20%.

With the encouragement of national policies and the improvement of people’s awareness of environmental protection, the market prospects of the EVs in China are very promising. Through the analysis of the sales of EVs in China, it can be concluded that the sales of EVs will keep rising in the next few years. As seen in Figure 9, the sales volume of EVs is increasing per year. In 2021, the sales of EVs will reach about 2000 thousand. In 2025, it will be more than 6300 thousand, and then beyond 13,000 thousand in 2028. At present, there are several research institutions have made predictions about the sales of EVs in China, such as the “2020–2026 China New Energy Vehicle Industry Development Risk Assessment and Development Prospect Analysis Report”, etc. We have compared our prediction results with the above report and find that the quantities obtained in current work are a little bit larger than those in above report. This may be due to that we have col-
lected more historic data and also the model applied in this work is based on the computer self-learning technology, the effects of political and economic policies are not considered yet. The forecasted annual increase rate of the sales of EVs is shown in Figure 11. We can see that similar to the growth rate in the world, it also decreases generally per year. In 2021, it is about 43%, and about 37% in 2024. After 2024, a fast decrease is found. In 2028 it is about 30%.

![Figure 10](image1.png)

**Figure 10.** The forecast increased rate per year in the world.

![Figure 11](image2.png)

**Figure 11.** The forecast increase rate per year in China in next few years.

Figure 12 shows the prediction of the ratio of the sales of EVs between China and the world. Compared with the global sales of EVs, China’s sales volume is about 43% in 2021, which increases to 49% in 2025. After 2025, the ratio is above 50% and get about 60% in 2028, which is far ahead of other countries in the world, playing a leading role in the development of EVs. This result indicates that in the next few years, the new market of EVs is in China. However, China is not a large R&D country with a large market for EVs, so the lack of necessary technical support may be the biggest bottleneck for the development of EVs in China in the future.
In order to detect the reliability of the artificial intelligence program, the annual growth rate in the world and in China, based on both the historic and predicted data, is presented in Figure 13. Both the growth rates decrease each year, and both are rather catered to the previously historic data, as the prediction results inoscultate well in the fitted curves. These results partially prove that the model used in this study is dependable.
Promotion of EVs would reduce the emissions of health-harmful pollutants and greenhouse gas; moreover, the development of EVs with new technology provides sources of investment and, therefore, enhances the domestic employment rate. The sales forecast of EVs plays an important role not only in business strategy but also in technology tactics. Presently, we only used the univocal model to simulate the sales of EVs. It is true that multivariate models would result in a better forecasting performance than the univariate ones. Next, the exogenous factors that influence the sales market of EVs should also be considered, which generally include consumer confidence, producer and retailer prices, and world economic fluctuations, as well as fuel prices. For a market participant who concentrates on the generating revenue, they need to focus on the variation tendency of the market demand by analyzing the economic indicators; while for a policy maker, stimulated strategies can be formulated relying on the multivariate models, such as employment encouragements, subsidies, and tax adjustment. In this case, the results presented in this work are quite useful for market participants as well as policy makers to make better economic decisions and political guidelines, respectively.

5. Conclusions and Policy Implications

The sales of EVs in China have been forecasted by a model combining PCA and GRNN. The results confirm a positive future for the markets for EVs in China and in the world, which is consistent with what is expected by the government in its strategic plan. The EVs market in China should be the biggest one in the next few years, which is above a 50% share of the world market. Thus, members of the supply chains of EVs as well as policy makers are able to actualize reasonable producing, regulating, and retailing plans. However, there is the requirement for coordination at the national level concerning the sequence of adoption of EVs, since the EVs market is strongly impacted by national policy, which could be greatly increased if governments restrict greenhouse gases emissions and accelerate the efforts to reach climate aims. Moreover, the governmental policy on electricity generation and its cost would also affect the markets for EVs. In addition, the development of new type of rechargeable batteries (such as the sodium battery) would further benefit the growth of EVs, as advances in battery technology and mass manufacturing will continuously drive down the cost of EVs.

Limitations of the Study

Only limited data are applied, and one-step-ahead forecasting is considered in this paper. Nevertheless, our model does not consider the unobserved/unexpected multiple variables, such as policies and regulations, the fluctuation of oil prices, electricity grid construction, electricity cost, and consumer psychology; moreover, the challenges of batteries (raw material shortage), the automotive industry (chip shortage), and grid charging networks [41], as well as their impacts on the model results are all missing. Thus, future studies on the multivariate model for the sales forecast of EVs are expected.
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