Abstract

Person re-identification (Re-ID) is a classical computer vision task and has achieved great progress so far. Recently, long-term Re-ID with clothes-changing has attracted increasing attention. However, existing methods mainly focus on image-based setting, where richer temporal information is overlooked. In this paper, we focus on the relatively new yet practical problem of clothes-changing video-based person re-identification (CCVReID), which is less studied. We systematically study this problem by simultaneously considering the challenge of the clothes inconsistency issue and the temporal information contained in the video sequence for the person Re-ID problem. Based on this, we develop a two-branch confidence-aware re-ranking framework for handling the CCVReID problem. The proposed framework integrates two branches that consider both the classical appearance features and cloth-free gait features through a confidence-guided re-ranking strategy. This method provides the baseline method for further studies. Also, we build two new benchmark datasets for CCVReID problem, including a large-scale synthetic video dataset and a real-world one, both containing human sequences with various clothing changes. We will release the benchmark and code in this work to the public.

1. Introduction

The past few years have witnessed that person re-identification (Re-ID) has become a very popular topic in the computer vision community, because of its significance in many real-world applications, such as video surveillance, unmanned supermarket, etc. The classical person Re-ID task [27, 51, 52] focuses on the image-based data, in which the clothes of a person also keep unchanged in the dataset. This may limit the information utilization from the video sequence, which is easy to obtain in many real-world applications. Also, for the long-period applications, e.g., history criminal retrieval, the assumption of unchanged clothes is not reasonable. This way, two categories of person Re-ID task have been proposed in recent years, i.e., the video-based person Re-ID [11, 30, 33] and the clothes-changing person Re-ID [23, 34, 44, 45]. The former focuses on utilizing the temporal information from the video sequence, and the later aims to extract the clothes-independent appearance features for person identification.

In this paper, we are more interested in studying the video-based clothes-changing person Re-ID problem. This is because the video-based Re-ID is complementary to the clothes-changing Re-ID. Specifically, the (image-based) clothes-changing person Re-ID is very challenging given the very limited information from a single human image, which is dominated by the appearance of the clothes (as seen in Fig. 1a). If a video sequence is given, we can obtain more information not related to the clothes, e.g., the human gait (as seen in Fig. 1b). However, the video-based clothes-changing person Re-ID problem has not been studied widely. For this problem, only one dataset namely CCVID [16] is publicly available, which is actually built based on a gait recognition dataset [49]. Although clothes-changing is considered, all samples in the dataset are taken...
from the same camera view, and all identities follows the same designated route. Thus, it can not meet the request of person Re-ID problem, \textit{e.g.}, the various scenes, varied perspectives, abundant samples.

In this work, we propose to build a benchmark to systematically study the Clothes-Changing Video-based Re-ID (CCVReID) problem. For this purpose, the first step is to collect the applicable datasets. Considering the convenience of dataset collection and the huge success in cross-domain person Re-ID \cite{38,40}, we first build a large-scale synthetic dataset for CCVReID. We use a game namely \textit{Grand Theft Auto V} for data collection, whose character modeling is very realistic. We record the pedestrians for 48 hours in total, from which we obtained contains 9,620 sequences from 333 identities and each identity has 2-37 suits of clothes, with an average of 7. The number of sequences, identities and suits for each person are much larger than previous datasets. Besides, we also build a real dataset including the human sequences with various clothe changes.

We also propose a new baseline for the CCVReID problem. Our basic idea is to take advantage of the clothes-independent appearance feature from each RGB image and the temporal-aware gait feature from the video sequence. Specifically, we first use a video-based Re-ID method \cite{1} and a gait recognition method \cite{3} to extract the appearance and gait features, respectively. We then conduct the inference stage of the Re-ID task that using a query to get the candidate ranking from the gallery, using the appearance and gait representations, respectively. We propose a two-branch ranking fusion framework, containing a candidate relation graph, to combine the ranking lists from these two representations. We also propose a confidence-aware re-weighting strategy to estimate the representation certainty for balancing the two branches. We conduct the experiments on an existing dataset and two new datasets collected in this work. The results verify the effectiveness of our method, which outperforms the methods using the appearance and gait separately, with an obvious margin.

We summarize the main contributions in this work:

\begin{itemize}
  \item We systematically study a relatively new and practical problem of Clothes-Changing Video-based Re-ID (CCVReID). For this problem, we simultaneously consider the clothes-inconsistent appearance and the temporal information contained in the sequence to complement each other for person Re-ID, which is overlooked previously.
  \item We develop a preliminary framework for handling the CCVReID problem. The proposed framework integrates two branches that focus on the classical appearance and cloth-free biological features (specifically the gait feature) through a confidence-balanced re-ranking strategy. This method can provide the baseline for further studies.
  \item We build two new benchmark datasets for the proposed problem, \textit{i.e.}, a large-scale synthetic video dataset and a real-world one, both including the human sequences with various cloth changes.
\end{itemize}

2. Related Work

\textbf{Video-based person Re-ID.} Video-based person Re-ID aims to extract spatial-temporal features from consecutive frame sequences. To this end, some of existing methods lift image-based Re-ID methods by aggregating multi-frame features through RNNs \cite{30,33}, mean/max pooling \cite{8,50}, and temporal attention \cite{5,15}, \textit{etc.} Other methods perform concurrent spatial-temporal information modeling via 3D convolution \cite{17,26} or graph convolution \cite{4}. Despite the fact that a number of works have been done for video-based Re-ID, most of them focus on clothes consistent setting only, which are not applicable to long-term application scenarios.

\textbf{Clothes-changing person Re-ID.} Image-based clothes-changing person Re-ID has been widely studied in the literature. Several public datasets, \textit{e.g.}, PRCC \cite{44}, CelebReID \cite{23}, LTCC \cite{34}, VC-Clothes&Real28 \cite{40}, and CO-CAS \cite{45}, have been collected successively to support this task. Based on these datasets, \cite{23} proposed to use vector-neuron capsules instead of the traditional scalar neurons, to perceive cloth changes of the same person. \cite{28} proposed a Clothing Agnostic Shape Extraction Network (CASE-Net) to shape-based feature representation via adversarial learning and feature disentanglement. Besides, other works attempted to leverage contour sketch \cite{44}, silhouettes \cite{21,24}, face \cite{40}, skeletons \cite{34}, 3D shape \cite{6}, or radio signals \cite{14} to capture clothes-irrelevant features. Despite the achievement of image-based methods, they are susceptible to the quality of person images, \textit{i.e.}, they are less tolerant to noise due to the limited information contained in a single frame.

Recently, some works \cite{16,46,47} have extended clothes-changing person Re-ID to video-based data. \cite{46} collected a Motion-ReID dataset with clothes-changing, and developed a Fnne moTion encoDing (FITD) model based on true motion cues from videos. \cite{47} collected a Cloth-Varying Video re-ID (CVID-reID) dataset, which contains video tracklets of celebrities posted on the Internet, and proposed to learn hybrid feature representation from image sequences and skeleton sequences. Furthermore, \cite{16} constructed a Clothes-Changing Video person re-ID (CCVID) dataset from a gait recognition dataset FVG \cite{49}, and proposed a Clothes-based Adversarial Loss (CAL) to mine clothes-irrelevant features from the original RGB images. In the aforementioned datasets, only CCVID \cite{16} dataset is publicly available. However, since the original FVG \cite{49} dataset contains only one view, and the field of view contains only one person that follows designated routes, the CCVID dataset built on that is not suitable for real-world
scenarios, where there are usually multiple people who walk in arbitrary directions. For supporting the CCVReID task, we build two new benchmark datasets of surveillance scenarios in this paper.

**Person Re-ID with gait.** Affected by lighting, clothing, view, and other factors, the same person’s appearance features may change a lot, which brings challenges to the Re-ID task. To solve that, [31, 47] attempted to introduce gait to achieve complementarity of appearance and gait features. [24] performed gait prediction and regularization from a single image, which used gait to drive the main Re-ID model to learn cloth-independent features. However, such methods only consider the fusion of body and face information in a single sample. In the proposed method, in addition to considering this, we also introduce the contextual information among neighbor samples.

**Synthetic datasets.** Due to the difficulty of building large-scale datasets in the real world and the cost of extensive manual annotation, synthetic datasets are gaining increasing attention in many computer vision tasks, including pose estimation [12, 20], tracking [12], action recognition [39], and semantic segmentation [32, 35], etc. For person Re-ID, [2, 38, 40] have introduced synthetic data. Although the PersonX [38] and VC-Clothes [40] dataset involves clothes changing, they are all image-based. To promote the researches on CCVReID, we construct a large-scale synthetic dataset in this paper.

## 3. Proposed Method

### 3.1. Overview

The overall pipeline of the proposed method is illustrated in Fig. 2. Given an image sequence \( x^a \), and a gallery set \( G = \{x_i^g | i = 1, \ldots, N \} \), where \( N \) represents the number of gallery sequences, the extracted appearance features can be denotes as \( a_i^a = f_a(x^a | \theta) \) and \( \{a_i^a = f_a(x_i^g | \theta) | i = 1, \ldots, N \} \), respectively. Similarly, the gait features can be denoted as \( g_i^a = f_g(x^a | \phi) \) and \( \{g_i^g = f_g(x_i^g | \phi) | i = 1, \ldots, N \} \). \( f_a(\cdot | \theta) \) denotes the appearance feature extraction model with parameters \( \theta \), and \( f_g(\cdot | \phi) \) denotes the gait model with parameters \( \phi \). Then, we can obtain the ranking list, i.e., \( R^a = \{a_1, a_2, \ldots, a_N \} \), through the appearance features according to the pairwise distance \( d(a^a, a_i^a) \) between the query \( x^a \) and each gallery \( x_i^a \), where \( d(a^a, a_i^a) < d(a^a, a_j^a) \). In the same way, the ranking list \( R^b = \{g_1, g_2, \ldots, g_N \} \) calculated through the gait (biological) features can also be obtained.

Since the value of \( N \) is usually large, we select \( K \)-nearest neighbors of the query for subsequent training. Specifically, we select the top \( \gamma \cdot K (0 \leq \gamma \leq 1) \) samples of \( R^a \), and supplement the rest with the top samples of \( R^b \). The selected \( K \) candidates are denoted as \( R^b = \{t_1, t_2, \ldots, t_K \} \).

---

![Figure 2. Framework of the proposed method for CCVReID. Given a query and several gallery samples, we first extract their appearance and gait features, and calculate the initial similarity of each gallery to the query. Based on the obtained appearance and gait similarity, we collect a certain number of candidates, build appearance and gait graph, and use GCN to estimate confidence for each original appearance and gait similarity. Finally, we use the confidence to re-weight the initial similarities and fuse all information for final re-ranking.](image-url)
Candidate relation graph building. Given the selected samples $R^t$, we first construct two graphs with respect to appearance and gait features, respectively. We approximately represent the appearance similarity between the query $x^q$ and sample $x^k$ in $R^t$ by applying min-max normalization to the distance:

$$s_k^q = \frac{M - d(a^q, a^k_t)}{M - m},$$

where $M$ and $m$ denote the maximum and minimum values of all $d(a^q, a^k_t)$ with $t_k \in R^t$, respectively. The gait similarity $s_k^g$ can be represented by the same way.

The similarity of appearance features between the query and samples in $R^t$ and that of gait features are combined as an initialized similarity matrix $S_0 \in \mathbb{R}^{K \times 2}$, and then embedded into a shared matrix $S \in \mathbb{R}^{K \times D}$ by an encoder. For the appearance graph, the nodes represent all samples, and the features of each node is initialized as the vector of $t_k$ and the features of each node is initialized as the vector of the corresponding row in the matrix $S$. The edges represent the proximity relationship between the samples. If the gait feature $g^k_t$ is one of the $n$-nearest neighbors of feature $g^q_{t_q}$, there will be an edge from $t_j$ to $t_k$, and the edge feature $e_{jk}$ will be defined as the element-wise multiplication of $a^g_j$ and $a^g_k$. In the same way, the gait graph can be constructed.

### 3.3. Confidence Balanced Re-ranking

#### Confidence estimation.

Based on the appearance and gait graph, we aim to estimate confidence for the appearance/gait feature of each sample, which explicitly represents the reliability of the feature. Inspired by the effectiveness/gait feature of each sample, which explicitly represents the reliability of the feature. Inspired by the effectiveness of each sample, we aim to estimate confidence for the appearance/gait similarity for each sample in the fusion phase. The final similarity between the query $x^q$ and the sample $x^k$ in $R^t$ is defined as:

$$s_k = c_k^q s_k^q + c_k^g s_k^g + \omega_0 \mathbf{S}(k,:),$$

where $\mathbf{S}(k,:)$ denotes the vector in the $k$-th row of matrix $S$, i.e., the initialized node feature, which is mapped into one dimension using a linear layer with weight $\omega_0$. Finally, the revised ranking list can be obtained by descending sort of the final similarities.

#### Confidence loss.

To guide the learning of the network, we propose the confidence loss by designing pseudo-labels for the confidence. Specifically, assume the ground-truth label of the sample $x^q_t$ is $b_k$. When the identity label of sample $x^q_t$ equals that of the query, i.e., $y^q_t = y^q$, the value of $b_k$ is 1, otherwise it is 0. Given the initial appearance similarity $s_k^q$ and the ground-truth label $b_k$ of sample $x^q_t$, we propose to define the pseudo-label of confidence for appearance feature as

$$\hat{c}_k^q = |(1 - b_k) - s_k^q|,$$

where $|\cdot|$ denotes the symbol of absolute value.

The proof is as follows. Since similarity indicates the relational degree between two samples, i.e., the greater the similarity, the higher the probability that the query and the gallery sample have the same identity label, we define a threshold $\lambda$ to represent the prediction results based on similarities. If $s_k^q \geq \lambda$, we consider the prediction result $\hat{b}_k^q$ to be 1. In this case, if $b_k$ is also 1, i.e., the prediction is correct, the value of confidence should be large. Intuitively, the larger the similarity $s_k^q$, the larger the confidence $\hat{c}_k^q$ should be. Therefore, $\hat{c}_k^q$ can be assigned the value of $s_k^q$. In contrast, if $b_k = 0$, i.e., the prediction is wrong, the value of confidence should be small. And the larger the similarity $s_k^q$, the smaller the confidence $\hat{c}_k^q$ should be. Therefore, $\hat{c}_k^q$ can be assigned the value of $1 - s_k^q$. The above can be formulated as

$$\hat{c}_k^q = \begin{cases} s_k^q, & b_k = 1, \\ 1 - s_k^q, & b_k = 0. \end{cases}$$

Similarly, if $s_k^g < \lambda$, we consider the prediction result $\hat{b}_k^g$ to be 0. In this case, if $b_k = 1$, i.e., the prediction is wrong, the value of confidence should be small. And the smaller the similarity $s_k^g$, the smaller the confidence $\hat{c}_k^g$ should be. Therefore, $\hat{c}_k^g$ can be assigned the value of $s_k^g$. In contrast, if $b_k = 0$, i.e., the prediction is correct, the value of confidence should be large. And the smaller the similarity $s_k^g$, the smaller the confidence $\hat{c}_k^g$ should be.

#### Confidence-aware re-ranking.

With the estimated confidence, we propose to adjust the weight of original appearance/gait similarity for each sample in the fusion phase. The final similarity between the query $x^q$ and the sample $x^k$ in $R^t$ is defined as:

$$s_k = c_k^q s_k^q + c_k^g s_k^g + \omega_0 \mathbf{S}(k,:),$$

where $\mathbf{S}(k,:)$ denotes the vector in the $k$-th row of matrix $S$, i.e., the initialized node feature, which is mapped into one dimension using a linear layer with weight $\omega_0$. Finally, the revised ranking list can be obtained by descending sort of the final similarities.
the larger the confidence $c_k$ should be. Therefore, $c_k$ can be assigned the value of $1 - s_k$. The formulation of the above analysis takes the same form as Eq. (6). Further, Eq. (6) can be rewritten as follows:

$$c_k = \begin{cases} s_k - (1 - b_k), & b_k = 1 \\ (1 - b_k) - s_k, & b_k = 0 \end{cases}$$

(7)

which is exactly the form of classified discussion of Eq. (5). In the same way, the pseudo-label of confidence for gait feature can be defined as

$$c_k = |(1 - b_k) - s_k|.$$ 

(8)

In the training stage, the designed pseudo-labels $c_k$ and $c_k$ play a role of ground-truths of confidence to guide the confidence estimation. The confidence loss can be formulated as

$$L_c = \sum_{k=1}^{K} [(c_{k} - c_{k}) + |c_{k} - c_{k}|]$$

(9)

3.4. Network Setting

Ranking loss. We also consider the widely used triplet ranking loss [19] in person Re-ID:

$$L_r = \sum_{k=1}^{K_p} \sum_{j=1}^{K_n} \max(0, \epsilon - (s_k^p - s_j^n)),$$

(10)

where $s_k^p$ denotes the final similarity between the query and the positive sample whose ground-truth label is 1, and $s_j^n$ denotes that for negative sample whose ground-truth label is 0. $K_p$ and $K_n$ denote the number of positive and negative samples, respectively, with $K_p + K_n = K$. $\epsilon$ denotes the margin. Combining the confidence and ranking loss, the total loss in the training stage can be formulated as $L = L_c + L_r$.

Implementation Details. We use SINet [1] proposed for video-based person Re-ID as the appearance model $f_{\lambda}(-\theta)$, and GaitSet [3] proposed for gait recognition as the gait model $f_{\phi}(-\phi)$. For SINet, we directly input RGB sequences for appearance feature extraction. While for GaitSet, we first perform an instance segmentation algorithm HTC [7] to extract silhouettes from RGB sequences, and then input silhouette sequences for gait feature extraction. SINet and GaitSet are pre-trained on ImageNet [9] and GREW [53], respectively, and then trained on the corresponding CCVReID datasets to get the initial features. The number of selected samples for training, i.e., $K$, is set to 100. The ratio $\gamma$ of selecting samples from $\mathcal{R}^a$ is set to 0.75. In graph building, following [43], the encoder takes a Multi-Layer Perceptron (MLP) structure, which consists of a linear, BN, PReLU, dropout, and linear layer successively. The dimension of the initialized node feature $D$ is 32. The $n$ in $n$-nearest neighbors for edge connection is set to 30. In confidence estimation, one GCN layer is used, with the output dimension of 32. The margin $\epsilon$ in Eq. (10) is set to 0.2. We use Adam [25] algorithm to optimize the model in all experiments. During the testing phase, given a query, the $K$ samples selected for training from gallery are ranked in the top-$K$ according to their final similarities, followed by the rest samples reordered according to the summation of the initial appearance rank in $\mathcal{R}^a$ and gait rank in $\mathcal{R}^b$.

4. Datasets

Current works focus little on CCVReID. Of the datasets available for this task, including Motion-ReID [46], CVID-reID [47], and CCVID [16], only CCVID is publicly available. However, as seen in Fig. 3a, all samples in the CCVID were taken from the same view, i.e., the frontal view, and have clean backgrounds and no occlusion, which is not fully applicable to real-world scenes. Therefore, to advance related researches, we build two new benchmark datasets in this paper, including a large-scale synthetic one named SCCVReID, and a small real one named RCCVReID. We will give a brief introduction in Secs. 4.1 and 4.2.

4.1. The SCCVReID Dataset

Following [12], we collect a large-scale synthetic dataset for CCVReID in surveillance scenarios by exploiting the highly photorealistic video game Grand Theft Auto V. The examples can be seen in Fig. 3b. We set up 10 surveillance cameras within 5 scenes (2 cameras for each scene) to collect data. After recording the pedestrians for 48 hours in the game at 60 FPS, we use the automatic bounding boxes to crop out RGB sequences of each person. The obtained CCVReID dataset contains 9,620 sequences from 333 identities and each identity has 2-37 suits of clothes, with an average of 7. Each sequence contains a number of frames ranging between 8 and 165 with an average length of 37. For evaluation, 167 identities with 5,768 sequences are used.
for training and the rest 166 identities with 3,852 sequences for testing. In the test set, we select the first sequence of each suit of each identity as query. In total, 971 sequences are used as query, and the rest 2,881 as gallery.

### 4.2. The RCCVReID Dataset

We also collect a real dataset named RCCVReID to support researches on CCVReID, which can be seen in Fig. 3c. All raw videos were recorded in outdoor scenarios. For each video, we first performed ByteTrack [48] to generate human bounding boxes with unified IDs, and used them to crop out RGB sequences of each identity, which is then split into several short sequences (about 200 frames). After that, we merged the sequences of the same identity from different videos and manually labeled the clothes IDs. In total, 6,948 sequences from 34 identities are obtained. Each identity has 2-9 suits of clothes, with an average of 4. We consider two evaluation settings on this dataset. (1) Due to the small number of identities in RCCVReID, we train the models on the large-scale synthetic dataset SCCVReID and only use RCCVReID for performance evaluation. In this case, 2,133 sequences are used as query, and the rest 4,815 sequences as gallery. (2) Despite the small number of identities, the total sample size is sufficient for training models. Thus, we divide the training and test sets as existing Re-ID datasets do. Specifically, 20 identities with 5,532 sequences are reserved for training, and the remaining 14 identities are used for test. In the test set, 486 sequences are used as query, and the rest 932 sequences as gallery.

### 5. Experiments

#### 5.1. Datasets and Evaluation Protocol

We perform experiments on three CCVReID datasets, i.e., CCVID [16], SCCVReID, and RCCVReID, to evaluate the proposed method. For evaluation, we focus on two kinds of test settings, i.e., clothes-changing (CC) setting and standard setting. In clothes-changing setting, gallery samples that have the same identity label and clothes label with query are removed, that is, only gallery samples with clothes-changing are considered. While in standard setting, both clothes-consistent and clothes-changing samples are used as gallery to calculate accuracy. Following existing person Re-ID works, we adopt the Rank-1/5/10 (R1/R5/R10) of CMC curve and the mAP (mean average precision) score as the evaluation protocols.

#### 5.2. Comparison with State-of-the-art Methods

Since there are few works to explore CCVReID task, we compare our method with four kinds of methods for a comprehensive evaluation: 1) video-based person Re-ID methods that do not involve clothes-changing, including AP3D [17], TCLNet [22], and SINet [1], 2) gait recognition methods, including GaitSet [3], GaitPart [13], and GaitGL [29], 3) image-based clothes-changing methods, including ReIDCaps [23], PixelSampling [37], and GI-ReID [24], 4) video-based clothes-changing method CAL [16]. Note that image-based methods receive a single frame as input, we report the results under two different settings of such methods, i.e., randomly select a frame for feature extraction (denoted with suffix "-R"), and extract the features of all frames and take the average as the final feature (denoted with suffix "-A").

#### Results on SCCVReID

As shown in Tab. 1, compared
**Table 2.** Comparison with the state-of-the-art Re-ID and gait recognition methods on RCCVReID dataset (%).

| Methods                  | CC Only test | Standard Only test | With train |
|--------------------------|--------------|--------------------|------------|
|                          | mAP | R1 | mAP | R1 | mAP | R1 |
| **Video-based w/o**      |     |    |     |    |     |    |
| **clothes-changing**     | 9.2 | 16.6 | 30.0 | 85.3 | 21.0 | 20.2 |
| AP3D [17]                |     |    |     |    |     |    |
| TCLNet [22]              | 12.0 | 20.2 | 37.3 | 95.6 | 22.6 | 28.0 |
| SINet [1]                | 8.2  | 15.2 | 29.8 | 86.9 | 23.8 | 31.9 |
| **Gait recognition**     |     |    |     |    |     |    |
| GaitSet [3]              | 6.3  | 13.0 | 16.5 | 66.5 | 16.4 | 26.5 |
| GaitPart [13]            | 6.5  | 14.6 | 18.3 | 64.2 | 15.6 | 23.7 |
| GaitGL [29]              | 5.0  | 10.6 | 10.1 | 44.6 | 18.7 | 31.1 |
| **Image-based**          |     |    |     |    |     |    |
| **clothes-changing**     |     |    |     |    |     |    |
| ReIDCaps-R [23]          | 7.3  | 13.2 | 25.5 | 85.0 | 18.0 | 22.0 |
| ReIDCaps-A [23]          | 8.2  | 14.3 | 29.8 | 90.8 | 21.6 | 29.6 |
| PixelSampling-R [37]     | 4.5  | 4.5  | 9.1  | 14.6 | 21.3 | 27.2 |
| PixelSampling-A [37]     | 6.0  | 11.7 | 20.7 | 74.5 | 17.9 | 17.7 |
| GI-ReID-R [24]           | 4.5  | 3.9  | 9.9  | 18.7 | 11.5 | 9.1  |
| GI-ReID-A [24]           | 5.2  | 5.7  | 11.9 | 21.8 | 14.1 | 11.5 |
| **Video-based**          |     |    |     |    |     |    |
| **clothes-changing**     |     |    |     |    |     |    |
| CAL [16]                 | 13.0 | 20.9 | 40.9 | 93.6 | 26.0 | 31.5 |
| Ours                     | **14.5** | **25.7** | **43.1** | **95.8** | **33.9** | **46.7** |

Table 3. Comparison with the state-of-the-art Re-ID and gait recognition methods on CCVID [16] dataset (%).

| Methods   | CC | R1 | mAP | R1 | mAP | R1 |
|-----------|----|----|-----|----|-----|----|
| **VRID**  |    |    |     |    |     |    |
| AP3D [17] | 69.4 | 75.5 | 71.7 | 77.0 |
| TCLNet [22] | 71.2 | 77.1 | 73.3 | 78.3 |
| SINet [1]  | 77.8 | 81.1 | 82.4 | 85.6 |
| **GR**    |    |    |     |    |     |    |
| GaitSet [3] | 62.6 | 72.7 | 69.2 | 77.6 |
| GaitPart [13] | 60.1 | 73.1 | 67.0 | 79.9 |
| GaitGL [29] | 69.0 | 82.1 | 75.4 | 88.1 |
| **CCIRID** |    |    |     |    |     |    |
| ReIDCaps-R [23] | 45.9 | 54.2 | 49.8 | 58.6 |
| ReIDCaps-A [23] | 46.2 | 50.1 | 49.9 | 52.5 |
| PixelSampling-R [37] | 42.4 | 52.5 | 48.0 | 58.2 |
| PixelSampling-A [37] | 50.4 | 57.3 | 55.7 | 62.9 |
| GI-ReID-R [24] | 17.6 | 17.3 | 21.3 | 23.1 |
| GI-ReID-A [24] | 27.3 | 27.8 | 31.7 | 34.7 |
| **CCVReID** |    |    |     |    |     |    |
| CAL [16] | 81.7 | 83.8 | 83.2 | 84.5 |
| Ours     | **84.5** | **88.1** | **87.1** | **89.7** |

**Results on RCCVReID.** We compare our method with state-of-the-art methods under two evaluation settings, i.e., use SCCVReID for training and use RCCVReID only for testing, or use RCCVReID for both training and testing. The results are shown in Tab. 2. Note that the only test setting can be considered as cross-domain CCVReID, evaluating the generalization ability of the models. Under both evaluation settings, our method achieves the best mAP and R1 under CC setting, and the best mAP under standard setting, which are consistent with the results on SCCVReID.

**Results on CCVID.** As seen in Tab. 3, our method outperforms all the other methods by a large margin on all evaluation protocols. Since CCVID is built based on gait recognition dataset, the extracted gait features are relatively more discriminative. Thus, the drop in R1 under standard setting caused by the interference of low-quality gait features does not exist here.

**5.3. Ablation Study**

In this section, we conduct a series of ablation experiments on SCCVReID to verify each design of our method.

**The effectiveness of proposed method.** To verify the effectiveness of the proposed method, we compare it with different fusion framework in Tab. 4. The top 2 rows report the performance of using appearance and gait features separately, respectively. The third row report the performance when the initial appearance and gait similarity are directly summed for re-ranking. SEF [43] is the inspiration for this paper. Differently, SEF considers the appearance (gait) features only when building appearance (gait) graph, and uses GCN to directly predict the final similarity. The results show that all fusion strategies bring an improvement in accuracy under CC setting and mAP under standard setting.
while a certain drop in R1 under standard setting. The main reason for that has been discussed in Sec. 5.2. However, compared to the other two fusion strategies, our method obtains the highest improvement under clothes-changing setting and the least drop of R1 under standard setting, which indicates the superiority of our method.

The effectiveness of confidence loss. To evaluate the effectiveness of the proposed confidence loss, we first list the accuracy obtained by calculating the final similarity using designed pseudo-label of confidence. As shown in Tab. 4, compared with the simple summation of similarities, our model with pseudo-label, i.e., the ground-truth of confidence, improves 33.0% on mAP and 47.0% on R1 under CC setting, 26.5% on mAP and 17.9% on R1 under standard setting. The results demonstrate the validity of the designed pseudo-label of confidence, which can be regarded as the oracle of the proposed confidence-aware method. We also compare our method with and without appearance/gait confidence loss. In Tab. 4, we can observe that removing the confidence loss of both the appearance and gait branch causes a certain degradation under both clothes-changing and standard setting. This demonstrates that the proposed loss can effectively supervise the learning of confidence.

Discussion of two-branch framework. We conduct ablation experiments to verify each branch of the proposed framework in Tab. 5. We discuss three settings of confidence: 1) the confidence are output by the network, which is represented by √. 2) the confidence is fixed to 0, that is, the original similarity is not used to calculate the final similarity, only the other branch is considered. However, in this case, the original similarity is not completely neglected, since the information has been implicitly included in the linear layer. 3) the confidence is fixed to 1, that is, the original similarity is used to calculate the final similarity without weight adjustment. From the comparison between the first and second rows, the third and fourth rows, we can see that the model with confidence set to 1 outperforms the model with confidence set to 0. That shows that the importance of the original similarity in the re-ranking stage. From the comparison between the top 4 rows and the fifth to the eighth rows, we can see that the model with confidence fixed for one branch outperforms the model with confidence fixed for both branches. Also, the model without confidence fixed achieves the best performance (the last row), which fully proves the superiority of the proposed network for confidence learning. Besides, we compare the models with and without linear layer (the last 2 rows). The results show that with addition of the linear layer, the performance of model is improved.

Discussion of candidates collection. The parameter γ controls the contribution of initial appearance and gait ranking list when selecting training samples. As shown in Tab. 6, we observe that as the value of γ increases, the accuracy under both the settings show a trend of first increasing and then decreasing. The model achieves the best performance when γ = 0.75. This means that the optimal neighbors collection strategy is to select most of the samples based on more reliable appearance features, while samples with similar gait features to the query are also considered.

6. Conclusion

In this paper, we have focused on a less studied yet and practical problem of video-based person re-identification with clothes-changing (CCVReID). For this problem, we propose a two-branch confidence-aware re-ranking framework, which fuse the appearance and gait features that have
been re-weighted by confidence, for final re-ranking. We also design confidence pseudo-labels to supervise confidence learning. Besides, we build two new benchmarks for CCVReID problem, including a large-scale synthetic one and a real-world one. With the above efforts, we hope to promote the researches on this practical topic.
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