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Atoms can form molecules if they attract each other. Here, we show that atoms are also able to form bound states not due to the attractive interaction but because of destructive interference. If the interaction potential changes in a disordered way with a change of the distance between two atoms, Anderson localization can lead to the formation of exponentially localized bound states. While disordered interaction potentials do not exist in nature, we show that they can be created by means of random modulation in time of the strength of the original interaction potential between atoms and objects that we dub Anderson molecules can be realized in the laboratory.

I. INTRODUCTION

If the interaction potential between two particles depends on distance between them and possesses sufficiently large potential well, particles can form a bound state where their relative distance is fixed. Interactions between two atoms can be described by the van der Waals forces which include long-range attraction and short-range repulsion. The resulting potential well can be deep enough to support bound states of atoms [1]. This is an example of molecules which can form provided there are attractive interactions between particles.

Let us imagine that the interaction potential between two atoms changes in a disordered way as a function of their relative distance. It means that the degree of freedom corresponding to the relative position is described by a similar Hamiltonian as the Hamiltonian for a single particle moving in a disordered potential. In the latter case it is well known that Anderson localization is possible where eigenstates of a particle are exponentially localized in configuration space [2, 3]. In the case of two atoms interacting via a disordered potential, the Anderson localization would mean that the atoms form a bound state where their relative distance is defined with uncertainty given by the Anderson localization length. Formation of this kind of bound states would be a result of destructive interference between different multiple scattering paths similarly as in the standard Anderson localization case [3]. Although the idea may sound simple, disordered interaction potentials cannot be found in nature. However, they can be created by means of time engineering which has been used in the field of time crystals to realize different condensed matter phases in the time domain [4, 5].

In the present paper we show that not only an external potential for atoms can be engineered by means of a proper time modulation of an external force but also an effective interaction potential between atoms can be controlled and engineered if atomic s-wave scattering length is modulated in time. It allows one to create an effective interaction potential that changes in a disordered way as a function of the distance between atoms and bound states (which we dub Anderson molecules) can be realized in the laboratory. This idea was briefly mentioned in our previous publication [15].

The paper is organized as follows. In Sec. II we introduce the basic idea of Anderson molecules by considering two atoms moving on a one-dimensional (1D) ring. In Sec. III it is shown how to create a pair of Anderson molecules and how to control interactions between them. Section IV is devoted to analysis of the formation of Anderson molecules by atoms moving in a box potential which seems to be easier to realize in the laboratory, especially in the 3D case. The latter is described in Sec V. Summary is given in Sec VI and some more technical information is provided in Appendixes A-C.
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Let us begin with two distinguishable atoms on a 1D ring of radius R (similar analysis as we describe in the present paper can also be carried out for indistinguishable atoms). We assume the same kind of atoms with the mass m but in different hyperfine states. In the units $\hbar^2/mR^2$ and $R$ for energy and length, respectively, the Hamiltonian of the system reads,

$$H = \frac{p_1^2 + p_2^2}{2} + 2\pi[\lambda_0 + \lambda f(t)]\delta(x_1 - x_2),$$  \hspace{1cm} (1)

where $x_i$ and $p_i$ are positions of atoms on a ring and their conjugate momenta and $\lambda_0 = mR\omega_\perp a_s/(\pi\hbar)$ where $a_s$ is the atomic s-wave scattering length and $\omega_\perp$ is the frequency of the harmonic trapping potential along the transverse directions [16, 57]. We assume that the s-wave scattering length is periodically modulated in time using a Feshbach resonance or a confinement-induced resonance. The parameter $\lambda$ characterizes the amplitude of the modulation and

$$f(t + T) = f(t) = \sum_{k=-k_m}^{k_m} f_k e^{ik\omega t},$$  \hspace{1cm} (2)

where $T = 2\pi/\omega$ and the coefficients $f_k$ are complex numbers which satisfy the equality $f_{-k} = f_k^*$ and $f_0 = 0$.

Suppose that the first atom is moving on a ring with the velocity $\omega$ and the other one with $-\omega$, see Fig. 1(a). In other words the period of the motion of the atoms along the ring is close to the period $T$ of the temporal modulation of the s-wave scattering length. The contact interaction potential that we use to model the atom-atom interactions is valid if the relative momentum of colliding atoms is much smaller than the inverse of the range $r_0$ of the true interaction potential multiplied by $\hbar$ [58]. In the units we use it means $\omega \ll R/r_0$.

The motion of the atoms with the velocities $\pm \omega$ is resonant to the periodic modulation of the s-wave scattering length and in order to simplify the description of the system we are going to derive an effective secular Hamiltonian [59–61]. First let us switch to the frame of reference co-moving with the atoms by means of the unitary transformation $H \rightarrow UHU^\dagger + i(\partial_t U)U^\dagger$, where

$$U(t) = \exp[i\omega t(p_1 - p_2)] \cdot \exp[-i\omega(x_1 - x_2)],$$  \hspace{1cm} (3)

which results in

$$H = \frac{\lambda_0 + \lambda \sum_{k=\pm k_m} f_k e^{ik\omega t}}{2} \sum_{n=\infty} \sin(x_1 - x_2 + 2\omega t),$$  \hspace{1cm} (4)

where a constant term was omitted and the plane wave representation of the Dirac-delta function was used, i.e. $\delta(x) = (2\pi)^{-1}\sum_n e^{inx}$. If we are interested in quantum states for which the momenta of atoms in the moving frame are close to zero, we may average the Hamiltonian (4) over time assuming that all quantities are slowly varying (see Appendixes A-B) which yields the desired secular

\section*{II. ANDERSON MOLECULE ON A RING}

At low energies collisions of two atoms are characterized by one parameter only, i.e. the s-wave scattering length. Consequently, interactions between atoms can be modeled by any potential provided it reproduces the correct value of the scattering length [54]. In ultra-cold atoms the interactions are usually modeled by means of the zero-range potential proportional to the Dirac-delta function. The strength of the potential is determined by the s-wave scattering length which can be controlled experimentally by means of a magnetically tunnable Feshbach resonance which occurs when two colliding atoms resonantly couple to a molecular bound state [55]. In the present paper, except Sec. V, we assume that atoms are confined in the quasi-1D space. That is, there is a trapping potential along the two transverse directions which is so strong that excited states corresponding to the transverse degrees of freedom are not attainable for ultra-cold atoms and atoms behave like a 1D system. In the quasi-1D case, coupling between two atoms and a transversally excited molecular bound states can lead to the so-called confinement-induced resonances which provide another method for changes and control of the interaction strength between atoms [56].
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\caption{Four panels illustrate four different experimental setups for the realization of Anderson molecules which are considered in the present paper. Panel (a): two atoms are moving in the opposite directions on a ring with the velocities $\pm \omega$. If the strength of the interaction between atoms is modulated in time in a disordered way, a diatomic Anderson molecule can form. This is the basic experimental setup which is described in Sec. II. Panel (b): if four atoms are moving on a ring with the velocities $\pm 3\omega/2$ and $\pm 7\omega/2$ and the strengths of the mutual interactions are properly modulated in time, two Anderson molecules form and the interaction potential between them can be controlled experimentally, see Sec. III. Panel (c): two atoms which move initially with the velocity $\omega$ in a 1D potential well can also form an Anderson molecule and its experimental detection is analyzed in Sec. IV. Panel (d) shows two atoms which move initially with the same velocity in a 3D potential well. This setup allows one to realize an Anderson molecule in 3D space which is described in Sec. V.}
\end{figure}
Hamiltonian,
\[ H_{\text{eff}} = \frac{p_1^2 + p_2^2}{2} + \lambda \sum_{n=-k_m/2}^{k_m/2} f_{-2n} e^{in(x_1-x_2)} + \lambda_0. \] (5)

One may look at this Hamiltonian from different points of view. We have obtained it as an effective Hamiltonian within the secular approximation approach [59–61], but it is also related to the lowest-order Magnus expansion of the Floquet evolution operator [62], see Appendixes A–C for details. Eigenstates of \( H_{\text{eff}} \) are approximate Floquet states of the system in the moving frame, where the so-called micromotion is neglected [63]. The range of the validity of \( H_{\text{eff}} \) can be estimated by an analysis of the next terms in the Magnus expansion which are negligible provided
\[ \omega \gg \lambda F, E_{\text{sys}}, \] (6)
and
\[ \omega^2 \gg \lambda F k_m^3, k_m \left( \frac{\lambda_0}{\lambda F} \right)^2, E_{\text{sys}} \left( \frac{\lambda_0}{\lambda F} \right)^2, \lambda_0^2 \frac{E_{\text{sys}}}{E_{\text{eff}}} \] (7)
where \( F = \max |f_k| \) and \( E_{\text{sys}} \) is the energy of the system in the moving frame. The effective Hamiltonian \( H_{\text{eff}} \) does not depend on \( \omega \). However, the more harmonics are present in the time-periodic function \( f(t) \), the greater \( \omega \) is needed for the effective Hamiltonian \( H_{\text{eff}} \) to reproduce properly the resonant dynamics described by the original Hamiltonian \( H \).

With the help of the time-independent Hamiltonian \( H_{\text{eff}} \), it is straightforward to analyze the behavior of the system. The effective interaction potential in \( H_{\text{eff}} \) depends on the relative distance between atoms and consequently the center of mass degree of freedom decouples from the relative coordinate. In terms of the center of mass coordinate \( X = (x_1 + x_2)/2 \) and the relative distance coordinate \( x = x_1 - x_2 \), as well as their canonically conjugate momenta \( P = p_1 + p_2 \) and \( p = (p_1 - p_2)/2 \), respectively, the effective Hamiltonian reads
\[ H_{\text{eff}} = H_{\text{CM}} + H_{\text{rel}}, \] (8)
where
\[ H_{\text{CM}} = \frac{P^2}{4}, \] (9)
\[ H_{\text{rel}} = \frac{p^2}{2} + \lambda \sum_{n=-k_m/2}^{k_m/2} f_{-2n} e^{inx}, \] (10)
and we omit the constant term.

Let us assume that the atomic s-wave scattering length is modulated in time so that \( f(t) \) behaves like a random function for \( t \in [0, T) \). Because \( f(t) \) is a periodic function, the same random behavior is repeated every period \( T \). As an example let us consider the Fourier coefficients \( f_k = e^{i\phi_k}/\sqrt{k_m} \) where the phases are randomly drawn from the uniform distribution, i.e \( \phi_k \in [0, 2\pi) \) for \( k > 0 \), and \( \phi_{-k} = -\phi_k \). It means that the degree of freedom corresponding to the relative distance between the atoms, Eq. (10), behaves like a particle moving in a 1D time-independent disordered potential characterized by the standard deviation \( \lambda \) and the correlation length proportional to \( 1/k_m \). The theory of Anderson localization [2, 3] implies that eigenstates \( \psi_E(x) \) of the Hamiltonian \( H_{\text{rel}} \) are localized around different values \( x \) of the relative distance \( x \) and the probability density has an approximate exponential profile \( |\psi_E(x)|^2 \sim \exp [-|x - x_\star|/l_{\text{loc}}(E)] \). For weak disordered potential in (10), the localization length \( l_{\text{loc}} \) can be obtained within the Born approximation,
\[ l_{\text{loc}}(E) = \frac{2k_m p^2}{\pi \lambda^2} = \frac{2k_m E}{\pi \lambda^2}, \] (11)
where \( E \) is the eigenenergy of \( H_{\text{rel}} \) [3, 15]. The Born approximation is valid if \( \lambda^2/k_m^2 < E < k_m^2/16 \). Because the motion of the atoms is restricted to the ring of the circumference \( 2\pi \), Anderson localization can be observed provided \( l_{\text{loc}} \ll 2\pi \).

Figure 2 shows an example of the probability density \( |\psi_E(x)|^2 \) averaged over many different realizations of the random phases of the coefficients \( f_k = e^{i\phi_k}/\sqrt{k_m} \) and over a small range of the eigenenergies \( E \). In this example, the atoms stay at the opposite points on the ring, i.e. at the distance \( x = x_1 - x_2 \approx x_\star = \pi \), with the uncertainty determined by the localization length \( l_{\text{loc}} \approx 0.47 \). It should be stressed that eigenstates \( \psi_E(x) \) with similar eigenenergies \( E \), and thus with similar \( l_{\text{loc}}(E) \), can be localized at many different values of \( x_\star \). Thus, we can find eigenstates where the relative distances \( x_\star \) between two atoms are very different but they are characterized by similar uncertainty \( l_{\text{loc}} \).

Eigenstates \( \chi(X) \) of the center of mass Hamiltonian \( H_{\text{CM}} \), Eq. (9), can be determined independently from the eigenstates of the relative position degree of freedom. They can be chosen as eigenstates of the total momentum \( P \) of the atoms and consequently the probability density \( |\chi(X)|^2 = \text{constant} \). Thus, the total eigenstates of the system, \( \Psi(x, X) = \psi_E(x)\chi(X) \), show that two atoms form a bound state where their relative distance is fixed but their center of mass behaves like a free particle. The formation of such bound states is the result of the Anderson localization phenomenon and therefore we dub them Anderson molecules.

If an eigenenergy \( E \) of the relative position degree of freedom increases, the localization length \( l_{\text{loc}}(E) \) increases too and at some point \( l_{\text{loc}}(E) \) becomes comparable with the circumference of the ring. Then, the bound state of the atoms disappears because the uncertainty of their relative distance is comparable to the range of the entire 1D space. Hence, in the 1D case considered in the present section, dissociation of an Anderson molecule takes place gradually with an increase of its energy and the binding energy is not sharply defined. In Sec V we describe 3D Anderson molecules where Anderson local-
FIG. 2: Red line: probability density $|\psi_E(x_1 - x_2)|^2$ corresponding to eigenstates of the Hamiltonian (10). The overbar denotes averaging over 50 realizations of the random phases $\phi_k$ in the Fourier coefficients $f_k = e^{i\phi_k}/\sqrt{\Delta n_{0k}}$ and over the eigenenergies in the interval $5900 \leq E \leq 5950$. The eigenstates are centered so that the probability density profile has a peak at $x_1 - x_2 = \pi$. Black dashed line: an approximate exponential profile $|\psi_E(x_1 - x_2)|^2 \sim \exp \left[-|x_1 - x_2 - \pi|/l_{\text{loc}}(E)\right]$ where the localization length is given by Eq. (11) with $E = 5925$. The parameters of the secular Hamiltonian (10) are the following: $\lambda = 2000$ and $k_m = 500$. The presented results are valid if $\omega \gg 10^5$.

FIG. 3: Time evolution of the modulus of the wavefunction $|\psi(x_1, x_2, t)|$ in the moving frame of reference. [Numbers in the color bars correspond to the values of the probability density $|\psi(x_1, x_2, t)|^2$.] The initial state is a Gaussian with the variance $\sigma^2 = 0.001$ and centered at $x_1 = \pi/2$ and $x_2 = 3\pi/2$. The parameters of the secular Hamiltonian (8) are $\lambda = 2000$ and $k_m = 500$. Time evolution reveals spreading of the Gaussian wavepacket along the center of mass coordinate $X = (x_1 + x_2)/2$ and Anderson localization along the coordinate of the relative position of atoms $x = x_1 - x_2$. At $t \approx 0.14$ the probability distribution freezes and nearly does not change in time. The results are valid if $\omega \gg 10^5$.

Realization and detection of an Anderson molecule in the moving frame which can be approximated by $|\psi(x_1, x_2)|^2 \sim \exp \left[-|x_1 - x_2 - x_0 - 2\omega t|/l_{\text{loc}}(E)\right]$. Switching to the laboratory frame, the probability density reads

$$|\psi_{\text{lab}}(x_1, x_2, t)|^2 \sim \exp \left(-|x_1 - x_2 - x_0 - 2\omega t|/l_{\text{loc}}(E)\right).$$

Keeping in mind that the atoms are on the ring of the circumference of $2\pi$, Eq. (12) indicates that the pattern presented in the bottom right panel of Fig. 3 will be reproduced in the laboratory frame at the time moments $t = n\pi/\omega$ where $n$ is integer. If we decide to observe the atoms at different time moments, i.e. $t = t_0 + n\pi/\omega$ where $t_0 \neq 0$, their relative distance will be localized around $x_0 + 2\omega t_0$.

Realization and detection of an Anderson molecule in the experiment with only two atoms can be nontrivial. However, it should be much easier to perform the same experiment but with the help of two Bose-Einstein condensates (BEC) of ultra-cold atoms because many molecules can be created in a single experimental realization. To give a flavor of the experimental parameters, let us consider the following two examples.

Assume that two BECs, each consisting of $N$ atoms (e.g. $^{39}$K atoms in the hyperfine states $|F = 1, m_F = 0\rangle$ and $|F = 1, m_F = -1\rangle$), form Gaussian wavepackets of the width $\sigma = 33 \mu m$ which are moving on a quasi-
1D ring in the opposite directions with the velocities ±4.1 mm/s. The ring is realized by the toroidal trap of the radius $R = 40 \mu m$ and the transverse harmonic confinement of the frequency $\omega_{\perp} = 2\pi \times 10$ kHz, corresponding to the transverse radius 15 nm [64]. The inter-species s-wave scattering length can be modulated in time by changing magnetic field close to the Feshbach resonance at 113.76 G [65]. If the scattering length is periodically modulated with frequency $\omega = 2\pi \times 16$ Hz and amplitude 7.9 mm (which corresponds to $\lambda = 4.0$) and the modulation consists of $k_{m} = 6$ harmonics with random phases, then diatomic Anderson molecules are expected to form, where the relative distance between the two atoms is determined with the uncertainty $l_{\text{loc}} \approx 14 \mu m$. The molecules should form after the time of propagation that lasts $t \approx l_{\text{loc}}(\frac{\hbar}{m})^{-1} \approx 300$ ms.

Another option to modulate the interaction strength between atoms in a quasi-1D trap is to use confinement-induced resonances. For example assume that two BECs consisting of $^{133}\text{Cs}$ atoms in two different hyperfine states form two Gaussian wavepackets of the width $\sigma = 8.9 \mu m$ which are moving with the velocities $\pm 3.6$ mm/s in a toroidal trap of the radius $R = 40 \mu m$ and the transverse harmonic confinement of the frequency $\omega_{\perp} = 2\pi \times 14.5$ kHz. If the inter-species scattering length is tuned to the value $a_{s} \approx 1370a_{0}$, for example using an appropriate magnetically-induced Feshbach resonance [66], a confinement-induced resonance takes place. The 1D coupling parameter, $\lambda_{0} + \lambda f(t)$, can now be modulated by changing the transverse confining frequency $\omega_{\perp}$ [56, 67]. When the modulation is done with frequency $\omega = 2\pi \times 14$ Hz and amplitude $\lambda = 34$ (that is 20% of the coupling parameter $\lambda_{0} = mR\omega_{\perp}a_{s}/(\pi\hbar) = 170$) and consists of $k_{m} = 18$ harmonics with random phases, then diatomic Anderson molecules are expected to form, where the relative distance between the two atoms is determined with the uncertainty $l_{\text{loc}} \approx 7.1 \mu m$. The molecules should form after the time of propagation that lasts $t \approx l_{\text{loc}}(\frac{\hbar}{m})^{-1} \approx 140$ ms.

In both examples, each atom from the first BEC interacts with each atom from the other BEC. Therefore, many-body calculations are needed in order to estimate the efficiency of the creation of Anderson molecules in such quantum chemical reactions.

III. A PAIR OF ANDERSON MOLECULES ON A RING

Increasing the number of atoms which are moving on the ring with different velocities allows one to realize more complex molecular structures and various mixtures of molecules and atoms. In this section, rather than considering all of numerous possibilities, we discuss one particular example as a proof of concept.

Let us consider four atoms with the same mass but in different hyperfine states revolving around the 1D ring with the velocities $\pm 3\omega/2$ and $\pm 7\omega/2$ as depicted in Fig. 1(b). We assume that a magnetic field is applied and it is periodically modulated in time so that the s-wave scattering lengths characterizing scattering of atoms in different hyperfine states are oscillating in time. The Hamiltonian of the system reads

$$H = \frac{p_{x}^{2} + p_{y}^{2} + p_{z}^{2} + p_{z}^{2}}{2} + 2\pi \sum_{i<j}^{4} [\lambda_{ij} + \lambda f(t)] \delta(x_{i} - x_{j}),$$

where $f(t)$ is given in Eq. (2), $\lambda_{ij}$‘s are determined by the scattering lengths and for simplicity we have assumed that the amplitude $\lambda$ of the time modulation of all s-wave scattering lengths is the same.

Applying the same secular approximation approach as in Sec. II, i.e. switching to the frame co-moving with the atoms and averaging the Hamiltonian over time (with the assumption that all quantities are slowly evolving)
we obtain the following effective secular Hamiltonian

\[
H_{\text{eff}} = \frac{p_1^2 + p_2^2}{2} + \frac{p_3^2 + p_4^2}{2} + \lambda \sum_n \left[ f_{-2n} \epsilon^{in(x_1-x_2)} + f_{-3n} \epsilon^{in(x_2-x_3)} + f_{-5n} \epsilon^{in(x_1-x_3)} + f_{-7n} \epsilon^{in(x_1-x_4)} \right].
\] (14)

Let us start with the case when in Eq. (2) the Fourier coefficients \( f_k \) with \( k \) divisible by 3, 5 or 7 vanish. Then, the effective Hamiltonian (14) reduces to

\[
H_{\text{eff},0} = \frac{p_1^2 + p_2^2}{2} + \lambda \sum_n f_{-2n} \epsilon^{in(x_1-x_2)} + \frac{p_3^2 + p_4^2}{2} + \lambda \sum_n f_{-2n} \epsilon^{in(x_3-x_4)},
\] (15)

which is the sum of two Hamiltonians of the form of (5) which is analyzed in Sec. II. If the Fourier coefficients in (15) are chosen randomly, two Anderson molecules can form. The first molecule is described by the center of mass position \( X_a = (x_1 + x_2)/2 \) and momentum \( P_a = p_1 + p_2 \) and the other one by \( X_b = (x_3 + x_4)/2 \) and \( P_b = p_3 + p_4 \). Assume that the energies of the molecules at rest (i.e. for \( P_a,b = 0 \)) are \( E_a,0 \) and \( E_b,0 \); their average sizes are \( \langle x_1-x_2 \rangle \approx 2a \) and \( \langle x_3-x_4 \rangle \approx 2b \), and the uncertainties of the sizes are determined by the localization lengths \( l_a = l_{\text{loc}}(E_a,0) \) and \( l_b = l_{\text{loc}}(E_b,0) \).

Having two Anderson molecules formed we can now modify modulation of the s-wave scattering lengths by turning on the Fourier harmonics in Eq. (2) with \( k \) divisible by 3, 5 and 7. We assume that the modulus of the corresponding coefficients \( f_k \) are much smaller than the modulus of the coefficients in (15). Then, in the center of mass coordinates, the entire effective Hamiltonian reads

\[
H_{\text{eff}} = E_{a,0} + E_{b,0} + \frac{P_a^2 + P_b^2}{4} + V_{ab}(X_a - X_b),
\] (16)

with

\[
V_{ab}(X_a - X_b) \approx \lambda \sum_n \left[ f_{-3n} \epsilon^{-in(r_a+r_b)} + f_{-5n} \epsilon^{in(r_a-r_b)} + f_{-7n} \epsilon^{in(r_a+r_b)} \right] \times \frac{1}{\left( 1 + \frac{l_a^2}{2n^2} \right) \left( 1 + \frac{l_b^2}{2n^2} \right)}.
\] (17)

Equation (17) describes the interaction potential between the Anderson molecules which depends on their internal states. Interestingly, the shape of the potential \( V_{ab} \) can be engineered. Indeed, a proper choice of the Fourier coefficients \( f_k \) in (17) allows one to choose how the Anderson molecules interact with each other. Figure 4 shows examples of \( V_{ab} \) where the Fourier coefficients \( f_k \) are chosen so that the interaction potential is a Gaussian well if the sizes and the uncertainties of the sizes of the molecules are the same.

Spectrum of an Anderson molecule consists of nearly degenerate eigenstates corresponding to the same localization length \( l_{\text{loc}} \) but different average distances between atoms that form a molecule. If we increase energy of a molecule, then the localization length increases too and we deal with a molecule where the uncertainty of the distance between atoms is greater. Collisions of two Anderson molecules can lead to a change of their internal states.

IV. ANDERSON MOLECULE IN A POTENTIAL WELL

So far we have analyzed 1D systems with the ring geometry. Now we shall consider a different system that might be more easily realizable in the laboratory, especially in its three-dimensional version, see Sec. V. That is, we consider two distinguishable atoms moving in an infinite potential well, see Fig. 1(c). We use the units where the size of the potential well is \( \pi \) and assume that initial velocities of both particles are close to a value which we denote by \( \omega \). The Hamiltonian of the system is like in Eq. (1) but now there are different boundary conditions because the wavefunction of the atoms has to vanish at the boundaries of the potential well.

First, let us analyze the system within classical mechanics. It is convenient to switch from the original Cartesian \((x_1, p_1)\) variables to new momenta \(J_i\) (called actions) and new position variables \(\theta_i\) (angles) [60]. The latter are periodic variables which change in the range \([-\pi, \pi]\). The relation between the old and new variables is very simple

\[
J_i = |p_i|, \quad x_i = |\theta_i|,
\] (18)

and results in a new form of the Hamiltonian (1) which we read (we neglect \( \lambda_0 \), cf. Eq. (1), because it does not appear in the final form of the effective Hamiltonian)

\[
H = \frac{J_1^2 + J_2^2}{2} + 2\pi \lambda f(t) \left| \delta(\theta_1 - \theta_2) + \delta(\theta_1 + \theta_2) \right|.
\] (19)

One can easily check that in the absence of interactions, i.e. for \( \lambda = 0 \), solutions of the classical equations of motion are the following: \( J_i(t) = \text{constant} \) and \( \theta_i(t) = J_i t + \theta_i(0) \) where \( J_i \)'s are frequencies of the periodic motion of the particles in the potential well.

In order to analyze the system in the presence of the interactions, let us switch to the moving frame of reference i.e.

\[
\Theta_1 = \theta_1 - \omega t, \quad I_1 = J_1 - \omega, \quad \Theta_2 = \theta_2 - \omega t, \quad I_2 = J_2 - \omega,
\] (20)

where \( \omega \) is the frequency of the periodic modulation of the atomic s-wave scattering length, cf. Eq. (2). We are interested in motion of the atoms with velocities close to \( \omega \) which corresponds to \( I_i \approx 0 \) and implies that for the weak interactions [68], \( I_i \) and \( \Theta_i \) are slowly varying.
FIG. 5: Time evolution, in the laboratory frame, of the modulus of the wavefunction $|\psi(x_1, x_2, t)|$ of two atoms prepared initially in a Gaussian state with the standard deviation $\sigma = 0.05$ and centered at $x_1 = x_2 = \pi/4$. [Numbers in the color bars correspond to the values of the probability density $|\psi(x_1, x_2, t)|^2$.] At $t = 0$ both wavepackets move in the same direction with velocity $\omega$. In the moving frame (25) the atoms are described by the Hamiltonian (26) which possesses the same form as the Hamiltonian (8) and for the chosen parameters (i.e. $\lambda = 600$, $f_k = e^{i\phi_k}/\sqrt{k_m}$ in Eq. (2) with $k_m = 120$) an Anderson molecule is formed. How such a molecule looks in the laboratory frame is shown in the present figure for different moments of time within a half of the period $T = 2\pi/\omega$ as indicated in the panels. At $t = 0.3$ the time evolution of the probability density is already stabilized and reveals periodic behavior which is illustrated in the panels. Note that in the laboratory frame the signatures of the formation of an Anderson molecule for two atoms moving in the potential well are different than in the case when the atoms move on a ring, cf. Fig. 3 and the discussion in Sec. II. The results are valid for $\omega \gg 10^4$.

To describe the quantum behavior of the system one may either quantize the classical secular Hamiltonian (21) or apply the fully quantum secular approximation approach described in Appendix B. We present also the latter option because it allows us to easily show how Anderson molecules look like when they are observed in the laboratory frame in the Cartesian coordinates. Let us start with the original Hamiltonian (1). Eigenstates of two non-interacting atoms in the potential well, i.e. eigenstates of $H_0 = (p_1^2 + p_2^2)/2$, are

$$\langle x_1, x_2| n_1, n_2 \rangle = \frac{1}{\sqrt{n_1!n_2!}} \frac{1}{\pi^{1/4}} e^{-\pi\frac{n_1+n_2}{\sigma^2}} \frac{1}{\sqrt{2\pi}} e^{i\mu\theta_1 \cdot \sigma} \frac{1}{\sqrt{2\pi}} e^{i\mu\theta_2 \cdot \sigma}$$

with the corresponding eigenenergies $E_{n_1n_2} = (n_1 \lambda + n_2 \lambda)/2$. The energy levels are degenerated because $|n_1, n_2\rangle$ and $|n_2, n_1\rangle$ correspond to the same eigenvalue $E_{n_1n_2}$. Let us analyze how the operator of the contact interaction potential acts on the antisymmetric combination of the eigenstates. It turns out that

$$\delta(x_1 - x_2) (\langle x_1, x_2| n_1, n_2 \rangle - \langle x_1, x_2| n_2, n_1 \rangle) = 0,$$

and thus to describe the interactions between two atoms we may restrict to the symmetric subspace,

$$|n_1, n_2\rangle_{\text{S}} = \begin{cases} |n_1, n_2\rangle + |n_2, n_1\rangle \sqrt{2}, & n_1 < n_2, \\ |n_1, n_1\rangle, & n_1 = n_2. \end{cases}$$

In order to obtain the quantum secular Hamiltonian we perform the time dependent unitary transformation,

$$|\tilde{n}_1, \tilde{n}_2\rangle = e^{-i(n_1+n_2)\omega t} |n_1, n_2\rangle_{\text{S}},$$

which is a quantum counterpart of the classical transformation (20) to the moving frame and average the resulting Hamiltonian over time which yields matrix elements of the secular Hamiltonian

$$\langle \tilde{n}'_{cm}, \tilde{n}' | H_{\text{eff}} | \tilde{n}_{cm}, \tilde{n} \rangle = \left( \frac{n_{cm}^2}{4} + n^2 \right) \delta_{n' - n} + 2\lambda f_2(n' - n) \delta_{n_{cm} - n_{cm}'}.$$

In the present case there is a restriction to the symmetric states where $n_1 \leq n_2$ or equivalently $n_{cm} \geq 0$.

Two atoms in the potential well behave in the same way as two atoms on a ring and can reveal the same Anderson localization phenomena. However, the basis states
in the present case are given by different expressions [see Eq. (22)] than in Sec. II and therefore the eigenstates look somewhat different when plotted in the Cartesian coordinates $x_1$ and $x_2$. In the case of two atoms on a ring, when we observe an Anderson molecule in the laboratory frame, a wavefunction is always localized along $x_1 - x_2$ but the localization point changes periodically in time, see Eq. (12). In the case of two atoms in the potential well, the eigenstates reveal in the laboratory frame periodic oscillations between Anderson localization of the edge of the cubic well. The Hamiltonian of the system reads

$$H = \frac{J_1^2 + J_2^2}{2} + 2(2\pi)^3[\lambda_0 + \lambda f_1(t) f_2(t) f_3(t)] \delta(r_1 - r_2),$$

(27)

with $f_0^{(j)} = 0$ and $f_k^{(j)} = f_{-k}^{(j)*}$ being independent random numbers. We assume that the frequencies $\omega_1$, $\omega_2$ and $\omega_3$ are different and their ratios are irrational numbers. At $t = 0$ both atoms are supposed to move with velocities whose components along the $x$, $y$ and $z$ directions are close to the values $\omega_1$, $\omega_2$ and $\omega_3$, respectively.

The easiest way to describe the formation of 3D Anderson molecules is to derive a classical secular Hamiltonian of the system and then switch to its quantized version, cf. Sec. IV. We introduce the action-angle variables $(J_{x,i}, \theta_{x,i})$, $(J_{y,i}, \theta_{y,i})$ and $(J_{z,i}, \theta_{z,i})$ similarly like in Eq. (18) but with $(p_i, x_i)$ replaced by $(p_{x,i}, x_i)$, $(p_{y,i}, y_i)$ and $(p_{z,i}, z_i)$, where $i = 1, 2$ labels the atoms, and the Hamiltonian (27) takes the form

$$H = \frac{J_1^2 + J_2^2}{2} + 2(2\pi)^3[\lambda_0 + \lambda f_1(t) f_2(t) f_3(t)]$$

$$\times [\delta(\theta_{x,1} - \theta_{x,2}) + \delta(\theta_{x,1} + \theta_{x,2})]$$

$$\times [\delta(\theta_{y,1} - \theta_{y,2}) + \delta(\theta_{y,1} + \theta_{y,2})]$$

$$\times [\delta(\theta_{z,1} - \theta_{z,2}) + \delta(\theta_{z,1} + \theta_{z,2})].$$

(29)

In the frame moving with the atoms, which is defined by

$$\Theta_{x,i} = \theta_{x,i} - \omega_1 t, \quad I_{x,i} = J_{x,i} - \omega_1,$$

$$\Theta_{y,i} = \theta_{y,i} - \omega_2 t, \quad I_{y,i} = J_{y,i} - \omega_2,$$

$$\Theta_{z,i} = \theta_{z,i} - \omega_3 t, \quad I_{z,i} = J_{z,i} - \omega_3,$$

(30)

all dynamical quantities vary slowly and averaging the Hamiltonian over time yields

$$H_{\text{eff}} = \frac{I_1^2 + I_2^2}{2} + 2\lambda V_1(\Theta_{x,1} + \Theta_{x,2})$$

$$\times V_2(\Theta_{y,1} + \Theta_{y,2}) V_3(\Theta_{z,1} + \Theta_{z,2}),$$

(31)

where a constant term is omitted and

$$V_j(\Theta) = \sum_k J_{-2k}^{(j)} e^{ik\Theta}.$$  

(32)

As an example we will focus on the Fourier coefficients

$$f_{2k}^{(j)} = \frac{1}{\sqrt{2\pi}} e^{-k^2/(2\lambda_0^2)} e^{\phi_{2k}^{(j)}},$$

(33)

where $\phi_{2k}^{(j)}$’s are random numbers chosen from a uniform distribution in the interval $[0, 2\pi]$. Defining the variables

$$r = \Theta_1 + \Theta_2, \quad p = I_1 + I_2,$$

$$R = \Theta_1 - \Theta_2, \quad P = I_1 - I_2,$$

(34)

(35)

we obtain the secular Hamiltonian in the final form

$$H_{\text{eff}} = p^2 + 2\left[\frac{p^2}{2} + V(r)\right].$$

(36)
where the effective potential
\[ V(r) = \lambda V_1(x)V_2(y)V_3(z). \] (37)

In order to find the range of the parameters where the first order secular Hamiltonian (36) is valid, one can calculate the second order terms which turn out to be proportional to
\[ \frac{\lambda^2}{(k\omega_1 + m\omega_2 + n\omega_3)^2} e^{-(k^2 + m^2 + n^2)/4k^2}, \] (38)

where \( k, m, n \) are non-zero integers. The ratios of the frequencies \( \omega_j \) are irrational numbers but it may still happen that the denominator in (38) is close to zero and then the second order corrections may not be neglected.

To avoid such a small denominator problem, we assume \( \omega_1 > 2k_m(\omega_2 + \omega_3) \) which ensures that even if the denominator is close to zero, the second order terms are suppressed by the exponential function and the first order secular Hamiltonian (36) is a valid description of the system. Having the classical secular Hamiltonian we perform its quantization by defining the operators \( \mathbf{P}^2 = -\nabla^2 \) and \( \mathbf{p}^2 = -\nabla^2_r \) in the Hilbert space spanned by 3D generalization of the eigenstates (22) of two non-interacting particles in a potential well.

The quantum version of the Hamiltonian (36) has the form of the Hamiltonian of two quantum particles whose center of mass position \( \mathbf{R} \) is described by the kinetic energy term \( \mathbf{P}^2 \) while in the space of the relative position \( \mathbf{r} \) there is the potential (37) which is a product of three independent disordered potentials (32). An Anderson molecule forms if the wavefunction of the system is exponentially localized in the space of the relative position of the particles due to the presence of the disordered potential \( V(r) \).

A system described by the Hamiltonian in the bracket in Eq. (36) was analyzed in Ref. [12] by means of the transfer matrix method. For relatively large \( k_m \) in Eq. (33), values of the disordered potential \( V(r) \) have a Gaussian distribution with zero mean. If we assume that \( r \) is not limited to the finite space of the 3D cubic box, we obtain that the correlation function of the potential drops to zero like
\[ \overline{V(r')}V(r + r') = \lambda^2 e^{-r^2/2k^2}, \] (39)

where the overbar denotes the averaging over the disorder realizations and \( \xi = \sqrt{2}/k_m \) is the correlation length. There are three energy scales in the Anderson localization problem considered here: the energy \( E \) of the relative degree of freedom of two particles, the strength of the disordered potential \( \lambda \) and the correlation energy \( E_\xi = 1/\xi^2 \). We choose \( E_\xi \) as the natural energy scale, then the ratio of the mobility edge \( E_c \) and \( E_\xi \) depends only on \( \lambda/E_\xi \) [70]. Assuming that the strength of the disorder potential is \( \lambda = E_\xi \), an Anderson molecule can form if the eigenenergy \( E/E_\xi \) of the relative position degree of freedom of the particles is smaller than the mobility edge \( E_c/E_\xi \approx 0.064 \pm 0.004 \) [12]. Then, the corresponding wavefunction \( \psi_E(r) \sim \exp[-|r - r_*/l_{loc}(E)|] \) and the size of an Anderson molecule is given by \( r_* \) with the uncertainty determined by the localization length \( l_{loc}(E) \). When the energy \( E/E_\xi \) approaches the mobility edge \( E_c/E_\xi \), the localization length \( l_{loc}(E)/\xi \) diverges signaling the localized-delocalized transition which corresponds to dissociation of an Anderson molecule. The bond energy of a molecule corresponds to \( E_c - E \).

In order to realize Anderson molecules in a 3D cubic potential well, the localization length must fulfill \( l_{loc}(E) \ll \pi \) and it seems impossible to observe dissociation of the molecules due to the localized-delocalized Anderson transition. However, by choosing sufficiently large \( k_m \) in (33) we can always choose the correlation length \( \xi \) so small that \( l_{loc}(E)/\xi \) is as large as we wish but \( l_{loc}(E) \ll \pi \). In other words, with the help of the spatially finite system it is possible to investigate the vicinity of the localized-delocalized transition arbitrarily close to the critical point.

Two particles described by the Hamiltonian (36) can form an Anderson molecule and let us now analyze how signatures of its formation look like in the laboratory frame when we measure positions of the atoms in the Cartesian coordinates which we denote by \( r_1 \) and \( r_2 \). Assume that the system is prepared in a state \( \psi(r_1, r_2, t) \) which corresponds to an eigenstate of the Hamiltonian (36) with the eigenenergy below the mobility edge. It means that an Anderson molecule is formed. If we plot the reduced probability density in the space spanned by \( x_1 \) coordinate of the first atom and \( x_2 \) coordinate of the other one, i.e.
\[ \rho(x_1, x_2, t) = \int d^3r_1' d^3r_2' |\psi(r_1', r_2', t)|^2 \delta(x_1 - x_1') \delta(x_2 - x_2'), \] (40)

we will observe similar behavior like in Fig. 5. That is, within every period \( 2\pi/\omega_1 \) the probability density \( \rho(x_1, x_2, t) \) will reveal oscillations between Anderson localization along the relative position around \( x_1 - x_2 \approx 0 \) and along the center of mass position around \( x_1 + x_2 \approx \pi \). Similar behavior will be observed if we calculate the reduced probability density in the \( y_1 y_2 \) or \( z_1 z_2 \) spaces but with the period \( 2\pi/\omega_2 \) and \( 2\pi/\omega_3 \), respectively. Because the ratios of the frequencies \( \omega_j \) are irrational numbers, it is possible to find a moment of time \( t \) when the full probability density \( |\psi(r_1, r_2, t)|^2 \) is localized around \( r_1 - r_2 \approx 0 \).

VI. SUMMARY AND PERSPECTIVES

If the interaction potential between two atoms changes in a disordered way with their relative distance, they can form molecules of a completely different nature than ordinary molecules. That is, it is not attractive interactions between atoms that are responsible for the formation of the molecules, but it is the destructive interference phenomena and the resulting Anderson localization that lead
to the formation of bound states which we dub Anderson molecules.

Even though there are no disordered interaction potentials in nature, we show that proper time modulation of the strength of the original interaction potentials between atoms creates effective interactions which allow for the realization of Anderson molecules. Such effective interactions are the result of resonant couplings between different harmonics of the translation motion of atoms and the time-periodic modulation of the original atom-atom interactions. It is possible to engineer various effective interaction potentials and to create different molecular structures and different mixtures of interacting molecules and atoms. In the present paper we show how to realize diatomic Anderson molecules for atoms moving on a 1D ring or in a 1D potential well and also how to create Anderson molecules in 3D space. As an example of more complex molecular structures we show that two diatomic Anderson molecules can be realized and the interaction potential between them can be engineered at will.

Experimentally it should be possible to realize Anderson molecules in ultra-cold atomic gases. For example if two Bose-Einstein condensates, that consist of different atomic species, move periodically in a toroidal trap in the opposite directions, Anderson molecules can be produced if the inter-species s-wave scattering length is properly modulated in time. The latter can be done by applying a magnetic field which oscillates close the value corresponding to the inter-species Feshbach resonance or using confinement-induced resonances. One can substitute a toroidal trap by any trapping potential provided it is not a harmonic potential, because periodic motion of an atom in such a potential possesses only one harmonic, while many harmonics are needed to create disordered effective interactions.

There are several possible directions for further research. We have concentrated on diatomic Anderson molecules but it should be possible to create Anderson molecules consisting of a larger number of atoms. It is also interesting whether a strongly interacting many-body system can reveal many-body localization if the strength of the interactions between particles is modulated in time in a disordered way. Originally many-body localization has been considered in systems with strong spatial disorder which prevents thermalization because of the existence of local integrals of motion, which carry information about the initial state of a system [71–79]. Temporal disorder has been proposed to create effective external disordered potentials for atoms [13]. The present work indicates that effective interaction potentials between particles can change in a disordered way with the relative distances between particles if the strengths of the original interactions are properly modulated in time. Many-body localization in this case should be related to the formation of clusters of particles which can move in space as a whole [80]. It should be also mentioned that randomly fluctuating external force can be used to modify effective interactions between two solitons in non-linear dissipative media. The dissipation rate determines positions of regularly distributed minima of the effective potential which can host bound states of two solitons [81].
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Appendix A: Classical secular approximation approach

Let us consider a classical particle described by the time-periodic Hamiltonian

$$H(t + T) = H(t) = H_0(x, p) + \lambda V(x, t), \quad (A1)$$

where $H_0$ is the unperturbed part of the Hamiltonian and a particle, in the absence of the perturbation (i.e. for $\lambda = 0$), can perform periodic motion. In order to describe the system when a particle is resonantly perturbed (i.e. when the driving period $T = 2\pi/\omega$ is close to the period of an unperturbed particle trajectory) let us perform a canonical transformation from the Cartesian coordinates $p$ and $x$ to the so-called action-angle variables $J$ and $\theta \in [0, 2\pi]$ [60, 61]. Then, $H = H_0(J) + \lambda V(\theta, J, t)$ and for $\lambda = 0$, solutions of the classical equations of motion read $J(t) = \text{constant}$ and $\theta(t) = \Omega(J)t + \theta(0)$ where $\Omega(J) = dH_0(J)/dJ$ is the frequency of an unperturbed periodic orbit. When the perturbation is turned on, we choose the initial action for a particle $J = J_0$ where $J_0$ fulfills the resonant condition $\Omega(J_0) = \omega$. To obtain an effective Hamiltonian which describes such resonant dynamics of a particle it is useful to switch to the moving frame

$$\Theta = \theta - \omega t, \quad I = J. \quad (A2)$$

It results in a new form of the Hamiltonian $H = H_0(I) - \omega I + \lambda V(\Theta + \omega t, I, t)$. Due to the resonance condition, $\Omega(J_0) = \omega$, both $I$ and $\Theta$ vary slowly if initially $I \approx J_0$ and the time-periodic perturbation is weak, i.e.

$$\dot{I} = -\frac{\partial H}{\partial \Theta} = O(\lambda), \quad (A3)$$

$$\dot{\Theta} = \frac{\partial H}{\partial I} = \Omega(I) - \omega + O(\lambda) = O(\lambda). \quad (A4)$$

It allows us to obtain the effective Hamiltonian by keeping $I$ and $\Theta$ fixed and averaging the exact Hamiltonian over time,

$$H_{\text{eff}} = H_0(I) - \omega I + \frac{\lambda}{T} \int_0^T dt V(\Theta + \omega t, J_0, t). \quad (A5)$$
The Hamiltonian $H_{\text{eff}}$ is the result of the first order secular approximation and it describes behavior of a particle in the vicinity of the resonant trajectory for weak time-periodic perturbation [60, 61].

### Appendix B: Quantum secular approximation approach

Let us consider a quantum counterpart of the classical Hamiltonian (A1). If the canonical transformation between the Cartesian variables and the action-angle variables is linear, then the quantum secular Hamiltonian can be obtained in the same way as the classical one. In the present paper it is the case for particles moving on a ring because the Cartesian momenta are actually the action variables and the positions of particles on a ring are the angle variables. For particles in a potential well it is not longer true and one can either derive a classical secular Hamiltonian and then quantize it or perform the quantum secular approximation approach which we are going to describe here [16, 59].

Let us denote eigenstates of the unperturbed Hamiltonian by $|n\rangle$ where $H_0|n\rangle = E_n|n\rangle$, and perform the time-dependent unitary transformation to the moving frame,

$$U|n\rangle = e^{i\omega t}|n\rangle,$$

which is a quantum counterpart of the classical canonical transformation (A2). It results in a new Hamiltonian $H \rightarrow UHU^\dagger + i(\partial_t U)U^\dagger$ whose matrix elements read

$$\langle n'|H|n\rangle = (E_n - \omega)\delta_{n'n} + \lambda\langle n'|V(t)|n\rangle e^{i(n'-n)\omega t}. \quad (B2)$$

Matrix elements of the first order quantum secular Hamiltonian can be obtained by averaging (B2) over time,

$$\langle n'|H_{\text{eff}}|n\rangle = (E_n - \omega)\delta_{n'n}$$

$$+ \frac{\lambda}{T}\int_0^T dt \langle n'|V(t)|n\rangle e^{i(n'-n)\omega t}. \quad (B3)$$

If the time-periodic perturbation is weak, the secular Hamiltonian (B3) accurately reproduces the exact behavior of the system in the resonant Hilbert subspace which is spanned by the states $|n\rangle$ that fulfill the resonant condition $E_{n+1} - E_n \approx \omega$ [16, 59].

### Appendix C: Magnus expansion

For a time-periodic quantum Hamiltonian $H(t+T) = H(t)$, the Floquet theorem states that the time evolution operator $U(t,0)$ can be written in the form [62]

$$U(t,0) = P(t) \exp[-iH_Ft]. \quad (C1)$$

where $H_F$ is a time-independent Hermitian operator often called the Floquet Hamiltonian, while $P(t)$ is a unitary time-periodic operator which fulfills $P(t+T) = P(t)$ and $P(0) = 1$. Equation (C1) implies that

$$H_F = -\frac{1}{iT} \log[U(T,0)]. \quad (C2)$$

Usually it is not easy to calculate the right hand side of Eq. (C2) explicitly. However, one can use the so-called Magnus expansion of $H_F$ in powers of $T/(2\pi) = 1/\omega$. The first three terms of this expansion (see e.g. [82]) read

$$H_F^{(0)} = \frac{1}{T} \int_0^T dt_1 H(t_1), \quad (C3)$$

$$H_F^{(1)} = \frac{1}{2T^2} \int_0^T dt_1 \int_0^{t_1} dt_2[H(t_1),H(t_2)], \quad (C4)$$

$$H_F^{(2)} = -\frac{1}{6T^3} \int_0^T dt_1 \int_0^{t_1} dt_2 \int_0^{t_2} dt_3[H(t_1),[H(t_2),H(t_3)]]$$

$$+[H(t_3),[H(t_2),H(t_1)]]. \quad (C5)$$

The first term (C3) is identical to the first order secular Hamiltonian (B3) if before calculating it we perform the time-dependent unitary transformation to the moving frame (B1). Analysis of the second and third terms allows one to check if the restriction to the first term is sufficient to accurately describe a system.
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