Limits on Anomalous Triple Gauge Couplings in $p\bar{p}$ Collisions at $\sqrt{s} = 1.96$ TeV
We present a search for anomalous triple gauge couplings (ATGC) in WW and WZ boson production. The boson pairs are produced in $p\bar{p}$ collisions at $\sqrt{s} = 1.96$ TeV, and the data sample corresponds to 350 pb$^{-1}$ of integrated luminosity collected with the CDF II detector at the Fermilab Tevatron. In this search one $W$ decays to leptons, and the other boson ($W$ or $Z$) decays hadronically. Combining with a previously published CDF measurement of $W\gamma$ boson production yields ATGC limits of $-0.18 < \lambda < 0.17$ and $-0.46 < \Delta\kappa < 0.39$ at the 95% confidence level, using a cut-off scale $\Lambda = 1.5$ TeV.

PACS numbers: 12.15.Ji 13.40.Em 14.70.Fm 14.70.Hp
In the standard model (SM), the non-Abelian nature of the electroweak field theory predicts interactions between the massive gauge bosons. The resulting triple and quartic boson vertices and couplings are restricted by electroweak symmetry \cite{foot1}. By experimentally measuring the strengths of these couplings we can test the SM and constrain possible deviations from it. One way to test a more general gauge interaction hypothesis is to formulate an effective theory and keep only the leading-order (LO) operators. This introduces two free parameters \( \lambda \) and \( \Delta \kappa = \kappa - 1 \) under the assumption of equal WWZ and WW\( \gamma \) parameters \cite{foot2}, where \( \lambda = \Delta \kappa = 0 \) corresponds to the SM.

At the Fermilab Tevatron \( p\bar{p} \) collider the ATGC contribution to the cross section for diboson production is a function of the parton center-of-mass energy \( \sqrt{s} \) and, in order to maintain unitarity in the model at high energies, a form factor

\[
\lambda(\hat{s}) = \frac{\lambda}{(1 + \hat{s}/\Lambda)^2}, \quad \Delta \kappa(\hat{s}) = \frac{\Delta \kappa}{(1 + \hat{s}/\Lambda)^2}, \quad \tag{1}
\]

is introduced. We set the cut-off energy \( \Lambda \) to 1.5 TeV to preserve unitarity at the energies reached by the Tevatron \cite{foot2}. The ATGC are enhanced at large scattering angles \cite{foot2}, making observables which are proportional to the gauge boson transverse momentum particularly effective.

In this Letter, we present a search for ATGC in \( p\bar{p} \) collisions using events in which a W decays to an electron or muon and its associated neutrino and the other boson (W or Z) decays hadronically. In what follows we refer to this event signature as \( \ell \nu jj \). The search was performed with the signal region blinded until all selection criteria and background determinations were fixed. Since the detector dijet mass resolution does not permit separation of hadronic decays of Z and W bosons, we combine both WW and WZ in this analysis. The \( \ell \nu jj \) channel has several good features: by identifying the \( p_T^W \) of the \( \nu \) with \( E_T \), the \( \ell \nu jj \) decay mode allows for a full reconstruction of the gauge boson transverse momentum; it utilizes the high branching fraction of W and Z into quarks; the leptonic decay of the boson gives a clear signature on which to trigger. However, due to the large W+jets background and the limited dijet mass resolution, no observation has yet been made of WW or WZ production in the \( \ell \nu jj \) decay mode at hadron colliders. In this analysis we measure the transverse momentum \( p_T^W \) distribution for \( W \rightarrow \ell \nu \). The SM has strong cancellations between the s-channel and the u- or t-channel diagrams at high \( p_T^W \), and any ATGC will tend to reduce the cancellations and substantially increase the cross section.

Previous limits on ATGC in the \( \ell \nu jj \) channel in \( p\bar{p} \) collisions at \( \sqrt{s} = 1.8 \) TeV have been reported by the CDF Collaboration, which obtained 95% confidence limits (C.L.) of \(-1.11 < \lambda < 1.27 \) and \(-0.81 < \Delta \kappa < 0.84 \) \cite{foot3}. The DØ collaboration, using a larger data sample, reported 95% C.L. limits of \(-0.36 < \lambda < 0.39 \) and \(-0.47 < \Delta \kappa < 0.63 \) \cite{foot4}. Results on ATGC have also been produced at LEP \cite{foot5}. The LEP values are more precise, but the parameters fitted are not directly comparable as they are obtained at fixed \( \sqrt{s} \) values up to a maximum of 209 GeV, without the use of form factors of the type given in Eq. (1). For the Tevatron the spectrum in \( \sqrt{s} \) extends well beyond the reach of LEP, and these studies are potentially sensitive to the direct production of any new physics beyond the SM up to the kinematic limit.

The CDF II detector \cite{foot6} is an approximately azimuthally and forward-backward symmetric apparatus centered on the \( p\bar{p} \) interaction region, and consists of a magnetic spectrometer surrounded by calorimeters and muon chambers. Charged tracks are detected using a 96-layer open-cell cylindrical drift chamber (COT) in a 1.4 T solenoidal magnetic field. Isolated high-momentum tracks are reconstructed in the COT with an efficiency close to 100% in the pseudorapidity region \( |\eta| < 1 \). Electromagnetic and hadronic calorimeters surround the tracking system. The calorimeters are segmented into a large cylindrical region with cover the region \( |\eta| < 3.6 \). The central and forward electromagnetic calorimeters are lead-scintillator sampling devices, instrumented with proportional (central) and scintillating strip (forward) detectors that measure the position and transverse profile of electromagnetic showers at the position of the shower maximum. The hadron calorimeters are iron-scintillator sampling detectors. Muon drift chambers surround the calorimeters and, for this analysis, provide muon identification for \( |\eta| < 1 \). Gas Cherenkov counters in the region \( 3.7 < |\eta| < 4.7 \) measure the average number of inelastic \( p\bar{p} \) collisions per bunch crossing in order to compute the luminosity to an accuracy of 6% \cite{foot8}.

The trigger system selects events with a central \( (|\eta| < 1) \) electron candidate with \( E_T > 18 \) GeV or a muon candidate with \( p_T > 18 \) GeV/c. Events reconstructed offline are required to contain an electron candidate with \( E_T > 25 \) GeV or a muon candidate with \( p_T > 20 \) GeV/c, to ensure a trigger efficiency sufficiently constant in \( E_T \) and \( p_T \). The trigger and lepton identification criteria are described in Ref. \cite{foot9}. The data presented in this Letter correspond to a total integrated luminosity of 350 \( \pm 20 \) pb\(^{-1}\) for the electron sample and 330 \( \pm 20 \) pb\(^{-1}\) for the muon sample.

Candidate events from W leptonic decays are selected by requiring the \( E_T \), corrected for muons and jets, to be greater than 25 GeV. To further reduce the QCD multi-
jet background, the \( W \) transverse mass is required to satisfy \( m_T^W = \sqrt{2 E_T B_T (1 - \cos \Delta \phi)} > 25 \text{ GeV}/c^2 \), where \( \Delta \phi \) is the angle between the lepton candidate momentum vector and the \( E_T \) vector in the transverse plane. Events are required to have only one lepton candidate, no identified cosmic ray muon, and no identified photon conversion electron. Most Z → \( l^+l^- \) events that remain in the sample are rejected with a veto algorithm designed to identify event topologies consistent with a partially reconstructed second lepton [9].

The \( \ell \nu jj \) event selection proceeds by requiring two or more jets. Jets are reconstructed using an iterative seed-based cone algorithm [10] that clusters energies measured in individual calorimeter towers. The jets are defined by the cone algorithm parameter \( \Delta R = \sqrt{\Delta \phi^2 + \Delta \eta^2} \leq 0.4 \). The measured jet \( E_T \) is corrected for calorimeter response and energy contributions from additional conversion electron. Most no identified cosmic ray muon, and no identified photon contributions from additional \( E_T \) interactions in the same bunch crossing [11]. For this analysis, jets must have corrected \( E_T > 20 \text{ GeV} \) and |\( \eta | < 2 \). To ensure that the event kinematics are well measured, events are rejected if any jet lies within \( \Delta R = 0.5 \) of the \( W \) decay lepton or another jet.

After event selection, 929 events in the electron channel and 688 events in the muon channel remain within the signal region. The signal region is defined as \( 56 < M_{jj} < 112 \text{ GeV}/c^2 \), where \( M_{jj} \) is the invariant mass of the two leading jets. Table I shows the expected and observed numbers of events, where the expected number of events takes account of kinematic and geometric acceptance, lepton identification efficiencies, and trigger efficiencies. The expected numbers of \( WW \) and \( WZ \) events are calculated using information from both data and Monte Carlo simulations. For the SM diboson production signals we use the \textsc{pythia} Monte Carlo generator [12] and \textsc{geant}-based detector simulation [13] to predict the accepted event yields. The lepton efficiencies from these simulations are scaled to match the values measured from \( Z \rightarrow \ell^+\ell^- \) events. The central muon efficiencies require a scale factor correction of 0.874 ± 0.009. All other systems have scale factors close to unity. The expected event yields are based on the total signal cross sections of 12.4 ± 0.8 pb (\( WW \)) and 4.0 ± 0.3 pb (\( WZ \)) from next-to-leading order (NLO) predictions [14]. Sources of systematic uncertainty on the expected number of events include jet \( E_T \) corrections (11%), estimated from data events with two jets, \( \gamma + \text{jets} \) events, and Monte Carlo simulations tuned to data [11]; higher-order QCD radiation estimated from variations of the initial and final state showering model (10%); NLO cross section normalization, taken from theory (7%); luminosity measurements (6%); and parton distribution functions (3%).

Backgrounds to \( WW \) and \( WZ \) production in the \( \ell \nu jj \) event signature can be classified into three categories: electroweak (EWK), QCD multijets, and \( W+\text{jets} \). EWK backgrounds contain real leptons from \( W \) and \( Z \) decays and include \( W \rightarrow \tau \nu \), \( Z \rightarrow \ell^+\ell^- \), top pair-production and single top production. The QCD background arises from multijet events in which one jet is falsely identified as a lepton or contains a lepton not from \( W \) or \( Z \) decays, and which have mismeasured energy resulting in large \( E_T \). The \( W+\text{jets} \) background corresponds to production of single \( W \) bosons decaying to \( \ell\nu \) or \( \mu\nu \) accompanied by additional jets.

The EWK backgrounds are estimated from Monte Carlo simulations normalized to NLO predictions [13, 16, 17], using the same methods as for \( WW \) and \( WZ \) signal expectations.

The QCD background is estimated from data. Assuming no correlation between event \( E_T \) and energy in the vicinity of the lepton (lepton isolation energy), we extrapolate from sideband regions to predict the QCD content in the signal region, correcting for the EWK contributions [9]. By using several different ranges of lepton isolation energy and \( E_T \) we estimate a 40% QCD normalization uncertainty.

The \( W+\text{jets} \) background is simulated using the \textsc{alpgen} Monte Carlo generator [15], followed by \textsc{herwig} [16] for the parton shower and fragmentation, and full \textsc{geant} detector simulation. The hard scattering process includes two partons in the final state. To further minimize the systematic uncertainties, we float the absolute \( W+\text{jets} \) normalization in a fit to data (Fig. 1). In the fit, we allow for a linear dependence of the normalization on the dijet invariant mass (\( M_{jj} \)), derived from studies of the effect of renormalization scale variation. By normalizing \( W+\text{jets} \) to the observed data, we achieve a normalization uncertainty of 5%. This should be contrasted with the 20% uncertainty on the NLO cross section that would otherwise have been used to normalize this contribution.

Before probing the existence of ATGC, we test our sensitivity to SM \( WW \) and \( WZ \) production by fitting the dijet mass distribution to the background plus signal hypothesis in the extended dijet mass region \( 32 < M_{jj} < 184 \text{ GeV}/c^2 \), using a lowered jet \( E_T \) threshold of 15 GeV. The result of the fit is \( 109 \pm 110 \text{ (stat) } \pm 54 \text{ (syst) } \text{ events}, \) consistent with both the SM expectation of 160 events and also with no \( WW + WZ \) production. We set a 95% C.L. upper limit of 36 pb on the combined \( WW + WZ \) production cross section.

While we observe no significant evidence of SM \( WW + WZ \) production, we can probe ATGC with the \( p_T^W \) distribution, for which we expect maximum sensitivity to ATGC. In particular, ATGC would result in an enhanced cross section at high \( p_T^W \), where SM backgrounds are small. We perform a binned maximum likelihood fit to the measured \( p_T^W \) spectrum (Fig. 2), and observe no significant deviation from the SM. The ATGC signal is simulated at LO using the \textsc{mcfm} Monte Carlo generator [14] for the hard scatter process and fragmented with \textsc{pythia}, followed by full \textsc{geant} detector simulation. A grid of points is simulated in the \( \lambda - \Delta \kappa \) plane, and the expected numbers of events at each point are fitted to a quadratic
TABLE I: Expected and observed data events for the $\ell\nu jj$, $WW$ and $WZ$ search in the signal region. The signal region is defined as $56 < M_{jj} < 112$ GeV/$c^2$. $e+\mu$ is a correlated estimation of both channels. The listed uncertainties are statistical and systematic combined.

|       | $\ell\nu jj$ | $\ell\nu$ | $\ell\nujj$ |
|-------|--------------|------------|-------------|
|       | $\mu$        | $\mu\ell\nu$ | $\mu\ell\nu\nujj$ |
| WW    | 44.7 ± 7.6   | 34.4 ± 5.8   | 79.0 ± 13.4   |
| WZ    | 6.7 ± 1.1    | 5.1 ± 0.9    | 11.8 ± 2.0    |
| Signal| 51.4 ± 8.7   | 39.5 ± 6.7   | 90.9 ± 15.5   |
| W+jets| 690.0 ± 52.0 | 552.2 ± 44.3 | 1242.2 ± 65.4 |
| QCD Multijets| 53.7 ± 21.5 | 11.9 ± 4.8 | 65.6 ± 26.2 |
| $t\bar{t}$| 30.9 ± 7.7   | 22.4 ± 5.6    | 533 ± 13.3    |
| Z+jets| 16.8 ± 3.4    | 26.9 ± 5.4    | 43.7 ± 8.7    |
| $W(\tau\nu)$+jets| 17.7 ± 3.5   | 21.9 ± 4.4    | 39.6 ± 7.9    |
| Single| 5.1 ± 1.3     | 3.6 ± 0.9     | 8.7 ± 2.2     |
| Background| 814.1 ± 57.0 | 639.0 ± 45.5 | 1435.1 ± 72.7 |

Expected 865.5 ± 57.7 678.5 ± 46.0 1544.0 ± 74.3
Observed 929 688 1617

TABLE II: Allowed ATGC ranges for $\Lambda = 1.5$ TeV at 95% C.L., fixing the other coupling to the SM value.

|       | $\lambda$ | $\Delta \kappa$ |
|-------|-----------|----------------|
| $\ell\nu jj$| (-0.28, 0.28) | (-0.50, 0.43) |
| $\ell\nu \gamma$| (-0.21, 0.19) | (-0.74, 0.73) |
| Combined| (-0.18, 0.17) | (-0.46, 0.39) |

form. We determine a two-dimensional 95% C.L. interval in $\lambda$ and $\Delta \kappa$ corresponding to a change of 3.0 units in the logarithm of a binned likelihood combining all channels, relative to the maximum of the likelihood in $\lambda$ and $\Delta \kappa$. Uncertainties from jet energy scale, renormalization scale, higher order QCD radiation, parton distribution functions, and luminosity are included by a convolution of the likelihood with Gaussian-distributed systematic uncertainties. The dominant systematic uncertainty comes from the jet energy scale, whose correlations among bins, across channels, and between signal and background, are taken into account during the convolution process. The two-dimensional limits are shown in Fig. 1. We also present the one-dimensional limits in Table III where one of the anomalous couplings is held fixed to the SM value.

To increase our sensitivity to ATGC, we combine the $\ell\nu jj$ channel with a previously published CDF measurement of $W\gamma$ production in the $\ell\nu \gamma$ channel [20]. The $\ell\nu \gamma$ data set corresponds to about 200 pb$^{-1}$ of accumulated data. We use $E_T$ of the $\gamma$ to set limits using the same procedure as outlined above for the $\ell\nu jj$ channel, with the exception that the Baur Monte Carlo generator [21] is used for the ATGC signal. Systematic uncertainties for $\ell\nu \gamma$ that enter into the combination are signal acceptance (electrons 4.6%, muons 5%), signal and background NLO normalization (7%), luminosity (6%), and the rate of mismeasured photons due to jets. The rate of jets misreconstructed as photons is estimated from data and binned in $E_T$. The uncertainties on the electron and the muon channel acceptances are assumed to be correlated since they are both dominated by the photon identification uncertainty. The $\ell\nu \gamma$ and $\ell\nu jj$ channels are assumed to be uncorrelated except for the luminosity measurements. The derived $\ell\nu \gamma$ and combined limits are shown in Table II and Fig. 2. It can be seen that the $\ell\nu jj$ and $\ell\nu \gamma$ data have complementary sensitivity to $\Delta \kappa$ and $\lambda$.

In summary, we set limits on ATGC in 350 pb$^{-1}$ of $p\bar{p}$ collisions at $\sqrt{s} = 1.96$ TeV using the $p_T^W$ from $\ell\nu jj$ $WW$ and $WZ$ decays. The couplings are restricted to $-0.28 < \lambda < 0.28$ and $-0.50 < \Delta \kappa < 0.43$, at 95% C.L. This restriction assumes a form factor cut-off $\Lambda = 1.5$ TeV and equal $Z$ and $\gamma$ couplings. The limits obtained in the $\ell\nu jj$ channel are improved by combining with previously published $W\gamma$ results, yielding the combined limits...
−0.18 < \lambda < 0.17 and −0.46 < \Delta \kappa < 0.39.
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