Abstract

Structural finite element models are a modern tool for continuous monitoring of structures, damage detection, prediction of service life and determination of optimal strategy for maintenance. It is well known that we get uncertain numerical models due to the input parameters such as stiffness, mass, and boundary conditions. To solve this problem, finite element model updating methods are used in combination with the results of structural dynamic tests or structural health monitoring data. In this paper, a brief overview of the procedure for updating finite element models using experimentally determined structural dynamic parameters - natural frequencies and natural modes - is given. Some of the most commonly used methods are listed and their advantages and disadvantages are highlighted.
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1. Introduction

Finite element model updating (FEMU) emerged in the 1990s as a topic of the great importance for the design [1], [2], [3], construction [4], [5], [6] and maintenance of mechanical systems [7], [8], [9] and structures [10] [11] [12] [13]. As for civil engineering structures, it refers to the updating of its models to assume its dynamics behaviour more precise and accurate. To minimize the differences and maximize the correlation between the numerical model and the real structure, the model updating (MU) of the civil engineering structure is most often performed by applying the structural dynamic test results.

In addition to dynamic, the static test results [14], [15], [16], [17] or its combination with dynamic test results is also apply [18], [19], [20], [21]. The conducting of FEMU is mainly focused on the determination of most relevant structural parameter values such as geometry, material properties, and boundary conditions. Those parameters minimize the differences between the structural behaviours predicted by the numerical model from the actual behavior of the structure. The reasons why there are differences between the predicted behavior of a numerical model of the structure and its actual behavior include model structure errors, model order errors, model parameter errors, and errors in measurements [22].
Model structure errors arise from incorrect assumptions of the mechanical properties and physical behaviour of structures [23], [24]. Second one, model order errors, most often arise from the difficulty in the modelling of the nonlinearity [14]. Model parameter errors arise from the incorrect assumptions of model parameters- material and geometrical properties. Measurement errors occur in the measurements, where due to the influence of various environmental effects and other different factors an error may occur. Many of investigation is mainly focused on the finite element model updating using structural dynamic parameters - natural frequency, mode shapes and damping ratio. The advantages of using these parameters are that they are easy to apply for damage detection. Also, they are most appropriate when there is a large error in the numerical modelling, and they are directly related to the topology of the structure. In this type of data, most of the structural parameters that best describe the global behavior are include [25]. On the other hand, the determination of the structural dynamic properties for identification is computationally intensive and prone to additional noise. Moreover, it is not able to extract the modes of the frequency bandwidth and is only suitable for highly damped and linear structures [25].

The FEMU method can generally be classified as the automated and manual methods [26], and iterative(non-direct) and non-iterative (direct) methods [27]. The main difference between the manual and automated method lies in the number of selected updating parameters and in the way the model updating is performed - using trial and error methods (manual FEMU) or automated process. There is also a difference in the obtained results, where in manual methods the difference between predicted and actual behavior of structure is less than 5% while in automated methods it is less than 1% [28]. The division of MU methods into iterative and non-iterative methods is somewhat more concrete. As their name say the differences between them is in the way the model updating is implemented, using iterative process or not. The iterative methods are further divided into deterministic methods and Bayesian method. Based on the targeted responses used to update the numerical model, deterministic methods can be further divided into two groups: (1) methods that use eigenvalues and eigenvectors (eigenfrequencies, mode shapes, damping coefficient) and (2) methods that use frequency response data. The Bayesian method treats numerical models as statistical problems and aims to develop a set of numerical models that will represent the actual behavior of the structure [29]. They are aimed at quantifying the uncertainties of the selected updating parameters [30]. The aim of this paper is to present the procedure of model updating by selecting the parameters for numerical model updating, defining the difference function between the predicted and the actual behavior of the structure, and by presenting the most commonly used methods for minimizing the difference. In this way, an review as well as the capacity of the approaches proposed so far is given, on the basis of which some new approaches can be proposed. In the following (second section) the procedure for selecting the parameters of the numerical model is described, through which iteration the numerical model is improved to match the real behavior of the structure. The third section describes how to define the difference between the real and the predicted behavior of the structure, depending on whether the approach to model updating is deterministic or stochastic. Section 4 gives a review of the methods most commonly used in model updating and their advantages and disadvantages.

2. Selection of the updating parameters

The success of the finite element model update implementation depends on the selection of the updating parameters. It is very important to properly define the model parameterization and estimate the unknown parameters from ill-conditioned equations. In addition to parameterization, the uniqueness of the updating parameters, computational efficiency, ill-conditioned equations, and the use of incomplete data is also important. The selected parameters of the numerical model that are being updated should be able to explain the uncertainties or inaccuracies of the model, provided that the output data are sensitive to the input parameters of the model [31]. There are several methods that are used for selection of updating parameters.
One of them is to define the scalar multipliers associated with the mass, stiffness and damping matrices [32]. Second parametrization method employs the direct material and geometrical properties of structures [33]. Third one, generic method [34] by adjusting the eigenvectors and eigenvalues of individual elements or sub-structure update the stiffness and mass matrices. Regardless of the selected parametrization method, the set of selected updating parameters should be as small as possible to eliminate unnecessary parameters and reduce computational cost. Their number is also limited by the amount of information available from measurements in a limited frequency range.

3. Definition of the objective and probability density function

Formulation of the objective function for the FEMU problem must take into account the residuals that are sensitive to the selected updating parameters [35]. Objective function in problem of FEMU is the residuals which defined the differences between structural behaviour predicted by numerical model and its actual behaviour. Usually, it is most defined by considering two types of residuals. The first one is associated with the natural frequencies while the second is associated with the corresponding mode shapes. Also, the objective function can be defined by considering the residual associated with the damping ratio [36]. The influence of those residuals on the objective function can be evaluated via two approaches: the single objective function (1) and multi objective function (2) approach.

\[ F(x) = \sum_{i=1}^{NF} w_i F_i(x) \]  
\[ (F_i(x)) = (F_1(x), F_2(x), \ldots, F_{NF}(x)) \]  

Single objective function (1) approach is characterized by only one objective function. This function is defined in terms of the sum of weighted residuals. The values of weighted residual are usually obtained using the trial-and-error method or a probabilistic method in terms of the standard deviation of the experimental data. On the other hand, in the multi objective function approach (2) each component of the objective function is defined in terms of unweighted residuals. Several non-dominated solutions are obtained which form a Pareto front. As the solutions is non-dominate a decision-making problem must be solved. The best solution is selected from the Pareto front by determining the knee point. Knee point is a solution from the Pareto front that has a maximum marginal utility. It represent the locally the best trade-off solutions among the considered objective values [36]. In the stochastic approach, a numerical model is updated to the multiple sets of predicted results using multivariate multiple regression. In this way, a parameter sensitivity matrix is created that accounts for the entire population of randomized values for all parameters together. Differences between the experimentally and numerically obtained data are minimized using a gradient and regression approach to obtain improved estimates of the mean value of the randomized parameters at each step [37].

In Bayesian method [38] instead an objective function probability density function (PDF) is defined in terms of the posterior PDF-P(θ|M, Mₐ) likelihood function-P(M|Mₐ), normalisation function-P(M|Mₐ) as follows (3)

\[ P(\theta|M, m) = \frac{P(\theta|M, m)p(\theta|Mₐ)}{p(M|Mₐ)} \]  

4. Finite element model updating methods

4.1. Matrix update methods

The matrix update method is mainly based on updating the structural mass, stiffness or damping matrices. They are implemented to minimize the differences between the analytical and measured matrices. The main concept is based on changing the global stiffness, mass or damping matrices to an improved numerical model that accurately reproduces the experimental results [39]. Their application directly minimizes the differences between experimentally and numerically obtained structural dynamic parameters. These methods are computationally expensive and it is difficult to find a global minimum through the optimization techniques since there are several stationary points [22]. Besides, it is difficult to achieve a solution with the physical meaning.
4.2. Sensitivity based methods

Sensitivity-based methods are the most successful approach with many applications to the MU problems. In these methods, the experimentally obtained structural dynamics parameters – natural frequencies and mode shapes are adopted for updating the initial numerical model. These methods allow a wide choice of the parameters for model updating and measured outputs to be weighted. With the respect to parameters, determination of the sensitivity of the measurements is computationally intensive and the approximation of the sensitivity may only be obtained. The sensitivity is most often the non-linear function of the updating parameters, an iterative procedure is necessary [40]. This iterative procedure is associated with the convergence problem to solve for the selected parameters [41]. Sensitivity based method has some limitations related to request of existence of a sensitivity matrix with the respect to all updating parameters. This led to the expensive computation. On the other hand this method may not be applicable for structure which contain a considerable amount of damage [22].

4.3. Dynamic perturbation and regularization method

As the sensitivity based method works well when the differences between the predicted and actual structural behaviour is relatively small, in the case where such difference is sufficiently large, the linear or first order approximations may be inappropriate [41]. An exact relationship between the perturbation of structural parameters and the perturbation of the associated dynamic parameters is used for the FEMU. This method directly adopts the measure incomplete structural dynamic parameters and in the FEMU process it doesn’t require mode shape expansion or reduction [42]. This method needs much less computational effort to estimate updating parameters. It provides optimised solutions for MU in the least squares sense without requiring optimisation techniques [43]. Also, this method offers reliable estimates of structural updating parameters, even in the cases where relatively large modifications in structural parameters and/or in modal properties exist between the finite element model and the tested structure [44].

4.4. Iterative optimization procedure

Iterative optimization methods transform the FEMU into the optimization problem. On this way the objective function is defined as (here there is a typo) the relative differences, i.e., residuals, between the behaviour of structure predicted by numerical model and its actual behaviour. There are two different ways in which these residuals can be defined. The first one is as single objective optimization problem, while the second one is the multi-objective optimization problem [45]. As the name says, the first optimization problem- single objective is characterized with only one objective function define in terms of the sum of the weighted residuals. The final values of the weighted residuals are usually derived from a trial-and-error process.

4.5. Bayesian method and Fuzzy methods

The Bayesian FEMU method approaches on the development of the numerical model as a statistical problem focusing on the estimating the probabilistic density function of the numerical model physical parameters. This method uses Bayesian probability theory [46] for estimating the posterior probability density function of the physical parameters of the model. Density function is estimated in terms of the likelihood and prior probability density functions [29]. The likelihood function measures the discrepancies between the numerical and experimental structural dynamic properties. The prior probability density function reflects a previous assumption about the statistical behavior of the physical parameters of the FE model. Including its advantages, this method has a disadvantage related to a complex numerical model, which is often time consuming and computationally limited, limiting its applicability to the large real structures.

4.6. Computational intelligence algorithms

Finite element model updating is an optimization method in which the design variables are the uncertain parameters of the model [47]. The objective is to minimize the distance between the structural behavior predicted by numerical model and its actual behavior obtained by conducting the experimental investigation. To solve the optimization problem of FEMU the computational intelligence algorithms are used (Figure 3).

This techniques mostly include the Nelder mead simplex method [48], sequential programming technique [49], genetic algorithm [50], particle swarm optimization [51], simulated annealing [44], response surface method [52], hybrid optimization [53] and multi objective optimization [54] and all the other algorithms
5. Conclusion

With the ever-advancing development of computer software and structural health monitoring techniques, ever-increasing demands are being placed on the numerical modelling of structures. This has created a need for the development of methods that combine computer software and SHM techniques into numerical models to describe real structure as accurately and precisely as possible. The numerical models obtained can be used for various purposes, from monitoring the construction phases, to the maintenance of the structure and its restoration, to important related decisions. This paper gives a brief overview of the process of implementing model updating and the most used methods for this purpose. Moreover, a way to select the updating parameters and to define the differences between the behavior of the structure predicted by the numerical model and the actual one is given. Based on the review performed, it can be concluded that the selection of the model updating method depends on the test settings of the structure and the numerical model, on the complexity of the structure and on the way of defining the difference between the behavior of the structure predicted by the numerical model and its actual behavior. It turned out to be very important to correctly define the function and the appropriate algorithm that ensures its solutions. Due to the complexity of numerical models for certain types of structures, updating their model is a very time-consuming and expensive process and requires a large amount of computation. Therefore, for further research, it is proposed to develop an algorithm that reduces the time and computational cost required to improve the numerical model without compromising the accuracy of the updated solution (optimal value of the selected parameters).
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