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ABSTRACT. The notion of higher order dual varieties of a projective variety, introduced in [21], is a natural generalization of the classical notion of projective duality. In this paper we present geometric and combinatorial characterizations of those equivariant projective toric embeddings that satisfy higher order selfduality. We also give several examples and general constructions. In particular, we highlight the relation with Cayley-Bacharach questions and with Cayley configurations.

1. Introduction

Let $X \subset \mathbb{P}^N$ be a projective complex algebraic variety of dimension $n$ over an algebraically closed field $K$ of characteristic zero, and fix $k \in \mathbb{N}$. A hyperplane $H$ is said to be tangent to $X$ to the order $k$ at a smooth point $x$, when $H$ contains the $k$th osculating space to $X$ at $x$ (see Section 2 for a precise definition). The $k$-th dual variety $X^{(k)}$ is the Zariski closure in the dual projective space $(\mathbb{P}^N)^\vee$ of all hyperplanes tangent to $X$ to the order $k$ at some smooth point $x$. In particular, the first osculating space is the tangent space and $X^{(1)}$ is the classical dual variety.

If the dimension $d_k$ of the $k$th osculating space at a general point of $X$ is strictly smaller than the ambient dimension $N$, the expected dimension of $X^{(k)}$ equals $n + N - d_k - 1$, which is at least $n$. Note that the actual dimension might be smaller than $n$.

Definition 1.1. A projective variety $X \subset \mathbb{P}^N$ is said to be $k$-selfdual if there exists a linear isomorphism $\varphi: \mathbb{P}^N \to (\mathbb{P}^N)^\vee$ such that $\varphi(X) = X^{(k)}$.

In particular, if $X$ is $k$-selfdual, then $\dim X = \dim X^{(k)} = n$. We will be concerned with the characterization of these special varieties for equivariant toric embeddings. Toric 1-selfdual varieties were studied in [2], while $k$th duals $X^{(k)}$ of projective toric varieties $X$ were studied in [5].

An equivariantly embedded projective toric variety (not necessarily normal) is rationally parameterized by monomials with exponents given by a lattice configuration:

$$\mathcal{A} = \{a_0, \ldots, a_N\} \subset \mathbb{Z}^n,$$

besides some zero coordinates (see Proposition 1.5 in Chapter 5 of [10]). We denote by $X_\mathcal{A} \subset \mathbb{P}^N$ the projective toric variety rationally parametrized by $t \mapsto (t^{a_0} : \cdots : t^{a_n})$. We note that by Lemma 2.14 in [2], $X_\mathcal{A}$ is non degenerate (i.e., not contained in any hyperplane) if and only if the points $a_i$ are distinct, and we will always assume this holds. A lattice configuration $\mathcal{A}$ is said to be complete if it consists of all the lattice points in its convex hull. Complete configurations $\mathcal{A}$ correspond to toric varieties embedded by a complete linear system.
We investigate different characterizations of higher selfdual toric varieties \( X_A \) associated to a finite lattice configuration. Section 2 deals with a first characterization of higher selfduality in terms of the torus action associated to \( A \). Theorem 2.7, which is a generalization of Theorems 3.2 and 3.3 in [2], asserts that a non-degenerate projective toric variety \( X_A \) is \( k \)-selfdual if and only if \( \dim X_A = \dim X_A^{(k)} \) and \( A \) is \( k \)-nap (see Definition 2.4). The main result in Section 3 is Theorem 3.4, which characterizes \( k \)-selfduality in combinatorial terms. Section 4, showcases different examples in the surface case which reveal the impossibility of an exhaustive classification. Section 5 contains general constructions of higher selfdual varieties. In particular, we highlight the relation with Cayley-Bacharach questions [8] and with Cayley configurations (see Definition 3.1). We show that any general configuration of \( \binom{n+k}{k} + 1 \) points is \( k \)-selfdual (see Corollary 5.2) and that Veronese-Segre embeddings give smooth selfdual toric varieties in any dimension (see Theorem 5.14).
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2. HIGHER ORDER DUALS AND TORUS ORBITS

The main result of this section is Theorem 2.7, where we give a first characterization of higher order selfdual toric varieties \( X_A \) deduced from the description of \( X_A^{(k)} \) in terms of the torus action defined by \( A \) (see (5), (6)).

2.1. Higher duals of projective varieties. We recall here some basic facts and we refer the reader to [2], [5] for more details.

Let \( \iota : X \hookrightarrow \mathbb{P}^N \) be an embedding of a complex non degenerate irreducible algebraic variety of dimension \( n \). Let \( (x_1, \ldots, x_n) \) be a local system of coordinates around a smooth point \( x \in X \), with maximal ideal \( \mathfrak{m}_x = (x_1, \ldots, x_n) \) in the local ring \( \mathcal{O}_{X,x} \). Let \( \mathcal{L} := \iota^*(\mathcal{O}_{\mathbb{P}^N}(1)) \). The quotient vector space \( \mathcal{L}'/\mathfrak{m}_x^{k+1}\mathcal{L} \) is the fibre at \( x \) of the \( k \)-th principal parts (or jet) sheaf \( \mathcal{P}_X^k(\mathcal{L}) \). The \( k \)-th jet map (of coherent sheaves) \( j_k : \mathcal{O}_X^{N+1} \to \mathcal{P}_X^k(\mathcal{L}) \) is given fiberwise by the linear map \( j_{k,x} \) induced by the map of \( \mathcal{O}_X \)-modules \( \mathcal{L} \to \mathcal{L}'/\mathfrak{m}_x^{k+1}\mathcal{L} \), which sends \( s \in \mathcal{L}_x \) to its Taylor series expansion up to order \( k \) with respect to the local coordinates \( x_1, \ldots, x_n \). Thus, \( \mathbb{P}(\text{Im}(j_{1,x})) = \mathbb{P}(\mathcal{P}_X^1(\mathcal{L})_x) = \mathbb{T}_{X,x} \) is the embedded tangent space at the point \( x \). More generally, the
linear space $\mathbb{P}(\text{Im}(j_{k,x}))$ is called the \textit{k-th osculating space} of the embedded variety $X$ at $x$ and it is denoted by $\mathbb{T}_{X,x}^k$. The dimension of the $k$th osculating spaces is at most \binom{n+k}{k} - 1.

The variety $X$ is called \textit{generically k-jet spanned} if equality holds for almost all smooth points $x \in X$. Let $X_{k-\text{cst}}$ denote the open dense subset of $X$ where the rank of $j_k$ is constant; denote this rank by $d_k + 1$.

**Definition 2.1.** A hyperplane $H$ is tangent to $X$ to order $k$ at a point $x \in X_{k-\text{cst}}$ if $\mathbb{T}_{X,x}^k \subseteq H$. The $k$-th dual variety $X^{(k)}$ is

$$X^{(k)} := \text{closure}\{H \in (\mathbb{P}^N)^\vee \mid H \supseteq \mathbb{T}_{X,x}^k \text{ for some } x \in X_{k-\text{cst}}\}.$$  

(1)

It follows that $X^{(k)}$ is the closure of the image of the map

$$\mathbb{P}((\text{Ker } j_k)^\vee|_{X_{k-\text{cst}}}) \to (\mathbb{P}^N)^\vee,$$  

(2)

and hence is irreducible. The higher order dual varieties $X^{(k)}$ for $k \geq 2$ are contained in the singular locus of the dual variety $X^\vee = X^{(1)}$.

2.2. \textbf{Higher duals of toric varieties and knap configurations.} Consider a lattice configuration $\mathcal{A} = \{a_0, \ldots, a_N\} \subset \mathbb{Z}^n$ and let $X_\mathcal{A} \subset \mathbb{P}^N$ be the corresponding toric variety. The variety $X_\mathcal{A}$ is an affine invariant of the configuration $\mathcal{A}$ by Proposition II.5.1.2 in [10] (see also Section 2 in [2]) and the dimension of $X_\mathcal{A}$ equals the dimension of the affine span of $\mathcal{A}$. Thus we can replace, without loss of generality, our configuration by the affinely isomorphic lattice configuration

$$\{(1, a_0), \ldots, (1, a_N)\} \subset \mathbb{Z}^{n+1}. $$  

(3)

We will assume that the lattice configurations $\mathcal{A}$ we consider are of the form (3). We will denote by $A$ the integer matrix of size $(n+1) \times (N+1)$ with columns $A = \{(1, a_0), \ldots, (1, a_N)\}$, which has rank $n+1$. Up to replacing $\mathbb{Z}^{n+1}$ by the lattice spanned by the points in $\mathcal{A}$, we can assume that $\mathbb{Z}A = \mathbb{Z}^{n+1}$, or equivalently, that the greatest common divisor of the maximal minors of $A$ equals 1. Thus, we will assume that $\dim(X_\mathcal{A}) = n$.

**Definition 2.2.** Given any matrix $A$ as above, denote by $v_0 = (1, \ldots, 1), v_1, \ldots, v_n \in \mathbb{Z}^{N+1}$ the row vectors of $A$. For any $\alpha \in \mathbb{N}^{n+1}$, denote by $v_\alpha \in \mathbb{Z}^{N+1}$ the vector obtained as the evaluation of the monomial $x^\alpha$ in the points of $\mathcal{A}$, that is, the coordinatewise product of $(\alpha_0$ times the row vector $v_0$) times $(\alpha_1$ times the row vector $v_1$) times ... times $(\alpha_n$ times the row vector $v_n)$. For any $k$, we define the associated matrix $A^{(k)}$ as follows. Order the vectors $\{v_\alpha : |\alpha| \leq k\}$ by degree and then by lexicographic order with $0 > 1 > \cdots > n$, and let $A^{(k)}$ be the $\binom{n+k}{k} \times (N+1)$ integer matrix with these rows. As $v_0 = (1, \ldots, 1)$, the first $n+1$ row vectors of $A^{(k)}$ are just the row vectors $v_0, \ldots, v_n$ of $A$.

**Example 2.3.** For $k = 2$, we get
For example, if \( n = 1 \) and \( v_1 = (0, 1, \ldots, N) \), then

\[
A^{(2)} = \begin{pmatrix}
1 & 1 & 1 & 1 & \cdots & 1 \\
0 & 1 & 2 & 3 & \cdots & N \\
0 & 1 & 4 & 9 & \cdots & N^2
\end{pmatrix}.
\]

If instead, \( n = 2 \) and

\[
A = \begin{pmatrix}
1 & 1 & 1 & 1 \\
0 & 1 & 0 & 1 \\
0 & 0 & 1 & 1
\end{pmatrix}
\]

defines the Segre embedding of \( \mathbb{P}^1 \times \mathbb{P}^1 \) in \( \mathbb{P}^3 \), the matrix \( A^{(2)} \) has 6 rows, and (avoiding repeated rows) it is affinely equivalent to the lattice configuration read in the columns of the following matrix:

\[
A''^{(2)} = \begin{pmatrix}
1 & 1 & 1 & 1 \\
0 & 1 & 0 & 1 \\
0 & 0 & 1 & 1 \\
0 & 0 & 0 & 1
\end{pmatrix}.
\]

A lattice configuration \( \mathcal{A} \) with cardinality \( N + 1 \) defines a torus action of the \( n \)-torus on \( \mathbb{P}^N \) as follows:

\[
t_{\mathcal{A}} \cdot x = (t^{a_0} x_0 : \cdots : t^{a_N} x_N).
\] (5)

Then, \( X_{\mathcal{A}} = \text{closure}(\text{Orb}_{\mathcal{A}}(1)) \) is the closure of the orbit of the point \( 1 = (1, \ldots, 1) \). By considering a (vector space) basis in \( \mathbb{K}^{N+1} \) and its dual basis in \( (\mathbb{K}^{N+1})^\vee \), we will identify \( \mathbb{P}^N = \mathbb{P}(\mathbb{K}^{N+1}) \) with \( \mathbb{P}(\mathbb{K}^{N+1})^\vee = (\mathbb{P}^N)^\vee \). The torus action (5) defines an action in the dual space, which is given by

\[
t_{\mathcal{A}}^\vee \cdot y = (t^{-a_0} y_0 : \cdots : t^{-a_N} y_N).
\] (6)

If for any \( t \) in the \( n \)-torus, we denote by \( \frac{1}{t} \) its coordinatewise inversion, for any \( i = 0, \ldots, N \), we have that \( t^{-a_i} = (\frac{1}{t})^{a_i} \).

Given a lattice configuration \( \mathcal{A} \) as in (3) and \( k \in \mathbb{N} \), the projectivization of the rowspan of \( A^{(k)} \) depends on the toric variety \( X_{\mathcal{A}} \) and not on the choice of the matrix \( A \) (and associated matrix \( A^{(k)} \)). In fact, the projectivization of the rowspan of \( A^{(k)} \)
equals the $k$-th osculating space $T^k_{X_A,1}$. Thus, the rank of $A^{(k)}$ equals the generic rank $d_k + 1$ of the $k$-th jet map. We will denote the dimension of $\text{Ker} \ A^{(k)}$ by $c_k$:

$$c_k := \dim \text{Ker} \ A^{(k)} = (N + 1) - (d_k + 1) = N - d_k.$$  \hfill (7)

**Definition 2.4.** Given a lattice configuration $\mathcal{A}$ as in (3) and $k \in \mathbb{N}$, we say that $\mathcal{A}$ (or the matrix $A$) is knap if no vector $e_i$, $i = 0, \ldots, N$, in the canonical basis of $\mathbb{R}^{N+1}$ lies in the rowspan of the matrix $A^{(k)}$, i.e., if the configuration of columns of $A^{(k)}$ is not a pyramid over one of its points. Clearly, if $\mathcal{A}$ is knap, then it is $k'$-nnap for all $k' \leq k$.

We will denote by $T^\vee_N$ the torus of $(\mathbb{P}^N)^\vee$, that is, the open set formed by the points with all nonzero coordinates.

**Lemma 2.5.** Let $\mathcal{A}$ be a lattice configuration as in (3) and $k \in \mathbb{N}$. Then, the following statements are equivalent:

(a) $\mathcal{A}$ is knap.

(b) There exists a point in $\text{Ker} \ A^{(k)}$ with all nonzero coordinates. That is, the projective linear space $\mathbb{P}(\text{Ker} \ A^{(k)})$ meets the torus $T^\vee_N$.

(c) For any $i \in \{0, \ldots, N\}$, it is not possible to find a polynomial $Q \in \mathbb{Q}[x_1, \ldots, x_n]$ of degree at most $k$ such that $Q(a_j) = 0$ for all $j \neq i$ and $Q(a_i) \neq 0$.

**Proof.** The variety $\mathbb{P}(\text{Ker} \ A^{(k)})$ meets the torus if and only if it does not lie in the union of the coordinate hyperplanes. But as it is irreducible, this happens if and only if it does not lie in a single coordinate hyperplane $\{y_i = 0\}$, for some $i = 0, \ldots, N$. Thus condition (b) is clearly equivalent to condition (a). To prove the equivalence with condition (c), it is enough to observe that any vector in the $\mathbb{Q}$-rowspan of $A^{(k)}$ is of the form $(Q(a_0), \ldots, Q(a_m))$ for a polynomial $Q$ of degree at most $k$. \hfill $\square$

In general, let $J$ be the maximal set of indices such that $\mathbb{P}(\text{Ker} \ A^{(k)})$ is contained in the coordinate space $P_{N,J} := \{x \in (\mathbb{P}^N)^\vee \mid x_j = 0 \text{ for all } j \in J\}$. Denote by $T^\vee_{N,J} := \{x \in P_{N,J} \mid x_i \neq 0 \text{ for all } i \notin J\}$ the torus of $P_{N,J}$. In particular, when $\mathcal{A}$ is knap, $J = \emptyset$ and $T^\vee_{N,\emptyset} = T^\vee_N$.

**Proposition 2.6.** Let $k \in \mathbb{N}$ and $\mathcal{A}$ a lattice configuration as in (3). Then the $k$-th order dual variety can be written as

$$X^{(k)}_\mathcal{A} = \text{closure} \left( \bigcup \text{Orb}_{\nu}^{\mathcal{A}}(\mathbf{y}) \right),$$

where the union is taken over $\mathbf{y} \in \mathbb{P}(\text{Ker} \ A^{(k)}) \cap T^\vee_{N,J}$. In particular, $X^{(k)}_\mathcal{A}$ can be rationally parameterized, and it is nondegenerate if and only if $\mathcal{A}$ is knap.

**Proof.** As we pointed out, the projectivization of the rowspan of $A^{(k)}$ equals the $k$-th osculating space $T^k_{X_A,1}$. The osculating spaces at the points in the torus of $X_A$ are translated by the action (5). We deduce from (2) (cf. also Remark 2.20 in [3]) that the $k$-th dual variety in $(\mathbb{P}^N)^\vee$ can be described as in (8).

Since $\text{Ker} \ A^{(k)}$ is a linear subspace, it can be (linearly) parameterized, and hence the union of orbits in (8) admits the following rational parameterization. Let $\nu^1, \ldots, \nu^{d_k}$
be a \(\mathbb{Z}\)-basis of the kernel of \(A^{(k)}\) and consider the \(c_k\)-dimensional “row vectors” \(b_i := (\nu_i^1, \ldots, \nu_i^{c_k}), i = 0, \ldots, N\). Then, the map \(\varphi : (\mathbb{P}^{c_k-1})^\vee \to \mathbb{P}(\text{Ker } A^{(k)})\) defined by

\[
\varphi(\lambda) = \langle (b_0, \lambda), \ldots, (b_N, \lambda) \rangle
\]

is a parameterization of \(\mathbb{P}(\text{Ker } A^{(k)})\) (here \(\langle b_i, \lambda \rangle\) denotes the sum \(\sum_{j=1}^{c_k} b_{ij} \lambda_j\)). It follows that \(X_A^{(k)}\) can be rationally parameterized by sending \((\lambda, t)\), with \(t\) in the \(n\)-torus \((\mathbb{K}^*)^n\) of points in \(\mathbb{K}^n\) with all nonzero coordinates, to:

\[
(\langle b_0, \lambda \rangle t^{-a_0}, \ldots, (b_N, \lambda) t^{-a_N}).
\]

By equality (8), \(X_A^{(k)} \subset P_{N,J}^\vee\). Moreover, by Lemma 2.5, \(J\) is empty if and only if \(A\) is knap. So, when \(A\) is not knap it is clear that \(X_A^{(k)}\) is degenerate, and when \(A\) is knap we have that \(X_A^{(k)}\) is nondegenerate because we are assuming that all weights \(a_i\) are different and so no orbit can lie in a linear space by Lemma 2.14 in [2].

2.3. First characterization of higher selfduality for toric embeddings. The following result is a generalization of Theorems 3.2 and 3.3 in [2]. We will avoid the subscripts to indicate the torus action, when this is clear from the context.

**Theorem 2.7.** Let \(A\) be a lattice configuration as in (3). Then, the following statements are equivalent:

- (a) \(X_A\) is \(k\)-selfdual.
- (b) \(\dim X_A = \dim X_A^{(k)}\) and \(A\) is knap.
- (c) There exists a point \(p\) in the torus of \((\mathbb{P}^N)^\vee\) such that \(X_A^{(k)} = \text{closure}(\text{Orb}_{\lambda}(p))\).

**Proof.** Assume (a) holds. Then the equality of the dimensions in (b) is evident. In case \(A\) is not knap, \(X_A^{(k)}\) is degenerate by Proposition 2.6. As \(X_A\) is nondegenerate, there is no linear isomorphism \(\varphi\) such that \(\varphi(X_A) = X_A^{(k)}\).

Assume now that (b) holds. By Lemma 2.5 there exists a point \(p \in \mathbb{P}(\text{Ker } A^{(k)}) \cap T_N^\vee\). Then, \(X_A = \text{closure}(\text{Orb}_{\lambda}(1))\) is isomorphic to \(\text{closure}(\text{Orb}_{\lambda}(p))\) by the diagonal linear isomorphism given by coordinatewise product by \(p\). Moreover, we deduce from (8) that

\[
\text{Orb}_{\lambda}(p) \subset X_A^{(k)} = \text{closure} \left( \bigcup \text{Orb}_{\lambda}(y) \right),
\]

where \(y \in \mathbb{P}(\text{Ker } A^{(k)}) \cap T_N^\vee\). As the dimensions agree and both varieties are irreducible, it follows that (c) holds.

Finally, if (c) holds, then the closure of the orbit of \(p\) under \(\lambda\) has the same dimension as \(X_A = \text{Orb}_{\lambda}(1)\) and they are isomorphic, which implies that \(X_A\) is \(k\)-selfdual.

**Example 2.8.** To illustrate the fact that knap-ness is needed in (b), here is an example with \(\dim X_A = \dim X_A^{(k)} = 2\), \(A\) not knap, and \(X_A\) is not \(k\)-selfdual, for \(k = 1\). Consider the lattice point configuration \(A\) giving the following matrix:
This matrix is obviously a pyramid (so it is not 1nap). In fact, \( X_A \subset \mathbb{P}^4 \) is the cone over a twisted cubic curve in a \( \mathbb{P}^3 \subset \mathbb{P}^4 \) with vertex a point outside the \( \mathbb{P}^3 \). The hyperplanes tangent to \( X_A \) are the hyperplanes containing this vertex and a tangent line to the twisted cubic. Thus the dual variety \( X_A^\vee \) is a surface contained in a hyperplane, hence degenerate, and therefore cannot be linearly equivalent to \( X_A \). Observe that \( X_A^\vee \) is not a toric variety. In fact, if we identify the hyperplane \( P_0 \) with \((\mathbb{P}^3)^\vee \), \( X_A^\vee \) gets identified with the dual of the twisted cubic. We generalize this observation in Lemma 5.5.

3. Combinatorial characterization of \( k \)-selfdual toric varieties

In this section we characterize \( k \)-selfdual toric varieties \( X_A \) in combinatorial terms. Our main result is Theorem 3.4. In Proposition 3.5 we show that when the kernel of the associated matrix \( A^{(k)} \) has dimension \( c_k = 1 \), \( k \)-selfduality is automatic provided \( A \) is \( k \)-nap, and we give some consequences of \( k \)-selfduality. We start by recalling the definition of Cayley configurations.

**Definition 3.1.** A configuration \( A \subset \mathbb{Z}^{r+d} \) is said to be \( r \)-Cayley if there exist \( r \) lattice configurations \( A_1, \ldots, A_r \subset \mathbb{Z}^d \) such that \( A \) is affinely isomorphic to

\[
\text{Cayley}(A_1, \ldots, A_r) = \mathbf{e}_1 \times A_1 \cup \cdots \cup \mathbf{e}_r \times A_r,
\]

where \( \{\mathbf{e}_1, \ldots, \mathbf{e}_r\} \) denotes the canonical basis in \( \mathbb{Z}^r \).

Note that we do not require the \( A_i \) to be non degenerate, i.e., possibly \( A_i \subset \mathbb{Z}^e \subset \mathbb{Z}^d \), with \( e < d \). When all configurations \( A_i \) equal a given lattice configuration \( B \), then \( X_{\text{Cayley}(A_1, \ldots, A_r)} \) is isomorphic to the product \( \mathbb{P}^{r-1} \times X_B \).

**Remark 3.2.** Any \( r \)-Cayley configuration \( A \) lies in an affine hyperplane off the origin since \( \mathbf{e}_1 \times A_1 \cup \cdots \cup \mathbf{e}_r \times A_r \) lies in the hyperplane defined by the sum of the first \( r \) coordinates equal to 1. Modulo an affine isomorphism, we can assume that \( A \) lies in the hyperplane defined by \( x_1 = 1 \). As we remarked before, without any loss of generality, any lattice configuration is of the form (3), that is, any \( A \) is \( 1 \)-Cayley. Starting with \( r = 2 \), the condition of being \( r \)-Cayley imposes serious combinatorial constraints; in particular, all points in \( A \) need to lie in two parallel hyperplanes. Note also that any \( r \)-Cayley configuration is also an \( r' \)-Cayley configuration for any \( r' \leq r \).

Recall that given a lattice configuration \( A \) as in (3) and \( k \in \mathbb{N} \), we denote the dimension of \( \text{Ker} A^{(k)} \) by \( c_k \) (7). Given a \( \mathbb{Z} \)-basis of this kernel \( \nu^1, \ldots, \nu^{c_k} \), we denote by \( b_i := (\nu_i^1, \ldots, \nu_i^{c_k}) \), \( i = 0, \ldots, N \) the \( c_k \)-dimensional "row vectors".

**Definition 3.3.** Given a line \( L \) through the origin in \( \mathbb{R}^{c_k} \), we define the \((0,1)\)-vector \( e_L \in \mathbb{R}^{N+1} \) by the condition that \((e_L)_i = 1 \) if and only if \( b_i \in L \).

The vectors \( e_L \) are independent of the choice of basis of \( \text{Ker} A^{(k)} \).
Theorem 3.4. The projective toric variety \( X_A \) is k-selfdual if and only if \( A \) is knap and the vectors \( e_L \) lie in the rowspan of \( A \) for each line \( L \) through the origin in \( \mathbb{R}^c_k \).

More explicitly, let \( L_1, \ldots, L_r \) be the lines containing some of the vectors \( b_i \), and for any \( j = 1, \ldots, r \), set \( \Gamma_j := \{ i : b_i \in L_j \} \subseteq \{0, \ldots, N\} \). Then, \( r \geq c_k \) and \( X_A \) is k-selfdual if and only if \( A \) is knap and \( A \) is r-Cayley with respect to this partition of \( \{0, \ldots, N\} \).

In particular,
\[
\sum_{\ell \in \Gamma_j} b_\ell = 0 \quad \text{for any } j = 1, \ldots, r. \tag{11}
\]

Proof. Note that the condition that the vector \( e_L \) lies in the rowspan of \( A \) is equivalent to the fact that \( \sum_{b_i \in L} v_i = 0 \) for any vector \( v \) in \( \text{Ker } A \).

We recall a basic result from the theory of toric ideals [26]. Let \( (y_0 : \cdots : y_N) \) be homogeneous coordinates in \( \mathbb{P}^N \) and write any vector \( v = (v_i : \cdots : v_N) \in \mathbb{Z}^{N+1} \) as the difference of two non negative integer vectors with disjoint support \( v = v^+ - v^- \). It is well known that a projective variety is of the form closure(\( \text{Orb}_{\mathbb{A}}(p) \)) if and only if it is cut out by the following binomial equations:
\[
p^{v^-} y^{v^+} - p^{v^+} y^{v^-} = 0, \quad \text{for all } v \in \text{Ker } A. \tag{12}
\]

Assume \( X_A \) is k-selfdual. Then, it follows from Theorem 2.7 that \( A \) is knap and there exists \( p = (p_0 : \cdots : p_N) \in T_N^k \) such that \( X_A^{(k)} = \text{closure}(\text{Orb}_{\mathbb{A}}(p)) \). We substitute the rational parametrization \( y_i = \langle b_i, \lambda \rangle t^{-a_i}, i = 0, \ldots, N \), from (10) into equations (12). Then, the \( t \) variables get cancelled and for any \( v \in \text{Ker } A \) we have the following polynomial identity in the variables \( \lambda \):
\[
 p^{v^-} \prod_{v_i > 0} \langle b_i, \lambda \rangle^{v_i} = p^{v^+} \prod_{v_i < 0} \langle b_i, \lambda \rangle^{-v_i}. \tag{13}
\]

The polynomials on both sides of (13) must have the same irreducible factors to the same powers. Clearly, \( \langle b_i, \lambda \rangle \) and \( \langle b_k, \lambda \rangle \) are associated irreducible factors if and only if \( b_i \) and \( b_k \) are collinear vectors. For any line \( L_j \), let \( \beta_j \) be one of the two integer generators of \( L_j \) and for any \( i \in \Gamma_j \), write \( b_i = \mu_{ij} \beta_j, \mu_{ij} \in \mathbb{Z} \setminus \{0\} \). Then, for any \( v \in \text{Ker } A \), the rational function
\[
 \prod_{i \in \Gamma_j} \langle \beta_j, \lambda \rangle^{v_i} = \langle \beta_j, \lambda \rangle^{\sum_{i \in \Gamma_j} v_i}
\]

must be constant, which implies that
\[
 \sum_{i \in \Gamma_j} v_i = 0, \quad \text{for any } j = 1, \ldots, r. \tag{14}
\]

As we remarked, this is equivalent to the fact that the vectors \( e_{L_j} \) lie in the rowspan of \( A \) for any \( j = 1, \ldots, r \). This means that the partition of \( A \) given by the subsets \( \Gamma_j, j = 1, \ldots, r \), gives \( A \) an r-Cayley structure. As \( \text{Ker } A^{(k)} \subseteq \text{Ker } A \), we get that the vectors \( v = v^1, \ldots, v^k \) also satisfy (14), and we deduce that the sum of the row vectors...
that the projectivization of $\mathbb{P}^{c_k}$, they must lie in at least $c_k$ different lines, i.e., $r \geq c_k$.

Assume now that the vectors $e_{L_j}$ lie in the rowspan of $A$ for each line $L_j$ through the origin in $\mathbb{R}^{c_k}$, or equivalently, that (14) holds, for any $j = 1, \ldots, r$ and any $v \in \ker A$. As $A$ is knap, there exists a vector $p \in \mathbb{P}(\ker A^{(k)}) \cap T_N^\vee$. We write it as $p = \varphi(\lambda_0)$ with $\lambda_0 \in (\mathbb{P}^{c_k-1})^\vee$ and $\varphi$ the linear map defined in (9). Then, it is straightforward to verify that for any $\lambda$ with $\varphi(\lambda) \in \mathbb{P}(\ker A^{(k)}) \cap T_N^\vee$,

$$
\prod_i (b_i, \lambda)^{\nu_i} = \mu^* \left( \prod_{j=1}^r \langle \beta_j, \lambda \rangle^{\sum_{i \in j} \nu_i} \right) = \mu^*,
$$

(15)

where the nonzero constant $\mu^*$ is equal to the product $\left( \prod_{j=1}^r \prod_{i \in j} \mu_{ij}^{\nu_i} \right)$. But in particular, (15) holds for $\lambda_0$, that is, $\mu^* = p^\nu$. Therefore, the binomial equations in (13) hold, as wanted. \hfill \Box

Given a lattice configuration $A$, we have seen in Section 2 that the projectivization of the rowspan of $A^{(k)}$ equals the $k$-th osculating space $\mathbb{P}_N^k$. Recall that the embedded toric variety $X_A$ is generically $k$-jet spanned when the rank $d_k + 1$ of $A^{(k)}$ equals $\binom{n+k}{k}$, i.e., if $d_k = \binom{n+k}{k} - 1$. Also, $A$ is knap if and only if there is an element of the kernel of $A^{(k)}$ which lies in the torus. We easily deduce the following restrictions.

**Proposition 3.5.** Let $A$ be a lattice configuration as in (3) and $k \in \mathbb{N}$. Then:

(i) If $A$ is knap and $c_k = 1$, then $X_A$ is $k$-selfdual and $|A| \leq \binom{n+k}{k} + 1$.

(ii) If $X_A$ is $k$-selfdual, then $A$ is $c_k$-Cayley.

(iii) If $X_A$ is $k$-selfdual for $k \geq 2$ and $c_k \geq 2$, then $X_A$ is not generically $k$-jet spanned.

**Proof.** To prove (i), assume $A$ is knap and $c_k = 1$. Then it follows from Theorem 3.4 that $X_A$ is $k$-selfdual. In fact, since $\mathbb{R}^{c_k} = \mathbb{R}$, there is only one line $L = \mathbb{R}$, and $e_L = (1, \ldots, 1)$ is in the rowspan of $A$. The inequality follows from the fact that $A^{(k)}$ has $|A|$ columns and $\binom{n+k}{k}$ rows.

Item (ii) is proved in Theorem 3.4.

In case $c_k \geq 2$, there exist at least two (nonzero) $(0,1)$-vectors with disjoint support lying in the row span of $A$, for instance the vectors $e_{L_1}, e_{L_2}$. As their coordinatewise product is the zero vector, we see that $\text{rk } A^{(k)}$ cannot be maximal for any $k \geq 2$. This proves (iii). \hfill \Box

Assume $X_A \subset \mathbb{P}^N$ is $k$-selfdual and of dimension $n$, then by Proposition 3.5, $X_A$ is $c_k$-Cayley. Clearly $c_k \leq n$. Since $c_k = N - d_k$, it follows that $d_k \geq N - n$. This gives a lower bound for the dimension $d_k$ of the $k$th osculating space at a general point of $X_A$. 
4. Higher selfdual surfaces

In the case of surfaces, Corollary 3.5 implies that for any \( k \geq 2 \), if the surface \( X_A \) is \( k \)-selfdual, either \( c_k = 1 \) or \( X_A \) is a scroll (all points lie on two parallel lines, which are at lattice distance 1 if \( A \) spans \( \mathbb{Z}^2 \)).

In this section we give several examples which are not scrolls (so necessarily \( c_k = 1 \)), which are partly inspired by the BA Thesis of Mulliken [19]. Examples of \( k \)-selfdual toric varieties can be extracted from studies of failure of the condition of \( k \)-jet spannedness as in [20].

It is clear by the examples we present that there is no hope in classifying smooth \( k \)-selfdual toric varieties \( X_A \), even with \( c_k = 1 \). Instead, it could be feasible to characterize \( k \)-selfdual toric varieties when \( X_A \) is smooth and \( A \) is complete (i.e., it consists of all lattice points in its convex hull). This is related to the classification of minimal smooth Togliatti systems in [17], restricted to the complete case.

To understand the difficulty in finding a complete classification, we refer also to [1] and [15]. In [1], the authors prove that once the dimension \( n \) of the variety and \( N \) of the ambient space are fixed, there are only finitely many smooth, toric varieties corresponding to complete configurations. A full list of all possible configurations \( A \) is given in case of surfaces and threefolds, with \( N \) at most eleven.

4.1. Togliatti surface and generalizations. A classical example, going back to Togliatti [28], of a smooth surface such that almost all second osculating spaces have dimension 4, is the one given by the configuration

\[ A = \{(0, 0), (1, 0), (0, 1), (2, 1), (1, 2), (2, 2)\}. \]

As is also observed in [14, Cor. 4.4, p. 361], this surface is 2-selfdual. There is a unique conic through the six points in \( A \), given by the vanishing of \( q_1(x, y) = x^2 - xy + y^2 - x - y \), and the conic \( \{q_1 = 0\} \) does not pass through any other lattice points.

Note that the interior lattice point of the hexagon is omitted. This corresponds to the fact that the surface is the (toric) projection of a projectively normal surface in \( \mathbb{P}^6 \), namely the Del Pezzo surface of degree 6. The center of projection is a point that contains all hyperplanes that are 2-osculating. It follows that the lattice point configuration of the Del Pezzo surface is not 2nap, so this surface is not 2-selfdual in our sense, since its second dual variety is contained in a hyperplane. Because the projection map is an isomorphism and the Togliatti surface is 2-selfdual, the Del Pezzo surface is considered to be 2-selfdual in [14, Thm. 3.4.1, p. 357].

Remark 4.1. As a complement to this example, let us recall that the study of varieties with “too small” osculating spaces goes back to C. Segre [24] for surfaces, to Sisam [25] for threefolds, and for varieties of any dimension to Terracini [27], and subsequently Togliatti. It was Terracini who coined the expression “satisfying [a certain number of] Laplace equations.” Recent work on generalizations of Togliatti’s examples includes [9], [13], and [29]. The study of these varieties have further been linked to an algebraic notion called the “weak Lefschetz” property [18]. A different kind of varieties with “too
small” osculating spaces were discovered and studied by Dye [6]. In [16] Lvovski considers 2-selfdual space curves and, more generally, 2-selfduality for \((n - 1)\)-dimensional varieties \(X \subset \mathbb{P}^{2n-1}\) satisfying \(c_2 = 1\). He is particularly interested in the case when \(X\) is Legendrian with respect to a contact structure on \(\mathbb{P}^{2n-1}\).

Consider now the configuration
\[
\mathcal{A} := \{(0,0), (1,0), (0,1), (3,1), (1,2)\}.
\]

The unique conic through these five points, given by the vanishing of \(q(x, y) = x^2 - 2xy + 2y^2 - x - 2y\), also goes through the lattice points \((3,3)\), \((4,3)\) and \((4,2)\). Thus, adding any one of these three points to \(\mathcal{A}\) gives examples of 2-selfdual surfaces in \(\mathbb{P}^5\) that are non-smooth.

If we add more than one point, then the surface cannot be 2-selfdual. Because if it were, then we would have \(c_2 \geq 2\), but this is not possible since the surface is not 2-Cayley. However, if we add all three points, we get a 3-selfdual surface [19].

The polynomial \(q\) defines a conic that passes through eight lattice points. In fact, it is difficult in general to get integer polynomials with many integer roots, see e.g. [23] and the references therein. We can extract for instance the following simple example from their constructions. Consider three integer numbers \(m_1, m_2, m_3\) and consider the univariate polynomial \(f(x) = \prod_{i=1}^2 (x - m_i)\). Set \(q_2(x, y) := (f(x) - f(y))/(x - y) \in \mathbb{Z}[x, y]\), which has degree two. Thus, \(q_2\) vanishes at the six lattice points \((m_i, m_j), j \neq i\), while \((2^2 + 2)\) is also equal to six. The configuration \(\mathcal{A}\) given by these six points is not 2-jet spanned; in fact, the rank of \(A^{(2)}\) equals five, and so \(c_1 = 1\) and \(\mathcal{A}\) is 2-self dual because it is 2nap. In fact, when \(\{m_1, m_2, m_3\} = \{0, 1, 2\}\) we get a reflexion of the lattice configuration defining the hexagon in Togliatti’s example. Indeed, \(q_2(2 - x, y) = q_1(x, y)\), where \(q_1\) defines the conic in the Togliatti example.

4.2. Other smooth non-complete examples. In his BA Thesis [19] Mulliken studies (higher) selfdual toric varieties and links them to the property that the lattice set is centrally symmetric. A lattice set \(\mathcal{A} := \{a_1, \ldots, a_N\} \subset \mathbb{Z}^n\) is centrally symmetric if it is symmetric with respect to the midpoint \(m := \frac{1}{|\mathcal{A}|} \sum_i a_i\), i.e., if \(a \in \mathcal{A}\) if and only if \(2m - a \in \mathcal{A}\). Mulliken’s definition of (higher) selfduality is stronger than ours. For example, the non centrally symmetric lattice configuration
\[
\mathcal{A} = \{(0,0), (1,0), (1,1), (0,2)\}
\]
gives a toric variety rationally parameterized as
\[
(t_1, t_2) \mapsto (1 : t_1 : t_1 t_2 : t_2^2), \ t_1, t_2 \neq 0.
\]

Its dual variety is given by the parameterization with exponents in \(-\mathcal{A}\) as in (6)
\[
(t_1, t_2) \mapsto (-1 : 2t_1^{-1} : -2t_1^{-1}t_2^{-1} : t_2^{-2}), \ t_1, t_2 \neq 0,
\]
or calling \(s_i = t_i^{-1}\),
\[
(s_1, s_2) \mapsto (-1 : 2s_1 : -2s_1 s_2 : s_2^2), \ s_1, s_2 \neq 0,
\]
with weights in $\mathcal{A}$. The dual variety is certainly projectively equivalent to the original variety, hence $X_A$ is 1-selfdual according to our definition (see Figure 1). But it is not self dual in Mulliken’s terminology.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure1.png}
\caption{A non centrally symmetric selfdual configuration.}
\end{figure}

Remark 4.2. Mulliken notices in [19, 1.5.2] an “unexplained” symmetry of the matrices $A^{(k-i)}$ and $\text{Ker} A^{(i)}$ for a k-selfdual variety [19, p. 9]. This has a natural explanation: the k-selfduality implies that $\text{Ker} A^{(i)}$ is the transpose of the $(k-i)$th jet matrix of the dual variety, hence equal to $A^{(k-i)}$ because of the k-selfduality. More precisely, in the central symmetric case, if $X = X_A$ is $k$-selfdual, then $\text{Ker} A^{(i)}$ has rank 1. The map from $X_A$ to $X^{(k)} = X_A^{(k)}$ is given by $(O^{(N+1)} X)^{\vee} \rightarrow (\text{Ker} j_k)^{\vee} =: \mathcal{L}'$. We also have (generically) exact sequences (cf. [21])

$$0 \rightarrow (P_{X^{(k)}}^{(k-i)} (\mathcal{L}'))^{\vee} \xrightarrow{(j_{k-i})^{\vee}} O_X^{(N+1)} \xrightarrow{j_i} P_X^i (\mathcal{L}) \rightarrow 0.$$ 

At the general point, the map $j_i$ to the right is given by the matrix $A^{(i)}$ and the left map $(j_{k-i})^{\vee}$ by the transpose of the matrix $A^{(k-i)}$, which, because of exactness of the sequence, is equal to $\text{Ker} A^{(i)}$.

Mulliken proposed the following 2-parameter family of centrally symmetric surfaces:

$$\mathcal{A} = \{(0, 0), (1, 0), (0, 1), (2, 1), (c-1, e), (c, d-1), (c, d), (c-1, d), (c-2, d-1), (1, d-e)\},$$

where $(c, d, e) = (j, 1 + (j - 2)m, (j - 3)m)$, where $j \geq 5$, $m \geq 1$. For $j = 5$, $m = 1$, this is a hexagon with four interior lattice points, and it defines a smooth surface. For $j \geq 6$, $m = 1$, we get an octagon with two interior lattice points, which defines a smooth surface. For $j \geq 5$, $m \geq 2$, all ten lattice points are vertices, so we get decagons with no interior lattice points, and the surfaces are smooth. Mulliken conjectured that these surfaces are 3-selfdual, and checked it for $j = 5$ and $m \geq 2$. In fact, we checked that for any choice of integers $(c, d, e)$ with $d \neq 1$, $d \neq 2(c-1)$, the configuration $\mathcal{A}$ is 3nap and $c_3 = 1$. Therefore, $X_A$ is 3-selfdual, again by item (i) in Proposition 3.5 (but not smooth for general choices of $(c, d, e)$).

Perkinson’s octagon in [20, Thm. 3.2, (4), p. 493] gives another example of a 3-selfdual smooth surface [19, 1.5.2, p. 9]. If we remove any two non-adjacent points,
then the resulting hexagon gives a 2-selfdual, possibly non-smooth and possibly non centrally symmetric, surface (see e.g. Figure 2).

![Figure 2. A non centrally symmetric, non smooth 2-selfdual configuration.](image)

Perkinson’s dodecagon in [20, Thm.3.2, (5), p. 493] is an example of a smooth 5-selfdual surface. Note also that in the two and three dimensional smooth examples of Perkinson, with $c_k = 1$, some (interior) lattice points in the convex hull are always omitted (thus $\mathcal{A}$ is not complete).

The dotted lattice points in the “incomplete” square in Figure 3 define a configuration $\mathcal{A}$, which gives an example of a 4-selfdual smooth toric surface which is not centrally symmetric. The projective variety $X_{\mathcal{A}}$ is smooth because at each of the four vertices, we have then neighboring lattice points in both directions. We computed that $\mathcal{A}$ is 4nap, and $\text{rk} \, A^{(4)} = 15$, so that $c_4 = \dim \text{Ker} \, A^{(4)} = 1$ and $X_{\mathcal{A}}$ is 4-selfdual by item (i) in Proposition 3.5.

![Figure 3. A non centrally symmetric smooth 4-selfdual configuration.](image)

4.3. **Smooth complete examples.** The following 3-selfdual complete toric surface occurs in [17] and [1] under (affinely equivalent) different disguises. It corresponds to the blow-up at two points of the Veronese-Segre embedding of $\mathbb{P}^1 \times \mathbb{P}^1$ polarized by
\(\mathcal{O}(3, 2)\). Both configurations are depicted in Figure 4. We will show in Theorem 5.14 that all Veronese-Segre embeddings in any dimension are (smooth, complete) selfdual.

![Diagram of two configurations](image)

**Figure 4.** The example in § 4.3: As in [17] on the left, as in [1] on the right.

5. General constructions of higher selfdual toric varieties

We give some general constructions of \(k\)-selfdual projective toric embeddings.

5.1. **In terms of Hilbert functions.** Let \(I(\mathcal{A})\) denote the ideal of the points in \(\mathcal{A} = \{(1, a_0), \ldots, (1, a_n)\}\). The value of the Hilbert function of \(I(\mathcal{A})\) at \(k\) is the codimension in the linear space of homogeneous polynomials of degree \(k\) in \(n + 1\) variables of those polynomials that belong to \(I(\mathcal{A})\). It equals the affine Hilbert function \(H_{I(\mathcal{A})}(k)\), which is the codimension in the linear space \(\mathbb{Q}[x]_{\leq k}\) of polynomials in \(n\) variables of degree at most \(k\), of those polynomials vanishing on \(\{a_0, \ldots, a_N\}\). Thus, for any \(k\), \(I(\mathcal{A})(k)\) can be identified with the left kernel of \(A(k)\) (by the proof of Lemma 2.5, cf. also Proposition 1.1 in [20]), and so \(H_{I(\mathcal{A})}(k) = \binom{n+k}{k} - \text{rk} A(k) = \binom{n+k}{k} + 1 - d_k\).

The following proposition gives a criterion for a configuration \(\mathcal{A}\) which is not 2-Cayley to be \(k\)-selfdual.

**Proposition 5.1.** Given points \(a_0, \ldots, a_N \in \mathbb{Z}^n\) such that \(\mathcal{A} := \{a_0, \ldots, a_N\}\) is not 2-Cayley. Let \(k \geq 1\) be given. Then \(X_{\mathcal{A}}\) is \(k\)-selfdual if and only if for all \(j \in \{0, \ldots, N\}\),

\[
H_{I(\mathcal{A})}(k) = H_{I(\mathcal{A}\setminus\{1, a_j\})}(k) = N. \tag{16}
\]

Equivalently, both \(\{Q \in \mathbb{Q}[x]_{\leq k} | Q(a_i) = 0, i = 0, \ldots, N\}\) and \(\{Q \in \mathbb{Q}[x]_{\leq k} | Q(a_i) = 0, i = 0, \ldots, N, i \neq j\}\) (for any \(j \in \{0, \ldots, N\}\), have dimension equal to \(\binom{n+k}{k} - N\).

**Proof.** Since \(\mathcal{A}\) is not 2-Cayley, we know by Theorem 2.7 that \(X_{\mathcal{A}}\) is \(k\)-selfdual if and only if \(\mathcal{A}\) is knap and the kernel of \(A(k)\) has rank \(c_k = 1\). Then, since \(\mathcal{A}\) is a matrix of size \(\binom{n+k}{k} \times (N + 1)\), \(\text{rk} A(k) = N\) and thus \(H_{I(\mathcal{A})}(k) = \binom{n+k}{k} - N\). By Lemma 2.5 (c), \(\mathcal{A}\) is knap if \(H_{I(\mathcal{A})}(k) = H_{I(\mathcal{A}\setminus\{1, a_j\})}(k)\) for all \(j = 0, \ldots, N\).

This can be equivalently phrased in terms of the dimension of the left kernels of \(A(k)\) and its minor corresponding to the deletion of any column \(j\), as in the second part of the statement. \(\square\)
In particular, we deduce:

**Corollary 5.2.** Any choice of \( \binom{n+k}{k} + 1 \) general points in \( \mathbb{Z}^n \) gives a configuration \( A \) such that \( X_A \) is \( k \)-selfdual.

**Proof.** Let \( A \) be any general configuration of \( \binom{n+k}{k} + 1 \) (lattice) points. It is well known that if we take away any point, the (general) points in \( A \setminus \{(1, a_j)\} \) impose \( \binom{n+k}{k} \) number of independent conditions on polynomials of degree \( k \) passing through them, that is, that \( H_{I(A)}(k) = \binom{n+k}{k} \) (this goes back at least to Castelnuovo [12]). This means that any maximal minor of \( A^{(k)} \) is non-zero. Thus, \( c_k = 1 \) and the left kernel of \( A^{(k)} \) and of any of its maximal minors is zero. The result follows from Proposition 5.1. □

**Remark 5.3.** For the convenience of the reader, we include a simple proof that for any general configuration of \( \binom{n+k}{k} \) points there is no non-zero polynomial of degree at most \( k \) which vanishes on them. It is enough to show that this is the case for a particular configuration. We consider \( A \) equal to the lattice points in the standard simplex of size \( k \) in \( n \) dimensions. So, both the rows and the columns of \( A^{(k)} \) are indexed by \( \Delta_k = \{ \alpha \in \mathbb{N}^n \mid |\alpha| \leq k \} \).

For any \( \alpha \in \Delta_k \), denote by \( m_\alpha \) the polynomial

\[
m_\alpha = \prod_{\alpha_i > 0} \frac{x_i(x_i - 1) \ldots (x_i - \alpha_i + 1)}{\alpha_i!}.
\]

Note that \( m_\alpha(\alpha) = 1 \) for any \( \alpha \) and \( m_\alpha(\beta) = 0 \) whenever there exists an index \( i \) with \( \beta_i > \alpha_i \). We order these polynomials by ordering their indices \( \alpha \) as in Definition 2.2. We similarly define the vectors \( w_\alpha \in \mathbb{Z}^{N+1} \), obtained as the coordinatewise evaluation of \( m_\alpha \) at the points in \( \Delta_k \). Let \( A_m^{(k)} \) be the \( \binom{n+k}{k} \times (N+1) \) integer matrix with rows \( w_\alpha, \alpha \in \Delta_k \), where we order the columns and the rows with the same ordering. It is straightforward to check that \( A_m^{(k)} \) is an upper triangular matrix with 1’s along the main diagonal and therefore it has maximal rank \( \binom{n+k}{k} \). Moreover, there exists an invertible upper triangular matrix \( M \) with 1’s along the main diagonal such that \( MA^{(k)} = A_m^{(k)} \) and so the rank of \( A^{(k)} \) is also maximal.

### 5.2. Subconfigurations of \( k \)-selfdual configurations

The following result, which follows from Theorem 3.4, shows how to find \( k \)-selfdual subconfigurations of a given \( k \)-selfdual configuration \( A \). It extends Proposition 4.20 in [2] to any \( k \in \mathbb{N} \) and can be proved similarly.

**Proposition 5.4.** Assume \( X_A \) is \( k \)-selfdual. Let \( D \subseteq A \) be an arbitrary subset of \( A \). Then, either \( D \) is not knap (i.e., \( D^{(k)} \) is a pyramid), or \( X_D \) is \( k \)-selfdual.

When a configuration \( A \) is not knap, the following lemma translates to our setting Theorem 2.2.1 in [19].

**Lemma 5.5.** Assume a lattice configuration \( A \) with \( c_k = 1 \) is not knap. Let \( J \) denote the set of indices of zero coordinates of the elements in \( \text{Ker} A^{(k)} \) and define \( D_J = \{(1, a_i) : i \notin J\} \). Then, \( X_{D_J} \) is \( k \)-selfdual.
The proof is straightforward. In fact, $\mathcal{D}_f$ is knap and the kernel of the associated matrix $D_f^{(k)}$ has dimension 1, as it is generated by the vector of nonzero coordinates of a generator of $\text{Ker} A^{(k)}$. One example of the use of this lemma is the Togliatti surface we recall in § 4.1.

5.3. Joins of selfdual configurations. Another way of constructing $k$-selfdual configuration is by the projective join of two (or more) such configurations, a particular case of Cayley configurations. Recall the definition of the join of two varieties over a field $\mathbb{K}$:

**Definition 5.6.** Let $V_1, \ldots, V_s$ be finite dimensional $\mathbb{K}$-vector spaces and let $X_1 \subseteq \mathbb{P}(V_1), \ldots, X_s \subseteq \mathbb{P}(V_s)$ be projective varieties. The *join* of $X_1, \ldots, X_s$ is the projective subvariety of $\mathbb{P}(V_1 \oplus \cdots \oplus V_s)$ defined by

$$J(X_1, \ldots, X_s) = \left\{ [x_1 : \cdots : x_s] \mid [x_i] \in X_i \right\}.$$

We have $\text{dim } J(X_1, \ldots, X_s) = \sum \text{dim } X_i + s - 1$. Note that, in the “trivial” case when $X_i = \mathbb{P}(V_i)$ for all $i$, then $J(X_1, \ldots, X_s) = \mathbb{P}(V_1 \oplus \cdots \oplus V_s)$, and that in all other cases (with $s \geq 2$), $J(X_1, \ldots, X_s)$ is singular at all points of the embedded varieties $X_i \subset \mathbb{P}(V_i) \subset \mathbb{P}(V_1 \oplus \cdots \oplus V_s)$. This last fact can be seen by using the Jacobian criterion on the generators of the ideal defining $J(X_1, \ldots, X_s)$.

Given projective toric embeddings $X_{A_i} \subseteq \mathbb{P}^N_i$, $i = 1, \ldots, s$, their join is also a toric variety. Assume $A_i \subseteq \mathbb{Z}^{n_i}$, and consider the configuration $A = A_1 \times \{0\} \times \cdots \times \{0\} \cup \{0\} \times A_2 \times \{0\} \times \cdots \times \{0\} \cup \cdots \subset \mathbb{Z}^{n_1+\cdots+n_s+s}$. The projective toric variety associated to $A$ is the join $X_A = J(X_{A_1}, \ldots, X_{A_s})$. The matrix $A$ associated with $A$ has then the block form

$$A = \begin{pmatrix}
A_1 & 0 & 0 & \cdots & 0 & 0 \\
0 & A_2 & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & A_{s-1} & 0 \\
0 & 0 & 0 & \cdots & 0 & A_s
\end{pmatrix},$$

where $A_i$ is the matrix associated with $A_i$. Note that the configuration of the join $X_A$ is $s$-Cayley.

The following proposition provides examples of $k$-selfdual configurations for any value of $\text{dim } \text{Ker } A^{(k)}$.

**Proposition 5.7.** Assume $A_1, \ldots, A_s$ are knap and $k$-selfdual. Then the join $X_A = J(X_{A_1}, \ldots, X_{A_s})$ is knap and $k$-selfdual, with

$$\text{dim } \text{Ker } A^{(k)} = \text{dim } \text{Ker } A_1^{(k)} + \cdots + \text{dim } \text{Ker } A_s^{(k)} \geq s.$$

**Proof.** The proof of Proposition 5.7 follows from Lemma 2.5 and the characterization in Theorem 3.4, since the kernel of $A^{(k)}$ is the direct sum of the kernels of the associated matrices $A_1^{(k)}, \ldots, A_s^{(k)}$. \qed
Example 5.8. Let \( A_1 = \{(1, a_0), \ldots, (1, a_{k+1})\} \) and \( A_2 = \{(1, a'_0), \ldots, (1, a'_{k+1})\} \); where \( a_0 < \cdots < a_{k+1} \) and \( a'_0 < \cdots < a'_{k+1} \). If the elements in \( A_1 \) are coprime, then the associated toric variety \( X_{A_i} \) is a rational curve of degree \( a_{k+1} - a_0 \), which is smooth if and only if \( a_1 - a_0 = a_{k+1} - a_k = 1 \) (and similarly for \( A_2 \)). The configurations \( A_1, A_2 \) are knap with \( \dim \ker A_i^{(k)} = 1 \). Hence they are \( k \)-selfdual by Proposition 3.5 (i). (This follows from Theorem 2.7 (b) as well, since the \( k \)th dual of a (non degenerate) curve in \( \mathbb{P}^{k+1} \) has dimension 1.) Their join \( X_A, J(X_{A_1}, X_{A_2}) \) is a \( k \)-selfdual threefold by Proposition 5.7, with \( \dim \ker A^{(k)} = 2 \).

Geometrically, this situation can be explained by the fact that the \( k \)-osculating spaces to \( X_A \) at any point on the line joining a point in \( X_{A_1} \) and a point in \( X_{A_2} \) (but not on \( X_{A_1} \) or \( X_{A_2} \)) is equal to the join of the \( k \)-osculating spaces to \( X_{A_1} \) and \( X_{A_2} \) at those points. So each point on this line corresponds to points in a linear space in the dual space, and vice versa, each \( k \)th osculating space is \( k \)-osculating at all points on a line.

5.4. Cayley configurations. We present a family of toric \( k \)-selfdual examples which are not joins, but for which the dimension \( c_k \) of the kernel of \( A^{(k)} \) can be arbitrarily high.

Example 5.9. Let \( r \geq 2 \), and let \( d_1 \leq \cdots \leq d_r \) be positive integers. Let \( A_i = \{0, 1, \ldots, d_i\} \) for \( i = 1, \ldots, r \) be the configuration of lattice points in the polytope \( d_i[0,1] \). Now consider the \( r \)-Cayley configuration \( A = \text{Cayley}(A_1, \ldots, A_r) \). Then \( A \) defines a rational normal scroll \( X_A \) and is knap if \( k \leq d_1 \). If \( k = d_1 \), then \( X_A \) is a \( k \)-selfdual toric variety if and only if \( k = d_1 = \cdots = d_r \), i.e., if and only if \( X_A \) is a balanced rational normal scroll. This follows from the results of [22], see also Proposition 4.1 in [5]. Note that \( c_k = r - 1 \) can take any value as \( r \) varies. Note also that in this case all \( A_i \) are equal, and so the toric variety associated to the Cayley configuration is the product \( \mathbb{P}^{r-1} \times X_{A_1} \).

We have the following general result.

Proposition 5.10. Let \( k, r \geq 2 \). Consider a lattice configuration \( B \subset \mathbb{Z}^d \) of cardinality \( m + 1 \) such that the general \( k \)th osculating space of \( X_B \) is the whole \( \mathbb{P}^m \) and \( \dim \ker B^{(k-1)} = c_{k-1}(B) = 1 \). Call \( A = \text{Cayley}(B, \ldots, B) \) \( (r \) times), so that \( X_A = \mathbb{P}^{r-1} \times X_B \subset \mathbb{P}^{r(m+1)-1} \). Then, \( X_A \) is \( k \)-selfdual if and only if \( X_B \) is \( (k - 1) \)-selfdual.

Note that \( X_A \) is smooth if and only if \( X_B \) is smooth.

Proof. Let \( B \in \mathbb{Z}^{(d+1) \times (m+1)} \) denote the matrix of \( B \). The matrix

\[
\begin{pmatrix}
B^{(k-1)} & 0 & 0 & \cdots & 0 & 0 \\
0 & B^{(k-1)} & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & B^{(k-1)} & 0 \\
u_1 B^{(k)} & u_2 B^{(k)} & \cdots & u_{r-1} B^{(k)} & B^{(k)}
\end{pmatrix}
\]
determines the $k$th osculating space to $X_A$ at a point of a (general) ruling, where $(u_1 : \cdots : u_{r-1} : 1) \in \mathbb{P}^{r-1}$ parameterizes the points of the ruling. It follows that we can write

$$A^{(k)} = \begin{pmatrix} B^{(k-1)} & 0 & 0 & \cdots & 0 & 0 \\ 0 & B^{(k-1)} & 0 & \cdots & 0 & 0 \\ 0 & 0 & 0 & \cdots & B^{(k-1)} & 0 \\ 0 & 0 & 0 & \cdots & 0 & B^{(k-1)} \\ B^{(k-1),k} & B^{(k-1),k} & \cdots & B^{(k-1),k} & B^{(k-1),k} \end{pmatrix}$$ \hspace{1cm} (18)$$

where $B^{(k-1),k}$ is equal to the matrix obtained by removing $B^{(k-1)}$ from $B^{(k)}$.

We identify $\text{Ker} A^{(k)}$ in terms of $\text{Ker} B^{(k)}$. The hypothesis on the $k$th osculating spaces of $X_B$ translates to $\text{rk} B^{(k)} = m + 1$, this is the rank of the matrix with rows in $B^{(k-1)}$ and in $B^{(k-1),k}$. Also, as $c_{k-1}(B) = 1$, we have that $\text{rk} B^{(k-1)} = m$. Let $v \in \mathbb{Z}^{m+1}$ be a generator of $\text{Ker} B^{(k-1)}$. It is clear that all the vectors of the form $(v, 0, \ldots, 0, -v, 0, \ldots, 0)$ lie in $\text{Ker} A^{(k)}$. Denote by $V$ the vector space they generate, which has dimension $r - 1$. We claim that our hypotheses imply $V = \text{Ker} A^{(k)}$. We check that they have the same dimension. In fact, $A^{(k)} \in \mathbb{Z}_{(n+k)^{r(m+1)}}$ has rank equal to $\text{rk} B^{(k)} + (r - 1)\text{rk} B^{(k-1)} = m + 1 + (r - 1)m = rm + 1$. Then $c_k(A) = r(m + 1) - rm - 1 = r - 1$, as wanted.

We need to check that the conditions in Theorem 3.4 hold for $A$ if and only if they hold for $B$. Indeed, the columns of the matrix

$$\begin{pmatrix} v & v & \cdots & v \\ -v & 0 & \cdots & 0 \\ 0 & -v & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & -v \end{pmatrix}$$ \hspace{1cm} (19)$$

give a basis of $\text{Ker} A^{(k)}$. It is clear that the first $m + 1$ row vectors lie in the line $L_1$ generated by $(1, \ldots, 1)$, the next $m + 1$ row vectors lie in the line $L_2$ generated by $(1, 0, \ldots, 0)$, and so on. The last $m + 1$ row vectors lie in the line $L_r$ generated by $(0, \ldots, 0, 1)$. As $A = \text{Cayley}(B, \ldots, B)$, the corresponding vectors $e_{L_i}$ lie in the row span of $A$. Then, $A$ is $k$-selfdual if and only if $A$ is knap. On the other side, $B$ is $(k - 1)$-selfdual if and only if it is $(k - 1)$nap because $c_{k-1}(B) = 1$.

Now, if $A$ is knap, $A^{(k)}$ is not a pyramid, and clearly $B^{(k-1)}$ cannot be a pyramid, that is, $B$ is $(k - 1)$nap. Reciprocally, if $B$ is $(k - 1)$nap and $r \geq 2$, it follows from the shape of $A^{(k)}$ in (18) that $A$ is knap. \hfill \Box

**Example 5.11.** Taking $r = 2$, we can iterate the construction in Proposition 5.10 to get the following example in [29]. In this case, the dimension of the kernel does not increase as $k$ increases. As shown by Vallès in Lemma 4.1 in [29], the Segre embedding $(\mathbb{P}^1)^n \to \mathbb{P}^{2^n-1}$ is $(n - 1)$-selfdual. In fact, the embedding is defined by all monomials of degree at most $n$ in variables $x_1, \ldots, x_n$ with no repeated factor, i.e., by the lattice points $A$ equal to the vertices of the unit $n$-cube. Since $\mathbb{P}^1 \times \mathbb{P}^1$ is 1selfdual with $c_1 = 1$, ...
it follows by induction writing $(\mathbb{P}^1)^n = \mathbb{P}^1 \times (\mathbb{P}^1)^{n-1}$ and using Proposition 5.10, that $\mathcal{A}$ is $(n-1)$-selfdual (with $c_{n-1} = 1$).

5.5. **Using the Cayley-Bacharach theorem.** We give a family of examples where selfduality is a consequence of the well known Cayley–Bacharach theorem [8, Thm. CB6] (see [11] for a proof using the Euler–Jacobi vanishing condition for the associated residues).

**Theorem 5.12 (Cayley-Bacharach).** Given $d_1, \ldots, d_n \geq 1$, define the critical degree $\rho = \sum_{i=1}^{m} d_i - (n+1)$. Assume $H_1, \ldots, H_n$ are hypersurfaces in $\mathbb{P}^n$ of respective degrees $d_1, \ldots, d_n$ intersecting in a configuration $C$ of $d_1 \cdots d_n$ points (necessarily simple). If a hypersurface $H$ of degree $\rho$ contains all the points in $C$ but one, then $C \subset H$.

The following Lemma is an easy consequence of Theorem 5.12.

**Lemma 5.13.** The following classical configurations are selfdual.

1. Consider two cubic forms $C_1, C_2 \in \mathbb{Z}[x_1, x_2]$ such that their intersection is equal to nine lattice points $a_0, \ldots, a_8 \in \mathbb{Z}^2$. Then, $\mathcal{A}_C = \{a_0, \ldots, a_8\}$ gives a 3-selfdual surface.

2. Consider three quadrics $Q_1, Q_2, Q_3 \in \mathbb{Z}[x_1, x_2, x_3]$ such that their intersection is equal to eight lattice points $a_0, \ldots, a_7 \in \mathbb{Z}^3$. Then $\mathcal{A}_Q = \{a_0, \ldots, a_7\}$ gives a 2-selfdual threefold.

**Proof.** We first check that condition (16) in Proposition 5.1 is satisfied. Note that by our assumption about the form of $\mathcal{A}_C$, the left kernel of $A_C^{(3)}$ has dimension $2 = \binom{2+3}{3} - 8$. In the second case, the left kernel of $A_Q^{(2)}$ has by hypothesis dimension $3 = \binom{3+2}{2} - 7$.

Note that in both cases, the respective critical degrees are $3 - 1 + 3 - 1 - 1 = 3$ and $2 - 1 + 2 - 1 + 2 - 1 - 1 = 2$. So, by the Cayley–Bacharach theorem any cubic through eight of the points in $\mathcal{A}_C$ also passes through the remaining point (this is originally a result by Chasles) and respectively, any quadric through seven of the points in $\mathcal{A}_Q$ also passes through the remaining point. Thus, condition (16) in Proposition 5.1 is also satisfied. We deduce that that $X_{\mathcal{A}_C}$ is 3-selfdual and $X_{\mathcal{A}_Q}$ is 2-selfdual. 

In this same framework, we get the following general result.

**Theorem 5.14.** Let $\mathcal{A}$ be a lattice point configuration such that $X_{\mathcal{A}}$ is equal to a Segre–Veronese embedding of the following forms:

$$\mathbb{P}^1 \times \cdots \times \mathbb{P}^1 \hookrightarrow \mathbb{P}^N,$$  \hspace{1cm} (20)

or

$$\mathbb{P}^{r-1} \times \mathbb{P}^1 \times \cdots \times \mathbb{P}^1 \hookrightarrow \mathbb{P}^N, \quad r \geq 3,$$ \hspace{1cm} (21)

where there are $m \geq 1$ copies of $\mathbb{P}^1$’s, and the embeddings are of type $(\ell_1, \ldots, \ell_m)$ in (20) and of type $(1, \ell_1, \ldots, \ell_m)$ in (21), with $\ell_i \geq 1$. Set $k := \sum_{j=1}^{m} \ell_i = k_\ell + 1$. Then, $X_{\mathcal{A}}$ is a smooth, equivariantly embedded toric variety which is $k_\ell$-selfdual in case (20) with $c_{k_\ell} = 1$, and $k$-selfdual in case (21) with $c_k = r - 1$, with $\mathcal{A}$ complete.
Proof. We first prove the assertion about the embedding in (20). Given $\ell_1, \ldots, \ell_n \geq 1$, consider the parallelepiped $\Pi_\ell = [0, \ell_1] \times \cdots \times [0, \ell_n]$. Denote by $\mathcal{A}_\ell$ the configuration of lattice points in $\Pi_\ell$, and set $k_\ell := \ell_1 + \cdots + \ell_n - 1$. We want to see that $c_{k_\ell} = 1$ and $\mathcal{A}_\ell$ is $k_\ell$-selfdual.

Consider the polynomials $f_i(x) = \prod_{j=0}^{\ell_i}(x_i - j) \in \mathbb{Q}[x_1, \ldots, x_n]$, where $i$ runs from 1 to $n$. The homogenized polynomials define, respectively, hypersurfaces $H_i$ in $\mathbb{P}^n_{\mathbb{Q}}$ of degree $d_i = \ell_i + 1$. The intersection $H_1 \cdots H_n$ coincides with our configuration $\mathcal{A}_\ell$ (thought inside projective space) and the critical degree equals $k_\ell$. So, by Theorem 5.12, any polynomial of degree at most $k_\ell$ vanishing at all points in $\mathcal{A}_\ell$ but one, also vanishes at the remaining point. This means that $\mathcal{A}_\ell$ is $k_\ell$-map by Lemma 2.5.

Note that all the points in $\mathcal{A}_\ell$ define monomials with degree at most $k_\ell$, except for the “corner” point $(\ell_1, \ldots, \ell_n)$ which has degree $k_\ell + 1$. Passing to the matrix $(A_\ell)^{k_\ell}$ as in Remark 5.3, it is straightforward to see that $\text{rk} A_\ell^{k_\ell}$ equals the cardinality of $\mathcal{A}_\ell$ minus one, that is, that $c_{k_\ell} = 1$. It follows that $\mathcal{A}_\ell$ is $k_\ell$-selfdual by item (i) in Proposition 3.5.

The second case in (21) follows by Proposition 5.10. 
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