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Abstract

The majority of the transiting planets discovered by the Kepler mission (called super-Earths here, includes the so-called “sub-Neptunes”) orbit close to their stars. As such, photoevaporation of their hydrogen envelopes etches sharp features in an otherwise bland space spanned by planet radius and orbital period. This, in turn, can be exploited to reveal the mass of these planets, in addition to techniques such as radial velocity and transit-timing-variation. Here, using updated radii for Kepler planet hosts from Gaia DR2, I show that the photoevaporation features shift systematically to larger radii for planets around more massive stars (ranging from M-dwarfs to F-dwarfs), corresponding to a nearly linear scaling between planet mass and its host mass. By modeling planet evolution under photoevaporation, one further deduces that the masses of super-Earths peak narrowly around $8M_\oplus(M_*/M_\odot)$. When such a stellar mass dependence is scaled out, Kepler planets appear to be a homogeneous population surprisingly uniform in mass, in core composition (likely terrestrial), and in initial mass fraction of their H/He envelope (a couple percent). The masses of these planets do not appear to depend on the metallicity values of their host stars, while they may weakly depend on the orbital separation. Taken together, the simplest interpretation of our results is that super-Earths are at the so-called “thermal mass”, where the planet’s Hill radius is equal to the vertical scale height of the gas disk.
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1. Introduction

Close-in, low-mass planets (which we call “super-Earths”, which also include the so-called “sub-Neptunes”) appear commonly. Earlier statistics (Fressin et al. 2013; Petigura et al. 2013) suggest that some 60% of all stars possess them, while updated modeling that takes into account planet multiplicity reduces this frequency to 30% for solar-type hosts (Zhu et al. 2018). This is 2–3 times more common than that of giant planets. We are keenly interested in knowing the masses of these planets and how these masses depend on parameters like stellar mass, stellar metallicity, and orbital distances.

Nature provides us with two well-known ways of measuring planet masses, the radial velocity technique (e.g., Mayor et al. 2011; Marcy et al. 2014) and the tool of transit-timing-variation (e.g., Agol et al. 2005; Holman & Murray 2005; Lithwick et al. 2012). Both have produced a large body of results. Unfortunately, for the majority of the super-Earths known, neither is available.

At first glance, these planets appear to be a diverse population, with a range of transiting sizes. However, it was pointed out early on that their size distribution is bimodal, with smaller planets occupying shorter periods, and larger ones at longer periods, and that this is likely the signature of photoevaporation (Wu & Lithwick 2013). Over time, refined stellar parameters firmly established the bimodal distribution (Fulton et al. 2017; Van Eylen et al. 2018), and model developments (Lopez et al. 2012; Owen & Wu 2013, 2017; Jin & Mordasini 2018) confirmed the conjecture of photoevaporation. Of particular relevance to this work, Owen & Wu (2017) developed a simple semi-analytical model to efficiently follow the evaporation and thermal evolution of low-mass planets. This model showed that the timescale for mass-loss is the longest where planet sizes (core plus H/He envelope) are doubled from their core sizes. For a range of parameters, this naturally gives rise to a final planet distribution that is bimodal in radius, peaking at the naked core size and twice its value. This explains the steep fall-off of planets beyond ~2.6 $R_\oplus$, and a gap around 1.8 $R_\oplus$. The stunning evaporation valley, evident in the recent CKS data (Fulton et al. 2017), gives solid proof of this theory.

Confirmation of the photoevaporation model now provides a new tool for us to measure planet mass and composition. This was attempted preliminarily in Owen & Wu (2017), where the core composition was inferred to be Earth-like, and the core mass is shown to have a variance of 3 $M_\oplus$. We revisit this problem and provide a more in-depth, updated analysis.

The current work is made possible by advances on two fronts. First, a reliable list of planets are now carefully vetted from thousands of candidates (Borucki et al. 2011; Batalha et al. 2013; Burke et al. 2014; Mullally et al. 2015; Rowe et al. 2015). Second, large surveys like the California-Kepler Survey (Johnson et al. 2017; Petigura et al. 2017), the LAMOST Kepler survey (Dong et al. 2014), and the Gaia mission have provided reliable stellar radii, which lead to better determined planet radii. In particular, the Gaia Collaboration recently released radii and effective temperatures for most of the Kepler planet hosts. This latter release forms much of the basis for this work.

2. Gaia DR2 Data

 Newly released Gaia data (DR2) provide stellar parameters for most of the Kepler planet host stars, based on Gaia photometry and parallaxes (Andrae et al. 2018; Gaia Collaboration et al. 2018; Lindegren et al. 2018). We retrieve a list of 2296 confirmed Kepler planets from the NASA Exoplanet archive (Akeson et al. 2013) in 2018 May. We query the Gaia database for objects within 1″ of the positions of the host stars, requiring that the matching pairs be within 1 mag of each other (Gaia broad-band magnitude is similar to Kepler broad-band magnitude in wavelength range). We find Gaia
radii for 1551 stars, which host altogether 2157 confirmed *Kepler* planets. This sample is larger than the CKS catalog (Johnson et al. 2017; Petigura et al. 2017), which contains 1298 confirmed planets. More importantly, unlike the CKS sample that focuses on FGK dwarfs, the *Gaia* sample contains stars from M-dwarfs to F-dwarfs.

How accurate are the *Gaia* stellar radii? One empirical test is the sharpness of the so-called “photoevaporation valley” in the radius–period plane. With the original KIC data, this is buried in the noise; data from spectroscopic surveys like CKS allows us to see it clearly in the first time, for a subset of the *Kepler* planets (Fulton et al. 2017). With *Gaia* radii, the valley is prominent in the overall sample (left panel of Figure 7), as well as in individual groups. The one-dimensional (1D) size distribution one obtains using the *Gaia* radii has features as sharp as those obtained using the CKS data.

Recently, Fulton & Petigura (2018) computed a new set of stellar radii for the CKS sample, by combining high-resolution spectroscopy and *Gaia* astrometry. These agree closely with the asteroseismically determined values whenever available, with an rms dispersion of 3.4% in the radius ratio. Comparing these with the *Gaia* DR2 radii, they found that the latter are on average 0.4% larger, with a 6.1% rms dispersion in the radius ratio. This dispersion is tolerable for our purpose.¹ So in this work, we adopt the *Gaia* radii and consider it to have an uncertainty of 7%.

Here, we also use *Gaia* stellar radii as a proxy for stellar mass. Within a factor of two of solar-mass, the main-sequence radius can be well approximated as \( R_\star = R_\odot \left( M_\star / M_\odot \right) \); see review by Torres et al. 2010. There is one subtlety, however. Based on the *Gaia* radius and \( T_{\text{eff}} \), some of the planet hosts have clearly evolved and are onto the sub-giant stage. Thus, we enforce a cut to reject all stars with

\[
R_\star \gtrsim 2.0 R_\odot \times \left( \frac{T_{\text{eff}}}{6000 \, \text{K}} \right)^{1.8}.
\]

This removes 316 planets, and we are left with a total of 1841. We call this the *Gaia–Kepler* sample, or GKS for short.

We now divide GKS planets into five equal groups by stellar radius, as is illustrated in Figure 1. The median stellar radii for these groups span from 0.67 \( R_\odot \) to 1.5 \( R_\odot \), i.e., a dynamic range of \( \sim 2.3 \) in stellar radius (and mass).²

Figure 2 provides an overview of these planets, plotted as planet radius versus orbital period, separately for the five groups of host stars. As stars become more massive, planets in general become larger, and in particular, features in the radius–period plane (caused by photoevaporation and discussed below) systematically move upward. In addition, there is a slight shift of the features toward longer periods.

Could this be caused by the selection effect where small planets are harder to detect around larger stars? In the following, we discuss observational selections and reject this hypothesis. Instead, we argue, the difference is physical.

### 2.1. Detection Efficiency

Transiting planets are detected subject to their transit probability, which is simply \( R_\pi/a \). But even where they transit, the detection efficiency still lies below unity, as the transit signal is not guaranteed to be picked up by the pipeline.

For an average *Kepler* star (Kepler magnitude 14.34, \( R_\star \approx R_\odot, M_\star \approx M_\odot \)), the detection completeness is established by Burke et al. (2015) and Christiansen et al. (2015). The curves delineating various completeness levels lie roughly at the planet radius (as summarized in Figure 1 of Zhu et al. 2018)

\[
R_{14.34} = \begin{cases} 
1.07R_\odot & \frac{P}{1 \, \text{day}} < 0.2, \text{ 90% complete} \\
0.67R_\odot & \frac{P}{1 \, \text{day}} < 0.2, \text{ 50% complete} \\
0.42R_\odot & \frac{P}{1 \, \text{day}} < 0.2, \text{ 10% complete} 
\end{cases}
\]

The above period scaling is similar to, within uncertainty, the analytical scaling of \( P^{1/5} \) derived in Gaidos & Mann (2013).

For a general star of a radius \( R_\star \), and *Kepler* magnitude \( K_p \), we follow the analytical arguments in Gaidos & Mann (2013) to write

\[
R_{R_\star,K_p} = R_{14.34} \left( \frac{R_\star}{R_\odot} \right)^{3/4} \left( \frac{M_\star}{M_\odot} \right)^{1/12} \left( \frac{K_p}{14.34} \right)^{-5/3}.
\]

While small planets are harder to see around larger stars, for our five groups of stars, the fact that the average brightness increases with stellar radius largely compensates for this.

---

¹ Another set of radius determination, based off *Gaia* parallaxes, is provided recently by Berger et al. (2018). Data is not yet public as the paper is still under review. It is unclear how different they are from the *Gaia* values.

² See Figure 2 for an even larger dynamic range.
Planets of smaller (relative) radii can be detected around stars that are brighter due to the higher signal-to-noise ratio. As a result, we find similar completeness curves for all of them (Figure 2). These curves fall well below the observed features in the radius–period plane. So the prominent radius fluctuation we observe in that figure is unlikely to be due to selection bias.

### 2.2. Planet Mass Scales with Stellar Mass

Similar to what is observed in two-dimensional (2D) space (Figure 2), the 1D radius distributions for our groups I–V stars also exhibit the same progressive shift (Figure 3). As stars become more massive, the features (peaks and dip) move systematically to the right. What could cause these upward shifting patterns? Here, we use photoevaporation as a tool to argue that this is caused (solely) by the rise of planet mass with stellar mass.

Consider a homogeneous population of planets, similar in core mass, core composition, envelope mass, thermal history, and host-star UV/X-ray irradiation, and different only in their distances from the host star. Photoevaporation will rob the close-in ones of their envelopes, leaving them as naked cores, while the very far-away planets will largely retain their envelopes. Planets at intermediate distances, on the other hand, will preferentially retain envelopes of a few percent in mass (and appearing at twice the core sizes) as the timescale to evaporate is the longest at these sizes (Owen & Wu 2017). This produces the so-called photoevaporation valley in the radius–period plane, and in the 1D size distribution, a pattern that has
two peaks: one at the core size and one at roughly twice that. The detection of these patterns in the Kepler sample, in both the 2D radius–period plane, and in the 1D radius histogram, not only confirms the theory of photoevaporation, but can be put into a more profitable use.

If the planet population around different stars are the same, the peaks and dips should occur at the same radii for all stars. On the other hand, if the characteristic planet mass \( M_0 \) scales with stellar mass \( M_* \) as

\[
M_0 \propto M_*^\beta,
\]

we expect to see a synchronous progression of the radius features with stellar mass, as is observed in Figure 2 (2D) and Figure 3.

To ascertain the value of \( \beta \), we note that core sizes scale with core masses as \( R_c = R_0 (M_0/M_*)^{-\beta/4} \) (Fortney et al. 2007), for a given chemical composition. So if we scale the planet size appropriately as \( R_p = R_0 (M_0/M_\beta)^{-\beta/4} \), there will be a value of \( \beta \) at which the peaks and dips in the (scaled) 1D size distributions coincide across all groups of stars. At this point, the peak-to-dip ratio in the combined histogram will have the largest value, or, the image is the sharpest.

Using a logarithmic radius bin of 7%, we produce combined histograms of \( R_p \) for all groups. We then use the heights at the following three bins: \( R_1 = 1.52 R_\odot \), \( R_2 = 2.05 R_\odot \), and \( R_3 = 2.54 R_\odot \), to measure the sharpness of the features. These bins are the positions of peaks and dip for group III stars (Sun-like).\(^5\) We measure the peak-to-dip ratio as \( r_{1,\beta} = n(R = R_1)/n(R = R_2) \), \( r_{2,\beta} = n(R = R_2)/n(R = R_3) \), and \( r_{3,\beta} = n(R = R_3)/n(R = R_2) \).

The result of this procedure is presented in Figure 4 and the value of \( \beta \) that maximizes the peak-to-dip ratios lies near \( \beta \approx 1 \). The range of acceptable \( \beta \) goes from 0.95 to 1.4, but in the remaining discussion, we adopt \( \beta = 1 \) for simplicity. There is no substantial change to the results when \( \beta \) is varied in the above range.

To show that such a conclusion is not the result of random noise, we scramble the planet–star association and repeat the same procedure 100 times. None of these 100 runs return as large a peak-to-dip ratio as our real run for \( \beta \approx 1 \). In other words, the chance that random events can produce features as sharp as we do is less than a percent.

The scaled histograms, using \( \beta = 1 \), are presented in Figure 3, alongside the original ones. This procedure not only lines up all features nicely among different groups of stars, it even reduces the radius dispersion within a given group. So the radius features caused by photoevaporation can be unified across different stars if we assume that the characteristic mass for super-Earths goes as \( M_0^1 \).

Prompted by one of the referees of this paper, I performed a new statistical analysis without breaking the planets into multiple groups. This procedure, detailed in the Appendix, yields a similar result, \( \beta \approx 0.92 \).

Alternative explanations to our above proposal are considered but are regarded as unlikely. First, we have addressed the issue of selection effect in the previous section. Second, planets orbiting around more massive stars tend to be hotter (at the same distance) and have larger atmospheric scale heights. This may shift the upper peak (slightly) upward, but not the lower peak (naked cores), nor the dip. Third, more massive stars tend to be born more recently and therefore are slightly more metal-rich. Could the observed progression be instead related to metallicity? We reject this hypothesis below.

### 2.3. Core Mass Does Not Depend on Metallicity

Given that stellar metallicity should correspond to the dust-to-gas ratio in the primordial protoplanetary disk, one may expect that planet mass should correlate with stellar metallicity. Metallicity may also enter in the process of photoevaporation— if planets around metal-rich stars tend to have more metals in their gaseous envelopes, they may experience a different efficiency for photoevaporation.

Among FGK dwarfs that are investigated by the CKS group, stellar metallicities appear to rise with stellar mass. This is caused by the fact that more massive stars live shorter lives and therefore any observed ones are born more recently, after the Galaxy has become more enriched by metals. This correlation was noted by Fulton & Petigura (2018), and they suggest that metallicity may be (co-)responsible for their reported changes in the planet population, in addition to or instead of stellar mass. Here, however, we argue that metallicity does not enter the picture.

First, after the mass dependence is scaled out (\( \beta = 1 \) in Equation (3)), one can show that the planet size distribution does not depend on metallicity (Figure 5). For FGK dwarfs that are in both the GKS and the CKS samples (1141 planets), there are no discernible trends, as the average metallicity changes by a factor of 2.4.

---

5 Our result is sensitive to the judicious choice of \( R_2 \), but less so on \( R_1 \) and \( R_3 \). If a bin other than that containing \( R_3 \) is adopted, the peak-to-dip ratio does not exhibit a peak at any value of \( \beta \).
other hand, an excess of Jovian planets for the metal-rich group suggests large radii. We separate the planets into three groups with increasing metallicity (ranges and mean values as marked) and display their respective histograms for the scaled radius (R''p = R$_p$(M$_*$/M$_{\odot}$)$^{-1/4}$). The average metallicity changes by a factor of 2.4, yet there is little discernible progression in the distribution. There is, on the other hand, an excess of Jovian planets for the metal-rich group (as seen here at large radii).

Second, among stars that reside in both the GKS and the CKS samples, the mean metallicity appears to rise only weakly with the stellar mass. For our division of the CKS samples, the mean metallicity appears to rise only weakly ($\sigma_{\text{Fe/H}} = 0.040, 0.034, 0.036, 0.040$, and 0.023. These changes are much smaller than the metallicity dispersion within a given group and are unlikely to be responsible for the systematic progression seen in Figures 2 and 3.

It is now known that the occurrence rate of super-Earths is not strongly sensitive to stellar metallicity (Buchhave et al. 2012; Zhu et al. 2016). This contrasts with the case of giant planets where the occurrence rate scales as $Z^2$ (Fischer & Valenti 2005), but is in line with our finding here that planet mass is independent of stellar metallicity.

3. Planet Parameters—Models of Photoevaporation

Here, we extract information about the super-Earths by applying the model of photoevaporation. Based on the above discussion, we adopt a normal distribution for the planet mass, with a mean that scales with the stellar mass as $M'_p$. And when comparing theoretical results against observations, we only compare the scaled planet radii, $R''_p = R_p(M_*/M_{\odot})^{-1/4}$. This then allows us to leverage the entire GKS for our purpose, rather than having to restrict ourselves to one stellar group at a time.

3.1. Characteristic Planet Masses

We simulate planets in the Gaia–Kepler sample (1841 planets). For each planet, we adopt its host-star mass and its observed period as input. This saves us the labor of having to model the distributions of these two variables. We also do not need to consider transit probability. We then produce 10 mock planets for each real planet, subject them to photoevaporation, measure their size distribution at a few Gyr, and compare this against the observed 1D distribution (Figure 6). We have to introduce a number of parameters to describe this process, and we perform a $\chi^2$-minimization (using the downhill simplex method, Press et al. 1986) to find the best-fit parameters. The 2D (radius–period) distribution is not used in this procedure.

We assume the mock planets are drawn from a homogeneous population with core mass ($M_{\text{core}}$), core radius ($R_{\text{core}}$), and initial H/He mass fraction ($X$) as,

$$
\frac{dN}{d \log M_{\text{core}}} \propto \exp \left[ -\frac{(\log M_{\text{core}} - \log M_c)^2}{2\sigma^2_{\log M}} \right],
$$

$$
R_{\text{core}} = 1.03R_\oplus \left( \frac{M_{\text{core}}}{M_{\oplus}} \right)^{1/4},
$$

$$
\frac{dN}{d \log X} \propto \exp \left[ -\frac{(\log X - \log X_0)^2}{2\sigma^2_X} \right],
$$

where $\sigma_{\log M}$ and $\sigma_X$ are the respective dispersions in logarithmic space.\footnote{We have experimented with Rayleigh distributions but see no dramatic changes.} We explicitly set the characteristic mass $M_c = M_0(M_*/M_{\odot})$, where $M_0$ is the planet mass if the host star is solar. The planet core radius takes the form as in Fortney et al. (2007) to account for compression, and its normalization reflects our assumption that the planet bulk density, if it has a mass of $1 M_\oplus$, is $\rho_{1 M_\oplus} = 5.0 \text{ g cm}^{-3}$ (the Earth has $\rho = 5.5 \text{ g cm}^{-3}$), an assumption we justify later.

Figure 5. Planet sizes have no correlation with host-star metallicity. There are 1141 planets in GKS that overlap with the CKS sample and therefore have known host-star metallicities. These are mostly around FGK dwarfs. We simulate planets in the Gaia–Kepler sample (1841 planets). For each planet, we adopt its host-star mass and its host-star metallicity. These are mostly around FGK dwarfs. We separate the planets into three groups with increasing metallicity (ranges and mean values as marked) and display their respective histograms for the scaled radius ($R''_p = R_p(M_*/M_{\odot})^{-1/4}$). The average metallicity changes by a factor of 2.4, yet there is little discernible progression in the distribution. There is, on the other hand, an excess of Jovian planets for the metal-rich group (as seen here at large radii).

Figure 6. Comparing the observed 1D size distribution against our best-fit model. Here, all radii are scaled ($R''_p$). The shaded histogram is the observed one, with colors denoting contributions from groups I–V (color scheme as in Figure 3), and our best-fit model (with $\chi^2_{\text{red}} = 0.9$) is shown as a heavy red histogram. The un-shaded region is where we compare models against observations.
The above ansatz assumes that planet properties do not depend on orbital separation, an assumption we return to later. It also assumes no correlation between core mass and envelope mass. A more nuanced treatment is desired but is not granted by the amount of data we have at hand.

With these initial conditions, we forward model the photoevaporation process as discussed in Owen & Wu (2017). In particular, we adopt a high-energy luminosity $L_{\text{HE}}$ that is $10^{-15} L_{\odot}(M_*/M_\odot)$ for the first $10^3$ yr of the star’s life, and let it decay as $t^{-1.5}$ afterwards. We include the difference in radius between the radiative photosphere and the transit radius, but do not include internal luminosities from the cooling core. To allow for uncertainties in the photoevaporation model, we parameterize the energy efficiency of evaporation as

$$\eta = \eta_0 \left( \frac{v_{\text{esc}}}{23 \text{ km s}^{-1}} \right)^{-\alpha_\eta},$$

where $v_{\text{esc}}$ is the surface escape velocity of the planet, and $23 \text{ km s}^{-1}$ is the value for a super-Earth with $8 M_\oplus$ and $\rho_{1M_\odot} = 5 \text{ g cm}^{-3}$. The value of $\eta_0$, together with that of $L_{\text{HE}}$, determine the mass-loss rate. So we are not determining $\eta$ per se, rather the product of $\eta$ and $L_{\text{HE}}$. The case where $\alpha_\eta = 0$ corresponds to an “energy-limited” scenario where a fixed fraction of the high-energy irradiation is employed to evaporate the envelope. This, as discussed in Owen & Wu (2017), is unlikely to be correct, and physical arguments suggest that $\alpha_\eta > 0$.

After evolving a planet through thermal contraction and photoevaporation, I account for detection completeness given its final size and orbital period, as well as its host-star properties (Section 2.1). As the completeness curves skirt the main planet space, this does not much impact the results. I further include a Gaussian broadening of 7% in planet radius to account for the error-spread in $Gaia$ data. Binning the planets by their (scaled) radii as in Figure 6 allows us to calculate the $\chi^2$ difference between simulations and observations, where uncertainty arises from Poisson error for the latter. In detail, we focus only on planets with (scaled) radii between $1.28 R_\oplus$ and $3.8 R_\oplus$. This contains 15 bins in radius. With a total of six parameters, this yields nine degrees of freedom, or the reduced $\chi^2_{\text{red}} = \chi^2/9$. Minimizing the difference leads us to a well defined global minimum at which $\chi^2_{\text{red}} = 0.9$. A single population of planets can explain the data, and their best-fit parameters are presented in Table 1. A few notable features. First, planet mass is found to be tightly clustered around $M_0 = 7.70 M_\oplus$ with a small dispersion ($\sigma_m = 0.3$, or a FWHM from 3 to 14 $M_\oplus$); the envelope mass also settles down to $X_0 = 2.6\%$ with a similarly small dispersion. The resulting 1D histogram is presented in Figure 6.

Our procedure only demands a best fit in the 1D radius distribution. But as one can see in Figure 7, such a model also produces a satisfactory resemblance to the observed data in 2D space.

### 3.2. Core Composition?

In the above exercise, we fix $\rho_{1M_\odot}$, the bulk density for the same composition at $M = 1 M_\oplus$, to be $5.0 \text{ g cm}^{-3}$. For context, a pure ice, pure rock, and pure iron composition should have $\rho_{1M_\odot} = 1.4$, $4.0$ and $11 \text{ g cm}^{-3}$, respectively (Fortney et al. 2007), and the Earth, being a iron-rock mixture, has $\rho_{1M_\odot} = 5.5 \text{ g cm}^{-3}$. So our choice implies a composition that is similar to that of the Earth. We justify our choice here.

First, under a different assumption for the bulk density, we repeat the above exercise and obtain the best fit. These are listed in Table 1, and $\chi^2_{\text{red}} \leq 1$ for all cases considered. So the 1D size distribution alone cannot distinguish among the different compositions. How to break the degeneracy?

Among the listed solutions, one notices that, as the core bulk density decreases, so does the characteristic planet mass ($M_0$), in such a way that the lower peak at $R_1$ is preserved. In the mean time, the required photoevaporation efficiency ($\eta_0$) drops dramatically, so as to preserve the large number of planets at the second peak despite the lower core mass. The reverse happens when the bulk density increases. We can compare the best-fit evaporation efficiency against detailed models of photoevaporation, where thermal calculations for the X-ray partial ionization region typically predict an evaporation efficiency of $\eta \sim 0.1$ (Owen & Jackson 2012; Erkaev et al. 2013; Owen & Wu 2013). Such an efficiency disfavors models with too light or too dense a composition (Owen & Wu 2017), and favors our standard model ($5.0 \text{ g cm}^{-3}$).

Other than theoretical support, we can also draw inspiration from the limited data at hand on planet density. Figure 8 shows

### Table 1

| $\rho_{1M_\odot}$ ($\text{g cm}^{-3}$) | $M_0$ ($M_\oplus$) | $\sigma_{\log M}$ | $\eta_0$ | $\alpha_\eta$ | $X_0$ | $\sigma_{X0}$ | $\chi^2_{\text{red}}$ |
|-----------------------------------|--------------------|------------------|--------|-------------|--------|--------------|----------------|
| 2.0                               | 3.08               | 0.54             | 0.008  | 0.52        | 0.003  | 0.20         | 1.05            |
| 3.0                               | 4.79               | 0.43             | 0.05   | 0.42        | 0.012  | 0.23         | 0.90            |
| 4.0                               | 6.10               | 0.33             | 0.11   | 0.40        | 0.022  | 0.35         | 0.91            |
| 5.0                               | 7.70               | 0.29             | 0.17   | 0.42        | 0.026  | 0.37         | 0.90            |
| 6.0                               | 9.43               | 0.28             | 0.29   | 0.54        | 0.030  | 0.33         | 0.75            |

$\chi^2_{\text{red}} = \chi^2/9$. A single population of planets can explain the data, and their best-fit parameters are presented in Table 1. A few notable features. First, planet mass is found to be tightly clustered around $M_0 = 7.70 M_\oplus$ with a small dispersion ($\sigma_m = 0.3$, or a FWHM from 3 to 14 $M_\oplus$); the envelope mass also settles down to $X_0 = 2.6\%$ with a similarly small dispersion. The resulting 1D histogram is presented in Figure 6.

Our procedure only demands a best fit in the 1D radius distribution. But as one can see in Figure 7, such a model also produces a satisfactory resemblance to the observed data in 2D space.

Note: The model marked by an asterisk is our preferred model, for which we also present the 95% confidence range for the estimated parameters. The lower section lists models with a new parameter $\gamma$ (Equation (6)).
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Lastly, we can compare the 2D distribution of different best-fit models. Again, the one with terrestrial composition most resembles that of the observed one (Figure 9).

### 3.3. Dependence on Orbital Separation?

We have adopted a model where planet properties (mass and envelope) are independent of the orbital separation. This gives adequate fit to the observations. However, it is reasonable to expect that planets that formed (or parked) at different distances should have different core masses, and different models predict different distance scalings. How well can the current data constrain this?

We modify our model to include a radial dependence for the characteristic mass,

$$M_c = M_0 \left( \frac{M_e}{M_*} \right)^{0.1} \left( \frac{a}{0.1 \text{ au}} \right)^{\gamma}. \quad (6)$$

All other parameters, including the envelope mass, are assumed to be independent of the separation. We then search for the best fit to the 1D size distribution for a few values of $\gamma$. These are listed in Table 1, together with their corresponding $\chi^2_{\text{red}}$. A rising $\gamma$ typically requires a larger $M_0$. The model with $\gamma = 1$ fails to describe the 1D distribution ($\chi^2_{\text{red}} = 2.10$) but the ones with smaller $\gamma$ are successful.

In Figure 10, we further compare these best-fit models in 2D space. It is apparent that the $\gamma = 1$ case is also ruled out by the 2D comparison, as it leads to too steep an upturn in planet size toward long periods. Models with smaller $\gamma$, on the other hand, appear compatible with the observations. Superficially, the $\gamma = 1/2$ model looks most similar, but lacking a proper 2D statistical test, this is not quantifiable.

Aside from the technical difficulty of comparing models in 2D space, we are also hampered by the following issues. First, the Kepler sample contains too few long-period planets ($>10$ days) due to their smaller transit probabilities. So we are relying on a small batch of the total sample to discern any radial trend. Second, radii of planets at these long periods are a combined result of their core masses, their envelope masses, and their envelope scale heights. These may vary with...
separation in ways that conceal physical changes. The last issue can potentially be circumvented by radial velocity studies.

4. Discussions

The following expression summarizes our results succinctly. Masses of super-Earths peak at a mass ratio

\[
\mu = \frac{M_p}{M_{\ast}} \approx 2.5 \times 10^{-5} \left(\frac{M_\ast}{M_{\odot}}\right)^\gamma \left(\frac{Z_\ast}{Z_{\odot}}\right)^b \left(\frac{r}{0.1 \text{ au}}\right)^\gamma,
\]

and they are likely terrestrial in composition (based off Figure 9). Here, \(a\) falls in a narrow range, \(a \in [-0.05, 0.35]\) (Figure 4), while \(b \sim 0\) (Figure 5), and \(\gamma < 1\) (we prefer \(\gamma \sim 1/2\), Figure 10). In the following, we discuss these results in greater detail.

4.1. Error in Owen & Wu (2017)

We adopt much of the same machinery as that in Owen & Wu (2017) to evolve the planet population. And the evaporation parameters in our standard model are similar to those used in that paper. However, our value for the core mass is a factor of two higher than theirs, for Sun-like stars. This difference stems not from the theory side, but from the data set we choose to compare against. In that paper, we took the 1D size distribution from Fulton et al. (2017), after they had corrected for transit probability and pipeline completeness. As is also shown in Fulton & Petigura (2018), such a correction moves the two peaks downward to smaller radii. For instance, the small peak moved from 1.5 to 1.3 \(R_{\oplus}\). This corresponds to a decrease in planet mass by a factor of 1.8. Using this corrected size distribution led Owen & Wu (2017) to infer a smaller core mass than is obtained here.

This downward movement of the peaks is likely fictitious and is a result of over compensation. Small planets, especially those at long periods, due to their small detection probability, can strongly influence the corrected size distribution. In this work, we perform a different procedure. We pass our model predictions through completeness corrections to produce mock observations. In this way, we avoid the above issue.

4.2. Other Evidences of Mass Dependence

The mass dependence that is apparent in the GKS extends to lower-mass stars. Two studies for planets around M-dwarfs from the Kepler and K2 mission have been published (Newton et al. 2015; Dressing et al. 2017). They carefully calibrated the M-dwarf spectra and obtained reliable radii for planet hosts with masses as low as 0.2 \(M_{\odot}\). In Figure 11, I overplotted their results against the GKS (which only extends down to 0.5 \(M_{\odot}\)). The clear progression seen in Gaia radii now extends down further. So for stars from 0.2 \(M_{\odot}\) to 2 \(M_{\odot}\), which includes the majority of stars in the universe, their super-Earths can be described by a single scaling law, \(M_\ast \propto M_p^\beta\), with \(\beta \approx 1\) (Figure 11 shows two examples, \(\beta = 1\) and \(\beta = 11/8\)).

Microlensing of planets around M-dwarfs provide mass measurements at larger separations (a few au). Survey results have led practitioners in that field to propose that there is a “break” in mass ratio around \(\mu \sim 2 \times 10^{-4}\) (Suzuki et al. 2016; Udalski et al. 2018). Adopting a radial dependence of \(\gamma = 1/2\) and evaluating our Equation (7) at \(r = 4\) au, we obtain, intriguingly,

\[
\mu(r = 4 \text{ au}, \gamma = 1/2) \sim 2 \times 10^{-4}.
\]

To our knowledge, two previous papers have claimed to detect the dependence on stellar mass. Using a set of planet radii determined by CKS spectroscopy and Gaia astrometry, as opposed to only using the Gaia data here, Fulton & Petigura (2018) discovered that among the CKS FGK dwarfs, there is a progression of planet size with stellar mass. For their narrower mass range (0.85–1.2 \(M_{\odot}\)), they found that the average planet radii increase by between 5% and 13%. If we substitute our scaling into their mass range, we expect a change of 9%, consistent with their claim. They are uncertain as to the cause of the change, however, and suspect that the rising stellar metallicity may be partly responsible. In this work, we exclude metallicity as a possible cause.

Pascucci et al. (2018) also noticed that the characteristic planet size rises with stellar mass, based on only KIC planet radii.\(^5\) Using a mass–radius relation that is not motivated physically,\(^6\) they argued that planet mass function has a break

\(^5\) These have been shown to be much less accurate and may contain systematic errors (Fulton et al. 2017)

\(^6\) And actually incorrect—planets at the upper peak and lower peak have identical mass, despite a factor of two difference in their sizes.

---

**Figure 9.** Bulk densities and 2D distribution. Best-fit models (for 1D size distribution) are shown in the plane of (scaled) radius vs. orbital period, for various values of bulk density. Overlaid in line contours are the actual observations (middle panel of Figure 7). Models with a lighter composition tend to leave a very clean “evaporation valley” and tilt downward toward long periods. The fourth panel, though not obviously the best fit here (the right three panels agree with the data equally well), is our preferred model, and we give three arguments in text to justify our choice.
Figure 10. Constraining the radial dependence of core mass. Here, we compare different best-fit models (left: $\gamma = 1/4$; middle: $\gamma = 1/2$; and right: $\gamma = 1$), against the observations (shown as line contours). The last model shows an upturn that is too steep to be compatible with current data, while other models produce acceptable resemblance to the observations, including the $\gamma = 0$ model (fourth panel in Figure 9). Visually, the $\gamma = 1/2$ model produces the closest resemblance to the data.

4.3. Why the Universal Scaling?

So it appears that, despite the drastically different environments around stars from late M-dwarfs to early F-dwarfs, super-Earths are formed with a universal scaling (Equation (7)). Why is this so? The spread around the universal scaling is also tight. Our best-fit solution gives a Gaussian width of $\sigma_{\log M} = 0.3$ (in logarithm), or, the FWHM of the mass distribution runs from $\mu = 10^{-5}$ to $\mu = 5.3 \times 10^{-5}$ (corresponding to 3.5 and 17.8 $M_\oplus$ for a a Sun-like host). This is a strikingly narrow range.\(^7\) Compare this to the following dynamic ranges: 2.3 for the stellar mass in the GKS; a factor of 30 in stellar luminosity; a factor of ~10 in stellar metallicity; and a factor of 10–100 in mass of protoplanetary disks.

These likely suggest a single formation channel for these planets, in which stellar mass is the dominant variable (together with perhaps the orbital separation). Planet mass being independent of stellar metallicity (or, in association, the disk mass) likely indicates that the disk environments where these planets form do not have the same dust-to-gas ratio as that of a primordial disk. Lastly, there is a threshold below which planets will continue to grow and above which growth is stalled.

In the following, I suggest that the simplest explanation for our results is that super-Earths are at “thermal mass”; or, the masses of these planets are such that their Hill radii are equal to the scale height of their nascent gas disks.

Let us consider a passively irradiated (non-accreting) disk surrounding a star of mass $M_*$, radius $R_*$ and effective temperature $T_*$. This leads to a minimum estimate for the disk scale height, and we consider disks that are heated by active accretion further below. Star rays hitting the slanted disk surface warms the interior temperature to (Chiang & Goldreich 1997)

$$T(r) \approx 1200 K \left( \frac{r}{1 \text{ au}} \right)^{-3/\gamma} \left( \frac{R_*}{R_\odot} \right)^{1/\gamma} \left( \frac{M_*}{M_\odot} \right)^{-1/\gamma} \left( \frac{T_*}{T_\odot} \right)^{8/\gamma} .$$  (9)

This is obtained by setting the optical photosphere to be some six times larger than $H_g$ (Chiang & Youdin 2010).\(^8\) The above temperature is cooler than the temperature of an exposed blackbody. It also assumes that disk flaring dominates the slanted-ness in intercepting star rays. For the inner region, the finite angular size of the star dominates instead, in which case

$$T(r) \approx 400 K \left( \frac{r}{0.1 \text{ au}} \right)^{-3/4} \left( \frac{R_*}{R_\odot} \right)^{3/4} \left( \frac{M_*}{M_\odot} \right)^{-1/4} \left( \frac{T_*}{T_\odot} \right) .$$  (10)

The transition between the two regimes is approximately where the two scalings intersect, or, $r_{\text{trans}} \approx 0.2 au \left( \frac{R_*}{R_\odot} \right)^{5/9} \left( \frac{M_*}{M_\odot} \right)^{1/9} \left( \frac{T_*}{T_\odot} \right)^{-4/9}$. Vertical gas scale height $H_g$ therefore satisfies

$$\frac{H_g}{r} = \begin{cases} \left( \frac{r}{0.1 \text{ au}} \right)^{1/8} \left( \frac{R_*}{R_\odot} \right)^{3/8} \left( \frac{M_*}{M_\odot} \right)^{-1/2} \left( \frac{T_*}{T_\odot} \right)^{1/2} , & r \lesssim r_{\text{trans}} \\ \left( \frac{r}{1 \text{ au}} \right)^{2/7} \left( \frac{R_*}{R_\odot} \right)^{2/7} \left( \frac{M_*}{M_\odot} \right)^{-4/7} \left( \frac{T_*}{T_\odot} \right)^{4/7} , & r \gtrsim r_{\text{trans}} \end{cases}$$

To simplify the above scalings, we assume that pre-main-sequence stars follow the same mass–luminosity relation as that for ZAMS stars, $L_* \propto T_*^4 R_*^2 \propto M_*^4$. In this case, $r_{\text{trans}} \approx 0.2 au \left( \frac{R_*}{R_\odot} \right)^{7/9}$, or 0.3 au when $R_* = 1.7 R_*$, size of the Sun at 3 Myr.

The planet–disk interaction undergoes a transition at the so-called “thermal mass”, defined by the planet mass ratio at which its Hill radius exceeds the gas scale height. For the above

\(^7\) The narrowness can also be intuited from the 1D radius distribution. If the mass function had been a factor of two broader, the radius dip would have been wiped out.

\(^8\) The factor of six applies to an MMSN-type disk. If the disk contains far more solid, this factor rises logarithmically and the gas scale height is moderately increased.
discussed passive disk, this is

$$\mu_{\text{thermal}} = \frac{M_p}{M_\star} \approx 3 \left( \frac{H_g}{r} \right)^3$$

$$\approx \begin{cases} 6.3 \times 10^{-6} \left( \frac{r}{0.1 \text{ au}} \right)^{3/8} \left( \frac{R_\star}{R_p} \right)^{3/8}, & r \leq r_{\text{tran}}, \\ 3.2 \times 10^{-6} \left( \frac{r}{1 \text{ au}} \right)^{6/7}, & r \geq r_{\text{tran}}. \end{cases}$$ (11)

If stellar radii in the pre-main-sequence phase also scale as $M_\star$, the inner branch of the thermal mass is $\mu_{\text{thermal}} \propto M_\star^{3/8}$, or $\gamma = 3/8$. This is actually slightly favored by Figure 10 over $\gamma = 0$. It corresponds to $\beta = 1 + 3/8 = 1.375$, and falls within our allowed range for $\beta$.

Prompted by one of the referees, I also consider a model of the so-called active disk where viscous accretion dominates the heating of the inner disk. The fiducial disk in D’Alessio et al. (1999) has an accretion rate of $M = 10^{-4} M_\odot \text{ yr}^{-1}$, a turbulent viscosity parameter $\alpha = 10^{-2}$ and orbits around a star of mass $0.5 M_\odot$. Ignoring the stellar mass difference and taking a temperature profile from Figure 1 of that paper, the inner region goes as

$$T \approx \text{Max} \left[ 1600 \text{ K}, 235 \text{ K} \left( \frac{r}{1 \text{ au}} \right)^{-0.93} \right].$$ (12)

Here, 1600 K corresponds to the dust sublimation temperature and the cap at this temperature reflects the changes in gas opacity when sublimation occurs. Outside a couple astronomical unit, active heating is sub-dominant and the passive disk model applies again. This model of an actively accreting disk represents a likely upper limit to the disk scale height, an opposite limit to the passive disk.

Figure 12 illustrates the thermal mass for both the inner and the outer regions, around a solar-type star, considering either an active or a passive disk. We also overplot our two best-fit models: one with $\gamma = 0$, the other $\gamma = 3/8$. Both solutions fall within the values spanned by an active disk and a passive disk.

Or, the observed planet mass distribution appears to be consistent, in both scaling and magnitude, with the expected thermal masses for protoplanetary disks.

What is the significance of such an interpretation?

For a planet more massive than the thermal mass, Lin & Papaloizou (1986) argued that it excites strong tidal shocks, which can remove material from its vicinity to open a gap. Disk viscosity counteracts this to smooth out the gap, but so long as the viscosity parameter falls below (e.g., Equation (3) in Crida et al. 2006)

$$\alpha_{\text{crit}} \approx 0.04 \left( \frac{\mu}{2.5 \times 10^{-5}} \right) \left( \frac{H_g/r}{0.013} \right)^{-2},$$ (13)

the planet wins and a gap is opened. Numerical simulations show that $\alpha$ in active MRI regions typically have values of $\alpha \sim 10^{-2}$, and falls below that by orders of magnitude in the disk mid-plane if MRI is not operative. Our super-Earths should be able to open gaps.

Planets that open gaps may migrate at a speed reduced from the rapid Type I migration rate (Lin & Papaloizou 1986). The reduction depends on the depth and width of the gap (Duffell et al. 2014). In addition, gap-opening planets can potentially regulate their own growth, either by creating a pressure maximum to stall the inward spiral of “pebbles” (Chatterjee & Tan 2014; Lambrechts et al. 2014), or by interacting with larger planetesimals embedded in gaseous disks. There is a large body of studies on gap-opening planets, but most have so far been limited to Jovian-mass planets in disks with large aspect ratios, and much of their conclusions (e.g., regarding gas flow across the gap, migration rate, eccentricity excitation, etc.) may have to be modified for the case of low-mass planets in thin disks.

There is another notable feature in our best-fit model. The inferred envelope mass fraction peaks tightly at 2%, with an FWHM that stretches from ~1% to 4%. For comparison, the expected mass for an adiabatic envelope surrounding an $8 M_\odot$ planet still embedded in the disk should be 10%–50% (e.g., Rafikov 2006).11 Owen & Wu (2016) discussed a mechanism (which they termed “boil-off”) in the early stage of a planet’s life that quickly removes most of this envelope and pares it down to a few percent. But it is unclear whether this completely

9 However, unlike the passive disk, which can explain the observed stellar mass dependence, the active disk does not.

10 Again, this can be directly observed in the 1D size distribution—notice the sharp drop-off of planets beyond ~3 $R_p$.

11 But the assumption of “embedded” is probably broken. See above.
explains the observed narrow concentration of envelope masses.

5. Conclusion

Photoevaporation gives us a sensitive tool, in addition to RV and TTV methods, to measure planet mass as a population. We find that a narrow mass function that rises roughly linearly with the stellar mass best explains the observed size distribution of Kepler planets. Our results are captured by the expression in Equation (7) and here is a brief recap:

1. planet mass rises with stellar mass as $M_\beta$, with $\beta \in [0.95, 1.40]$;
2. a characteristic planet-to-star mass ratio $\mu \sim 2.5 \times 10^{-5}$ (i.e., planet mass $8 M_\beta$ around a Sun-like star);
3. a narrow spread of $\sim 0.3$ in logarithmic mass;
4. no evidence of metallicity dependence;
5. composition likely Earth-like;
6. planet mass possibly exhibits a radial dependence of $r^\gamma$ with $\gamma \in [0, 1/2]$;
7. all planets initially covered with H/He envelopes $\sim 2\%$ in mass fraction;
8. planet masses lie near the local thermal mass.

These conclusions should be refined or further tested. First, in this work, we have used the Gaia stellar radius as a proxy for stellar mass. This is strictly correct only for stars close to the ZAMS. More accurate stellar parameters will not only update the results here but may also discern more hidden patterns. Second, as shown in Figure 11, planets around low-mass M-dwarfs are unique lever-arms in ascertaining the planet-to-star correlation. TESS and other surveys may provide a large sample of such objects. Third, it is important to constrain mass dependence on orbital separation, as it is pivotal in identifying the correct formation channel. One venue is to expand the planet sample by establishing the planet nature of many of the currently so-called candidates; the other is to have precise radial velocity follow-up of low-mass planets across a range of separations. Fourth, a more robust model for photoevaporation, capturing the dependency of the evaporation efficiency on various planet parameters, would be instrumental in determining the planet composition. Lastly, how a low-mass gap-opening planet interacts with the gas and the solid disks should be investigated.

A few parting thoughts:

Within the 400-day period range probed by the Kepler mission, many systems show multiple transiting planets (Lissauer et al. 2011; Fabrycky et al. 2014). The average multiplicity has been inferred to be $\sim 3$ (Zhu et al. 2018). Taken together with the high mass of the super-Earths, it is tempting to think that the material for these super-Earths came drifting in from larger distances. However, such a scenario would have to accommodate the fact that many of the systems harboring super-Earths ($\sim 30\%$ in average) also host cold Jupiters at large distances (Zhu & Wu 2018).

Both super-Earths and Jupiters, the two big classes of planets that we now know, are capable of gap-opening. This raises the suspicion that all planets formed in gaseous disks have to be gap-opening to survive. In other words, planets in the outer region, where the thermal mass is higher (Figure 12), ought to be more massive than the super-Earths we discuss here and closer in mass to Saturn. This perhaps explains the “mass break” at $\mu \sim 2 \times 10^{-4}$ from microlensing surveys.

I wish to thank my two referees, as well as Yoram Lithwick and James Owen for discussions and technical help, and Wei Zhu for providing helpful feedback on the draft. This work makes use of the NASA Exoplanet archive, and results from the NASA Kepler mission, the ESA Gaia mission and the California-Kepler survey. I acknowledge NSERC for a research grant.

Appendix

Stellar Dependence from a Gaussian Mixture Analysis

Prompted by one of the referees, here I try to establish the dependence of planet radius on stellar mass using a method commonly used in statistical studies, that of a multi-component Gaussian mixture model. With such an analysis, we can avoid...
The axes are logarithmic in stellar radius indicated by the two ellipses. The mean and variance of the Gaussian components are indicated by the two ellipses.

breaking the sample up into somewhat arbitrary groups, as is done in the main text.

Using Mclust (Scrucca et al. 2016), a contributed package to the R language, we model the clustering of data in the three-dimensional (3D) space spanned by planet radius, planet period, and stellar radius (all in logarithm). We insist that there are three or fewer Gaussian components in the data and find that the best model (in terms of Bayesian Information Criterion) consists of two components: one clearly corresponding to the super-Earths, and the other to sub-Neptunes. The mean planet radii, orbital periods, and stellar radii for the two components are, respectively, \((1.5 R_\oplus, 5.68 \text{ days}, 0.99 R_\odot)\) and \((2.63 R_\oplus, 18.71 \text{ days}, 0.98 R_\odot)\). The two populations share the same stellar properties, but differ in size and period, as is expected. These are shown in Figure 13. The ellipses that describe the Gaussian models are clearly inclined for both populations, indicating a dependence of planet radius on stellar radius (a proxy for stellar mass).

The covariance matrix for both components gives the same picture, with the correlation between planet radius and stellar radius having a value of 0.33, much stronger than correlations between the other pairs. Moreover, decomposing the variations into basis vectors, I find that the principle component along which most of the data variations are explained is along the direction of \(R_p \propto R_{\star}^{-0.23}\), or \(\beta \approx 0.92\). This confirms results from the more primitive analysis in the main text, where we find \(\beta \approx 1\) (Figure 4).

Figure 13. Cluster analysis using the Mclust package in the R program. The Gaussian cluster, marked by brown-yellow points (labeled as “c”), corresponds to super-Earths, while the blue points labeled as “n” correspond to sub-Neptunes. The axes are logarithmic in stellar radius (horizontal) and planet radius (vertical).
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