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ABSTRACT

In this work, we propose a data-driven scheme to initialize the parameters of a deep neural network. This is in contrast to traditional approaches which randomly initialize parameters by sampling from transformed standard distributions. Such methods do not use the training data to produce a more informed initialization. Our method uses a sequential layer-wise approach where each layer is initialized using its input activations. The initialization is cast as an optimization problem where we minimize a combination of encoding and decoding losses of the input activations, which is further constrained by a user-defined latent code. The optimization problem is then restructured into the well-known Sylvester equation, which has fast and efficient gradient-free solutions. Our data-driven method achieves a boost in performance compared to random initialization methods, both before start of training and after training is over. We show that our proposed method is especially effective in few-shot and fine-tuning settings. We conclude this paper with analyses on time complexity and the effect of different latent codes on the recognition performance.

1 INTRODUCTION

Deep neural networks have produced state-of-the-art recognition performance in areas like computer vision (Szegedy et al., 2015; He et al., 2016), natural language processing (Devlin et al., 2018; Brown et al., 2020), speech recognition (Nassif et al., 2019), etc. The success of these deep neural network models has been mostly attributed to the quality and quantity of datasets, complex architectures and algorithms and advanced computing resources. However, lesser credit has been attributed to developing novel and effective initialization schemes for these deep and complex architectures.

The goal of an initializer is to obtain parameters that set the initial state of a neural network into the basin of a good local minimum (Li et al., 2018). Since the optimization landscape might contain large number of local minima (Auer et al., 1996), finding the right one becomes difficult and so researchers have chosen random initializers. For example, Krizhevsky et al. (2012) initialized the AlexNet weights from a Gaussian distribution with zero mean and 0.01 standard deviation. However, using such initialization for deeper networks causes the gradients or activations to explode or vanish in the extreme layers. To take care of exploding and vanishing signals, Glorot & Bengio (2010) introduced a multiplying factor on the standard deviation of the Gaussian distribution from which the weights are sampled, which depended on the fan-in and fan-out of each layer. He et al. (2015) extended this idea for ReLU-based activations. Both these methods are currently the standard approach for initializing deep neural network layers.

Alternative methods include orthonormal matrix initialization (Saxe et al., 2013), which empirically performed better than sampling weights from a Gaussian distribution. Mishkin & Matas (2015) extended this work by scaling the weights using variance of the batch activations. This is similar to batch normalization (Ioffe & Szegedy, 2015) except the weight initialization part. Sussillo & Abbott (2014) also proposed a Random Walk-based initialization scheme where scaling was done such that logarithm of norms of the backpropagated errors were preserved. It is important to note that for these methods, only the normalization is data-dependent and not the weight parameters.
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All the above-mentioned methods use random initialization for the weights. We conjecture that initializing the weights using training data might produce better performance. Krähenbühl et al. (2013) proposed a data-driven initialization scheme using principal components or clustering to initialize the weights. However, it uses additional normalization steps with gradient computation. Recently, Metalinit (Dauphin & Schoenholz, 2019) is used to boost an existing initializer by learning the parameter norms such that the scaled parameters lie in locally linear regions with minimal curvature. GradInit (Zhu et al., 2021) extends Metalinit by using actual training samples instead of randomly sampled data and also provides an upper bound on the gradients to prevent trivial solutions. However, for both these methods, the scales for modifying the norms of the parameters are obtained by minimizing a loss term using gradient descent.

To address these challenges, we propose an efficient gradient-free approach to data-driven weight initialization. Our approach uses a subset of the training data to feed the input activations of each layer of a neural network. We use these input activations to frame an optimization problem where the weights are optimized to encode and decode the activations properly. This setup is inspired from auto-encoder based greedy pre-training (Hinton & Salakhutdinov, 2006; Bengio et al., 2007) to obtain good initial neural network states. However, this method required full-fledged training on the full dataset using gradient descent. In our method, we ignore the non-linear activations and provide flexibility to choose the latent code. In fact, the optimal solution is reformulated as the solution of a Sylvester equation which has well-defined solvers (Bartels & Stewart, 1972) without using gradient descent. The Sylvester equation has also been used to learn the mapping between features and semantic information for zero-shot learning (Kodirov et al., 2017). But it has not been previously used an intermediate step to initialize each layer of a neural network. Preliminary results on the image classification task with CIFAR-10 and CIFAR-100 datasets justify the advantage of using Sylvester-equation-based-initialization of deep neural networks.

2 Proposed Approach

For data-driven initialization, we have access to labeled training data \( \mathcal{D} = \{ (x_i, y_i) \}_{i=1}^N \) as well as the network architecture we plan to initialize. For the sake of efficiency, we use a very small subset of the training data \( \mathcal{D} \subset \mathcal{D} \) to initialize the network. We also assume that we have access to the trainable convolutional and feedforward layers as well as the intermediate activations. This allows us to train each layer in a sequential manner where the input activations are used for initialization and the propagated output activations are used to initialize the next layer.

Before initializing a convolutional layer, we also restructure and reshape the input activations and weights. This is done to convert the convolutional layer into a fully connected one, which will eventually allow us to exploit existing dimensionality reduction techniques elegantly. Let the input to the convolutional layer be \( \mathbf{X} \in \mathbb{R}^{h \times w \times c_i \times n} \), where \( h \) and \( w \) are the height and width of the activation map, \( c_i \) is the number of input channels and \( n \) is the number of samples used for the initialization. Let a convolution filter height, width and depth be \( f_h, f_w \) and \( c_i \). For an input activation map from a single sample, we would obtain a number of \( f_h \times f_w \times c_i \) sized patches over which the filter convolves. This can be repeated over \( n \) samples. If \( n_p \) be the total number of \( f_h \times f_w \times c_i \) sized patches, then \( n_p \) will depend both on \( n \) as well as stride and padding of the convolutional filter. These patches are then flattened to obtain a reshaped input activation \( \mathbf{X}' \in \mathbb{R}^{f_h \times f_w \times c_i \times n_p} \).

Let a convolutional weight be represented as a 4D tensor \( \mathbf{W} \in \mathbb{R}^{c_o \times c_i \times f_h \times f_w} \), where \( c_o \) is the number of output channels. To enable compatibility with \( \mathbf{X}' \), \( \mathbf{W} \) needs to be reshaped as \( \mathbf{W}' \in \mathbb{R}^{c_o \times f_h \times f_w \times c_i} \). Thus, the convolutional layer weights and input activations are restructured to that of a fully connected layer. For a fully-connected layer, the input activations and weights would be represented as \( \mathbf{X} \in \mathbb{R}^{d_i \times n} \) and \( \mathbf{W} \in \mathbb{R}^{d_o \times d_i} \), where \( d_i \) is the input dimension and \( d_o \) is the output dimension. Equivalency of dimensions between convolutional and fully connected layers would be as follows: \( f_h f_w c_i \equiv d_i \), \( n_p \equiv n \) and \( c_o \equiv d_o \).

To produce a good initial weight \( \mathbf{W} \), it should be able to encode the input activations \( \mathbf{X} \) to an informative latent code \( \mathbf{S} \in \mathbb{R}^{d_i \times n} \), which can then decode the original input activations. For simplicity and for weight-sharing, we set the decoder to be the transpose of the encoder. The choice of \( \mathbf{S} \) is flexible and possible options include principal components, Fisher discriminant, one-hot codes, etc. To optimize for \( \mathbf{W} \), we want to minimize a combination of encoding and decoding loss...
as shown below by the convex optimization problem

\[
\min_W \left( \|X - W^T S\|^2_F + \lambda \|WX - S\|^2_F \right)
\]  

where the scalar \( \lambda \) weighs the encoding loss. To obtain the optimal \( W \), we take derivative of Eq. 1 with respect to \( W \), set it to 0 and re-arrange to obtain the following equation

\[
SS^T W + WX^T \lambda = (1 + \lambda)SX^T.
\]  

Equation 2 is also known as the Sylvester equation when we set \( A = SS^T, B = \lambda XX^T \) and \( C = (1 + \lambda)SX^T \). The Sylvester equation can be efficiently solved by the Bartels-Stewart algorithm (Bartels & Stewart, 1972), which has a worst-case time complexity of \( O(d_i^3) \) with the assumption that \( d_i > d_o \). This suggests that the time complexity of the Sylvester solver is independent of the number of training samples \( n \). However, time-complexity of obtaining the user-defined latent code \( S \) can depend on \( n \). Consequently, the initialization time might be constrained by the amount of training samples used for computing the latent code. This is especially valid for initializing convolution layers, where large number of patches are used as input activations. Since all the patches are not informative of the object present in the image and to improve computational efficiency, it makes sense to select a subset with a fixed number of random patches in an image as the input activations. Using the activations in the Sylvester solver, the optimal solution \( W^* \) is obtained. It is then reshaped into the appropriate dimension if it represents a convolutional layer else it is kept intact. Then, the input activations are processed through this layer to obtain output activations which after passing through non-linearities act as input activations for the next layer. The process is then repeated for the next layer until the final layer initialization is complete.

3 EXPERIMENTAL RESULTS

3.1 IMPLEMENTATION DETAILS

To evaluate our method, we use the ResNet-20 backbone on the CIFAR-10 and CIFAR-100 datasets. For the optimizer, we use SGD with initial learning rate of 0.1 and momentum of 0.9. Furthermore, the learning rate is decayed by a factor of 10 at epochs 100 and 150 for the CIFAR-10 dataset and at 80 and 120 for the CIFAR-100 dataset. The training is carried out for over 200 epochs. For our data-driven initialization, we use a subset of the training data, i.e. 100 samples per class for the CIFAR-10 and 10 samples per class for CIFAR-100 dataset unless limited by the few-shot setting. Unless explicitly mentioned, we use \( \lambda = 10 \) to weigh the encoding loss in Eq. 1. For the target code \( S \), we use principal components for all layers except for the last layer. For the last layer, \( S \) is set as one-hot code.

3.2 COMPARISON STUDIES

In this subsection, we study the performance of our method compared to random initialization approaches like He uniform, He normal, Xavier uniform and Xavier normal on CIFAR-10 and CIFAR-100 datasets. As shown in Fig. 1(a) and (b), our method produces better final test accuracy compared to random initialization approaches. In terms of initial accuracy, our method produces much better recognition performance (around 25 %) on the CIFAR-10 dataset. However, for the CIFAR-100 dataset, the initial performance is lower mainly because of larger amount of categories and the use of lesser amount of samples (10) per class for the initialization.

3.3 FEW-SHOT SETTING

In this subsection, we study the effect of different initialization methods in the setting where training samples are few. Specifically, we consider two setups: (a) when the model is trained from scratch after initialization of the whole network, and (b) when a pre-trained model is fine-tuned on a new dataset after only the final classification layer is initialized. For setup (a) we test on both CIFAR-10 and CIFAR-100 using the ResNet-20 architecture while training on few samples. For setup (b) we pre-train the ResNet-20 model on CIFAR-100 and fine-tune on few training samples of CIFAR-10.
The number of few-shot samples per class that we consider are 10, 50, 100, 500. The results are shown in Table 1. From the table, we see that on the CIFAR-10 dataset, our proposed approach produces better test accuracy than random methods, especially for the lower shot settings but the gap reduces as the number of shots increases. This is because as the number of shots increase, there is no additional advantage of data-driven initialization as the random methods can reach better performance by gradient descent over larger numbers of samples. Also, the initial accuracy of our method is very close to the final accuracy of all random methods for all shots.

3.4 Additional Analyses

We also further analyze our proposed method. We obtain 2D t-SNE (Van der Maaten & Hinton, 2008) plots of the features after initialization and before training starts. Results for He uniform initialization on CIFAR-10 are shown in Fig. 2(a). Results for our Sylvester-based initialization on CIFAR-100 are shown in Fig. 2(b). The results show that there are no distinctive clusters when using the He uniform initialization. However, for our method, distinctive clusters begin to form for the CIFAR-100 dataset. Thus, it is visually justified why our method produces high initial accuracies.

Furthermore, we study the effect of $\lambda$ on test accuracy. $\lambda$ weighs the effect of encoding loss as described in (1). The results on CIFAR-10 and CIFAR-100 datasets are shown in Fig. 2(c) and (d), respectively. The results show that increasing $\lambda$ generally increases the test accuracy. However, increasing $\lambda > 1$ produces saturation in performance. The plots also show that the contribution of the encoding loss as compared to the decoding loss. This is mostly because eventually the encoder is used in the network and the decoder is just used for constraining the encoder to produce meaningful latent codes. In Table 2, we show the effect of number of samples on initialization time and recognition performance of our proposed approach for CIFAR-10 and CIFAR-100 datasets respectively. For CIFAR-10 dataset, the initial accuracy increases with number of samples but saturates at 300 samples per class. 100 seems to be the optimal number of samples required for initialization as...
Finally, we study the effect of alternative latent codes (S). We set the latent code S as the features obtained by applying Linear Discriminant Analysis (LDA) and Independent Component Analysis (ICA) on the input activations of each layer. We also use K-Means to obtain a latent code. For input activations $X \in \mathbb{R}^{d_i \times n}$, we apply K-Means to obtain $d_o$ clusters arranged in the matrix $H \in \mathbb{R}^{d_i \times d_o}$. Then, we apply inner product between the input activations and the cluster centers to obtain $S = H^T X$. The S is then used to formulate the Sylvester equation and solve it to obtain the layer weights. The results of using these alternative latent codes are shown in Fig. 3 (a) and (b) on CIFAR-10 and CIFAR-100, respectively. The final test accuracy results show that for both the datasets, ICA seems to under-perform compared to other latent codes. This might be because the latent codes obtained using ICA do not represent features obtained using regular convolutional filters. On the other hand, the K-Means approach produces competitive final test accuracy with the best and the second best results on the CIFAR-10 and CIFAR-100 datasets respectively.

Figure 3: Effect of different target latent codes on (a) CIFAR-10 and (b) CIFAR-100 datasets.

4 Conclusion

In this work, we proposed a data-driven initialization technique for feed-forward neural networks. Our method consists of a sequential approach where each layer is initialized and then the activations are propagated to facilitate initialization of next layer and so on. The weights of each layer are obtained by optimizing a combination of decoding and encoding loss which can be translated to solving the Sylvester equation. Experiments showed improved recognition performance of our approach compared to random methods especially in few-shot settings. The computation time of our method is higher compared to random methods and we plan to increase the efficiency of the solver.
In the future, we would also like to test this initialization method on dense prediction tasks and on other datasets and architectures.
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