Research on equipment fault prediction expert system based on big data dimension reduction
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Abstract: Due to the complex structure and massive volume of large equipment in petrochemical enterprises, it was very difficult to carry out inspection and maintenance work. The traditional expert system used a single knowledge base and reasoning machine, so the processing efficiency and prediction accuracy were low. In this paper, the dimensionality reduction which is used to process a large amount of physical information collected by the sensors, remove redundant components and extract main characteristic parameters. Meanwhile, combined with the powerful pattern recognition and judgment ability of fuzzy neural network, the forward reasoning mechanism and error back propagation keeping continuous training correction until meeting the accuracy requirements, the expert system gave the equipment fault prediction conclusion. Finally, taking main fan oil station circulating oil pump and motor of heavy oil catalytic cracking unit and nine stages of bearing damage as monitoring objects, the fault predictions was implemented by the following steps: data collection, feature extraction, dimension reduction of big data and expert system with the fusion of fuzzy neural network, and it is proved that the expert system with fuzzy neural network based on dimension reduction can greatly improve the convergence speed.

1. Introduction
With the rapid development of big data and artificial intelligence technology, factory production is gradually transformed to the direction of scale, efficiency and intelligence. The structure of various mechanical equipment as the core of production is increasingly complex, the utilization rate is more frequent, so equipment failures often occur with the intricate evaluation indicators, the random running state of equipment and particular signal processing[1]. The expert system, in addition, can make full use of the existing expert experience, and deduce by simulating the expert's logical thinking mode, so as to solve the problem of relying solely on human experts for the fault prediction of complex equipment subject to the limitation of space and time or other empirical factors[2]. In literature 3, the fault diagnosis of rolling bearings based on generalized fine composite multi-scale sample entropy and optimized support vector machine is proposed, which improves the classification accuracy, but the speed is slow. In literature 4, an improved wavelet neural network is proposed to extract the characteristics of signals by using the second generation wavelet analysis. In reference 5, a one-dimensional convolutional neural network is used to extract fault diagnosis features of analog circuits.

Big data technology which plays an increasingly important role in the production of large enterprises such as electric power, petrochemical industry can analyze various types of data information in
production more efficiently[6]. The physical information collected by the sensor is integrated through dimensionality reduction, which pre-processes the data entering the expert system.

Combined with the experience threshold of the existing historical data and the law of function approximation of fuzzy reasoning rules to simulate the human mind’s fuzzy logic thinking and neural network’s self-learning ability and update the knowledge base and reasoning machine, the expert system based on dimension reduction and fuzzy neural network sets up equipment classification of anomalies and fault prediction data modeling to simulate the expert reasoning methods and speculate the location and cause of failure. The purpose of building an equipment fault prediction system based on dimension reduction and fuzzy neural network is to provide a more efficient, safer and more economical guarantee for large-scale and intelligent production. This paper also proves its superiority in speed.

2. Equipment fault prediction method based on condition monitoring

2.1. Condition monitoring and fault prediction

Condition monitoring and fault prediction, as two different levels of equipment maintenance in large enterprises, can reflect the real-time change of physical information in the operating state of the equipment, and diagnose the equipment in normal or abnormal state. While in abnormal parts, it will predict the future state of the equipment[7].

Condition monitoring can be carried out by the sensors or related electronic devices, and the information collected will be monitored, transformed, analyzed and processed, combined with historical data predicting the current state or evaluating, recording or displaying amplitude, frequency, temperature, pressure, sound, such as quantity, and transmitting into the signal system to get the corresponding eigenvectors and judge the equipment running status. Condition monitoring of big data laid a foundation for implementing the scientific fault prediction[8].

Fault prediction is based on a large number of characteristic parameters acquired in real time by condition monitoring, with the specific working condition, process, environment and historical data on the site to determine the diagnosis scheme or predict the future operation status of the equipment by analyzing fault types, causes and specific locations for the existing faults[9].

2.2. Data collection and feature extraction

2.2.1. Data collection. Since the signals of the diagnosed equipment usually involve sound, temperature, vibration and pressure, etc., it is necessary to collect the required data from various physical fields. The initial state signal is selected by corresponding performance of different operating states of the equipment in sound, temperature, vibration, pressure and other aspects, with the diagnostic purposes and requirements of different equipment, which is the basis for subsequent fault information analysis and prediction.

2.2.2. Sensor. For data collection and extraction, appropriate sensors should be selected. This system first needs to collect all signals of the operating state of the predicted equipment through various sensors on the site, and establish a concise operating state information table.

When the sensor is used for engineering measurement, its selection is very important. It is usually selected in terms of the required parameters and frequency selection range. If the relevant value of acceleration needs to be obtained, the acceleration sensor is adopted. While it is necessary to measure the speed, a speed sensor is adopted. Generally, because the acceleration sensor is small in size, easy to install and able to measure certain dynamic parameters such as amplitude and frequency, it’s usually selected[10].

2.2.3. Feature extraction. A large number of collected initial signals often need to be extracted some important features through analog-to-digital conversion and transformation domain analysis, etc. Sometimes the signal waveform in the time domain cannot provide all the information, so it is often
necessary to convert the signal into the frequency domain for spectrum analysis. When some of the extracted features are redundant information, the dimension can be compressed by deleting or reducing the weight. Feature extraction is the basis of the dimensionality reduction algorithm.

A. Analog to digital conversion

Generally, the signals collected by sensors are analog, while the computer system is digital. Therefore, it is necessary to digitize the analog signals, namely A/D conversion. The digitization process is divided into three steps: sampling, quantization and coding\[11\].

(1) sampling: a series of discrete numbers are selected from the continuous time signal by the instantaneous pulse.

(2) quantization: the sampled signal is transformed into a discrete signal on the amplitude.

(3) coding: the quantized amplitude of the discrete signal is converted into a binary number "0" or "1".

B. Spectrum analysis

The main task of digital signal processing is to perform spectrum analysis, including correlation analysis and traditional analysis, the core of which is the discrete Fourier transform and the fast Fourier transform.

In order to achieve signal segmentation on the time axis, the formula of discrete Fourier transform after windowing is:

\[
X(k) = \sum_{n=0}^{N-1} x(n)e^{-\frac{2\pi nk}{N}}
\]

Compared with the discrete Fourier transform, the fast Fourier transform significantly improves the computation speed and saves time when the computation amount is large.

The method we adopted in the comparison and analysis of multiple sample data is shown in figure 1.

Figure 1. block diagram of signal analysis and processing of multiple sampled data.

3. Dimension reduction

In terms of the performance of different operating states of the equipment in sound, temperature, vibration, pressure and other aspects, after a comprehensive analysis of the collected physical information, the corresponding feature parameters are extracted by signal processing technology, but some features are irrelevant or have little correlation with equipment failure, so the dimensionality
reduction algorithm is used to reduce the extracted features. Dimensionality reduction refers to the reduction of big data in the high-dimensional space converted to the data information in the low-dimensional space through some mapping relation, that is, the establishment of a mapping function \( f : x \rightarrow y \), where \( x \) is the amount of input big data, and the vector form can be used. \( y \) is the low-dimensional vector after mapping; \( f \) can be linear or non-linear. After the conversion, the large amount of redundant information and noise components contained in the original big data are removed, which reduces the operational error and greatly improves the operation speed.

Dimensionality reduction deletes other features to select important feature subsets and turns original features into a small number of major new features. In this paper, the dimensionality of the real-time big data transmitted to the cloud is firstly reduced, and the collected data is analyzed by PCA (principal component analysis) to find the intrinsic structural characteristics of the data, and the data type with large weight is extracted and analyzed as the main influencing factor of fault prediction, as shown in figure2.

![Figure 2. schematic diagram of big data preprocessing.](image)

Dimensionality reduction, as a preprocessing method to feed data into fuzzy neural network and expert system, can reduce system complexity and improve system performance.

4. **Fuzzy neural network and expert system design**

4.1. **Fuzzy neural network structure and algorithm**

Because the controlled object in multivariate analysis is generally difficult to describe accurately. In this paper, the multi-input and multi-output fuzzy neural network is used to establish the mathematical model, which includes the four-layer structure: input layer, membership function layer, rule layer and output layer.

\[ x(n) \text{ and } x(n-1) \text{ represent the input value of the current moment and the previous moment; } \]
\[ x_{n+1} \text{ is the output value of the next moment after the fuzzy neural network training; } \delta^i \text{ is the network weight value.} \]

In this model, the fastest descent BP method is adopted, and the error function is defined as:

\[ e = \frac{1}{2} \sum_{i=1}^{n} (x_i - y_i)^2 \]  

(2)

The error back propagation mode of weight is:

\[ \Delta\delta^i = \eta \alpha^i \alpha_i^j \]  

(3)

\( \eta \) is the learning rate, \( \alpha^i \) is the local gradient, and \( \alpha_i^j \) is the output of the upper layer.

4.2. **Expert system**

Expert system which belongs to the category of artificial intelligence is a computer software and a kind of advanced fault prediction technology. The expert system inputs historical data and original expert experience into the knowledge base, and sends real-time detection data to the reasoning machine for processing and comparison after state recognition, so as to simulate the reasoning thinking mode of human experts to form a decision and reach a diagnostic conclusion[12]. The expert system owning the
ability of relearning can display, delete and store the analyzed feature vectors and prediction results, and then sends the previous diagnosis back to the knowledge base for training and correction, which improves the accuracy and effectiveness of prediction. The task of equipment fault prediction expert system based on state monitoring is to identify the future trend of fault prediction by monitoring the running state of mechanical equipment, finally it gives suggestions.

4.2.1. Knowledge base. Knowledge base, one of the key design of expert system, stores a lot of history data and expert experience as knowledge input, making corresponding processing can according to the actual functional requirements. Knowledge can be encoded data representation, which can apply text production rules to express the character symbol. Production rule reflects the eigenvalues and the relevant causal relationship, in virtue of the knowledge expression for its effective management.

\[ \alpha_1, \alpha_2, \ldots, \alpha_n \] and \[ \beta_1, \beta_2, \ldots, \beta_n \] are respectively the outliers and conclusions judged by experts when the failure occurs, constituting the decision table. 0 and 1 are used to represent the combination of no abnormal and abnormal features, as shown in table 1.

| Expert system Predict conclusion | Abnormal value | \( \alpha_1 \) | \( \alpha_2 \) | \( \ldots \) | \( \alpha_n \) |
|----------------------------------|----------------|-------------|-------------|----------|------------|
| \( \beta_1 \)                   | 1              | 0           | 0           | 0        |
| \( \beta_2 \)                   | 0              | 1           | 0           | 0        |
| \( \ldots \)                    | \( \ldots \)   | \( \ldots \) | \( \ldots \) | \( \ldots \) |
| \( \beta_n \)                   | 1              | 1           | 1           | 1        |

The knowledge base contains the data of the training sample and the threshold information of the neural network, as shown in figure 3.

![Figure 3. construction process of knowledge base.](image)

4.2.2. Reasoning machine. The inference machine builds a matching model to complete the reasoning process relying on the relevant data and experience values in the knowledge base. The reasoning machine which first extracts some feature vectors from the database as initial values and matches them through forward inference rules, records the numerical solution results and dynamically adjusts the network parameters until the error accuracy is met, and finally the causes and locations of faults will be obtained.

The output results of the fault prediction system based on dimensionality reduction and fuzzy neural network can also be input to the knowledge base as expert experience so as to implement the continuous updating of the knowledge base and improve the accuracy of fault judgment, as shown in figure 4.
5. Design and analysis of fault prediction system based on dimensionality reduction and fuzzy neural network

5.1. System prediction results
When a large number of physical quantities detected by the sensor are taken as input factors, there is a certain nonlinear relationship in each dimension. Dimensionality reduction is applied to the data preprocessing of the system. The main components (amplitude, frequency, phase, spectrum, speed, temperature, vibration) are taken as the input layer of the expert system, and the data are continuously trained and learned in the system. Finally, the output layer of the expert system outputs the prediction results.

In this paper, a fault prediction system based on dimensionality reduction and fuzzy neural network was established on the common equipment in large refinery enterprises, including main fan oil station circulating oil pump and motor of heavy oil catalytic cracking unit and nine stages of bearing damage.

Figure 5. system interfacemotor.
Figure 6. monitoring and prediction results of the common equipment in large refinery enterprises.

Figure 7. monitoring and prediction results of nine stage of bearing damage.

It can be seen from the fault prediction conclusion that the fault prediction system based on
dimensionality reduction and fuzzy neural network can give advice by analyzing machine sound, temperature, vibration, the components (amplitude, frequency) of the waveform and spectrum. Based on the analysis of the corresponding components in the nine stages of bearing failure, the bearing life is predicted and the Suggestions for repair or replacement are given.

5.2. Comparative analysis of the output prediction results of the three systems

By comparing the expert system, the expert system based on fuzzy neural network and the expert system based on dimensionality reduction and fuzzy neural network in the aspect of operation speed, the superiority of the design is verified and its practical significance is proved.

From the results of dimension reduction used in the system clearly as you can see, dimension reduction algorithm which analyzes principal components makes the system efficiency greatly increasing. With the steady accumulation of expert experience and the increasing of main component elements, the running result of the use of dimensionality reduction and fuzzy neural network has more obvious advantages, which is very suitable for the calculation problem of fault prediction. Meanwhile, the method can save computer memory and reduce resource waste.

6. Conclusion

In this paper, we have made detailed analysis on fault prediction expert system based on dimensionality reduction and fuzzy neural network from data acquisition, feature extraction, spectrum analysis, data dimension reduction, fuzzy neural network to expert system for the entire process, it is concluded that the superiority of fault prediction expert system based on dimensionality reduction and fuzzy neural network is verified.

In the big data problem of expert system used for fault prediction and status monitoring, good results can be obtained by preprocessing the big data first, and multi-dimensional data compression can be implemented by principal component analysis, which can produces the following results: (1) the time and space complexity of the system is reduced; (2) noise from data sets is removed; (3) the cost of extracting unnecessary features is saved; (4) the simpler model has stronger robustness on small data sets; (5) big data can be represented by fewer features; (6) the visualization of data is carried out. In this system, dimensionality reduction as the preprocessing method unites with the strong recognition and judgment ability of fuzzy neural network, and the feasibility of the scheme is verified by experiments.
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