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Abstract

Like the ordinary power spectrum, higher-order spectra (HOS) describe signal properties that are invariant under translations in time. Unlike the power spectrum, HOS retain phase information from which details of the signal waveform can be recovered. Here we consider the problem of identifying multiple unknown transient waveforms which recur within an ensemble of records at mutually random delays. We develop a new technique for recovering filters from HOS whose performance in waveform detection approaches that of an optimal matched filter, requiring no prior information about the waveforms. Unlike previous techniques of signal identification through HOS, the method applies equally well to signals with deterministic and non-deterministic HOS. In the non-deterministic case, it yields an additive decomposition, introducing a new approach to the separation of component processes within non-Gaussian signals having non-deterministic higher moments. We show a close relationship to minimum-entropy blind deconvolution (MED), which the present technique improves upon by avoiding the need for numerical optimization, while requiring only numerically stable operations of time shift, element-wise multiplication and averaging, making it particularly suited for real-time applications. The application of HOS decomposition to real-world signals is demonstrated with blind denoising, detection and classification of normal and abnormal heartbeats in electrocardiograms.
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1. Introduction

Deconvolution arises, implicitly or explicitly, in many signal-processing problems, ranging from compression and denoising to system identification. It has particular relevance to broadly applicable detection problems, as in finding the time at which some fixed recurring, known or unknown, signal of interest appears in a background of stationary noise. In the case of both known and unknown (or imperfectly known) signals, the solution is typically a matter of designing a filter that yields an impulsive output from which the timing of the target signal may be inferred [55], essentially a problem of deconvolution. In the case of an unknown signal, the problem is that of blind deconvolution. Methods of blind deconvolution commonly identify filters that optimize some measure of sparseness, such as kurtosis, producing an output whose energy is focused at a small number of impulse-like peaks. For this reason, problems of signal detection and delay estimation provide a useful and easily grasped point of entry for thinking more generally about blind deconvolution.

When an unknown signal is present with additive noise and minimal phase distortion in multiple sensors or records, one might try to identify the signal by first working out the delays between the respective input records, after which the form of the signal might be recovered through simple averaging. One could try to estimate delays using second order techniques, which essentially take the available noise-corrupted instances of the signal as stand-ins for optimally matched filters [57, 9]. But to work, such techniques require consistent estimators of the relevant second-order statistics, which are often lacking due to second-order non-stationarity. Examples to which this applies are the identification of a transient signal at a low signal-to-noise ratio within an array of sensors for which the variability of arrival times is large relative to the signal duration. Similar scenarios arise in the identification of recurring patterns through the comparison of sequentially recorded epochs from a longer record, making the problem relevant for pattern identification.
A chief aim of the present work is to show how information in higher-order spectra (HOS), which are Fourier domain representations of signal higher-order moments [6, 37, 39, 15], apply to the problem of detecting an unknown signal as well as towards an understanding of what moment-based techniques of deconvolution accomplish. In pursuing this goal, we identify a method for separating additive independent signals through a decomposition of HOS (HOSD). Promising aspects of this approach include the fact that all of the steps in the proposed algorithm involve computationally simple and numerically stable operations, time shifting, averaging and element-wise multiplication, which are readily adapted to real-time applications.

1.1. Organization

Higher-order spectra have a longstanding reputation for resisting simple and intuitive interpretation [6]. We have tried to counter this tendency by emphasizing an intuition-friendly framework of ideas over rigor and detail, leaving much fleshing-out for the future. Accordingly, we have favored the continuous Fourier transform over the Z-transform, moving somewhat cavalierly from the continuous case to examples using finitely sampled time series. We also forego some natural extensions to multivariate and complex signals, focusing instead on real-valued one-dimensional time series. The main ideas are built up from easily grasped applications to detection and delay estimation, which serve as platforms for a more generally applicable exploration of the topic.

In keeping with the tutorial aim, section 2.1 provides a descriptive review of the main relevant properties of HOS, followed in 2.1.3 by a novel and, it is hoped, simpler treatment of the relationship between cumulant and moment HOS in terms of filter-like window functions applied to HOS. Section 2.2 develops the general strategy for obtaining filters optimized for detection using arguments similar to those of matched filter theory [55], with little mention of HOS at first. From there we progress to the development of detection filters from HOS in section 4, their application to non-deterministic signals in section 5 and to signal estimation and recovery in 6. The many points of contact between the present technique and classical techniques of blind deconvolution through moment-maximization are reviewed in section 7. Section 8.1 describes some implementations of the technique, with software for Matlab available for download [27]. Finally, section 9 demonstrates the performance of the algorithm with artificial test signals and real ECG data, alongside comparisons to alternative blind and non-blind techniques.

1.2. Signal Model

We will be concerned with arrays of real-valued signals, \{x_i(t)\}, which contain one or more randomly recurring features, \(f_j(t)\), subject to a random non-negative scaling, \(a_{ij}\), and random delay, \(\tau_{ij}\), in a background of independent additive colored Gaussian noise, without phase distortion:

\[
x_i(t) = \sum_{j=1}^{P} a_{ij} f_j(t - \tau_{ij}) + n_i(t)
\]

(1)

It will be assumed that the feature occurrence times, \(\tau_{ij}\)'s, are mutually independent across records and feature-generating processes, and that all relevant moments of the signal are finite and identifiable. The separate \(x_i\)'s need not be concurrent records; in example applications to ECG later, they will correspond to sequentially recorded epochs from a single long-duration record. We suppose only that the records contain some common set of features, \(f_j\)'s, whose identification and recovery is our goal. Unless otherwise noted, it will be further assumed that noise processes are wide-sense stationary, that the relevant signal moments are bounded and observable, and that the signal is continuous, such that its autocorrelation is twice differentiable at zero lag.

2. Background

2.1. Review of Higher-Order Spectra

The most important property of HOS, for our purposes, is that they describe forms of statistical dependence within a signal that are invariant under translation in time [6, 37, 39]. For a real-valued signal, \(x(t)\), with Fourier transform, \(X(\omega) = \mathcal{F}\{x(t)\}\), given a time shift, \(\tau\), we have

\[
\mathcal{F}\{x(t - \tau)\} = X(\omega)e^{-i\omega\tau}
\]

(2)

HOS relate to products in the signal spectrum:

\[
M^K = \mathbb{E}[X(\omega_1)X(\omega_2)\ldots X(\omega_K)]
\]

(3)
taken at combinations of frequencies which sum to zero: \( \sum_{k=1}^{K} \omega_k = 0 \). Such products are time-shift invariant because the exponential terms from Eq. 2 mutually cancel. Time-shift invariant products of \( K \) frequencies constitute the \( K^{th} \) order spectrum. Recalling that for a real-valued signal \( X(-\omega) = X^*(\omega) \), the second-order spectrum is \( \text{E} [X(\omega)X(-\omega)] = \text{E} [|X(\omega)|^2] \), which is clearly the same as the power spectrum. The third-order spectrum is also known as the bispectrum:

\[
M^3(\omega_1, \omega_2) = \text{E} [X(\omega_1)X(\omega_2)X^*(\omega_1 + \omega_2)]
\]  

Unlike the power spectrum, HOS do not discard all phase information, but are selective in discarding only linear phase arising from time shifts. In fact, it may be shown that for transient signals, the signal phase spectrum is fully recoverable from its deterministic HOS [31, 2, 32, 43, 53]. For this reason, a signal waveform may be recovered from deterministic HOS without having to know where the signal appears in the observed time series. The possibility of recovering a signal in this way has attracted sporadic attention over multiple decades [31, 2, 32, 43, 53]; yet the range of practical applications arising from it has remained relatively circumscribed. We will briefly consider the reasons for the limited success of previous techniques later.

Finally, HOS may be used to cleanly separate non-Gaussian signal from Gaussian noise because any linear-time invariant Gaussian process is fully characterized by second-order statistics exhibiting no cross-frequency dependence. It is therefore possible to recover HOS from randomly shifted signals in a background of Gaussian noise without noise-related bias. Moreover, if the signal is transient, meaning of finite duration, its energy must be infinitely extended over frequency and thus have non-vanishing HOS at all orders. This holds in principle—in practice, one cares only about the portion of the spectrum whose energy is sufficient to stand a chance of being recovered from noise, which might be narrow or, in some cases, non-existent if the transient has a highly oscillatory character, as explained next.

2.1.1. Bandwidth selectivity

In contrast to second-order techniques, HOS-related techniques, particularly those of low odd orders, apply most naturally to spectrally broad signal components. The signal spectrum is certain to be fully recoverable only for transient signals and partially recoverable for band-limited signals that meet certain bandwidth requirements. Specifically, for a band-limited signal with a high-pass frequency of \( W_0 \) to have a non-vanishing \( K^{th} \)-order moment, it must also have a low-pass frequency, \( W_1 \geq W_0 \) such that

\[ W_1 \geq \frac{p}{K-p} W_0 \]  

for some integer \( p \), otherwise all moment products must include at least one term that lies outside the bandwidth of the signal, causing them to vanish. We see from this that HOS of even order have no minimum bandwidth (given that we may set \( K = 2p \)); but to have non-vanishing odd-order HOS, a signal must have a minimum low-pass frequency (setting \( K = 2p - 1 \)):

\[ W_1 \geq \frac{K+1}{K-1} W_0 \]

corresponding to a fractional bandwidth of

\[ \frac{W_1 - W_0}{W_1 + W_0} \geq \frac{2}{K} \]  

The bispectrum, for which \( K = 3 \), is thus uniquely selective for spectrally broad components with fractional bandwidth greater than \( 2/3 \). Odd-order HOS of higher orders may accommodate signals with successively narrower bandwidths. In general, however, the narrower the bandwidth, the greater the ambiguity in the signal spectrum recovered from HOS.

2.1.2. Deterministic vs. non-deterministic HOS

A signal with a fixed waveform, possibly subject to a random time shift and random non-negative scaling, will be referred to as deterministic. For deterministic HOS, the expectation (3) may be written as a product of \( K \) terms within the spectrum of the signal. On the other hand, non-deterministic HOS cannot, in general, be written as such a product but might be expanded as a sum of products, in analogy to the singular value decomposition of a covariance matrix. In particular, non-deterministic cumulant HOS resulting from multiple independent additive processes, each of which is separately deterministic, can be written as a sum over deterministic HOS in the same way that a covariance matrix can be written as a sum over outer products. As described shortly, the distinction between deterministic and non-deterministic HOS is critical for waveform recovery.
2.1.3. Moment, Cumulant and Quasi-cumulant Spectra

Cumulants differ from moments in being additive for independent additive processes and vanishing at higher orders for Gaussian processes. The additive property of cumulants makes them relevant for blind separation of independent processes [8]; but because they do not typically have the simple monomial form of moments, cumulants tend to be mathematically more cumbersome to handle than moments. In the spectral domain, the divergence between moment and cumulants is confined to subdomains in which a deterministic moment spectrum may be expressed as the product of lower-order moment spectra; for example, in the trispectrum, along $\omega_1 + \omega_2 = 0$ and $\omega_1 + \omega_4 = 0$, where the deterministic $4^{th}$-order moment spectrum reduces to the product of the power spectrum at different frequencies. For signals with deterministic HOS, the conversion from moment to cumulant amounts to windowing out corresponding regions of the spectrum, which can be done explicitly when working with HOS. Such explicit windowing leads to families of measures that behave like cumulants. We will refer to these as quasi-cumulants.

**Definition 1 (Quasi-cumulant).** Quasi-cumulants result from the applying a window, $Q$ to moment HOS, $M^K$, such that

$$Q(\omega_1, \ldots, \omega_{K-1})M^K(\omega_1, \ldots, \omega_{K-1}) = 0 \text{ for any } \left\{ \omega_k | \sum_{j=1}^{J} \omega_k = 0, J \leq K - 2 \right\}$$

Cumulant spectra belong to the family of quasi-cumulants only if the cumulant spectrum vanishes within the suppressed region, which happens under two conditions: (1) if the signal is deterministic up to a time shift and scaling, and (2) if a non-deterministic signal exhibits no dependence within the corresponding HOS domain.

In practice, one often obtains estimators by averaging over short intervals within longer records, which amounts to smoothing the deterministic HOS of the full record [50, 28]. For the purpose of estimation, one might begin by applying quasi-cumulant windowing to the deterministic spectrum of the full record, but it will often prove more convenient to estimate moment HOS first, and then apply windowing. Because HOS estimators are subject to broadband bias, this approach entails the suppression of intervals in the HOS domain:

$$Q(\omega_1, \ldots, \omega_{K-1})M^K(\omega_1, \ldots, \omega_{K-1}) = 0 \text{ for any } \left\{ \omega_k | \sum_{j=1}^{J} \omega_k \leq \Delta W, J \leq K - 2 \right\}$$

where $\Delta W$ is the characteristic frequency resolution of the estimator. In developing optimal delay estimators, we will already consider weighting functions in the higher-order spectral domain, thus it will not add much complication to restrict attention to estimators that apply such quasi-cumulant weighting, especially at low orders.

2.2. HOS and moment-maximizing filters

In establishing the relationship between HOS decomposition and moment maximization, we will frame the latter as the search for a projection in the space of HOS. The following lemma is useful for understanding the link between moment maximization and signal recovery from HOS.

**Lemma 1** (Matched filters maximize zero-lag moments). For a real-valued signal, $x(t)$, deterministic up to an arbitrarily large time shift and non-negative scaling and having a finite non-zero $K^{th}$-order moment, the matched filter,

$$h(t) = \frac{x(-t)}{\int \langle x(x)^K \rangle dt}$$

maximizes the zero-lag $K^{th}$-order moment among filters of unit energy in the $K^{th}$-order HOS; that is, with $\int \langle h(x)^K \rangle dt = 1$.

**Proof.** Because the $K^{th}$-order HOS is the Fourier transform of the $K^{th}$-order autocorrelation, the zero-lag $K^{th}$-order moment of the filtered signal is given by the integral over the corresponding HOS:

$$\int \langle h(x)^K \rangle dt = \int \cdots \int H(\omega_1)X(\omega_1) \cdots H(\omega_K)X(\omega_K) \delta(\omega_1 + \cdots + \omega_K) d\omega_1 \cdots \omega_K$$

We may regard [11] as an inner product between the deterministic HOS of $X$ and that of the complex conjugate of $H$ within a space of $K^{th}$-order HOS [50]. By a straightforward application of the Cauchy-Schwartz inequality, we have

$$\int \langle h(x)^K \rangle dt \leq \sqrt{\int \langle x(x)^K \rangle dt}$$

with equality for $h$ in Eq. [10].
Corollary 1.1 (Lemma 1 applies to cumulants and quasi-cumulants). The matched filter maximizes all zero-lag (quasi-)cumulants of \( x \) among filters with unit energy in the corresponding (quasi-)cumulant HOS.

**Proof.** Under quasi-cumulant windowing of HOS as in (8), a zero-lag quasi-cumulant of \( h \ast x \) yields a semi-inner-product within the space of moment spectra, which weights each term in the integrand with a non-negative value. The Cauchy-Schwartz inequality therefore applies in the same way as before. The argument extends to zero-lag cumulants of signals with deterministic HOS because their cumulant HOS may be obtained with quasi-cumulant windowing.

Corollary 1.2 (Lemma 1 applies to the phase response separately from amplitude response). For a filter, \( h \), of a given amplitude response, zero-lag quasi-cumulants and moments are maximized when the phase response of \( h \) is matched to the phase spectrum of \( x \).

**Proof.** When the phase response of \( h \) is matched to \( x \), all terms in the integrand of (11) have a common phase of zero, being real, non-negative and equal to magnitude. By the triangle inequality applied to the summation of phasors, the integral must therefore attain a maximum.

Corollary 1.3 (Uniqueness of the maximizing filter for a transient signal). The filter with phase response matched to the phase spectrum of a transient and deterministic \( x \) (up to time shift and scaling) is a unique maximizer of the \( K \)-th order moment and cumulant if \( K > 2 \), among filters with fixed amplitude response.

**Proof.** We have established that the \( K \)-th order HOS of the maximizing filter function must be matched to that of \( x \), so that the HOS of the filtered signal is uniformly real:

\[
\sum_{k=1}^{K} [\phi_x(\omega_k) + \phi_h(\omega_k)] = 2\pi \nu(\omega_1, \ldots, \omega_{K-1})
\]

where \( \nu(\omega_1, \ldots, \omega_{K-1}) \) assumes only integer values and \( \omega_K = -\sum_{k=1}^{K-1} \omega_k \). Now we show that this requires the phase response of the filter, itself, to be matched to the phase spectrum of \( x \), up to a time shift. Because \( x \) has finite duration, its spectrum must have infinite support and its phase spectrum must be continuously differentiable modulo \( 2\pi \) (for the same reason that a band-limited signal has infinite duration and is continuously differentiable in time), and we may therefore ignore the possibility of solutions with non-trivial discontinuities. Taking the derivative and using \( \frac{d\phi_h}{d\omega} = -1 \)

\[
\frac{\partial}{\partial \omega_j} [\phi_x(\omega_j) + \phi_h(\omega_j)] - \frac{\partial}{\partial \omega_K} [\phi_x(\omega_K) + \phi_h(\omega_K)] = 0
\]

The phase derivative (group delay) may therefore, at most, differ between \( x \) and \( h \) only by some constant, so that

\[
\phi_h(\omega) = -\phi_x(\omega) + b\omega + c
\]

Because \( c = p\pi \) for a real-valued signal, due to the requirement \( \phi(\omega) = \phi(-\omega) \mod 2\pi \), \( \phi_h \) and \( \phi_x \) can differ at most by a constant group delay for real-valued \( x \), corresponding to a time shift, and by sign, for even orders. That this argument must apply as well to cumulant spectra, everywhere but \( \phi(0) \), follows from the fact that cumulant HOS differ from moment HOS only in subdomains of infinitesimal support, which exclude only \( X(0) \) entirely from the cumulant HOS.

Corollary 1.4 (The output of a maximizing filter is impulsive). The moment- and cumulant-maximizing filter, \( h \), for a deterministic transient signal with non-vanishing HOS, \( x \), produces an impulsive output, meaning here an output characterized by a symmetric zero-phase function centered at one or more lag times.

**Proof.** This follows from the fact that the unique maximizing filter is matched to the phase spectrum of \( x \).
2.3. Relationship to previous work

Multiple authors have considered the explicit application of HOS to signal identification, detection and delay estimation. Previous techniques have, however, dealt almost exclusively with deterministic HOS, [31, 2, 32, 43, 44, 1, 24, 45, 38, 53], as has previous work applying HOS [40, 22] and higher-order cross-correlations [46, 48, 47] to delay estimation. The deterministic assumption simplifies signal identification with HOS: for example, it allows the waveform to be recovered by log transforming the estimate and applying cepstral and related techniques towards the recovery of phase and magnitude spectra. Such techniques are not appropriate as a treatment of non-deterministic HOS, however, and the present approach dispenses with this assumption by decomposing non-deterministic HOS into an additive series.

A decomposition of HOS according to distinct deterministic features may be regarded as implicit in convolutional independent component analysis (ICA), particularly in popular variants of ICA that rely on moment maximization [4, 23, 11], related applications of minimum entropy deconvolution (MED) to MIMO source recovery [54, 52, 14, 12], and in the application of tensor decomposition techniques to higher moments [17, 5, 51]. Of the most direct relevance to the present development are applications of blind cumulant-based deconvolution to the recovery of MIMO sources [54, 12] which estimate component signals by treating the result of deconvolution as a proxy for a known input. Similarities and differences between the present approach and these techniques will be considered.

Finally, some precedent for the linear decomposition of HOS exists in the literature on pattern classification, where higher-order correlations are occasionally used as inputs to classifiers [36, 29, 49]. In this setting, higher-order correlations are usually treated as generic feature vectors. Any resulting basis set therefore has no particular relationship to the distinction between deterministic and non-deterministic HOS. The present work may therefore be regarded as following on several bodies of precedent: the use of HOS in delay estimation, waveform recovery, pattern classification, decompositions of HOS implicit in techniques of ICA and blind deconvolution.

3. Scheme for Filter Estimation

The following section introduces a simple framework that will be used to find optimal filters for detection and delay estimation, applicable to HOS of any order. It will be developed first for traditional second-order delay estimators in order to establish that it yields the expected optimal estimators in the familiar setting. In the case of a known signal, it will recover the matched filter [55], while in estimating the delay between two noisy signals, it yields the coherence-derived maximum-likelihood delay estimator [9]. The development for HOS follows in the subsequent section.

3.1. Optimal detection filters

To begin, we seek a linear FIR filter that, given the observed signal, \( x \), containing some feature, \( f \), embedded at delay, \( \tau \), yields an expected output containing a peak at \( \tau \). As a criterion of optimization, one might use the ratio of expected squared peak magnitude to noise variance [55]. Here, instead, we use the minimization of the expected variance of the peak location under perturbation by wide-sense stationary noise (WSS), for reasons explained below. It will be shown that solving this problem is a matter of finding the filter that maximizes the ratio of second derivatives at zero lag in the respective autocorrelations of the filtered signal and noise. The main restriction is therefore that the signal autocorrelation, \( f^{(2)} = f \ast f \), is twice differentiable at zero lag, which means that \( f \), itself, must be continuous.\footnote{Technically speaking, “almost everywhere”: any discontinuity must contribute no measurable energy to the signal.}

Suppose that \( f \) is embedded in a background of independent stationary Gaussian colored noise with spectrum \( \mathbb{E} \left[ |N(\omega)|^2 \right] = \sigma(\omega) \):

\[
x(t) = f(t - \tau) + n(t)
\]  
(16)

We wish to identify the lag at which \( f \) appears in \( x \) using a filter, \( h \), whose output should contain a peak as close to \( \tau \) as possible. Consider the output, \( r(t) = (h \ast x)(t) \); we require that the expectation of \( r \) contains an extremum at \( \tau \), meaning that

\[
\mathbb{E} [r'(\tau)] = \mathbb{E} \left[ \frac{d}{dt} \bigg|_{t=\tau} r(t) \right] = 0
\]  
(17)

We also wish to minimize any perturbation of the extremum from \( \tau \) by noise. A figure of merit for this purpose is the ratio between the expected squared first derivative, \( \mathbb{E} \left[ (r'(\tau))^2 \right] \), and the expectation of the

\[
\text{peak output}
\]
Because arbitrary rescaling of \( H \), both evaluated at \( \tau \). This choice is justified with a second-order Taylor series expansion about \( \tau \); the noise-perturbed extremum will be shifted by \( \epsilon \), to a point at which the slope of the noiseless peak, in the second-order approximation, \( E[r''(\tau)] \epsilon \), cancels with the slope of the realized signal; that is

\[
E[r''(\tau)] \epsilon \approx -r'(\tau)
\]

We may therefore design \( h \) to minimize the squared magnitude of the expected perturbation, \( E[\epsilon^2] \):

\[
\rho = E[\epsilon^2] = \frac{E[(r'(\tau))^2]}{E[r''(\tau)]^2}
\]

The value of \( \rho \) describes the variance of the peak location under the second-order approximation. It can therefore be taken as the variance of the delay estimator in the limit of high signal-to-noise ratio. The Fourier transform of the expected second derivative of the filtered signal is

\[
\mathcal{F}\{E[r''(t)]\} = E\{\mathcal{F}\{r''(t)\}\}
\]

\[
= -\omega^2 E[X(\omega)] H(\omega)
\]

\[
= -\omega^2 F(\omega) H(\omega) e^{-i\omega \tau}
\]

hence, evaluated at \( \tau \)

\[
E[r''(\tau)]^2 = \left( \int \omega^2 F(\omega) H(\omega) \, d\omega \right)^2
\]

Similarly, expanding the square of the first derivative in the Fourier domain,

\[
E\left[(r'(\tau))^2\right] = \int \omega^2 \sigma(\omega) |H(\omega)|^2 \, d\omega
\]

Due to the fact that the noiseless term in the expansion of the integrand is the squared expected derivative at \( \tau \), which vanishes, and the noise is assumed stationary and zero-mean, so that \( E[N(\omega)] = 0 \) and \( E[N(\omega)N(\xi)] = \sigma(\omega) \delta(\omega + \xi) \), this reduces to

\[
E\left[(r'(\tau))^2\right] = \int \omega^2 \sigma(\omega) |H(\omega)|^2 \, d\omega
\]

In other words, the expected squared slope of \( r \) at \( \tau \) is the negative of the second derivative of the autocorrelation of the filtered noise at 0 lag. Now we are prepared to find the filter, \( h \), that optimizes the figure of merit from Eq. (19), \( \rho \), by setting the derivative \( \frac{\partial \log(\rho)}{\partial |H(\omega)|} \) to 0:

\[
\frac{\partial}{\partial |H(\omega)|} \left[ \log \left( \int \omega^2 \sigma(\omega) |H(\omega)|^2 \, d\omega \right) - 2 \log \left( \int \omega^2 F(\omega) H(\omega) \, d\omega \right) \right] = 0
\]

giving

\[
\omega^2 \left( \sigma(\omega) |H(\omega)| - \rho F(\omega)e^{i \arg H(\omega)} \right) = 0
\]

which is satisfied for \( \sigma(\omega) \neq 0 \) when \( \arg H(\omega) = - \arg F(\omega) \) and \( |H(\omega)| = |F(\omega)| / |\sigma(\omega)| \). In short:

\[
H(\omega) = \rho \frac{F^*(\omega)}{\sigma(\omega)} \text{ for } \omega \neq 0
\]

Because arbitrary rescaling of \( H \) does not affect the result, the constant \( \rho \) will be dropped henceforth. This result is the same as the well-known matched filter [5], obtained by maximizing the ratio of peak values of the respective autocorrelation functions, that is, the ratio of the signal energy to noise variance, rather than the second derivatives. The resulting solutions are the same in this case because the squared frequency term introduced by the second derivative in both terms of \( [24] \) ends up canceling from \( [25] \).
everywhere except at $\omega = 0$. At the frequency origin, $H$ is unconstrained, for which reason we may allow it to vanish at the origin:

$$H(\omega) = \rho \frac{F^*(\omega)}{\sigma(\omega)} I_{\omega \neq 0}(\omega)$$  \hspace{1cm} (27)

This corresponds to the intuitive fact that any DC offset cannot affect the peak location and is therefore irrelevant. By setting $H(0) = 0$, we obtain a weighted spectrum that meets the definition of a quasi-cumulant, as given in Eq. 3. It will be left implicit that $H(0) = 0$ henceforth.

A slightly different signal model, which applies to the Wiener filter [30], leads to a form that combines signal and noise power in the denominator. The discrepancy arises because the model assumes both the noise and signal generating process to be stationary, whereas the matched filter assumes only a single instance of the signal within a given observation window. The stationary assumption is more appropriate if, for example, the occurrence of $f$ is driven by a stationary Poisson process; in such cases, the background of “noise” which perturbs the peak at $\tau$ includes any nearby $f$’s overlapping with the instance at $\tau$. Put differently, we want the estimator to optimally separate neighboring peaks from each other, as well as from the noise. These random instances of $f$ at delays other than $\tau$ contribute to background spectrum according to the power spectrum of the rate function of the emitting point process, $\lambda(\omega)$, combined with that of the feature, giving:

$$H(\omega) = \frac{F^*(\omega)}{\lambda(\omega)|F(\omega)|^2 + \sigma(\omega)}$$  \hspace{1cm} (28)

If the point process is homogenous, $\lambda$ is equal to constant squared intensity [3]. The same argument applies for any WSS noise, whether Gaussian or not; the denominator always contains the combined total power of the signal and all other additive processes contributing to the error in the peak location.

A compelling practical reason to favor (25) even when the stationary model is not appropriate is that the denominator may be estimated directly from the total power of the observed signal, without having to disentangle the contributions of noise and signal. The two models also converge as signal-to-noise ratio diminishes, which tends to limit the practical importance of the distinction. Formally, the use of (28) as a general-purpose estimator may be justified by noting that it places an upper bound on (22). The integrand in Eq. 22 clearly attains a non-negative maximum where $\xi = -\omega$, implying that

$$E[r'(\tau)^2] \\ \leq E \left[ A \int \omega^2 \left| F(\omega) + N(\omega)e^{i\omega\tau} \right|^2 |H(\omega)|^2 \, d\omega \right]$$

$$= A \int \omega^2 \left[ |F(\omega)|^2 + \sigma(\omega) \right] |H(\omega)|^2 \, d\omega$$  \hspace{1cm} (29)

for some constant, $A$. We are merely using total power as an upper bound on noise-only power.

The value of $r(\tau)$ relates to the signal-to-noise ratio. The expected squared value of $r(\tau)$ is:

$$E[r^2(\tau)] = E[r(\tau)]^2 + \int \frac{\left| F(\omega) \right|^2}{\sigma} \, d\omega = E[r(\tau)]^2 + E[r(\tau)]$$  \hspace{1cm} (30)

The variance of $r(\tau)$ is therefore equal to its value: $E[r^2(\tau)] - E[r(\tau)]^2 = E[r(\tau)]$, implying that the expected value of $r(\tau)$ comes normalized, such that,

$$E[r(\tau)]^2 \frac{\text{Var}[r(\tau)]}{\text{Var}[r(\tau)]]} = E[r^2(\tau)] - E[r(\tau)]^2 = E[r(\tau)]$$

But the conditions under which the value of $r(\tau)$ can be taken as a literal measure of signal-to-noise ratio are limited to the case when the feature, $f$, exhibits no variability of amplitude. It remains possible to recover $f$ even when it is subject to some amplitude variability, but in such cases $E[r(\tau)]$ shrinks in relation to the amplitude variance, causing $r(\hat{\tau})$ to give an overly conservative signal-to-noise ratio estimate.

The expected squared deviation of the peak from $\tau$ (i.e. $\rho$), can also be determined by substituting $H$ back into the definition of $\rho$, giving

$$\rho = \left[ \int \omega^2 \frac{\left| F(\omega) \right|^2}{\sigma(\omega)} \, d\omega \right]^{-1}$$  \hspace{1cm} (31)

In other words, the second derivative within the filtered signal gives a faithful representation of uncertainty in the peak location. This result will be used later to motivate thresholding for signal reconstruction, for which the thresholded output provides a reasonable approximation of the peak distribution.
3.1.1. Delay between two noisy signals

The foregoing analysis extends to the case when the goal is to identify the relative delays between two noisy channels, both of which contain the signal. Now we have

\[ x_1(t) = f(t - \tau_1) + n_1(t) \]
\[ x_2(t) = f(t - \tau_2) + n_2(t) \]  

(32)

where \( n_1 \) and \( n_2 \) are generated by zero-mean noise processes with independent phase, so that \( \mathbb{E} [N_1(\omega)N_2(\omega)] = 0 \), but possibly correlated power. We wish to optimize \( h \) to provide a peak near \( \tau_1 - \tau_2 \) in

\[ r_{12}(t) = \int X_1(\omega)X_2^*(\omega)H(\omega)e^{i\omega t}d\omega \]  

(33)

The same line of argumentation as in the previous case may be applied here, and it will not be repeated in detail, to obtain

\[ H(\omega) = \frac{|F(\omega)|^2}{|F(\omega)|^2(\sigma_1(\omega) + \sigma_2(\omega)) + \mathbb{E} [\sigma_1^2(\omega)\sigma_2^2(\omega)]} \]  

(34)

If the noise in either channel vanishes, we may equate the noise-free channel to \( F \) and include it in \( H \), and Eq. (34) then reduces to Eq. (26), as expected. If the noise processes are identical and Gaussian, (34) simplifies to

\[ H(\omega) = \frac{|F(\omega)|^2/\sigma^2(\omega)}{2|F(\omega)|^2/\sigma(\omega) + 1} \]  

(35)

which is the same as the well-known maximum-likelihood delay estimator for Gaussian signals \cite{9}. We have obtained this estimator with comparatively few starting assumptions about the signal distribution, which simplifies the extension to non-Gaussian signals. We may, for example, apply Eq. (34) to non-Gaussian noise processes for which power is correlated across channels within frequency bands, with independent phase. In this example, the estimator in (34) adds an additional penalty to the weighting of spectral regions where the correlation of power is high, while rewarding regions where power is anti-correlated across channels. For example, if the signal always appears randomly without noise in one channel and with noise in the other, so that \( \mathbb{E} [\sigma_1^2(\omega)\sigma_2^2(\omega)] = 0 \neq \sigma_1(\omega)\sigma_2(\omega) \), Eq. (34) still reduces to Eq. (26).

So far we have considered the delay between isolated signals. If the underlying detection problem involves the possibility of multiple overlapping occurrences of the signal, we are, again, better off with the upper bound that includes both signal and noise power in the denominator, as in (29). In this case we have

\[ H(\omega) = \frac{|F(\omega)|^2}{\mathbb{E} [F(\omega) + N_1(\omega)|^2F(\omega) + N_2(\omega)|^2]} \]  

(36)

which, for Gaussian noise, becomes

\[ H(\omega) = \frac{|F(\omega)|^2}{(|F(\omega)|^2 + \sigma_1(\omega))(|F(\omega)|^2 + \sigma_2(\omega))} \]  

(37)

3.1.2. Delays between multiple noisy records

We are most interested in the problem of finding mutual delays between multiple channels or records. In this setting, the denominator in (36) may be estimated by averaging observed power over records. The trouble with second-order estimators arises from the numerator. The conventional solution takes the magnitude of the pairwise cross-spectra as the relevant delay estimator for a given pair, in which case the outcome is equivalent to obtaining a delay estimator from coherency between \( x_i \) and \( x_j \), weighted by coherence; that is, the estimator will have the magnitude of squared coherence while preserving the phase of coherency \cite{9}. But in the present setting, no consistent estimator of the pairwise cross-spectra between records is available. Simply averaging the pairwise magnitude cross-spectra across all channels does nothing to suppress noise. We need the delays to estimate the signal, but the signal to estimate the delays, and both may be too corrupted to be recovered separately. We next describe how to overcome this impasse with higher-order spectra.
4. Delay Estimators from HOS

Because HOS are time-shift invariant and also vanish for Gaussian noise, it will be possible to develop statistically consistent estimators of both the numerator and the denominator of the optimized filter, and therefore to recover an asymptotically optimal or near-optimal detection filter when doing so is not possible with second-order statistics. We assume initially that the background noise is independent and Gaussian. Stationary non-Gaussian noise with non-vanishing HOS will be considered later as well; while it is not directly possible to distinguish signal from noise HOS in such applications, the prospect of decomposing HOV into a series of spectra promises additional tools for coping with non-Gaussian noise. The following development will focus on the third-order (bispectral) variant of the algorithm (HOSD3), although straightforward extensions to other HOV will be noted along the way.

The cross bispectrum takes the product as in \(E(\tau)\) over two or more channels. We will start by considering its application to the two-channel problem from Eq. (32). Note that the phase of the cross bispectrum, decomposing HOV into a series of spectra promises some additional tools for coping with non-Gaussian noise. We assume initially that the background noise is independent and therefore to recover an asymptotically optimal or near-optimal detection filter when doing so is not possible with second-order statistics. We assume initially that the background noise is independent and Gaussian. Stationary non-Gaussian noise with non-vanishing HOV will be considered later as well; while it is not directly possible to distinguish signal from noise HOV in the such applications, the prospect of decomposing HOV into a series of spectra promises additional tools for coping with non-Gaussian noise. The following development will focus on the third-order (bispectral) variant of the algorithm (HOSD3), although straightforward extensions to other HOV will be noted along the way.

The cross bispectrum takes the product as in \(E(\tau)\) over two or more channels. We will start by considering its application to the two-channel problem from Eq. (32). Note that the phase of the cross bispectrum, like that of the ordinary cross-spectrum, encodes the lag between channels, \(\Delta\tau_{jk} = \tau_j - \tau_k\):

\[
M_{122}^3 = E[X_1(\omega_1)X_2(\omega_2)X_2^*(\omega_1 + \omega_2)] \\
= F(\omega_1)F(\omega_2)F^*(\omega_1 + \omega_2)e^{i\omega_1 \Delta\tau_{12}} \quad (38)
\]

Denote the output of the \(K\)th-order HOV filter of the \(j\)th channel as \(r_{j_1 \ldots j_K}(t) = h * x_j(t)\). Pursuing the same strategy as before, define a filter, \(H\), now in the two-dimensional bispectral domain, such that

\[
r_{122}(t) = \int X_1(\omega_1)e^{i\omega_1 t} \int X_2(\omega_2)X_2^*(\omega_1 + \omega_2)H(\omega_1, \omega_2) \, d\omega_2 \, d\omega_1 \quad (39)
\]

The expectation of the second derivative reduces to

\[
E[r''_{122}(\Delta\tau)] = \\
-\int \omega_1^2 F(\omega_1) \int F(\omega_2)F^*(\omega_1 + \omega_2)H(\omega_1, \omega_2) \, d\omega_2 \, d\omega_1 \quad (40)
\]

and the expectation of the square of the first derivative is:

\[
E \left[ (r'_{122}(\Delta\tau))^2 \right] = \\
-\int \omega_1 X_1(\omega_1)X_2(\omega_2)X_2^*(\omega_1 + \omega_2)H(\omega_1, \omega_2) \, d\omega_2 \, d\omega_1 \\
\times \int \xi_1 X_1(\xi_1)X_2(\xi_2)X_2^*(\xi_1 + \xi_2)H(\xi_1, \xi_2) \, d\xi_2 \, d\xi_1 \quad (41)
\]

To avoid a proliferation of minor terms, we will consider the bound on the estimator in Eq. (41), following the example in (29),

\[
E \left[ (r'_{122}(\Delta\tau_{12}))^2 \right] \leq \\
A^2 \int \omega_1^2 E \left[ |X_1(\omega_1)|^2 |X_2(\omega_2)|^2 |X_2(\omega_1 + \omega_2)|^2 \right] |H(\omega_1, \omega_2)|^2 \, d\omega_2 \, d\omega_1 \quad (42)
\]

In this case, setting the derivative of \(\log(p)\) with respect to \(|H(\omega_1, \omega_2)|\) to zero and solving for \(H\), as before, gives

\[
H(\omega_1, \omega_2) = \frac{F^*(\omega_1)F^*(\omega_2)F(\omega_1 + \omega_2)}{E \left[ |X_1(\omega_1)|^2 |X_2(\omega_2)|^2 |X_2(\omega_1 + \omega_2)|^2 \right]} \quad \text{for } \omega_1 \neq 0 \\
(43)
\]

The development for HOV more generally proceeds in the same way with cross-polyspectra of the form

\[
M_{122 \ldots 2}^K = E \left[ X_1(\omega_1)X_2(\omega_2) \ldots X_2(\omega_{K-1})X_2^* \left( \sum_{k=1}^{K} \omega_k \right) \right] \\
= F(\omega_1)F(\omega_2) \ldots F(\omega_{K-1})F^* \left( \sum_{k=1}^{K} \omega_k \right) e^{i\omega_1 \Delta\tau_{12}} \quad (44)
\]
4.1. Polycoherence weighting

We may now proceed to the multi-channel case with \( L \) records at our disposal. Contrary to the situation in the second-order case, a suitably consistent estimator of the numerator in (43) is found in the auto-bispectrum (or auto-polyspectrum, generally) computed across records. Various options for how we might estimate the denominator in (43) relate to different definitions of what is commonly called bicoherence (in the case of the bispectrum, polycoherence generally). Regardless of which definition is used, \( H \) can be understood as bicoherence with squared denominator; that is, \( \hat{H} = M^3/D \) where bicoherence is \( \beta = M^3/\sqrt{D} \). In general, both the numerator of \( H \) and terms within the denominator will be estimated across records with the assumption that the noise processes are identically distributed.

4.1.1. Stationary Gaussian Noise

If the noise process is stationary, Gaussian and identical across channels, then by the independence over frequencies of stationary Gaussian processes, the terms within the expectation of the denominator in (43) separate into the product of signal-plus-noise power spectra.

\[
D \rightarrow \left( |F(\omega_1)|^2 + \sigma(\omega_1) \right) \left( |F(\omega_2)|^2 + \sigma(\omega_2) \right) \left( |F(\omega_1 + \omega_2)|^2 + \sigma(\omega_1 + \omega_2) \right)
\]  

(45)

In this case we find that \( H \) itself separates into the product of three terms (or \( K \) terms in general), meaning that weighting will produce an outcome equivalent to computing cross-bispectra after filtering each signal with

\[
H(\omega) = \frac{F^*(\omega)}{|F(\omega)|^2 + \sigma(\omega)}
\]

This is the very same matched filter we obtained in the second-order case, but here we will often have access to consistent estimators of the numerator in Eq. (43) when none are available for second-order estimators. It is also the case that the final outcome of the bispectral filter, \( r_{ijj} \) in Eq. (40), is not linear, which will provide some important advantages later in developing an efficient procedure for bringing multiple records into alignment.

4.1.2. Wide sense stationary noise

We may relax the Gaussian assumption by estimating the products in the denominator of (43) directly. A form closely related to the most common definition of bicoherence is obtained here under the assumption that power in the noise process is independent across records, but not across frequency bands, in which case the denominator of (43) separates into the product of power spectra at \( \omega \) and the expected product of signal-plus-noise power at \( \omega_1 \) and \( \omega_1 + \omega_2 \), that is

\[
D = \langle |X(\omega_1)|^2 \rangle \langle |X(\omega_2)|^2 |X(\omega_1 + \omega_2)|^2 \rangle
\]  

(46)

Bicoherence is commonly defined with the numerator \( D = \langle |X(\omega_1)|^2 |X(\omega_2)|^2 \rangle \langle |X(\omega_1 + \omega_2)|^2 \rangle \), which amounts to a transformation of the axes in 46. The magnitude of this form is constrained to fall between 0 and 1, as expected for \( F(\omega_1)F(\omega_2)F^*(\omega_1 + \omega_2)H(\omega_1, \omega_2) \); for this reason, it is often favored as a normalized measure of cross-frequency dependence. A similar argument applies at higher orders as well.

4.1.3. Magnitude-weighted bicoherence

A variation less easy to justify from first principles, but having some practical advantages, normalizes by the square of the average magnitude:

\[
D = \langle |X(\omega_1)|X(\omega_2)X(\omega_1 + \omega_2)| \rangle^2
\]  

(47)

Because the related definition of bicoherence in this case can be regarded as a simple weighted average over bispectral phase [21, 28], it allows for a particularly straightforward correction for small-sample and amplitude-related biases, which may otherwise degrade the filter by exaggerating the contribution of frequencies in which power is excessively skewed [25]. Specifically, bias in magnitude-weighted bicoherence, \( \epsilon \), can be related to the inverse root of the “effective degrees of freedom” within the average, as

\[
\epsilon = \sqrt{\frac{\sum w_i^2}{(\sum w_i)^2}}
\]  

(48)

where the “weights,” are given by \( w_i = |X_i(\omega_1)X_i(\omega_2)X_i(\omega_1 + \omega_2)| \). In general, we have observed that the proposed algorithm is not overly sensitive to the choice of normalization, but the amplitude-weighted average with bias correction seems to perform well under a range of conditions. We have therefore defaulted to this form, in spite of the fact that it is perhaps the least principled of the three. The same arguments apply in the obvious way to polycoherence weighting with HOS of order \( K \).
4.2. Partial delay filters

Consider the following filter obtained with record $j$:

$$r_{0j...j}(t) = \mathcal{F}^{-1}\left\{ \cdots \hat{H}(\omega_1, \ldots, \omega_{K-1}) \sum_{k} \omega_k(d\omega_2 \ldots d\omega_{K-1}) \right\} \hat{h} \ast (\hat{h} \ast x_j)^{K-1}(t)$$

(49)

The output of $\hat{h} \ast x_j$ will be a symmetric linear-phase (i.e. zero-phase except for a time shift) function whose maximum is centered at the delay of $f$ in the $j^{th}$ record along with the noise that survives filtering. To this term, equation (49) applies an exponent, causing the filter output to take on a spectrally broader and more impulse-like character, dominated, as $K$ increases, by a sharp peak at the time of the maximum value within the record. Such a function is well approximated by an impulse shifted by $\hat{\tau}_j$ and weighted by $r_j^{K-1}(\hat{\tau}_j)$:

$$(\hat{h} \ast x_j)^{K-1}(t) \sim \delta(t - \hat{\tau}_j)r_j^{K-1}(\hat{\tau}_j)$$

(50)

which becomes equality, almost surely, in the limit as $K$ increases. We may therefore treat the filter as closely approximate to a weighted and shifted copy of the matched filter:

$$r_{0j...j}(t) \sim \hat{h}(t - \hat{\tau}_j)r_j^{K-1}(\hat{\tau}_j)$$

(51)

This filter can be used directly to estimate the delay between record $j$ and another record, $i$:

$$r_{ij...j} = r_{0j...j} \ast x_i(t)$$

(52)

We will call it the partial delay filter for $j$.

An interesting alternative to delay estimation from (52) takes the estimate from the cross-correlation of partial filters:

$$r_{0jj...j} \ast r_{0i...i} \sim (\hat{h} \ast \hat{h})(t - \Delta \hat{\tau}_j) [r_i(\hat{\tau}_i)r_j(\hat{\tau}_j)]^{K-1}$$

(53)

This possibility is attractive because the result appears to contain less noise: the influence of noise in perturbing the peak location is effectively already “baked into the cake” within the respective partial filters, and the cross-correlation will at least give the impression of being relatively noise-free in comparison to (52). However, in considering HOS decompositions later we will find reasons why it makes sense to prefer (52).

5. Application to Non-deterministic HOS

So far we have mostly limited our attention to deterministic HOS. Applications to non-deterministic HOS are of interest for a wide range of problems, yet few, if any, prior treatments of signal recovery with HOS venture beyond the deterministic case, to our knowledge. For non-deterministic signals that result from the additive output of independent deterministic processes, cumulant HOS are likewise additive. Ignoring those slices in HOS space at which cumulant and moment HOS may diverge, we note that all of the crucial equations in the previous sections take on an additive form. Bicoherence weighting, under the Gaussian noise assumption, becomes:

$$H(\omega_1, \ldots, \omega_{K-1}) = \sum_{p=1}^{P} H_p(\omega_1) \ldots H_p(\omega_{K-1}) H_p^*(\sum_k \omega_k)$$

(54)

With quasi-cumulant windowing, the partial delay estimator in (49) decomposes accordingly

$$r_{0j...j}(t) = \sum_{p=1}^{P} \hat{h}_p \ast \left( \hat{h}_p \ast x_j \right)^{K-1} - C \left( \hat{h}_p \ast x_j \right)(t)$$

$$\sim \sum_{p=1}^{P} \hat{h}_p(t - \hat{\tau}_{pj}) \alpha_{pj}^{K-1}$$

(55)

where $\alpha_{pj}$ is the peak value for process $p$ in record $j$. The term $C$ is introduced by the exclusion of regions where moment and cumulant HOS diverge and corresponds to the lower-order terms in the cumulant.
Figure 1: Recovery of test signals with bispectral delay estimation. Test records were arrays of randomly delayed instances of the same test signal, exemplified in panel A (magenta), embedded in independent spectrally colored noise (A, black: test signal with 9.5 dB noise). B: example array with 64 records. The test signal was designed with a flat power spectrum within a specified frequency range (example case, C magenta), while noise amplitude was varied separately within the signal bandwidth (in-band noise, C, blue) and outside (out-band noise, C, black). The delay filter was obtained from cross-bicoherence averaged over all pairs of records, weighted by the complex-conjugate of (auto-)bicoherence averaged over records (D). The procedure was repeated 15 times; at each iteration, average cross-bicoherence was re-estimated after aligning records according to the delay estimated from the previous iteration, and the filter updated. Convergence is rapid, typically requiring fewer than 10 iterations, as reflected in the amplitude response of the filter (E), the filter function (F) and the efficacy of the filter in detecting the signal (G; filter applied to the first record shown in A). I: Aligned records. The signal was recovered from the average over aligned records (H).

polynomial. It therefore involves a summation over terms of order less than $K - 1$. For the sake of economy, we will disregard these lower-order terms in the following discussion, leaving their effect implicit.

Pairwise delay estimators thus become:

$$r_{ij\ldots j}(t) = r_{0j\ldots j} \ast x_i(t) \sim \sum_{p=1}^{P} (\hat{h}_p \ast x_i)(t) \alpha_{pj}^{K-1}$$

(56)

or the alternative form:

$$\langle r_{0i\ldots i} \ast r_{0j\ldots j} \rangle(t) \sim \sum_{p=1}^{P} \sum_{q=1}^{Q} (\hat{h}_p \ast \hat{h}_q)(t - \Delta \tau_{ij}^{pq}) [\alpha_{pq}]^{K-1}$$

(57)

Both clearly give a mixture of peaks related to the different generating processes, but as yet we have no way to sift peaks according to processes. In the spectral domain, Eq. (57) assumes the form of a relatively straightforward tensor product, and so one might attempt to separate components through a variety of tensorial decompositions [51]. We will develop an alternative, computationally less expensive and, for most real-world settings, more practical approach, which we have found to work well with the bispectrum. This approach is particularly advantageous when handling large numbers of records and in real-time applications.
5.1. Iterated realignment

In this approach we start with the average partial delay filter:

$$g^{(0)}(t) = \frac{1}{L} \sum_{j=1}^{L} r_{0j...j}(t) = \frac{1}{L} \sum_{j=1}^{L} \sum_{p=1}^{P} \hat{h}_p * (\hat{h}_p * x_j)^{K-1}(t)$$

$$\sim \frac{1}{L} \sum_{j=1}^{L} \sum_{p=1}^{P} \hat{h}_p(t - \hat{\tau}_p) \alpha_p^{K-1}$$

$$\rightarrow \frac{1}{L} \sum_{p=1}^{P} \psi_p^{(0)} * \hat{h}_p(t) E[\alpha_p^{K-1}]$$

(58)

where $\psi_p^{(0)}$ is the probability distribution of delays for process $p$, $\tau_p$, over records. In general, $\psi$ acts as a low-pass filter, attenuating energy as $1/\sqrt{L}$ above some frequency threshold reflecting the scale of variability in $\tau$. However, the sample distribution will not be smooth, but contain variations in the density of $\tau$’s, either random or related to modes in the underlying probability distribution, which will prove important later.

We will next obtain a provisional delay estimate from the time of the maximum value (for odd $K$, and maximum absolute value for even $K$) from each record:

$$\hat{\tau}_j^{(1)}(t) = \arg \max_t g^{(0)} * x_j(t)$$

(59)

and repeat the procedure after shifting records according to $\hat{\tau}^{(1)}$:

$$g^{(1)}(t) = \frac{1}{L} \sum_{j=1}^{L} r_{0j...j}(t + \hat{\tau}_j^{(1)})$$

(60)

The maximum in a given record will come from one of three sources: (1) a peak related to a feature emitted by process $p$, (2) a peak related to a process other than $p$, and (3) noise unrelated to any feature-emitting process. Peaks arising from process $p$ will tend to occur at delays aligning to random or distribution-related clusters within the sample distribution of $\tau_p$, whereas noise-related peaks and peaks unrelated to process $p$ will be as randomly distributed as before, relative to the sample distribution for $\tau_p$. To the extent that the shifted records align on modes in the sample distribution of $\tau_p$, the distribution of delays after realignment, $\psi_p^{(1)}$, will be sharpened, and its spectral threshold correspondingly extended. Because of this, the re-estimated filter $g^{(1)}$ becomes more closely matched to processes that capture the most maxima (assumed for argument to include $p$), and peak selection more strongly favors the feature associated with process $p$ at the next iteration, leading to an accelerating convergence towards $h_p$:

$$\hat{\tau}_j^{(m+1)}(t) = \hat{\tau}_j^{(m)} + \arg \max_t \left[ g^{(m)} * x_j(t + \hat{\tau}_j^{(m)}) \right]$$

(61)

$$g^{(m+1)}(t) = \frac{1}{L} \sum_{j=1}^{L} r_{0j...j}(t + \hat{\tau}_j^{(m+1)})$$

(62)

The likelihood of being among the favored processes at iteration $m$, depends on four factors: (1) the relative maximum signal-to-noise ratio, $\alpha_p$, (2) the variability of $\tau_p^{(m-1)}$, (3) the similarity of $h_p$ to $g^{(m)}$, and (4) the amount of energy in $h_p$ falling below the characteristic scale of $\psi_p^{(m)}$. If the timing distribution in all processes is uniform, then signal-to-noise ratio will tend to be the main initial determinant.

It is also evident that $g$ might converge on a filter that combines $h$ from different processes, which certainly must be the case in the limit of identical waveforms. More generally, waveforms will tend to be lumped together into common averages to the extent that the matched filter for a given process, $h_p$, produces a peak in the output, $h_p * f_q$, which stands out from noise reliably enough to produce the maximum value in a subset of records. The ability to distinguish among features therefore depends on the similarity between the respective waveforms, their common resemblance to $g$, and the presence, magnitude and spectral properties of noise. This fact is the main reason to favor (52) as a delay estimator over (53): the noise within individual records aids in discriminating among features. Stochastic resonance therefore plays a role in feature separation.

An example of filter estimation and its convergence is shown in Figure [1]
6. Signal Reconstruction

Once the foregoing algorithm has converged on a suitable filter, a component signal may be reconstructed by (1) recovering the waveform using estimated occurrence times (2) applying the filter to any relevant records, (3) thresholding the resulting output, (4) convolving the recovered waveform with the thresholded signal, and (5) scaling the resulting component signal to minimize squared error, as explained next.

6.1. Waveform recovery

We may recover the underlying waveform by averaging over records aligned to peaks in the detection filter. One strategy is to obtain a waveform as a simple average over all records aligned to the maximum value in the output of the filter:

$$\hat{f}_j(t) = \frac{1}{L} \sum_{i=1}^{L} x_i(t + \hat{\tau}_{ij})$$  

This approach weights all records uniformly in the average, and is suitable if one assumes the feature to be generally prevalent across records. We have already obtained the detection filter through a weighted averaging over records in (58); therefore an unequally weighted average might be recovered from the delay filter itself by applying the inverse of the estimated noise amplitude spectrum to the filter spectrum. Finally, a waveform might be recovered by deconvolving the filtered signal from the observed signal, treating the former as a proxy for a known input [54].

6.2. Signal estimation

We have in hand, so far, a waveform estimate and the output of the detection filter, and we wish to reconstruct the signal according to our model in (1). This might be done by directly convolving the output of the detection filter with the estimated waveform [52, 12], which effectively returns the original signal filtered according to the signal to noise ratio over frequency. But because we have information that localizes the signal in time as well as frequency, we may do better by windowing in both time and frequency. We therefore propose to convolve the estimated waveform with a windowed copy of the signal:

$$\hat{y}_{ij}(t) = \int \hat{f}_j(t-s) w_{ij}[g_j \ast x_i](s) \, ds$$  

Ideally, to obtain the proper expectation according to the signal model in (1), we must convolve $f$ with the expected distribution of occurrence times, multiplied by the expected scaling. We therefore seek a windowing that approximates this distribution:

$$w[ g_j \ast x_i](t) \approx \alpha_{ij} \psi_{ij}(t).$$

We may infer properties of this distribution directly from the output of the detection filter. The peak magnitude clearly provides information on the likelihood that the signal is present. The probability of a feature at $t$ is given by a prior probability and the likelihood of the filter output, tending naturally to be a sigmoidal function of output, or absolute value in the case of even orders. The sigmoid is governed by a threshold parameter, which adjusts to the prior probability of an emission, and a slope parameter. We may also infer something about the local ambiguity in the timing of the feature on the basis of the second derivative at the peak; in fact, Eq. (31) implies that the shape of the peak already approximates that of the local distribution of peak times, thus the filter output itself may serve the desired purpose without further modification. A sensible form for $w$ therefore applies the first term as a sigmoidal nonlinearity, $s_\theta$, to the second term, which is the output itself:

$$w[ g_j \ast x_i](t) = s_\theta (g_j \ast x_i)(t)$$  

By this argument, we may justify windowing the output according to magnitude. As the slope parameter of the sigmoid is of secondary importance, it will be ignored for the present, and we will take $s_\theta$ to be a hard threshold function. How to set the threshold is considered next.

6.3. Threshold determination

Several different methods might be applied towards selecting a threshold, but in the context of HOS decomposition the following criterion has a clear motivation: choose a threshold such that the $K$th-order scalar cumulant computed over all subthreshold samples vanishes, or otherwise attains some statistically-motivated value. Such a threshold addresses the null-hypothesis that the data contain only Gaussian noise, and can be understood roughly as orthogonalizing the residual signal in the HOS space, producing an outcome analogous to the mean-square error criterion in standard regression.
Applying the idea to the bispectral case, denote \( \langle \ldots \rangle_{[\theta]} \) as an average excluding values above a threshold value, \( \theta \), and compute skewness as

\[
\gamma_{[\theta]} = \frac{\langle r^3(t) \rangle_{[\theta]} - 3 \langle r^2(t) \rangle_{[\theta]} \langle r(t) \rangle_{[\theta]} + 2 \langle r(t)^3 \rangle_{[\theta]}}{\left( \langle r^2(t) \rangle_{[\theta]} - \langle r(t)^2 \rangle_{[\theta]} \right)^{3/2}}
\]  

(66)

Making use of the large-sample standard deviation of skewness, we may attempt to limit the false positive rate to some predetermined value, \( \text{FP} \), by setting \( \theta > 0 \) such that

\[
\gamma_{[\theta]} < \Phi^{-1}(1 - \text{FP}) \sqrt{\frac{6}{T}}
\]  

(67)

where \( T \) is the record duration in samples and \( \Phi^{-1} \) is the inverse standard normal cumulative distribution function. For example, to limit the probability of a false detection in the absence of a signal to approximately 5%,

\[
\gamma_{[\theta]} < 1.64 \sqrt{\frac{6}{T}}
\]  

(68)

6.4. Decomposition

Decomposition proceeds by way of the “deflation” technique \[16, 12\]: a component signal is estimated and subtracted from the original signal, and the entire procedure repeated with the residual. The number of components may be determined in a data-driven manner by continuing the decomposition until the zero-lag moment of the estimate on the residual signal falls below some statistically motivated threshold.

7. Relationship to MED

It was claimed earlier that the HOS delay estimators relate to moment-maximizing filters of the type often applied to the problem of blind deconvolution \[56, 18, 8, 7, 42, 41\]. Minimum entropy deconvolution (MED) seeks a filter which maximizes a moment normalized for scale invariance, most commonly kurtosis \[18, 7\]:

\[
\gamma_K = \frac{\frac{1}{L} \sum^{L}_{j=1} (h \ast x_j)^K(t) dt}{\left[ \frac{1}{L} \sum^{L}_{j=1} (h \ast x_j)^2(t) dt \right]^{K/2}}
\]  

(69)

The samples indexed by \( j \) might be shorter possibly overlapping windowed intervals of fixed duration from some longer record, with a duration that will determine the filter order of \( h \). For the present purpose, we will formulate an equivalent Lagrangian objective function, leaving the normalization implicit within an energy constraint.

\[
\Lambda = \int \frac{1}{L} \sum^{L}_{j=1} (h \ast x_j)^K(t) dt + \lambda \left( 1 - \int \frac{1}{L} \sum^{L}_{j=1} (h \ast x_j)^2(t) dt \right)
\]  

(70)

where \( \lambda \) is here a Lagrange multiplier.

Expanding (70) in the frequency domain:

\[
\Lambda = \int \cdots \int \hat{M}^K(\omega_1, \ldots, \omega_{K-1}) H(\omega_1) \cdots H(\omega_{K-1}) H^* \left( \sum^{K-1}_{k=1} \omega_k \right) d\omega_1 \cdots d\omega_{K-1} + \lambda \left( 1 - \int |H(\omega)|^2 \hat{M}^2(\omega) d\omega \right)
\]  

(71)

where \( \hat{M}^K \) is the \( K \)th-order spectral estimate

\[
\hat{M}^K = \frac{1}{L} \sum^{L}_{j=1} X_j(\omega_1) \cdots X_j(\omega_{K-1}) X_j^* \left( \sum^{K-1}_{k=1} \omega_k \right)
\]  

(72)
At extrema in $\Lambda$, the derivatives vanish, \( \frac{\partial \Lambda}{\partial \eta} \bigg|_{H=H} = 0 \) giving
\[
\hat{H}^*(\eta) \propto \frac{1}{M^2(\eta)} \int \cdots \int \hat{M}_K(\eta, \omega_2, \ldots) \hat{H}(\omega_2) \cdots \hat{H}^* \left( \eta + \sum_{k=1}^{K-1} \omega_k \right) d\omega_2 \ldots d\omega_{K-1}
\] (73)

Or in its more economical time-domain expression:
\[
\hat{h}(t) \propto u^{(-1)} * \frac{1}{L} \sum_{j=1}^{L} x_j * (\hat{h} * x_j)^{K-1}(-t)
\] (74)

where \( u^{(-1)} \) is meant to indicate the whitening filter that results from \( 1/\hat{M}^2 \) in (73).

There are a few things to unpack from Eq. (74). We have already observed that if \( x \) contains some deterministic feature, \( f \), in stationary Gaussian noise, the phase response of any moment-maximizing \( h \) should be matched to the phase spectrum of \( f \) (Lemma 1). We have also seen in Eq. (50) that the exponent in (74) results in an impulse-like function at the delay of \( f \) within the record. We may therefore treat the net effect of Eq. (74) as closely approximate to a weighted summation over records aligned to peaks in the filter output. If multiple peaks of sufficiently similar amplitude appear in a given record, then the summation includes multiple correspondingly shifted copies of the record, although the tendency as \( K \) increases will always be for a single peak to dominate.

7.1. Advantages of HOSD over MED

Comparing HOSD and MED, some advantages of HOS-based techniques in comparison to direct moment maximization via (70) become apparent. The main ones are:

7.1.1. No need for numerical optimization

Gradient ascent of (70) typically begins with some arbitrary initial value of \( h \), which in most cases is likely to be far from any optimum. But we have already found enough information in HOS to recover \( h \) from a deterministic spectrum, at least implicitly within the bicoherence-weighted partial delay estimator of (49). Once the relative delays are in hand, explicit recovery of both the filter and the underlying waveform becomes a matter of averaging over aligned records. All of this we have gained without recourse to any kind of gradient-based numerical optimization over \( h \).

7.1.2. Improved outlier sensitivity

Because the sum over shifted records in Eq. (74) weights according to \( r_j^{K-1}(\tau_j) \), the record with the greatest maximum comes to dominate in the summation as \( K \) increases. More generally, the filter estimate will be heavily weighted towards any outliers, often impractically so. One consequence of this is a tendency for MED to converge on degenerate solutions: it is always possible to design a filter matched to a particular segment of the input, which produces one large impulse with high kurtosis. The approach developed here adds more options for mitigating this problem.

7.1.3. Greater flexibility

With MED, weighting of HOS is limited to the magnitude of the deterministic HOS of \( h \). We have just derived delay estimators by designing windows directly within the higher-spectral domain. For example, bicoherence weighting described in section 4.1 does not necessarily correspond to any deterministic spectrum. This allows for considerably greater flexibility in filter design, which, in the case of bicoherence-weighting, improves optimization under forms of non-Gaussian WSS noise.

7.1.4. Separation of additive processes

Strategies for separating additive processes become more obvious when approaching the problem through HOS.

8. Methods

8.1. Implementation

The following section implements this framework in an algorithm which recovers the delays between \( L \) discretely sampled records, which contain \( f \) at mutually independent lags in a background of independent Gaussian noise with identical power spectra.
8.1.1. Windowing

The first step is to form the array of records. If these are obtained as shorter intervals of a longer record, then a record duration must be chosen based on the time scale of the signal of interest and computational considerations. It will also make sense to apply a window to the record to suppress spectral leakage in the estimators and, as described later, to aid in the convergence of the iterated alignment. In the following it is assumed that a suitable window has already been applied to each record, \( x_j \).

8.1.2. Bispectral weighting

In this setting, a consistent estimator of the auto-bispectrum is obtained by averaging over channels, which will be done under the assumption that noise is identically distributed across records. Likewise, an estimate of the denominator is obtained by averaging the respective terms, which may be plugged in to Eq. (43), giving the bicoherence filter:

\[
\hat{H} [\omega_1, \omega_2] = \frac{\hat{B}^* [\omega_1, \omega_2]}{D [\omega_1, \omega_2]} \tag{75}
\]

where \( B \) is a direct bispectral estimate:

\[
\hat{B} [\omega_1, \omega_2] = \frac{1}{L} \sum_{j=1}^{L} X_j [\omega_1] X_j [\omega_2] X_j^* [\omega_1 + \omega_2] \tag{76}
\]

with \( X_k [\omega] \) the fast Fourier transform (FFT) of \( x[t] \) and \( D \) normalizing either in accordance with the variant of the common definition of bicoherence in Eq. (46):

\[
D_{BC} [\omega_1, \omega_2] = \frac{1}{L^2} \sum_{i=1}^{L} |X_i [\omega_1]|^2 \sum_{j=1}^{L} |X_j [\omega_2] X_j^* [\omega_1 + \omega_2]|^2 \tag{77}
\]

or with the magnitude-weighted definition:

\[
D_{MW} [\omega_1, \omega_2] = \left[ \frac{1}{L^2} \sum_{i=1}^{L} |X_i [\omega_1]|^2 \sum_{j=1}^{L} |X_j [\omega_2] X_j^* [\omega_1 + \omega_2]| \right]^2 \tag{78}
\]

In the case of magnitude-weighting we may correct for bias as described in (48) \[26, 28\]

\[
\hat{H}_\epsilon [\omega_1, \omega_2] = \frac{\hat{B}^*}{\sqrt{D_{MW}}} \left[ \frac{1}{\sqrt{D_{MW}}} - \frac{\epsilon}{|B|} \right] \tag{79}
\]

The window, \( H \), may be modified in other ways according to any relevant considerations. For example, computational efficiency might be served by limiting the estimator to specific signal-relevant bandwidths within the HOS domain, or properties of the estimator improved by accounting for prior information through the weighting.

8.1.3. Delay estimation with averaged cross-bispectra

Eq. (75) gives us a suitably consistent estimate of the bispectral filter needed for partial delay filter estimation. Following Eq. (62), the average partial delay filter, \( g \), is found by iterating

\[
G^{(m+1)} = \frac{1}{L} \sum_{j=1}^{L} e^{i \omega_1 \hat{\tau}_j^{(m)}} \sum_{\omega_2 = -W}^{W} X_j [\omega_2] X_j^* [\omega_1 + \omega_2] \hat{H} [\omega_1, \omega_2] \tag{80}
\]

where \( \hat{\tau}_j^{(m)} \) is the estimated lag of the delay in the \( j \)th record after the \( m \)th iteration, obtained as in (61). Even when the distribution of \( \tau \)'s is initially uniform, we have found in practice that the tendency to cluster around random modes early in the iteration leads to rapid convergence, as exemplified in Fig. 1. When the algorithm successfully converges, noise in the quadratic term of the estimator is greatly suppressed, as then

\[
G[\omega_1] \rightarrow \sum_{\omega_2 = -W}^{W} F[\omega_2] F^* [\omega_1 + \omega_2] H[\omega_1, \omega_2] + O \left( \frac{1}{\sqrt{L}} \right) \tag{81}
\]
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Which converges to a filter that is approximately the optimal linear filter. For the Gaussian case, we have:

\[ g(t) \rightarrow h \ast (h \ast h)^2(t) \] (82)

Again, because \((h \ast h)^2\) is an impulse-like function, performance of \(g\) typically approaches that of \(h\), and we may regard \(g\) and \(h\) as functionally equivalent in settings that involve spectrally broad features of the type represented in the bispectrum.

### 8.1.4. Feature recovery

Following iterated delay estimation, the feature, \(F\), is recovered from the delay-compensated average:

\[
\hat{F}(\omega) = \frac{1}{L} \sum_{j=1}^{L} e^{i\omega \hat{\tau}(m)} X_j(\omega)
\] (83)

### 8.2. Real-time and running-average estimation

Because we have derived the filter as a simple average over records, the general scheme adapts easily to real-time applications. In the simplest form, real-time applications may apply a continuously updated estimate of the filter towards detecting the signal within a buffer containing an incoming data stream. Specifically, data written to a buffer at some interval, \(\Delta T_{m+1}\), are filtered with \(g^{(m)}\) and shifted according to the delay estimate, \(\hat{\tau}_m\), obtained as before. The convergence to a matched filter here arises from the serial application to incoming records rather than by iterating through all records. With each record \(H\) may be updated as a running averages according to

\[
H^{(m+1)} = \frac{B^{(m+1)}}{D^{(m+1)}}
\] (84)

where

\[
B^{(m+1)} = (1 - \lambda[\delta_m])B^{(m)} + \lambda[\delta_m] (X_m[\omega_1] X_m[\omega_2] X_m^*[\omega_1 + \omega_2])
\] (85)

and, using magnitude-weighted normalization

\[
\sqrt{D^{(m+1)}} = (1 - \lambda[\delta_m]) \sqrt{D^{(m)}} + \lambda[\delta_m] |X_m[\omega_1] X_m[\omega_2] X_m^*[\omega_1 + \omega_2]|
\] (86)

The delay-estimating filter, \(g\), is similarly updated as

\[
G^{(m+1)} = (1 - \alpha[\delta_m])G^{(m)} + \alpha[\delta_m] P_m
\] (87)

with

\[
P_m[\omega_1] = e^{i\omega_1 \hat{\tau}_m} \sum_{\omega_2=-W}^{W} X_m[\omega_2] X^*_m[\omega_1 + \omega_2] H^{(m+1)}[\omega_1, \omega_2]
\] (88)

where \(\lambda[\delta_m]\) and \(\alpha[\delta_m]\) are learning rates within \([0, 1]\), which may be fixed or set to depend on the detection parameter \(\delta_m\). For example, a hard threshold might be set on the maximum in \(r_m\):

\[
\delta_m = \begin{cases} 
1, & \text{if max } r_m > \theta_m \\
0, & \text{otherwise}
\end{cases}
\] (89)

with \(\lambda[0] = \alpha[0] = 0\).

### 8.3. Decomposing multi-component signals and signals in non-Gaussian noise

Real-world applications must often confront noise that is not Gaussian, whose non-vanishing HOS may mask that of the signal. To address non-Gaussian noise as well as interference from competing signals, a decomposition may be implemented by repeatedly applying filter estimation, thresholding and signal reconstruction, as described in the previous section. The scheme might be implemented through a cascade of adaptive filters, each receiving the residual of the output from the preceding filter.
8.4. Computational Efficiency

For 3rd-order HOS, the summation over $\omega_2$ in (80) is quadratic in $W$, but in the case of an ensemble of records it needs only to be carried out once at the outset and might be done intermittently in the case of real-time applications. Each subsequent step of the algorithm is linear in $W$. The efficiency of the algorithm therefore compares favorably with cross-spectral methods of delay estimation, which scale quadratically in the number of records at each iteration. Efficiency of the bispectral algorithm should surpass that of pairwise cross-spectral delay estimation whenever $W^2 < L^2$. Especially in applications to pattern recovery from long-duration records, in which sub-intervals may easily number in the thousands, the computational burden of the bispectral algorithm should compare favorably with any method that relies on an explicit pairwise delay estimation. More generally, computational complexity grows as $W^{K-1}$, reflecting the number of frequency dimensions, so that complexity increases at a super-quadratic rate for orders greater than 3.

8.5. Test signal

The test signals used in Figure 1 were generated by applying a square FIR bandpass filter with a passband of 0.02 to 0.1, in units of Nyquist frequency, to windowed Gaussian white noise, where a Gaussian window with a standard width of 20 samples was applied in the time domain, whose passband was normalized to unit magnitude in the frequency domain at all frequencies. The test signal was then normalized to have zero mean and unit variance; the result is a transient signal as illustrated in Fig. 1A with the desired spectral properties. 64 “records” were created by embedding the test signal by filtering white noise with unit variance, while “out-band” noise was obtained by subtracting the in-band noise from the same white noise used to generate the former, then low-pass filtering below 0.2 Nyquist units. Delays were implemented by circularly shifting each record by an amount drawn from a uniform distribution over the duration of the record. The demonstration was carried out in the circular domain for illustrative purposes, as this allows the respective finitely sampled bands to have ideal characteristics and simplifies the comparison of algorithms across conditions, which may be done with circular statistics.

Test signals used in Figure 2 were generated in the same way at different combinations of the target signal bandwidth, in-band noise and out-band noise. The transient target signals were generated with bandwidths of 1.5, 4, 9, 19 and 39, as a ratio of the high-pass frequency of 0.02. Out-band signal-to-noise ratio varied from 5 dB to -15 dB, while in-band noise varied from 5 dB to -20 dB, where decibel values refer to the ratio between total signal energy and total noise within each band, separately. For each combination of bandwidth, in- and out-band noise levels, 400 such test-signal arrays were generated, and the results summarizing the average performance of bispectral delay estimator are shown in Figure 2. Test signal generation and all analyses were programmed in Matlab using scripts and algorithms developed by the first author.
8.6. ECG test signal

The performance of the algorithm in recovering a physiological signal from varying levels of noise was tested by adding random noise to 2 minute segments ECG obtained from the MIT-BIH normal sinus rhythm database [20]. Data were retrieved for 16 subjects, starting at sample number 10000 (00:01:18.125 to 00:03:18.125), normalized to unit variance and divided into records of approximately 3-beat duration. Gaussian and Non-Gaussian noise were generated at multiple in- and out-band levels. The in-band noise spectrum was defined as

\[ \sigma_{in} = \frac{|Y(\omega)|^2}{|Y(\omega)|^2 + 1} \]

where \( Y \) is the spectrum of the input signal before adding noise, and

\[ \sigma_{out} = \frac{1}{|Y(\omega)|^2 + 1} \]

To each array of records and at each combination of in- and out-band noise, 20 random noise realizations were added. Non-Gaussian noise was generated by applying a filter with amplitude response given as above to squared Gaussian white noise, whose distribution, \( \chi^2(1) \), is highly skewed. To make the phase of resulting noise HOS independent of the signal HOS, the phase response of the filter was randomized, after which the filter function was windowed in the time domain so that the dispersion of energy in time resembled that of the zero-phase filter. Example data are displayed in Figure 3, while performance averaged across subjects and realizations, in comparison to a representative wavelet filter, is displayed in Figure 4.

8.7. ECG wavelet filter

Blind bispectral feature recovery was benchmarked against a representative wavelet filter of the type commonly used in heartbeat detection and denoising [13] in ECG. This was carried out by decomposing the noise-corrupted test signal with the “Sym4” discrete wavelet transform, then applying a hard universal threshold [19] to coefficients in scales 3-5 and discarding all other coefficients. QRS times were obtained from peaks in the denoised signal.

8.8. Alternative MED algorithms

Heartbeat detection was used also in comparing two implementations of kurtosis-maximizing MED to the filter estimation step of the HOS decomposition (HOSD) algorithm. The first is described in [35], and implemented in a Matlab program (Med2d.m) [33]. The second, described in [12], was likewise implemented in Matlab (Deflation.m) [10]. The Deflation algorithm also executes a decomposition of the higher-order moment through deflation; but it requires at least as many sensors as sources, hence was in this case only applied on a single channel assuming a single source. Because both algorithms maximize kurtosis, they were compared to the 4th-order variant of HOS decomposition, using the trispectrum (HOSD4), in addition to the bispectral version (HOSD3).

8.9. Second-order delay estimation

To compare the performance of second-order estimators to the bispectral method, pairwise delays were estimated for all records from the maximum value in respective cross correlations. An array was then constructed encoding lags for each pair of records as a phase value:

\[ \Phi = \exp \left( 2\pi i \frac{\Delta \tau_{jk}}{N} \right)_{K \times K} \]  

(90)

where \( N \) is the record length. Given that

\[ E[\Phi] = \left[ \exp \left( 2\pi i \frac{\tau_j}{N} \right) \right]_{K \times 1} \left[ \exp \left( -2\pi i \frac{\tau_k}{N} \right) \right]^T_{1 \times K} \]  

(91)

the delays within individual records may be estimated from \( \Phi \) according to the phases of the respective loadings onto the first component returned by a singular-value decomposition (SVD). Delays recovered in this way are unique up to an arbitrary constant time shift in all records, which does not affect the circular correlations used in comparing the algorithms.

8.9.1. Woody’s algorithm

A variation of the cross-correlation technique, described by Woody [57], also served as a comparison. In general we observed that the aforementioned SVD technique gave qualitatively similar results to Woody’s algorithm, with Woody’s algorithm slightly more robust to in-band noise.
Figure 3: Blind recovery of electrocardiogram (ECG) under large-amplitude noise. Eighteen one-minute samples of normal ECG, obtained from the MIT-BIH Normal Sinus Rhythm Database (nsrdb), served as test signals to which varying levels of in- and out-band noise were added (example in A with 7 dB out-band and 4 dB in-band noise added to record nsrdb/16483; spectral distributions of signal and noise components shown in B). The continuous ECG was divided into overlapping windows spanning approximately 3 R-R intervals and weighted by a Hann window, after which bispectral delay estimation was applied as described previously. Auto-bicoherence (C) recovers spectral characteristics of the signal used by the delay filter. Following realignment of all intervals, the cardiac QRS complex was recovered from the delay-compensated average (D). The delay filter was then applied to the continuous signal and a peak threshold (E, dashed line) applied to identify occurrence times of the QRS complex (E, green circles indicate correct detections; red circles, false positives; and red x, missed detections). A reconstructed ECG (F) was obtained by convolving the recovered QRS complex with the peak-thresholded signal.
Figure 4: Performance of the 3rd order (bispectral) decomposition (HOSD3) (A,B,C, top row) in heart beat detection, compared to a representative, non-blind (i.e. ECG-tailored) wavelet filter (A,B,C, bottom row), with additive Gaussian noise (A) and additive non-Gaussian noise (B). Note that the bispectral decomposition has not been expressly optimized for QRS detection, in contrast to the wavelet filter. Performance was measured at varying levels of spectrally matched (“in-band”) and spectrally complementary (“out-band”) noise using area-under-the-curve (AUC) computed over 5 peak-detection threshold levels. 20 noise realizations were added to each of 16 2-minute data samples obtained from the MIT-BIH normal sinus rhythm database; the average performance over all data sets and realizations is displayed in A and B. Non-Gaussian noise was generated by filtering squared Gaussian white noise with a non-minimum-phase filter whose amplitude response matched in- and out-band spectra and whose randomized phase response was smoothed to preserve the approximate time envelope of the respective zero-phase filters. Example cases are shown for Gaussian (C, left) and non-Gaussian (C, left) noise. For the non-Gaussian example, the ECG signal was recovered in the 2nd bispectral component (C, top right; red), while the first converged on features in the noise (C, top right; blue). Performance of both algorithms degrades beyond about -7 dB in-band SNR; the bispectral method exhibits a sharper transition, leading it to outperform wavelet QRS detection above the in-band threshold and underperform beyond the threshold (D). With non-Gaussian noise, the wavelet algorithm outperforms the first component (E, left); however, the best component of the first 4 performs comparably to the wavelet algorithm (E, right). Randomization of the filter phase introduces variability in the SNR performance threshold for both wavelet and bispectral methods, depending on the similarity between the filter waveform and the QRS complex, which leads to greater similarity in the average performance of the two methods under non-Gaussian noise. Difference between the first and best component performance under Gaussian noise (F, left) is negligible, in contrast to the difference for non-Gaussian noise (F, right), demonstrating that the improvement is not merely a result of bias from the selection of the best component.

9. Experimental Results

The method is demonstrated with arrays of randomly delayed test-signals embedded in Gaussian noise (Fig. 1), and compared to alternative cross-spectral techniques (Fig. 2). As summarized in Figure 2, the bispectral algorithm dramatically outperforms delay estimation based on pairwise cross-spectra when the signal power-spectrum cannot be recovered from noise. To illustrate this point, noise was varied separately in two bands: the first, “in-band noise,” was designed to have a power spectrum which matched that of the signal and the second, “out-band noise,” had the complementary spectrum. Because the total signal-plus-noise power happens to match the signal-only power for in-band noise, the example is contrived so that the bispectral algorithm should not greatly outperform the cross-spectral approach for a signal corrupted by in-band noise alone. A different outcome is expected for out-band noise because the cross-spectral approach fails to correctly reconstruct the signal spectrum. Figure 2A compares the performance of the respective algorithms using the correlation between the true delays and estimated delays. As expected, the cross-spectral delay estimator failed at high out-band noise, with performance diminishing between -5 to -10 dB. In contrast, the bispectral algorithm shows virtually no decrement with increasing out-band noise, implying that the algorithm has no trouble distinguishing the signal-containing band even when noise energy in the out-band exceeds that of the signal by a hundred fold. In this example, the separation of noise energy into in-band and out-band illustrates the how the algorithm identifies regions of the spectrum where signal-to-noise ratio is greatest.
9.1. ECG recovery from Gaussian and non-Gaussian noise

To show that these properties translate to settings more relevant to the real world, a similar analysis was conducted on two-minute segments of ECG recording obtained from the MIT-BIH database \[20\]. Results summarized in Figure 3 demonstrate the ability of the algorithm to recover an averaged cardiac QRS complex from extremely noisy data, according with what was observed for the artificial test case.

To demonstrate the application to signals corrupted by non-Gaussian noise, a similar test was repeated with the same ECG set using additive non-Gaussian noise. Noise in this case was generated by applying FIR filters with the same in- and out-band amplitude responses as in the Gaussian test to squared Gaussian white noise, whose distribution is $\chi^2(1)$. Because HOS preserve information about the phase response of the filter, it is also necessary to randomize the filter phase to avoid making the test overly specific to some particular (e.g. zero-phase) filter. The phase response was therefore randomized, but also smoothed to preserve the approximate time window of the zero-phase filter, so that deterministic filter HOS remained smooth at a similar scale as that of the signal.

Results for both Gaussian and non-Gaussian noise are shown in Figure 4 and compared to the performance of a representative non-blind wavelet filter tailored to ECG detection. Comparison between signal recovery in the first recovered component vs the first four in Figure 4 shows that the signal was often recovered among components 2-4 when the noise spectrum was dominant in the first component. As expected, the performance of the algorithm is degraded compared to the case of Gaussian noise, but it continues to fare well next to the wavelet filter, performing comparably at most signal-to-noise levels.

9.2. Decomposition of multi-component signals

The same approach applied in the previous section to signal recovery from non-Gaussian noise allows for the mutual separation of transient components within multi-component signals. Its application is demonstrated here through the blind classification of normal and abnormal heartbeats in a 10 minute sample of ECG from the MIT-BIH Arrhythmia Database \[20\] (Fig. 5). Reflecting the similarities of the respective waveforms, bispectral components do not map exactly onto heartbeat types. However, a straightforward projection into a low-dimensional feature space is obtained through loadings onto components at peak times. Waveforms may be blindly separated within this space using standard clustering techniques, such as k-means clustering. Using this approach, blind heartbeat detection and classification closely matched clinical annotation by a human observer (Fig. 6C) provided with the example data set for the three most prevalent beat types.

9.2.1. Comparison with MED filter estimation

As reviewed in section 7, the filter estimation step in (80) is qualitatively similar to moment-based techniques of blind deconvolution. We therefore compared two publicly available implementations of kurtosis maximizing blind deconvolution, Med2d \[35\] and Deflation \[12\] with HOS decomposition using the bispectrum (HOSD3) and trispectrum (HOSD4), in heartbeat detection. The results are summarized in Figure 5. The four algorithms produced similar results at intermediate filter orders and noise levels, with some noteworthy differences elsewhere. First, both HOSD algorithms failed at the lowest filter order, 16 taps, which we attribute to the restriction of the time scale of the filter window, beyond that imposed by filter order alone, from the use of tapered windows in the averaged HOS and partial delay estimators. Second, HOSD outperformed the other methods in heartbeat detection with increasing filter order and decreasing out-band SNRs: while performance of MED estimation degrading rapidly between -10 dB and -15 dB out-band SNR, both HOSD algorithms performed above chance beyond SNRs of -20 dB at filter orders greater than 64. This effect is attributed in part to a tendency for the MED algorithms to converge on degenerate solutions at high filter orders and low SNRs when the filter order approached the square root of the total signal duration. Such solutions reproduce segments of the input data in the filter, which results in a single large impulse (and thus high kurtosis) \[33\]. Because the HOSD algorithm operates on averaged HOS estimators rather than the entire signal at once, it is much less susceptible to this form of degeneracy, while robustness to out-band noise is aided by the noise optimization within HOS window design.

Finally, processing time and its dependence on filter order differed across the four algorithms (Fig. 5B): HOSD3 outperformed the other algorithms at filter orders less than 128, while Med2d performed with comparable speed at 128 and 256 taps. Deflation lagged behind the first two algorithms, while HOSD4 was slowest overall, with a more pronounced dependence on filter order. While computational complexity in both MED algorithms and HOSD3 depended quadratically on the filter order, the dependence is cubic for HOSD4, due to the addition of a frequency dimension in the trispectrum. This fact is reflected in the much more rapid growth in processing time for HOSD4.
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Figure 6: Blind separation of normal from abnormal heart beats through the bispectral decomposition. The bispectral decomposition was applied to a 10 minute sample of ECG from the MIT-BIH Arrhythmia Database 20 (A: 00:15:00 to 00:25:00 of record #201 in ‘mitdb’). Clinical annotation is indicated with colored squares: green, normal sinus beats (NSB); blue, premature ventricular contractions (PVC); magenta, atrial premature beats (APB); and yellow, aberrant atrial premature beats (aAPB). B: Filtered ECG for the first 4 components of the bispectral decomposition. Peaks in the filter output were classified with K-means clustering on component rms values within 70 ms. Circles indicate classifier output for each peak with colors matching the most closely associated clinical annotation for both the classifier output and the component activation. Energy in the first component is associated mainly with NSB’s; the 2nd with PVC’s; and the 3rd with APB’s. C: Confusion matrix comparing the result of blind classification to clinical annotation, showing a clear association between the classifier performance and clinical annotation for all beat types except aberrant premature atrial beats (aAPB), which did not cluster separately from NSB. Classifier performance did not improve with more than 3 clusters or the inclusion of more than 4 bispectral components. D: Recovered waveforms for the first three components. E: Reconstruction of component signals and side-by-side comparison of the clinical annotation (squares) and classifier output (circles).
10. Discussion and conclusion

We have described a new method for obtaining noise-optimized filters from both deterministic and non-deterministic higher-orders spectra with no foreknowledge of underlying signal waveforms, assuming only their stable recurrence across records. In the non-deterministic case, the method yields a decomposition of HOS into approximately deterministic spectra. Algorithm 1 summarizes the prototypical form for the algorithm, as described in section 8.1. We have reviewed the similarities between the HOSD algorithm and prior techniques of blind deconvolution based on moment maximization. The two procedures are related by way of Lemma 1, which shows that moment maximization produces essentially a matched filter, when applied to transient deterministic signals. Though we have motivated and developed the algorithm by way of the detection problem, Lemma 1 establishes its relevance to blind deconvolution more broadly.

Algorithm 1: HOS Decomposition

1. Filter estimation
   (a) From a collection of L records, \( \{x_{0j}\} \), obtain an estimate of the \( K \)-th-order HOS, \( M_0^K \), and normalization, \( D_0 \), and compute the HOS weighting filter as \( H_0 = M_0^K / D_0 \).
   (b) Obtain the average partial delay estimation filter, \( G_{0j}(0) = \frac{1}{L} \sum_{j=1}^{L} G_{0j} \) where
   \[
   G_{0j}(\omega) = \int X_{0j}(\omega_2) \cdots X_{0j}(\omega_K) H_{0j}(\omega_1, \ldots, \omega_2) \delta(\omega_1 + \cdots + \omega_K) \, d\omega_2 \cdots d\omega_K
   \]
   (c) Apply the average delay filter to each record and take the maximum as the delay estimate:
   \[
   \hat{\tau}_{0j} = \arg \max_t g_{0j}^*(t) x_j(t)
   \]
   (d) Reestimate the filter after delay compensation, and repeat through M steps until stopping criteria are met.
   \[
   G_{0j}(m+1) = \frac{1}{L} \sum_{j=1}^{L} e^{i\omega_j^{(m)}} G_{0j}
   \]

2. Feature estimation.
   (a) Following filter estimation, the feature waveform may be estimated as
   \[
   \hat{F}_0(\omega) = \frac{1}{L} \sum_{j=1}^{L} \text{sgn}[g_{0j}^* x_{0j}(\hat{\tau}_{0j})] e^{i\omega_{0j}^{(m)}} X_j(\omega)
   \]

3. Component signal estimation
   (a) Threshold selection: choose a threshold, \( \theta \), such that the \( K \)-th-order zero-lag cumulant of the subthreshold filtered signal vanishes (or else attains some other statistically motivated value):
   \[
   \theta : \frac{1}{L} \sum_j \text{cum}\{ (g_0 * x_{0j}) - w_{\theta} [g_0 * x] \} = 0
   \]
   where \( w \) applies the thresholding, \( w_\theta[z] = s(z - \theta)z \), for hard or soft threshold function, \( s \).
   (b) Recover the component signal by convolving the waveform with the thresholded filter output,
   \[
   \hat{y}_{0j} = af * w_{\theta} [g_0 * x]
   \]
   where the scaling, \( a \), is chosen to minimize mean squared error over records,
   \[
   \hat{a} = \arg \min_a \sum \|x_{0j} - \hat{y}_{0j}\|^2
   \]

4. Deflation
   (a) Subtract component estimates \( \{x_{(p+1)j}\} = \{x_{pj} - \hat{y}_{pj}\} \)
   (b) Repeat from the beginning on the residual: \( \{x_{(p+1)j}\} \rightarrow \{x_{0j}\} \), go to step 1a to obtain \( G_{(p+1)} \),
   \( \hat{F}_{(p+1)} \), and \( \{\hat{y}_{(p+1)j}\} \)

In comparing it to MED, we identified a number of potentially advantageous properties of the HOSD
algorithm: (1) the steps in the algorithm of section 8.1 involve element-wise addition, multiplication and averaging, requiring no matrix inversions, which makes the algorithm numerically stable and easy to adapt to real-time settings. (2) The algorithm recovers optimal filters directly from HOS estimates rather than through a gradient ascent, making it less prone to converge on local optima and less sensitive to initialization. (3) Because the algorithm operates on smoothed HOS estimators, rather than the entire signal at once, it is less prone than MED to converge on filters which produce a single large impulse by reproducing a segment of the input. (4) By windowing in the HOS domain, the technique introduces more potent and flexible tools for optimization, as well as new ways to obtain cumulant-like measures from moment spectra.

Conventional MED, by itself, also does not provide any basis for separating component signals. As described in section 6.4, the application of a signal-dependent time window to the output is an important step in obtaining such a decomposition. To justify the use of a simple threshold window, reminiscent of windowing commonly found in wavelet filters [19], we considered how the thresholded output approximates the distribution of feature occurrence times (in section 6.2), and how the residual roughly orthogonalizes HOS (in section 6.3). These qualities are reflected especially in the superior performance at low out-band SNR and high filter orders in the ECG test data (Fig. 5).

Some possible drawbacks of the present technique should be noted as well. First, the FIR filter estimation step underperformed standard MED at low filter orders; we attribute this effect to added restrictions of time scale imposed by tapered windows used in HOS estimation. Second, while computational demands of HOSD3 are comparable to MED, the HOSD3 algorithm implicitly maximizes skewness, thus it is not sensitive to features that are symmetrically distributed with respect to sign and is otherwise insensitive to narrowband signal features [13]. For these reasons, HOSD4 may be more suited to some contexts, but it is evident in Fig. 5B, that its cubic dependence on filter order puts HOSD4 at a disadvantage relative to conventional MED. Windowing in the HOS domain allows for some flexibility in the design of estimators, and it is possible to restrict the underlying estimators to subdomains relevant for some particular signal of interest, thereby reducing computational overhead. Because, as described in section 2.2, one can relate such windowed estimators to semi-inner products in HOS space, matched filters are generally still contained in the space of filters which maximize the related zero-lag measure, thus windowed estimators retain their essential relationship to the underlying optimization problem. A more detailed consideration of such extensions we leave for the future.
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