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Abstract

In this paper, we study positive solutions of the quasilinear elliptic equation

$$ Q'_{p,A,V}[u] \triangleq -\text{div}A(x,\nabla u) + V(x)|u|^{p-2}u = 0, $$

in a domain $\Omega \subseteq \mathbb{R}^n$, where $n \geq 2$, $1 < p < \infty$, the divergence of $A$ is the well known $A$-Laplace operator considered in the influential book of Heinonen, Kilpeläinen, and Martio, and the potential $V$ belongs to a certain local Morrey space. The main aim of the paper is to extend criticality theory to the operator $Q'_{p,A,V}$. In particular, we prove an Agmon-Allegretto-Piepenbrink (AAP) type theorem, establish the uniqueness and simplicity of the principal eigenvalue of $Q'_{p,A,V}$ in a domain $\omega \Subset \Omega$, and give various characterizations of criticality. Furthermore, we also study positive solutions of the equation $Q'_{p,A,V}[u] = 0$ of minimal growth at infinity in $\Omega$, the existence of a minimal positive Green function, and the minimal decay at infinity of Hardy-weights.
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1 Introduction

Let $\Omega \subseteq \mathbb{R}^n$ ($n \geq 2$) be a domain and $1 < p < \infty$. In the monograph [18] by Heinonen, Kilpeläinen, and Martio, the authors studied a nonlinear potential theory for the second-order quasilinear elliptic operator $\text{div}(A(x, \nabla u))$, which is called the $A$-Laplace operator.
(or in short, the \(A\)-Laplacian). We recall that the \(A\)-Laplacian might be degenerate or singular elliptic operator that satisfies some natural local regularity assumptions. In addition, it is assumed that the operator \(A\) is \((p-1)\)-homogeneous and monotone in its second variable (for details, see Assumption 2.6). Prototypes of the \(A\)-Laplace operator are the \(p\)-Laplacian \(\text{div} \left( |\nabla u|^{p-2} \nabla u \right)\) and the \((p, A)\)-Laplacian

\[
\text{div} \left( |\nabla u|^{p-2} A \nabla u \right) \triangleq \text{div} \left( (A(x) \nabla u \cdot \nabla u)^{(p-2)/2} A(x) \nabla u \right),
\]

where \(A\) is a locally bounded, symmetric, and locally uniformly positive definite matrix function (see, [18, 43, 44, 46]).

A systematic criticality theory has been developed for the \(p\)-Laplace operator and the \((p, A)\)-Laplace operator with a locally bounded potential in [46] and [44], respectively. Furthermore, in [43], Pinchover and Psaradakis have extended the theory to the case of the \((p, A)\)-Laplace operator with a potential in the local Morrey space. See [37, 42] for the criticality theory for the second-order linear elliptic (not necessarily symmetric) case. We refer also to Pinsky’s book [50], where the author studies this topic from the probabilistic point of view. Moreover, a criticality theory for Schrödinger operators on graphs has also been established by Keller, Pinchover, and Pogorzelski in [26]. For recent papers on criticality theory for a certain class of quasilinear operators on graphs, see [13, 14]. The theory has witnessed its applications in the works of Murata and Pinchover and their collaborators (see recent examples in [6, 25, 38]). For the case of generalized Schrödinger forms, we refer to [57, 58].

Criticality theory has applications in a number of areas of analysis, for example, in spectral theory of Schrödinger operators [42], variational inequalities (like Hardy, Rellich, and Hardy-Sobolev-Maz’ya type inequalities) [27, 48], and stochastic processes [50]. Among the applications in PDE we mention results concerning the large time behavior of the heat kernel [39], Liouville-type theorems [45], the behavior of the minimal positive Green function [40, 42], and the asymptotic behavior of positive solutions near an isolated singularity [15].

The goal of the present paper is to extend the results in [43, 44, 46] concerning positive solutions of the homogeneous quasilinear equation

\[
Q_{p,A,V}'[u] \triangleq - \text{div} \left( |\nabla u|^{p-2} A(x) \nabla u \right) + V(x) |u|^{p-2} u = 0 \quad \text{in} \ \Omega,
\]

to the equation

\[
Q_{p,A,V}'[u] \triangleq - \text{div} A(x, \nabla u) + V(x) |u|^{p-2} u = 0 \quad \text{in} \ \Omega.
\]

The latter equation is the local Euler-Lagrange equation of the energy functional

\[
Q_{p,A,V}[\varphi] \triangleq Q_{p,A,V}[\varphi; \Omega] \triangleq \int_{\Omega} (A(x, \nabla \varphi) \cdot \nabla \varphi + V(x) |\varphi|^p) \, dx \quad \varphi \in C_c^\infty(\Omega).
\]

Note that the equation \(Q_{p,A,V}'[u] = 0\) (and in particular, \(Q_{p,A,V}'[u] = 0\)) is half-linear, that is, if \(v\) is a solution of this equation, then for every \(c \in \mathbb{R}\), \(cv\) is also a solution.
We assume that the potential $V$ belongs to the local Morrey space $M^q_{\text{loc}}(p; \Omega)$ associated with the exponent $p$ (see Definitions 2.14 and 2.15), which is almost the largest class of potentials that guarantees the validity of the Harnack inequality and the Hölder continuity of solutions (see also [33, p. 1319]). The assumptions on $A$ are as in [18] (see Assumption 2.6). In addition, two further assumptions (assumptions 2.8 and 6.1) are assumed to prove certain important results in Sections 4, 6, and 7. In fact, Assumption 2.8 is utilized in two different ways. One is direct (see Proposition 6.8). The other is indirect, i.e., via the Díaz-Sáá-type inequality Lemma 4.2 (see Theorem 4.22).

Our main results include the existence, uniqueness, and simplicity of the principal eigenvalue of the operator $Q'_{p,A,V}$ in a domain $\omega \subset \Omega$, a weak comparison principle, and the criticality theory for $Q'_{p,A,V}$. Moreover, based on a Picone-type identity and a generalized Hölder inequality (see Lemma 2.7), two alternative proofs of Agmon-Allegretto-Piepenbrink type (AAP) theorem are given (see Lemma 4.12 and Theorem 5.3, see also [1, 2], and also [33] for a short updated review on the AAP theorem). In addition, we characterize in a Lipschitz domain $\omega \subset \Omega$ the validity of the generalized strong/weak maximum principles and the unique solvability in $W^{1,p}_0(\omega)$ of a nonnegative solution of the Dirichlet problem $Q'_{p,A,V}[u] = g \geq 0$ with $g \in L^p(\omega)$ via the strict positivity of the principal eigenvalue.

The paper is organized as follows. In Section 2, we introduce a variational Lagrangian $F$ and then obtain from $F$ the operator $A$ by virtue of [18, Lemma 5.9]. We establish a generalized Hölder inequality (Lemma 2.7) which is a key result used to prove several fundamental results, and formulate the additional assumption discussed above (Assumption 2.8). In addition, we recall the definition of the associated local Morrey spaces, and the Morrey-Adams theorem, which is an essential tool for our study. Finally, we define the notion of weak solutions of the quasilinear equation $Q'_{p,A,V}[u] = 0$. In Section 3, we present certain a priori properties of weak solutions of the quasilinear equation $Q'_{p,A,V}[u] = 0$, including Harnack-type inequalities, local Hölder estimate, and the Harnack convergence principle.

In Section 4, we first extend Díaz-Sáá type inequalities, and then prove the coercivity and weak lower semicontinuity of certain related functionals. We also establish a Picone-type identity. Then we show that in a domain $\omega \subset \Omega$, the generalized principal eigenvalue is a principal eigenvalue, that is a Dirichlet eigenvalue with a nonnegative eigenfunction. Moreover, we prove that the generalized principal eigenvalue is simple. With these preliminaries, we also study the generalized weak and strong maximum principles, the positivity of the generalized principal eigenvalue and other related properties. Furthermore, we establish a weak comparison principle by virtue of the super/sub-solution technique.

In Section 5, we prove for our setting the corresponding AAP type theorem which turns out to be closely related to the existence of solutions of a certain nonlinear first-order equation of the divergence type. As a result, we show that the AAP theorem implies the uniqueness of the principal eigenvalue in a domain $\omega \subset \Omega$.

In Section 6, we establish a systematic criticality theory for the operator $Q'_{p,A,V}$ with applications to a Hardy-Sobolev-Maz'ya inequality and the $(A,V)$-capacity.

In Section 7, we study the removability of an isolated singularity. We also show that
the criticality of $Q_{p,A,V}$ is equivalent to the existence of a global minimal positive solution. Moreover, we prove that the existence of a minimal positive Green function, with an additional assumption in the case of $p > n$, implies the subcriticality of $Q_{p,A,V}$. Finally, we extend the results in [27] and answer the question: How large can Hardy-weights be?

## 2 $\mathcal{A}$-Laplacian and Morrey potentials

In this section, we introduce the $\mathcal{A}$-Laplace operator. We recall the local Morrey space where our potential $V$ lies and the Morrey-Adams theorem, which are defined and proved in [43]. Finally, we define weak solutions and supersolutions of the quasilinear elliptic equation $Q'_{p,A,V}[v] = g$.

Let $g_1, g_2$ be two positive functions defined in $\Omega$. We use the notation $g_1 \asymp g_2$ in $\Omega$ if there exists a positive constant $C$ such that $C^{-1}g_2(x) \leq g_1(x) \leq Cg_2(x)$ for all $x \in \Omega$.

### 2.1 Variational Lagrangian $F$ and its gradient $\mathcal{A}$

In this subsection, we present a variational Lagrangian $F$ which satisfies certain desired conditions. Then we define the $\mathcal{A}$-Laplacian as the divergence of the gradient of $F$.

#### 2.1.1 Variational Lagrangian $F$

Following the assumptions in [18, page 97], we list below our structural and regularity assumptions on the variational Lagrangian $F$.

**Assumptions 2.1.** Let $\Omega \subseteq \mathbb{R}^n$ be a nonempty domain, let $F : \Omega \times \mathbb{R}^n \rightarrow \mathbb{R}_+$, and let $1 < p < \infty$. We assume that $F$ satisfies the following conditions:

- **Measurability:** For all $\xi \in \mathbb{R}^n$, the mapping $x \mapsto F(x, \xi)$ is measurable in $\Omega$.
- **Ellipticity:** For all $\omega \Subset \Omega$ there exist $0 < \kappa_\omega \leq \nu_\omega < \infty$ such that for almost all $x \in \omega$ and all $\xi \in \mathbb{R}^n$, $\kappa_\omega |\xi|^p \leq F(x, \xi) \leq \nu_\omega |\xi|^p$.
- **Convexity and differentiability with respect to $\xi$:** For a.e. $x \in \Omega$, the mapping $\xi \mapsto F(x, \xi)$ is strictly convex and continuously differentiable in $\mathbb{R}^n$.
- **Homogeneity:** $F(x, \lambda \xi) = |\lambda|^p F(x, \xi)$ for a.e. $x \in \Omega$, all $\lambda \in \mathbb{R}$, and all $\xi \in \mathbb{R}^n$.

The following is a useful inequality derived directly from the strict convexity of $F$.

**Lemma 2.2** ([18, Lemma 5.6]). For a.e. $x \in \Omega$ and all $\xi_1, \xi_2 \in \mathbb{R}^n$ with $\xi_1 \neq \xi_2$, we have:

$$F(x, \xi_1) - F(x, \xi_2) > \nabla_\xi F(x, \xi_2) \cdot (\xi_1 - \xi_2).$$
2.1.2 \( \mathcal{A} \)-Laplacian

**Definition 2.3.** Let \( \Omega \subseteq \mathbb{R}^n \) be a nonempty domain and \( F(x, \xi) \) satisfy Assumptions 2.1. For a.e. \( x \in \Omega \), we denote by \( \mathcal{A}(x, \xi) \triangleq \nabla \xi F(x, \xi) \) the classical gradient of \( F(x, \xi) \) with respect to \( \xi \). The \( \mathcal{A} \)-Laplacian is defined as the divergence of \( \mathcal{A} \).

**Remark 2.4.** By Euler’s homogeneous function theorem, for a.e. \( x \in \omega \),

\[
\mathcal{A}(x, \xi) \cdot \xi = p F(x, \xi) \geq p \kappa_\omega |\xi|^p \quad \forall \xi \in \mathbb{R}^n.
\]

Moreover, since for a.e. \( x \in \Omega \) the nonnegative function

\[
|\xi|_\mathcal{A} = |\xi|_{\mathcal{A}(x)} \triangleq (\mathcal{A}(x, \xi) \cdot \xi)^{1/p}
\]

is positively homogeneous of degree 1 in \( \xi \), and \( \{ \xi \in \mathbb{R}^n \mid |\xi|_\mathcal{A} \leq 1 \} \) is a convex set, it follows that for a.e. \( x \in \Omega \), \( |\xi|_\mathcal{A} \) is a norm on \( \mathbb{R}^n \) (see, for example, [55, Theorem 1.9]).

**Theorem 2.5** ([18, Lemma 5.9]). Let \( \Omega \subseteq \mathbb{R}^n \) be a nonempty domain. For every domain \( \omega \supseteq \Omega \), denote \( \alpha_\omega = \kappa_\omega, \beta_\omega = 2^p \nu_\omega \). Then the vector-valued function \( \mathcal{A}(x, \xi) : \Omega \times \mathbb{R}^n \rightarrow \mathbb{R}^n \) satisfies the following conditions:

- **Regularity:** For a.e. \( x \in \Omega \), the function \( \mathcal{A}(x, \xi) : \mathbb{R}^n \rightarrow \mathbb{R}^n \) is continuous with respect to \( \xi \), and \( x \mapsto \mathcal{A}(x, \xi) \) is Lebesgue measurable in \( \Omega \) for all \( \xi \in \mathbb{R}^n \).

- **Homogeneity:** For all \( \lambda \in \mathbb{R} \setminus \{0\} \), \( \mathcal{A}(x, \lambda \xi) = \lambda |\lambda|^{p-2} \mathcal{A}(x, \xi) \).

- **Ellipticity:** For all domains \( \omega \supseteq \Omega \), all \( \xi \in \mathbb{R}^n \), and a.e. \( x \in \omega \),

\[
\alpha_\omega |\xi|^p \leq \mathcal{A}(x, \xi) \cdot \xi, \quad |\mathcal{A}(x, \xi)| \leq \beta_\omega |\xi|^{p-1}.
\]

- **Monotonicity:** For a.e. \( x \in \Omega \) and all \( \xi \neq \eta \in \mathbb{R}^n \), \( (\mathcal{A}(x, \xi) - \mathcal{A}(x, \eta)) \cdot (\xi - \eta) > 0 \).

**Assumption 2.6.** Throughout the paper we assume that \( \mathcal{A}(x, \xi) = \nabla \xi F(x, \xi) \), where \( F \) satisfies Assumptions 2.1. In particular, we assume that \( \mathcal{A} \) satisfies all the conditions mentioned in Theorem 2.5.

2.1.3 Generalized Hölder inequality

In the proof of the AAP Theorem (Theorem 5.3), we use the following generalized Hölder inequality. The inequality follows similarly to the proof of [23, Lemma 2.2], where the case \( \mathcal{A} = \mathcal{A}(\xi) \) is considered. Nevertheless, since the generalized Hölder inequality is a pointwise inequality with respect to \( x \), the proof holds also for \( \mathcal{A} = \mathcal{A}(x, \xi) \).

**Lemma 2.7** (Generalized Hölder inequality). Let \( p' \) be the conjugate exponent of \( 1 < p < \infty \). Then the following inequality holds

\[
|\mathcal{A}(x, \xi) \cdot \eta| \leq (\mathcal{A}(x, \xi) \cdot \xi)^{1/p'} (\mathcal{A}(x, \eta) \cdot \eta)^{1/p} = |\xi|_{\mathcal{A}}^{p-1} |\eta|_{\mathcal{A}}, \quad \forall \xi, \eta \in \mathbb{R}^n \text{ and a.e. } x \in \Omega.
\]
2.1.4 Stronger convexity assumption on $|\xi|^p_A$

By our assumptions, for a.e. $x \in \Omega$, the function $\xi \mapsto |\xi|^p_A$ defined by (2.1) is strictly convex. For certain important results in Sections 4, 6, and 7 we need to assume:

**Assumption 2.8** (Stronger convexity assumption). We suppose that for every subdomain $\omega \subset \Omega$ there exists a positive constant $C_\omega(p, A)$ such that

$$|\xi|^p_A - |\eta|^p_A - pA(x, \eta) \cdot (\xi - \eta) \geq C_\omega(p, A)[\xi, \eta],$$

where $[\xi, \eta] \triangleq \begin{cases} |\xi|^p_A & \text{if } p \geq 2, \\ (|\eta|^p_A + |\xi - \eta|^2_A)^{p-2}|\xi - \eta|^2_A & \text{if } 1 < p < 2. \end{cases}$ (2.3)

**Remark 2.9.** See [45, Lemma 2.2] and [44, Lemma 3.4] for such inequalities for the $p$-Laplacian and the $(p, A)$-Laplacian. Note that in these two papers, double-sided inequalities called the simplified energy are proved. Also, Assumption 2.8 clearly implies strict convexity.

2.1.5 Pseudo $p$-Laplacian

We present further examples of operators which fulfill the assumptions above.

**Definition 2.10.** A measurable matrix function $A : \Omega \to \mathbb{R}^{n^2}$ is called locally bounded if for every subdomain $\omega \subset \Omega$, there exists a positive constant $C(\omega)$ such that

$$|A(x)| \leq C(\omega) |\xi|$$

for all $\xi \in \mathbb{R}^n$ and a.e. $x \in \omega$.

**Example 2.11.** For a.e. $x \in \Omega$ and every $\xi = (\xi_1, \ldots, \xi_n) \in \mathbb{R}^n$, let

$$F(x, \xi) \triangleq \frac{1}{p} \sum_{i=1}^{n} a_i(x)|\xi_i|^p,$$

where $1 < p < \infty$ and the Lebesgue measurable functions locally satisfy $a_i \simeq 1$.

**Lemma 2.12.** Let $F$ be as in Example 2.11. For a.e. $x \in \Omega$ and every $\xi = (\xi_1, \ldots, \xi_n) \in \mathbb{R}^n$, we have

1. $\nabla_{\xi} F(x, \xi) = A(x, \xi) = (a_1(x)|\xi_1|^{p-2}\xi_1, \ldots, a_n(x)|\xi_n|^{p-2}\xi_n)$, and $|\xi|^p_A = \sum_{i=1}^{n} a_i(x)|\xi_i|^p$;
2. the operator $A$ satisfies assumptions 2.6 and 2.8.

Furthermore,

3. for $0 \leq t \leq 1$ and $p \geq 2$, consider the Lagrangian $F_{t, A} \triangleq tF + ((1-t)/p)|\xi|^p_A$, where $A$ is a locally bounded, symmetric, and locally uniformly positive definite matrix function. Then $A_{t, A}$, the gradient of $F_{t, A}$, satisfies assumptions 2.6 and 2.8.

**Remark 2.13.** If $a_i = 1$ for all $i = 1, 2, \ldots, n$, then the operator div($A$) is called the pseudo $p$-Laplacian.
Proof of Lemma 2.12. Part (1) is obtained by a straightforward differentiation.

(2) Let \( p \geq 2 \) (for \( p < 2 \), see [20, Remark 8.27]). Our proof is inspired by [33] Lemma 4.2. Since \( \sum_{i=1}^{n} a_i(x)|\xi_i|^p \) is convex with respect to \( \xi \), we get

\[
\sum_{i=1}^{n} a_i(x)|\xi_i|^p \geq \sum_{i=1}^{n} a_i(x)|\eta_i|^p + p \sum_{i=1}^{n} a_i(x)|\eta_i|^{p-2}\eta_i(\xi_i - \eta_i),
\]

for a.e. \( x \in \Omega \) and all \( \xi, \eta \in \mathbb{R}^n \). Hence,

\[
\sum_{i=1}^{n} a_i(x)\left|\frac{\xi_i + \eta_i}{2}\right|^p \geq \sum_{i=1}^{n} a_i(x)|\eta_i|^p + \frac{p}{2} \sum_{i=1}^{n} a_i(x)|\eta_i|^{p-2}\eta_i(\xi_i - \eta_i).
\]

By Clarkson’s inequality for \( p \geq 2 \) [7, Theorem 4.10], we obtain

\[
\sum_{i=1}^{n} a_i(x)|\xi_i|^p + \sum_{i=1}^{n} a_i(x)|\eta_i|^p \geq 2 \sum_{i=1}^{n} a_i(x)\left|\frac{\xi_i + \eta_i}{2}\right|^p + 2 \sum_{i=1}^{n} a_i(x)\left|\frac{\xi_i - \eta_i}{2}\right|^p.
\]

Then

\[
\sum_{i=1}^{n} a_i(x)|\xi_i|^p \geq \sum_{i=1}^{n} a_i(x)|\eta_i|^p + p \sum_{i=1}^{n} a_i(x)|\eta_i|^{p-2}\eta_i(\xi_i - \eta_i) + 2^{1-p} \sum_{i=1}^{n} a_i(x) |\xi_i - \eta_i|^p,
\]

which gives Assumption 2.8 for \( p \geq 2 \) because locally \( a_i \sim 1 \) for all \( i = 1, 2, \ldots, n \).

Moreover, on the unit Euclidean sphere in \( \mathbb{R}^n \), the function \( f(\xi) \triangleq \sum_{i=1}^{n} a_i(x)|\xi_i|^p \) has a positive lower bound and a finite upper bound, and therefore, the local ellipticity conditions follow.

(3) For all \( \xi \in \mathbb{R}^n \) and a.e. \( x \in \Omega \), \( |\xi|^p_{A_t,A} = t|\xi|^p_A + (1-t)|\xi|^p_{A_t} \). Hence, Assumption 2.8 and the ellipticity conditions of \( |\cdot|^p_{A_t,A} \) follow from Remark 2.9 and (2). \( \square \)

2.2 Morrey potentials

In this subsection, we give a short review of the local Morrey space \( M^q_{\text{loc}}(p; \Omega) \), the functional space where the potential \( V \) belongs to, and recall the Morrey-Adams theorem.

2.2.1 Local Morrey space \( M^q_{\text{loc}}(p; \Omega) \)

The following is a reformulation of the local Morrey space \( M^q_{\text{loc}}(p; \Omega) \), where \( q = q(p) \).

Definition 2.14 ([33] definitions 2.1 and 2.3)]. Let \( \omega \in \Omega \) be a domain and \( f \in L^1_{\text{loc}}(\omega) \) be a real-valued function. Then

- for \( p < n \), we say that \( f \in M^q(p; \omega) \) if \( q > n/p \) and

\[
\|f\|_{M^q(p; \omega)} \triangleq \sup_{y \in \omega \atop 0 < r < \text{diam}(\omega)} \frac{1}{r^{n/q}} \int_{\omega \cap B_r(y)} |f| \, dx < \infty,
\]

where \( \text{diam}(\omega) \) is the diameter of \( \omega \);
• for \( p = n \), we say that \( f \in M^q(\omega; \omega) \) if \( q > n \) and

\[
\|f\|_{M^q(n; \omega)} \triangleq \sup_{y \in \omega} \varphi_q(r) \int_{\omega \cap B_\epsilon(y)} |f| \, dx < \infty,
\]

where \( \varphi_q(r) \triangleq \left( \log \left( \frac{\text{diam}(\omega)}{r} \right) \right)^{q/n} \).

• for \( p > n \) and \( q = 1 \), we define \( M^q(p; \omega) \triangleq L^1(\omega) \).

**Definition 2.15 (\cite{43} Definition 2.3).** For every real-valued function \( f \in L^1_{\text{loc}}(\Omega) \) and \( 1 < p < \infty \), we say that \( f \in M^q_{\text{loc}}(p; \Omega) \) if \( f \in M^q(p; \omega) \) for every domain \( \omega \subseteq \Omega \).

For a more detailed discussion on Morrey spaces, see \cite{34, 43} and references therein.

### 2.2.2 Morrey-Adams theorem

We present the Morrey-Adams theorem proved in \cite{43}, which is crucial when dealing with the potential term. See \cite{34, 35, 52, 61} for relevant earlier results.

**Theorem 2.16 (\cite{43} Theorem 2.4).** Let \( \omega \subseteq \mathbb{R}^n \) be a domain and \( V \in M^q(p; \omega) \).

1. There exists a constant \( C(n, p, q) > 0 \) such that for any \( \delta > 0 \) and all \( u \in W^{1,p}_{\text{loc}}(\omega) \),

\[
\int_{\omega} |V||u|^p \, dx \leq \delta \|\nabla u\|_{L^p(\omega; \mathbb{R}^n)}^p + \frac{C(n, p, q)}{\delta^{n/(pq-n)}} \|V\|_{M^q(p; \omega)}^p \|u\|_{L^p(\omega)}^p.
\]

2. For any \( \omega' \subseteq \omega \) with Lipschitz boundary, there exists \( \delta_0 > 0 \) such that for any \( 0 < \delta \leq \delta_0 \) and all \( u \in W^{1,p}(\omega') \),

\[
\int_{\omega'} |V||u|^p \, dx \leq \delta \|\nabla u\|_{L^p(\omega'; \mathbb{R}^n)}^p + C \left( n, p, q, \omega', p, \delta, \|V\|_{M^q(p; \omega)} \right) \|u\|_{L^p(\omega')}^p.
\]

### 2.3 Weak solutions of \( Q'_{p, A, V}[u] = g \)

With the preliminaries of the previous subsections in hand, we may define weak solutions of the equation \( Q'_{p, A, V}[u] = g \).

**Definition 2.17.** Suppose that \( A \) satisfies Assumption \cite{26} and \( V, g \in M^q_{\text{loc}}(p; \Omega) \). A function \( v \in W^{1,p}_{\text{loc}}(\Omega) \) is a (weak) solution of the equation

\[
Q'_{p, A, V}[v] \triangleq -\text{div } A(x, \nabla v) + V|v|^{p-2}v = g,
\]

in \( \Omega \) if for all \( \varphi \in C^\infty_c(\Omega) \),

\[
\int_{\Omega} A(x, \nabla v) \cdot \nabla \varphi \, dx + \int_{\Omega} V|v|^{p-2}v \varphi \, dx = \int_{\Omega} g \varphi \, dx,
\]
it is a **supersolution** of (2.4) if for all nonnegative $\varphi \in C_\infty_c(\Omega)$,

$$\int_{\Omega} A(x, \nabla v) \cdot \nabla \varphi \, dx + \int_{\Omega} |v|^{p-2} v \varphi \, dx \geq \int_{\Omega} g \varphi \, dx,$$

and it is a **subsolution** of (2.4) if for all nonnegative $\varphi \in C_\infty_c(\Omega)$,

$$\int_{\Omega} A(x, \nabla v) \cdot \nabla \varphi \, dx + \int_{\Omega} |v|^{p-2} v \varphi \, dx \leq \int_{\Omega} g \varphi \, dx.$$

A supersolution $v \in W_{1,p}^{1,p}(\Omega)$ of (2.4) is said to be **proper** if $v$ is not a solution of (2.4).

By virtue of the Morrey-Adams theorem and an approximation argument, we obtain:

**Lemma 2.18.** Suppose that $A$ satisfies Assumption 2.6 and $V \in M_q^q(\Omega)$.

1. All the integrals in Definition 2.17 are well defined.
2. The test function space $C_\infty_c(\Omega)$ in Definition 2.17 can be replaced with $W_{1,p}^{1,p}(\Omega)$.

### 3 Properties of weak solutions of $Q'_{p,A,V}[u] = 0$

In this section, we present various properties of weak solutions of $Q'_{p,A,V}[u] = 0$ which are frequently used subsequently, including Harnack and weak Harnack inequalities, standard elliptic Hölder estimates, and a Harnack convergence principle.

#### 3.1 Harnack inequality

By [34, Theorem 3.14] for $p \leq n$ and [51, Theorem 7.4.1] for $p > n$, we have the following local Harnack inequality for nonnegative solutions of $Q'_{p,A,V}[u] = 0$. See [16, 34, 36, 53] for Harnack’s inequalities for linear and quasilinear equations in divergence form.

**Theorem 3.1.** Assume that $A$ satisfies Assumption 2.6 and $V \in M_q^q(\Omega)$. Let $v$ be a nonnegative solution $v$ of $Q'_{p,A,V}[u] = 0$ in a domain $\omega \subset \Omega$. Then for any $\omega' \subset \omega$,

$$\sup_{\omega'} v \leq C \inf_{\omega} v,$$

where $C$ is a positive constant depending only on $n, p, q, \omega', \omega, \alpha_\omega, \beta_\omega$, and $\|V\|_{M_q^q(\omega)}$.

#### 3.2 Hölder estimate

Let $v$ be a Hölder continuous function of the order $0 < \gamma \leq 1$ in $\omega$. We denote

$$[v]_{\gamma, \omega} \triangleq \sup_{x, y \in \omega, x \neq y} \frac{|v(x) - v(y)|}{|x - y|^{\gamma}}.$$

The Hölder continuity of solutions of $Q'_{p,A,V}[u] = 0$ follows from [34, Theorem 4.11] for $p \leq n$ and [51, Theorem 7.4.1] for $p > n$. For further regularity of solutions of quasilinear elliptic equations, see [16, 34, 51]. We need the following result:
Theorem 3.2. Assume that $A$ satisfies Assumption 2.6 and $V \in M^{q}_{loc}(p; \Omega)$. Let $v$ be a solution of $Q'_{p,A,V}[u] = 0$ in a domain $\omega \Subset \Omega$. Then $v$ is locally Hölder continuous of order $0 < \gamma \leq 1$ (depending on $n, p, q, \alpha, \beta$). Furthermore, for any $\omega' \Subset \omega$,

$$[v]_{\gamma, \omega'} \leq C \sup_{\omega} |v|,$$

where $C$ is a positive constant depending only on $n, p, q, \omega$, $\omega'$, $\alpha, \beta$, and $\|V\|_{M^{q}(p;\omega)}$.

### 3.3 Weak Harnack inequality

If $v$ is a nonnegative supersolution of $Q'_{2.4}$, then the Harnack inequality still holds for $p > n$ by [51] Theorem 7.4.1 (See also [61]). On the other hand, for $p \leq n$, we have:

Theorem 3.3 ([34 Theorem 3.13]). Assume that $A$ satisfies Assumption 2.6 and $(\omega) \in M^{q}_{loc}(p;\Omega)$. Let $p \leq n$ and $s = n(p - 1)/(n - p)$. For any nonnegative supersolution $v$ of $Q'_{p,A,V}[u] = 0$ in a domain $\omega \Subset \Omega$, any $\omega' \Subset \omega$, and any $0 < t < s$,

$$\|v\|_{L^t(\omega')} \leq C \inf_{\omega'} v,$$

where $C$ is a positive constant depending only on $n, p, t, \omega, \omega'$, and $\|V\|_{M^{q}(p;\omega)}$. In particular, such a supersolution is either strictly positive in the domain $\omega$ or vanishes identically.

### 3.4 Harnack convergence principle

In this subsection, we generalize the Harnack convergence principle [43 Proposition 2.11] to our setting. See [17] Proposition 2.7 for a slightly more general Harnack convergence principle in the sense that the second-order term is also fixed but not a sequence.

Definition 3.4. By a Lipschitz exhaustion of $\Omega$, we mean a sequence of Lipschitz domains $\{\omega_i\}_{i \in \mathbb{N}}$ satisfying for all $i \in \mathbb{N}$, $\omega_i \Subset \omega_{i+1} \Subset \Omega$ and $\bigcup_{i=1}^{\infty} \omega_i = \Omega$.

For the existence of a Lipschitz exhaustion of $\Omega$, see for example [10] Proposition 8.2.1.

Theorem 3.5 (Harnack convergence principle). Let $A$ satisfy Assumption 2.6 and let $\{\omega_i\}_{i \in \mathbb{N}}$ be a Lipschitz exhaustion of $\Omega$ and $x_0 \in \omega_1$. Assume that $V_i \in M^q(p; \omega_i)$ converges weakly in $M^{q}_{loc}(p; \Omega)$ to $V \in M^{q}_{loc}(p; \Omega)$ as $i \to \infty$. For every $i \in \mathbb{N}$, suppose that $v_i$ is a positive solution of the equation $Q'_{p,A,V_i}[u] = 0$ in $\omega_i$ with $v_i(x_0) = 1$. Then there exists a subsequence of $\{v_i\}_{i \in \mathbb{N}}$ converging weakly in $W^{1,p}_{loc}(\Omega)$ and locally uniformly in $\Omega$ to a positive weak solution $v \in W^{1,p}_{loc}(\Omega)$ of the equation $Q'_{p,A,V}[u] = 0$ in $\Omega$.

Proof. We use the same approach as in the proof of [43 Proposition 2.11]. Note our convention throughout the proof: when extracting a suitable subsequence of $\{v_i\}_{i \in \mathbb{N}}$, we keep denoting the obtained subsequence by $\{v_i\}_{i \in \mathbb{N}}$ without stating it.

By the local Hölder continuity, $v_i$ are continuous in $\omega_i$ for all $i \in \mathbb{N}$. Fix a subdomain $\omega_1 \Subset \omega \Subset \Omega$. By the local Harnack inequality, $\{v_i\}_{i \in \mathbb{N}}$ is uniformly bounded in $\omega$. For the existence of a Lipschitz exhaustion of $\Omega$, see for example [10] Proposition 8.2.1.
Therefore, the local Hölder continuity guarantees that \( \{v_i\}_{i \in \mathbb{N}} \) is equicontinuous over \( \omega \). Applying the Arzelà-Ascoli theorem, we obtain a subsequence converging uniformly in \( \omega \) to a positive continuous function \( v \).

Now we aim to find a subsequence of \( \{v_i\}_{i \in \mathbb{N}} \) converging weakly in \( W^{1,p}(\omega) \) to a positive solution of \( \mathcal{Q}'_{p,A,v_i}[u] = 0 \) in \( \Omega \). Fix \( k \in \mathbb{N} \). Then for any \( \varphi \in C_c^\infty(\omega_k) \), we have \( v_i|\varphi|^p \in W^{1,p}(\omega_k) \) for \( i > k \). Testing \( v_i|\varphi|^p \) in the definition of \( v_i \) being a positive weak solution of the equation \( \mathcal{Q}'_{p,A,v_i}[u] = 0 \) in \( \omega_k \), we obtain

\[
\|\nabla v_i|A\varphi\|_{L^p(\omega_k)}^p \leq p \int_{\omega_k} |\nabla v_i|^{p-1} \|\varphi\|^{p-1} |\nabla \varphi| |A\| \, dx + \int_{\omega_k} |\nabla v_i|^p \|\varphi\|^p \, dx.
\]

Applying Young inequality \( pab \leq \varepsilon a^p + ((p-1)/\varepsilon)^{p-1} b^p \), on \( p \int_{\omega_k} |\nabla v_i|^{p-1} \|\varphi\|^{p-1} |\nabla \varphi| |A\| \, dx \) with \( \varepsilon \in (0, 1) \), \( a = |\nabla v_i|^{p-1} |\nabla \varphi| |A\| \) and \( b = v_i |\nabla \varphi| |A\| \), and the Morrey-Adams theorem (Theorem 2.16) on \( \|\nabla v_i|^p \|_{L^p(\omega_k)} \), we conclude:

\[
(1-\varepsilon) \|\nabla v_i|A\varphi\|_{L^p(\omega_k)}^p \leq \left( \frac{p-1}{\varepsilon} \right)^{p-1} \|\varphi\|_{L^p(\omega_k)}^p + \delta \|\nabla(v_i|\varphi|)^p \|_{L^p(\omega_k)} + C \|v_i|\varphi|\|_{L^p(\omega_k)}^p,
\]

where \( C = C(n, p, q, \delta, \|\nabla\|_{M^r(\omega_k+1)}) \). By virtue of the structural properties of \( A \) and the frequently used inequality:

\[
\|\nabla(v_i|\varphi|)^p \|_{L^p(\omega_k)} \leq 2^{p-1} \left( \|v_i|\nabla\varphi|\|_{L^p(\omega_k)} + \|\varphi|v_i|\|_{L^p(\omega_k)} \right),
\]

we observe that for all \( i > k \) and all \( \varphi \in C_c^\infty(\omega_k) \):

\[
(1-\varepsilon) \alpha_{\omega_k} - 2^{p-1} \delta \|\nabla v_i|\varphi|\|_{L^p(\omega_k)}^p \leq \left( \frac{p-1}{\varepsilon} \right)^{p-1} \beta_{\omega_k} + 2^{p-1} \delta \|v_i|\nabla\varphi|\|_{L^p(\omega_k)} + C \|v_i|\varphi|\|_{L^p(\omega_k)}^p,
\]

where \( C = C(n, p, q, \delta, \|\nabla\|_{M^r(\omega_k+1)}) \). Let \( \delta > 0 \) be such that \( (1-\varepsilon) \alpha_{\omega_k} - 2^{p-1} \delta > 0 \), and fix \( \omega \subseteq \omega' \subseteq \omega_k \). Choose \( \varphi \subseteq C_c^\infty(\omega_k) \) such that

\[
\text{supp}(\varphi) \subseteq \omega', \quad 0 \leq \varphi \leq 1 \quad \text{in} \quad \omega', \quad \varphi = 1 \quad \text{in} \quad \omega, \quad \text{and} \quad |\nabla \varphi| \leq C(\omega', \omega) \quad \text{in} \quad \omega'.
\]

Consequently, with \( C' = C(n, p, q, \delta, \varepsilon, \alpha_{\omega_k}, \|\nabla\|_{M^r(\omega_k+1)}) \) and \( C'' = C(p, \delta, \varepsilon, \alpha_{\omega_k}, \beta_{\omega_k}) \), we have

\[
\|v_i\|_{L^p(\omega)} + \|v_i\|_{L^p(\omega')} \leq C' \|v_i|\varphi|\|_{L^p(\omega_k)} + C'' \|v_i|\varphi|\|_{L^p(\omega_k)} \leq C',
\]

where the positive constant \( C \) does not depend on \( v_i \). So \( \{v_i\}_{i \in \mathbb{N}} \) is bounded in \( W^{1,p}(\omega) \). Hence, there exists a subsequence converging weakly in \( W^{1,p}(\omega) \) to the nonnegative function \( v \in W^{1,p}(\omega) \) with \( v(x_0) = 1 \) because \( \{v_i\}_{i \in \mathbb{N}} \) converges uniformly to \( v \) in \( \omega \).
The task is now to show that \( v \) is a positive solution of \( Q'_{p, A, \omega} u = 0 \) in \( \tilde{\omega} \subset \omega \) such that \( x_0 \in \tilde{\omega} \). For any \( \psi \in C^\infty_c(\tilde{\omega}) \), we have

\[
\left| \int_{\tilde{\omega}} V_i v_i^{p-1} \psi \, dx - \int_{\tilde{\omega}} V v^{p-1} \psi \, dx \right|
= \left| \int_{\tilde{\omega}} V_i v_i^{p-1} \psi \, dx - \int_{\tilde{\omega}} V_i v_i^{p-1} \psi \, dx + \int_{\tilde{\omega}} V_i v_i^{p-1} \psi \, dx - \int_{\tilde{\omega}} V v^{p-1} \psi \, dx \right|
\leq \int_{\tilde{\omega}} |V_i| v_i^{p-1} - v^{p-1} |\psi| \, dx + \left| \int_{\tilde{\omega}} (V_i - V) v^{p-1} \psi \, dx \right|
\leq C(\psi) \int_{\tilde{\omega}} |V_i| |v_i^{p-1} - v^{p-1}| \, dx + \left| \int_{\tilde{\omega}} (V_i - V) v^{p-1} \psi \, dx \right|.
\]

The sequence \( \{v_i\}_{i \in \mathbb{N}} \) is uniformly bounded by Harnack’s inequality in \( \tilde{\omega} \). The limit function \( v \) is continuous in \( \omega \) and hence bounded in \( \tilde{\omega} \). The function \( f(t) \triangleq t^{p-1} \) is uniformly continuous on \([0, L]\) for any \( L > 0 \). Then \( \{v_i^{p-1}\}_{i \in \mathbb{N}} \) converges uniformly in \( \tilde{\omega} \) to \( v^{p-1} \) as \( \{v_i\}_{i \in \mathbb{N}} \) converges uniformly to \( v \). Furthermore, by a standard finite covering argument, because \( V_i \) converges weakly to \( V \) in \( M^p_{loc} (p; \Omega) \), we infer that \( \int_{\tilde{\omega}} |V_i| \, dx \) is bounded with respect to \( i \). Hence,

\[
\int_{\tilde{\omega}} |V_i| |v_i^{p-1} - v^{p-1}| \, dx \to 0 \quad \text{as} \quad i \to \infty.
\]

Moreover, by the weak convergence of \( \{V_i\}_{i \in \mathbb{N}} \) to \( V \), it follows that

\[
\int_{\tilde{\omega}} (V_i - V) v^{p-1} \psi \, dx \to 0 \quad \text{as} \quad i \to \infty.
\]

Consequently, it follows that

\[
\lim_{i \to \infty} \int_{\tilde{\omega}} V_i v_i^{p-1} \psi \, dx = \int_{\tilde{\omega}} V v^{p-1} \psi \, dx. \quad (3.1)
\]

Claim: The sequence \( \{A(x, \nabla v_i)\} \) converges weakly in \( L^p(\tilde{\omega}; \mathbb{R}^n) \) to \( A(x, \nabla v) \). This will imply that for any \( \psi \in C^\infty_c(\tilde{\omega}) \) we have

\[
\int_{\tilde{\omega}} A(x, \nabla v) \cdot \nabla \psi \, dx + \int_{\tilde{\omega}} V v^{p-1} \psi \, dx = \lim_{i \to \infty} \int_{\tilde{\omega}} (A(x, \nabla v_i) \cdot \nabla \psi + V_i v_i^{p-1} \psi) \, dx = 0.
\]

In other words, \( v \) is a nonnegative solution of the equation \( Q'_{p, A, \omega} u = 0 \) in \( \tilde{\omega} \).

To this end, choose \( \psi \in C^\infty_c(\omega) \) [19, Theorem 1.4.1] such that

\[
\text{supp}(\psi) \subseteq \omega, \quad 0 \leq \psi \leq 1 \text{ in } \omega, \quad \psi = 1 \text{ in } \tilde{\omega}, \text{ and } |\nabla \psi| \leq C(\tilde{\omega}, \omega) \text{ in } \omega.
\]

Testing \( \psi(v_i - v) \) in the definition of \( v_i \) being a solution of \( Q'_{p, A, \omega} w = 0 \) in \( \omega \), we get

\[
\int_{\omega} \psi A(x, \nabla v_i) \cdot \nabla (v_i - v) \, dx = - \int_{\omega} (v_i - v) A(x, \nabla v_i) \cdot \nabla \psi \, dx - \int_{\omega} V_i v_i^{p-1} \psi (v_i - v) \, dx.
\]
We claim that
\[
\int_{\omega} \psi A(x, \nabla v_i) \cdot \nabla (v_i - v) \, dx \rightarrow 0 \quad \text{as} \quad i \rightarrow \infty. \tag{3.2}
\]
As in the proof of (3.1), \( \int_{\omega} V_i v_i^{p-1} \psi (v_i - v) \, dx \rightarrow 0 \) as \( i \rightarrow \infty \). In addition,
\[
\left| - \int_{\omega} (v_i - v) A(x, \nabla v_i) \cdot \nabla \psi \, dx \right| \leq \beta \omega \int_{\omega} |\nabla v_i|^{p-1} |(v_i - v)\nabla \psi| \, dx
\leq \beta \omega \left( \int_{\omega} |v_i - v|^{p} \, dx \right)^{1/p} \|\nabla v_i\|_{L^p(\omega; \mathbb{R}^n)}^{p/p'}
\leq C (\beta \omega, \omega, \widetilde{\omega}, \psi) \|v_i - v\|_{L^p(\omega)} \|\nabla v_i\|_{L^p(\omega; \mathbb{R}^n)}^{p/p'}.
\]
Because the norms \( \|\nabla v_i\|_{L^p(\omega; \mathbb{R}^n)} \) are uniformly bounded for all \( i \in \mathbb{N} \), and \( v_i \) converges to \( v \) uniformly in \( \omega \) as \( i \rightarrow \infty \), we get
\[
\left| - \int_{\omega} (v_i - v) A(x, \nabla v_i) \cdot \nabla \psi \, dx \right| \rightarrow 0 \quad \text{as} \quad i \rightarrow \infty.
\]
It follows that
\[
0 \leq I_i \triangleq \int_{\omega} \left( A(x, \nabla v_i) - A(x, \nabla v) \right) \cdot (\nabla v_i - \nabla v) \, dx
\leq \int_{\omega} \psi \left( A(x, \nabla v_i) - A(x, \nabla v) \right) \cdot (\nabla v_i - \nabla v) \, dx \rightarrow 0 \quad \text{as} \quad i \rightarrow \infty,
\]
which is derived from (3.2) and the weak convergence of \( \{\nabla v_i\}_{i \in \mathbb{N}} \) to \( \nabla v \). Hence, \( \lim_{i \rightarrow \infty} I_i = 0 \). By means of [18, Lemma 3.73], we obtain in \( L^{p'}(\tilde{\omega}; \mathbb{R}^n) \),
\[
A(x, \nabla v_i) \rightarrow A(x, \nabla v) \quad \text{as} \quad i \rightarrow \infty.
\]
Hence, \( v \) is a positive solution of the equation \( Q_{p,A,V}^\prime [u] = 0 \) in \( \tilde{\omega} \) satisfying \( v(x_0) = 1 \).

In conclusion, for any \( \tilde{\omega} \subset \omega \subset \Omega \) with \( x_0 \in \tilde{\omega} \), there exists a subsequence of \( \{v_i\}_{i \in \mathbb{N}} \) converging weakly and locally uniformly in \( \tilde{\omega} \) to a positive weak solution of the equation \( Q_{p,A,V}^\prime [u] = 0 \) in \( \tilde{\omega} \). Using a standard diagonal argument, we may extract a subsequence of \( \{v_i\}_{i \in \mathbb{N}} \) which converges weakly in \( W^{1,p}(\omega) \) for all \( i \in \mathbb{N} \) and locally uniformly in \( \Omega \) to a positive weak solution \( v \in W^{1,p}_{loc}(\Omega) \) of the equation \( Q_{p,A,V}^\prime [u] = 0 \) in \( \Omega \). \( \square \)

### 4 Generalized principal eigenvalue

Throughout the present section we consider solutions in a fixed domain \( \omega \subset \Omega \). First, by virtue of the weak lower semicontinuity as well as the coercivity of certain functionals related to the functional \( Q_{p,A,V} \), we prove that the generalized principal eigenvalue of the operator \( Q_{p,A,V}^\prime \) in \( \omega \) is, in fact, a principal eigenvalue of \( Q_{p,A,V}^\prime \). Moreover, the principal eigenvalue is simple, which is proved by virtue of the Picone-type identity (Lemma 4.11).
After that, we show in Theorem 4.22 (together with Theorem 6.11) that the following properties are equivalent: the positivity of the principal eigenvalue, the validity of the generalized weak or strong maximum principles, and the unique solvability of the Dirichlet problem $Q'_{p,A,V}[u] = g$ in $W_0^{1,p}(\omega)$. We also establish a weak comparison principle, which is of core importance in Section 7. See [41] for more on the generalized principal eigenvalue.

4.1 Díaz-Saá type inequalities

In this subsection, we generalize the Díaz-Saá type inequalities as a counterpart of [43, Lemma 3.3], see also [5, 11, 33] for related results. To this end, Assumption 2.8, concerning a stronger convexity requirement on $|\xi|^p_A$, is assumed. The Díaz-Saá type inequalities are used to prove the uniqueness of solutions of two Dirichlet problems (see theorems 4.22 and 4.24). But in Lemma 4.3 and hence in Theorem 4.24, this assumption is not supposed.

**Definition 4.1.** Assume that $A$ satisfies Assumption 2.6, and let $V \in M^q_{loc}(p; \Omega)$. Let $\omega \subset \Omega$ be a subdomain. A real number $\lambda$ is called an eigenvalue with an eigenfunction $v$ of the Dirichlet eigenvalue problem

$$
\begin{aligned}
Q'_{p,A,V}[u] &= \lambda |u|^{p-2}u & \text{in } \omega, \\
u &= 0 & \text{on } \partial \omega,
\end{aligned}
$$

if $v \in W_0^{1,p}(\omega) \setminus \{0\}$ is a solution of the equation $Q'_{p,A,V}[u] = \lambda |u|^{p-2}u$.

**Lemma 4.2** (Díaz-Saá type inequalities). Suppose that $A$ satisfies Assumption 2.6 and Assumption 2.8. Let $\omega \subset \Omega$ be a domain and $g_i, V_i \in M^q(p; \omega)$, where $i = 1, 2$. There exists a positive constant $C_{\omega}(p, A)$ satisfying the following conclusions.

1. Let $w_i \in W_0^{1,p}(\omega) \setminus \{0\}$ be nonnegative solutions of $Q'_{p,A,V_i}[u] = g_i$ in $\omega$, where $i = 1, 2$, and let $w_{i,h} \triangleq w_i + h$, where $h$ is a positive constant. Then

$$
I_{h,g_1,g_2,w_{1,h},w_{2,h}} \triangleq \int_{\omega} \left( g_1 - V_1 w_{1,h}^{p-1} - \frac{g_2 - V_2 w_{2,h}^{p-1}}{w_{2,h}^{p-1}} \right) (w_{1,h}^p - w_{2,h}^p) dx \geq C_{\omega}(p, A)L_{h,w_{1,h},w_{2,h}},
$$

where

$$
L_{h,w_{1,h},w_{2,h}} \triangleq \int_{\omega} \left( w_{1,h}^p \left[ \begin{array}{c} \nabla w_{1,h} \\ \nabla w_{2,h} \end{array} \right] - w_{2,h}^p \left[ \begin{array}{c} \nabla w_{2,h} \\ \nabla w_{1,h} \end{array} \right] \right) d x,
$$

and $[\xi, \eta]_A$ is given by (2.3).

2. Let $w_{\lambda}$ and $w_{\mu}$ be nonnegative eigenfunctions of the operators $Q'_{p,A,V_i}$ in $\omega$ with eigenvalues $\lambda$ and $\mu$, respectively. Then

$$
I_{0,g_1,g_2,w_{\lambda},w_{\mu}} = \int_{\omega} \left( \lambda - \mu \right) (w_{\lambda}^p - w_{\mu}^p) dx \geq C_{\omega}(p, A)L_{0,w_{\lambda},w_{\mu}}.
$$
Proof. (1) Let $\psi_{1,h} \triangleq (w_{1,h}^p - w_{2,h}^p)w_{1,h}^{1-p}$. Then $\psi_{1,h} \in W_0^{1,p}(\omega)$. It follows that

$$
\int_\omega A(x, \nabla w_1) \cdot \nabla \psi_{1,h} \, dx + \int_\omega V_1 |w_1|^{p-2} w_1 \psi_{1,h} \, dx = \int_\omega g_1 \psi_{1,h} \, dx.
$$

We thus get

$$
\int_\omega (w_{1,h}^p - w_{2,h}^p) \frac{\nabla w_{1,h}}{w_{1,h}} \, dx - p \int_\omega w_{2,h}^p A \left( x, \frac{\nabla w_{1,h}}{w_{2,h}} \right) \cdot \left( \frac{\nabla w_{2,h}}{w_{2,h}} - \frac{\nabla w_{1,h}}{w_{1,h}} \right) \, dx
$$

Similarly, we see that

$$
\int_\omega (w_{2,h}^p - w_{1,h}^p) \frac{\nabla w_{2,h}}{w_{2,h}} \, dx - p \int_\omega w_{1,h}^p A \left( x, \frac{\nabla w_{2,h}}{w_{1,h}} \right) \cdot \left( \frac{\nabla w_{1,h}}{w_{1,h}} - \frac{\nabla w_{2,h}}{w_{2,h}} \right) \, dx
$$

Adding the previous derived equalities yields

$$
I_{h,g_1,g_2,w_1,w_2} = \int_\omega w_{1,h}^p \left( \left| \frac{\nabla w_{1,h}}{w_{1,h}} \right|_A^p - \frac{\nabla w_{2,h}}{w_{2,h}} \right)^p - p A \left( x, \frac{\nabla w_{1,h}}{w_{2,h}} \right) \cdot \left( \frac{\nabla w_{1,h}}{w_{1,h}} - \frac{\nabla w_{2,h}}{w_{2,h}} \right) \, dx
$$

Applying Assumption 2.8 we obtain the conclusion (1).

(2) Using part (1), we have

$$
\left| \left( \frac{w_\lambda}{w_{\lambda,h}} \right)^{p-1} - (\mu - V_1) \left( \frac{w_\mu}{w_{\mu,h}} \right)^{p-1} \right| (w_{\lambda,h}^p - w_{\mu,h}^p)
$$

$$
\leq (|\lambda - V_1| + |\mu - V_2|) ((w_\lambda + 1)^p + (w_\mu + 1)^p)
$$

$$
\leq 2^{p-1} (|\lambda - V_1| + |\mu - V_2|) (w_\lambda^p + w_\mu^p + 2) \in L^1(\omega).
$$

On the other hand, for a.e. $x \in \omega$, the limit

$$
\lim_{h \to 0} \left( \frac{w_\lambda}{w_{\lambda,h}} \right)^{p-1} - (\mu - V_1) \left( \frac{w_\mu}{w_{\mu,h}} \right)^{p-1} (w_{\lambda,h}^p - w_{\mu,h}^p)
$$

$$
= (\lambda - V_1 + V_2)(w_\lambda^p - w_\mu^p).
$$

Hence, the dominated convergence theorem and Fatou’s lemma imply (2).
Lemma 4.3. Assume that $\omega \subseteq \Omega$ is a bounded Lipschitz domain, $A$ satisfies Assumption 2.6, $g, V_i \in M^q(p; \omega)$. For $i = 1, 2$, let $w_i \in W^{1,p}(\omega)$ be respectively, positive solutions of the equations $Q^i_{p,A,V_i}[w] = g_i$ in $\omega$, which are bounded away from zero in $\omega$ and satisfy $w_1 = w_2 > 0$ on $\partial \omega$ in the trace sense. Then

$$I_{0,g_1,g_2,w_1,w_2} = \int_{\omega} \left( \left( \frac{g_1}{w_1^{1-p}} - \frac{g_2}{w_2^{1-p}} \right) - (V_1 - V_2) \right) (w_1^p - w_2^p) \, dx \geq 0,$$

and $I_{0,g_1,g_2,w_1,w_2} = 0$ if and only if $\nabla w_1/w_1 = \nabla w_2/w_2$.

Proof. Letting $h = 0$, we see at once that the lemma follows from the proof of (1) of Theorem 4.2 and Lemma 2.2 (without assuming the stronger convexity). \qed

4.2 Weak lower semicontinuity and coercivity

In this subsection, we study the weak lower semicontinuity and coercivity of certain functionals related to the functional $Q_{p,A,V}$. See also [12, Section 8.2].

Definition 4.4. Let $(X, \| \cdot \|_X)$ be a Banach space. A functional $J : X \to \mathbb{R} \cup \{\infty\}$ is said to be coercive if $J[u] \to \infty$ as $\|u\|_X \to \infty$.

The functional $J$ is said to be (sequentially) weakly lower semicontinuous if

$$J[u] \leq \liminf_{k \to \infty} J[u_k] \quad \text{whenever } u_k \rightharpoonup u.$$

Notation. For a domain $\omega \subseteq \Omega$, $A$ satisfying Assumption 2.6 and $V \in M^q_{loc}(p; \Omega)$, let $Q_{p,A,V}[\varphi; \omega]$ be the functional on $C^\infty_c(\omega)$ given by

$$\varphi \mapsto \int_{\omega} \left( |\nabla \varphi|^p_A + V|\varphi|^p \right) \, dx.$$

When $\omega = \Omega$, we write $Q_{p,A,V}[\varphi] \triangleq Q_{p,A,V}[\varphi; \Omega]$.

The next four theorems can be proved by standard arguments which are similar to the proof of [43, propositions 3.6 and 3.7], and therefore their proofs are omitted. We state them as four separate theorems for the sake of clarity.

Theorem 4.5. Consider the domains $\omega \subseteq \omega' \subseteq \Omega$, and let $A$ satisfy Assumption 2.6 and $g, V \in M^q(p; \omega')$, where $\omega$ is Lipschitz. Then the functional

$$\tilde{J} : W^{1,p}(\omega) \to \mathbb{R} \cup \{\infty\}, \quad \tilde{J}[u] \triangleq Q_{p,A,V}[u; \omega] - \int_{\omega} g|u| \, dx,$$

is weakly lower semicontinuous in $W^{1,p}(\omega)$.

Theorem 4.6. Consider the domains $\omega \subseteq \Omega$, and let $A$ satisfy Assumption 2.6, $V \in M^q(p; \omega)$, and $g \in L^q(\omega)$. Then the functional

$$J : W^{1,p}_0(\omega) \to \mathbb{R} \cup \{\infty\}, \quad J[u] \triangleq Q_{p,A,V}[u; \omega] - \int_{\omega} gu \, dx,$$

is weakly lower semicontinuous in $W^{1,p}_0(\omega)$. 
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Theorem 4.7. Consider the domains \( \omega \subseteq \omega' \subseteq \Omega \), where \( \omega \) is a Lipschitz domain. Let \( \mathcal{A} \) satisfy Assumption 2.6, \( g, V \in M^q(p; \omega') \), and let \( V \) be nonnegative. For any \( f \in W^{1,p}(\omega) \), \( J \) is coercive in \( A = \{ u \in W^{1,p}(\omega) : u - f \in W^{1,p}_0(\omega) \} \).

Theorem 4.8. Consider a domain \( \omega \subseteq \Omega \), and let \( \mathcal{A} \) satisfy Assumption 2.6, \( V \in M^q(p; \omega) \), and \( g \in L^p(\omega) \). If for some \( \varepsilon > 0 \) and all \( u \in W^{1,p}_0(\omega) \) we have,
\[
Q_{p, A, V}[u; \omega] \geq \varepsilon \| u \|_{L^p(\omega)},
\]
then \( J \) is coercive in \( W^{1,p}_0(\omega) \).

4.3 Picone identity

This subsection concerns a Picone-type identity for \( Q_{p, A, V} \). Picone’s identities for the \((p, A)\)-Laplacian and the \( p \)-Laplacian are crucial tools in \([44, 46]\) (see also \([8, 4]\)). In the present work, it will be used to give an alternative and direct proof (without Assumption 2.8) of the AAP type theorem (see Lemma 4.12), and in Theorem 6.23.

Lemma 4.9 (cf. \([23]\) Lemma 2.2). Let \( \mathcal{A} \) satisfy Assumption 2.6, and define
\[
L(u, v) \triangleq |\nabla u|^p_A + (p - 1) \frac{u^p}{v^p} |\nabla v|^p_A - p \frac{u^{p-1}}{v^{p-1}} \mathcal{A}(x, \nabla v) \cdot \nabla u,
\]
and
\[
R(u, v) \triangleq |\nabla u|^p_A - \mathcal{A}(x, \nabla v) \cdot \nabla \left( \frac{u^p}{v^{p-1}} \right),
\]
where the functions \( u \in W^{1,p}_0(\Omega) \) and \( v \in W^{1,p}_0(\Omega) \) are respectively nonnegative and positive with \( u^p/v^{p-1} \in W^{1,p}_0(\Omega) \) such that the product and chain rules for \( u^p/v^{p-1} \) hold. Then
\[
L(u, v)(x) = R(u, v)(x) \quad \text{for a.e. } x \in \Omega.
\]
Furthermore, we have \( L(u, v) \geq 0 \) a.e. in \( \Omega \) and \( L(u, v) = 0 \) a.e. in \( \Omega \) if and only if \( u = kv \) for some constant \( k \geq 0 \).

Remark 4.10. The lemma concerns pointwise equality and inequality. Therefore, the proof in \([23]\) Lemma 2.2) applies to our more general case where \( \mathcal{A} \) depends also on \( x \). Hence, the proof is omitted.

Lemma 4.11 (Picone-type identity). Let \( \mathcal{A} \) satisfy Assumption 2.6, and \( V \in M^q(p; \Omega) \). For any positive solution \( v \in W^{1,p}_0(\Omega) \) of \( Q'_{p, A, V}[w] = 0 \) in \( \Omega \), and any nonnegative function \( u \in W^{1,p}_0(\Omega) \) with \( u^p/v^{p-1} \in W^{1,p}_0(\Omega) \) such that the product and chain rules for \( u^p/v^{p-1} \) hold, we have
\[
Q_{p, A, V}[u] = \int_{\Omega} L(u, v)(x) \, dx.
\]
If instead, \( v \in W^{1,p}_0(\Omega) \) is either a positive subsolution or a positive supersolution, and all the other conditions are satisfied, then respectively,
\[
Q_{p, A, V}[u] \leq \int_{\Omega} L(u, v)(x) \, dx, \quad \text{or} \quad Q_{p, A, V}[u] \geq \int_{\Omega} L(u, v)(x) \, dx.
\]
Lemma 4.12. Let \( \mathcal{A} \) satisfy Assumption 2.6 and let \( V \in M^p_{\text{loc}}(p; \Omega) \).

1. For any positive solution \( v \in W^{1,p}_{\text{loc}}(\Omega) \) of \( Q'_{p,A,V}[\psi] = 0 \) in \( \Omega \) and any nonnegative function \( u \in W^{1,p}_{\text{loc}}(\Omega) \) such that \( w^p/v^{p-1} \in W^{1,p}_{\text{loc}}(\Omega) \) and the product and chain rules for \( w^p/v^{p-1} \) hold, if \( vw \) satisfies the product rule for \( w \triangleq u/v \), then
   \[
   Q_{p,A,V}[vw] = \int_{\Omega} \left( |v \nabla w + w \nabla v|^p_A - w^p |\nabla v|^p_A - pw^{p-1}vA(x, \nabla v) \cdot \nabla w \right) \, dx.
   \]

2. For a positive subsolution or a positive supersolution \( v \in W^{1,p}_{\text{loc}}(\Omega) \) of \( Q'_{p,A,V}[\psi] = 0 \) in \( \Omega \) and any nonnegative function \( u \in W^{1,p}_{\text{loc}}(\Omega) \) such that \( w^p/v^{p-1} \in W^{1,p}_{\text{loc}}(\Omega) \) and the product and chain rules for \( w^p/v^{p-1} \) hold, if \( vw \) satisfies the product rule for \( w \triangleq u/v \), then, respectively,
   \[
   Q_{p,A,V}[vw] \leq \int_{\Omega} \left( |v \nabla w + w \nabla v|^p_A - w^p |\nabla v|^p_A - pw^{p-1}vA(x, \nabla v) \cdot \nabla w \right) \, dx,
   \]
   or
   \[
   Q_{p,A,V}[vw] \geq \int_{\Omega} \left( |v \nabla w + w \nabla v|^p_A - w^p |\nabla v|^p_A - pw^{p-1}vA(x, \nabla v) \cdot \nabla w \right) \, dx.
   \]

3. If \( v \in W^{1,p}_{\text{loc}}(\Omega) \) is either a positive solution or a positive supersolution of \( Q'_{p,A,V}[u] = 0 \) in \( \Omega \), then the functional \( Q_{p,A,V} \) is nonnegative on \( W^{1,p}_{\text{loc}}(\Omega) \).

Remark 4.13. The third part of the lemma gives an alternative proof of (2) \( \Rightarrow \) (1) and (3) \( \Rightarrow \) (1) of the AAP type theorem (Theorem 5.3).

Proof of Lemma 4.12. For the first two parts of the lemma, we apply the product rule directly in the final equality/inequalities of Lemma 4.11. The third part follows from the first two parts, the strict convexity of the function \( |\cdot|^p_A \), and an approximation argument. For details, see [44, Theorem 5.2] and [46, Theorem 2.3].

4.4 Principal eigenvalues in domains \( \omega \subseteq \Omega \)

Definition 4.14. Let \( \mathcal{A} \) satisfy Assumption 2.6 and let \( V \in M^p_{\text{loc}}(p; \Omega) \). The generalized principal eigenvalue of \( Q'_{p,A,V} \) in a domain \( \omega \subseteq \Omega \) is defined by
\[
\lambda_1 = \lambda_1(Q_{p,A,V}; \omega) \triangleq \inf_{u \in C^0(\omega) \setminus \{0\}} \frac{Q_{p,A,V}[u; \omega]}{\|u\|_{L^p(\omega)}}.
\]

Remark 4.15. It follows that for a domain \( \omega \subseteq \Omega \) we have
\[
\lambda_1(Q_{p,A,V}; \omega) = \inf_{u \in W^{1,p}_{\text{loc}}(\omega) \setminus \{0\}} \frac{Q_{p,A,V}[u; \omega]}{\|u\|_{L^p(\omega)}}.
\]
Lemma 4.16. Let \( \omega \Subset \Omega \) be a domain, let \( \mathcal{A} \) satisfy Assumption 2.6, and let \( V \in M^q(p; \omega) \). All eigenvalues of (4.11) are larger than or equal to \( \lambda_1 \).

Proof. Testing any eigenfunction, we get the conclusion.

Definition 4.17. A principal eigenvalue of (4.11) is an eigenvalue with a nonnegative eigenfunction, which is called a principal eigenfunction.

We first state a useful lemma.

Lemma 4.18. Let \( \mathcal{A} \) satisfy Assumption 2.6, and let \( V \in M^q_{\text{loc}}(p; \Omega) \). For every domain \( \omega \Subset \Omega \), if \( u_k \to u \) as \( k \to \infty \) in \( W^{1,p}_0(\omega) \), then \( \lim_{k \to \infty} \frac{Q_{p,\mathcal{A},V}[u_k]}{Q_{p,\mathcal{A},V}[u]} = 1 \).

Proof. By [18, Lemma 5.23], we get \( \lim_{k \to \infty} \int_\omega |\nabla u_k|^p \, dx = \int_\omega |\nabla u|^p \, dx \). The elementary inequality
\[
|x^p - y^p| \leq p|x - y|(x^{p-1} + y^{p-1}) \quad \forall x, y \geq 0,
\]
the Hölder inequality, and the Morrey-Adams theorem, imply
\[
\left| \int_\omega V(|u_k|^p - |u|^p) \, dx \right| \leq \int_\omega |V||u_k|^p - |u|^p| \, dx \leq p \int_\omega |V||u_k - u||u_k|^{p-1} + |u|^{p-1} \, dx
\]
\[
\leq C(p) \left( \int_\omega |V||u_k - u|^{p/2} \, dx \right)^{1/p} \left( \int_\omega |V||u_k|^p + |V||u|^p \, dx \right)^{1/p} \to 0.
\]

Hence, the desired convergence follows.

Now we prove that in every domain \( \omega \Subset \Omega \), the generalized principal eigenvalue is a principal and simple eigenvalue, whose uniqueness is proved in Corollary 5.4.

Theorem 4.19. Let \( \omega \Subset \Omega \) be a domain, let \( \mathcal{A} \) satisfy Assumption 2.6, and let \( V \in M^q(p; \omega) \).

1. The generalized principal eigenvalue is a principal eigenvalue of the operator \( Q'_{p,\mathcal{A},V} \).

2. The principal eigenvalue is simple, i.e., for any two eigenfunctions \( u \) and \( v \) associated with the eigenvalue \( \lambda_1 \), we have \( u = cv \) for some \( c \in \mathbb{R} \).

Proof of Theorem 4.19. (1) Applying the Morrey-Adams theorem (Theorem 2.16) with the positive number \( \delta = \alpha_\omega \) and the ellipticity condition (2.2), we obtain that
\[
\lambda_1 \geq -C(n, p, q)\alpha_\omega^{-n/(pq-n)}\|V\|_{M^q(p;\omega)}^{pq/(pq-n)} > -\infty.
\]

For any \( \varepsilon > 0 \), letting \( \mathcal{V} = V - \lambda_1 - \varepsilon \), we immediately see that for all \( u \in W^{1,p}_0(\omega) \),
\[
Q_{p,\mathcal{A},V}[u; \omega] \geq \varepsilon \|u\|_{L^p(\omega)}^p.
\]

Therefore, the functional \( Q_{p,\mathcal{A},V}[u; \omega] \) is coercive and weakly lower semicontinuous in \( W^{1,p}_0(\omega) \), and hence also in \( W^{1,p}_0(\omega) \cap \{\|u\|_{L^p(\omega)} = 1\} \). Therefore, the infimum in (4.2) is attained in \( W^{1,p}_0(\omega) \setminus \{0\} \).
Let \( v \in W^{1,p}_0(\omega) \setminus \{0\} \) be a minimizer of (4.2). By standard variational calculus techniques, we conclude that the minimizer \( v \in W^{1,p}_0(\omega) \) satisfies the equation \( Q'_{p,A,V}[u] = \lambda_1 |u|^{p-2} u \) in the weak sense. Note that \(|v| \in W^{1,p}_0(\omega)\). In addition, almost everywhere in \( \omega \), we have \(|\nabla(|v|)| = |\nabla v|\) and \(|\nabla(|v|)|_{A} = |\nabla v|_{A}\). Thus \(|v|\) is also a minimizer, and therefore, it satisfies the equation \( Q'_{p,A,V}[u] = \lambda_1 |u|^{p-2} u \) in the weak sense. So \( \lambda_1 \) is a principal eigenvalue. The Harnack inequality and Hölder estimates guarantee that \(|v|\) is strictly positive and continuous in \( \omega \). Therefore, we may assume that \( v > 0 \).

(2) The proof is inspired by [3, Theorem 2.1]. Let \( v, u \in W^{1,p}_0(\omega) \) be, respectively, a positive principal eigenfunction and any eigenfunction associated with \( \lambda_1 \). It suffices to show \( u = cv \) for some \( c \in \mathbb{R} \). By part (1) we may assume that \( u > 0 \) in \( \omega \). Let \( \{ \varphi_k \}_{k \in \mathbb{N}} \subseteq C^\infty_c(\omega) \) a nonnegative sequence approximating \( u \) in \( W^{1,p}_0(\omega) \) and a.e. in \( \omega \). Then the product and chain rules for \( \varphi_k^p/v^{p-1} \) hold for all \( k \in \mathbb{N} \). By Lemma 4.9 we get, for all \( k \in \mathbb{N} \),

\[
\int_\omega L(\varphi_k, v)(x) \, dx = \int_\omega |\nabla \varphi_k|_{A}^p \, dx - \int_\omega A(x, \nabla v) \cdot \nabla \left( \frac{\varphi_k^p}{v^{p-1}} \right) \, dx.
\]

Since \( \varphi_k^p/v^{p-1} \in W^{1,p}_0(\omega) \), we obtain

\[
\int_\omega A(x, \nabla v) \cdot \nabla \left( \frac{\varphi_k^p}{v^{p-1}} \right) \, dx + \int_\omega (V - \lambda_1) v^{p-1} \frac{\varphi_k^p}{v^{p-1}} \, dx = 0.
\]

It follows that \( Q_{p,A,V-\lambda_1}[\varphi_k; \omega] = \int_\omega L(\varphi_k, v)(x) \, dx \). By Fatou’s lemma and Lemma 4.18 we obtain

\[
0 \leq \int_\omega L(u, v)(x) \, dx \leq \liminf_{k \to \infty} \int_\omega L(\varphi_k, v)(x) \, dx \leq \liminf_{k \to \infty} \int_\omega L(\varphi_k, v)(x) \, dx = \liminf_{k \to \infty} Q_{p,A,V-\lambda_1}[\varphi_k; \omega] = Q_{p,A,V-\lambda_1}[u; \omega] = 0.
\]

Lemma 4.19 and the connectedness of \( \omega \) imply that \( u = cv \) in \( \omega \) for some \( c > 0 \).

4.5 Positivity of the principal eigenvalues

In this subsection, we consider positivity features of the operator \( Q'_{p,A,V} \) in a Lipschitz domain \( \omega \in \Omega \). In particular, we study the relationship between the validity of the generalized strong/weak maximum principles, the existence of a proper positive supersolution, the unique solvability in \( W^{1,p}_0(\omega) \) of the nonnegative Dirichlet problem \( Q'_{p,A,V}[u] = g \geq 0 \) in \( \omega \), and the positivity of the principal eigenvalue.

**Definition 4.20.** Let \( \omega \) be a bounded Lipschitz domain. A function \( v \in W^{1,p}(\omega) \) is said to be nonnegative on \( \partial \omega \) if \( v^- \in W^{1,p}_0(\omega) \). A function \( v \) is said to be zero on \( \partial \omega \) if \( v \in W^{1,p}_0(\omega) \).

**Definition 4.21.** Let \( \omega \in \Omega \) be a Lipschitz domain, \( A \) satisfy Assumption 2.6 and let \( V \in M^q(p; \omega) \).
• The operator $Q'_{p,A,V}$ is said to satisfy the \textit{generalized weak maximum principle in} \(\omega\) if every solution \(v \in W^{1,p}(\omega)\) of the equation $Q'_{p,A,V}[u] = g$ in \(\omega\) with $0 \leq g \in L^p(\omega)$ and $v \geq 0$ on $\partial\omega$ is nonnegative in $\omega$;

• the operator $Q'_{p,A,V}$ satisfies the \textit{generalized strong maximum principle in} \(\omega\) if any such a solution $v$ is either the zero function or strictly positive in $\omega$.

Under Assumption 2.8 by Theorem 6.11, all the assertions in the following theorem are in fact equivalent even though we can not prove it completely at this point.

\textbf{Theorem 4.22.} Let $\omega \subset \Omega$, where $\omega$ is a Lipschitz domain, $A$ satisfy Assumption 2.6, and $V \in M^q(p;\omega)$. Consider the following assertions:

1. The operator $Q'_{p,A,V}$ satisfies the generalized weak maximum principle in $\omega$.
2. The operator $Q'_{p,A,V}$ satisfies the generalized strong maximum principle in $\omega$.
3. The principal eigenvalue $\lambda_1 = \lambda_1(Q_{p,A,V};\omega)$ is positive.
4. The equation $Q'_{p,A,V}[u] = 0$ has a proper positive supersolution in $W^{1,p}_0(\omega)$.

4' The equation $Q'_{p,A,V}[u] = 0$ has a proper positive supersolution in $W^{1,p}(\omega)$.
5. For any nonnegative $g \in L^p(\omega)$, there exists a nonnegative solution $v \in W^{1,p}_0(\omega)$ of the equation $Q'_{p,A,V}[u] = g$ in $\omega$ which is either zero or positive.

Then (1) \iff (2) \iff (3) \implies (4) \implies (4') \implies (5) \implies (4).

Furthermore,

6. If Assumption 2.8 is satisfied and $\lambda_1 > 0$, then the solution in (5) is unique.

\textit{Proof.} (1) \implies (2) The generalized weak maximum principle implies that any solution $v$ of $Q'_{p,A,V}[u] = g$ with $g \geq 0$, which is nonnegative on $\partial\omega$, is nonnegative in $\omega$. Then $v$ is a nonnegative supersolution of (2.4). The weak Harnack inequality implies that either $v > 0$ or $v = 0$ in $\omega$.

(2) \implies (3) Let $\lambda_1 \leq 0$ and $v > 0$ be its principal eigenfunction. By the homogeneity, the function $w = -v$ satisfies $Q'_{p,A,V}[w] = \lambda_1|w|^{p-1}w$, and $w = 0$ on $\partial\omega$ in the weak sense, but this contradicts the generalized strong maximum principle.

(3) \implies (1) Let $v$ satisfy $v$ of $Q'_{p,A,V}[u] = g$ with $g \geq 0$, and $v \geq 0$ on $\partial\omega$. Suppose that $v^- \neq 0$. Testing $v^-$ in the definition of the solution of $Q'_{p,A,V}[u] = g \geq 0$, we get

$$Q_{p,A,V}[v^-;\omega] = \int_{\{x \in \omega: v < 0\}} g v \, dx \leq 0.$$  

Therefore, $\lambda_1 \leq 0$, which contradicts the assumption.

(3) \implies (4) Since $\lambda_1 > 0$, its principal eigenfunction is a proper positive supersolution of (2.4) in $\omega$. 
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(4) ⇒ (4') This implication follows from $W_0^{1,p}(\omega) \subseteq W^{1,p}(\omega)$.

(3) ⇒ (5) By Theorems 4.4.1 and 4.4.2, the functional $J[u] = Q_{p,A,V}[u;\omega] - p \int_\omega gu \, dx$ is weakly lower semicontinuous and coercive in $W_0^{1,p}(\omega)$. Lemma 4.23.

Note that (3) ⇒ (2). Therefore, the solution $v_1$ is either zero or positive in $\omega$.

(5) ⇒ (4) Use (5) with $g = 1$ to obtain a proper positive supersolution.

(6) Assume now that Assumption 2.8 is satisfied, and let us prove that $\lambda_1 > 0$.

Assume now that $v_1 > 0$. Let $v_2 \in W_0^{1,p}(\omega)$ be any other positive solution. By part (1) of Lemma 4.2 with $g_i = g, V_i = V$ and $i = 1, 2$, we conclude

$$\int_\omega V \left( \frac{v_1^{p-1}}{v_1} - \frac{v_2^{p-1}}{v_2} \right) \left( v_1^{p} - v_2^{p} \right) dx \leq \int_\omega g \left( \frac{1}{v_1^{p-1}} - \frac{1}{v_2^{p-1}} \right) \left( v_1^{p} - v_2^{p} \right) dx \leq 0.$$  

We note that

$$\lim_{h \to 0} \int_\omega V \left( \frac{v_1^{p-1}}{v_1} - \frac{v_2^{p-1}}{v_2} \right) \left( v_1^{p} - v_2^{p} \right) = 0,$$

and

$$\left| V \left( \frac{v_1^{p-1}}{v_1} - \frac{v_2^{p-1}}{v_2} \right) \left( v_1^{p} - v_2^{p} \right) \right| \leq 2 |V| ((v_1 + 1)^p + (v_2 + 1)^p) \in L^1(\omega).$$

It follows that

$$\lim_{h \to 0} \int_\omega g \left( \frac{1}{v_1^{p-1}} - \frac{1}{v_2^{p-1}} \right) \left( v_1^{p} - v_2^{p} \right) dx = 0.$$  

By Fatou’s lemma, and Lemma 4.2, we infer that $L_{0,v_1,v_2} = 0$. Hence, $v_2 = v_1$ in $\omega$.  

\section{Weak comparison principle}

\subsection{Super/sub-solution technique}

The following two theorems can be obtained by similar arguments to those of [43, Lemma 5.1 and Proposition 5.2]. We first state a weak comparison principle under the assumption that the potential is nonnegative.

\begin{lemma}
Let $\omega \subset \Omega$ be a Lipschitz domain, $A$ satisfy Assumption 2.6, $g \in M^q(p;\omega)$, and $V \in M^q(p;\omega)$, where $V$ is nonnegative. For any subsolution $v_1$ and any supersolution $v_2$ of the equation $Q_{p,A,V}[u] = g$, in $\omega$ with $v_1, v_2 \in W^{1,p}(\omega)$ satisfying $(v_2 - v_1)^- \in W_0^{1,p}(\omega)$, we have $v_1 \leq v_2$ in $\omega$.
\end{lemma}
Then there exists a nonnegative function $u$ with $(v_2 - v_1)^-$ and then subtracting one from the other, we arrive at
\[
\int_\omega (\mathcal{A}(x, \nabla v_1) - \mathcal{A}(x, \nabla v_2)) \cdot \nabla ((v_2 - v_1)^-) \, dx + \int_\omega \mathcal{V} v_{1,2} (v_2 - v_1)^- \, dx \leq 0,
\]
where $v_{1,2} \triangleq |v_1|^{p-2}v_1 - |v_2|^{p-2}v_2$. It follows that
\[
\int_{\{v_2 < v_1\}} (\mathcal{A}(x, \nabla v_1) - \mathcal{A}(x, \nabla v_2)) \cdot \nabla (v_1 - \nabla v_2) \, dx + \int_{\{v_2 < v_1\}} \mathcal{V} v_{1,2} (v_1 - v_2) \, dx \leq 0.
\]
Since the above two terms are nonnegative, the two integrals are zero. Hence, $\nabla (v_2 - v_1)^- = 0$ a.e. in $\omega$. Therefore, the negative part of $v_2 - v_1$ is a constant a.e. in $\omega$. Hence, Poincaré’s inequality implies $(v_2 - v_1)^- = 0$ a.e. in $\omega$. Namely, $v_1 \leq v_2$ a.e. in $\omega$.

In order to establish a weak comparison principle when $V$ is not necessarily nonnegative, we need the following result which is of independent interest.

**Theorem 4.24** (Super/sub-solution technique). Let $\omega \subseteq \Omega$ be a Lipschitz domain, let $\mathcal{A}$ satisfy Assumption 2.6, and let $g, V \in M^q(p; \omega)$, where $g$ is nonnegative a.e. in $\omega$. We assume that $f, \varphi, \psi \in W^{1,p}(\omega) \cap C(\bar{\omega})$, where $f \geq 0$ a.e. in $\omega$, and
\[
\begin{aligned}
Q'_{p,A,V}[\psi] &\leq g \leq Q'_{p,A,V}[\varphi] \quad \text{in } \omega \text{ in the weak sense,} \\
\psi &\leq f \leq \varphi \quad \text{on } \partial \omega, \\
0 &\leq \psi \leq \varphi \quad \text{in } \omega.
\end{aligned}
\]
Then there exists a nonnegative function $u \in W^{1,p}(\omega) \cap C(\bar{\omega})$ satisfying
\[
\begin{aligned}
Q'_{p,A,V}[u] &\geq g \quad \text{in } \omega, \\
u &\geq f \quad \text{on } \partial \omega,
\end{aligned}
\]
and $\psi \leq u \leq \varphi$ in $\omega$. Moreover, if $f > 0$ a.e. on $\partial \omega$, then the above boundary value problem has a unique positive solution.

**Proof.** Set $\mathcal{K} \triangleq \{v \in W^{1,p}(\omega) \cap C(\bar{\omega}) : 0 \leq \psi \leq v \leq \varphi \text{ in } \omega\}$.

For every $x \in \omega$ and $v \in \mathcal{K}$, let $G(x,v) \triangleq g(x) + 2V(x)v(x)^{p-2}$. Then $G \in M^q(p; \omega)$ and $G \geq 0$ a.e. in $\omega$. Let the functionals $J, \bar{J} : W^{1,p}(\omega) \to \mathbb{R} \cup \{\infty\}$, be as in Theorems 4.5 and 4.6 with $|V|$ and $G(x,v)$ as the potential and the right hand side, respectively. Choose a sequence $\{u_k\}_{k \in \mathbb{N}}$ in
\[
\mathbf{A} \triangleq \{u \in W^{1,p}(\omega) : u = f \text{ on } \partial \omega\},
\]
satisfying
\[
J[u_k] \downarrow m \triangleq \inf_{u \in \mathbf{A}} J[u].
\]
Because $f \geq 0$, $\{|u_k|\}_{k \in \mathbb{N}} \subseteq A$, we infer

$$m \leq J[|u_k|] = \bar{J}[u_k] \leq J[u_k],$$

where the last inequality is on account of $G(x, v) \geq 0$ a.e. in $\omega$. Then $\lim_{k \to \infty} \bar{J}[u_k] = m$. It is also immediate that $\inf_{u \in A} \bar{J}[u] = m$. On the other hand, $\bar{J}$ is weakly lower semicontinuous and coercive. Noting that $A$ is weakly closed, it follows from [56, Theorem 1.2] that $m$ is attained by a nonnegative function $u_0 \in A$, that is, $\bar{J}[u_0] = m$. In addition, $J[u_0] = \bar{J}[u_0] = m$. Then $u_0$ is a solution of

$$\begin{cases} Q'_{p, A, |V|}[u] = G(x, v) \quad \text{in } \omega, \\ u = f \quad \text{in the trace sense on } \partial \omega, \end{cases}$$

and for any $v \in K$, let $T(v)$ be a solution of this Dirichlet problem. Then the map

$$T : K \longrightarrow W^{1,p}(\omega),$$

is increasing. Indeed, pick any $v_1 \leq v_2$ in $K$. Because $G(x, v_1) \leq G(x, v_2)$, we infer that $T(v_1)$ and $T(v_2)$ are respectively a solution and a supersolution of

$$Q'_{p, A, |V|}[u] = G(x, v_1).$$

On $\partial \omega$, we have $T(v_1) = f = T(v_2)$. By Lemma 4.23, we obtain $T(v_1) \leq T(v_2)$ in $\omega$. Consider any subsolution $v \in W^{1,p}(\omega) \cap C(\bar{\omega})$ of the boundary value problem

$$\begin{cases} Q'_{p, A, V}[u] = g \quad \text{in } \omega, \\ u = f \quad \text{on } \partial \omega. \end{cases}$$

Then in the weak sense in $\omega$,

$$Q'_{p, A, |V|}[v] = Q'_{p, A, V}[v] + G(x, v) - g(x) \leq G(x, v).$$

Furthermore, $T(v)$ is a solution of

$$\begin{cases} Q'_{p, A, |V|}[u] = G(x, v) \quad \text{in } \omega, \\ u = f \quad \text{in the trace sense on } \partial \omega. \end{cases}$$

Invoking Lemma 4.23, we get $v \leq T(v)$ a.e. in $\omega$. Furthermore,

$$Q'_{p, A, V}[T(v)] = g + 2V^- (|v|^{p-2}v - |T(v)|^{p-2}T(v)) \leq g \quad \text{in } \omega.$$

Analogously, for any supersolution $v \in W^{1,p}(\omega) \cap C(\bar{\omega})$ of the boundary value problem

$$\begin{cases} Q'_{p, A, V}[u] = g \quad \text{in } \omega, \\ u = f \quad \text{on } \partial \omega, \end{cases}$$

we get $T(v) \leq v$ a.e. in $\omega$. Furthermore,

$$Q'_{p, A, V}[T(v)] = g + 2V^- (|T(v)|^{p-2}T(v) - |v|^{p-2}v) \leq g \quad \text{in } \omega.$$
$T(v)$ is a supersolution of the same problem with $v \geq T(v)$ a.e. in $\omega$.

We define two sequences by recursion: for any $k \in \mathbb{N}$,

\[
\begin{align*}
\underline{u}_0 & \triangleq \psi, \quad \underline{u}_k \triangleq T(\underline{u}_{k-1}) = T^{(k)}(\psi), \\
\bar{u}_0 & \triangleq \varphi, \quad \bar{u}_k \triangleq T(\bar{u}_{k-1}) = T^{(k)}(\varphi).
\end{align*}
\]

Then the monotone sequences $\{\underline{u}_k\}_{k \in \mathbb{N}}$ and $\{\bar{u}_k\}_{k \in \mathbb{N}}$ converge to $\underline{u}$ and $\bar{u}$ a.e. in $\omega$, respectively. Using [30, Theorem 1.9], we conclude that the convergence is also in $L^p(\omega)$.

Arguing as in the Harnack convergence principle, we may assert that $\underline{u}$ and $\bar{u}$ are both fixed points of $T$ and solutions of

\[
\begin{cases}
Q'_{p,A,V}[u] = g & \text{in } \omega, \\
u = f & \text{on } \partial \omega,
\end{cases}
\]

with $\psi \leq u \leq \bar{u} \leq \varphi$ in $\omega$. The uniqueness is derived from Lemma 4.3 \qed

### 4.6.2 Weak comparison principle

The following weak comparison principle extends [43, Theorem 5.3] to our setting and has a similar proof to [43, Theorem 5.3], and therefore it is omitted.

**Theorem 4.25** (Weak comparison principle). Let $\omega \Subset \Omega$ be a Lipschitz domain, let $A$ satisfy Assumption 2.6, and let $g, V \in M^q(p; \omega)$ with $g \geq 0$ a.e. in $\omega$. Assume that $\lambda_1 > 0$.

If $u_2 \in W^{1,p}(\omega) \cap C(\overline{\omega})$ satisfies

\[
\begin{cases}
Q'_{p,A,V}[u_2] = g & \text{in } \omega, \\
u_2 > 0 & \text{on } \partial \omega,
\end{cases}
\]

and $u_1 \in W^{1,p}(\omega) \cap C(\overline{\omega})$ satisfies

\[
\begin{cases}
Q'_{p,A,V}[u_1] \leq Q'_{p,A,V}[u_2] & \text{in } \omega, \\
u_1 \leq u_2 & \text{on } \partial \omega,
\end{cases}
\]

then $u_1 \leq u_2$ in $\omega$.

### 5 Agmon-Allegretto-Piepenbrink (AAP) theorem

In this section, we establish an Agmon-Allegretto-Piepenbrink (in short, AAP) type theorem. See [1, 2], [43], and [26, 28], respectively, for the counterparts, in the linear case, the quasilinear case, and the cases of graphs and certain Dirichlet forms.

#### 5.1 Divergence-type equation

We introduce a divergence-type equation of the first order. For a related study, see [24].
Definition 5.1. Let $\mathcal{A}$ satisfy Assumption 2.6 and let $V \in M^q_{\text{loc}}(p; \Omega)$. A vector field $S \in L^p_{\text{loc}}(\Omega; \mathbb{R}^n)$ is a solution of the first order partial differential equation

$$-\text{div} \, \mathcal{A}(x,S) + (1-p) \mathcal{A}(x,S) \cdot S + V = 0 \quad \text{in } \Omega,$$

if

$$\int_{\Omega} \mathcal{A}(x,S) \cdot \nabla \psi \, dx + (1-p) \int_{\Omega} (\mathcal{A}(x,S) \cdot S) \psi \, dx + \int_{\Omega} V \psi \, dx = 0,$$

for every function $\psi \in C^{\infty}_c(\Omega)$, and a supersolution of the same equation if

$$\int_{\Omega} \mathcal{A}(x,S) \cdot \nabla \psi \, dx + (1-p) \int_{\Omega} (\mathcal{A}(x,S) \cdot S) \psi \, dx + \int_{\Omega} V \psi \, dx \geq 0,$$

for every nonnegative function $\psi \in C^{\infty}_c(\Omega)$.

We state a straightforward assertion without proof.

Assertion 5.2. All the integrals in Definition 5.1 are finite. Moreover, for any solution $S$ defined as above, the corresponding integral equality holds for all bounded functions in $W^{1,p}_{\text{loc}}(\Omega)$, and for any supersolution $S$, the corresponding integral inequality holds for all nonnegative bounded functions in $W^{1,p}_{\text{loc}}(\Omega)$.

5.2 AAP type theorem

Following the approach in [43], we establish the AAP type theorem. In other words, we prove that the nonnegativity of the functional $Q_{p,A,V}$ on $C^{\infty}_c(\Omega)$ is equivalent to the existence of a positive solution or positive supersolution of the equation $Q'_{p,A,V}[u] = 0$ in $\Omega$. We also obtain certain other conclusions involving the first-order equation (5.1) defined above. Recall that for every $\varphi \in C^{\infty}_c(\Omega)$,

$$Q_{p,A,V}[\varphi] = \int_{\Omega} (|\nabla \varphi|^p_{\mathcal{A}} + V|\varphi|^p) \, dx.$$

The functional $Q_{p,A,V}$ is said to be nonnegative in $\Omega$ if $Q_{p,A,V}[\varphi] \geq 0$ for all $\varphi \in C^{\infty}_c(\Omega)$.

Theorem 5.3 (AAP type theorem). Let the operator $\mathcal{A}$ satisfy Assumption 2.6 and let $V \in M^q_{\text{loc}}(p; \Omega)$. Then the following assertions are equivalent:

1. the functional $Q_{p,A,V}$ is nonnegative in $\Omega$;
2. the equation $Q'_{p,A,V}[u] = 0$ admits a positive solution $v \in W^{1,p}_{\text{loc}}(\Omega)$;
3. the equation $Q'_{p,A,V}[u] = 0$ admits a positive supersolution $\tilde{v} \in W^{1,p}_{\text{loc}}(\Omega)$;
4. the first-order equation (5.1) admits a solution $S \in L^p_{\text{loc}}(\Omega; \mathbb{R}^n)$;
5. the first-order equation (5.1) admits a supersolution $\tilde{S} \in L^p_{\text{loc}}(\Omega; \mathbb{R}^n)$.
Proof of Theorem 5.3. The proof of the theorem is similar to that of [43, Theorem 4.3], but the arguments for the implications (2) ⇒ (4) and (3) ⇒ (5) are simpler.

It suffices to show (1) ⇒ (2) ⇒ (j) ⇒ (5), where j = 3, 4, (3) ⇒ (1), and (5) ⇒ (1).

(1) ⇒ (2) Fix a point \( x_0 \in \Omega \) and let \( \{\omega_i\}_{i \in \mathbb{N}} \) be a Lipschitz exhaustion of \( \Omega \) such that \( x_0 \in \omega_1 \). Assertion (1) yields for \( i \in \mathbb{N} \),

\[
\lambda_1(Q_{p,A,V+1/i};\omega_i) \triangleq \inf_{u \in W^{1,p}_0(\omega_i) \setminus \{0\}} \frac{Q_{p,A,V+1/i}[u;\omega_i]}{\|u\|_{L^p(\omega_i)}} \geq \frac{1}{i},
\]

which, combined with Theorem 4.22, gives a positive solution \( v_i \in W^{1,p}_0(\omega_i) \) of the problem \( Q_{p,A,V+1/i}[u] = f_i \) in \( \omega_i \) with \( u = 0 \) on \( \partial \omega_i \), where \( f_i \in C^\infty_c(\omega_i \setminus \bar{\omega}_{i-1}) \setminus \{0\}, i \geq 2 \), are nonnegative, and

\[
Q_{p,A,V+1/i}[u;\omega_i] \triangleq \int_{\omega_i} (|\nabla u|_A^p + (V + 1/i)|u|^p) \, dx.
\]

Setting \( \omega'_i = \omega_{i-1} \), we get for all \( u \in W^{1,p}_c(\omega'_i) \),

\[
\int_{\omega'_i} A(x, \nabla v_i) \cdot \nabla u \, dx + \int_{\omega'_i} (V + 1/i)v_i^{p-1}u \, dx = 0.
\]

Normalize \( f_i \) so that \( v_i(x_0) = 1 \) for all \( i \geq 2 \). Applying the Harnack convergence principle with \( \mathcal{V}_i \triangleq V + 1/i \), we get the second assertion.

(2) ⇒ (3) We may choose \( \tilde{v} = v \).

(3) ⇒ (1) Let \( \tilde{v} \) be a positive supersolution of \( Q_{p,A,V}[u] = 0 \) and \( T \triangleq -|\nabla \tilde{v}/\tilde{v}|_{A}^{p-2} \).

For any \( \psi \in C^\infty_c(\Omega) \), picking \( |\psi|^p \tilde{v}^{1-p} \in W^{1,p}(\Omega) \) as a test function, we obtain:

\[
(p - 1) \int_\Omega |T|_A^p \psi^p \, dx \leq p \int_\Omega |T|_A |\psi|^{p-1} |\nabla \psi|_A \, dx + \int_\Omega |V| \psi^p \, dx.
\]

Then Young’s inequality \( pab \leq (p - 1)a^\alpha b^\beta \) with \( \alpha = |T|_A |\psi|^{p-1} \) and \( \beta = |\nabla \psi|_A \) yields the first assertion. For an alternative proof, see Lemma 4.12.

(2) ⇒ (4) Let \( v \) be a positive solution of \( Q_{p,A,V}[u] = 0 \). Then \( 1/v \in L^{\infty}_\text{loc}(\Omega) \) by the weak Harnack inequality (or by the Harnack inequality if \( p > n \)). Let \( S \triangleq \nabla v/v \). Because \( v \in W^{1,p}_\text{loc}(\Omega) \) and \( 1/v \in L^{\infty}_\text{loc}(\Omega) \), it follows that \( S \in L^{p}_\text{loc}(\Omega; \mathbb{R}^n) \).

We claim that \( S \) is a solution of the equation (5.1). For any \( \psi \in C^\infty_c(\Omega) \), we employ \( \psi v^{1-p} \in W^{1,p}_c(\Omega) \), with

\[
\nabla (\psi v^{1-p}) = v^{1-p} \nabla \psi + (1 - p) \psi v^{-p} \nabla v,
\]

as a test function in the definition of the equation \( Q_{p,A,V}[w] = 0 \) with \( v \) as a solution.

\[
\int_\Omega A(x, \nabla v) \cdot v^{1-p} \nabla v \psi \, dx + \int_\Omega A(x, \nabla v) \cdot (1 - p) \psi v^{-p} \nabla v \, dx + \int_\Omega V |v|^{p-2} \psi v^{1-p} \, dx
\]

\[
= \int_\Omega A(x, \nabla v) \cdot \nabla \psi \, dx + (1 - p) \int_\Omega \psi A(x, \nabla v) \cdot \nabla v \, dx + \int_\Omega V \psi \, dx
\]

\[
= \int_\Omega A(x, S) \cdot \nabla \psi \, dx + (1 - p) \int_\Omega \psi A(x, S) \cdot S \, dx + \int_\Omega V \psi \, dx = 0.
\]
(3) ⇒ (5) For a positive supersolution \( \tilde{v} \) of \( Q'_{p,A,V}[u] = 0 \), we adopt the same argument as above with \( S \) replaced by \( \tilde{S} = \nabla \tilde{v} / \tilde{v} \), except using nonnegative test functions \( \psi \in C_\infty(\Omega) \) and in the last step.

(4) ⇒ (5) We may choose \( \tilde{S} = S \).

(5) ⇒ (1) For any \( \psi \in C_\infty(\Omega) \), we get
\[
\int_{\Omega} A(x, \tilde{S}) \cdot \nabla |\psi|^p \, dx = p \int_{\Omega} |\psi|^{p-1} A(x, \tilde{S}) \cdot \nabla |\psi| \, dx \\
\leq p \int_{\Omega} |\psi|^{p-1} |\tilde{S}|^{-1}_A |\nabla \psi|_A \, dx \\
\leq (p-1) \int_{\Omega} |\psi|^{p-1} |\tilde{S}|^{-1}_A \, dx + \int_{\Omega} |\nabla \psi|^p_\lambda \, dx,
\]
where the first inequality is derived from the generalized H"older inequality (Lemma 2.7), and in the last step, Young’s inequality \( pab \leq (p-1)a^p + b^p \) is applied with \( a = |\psi|^{p-1} |\tilde{S}|^{-1}_A \) and \( b = |\nabla \psi|_A \).

Because \( \tilde{S} \) is a supersolution of (5.1), we have
\[
\int_{\Omega} A(x, \tilde{S}) \cdot \nabla |\psi|^p \, dx + (1-p) \int_{\Omega} |\tilde{S}|^p_\lambda |\psi|^p \, dx + \int_{\Omega} V |\psi|^p \, dx \geq 0,
\]
which together with (5.2) implies \( Q'_{p,A,V}[\psi] \geq 0 \) for all \( \psi \in C_\infty(\Omega) \).

Corollary 5.4. Let \( \omega \subset \Omega \) be a domain, let \( A \) satisfy Assumption 2.6, and let \( V \in M^q(p; \omega) \). Then the principal eigenvalue is unique.

Proof. Let \( \lambda \) be any eigenvalue with an eigenfunction \( v_\lambda \geq 0 \). By Harnack’s inequality, the eigenfunction \( v_\lambda \) is positive in \( \omega \). Then \( v_\lambda \) is a positive solution of \( Q'_{p,A,V-\lambda}[u] = 0 \). By the AAP type theorem, the functional \( Q_{p,A,V-\lambda} \) is nonnegative in \( \omega \) and hence by the definition of \( \lambda_1 \) and Lemma 4.16 we get \( \lambda_1 \leq \lambda \leq \lambda_1 \). Thus, \( \lambda_1 = \lambda \).

6 Criticality theory

In this section we introduce the notions of criticality and subcriticality and establish fundamental results in criticality theory for the functional \( Q_{p,A,V} \) that generalize the counterpart results in [43, Section 4B] and [44, Theorem 6.8].

First, let us discuss the following extra assumption for \( 1 < p < 2 \) that we need for certain results in the sequel.

Assumption 6.1. Let \( 1 < p < 2 \) and \( V \in M^q_{\text{loc}}(p; \Omega) \). On top of Assumption 2.6 and Assumption 2.8, we assume that \( A \) and \( V \) are regular enough to guarantee that positive solutions of the underlying equations are in \( W^{1,\infty}_{\text{loc}} \). Moreover, in this case we consider only positive supersolutions in \( W^{1,\infty}_{\text{loc}} \) (cf. [43]).

Remark 6.2. For sufficient conditions to ensure the above assumption see [31]. For a more concrete example, see the hypothesis (H1) in [43]. Another example is given by the pseudo \( p \)-Laplacian plus a locally bounded potential by [32, page 805].
6.1 Characterizations of criticality

6.1.1 Null-sequences and ground states

**Definition 6.3.** Let \( A \) satisfy Assumption 2.6 and let \( V \in M^q_{\text{loc}}(p; \Omega) \).

- If there exists a nonzero nonnegative function \( W \in M^q_{\text{loc}}(p; \Omega) \setminus \{0\} \) such that
  \[
  Q_{p,A,V}[\varphi] \geq \int_\Omega W|\varphi|^p \, dx,
  \]
  for all \( \varphi \in C_\infty(\Omega) \), we say that the functional \( Q_{p,A,V} \) is subcritical in \( \Omega \), and \( W \) is a Hardy-weight for \( Q_{p,A,V} \) in \( \Omega \). Clearly, if \( W \) is a Hardy-weight for \( Q_{p,A,V} \) in \( \Omega \), then there exists a Hardy-weight \( 0 \leq \tilde{W} \leq W \) such that \( \tilde{W} \in L^\infty_{\text{loc}}(\Omega) \) for \( Q_{p,A,V} \) in \( \Omega \).

- if \( Q_{p,A,V} \) is nonnegative in \( \Omega \) but \( Q_{p,A,V} \) does not admit a Hardy-weight in \( \Omega \), we say that the functional \( Q_{p,A,V} \) is critical in \( \Omega \);

- if there exists \( \varphi \in C_\infty(\Omega) \) such that \( Q_{p,A,V}[\varphi] < 0 \), we say that the functional \( Q_{p,A,V} \) is supercritical in \( \Omega \).

**Definition 6.4.** Let \( A \) satisfy Assumption 2.6 and let \( V \in M^q_{\text{loc}}(p; \Omega) \). A nonnegative sequence \( \{u_k\}_{k \in \mathbb{N}} \subseteq W^{1,p}_c(\Omega) \) is called a null-sequence with respect to the nonnegative functional \( Q_{p,A,V} \) in \( \Omega \) if

- for every \( k \in \mathbb{N} \), the function \( u_k \) is bounded in \( \Omega \);

- there exists a fixed open set \( U \Subset \Omega \) such that \( \|u_k\|_{L^p(U)} = 1 \) for all \( k \in \mathbb{N} \);

- and \( \lim_{k \to \infty} Q_{p,A,V}[u_k] = 0 \).

**Definition 6.5.** Let \( A \) satisfy Assumption 2.6 and let \( V \in M^q_{\text{loc}}(p; \Omega) \). A ground state of the nonnegative functional \( Q_{p,A,V} \) is a positive function \( \phi \in W^{1,p}_c(\Omega) \), which is an \( L^p_{\text{loc}}(\Omega) \) limit of a null-sequence.

**Lemma 6.6.** Let \( A \) satisfy Assumption 2.6 and let \( V \in M^q_{\text{loc}}(p; \Omega) \). If a nonnegative sequence \( \{u_k\}_{k \in \mathbb{N}} \subseteq W^{1,p}_c(\Omega) \) satisfies:

- for every \( k \in \mathbb{N} \), the function \( u_k \) is bounded in \( \Omega \);

- there exists a fixed open set \( U \Subset \Omega \) such that \( \|u_k\|_{L^p(U)} > 1 \) for all \( k \in \mathbb{N} \);

- \( \lim_{k \to \infty} Q_{p,A,V}[u_k] = 0 \);

- and \( \{u_k\}_{k \in \mathbb{N}} \) converges in \( L^p_{\text{loc}}(\Omega) \) to a positive \( u \in W^{1,p}_{\text{loc}}(\Omega) \),

then \( u \) is a ground state up to a multiplicative constant.
Proof. By the second condition, we may assume that up to a subsequence $\lim_{k \to \infty} \|u_k\|_{L^p(U)} = C_0$ for some positive constant $C_0$. Set $C_k \triangleq \|u_k\|_{L^p(U)}$. Then $\{u_k/C_k\}_{k \in \mathbb{N}}$ is a null-sequence converging in $L^p_{\text{loc}}(\Omega)$ to $u/C_0$. \hfill \Box

**Corollary 6.7.** Let $\omega \Subset \Omega$ be a domain, let $A$ satisfy Assumption 2.6 and let $V \in M^0_{\text{loc}}(p; \Omega)$. Then a positive principal eigenfunction $v$ associated to the principal eigenvalue $\lambda_1 = \lambda_1(Q_{p,A,V}; \omega)$ is a ground state of the functional $Q_{p,A,V-\lambda_1}$ in $\omega$.

**Proof.** Let $v' \in W^{1,p}_0(\omega)$ be a principal eigenfunction associated to $\lambda_1$, and let $\{\varphi_k\}_{k \in \mathbb{N}} \subseteq C_c^\infty(\omega)$ be a sequence approximating $v'$ in $W^{1,p}_0(\omega)$. Then Lemma 4.19 implies that
\[
\lim_{k \to \infty} Q_{p,A,V-\lambda_1}[\varphi_k; \omega] = Q_{p,A,V-\lambda_1}[v'; \omega] = 0, \quad \text{and} \quad \|\varphi_k\|_{L^p(U)} \to 1 \quad \forall k \in \mathbb{N},
\]
where $U \Subset \omega$ is a fixed nonempty open set. By Lemma 6.6 for some positive constant $C$, the principal eigenfunction $v \triangleq C v'$ is a ground state of $Q_{p,A,V-\lambda_1}$ in $\omega$. \hfill \Box

**Proposition 6.8.** Let $\{u_k\}_{k \in \mathbb{N}}$ be a null-sequence with respect to a nonnegative functional $Q_{p,A,V}$ in $\Omega$, where $A$ satisfies assumptions 2.6 and 2.8, and $V \in M^0_{\text{loc}}(p; \Omega)$. Let $v$ be a positive supersolution (and assume $v \in W^{1,\infty}_\text{loc}(\Omega)$ if $p < 2$) of $Q_{p,A,V}[u] = 0$ in $\Omega$ and let $w_k = u_k/v$, where $k \in \mathbb{N}$. Then the sequence $\{w_k\}_{k \in \mathbb{N}}$ is bounded in $W^{1,p}_\text{loc}(\Omega)$ and $\nabla w_k \to 0$ as $k \to \infty$ in $L^p_{\text{loc}}(\Omega; \mathbb{R}^n)$.

**Proof.** Let $U$ be a fixed open set such that for all $k \in \mathbb{N}$, $\|u_k\|_{L^p(U)} = 1$, and let $U \Subset \omega \Subset \Omega$ be a Lipschitz domain. Using the Minkowski inequality, the Poincaré inequality, and the weak Harnack inequality, we obtain for every $k \in \mathbb{N}$,
\[
\|w_k\|_{L^p(\omega)} \leq \|w_k - (w_k)^U\|_{L^p(\omega)} + \langle w_k \rangle_U (L^p(\omega))^\frac{1}{p} \\
\leq C(n, p, \omega, U) \|\nabla w_k\|_{L^p(\omega; \mathbb{R}^n)} + \frac{1}{\inf_U v} \langle u_k \rangle_U (L^p(\omega))^\frac{1}{p}.
\]
By Hölder’s inequality, noting that $\|u_k\|_{L^p(U)} = 1$, we obtain
\[
\|w_k\|_{L^p(\omega)} \leq C(n, p, \omega, U) \|\nabla w_k\|_{L^p(\omega; \mathbb{R}^n)} + \frac{1}{\inf_U v} \left(\frac{L^n(\omega)}{L^n(U)}\right)^{\frac{1}{p}}.
\]
By Lemma 2.2 with $\xi_1 = \nabla (v w_k) = \nabla (u_k)$ and $\xi_2 = w_k \nabla v$, we obtain
\[
|\nabla u_k|^p_A - w_k^p |\nabla v|^p_A - p A(x, w_k \nabla v) \cdot v \nabla w_k \geq 0,
\]
which together with (Assumption 2.8) implies
\[
C_\omega(p, A) \int_\omega |\nabla u_k, w_k \nabla v|_A dx \leq \int_\omega (|\nabla u_k|^p_A - w_k^p |\nabla v|^p_A - p A(x, w_k \nabla v) \cdot v \nabla w_k) dx \leq \int_{\Omega} (|\nabla u_k|^p_A - w_k^p |\nabla v|^p_A - v A(x, \nabla v) \cdot \nabla (w_k^p)) dx \\
= \int_{\Omega} |\nabla u_k|^p_A dx - \int_{\Omega} A(x, \nabla v) \cdot \nabla (w_k^p) dx.
\]
Since \( v \) is a positive supersolution, we obtain

\[
C_\omega(p, \mathcal{A}) \int_\Omega [\nabla u_k, w_k \nabla v]_\mathcal{A} \, dx \leq \int_\Omega |\nabla u_k|_\mathcal{A}^p \, dx + \int_\Omega V u_k^p \, dx = Q_{p, \mathcal{A}, V}[u_k].
\]

Suppose that \( p \geq 2 \). By the weak Harnack inequality, and the ellipticity condition (2.2), we get for a positive constant \( c \) which does not depend on \( k \),

\[
c \int_\Omega |\nabla w_k|^p \, dx \leq C_\omega(p, \mathcal{A}) \int_\Omega v^p |\nabla w_k|_\mathcal{A}^p \, dx \leq Q_{p, \mathcal{A}, V}[u_k] \to 0 \text{ as } k \to \infty.
\]

Consequently, by Hölder’s inequality,

\[
\nabla w_k \to 0 \text{ as } k \to \infty \text{ in } L^p_{\text{loc}}(\Omega; \mathbb{R}^n),
\]

and this and (6.1) also imply that \( \{w_k\}_{k \in \mathbb{N}} \) is bounded in \( W^{1,p}_{\text{loc}}(\Omega) \). The proof for \( p < 2 \) is similar to the counterpart proof of [43, Proposition 4.11].

**Theorem 6.9.** Let \( \mathcal{A} \) satisfy assumptions 2.6 and 2.8 and let \( V \in M^p(\Omega) \). In addition, for \( 1 < p < 2 \) suppose that Assumption 6.7 holds. Assume that the functional \( Q_{p, \mathcal{A}, V} \) is nonnegative on \( C^\infty_{c}(\Omega) \). Then every null-sequence of \( Q_{p, \mathcal{A}, V} \) converges, both in \( L^p_{\text{loc}}(\Omega) \) and a.e. in \( \Omega \), to a unique (up to a multiplicative constant) positive supersolution of the equation \( Q'_{p, \mathcal{A}, V}[u] = 0 \) in \( \Omega \).

Furthermore, a ground state is in \( C^\gamma_{\text{loc}}(\Omega) \) for some \( 0 < \gamma \leq 1 \), and it is the unique positive solution and the unique positive supersolution of \( Q'_{p, \mathcal{A}, V}[u] = 0 \) in \( \Omega \).

**Remark 6.10.** By uniqueness we mean uniqueness up to a multiplicative constant.

**Proof of Theorem 6.9.** By the AAP type theorem, there exists a positive supersolution \( v \in W^{1,p}_{\text{loc}}(\Omega) \) and a positive solution \( \tilde{v} \in W^{1,p}_{\text{loc}}(\Omega) \) of \( Q'_{p, \mathcal{A}, V}[u] = 0 \) in \( \Omega \). Let \( \{u_k\}_{k \in \mathbb{N}} \) be a null-sequence of \( Q_{p, \mathcal{A}, V} \) in \( \Omega \), and set \( w_k = u_k/v \). Using Proposition 6.8 we obtain

\[
\nabla w_k \to 0 \text{ as } k \to \infty \text{ in } L^p_{\text{loc}}(\Omega; \mathbb{R}^n).
\]

The Rellich-Kondrachov theorem yields a subsequence, which is still denoted by \( w_k \), with \( w_k \to c \) for some \( c \geq 0 \) in \( W^{1,p}_{\text{loc}}(\Omega) \) as \( k \to \infty \). Since \( v \) is locally bounded away from zero, it follows that up to a subsequence, \( u_k \to cv \) a.e. in \( \Omega \) and also in \( L^p_{\text{loc}}(\Omega) \). Therefore, \( c = 1/\|v\|_{L^p(\Omega)} > 0 \). Furthermore, any null-sequence \( \{u_k\}_{k \in \mathbb{N}} \) converges (up to a positive constant multiple) to the same positive supersolution \( v \). Noting that the solution \( \tilde{v} \) is also a positive supersolution, we conclude that \( v = C\tilde{v} \) for some \( C > 0 \). It follows that \( v \) is also the unique positive solution.

As a corollary of the above theorem we have:

**Theorem 6.11.** Let \( \omega \subset \Omega \) be a domain. Let \( \mathcal{A} \) satisfy assumptions 2.6 and 2.8 and let \( V \in M^p(\omega) \). In addition, for \( 1 < p < 2 \) suppose that Assumption 6.7 holds. Suppose that the equation \( Q'_{p, \mathcal{A}, V}[u] = 0 \) in \( \omega \) admits a proper positive supersolution in \( W^{1,p}(\omega) \). Then the principal eigenvalue \( \lambda_1 = \lambda_1(Q_{p, \mathcal{A}, V}; \omega) \) is strictly positive.

Therefore, all the assertions in Theorem 4.22 are equivalent if \( \mathcal{A} \) and \( V \) are as above and \( \omega \subset \Omega \) is a Lipschitz domain.
Proof. We need to prove \((4') \Rightarrow (3)\) in Theorem \[4.22\]. Indeed, by the AAP type theorem, \(Q_{p,A,V}\) is nonnegative. In particular, \(\lambda_1 \geq 0\). If \(\lambda_1 = 0\), then positive principal eigenfunctions are all positive solutions of the equation \(Q'_{p,A,V}[u] = 0\). By Corollary \[6.7\] and Theorem \[6.9\] the positive principal eigenfunctions are the unique positive super-solution of \(Q'_{p,A,V}[u] = 0\) in \(\omega\), but this contradicts our assumption that the equation \(Q'_{p,A,V}[u] = 0\) in \(\omega\) admits a proper positive supersolution in \(W^{1,p}(\omega)\). Hence, \(\lambda_1 > 0\).

\[6.1.2\] Characterizations of criticality

The next theorem contains fundamental characterizations of criticality or subcriticality.

**Theorem 6.12.** Let \(A\) satisfy assumptions \[2.6\] and \[2.8\] and let \(V \in M^q_{loc}(p; \Omega)\). In addition, for \(1 < p < 2\) suppose that Assumption \[6.1\] holds. Assume that \(Q_{p,A,V}\) is nonnegative in \(\Omega\). Then the following assertions hold true.

1. The functional \(Q_{p,A,V}\) is critical in \(\Omega\) if and only if \(Q_{p,A,V}\) has a null-sequence in \(C^\infty_c(\Omega)\).

2. The functional \(Q_{p,A,V}\) has a null-sequence if and only if the equation \(Q'_{p,A,V}[u] = 0\) has a unique positive supersolution.

3. The functional \(Q_{p,A,V}\) is subcritical in \(\Omega\) if and only if \(Q_{p,A,V}\) admits a strictly positive continuous Hardy-weight \(W\) in \(\Omega\).

4. Assume that \(Q_{p,A,V}\) admits a ground state \(\phi\) in \(\Omega\). Then there exists a strictly positive continuous function \(W\) such that for \(\psi \in C^\infty_c(\Omega)\) with \(\int_\Omega \phi\psi\,dx \neq 0\) there exists a constant \(C > 0\) such that the following Poincaré-type inequality holds:

\[
Q_{p,A,V}[\varphi] + C \left( \int_\Omega \varphi \psi \, dx \right)^p \geq \frac{1}{C} \int_\Omega W|\varphi|^p \, dx \quad \forall \varphi \in C^\infty_c(\Omega).
\]

**Proof.** (1) Suppose that \(Q_{p,A,V}\) is critical. For every nonempty open \(U \Subset \Omega\), let

\[
c_U = \inf_{0 \leq \varphi \in C^\infty_c(\Omega)} \frac{Q_{p,A,V}[\varphi]}{\|\varphi\|_{L^p(U)}},
\]

where the equality is an immediate corollary of Lemma \[4.18\]. Pick \(W \in C^\infty_c(U) \setminus \{0\}\) such that \(0 \leq W \leq 1\). Then for all \(\varphi \in C^\infty_c(\Omega)\) with \(\|\varphi\|_{L^p(U)} = 1\), we have

\[
c_U \int_\Omega W|\varphi|^p \, dx \leq c_U \leq Q_{p,A,V}[\varphi].
\]

Because \(Q_{p,A,V}\) is critical in \(\Omega\), it follows that \(c_U = 0\). Hence, a minimizing sequence of the above variational problem is a null-sequence of \(Q_{p,A,V}\) in \(\Omega\).

Suppose that \(Q_{p,A,V}\) admits a null-sequence in \(\Omega\). By Theorem \[6.9\] we get a positive solution \(v\) of \(Q'_{p,A,V}[u] = 0\). If \(Q_{p,A,V}\) is subcritical in \(\Omega\) with a nontrivial nonnegative Hardy-weight \(W\), then the AAP type theorem gives a positive solution \(w\) of the equation
$Q_{p,A,V} - W[u] = 0$ in $\Omega$. The function $w$ is also a proper positive supersolution of the equation $Q_{p,A,V}[u] = 0$. Therefore, $w$ and $v$ are two positive supersolutions of the above equation, but this contradicts Theorem 6.9.

(2) Suppose that the equation $Q_{p,A,V}[u] = 0$ in $\Omega$ admits a unique positive supersolution. If $Q_{p,A,V}$ does not admit a null-sequence, then $Q_{p,A,V}$ is subcritical by (1). The same argument as in the second part of the proof of (1) leads to a contradiction. The other direction follows from Theorem 6.9.

(3) Suppose that $Q_{p,A,V}$ is subcritical. Let $\{U_k\}_{k \in \mathbb{N}}$ be an open covering of $\Omega$ with $U_k \subseteq \Omega$ and $\bigcup_{k \in \mathbb{N}} U_k = \Omega$. Let $\{\chi_k\}_{k \in \mathbb{N}}$ be a locally finite smooth partition of unity subordinated to the covering. Then by the proof of (1), for every $k \in \mathbb{N}$, we have $c_{U_k} > 0$. Then for all $\varphi \in C_c^\infty(\Omega)$ and every $k \in \mathbb{N}$ we have

$$2^{-k}Q_{p,A,V}[\varphi] \geq 2^{-k}c_{U_k} \int_{U_k} |\varphi|^p \, dx \geq 2^{-k}C_k \int_{\Omega} \chi_k |\varphi|^p \, dx,$$

where $C_k \triangleright= \min\{c_{U_k}, 1\}$ for $k \in \mathbb{N}$. Then for all $\varphi \in C_c^\infty(\Omega)$ and every $k \in \mathbb{N}$ we have

$$2^{-k}Q_{p,A,V}[\varphi] \geq 2^{-k}C_k \int_{U_k} |\varphi|^p \, dx \geq 2^{-k}C_k \int_{\Omega} \chi_k |\varphi|^p \, dx.$$

Adding together all the above inequalities over all $k \in \mathbb{N}$, we get

$$Q_{p,A,V}[\varphi] \geq \int_{\Omega} W|\varphi|^p \, dx \quad \forall \varphi \in C_c^\infty(\Omega),$$

where $W \triangleright= \sum_{k=1}^\infty 2^{-k}C_k \chi_k > 0$ is smooth (recall that this series is locally finite). The other direction follows from the definition of subcriticality.

(4) For every nonempty open set $U \subseteq \Omega$ and every $\varphi \in C_c^\infty(\Omega)$, let

$$Q_{p,A,V}^U[\varphi] \triangleright= Q_{p,A,V}[\varphi] + \int_{U} |\varphi|^p \, dx,$$

which is subcritical because $Q_{p,A,V}$ is nonnegative. By (3), for every nonempty open set $U \subseteq \Omega$, there is a positive continuous function $W$ in $\Omega$ such that for all $\varphi \in C_c^\infty(\Omega)$,

$$Q_{p,A,V}^U[\varphi] \geq \int_{\Omega} W(x)|\varphi|^p \, dx. \quad (6.2)$$

Fix $\psi \in C_c^\infty(\Omega)$ with $\int_\Omega \phi \psi \, dx \not= 0$. Assume that for every $U \subseteq \Omega$, there exists a nonnegative sequence $\{\varphi_k\}_{k \in \mathbb{N}} \subseteq C_c^\infty(\Omega)$ such that

$$\int_{U} |\varphi_k|^p \, dx = 1, \quad Q_{p,A,V}[\varphi_k] \rightarrow 0, \quad \text{and} \quad \int_{\Omega} \varphi_k \psi \, dx \rightarrow 0, \quad \text{as} \ k \rightarrow \infty.$$

Because $\{\varphi_k\}_{k \in \mathbb{N}}$ is a null-sequence, by Theorem 6.9 $\{\varphi_k\}_{k \in \mathbb{N}}$ converges (up to a multiplicative constant) in $L^p_{loc}(\Omega)$ to the ground state. Furthermore,

$$\lim_{k \rightarrow \infty} \int_{\Omega} \varphi_k \psi \, dx = \int_{\Omega} \phi \psi \, dx \not= 0,$$
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and we arrive at a contradiction. Therefore, there exists a nonempty open $U \subset \Omega$ such that for all $\varphi \in C_c^\infty(\Omega)$ and some positive constant $C$,

$$
\int_U |\varphi|^p \, dx \leq C \left( Q_{p,A,V}[\varphi] + \left| \int_\Omega \varphi \psi \, dx \right|^p \right).
$$

By combining the above inequality with (6.2), we obtain the desired inequality. \qed

**Corollary 6.13.** Let $A$ satisfy assumptions 2.6 and 2.8 and let $V \in M^q_{\text{loc}}(p; \Omega)$. In addition, for $1 < p < 2$ suppose that Assumption 6.1 holds. Then $Q_{p,A,V}$ is subcritical in a domain $\omega \subset \Omega$ if and only if $\lambda_1(Q_{p,A,V}; \omega) > 0$.

**Proof.** Suppose that $Q_{p,A,V}$ is subcritical in $\omega$. Therefore, it admits a Hardy-weight $W$ in $\omega$. The AAP type theorem (Theorem 5.3) implies that there exists a positive solution $v$ of $Q'_{p,A,V} - W[u] = 0$ in $\omega$. Clearly, $v$ is a proper positive supersolution of $Q'_{p,A,V}[u] = 0$ in $\omega$. By Theorem 6.11, we have $\lambda_1(Q_{p,A,V}; \omega) > 0$.

On the other hand, if $\lambda_1(Q_{p,A,V}; \omega) > 0$, then $\lambda_1$ is a Hardy-weight for $Q_{p,A,V}$ in $\omega$ and hence $Q_{p,A,V}$ is subcritical. \qed

### 6.2 Perturbation results and applications

The present subsection is mainly intended for certain perturbation results. Our perturbations results are divided into two cases. One is a domain perturbation, and the other concerns certain potential perturbations. As an application we show that a critical operator admits a null-sequence that converges locally uniformly to its ground state.

#### 6.2.1 Criticality theory under a domain perturbation

The following is a straightforward result (see [46, Proposition 4.2]).

**Proposition 6.14.** Let $A$ satisfy assumptions 2.6 and 2.8 and let $V \in M^q_{\text{loc}}(p; \Omega)$. In addition, for $1 < p < 2$ suppose that Assumption 6.1 holds. Let $\Omega_1 \subset \Omega_2 \subset \Omega$ be subdomains such that $\Omega_2 \setminus \Omega_1 \neq \emptyset$.

(a) If $Q_{p,A,V}$ is nonnegative in $\Omega_2$, then $Q_{p,A,V}$ is subcritical in $\Omega_1$.

(b) If $Q_{p,A,V}$ is critical in $\Omega_1$, then $Q_{p,A,V}$ is supercritical in $\Omega_2$.

**Corollary 6.15.** Let $A$ satisfy assumptions 2.6 and 2.8 and let $V \in M^q_{\text{loc}}(p; \Omega)$. In addition, for $1 < p < 2$ suppose that Assumption 6.1 holds. If $Q_{p,A,V}$ is nonnegative in $\Omega$, then for all domains $\omega \subset \Omega$, we have $\lambda_1(Q_{p,A,V}; \omega) > 0$.

**Proof.** The result follows directly from Proposition 6.14 and Corollary 6.13. \qed
6.2.2 Criticality theory under potential perturbations

We state here certain results on perturbations by a potential whose proofs are as in the proofs of \[43\] Proposition 4.8, \[44\] Corollary 4.17, \[45\] Propositions 4.4 and 4.5.

**Proposition 6.16.** Suppose that \( A \) satisfies Assumption 2.8, \( V_2 \geq V_1 \) a.e. in \( \Omega \), where \( V_i \in M_{\text{loc}}^q(p; \Omega) \) for \( i = 1, 2 \), and \( \mathcal{L}^n(\{ x \in \Omega : V_2(x) > V_1(x) \}) > 0 \).

1. If \( Q_{p,A,V_1} \) is nonnegative in \( \Omega \), then \( Q_{p,A,V_2} \) is subcritical in \( \Omega \).
2. If \( Q_{p,A,V_2} \) is critical in \( \Omega \), then \( Q_{p,A,V_1} \) is supercritical in \( \Omega \).

**Corollary 6.17.** Let \( A \) satisfy assumptions 2.6 and 2.8, and let \( V_i \in M_{\text{loc}}^q(p; \Omega) \), where \( i = 0, 1 \). In addition, for \( 1 < p < 2 \) suppose that Assumption 6.1 holds. Assume that \( Q_{p,A,V_i} \) are nonnegative for \( i = 1, 2 \). Let \( V_t = (1 - t)V_0 + tV_1 \) for \( t \in [0, 1] \). Then \( Q_{p,A,V_t} \) is nonnegative in \( \Omega \) for all \( t \in (0, 1] \). Moreover, if \( \mathcal{L}^n(\{ V_0 \neq V_1 \}) > 0 \), then \( Q_{p,A,V_t} \) is subcritical in \( \Omega \) for every \( t \in (0, 1) \).

**Proposition 6.18.** Let \( A \) satisfy assumptions 2.6 and 2.8, and let \( V \in M_{\text{loc}}^q(p; \Omega) \). In addition, for \( 1 < p < 2 \) suppose that Assumption 6.7 holds. Assume that \( Q_{p,A,V} \) is subcritical in \( \Omega \) and \( V \in L_{\text{loc}}^\infty(\Omega) \setminus \{0\} \) is such that \( V \not\equiv 0 \). Then there is \( \tau_+ > 0 \) and \( \tau_- \in [\tau_+, 0] \) such that \( Q_{p,A,V+\tau_+V} \) is subcritical in \( \Omega \) if and only if \( t \in (\tau_-, \tau_+) \). In addition, \( Q_{p,A,V+\tau_+V} \) is critical in \( \Omega \).

**Proposition 6.19.** Let \( A \) satisfy assumptions 2.6 and 2.8, and let \( V \in M_{\text{loc}}^q(p; \Omega) \). In addition, for \( 1 < p < 2 \) suppose that Assumption 6.7 holds. Assume that \( Q_{p,A,V} \) is critical in \( \Omega \) with a ground state \( v \). Let \( V \in L_{\text{loc}}^\infty(\Omega) \). Then there is \( 0 < \tau_+ \leq \infty \) such that \( Q_{p,A,V+\tau_+V} \) is subcritical in \( \Omega \) for \( t \in (0, \tau_+) \) if and only if \( \int_\Omega |V|^p \, dx > 0 \).

6.2.3 Locally uniformly convergent null-sequence

The following is an important application of the above perturbation results.

**Lemma 6.20.** Let \( A \) satisfy assumptions 2.6 and 2.8, and let \( V \in M_{\text{loc}}^q(p; \Omega) \). In addition, for \( 1 < p < 2 \) suppose that Assumption 6.7 holds. Assume that \( Q_{p,A,V} \) is critical in \( \Omega \). Then \( Q_{p,A,V} \) admits a null-sequence \( \{ \phi_i \}_{i \in \mathbb{N}} \subseteq C_c^\infty(\Omega) \) converging locally uniformly to the ground state \( \phi \).

**Proof.** Let \( \{ \omega_i \}_{i \in \mathbb{N}} \) be a Lipschitz exhaustion of \( \Omega \), \( x_0 \in \omega_1 \), and \( V \in C_c^\infty(\Omega) \setminus \{0\} \) a nonnegative function such that \( \text{supp}(V) \subseteq \omega_1 \). By virtue of Proposition 6.6 for every \( i \in \mathbb{N} \), there exists \( t_i > 0 \) such that the functional \( Q_{p,A,V-t_iV} \) is critical in \( \omega_i \). Let \( \phi_i' \) be the ground state of \( Q_{p,A,V-t_iV} \) in \( \omega_i \) satisfying \( \phi_i'(x_0) = 1 \). Clearly, \( \lim_{i \to \infty} t_i = 0 \), and \( \lambda_1(Q_{p,A,V-t_iV}; \omega_i) = 0 \), hence, \( \phi_i \in W_0^{1,p}(\omega_i) \), and \( Q_{p,A,V-t_iV}[\phi_i'] = 0 \). By Theorems 3.15 and 6.12 it follows that the sequence \( \{ \phi_i' \}_{i \in \mathbb{N}} \) converges locally uniformly to \( \phi_0 \), the ground state of \( Q_{p,A,V} \) in \( \Omega \), where \( c > 0 \) is a constant, and \( \int_{\omega_1} |\phi_i'|^p \, dx \asymp \int_{\omega_1} |\phi|^p \, dx \asymp 1 \). It follows that \( \lim_{i \to \infty} Q_{p,A,V}[\phi_i'] = \lim_{i \to \infty} \int_{\omega_1} V(\phi_i')^p \, dx = 0 \).
By virtue of [12, page 250, Theorem 1] and [12, page 630, Theorem 6], there exists a nonnegative approximating sequence \( \{ \phi_i \} \subset N \subseteq C_c^\infty(\Omega) \) such that \( \lim_{i \to \infty} Q_{p,A,V}[\phi_i] = 0 \), and \( \{ \phi_i \} \) converges locally uniformly to \( \phi \) in \( \Omega \). Hence, \( \int_{\Omega} |\phi_i|^p \, dx \asymp 1 \). By Lemma 6.6, the desired result follows.

6.3 Hardy–Sobolev–Maz’ya inequality and \((A,V)\)-capacity

The following definition of capacity is a counterpart of [44, Definition 6.7].

**Definition 6.21.** Let \( A \) satisfy Assumption 2.6 and let \( V \in M_{loc}^q(p; \Omega) \). Assume that the functional \( Q_{p,A,V} \) is nonnegative on \( C_c^\infty(\Omega) \). For every compact subset \( K \) of \( \Omega \), we define the \((A,V)\)-capacity of \( K \) in \( \Omega \) as

\[
\text{Cap}_{A,V}(K, \Omega) \overset{\Delta}{=} \inf \{ Q_{p,A,V}[\varphi] : \varphi \in C_c^\infty(\Omega), \varphi \geq 1 \text{ on } K \}.
\]

**Remark 6.22.** For the \( p \)-capacity and the \((p;r)\)-capacity, see [18, Chapter 2] and [34, Section 2.1]. For a relationship between the \( p \)-capacity and the \( p \)-parabolicity in a Riemannian manifold, see [59, 60]. Recall that \( |\xi|_A^p = pF(x, \xi) \) for a.e. \( x \in \Omega \) and all \( \xi \in \mathbb{R}^n \). For the variational \( F \)-capacity, which is a Choquet capacity as guaranteed by [18, Theorem 5.31], we refer to [18, Section 5.30].

The following theorem is an extension of [44, Theorem 6.8], [47, Theorem 4.5], and [49, Theorem 3.4]. The proof is omitted since it is similar to that of [47, Theorem 4.5].

**Theorem 6.23.** Let \( A \) satisfy assumptions 2.6 and 2.8 and let \( V \in M_{loc}^q(p; \Omega) \). In addition, for \( 1 < p < 2 \) suppose that Assumption 6.1 holds. Assume that \( Q_{p,A,V} \) is nonnegative on \( C_c^\infty(\Omega) \) and the equation \( Q'_{p,A,V}[w] = 0 \) in \( \Omega \) admits a positive supersolution \( v \) whose gradient is locally bounded. Then the following assertions are equivalent.

1. The functional \( Q_{p,A,V} \) is subcritical in \( \Omega \);
2. there exists a positive continuous function \( W^* \) in \( \Omega \) such that for all \( \varphi \in C_c^\infty(\Omega) \),
   \[
   Q_{p,A,V}[\varphi] \geq \int_{\Omega} W^*(x) \left( |\nabla \varphi|_A^p + |\varphi|^p \right) \, dx;
   \]
3. for every nonempty open set \( U \subset \Omega \) there exists \( c_U > 0 \) such that for all \( \varphi \in C_c^\infty(\Omega) \),
   \[
   Q_{p,A,V}[\varphi] \geq c_U \left( \int_{U} |\varphi| \, dx \right)^p;
   \]
4. the \((A,V)\)-capacity of all closed balls \( B \subset \Omega \) with positive radii in \( \Omega \) is positive;
4′ the \((A,V)\)-capacity of some closed ball \( B \subset \Omega \) with a positive radius in \( \Omega \) is positive.

Furthermore, in the case of \( p < n \), (1) holds if and only if
there exists a positive continuous function $\mathring{W}$ in $\Omega$ such that the following weighted Hardy–Sobolev–Maz'ya inequality holds true:

$$ Q_{p,A,V}[\varphi] \geq \left( \int_{\Omega} \mathring{W}(x)|\varphi|^{p^*} \, dx \right)^{p/p^*} \quad \forall \varphi \in C_0^\infty(\Omega), $$

where $p^* \triangleq pn/(n - p)$ is the critical Sobolev exponent.

7 Positive solution of minimal growth

This section concerns the removability of an isolated singularity, the existence of positive solutions of minimal growth in a neighborhood of infinity in $\Omega$, and their relationships with the criticality or subcriticality. We also study the minimal decay of Hardy-weights.

7.1 Removability of isolated singularity

In this subsection, we consider the removability of an isolated singularity (see also [15, 53, 54] and references therein).

**Lemma 7.1.** Fix $x_0 \in \Omega$. Denote by $B_r \triangleq B_r(x_0)$ the open ball of the radius $r > 0$ centered at $x_0$. Suppose that $A$ satisfies Assumption 2.6, and let $V \in M^q(p; B_R)$ for some $R > 0$ with $B_R \subseteq \Omega$. Then there exists $R_1 \in (0,R)$ such that $\lambda_1(Q_{p,A,V}; B_r) > 0$ for all $0 < r < R_1$.

**Proof.** By [29, Theorem 13.19], for all $0 < r < R$ and $u \in W_0^{1,p}(B_r) \setminus \{0\}$, we have the lower bound $\|\nabla u\|_{L^p(B_r)}^p \geq C(n,p)r^{-p}\|u\|_{L^p(B_r)}^p$. Let $\delta = \alpha_{B_R}/2$. Then by the Morrey-Adams theorem, for all $0 < r < R$ and $u \in W_0^{1,p}(B_r) \setminus \{0\}$ with $\|u\|_{L^p(B_r)}^p = 1$, we get

$$ \lambda_1(Q_{p,A,V}; B_r) \geq \int_{B_r} |\nabla u|_A^p \, dx + \int_{B_r} V|u|^p \, dx \geq \alpha_{B_R} \int_{B_r} |\nabla u|_A^p \, dx + \int_{B_r} V|u|^p \, dx \geq \delta C(n,p)r^{-p} - \frac{C(n,p,q)}{\delta^{n/(pq-n)}} \|V\|_{M^q(p,B_R)}^{n/(pq-n)}. $$

Thus, for all sufficiently small radii $r > 0$, the principal eigenvalue $\lambda_1(Q_{p,A,V}; B_r) > 0$. \qed

The following theorem can be proved by essentially the same arguments as those of [43, Theorems 5.4], and therefore it is omitted.

**Theorem 7.2.** Assume that $p \leq n$, $x_0 \in \Omega$, $A$ satisfies Assumption 2.6, and $V \in M^q_{\text{loc}}(p; \Omega)$. Consider a positive solution $u$ of $Q_{p,A,V}[w] = 0$ in a punctured neighborhood $U_{x_0}$ of $x_0$. If $u$ is bounded in some punctured neighborhood of $x_0$, then $u$ can be extended to a nonnegative solution in $U_{x_0}$. Otherwise, $\lim_{x \to x_0} u(x) = \infty$. 
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7.2 Positive solutions of minimal growth

In this subsection, we study positive solutions of minimal growth at infinity in \( \Omega \), a notion that was introduced by Agmon in [1] for second-order linear elliptic operators and was later extended to the quasilinear case [16] and graphs [26]. In particular, we give a further characterization of criticality in terms of global minimal positive solutions.

7.2.1 Positive solutions of minimal growth

We call a compact subset \( K \) of \( \Omega \) admissible if \( K \) is the closure of a (nonempty) Lipschitz domain with connected boundary.

**Lemma 7.3.** For every Lipschitz domain \( \omega_0 \subset \Omega \), \( \overline{\omega_0} \) is admissible if and only if for some (all) domain(s) \( \omega \) with \( K \subset \omega \subset \Omega \), \( \omega \setminus K \) is a domain. In particular, for every admissible compact subset \( K \) of \( \Omega \) and every Lipschitz exhaustion \( \{\omega_i\}_{i \in \mathbb{N}} \) of \( \Omega \), it holds that \( \omega_i \setminus K \) is a domain for all sufficiently large \( i \in \mathbb{N} \).

**Proof.** Consider an arbitrary Lipschitz domain \( \omega_0 \subset \Omega \).

If there exists a domain \( \omega \) with \( \omega_0 \subset \omega \subset \Omega \) such that \( \omega \setminus \overline{\omega_0} \) is a domain, then it is easy to check that \( \mathbb{R}^n \setminus \overline{\omega_0} \) is path-connected and hence connected. It follows that \( \mathbb{R}^n \setminus \omega_0 = \overline{\mathbb{R}^n \setminus \omega_0} \) is connected. By the theorem of [9], \( \partial \omega_0 \) is connected. Hence, \( \overline{\omega_0} \) is admissible.

Now suppose that \( \overline{\omega_0} \) is admissible. Then \( \partial \omega_0 \) is connected. Note that \( \partial \omega_0 \) is locally path-connected because \( \omega_0 \) is a Lipschitz domain. Then \( \partial \omega_0 \) is path-connected. Pick any domain \( \omega \) with \( \omega_0 \subset \omega \subset \Omega \). By means of finite covering, it is a simple matter to check that \( \omega \setminus \overline{\omega_0} \) is path-connected and hence a domain. \( \square \)

The following definition of positive solutions of minimal growth is a modification of [21] Definition 7.3.

**Definition 7.4.** Let \( \mathcal{A} \) satisfy Assumption 2.6 and let \( V \in M^q_{\text{loc}}(p; \Omega) \). Let \( K_0 \) be a compact subset of \( \Omega \) such that \( \Omega \setminus K_0 \) is a domain. A positive solution \( u \) of \( Q'_{p,A,V}[w] = 0 \) in \( \Omega \setminus K_0 \) is called a positive solution of minimal growth in a neighborhood of infinity in \( \Omega \) if for all admissible compact subsets \( K \) of \( \Omega \) with \( K_0 \subset K \), and all positive solutions \( v \in C\left(\Omega \setminus K\right) \) of \( Q'_{p,A,V}[w] = g \geq 0 \) in \( \Omega \setminus K \) for some \( g \in M^q_{\text{loc}}(p; \Omega \setminus K) \) such that \( u \leq v \) on \( \partial K \), it holds that \( u \leq v \) in \( \Omega \setminus K \). For such a positive solution \( u \), we write \( u \in \mathcal{M}_{\Omega;K_0} = \mathcal{M}^q_{\text{loc}}(\Omega;K_0) \). If \( K_0 = \emptyset \), then \( u \) is called a global minimal positive solution of \( Q'_{p,A,V}[w] = 0 \) in \( \Omega \).

Next we define a slightly stronger local Morrey space \( \widetilde{M}^q_{\text{loc}}(p; \Omega) \). For potentials in this space, solutions of \( Q'[u] = 0 \) with zero boundary value on bounded Lipschitz domains are Hölder continuous up to the boundary (see [8] Theorem 2.3)), which will be used when we apply the weak comparison principle. See also [22] Definition 2.11.

**Definition 7.5.** A function \( V \in M^q_{\text{loc}}(p; \Omega) \) is in \( \widetilde{M}^q_{\text{loc}}(p; \Omega) \) if \( q > n \) when \( p < n \), and when \( p = n \), for some \( \theta \in (n-1,n) \) and all domains \( \omega \subset \Omega \),

\[
\sup_{y \in \omega} \frac{1}{r^\theta} \int_{B_r(y) \cap \omega} |V| \, dx < \infty.
\]
Proof. The proof is similar to that of [43, Theorem 5.9] and hence omitted.

Let \( Q_{p,A,V} \geq 0 \) in \( C^\infty_0(\Omega) \) with \( A \) satisfying Assumption 2.6, and let \( V \in \widetilde{M}^0_{\text{loc}}(p;\Omega) \). Then for every \( x_0 \in \Omega \), the equation \( Q'_{p,A,V}[w] = 0 \) has a solution \( u \in \mathcal{M}_{\Omega\{x_0\}} \).

Remark 7.8. See [39, 40, 42] for more on minimal positive Green functions of linear elliptic operators of the second order.

Definition 7.7. A function \( u \in \mathcal{M}_{\Omega\{x_0\}} \) is called a minimal positive Green function of \( Q'_{p,A,V} \) in \( \Omega \) with singularity at \( x_0 \), if \( u \) admits a nonremovable singularity at \( x_0 \). We denote such a Green function by \( G^\Omega_{A,V}(x,x_0) \).

Further characterization of criticality

7.2.2 Further characterization of criticality

We characterize the criticality and subcriticality of \( Q_{p,A,V} \) in terms of the existence of a global minimal positive solution and give sufficient conditions for the subcriticality by virtue of the existence of a Green function.

Theorem 7.9. Let \( A \) satisfy assumptions 2.6 and 2.8, and let \( V \in \widetilde{M}^0_{\text{loc}}(p;\Omega) \). In addition, for \( 1 < p < 2 \) suppose that Assumption 6.1 holds. Consider the nonnegative functional \( Q_{p,A,V} \). Then \( Q_{p,A,V} \) is subcritical in \( \Omega \) if and only if the equation \( Q'_{p,A,V}[u] = 0 \) does not admit a global minimal positive solution in \( \Omega \). Moreover, a ground state of \( Q'_{p,A,V}[u] = 0 \) in \( \Omega \) is a global minimal positive solution of \( Q'_{p,A,V}[u] = 0 \) in \( \Omega \).

Proof. The proof is similar to that of [43, Theorem 5.9] and hence omitted.

Theorem 7.10. Let \( A \) satisfy assumptions 2.6 and 2.8, and let \( V \in \widetilde{M}^0_{\text{loc}}(p;\Omega) \). In addition, for \( 1 < p < 2 \) suppose that Assumption 6.1 holds. Assume that the functional \( Q_{p,A,V} \) is nonnegative in \( \Omega \), and fix \( u \in \mathcal{M}_{\Omega\{x_0\}} \) for some \( x_0 \in \Omega \).
(1) If $p \leq n$ and $u$ has a nonremovable singularity at $x_0$, then $Q_{p,A,V}$ is subcritical in $\Omega$.

(2) If $p > n$, $u$ has a nonremovable singularity at $x_0$, and $\lim_{x \to x_0} u(x) = c$ for some positive constant $c$, then $Q_{p,A,V}$ is subcritical in $\Omega$.

Proof. The proof is similar to that of [43, Theorem 5.10] and hence omitted.

7.3 How large can Hardy-weights be?

The following theorem is a generalization of [27, theorems 3.1 and 3.2].

**Theorem 7.11.** Let $\mathcal{A}$ satisfy assumptions 2.7 and 2.8 and let $V \in \widetilde{M}_p^q(p; \Omega)$. In addition, for all $1 < p < \infty$ suppose that Assumption 6.1 holds. Assume that $Q_{p,A,V}$ is nonnegative in $\Omega$. For a compact $K \subseteq \Omega$ such that $\Omega \setminus K$ is a domain, let $\phi \in W^1_p(\Omega \setminus K)$ be a positive solution of the equation $Q_{p,A,V}[u] = 0$ in $\Omega \setminus K$ of minimal growth in a neighborhood of infinity in $\Omega$. Let $K$ be an admissible compact subset of $\Omega$ such that $K \subseteq K$. Then for every Hardy-weight $W$ of $Q_{p,A,V}$ in $\Omega \setminus K$, we have
\[
\int_{K^c} W|\phi|^p \, dx < \infty.
\]

Proof. Let $K \subseteq K \subseteq \Omega$, and let $\tilde{V} \in C^\infty_c(\tilde{K})$ be a nonnegative function such that $Q_{p,A,V-\tilde{V}}$ is critical in $\Omega$. There exists a null sequence $\{\tilde{\varphi}_k\}_{k \in \mathbb{N}} \subseteq C^\infty_c(\Omega)$ for $Q_{p,A,V-\tilde{V}}$ in $\Omega$ converging locally uniformly to its ground state $\varphi$. Then $\tilde{\varphi}_k \geq 0$, $\|\tilde{\varphi}_k\|_{L^p(K)} = 1$, and $\lim_{k \to \infty} Q_{p,A,V-\tilde{V}}[\tilde{\varphi}_k] = 0$. Let $f \in C^1(\Omega)$ satisfy $0 \leq f \leq 1$, $f|_K = 0$, $f|_{K^c} = 1$, and $|\nabla f(x)|_A \leq C_0$ for some constant $C_0$ and all $x \in \Omega$. Then $Q_{p,A,V}[f \tilde{\varphi}_k] \geq \int_{K^c} W|f \tilde{\varphi}_k|^p \, dx \geq \int_{K^c} W|\tilde{\varphi}_k|^p \, dx$. Moreover,
\[
\int_{K^c} W|\tilde{\varphi}_k|^p \, dx \leq Q_{p,A,V}[f \tilde{\varphi}_k] = \int_{K^c} (|\nabla \tilde{\varphi}_k|_A^p + V|\tilde{\varphi}_k|^p) \, dx + \int_{K \setminus K^c} (|\nabla (f \tilde{\varphi}_k)|_A^p + V|f \tilde{\varphi}_k|^p) \, dx
\]
\[
\leq Q_{p,A,V-\tilde{V}}[\tilde{\varphi}_k] + 2\int_{K^c} (|V| + \tilde{V})|\tilde{\varphi}_k|^p \, dx + C\|\tilde{\varphi}_k\|_{W^{1,p}(K)}^p.
\]
Since the null-sequence $\{\varphi_k\}$ is locally bounded in $L^\infty(\Omega)$ and $W^{1,p}(\Omega)$, it follows that
\[
\int_{K^c} W|\varphi_k|^p \, dx < C_1.
\]

Consequently, the Fatou Lemma implies that $\int_{K^c} W|\varphi|^p \, dx \leq C_1$. Note that the ground state $\varphi$ is a positive solution of $Q_{p,A,V}[u] = 0$ of minimal growth at infinity of $\Omega$. Hence, $\phi \asymp \varphi$ in $K^c$. Thus, $\int_{K^c} W|\phi|^p \, dx < \infty$.
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