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Abstract. In this paper, we study a class of nonlinear Schrödinger equations (NLS) with potential
\[ i\partial_t u + \Delta u - Vu = \pm |u|^{\alpha} u, \quad (t, x) \in \mathbb{R} \times \mathbb{R}^3, \]
where \( \frac{4}{3} < \alpha < 4 \) and \( V \) is a Kato-type potential including the genuine Yukawa potential as a special case. By using variational analysis and interaction Morawetz estimates, we establish a scattering criterion for the equation with non-radial initial data. As a consequence, we prove the energy scattering for the focusing problem with data below the ground state threshold. Our result extends the recent works of Hong (Commun Pure Appl Anal 15(5):1571–1601, 2016) and Hamano and Ikeda (J Evolut Equ 20:1131–1172, 2020). As a by product of the scattering criterion and the concentration-compactness lemma à la P. L. Lions, we study long time dynamics of global solutions to the focusing problem with data at the ground state threshold. Our result is robust and can be applicable to show the energy scattering for the focusing NLS with Coulomb potential.
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1. Introduction

We consider the Cauchy problem for a class of nonlinear Schrödinger equations with potential
\[
\begin{aligned}
&i\partial_t u + \Delta u - Vu = \pm |u|^{\alpha} u, \quad (t, x) \in \mathbb{R} \times \mathbb{R}^3, \\
&u(0, x) = u_0(x),
\end{aligned}
\]
where \( u : \mathbb{R} \times \mathbb{R}^3 \to \mathbb{C} \), \( u_0 : \mathbb{R}^3 \to \mathbb{C} \), \( \frac{4}{3} < \alpha < 4 \), and \( V \) is a real-valued potential. The range \( \frac{4}{3} < \alpha < 4 \) is referred to the intercritical case which
corresponds to the mass-supercritical and energy-subcritical case in three dimensions. The plus (resp. minus) sign in front of the nonlinearity corresponds to the defocusing (resp. focusing) case. In this paper, the potential $V : \mathbb{R}^3 \to \mathbb{R}$ is assumed to satisfy the following assumptions:

$$V \in K \cap L^2$$  \quad (1.2)

and

$$\|V^-\|_K < 4\pi,$$  \quad (1.3)

where $K$ is a class of Kato potentials with

$$\|V\|_K := \sup_{x \in \mathbb{R}^3} \int_{\mathbb{R}^3} \frac{|V(y)|}{|x - y|} dy$$

and $V_-(x) := \min\{V(x), 0\}$ is the negative part of $V$.

**Remark 1.1.** A typical example of potentials satisfying (1.2) and (1.3) is the following Yukawa-type potential

$$V(x) = c|x|^{-\sigma} e^{-a|x|}, \quad c \in \mathbb{R}, \quad \sigma \in (0, 2), \quad a > 0. \quad (1.4)$$

The genuine Yukawa potential corresponds to $\sigma = 1$. The nonlinear Schrödinger equation with Yukawa potential appears in a model describing the interaction between a meson field and a fermion field (see e.g., [32]). We will see in Appendix that

$$\|V\|_{L^q} = |c| \left[4\pi(aq)^{q\sigma - 3}\Gamma(3 - q\sigma)\right]^\frac{1}{q} \quad (1.5)$$

and

$$\|V\|_K = 4\pi|c|a^{-\sigma}\Gamma(2 - \sigma), \quad (1.6)$$

where $\Gamma$ is the Gamma function.

By the assumptions (1.2) and (1.3), it is known (see e.g., [19]) that the operator $\mathcal{H} := -\Delta + V$ has no eigenvalues, and the Schrödinger operator $e^{-it\mathcal{H}}$ enjoys dispersive and Strichartz estimates. Moreover, the Sobolev norms $\|\Lambda f\|_{L^2}$ and $\|\nabla f\|_{L^2}$ are equivalent, where

$$\|\Lambda f\|_{L^2}^2 := \int |\nabla f|^2 dx + \int V|f|^2 dx. \quad (1.7)$$

Thanks to Strichartz estimates, it was shown in [18,19] that the Cauchy problem (1.1) is locally well-posed in $H^1$. In addition, local solutions satisfy the conservation of mass and energy

$$M(u(t)) := \int |u(t, x)|^2 dx = M(u_0), \quad \text{(Mass)}$$

$$E(u(t)) := \frac{1}{2} \int |\nabla u(t, x)|^2 + \frac{1}{2} \int V(x)|u(t, x)|^2 dx \quad \text{(Energy)}$$

$$\pm \frac{1}{\alpha + 2} \int |u(t, x)|^{\alpha + 2} dx = E(u_0).$$

The main purpose of this paper is to study the energy scattering with non-radial data for (1.1).
Definition 1.1. (Energy scattering) A global solution \( u \in C(\mathbb{R}, H^1) \) to (1.1) is said to be scattering in \( H^1 \) forward in time (resp. backward in time) if there exists \( u_+ \in H^1 \) (resp. \( u_- \in H^1 \)) such that
\[
\lim_{t \to +\infty} \| u(t) - e^{-it\mathcal{H}}u_+ \|_{H^1} = 0 \quad \text{(resp.} \lim_{t \to -\infty} \| u(t) - e^{-it\mathcal{H}}u_- \|_{H^1} = 0). \]

1.1. Known results
Before stating our results, let us recall some known results related to the energy scattering for nonlinear Schrödinger equations (NLS) without potential, namely the equation
\[
\begin{cases}
  i\partial_t u + \Delta u = \pm |u|^{\alpha} u, & (t, x) \in \mathbb{R} \times \mathbb{R}^3, \\
  u(0, x) = u_0(x).
\end{cases}
\]
(1.8)
It is well-known that (1.8) is locally well-posed in \( H^1 \). Moreover, local solutions satisfy the conservation laws of mass and energy
\[
M(u(t)) := \int |u(t, x)|^2 \, dx = M(u_0),
E_0(u(t)) := \frac{1}{2} \int |\nabla u(t, x)|^2 \, dx \pm \frac{1}{\alpha + 2} \int |u(t, x)|^{\alpha+2} \, dx = E_0(u_0).
\]
(1.9)
Equation (1.8) also satisfies the scaling invariance
\[
\| u_\lambda(t, x) \|_{\dot{H}^2} = \lambda^{\frac{2}{\gamma_c}} \| u_0 \|_{\dot{H}^2},
\]
where \( \dot{H}^\gamma \) denotes the homogeneous Sobolev space of order \( \gamma \). This shows that the scaling (1.10) leaves \( \dot{H}^{\gamma_c} \)-norm of the initial data invariant, where
\[
\gamma_c := \frac{3}{2} - \frac{2}{\alpha}.
\]
(1.11)
We also define the critical exponent
\[
\sigma_c := \frac{1 - \gamma_c}{\gamma_c} = \frac{4 - \alpha}{3\alpha - 4}.
\]
(1.12)
The energy scattering for (1.8) in the defocusing case was first established by Ginibre and Velo [15]. The proof was later simplified by Tao et al. [30].

Theorem 1.1. ([15,30]) Let \( \frac{4}{3} < \alpha < 4 \) and \( u_0 \in H^1 \). Then the corresponding solution to the defocusing problem (1.8) exists globally in time and scatters in \( H^1 \) in both directions.

The proof of this result is based on an a priori global bound \( \| u \|_{L^4(\mathbb{R} \times \mathbb{R}^3)} \leq C(M, E_0) < \infty \) which is a consequence of interaction Morawetz estimates. We refer the reader to [15,30] for more details.

In the focusing case, it is well-known that (1.8) admits a global non-scattering solution of the form \( u(t, x) = e^{itx}Q(x) \), where \( Q \) is the unique positive radial solution to
\[
-\Delta Q + Q - |Q|^\alpha Q = 0.
\]
(1.13)
The energy scattering for the focusing problem (1.8) was first proved by Holmer and Roudenko [20] with $\alpha = 2$ and radially symmetric initial data. The radial assumption was later removed by Duyckaerts et al. [12]. Extensions of this result to any dimensions $N \geq 1$ and the whole range of the intercritical case were done by Cazenave et al. [5], Akahori and Nawa [1], and Guevara [17].

**Theorem 1.2.** ([1, 5, 12, 17, 20]) Let $\frac{4}{3} < \alpha < 4$. Let $u_0 \in H^1$ satisfy

$$E_0(u_0)[M(u_0)]^{\sigma_c} < E_0(Q)[M(Q)]^{\sigma_c},$$

$$\|\nabla u_0\|_{L^2}\|u_0\|_{L^2}^{\sigma_c} < \|\nabla Q\|_{L^2}\|Q\|_{L^2}^{\sigma_c}. $$

Then the corresponding solution to the focusing problem (1.8) exists globally in time and scatters in $H^1$ in both directions.

The proof of this result is based on the concentration-compactness-rigidity argument of Kenig and Merle [22]. It consists of three main steps: variational analysis, existence of the minimal blow-up solution via the profile decomposition, and rigidity argument. This method is robust and has been applied to show the energy scattering for various nonlinear Schrödinger-type equations.

Concerning the energy scattering for (1.1), Hong [19] made use of the concentration-compactness-rigidity argument of Colliander et al. [6] and Kenig and Merle [22] to show the energy scattering for the cubic nonlinearity, i.e., $\alpha = 2$. More precisely, he proved the following result.

**Theorem 1.3.** ([19]) Let $\alpha = 2$.

- (The focusing case) Let $V : \mathbb{R}^3 \to \mathbb{R}$ satisfy (1.2), $V \geq 0$, $x \cdot \nabla V \leq 0$, and $x \cdot \nabla V \in L^\frac{3}{2}$. Let $u_0 \in H^1$ satisfy

$$E(u_0)M(u_0) < E_0(Q)M(Q),$$

$$\|\Lambda u_0\|_{L^2}\|u_0\|_{L^2} < \|\nabla Q\|_{L^2}\|Q\|_{L^2},$$

where $\|\Lambda u_0\|_{L^2}$ is defined as in (1.7) and $E_0(Q)$ is as in (1.9). Then the corresponding solution to the focusing problem (1.1) exists globally in time and scatters in $H^1$ in both directions.

- (The defocusing case) Let $V : \mathbb{R}^3 \to \mathbb{R}$ satisfy (1.2), (1.3), and $\|(x \cdot \nabla V)_+\|_{\mathcal{K}} < 4\pi$. Let $u_0 \in H^1$. Then the corresponding solution to the defocusing problem (1.1) exists globally in time and scatters in $H^1$ in both directions.

The proof of this result depends heavily on linear profile decomposition. However, due to the lack of translation invariance for both linear and nonlinear equations caused by the potential, showing the linear profile decomposition is more involved. To overcome the difficulty, Y. Hong considered the potential as a perturbation of the linear equation, and chose a suitable Strichartz norm to make the error small. We refer the reader to [19] for more details.

Recently, Hamano and Ikeda [18] extended Y. Hong’s result to the whole range of the intercritical case, i.e., $\frac{4}{3} < \alpha < 4$ and radially symmetric initial data. More precisely, they proved the following result.
Theorem 1.4. ([18]) Let $\frac{4}{3} < \alpha < 4$. Let $V : \mathbb{R}^3 \to \mathbb{R}$ be radially symmetric satisfying (1.2), $V \geq 0$, $x \cdot \nabla V \leq 0$, and $x \cdot \nabla V \in L^{\frac{3}{2}}$. Let $u_0 \in H^1$ be radially symmetric satisfying

$$E(u_0)[M(u_0)]^{\sigma_c} < E_0(Q)[M(Q)]^{\sigma_c}, \quad (1.16)$$

$$\|\nabla u_0\|_{L^2} \|u_0\|_{L^2}^{\sigma_c} < \|\nabla Q\|_{L^2} \|Q\|_{L^2}^{\sigma_c}, \quad (1.17)$$

Then the corresponding solution to the focusing problem (1.1) exists globally in time and scatters in $H^1$ in both directions.

The proof of this result is based on a recent argument of Dodson and Murphy [10] which makes use of the radial assumption. This is done by three main steps. The first one is to use nonlinear estimates to show a suitable scattering criterion. The second one is to use variational arguments to derive the coercivity on sufficiently large balls. Finally, thanks to the coercivity, Morawetz estimates, and the radial Sobolev embedding, one obtains a space time decay which implies the smallness of $L^2$-norm of the solution inside a large ball for sufficiently large time. This together with dispersive estimates imply that the global solution satisfies the scattering criterion.

In the defocusing case, the energy scattering for non-radial data was proved by the author in [8, Theorem 1.4].

Theorem 1.5. ([8]) Let $\frac{4}{3} < \alpha < 4$. Let $V : \mathbb{R}^3 \to \mathbb{R}$ be radially symmetric satisfying (1.2), (1.3), $x \cdot \nabla V \leq 0$, and $\partial_r V \in L^q$ for any $\frac{3}{2} \leq q \leq \infty$. Let $u_0 \in H^1$. Then the corresponding solution to the defocusing problem (1.1) exists globally in time and scatters in $H^1$ in both directions.

The proof of this result is based on interaction Morawetz estimates in the same spirit of [30]. The first step is to use interaction Morawetz estimates to show a priori global bound $\|u\|_{L^4(\mathbb{R} \times \mathbb{R}^3)} \leq C(M, E) < \infty$. This global bound combined with nonlinear estimates show the energy scattering. For more details, we refer the reader to [8, Appendix].

The energy scattering for NLS with other-type of potentials have been studied in other works. For instance, Carles [3] proved the energy scattering for a smooth real-valued potential satisfying for $\mu > 2$,

$$|\partial^\alpha V(x)| \leq \frac{C_\alpha}{(1 + |x|)^{\mu + |\alpha|}}, \quad \forall \alpha \in \mathbb{R}^N$$

and there exists $M = M(N, \mu) > 0$ such that

$$\left(\frac{x}{|x|} \cdot \nabla V(x)\right)_+ \leq \frac{M}{(1 + |x|)^{\mu + 1}}, \quad \forall x \in \mathbb{R}^N,$$

where $f_+ := \max\{0, f\}$. Lafontaine [24] proved the energy scattering for 1D NLS with non-negative potential satisfying

$$V \in L^1_1(\mathbb{R}), \quad V' \in L^1_1(\mathbb{R}), \quad xV' \leq 0,$$

where

$$\|V\|_{L^1_1(\mathbb{R})} := \int_{\mathbb{R}} |V(x)|(1 + |x|)dx.$$
We also refer to other related works of Banica and Visciglia [2], Killip et al. [23], Lu et al. [26], Zheng [33], and Forcella and Visciglia [14].

1.2. Main results

Inspiring by the aforementioned results, the main purpose of this paper is to show the energy scattering for (1.1) with non-radially symmetric initial data. Our first result is the following scattering criterion for (1.1) with non-radial data.

**Theorem 1.6.** (Scattering criterion) Let \( \frac{4}{3} < \alpha < 4 \).

- **(The focusing case)** Let \( V : \mathbb{R}^3 \to \mathbb{R} \) be radially symmetric satisfying (1.2), \( V \geq 0, x \cdot \nabla V \leq 0, \) and \( \partial_r V \in L^q \) for any \( \frac{3}{2} \leq q \leq \infty \). Let \( u \) be a \( H^1 \)-solution to the focusing problem (1.1) defined on the maximal forward time interval of existence \([0,T^*)\). Assume that

\[
\sup_{t \in [0,T^*)} \| u(t) \|_{L^{\alpha+2}}^{\alpha+2} \| u(t) \|_{L^2}^{2} \sigma_c < \| Q \|_{L^{\alpha+2}}^{\alpha+2} \| Q \|_{L^2}^{2} .
\]

(1.18)

Then the solution exists globally in time, i.e., \( T^* < \infty \), and scatters in \( H^1 \) forward in time. A similar result holds for the negative times.

- **(The defocusing case)** Let \( V : \mathbb{R}^3 \to \mathbb{R} \) satisfy (1.2), (1.3), and

\[
\begin{cases}
\text{either } V \text{ be radially symmetric, } x \cdot \nabla V \leq 0, \text{ and } \partial_r V \in L^q \text{ for any } \frac{3}{2} \leq q \leq \infty; \\
\text{or } V \text{ be non-radially symmetric, } x \cdot \nabla V \in L^\frac{3}{2}, x \cdot \nabla V \leq 0,
\end{cases}
\]

and \( \nabla^2 V \) be non-positive definite.

(1.19)

Let \( u_0 \in H^1 \). Then the corresponding solution to the defocusing problem (1.8) exists globally in time and scatters in \( H^1 \) in both directions.

Theorem 1.6 gives a general criterion for the energy scattering for (1.1). In the focusing case, Theorem 1.6 allows us to study long time dynamics of solutions with data lying both below and at the ground state threshold (see Theorems 1.7 and 1.8). In the defocusing case, Theorem 1.6 not only gives an alternative proof for the energy scattering given in [8, Theorem 1.4] but also extends this result to the case of non-radially symmetric potential. Moreover, comparing to [19], we do not assume any smallness condition on \( \| (x \cdot \nabla V)_{+} \|_{\mathcal{K}} \).

**Remark 1.2.** The condition \( \partial_r V \in L^q \) for any \( \frac{3}{2} \leq q \leq \infty \) is needed to ensure \( \partial_r V | u(t) |^2 \in L^1 \) (see Remark 4.1). One may relax this assumption to \( \partial_r V \in L^q + L^\infty \) for some \( q \geq \frac{3}{2} \).

**Remark 1.3.** There is no non-zero potential \( V \) satisfying the following properties: \( V \) is radially symmetric, \( V \in L^\frac{3}{2}, V \geq 0, x \cdot \nabla V \in L^\frac{3}{2}, x \cdot \nabla V \leq 0, \) and \( \nabla^2 V \) is non-positive definite. Under these assumptions, \( V \) is non-negative, concave, and decreasing in the radial direction. This potential does not belong to \( L^\frac{3}{2} \) except \( V \equiv 0 \).

**Remark 1.4.** It was pointed out in [18] using the result of [29] that if \( V \in L^\frac{3}{2} \) and \( V \geq 0 \), then there exist \( f_{\pm} \in H^1 \) such that

\[
\lim_{t \to \pm \infty} \| e^{-it\mathcal{H}} f - e^{it\Delta} f_{\pm} \|_{H^1} = 0.
\]
By this result, the scattering for the focusing case given in Theorem 1.7 can be rewritten as: there exist \( u_+ \in H^1 \) such that
\[
\lim_{t \to +\infty} \| u(t) - e^{it\Delta} u_+ \|_{H^1} = 0,
\]
i.e., the solution behaves like the linear solution without potential at infinity.

A first application of Theorem 1.6 is the following energy scattering below the ground state threshold.

**Theorem 1.7.** (Scattering below the ground state threshold) Let \( \frac{4}{3} < \alpha < 4 \). Let \( V : \mathbb{R}^3 \to \mathbb{R} \) be radially symmetric satisfying (1.2), \( V \geq 0 \), \( x \cdot \nabla V \leq 0 \), and \( \partial_{r} V \in L^q \) for any \( \frac{3}{2} \leq q \leq \infty \). Let \( u_0 \in H^1 \) satisfy (1.16) and (1.17). Then the corresponding solution to the focusing problem (1.1) satisfies
\[
\sup_{t \in (-T_*, T^*)} \| u(t) \|_{L^{\alpha+2}_t L^{2}_x}^2 < \| Q \|_{L^{\alpha+2}_t L^{2}_x}^2, \tag{1.20}
\]
where \((-T_*, T^*)\) is the maximal time interval of existence. In particular, the solution exists globally in time, and scatters in \( H^1 \) in both directions.

**Remark 1.5.** Comparing to [19], our result extends the one in [19] (with radially symmetric potential) to the whole range of the intercritical case. Comparing to [18], our result improves the one in [18] by removing the radial assumption on initial data.

Another application of Theorem 1.6 is the following long time dynamics for solutions lying at the ground state threshold for the focusing problem (1.1).

**Theorem 1.8.** (Scattering at the ground state threshold) Let \( \frac{4}{3} < \alpha < 4 \). Let \( V : \mathbb{R}^3 \to \mathbb{R} \) be radially symmetric satisfying (1.2), \( V \geq 0 \), \( x \cdot \nabla V \leq 0 \), and \( \partial_{r} V \in L^q \) for any \( \frac{3}{2} \leq q \leq \infty \). Let \( u_0 \in H^1 \) satisfy
\[
E(u_0) [M(u_0)]^{\sigma_c} = E_0(Q) [M(Q)]^{\sigma_c} \tag{1.21}
\]
and
\[
\| \nabla u_0 \|_{L^2} \| u_0 \|_{L^2}^{\sigma_c} < \| \nabla Q \|_{L^2} \| Q \|_{L^2}^{\sigma_c}. \tag{1.22}
\]
Then the corresponding solution to the focusing problem (1.1) exists globally in time. Moreover, the solution either scatters in \( H^1 \) forward in time, or there exist a time sequence \( t_n \to \infty \) and a sequence \( (y_n)_{n \geq 1} \subset \mathbb{R}^3 \) satisfying \( |y_n| \to \infty \) such that
\[
u(t_n, \cdot + y_n) \to e^{i\theta} \lambda Q \text{ strongly in } H^1
\]
for some \( \theta \in \mathbb{R} \) and \( \lambda := \frac{\| u_0 \|_{L^2}}{\| Q \|_{L^2}} \) as \( n \to \infty \).

To our knowledge, the first result studied long time dynamics of solutions to the focusing nonlinear Schrödinger equation with data at the ground state threshold belongs to Duyckaerts and Roudenko [13]. They have showed qualitative properties of solutions at the ground state threshold based on delicate spectral estimates. However, their results are limited to the case of cubic nonlinearity, i.e., \( \alpha = 2 \) in (1.8). Recently, the author in [9] gave a simple proof for long time dynamics of solutions to the focusing NLS with data at the ground
state threshold in any dimensions. Our result is an extension of that in [9] to the case of external potential.

1.3. Outline of the proof
The proof of Theorem 1.7 is based on recent arguments of B. Dodson and J. Murphy [11] (see also [31]) which do not use the concentration-compactness-rigidity argument. The proof makes use of a suitable scattering criterion and the interaction Morawetz estimate as follows. First, by using Strichartz estimates, it was shown in [18] that if \( u \) is a global solution to (1.8) satisfying
\[
\sup_{t \in \mathbb{R}} \|u(t)\|_{H^1} \leq A
\]
for some constant \( A > 0 \), then there exists \( \delta > 0 \) sufficiently small such that if
\[
\|e^{i(t-T)\Delta} u(T)\|_{L^q([T, \infty) \times \mathbb{R}^3)} < \delta
\]
for some \( T > 0 \), where \( q := \frac{5\alpha}{2} \), then the solution scatters in \( H^1 \) forward in time. Second, thanks to dispersive estimates, the condition (1.23) is later reduced to show that there exist \( \epsilon > 0 \) sufficiently small and \( T_0 = T_0(\epsilon) > 0 \) sufficiently large such that for any \( a \in \mathbb{R} \), there exists \( t_0 \in (a, a + T_0) \) such that
\[
\|u\|_{L^q([t_0-\epsilon^{-\sigma}, t_0]) \times \mathbb{R}^3)} \lesssim \epsilon^\mu
\]
for some \( \sigma, \mu > 0 \) satisfying
\[
\mu \alpha - \frac{\sigma}{10} > 0.
\]
Third, to show (1.24), we rely on the interaction Morawetz estimate introduced in [11]. More precisely, we consider the interaction Morawetz action
\[
\mathcal{M}_R(t) := \int \int |u(t, y)|^2 \psi_R(x-y)(x-y) \cdot 2 \text{Im} (\overline{u}(t, x) \nabla u(t, x)) \, dx \, dy,
\]
where \( \psi \) is a suitable localization. Taking into account the coercivity property of solutions and using the Galilean transformation, we show that there exists \( T_0 = T_0(\epsilon) \), \( J = J(\epsilon) \), \( R_0 = R_0(\epsilon, u_0, Q) \) such that for any \( a \in \mathbb{R} \),
\[
\frac{1}{JT_0} \int_a^{a+T_0} \int_{R_0}^{R_0 e^J} \int_{\mathbb{R}^6} |\chi_R(y-z)u(t, y)|^2 |\nabla[\chi_R(x-z)u^\xi(t, x)]|^2 \, dx \, dy \, dz \, R \, dt \lesssim \epsilon,
\]
where \( \chi_R(x) = \chi(x/R) \) is a cutoff function and \( u^\xi(t, x) = e^{ix \cdot \xi} u(t, x) \) with some \( \xi = \xi(t, z, R) \in \mathbb{R}^3 \). In the case \( V \) is radially symmetric, we also make use of an estimate related to the Morawetz action
\[
\mathcal{M}_R(t) := \int \psi_R(x) x \cdot 2 \text{Im}(\overline{u}(t, x) \nabla u(t, x)) \, dx.
\]
Finally, thanks to (1.26), an orthogonal argument proves (1.24).

This paper is organized as follows. In Sect. 2, we recall some preliminaries including dispersive estimates, Strichartz estimates, and the equivalence of Sobolev norms. In Sect. 3, we recall the local well-posedness and show a suitable scattering criterion for (1.1). Section 4 is devoted to the proof of the interaction Morawetz estimate. The proof of Theorem 1.6 is given in Sect. 5.
We give the proofs of Theorem 1.7 and Theorem 1.8 in Sect. 6. Finally, a remark on long time dynamics for nonlinear Schrödinger equations with repulsive inverse-power potentials is given in Sect. 7.

2. Preliminaries

In this section, we recall some useful estimates related to the Schrödinger operator with Kato potentials.

2.1. Dispersive estimate

Lemma 2.1. (Dispersive estimate [19]) Let $V : \mathbb{R}^3 \rightarrow \mathbb{R}$ satisfy (1.2) and (1.3). Then we have

$$\|e^{-itH}f\|_{L^\infty} \lesssim |t|^{-\frac{3}{2}} \|f\|_{L^1}$$

(2.1)

for any $f \in L^1$.

2.2. Strichartz estimates

Let $I \subset \mathbb{R}$ be an interval and $q, r \in [1, \infty]$. We define the mixed norm

$$\|u\|_{L^q(I,L^r)} := \left( \int_I \left( \int_{\mathbb{R}^3} |u(t,x)|^r \, dx \right)^{\frac{q}{r}} \, dt \right)^{\frac{1}{q}}$$

with a usual modification when either $q$ or $r$ are infinity. When $q = r$, we use the notation $L^q(I \times \mathbb{R}^3)$ instead of $L^q(I,L^q)$.

Definition 2.1. A pair $(q,r)$ is said to be Schrödinger admissible, for short $(q,r) \in S$, if

$$\frac{2}{q} + \frac{3}{r} = \frac{3}{2}, \quad r \in [2,6].$$

Thanks to dispersive estimates (2.1), the abstract theory of Keel and Tao [21] implies the following Strichartz estimates.

Proposition 2.2. (Strichartz estimates [19]) Let $V : \mathbb{R}^3 \rightarrow \mathbb{R}$ satisfy (1.2) and (1.3). Let $I \subset \mathbb{R}$ be an interval. Then there exists a constant $C > 0$ independent of $I$ such that the following estimates hold:

- (Homogeneous estimates)

$$\|e^{-itH}f\|_{L^q(I,L^r)} \leq C \|f\|_{L^2}$$

for any $f \in L^2$ and any Schrödinger admissible pair $(q,r)$.

- (Inhomogeneous estimates)

$$\left\| \int_0^t e^{-i(t-s)H}F(s) \, ds \right\|_{L^q(I,L^r)} \leq C \|F\|_{L^m(I,L^n)}$$

for any $F \in L^m(I,L^n)$ and any Schrödinger admissible pairs $(q,r),(m,n)$, where $(m,m')$ and $(n,n')$ are Hölder conjugate pairs.
2.3. The equivalence of Sobolev norms

Let $\gamma \geq 0$. We define the homogeneous and inhomogeneous Sobolev spaces associated to $H$ as the closure of $C_0^\infty(\mathbb{R}^3)$ under the norms

$$\|f\|_{\dot{W}^{\gamma,r}_V} := \|\Lambda^{\gamma} f\|_{L^r}, \quad \|f\|_{W^{\gamma,r}_V} := \|\langle \Lambda \rangle^{\gamma} f\|_{L^r}, \quad \Lambda := \sqrt{\mathcal{H}}, \quad \langle \Lambda \rangle := \sqrt{1+\mathcal{H}}.$$  

When $r = 2$, we abbreviate $\dot{H}^{\gamma}_V := \dot{W}^{\gamma,2}_V$ and $H^{\gamma}_V := W^{\gamma,2}_V$. We have the following Sobolev estimates and the equivalence of Sobolev spaces due to Hong [19].

**Lemma 2.3.** (Sobolev estimates [19]) Let $V : \mathbb{R}^3 \to \mathbb{R}$ satisfy (1.2) and (1.3). Then we have

$$\|f\|_{L^q} \lesssim \|f\|_{\dot{W}^{\gamma,r}_V}, \quad \|f\|_{L^q} \lesssim \|f\|_{W^{\gamma,r}_V},$$

where $1 < r < q < \infty$, $1 < r < \frac{3}{\gamma}$, $0 \geq \gamma \leq 2$ and $\frac{1}{q} = \frac{1}{r} - \frac{\gamma}{3}$.

**Lemma 2.4.** (Equivalence of Sobolev spaces [19]) Let $V : \mathbb{R}^3 \to \mathbb{R}$ satisfy (1.2) and (1.3). Then we have

$$\|f\|_{\dot{W}^{\gamma,r}_V} \sim \|f\|_{W^{\gamma,r}_V}, \quad \|f\|_{W^{\gamma,r}_V} \sim \|f\|_{W^{\gamma,r}_V},$$

where $1 < r < \frac{3}{\gamma}$ and $0 \leq \gamma \leq 2$.

3. Local theory

3.1. Local well-posedness

We recall the following local well-posedness and small data scattering for (1.1) due to M. Hamano and M. Ikeda [18].

**Lemma 3.1.** (Local well-posedness [18]) Let $0 < \alpha < 4$. Let $V : \mathbb{R}^3 \to \mathbb{R}$ satisfy (1.2) and (1.3). Let $u_0 \in H^1$. Then there exists $T = T(\|u_0\|_{H^1}) > 0$ and a unique solution

$$u \in C([-T, T], H^1) \cap L^q([T, \infty), W^{1,r}_V)$$

to (1.1) for any Schrödinger admissible pair $(q,r)$.

**Lemma 3.2.** (Small data scattering [18]) Let $\frac{4}{3} < \alpha < 4$. Let $V : \mathbb{R}^3 \to \mathbb{R}$ satisfy (1.2) and (1.3). Suppose $u$ is a global solution to (1.1) satisfying

$$\|u\|_{L^\infty(\mathbb{R},H^1)} \leq A$$

for some constant $A > 0$. Then there exists $\delta > 0$ sufficiently small such that if

$$\|e^{-i(t-T)\mathcal{H}} u(T)\|_{L^q([T,\infty) \times \mathbb{R}^3)} < \delta$$

for some $T > 0$, where

$$q := \frac{5\alpha}{2}, \quad (3.1)$$

then $u$ scatters in $H^1$ forward in time.

We refer the reader to [18, Lemma 4.2 and Lemma 4.3] for the proof of the above results.
3.2. Scattering criteria

Lemma 3.3. (Scattering criteria) Let $\frac{4}{3} < \alpha < 4$. Let $V : \mathbb{R}^3 \to \mathbb{R}$ satisfy (1.2) and (1.3). Suppose that $u$ is a global solution to (1.1) satisfying

$$
\|u\|_{L^\infty(\mathbb{R}, H^1)} \leq A
$$

for some constant $A > 0$. Then there exist $\varepsilon > 0$ sufficiently small and $T_0 = T_0(\varepsilon) > 0$ sufficiently large such that if for any $a \in \mathbb{R}$, there exists $t_0 \in (a, a + T_0)$ such that $[t_0 - \varepsilon^{-\sigma}, t_0) \subset (a, a + T_0)$ and

$$
\|u\|_{L^q([t_0 - \varepsilon^{-\sigma}, t_0] \times \mathbb{R}^3)} \lesssim \varepsilon^{\mu}
$$

(3.2)

for some $\sigma, \mu > 0$ satisfying

$$
\mu \alpha - \frac{\sigma}{10} > 0,
$$

(3.3)

where $q$ is as in (3.1), then $u$ scatters in $H^1$ forward in time.

Proof. By Lemma 3.2, it suffices to show that there exists $T > 0$ such that

$$
\|e^{-i(t-T)\mathcal{H}}u(T)\|_{L^q([T, \infty) \times \mathbb{R}^3)} \lesssim \varepsilon^\vartheta
$$

(3.4)

for some $\vartheta > 0$.

To show (3.4), we first write

$$
e^{-i(t-T)\mathcal{H}}u(T) = e^{-it\mathcal{H}}u_0 + i \int_0^T e^{-i(t-s)\mathcal{H}}|u(s)|^\alpha u(s)ds.
$$

By Sobolev embedding and Strichartz estimates, we have

$$
\|e^{-it\mathcal{H}}u_0\|_{L^q(\mathbb{R} \times \mathbb{R}^3)} \lesssim \|\Lambda^\gamma e^{-it\mathcal{H}}u_0\|_{L^q(\mathbb{R}, L^r)} \lesssim \|\Lambda^\gamma u_0\|_{L^2} \lesssim \|u_0\|_{H^1} < \infty,
$$

where

$$
r := \frac{30\alpha}{15\alpha - 8}
$$

(3.5)

is so that $(q, r) \in S$. By the monotone convergence theorem, there exists $T_1 > 0$ sufficiently large such that for any $T > T_1$,

$$
\|e^{-it\mathcal{H}}u_0\|_{L^q([T, \infty) \times \mathbb{R}^3)} \lesssim \varepsilon.
$$

(3.6)

Taking $a = T_1$ and $T = t_0$ with $a$ and $t_0$ as in (3.2), we write

$$
i \int_0^T e^{-i(t-s)\mathcal{H}}|u(s)|^\alpha u(s)ds = i \int_I e^{-i(t-s)\mathcal{H}}|u(s)|^\alpha u(s)ds + i \int_J e^{-i(t-s)\mathcal{H}}|u(s)|^\alpha u(s)ds
$$

$$
=: F_1(t) + F_2(t),
$$

where $I := [0, T - \varepsilon^{-\sigma}]$ and $J := [T - \varepsilon^{-\sigma}, T]$. 

By Sobolev embedding, Strichartz estimates, (3.2) and (3.3), we see that
\[
\|F_2\|_{L^q((T, +\infty) \times \mathbb{R}^3)} \lesssim \|\Lambda^{\gamma_c}(\gamma u)\|_{L^2(J, L^{\frac{20}{13}})}
\lesssim \|\nabla \gamma_c(\gamma u)\|_{L^2(J, L^{\frac{20}{13}})}
\lesssim \|u\|_{L^q(J \times \mathbb{R}^3)} \|\nabla \gamma_c u\|_{L^{10}(J, L^{\frac{20}{17}})}
\lesssim \varepsilon^\mu \alpha - \frac{\sigma}{m}
\] (3.7)

Here we have used
\[
\|\nabla \gamma_c u\|_{L^{10}(J, L^{\frac{20}{13}})} \sim \|\Lambda \gamma_c u\|_{L^{10}(J, L^{\frac{20}{13}})} \lesssim \langle J \rangle^{\frac{1}{10}}
\]
which follows from the local well-posedness and the fact that \((10, \frac{30}{13}) \in S\).

Indeed, from the local theory, we know that
\[
\|\langle \Lambda \rangle u\|_{L^{10}(I, L^{\frac{20}{13}})} \lesssim \epsilon
\]
for any time interval \(I\) of size \(T\) small depending only on \(H^1\)-norm of initial data. Now for an interval \(J \subset \mathbb{R}\), we split it into a finite number of interval \(I_k, k = 0, \cdots, K\) of size \(T\) with
\[
K = \left\lfloor \frac{|J|}{T} \right\rfloor,
\]
where \(\lfloor \cdot \rfloor\) denotes the integer part.

Then we have
\[
\|\langle \Lambda \rangle u\|_{L^{10}(J, L^{\frac{20}{13}})}^{10} = \sum_{k=0}^{K} \|\langle \Lambda \rangle u\|_{L^{10}(I_k, L^{\frac{20}{13}})}^{10} \lesssim K + 1 \lesssim \langle J \rangle,
\]
where \(\langle J \rangle = \sqrt{1 + |J|^2}\) is the Japanese bracket. Here the implicit constant depends only on \(H^1\)-norm of initial data.

We next estimate \(F_1\). By Hölder’s inequality, we have
\[
\|F_1\|_{L^q((T, +\infty) \times \mathbb{R}^3)} \leq \|F_1\|_{L^k([T, +\infty), L^l)}^{\theta} \|F_1\|_{L^p([T, +\infty), L^\infty)}^{1-\theta}
\]
where \(\theta \in (0, 1)\) and
\[
\frac{1}{q} = \frac{\theta}{k} + \frac{1-\theta}{l} = \frac{\theta}{l}
\] (3.8)
for some \(k, l\) and \(p\) to be chosen later. We first choose \(k\) and \(l\) so that \((k, l) \in S\).

Then, using the fact that
\[
F_1(t) = e^{-i(t-T+\varepsilon^{-\sigma})\mathcal{H}}u(T - \varepsilon^{-\sigma}) - e^{-it\mathcal{H}}u_0,
\]
we have
\[
\|F_1\|_{L^k([T, +\infty), L^l)} \lesssim 1.
\]
We next estimate, by dispersive estimates (2.1), that for \(t \in [T, \infty),\)
\[
\|F_1(t)\|_{L^\infty} \lesssim \int_0^{T-\varepsilon^{-\sigma}} \|e^{-i(t-s)\mathcal{H}}|u(s)|^\alpha u(s)\|_{L^\infty} ds
\lesssim \int_0^{T-\varepsilon^{-\sigma}} (t-s)^{-\frac{3}{2}} \|u(s)\|_{L^{\frac{p+1}{2}}}^{\alpha+1} ds
\lesssim (t - T + \varepsilon^{-\sigma})^{-\frac{3}{2}}.
\]
It follows that
\[
\|F_1\|_{L^p([T,\infty), L^\infty)} \lesssim \left( \int_T^\infty (t - T + \varepsilon^{-\sigma})^{-\frac{p}{2}} dt \right)^{\frac{1}{p}} \lesssim e^{\sigma\left(\frac{1}{2} - \frac{1}{p}\right)}
\]
provided that \( p > 2 \). We thus get
\[
\|F_1\|_{L^q([T,\infty) \times \mathbb{R}^3)} \lesssim \varepsilon^{\sigma\left(\frac{1}{2} - \frac{1}{p}\right)(1 - \theta)}.
\] (3.9)

We will choose \( \theta \in (0, 1) \) and \( k, l, p \) satisfying (3.8), \((k, l) \in S\) and \( p > 2 \). By (3.8), we have
\[
l = \theta q = \frac{5\alpha \theta}{2}.
\]
To make \((k, l) \in S\), we need \( l \in [2, 6] \) which implies \( \theta \in \left[\frac{4}{5\alpha}, \frac{12}{5\alpha}\right] \). We also have
\[
k = \frac{20\alpha \theta}{15\alpha \theta - 12}, \quad p = \frac{20\alpha (1 - \theta)}{20 - 15\alpha \theta}.
\]
Note that \( p > 2 \) is equivalent to \( \theta > \frac{4 - 2\alpha}{\alpha} \). In the case \( 2 \leq \alpha < 4 \), we can choose \( \theta = \frac{4}{5\alpha} \). In the case \( \frac{4}{3} < \alpha < 2 \), we can choose \( \theta = \max\left\{\frac{4}{5\alpha}, \frac{4 - 2\alpha}{\alpha}\right\} \).
Collecting (3.6), (3.7) and (3.9), we prove (3.4). The proof is complete. \(\square\)

4. Interaction Morawetz estimates

4.1. Variational analysis
We recall some properties of the ground state \( Q \) which is the unique positive radial solution to (1.13). The ground state \( Q \) optimizes the sharp Gagliardo–Nirenberg inequality
\[
\|f\|_{L^{\sigma+2}}^{\sigma+2} \leq C_{\text{opt}}\|\nabla f\|_{L^p}^{\frac{\alpha}{2}}\|f\|_{L^2}^{\frac{4+\sigma}{2}}, \quad f \in H^1(\mathbb{R}^3),
\] (4.1)

that is
\[
C_{\text{opt}} = \|Q\|_{L^{\sigma+2}}^{\sigma+2} \div \left[\|\nabla Q\|_{L^p}^{\frac{\alpha}{2}}\|Q\|_{L^2}^{\frac{4+\alpha}{2}}\right].
\]
Using the following Pohozaev’s identities (see e.g., [4])
\[
\|Q\|_{L^2}^2 = \frac{4 - \alpha}{3\alpha} \|\nabla Q\|_{L^2}^2 = \frac{4 - \alpha}{2(\alpha + 2)} \|Q\|_{L^{\sigma+2}}^{\sigma+2},
\] (4.2)
we infer that
\[
C_{\text{opt}} = \frac{2(\alpha + 2)}{3\alpha} \left(\|\nabla Q\|_{L^2}^2\|Q\|_{L^2}^{\sigma+2}\right)^{-\frac{3\alpha - 4}{2}}.
\] (4.3)
Moreover,
\[
E_0(Q) = \frac{3\alpha - 4}{6\alpha} \|\nabla Q\|_{L^2}^2 = \frac{3\alpha - 4}{4(\alpha + 2)} \|Q\|_{L^{\sigma+2}}^{\sigma+2},
\] (4.4)
where $E_0(Q)$ is as in (1.9). In particular,

$$E_0(Q)[M(Q)]_{c} = \frac{3\alpha - 4}{6\alpha} \left( \|\nabla Q\|_{L^2} \|Q\|_{L^2} \right)^2. \quad (4.5)$$

We also have the following refined Gagliardo–Nirenberg inequality due to Dodson and Murphy [11].

**Lemma 4.1. ([11])** Let $0 < \alpha < 4$. Then for any $f \in H^1$ and any $\xi \in \mathbb{R}^3$,

$$\|f\|_{L^{\alpha+2}} \leq \frac{2(\alpha + 2)}{3\alpha} \left( \|\nabla f\|_{L^2} \|f\|_{L^{\alpha_{c}+2}} \right)^{\frac{3\alpha - 4}{2}} \|\nabla [e^{ix \cdot \xi} f]\|_{L^2}. \quad (4.6)$$

### 4.2. Interaction Morawetz estimate

Let $\eta \in (0, 1)$ be a small constant. Let $\chi$ be a smooth decreasing radial function satisfying

$$\chi(x) = \chi(r) = \begin{cases} 1 & \text{if } r \leq 1 - \eta, \\ 0 & \text{if } r > 1, \end{cases} \quad |\chi'(r)| \lesssim \frac{1}{\eta}, \quad r = |x|. \quad (4.7)$$

For $R > 0$ large, we define the functions

$$\phi_R(x) := \frac{1}{\omega_3 R^3} \int \chi_R^2(x - z)\chi_R^2(z) \, dz \quad (4.8)$$

and

$$\phi_{1,R}(x) := \frac{1}{\omega_3 R^3} \int \chi_R^2(x - z)\chi_R^{\alpha+2}(z) \, dz \quad (4.9)$$

where $\chi_R(z) := \chi(z/R)$, and $\omega_3$ is the volume of the unit ball in $\mathbb{R}^3$. We see that $\phi_R$ and $\phi_{1,R}$ are radial functions. We next define the radial function

$$\psi_R(x) = \psi_R(r) := \frac{1}{r} \int_0^r \phi_R(\tau) \, d\tau, \quad r = |x|. \quad (4.10)$$

We collect some properties of $\phi_R$ and $\psi_R$ as follows.

**Lemma 4.2. ([11])** We have

$$|\psi_R(x)| \lesssim \min \left\{ 1, \frac{R}{|x|} \right\}, \quad \partial_j \psi_R(x) = \frac{x_j}{|x|^2} (\phi_R(x) - \psi_R(x)), \quad j = 1, \ldots, 3 \quad (4.11)$$

and

$$\psi_R(x) - \phi_R(x) \geq 0, \quad \psi_R(x)|x| \sim R, \quad |\phi_R(x) - \phi_{1,R}(x)| \lesssim \eta \quad (4.12)$$

and

$$|\nabla \phi_R(x)| \lesssim \frac{1}{\eta R}, \quad |\psi_R(x) - \phi_R(x)| \lesssim \frac{1}{\eta} \min \left\{ \frac{|x|}{R}, \frac{R}{|x|} \right\}, \quad (4.13)$$

for all $x \in \mathbb{R}^3$. 

Proof. We first have $|\psi_R(x)| \lesssim 1$ since $\phi_R$ is bounded. On the other hand, thanks to the support property of $\chi$, we see that if $|\tau| \geq 2R$, then $\phi_R(\tau) = 0$. It follows that
\[
|\psi_R(x)| \lesssim \frac{1}{r} \int_0^{2R} |\phi_R(\tau)| d\tau \lesssim \frac{R}{|x|}. \tag{4.14}
\]
We thus prove the first estimate in (4.11). The second equality in (4.11) follows from a direct computation. The first inequality in (4.12) comes from the fact $\chi$ is a decreasing function. The second estimate in (4.12) follows from the fact that
\[
psi_R(x)|x| = \int_0^{2R} \phi_R(\tau) d\tau = R \int_0^{2R} \frac{1}{\omega_3} \int \chi^2(\tau - z) \chi(z) dz d\tau.
\]
For the third estimate in (4.12), we have
\[
|\phi_R(x) - \phi_{1,R}(x)| \leq \frac{1}{\omega_3 R^3} \int \chi_R^2(x - z) |\chi_R^2(z) - \chi_{\alpha+2}(z)| dz \\
\leq \frac{1}{\omega_3} \int_{1 - \eta \leq |z| \leq 1} \chi^2 \left( \frac{x}{R} - z \right) |\chi^2(z) - \chi_{\alpha+2}(z)| dz \\
\lesssim \eta.
\]
The first estimate in (4.13) follows from the definition of $\phi_R$. To see the second estimate in (4.13), we consider two cases: $|x| \geq 2R$ and $|x| \leq 2R$. In the case $|x| \geq 2R$, it follows immediately from (4.14) since $\phi_R(x) = 0$. In the case $|x| \leq 2R$, we have
\[
|\psi_R(x) - \phi_R(x)| = \frac{1}{r} \left| \int_0^r \phi_R(\tau) - \phi_R(r) d\tau \right| \\
\lesssim \frac{1}{r} \left| \int_0^r \int_0^1 \phi'_R(r + \theta(\tau - r))(\tau - r) d\theta d\tau \right| \\
\lesssim \frac{|x|}{\eta R}.
\]
The last estimate in (4.13) is proved similarly by using the fact that
\[
\nabla \psi_R(x) = \frac{x}{|x|^2} (\phi_R(x) - \psi_R(x)).
\]
The proof is now complete. \qed

Lemma 4.3. (Coercivity I) Let $\frac{4}{3} < \alpha < 4$. Let $V : \mathbb{R}^3 \to \mathbb{R}$ satisfy (1.2) and $V \geq 0$. Let $f \in H^1$ satisfy
\[
\|f\|_{L^{\alpha+2}} \|f\|_{L^2}^{2\sigma_c} \leq (1 - \rho) \|Q\|_{L^{\alpha+2}} \|Q\|_{L^2}^{2\sigma_c} \tag{4.15}
\]
for some constant $\rho > 0$. Then there exists $\nu = \nu(\rho) > 0$ such that
\[
\|\nabla f\|_{L^2}^2 - \frac{3\alpha}{2(\alpha + 2)} \|f\|_{L^{\alpha+2}} \geq \nu \|\nabla f\|_{L^2}^2. \tag{4.16}
\]
Proof. Multiplying both sides of (4.1) with \(\|f\|_{L^{\alpha+2}}^{\frac{3\alpha}{4}}\) and using (4.2) together with (4.3), we have
\[
\left(\|f\|_{L^{\alpha+2}}^{\frac{3\alpha}{4}}\right)^{\alpha+2} \leq \left(\frac{2(\alpha + 2)}{3\alpha}\right)^{\frac{3\alpha}{4}} \left(\frac{\|f\|_{L^{\alpha+2}}^{\alpha+2} \|f\|_{L^2}^{\frac{2\sigma_c}{\nu}}}{\|Q\|_{L^{\alpha+2}}^{\alpha+2} \|Q\|_{L^2}^{\frac{2\sigma_c}{\nu}}}\right)^{\frac{3\alpha-4}{4}} \|\nabla f\|_{L^2}^{\frac{3\alpha}{4}} 
\]
which implies
\[
\|f\|_{L^{\alpha+2}}^{\alpha+2} \leq \frac{2(\alpha + 2)}{3\alpha} (1 - \rho) \left(1 - (1 - \rho)^{\frac{3\alpha-4}{4\alpha}}\right) \|\nabla f\|_{L^2}^{\frac{3\alpha}{4}}. 
\]
We obtain
\[
\|\nabla f\|_{L^2}^2 - \frac{3\alpha}{2(\alpha+2)} \|f\|_{L^{\alpha+2}}^{\alpha+2} \geq \left(1 - (1 - \rho)^{\frac{3\alpha-4}{4\alpha}}\right) \|\nabla f\|_{L^2}^2 
\]
which shows (4.16) with \(\nu = 1 - (1 - \rho)^{\frac{3\alpha-4}{4\alpha}} > 0\). The proof is complete. 

Lemma 4.4. (Coercivity II) Let \(\frac{4}{3} < \alpha < 4\). Let \(V : \mathbb{R}^3 \to \mathbb{R}\) satisfy (1.2) and \(V \geq 0\). Let \(u\) be a \(H^1\)-solution to the focusing problem (1.1) satisfying (1.18). Then \(T^* = \infty\). Moreover, there exists \(\nu = \nu(u_0, Q) > 0\) such that for any \(R > 0\) and any \(z, \xi \in \mathbb{R}^3\),
\[
\|\nabla[\chi_R(\cdot - z)u^\xi(t)]\|_{L^2}^2 \geq \nu \|\nabla[\chi_R(\cdot - z)u^\xi(t)]\|_{L^2}^2 
\]
(4.17)
for all \(t \in [0, \infty)\), where
\[
u u^\xi(t, x) := e^{ix \cdot \xi} u(t, x). 
\]

Proof. First, it follows from (1.18), the conservation of mass and energy that
\[
\sup_{t \in [0, T^*)} \|\nabla u(t)\|_{L^2} \leq C(u_0, Q) < \infty 
\]
which, by the local theory, implies \(T^* = \infty\).

Next, from (1.18), we take \(\rho = \rho(u_0, Q) > 0\) such that
\[
\sup_{t \in [0, \infty)} \|u(t)\|_{L^{\alpha+2}}^{\alpha+2} \leq (1 - \rho) \|Q\|_{L^{\alpha+2}}^{\alpha+2} \|Q\|_{L^2}^{2\sigma_c}. 
\]
By the definitions of \(\chi\) and \(u^\xi\), we see that
\[
\|\chi_R(\cdot - z)u^\xi(t)\|_{L^2} \leq \|u(t)\|_{L^2}, \quad \|\chi_R(\cdot - z)u^\xi(t)\|_{L^{\alpha+2}} \leq \|u(t)\|_{L^{\alpha+2}} 
\]
for all \(t \in [0, \infty)\), all \(R > 0\) and all \(z, \xi \in \mathbb{R}^3\). Thus, we get
\[
\sup_{t \in [0, \infty)} \|\chi_R(\cdot - z)u^\xi(t)\|_{L^{\alpha+2}}^{\alpha+2} \|\chi_R(\cdot - z)u^\xi(t)\|_{L^2}^{2\sigma_c} \leq (1 - \rho) \|Q\|_{L^{\alpha+2}}^{\alpha+2} \|Q\|_{L^2}^{2\sigma_c}. 
\]
Thanks to this estimate, (4.17) follows immediately from Lemma 4.3.
Let $u$ be a $H^1$-solution to (1.1) defined on the maximal forward time interval of existence $[0, T^*)$. We define the Morawetz action

$$\mathcal{M}_R(t) := \int \psi_R(x) x \cdot 2 \text{Im}(\overline{u}(t, x) \nabla u(t, x)) dx.$$  \hspace{1cm} (4.19)

**Lemma 4.5.** (Morawetz identity) Let $u$ be a $H^1$-solution to (1.1) satisfying

$$\sup_{t \in [0, T^*)} \|u(t)\|_{H^1} \leq A$$  \hspace{1cm} (4.20)

for some constant $A > 0$. Let $\mathcal{M}_R(t)$ be as in (4.19). Then we have

$$\sup_{t \in [0, T^*)} |\mathcal{M}_R(t)| \lesssim A R.$$  \hspace{1cm} (4.21)

Moreover, we have

$$\frac{d}{dt} \mathcal{M}_R(t) = \mp \frac{2\alpha}{\alpha + 2} \int \psi_R(x) x \cdot \nabla (|u(t, x)|^{\alpha + 2}) dx$$  \hspace{1cm} (4.22)

$$+ \int \psi_R(x) x \cdot \nabla \Delta (|u(t, x)|^2) dx$$  \hspace{1cm} (4.23)

$$- 4 \sum_{j, k} \int \psi_R(x) x_j \partial_k [\text{Re}(\partial_j u(t, x) \partial_k \overline{u}(t, x))] dx$$  \hspace{1cm} (4.24)

$$- 2 \int \psi_R(x) x \cdot \nabla \nabla (|u(t, x)|^2) dx$$  \hspace{1cm} (4.25)

for all $t \in [0, T^*)$.

**Proof.** The estimate (4.21) follows directly from (4.11), Hölder’s inequality and (4.20). The identities (4.22)–(4.25) follow from a direct computation using the fact that

$$\partial_t [2 \text{Im}(\overline{u} \partial_j u)] = - \sum_k \partial_k [4 \text{Re}(\partial_j u \partial_k \overline{u}) - \delta_{jk} \Delta (|u|^2)] \mp \frac{2\alpha}{\alpha + 2} \partial_j (|u|^\alpha + 2) - 2 \partial_j V |u|^2$$  \hspace{1cm} (4.26)

for $j = 1, \cdots, 3$, where $\delta_{jk}$ is the Kronecker symbol. \hfill \Box

**Lemma 4.6.** (Morawetz estimate in the focusing case) Let $\frac{4}{3} < \alpha < 4$. Let $V : \mathbb{R}^3 \to \mathbb{R}$ be radially symmetric satisfying (1.2), $V \geq 0$, $x \cdot \nabla V \leq 0$, and $\partial_r V \in L^q$ for any $\frac{3}{2} \leq q \leq \infty$. Let $u$ be a $H^1$-solution to the focusing problem (1.1) satisfying (1.18). Define $\mathcal{M}_R(t)$ as in (4.19). Then we have

$$- R \int \partial_r V |u(t)|^2 dx \leq \frac{d}{dt} \mathcal{M}_R(t) + O(R^{-2})$$

$$- \int \nabla [3 \phi_R(x) + 2(\psi_R - \phi_R)(x)] \cdot \nabla (|u(t, x)|^2) dx$$

$$+ \frac{6\alpha}{\alpha + 2} \int (\phi_R - \phi_{1,R})(x) |u(t, x)|^{\alpha + 2} dx$$

$$+ \frac{4\alpha}{\alpha + 2} \int (\psi_R - \phi_R)(x) |u(t, x)|^{\alpha + 2} dx$$  \hspace{1cm} (4.27)

for any $t \in [0, \infty)$. 
Remark 4.1. The condition $\partial_r V \in L^q$ for any $\frac{3}{2} \leq q \leq \infty$ is needed to ensure $\partial_r V | u(t) |^2 \in L^1$. In fact, 
\[
\left| \int \partial_r V | u(t) |^2 dx \right| \leq \| \partial_r V \|_{L^q} \| u(t) \|_{L^q}^2 \leq C \| \partial_r V \|_{L^q} \| u(t) \|_{H^1}^2,
\]
where we have used the Sobolev embedding $H^1(\mathbb{R}^3) \hookrightarrow L^{\frac{2q}{q-1}}(\mathbb{R}^3)$ for any $\frac{3}{2} \leq q \leq \infty$. Note that this condition can be relaxed to $\partial_r V \in L^q + L^\infty$ for some $q \geq \frac{3}{2}$.

Proof of Lemma 4.6. We first note that by Lemma 4.4, $T^* = \infty$ and (4.17) holds for all $t \in [0, \infty)$. Note also that the condition $x \cdot \nabla V \leq 0$ is equivalent to $\partial_r V \leq 0$ since $V$ is radially symmetric. Using the fact that 
\[
\sum_j \partial_j (x_j \psi_R) = 3 \psi_R + \sum_j x_j \partial_j \psi_R = 3 \phi_R + 2 (\psi_R - \phi_R),
\]
the integration by parts implies
\[
(4.22) = -\frac{2\alpha}{\alpha + 2} \sum_j \int \partial_j [x_j \psi_R(x)] | u(t, x) |^{\alpha+2} dx
\]
\[
= -\frac{2\alpha}{\alpha + 2} \int [3\phi_R(x) + 2(\psi_R - \phi_R)(x)] | u(t, x) |^{\alpha+2} dx
\]
\[
= -\frac{6\alpha}{\alpha + 2} \int \phi_1(x) | u(t, x) |^{\alpha+2} dx
\]
\[
= -\frac{6\alpha}{\alpha + 2} \int (\phi_R - \phi_1)(x) | u(t, x) |^{\alpha+2} dx
\]
\[
= -\frac{4\alpha}{\alpha + 2} \int (\psi_R - \phi_R)(x) | u(t, x) |^{\alpha+2} dx.
\]

Proof of Lemma 4.6 By the definition of $\phi_1$, we can write
\[
(4.29) = -\frac{6\alpha}{\alpha + 2} \omega_3 R^3 \int \int \chi_R^2(x) \chi_R^{\alpha+2} | u(t, x) |^{\alpha+2} dxdz.
\]

We will consider (4.30) and (4.31) as error terms. By integrating by parts twice, we obtain that
\[
(4.23) = -\sum_{j,k} \int \partial_j [x_j \psi_R(x)] \partial_k^2 (| u(t, x) |^2) dx
\]
\[
= -\sum_k \int [3\phi_R(x) + 2(\psi_R - \phi_R)(x)] \partial_k^2 (| u(t, x) |^2) dx
\]
\[
= \sum_k \int \partial_k [3\phi_R(x) + 2(\psi_R - \phi_R)(x)] \partial_k (| u(t, x) |^2) dx.
\]

To estimate (4.24), we denote
\[
P_{jk}(x) := \delta_{jk} - \frac{x_j x_k}{|x|^2}.
\]
By integrating by parts,
\begin{equation}
(4.24) = 4 \sum_{j,k} \int \delta_k[x_j \psi_R(x)] \Re(\partial_j u(t, x) \partial_k \overline{u}(t, x)) dx
= 4 \sum_{j,k} \int \delta_{jk} \phi_R(x) \Re(\partial_j u(t, x) \partial_k \overline{u}(t, x)) dx
+ 4 \sum_{j,k} \int P_{jk}(x)(\psi_R - \phi_R)(x) \Re(\partial_j u(t, x) \partial_k \overline{u}(t, x)) dx
= 4 \int \phi_R(x)|\nabla u(t, x)|^2 dx + 4 \int (\psi_R - \phi_R)(x)|\nabla u(t, x)|^2 dx
\geq 4 \int \phi_R(x)|\nabla u(t, x)|^2 dx, \tag{4.34}
\end{equation}
where we have used the fact $\psi_R - \phi_R \geq 0$ and
\begin{equation}
\nabla u(t, x) := \nabla u(t, x) - \frac{x}{|x|} \left( \frac{x}{|x|} \cdot \nabla u(t, x) \right)
\end{equation}
is the angular derivative. By the choice of $\phi$, we rewrite
\begin{equation}
(4.34) = \frac{4}{\omega_3 R^3} \int \int \chi^2_R(z) \chi^2_R(x - z)|\nabla u(t, x)|^2 dx dz. \tag{4.35}
\end{equation}
Since $V$ is radially symmetric, we have from (4.13) that
\begin{equation}
(4.25) = -2 \int \psi_R(x)|x|\partial_r V|u(t, x)|^2 dx \sim -2R \int \partial_r V|u(t, x)|^2 dx. \tag{4.36}
\end{equation}
Collecting (4.29)--(4.36), we get
\begin{align*}
\frac{d}{dt} \mathcal{M}_R(t) & \geq -\frac{6\alpha}{(\alpha + 2)\omega_3 R^3} \int \int \chi^2_R(z) \chi^{\alpha+2}_R(x - z)|u(t, x)|^{\alpha+2} dx dz \\
& \quad - \frac{6\alpha}{\alpha + 2} \int (\phi_R - \phi_{1, R})(x)|u(t, x)|^{\alpha+2} dx \\
& \quad - \frac{4\alpha}{\alpha + 2} \int (\psi_R - \phi_R)(x)|u(t, x)|^{\alpha+2} dx \\
& \quad + \int \nabla[3\phi_R(x) + 2(\psi_R - \phi_R)(x)] \cdot \nabla(|u(t, x)|^2) dx \\
& \quad + \frac{4}{\omega_3 R^3} \int \int \chi^2_R(z) \chi^2_R(x - z)|\nabla u(t, x)|^2 dx - 2R \int \partial_r V|u(t, x)|^2 dx.
\end{align*}
It follows that
\[
\frac{4}{\omega_3 R^3} \int \int \chi_R^2(z) \left[ |\chi_R(x-z)\nabla u(t,x)|^2 - \frac{3\alpha}{2(\alpha+2)} |\chi_R(x-z)u(t,x)|^{\alpha+2} \right] dx dz \\
- 2R \int \partial_r V |u(t,x)|^2 dx \\
\leq \frac{d}{dt} \mathcal{M}_R(t) + \frac{6\alpha}{\alpha+2} \int (\phi_R - \phi_{1,R})(x)|u(t,x)|^{\alpha+2} dx \\
+ \frac{4\alpha}{\alpha+2} \int (\psi_R - \phi_R)(x)|u(t,x)|^{\alpha+2} dx \\
- \int \nabla[3\phi_R(x) + 2(\psi_R - \phi_R)(x)] \cdot \nabla(|u(t,x)|^2) dx.
\]
For fixed \( z \in \mathbb{R}^3 \), we have from the fact
\[
\int |\nabla(\chi f)|^2 dx = \int \chi^2 |\nabla f|^2 dx - \int \chi \Delta |f|^2 dx 
\]
that
\[
\int |\chi_R(x-z)\nabla u(t,x)|^2 dx = \|\nabla[\chi_R(\cdot-z)u(t)]\|_{L^2}^2 + O(R^{-2}\|u(t)\|_{L^2}^2)
\]
which, by (4.17), implies
\[
\int |\chi_R(x-z)\nabla u(t,x)|^2 dx \\
- \frac{3\alpha}{2(\alpha+2)} \int |\chi_R(x-z)u(t,x)|^{\alpha+2} dx \\
= \|\nabla[\chi_R(\cdot-z)u(t)]\|_{L^2}^2 - \frac{3\alpha}{2(\alpha+2)} \|\chi_R(\cdot-z)u(t)\|_{L^{\alpha+2}}^{\alpha+2} + O(R^{-2}) \\
\geq \nu \|\nabla[\chi_R(\cdot-z)u(t)]\|_{L^2}^2 + O(R^{-2})
\]
for all \( t \in [0,\infty) \). Thus, we obtain
\[
- R \int \partial_r V |u(t,x)|^2 dx \leq \frac{d}{dt} \mathcal{M}_R(t) + O(R^{-2}) \\
- \int \nabla[3\phi_R(x) + 2(\psi_R - \phi_R)(x)] \cdot \nabla(|u(t,x)|^2) dx \\
+ \frac{6\alpha}{\alpha+2} \int (\phi_R - \phi_{1,R})(x)|u(t,x)|^{\alpha+2} dx \\
+ \frac{4\alpha}{\alpha+2} \int (\psi_R - \phi_R)(x)|u(t,x)|^{\alpha+2} dx
\]
which proves (4.27). \( \square \)

By the same argument as in the proof Lemma 4.6 (but even simpler), we get the following result in the defocusing case.

**Corollary 4.7.** (Morawetz estimate in the defocusing case) Let \( \frac{4}{3} < \alpha < 4 \). Let \( V : \mathbb{R}^3 \to \mathbb{R} \) be radially symmetric satisfying (1.2), (1.3), \( x \cdot \nabla V \leq 0 \), and \( \partial_r V \in L^q \) for any \( \frac{3}{2} \leq q \leq \infty \). Let \( u_0 \in H^1 \) and \( u \) be the corresponding global
solution to the defocusing problem (1.1). Define $M_R(t)$ as in (4.19). Then we have
\[
-R \int \partial_t V |u(t)|^2 dx \leq \frac{d}{dt} M_R(t) - \int \nabla [3\phi_R(x) + 2(\psi_R - \phi_R)(x)] \cdot \nabla (|u(t, x)|^2) dx \\
- \frac{6\alpha}{\alpha + 2} \int (\phi_R - \phi_{1,R})(x) |u(t, x)|^{\alpha + 2} dx \\
- \frac{4\alpha}{\alpha + 2} \int (\psi_R - \phi_R)(x) |u(t, x)|^{\alpha + 2} dx
\] (4.38)
for any $t \in \mathbb{R}$.

We next define the interaction Morawetz action
\[
M_R^{\otimes 2}(t) := \iint |u(t, y)|^2 \psi_R(x - y)(x - y) \cdot 2 \text{Im}(\bar{u}(t, x) \nabla u(t, x)) dxdy.
\] (4.39)

**Lemma 4.8.** (Interaction Morawetz identity) Let $u$ be a $H^1$-solution to (1.8) satisfying
\[
\sup_{t \in [0, T^*)} \|u(t)\|_{H^1} \leq A
\]
for some constant $A > 0$. Let $M_R(t)$ be as in (4.39). Then we have
\[
\sup_{t \in [0, T^*)} |M_R^{\otimes 2}(t)| \lesssim R.
\] (4.40)

Moreover, we have
\[
\frac{d}{dt} M_R^{\otimes 2}(t)
\]
\[
= \mp \frac{2\alpha}{\alpha + 2} \iint |u(t, y)|^2 \psi_R(x - y)(x - y) \cdot \nabla (|u(t, x)|^{\alpha + 2}) dxdy
\] (4.41)
\[
+ \iint |u(t, y)|^2 \psi_R(x - y)(x - y) \cdot \nabla \Delta (|u(t, x)|^2) dxdy
\] (4.42)
\[
- 4 \sum_{j, k} \iint \partial_j [\text{Im}(\bar{\eta}(t, y) \nabla u(t, y)) \psi_R(x - y)(x_k - y_k) \text{Im}(\bar{\eta}(t, x) \partial_k u(t, x))] dxdy
\] (4.43)
\[
- 4 \sum_{j, k} \iint |u(t, y)|^2 \psi_R(x - y)(x_j - y_j) \partial_k [\text{Re}(\partial_j u(t, x) \partial_k \bar{\eta}(t, x))] dxdy
\] (4.44)
\[
- 2 \iint |u(t, y)|^2 \psi_R(x - y)(x - y) \cdot \nabla V(x) |u(t, x)|^2 dxdy
\] (4.45)
for all $t \in [0, T^*)$.

**Proof.** The estimate (4.40) follows directly from (4.11) and Hölder’s inequality. The identities (4.41)–(4.45) follow from a direct computation using
\[
\partial_t (|u|^2) = - \sum_j \partial_j [2 \text{Im}(\bar{u} \partial_j u)]
\]
and (4.26). □
Proposition 4.9. (Interaction Morawetz estimate in the focusing case) Let \( \frac{4}{3} < \alpha < 4 \). Let \( V : \mathbb{R}^3 \to \mathbb{R} \) be radially symmetric satisfying (1.2), \( V \geq 0 \), \( x \cdot \nabla V \leq 0 \), and \( \partial_r V \in L^q \) for any \( \frac{3}{2} \leq q \leq \infty \). Let \( u \) be a \( H^1 \)-solution to the focusing problem (1.1) satisfying (1.18). Define \( M_R^{(2)}(t) \) as in (4.39). Then for \( \varepsilon > 0 \) sufficiently small, there exist \( T_0 = T_0(\varepsilon) \), \( J = J(\varepsilon) \), \( R_0 = R_0(\varepsilon, u_0, Q) \) sufficiently large and \( \eta = \eta(\varepsilon) > 0 \) sufficiently small such that for any \( a \in \mathbb{R} \),

\[
\frac{1}{J T_0} \int_a^{a + T_0} \int_{R_0 e^J} \frac{1}{R^3} \iiint |\chi_R(y - z)u(t, y)|^2 |\nabla [\chi_R(x - z)u^\xi(t, x)]|^2 \, dx dy dz \, dR \, dt \lesssim \varepsilon,
\]

where \( \chi_R(x) = \chi(x/R) \) with \( \chi \) as in (4.7) and \( u^\xi \) is as in (4.18) with some \( \xi = \xi(t, z, R) \in \mathbb{R}^3 \).

Proof. By integrating by parts and using (4.28), we have

\[
(4.41) = -\frac{2\alpha}{\alpha + 2} \sum_j \iint |u(t, y)|^2 \partial_j [(x_j - y_j) \psi_R(x - y)] |u(t, x)|^{\alpha + 2} \, dx dy
\]

\[
= -\frac{6\alpha}{\alpha + 2} \iint |u(t, y)|^2 \phi_R(x - y) |u(t, x)|^{\alpha + 2} \, dx dy
\]

\[
- \frac{4\alpha}{\alpha + 2} \iint |u(t, y)|^2 (\psi_R - \phi_R)(x - y) |u(t, x)|^{\alpha + 2} \, dx dy
\]

\[
= -\frac{6\alpha}{\alpha + 2} \iint |u(t, y)|^2 (\phi_R - \phi_{1, R})(x - y) |u(t, x)|^{\alpha + 2} \, dx dy \tag{4.47}
\]

\[
- \frac{4\alpha}{\alpha + 2} \iint |u(t, y)|^2 (\psi_R - \phi_R)(x - y) |u(t, x)|^{\alpha + 2} \, dx dy \tag{4.48}
\]

\[
- \frac{6\alpha}{\alpha + 2} \iint |u(t, y)|^2 \phi_{1, R}(x - y) |u(t, x)|^{\alpha + 2} \, dx dy, \tag{4.49}
\]

where \( \phi_{1, R} \) is as in (4.9). We will consider (4.47) and (4.48) as error terms. Moreover, we use the fact

\[
\phi_{1, R}(x - y) = \frac{1}{\omega_3 R^3} \iint \chi_R^2(x - y - z) \chi_R^{\alpha + 2}(z) \, dz = \frac{1}{\omega_3 R^3} \iint \chi_R^2(y - z) \chi_R^{\alpha + 2}(x - z) \, dz
\]

to write

\[
(4.49) = -\frac{6\alpha}{(\alpha + 2)\omega_3 R^3} \iint \chi_R^2(y - z) \chi_R^{\alpha + 2}(x - z) |u(t, y)|^2 |u(t, x)|^{\alpha + 2} \, dx dy dz. \tag{4.50}
\]
By integrating by parts twice and (4.28), we see that
\[
(4.42) = \sum_{j,k} \int \int |u(t,y)|^2 \psi_R(x-y)(x_j-y_j) \partial_j \partial_k^2 (|u(t,x)|^2) dxdy \\
= - \sum_{j,k} \int \int |u(t,y)|^2 \partial_j [\psi_R(x-y)(x_j-y_j)] \partial_k^2 (|u(t,x)|^2) dxdy \\
= \sum_k \int \int |u(t,y)|^2 \partial_k^2 \left[ 3\phi_R(x-y) + 2(\psi_R - \phi_R)(x-y) \right] \partial_k (|u(t,x)|^2) dxdy,
\]
(4.51)
where \( \partial_k^2 \) is \( \partial_k \) with respect to the \( x \)-variable. We next consider (4.43) and (4.44). To this end, we denote
\[
P_{jk}(x-y) := \delta_{jk} - \frac{(x_j - y_j)(x_k - y_k)}{|x-y|^2}.
\]
By integration by parts, we have
\[
(4.43) = -4 \sum_{j,k} \int \int \partial_j [\Im(\nabla(t,y) \partial_j u(t,y))] \psi_R(x-y)(x_j-y_j) \Im(\nabla(t,x) \partial_k u(t,x)) dxdy \\
= 4 \sum_{j,k} \int \int \Im(\nabla(t,y) \partial_j u(t,y)) \partial_j^{y} \psi_R(x-y)(x_j-y_j) \Im(\nabla(t,x) \partial_k u(t,x)) dxdy \\
= -4 \sum_{j,k} \int \int \Im(\nabla(t,y) \partial_j u(t,y)) \delta_{jk} \phi_R(x-y) \Im(\nabla(t,x) \partial_k u(t,x)) dxdy \\
- 4 \sum_{j,k} \int \int \Im(\nabla(t,y) \partial_j u(t,y)) P_{jk}(x-y)(\psi_R - \phi_R)(x-y) \Im(\nabla(t,x) \partial_k u(t,x)) dxdy, 
\]
(4.52)
where \( \partial_j^y \) is \( \partial_j \) with respect to the \( y \)-variable. Similarly,
\[
(4.44) = -4 \sum_{j,k} \int \int |u(t,y)|^2 \psi_R(x-y)(x_j-y_j) \partial_k \left[ \Re(\partial_j u(t,x) \partial_k \nabla(t,x)) \right] dxdy \\
= 4 \sum_{j,k} \int \int |u(t,y)|^2 \partial_k^x \psi_R(x-y)(x_j-y_j) \Re(\partial_j u(t,x) \partial_k \nabla(t,x)) dxdy \\
= 4 \sum_{j,k} \int \int |u(t,y)|^2 \delta_{jk} \phi_R(x-y) \Re(\partial_j u(t,x) \partial_k \nabla(t,x)) dxdy \\
+ 4 \sum_{j,k} \int \int |u(t,y)|^2 P_{jk}(x-y)(\psi_R - \phi_R)(x-y) \Re(\partial_j u(t,x) \partial_k \nabla(t,x)) dxdy.
\]
(4.53)
We see that
\[
(4.53) + (4.55) = 4 \int \int |u(t,y)|^2 |\nabla_y u(t,x)|^2 (\psi_R - \phi_R)(x-y) dxdy \\
- 4 \int \int \Im(\nabla(t,y) \nabla_x u(t,y)) \cdot \Im(\nabla(t,x) \nabla_y u(t,x)) (\psi_R - \phi_R)(x-y) \cdot dxdy,
\]
where
\[
\nabla_y u(t,x) := \nabla u(t,x) - \frac{x-y}{|x-y|} \left( \frac{x-y}{|x-y|} \nabla u(t,x) \right)
\]
is the angular derivative centered at \( y \), and similarly for \( \nabla_x u(t, y) \). By Cauchy–Schwarz inequality and the fact that \( \psi - \phi \) is non-negative, we deduce

\[
(4.53) + (4.55) \geq 0. \tag{4.56}
\]

We next have

\[
(4.52) + (4.54) = 4 \int \frac{\phi_R(x - y) \left( |u(t, y)|^2 |\nabla u(t, x)|^2 - \operatorname{Im}(\overline{u}(t, y) \nabla u(t, y)) \cdot \operatorname{Im}(\overline{u}(t, x) \nabla u(t, x)) \right)}{x - y} dy dz.
\]

Using the fact that

\[
\phi_R(x - y) = \frac{1}{\omega_3 R^3} \int \chi_R^2(x - y - z) \chi_R^2(z) dz = \frac{1}{\omega_3 R^3} \int \chi_R^2(x - z) \chi_R^2(y - z) dz,
\]

we get

\[
(4.52) + (4.54) = \frac{4}{\omega_3 R^3} \int \frac{\chi_R^2(x - z) \chi_R^2(y - z)}{x - y} \left[ |u(t, y)|^2 |\nabla u(t, x)|^2 - \operatorname{Im}(\overline{u}(t, y) \nabla u(t, y)) \cdot \operatorname{Im}(\overline{u}(t, x) \nabla u(t, x)) \right] dy dz.
\]

For fixed \( z \in \mathbb{R}^3 \), we consider the quantity defined by

\[
\int \chi_R^2(x - z) \chi_R^2(y - z) \left[ |u(t, y)|^2 |\nabla u(t, x)|^2 - \operatorname{Im}(\overline{u}(t, y) \nabla u(t, y)) \cdot \operatorname{Im}(\overline{u}(t, x) \nabla u(t, x)) \right] dy dx.
\]

We claim that this quantity is invariant under the Galilean transformation

\[
u(t, x) \mapsto \nu^\xi(t, x) := e^{ix \cdot \xi} u(t, x)
\]

for any \( \xi = \xi(t, z, R) \). Indeed, one has

\[
|\nu^\xi(y)|^2 |\nabla \nu^\xi(x)|^2 - \operatorname{Im}(\overline{\nu}(y) \nabla \nu^\xi(y)) \cdot \operatorname{Im}(\nu^\xi(x) \nabla \nu(x))
\]

\[
= |u(y)|^2 |\nabla u(x)|^2 - \operatorname{Im}(\overline{u}(y) \nabla u(y)) \cdot \operatorname{Im}(\overline{u}(x) \nabla u(x))
\]

\[
+ \xi \cdot |u(y)|^2 \operatorname{Im}(\overline{u}(x) \nabla u(y)) - \xi \cdot |u(x)|^2 \operatorname{Im}(\overline{u}(y) \nabla u(y))
\]

and hence the claim follows by symmetry of \( \chi \) and a change of variable. We now define \( \xi = \xi(t, z, R) \) so that

\[
\int \chi_R^2(x - z) \operatorname{Im}(\overline{\nu}(t, x) \nabla \nu^\xi(t, x)) dx = 0.
\]

In particular, we can achieve this by choosing

\[
\xi(t, z, R) = -\int \chi_R^2(x - z) \operatorname{Im}(\overline{u}(t, x) \nabla u(t, x)) dx \div \int \chi_R^2(x - z) |u(t, x)|^2 dx
\]

provided the denominator is non-zero (otherwise \( \xi \equiv 0 \) suffices).
For this choice of $\xi$, we have

$$(4.52) + (4.54) = \frac{4}{\omega_3 R^3} \int \int \int \chi_R^2(x-z) \chi_R^2(y-z) |u(t,y)|^2 \left| \nabla u^\xi(t,x) \right|^2 dx dy dz.$$  

(4.57)

We next estimate (4.45). Since $V$ is radially symmetric and $x \cdot \nabla V \leq 0$, we write

$$(4.45) = -2 \int \int |u(t,y)|^2 \psi_R(x-y)(x-y) \cdot \frac{x}{|x|} \partial_r V |u(t,x)|^2 dx dy.$$  

(4.58)

Collecting (4.47), (4.48), (4.50), (4.51), (4.56), (4.57) and (4.58), we obtain

$$\frac{d}{dt} \mathcal{M}_R^{\otimes 2}(t) \geq - \frac{6\alpha}{\alpha + 2} \int \int |u(t,y)|^2 (\phi_R - \phi_{1,R})(x-y)|u(t,x)|^{\alpha+2} dx dy$$

$$- \frac{4\alpha}{\alpha + 2} \int \int |u(t,y)|^2 (\psi_R - \phi_R)(x-y)|u(t,x)|^{\alpha+2} dx dy$$

$$- \frac{6\alpha}{(\alpha + 2)\omega_3 R^3} \int \int \int |\chi_R(y-z)u(t,y)|^2 |\chi_R(x-z)u(t,x)|^{\alpha+2} dx dy dz$$

$$+ \int \int |u(t,y)|^2 \nabla [3\phi_R(x-y) + 2(\psi_R - \phi_R)(x-y)] \cdot \nabla (|u(t,x)|^2) dx dy$$

$$+ \frac{4}{\omega_3 R^3} \int \int \int |\chi_R(y-z)u(t,y)|^2 |\chi_R(x-z)\nabla u^\xi(t,x)|^{\alpha+2} dx dy dz$$

$$- 2 \int \int |u(t,y)|^2 \psi_R(x-y)(x-y) \cdot \frac{x}{|x|} \partial_r V |u(t,x)|^2 dx dy.$$  

It follows that

$$\frac{d}{dt} \mathcal{M}_R^{\otimes 2}(t) \leq \frac{4\alpha}{\alpha + 2} \int \int |u(t,y)|^2 (\phi_R - \phi_{1,R})(x-y)|u(t,x)|^{\alpha+2} dx dy$$

$$+ \frac{6\alpha}{\alpha + 2} \int \int |u(t,y)|^2 (\psi_R - \phi_R)(x-y)|u(t,x)|^{\alpha+2} dx dy$$

$$- \int \int |u(t,y)|^2 \nabla [3\phi_R(x-y) + 2(\psi_R - \phi_R)(x-y)] \cdot \nabla (|u(t,x)|^2) dx dy$$

$$+ 2 \int \int |u(t,y)|^2 \psi_R(x-y)(x-y) \cdot \frac{x}{|x|} \partial_r V |u(t,x)|^2 dx dy.$$  

(4.60)

Let us estimate the terms appeared from the second to the fifth lines. By (4.40), we see that

$$\left| \frac{1}{JT_0} \int_a^{a+T_0} \int_{R_0 e^J}^{R_0 e^J} \frac{d}{dt} \mathcal{M}_R^{\otimes 2}(t) \frac{dR}{R} dt \right| \leq \frac{1}{JT_0} \int_{R_0}^{R_0 e^J} \sup_{t \in [a,a+T_0]} |\mathcal{M}_R^{\otimes 2}(t)| \frac{dR}{R}$$

$$\lesssim \frac{1}{JT_0} \int_{R_0}^{R_0 e^J} dR \lesssim \frac{R_0 e^J}{JT_0}.$$  

(4.61)
Using (4.13), we see that
\[
\begin{align*}
\frac{1}{JT_0} \int_a^{a+T_0} \int_{R_0}^{R_0 e^J} \int |u(t,y)|^2 (\psi_R - \phi_R)(x-y)|u(t,x)|^{\alpha+2} dx dy \frac{dR}{R} dt \\
&\lesssim \frac{1}{\eta JT_0} \int_a^{a+T_0} \int_{R_0}^{R_0 e^J} \int |u(t,y)|^2 \min \left\{ \frac{|x-y|}{R}, \frac{R}{|x-y|} \right\} |u(t,x)|^{\alpha+2} dx dy \frac{dR}{R} dt \\
&\lesssim \frac{1}{\eta JT_0} \int_a^{a+T_0} \int_{R_0}^{R_0 e^J} \int |u(t,y)|^2 |u(t,x)|^{\alpha+2} \left( \int_{R_0}^{R_0 e^J} \min \left\{ \frac{|x-y|}{R}, \frac{R}{|x-y|} \right\} \frac{dR}{R} \right) dx dy dt \\
&\lesssim \frac{1}{\eta}. \tag{4.62}
\end{align*}
\]

Here we have used the fact that \( \sup_{t \in \mathbb{R}} \|u(t)\|_{H^1} \leq C(u_0, Q) < \infty \) and
\[
\int_0^\infty \min \left\{ \frac{|x-y|}{R}, \frac{R}{|x-y|} \right\} \frac{dR}{R} \lesssim 1. \tag{4.63}
\]

Using (4.12), we have
\[
\begin{align*}
\frac{1}{JT_0} \int_a^{a+T_0} \int_{R_0}^{R_0 e^J} \int |u(t,y)|^2 (\phi_R - \phi_{1,R})(x-y)|u(t,x)|^{\alpha+2} dx dy \frac{dR}{R} dt \\
&\lesssim \frac{1}{JT_0} \int_a^{a+T_0} \int_{R_0}^{R_0 e^J} \eta \frac{dR}{R} dt \lesssim \eta. \tag{4.64}
\end{align*}
\]

Using the fact \( |\nabla \phi_R(x)| \lesssim \frac{1}{\eta R} \), we see that
\[
\begin{align*}
\frac{1}{JT_0} \int_a^{a+T_0} \int_{R_0}^{R_0 e^J} \int |u(t,y)|^2 \nabla \phi_R(x-y) \cdot \nabla (|u(t,x)|^2) dx dy \frac{dR}{R} dt \\
&\lesssim \frac{1}{\eta JT_0} \int_a^{a+T_0} \int_{R_0}^{R_0 e^J} \|u(t)\|_L^2 \|
abla u(t)\|_L^2 \frac{dR}{R^2} dt \\
&\lesssim \frac{1}{\eta JT_0} \int_a^{a+T_0} \int_{R_0}^{R_0 e^J} \frac{dR}{R^2} dt \\
&\lesssim \frac{1}{\eta JR_0}. \tag{4.65}
\end{align*}
\]

Similarly, as \( |\nabla (\psi_R - \phi_R)(x)| \lesssim \frac{1}{\eta} \min \left\{ \frac{1}{R}, \frac{R}{|x|^2} \right\} < \frac{1}{\eta R} \), we have
\[
\begin{align*}
\frac{1}{JT_0} \int_a^{a+T_0} \int_{R_0}^{R_0 e^J} \int |u(t,y)|^2 \nabla (\psi_R - \phi_R)(x-y) \cdot \nabla (|u(t,x)|^2) dx dy \frac{dR}{R} dt \\
&\lesssim \frac{1}{JT_0} \int_a^{a+T_0} \int_{R_0}^{R_0 e^J} (-R \int \partial_r V |u(t,x)|^2 dx) \frac{dR}{R} dt. \tag{4.66}
\end{align*}
\]

We next consider the term in (4.60). Note that this term does not appear in the case \( V \) is non-radially symmetric. By Hölder’s inequality and the conservation of mass, we have
\[
\begin{align*}
\frac{1}{JT_0} \int_a^{a+T_0} \int_{R_0}^{R_0 e^J} \frac{dR}{R} dt \lesssim \frac{1}{JT_0} \int_a^{a+T_0} \int_{R_0}^{R_0 e^J} \left( -R \int \partial_r V |u(t,x)|^2 dx \right) \frac{dR}{R} dt.
\end{align*}
\]
We then use the Morawetz estimate given in Lemma 4.6 to get

\[
\left| \frac{1}{JT_0} \int_{a}^{a+T_0} \int_{R_0}^{R_0 e^\gamma} \frac{dR}{R} dR \right|
\leq \left| \frac{1}{JT_0} \int_{a}^{a+T_0} \int_{R_0}^{R_0 e^\gamma} \frac{d}{dt} M_R(t) \frac{dR}{R} dt \right|
\tag{4.67}
\]

\[
+ \left| \frac{1}{JT_0} \int_{a}^{a+T_0} \int_{R_0}^{R_0 e^\gamma} O(R^{-2}) \frac{dR}{R} dt \right|
\tag{4.68}
\]

\[
+ \left| \frac{1}{JT_0} \int_{a}^{a+T_0} \int_{R_0}^{R_0 e^\gamma} \nabla \phi_R(x) \cdot \nabla (|u(t,x)|^2) dx \frac{dR}{R} dt \right|
\tag{4.69}
\]

\[
+ \left| \frac{1}{JT_0} \int_{a}^{a+T_0} \int_{R_0}^{R_0 e^\gamma} \nabla(\psi_R - \phi_R)(x) \cdot \nabla (|u(t,x)|^2) dx \frac{dR}{R} dt \right|
\tag{4.70}
\]

\[
+ \left| \frac{1}{JT_0} \int_{a}^{a+T_0} \int_{R_0}^{R_0 e^\gamma} (\phi_R - \phi_1,R)(x)|u(t,x)|^{\alpha+2} dx \frac{dR}{R} dt \right|
\tag{4.71}
\]

\[
+ \left| \frac{1}{JT_0} \int_{a}^{a+T_0} \int_{R_0}^{R_0 e^\gamma} (\psi_R - \phi_R)(x)|u(t,x)|^{\alpha+2} dx \frac{dR}{R} dt \right|
\tag{4.72}
\]

The term (4.67) is estimated as for (4.61) using (4.21). The terms (4.68) and (4.69) are treated as for (4.65). The terms (4.70), (4.71) and (4.72) are respectively estimated as for (4.66), (4.64) and (4.62).

Combining (4.59), (4.61), (4.62), (4.64), (4.65) and (4.66)–(4.72), we obtain

\[
\left| \frac{1}{JT_0} \int_{a}^{a+T_0} \int_{R_0}^{R_0 e^\gamma} \frac{1}{R^N} \right|

\int \int \int |\chi_R(y - z)u(t,y)|^2

\times \left[ |\chi_R(x - z)\nabla u^\xi (t,x)|^2 - \frac{N\alpha}{2(\alpha + 2)} |\chi_R(x - z)u^{\xi}(t,x)|^{\alpha+2} \right] dxdydz \frac{dR}{R} dt
\]

\[
\lesssim \eta + \frac{R_0 e^\gamma}{\eta JT_0} + \frac{1}{\eta J} + \frac{1}{\eta J R_0}.
\tag{4.73}
\]

Now, for fixed \(z, \xi \in \mathbb{R}^N\), we have from (4.37) that

\[
\int |\chi_R(x - z)\nabla u^\xi (t,x)|^2 dx = \|\nabla [\chi_R(\cdot - z)u^\xi(t)]\|_{L^2}^2 + O(R^{-2}\|u(t)\|_{L^2}^2).\]

It follows that from the conservation of mass and (4.17) that for \(R \geq R_0\) with \(R_0\) sufficiently large,

\[
\int |\chi_R(x - z)\nabla u^\xi (t,x)|^2 dx

- \frac{N\alpha}{2(\alpha + 2)} \int |\chi_R(x - z)u(t,x)|^{\alpha+2} dx
\]
To treat this term, we consider two cases. The proof is similar to that of Proposition 4.9 except for the term $\xi = \chi$ where $\chi$ is radially symmetric and $\xi$ is non-radially symmetric, $T_0 = e^{\varepsilon^{-3}}$. \hfill $\square$

Performing the same arguments as above, we get the following interaction Morawetz estimate in the defocusing case.

**Corollary 4.10.** (Interaction Morawetz estimate in the defocusing case) Let $0 < \alpha < 4$. Let $V : \mathbb{R}^3 \to \mathbb{R}$ satisfy (1.2), (1.3), and (1.19). Let $u_0 \in H^1$ and $u$ be the corresponding global solution to the defocusing problem (1.1). Define $\mathcal{M}^{\leq 2}_R(t)$ as in (4.39). Then for $\varepsilon > 0$ sufficiently small, there exist $T_0 = T_0(\varepsilon)$, $J = J(\varepsilon)$, $R_0 = R_0(\varepsilon)$ sufficiently large and $\eta = \eta(\varepsilon) > 0$ sufficiently small such that for any $a \in \mathbb{R}$,

$$\frac{1}{JT_0} \int_a^{a+T_0} \int_{R_0}^{R_0 e^J} \frac{1}{R^3} \iint |\chi R(y-z)u(t,y)|^2 \left| \nabla \left[ \chi R(x-z)u^\xi(t,x) \right] \right|^2 dx dy dz dR dt \lesssim \eta + \frac{R_0 e^J}{\eta JT_0} + \frac{1}{\eta J R_0}.$$  

(4.74)

This proves (4.46) by taking $\eta = \varepsilon, J = \varepsilon^{-3}, R_0 = \varepsilon^{-1}$ and $T_0 = e^{\varepsilon^{-3}}$.

Proof. The proof is similar to that of Proposition 4.9 except for the term (4.45). To treat this term, we consider two cases.

**Case 1:** $V$ is radially symmetric and $x \cdot \nabla V \leq 0$. We simply write

\begin{equation}
(4.45) = -2 \iint |u(t,y)|^2 \psi_R(x-y)(x-y) \cdot \frac{x}{|x|} \partial_r V |u(t,x)|^2 dx dy.
\end{equation}

**Case 2:** $V$ is non-radially symmetric, $x \cdot \nabla V \leq 0$ and $\nabla^2 V$ is non-positive definite. We write

\begin{equation}
(4.45) = -2 \iint |u(t,y)|^2 \psi_R(x-y)(x-y) \cdot \nabla V(x-y)|u(t,x)|^2 dx dy
- 2 \iint |u(t,y)|^2 \psi_R(x-y)(x-y) \cdot [\nabla V(x) - \nabla V(x-y)]|u(t,x)|^2 dx dy
= -2 \iint |u(t,y)|^2 \psi_R(x-y)(x-y) \cdot \nabla V(x-y)|u(t,x)|^2 dx dy
- 2 \iint |u(t,y)|^2 \psi_R(x-y) \int_0^1 (x-y)\nabla^2 V(x-y+\theta y)(x-y)^T d\theta |u(t,x)|^2 dx dy
\geq 0.
\end{equation}
5. Scattering criterion

We get

\[
\frac{d}{dt} M_R^{\infty 2}(t) \geq \frac{6\alpha}{\alpha + 2} \int_{\mathbb{R}^3} |u(t, y)|^2 (\phi_R - \phi_{1,R})(x - y) |u(t, x)|^{\alpha + 2} \, dx \, dy
\]

\[
+ \frac{4\alpha}{\alpha + 2} \int_{\mathbb{R}^3} |u(t, y)|^2 (\psi_R - \phi_R)(x - y) |u(t, x)|^{\alpha + 2} \, dx \, dy
\]

\[
+ \frac{6\alpha}{(\alpha + 2)\omega_3 R^3} \iint_{\mathbb{R}^3} |\chi_R(y - z) u(t, y)|^2 |\chi_R(x - z) u(t, x)|^{\alpha + 2} \, dx \, dy \, dz
\]

\[
+ \int_{\mathbb{R}^3} |u(t, y)|^2 \nabla[3\phi_R(x - y) + 2(\psi_R - \phi_R)(x - y)] \cdot \nabla(|u(t, x)|^2) \, dx \, dy
\]

\[
+ \frac{4}{\omega_3 R^3} \iint_{\mathbb{R}^3} |\chi_R(y - z) u(t, y)|^2 |\chi_R(x - z) \nabla u^\xi(t, x)|^{\alpha + 2} \, dx \, dy \, dz
\]

\[
- 2 \int_{\mathbb{R}^3} |u(t, y)|^2 \psi_R(x - y)(x - y) \cdot \frac{x}{|x|} \partial_x V |u(t, x)|^{\alpha + 2} \, dx \, dy.
\]

By the defocusing nature and the fact \( \psi_R - \phi_R \geq 0 \), we infer that

\[
\frac{4}{\omega_3 R^3} \iint_{\mathbb{R}^3} |\chi_R(y - z) u(t, y)|^2 |\chi_R(x - z) \nabla u^\xi(t, x)|^{\alpha + 2} \, dx \, dy \, dz
\]

\[
\leq \frac{d}{dt} M_R^{\infty 2}(t) - \frac{6\alpha}{\alpha + 2} \int_{\mathbb{R}^3} |u(t, y)|^2 (\phi_R - \phi_{1,R})(x - y) |u(t, x)|^{\alpha + 2} \, dx \, dy
\]

\[
- \int_{\mathbb{R}^3} |u(t, y)|^2 \nabla[3\phi_R(x - y) + 2(\psi_R - \phi_R)(x - y)] \cdot \nabla(|u(t, x)|^2) \, dx \, dy
\]

\[
+ 2 \int_{\mathbb{R}^3} |u(t, y)|^2 \psi_R(x - y)(x - y) \cdot \frac{x}{|x|} \partial_x V |u(t, x)|^{\alpha + 2} \, dx \, dy.
\]

Here instead of writing separately the estimates for radial and non-radial cases, we only write one estimate for both cases with a convention that \( \partial_x V = 0 \) if \( V \) is non-radially symmetric. The rest follows by the same argument as in the proof of Proposition 4.9 using Corollary 4.7 instead of Lemma 4.6. The proof is complete. \( \square \)

5. Scattering criterion

Proof of Theorem 1.6. We only give the proof in the focusing case. The one in the defocusing case is similar. Our purpose is to check the scattering criteria given in Lemma 3.3. To this end, we fix \( a \in \mathbb{R} \) and let \( \varepsilon > 0 \) sufficiently small and \( T_0 > 0 \) sufficiently large to be determined later. We will show that there exists \( t_0 \in (a, a + T_0) \) such that \( [t_0 - \varepsilon^{-\sigma}, t_0] \subset (a, a + T_0) \) and

\[
\|u\|_{L^q([t_0 - \varepsilon^{-\sigma}, t_0] \times \mathbb{R}^3)} \lesssim \varepsilon^\mu
\]  

(5.1)

for some \( \sigma, \mu > 0 \) satisfying (3.3), where \( q \) is as in (3.1). By (4.46), there exist \( T_0 = T_0(\varepsilon), J = J(\varepsilon), R_0 = R_0(\varepsilon, u_0, Q) \) and \( \eta = \eta(\varepsilon) \) such that

\[
\frac{1}{JT_0} \int_a^{a + T_0} \int_{R_0}^{R_0 e^J} \int_{R_0}^{R_0 e^J} |\chi_R(y - z) u(t, y)|^2 |\nabla [\chi_R(x - z) u^\xi(t, x)]|^2 \, dx \, dy \, dz \, dt \lesssim \varepsilon.
\]

\[
\frac{1}{R^3} \iint_{\mathbb{R}^3} |\chi_R(y - z) u(t, y)|^2 |\nabla [\chi_R(x - z) u^\xi(t, x)]|^2 \, dx \, dy \, dz \, dt \lesssim \varepsilon.
\]

\[
\frac{1}{R^3} \iint_{\mathbb{R}^3} |\chi_R(y - z) u(t, y)|^2 |\nabla [\chi_R(x - z) u^\xi(t, x)]|^2 \, dx \, dy \, dz \, dt \lesssim \varepsilon.
\]
It follows that there exists $R_1 \in [R_0, R_0 e^J]$ such that

$$ \frac{1}{T_0} \int_a^{a+T_0} \frac{1}{R_1^3} \int \int |\chi_{R_1}(y-z)u(t,y)|^2 |\nabla [\chi_{R_1}(x-z)u^\xi(t,x)]|^2 \, dx \, dy \, dz \, dt \lesssim \varepsilon $$

hence

$$ \frac{1}{T_0} \int_a^{a+T_0} \frac{1}{R_1^3} \int \|\chi_{R_1}(\cdot-z)u(t)\|_{L^2}^2 \|\nabla [\chi_{R_1}(\cdot-z)u^\xi(t)]\|_{L^2}^2 \, dz \, dt \lesssim \varepsilon. $$

By the change of variable $z = \frac{R_1}{4}(w+\theta)$ with $w \in \mathbb{Z}^3$ and $\theta \in [0,1]^3$, we deduce that there exists $\theta_1 \in [0,1]^3$ such that

$$ \frac{1}{T_0} \int_a^{a+T_0} \sum_{w \in \mathbb{Z}^3} \left\|\chi_{R_1}\right\|_{L^2}^2 \left\|\nabla \left[\chi_{R_1}\left(\cdot - \frac{R_1}{4}(w+\theta_1)\right)u^\xi(t)\right]\right\|_{L^2}^2 \, dt \lesssim \varepsilon. $$

Let $\sigma > 0$ to be chosen later. By dividing the interval $[a + \frac{T_0}{2}, a + \frac{3T_0}{4}]$ into $T_0 \varepsilon^{-\sigma}$ intervals of length $\varepsilon^{-\sigma}$, we infer that there exists $t_0 \in \left[a, \frac{T_0}{2}, a + \frac{3T_0}{4}\right]$ such that $[t_0 - \varepsilon^{-\sigma}, t_0] \subset (a, a + T_0)$ and

$$ \int_{t_0-\varepsilon^{-\sigma}}^{t_0} \sum_{w \in \mathbb{Z}^3} \left\|\chi_{R_1}\right\|_{L^2}^2 \left\|\nabla \left[\chi_{R_1}\left(\cdot - \frac{R_1}{4}(w+\theta_1)\right)u^\xi(t)\right]\right\|_{L^2}^2 \, dt \lesssim \varepsilon^{1-\sigma}. $$

This together with the Gagliardo–Nirenberg inequality

$$ \|u\|_{L^3}^4 \lesssim \|u\|_{L^2}^2 \|\nabla u^\xi\|_{L^2}^2 $$

imply that

$$ \int_{t_0-\varepsilon^{-\sigma}}^{t_0} \sum_{w \in \mathbb{Z}^3} \left\|\chi_{R_1}\left(\cdot - \frac{R_1}{4}(w+\theta_1)\right)u(t)\right\|_{L^3}^4 \, dt \lesssim \varepsilon^{1-\sigma}. \quad (5.2) $$

On the other hand, by Hölder’s inequality, Cauchy–Schwarz inequality and Sobolev embedding, we have

$$ \sum_{w \in \mathbb{Z}^3} \left|\chi_{R_1}\left(\cdot - \frac{R_1}{4}(w+\theta_1)\right)u(t)\right|^2 \lesssim \sum_{w \in \mathbb{Z}^3} \left\|\chi_{R_1}\left(\cdot - \frac{R_1}{4}(w+\theta_1)\right)u(t)\right\|_{L^6}^2 \left\|\chi_{R_1}\left(\cdot - \frac{R_1}{4}(w+\theta_1)\right)u(t)\right\|_{L^6}^2 \lesssim \|u(t)\|_{L^6}^2 \|u(t)\|_{H^1} \lesssim 1. \quad (5.3) $$
Here we have used the following estimate to get the last line:

\[
\sum_{w \in \mathbb{Z}^3} \| \chi_{R_1} \left( \cdot - \frac{R_1}{4}(w + \theta_1) \right) u(t) \|_{L^6}^2 \\
\lesssim \sum_{w \in \mathbb{Z}^3} \| \chi_{R_1} \left( \cdot - \frac{R_1}{4}(w + \theta_1) \right) \nabla u(t) \|_{L^2}^2 + \frac{1}{R_1^2} \| (\nabla \chi)_{R_1} \left( \cdot - \frac{R_1}{4}(w + \theta_1) \right) u(t) \|_{L^2}^2 \\
\lesssim \| \nabla u(t) \|_{L^2}^2 + \frac{1}{R_1^2 \eta^2} \| u(t) \|_{L^2}^2 \lesssim \| u(t) \|_{H^1}^2
\]

as \( R_1 > R_0 = \varepsilon^{-1} = \eta^{-1} \) (see after (4.74)). Note that \( |\nabla \chi| \lesssim \eta^{-1} \) by the choice of \( \chi \). Combining (5.2) and (5.3), we get from the property of \( \chi_{R_1} \) that

\[
\| u \|_{L^3([t_0-\varepsilon^{-\sigma}, t_0] \times \mathbb{R}^3)}^3 \lesssim \int_{t_0-\varepsilon^{-\sigma}}^{t_0} \left( \sum_{w \in \mathbb{Z}^3} \| \chi_{R_1} \left( \cdot - \frac{R_1}{4}(w + \theta_1) \right) u(t) \|_{L^3} \right)^3 dt \\
\lesssim \int_{t_0-\varepsilon^{-\sigma}}^{t_0} \left( \sum_{w \in \mathbb{Z}^3} \| \chi_{R_1} \left( \cdot - \frac{R_1}{4}(w + \theta_1) \right) u(t) \|_{L^3}^4 \right)^{\frac{1}{2}} dt \\
\times \left( \sum_{w \in \mathbb{Z}^3} \| \chi_{R_1} \left( \cdot - \frac{R_1}{4}(w + \theta_1) \right) u(t) \|_{L^3}^4 \right)^{\frac{1}{2}} dt \\
\lesssim \left( \int_{t_0-\varepsilon^{-\sigma}}^{t_0} \sum_{w \in \mathbb{Z}^3} \| \chi_{R_1} \left( \cdot - \frac{R_1}{4}(w + \theta_1) \right) u(t) \|_{L^3}^4 dt \right)^{\frac{1}{2}} \\
\times \left( \int_{t_0-\varepsilon^{-\sigma}}^{t_0} \sum_{w \in \mathbb{Z}^3} \| \chi_{R_1} \left( \cdot - \frac{R_1}{4}(w + \theta_1) \right) u(t) \|_{L^3}^2 dt \right)^{\frac{1}{2}} \\
\lesssim \varepsilon^{\frac{1-\sigma}{2}} \varepsilon^{-\frac{\sigma}{2}} = \varepsilon^{\frac{1}{2}-\sigma}
\]

which implies that

\[
\| u \|_{L^3([t_0-\varepsilon^{-\sigma}, t_0] \times \mathbb{R}^3)} \lesssim \varepsilon^{\frac{1}{2}} (1-\sigma).
\]

(5.4)

By interpolation, we have

\[
\| u \|_{L^\vartheta([t_0-\varepsilon^{-\sigma}, t_0] \times \mathbb{R}^3)} \leq \| u \|_{L^3([t_0-\varepsilon^{-\sigma}, t_0] \times \mathbb{R}^3)} \| u \|_{L^{10}([t_0-\varepsilon^{-\sigma}, t_0] \times \mathbb{R}^3)}^{1-\vartheta} \\
\lesssim \varepsilon^\vartheta \varepsilon^{-\frac{\sigma}{10}} \varepsilon^{-\frac{7\vartheta}{30}} (1-\vartheta) \\
= \varepsilon^{\frac{\vartheta}{10}} - \frac{\vartheta}{10} \left( \frac{7\vartheta}{30} \right).
\]

where

\[
\vartheta = \frac{3(4 - \alpha)}{7\alpha} \in (0, 1).
\]

Here we have used the fact that

\[
\| u \|_{L^{10}(I \times \mathbb{R}^3)} \lesssim \langle I \rangle^{\frac{\vartheta}{10}}
\]

which follows from the local theory. This shows (5.1) with

\[
\mu = \frac{\vartheta}{6} - \sigma \left( \frac{1}{10} + \frac{7\vartheta}{30} \right) = \frac{4 - \alpha}{14\alpha} - \frac{2\sigma}{5\alpha}.
\]
By taking $0 < \sigma < \frac{4-\alpha}{7}$, we see that (3.3) is satisfied. The proof is complete.

6. Long time dynamics

In this section, we give the proofs of Theorems 1.7 and 1.8.

Proof of Theorem 1.7. Thanks to Theorem 1.6, it suffices to show (1.20). To see this, we first claim that there exists $\rho = \rho(u_0, Q) > 0$ such that

$$||\nabla u(t)||_{L^2} ||u(t)||_{L^2}^\sigma c \leq (1 - \rho) ||\nabla Q||_{L^2} ||Q||_{L^2}^\sigma c$$

for all $t \in (-T_*, T^*)$. Assume (6.1) for the moment, let us prove (1.20). By the Gagliardo–Nirenberg inequality (4.1) and (6.1), we have

$$||u(t)||_{L^{\alpha + 2}_{\alpha + 2}} ||u(t)||_{L^2}^{\sigma c} \leq C_{\text{opt}} ||\nabla u(t)||_{L^2}^{\frac{3\alpha}{2}} ||u(t)||_{L^2}^{\frac{4-\alpha}{2} + 2\sigma c}$$

$$= C_{\text{opt}} \left( ||\nabla u(t)||_{L^2} ||u(t)||_{L^2}^{\sigma c} \right)^{\frac{3\alpha}{2}}$$

$$\leq C_{\text{opt}} (1 - \rho) \frac{3\alpha}{2} \left( ||\nabla Q||_{L^2} ||Q||_{L^2}^{\sigma c} \right)^{\frac{3\alpha}{2}}$$

for all $t \in (-T_*, T^*)$. From this, (4.2) and (4.3), we see that

$$||u(t)||_{L^{\alpha + 2}_{\alpha + 2}} ||u(t)||_{L^2}^{\sigma c} \leq \frac{2(\alpha + 2)}{3\alpha} (1 - \rho) \frac{3\alpha}{2} ||\nabla Q||_{L^2}^{2} ||Q||_{L^2}^{2\sigma c}$$

$$= (1 - \rho) \frac{3\alpha}{2} ||Q||_{L^{\alpha + 2}_{\alpha + 2}} ||Q||_{L^2}^{2\sigma c}$$

for all $t \in (-T_*, T^*)$ which proves (1.20).

Now, we prove (6.1). Recall that the initial data is assumed to satisfy (1.16) and (1.17). To this end, we multiply both sides of $E(u(t))$ with $[M(u(t))]^{\sigma c}$ and use the Gagliardo–Nirenberg inequality (4.1) together with $V \geq 0$ to have

$$E(u(t))[M(u(t))]^{\sigma c} = \left( \frac{1}{2} ||\nabla u(t)||_{L^2}^{2} + \frac{1}{2} \int V|u(t)|^2 dx - \frac{1}{\alpha + 2} ||u(t)||_{L^{\alpha + 2}_{\alpha + 2}}^{\alpha + 2} \right) ||u(t)||_{L^2}^{2\sigma c}$$

$$\geq \frac{1}{2} (||\nabla u(t)||_{L^2} ||u(t)||_{L^2}^{\sigma c})^2 - \frac{C_{\text{opt}}}{\alpha + 2} ||\nabla u(t)||_{L^2}^{\frac{3\alpha}{2}} ||u(t)||_{L^2}^{\frac{4-\alpha}{2} + 2\sigma c}$$

$$= G (||\nabla u(t)||_{L^2} ||u(t)||_{L^2}^{\sigma c}), \quad (6.2)$$

where

$$G(\lambda) = \frac{1}{2} \lambda^2 - \frac{C_{\text{opt}}}{\alpha + 2} \lambda^{\frac{3\alpha}{2}}. \quad (6.3)$$

Using (4.5), we see that

$$G (||\nabla Q||_{L^2} ||Q||_{L^2}^{\sigma c}) = \frac{3\alpha - 4}{6\alpha} (||\nabla Q||_{L^2} ||Q||_{L^2}^{\sigma c})^2 = E_0(Q)[M(Q)]^{\sigma c}.\quad (6.4)$$

From (1.16), (6.2), the conservation of mass and energy, we have

$$G (||\nabla u(t)||_{L^2} ||u(t)||_{L^2}^{\sigma c}) \leq E(u_0)[M(u_0)]^{\sigma c} < E_0(Q)[M(Q)]^{\sigma c}$$

$$= G (||\nabla Q||_{L^2} ||Q||_{L^2}^{\sigma c})$$

for all $t$ in the existence time. By (1.17), the continuity argument implies

$$||\nabla u(t)||_{L^2} ||u(t)||_{L^2}^{\sigma c} < ||\nabla Q||_{L^2} ||Q||_{L^2}^{\sigma c} \quad (6.4)$$
for all $t \in (-T_*, T^*)$. Next, from (1.16), we take $\vartheta = \vartheta(u_0, Q) > 0$ such that
\[
E(u_0)[M(u_0)]^{\sigma_c} \leq (1 - \vartheta)E_0(Q)[M(Q)]^{\sigma_c}.
\] (6.5)

Using the fact that
\[
E_0(Q)[M(Q)]^{\sigma_c} = \frac{3\alpha - 4}{6\alpha}(\|\nabla Q\|_{L^2}^2 Q \|\|_{L^2}^{\alpha \sigma_c})^2
\]
\[
= \frac{3\alpha - 4}{4(\alpha + 2)} C_{\text{opt}} (\|\nabla Q\|_{L^2}^2 Q \|\|_{L^2}^{\alpha \sigma_c})^{\frac{3\alpha}{2}},
\]
we infer from (6.2) and (6.5) that
\[
\frac{3\alpha}{3\alpha - 4} \left(\frac{\|\nabla u(t)\|_{L^2}^2 u(t) \|\|_{L^2}^{\alpha \sigma_c}}{\|\nabla Q\|_{L^2}^2 Q \|\|_{L^2}^{\alpha \sigma_c}}\right)^2 - \frac{4}{3\alpha - 4} \left(\frac{\|\nabla u(t)\|_{L^2}^2 u(t) \|\|_{L^2}^{\alpha \sigma_c}}{\|\nabla Q\|_{L^2}^2 Q \|\|_{L^2}^{\alpha \sigma_c}}\right)^{\frac{3\alpha}{2}} \leq 1 - \vartheta.
\] (6.6)

We consider the function $H(\lambda) = \frac{3\alpha}{3\alpha - 4} \lambda^2 - \frac{4}{3\alpha - 4} \lambda^{\frac{3\alpha}{2}}$ with $0 < \lambda < 1$ due to (6.4). We see that $H$ is strictly increasing in $(0, 1)$ with $H(0) = 0$ and $H(1) = 1$. It follows from (6.6) that there exists $\rho > 0$ depending on $\vartheta$ such that $\lambda \leq 1 - \rho$ which shows (6.1). The proof is complete. \(\square\)

We next study the long time dynamics at the ground state threshold given in Theorem 1.8.

**Proof of Theorem 1.8.** Let us start with the following observation. There is no $f \in H^1$ satisfying
\[
E(f)[M(f)]^{\sigma_c} = E_0(Q)[M(Q)]^{\sigma_c}, \quad \|\nabla f\|_{L^2}^2 f \|\|_{L^2}^{\sigma_c} = \|\nabla Q\|_{L^2}^2 Q \|\|_{L^2}^{\sigma_c}.
\] (6.7)

In fact, we take $\lambda > 0$ such that $\|f\|_{L^2}^2 = \lambda \|Q\|_{L^2}^2$. It follows that
\[
E(f) = \lambda^{-2} \sigma_c E_0(Q), \quad \|\nabla f\|_{L^2}^2 = \lambda^{-\sigma_c} \|\nabla Q\|_{L^2}^2.
\] (6.8)

Using the Gagliardo–Nirenberg inequality (4.1) and (4.2), we see that
\[
\|f\|_{L^{\alpha+2}}^{\sigma_c} \|f\|_{L^2}^2 \|^{2\sigma_c} \leq C_{\text{opt}} \|\nabla f\|_{L^2}^2 (\|\nabla Q\|_{L^2}^2 Q \|\|_{L^2}^{\sigma_c})^{\frac{3\alpha}{2}} (\|\nabla f\|_{L^2}^2 f \|\|_{L^2}^{\sigma_c})^{\frac{3\alpha}{2}}
\]
\[
= \frac{2(\alpha + 2)}{3\alpha} \left(\|\nabla Q\|_{L^2}^2 Q \|\|_{L^2}^{\sigma_c}\right)^{\frac{3\alpha}{2}}
\]
\[
= \frac{2(\alpha + 2)}{3\alpha} \left(\|\nabla Q\|_{L^2}^2 Q \|\|_{L^2}^{\sigma_c}\right)^{\frac{3\alpha}{2}}.
\]

This implies
\[
\|f\|_{L^{\alpha+2}}^{\sigma_c} \|f\|_{L^2}^2 \leq \frac{2(\alpha + 2)}{3\alpha} \lambda^{-2} \sigma_c \|\nabla Q\|_{L^2}^2 = \lambda^{-2} \sigma_c \|Q\|_{L^{\alpha+2}}^{\sigma_c}.
\]

Using (6.8), we infer that
\[
0 \leq \int_{\mathbb{R}^3} V(x)|f(x)|^2dx = \frac{1}{\alpha + 2}\|f\|_{L^{\alpha+2}}^{\sigma_c} - \frac{1}{\alpha + 2} \lambda^{-2} \sigma_c \|Q\|_{L^{\alpha+2}}^{\sigma_c} \leq 0.
\]

This shows that $f \equiv 0$ which is impossible.

Now, let $u_0 \in H^1$ satisfy (1.21) and (1.22). Let $u : (-T_*, T^*) \times \mathbb{R}^3 \to \mathbb{C}$ be the corresponding solution to the focusing problem (1.1). By (6.2), we have
\[
G(\|\nabla u(t)\|_{L^2}^2 u(t) \|\|_{L^2}^{\sigma_c}) \leq E(u(t))[M(u(t))]^{\sigma_c} = E(u_0)[M(u_0)]^{\sigma_c} = E_0(Q)[M(Q)]^{\sigma_c}
\] (6.9)
for all \( t \in (-T_*, T^*) \), where \( G \) is as in (6.3). It is easy to check that \( G \) attains its maximum at

\[
\lambda_0 = \left( \frac{2(\alpha + 2)}{3\alpha C_{opt}} \right)^{\frac{2}{\alpha - 1}} = \| \nabla Q \|_{L^2} \| Q \|_{L^2}^{\sigma_c}
\]

and

\[ G(\lambda_0) = E_0(Q)[M(Q)]^{\sigma_c}. \]

We claim that

\[
\| \nabla u(t) \|_{L^2} \| u(t) \|_{L^2}^{\sigma_c} < \| \nabla Q \|_{L^2} \| Q \|_{L^2}^{\sigma_c}
\]

for all \( t \in (-T_*, T^*) \). By the conservation of mass and the local theory, we have \( T_* = T^* = \infty \), i.e., the solution exists globally in time. We will prove (6.10) by contradiction. Suppose that it is not true. Then there exists \( t_0 \in (-T_*, T^*) \) such that

\[
\| \nabla u(t_0) \|_{L^2} \| u(t_0) \|_{L^2}^{\sigma_c} \geq \| \nabla Q \|_{L^2} \| Q \|_{L^2}^{\sigma_c}.
\]

By continuity using (1.21), there exists \( t_1 \in (-T_*, T^*) \) such that

\[
\| \nabla u(t_1) \|_{L^2} \| u(t_1) \|_{L^2}^{\sigma_c} = \| \nabla Q \|_{L^2} \| Q \|_{L^2}^{\sigma_c}.
\]

Thanks to (1.21) and the conservation of mass and energy, we have

\[ E(u(t_1))[M(u(t_1))]^{\sigma_c} = E_0(Q)[M(Q)]^{\sigma_c} \]

which contradicts the observation (6.7).

By (6.10), we consider two cases.

**Case 1.** If

\[
\sup_{t \in [0, \infty)} \| \nabla u(t) \|_{L^2} \| u(t) \|_{L^2}^{\sigma_c} < \| \nabla Q \|_{L^2} \| Q \|_{L^2}^{\sigma_c},
\]

then there exists \( \rho > 0 \) such that

\[
\| \nabla u(t) \|_{L^2} \| u(t) \|_{L^2}^{\sigma_c} \leq (1 - \rho) \| \nabla Q \|_{L^2} \| Q \|_{L^2}^{\sigma_c}
\]

for all \( t \in [0, \infty) \). By the same argument as in the proof of Theorem 1.7, we prove (1.18). By Theorem 1.6, the corresponding solution scatters in \( H^1 \) forward in time.

**Case 2.** If

\[
\sup_{t \in [0, \infty)} \| \nabla u(t) \|_{L^2} \| u(t) \|_{L^2}^{\sigma_c} = \| \nabla Q \|_{L^2} \| Q \|_{L^2}^{\sigma_c},
\]

then there exists \( (t_n)_{n \geq 1} \subset [0, \infty) \) such that

\[
\lim_{n \to \infty} \| \nabla u(t_n) \|_{L^2} \| u(t_n) \|_{L^2}^{\sigma_c} = \| \nabla Q \|_{L^2} \| Q \|_{L^2}^{\sigma_c}.
\]

By (1.21) and the conservation laws of mass and energy, we have

\[ E(u(t_n))[M(u(t_n))]^{\sigma_c} = E_0(Q)[M(Q)]^{\sigma_c}. \]
Note that \( t_n \) must tend to infinity. Otherwise, there exists \( t_0 \in [0, \infty) \) such that up to a subsequence, \( t_n \to t_0 \) as \( n \to \infty \). By continuity, we have
\[
E(u(t_0))[M(u(t_0))]^{\sigma_c} = E_0(Q)[M(Q)]^{\sigma_c},
\]
\[
\|\nabla u(t_0)\|_{L^2} \|u(t_0)\|^{\sigma_c}_{L^2} = \|\nabla Q\|_{L^2} \|Q\|^{\sigma_c}_{L^2}
\]
which is impossible due to the observation (6.7). Now, we take \( \lambda > 0 \) so that \( \|u(t_n)\|_{L^2} = \lambda \|Q\|_{L^2} \). Note that \( \lambda \) is independent of \( n \) due to the conservation of mass. It follows that
\[
E(u(t_n)) = \lambda^{-2\sigma_c} E_0(Q), \quad \lim_{n \to \infty} \|\nabla u(t_n)\|_{L^2} = \lambda^{-\sigma_c} \|\nabla Q\|_{L^2}.
\]

By the Gagliardo–Nirenberg inequality (4.1), we see that
\[
\|u(t_n)\|_{L^{n+2}}^{\alpha+2} \leq C_{\text{opt}} \|\nabla u(t_n)\|_{L^2}^{\frac{3\alpha}{L^2}} \|u(t_n)\|_{L^2}^{\frac{4-\alpha}{L^2}} = \frac{2(\alpha+2)}{3\alpha} \left( \left\|\nabla Q\right\|_{L^2} \left\|Q\right\|_{L^2}^{\frac{\alpha+2}{L^2}} \right)^{\frac{3\alpha}{L^2}} \left\|\nabla u(t_n)\right\|_{L^2}^{\frac{3\alpha}{L^2}} \left( \left\|\nabla Q\right\|_{L^2} \left\|Q\right\|_{L^2} \right)^{\frac{4-\alpha}{L^2}}
\]
which implies
\[
\lim_{n \to \infty} \|u(t_n)\|_{L^{n+2}}^{\alpha+2} \leq \frac{2(\alpha+2)}{3\alpha} \lambda^{-2\sigma_c} \|\nabla Q\|_{L^2} \leq \lambda^{-2\sigma_c} \|Q\|_{L^{n+2}}^{\alpha+2}
\]
Thus, we have
\[
\lambda^{-2\sigma_c} E_0(Q) \leq \lim_{n \to \infty} E_0(u(t_n)) \leq E(u(t_n)) = \lambda^{-2\sigma_c} E_0(Q)
\]
which implies
\[
\lim_{n \to \infty} E_0(u(t_n)) = \lambda^{-2\sigma_c} E_0(Q).
\]

We also have that
\[
\lim_{n \to \infty} \int_{\mathbb{R}^3} V(x)|u(t_n, x)|^2 dx = 0. \tag{6.11}
\]
We have proved that there exists a time sequence \( t_n \to \infty \) such that
\[
\|u(t_n)\|_{L^2} = \lambda \|Q\|_{L^2}, \quad \lim_{n \to \infty} \|\nabla u(t_n)\|_{L^2} = \lambda^{-\sigma_c} \|\nabla Q\|_{L^2},
\]
\[
\lim_{n \to \infty} E_0(u(t_n)) = \lambda^{-2\sigma_c} E_0(Q)
\]
for some \( \lambda > 0 \). By the concentration-compactness lemma of P. L. Lions [25], there exists a subsequence still denoted by \( (u(t_n))_{n \geq 1} \) satisfying one of the following three possibilities: vanishing, dichotomy and compactness.

The vanishing cannot occur. In fact, suppose that the vanishing occurs. Then it was shown in [25] that \( u(t_n) \to 0 \) strongly in \( L^r \) for any \( 2 < r < 6 \). This however contradicts to the fact that
\[
\lim_{n \to \infty} \|u(t_n)\|_{L^{n+2}}^{\alpha+2} = \lambda^{-2\sigma_c} \|Q\|_{L^{n+2}}^{\alpha+2}.
\]
The dichotomy cannot occur. Indeed, suppose the dichotomy occurs, then there exist \( \mu \in (0, \lambda \|Q\|_{L^2}) \) and sequences \( (f_n^1)_{n \geq 1}, (f_n^2)_{n \geq 1} \) bounded in \( H^1 \)
such that
\[
\begin{aligned}
\|u(t_n) - f_n^1 - f_n^2\|_{L^r} &\to 0 \text{ as } n \to \infty \text{ for any } 2 \leq r < 6, \\
\|f_n^1\|_{L^2} &\to \mu, \quad \|f_n^2\|_{L^2} \to \lambda\|Q\|_{L^2} - \mu \text{ as } n \to \infty, \\
dist(\text{supp}(f_n^1), \text{supp}(f_n^2)) &\to \infty \text{ as } n \to \infty, \\
\liminf_{n \to \infty} \|\nabla u(t_n)\|^2_{L^2} - \|\nabla f_n^1\|^2_{L^2} - \|\nabla f_n^2\|^2_{L^2} &\geq 0.
\end{aligned}
\]

By the Gagliardo–Nirenberg inequality, we have
\[
\|f_n^1\|^\alpha_{L^{\alpha+2}} \leq C_{\text{opt}} \|\nabla f_n^1\|_{L^2} \frac{3\rho}{2} \|f_n^1\|_{L^2}^{\frac{4-\alpha}{2}},
\]
which implies
\[
\lim_{n \to \infty} \|f_n^1\|_{L^{\alpha+2}}^{\alpha+2} < C_{\text{opt}} \lim_{n \to \infty} \|\nabla f_n^1\|_{L^2} \|u(t_n)\|_{L^2}^{\frac{4-\alpha}{2}}.
\]
A similar estimate holds for $f_n^2$. It follows that
\[
\lambda^{-2} \sigma_c \|Q\|_{L^{\alpha+2}}^{\alpha+2} = \lim_{n \to \infty} \|u(t_n)\|_{L^{\alpha+2}}^{\alpha+2} = \lim_{n \to \infty} \|f_n^1\|_{L^{\alpha+2}}^{\alpha+2} + \|f_n^2\|_{L^{\alpha+2}}^{\alpha+2} < C_{\text{opt}} \lim_{n \to \infty} \left(\|\nabla f_n^1\|_{L^2}^{\frac{3\rho}{2}} + \|\nabla f_n^2\|_{L^2}^{\frac{3\rho}{2}}\right) \|u(t_n)\|_{L^2}^{\frac{4-\alpha}{2}} \leq C_{\text{opt}} \lim_{n \to \infty} \left(\|\nabla f_n^1\|_{L^2}^{\frac{2\rho}{2}} + \|\nabla f_n^2\|_{L^2}^{\frac{2\rho}{2}}\right) \|u(t_n)\|_{L^2}^{\frac{4-\alpha}{2}} \leq C_{\text{opt}} \lim_{n \to \infty} \|\nabla u(t_n)\|_{L^2}^{\frac{3\rho}{2}} \|u(t_n)\|_{L^2}^{\frac{4-\alpha}{2}} = C_{\text{opt}} \left(\lambda^{-\sigma_c} \|\nabla Q\|_{L^2}\right)^{\frac{3\rho}{2}} \left(\lambda \|Q\|_{L^2}\right)^{\frac{4-\alpha}{2}} = \lambda^{-2} \sigma_c \|Q\|_{L^{\alpha+2}}^{\alpha+2}
\]
which is a contradiction.

Therefore, the compactness must occur. By [25], there exist a subsequence still denoted by $(u(t_n))_{n \geq 1}$, a function $f \in H^1$ and a sequence $(y_n)_{n \geq 1} \subset \mathbb{R}^N$ such that $u(t_n, \cdot + y_n) \to f$ strongly in $L^r$ for any $2 \leq r < 6$ and weakly in $H^1$. We have
\[
\|f\|_{L^2} = \lim_{n \to \infty} \|u(t_n, \cdot + y_n)\|_{L^2} = \lambda \|Q\|_{L^2}
\]
and
\[
\|f\|_{L^{\alpha+2}}^{\alpha+2} = \lim_{n \to \infty} \|u(t_n, \cdot + y_n)\|_{L^{\alpha+2}}^{\alpha+2} = \lambda^{-2} \sigma_c \|Q\|_{L^{\alpha+2}}^{\alpha+2}
\]
and
\[
\|\nabla f\|_{L^2} \leq \liminf_{n \to \infty} \|\nabla u(t_n, \cdot + y_n)\|_{L^2} = \lambda^{-\sigma_c} \|\nabla Q\|_{L^2}.
\]

On the other hand, by the Gagliardo–Nirenberg inequality, we have
\[
\|\nabla f\|_{L^2}^{\frac{3\rho}{2}} \geq \frac{\|f\|_{L^{\alpha+2}}^{\alpha+2}}{C_{\text{opt}} \|f\|_{L^2}^{\frac{4-\alpha}{2}}} = \frac{\lambda^{-2} \sigma_c \|Q\|_{L^{\alpha+2}}^{\alpha+2}}{C_{\text{opt}} \left(\lambda \|Q\|_{L^2}\right)^{\frac{4-\alpha}{2}}} = \left(\lambda^{-\sigma_c} \|\nabla Q\|_{L^2}\right)^{\frac{3\rho}{2}}
\]
hence \[ \| \nabla f \|_{L^2} = \lim_{n \to \infty} \| \nabla u(t_n, \cdot + y_n) \|_{L^2} = \lambda^{-\sigma_\epsilon} \| \nabla Q \|_{L^2}. \]

In particular, \( u(t_n, \cdot + y_n) \to f \) strongly in \( H^1 \). It is easy to see that

\[
\| f \|_{L^{\alpha+2}\alpha^{-1}}^{\alpha+2} = \| Q \|_{L^{\alpha+2}\alpha^{-1}}^{\alpha+2} = C_{opt}.
\]

This shows that \( f \) is an optimizer for the Gagliardo–Nirenberg inequality (4.1).

By the characterization of ground state (see e.g. [25]) with the fact

\[
\| f \|_{L^2} = \lambda \| Q \|_{L^2},
\]

we have \( f(x) = e^{i\theta} \lambda Q(x - x_0) \) for some \( \theta \in \mathbb{R}, \mu > 0 \) and \( x_0 \in \mathbb{R}^N \). Redefining the variable, we prove that there exists a sequence \( (y_n)_{n \geq 1} \subset \mathbb{R}^N \) such that

\[
u(t_n, \cdot + y_n) \to e^{i\theta} \lambda Q \text{ strongly in } H^1 \text{ as } n \to \infty.
\]

Finally, using (6.11), we infer that \( |y_n| \to \infty \) as \( n \to \infty \). In fact, suppose that \( y_n \to y_0 \in \mathbb{R}^N \) as \( n \to \infty \). We have from (6.11) that

\[
0 = \lim_{n \to \infty} \int_{\mathbb{R}^N} V(x) |u(t_n, x)|^2 \, dx = \lim_{n \to \infty} \int_{\mathbb{R}^N} V(x + y_n) |u(t_n, x + y_n)|^2 \, dx
\]

\[
= \lambda^2 \int_{\mathbb{R}^N} V(x + y_0) |Q(x)|^2 \, dx
\]

which is a contradiction. The proof is complete. \( \square \)

7. Remark on long time dynamics for NLS with repulsive inverse-power potentials

Let us now consider the NLS with repulsive inverse-power potentials in three dimensions, namely

\[
\begin{aligned}
&i \partial_t u + \Delta u - c|\cdot|^{-\sigma} u = \pm |u|^\alpha u, & (t, x) \in \mathbb{R} \times \mathbb{R}^3, \\
u(0, x) = u_0(x),
\end{aligned}
\]

where \( c > 0, 0 < \sigma < 2 \) and \( \alpha > 0 \). In the case \( \sigma = 1 \), (7.1) becomes the well-known NLS with Coulomb potential. The local well-posedness, global well-posedness and finite time blow-up of \( H^1 \)-solutions for (7.1) have been studied in [7,27]. It is known that \( H^1 \)-solutions satisfy the conservation of mass and energy

\[
M(u(t)) = \int \| u(t, x) \|^2 \, dx = M(u_0),
\]

\[
E(u(t)) = \frac{1}{2} \int |\nabla u(t, x)|^2 \, dx + \frac{c}{2} \int |x|^{-\sigma} |u(t, x)|^2 \, dx
\]

\[
\pm \frac{1}{\alpha + 2} \int |u(t, x)|^{\alpha+2} \, dx = E(u_0).
\]

In the defocusing, thanks to global in time Strichartz estimates proved by H. Mizutani [28], the energy scattering for (7.1) was shown in [7,27]. In the focusing case, we can apply the argument presented in the paper (especially in the radial case) to show long time dynamics for (7.1). More precisely, we have the following results.
**Theorem 7.1.** (Scattering below the ground state threshold) Let $\frac{4}{3} < \alpha < 4$, $c > 0$ and $0 < \sigma < 2$. Let $u_0 \in H^1$ satisfy (1.16) and (1.17). Then the corresponding solution to the focusing problem (7.1) exists globally in time and scatters in $H^1$ in both directions.

**Theorem 7.2.** (Scattering at the ground state threshold) Let $\frac{4}{3} < \alpha < 4$, $c > 0$ and $0 < \sigma < 2$. Let $u_0 \in H^1$ satisfy

$$E(u_0)[M(u_0)]^{\sigma_c} = E_0(Q)[M(Q)]^{\sigma_c},$$

$$\|\nabla u_0\|_{L^2} \|u_0\|_{L^2}^{\sigma_c} < \|\nabla Q\|_{L^2} \|Q\|_{L^2}^{\sigma_c}.$$ 

Then the corresponding solution to the focusing problem (7.1) exists globally in time. Moreover, the solution either scatters in $H^1$ forward in time, or there exist a time sequence $t_n \to \infty$ and a sequence $(y_n)_{n \geq 1} \subset \mathbb{R}^3$ satisfying $|y_n| \to \infty$ such that

$$u(t_n, \cdot + y_n) \to e^{i\theta} \lambda Q \text{ strongly in } H^1$$

for some $\theta \in \mathbb{R}$ and $\lambda := \frac{\|u_0\|_{L^2}}{\|Q\|_{L^2}}$ as $n \to \infty$.

Note that dispersive estimates for (7.1) was proved by M. Goldberg [16] in three dimensions, however, dispersive estimates for dimensions $N \geq 4$ are still unknown.
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**Appendix**

In this appendix, we will show Remark 1.1. Let $V$ be as in (1.4). We first compute

$$\|V\|_{L^q} = |c| \|x|^{-\sigma} e^{-a|x|}\|_{L^q}$$

$$= |c| \left( \int_{\mathbb{R}^3} |x|^{-q\sigma} e^{-aq|x|} dx \right)^{\frac{1}{q}}$$

$$= |c| \left( 4\pi \int_{0}^{\infty} r^{2-q\sigma} e^{-aqr} dr \right)^{\frac{1}{q}}$$

$$= |c| \left[ 4\pi (aq)^{q\sigma-3} \Gamma(3-q\sigma) \right]^{\frac{1}{q}}$$

which proves (1.5).
We now compute
\[ \| V \|_{K} = \sup_{x \in \mathbb{R}^3} \int_{\mathbb{R}^3} \frac{|V(y)|}{|x - y|} dy. \]

Consider
\[ \int \frac{|V(y)|}{|x - y|} dy = |c| \int \frac{e^{-|y|}}{|y|^{|\sigma|} |x - y|} dy. \]

In the case \( x = 0 \), we have
\[ \int \frac{e^{-|y|}}{|y|^{|\sigma|} |x - y|} dy = 4\pi \int_0^\infty e^{-ar} r^{1-\sigma} dr = 4\pi a^{\sigma-2} \Gamma(2-\sigma). \]

In the case \( x \neq 0 \), we write
\[ \int \frac{e^{-|y|}}{|y|^{|\sigma|} |x - y|} dy = \int_0^\infty \int_{S^2} \frac{e^{-ar}}{r^{|\sigma|} |x - r\theta|} r^2 drd\theta \]
\[ = \int_0^\infty e^{-ar} r^{1-\sigma} I(x,r) dr, \]

where \( r = |y| \) and
\[ I(x,r) = \int_{S^2} \frac{1}{|\frac{x}{r} - \theta|} d\theta. \]

Take \( A \in O(3) \) such that \( Ae_1 = \frac{x}{|x|} \) with \( e_1 = (1, 0, 0) \), we see that
\[ I(x,r) = \int_{S^2} \frac{1}{|\frac{x}{r}e_1 - \theta|} d\theta = \int_{S^2} \frac{1}{|\frac{x}{r}e_1 - \theta|} d\theta. \]

By change of variables, we arrive
\[ I(x,r) = \int_{-1}^1 \int_{\lambda=-s^2}^{1-s^2} \frac{d\eta}{\sqrt{1-s^2}} \frac{ds}{\sqrt{1-\frac{|x|}{r} - s}^2 + |\eta|^2} \frac{1}{\sqrt{1-s^2}} \]
\[ = \int_{-1}^1 \int_{\lambda=-s^2}^{1-s^2} \frac{d\zeta}{\sqrt{1-s^2}} \frac{ds}{\sqrt{\frac{|x|}{r} - s}^2 + 1 - s^2} \frac{1}{\sqrt{1-s^2}} \]
\[ = |S^1| \int_{-1}^1 \frac{ds}{\sqrt{\frac{|x|}{r} - s}^2 + 1 - s^2} \]
\[ = 2\pi \frac{r}{|x|} \left( \frac{|x|}{r} + 1 - \left| \frac{|x|}{r} - 1 \right| \right) \]
\[ = \begin{cases} 4\pi & \text{if } |x| \leq r, \\ 4\pi \frac{r}{|x|} & \text{if } |x| \geq r. \end{cases} \]
It follows that
\[
\int \frac{e^{-|y|}}{|y|^{\sigma}|x-y|} dy = \frac{4\pi}{|x|} \int_0^{|x|} e^{-ar^{2-\sigma}} dr + 4\pi \int_{|x|}^{\infty} e^{-ar^{1-\sigma}} dr
\]
\[
= 4\pi a^{2-\sigma} \Gamma(2-\sigma) + 4\pi \left( \frac{1}{|x|} \int_0^{|x|} e^{-ar^{2-\sigma}} dr - \int_0^{|x|} e^{-ar^{1-\sigma}} dr \right).
\]

Consider
\[
f(\lambda) = \frac{1}{\lambda} \int_0^\lambda e^{-ar^{2-\sigma}} dr - \int_0^\lambda e^{-ar^{1-\sigma}} dr, \quad \lambda > 0.
\]
We see that if \(0 < \sigma < 2\), then
\[
\lim_{\lambda \to 0} f(\lambda) = 0.
\]
Moreover,
\[
f'(\lambda) = -\frac{1}{\lambda^2} \int_0^\lambda e^{-ar^{2-\sigma}} dr < 0, \quad \forall \lambda > 0.
\]
This shows that \(f\) is a strictly decreasing function, hence \(f(\lambda) < 0\) for all \(\lambda > 0\). Thus for \(x \neq 0\),
\[
\int \frac{e^{-a|y|}}{|y|^{\sigma}|x-y|} dy < 4\pi a^{2-\sigma} \Gamma(2-\sigma).
\]
We conclude that
\[
\|V\|_{K} = 4\pi |c| a^{2-\sigma} \Gamma(2-\sigma)
\]
which proves (1.6).
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