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Abstract—The mushroomed Deepfake synthetic materials circulated on the internet have raised serious social impact to politicians, celebrities, and every human being on earth. In this survey, we provide a thorough review of the existing Deepfake detection studies from the reliability perspective. Reliability-oriented research challenges of the current Deepfake detection research domain are defined in three aspects, namely, transferability, interpretability, and robustness. While solutions have been frequently addressed regarding the three challenges, the general reliability of a detection model has been barely considered, leading to the lack of reliable evidence in real-life usages and even for prosecutions on Deepfake-related cases in court. We, therefore, introduce a model reliability study metric using statistical random sampling knowledge and the publicly available benchmark datasets to review the reliability of the existing detection models on arbitrary Deepfake candidate suspects. Case studies are further executed to justify the real-life Deepfake cases including different groups of victims with the help of the reliably qualified detection models as reviewed in this survey. Reviews and experiments upon the existing approaches provide informative discussions and future research directions of Deepfake detection.
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1 INTRODUCTION

In June 2022, a mother from Pennsylvania, known as a ‘Deepfake mom’, is sentenced to probation for three years because of her harassment to the rivals on her daughter’s cheerleader team [45]. She is originally accused of using the so-called Deepfake technology to generate and spread fake videos of her daughter’s opponents with indecency behaviors in March 2021. However, as admitted by the prosecutors, the justification of generating Deepfake videos is unable to be confirmed without accurate evidence and tools [87]. The term Deepfake refers to a deep learning technique raised by the Reddit user ‘deepfakes’ [46] in 2017 [47] that could automatically execute face-swapping from a source person to a target one while maintaining all other contents of the target image unchanged including expression, movement, and background scene. Later, the face reenactment technology [118], [119], [120], [121], which transfers attributes of a source face to a target one while maintaining the target’s facial identity, is also classified as Deepfake from a comprehensive standpoint.

Deepfake can bring benefits and convenience to people’s daily lives, especially from the perspective of human entertainment. In specific, movie lovers may swap their faces onto movie clips and perform as their favorite superheroes and superheroines [48]. On the other hand, a tainted celebrity who is no longer allowed to appear on TV shows [94], [105], [106] can be face-swapped within completed TV productions instead of reshooting or removing the episode. Moreover, Deepfake is available for bringing a deceased person digitally back to life [49] and greeting families and friends with desired conversations. Besides, e-commerce is another scenario to exert positive effects of Deepfake by trying on clothes in an online fitting room [50].

Benefiting from the publicly available source code implementations on the internet, various Deepfake mobile applications [122], [123], [124] have been released. The early product in 2018, FakeApp [51], requires a large number of input images to achieve satisfactory synthetic results. Later in 2019, the popular Chinese application, ZAO [52], can generate face-swapping outputs by simply inputting a series of selfies. Recently, a more powerful facial synthetic tool, Reface [53], is built with further functionalities such as moving and singing animations based on hyper-realistic synthetic results. Although entertain human lives, the free-access Deepfake applications require practically no experience in the field when generating fake faces, which thus conveys crucial potential threats to society. Because of the hyper-realistic quality that is indistinguishable by human eyes [187], [188], [191], Deepfake has already been ranked as the most serious artificial intelligence crime threat since 2020 [54], and the current and potential victims include politicians, celebrities, and even every human being on earth. Besides the experimental fake Obama [4] a fake president Zelensky [59] has caused panic in Ukraine during the Russia-Ukraine war. As for celebrities, fake porn videos

1. https://www.youtube.com/watch?v=Q54GDm1eL0
have frequently targeted female actresses and representative victims include Emma Watson, Natalie Portman, and Ariana Grande [56], [57]. Additionally, remember the ‘Deepfake mom’ as discussed at the beginning? It is one of the best proofs that anyone can become a victim of Deepfake in modern society.

To protect individuals and society from the negative impacts of misusing Deepfake, Deepfake detection approaches have been frequently designed and they mostly conduct a binary classification task to identify real and fake faces with the help of deep neural networks (DNNs). In this survey, we provide an in-depth review of the developing Deepfake detection approaches from the reliability perspective. In other words, we focus on studies and topics that devote to the ultimate success of Deepfake detection in real-life usages, and more importantly, for criminal investigations in court-case judgements. Early studies mainly focus on the in-dataset model performance such that the detection models are trained and validated the performance on the same dataset. While most recent work has achieved promising detection performance for the in-dataset test, the research challenges at the current stage for Deepfake detection can be concluded in three aspects, namely, transferability, interpretability, and robustness. The transferability topic refers to the progress of improving the cross-dataset ability of models when evaluated on unseen data. As the detection performance keeps advancing by various approaches, interpretability is another research goal to explain the reason that the detection model determines the falsification. Moreover, when applying well-trained and well-performed detection models for real-life scenarios, robustness is considered a main topic to deal with various real-life conditions.

While research has been incrementally attempted regarding the three challenging topics, a reliable Deepfake detection model is expected to benefit people’s daily lives with good transferability on unseen data, have convincing interpretability of the detection decision, and show robust performance against practical application scenarios and conditions in real life. However, there lacks further discussion on model reliability in existing research papers and surveys. In particular, without an authenticated scheme to nominate the detection models as reliable evidence to assist prosecutions and judgments in court, similar failures as the ‘Deepfake mom’ case will happen again due to the lack of reliable detection tools to support the accusation of Deepfake even though detection performance on each benchmark dataset is reported in current work. In other words, the trustworthiness of a model derived falsification needs to be proved before it can convince people in real-life usages and for court-case judgements. To fulfill the research gap of the model reliability study, beyond the comprehensive review of Deepfake detection, we devise a scheme to scientifically validate the reliability of the well-developed Deepfake detection models using statistical random sampling knowledge [104]. To guarantee the credibility of the reliability study, we concurrently introduce a systematic workflow of data pre-processing including image frame selection and extraction from videos and face detection and cropping, which has been rarely mentioned with concrete details in past work. Thereafter, we quantitatively evaluate and record the selected state-of-the-art Deepfake detection approaches by training and testing with their reported optimal settings on the same group of pre-processed datasets in a completely fair game. Thenceforth, we validate the detection model reliability following the designed evaluation scheme. In the end, we enforce a case study to justify the results derived by the detection models on four well-known real-life synthetic videos concerning the reliable detection accuracies statistically at 90% and 95% confidence levels based on the research outcomes from the model reliability study. Interesting findings and future research topics that have been scarcely concluded in previous studies [48], [50], [142], [143], [177], [189] are analyzed and discussed. Furthermore, we believe that the proposed Deepfake detection model reliability study scheme is informative and can be adopted as evidence to assist prosecutions in court once granted approval by authentication experts or institutions following the legislation.

The rest of the paper is organized as follows. We provide a brief review of the popular synthetic techniques and publicly available benchmark datasets in Section 2. Then, we define the challenges of the Deepfake detection research and provide a thorough review of the development history of the Deepfake detection approaches in Section 3. In Section 4, we illustrate the model reliability study scheme and demonstrate the algorithm. In Section 5, we detailedly introduce a standardized data pre-processing workflow and list the participating datasets in the experiments of this paper. In Section 6, we conduct detection performance evaluation and reliability justification using selected state-of-the-art models on the benchmark datasets and following the reliability study scheme, respectively. Section 7 exhibits Deepfake detection results of the selected models when applying to the real-life videos in a case study, and discussions along with experiment results from early sections are presented in Section 8. Section 9 concludes the remarks and highlights the potential future directions in the research domain.

## 2 The Evolution of Deepfake Generation

### 2.1 Deepfake Generation

Deepfake is initially raised in the Reddit community when the open-source implementation was first published by the user “deepfakes” simultaneously in 2017. Early research mainly focuses on subject-specific approaches, which can only swap facial identities that the models have seen during training. The most popular framework of the existing Deepfake synthesis studies [15], [59] for the subject-specific identity swap is an autoencoder [60]. In a nutshell, the autoencoder contains a shared encoder that extracts identity-independent features from the source and target faces and two unique decoders each is in charge of reconstructing synthetic faces of a corresponding facial identity. Specifically, in the training phase, faces of the source identity are fed to the encoder for identity-independent feature extraction. The extracted context vectors are then passed through the decoder that is corresponding to reconstructing faces of the source identity. Target face reconstruction is trained following the same workflow. When using a well-trained model to operate face-swapping, a target face after context vector extraction is fed to the decoder that reconstructs the source identity. Thenceforth, the decoder generates a look maintaining the
facial expression and movement of the target face while having the identity of the desired source face. If the face-swapping model is trained for both directions, a target face may be face-swapped onto a source face following the same workflow. Recent studies gradually focus on subject-agnostic methods to enable face-swapping for arbitrary identities with higher resolutions and have explored Generative Adversarial Networks (GAN) [61] for better synthesis authenticity [62], [63], [101], [136], [137], [138], [139], [171], [172], [173], [174]. GAN is a generator-discriminator architecture that is trained by having two components battle against each other to advance the output quality. In practice, the generator is periodically trained to fool the discriminator with synthetic faces. For instance, FaceShifter [64] and SimSwap [63] each devises particular modules to preserve facial attributes that are hard to reconstruct and maintains fidelity for arbitrary identities. MegaFS [66] and HifiFace [67] accomplish face-swapping at high resolutions of 512 and 1,024 for arbitrary identities, respectively, relying on the reconstruction ability of GAN. In the last step, the generated fake face is usually blended back to the pristine target image with tuning techniques such as blurring and smoothing [99] to reduce the visible Deepfake traces.

2.2 Deepfake Benchmark Datasets

Benchmark datasets are vital in the development history of Deepfake detection models. Dolhansky et al. [74] raised the idea to break down previous datasets into three generations based on the two-generation categorization in the early work [75]. As listed in Table 1, UADFV [69], DeepfakeTIMIT [42], and FaceForensics++ (FF++) [43] are categorized to the first generation; Deepfake Detection Dataset [76], DeepFake Detection Challenge (DFDC) Preview [77], and Celeb-DF [78] are in the second generation; DeeperForensics-1.0 (DF1.0) [75] and DeepFake Detection Challenge (DFDC) [79] are in the third generation. In summary, later generations contain general improvements over the previous ones in terms of dataset magnitude or synthetic method diversity. Unlike Dolhansky et al. [74], the agreement from individuals appearing is not considered in this study, and we instead re-define the third generation such that the datasets are of better quality, broader diversity and magnitude, higher difficulty than the early generations, or challenging detailed discrepancies in synthetic videos are resolved in the datasets. Specifically, besides DFDC with large manipulation diversity and dataset magnitude and DF1.0 with large magnitude and considerable difficulty by adding deliberate perturbations, we further classify the following datasets in the third generation, namely, FaceShifter, WildDeepfake, and KoDF.

FaceShifter [64], although synthesized based on real videos of FF++, has specifically solved the so-called facial occlusion challenge that appears in previous datasets. WildDeepfake (WDF) [74] appears to be a special one in the third generation because videos are totally collected from the internet, which matches the real-life Deepfake circumstance the best. The most recent KoDF [44] dataset is so far the largest Deepfake benchmark dataset that is publicly available with reasonable diversity and contains synthetic videos at high resolutions.

3 Reliability-Oriented Challenges of Deepfake Detection

Detection work on Deepfake has been proposed since the first occurrence of Deepfake contents. Classical forgery detection approaches [3], [4], [5], [6], [7], [8] mainly focus on the intrinsic statistics and hand-crafted traces such as eye blinking [27], [68], head pose [69], and visual artifacts [28] to analyze the spatial feature manipulation patterns. Besides, there are papers that have derived high accuracies and AUC scores by training and testing on the same dataset of a synthetic method. Several studies [126], [127] integrated CNN and Long Short-term Memory (LSTM) [168] for spatial and temporal features analyses, respectively, and accomplished detection for in-dataset evaluations on self-collected data and the FF++ dataset. Hsu, Zhang, and Lee [135] utilized GAN-generated fake samples for real-fake
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pairwise training using DenseNet \[169\]. Agarwal et al. \[192\] accomplished detection on face-swap Deepfake using CNNs with biometric information including facial expressions and head movements. However, although accomplished well-pleasing in-dataset detection performance on some early or self-collected datasets, they are mostly easily fooled by the hyper-realistic Deepfake contents in the current research domain because of limitations in dataset quality, dataset diversity, and method or model ability.

Later studies gradually consider Deepfake detection as a binary classification task using DNNs. As malicious Deepfake contents have started to jeopardize human society and the cases are even discussed in court, reliably trusted detection methods are eagerly desired by the public. In particular, three challenges (Fig. 1) of the current Deepfake detection research domain can be summarized regarding the reliability goal, namely, transferability, interpretability, and robustness.

### 3.1 Transferability

Deep learning models usually exhibit satisfactory performance on the same type of data that are seen in the training process but perform poorly on unseen data. In real life, Deepfake materials can be generated via various synthetic techniques, and a reliable Deepfake detection model is expected to perform well on unseen data to imitate real-life Deepfake cases. Therefore, guaranteeing the transferability of the detection models for cross-dataset performance is necessary and frequently discussed.

With the fast development of deep learning techniques, various methods are devised using simple Convolutional Neural Network (CNN) based models. Zhou et al. \[125\] fused a CNN stream with a support vector machine (SVM) \[167\] stream to analyze face features with the assistance of local noise residuals. Afchar et al. \[9\] studied the mesoscopic features of images with successive convolutional and pooling layers. Nguyen et al. \[10\] designed a multi-task learning scheme to simultaneously perform...
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tyized by researchers. While early image forgery detection and localization using CNNs. DFT-MF [11] thinks that the mouth features can be important for detection and utilizes a convolutional model to detect Deepfake by verifying, analyzing, and isolating mouth and lip movements. Face X-ray [12] performs a medical x-ray on the candidate Deepfake faces by revealing whether the blending of two different source images can be decomposed.

Rather than the basic CNN architectures, well-designed and pre-trained CNN backbones are frequently exploited to improve model performance on Deepfake detection, especially for the cross-dataset performance on unseen data as more benchmark datasets have been released. An early approach [13] proposes optical flow analysis with pre-trained VGG16 [14] and ResNet50 [15] CNN backbones and achieves preliminary within-dataset test performance on the FaceForensics++ (FF++) dataset [43]. Capsule [16] employs capsule architectures [17] with light VGG19-based network parameters but achieves similar detection performance to the traditional approaches leveraging CNNs. Li et al. [70] conducted a strengthened model, DSP-FWA, with the help of the spatial pyramid pooling [18] with ResNet50 as the backbone. This method is shown to be applicable to Deepfake materials at different resolution levels. FFD [22] leverages the popular attention mechanism by element-wise multiplication to study the feature maps and utilizes the XceptionNet CNN backbone, achieving marginally more promising performance than the work by Rossler et al [43]. SSTNet [130] exploits Spatial, Steganalysis, and Temporal features using XceptionNet [21] and exhibits reasonable intra-cross-dataset performance in FF++. Given the assumption that Deepfake only modifies the internal part of the face, Nirkkin et al. [148] adopted two streams of XceptionNet [21] for face and context (hair, ears, neck) identification and another XceptionNet to classify real and fake based on the learned discrepancies between the two. Later, Bonettini et al. [19] and Tariq et al. [128] studied the ensemble of various pre-trained convolutional models including EfficientNetB4 [20], XceptionNet [21], DenseNet [169], VGGNet [14], ResNet [15], and NASNet [170] backbones to detect Deepfake. Later, Rossler et al. [43] employed the pre-trained well-designed XceptionNet [21] network and achieved state-of-the-art detection performance at the time on FF++. Besides, a special study introduced by Wang et al. [129] proves the transferability of the model trained on one CNN-generated dataset to the rest ten using pre-trained ResNet50 [15].

Meanwhile, frequency cues are also noticed and analyzed by researchers. While early image forgery detection work [132] focus on all high, medium, and low frequencies via Fourier transform, Frank et al. [29] were the first that raised the idea of finding frequency inconsistency between real and fake by employing low-frequency features to assist Deepfake detection using RGB information. Since low-frequency traces are mostly hidden by blurry facial features, later studies mainly analyze high-level features. F3-Net [23] exploits both low- and high-frequency features without RGB feature extraction operation. DFT [133], Two-Branch [24], SPSL [30], and MPSM-RFAM [31] accomplish promising detection results by analyzing high-frequency spectrum along with the on-the-shelf RGB features. Li et al. [32] extracted both middle- and high-frequency features and correlated frequency and RGB features. By pointing out the drawbacks of using coarse-grained frequency information, Gu et al. [175] combined fine-grained frequency information with RGB features for better feature richness in a latest work. Moreover, Jeong et al. [179] designed a new training scheme with frequency-level perturbation maps added, which further enhanced the generalization ability of the detection model regarding all GAN-based generators.

Since the CNN architecture and backbones lack generalization ability and mainly focus on local features, even XceptionNet is restricted in learning the global features for further performance improvements. Therefore, developed solutions have introduced convolutional spatial attention to enlarge the local feature area and learn the corresponding relations, and the detection AUC scores have been gradually raised above 70% on average upon unseen datasets accordingly. The SRM [25] approach makes two streams of network using XceptionNet as the CNN backbone and focuses on the high-frequency and RGB frames with a spatial attention module in each stream. The MAT model [26] proposes the CNN backbone EfficientNetB4 and borrows the convolutional attention idea to study different local patches of the input image frame. Specifically, the artifacts in shallow features are zoomed in for fine-grained enhancement in the detection performance. With the success of the transformer architecture [33] in the natural language processing (NLP) domain, different versions of vision transformer [34], [35], [36], [37], [38] have derived reasonable performance in the computer vision domain due to its ability on global image feature learning. The architectures of vision transformers (ViT) have also been employed for Deepfake detection with promising results in recent work [39], [58], [97], [131].

While reaching the bottleneck especially for the cross-dataset performance even resorting to the advanced powerful but potentially time-consuming neural networks, most recent work gradually focuses on strategies to enrich diversity in training data. Such attempts have improved the detection AUC scores even up to 80% on some unseen datasets. PCL [71] is introduced with an inconsistency image generator to add in synthetic diversity and provide richly annotated training data. Sun et al. [146] proposed Dual Contrastive Learning (DCL) to study positive and negative paired data and enrich data views for Deepfake detection with better transferability. FNfner [145] infers future image frames within a video and is trained based on the representation-prediction loss. Shiohara and Yamasaki [72] presented a novel synthetic training data called self-blended images (SBIs) by blending solely pristine images from the original training dataset, and classifiers are thus boosted to learn more generic representations. Chen et al. [73] proposed the SLADD model to further synthesize the original forgery data for model training to enrich model transferability on unseen data using pairs of pristine images and randomly selected forgery references with forgery configurations including forgery region, blending type, and mix-up blending ratio. Cao et al. [41] introduced the RECCE model to emphasize the common compact representations of genuine faces based on reconstruction-classification learning on real faces. The reconstruction learning over real images enhances the learning representations to be aware of unknown forgery patterns. Liang et al. [149] proposed an easily embeddable disentanglement framework to remove
content information while maintaining artifact information for training and Deepfake detection using reconstructed data with various combinations of content and artifact features of real and fake samples. The OST\cite{150} method improves the detection performance by preparing pseudo-training samples based on testing images to update the model weights before applying to the true samples.

3.2 Interpretability

Despite the promising ability of deep learning models, they suffer the weak interpretability problem due to the blackbox characteristic\cite{165}. In other words, it is hard to explain how and why a model comes up with a particular result. For the Deepfake detection task, while achieving promising detection performance statistically for in- and cross-dataset evaluations, the interpretability issue is still maintained to be fully resolved at the current stage. In other words, people tend to trust methods that are easily understandable via common sense rather than those with satisfactory accuracies but derived based on features that are hard to explain. Consequently, forensic evidence is critical to be probed to interpret and support the detection model performance by highlighting the reasons for classifying fake samples. In a nutshell, the interpretability challenge is to answer the following questions regarding a Deepfake suspect in order to be reliable:

- Why is the content classified as fake?
- Based on which part does the detection model determine the content as fake?

As confirmed by Baldassarre et al.\cite{157} using a series of quantitative metrics for evaluating the interpretability of the detection models, heatmaps are generally futile and unacceptable when being adopted to explain the detected artifacts\cite{159}. Moreover, heatmaps of the real faces are displayed in like manners, which are indistinguishable from that of the fake ones. Therefore, to answer the above questions, a group of noise-based research has been attempted to probe the Deepfake forensic traces for explanations upon the detection results. Early work mostly relies on the Photo Response Non-Uniformity (PRNU), a small factory defects generated noise pattern in the light-sensitive sensors of a digital camera\cite{107}. PRNU has shown strong abilities in source anonymization\cite{108} and source device identification\cite{109},\cite{110}. Unfortunately, most of the PRNU-based Deepfake detection studies\cite{111},\cite{112} have failed to show strong detection performance statistically. Therefore, the PRNU noise pattern can be a useful instrument for source device identification tasks, but it may not be a meaningful forensic noise tracing tool to satisfy the purpose of the Deepfake detection task with respect to the interpretability goal.

Later approaches\cite{11},\cite{12},\cite{13},\cite{147} step up to utilize CNNs for noise extraction and analyze the trace differences between real and fake. A milestone denoiser, DnCNN, proposed by Zhang et al.\cite{113} is able to perform blind Gaussian denoising with promising performance, and has been later extended to study the camera model fingerprint for various downstream tasks including forgery detection and localization for face-swapping images based on the underlying noises\cite{88},\cite{114}. Recently, studies\cite{116},\cite{117} aim to extract the manipulation traces for detection and interpretation. Guo et al.\cite{185} proposed the AMTEN method to suppress image content and highlight manipulation traces as more filter iterations are applied. Wang et al.\cite{40},\cite{161} utilized the pre-trained denoisers for Deepfake forensic noise extraction and investigated the underlying Deepfake noise pattern consistency between face and background squares with the help of the siamese architecture\cite{166}. Guo et al.\cite{115} proposed a guided residual network to maintain the manipulation traces within the guided residual image and analyzed the difference between real and fake.

Besides studies\cite{194},\cite{195} that rely on biological signals by analyzing minuscule periodic changes through the faces visualizing distinguishable sequential signal patterns as indicators, other studies mostly attempt to explore universal and representative artifacts directly from the visual concepts of the Deepfake materials. The PRRNet\cite{160} approach studies region-wise relation and pixel-wise relation within the candidate image for detection and can roughly locate the manipulated region using pixel-wise values. Trinh et al.\cite{158} fed the dynamic prototype to the detection model and successfully visualized obvious artifact fluctuation via the prototype. Yang et al.\cite{180} proposed to re-synthesis testing images by incorporating a series of visual tasks using GAN models, and they finally extracted visual cues to help perform detection. Obvious artifact differences can be observed by their Stage5 model on real and fake samples. Most recently, Dong et al.\cite{156} introduced FST-matching to disentangle source-, target-, and artifact-relevant features from the input image and improved the detection performance by utilizing artifact-relevant features solely. The adopted features within the fake samples are visualized to explain the detection results.

3.3 Robustness

As the transferability and interpretability challenges have been frequently undertaken and reasonable or even promising results have been achieved accordingly, there lacks a stage to be fulfilled in order for the detection approaches to be useful in real-life cases. The challenge of this stage can be summarized as robustness. To be specific, the quality of the candidate Deepfake material in real-life is not as ideal as the benchmark datasets in experimental conditions most of the time. Consequently, they may experience different levels of compression operation in multiple scenarios due to objectively limited conditions\cite{193}. Moreover, post-processing strategies and artificially added perturbations can cause further challenges and even disable the well-trained and well-performed detection models. Therefore, the robustness of the detection approaches is necessary to be significantly considered when facing various real-life application scenarios under restrictions and special conditions.

Multiple studies have been conducted mainly regarding two types of real-life conditions, namely, passive condition and active condition. The passive condition refers to scenarios with objective limitations such as video compression due to network flow settings. In an early research, Kumar, Vatsa, and Singh\cite{134} designed multiple streams of ResNet18\cite{15} to specifically deal with face reenactment manipulation at various compression levels. Hu et
al. [144] proposed a two-stream method that specifically analyzes the features of compressed videos that are widely spread on social networks. The LRNet [178] model is developed to stay robust when detecting highly compressed or noise-corrupted videos. Cao et al. [181] solved the difficulty of detecting against compressed videos by feeding compression-insensitive embedding feature spaces that utilize raw and compressed forgeries to the detection model. Wu et al. [153], [154] analyzed noise patterns generated via online social networks before feeding image data into the detection model for training. The method has won top ranking against existing approaches especially when facing forgeries after being transmitted through social networks. Le and Woo [176] employed attention distillation in the frequency perspective and have successfully raised the detection ability on highly compressed data using ResNet50. RealForensics [152] aims to solve Deepfake contents with real-life quality by training the detection model with an auxiliary dataset containing real talking faces before utilizing the benchmark datasets. The method has significantly advanced the detection performance against multiple objective scenarios and adversarial attacks such as Gaussian noise and video compression. Besides, a recent work [164] has constructed a new dataset containing Deepfake contents under the near-infrared condition to prevent potential future Deepfake attacks in the corresponding scenarios.

On the other hand, the active condition summarizes deliberate adversarial attacks such as distortions and perturbations. Gandhi and Jain [182] explored Lipschitz regularization [197] and Deep Image Prior (DIP) [198] to remove the artificial perturbations they generated and maintain model robustness. Yang et al. [162] simulated commonly seen data corruption techniques on the benchmark datasets to increase data diversity in model training. Operations such as resolution down-scaling, bit-rate adjustment, and artifacting have effectively boosted the detection ability against in-the-wild Deepfake contents. Hooa et al. [186] designed a Disjoint Deepfake Detection (D3) detector that improves adversarial robustness against artificial perturbations using an ensemble of models. The LTTD [155] framework is enforced to conquer the challenges brought by post-processing procedures of Deepfake generation like visual compression to models that rely on low-level image feature patterns. Lin et al. [196] proved the fact that having temporal information to participate in detection makes the detector less prone to black-box attacks.

Moreover, in the latest studies, researchers have frequently illustrated the necessity of robustness by fooling the well-trained detection models with stronger adversarial attacks [183], [184]. Jia et al. [151] even emphasized the robustness of the detection models against potential adversarial attacks by injecting frequency perturbations to fool the state-of-the-art approaches. Also, the robustness of Deepfake detectors is evaluated via Fast Gradient Sign Method (FGSM) and the Carlini-Wagner L2-norm attack in several studies [163], [182]. Moreover, Carlini and Farid [190] employed white- and black-box attacks to a well-trained detector in five case studies. Obvious performance damping can be observed from the reported results. Faces with imperceptible visual variation even after perturbations and noises are added in have highlighted the importance of studying model robustness in the current Deepfake detection research domain.

4 DETECTION MODEL RELIABILITY STUDY

4.1 Overview

In the ideal scenario, a reliable Deepfake detection model can retain promising transferability on unseen data with unknown synthetic techniques, lucid explanation upon the falsification, and robust resistance against different real-life application conditions. As reviewed in Section 3, despite a method favorably satisfying all three challenges simultaneously is not yet accomplished, a metric that nomi- nates the reliability of a method for real-life usages and court-case judgements is needed.

Regardless of the largely improved but still unsatisfied cross-dataset performance in the evolution of Deepfake detection, existing studies have only evaluated the model performance on each testing dataset to show the model detection abilities while the values for each evaluation metric (accuracy and AUC score) vary depending on different testing sets adopted in experiments. On the contrary, in real-life cases, people have no clue about a fake content regarding its source dataset or the corresponding facial manipulation techniques, and the malicious attacker is unlikely to reveal such crucial information. Consequently, for a victim of Deepfake to defend for his or her innocence or accuse the attacker [55], [56], [57], [56], simply presenting a model detection decision and listing the numerical model performance on each benchmark dataset may not be convincing and reliable. Specifically, a unique statistical claim is necessary regarding the detection performance to discuss about the model trustworthiness on any arbitrary candidate suspect instead of varying on each testing dataset when adopting the detection model as forensic evidence for criminal investigation and court-case judgements. To conclude, the following questions are to be solved:

- Can a detection model assist or act as evidence in forensic investigations in court?
- How reliable is the detection model when performing as forensic evidence in real-life scenarios?
- How accurate is the detection model regarding an arbitrary falsification?

Unfortunately, to the best of our knowledge, no existing work has studied the model reliability or come up with a reliable claim for the model to play the role of forensic evidence. Therefore, in this study, inspired by the reliability study on antigen diagnostic tests [91], [92], [93] for the recent COVID-19 pandemic [89], we conduct a quantitative study by investigating the detection model reliability with a new evaluation metric with statistical techniques. Unlike the studies for antigen diagnostic tests that prefer to achieve a perfect specificity rather than sensitivity as the goal is to avoid missing any positive case [90], we wish to correctly identify both real and fake materials with no priority. In particular, we construct a population to imitate real-life Deepfake distribution and design a scientific random sampling scheme to analyze and compute the confidence intervals for the values of accuracy and AUC score metrics regarding the Deepfake detection models. As a result, numerical ranges
indicating the reliable model performance at 90% and 95% confidence levels can be derived for both accuracy and AUC score.

4.2 Deepfake Population

In reality, a candidate Deepfake suspect can only have two possible categories, namely, real and fake. Admittedly, most public images and videos circulating on the internet are pristine without artificial changes. However, whenever a real-life Deepfake case is raised such that the authenticity of the candidate material needs to be justified, we could not consider all images and videos in the world as the target population because most of the real ones are not likely to be disputed in the discussion of Deepfake. At the same time, the probability that the candidate material is fake does not necessarily equal to the proportion of fake ones regarding all images and videos in the world.

Despite the uncertainty of the real-life Deepfake population and distribution, in this study, we construct a sampling frame with the accessible high-quality Deepfake benchmark datasets to imitate the target population of Deepfake in real life for detection model reliability analysis. Details of the participating datasets are introduced in Section 5.2.

4.3 Random Sampling

We perform random sampling from the constructed sampling frame with a sample size of for trials. Two sampling options are considered in this study: balanced and imbalanced. For a balanced sampling setting, we maintain the condition that the same amount of real and fake samples are randomly drawn. On the contrary, an imbalanced setting allows a completely random stochastic rule with respect to real and fake samples.

For an arbitrary Deepfake detection model after sufficient training, we randomly draw samples from the sampling frame following the sampling option. Then the samples are fed to model for authenticity prediction (predicted labels and prediction scores). After that, accuracy and AUC score metrics are computed accordingly based on the ground-truth authenticities of the sampled faces. Such a sampling process is repeated for trials and a total of accuracies and AUC scores are derived in the end. Take the accuracies as an example, we first compute the mean value and standard deviation following

\[ \bar{x} = \frac{\sum_{i=1}^{t} x_i}{t}, \]  

and

\[ \sigma = \sqrt{\frac{\sum_{i=1}^{t} (x_i - \bar{x})^2}{t-1}}, \]

where parameter \( z \) represents the z-score, an indicator of the confidence level following the instruction of the z-table. When deducing statistical results for the AUC scores, the above workflow applies identically.

Since the target population is of unknown distribution, different values of the sample size are adopted in order to settle the confidence intervals at different confidence levels. Meanwhile, considering that an insufficient number of trials per sample size may cause bias when locating the sample mean, different values of trials for are chosen to eliminate the potential bias. Detailed steps of the model reliability study can be summarized as Algorithm 1.

Algorithm 1 Model reliability study.

**Input:** \( M \) = well-trained detection model

**Output:** 90% and 95% CI for each sample size

1. \( f_r \leftarrow \) list of real samples
2. \( f_f \leftarrow \) list of fake samples
3. \( o \leftarrow \) balance sampling option
4. \( t \leftarrow \) number of trials
5. \( S \leftarrow [s_1, s_2, ..., \text{len}(S)] \)
6. \( \text{shuffle}() \leftarrow \) function to shuffle the list
7. \( \text{acc}() \leftarrow \) function to calculate accuracy
8. \( \text{auc}() \leftarrow \) function to calculate AUC score
9. for \( i \leftarrow 0 \) to \( \text{len}(S) - 1 \) do
10. \( \text{acc}_\text{lst} \leftarrow [\] 
11. \( \text{auc}_\text{lst} \leftarrow [\] 
12. for \( j \leftarrow 0 \) to \( t \) do
13. if \( o == \text{True} \) then
14. \( f_r \leftarrow \text{shuffle}(f_r) \)
15. \( f_f \leftarrow \text{shuffle}(f_f) \)
16. \( \text{samples} \leftarrow f_r[0 : \frac{S[i]}{2}] + f_f[0 : \frac{S[i]}{2}] \)
17. else
18. \( f_a \leftarrow \text{shuffle}(f_r + f_f) \)
19. \( \text{samples} \leftarrow f_a[0 : S[i]] \)
20. end if
21. \( \text{preds, pred_scores, labels} \leftarrow M(\text{samples}) \)
22. \( \text{acc}_\text{lst} \text{.append}(\text{acc} \text{.preds, labels}) \)
23. \( \text{auc}_\text{lst} \text{.append}(\text{auc} \text{.pred_scores, labels}) \)
24. end for
25. compute \( \bar{x} \) and \( \sigma \) for acc_\text{lst} and auc_\text{lst}
26. compute and record 90% and 95% CI
27. end for

5 Dataset Preparation

The choice of training dataset and data pre-processing scheme can significantly affect the performance of a deep learning model. Among the evolution of Deepfake datasets, as introduced in Section 2.2, various benchmark datasets are frequently adopted for training and testing to boost the detection model performance, but the workflow of data pre-processing operations has been barely discussed in detail in existing studies. Moreover, there lacks a standard pre-processing scheme in the current domain, causing difficulty in model comparison due to non-uniform training datasets after pre-processing by different detection work. On the other hand, using needlessly prepared datasets for sampling frame construction can lead to improbable results towards the reliability study. In this paper, we, therefore, expound a
standard and systematic workflow of data preparation and pre-processing to resolve the inconsistency and benefit both veterans and new starters in the research domain, ensuring a fair game for other work to compare with the model performance as exhibited in this paper following the same settings.

5.1 Dataset Pre-processing

While a video-level detector may rely on special data processing arrangement directly upon videos, for the rest and frame-level detectors, to avoid potential bias, it is meaningful to keep the amount of extracted faces from each video equivalent during model training and testing. Therefore, we firstly obtain $c$ image frames using FFmpeg [81] for each candidate video with an equal frame interval between every two adjacent extracted frames following

$$P = \frac{iN}{c} \text{ for } 0 \leq i < c \text{ and } i \in \mathbb{Z},$$  \hspace{1cm} (4)$$

where $N$ refers to the number of frames that contain faces in the video and $P = \{p_0, p_1, ..., p_c\}$ contains the sequentially ordered indices for which frames to be extracted from the video. In other words, image frames with no face detected are excluded from the sequential ordering and indexing. Besides, videos with fewer than $c$ frames containing detected faces are also omitted. The dlib library [82] is utilized for face detection and cropping where the face detector provides coordinates of the bounding box that locates the detected face. For the sequence of frames with frame indices $P = \{p_0, p_1, ..., p_c\}$ from a video, we fix the size $l$ of a squared bounding box $b$ for all faces by

$$l = \max \{ \max_i w_i, \max_i h_i \} \text{ for } 0 \leq i < c \text{ and } i \in \mathbb{Z},$$  \hspace{1cm} (5)$$

where $w_i$ and $h_i$ are the widths and heights of each bounding box. We then locate the center of each face $f_i$ with the help of the corresponding bounding box $b_i$ and place the fixed squared bounding box $b$ at the centers for face cropping.

5.2 Datasets Involved and Detailed Arrangements

Following the convention of the existing Deepfake detection work and considering the qualities of available benchmark datasets, we consider five datasets in experiments in this study, namely, FF++ [43], FaceSwap (FS) [83], and Deepfakes (DF) [46]. In detail, early datasets [69] are excluded due to low quantity and diversity. Meanwhile, although WDF [74] is similar to real-life Deepfake materials, the videos collected from the internet are manually labeled without knowing the ground-truth labels, which leads to credibility issues. KoDF [44] is the largest Deepfake dataset up to date, but its huge magnitude requires unreasonably large storage (~4 TB) that we are unable to acquire and process. All involved benchmark datasets follow the pre-processing scheme for face extraction as discussed in Section 5.1 and special settings are mentioned in the following subsections when necessary.

5.2.1 FaceForensics++

FaceForensics++ (FF++) is currently the most widely adopted dataset in the existing Deepfake detection studies. The dataset contains 1,000 real videos collected from YouTube and 4,000 Deepfake videos synthesized based on the real ones. In specific, four facial manipulation techniques are each applied to the 1,000 real videos to derive the corresponding 1,000 fake ones. Among the four facial manipulation techniques, FaceSwap (FS) [83] and Deepfakes (DF) [46] are face-swapping algorithms that synthesize the faces by swapping facial identities, while Face2Face (F2F) [84] and NeuralTextures (NT) [85] perform face reenactment by modifying facial attributes such as expressions and accessories.

The FF++ dataset has provided a subject-independent official dataset split with a ratio of 720:140:140 for training, validation, and testing. Meanwhile, three dataset qualities have been released, namely, Raw, HQ (c23), and LQ (c40), where the latter two are compressed with different video compression levels following the H.264 codec. In recent Deepfake detection work, FF++ is frequently adopted as the training dataset due to its manipulation diversity and data orderliness, and the HQ (c23) version is mostly utilized because it has a similar video compression level and video quality to the real-life Deepfake contents. In this survey, whenever necessary, we adopt FF++ for model training following the official dataset split. The key image frames are also extracted and employed since the performance enhancement by the participating key image frames in the training process has been proved in the early studies [9], [78], [97]. In the training process, unless specially designed, commonly used data augmentation is performed upon the real faces to construct a balanced training dataset for real and fake. In the testing phase, the testing set is constructed following the official split without further augmentation.

5.2.2 Deepfake Detection Challenge

Deepfake Detection Challenge (DFDC) is one of the largest public Deepfake datasets with 23,654 real videos and 104,500 fake ones. Among the fake videos, there are eight synthetic techniques [46], [63], [100], [101], [102], [103] that have been applied based on the real ones. Due to its large data quantity, we randomly pick 10 of the 50 video folders from the official dataset and randomly shuffle 100 real videos and 100 fake ones from each folder. Since most existing work focus on detecting Deepfake visually and most benchmark datasets are published without audio, fake videos using the pure audio swap technique are easily classified as pristine because there is no visual artifact on the faces. Meanwhile, the official DFDC dataset only provides labels for real and fake while sub-labels for specific synthetic techniques are missing. Therefore, in this paper, the 1,000 fake videos are manually examined to eliminate fake videos with the pure audio swap technique to omit noises and guarantee a fair experimental setting. The selected videos are then fed through the data pre-processing scheme in Section 5.1 for model evaluation.

5.2.3 Celeb-DF

Celeb-DF is one of the most challenging benchmark Deepfake datasets that are publicly available. It contains 590
celebrity interview videos collected from YouTube and 5,639 face-swapped videos based on the real ones using an improved face-swapping algorithm with resolution enhancement, mismatched color correction [140], inaccurate face mask adjustment, and temporal flickering reducing [141] on the basic face-swapping auto-encoder architecture. A set of 518 official testing videos with high visual quality has failed most of the existing baseline models at a time because obvious visual artifacts can be barely found. We resort to the official testing set with 178 real videos and 340 fake ones for model evaluation.

5.2.4 DeeperForensics-1.0
DeeperForensics-1.0 (DF1.0) is the first large-scale dataset that has been manually added deliberate distortions and perturbations to the clean face-swapped videos. A strengthened face-swapping algorithm, Deepfake Variational Auto-Encoder (DF-VAE), is introduced for superior synthetic performance with better reenactments on expression and pose, fewer style mismatches, and more stable temporal continuity. There are a total of 10,000 synthesized videos where 1,000 of them are face-swapped from lab-controlled source videos onto the FF++ real videos using DF-VAE and the rest 9,000 videos are derived using the 1,000 raw manipulated videos by applying combinations of seven distortions under five intensity levels. The dataset has only provided the official split ratio of 7:1:2 for the fake videos, and we thus execute model evaluation with merely the 2,000 fake testing videos.

5.2.5 FaceShifter
FaceShifter refers to a subject-agnostic GAN-based face-swapping algorithm that solves the facial occlusion challenge with a novel Heuristic Error Acknowledging Refinement Network (HEAR-Net). A subset with 1,000 synthetic videos is later included in the FF++ dataset by applying the FaceShifter face-swapping model to the 1,000 real videos. Since FaceShifter and FF++ share the same set of real videos, we take only the 140 fake videos for model evaluation following the FF++ official split.

6 Detection Model Evaluation
In this section, we first adopt several state-of-the-art Deepfake detection models that are mainly designed regarding each of the three challenges as defined in Section 5 and report their detection performance on each benchmark testing set. Then the models are further discussed regarding the reliability following Algorithm 1 along with case studies on real-life Deepfake materials.

6.1 Experiment Settings
Based on the Deepfake detection developing history and the three challenges of the current Deepfake detection domain, in the experiment, we selected several representative milestone baseline models and the most recent ones that have source code publicly available for reproduction. Specifically, Xception [21], MAT [26], and RECCE [41] mainly attempt on the transferability challenge, Stages [113] and FSTMatching [156] focus on the interpretability topic, and MetricLearning [181] and LRNet [178] are designed for the robustness issue. Models with publicly available trained weights are directly adopted for evaluation if the model is trained on FF++ or special arrangements other than the five benchmark datasets are necessary during training. The rest models are trained on FF++ in our experiment as discussed in Section 5 and all models converge commonly. The selected models are tested on all benchmark datasets. To guarantee complete fairness, we applied optimal parameter settings as reported in the corresponding published papers during training and testing.

During model testing, we recorded the video-level Deepfake detection performance. In particular, detection results of the cropped faces of each video are averaged to a unique output for detectors that are designed for detecting individual images. Methods that can directly generate a single output for each video are fed with raw videos via the corresponding processing scheme as provided by their published source codes. The well-trained models are firstly evaluated on the FF++ testing set for the in-dataset setting, in other words, tested on the same dataset they have seen during training. Then, to further validate the model performance on unseen datasets, the cross-dataset evaluation is conducted to test the models on DFDC, Celeb-DF, DF1.0, and FaceShifter. We set \( N = 10 \) for training and \( N = 20 \) for testing regarding Eq. (4) for frame extraction during data pre-processing when applicable.

We adopted accuracy (ACC) and AUC score at the video level as the evaluation metrics. In detail, the accuracy refers to the proportion of the correctly classified data items regarding all testing data, and the AUC score represents the area under the receiver operating characteristic (ROC) curve. In other words, the AUC score demonstrates the probability that a random positive sample scores higher than a random negative sample from the testing set, that is, the ability of the classifier to distinguish between real and fake faces. For testing sets that contain only fake samples, the AUC score is inapplicable and thus withdrawn.

6.2 Model Performance on Benchmark Testing Sets
Model performance for both in- and cross-dataset evaluations is listed in Table 2. It can be observed that all models of the transferability topic have derived reasonable detection performance on FF++ with accuracy values and AUC scores over 90% since their goal is to achieve better performance in cross-dataset experiments after maintaining promising performance on seen data. In particular, MAT [26] wins the comparison with the highest 97.40% accuracy and 99.67% AUC score. On the contrary, models that are designed specifically for interpretability or robustness purposes have exhibited relatively poor detection performance on FF++, and the potential causation is discussed together with their detection performance on other benchmark datasets in the following paragraphs.

As for cross-dataset evaluation, most models have suffered a performance damping since the testing data are
TABLE 2
Quantitative video-level accuracy (ACC) and AUC score performance comparison on each testing set. (†: trained weights directly adopted for evaluation.)

| Model         | Test Dataset | ACC | AUC | ACC | AUC | ACC | AUC | ACC | AUC |
|---------------|--------------|-----|-----|-----|-----|-----|-----|-----|-----|
| Xception [21] | FF++ [43]    | 93.92% | 97.31% | 65.21% | 71.57% | 70.27% | 70.71% | 56.87% | 57.55% |
| MAT [26]      | DFDC [79]    | 97.40% | 99.67% | 66.63% | 74.83% | 71.81% | 77.16% | 41.74% | 18.71% |
| RECCE [41]    | Celeb-DF [78] | 90.72% | 95.26% | 62.06% | 66.94% | 71.81% | 77.90% | 51.21% | 56.12% |
| Stage5 [180]  | DF1.0 [75]   | 19.97% | 50.21% | 51.02% | 48.08% | 34.36% | 39.88% | 0.00%  | 0.00%  |
| FSTMatching [156] | FaceShifter [64] | 81.33% | 77.71% | 48.98% | 39.90% | 38.61% | 44.27% | 25.68% | 13.67% |
| MetricLearning [181] | LRNet [178] | 80.03% | 77.71% | 48.98% | 39.90% | 38.61% | 44.27% | 25.68% | 13.67% |

unseen during training. In specific, no model has reached over 80% AUC scores on DFDC or Celeb-DF and some models even exhibit abnormal detection performance when validated on unseen fake testing sets solely (DF1.0 and FaceShifter). This may be caused by oblivious overfitting on real or fake data by the models. While models that are solving the transferability challenge have all exhibited normal and reasonable functionalities, hidden trouble can be discovered regarding the interpretability and robustness topics. Specifically, model weights of Stage5 [180] are adopted for testing because the model is trained with re-synthesized samples using exclusively GAN models under special settings, but this at the same time has led to unsatisfied results when detecting fake samples that are not synthesized using GAN architectures. FSTMatching [156] spends huge computing power on disentangling source and target artifacts for the explanation, which thus results in the failure against other models although similarly trained on FF++. MetricLearning [181] and LRNet [178] both are proposed and trained to deal with highly compressed Deepfake contents in special scenarios. Unfortunately, they suffer performance fluctuation when the compression condition varies without expectation. Furthermore, LRNet [178] executes detection based on facial landmarks solely, which is another main reason that leads to the unsatisfactory.

Besides, models are generally unstable on different testing sets. For instance, RECCE [41] wins the competition on Celeb-DF for both accuracy and AUC score, but its detection ability deteriorates immensely when facing DFDC. On the other hand, MAT [26] wins the battle on DFDC and achieves competitive performance on Celeb-DF, but an obvious overdependence on the real samples can be concluded from its poor accuracies on DF1.0 and FaceShifter. Meanwhile, Xception has derived reasonable detection performance on each testing set even though not winning the comparison on any dataset. As a result, no model appears to be the overall winner according to Table 2 and it is hard to determine which model to use when facing an arbitrary candidate Deepfake suspect in real-life cases.

Moreover, in most cases, a well-trained model usually achieves a higher AUC score than the accuracy on each testing set. The reason is that the threshold to classify real and fake with softmax or sigmoid function applied is always fixed at 0.5 for the accuracy evaluation upon the output scores within the range of [0, 1] where 0 refers to real and 1 represents fake, while the actual threshold for the optimal model performance is usually located differently from 0.5. Therefore, despite a classifier with a threshold value set to 0.5 does not perform well, the model may still distinguish between real and fake with a relatively high AUC score. However, it is also worth noting that although a high AUC score may reveal the model’s ability to separate real and fake samples, the threshold may vary depending on different testing sets and different models. Hence, finding a fixed threshold to consistently satisfy the detection goal on arbitrary images and videos may help boost the overall model detection ability in the research domain.

6.3 Model Reliability Experiment Results
The model reliability evaluation is conducted on a sampling frame with 5,368 videos composed of the testing set of each benchmark dataset, and the detailed data quantity is listed in Table 3. Following the workflow of Algorithm 1, we proposed reliability analyses on the well-trained Deepfake detection approaches. We computed the 90% and 95% confidence intervals in experiments. Specifically, two values of

TABLE 3
Dataset statistics of the sampling frame for model testing regarding the number of videos with cropped faces. Datasets with no real samples are marked with ‘–’ sign.

| Dataset        | Num Real | Num Fake | Total |
|----------------|----------|----------|-------|
| FF++ [43]      | 140      | 560      | 700   |
| DFDC [79]      | 1,000    | 1,000    | 2,000 |
| Celeb-DF [78]  | 178      | 340      | 518   |
| DF1.0 [75]     | –        | 2,010    | 2,010 |
| FaceShifter [64]| –        | 140      | 140   |
| Total          | 1,318    | 4,050    | 5,368 |
$t$, 500 and 3,000, are chosen to ensure a sufficient number of trials when locating the sample means. Various sample sizes $s \in \{10, 100, 500, 1,000, 1,500, 2,000, 2,500\}$ are selected to find the settled confidence intervals. Besides, both sampling options, balanced and imbalanced sampling, are executed in experiments. Detailed results are listed in Tables 3 to 7 following the Cartesian product settings of balancing options $O = \{\text{True, False}\}$, the number of trials $T = \{500, 3,000\}$, and evaluation metrics $E = \{\text{ACC, AUC}\}$.

It can be easily observed that for all models in the tables, the mean values $\bar{x}$ gradually settle as sample sizes become larger and the standard deviation (Std.) values $\sigma$ consistently decrease concurrently. Similarly, the 90% and 95% confidence intervals are progressively straitened and settled around the mean values. Moreover, statistical results with 3,000 sampling trials converge faster and are more stable than those with 500 trials as sample size increases for all experiments, and both trial numbers lead to similar final values once settled.

Regarding the balanced sampling setting, the results generally match the model detection performance in Table 2. On the other hand, since the constructed sampling frame is imbalanced for real and fake faces, an imbalanced sampling option may lead to more fake data than the real ones in the sample set. Consequently, for models that have shown relatively poor performance when evaluated on fake testing sets (DF1.0 and FaceShifter) solely, the mean values and confidence intervals of the accuracy are located at lower levels. Meanwhile, models that have achieved promising performance on merely the fake testing sets have led to higher accuracy values for mean and confidence intervals. The AUC score metric, as mentioned in Section 6.1, is impervious regarding the imbalanced dataset. Therefore, mean values and confidence intervals under balanced and imbalanced sampling options are generally identical.

With a closer look at the tables, the leading approaches, Xception [21] and MAT [26], both have achieved mean accuracies above 68% and confidence intervals around 69% with respect to the balanced sampling option. All models regarding the interpretability and robustness topics have derived accuracies and confidence intervals around 50%. Stage5 [180] and MetricLearning [181] convey results with all values being 50% since the former recognizes all candidate samples as real and the latter classifies all as fake when checking the predicted labels accordingly. While Stage5 [180] may only be interpretable when facing GAN-based synthetic contents depending on its model design, MetricLearning [181] relies on a fixed threshold of 5 upon the output value without softmax or sigmoid activation. Since a perfect threshold value may vary depending on the testing dataset, the fixed threshold may be the main fact that causes the mistake. By looking at the AUC scores in Table 6 and Table 7, MetricLearning [181] actually has displayed a reasonable ability in distinguishing real and fake with a mean value of 69.49% AUC score. As for FSTMatching [156] and LRNet [178], the experimental results are generally consistent with the ones in Table 2.

As for experiments under the imbalanced sampling setting, besides the foreseeably high and low performance by MetricLearning [181] and Stage5 [180] as discussed, Xception [21] wins with the highest mean accuracy of 66.23% due to its stable performance in detecting both real and fake faces. Regarding the AUC scores, ignoring the imperceptible differences and taking a look at Table 6, 76.64% is derived by Xception because of its ability to separate real and fake samples at a certain threshold even though performing relatively unsatisfactory with the threshold value of 0.5 regarding the softmax output scores. Besides, MAT [26] is the only other model that has achieved above 70% AUC score. In the remaining approaches, RECCE has reached above 65% AUC scores, while the other two methods have performed relatively unsatisfactory in comparison.

It is also worth noting that despite the imbalanced sampling setting does not affect the final values of mean and confidence intervals, it may cause the AUC score incomputable for a tiny sample size. In particular, as shown in Table 7, there is a high possibility to randomly draw 10 samples that belong to the same category, which then leads to an incomputable AUC score since the sample set lacks data from the other category. Meanwhile, it is unlikely to randomly draw 100 or even more samples that are of the same category even though there is a possibility theoretically.

7 Real-life Case Study

In this section, we made use of the experiment results of the model reliability study. Experiments are conducted to analyze the reliabilities of the existing Deepfake detection approaches when applied to real-life cases. Specifically, four famous Deepfake cases that have jeopardized individuals and society from 2018 to 2022 are considered in this case study (Fig. 2). In 2018, when the technique of Deepfake had just been released shortly, the well-known actress Emma Watson who performed in the Harry Potter movie series was face-swapped onto porn videos [55]. Meanwhile, another famous actress Natalie Portman encountered a similar fake scandal simultaneously in the same year because of Deepfake [57]. The porn videos were widely spread at the time and had gravely influenced their reputations because the term ‘Deepfake’ was unfamiliar to the public and people were easily tricked and believed the videos to be genuine upon their first appearances. Later in March 2021, a Bucks County mom was accused of creating Deepfake videos of the underage girls on her daughter’s cheerleader team and threatening them to quit the team [60]. The videos exhibited the girls that were naked, drinking alcohol, or vaping, and are accused to be fake. Nevertheless, two months later in May, the prosecutors admitted that they could not prove the fake-video claims without reliable tools and evidence [67].

This is a representative case that confirms that anyone can become a victim of Deepfake nowadays. One of the most famous and most recent Deepfake events, the fake Zelensky video, had caused a short panic in the country during the Russia-Ukraine war [55]. In that fake video, president Zelensky was telling Ukrainians to put down their weapons and give up resistance.

We obtained the available video clips of the four Deepfake cases from the internet and performed Deepfake detection using each of the well-trained models. Specifically, for video clips with sufficient numbers of image frames that contain faces, we randomly extracted 100 frames for face
| Model Names | Num Trials | Statistics | Sample Sizes |
|-------------|------------|------------|--------------|
| Xception    | 500        | 90% CI: 57.89–79.55 | 10 |
|             |            | 95% CI: 55.81–81.63 | 100 |
|             | Mean: 68.72 | Std: 14.62 | 500 |
|             | Mean: 68.94 | Std: 4.44 | 3,000 |
| MAT         | 500        | 90% CI: 59.72–77.44 | 5 |
|             | 95% CI: 58.02–79.14 | Mean: 68.58 | Std: 13.17 |
|             | Mean: 69.05 | Std: 4.55 | 3,000 |
| RECCE       | 500        | 90% CI: 51.46–71.14 | 10 |
|             | 95% CI: 49.56–73.04 | Mean: 61.30 | Std: 14.63 |
|             | Mean: 60.85 | Std: 5.00 | 3,000 |
| Stage5      | 500        | 90% CI: 50.00–50.00 | 500 |
|             | 95% CI: 50.00–50.00 | Mean: 60.86 | Std: 1.00 |
|             | Mean: 60.72 | Std: 0.72 | 3,000 |
| FSTM  75%   | 500        | 90% CI: 44.61–59.71 | 10 |
|             | 95% CI: 43.16–61.16 | Mean: 52.16 | Std: 12.12 |
|             | Mean: 52.30 | Std: 3.73 | 3,000 |
| MetricLearning  95%  | 500        | 90% CI: 41.70–62.46 | 500 |
|             | 95% CI: 39.70–64.46 | Mean: 52.08 | Std: 15.43 |
|             | Mean: 51.67 | Std: 5.13 | 3,000 |
| LRNet  95% | 500        | 90% CI: 41.70–61.81 | 500 |
|             | 95% CI: 39.77–63.73 | Mean: 51.75 | Std: 16.17 |

**TABLE 4**

Accuracy statistics (%) with balanced sampling for 500 and 3,000 trials.
| Model Names | Num Trials | Statistics | Sample Sizes |
|-------------|------------|------------|--------------|
| Xception    | 500        | 90% CI     | Mean         |
|             |            | 55.90–75.50| 65.07        |
|             |            | 54.02–77.38| 64.97        |
|             |            | 60.57      | 66.14        |
|             |            | 14.56      | 2.20         |
|             | 3,000      | 55.36–77.38| 64.74        |
|             |            | 53.24–79.50| 64.44–68.10  |
|             |            | 66.37      | 66.27        |
|             |            | 14.97      | 2.09         |
| MAT         | 500        | 90% CI     | Mean         |
|             |            | 50.11–70.45| 60.28        |
|             |            | 51.12–71.45| 60.03        |
|             |            | 15.12      | 2.08         |
|             | 3,000      | 49.79–70.58| 57.22–63.89  |
|             |            | 50.18      | 60.56        |
|             |            | 15.47      | 2.17         |
| RECCE       | 500        | 90% CI     | Mean         |
|             |            | 53.35–73.89| 63.62        |
|             |            | 51.37–75.87| 60.75        |
|             |            | 15.27      | 1.85         |
|             | 3,000      | 52.85–73.05| 61.53–64.47  |
|             |            | 62.95      | 63.10        |
|             |            | 15.04      | 1.52         |
| Stage5      | 500        | 90% CI     | Mean         |
|             |            | 16.38–33.50| 24.94        |
|             |            | 14.73–35.15| 24.75        |
|             |            | 13.75      | 1.87         |
|             | 3,000      | 16.83–33.20| 22.13–27.53  |
|             |            | 24.79      | 1.83         |
|             |            | 13.52      | 1.89         |
| FSTMatching | 500        | 90% CI     | Mean         |
|             |            | 31.38–51.22| 41.07        |
|             |            | 29.47–53.13| 41.11        |
|             |            | 15.43      | 1.97         |
|             | 3,000      | 31.47–50.66| 38.02–42.40  |
|             |            | 29.63–52.50| 37.43–44.79  |
|             |            | 14.23      | 1.89         |
| MetricLearning | 500    | 90% CI     | Mean         |
|             |            | 66.17–83.91| 52.92        |
|             |            | 64.47–85.61| 52.91        |
|             |            | 75.04      | 57.43        |
|             | 3,000      | 66.53–83.60| 72.81–78.12  |
|             |            | 64.89–85.24| 73.83–76.58  |
|             |            | 75.07      | 75.43        |
| LRNet       | 500        | 90% CI     | Mean         |
|             |            | 44.08–62.36| 53.22        |
|             |            | 42.32–64.12| 52.91        |
|             |            | 14.68      | 4.69         |
|             | 3,000      | 42.91–62.33| 49.72–53.84  |

TABLE 5
Accuracy statistics (%) with imbalanced sampling for 500 and 3,000 trials.
| Model Names | Num Trials | Statistics | Sample Sizes |
|-------------|------------|------------|--------------|
|             | 500        |            |              |
| Xception    | 90% CI     | Mean       | Std.         |
|             | 48.82–52.75| 50.78–51.45| 5.33           |
|             | 54.82      | 50.37–50.57| 2.26           |
|             | Mean       | 50.38–50.51| 1.57           |
|             | Std.       | 0.97       | 0.76          |
|             | 95% CI     | Mean       | Std.         |
|             | 49.80–50.95| 50.51–50.53| 1.19           |
|             | 50.42–50.51| 50.48       | 1.19           |
|             | Mean       | 50.51–50.53| 1.19           |
|             | Std.       | 0.76       | 0.76          |
|             | 90% CI     | Mean       | Std.         |
|             | 52.77–57.43| 54.60–56.17| 5.43           |
|             | 56.88–68.13| 66.02–67.53| 2.26           |
|             | Mean       | 66.07–67.47| 1.52           |
|             | Std.       | 1.19       | 0.76          |
|             | 95% CI     | Mean       | Std.         |
|             | 50.07      | 50.78–51.89| 5.33           |
|             | 50.38–51.03| 50.48       | 2.26           |
|             | Mean       | 50.51–50.79| 1.57           |
|             | Std.       | 0.97       | 0.76          |
|             | 90% CI     | Mean       | Std.         |
|             | 45.27–51.5  | 55.65–57.85| 5.43           |
|             | 53.54–55.82| 65.59–67.59| 2.26           |
|             | Mean       | 65.83–67.47| 1.52           |
|             | Std.       | 1.19       | 0.76          |
|             | 95% CI     | Mean       | Std.         |
|             | 53.54–55.82| 55.65–57.85| 5.43           |
|             | 65.83–67.47| 65.83–67.47| 2.26           |
|             | Mean       | 65.83–67.47| 1.52           |
|             | Std.       | 1.19       | 0.76          |
|             | 90% CI     | Mean       | Std.         |
|             | 46.69–57.45| 58.09–59.72| 5.33           |
|             | 56.95–58.01| 69.01–70.78| 2.26           |
|             | Mean       | 69.29–71.0 | 1.52           |
|             | Std.       | 0.97       | 0.76          |
|             | 95% CI     | Mean       | Std.         |
|             | 45.27–58.82| 54.10–56.87| 5.33           |
|             | 53.56–55.87| 65.00–57.93| 2.26           |
|             | Mean       | 65.62–67.16| 1.52           |
|             | Std.       | 0.97       | 0.76          |
|             | 90% CI     | Mean       | Std.         |
|             | 64.86–77.67| 62.57–72.34| 5.33           |
|             | 68.09–70.7 | 69.00–69.8 | 2.26           |
|             | Mean       | 69.27–71.0 | 1.52           |
|             | Std.       | 0.97       | 0.76          |
|             | 95% CI     | Mean       | Std.         |
|             | 49.60–64.71| 53.37–58.27| 5.33           |
|             | 53.66–55.02| 61.37–62.55| 2.26           |
|             | Mean       | 61.37–62.55| 1.52           |
|             | Std.       | 1.19       | 0.76          |
|             | 90% CI     | Mean       | Std.         |
|             | 45.24–63.92| 52.49–58.15| 5.33           |
|             | 53.84–56.20| 64.25–59.60| 2.26           |
|             | Mean       | 64.25–59.60| 1.52           |
|             | Std.       | 0.97       | 0.76          |
| Model Names    | Num Trials | Statistics | Sample Sizes |
|----------------|------------|------------|--------------|
|                |            |            | 10  | 100 | 500 | 1,000 | 1,500 | 2,000 | 2,500 |
| Xception [21]  | 500        | 90% CI     | 74.64–78.24 | 75.13–78.70 | 75.67–78.70 | 76.24–78.70 | 76.78–78.70 | 77.32–78.70 | 77.86–78.70 | 78.39–78.70 |
|                |            | 95% CI     | 74.04–78.84 | 75.43–79.38 | 75.94–79.48 | 76.53–79.94 | 77.07–80.48 | 77.61–80.94 | 78.15–81.48 | 78.68–81.48 |
|                |            | Mean       | 76.70       | 76.70       | 76.60       | 76.65       | 76.65       | 76.65       | 76.65       | 76.65       |
|                |            | Std.       | 5.43        | 2.38        | 1.62        | 1.41        | 1.18        | 1.11        | 1.07        | 1.07        |
| MAT [26]       | 3,000      | 90% CI     | 74.03–78.70 | 74.64–78.44 | 75.09–76.35 | 75.09–76.11 | 75.24–76.14 | 75.23–76.02 | 75.23–76.02 | 75.23–76.02 |
|                |            | 95% CI     | 73.64–78.34 | 74.47–78.62 | 74.97–76.47 | 74.99–76.21 | 75.15–76.23 | 75.16–76.09 | 75.16–76.09 | 75.16–76.09 |
|                |            | Mean       | 76.07       | 75.54       | 75.72       | 75.60       | 75.69       | 75.63       | 75.63       | 75.63       |
|                |            | Std.       | 5.24        | 2.23        | 1.21        | 1.21        | 1.12        | 1.11        | 1.10        | 1.10        |
| RECCE [41]     | 500        | 90% CI     | 64.69–69.07 | 65.67–67.67 | 66.32–67.58 | 66.27–67.36 | 66.35–67.31 | 66.37–67.26 | 66.37–67.26 | 66.37–67.26 |
|                |            | 95% CI     | 64.27–69.50 | 65.48–68.86 | 66.20–67.70 | 66.17–67.46 | 66.26–67.40 | 66.29–67.34 | 66.29–67.34 | 66.29–67.34 |
|                |            | Mean       | 66.88       | 66.67       | 66.95       | 66.81       | 66.83       | 66.82       | 66.82       | 66.82       |
|                |            | Std.       | 5.80        | 2.39        | 1.57        | 1.35        | 1.34        | 1.25        | 1.24        | 1.24        |
| Stage5 [180]   | 3,000      | 90% CI     | 48.58–53.40 | 49.39–51.49 | 49.74–51.14 | 50.00–51.09 | 50.08–50.98 | 50.13–50.83 | 50.13–50.83 | 50.13–50.83 |
|                |            | 95% CI     | 48.12–53.86 | 49.19–51.69 | 49.61–51.27 | 49.89–51.19 | 50.00–51.07 | 50.07–50.90 | 50.07–50.90 | 50.07–50.90 |
|                |            | Mean       | 50.99       | 50.44       | 50.44       | 50.54       | 50.53       | 50.48       | 50.48       | 50.48       |
|                |            | Std.       | 6.37        | 2.78        | 1.85        | 1.83        | 1.78        | 1.70        | 1.68        | 1.68        |
| FSTMatching [156] | 500        | 90% CI     | 54.79–59.43 | 55.72–57.70 | 56.33–57.62 | 56.45–57.46 | 56.53–57.33 | 56.64–57.30 | 56.64–57.30 | 56.64–57.30 |
|                |            | 95% CI     | 54.34–59.87 | 55.53–57.89 | 56.20–57.74 | 56.35–57.56 | 56.45–57.40 | 56.57–57.37 | 56.57–57.37 | 56.57–57.37 |
|                |            | Mean       | 57.11       | 56.71       | 56.97       | 56.96       | 56.93       | 56.97       | 56.97       | 56.97       |
|                |            | Std.       | 6.14        | 2.72        | 1.71        | 1.34        | 1.06        | 0.88        | 0.88        | 0.88        |
| MetricLearning [181] | 3,000      | 90% CI     | 66.94–72.04 | 68.33–70.44 | 68.75–70.16 | 69.06–70.11 | 69.06–69.91 | 69.02–69.76 | 69.02–69.76 | 69.02–69.76 |
|                |            | 95% CI     | 66.45–72.53 | 68.13–70.64 | 68.62–70.29 | 68.96–70.21 | 68.98–69.99 | 68.95–69.83 | 68.95–69.83 | 68.95–69.83 |
|                |            | Mean       | 69.49       | 69.38       | 69.46       | 69.59       | 69.48       | 69.39       | 69.39       | 69.39       |
|                |            | Std.       | 6.74        | 2.78        | 1.85        | 1.38        | 1.12        | 0.97        | 0.97        | 0.97        |
| LRNet [178]    | 3,000      | 90% CI     | 52.42–57.52 | 54.03–56.28 | 54.33–55.77 | 54.56–55.71 | 54.48–55.37 | 54.59–55.42 | 54.59–55.42 | 54.59–55.42 |
|                |            | 95% CI     | 51.93–58.01 | 53.81–56.50 | 54.19–55.91 | 54.45–55.81 | 54.40–55.46 | 54.51–55.50 | 54.51–55.50 | 54.51–55.50 |
|                |            | Mean       | 54.97       | 53.15       | 53.05       | 53.13       | 54.93       | 53.01       | 53.01       | 53.01       |
|                |            | Std.       | 6.56        | 2.90        | 1.85        | 1.47        | 1.14        | 0.96        | 0.94        | 0.94        |

TABLE 7
AUC score statistics (%) with imbalanced sampling for 500 and 3,000 trials.
cropping when using frame-level detectors. As for the cheerleader case, as the sensitive contents are omitted, we were only able to acquire a total of 75 faces from the news clip. For frame-level detectors, the numbers of faces classified as real or fake by each model for each video are exhibited in Table 8 and except MetricLearning [181] that uses a fixed threshold, the softmax scores for each video are averaged to obtain a single score that indicates the model determined authenticity. In particular, except MetricLearning, the fake scores lie in the range of [0, 1] where 0 refers to real and 1 refers to fake. For video-level detectors, the ultimate results are straightforwardly demonstrated in the table. As a result, given the fact that all four videos are known to be fake, about half of the selected models have made the correct classifications regarding both the number of fake faces and the average softmax score. Besides, we provided reliably quantified 95% confidence intervals regarding the models’ detection accuracy for reference when utilizing the results.

Despite achieving high statistical values regarding accuracy and AUC score metrics in early experiments, Xception has failed to classify all four fake videos such that most faces are classified as real and all average softmax scores are below 0.43. Besides, the fake Emma Watson and Natalie Portman videos have also tricked the MAT model such that roughly two-thirds of the faces are classified as real and the final scores are below 0.4. Stage5 and FSTMatching, proved to be relatively unsatisfactory in early experiments and discussions, have both failed on detecting all four fake videos. MetricLearning and LRNet, although performing poorly on lab-controlled datasets, have shown robust detection ability especially because the videos circulated and downloaded from the internet have suffered incrementally heavy compressions. The RECCE model, as a result, turns out to be the winner with the highest fake scores and number of correctly classified faces when facing real-life Deepfake suspects.

8 Discussion

Our study provides a scientific workflow to prove the reliability of the detection models when applied to real-life cases. Unlike research that simply enumerates detection performance on each benchmark dataset, the reliability study scheme derives statistical claims regarding the detectors on arbitrary candidate Deepfake suspects with the help of confidence intervals. Particularly, the interval values are reliable based on the sufficient number of trials from a sampling frame that ideally imitates real-world Deepfake distribution according to CLT. Considering that the prosecutors are unable to prove the fake-video claim due to the challenge brought to the video evidence authentication standard by Deepfake, the experiment results in Section 4.3 have solved the problem favorably. Specifically, the model reliability study scheme can be qualified by expert witnesses for the validity of the detection models based on the expert’s testimony following corresponding rules, and thus, the reliable statistical metrics regarding the detection performance may assist the video evidence for criminal investigation cases. The accuracies are picked to assist the claims while the AUC scores are more helpful at research level.

As a result, a reliable justification can be claimed based on values in Table 4 and Table 5 with the help of the confidence intervals and mean values once a sampling option is chosen. For example, suppose the RECCE model is used to help justify the authenticity of the cheerleader video of the ‘Deepfake mom’ case following the balanced sampling results, a claim can be made such that the video is fake with accuracies lying in the range of [60.37%, 61.22%] and [60.29%, 61.30%] with 90% and 95% confidence levels, respectively. In other words, we are 90% and 95% confident to declare that the video is fake with accuracies in the range of [60.37%, 61.22%] and [60.29%, 61.30%], respectively. If the imbalanced sampling option is trusted, a similar claim can be concluded in the range of [62.36%, 63.66%] and [62.24%, 63.79%] accuracies for the 90% and 95% confidence levels, respectively.

Admittedly, the classification accuracies with the 95% confidence interval as demonstrated in the model reliability study are not satisfied to act as evidence for criminal cases at the court. However, as the defendants and the victims of Deepfake cases are usually individuals, the civil case is more applicable to the Deepfake prosecution. According to the words of Lord Nicholas in Re H (Minors) [1996] AC 563, based on the balance of probability standard, ‘a court is satisfied an event occurred if the court considers that, on the evidence, the occurrence of the event was more likely than not,’ in other words, larger than the 50% likelihood. Therefore, the accuracy values above 50% can be sufficient to assist or act as evidence to prove the falsification of the cheerleader video under the qualification of expert testimony following proper legislation.

In real life, since the authenticity of the candidate suspect is normally unknown, based on the experiment results in this study, the dominant MAT model is likely to be adopted for Deepfake detection and the following conclusion can be
provided following the balanced sampling setting: we are 95% confident to classify the video as real (or fake) with an accuracy between 68.41% and 69.37%. If the imbalanced sampling setting is trusted, the winning Xception model can be employed to offer the justification such that the video is real (or fake) with an accuracy between 65.37% and 67.07% at the 95% confidence level.

Meanwhile, several findings can be concluded based on the results in Table 2 and Tables 1 to 8. Firstly, trade-offs are objectively unavoidable when attempting each of the three challenges. Specifically, regarding Table 2 models with promising transferability on lab-controlled benchmark datasets might lack interpretability on their performance and robustness in sophisticated real-life scenarios. While successfully explaining the detection decision with pellucid evidence and common sense or smoothly resolving challenges in specific real-life conditions with robustness as reported in the published papers, there usually remains limited computational power and model ability to enrich the transferability and detection accuracy on unseen data. Secondly, although the detection performance in Sections 6.2 and 6.3 is unremarkable compared to other approaches, the RECCE model appears to derive the best detection results on real-life Deepfake videos given the fact that we are aware that they are all fake, while on the contrary, the winning MAT and Xception models from early experiments both have failed in classifying multiple real-life fake videos. In other words, based on the experiment results, at the current research stage, a detection model showing promising performance on the benchmark datasets does not necessarily perform well on real-life Deepfake materials. This may be caused by the potential adversarial attacks such that the facial manipulation technique of the fake materials can easily fool models that are mainly based on certain feature extraction perspectives or techniques, and the detectors, therefore, need to be improved to better cooperate with the reliability study scheme. Lastly, for models that have a large gap between accuracy and AUC score values, it may be meaningful to locate a classification threshold other than 0.5 in order to achieve satisfactory detection accuracy since their high AUC scores have highlighted the ability to separate real and fake data.

9 CONCLUSION

This paper provides a thorough survey of reliability-oriented Deepfake detection approaches by defining the three challenges of Deepfake detection research: transferability, interpretability, and robustness. While the early methods mainly solve puzzles on seen data, improvements by persistent attempts have gradually shown promising up-to-date detection performance on unseen benchmark datasets. Considering the lack of usage for the well-trained detection models to benefit real life and even specifically for criminal investigation, this paper conducts a comprehensive study regarding model reliability by introducing an unprecedented model reliability study scheme that bridges the research gap and provides a reliable path for applying on-the-shelf detection models to assist prosecutions in court for Deepfake related cases. A barely discussed standardized data preparation workflow is simultaneously designed and presented for the reference of both starters and veterans in the domain. The reliable accuracies of the detection models derived by random sampling at 90% and 95% confidence levels are informative and may be adopted as or to assist forensic evidence in court for Deepfake-related cases. A barely discussed standardized data preparation workflow is simultaneously designed and presented for the reference of both starters and veterans in the domain. The reliable accuracies of the detection models derived by random sampling at 90% and 95% confidence levels are informative and may be adopted as or to assist forensic evidence in court for Deepfake-related cases under the qualification of expert testimony.

Based on the informative findings in validating the detection models, potential future research trends are worth discussing. Although a Deepfake detection model can be verified the reliability for real-life usages via the presented reliability study scheme in this paper, an ideal model which simultaneously solves transferability, interpretability, and robustness challenges is not yet accomplished in the current research domain. Consequently, obvious trade-offs have been observed when resolving each of the three challenges. Therefore, considering that the ground-truth attacks and labels of current and future Deepfake contents will not be visible to victims in Deepfake-related cases, researchers may continuously advance the detection model performance regarding each of the three challenges, but more importantly, a model that satisfies all three goals at the same time is urgently desired. At the same time, the detection model reliability study scheme that is first put forward in this study, subsequent improvements and discussions can also be conducted to achieve the general reliability goal progressively. For instance, tracing original sources of synthetic contents and recovering synthetic operation sequences are presented for the reference of both starters and veterans in the domain. The reliable accuracies of the detection models derived by random sampling at 90% and 95% confidence levels are informative and may be adopted as or to assist forensic evidence in court for Deepfake-related cases under the qualification of expert testimony.

Based on the informative findings in validating the detection models, potential future research trends are worth discussing. Although a Deepfake detection model can be verified the reliability for real-life usages via the presented reliability study scheme in this paper, an ideal model which simultaneously solves transferability, interpretability, and robustness challenges is not yet accomplished in the current research domain. Consequently, obvious trade-offs have been observed when resolving each of the three challenges. Therefore, considering that the ground-truth attacks and labels of current and future Deepfake contents will not be visible to victims in Deepfake-related cases, researchers may continuously advance the detection model performance regarding each of the three challenges, but more importantly, a model that satisfies all three goals at the same time is urgently desired. At the same time, the detection model reliability study scheme that is first put forward in this study, subsequent improvements and discussions can also be conducted to achieve the general reliability goal progressively. For instance, tracing original sources of synthetic contents and recovering synthetic operation sequences are presented for the reference of both starters and veterans in the domain. The reliable accuracies of the detection models derived by random sampling at 90% and 95% confidence levels are informative and may be adopted as or to assist forensic evidence in court for Deepfake-related cases under the qualification of expert testimony.
worth exploiting in future work to further enhance the reliability of a falsification.
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