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Abstract—The Dynamic Pickup and Delivery Problem (DPDP) is aimed at dynamically scheduling vehicles among multiple sites in order to minimize the cost when delivery orders are not known a priori. Although DPDP plays an important role in modern logistics and supply chain management, state-of-the-art DPDP algorithms are still limited on their solution quality and efficiency. In practice, they fail to provide a scalable solution as the numbers of vehicles and sites become large. In this paper, we propose a data-driven approach, Spatial-Temporal Aided Double Deep Graph Network (ST-DDGN), to solve industry-scale DPDP. In our method, the delivery demands are first forecast using spatial-temporal prediction method, which guides the neural network to perceive spatial-temporal distribution of delivery demand when dispatching vehicles. Besides, the relationships of individuals such as vehicles are modelled by establishing a graph-based value function. ST-DDGN incorporates attention-based graph embedding with Double QN (DDQN). As such, it can make the inference across vehicles more efficiently compared with traditional methods. Our method is entirely data driven and thus adaptive, i.e., the relational representation of adjacent vehicles can be learned and corrected by ST-DDGN from data periodically. We have conducted extensive experiments over real-world data to evaluate our solution. The results show that ST-DDGN reduces 11.27% number of the used vehicles and decreases 13.12% total transportation cost on average over the strong baselines, including the heuristic algorithm deployed in our UAT (User Acceptance Test) environment and a variety of vanilla DRL methods. We are due to fully deploy our solution into our online logistics system and it is estimated that millions of USD logistics cost can be saved per year.

I. INTRODUCTION

The Dynamic Pickup and Delivery Problem (DPDP) is a fundamental problem in manufacturing enterprises. Huawei, as one of the largest global communication device vendors, manufactures billions of productions in hundreds of factories every year. A large amount of cargoes (including the materials, productions and semi-finished productions) need to be delivered among factories and warehouses at multiple sites/locations during the manufacturing. Due to the uncertainty of customer requirements and producing processes, most of delivery requirements cannot be fully decided beforehand. The delivery orders, including the pickup sites, delivery sites, the amount of cargoes and the time requirement, dynamically come and a fleet of homogeneous vehicles is periodically scheduled to serve these orders. Due to the large amount of delivery requests, even a small improvement of the logistics efficiency can bring significant benefits. Therefore, a good dispatching plan must take into consideration both the level of service (LOS) and the logistics cost.

Technically, DPDP is an enhanced variant of traditional Vehicle Routing Problem (VRP) which is one of the most widely studied combinatorial optimization problems. VRP aims to find the optimal set of routes for a fleet of vehicles to traverse, in order to satisfy the demands of customers distributed at different sites. It has been proven that VRP belongs to the NP-Hard problem [1]. Even without the consideration of dynamism, the Pickup and Delivery Problem (PDP) [1] is hard to solve, which has additional complexities over vanilla VRP. Due to the high complexities, the majority of proposed solutions for PDP are heuristic algorithms. Only a few exact solutions [2], [3] are proposed to PDP. When PDP becomes dynamic, the exact solution is intractable except for specific scenarios. Similarly, solutions for DPDP also fall into two categories. The first one [4]–[6] is heuristic where the basic idea is to insert the new delivery order into the planned routes. The other is an operational research-based optimization method [7], in which the dynamic problem is decomposed into a series of static problems with a subset of known delivery orders and each static problem is optimized by linear programming or mixed integer programming.

There are several reasons [8] as to why traditional methods fail in solving DPDP or related dynamic optimization problems. They are summarized as follows. First, it is hard to take into account future orders in multi-stage static optimization [7] or insertion heuristics [4]–[6] due to the high uncertainty of future orders. Multiple external dynamic factors, such as special days/events, market fluctuations, unstable policies, etc., all bring high uncertainty to the future orders. Second, such uncertainty might be escalated by the interaction between the current optimized solution obtained by traditional methods and the future orders. Third, not all complex business rules can be formulated in the constraints of linear or convex forms, which hence makes it difficult to model and solve the dynamic problem using operational research-based optimization methods such as linear programming and convex optimization.
The operational research-based methods can only be applied to the problems with specific structures when problem scale becomes large. Also, the heuristic algorithms may fall into sub-optimal solutions because of its ‘myopic’ view.

In recent years, people began to use Reinforcement Learning (RL) to improve the ‘myopic view’ of heuristic algorithms. Previous works [9]–[11] show that for Traveling Salesman Problem (TSP), VRP, and PDP, RL techniques can produce competitive results and perform better under dynamic and stochastic circumstances. Thus, due to its data driven nature, RL has the potential of improving the solution of more complex DPDPs. In this paper, we propose a route-centric Markov Decision Process (MDP) for DPDP in our scenario. And an end-to-end RL solution, Spatial-Temporal Aided Double Deep Graph Network (ST-DDGN), is presented to solve the problem. This solution incorporates attention-based graph embedding with Double DQN (DDQN), to coordinate the cooperation and competition among vehicles in a dynamic environment. Besides, during the learning process, it is guided by spatial-temporal prediction of delivery demand. Extensive experiments over real-world data collected from a manufacturing campus with 27 factories verified that the proposed approach performs much better than the existing strong baselines.

Our contribution is four-fold:

- We provide a unified account for all the practical enterprise-scale constraints, including the time window, capacity, last-in-first-out and back-to-depot constraints together whereas previous approaches [1]–[4], [6] are dedicated only to some of them.
- We propose the first graph-based relational learning approach for the industry-scale DPDP, where the relation between vehicles in a dynamic dispatching environment is modelled by attention-based graph convolution.
- The proposed approach is aided by spatial-temporal prediction of delivery demand so as to accelerate the policy learning. Meanwhile, we propose the constraint embedding technique to further decrease inference time.
- Extensive experiments have shown the large improvements in practice over real-world data. Our approach reduces 11.27% number of the used vehicles and decreases 13.12% total transportation cost on average over the strong baselines.

The remainder of this paper is organized as follows. Related works are discussed in Section II. We define our problem in Section III and present our solution in Section IV. The experimental results are reported in Section V followed by supplementary materials in Section VI. The work is concluded in Section VII.

II. RELATED WORK

A. The dynamic pickup and delivery problem

DPDP extensively exists in real world, such as courier operations and door-to-door transportation services [12]. Unlike the classical VRP, there are much less studies on DPDP owing to its greater complexity. The solutions for DPDP on literature can be divided into two categories. The first one, which is straightforward, is to adapt a traditional optimization algorithm that solves the static version of the problem (i.e., PDP). Savelsbergh et al. [7] firstly proposed an optimization based algorithm where the problem is decomposed into a series of static problems with a subset of known delivery order over a rolling-horizon framework. The static problem is solved by using a branch-and-price heuristics. One major drawback of this method is high complexity of computation because it needs to optimize each static subproblem. Therefore it is inadequate for real-time requirement of our company scenario.

The second one, which is widely used, is a hybridization of heuristic and local search. Gendreau et al. [5] designed a tabu search algorithm and used a neighborhood structure based on ejection chains. Similar to the problem decomposition in [7], Minic et al. [4] proposed a two-phased heuristic to optimize each static subproblem, where the first phase is a cheapest insertion heuristic and the second one is a tabu search algorithm analogous to [5]. Saez et al. [13] developed an adaptive predictive control algorithm based on fuzzy clustering and genetic algorithms. Moreover, Pureza et al. [6] showed that incorporating waiting and buffering strategy to the above heuristics would lead to less number of used vehicles or total travel distance. The heuristic methods are normally very efficient to support real-time calculation. However, they may fall into sub-optimal results due to the lacking of global information. The algorithmic accuracy can be further improved if we can improve the ‘myopic view’ problem.

B. Reinforcement learning for combinatorial optimization

Some previous works [9]–[11] demonstrate that reinforcement learning techniques might be a promising structure to improve the ‘myopic view’ of heuristic algorithms in combinatorial optimization. Moreover, relational learning plays significant role in terms of blending generalization power with reinforcement learning [14]. The underlying relation can be captured in multiple ways. For a given agent, some approaches [15], [16] explicitly construct a relation kernel to observe other agents’ states. While other approaches [17], [18] implicitly represent the relation by referring other agents’ rewards or actions. Recently, graph convolutional network [19] is widely applied in Deep RL community to reveal the hidden correlation of entities, actions and objects. Zambaldi et al. [14] construct a graph convolutional network with multi-head dot-product attention to reason the relation between entities. Based on [14], Jiang et al. [20] extend this framework into multi-agent RL, learning the relation representation between agents. In additions, Malysheva et al. [21] adopt a relevance graph to learn the relation representation with an heuristic-based loss function. Li et al. [22] present an actor-critic framework based on graph neural network to obtain graph-based representation, which can be used for learning complex tasks from a curriculum. In this paper, we present the first graph relational learning approach in the context of DPDP. Our method provides a unified solution for large-scale practical DPDP by integrating...
serves delivery orders (\textit{Fig. 1}). A toy example of DPDP: 1) Each vehicle starts from a depot, serves delivery orders ('↑' and '↓' represent loading and unloading cargoes respectively and the Last In, First Out (LIFO) constraint must be satisfied), and goes back to the depot; 2) Delivery orders are generated dynamically in various factories, which specifies the pickup and delivery nodes, amount of cargoes to be delivered, etc.; 3) Each vehicle is associated with an order list and a route (dynamically change). The order list contains the delivery orders accepted by the vehicle. And the route is the sequence of traversed nodes by the vehicle, which is arranged according to the order list.

the flexibility of constraint embedding and efficiency of graph network inference among vehicles.

III. THE PROBLEM

In this section, we describe the DPDP from our practical logistics scenario. To intuitively demonstrate the problem, we illustrate a toy example in Fig. 1. A delivery order specifies the pickup node, amount of cargoes to be picked, delivery node and time window requirement. Within a day, there are multiple factories dynamically generating delivery orders. For this problem, our goal is to generate a dispatching plan for a fleet of vehicles to fulfil all the delivery orders with minimum transportation cost. The dispatching plan consists of two coupled parts: order assignment and route planning.

The inputs of the problem include:

1. A road network \( G = (N, A) \), which is a complete directed graph. \( N \) is the node set which consists of multiple depots \( \{w_i | i = 1, ..., m\} \) and geographically distributed factories \( \{F_i | i = 1, ..., n\} \). \( A = \{< i, j > | i, j \in N\} \) is the arc set. Each arc \( < i, j > \) is associated with a non-negative transportation distance \( d_{i,j} \) from node \( i \) to node \( j \).

2. A delivery order \( o^i = (F_p^i, q_i, t_{i,c}, t_{i,f}) \), where \( F_p^i, F_d^i \in N \) respectively represent the pickup and delivery node of the order; \( q_i \) refers to the amount of cargoes to be delivered; \( t_{i,c} \) is the creation time of the order (also the earliest time) that a vehicle can pickup cargoes at the pickup node, and \( t_{i,f} \) is the latest time for a vehicle to deliver these cargoes to the delivery node. It is worth noting that within a day, the delivery orders are dynamically generated in different factories at any time.

3. A fleet of homogeneous vehicles \( V = \{k | k = 1, 2, ..., K\} \). Each vehicle \( k \) is associated with a configuration \( con_f_k = (w_k, Q, \mu, \delta) \), where \( w_k \) refers to the starting depot of vehicle \( k \); \( Q \) is the maximum loading capacity; \( \mu \) is the fixed cost of using a vehicle (usually in practical scenario \( \mu \) is considerably large relatively to operation cost); and \( \delta \) denotes the operation cost of a vehicle per kilometer such as fuel cost, maintenance fee, wage payment, etc. Note that a vehicle is either waiting at a factory or in-service (i.e. on the way to serve delivery orders). Both \( \mu \) and \( \delta \) are counted in total transportation cost.

The outputs of the dynamic problem are:

1. Order assignment \( OA = \{(o^i, k)\} \), which consists of multiple matches between vehicles and orders. \( (o^i, k) \) represents dispatching vehicle \( k \) to serve order \( o^i \).

2. Route planning \( RP = \{r_{pk} | k = 1, ..., K\} \) for the fleet. A route \( r_{pk} \) of vehicle \( k \) specifies the traverse sequence of the vehicle according to its accepted delivery orders. For example, in Fig. 1, vehicle \( v_1 \) has accepted two orders \( o_1 \) and \( o_2 \). Then its one possible route is \( w \) (the depot) \( \rightarrow F_2 \rightarrow F_1 \rightarrow F_3 \rightarrow F_4 \rightarrow w \).

In addition to common constraints of the classic DPDP \cite{1}, our problem is also subject to the following: 1) Time window constraint. Each order \( o_i \) is supposed to be severed within its earliest and latest service time; 2) Last In, First Out (LIFO) loading constraint. Every cargo must be loaded and unloaded according to LIFO principle; 3) Capacity constraint. For each vehicle \( k \), the total capacity of loaded cargoes cannot exceed the maximum loading capacity \( Q \); 4) Back-to-depot constraint. For each vehicle \( k \), it should start from the depot \( w_k \), serve all orders it has accepted, and finally go back to the depot.

Besides the above constraints, we also consider the following important fact in practice: No interference with in-service vehicle. It is not allowed to change the destination of a vehicle when the vehicle is in-service. However we can adjust its route when the vehicle waits at factories or depots.

For DPDP from our scenario, the objective is to minimize the total transportation cost for serving all delivery orders.

IV. THE SOLUTION

We present our solution to DPDP in this section, which works as follows. We process the delivery orders in the ascending order of creation time. In other words, a delivery order is immediately processed without being postponed. And then the order and associated information (such as spatial-temporal demand prediction and real-time vehicle geographical location) is together sent to a relational learning framework that decides which vehicle to serve the order.

A. Introduction of spatial-temporal distribution

1) Delivery demand prediction: Due to multiple factors such as the market cycle, weather, rhythm of production, etc., there is a strong pattern in the spatial-temporal distribution of delivery demand. We first attempt to reveal the pattern. The delivery order data of four days are selected from the same month. Each day is split into 144 equal-duration intervals (i.e., each interval is with a duration of 10 minutes). For each factory and each time interval, we sum up the amount of cargoes in delivery orders associated with the factory and time interval, to get the accumulated delivery demand. In this way, we could construct a spatial-temporal distribution of delivery demand, which is visualized in Fig. 2. In this figure,
Fig. 2. Spatial-temporal distribution of delivery demand of four different days. The four days’ data is selected from the same month. Each day is split into 144 time intervals of equal duration. And there are total 27 factories in our manufacturing campus. Thus, there are $27 \times 144$ grids in each subfigure. The darker a grid is, the stronger the delivery demand of the grid is.

the vertical axis represents 27 factories in our manufacturing campus and horizontal axis denotes the 144 time intervals. Firstly we find that the patterns of four day are similar to some extent; the closer the day, the more similar their patterns. Secondly, from the spatial perspective, it is obvious that some factories has much higher delivery demand than other factories on all the four days. Moreover, from the temporal perspective, for a specific factory, the delivery demand concentrates on several time intervals, such as 10 a.m. to 12 a.m. and 2 p.m. to 5 p.m. Based on above observations, it is believed that we can predict the Spatial-Temporal Distribution (STD) of delivery demand using historical data, to help solve DPDP. Formally, we give the definition of STD matrix of delivery demand and then describe how to predict it.

**Definition 1 (STD Matrix):**

Define $E^d = [e_{i,j}^d]_{n \times T} \in \mathbb{R}^{n \times T}$ represents the spatial-temporal distribution of delivery demand of day $d$, where $n$ denotes the number of factories and $T$ is the number of equal-duration time intervals within day $d$. Each element $e_{i,j}^d$ represents the total amount of cargoes (to be delivered) at factory $F_i$ and within time interval $TI_j$, which is calculated by:

$$O_{i,j} = \left\{ o^h | F^h_p = F_i, t^h \in TI_j \right\}$$

$$e_{i,j}^d = \sum_{o^h \in O_{i,j}} q^h$$

where $h$ is the index of delivery orders and $O_{i,j}$ is the set of delivery orders associated with factory $F_i$ and time interval $TI_j$. The time interval is a left-closed and right-open interval and its duration is dependent on $T$.

The STD matrix for the future day $d$ could be predicted if we have historical delivery order data of past consecutive $k$ days. First we construct a series of STD matrices $E^{d-1}, E^{d-2}, ..., E^{d-k}$ for past consecutive $k$ days according to Definition 1. Then the STD matrix $E^d$ of day $d$ could be predicted in an element-wise way. Specifically, each element $e_{i,j}^d$ could be predicted by:

$$e_{i,j}^d = G(\{e_{i,j}^{d'} | d' = d - 1, d - 2, ..., d - k\})$$

where $\{e_{i,j}^{d'} | d' = d - 1, d - 2, ..., d - k\}$ is a time series drawn from historical STD matrices and $G$ is an aggregate function applied on the time series to get prediction. Here for efficiency of inference, we just take the average function as $G$. However, to get more accurate prediction, advanced spatial-temporal prediction methods [23], [24] could be directly applied on these STD matrices.

2) **Spatial-temporal score:** Practices in Didi Chuxing [25], [26] suggest that ‘hitchhiking’ could effectively optimize the logistics cost due to the reduction of travel length. Thus in DPDP, the delivery capacities are supposed to be consistent with delivery demands from both the spatial and temporal perspectives. In this way, vehicles could cover more delivery demands along planned route with less marginal logistics cost. To this end, Spatial-Temporal Score (ST Score) is proposed. For vehicle $k$ and its route $rp_k$, ST Score is utilized to measure the difference between delivery capacities and predicted delivery demands along the route $rp_k$. The following definitions are given to formulate the calculating procedure.

**Definition 2 (Spatial-temporal Coordinate):** The traveling time condition is simplified by considering a constant average speed when moving from one node to another and the distance between any pair of nodes (factories or depots) is known. Based on that, we could estimate the time interval $TI_j$ that vehicle $k$ arrives at factory $F_i$ of route $rp_k$, given the departure time of vehicle $k$ and the loading and unloading time at factories. $(i,j)_{F_i,TI_j}$ denotes the spatial-temporal coordinate for vehicle $k$ arriving at $F_i$ within time interval $TI_j$.

**Definition 3 (Spatial-temporal Capacity Vector):**

$$\eta^k_i = \{q^h_{k,i} | F_i \in rp_k \}$$

where $q^h_{k,i}$ represents the residual capacity of vehicle $k$ arriving at factory $F_i$ of route $rp_k$, which is calculated by:

$$\eta^k_i = \frac{Q}{k} + \sum_b q^h_{k,b} - \sum_{h=1}^{H} q^h_{k,b}$$

**Definition 4 (Spatial-temporal Demand Vector):** Given a predicted STD matrix $E = [e]_{n \times T}$ and a series of spatial-temporal coordinates $\{(i,j)_{F_i,TI_j}\}$ for route $rp_k$, a predicted spatial-temporal demand vector $\tau^k = \{\tau^k_{i,j} | (i,j)_{F_i,TI_j}\}$ for route $rp_k$ could be constructed via extracting corresponding element according to the spatial-temporal coordinates from $E$, namely $\tau^k_{i,j} = e_{i,j}$.

**Definition 5 (ST Score):**

$$\xi_k = D_{JS}(\eta^k || \tau^k)$$

where $D_{JS}$ is the Jensen-Shannon (JS) divergence function.

Various divergence metrics (such as KL and JS divergence) could be applied to measure the difference of two vectors in Eq.(5). The reasons why the JS divergence is adopted here are 1) that the JS divergence is naturally symmetric in calculation and 2) that the experimental results show that JS divergence performs slightly better than symmetric KL divergence in our
In a word, it has served any delivery order, The former represents whether the vehicle k is feasible to take order o_i^t. Then we could have at least one temporary route r_{p_k}^t, which is generated by inserting the two nodes of o_i^t into r_{p_k}. For the individual state s_{t,k}^i, it includes three major entries. The first one is the length of route r_{p_k}, which is denoted by d_{t,k}. The second one is the length of r_{p_k}^t, denoted by d_{t,k}^t. The last one is the ST Score C_{t,k}^i of r_{p_k}^t. Besides, a used flag f_{t,k} and the current time interval t are also added into s_{t,k}^i. The former represents whether the vehicle k is used before. If it has served any delivery order, f_{t,k} = 1, otherwise f_{t,k} = 0.

In a word, s_{t,k}^i is formulated as s_{t,k}^i = (d_{t,k}, d_{t,k}^t, C_{t,k}^i, f_{t,k}, t) and S_t^i \in \mathbb{R}^{K \times 5}. The detailed procedure of obtaining state is given in Algorithm 2 and Algorithm 3.

Action: a_i^t. For a given order o_i^t, a_i^t represents the action that a vehicle is selected to serve the order. Thus the action space \mathcal{A} is discrete and with the dimension of K.

Reward: R_i^t \in \mathbb{R}. Once vehicle k is chosen to serve order o_i^t, it gains an instant reward r_i^t, which is calculated by:

\[ r_i^t = -\alpha \times (\mu \times f_{t,k} + \delta \times \Delta d_{t,k}) \]  

where \alpha is a reward factor, \mu is the fixed cost of using a new vehicle, \delta is the operation cost of a vehicle per kilometer and \Delta d_{t,k} = d_{t,k}^t - d_{t,k} represents the incremental distance caused by adding nodes of order o_i^t into vehicle k’s route. Besides, a long-term reward \bar{r} is considered to prevent the learned policy from being too myopic, which is calculated by:

\[ \bar{r} = \frac{\sum_{t=1}^{T} \sum_{i=1}^{M_t} r_i^t}{\sum_{t=1}^{T} M_t} \]  

where T is the total number of time intervals in an episode (i.e., a 24-h day) and M_t is the number of orders served in time interval t. Note that the long-term reward is calculated at the end of the episode, so the reward R_i^t is calculated by:

\[ R_i^t = r_i^t + \bar{r} \]  

State transition: p(S_t^i|S_{t-1}^i, a_{t-1}^i). Once the order o_i^t is assigned to one vehicle, there is a state transition from the current state S_{t-1}^i to the next state S_t^i. In the next state S_t^i, t’ might still equal to t since the next delivery order might still fall into time interval t. It should be noted that the state transition is stochastic even though the influence of taking action a_i^t is deterministic. Because the next state S_t^i is related to the next order, which is unknown currently.

C. Relational learning framework

Based on above MDP formulation, we propose a relational reinforcement learning framework aided by spatial-temporal prediction. The framework is described below.

1) ST-DDGN: As described in Section IV-A, we utilize the ST Score to guide the policy learning, making it possible to dispatch the fleet to the ‘hot spot’ of demand. Besides, graph convolution is often adopted to learn the relation between entities in the environment [14, 20]. Motivated by the two perspectives, we propose Spatial-Temporal Aided Double Deep Graph Network (ST-DDGN). The dynamic dispatching environment is regarded as a graph and each vehicle in the environment is abstracted as a node in the graph. As shown in Fig. 4, ST-DDGN consists of three main components: route planner, multi-layer perceptron (MLP), and neighborhood attention. Roughly speaking, for a given delivery order o_i^t, ST-DDGN first calculates a Q-value for each vehicle k ∈ K taking the order, which evaluates how good assigning order o_i^t to vehicle k is. And then the order is finally assigned to the vehicle with the highest Q-value. More specifically, the route planner is responsible for constructing the state s_{t,k}^i for vehicle k and order o_i^t. Then the state s_{t,k}^i is sent to the initial MLP to get an initial representation. In order to obtain the high-level representation of interaction between vehicle k and other vehicles, a followed neighborhood attention module integrates the initial representations within a predefined range, namely

For conciseness of notation, we here denote time interval by t instead of TI used in Section IV-A.
neighborhood. In other words, the neighborhood attention module functions as a communicator among the fleet of vehicles. Note that the neighborhood attention modules could be stacked. At last the initial and high-level representations are concatenated and passed on to the final MLP which gives out the Q-value. Note that the policy network in the proposed framework is not limited on DDQN. Other advanced policy gradient methods, such as A3C [27] and DDPG [28], could also be incorporated into our framework. In the following, the characteristics of DDGN are introduced at length.

**Constraint embedding.** To accommodate prior constraints, contextual DQN [29] shrinks the output action space with contextual masks based on prior rules. It wastes computational resources if ST-DDGN adopts such a way to filter feasible vehicles. For a given order, not every vehicle is feasible to take the order since some of them violate one or more constraints. Hence it is not necessary to make inference for each vehicle. Besides, due to the architecture of ST-DDGN which could be seen as a factorization of centralized decision maker, the inference time increases as the total number of vehicles involved becomes large. Thus we could exclude infeasible vehicles at early stage of inference. The route planner module takes this job. For a given delivery order \( o_i \) and a vehicle \( k \), the route planner is responsible for 1) checking whether the vehicle \( k \) is feasible to take order \( o_i \); 2) planning a shortest route for vehicle \( k \) taking order \( o_i \) if it is feasible; 3) calculating entries of state \( s_{t,k} \) defined in Section IV-B if it is feasible. For more details about the route planner, please see the pseudo code in Algorithm 2.

The feasible and infeasible vehicles can be distinguished using the route planner. For those infeasible vehicles, they are not involved in the following inference, where the weight connections related to the state are cancelled. Besides, the cancellation would lead to no error generated in back propagation, which means that the infeasible vehicle makes no contribution to the final learned policy. Note that we directly set the Q-value of infeasible vehicles to extremely small negative, ensuring that these vehicles have no chance to be chosen.

**Neighborhood attention.** As shown in Fig. 5, each attention block corresponds to one vehicle (e.g., vehicle \( k \)). The block at level \( l + 1 \) receives lower level representations (i.e., feature matrix) from its real-time neighbors. A relational feature is then a product of the feature matrix and adjacent matrix. The relational feature is then sent to multi-head scaled dot-product attention, followed by a Dense layer. In this way, a higher level representation (i.e., \( h_{k}^{l+1} \)) could be obtained for vehicle \( k \) and its neighbors.

Fig. 4. Architecture of ST-DDGN. The network consists of three main components: route planner, multi-layer perceptron (MLP), neighborhood attention. Each vehicle owns its network but shares the same weights. Multiple such networks comprise the proposed ST-DDGN.

Fig. 5. Neighborhood attention module. For a given vehicle \( k \) at level \( l \), it receives lower level representation (i.e., feature matrix) from its real-time neighbors. A relational feature is then a product of the feature matrix and adjacent matrix. The relational feature is then sent to multi-head scaled dot-product attention, followed by a Dense layer. In this way, a higher level representation (i.e., \( h_{k}^{l+1} \)) could be obtained for vehicle \( k \) and its neighbors.

The neighborhood block could be stacked to multiple levels. The connection weights are learned in an end-to-end way and shared by all attention blocks at the same level, equal to a spatial convolution over the graph. With the stacking of multiple attention blocks, one attention block at higher level can integrate more information through the graph convolution with larger receptive field. We stack two levels of blocks in this work owing to the trade-off between accuracy and efficiency.

2) Simulator: Simulator is of crucial importance in our dispatching system, responsible for the simulation of interaction
between agent and environment. The historical data is fed into the simulator to simulate how our dispatching system runs in real world. Algorithm 1 presents the details how the simulator runs in one episode (i.e., one 24-h day).

At the initial phase, the delivery orders of one episode are sampled uniformly from a historical data pool. Then these orders are sorted in the ascending order of creation time \( t_c^i \) and partitioned into \( T \) time intervals of the same duration. It should be noted that the time interval is just used to assign the time feature to each delivery order instead of buffering orders. Vehicles starting at various depots are initialized following the actual spatial distribution. Within each time interval \( t \), the information, such as the route, current location and residual capacity, of all vehicles is updated first. For each unassigned order within the time interval \( t \), the most ‘appropriate’ vehicle is selected by the learned policy to serve the order. After that, the information of the selected vehicle is further updated due to serving the order, including the route and route length.

D. Discussions

It should be noted that the processing order of delivery order does matter in DPDP. Previous work \([6]\) suggests that for DPDP, waiting and buffering strategy is effective in the reduction of logistics cost. However, we still adopt the immediate service strategy in this work due to short response time (60s) of business requirement. Besides we have tried a fixed time-interval buffering strategy in an early solution. The preliminary results suggest that the logistics costs are not reduced obviously compared with immediate service strategy but with much longer response time (154.47s on average per order). The variable time-interval buffering strategy with short response time requirement is worthy of being investigated further, which is left to our future work.

Besides, there might be a few unusual scenarios where the orders increase significantly. These special situations make rewarding the decision-making for minimizing the ST Score inappropriate because the STD of orders to be served differs greatly from that of historical orders. Hence, we introduce the ST Score into the state instead of the reward function. The dispatching system could thus take into account not only ST Score but also other factors (such as the incremental cost of dispatching an order), so as to make wiser and more robust decisions when encountering the unusual situations.

V. EXPERIMENTS

A. Experimental methodology

We compare our ST-DDGN with a state-of-the-art heuristic algorithm, a mixed integer programming method (exact algorithm) and a variety of vanilla DRL methods.

**Baselines:** Minic et al. \([4]\) propose a common strategy to solve DPDP, i.e., inserting the nodes of incoming order into the route of a specific vehicle. We adapt previous works \([4, 32]\) to three baselines that dispatch each order to the most ‘appropriate’ vehicle based on various greedy rules:

- **Baseline 1** adopts the strategy in \([4]\), dispatching a new order to the vehicle that has the shortest incremental route length after accepting the order. This baseline aims at minimizing the operation cost.
- **Baseline 2** is also inspired by \([4]\), dispatching the order to the vehicle with the shortest total route length after accepting the order. Similar to baseline 1, this strategy would also like to optimize the operation cost but from another perspective.
- **Baseline 3** follows a strategy adapted from \([32]\), which aims at reducing the fixed cost via reducing the number of used vehicles. Specifically, this algorithm dispatches the order to the vehicle that has the largest number of accepted orders.

Note that the baseline 1 has been deployed for months in the UAT environment of our company’s logistics system. By comparing with above baselines, it could be estimated how much cost will be saved if ST-DDGN is fully deployed in the production environment.

**Mixed integer programming:** If all information about the delivery orders is known a priori, DPDP is reduced to a pickup and delivery problem (PDP), a static version of DPDP. We give a three-index mathematical formulation in Section VI for PDP by assuming all information are known beforehand. Then by using a solver to solve the corresponding mixed integer programming (MIP) model, we can get the optimal solution. By comparing the result obtained from our method with that from solving the MIP model, we could roughly know how far away our solution is to the global optimum. It should be noted that the MIP method can only be used to solve small-scale PDP due to the NP-Hardness of the problem.

**Vanilla DRL methods:** DQN \([33]\) and Actor-Critic (AC) \([34]\) are classic model-free DRL frameworks that has achieved impressive performance in many scenarios. In additions, DGN \([20]\) is a graph-based relational reinforcement learning method which is good at capturing the correlation between individuals. We apply these vanilla DRL methods, using the MDP formulation defined in Section IV except the ST Score, to solve DPDP. We compare our ST-DDGN with them to verify its advantages over these vanilla DRL methods.

On the basis that all delivery orders can be served, we compare the above algorithms using the following metrics:

**Number of the Used Vehicles (NUV).** NUV is the total number of used vehicles to serve all the delivery orders in one episode. The less NUV, the better the dispatching algorithm is. Note that NUV cannot exceed the predefined maximum number of vehicles, i.e., \( K \).

**Total Cost (TC).** The total cost \( TC = \mu \times NUV + \delta \times TTL \) where \( TTL \) is the total travel length of all used vehicles in one episode.

B. Setting up

Since the actual traveling time of vehicles under dynamic environment cannot be gotten offline, a simulation environment is built to simulate the dispatching process within Huawei’s manufacturing campus located in Pearl River Delta region, China. This campus consists of 27 factories where hundreds of delivery orders are generated every day. The
distance between any pair of factories in the environment is identical to that in real world. Traveling time condition is simplified by considering a constant vehicle average speed when moving from one factory to another. A fleet of homogeneous vehicles is initialized at various depots following the actual geographical distribution of vehicles.

All experiments are conducted on data extracted from practical scenarios. We collect historical data (delivery orders from July to October 2019) as the integrate dataset which contains around 80,000 delivery orders. It should be noted that orders of the last 20 days of October 2019 are regard as testing data and the rest of orders are the training data. We would like to verify the generalization of ST-DDGN by splitting up the integrate dataset since the spatial-temporal distribution of testing data is different from that of training data. Furthermore, various scales of training and testing instances are constructed by uniformly sampling from the training and testing data respectively. Thus, the spatial-temporal distribution of orders in these instances are independent from each other while identical to that of real historical order data.

In order to reduce the randomness of training and to avoid the bias in sampling, the policy learning of DRL methods are conducted five times on each testing instance. The MIP and baselines are only performed on each testing instance once because there is no randomness in them. Besides, the recommended parameter/hyperparameter setting for various DRL methods is given in Section VI.

C. Results and analysis

1) Performance comparison with optimal solution: The MIP is used to get an optimal solution of DPDP by assuming an ideal case where all orders information within a day can be known beforehand. Due to extremely high computation complexity of MIP, only four tiny-scale testing instances are studied, where 5 vehicles serves 6, 7, 8 and 10 orders respectively. The comparison between DRL methods and optimal solution is presented in Table I.

As seen in Table I, the ST-DDGN and DGN achieve the best solution quality among four DRL methods in all testing instances. When serving 6 orders, the two graph-based DRL methods converge to a solution close to the optimum. In terms of the wall time, even in the smallest scale of instance (6 orders), MIP spends 300.36s on finding the optimal solution. When serving more than 8 orders, the MIP method is intractable (the result cannot be obtained within two hours even using the world fastest commercial solver Gurobi while the inference time of all DRL methods is less than 1s.

![Fig. 6. Comparing results of different algorithms on large-scale instances](image)

2) Performance comparison on large-scale instances: This experiment is conducted on multiple large-scale instances where 50 vehicles are dispatched to serve 150 delivery orders. Fig. 6 records the results on NUV and TC. In terms of NUV, baseline 3 performs best on all instances. ST-DDGN stands behind baseline 3, using 26.4 vehicles on average. Besides, other DRL-based methods also perform much better than baseline 1 and baseline 2. With regards to TC, baseline 2 costs much less than baseline 3 even though it runs out of all vehicles. The result indicates that pursuing the least used vehicles blindly (i.e., baseline 3) might bring higher operation cost. Among the three baselines, baseline 1 achieves the least TC (11167.5). Graph-based DRL methods (DGN and ST-DDGN) outperform all three baselines. Especially, our ST-DDGN shows a certain advantage (11080.5 ± 112.5) over the best baseline.

3) Performance comparison on industry-scale instances: To verify the effectiveness of our ST-DDGN in real scenario, we further compare the performance between ST-DDGN, vanilla DRL methods and baselines on a group of industry-scale instances. Each instance involves 600+ orders and 150+ vehicles. Here, the ‘industry-scale’ refers to that these instances are directly from the real daily transportation data (including delivery orders and cost setting) instead of the sampled instances used in previous experiments. Fig. 7 presents the results, where the horizontal axis gives the index of testing instance (i.e., Day 1, Day 2, ...) and vertical axis records NUV and TC respectively. It can be observed from Fig. 7(a) that baseline 2 uses all the vehicles and baseline 3 needs the least vehicles, which corresponds with the result of previous experiment. Correspondingly, baseline 1 performs the best among the three baselines. In comparison, DRL methods use less vehicles than baseline 1. Specifically, for serving all delivery orders, baseline 1 uses 91.8 vehicles on average while DRL methods only use 84.125 vehicles on average.
which justifies the effectiveness of our MDP formulation in reducing the number of used vehicles. While on TC, ST-DDGN surpasses all other algorithms on most of instances, where ST-DDGN costs 33162.7 and baseline 1 costs 36812.8 on average. Even in the instances where other algorithms perform better (such as Day 10 and Day 16), ST-DDGN could still achieve similar performance. Thus, it is reasonable to consider that ST-DDGN can learn a policy with a trade-off between reducing the fixed cost and lowering the operation cost, which reduces the total cost effectively.

4) Ablation studies: In this subsection, we would like to further justify the effectiveness of ST-DDGN via ablation studies. Compared to vanilla DRL methods, we introduce 1) the ST Score to balance ‘supply and demand’ and 2) the graph convolution (i.e., neighborhood attention module) to grasp the interactions among vehicles. Thus, an ablation study concerning the two components above is performed. Specifically, four various versions of the proposed model are involved, presented in Table II.

The convergence results of above four DRL methods are presented in Fig. 8. With respect to NUV (see Fig. 8(a)), all DRL methods learn a policy that can use less vehicles to serve all the orders than the baseline. Furthermore, it can be seen that models with graph convolution (DDGN and ST-DDGN) can learn better policies than DDQN and ST-DDQN. First, the training of DDGN and ST-DDGN converges much faster than that of the other two DRL methods. With regard to TC (see Fig. 8(b)), DDGN and ST-DDGN also perform much better than their counterparts. Although DDQN and ST-DDQN use the same number of vehicles with DDGN and ST-DDGN when converged, the total cost of DDQN and ST-DDQN is 5% higher than that of DDGN and ST-DDGN. Besides, the learning curves in Fig. 8(b) show that ST-DDGN starts to converge at the 150th episode while DDGN starts to converge at 200th episode. Similar trend is also revealed on the learning curves of ST-DDQN and DDQN. Thus, it could be inferred that the introduction of ST Score indeed accelerates the policy learning. Because with the guide of ST Score, the neural network is supposed to take into consideration spatial-temporal balance between ‘supply and demand’ when dispatching vehicles.

5) Spatial-temporal learning in policy iteration: In Section V-C4, we have inferred that the introduction of ST Score accelerates the policy learning. To support the inference, some evidences are given here.

The spatial-temporal distribution of delivery demand on a large-scale instance is presented in Fig. 10, which reveals the ‘hot spot’ of delivery demand. We then train four DRL models
Fig. 9. Spatial-temporal vehicle capacity distribution in policy learning episodes using various DRL methods. The spatial-temporal distribution of delivery capacity is similar to that of delivery orders, which consists of $27 \times 144$ grids. Differently, each grid represents how much the delivery capacity it is assigned. The darker a grid is, the larger delivery capacity the grid is assigned.

Fig. 10. Spatial-temporal distribution of demand on large-scale instance (ST-DDGN, DGN, DQN and AC) and adopt the policies being optimized on the instance respectively. For each model, we record the spatial-temporal distribution of vehicle capacity at each episode. The results are presented in Fig. 9. Furthermore, we calculate the Frobenius norm between demand distribution and capacity distribution at each episode, which is the meaning of ‘Diff’ in each subfigure. We hope that the Diff decreases gradually when policy iterating. The results show that all the four DRL models indeed learned the spatial-temporal demand distribution when policy converged. Because, to some extent, the spatial-temporal distribution of delivery capacity is consistent with that of delivery demand. In additions, it seems that the agent would consider the future delivery demand when dispatching vehicles for current order since some of delivery orders are postponed to be served together with future orders (i.e., hitchhiking). Thus, we believe that the introduction of spatial-temporal metric is helpful for the proposed relational learning framework to solve DPDP.

VI. SUPPLEMENTARY MATERIALS

Due to the limitation of space, we put part of contents in an external link, including parameter/hyperparameter settings for various DRL methods, mathematical formulation of pickup and delivery problems and performance comparison between two divergence metrics used in our solution. Readers of interest can directly access the link.
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Algorithm 1 Simulator
1: **Input:** Historical order data and vehicle information
2: **Initialization:** Initialize orders’ and vehicles’ state
3: for each time interval \( t \) in \( \text{episode} \) do
4:  Initialize set of unassigned orders: \( O_t = \{ o'_i | t_i^e < t \} \), and sort these orders in the ascending order of \( t_i^e \)
5:  **Update vehicles’ real-time info:** current location, time interval \( t \), route, etc.
6:  for each unassigned order \( o'_i \) in \( O_t \) do
7:  **Implement learned policy:** 1) Get joint state \( S_t^i \) of vehicles (i.e., the fleet) with respect to order \( o'_i \) via Algorithm 2; 2) Get the action \( a^i_t \) from the policy and execute the action, i.e., dispatching a determined vehicle \( k \) to serve order \( o'_i \)
8:  **Update the selected vehicle’s information:** \( r_{pk} \leftarrow r'_{p_{k,t}} \), \( d_{k,t} \leftarrow d'_{k,t} \) using information from \( S_t^i \)
9:  end for
10: end for

Algorithm 2 Route planner
1: **Input:** Information of order \( o'_i \) and vehicle \( k \)
2: Construct all possible temporary routes \( R_{P_{k,t}}^i = \{ r'_{p_{k,t}} \} \) via inserting the pickup and delivery node of order \( o'_i \) into vehicle \( k \)’s current route \( r_{pk} \) in an enumeration way
3: Compute length \( d_{k,t} \) of each temporary route \( r'_{p_{k,t}} \)
4: Check each temporary route \( r'_{p_{k,t}} \) to see whether it satisfies the time window, capacity and LIFO constraints
5: if there is at least one temporary route that satisfies all above three constraints then
6: Set feasibility flag of vehicle \( k \) w.r.t. \( o'_i \): \( f_{e,k,t} \leftarrow 1 \)
7: Set used flag \( f_{u,k} \leftarrow 1 \) if vehicle \( k \) has served orders before, else set \( f_{u,k} \leftarrow 0 \)
8: Get the current length \( d_{k,t} \) of route \( r_{pk} \)
9: Get the shortest among those feasible temporary routes: \( r'_{p_{k,t}} = \arg\min_r r'_{p_{k,t}} \) and denote its length as \( d'_{k,t} \)
10: Calculate ST Score \( \xi_{k,t} \) of the selected route \( r'_{p_{k,t}} \)
11: else
12: Set \( f_{e,k,t} \leftarrow 0 \), \( f_{u,k} \leftarrow 1 \), \( d_{k,t} \leftarrow -1 \), \( d'_{k,t} \leftarrow -1 \), and \( \xi_{k,t} \leftarrow -1 \), \( r'_{p_{k,t}} \leftarrow \{ \} \)
13: end if
14: **Output:** \( f_{e,k,t}, d_{k,t}, d'_{k,t}, \xi_{k,t}, f_{u,k}, t, r'_{p_{k,t}} \)

Algorithm 3 Train ST-DDGN
1: **Input:** the updating period \( T \) and \( \text{maxEpisode} \)
2: **Initialize:** the policy \( \pi \) and Q-function \( Q \) with random parameters \( \theta \) and the memory replay buffer \( D = \{ \} \)
3: for \( \text{episode} = 1 \) to \( \text{maxEpisode} \) do
4: Reset the environment in simulator
5: for \( t = 1 \) to \( T \) do
6: for each order \( o'_i \) in time interval \( t \) do
7: for each vehicle \( k = 1 \) to \( K \) do
8: Get individual state \( s'_{t,k} \) via Algorithm 2
9: end for
10: Construct the joint state \( S_t^i \) via concatenating all vehicles’ state \( s'_{t,k} \)
11: Sample an action with \( \epsilon \)-greedy policy: \( a^i_t \sim \pi(S_t^i; \theta) \)
12: Compute the instant reward \( r'_t \) using Eq.(6)
13: if \( a^i_t \) is the last order in time interval \( t \) then
14: \( \mathcal{F}^i_t \leftarrow \text{True} \)
15: end if
16: \( \mathcal{F}^i_t \leftarrow \text{False} \)
17: end if
18: end for
19: end for
20: Compute the long-term reward \( \bar{r} \) according to Eq.(7)
21: Compute the final reward \( r_t^i \) according to Eq.(8)
22: Store all state transitions \( \mathcal{S} = \{ (S_t^i, a'_t, \mathcal{F}_t^i, R_t^i, S_t'') \} \) during the \( \text{episode} \) into \( D \)
23: Sample a mini-batch \( \mathcal{B} \) from the memory replay \( D \)
24: for each state transition \((S_t^i, a'_t, \mathcal{F}_t^i, R_t^i, S_t''') \) in \( \mathcal{B} \) do
25: if \( \mathcal{F}_t^i \) is True then
26: \( y_t^i \leftarrow R_t^i \)
27: else
28: \( y_t^i \leftarrow R_t^i + \gamma Q'(S_t''', \arg \max_{a'''_t \in A} Q(S_t''', a'''_t; \theta'); \theta') \)
29: end if
30: end for
31: Calculate the loss \( \mathcal{L}(\theta) = \frac{1}{|\mathcal{B}|} \sum_{b \in \mathcal{B}} (Q(S_t^i, a'_t; \theta) - y_t^i)^2 \)
32: Update the evaluate network \( \theta \leftarrow \theta + \nabla_{\theta} \mathcal{L}(\theta) \)
33: if \( \text{episode}\%T = 0 \) then
34: Update the target network: \( \theta' \leftarrow \theta \)
35: end if
36: end for