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Abstract: We show that all Eichler integrals, and more generally all "generalized second order modular forms" can be expressed as linear combinations of corresponding generalized second order Eisenstein series with coefficients in classical modular forms. We determine the Fourier series expansions of generalized second order Eisenstein series in level one, and provide tail estimates via convexity bounds for additively twisted L-functions. As an application, we illustrate a bootstrapping procedure that yields numerical evaluations of, for instance, Eichler integrals from merely the associated cocycle. The proof of our main results rests on a filtration argument that is largely rooted in previous work on vector-valued modular forms, which we here formulate in classical terms.
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In recent years, there has been a surge of interest in the study of iterated Eichler-Shimura integrals, see for example [2–4, 7]. This has in part been motivated by the fact that they are closely related to the string theoretic notion of holomorphic graph functions and modular graph functions. Indeed, the A-cycle graph functions and B-cycle graph functions introduced by Broedel-Schlotterer-Zerbini [1] can be expressed in terms of iterated Eisenstein integrals. Diamantis [7] showed that iterated Eichler-Shimura integrals are also closely related to higher order modular forms, first introduced by Goldfeld [12]. In a similar vein Mertens–Raum [16] showed that both higher order modular forms and iterated Eichler-Shimura integrals can be reinterpreted as components of vector-valued modular forms of higher depth arithmetic types. In this paper, we explore the problem of efficiently computing Eichler-Shimura integrals by means of the aforementioned theoretical frameworks, focusing on the special case of Eichler integrals of cusp forms of level one. Our hope is that this approach can eventually be generalized to provide alternative means of computing point evaluations and Fourier series expansions of modular graph functions, for example considered by D’Hoker-Duke in [6].

We offer two theorems, that demonstrate the viability of our approach. They also prepare the route to a more general framework (see Remark 4.4). In Section 2, we introduce the notion of generalized second order modular forms, and show that Eichler integrals of cusp forms are examples. Generalized second order modular forms are holomorphic functions on \( \mathbb{H} \) subject to an appropriate growth condition and whose modular deficits are cocycles taking values in polynomials whose coefficients are modular forms. Their name is motivated by the fact that they generalize second order modular forms. Indeed, the modular deficits of second order modular forms are cocycles with values in modular forms.
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The notion of Eisenstein series extends from classical modular forms to generalized second order modular forms. In Section 3, we prove our first main theorem, which provides Fourier series expansions for the generalized second order Eisenstein series $E_k^{[1]}(\tau; \varphi)$ and $E_k^{[1]}(\tau; \varphi, f)$, where $\varphi$ is a parabolic cocycle for the symmetric power representation $\text{sym}^d(X)$ or it dual $\text{sym}^d(X)^\vee$ (see Section 1.2), respectively.

**Theorem A.** Let $d \geq 0$ and $k \geq 5 + d$ be even integers, and let $0 \leq j \leq d$ be an integer. Then if $\varphi$ and $\varphi^\vee$ are parabolic cocycles for $\text{sym}^d(X)$ and $\text{sym}^d(X)^\vee$, respectively, we have

$$E_k^{[1]}(\tau; \varphi) = \sum_{r=0}^{d} (X - \tau)^r \sum_{n=1}^{\infty} c(n)\varphi(n\tau)$$

and

$$E_k^{[1]}(\tau; \varphi^\vee) = \sum_{n=1}^{\infty} c(n)\varphi(n\tau),$$

where

$$c(n) = \sum_{\gamma \in \Gamma_\infty \backslash SL_2(\mathbb{Z})/\Gamma_\infty} \frac{e(n\frac{d}{c})}{c^{k+2j-d-1}} \sum_{r=0}^{j} \frac{(2\pi i)^{k+r}}{(k+r-1)!} \varphi^\vee(\tau)\left(X + \frac{e}{\tau}\right)^{d-j+r}n^{k+r-1},$$

and $(c,d)$ are the bottom entries of the double coset representative $\gamma$.

Furthermore, we provide explicit bounds for the tails of the Fourier series expansions of $E_k^{[1]}(\tau; \varphi)$ and $E_k^{[1]}(\tau; \varphi, f)$ in Section 3.4, which we employ in our primary example in Section 5.

With their Fourier series expansions at hand, it becomes interesting to consider which generalized second order modular forms can be expressed in terms of these Eisenstein series. In Section 4, we prove our second main theorem which shows that any generalized second order modular form of type $(I, \text{sym}^d)$ or $(\text{sym}^d, I)$ can, after multiplication with some power of the discriminant modular form $\Delta$, be expressed as a linear combination of products of Eisenstein series and generalized second order Eisenstein series, together with a remainder term that is a classical modular form or a vector-valued modular form for $\text{sym}^d$. The modular remainder term can be expressed in terms of Eisenstein series [19] or by any other means.

The formal statement of the theorem features the saturation of ideals [5] (see also Section 4), the spaces of generalized second order modular forms from Definition 2.1, and the spaces of generalized second order Eisenstein series that we provide in (4.3).

**Theorem B.** Given integers $0 \leq d$ and $k_0 \geq 5 + d$, we have

$$\left\{E_{k \geq k_0}^{[1]}(\text{sym}^d(X), I) + M_{*,d} : \Delta^\infty \right\} = M_{[1]}^*[\text{sym}^d(X), I]$$

and

$$\left\{E_{k \leq k_0}^{[1]}(I, \text{sym}^d(X)) + M_{*, \Delta} : \Delta^\infty \right\} = M_{[1]}^*[I, \text{sym}^d(X)].$$

Theorem B is proved in Section 4 using Rankin's product identity and a filtration for vector-valued modular forms of type $\text{sym}^d$.

In Section 5, we illustrate how to combine Theorem A and Theorem B to obtain expressions for Eichler integrals of cusp forms in terms of generalized second order Eisenstein series, using only their modular deficit and potentially a small number of point evaluations. These expressions allow for an
efficient evaluation at any point on the Poincaré upper half plane. We also provide a concrete example of this method applied to the Eichler integral $\mathcal{E}(\Delta)$ of $\Delta$. It should be noted that, in contrast to modular graph functions, one can compute the Fourier series expansion of $\mathcal{E}(\Delta)$ directly and then evaluate this series. However, our method works for all generalized second order modular forms.

To be precise, we provide expressions for $\Delta^2 \mathcal{E}(\Delta)$ and $\Delta^5 \mathcal{E}(\Delta)$ in terms of sums of products of Eichler series and pure generalized second order Eisenstein series, together with a modular remainder term. In the former case, the low weight forces the remainder term to vanish. This makes it possible to directly evaluate $\Delta^2 \mathcal{E}(\Delta)$ given only its modular deficit. Despite the appeal of this, the low weight also implies that the evaluations of the Eisenstein series are slow with comparatively large error terms. In the case of $\Delta^5 \mathcal{E}(\Delta)$, the Eisenstein series can be evaluated more quickly, and the improvement in convergence is exponential in $n$ when considering $\Delta^n \mathcal{E}(\Delta)$, where $n \geq 2$. The modular remainder term, however, will not vanish in this situation. We can determine it by evaluating $\Delta^5 \mathcal{E}(\Delta)$ at finitely many points. In the general setting of $\Delta^n \mathcal{E}(\Delta)$, the number of evaluations required grows linearly in $n$. These evaluations can be performed using a previously computed expression for $\Delta^2 \mathcal{E}(\Delta)$. That is, we use a few slow evaluations to obtain an expression that can be evaluated faster. We think of this procedure as analogous to the statistical concept of "bootstrapping" [10].

In a forthcoming paper, we plan to develop our method so that it can be applied directly to various modular graph functions.

1 Preliminaries

In this section we summarize the notation that we use throughout the paper, and describe the fundamental notions of vector-valued modular forms. For the basics of classical modular forms, we refer to the book by Miyake [17], and the book by Diamond and Shurman [9]. We adopt some notation from [9] without further mentioning; for example, $\Gamma_\infty$ denotes the parabolic subgroup of $SL_2(\mathbb{Z})$ including negative identity, and $M_k$ and $S_k$ are spaces of modular forms and of cusp forms of weight $k$ and level one.

1.1 Vector-valued modular forms

Let $S = \left( \begin{smallmatrix} 0 & -1 \\ 1 & 0 \end{smallmatrix} \right)$ and $T = \left( \begin{smallmatrix} 1 & 1 \\ 0 & 1 \end{smallmatrix} \right)$ be the standard generators for $SL_2(\mathbb{Z})$. An arithmetic type is a finite-dimensional complex representation $\rho$ of $SL_2(\mathbb{Z})$. We denote the representation space of $\rho$ by $V(\rho)$ and write $\rho^\vee$ for the dual of $\rho$.

Let $k$ be an integer and let $\rho$ be an arithmetic type. Let $f : \mathbb{H} \to V(\rho)$ be a function and let $\| \cdot \|$ be a norm on $V(\rho)$. If there exists a number $a \in \mathbb{R}$ such that for all $\gamma \in SL_2(\mathbb{Z})$ we have uniformly in $\text{Re}(\tau)$ that

$$
\| (f|_k \gamma)(\tau) \| = \Theta(\text{Im}(\tau)^a) \quad \text{as } \text{Im}(\tau) \to \infty,
$$

then we say that $f$ has moderate growth.

Given a function $f : \mathbb{H} \to V(\rho)$, $k \in \mathbb{Z}$, and an arithmetic type $\rho$, we write

$$
(f|_{k,\rho} \gamma)(\tau) = (c\tau + d)^{-k} \rho(\gamma^{-1}) f(\gamma \tau), \quad \text{where } \gamma = \left( \begin{smallmatrix} a & b \\ c & d \end{smallmatrix} \right) \in SL_2(\mathbb{Z}).
$$

A vector-valued modular form of weight $k$ and type $\rho$ is a holomorphic function $f : \mathbb{H} \to V(\rho)$ of moderate growth that satisfies $f|_{k,\rho} \gamma = f$ for all $\gamma \in SL_2(\mathbb{Z})$. The space of vector-valued modular forms of type $\rho$ and weight $k$ is denoted by $M_k(\rho)$. 

---
1.2 Vector-valued modular forms of type \( \text{sym}^d \). Let \( d \) be a non-negative integer and let \( C[X]_d \) be the space of polynomials in \( X \) of degree at most \( d \). Then the \( d \)-th symmetric power of the standard representation of \( \text{SL}_2(\mathbb{Z}) \), denoted by \( \text{sym}^d(X) \), is defined by \( V(\text{sym}^d(X)) = C[X]_d \) and the action

\[
\text{sym}^d(X)(\gamma^{-1})p(X) := p(X)|_{-d}\gamma = (cX+d)^d \frac{aX+b}{cX+d},
\]

where \( \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \).

The \( j \)-th coefficient of \( p \in C[X]_d \) will be written as \( p_j \). We have a self-duality given by the following pairing on \( \text{sym}^d(X) \otimes \text{sym}^d(X) \):

\[
\langle p, q \rangle := \sum_{i=0}^{d} (-1)^{d-i}(\begin{pmatrix} d \\ i \end{pmatrix})^{-1} \ p_i q_{d-i}.
\] (1.1)

Given a polynomial \( p(\tau) \in C_d[X] \), we have \( \langle p(X), (X-\tau)^d \rangle = p(\tau) \).

We use the shorthand notation \( [k, d] \) for \( \langle k, \text{sym}^d[X] \rangle \) and \( M_k,d \) for \( M_k(\text{sym}^d(X)) \). The graded \( M_* \)-module of vector-valued modular forms of type \( \text{sym}^d \) is given by

\[
M_{*,d} := \bigoplus_{k \in \mathbb{Z}} M_{k,d}.
\]

The next result is due to Kuga–Shimura [15], and we merely rephrase it in our language. Given an integer \( 0 \leq j \leq d \), we consider the increasing filtration of \( M_{k,d} \) by the spaces

\[
M_{k,d}[j] := \left\{ \sum_{r=j}^{d} (X-\tau)^r f_r \in M_{k,d} : f_j : \mathbb{H} \to \mathbb{C} \right\}
\] (1.2)

of modular forms of type \( \text{sym}^d \), whose lower \( (X-\tau)^r \)-terms vanish. Observe that

\[
M_{*,d}[j] := \bigoplus_{k \in \mathbb{Z}} M_{k,d}[j]
\]

is a module for \( M_* \). Therefore the filtration in (1.2) yields a filtration of \( M_* \)-modules.

**Lemma 1.1 (See Kuga–Shimura [15]).** Let \( k \) and \( d \geq 0 \) be even integers. Then for every integer \( 0 \leq j \leq d \) there is a map

\[
\pi^\text{low}_{k,d,j} : M_{k,d}[j] \longrightarrow M_{k+2j-d}, \quad \sum_{r=j}^{d} (X-\tau)^r f_r \longmapsto f_j.
\] (1.3)

The map

\[
\pi^\text{low}_{*,d,j} : M_{*,d}[j] \longrightarrow M_*
\]

obtained by applying (1.3) in weight \( k \) is a homomorphism of \( M_* \)-modules.

**Proof.** The second part of the statement follows directly, since the \( M_* \)-module structure on \( M_{*,d} \) is given by component-wise multiplication with respect to the basis \( (X-\tau)^r, 0 \leq r \leq d \) at \( \tau \in \mathbb{H} \).

To prove that the given map is well-defined, we have to show that \( f_j \) is invariant under the slash action of \( \text{SL}_2(\mathbb{Z}) \) of weight \( k+2j-d \). Invariance of \( f_j \) under the action of \( T \), follows when employing invariance of the left hand side and comparing terms on the left and right hand side of

\[
\sum_{r=0}^{d} (X-\tau)^r f_r = \left. \sum_{r=0}^{d} (X-\tau)^r f_r \right|_{k,d} T = \sum_{r=0}^{d} (X-\tau)^r (f_1 | T).
\]
where we have suppressed the weight from the slash action on the right hand side, since the action of \( T \) does not depend on it.

To verify invariance under \( S \), we compute

\[
\sum_{r=0}^{d} (X-r)^{r} f_{r} = \left( \sum_{r=0}^{d} (X-r)^{r} f_{r} \right) |_{k,d} S = \sum_{r=0}^{d} (-1)^{r} ((X-r) + r)^{d-r} (X-r)^{r} (f_{r} |_{k+r} S)
\]

\[
= \sum_{r=0}^{d} (-1)^{r} \sum_{i=0}^{d-r} (d-r) \binom{d-r}{i} f_{r+i} (f_{i} |_{k+2r+i-d} S)
\]

\[
= \sum_{i=0}^{d} (X-r)^{r} \sum_{r=0}^{i} (-1)^{r} \binom{d-r}{i-r} (f_{r} |_{k+r+i-d} S).
\]

If \( f_{r} = 0 \) for \( r < j \), then comparing the left and right hand side, the term with \( r = i = j \) reveals that \( f_{j} = f_{j} |_{k+j+j-d} S \), finishing our proof.

\[ \square \]

2 Generalized second order modular forms

In this section, we define generalized second order modular forms and show that holomorphic Eichler integrals are generalized second order modular forms. Our generalized second order modular forms are similar to the “extended second order modular forms” recently studied by Diamantis [7].

The next definition features the parabolic cohomology group \( H_{\text{pb}}^{1}(\Gamma, \sigma^{\vee} \otimes \rho) \), which we revisit in Section 2.1 for completeness.

Definition 2.1. Let \( \rho \) and \( \sigma \) be arithmetic types for a finite index subgroup \( \Gamma \subseteq \text{SL}_{2}(\mathbb{Z}) \), and let \( k \) be an integer. We say that a holomorphic function \( f : \mathbb{H} \to V(\rho) \) of moderate growth is a generalized second order modular form of weight \( k \) and type \((\rho, \sigma)\) if there exists a finite subset \( A \subseteq \mathbb{Z}_{\text{pb}}^{1}(\Gamma, \sigma^{\vee} \otimes \rho) \) and a corresponding set of holomorphic modular forms \( g_{\varphi} \in \text{M}_{k}(\sigma), \ varphi \in A \), such that for every \( \gamma \in \Gamma \), we have

\[
(f |_{k, \rho} (\gamma - 1))(\tau) = \sum_{\varphi \in A} \varphi(\gamma^{-1})(g_{\varphi}(\tau)).
\]

We write \( \text{M}^{[1]}_{k}(\rho, \sigma) \) for the space of generalized second order modular forms of weight \( k \) and arithmetic type \((\rho, \sigma)\). We have an inclusion

\[
\text{M}_{k}(\rho) \subseteq \text{M}^{[1]}_{k}(\rho, \sigma).
\]

Generalized second order modular forms of type \((1, 1)\) are the same as second order modular forms, introduced by Goldfeld [12]. It is possible to view generalized second order modular forms as components of vector-valued modular forms of suitable arithmetic type [16].

2.1 Cohomology Consider arithmetic types \( \rho \) and \( \sigma \). Throughout this work, we identify \( V(\sigma)^{\vee} \otimes V(\rho) \) with \( \text{Hom}(V(\sigma), V(\rho)) \). We denote the group of 1-coboundaries and 1-cocycles by

\[
\text{B}^{1} (\text{SL}_{2}(\mathbb{Z}), \rho) = \{ f : \text{SL}_{2}(\mathbb{Z}) \to V(\rho), \gamma \mapsto \rho(\gamma) v - v : v \in V(\rho) \},
\]

\[
\text{Z}^{1} (\text{SL}_{2}(\mathbb{Z}), \rho) = \{ f : \Gamma \to V(\rho) : \forall \gamma_{1}, \gamma_{2} \in \Gamma. f(\gamma_{1} \gamma_{2}) = \rho(\gamma_{1}) f(\gamma_{2}) + f(\gamma_{1}) \}.\]
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Cocycles and coboundaries that vanish on all parabolic elements of \( \Gamma \) are called parabolic. We denote the corresponding subgroups by \( B_{\text{pb}}^1(\text{SL}_2(\mathbb{Z}), \rho) \) and \( Z_{\text{pb}}^1(\text{SL}_2(\mathbb{Z}), \rho) \). The quotient

\[
H_{\text{pb}}^1(\text{SL}_2(\mathbb{Z}), \rho) := Z_{\text{pb}}^1(\text{SL}_2(\mathbb{Z}), \rho) / B_{\text{pb}}^1(\text{SL}_2(\mathbb{Z}), \rho)
\]

is called the 1-st parabolic cohomology group with coefficients in \( \rho \). We identify cohomology classes with representatives via a section to the quotient map from cocycles to cohomology classes, that we fix once and for all.

Recall the pairing on \( V(\text{sym}^d) \otimes V(\text{sym}^d) \) in (1.1). Given \( \varphi \in Z_{\text{pb}}^1(\text{SL}_2(\mathbb{Z}), \text{sym}^d(X)) \), we define a "dual" cocycle \( \varphi^\vee \in Z_{\text{pb}}^1(\text{SL}_2(\mathbb{Z}), \text{sym}^d(X)^\vee) \) by

\[
\varphi^\vee(\gamma)(v) := \langle \varphi(\gamma), v \rangle, \quad \varphi^\vee(\gamma^{-1}) = \sum_{i=0}^{d} (-1)^{d-i} \left( \begin{array}{c} d \vspace{1mm} \\ i \end{array} \right) \varphi(\gamma^{-1})_{d-i}(X^i)^\vee,
\]

where \( X^i, 0 \leq i \leq d \), is the dual basis of \( X^i, 0 \leq i \leq d \).

Given a holomorphic function \( f : \mathbb{H} \rightarrow \mathbb{C} \) and \( k \in \mathbb{Z} \), we have a 1-coboundary

\[
\varphi_f(\gamma) := f|_{k}(\gamma^{-1} - 1) \in B_{\text{pb}}^1(\text{SL}_2(\mathbb{Z}), \mathcal{H}_k(\mathbb{H})),
\]

where \( \mathcal{H}_k(\mathbb{H}) \) is space of holomorphic functions from \( \mathbb{H} \) to \( \mathbb{C} \) equipped with the weight-\( k \) slash action of \( \text{SL}_2(\mathbb{Z}) \). Note that \( \varphi_f \) vanishes if and only if \( f \) is modular invariant of weight \( k \) for \( \text{SL}_2(\mathbb{Z}) \).

2.2 Eichler integrals

Given a positive, even integer \( k \), recall the Eichler integral associated with a cusp form \( f \in S_k \):

\[
\mathcal{E}(f)(\tau) := \int_{\tau}^{i\infty} f(z)(\tau - z)^{k-2} \, dz.
\]

This integral is absolutely convergent and holomorphic in \( \tau \). The cocycle attached to \( \mathcal{E}(f) \) is given by

\[
\varphi_{\mathcal{E}(f)}(\gamma) = \mathcal{E}(f)|_{2-k}(\gamma^{-1} - 1) \in Z_{\text{pb}}^1(\text{SL}_2(\mathbb{Z}), \text{sym}^{k-2}(\tau)).
\]

Notice that while it is a co-boundary when viewed as a cocycle with coefficients in \( \mathcal{H}_{2-k}(\mathbb{H}) \) as in (2.4), it is nontrivial in general when viewed as a cocycle with coefficients in \( \text{sym}^{k-2}(\tau) \).

The value of (2.6) at \( S \) can be described in terms of special \( L \)-values for \( f \) (see for example [14]):

\[
\varphi_{\mathcal{E}(f)}(S) = \sum_{j=0}^{k-2} j^{k-2-j} \frac{(k-2)!}{(k-2-j)!(2\pi i)^{j+1}} L(f; j + 1).
\]

A similar consideration shows that for \( \gamma = \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in \text{SL}_2(\mathbb{Z}) \), we have

\[
\varphi_{\mathcal{E}(f)}(\gamma^{-1}) = \sum_{j=0}^{k-2} j^{k-2-j} \frac{(k-2)!}{(k-2-j)!(2\pi i)^{j+1}} \sum_{r=0}^{j} (d/c)^{j-r} \frac{(d/c)^j}{(2\pi i)^{j+1}} L(f, \frac{-d}{c}; r + 1),
\]

where the additively twisted \( L \)-function of \( f \) is defined via analytic continuation of

\[
L(f, \frac{-d}{c}; s) := \sum_{n=1}^{\infty} e^{\frac{-d}{c} n} \frac{c(f; n)}{n^s}.
\]

Leveraging the cocycle in (2.6), we find that Eichler integrals are generalized second order modular forms. The next proposition can be viewed as a special case of Theorem 3.7 of [16] when using the language of vector-valued modular forms.
Proposition 2.2. Given a positive, even integer \( k \), consider a cusp form \( f \in \mathcal{S}_k \). Then  
\[ \mathcal{E}(f) \in M_{2-k}^1(\mathbb{H}, \text{sym}^{k-2}(X)). \]

Proof. We write \( \varphi \) for the cocycle attached to \( \mathcal{E}(f) \) in (2.6) and \( \varphi^\vee \) for its dual defined in (2.3). In Definition 2.1, we set \( A = (\varphi^\vee) \) and \( g_{\varphi^\vee} = (X - r)^{k-2} \). Rephrasing (2.6), we have  
\[ \left( \mathcal{E}(f) \right|_{2-k}(X - 1)(\tau) = \varphi(\tau^{-1})(\tau). \]

To verify (2.1), we have to see that  
\[ \varphi(\tau^{-1})(\tau) = \varphi^\vee((X - r)^{k-2}), \tag{2.8} \]
which follows directly from the definition of \( \varphi^\vee \) in (2.3) and the relation stated after (1.1).

Since \((X - r)^{k-2}\) has moderate growth and \( \mathcal{E}(f)(\tau) \to 0 \) as \( \tau \to \infty \), we see that \( \mathcal{E}(f) \) is of moderate growth. Since \( \mathcal{E}(f) \) is holomorphic, we have finished the proof. \( \blacksquare \)

3 Eisenstein series

In this section we introduce generalized second order Eisenstein series, which yield generalized second order modular forms in the sense of Definition 2.1. In particular, they are associated with a pair of arithmetic types \((\rho, \sigma)\). The construction is based on a parabolic 1-cocycle for \( \sigma^\vee \otimes \rho \). We determine the Fourier series expansions in the special cases \((\rho, \sigma) = (\mathbb{I}, \text{sym}^d(X))\) and \((\rho, \sigma) = (\text{sym}^d(X), \mathbb{I})\).

We start with vector-valued Eisenstein series of type \( \text{sym}^d \) for a nonnegative integer \( d \). If \( d = 0 \), it equals the classical Eisenstein series \( E_k \) of weight \( k \). Given integers \( k > 2 + d \) and \( 0 \leq j \leq d \) with \( k \equiv d \mod 2 \) we define  
\[ E_k(\tau; d, j) := \sum_{\gamma \in \Gamma_{\infty} \backslash \text{SL}_2(\mathbb{Z})} (X - \gamma)^j \left|_{k, \text{sym}^d(X)} \gamma \right. \tag{3.1} \]

The definition of generalized second order Eisenstein series requires the group of real unipotent upper triangular matrices:  
\[ \text{SL}_2(\mathbb{R})_{\infty} := \{ \pm \begin{pmatrix} 1 & b \\ 0 & 1 \end{pmatrix} \in \text{SL}_2(\mathbb{R}) : b \in \mathbb{R} \}. \]

Note that \((X - \tau)^j\) in (3.1) is invariant under the slash action of \( \text{SL}_2(\mathbb{R})_{\infty} \).

Definition 3.1. Let \( k \) be an integer, \( \rho \) and \( \sigma \) be arithmetic types, and \( \varphi \) be a parabolic 1-cocycle, i.e., \( \varphi \in Z^1_{\text{par}}(\text{SL}_2(\mathbb{Z}), \sigma^\vee \otimes \rho) \). Assume that the restriction of \( \sigma \) to \( \Gamma_{\infty} \) admits an extension, say \( \sigma_{\infty} \), to \( \text{SL}_2(\mathbb{R})_{\infty} \). Consider a smooth function \( f : \mathbb{H} \to V(\sigma) \) that is covariant with respect to real translations:  
\[ \forall g \in \text{SL}_2(\mathbb{R})_{\infty} : f|g = \sigma_{\infty}(g)f. \]

Assuming absolute and locally uniform convergence of the right hand side, the generalized second order Eisenstein series of weight \( k \) and type \((\rho, \sigma)\) associated to \((\varphi, f)\) is defined as  
\[ E^{[1]}_{k}(\tau; \varphi, f) := \sum_{\gamma \in \Gamma_{\infty} \backslash \text{SL}_2(\mathbb{Z})} \varphi(\gamma^{-1})(f|_{k, \sigma})(\gamma \tau) \tag{3.2} \]
Remark 3.2. The Eisenstein series in (3.2) is a component of a suitable vector-valued Eisenstein series [16].

A usual argument via reordering summation yields the next statement.

Proposition 3.3. Let $k$, $\rho$, $\sigma$, $\varphi$, and $f$ be as in Definition 3.1. Assume that (3.2) and the vector-valued Eisenstein series $\sum f|_{k,\sigma}^{(\varphi)}$ of type $\sigma$ converge absolutely and locally uniformly. If $f$ is holomorphic and $E_k^{(\varphi)}(\tau;\varphi,f)$ has moderate growth, then we have

$$E_k^{(\varphi)}(\tau;\varphi,f) \in \mathbb{M}_k^{(\varphi)}(\rho,\sigma),$$

(3.3)

Proof. As a locally uniform limit of holomorphic functions, $E_k^{(\varphi)}(\cdot;\varphi,f)$ is holomorphic. Given $\delta \in \text{SL}_2(\mathbb{Z})$, continuity and the cocycle relation for $\varphi$ yield

$$\sum_{\gamma \in \Gamma_0^\infty(\text{SL}_2(\mathbb{Z}))} \rho(\delta^{-1}) \varphi(\gamma^{-1}) (\sigma^{-1}) f|_{k,\sigma}^{(\delta)} \gamma \delta = \sum_{\gamma \in \Gamma_0^\infty(\text{SL}_2(\mathbb{Z}))} \rho(\delta^{-1}) \varphi(\gamma^{-1}) (\sigma^{-1}) f|_{k,\sigma}^{(\delta)} \gamma \delta$$

$$= \sum_{\gamma \in \Gamma_0^\infty(\text{SL}_2(\mathbb{Z}))} \varphi(\gamma^{-1}) (\sigma^{-1}) f|_{k,\sigma}^{(\delta)} \gamma \delta - \sum_{\gamma \in \Gamma_0^\infty(\text{SL}_2(\mathbb{Z}))} \varphi(\gamma^{-1}) (\sigma^{-1}) f|_{k,\sigma}^{(\delta)} \gamma \delta$$

$$= \sum_{\gamma \in \Gamma_0^\infty(\text{SL}_2(\mathbb{Z}))} \varphi(\gamma^{-1}) (\sigma^{-1}) f|_{k,\sigma}^{(\delta)} \gamma \delta - \varphi(\delta^{-1}) (\sum_{\gamma \in \Gamma_0^\infty(\text{SL}_2(\mathbb{Z}))} \sigma(\delta^{-1}) (\sigma^{-1}) f|_{k,\sigma}^{(\delta)} \gamma \delta).$$

The contribution of $\delta$ in the argument of the second term can be discarded by modular invariance, thus finishing the proof. \hfill \Box

Given even integers $k$ and $d \geq 0$, and an integer $0 \leq j \leq d$, the constant functions and the functions $(X - \tau)^j$ satisfy the condition on $f$ in Definition 3.1 for the arithmetic types $\sigma = \mathbb{I}$ and $\sigma = \text{sym}^d(X)$, respectively. By Proposition 5.4 of [16] the associated generalized second order Eisenstein series are defined for $k \geq 5 + d$ and yield functions of moderate growth, i.e., generalized second order modular forms. Note that one can improve this bound when employing convexity of additively twisted $L$-functions as in Lemma 3.11 or in [7]. We use the following shorthand notation:

$$E_k^{(\varphi)}(\tau;\varphi) := E_k^{(\varphi)}(\tau;\varphi,1), \quad \text{if } (\rho,\sigma) = (\text{sym}^d(X), \mathbb{I});$$

(3.4)

$$E_k^{(\varphi)}(\tau;\varphi, j) := E_k^{(\varphi)}(\tau;\varphi, (X - \tau)^j), \quad \text{if } (\rho,\sigma) = (\mathbb{I}, \text{sym}^d(X)).$$

3.1 Fourier series expansion of $E_k(\cdot; d, j)$ Note that the function $X - \tau$ is invariant under the slash action of any weight $k$ and type $\text{sym}^d$, $d \geq 0$. In particular, holomorphic modular forms of type $\text{sym}^d$ for $\text{SL}_2(\mathbb{Z})$, including these Eisenstein series, afford a Fourier series expansion of the form

$$\sum_{r=0}^{d} (X - \tau)^r \sum_{n=0}^{\infty} c(n) r e(n \tau), \quad c(n) \in \mathbb{C}.$$

(3.5)

The next proposition identifies the Fourier coefficients in case of the Eisenstein series of type $\text{sym}^d$. Its Corollary 3.5 is instrumental in Section 4.

Proposition 3.4. Given even integers $d \geq 0$ and $k > 2 + d$, and an integer $0 \leq j \leq d$, we have

$$E_k(\tau; d, j) = (X - \tau)^j + \sum_{r=j}^{d} (X - \tau)^r \sum_{n=1}^{\infty} c(n) r e(n \tau)$$

(3.6)
with Fourier coefficients for \( j \leq r \leq d \) and \( n \geq 1 \):

\[
c(n)_r = \binom{d-j}{r-j} \frac{(-2\pi i)^{k+j+r-d}}{(k+j+r-d-1)!\zeta(k+2j-d)} n^{-j} \sigma_{k+2j-d-1}(n).
\]

**Corollary 3.5.** For even integers \( d \geq 0 \) and \( k > 2 + d \), and for an integer \( 0 \leq j \leq d \), we have

\[
E_k(\cdot; d, j) \in M_{k,d}[j].
\]

The map \( n^{\text{low}}_{k,d,j} \) from \( M_{k,d}[j] \) to \( M_{k+2j-d} \) sends it to the usual Eisenstein series \( E_{k+2j-d} \).

**Proof of Proposition 3.4.** Given \( \gamma = \left( \begin{smallmatrix} a & b \\ c & d \end{smallmatrix} \right) \in \text{SL}_2(\mathbb{Z}) \) with \( c \neq 0 \), we find that \( (X - \tau)^j |_{k,d} \gamma \) equals

\[
(cX + d)^{d-j}(c\tau + d)^{-k-j} ((aX + b)(c\tau + d) - (ar + b)(cX + d))^j
\]

\[
= \frac{1}{e^{k+2j-d}} ((X - \tau) + (r + \frac{d}{c}) \tau)^{d-j} (\tau + \frac{d}{c})^{-k-j} ((ac - ac)X + (ad - bc)(X - \tau) + (bd - bd))^j
\]

\[
= \frac{1}{e^{k+2j-d}} \sum_{r = 0}^{d-j} \binom{d-j}{r} (X - \tau)^{j+r} (\tau + \frac{d}{c})^{k+j-(d-j-r)} = \frac{1}{e^{k+2j-d}} \sum_{r = 0}^{d-j} \binom{d-j}{r} (X - \tau)^{j+r} (\tau + \frac{d}{c})^{k+j+r-d}.
\]

To apply the Lipschitz summation formula in the usual way, we extend \( E_k(\tau; d, j) \) by the auxiliary factor \( \zeta(k+2j-d)\zeta(k+2j-d)^{-1} \) and split the defining summation over \( \Gamma_{\infty} \setminus \text{SL}_2(\mathbb{Z})/\Gamma_{\infty} \) with bottom entries \( c \in \mathbb{Z} \) and \( d \mod{c} \) and over \( m \in \mathbb{Z} \). We thus find that \( E_k(\tau; d, j) \) equals

\[
(X - \tau)^j + \frac{1}{\zeta(k+2j-d)} \sum_{r = j}^{d} (X - \tau)^{r} \binom{d-j}{r-j} \sum_{c=1}^{\infty} \frac{1}{e^{k+2j-d}} \sum_{m=0}^{d} \frac{1}{(\tau + \frac{d}{c})^{k+j+r-d}}
\]

\[
= (X - \tau)^j + \frac{1}{\zeta(k+2j-d)} \sum_{r = j}^{d} (X - \tau)^{r} \binom{d-j}{r-j} \sum_{c=1}^{\infty} \frac{1}{e^{k+2j-d}}
\]

\[
\sum_{d \mod{c}} \frac{(-2\pi i)^{k+j+r-d}}{(k+j+r-d-1)!\zeta(k+2j-d)} n^{k+j+r-d-1} e(n(r + \frac{d}{c})).
\]

\[
= (X - \tau)^j + \sum_{r = j}^{d} (X - \tau)^{r} \binom{d-j}{r-j} \frac{(-2\pi i)^{k+j+r-d}}{(k+j+r-d-1)!\zeta(k+2j-d)}
\]

\[
\sum_{c=1}^{\infty} \sum_{n=1}^{\infty} c^{-j} n^{k+j+r-d-1} e(cnr).
\]

**3.2 Evaluation of \( E_k(\cdot; d, j) \)** We use the Fourier series expansions of \( E_k(\cdot; d, j) \) to evaluate it at points \( \tau \in \mathbb{H} \). This requires the following tail estimate.

**Lemma 3.6.** Given \( \tau = x + iy \in \mathbb{H} \), integers \( a \geq 0 \) and \( b > 0 \), and an integer \( N \geq 1 + (a + b)/2\pi y \) we have

\[
\left| \sum_{n=N}^{\infty} n^a \sigma_b(n) e(n\tau) \right| \leq \frac{b \Gamma(a + b + 1, 2\pi(N-1)y)}{(b-1)(2\pi y)^{a+b+1}}.
\]
Proof of Lemma 3.6. We have \( \gamma \) with Fourier coefficients \( Z \). Fix even integers \( d \) and \( j \), and an integer \( 0 \leq j \leq d \). Then for a cocycle \( \varphi \in Z^1_{\text{pb}}(\Gamma \backslash \text{SL}_2(\mathbb{Z}), \text{sym}^d(X)) \), we have

\[
E_k^{[1]}(\tau; \varphi) = \sum_{r=0}^{d} (X - r)^r \sum_{n=1}^{\infty} c(n), e(n \tau)
\]

with Fourier coefficients

\[
c(n) = \sum_{\gamma \in \Gamma \backslash \text{SL}_2(\mathbb{Z})/\Gamma_0} \frac{e(n \gamma)}{k} \sum_{j=r}^{d} \varphi(\gamma^{-1}) \sum_{l=r}^{\infty} \frac{(-2\pi i)^{k-j+l}}{(k-j+l-1)! \Gamma(l) \Gamma(j)} \left( \frac{d}{e} \right)^{l-r} n^{k-j+l-1},
\]

where \( c \) and \( d \) are the bottom entries of the double coset representative \( \gamma \).
Similarly for \( \varphi^\gamma \in Z^1_{\text{pb}}(\text{SL}_2(\mathbb{Z}), \text{sym}^d(X)^\gamma) \), we have

\[
E_k^{[1]}(\tau; \varphi^\gamma, j) = \sum_{n=1}^{\infty} c(n) e(n \tau)
\]

with Fourier coefficients

\[
c(n) = \sum_{\gamma \in \Gamma_\infty \backslash \text{SL}_2(\mathbb{Z})/\Gamma_\infty} \frac{(-1)^{-k} e(n \frac{d}{c})}{c^{k+2} j^{-d}} \sum_{r=0}^{j} \frac{j!}{r!} \frac{(2\pi i)^{k+r}}{(k+r-1)!} \varphi^\gamma(\gamma^{-1}) \left( X + \frac{d}{c} \right)^{d-j+r} n^{k+r-1}.
\]

**Proof.** Recall that the series defining \( E_k^{[1]}(\tau; \varphi) \) is absolutely convergent by Proposition 5.4 of [16]. As usual in Eisenstein series calculations, we split the summation into two contributions, one from double cosets and one from \( \Gamma_\infty \), and then employ the cocycle relation for \( \varphi \) and \( \varphi(\tau) = 0 \) to find that:

\[
E_k^{[1]}(\tau; \varphi) = \sum_{\gamma \in \Gamma_\infty \backslash \text{SL}_2(\mathbb{Z})/\Gamma_\infty} \sum_{m \in \mathbb{Z}} \varphi((\tau m)^{-1}) |_{\mathbb{H}} \gamma \delta = \sum_{\gamma \in \Gamma_\infty \backslash \text{SL}_2(\mathbb{Z})/\Gamma_\infty} \sum_{m \in \mathbb{Z}} \frac{\text{sym}^d(T^{-m}) \varphi(\gamma^{-1})}{(\tau + \frac{d}{c} + m)^k}.
\]

We expand \( \varphi(\gamma^{-1}) \) and insert the action of the symmetric power representation:

\[
\text{sym}^d(T^{-m}) \frac{d}{j=0} \varphi(\gamma^{-1}) j X^j = \sum_{j=0}^{d} \varphi(\gamma^{-1}) (X + m)^j X^j.
\]

This leads to the following sum, which we can evaluate using the Lipschitz summation formula:

\[
\sum_{m \in \mathbb{Z}} \frac{(X+m)^j}{(\tau+m)^k} = \sum_{m \in \mathbb{Z}} \frac{(X-\tau) + (\tau+m)^j}{(\tau+m)^k} = \sum_{j=0}^{\infty} \frac{(X-\tau)^j}{(k-j)^{k+1}} \frac{(-2\pi i)^{k-j}}{c^k} \sum_{m \in \mathbb{Z}} n^{k-j-l} e(n \tau). \quad (3.10)
\]

We insert \( \tau + \frac{d}{c} \) for \( \tau \), expand the result in terms of \( (X-\tau)^j \), and interchange the summations over \( j, l, \) and \( r \) to obtain the desired formula.

We proceed in a similar way in the second case. We use continuity of \( \varphi^\gamma(\gamma^{-1}) \) to find that

\[
E_k^{[1]}(\tau; \varphi^\gamma, j) = \sum_{\gamma \in \Gamma_\infty \backslash \text{SL}_2(\mathbb{Z})/\Gamma_\infty} \frac{1}{c^k} \varphi^\gamma(\gamma^{-1}) \left( \text{sym}^d(\gamma^{-1}) \sum_{m \in \mathbb{Z}} \frac{(X-\gamma^{-1} X_m)^j}{(\tau + \frac{d}{c} + m)^k} \right).
\]

Since \( c \neq 0 \) for \( \gamma \not\in \Gamma_\infty \), we can insert

\[
\gamma^{-1} X_m = \frac{a}{c} - \frac{1}{c^2(\tau + \frac{d}{c} + m)}
\]

into \( X - \gamma^{-1} X_m \). We next expand

\[
(X - \gamma^{-1} X_m)^j = \sum_{r=0}^{j} \binom{j}{r} (X - \frac{a}{c})^{j-r} c^{-2r} (\tau + \frac{d}{c} + m)^{-r}.
\]

When inserting these simplification, we find that

\[
E_k^{[1]}(\tau; \varphi^\gamma, j) = \sum_{\gamma \in \Gamma_\infty \backslash \text{SL}_2(\mathbb{Z})/\Gamma_\infty} \sum_{r=0}^{j} \binom{j}{r} \frac{1}{c^{k+2r}} \varphi^\gamma(\gamma^{-1}) \left( \text{sym}^d(\gamma^{-1})(X - \frac{a}{c})^{j-r} \right) \sum_{m \in \mathbb{Z}} \frac{1}{(\tau + \frac{d}{c} + m)^{k+r}}.
\]
The resulting expression for the Eisenstein series features

$$\text{sym}^d(\gamma^{-1})(X - \frac{a}{c})^{-r} = (cX + d)^{d-j+r}(aX + b - \frac{a}{c}(cX + d))^{-j+r} = (-1)^{-j-r}c^{d-2j+2r}(X + \frac{d}{c})^{d-j+r}.$$ 

After inserting the right hand side, we complete the proof by utilizing the Lipschitz summation formula in (3.10) to simplify

$$E^{(1)}(\gamma^r, j) = \sum_{\gamma \in \Gamma_{\infty} \setminus \SL_2(\mathbb{Z}) / \Gamma_{\infty}} \sum_{r=0}^{j} \left( \frac{j}{r} \right) \frac{(-1)^{-j-r}}{c^{k+2j-d}} \phi^r(y^{-1}) \left( (X + \frac{d}{c})^{d-j+r} \right) \sum_{m \in \mathbb{Z}} \frac{1}{(r + \frac{d}{c} + m)^{k+r}}.$$ 

3.4 Evaluation of generalized second order Eisenstein series

As in the case of the usual Eisenstein series, we want to employ the Fourier series expansion of $E^{(1)}(\gamma^r, \phi^r, j)$ to evaluate it at $r \in \mathbb{H}$. This requires two types of estimates, since the expression in Theorem 3.8 features the infinite sum over $\Gamma_{\infty} \setminus \SL_2(\mathbb{Z}) / \Gamma_{\infty}$.

Our first two lemmas provide a bound on cocycle values that appear in Theorem 3.8. Convexity bounds for additive twists of L-functions with implicit constants were previously used, for instance, by Diamantis [7] to establish convergence of generalized second order Poincaré series.

**Lemma 3.9.** Let $f \in M_k$ be a normalized Hecke eigenform of weight $k > 3$. Then for integers $c \neq 0$ and $d$, and $s \in \mathbb{C}$, Re$(s) \geq 1$, we have

$$|L(f, \frac{-d}{c} ; s)| \leq c^{k-2} \frac{\Gamma(k-1)}{(2\pi)^k} \zeta \left( \frac{k-1}{2} \right)^2.$$ 

**Proof.** We use the functional equation for $L(f, -\frac{d}{c} ; s)$ that is given in Theorem 3.1 of [8] with $q = 1$, $\xi = 1$, $r = 1$, $M = M_1 = c$, $a = a = -d$, and $u = 0$. Notice that the statement of that theorem features a contribution $a(r/\mathfrak{n})e$ which must be read as a Fourier coefficient of $f$ as opposed to the product of $a$ with $r/\mathfrak{n}$. We have

$$A(f, \frac{-d}{c} ; s) = i^k c^{k-2} \Lambda(f, \frac{-d}{c} ; k - s),$$

where $\Lambda(f, -d/c ; s) = \Gamma(s)(2\pi)^{-s} L(f, -d/c ; s)$ is the completed L-function.

Since $k > 3$ and $f$ is a normalized Hecke eigenform, we have

$$|L(f, \frac{-d}{c} ; k - s)| \leq \sum_n |e(n\frac{-d}{c})| \sum_n |c(f, n)| n^{(k-1)/2} \leq \sum_n |c(f, n)| n^{(k-1)/2} = \zeta \left( \frac{k-1}{2} \right)^2.$$ 

We insert this into the right hand side of the functional equation and then apply the Phragmén-Lindelöf principle to finish the proof.

**Lemma 3.10.** Let $f \in M_k$ be a normalized Hecke eigenform of weight $k > 3$, and recall the cocycle $\phi_E(f)$ associated in (2.4) to the Eichler integral in (2.5). Then for $\gamma = \left( \begin{smallmatrix} a & b \\ c & d \end{smallmatrix} \right) \in \SL_2(\mathbb{Z})$ with $|d| < |c|$, we have

$$\sum_{j=0}^{k-2} |\phi_E(f)(\gamma^{-1})_j| \leq c^{k-2} \frac{\Gamma(k-1)^2}{(2\pi)^k} \zeta \left( \frac{k-1}{2} \right)^2.$$ 

(3.11)
Proof. We combine the explicit expression (2.7) for $\varphi_{E(f)}(y^{-1})$ with the estimate in Lemma 3.9 to find that the left hand side of (3.11) is bounded by
\[
\sum_{j=0}^{k-2} \frac{(k-2)!}{(2\pi)^{k+1}} \left| \sum_{r=0}^{j} \frac{|d| c}{{(j-r)!}(2\pi)^{j-r+1}} c^{k-2} \Gamma(k-1) \zeta \left( \frac{k+1}{2} \right) \right|^2
\leq c^{k-2} \Gamma(k-1) \zeta \left( \frac{k+1}{2} \right) \sum_{j=0}^{k-2} \sum_{r=0}^{j} \frac{(k-2)!}{(j-r)!}(2\pi)^{j-r+1}.
\]
The double sum is bounded by $c^2 \Gamma(k-1)$, which establishes the result. 

The next lemma estimates the tail of the expression for $c(n)$ in Theorem 3.8, based on the bound in the previous lemma.

Lemma 3.11. Let $f \in M_1$ be a normalized Hecke eigenform of weight $l > 3$ and set $d = l - 2$. Fix an integer $0 \leq l \leq d$ and an even integer $k > 2 + 2(d - j)$. Then given a positive integer $C$, we have
\[
\left| \sum_{\gamma \in \text{SL}_2(\mathbb{Z})/\Gamma_m} \frac{(-1)^{j-l} \varphi_E(n \gamma)}{\text{vol} \text{SL}_2(\mathbb{Z})/\Gamma_m} \sum_{r=0}^{j} \frac{(2\pi)^{k+r}}{(k+r-1)!} \varphi_{E(f)}(\gamma^{-1}) \left( (X + \frac{d}{e})^{d-j-r} \right) \right|^2 
\leq n^{k+j-1} \left( \frac{1}{(k+2j+2l+2j+3)} \frac{2j^2 \Gamma(l-1)^2 (2\pi)^{k+j-l}}{(k-1)!} \zeta \left( \frac{l+1}{2} \right)^2, \right.
\]
where $c$ and $d$ on the left hand side are the bottom entries of $\gamma$, and $\Gamma_{\gamma}^{-1}$ equals one if and only if $C = 1$ and otherwise zero.

Remark 3.12. A better bound for the tails of (3.9) can be achieved by intertwining the summation over $n$ and $\gamma$ to utilize Lambert series as in Remark 3.7.

Proof of Lemma 3.11. For simplicity, we write $\varphi^\gamma$ for the cocycle in (3.12). The sum over double coset can be written as a sum over integers $c \equiv C$ and $d \equiv d$ (mod $c$). We can and will assume that $|d| < c$ as in the assumptions of Lemma 3.10. We expand the power of $X + \frac{d}{e}$ and apply the coefficient formula for $\varphi^\gamma$ in (2.3) to find that
\[
\varphi^\gamma(y^{-1}) \left( (X + \frac{d}{e})^{d-j-r} \right) = \left| \sum_{i=0}^{d} (-1)^{d-i} \left( \frac{d}{i} \right)^{-1} \varphi(y^{-1})_{d-i} \left( \frac{d-j-r}{i} \right)^{d-j-r-i} \right| \leq \sum_{i=0}^{d} |\varphi(y^{-1})_{d-i}|.
\]
We insert this into the left hand side of (3.12), which is thus bounded by
\[
\sum_{c=1}^{\infty} \frac{1}{c^{k+2j-2l+2}} \sum_{r=0}^{j} \frac{(2\pi)^{k+r}}{(k-1)!} e^{j-2} \Gamma(l-1)^2 (2\pi)^l \zeta \left( \frac{l+1}{2} \right)^2 n^{k+r-1}
\leq n^{k+j-1} \frac{2j^2 \Gamma(l-1)^2 (2\pi)^{k+j-l}}{(k-1)!} \zeta \left( \frac{l+1}{2} \right)^2 \sum_{c=1}^{\infty} \frac{1}{c^{k+2j-2l+4}}
\]
We finish the proof by estimating the sum over $c$ by the integral from $C - 1$ or $C$ to $\infty$ of $c^{-k-2j+2l-4}$. 

Our final lemma concerns the tails of the Fourier series expansion of $E_k(\cdot;\varphi^\gamma, f)$. 

\[ -13 - \]
Lemma 3.13. Let \( f \in M_l \) be a normalized Hecke eigenform of weight \( l > 3 \) and set \( d = l - 2 \). Fix an integer \( 0 \leq d \leq d \) and an even integer \( k > 2 + (2d - f) \). Let \( c(n) \) be the Fourier coefficients of \( E_k(\cdot; \varphi^r_{E(f)}, j) \) given in (3.9). Given a positive integer \( N \), we have

\[
\left| \sum_{n=N}^{\infty} c(n)e(n\tau) \right| \leq \frac{k + 2j - 2l + 32/2^2 - (l - 2)^2}{k + 2j - 2l + 2} \frac{(2\pi n)^{k+j-1}}{(k-1)!} \frac{\zeta\left(\frac{l-1}{2}\right)^2}{\zeta\left(\frac{l-1}{2}\right)^2} \frac{\gamma(k + j, 2\pi(N - 1)y)}{y^{k+j}}. \tag{3.13}
\]

Proof. Lemma 3.11 with \( C = 1 \) provides an estimate for the right hand side of (3.9). The left hand side of (3.13) is thus bounded by

\[
\frac{k + 2j - 2l + 32/2^2 - (l - 2)^2}{k + 2j - 2l + 2} \frac{(2\pi n)^{k+j-1}}{(k-1)!} \frac{\zeta\left(\frac{l-1}{2}\right)^2}{\zeta\left(\frac{l-1}{2}\right)^2} \frac{\gamma(k + j, 2\pi(N - 1)y)}{y^{k+j}}. \]

\[ \blacksquare \]

4 Saturation of generalized second order modular forms

In this section, we will examine the saturation at the Ramanujan \( \Delta \)-function of some \( M_r \)-ideals generated by Eisenstein series in \( M_{*,d} \). Recall that given a commutative ring \( R \), two \( R \)-modules \( N \sub M \), and an element \( r \in R \), the saturation of \( N \in M \) at \( r \) is defined as

\[ (N : r^\infty) := \{ m \in M : \exists n \in \mathbb{Z}_{>0} : r^n m \in N \} \].

Given integers \( d \geq 0 \) and \( k_0 > 2 + d \), we consider the \( M_r \)-module

\[ \mathcal{E}_{k_0,d} := \text{span} \{ E_k(\cdot; d, j) : k \geq k_0, 0 \leq j \leq d \} \sub M_{*,d}. \tag{4.1} \]

If \( d = 0 \), we suppress it from our notation and write \( \mathcal{E}_{k_0} \). In our first two propositions, we describe the saturation of (4.1).

Proposition 4.1. Given an integer \( k_0 > 2 \), we have

\[ (\mathcal{E}_{k_0} : \Delta^\infty) = M_r. \]

Proof. Since \( M_r \) is generated as an \( M_r \)-module by 1, it suffices to show that there is a non-negative integer \( m \) such that \( \Delta^m \in \mathcal{E}_{k_0} \). In other words, it suffices to show that for some integer \( m \) with \( 12m \geq 2k_0 \), we have

\[ \Delta^m \in C \mathcal{E}_{12m} + \text{span} \mathbb{C} \{ F_{E_k} : k \leq 12m - 4 \} \sub \mathcal{E}_{k_0}. \]

This follows by a standard argument along the lines of Kohnen–Zagier [14, 18]. See also [13].

\[ \blacksquare \]

Proposition 4.2. Given integers \( 0 \leq d \) and \( k_0 \geq 5 + d \), we have

\[ (\mathcal{E}_{k_0,d} : \Delta^\infty) = M_{k_0,d}. \]
Proof. We establish the statement by showing via induction on $0 \leq j \leq d$ that

$$\left( E_{z,k_0,d} : \Delta^\infty \right) \cap M_\ast,d[j] = \left( E_{z,k_0,d} \cap M_\ast,d[j] : \Delta^\infty \right) = M_\ast,d[j]. \quad (4.2)$$

If $j = d$, then the projection $\pi_{k,d}^{low}$ in (1.3) is an isomorphism. By Corollary 3.5 it maps Eisenstein series to Eisenstein series. Thus (4.2) follows directly from Proposition 4.1.

Assume now that $j < d$ and that (4.2) is true for $j + 1$ instead of $j$. The projection $\pi_{k,d}^{low}$ and Corollary 3.5 yield the following diagram:

\[ \left[ E_{z,k_0,d} : \Delta^\infty \right] \cap M_\ast,d[j + 1] \xrightarrow{(j + 1)} \left[ E_{z,k_0,d} : \Delta^\infty \right] \cap M_\ast,d[j] \xrightarrow{(j)} \left[ E_{z,k_0 + 2j - d} : \Delta^\infty \right] \]
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By induction and by Proposition 4.1, the left and right vertical arrows are equalities. To finish the proof by the Four-Lemma, we have to show that the co-kernel of the top right horizontal map injects into the co-kernel of the bottom right one.

To prove this, we observe that there is a natural splitting $\sigma$ to the projection from $E_{z,k_0,d}$ to $E_{z,k_0 + 2j - d}$. Given a modular form $f$ and an integer $h \geq 0$ with $\Delta^h f \in E_{z,k_0 + 2j - d}$, the obstruction to finding a preimage of $f_j$ in the top center space is given by the first $h$ Fourier coefficients of $\sigma(\Delta^h f) + \left( E_{z,k_0,d} : \Delta^\infty \right) \cap M_\ast,d[j + 1] = \sigma(\Delta^h f) + M_\ast,d[j + 1].$

The right hand side coincides with the obstruction that arises in the bottom row, and we hence conclude the proof.

To make our statement about generalized second order modular forms more concise, we introduce the following spaces of generalized second order Eisenstein series, analogous to $E_{z,k_0}$ and $E_{z,k_0,d}$. For integers $d \geq 0$ and $k_0 \geq 5 + d$, we set

$$E_{z,k_0}^{pure}([\mathrm{sym}^d(X), I]) := \text{span} M_\ast \left\{ E_{k_j}^{[1]} \{ ; \varphi \} : k \geq k_0, 0 \leq j \leq d, \varphi \in \mathbb{Z}_{\text{pb}}^1[\mathrm{SL}_2(\mathbb{Z}), \text{sym}^d(X)] \right\},$$

$$E_{z,k_0}^{pure}([1, \text{sym}^d(X)]) := \text{span} M_\ast \left\{ E_{k_j}^{[1]} \{ ; \varphi \} : k \geq k_0, 0 \leq j \leq d, \varphi \in \mathbb{Z}_{\text{pb}}^1[\mathrm{SL}_2(\mathbb{Z}), \text{sym}^d(X)^v] \right\}. \quad (4.3)$$

For the proof of our next theorem, we leverage Proposition 4.1 and Proposition 4.2 in the same way as we employed Proposition 4.1 in the proof of Proposition 4.2.

**Theorem 4.3.** Given integers $0 \leq d$ and $k_0 \geq 5 + d$, we have

$$\left[ E_{z,k_0}^{pure}([\mathrm{sym}^d(X), I]) + M_\ast,d : \Delta^\infty \right] = M_\ast^{[1]}(\text{sym}^d(X), I) \quad \text{and}$$

$$\left[ E_{z,k_0}^{pure}([1, \text{sym}^d(X)]) + M_\ast : \Delta^\infty \right] = M_\ast^{[1]}(1, \text{sym}^d(X)).$$

**Remark 4.4.** The proof of Theorem 4.3 can be translated to the language of vector-valued modular forms [16], and then yields an induction over the socle series. In particular, when combined with [19] it can be generalized to all modular forms of virtually real-arithmetic type. In this form it subsumes all iterated Eichler-Shimura integrals.
Proof. We focus on the second case, and leave the first one, whose proof proceeds analogously, to the reader. Observe that when viewing $M_{k,d}$ as a trivial $\text{SL}_2(\mathbb{Z})$ representation, we have an identification

$$Z^1_{\text{pb}}(\text{SL}_2(\mathbb{Z}), \text{sym}^d((X)^{\vee})) \cong Z^1_{\text{pb}}(\text{SL}_2(\mathbb{Z}), \text{sym}^d((X)^{\vee})) \otimes M_{k,d}. \quad (4.4)$$

Definition 2.1 yields a map from $M^1_k(\mathbb{I}, \text{sym}^d(X))$ to (4.4). From the definition of generalized second order Eisenstein series in (3.1), we infer that it sends $E_k(\cdot; \phi, j)$ to $E_k(\cdot; d, j)$.

We assemble this into a commutative diagram akin to the one that we used in the proof of Proposition 4.2.

$$
\begin{array}{cccc}
M_\ast & \xleftarrow{\{\text{pure}^1\}_{k \geq k_0}(\mathbb{I}, \text{sym}^d(X)) + M_\ast : \Delta^{\infty}\}} & Z^1_{\text{pb}}(\text{SL}_2(\mathbb{Z}), \text{sym}^d((X)^{\vee})) \oplus \{E_{2k_0,d} : \Delta^{\infty}\} \\
\downarrow & & \downarrow \\
M_\ast & \xleftarrow{M_\ast(\mathbb{I}, \text{sym}^d(X))} & Z^1_{\text{pb}}(\text{SL}_2(\mathbb{Z}), \text{sym}^d((X)^{\vee})) \otimes M_{k,d} &
\end{array}
$$

For clarity, note that the bottom left space arises from $M_{k,d}$ in the statement of Theorem 4.3 and could be replaced by $E_{2k_0}$ without altering this proof. Now the left vertical arrow is trivially an equality, and the right one is so by Proposition 4.2. We finish the proof by applying the Four-Lemma after inspecting the co-kernels of the right horizontal maps exactly as in the proof of Proposition 4.2.

5 The Eichler integral of the discriminant function

In this section we demonstrate and compare two ways to recover the Eichler integral $E(\Delta)$ of the Ramanujan discriminant function via Theorem 4.3. Calculations were performed using the Nemo computer algebra package [11]. Recall from Section 2.2 that we have

$$E(\Delta) \in M^1_{-10}(\mathbb{I}, \text{sym}^{10}).$$

The mechanics of our example apply to any element of $M^1_{k}(\mathbb{I}, \text{sym}^d)$. One can derive from Sections 3 and 4 a similar procedure for generalized second order modular forms of type $(\text{sym}^d, \mathbb{I})$. Observe that in our specific case, we have a precise expression for the cusp expansion:

$$E(\Delta)(\tau) = -\frac{\Gamma(k-1)}{(2\pi i)^{k-1}} \sum_{n=1}^{\infty} n^{-k} c(\Delta; n)e(n\tau),$$

where the $c(\Delta; n)$ are the Fourier coefficients of $\Delta$. Since $\Delta$ is a level-1 modular form, this allows us to evaluate $E(\Delta)$ numerically in an efficient way at any point of $\mathcal{H}$. In applications that follow the method outlined in this section such efficient evaluations are not necessarily possible, but we need to rely on the numerical values at a small number of points or alternatively some of the Fourier coefficients.

Throughout this section, we write $\varphi$ for the cocycle associated with $E(\Delta)$. Paralleling the structure of Theorem 4.3, first we use $\varphi$ to express $\Delta^hE(\Delta)$ for a fixed integer $h \geq 2$ as the sum of an a priori undetermined modular form $f_h$ of weight $12h - 10$ and a linear combination of products of Eisenstein series and generalized second order Eisenstein series. In a second step we determine $f_h$ from the numerical evaluation of $E(\Delta)$. 

---
The trade-offs are as follows: for \( h = 2 \), the modular form \( f_h \in M_{12h - 10} \) vanishes, but the generalized second order Eisenstein series that appear converge slowly. In this case, \( \Delta h \mathcal{E}(\Delta) \) is determined by its cocycle \( \Delta h \varphi \). The larger \( h \) is, the faster the relevant generalized second order Eisenstein series converge, but the more evaluations of \( \mathcal{E}(\Delta) \) at suitable points of \( \mathbb{H} \) are needed to determine \( f_h \).

This can be "bootstrapped", that is, we can use the slowly converging but fully determined expression for \( h = 2 \) to compute a faster converging expression for a different \( h \). By repeating this procedure, we get successively faster rates of convergence. However, attention must be paid to the possible accumulation of numerical errors.

We give a concrete description of the above procedure in the special cases \( h = 2 \) and \( h = 5 \).

**An expression for \( \Delta^2 \mathcal{E}(\Delta) \)** In order to compute values of \( \mathcal{E}(\Delta) \), we assume the values of \( \Delta \) and consider

\[
\Delta^2 \mathcal{E}(\Delta)(\tau) \in M_{14}^{[1]}(\mathfrak{I}, \text{sym}^{10}).
\]

The cocycle of \( \Delta^2 \mathcal{E}(\Delta) \) can coincides with the one of \( \mathcal{E}(\Delta) \). Via (2.8), we express it in terms of \( \Delta^2 (X - \tau)^{10} \), which leads us to considering the relation

\[
\Delta^2 = c_1 E_{24} + c_2 E_4 E_{20} + c_3 E_6 E_{18}
\]

with coefficients

\[
c_1 = \frac{799388492880847}{655670912004800000} , \quad c_2 = -\frac{191212380581}{258083744727000000} , \quad c_3 = -\frac{97825033079}{280392903544327}.
\]

It allows us to conclude that for some modular form \( f \in M_{14} \) we have

\[
\Delta^2 \mathcal{E}(\Delta) = f - c_1 E_{14}^{[1]}(\tau; \varphi, 10) - c_2 E_{10}^{[1]}(\tau; \varphi, 10) - c_3 E_{6}^{[1]}(\tau; \varphi, 10).
\]

(5.1)

The Fourier series expansions of generalized second Eisenstein series in Theorem 3.8 reveals that \( f \) is a cusp form, which implies that \( f = 0 \), and thus \( \Delta^2 \mathcal{E}(\Delta) \) is fully determined by (5.1).

**An expression for \( \Delta^5 \mathcal{E}(\Delta) \)** Performing the same steps as before, we calculate that

\[
\Delta^5 = c_1 E_{60} + c_2 E_4 E_{56} + c_3 E_6 E_{54} + c_4 E_8 E_{52} + c_5 E_{10} E_{50} + c_6 E_{12} E_{48}
\]

with coefficients \( c_i \in \mathbb{Q} \) whose numerators and denominators are on the order of \( 10^{80} \). Approximatively, we have

\[
c_1 \approx -2.7768336 \cdot 10^{-7}, \quad c_2 \approx 1.41222683 \cdot 10^{-7}, \quad c_3 \approx 9.5721307 \cdot 10^{-8},
\]

\[
c_4 \approx 3.3445439 \cdot 10^{-8}, \quad c_5 \approx 6.67556586 \cdot 10^{-9}, \quad c_6 \approx 6.1836892 \cdot 10^{-10}.
\]

Similar to the previous case, using only the cocycle associated with \( \mathcal{E}(\Delta) \), we find that there exists a cusp form \( f \in S_{50} \) with

\[
\Delta^5 \mathcal{E}(\Delta) = f - c_1 E_{50}^{[1]}(\tau; \varphi, 10) - c_2 E_{46}^{[1]}(\tau; \varphi, 10) - c_3 E_6 E_{44}^{[1]}(\tau; \varphi, 10) - c_4 E_8 E_{42}^{[1]}(\tau; \varphi, 10)\]

\[
- c_5 E_{10} E_{40}^{[1]}(\tau; \varphi, 10) - c_6 E_{12} E_{38}^{[1]}(\tau; \varphi, 10).
\]

For simplicity, we write \( f_E \) for the Eisenstein terms on the right hand side, so that the previous relation can be written as \( \Delta^5 \mathcal{E}(\Delta) = f - f_E \).
Since \( \dim(S_{20}) = 3 \), it suffices to evaluate \( \Delta^5 \mathcal{E}(\Delta) + f_E \) at three suitable points on the Poincaré upper half plane and compare with the evaluation of an appropriate basis of \( S_{20} \), to determine \( f \). This is where the evaluation of \( \Delta^5 \mathcal{E}(\Delta) \) is needed, which can be obtained via the case \( h = 2 \), as explained before. In the case at hand, in which we merely illustrate the application of Theorem 4.3, we evaluate \( \mathcal{E}(\Delta) \) directly via its Fourier expansion in this step. For \( S_{20} \), we use a basis \( f_1, f_2, f_3 \) of \( S_{20} \) with initial Fourier expansions

\[
\begin{align*}
    f_1 &= e(\tau) - 2064 e(2\tau) + 1358532 e(3\tau) + \mathcal{O}(e(4\tau)), \\
    f_2 &= e(2\tau) - 1080 e(3\tau) + \mathcal{O}(e(4\tau)), \\
    f_3 &= e(3\tau) q^3 + \mathcal{O}(e(4\tau)).
\end{align*}
\]

As points on the upper half plane, we use

\[
\tau_1 = 1 + 2i, \quad \tau_2 = \frac{1}{2} + 3i, \quad \tau_3 = \frac{1}{3} + 4i,
\]

which yield a matrix with entries \( f_i(\tau_j) \), \( 1 \leq i, j \leq 3 \), of sufficiently large determinant, allowing for numerical stability when solving for \( f \). Theorem 3.8 and the tail estimates in Lemmas 3.11 and 3.13 yield

\[
\begin{align*}
    \Delta^5 \mathcal{E}(\Delta)(\tau_1) + f_E(\tau_1) &\approx 7.334 \cdot 10^{-46} + i5.603 \cdot 10^{-25}, \\
    \Delta^5 \mathcal{E}(\Delta)(\tau_2) + f_E(\tau_2) &\approx 1.574 \cdot 10^{-31} + i3.940 \cdot 10^{-31}, \\
    \Delta^5 \mathcal{E}(\Delta)(\tau_3) + f_E(\tau_3) &\approx -9.190 \cdot 10^{-37} - i1.919 \cdot 10^{-36},
\end{align*}
\]

from which we obtain \( f = d_1 f_1 + d_2 f_2 + d_3 f_3 \) with

\[
\begin{align*}
    d_1 &\approx -3.504686 \cdot 10^{-38} - i1.4752509 \cdot 10^{-25}, \\
    d_2 &\approx -5.371557 \cdot 10^{-30} - i2.207136 \cdot 10^{-15}, \\
    d_3 &\approx 1.5378812 \cdot 10^{-24} - i1.0722708 \cdot 10^{-10}.
\end{align*}
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