Microscopic origin of magnetism in monolayer 3d transition metal dihalides
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Motivated by the recent wealth of exotic magnetic phases emerging in two-dimensional frustrated lattices, we investigate the origin of possible magnetism in the monolayer family of triangular lattice materials MX2 (M = {V, Mn, Ni}, X = {Cl, Br, I}). We first show that consideration of general properties such as filling and hybridization enables to formulate trends for the most relevant magnetic interaction parameters. In particular, we observe that the effects of spin-orbit coupling (SOC) can be effectively tuned through the ligand elements as the considered 3d transition metal ions do not strongly contribute to the anisotropic component of the inter-site exchange interaction. Consequently, we find that the corresponding SOC matrix-elements differ significantly from the atomic limit. In a next step and by using two ab initio-based complementary approaches, we extract realistic effective spin models and find that in the case of heavy ligand elements, SOC effects manifest in anisotropic exchange and single-ion anisotropy only for specific fillings.

I. INTRODUCTION

Transition-metal-based materials with magnetically frustrated lattices have been at the center of intensive research for several decades1–10 due to the presence of fascinating phases ranging from unconventional ordered states to spin liquids. In recent years, two-dimensional (2D) van der Waals magnets have emerged as a new platform for exotic magnetism in reduced dimensions. One of the most prominent examples is the honeycomb spin-1/2 α-RuCl3 which has dominant frustrating Kitaev interactions11–13 as a result of an interplay of crystal field splitting, Coulomb repulsion and spin-orbit coupling of Ru 4d electrons. Anisotropic exchange interactions are also being discussed in the context of 2D van der Waals magnets with 3d transition metals, such as the spin-3/2 CrI3, where SOC effects arise from the ligand iodine mediating the exchange; nevertheless, the underlying physics and strength of such interactions still remain rather controversial14–21.

Motivated by the significance of understanding the origin of mechanisms behind the different magnetic interactions in 2D van der Waals (vdW) magnets, we study here the case of magnetic exchange interactions of selected monolayer 3d transition metal dihalides MX2 (M = {V, Mn, Ni}, X = {Cl, Br, I}), where the cations M are in the octahedral environment of the ligand X anions, and are arranged in a triangular lattice, as depicted in Fig. 1(a). These materials exhibit a variety of interesting properties. For example, type-II multiferroicity was reported in bulk NiBr222, NiI223 and MnI224, where the onset of helimagnetic phases breaks inversion symmetry leading to spin-induced ferroelectricity. Such a multiferroic phase has been recently reported to survive down to the monolayer limit of NiI225,26, while monolayer NiBr2 and NiCl2 have been proposed as half-excitonic insulators27–29. The electronic structure of the 3d MX2 compounds has been recently analyzed29,30, however the magnetic exchange couplings and SOC-driven anisotropic contributions have not been fully addressed and require deeper investigation.

The purpose of the present work is twofold: (i) to uncover the microscopic mechanism behind the magnetic couplings in the 2D dihalides with 3d transition metals, and (ii) to benchmark two complementary ab-initio approaches for the estimation of magnetic couplings, the “projED”31 and “4-states”32 methods. The selected materials allow us to address the underlying processes behind the magnetic couplings by studying the influence of different electron filling through the metal elements M, and the effective spin-orbit coupling (SOC) through the ligand elements X, as schematically shown in Fig. 1(b). The magnetic properties of the respective
materials can be then generally described in terms of effective (anisotropic) spin Hamiltonians with $S = \{3/2, 5/2, 1\}$, dependent on the filling $\{d^3, d^5, d^8\}$.

The paper is organized as follows; in Sections II and III we discuss the spin model and general trends for the magnetic exchange couplings in $MX_2$ considering crystal-field splittings and the Goodenough-Kanamori-Anderson rule. In Section IV we present our results on the ab initio estimated magnetic interactions and discuss the resulting magnetic properties for the dihalide family. In Section V we present our conclusions.

II. SPIN MODEL

The most general spin Hamiltonian model, including single-ion anisotropy $A_l$ and bilinear exchange tensors $J_{lm}$ (with sites $l, m$), is given by:

$$\mathcal{H} = \sum_l S_l \cdot A_l \cdot S_l + \sum_{<lm>} S_l \cdot J_{lm} \cdot S_m.$$  

(1)

For convenience, we express the single-ion anisotropy (SIA) in the crystallographic coordinate system $(ab^*c)$, where $b^*$ is perpendicular to the $ac$ crystal axes, $\mathcal{H}_{SIA} = A, \sum_l (S_l^2)^2$ consistently with the symmetry of $MX_2$. This allows us to easily identify the triangular layer as an easy or hard plane. On the other hand, the bond-dependent bilinear exchange parameters are most conveniently described in the cubic coordinate system $(xyz)$, which consists of orthogonalized axes oriented approximately along $M-X$ bonds, as illustrated in Fig. 1(a). Note that the $M-X$ bonds are not perfectly orthogonal due to trigonal distortion effects.

The $P3m1$ (space group 164) centrosymmetric monolayer structures have four independent parameters. Here, we adopt a bond-dependent parametrization corresponding to the extended Heisenberg-Kitaev model. In this framework, each bond is labelled after the cubic axis perpendicular to it. For a nearest-neighbor $Z_1$-bond, perpendicular to the $z$ axis, (Fig. 1(a)), the exchange couplings are then conventionally parametrized as follows:

$$J_{lm} = \begin{pmatrix} J & \Gamma & \Gamma' \\ \Gamma & J & \Gamma' \\ \Gamma' & \Gamma' & J + K \end{pmatrix}.$$ 

(2)

with the (nearest neighbor) bond-isotropic Heisenberg exchange $J$, the anisotropic Kitaev exchange $K$, and the off-diagonal symmetric exchange terms $\Gamma$ and $\Gamma'$. This is the most symmetric general expression for the exchange tensor given the crystal symmetries that enforce four independent parameters. The bilinear exchange matrices for the $X$- and $Y$-bond are related to Eq. (2) by $C_3$ rotation about the out-of-plane axis. A correspondence to a parametrization oriented along the crystallographic axes coordinate system $(ab^*c)$ is given in Appendix A.

III. GENERAL CONSIDERATIONS

We start by identifying general traits in hybridization patterns and fillings in $3d-MX_2$ triangular lattice compounds, with edge-sharing halogen ligand octahedra. As we discuss below, this will allow us to formulate trends for the most relevant magnetic interactions.

A. Metal-ligand hybridization

The hybridization between the metal $d$- and ligand $p$-orbitals is generally expected to increase as the electronegativity difference between the two elements decreases. This affects related electronic properties, such as the local Coulomb repulsion $U_{avg}$, the strength of different hopping processes and the materials’ SOC matrix elements. These factors all together ultimately determine the magnetic couplings.

We quantify the hybridization in $MX_2$ via non spin-polarized density functional theory (DFT) calculations, through the generalized gradient approximation (GGA) orbital-resolved density of states (DOS). In particular, the energy window dominated by $p-d$ bonding orbitals contains also a finite $d$ character that scales with
FIG. 2. (a) Cubic crystal-field splitting (CFS) of d orbitals into \( t_{2g} \) and \( e_g \) levels, (b) \textit{ab-initio} (GGA) density of states (DOS) of VCl\(_2\), (c) \( p\)-d hybridization, i.e. integral of 3d DOS in the energy region dominated by \( p\)-d bonding (illustrated by the grey box in (b)), and (d) \( U_{\text{avg}} \) calculated with cRPA for each \( MX_2 \) material.

the degree of hybridization. This is illustrated for the example case of VCl\(_2\) in Fig. 2(b), where a finite \( d \) character (in blue) is present within the relevant energy window (marked by the grey box). The integral of the metal 3d DOS in the respective \( p\)-d bonding dominated energy window is shown for each material in Fig. 2(c). As expected, the hybridization increases with smaller electronegativity difference, i.e. for each of the considered metal elements it increases with ligand atomic number. For the Ni\(_X2\) systems, an especially strong hybridization is observed due to the larger electronegativity of nickel.

To estimate trends in the effective Coulomb interaction \( U_{\text{avg}} \), we employed the constrained random-phase approximation (cRPA)\(^{39,40}\) detailed in Appendix B. The results for each material are given in Table I and \( U_{\text{avg}} \) is illustrated in Fig. 2(d). We observe a decrease of \( U_{\text{avg}} \) as a function of ligand atomic number, which can be related to the increasing metal-ligand hybridization (see Fig. 2(c)). Accordingly, we find the smallest effective interaction parameters for the strongest hybridizing, and hence most delocalized, orbitals. We have taken the cRPA values of the effective Coulomb repulsion \( U_{\text{avg}} \) and Hund’s coupling \( J_{\text{avg}} \) as input modeling parameters to estimate the magnetic interaction parameters by means of the two \textit{ab-initio} methods (Section IV).

B. Nearest Neighbor Isotropic Exchange Interactions

In general, there are various exchange processes that are relevant to the magnetic couplings. The trends for different ligands and filling can be rationalized by considering effective d-d hopping integrals estimated via Wannier projection\(^{41,42}\) onto a d-only basis. Precise hopping parameters estimated using non-relativistic DFT calculations with the full potential local orbital (FPLO)\(^{33}\) basis as well as complete expressions for symmetry-allowed hopping matrices are given in Appendix C. An alternative analysis, based on spin-polarized Wannier projection is detailed in Appendix B.

Over the entire series of materials, we find that the dominant nearest neighbor hoppings are \( t_3 \) and \( \tilde{t} \); on the \( Z_3 \)-bond, for example, these correspond to \( t_{(xy,xy)} \) and \( t_{(x^2-y^2,z^2)} \), respectively, illustrated in Fig. 1(c). For the ideal 90° \( M-X-M \) bond geometry, \( t_3 \) is mainly the result of direct overlap, while \( \tilde{t} \) has contributions from both direct hopping and ligand hybridization (with the latter dominating). Consequently, \( \tilde{t} \) becomes increasingly important as the \( p\)-d hybridization increases.

The consequences of the dominant \( d\)-d hopping parameters \( t_3 \) and \( \tilde{t} \) on the magnetic interactions can be understood in terms of filling of the \( t_{2g} \) or \( e_g \) orbitals (see Fig. 2(a)) according to the Goodenough-Kanamori-Anderson (GKA) rules\(^{34,35}\). In particular, hopping between half-filled orbitals is associated with antiferromagnetic exchange, while hopping from a half-filled to a full or empty orbital is associated with ferromagnetic exchange.

For the \( d^8 \) materials (i.e. \textit{Ni}X\(_2\)), we generally expect the nearest neighbor couplings to be ferromagnetic: the \( t_{2g} \) levels are filled; hence, the hopping processes involving \( t_3 \) do not contribute to exchange in lowest order. Therefore, \( J_1 \) arises mainly from \( \tilde{t} \) processes, which connect a half-filled \( e_g \) orbital to a filled \( t_{2g} \) orbital, and leads to a ferromagnetic exchange. This effect is enhanced in systems with heavier ligands, as the ligand-assisted \( \tilde{t} \) is strengthened by increased \( p\)-d hybridization.

For the \( d^3 \) materials (i.e. \textit{V}X\(_2\)), there is a competition between ferromagnetic (FM) and antiferromagnetic (AFM) contributions to the nearest neighbor exchange. In addition to the ferromagnetic exchange arising from the \( \tilde{t} \) process connecting an empty \( e_g \) with a half-filled \( t_{2g} \) orbital, an antiferromagnetic contribution arises from the hopping between the two half-filled \( t_{2g} \) levels via \( t_3 \). While both mechanisms are relevant, the ferromagnetic contributions are typically weaker than antiferromagnetic contributions, so that \( J_1 > 0 \) (in part, because

| \( X \) | \( VX_2 \) | \( MnX_2 \) | \( NiX_2 \) |
|---|---|---|---|
| Cl | 4.69 | 4.56 | 4.57 |
| Br | 4.10 | 3.88 | 3.90 |
| I | 3.15 | 3.29 | 3.24 |

TABLE I. Constrained RPA results of averaged Hubbard repulsion \( U_{\text{avg}} \) (in eV) and averaged Hund’s coupling \( J_{\text{avg}} \) (in eV) for the monolayer structures of each investigated material.
For heavier ligands, the increasing \( \tilde{t} \) should enhance the ferromagnetic contribution primarily, resulting in a decreased magnitude of \( J_1 \).

Finally, for the high spin \( d^5 \) case (i.e., MnX₂), the overall magnitude of the couplings is generally expected to be weak. While both \( \tilde{t} \) and \( t_3 \) hopping processes contribute with antiferromagnetic contributions due to half-filled \( t_{2g} \) and \( e_g \) levels, their effects are reduced by two main factors. First, the energy cost for transfer of an electron between metal sites is the largest for the case of half filling. This can be understood by considering the effects of Hund’s coupling; for a process \((\uparrow\uparrow\uparrow\uparrow\uparrow, \downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow) \rightarrow (\uparrow\uparrow\uparrow\uparrow\uparrow, \downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow\downarrow)\), the total Coulomb repulsion experienced by the electron at its parent site is mitigated by the spin alignment through Hund’s coupling. After hopping, the electron’s spin is necessarily anti-aligned with all other electrons, so that the full Coulomb repulsion is felt. For this reason the cost for electron transfer is large \( \sim U + 4J \). This suppresses the antiferromagnetic exchange sufficiently that ferromagnetic exchange processes not captured in the \( d \)-only picture are competitive, resulting in an overall suppression of the nearest neighbor interactions. Full discussion of this situation is provided in the following sections.

C. Anisotropic Interactions

In this work, we consider \( d^3 \), high-spin \( d^5 \), and \( d^8 \) filling because the ground states possess no orbital degeneracy, and the orbital angular momentum is quenched at zeroth order. In addition, the atomic spin-orbit coupling for third row metals is relatively weak. For this reason, magnetic anisotropy associated with the metal alone is mostly negligible, allowing the effects of introducing heavy ligands to be investigated in detail. We discuss these effects again in terms of the effective \( d \)-only model, where the atomic SOC of the ligands \( (\mathcal{H}_{SOC} = \xi \sum \mathbf{L}_l \cdot \mathbf{S}_l) \) is downfolded into effective \( d \)-d hopping and on-site terms. Such terms can be estimated via Wannier projection techniques applied to fully relativistic DFT calculations, as shown in the following sections. In general, such single-particle contributions then take the form:

\[
\mathcal{H}_{\text{hop}} = \sum_{lm} \sum_{\alpha\beta} \xi_{\alpha\beta} \left( t_{\alpha\beta}^m T \mathbb{1} + \frac{i}{2}(\tilde{\lambda}_{\alpha\beta}^m \cdot \sigma) \right) \mathcal{E}_{\alpha\beta} \tag{3}
\]

in terms of the Pauli matrices \( \sigma \) and electron annihilation operators on site \( l \) and orbital \( \alpha, \mathcal{E}_{\alpha\beta} = (c_{\alpha\uparrow} c_{\alpha\downarrow}) \) and its transpose \( \mathcal{E}^T_{\alpha\beta} \). Here, the \( t_{\alpha\beta}^m \) represent the regular spin-independent hopping and crystal field terms between orbital \( \alpha \) at metal site \( l \) and \( \beta \) at site \( m \). The vector \( \tilde{\lambda}_{\alpha\beta}^m \) then parameterizes the complex spin-dependent terms resulting from spin-orbit coupling. For example, the contribution from the atomic SOC at the metal site \( M \) corresponds to \( \tilde{\lambda}_{\alpha\beta}^{0M} \), with inclusion of heavy ligands with large SOC constants \( \xi \), there are two main effects.

The first effect is to induce spin-dependent crystal field terms as a result of \( p-d \) hybridization that mimic the atomic SOC. For example, the metal \( d_{xy} \) orbital may hybridize with the ligand \( p_y \) orbital, while the \( d_{xz} \) hybridizes with the ligand \( p_z \) orbital. The effects of SOC at the ligand is then to make an effective matrix element between the \( d \)-orbitals via the sequence \( d_{xy} \xrightarrow{\text{hop}} p_y \mathbb{L}_z \mathbf{S}_z \xrightarrow{\text{hop}} p_z \xrightarrow{\text{hop}} d_{xz} \). When downfolded into the \( d \)-only picture, this mimics the effects of \( \mathbb{L}_z \mathbf{S}_z \), with an effective SOC constant that scales with the atomic constant of the ligand and the degree of metal-ligand hybridization. However, as discussed further in Appendix C, the matrix elements of the induced SOC are not restricted to take the atomic form. They are the primary source of single-ion anisotropy (SIA), but the effects are difficult to anticipate \textit{a priori}. We can anticipate only that the SIA should generally grow for heavier ligands. Experimentally, \( 3d^3 \) and \( 3d^5 \) materials tend to have weak single-ion anisotropy, while larger variations are seen for \( 3d^8 \) materials.

The second effect concerns complex hopping between sites. The GKA rules can be modified to treat complex hoppings. For bonds with inversion symmetry, contributions at order \( t\lambda \) in perturbation theory vanish precisely. Interactions arising at order \( (\lambda)^2 \) take the form \( J_\mu (2\mathbf{S}_\mu^a \mathbf{S}_\mu^b - \mathbf{I} \cdot \mathbf{S}_\mu) \), where \( \mu \) refers to the direction of \( \lambda \). The sign of \( J_\mu \) is the same as anticipated from the GKA rules. Thus, spin-dependent hopping between half-filled orbitals results in an antiferromagnetic Ising term plus a ferromagnetic Heisenberg term of half the magnitude. The converse applies to hopping from half-filled orbitals to filled or empty orbitals. For all edge-sharing materials, the largest nearest neighbor \( \tilde{\lambda}_{\alpha\beta}^{0M} \) terms correspond to hopping between the \( e_g \) orbitals, which tend to hybridize with the ligands to a much higher degree than the \( t_{2g} \) orbitals. As a representative example, there are two relevant sequences for the \( Z_1 \) bond: \( d_{x^2-y^2} \xrightarrow{\text{hop}} p_y \mathbb{L}_z \mathbf{S}_z \xrightarrow{\text{hop}} d_{xz} (\lambda_z^{u}) \), via the upper path depicted in Fig. [3] and \( d_{x^2-y^2} \xrightarrow{\text{hop}} p_y \mathbb{L}_z \mathbf{S}_z \xrightarrow{\text{hop}} d_{xz} (\lambda_z^{l}) \), via the lower path. Due to the specific phases of the or...
bital spin, these paths add constructively, \( \lambda^z = \lambda^z_{\text{up}} + \lambda^z_{\text{down}} \). Within the spin-dependent hopping picture, this manifests itself in a particularly large \( \lambda^z_{\text{spin}} \cdot y^z \). As discussed previously in Ref. 30, this may be associated with an antiferromagnetic Kitaev coupling for \( d^8 \) filling.

More generally, we expect strong bilinear anisotropic terms in materials with half-filled \( e_g \) orbitals, provided the ligands are sufficiently heavy. This applies most readily to \( d^{10} \) filling, since materials with \( d^9 \) filling have reduced \( p-d \) hybridization. In contrast, the \( d^8 \) materials, with empty \( e_g \) orbitals, are expected to exhibit much weaker anisotropic exchange. The above trends and mechanisms highlight that electron filling and bonding geometry play crucial roles in the relative anisotropy of the magnetic couplings.

IV. MAGNETIC EXCHANGE COUPLINGS FOR MONOLAYER \( MX_2 \)

In this section, we present estimates for the magnetic exchange couplings in monolayer \( MX_2 \) by employing the \textit{ab-initio}-based projED and 4-state methods, and discuss results with the expected trends introduced above. The 4-state method is based on total energy mapping through non-collinear, magnetic DFT calculations, including SOC. Each magnetic interaction parameter is related to the energies of four distinct magnetic configurations. The projED method consists of two steps: i) a finite-cluster Hubbard Hamiltonian is constructed based on Wannier projection of a non-magnetic, relativistic band structure calculation; ii) the Hubbard Hamiltonian is solved via exact diagonalization (ED) and the corresponding effective spin Hamiltonian is extracted through projection onto the low-energy subspace. In the results below, we employ a \( d \)-only basis for projED; as such, the effects of \( p-d \) hybridization are downfolded into effective \( d \)-only single particle terms and renormalized Coulomb terms discussed in Section III A. While this allows to capture the majority of contributions to the magnetic exchange, as recently pointed out for the \( d^7 \) case, there is one important contribution omitted, which represents the regular ferromagnetic Goodenough-Kanamori exchange for \( 90^\circ \) bonds. This consists of processes where a hole from each metal site meets on a single ligand in different orbitals, and interact via Hund’s coupling. Perturbative corrections due to this process are mentioned in each section. Further descriptions of both methods and their relative merits are provided in Appendix B.

In Appendix B we list results obtained with alternative \( U_{\text{avg}} \) and \( J_{\text{avg}} \) values for all nine investigated materials with both methods. These values were previously used by some of the authors in other works on the \( NiX_2 \) materials. The comparison to the results below highlights the independence of the qualitative trends obtained by the two employed methods on these input parameters.

| \( NiX_2 \) | projED | 4-states |
|---|---|---|
| NiCl \_2 | NiBr \_2 | NiI \_2 | NiCl \_2 | NiBr \_2 | NiI \_2 |
| \( J_1 \) | -0.7 | -0.8 | -1.2 | -2.9 | -3.9 | -6.2 |
| \( K_1 \) | 0. | +0.1 | +1.0 | 0. | +0.2 | +2.2 |
| \( \Gamma_1 \) | 0. | 0. | 0. | 0. | 0. | 0. |
| \( \Gamma_1' \) | 0. | 0. | -0.1 | 0. | 0. | -0.1 |
| \( J_2 \) | 0. | 0. | 0. | -0.1 | -0.1 | -0.2 |
| \( J_3 \) | +0.6 | +1.0 | +1.8 | +0.8 | +1.8 | +4.2 |
| \( A_e \) | 0. | +0.1 | +0.8 | 0. | 0. | +0.4 |

TABLE II. Exchange parameters (in meV) for the \( NiX_2 \) monolayer structures using the respective \( (U_{\text{avg}}, J_{\text{avg}}) \) parameters determined with cRPA for each material (see Table I); extracted with the projED method (left) and the 4-states energy mapping method (right). Note that for the projED method \( J_1 \) should be corrected with \( \delta J_1 \sim -2 \) to \(-5 \) meV to take additional ferromagnetic contributions into account (see Appendix B).

A. \( d^8 S = 1 \) materials \( NiX_2 \)

Experimentally, all bulk \( NiX_2 \) materials exhibit magnetic long-range order and were subject of intense investigation a few decades ago due to their metamagnetic and multiferroic behavior. For the monolayer structures, previous theoretical analysis by some of the authors indicated a range of possible ground states: from a topological spin lattice composed of vortices and anti-bi-vortices to other competing commensurate and incommensurate phases, including a multiferroic spiral spin state.

In Table II we report the exchange parameters of model Eq. (1) as defined in Eq. (2) for \( NiX_2 \) monolayers. Values are computed using the projED and 4-state methods, employing \( U_{\text{avg}} \) and \( J_{\text{avg}} \) values estimated via the cRPA approach (Table I). In agreement with the expectations addressed in Section III, we find \( J_1 \) to be ferromagnetic (i.e. \( J_1 < 0 \)) and increasing across the series Cl-Br-I due to increased metal-ligand hybridization. In \( d^8 \) materials, with half-filled \( e_g \) orbitals, exchange processes with multiple holes on a single ligand lead to significant ferromagnetic corrections to the value of \( J_1 \) obtained with projED. As detailed in Appendix B, we estimate with perturbation theory \( \delta J_1 \sim -2 \) to \(-5 \) meV. It should therefore be noted that the ferromagnetic ligand-mediated exchange \( \delta J_1 \) is for \( d^8 \) filling the largest contribution to \( J_1 \). This can be expected because the \( e_g \) orbitals hybridize strongly with the \( p \)-orbitals. The signs and overall magnitudes obtained for the monolayers are compatible with the bulk values: for example, bulk NiCl \_2 orders ferromagnetically in plane \cite{19,20} with ESR and neutron scattering experiments estimating \( J_{1,\text{bulk}} \approx -3.6 \) meV.

In both theoretical approaches, we find that the nearest neighbor anisotropic exchange is well represented by an antiferromagnetic Kitaev term \( K_1 \), which may be quite substantial compared to \( J_1 \) in NiBr \_2 and NiI \_2. The mag-
nitude of $K_1$ scales with the SOC strength of the ligand, clearly identifying the origin of the interaction as the hopping process depicted in Fig. 3. These findings are compatible with previous work on superexchange processes mediated by $p$-orbital anions with strong SOC. For example, Ref. 53 anticipated significant AFM Kitaev interactions in $d^9$ compounds. In that case a subset of exchange processes were considered, leading to the prediction $K_1 \gtrsim 2|J_1|$. Here, we find that the previously omitted correction $\delta J_1$ somewhat reduces this ratio, but relatively large AFM Kitaev interactions still seem to be realised in NiI$_2$.

For the longer range couplings, a vanishingly small $J_2$ and significant antiferromagnetic $J_3$, i.e. $|J_1| > |J_3| \gg |J_2|$, is found in both methods. These results can again be understood by considering the dominant hoppings. For the second and third nearest neighbors we discuss the $Z_2$- and $Z_3$-bonds, defined in Fig. 1(a). The hoppings between sites on a $Z_2$-bond are dominated by $t = t_{(xy,z')}$ and $t_2 = t_{(x,y)}$. For the $Z_3$-bond we find $t_3 = t_{(xy,y)}$, $t_5 = t_{(xy,y, z', z''y'})$, and $t_6 = t_{(z, z', z''y')}$ to be the largest. For second neighbors, the $d^9$ filling ensures that only the $t_{2g}$-$e_g$ hopping $\tilde{t}$ is relevant, which leads to a weak ferromagnetic interaction. This contribution is expected to be smaller than the nearest neighbor coupling by a factor $\sim (t_{2nn}/t_{nn})^2$, which explains the relative suppression. In contrast, for third neighbors, there are large $e_g$-$e_g$ hoppings that arise from ligand-assisted hopping paths such as $d_{x^2-y^2} \xrightarrow{\text{hop}} p_x \xrightarrow{\text{hop}} p_y \xrightarrow{\text{hop}} d_{x^2-y^2}$ that are enhanced by metal-ligand hybridization and the spatial extent of the ligand $p$-orbitals. This results in large third neighbor $t_5$ and $t_6$, producing significant third neighbor antiferromagnetic couplings, which tend to increase in magnitude across the series Cl-Br-I. In fact, with both projED and 4-state approaches, we find that $J_3/|J_1|$ increases toward a significant contribution across this series.

Regarding the single-ion anisotropy $A_c$, with both projED and 4-states methods, we generally find $A_c > 0$, with a magnitude that increases with the SOC strength of the ligand. This is compatible with bulk trends. For bulk NiCl$_2$, the single-ion anisotropy was determined to be finite, but small, i.e. below 0.01 meV. For bulk NiBr$_2$, SIA was experimentally estimated to be larger $A_c \approx 0.08 \pm 0.05$ meV, which is similar to the monolayer projED estimation $A_c \approx 0.1$ meV. While it is tempting to attribute this effect to an increase in the effective SOC of the metal via $d$-$p$ hybridization, the situation is not so simple, as outlined in Appendix C.

The classical ground states of the triangular Heisenberg model with isotropic ferromagnetic $J_1$ and competing FM or AFM $J_2, J_3$ have been thoroughly investigated in the past. Our estimated range of parameters are compatible with two possible magnetic ground states for NiX$_2$ monolayers, namely a ferromagnetic or an incommensurate helix with ordering wavevector $q_{2D} = (q, q)$, the latter displaying lower energy when $4J_3 \gtrsim |J_1| + |3J_2|$. The increasing trend of $J_3/|J_1|$ across the Cl-Br-I series indicates an enhanced tendency to stabilize incommensurate helimagnetism for heavier ligands, with NiCl$_2$ monolayer being very close to the FM-spiral phase boundary. These trends can be compared to their bulk counterparts, keeping in mind that interlayer interactions may also affect the magnetic properties of the latter.

Bulk NiCl$_2$ orders ferromagnetically in the plane $q_{2D} = (0, 0, 1.5)$ with an ordering wavevector $q_{3D} = (0, 0, 1.5)$ signalling AFM interlayer interaction between the planes. On the other hand, NiBr$_2$ and NiI$_2$ undergo a series of transitions: upon decreasing temperature, they both enter first a similar state to bulk NiCl$_2$ of antiferromagnetically coupled ferromagnetic sheets, but then upon decreasing $T$ further, they enter another, incommensurate spiral phase ($S$). For NiBr$_2$, the spiral displays a wavevector $(q, q, 1.5)$ with small $q \sim 0.03$ and spins lying in the plane of the layer. Such a phase can be understood in the context of a model with ferromagnetic $J_1$, antiferromagnetic $J_3$, and $A_c > 0$ with $J_3/|J_1| > 0.25$, as well as antiferromagnetic interlayer exchange, thus demonstrating a significant $J_3 > 0$ in the bulk materials. These parameter trends are fully consistent with our monolayer calculations.

For bulk NiI$_2$, the spiral develops concomitantly with a structural transition from rhombohedral to monoclinic cell and displays instead a wavevector $(q, 0, \sim 1.46)$, with $q \gtrsim 0.1$ and moments oriented in the plane perpendicular to one of the cubic axes ($\sim 35^\circ$ from the plane). Such an orientation is difficult to understand without invoking bond-dependent couplings referenced to the cubic axes. Since the ordering vector is perpendicular to a bond, the ordering pattern consists of stripes in which moments linked by one of the nearest neighbor bond types are always aligned in parallel. In the presence of a sizeable antiferromagnetic $K_1 > 0$, there is an energetic preference for the moments to align in the plane perpendicular to the associated cubic axis of the bond perpendicular to the $q$-vector. This is precisely what is observed experimentally. Thus the particular moment orientation should be taken as evidence for significant $K_1 > 0$ in bulk NiI$_2$. Albeit the larger ordering wavevector of bulk NiI$_2$ is still consistent with our prediction of increasing magnetic frustration across the Cl-Br-I series, the in-plane component of bulk $q_{3D}$ would suggest, within an isotropic Heisenberg model, a strong antiferromagnetic $J_3$. Such a significant deviation from expected and estimated trends for magnetic interactions in the NiX$_2$ class is difficult to rationalize, and one may wonder how appropriate it is to compare bulk and monolayer NiI$_2$. A recent experimental analysis of NiI$_2$ magnetic properties down to the monolayer limit via complementary optical techniques could not resolve the 2D ordering wavevector, both $q_{2D} = (q, q)$ and $(q, 0)$ being compatible with the detected symmetries. At the same time, a quite strong AFM interlayer interaction, $\sim 0.45|J_1|$, was deduced from the layer-dependent spiral transition temperature, much larger than the interlayer exchange of NiBr$_2$, $\sim 0.1|J_1|$. These facts suggest that other mechanisms, not included in the 2D model.
TABLE III. Exchange parameters (in meV) for the VX2 monolayer structures using the respective \((U_{avg}, J_{avg})\) parameters determined with cRPA for each material (see Table IV; extracted with the projED method (left) and the 4-states energy mapping method (right)).

| VX2 | projED | 4-states |
|-----|--------|----------|
|     | VCl2   | VBr2     | VI2     | VCl2 | VBr2 | VI2 |
| \(J_1\) | +4.9   | +3.6     | +2.6    | +4.2 | +2.5 | +0.6 |
| \(K_1\) | 0.     | 0.       | 0.      | 0.   | 0.   | -0.1 |
| \(\Gamma_1\) | 0.     | 0.       | 0.      | 0.   | 0.   | +0.1 |
| \(\Gamma_2\) | 0.     | 0.       | 0.      | 0.   | 0.   | 0.   |
| \(J_2\) | 0.     | +0.1     | +0.1    | 0.   | 0.   | +0.1 |
| \(J_3\) | 0.     | +0.1     | +0.1    | 0.   | +0.1 | +0.2 |
| \(A_c\) | 0.     | 0.       | 0.      | 0.   | 0.   | 0.   |

considered here, may play an important role in shaping the bulk magnetic properties of Ni2.

Finally, we note that a large nearest neighbor biquadratic exchange \(B (S_1 \cdot S_2)^2\) with \(B < 0\) was recently invoked to explain the collinear ground state of NiCl2, compared to non-collinear helimagnetic ground states of NiBr2 and NiI2. To test the possibility of larger \(B\), we also computed all higher order couplings using projED for the monolayer structure, which is capable of capturing 4-spin interactions. However, we find no 4-spin terms exceeding 0.01 meV. This result can be understood from the fact that \(B\) arises at order \(t^4/U^3\) in perturbation theory, and is generally expected to be significant for nearly itinerant electrons. Nonetheless, it could still be relevant for systems like NiCl2 that are at the verge of the FM-spiral phase transition and, as such, sensitive to other weak interactions not included in the model Eq. (I).

B. \(d^3\ S = 3/2\) materials VX2

For VX2 compounds, the exchange parameters extracted with both \(ab-initio\) methods are given in Table III. Good agreement is found both in magnitude and trends between 4-state and projED approaches.

We find antiferromagnetic (AFM) nearest neighbor Heisenberg coupling \(J_1\), with a decreasing magnitude as a function of the ligand atomic number. As outlined in Section III, the dominant hopping processes suggest a competition between antiferromagnetic and ferromagnetic contributions in VX2, resulting in a net antiferromagnetic interaction; the ligand-assisted hoppings become more important for the heavier ligands, leading to a stronger contribution of the ferromagnetic exchange and resulting in the overall decrease of \(|J_1|\) across the series Cl-Br-I.

The second and third nearest neighbor couplings, \(J_2\) and \(J_3\) respectively, turn out to be small generally. This can be understood considering the primary third neighbor hopping occurs between \(e_g\) orbitals via paths like \(e_g \leftrightarrow p \leftrightarrow p \leftrightarrow e_g\). For \(d^3\) filling, such hoppings are relevant to the magnetic couplings. As a result, the long-range interactions are suppressed compared to \(d^8\) filling. Similarly, consistent with the discussion in Section III, the bilinear anisotropic exchange is negligible, since the ligand SOC only makes relevant corrections to hopping between \(e_g\) orbitals.

Our results show consistency with behaviors experimentally observed in the VX2 bulk systems. Estimated intralayer nearest-neighbor exchange couplings fitting data from susceptibility, INS and NMR, were reported to be \(J_1 = +3.8\) meV and \(J_1 = +2.8\) meV, for bulk VCl2 and VBr2, which supports the \(ab-initio\) trends. Moreover, the AFM Néel 120° spin order was observed, with transition temperatures of \(T_N = 36\) K and 29 K, for the two systems respectively. In accordance with our \(ab-initio\) intralayer estimates, these results suggest that monolayer VCl2 and VBr2 can be sufficiently described by short-range AFM interactions. Given the absence of anisotropic couplings, we would expect these ordering temperatures to be significantly reduced in monolayers. However, the ordering pattern is not expected to differ.

At variance, the physics of VI2 appears less obvious. Bulk VI2 displays AFM 120° correlations at high temperature, but ultimately orders at \(T_N = 14.4\) K into an AFM collinear zigzag stripe order. No experimental estimates of \(J_1\) are available (to the best of our knowledge). However, the lower \(T_N\) values with respect to VCl2 and VBr2 suggest reliability of our \(ab-initio\) estimates: the former suggests energetic competition between AFM phases that could be ascribed to the non-zero intralayer \(J_3\) contribution estimated in monolayer VI2; the latter supports the argued \(J_1\) decrease across the series Cl-Br-I (Table III).

C. \(S = 5/2\) materials MnX2

As discussed in Section III, the magnetic exchange interactions in MnX2 are expected to be relatively suppressed as a consequence of the large energy cost for transfer of electrons between metal sites. This is indeed what is found with both projED and 4-state approaches, as detailed in Table IV. Due to the partially filled \(e_g\) orbitals, \(J_1\) obtained with projED has to be corrected, with \(\delta J_1 \sim -0.4\) to -0.9 meV (see Appendix B). The nearest-neighbor Heisenberg \(J_1\) exchange is found to be antiferromagnetic, with little variation with ligand elements, in contrast to the behaviors discussed for NiX2 and VX2. Anisotropic exchange associated with the \(e_g \leftrightarrow p \leftrightarrow p \leftrightarrow e_g\) hopping processes should be finite, but it represents only a small fraction of the total contributions, and is therefore negligible. With both approaches we find longer range couplings \(J_2\) and \(J_3\) in the range 0.01 to 0.1 meV, which may be significant given the relative suppression of \(J_1\).

Consistently with the nearly suppressed magnetic exchange interactions, very low experimental transition
temperatures are reported for the bulk MnX₂ systems. Particularly, bulk MnCl₂ and MnBr₂ exhibit two successive transitions at $T_{N1} = 1.96 \text{K}$, $T_{N2} = 1.81 \text{K}$, and $T_{N1} = 2.32 \text{K}$, $T_{N2} = 2.17 \text{K}$ respectively. In both cases, the intermediate phase has been identified as an incommensurate phase, and the low-temperature structure as a double stripe order phase. Bulk MnI₂ exhibits even three subsequent magnetic transitions below 4 K. The lowest temperature phase was identified as a spiral order with an incommensurate wavevector. Given the very small magnitude of the exchange couplings and large $S = 5/2$, we agree with previous speculations that long-range dipolar interactions may ultimately be relevant for both, bulk and monolayer systems.

V. CONCLUSIONS

With this study we investigated the effective magnetic models in the monolayer family of triangular lattice materials $MX_2$ ($M=\{V, Mn, Ni\}$, $X=\{Cl, Br, I\}$), where spin-orbit coupling effects are dominantly caused by the ligand element. We also took the opportunity of such a larger study to benchmark two ab-initio methods used to extract effective spin models for real materials.

Considering the very different nature of the two ab-initio-based methods considered here, the results agree remarkably well in terms of signs and trends in the relative magnitudes. The points of disagreement are typically the overall magnitude. Among others, this may be assigned to the implementation of the parameter values $U_{av}$ and $J_{av}$, since they enter either in the Hubbard Hamiltonian for projED, or in the DFT+U framework for the 4-states method. For consistency, we compared both methods using the same parameter values in spite of the fact that this may not be the ideal parameter set especially for the 4-states method. On the other hand, in the 4-states method an overall linear dependence varying these parameters was found (compare Table [IX]) while the projED method relies stronger on choosing appropriate parameter sets such as the ones used in this work, obtained with cRPA. In the case of half-filled $d_e$ orbitals for the projED method ferromagnetic contributions from additional processes have to be considered, which we estimated here via perturbation theory.

Regarding the magnetic parameters for the triangular lattice compounds in general, we find trends for the monolayer structures consistent with expectations based on experimental observations in the bulk case. Noticeably, for monolayer NiI₂ we do find sizeable Kitaev coupling suggested in previous works [81, 47], as well as large ferromagnetic $J_1$ and significant antiferromagnetic $J_3$ isotropic couplings. The VX₂ monolayer structures can all be described well in the framework of nearest neighbor AFM Heisenberg models, and the MnX₂ materials reveal overall suppressed magnetic exchange, hinting at long-range dipolar interactions as potentially the most important factor for the magnetic ground state.

Finally, already the use of simplified models made it possible to understand the underlying mechanism of the magnetic exchange in the triangular MX₂ compounds. Consideration of two dominant hopping parameters enabled us to identify the (anti-)ferromagnetic nature of $J_1$ in the $(d^3)$ $d^8$ materials, including the trends of additional or competing ferromagnetic contributions for larger ligands. Our analysis further allows for a physical insight in the peculiar situation of $d^8$ materials, displaying i) significant enhancement of the third-nearest-neighbor exchange interaction $J_3$, especially when compared to shorter-range $J_2$, and ii) substantial anisotropic exchange/Kitaev interactions, increasing with ligand atomic number. The first effect can be understood only if the specific hopping interactions and involved orbital states contributing to the exchange interactions are properly taken into account: as the hopping processes relevant for $J_2$ and $J_3$ are fundamentally different, the conventional expectation that exchange interaction should roughly scale with the inverse of the bond length is, at best, inaccurate. Additionally, $J_3$ is dominated by ligand-assisted hopping processes, and as such can be directly tuned by the metal-ligand hybridization (hence by appropriate choices of the ligand). Similarly, relativistic anisotropic exchanges arise mostly from ligands spin-orbit coupling, which tunes through ligand-assisted hoppings the effective SOC between the magnetic ions and strongly modifies its matrix elements as compared to the atomic limit. It follows that the resulting strength of the anisotropic exchange found in $d^8$ materials is mostly driven by the atomic SOC of the ligands, as well as by the metal-ligand hybridization again. The emerging picture thus possibly suggests strategies to enforce magnetic frustration and Kitaev-type interactions, both sought for in the quest of exotic magnetic phases, alternative to existing ones based mostly on suitable choices of heavier $(4d$ or $5d$) transition metals.
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Appendix A: Relation between exchange values in crystallographic and cubic coordinate systems

The parameterization convention used in the main text follows the extended Heisenberg-Kitaev model with focus on the bond-dependent Ising-like Kitaev interaction. With this convention it is easy to identify such general bond-dependent parameters. For example, on a Z1-bond between sites l and m, the magnetic exchange matrix is defined as follows:

\[ J_{lm} = \begin{pmatrix} J & \Gamma & \Gamma' \\ \\ \Gamma & J & \Gamma' \\ \Gamma' & \Gamma' & J + K \end{pmatrix} \]  

(A1)

while on an X1-bond it can be determined by C3 rotation about the out-of-plane axis arriving at:

\[ \tilde{J}_{lm} = \begin{pmatrix} J + K & \Gamma' & \Gamma' \\ \Gamma' & J & \Gamma' \\ \Gamma' & \Gamma' & J \end{pmatrix} \]  

(A2)

Alternatively, the interactions can also be expressed in a coordinate system oriented along the crystal axes (ab\textsuperscript{c}, where \textit{b} is perpendicular to \textit{a} and \textit{c}. By symmetry, the magnetic exchange on a bond along the \textit{a} axis (e.g. Z1-bond) can be parametrized with:

\[ \tilde{J}_{lm} = \begin{pmatrix} J_{aa} & 0 & 0 \\ 0 & J_{bb'} & J_{bc'} \\ 0 & J_{bc'} & J_{cc} \end{pmatrix} \]  

(A3)

The corresponding exchange matrix on the X1-bond can then be again obtained by C3 rotation about the \textit{c} axis:

\[ \tilde{J}_{lm} = \begin{pmatrix} \frac{1}{2}(J_{aa} + 3J_{bb'}) & -\sqrt{\frac{3}{4}}(J_{aa} - J_{bb'}) & -\sqrt{\frac{3}{2}}J_{bc'} \\ -\sqrt{\frac{3}{4}}(J_{aa} - J_{bb'}) & \frac{1}{2}(3J_{aa} + J_{bb'}) & -\frac{1}{2}J_{bc'} \\ -\sqrt{\frac{3}{2}}J_{bc'} & -\frac{1}{2}J_{bc'} & J_{cc} \end{pmatrix} \]  

(A4)

Both approaches are equivalent and can be directly translated into each other via the following relations:

\[ J = \frac{1}{6} \left(3J_{aa} + J_{bb'} + 2J_{cc} + 2\sqrt{2}J_{bc'}\right) \]  

(A5)

\[ K = \frac{1}{2} \left(-J_{aa} + J_{bb'} - 2\sqrt{2}J_{bc'}\right) \]  

(A6)

\[ \Gamma = \frac{1}{6} \left(-3J_{aa} + J_{bb'} + 2J_{cc} + 2\sqrt{2}J_{bc'}\right) \]  

(A7)

\[ \Gamma' = \frac{1}{6} \left(-2J_{bb'} + 2J_{cc} - \sqrt{2}J_{bc'}\right) \]  

(A8)

Independent of the coordinate system, the exchange matrix can conventionally be decomposed into three distinct contributions. The fully isotropic part with respect to spin orientation—in contrast to bond anisotropy—corresponds to $J_{iso}^{lm} = \frac{1}{4} \text{Tr}(J_{lm})$. In the case of the cubic coordinate system with Eq. (A1), this would correspond to $J_{iso}^{lm} = J + K/3$. The anisotropic terms with respect to spin orientation are composed of the symmetric term, $J_{iso}^{lm} = \frac{1}{2}(J_{lm} + J_{ml})$, and the anti-symmetric term $J_{iso}^{lm} = \frac{1}{2}(J_{lm} - J_{ml})$. The latter vanishes in the presence of an inversion center in the middle of the bond, as it is the case for the materials investigated in this work.

Appendix B: Methods

1. Monolayer MX\textsubscript{2} structures

Within the projED and 4-state methods, calculations have been performed on fixed triangular MX\textsubscript{2} monolayer structures, which have been fully relaxed through structural relaxations as implemented in VASP\textsuperscript{[18]} within the generalized gradient approximation (GGA) and Perdew–Burke–Ernzenhof (PBE)\textsuperscript{[19]} functional. Particularly, no Hubbard–U and SOC corrections were employed for all the structures’ optimization, whereas different magnetic orderings were considered according to calculated energetics (i.e. lowest energy configuration without SOC contribution): FM order for NiX\textsubscript{2} systems, consistent with previous works\textsuperscript{[17]} and 120° AFM order for MnX\textsubscript{2} and VX\textsubscript{2} systems. The obtained in-plane lattice parameters (|\textit{a}| = |\textit{b}|) are reported in Table V the \textit{c} length was fixed to 20.8 Å, to insert a vacuum distance between periodic repetition of the layers along this direction.

| Material | calc. exp\textsuperscript{[18]} | calc. exp\textsuperscript{[18]} | calc. exp\textsuperscript{[18]} |
|----------|----------------|----------------|----------------|
| NiCl\textsubscript{2} | 3.49 3.48 | 3.54 3.6 | 3.70 3.71 |
| NiBr\textsubscript{2} | 3.69 3.7 | 3.75 3.77 | 3.88 3.89 |
| NiI\textsubscript{2} | 3.96 3.9 | 4.05 4.06 | 4.15 4.15 |
| MnCl\textsubscript{2} | 3.49 3.48 | 3.54 3.6 | 3.70 3.71 |
| MnBr\textsubscript{2} | 3.69 3.7 | 3.75 3.77 | 3.88 3.89 |
| MnI\textsubscript{2} | 3.96 3.9 | 4.05 4.06 | 4.15 4.15 |

TABLE V. In-plane lattice parameters in angstrom (Å) for the studied triangular MX\textsubscript{2} monolayer systems. Values obtained from DFT-calculations are compared with corresponding experimental data for bulk structures.
2. Constrained RPA

We estimated the electronic two-particle interaction terms with the constrained random-phase approximation (cRPA)\(^{62,63}\) as implemented in the FH-im-gap code.\(^{89}\) The approach is similar to a recent cRPA study\(^{51}\) applied here for the discussed relaxed monolayer structures and considering the full five 3d orbitals of the metal elements in each case. The atomic-like spherical symmetric expressions for \(d\) block electrons derived from Slater integrals\(^{52}\) \(F_k\) can be obtained via the following relations (for orbitals \(\alpha, \beta\) and angular momentum quantum number \(l\)):

\[
U_{\text{avg}} = \frac{1}{(2l+1)^2} \sum_{\alpha\beta} U_{\alpha\beta} = F_0, \quad (B1)
\]

\[
J_{\text{avg}} = \frac{7}{5} \frac{1}{2l(2l+1)} \sum_{\alpha\neq\beta} J_{\alpha\beta} = \frac{F_2 + F_4}{14}. \quad (B2)
\]

3. ProjED

The ProjED method\(^{53}\) consists of two main steps. First, an effective electronic multi-orbital Hubbard Hamiltonian \(\mathcal{H}_{\text{tot}}\) is determined:

\[
\mathcal{H}_{\text{tot}} = \mathcal{H}_{\text{hop}} + \mathcal{H}_U, \quad (B3)
\]

\[
\mathcal{H}_{\text{hop}} = \sum_{l,m,\alpha\beta} \sum_{\sigma\sigma'} t_{l\alpha,m\beta}^{\sigma\sigma'} c_{l\alpha \sigma}^\dagger c_{m\beta \sigma'}, \quad (B4)
\]

\[
\mathcal{H}_U = \sum_{l,\alpha\beta\gamma\delta} U_{l\alpha\beta\gamma\delta}^{\sigma\sigma'} c_{l\alpha \sigma}^\dagger c_{l\beta \sigma'} c_{l\gamma \sigma'} c_{l\delta \sigma}, \quad (B5)
\]

where \(\{l,m\}\) are site, \(\{\alpha, \beta\}\) orbital and \(\{\sigma, \sigma'\}\) spin indices. \(\mathcal{H}_{\text{hop}}\) describes non-magnetic hopping processes between the 3d electronic (spin-)orbitals of the transition metals \(M = \{\text{Ni, V, Mn}\}\) and \(\mathcal{H}_U\) the respective two-particle Coulomb interaction. The hopping parameters were computed \textit{ab-initio} using the Full Potential Local Orbital\(^{43}\) (FPLO) code within the generalized gradient approximation\(^{42}\) (GGA) for each monolayer structure. The hopping parameters are extracted via Wannier projection based on full relativistic non-spin-polarized band structures. This allows to effectively consider the influence of the heavy ligands involved, especially in the case of the ML\(_2\) series, and results in complex hopping parameters. To ensure consistent treatment of the two-particle Coulomb interaction within the investigated series, the Coulomb parameters were extracted for each material within the cRPA method, as described above.

In a second step, an effective spin Hamiltonian is extracted:

\[
\mathcal{H}_{\text{eff}} = \mathbb{P} \mathcal{H}_{\text{tot}} \mathbb{P} = \sum_{lm\mu\nu} J_{lm}^{\mu\nu} S_l^\mu S_m^\nu \quad (B6)
\]

with \(\mu, \nu \in \{x, y, z\}\). The projection operator \(\mathbb{P}\) projects the electronic Hamiltonian onto its low-energy subspace and then maps onto the respective spin operator representation. The low-energy eigenstates, required for the first step, are computed via exact diagonalization of the five-orbital electronic Hamiltonian on finite two-site clusters. After reducing the Hilbert space onto an energetic regime where spin degrees of freedom are sufficient to describe the relevant configuration of the Hamiltonian can be mapped from the electronic onto the spin picture using Stevens operators. In case of \(S = 1/2\) this would correspond to the well-known Pauli matrices.

Estimating exchange parameters in the above introduced \(d\)-only basis, ferromagnetic corrections arising from exchange processes with multiple holes on a single ligand are omitted. These contributions are dominantly relevant for the isotropic interaction in materials with partially filled \(e_g\) orbitals, since \(p\) orbitals hybridize predominantly with \(e_g\) orbitals. We estimate \(\delta J_I\) for the relevant fillings via perturbation theory.

For \(d^5\) filling, the ferromagnetic correction to the ProjED results can then be estimated by:

\[
\delta J_1 = - \frac{1}{S^2} \frac{(t_{pd}^e)^4 J_H^p}{\Delta_{pd}^2 (\Delta_{pd} + U_p/2)^2} \quad (B7)
\]

where \(\Delta_{pd}\) is the charge transfer energy from \(d\) to \(p\) orbitals, \(U_p\) is the excess ligand Coulomb repulsion, \(J_H^p\) is the ligand Hund’s coupling, and \(t_{pd}^e\) is the \(e_g-p\) hopping integral in the Slater-Koster scheme. On the basis of non-relativistic band-structure calculations, we estimate \(t_{pd}^e \sim 1\) eV and \(\Delta_{pd} \sim 3\) to 4 eV for NiX\(_2\), while we take \(U_p \sim 4\) eV, \(J_H^p \sim 0.3 U_p\) following Ref.\(^{83}\).

For \(d^3\) filling, the ferromagnetic correction can be approximated by:

\[
\delta J_1 = - \frac{3}{S^2} \frac{(t_{pd}^e)^4 J_H^p}{\Delta_{pd}^2 (\Delta_{pd} + U_p/2)^2} \quad (B8)
\]

where we estimate the \(t_{2g-p}\) hopping \(t_{pd}^e \sim 0.7\) eV, and \(\Delta_{pd} \sim 4\) to 5 eV. Again, we may take \(U_p \sim 4\) eV, \(J_H^p \sim 0.3 U_p\) following Ref.\(^{83}\). This provides an estimate of \(\delta J_1 \sim -0.3\) to \(-0.7\) meV. The correction is significantly reduced compared to the NiX\(_2\) compounds due to the weaker \(t_{2g-p}\) hybridization. As a result, the couplings are well approximated by the \(d\)-only terms.

For \(d^5\) filling, \(\delta J_I\) may be estimated via:

\[
\delta J_1 = - \frac{1}{S^2} \frac{[4(t_{pd}^e)^4 + 2(t_{pd}^e)^2(t_{pd}^p)^2 + 3(t_{pd}^e)^4] J_H^p}{\Delta_{pd}^2 (\Delta_{pd} + U_p/2)^2}. \quad (B9)
\]

Taking \(t_{pd}^e \approx 1\) eV, \(t_{pd}^p \approx 0.7\) eV, \(\Delta_{pd} \approx 4\) to 5 eV, \(U_p \approx 4\) eV, and \(J_H^p \approx 0.3 U_p\)\(^{53}\) yields an estimate of the correction to \(\delta J_1 \sim -0.4\) to \(-0.9\) meV.

Extracting the local single-ion anisotropy, we considered a linked-cluster expansion including two-site clusters in order to take contributions from nearest neighbor interactions next to the local contributions into account.

For further neighbor interactions, two-site clusters are used with hopping parameters between the relevant sites.
Note that this procedure neglects contributions through indirect hopping paths that involve more than two magnetic sites, but is unavoidable for fillings approaching half-filling due to the computationally demanding exact diagonalization step. Especially for long-range interactions such as $J_3$ this approximation may be cautiously examined. For the NiX$_2$ series we tested the neglected contributions via linked cluster expansion, as used previously with projED [31] including up to three magnetic sites. At least for this class of materials we find only minor modifications below 1%.

4. 4-state total energies

The estimate of the magnetic interaction parameters employing the “4-state method” relies on DFT calculations of the total energies associated to various spin configurations to be mapped on the classical spin Hamiltonian written in Eq. [1]. This approach is known as energy-mapping analysis. Specifically, the 4-state energy mapping method, which is explained in detail in Refs [15] and [32] allows us to extract the magnetic exchange interaction, both the isotropic and anisotropic contributions, between a selected pair of magnetic sites by performing DFT plus SOC energy calculations on four ordered non-collinear spin states. It is based on the use of supercells, which allow to exclude couplings with unwanted distant neighbors. The method is however tied to the choice of DFT basis, implementation of exchange correlation functional used in DFT and to specific computational parameters (i.e. k-points sampling, Hubbard U corrections within DFT+U, etc.).

In this work, we performed calculations of the SIA, first- and second-neighbors interaction using a $5 \times 4 \times 1$ supercell, while a $6 \times 3 \times 1$ supercell was used for the estimate of the third-neighbors interaction. Such large cells should exclude a significant influence from next neighbors. We built supercells from the periodic repetition of the MX$_2$ monolayer unit cell; structural details are reported in Sec. [IV]

By means of this method we can obtain all the elements of the exchange tensor for a chosen magnetic pair, thus gaining direct access to the symmetric anisotropic exchange part (or two-ion anisotropy) and the antisymmetric anisotropic part (the DM interaction) of the full exchange. In particular, we performed direct calculations on the magnetic M-M pairs parallel to the crystallographic $a$ direction (Fig. [I]), determining the exchange tensor reported in Eq. [A3]. The interaction between the five other nearest-neighbor pairs can be evaluated via the three-fold rotational symmetry, as in Eq. [A4]. In all our systems, the tensor turned out to be symmetric or, equivalently, any anti-symmetric (DM-like) contribution was found to be negligible.

### Table VI. Non-relativistic, non-spin-polarized hopping parameters for a generic Z-bond, considering only symmetry restrictions, as well as hopping parameters (in meV) for VCl$_2$ on a Z$_1$-, Z$_2$-, and Z$_3$-bond as defined in Fig. [I]. The dominant hoppings are highlighted for Z$_1$ ($t_3$, $t_1$), Z$_2$ ($t_2$, $t_3$) and Z$_3$ ($t_2$, $t_5$, $t_6$).

|                  | generic Z-bond | $Z_1$-bond VCl$_2$ | $Z_2$-bond VCl$_2$ | $Z_3$-bond VCl$_2$ |
|------------------|----------------|---------------------|---------------------|---------------------|
|                  | $d_{xy}$  $d_{xz}$  $d_{yz}$  $d_{x^2-y^2}$  $d_z$ | $d_{xy}$  $d_{xz}$  $d_{yz}$  $d_{x^2-y^2}$  $d_z$ | $d_{xy}$  $d_{xz}$  $d_{yz}$  $d_{x^2-y^2}$  $d_z$ | $d_{xy}$  $d_{xz}$  $d_{yz}$  $d_{x^2-y^2}$  $d_z$ |
|                  | $t_3$ $t_4$ $t_2$ 0 $t$ | $-248$ $10$ $10$ $0$ $121$ | $10$ $68$ $30$ $0$ $-3$ | $10$ $30$ $68$ $0$ $-3$ |
|                  | $t_4$ $t_1$ $t_2$ $t_8$ $t_7$ | | $68$ | |
|                  | $t_5$ $t_1$ $t_2$ $t_8$ $t_7$ | | | |
|                  | $d_{x^2-y^2}$ | $-t_8$ $t_8$ $t_5$ | $0$ | $0$ $0$ $-90$ $0$ |
|                  | $t_6$ $t_7$ $t_5$ | $t_6$ | | |
|                  | | $121$ $-3$ $-3$ $0$ $-2$ | | |
|                  | | | | |
|                  | | | | |
|                  | | | | |

### Appendix C: Details of non-spin-polarized hopping parameters

To understand the microscopic mechanisms dictated by symmetry considerations of the space group $P3m1$ (164) it is insightful to first consider the underlying electronic processes, which we model with an effective tight-binding Hamiltonian reduced on the magnetic ions $M$. The corresponding Hamiltonian is given in Eq. [B3]. The hopping parameters discussed in this section were obtained using the Full Potential Local Orbital (FPLO) code within the generalized gradient approximation (GGA) and served in the relativistic case as basis for the projED results in the main text.

#### a. Effects without spin-orbit coupling

We first consider the case without spin-orbit coupling effects. In this case $t_{\sigma\sigma'} = t_{\sigma\sigma'}^{\alpha\beta} \delta_{\sigma\sigma'}$.

Let us consider the symmetry restrictions on first, second and third neighbor bonds, which can be all described by the same reduced matrices due to $2/m$ symmetry at their bond center. For this discussion, we focus on Z$_1$-, Z$_2$ and Z$_3$-bonds, which can be related to the other first, second and third neighbor bonds by the appropriate symmetry operations of the crystal. The Z$_1$ and Z$_2$ bonds are parallel to the crystallographic $a$ direction, in cubic coordinates along [110] and the corresponding C$_2$ rotation axis is parallel to the bond. The Z$_3$ bond is perpendicular to that bond, in cubic coordinates along the [112] direction. Since in this case the C$_2$ axis is perpendicular to the bond and in-plane, it turns out to be parallel to the C$_2$ axes of the Z$_1$ and Z$_3$ bond and the same restrictions
on the hopping matrices are valid in this case.

In Table VII we list the generic hopping matrix on a Z-bond with 2/m symmetry at the bond center. The hopping matrix between \( t_{2g} \) orbitals is fully determined by four parameters \( t_{1,4} \), following the convention introduced in Ref. [55]. For a perfect octahedral geometry of the ligands \( t_4 = 0 \). In the materials considered, the octahedra do not deviate too strongly from a perfect shape, hence \( t_4 \) is generally small, as can be seen for the hopping parameters listed for the example case NiCl\(_2\). Following from the Slater-Koster integrals in a 90° M-X-M geometry, \( t_2 \) is dominated by ligand-assisted hopping processes, while \( t_1 \) and \( t_3 \) arise mainly from direct hopping.

Hopping between \( t_{2g} \) and \( e_g \) orbitals is constrained to three parameters, \( t \), \( t_7 \), and \( t_8 \). However, if the considered bond lies within a mirror plane, \( t_7 \) and \( t_8 \) vanish. While this is not a symmetry of the crystal, it is a symmetry of a single bond Ni\(_2\)Cl\(_4\) molecule. In the crystal, these hoppings are hence finite, but small. Consequently, the ligand-assisted \( t \) dominates the exchange between \( t_{2g} \) and \( e_g \) orbitals.

Finally, hopping between \( e_g \) orbitals can be described with two parameters \( t_5 \) and \( t_6 \), where the off-diagonal terms vanish due to the 2/m symmetry. These hoppings turn out to be important for further neighbor interactions on e.g. the Z\(_3\)-bond.

### b. Effects of spin-orbit coupling

As mentioned in the main text, the Hamiltonian \( \mathcal{H}_{\text{hop}} = \sum_{lm} \sum_{\alpha\beta} \sum_{m\beta} \{ t_{\alpha\beta}^m I + \frac{1}{2} (\lambda_{\alpha\beta}^m \cdot \sigma) \} \) is suitable to describe hopping processes including spin-orbit coupling effects. In Table VII, we list for the example case Vi\(_2\) the hopping parameters on-site and for the Z\(_1\)-bond.

The on-site hopping parameters can be directly compared to the analytic expressions of the matrix elements in \( \lambda_{\text{eff}} \mathbf{L} \cdot \mathbf{S} \) for \( d \) orbitals in the atomic limit:

\[
\begin{array}{c|cccccc}
\lambda_x & d_{xy} & d_{xz} & d_{yz} & d_{z^2,y^2} & d_{z^2} \\
\hline
d_{xy} & 0 & 0 & 0 & 0 & 0 \\
d_{xz} & 0 & 0 & -\lambda_{\text{eff}} & 0 & 0 \\
d_{yz} & 0 & \lambda_{\text{eff}} & 0 & 0 & 0 \\
d_{z^2,y^2} & -2\lambda_{\text{eff}} & 0 & 0 & 0 & 0 \\
d_{z^2} & 0 & 0 & 0 & 0 & 0 \\
\end{array}
\]

(C1)

### TABLE VII. Relativistic hopping parameters \( \lambda_{\nu} \) (in meV) for Vi\(_2\) on-site and on a Z\(_1\)-bond as defined in Fig. 1 with \( \nu \in \{x, y, z\} \) and \( \mathcal{H}_{\text{hop}} = t_{\nu}^m I + \frac{1}{2} \lambda_{\nu}^m \cdot \sigma \).

\[
\begin{array}{cccccccc}
\lambda_x & d_{xy} & d_{xz} & d_{yz} & d_{z^2,y^2} & d_{z^2} \\
\hline
d_{xy} & 0 & 0 & \lambda_{\text{eff}} & 0 & 0 \\
d_{xz} & 0 & \lambda_{\text{eff}} & 0 & 0 & 0 \\
d_{yz} & -\lambda_{\text{eff}} & 0 & 0 & 0 & 0 \\
d_{z^2,y^2} & 0 & 0 & \lambda_{\text{eff}} & 0 & 0 \\
d_{z^2} & 0 & 0 & \sqrt{3}\lambda_{\text{eff}} & 0 & 0 \\
\end{array}
\]

(C3)

As discussed in the main text, comparison to the values obtained for the monolayer structures (see Table VII for the example case Vi\(_2\)) does not allow to identify one unique effective spin-orbit coupling strength \( \lambda_{\text{eff}} \). This can be attributed to the fact that spin-orbit coupling effects arise mainly from the heavy ligand \( p \) elements (here I), not the metal \( d \) elements (here V).

On a nearest neighbor bond, one can assume that the crystal-field effects at the ligand site split the \( p \)-levels, such that the \( p_z \) orbital is split off from the \( p_x \) and \( p_y \). This suggests that the \( z \)-component of the SOC at the ligand dominates the effect, which couples the \( p_x \) and \( p_y \) orbitals. In this case, the SOC at the ligand, when projected into the \( d \)-orbital Wannier functions, results in a complex hopping \( \lambda_{z^2,y^2,z^2} \). A similar analysis of this situation was done in Ref. [50].

### Appendix D: Spin-polarized Wannier function analysis

For completion, we discuss in this section spin-polarized nearest neighbor hopping integrals to give fur-
ther insight into the microscopic mechanism behind the magnetic couplings in the cases of monolayer $MCl_2$ ($M=[V, Mn, Ni]$). After a DFT calculation was performed by using the VASP code$^{28}$ and GGA+$U$ functional with $U = 1.8$ eV and $J_1 = 0.8$ eV, the hopping parameter $t_{dd}^\text{eff}$ between the transition-metal sites was extracted via the Maximally Localized Wannier Functions (MLWFs) as constructed from projection of five transition-metal $d$ states and six ligand $p$ states$^{33}$. The shapes of the $d$-orbital MLWFs are shown in Fig. 5(a). Note that the dp-pd hybridization process is implicitly included in $t_{dd}^\text{eff}$ hopping since the Wannier function has delocalized character reflecting the hybridization with the surrounding ligands’ $p$ orbital states. The orbital-dependent hopping integrals between the first nearest neighbour $M$ sites were calculated in ferromagnetic spin configuration.

Figure 4 shows the density of states projected onto $M$-$d$ and $Cl$-$p$ orbital states. Strong hybridization between $M$-$d$ and $Cl$-$p$ orbitals can be seen in the cases of NiCl$_2$ and MnCl$_2$, but not in VCl$_2$, resultant from the different $d$ electron filling. The CFS causes large band gap between $e_g$ and $t_{2g}$ orbital states in Ni minority-spin state and V majority-spin state.

TABLE VIII. Hopping integrals $t_{dd}^\text{eff}$ (meV) calculated via spin-polarized MLWFs basis set for first nearest neighbor coupling in ferromagnetic spin configuration.

|       | NiCl$_2$ | VCl$_2$ | MnCl$_2$ |
|-------|----------|---------|----------|
| $t_3$ | -77      | -250    | -81      |
| $t$   | 37       | -33     | 0.5      |

As mentioned in Section [III.B], the nearest neighbor exchange coupling can be explained by the hopping integrals between $d_{xy}$ and $d_{xy}$ orbitals and $d_{xy}$ and $d_{z^2}$ orbitals, namely, $t_3$ and $t$. Table VIII lists the calculated hopping parameters through the spin-polarized Wannier functions.

In NiCl$_2$, weak ferromagnetic exchange is attributed to $t$ ($= 37$ meV) hopping between filled $t_{2g}$ state and empty $e_g$ state. Since the $t_{2g}$ state is fully occupied, $t_3$ hopping does not play any role in the exchange interaction.

In VCl$_2$, $t_{2g}$ state is fully occupied while $e_g$ state is empty. It is found that anti-parallel-spin-favored $t_3$ hopping is much stronger than parallel-spin-favored $t$ hopping. As shown in Fig. 5(b) and (c), $t_3$ hopping is direct $d$-$d$ hopping while $t$ hopping is $dp(\sigma)$-$pd(\pi)$ indirect hopping. This result is consistent with what was discussed in Section [III.B].

In MnCl$_2$, $d^5$ electron fully occupies the majority spin state and opens a wide band gap. As being speculated, this leads to weak exchange interaction while $|t_3| >> |t|$ condition results in anti-parallel spin exchange interaction.

Appendix E: Exchange parameters for alternative $U_{\text{avg}}$ and $J_{\text{avg}}$ values

To provide context of the dependence on the Coulomb repulsion $U_{\text{avg}}$ and Hund’s coupling $J_{\text{avg}}$, we list in Table IX the exchange parameters extracted with projED and the 4-states method for $(U_{\text{avg}}, J_{\text{avg}}) = (1.8, 0.8)$ eV. These parameters were chosen previously by some of the
TABLE IX. Exchange parameters (in meV) for the MX$_2$ monolayer structures using ($U_{\text{avg}}, J_{\text{avg}}$) = (1.8, 0.8) eV; extracted with the projED method (left) and the 4-states energy mapping method (right).

\begin{tabular}{c|ccc|ccc|ccc|ccc}
 & projED & & & & & & & & & & & 4-states \\
 & NiCl$_2$ & NiBr$_2$ & NiI$_2$ & & & & & & & & & NiCl$_2$ & NiBr$_2$ & NiI$_2$
\hline
$J_1$ & -2.2 & -2.1 & -2.5 & & & & & & -5.1 & -6.0 & -8.0 & & & & \\
$K_1$ & 0. & +0.1 & +1.3 & & & & & & 0. & +0.2 & +3.2 & & & & \\
$\Gamma_1$ & 0. & 0. & 0. & & & & & & 0. & 0. & 0. & & & & \\
$\Gamma'_1$ & 0. & 0. & -0.1 & & & & & & 0. & 0. & -0.2 & & & & \\
$J_2$ & -0.1 & -0.1 & -0.1 & & & & & & -0.1 & -0.1 & -0.3 & & & & \\
$J_3$ & +1.2 & +1.7 & +2.4 & & & & & & +1.7 & +2.9 & +5.8 & & & & \\
$A_0$ & 0. & +0.1 & +0.7 & & & & & & 0. & 0. & +0.6 & & & & \\
\end{tabular}

\begin{tabular}{c|ccc|ccc|ccc|ccc}
 & projED & & & & & & & & & & & 4-states \\
 & VCl$_2$ & VBr$_2$ & VI$_2$ & & & & & & & & & VCl$_2$ & VBr$_2$ & VI$_2$
\hline
$J_1$ & +7.8 & +5.0 & +2.6 & & & & & & +8.6 & +5.1 & +1.8 & & & & \\
$K_1$ & 0. & 0. & 0. & & & & & & 0. & 0. & 0. & & & & \\
$\Gamma_1$ & 0. & 0. & 0. & & & & & & 0. & 0. & 0. & & & & \\
$\Gamma'_1$ & 0. & 0. & 0. & & & & & & 0. & 0. & 0. & & & & \\
$J_2$ & 0. & +0.1 & +0.1 & & & & & & 0. & 0. & +0.1 & & & & \\
$J_3$ & 0. & +0.1 & +0.1 & & & & & & -0.1 & +0.2 & +0.3 & & & & \\
$A_0$ & 0. & 0. & -0.1 & & & & & & 0. & 0. & 0. & & & & \\
\end{tabular}

\begin{tabular}{c|ccc|ccc|ccc|ccc}
 & projED & & & & & & & & & & & 4-states \\
 & MnCl$_2$ & MnBr$_2$ & MnI$_2$ & & & & & & & & & MnCl$_2$ & MnBr$_2$ & MnI$_2$
\hline
$J_1$ & +1.2 & +1.0 & +0.9 & & & & & & +0.4 & +0.3 & +0.3 & & & & \\
$K_1$ & 0. & 0. & 0. & & & & & & 0. & 0. & 0. & & & & \\
$\Gamma_1$ & 0. & 0. & 0. & & & & & & 0. & 0. & 0. & & & & \\
$\Gamma'_1$ & 0. & 0. & 0. & & & & & & 0. & 0. & 0. & & & & \\
$J_2$ & 0. & 0. & +0.1 & & & & & & 0. & 0. & +0.1 & & & & \\
$J_3$ & +0.1 & +0.1 & +0.1 & & & & & & +0.1 & +0.1 & +0.1 & & & & \\
$A_0$ & 0. & 0. & 0. & & & & & & 0. & 0. & 0. & & & & \\
\end{tabular}

Not surprisingly, the trends agree with the parameters listed in the main text in Tables II to IV for the values determined with constrained RPA. The overall tendency toward larger absolute values in both methods can be assigned to the smaller Coulomb repulsion, which results in an overall increase of the magnetic exchange.

* These two authors contributed equally.
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