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Abstract

In this article we define and investigate statistical operators and an entropy functional for Bernstein stochastic processes associated with hierarchies of forward-backward systems of decoupled deterministic linear parabolic partial differential equations. The systems under consideration are defined on open bounded domains $D \subset \mathbb{R}^d$ of Euclidean space where $d \in \mathbb{N}^+$ is arbitrary, and are subject to Neumann boundary conditions. We assume that the elliptic part of the parabolic operator in the equations is a self-adjoint Schrödinger operator, bounded from below and with compact resolvent in $L^2(D)$. The statistical operators we consider are then trace-class operators defined from sequences of probabilities associated with the point spectrum of the elliptic part in question, which allow the distinction between pure and mixed processes. We prove in particular that the Bernstein processes of maximal entropy are those for which the associated sequences of probabilities are of Gibbs type. We illustrate our results by considering processes associated with a specific hierarchy of forward-backward heat equations defined in a two-dimensional disk.

1 Introduction and outline

The theory of Bernstein (or reciprocal) processes was launched many years ago in [1] following the seminal contribution put forward in the last section of [13]. At the very end of [13], Schrödinger indeed gave a positive answer to the question whether it is possible to generate a reversible diffusion process from a pair of adjoint, deterministic, linear parabolic partial differential equations whose solutions typically display irreversible behavior. The considerations of [13] were based on entropy arguments, and have had many important ramifications and generalizations over the years up to this day, including connections with Optimal Transport Theory and Stochastic Geometric Mechanics (see, e.g., [2], [4], [9], [10], [15], [21] and the many references therein). On the other hand, a systematic and abstract investigation of continuous time versions of the processes was carried out in [8], according to which it became clear that Bernstein processes may exist without any reference to partial differential equations and may admit as state space any topological space countable at infinity. In spite of that,
a great deal of attention has recently been paid to the way that such processes may be generated in Euclidean space of arbitrary dimension from certain particular systems of parabolic partial differential equations, thereby allowing one to recast things within the original framework of [13] with the goal of investigating those processes that are not Markovian (see, e.g., [17]-[19]).

It is our purpose here to continue and deepen our analysis of such processes, and accordingly we shall organize the remaining part of this article in the following way: in Section 2 we introduce a hierarchy of forward-backward systems of decoupled, deterministic, linear parabolic partial differential equations defined on open bounded domains of Euclidean space. Those systems are characterized by the fact that the elliptic part of the parabolic operator is, up to a sign, a self-adjoint Schrödinger operator bounded from below and with compact resolvent in standard $L^2$-space. The hierarchy comes about by associating with each level of the pure point spectrum of the elliptic part a suitable pair of initial-final data. We then proceed by defining what a Bernstein process is, and show how we can construct from the hierarchy we just alluded to a sequence of such processes that are Markovian. This requires the existence of probability measures of a very specific form which we obtain from the initial-final data and the heat kernel of the given system. In Section 2 we also associate with the spectrum of the elliptic part a sequence of probabilities which eventually allows us to construct non-Markovian processes by means of a suitable averaging procedure, as well as the related statistical operators and the entropy functional which we investigate in detail. Those operators are important in that they allow the classification of the processes as pure or mixed, and we prove in particular that the Bernstein processes of maximal entropy are those for which the probabilities in question are of Gibbs type. In Section 3 we illustrate some of our results by considering Bernstein processes generated by a specific hierarchy of forward-backward heat equations and wandering in a two-dimensional disk, ending up with fairly explicit formulae for the corresponding probabilities and expectation values. Finally, we devote Appendix A to the analysis of statistical operators which are more general than that investigated in Section 2, and Appendix B to stating a general result regarding the very existence of Bernstein processes that goes back to [16] and [18], which we slightly reformulated for the needs of this article. We conclude Appendix B with a brief remark regarding the connection between Bernstein processes, Schrödinger’s problem and Optimal Transport Theory.

2 Statistical operators and an entropy functional for Bernstein processes

Let $D \subset \mathbb{R}^d$ with $d \in \mathbb{N}^+$ be an open bounded domain with a sufficiently smooth boundary $\partial D$ and let $L^2(D)$ be the standard Hilbert space of all Lebesgue-measurable, square-integrable complex-valued functions on $D$ with respect to Lebesgue measure, whose inner product and induced norm we shall denote by
and \( \| . \|_2 \), respectively. Let us consider the differential operator

\[
\mathcal{H} = -\frac{1}{2} \Delta_x + V
\]

(1)

where \( \Delta_x \) stands for Neumann’s Laplacian on \( D \) and where the following hypothesis holds for the additional term:

\( (H_1) \) The function \( V : D \to \mathbb{R} \) satisfies \( V \in L^p(D) \) where

\[
p \in \begin{cases} 
[1, +\infty) & \text{if } d = 1, \\
(1, +\infty) & \text{if } d = 2, \\
\left[\frac{d}{2}, +\infty\right) & \text{if } d \geq 3
\end{cases}
\]

and is bounded from below.

Under these conditions it is well known that (1) admits a self-adjoint realization with compact resolvent in \( L^2(D) \) and thereby a pure point spectrum \( (\lambda_m)_{m \in \mathbb{N}^d} \) such that \( \lambda_m \to +\infty \) as \( |m| := \sum_{j=1}^d m_j \to +\infty \), whose corresponding eigenfunctions \( (f_m)_{m \in \mathbb{N}^d} \) constitute an orthonormal basis of \( L^2(D) \) and are assumed to be real (see, e.g., Chapter VI in [3], particularly Theorem 1.9).

For each \( m \in \mathbb{N}^d \) and \( T \in (0, +\infty) \) arbitrary, we then introduce the system of adjoint, deterministic, linear parabolic partial differential equations given by

\[
\begin{align*}
\partial_t u(x, t) &= \frac{1}{2} \Delta_x u(x, t) - V(x) u(x, t), \quad (x, t) \in D \times (0, T], \\
\partial_x u(x, t) &= \varphi_{0,m}(x), \quad x \in D, \\
\frac{\partial u(x, t)}{\partial n(x)} &= 0, \quad (x, t) \in \partial D \times (0, T]
\end{align*}
\]

and

\[
\begin{align*}
-\partial_t v(x, t) &= \frac{1}{2} \Delta_x v(x, t) - V(x) v(x, t), \quad (x, t) \in D \times [0, T], \\
v(x, T) &= \psi_{T,m}(x), \quad x \in D, \\
\frac{\partial v(x, t)}{\partial n(x)} &= 0, \quad (x, t) \in \partial D \times [0, T],
\end{align*}
\]

respectively, where \( n(x) \) stands for the unit outer normal to \( \partial D \) at the point \( x \) and where \( \varphi_{0,m}, \psi_{T,m} \) are real-valued functions to be specified below. In this way we are thus considering a hierarchy of problems of the form (2)-(3), that is, an infinite sequence of pairs of such equations where each pair is associated with a level of the spectrum of (1) through the initial-final data. Furthermore,
an essential ingredient in the forthcoming considerations will be the heat kernel (or fundamental solution) associated with \((2)-(3)\), which satisfies

\[
\begin{cases}
g(x, t, y) = g(y, t, x), \\
0 < g(x, t, y) \leq c_1 t^{-d/2} \exp \left[ -c_2 \frac{|x-y|^2}{t} \right]
\end{cases}
\] (4)

for all \(x, y \in \overline{D}\) and every \(t \in (0, T]\) for some \(c_{1,2} > 0\). It is indeed the knowledge of \(\varphi_{0,m}, \psi_{T,m}\) and \((4)\) that will allow us to construct sequences of Bernstein processes \(Z_{\tau \in [0,T]}^m\) wandering in \(\overline{D}\). We begin with the following:

**Definition 1.** We say the \(\overline{D}\)-valued process \(Z_{\tau \in [0,T]}^m\) defined on the complete probability space \((\Omega, \mathcal{F}, P)\) is a Bernstein process if

\[
\mathbb{E}(b(Z_r) \mid \mathcal{F}_s^+ \vee \mathcal{F}_t^-) = \mathbb{E}(b(Z_r) \mid Z_s, Z_t)
\] (5)

\(\mathbb{P}\)-almost everywhere for every bounded Borel measurable function \(b : \overline{D} \rightarrow \mathbb{C}\), and for all \(r, s, t\) satisfying \(r \in (s, t) \subset [0, T]\), where \(\mathbb{E}(\cdot | \cdot)\) denotes the conditional expectation on \((\Omega, \mathcal{F}, P)\). The \(\sigma\)-algebras in \((5)\) are

\[
\mathcal{F}_s^+ := \sigma \{ Z_{\tau}^{-1}(F) : \tau \leq s, F \in \mathcal{B}(\overline{D}) \}
\]

and

\[
\mathcal{F}_t^- := \sigma \{ Z_{\tau}^{-1}(F) : \tau \geq t, F \in \mathcal{B}(\overline{D}) \},
\]

respectively, where \(\mathcal{B}(\overline{D})\) stands for the Borel \(\sigma\)-algebra. Aside from this property which generalizes Markov’s, it is also clear that the above definition maintains a perfect symmetry between past and future in that the \(\sigma\)-algebras \(\mathcal{F}_s^+\) and \(\mathcal{F}_t^-\), respectively. In fact, a simple probabilistic argument implies that Relation \((5)\) is equivalent to the statement that the \(\sigma\)-algebra

\[
\mathcal{F}_{[s,t]} := \sigma \{ Z_{\tau}^{-1}(F) : \tau \in [s, t], F \in \mathcal{B}(\overline{D}) \}
\]

is conditionally independent of \(\mathcal{F}_s^+ \vee \mathcal{F}_t^-\) when

\[
\mathcal{F}_{(s,t)} := \sigma \{ Z_{s}^{-1}(F), Z_{t}^{-1}(F) : F \in \mathcal{B}(\overline{D}) \}
\]

is given (see, e.g., Section 25 of Chapter VII in [11] for the notion of conditionally independent \(\sigma\)-algebra). Aside from this property which generalizes Markov’s, it is also clear that the above definition maintains a perfect symmetry between past and future in that the \(\sigma\)-algebras \(\mathcal{F}_s^+\) and \(\mathcal{F}_t^-\) play an identical rôle. Let us now assume that \(\varphi_{m,0} > 0\) and \(\psi_{m,T} > 0\) are sufficiently smooth on \(\overline{D}\) and let us consider the probability measures

\[
\mu_m(G) = \int_G dx dy \varphi_{m,0}(x) g(x, T, y) \psi_{m,T}(y)
\] (6)
for every \( G \in \mathcal{B}(\overline{D}) \times \mathcal{B}(\overline{D}) \), which satisfy

\[
\int_{D \times \overline{D}} dx dy \varphi_{m,0}(x) g(x, T, y) \psi_{m,T}(y) = 1
\]

where \( g \) is the heat kernel \((4)\) pinned down at the terminal time \( T \). Then, writing

\[
u_m(x, t) = \int_D dy g(x, t, y) \varphi_{m,0}(y) > 0
\]

for the solution to \((8)\) and

\[
u_m(x, t) = \int_D dy g(x, T - t, y) \psi_{m,T}(y) > 0
\]

for the solution to \((9)\), we have the following result which follows from the substitution of \((6)\) into the formulae of Theorem B.1 of Appendix B, and from Theorem 2 in \([18]\) as far as the Markov property is concerned:

**Theorem 1.** Assume that Hypothesis \((H_1)\) holds. Then for every \( m \in \mathbb{N}^d \) there exists a probability space \((\Omega, \mathcal{F}, \mathbb{P}_\mu_m)\) supporting a \(\overline{D}\)-valued Bernstein process \( Z^m_{\tau \in [0, T]} \) such that the following statements are valid:

(a) The process \( Z^m_{\tau \in [0, T]} \) is a forward Markov process whose finite-dimensional distributions are

\[
\mathbb{P}_\mu_m \left( Z^m_{t_1} \in F_1, \ldots, Z^m_{t_n} \in F_n \right) = \int_D dx \rho_{m,0}(x) \int_{F_1} dx_1 \ldots \int_{F_n} dx_n \prod_{k=1}^{n} w_m^*(x_{k-1}, t_{k-1}; x_k, t_k)
\]

for every \( n \in \mathbb{N}^+ \), all \( F_1, \ldots, F_n \in \mathcal{B}(\overline{D}) \) and all \( 0 = t_0 < t_1 < \ldots < t_n < T \), with \( x_0 = x \). In the preceding expression the density of the forward Markov transition function is

\[
w_m^*(x, s; y, t) = g(x, t - s, y) \frac{\nu_m(y, t)}{\nu_m(x, s)}
\]

for all \( x, y \in \overline{D} \) and all \( s, t \in [0, T] \) with \( t > s \), while the initial distribution of the process reads

\[
\rho_{m,0}(x) = \varphi_{m,0}(x) \nu_m(x, 0).
\]

(b) The process \( Z^m_{\tau \in [0, T]} \) may also be viewed as a backward Markov process since the finite-dimensional distributions \((10)\) may also be written as

\[
\mathbb{P}_\mu_m \left( Z^m_{t_1} \in F_1, \ldots, Z^m_{t_n} \in F_n \right) = \int_D dx \rho_{m,T}(x) \int_{F_1} dx_1 \ldots \int_{F_n} dx_n \prod_{k=1}^{n} w_m^*(x_{k+1}, t_{k+1}; x_k, t_k)
\]
for every $n \in \mathbb{N}^+$, all $F_1, \ldots, F_n \in \mathcal{B}(\mathcal{D})$ and all $0 < t_1 < \ldots < t_n < t_{n+1} = T$, with $x_{n+1} = x$. In the preceding expression the density of the backward Markov transition function is

$$w_m(x, t; y, s) = g(x, t - s, y)uw_m(y, s)uw_m(x, t)$$

(14)

for all $x, y \in \mathcal{D}$ and all $s, t \in [0, T]$ with $t > s$, while the final distribution of the process reads

$$\rho_{m, T}(x) = \psi_{m, T}(x)uw_m(x, T).$$

(c) We have

$$\mathbb{P}_{\mu_m}(Z^m_t \in F) = \int_F dxu_m(x, t)\nu_m(x, t)$$

(15)

for each $t \in [0, T]$ and every $F \in \mathcal{B}(\mathcal{D})$.

(d) Finally,

$$\mathbb{E}_{\mu_m}(b(Z^m_t)) = \int_D dxb(x)u_m(x, t)\nu_m(x, t)$$

(16)

for each bounded Borel measurable function $b : \mathcal{D} \mapsto \mathbb{C}$ and every $t \in [0, T]$.

Remarks. (1) The fact that $Z^m_{\tau \in [0, T]}$ is a Markov process for each $m$ may be read off Relations (10) and (13), inasmuch as (11) and (14) are the densities of transition functions that satisfy the Chapman-Kolmogorov equation (see, e.g., Lemmas 1 and 2 in [18], and for more general comments Section 2.4 in Chapter 2 of [7]). Alternatively, the Markov property of $Z^m_{\tau \in [0, T]}$ is an immediate consequence of the form (6) of the underlying probability measures through Theorem 3.1 in [8]. Furthermore, the fact that $Z^m_{\tau \in [0, T]}$ is both a forward and a backward Markov process is related to the perfect symmetry between past and future which we alluded to above, also encoded in (15) where (8) and (9) play an equivalent rôle. We refer the reader to [18] for further considerations on this issue, where a general notion of reversibility was put forward in order to deal with processes generated by systems of non-autonomous forward-backward parabolic equations. Finally, we note that the processes $Z^m_{\tau \in [0, T]}$ are in general non-stationary (see, e.g., our construction in Section 3).

(2) Theorem 3.1 in [8] actually says much more than what we just referred to in the preceding remark. Indeed, when applied to the present situation, it asserts that one may generate a Markovian Bernstein process from a probability measure $\mu$ on $\mathcal{B}(\mathcal{D}) \times \mathcal{B}(\mathcal{D})$ if, and only if, there exist positive measures $\nu_0$ and $\nu_T$ on $\mathcal{B}(\mathcal{D})$ such that

$$\mu(G) = \int_G d(\nu_0 \otimes \nu_T)(x, y)g(x, T, y)$$

(17)

for every $G \in \mathcal{B}(\mathcal{D}) \times \mathcal{B}(\mathcal{D})$, with $\mu(D \times D) = 1$. It provides therefore a very simple and practical criterion to decide whether a Bernstein process is Markovian or not.
It is consequently easy to generate non-Markovian processes out of those constructed in Theorem 1. One possible way to achieve that and eventually define the statistical operators and the entropy functional we are interested in amounts to associating a sequence \((p_m)_{m \in \mathbb{N}^d}\) of probabilities with the pure point spectrum of (1), that is, a sequence of numbers satisfying
\[
p_m \geq 0, \quad \sum_{m \in \mathbb{N}^d} p_m = 1,
\] (18)
and to consider weighted averages of the form
\[
\mu(G) = \sum_{m \in \mathbb{N}^d} p_m \mu_m(G)
\] (19)
where \(\mu_m(G)\) is given by (6). We note that the preceding series is indeed convergent and defines a genuine probability measure by virtue of (7) and (18). However, in order to generate non-Markovian processes from (19) we ought to identify its joint probability density in view of Remark 2. To this end and aside from having the smoothness of \(\varphi_{m,0} > 0\) and \(\psi_{m,T} > 0\) on \(\overline{D}\), the following additional hypothesis turns out to be sufficient:

\(\text{(H}_2\text{)}\) We have
\[
\sup_{m \in \mathbb{N}^d} \sup_{x \in \overline{D}} \varphi_{m,0}(x) < +\infty
\]
and
\[
\sup_{m \in \mathbb{N}^d} \sup_{x \in \overline{D}} \psi_{m,T}(x) < +\infty.
\]

This hypothesis indeed clearly implies that
\[
\sum_{m \in \mathbb{N}^d} p_m \varphi_{m,0}(x) \psi_{m,T}(y) < +\infty
\] (20)
for all \(x, y \in \overline{D}\), so that the joint probability density associated with (19) may be written as
\[
\mu(x, y) = g(x, T, y) \sum_{m \in \mathbb{N}^d} p_m \varphi_{m,0}(x) \psi_{m,T}(y).
\] (21)

Then the following result holds:

**Theorem 2.** Assume that Hypotheses (H_1) and (H_2) hold, and for every \(m \in \mathbb{N}^d\) let \(Z^m_{\tau \in [0,T]}\) be the process of Theorem 1. Let \(Z_{\tau \in [0,T]}\) be the Bernstein process obtained by substituting \(Z^m_{\tau \in [0,T]}\) into the formulae of Theorem B.1. Then the following statements are valid:

(a) The finite-dimensional distributions of the process \(Z_{\tau \in [0,T]}\) are
\[
\mathbb{P}_\pi(Z_{t_1} \in F_1, ..., Z_{t_n} \in F_n)
= \sum_{m \in \mathbb{N}^d} p_{m} \mathbb{P}_{\mu_m}(Z^n_{t_1} \in F_1, ..., Z^n_{t_n} \in F_n)
\]
for every \( n \in \mathbb{N}^+ \) and all \( F_1, \ldots, F_n \in \mathcal{B}(\mathcal{D}) \), where \( P_{\mu_n}(Z_{t_1}^n \in F_1, \ldots, Z_{t_n}^n \in F_n) \) is given either by (10) or (13). In addition, if (20) is not of the form \( \nu_0 \otimes \nu_T \) where \( \nu_0 \) and \( \nu_T \) are as in (17) then \( Z_{\tau \in [0,T]} \) is non-Markovian.

(b) We have

\[
P_{\mu_n}(Z_t \in F) = \sum_{m \in \mathbb{N}^d} p_m P_{\mu_m}(Z_t^m \in F)
\]

for each \( t \in [0,T] \) and every \( F \in \mathcal{B}(\mathcal{D}) \), where \( P_{\mu_m}(Z_t^m \in F) \) is given by (15).

(c) We have

\[
E_{\mu_n}(b(Z_t)) = \sum_{m \in \mathbb{N}^d} p_m E_{\mu_m}(b(Z_t^m))
\]

for each bounded Borel measurable function \( b : \mathcal{D} \rightarrow \mathbb{C} \) and every \( t \in [0,T] \), where \( E_{\mu_m}(b(Z_t^m)) \) is given by (16).

**Proof.** It follows from Theorem B.1 of the Appendix that a Bernstein process generated from a statistical mixture of probability measures coincides with the statistical mixture of the processes generated from those measures, so that Theorem 2 follows immediately from Theorem 1 and (19). The fact that the process \( Z_{\tau \in [0,T]} \) is non-Markovian when the structural hypothesis regarding (20) holds is a direct consequence of Remark 2. \( \square \)

**Remark.** The structural hypothesis we just referred to is necessary in that it allows one to disregard cases like \( \varphi_{m,0} = \varphi_0 \) or \( \psi_{m,T} = \psi_T \) for every \( m \), or the situation where \( p_{m^*} = 1 \) for some \( m^* \in \mathbb{N}^d \), among others. Indeed, initial or final data that are identical for each level of the spectrum still lead to a joint density like that of (17) with \( \nu_0 = \varphi_0 \) or \( \nu_T = \psi_T \), and hence to a Markovian process as is the case when \( p_{m^*} = 1 \) for some \( m^* \in \mathbb{N}^d \). We shall dwell a bit more on this further below when we deal with the example in Section 3.

We now enquire about the possibility of choosing

\[
\begin{align*}
\varphi_{m,0} &= f_m, \\
\psi_{m,T} &= \exp [T \lambda_m] f_m
\end{align*}
\]

as initial-final-data in (8) and (11), where \((\lambda_m)_{m \in \mathbb{N}^d}\) and \((f_m)_{m \in \mathbb{N}^d}\) stand for the eigenvalues and eigenfunctions of (1), respectively. The difficulty is that the eigenfunctions \( f_m \) are not positive in general with the possible exception of \( f_0 \), so that the \( \mu_m \) are no longer positive measures with the possible exception of \( \mu_0 \). Therefore, we may not associate a Bernstein process with each level of the spectrum as we did in Theorem 1. Nevertheless, we proceed by showing that the above averaging method still allows us to get genuine probability measures in certain cases. We begin by proving that the \( \mu_m \) satisfy the correct normalization condition under an additional hypothesis:
Lemma 1. For each \( m \in \mathbb{N}^d \), let us consider measures \( \mu_m \) of the form (4) where \( \varphi_{m,0} \) and \( \psi_{m,T} \) are given by (24). Then \( \mu_m \) is a signed measure. Moreover, if

\[
Z(T) := \sum_{n \in \mathbb{N}^d} \exp[-T\lambda_n] < +\infty
\]  

(25)

we have

\[
\mu_m(D \times D) = 1.
\]

(26)

Proof. We have just explained why \( \mu_m \) is not a positive measure, so that we need only prove (26). Since (25) holds we have the spectral decomposition

\[
g(x, T, y) = \sum_{n \in \mathbb{N}^d} \exp[-T\lambda_n] f_n(x) f_n(y)
\]

(27)
as a strongly convergent series in \( L^2(D \times D) \) for heat kernel (4). Therefore, from (6) and (24) we obtain

\[
\mu_m(D \times D) = \exp[T\lambda_m] \int_{D \times D} dx dy f_m(x) g(x, T, y) f_m(y)
\]

\[
= \sum_{n \in \mathbb{N}^d} \exp[T(\lambda_m - \lambda_n)] (f_m, f_n)^2 = 1
\]
as a consequence of the orthogonality properties of \( (f_m)_{m \in \mathbb{N}^d} \). ■

Sequences of Gibbs probabilities of the form

\[
p_m = Z^{-1}(T) \exp[-T\lambda_m]
\]

(28)

will play an important rôle in the sequel. In fact, with (28) the joint probability density of the statistical mixture of the \( \mu_m \) in Lemma 1 reads

\[
\pi(x, y) = g(x, T, y) \sum_{m \in \mathbb{N}^d} p_m \exp[T\lambda_m] f_m(x) f_m(y)
\]

\[
= Z^{-1}(T) g(x, T, y) \sum_{m \in \mathbb{N}^d} f_m(x) f_m(y)
\]

\[
= Z^{-1}(T) g(x, T, y) \delta(x - y)
\]

(29)
as a consequence of the completeness of the basis \( (f_m)_{m \in \mathbb{N}^d} \). Thus, having (4) and (29) at our disposal, the latter obviously not being of the form (17), and substituting (29) into Theorem B.1 of Appendix B we obtain:

Theorem 3. Let us assume that Hypothesis (H_1) holds, and let \( \tilde{Z}_{T \in [0,T]} \) be the Bernstein generated by (24). Then the following statements are valid:
(a) The process $\bar{Z}_{\tau \in [0,T]}$ is stationary, non-Markovian and for every $n \in \mathbb{N}$ with $n \geq 2$ its finite-dimensional distributions are

$$
\mathbb{P}_{\bar{\mu}} (\bar{Z}_{t_1} \in F_1, \ldots, \bar{Z}_{t_n} \in F_n) = Z^{-1}(T) \int_{F_1} dx_1 \cdots \int_{F_n} dx_n \times \prod_{k=2}^{n} g(x_k, t_k - t_k-1, x_k-1) \times g(x_1, T - (t_n - t_1), x_n)
$$

for all $F_1, \ldots, F_n \in \mathcal{B}(D)$ and all $0 < t_1 < \ldots < t_n < T$. 

(b) We have

$$
\mathbb{P}_{\bar{\mu}} (\bar{Z}_t \in F) = Z^{-1}(T) \int_{F} dx \ g(x, T, x)
$$

for each $F \in \mathcal{B}(D)$ and every $t \in [0, T]$. 

(c) We have

$$
\mathbb{E}_{\bar{\mu}} (b(\bar{Z}_t)) = Z^{-1}(T) \int_{D} dx b(x) g(x, T, x)
$$

for each bounded Borel measurable function $b : \overline{D} \to \mathbb{C}$ and every $t \in [0, T]$.

**Remark.** The fact that the process of the preceding result is stationary is tied up with the structure of the finite-dimensional distributions (30), which differs from those in Theorems 1 and 2. Indeed, for any $\tau > 0$ sufficiently small such that $0 < t_1 + \tau < \ldots < t_n + \tau < T$ we have

$$
\mathbb{P}_{\bar{\mu}} (\bar{Z}_{t_1+\tau} \in F_1, \ldots, \bar{Z}_{t_n+\tau} \in F_n) = \mathbb{P}_{\bar{\mu}} (\bar{Z}_{t_1} \in F_1, \ldots, \bar{Z}_{t_n} \in F_n),
$$

as well as the time independence of (31) and (32). Furthermore we also note that since $\mathbb{P}_{\bar{\mu}} (\bar{Z}_t \in D) = 1$, Relation (31) provides yet another expression for (25), namely

$$
Z(T) = \int_{D} dx g(x, T, x)
$$

which, of course, also follows from (27) and the fact that $\|f_m\|_2 = 1$ for every $m \in \mathbb{N}^d$.

The preceding results thus reveal the possibility of having at least two types of Bernstein processes, namely, on the one hand Markovian processes associated with each level of the spectrum of (1), and on the other hand typically non-Markovian processes obtained by averaging $Z^m_{\tau \in [0, T]}$ over the whole spectrum for a given sequence $(p_m)_{m \in \mathbb{N}^d}$, or by averaging signed measures. In order to better characterize those processes by means of entropy considerations, we now proceed.
by introducing a statistical operator and an entropy functional by analogy with Quantum Statistical Mechanics. We define

$$Rf := \sum_{m \in \mathbb{N}^d} p_m (f, f_m)_2 f_m$$

for each $f \in L^2(D)$. The following result is elementary, so that we only sketch the proof of the trace-class property which will reappear in Appendix A:

**Proposition 1.** Let us assume that Hypothesis (H$_1$) holds. Then the following statements are valid:

(a) Expression (33) defines a self-adjoint, positive trace-class operator in $L^2(D)$ such that the inequalities

$$0 \leq R^2 \leq R \leq I$$

hold in the sense of quadratic forms, where $I$ stands for the identity in $L^2(D)$. More specifically we have

$$\text{Tr } R = \sum_{m \in \mathbb{N}^d} p_m = 1$$

and

$$\text{Tr } R^2 = \sum_{m \in \mathbb{N}^d} p_m^2 \leq 1.$$ (35)

In particular we have

$$\text{Tr } R^2 = 1$$

if, and only if, $p_{m^*} = 1$ for some $m^* \in \mathbb{N}^d$ and thus $p_m = 0$ for every $m \neq m^*$.

(b) The eigenvalue equation

$$R f_m = p_m f_m$$

holds for each $m \in \mathbb{N}^d$ and the spectrum of $R$ is either pure point with $\sigma(R) = \{p_m\}_{m \in \mathbb{N}^d}$ if $p_m = 0$ for at least one $m$, or $\sigma(R) = \{p_m\}_{m \in \mathbb{N}^d} \cup \{0\}$ if $0 < p_m < 1$ for every $m$, in which case zero is not an eigenvalue.

(c) If $B$ is a linear bounded self-adjoint operator on $L^2(D)$ we have

$$\text{Tr } (RB) = \sum_{m \in \mathbb{N}^d} p_m (B f_m, f_m)_2.$$ (37)

In particular, if $B$ is the multiplication operator given by $B f = b f$ where $b \in L^\infty(D)$ is real-valued, we have

$$\text{Tr } (RB) = \sum_{m \in \mathbb{N}^d} p_m \int_D dx b(x) |f_m(x)|^2.$$ (38)

**Proof.** Owing to the properties of $p_m$ and $f_m$ it is immediate that (33) defines a linear bounded operator in $L^2(D)$. Now let $(h_n)_{n \in \mathbb{N}^d}$ be an arbitrary
orthonormal basis in $L^2(D)$. In order to prove that $\mathcal{R}$ is trace-class, it is then necessary and sufficient to show that

$$\sum_{n \in \mathbb{N}^d} (\mathcal{R}h_n, h_n)_2 < +\infty$$

(see, e.g., Theorem 8.1 in Chapter III of [6]). To this end let us introduce the function

$$a(m, n) := p_m \langle h_n, f_m \rangle_2 \langle f_m, h_n \rangle_2$$

so that

$$\sum_{m \in \mathbb{N}^d} a(m, n) = (\mathcal{R}h_n, h_n)_2$$

for every fixed $n$. Moreover, for any fixed $m$ we have

$$\sum_{n \in \mathbb{N}^d} a(m, n) = p_m$$

since $\|f_m\|_2 = 1$. Furthermore, the preceding series converges absolutely since from (39) we have for any choice of positive integers $N_1, ..., N_d$ the estimate

$$\sum_{n: 0 \leq n_j \leq N_j} |a(m, n)| \leq p_m \left( \sum_{n \in \mathbb{N}^d} |\langle h_n, f_m \rangle_2|^2 \right)^{\frac{1}{2}} \left( \sum_{n \in \mathbb{N}^d} |\langle f_m, h_n \rangle_2|^2 \right)^{\frac{1}{2}} = p_m$$

for any fixed $m$. Consequently we have

$$\sum_{m \in \mathbb{N}^d} \sum_{n \in \mathbb{N}^d} |a(m, n)| \leq \sum_{m \in \mathbb{N}^d} p_m = 1,$$

from which we infer according to well-known criterias that the associated iterated series are equal, that is,

$$\sum_{n \in \mathbb{N}^d} \sum_{m \in \mathbb{N}^d} a(m, n) = \sum_{m \in \mathbb{N}^d} \sum_{n \in \mathbb{N}^d} a(m, n).$$

Equivalently, this means that

$$\text{Tr} \mathcal{R} := \sum_{n \in \mathbb{N}^d} (\mathcal{R}h_n, h_n)_2 = \sum_{m \in \mathbb{N}^d} p_m = 1$$

according to (10) and (11), which proves (34). The proof of (35) is similar with

$$\mathcal{R}^2 f = \sum_{m \in \mathbb{N}^d} p_m^2 \langle f, f_m \rangle_2 f_m.$$

The remaining statements are immediate from elementary arguments. ■
Remark. Regarding expression (38) we note that when the $p_m$ are given by (28) we have

$$\text{Tr} (RB) = \mathbb{E}_{\bar{\mu}} \left( b(\bar{Z}_t) \right)$$

(42)

for every $t \in [0, T]$, where the right-hand side is given by (32). This is an immediate consequence of (27), so that the statistical average (38) calculated by means of Gibbs probabilities coincides with the expectation of some function of the process of Theorem 3. This is of course only possible because that process is stationary, the right-hand side of (42) then being time-independent as the left-hand side is. It is therefore reasonable to ask whether relations such as (42) may exist in more general cases, for instance for the averaged processes of Theorem 2 which are in general non-stationary. This is indeed possible as we shall show in the appendix, provided we have at our disposal a class of time-dependent statistical operators which generalize (33).

By analogy with Quantum Statistical Mechanics from which we also borrow the terminology (see, e.g., Section 3 in Chapter V of [16]), Proposition 1 allows us to establish a preliminary classification of the Bernstein processes constructed above, according to the following:

Definition 2. For a given sequence $(p_m)_{m \in \mathbb{N}^d}$ let $\mathbf{Z}_{[0,T]}$ be the Bernstein process of Theorem 2, and let $\mathbf{R}$ be the statistical operator given by (33). If $\text{Tr} \mathbf{R}^2 = 1$ we say that $\mathbf{Z}_{[0,T]}$ is a pure process, whereas if $\text{Tr} \mathbf{R}^2 < 1$ we say that $\mathbf{Z}_{[0,T]}$ is a mixed process.

We note that in the first case we necessarily have $\mathbf{Z}_{[0,T]} = \mathbf{Z}_{[0,T]}^{m^*}$ for some $m^* \in \mathbb{N}^d$ according to the second part of (a) in Proposition 1, so that $\mathbf{Z}_{[0,T]}$ reduces to a Markovian process according to Theorem 1 or the remark following the proof of Theorem 2. On the other hand, an important example which illustrates the second case is that of Gibbs probability measures (28).

We now introduce the entropy functional

$$S := \sum_{m \in \mathbb{N}^d} p_m \ln \left( \frac{1}{p_m} \right)$$

(43)

where we define $x \ln \left( \frac{1}{x} \right)$ to be zero at $x = 0$ so that $S = 0$ if, and only if, $p_m = 0$ or $p_m = 1$ for every $m$, the latter value being associated with pure processes according to Definition 2. It is plain that we may have $S = +\infty$ despite the normalization (18), a case in point being that of the Gibbs probabilities (28). Indeed, the substitution of (28) into (43) shows that $S < +\infty$ if, and only if, the additional condition

$$\sum_{m \in \mathbb{N}^d} \exp \left[ -T \lambda_m \right] \lambda_m < +\infty$$
holds. From now on we shall therefore assume that the $p_m$ are chosen in such a way that $0 < p_m < 1$ with

$$\sum_{m \in \mathbb{N}^d} p_m \ln \left( \frac{1}{p_m} \right) < +\infty.$$  \hfill (44)\]

The following result is then our desired optimization statement for (43). Generally speaking the proof of such results requires the Fréchet differentiability of the functionals involved in some appropriate space (see, e.g., Chapter IV in [14]). However, the simple structure of (43) allows us to bypass that requirement, so that we shall provide an independent proof of our theorem for the sake of completeness. In addition we note that we only consider probabilities which assign an a priori prescribed value to the average of the spectrum of (1):

**Theorem 4.** Let us consider the set of all sequences $(p_m)_{m \in \mathbb{N}^d}$ satisfying $0 < p_m < 1$ for every $m$, along with

$$\sum_{m \in \mathbb{N}^d} p_m = 1$$ \hfill (45)

and (44). Moreover, let $\lambda \in \mathbb{R}$ be given and let us assume that

$$\sum_{m \in \mathbb{N}^d} p_m \lambda_m = \lambda.$$ \hfill (46)

Then the following statements are valid:

(a) There exists a finite constant $\beta(\lambda) > 0$ such that

$$Z(\beta) := \sum_{m \in \mathbb{N}^d} \exp \left[ -\beta \lambda_m \right] < +\infty$$ \hfill (47)

and

$$Z^{-1}(\beta) \sum_{m \in \mathbb{N}^d} \exp \left[ -\beta \lambda_m \right] \lambda_m < +\infty$$ \hfill (48)

for every $\beta \in [\beta(\lambda), +\infty)$.

(b) Among all the mixed processes obtained from sequences of the above type by the method of Theorem 2, the process of maximal entropy is that generated from probabilities given by

$$p_m = Z^{-1}(\beta(\lambda)) \exp \left[ -\beta(\lambda) \lambda_m \right]$$ \hfill (49)

for every $m \in \mathbb{N}^d$. Moreover we have

$$Z^{-1}(\beta(\lambda)) \sum_{m \in \mathbb{N}^d} \exp \left[ -\beta(\lambda) \lambda_m \right] \lambda_m = \lambda.$$ \hfill (50)

(c) If we assume in addition that $\sum_{m \in \mathbb{N}^d} \exp \left[ -\beta \lambda_m \right] \lambda_m < +\infty$ for every $\beta \in (0, \beta(\lambda))$, then $\beta \mapsto Z(\beta)$ is differentiable at $\beta = \beta(\lambda)$ and we have

$$S_{\text{max}}(\lambda) = \ln Z(\beta(\lambda)) - \beta(\lambda) \frac{d}{d\beta} \ln Z(\beta)|_{\beta = \beta(\lambda)}$$ \hfill (51)
for the maximal entropy of part (b).

**Proof.** Since \( \lambda_m \to +\infty \) as \( |m| \to +\infty \) and since (45) holds, there exist \( n, n' \in \mathbb{N}^d \) with \( n \neq n' \) such that \( \lambda_n \neq \lambda_{n'} \) and \( p_n \neq p_{n'} \). We then consider the inhomogeneous system

\[
\alpha + \beta \lambda_n = -(\ln p_n + 1), \quad (52)
\]
\[
\alpha + \beta \lambda_{n'} = -(\ln p_{n'} + 1) \quad (53)
\]

in the two unknowns \( \alpha \) and \( \beta \), whose unique solution pair reads

\[
\alpha = (\lambda_{n'} - \lambda_n)^{-1} (\ln p_{n'} + 1 - \lambda_{n'} (\ln p_n + 1)), \quad (54)
\]
\[
\beta = (\lambda_{n'} - \lambda_n)^{-1} \ln \frac{p_n}{p_{n'}}, \quad (55)
\]

Furthermore, let us write (52) and (53) as

\[
p_n + p_{n'} = 1 - \sum_{m \in \mathbb{N}^d, \ m \neq n, n'} p_m,
\]
\[
p_n \lambda_n + p_{n'} \lambda_{n'} = \lambda - \sum_{m \in \mathbb{N}^d, \ m \neq n, n'} p_m \lambda_m,
\]

respectively, which gives

\[
p_n = (\lambda_{n'} - \lambda_n)^{-1} \left( \ln p_{n'} + 1 - \sum_{m \in \mathbb{N}^d, \ m \neq n, n'} p_m \right) - \lambda + \sum_{m \in \mathbb{N}^d, \ m \neq n, n'} p_m \lambda_m \right) \right)
\]

and

\[
p_{n'} = (\lambda_{n'} - \lambda_n)^{-1} \left( \ln p_{n'} + 1 - \sum_{m \in \mathbb{N}^d, \ m \neq n, n'} p_m \lambda_m - \lambda + \sum_{m \in \mathbb{N}^d, \ m \neq n, n'} p_m \right) \right) \right).
\]

The substitution of these expressions into (52) and (53) shows that \( \alpha = \alpha (\lambda) \) and \( \beta = \beta (\lambda) \) depend on \( \lambda \), and that

\[
\ln p_m + 1 = -\alpha (\lambda) - \beta (\lambda) \lambda_m \quad (56)
\]

for \( m = n \) and \( m = n' \) according to (52) and (53). Now for every \( j \in \mathbb{N}^d \) with \( j \neq n, n' \) we have

\[
\frac{\partial p_n}{\partial p_j} = (\lambda_{n'} - \lambda_n)^{-1} (\lambda_{j} - \lambda_{n'}), \quad (57)
\]
\[
\frac{\partial p_{n'}}{\partial p_j} = (\lambda_{n'} - \lambda_n)^{-1} (\lambda_{n} - \lambda_{j}). \quad (58)
\]

Furthermore, let us define

\[
\mathcal{S} := p_n \ln p_n + p_{n'} \ln p_{n'} + \sum_{m \in \mathbb{N}^d, \ m \neq n, n'} p_m \ln p_m \quad (59)
\]
where $p_n$ and $p_n'$ are given by the above expressions. From (57) and (58) followed by the use of (54) and (55) we get

$$\frac{\partial S}{\partial p_j} = (\lambda_n - \lambda_n')^{-1} ((\lambda_j - \lambda_n') (\ln p_n + 1) + (\lambda_n - \lambda_j) (\ln p_n' + 1)) + \ln p_j + 1 = \alpha(\lambda) + \beta(\lambda) \lambda_j + \ln p_j + 1,$$

so that $\frac{\partial S}{\partial p_j} = 0$ if, and only if,

$$\ln p_j + 1 = -\alpha(\lambda) - \beta(\lambda) \lambda_j.$$

We now combine this with (56) to conclude that for every choice of probabilities which satisfy the hypotheses of the theorem and which annihilate (60) we have

$$\ln p_m + 1 = -\alpha(\lambda) - \beta(\lambda) \lambda_m$$

for every $m \in \mathbb{N}^d$, that is,

$$p_m = \exp [- (1 + \alpha(\lambda))] \exp [-\beta(\lambda) \lambda_m].$$

Consequently, since $\lambda_m \to +\infty$ as $|m| \to +\infty$ we obtain (47) and (48) from (45) and (46), respectively, where $\beta(\lambda) > 0$ and $\beta \in [\beta(\lambda), +\infty)$. This proves Statement (a) and gives (49) for every $m \in \mathbb{N}^d$ along with (50).

In order to prove the remaining part of Statement (b) we now choose a large enough $M := (M_1, ..., M_d) \in \mathbb{N}^d$ in such a way that $n_j < M_j$ and $n_j' < M_j$ for every $j \in \{1, ..., d\}$, where $n_j$ and $n_j'$ are the components of $n$ and $n'$, respectively. We then consider the partial sums

$$S_M := \sum_{m=(0, ..., 0)}^M p_m \ln \left( \frac{1}{p_m} \right),$$

$$Z_M(\beta) := \sum_{m=(0, ..., 0)}^M \exp [-\beta \lambda_m]$$

of (43) and (47), respectively, where $m_j \in \{0, ..., M_j\}$ for each $j$. In a similar way we define $S_M$ from (59), so that the partial derivatives $\frac{\partial S_M}{\partial p_j}$ given by (60) now define a genuine finite-dimensional gradient. Therefore, the fact that

$$S_M \leq S_{M,\max},$$

where $S_{M,\max}$ is evaluated by means of

$$p_{m,\max} := Z_M^{-1}(\beta(\lambda)) \exp [-\beta(\lambda) \lambda_{m,\max}]$$

follows from well-known considerations (see, e.g., Section 8 in Chapter 4 of [3]). Letting $|M| \to +\infty$ in (62) then proves the desired result.
The differentiability of \( \beta \mapsto Z(\beta) \) at \( \beta = \beta(\lambda) \) under the stated conditions as well as (51) are consequences of elementary arguments and of the direct substitution of (49) into (43).

**Remarks.**

(1) As is the case in Quantum Statistical Mechanics, Relation (46) has to be viewed as a further restriction on the class of admissible probabilities, which of course must be such that \( p_m \lambda_m \to 0 \) as \( |m| \to +\infty \). Furthermore, the choice of the preassigned value \( \lambda \) must be consistent with the nature of those eigenvalues. Thus if for instance \( \lambda_m \geq 0 \) for every \( m \), one must then impose \( \lambda \in \mathbb{R}^+ \) for (46) to make sense. We present an example of that kind in Section 3, where we also have \( \sum_{m \in \mathbb{N}^d} \exp \left[ -\beta \lambda_m \right] \lambda_m < +\infty \) for every \( \beta \in (0, +\infty) \).

(2) Whereas the preceding considerations may be viewed as describing equilibrium situations in that (43) does not depend explicitly on time, there are many other entropy functionals associated with non-equilibrium situations which we may associate with Bernstein processes, for instance

\[
S_m(t) := \int_{D \times D} dx dy w_m(x; t; y, 0) \ln \left( \frac{1}{w_m(x; t; y, 0)} \right)
\]

in case of the Markovian processes of Theorem 1, where \( w_m \) given by (44) satisfies a specific Kolmogorov or Fokker-Planck equation. We defer the derivation of such equations, the analyses of the related entropy functionals such as (63) and their consequences to a separate publication.

We devote the next section to illustrating some of the above results.

### 3 A hierarchy of Bernstein processes in a two-dimensional disk

We consider here forward-backward problems of the form (2)-(3) with \( V = 0 \) identically, defined in the open two-dimensional disk of radius one centered at the origin, so that Hypothesis (H1) trivially holds. We limit ourselves to an illustration of a few properties listed in the preceding section regarding Bernstein processes generated by certain radially symmetric solutions to such problems. Thus, we first switch to polar coordinates and start out with the hierarchy

\[
\partial_t u(r, t) = \frac{1}{2} \left( \frac{\partial^2}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} \right) u(r, t), \quad (r, t) \in (0, 1) \times (0, T],
\]

\[
\partial_t u(1, t) = 0, \quad t \in [0, T]
\]

and

\[
-\partial_t v(r, t) = \frac{1}{2} \left( \frac{\partial^2}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} \right) v(r, t), \quad (r, t) \in (0, 1) \times [0, T],
\]

\[
v(r, 0) = \psi_{T, m}(r), \quad r \in [0, 1],
\]

\[
\partial_r v(1, t) = 0, \quad t \in [0, T].
\]
In this case the index \( m \in \mathbb{N} \) labels the discrete spectrum of the radial part of Neumann’s Laplacian \( -\frac{1}{2} \Delta_r \) on the disk, which consists exclusively of eigenvalues \( \lambda_m \geq 0 \) determined by the condition

\[
J_1 \left( \sqrt{2\lambda_m} \right) = 0
\]  

(66)

where \( J_1 \) stands for the Bessel function of the first kind of order one. For convenience we order these eigenvalues as

\[
0 = \lambda_0 < \lambda_1 < \lambda_2 < \ldots ,
\]  

(67)

and recall that there exists a finite constant \( c > 0 \) such that

\[
c (m - 1)^2 < \lambda_m < c (m + 1)^2
\]  

(68)

for every \( m \in \mathbb{N}^+ \). Moreover, the corresponding orthonormal basis \( (f_m)_{m \in \mathbb{N}} \) of eigenfunctions in the space of all complex-valued, square-integrable functions with respect to the measure \( r \, dr \) on \((0,1)\) is given by

\[
f_m(r) = \frac{\sqrt{2}}{|J_0(\sqrt{2\lambda_m})|} J_0 \left( \sqrt{2\lambda_m} r \right)
\]  

(69)

where \( J_0 \) stands for the Bessel function of the first kind of order zero. All these properties follow from standard Sturm-Liouville theory and from related properties of Bessel functions (it is worth recalling here that (66) is Neumann’s boundary condition at \( r = 1 \) for the problem under consideration since \( J_0' = -J_1 \), see, e.g., Section 40 in Chapter VII of [20], and that the factor two in (66) and (69) is due to the factor one-half in (64)-(65)). For every \( m \in \mathbb{N} \) let us now choose the initial-final data as

\[
\begin{align*}
\varphi_{0,m}(r) &= \begin{cases} 
\frac{1}{\pi} & \text{for } m = 0, \\
\frac{1}{\pi} (1 + J_0 (\sqrt{2\lambda_m} r)) & \text{for } m \in \mathbb{N}^+
\end{cases} \\
\psi_{T,m}(r) &= 1,
\end{align*}
\]  

(70, 71)

respectively. It follows from (70) and (71) that Hypothesis (H2) holds, a consequence of elementary properties of \( J_0 \) including its uniform boundedness in case of (70). The corresponding solutions to (64) and (65) then read

\[
\begin{align*}
u_m(r,t) &= \begin{cases} 
\frac{1}{\pi} & \text{for } m = 0, \\
\frac{1}{\pi} \left(1 + \exp \left[-t\lambda_m \, J_0 \left(\sqrt{2\lambda_m} r \right)\right]\right) & \text{for } m \in \mathbb{N}^+
\end{cases} \\
v_m(r,t) &= 1
\end{align*}
\]  

(72, 73)
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for each $r \in [0, 1]$ and every $t \in [0, T]$, respectively. Moreover, as a consequence of (9), (70) and (73) we also have
\[
\int_{|x|<1} dx \varphi_{m,0}(x) \int_{|y|<1} dy g(x, T, y) \psi_{m,T}(y) = \int_{|x|<1} dx \varphi_{m,0}(x) = 2 \pi \int_0^1 dr \varphi_{m,0}(r) = 1
\]
so that (7) is verified. We may therefore apply all the results of the preceding section to the present situation, some of which we state in the following proposition where
\[
D := \{x \in \mathbb{R}^2 : |x| < 1\}.
\]

Proposition 2. For each $m \in \mathbb{N}$ let $\mu_m$ be the measure of the form (6) with the initial-final data given by (70) and (71), respectively. Then, there exists a $D$-valued, non-stationary Markovian Bernstein process $Z_{\tau \in [0, T]}^m$ such that the following properties hold:

(a) For each Borel subset $F$ of Lebesgue measure $|F|$ and for every $t \in [0, T]$ we have
\[
\mathbb{P}_{\mu_m}(Z_{t}^m \in F) = \begin{cases} 
\frac{|F|}{\pi} & \text{for } m = 0, \\
\frac{1}{\pi} \left(|F| + \exp \left[ -t \lambda_m \int_F dx J_0 (\sqrt{2 \lambda_m} |x|) \right] \right) & \text{for } m \in \mathbb{N}^+.
\end{cases}
\]
Thus, the function $t \to \mathbb{P}_{\mu_m}(Z_{t}^m \in F)$ is non-increasing on $[0, T]$.

(b) For each bounded Borel measurable function $b : D \to \mathbb{C}$ and every $t \in [0, T]$ we have
\[
\mathbb{E}_{\mu_m}(b(Z_{t}^m)) = \begin{cases} 
\frac{1}{\pi} \int_{|x|<1} dx b(x) & \text{for } m = 0, \\
\frac{1}{\pi} \int_{|x|<1} dx b(x) \left( 1 + \exp \left[ -t \lambda_m J_0 (\sqrt{2 \lambda_m} |x|) \right] \right) & \text{for } m \in \mathbb{N}^+.
\end{cases}
\]

(c) Let $\lambda \in \mathbb{R}^+$ be given. Then, the process $\tilde{Z}_{\tau \in [0, T]}$ of maximal entropy within $D$ in the sense of Theorem 4 is obtained by averaging the $Z_{\tau \in [0, T]}^m$ with probabilities of the form
\[
p_m = Z^{-1}(\beta(\lambda)) \exp \left[ -\beta(\lambda) \lambda_m \right]
\]
where $Z(\beta(\lambda))$ is given by (74). Moreover, $\tilde{Z}_{\tau \in [0, T]}$ is Markovian and its entropy may be evaluated from (51).

The proof is a direct application of the corresponding formulae in Section 2 combined with those of this section. We note that we must have $\lambda > 0$ for the preassigned value in Statement (c) since $\lambda_m \geq 0$ for every $m \in \mathbb{N}$ according to (67). We also have $\sum_{m \in \mathbb{N}^d} \exp \left[ -\beta \lambda_m \right] \lambda_m < +\infty$ for every $\beta \in (0, +\infty)$ as a consequence of (68), so that expression (51) may indeed be applied in this case.
Remarks. (1) Although the mixed processes obtained by the averaging method described in Section 2 are not Markovian in general (see the remark following the proof of Theorem 2), the reason why $\overline{Z}_\tau \in [0, T]$ possesses the Markov property is due to our choice of the final condition (71), which implies that the averaged joint density (21), becomes

$$\overline{\rho}(x, y) = g(x, T, y) \sum_{m \in \mathbb{N}} p_m \varphi_{m, 0}(x)$$

where $\varphi_{m, 0}$ is given by (70). Indeed, the preceding relation is then of the form (17) with an obvious choice for $\nu_0$ and $\nu_1$. For more details and examples regarding the time evolution of Bernstein processes that possess the Markov property we refer the reader to [17].

(2) We can obtain similar results for radially symmetric forward-backward problems of the form (2)-(3) with $V = 0$ defined in the open ball $B_d \subset \mathbb{R}^d$ of radius one centered at the origin where $d \geq 3$. The eigenfunctions of the radial part of the Laplacian then involve the Bessel function $J_{d^2 - 1}$ rather than $J_0$, while Neumann’s boundary condition is expressed in terms of $J_d$ instead of $J_1$ (the case $d = 1$ can be dealt with directly in terms of trigonometric functions). However, the corresponding formulae for the probabilities and the expectation values of the underlying processes become much more involved.

Appendix A. A class of time-dependent statistical operators

In this appendix we define and investigate statistical operators which are more general than that defined by (33), in view of getting expressions such as (42) for the averaged processes of Theorem 2 which are as a rule non-stationary. This, however, requires some additional structure. Let us write

$$\exp[-tH] f(\cdot) := \begin{cases} f(\cdot) & \text{if } t = 0, \\
\int_D dy g(\cdot, t, y) f(y) & \text{if } t \in (0, T] \end{cases}$$

for the positivity preserving, symmetric semigroup generated by $H$ on $L^2(D)$, where $g$ is given by (4). In addition to Hypothesis ($H_2$) regarding the initial-final data we shall now impose the following requirement:

(H$_3$) The sequences $(\varphi_{m, 0})_{m \in \mathbb{N}^d}$ and $(\exp[-TH] \psi_{n, T})_{n \in \mathbb{N}^d}$ form a biorthonormal system in $L^2(D)$, that is,

$$(\varphi_{m, 0}, \exp[-TH] \psi_{n, T})_2 = \delta_{m, n}$$

for all $m, n \in \mathbb{N}^d$.

First we have:

Lemma 2. Let us assume that Hypotheses ($H_2$) and ($H_3$) hold. Then the sequences of solutions $(u_m(\cdot, t))_{m \in \mathbb{N}^d}$, $(v_m(\cdot, t))_{m \in \mathbb{N}^d}$ given by (8) and (12), respectively, form a biorthonormal system in $L^2(D)$ for every $t \in [0, T]$. 20
Proof. From (8), (9) and (74) we have
\[
\begin{align*}
(u_m(\cdot, t), v_n(\cdot, t))^2 &= (\exp[-tH] \varphi_{m,0} \exp[-(T-t)H] \psi_{n,T})^2 \\
&= (\varphi_{m,0} \exp[-TH] \psi_{n,T})^2 = \delta_{m,n}
\end{align*}
\]
from the symmetry of the semigroup and \((H_3)\), for all \(m, n \in \mathbb{N}^d\). ■

We then define
\[
\mathcal{R}(t) f := \sum_{m \in \mathbb{N}^d} p_m (f, u_m(\cdot, t))^2 v_m(\cdot, t)
\]
for each \(f \in L^2(D)\) and every \(t \in [0, T]\). The following result shows that (76) possesses several properties similar to those stated in Proposition 1:

**Proposition A.1.** Let us assume that Hypotheses \((H_1)\), \((H_2)\) and \((H_3)\) hold. Then the following statements are valid:
(a) Expression (76) defines a linear trace-class operator in \(L^2(D)\) such that
\[
\text{Tr} \mathcal{R} = \sum_{m \in \mathbb{N}^d} p_m = 1
\]
and
\[
\text{Tr} \mathcal{R}^2 = \sum_{m \in \mathbb{N}^d} p_m^2 \leq 1
\]
for every \(t \in [0, T]\).
(b) The eigenvalue equation
\[
\mathcal{R}(t) v_m(\cdot, t) = p_m v_m(\cdot, t)
\]
holds for each \(m \in \mathbb{N}^d\) and every \(t \in [0, T]\).
(c) If \(B\) is a linear bounded self-adjoint operator on \(L^2(D)\) we have
\[
\text{Tr} (\mathcal{R}(t)B) = \sum_{m \in \mathbb{N}^d} p_m (Bu_m(\cdot, t), v_m(\cdot, t))^2
\]
for every \(t \in [0, T]\). In particular, if \(B\) is the same multiplication operator as in Part (c) of Proposition 1 we have
\[
\text{Tr} (\mathcal{R}(t)B) = \mathbb{E}_\mu (b(\bar{Z}_t))
\]
where the right-hand side of (81) is given by (35).

**Proof.** The proof of the trace-class property is similar to that given in Proposition 1. Thus, we first remark that there exists a finite constant \(c > 0\) such that the estimates
\[
\|u_m(\cdot, t)\|_2 \leq c
\]
and
\[ \|v_m(.,t)\|_2 \leq c \]
hold uniformly in \( m \) and \( t \) as a consequence of (4), (8), (9) and Hypothesis (H2), which makes a linear bounded operator out of (76) on \( L^2(D) \). The relevant auxiliary function for the remaining part of the argument is then given by
\[ a(m,n,t) := p_m(h_n, u_m(.,t))_2 \quad (82) \]
for every \( t \in [0,T] \), with \( (h_n)_{n \in \mathbb{N}^d} \) an arbitrary orthogonal basis as before. It is indeed easily seen that the properties of (82) are similar to those of (39), the key point in getting (77) and (78) being the biorthogonality relation (75) which replaces the orthogonality properties of \((f_m)_{m \in \mathbb{N}^d}\). The same observation applies for the proof of (79), while (80) follows from the relation
\[ (R(t)B h_n, h_n)_2 = \sum_{m \in \mathbb{N}^d} p_m(h_n, B u_m(.,t))_2 (v_m(.,t), h_n)_2 \]
valid for every \( n \in \mathbb{N}^d \), Relation (80) then implying (81). □

Remarks. (1) As a consequence of (74) and elementary spectral theory, it is plain that the forward and backward solutions (8) and (9) become
\[ u_m(.,t) = \exp \left[ -tE_m \right] f_m \]
and
\[ v_m(.,t) = \exp \left[ tE_m \right] f_m, \]
respectively, for initial-final data given by (24). The substitution of these expressions into (76) then gives (83), so that the former operators are indeed time-dependent generalizations of the latter. Moreover, thanks to Statement (a) of Proposition A.1 the classification of processes as pure or mixed according to Definition 2 still holds for the more general form (76).

(2) We may write (76) as
\[ R(t) f = \sum_{m \in \mathbb{N}^d} p_m P_m(t) f \]
where the operators given by
\[ P_m(t) f := (f, u_m(.,t))_2 v_m(.,t) \]
satisfy
\[ P^2_m(t) = P_m(t) \]
for each \( m \in \mathbb{N}^d \) and every \( t \in [0,T] \) as a consequence of the biorthogonality property. Therefore, we may view \( R(t) \) as a statistical mixture of oblique projections as the \( P_m(t) \) are not self-adjoint in the general case. In fact, the
adjoint of (76) in $L^2(D)$ is obtained by swapping the rôles of $u_m(.,t)$ and $v_m(.,t)$, that is,

$$R^* (t) f := \sum_{m \in \mathbb{N}^d} p_m (f, v_m(.,t)) u_m(.,t). \tag{83}$$

We note that (83) enjoys the very same properties as (76), with the exception of (79) which has to be replaced by

$$R^* (t) u_m(.,t) = p_m u_m(.,t).$$

We could therefore have chosen (83) as statistical operators instead of (76).

Finally, we remark that $R(t)$ and $R^* (t)$ both involve (8) and (9), in agreement with the fact that there are two time directions in the theory from the outset.

(3) It is reasonable to ask whether it is always possible to choose initial-final data so that Hypothesis (H3) holds. The answer is affirmative provided the functions $\exp [-TH]\psi_{m,T}$ remain close to the orthonormal basis $(f_m)_{m \in \mathbb{N}^d}$ in some very specific $L^2(D)$-sense. This follows from a direct application of the generalization of a theorem by Paley and Wiener as stated in Section 86 of Chapter V in [12]. In that case the sequences $(\varphi_{m,0})_{m \in \mathbb{N}^d}$ and $(\exp [-TH]\psi_{m,T})_{m \in \mathbb{N}^d}$ form a complete biorthogonal system.

Appendix B. On the existence of Bernstein processes and their relation with Schrödinger’s problem and Optimal Transport Theory

The typical construction of a Bernstein process with state space $\mathcal{D}$ requires a probability measure $\mu$ on $\mathcal{B}(\mathcal{D}) \times \mathcal{B}(\mathcal{D})$ and a transition function $Q$, as is the case for Markov processes. We provide below a general theorem which is a direct consequence of a more abstract construction carried out in [8], or with a more analytical flavor in [18], to which we refer the reader for details. The theorem shows that all the basic quantities that characterize a Bernstein process can be expressed exclusively in terms of $\mu$ and the heat kernel $g$, which is all we needed in the preceding sections.

Since there are two time directions provided by (2)-(3), the natural choice for the transition function we alluded to is

$$Q (x, t; F, r, y, s) := \int_F dq (x, t; z, r, y, s) \tag{84}$$

for every $F \in \mathcal{B}(\mathcal{D})$, where

$$q (x, t; z, r, y, s) := \frac{g(x, t - r, z) g(z, r - s, y)}{g(x, t - s, y)}. \tag{85}$$

Both functions are well defined and positive for all $x, y, z \in \mathbb{R}^d$ and all $r, s, t$ satisfying $r \in (s, t) \subset [0, T]$ by virtue of (4), and moreover the normalization condition

$$Q (x, t; D, r, y, s) = 1$$

holds as a consequence of the semigroup composition law for $g$. The result we have in mind is the following:
Theorem B.1. Let \( \mu \) be a probability measure on \( B(D) \times B(D) \), and let \( Q \) be given by (84). Then there exists a probability space \( (\Omega, \mathcal{F}, \mathbb{P}_\mu) \) supporting an \( D \)-valued Bernstein process \( Z_{\tau \in [0,T]} \) such that the following properties are valid:

(a) The function \( Q \) is the two-sided transition function of \( Z_{\tau \in [0,T]} \) in the sense that
\[
\mathbb{P}_\mu (Z_r \in F | Z_s, Z_t) = Q(Z_t, t; F, r; Z_s, s)
\]
for each \( F \in B(D) \) and all \( r, s, t \) satisfying \( r \in (s, t) \subset [0,T] \). Moreover,
\[
\mathbb{P}_\mu (Z_0 \in F_0, Z_T \in F_T) = \mu (F_0 \times F_T)
\]
for all \( F_0, F_T \in B(D) \), that is, \( \mu \) is the joint probability distribution of \( Z_0 \) and \( Z_T \). In particular, the marginal distributions are given by
\[
\mathbb{P}_\mu (Z_0 \in F) = \mu (F \times D)
\]
and
\[
\mathbb{P}_\mu (Z_T \in F) = \mu (D \times F)
\]
for each \( F \in B(D) \), respectively.

(b) For every \( n \in \mathbb{N}^+ \) the finite-dimensional distributions of the process are given by
\[
\mathbb{P}_\mu (Z_{t_1}, ..., Z_{t_n} \in F_1, ..., F_n) = \int_{D \times D} \cdots \int_{D \times D} \mathcal{D} \mu (x, y) \prod_{k=1}^n g(x_k, t_k, y_k)
\]
for all \( F_1, ..., F_n \in B(D) \) and all \( t_0 = 0 < t_1 < ... < t_n < T \), where \( x_0 = x \). In particular we have
\[
\mathbb{P}_\mu (Z_t \in F) = \int_{D \times D} \mathcal{D} \mu (x, y) \int_{F} dz \ g(x, t, z) g(z, T-t, y)
\]
for each \( F \in B(D) \) and every \( t \in (0,T) \).

(c) \( \mathbb{P}_\mu \) is the only probability measure leading to the above properties.

As we saw in Section 2, Theorems 1, 2 and 3 were obtained by substituting the respective measures in the formulae of Theorem B.1.

We conclude this appendix with a very brief remark which establishes the connection between Markovian Bernstein processes on the one hand, Schrödinger’s problem and Optimal Transport Theory on the other hand. From Section 2 we
know that in the Markovian case the relevant probability measures to be substituted into the formulae of Theorem B.1 are necessarily of the form

\[ \mu(G) = \int_G \text{d}x \text{d}y \varphi_0(x) g(x, T, y) \psi_T(y) \]

where \( G \in \mathcal{B}(D) \times \mathcal{B}(\overline{D}) \), and where \( \varphi_0 > 0 \) and \( \psi_T > 0 \). In particular, the marginal distributions are

\[ \mu(F \times \overline{D}) = \int_F \text{d}x \varphi_0(x) \int_D \text{d}y g(x, T, y) \psi_T(y) \]

and

\[ \mu(\overline{D} \times F) = \int_D \text{d}x \varphi_0(x) g(x, T, y) \int_F \text{d}y \psi_T(y) \]

where \( F \in \mathcal{B}(D) \), which gives rise to the respective densities

\[ \mu_0(x) := \varphi_0(x) \int_D \text{d}y g(x, T, y) \psi_T(y) \] (92)

and

\[ \mu_T(y) := \psi_T(y) \int_D \text{d}x \varphi_0(x) g(x, T, y). \] (93)

Thus, the considerations of this article show that these marginal densities are entirely determined by the initial-final data once the heat kernel is known. It is, however, the inverse point of view that prevails in Schrödinger’s problem and in the related Optimal Transport Theory, which first amounts to prescribing \( \mu_0 \) and \( \mu_T \) and then consider (92) and (93) as a nonlinear inhomogeneous system of integral equations in the two unknowns \( \varphi_0 \) and \( \psi_T \). That is actually what was developed by Schrödinger in the last part of [13] by using entropy arguments. Moreover, given \( \mu_0 \) and \( \mu_T \) continuous, a very general existence and uniqueness result for the pair \( (\varphi_0, \psi_T) \) satisfying (92) and (93) was proved in [2]. In the context of Optimal Transport Theory, arguments that allow the minimization of the so-called cost functions using entropy related methods are often used. We refer the reader for instance to [9] and to the references therein for details.
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