On singular values of data matrices with general independent columns
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Abstract: In this paper, we analyse singular values of a large $p \times n$ data matrix $X_n = (x_{n1}, \ldots, x_{nn})$ where the column $x_{nj}$’s are independent $p$-dimensional vectors, possibly with different distributions. Such data matrices are common in high-dimensional statistics. Under a key assumption that the covariance matrices $\Sigma_{nj} = \text{Cov}(x_{nj})$ can be asymptotically simultaneously diagonalizable, and appropriate convergence of their spectra, we establish a limiting distribution for the singular values of $X_n$ when both dimension $p$ and $n$ grow to infinity in a comparable magnitude. The matrix model goes beyond and includes many existing works on different types of sample covariance matrices, including the weighted sample covariance matrix, the Gram matrix model and the sample covariance matrix of linear times series models. Furthermore, we develop two applications of our general approach. First, we obtain the existence and uniqueness of a new limiting spectral distribution of realized covariance matrices for a multi-dimensional diffusion process with anisotropic time-varying co-volatility processes. Secondly, we derive the limiting spectral distribution for singular values of the data matrix for a recent matrix-valued auto-regressive model. Finally, for a generalized finite mixture model, the limiting spectral distribution for singular values of the data matrix is obtained.
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1. Introduction

Large data matrices are now common in many areas of research such as genomic data analysis, on-line recommendation systems or portfolio managements. Consider a $p \times n$ data matrix $X_n = (x_{n1}, \ldots, x_{nn})$ where the columns $x_{nj}$’s are in $\mathbb{R}^p$ or $\mathbb{C}^p$. Singular values of the normalized data matrix $X_n/\sqrt{n}$, or equivalently, the eigenvalues of its square

$$S_n = \frac{1}{n}X_nX_n^* = \frac{1}{n}\sum_{j=1}^{n} x_{nj}x_{nj}^*,$$  \hspace{1cm} (1.1)

have primary importance for analysis of the data matrix $X_n$. (Here $x^*$ represents the complex conjugate.) For example, the singular value decomposition of $X_n$ can provide an efficient data reduction if its “signal” singular values are well separated from the background noise singular values.
Recall that empirical spectral distribution (ESD) of a Hermitian matrix $B_n$, $\mu_{B_n}$, is the normalized counting measure of its real-valued eigenvalues. If as $n \to \infty$, $\mu_{B_n}$ converges weakly to a probability measure $\mu$, then we call $\mu$ the limiting spectral distribution (LSD) of the matrix sequence $\{B_n\}$. In this paper, we study the existence and uniqueness of LSDs for the (squared) data matrix $S_n$ in the following high-dimensional setting:

$$n \to \infty, \quad p = p(n) \to \infty \quad \text{such that} \quad \frac{p}{n} \to c \in (0, \infty).$$  \hspace{1cm} (1.2)

The study of spectrum of the matrix $S_n$ has a long history, along with increasingly complex structures for the joint distribution of the column vectors $\{x_{nj}\}$, see [2, 19, 26] for a detailed review. Here we recall a few results relevant to the present paper.

(a) *The Marčenko-Pastur law.* One very first result is established in the seminal paper [15] for the matrix

$$S_n = \frac{1}{n} \sum_{j=1}^{n} \tau_j z_j z_j^*$$

where $\{\tau_j\}$ is a sequence of non-negative numbers, and $\{z, z_j\}$ a sequence of i.i.d. $p$-dimensional vectors, centred and isotropic in the sense that $E(z) = 0$ and $\text{Cov}(z) = I_p$. Under appropriate conditions on the forth moment of $z_j$, and ergodicity of the numerical sequence $\{\tau_j\}$, the celebrated Marčenko-Pastur law is established in [15] as the LSD of $S_n$ under the high-dimensional limit (1.2). Note that this model is a particular case of (1.1) with $x_{nj} = \sqrt{\tau_j} z_j$.

This model has been recently extended in [18] where the same LSD is established for a wider family of so-called "good vectors" $z$.

(b) *Sample covariance matrices.* Motivated by statistical multivariate analysis, [20, 21] analysed a class of sample covariance matrices of the form

$$S_n = \frac{1}{n} \sum_{j=1}^{n} \Sigma_p^{1/2} z_j z_j^* \Sigma_p^{1/2},$$

where $\{\Sigma_p\}$ is a sequence of non-negative definite matrices, $\{z, z_j\}$ an i.i.d. sequence such that the $p$-coordinates of the population $z$ are also i.i.d. (univariate) with mean zero and variance 1.

The name of sample covariance matrix originates from the fact that the matrix $S_n$ has also the form (1.1) with $x_{nj} = \Sigma_p^{1/2} z_j$, which indeed is an i.i.d. sample from the population $x = \Sigma_p^{1/2} z$. This population is centred with population covariance matrix $\text{Cov}(x) = \Sigma_p$. Under the sole condition of $\mu_{\Sigma_p}$ having a weak limit, it is shown in [20, 21] that $S_n$ has an LSD in the form of a generalized Marčenko-Pastur law.

(c) *Large sample covariance matrices without independence structure in columns.* [3] directly considered the general model (1.1) with independent columns, not necessarily identically distributed. They however imposed a common covariance structure on the column vectors, namely $\text{Cov}(x_{nj}) = \Sigma_p$, $1 \leq j \leq n$. Under appropriate moment conditions on the coordinates of the vectors $x_{nj}$, [3] shows that the generalized Marčenko-Pastur law still holds as in (b).
(d) **Separable or weighted covariance matrices.** For data matrix $X_n$ with both row and column dependence, [27] studied the separable covariance matrices of the form

$$S_n = \frac{1}{n} X_n X_n^* = \frac{1}{n} A_p^{1/2} Z_n B_n Z_n^* A_p^{1/2}, \quad \text{with} \quad X_n = A_p^{1/2} Z_n B_n^{1/2},$$

where $A_p$ and $B_n$ are two non-negative definite symmetric matrices and $Z_n = \{z_1, \ldots, z_n\} = (z_{ij})$ is a $p \times n$ pure noise matrix with i.i.d. standardized entries. Under the weak convergence of both sequences $\mu_{A_p}$ and $\mu_{B_n}$, [27] established an LSD for the matrix $S_n$.

A particular feature here is that under appropriate moment conditions on the i.i.d. noise entries $\{z_{ij}\}$, universality applies: namely the LSD of the sequence $S_n$ is the same as if these entries are Gaussian. It follows that we can assume $B_n$ is diagonal, with non-negative diagonal elements $\{b_{nj}\}_{1 \leq j \leq n}$. In this form, we have

$$S_n = \frac{1}{n} \sum_{j=1}^{n} b_{nj} A_p^{1/2} z_j z_j^* A_p^{1/2}.$$ 

This is the so-called **weighted sample covariance matrices** with weights $w_{nj} = b_{nj}/n, 1 \leq j \leq n$. Such weighted sample covariance matrix occurs in [28] in their study on the realized covariance matrix in stock price modelling. Note that this weighted matrix is a special case of the model (1.1) with column vectors $x_{nj} = b_{nj} A_p^{1/2} z_j$.

(e) **Time series and random field data matrices.** For data from time series models, [12, 25, 11] investigated the LSDs of sample covariance matrices with data matrix generated by $p$ independent copies of $n$ consecutive observations of a scalar linear time series, which can be treated by the method in [3] as $p$ independent samples with a common population covariance matrix. [14] extended the framework to high-dimensional linear time series models with coefficient matrices simultaneously diagonalizable. When innovations are Gaussian, their model can be viewed as an extension of [12, 25] to $n$ consecutive observations of $p$ independent linear processes.

For random field models, [9] considered the Gram random matrix model with a given variance profile, where the data matrix $X = (x_{ij})_{p \times n}$ has i.i.d. entries with $x_{ij} = \sigma(i/p, j/n) z_{ij}$, where $z_{ij}$ are i.i.d. entries with zero mean and unit variance and $\sigma : [0, 1]^2 \rightarrow \mathbb{R}$ is the variance profile function. This is also a particular case of the model (1.1) with column vectors $x_{nj} = \{\sigma(i/p, j/n) z_{ij}\}_{1 \leq i \leq p}$.

Despite the rich literature above on singular values of various large data matrices, there still exist several important types of data in finance and economics, of which limiting behaviours of its singular values remain unknown.

**Case I. Multi-dimensional diffusion process with anisotropic co-volatility.** Data in the analysis of a log price process is always modelled by a multi-dimensional diffusion process, that is, a $p$-dimensional process satisfying the stochastic differential equation $dX_t = \mu_t dt + \Gamma_t dB_t$, where $\mu_t$ is a $p$-dimensional drift process, $\Gamma_t$ is a $p \times p$ matrix-valued co-volatility process and $B_t$ is a standard $p$-dimensional Brownian motion [10, 1, 28]. Financial data
analysts are interested in the integrated covariance matrix $\Sigma^{ICV} = \int_0^1 \Gamma_t \Gamma'_t dt$ and use the realized covariance matrix $\Sigma^{RCV} = \sum_{l=1}^n \Delta X_l \Delta X'_l$ as an estimator of $\Sigma^{ICV}$, where $\Delta X_l = X_{\tau_l,n} - X_{\tau_{l-1},n}$ for $l = 1, \ldots, n$ with $\{\tau_l,n\}$ the observation times. In large sample case when dimension $p$ is fixed, $\Sigma^{RCV}$ is proved to be consistent to $\Sigma^{ICV}$. (See [10] for details.) However, this is no longer true in the high-dimensional case when dimension $p$ grows proportionally with the observation frequency $n$. Thus, it is important to find the connections between spectra of $\Sigma^{RCV}$ and $\Sigma^{ICV}$ in the high-dimensional situation. For a class of diffusion processes with co-volatility processes having isotropic time-varying spectra, i.e, $\Gamma_t = \gamma_t \Sigma$, [28] derived an LSD for the realized covariance matrix $\Sigma^{RCV}$. For more diffusion processes that have a co-volatility process with anisotropic time-varying spectrum, the limiting behaviours of $\Sigma^{RCV}$ remain unknown.

**Case II. Matrix-valued time series.** Matrix-valued time series models are always used to investigate data collected in a matrix form and have been widely applied in finance and economics [6, 5, 23]. For example, to study the evolution of macroscopic economic indices among different countries over certain period, [6] proposed the matrix-valued auto-regressive model $X_t = AX_{t-1} + B + Z_t$, where $(X_t)$ is an $m \times n$ matrix-value process with column indices standing for the economical indices and row indices for countries, $A$ and $B$ being $m \times m$ and $n \times n$ coefficient matrices respectively, and $(Z_t)$ standing for innovations. Such matrix-valued model has been shown to well capture macroscopic evolutionary characters among small economic bodies. Though estimation of coefficient matrices has been extensively studied in [6] in large sample case, the same problem in high-dimensional settings remains unclear when row and column dimensions are large. It is hence expected that the derivation of a LSD for the singular values of the data matrix $X_t$ can reflect certain effective information about singular value distributions of the coefficient matrices $A$ and $B$ in the high dimensional situation.

**Case III. Finite mixture model.** Models based on finite mixture distributions provides a flexible extension of classical statistical models and have been applied in diverse areas such as genetics, signal processing and machine learning [7, 13, 17]. The observations in a finite mixture model can always be viewed as samples drawn randomly from several populations with different means or covariance matrices with certain proportion. As a special case, a scale mixture model was studied by [13], in which covariance matrices of different populations differ only by a random factor. The dependence among LSDs of the sample covariance matrix and the common population covariance matrix as well as the distribution of scale variable is derived. However, when population covariance matrices more general structures, the existence of LSDs of sample covariance matrices and their dependence on LSDs of population covariance matrices are still unknown.

Back to the existing literature recalled above, we observe that models (a)-(e) models share a common feature: the column vectors $x_{nj}$’s of their data matrices are independent, and their covariance matrices $\Sigma_{nj}$, $1 \leq j \leq n$ are simultaneously diagonalizable, either directly or asymptotically. Indeed for models (a)-(e), the $n$ matrices $\Sigma_{nj}$, $1 \leq j \leq n$ are,
respectively,

(a) $\tau_j I_p$, (b) $\Sigma_p$, (c) $\Sigma_p$, (d) $b_{nj}A_p$, (e) random field models: $\text{diag} \left( \sigma^2(i/p,j/n) \right)_{1\leq i\leq p}$.

In each case, the $n$ matrices are directly simultaneously diagonalizable. For the remaining case of time series models in (e), the data matrix consists of $p$ consecutive observations of $n$ independent stationary linear time series. For each time series $j$, the population covariance matrix $\Sigma_{nj}$ for the $p$ observations is a Toeplitz matrix (filled with the first $p$ auto-covariances of the series). Although these $n$ Toeplitz matrices $\Sigma_{nj}$ are not directly simultaneously diagonalizable, it is well known ([8]) that under certain summability assumptions on its entries, any Toeplitz matrix is asymptotically equivalent to a circulant matrix. As circulant matrices share a same system of eigenvectors, and thus are simultaneously diagonalizable, we see that the Toeplitz matrices $\Sigma_{nj}$ are asymptotically simultaneously diagonalizable.

These observations inspire the work in this paper. We consider a data matrix $X_n$ with independent columns $x_{nj}$, and the $n$ population covariance matrices $\Sigma_{nj} = \text{Cov}(x_{nj})$ can be asymptotically simultaneously diagonalizable, see a precise definition of this property later in Section 2. Next, a key step is to model and connect the eigenvalues of $\Sigma_{nj}$ through two groups of parameters and a sequence of link functions under some regularization conditions. By using the Stieltjes transform method and under suitable moment conditions, the LSD for singular values of the data matrix $X_n$ is found, and determined through a system of functional equations involving the limiting distributions of the two groups of parameters and the limiting link function. The system captures clearly the connection between the limiting spectrum of the data matrix and the population spectra. Note that even though our basic assumptions require the independence of columns of the data matrix, our results can be extended to certain data matrices with both row and column dependence inside, by using some universality arguments from random matrix theory (RMT). This is done for the separable covariance covariance model (d) and for sample covariance matrices from vector-valued linear time series with coefficient matrices simultaneously diagonalizable, see Section 3.4.

In Section 4, we apply our general results to the non-resolved Cases I, II and III mentioned above. In Section 4.1 (case I), we establish an LSD for the realized covariance matrix $\Sigma^{RCV}$ for a multi-dimensional diffusion process with a co-volatility process that has an anisotropic time-varying spectrum (under suitable regularity conditions). In Section 4.2, we derive an LSD for the singular values of the data matrix $X_t$ from a matrix-valued auto-regressive process. In Section 4.3, we obtain an LSD of sample covariance matrix for a generalized finite mixture model with population covariance matrices simultaneously diagonalizable.

The rest of the paper is organized as follows. Section 2 introduces the setting and the main results of the paper. In Section 3, we show that the existing literature as recalled in models (a)-(e) is included in our main result, with some new extensions. Our results thus give a unified approach for these different models of data matrices. Section 4 develops applications to three unresolved models, Cases I, II and III, mentioned above. Technical proofs are gathered in Appendix.
2. Main Results

In this section, we focus on the sample covariance matrix $S_n$ defined in (1.1) and the existence and uniqueness of its LSD in the high-dimensional setting (1.2). The weak convergence of ESDs is established through that of the corresponding Stieltjes transforms. The method of Stieltjes transform has been developed to be a powerful tool in study asymptotic spectral properties of random matrices. See [2] and reference therein. The Stieltjes transform of ESD $\mu_{S_n}$ is defined as

$$m_n(z) = \int \frac{1}{x-z} d\mu_{S_n}(x) = \frac{1}{p} \text{tr}(S_n - zI)^{-1},$$

where $z \in \mathbb{C}^+ := \{ z \in \mathbb{C} : \text{Im}(z) > 0 \}$, the upper half complex plane. It is well known that a sequence of measure converges vaguely to certain measure if and only the corresponding Stieltjes transform converges to the Stieltjes transform of the limiting measure on the upper complex half plane pointwisely. Following this routine, it suffices to study the asymptotic behaviour of $m_n(z)$.

The following additional assumptions on samples $x_1, \ldots, x_n$ are made.

**Assumption 1.** (1) For any $i = 1, \ldots, p$, $j = 1, \ldots, n$, $x_{ij}$ has zero mean, finite fourth moment.

(2) There exists a sequence of $p \times p$ non-negative definite matrices $\{\Sigma_i\}$ such that they are uniformly bounded in matrix operator norm $\| \cdot \|_{\text{op}}$, i.e.,

$$\max_n \max_{1 \leq i \leq n} \| \Sigma_i \|_{\text{op}} < \infty; \quad (2.2)$$

and diagonalizable simultaneously, i.e., there exists a unitary matrix $U_n$ and diagonal matrices $\Lambda_1, \ldots, \Lambda_n$ with $\Lambda_i = \text{diag}\{\lambda_{i,l} : l = 1, \ldots, p\}$, $i = 1, \ldots, n$ such that

$$\Sigma_i = U_n^* \Lambda_i U_n, \quad i = 1, 2, \ldots, n. \quad (2.3)$$

(3) There exists a bounded continuous functions $f : \mathbb{R}^k \times \mathbb{R}^m \to \mathbb{R}_+ = [0, \infty)$ and two sequences $(a_i)_{1 \leq i \leq p} \in \mathbb{R}^k$ and $(b_i)_{1 \leq i \leq n} \in \mathbb{R}^m$ such that eigenvalues of $\Sigma_1, \ldots, \Sigma_n$ satisfy

$$\lambda_{i,l} = f(a_i; b_i), \quad l = 1, \ldots, p; i = 1, \ldots, n. \quad (2.4)$$

(4) For any sequence of $p \times p$ matrices $B_1, \ldots, B_n$ with $\sup_i \| B_i \|_{\text{op}} < \infty$, it holds that

$$\frac{1}{n^3} \sum_{i=1}^n \mathbb{E} |x_i^* B_i x_i - \text{tr}(B_i \Sigma_i)|^2 = o(1). \quad (2.5)$$

(5) Denote $G_p$ and $H_n$ the ESDs of $a_1, \ldots, a_p$ and $b_1, \ldots, b_n$, respectively. As $n, p \to \infty$, $G_p$ and $H_n$ converge weakly to Borel probability measure $G$ and $H$, respectively.

**Remark 2.1.** The matrices $\Sigma_1, \ldots, \Sigma_n$ are always chosen as the corresponding population covariance matrices for $x_1, \ldots, x_n$, respectively. However, sometimes, although the moment
condition (2.5) holds for $\Sigma_1, \ldots, \Sigma_n$, these population covariance matrices are not simultaneously diagonalizable. In this case, if there exist $\Sigma_1', \ldots, \Sigma_n'$ such that $\{\Sigma_j'\}_{1 \leq j \leq n}$ are diagonalizable simultaneously and
\[
\frac{1}{n^3} \sum_{i=1}^{n} \left[ \text{tr}(B_i(\Sigma_i - \Sigma_i')) \right]^2 = o(1),
\]
for any sequence of $p \times p$ matrices $B_1, \ldots, B_n$ with $\sup_i \|B_i\|_{\text{op}} < \infty$, then we use $\Sigma_i'$'s to replace $\Sigma_i$'s so that moment condition (4) remains valid for $\Sigma_1', \ldots, \Sigma_n'$. One of the sufficient conditions for (2.6) is as follows:
\[
\frac{1}{n^2} \sum_{i=1}^{n} \text{tr}((\Sigma_i - \Sigma_i')(\Sigma_i - \Sigma_i')^*) = o(1).
\]

With the assumptions above, the main result of this paper can be stated as follows.

**Theorem 2.1.** Suppose that a data matrix $X_n = (x_1, \ldots, x_n)$ of $n$ independent $p$-dimensional samples satisfies Assumption 1. Then, in the high-dimensional setting $p/n \rightarrow c \in (0, \infty)$, with probability 1, the empirical spectral distribution $\mu_{S_n}$ converges weakly to a unique deterministic Borel probability measure $\mu$ with its Stieltjes transform $m(z)$ satisfying
\[
m(z) = -\frac{1}{z} \int_{\mathbb{R}^k} (K(a, z) + 1)^{-1} dG(a)
\]
in which $K : \mathbb{R}^k \times \mathbb{C}^+ \rightarrow \mathbb{C}^+ := \{z \in \mathbb{C} : \text{Im}(z) \geq 0\}$ is the unique solution to the following functional equation
\[
K(a, z) = \int_{\mathbb{R}^m} \frac{f(a, b)}{-z + c \int_{\mathbb{R}^k} \frac{f(a', b)}{K(a', z) + 1} dG(a')}}{dH(b)}
\]
on the subset
\[
\left\{ (a, z) \in \mathbb{R}^k \times \mathbb{C}^+ : \text{Im}(K(a, z)) \geq 0, \text{Im}(zK(a, z)) \geq 0 \right\}.
\]
in the sense that if $K_1(a, z)$ and $K_2(a, z)$ are two solutions to (2.9), then for any $z \in \mathbb{C}^+$,
\[
G(\{a : K_1(a, z) \neq K_2(a, z)\}) = 0.
\]

**Corollary 2.1.** Suppose that a data matrix $X = (x_1, \ldots, x_n)$ of $n$ independent $p$-dimensional samples satisfies Assumption 1. In addition, assume that in Assumption 1 (3), there exist two continuous function $g : \mathbb{R}^k \rightarrow \mathbb{R}_+$ and $h : \mathbb{R}^m \rightarrow \mathbb{R}_+$ such that $f(a, b) = g(a)h(b)$. Then, in the high-dimensional setting $p/n \rightarrow c \in (0, \infty)$, with probability 1, the empirical spectral distribution $\mu_{S_n}$ converges weakly to a unique deterministic Borel probability measure $\mu$ with its Stieltjes transform $m(z)$ satisfying
\[
m(z) = -\frac{1}{z} \int_{\mathbb{R}^k} (g(a)K(z) + 1)^{-1} dG(a)
\]
in which $K : \mathbb{C} \to \mathbb{C}_+$ is the unique solution to the following functional equation

$$K(z) = \int_{\mathbb{R}^m} \frac{h(b)}{-z + ch(b) \int_{\mathbb{R}^k} \frac{g(a')}{g(a')K(z)+1} dG(a')} dH(b) \quad (2.11)$$
onumber

on the subset

$$\left\{ z \in \mathbb{C}^+ : \text{Im}(K(z)) \geq 0, \text{Im}(zK(z)) \geq 0 \right\}.$$

To allow varying eigenvalues parametrizing function $f$, we make the following additional assumption and obtain similar conclusions.

**Assumption 2.** (3′) For any $n \geq 1$, there exists a uniformly bounded measurable function $f_n : \mathbb{R}^k \times \mathbb{R}^m \to \mathbb{R}_+$ and two families of vectors $\{a_{l,n} \in \mathbb{R}^k : l = 1, \ldots, p\}$ and $\{b_{i,n} \in \mathbb{R}^m : i = 1, \ldots, n\}$ such that eigenvalues of $\Sigma_{1}, \ldots, \Sigma_{n}$ satisfy

$$\lambda_{i,l} = f_n(a_{l,n}; b_{i,n}), \quad l = 1, \ldots, p; i = 1, \ldots, n. \quad (2.12)$$

Moreover, there exists a bounded continuous functions $f : \mathbb{R}^k \times \mathbb{R}^m \to \mathbb{R}_+$ such that

$$\lim_{n,p \to \infty} \int_{\mathbb{R}^k} \int_{\mathbb{R}^m} |f_n(a, b) - f(a, b)|H_n(db)G_p(da) = 0. \quad (2.13)$$

**Theorem 2.2.** Suppose that a data matrix $X = (x_1, \ldots, x_n)$ of $n$ independent $p$-dimensional samples satisfies Assumption 1 with (3) replaced by Assumption 2 (3′). Then, in the high-dimensional setting $p/n \to c \in (0, \infty)$, results in Theorem 2.1 is retained.

### 3. Relation to the existing works

In this section, we show that models (a)-(e) in Introduction are special cases of our model.

#### 3.1. Sample covariance matrices for i.i.d. samples

Let $x_1, \ldots, x_n$ be an i.i.d. sample from the population $x = \Sigma^{1/2} z$, where

1. $z$ is a $p$-dimensional random vector and has i.i.d. entries with zero mean, unit variance and finite fourth moment;
2. $\Sigma$ is a $p \times p$ non-negative definite Hermitian matrix with $\sup_p \|\Sigma\|_{op} < \infty$;
3. the empirical spectral distribution function $G_p$ of $\Sigma$ converges weakly to a Borel probability measure $G$.

To see the above is a special case of our model, let $\Sigma_i = \Sigma$ for $i = 1, \ldots, n$, $b = 1$ and $a_{i,p} = \sigma_{i,p}^2$, where $\{\sigma_{i,p}^2\}$ are eigenvalues of $\Sigma_p$. Then, conditions (1), (2), (3) and (5) in Assumption 1 hold with the link function $f(a, b) = a$. It remains to show the moment condition (4) is valid. To see this, by Lemma B.26 in [2], for any $p \times p$ matrix $B$,

$$\mathbb{E}|x^* B x_1 - \text{tr}(B\Sigma)|^2 \leq C \left(\mathbb{E}|z_{11}|^4 \text{tr}(B\Sigma^2 B^*)\right) \leq C\|B\|^2_{op} \text{tr}(\Sigma^2)$$
so that for \( B_1, \ldots, B_n \) with norm uniformly bounded by \( K \),
\[
\sum_{i=1}^{n} \mathbb{E}|x_i^* B_i x_i - \text{tr}(B_i \Sigma)|^2 \leq nC \text{tr}(\Sigma^2) = O(n^2) = o(n^3).
\]
Therefore, by Theorem 2.1 and Corollary 2.1, the LSD of \( S_n \) exists uniquely. Moreover, its Stieltjes transform satisfies
\[
m(z) = -\frac{1}{z} \int \frac{1}{\lambda K(z) + 1} dG(\lambda),
\]
where
\[
K(z) = \left( -z + c \int \frac{\lambda}{\lambda K(z) + 1} dG(\lambda) \right)^{-1}.
\]
Note that
\[
1 = K(z) \left( -z + c \int \frac{\lambda}{\lambda K(z) + 1} dG(\lambda) \right) = -zK(z) + c + czm(z)
\]
Thus, \( 1 - c - czm(z) = -zK(z) \) and
\[
m(z) = \int \frac{1}{\lambda(1 - c - czm(z)) - z} dG(x),
\]
which is the celebrated Marčenko-Pastur equation.

3.2. The generalized sample covariance matrices

Consider the following generalized sample covariance matrix:
\[
S_n = \frac{1}{n} A_p^{1/2} Z_n B_n Z_n^* A_p^{1/2},
\]
with its corresponding data matrix:
\[
X = A_p^{1/2} Z_n B_n^{1/2},
\]
where \( A_p \) and \( B_n \) are \( p \times p \) and \( n \times n \) non-negative definite Hermitian matrices, respectively and \( Z_n = (Z_{ij})_{p \times n} \) is a \( p \times n \) random matrix having i.i.d. entries with \( \mathbb{E}Z_{ij} = 0, \mathbb{E}|Z_{ij}|^2 < \infty \). The limiting behaviour of ESDs of the generalized sample covariance matrix has been studied by \( \). In what follows, we are going to provide a new perspective to this model by using results developed in Section 2.

It should be noticed that when \( B_n \) is diagonal or entries of \( Z \) follow standard Gaussian distribution, the data matrix \( X \) can be viewed as having \( n \) independent columns. Indeed, when \( B_n = \text{diag}\{b_1, \ldots, b_n\} \) with \( b_i \geq 0 \) for \( i = 1, \ldots, n \), let \( x_i \) and \( z_i \) be the \( i \)-th column of \( X \) and \( Z \), respectively. Then, we have \( x_i = \sqrt{b_i} A_p^{1/2} z_i \) for \( i = 1, \ldots, n \) so that columns
of $X$ are independent. In this case, $S_n = n^{-1} \sum_{i=1}^{n} c_i^2 A_p^{1/2} z_i z_i^* A_p^{1/2}$, which is actually the weighted sample covariance matrix. For the other case when entries of $Z_n$ are Gaussian distributed, let $B_n = V_n \Lambda_B V^*_n$, where $V_n$ is orthogonal and $\Lambda_B$ is diagonal with its diagonal entries eigenvalues of $B_n$. Define $\overline{Z}_n = Z_n V_n$. Then, due to the normality of $Z_n$, $\overline{Z}_n$ still has i.i.d. standard Gaussian entries. Thus, $S_n$ has the same limiting behaviour of ESDs as

$$\overline{S}_n = A_p^{1/2} \overline{Z}_n \Lambda_B \overline{Z}_n^* A_p^{1/2},$$

and the latter can be treated as a large sample covariance matrix for $n$ independent samples. Although, in general, the data matrix $X$ may have both row and column dependence when $B_n$ is not diagonal, we show below that the limiting behaviour of $S_n$ is the same as that of another generalized sample covariance matrix $\tilde{S}_n$ obtained by replacing $Z_n$ by $\tilde{Z}_n$ with standard Gaussian entries. Therefore, our method still works to study the limiting behaviour of $S_n$. In other words, the results of LSD of the weighted sample covariance matrices are universal among the generalized sample covariance matrices.

Before detailed discussion, we make the following assumptions:

(1) $Z_n = (Z_{ij})_{p \times n}$ is a $p \times n$ random matrix having i.i.d. entries with $E Z_{ij} = 0$, $E |Z_{ij}|^2 = 1$ and $E |Z_{ij}|^4 < \infty$;

(2) $A_p$ and $B_n$ are uniformly bounded in norm, i.e., $a_0 := \sup_p \|A_p\|_{op} < \infty$, $b_0 := \sup_n \|B_n\|_{op} < \infty$;

(3) ESDs of $A_p$ and $B_n$ converge weakly two Borel probability measures $G$ and $H$ respectively.

**Remark 3.1.** The only one additional assumption in this paper, compared to those in [27], is the boundedness condition of $A_p$ and $B_n$ in (2). By using the truncation technique with the rank inequality, this assumption can be easily removed. However, to remain the consistency to our general settings, we are not going remove it in the following discussion.

We study the limiting behaviour of the Stieltjes transform $m_n(z)$ of $S_n$ by the following routine:

(i) We show that $m_n(z) - EM_n(z) \xrightarrow{a.s.} 0$ as $n \to \infty$, when entries of $Z$ are i.i.d. standardized variables with arbitrary distribution;

(ii) Let $\tilde{Z}_n = (\tilde{Z}_{ij})_{p \times n}$ be a Gaussian matrix with i.i.d. entries having $E(\tilde{Z}_{ij}) = 0$, $E |\tilde{Z}_{ij}|^2 = 1$. Define

$$\tilde{S}_n = \frac{1}{n} A_p^{1/2} \tilde{Z}_n B_n \tilde{Z}_n A_p^{1/2}.$$

The Stieltjes transform of its ESD is denoted by $\tilde{m}_n(z)$. We show that $E(m_n(z)) - E(\tilde{m}_n(z)) \to 0$ as $n \to \infty$.

(iii) We study the limiting behaviour of $E(\tilde{m}_n(z))$ by treating $\tilde{S}_n$ as a weighted sample covariance matrix and using the method developed in Section 2.

The first two steps are achieved by using the McDiarmid inequality (developed in [16]) and the Lindeberg principle (developed in [4]). Their proofs are technical and tedious and thus contained in Appendix. In what follows, we only focus on the final step and the alternative sample covariance matrix $\tilde{S}_n$. 
Without loss of generality, we now assume that $\tilde{Z}$ has i.i.d. standard Gaussian entries and $B_n = \text{diag}\{b_1, \ldots, b_n\}$ diagonal. Let $x_i$ and $\tilde{z}_i$ be the $i$-th column of $X$ and $\tilde{Z}$, respectively. Then, $x_i = \sqrt{b_i} A_{p}^{1/2} \tilde{z}_i$ for $i = 1, \ldots, n$ so that data matrix $X$ has $n$ independent columns.

Let $\Sigma_i = b_i A_{p}, i = 1, \ldots, n$. Under the uniform boundedness assumption on $A_p$ and $B_n$, $\Sigma_i$'s are also uniformly bounded in norm and (2) in Assumption 1 holds. Meanwhile, $\Sigma_i$'s are simultaneously diagonalizable with eigenvalues $b_i \sigma_i^2, l = 1, \ldots, p$, where $\sigma_i^2, \ldots, \sigma_i^2$ are eigenvalues of $A_p$. By letting the link function $f(a, b) = ab$, we see (3) in Assumption 1 holds. Under assumption (3) mentioned before, (5) in Assumption 1 is valid. It remains to show (4) in Assumption 1. To see this, notice that $x_i = \sqrt{b_i} A_{p}^{1/2} \tilde{z}_i$, by Lemma B.26 in [2], for any $p \times p$ matrix $R_i$, there exists a positive constant $C$ independent of $i$ such that

$$E|x_i^* R_i x_i - c^2 tr(R_i \Sigma)|^2 \leq C b_i^2 (E|z_i|^4 tr(R_i A_p^2 R_i^*)) \leq C\|R_i\|_{op}^2 b_i^2 tr(A_p^2).$$

So, for $R_1, \ldots, R_n$ with norm uniformly bounded by $K$,

$$\sum_{i=1}^n E|x_i^* R_i x_i - \text{tr}(R_i \Sigma)|^2 \leq nCK\|B\|_{op}^2 tr(A_p^2) = O(n^2) = o(n^3),$$

and condition (4) in Assumption 1 is satisfied.

By Corollary 2.1, we know that LSD of $\tilde{S}_n$ exists uniquely with its Stieltjes transform $m(z)$ satisfying

$$m(z) = -\frac{1}{z} \int_{\mathbb{R}^+} \frac{1}{yK(z) + 1} dG(y),$$

where

$$K(z) = \int_{\mathbb{R}^+} \frac{x}{-z + cx \frac{1}{yK(z) + 1}} dH(x).$$

When either $H$ or $G$ is a one point mass at $0$, $m(z) = -\frac{1}{z}$ so that the LSD becomes also a one point mass $\delta_0$ at $0$. Otherwise, when neither $H$ nor $G$ is not degenerated to $\delta_0$, we have by $zm(z) \in \mathbb{C}^+$ that $\text{Im}(K(z)) > 0$ since

$$zm(z) = -\int_{\mathbb{R}^+} \frac{1}{1 + yK(z)} dH(y).$$

Meanwhile, if $\text{Im}(zK(z)) = 0$, then $zK(z)$ is a real number.

$$\text{Im}\left(\int_{\mathbb{R}^+} \frac{y}{-yzK(z) - z} dG(y)\right) = 0,$$

which contradicts the assumption that neither $H$ nor $G$ is not degenerated to $\delta_0$. Thus, $\text{Im}(zK(z)) > 0$.

Let $p(z) = K(z)$ and

$$q(z) = -\frac{1}{z} \int_{\mathbb{R}^+} \frac{y}{yK(z) + 1} dH(y).$$

We see immediately that
(a) when either $H$ or $G$ is a one-point mass at 0, then $m(z) = -\frac{1}{z}$ so that the LSD becomes also a one point mass $\delta_0$ at 0;
(b) when neither $H$ nor $G$ is not degenerated to $\delta_0$, $(m(z), p(z), q(z))$ solves the following system of equations uniquely

\[
m(z) = -\frac{1 - c^{-1}}{z} - \frac{c^{-1}}{z} \int \frac{1}{1 + q(x)} dH(x)
\]

\[
m(z) = -\frac{1}{z} \int \frac{1}{1 + p(y)} dG(y)
\]

\[
m(z) = -\frac{1}{z} - p(z)q(z).
\]

on the set $\{z \in \mathbb{C}^+ : \text{Im}(m(z)) > 0, \text{Im}(q(z)) > 0, \text{Im}(zp(z)) > 0\}$.

which is consistent with Theorem 4.1.1 in [27].

### 3.3. The Centered Gram random matrix model with a given variance profile

Consider a $p \times n$ random matrix $X_n = (X_{n,ij})_{p \times n}$ with its entry

\[
X_{n,ij} = \sigma(i/p, j/n)Z_{ij},
\]

where

1. $Z_{ij}$ being centred i.i.d. random variables with unit variance and finite fourth-moment;
2. the variance profile $\sigma : [0, 1]^2 \to \mathbb{R}$ is continuous and bounded.

The corresponding sample covariance matrix $S_n = \frac{1}{n}X_nX_n^*$. Let $z_j = (Z_{ij} : i = 1, \ldots, p)$ and $\Sigma_j = \text{diag}\{\sigma(i/p, j/n)^2 : i = 1, \ldots, p\}$ for $j = 1, \ldots, n$. Denote $x_{jn}$ the $j$-th column of $X_n$, $j = 1, \ldots, n$. Then, $z_j$'s are independent and so are $x_{jn} = \Sigma_j^{1/2}z_j$'s. Meanwhile, it is clear that condition (3) in Assumption 1 holds with $a_{l,p} = i/p, b_{i,n} = i/n$ and the link function $f(a, b) = \sigma^2(a, b)$. Moreover, the choice of $\{a_{i,p}\}$ and $\{b_{i,n}\}$ ensures Assumption 1 (5) with limiting distributions $H$ and $G$ uniformly distributed on the interval $(0, 1)$. Finally, for the moment condition, by Lemma B.26 in [2], for any $p \times p$ matrix $B_i$, there exists a positive constant $C$ independent of $i$ such that

\[
\mathbb{E}|x_{in}^*B_ix_{in} - c^2\text{tr}(B_i\Sigma_i)|^2 \leq C (\mathbb{E}|z_{11}|^4\text{tr}(B_i\Sigma_i^2B_i^*)) \leq C\|B_i\|_{\text{op}}^2\|\sigma^2\|_{\infty} \cdot n = O(n),
\]

where $\|\sigma^2\|_{\infty} = \sup_{(s,t)\in[0,1]^2} |\sigma^2(s,t)|$. The moment condition (4) in Assumption 1 then follows.

Therefore, by Theorem 2.1, the Stieltjes transform of the LSD satisfies

\[
m(z) = -\frac{1}{z} \int_0^1 \frac{1}{K(s, z) + 1} ds,
\]

where

\[
K(s, z) = \int_0^1 \frac{\sigma^2(s, t)}{z + c \int_0^1 \frac{\sigma^2(s, t)}{K(s, z) + 1} ds} dt.
\]
The final result is consistent with that discussed in Section 3.1 in [9].
To relax the requirement of entry independence, we propose the following result.

**Theorem 3.1** (Generalization of the centred Gram model). Let \( x_i = \Sigma_i^{1/2} z_i \), \( i = 1, 2, \ldots, n \), where

1. \( Z = (z_1, \ldots, z_n) \) has i.i.d. entries with zero mean, unit variance and finite fourth moment;
2. \( \Sigma_i 's \) are a sequence of simultaneously diagonalizable non-negative definite Hermitian matrices;
3. there exists a bounded continuous function \( \sigma : [0,1]^2 \rightarrow \mathbb{R} \) such that eigenvalues of \( \Sigma_i \) are \( \{ \sigma(l/p, i/n)^2 : l = 1, \ldots, p \} \) for \( i = 1, \ldots, n \).

Let \( X_n = (x_1n, \ldots, x_nn) \). Then, the LSD of sample covariance matrix \( S_n = \frac{1}{n} X_n X_n^* \) exists uniquely with its Stieltjes transform satisfying

\[
m(z) = -\frac{1}{z} \int_0^1 \frac{1}{K(s, z) + 1} ds
\]

where \( K : [0,1] \times \mathbb{C}^+ \rightarrow \mathbb{C}^+ \) is the unique solution to the functional equation

\[
K(s, z) = \int_0^1 \frac{\sigma(s,t)^2}{-z + c \int_0^1 \frac{\sigma(s,t)^2}{K(s,z)+1} ds} dt.
\]

The proof of Theorem 3.1 is a direct application of Theorem 2.1 and thus is omitted.

### 3.4. Vector-valued time series

Consider the following \( p \)-dimensional linear process:

\[
X_t = \sum_{j=0}^{\infty} A_j Z_{t-j},
\]

where

1. \( (Z_t)_{t \in \mathbb{Z}} \) is a sequence of i.i.d. \( p \)-dimensional random vectors, with i.i.d. entries having zero mean, unit variance and finite fourth moments;
2. The coefficient matrices \( (A_j)_{j=0,1,\ldots} \) are diagonal, non-random with \( \sup_p \| A_j \| \leq a_j < \infty \) for \( j = 0, 1, \ldots \) and

\[
\sum_{j=0}^{\infty} a_j < \infty,
\]

with \( A_0 = I_p \).
Let $X_t = (X_{1,t}, \ldots, X_{p,t})'$ and $Z_t = (Z_{1,t}, \ldots, Z_{p,t})'$, where $'$ represents the matrix transpose. It is easy to see that coordinate processes $(X_{i,t})_{t \geq 0}$'s are independent and for $i = 1, \ldots, p$, $(X_{i,t})$ follows a scalar linear process:

$$X_{i,t} = \sum_{j=0}^{\infty} a_{i,j} Z_{i,t-j},$$  \hspace{1cm} (3.3)

with $a_{i,j}$ the $i$-th diagonal entry of $A_j$. Moreover, under (3.2), all coordinate processes are stationary. It should be mentioned that models considered in [12, 25, 11, 14] all follow (3.1) and satisfy (3.4-1) and (3.4-2).

Let $X_1, \ldots, X_T$ be $T$ consecutive observations of $(X_t)$. Denote the data matrix $X = (X_1, \ldots, X_T)$. Consider the corresponding sample covariance matrix

$$S_T = \frac{1}{T}XX^*.$$  \hspace{1cm} (3.4)

Let $\mu_T$ be the ESD of $S_T$. To study the limiting behaviour of $F_T$ by our method, we need the following two companion matrices

$$\tilde{S}_T = \frac{1}{T}X^*X = \frac{1}{T} \sum_{i=1}^{p} X_{(i)}X^*_{(i)}, \quad \tilde{S}_T = \frac{1}{p} \sum_{i=1}^{p} X_{(i)}X^*_{(i)}.$$  \hspace{1cm} (3.5)

where $X_{(i)}$ is the $i$-th row of $X$ for $i = 1, \ldots, p$ and $X_{(1)}, \ldots, X_{(p)}$ are mutually independent. Denote $\tilde{\mu}_T$ and $\tilde{\mu}_T$ the ESDs of $\tilde{S}_T$ and $\tilde{S}_T$, respectively.

The connections among Stieltjes transforms of $\mu_T$, $\mu_T$ and $\tilde{\mu}_T$ are given as follows. Let $m_T(z)$, $\tilde{m}_T(z)$ and $\tilde{m}_T(z)$ are Stieltjes transforms of $\mu_T$, $\mu_T$ and $\tilde{\mu}_T$, respectively. On the one hand, since $S_T$ and $\tilde{S}_T$ share the same positive eigenvalues, it holds

$$\mu_T = (1 - c_T) \delta_0 + c_T \mu_T,$$

so that

$$m_T(z) = -\frac{1 - c_T}{z} + c_T m_T(z).$$  \hspace{1cm} (3.6)

where $c_T = p/T$. On the other hand, since

$$c_T \tilde{S}_T = \frac{p}{T} \cdot \frac{1}{p} \sum_{i=1}^{p} X_{(i)}X^*_{(i)} = S_T.$$

it then holds that

$$\tilde{m}_T(z) = c_T^{-1} \tilde{m}_T \left( \frac{z}{c_T} \right).$$  \hspace{1cm} (3.7)

Hence, we have

$$m_T(z) = \frac{1 - c_T}{c_T z} + \frac{1}{c_T} \tilde{m}_T \left( \frac{z}{c_T} \right).$$  \hspace{1cm} (3.8)
Hence, it suffices for us to study the limiting behaviour of \( \tilde{m}_T(z) \).

Recall that \( \tilde{S}_T \) defined above can be viewed as the sample covariance matrix of \( p \) independent samples \( X_{(1)}, \ldots, X_{(p)} \), where \( X_{(i)} \) is generated by \( T \) consecutive observations of the \( i \)-th coordinate process satisfying (3.3). Let \( \Gamma_{i,T} = \mathbb{E}(X_{(i)}X_{(i)}^*) = (\gamma_i(k - j))_{1 \leq k, j \leq T}, i = 1, \ldots, p \), where

\[
\gamma_i(h) = \mathbb{E}(X_{i,t}X_{i,t+h}^*), \quad h \in \mathbb{Z} := \{0, \pm 1, \pm 2, \ldots\},
\]

is the auto-covariance function of the \( i \)-th coordinate process \( (X_{i,t}) \) and is independent of \( t \). Being \( \Gamma_{i,T} \) Toeplitz matrices, \( \Gamma_{i,T} \)'s are usually not diagonalizable simultaneously. To build the connection to results in Section 2, we have to find a proxy of \( \Gamma_{i,T} \) to ensure the simultaneous diagonalizability. The following approximation lemma is crucial to achieve this goal.

**Lemma 3.1.** Under the assumption that \( \{\gamma_i(h) : h \in \mathbb{Z}\} \) is absolutely summable, i.e.,

\[
\sum_{h=-\infty}^{\infty} |\gamma_i(h)| < \infty,
\]

there exists a non-negative definite Hermitian circulant matrix \( C_{i,T} \) such that

(i) \( \Gamma_{i,T} \) and \( C_{i,T} \) are asymptotically iso-spectral in the sense that

\[
\frac{1}{T} \text{tr}\left((\Gamma_{i,T} - C_{i,T})(\Gamma_{i,T} - C_{i,T})^*)\right) \leq 2 \left( \sum_{k=T}^{\infty} |\gamma_i(k)| + |\gamma_i(-k)| \right) + 2 \sum_{k=0}^{T-1} \frac{k}{T} (|\gamma_i(k)|^2 + |\gamma_i(-k)|^2) = o(1)
\]

as \( T \to \infty \) and \( p/T = p(T)/T \to c \in (0, \infty) \);  

(ii) \( C_{i,T} \) has its eigenvalues \( \{2\pi f_i(2\pi l/T) : l = 0, \ldots, T - 1\} \), where \( f_i \) is the spectral density function of the \( i \)-th coordinate process defined by

\[
f_i(\lambda) = \frac{1}{2\pi} \sum_{h=-\infty}^{\infty} e^{i\lambda h} \gamma_i(h),
\]

where \( i \) is the imaginary unit with \( i^2 = -1 \).

This lemma can be obtained by combination of Lemma 10 and 11 in Section 4.4 of the summary work of [8] on properties of Toeplitz matrices.

The assumption (3.4-2) ensures that equations in right-hand side of (??) for all \( i = 1, \ldots, p \) can be uniformly bounded by a small \( o \) term. Then, combining (3.10) in the approximation lemma and (2.7) in Remark 2.1, we know that the sequence of non-negative definite Hermitian circulant matrices \( C_{1,T}, \ldots, C_{p,T} \) is a good replacement of \( \Gamma_{1,T}, \ldots, \Gamma_{p,T} \) in the sense that the moment condition (4) in Assumption 1 is retained. Moreover, it is well-known that circulant matrices are diagonalizable simultaneously. Indeed, for a circulant
matrix $C = (C_{k,j})$ having the form:

$$C = \begin{pmatrix}
  c_0 & c_1 & c_2 & \cdots & c_{n-1} \\
  c_{n-1} & c_0 & c_1 & \cdots & \vdots \\
  c_{n-2} & c_{n-1} & c_0 & c_1 & \vdots \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  c_2 & c_3 & c_4 & \cdots & c_1 \\
  c_1 & c_2 & c_3 & \cdots & c_0
\end{pmatrix},$$

where $\{c_0, \cdots, c_{n-1}\} \in \mathbb{C}$, by [8] Theorem 7 in Section 3.2, it has eigenvalue

$$\psi_m = \sum_{k=0}^{n-1} c_k e^{-2\pi i mk/n}$$

and the corresponding eigenvector

$$y^{(m)} = \frac{1}{\sqrt{n}} \left(1, e^{-2\pi i k/n}, \ldots, e^{-2\pi i (n-1)/n}\right)'$$

for $m = 0, 1, \ldots, n - 1$. Thus, $C$ can be expressed in the form $C = U\Psi U^*$, where $U = (y^{(0)}, \ldots, y^{(n-1)})$ and $\Psi = \text{diag}\{\psi_k\}$. Since different circulant matrices share the same set of eigenvectors, they can be simultaneously diagonalizable.

Therefore, it is natural to choose $\Sigma_i = C_{i,T}$ for $i = 1, 2, \ldots, p$. To apply results in Section 2 can be applied to $\tilde{m}_T(z)$ and then $m_T(z)$. Hence, in addition to previous assumption (3.4-1) and (3.4-2), we make the following assumptions.

**Assumption 3.**

(3.4-3) Suppose that there exists a sequence of continuous functions $\psi_j : \mathbb{R}^k \rightarrow \mathbb{R}$ and a sequence of real numbers $a_1, \ldots, a_p \in \mathbb{R}^k$ and a unitary matrix $U$ such that

$$U^* A_j U = \text{diag}(\psi_j(a_l) : l = 1, \ldots, p)$$

(3.4-4) Denote the ESD of $a_1, \ldots, a_p$ as $G_p$. Suppose that $G_p$ converges weakly to Borel probability $G$ as $p \rightarrow \infty$.

(3.4-5) High-dimensional setting:

$$T \rightarrow \infty, \quad p = p(T) \rightarrow \infty, \quad \text{such that } \frac{p}{T} \rightarrow c \in (0, \infty).$$

Under assumptions (3.4-1)-(3.4-5), the following result can be obtained as a special case of [14].

**Proposition 3.1** (Special case of [14] Theorem 2.1). Suppose that the linear process in (3.1) satisfies assumptions (3.4-1)–(3.4-5). Define

$$h(a, \lambda) := \sum_{j=0}^{\infty} \psi_j(a) e^{ij\lambda}, \quad \lambda \in [0, 2\pi].$$

(3.15)
Then, with probability one, the empirical spectral distribution \( \mu_T \) of \( S_T \) converges weakly to a unique non-random probability measure \( \mu \) with its Stieltjes transform \( m(z) \) satisfying

\[
m(z) = \int_{\mathbb{R}^k} \frac{1}{\pi} \frac{|h(a, \lambda')|^2}{cK_0(\lambda, z) + 1} dG(a).
\]

in which \( K_0 : [0, 2\pi] \times \mathbb{C}^+ \to \mathbb{C}^+ = \{ z : \text{Im}(z) \geq 0 \} \) is the unique solution to the functional equation

\[
K_0(\lambda, z) = \int_{\mathbb{R}^k} \frac{|h(a, \lambda')|^2}{\pi} - z + \frac{1}{2\pi} \int_0^{2\pi} \frac{|h(a, \lambda')|^2}{cK_0(\lambda, z') + 1} d\lambda' dG(a).
\]

Remark 3.2. Note that \cite{14} obtained the existence and uniqueness of LSD for all symmetrized lag-\( \tau \) auto-covariance matrices

\[
C_\tau = \frac{1}{2T} \sum_{t=1}^T (X_t X_t^* + X_{t+\tau} X_t^*)
\]

for \( \tau = 0, 1, \ldots \). Proposition 3.1 is only a special case when \( \tau = 0 \).

Remark 3.3. The main difference between assumptions in Proposition 3.1 and those in \cite{14} Theorem 2.1 is Assumption (3.4-2). In \cite{14}, the authors assume the dependence of coordinate processes such that

\[
(3.4-2)' \text{ The coefficient matrices } (A_j)_{j=0,1,\ldots} \text{ are diagonalizable simultaneously, non-random with } \sup_p \|A_j\|_{op} \leq a_j < \infty \text{ for } j = 0, 1, \ldots \text{ and }
\]

\[
\sum_{j=0}^\infty a_j < \infty, \quad \sum_{j=0}^\infty ja_j < \infty, \quad (3.18)
\]

with \( A_0 = I_p \).

By using the same universal technique displayed in Section 9 of \cite{14}, our method remains valid by replacing (3.4-2) by (3.4-2)'. Moreover, for \( \tau = 0 \), the assumption \( \sum_{j=0}^\infty a_j < \infty \) is sufficient to obtain (3.16) and (3.17), and the assumption \( \sum_{j=0}^\infty ja_j < \infty \) thus can be removed.

We leave the proof of the above proposition in Appendix. We can further relax the linear structure assumption and extend the work to general vector-valued stationary time series.

Consider a \( p \)-dimensional stationary time series \((X_i)\) consisting of \( p \) independent stationary time series, i.e., \( X_t = (X_{1,t}, \ldots, X_{p,t})' \), where the coordinate processes \((X_{it})\) are mutually independent for \( i = 1, \ldots, p \). Let \( X_1, \ldots, X_T \) be \( T \) consecutive observations of \((X_i)\). Denote the data matrix \( X = (X_1, \ldots, X_T) \). Consider the corresponding sample covariance matrix

\[
S_T = \frac{1}{T} XX^*.
\]

Let \( \lambda_1, \ldots, \lambda_p \) be eigenvalues of \( S_T \) and \( \mu_T \) the ESD of \( S_T \). Then, we have the following result, with proof presented in Appendix.
Theorem 3.2. Suppose that:

(i) coordinate processes of $(X_t)$ have zero mean and finite fourth moments;
(ii) there exist a sequence of numbers $\{a_1, \ldots, a_p\}$ in $\mathbb{R}^k$ and a bounded continuous function $f : \mathbb{R}^k \times [0, 2\pi] \to [0, \infty)$ such that:

(1) $f$ satisfies the following Lipschitz condition: there exists a positive constant $K > 0$ such that for any $\lambda, \lambda' \in [0, 2\pi]$, it holds that

$$\sup_{a \in \mathbb{R}^k} |f(a, \lambda) - f(a, \lambda')| \leq K|\lambda - \lambda'|; \quad (3.19)$$

(2) for each $i = 1, 2, \ldots, p$, the spectral density function of the $i$-th coordinate process $(X_{it})$ is $f(a_i, \lambda)$ for $\lambda \in [0, 2\pi]$;

(3) The empirical distribution of $\{a_1, \ldots, a_p\}$, denoted as $G_p$, converges weakly to a deterministic Borel probability measure $G$.

For $i = 1, \ldots, p$, let

$$\gamma_i(h) := \int_0^{2\pi} e^{ih\lambda} f(a_i, \lambda) d\lambda, \quad h \in \mathbb{Z}, \quad (3.20)$$

be the auto-covariance function of the $i$-th coordinate process $(X_{it})$ and define

$$\sigma_{s,t,s',t'}^{(i)} := \mathbb{E}[(X_sX_t^* - \gamma_i(s - t))(X_{s'}X_{t'}^* - \gamma_i(s' - t'))] \quad (3.21)$$

for $s, t, s', t' \in \{1, 2, \ldots\}$.

(iii) there exists a positive constant $C$ such that for any positive integer $T$ and $T \times T$ matrix $B$ bounded in norm, it holds that

$$\sup_{i = 1, \ldots, p} \left\| \sum_{s,t,s',t'=1}^T B_{st}B_{s't'}\sigma_{s,t,s',t'}^{(i)} \right\| \leq T \cdot C\|B\|_{op}^2. \quad (3.22)$$

(iv) the high dimensional setting: $p/T \to c \in (0, \infty)$.

Then, with probability one, the empirical spectral distribution $\mu_T$ of $S_T$ converges weakly to a unique non-random probability measure $\mu$ with its Stieltjes transform $m(z)$ satisfying

$$m(z) = \int_{\mathbb{R}^k} \frac{1}{z + \int_0^{2\pi} \frac{f(a, \lambda')}{K_0(\lambda, z)+1} d\lambda'} dG(a). \quad (3.23)$$

in which $K_0 : [0, 2\pi] \times \mathbb{C}^+ \to \mathbb{C}_+ = \{z : \text{Im}(z) \geq 0\}$ is the unique solution to the functional equation

$$K_0(\lambda, z) = 2\pi \int_{\mathbb{R}^k} \frac{f(a, \lambda)}{z + \int_0^{2\pi} \frac{f(a, \lambda')}{K_0(\lambda', z)+1} d\lambda'} dG(a). \quad (3.24)$$
Remark 3.4. According to discussion in Chapter 4 Section 3 [22], the Lipschitz condition on the link function is only a sufficient condition to ensure the absolute summabilities of auto-covariance functions of coordinate processes, which is essential to approximate the corresponding Toeplitz matrices by symmetric circulant matrices like [8]. Once other additional conditions on these stationary processes are given to imply the absolute summabilities of auto-covariance functions, the Lipschitz condition can then be removed. For example, a scalar linear time series $x_t = \sum_{j=0}^{\infty} a_j z_{t-j}$ has an absolutely summable auto-covariance function if $\sum_{j=0}^{\infty} |a_j| < \infty$, since its auto-covariance function $\gamma(h) = \mathbb{E}(x_{t+h}X_t^*) = \sum_{j=0}^{\infty} a_j a_j^*$ for $h \in \mathbb{Z} = \{0, \pm 1, \pm 2, \ldots\}$, where innovation $(z_t)$ are i.i.d. real- or complex-valued random variables with $\mathbb{E}(z_t) = 0$ and $\mathbb{E}|z_t| = 1$.

4. Applications

4.1. The realized sample covariance matrices for diffusion processes with time-varying spectrum

Suppose that $X_t = (X_{t,1}, \ldots, X_{t,p})'$ is a $p$-dimensional diffusion process satisfying
\begin{equation}
\mathrm{d}X_t = \mu_t \mathrm{d}t + \Gamma_t \mathrm{d}B_t, \quad X_0 = 0, \tag{4.1}
\end{equation}
where $\mu_t = (\mu_{1,t}, \ldots, \mu_{p,t})'$ is a $p$-dimensional drift process; $\Gamma_t$ is a $p \times p$ matrix-valued instantaneous co-volatility process; and $B_t$ is a standard $p$-dimensional Brownian motion. Such multi-dimensional diffusion process is often used to model the log price process in finance. In particular, financial analysts are interested in the integrated covariance (ICV) matrix $\Sigma_{ICV} = \int_0^1 \Gamma_t \Gamma_t' \mathrm{d}t$, where $'$ stands for the matrix transpose. One estimator of ICV matrix in practice is the realized covariance (RCV) matrix
\begin{equation}
\Sigma_{RCV}^p = \sum_{i=1}^{n} \Delta X_i (\Delta X_i)' \tag{4.2}
\end{equation}
where $\Delta X_i = (X_{\tau_i,n,1} - X_{\tau_i-1,n,1}, \ldots, X_{\tau_i,n,p} - X_{\tau_i-1,n,p})'$ and $\{\tau_i\}$ is a sequence of random observation times. In large sample case, $\Sigma_{RCV}^p$ is consistent to $\Sigma_{ICV}$. (See [10] for instance.) However, it has been shown in [28] that, in the high-dimensional setting when dimension $p$ grows proportionally with the observation frequency $n$, $\Sigma_{RCV}^p$ is not a consistent estimator for $\Sigma_{ICV}^p$. This motivates us to investigate the relationship between limiting spectra of $\Sigma_{RCV}^p$ and $\Sigma_{ICV}^p$.

In this section, we focus on a special class of diffusion processes whose co-volatility processes have time-constant eigenvectors and time-varying spectrum. Specifically, for $X_t$ satisfying (4.1), we assume that, almost surely, there exist $p \times p$ orthogonal matrices $U$ and $V$, and $p$ continuous eigenvalue processes $\gamma_{l,t}, \ldots, \gamma_{p,t}$ such that
\begin{equation}
\Gamma_t = V' \text{diag}\{\gamma_{l,t} : l = 1, \ldots, p\} U. \tag{4.3}
\end{equation}
In practice, for a multiple log price process, it is reasonable to assume that eigenvectors for its co-volatility process remain unchanged over a short period of time.
It should be noticed that our model covers as a special case the class of processes considered in [28], in which the co-volatility process has isotropic dynamic spectrum, that is, $\Gamma_t = \gamma_t \Lambda$ with $\gamma_t$ a scalar process and $\Lambda$ a $p \times p$ deterministic matrix. Indeed, let the singular value decomposition of $\Lambda$ be $\Lambda = V' \text{diag} \{\lambda_1, \ldots, \lambda_p\} U$. Define $\gamma_{lt} = \lambda_t \gamma_t$ for $l = 1, \ldots, p$. Then, the corresponding $\Gamma_t$ can be written in the form of (4.3). Thus, our model can be viewed as an extension of models in [28] to the anisotropic dynamical spectrum case.

Firstly, consider the case of the drift process $\mu_t \equiv 0$. Note that for $X_t$ whose co-volatility process satisfies (4.3) with the drift part $\mu_t \equiv 0$, after an orthogonal transform $V$, we have

$$d(VX_t) = V dX_t = VU' \text{diag} \{\gamma_{lt} : l = 1, \ldots, p\} U dB_t = \text{diag} \{\gamma_{lt} : l = 1, \ldots, p\} dW_t,$$

where $W_t = UB_t$ is still a standard Brownian motion, and the RCV matrix for $UX_t$ satisfies

$$\sum_{i=1}^n \Delta(VX)_i (\Delta(VX))'_i = \sum_{i=1}^n V \Delta X_i (\Delta X_i)' V' = V \left[ \sum_{i=1}^n \Delta X_i (\Delta X_i)' \right] V'$$

and thus has the same spectrum as $\Sigma^{RCV}_p$ for $X_t$. Therefore, it is equivalent to consider limiting behaviour of ESDs of RCV matrix for $VX_t$. For simplicity, assume $\Gamma_t = \text{diag} \{\gamma_{lt} : l = 1, \ldots, p\}$.

Let $\{\tau_{i,n}\}_{1 \leq i \leq n}$ be an increasing sequence of random times. Suppose that $\{\tau_{i,n}\}$ and $\{\gamma_{i,t}\}$ are independent of $B_t$ and therefore can be viewed as being non-random.

$$\Delta X_i = \int_{\tau_{i-1,n}}^{\tau_{i,n}} \Gamma_t dB_t \overset{d}{=} \frac{1}{\sqrt{n}} \Delta \Gamma_i Z_i,$$  \hspace{1cm} (4.4)

where $\overset{d}{=}$ stands for "equal in distribution", and

$$\Delta \Gamma_i = \text{diag} \left\{ \sqrt{n} \int_{\tau_{i-1,n}}^{\tau_{i,n}} \gamma_{lt}^2 dt : l = 1, \ldots, p \right\}$$

and $Z_1, \ldots, Z_n$ are i.i.d. $p$-dimensional standard normal vectors.

Consider the RCV matrix

$$\Sigma^{RCV}_p = \sum_{i=1}^n \Delta X_i (\Delta X_i)' \overset{d}{=} \frac{1}{n} \sum_{i=1}^n \Delta \Gamma_i Z_i Z'_i \Delta \Gamma_i = \frac{1}{n} \sum_{i=1}^n \Sigma^{1/2}_i Z_i Z'_i \Sigma^{1/2}_i.$$  \hspace{1cm} (4.5)

in which $\Sigma^{1/2}_i = \Delta \Gamma_i$, $i = 1, \ldots, n$. Obviously, $\Sigma_i$'s are simultaneously diagonalizable and have eigenvalues

$$w_{i,t} = n \int_{\tau_{i-1,n}}^{\tau_{i,n}} \gamma_{lt}^2 ds$$

Define $w_n : [0, 1] \times [0, 1] \rightarrow [0, \infty)$ by

$$w_n(s, r) = \sum_{i=1}^n \sum_{t=1}^p w_{i,t} I \left( \frac{i-1}{n}, \frac{i}{n} \right) \times \left( \frac{t-1}{p}, \frac{t}{p} \right) (s, r).$$  \hspace{1cm} (4.6)
Then, \( w_{i,l}^n = w_n(i/n, l/p) \) for any \( i = 1, \ldots, n \) and \( l = 1, \ldots, p \). By Theorem 2.2, we have the following limiting theorem about the LSD of RCV matrix.

**Theorem 4.1 (The case when \( \mu_t \equiv 0 \)).** Suppose that

\( (i) \) \( \{ w_n(s, r) \} \)'s are uniformly bounded by \( \kappa \in (0, \infty) \);
\( (ii) \) there exists a continuous bounded function \( w : [0, 1] \times [0, 1] \to [0, \infty) \) such that

\[
\lim_{n \to \infty} \int_0^1 \int_0^1 |w_n(s, r) - w(s, r)| ds dr = 0. \tag{4.7}
\]

Then, in the high dimensional setting \( p/n \to c \in (0, \infty) \), the LSD of the realized covariance matrix \( \Sigma_{RCV} \) in (4.5) exists uniquely with its Stieltjes transform \( m(z) \) satisfying

\[
m(z) = -\frac{1}{z} \int_0^1 \frac{1}{K(s, z) + 1} ds, \tag{4.8}
\]

where \( K(s, z) : [0, 1] \times \mathbb{C}^+ \to \mathbb{C}_+ \) is a unique solution to the functional equation

\[
K(s, z) = \int_0^1 \frac{w(s, r)}{-z + c \int_0^1 \frac{w(\tau(s, r))}{K(s, r) + 1} ds} dr. \tag{4.9}
\]

**Remark 4.1.** The following conditions on \( \{ \gamma_{l,t} : l = 1, \ldots, p \} \) are sufficient to ensure that conditions (i) and (ii) in the previous theorem hold:

\( (1) \) the co-volatility process \( \Gamma^{(p)}_t \) is diagonal and independent of \( B_t \); moreover, there exists \( \kappa_0 < \infty \) such that \( |\gamma_{i,t}^{(p)}| \leq \kappa_0 \) for any \( p \geq 1, 1 \leq i \leq p \) and \( t \in [0, 1] \); in addition, with probability one, there exists a continuous bounded function \( \gamma : [0, 1] \times [0, 1] \to \mathbb{R} \) such that

\[
\lim_{n \to \infty} \sum_{l=1}^p \int_{l-1}^l \int_0^1 |\gamma_{i,t}^{(p)} - \gamma(s, r)| ds dr = 0. \tag{4.10}
\]

\( (2) \) the observation times \( \tau_{i,n} \)’s are independent of \( B_t \); moreover, there exists \( \kappa_1 < \infty \) such that the observation durations \( \Delta \tau_{i,n} := \tau_{i,n} - \tau_{i-1,n} \) satisfy

\[
\max_{1 \leq i \leq n} n \Delta \tau_{i,n} \leq \kappa_1; \tag{4.11}
\]

in addition, with probability one, there exists a process \( v_s \in C([0, 1]; [0, \infty)) \) such that

\[
\tau_{[ns],n} \to \Theta_s := \int_0^s v_u du \]

as \( n \to \infty \) for all \( s \in [0, 1] \), where \( [x] \) stands for the integer part of \( x \).

In this case, the function \( w(s, r) = \gamma(s, \Theta_r)^2 v_r. \)
Theorem 4.1 can be viewed as a direct application of Theorem 2.2 and thus its proof is omitted.

In what follows, let us consider the case when $\mu_t \neq 0$. Lemma 1 in Section 3.1 [28] shows that the drift process has no influence on the limiting behaviour of ESDs of RCV matrices once it is assumed to be uniformly bounded, which allows the process to be stochastic, càdlàg and dependent with each other. This observation and Theorem 4.1 imply the following result.

**Theorem 4.2.** Assume that for any $p \geq 1$, $(X^{(p)}_t)$ is a $p$-dimensional process defined in (4.1), with the corresponding drift process $\mu^{(p)}_t = (\mu^{(p)}_{1,t}, \ldots, \mu^{(p)}_{p,t})$, and the co-volatility process $\Gamma^{(p)}_t = \text{diag}\{\gamma^{(p)}_{l,t} : l = 1, \ldots, p\}$. Suppose that conditions (1) and (2) in Remark 4.1 are satisfied. In addition, assume that there exists $C_0 < \infty$ such that

$$
\sup_{p} \max_{1 \leq i \leq p} \max_{t \in [0,1]} |\mu^{(p)}_{i,t}| \leq C_0
$$

(4.12)

with probability one.

Then, as $p \to \infty$ and $p/n \to c \in (0, \infty)$, the ESD of $\Sigma^{RCV}$ converges almost surely to an LSD with its Stieltjes transform satisfying (4.8) and (4.9) for $w(s,r) = \gamma(s,\Theta_r)^2v_r$.

The proof of this theorem is mainly based on the previous Theorem 4.1 and is contained in Appendix.

Recall the case in [28], where the co-volatility process $\Gamma^{(p)}_t = \gamma^{(p)}_t \Lambda^{(p)}$ with $\gamma^{(p)}_t$ a bounded scalar process and $\Lambda^{(p)}$ a $p \times p$ deterministic matrix. Let $\Sigma^{(p)} = \Lambda^{(p)} \Lambda^{(p)\prime}$ and $\Sigma^{(p),1/2}$ be the square root of $\Sigma^{(p)}$. Without loss of generality, we assume $\Lambda^{(p)} = \Sigma^{(p),1/2} = \text{diag}\{\lambda_{1,p}, \ldots, \lambda_{p,p}\}$ with $0 \leq \lambda_{1,p} \leq \cdots \leq \lambda_{p,p}$. Suppose that

1. the largest eigenvalues of $\Sigma^{(p)}$'s are uniformly bounded in $p$ and the empirical spectral distribution $G_p$ of $\Sigma^{(p)}$ converges weakly to a deterministic probability distribution $G$;
2. there exists a bounded continuous function $\gamma : [0, 1] \to \mathbb{R}$ such that
   $$
   \lim_{p \to \infty} \int_0^1 |\gamma^{(p)}_t - \gamma_t| \, dt = 0.
   $$
3. condition (2) in Remark 4.1 is satisfied.

By [28] Section 2.3 Proposition 5 are satisfied so that the Stieltjes transform of LSD of $\Sigma^{RCV}$ satisfies

$$
m(z) = -\frac{1}{z} \int \frac{1}{\lambda M(z) + 1} \, dG(\lambda)
$$

in which $M(z)$ is the unique solution of the following equation:

$$
M(z) = \int_0^1 \frac{w_s}{-z + cw_s} \frac{\lambda}{\lambda M(z) + 1} \, dG(\lambda) \, ds,
$$

where $w_s = \gamma^{2}_{s} v_s$. 
To see that our method recovers the same system of equations as in [28], under assumptions proposed above, the $l$-th eigenvalue $\gamma_{l,t}^{(p)}$ of $\Gamma_t^{(p)}$ now becomes $\gamma_{l,t}^{(p)} = \lambda_{l,p} \gamma_{l,t}$. Let $G_p^{-1}$ and $G^{-1}$ be quantile functions of $G_p$ and $G$ respectively, that is, $G_p^{-1}(s) = \inf\{u | G_p(u) \geq s\}$ and $G^{-1}(s) = \inf\{u | G(u) \geq s\}$ for $s \in (0, 1)$. It is well-known that $G_p$ converges weakly to $G$ if and only if $G_p^{-1}$ converges to $G^{-1}$ pointwisely on the set of continuous points of $G^{-1}$. Moreover, we claim that $\lambda_{l,p}^2 = G_p^{-1}(l/p)$ for $1 \leq l \leq p$. It then follows that

$$\sum_{l=1}^{n} \int_{\frac{l-1}{n}}^{\frac{l}{n}} |\lambda_l - F_n^{-1}(s)| \, ds = 0.$$ 

Define $\gamma(s, t) = [G^{-1}(s)]^{1/2} \gamma_t$. Then,

$$\sum_{l=1}^{p} \int_{\frac{l-1}{p}}^{\frac{l}{p}} \int_{0}^{1} |\gamma_{l,t}^{(p)} - \gamma(s, r)| \, ds \, dr = \sum_{l=1}^{p} \int_{\frac{l-1}{p}}^{\frac{l}{p}} \int_{0}^{1} |\lambda_{l,p} \gamma_t - [G^{-1}(s)]^{1/2} \gamma_t| \, ds \, dr$$

$$\leq \left( \sum_{l=1}^{p} \frac{1}{p} \lambda_{l,p} \right) \cdot \int_{0}^{1} |\gamma_t^p - \gamma_t| \, dr$$

$$+ \sum_{l=1}^{p} \int_{\frac{l-1}{p}}^{\frac{l}{p}} |\lambda_{l,p} - [G^{-1}(s)]^{1/2}| \, ds \right) \left( \int_{0}^{1} |\gamma_t| \, dr \right)$$

$$\leq O(1) \cdot o(1) + \sum_{l=1}^{p} \int_{\frac{l-1}{p}}^{\frac{l}{p}} |\lambda_{l,p} - G^{-1}(s)| \, ds \cdot O(1).$$

Since $\lambda_{l,p} = [G_p^{-1}(l/p)]^{1/2}$ for any $1 \leq l \leq p$, $G_p^{-1}$ and $G$ are uniformly bounded and $G_p^{-1}$ converges to $G^{-1}$ almost everywhere on $(0, 1]$, we have by the Dominant Convergence Theorem that

$$\sum_{l=1}^{p} \int_{\frac{l-1}{p}}^{\frac{l}{p}} |\lambda_{l,p} - [G_p^{-1}(s)]^{1/2}| \, ds = \int_{0}^{1} \|[G_p^{-1}(s)]^{1/2} - [G^{-1}(s)]^{1/2}\| \, ds = o(1).$$

Thus, all assumptions in Theorem 4.2 are satisfied and we have

$$m(z) = -\frac{1}{z} \int_{0}^{1} \frac{1}{K(s, z) + 1} \, ds,$$

in which $K(s, z)$ is the unique solution to the following equation

$$K(s, z) = \int_{0}^{1} \frac{G^{-1}(s) \gamma_{t}^{2}, v_t}{-z + c \gamma_{t}^{2}, v_t \int_{0}^{1} \frac{G^{-1}(s)}{K(s, z) + 1} \, ds} \, dt.$$ 

Observe that $K(s, z) = G^{-1}(s) K(z)$ with $K(z)$ being the unique solution to the equation

$$K(z) = \int_{0}^{1} \frac{\gamma_{t}^{2}, v_t}{-z + c \gamma_{t}^{2}, v_t \int_{0}^{1} \frac{G^{-1}(s)}{G^{-1}(s) K(z) + 1} \, ds} \, dt.$$
\[
= \int_0^1 \frac{\gamma_0^2 v_t}{-z + c\gamma_0^2 v_t} \int \frac{\lambda}{\lambda K(z) + 1} dG(\lambda) dt.
\]

It then follows that
\[
m(z) = -\frac{1}{z} \int_0^1 \frac{1}{G^{-1}(s) K(z) + 1} ds = -\frac{1}{z} \int \frac{1}{\lambda K(z) + 1} dG(\lambda),
\]

which coincides with the system of equations obtained in [28].

### 4.2. The matrix-valued auto-regressive model

Consider an \( m \times n \) matrix-valued time series \( (X_t) \) in \( \mathbb{R}^{m \times n} \):

\[
X_t = AX_{t-1}B' + Z_t,
\]

where

1. \( A \) and \( B \) are \( m \times m \) and \( n \times n \) matrices with \( B = \text{diag}\{b_1, \ldots, b_n\} \);
2. the innovations \( Z_t = (Z_{ij,t})_{m \times n} \) with \( \{Z_{ij,t} : 1 \leq i \leq m, 1 \leq n \leq j, t = 1, \ldots, T\} \) being i.i.d. random variables satisfying \( \mathbb{E}(Z_{ij,t}) = 0, \mathbb{E}(|Z_{ij,t}|^2) = 0, \mathbb{E}(|Z_{ij,t}|^4) < \infty \).

This model is a matrix-valued auto-regressive model with order 1, first proposed by [6] and applied to analysis of macroscopic economic data among countries. The problem of estimation of auto-regressive coefficient matrices \( A \) and \( B \) and the model specification testing in the low-dimensional (or, large sample) case has been studied comprehensively in [6]. However, inference in the large-dimensional case is not studied yet. In this paper, we focus on the relationship among singular value distributions of \( X_t \) and coefficient matrices \( A \) and \( B \) in high dimensional setting.

The following assumptions are made on the model (4.13).

**Assumption 4.** Suppose that

1. \( A \) is an \( m \times m \) symmetric matrix and \( \text{tr}(AA') = m; \)
2. \( B = \text{diag}\{b_1, \ldots, b_n\}; \)
3. \( \sup_{m,n} \|A\|_{op} \|B\|_{op} < 1, \) where \( \|\cdot\|_{op} \) is the operator norm of matrix.
4. Denote empirical spectral distributions of \( AA' \) and \( BB' \) by \( G_m \) and \( H_n \), respectively. Suppose that \( G_m \) and \( H_n \) weakly converge to probability measures \( G \) and \( H \), respectively.
5. the innovations \( Z_t = (Z_{ij,t})_{m \times n} \) with \( \{Z_{ij,t} : 1 \leq i \leq m, 1 \leq n \leq j, t = 1, \ldots, T\} \) being i.i.d. random variables satisfying \( \mathbb{E}(Z_{ij,t}) = 0, \mathbb{E}(|Z_{ij,t}|^2) = 1, \mathbb{E}(|Z_{ij,t}|^4) < \infty \).
6. High-dimensional setting

\[
n \to \infty, \quad m = m(n) \to \infty, \quad \text{such that} \quad \frac{m}{n} \to c \in (0, \infty).
\]

Since \( (A, B) \) and \( (cA, c^{-1}B) \) lead to the same model in (4.13) for \( c \neq 0 \), restrictions in assumptions (1) and (2) are put to identify the model uniquely up to a sign, and have no
influence on spectra of $AA'$ and $BB'$. Under these assumptions, we are going to study the LSD of $S_t = \frac{1}{n}X_t X'_t$ in high-dimensional settings for any observation $X_t$.

Let $X_t^{(l)}$ and $Z_t^{(l)}$ be the $l$-th column of $X_t$ and $Z_t$, respectively for any $l = 1, \ldots, n$. Then, since $B$ is diagonal, column processes $X_t^{(l)}$’s are mutually independent and for any $l = 1, \ldots, n$, $(X_t^{(l)})$ follows a vector-valued auto-regressive model with order 1 as below:

$$X_t^{(l)} = b_t A X_{t-1}^{(l)} + Z_t^{(l)}. \quad (4.14)$$

Since $\sup_{n,m} ||A|| ||B|| < 1$, we have $\sup_m |b_t||A| < 1$ so that $(X_t^{(l)})$ is stationary and causal. Let $\Gamma_0^{(l)} = \mathbb{E}(X_t^{(l)} X_t'^{(l)})$. Then, by using the moving averaging representation of $(X_t^{(l)})$, we have

$$\Gamma_0^{(l)} = \sum_{j=0}^{\infty} b_t^{2j} (AA')^j = \sum_{j=0}^{\infty} b_t^{2j} A^{2j} \quad (4.15)$$

for $l = 1, \ldots, n$. Since $A$ is symmetric, $\Gamma_0^{(l)}$’s are simultaneously diagonalizable. Since columns of $X_t$ are independent and population covariance matrices of columns are diagonalizable simultaneously, the following result about $S_t = \frac{1}{n}X_t X'_t$ is immediately obtained by using method developed in Section 2.

**Theorem 4.3.** Suppose that $(X_t)$ follows the model (4.13) and satisfies Assumption 4. For any $t \geq 0$ fixed, the ESD of $S_t = \frac{1}{n}X_t X'_t$ converges weakly to a deterministic probability measure $F$ independent of $t$, and its Stieltjes transform $m(z)$ satisfying

$$m(z) = -\frac{1}{z} \int \frac{1}{1 + K(a, z)} dG(a), \quad (4.16)$$

where the kernel function $K : [0, \infty) \times \mathbb{C}^+ \to \mathbb{C}^+$ is the unique solution to the following functional equation

$$K(a, z) = \int \frac{1}{(1 - ba) \left( -z + c \int \frac{1}{(1 - ba)(K(a, z) + 1)} dG(a) \right)} dH(b), \quad (4.17)$$

**Proof.** Recall that columns of $X_t$ are independent and population covariance matrices of columns are diagonalizable simultaneously. Let $U \text{diag}\{a_1, \ldots, a_m\} U'$ be the spectral decomposition of $A$. Then, $\Gamma_0^{(l)}$, defined as (4.15), has its eigenvalues $(1 - b_l^2 a_i^2)^{-1}$ for $i = 1, \ldots, m$, $l = 1, \ldots, n$. After verifying the moment condition (4) in Assumption 1, conclusions in the theorem is obtained immediately.

Theorem 4.3 captures the dependence of the singular value distribution of $X_t$ on that of $A$ and $B$. The following numerical experiment illustrates our result. We consider a $400 \times 600$ matrix-valued autoregressive model $X_t$ where the coefficient matrices $A$ and $B$ are diagonal, whose singular value distributions are taken to be weighted sum of point masses so that $G(da)$ and $H(db)$ in Theorem 4.3 become:

$$G = 0.2 \delta_{0.25} + 0.3 \delta_{0.36} + 0.5 \delta_{0.49}, \quad H = 0.4 \delta_{0.25} + 0.4 \delta_{0.64} + 0.2 \delta_1.$$

The steps of our simulation are as follows:
(i) Generate $T = 15$ consecutive observations of $X_t$ with standard Gaussian innovations and coefficient matrices $A$ and $B$ satisfying conditions above. We use the function VARMAsim in the MTS package in R for generating observations.

(ii) Compute the eigenvalues of $S_t = X_t X_t' / n$ for $t = 1, 5, 10, 15$ and plot their histograms.

(iii) Solve numerically the system of equations (4.16) and (4.17) with distributions $G$ and $H$ given above, of which the detailed steps are explained in the last part of this subsection, and obtain the density function $\rho(x)$ of the LSD of $S_t$ by using the fact that

$$\rho(x) = \lim_{y \to 0^+} \frac{1}{\pi} \text{Im} (m(x + iy)),$$

where $m(z)$ is the Stieltjes transform of the LSD. Then, plot the density curve and compare it with the histograms of empirical eigenvalues.

Fig 1: Histogram of eigenvalues of the sample covariance matrices $S_t$ for $t = 1, 5, 10, 15$

Simulation results are shown in Figure 1, in which the black solid curve in the four pictures represents the theoretical density function obtained by solving (4.17), and the grey bars are the histograms of eigenvalues of $S_t$ for $t = 1, 5, 10, 15$, respectively. It can be seen that the empirical eigenvalue distributions match well the theoretical density and their behavior remain stable over time.

Finally, we show our numerical method used for computing the density function in step (iii).
(1) Choose 800 equally spaced points over the line \( \{ z = x + 0.01i : 0 \leq x \leq 5 \} \), where the upper bound of real part is strictly larger than the maximum of observed empirical eigenvalues;

(2) Note that \( G \) has three point masses. For each \( z \in \mathbb{C}^+ \) fixed, let \( y_i = K(a_i, z) \) for \( i = 1, 2, 3 \), where \( a_i \)'s are supports of \( G \). Then \( y = (y_1, \ldots, y_3) \) is the unique solution of the following equation

\[
y_i = \sum_{j=1}^{3} \frac{q_j}{1 - a_i b_j} \left( -z + c \sum_{l=1}^{3} \frac{p_l}{(1 - a_l b_j)(1 + y_l)} \right), \quad \text{for } i = 1, 2, 3
\]

over \( \mathbb{C}^+ \), in which \( G = \sum_{i=1}^{3} p_i \delta_{a_i} \) and \( H = \sum_{j=1}^{3} q_j \delta_{b_j} \). Thus, for each \( z \) in the chosen grid, we are able to compute the values of \( (K(a_i, z) : i = 1, 2, 3) \) by solving fixed points of the systems of equations above with initial value in \( \mathbb{C}^+ \). (Here, we use function FixedPoint in R package FixedPoint to find the values.) Then, from (4.16), we are able to obtain the values of \( m(z) \)'s for those \( z \) in the chosen grid.

(3) Recall that for any \( x_0 \in \mathbb{R} \), if \( \lim_{z \in \mathbb{C}^+, z \to x_0} \text{Im}(m_\mu(z)) \) exists, where \( m_\mu \) is the Stieltjes transform of certain probability measure \( \mu \), then the distribution function of \( \mu \) is differentiable at \( x_0 \) with its derivative \( \frac{1}{\pi} \lim_{z \in \mathbb{C}^+, z \to x_0} \text{Im}(m_\mu(z)) \). (See Theorem B.10 in [2].) Since the imaginary part of \( z = x + 0.01i \)'s are small enough, the value \( \frac{1}{\pi} \text{Im}(m(x + 0.01i)) \) can be approximately viewed as the value of density function of the LSD at \( x \).

### 4.3. Finite mixture models

Statistical models based on finite mixture distributions are widely applied in many areas such as genetics, signal and image processing and machine learning [7, 13, 17]. Let \( \phi(\cdot | \mu, \Sigma) \) be the density function of a \( p \)-dimensional multivariate distribution with mean \( \mu \in \mathbb{R}^p \) and covariance matrix \( \Sigma \). A multivariate distribution is said to be a finite mixture distribution if its density function \( f(\cdot) \) can be written in the following form:

\[
f(x) = \sum_{i=1}^{M} \eta_i \phi(x | \mu_i, \Sigma_i), \quad \text{(4.18)}
\]

where \( \mu_1, \ldots, \mu_M \in \mathbb{R}^p, \Sigma_1, \ldots, \Sigma_M \) are \( M \) non-negative definite Hermitian matrices, and the positive number \( \eta_i \) is called the weight of the \( i \)-th component, and \( \eta = (\eta_1, \ldots, \eta_M) \) is the mixing distribution satisfying

\[
\eta_1, \ldots, \eta_M \geq 0, \quad \text{and} \quad \eta_1 + \cdots + \eta_M = 1.
\]

Let \( I \) be an index random variable, taking values in \( \{1, 2, \ldots, M\} \) with \( \mathbb{P}(I = i) = \eta_i, \) \( i = 1, \ldots, M \). Consider a special case of finite mixture distribution in (4.18), in which \( x \) has the following representation

\[
x = \mu_I + \Sigma_I^{1/2} z, \quad \text{(4.19)}
\]
where \( z \) is \( p \)-dimensional random vector having i.i.d. entries with mean zero, unit variance and finite fourth moments, and is independent of index variable \( I \).

**Assumption 5.** Suppose that

1. \( \Sigma_{1p}, \ldots, \Sigma_{Mp} \) are uniformly bounded in matrix operator norm and are simultaneously diagonalizable;
2. for each \( i = 1, \ldots, M \) and any sequence of \( p \times p \) matrices \( B_1, \ldots, B_n \) with \( \sup_j \| B_j \|_{\text{op}} < \infty \), it holds that
   \[
   \frac{1}{n^3} \sum_{j=1}^{n} \mathbb{E} \left[ (y_{ij} - \mu_i)^* B_j (y_{ij} - \mu_i) - \text{tr}(B_j \Sigma_{ip}) \right]^2 = o(1),
   \]
   where \( y_{i1}, \ldots, y_{in} \) are i.i.d. samples from population \( \phi(\cdot|\mu_i, \Sigma_{ip}) \);
3. for each \( i = 1, \ldots, M \), the empirical distribution of eigenvalues of \( \Sigma_{ip} \), denoted as \( H_{ip} \), converges weakly to a deterministic probability measure \( H_i \) as \( p \to \infty \).

Consider a data matrix \( X_n = (x_{1n}, \ldots, x_{nn}) \) consisting of \( n \) independent samples from the population with its density satisfying (4.18). Then, there exist an i.i.d. sequence \( \{I_{1n}, \ldots, I_{nn}\} \) of i.i.d. samples from population \( I \), and an i.i.d. sequence \( \{z_1, \ldots, z_n\} \) of \( p \)-dimensional random vectors having i.i.d. entries with mean zero, unit variance and finite fourth moments, such that \( \{I_1, \ldots, I_n\} \) is independent of \( \{z_1, \ldots, z_n\} \) and for \( j = 1, \ldots, n \),

\[
x_{jn} = \mu_{I_{jn}} + \frac{\Sigma_{1p}}{2} I_{jn} z_j.
\]

**Theorem 4.4.** Let \( X_n = (x_{1n}, \ldots, x_{nn}) \) be a data matrix consisting of \( n \) independent samples from a finite mixture model in (4.18) satisfying Assumption 5. In the high-dimensional setting:

\[
n \to \infty, \quad p = p(n) \to \infty, \quad \text{such that } \frac{p}{n} \to c \in (0, \infty),
\]

with probability one, the ESD of the sample covariance matrix \( S_n = \frac{1}{n} X_n X_n^* \) converges weakly to an LSD with its Stieltjes transform \( m(z) \) satisfying

\[
m(z) = -\frac{1}{z} \int_0^1 \frac{1}{1 + K(s, z)} ds,
\]

in which \( K : (0,1) \times \mathbb{C}^+ \to \mathbb{C}_+ \) is the unique solution to the following functional equation

\[
K(s, z) = \sum_{i=1}^{M} \frac{H_{i}^{-1}(s) \eta_i}{-z + c \int_0^1 \frac{H_{i}^{-1}(u)}{1 + K(u, z)} du},
\]

and \( H_{i}^{-1}(s) = \inf\{u | H(u) \geq s\} \) is the quantile function of \( H_i \) for \( i = 1, \ldots, M \).

The proof of Theorem 4.4 is given in Section A.7.

**Remark 4.2.** Though our focus is mainly on the finite mixture model, the similar result as in previous theorem can be easily extended to infinite mixture cases with population covariance matrices simultaneously diagonalizable, in which the weight probability can be any probability distribution and the quantile functions of population covariance matrices should be continuously dependent on the population indices and uniformly bounded.
Remark 4.3. It should be noticed that the LSD of $S_n$ in general does not follow the general Marčenko-Pastur law obtained in [21], though $x_{1n}, \ldots, x_{nn}$ are i.i.d. sequence from a common population following the finite mixture distribution defined in (4.18). The reason is the same as in Section 1 [13], that is, $x_{1n}, \ldots, x_{nn}$ do not satisfy the weak dependence condition: for any $j = 1, \ldots, n$ and $p \times p$ matrix $B$ with bounded operator norm,

$$
\mathbb{E} \left[ (x_{jn} - \mu_{Ij})^* B (x_{jn} - \mu_{Ij}) - \text{tr}(B \Sigma) \right]^2 = o(p^2),
$$

where $\Sigma = \text{cov}(x_{jn})$. Indeed, let us consider a two-component mixture with $\mu_1 = \mu_2 = 0$, $\Sigma_1 = c_1 \Sigma$ and $\Sigma_2 = c_2 \Sigma$, where $\Sigma$ is a $p \times p$ positive definite Hermitian matrix with $\text{tr}(\Sigma) = O(p)$ and $c_1, c_2 > 0$. The finite mixture distribution in (4.18) then becomes

$$
x = \sqrt{c_1} \Sigma^{1/2} z_1 I_{(I=1)} + \sqrt{c_2} \Sigma^{1/2} z_2 I_{(I=2)},
$$

in which $z_1$ and $z_2$ are now taken to be independent $p$-dimensional real-valued standard normal vectors and are independent of index variable $I$. Then, $\Sigma_0 = \text{cov}(x) = (\eta_1 c_1 + \eta_2 c_2) \Sigma$ and for $B = I_p$, it holds that

$$
\mathbb{E}(x^* B x - \text{tr}(B \Sigma_0))^2 = \text{var}(x^* B x)
= \text{var}(\mathbb{E}(x^* B x | I)) + \mathbb{E}(\text{var}(x^* B x | I))
= \left( \sum_{k=1}^2 \eta_k c_k^2 - \left( \sum_{k=1}^2 \eta_k c_k \right)^2 \right) (\text{tr}(\Sigma))^2 + o(p^2).
$$

Once $\left( \sum_{k=1}^2 \eta_k c_k^2 - \left( \sum_{k=1}^2 \eta_k c_k \right)^2 \right) > 0$, it is easy to see that $\mathbb{E}(x^* B x - \text{tr}(B \Sigma_0))^2 = O(p^2)$ instead of $o(p^2)$, which implies that the weak dependence condition fails.

Remark 4.4. We show next our results cover those in [13] about the scale mixture model of the form $x = w \Sigma_p^{1/2} z$, where $w$ is a scalar mixing random variable taking $M$ distinct non-negative values $\{u_1, \ldots, u_M\}$ with $\mathbb{P}(w = u_i) = \eta_i$ for each $i = 1, \ldots, M$, $\Sigma_p$ is a $p \times p$ non-negative definite Hermitian matrix, and $z$ is a standard $p$-dimensional normal vector and is independent of $w$. Let $\Sigma_{ip} = u_i \Sigma_p$. It is easy to see this scale mixture model satisfying assumptions above. Note that $H_i^{-1}(s) = u_i H^{-1}(s)$ for each $i = 1, \ldots, M$, where $H^{-1}(s)$ and $H_i^{-1}(s)$ be the quantile functions of LSDs of $\Sigma_p$ and $u_i \Sigma_p$. The second equation (4.22) in Theorem 4.4 becomes:

$$
K(s, z) = H^{-1}(s) \sum_{i=1}^M \eta_i u_i \int_0^1 \frac{H^{-1}(s)}{1 + K(s, z)} ds,
$$

which is linear with respect to $H^{-1}(s)$. Define

$$
\tilde{K}(z) = \sum_{i=1}^M \frac{\eta_i u_i}{-z + \eta_i \int_0^1 \frac{H^{-1}(s)}{1 + K(s, z)} ds}.
$$
Thus, \( K(s, z) = H^{-1}(s) \tilde{K}(z) \). It then follows that
\[
\int_0^1 \frac{1}{1 + K(s, z)} ds = \int \frac{1}{1 + \lambda \tilde{K}(z)} dH(\lambda), \quad \int_0^1 \frac{H^{-1}(s)}{1 + K(s, z)} ds = \int \frac{\lambda}{1 + \lambda \tilde{K}(z)} dH(\lambda).
\]

Consequently, by using Theorem 4.4, for a scale mixture model, the ESD of its sample covariance matrix converges weakly to a unique LSD with its Stieltjes transform \( m(z) \) satisfying
\[
m(z) = -\frac{1}{z} \int \frac{1}{1 + \lambda \tilde{K}(z)} dH(\lambda),
\]
where \( K : \mathbb{C}^+ \to \mathbb{C}_+ \) is the unique solution to the following functional equation
\[
\tilde{K}(z) = \sum_{i=1}^M \eta_i u_i - z + cu_i \int \frac{\lambda}{1 + \lambda \tilde{K}(z)} ds.
\]

Moreover, if for some \( z \in \mathbb{C}^+ \), \( \tilde{K}(z) = 0 \). Then, \( m(z) = -\frac{1}{z} \) and
\[
\int \frac{\lambda}{1 + \lambda \tilde{K}(z)} dH(\lambda) = \int \lambda dH(\lambda) =: \kappa < \infty.
\]

Then, we have
\[
0 = \tilde{K}(z) = \sum_{i=1}^M \frac{\eta_i u_i}{-z + cu_i \kappa},
\]
so that \( \eta_i u_i = 0 \) for any \( i = 1, \ldots, M \), since \( u_i \)'s are non-negative. This suggests that there must exist one point among \( \{u_1, \ldots, u_M\} \) equal to zero and the corresponding mass must equal to 1. In other words, \( \Sigma_1 = \cdots = \Sigma_M = O \) so that \( m(z) \equiv -1/z \). Consequently, \( \tilde{K}(z) = 0 \) for some \( z \) if and only if either \( \Sigma_p = O \) or \( w \equiv 0 \).

When \( \Sigma \neq O \) and \( w \neq 0 \), we have \( \tilde{K} : \mathbb{C}^+ \to \mathbb{C}^+ \). Let \( q(z) = \tilde{K}(z) \) and \( p(z) = -\frac{1}{z} \int \frac{\lambda}{1 + \lambda \tilde{K}(z)} dH(\lambda) \). It then follows that
\[
zm(z) = \begin{cases} 
-1 + \int \frac{p(z)t}{1 + cp(z)t} dG(t), \\
- \int \frac{1}{1 + q(z)t} dH(t), \\
-1 - zp(z)q(z), 
\end{cases}
\]
where \( G \) is the discrete distribution generated by \( \eta \) and \( (z, m(z), p(z), q(z)) \) belongs to the region
\[
\{(z, m(z), p(z), q(z)) : -(1-c)/z + cm(z) \in \mathbb{C}^+, \ zp(z) \in \mathbb{C}^+, \ q(z) \in \mathbb{C}^+, \ z \in \mathbb{C}^+ \}.
\]
This coincides with results obtained in [13, Sec 2.1].
Finally, we give a simple illustrative example for Theorem 4.4.

**Example 1** (Two-population Mixture model.). In what follows, a two-component mixture model with one of them possessing a unit population covariance matrix. Specifically, consider the mixture model defined in (4.18) with $M = 2$, $\mu_1 = \mu_2 = 0$, $\Sigma_{1p} = I_p$ and $\Sigma_{2p}$ a $p \times p$ non-negative definite Hermitian matrix. The mixture weight probability $\eta = (\eta_1, \eta_2)$ with $\eta_2 = 1 - \eta_1$.

Let $x_{1n}, \ldots, x_{mn}$ be a random sample of the centred mixture model with size $n$. Define $S_n = \frac{1}{n} \sum_{j=1}^{n} x_{jn} x_{jn}^*$. In the high-dimensional setting, i.e., $n \to \infty$, $p = p(n) \to \infty$, such that $\frac{p}{n} \to c \in (0, \infty)$, the LSD of $S_n$ exists uniquely with its Stieltjes transform satisfying

$$-zm(z) = \int \frac{1}{1 - \frac{m}{z + czm(z)} + \left( m(z) + \frac{m}{z + czm(z)} \right) \lambda} dH_2(\lambda). \tag{4.23}$$

The derivation of equation (4.23) is provided in Section A.7.

When $\eta_1 = 0$, the model reduces to the classical sample covariance matrix case for i.i.d. samples with population covariance matrix $\Sigma_{2p}$, in which $\alpha(z) \equiv 0$ and (4.23) becomes the celebrated Marčenko-Pastur equation:

$$-zm(z) = \int \frac{1}{1 + m(z) t} dH_2(t).$$

**Remark 4.5.** The way in deriving (4.23) only works the two-component mixture case, since the kernel function $K(s, z)$ in (4.22) has no closed-form representation by $z$ and $m(z)$ if the number of mixture components is more than two.

### Appendix A: Proof of Theorems

#### A.1. Proof of Theorem 2.1

Let $S_n = S_n - zI$ and $r_i = x_i/\sqrt{n}$. Denote $S_{i,n} = S_n - r_i r_i^*$. Define

$$K = \frac{1}{n} \sum_{i=1}^{n} \frac{\Sigma_i}{1 + r_i^* S_{i,n}^{-1} r_i}. \tag{A.1}$$

Let

$$k_n(a, z) = \frac{1}{n} \sum_{i=1}^{n} \frac{f(a, b_i)}{1 + r_i^* S_{i,n}^{-1} r_i}. \tag{A.2}$$

Then,

1. Since $\Sigma_i$’s are simultaneously diagonalizable, $(K - zI)^{-1}$ commutes with $\Sigma_i$’s.
(2) $K$ is bounded in norm, i.e.,
\[
\|K\| \leq \frac{|z|}{\text{Im}(z)} \left( \max_n \max_{1 \leq i \leq n} \|\Sigma_i\|_{\text{op}} + 1 \right) =: C_0 < \infty.
\] (A.3)

In fact, $K$ has its eigenvalue in the following form:
\[
\frac{1}{n} \sum_{i=1}^{n} \frac{\lambda_{i,l}}{1 + r_i^* S_{i,n}^i r_i^*}.
\]
Notice that
\[
\left| \frac{1}{1 + r_i^* S_{i,n}^i r_i^*} \right| \leq \frac{|z|}{\text{Im}(z)} \quad \text{(A.4)}
\]
and \(\max_{i,l} |\lambda_{i,l}| \leq \max_n \max_{1 \leq i \leq n} \|\Sigma_i\| + 1\). The conclusion then follows.

Consequently, in this case, \(|k_n(a, z)| \leq C_0\) for any \(n\) and \(z \in \mathbb{C}^+\). Moreover, we truncate \(f\) so that \(|f(a, b)| \leq C_0\).

(3) The eigenvalues of \((K - zI)^{-1}\) can be written as
\[
\frac{1}{n} \sum_{i=1}^{n} \frac{f(a_i, b_i)}{1 + r_i^* S_{i,n}^i r_i^*} - z = k_n(a_l, z) - z.
\] (A.5)

(4) \((K - zI)^{-1}\) is bounded in norm. To see this, we first observe that \(\text{Im}(1 + r_i^* S_{i,n}^i r_i^*)^{-1}\) is negative. Indeed, since eigenvalues of \(S_{i,n}\) have a common imaginary part \(-\text{Im}(z)\), elementary calculation suggests that the imaginary part of \(r_i^* S_{i,n}^i r_i^*\) is positive. Thus, the imaginary part of \((1 + r_i^* S_{i,n}^i r_i^*)^{-1}\) must be negative. It then follows that
\[
\text{Im} \left( \frac{1}{n} \sum_{i=1}^{n} \frac{\lambda_{i,l}}{1 + r_i^* S_{i,n}^i r_i^*} - z \right) \leq -\text{Im}(z) < 0.
\]

Therefore, \((K - zI)^{-1}\) is always bounded by \(\text{Im}(z)^{-1}\).

Next, let us prove the main theorem step by step.
(a) To prove \(m_n(z) - \mathbb{E} m_n(z) \xrightarrow{a.s.} 0\).
Denote \(\mathbb{E}_k(\cdot) = \mathbb{E}(\cdot | r_{k+1}, \ldots, r_n)\) with \(\mathbb{E}_n(\cdot) = \mathbb{E}(\cdot)\) so that \(m_n(z) = \mathbb{E}_0(m_n(z))\) and \(\mathbb{E}(m_n(z)) = \mathbb{E}_n(m_n(z))\). It then follows that
\[
m_n(z) - \mathbb{E}(m_n(z)) = \sum_{k=1}^{n} (\mathbb{E}_{k-1}(m_n(z)) - \mathbb{E}_k(m_n(z)))
= \frac{1}{n} \sum_{k=1}^{n} [\mathbb{E}_{k-1} - \mathbb{E}_k] \left( \text{tr} \left( S_{n}^{-1} \right) - \text{tr} \left( S_{k,n}^{-1} \right) \right)
= : \frac{1}{n} \sum_{k=1}^{n} [\mathbb{E}_{k-1} - \mathbb{E}_k] (\gamma_k),
\]
where by the rank-1 perturbation identity

$$\gamma_k = \frac{r_k^* S_{k,n}^{-2} r_k}{1 + r_k^* S_{k,n}^{-1} r_k}.$$ 

Note that

$$\left| \frac{r_k^* S_{k,n}^{-2} r_k}{1 + r_k^* S_{k,n}^{-1} r_k} \right| \leq \frac{r_k^* ((S_{k,n} - \text{Re}(z) I_p)^2 + \text{Im}(z)^2 I_p)^{-1} r_k}{\text{Im}(1 + r_k^* S_{k,n}^{-1} r_k)} = \frac{1}{\text{Im}(z)},$$

that is, $$|\gamma_k| \leq \text{Im}(z)^{-1}$$. Thus, $$\mathbb{E}(-k - \mathbb{E}_k)(\gamma_k))$$ is a bounded martingale difference sequence.

It then follows by the Burkholder inequality (Lemma 2.12 in [2]) that

$$\mathbb{E}|m_n(z) - \mathbb{E}(m_n(z))|^q \leq K_q n^{-\frac{q}{2}} \left( \sum_{k=1}^{n} \text{Im}(\mathbb{E}_k - \mathbb{E}_k)(\gamma_k)) \right)^{\frac{q}{2}}$$

holds for any $$q > 2$$, which suggests the almost sure convergence of $$m_n(z) - \mathbb{E}(m_n(z))$$ by the Borel-Cantelli Lemma.

(b) To prove that $$\mathbb{E} m_n(z) - \mathbb{E}_p^1 \text{tr}(K - z I)^{-1} = o(1)$$.

Note that for any $$n \times n$$ matrix $$K$$ such that $$K - z I$$ is invertible, it always holds that

$$S_n^{-1} - (K - z I)^{-1} = \sum_{i=1}^{n} \frac{(K - z I)^{-1} r_i^* S_{i,n}^{-1}}{1 + r_i^* S_{i,n}^{-1} r_i} - (K - z I)^{-1} K S_n^{-1}. \quad (A.6)$$

In fact, from (A.6) with the fact that

$$\text{Im}(z(1 + r_i^* S_{i,n}^{-1} r_i)) \geq \text{Im}(z) > 0,$$

one has

$$\mathbb{E}|m_n(z) - \frac{1}{p} \text{tr}(K - z I)^{-1}| \leq \frac{1}{p} \mathbb{E} \left( \sum_{i=1}^{n} \frac{|r_i^* S_{i,n}^{-1}(K - z I)^{-1} r_i - n^{-1} \text{tr}(S_{i,n}^{-1}(K - z I)^{-1} \Sigma_i)|}{1 + r_i^* S_{i,n}^{-1} r_i} \right)$$

$$\leq \frac{1}{p n \text{Im}(z)} \sum_{i=1}^{n} \mathbb{E}|x_i^* S_{i,n}^{-1}(K - z I)^{-1} x_i - \text{tr}(S_{i,n}^{-1}(K - z I)^{-1} \Sigma_i)|$$

$$= \frac{1}{p n \text{Im}(z)} \sum_{i=1}^{n} d_i. \quad (A.7)$$

For each $$i = 1, \ldots, n$$, let

$$d_{i,1} = \mathbb{E}|x_i^* S_{i,n}^{-1}(K - z I)^{-1} x_i - \text{tr}(S_{i,n}^{-1}(K - z I)^{-1} \Sigma_i)|$$
\[ d_{i,2} = \mathbb{E} |\text{tr} \left( S_{i,n}^{-1}(K - zI)^{-1}\Sigma_i \right) - \text{tr} \left( S_{n}^{-1}(K - zI)^{-1}\Sigma_i \right) | \]

It is easy to see that \( d_i \leq d_{i,1} + d_{i,2} \). On one hand, since \( \|S_{i,n}^{-1}\|_{op} \leq \text{Im}(z)^{-1} \) and \( \|(K - zI)^{-1}\|_{op} \leq \text{Im}(z)^{-1} \), by assumption (2.5) and the independence of \( x_i \)'s,

\[
\frac{1}{n} \sum_{i=1}^{n} d_{i,1}^2 \leq \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}(x_i^*S_{i,n}^{-1}(K - zI)^{-1}x_i - \text{tr}(S_{i,n}^{-1}(K - zI)^{-1}\Sigma_i))^2 = o(n^2).
\]

so that

\[
\frac{1}{n} \sum_{i=1}^{n} d_{i,1} \leq \left( \frac{1}{n} \sum_{i=1}^{n} d_{i,1}^2 \right)^{1/2} = o(n). \tag{A.8}
\]

On the other hand, note that

\[
S_{n}^{-1} - S_{i,n}^{-1} = \frac{S_{i,n}^{-1}r_ir_i^*S_{i,n}^{-1}}{1 + r_i^*S_{i,n}^{-1}r_i}.
\]

Let \( B_i = (K - zI)^{-1}\Sigma_i \). By using Lemma 2.6 in [20], one has

\[
|\text{tr} \left( S_{i,n}^{-1}(K - zI)^{-1}\Sigma_i \right) - \text{tr} \left( S_{n}^{-1}(K - zI)^{-1}\Sigma_i \right) | \leq \|\Sigma_i\|_{op}\text{Im}(z)^{-2}
\]

so that

\[
\frac{1}{pn} \sum_{i=1}^{n} d_{i,2} \leq \text{Im}(z)^{-2} \frac{1}{pn} \sum_{i=1}^{n} \|\Sigma_i\|_{op} = o(n^{-1}). \tag{A.9}
\]

Combine (A.7)-(A.9), we have \( \mathbb{E}m_n(z) - \mathbb{E}^{1/p}\text{tr}(K - zI)^{-1} = o(1) \).

It should be noticed that the essence of the above discussion is to prove that for any \( B_1, \ldots, B_n \) with norm bounded uniformly, then

\[
\frac{1}{n^2} \sum_{i=1}^{n} \mathbb{E}|x_i^*S_{i,n}^{-1}B_i x_i - \text{tr}(S_{n}^{-1}B_i\Sigma_i)| = o(1). \tag{A.10}
\]

(c) To prove that for any \( a \in \mathbb{R}^k \), \( \mathbb{E}|k_n(a, z) - \mathbb{E}k_n(a, z)| \to 0 \) as \( n \to \infty \).

By (A.10), one observes first that

\[
\mathbb{E} \left| k_n(a, z) - \frac{1}{n} \sum_{i=1}^{n} \frac{f(a, b_i)}{1 + \frac{1}{n}\text{tr}(S_{i,n}^{-1}\Sigma_i)} \right| \leq C_0^2 \frac{1}{n^2} \sum_{i=1}^{n} \mathbb{E}|x_i^*S_{i,n}^{-1}x_i - \text{tr}(S_{n}^{-1}\Sigma_i)| = o(1).
\]

Let

\[
Q_n(a, z) = \frac{1}{n} \sum_{i=1}^{n} \frac{f(a, b_i)}{1 + \frac{1}{n}\text{tr}(S_{i,n}^{-1}\Sigma_i)}.
\]

It suffices to show \( \mathbb{E}|Q_n - \mathbb{E}Q_n| = o(1) \). Let

\[
Q_{-k,n}(a, z) = \frac{1}{n} \sum_{i \neq k} \frac{f(a, b_i)}{1 + \frac{1}{n}\text{tr}(S_{k,n}^{-1}\Sigma_i)}.
\]
Then, since \( Q_{-k,n}(\mathbf{a}, z) \) is independent of \( \mathbf{r}_k \),

\[
Q_n(\mathbf{a}, z) - \mathbb{E}Q_n(\mathbf{a}, z) = \sum_{k=1}^{n} [\mathbb{E}_{k-1} - \mathbb{E}_k](Q_n(\mathbf{a}, z)) = \sum_{k=1}^{n} [\mathbb{E}_{k-1} - \mathbb{E}_k](Q_n(\mathbf{a}, z) - Q_{-k,n}(\mathbf{a}, z)) = \frac{1}{n} \sum_{k=1}^{n} (\mathbb{E}_{k-1} - \mathbb{E}_k)(\delta_k)
\]

Note that

\[
|\text{tr} \left((\mathcal{S}_{-k,n}^{-1} - \mathcal{S}_n^{-1})\Sigma_i\right)| \leq \frac{\|\Sigma_i\|_{op}}{\text{Im}(z)}.
\]

Similar to the fact that \( \text{Im}(z(1 + r^*_i \mathcal{S}_{i,n}^{-1} \mathbf{r}_i)) \geq \text{Im}(z) \), one has

\[
\text{Im} \left(z(1 + \frac{1}{n} \text{tr}(\mathcal{S}_n^{-1} \Sigma_i))\right) \geq \text{Im}(z) > 0, \quad \text{Im} \left(z(1 + \frac{1}{n} \text{tr}(\mathcal{S}_{i,n}^{-1} \Sigma_i))\right) \geq \text{Im}(z) > 0
\]

so that

\[
\left|1 + \frac{1}{n} \text{tr}(\mathcal{S}_n^{-1} \Sigma_i)\right| \leq \frac{|z|}{\text{Im}(z)}, \quad \left|1 + \frac{1}{n} \text{tr}(\mathcal{S}_{i,n}^{-1} \Sigma_i)\right| \leq \frac{|z|}{\text{Im}(z)}.
\]

It then follows that

\[
\frac{1}{n} |\delta_k| = \left|Q_n(\mathbf{a}, z) - Q_{-k,n}(\mathbf{a}, z)\right|
\]

\[
\leq \frac{1}{n} \sum_{i \neq k} \frac{f(\mathbf{a}, \mathbf{b}_i)}{|(1 + \frac{1}{n} \text{tr}(\mathcal{S}_n^{-1} \Sigma_i))(1 + \frac{1}{n} \text{tr}(\mathcal{S}_{-k,n}^{-1} \Sigma_i))|} \cdot \frac{1}{n} |\text{tr} \left((\mathcal{S}_{-k,n}^{-1} - \mathcal{S}_n^{-1})\Sigma_i\right)|
\]

\[
+ \frac{1}{n} \left|1 + \frac{1}{n} \text{tr}(\mathcal{S}_n^{-1} \Sigma_k)\right|
\]

\[
\leq \frac{1}{n} \left(\frac{|z|^2 C_0^2}{\text{Im}(z)^3} + \frac{|z| C_0}{\text{Im}(z)}\right),
\]

by using that fact \( |f(\mathbf{a}, \mathbf{b})| \leq \max_{n} \max_{i} \|\Sigma_i\|_{op} + 1 = C_0 \). This suggests that \( ((\mathbb{E}_{k-1} - \mathbb{E}_k)(\delta_k)) \) is a bounded martingale difference sequence. By the Burkholder inequality, one has

\[
\mathbb{E}|Q_n(\mathbf{a}, z) - \mathbb{E}(Q_n(\mathbf{a}, z))|^q \leq K_q n^{-q} \mathbb{E} \left(\sum_{k=1}^{n} |[\mathbb{E}_{k-1} - \mathbb{E}_k](\delta_k)|^2\right)^{\frac{q}{2}}
\]

\[
\leq K_q \left(\frac{|z|^2 C_0^2}{\text{Im}(z)^3} + \frac{|z| C_0}{\text{Im}(z)}\right)^{\frac{q}{2}} n^{-\frac{q}{2}}
\]

for any \( q > 2 \), which suggests the almost sure convergence of \( Q_n(\mathbf{a}, z) - \mathbb{E}(Q_n(\mathbf{a}, z)) \) for any \( \mathbf{a} \in \mathbb{R}^k \).

(d) To prove that

\[
\frac{1}{p} \text{tr}(K - z I)^{-1} = \frac{1}{p} \sum_{l=1}^{p} \frac{1}{\mathbb{E}k_n(\mathbf{a}_l, z) - z} + o(1).
\]
Recall that
\[ \frac{1}{p} \text{tr}(K - zI)^{-1} = \frac{1}{p} \sum_{t=1}^{p} \frac{1}{k_n(a_t, z) - z}. \]

It then follows that
\[
\mathbb{E} \left| \frac{1}{p} \text{tr}(K - zI)^{-1} - \frac{1}{p} \sum_{t=1}^{p} \mathbb{E} k_n(a_t, z) - z \right| \leq \frac{1}{p} \sum_{t=1}^{p} \mathbb{E} \left| \frac{1}{k_n(a_t, z) - z} - \mathbb{E} k_n(a_t, z) - z \right| \\
\leq \frac{1}{p} \frac{1}{\text{Im}(\mathbb{E})^2} \sum_{t=1}^{p} \mathbb{E} |k_n(a_t, z) - \mathbb{E} k_n(a_t, z)| \\
= \text{Im}(\mathbb{E})^{-2} \int \mathbb{E} |k_n(a, z) - \mathbb{E} k_n(a, z)| dG_p(a).
\]

Note that $|k_n(a, z)| \leq C_0 < \infty$. By (c) and the Dominant Convergence Theorem, one finds the right hand side tends to 0.

(e) To prove that
\[
\mathbb{E} \left| k_n(a, z) - \frac{1}{n} \sum_{i=1}^{n} \frac{f(a, b_i)}{1 + \frac{1}{n} \text{tr}((K - zI)^{-1}\Sigma_i)} \right| = o(1).
\]

Note that
\[
\mathbb{E} \left| k_n(a, z) - \frac{1}{n} \sum_{i=1}^{n} \frac{f(a, b_i)}{1 + \frac{1}{n} \text{tr}((K - zI)^{-1}\Sigma_i)} \right|
\leq \left( \frac{|z|}{\text{Im}(z)} \right)^2 \frac{1}{n} \sum_{i=1}^{n} \mathbb{E} |r_i^* S^{-1}_{i,n} r_i - \frac{1}{n} \text{tr}((K - zI)^{-1}\Sigma_i)|
\leq \left( \frac{|z|}{\text{Im}(z)} \right)^2 \frac{1}{n} \sum_{i=1}^{n} \mathbb{E} |r_i^* S^{-1}_{i,n} r_i - \frac{1}{n} \text{tr}(S^{-1}_{n,n})|
\leq \left( \frac{|z|}{\text{Im}(z)} \right)^2 \frac{1}{n^2} \sum_{i=1}^{n} \mathbb{E} |\text{tr}(S^{-1}_{n,n} - (K - zI)^{-1}\Sigma_i)| =: I_1 + I_2.
\]

From the assertion (A.10) in step (b), one finds $I_1 \to 0$ as $n \to \infty$. For $I_2$, by using similar technique in step (b) to analyze the difference $S^{-1}_{n,n} (K - zI)^{-1}\Sigma_i$, we are able to show that for any $1 \leq i \leq n$,
\[
\frac{1}{p} \mathbb{E} |\text{tr}(S^{-1}_{n,n} - (K - zI)^{-1}\Sigma_i)| = o(1).
\]

Meanwhile, note that
\[
\frac{1}{p} |\text{tr}(S^{-1}_{n,n} - (K - zI)^{-1}\Sigma_i)| \leq \frac{2}{\text{Im}(z)} \sup_{n} \max_{1 \leq i \leq n} \|\Sigma_i\|_{\text{op}} < \infty.
\]
By the Dominant Convergence Theorem, one has \( I_2 \to 0 \) as well.
Recall that
\[
\frac{1}{p} \tr(K - zI)^{-1} \Sigma_i = \frac{1}{p} \sum_{i=1}^{p} \frac{f(a_i, b_i)}{k_n(a_i, z) - z}.
\]

(A.11)

(f) To prove that
\[
\mathbb{E} k_n(a, z) = \frac{1}{n} \sum_{i=1}^{n} \frac{f(a, b_i)}{1 + c_n \cdot \frac{1}{p} \sum_{l=1}^{p} \mathbb{E} (k_n(a, z) - z)^{-1}} + o(1),
\]
where \( c_n = p/n \).

From (A.11) and step (e), one has
\[
\mathbb{E} \left| k_n(a, z) - \frac{1}{n} \sum_{i=1}^{n} \frac{f(a, b_i)}{1 + c_n \cdot \frac{1}{p} \sum_{l=1}^{p} \mathbb{E} (k_n(a, z) - z)^{-1}} \right| \leq o(1) + C \frac{1}{n} \sum_{i=1}^{n} \mathbb{E} \left| \frac{1}{p} \tr((K - zI)^{-1} \Sigma_i) - \frac{1}{p} \sum_{l=1}^{p} \frac{f(a_i, b_l)}{k_n(a_i, z) - z} \right|,
\]
in which
\[
\mathbb{E} \left| \frac{1}{p} \tr((K - zI)^{-1} \Sigma_i) - \frac{1}{p} \sum_{l=1}^{p} \frac{f(a_i, b_l)}{k_n(a_i, z) - z} \right| = \frac{1}{p} \sum_{l=1}^{p} \mathbb{E} \left| \frac{f(a_l, b_l)}{k_n(a_l, z) - z} - \frac{f(a_l, b_l)}{k_n(a_l, z) - z} \right| \leq C \frac{1}{p} \sum_{l=1}^{p} \mathbb{E} |k_n(a_l, z) - \mathbb{E} k_n(a_l, z)| = o(1).
\]

Note that
\[
\left| \frac{1}{p} \sum_{l=1}^{p} \frac{f(a, b)}{k_n(a, z) - z} \right| \leq \text{Im}(z)^{-1} \max_{i} \max_{n} \| \Sigma_i \|_{\text{op}} < \infty.
\]

By the Dominant Convergence Theorem, one finds the claim holds.

(g) To prove that for any sequence of \( \{\mathbb{E} k_n(a, z)\} \), there exists a subsequence \( \{\mathbb{E} k_{n_k}(a, z)\} \) such that for any \( a \in \mathbb{R}^k \), \( \mathbb{E} k_{n_k}(a, z) \) converges.

Recall that
\[
|k_n(a_1, z) - k_n(a_2, z)| = \left| \frac{1}{n} \sum_{i=1}^{n} \frac{f(a_1, b_i) - f(a_2, b_i)}{1 + r_i S_{i,n}^{-1} r_i} \right|
\]
\[
\left| \mathbb{E}k_n(a_1, z) - \mathbb{E}k_{n+m}(a_1, z) \right| \leq \left| \frac{|z|}{\text{Im}(z)} \int |f(a_1, b) - f(a_2, b)| \text{d}H_n(b) + \text{d}H_{n+m}(b) \right|
\]

which suggests

\[
\lim_{n \to \infty} \sup_{m \geq 0} |\mathbb{E}k_n(a_1, z) - \mathbb{E}k_{n+m}(a_1, z)| 
\leq \lim_{n \to \infty} \sup_{m \geq 0} \left| \frac{|z|}{\text{Im}(z)} \int |f(a_1, b) - f(a_2, b)| \text{d}H_n(b) + \text{d}H_{n+m}(b) \right|
\]

\[
+ \lim_{n \to \infty} \sup_{m \geq 0} |\mathbb{E}k_n(a_2, z) - \mathbb{E}k_{n+m}(a_2, z)|.
\]

Since

\[
\lim_{n \to \infty} \int |f(a_1, b) - f(a_2, b)| \text{d}H_n(b) \to \int |f(a_1, b) - f(a_2, b)| \text{d}H(b),
\]

one finds

\[
\lim_{n \to \infty} \sup_{m \geq 0} |\mathbb{E}k_n(a_1, z) - \mathbb{E}k_{n+m}(a_1, z)| \leq \frac{2|z|}{\text{Im}(z)} \int |f(a_1, b) - f(a_2, b)| \text{d}H(b).
\]

once \(\mathbb{E}k_n(a_2, z)\) converges. Since the left hand side is independent of \(a_2\), let \(a_2 \to a_1\). One finds by the Dominant Convergence Theorem that the right hand side tends to 0, which implies the convergence of \(\mathbb{E}k_n(a_1, z)\).

Therefore, for any countable dense subset \(D\) in \(\mathbb{R}^k\), one can find a subsequence such that for any \(a \in D\), \(\mathbb{E}k_{n_k}(a, z)\) converges. Even without the uniform continuity, argument above is enough to ensure the converges of \(\mathbb{E}k_{n_k}(a, z)\) on the whole \(\mathbb{R}^k\). Moreover, the limit is still continuous and bounded w.r.t. \(a\).

(h) To prove that \(m(z)\) is a Stieltjes transform.

Recall that for any sequence \(\mathbb{E}k_n(a, z)\) such that it converges on \(\mathbb{R}^k\), as \(n \to \infty\), its limit denoted by \(\hat{K}(a, z)\) must satisfy

\[
\hat{K}(a, z) = \int \frac{f(a, b)}{1 + c \int \frac{f(a, b)}{\hat{K}(a, z) - z} \text{d}G(a)} \text{d}H(b)
\]

(A.12)

with \(\text{Im}(\hat{K}(a, z)) \leq 0\) and \(\text{Im}(z^{-1}\hat{K}(a, z)) \leq 0\). It then follows that \(m_n(z)\) converges to \(m(z)\) such that

\[
m(z) = \int \frac{1}{\hat{K}(a, z) - z} \text{d}G(a).
\]
Let $K(a, z) = -\frac{1}{z} \tilde{K}(a, z)$, and we obtain (2.8) and (2.9).

We prove that $m(z)$ is a Stieltjes transform of certain probability measure by showing that $\lim_{v \to \infty} \text{Im}(iv) = -1$, where $i$ stands for the imaginary unit. It then follows that the corresponding $\mu_{n_{\alpha}}$ converges weakly to that limiting probability measure.

First, we show that $\lim_{v \to \infty} \frac{1}{iv} \tilde{K}(a, iv) = 0$ for any $a \in \mathbb{R}^k$. Note that for any $z \in \mathbb{C}^+$, $\text{Im}(z^{-1} \tilde{K}(a, z)) \leq 0$. It then follows that

$$\text{Im} \left( z \left( 1 + c \int \frac{f(a, b)}{K(a, z) - z} dG(a) \right) \right) \geq \text{Im}(z) > 0.$$

Thus,

$$\left| \frac{1}{z} \tilde{K}(a, z) \right| \leq \frac{1}{\text{Im}(z)} \int f(a, b)dH(b) \leq \frac{K}{\text{Im}(z)}$$

so that

$$\lim_{v \to \infty} \left| \frac{1}{iv} \tilde{K}(a, iv) \right| \leq \lim_{v \to \infty} \frac{K}{v} = 0.$$

Meanwhile, since $\text{Im}(\tilde{K}(a, z)) \leq 0$, one finds $\text{Im}(\tilde{K}(a, z) - z) \leq -\text{Im}(z) < 0$ so that

$$\left| \frac{iv}{\tilde{K}(a, iv) - iv} \right| \leq \frac{v}{v} = 1$$

and

$$\lim_{v \to \infty} \frac{iv}{\tilde{K}(a, iv) - iv} = \lim_{v \to \infty} \frac{1}{\frac{1}{iv} \tilde{K}(a, iv) - 1} = -1.$$

Therefore, by the Dominant Convergence Theorem, one has

$$\lim_{v \to \infty} \text{Im}(iv) = \lim_{v \to \infty} \int \frac{iv}{\tilde{K}(a, iv) - iv} dG(a) = -1.$$

(i) To prove the uniqueness of $\tilde{K}(a, z)$.

Let $\tilde{K}_1(z), \tilde{K}_2(z)$ be two solutions to (A.12) such that

$$\text{Im}(\tilde{K}_1(a, z)) \leq 0, \quad \text{Im}(\tilde{K}_2(a, z)) \leq 0, \quad \text{and} \quad \text{Im} \left( \frac{1}{z} \tilde{K}_1(a, z) \right) \leq 0, \quad \text{Im} \left( \frac{1}{z} \tilde{K}_2(a, z) \right) \leq 0.$$

Then,

$$\tilde{K}_1(a, z) - \tilde{K}_2(a, z) = \int_{\mathbb{R}^m} \frac{f(a, b)c}{(1 + c \int_{\mathbb{R}^k} \frac{f(a', b)}{K_1(a', z) - z} dG(a'))} \left( 1 + c \int_{\mathbb{R}^k} \frac{f(a', b)}{K_2(a', z) - z} dG(a') \right) dH(b)$$

By $\text{Im}(\tilde{K}(a, z)) \leq 0$, one finds $\text{Im}(\tilde{K}(a, z) - z) \leq -\text{Im}(z) < 0$ so that

$$\left| \left( \tilde{K}(a, z) - z \right)^{-1} \right| \leq \frac{1}{\text{Im}(z)}.$$
Meanwhile, by using $\text{Im}(z^{-1}\mathring{K}(a, z)) \leq 0$, one observes that the imaginary parts of the denominator

$$\frac{1}{z(1 + c\int_{\mathbb{R}^k} \frac{f(a, b)}{K(a, z) - z} dG(a))} = \frac{1}{z + c\int_{\mathbb{R}^k} \frac{f(a, b)}{zK(a, z) - 1} dG(a)}$$

is positive and strictly greater than $\text{Im}(z)$. Therefore,

$$\left|\frac{1}{z(1 + c\int_{\mathbb{R}^k} \frac{f(a, b)}{K(a, z) - z} dH(a))}\right| \leq \frac{1}{\text{Im}(z)},$$

and

$$\left|\left(1 + c\int_{\mathbb{R}^k} \frac{f(a, b)}{K(a, z) - z} dG(a)\right)^{-1}\right| \leq \frac{|z|}{\text{Im}(z)}.$$  

It then follows that

$$|\mathring{K}_1(a, z) - \mathring{K}_2(a, z)| \leq c\frac{|z|^2}{\text{Im}(z)^4} \int_{\mathbb{R}^k} |\mathring{K}_1(a', z) - \mathring{K}_2(a', z)| \left(\int_{\mathbb{R}^m} f(a, b)f(a', b)dH(b)\right) dG(a')$$

$$\leq c\frac{|z|^2}{\text{Im}(z)^4} J(a)^{1/2} \int_{\mathbb{R}^k} |\mathring{K}_1(a', z) - \mathring{K}_2(a', z)| J(a')^{1/2} dG(a')$$

$$\leq c\frac{|z|^2}{\text{Im}(z)^4} J(a)^{1/2} \left(\int_{\mathbb{R}^k} |\mathring{K}_1(a', z) - \mathring{K}_2(a', z)|^2 dG(a')\right)^{1/2} \left(\int_{\mathbb{R}^k} J(a') dG(a')\right)^{1/2}$$

where

$$J(a) = \int_{\mathbb{R}^m} f(a, b)^2 dH(b).$$

It then follows that

$$\int_{\mathbb{R}^k} |\mathring{K}_1(a, z) - \mathring{K}_2(a, z)|^2 dG(a) \leq c^2 \frac{|z|^4}{\text{Im}(z)^8} \left(\int_{\mathbb{R}^k} J(a') dG(a')\right)^2 \int_{\mathbb{R}^k} |\mathring{K}_1(a, z) - \mathring{K}_2(a, z)|^2 dG(a).$$

Fix the real part of $z$ and let $\text{Im}(z) \to \infty$. One has

$$\int_{\mathbb{R}^k} |\mathring{K}_1(a, z) - \mathring{K}_2(a, z)|^2 dG(a) = 0,$$

when $\text{Im}(z)$ is sufficiently large, which then implies the uniqueness.

### A.2. Proof of Theorem 2.2

Notations remain the same as those in proof of Theorem 2.1. Let $\mathring{\Sigma}_i = U^*\mathring{A}_i U$, where

$$\mathring{A}_i = \text{diag}\{f(a_l, b_l) : 1 \leq l \leq p\}, \quad i = 1, \ldots, n. \quad \text{(A.13)}$$
Define
\[ \tilde{K} = \frac{1}{n} \sum_{i=1}^{n} \tilde{\Sigma}_i \frac{1}{1 + r^*_i s_{i,n} r_i}, \] (A.14)
as an analogue of \( K \) in (A.1). It suffices to prove that
\[ \mathbb{E} \left| \frac{1}{p} \text{tr}(K - zI)^{-1} - \frac{1}{p} \text{tr}(\tilde{K} - zI)^{-1} \right| = o(1). \]
Note that
\[ (\tilde{K} - zI)^{-1} - (K - zI)^{-1} = \frac{1}{n} \sum_{i=1}^{n} (\tilde{K} - zI)^{-1}(\Sigma_i - \tilde{\Sigma}_i)(K - zI)^{-1}. \]
Consequently,
\[ \frac{1}{p} \left| \text{tr}(\tilde{K} - zI)^{-1} - \text{tr}(K - zI)^{-1} \right| \leq \frac{1}{np} \frac{|z|}{\text{Im}(z)} \sum_{i=1}^{n} \text{tr}((\tilde{K} - zI)^{-1}(\Sigma_i - \tilde{\Sigma}_i)(K - zI)^{-1}) \]
\[ \leq \frac{1}{np} \frac{|z|}{\text{Im}(z)^3} \sum_{i=1}^{n} \sum_{l=1}^{p} |f_n(a_l, b_i) - f(a_l, b_i)|, \]
since \( \|(K - zI)^{-1}\| \leq \text{Im}(z)^{-1} \) and \( \|(\tilde{K} - zI)^{-1}\| \leq \text{Im}(z)^{-1} \). The conclusion then follows.

**A.3. Proof of The Universality of Generalized Sample Covariance Matrices**

Let
\[ S_n = \frac{1}{n} A_p^{1/2} Z_n B_n Z_n^* A_p^{1/2}. \]
According to Section 3.2, \( a_0 := \sup_p \| A_p \|_{op} < \infty \) and \( b_0 := \sup_p \| B_n \|_{op} < \infty \). After truncating, centring and rescaling of entries of \( Z_n \) as in [27], we assume that \( (Z_{ij}) \) of \( Z_n \) are i.i.d. with \( |Z_{ij}| \leq n^{1/4} \varepsilon_p, \mathbb{E}(Z_{ij}) = 0, \mathbb{E}|Z_{ij}|^2 = 1 \) and \( \mathbb{E}|Z_{ij}|^4 < C \) for certain \( C < \infty \), where \( \varepsilon_p n^{1/4} \to 0 \). Let \( \tilde{Z} = (\tilde{Z}_{ij})_{p \times n} \) be a Gaussian matrix with i.i.d. entries satisfying \( \mathbb{E}(\tilde{Z}_{ij}) = 0, \mathbb{E}|\tilde{Z}_{ij}|^2 = 1 \). Define
\[ \tilde{S}_n = \frac{1}{n} A_p^{1/2} \tilde{Z}_n B_n \tilde{Z}_n^* A_p^{1/2}. \]
We prove the universality of the generalized sample covariance matrices by showing that
(a) \( m_n(z) - \mathbb{E} m_n(z) \xrightarrow{a.s.} 0 \) as \( n \to \infty \) when entries of \( Z_n \) are i.i.d. standardized variables with arbitrary distribution;
(b) the difference
\[ \mathbb{E} \left( \frac{1}{p} \text{tr}(S_n - zI)^{-1} \right) - \mathbb{E} \left( \frac{1}{p} \text{tr}(\tilde{S}_n - zI)^{-1} \right) \to 0, \]
as \( n, p \to \infty \).
Proof of The Universality. (a) The proof is split into two steps: 1) obtain a concentration inequality by using the McDiarmid’s inequality; 2) complete the proof by the Borel-Cantelli lemma.

Lemma A.1 (McDiarmid inequality[16]). Let \( X_1, \ldots, X_m \) be independent random vectors taking values in \( \mathcal{X} \). Suppose that function \( f : \mathcal{X}^m \to \mathbb{R} \) satisfies there exist \( c_1, \ldots, c_m > 0 \) such that for any \( x_1, \ldots, x_m \) and \( x'_i \) in \( \mathcal{X} \),

\[
|f(x_1, \ldots, x_i, \ldots, x_m) - f(x_1, \ldots, x'_i, \ldots, x_m)| \leq c_i.
\]

Then, for any \( \varepsilon > 0 \),

\[
\mathbb{P} \left( |f(X_1, \ldots, X_m) - \mathbb{E}f(X_1, \ldots, X_m)| > \varepsilon \right) \leq 2 \exp \left( -\frac{2\varepsilon^2}{\sum_{i=1}^m c_i^2} \right).
\]

Since \( m_n(z) \) is a complex-valued function, we thus apply the above inequality separately to its real and imaginary parts to derive its concentration bounds. To see this, denote the columns of \( Z_n \) by \( z_1, \ldots, z_n \) and define \( Z(i)_n \) by replacing the \( i \)-th column of \( Z_n \) by \( 0 \). Let \( e_i \) be the \( n \)-dimensional basis vector with its \( i \)-th entry 1 and others 0. Then,

\[
Z(i)_n = Z_n - Z_n e_i e^*_i = Z_n - z(i) e^*_i.
\]

Define

\[
S(i) = \frac{1}{n} A_p^{1/2} Z(i)_n B_n Z^*_n(i) A_p^{1/2}.
\]

Let \( \alpha_i = A_p^{1/2} z_i, \beta_i = \frac{1}{n} A_p^{1/2} Z(i)_n B_n e_i \) and \( w_i = \frac{1}{n} e^*_i B_n e_i \). It then follows that

\[
S_n = S(i) + \alpha_i \beta^*_i + \beta_i \alpha^*_i + w_i \alpha_i \alpha^*_i.
\]

Decompose \( \alpha_i \beta^*_i + \beta_i \alpha^*_i = \mu_i \mu^*_i - \nu_i \nu^*_i \) by using \( \mu = \frac{1}{2}(\alpha_i + \beta_i) \) and \( \nu = \frac{1}{2}(\alpha_i - \beta_i) \). Let \( R_{1,(i)} = S(i) + \mu_i \mu^*_i \) and \( R_{2,(i)} = R_{1,(i)} - \nu_i \nu^*_i \). Then,

\[
\text{tr}(S_n - zI)^{-1} - \text{tr}(S(i) - zI)^{-1} = \left( \text{tr}(S_n - zI)^{-1} - \text{tr}(R_{2,(i)} - zI)^{-1} \right) + \left( \text{tr}(R_{2,(i)} - zI)^{-1} - \text{tr}(R_{1,(i)} - zI)^{-1} \right)
\]

\[
+ \left( \text{tr}(R_{1,(i)} - zI)^{-1} - \text{tr}(S(i) - zI)^{-1} \right),
\]

in which terms of differences are all bounded by \( \frac{1}{\text{Im}(z)} \) by Lemma 2.6 in [21]. Thus, denote \( S'_n \) by replacing \( z_i \) by \( z'_i \) in \( Z_n \) to derive \( Z'_n \), one has

\[
\left| \frac{1}{p} \text{tr}(S_n - zI)^{-1} - \frac{1}{p} \text{tr}(S'_n - zI)^{-1} \right| \leq \frac{6}{p \text{Im}(z)}.
\]

It then follows by the McDiarmid inequality that for any \( \varepsilon > 0 \),

\[
\mathbb{P} \left( |m_n(z) - \mathbb{E}m_n(z)| > \varepsilon \right) \leq 4 \exp \left( -\frac{p^2 \text{Im}(z)^2 \varepsilon^2}{18n} \right).
\]
Therefore, by Borel-Cantelli Lemma, we see \( m_n(z) - \mathbb{E}m_n(z) \xrightarrow{a.s.} 0 \).
(b) We next prove that the difference

\[
\mathbb{E} \left( \frac{1}{p} \text{tr}(S_n - zI)^{-1} \right) - \mathbb{E} \left( \frac{1}{p} \text{tr}(\tilde{S}_n - zI)^{-1} \right) \to 0,
\]
as \( n, p \to \infty \). To see this, we apply the Lindeberg Principle developed in [4]. Denote

\[
Z_{i1}, \ldots, Z_{i1n}, Z_{i2n}, \ldots, Z_{i pn} \quad \text{by} \quad Y_1, \ldots, Y_{pn},
\]
and

\[
\tilde{Z}_{i1}, \ldots, \tilde{Z}_{i1n}, \tilde{Z}_{i2n}, \ldots, \tilde{Z}_{i pn} \quad \text{by} \quad \tilde{Y}_1, \ldots, \tilde{Y}_{pn}.
\]

Let \( m = pn \). For each \( i = 0, 1, \ldots, m \), define

\[
X_i = (Y_1, \ldots, Y_{i-1}, Y_i, \tilde{Y}_{i+1}, \ldots, \tilde{Y}_m)
\]
and

\[
X^0_i = (Y_1, \ldots, Y_{i-1}, 0, \tilde{Y}_{i+1}, \ldots, \tilde{Y}_m).
\]

Let \( f(x) = p^{-1} \text{tr}(n^{-1} A_p^{1/2} \mathbf{X} B_n \mathbf{X}^* A_p^{1/2} - zI)^{-1} \), where \( \mathbf{X} \) is a \( p \times n \) matrix obtained by converting the \( m \times 1 \) vector \( x \). Then, \( f(X_m) = p^{-1} \text{tr}(S_n - zI)^{-1} \), \( f(X_0) = p^{-1} \text{tr}(\tilde{S}_n - zI)^{-1} \) and

\[
\mathbb{E} \left( \frac{1}{p} \text{tr}(S_n - zI)^{-1} \right) - \mathbb{E} \left( \frac{1}{p} \text{tr}(\tilde{S}_n - zI)^{-1} \right) = \sum_{i=1}^{m} \mathbb{E} [f(X_i) - f(X_{i-1})].
\]

Since \( f \) is analytic, its third order Taylor expansion with integral reminder yield:

\[
f(X_i) = f(X^0_i) + Y_i \partial_i f(X^0_i) + \frac{1}{2} Y_i^2 \partial_i^2 f(X^0_i) + \frac{1}{2} Y_i^3 \int_0^1 (1 - t)^2 \partial_i^3 f(X_i(t)) dt
\]
and

\[
f(X_{i-1}) = f(X^0_i) + \tilde{Y}_i \partial_i f(X^0_i) + \frac{1}{2} \tilde{Y}_i^2 \partial_i^2 f(X^0_i) + \frac{1}{2} \tilde{Y}_i^3 \int_0^1 (1 - t)^2 \partial_i^3 f(X_i(t)) dt,
\]
where \( \partial_i^r \) is the \( r \)-fold partial derivative with respect to the \( i \)-th coordinate \((r = 1, 2, 3)\) and

\[
X_i(t) = (Y_1, \ldots, Y_{i-1}, tY_i, \tilde{Y}_{i+1}, \ldots, \tilde{Y}_m)
\]
and

\[
\tilde{X}_i(t) = (Y_1, \ldots, Y_{i-1}, t\tilde{Y}_i, \tilde{Y}_{i+1}, \ldots, \tilde{Y}_m).
\]

It then follows by the Lindeberg principle that

\[
\sum_{i=1}^{m} \mathbb{E} [f(X_i) - f(X_{i-1})] = \frac{1}{2} \sum_{i=1}^{m} \mathbb{E} \left[ Y_i^3 \int_0^1 (1 - t)^2 \partial_i^3 f(X_i(t)) dt - \tilde{Y}_i^3 \int_0^1 (1 - t)^2 \partial_i^3 f(\tilde{X}_i(t)) dt \right].
\]
Thus, it suffices to find reasonable bound of the 3-fold derivatives \( \partial_i^3 f(\mathcal{X}_i(t)) \)'s. Define \( P_n = (S_n - zI)^{-1} \). From \( \frac{\partial P_n}{\partial Z_{ij}} = -P_n \frac{\partial S_n}{\partial Z_{ij}} P_n \), we have

\[
\frac{1}{p} \left( \frac{\partial^3 P_n}{\partial Z_{ij}^3} \right) = \frac{6}{p} \left( \frac{\partial S_n}{\partial Z_{ij}} \frac{\partial^2 S_n}{\partial Z_{ij}^2} P_n^2 + \frac{1}{P_n^2} \left( \frac{\partial S_n}{\partial Z_{ij}} \frac{\partial S_n}{\partial Z_{ij}} \frac{\partial S_n}{\partial Z_{ij}} P_n \right) - \frac{1}{P_n^2} \right) \left( \frac{\partial^3 S_n}{\partial Z_{ij}^3} P_n^2 \right),
\]

where by letting \( r_j = A_{ij}^{1/2} Z_{ij} B_n \tilde{e}_j \) and \( \xi_i = A_{ij}^{1/2} e_i \) for \( e_i \) as well as \( \tilde{e}_j \) a \( p \times 1 \) and \( n \times 1 \) unit vector, respectively,

\[
\frac{\partial S_n}{\partial Z_{ij}} = \frac{1}{n} \left( A_{ij}^{1/2} Z_{ij} B_n \tilde{e}_j e_i^* + A_{ij}^{1/2} e_i \tilde{e}_j^* B_n Z_n A_{ij}^{1/2} \right) = \frac{1}{n} (r_j \xi_i^* + \xi_i r_j^*);
\]

\[
\frac{\partial^2 S_n}{\partial Z_{ij}^2} = \frac{2}{n} A_{ij}^{1/2} e_i e_j^* B_n \tilde{e}_j e_i^* A_{ij}^{1/2} = 2 \frac{b_{ij}}{n} \xi_i \xi_i^*; \quad \frac{\partial^3 S_n}{\partial Z_{ij}^3} = O,
\]

in which \( O \) is a \( p \times p \) matrix with all entries equal to 0. It then follows that

\[
\frac{6}{p} \left( \frac{\partial S_n}{\partial Z_{ij}} \right) P_n \frac{\partial^2 S_n}{\partial Z_{ij}^2} P_n^2 = \frac{12b_{ij}}{pn^2} \text{tr}(\xi_i^* P_n^2 r_j \xi_i P_n \xi_i) + \frac{12b_{ij}}{pn^2} \text{tr}(\xi_i^* P_n^2 \xi_i r_j^* P_n \xi_i) =: \eta_{1,n} + \eta_{2,n}
\]

and

\[
\frac{6}{p} \left( \frac{\partial S_n}{\partial Z_{ij}} \right) P_n \frac{\partial S_n}{\partial Z_{ij}} \frac{\partial S_n}{\partial Z_{ij}} P_n^2 = \frac{1}{pm^3} \text{tr}((r_j \xi_i^* + \xi_i r_j^*) P_n (r_j \xi_i^* + \xi_i r_j^*) P_n) + \frac{2}{pm^3} \text{tr}((r_j^* P_n \xi_i r_j^* P_n) P_n) + \frac{2}{pm^3} \text{tr}(\xi_i^* P_n^2 \xi_i r_j^* P_n) =: \eta_{3,n} + \eta_{4,n} + \eta_{5,n} + \eta_{6,n}.
\]

Using the similar argument developed in [24, § 3.3], it holds that

**Lemma A.2.** For \( k = 1, 2, \) \( \mathbb{E}\|r_j\|^{2k} \leq C_k p^k \) for some constant \( C_k \).

Note that for \( k = 1, 2, \) \( |\eta_{kn}| \leq \frac{12b_{ij}}{pn^2} \left( \frac{\alpha}{\log(z)} \right)^3 \|r_j\| \). By Hölder’s inequality, it holds that

\[
\mathbb{E}|Z_{ij}^3 \eta_{kn}| \leq \frac{M}{pn^2} \left( \mathbb{E}|Z_{ij}|^4 \right)^{3/4} (\mathbb{E}\|r_j\|^4)^{1/4} \leq \frac{M}{n^2 p^{1/2}}.
\]

Meanwhile, for \( k = 3, 4, 5, 6, \) \( |\eta_{kn}| \leq \frac{\alpha}{pn^2} |Z_{ij}|^3 \|r_j\|^3 \). Since \( |Z_{ij}| \leq n^{1/4} \varepsilon_p \), it holds that

\[
\mathbb{E}|Z_{ij}^3 \eta_{kn}| \leq \frac{M}{n^3 p} \mathbb{E}\left[ |Z_{ij}|^3 \|r_j\|^3 \right] \leq \frac{M}{n^3 p} \left( \mathbb{E}|Z_{ij}|^{12} \right)^{1/4} (\mathbb{E}\|r_j\|^4)^{3/4} \leq \frac{M p^{3/2}}{n^{3/2}} \varepsilon_p^3.
\]
Similar conclusion holds for \( \tilde{Z}_{ij} \)'s due to Gaussianity. Combining discussions above, we conclude that
\[
\sum_{i=1}^{m} \int_{0}^{1} (1-t)^2 \left[ E Y_i^3 \partial^3 f(X_i(t)) - E \tilde{Y}_i^3 \partial^3 f(\tilde{X}_i(t)) \right] \, dt \leq M \max \{ p^{1/4} \varepsilon_p, n^{-1/2} \} \to 0.
\]
Therefore, we complete the proof of step (b). \( \square \)

### A.4. Proof of Proposition 3.1

We are going to complete the proof in two steps:

(a) By the method developed in Section 2, we obtain the limiting equations for \( \tilde{m}_T(z) \);

(b) Using (3.8), we obtain the limiting equations for \( m_T(z) \).

(a) Recall that \( \tilde{m}_T(z) \) is the Stieltjes transform of ESDs for
\[
\tilde{S}_T = \frac{1}{p} \sum_{i=1}^{p} X_{(i)}^T X_{(i)}^*,
\]
where \( X_{(i)} \)'s are independent and made by \( T \) consecutive observations of coordinate processes. Moreover, for any \( i = 1, \ldots, p \), \( (X_{i,t}) \) is a linear time series satisfying
\[
X_{i,t} = \sum_{j=0}^{\infty} a_{i,j} Z_{i,t-j},
\]
where \( a_{i,j} = \psi_j(a_i) \) for \( j = 0, 1, \ldots \). Then, \( X_{(i)} = (X_{i,1}, \ldots, X_{i,T})' \) and \( \Gamma_{i,T} = E(X_{(i)}X_{(i)}') = (\gamma_i(k-j))_{1 \leq k,j \leq T} \) where \( \gamma_i(\cdot) \) is the auto-covariance function of \( (X_{i,t}) \) with \( \gamma_i(h) = E(X_{i,t}^*X_{i,t+h}) \), \( h \in \mathbb{Z} \). By Lemma 3.1, there exists a non-negative definite Hermitian circulant matrix \( C_{i,T} \) such that
\[
\frac{1}{T} \text{tr} ((\Gamma_{i,T} - C_{i,T})(\Gamma_{i,T} - C_{i,T})^*) \leq 2 \left( \sum_{k=T}^{\infty} |\gamma_i(k)| + |\gamma_i(-k)| \right)
\]
\[
+ 2 \sum_{k=0}^{T} \frac{k}{T} (|\gamma_i(k)|^2 + |\gamma_i(-k)|^2) = o(1)
\]
and \( C_{i,T} \) has eigenvalues \( \{2\pi f_i(2\pi l/T) : l = 0, \ldots, T-1\} \), where \( f_i \) is the spectral density function of the \( i \)-th coordinate process defined by
\[
f_i(\lambda) = \frac{1}{2\pi} \sum_{h=-\infty}^{\infty} e^{i h \lambda} \gamma_i(h).
\]

On one hand, from (3.15), we know that the spectral density function of \( (X_{i,t}) \) now becomes \( \frac{1}{2\pi} |h(a_i, \lambda)| \) so that eigenvalues of \( C_{i,T} \) becomes \( \{|h(a_i, 2\pi l/T)| : l = 0, \ldots, T-1\} \).

On the other hand, by (3.2), it is easy to see from (3.10) that
\[
\max_{1 \leq i \leq p} \frac{1}{T} \text{tr} ((\Gamma_{i,T} - C_{i,T})(\Gamma_{i,T} - C_{i,T})^*) = o(1). \quad (A.15)
\]
Next, we verify the moment condition (4) in Assumption 1. First, we show that there exists a positive constant \( C \) such that

\[
\mathbb{E} \left[ \mathbf{X}^*_i B \mathbf{X}_i \right] - \text{tr}(B \Gamma_{i,T}) \leq C \| B \|_{op}^2 \cdot T. \tag{A.16}
\]

To see this, let \( B = (B_{st}) \) be a \( T \times T \) matrix bounded in norm. Consider the variance of quadratic form

\[
\mathbb{E} \left( \sum_{s,t=1}^{T} B_{st} (X_{i,s}X^*_{i,t} - \gamma_i(s - t)) \right)^2
\]

\[
= \sum_{s,t=1}^{T} \sum_{s',t'=1}^{T} B_{st} B_{s't'} \mathbb{E} \left[ (X_{i,s}X^*_{i,t} - \gamma_i(s - t)) (X_{i,s'}X^*_{i,t'} - \gamma_i(s' - t')) \right]
\]

By the MA(\( \infty \)) representation of stationary linear sequence, for \( t \geq s \), it holds that

\[
X^*_i X_{i,s} - \gamma_i(s - t) = \sum_{j=0}^{\infty} a_{i,j} a_{i,j+t-s}(|Z_{i,s-j}|^2 - 1) + \sum_{k \neq j+t-s} a_{i,k} a_{i,j} Z^*_{i,t-k} Z_{i,s-j}.
\]

Then, for \( t \geq s, \ t' \geq s' \) and \( s \geq s' \), one has

\[
\mathbb{E} \left( (X^*_i X_{i,s} - \gamma_i(s - t))(X^*_{i,t'} X_{i,s'} - \gamma_i(s' - t')) \right) = \mathbb{E}|Z_{11}|^4 - 1 \sum_{j=0}^{\infty} a_{i,j} a_{i,j+s-s'} a_{i,j+t-t'} a^*_i a_{i,j+t+s'}
\]

\[
+ \sum_{j=0}^{\infty} a_{i,j} a^*_{i,j+s-s'} a_{i,j+t-t'} a^*_i + \sum_{j=0}^{\infty} a_{i,j} a_{i,j+s-s'} a^*_{i,j+t-t'} a^*_i
\]

\[
+ \gamma_i (t-t') \gamma_i (s-s') + \gamma_i (t-s') \gamma_i (t'-s).
\]

Similar argument implies that

\[
\mathbb{E} \left( (X^*_i X_{i,s} - \gamma_i(s - t))(X^*_{i,t'} X_{i,s'} - \gamma_i(s' - t')) \right) = \mathbb{E}|Z_{11}|^4 - 1 \sum_{j=0}^{\infty} a_{i,j} a_{i,j+\mu_2-\mu_1} a_{i,j+\mu_3-\mu_1} a^*_i a_{i,j+\mu_4-\mu_1}
\]

\[
+ \sum_{j=0}^{\infty} a_{i,j} a^*_{i,j+s-s'} a_{i,j+t-t'} a^*_i + \sum_{j=0}^{\infty} a_{i,j} a_{i,j+s-s'} a^*_{i,j+t-t'} a^*_i
\]

\[
+ \gamma_i (t-t') \gamma_i (s-s') + \gamma_i (t-s') \gamma_i (t'-s).
\]
where $\mu_t$ is $t$-th smallest value among $t, s, t', s'$. Therefore, for any matrix $B$ bounded in norm, one one hand,

$$
\sum_{s,t=1}^{T} \sum_{s',t'=1}^{T} B_{st} B_{s't'} (\gamma_i(t-t') \gamma_i(s-s') + \gamma_i(t-s') \gamma_i(t'-s)) \\
= \text{tr} (\Gamma_{i,T} B \Gamma_{i,T} (B + B')) \leq 2 \|B\|_{op}^2 \|\Gamma_{i,T}\|_{op}^2 \cdot T.
$$

According to Lemma 6 in Section 4.2 in [8], if $\Gamma_{i,T}$ is a Hermitian Toeplitz matrix, then

$$
\|\Gamma_{i,T}\|_{op} \leq 2 \sum_{k=\infty}^{\infty} |\gamma_i(k)|.
$$

Under our assumption $\sum_{k=0}^{\infty} |a_k| < \infty$, the right hand side must be convergent uniformly so that we are able to bound $\|\Gamma_{i,T}\|$ uniformly in norm. On the other hand,

$$
(E |Z_{11}|^4 - 1) \sum_{s,t=1}^{T} \sum_{s',t'=1}^{T} B_{st} B_{s't'} \sum_{j=0}^{\infty} a_j a_{j+\mu_2-\mu_1} a_{j+\mu_3-\mu_1} a_{j+\mu_4-\mu_1}
$$

$$
\leq |E |Z_{11}|^4 \|B\|_{op}^2 \left( \sum_{j=0}^{\infty} |a_j| \right)^4 \cdot T.
$$

Similarly, we have

$$
\left| \sum_{j=0}^{\infty} a_{i,j}a_{i,j+s-s'}^* a_{i,j+t'-t'}^* a_{i,j+t-s'}^* \right| \leq |E |Z_{11}|^4 \|B\|_{op}^2 \left( \sum_{j=0}^{\infty} |a_j| \right)^4 \cdot T.
$$

$$
\left| \sum_{j=0}^{\infty} a_{i,j}a_{i,j+s-s'}^* a_{i,j+t'-t'}^* a_{i,j+t-s'}^* \right| \leq |E |Z_{11}|^4 \|B\|_{op}^2 \left( \sum_{j=0}^{\infty} |a_j| \right)^4 \cdot T.
$$

Thus, (A.16) holds. Combining (A.16) and (A.15), with the Remark 2.2., we finish verifying the moment condition.

Now, let $\Sigma_i = C_{i,T}$ and $f(b, a) = |h(b, a)|^2$ with $b_{i,T} = 2\pi (l-1)/T$ and $a_{i,p} = a_i$. By Theorem 2.1, one has

$$
\overline{m}(z) = \int_0^{1} \frac{1}{K(2\pi s, z) - z} ds; \\
K(2\pi s, z) = \int_0^{1} |h(a, 2\pi s)|^2 \frac{1}{1 + c^{-1} \int_0^{1} |h(a, 2\pi s)|^2 dG(a)} dG(a).
$$

(A.17)

(b) From (A.17), it holds that

$$
K(2\pi s, z) - z = \int_0^{1} \frac{|h(a, 2\pi s)|^2}{1 + c^{-1} \int_0^{1} |h(a, 2\pi s)|^2 dG(a)} dG(a) - z
$$
so that

\[ 1 = c - c \int \frac{1}{1 + c^{-1} \int_0^1 \frac{|h(a,2\pi s)|^2}{K(2\pi s,z) - z}} \, ds - z \int \frac{1}{K(2\pi s,z) - z} \, ds. \]

Thus,

\[ 1 - c + z\tilde{m}(z) = -c \int \frac{1}{1 + c^{-1} \int_0^1 \frac{|h(a,2\pi s)|^2}{K(2\pi s,z) - z}} \, ds. \]

Note that

\[ \int \frac{1}{1 + c^{-1} \int_0^1 \frac{|h(a,2\pi s)|^2}{K(2\pi s,z/c) - z/c}} \, ds = \int \frac{1}{1 + \int_0^1 \frac{|h(a,2\pi s)|^2}{cK(2\pi s,z/c) - z}} \, ds \]

From (3.8),

\[ m(z) = \frac{1 - c + c^{-1}z\tilde{m}(z/c)}{cz} \]

\[ = -\frac{1}{z} \int \frac{1}{1 + \int_0^1 \frac{|h(a,2\pi s)|^2}{cK(2\pi s,z/c) - z}} \, ds \]

\[ = \int \frac{1}{-z + \int_0^1 \frac{|h(a,2\pi s)|^2}{cK(2\pi s,z/c)} \, ds} \, ds \]

Let \( K_0(\lambda, z) = -\frac{1}{z}K(\lambda, z/c). \) Then,

\[ m(z) = \int \frac{1}{-z + \int_0^1 \frac{|h(a,2\pi s)|^2}{cK_0(2\pi s,z) + 1}} \, ds \]

Moreover, by (A.17),

\[ K_0(2\pi s,z) = -\frac{1}{z}K(2\pi s,z/c) = -\frac{1}{z} \int \frac{|h(a,2\pi s)|^2}{1 + c^{-1} \int_0^1 \frac{|h(a,2\pi s)|^2}{K(2\pi s,z/c) - z/c}} \, ds \]

\[ = \int \frac{|h(a,2\pi s)|^2}{-z + \int_0^1 \frac{|h(a,2\pi s)|^2}{cK_0(2\pi s,z) + 1}} \, ds. \]

Finally, by changing of variable \( \lambda = 2\pi s, \) we obtain (3.16) and (3.17). The proof is completed.

\section*{A.5. Proof of Theorem 3.2}

The proof is in general the same as Theorem 3.1. We only need to verify that the auto-covariance function \( \gamma_i(h) \)'s are uniformly absolutely summable. By using the argument in Chapter 3 Section 3 17 in [22], if the spectral density satisfies the Lipschitz condition, then for each \( i = 1, \ldots, p \) the corresponding auto-covariance function \( \gamma_i(\cdot) \) satisfies
\[
\sum_{|h|>2^{m-1}} |\gamma_i(h)|^2 \leq \frac{K^2\pi^2}{2^{2m}} \quad \text{and} \quad \sum_{|h|>2^{m-1}} |\gamma_i(h)| \leq \frac{\sqrt{2K\pi}2^{-\frac{m}{2}}}{\sqrt{2-1}} \quad \text{so that} \quad \gamma_i(\cdot) \text{ is absolutely summable. Note that equation in the right hand side is independent of } i. \] The assumption (ii) ensures that
\[
\sum_{h=-\infty}^{\infty} |\gamma_i(h)| < \infty.
\]
and for \( r = 1, 2, \)
\[
\max_{1 \leq i \leq p} \sum_{|h|>2^{m-1}} |\gamma_i(h)|^r = o(1).
\]
Thus, with the help of the Lipschitz condition, the approximation Lemma 3.1 still holds. Moreover, we still have that there exists a sequence of non-negative definite Hermitian circulant matrices \( C_{1,T}, \ldots, C_{p,T} \) such that

(i) for any \( i = 1, \ldots, p, \Gamma_{i,T} \) and \( C_{i,T} \) are asymptotically iso-spectral in the sense that
\[
\sup_{1 \leq i \leq p} \frac{1}{p} \text{tr} ( (\Gamma_{i,T} - C_{i,T})(\Gamma_{i,T} - C_{i,T})^*) = o(1)
\]
as \( T \to \infty \) and \( p/T = p(T)/T \to c \in (0, \infty); \)

(ii) for any \( i = 1, \ldots, p, \) \( C_{i,T} \) has its eigenvalues \( \{2\pi f_i(2\pi l/T) : l = 0, \ldots, T-1\} \), where \( f_i \) is the spectral density function of the \( i \)-th coordinate process.

Since the moment condition in Assumption 1 can be ensured by assumption (iii) in Theorem 3.2, the rest of proof is totally the same as that for Theorem 3.1 and thus omitted.

A.6. Proof of Theorem 4.2

First, we remove terms of drift process by using assumption (1) and the following lemma.

**Lemma A.3** (Zheng et al. (2011)[28] Lemma 1). Suppose that for each \( p, v^{(p)}_l = (v^{(p,1)}_l, \ldots, v^{(p,p)}_l)' \) and \( w^{(p)}_l = (w^{(p,1)}_l, \ldots, w^{(p,p)}_l)' \), \( l = 1, \ldots, n \), are all \( p \)-dimensional vectors. Define
\[
\tilde{S}_n = \sum_{l=1}^{n} (v^{(p)}_l + w^{(p)}_l)(v^{(p)}_l + w^{(p)}_l)', \quad S_n = \sum_{l=1}^{n} w^{(p)}_l w^{(p)}_l'.
\]

If the following conditions are satisfied:

(i) \( n = n(p) \) with \( \lim_{p \to \infty} p/n = y > 0; \)

(ii) there exists a sequence \( \epsilon = o(1/\sqrt{p}) \) such that for all \( p \) and all \( l \), all the entries of \( v^{(p)}_l \) are bounded by \( \epsilon \) in absolute value;

(iii) \( \limsup_{p \to \infty} \text{tr}(S_n)/p < \infty \) almost surely.

Then, \( L(F^{\tilde{S}_n}, F^{S_n}) \to 0 \) almost surely, where for any two probability distribution functions \( F \) and \( G, \) \( L(F,G) \) denotes the Levy distance between them.
Thus, without loss of generality, we remove the drift process by assuming that \( \mu_t \equiv 0 \).

It remains to verify conditions in 4.1. To see this, let

\[
G_i^{(p)}(t) = \int_0^t \gamma_{i,u}^{(p)^2} du
\]

for \( l = 1, \ldots, p \). Then, \( w_{i,l}^n = n[G_i^{(p)}(\tau_{i,n}) - G_i^{(p)}(\tau_{i-1,n})] \) for \( i = 1, \ldots, n \) and \( l = 1, \ldots, p \).

Moreover, \( w_{i,l}^{(n)} \)'s are uniformly bounded by our assumption and thus assumption (1) in Theorem 4.1 holds.

Let \( w(s,r) = \gamma(s, \Theta_r)^2 v_r \). Define

\[
\tilde{w}_{i,l}^n = n \int_{\tau_{i-1,n}}^{\tau_{i,n}} \gamma(l/p, u)^2 du.
\]

for \( i = 1, \ldots, n \) and \( l = 1, \ldots, p \). Then, we have

\[
|w_{i,l}^n - \tilde{w}_{i,l}^n| \leq n \left| \int_{\tau_{i-1,n}}^{\tau_{i,n}} \gamma(l/p, u)^2 - \gamma(l/p, u)^2 du \right|
\]

\[
\leq 2\kappa_0 n \int_{\tau_{i-1,n}}^{\tau_{i,n}} |\gamma_{i,u}^{(p)} - \gamma(l/p, u)| du.
\]

It follows that

\[
\frac{1}{np} \sum_{l=1}^{p} \sum_{i=1}^{n} |w_{i,l}^n - \tilde{w}_{i,l}^n| \leq \frac{2\kappa_0}{p} \sum_{l=1}^{p} \int_0^1 |\gamma_{i,u}^{(p)} - \gamma(l/p, u)| du
\]

\[
\leq 2\kappa_0 \sum_{l=1}^{p} \left( \frac{1}{p} \int_0^1 |\gamma_{i,u}^{(p)} - \gamma(s, u)| du \right) ds
\]

\[
+ 2\kappa_0 \sum_{l=1}^{p} \left( \frac{1}{p} \int_0^1 |\gamma(s, u) - \gamma(l/p, u)| du \right) ds
\]

Thus, due to the continuity of \( \gamma(s, r) \) and (4.10),

\[
\lim_{n,p \to \infty} \frac{1}{np} \sum_{l=1}^{p} \sum_{i=1}^{n} |w_{i,l}^n - \tilde{w}_{i,l}^n| = 0.
\]

For \( \tilde{w}_{i,l}^n \) defined above, informally, under assumption (3), we have by changing of variable that

\[
\tilde{w}_{i,l}^n = \gamma(l/p, \Theta_{\frac{\tau_{i,n}}{n}})^2 v_{\frac{\tau_{i,n}}{n}} + o_{a.s.}(1)
\]

since \( \tau_{[ns],n} \to \Theta_s = \int_0^s v_r dr \) almost surely as \( n \to \infty \) so that \( \tau_{i,n} - \tau_{i-1,n} = n^{-1} v_{\frac{\tau_{i,n}}{n}} + o_{a.s.}(1) \).

Mathematically, we have

\[
|\tilde{w}_{i,l}^n - \gamma(l/p, \tau_{i,n})^2 v_{\frac{\tau_{i,n}}{n}}| \leq \left| n \int_{\tau_{i-1,n}}^{\tau_{i,n}} (\gamma(l/p, u)^2 - \gamma(l/p, \tau_{i,n})^2) du + \gamma(l/p, \tau_{i,n})^2 (n\Delta \tau_{i,n} - v_{\frac{\tau_{i,n}}{n}}) \right|
\]
\[
\leq 2\kappa_0 \int_{\tau_{i-1,n}}^{\tau_{i,n}} |\gamma(l/p, u) - \gamma(l/p, \tau_{i,n})|\,du + 2\kappa_0^2 |n\Delta\tau_{i,n} - v_{i/n}| \quad (*)
\]

Similarly, by assumption (2) and (3), we find
\[
\lim_{n,p \to \infty} \frac{1}{np} \sum_{l=1}^{p} \sum_{i=1}^{n} |\tilde{w}_{i,l}^n - \gamma(l/p, \tau_{i,n})^2 v_{i/n}| = 0.
\]

Note that, with probability one,
\[
\lim_{n,p \to \infty} \frac{1}{np} \sum_{l=1}^{p} \sum_{i=1}^{n} \gamma(l/p, \tau_{i,n})^2 v_{i/n} I\left(\frac{i-1}{p}, \frac{i}{p}\right) \times (s, r) = \gamma(s, \Theta_r)^2 v_r,
\]

our conclusion then follows, which completes the proof.

### A.7. Proofs in Section 4.3

**Proof of Theorem 4.4.** Without loss of generality, we assume that component means are centred, i.e., \(\mu_1 = \cdots = \mu_M = 0\). In fact, let \(y_{jn} = x_{jn} - \mu_{I_j}, \ j = 1, \ldots, n\). Define
\[
\tilde{S}_n := \frac{1}{n} \sum_{j=1}^{n} y_{jn} y_{jn}^*.
\]

Note that \(\text{rank}(S_n - \tilde{S}_n) \leq 3M\). By the rank inequality (Theorem A.43 in [2]), \(S_n\) and \(\tilde{S}_n\) have the same LSD.

Let \(m_n(z) = \frac{1}{n} \text{tr}(S_n - zI)^{-1}\). It suffices to prove that conditioned on \(\{I_{1n}, \ldots, I_{nn} : n \geq 1\}\), with probability one, \(m_n(z)\) converges weakly to \(m(z)\) obtained in the theorem. Indeed, let \(A = \{m_n(z) \not\to m(z)\ \text{for certain} \ z \in \mathbb{C}^+\}\). Then \(P(A|\{I_{1n}, \ldots, I_{nn} : n \geq 1\}) = 0\) implies \(P(A) = 0\).

Conditioned on \(\{I_{1n}, \ldots, I_{nn} : n \geq 1\}\), we have
\[
x_{jn} = \Sigma_{I_j,p}^{1/2} z_j, \quad j = 1, \ldots, n,
\]
can be viewed as \(n\) independent samples from populations with population covariance matrices \(\Sigma_{I_j}\)'s diagonalizable simultaneously. Let \(\lambda_{l,i}^{(p)}\) be the \(l\)-th eigenvalue of \(\Sigma_{ip}\). For \(i = 1, \ldots, M\), we have \(\lambda_{l,i}^{(p)} = H_{ip}^{-1}(l/p)\) for \(1 \leq l \leq p\). Meanwhile, it is well-known that \(H_{ip}\) converges weakly to \(H_i\) if and only if \(H_{ip}^{-1}\) converges to \(H_i^{-1}\) pointwisely on the set of continuous points of \(H_i^{-1}\). By the uniformly boundedness of norms of \(\Sigma_{ip}\)'s, \(H_{ip}^{-1}\)'s and \(H_i^{-1}\)'s are uniformly bounded as well. Consequently, for each \(i = 1, \ldots, M\),
\[
\lim_{p \to \infty} \sum_{l=1}^{p} |H_{ip}^{-1}(l/p) - H_i^{-1}(l/p)| = 0.
\]
Now, for $\Sigma_{I_j,p}$, its eigenvalues are $\lambda_{I_j,l}^{(p)} = H_{I_j,l}^{-1}(l/p)$, which is indexed by $I_j$ and $l/p$. It is suffices for us to verify conditions in Theorem 2.2. Note that by the law of large numbers, the empirical distribution $G_n$ of $\{I_{n1}, \ldots, I_{nn}\}$ converges weakly to the population distribution $\eta = (\eta_1, \ldots, \eta_M)$, that is,

$$G_n(x) = \frac{1}{n} \sum_{i=1}^{M} I\{I_{in} \leq x\} \xrightarrow{a.s.} \eta.$$  

Meanwhile, by the uniform boundedness of $H_{ip}^{-1}$'s and $H_{l/p}$'s, (A.18) and the Dominant Convergence Theorem,

$$\lim_{n \to \infty} \frac{1}{np} \sum_{j=1}^{n} \sum_{l=1}^{p} |H_{I_j,l}^{-1}(l/p) - H_{I_j,l}^{-1}(l/p)| = 0$$

so (2.12) is ensured. The conclusion then follows by Theorem 2.2.

**Proof of Example 1.** Since $\Sigma_1 = I$, we have $H_1^{-1}(s) = 1$. Then, since $-zm(z) = \int_0^1 \frac{1}{1+K(s,s')} ds$,

$$1 + K(s,z) = 1 + \frac{\eta_1}{-z + c z m(z)} + \frac{\eta_2 H_2^{-1}(s)}{-z + c \int_0^1 \frac{H_2^{-1}(s)}{1+K(s,s')} ds}$$

$$= \left(1 - \frac{\eta_1}{z + c z m(z)}\right) + \frac{\eta_2 H_2^{-1}(s)}{-z + c \int_0^1 \frac{H_2^{-1}(s)}{1+K(s,s')} ds}.$$  

It then follows that

$$1 = \left(1 - \frac{\eta_1}{z + c z m(z)}\right) (-zm(z)) + \frac{\eta_2}{-z + c \int_0^1 \frac{H_2^{-1}(s)}{1+K(s,s')} ds} \left(\int_0^1 \frac{H_2^{-1}(s)}{1+K(s,s')} ds\right).$$

Consequently, we have

$$1 + zm(z) \left(1 - \frac{\eta_1}{z + c z m(z)}\right) = \frac{\eta_2}{c} \left(1 + \frac{z}{-z + c \int_0^1 \frac{H_2^{-1}(s)}{1+K(s,s')} ds}\right)$$

So,

$$c + cz m(z) \left(1 - \frac{\eta_1}{z + c z m(z)}\right) = c + cz m(z) - \eta_1 \left(1 - \frac{z}{z + c z m(z)}\right)$$

$$= \eta_2 \frac{\eta_2 z}{-z + c \int_0^1 \frac{H_2^{-1}(s)}{1+K(s,s')} ds}$$

and

$$\frac{\eta_2}{-z + c \int_0^1 \frac{H_2^{-1}(s)}{1+K(s,s')} ds} = \frac{1}{z} \left[c + cz m(z) - \eta_1 \left(1 - \frac{z}{z + c z m(z)}\right) - \eta_2\right] = F(\eta, z, m(z)).$$
For simplification, we have

\[
F(\eta, z, m(z)) = \frac{1}{z} \left( -1 + c + czm(z) + \frac{\eta_1 z}{z + czm(z)} \right) = m(z) + \frac{\eta_1}{z + czm(z)}
\]

Then, the kernel function becomes

\[
K(s, z) = -\frac{\eta_1}{z + czm(z)} + F(\eta, z, m(z))H_2^{-1}(s)
\]

It then follows that

\[
-zm(z) = \int_0^1 \frac{1}{1 + K(s, z)} ds = \int_0^1 \frac{1}{1 - \frac{\eta_1}{z + czm(z)} + F(\eta, z, m(z))H_2^{-1}(s)} ds = \int \frac{1}{1 - \frac{\eta_1}{z + czm(z)} + \left( m(z) + \frac{\eta_1}{z + czm(z)} \right) \lambda} dH_2(\lambda),
\]

which completes the proof.

\[\square\]
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