Vector Centrality in Networks with Higher-Order Interactions
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Identifying the most influential nodes in networked systems is vital to optimize their function and control. Several scalar metrics have been proposed to that effect, but the recent shift in focus towards higher-order networks has rendered them void of performance guarantees. We propose a new measure of node’s centrality, which is no longer a scalar value, but a vector with dimension one lower than the highest order of interaction in the graph. Such a vectorial measure is linked to the eigenvector centrality for networks containing only pairwise interactions, whereas it has a significant added value in all other situations where interactions occur at higher-orders. In particular, it is able to unveil different roles which may be played by a same node at different orders of interactions, an information which is impossible to be retrieved by single scalar measures.

Ranking nodes in a graph is the most fundamental task in modern network science [1–4]. Already in 1977, Linton C. Freeman gave the first definition of betweenness centrality, and used it to rank individual clout in social networks [5–6]. The earliest definition and use of eigenvector centrality can even be traced more than a century ago, in 1895, when Edmund Landau used it for scoring chess tournaments [7]. Nonetheless, it was not before the discovery of heterogeneity in the degree distributions of real world networks [8] that the full depth of implications of node centrality was realized. The ‘hub’ became, and still is, a popular meme that stands for influence, importance, or virality in social, biological and technological networks [1,9,12]. And the identification of the most central nodes in complex networks is crucial for error and attack tolerance [13,14], viral marketing [15], information spreading [16–18], influence maximization [19,20], as well as optimal immunization against epidemics [21,25], plant genomic [26] and cancer research [27,28], just to name a few examples. Not to mention that companies like Google are actually building their all business in providing efficient and customized rankings of webpages.

Although the paramounct of quantifying node centrality is undisputed, the best measure for it very much depends on the particularities of the problem at hand. The various measures adopted so far to quantify node centrality, from the simplest node degree to the variations of betweenness and eigenvector centrality [29–32], do not optimize a global function of influence, and are thus inherently unable to guarantee optimal performance [19]. Therefore, the correct question one has to ask himself is not how central is a given node in a network, but rather how central is a given node in a network with respect to a given process. The issue is further exacerbated by the recent departures from traditional networks towards multilayer and higher-order networks as more apt representations of real world systems [33–35]. Although a generalization of eigenvector centrality for multiplex networks has been proposed [36], this does not account for the fact that in higher-order networks a link can connect more than two nodes. The potential of high-order interactions has been recognized already in the early 70s by Ronald H. Atkin [37], but the interest peaked only recently with the inability of classic graph representations to describe group interactions. This ineptitude comes to a head when studying peer pressure, public cooperation, complex contagion, or opinion formation, to list just a few examples that clearly extend well beyond pairwise interactions in social science [38,39], or when considering three or more species that routinely compete for food and territory in a complex ecosystem [40], or when functional [41] or structural [42] brain networks or protein interaction networks [43] are studied. In view of these recent developments, it is therefore crucial and of wide interest to generalize centrality measures to account for high-order interactions.

In this Letter, we consider the most general case of an ensemble of $N$ nodes which interplay by means of interactions of any order $d < D$ (with $D$ indicating the maximum order of group interactions taking place in the ensemble), and introduce a novel measure of centrality which is a vector assigned to each node, with dimension $D - 1$. While our vector centrality is related to the classical eigenvector centrality for networks containing only pairwise interactions, we will demonstrate that our new measure has instead a significant added value in all situations where interactions occur at
higher-orders. We will show with three practical applications that our measure is, indeed, able to distinguish different roles which may be played by the same node at different orders of interactions, a feature which is evidently impossible to be revealed by any single scalar measure.

Let us start then with considering $N$ nodes which are interplaying by means of $l_2$ links (pairwise interactions), $l_3$ hyperlinks of order 3 (triadwise interactions), $l_4$ hyperlinks of order 4 (quadwise interactions), and in general by $l_d$ hyperlinks of order $d$ (with $d = 2, 3, ..., D$). We here concentrate on the case where all such hyperlinks are undirected. Mathematically this defines an undirected higher-order network (or hypergraph) $G = (V, E)$, i.e. a finite set $V$ containing $N$ nodes, and a family $E$ of $l_N = \sum_{d=2}^{D} l_d$, non-empty subsets of nodes of $G$, each subset defining a hyperlink.

Our idea is to associate to $G$ its linegraph $L(G)$, as introduced by Hassler Whitney for graphs in 1932 [44] and extended for higher-order networks by Jean-Claude Bermond et al. in 1977 [45, 46]. In particular, $L(G)$ is a graph of $l_N$ nodes (each of which mapping one of the hyperedges of $G$). The links of $L(G)$ stand for adjacency between hyperedges in $G$: if $h_1 \in E$ and $h_2 \in E$ are two hyperlinks, then there is an undirected link in $L(G)$ between the nodes $h_1$ and $h_2$ if and only if $h_1 \cap h_2 \neq \emptyset$. Figure 1 depicts an illustrative example, where a hypergraph $G = (V, E)$ is defined by $V = \{1, 2, 3, 4, 5\}$ and $\mathcal{E} = \{\{1, 2, 3\}, \{1, 2, 3, 4\}, \{2, 4, 5\}, \{4, 5\}\}$. The Figure shows also the associated linegraph $L(G)$, and the projection network $\pi_2(G)$ of $G$, a classic network which is formed by the same set of nodes as in $G$ and whose links represent the pairwise interactions resulting from the projection of the hyperlinks of $G$.

Now, it is straightforward to demonstrate that if $G$ is undirected and connected, then also $L(G)$ is undirected and connected. Indeed, for any pair of hyperedges $h_i$ and $h_j$ in $L(G)$ a path can be constructed by choosing a node $v$ from $h_i$ and a node $w$ from $h_j$, and by using the same sequence of hyperedges as in path from $v$ to $w$ in $G$. Then, the classic Perron-Frobenius theorem [47, 48] guarantees the existence and uniqueness of the eigenvector centrality of $L(G)$. In other words, one can compute with standard methods the classical eigenvector centrality of each node on $L(G)$, and one obtains a value $c(h) \in [0, 1]$ for all hyperlinks $h \in \mathcal{E}$ in $G$, such that $\sum_{h \in \mathcal{E}} c(h) = 1$.

With the $l_N$ values of $c(h)$ at hand, we can now define the vector centrality of each node $i \in V$, a non-negative vector $\vec{c}_i = (c_{i1}, \cdots, c_{iD}) \in \mathbb{R}^{D-1}$ such that, for every $2 \leq k \leq D$ one has

$$c_{ik} = \frac{1}{k} \sum_{|h| = k} \sum_{i \in h} c(h),$$

where $|h|$ indicates the length (or size) of the hyperedge $h$, and $D = \max \{|h|; \ h \in \mathcal{E}\}$ is the maximal size of hyperedges in $G$ (the maximal order of the group interactions affecting the $N$ nodes in the ensemble). In other words, the $k^{th}$ component $c_{ik}$ of the vector centrality of node $i$ is the sum of the centralities of all hyperlinks of size $k$ that contain $i$ as one of the incident nodes, and the weight value $\frac{1}{k}$ makes that

$$\sum_{i \in V} \frac{\|i\|_1}{\|i\|} = \sum_{i \in V} \sum_{k=1}^{D} c_{ik} = \sum_{i \in V} \sum_{k=1}^{D} \sum_{|h| = k} c(h) \frac{1}{k} = \sum_{h \in \mathcal{E}} \sum_{i \in h} \frac{c(h)}{|h|} = \sum_{h \in \mathcal{E}} \frac{c(h)}{|h|} = \sum_{h \in \mathcal{E}} c(h) = 1,$$

since every summand $\frac{c(h)}{|h|}$ appears exactly $|h|$ times and therefore it is normalised.

Notice that if $D = 2$, i.e., only pairwise interactions exist in $G$, then for each node $i$ one has $c_i = (c_{i2}) \in \mathbb{R}$, where the scalar value $c_{i2}$ is related with the $i^{th}$ component ($c_{i2}$) of the classic eigenvector centrality of $G$, as it was proved in [49]. Precisely, for $D = 2$, calling $\lambda_1$ and $\lambda_2$ the greatest and second greatest eigenvalue of the adjacency matrix of $G$, and denoting by $\Delta$ the norm of the difference between our measure and the eigenvector centrality, Ref. [50] gave the following bounding relationship:

$$\Delta \equiv \sqrt{\frac{1}{N} \sum_{i=1}^{N} (c_{i2} - c'_i)^2} \leq \frac{4 - \sqrt{2} \sqrt{2N \sqrt{2D_2}}}{\lambda_1 - \lambda_2} \sqrt{\lambda_1 - \frac{2\lambda_2}{N}},$$
The first example refers to a synthetic hypergraph consisting of \( N = 100 \) nodes, and \( l_2 = l_3 = l_4 = 400 \) hyperlinks, mapping therefore an ensemble of units interplaying by means of pairwise, triadwise and quadwise interactions. Here, we want to highlight how our vectorial centrality outperforms classical measures in tracking the importance of nodes when changes occur in the network structure. To this purpose, we initially prepare a graph with all \( l_3 \) hyperlinks which are randomly distributed. As instead for the \( l_2 \) links (the \( l_4 \) hyperlinks), 350 of them are distributed randomly, whereas 50 of them are placed so as to make vertex 1 (vertex 100) a hub for pairwise (quadwise) interactions, i.e., they are constructed so as to include vertex 1 (vertex 100) as one of the incident nodes. Then, we simulate limitations processes in group interactions (like for instance those capacity restrictions in public places enforced by Governments to maintain social distancing measures during the containment of the COVID19 health emergency) by removing at random a fraction \( p \) of quadwise interactions, and we keep track on how the different centrality measures are efficient in monitoring the change of relevance of each node following the changes in the network structure. Precisely, one surveils the behavior of \( c_{1,2} \) (the first component of the vector centrality of node 1), of \( c_{N,4} \) (the last component of the vector centrality of node 100), \( c_{1,\pi} \) and \( c_{N,\pi} \) (the first and last components of the classical eigenvector centrality for the projected graph, \( \vec{c}_1 \)), and \( c_{1,\pi_\omega} \) and \( c_{N,\pi_\omega} \) (the first and last components of the classical eigenvector centrality for the projected weighted graph, \( \vec{c}_{\pi_\omega} \)). In \( \pi \) two nodes are connected if there exists a hyper-link to which they both belong to; in \( \pi_\omega \), the weight of each link is the number of hyperlinks to which the two end nodes are belonging to.

The results are reported in panel (a) of Fig. 2, and show clearly that only our vectorial measure (by comparison of \( c_{1,2} \) and \( c_{N,4} \)) is able to reveal a substantial loss of centrality of node 100 as the number of quadwise interactions is progressively reduced, and a corresponding gain in centrality of node 2 which eventually remains the only hub in the system.

In the second example, we probe the capability of our measure to reveal different scaling properties which may affect different orders of interactions in the graph, even in the case in which, at variance with the previous example, such orders do not correspond to the same number of hyperlinks. To that purpose, we construct another synthetic graph with pairwise, triadwise and quadwise interactions, this time with \( N = 1,000 \), \( l_2 = 4,000 \), \( l_3 = 1,000 \) and \( l_4 = 2,000 \). All \( l_2 \) and \( l_4 \) hyperlinks are chosen randomly, this way determining a strongly homogeneous distribution for pairwise and quadwise interactions. Instead, the \( l_3 \) hyperlinks (which are in the minimum number with respect to all other hyperlinks) are chosen so as to determine a strongly heterogeneous distribution: at each time those hyperlinks are constructed with a probability which explicitly depends on the actual node degree.

It has to be remarked that any projection (weighted or unweighted) of such synthetic hypernetwork would result in a heterogeneous degree distribution, with the consequence that any centrality measure applied to such projected graph would reveal a strong heterogeneity. The results of applying our measure are, instead, shown in panels (b-d) of Fig. 2 where we report the histograms of the first (\( c_2 \), panel b), the second
(c_3, panel c) and the third (c_4, panel d) component of our vectorial centrality. It is seen that while the histograms reveal strong homogeneity at the level of pairwise and quadrwise interactions (panels b and d), they clearly show heterogeneity traits at the level of triadwise interactions (panel c), this way accounting exhaustively for the overall structural properties which have been engineered in the hypergraph.

Finally, the third example refers to a real-world hypergraph, mapping the information publicly available in the arXiv (https://arxiv.org/ https://github.com/mattbierbaum/arxiv-public-datasets/) database, with the data parsing made by Ref. [51]. In particular, we focused on the data of preprints published in mathematics, and extracted those papers which were written in collaboration, i.e. those having at least two co-Author. The extracted dataset consists of a total of 498,071 papers co-written by 230,605 Authors.

The data were mapped into a hypergraph $G_{math}$, where nodes were scientists, and each paper formed a hyperlink (a group interaction) of length equal to the number of co-Author. The maximal number of co-Author of a single papers (i.e. the maximal length $D$ of hyperlinks in $G_{math}$) is 67, which implies that the vectorial centrality of each scientist will have 66 components. The associated linegraph $L(G_{math})$ is rather large in size: it is obviously formed by 498,071 nodes, and it has $9,808,188$ links. The eigenvector centrality of $L(G_{math})$ is then calculated, and the vector centrality of each scientist in $G_{math}$ is evaluated.

Various rankings of scientists may be extracted according to the different components of the vector centrality, i.e. scientists may have different role and importance with respect to different hyperedges’ sizes. In particular, we here analyze how many of the members of the top $x$ authors’s list in the ranking with respect to a given component of the vector centrality is also belonging to the top $x$ authors’s list in the ranking made with respect to another component. To do so, we introduce the fraction $\mu_x$ as follows:

$$\mu_x(c^j, c^l) = \frac{|\text{top}_x(c^j) \cap \text{top}_x(c^l)|}{x},$$

(2)

where $c^j$ and $c^l$ are, respectively, the $i^{th}$ and $j^{th}$ components of the vector centrality of the nodes, $\text{top}_x(c^j)$ ($\text{top}_x(c^l)$) is the set of the nodes which are occupying the top $x$ positions in the ranking made by comparing the $i^{th}$ (the $j^{th}$) component of their vector centralities, and $|\cdot|$ stands here for the cardinality of the set. $\mu_x(c^j, c^l)$ measures therefore how large is the overlap between the two sets, and its values $\mu_x(c^j, c^l)$ form a square matrix of $66 \times 66$ elements, which actually describes how correlated are the positions scientists are holding in the ranking calculated with respect to a given component of the vector centrality with those held by the same scientists in the ranking calculated with respect to another component.

The values of $\mu_{100}(c^i, c^j)$ (limited to the first ten components, out of the 66, of the vector centrality) are reported in Fig. [5]. It is clearly seen that, except for the few values close to $i = j$, the fractions $\mu_{100}(c^i, c^j)$ are relatively small for $i \neq j$ and, therefore, the lists of the 100 top leaders in the rankings made with respect to different hyperedges sizes are significantly different. This confirms that the use of our measure is essential for extracting information on such differences, which would be instead unaccessible by any other scalar measure of centrality.

Taken together, we have introduced a centrality measure in order to overcome the inherent limitations of scalar centralities in higher-order networks. Our measure assigns a vector to each node, with dimension one lower than the dimension of the longest hyperlink in the network, and with every component thus determining the centrality of that node in a link with a particular length. By using artificially generated higher-order networks as well as data from the arXiv mathematics section, we further demonstrated that our measure is able to unveil different roles which may be played by a same node at different orders of interactions, and therefore it is the only one which accounts exhaustively for the properties of the overall interactive structure of the hypergraph.

As noted already when introducing our vector centrality, the same approach can be readily applied to other structural measures, which thus opens the path towards a wider applicability of our approach. From finding the most influential nodes for an optimal design of strategies that arrest an epidemic to the maximization of information flow or influence, we expect our measure to become widely used with further progress in network science and related research fields.
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