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Abstract—In this paper, we present a laboratory mechatronic platform for experimental demonstration and verification of various dynamical and control system phenomena exhibited by the Frenkel-Kontorova (FK) model—a spatially discretized version of the sine-Gordon equation. The platform consists of an array of spring-coupled pendulums pivoting around a single axis with the first and the last pendulums controlled by motors and all pendulums’ angles measured electronically. We first introduce and describe the platform, providing details of its mechatronic design and software architecture. The platform can be used as a testbed for various control algorithms, e.g., for distributed control or control of flexible structures. In the second part of the paper, we showcase the platform using two control problem formulations tailored to the FK model. We discuss the practical motivation for studying these problems, propose methods for solving them, and experimentally demonstrate their functionality. In particular, the first control formulation deals with the non-collocated stabilization of a single pendulum through one boundary of the array in the presence of a disturbance sent from the other boundary; the second control problem consists in synchronizing pendulums’ angular speeds. Other problems can certainly be formulated, solved, and demonstrated using the proposed platform, whether for research or educational purposes.

Index Terms—Frenkel-Kontorova model, sine-Gordon equation, multi-pendulum mechatronic platform, boundary control

Supplementary Materials

All supplementary materials, such as assembly instructions, bill of materials, and the source codes, are available at github.com/aa44cc/The-Frenkel-Kontorova-laboratory-model. The repository also includes additional multimedia files, for instance, videos from experiments.

I. INTRODUCTION

The Frenkel-Kontorova (FK) model, first presented in [1] within a study of crystal dislocation, describes a motion of a one-dimensional chain of harmonically coupled identical particles in a spatially periodic potential field. Subsequently, the model was found to describe many other physical systems, for instance, Josephson junction arrays, mechanical properties of an open-state of the DNA, and systems in solid-state physics; see [2] for further details. The reason behind the FK model’s universality is arguably the fact that it represents a discretized version of the celebrated sine-Gordon (sG) equation.

In this paper, we present a mechatronic platform realizing the FK model as an array of spring-coupled pendulums and show two novel boundary-control formulations defined on the FK model. The idea of the mechanical platform realizing the FK model is not new. However, as we document in the next section, our platform differs from other works in several aspects. The platform can be useful for educational demonstrations or as a testbed for research in many areas of automatic control, such as distributed control of coupled oscillators, control of underactuated systems, or control of lump-modeled flexible structures.

II. RELATED WORK

Many works studied the FK model as an array of pendulums, primarily in a connection to the sG equation. In [3], the authors studied particular solutions of the sG equation, so-called Intrinsic Localized Modes (ILMs), also referred to as discrete breathers. Unlike [3], the array’s frame was additionally subjected to a harmonic motion in a horizontal direction. By applying suitable open-loop control of the motion amplitude and frequency, the array forms a stable, localized, or even moving ILM. A similar mechanical setup was developed in [6], where two disc-type pendulums with an elastic cord as a spring were used to confirm the theoretical analysis of ILM’s behavior even with imperfections in mechanical parameters.

In a series of papers [7], [8], the authors presented another mechatronic multi-pendulum setup based on the FK model. Compared to [4], [5], this setup was directly designed as a testbed for feedback control tasks. The array can be controlled by motors attached at the boundaries, and, as the theoretical works by the same authors deal with distributed control, each pendulum can be individually controlled by an electromagnetic actuator. An optical encoder in each module provides measurements of the pendulum’s angle.

The laboratory model, which we present in this paper, is mechanically comparable to [7], [8]. Similarly, every pendulum in the chain has its angle measured by an encoder, and the model can be controlled by motors attached to its...
boundaries. In contrast, the pendulums in our platform are all attached to a single base, pivot around a single axis, so the model is compact and easily scalable. Additionally, as the platform is open-source, it is relatively simple to reproduce and can also be modified to particular needs of the research community.

III. EXPERIMENTAL PLATFORM DESCRIPTION

The photo of our platform is in Fig. 1a. The platform consists of 20 interconnected pendulum modules mounted on an aluminum profile, two motors attached at the boundaries, and electronics for motion control and data acquisition. Each module, schematically visualized in Fig. 1b, comprises a frame with a pendulum, rotary encoder, and a torsion spring. The mechanical parts of the module are designed as a combination of 3D-printed and off-the-shelf components. Therefore, the module can be easily reproduced and modified. The total length of the platform with 20 modules is about 1.2 m. The approximate price of one module is €60.

The pendulum’s angle is measured using a capacitive encoder AMT132S-V by CUI Devices with a resolution of 4096 pulses per one revolution. To process the measurements, we used FPGA development board DE0-nano by Terasic with a custom-made shield (add-on), allowing read-out with a frequency up to 500 Hz. The motors actuating the chain are NEMA17 1.8° stepper motors controlled by Pololu Tic T249 drivers. The data acquisition board and motor controllers are then connected to the PC that runs the control algorithms. Fig. 2 displays the HW architecture.

Remark 1: Stepper motors are able to directly and accurately set their desired position or speed. Thus, we can view the stepper motors attached through the springs to the boundary pendulums as ideally controlled virtual pendulums. However, different motors (e.g., BLDC motors) need to be used if one wants to control the exerted torque on boundary pendulums instead.

IV. MATHEMATICAL MODEL

We denote the angle of the i-th pendulum as \( \varphi_i \). The total torque acting on each pendulum can be decomposed into several terms. For an uncoupled pendulum, the torques come from gravity and friction in the bearing. We model the friction as a simple linear dependence on a pendulum’s absolute angular speed \( \dot{\varphi} \) with a coefficient \( \gamma \).

The nearest-neighbor coupling via real springs adds two additional torques. The first torque comes from potential energy accumulated in the spring, and the second torque results from energy dissipation in a real spring. We model the dissipation again as friction linearly dependent on relative speeds of adjacent pendulums with a coefficient \( b \). The equation describing a motion of i-th pendulum, \( i = 1, \ldots, N \), is

\[

I \ddot{\varphi}_i + mgl \sin(\varphi_i) + \gamma \dot{\varphi}_i - \frac{k}{2} \varphi_i \sum_{i=1}^{N-1} (\varphi_{i+1} - \varphi_i)^2 - \frac{b}{2} \varphi_i \sum_{i=1}^{N-1} (\dot{\varphi}_{i+1} - \dot{\varphi}_i)^2 = M_i ,

\]

where \( g \) is the gravity constant, \( k \) is spring constant, and \( I, m, \) and \( l \) are the moment of inertia, mass, and length of the pendulum, respectively. The terms \( M_i \) represent external torques to be specified.

Remark 2: Another mechanical analogy of the FK model is depicted in Fig. 3, where the translational coordinate \( x \) is replaced by the angular coordinate \( \varphi \). This mechanical analogy was originally presented in [1] and differs from the presented model (1) in two aspects. First, there are no dissipation terms in the standard model, and second, there are no boundaries since the model is defined with \( N \rightarrow \infty \).

A. External Inputs

The laboratory platform can be actuated by two motors attached through springs to the boundary pendulums, schematically depicted in Fig. 2. To specify the torques \( M_i \) in (1), we denote the angles of motors attached to the first and

\[

\begin{align*}

\varphi_1 & = \theta_1 + \theta_2 + \cdots + \theta_N, \\

\dot{\varphi}_1 & = \dot{\theta}_1 + \dot{\theta}_2 + \cdots + \dot{\theta}_N, \\

\ddot{\varphi}_1 & = \ddot{\theta}_1 + \ddot{\theta}_2 + \cdots + \ddot{\theta}_N.
\end{align*}

\]

Fig. 3: The mechanical analogy of the FK model as a chain of particles that slides over a potential landscape
the last pendulum in the chain as $\varphi_{M_1}$, and $\varphi_{M_2}$, respectively. The external input torques can be written as:

$$M_i = \begin{cases} 
k (\varphi_{M_1} - \varphi_1) + b (\varphi_{M_1} - \dot{\varphi}_1) & \text{for } i = 1, \\
k (\varphi_{M_2} - \varphi_N) + b (\varphi_{M_2} - \dot{\varphi}_N) & \text{for } i = N, \\
0 & \text{otherwise}.
\end{cases}$$

(2)

B. Equations in a Matrix Form

To write the model (1) in a state-space form, we use the formalism of multiagent systems. The topological structure of the interactions between the pendulums can be described by an undirected path graph with a graph Laplacian $L = (l_{ij}) \in \mathbb{R}^{N \times N}$:

$$L = \begin{bmatrix}
1 & -1 & 0 & \cdots & 0 \\
-1 & 2 & -1 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & -1 & 2 & -1 \\
0 & \cdots & 0 & -1 & 1 \\
\end{bmatrix}. $$

(3)

Furthermore, by defining the state of the $i$-th pendulum as $\mathbf{x}_i = [\varphi_i, \dot{\varphi}_i]^T = [\varphi_{i,1}, \varphi_{i,2}]^T$, the state-space equations describing the dynamics can be written as:

$$\dot{x}_i = f(x_i) - I^{-1}B\left(K\sum_{j=1}^{N}l_{ij}\mathbf{r}_j - M_i\right),$$

(4)

where $f(x_i)$ is the uncoupled dynamics of a single pendulum

$$f(x_i) = \begin{bmatrix}
x_{i,2} \\
-mgl\sin(\varphi_{i,1}) - \gamma I^{-1}x_{i,2}
\end{bmatrix},$$

(5)

and $B = [0, 1]^T$, $K = [k, b]$, which render the torsional coupling through springs with dissipation. Additionally, let

$$x = [\mathbf{x}_1^T, \ldots, \mathbf{x}_N^T]^T,$$

$$u = [\varphi_{M_1}, \dot{\varphi}_{M_1}, \varphi_{M_2}, \dot{\varphi}_{M_2}]^T,$$

$$F(x) = [f(x_1)^T, \ldots, f(x_N)^T]^T,$$

$$d_{M_1} = [1, 0, \ldots, 0]^T \in \mathbb{R}^N,$$

$$d_{M_2} = [0, \ldots, 0, 1]^T \in \mathbb{R}^N,$$

$$D = \text{diag}(d_{M_1}, d_{M_2}) .$$

(6)

The final compact matrix form of the system with inputs is

$$\dot{x} = F(x) - I^{-1}((L + D) \otimes BK)x + I^{-1}([d_{M_1}, d_{M_2}] \otimes BK)u,$$

(7)

where $\otimes$ denotes the Kronecker product.

C. Parameter Identification and Model Verification

To verify the validity of the presented mathematical model, we first identify the unknown parameters. As known parameters, we choose the mass $m$ and length $l$, from which we also computed the moment of inertia $I = ml^2$, assuming negligible mass of the rod. The numerical values are listed in the first part of Tab. I. The parameters we need to identify are the spring constant $k$ and the two damping coefficients, $\gamma$ and $b$. Although the nominal spring constant $\bar{k}$ is known from the datasheet, the value is valid only when the spring is rotated along its wind direction. Since the spring can rotate in both directions in our case, we choose $k$ to be unknown.

The identification was defined as a gray box model, and the unknown parameters were found using System Identification Toolbox for Matlab, minimizing the least square error of all pendulums’ angles in the chain. To collect input data for the identification, we used a chain of $N = 5$ pendulums with only one motor’s torque $M_1$ active ($M_N = 0$) and set the motor’s trajectory to

$$\varphi_{M_1}(t) = a \sin(\omega t),$$

(8)

where $a$ and $\omega$ are the signal’s amplitude and the angular frequency, respectively. Several values of $a$ and $\omega$ were used to collect many identification trajectories. For evaluation, we used the signal (8) with $a = 2 \text{ rad}$ and $\omega = 10 \text{ rad s}^{-1}$. See the top part of Fig. 4 comparing measured pendulums’ angles and outputs from simulating the model (7) with identified parameters. In the identification experiment, the normalized root-mean-square error (NRMSE) averaged over all pendulums in the chain was $e_{\text{idn}} = 12\%$.

For the verification, we compare the real system and the output from the simulation with $N = 20$ pendulums actuated with the same input (8), see the bottom part of Fig. 4. The NRMSE averaged over all pendulums in the verification experiment was $e_{\text{ver}} = 28\%$. One can see that the error $e_{\text{ver}}$ grows with an increasing number of pendulums in the chain. However, the main behavior of the system is well captured by the model.

V. EXAMPLES OF BOUNDARY CONTROL FORMULATIONS

As described in previous sections, the system is boundary-controlled. Thus, for $N > 2$, the system is underactuated, which imposes challenging control problems. This section proposes two such control formulations and describes control algorithms for solving them. We first designed and tuned the algorithms on the mathematical model, and then the solutions were verified on the real platform. The snapshots from the two experiments are in Fig. 5.

A. Non-collocated Control of Oscillation

As the first task, we propose feedback control of a single pendulum’s oscillations. Consider a pendulum in the chain with an index $i^*$ larger than 1 that we select to be stabilized to $\varphi^* = 0$ while the torque $M_i(t)$ is controlled and $M_N(t)$ acts as an unknown disturbance. We can formulate the goal to satisfy a condition

$$\lim_{t \to \infty} |\varphi_{i^*}(t) - \varphi^*| \leq \epsilon,$$

(9)
where $\epsilon \geq 0$ is some small constant. The challenge is that the input $M_1(t)$ is non-collocated to the $i^\ast$-th pendulum, with the coupling represented by the inter-pendulums, which is non-linear. The motivation for the presented task is the suppression of an object’s oscillations from a remote location.

To solve the problem (9), we view the action of the disturbance $M_N(t)$ as launching a traveling wave into the system. The idea is to launch, using $M_1(t)$, a traveling wave that reaches the $i^\ast$-th pendulum with the same amplitude as the disturbance wave but with the opposite phase. The amplitudes of the two waves cancel out at position index $i^\ast$, so $|\varphi_{i^\ast}(t)| \to 0$. This concept of wave-based control of oscillations in lump-modeled flexible structures was used in many works; for instance, see [9] and references therein.

1) Naive Solution: With available measurements from all pendulums and if $i^\ast \leq \left( \frac{N}{2} + \Delta \right)$, where $\Delta$ is some small constant integer (see Remark 3), the solution is straightforward. The control law for the controlled motor to launch a wave that cancels the disturbance at index $i^\ast$ is

$$\varphi_{M_1}(t) = -\varphi_{2i^\ast}(t).$$

(10)

The validity of control law (10) to satisfy goal (9) can be derived from the system’s symmetry, which is evident from the Laplacian (3) of the system. Thus, by applying (10), the net torque acting on the $i^\ast$-th pendulum is zero after transient effects.

2) Wave-based Delay Compensation: However, on the real platform, the solution (10) is not directly applicable. The main reason is the inevitable time delay $t_d$ in the feedback loop caused by the hardware implementation. So instead of the measurement $\varphi_{2i^\ast}(t)$ being available at the time $t$, only $\varphi_{2i^\ast}(t - t_d)$ is available. Using the delayed measurement in (10) would naturally cause phase mismatch of the waves reaching the $i^\ast$-th pendulum. Thus, the goal (9) would not be guaranteed. There are many ways how one could compensate for the delay, for instance, using the Smith predictor or possibly the Kalman Filter to estimate $\varphi_{2i^\ast}(t)$ from delayed measurements. The system is, however, non-linear.

Here, we propose yet another way to compensate for the delay using the wave character of the system. The solution is schematically depicted in Fig. 6. Consider a particular wave front traveling through the system in the direction of decreasing position index, and let $t(i, j)$ to be the time needed for a wave front to travel from $i$-th to $j$-th pendulum. As the wave travels through the system, it follows from the wave property of the system that each pendulum delays the wave front by $t(i + 1, i)$ and decreases the wave front’s amplitude by some coefficient $\lambda$. Therefore, to compensate for the phase mismatch caused by the delay $t_d$, we can use, instead of $\varphi_{2i^\ast}(t)$, a measurement $\varphi_{2i^\ast+(\Delta)}(t-t_d-\hat{t})$, where $\Delta = 1, 2, \ldots$ and $\hat{t} \geq 0$ are selected to satisfy

$$t(2i^\ast + \Delta, 2i^\ast) - \hat{t} = t_d,$$

(11)

and $\hat{t} < t(i + 1, i)$. The control law compensating the time delay is

$$\varphi_{M_1}(t) = -\lambda\varphi_{2i^\ast+(\Delta)}(t-t_d-\hat{t}),$$

(12)

where $\lambda \geq 0$ is a parameter to compensate for a gain mismatch of the wave fronts. We describe the method to obtain the parameter $\lambda$ below.

3) Adaptive Gain Compensation: To find the gain $\lambda$, we employ the Extremum Seeking Control (ESC); see [10] for details. The ESC allows to find the optimal value of $\lambda$ based on online minimization of a given performance index $J$ so the gain $\lambda$ can adapt to potentially changing disturbance $M_N(t)$. Since the goal is to stabilize the pendulum at $\varphi^\ast = 0$, we chose the performance index to be minimized as a running average of the selected pendulum’s angle $\varphi_{i^\ast}$ in an absolute value, that is

$$J(t) = \frac{1}{W} \sum_{j=0}^{W-1} |\varphi_{i^\ast}(t - jT_s)|,$$

(13)
where $W$ is the time window size over which the running average is computed. The block diagram of the ESC implementation is depicted in Fig. 7.

**Remark 3:** The formulated solution to the problem (9) works only when the index of the selected pendulum is $i^* \leq \left( \frac{N}{2} + \Delta \right)$. Naturally, for $i^* > \left( \frac{N}{2} + \Delta \right)$, the measurement $\varphi_M \left( 2i^* + \Delta \right)$ is not available to implement (12). A different solution needs to be designed for such cases.

4) **Experiment:** To experimentally verify and demonstrate the designed control, we used $N = 20$ pendulums and selected the pendulum $i^* = 6$ to be stabilized. We set the disturbance’s trajectory as a periodic triangular wave signal

$$\varphi_M(t) = -\frac{2\alpha M_2}{\pi} \arcsin \left( \sin \left( \omega M_2 t \right) \right). \quad (14)$$

The system’s response to the disturbance is shown in Fig. 8. Numerical values of the parameters related to the experiment are in Tab. II. The parameters of the ESC were selected to achieve the best performance.

We divide the experiment into three time intervals to showcase the designed control; see Fig. 9. In the first interval starting at $t = 0 \text{s}$, only the disturbance $M_N$ is activated while the control loop is not. The maximum amplitude of the selected pendulum is $\varphi_{M_{\max}} \approx 18^\circ$. At $t = 14 \text{s}$, the solution (12) with $\lambda = 1$ is activated, resulting in a decrease of the oscillation amplitude to $\varphi_{M_{\max}} \approx 5^\circ$. Lastly, in the third interval, the adaptive loop with ESC is turned on, and after $t \approx 10 \text{s}$, it additionally decreases the maximal amplitude to $\varphi_{M_{\max}} \approx 2^\circ$. The remaining oscillations are mainly due to the persisting ESC, changing the gain $\lambda$.

**B. Open-loop, Low-oscillatory Rotation of the Pendulums**

The second control problem we demonstrate is the following. Consider the system (1) controlled only by one motor $M_1(t)$. Given a reference speed $\omega_{r_{\text{ref}}} \neq 0$, the goal is to rotate all pendulums in the chain with an average speed equal to $\omega_{r_{\text{ref}}}$ while minimizing the oscillations within the chain. Specifically, we define the goal as to find the reference trajectory $x_{r_{\text{ref}}}(t)$ for which

$$\min \sum_{i>j} \int_{0}^{T_i} \left| x_{i,2}(t) - x_{j,2}(t) \right| \mathrm{d}t, \quad (15a)$$

$$\lim_{t \to \infty} \bar{\omega}_{i,2}(t) = \omega_{r_{\text{ref}}}, \ i = 1, 2, \ldots, N, \quad (15b)$$

where $\bar{\omega}(.)$ denotes the mean value and $T_i$ is the final time. As we argued in [11], the formulated problem (15) might be relevant for the control of nanoscale friction.

1) **Synchronization-based Solution:** We can address the goal (15a) as to reach synchronization in the pendulums’ speeds. Consider trajectory $x_{0}(t)$ to be a solution to the drift dynamics of a single pendulum (5). We define the synchronization error $\delta_i = x_i - x_0$, which gives the error dynamics

$$\dot{\delta}_i = \ddot{x}_i - \ddot{x}_0 = f(x_i) - I^{-1} B \left( K \sum_{j=1}^{N} l_j x_j + M_i \right) - f(x_0), \quad (16)$$

**Fig. 8:** Response of the system to the disturbance (14). Highlighted is the disturbance signal and the angle of the pendulum which we wish to stabilize.

**Fig. 9:** Experimental verification of the proposed non-collocated, wave-based control of a single pendulum’s oscillation
with $M_1(t) = K(x_1 - x_0)$. By defining $\delta = [\delta_1^T, \ldots, \delta_N^T]^T$, we can rewrite (16) into a matrix form

$$\dot{\delta} = F(\delta, x_0) = \ldots$$

Linearizing the system (17) around the origin yields the Jacobian matrix

$$\frac{\partial F(\delta, x_0)}{\partial \delta} \bigg|_{\delta=0, x_0=0} = I_N \otimes \begin{bmatrix} 0 & 1 \\ -mgI^{-1} & -\gamma I^{-1} \end{bmatrix} - I^{-1}(L + D) \otimes BK,$$

(18)

where $I_N$ is an identity matrix of size $N$. By examining the eigenvalues of the matrix (18), it can be shown that the origin of the system (17) is locally asymptotically stable; see [11] for a more detailed analysis. Thus, we have shown, that pendulums completely synchronize by choosing $x_0(t)$ as a solution to (5). However, the solution of (5) with $\gamma > 0$ corresponds to a trajectory of a single, damped pendulum. Such trajectory asymptotically decays to the origin with $x_{1,2} \to 0$, so the second goal (15b) could not be satisfied.

To satisfy the second condition, we consider the $\bar{x}_0(t)$ to be a solution to (5) with $\gamma = 0$ and such initial conditions that the pendulum has enough energy to swing through the inverse position. This results in a continuous rotation with $x_{1,2} > 0$ while the pendulums are able to move close to synchrony as the absolute dissipation in the real system acts only as a perturbation to the complete synchrony. The proposed solution to the goal (15b) is open-loop; the motor tracks the given fixed trajectory $\bar{x}_0(t)$.

2) Experiment: We used $N = 5$ pendulums for the experiments as the coupling strength between the pendulums was not strong enough to keep more pendulums near synchrony. We set the average reference speed to $\omega_{\text{ref}} = 8.2 \text{ rad s}^{-1}$. To obtain the near-synchronized trajectory with a given speed, we set the initial conditions in (5) to $x_0(0) = [\pi, 3]^T$ and $\gamma = 0$. The results from the experiment are in the top part of Fig. 10, displaying the pendulums’ angles and the angular speeds in the left part and the right part of the figure, respectively. Although the near-synchronized motion is being disrupted, the pendulums are able to re-synchronize and maintain the near-synchronized state for several periods. The perturbations are mainly caused by accumulated mismatch between the real dynamics with $\gamma > 0$ and the reference trajectory.

To show the significance of the synchronized motion, we also run an experiment with a constant speed reference trajectory $x_0(t) = [\omega_{\text{ref}} \ell, \omega_{\text{ref}}]^T$; see bottom part of Fig. 10. We can see that as the pendulums are not synchronized, the oscillations are more significant, resulting in higher difference in pendulums’ speeds. The criterion (15a) evaluated for the near-synchronized and the constant speed trajectories in the interval $t \in (0, 15)$ is for the former lower by $56\%$.

VI. CONCLUSION

In this paper, we described our new laboratory mechatronic platform for experiments with a boundary control of an array of coupled pendulums – the mechanical realization of the Frenkel-Kontorova (FK) model. We also provided a mathematical model suitable for simulation experiments. We formulated two control problems, proposed methods for their solution, and successfully demonstrated them experimentally using the platform. Finally, we offered the design files and source codes to the research community for free through a public repository. Our future work will address some admitted shortcomings of the solutions in this paper.
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