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Abstract: Both backstepping control (BC) and sliding mode control (SMC) have been studied extensively over the past few decades, and many variations of controller designs based on them can be found in the literature. In this paper, sliding mode control in a backstepping framework (SBC) for a class of nonlinear systems is proposed and its connections to SMC studied. SMC is shown to be a special case of SBC. Without losing generality, the regulation control problem is studied, while tracking control is achieved by replacing the states with the difference between the states and their desired values. The SBCs are designed for nonlinear single-input-single-output (SISO) and multiple-input-multiple-output (MIMO) systems with the presence of bounded uncertainties from unmodeled dynamics, parametric variations, disturbances, and measurement noise, and the closed loop systems are proven to be asymptotically stable using the Lyapunov stability theory. The comparison of SBC to SMC from the design process, chattering effects, and chatter reduction are also discussed. SBC inherits the merits of backstepping control in choosing gains independently, while leveraging useful nonlinear dynamics for controller design simplification. Hence, it provides more flexibility in controller design in the sense of controlling coverage speed and making use of useful nonlinearities in the dynamics. To demonstrate the effectiveness of SBC, an application on cruise tracking control of an autonomous underwater vehicle was studied.
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1. Introduction

The backstepping method breaks the problem of controlling complex higher order systems into a sequence of lower order control problems through a recursive procedure. By doing this, the flexibility in these lower order systems can be explored for controller design, which makes the control less restrictive in system complexity requirements, compared to other methods [1]. Over the past few decades, backstepping control has been studied extensively with applications for the control of spacecraft and aircraft [2–5], marine vessels [6–8], various motors [9–11], robotic manipulators and systems [12–14], and many others [15–18].

Numerous variations of backstepping control can be found in the literature. Specific formulations exist for nonlinear systems with time delays [19], systems with structural obstacles in obtaining continuous feedback laws [20], time-varying systems [21], nonlinear systems with block structures [22], plants with unknown backlash nonlinearities [23], nonholonomic systems with strong nonlinear drifts [24], systems with unknown dead-zone non-linearity [25], nonlinear systems with delay of neutral type [26], and so on. The backstepping method is also used to assist in design for fuzzy control [27–29], neural network control [25,30–34], and wavelet adaptive control [35,36]. Another related topic is robust backstepping control (RBC), which focuses on handling uncertainties
from un-modeled dynamics (i.e., imperfection or simplification in modeling and variations in system parameters), noise in measurements, and disturbances [37–39].

Aside from RBC, sliding mode control (SMC) is another Lyapunov-based robust control method, which has attracted much attention from both the industry and academia [40]. SMC produces a switching control law to force the system to converge to the sliding surface while trapping the system within a boundary layer near the sliding surface under the guidance of the Lyapunov stability theory [41,42]. Due to the nature of switching control law, the chattering problem associated with the controller has also caught the attention of researchers. Many solutions can be found in [43–46]. There is also some research that combines backstepping and sliding mode methods to design controllers for special applications such as the adaptive backstepping sliding mode control for linear induction motor drives presented in [47].

In this paper, a systematic SBC design is formulated for both single-input-single-output (SISO) systems and multiple-input-multiple-output (MIMO) systems. The general nonlinear system considered here is in a recursive form. Systems not in the standard form can be converted to the standard form using input-output linearization or other methods. Starting from the recursive model, an SBC is designed to guarantee that the closed loop system is asymptotically stable. The proposed controller is also compared to the popular SMC on simplicity of design, uncertainty handling, and chatter reduction. Further, the design of integral SBC (ISBC) is presented. It is found that SBC and ISBC retain the advantages of both the robustness of SMC and the simplicity of backstepping control. The proposed SBC/ISBC methods provide more flexibility in controlling the convergence speed of the closed loop system, while retaining the ability to leverage useful nonlinear dynamics toward a simpler control law. The main contributions of this paper are as follows: (1) SBC and ISBC for a class of nonlinear systems are proposed; (2) the controller design formulations reveal both the equivalence and difference between SBC/ISBC and SMC/ISMC; and (3) it demonstrates that the proposed SBC/ISBC are more flexible design and can achieve better performance than the traditional SMC/ISMC.

The rest of the paper is organized as follows: in Section II, the SBC for nonlinear SISO system is presented. The results for MIMO system are given in Section III. In Section IV, the SBC is compared to SMC in terms of simplicity of design, chatter effects, and some additional performance metrics. Section V details a benchmark control example using the proposed SBC method to illustrate the effectiveness of the controller. Finally, conclusions are drawn in Section VI.

2. SBC of SISO Systems

2.1. Problem Formulation

The nonlinear SISO system considered in this paper is assumed to have the following form (or, the system is assumed to be input-output linearizable to have the following form):

\[ x^{(n)} = f(x) + g(x)u \]  

(1)

where \( x \) is the state variable, composed of the state and its derivatives up to the order of \( n \), and both \( f(x) \) and \( g(x) \) are nonlinear functions of \( x \). Without special notices, all scalar functions are in regular style, while vectors and matrices will be in bold.

Remark 1: For a general nonlinear system given in a more general form as:

\[
\begin{align*}
\dot{x}_1 &= f_1(x) \\
\dot{x}_2 &= f_2(x) \\
& \vdots \\
\dot{x}_n &= f_n(x) + g_1(x)u
\end{align*}
\]  

(2)

and assuming the output function is given as \( y = h(x) \), then, the system can be linearized using input-output linearization, which results in
\[
\begin{align*}
\dot{y} &= \ell f(x) + \ell h(x)u \\
\dot{y} &= \ell f(x) + \ell g f(x)u \\
&
\vdots \\
y^{(r)} &= \ell f(x) + \ell g f^{(r-1)}(x)u \\
\end{align*}
\]

where $\ell$ represents the Lie derivative operator and $r$ is the relative degree of the system. We know that:

\[
\ell \circ h(x) = \ell \circ \ell h(x) = \cdots = \ell \circ \ell^{r-1} h(x) = 0 \tag{4}
\]

and

\[
\ell g f^{(r-1)} h(x) \neq 0 \tag{5}
\]

By defining the new states $\xi_1 = y$, $\xi_2 = y_1$, $\xi_r = y^{(r-1)}$, the general nonlinear system in (2) can be written in the form of (1).

Remark 2: Without losing generality, the regulation problem (i.e., $\lim_{t \to \infty} x = 0$ for SISO system or $\lim_{t \to \infty} x_d = 0 \in \mathbb{R}^m$ for MIMO systems) will be considered in this paper. For tracking problems where $\lim_{t \to \infty} x = x_0$ or $\lim_{t \to \infty} x = x_0 \in \mathbb{R}^n$, new state variables $\bar{x} = x - x_0$ can be defined to convert the tracking problem to a regulation problem.

Since the standard backstepping method breaks a complex system into a lower order system to simplify the controller design process, system (1) is firstly written into the following canonical form as:

\[
\begin{align*}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= x_3 \\
&
\vdots \\
\dot{x}_n &= f(x) + g(x)u \\
\end{align*}
\]

Following the standard Backstepping control design, the first new state $z_1$ is defined as $z_1 = x_1$. Then, we take the derivative of $z_1$ to get $\dot{z}_1 = -\gamma_1 \dot{x}_1 + (\gamma_1 x_1 + \dot{x}_2)$. Hence, $z_2$ can be defined as $z_2 = \gamma_1 z_1 + \dot{x}_1 = \gamma_1 x_1 + x_2$. We repeat this process until $z_{n-1}$. Since the system in (6) is already in canonical form, this process can be described using the following transformation:

\[
z_i = \left(\prod_{j=1}^{i-1} \frac{d}{dt} + \gamma_j\right)x, \quad 1 < i \leq n \tag{7}
\]

It is easy to verify that under the transformation given in (7), the system in Eq. (6) can be converted into the following recursive structure:

\[
\begin{align*}
\dot{z}_1 &= -\gamma_1 \dot{z}_1 + z_2 \\
\dot{z}_2 &= -\gamma_2 \dot{z}_2 + z_3 \\
&
\vdots \\
\dot{z}_n &= v \\
\end{align*}
\]

where $\gamma_i > 0$, $i = 1, 2, \ldots, n$ are positive real numbers. For simplicity, we can write $v = \dot{z}_n = \frac{d}{dt}(x_n + \sum_{j=1}^{n-1} a_j x_{j+1}) = \dot{x}_n + \sum_{j=1}^{n-1} a_j \frac{d}{dt} x_{j+1}$, and $a_j$ are functions of an independent scalar set $\{\gamma_n, \gamma_{n-1}, \ldots, \gamma_1\}$, i.e., $a_1 = \gamma_1 \gamma_2 \cdots \gamma_n$ and $a_{n-1} = \sum_{j=1}^{n-1} \gamma_j$.

Without consideration for robustness, the traditional backstepping controller can be derived, such that $v = -\gamma_n sgn(z_n)$, which results in a controller of the form:

\[
u = -\frac{1}{g(x)}(-f(x) - d(x) - \gamma_n z_n) \tag{9}
\]

where $d(x) = \sum_{j=1}^{n-1} a_j x_{j+1}$. This makes the system “theoretically” exponentially stable. Here, “theoretically” means that this is only guaranteed to be true when all sources of uncertainties do not exist. Alternatively, the controller that ensures $v = -\gamma_n sgn(z_n)$ is given by:

\[
u = \frac{1}{g(x)}(-f(x) - d(x) - \gamma_n sgn(z_n)) \tag{10}
\]
Since $\gamma_n$ is a user-defined constant parameter, the control formulations in (9) and (10) are not robust.

2.2. SBC Design

Before moving on to the SBC design, the following assumption is made to quantify the uncertainties from un-modeled dynamics, parameter variation, noise, and disturbances.

**Assumption 1:** The matching conditions requirement assumes that in (1) the uncertainty of $f$ and $g$ satisfy the following:

$$
\begin{align*}
|f - \hat{f}| &\leq F_f \\
|d - \hat{d}| &\leq F_d \\
\hat{g} &= (1 + \Delta)g, \quad |\Delta| \leq G < 1
\end{align*}
$$

where $F_f$ and $F_d$ are the upper bound of the uncertainties of $f(x)$ and $d(x)$, and $\Delta$ is the difference between $g(x)$ and $\hat{g}(x)$, and $G$ is the upper bound of $|\Delta|$.

**Theorem 1:** For a class of nonlinear system given in form of (1) or the equivalent canonical form of (8), which meets the uncertainty bounds or matching condition of (11), a nonlinear SBC control is given by:

$$u = \frac{1}{\hat{g}(x)}[-\hat{f}(x) - \hat{d}(x) - k \text{sgn}(s)]$$

where

$$s = z_n = \left(\prod_{j=1}^{n-1} \left(\frac{d}{dt} + \gamma_j\right)\right)x = x_n + \sum_{j=1}^{n-1} a_j x_j,$$

and the control gain is chosen as

$$k \geq \frac{1}{1 - G} \left(F_f + F_d + G|f(x) + \hat{d}(x)| + \eta\right)$$

where $\eta$ is an arbitrary positive scalar, and the sign function is given by

$$\text{sgn}(s) = \begin{cases} -1 & \text{if } s < 0 \\ 0 & \text{if } s = 0 \\ 1 & \text{if } s > 0 \end{cases}$$

Then, the system is asymptotically stable.

Remark 3: Since $G < 1$, the positive control gain in (14) always exists and can further be chosen as equality for simplicity, which gives:

$$k = \frac{1}{1 - G} \left(F_f + F_d + G|f(x) + \hat{d}(x)| + \eta\right)$$

Proof: To prove Theorem 1, we choose the positive definite Lyapunov function $V = \frac{1}{2}s^2$. Its derivative becomes:

$$\dot{V} = ss = s(\dot{s}_n) = s(d(x) + \dot{x}_n)$$

$$= s(d(x) + f(x) + g(x)u)$$

$$= s \left(\frac{d(x) + f(x) + g(x)}{\hat{g}(x)} \cdot \frac{1}{\hat{g}(x)} \cdot \left[-f(x) - \hat{d}(x) - k \text{sgn}(s)\right]\right)$$

$$= s \left(\frac{d(x) + f(x) + (1 + \Delta) \cdot \left[-f(x) - \hat{d}(x) - k \text{sgn}(s)\right]}{\hat{g}(x)}\right)$$

$$= s \left(\frac{d(x) + f(x) + (1 + \Delta) \cdot \left[-f(x) - \hat{d}(x) - k \text{sgn}(s)\right]}{\hat{g}(x)}\right)$$

$$= s \left(\frac{f(x) - f(x) + (1 + \Delta) \cdot \left[-f(x) - \hat{d}(x) - k \text{sgn}(s)\right]}{\hat{g}(x)}\right)$$

$$\leq |s|\left(F_f + F_d + G|f(x) + \hat{d}(x)| - (1 - G)k\right)$$
If \( k \) is chosen large enough such that Eq. (14) is satisfied, then, \( \dot{V} \leq -\eta |s| \), and thus the Lyapunov rate is strictly decreasing. According to the Lyapunov stability theorem, we can conclude that the system is asymptotically stable.

2.3. Integral SBC Control

To eliminate the steady-state bias or shorten the rising time, an integral term is typically considered in the controller design. The importance of integral terms in backstepping control design has been demonstrated in [48]. Considering the system in (6), the integral sliding mode control in backstepping framework control (ISBC) can be implemented by adding another state \( x_0 = \int_{t_0}^{t} x(\tau) d\tau \) to the system, which results in:

\[
\begin{align*}
\dot{x}_0 &= x_1 \\
\dot{x}_1 &= x_2 \\
&\vdots \\
\dot{x}_n &= f(x) + g(x)u
\end{align*}
\]  

(18)

The results in Section II are valid for system (18), if we redefine the function \( s(x) \) and \( d(x) \) as follows:

\[
s = z_n = (\prod_{j=0}^{n-1} (d_{\tau} + y_j)) x = x_n + \sum_{j=0}^{n-1} \alpha_j x_j \\
d = \sum_{j=0}^{n-1} a_j x_j + 1
\]  

(19)  

(20)

Then, the control law and the control gain update law are the same as those in Eq. (13) and (14). For systems that need higher order integral control, the same method can be used to add new states.

2.4. Chattering Effects

As the sliding surface function used in the SBC design, denoted by \( s \) in Eq. (13), approaches zero, the sign function tends to switch at a high frequency. This chattering phenomenon and its reduction has been extensively studied for SMC, where there are two primary methods: the boundary layer method [42] and other surface approach dynamics (e.g., using saturation, arctangent function instead of sign function) [49], and higher order or nonlinear sliding surface functions [50,51]. Algorithms to eliminate chatter were also studied in [52] and the existence of a solution for nonlinear convergent chatter-free sliding mode control was studied in [53]. The same ideas can be used to reduce chatter in SBC design.

3. SBC of MIMO Systems

In this paper, a MIMO system of the following form is considered:

\[
x_i^{(n_i)} = f(x) + \sum_{j=1}^{m} g_{i,j}(x) u_j \quad i,j = 1,2,\ldots, m
\]  

(21)

where \( x = [x_1, x_2, \ldots, x_1^n, x_2, \ldots, x_2^n, \ldots] \).

Remark 4: The system discussed here refers to a fully-actuated system. The under- and over-actuated system control problems are solved with other techniques, which are beyond the scope of this paper and will not be discussed here.

Remark 5: For a special class of MIMO Systems of the form \( x^{(n)} = f(x) + g(x)u \), where \( x, f, u \in \mathbb{R}^m, g \in \mathbb{R}^{m \times m} \). The controller in the same form can be obtained provided that \( n_1 = n_2 = \ldots = n \).

To follow the derivation for SISO systems, the MIMO system in (21) is first written into the following canonical form:
\[
\begin{align*}
\dot{x}_{i,1} &= x_{i,2} \\
\dot{x}_{i,2} &= x_{i,3} \\
&\quad \vdots \\
\dot{x}_{i,n} &= f_i(x) + \sum_{j=1}^{m} g_{i,j}(x) u_j
\end{align*}
\]  

(22)

Then, following the backstepping design for the SISO system, we get:

\[
\begin{align*}
\dot{z}_{i,1} &= -\gamma_{i,1} z_{i,1} + z_{i,2} \\
\dot{z}_{i,2} &= -\gamma_{i,2} z_{i,2} + z_{i,3} \\
&\quad \vdots \\
\dot{z}_{i,n_i} &= \sum_{j=1}^{n_i-1} \alpha_{i,j} x_{i,j+1} + \dot{x}_{i,n_i}
\end{align*}
\]  

(23)

Similarly, the matching conditions are given in assumption 2 as follows.

**Assumption 2:** The matching conditions requirement assumes that the uncertainty of \( f \) and \( g \) in Eq. (21) satisfy the following:

\[
\begin{align*}
|f - \hat{f}| &\leq F_f \\
|d - \hat{d}| &\leq F_d, \quad d_i = \sum_{j=1}^{n_i-1} \alpha_{i,j} x_{i,j+1}
\end{align*}
\]  

(24)

where \( F_f \) is the upper bound of uncertainty in \( f \), \( F_d \) is the upper bound of uncertainty in \( d \), \( \Delta \) is the discrepancy between \( g \) and \( \hat{g} \), \( G \) is the elementary upper bound matrix of \( |\Delta| \), and \( \rho(G) \) is the spectral radius of \( G \).

**Theorem 2:** For a class of nonlinear MIMO systems given in form in (21), meeting the matching condition requirement in Eq. (24), a nonlinear SBC is given by:

\[
u = \hat{g}(x)^{-1}[\hat{f}(x) - \hat{d}(x) - k \circ \text{sgn}(s)]
\]  

(25)

where

\[
s_i = x_{i,n_i} + \sum_{j=1}^{n_i-1} \alpha_{i,j} x_{i,j} = \left( \prod_{j=1}^{n_i} \left( \frac{d}{dt} + \gamma_{i,j} \right) \right) x_i
\]  

(26)

and the adaptive gain is chosen as

\[
k \geq (I - G)^{-1} \left( F_f + F_d + G \hat{f}(x) + \hat{d}(x) \right) + \eta
\]  

(27)

where \( \eta \) is an arbitrary positive vector, and \( I \in \mathbb{R}^{m \times m} \) is an identity matrix, and \( \circ \) denotes entrywise product. With this controller in Eq. (25), the system is asymptotically stable.

**Remark 6:** Similar to **Remark 3** for SISO system, the control gain for MIMO system can be simply chosen as:

\[
k = (I - G)^{-1} \left( F_f + F_d + G \hat{f}(x) + \hat{d}(x) \right) + \eta
\]  

(28)

Proof: Choose the Lyapunov function as \( V = \frac{1}{2} s^T s \), where \( s_i \) is given in (26), and

\[
s_i = \dot{x}_{i,n_i} + \sum_{j=1}^{n_i-1} \alpha_{i,j} \dot{x}_{i,j} = \dot{x}_{i,n_i} + \sum_{j=1}^{n_i-1} \alpha_{i,j} x_{i,j+1} = d_i(x) + f_i(x) + \sum_{j=1}^{m} g_{i,j}(x) u_j
\]  

(29)

Then, the derivative of \( V \) becomes

\[
\dot{V} = s^T \dot{s} = s^T (d(x) + f(x) + g(x)u) \\
= s^T \left( d(x) + f(x) + g(x) \hat{g}(x)^{-1} \left[ \hat{f}(x) - \hat{d}(x) - k \circ \text{sgn}(s) \right] \right) \\
= s^T \left( d(x) + f(x) + (I + \Delta) \cdot [\hat{f}(x) - \hat{d}(x) - k \circ \text{sgn}(s)] \right) \\
= s^T \left( [f(x) - \hat{f}(x)] + [d(x) - \hat{d}(x)] - \Delta [\hat{f}(x) + \hat{d}(x)] - (I + \Delta) k \circ \text{sgn}(s) \right)
\]  

(30)
\[ \leq |s^r| \left( \frac{F_f + F_d + G|\dot{f}(x) + \dot{d}(x)|}{-(I - G)k} \right) \]

If we choose \( k \geq 0 \) such that

\[ F_f + F_d + G|\dot{f}(x) + \dot{d}(x)| - (I - G)k \leq -\eta \]  \hspace{1cm} (31)

where \( \eta \geq 0 \) is an arbitrary non-negative vector. Then, \( \dot{V} \leq -\eta |s| \). According to the Lyapunov stability theorem, the system is asymptotically stable. The existence of such \( k \) is guaranteed by the following Lemma.

**Lemma 1:** There always exists a non-negative \( k \geq 0 \) under the given matching condition in Eq. (24), such that Eq. (31) can be satisfied.

**Proof:** From the definition of \( F_f, F_d, G, \) and \( \eta \), we know that:

\[ \xi = F_f + F_d + G|\dot{f}(x) + \dot{d}(x)| + \eta > 0 \] \hspace{1cm} (32)

Then, the existence of \( k \) depends on whether there exists a solution to the inequality of \((I - G)k \geq \xi > 0 \). Since \( \rho(G) < 1 \), according to Frobenius-Perron Theorem [42], there is always a non-negative solution \( k \geq 0 \) such that \((I - G)k \geq \xi > 0 \). Hence, \( k \geq 0 \) always exists such that Eq. (31) can be satisfied.

4. Compare SBC to SMC

4.1. Recall SMC Design

Since the comparison of these two controllers are similar for both SISO and MIMO systems, the following discussion is performed on the controller design of a SISO system. Recall SMC design [42], which started by constructing a sliding surface given in the form of:

\[ s_{SMC} = \left( \frac{d}{dt} + \lambda \right)^{n-1}x = x^{(n-1)} + \sum_{j=1}^{n-1} \beta_j x^{(j-1)} \] \hspace{1cm} (33)

where \( \lambda \) is a scalar control parameter, \( \beta_j \) are the summation of the \( j \)th order terms in the expansion of \((\frac{d}{dt} + \lambda)^{n-1}\). The sliding mode control of the system in (1) can be given as:

\[ u_{SMC} = \frac{1}{g(x)} [\dot{f}(x) - \dot{d}_{SMC}(x) - k_{SMC} sgn(s_{SMC})] \] \hspace{1cm} (34)

where

\[ d_{SMC}(x) = \sum_{j=1}^{n-1} \beta_j x^{(j)} \] \hspace{1cm} (35)

\[ k_{SMC} = \frac{1}{1-G} (F_f + F_d + G|\dot{f}(x) + \dot{d}_{SMC}(x)| + \eta) \] \hspace{1cm} (36)

4.2. Sliding Surface and Chatter

Comparing the sliding surface in Eq. (33) to \( s_{SBC} = s \) in Eq. (13) of SBC design, we can see that \( s_{SMC} \) is a special case of \( s_{SBC} \) given that \( a_j = \beta_j \) or \( \gamma_1 = \gamma_2 = \cdots = \gamma_n \). From the other side, the SBC controller provides more flexibility in robust controller design by alternating the convergence speed in the successive lower orders of the systems; which can potentially improve the overall system performance. We can say SMC is a special case of SBC if we name Eq. (13) and (26) sliding surfaces of the SBC.

From the design of both SBC and SMC, we know that the chatter effects exist. As it has been discussed before, chattering reduction techniques for SMC can be also used for the SBC.

4.3. Useful Nonlinear Dynamics
Besides the flexibility in designing the convergence speed, the SBC has another advantage that the useful nonlinear dynamics portion, which helps with system stability, can be leveraged to simplify the controller design. This advantage has been studied for standard BC and can similarly be used for SBC design. Note that the discussion in this section is based on a SISO system, but the results can be extended to MIMO systems.

**Theorem 3:** Assume \( f(x) \) is composed of useful dynamics \( f_u(s) \) and the residual is \( f_r(x) \) as
\[
f(x) = -f_u(s) + f_r(x)
\]
and the useful dynamic can be defined as Lipschitz condition:
\[
|f_u(s)| < \lambda |s|
\]
The controller of the revised system
\[
x^{(n)} = -f_u(s) + f_r(x) + g(x)u
\]
can be given by
\[
u = \frac{1}{\dot{g}(x)}[-f_r(x) - \dot{d}(x) - k \text{sgn}(s)]
\]
then, the system is asymptotically stable.

**Remark 7:** Due to the change in the system structure, the first matching condition in (11) becomes \(|f_r - f^c_r| \leq F_r\).

Proof: Choose the positive definite Lyapunov function \( V = \frac{1}{2}s^2 \). Its derivative becomes:
\[
\dot{V} = ss = s \sum_{j=1}^{n-1} a_j \dot{x}_j + \dot{x}_n = s(d(x) + \dot{x}_n)
\]
\[
= s(d(x) - f_u(s) + f_r(x) + g(x)u)
\]
\[
= -sf_u(s) + s \left( d(x) + f_r(x) + \frac{1}{\dot{g}(x)} \right) \left( [-f(x) - \dot{d}(x) - k \text{sgn}(s)] \right)
\]
\[
= -sf_u(s) + s \left( d(x) + f(x) + (1 + \Delta) \right) \left( [-f(x) - \dot{d}(x) - k \text{sgn}(s)] \right)
\]
\[
= -sf_u(s) + s \left( [f(x) - \dot{f}(x)] + [d(x) - \dot{d}(x)] \right) \left( -(1 - \Delta)k \text{sgn}(s) \right)
\]
\[
\leq -\lambda s^2 + |s| \left( F_f + F_d + G|f(x) + \dot{d}(x)| \right)
\]
If \( k \) is chosen according to
\[
k \geq \frac{1}{1 - G} \left( F_f + F_d + G|f(x) + \dot{d}(x)| + \eta \right)
\]
then, \( \dot{V} \leq -\lambda s^2 - \eta |s| \), which is negative definite. Hence, the system is asymptotically stable.

5. Simulation Results

To validate the performance of the proposed SBC and ISBC, two cases of control of an autonomous underwater vehicle (AUV) are provided, including (1) Case I: line following cruise control (SISO system) and Case II: planar motion control (MIMO system). As shown in Figure 1, the motion of the AUV in XY plane is controlled by the thrust force \( F \) and steering torque \( \tau \). The position of the AUV is represented by the location of its center of mass \((x, y)\), \( V \) is the speed, and \( \varphi \) is the heading angle.
Figure 1. Sketch of an autonomous underwater vehicle.

Case I: SISO system control—line following cruise control of the AUV

This line following cruise tracking control problem simulates an application of using an AUV for sea floor mapping or searching, where the AUV scans a field with a constant speed following a zig-zag pattern. Here, we assume that speed control is handled by another controller, such that the system is an SISO system. The goal of cruise tracking control is to drive the AUV to follow a straight line at a cruise speed $V_0$. More specifically, if we desire that the AUV cruises along the x-axis, the goal is to drive $y$ to zero in a finite time, while also converging to the cruise speed $V_0$. The associated system dynamics are given by:

$$
\begin{align*}
\dot{x} &= V_0 \cos \varphi \\
\dot{y} &= V_0 \sin \varphi \\
\dot{\varphi} &= \omega \\
\dot{\omega} &= \tau
\end{align*}
$$

(43)

where $\omega$ is the angular rate and $J$ is the mass moment of inertia of the AUV. Since this is a SISO system, we can follow Theorem 1 to design the controller. First, the system is converted to the canonical form by using input-output linearization:

$$
\begin{align*}
\dot{x}_1 &= y \\
\dot{x}_2 &= y \\
\dot{x}_3 &= y^{(2)} = V_0 \cos \varphi \dot{\varphi} = V_0 \omega \cos \varphi \\
\dot{y}^{(3)} &= -V_0 \omega^2 \sin \varphi + \frac{1}{J} V_0 \cos \varphi \tau
\end{align*}
$$

(44)

Then, the equivalent dynamics are given as:

$$
\begin{align*}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= x_3 \\
\dot{x}_3 &= f(x) + g(x)u
\end{align*}
$$

(45)

where $f(x) = -V_0 \omega \sin \varphi \dot{\varphi}$, $g(x) = \frac{1}{J} V_0 \cos \varphi$ and $u = \tau$.

Secondly, we define $s_{SBC}$ and $d_{SBC}$ as follows:

$$
\begin{align*}
s_{SBC} &= x_3 + \alpha_2 x_2 + \alpha_1 x_1 \\
d_{SBC} &= \alpha_2 x_3 + \alpha_1 x_2
\end{align*}
$$

(46)

Correspondingly, for ISBC, we have:

$$
\begin{align*}
s_{ISBC} &= x_3 + \alpha_2 x_2 + \alpha_1 x_1 + \alpha_0 x_0 \\
d_{ISBC} &= \alpha_2 x_3 + \alpha_1 x_2 + \alpha_0 x_1
\end{align*}
$$

(47)

and, for SMC and Integral sliding mode control (ISMC)

$$
\begin{align*}
s_{SMC} &= x_3 + 2\beta x_2 + \beta^2 x_1 \\
d_{SMC} &= 2\beta x_3 + \beta^2 x_2 \\
s_{ISMC} &= x_3 + 3\beta x_2 + 3\beta^2 x_1 + \beta^3 x_0 \\
d_{ISMC} &= 3\beta x_3 + 3\beta^2 x_2 + \beta^3 x_1
\end{align*}
$$

(48)

(49)
Then, the control laws share the same form:

\[
u = \frac{1}{g(x)} \left[ -\dot{f}(x) - \dot{d}_0(x) - k \text{sgn}(s(x)) \right]
\]  

(50)

where \( \dot{f}(x), \dot{g}(x), \text{ and } \dot{d}(x) \) are nominal functions of \( f(x), g(x), \text{ and } d(x) \), respectively; and the subscript \( (\cdot) \) can be one of the four choices of \{ \text{SBC, ISBC, SMC, ISMC} \}.

The matching condition can be quantified through Monte Carlo simulation and experimental tests. The control input is given by Eq. (12), where \( s \) and \( d \) are chosen according to the specific control algorithm to be used (i.e., if SBC is chosen, \( s = s_{\text{SBC}} \) and \( d = d_{\text{SBC}} \)).

The four controllers were compared under the same testing scenario where the mass is \( m = 200 \) kg, moment of inertia is \( J = 450 \) kg\( \cdot \)m\(^2\), cruise speed is \( V_0 = 4 \) m/s, and the vehicle is controlled to track the x-axis from the initial position of \( [x_0, y_0] = [0, 5] \) m. The noise in position, angle, and angular rate are assumed to be zero-mean and Gaussian with a standard deviation of 0.1 m, 1 degree, and 0.01 degree/s, respectively. Note that all noise is assumed to be bounded within a range of \( \pm 3 \sigma \).

A MATLAB/Simulink model is developed, and the results are shown in Figures 2 and 3.

Figure 2 shows the performance comparison of the SBC and SMC controllers, where (a), (b), (c) and (d) are the y-position, heading angle, angular rate, and control signal, respectively. To provide a complete performance comparison, results for SMCs with different control parameters (i.e., \( \beta = 0.6, 0.8, 1.0, 1.2, \text{ and } 1.4 \)) are produced to compare with the proposed SBC (\( \alpha_1 = 1.2, \text{ and } \alpha_2 = 1.8 \)). It can be seen from Figure 2(a) that SBC can drive the AUV to approach zero in a shorter time compared to SMC. As the parameter \( \beta \) of SMC increases from 0.6 to 1.4, the performance becomes similar to the SBC before diverging from it. The rise time under these six controls are given in Table 1. It can be seen that the SBC has the shortest rise time of 6.73 s, while the quickest rise time of the five SMCs is 7.66 s.

| Rise time C0 C1 C2 C3 C4 C5 |
|-----------------------------|
| \( t_r \)          6.73 s 9.61 s 8.10 s 7.66 s 7.96 s 8.65 s |

Note: C0 = SBC, C1, C2, ..., C5 = SMC with \( \beta = 0.6, 0.8, \ldots, 1.4 \).

The performance changes as \( \beta \) increases can be analyzed from the variations in the coefficients of \( s_{\text{SMC}} \) and \( d_{\text{SMC}} \). Recall that \( x_1 = y \) and \( x_2 = \dot{y} \), where the coefficients as shown in Eq. (16) correspond to the proportional and derivative gain in PID controller design. Since the two coefficients \( \beta^2 \) and \( 2\beta \) are dependent, the performance of the controller is also restricted to a certain extent due to the freedom in parameter selection being reduced from 2 to 1.
Figure 2. Performance comparison of SBC and SMC. (a), (b), (c) and (d) are the y-position, heading angle, angular rate, and control signal.

Figure 3 shows the performance comparison of the SBC and SMC controllers, where (a), (b), (c) and (d) are the y-position, heading angle, angular rate, and control signal, respectively. To provide a complete performance comparison, results of ISMCs with different control parameters (i.e., $\beta = 0.1, 0.3, 0.5, 0.7,$ and $0.9$) are produced to compare with the proposed SBC ($\alpha_0 = 0.0625$, $\alpha_1 = 1.2$, and $\alpha_2 = 1.5$). It can be seen from Figure 2(a) that ISBC can drive the AUV to reach steady state in a much shorter time of 8.9 seconds compared to ISMCs. The performance indices, including rise time $t_r$, settling time $t_s$, peak time $t_p$, and overshoot $\sigma\%$ are summarized in Table 2. It can be seen that the ISBC has the best performance with respect to the rising time, settling time, peak time, and overshoot. Due to the dependency in the control gains, ISMCs have difficulty in achieving better performances; i.e., as $\beta$ increases (from C1 to C5 in Table 2), the settling time, rising time, peak time, and overshoot first decrease then increase.

Table 2. Performance comparison between ISBC and ISMC.

| System response | C0     | C1     | C2     | C3     | C4     | C5     |
|-----------------|--------|--------|--------|--------|--------|--------|
| $t_r$           | 6.28 s | 15.14 s| 5.32 s | 3.83 s | 3.52 s | 3.52 s |
| $t_s$           | 8.90 s | > 60 s | 30.53 s| 21.29 s| 17.01 s| 18.25 s|
| $t_p$           | 8.01 s | 30.21 s| 10.64 s| 7.50 s | 7.15 s | 8.97 s |
| $\sigma\%$      | 3.5%   | 28.6%  | 37.8%  | 49.5%  | 54.6%  | 40.9%  |

Note: C0 = ISBC, C1, C2, ..., C5 = ISMC with $\beta = 0.1, 0.3, ..., 0.9$.

It can be seen from Figure 3 (b) and (c) that, during the control process, ISBC has the smallest variation in heading angle and angular rate compared to ISMCs. Figure 3 (d) shows that all the controllers can maintain the desired states with relatively small variations in control signals with a standard deviation of less than 10 N.

From the comparison in these two experiments, we can see that the dependency in control gain selection simplifies the controller tuning, meanwhile the dependency also limits the performance of the control system.
Case II: MIMO system—planar motion control of the AUV
Planar motion control of the AUV is used to show the effectiveness of the proposed controller design for MIMO systems. The dynamics of planar motion of the AUV is given as follows:

\[
\begin{align*}
\dot{x} &= V \cos \phi \\
\dot{y} &= V \sin \phi \\
\dot{\phi} &= \omega \\
m \dot{V} &= F - c V^2 \\
\dot{\omega} &= \tau
\end{align*}
\]  \hspace{1cm} (51)

where \(c\) is the drag coefficient and the drag force is \(c V^2\). Since this is a MIMO system, we can follow Theorem 2 to design the controller. First, the system is converted to the canonical form by using input-output linearization.

Let \(x_1 = \begin{bmatrix} x \\ y \end{bmatrix}, x_2 = \begin{bmatrix} \dot{x} \\ \dot{y} \end{bmatrix} = \begin{bmatrix} V \cos \phi \\ V \sin \phi \end{bmatrix}, \) then \(x_2 = \begin{bmatrix} x_1^{(2)} \\ y \end{bmatrix} = \begin{bmatrix} \frac{1}{m}(F - c V^2) \cos \phi - V \omega \sin \phi \\ \frac{1}{m}(F - c V^2) \sin \phi + V \omega \cos \phi \end{bmatrix} \) and

the equivalent dynamics is given as

\[
\begin{align*}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= f(x) + g(x)u
\end{align*}
\]  \hspace{1cm} (52)

where \(f(x) = \begin{bmatrix} -\frac{1}{m} c V^2 \cos \phi - V \omega \sin \phi \\ -\frac{1}{m} c V^2 \sin \phi + V \omega \cos \phi \end{bmatrix}, g(x) = \begin{bmatrix} \frac{1}{m} \cos \phi \\ \frac{1}{m} \sin \phi \\ 0 \\ \frac{1}{f} \end{bmatrix}, \) and \(u = \begin{bmatrix} F \\ \tau \end{bmatrix}. \) Secondly, we can define \(s\) and \(d\) functions for SBC as follows

\[
\begin{align*}
s_{SBC} &= x_2 + \alpha_1 x_1 \\
d_{SBC} &= \alpha_2 x_2
\end{align*}
\]  \hspace{1cm} (53)

Correspondingly, for ISBC, we have:
\[ s_{ISMC} = x_3 + 3\beta x_2 + 3\beta^2 x_1 + \beta^3 x_0 \]
\[ d_{ISMC} = 3\beta x_3 + 3\beta^2 x_2 + \beta^3 x_1 \]  
(56)

Then, the control laws share the same form
\[ u = g(x) + \left[ -\tilde{f}(x) - \tilde{d}(\cdot)(x) - k \text{sgn}(s(\cdot)) \right] \]  
(57)

where \( (\cdot) \) can be one of the four choices \{ SBC, ISBC, SMC, ISMC \} given in Eqs. (53)–(56).

The matching conditions and AUV specifications are the same as those for Case I, while the speed of the AVU is treated as a state variable. The control parameters are listed in Table 3 and simulation results are shown in Figures 4 and 5. The initial conditions are given as \( x(0) = -3m, y = -3m, \) and \( \varphi(0) = \frac{\pi}{2} \).

| Control Method | Parameters |
|----------------|------------|
| SMC            | \( \beta = 0.2 \) |
| SBC            | \( \alpha_1 = 0.2 \times [1; 0.9; 1] \) |
| ISMC           | \( \beta = 0.2 \) |
| ISBC           | \( \alpha_1 = 0.4 \times [1.1; 1; 1] \) and \( \alpha_0 = 0.04 \times [1.25; 1; 1] \) |

Figure 4 shows the performance comparison of the SBC and SMC. It can be seen from that SBC can control the AUV to approach zero in a shorter time compared to SMC. The rise time is given in Table 4. Moreover, SBC allows us to adjust the performance of each state by tuning the corresponding control parameters. By comparing Figures 4(a) and (b), it can also be seen that the steady state error in y direction in SBC is much smaller than that for SMC. This is achieved by choosing a different control parameter for y direction as indicated in Table 3. Figure 5 shows the performance comparison of the ISBC and ISMC. By choosing a different control parameter for x direction in \( \alpha_0 \), the settling time of state x is reduced from 41.22 s for ISMC to 34.72 s for ISBC.

| Rise time | SMC | SBC |
|-----------|-----|-----|
| \( t_r (x, y, \varphi) \) | 13.01, 7.73, 11.21 (s) | 11.71, 7.18, 10.25 (s) |

| Figures 4. Performance comparison of SBC (a) and SMC (b). |
By comparing the controller performance for the two cases, it can be seen that the proposed SBC and ISBC can achieve better performance comparing to SMC and ISMC. This improvement is achieved by flexibility in control parameter selections. Similar strategies can be used for controller parameter selection for all these four different controllers. Additionally, if $\alpha_1 = \beta(1; 1; 1)$, SBC and SMC two controllers will be equivalent if $\alpha_1 = \beta(1; 1; 1)$. Similarly, for ISMC and ISBC, if $\alpha_1 = 2\beta(1; 1; 1)$, and $\alpha_0 = \beta^2(1; 1; 1)$, these two controllers will be equivalent.

6. Conclusions

In this paper, a sliding mode control in the backstepping framework (SBC) was proposed for a class of nonlinear systems. The comparison between the SBC and sliding mode control was discussed by comparing dependency in the control gains. An example of cruise control of an unmanned underwater vehicle was given to show the effectiveness of the controller. It was found that the proposed controller is able to achieve better control performance due to its advantages in the flexibility of control gain selection and simplicity in control law formulation when considering useful nonlinearities.
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