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Abstract: With the rapid development of cloud computing and big data, traditional Vehicular Ad hoc Networks (VANETs) are evolving into the Internet of Vehicles (IoV). As an important communication technology in IoV, IEEE 802.11p protocols have been studied by many experts and scholars. In IEEE 802.11p, a node’s backoff counter will be frozen when the channel is detected as busy. However, most studies did not consider the possibility of continuous backoff freezing when calculating delay. Thus, in this paper, we focus on the performance analysis of IEEE 802.11p for continuous backoff freezing. Specifically, we establish an analytical model to analyze the broadcast performance in the highway scene where vehicles can obtain traffic density from roadside units through Vehicle to Infrastructure (V2I) communications. We first calculate the relationship between vehicle density and the number of vehicles. Then, we derive the relationship between the number of vehicles and packet delay according to Markov chains. Next, we utilize the probability generating function (PGF) to transform traditional Markov chains into \( z \) domain under the situation of non-saturation. Finally, we employ the Mason formula to derive packet delay. As compared with the performance without considering the continuous backoff freezing, the simulation results have demonstrated that our analytical model is more reasonable.
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1. Introduction

In recent years, with the rapid development of technologies such as cloud computing and big data in Internet of Things (IoT) [1–3], the potential application of cloud computing in traditional Vehicular Ad-hoc Networks (VANETs) has attracted the attention of many experts and scholars [4]. In traditional VANETs, data among vehicles and infrastructures are transmitted through Vehicle-to-Vehicle (V2V) communications and Vehicle-to-Infrastructure (V2I) communications [5,6]. However, the vehicle traffic is increasing rapidly and is expected to reach 300,000 exabytes by 2020, resulting in the fact that VANETs are incapable of handling such huge amounts of data [7,8]. Moreover, with the advent of autonomous vehicles, there are more stringent requirements for Quality of Service (QoS) in VANETs, e.g., low latency and high delivery rate. Therefore, traditional VANETs are evolving to Internet of Vehicles (IoV) [9], which provisions the storage and computing capability to VANETs for big data processing.

The IoV big data are collected by various types of on-board sensors, e.g., cameras, radar, and Global Positioning System (GPS). These raw data contain a lot of unwanted information. Thus,
the vehicle itself processes part of the data and uploads most of the data to the cloud for storage and computing [10,11]. Then, vehicles download the result information from the cloud and generate a 3D map by utilizing a High-Definition map (HD map) and LiDAR that launches a laser beam to detect the surrounding environment [12]. Vehicles transmit these pieces of information between each other for safe driving through V2V communications. However, the characteristics of IoV like high-speed mobility will cause the dynamic change of network topology and the unstable communication link, resulting in frequent traffic accidents and serious traffic jams [13–18]. To avoid these situations, vehicles use vehicle-to-vehicle (V2V) communications to exchange dynamic parameters and other security messages, e.g., collision warning, blind spot warning and emergency brake warning [19]. These safety-related messages need to be transmitted to nearby vehicles in a short period of time, which means that these messages have strict requirements on low latency and high packet delivery ratio [20–22]. Since all vehicles in the surrounding area should react in real time when an emergency occurs, broadcast is more practical than unicast [23].

In order to successfully and timely transfer the safety-related information, vehicles communicate with each other using the IEEE 802.11p standards [24–26]. In IEEE 802.11p, the enhanced distributed coordination function (EDCF) medium access control (MAC) defines the safety-related messages as the event-driven (emergency) messages and other messages as the periodic (routine) messages that contain vehicle status information, e.g., speed and position. In the enhanced distributed channel access (EDCA) mechanism adopted by IEEE 802.11p, access categories (ACs) are defined and the emergency messages have the highest transmission priority (AC0) while the routine messages also have a high transmission priority (AC1). Since both messages have high transmission priority, the strict requirements of the packet delay should be guaranteed [27].

In this paper, we focus on performance analysis of IEEE 802.11p for continuous backoff freezing in IoV. The broadcast mechanism is considered to transmit information in the case of non-saturation. References [28,29] have studied the delay performance of Dedicated Short Range Communications (DSRC) in IEEE 802.11p. However, they calculated the average time of the backoff counter decreasing one without considering the situation of continuous backoff counter freezing, which aroused our research interest. When continuous backoff freezing occurs, the vehicle needs more time to transfer the packet. For example, when a traffic accident occurs, nearby vehicles need to broadcast this information to other vehicles in a timely manner. If the sensors on a vehicle are designed without considering the continuous backoff freezing, the related information may not be broadcast timely and completely, thus incurring more traffic accidents. In order to accurately study the performance of the 802.11p protocols impacted by continuous backoff freezing, we then use the probability generating function (PGF) method [30] to develop a mathematical model and analyze the packet delay and packet delivery ratio in this situation. The simulation results demonstrate that the proposed model satisfies the delay requirements of vehicles in IoV. Our contributions can be summarized as follows:

1. We have modeled the MAC service process based on the PGF method to transform traditional Markov chains into z domain under the situation of non-saturation.
2. Considering continuous backoff freezing, we have employed the Mason formula to derive the mean and deviation of the MAC access delay.
3. As compared with the model presented in [28], which did not consider the situation of continuous backoff freezing, the performance of our analytical model in terms of packet delay and packet delivery ratio has been verified.

The rest of the paper is organized as follows. Section 2 reviews the related research of IEEE 802.11p performance analysis in the past few years. Section 3 overviews the IEEE 802.11p EDCA mechanism and depicts the scenario model of IoV on the highway. Section 4 models the probability generating function of the MAC access delay and derives the packet delay. Section 5 presents the simulation results. Section 6 summarizes our work.
2. Related Work

In this section, we briefly review the recent works on performance analysis in IEEE 802.11p.

In [31], Li et al. proposed a two-dimensional Markov chain model to describe the IEEE 802.11p broadcast scheme. In their model, the 1st dimension Markov chain described the backoff process and the 2nd dimension described the queueing process. The EDCA mechanism in IEEE 802.11p is not considered in their paper. In [32], Peng et al. developed a multiplatooning communication model for both intra-platoon and inter-platoon communications on highways by adopting IEEE 802.11 distributed coordination function (DCF) mechanism. Unlike EDCA, DCF does not prioritize information. All information is sent and received based on the same rule. In [33], Bazzi et al. compared the advantages and disadvantages of 802.11p and long-term evolution (LTE) technologies, and pointed out that devices with 802.11p have higher capacity when the vehicle density is high. In [34], Yang et al. proposed an inter-vehicle cooperation channel estimation (IVC-CE) method at the IEEE 802.11p physical layer for the support of safety related information. This paper considered the physical layer of V2I communications, instead of the MAC layer. In [35], Qiu et al. proposed a new research method to analyze the performance of 802.11p for the uneven distribution of vehicles in urban traffic. This paper also did not consider the multi-priority situation of information. In [36], the authors analyzed the performance of the 802.11p EDCA mechanism in an intersection environment and used relay nodes to increase packet delivery rates. However, this paper only calculated the average time delay for backoff, and did not consider the case of continuous backoff freezing. In [29], the authors analyzed the real-time performance of IEEE 802.11p on highway. Similar with [36], this paper used the method of [28] to calculate the average backoff delay, without considering the continuous backoff freezing. Since none of the above papers consider the case of continuous backoff freezing, in this paper, we will analyze the performance of IEEE 802.11p EDCA mechanism where continuous backoff freezing is taken into account. In order to clearly describe the difference between our model and other models, we list the differences in Table 1. Note that B/U represents Broadcast/Unicast and BF/CBF represents Backoff Freezing/Continuous Backoff Freezing.

### Table 1. Comparison of different models.

| Model                  | Protocol | MAC Type | Queue Length | ACs | Transmission Type | BF/CBF |
|------------------------|----------|----------|--------------|-----|------------------|--------|
| Li et al. [31]         | 802.11p  | DCF      | finite       | –   | B                | –      |
| Peng et al. [32]       | 802.11p  | DCF      | –            | –   | U                | –      |
| Wu et al. [37]         | 802.11e  | DCF      | infinite     | –   | U                | BF     |
| Qiu et al. [35]        | 802.11p  | EDCA     | –            | 4   | B                | BF     |
| Noor-A-Rahim et al. [36]| 802.11p  | EDCA     | –            | 4   | B                | BF     |
| Yao et al. [19]        | 802.11p  | EDCA     | –            | 2   | B                | BF     |
| Yao et al. [28]        | 802.11p  | EDCA     | finite       | 4   | B                | BF     |
| Xu et al. [29]         | 802.11p  | EDCA     | infinite     | 2   | B                | BF     |
| Proposed Model         | 802.11p  | EDCA     | infinite     | 2   | B                | CBF    |

Note that B/U represents Broadcast/Unicast and BF/CBF represents Backoff Freezing/Continuous Backoff Freezing.

3. IEEE 802.11p EDCA Mechanism and Scenario Description

3.1. An Overview of IEEE 802.11p EDCA Mechanism

To ensure different QoS requirements for different services, the IEEE 802.11p EDCA mechanism defined four different access categories (ACs) for each channel. Access categories can be expressed as $AC_0 - AC_3$ in the order of decreasing priority, and each access category has a separate transmission queue [24]. These access categories are distinguished by different contention parameters. The contention parameters are listed as follows:

1. $CW_{\text{min}}$: the minimum contention window;
2. $CW_{\text{max}}$: the maximum contention window;
3. $TXOP$: transmission opportunity;
4. **AIFS**: Arbitration Inter Frame Space, which indicates the channel idle time that must be waited for to obtain a transmission opportunity.

As far as we know, $AC_0$ queue mainly transmits safety information such as position, speed, and acceleration. $AC_1$, $AC_2$, and $AC_3$ queues mainly transmit some non-secure information such as entertainment information. In order to avoid accidents, the emergency messages need to be broadcast quickly through the $AC_0$ queue. The routine messages including calling, gaming, and surfing can be transmitted through $AC_1$, $AC_2$, and $AC_3$ queues instead of $AC_0$ queue because this type of message is less important than an emergency message, and the delivery of an emergency message should take precedence over a routine message when an emergency occurs. Since $AC_1$, $AC_2$, and $AC_3$ queues transmit the same message type, in order to distinguish and compare emergency messages and routine messages, we only use $AC_1$ queue to transmit routine messages, similarly to [19,29,38].

The standard specified the calculation formula for AIFS as

$$AIFS_i = AIFSN_i \times \sigma + SIFS,$$

where $AIFSN_i$ is the Arbitration Inter Frame Space Number of $AC_i$. $SIFS$ represents the Short Inter Frame Space and $\sigma$ denotes one time slot. As shown in Figure 1, the difference between $AIFSN_0$ and $AIFSN_1$ can be expressed as

$$A_d = AIFSN_1 - AIFSN_0.$$  

![Figure 1. IEEE 802.11p EDCA mechanism backoff process.](image)

The detailed values of each contention parameter are shown in Table 2.

| AC | $CW_{\text{min}}$ | $CW_{\text{max}}$ | AIFSN | TXOP Limit |
|----|------------------|------------------|-------|------------|
| 1  | $(aCW_{\text{min}} + 1)/2 - 1$ | $aCW_{\text{min}}$ | 3     | 0          |
| 0  | $(aCW_{\text{min}} + 1)/4 - 1$ | $(aCW_{\text{min}} + 1)/2 - 1$ | 2     | 0          |

The backoff process of EDCA mechanism is shown in Figure 1. The backoff counter of $AC_i$ is initiated to be a random value within $[0, W_{i,0} - 1]$, where $W_{i,j}$ is the contention window size of $AC_i$ in the backoff stage $j$ and $W_{i,0} = CW_{i,\text{min}} + 1$. The backoff counter decreases by one when the channel is detected as idle for a time slot $\sigma$, while it will be frozen when the channel is detected as busy until the channel remains idle during $AIFS_j$. Once the backoff counter of $AC_i$ becomes zero, $AC_i$ broadcasts the packet. If the packet is transmitted successfully, the backoff counter of $AC_i$ is reset to a random value in $[0, W_{i,0} - 1]$. However, if multiple nodes broadcast simultaneously, $AC_0$ will have a collision, and the backoff counter of $AC_0$ will be reset to be a random value in $[0, W_{i,0} - 1]$. If $AC_0$ and $AC_1$ of a node transmit simultaneously, $AC_1$ cannot transmit the data successfully, and its backoff counter will be reset to be a random value in $[0, W_{i,j+1} - 1]$. After each transfer failure, the contention window size
$W_{1,j}$ is doubled until it reaches $CW_{i,max} + 1$. At this time, the maximum backoff stage is denoted as $M$ and can be expressed as

$$M = \log_2 \left( \frac{CW_{i,max} + 1}{CW_{i,min} + 1} \right). \quad (3)$$

In this paper, we set $M_i$ as the retransmission limit of $AC_i$, which means that $W_{1,j} = CW_{i,max} + 1$ when $M \leq j \leq M_i$. Once $j > M_i$, the packet will be dropped.

3.2. Scenario Description

As shown in Figure 2, we focus on the performance of IEEE 802.11p in the scenario of IoV on highway. A vehicle moving on highway can broadcast packets to other vehicles in its transmission coverage. When other vehicles outside its coverage broadcast packets to the same receivers, the hidden terminal problem happens. In this paper, we ignore the impact of vehicle mobility on communication links and network topologies. According to research in [28], when the speed reaches 120 mile/h, the link outage probability is almost zero. Therefore, the vehicle can be regarded as steady state in one packet transmission duration. In other words, the characteristics of vehicle mobility such as speed and inter-vehicle spacing can be ignored in one packet transmission duration. In addition, vehicles can obtain traffic density from roadside units through Vehicle to Infrastructure (V2I) communications. Thus, considering the situation of one-hop communications, we have

$$N_{cs} = \frac{N_v}{L_{lane} \times N_{lane}} \times \rho_d, \quad (4)$$

where $N_{cs}$ represents the number of vehicles in the target vehicle’s transmission coverage; $N_v$ represents the maximum number of vehicles in the system; $L_{lane}$ represents the length of the road; $N_{lane}$ represents the number of lanes in the system, and $\rho_d$ represents the vehicle density in the system.

![Figure 2. Scenario model on the highway for IoV.](image)

In this paper, the packet arrival rate of emergency messages in the $AC_0$ queue is denoted as $\lambda_0$ while the packet arrival rate of periodical routine messages in the $AC_1$ queue is $\lambda_1$. We consider that $\lambda_0$ follows the Poisson distribution [37]. Thus, we have

$$\begin{cases} p_{a0} = \sum_{k=1}^{\infty} \frac{(\lambda_0 \sigma)^k}{k!} e^{-\lambda_0 \sigma} = 1 - e^{-\lambda_0 \sigma}, \\
p_{a1} = \lambda_1 \sigma, \end{cases} \quad (5)$$

where $p_{a0}$ represents the packet arrival probability of $AC_i$.

4. Analytical Model for Continuous Backoff Freezing

In this section, we will analyze in detail the performance of the IEEE 802.11p EDCA mechanism when considering continuous backoff freezing. The packet processing in the MAC layer consists of two parts: queuing process and service process. In other words, the packet delay consists of both
queuing time and service time. The duration of queuing process is the time from a packet arriving in
the queue to the packet being the head of the queue. The duration of service process is the time from
the packet being the head of the queue to a successful transmission or being discarded, which is called
MAC access delay. Here, MAC access delay is defined as
\[
\frac{1}{\mu_i} = \frac{\rho_i}{\lambda_i},
\]
where we denote \( \mu_i \) as the service rate of \( AC_i \) and \( \rho_i \) as the utilization of \( AC_i \).

The MAC access delay is composed of backoff time and transmission time. Since the MAC service
process can be seen as a Z-transmission domain linear system, we employ the probability generating
function (PGF) to calculate the MAC access delay, similarly to [28]. As shown in Figure 3, we denote
\( P_{ad}^i(z) \) as the PGF of MAC access delay in \( AC_i \). Note that \( P_{ad}^i(z) \) consists of the backoff time at stage
\( j \) \( B_{ij}(z) \) and the transmission time \( T_{tr}(z) \). In particular, for \( AC_0 \), the backoff stage \( j \) is only equal to 0,
and thus the PGF of the transmission time \( T_{tr}(z) \) can be expressed as
\[
T_{tr}(z) = z^{T_{tr}}.
\]

From Figure 3, we can apply Mason formula to derive \( P_{ad}^i(z) \) of \( AC_i \) as follows:
\[
\begin{cases}
P_{ad}^0(z) = B_{0,0}(z)T_{tr}(z), \\
P_{ad}^1(z) = (1-p_{l}^1)T_{tr}(z) \sum_{n=0}^{M_i} \left( p_{l}^1 \right)^n \prod_{j=0}^{n} B_{1,j}(z) + (p_{l}^1)^{M_i+1} \prod_{j=0}^{M_i} B_{1,j}(z),
\end{cases}
\]
where \( p_{l}^1 \) represents the internal collision probability of \( AC_1 \), and \( B_{ij}(z) \) of \( AC_i \) can be derived from Figure 4 through the Mason formula when continuous backoff counter freezing is considered. We denote \( H_i(z) \) as the total time that the backoff counter costs to be decreased by one, i.e., the time
that backoff counter is frozen \( F_i(z) \) and one slot time \( \sigma \) that the backoff counter needs to decrease by
one. Once a packet of other nodes or other \( ACs \) with higher priorities in the same node are being
transmitted, the backoff counter freezing occurs and keeps a duration of $T_{tr} + AIFS_i$. The probability that the backoff counter of $AC_i$ is frozen is denoted as $p_i^b$. Thus, we have

$$F_i(z) = z^{T_{tr} + AIFS_i}. \quad (10)$$

Then, the PGF $H_i(z)$ can be obtained according to the Mason formula [39] as follows:

$$P = \frac{1}{\Delta} \sum_{k=1}^{N} p_k \Delta_k, \quad (11)$$

where $N$ represents the total number of forward paths; $p_k$ represents the gain of the $k$th forward path; $\Delta$ represents the system characteristic equation, and $\Delta_k$ represents the cofactor of the $k$th forward path. From Figure 4b, we can obtain these parameters as follows:

$$\begin{align*}
N &= 2, \\
p_1 &= (1 - p_i^b)z^\sigma, \\
p_2 &= p_i^b F_i(z)(1 - p_i^b)z^\sigma, \\
\Delta &= 1 - p_i^b F_i(z), \\
\Delta_1 &= 1 - p_i^b F_i(z), \\
\Delta_2 &= 1.
\end{align*} \quad (12)$$

Thus, we can derive $H_i(z)$ according to Equation (11) as follows:

$$H_i(z) = \frac{1}{1 - p_i^b F_i(z)} \left\{ (1 - p_i^b)z^\sigma [1 - p_i^b F_i(z)] + p_i^b F_i(z)(1 - p_i^b)z^\sigma \right\} = \frac{(1 - p_i^b)z^\sigma}{1 - p_i^b F_i(z)}. \quad (13)$$

From Figure 4a, we can obtain $B_{ij}(z)$ according to the Mason formula similarly as follows:

$$B_{ij}(z) = \begin{cases} \\
\frac{1}{W_{0,0}} \sum_{k=0}^{W_{0,0}-1} [H_0(z)]^k, & i = 0, \\
\frac{1}{W_{i,j}} \sum_{k=0}^{W_{i,j}-1} [H_i(z)]^k, & i = 1, j \in [0, M-1], \\
\frac{1}{W_{j,i}} \sum_{k=0}^{W_{j,i}-1} [H_j(z)]^k, & i = 1, j \in [M, M_l].
\end{cases} \quad (14)$$
Substituting (13) into (12) and (14) into (9), we can find that $P^{0}_{ad}(z)$ is related to $p^0_i$ and $P^{1}_{ad}(z)$ is related to $p^1_i$ and $p^1_b$.

$p^0_b$ is the backoff freezing probability of $AC_i$, (i.e., $p^0_b$ is equal to the probability that the channel is detected as busy for $AC_i$). Thus, for $AC_0$, $p^0_b$ is the probability that the channel is detected as busy in the time slot following $AIFS_0$. For $AC_1$, $AC_1$ needs to wait for $A_j$ more slots than $AC_0$ to check the channel as shown in Figure 1. Therefore, we have

$$
\begin{align*}
\tau_0 &= \frac{W_0 + 1}{2(1 - p^0_b)} + \frac{1 - p^0_b}{p^0_b}^{-1} \left( 1 - \frac{M_i}{1 - \rho_0^i} \right), \\
\tau_1 &= 1 - \frac{W_0 - 1}{2(1 - p^0_b)} + \frac{W_0 - 1}{(1 - p^0_b)(1 - 2\gamma_0)} \left( 1 - \frac{M_i}{1 - \rho_0^i} \right) + \frac{2^{M_i - 1}(1 - \gamma_0^i)(1 - \rho_0^i)}{(1 - p^0_b)(1 - \gamma_0^i)} + \frac{1 - p^0_b}{p^0_b}^{-1}. 
\end{align*}
$$

(16)

In particular, when $AC_0$ and $AC_1$ in the same node transmit simultaneously, $AC_0$ will successfully transmit the packet, while a collision will occur in $AC_1$. In other words, the internal collision probability of $AC_1$, $p^1_b$, is equal to $\tau_0$. According to (15) and (16), $p^0_b$, $p^1_b$, and $p^1_1$ can be calculated by initializing the value of $\rho_i$. Then, according to (9), (13), and (14), substituting $p^0_b$, $p^1_b$, and $p^1_1$ into (9), $P^{i}_{ad}(z)$ of $AC_i$ can be obtained.

Note that the mean of the MAC access delay $T^{i}_{ad}$ is calculated as

$$
T^{i}_{ad} = \frac{1}{\mu_i} = dP^{i}_{ad}(z) \bigg|_{z=1}, i = 0, 1,
$$

(17)

and the variance of the MAC access delay $D^{i}_{ad}$ is calculated as

$$
D^{i}_{ad} = \left[ \frac{d^2P^{i}_{ad}(z)}{dz^2} + \frac{dP^{i}_{ad}(z)}{dz} - \left( \frac{dP^{i}_{ad}(z)}{dz} \right)^2 \right] \bigg|_{z=1}, i = 0, 1.
$$

(18)

Substituting the calculated value of $\frac{1}{\mu_i}$ into (6), we can derive a new value of $\rho_i$. We then check the difference between the updated value of $\rho_i$ and the initial value. If the difference is smaller than the predefined error bound $\epsilon$, we assume the corresponding desirable MAC access delay is achieved. Otherwise, the current $\rho_i$ becomes an initial value, and we will repeat the above iteration until the difference of $\rho_i$ satisfies the predefined error bound $\epsilon$.

In this way, we have derived the mean of the MAC access delay $T^i_{ad}$ and the variance of the MAC access delay $D^i_{ad}$. As mentioned at the beginning of Section 4, the packet delay consists of queuing time and service time. We have already obtained the mean value of service time $T^i_{ad}$. To derive the whole packet delay, we then calculate the queuing time.

In this paper, the packet arrival rate $\lambda_0$ of $AC_0$ follows Poisson distribution, while packets arrive at $AC_1$ periodically with the arrival rate $\lambda_1$. Thus, we can model $AC_0$ queue as an $M/G/1$ queue, and $AC_1$ queue as an $D/G/1$ queue [29].

For an $M/G/1$ queue, we can derive the average number of packets in $AC_0$ queue according to the Pollaczek–Khinchine (P–K) formula [40]:

$$
N^0_q = \rho_0 + \frac{\rho_0^2(1 + c_0^2)}{2(1 - \rho_0)},
$$

(19)
where $c^2_0 = \frac{D_0}{T_0ad}$ is the squared coefficient variation of $1/\mu_0$.

For a $D/G/1$ queue, since it is challenging to derive the closed-form solution of the average number of packets, we employ the Kramer and Lagbenbach–Belz (KLB) formula \[41\] to obtain $N_1^1$ approximately:

$$N_1^1 \approx \frac{\rho_1^2 c^2_1 e^{-2(1-\rho_1)}}{2(1-\rho_1)}, \tag{20}$$

where $c^2_1 = \frac{D_1}{T_1ad}$ is the squared coefficient variation of $1/\mu_1$, similarly.

Finally, the packet delay of $AC_i$ can be derived as

$$PD_i = \frac{N_i}{\lambda_i}, i = 0, 1. \tag{21}$$

In order to ensure that packets can be completely broadcast within the packet delay, the 802.11p protocols also have strict requirements on packet delivery ratio (PDR). Similar to \[38\], $PDR_i$ in this paper can be calculated as

$$PDR_0 = \sum_{i=0}^{\infty} (1 - \tau_0 - \tau_1) \frac{(N_{cs} - 1)^i}{i!} e^{-\tau_1} = e^{-\tau_1} e^{-(N_{cs} - 1)(\tau_0 + \tau_1)}.$$  
$$PDR_1 = \sum_{i=0}^{\infty} (1 - \tau_1) \frac{(N_{cs} - 1)^i}{i!} e^{-\tau_1} = e^{-\tau_1} e^{-(N_{cs} - 1)\tau_1}. \tag{22}$$

5. Simulation Results

In this section, we have employed the simulation based on the environment of MATLAB (R2014b-academic use, 64 bit, MathWorks, Natick, MA, USA) to validate the performance of our proposed model. For comparison, we have selected the model proposed by Yao et al. as a baseline, where the continuous backoff freezing is not taken into account. In order to fit the reality scene, we first model a highway scenario with four two-way lanes. We then set 2000 m as the length of each lane and 200 as the maximum number of vehicles of the system. Next, we randomly distribute vehicles at different densities on four 2000-meter-long lanes according to (4). In order to verify the correctness of our model, the simulation parameters are set to be consistent with \[28\]. The detailed parameter values can be found in Table 3.

Figure 5 shows the mean MAC access delay as the vehicle density changes. It can be seen that $AC_1$ has a larger MAC access delay than $AC_0$ for both the proposed model and Yao et al.’s model. As $AC_0$ has a higher priority than $AC_1$, its collision probability is lower than that of $AC_1$ queue, and thus incurs a lower MAC access delay of $AC_0$ as compared to $AC_1$. As the density of vehicles increases, the MAC access delay of both queues increases. This is because, when the number of vehicles participating in the V2V communications increases, the collision probability in both queues will also increase, thus deteriorating the packet delay. Comparing our model with Yao et al.’s model, we can find that the MAC access delay of our model is slightly higher than their model. This is because our model considers the continuous backoff freezing, which means that our model will take into account more time for backoff freezing. The trend of the mean MAC access delay is consistent with (17).
Table 3. Simulation parameters.

| Parameter                          | Value          |
|------------------------------------|----------------|
| $AIFS_N_0$                        | 2              |
| $AIFS_N_1$                        | 3              |
| Basic rate                         | 1 Mbps         |
| Data rate                          | 3 Mbps         |
| Length of each lane                | 2000 m         |
| Maximum number of vehicles         | 200            |
| Minimum contention window of $AC_0$| 3              |
| Minimum contention window of $AC_1$| 3              |
| MAC header                         | 112 bits       |
| Number of lanes                    | 4              |
| PHY header                         | 48 bits        |
| Packet size                        | 200 bits       |
| Packet arrival rate of $AC_0$      | 5 pkts/s       |
| Packet arrival rate of $AC_1$      | 5 pkts/s       |
| Propagation delay                  | 2 µs           |
| Retransmission limit               | 1              |
| Slot time                          | 13 µs          |
| SIFS                               | 32 µs          |

Figure 5. Mean MAC access delay versus density of vehicles.

Figure 6 shows the performance of the packet delay as the vehicle density changes. Compared with Figure 5, we can find that the packet delay is only about 0.00005 ms higher than the MAC access delay. As mentioned in Section 4, the packet delay contains two parts, queuing time and service time. In this paper, service time is much larger than queuing time, and thus the increment of the packet delay is less obvious than that of MAC access delay. In addition, the trend of packet delay in each $AC$ queue is consistent with that of MAC access delay, and the maximum packet delay is far less than 100 ms specified by the IEEE 802.11p standard. Therefore, the validation and correctness of our proposed model for continuous backoff freezing are verified.
Figure 6. Packet delay versus density of vehicles.

Figure 7 shows the performance of the packet delivery ratio as the vehicle density changes. It can be seen that, with the vehicle density increasing, the number of vehicles in the target vehicle’s transmission coverage increases, resulting in the collision probability increasing and thus the packet delivery ratio decreasing. Note that, even when the vehicle density reaches the highest point, the packet delivery ratio still exceeds 0.97, which ensures that both emergency messages and routine messages can be completely transmitted.

6. Conclusions

In this paper, we focused on the performance analysis of IEEE 802.11p for continuous backoff freezing. We established an analytical model to analyze the broadcast performance and utilized the probability generating function (PGF) to transform traditional Markov chains into $z$ domain under the situation of non-saturation. The performance of packet delay was derived by applying the Mason formula. Compared with the existing models without considering the continuous backoff freezing, the simulation results show that our analytical model is more reasonable. This is because, although the packet delay is increased after considering the continuous backoff freezing, the packet delay is
still much lower than the communication delay 100 ms specified by the 802.11p protocols. In addition, the packet delivery ratio is hardly reduced after considering the continuous backoff freezing.
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