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Abstract

We show that the tensor product of two random linear codes is robustly testable with high probability. This implies that one can obtain pairs of linear codes such that their product and the product of their dual codes are simultaneously robustly testable. Such two-sided robustly testable codes (with a much weaker form of robustness) were the key ingredient in the recent constructions of asymptotically good quantum LDPC codes, which ensured their linear minimum distance. We hope that the existence of such codes with a stronger form of robustness, shown here, can be used to simplify the proofs and provide better distance bounds in these constructions. We also give new very simple examples of non-robustly testable codes. We show that if the parity-checks of two codes are mutually orthogonal, then their product is not robustly testable. In particular, this implies that the product of a code with its dual can never be robustly testable. We also study a property of a collection of linear codes called product-expansion, which can be viewed as a coboundary expansion of the cochain complex naturally associated with the product of these codes. We show that this property is related with the robust testability and the agreement testability of the products of codes.

1 Introduction

A locally testable code [19] is an error correcting code \( C \subseteq \mathbb{F}_q^n \) equipped with an efficient non-deterministic test which reads a very small number of symbols from \( x \in \mathbb{F}_q^n \) and allows to estimate the distance from \( x \) to \( C \). Formally, we say that a linear code \( C \subseteq \mathbb{F}_q^n \) is (strongly) locally testable with soundness \( s \) and locality \( w \) if it has a parity-check matrix \( H \) with rows of weight at most \( w \) such that for any vector \( x \in \mathbb{F}_q^n \) we have

\[
s \cdot \delta(x, C) \leq \|Hx\|,
\]

where \( \delta(x, C) := \min_{c \in C} \delta(x, c) \), and we denote respectively by \( \delta(\cdot, \cdot) \) and \( \|\cdot\| \) the Hamming distance and the Hamming weight, both normalized by the length of the corresponding vectors. A code \( C \) satisfying the above definition can be equipped with the following proximity test. Given \( x \in \mathbb{F}_q^n \) we can pick uniformly at random a row from \( H \) and check whether \( x \) satisfies the corresponding linear equation. From condition (1) it follows that the smaller the rejection probability \( \text{rej}_H(x) = \|Hx\| \) of this test (the right-hand-side) the closer \( x \) is to \( C \) (the left-hand-side). Locally testable codes are very important in computer science since they can be viewed as the combinatorial core of Probabilistically Checkable Proofs (PCPs) [12,19].
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Robustly testable codes were introduced by Ben-Sasson and Sudan in [2] as a way to obtain locally testable codes using tensor products. Recall that given two linear codes $C_i \subseteq \mathbb{F}_q^n$, $i \in [2]$, we can define the corresponding (tensor) product code

$$C_1 \otimes C_2 := \{ c \in \mathbb{F}_q^{n_1 \times n_2} \mid \forall i \in [n_1] \forall j \in [n_2] : c(\cdot, j) \in C_1, c(i, \cdot) \in C_2 \},$$

where $\mathbb{F}_q^{n_1 \times n_2}$ is the space of $n_1 \times n_2$ matrices over $\mathbb{F}_q$, and for a matrix $c$ we denote by $c(\cdot,j)$ and $c(i,\cdot)$ its $j$-th column and $i$-th row, respectively. In words, the code $C_1 \otimes C_2$ consists of all matrices where each column is from $C_1$ and each row is from $C_2$. We say that $C_1 \otimes C_2$ is $\rho$-robustly testable if for each $x \in \mathbb{F}_q^{n_1 \times n_2}$ we have:

$$\rho \cdot \delta(x, C_1 \otimes C_2) \leq \frac{1}{2} \left( \delta(x, C_1 \otimes C_2^{n_2}) + \delta(x, C_1^{n_1} \otimes C_2) \right).$$

(2)

We can interpret $\rho$ as the parameter controlling the robustness of the following natural proximity test for $C_1 \otimes C_2$. Given a matrix $x \in \mathbb{F}_q^{n_1 \times n_2}$ we can try to check whether it is close to the code $C_1 \otimes C_2$ by picking uniformly at random one of its columns or rows and looking at the distance to $C_1$ and $C_2$, respectively. If $C_1 \otimes C_2$ is $\rho$-robustly testable, then from (2) it follows that the smaller the average distance we get using this test (the right-hand-side) the closer $x$ is to $C_1 \otimes C_2$ (the left-hand-side).

Given a finite field $\mathbb{F}_q$ and two numbers $R_1 \in (0, 1)$ and $R_2 \in (0, 1)$, it is natural to ask whether for a random pair of codes of length $n$ and dimensions $R_1 n$ and $R_2 n$, their product is robustly testable for some $\rho$ with high probability as $n \to \infty$. Our main result (Theorem 1) implies that this is indeed the case for every $\mathbb{F}_q$, $R_1 \in (0, 1)$, and $R_2 \in (0, 1)$. However, in this paper we prefer to prove this result using a different form of robust testability called product-expansion, which we discuss later. Note that the product-expansion is in turn closely related with yet another form of robust testability called agreement testability, which is studied by Dinur and Kaufman in [11] (see also [9, Definition 2.8]). Let us recall this definition. A code $C_1 \otimes C_2$ is called $\rho$-agreement testable if for every $c_1 \in C^{(1)} := C_1 \otimes \mathbb{F}_q^n$ and $c_2 \in C^{(2)} := \mathbb{F}_q^n \otimes C_2$ there exists $c \in C^{(1)} \cap C^{(2)} = C_1 \otimes C_2$ such that

$$\rho \cdot (\|c_1 - c\|_1 + \|c_2 - c\|_2) \leq \|c_1 - c_2\|,$$

(3)

where $\|\cdot\|_1$ and $\|\cdot\|_2$ are respectively the fraction of non-zero columns and rows in a matrix. In words, this definition means that the smaller the amount of “disagreement” between $c_1 \in C^{(1)}$ and $c_2 \in C^{(2)}$ (the right-hand-side) the less the fraction of columns in $c_1$ and rows in $c_2$ one has to change to get to the “total agreement” (the left-hand-side), i.e., to obtain a codeword $c \in C^{(1)} \cap C^{(2)}$.

Robust testability is usually studied for products of codes $C \subseteq \mathbb{F}_q^n$ of non-vanishing relative distance $\delta(C) := \min_{c \neq c' \in C} \delta(c, c')$ and rate $R(C) := \frac{1}{n} \dim C$ as $n \to \infty$. It is well-known [18, 42] that not for every pair of codes $C_1, C_2$ of non-vanishing relative distance and rate the product code $C_1 \otimes C_2$ is necessarily robustly testable. It is interesting that quantum CSS codes also can be used to provide examples of non-robustly testable codes (see Remark 2). Recall that a quantum CSS code $[6, 39]$ Q of dimension $k$ is defined by a pair of classical linear codes $C_X, C_Z \subseteq \mathbb{F}_q^n$ such that $C_Z^\perp \subseteq C_X$, and $k = \dim C_X / C_Z^\perp$. Its minimum distance $d$ is defined as $\min(d_X, d_Z)$, where $d_X$ and $d_Z$ are the minimal Hamming weights of the vectors from $C_X \setminus C_Z^\perp$ and $C_Z \setminus C_X^\perp$, respectively. The codes $C_X, C_Z$ are usually represented respectively by parity-check matrices $H_X, H_Z$, and the condition $C_Z^\perp \subseteq C_X$ is equivalent to $H_X H_Z^\perp = 0$ (commutativity condition), where $H_Z^\perp$ is the transpose of $H_Z$. As we will see later in Remark 2, this commutativity condition implies that the code $C_X \otimes C_Z$ is not robustly testable. In particular, for every linear code $C$ the code $C \otimes C^\perp$ is not robustly testable.
It is also interesting to note that this observation\textsuperscript{1} shows that the Polishchuk-Spielman construction\cite{PolishchukSpielman_2011} of robustly testable codes based on the tensor product of two Reed-Solomon codes is essentially optimal. Indeed, it works only for pairs of Reed-Solomon codes of rates $R_1$ and $R_2$ provided that $R_1 + R_2 < 1 - \varepsilon$, where $\varepsilon > 0$ is some arbitrary small constant. However, it is well-known that the dual code $(RS_q^{k_1})^\perp$ to the Reed-Solomon code $RS_q^{k_1} := \{(f(\alpha))_{\alpha \in \mathbb{F}_q} \mid f \in \mathbb{F}_q[x], \deg f < k_1\}$ coincides with $RS_q^{q-k_1}$. Hence if $k_2 \geq q - k_1$ then $(RS_q^{k_1})^\perp = RS_q^{q-k_1} \subseteq RS_q^{k_2}$, and the code $RS_q^{k_1} \otimes RS_q^{k_2}$ is not robustly testable if

$$R_1 + R_2 = k_1/n + k_2/n \geq 1$$

as the length $n = q$ of the component Reed-Solomon codes increases.

We already mentioned that robustly testable codes can be used to construct LTCs. But, as it turns out, they are also useful to construct low-density parity-check quantum CSS codes. Recall that if the parity-check matrices in a family of codes (classical or quantum) are sparse (e.g., the weight of each row is bounded above by some constant $w$), then such codes are called low-density parity-check (LDPC) codes\cite{RichardsonUrbanke_2008, Dumer_2008}. It is clear that LTCs with constant locality $w$ are LDPC codes. Robustly testable codes appeared in different forms in the first examples of asymptotically good\textsuperscript{2} classical LTCs\cite{Dinur_2006, Dumer_2008} and quantum LDPC (qLDPC) codes\cite{Dumer_2008}. In\cite{Dinur_2006} Dinur et al. use agreement testable codes\cite{Kopparty_2006}, which, as they show, are equivalent to the robustly testable codes if the codes have non-vanishing relative distance. In\cite{Dumer_2008} the authors use the product-expansion property, which, as we will see later, is equivalent (in its strongest form) to the agreement testability of a product of two codes, and hence also to the robust testability for products of codes of linear minimal distances. However, in the case of products of more than two codes the situation is much more interesting. On the one hand, it is not hard to show that product-expansion always implies robust testability. However, when we have a product of more than two codes, it can be shown that robust testability no longer implies product-expansion\cite{JainKhot_2015}. Note that the term product-expansion was originally motivated by the fact that it is a form of coboundary expansion\cite{Dinur_2008, Khotetal_2010} in the cochain complex naturally associated with the product of several codes (see Appendix C). Such complexes appeared in\cite{Dumer_2008} for the analysis of local neighborhoods in a two-dimensional complex corresponding to a product of two Tanner codes.

\textbf{Remark 1.} In retrospect one can see that good LTCs and qLDPC codes from\cite{Dinur_2006, Dumer_2008} can be obtained respectively as the second and the first homology of the 2-dimensional tensor product complex\textsuperscript{3} $\mathcal{A} \otimes_R \mathcal{B} := \mathcal{A} \otimes_R \mathcal{B}$ over a group algebra $R = \mathbb{F}_qG$ obtained from 1-dimensional chain complexes $\mathcal{A}$ and $\mathcal{B}$, related to some linear codes. This general approach was first proposed as a way to obtain qLDPC codes by the authors in\cite{PolishchukSpielman_2011}, and later, in a more general form, by Breuckmann and Eberhardt\cite{Breuckmann_2013, Breuckmann_2015}. It is interesting that the algebraic construction $\mathcal{A} \otimes_R \mathcal{B}$, which is often used in the context of group cohomology\cite[p. 55]{Eberhardt_2015}, has several different geometrical interpretations. Depending on a situation, it may be viewed as a lift (i.e., a $|G|$-fold covering) of the product of two topological spaces, the balanced product of two topological spaces with an action of a group $G$, or as a fiber bundle. This explains the plethora of different names used in the literature to describe such qLDPC codes\cite{Breuckmann_2013, Breuckmann_2015, Korte_2008, PolishchukSpielman_2011}. Also note that one can automatically apply this tensor product construction to graphs, hypergraphs, and even to general incidence structures since they all can be viewed as 1-dimensional complexes\cite{Breuckmann_2013, PolishchukSpielman_2011}.

\textsuperscript{1}Recently we learned that a similar observation is also independently made by Dinur and Vidick\cite{DinurVidick_2013}.

\textsuperscript{2}Recall that an infinite collection of (classical or quantum) codes is called (asymptotically) good if there exist a number $\varepsilon > 0$ such that both the rate and the relative minimum distance of these codes are bounded below by $\varepsilon$.

\textsuperscript{3}The general definition of the tensor product complex $\mathcal{A} \otimes_R \mathcal{B}$ over an arbitrary ring $R$ can be found in\cite[p. 7]{Eberhardt_2015}.
It was shown in [35] that combining LDPC codes of constant rate (e.g., Tanner codes) the construction $A \otimes_G B$ can give qLDPC codes of constant rate\footnote{A similar observation (without a proof) was also made in [3].}. However, it was unclear at that time how to combine two codes to also get linear minimum distance. This goal was achieved in [36] by introducing a new construction, called \textit{expander lifted product codes}, that combines two Tanner codes such that their local codes are two-sided robustly testable (in a weak form). This gave a first family of good qLDPC codes. In the current paper, we show that such two-sided robustly testable codes also exist in the strong form described below.

As we already mentioned before, the code $C \otimes C^\perp$ is never robustly testable. This fact suggests that a straightforward approach to build good qLDPC codes using the tensor product $A \otimes_G B$ of two good classical codes may fail despite that we have some numerical evidence [35, Example 4] that large distances in the component codes $A$ and $B$ may lead to large distances in the quantum codes $A \otimes_G B$, as it was in the original hypergraph product construction [41]. Take, for example, the explicit family of qLDPC codes $A \otimes G A^*$ conjectured to be good by Breuckmann and Eberhardt in [3], where $A$ is the Tanner code defined on a Cayley graph $\text{Cay}(G, S)$ with a local code $L$. Since these codes are similar$^5$ to the lifted product codes, it is tempting to adapt the proof from [36] to this case. However, for this proof to work, the product code $L \otimes L^\perp$ should be robustly testable, which is \textit{never} the case. Thus we have an interesting open problem.

\textbf{Open problem.} \textit{Whether the observation that $L \otimes L^\perp$ is never robustly testable leads to a counterexample to the conjecture of Breuckmann and Eberhardt from [3] or this explicit family of qLDPC codes may still be shown to have linear distance using a different proof idea?}

We believe this open problem is very important. Indeed, if the conjecture were true, that would give us a \textit{very explicit} construction of good qLDPC codes where we just require that the local code $L$ and its dual $L^\perp$ have large distances simultaneously. And since there are plenty of such codes (e.g., the Reed-Solomon codes), a probabilistic construction and quite complicated proofs of robustness, given in [36] and in the current work, could be completely eliminated.

Note that recently Leverrier and Zémor proposed [30] a very interesting simplification of our construction of good qLDPC codes from [36]. This new construction called \textit{quantum Tanner codes} has a more natural interpretation and also gives codes with better lower distance bounds at the expense of increasing the weights of the parity-check matrices. We believe that the strong form of robustness, shown in the current work, can be used to simplify the proofs and to give better distance bounds in [30,36].

Though the qLDPC codes from [30,36] have linear minimum distance, one also needs efficient decoding algorithms for such codes to use them in practice. It was conjectured in [36] that small-set-flip decoding algorithm from [29] can be used to correct in linear time any adversarial errors up to the constant fraction of the code length. Quite recently [21,31] this conjecture was confirmed for both types of good qLDPC codes. Moreover, almost at the same time Dinur \textit{et al.} [10] showed that the 3-term complexes, equivalent to the complexes $A \otimes_G B$ from [36, Remark on p. 379] and similar to the ones naturally associated with the classical LTCs from [9], also give linear time decodable good qLDPC codes if the product of the corresponding local codes is two-sided robustly testable. It is very important to note that in [10] the authors also independently show (in the case of the binary field $\mathbb{F}_2$) the result equivalent to our Theorem 1 on the optimal robustness, and also show

\footnote{Despite the similarity, such codes have significantly different properties. For example, they do not look locally as product codes, which is one of the key properties used in the proof from [36].}
the connection between the robustness and the coboundary expansion of product codes, similar to the one given in Appendix C.

Finally, let us mention that quite surprisingly qLDPC codes of large distances also found several interesting applications outside of the area of error correcting codes. Recently, they were used to prove new breakthrough results in complexity theory [1, 24] and to provide spaces with exotic properties in systolic geometry [15].

2 Product-expansion

In this section, we define a property of a collection of codes called product-expansion\(^6\) and show its connection to agreement testability of product of codes. Before we proceed, let us first remind some standard definitions and introduce some new notation related with the products of codes.

Given linear codes \(C_1, \ldots, C_m\) over \(\mathbb{F}_q\) we can define the (tensor) product code

\[
\bigotimes_{i=1}^{m} C_i := \left\{ c \in \mathbb{F}_q^{n_1 \times \cdots \times n_m} \mid \forall i \in [m], \forall \ell \in L_i : c|_\ell \in C_i \right\},
\]

where \(\mathbb{F}_q^{n_1 \times \cdots \times n_m}\) is the set of functions \(c : [n_1] \times \cdots \times [n_m] \to \mathbb{F}_q\) and \(L_i\) is the set of lines parallel to the \(i\)-th axis in the \(m\)-dimensional grid \([n_1] \times \cdots \times [n_m]\), i.e.,

\[
L_i := \{ \{x + s \cdot e_i \mid s \in [n_i]\} \mid x \in [n_1] \times \cdots \times [n_m], x_i = 0 \}.
\]

Here \(e_i\) denotes the vector \((0, \ldots, 0, 1, 0 \ldots, 0) \in [n_1] \times \cdots \times [n_m]\) with 1 at the \(i\)-th position.

It is convenient to introduce a notation for the dual code of a product code [7, 43]. For linear codes \(C_1 \subseteq \mathbb{F}_q^{n_1}, C_2 \subseteq \mathbb{F}_q^{n_2}\) we denote by \(C_1 \oplus C_2\) the code \((C_1^\perp \otimes C_2^\perp)^\perp = C_1 \otimes \mathbb{F}_q^{n_2} + \mathbb{F}_q^{n_1} \otimes C_2 \subseteq \mathbb{F}_q^{n_1 \times n_2}\).

Given a collection \(\mathcal{C} = (C_i)_{i \in [m]}\) of linear codes over \(\mathbb{F}_q\), we can define the codes

\[
\mathcal{C}^{(i)} := \mathbb{F}_q^{n_1} \otimes \cdots \otimes C_i \otimes \cdots \otimes \mathbb{F}_q^{n_m} = \{ c \in \mathbb{F}_q^{n_1 \times \cdots \times n_m} \mid \forall \ell \in L_i : c|_\ell \in C_i \}.
\]

It is clear that \(C_1 \otimes \cdots \otimes C_m = \mathcal{C}^{(1)} \cap \cdots \cap \mathcal{C}^{(m)}\) and \(C_1 \oplus \cdots \oplus C_m = \mathcal{C}^{(1)} + \cdots + \mathcal{C}^{(m)}\). Note that every code \(\mathcal{C}^{(i)}\) is the direct sum of \(|C_i| = \frac{1}{m} \prod_{j \in [m]} n_j\) copies of the code \(C_i\). For \(x \in \mathbb{F}_q^{n_1 \times \cdots \times n_m}\) we denote by \(|x|_i\) and \(||x||_i\) respectively the number and the fraction of the lines \(\ell \in L_i\) such that \(a|_\ell \neq 0\). It is clear that \(||x||_i\) is \(\frac{|x|_i}{|L_i|}||x||\). Let us also recall that by \(|x|\) and \(||x||\) we denote respectively the Hamming weight (i.e., the number of non-zero entries) and the normalized Hamming weight (i.e., the fraction of non-zero entries) of \(x\). Now we are ready to give our main definition.

**Definition** (product-expansion). Given a collection \(\mathcal{C} = (C_i)_{i \in [m]}\) of linear codes \(C_i \subseteq \mathbb{F}_q^{n_i}\), we say that \(\mathcal{C}\) is \(\rho\)-product-expanding if every codeword \(c \in C_1 \oplus \cdots \oplus C_m\) can be represented as a sum \(c = \sum_{i \in [m]} a_i\) where \(a_i \in \mathcal{C}^{(i)}\) for all \(i \in [m]\), and the following inequality holds:

\[
\rho \sum_{i \in [m]} ||a_i||_i \leq ||c||.
\]

\(^6\)The product-expansion property in terms of dual product codes \(C_1 \oplus C_2\) was first defined in [36] in a different form, which, as we will see in Appendix C, is equivalent (in the strongest case) to the current definition. Later, this property was reformulated in a very elegant form by Leverrier and Zémor in [30], where it is called robustness with resistance to puncturing. Here we further simplify this definition and also consider its multi-dimensional version.
It is not hard to check that (4) can be also expressed as
\[
\rho \sum_{i \in [m]} n_i |a_i|_i \leq |c|.
\]

Remark 2. Note that from the definition of \(\rho\)-product-expansion it immediately follows that any pair of codes \((C_1, C_2)\) defining a CSS code (i.e., we have \(H_1 H_2^* = 0\) for their parity-check matrices) is not \(\rho\)-product-expanding. Indeed, since \(x \in C_1 \boxplus C_2\) \text{ iff } \(H_1 x H_2^* = 0\) this just follows from the fact that the identity matrix \((\delta_{ij})_{n \times n} \in \mathbb{F}_q^{n \times n}\) is a codeword of \(C_1 \boxplus C_2\), and \((\delta_{ij})_{n \times n}\) can not be obtained as a sum of less than \(n\) rows or columns. Thus the pair \((C_1, C_2)\) is not \(\rho\)-product-expanding for any fixed \(\rho\) as \(n \to \infty\).

We can also define the product-expansion factor \(\rho(C)\) for the collection \(C\) as the maximal value of \(\rho\) such that \(C\) is \(\rho\)-product-expanding. In Appendix B it is shown that the product-expansion corresponds to the coboundary expansion \([20, 32]\) in the tensor product complex obtained from the collection of codes \(C = (C_i)_{i \in [m]}\). This tensor product complex can be best understood as a local system (also known as a cellular sheaf\(^7\)) defined on the clique complex\(^8\) \(X(K_{n_1, \ldots, n_m})\) of the complete \(m\)-partite graph \(K_{n_1, \ldots, n_m}\). With this interpretation in mind, the product-expansion factor \(\rho(C)\) can be seen as a natural generalization of the normalized Cheeger constant of a graph also known as the conductance. Indeed, in the special case when \(m = 2\) and the codes \(C_1, C_2\) are the repetition \([n, 1, 1]\) code, \(\rho(C_1, C_2)\) is exactly the conductance of the bipartite graph \(K_{n,n}\).

Note that there is a degenerate case when \(C_i = \mathbb{F}_q^{n_i}\) for some \(i \in [m]\) in a collection \(C = (C_i)_{i \in [m]}\), in which case we call this collection degenerate. In this case, \(C(i) = \mathbb{F}_q^{n_1 \times \cdots \times n_m}\), which implies \(C_1 \boxplus \cdots \boxplus C_m = \mathbb{F}_q^{n_1 \times \cdots \times n_m}\), and therefore the collection \(C\) is \((1/n_i)\)-product-expanding. For example, if \(n_i = 1\) (i.e., \(C_i = \mathbb{F}_q\)), then the collection is always 1-product-expanding\(^9\) independently of the codes \(C_j, j \neq i\).

Note that product-expansion of a non-degenerate collection of codes \(C\) implies that \(\delta(C_i) \geq \rho\) for all \(i \in [m]\). Let us formulate this observation in a more general form: If a non-degenerate collection \(C = (C_i)_{i \in [m]}\) of codes \(C_i \subseteq \mathbb{F}_q^{n_i}\) is a \(\rho\)-product-expanding, then each subcollection \(C_I = (C_i)_{i \in I}, I \subseteq [m]\), is also \(\rho\)-product-expanding (Lemma 11 in Appendix A).

Let us now show that in the case of two codes \(\rho\)-product-expansion is equivalent to \(\rho\)-agreement testability.

**Lemma 1.** A pair of codes \(C_1, C_2 \subseteq \mathbb{F}_q^n\) is \(\rho\)-product-expanding \text{ iff } \(C_1 \otimes C_2\) is \(\rho\)-agreement testable.

**Proof.** First, let us show that product-expansion implies agreement testability. Consider a \(\rho\)-product-expanding pair of codes \((C_1, C_2)\) and some matrices \(c_1 \in C^{(1)}, c_2 \in C^{(2)}\). Since \(c_1 - c_2 \in C_1 \boxplus C_2\) and the pair \((C_1, C_2)\) is \(\rho\)-product-expanding we have \(c_1 - c_2 = a_1 + a_2\) for some \(a_1 \in C^{(1)}, a_2 \in C^{(2)}\) such that
\[
\rho(\|a_1\|_1 + \|a_2\|_2) \leq \|c_1 - c_2\|. \tag{5}
\]
Put \(c := c_1 - a_1\). Then \(c \in C^{(1)}\) and \(c = c_2 + a_2 \in C^{(2)}\). Hence \(c \in C^{(1)} \cap C^{(2)} = C_1 \otimes C_2\) and (5) is equivalent to (3). Therefore \(C_1 \otimes C_2\) is \(\rho\)-agreement testable.

\(^7\)Local systems are also often called cellular sheaves (see Remark 3).

\(^8\)The clique complex \(X(G)\) of a graph \(G\) is the simplicial complex with the set of vertices \(V(G)\) where \(S \in X(G)\) iff the set \(S\) gives a clique in \(G\), i.e., the vertices from \(S\) are pairwise connected in \(G\).

\(^9\)This degenerate case appears only because we used here the normalized Cheeger constant.
Now let us show that the agreement testability implies product expansion. Suppose \( C_1 \otimes C_2 \) is \( \rho \)-agreement testable. Consider a word \( c = c_1 + c_2 \in C_1 \oplus C_2 \), \( c_1 \in C^{(1)} \), \( c_2 \in C^{(2)} \). Then from agreement testability there exists \( c' \in C_1 \otimes C_2 \) such that
\[
\rho(\|c_1 - c'\|_1 + \|c_2 + c'\|_2) \leq \|c_1 + c_2\| = \|c\|.
\]
Put \( a_1 := c_1 - c' \), \( a_2 := c_2 + c' \). Then \( c = a_1 + a_2 \) and \( \rho(\|a_1\|_1 + \|a_2\|_2) \leq \|c\| \), therefore the pair of codes \((C_1, C_2)\) is \( \rho \)-product-expanding.

Denote by \( Gr(n, k) \) the Grassmannian, i.e., the set of all linear subspaces in \( F_q^n \) of dimension \( k \).

In the next several sections, we will prove the following theorem.

**Theorem 1.** For every \( \varepsilon_1 \in (0, 1) \), \( \varepsilon_2 \in (0, 1) \) there exists \( \rho > 0 \) such that a pair of codes \((C_1, C_2)\) picked uniformly at random from \( Gr(n, k_1) \times Gr(n, k_2) \), where \( k_i \leq n(1 - \varepsilon_i) \), \( i \in [2] \), is \( \rho \)-product-expanding with high probability as \( n \to \infty \).

**Corollary 1** (two-sided robustness). For every \( R_1 \in (0, 1) \), \( R_2 \in (0, 1) \) there exists \( \rho > 0 \) such that for a pair of codes \((C_1, C_2)\) picked uniformly at random from \( Gr(n, k_1) \times Gr(n, k_2) \) the codes \( C_1 \otimes C_2 \) and \( C_1^\perp \otimes C_2^\perp \) are \( \rho \)-robustly testable with high probability as \( n \to \infty \), \( k_1/n \to R_1 \), and \( k_2/n \to R_2 \).

We will often use the following short-hand notations: \( x(I, \cdot) := x|_{I \times [n]} \), \( x(\cdot, J) := x|_{[n] \times J} \), and \( x(I, J) := x|_{I \times J} \), where \( x \in F_q^{n \times n} \), \( I, J \subseteq [n] \). If \( I \subseteq [n] \) we denote by \( F_q^I \) the linear space \( \{ x \in F_q^n \mid \forall i \in [n] \setminus I: x_i = 0 \} \). Hence, by definition, we assume that \( F_q^I \subseteq F_q^n \).

### 2.1 Proof Outline

Let us briefly explain an idea of the proof. Consider two codes \( C_1, C_2 \subseteq F_q^n \) of minimal distances\(^{10} \) \( d_1 = d(C_1) \) and \( d_2 = d(C_2) \), respectively. We say that \( x \in F_q^{n \times n} \) has a zero rectangle \( A \times B \), where \( A, B \subseteq [n] \), if \( |A| > n - d_1 \), \( |B| > n - d_2 \), and \( x(A, B) = 0 \). Informally, the proof involves the following two steps.

1. If a codeword \( x \in C_1 \oplus C_2 \) has a zero rectangle \( A \times B \), then \( x \) is a sum of \( n - |A| \) rows from \( C_2 \) and \( n - |B| \) columns from \( C_1 \) (Lemma 7);
2. A pair of random linear codes with high probability has the property that every codeword \( x \in C_1 \oplus C_2 \) of weight \( \delta n^2 \) has a zero rectangle of size \( n(1 - O(\delta)) \times n(1 - O(\delta)) \); As the result, every codeword \( x \in C_1 \oplus C_2 \) of weight \( \delta n^2 \) can be represented as a sum of \( O(\delta) \) columns from \( C_1 \) and rows from \( C_2 \), which is exactly what is needed to prove the result. The main difficulty on this path is to show the second statement from the above list. We need to prove that it holds for all codewords of weight \( \leq \delta_0 n^2 \), where \( \delta_0 > 0 \) is some fixed parameter, which does not depend on \( n \). Note that the number of such codewords does not exceed \( q^{H_2(\delta_0)n^2} \).

In fact, it is not hard to show that for some fixed \( x \) the probability of the event \( x \in C_1 \oplus C_2 \) is bounded above as \( q^{-\Omega(n \rk x)} \) (Lemma 4). For the set of all matrices \( x \) with \( \rk x = \Omega(n) \) the probability that at least one of them is from the code \( C_1 \oplus C_2 \) can be estimated by the union bound. The main problem is the matrices where \( \rk x = o(n) \) since the union bound is not enough here. We show that one can avoid this problem considering a special property of the codes \( C_1 \) and \( C_2 \), which holds for random codes with high probability and excludes codewords in \( C_1 \oplus C_2 \) with a small rank.

To define this special property let us first introduce the notion of \( \alpha \)-sparseness. We say that a vector \( v \in F_q^n \) is \( \alpha \)-sparse if its Hamming weight is bounded above by \( \alpha n \). A subspace \( V \subseteq F_q^n \) is

\(^{10}\)Here we refer to the standard minimal distance \( d(C) := n \cdot \delta(C) \).
called α-sparse if it can be spanned by (zero or more) α-sparse vectors. We say that a subspace \( U \subseteq \text{Gr}(n, n-r) \) has property \((*)\) if for every α-sparse subspace \( V \) such that \( \dim V \leq r \) and \( \alpha = H^{-1}_q(r/8n) \) we have \( \dim(U \cap V) < \frac{1}{2} \dim V \). By a direct calculation we can show that almost all subspaces have property \((*)\) (Lemma 5).

This special property is motivated by the fact that for a matrix \( x \in \mathcal{C}_1 \oplus \mathcal{C}_2 \) with the column space \( X := \text{im} \, x \) and the row space \( Y := \text{im} \, x^* \) we have that (Lemma 8):

\[
\text{rk} \, x \leq \dim(\mathcal{C}_1 \cap X) + \dim(\mathcal{C}_2 \cap Y).
\]

If codes \( \mathcal{C}_1 \) and \( \mathcal{C}_2 \) have property \((*)\), and we can guarantee that the spaces \( X \) and \( Y \) are α-sparse, then we have \( \text{rk} \, x = \dim X = \dim Y > n - \max(\dim \mathcal{C}_1, \dim \mathcal{C}_2) \). Indeed, otherwise by property \((*)\) we get

\[
\dim(\mathcal{C}_1 \cap X) + \dim(\mathcal{C}_2 \cap Y) < \frac{1}{2} \dim X + \frac{1}{2} \dim Y = \text{rk} \, x,
\]

which contradicts (6).

Now consider codes \( \mathcal{C}_1 \) and \( \mathcal{C}_2 \) such that they have property \((*)\), and the dual product code \( \mathcal{C}_1 \oplus \mathcal{C}_2 \) does not have codewords of small weight and large rank. From the previous observations it follows that for a sufficiently small \( \delta_0 \) there are no codewords \( x \in \mathcal{C}_1 \oplus \mathcal{C}_2 \) of weight \( \leq \delta_0 n^2 \) with α-sparse row and column spaces.

Now it remains to show that for every codeword \( x \in \mathcal{C}_1 \oplus \mathcal{C}_2 \) of small weight \( \leq \delta n^2 \), \( \delta \leq \delta_0 \), either \( x \) has a zero rectangle of size \( n(1-O(\delta)) \times n(1-O(\delta)) \) or there exists a codeword \( x' \) of weight \( n^2 O(\delta) \) with α-sparse row and column spaces. Indeed, for any matrix \( x \) one can find a subset of rows and columns of weight \( \geq \alpha n^2 / 2 \). For a sufficiently small \( \delta_0 \leq \alpha^2 / 4 \) the remaining rows (the index set \( A \)) and columns (the index set \( B \)) either form a zero rectangle or the weights of rows and columns in the submatrix \( x(A, B) \) are bounded above by \( \alpha n^2 / 2 \), where \( |A| \geq n(1 - 2\delta / \alpha) = n(1 - O(\delta)) \).

In the following, we will also need the set \( P(n, r_a, r_b) := \text{Gr}(n, n-r_a) \times \text{Gr}(n, n-r_b) \). It is known that \( |\text{Gr}(n, k)| = \binom{n}{k}_q \), where \( \binom{n}{k}_q := \prod_{i=0}^{k-1} \frac{q^{n-i-1} - 1}{q^{r_i} - 1} \) is the \( q \)-binomial coefficient.

Let us now state some known bounds [28, Lemma 4] on the \( q \)-binomial coefficients \( \binom{n}{k}_q \).

\[\text{Note that the function } H_q \text{ is monotonic and, hence, is invertible.}\]
Lemma 2. For $q$-binomial coefficients we have the following bounds:

$$q^{k(n-k)} \leq \binom{n}{k}_q \leq 4q^{k(n-k)}.$$  

A proof of this lemma is given in Appendix A.1.

Now, before we move to the next lemma, let us note that if $k \leq m \leq n$, then we have:

$$\frac{\binom{m}{k}_q}{\binom{m}{k}_q} = \prod_{i=0}^{k-1} \frac{q^m - q^i}{q^n - q^i} \leq q^{(m-n)k}.$$  

Lemma 3. For a subspace $V \in \Gr(n, v)$ the probability that for random subspace $U \in \Gr(n, u)$ the dimension $\dim(U \cap V) \geq k$, is at most $4q^{-k(n+k-v-u)}$.

Proof. The condition $\dim(U \cap V) \geq k$ means that there exist $k$-dimensional subspace $W \subseteq V$ such that $W \subseteq U$ which can be rewritten as $U^\perp \subseteq W^\perp$ where $U^\perp$ is the orthogonal subspace to $U$. Hence, the fraction of such subspaces $U$ is not more than

$$\frac{\dim V}{\dim W} \frac{\dim W^\perp}{\dim U^\perp} \frac{\dim U^\perp}{\dim U} = q^{k(v-k)} \cdot q^{((n-k)-n)(n-u)} = 4q^{-k(v+k+n-u)}. \quad \square$$

Now, let us give an upper bound on the probability that for random codes $C_1, C_2 \subseteq \mathbb{F}_q^n$ the code $C_1 \oplus C_2$ has some fixed codeword $x$ of large rank.

Lemma 4. For a matrix $x \in \mathbb{F}_q^{n \times n}$ of rank $\rk x \geq \min(r_1, r_2)$ the probability that $x \in C_1 \oplus C_2$ for a random pair of codes $(C_1, C_2) \in P(n, r_1, r_2)$ is at most $5q^{-\frac{1}{2}r_1r_2}$ if $\min(r_1, r_2) \geq 2$.

Proof. Let $h_i \in \mathbb{F}_q^{r_i \times n}$ be a parity check matrix of the code $C_i$, $i \in [2]$. Without loss of generality suppose that $r_1 \leq r_2$. Consider $r' := \lfloor r_1/2 \rfloor$. Since $r_2 \geq r_1 \geq 2$, we have $r_1/4 < r' \leq r_1/2$, $r_1 - r' \geq r_1/2$, $r_2 - r' \geq r_2/2$. Let us estimate the number of codes $C_1 \in \Gr(r, n - r_1)$ such that $\rk h_1 x \leq r'$. We have

$$r' \geq \rk h_1 x = \dim \Im h_1 x = \dim h_1 \Im x = \dim(\Im x / \ker h_1|\Im x) = \dim(\Im x) - \dim(\bigcap_{C_1} \ker h_1 \cap \Im x),$$

i.e.

$$\dim(\Im x \cap C_1) \geq \dim x - r' \geq r_1 - r' \geq r_1/2.$$

By Lemma 3 we have

$$\P(\rk h_1 x \leq r') \leq \P(\dim(\Im x \cap C_1) \geq \dim x - r') \leq 4q^{-\left(\dim x - r'\right)(n + \left(\dim x - r'\right) - \dim x - (n-r_2))} = 4q^{-\left(\dim x - r'\right)(r_2-r')} \leq 4q^{-\frac{1}{2}r_1r_2}.$$  

Now we fix a code $C_1$ and a matrix $h_1$ such that $\rk h_1 x \geq r'$ and estimate the probability that $h_1 x h_2 = 0$. Note that the condition $h_1 x h_2 = 0$ is equivalent to $x \in C_1 \oplus C_2$, hence whether it holds or not depends only on the codes $C_1$ and $C_2$ and it does not depend on a particular choice of the parity check matrices $h_1$ and $h_2$. This can be rewritten as $h_2(h_1 x)^* = 0$, i.e., $\Im(h_1 x)^* \subseteq \ker h_2 = C_2$. Let $U := \Im(h_1 x)^*$, $u := \dim U = \rk h_1 x \geq r'$. We have

$$\P(U \subseteq C_2) = \P(C_2^\perp \subseteq U^\perp) = \frac{n - u}{n - r_2} \frac{\binom{n}{r_2}_q^2}{\binom{n}{r_2}_q} \leq q^{-ur_2} \leq q^{-r'r_2}.$$
Note that $\mathbb{P}(\text{rk} h_1 x > r' \land (h_1 x) h_2 = 0) \leq q^{-r'r_2}$ because we can first choose $C_1$, and when $C_1$ (and hence $U = \text{im}(h_1 x^*)$) is fixed, we independently choose $C_2$. Therefore, we can estimate
\[
\mathbb{P}(h_1 x h_2^* = 0) \leq \mathbb{P}(\text{rk} h_1 x \leq r') + \mathbb{P}(\text{rk} h_1 x > r' \land (h_1 x) h_2 = 0) \leq 4q^{-\frac{1}{2}r'r_2} + q^{-r'r_2} \leq 5q^{-\frac{1}{4}r'r_2},
\]
which completes the proof. \(\square\)

Let us recall that we say that a subspace $V \subseteq \mathbb{F}_q^n$ is $\alpha$-sparse if it can be spanned by vectors of Hamming weight at most $\alpha n$.

**Lemma 5.** For each $R \in (0, 1)$, $n \in \mathbb{N}$, $r \geq Rn$ a random $(n - r)$-dimensional space $U$ with the probability at least $1 - 4\frac{q^{-r/8}}{1-q^{-4}}$ for all $m \in [1, r]$ has the following property:

$(*)$ for each $\alpha$-sparse $m$-dimensional subspace $V \subseteq \mathbb{F}_q^n$ we have $\dim(U \cap V) < m/2$.

where $\alpha = H_q^{-1}(R/8)$.

**Proof.** Let us fix $m \in [1, r]$ and consider an $\alpha$-sparse $m$-dimensional subspace $V \subseteq \mathbb{F}_q^n$. By Lemma 3 the probability that $V$ is a counterexample for the property $(*)$ for $(n - r)$-dimensional subspace $U$ (i.e. $\dim(U \cap V) \geq m/2$), can be estimated as follows:
\[
\mathbb{P}(\dim(U \cap V) \geq \lceil m/2 \rceil) \leq 4q^{-\lceil m/2 \rceil}(n+\lceil m/2 \rceil - m - (n-r)) \leq 4q^{-(m-r-m/2)/2} \leq 4q^{-mr/4}.
\]
Note that there are at most $|S(n, \alpha)|^m$ ways to choose $m$ basis vectors for an $\alpha$-sparse subspace $V$. We can estimate this number as follows:
\[
|S(n, \alpha)|^m \leq \left( \sum_{i=0}^{\lceil n\alpha \rceil} \frac{n}{i} (q-1)^i \right)^m \leq q^{mnH_q(\alpha)} = q^{mnR/8} \leq q^{mr/8}.
\]

Now we can use the union bound for all possible counterexamples of dimension $m$ to estimate the probability that for a subspace $U$ property $(*)$ does not hold for this dimension:
\[
\mathbb{P}((*) \text{ does not hold for dim } V = m) \leq \sum_{V} \mathbb{P}((*) \text{ does not hold with counterexample } V) \leq q^{mr/8} \cdot 4q^{-mr/4} \leq 4q^{-mr/8}.
\]

Finally, summing by all possible dimensions $m = 1, 2, \ldots, r$ we have
\[
\mathbb{P}((*) \text{ does not hold for dim } V \in [r]) \leq 4 \sum_{m=1}^{r} q^{-mr/8} < 4 \frac{q^{-r/8}}{1-q^{-r/8}}.
\]

Note that if for an $(n - r)$ dimensional subspace $U \subseteq \mathbb{F}_q^n$ we have property $(*)$ and $r \geq 2$, then the distance of the code $U$ is greater than $2\alpha n$. 
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2.3 Proof of the Main Result

Let us start from proving some auxiliary lemmas we need to obtain the main result. Recall that a $k$-dimensional subspace $C \subseteq \mathbb{F}_q^n$ is called a $[n,k,d]_q$-code if $d := n \cdot \delta(C)$, where the parameter $d = d(C)$ is called the minimal distance of $C$, and the rate of $C$ is defined as $R(C) := k/n$.

**Lemma 6.** For linear codes $C_1, C_2, X, Y \subseteq \mathbb{F}_q^n$ we have:

$$(X \otimes Y) \cap (C_1 \boxplus C_2) = (X \cap C_1) \otimes Y + X \otimes (Y \cap C_2).$$

A proof of this lemma is given in Appendix A.2.

The following lemma is a natural analog for dual product codes $C_1 \boxplus C_2$ of the well-known “rectangle method” initially developed for product codes $C_1 \otimes C_2$ (see [12, 34]).

**Lemma 7** (on zero rectangles). Consider linear codes $C_1, C_2 \subseteq \mathbb{F}_q^n$. If $x \in C_1 \boxplus C_2$, and for $A_1, A_2 \subseteq [n]$ such that $n - |A_i| < d(C_i), i \in [2]$, we have $x(A_1, A_2) = 0$, then $x$ can be represented as a sum of $n - |A_1|$ rows from $C_2$ and $n - |A_2|$ columns from $C_1$.

![Figure 1: Idea of the proof.](image)

**Proof.** Since $n - |A_i| < d(C_i)$, the index set $A_i$ contains an information set$^{12}$ $I_i$ of the code $C_i$, $i \in [2]$. Let $\bar{I}_i := [n] \setminus I_i, \bar{A}_i := [n] \setminus A_i$. Therefore we can uniquely choose $\Delta_1 \in C_1 \otimes \mathbb{F}_q^{A_2}$ and $\Delta_2 \in \mathbb{F}_q^{A_1} \otimes C_2$ such that $\Delta_1(I_1, \bar{A}_2) = x(I_1, \bar{A}_2)$ and $\Delta_2(A_1, I_2) = x(\bar{A}_1, I_2)$. Consider $x' = x - \Delta_1 - \Delta_2$. Then we have $x'(I_1, \cdot) = 0, x'(\cdot, I_2) = 0$, and therefore $x' \in \mathbb{F}_q^{I_1} \otimes \mathbb{F}_q^{I_2}$ (the right part in Fig. 1). Since $x' \in C_1 \boxplus C_2$, by Lemma 6 we get

$$x' \in (\mathbb{F}_q^{I_1} \cap C_1) \otimes \mathbb{F}_q^{I_2} + \mathbb{F}_q^{I_1} \otimes (\mathbb{F}_q^{I_2} \cap C_2) = \{0\}.$$

Here we have $\mathbb{F}_q^{I_1} \cap C_1 = \{0\}$ since $I_i$ is an information set $C_i$. Therefore $x' = 0$ and $x = \Delta_1 + \Delta_2$, and moreover $\Delta_1$ is a sum of no more than $|\bar{A}_2| = n - |A_2|$ non-zero columns from $C_1$, and $\Delta_2$ is a sum of no more than $|\bar{A}_1| = n - |A_1|$ non-zero rows from $C_2$. This completes the proof.

---

$^{12}$An information set for a linear code $C \subseteq \mathbb{F}_q^n$ is a smallest by inclusion index set $I \subseteq [n]$ such that for every $c \in C$ if $c|_I = 0$ then $c = 0$. It is clear that for every $S \subseteq [n]$ such that $|S| > n - d(C)$ if for some codeword $c \in C$ we have $c|_S = 0$ then $c = 0$. Hence there should exist an information set $I \subseteq S$. 
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Lemma 8. Consider linear codes $C_1, C_2 \subseteq \mathbb{F}_q^n$, a codeword $x \in C_1 \oplus C_2$, the spaces $X = \text{im } x$ and $Y = \text{im } x^\ast$ spanned respectively by the columns and rows from $x$. Then we have

$$\rk x \leq \dim(X \cap C_1) + \dim(Y \cap C_2).$$

Proof. It is not hard to check that $x \in (X \otimes Y) \cap (C_1 \oplus C_2)$. Now, using Lemma 6, we get

$$x \in (X \cap C_1) \otimes Y + X \otimes (Y \cap C_2).$$

Therefore $x = x_1 + x_2$ for some $x_1 \in (X \cap C_1) \otimes Y, x_2 \in X \otimes (Y \cap C_2)$. Now we see that for the matrices $x, x_1, x_2$ we have $\rk x_1 \leq \dim(X \cap C_1), \rk x_2 \leq \dim(Y \cap C_2)$, and therefore

$$\rk x \leq \rk x_1 + \rk x_2 \leq \dim(X \cap C_1) + \dim(Y \cap C_2).$$

Lemma 9. Consider linear codes $C_1, C_2 \subseteq \mathbb{F}_q^n$, and a codeword $x \in C_1 \oplus C_2$. Then for every $A_1, A_2 \subseteq [n]$ there exists $x' \in C_1 \oplus C_2$ such that $\rk x'(A_1, A_2) = x(A_1, A_2)$.

Proof. First, we define projection operators $\pi_i: \mathbb{F}_q^n \rightarrow \mathbb{F}_q^{A_i}, \pi_i x = x|_{A_i}, i \in [2]$. Consider $C_i|_{A_i} := \pi_i C_i$. Let us fix a basis $B_i^0$ of the subspace $C_i|_{A_i}$ and extend it to the basis $B_i$ of the space $\mathbb{F}_q^{A_i}$. Now we define an operator $g_i$ on the basis $B_i$. Since for every vector $e \in B_i^0$ there exists a vector $\bar{e} \in C_i$ such that $\pi \bar{e} = e$, we can put by definition that $g_i \bar{e} := \bar{e}$. Since for every vector $e \in B_i \setminus B_i^0$ there exists a vector $\bar{e} \in \mathbb{F}_q^n$ such that $\pi \bar{e} = e$, we can put by definition that $g_i e := \bar{e}$. Now from the above definition we have $\pi_i g_i = \text{id}$ and $g_i(C_i|_{A_i}) \subseteq C_i$.

If we put $x' := (g_1 \otimes g_2)(x(A_1, A_2))$, then we obtain that

$$x'(A_1, A_2) = (\pi_1 \otimes \pi_2)x' = (\pi_1 \otimes \pi_2)(g_1 \otimes g_2)x(A_1, A_2) = x(A_1, A_2).$$

Note that $x(A_1, A_2) = (\pi_1 \otimes \pi_2)x \in C_1|_{A_1} \otimes \mathbb{F}_q^{A_2} + \mathbb{F}_q^{A_1} \otimes C_2|_{A_2}$. Besides that we have

$$(g_1 \otimes g_2)(C_1|_{A_1} \otimes \mathbb{F}_q^{A_2} + \mathbb{F}_q^{A_1} \otimes C_2|_{A_2}) = g_1 C_1|_{A_1} \otimes \text{im } g_2 + \text{im } g_1 \otimes g_2 C_2|_{A_2} \subseteq C_1 \otimes \mathbb{F}_q^n + \mathbb{F}_q^n \otimes C_2,$$

and therefore $x' \in C_1 \oplus C_2$. It is also not hard to see that $\rk x' \leq \rk x(A_1, A_2)$. Finally, since $x'(A_1, A_2) = x(A_1, A_2)$, we get $\rk x' = \rk x(A_1, A_2)$. \hfill \Box

Lemma 10. Consider linear codes $C_1 \in \text{Gr}(n, n-r_1), C_2 \in \text{Gr}(n, n-r_2)$ that satisfy property (*). Then $d(C_i) > \alpha_i n$, and every codeword $x \in C_1 \oplus C_2$ with weight $|x| \leq \alpha_1 \alpha_2 n^2 /4$ and rank $\rk x \leq \min(r_1, r_2)$ has a zero rectangle $A \times B$, where $\alpha_i := H^{-1}_q(\frac{\alpha_i}{\alpha_i})$, $|A| > n - \frac{|x|}{\alpha_1 \alpha_2 n^2 /4}$, $|B| > n - \frac{|x|}{\alpha_2 n/2}$.

Proof. First, let us fix a vector $v \in \mathbb{F}_q^n, |v| \leq \alpha_1 n$, define a 1-dimensional space $V := \langle v \rangle \subseteq \mathbb{F}_q^n$, and use property (*) for $C_i, i \in [2]$. As a result, we obtain $\dim(C_i \cap V) < 1/2$, and hence $v \notin C_i$. Therefore, we get $d(C_i) > \alpha_i n (i \in [2]).$

Now consider a codeword $x \in C_1 \oplus C_2$ with weight $|x| < \alpha_1 \alpha_2 n^2 /4$ and rank $\rk x \leq \min(r_1, r_2)$. Let $A$ (resp. $B$) be the set of indexes of rows (resp. columns) of the matrix $x$ of weight no more than $\alpha_2 n/2$ (resp., $\alpha_1 n/2$), $\bar{A} := [n] \setminus A, \bar{B} := [n] \setminus B$. Then $|x| > \max(|B| \alpha_1, |\bar{A}| \alpha_2) n/2$, and therefore

$$|A| \leq \frac{|x|}{\alpha_2 n/2} \leq \frac{1}{\alpha_1 n/2} < d(C_1), \quad |B| \leq \frac{|x|}{\alpha_1 n/2} \leq \frac{1}{\alpha_2 n/2} < d(C_2).$$

This means that $A$ (resp., $B$) contains an information set of the code $C_1$ (resp., the code $C_2$). Now assume that $A \times B$ is not a zero rectangle of the codeword $x$, i.e. $X(A, B) \neq 0$. By Lemma 9 there

---

13In other words, all the rows (resp. columns) from $x'$ are linear combinations of the rows from $x'(A_1, \cdot)$ (resp. columns from $x(\cdot, A_2)$.
exists a codeword \( x' \in C_1 \oplus C_2 \) such that \( x'(A, B) = x(A, B) \), all the rows (resp. columns) of \( x' \) are spanned by the rows of \( x'(A, \cdot) \) (resp. columns of \( x'(\cdot, B) \)). Since \( |x'(i, \cdot)| \leq |x'(i, B)| + |B| = |x(i, B)| + |B| \leq \alpha_2 n \) for \( i \in A \), the space of rows \( Y \) of the matrix \( x' \) is \( \alpha_2 \)-sparse. In the same way, the space of columns \( X \) of \( x' \) is also \( \alpha_1 \)-sparse. From property (*) for the codes \( C_1 \) and \( C_2 \) we get \( \dim(C_1 \cap X) < \frac{1}{2} \dim X \), \( \dim(C_2 \cap Y) < \frac{1}{2} \dim Y \), and therefore by Lemma 8 we get a contradiction:

\[
\text{rk} \ x' \leq \dim(C_1 \cap X) + \dim(C_2 \cap Y) < \frac{1}{2} \dim X + \frac{1}{2} \dim Y = \text{rk} \ x',
\]

and \( X(A, B) = \emptyset \). Hence \( A \times B \) is a zero rectangle in \( x \) with the required parameters, and the proof is complete.

\[\hfill\]

**Theorem 1.** For every \( \varepsilon_1 \in (0, 1) \), \( \varepsilon_2 \in (0, 1) \) there exists \( \rho > 0 \) such that a pair of codes \( (C_1, C_2) \) picked uniformly at random from \( \text{Gr}(n, k_1) \times \text{Gr}(n, k_2) \), where \( k_i \leq n_i(1 - \varepsilon_i), i \in [2] \), is \( \rho \)-product-expanding with high probability as \( n \to \infty \).

**Proof.** Let \( \alpha_i = H^{-1}_q(\varepsilon_i / 8) \) \((i \in [2])\),

\[
\rho = \frac{1}{2} \min \left( \frac{\alpha_1 \alpha_2}{4}, H^{-1}_q(\varepsilon_1 \varepsilon_2 / 8) \right). \tag{7}
\]

Consider \( r_1 := n - k_1, r_2 = n - k_2 \). We have \( r_1 \geq \varepsilon_1 n, r_2 \geq \varepsilon_2 n \). For simplicity we assume that \( n \) is sufficiently large and \( \min(r_1, r_2) \geq 8 \). Consider two cases of “bad” pairs of codes and estimate the probability.

1. The set \( P_1 \subseteq P(n, r_1, r_2) \) of all pairs \((C_1, C_2)\) such that there exists \( x \in C_1 \oplus C_2 \) of weight \( |x| \leq 2pn^2 \) and of rank \( \text{rk} x \geq \min(r_1, r_2) \). Using Lemma 4 and applying the union bound for all possible words of weight \( \leq 2pn^2 \) we get the bound:

\[
P(P_1) \leq \sum_{i=0}^{\left\lfloor 2pn^2 \right\rfloor} \binom{n^2}{i} (q-1)^i \cdot 5q^{-\frac{1}{8}r_1r_2} \leq q^{n^2} H_q(2\rho) \cdot 5q^{-\frac{1}{8}n^2 \varepsilon_1 \varepsilon_2} \leq 5q^{-\frac{1}{8}n^2 \varepsilon_1 \varepsilon_2} \leq 5q^{-\frac{1}{8}n^2 \varepsilon_1 \varepsilon_2}. \tag{8}
\]

2. The set \( P_2 \subseteq P(n, r_1, r_2) \) of all such pairs \((C_1, C_2)\) such that one of the codes does not have property (*). By Lemma 5 the probability that \( C_i \) does not have property (*) is not more than \( 4q^{-r_i/8} \). Hence we get:

\[
P(P_2) \leq 4q^{-r_1/8} + 4q^{-r_2/8} \leq 16q^{-\frac{1}{8} \min(r_1, r_2)} \leq 16q^{-\frac{1}{8}n \min(\varepsilon, \varepsilon_2)}. \tag{9}
\]

Combining (8) and (9) as \( n \to \infty \) we get \( P(P(n, r_1, r_2) \setminus P_1 \setminus P_2) \to 1 \).

It remains to show for an arbitrary pair \((C_1, C_2)\in P(n, r_1, r_2) \setminus P_1 \setminus P_2\) that it is \( \rho \)-product-expanding. Let us fix a non-zero codeword \( x \in C_1 \oplus C_2 \). Now consider two cases:

1. Case \( |x| \geq 2pn^2 \). In this case, \( x \) can always be represented as a sum of columns from \( C_1 \) and rows from \( C_2 \). However the total number of rows and columns is \( 2n \leq \frac{|x|}{pn} \).
2. Case $|x| < 2pn^2$. Since $(C_1, C_2) \notin P_1$, then $\text{rk } x < \min(r_1, r_2)$. Hence since $|x| \leq \frac{\min(r_1, r_2)}{4} n^2$ and the codes $C_1, C_2$ have property $(\ast)$, then by Lemma 10 the word $x$ has a zero rectangle $A_1 \times A_2$, where $|A_1| \geq n - \frac{2|x|}{\alpha_1 n^2}$, $|A_2| \geq n - \frac{2|x|}{\alpha_2 n^2}$, and $d(C_i) \geq \alpha_i n$. Then by Lemma 7 the word $x$ can be represented as a sum of $n - |A_2|$ columns from $C_1$ and $n - |A_1|$ rows from $C_2$. Therefore we get the bound $(n - |A_1|) + (n - |A_2|) \leq \frac{2|x|}{\alpha_1 n} + \frac{2|x|}{\alpha_2 n} \leq \frac{|x|}{(\alpha_1 \alpha_2 / 4)n} < \frac{|x|}{pn}$.

Hence in all cases we get that $x$ can be represented as no more than $\frac{|x|}{m}$ columns from $C_1$ and rows from $C_2$. Therefore a pair of codes $(C_1, C_2)$ is $\rho$-product-expanding.

**Corollary 1** (two-sided robustness). For every $R_1 \in (0, 1)$, $R_2 \in (0, 1)$ there exists $\rho > 0$ such that for a pair of codes $(C_1, C_2)$ picked uniformly at random from $\text{Gr}(n, k_1) \times \text{Gr}(n, k_2)$ the codes $C_1 \otimes C_2$ and $C_1^\perp \otimes C_2^\perp$ are $\rho$-robustly testable with high probability as $n \to \infty$, $k_1/n \to R_1$, and $k_2/n \to R_2$.

**Proof.** Fix $\delta = \min(R_1, R_2, 1 - R_1, 1 - R_2)/2$. Applying Theorem 1 with $\varepsilon_i = (1 - R_i - \delta), i \in [2]$ we have that for some $\rho_1 > 0$ a random pair of codes $(C_1, C_2) \in \text{Gr}(n, k_1) \times \text{Gr}(n, k_2)$ is $\rho_1$-product expanding with high probability when $k_i \leq (R_i + \delta)n$, $i \in [2]$. Applying Theorem 1 with $\varepsilon_i = (R_i - \delta), i \in [2]$ we have that for some $\rho_2 > 0$ a random pair of codes $(C_1^\perp, C_2^\perp) \in \text{Gr}(n, n - k_1) \times \text{Gr}(n, n - k_2)$ is $\rho_2$-product expanding with high probability when $k_i \geq (R_i - \delta)n, i \in [2]$.

Since $k_i/n \to R_i$, when $n$ is big enough, we have $n(R_i - \delta) \leq k_i \leq (R_i + \delta)n, i \in [2]$. Hence, for a random pair of codes $(C_1, C_2) \in \text{Gr}(n, k_1) \times \text{Gr}(n, k_2)$ both pairs $(C_1, C_2)$ and $(C_1^\perp, C_2^\perp)$ are $\rho'$-product-expanding with high probability as $n \to \infty$, where $\rho' = \min(\rho_1, \rho_2)$.

By Lemma 1, $\rho'$-product expansion of pairs $(C_1, C_2)$ and $(C_1^\perp, C_2^\perp)$ is equivalent to $\rho'$-agreement testability of product codes $C_1 \otimes C_2$ and $C_1^\perp \otimes C_2^\perp$, which by [9, Lemma 2.9] implies $\rho$-robust testability of these codes with $\rho = \frac{\rho'}{2(\rho' + 1)}$.

## 3 Discussions and Open Problems

In this paper, we showed that a random pair of linear codes is product-expanding with high probability, which also implies that they are robustly and agreement testable. We conjecture that a collection of more than two random codes is also product-expanding with high probability. However the proof method we used here can not be directly applied to this more general case. We think that the product-expansion in the case of more than two codes can be used to construct high-dimensional analogs of the two-dimensional chain complex from [9, 36].

Note that the one-dimensional version of $\rho$-product-expansion (i.e., for only one code $C$) naturally corresponds to the relative minimum distance of $C$. If for a collection of codes $C = (C_i)_{i \in [m]}$ we denote by $\rho(C)$ its expansion factor, i.e.

$$\rho(C) := \sup \{ \rho \in [0, 1] \mid C \text{ is } \rho\text{-product-expanding} \},$$

then in the one-dimensional case we have $\rho(C) = \delta(C)$. Thus, in the general case of $m$ codes, we can view $\rho(C_1, \ldots, C_m)$ as an $m$-dimensional analog of the relative minimum distance. Note that in the two-dimensional case $\rho(C_1, C_2)$ is the maximal $\rho$ such that $C_1 \otimes C_2$ is $\rho$-agreement testable.

It is natural to study the optimal expansion factor $\rho(C_1, \ldots, C_m)$ of a collection of $m$ codes of rates $R_1, \ldots, R_m$. In this case, an analogue of theorem 1 is the Gilbert-Varshamov bound, which says that a random code of rate $1 - \varepsilon$ with high probability has distance not less than $H_{\varepsilon}^{-1}(\varepsilon)$. This bound, in an asymptotic regime when $\varepsilon \to 0$, $n \to \infty$, matches (up to constant factors) the
Hamming upper bound, and therefore the relative distance of the best codes is $\Theta(H_q^{-1}(\varepsilon)) = \Theta(\varepsilon/\log \varepsilon)$.

It is interesting to generalize the bound on $\rho$ for the multi-dimensional case (i.e., for the case of several codes $C_1, \ldots, C_m$). Theorem 1 gives a lower bound on (7) in the two-dimensional case. One can obtain an upper bound from the fact (Lemma 11) that the relative minimal distance$^{14}$ of codes $C_1$ and $C_2$ is not less than $\rho$ and from the upper Hamming bound. Hence, using these observations we get $\rho = O(\min(H_q^{-1}(\varepsilon_1), H_q^{-1}(\varepsilon_2)))$ as $\min(\varepsilon_1, \varepsilon_2) \to 0$, where $1 - \varepsilon_i$ is the rate of $C_i$. Let us stress that the value of the parameter $\rho$ in (7) can be estimated as

$$\rho = O\left(\frac{\varepsilon_1 \varepsilon_2}{\log_q \varepsilon_1 \log_q \varepsilon_2}\right) \quad \text{as} \quad \varepsilon_1 \to 0, \varepsilon_2 \to 0.$$ 

Now we see that if both rates tend to 1 (the case $\varepsilon_1 \to 0, \varepsilon_2 \to 0$), then the lower bound is much worse than the upper one. However, in the case that is used in the recent constructions of good qLDPC codes $^{30, 36}$ we have $\varepsilon_1 + \varepsilon_2 = 1$. Therefore assuming that $\varepsilon_1 = \varepsilon, \varepsilon_2 = 1 - \varepsilon$ the value of $\rho$ in (7) coincides with an upper bound (up to a constant factor):

$$\rho = \Theta\left(\min\left(H_q^{-1}\left(\frac{\varepsilon}{8}\right), H_q^{-1}\left(\frac{1-\varepsilon}{8}\right)\right)\right) = \Theta(H_q^{-1}(\varepsilon)) \quad \text{as} \quad \varepsilon \to 0.$$ 

Note that it is also possible to get a bound on the parameter $\rho_1$ that is independent of the finite field size. This bound is analogous to the Singleton bound $d \leq n - k + 1$ for an $[n, k, d]_q$-code, which can be also formulated as

$$\delta \leq \varepsilon + 1/n$$

where $\delta := d/n$ and $\varepsilon := 1 - k/n$.

For a pair of codes $C_1 \in \text{Gr}(n, k_1)$ and $C_2 \in \text{Gr}(n, k_2)$ it is possible to prove a similar bound:

$$\rho(C_1, C_2) \leq \varepsilon_1 \varepsilon_2 + 1/n,$$

where $\varepsilon_i := 1 - k_i/n$ (see Proposition 1 in Appendix D). It is interesting whether this bound is asymptotically tight. More precisely, whether for arbitrary $\varepsilon_1, \varepsilon_2 \in (0, 1)$ there exists an infinite family $(C_1^i, C_2^i)_{i \in \mathbb{N}}$ of code pairs with rates $R(C_1^i) \geq 1 - \varepsilon_1$ and $R(C_2^i) \geq 1 - \varepsilon_2$ such that $\rho(C_1^i, C_2^i) \geq \varepsilon_1 \varepsilon_2, i \in \mathbb{N}$.
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A Auxiliary Lemmas

**Lemma 11.** Let $C = (C_i)_{i \in [m]}$ be a $\rho$-product-expanding collection of codes $C_i \subseteq \mathbb{F}_q^n$. Then each subcollection $C_I = (C_i)_{i \in I}$, $I \subseteq [m]$, is also $\rho$-product-expanding.
Proof. Without loss of generality we can assume that $I = [m']$, $1 \leq m' < m$. Since $C_i \neq \mathbb{F}_q^m$ we can find $j_i \in [n_i]$ such that vector $e_{j_i}^i := (0, ..., 0, 1, 0, ..., 0) \in \mathbb{F}_q^{m_i}$ with 1 on the $j_i$-th position is not a codeword of $C_i$ for $m' + 1 \leq i \leq m$. We can also find $b_i \in C_i$ such that $b_i, e_{j_i}^i = 1$ for $m' + 1 \leq i \leq m$. For a word $c \in \bigoplus_{i \in [m']} C_i$ define the word $c' := c \otimes e_{j_i}^i \in C_1 \oplus \cdots \oplus C_{m'}$. Since $C$ is $\rho$-product-expanding we have $c = \sum_{i \in [m]} a_i, a_i \in C^{(i)}$ such that $\rho \sum_{i \in [m]} \|a_i\| \leq \|c\|$. Define linear maps $\varphi_i : \mathbb{F}_q^m \to \mathbb{F}_q, \varphi_i : (x, b_i) \to i = m' + 1, m$.

$$\varphi := \text{id}_1 \otimes \cdots \otimes \text{id}_{m'} \otimes \varphi_{m'+1} \otimes \cdots \otimes \varphi_{m} : \mathbb{F}_q^{n_1 \times \cdots \times n_m} \to \mathbb{F}_q^{n_1 \times \cdots \times n_{m'}}.$$  

Let $a'_i := \varphi a_i$ for $i \in [m']$. By construction, we have $\|a'_i\| \leq N\|a_i\|$ for $i \in [m']$, $\varphi a_i = 0$ for $i > m' + 1$ and $\varphi c' = c$ where $N := \prod_{i=m'+1}^{m} n_i$ is a normalization coefficient. Hence

$$c = \sum_{i \in [m']} a'_i \quad \text{and} \quad \rho \sum_{i \in [m']} \|a'_i\| \leq \rho \sum_{i \in [m']} N\|a_i\| \leq N\|c'\| = \|c\|. \quad \square$$

**A.1 Proof of Lemma 2**

Let us recall the statement of the lemma.

**Lemma 2.** For $q$-binomial coefficients we have the following bounds:

$$q^{k(n-k)} \leq \binom{n}{k}_q \leq 4q^{k(n-k)}.$$  

**Proof.** Indeed, we have:

$$\binom{n}{k}_q = \prod_{i=0}^{k-1} \frac{q^{n-i} - 1}{q^{k-i} - 1} = q^{k(n-k)} \prod_{i=0}^{k-1} \frac{1 - q^{i-n}}{1 - q^{i-k}}.$$  

Since $k \leq n$ we have $1 - q^{i-n} \geq 1 - q^{i-k}$. Therefore $\prod_{i=0}^{k-1} \frac{1 - q^{i-n}}{1 - q^{i-k}} \geq 1$. On the other hand, we see that

$$\prod_{i=0}^{k-1} (1 - q^{i-k}) = \prod_{i=1}^{k} (1 - q^{-i}) \geq (1 - q^{-1}) \left(1 - \sum_{i=2}^{\infty} q^{-i}\right) = 1 - q^{-1} - q^{-2} \geq \frac{1}{4},$$  

where the last inequality holds since $q \geq 2$. Thus we have

$$\prod_{i=0}^{k-1} \frac{1 - q^{i-n}}{1 - q^{i-k}} \leq \prod_{i=0}^{k-1} \frac{1}{1 - q^{i-k}} \leq 4,$$

which completes the proof. \quad \square

**A.2 Proof of Lemma 6**

Let us recall the statement of the lemma.

**Lemma 6.** For linear codes $C_1, C_2, X, Y \subseteq \mathbb{F}_q^m$ we have:

$$(X \otimes Y) \cap (C_1 \oplus C_2) = (X \cap C_1) \otimes Y + X \otimes (Y \cap C_2).$$  
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We will use that tensor product of spaces is distributive over sums and intersections: For any spaces $A, B, C \subseteq \mathbb{F}_q^n$ we have
\[(A + B) \otimes C = (A \otimes C) + (B \otimes C), \quad (A \cap B) \otimes C = (A \otimes C) \cap (B \otimes C).
\]
In the proof we will many times apply the following lemma.

**Lemma 12.** For any linear codes $A, B, C, D, E, F \subseteq \mathbb{F}_q^n$ we have:
\[A \otimes B \cap (C \otimes D + E \otimes F) = A \otimes B \cap (C' \otimes D + E \otimes F),
\]
where $C' = C \cap (A + E)$.

*Proof.* The inclusion of the right-hand-side to the left-hand-side is obvious. Thus it remains to check the inclusion in the opposite direction. Let $x \in A \otimes B \cap (C \otimes D + E \otimes F)$. Then $x = x_1 + x_2$, where $x_1 \in C \otimes D$, $x_2 \in E \otimes F$. Therefore we get $x_1 = x - x_2 \in E \otimes F + A \otimes B \subseteq (E + A) \otimes (F + B)$. However, since $x_1 \in C \otimes D$, we obtain that $x_1 \in (C \otimes D) \cap ((E + A) \otimes (F + B)) \subseteq (C \cap (A + E)) \otimes D$. Therefore we get $x = x_1 + x_2 \in ((C \cap (A + E)) \otimes D + E \otimes F) \cap A \otimes B$, and the proof is complete. 

*Proof of Lemma 6.* The proof follows from the following sequence of equations:
\[(X \otimes Y) \cap (C_1 \oplus C_2) = (X \otimes Y) \cap (C_1 \otimes \mathbb{F}_q^n + C_2 \otimes \mathbb{F}_q^n)
\]
(applying two times Lemma 12) = \[(X \otimes Y) \cap (C_1 \otimes (Y + C_2) + (X + C_1) \otimes C_2)
\]
(using $C_1 \otimes C_2 \subseteq (X + C_1) \otimes C_2$) = \[(X \otimes Y) \cap (C_1 \otimes Y + (X + C_1) \otimes C_2)
\]
(apply Lemma 12) = \[(X \otimes Y) \cap (C_1 \otimes Y + (X + C_1) \otimes (C_2 \cap Y))
\]
(using $C_1 \otimes (C_2 \cap Y) \subseteq C_1 \otimes Y$) = \[(X \otimes Y) \cap (C_1 \otimes Y + X \otimes (C_2 \cap Y))
\]
(apply Lemma 12) = \[(X \otimes Y) \cap ((C_1 \cap X) \otimes Y + X \otimes (C_2 \cap Y))
\]
(every term in a sum is from $X \otimes Y$) = \[(C_1 \cap X) \otimes Y + X \otimes (C_2 \cap Y).
\]

The lemma is proved. 

**B  Coboundary Expansion for Product Codes**

In this subsection, we show that our definition of product-expansion given before is just an instance of coboundary expansion [20, 32] of some natural $m$-dimensional cochain complex associated with the codes $C_1, \ldots, C_m$. To define this complex, we also need some additional notations and definitions from [36] related with the local systems of coefficients defined on a poset $X$, which we usually view as the cell poset of some cell complex. It was suggested in [36] to extend the theory of high-dimensional expanders to this much more general context by replacing the standard Hamming norm with the block Hamming norm, measuring the number of non-zero blocks of data assigned to the elements of the poset $X$. Note that similar ideas were also independently developed in [14] in the special case of simplicial complexes.

Let us briefly recall that a *chain complex* over $\mathbb{F}_q$ is a vector space $C = \bigoplus_{i \in \mathbb{Z}} C_i$ (over $\mathbb{F}_q$) with some fixed linear map $\partial: C \to C$ called the boundary map such that $\partial^2 = 0$ and $\partial C_i \subseteq C_{i-1}$ for all $i \in \mathbb{Z}$. A complex $(C, \partial)$ is usually represented by a sequence
\[\cdots \xrightarrow{\partial_{i+1}} C_i \xrightarrow{\partial_i} C_{i-1} \xrightarrow{\partial_{i-1}} \cdots\]
of vector spaces $C_i$ and maps\(^{15}\) $\partial_i := \partial|_{C_i} : C_i \to C_{i-1}$ such that $\partial_i \circ \partial_{i+1} = 0$ for all $i \in \mathbb{Z}$. The term $C_i$ in a complex $C$ is called the space of $i$-chains and the assertion $\partial_i \circ \partial_{i+1} = 0$ is equivalent to $\text{im} \partial_{i+1} \subseteq \ker \partial_i$, which allows us to consider for every $i \in \mathbb{Z}$ the quotient vector space $H_i(C) = \ker \partial_i / \text{im} \partial_{i+1}$ called the $i$-th homology group of the complex $C$. The elements from $Z_i := \ker \partial_i$ and $B_i := \text{im} \partial_{i+1}$ are called the $i$-cycles and $i$-boundaries of $C$, respectively.

In the context of error correcting codes, we are interested in complexes $C$ over $\mathbb{F}_q$ with $\tau$ non-zero terms ($\tau$-term complexes), where each term $C_i$ is based, i.e., comes with a distinguished basis $X_i \subseteq C_i$ over $\mathbb{F}_q$, which elements are called $i$-cells. In many cases, it is convenient to consider $i$-chains $c \in C_i$ as formal $\mathbb{F}_q$-linear combinations

$$c = \sum_{x \in X(i)} c_x x$$

of $i$-cells and identify $C_i$ with $\mathbb{F}^{|X(i)|}_q$, where $n_i := |X(i)|$. Note that any space of formal linear combinations $\mathbb{F}_q S \cong \mathbb{F}^{|S|}_q$ is equipped with the standard inner product $\langle a, b \rangle := \sum_{s \in S} a_s b_s$ and the Hamming norm $|a| := |\text{supp } a|$, where $\text{supp } a := \{s \in S \mid a_s \neq 0\}$. We usually interpret terms in such chain complexes either as the space of code symbols or the space of parity-checks.

A cochain complex is the dual notion to the chain complex, i.e., we reverse all arrows and replace the maps by their transposed maps. In this case, it is common to add prefix “co” to all standard terms, i.e., instead of chains, cycles, etc., we consider cochains, cocycles, etc.. Hence we have the spaces $C^i$, $Z^i$, and $B^i$ of $i$-cochains, $i$-cocycles, and $i$-coboundaries, respectively.

A local system of coefficients $\mathcal{F}$ can be used to obtain a (co)chain complex over $\mathbb{F}_q$ out of a poset $X$ by assigning to each element $x$ from $X$ a vector space $\mathcal{F}_x$ or $\mathcal{F}^x$ and defining for every pair $x \leq x'$ from $X$ an $\mathbb{F}_q$-linear map $\mathcal{F}_{x \to x'} : \mathcal{F}_x \to \mathcal{F}_{x'}$ such that: $\mathcal{F}_{x \to x} = \text{id}_{\mathcal{F}_x}$ for all $x$ from $X$, and $\mathcal{F}_{x \to x'} \circ \mathcal{F}_{x' \to x''} = \mathcal{F}_{x \to x''}$ for all triples $x \leq x' \leq x''$ from $X$.

Remark 3 (for experts). Note that the general idea of the homology theory with local coefficients was originally proposed by Steenrod in the 1940s [40], while the idea of assigning abelian groups $\mathcal{F}_x$ to the cells of an arbitrary cell complex $X$ (simplicial, cubical, etc.) appeared later in the 1960s [44, p. 624], where it was also connected to sheaf theory. Since that time it has been reappeared several times in different contexts [27,38], and nowadays such local systems are often called cellular sheaves [8,22]. They have found many interesting applications in computer science [17, Chapter 9]. The connection of cellular sheaves to the classical ones on topological spaces is done by (1) defining the Alexandrov topology on a poset $X$ where the open sets are the unions of the upper sets $U_x := \{y \in X : x \leq y\}$; (2) assigning to each $U_x$ the abelian group $\mathcal{F}_x$; and (3) extending this definition to arbitrary open sets [8, Section 4.2], [25, Theorem 6.1].

In the current paper, we are interested in the case when the poset $X$ consists of all axis-parallel hyperplanes in the $m$-dimensional grid $[n_1] \times \cdots \times [n_m]$. Denote by $[n]$ the poset defined on the set $\{x\} \cup \{1, \ldots, n\}$ where $x < y$ iff $x = *$ and $y \in [n]$. Now, we define $X$ as the direct product $[n_1] \times \cdots \times [n_m]$. The poset $X$ is equipped with the following grading function: For every $x = (x_i)_{i \in [m]} \in X$ we put $\dim x := \sum_{i \in [m]} \dim x_i$, where $\dim x_i := 0$ if $x = *$ and $\dim x_i := 1$ otherwise. This allows us to divide $X$ into $m + 1$ levels $X = X(0) \sqcup X(1) \sqcup \cdots \sqcup X(m)$, where

\(^{15}\)Sometimes when it does not cause confusion we omit the indexes in the boundary maps $\partial_i$ and simply write $\partial$ instead of $\partial_i$.

\(^{16}\)The direct product of posets $(X_1, \leq_1), \ldots, (X_m, \leq_1)$ is the set $X_1 \times \cdots \times X_m$ with the partial order $\leq$ defined by the rule: $(x_1, \ldots, x_m) \leq (x'_1, \ldots, x'_m)$ iff $\forall i \in [m]: x_i \leq_1 x'_i$. 
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\(X(i) := \{x \in X \mid \text{dim} \, x = i\}\). In the two-dimensional case (i.e., \(m = 2\)), one can identify \(X\) with different parts of an \(n_1 \times n_2\) matrix \(M\): \(X(2)\) is the index set of the \(n_1n_2\) individual elements \(M(i,j); X(1)\) is the index set for \(n_1\) rows \(M(i,:)\) and \(n_2\) columns \(M(:,j)\); and \(X(0)\) is the index set for the one element representing the entire matrix \(M(\cdot,\cdot)\).

Note that such posets naturally arise as local neighborhoods of the vertices in the Cartesian product\(^{17}\) \(G_1 \times \cdots \times G_m\) of \(m\) simple \(n_i\)-regular graphs and other cubical complexes having the same structure locally (e.g., the complexes from \([36]\) obtained as finite coverings of graph products).

Indeed, one can represent each local neighborhood in the \(n_i\)-regular graph \(G_i\) as the poset \([n_i]\), where \(*\) denotes the vertex, while the elements of \([n_i]\) represent the \(n_i\) connected to this vertex edges. Hence the local neighborhood of a given vertex \(v\) in \(P = G_1 \times \cdots \times G_m\), defined as the subposet \(\text{st}_v P:= \{x \in X \mid v \leq x\}\), is clearly isomorphic\(^{18}\) to the graded poset \(X = [n_1] \times \cdots \times [n_m]\). Moreover, if we decrease the dimension of each element in \(P_v\) by one, then the obtained graded poset can be identified with a link of \(v\) in \(P\), which geometrically can be viewed as the intersection of a sufficiently small \(m\)-dimensional sphere around \(v\) with the geometrical realization of \(P\). It is not hard to check that this link is just the clique complex \(X(K_{n_1,\ldots,n_m})\) of the complete \(m\)-partite graph \(K_{n_1,\ldots,n_m}\). Indeed, every tuple \((x_1,\ldots,x_m) \in X\) corresponds to the simplex

\[
\{x_i \mid x_i \neq *, i \in [m]\} \subseteq [n_1] \sqcup \cdots \sqcup [n_m]
\]

from \(X(K_{n_1,\ldots,n_m})\). For example, in the mentioned above two-dimensional case, the link is the complete bipartite graph \(K_{n_1,n_2}\) (viewed as a 1-dimensional simplicial complex), where the edges correspond to the elements of the matrix, the vertices to the rows and columns, and the empty set \(\emptyset\) to the entire matrix.

Let \(X\) be some finite poset, which we are going to use as an index set. If a vector space \(C\) is the direct sum \(\bigoplus_{x \in X} F_x\) of a collection of vector spaces \((F_x)_{x \in X}\), then we can consider the elements of \(C\) as formal sums \(\sum_{x \in X} a_x x\) of elements from \(X\), where for every \(x \in X\) the coefficient \(a_x\) is from the vector space \(F_x\) called the local coefficient space of \(x\) or the stalk of \(F\) at \(x\) when we view \(F\) as the cellular sheaf. In such cases, we also denote the vector space \(C\) by \(FX\) or by \(AX\) when all the local coefficient spaces are equal to the same space \(A\). If each local coefficient space \(F_x\) comes with a distinguished basis \(\tilde{F}_x\), then we assume that the distinguished basis for \(FX\) is the set \(\{ax \mid a \in \tilde{F}_x, x \in X\}\), in which case we say that \(FX\) is based.

Consider a based chain complex \(C = FX\) over \(F_q\). Let \(a = \sum_{x \in X} a_x x \in C\), where each coefficient \(a_x\) is from the based vector space \(F_x\) over \(F_q\). We denote by \(\text{wt}(a)\) the standard Hamming weight of \(a\), considered as a vector over \(F_q\). We also consider the block weight \(\text{wt}_X(a)\) defined as the number of non-zero blocks in \(a\), viewed as a block vector \((a_x)_{x \in X}\), i.e., \(\text{wt}_X(a) := |\text{supp}_X a|\), where \(\text{supp}_X a := \{x \in X \mid a_x \neq 0\}\).

To every linear code \(C \subseteq F_q^n\) defined by the encoding map \(g: F_q^k \rightarrow F_q^n\) (i.e., \(\text{im} \, g = C\), \(\text{rk} \, g = k\)) we can assign the complex

\[
C(g) := \langle F_q^k(*) \xrightarrow{g} F_q^n \rangle,
\]

where we assume the straightforward isomorphisms \(F_q^k(*) \cong F_q^k\) and \(F_q^n \cong F_q^n\). We can describe

\[^{17}\text{We assume that a graph } G = (V,E) \text{ is represented by a two-level graded poset } V \sqcup E, \text{ where } v < e \text{ if and only if the vertex } v \text{ is incident to the edge } e, \text{ and the Cartesian product of graphs is represented by the direct product of their posets.}\]

\[^{18}\text{Recall that two graded posets are } \text{isomorphic} \text{ if there exists a one-to-one map respecting the order and the grading.}\]
Figure 2: Local system for $\mathbf{C}(g_1, g_2)$.

$\mathbf{C}(g)$ by the local system $\mathcal{F}$ on the poset $[n]$ defined as

$$
\mathcal{F}_x := \begin{cases} 
\mathbb{F}^k & x = *; \\
\mathbb{F}_q & x \in [n],
\end{cases}
$$

and $\mathcal{F}_{* \to i} := x \mapsto (gx)_i$, where $|i|$ denotes the projection on the $i$-th coordinate.

Given a collection of codes $\mathcal{C}_1, \ldots, \mathcal{C}_m$ defined by the corresponding encoding maps $g_1, \ldots, g_m$ we can consider the tensor product complex $\mathbf{C}(g_1, \ldots, g_m) := \mathbf{C}(g_1) \otimes \cdots \otimes \mathbf{C}(g_m)$. This tensor product complex can also be described by a local system on the poset $X = [n_1] \times \cdots \times [n_m]$ defined above. It is not hard to check that the code $\mathcal{C}_1 \boxplus \cdots \boxplus \mathcal{C}_m$ corresponds to the space of $m$-coboundaries $B^m$ of the complex $\mathbf{C}(g_1, \ldots, g_m)$. Moreover, the collection $(\mathcal{C}_i)_{i \in [m]}$ is $\rho$-product-expanding iff $\mathbf{C}(g_1, \ldots, g_m)$ is a coboundary expander in the following sense: For every $c \in B^m$ we have

$$
\rho m \cdot \min_{a \in \mathcal{C}^{m-1}: \delta a = c} \|a\| \leq \|c\|, 
$$

where $\delta : \mathbf{C} \to \mathbf{C}$ is the coboundary map of the complex $\mathbf{C} = \mathbf{C}(g_1, \ldots, g_m)$. Here we assume that $n_1 = \cdots = n_m$, and we let

| $\|(gx)_i\|$ |
|---|
| $\frac{1}{|X(i)|} \cdot \text{wt}_X(a)$ if $a \in \mathcal{C}^i$. | For example, in the two-dimensional case, we have the complex shown in Fig. 2. Note that formula 11 can be expressed in a more standard way if we consider the $i$-th Cheeger constant $h_i(\mathbf{C})$ for the complex $\mathbf{C}$ with respect to the norm $\|\cdot\|:

$$
h^i(\mathbf{C}) := \min_{x \in \mathcal{C} \setminus B^i} \frac{\|\delta x\|}{\min_{b \in B^i} \|x - b\|},
$$

Now if we recall that $\mathbf{C}$ is a product of acyclic complexes (all homology groups are trivial in (10)), then by the Künneth formula $\mathbf{C}$ is also acyclic, and hence $B^{m-1} = Z^{m-1}$. Therefore we have

$$
\min_{b \in B^{m-1}} \|x - b\| = \min_{b \in Z^{m-1}} \|x - b\| = \min_{a \in \mathcal{C}^{m-1}: \delta a = c} \|a\|, 
$$

In the general case, we need to use a more general weight instead of $\text{wt}_X(a)$. 
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where $c = \delta x$. Thus equation (11) can be rewritten as $\rho \leq \frac{1}{m} h^{m-1}(C)$. This means that the product-expansion factor for a collection of $m$ codes is equal, up to a normalizing term $1/m$, to the $(m-1)$-th Cheeger constant$^{20}$:

$$\rho(C_1, \ldots, C_m) = \frac{1}{m} h^{m-1}(C).$$

### C Previous Forms of Product-expansion

In this section, we show that the $\rho$-product-expansion corresponds to a strong form of the $(s, m, \beta)$-product-expansion from [36], where $s = \Theta(n^2)$, $m = \Theta(n)$. Let us remind this definition from [36] using the notation of the current work.

A codeword $x \in C = C_1 \boxplus C_2$ is called $\Delta$-minimal if the following conditions hold:

1. $|x(i, \cdot)| \leq d(x(i, \cdot), C_2) + \Delta$ for all $i \in [n]$,
2. $|x(\cdot, j)| \leq d(x(\cdot, j), C_1) + \Delta$ for all $j \in [n]$.

**Definition.** A pair of codes $(C_1, C_2)$, $C_1, C_2 \subseteq \mathbb{F}_q^n$, is called $(s, m, \beta)$-product-expanding if for each non-zero $\beta n$-minimal codeword $x \in C_1 \boxplus C_2$ and for each $A, B \subseteq [n]$ such that $|A|, |B| \geq n - m$ we have $|x(A, B)| \geq s$.

**Lemma 13.** If a pair of codes $(C_1, C_2)$, $C_1 \subseteq \mathbb{F}_q^n$, is $\rho$-product-expanding then it is $(s, m, \beta)$-product-expanding, where $s = \rho^2 n^2/3$, $m = \rho^2 n/6$, $\beta = \rho/3$.

**Proof.** Consider some nonzero $\beta n$-minimal codeword $x \in C_1 \boxplus C_2$. Suppose $|x| < 2s$. In this case by $\rho$-product-expansion we have $x = y + z$ for some $y \in C_1 \otimes \mathbb{F}_q^{A_2}$, $z \in \mathbb{F}_q^{A_1} \otimes C_2$ for some $A_1, A_2 \subseteq [n]$ such that $|A_1| + |A_2| \leq \frac{|x|}{\rho^2} < \frac{2s}{\rho^2} = 2m/3$. We can assume that each row of $z$ from $A_1$ is nonzero and each column of $y$ from $A_2$ is nonzero, otherwise we can take smaller $A_1$ and $A_2$. Then $\min(|A_1|, |A_2|) < mn/3$. Without loss of generality assume that $|A_1| < mn/3$. Consider any nonzero column $y(\cdot, i)$. Since $x(\cdot, i)$ differs from $y(\cdot, i)$ only in rows from $A_1$, we have $|x(\cdot, i) - y(\cdot, i)| \leq |A_1| < mn/3$. Since $y(\cdot, i) \in C_1$, we have

$$|x(\cdot, i)| \geq |y(\cdot, i)| - |x(\cdot, i) - y(\cdot, i)| \geq \frac{2mn}{3} > |x(\cdot, i) - y(\cdot, i)| + mn/3,$$

and we have a contradiction with $\beta n$-minimality of $x$. Hence, $|x| \geq 2s$, therefore for each $A, B \subseteq [n]$ such that $|A|, |B| \geq n - m$ we have $|x(A, B)| \geq |x| - (n^2 - |A \times B|) \geq |x| - n^2 + (n - m)^2 \geq 2s - 2mn = s$.

**Lemma 14.** If a pair of codes $(C_1, C_2)$ is $(s, m, \beta)$-product-expanding, then it is $\rho$-product-expanding with $\rho = \min(\frac{s}{2m^2}, \beta)$.

**Proof.** For a codeword $x \in C_1 \boxplus C_2$ we can define the value

$$\varphi(x) := \min \left\{ |A_1| + |A_2| \mid A_1, A_2 \subseteq [n] : x \in C_1 \otimes \mathbb{F}_q^{A_2} + \mathbb{F}_q^{A_1} \otimes C_2 \right\}.$$
Let us prove by induction on the weight of $x$ that for all $x \in C_1 \boxplus C_2$, $|x| < s$, that the following condition holds
\[ \varphi(x) \leq \frac{|x|}{n \rho}. \] (14)

For a non-zero codeword it is clear that (14) holds. Consider a codeword $x \in C_1 \boxplus C_2$, $|x| < s$. From $(s, m, \beta)$-product-expansion it follows that the weight of $x$ can be decreased by more than $\beta n$ by adding either a column from $C_1$ or a row from $C_2$. Without loss of generality we assume that it is the column $x(\cdot, i)$. Hence there exists $t \in C_1$ such that $|x(\cdot, i) - t| < |x(\cdot, i)| - \beta n$. Now we define
\[ x'(j, k) = \begin{cases} x(j, k), & \text{if } k \neq i, \\ t_j, & \text{if } k = i. \end{cases} \]

Hence we get that $x' \in C_1 \boxplus C_2$, and $x'$ differs from $x$ only in the $i$-th column. Therefore we obtain $|\varphi(x) - \varphi(x')| \leq 1$. But since $|x'| < |x|$, by the induction hypothesis we get $\varphi(x') \leq \frac{|x'|}{n \rho}$. Hence we have
\[ \varphi(x) \leq \varphi(x') + 1 \leq \frac{|x'|}{n \rho} + 1 \leq \frac{|x| - \beta n + \rho m}{n \rho} \leq \frac{|x|}{n \rho}. \]

Now it remains to notice that by definition we have $\varphi(x) \leq 2n$, and therefore for $|x| \geq s$ we obtain $\varphi(x) \leq 2n \leq \frac{|x|}{n \cdot s/(2m)} \leq \frac{|x|}{\rho m}$, i.e., condition (14) holds and the pair of codes $(C_1, C_2)$ is $\rho$-product-expanding. 

## D Upper Bound on Product Expansion Factor

**Proposition 1.** If $(C_1, C_2)$ is $\rho$-product-expanding, where $C_i$ is a linear $[n, k \geq (1 - \varepsilon_i)n, d \geq \delta n]_q$ code. Then we have
\[ \rho \leq \varepsilon_1 \varepsilon_2 + 1/n. \]

**Proof.** Suppose the pair $(C_1, C_2)$ is $\rho$-product-expanding. Let $A_i$ be an information set of the $C_i$, $i \in [2]$. Without loss of generality we can assume that $\varepsilon_1 \leq \varepsilon_2$, i.e. $|A_1| \geq |A_2|$. Let $A'_2$ be a set of
size $|A_1|$ that contains $A_2$. For a set $A$ by $\tilde{A}$ we denote the set $[n] \setminus A$. Consider word $y \in C_1 \boxplus C_2$ obtained as shown in figure 3. By construction we have $|y| \leq \varepsilon_1 \varepsilon_2 n^2 + n$. Suppose $y = y_1 + y_2$ where $y_1 \in C_1 \otimes F_q^{B_2}$, $y_2 \in F_q^{B_1} \otimes C_2$ such that $|y| \geq \rho n(|B_1| + |B_2|)$. Let us estimate $|B_1| + |B_2|$. It is easy to see that to cover diagonal part $y(A_1, A_2')$ we need at least $|A_1|$ rows and columns, hence $|B_1 \cap A_1| + |B_2 \cap A_2'| \geq |A_1| = (1 - \varepsilon_1)n$.

Let $\alpha := \frac{1}{n}(|B_1 \setminus A_1| + |B_2 \setminus A_2'|)$. Then $\alpha \leq \frac{1}{n}(|A_1| + |A_2'|) = 2\varepsilon_1$, $|y| = |A_1| + |y(\tilde{A}_1, \tilde{A}_2)| \leq n + \min(\alpha n \cdot \varepsilon_2 n, \varepsilon_1 \varepsilon_2 n^2)$. Then we have

$$\rho \leq \frac{|y|}{n(|B_1| + |B_2|)} \leq \frac{n + \varepsilon_2 \min(\alpha, \varepsilon_1) n^2}{n(n - \varepsilon_1 n + \alpha n)} \leq \frac{1}{n} + \frac{\varepsilon_2 \min(\alpha, \varepsilon_1)}{1 - \varepsilon_1 + \alpha} \leq \frac{1}{n} + \varepsilon_1 \varepsilon_2. \quad \Box$$

From the proof it is easy to see that this bound is not tight except for the degenerate case $\varepsilon_1 \varepsilon_2 = 0$ since we used not very accurate bounds for the weight of the diagonal part of the matrix. Moreover, for large fields, we can use different field elements on the diagonal to make some additional elements in $y(\tilde{A}_1, \tilde{A}_2)$ equal to zero. However, it is not possible to obtain in this way bounds lower than $\varepsilon_1 \varepsilon_2$. 
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