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ABSTRACT

Nowadays, recommendation systems play an indispensable role in many fields, including e-commerce, finance, economy, and gaming. There is emerging research on publication venue recommendation systems to support researchers when submitting their scientific work. Several publishers such as IEEE, Springer, and Elsevier have implemented their submission recommendation systems only to help researchers choose appropriate conferences or journals for submission. In this work, we present a demo framework to construct an effective recommendation system for paper submission. With the input data (the title, the abstract, and the list of possible keywords) of a given manuscript, the system recommends the list of top relevant journals or conferences to authors. By using state-of-the-art techniques in natural language understanding, we combine the features extracted with other useful handcrafted features. We utilize deep learning models to build an efficient recommendation engine for the proposed system. Finally, we present the User Interface (UI) and the architecture of our paper submission recommendation system for later usage by researchers.

CCS CONCEPTS

• Computing methodologies → Machine learning algorithms;  
Neural networks; Feature selection;  
• Information systems → Recommender systems.
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1 INTRODUCTION

One of the most critical responsibilities of researchers is publishing their latest findings to the scientific community. During the last decades, the number of journals and international conferences is increasing dramatically due to the rapid growth of both science and technology. Up to now, there have been over 13,000 publication venues in computer science [1]. Each place has its specific topics and scopes, and sometimes, organizers or editors update its research topics to attract more submissions from various scientists. For this reason, researchers have a vast array of options for their paper submission and must try to select the most suitable one that is appropriate to the quality of their scientific work as well as increasing the chance of acceptance. This scenario may even occur for researchers who want to explore new domains, work on interdisciplinary projects, or simply don’t have much experience. Subsequently, an efficient paper submission recommendation system is essential to assist authors by providing useful information and suggesting the most relevant journals or conferences for a given manuscript. Recently, there exists several paper submission recommendation systems from different publishers. Publishers such as IEEE1, Springer2, and Elsevier3 created their systems to help authors quickly determine conferences and/ or journals for submissions. Similarly, domain-specific systems PubMender4 [2] and Wang et al.5 [1] focus on recommending within a specific field of research.

In this work, we present a new framework for building a paper submission recommendation system for two research domains; mathematics and computer science. We propose different types of features by applying Chi-square statistics, Term Frequency-Inverse
Document Frequency (TF-IDF), and neural networks to select the most influential vocabularies. Subsequently, we train appropriate learning models for developing the recommendation engine. Our current model [3] achieves quite good results and outperforms the state-of-the-art methods in the dataset used in [1]. We aim at applying other contemporary deep learning techniques for continuously improving the recommendation system for paper submission. Subsequently, we describe the architecture of our recommendation system in details to develop the corresponding demo for a paper submission recommendation platform.

2 RELATED WORK

There have been recent works related to the research of building the recommendation system for paper submission. Wang and co-workers extract useful information from the abstract of a given manuscript for suggesting top relevant conferences or journals in computer science. Feng and co-authors [2] utilize deep learning methods to learn suitable recommendation models for the paper submission recommendation problem. Typically, they use pre-trained Word2Vec embeddings and convolutional neural networks to extract deep features and then make predictions. They specialize in biomedical publication venues with a dataset of 880,165 papers from 1,130 journals in PubMed Central. Pradhan and Pal [4] propose a more comprehensive scholarly venue recommendation system that integrates social network analysis and contextual similarity. They consider the following features: centrality measure calculation, citation and co-citation analysis, topic modeling based contextual similarity, and key-route identification based primary path analysis of a bibliographic citation network. The experimental results on the Microsoft Academic Graph (MAG) dataset show that their proposed method outperforms state-of-the-art recommendation techniques. It is worth noting that the paper submission recommendation system is interesting, and there is still room for improvement. Context-based systems prioritize simplicity and speed, but with recent advances in computational engines, more complex and robust methods are practical. Network-based analysis, although exploiting more handy features, requires more personal information or more complex inputs.

On the other hand, there are recommendation systems for paper submission that are available for public usage. IEEE Publication Recommender accepts keywords, key phrases, or article titles as input data of its search engine. This system also supports automated keyword extraction from articles and has an optional filter by date. Springer Nature Journal suggester requires users to insert the manuscript title, the manuscript text, and select the subject areas to find the top relevant Springer and BMC journals related to that manuscript. Similarly, Elsevier Journal Finder needs the manuscript title, the corresponding abstract, optional keywords, and the field of research to return the most relevant Elsevier journals for a given submission.

3 OUR PROPOSED SYSTEM

In this section, we introduce our proposed method to construct a paper submission recommendation system in different fields of research.

Our system primarily aims to support researchers to get more useful information and then make the best decision when choosing an appropriate conference or journal to submit their work. To this aim, there are several tasks during the implementation of such a system. For each research topic (such as, e.g., computer science or mathematics), we find the list of existing journals and all papers that are published in these journals to create the corresponding dataset for training and testing the performance of the recommendation engine. After that, we investigate the most appropriate recommendation model by using all data collected and then integrate it into a recommendation server. This recommendation server can listen to APIs (application program interfaces) from a web application, which has a convenient user interface (UI) such that users (researchers) can easily insert the necessary information of their submission and get the computed results. Figure 1 depicts the proposed framework of our paper submission recommendation system.

3.1 Data Collection

We consolidate data from available online resources, directly from publication venues or via third parties. Regarding papers, we collect all information about the title, authors, the abstract, keywords, publication dates, DOI, the publication venue, and others. We implement crawling tools for gathering data from each resource. Concerning each publication venue, we also accumulate the corresponding name, scope, indexes, the impact factor, the venue ranking, the venue location, important dates, and others manually. In the end, we can get two datasets for two research fields, including computer science and mathematics. Typically, the computer science dataset is provided by the work of Wang et al. [1]. This dataset contains 14,012 research papers, which are split into 65 different categories (journals or conferences). The remaining dataset consists of 392,894 articles related to Mathematics/Quantitative dataset from the publisher Springer.

3.2 Modeling

In the modeling procedure, we investigate different recommendation models by conducting multiple experiments and comparing the performance of various algorithms to choose the best model for the implementation. Generally, there are two popular approaches to construct an appropriate learning model, which are handcrafted-feature-based and deep-learning-based.

3.2.1 Handcrafted-feature-based modeling. The recent work of our investigation into paper submission recommendation systems has achieved excellent performance, which outperforms the state-of-the-art algorithms on the computer science dataset [3].

Firstly, all input data is pre-processed in the system using the following technique. For each title and abstract, we remove numbers, punctuation marks, and stop-words, which may carry little information or even create more noise for the problem. It is important to emphasize that English words often have several morphemes, such as prefixes, suffixes, and base words. Typically, words that share base words almost have the same meaning. To get most out of this, we use Porter Stemmer library (in NLTK package) to break down words into their word-stems. It is worth noting that for keywords, authors often come up with phrases that already exist in various conferences or journals.
Secondly, we aim to convert texts into suitable weighted vector representations. TF-IDF is an appropriate choice since it can capture the importance of a token according to its frequency. However, since abstracts are often lengthy, there is an abundant amount of unique tokens. As a result, we apply Chi-square statistics to score those tokens and select top vocabularies, which are most valuable for each category. This procedure generates a vocabulary $W_A$ for abstract tokens. At the same time, we do not apply chi-square and create a vocabulary $W_T$ containing all title tokens. Using only tokens from $W_T$ and $W_A$, both title and abstract of the manuscript are converted into vectors by TF-IDF. On the contrary, keywords are entirely meaningful and well processed so we encode keywords by one-hot vectors.

Finally, all vectors computed from different inputs are concatenated and fed into a machine learning model. In our experiments, a small neural network is used. This network has one single hidden layer of 200 units. The output layer contains a number of neurons equal to publication venues. Importantly, this network is well trained by using the stochastic gradient descent algorithms.

3.2.2 Deep-learning-based modeling. Deep learning models have been proven to be ubiquitously useful in many natural language processing tasks. Pre-training techniques, such as Word2Vec, Glove, Fasttext, ELMo, BERT, or XLNet [5–10], are playing a crucial role in solving many problems. Consequently, deep-learning architectures can make a significant contribution to the robustness and effectiveness of a system.

In this system, we implement various techniques that are most suitable for each part. In specific, pre-training word-level embedding may be used to vectorize keywords of the manuscript, keywords of the venue’s domains or words in a full sentence for better word presentations. Generally, word2vec or Glove are designed to capture linguistic contexts of words but ignore the morphology of the words. For this reason, they rarely handle unseen words. In contrast, Fasttext takes the advantage of sub-word information to compute word representations that may not appear in the training data. On the other hand, deeper pre-training bidirectional models make use of a very large corpus on generalizable tasks to encode the whole context and that can be reusable on downstream tasks like ours. We use these models to deal with the context of documents, like titles or abstracts. Each of these methods has its own input normalization, some appropriate pre-processing to the inputs may be applied to improve the performance of the system. Overall, our end-to-end model architecture has different components that are responsible for different inputs. Then, a classifier can utilize all the components to make a final prediction. The classifier architecture may be a simple multi-layer feed-forward neural network, stacked recurrent layers, DeepFM, Wide&Deep, or stacked transformers [11–13].

3.3 System Architecture

Figure 2 depicts the architecture of our paper submission recommendation platform. As mentioned previously, we collect various datasets, including journal articles and conference papers, and train the most suitable recommendation engine for the platform. After this step, we integrate this recommendation engine into a recommendation server. This server can be deployed in a cloud server providing necessary APIs such that the web/mobile application can easily get the top relevant journals or conferences by giving enough information related to the title, the abstract, and the list of keywords from a given submission. A user can access the paper submission recommendation platform via a web/mobile app for necessary information.

3.4 User Interface

The User Interface (UI) of our paper submission recommendation system is shown in Figure 3. In this UI, one user can easily insert necessary information into the search bar, run the query, and get the results for our recommendation model which is a list of target venues. There are two main components in the recommendation system for paper recommendation. The web application can collect necessary information of each manuscript and then run the query to get the corresponding results. The recommendation server is integrated with our proposed algorithm and returns useful results via APIs.

4 CONCLUSION

We have presented a new recommendation system for paper submission target venues. We have also shown how to build this system by collecting data, processing data, investigating the most suitable algorithm, and integrating the recommendation algorithm into a recommendation server with an appropriate architecture and UI. In the future, we plan to enhance the performance of this platform and add more useful features for users.
Figure 2: The proposed architecture for our paper submission recommendation system.

Figure 3: The proposed user interface for our paper submission recommendation system.
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