Bulk reconstruction in moduli space holography
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ABSTRACT: It was recently suggested that certain UV-completable supersymmetric actions can be characterized by the solutions to an auxiliary non-linear sigma-model with special asymptotic boundary conditions. The space-time of this sigma-model is the scalar field space of these effective theories while the target space is a coset space. We study this sigma-model without any reference to a potentially underlying geometric description. Using a holographic approach reminiscent of the bulk reconstruction in the AdS/CFT correspondence, we then derive its near-boundary solutions for a two-dimensional space-time. Specifying a set of $Sl(2,\mathbb{R})$ boundary data we show that the near-boundary solutions are uniquely fixed after imposing a single bulk-boundary matching condition. The reconstruction exploits an elaborate set of recursion relations introduced by Cattani, Kaplan, and Schmid in the proof of the $Sl(2)$-orbit theorem. We explicitly solve these recursion relations for three sets of simple boundary data and show that they model asymptotic periods of a Calabi-Yau threefold near the conifold point, the large complex structure point, and the Tyurin degeneration.
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1 Introduction

In recent years the study of general constraints on effective theories that can be coupled to quantized gravity has received much attention, culminating in a vast network of 'swampland conjectures' [1, 2]. These conjectures have been mostly tested in string theory and highlight the observation that the known effective theories arising from string theory are not generic.
This should be contrasted with the fact that there is an immense number of possibilities for connecting string theory with a four-dimensional theory, for example, by choosing different compactification geometries. One approach to uncover the special properties of effective theories arising from string compactifications is to consider the behaviour of their effective theories when taking limits in scalar field spaces. This lead to a prominent set of swampland conjectures and emergence proposals [3–9] that describe the behaviour and validity of the effective theories when moving to an asymptotic boundary after traversing an infinite geodesic distance. Furthermore, it is long known [10, 11] that also finiteness statements about the number of flux vacua are dependent on the asymptotic behaviour of the effective theory when approaching the boundary of field space. Taken together this provides motivation to develop new strategies to determine and characterize the structure of field spaces and effective theories with a focus on their asymptotic properties.

Recently, it was proposed in [12] to develop a holographic description of the near-boundary effective theories. More concretely, it was suggested that the properties of certain supersymmetric near-boundary effective theories are determined holographically from a constrained set of boundary data and the solutions to an auxiliary bulk action principle [12–14]. This action is a non-linear sigma-model with a space-time that is the field space, or rather moduli space, of the effective theory while the target space is a certain coset space built out of the dualities and symmetries of the theory. The most direct applications of these ideas lie in constraining the form of the vector sector in general four-dimensional $\mathcal{N} = 2$ supergravity theories [5, 12–14]. More indirectly the holographic approach can also be applied for certain scalar potentials in $\mathcal{N} = 1$ supergravity actions that naturally appear in flux compactifications [12, 15]. There are two perspectives that one can take on this ‘moduli space holography’. First, one can use it as an alternative way to study moduli spaces appearing in geometric compactifications of string theory. Most notably, it applies rather directly to the moduli spaces of Calabi-Yau manifolds in any dimension and has been used to investigate various swampland conjectures, see e.g. [5, 8, 15–23]. Second, it can be viewed abstractly with no reference to any geometric realization and studied as a sigma-model whose solutions with special boundary conditions admit some remarkable features. We will mostly take the latter perspective in this work, extend the ideas of [12], and show that they are applicable in concrete examples.

To give a concrete description of the model we constrain ourselves to an auxiliary matter bulk theory with a space-time being a real two-dimensional manifold. The matter field is valued in a non-compact group $G_R$, which preserves a bilinear form on a finite-dimensional Hilbert space. Focusing on the non-linear sigma-model action for the matter fields, we find that it enjoys both global and local symmetries turning the resulting target space into a coset construction reminiscent of a WZW model. Being group-valued, the matter field acts as an operator on a finite-dimensional Hilbert space. One of the crucial aspects of the construction is that the Hilbert space enjoys a decomposition into a finite number of complex vector spaces, which can be thought of as assigning a background charge $Q$ to the various spaces. In the geometric settings this corresponds to the Hodge decomposition of the cohomology groups of a Kähler manifold. Much of the intricacy of our model comes from the interplay between the near-boundary behaviour of the bulk
matter fields and the boundary charge decomposition of said Hilbert space. Within this setting our aim is to find near-boundary solutions for the matter fields in a two-dimensional background metric that is flat up to a general overall Weyl factor. Furthermore, we require that the solutions admit a global continuous symmetry, obey a special $Q$-constraint, and match a set of \( \text{Sl}(2, \mathbb{R}) \) boundary conditions. The appearance of an \( \text{Sl}(2) \)-symmetry is consistent with the asymptotic behaviour of a natural metric on two-dimensional moduli spaces known as the Hodge metric.\(^1\) The latter can be constructed from the conserved currents associated to the global symmetry of the action, when evaluated on a solution to the equations of motion, and asymptotes to the Poincaré metric, which is invariant under an \( \text{Sl}(2) \) isometry group. We will find that these solutions admit remarkable properties and provide, in special geometric situations, asymptotic models for the periods of Calabi-Yau manifolds.

A crucial restriction on the considered solutions is provided by the matching with a set of \( \text{Sl}(2, \mathbb{R}) \) boundary data. This boundary information consists of five special operators \( Q_\infty, N^+, N^0, N^- \) and \( \delta \), which act on, and define, the boundary Hilbert space. The charge operator \( Q_\infty \) decomposes this Hilbert space into various charge eigenspaces and induces a well-defined inner product. The operators \( N^+, N^0 \) and \( N^- \) form a \( \mathfrak{sl}(2, \mathbb{R}) \)-triple, which can be thought of as a completion of the asymptotic global symmetry enjoyed by the considered set of solutions. By complexifying the algebra the \( \mathfrak{sl}(2) \)-triple can be used to further refine the split of the Hilbert space through a highest-weight decomposition that is compatible with the charge-decomposition. Finally, the phase operator \( \delta \) is crucial in order to uniquely fix the bulk solution. It controls the subleading corrections in the \( 1/y \) expansion of the solutions with the boundary located at \( y = \infty \). Note that the boundary data \( Q_\infty, N^+, N^0, N^- \) together with the sigma-model groups \( G_{\mathbb{R}} \) can be classified using \( \text{Sl}(2) \)-representation theory [24, 25]. Within this vast set of possible boundary configurations we introduce a special subclass that we call being of Calabi-Yau type. It will be these special types of boundary data that we later connect with period integrals for a set of Calabi-Yau threefold examples.

With a detailed understanding of the bulk theory and boundary data, we set out to solve the equations of motion by reproducing large parts of the proof of the \( \text{Sl}(2) \)-orbit theorem by Schmid [26] and Cattani, Kaplan, and Schmid (CKS) [27], albeit in a slightly different formulation. We first note that the equations of motion of the bulk theory reduce to Nahm’s equations when evaluated for the solutions satisfying the specified asymptotic constraints. The strategy is to then decompose the bulk fields according to the charge associated to \( Q_\infty \), and the weight and highest-weight associated to the \( \mathfrak{sl}(2, \mathbb{C}) \) acting on the Hilbert space at the boundary. This leads to a system of coupled recursion relations for the various components of the bulk field, which we term the CKS recursion relations [27]. We will review the \( \text{Sl}(2) \)-representation theory that ensures the recursive properties of these relations and recast them in a useful basis for explicit computations. We then find that the recursion is so restrictive that the leading behaviour determined

\(^{1}\)Although we will not discuss the coupling to gravity of the model, we note that two different proposal for including gravity have appeared in [14] and [12], in which the Hodge metric plays an important role.
by the \( \mathfrak{sl}(2) \)-boundary condition, together with a single matching condition involving the phase operator, fixes all terms subleading in the near-boundary expansion uniquely. The construction of the near-boundary solutions starting from the boundary data is reminiscent of the bulk reconstruction methods employed in the AdS/CFT duality \([28–30]\). We are considering massless fields, which simplifies the analysis, but note that the highly non-trivial structure arises due to the non-canonically normalized kinetic terms in the action. This issue arises similarly in the holographic study of WZW models, see e.g. \([31]\). Let us stress that our approach differs both conceptually and technically from applying the AdS/CFT correspondence directly to the effective theories. This latter strategy has been successfully applied to testing swampland conditions in \([32–46]\).

To elucidate these general consideration we will present a set of three simple examples with Calabi-Yau type boundary conditions. We explicitly solve the CKS recursion relations and determine the bulk matter fields, containing all polynomially sub-leading corrections in powers of \( 1/y \) near the boundary \( y = \infty \). We then explain how the bulk field solutions determine the asymptotic form of period integrals of general Calabi-Yau threefolds with a one-dimensional complex structure moduli space. In fact, we find that the three considered examples exactly capture the three possible degenerations of such Calabi-Yau threefolds with unipotent monodromy, namely the conifold point, the Tyurin degeneration, and the large complex structure point. This exemplifies the fact that a rather simple set of algebraic boundary data fixes an infinite series of subleading corrections in the period vectors.

The paper is structured as follows. In section 2 we introduce the bulk theory defined on a real two-dimensional space-time. In particular, we write down an action for the bulk matter fields, discuss its symmetries and derive the equations of motion. We also describe some aspects of the geometry of the moduli space to motivate the particular class of solutions we will be considering. In section 3 we introduce the boundary data in detail and highlight the key properties that are required for the bulk reconstruction. Furthermore, the induced decomposition of the Hilbert space and its operators is discussed, together with a classification of the data. In table 1 one may find the complete set of data that is used in this work. The main body of our work is comprised of sections 4 and 5. In section 4 we give a detailed account of how the equations of motions are rewritten in terms of the CKS recursions and how the boundary data enters as an initial conditions in these recursions. Then in section 5 we solve the CKS recursion explicitly for the three examples. Finally, in section 6 we describe the relation between the bulk fields and the period vector, by translating our description back to the Hodge-theoretical setting. There are two appendices. In appendix A we have collected some computations on the \( Q \)-constraint and what it imposes on the input data of the CKS recursion. In appendix B one may find some explicit expressions that are used for the bulk reconstruction for \( IV_1 \) boundaries.

2 The bulk theory

In this section we introduce the bulk matter theory and describe the set of solutions to the classical field equations that will be studied in the remainder of this work. The bulk action is a two-dimensional non-linear sigma-model of a group-valued matter field acting
on a finite-dimensional Hilbert space and will be introduced in section 2.1. We discuss the symmetries of this theory and note that gauge equivalent matter field configurations live in a coset space \( G_R/M \). In section 2.2 we will then specify the considered asymptotic solutions that admit a global symmetry parametrized by a nilpotent matrix \( N^- \). These solutions turn out to be uniquely fixed by a set of boundary data consisting of an \( \mathfrak{sl}(2) \)-algebra and two special operators, which are introduced later in section 3.

Note that the constructions presented here are motivated by the behaviour of period maps from a moduli space into the arithmetic quotients \( \Gamma \backslash G_R/M \). The considered action can be viewed as the two-dimensional generalization of the action introduced in [47] that encodes Nahm’s equations. It can also be derived as an action encoding the \( tt^* \) equations [13].

2.1 The bulk matter action

In this section we introduce the bulk theory for a group-valued matter field \( h \). It is given by a non-linear sigma-model on a two-dimensional space \( M \), the moduli space, and a target space being a real group \( G_R \). This real group is defined by its action on some finite dimensional complex vector space \( H \) and required to preserve a bilinear product \( \langle v, w \rangle \) on \( H \), i.e. we require

\[
g \in G_R : \quad \langle gv, gw \rangle = \langle v, w \rangle.
\]  

(2.1)

Here we note that \( G_R \) need not comprise the full symmetry group of the bilinear product. To define the sigma-model, we also introduce a special inner product \( \langle v | w \rangle \), which renders \( H \) into a Hilbert space. This inner product is induced by an operator \( Q \in i g_R \) that defines a split of \( H \) into \( D+1 \) vector spaces

\[
H_q, \quad q = -\frac{D}{2}, -\frac{D}{2} + 1, \ldots, \frac{D}{2},
\]  

(2.2)

where \( D \) will be called the weight associated to the Hilbert space \( H \). We can think of \( q \) as being the charge of a state in \( H_q \), i.e. we have

\[
| w \rangle \in H_q : \quad Q| w \rangle = q| w \rangle,
\]  

(2.3)

where we have used bra-ket notation to denote states in \( H \). Note that by definition \( \bar{Q} = -Q \), which implies that all eigenstates with non-vanishing real charge are complex. Given such a charge operator \( Q \) the inner product \( \langle v | w \rangle \) is defined as

\[
\langle v | w \rangle := \langle \bar{v}, e^{\pi i Q} w \rangle.
\]  

(2.4)

This inner product allows us to associate to each operator \( O \) acting on \( | w \rangle \) an adjoint operator \( O^\dagger \).

We are now in the position to introduce the sigma-model action for the fields \( h \). In order to do this we denote by \( \sigma^\alpha, \alpha = 1, 2 \) real local coordinates on \( M \) and define \( g_{\alpha \beta} \) to be a background metric on \( M \). The action that we consider for the matter field takes the form

\[
S_{\text{mat}}(h) = \frac{1}{4} \int_M d^2 \sigma \sqrt{g} g^{\alpha \beta} \text{Tr} \left( h^{-1} \partial_\alpha h + \left( h^{-1} \partial_\alpha h \right)^\dagger \right) \left( h^{-1} \partial_\beta h + \left( h^{-1} \partial_\beta h \right)^\dagger \right),
\]  

(2.5)

\[ -5 - \]
where the trace is evaluated by using the inner product $\langle v|w \rangle$ defined in (2.4). It will later be useful to employ form notation on $\mathcal{M}$, writing e.g. $dh = \partial_\sigma h d\sigma^\alpha$. The action (2.5) can then be written more compactly as

$$S_{\text{mat}}(h) = \frac{1}{4} \int \text{Tr} \left| h^{-1} dh + \left( h^{-1} dh \right)^\dagger h^{-1} \right|^2,$$

(2.6)

where $|A|^2 = A \wedge^* A$ with $^*$ being the Hodge star on $\mathcal{M}$ in the background metric $g_{\alpha\beta}$. Let us stress that $h$ is a group-valued field and thus, in general, combines the degrees of freedom of multiple massless scalar fields. Due to the non-linearity of the action (2.6) in $h$ any simple parametrization of $h$ in terms of scalar fields will result in non-canonically normalized kinetic terms, which highlights the complexity of the model.

Let us point out that this action has two sets of symmetries, which we will discuss in turn. Firstly, we see that (2.6) has a global invariance under left-multiplication $h(\sigma) \rightarrow g_L h(\sigma)$ with $g_L \in G_R$. This global symmetry yields a conserved current of the form

$$J_L = \frac{1}{2} \left[ (dh)h^{-1} + h^{-1}(dh)^\dagger h^{-1} \right].$$

(2.7)

Secondly, one checks that (2.6) has a local invariance under right-multiplication $h(\sigma) \rightarrow h(\sigma)g_R(\sigma)$, with $g_R^\dagger(\sigma) = g_R^{-1}(\sigma)$. The presence of this gauge symmetry shows that the matter action (2.6) actually describes fields in a coset $G/M$, where $M$ consists of the group elements $g_R$ that satisfy the unitarity condition $g_R^\dagger = g_R^{-1}$ with respect to the inner product (2.4). Put differently, $M$ can be realized as the stabilizer of the group element $e^{\pi i Q}$. It is a general result that this always yields a maximal compact subgroup of $G$. In fact, the converse is also true: to each maximal compact subgroup of $G$ one can associate an inner product which is stabilized by it [48].

### 2.2 Near-boundary solutions at the center of the Poincaré disc

We now turn to the study of the solutions to the classical equations of motion of the matter action (2.6). Concretely, we will consider a background metric with the line element

$$g_{\alpha\beta}d\sigma^\alpha d\sigma^\beta = f^2(\sigma) \left[ (d\sigma^1)^2 + (d\sigma^2)^2 \right],$$

(2.8)

where $f(\sigma)$ is a (non-vanishing) function of $\sigma$. It is easy to check that the Weyl factor $f^2$ drops from the action and the equations of motion. As long as we do not couple this theory to two-dimensional gravity, we are thus free to work with any choice of $f(\sigma)$.

In the following we will consider a local patch in $\mathcal{M}$ that can be represented by the punctured Poincaré unit disc or its universal cover, the upper half plane. We will be interested in determining solutions near the puncture of the disc, which is mapped to imaginary infinity in the upper half plane, as depicted in figure 1. Working on the disc we pick complex coordinates $z, \bar{z}$, such that $0 < |z| \leq 1$, with the puncture located at $z = 0$. The upper half plane covering the disc can be parametrized by introducing coordinates

---

2For this one uses the fact that $g^1 = e^{-\pi i Q} g^{-1} e^{\pi i Q}$ for a group element $g \in G$, cf. (2.4).
Figure 1. Local patch in the space $\mathcal{M}$ represented as Poincaré disc, figure (a), and upper half-plane, figure (b). The asymptotic solutions are expanded near the boundary at $z = 0$ in the disc, which is mapped to $t = i\infty$ on the upper half plane.

$\begin{aligned} t = \frac{1}{2\pi i} \log z = x + iy. \end{aligned}$

The metric on the upper half plane can be taken to be the standard Poincaré metric given by

$$g_{\alpha\beta}^{\text{Poincaré}} \, d\sigma^\alpha \, d\sigma^\beta = \frac{1}{y^2} [(dx)^2 + (dy)^2], \quad \sigma^1 = x, \ \sigma^2 = y. \quad (2.9)$$

We note that the precise form of this metric will be relevant when attempting to couple the matter theory (2.6) to a two-dimensional gravity theory that is not Weyl invariant.

Two proposals of coupling of the matter action (2.6) to a gravity theory have been studied in [14] and [12]. In both constructions a special metric on the moduli space, the so-called Hodge metric, played a central role. To see how this metric arises from our general perspective, let us note that one can construct a natural metric $g_{\alpha\beta}(J_L)$ on $\mathcal{M}$ using the conserved currents (2.7) as

$$g_{\alpha\beta}(J_L) d\sigma^\alpha d\sigma^\beta = \text{Tr}[(J_L)_\alpha(J_L)_\beta] d\sigma^\alpha d\sigma^\beta, \quad (2.10)$$

where $(J_L)_\alpha$ denotes the $\alpha$-component of the 1-form $J_L$. We will show in section 4.3 that one can evaluate this metric on a solution of the bulk matter theory and find the general asymptotic form

$$g_{\alpha\beta}(J_L^{\text{sol}}) d\sigma^\alpha d\sigma^\beta = \frac{1}{y^2} \left( c^{(0)} + \frac{c^{(1)}}{y} + \frac{c^{(2)}}{y^2} + \cdots \right) [(dx)^2 + (dy)^2]. \quad (2.11)$$

We find that for all our solutions $c^{(0)} \neq 0$, such that the metric has the leading asymptotic behaviour of the Poincaré metric (2.9). In fact, we will see that concrete expressions for the coefficients $c^{(i)}$ can be derived in terms of the boundary data in (4.5). It was argued in [12, 14] that in geometric settings the metric $g_{\alpha\beta}(J_L^{\text{sol}})$ coincides with the Hodge metric.

Let us now return to analyzing the near-boundary solutions for the bulk theory we have introduced. Evaluating the equations of motion of the action (2.6) in a metric of the form (2.8) yields the equation

$$\sum_{\alpha} \partial_{\sigma^\alpha} \left( h^{-1} \partial_{\sigma^\alpha} h + (h^{-1} \partial_{\sigma^\alpha} h)^\dagger \right) - [(h^{-1} \partial_{\sigma^\alpha} h)^\dagger, h^{-1} \partial_{\sigma^\alpha} h] = 0. \quad (2.12)$$
Our aim is to determine solutions to this equation near the boundary \( y = \infty \). The class of solutions that we determine is constrained by a number of conditions. Firstly, we note that \( h(z, \bar{z}) \) can transform under a monodromy transformation when encircling the center of the disc. More precisely, such a transformation would rotate

\[
h(z, \bar{z}) \rightarrow T h(z, \bar{z}),
\]

when sending \( z \rightarrow e^{2\pi i} z \). Here \( T \) is an element of the monodromy group \( \Gamma \subset G_{\mathbb{R}} \) of \( \mathcal{M} \). The fields \( h(z, \bar{z}) \) are thus single-valued if we work on the quotient \( G_{\mathbb{R}}/\Gamma \). In the following we will assume that \( T \) is unipotent, i.e. that it can be written as

\[
T = e^{N^-},
\]

where \( N^- \) is a nilpotent matrix \( (N^-)^k = 0, k > D \). When formulated in terms of the coordinates \( t = x + iy \) on the covering space of \( \mathcal{M} \), the matter fields \( h \) thus behave as

\[
h(x + 1, y) = e^{N^-} h(x, y).
\]

Clearly, we can obtain this transformation behaviour by setting \( h(x, y) = e^{xN^-} \tilde{h}(y) \) with \( \tilde{h}(y) \) being a periodic function invariant under the shift \( x \rightarrow x + 1 \). In the following we will require that sufficiently close to the puncture the discrete symmetry (2.15) becomes continuous, i.e. that \( x \rightarrow x + c \) for any constant \( c \) is a symmetry of the action (2.6). Together with (2.15) this implies that \( h \) is of the form

\[
h(x, y) = e^{xN^-} \tilde{h}(y).
\]

Solving the equations of motions (2.12) we will thus have to solely determine the \( G_{\mathbb{R}} \)-valued function \( \tilde{h}(y) \).

Finding solutions of (2.12) that take the form (2.16) is still a notoriously difficult task. One additional constraint that we will impose is a compatibility condition of such solutions with \( Q \). Concretely, we will demand that

\[
\begin{align*}
-2[Q, h^{-1}\partial_y h] &= i \left((h^{-1}\partial_x h)^\dagger + h^{-1}\partial_x h\right), \\
[Q, h^{-1}\partial_x h] &= i h^{-1}\partial_y h.
\end{align*}
\]

These conditions imply that \( (h^{-1}\partial_y h)^\dagger = h^{-1}\partial_y h \).

We are now in the position to summarize the equations that we will solve recursively in the remainder of this paper. First, we introduce the following shorthand notation

\[
N^0(y) := -2h^{-1}\partial_y h, \quad N^-(y) := h^{-1}\partial_x h, \quad N^+(y) := (N^-(y))^\dagger.
\]

It is then straightforward to check that (2.12) together with (2.17) imply the differential equations

\[
\partial_y N^\pm = \pm \frac{1}{2}[N^\pm, N^0], \quad \partial_y N^0 = -[N^+, N^-],
\]

and the algebraic conditions

\[
[Q, N^0] = i(N^+ + N^-), \quad [Q, N^\pm] = -\frac{i}{2}N^0.
\]

Note that the differential equations (2.19) are also known as Nahm’s equations. The two equations on the left are automatically solved for \( N^0, N^\pm \) of the form (2.18), while the equation on the right corresponds to the equations of motion (2.12).
3 The boundary data

In this work we will consider solutions to the equations (2.19), (2.20) and determine bulk fields that are of the general form (2.16). We note, however, that these conditions do not fix the bulk solutions entirely. In section 3.1 a set of boundary data is introduced, which fixes the solution uniquely upon imposing a single matching condition (4.46) as is explained in section 4. We then provide a classification of this boundary data in section 3.2 for boundaries of Calabi-Yau type with $D = 3$. This classification applies to moduli spaces of any dimension, and when restricting to two-dimensional moduli spaces there will remain only three non-trivial possibilities, which we call type I$_1$, II$_0$ and IV$_1$. We construct the most general set of boundary data for these three types of boundaries in section 3.3, which will be the starting point for the examples we study later.

3.1 The sl(2) boundary data

We start by discussing the general aspects of the boundary data. The following structures can be extracted from the Hodge theory constructions of [26, 27]. We follow here the presentation of [12], which states the relevant information without reference to Hodge structures. From the mathematical perspective the following presentation uses ideas put forward in [24]. To begin with we require that the vector space $H$ also admits a splitting into vector spaces $H_q$ that is attached to the boundary at $y = \infty$. We encode this splitting by a boundary charge operator $Q_\infty \in i\mathfrak{g}_R$

$$|w\rangle \in H^\infty_q : \quad Q_\infty |w\rangle = q |w\rangle .$$

(3.1)

In order to find well-behaved solutions $h$ that match this boundary splitting, we require that $Q_\infty$ is at most a rotated version of the charge operator $Q$ introduced in (2.3). Concretely, we require that there exists a $\zeta \in \mathfrak{g}_R$ such that $Q = e^{-\zeta} Q_\infty e^{\zeta}$. From $Q_\infty$ one may again construct an inner product via

$$\langle v | w \rangle_\infty := \langle \bar{v}, e^{i\pi Q_\infty} w \rangle .$$

(3.2)

which is simply a rotated variant of the inner product introduced in (2.4).

The second structure that we require to exist on the boundary is an sl(2)-algebra of operators acting on $H$. Recall that we associated a nilpotent matrix $N^-$ to the puncture in (2.14). Also note that there are many ways to pick two other generators $N^+, N^0 \in \mathfrak{g}_R$ such that the triple $N^+, N^0 \in \mathfrak{g}_R$ commute as sl(2) generators. The crucial point here is that we consider a choice that is compatible with the splitting induced by $Q_\infty$. We will formulate the properties of this algebra both in the real and complex setting. The real algebra $\mathfrak{sl}(2, \mathbb{R})$ is generated by $N^\pm, N^0 \in \mathfrak{g}_R$ and the complex algebra is generated by $L_{\pm 1}, L_0 \in \mathfrak{g}_C$, satisfying the commutation relations

$$[N^0, N^\pm] = \pm 2 N^\pm, \quad [N^+, N^-] = N^0,$$

(3.3)

and

$$[L^0, L_{\pm 1}] = \pm 2 L_{\pm 1}, \quad [L_1, L_{-1}] = L_0 .$$

(3.4)
The two sets of generators are related by

\[ L_{\pm 1} = \frac{1}{2} (N^+ + N^- \mp iN^0), \quad L_0 = i \left( N^- - N^+ \right). \]

(3.5)

It turns out that there is another way to describe the relation between \( N_0, N^\pm \) and \( L_0, L_{\pm 1} \), namely by a transformation with a group element \( \rho \in G_C \) defined as

\[ \rho = \exp \left[ \frac{i\pi}{4} (N^+ + N^-) \right] = \exp \left[ \frac{i\pi}{4} (L_1 + L_{-1}) \right]. \]

(3.6)

It is not hard to check\(^3\) that \( \rho \) allows us to move between the real and complex algebra via

\[ L_{\pm 1} = \rho N_{\pm} \rho^{-1}, \quad L_0 = \rho N_0 \rho^{-1}. \]

(3.7)

The compatibility with \( Q_\infty \) can be formulated as

\[ [Q_\infty, N_0] = i \left( N^+ + N^- \right), \quad [Q_\infty, N^\pm] = -\frac{i}{2} N^0, \]

or

\[ [Q_\infty, L_\alpha] = \alpha L_\alpha, \quad \alpha = \pm 1, 0. \]

(3.8)

(3.9)

A crucial observation is that \( L_0 \) commutes with \( Q_\infty \), which allows us to find a common eigenbasis for the two operators. For this reason we will mostly work with the complex algebra. There is, of course, one more operator which commutes with both \( L_0 \) and \( Q_\infty \), namely the Casimir operator \( L^2 \). It is given by

\[ L^2 = 2L_1 L_{-1} + 2L_{-1} L_1 + (L_0)^2. \]

(3.10)

Let us note that there is another way of interpreting the operators \( L_\alpha, Q_\infty \). In fact, we see that \( \hat{Q} \equiv Q_\infty - \frac{1}{2} L_0 \) commutes with all \( L_\alpha \) and hence we have the algebra

\[ \mathfrak{sl}(2, \mathbb{R}) \oplus \mathfrak{u}(1) : \quad L^n, \hat{Q}. \]

(3.11)

in this work we prefer to work with the charge operator \( Q_\infty \) instead of \( \hat{Q} \), but note that \( \hat{Q} \) does appear naturally in the bulk reconstruction in e.g. (4.7).

Much of our work revolves around solving operator equations, hence it will be extremely useful to split the space of operators using the eigenvalues of \( L^2, L_0 \) and \( Q_\infty \). Concretely, given any operator \( \mathcal{O} \) we may decompose it as

\[ \mathcal{O} = \sum_{0 \leq d \leq D} \sum_{-d \leq s \leq d} \sum_{-D \leq q \leq D} \mathcal{O}^{(d,s)}_q, \]

(3.12)

with

\[ (\text{ad} L)^2 \mathcal{O}^{(d,s)}_q = d(d + 2) \mathcal{O}^{(d,s)}_q, \]

\[ [L_0, \mathcal{O}^{(d,s)}_q] = s \mathcal{O}^{(d,s)}_q, \]

\[ [Q_\infty, \mathcal{O}^{(d,s)}_q] = q \mathcal{O}^{(d,s)}_q, \]

(3.13)

\(^3\)Here one can use the identity for the adjoint actions \( \text{Ad}_{\exp O} = \exp(\text{ad } O) \).
where we have used the shorthand notation \((\text{ad } L)^2\) to denote replacing each left-multiplication in (3.10) with an adjoint action, i.e. we have set

\[
(\text{ad } L)^2 \mathcal{O} := 2[L_1, [L_{-1}, \mathcal{O}]] + 2[L_{-1}, [L_1, \mathcal{O}]] + [L_0, [L_0, \mathcal{O}]].
\] (3.14)

We call \(d, s\) and \(q\) the highest weight, weight and charge of the operator, respectively. In the following, it is sometimes not necessary to perform all three decompositions (3.13). We will then employ the notation

\[
\mathcal{O}^{(l)}_q \equiv \sum_{d \in \mathbb{Z}} \mathcal{O}^{(d,l)}_q, \quad \mathcal{O}^{(d,l)}_q \equiv \sum_{q \in \mathbb{Z}} \mathcal{O}^{(d,l)}_q, \quad \mathcal{O}^{[d]}_q \equiv \sum_{q,l \in \mathbb{Z}} \mathcal{O}^{(d,l)}_q,
\] (3.15)
when we do not perform the highest weight decomposition, the charge decomposition, or only perform the highest weight decomposition, respectively.

Note that in the case we do not perform a charge decomposition, one could also have chosen to perform the highest weight and weight decomposition with respect to the real \(\mathfrak{sl}(2)\)-algebra (3.3). These two decompositions are related precisely by \(\rho\) introduced in (3.6). In other words, if \(\mathcal{O}\) is an operator with weight \(s\) under \(N^0\), then \(\hat{\mathcal{O}} = \rho \mathcal{O} \rho^{-1}\) is an operator with weight \(s\) under \(L^0\), and similarly for the highest weight. In the following we will add a hat to an operator if it is obtained via the transformation with \(\rho\). This is particularly relevant if \(\mathcal{O}\) is a real operator. Such operators are naturally decomposed with respect to the real \(\mathfrak{sl}(2)\)-algebra (3.3) and cannot be an eigenoperator under \(Q_\infty\), unless they are uncharged.

The last boundary operator that we need to introduce is a real operator \(\delta \in \mathfrak{g}_R\). It is an essential part of the boundary data and determines crucially the complexity of the associated bulk solutions. We will call this operator the \textit{phase operator} as in ref. [12]. In accordance with the notation introduced above, we use \(\delta\) to define \(\hat{\delta} = \rho \delta \rho^{-1}\), which is thus an element of \(\mathfrak{g}_C\). The phase operator \(\delta\) or \(\hat{\delta}\) is required to have a number of special properties such that it can be part of a consistent set of boundary data. Firstly, it has to commute with \(L_{-1}\), i.e. we require

\[
[L_{-1}, \hat{\delta}] = 0.
\] (3.17)

Secondly, its components all have weight less than or equal to \(-2\), and charge less than or equal to \(-1\). In other words, we require that it admits an expansion

\[
\hat{\delta} = \sum_{s \leq -2} \sum_{q \leq -1} \hat{\delta}^{(s)}_q.
\] (3.18)

We will show in section 4 that these properties of the phase operator \(\delta\) suffice to fix the associated bulk solution uniquely after imposing one matching condition.
3.2 Classifying boundary data

The data we have just introduced can now be used to classify the boundary data. Recall that a given boundary is characterized by an \( \mathfrak{sl}(2, \mathbb{C}) \)-triple \((L_1, L_0, L_{-1})\), a charge operator \( Q_\infty \) and a phase operator \( \delta \). Since the boundary operators lie in the algebra of \( G_\mathbb{R} \), it is important to stress the dependency of \( G_\mathbb{R} \) on the choice of the bilinear \( \langle \cdot, \cdot \rangle \). Moreover, since \( G_\mathbb{R} \) need not comprise the full symmetry group of the bilinear, there are many choices that can be made, which greatly complicates the classification. Nevertheless, a full classification of allowed groups \( G_\mathbb{R} \) and boundary data has been given by Robles in [24]. As part of this classification one has to classify the charge operator and \( \mathfrak{sl}(2) \)-triple based on the eigenvalues of the weight operator \( L_0 \), the Casimir \( L_2 \) and the charge operator \( Q_\infty \). This classification then captures what spectra are allowed for the operators \( L_2, L_0 \) and \( Q_\infty \) in order to obtain a consistent boundary theory. In other words, it tells us which splittings of the vector space \( \mathcal{H} \) into eigenspaces of these operators have to be considered, which allows us to systematically go through all possible cases.

Let us begin with the splitting of the vector space \( \mathcal{H} \) induced by the charge operator \( Q_\infty \) into \( D + 1 \) eigenspaces as in (3.1), and gather the dimensions of these eigenspaces \( \mathcal{H}_q^{\infty} \) together as

\[
\dim \mathcal{H}_q^{\infty} = (h_{D/2}, h_{D/2-1}, \ldots, h_{-D/2+1}, h_{-D/2}),
\]

These dimensions satisfy \( h_q = h_{-q} \), since under complex conjugation the eigenspaces are related by \( \mathcal{H}_q = \mathcal{H}_{-q} \). The splitting of the vector space \( \mathcal{H} \) into eigenspaces \( \mathcal{H}_q^{\infty} \) is then refined by considering the \( \mathfrak{sl}(2, \mathbb{C}) \)-triple \((L_1, L_0, L_{-1})\). The weight and Casimir operators \( L_0, L_2 \) commute with the charge operator \( Q_\infty \), so the vector space \( \mathcal{H} \) admits a common eigenbasis. We therefore decompose each eigenspace \( \mathcal{H}_q^{\infty} \) as

\[
\mathcal{H}_q^{\infty} = \sum_{0 \leq d \leq D} \sum_{-d \leq s \leq d} (\mathcal{H}_q^{\infty})^{(d,s)}_q,
\]

where for an element \( |d, s; q\rangle \in (\mathcal{H}_q^{\infty})^{(d,s)}_q \) one has

\[
L_0 |d, s; q\rangle = s |d, s; q\rangle,
L_2 |d, s; q\rangle = d(d + 2) |d, s; q\rangle,
Q_\infty |d, s; q\rangle = q |d, s; q\rangle.
\]

One can now use this refined splitting to classify the boundary data. While we will present in section 4 the general formalism to solve the bulk theory for any boundary data, our explicit examples in section 5 will consist of data of a distinguished type, which we call being of Calabi-Yau type:

Calabi-Yau type: \( h_{D/2} = h_{-D/2} = 1 \), \( G_\mathbb{C} = \begin{cases} \text{Sp}(\dim \mathcal{H}, \mathbb{C}), & D \text{ odd,} \\ \text{SO}(\dim \mathcal{H}, \mathbb{C}), & D \text{ even.} \end{cases} \)

From a geometric perspective the first condition is related to the fact that there exists a unique holomorphic \((D, 0)\)-form on a Calabi-Yau manifold of complex dimension \( D \). The

\[\text{In this setting the } h_q \text{ are related to the Hodge numbers } h^{p,q} = \dim \mathbb{C} H^{p,q}(Y_D, \mathbb{C}) \text{ by } h^{p,q} = h_{(p-q)/2}.\]
second condition implies that \( G_R \) comprises the full symmetry group of the bilinear form \( \langle \cdot, \cdot \rangle \), which is (skew-)symmetric for (odd) even \( D \). In particular, we will consider the case \( D = 3 \). For this reason it will be sufficient to review only part of the classification, restricting to the case where we have dimensions \((1, h_{1/2}, h_{1/2}, 1)\) and group \( G_R = \text{Sp}(2 + 2h_{1/2}, \mathbb{R}) \) as in [16, 25].

Based on the eigenvalue of \( H_{3/2} \) under \( L_0 \) we separate into four principal types by

\[
\hat{d}, \frac{3}{2} \in H_{3/2}^\infty,
\]

\[
\begin{cases}
I : \hat{d} = 0, \\
II : \hat{d} = 1, \\
III : \hat{d} = 2, \\
IV : \hat{d} = 3.
\end{cases}
\]

(3.23)

Alternatively this condition can be phrased as that the lowering operator \( L_{-1} \) (or \( N^{-} \)) can act at most \( \hat{d} \) times on an element in the \( q = 3/2 \) eigenspace before vanishing, since it is part of a \( (\hat{d} + 1) \)-dimensional irreducible representation. Note that \( \hat{d} \) is at most equal to three, since applying \( L_{-1} \) also lowers the charge of the state, and \( q \geq -\frac{3}{2} \) when \( D = 3 \).

In the same spirit we can characterize how the \( q = 1/2 \) eigenspace decomposes under the operators \( L_2 \) and \( L_0 \). Note that the decomposition of the \( q = -1/2 \) and \( q = -3/2 \) eigenspaces then follows by complex conjugation. We can encode the splitting of \( H_{1/2}^\infty \) by a single integer \( n \) defined as

\[
\sum_{0 \leq d \leq 3} \dim (H_{1/2}^\infty)^{(d,1)}.
\]

(3.24)

In other words, \( n \) denotes the number of linearly independent states with weight \( s = 1 \) and charge \( q = 1/2 \). It turns out that the principal type and the integer \( n \) together classify all types of boundary splittings of \( \mathcal{H} \), which we denote by

\[
\begin{align*}
I_n, & \quad II_n, & \quad III_n, & \quad IV_n. \quad (3.25)
\end{align*}
\]

Here the range for the index \( n \) changes per principal type and depends on the value of \( h_{1/2} \). For example, for type \( IV_n \) there is at least one vector with weight \( s = 1 \) and charge \( q = 1/2 \), namely \( L_{-1}[3, 3; 3/2] \), hence \( n \geq 1 \). On the other hand, \( n \) cannot exceed the dimension of \( H_{1/2}^\infty \), so \( n \leq h_{1/2} \). One can consider the other principal types in a similar fashion to arrive at the following ranges

\[
\begin{align*}
I_n : \quad 0 \leq n \leq h_{1/2}, & \quad II_n : \quad 0 \leq n \leq h_{1/2} - 1, \\
III_n : \quad 0 \leq n \leq h_{1/2} - 2, & \quad IV_n : \quad 1 \leq n \leq h_{1/2}.
\end{align*}
\]

(3.26)

To close our discussion, let us point out that the phase operator \( \delta \) is not captured by the classification of the boundary data that we have just reviewed. While it is a crucial element of the set of boundary data, it is not involved in the splitting of the vector space \( \mathcal{H} \) into

\footnote{This classification naturally applies to limits in the complex structure moduli space of Calabi-Yau threefolds, and by using mirror symmetry it can be used to characterize limits in Kähler moduli spaces [16, 17]. In turn, it was suggested in [49] that the limit types on the Kähler cone can be combined into graphs to classify the Calabi-Yau threefolds themselves.}
eigenspaces under the operators $Q_{\infty}, L^2, L_0$. Given this data, the phase operators $\delta$ then has to be an operator acting on this splitting that satisfies (3.17) and (3.18). In the next subsection we discuss the simplest situation with $h_{1/2} = 1$ in which the phase operators can be parameterized easily.

3.3 Classifying phase operators in simple Calabi-Yau type settings

Having briefly reviewed the classification of the boundary data associated to $Q_{\infty}, L^2, L_0$, we now want to have a closer look at a certain set of special cases. More precisely, we will consider boundary data of Calabi-Yau type and weight $D = 3$, which also satisfies the condition $h_{1/2} = 1$. This latter assumption will be particularly useful when identifying the allowed phase operators $\delta$ compatible with the algebra obtained from $Q_{\infty}, L_\alpha$. It follows from (3.26) that there are only three possible non-trivial types, namely

$$h_{3/2} = h_{1/2} = 1 : I_1, \ II_0, \ IV_1.$$  \hfill (3.28)

In a geometric realization these boundary data can arise in the complex one-dimensional moduli space of a Calabi-Yau threefold. The boundary types respectively cover the conifold point, the Tyurin degeneration, and the large complex structure point as we will see in detail in section 5. We exclude type $I_0$ because it corresponds to the trivial representation where $L_{-1} = 0$.

In the following we explicitly determine the boundary data associated to the types (3.28). The reader can find the result in table 1. To begin with, recall that for the three boundary types under consideration the group $G_\mathbb{R}$ is given by the symplectic group $\text{Sp}(4, \mathbb{R})$. Its Lie algebra $\mathfrak{sp}(4, \mathbb{R})$ has ten generators, which satisfy

$$X \in \mathfrak{sp}(4, \mathbb{R}) : \ X^T S + SX = 0,$$  \hfill (3.29)

where $S$ represents the symplectic product $\langle \cdot, \cdot \rangle$ on $\mathcal{H}$ by $\langle v, w \rangle = v^T S w$. In particular, all boundary operators, such as the $\mathfrak{sl}(2)$-triple, will be represented by $4 \times 4$ matrices in $\mathfrak{sp}(4, \mathbb{R})$ or its complexification $\mathfrak{sp}(4, \mathbb{C})$. Note that in table 1 we have chosen a different realization of $S$ for each type, simply for convenience.

Let us now outline how the $\mathfrak{sl}(2)$-triples are constructed. The idea is to determine the irreducible $\mathfrak{sl}(2)$-representations fixed by the boundary type. Given this set of states, we can then simply write down generators that produce the corresponding spectrum. For the one-modulus boundaries we find

$$I_1 : \begin{array}{ll}
|0, 0; \frac{3}{2}\rangle, & |1, 1; \frac{1}{2}\rangle, \\
|1, -1; -\frac{1}{2}\rangle, & |0, 0; -\frac{3}{2}\rangle
\end{array},$$

$$\begin{array}{ll}
II_0 : & |1, 1; \frac{3}{2}\rangle, \\
& |1, -1; \frac{1}{2}\rangle, \\
& |1, 1; -\frac{1}{2}\rangle, \\
& |1, -1; -\frac{3}{2}\rangle
\end{array},$$

$$\begin{array}{ll}
IV_1 : & |3, 3; \frac{3}{2}\rangle, \\
& |3, 1; \frac{1}{2}\rangle, \\
& |3, -1; -\frac{1}{2}\rangle, \\
& |3, -3; -\frac{3}{2}\rangle.
\end{array}$$  \hfill (3.30)

These spectra are obtained as follows. The presence of the states $|\hat{d}, \hat{d}; 3/2\rangle$ and their descendants is given by (3.23). Under complex conjugation states $|d, s; q\rangle$ are mapped to $|\hat{d}, -s; -q\rangle$, resulting in an additional set of states for $I_1$ and $II_0$ boundaries related to $|\hat{d}, -\hat{d}; -3/2\rangle$. For $II_0$ and $IV_1$ boundaries this information is already sufficient to fix their
| operator | I<sub>1</sub> | I<sub>0</sub> | IV<sub>1</sub> |
|----------|--------------|--------------|--------------|
| N<sup>+</sup> | \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix} | \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix} | \begin{pmatrix} 0 & 3 & 0 & 0 \\ 0 & 0 & 2 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \end{pmatrix} |
| N<sup>0</sup> | \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \end{pmatrix} | \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix} | \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & -3 \end{pmatrix} |
| N<sup>-</sup> | \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix} | \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix} | \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix} |
| Q<sub>∞</sub> | \begin{pmatrix} 0 & 0 & -\frac{3i}{2} \\ 0 & -\frac{i}{2} & 0 \\ 0 & i & 0 \\ \frac{3i}{2} & 0 & 0 \end{pmatrix} | \begin{pmatrix} 0 & -i & -\frac{i}{2} \\ i & 0 & -\frac{i}{2} \\ i & 0 & -\frac{i}{2} \\ 0 & 0 & 0 \end{pmatrix} | \begin{pmatrix} 0 & -\frac{3i}{2} & 0 & 0 \\ i & 0 & -\frac{i}{2} \\ 0 & 0 & -\frac{i}{2} \\ 0 & 0 & -\frac{i}{2} \end{pmatrix} |
| δ | \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & -c & 0 \\ 0 & 0 & 0 \end{pmatrix} | \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ -c & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} | \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \\ \chi & 0 & 0 \end{pmatrix} |
| S | \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & -1 \\ 0 & 1 & 0 \\ -1 & 0 & 0 \end{pmatrix} | \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ -1 & 0 & 0 \\ 0 & -1 & 0 \end{pmatrix} | \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} |

**Table 1.** Characteristic data for the three possible kinds of boundaries of Calabi-Yau type with weight 3 in two-dimensional (complex one-dimensional) moduli spaces.

spectra. For I<sub>1</sub> boundaries we infer from (3.24) the presence of the states \(|1, 1; 1/2\rangle\) and \(|1, 1; -1/2\rangle\) by the fact that \(n = 1\), which completes the spectrum. One can then take a simple form for the \(\mathfrak{sl}(2, \mathbb{R})\)-triple that has the right set of irreducible \(\mathfrak{sl}(2)\)-representations. By switching to the \(\mathfrak{sl}(2, \mathbb{C})\)-triple via (3.7) and matching the charges according to (3.30) the generators \((L_1, L_0, L_{-1})\) and the charge operator \(Q_\infty\) can then be constructed as well.

Finally we have to construct the phase operator \(\delta\) for the boundaries, so let us briefly recall its properties. The operator \(\delta\) needs to be a real map, an infinitesimal isometry of the symplectic pairing \(S\) and commute with \(N^-\). Furthermore, when we rotate to the complex basis by the transformation \(\rho\) and expand into eigenoperators of \(Q_\infty\) and \(L_0\) it needs to have charge \(1 \leq -q \leq 3\) and weight \(1 + q \leq -s \leq 4 + q\). For I<sub>1</sub> and I<sub>0</sub> boundaries the only map that satisfies these criteria is the lowering operator \(N^-\) itself, so the phase operator...
\( \delta \) is fixed up to an overall proportionality constant \( c \). For \( IV_1 \) boundaries there are two independent maps, either \( N^- \) or the map given for \( \delta \) in table 1. For convenience we have set the component along \( N^- \) to zero. This component simply amounts to a coordinate shift \( y \rightarrow y - c \) for the bulk fields, as will be demonstrated by the bulk reconstruction for the \( I_1 \) and \( II_0 \) boundaries.

4 Bulk reconstruction and the CKS recursion

As announced in section 2.2, we are interested in determining the bulk matter fields \( h \) that satisfy the bulk equations of motion (2.12), admit the near-boundary split form (2.16), and are restricted by the \( Q \)-constraint (2.17). In order to determine such solutions we recall from equation (2.18) that they can be used to define three real operators \( N^0(y), N^\pm(y) \) that satisfy Nahm’s equations (2.19) and the \( Q \)-constraint (2.20). In this section we will describe a procedure developed by Cattani, Kaplan and Schmid (CKS) to iteratively solve these equations and then recover \( h(x, y) \) [27]. More precisely, we first show in section 4.1 that after combining \( N^0, N^\pm \) in a clever way one can translate Nahm’s equations into an intricate set of recursion relations. We explain how the boundary data, namely the \( sl(2) \)-triple and the phase operator \( \delta \), provide the initial conditions of the recursion. This recursion relation can then be solved, which yields a unique solution for \( N^0(y), N^\pm(y) \). Having found a solution for \( N^0(y), N^\pm(y) \) we will then describe in section 4.2 how this leads to a solution for the bulk matter fields \( h(x, y) \). In this section we will show that such solutions take the form

\[
h(x, y) = e^{xN^-} e^\zeta \left(1 + \frac{g_1}{y} + \frac{g_2}{y^2} + \ldots\right) y^{-\frac{1}{2} N^0},
\]

and explain how the matrices \( \zeta, g_k \) and \( N^0 \) are determined in terms of the boundary data.

4.1 The CKS Recursion

In order to determine solutions \( h(x, y) \) to the bulk theory, we first recall from (2.18) that each such \( h(x, y) \) allows us to define an \( N^0(y) \) and \( N^\pm(y) \), which obey the conditions

\[
\begin{align*}
\partial_y N^\pm &= \pm \frac{1}{2} [N^\pm, N^0], \\
\partial_y N^0 &= -[N^+, N^-], \\
[Q, N^0] &= i(N^+ + N^-), \\
[Q, N^\pm] &= -\frac{1}{2} N^0,
\end{align*}
\]

as already given in (2.19) and (2.20). Note that these equations are formulated in the real algebra \( g_\mathbb{R} \) and adapted to the reference charge operator \( Q \) of the bulk theory introduced in section 2.1. In the following we will solve these equations for \( N^0, N^\pm \) and identify solutions that match the boundary data.

In order to match the bulk theory to a set of boundary data we now pick a \( Q \) which is equivalent to \( Q_\infty \) up to an adjoint transformation with an element of \( G_\mathbb{R} \). More precisely, we introduce a \( \zeta \in g_\mathbb{R} \) such that

\[
Q_\infty = e^\zeta Q e^{-\zeta}.
\]

Two comments are in order here. Firstly, we realize that this condition gives a consistency requirement on the \( Q \) used in the bulk theory. Secondly, we will see later on that \( \zeta \) is fixed
via the boundary data for a given $\delta$. As advocated in [12] it will be convenient to also transform the $N^0, N^\pm$ with $\epsilon^\pm$ and $\rho$ defined in (3.6). The latter transformation allows us to work in the complex algebra, which is necessary to discuss eigenoperators under $Q_\infty$ as alluded to in section 3.1. Concretely, we define operators

$$L^\bullet = \rho e^{\epsilon^\pm} N^\bullet e^{-\epsilon^\pm} \rho^{-1},$$

(4.5)

where $\bullet$ stands for either $0$, $+$, or $-$. In terms of these operators the bulk equations of motion take the form

$$\partial_y L^\pm = \pm \frac{1}{2} [L^\pm, L^0], \quad \partial_y L^0 = -[L^+, L^-].$$

(4.6)

Moreover, the $Q$-constraint (4.3) becomes

$$[2Q_\infty - L_0, L^0] = 2i(L^+ + L^-) + i[L_1, L^0] - i[L_{-1}, L^0],$$

$$[2Q_\infty - L_0, L^\pm] = -iL^0 + i[L_1, L^\pm] - i[L_{-1}, L^\pm].$$

(4.7)

Note that this $Q$-constraint does not appear in this form in [27]. However, as was shown in [12], and will be recalled in appendix A, this approach allows us to more easily impose it on the solution.

We now discuss the general procedure to solve (4.6) under the constraint (4.7). Let us recall that the $L^\bullet$ are operators which act on the finite-dimensional Hilbert space $\mathcal{H}$ and may therefore be represented by matrices. Alternatively, one may pick a basis of $\mathfrak{g}_C$ and represent each $L^\bullet$ as a vector with respect to this basis. The main strategy of CKS is to solve Nahm’s equations by combining the $L^\bullet$ into a single vector $\Phi$ as

$$\Phi = \begin{pmatrix} L^+ \\ L^0 \\ L^- \end{pmatrix}.$$

(4.8)

We note that $\Phi$ can either be viewed as a 3-vector with matrices as entries, or as a $(3 \times \dim \mathfrak{g})$-component vector. The former interpretation will be most useful for formal manipulations, whereas the latter will be more practical to use in concrete examples, as we will see in section 5. The reason for introducing $\Phi$ is that one can construct another $\mathfrak{sl}(2)$-triple that acts on it, which allows one to perform further decompositions besides the ones for the separate $L^\bullet$. We will introduce this triple shortly. First, in order to write down Nahm’s equations in terms of $\Phi$, we introduce a bilinear $B$ acting on two vectors $\Phi$ and $\tilde{\Phi}$ as

$$B(\Phi, \tilde{\Phi}) = \frac{1}{4} \begin{pmatrix} [L^0, \tilde{L}^+] - [L^+, \tilde{L}^0] \\ 2[L^+, \tilde{L}^-] - 2[L^-, \tilde{L}^+] \\ [L^-, \tilde{L}^0] - [L^0, \tilde{L}^-] \end{pmatrix}.$$  

(4.9)

Note that $B(\Phi, \tilde{\Phi})$ is symmetric under exchanging $\Phi$ and $\tilde{\Phi}$, hence for $\Phi = \tilde{\Phi}$ this takes the simple form

$$B(\Phi, \Phi) = \frac{1}{2} \begin{pmatrix} [L^0, L^+] \\ 2[L^+, L^-] \\ [L^-, L^0] \end{pmatrix}.$$  

(4.10)

\footnote{In [27] the notation $Q$ is used for the bilinear $B$, whose expressions differ by a choice of basis. Our basis is the same as in [50].}
We readily see that (4.6) can then be written as
\[ \frac{d\Phi}{dy} = -B(\Phi, \Phi). \] (4.11)

To turn the differential equation (4.11) into an algebraic recursion relation we now perform a series expansion of \( \Phi \) around \( y \to \infty \). In order to match the solution to the boundary data, we impose that the leading behaviour of \( \Phi \) is given by
\[ \Phi = y^{-1} \begin{pmatrix} L_1 \\ L_0 \\ L_{-1} \end{pmatrix} + \mathcal{O}(y^{-3/2}). \] (4.12)

In other words, the leading behaviour of \( \Phi \) is given precisely by the \( sl(2) \)-triple \( (L_0, L_{\pm 1}) \) of the boundary data. Indeed, one checks that this ansatz satisfies (4.11) to leading order in \( y^{-1} \). To parametrize possible sub-leading terms in \( \Phi \), we make the ansatz
\[ \Phi = \sum_{n \geq 0} \Phi_n y^{-1-n/2} = \sum_{n \geq 0} \begin{pmatrix} L_n^+ \\ L_n^0 \\ L_n^- \end{pmatrix} y^{-1-n/2}, \quad \Phi_0 := \begin{pmatrix} L_1 \\ L_0 \\ L_{-1} \end{pmatrix}. \] (4.13)

In terms of the \( \Phi_n \), (4.11) reduces to a recursion relation
\[ (n + 2)\Phi_n - 4B(\Phi_0, \Phi_n) = 2 \sum_{0 < k < n} B(\Phi_k, \Phi_{n-k}). \] (4.14)

In principle, this equation allows one to determine the \( \Phi_n \) in terms of the previous \( \Phi_k \), \( k < n \). However, the expression for \( B(\Phi_0, \Phi_n) \) will generically be very complex. In order to simplify this, we proceed in two steps. First, we make use of the highest weight decomposition (3.12) to decompose the operators \( L_n^\bullet \) as
\[ L_n^\bullet = \sum_{d \geq 0} (L_n^\bullet)[d], \] (4.15)
where each \( (L_n^\bullet)[d] \) is an operator of highest weight \( d \) in the notation introduced in (3.15).

Note that in the discussion of the recursion relations it will not be necessary to perform the weight or charge decomposition. Using this decomposition we have split the various components of \( \Phi_n \) into different pieces, which can be collected into
\[ \Phi_n^d = \begin{pmatrix} (L_n^+)^{[d]} \\ (L_n^0)^{[d]} \\ (L_n^-)^{[d]} \end{pmatrix}. \] (4.16)

We can, however, perform a further decomposition of the full \( \Phi_n^d \) by diagonalizing the operator \( B(\Phi_0, \cdot) \) which appears in (4.14). This will lead to a great simplification of the recursion. For convenience, let us abbreviate \( B_0 := B(\Phi_0, \cdot) \). To be explicit, using (4.9) this operator can be written as
\[ B_0 = \frac{1}{4} \begin{pmatrix} \text{ad} L_0 & -\text{ad} L_1 & 0 \\ -2\text{ad} L_{-1} & 0 & 2\text{ad} L_1 \\ 0 & \text{ad} L_{-1} & -\text{ad} L_0 \end{pmatrix}. \] (4.17)
To evaluate the action of $B_0$ on $\Phi$ we use the interpretation of $\Phi$ as a 3-vector consisting of matrices $\{L^+, L^0, L^-\}$ on which $(L_0, L_{\pm 1})$ can act via the adjoint action. In other words

$$B_0(\Phi) = \frac{1}{4} \begin{pmatrix} [L_0, L^+] - [L_1, L^0] \\ 2[L_1, L^-] - 2[L_{-1}, L^+] \\ [L_{-1}, L^0] - [L_0, L^-] \end{pmatrix}. \quad (4.18)$$

Our next goal will be to find a split of the $\Phi$, which diagonalizes $B_0$ and hence lets us evaluate the second term in (4.14). The remarkable idea of CKS is to introduce yet another $\mathfrak{sl}(2)$-decomposition, which now acts on the 3-vectors $\Phi^d_n$. This new decomposition allows us to split

$$\Phi^d_n = \sum_{\epsilon = -1,0,1} \Phi^d_n, \quad (4.19)$$

We stress that this is not the $(d,s)$-decomposition introduced in (3.15) for which the indices were written with brackets. The second eigenvalue $\epsilon$ arises from an $\mathfrak{sl}(2)$-triple $(\Lambda^0, \Lambda^\pm)$ which acts on $\Phi$ by also mixing the 3-vector components $L^\star$. This $\mathfrak{sl}(2)$-triple is given by

$$\Lambda^+ = \begin{pmatrix} \text{ad} L^+ & 0 & 0 \\ 2 & \text{ad} L^+ & 0 \\ 0 & -1 & \text{ad} L^+ \end{pmatrix},$$

$$\Lambda^0 = \begin{pmatrix} \text{ad} L^0 - 2 & 0 & 0 \\ 0 & \text{ad} L^0 & 0 \\ 0 & 0 & \text{ad} L^0 + 2 \end{pmatrix}, \quad (4.20)$$

$$\Lambda^- = \begin{pmatrix} \text{ad} L^- & 1 & 0 \\ 0 & \text{ad} L^- & -2 \\ 0 & 0 & \text{ad} L^- \end{pmatrix}.$$ 

By slight abuse of notation the integer entries are proportional to identity matrices.\textsuperscript{7} The label $\epsilon$ appearing in (4.19) is then related to the eigenvalue under the Casimir $\Lambda^2$ via

$$\Lambda^2 = 2\Lambda^+ \Lambda^- + 2\Lambda^- \Lambda^+ + (\Lambda^0)^2 : \quad \Lambda^2 \Phi^d_n = (d + 2\epsilon)(d + 2\epsilon + 2) \Phi^d_n. \quad (4.22)$$

In other words, for a given $d$, each $\Phi^d$ splits into three components $\Phi^{d,\epsilon}_n$, which have highest weight $d + 2\epsilon$ with respect to the Casimir $\Lambda^2$. Using (4.20) it is straightforward to compute $\Lambda^2$ explicitly as

$$\Lambda^2 = \begin{pmatrix} (\text{ad} L)^2 + 8 - 4 \text{ad} L^0 & 4 \text{ad} L^+ & 0 \\ 8 \text{ad} L^- & (\text{ad} L)^2 + 8 & -8 \text{ad} L^+ \\ 0 & -4 \text{ad} L^- & (\text{ad} L)^2 + 8 + 4 \text{ad} L^0 \end{pmatrix}. \quad (4.23)$$

\textsuperscript{7}To elaborate, the $3 \times 3$ matrices

$$\begin{pmatrix} 0 & 0 & 0 \\ 2 & 0 & 0 \\ 0 & -1 & 0 \end{pmatrix}, \quad \begin{pmatrix} -2 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 2 \end{pmatrix}, \quad \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & -2 \\ 0 & 0 & 0 \end{pmatrix}. \quad (4.21)$$

also form an $\mathfrak{sl}(2)$-triple (more precisely, they correspond to the co-adjoint representation). The $\mathfrak{sl}(2)$-triple $(\Lambda^+, \Lambda^0, \Lambda^-)$ is then obtained by taking the tensor product between the above generators and the $\mathfrak{sl}(2)$-triple $(L_1, L_0, L_{-1})$. 

---
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We can now compare this expression with the expression (4.17) for $B_0$ and observe that the Casimir can also be written as

$$\Lambda^2 = ((\text{ad} L)^2 + 8)I_{3\times 3} - 16B_0.$$  \hspace{1cm} (4.24)

In other words, we see that the components $\Phi^{d,\epsilon}_n$ are also eigenvectors of $B_0$. In fact, we evaluate

$$-4B_0(\Phi^{d,\epsilon}_n) = \{\epsilon(1 + d + \epsilon) - 2\} \Phi^{d,\epsilon}_n.$$  \hspace{1cm} (4.25)

Returning to the recursion relation (4.14), we see that for such eigenvectors it simplifies to

$$(n + \epsilon(1 + d + \epsilon))\Phi^{d,\epsilon}_n = 2\sum_{0<k<n} B(\Phi_k, \Phi_{n-k})^{d,\epsilon}.$$  \hspace{1cm} (4.26)

The recursion (4.26) is the master equation that encodes the constraints on the coefficients $\Phi^{d,\epsilon}_n$ for any solution $\Phi$ of (4.11).

Let us make some further remarks regarding the structure of the recursion. To begin with, we note that the representation theory of $\mathfrak{sl}(2)$ implies that the number of linearly independent operators with a given $d$ and $\epsilon$ is equal to $d + 2\epsilon + 1$. This implies, in particular, that $\Phi^{1,-1}_1 = 0$. Furthermore, for $n = 1$ the right-hand side of (4.26) vanishes and we conclude that also $\Phi^{d,\epsilon}_1 = 0$ for $(d, \epsilon) \neq (1, -1)$. Taken together, we thus find that

$$\Phi_1 = 0.$$  \hspace{1cm} (4.27)

Applying this result to the expansion (4.13) of $\Phi$ this means that the term proportional to $y^{-3/2}$ vanishes and the first sub-leading term is of order $y^{-2}$. Inspecting the recursion (4.26) we see that for $n > 1$ the $\Phi^{d,\epsilon}_n$ can be obtained recursively by computing the action of $B$ on $\Phi_k$ and $\Phi_{n-k}$, $k < n$, and projecting the result onto its $d, \epsilon$ components. The only $\Phi^{d,\epsilon}_n$ which are not determined recursively from (4.26) are those with highest weight $d = n$. It is easy to check that $\Phi^{n,-1}_n$ actually does not appear on the left-hand side, since its pre-factor vanishes for this component. To obtain the constraints on $\Phi^{n,1}_n$ and $\Phi^{n,0}_n$ one has to use the properties of $B^8$ to realize that the right-hand side in (4.26) vanishes and therefore implies that

$$\Phi^{n,1}_n = \Phi^{n,0}_n = 0.$$  \hspace{1cm} (4.28)

In conclusion, we find that we need to supply

$$\text{input data : } \Phi^{n,-1}_n$$  \hspace{1cm} (4.29)

for the recursion. Recalling that there are maximally $d + 2\epsilon + 1$ independent $\Phi^{d,\epsilon}_n$, we conclude that there are generically $n - 1$ linearly independent $\Phi^{n,-1}_n$ that need to be given.

We will now discuss a way to encode the input data $\Phi^{n,-1}_n$ in an efficient way, which makes the $n - 1$ linearly independent degrees of freedom manifest. Furthermore, note that

\footnote{To be precise, one uses the fact that for two operators $S$ and $T$, one has that $B(S^{d'}, T^{d', \epsilon'})^{d'', \epsilon''} = 0$ unless the following three conditions hold: (1) $0 \leq d'' \leq d + d'$, (2) $d'' \equiv d + d' \mod 2$, and (3) $0 \leq d'' + 2\epsilon'' \leq d + d' + 2\epsilon'$. These properties can be derived from the specific expression for $B$ and its behaviour with respect to the underlying $\mathfrak{sl}(2)$-structure. We refer the reader to [27] for more details.}
we have so far only discussed the differential constraint (4.6) and it remains to impose (4.7) on any solution. In the following we will evaluate the conditions (4.7) imposes on the input data $\Phi_n^{n-1}$. From (4.25) we know that $4B_0(\Phi_n^{n-1}) = (n+2)\Phi_n^{n-1}$. As we will recall in appendix A this equation can be solved by the following ansatz [27]

$$\Phi_n^{n-1} = \sum_{1 \leq s, q \leq n-1} a_{n,s}^{n,q} \left( \frac{-1}{n-s} \left( \text{ad} L_1 \right)^{s+1} \frac{2}{(n-s+1)} \left( \text{ad} L_1 \right)^{s-1} \right) \hat{\eta}_{-q}^{(n)}, \quad (4.30)$$

where $\hat{\eta} \in g_C$ has to obey

$$\hat{\eta} = \sum_{s \leq -2} \sum_{q \leq -1} \hat{\eta}_{q}^{(s)}, \quad [L_{-1}, \hat{\eta}] = 0. \quad (4.31)$$

Note that $\Phi$ is a 3-vector made out of operators $L^s$, which themselves stem from real operators $N^s \in g_R$ by transformation with $\rho$ as given in (4.5). This implies that also $\hat{\eta}$ can be obtained from a real operator $\eta = \rho^{-1} \hat{\eta} \rho \in g_R$. We also see in (4.30) that there are indeed $n-1$ linearly independent contributions to $\Phi_n^{n-1}$, which correspond to the various charge components of the operator $\hat{\eta}$. The operator $\hat{\eta}$ now encodes the input data of the recursion relation. It is important to stress, however, that the condition $4B_0(\Phi_n^{n-1}) = (n+2)\Phi_n^{n-1}$ does not yet fix the complex coefficients $a_{n,s}^{n,q}$. In order to fix these coefficients we now impose the $Q$-constraint on the entries of $\Phi_n^{n-1}$. A direct computation, which can be found in appendix A, reveals that

$$a_{n,s}^{n,q} = i^{s-1} \frac{(n-s)!}{n!} b_{s-1}^{s-1,n-q-1}, \quad (4.32)$$

where the coefficients $b_{p,q}^s$ are defined by

$$(1-x)^p(1+x)^q = \sum_{s=0}^{p+q} b_{p,q}^s x^s, \quad p, q \geq 0. \quad (4.33)$$

To summarize, we have reduced Nahm’s equations to a set of recursion relations (4.26) for the components $\Phi_n^{d,\epsilon}$ which encode the full $\Phi$ defined in (4.8). The initial conditions are determined by the boundary data $\eta$ and the $\mathfrak{sl}(2)$-triple via (4.30). In order to show this we have imposed the $Q$-constraint (4.7) on $\Phi_n^{n-1}$. Using the recursion relations (4.26) this ensures that the full solution obeys this constraint. We next discuss how one can relate a solution $\Phi$ back to the matter fields $h$ and how $\hat{\eta}$ is determined in terms of the phase operator $\hat{\eta}$ which was part of the boundary data.

### 4.2 Bulk matter field reconstruction and a matching condition

Recall that the bulk theory introduced in section 2 has $h$ as a dynamical set of fields, while in the preceding section we have discussed the solutions $\Phi$ to Nahm’s equation and the $Q$-constraint. In this section we will show how a solution for $\Phi$ can be used to obtain a matter field solution $h$. Furthermore, we will see how a single matching condition (4.46) allows us to fix the input data $\hat{\eta}$ for the CKS recursion as well as the transformation $\zeta$ in (4.4) in terms of the boundary data.
Recall that the vector $\Phi$ contains $L^0$ as one its components. Furthermore, we can recall from (2.18), (4.5) the relations
\begin{equation}
-2h^{-1}\partial_y h = N^0, \quad N^0 = e^{-\zeta} \rho^{-1} L^0 \rho e^{\zeta}.
\end{equation}
In essence, we need to solve this equation to fix the $y$-dependence in $h(x,y) = e^{yN^-} \tilde{h}(y)$ for a given $L^0$. Note that if $h$ were simply a number, one could write this relation as $-2\partial_y \log(h) = N^0$ and solve it relatively straightforwardly. However, because $h$ is matrix-valued one needs to do a bit more work. First, it is useful to introduce a new function
\begin{equation}
g(y) = e^{-xN^-} h(x,y) y^{\frac{1}{2} N^0}, \quad \tilde{N}^0 = e^{\zeta} N^0 e^{-\zeta}.
\end{equation}
Clearly, the resulting function is $x$-independent. Furthermore, it is convenient to introduce the factor $y^{\frac{1}{2} N^0}$, which turns out to remove the overall scaling of $h$ as we will see in the following. Firstly, note that (4.12) with (4.34) implies that
\begin{equation}
N^0(y) = \frac{N^0}{y} + O(y^{-2}).
\end{equation}
The factor $y^{\frac{1}{2} N^0}$ in the definition of $g(y)$ ensures that the leading $N^0$-term in $N^0$ drops when computing $g^{-1} \partial_y g$. In other words, we find that $g^{-1} \partial_y g = O(y^{-2})$. Secondly, since $\Phi$ is described in terms of the complex algebra, it also convenient to introduce a rotated version of $g(y)$ using $\rho$
\begin{equation}
\hat{g}(y) = \rho e^{-\zeta} g(y) e^{\zeta} \rho^{-1}.
\end{equation}
By combining (4.34), (4.35) and (4.37), together with the fact that $\text{Ad} y^{\frac{1}{2} N^0} = y^{\frac{1}{2} \text{ad} N^0}$ one can obtain the following relation between $\hat{g}$ and $L^0$
\begin{equation}
\hat{g}^{-1} \partial_y \hat{g} = \sum_{n \geq 2} B_n y^{-n},
\end{equation}
where the $B_n \in g_\mathbb{C}$ are comprised of particular $(d,s)$-components of the $L^0_n$ as follows
\begin{equation}
B_n = -\frac{1}{2} \sum_{s \leq n-2} \sum_{d \leq 2n-2-s} \left(L^0_{2n-2-s} \right)^{(d,s)}.
\end{equation}
Note that we did not yet solve the differential equation (4.38), but have merely identified how the solution for $\Phi$ contributes to it through the $B_n$. We are now in a position to solve it, by again performing a series expansion of $\hat{g}$ around $y = \infty$ by writing
\begin{equation}
\hat{g}(y) = \sum_{k \geq 0} \hat{g}_k y^k, \quad \hat{g}_0 = 1.
\end{equation}
Inserting this ansatz into (4.38) we find
\begin{equation}
\partial_y \hat{g} = \hat{g}(y) \sum_{n \geq 2} B_n y^{-n} = \sum_{m \geq 0} \sum_{n \geq 2} \hat{g}_m B_n y^{-m-n} = \sum_{k \geq 1} \left[ \sum_{j=1}^k \hat{g}_{k-j} B_{j+1} \right] y^{1-k}.
\end{equation}
where in the last line we have changed summation variables. Comparing this result with the series expansion of \( \partial_y \hat{g} \) we find the general solution

\[
\hat{g}_k = P_k(B_2, \ldots, B_{k+1}),
\]

where the \( P_k \) are iteratively defined non-commutative polynomials

\[
P_0 = 1, \quad P_k = -\frac{1}{k} \sum_{j=1}^{k} P_{k-j} B_{j+1}.
\]

We see that each \( \hat{g}_k \) is recursively given in terms of the \( \hat{g}_{k-j} \) and \( B_{j+1} \). Of course, solving this recursion may still be very complicated, but we will show that it can be done in our examples. It is also interesting to note that while the \( B_n \) are elements of the algebra, the \( \hat{g}_k \) are, generically, not. Indeed, the algebra is closed under the commutator, but (4.42), (4.43) contains only the product of matrices. As a result the full function \( \hat{g}(y) \) is also not an algebra element. Taking these findings together, we thus arrive at bulk solutions of the form

\[
h(x,y) = e^{xN} e^{\zeta \left( 1 + \sum_{k>0} \left( -\frac{i}{k!} (\text{ad} L_{-1})^k \hat{g}_k \right) \right)}
\]

with \( \hat{N}_0 = e^{\xi N_0} e^{-\xi} \). The coefficients in this expansion satisfy

\[
(\text{ad} L_{-1})^{n+1} \hat{g}_n = 0, \quad (\hat{g}_n)^{(l)} = 0, \quad l \geq n.
\]

Note that these conditions arise as a very non-trivial consequence of this iterative process and the fact that the \( B_i \) are determined by the CKS recursion and are part of the famous \( \text{sl}(2) \)-orbit theorem \[27\].

It remains to show how the \( \hat{g}_k \) and \( \hat{\xi} = \rho \xi \rho^{-1} \) in a bulk solution are actually fixed in terms of the boundary data. This can be done by imposing a single constraint

\[
e^{i\delta} = e^{\hat{\xi} \left( 1 + \sum_{k>0} \left( -\frac{i}{k!} (\text{ad} L_{-1})^k \hat{g}_k \right) \right)}.
\]

Clearly, this condition can be equivalently formulated in the real algebra by removing the hats and replacing \( L_{-1} \) by \( N^- \). To see that this condition fixes \( \hat{g}_k, \hat{\xi} \) uniquely, we first note that

\[
C_{k+1}(\eta) \equiv \frac{(-i)^k}{k!} (\text{ad} L_{-1})^k B_{k+1} = i \sum_{l \geq k+1} \sum_{q \geq 1} b_{q-1,l-q-1}^k q^{l-q-1} \hat{\eta}_q^{(-l)},
\]

as can be shown by using (4.39), (4.30), (4.45) and (4.31). Applying the properties (4.45) of \( \hat{g}_k \) in the recursive solution (4.42) with (4.43) we find that (4.46) can be written as

\[
e^{i\delta} = e^{\hat{\xi} \left( 1 + \sum_{k \geq 1} P_k(C_2, \ldots, C_{k+1}) \right)}.
\]

Note that the right-hand side only depends on \( \hat{\xi} \) and \( \hat{\eta} \), while the left-hand side depends on \( \delta \). Recalling that \( \delta, \hat{\eta}, \hat{\xi} \) stem from the real counterparts \( \delta, \eta, \zeta \) we realize that (4.48) gives a complex matrix equation determining two real unknowns \( \eta \) and \( \zeta \). Let us stress that the
The idea is now to expand \( \hat{\zeta} \) in inverse powers of \( h \) and \( h^{(p)} \) of \( \delta \) with the components of \( \hat{\eta}, \hat{\zeta} \). For \( \zeta \) we find the relations

\[
\begin{align*}
\zeta_{-1} &= 0, \\
\zeta_{-2} &= -\frac{i}{2} \delta_{-1}, \\
\zeta_{-3} &= -\frac{3i}{4} \delta_{-1}, \\
\zeta_{-4} &= -\frac{3i}{4} \delta_{-1}.
\end{align*}
\]

The components of \( \eta \) are fixed by

\[
\begin{align*}
\eta_{-1} &= -\frac{3}{2} \delta_{-1}, \\
\eta_{-2} &= -\frac{3}{2} \delta_{-1}, \\
\eta_{-3} &= -\frac{3}{2} \delta_{-1}.
\end{align*}
\]

In conclusion, we have seen that the full bulk matter field solution \( h(x,y) \) can be recovered using \( \hat{\delta} \), and the operators \( Q_q, L_\alpha \). The strategy is to fix the leading coefficients through (4.46) and then run the CKS recursion to determine the complete series for \( \hat{g}(y) \). This requires us to find the appropriate components of each \( L^0_n \) which combine to the \( B_n \) in (4.39), which yield \( \hat{g} \) via (4.42), (4.43).

### 4.3 Reconstructing the Hodge metric

In this section we discuss how we can reconstruct the Hodge metric from the bulk solution. We know that the Hodge metric can be expressed in terms of the conserved current (2.7) via (2.10). Let us therefore first rewrite this conserved current into a form familiar from the CKS recursion. By using (2.18) we can write the conserved current componentwise as

\[
\begin{align*}
(J_L)_x &= \frac{1}{2} h(N^- + N^+) h^{-1}, \\
(J_L)_y &= -\frac{1}{2} hN^0 h^{-1}.
\end{align*}
\]

This allows us to express the Hodge metric (2.10) as

\[
g_{\alpha\beta}(J_L) d\sigma^\alpha d\sigma^\beta = \frac{1}{4} \mathrm{Tr}[(N^0)^2] (dx^2 + dy^2),
\]

where we used cyclicity of the trace, \( \mathrm{Tr}[N^0(N^- + N^+)] = 0 \) and \( \mathrm{Tr}[(N^- + N^+)^2] = \mathrm{Tr}[(N^0)^2] \). The idea is now to expand \( N^0 \) in inverse powers of \( y \) in order to determine the coefficients \( c^{(n)} \) in the expansion for the Hodge metric (2.11). To gain some intuition for the problem at hand, we can first study only the leading terms in this near-boundary expansion. We then find that the current behaves asymptotically as

\[
\begin{align*}
(J_L)_x &= \frac{y N^- + N^+/y}{2y} + \ldots, \\
(J_L)_y &= -\frac{N^0}{2y} + \ldots.
\end{align*}
\]

---

9This follows by using the commutation relations (2.20) to show that \( \mathrm{Tr}[N^0(N^- + N^+)] = -\i \mathrm{Tr}[N^0[Q,N^0]] = 0 \) and \( \mathrm{Tr}[(N^- + N^+)^2] = -\i \mathrm{Tr}[(i(N^- + N^+)[Q,N^0]) = \i \mathrm{Tr}[Q(N^+ + N^-N^0)] = \mathrm{Tr}[(N^0)^2] \).
In turn we compute the leading coefficient of the Hodge metric to be
\[ c^{(0)} = \frac{1}{4} \text{Tr}[(N^0)^2] = \frac{1}{12} \sum_i d_i (d_i + 1)(d_i + 2). \]  
(4.54)
where the sum over \( i \) runs over the irreducible \( \mathfrak{sl}(2) \)-representations, with \( d_i \) their highest weights. In order to determine the subleading coefficients \( c^{(n)} \) as well, we need to write out \( N^0 \) further. We can write it in terms of the matter field \( h(x, y) \) via (2.18) as
\[ \frac{1}{4} \text{Tr}[(N^0)^2] = \text{Tr}[(h^{-1} \partial_y h)^2] = \text{Tr} \left[ \left( g^{-1} \partial_y g - \frac{1}{2y} N^0 \right)^2 \right], \]  
(4.55)
where we used (4.35) in the second equality to express \( h(x, y) \) in terms of \( g(y) \). We can now switch to the complex basis under the trace, which allows us to expand \( g^{-1} \partial_y g \) in the coefficients \( B_n \) by using (4.38). Writing \( B_1 = -L_0/2 \), we can collect the terms at order \( y^{-n} \) together as
\[ c^{(n)} = \frac{1}{4} \sum_{1 \leq k \leq n+1} \text{Tr} [B_k B_{n-k+2}]. \]  
(4.56)
Note that for \( n = 0 \) this result matches indeed with the leading coefficient given in (4.54).

5 Bulk reconstruction of weight 3 examples of Calabi-Yau type

Having discussed the general procedure to reconstruct the bulk solution, we now turn our attention to explicit examples where we demonstrate how this works in practice. In section 3.2 we classified the possible boundary data with a real two-dimensional moduli spaces that are of weight \( D = 3 \) and of Calabi-Yau type. These settings are characterized by \( (h_{3/2}, h_{1/2}, h_{-1/2}, h_{-3/2}) = (1, h_{1/2}, h_{1/2}, 1) \) and \( G_{\mathbb{C}} = \text{Sp}(2h_{1/2} + 2, \mathbb{C}) \) as noted in (3.19), (3.22). We have found that there are \( 4h_{1/2} \) different types I\(_n\), II\(_n\), III\(_n\), and IV\(_n\). In principle, we can now construct the most general form of the boundary data \( N^0, N^\pm, Q_\infty \), and \( \delta \). In this generality, however, it will be very involved to reconstruct the associated bulk solution. In particular, this can be traced back to the fact that \( \delta \) can depend on many free parameters for large \( h_{1/2} \). To illustrate how the reconstruction works in practice we therefore restrict to the case \( h_{1/2} = 1 \). For this situation, we have constructed the boundary data in section 3.3 and listed the result in table 1. This simple set of matrices will now be used in the CKS recursion introduced in section 4.1 and will then allow us to determine the bulk fields \( h(x, y) \) using the steps described in section 4.2.

Let us already note that we will show later, in section 6, that the reconstructed bulk solutions can be used to derive period vectors familiar from the study of geometric moduli spaces of Calabi-Yau manifolds. Concretely, we find
\[ \begin{array}{ll}
I_1 & \Rightarrow \text{conifold point} \\
II_0 & \Rightarrow \text{Tyurin degeneration, K-point} \\
IV_1 & \Rightarrow \text{large complex structure point}
\end{array} \]  
(5.1)

In order to make such an identification we need to determine the near-boundary solution \( h(x, y) \). In this section we will do this for all three cases in turn.
5.1 Bulk reconstruction for $I_1$ boundary data

Recall from table 1 the defining data for $I_1$ boundaries. As noted in our general discussion of the bulk reconstruction it is preferable to work in a complex basis obtained by the transformation matrix (3.6). For the $\mathfrak{sl}(2)$-triple this means that we redefine our generators via (3.5) as

$$L_1 = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & -i & 1 & 0 \\ 0 & 1 & i & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad L_0 = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & -i & 0 \\ 0 & i & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad L_{-1} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & -i \\ 0 & 1 & -i & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}.$$  (5.2)

The phase operator $\delta$ plays an important role in the bulk reconstruction, so we also want to express it in terms of the complex basis. Noting that it is proportional to $\mathcal{N}^{-}$ in the real basis, we find that it simply transforms to \( \hat{\delta} = \hat{\delta}_{-1}^{[-2]} = -cL_{-1} \) in the complex basis.

**Solving the CKS recursion.** Let us now solve the CKS recursion for the type $I_1$ boundary data. We begin by determining the initial data of our recursion, which is fixed by the operator $\hat{\eta}$. This operator can be expressed in terms of the phase operator $\hat{\delta}$ by using (4.50) as

$$\hat{\eta} = \hat{\eta}_{-1}^{[-2]} = -\delta_{-1}^{[-2]} = cL_{-1}.$$  (5.3)

The initial data can then be computed from \( \hat{\eta} \) by using (4.30). This gives us just $\Phi_2^{-1}$ as input for the recursion, since $\hat{\eta}$ only has a component with weight $n = 2$. Furthermore the sums over the weights $s$ and charges $q$ only run over a single term, hence

$$\Phi_2^{-1} = \begin{pmatrix} (L_2^+) \ [2] \\ (L_2^0) \ [2] \\ (L_2^-) \ [2] \end{pmatrix} = c \begin{pmatrix} L_1 \\ L_0 \\ L_{-1} \end{pmatrix} = c \Phi_0.$$  (5.4)

where in the last equality we noticed that the initial data of the recursion is simply proportional to the leading term $\Phi_0 = (L_1, L_0, L_{-1})$ of the expansion (4.13). In order to perform the CKS recursion we then need to evaluate the bilinear $B$ defined in (4.9) for this initial data. For our initial data it is interesting to point out that in general

$$B(\Phi_0, \Phi_0) = \Phi_0.$$  (5.5)

This implies that each subsequent term $\Phi_n$ in the CKS recursion will be proportional to $\Phi_0$. Furthermore, from the structure of the recursion relation (4.26) we find at odd orders that $\Phi_{2n+1} = 0$. Let us therefore make the ansatz

$$\Phi_{2n}^{-1} = c_n \Phi_0,$$  (5.6)

for some coefficients $c_n$ with $c_0 = 1$ and $c_1 = c$. By plugging our ansatz into (4.26) we then obtain the recursion relation

$$(2n - 2)c_n = 2 \sum_{0 < k < n} c_k c_{n-k}, \quad n > 1.$$  (5.7)
One can easily verify that under the specified initial conditions this recursion is solved by
\[ c_n = c^n. \]  

(5.8)

Hence the full solution to the recursion relation is given by
\[ \Phi_{2n} = c^n \Phi_0, \quad \text{or} \quad \begin{pmatrix} L_{2n}^0 \\ L_{2n}^- \end{pmatrix} = c^n \begin{pmatrix} L_0 \\ L_{-1} \end{pmatrix}. \]  

(5.9)

We see that the result for \( I_1 \) boundaries is remarkably simple. From the observation that the phase operator can be expressed in terms of the lowering operator as \( \hat{\delta} = -cL_{-1} \) we have been able to solve the recursion completely algebraically. In particular we did not need to perform the highest-weight decompositions with respect to the Casimir operators \( L^2 \) and \( \Lambda^2 \) explicitly. In anticipation of the other examples, let us already note that for boundaries of type \( \Pi_0 \) we find a similar recursion, whereas for \( IV_1 \) boundaries we do have to make use of this \( sl(2) \)-machinery.

**Reconstructing the bulk solution.** Despite the apparent simplicity of the \( \Phi_{2n} \) given in (5.9), there are still some non-trivial steps to perform in order to complete the bulk reconstruction of \( h(y) \), to which we now turn our attention. Following the procedure laid out in section 4.2 we first write down the middle component \( L_{2n}^0 \) of \( \Phi_{2n} \) as
\[ (L_{2n}^0)^{(2,0)} = c^n L_0. \]  

(5.10)

By using (4.39) to compute the coefficients \( B_n \) we then find that the sum only runs over a single term, yielding
\[ B_n = -\frac{1}{2} L_{2n-2}^0 = -\frac{1}{2} c^{n-1} L_0. \]  

(5.11)

In turn these coefficients can be used to recursively determine the \( \hat{g}_k \) by using (4.43). Plugging our expression for the \( B_n \) into this recursion relation we obtain
\[ -k \hat{g}_k = -\frac{1}{2} \sum_{j=1}^{k} \hat{g}_{k-j} c^j L_0. \]  

(5.12)

with the initial condition \( \hat{g}_0 = 1 \). In order to solve this recursion it is convenient to rotate back to the real basis via the transformation matrix (3.6) given by
\[ \rho = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & \frac{1}{\sqrt{2}} & 0 & -\frac{1}{\sqrt{2}} \\ 0 & 0 & \frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}} \\ 0 & 0 & 0 & 1 \end{pmatrix}. \]  

(5.13)

Namely, in this basis we simply need to work with a diagonal matrix \( \Lambda^0 \) instead of \( L_0 \), and consequently the terms \( g_k \) are diagonal as well. Therefore let us take as ansatz
\[ g_k = e^k \text{ diag} \left( 0, g_k^+, g_k^-, 0 \right), \]  

(5.14)
where \( g_k^\pm \) are arbitrary coefficients with \( g_1^\pm = 1 \) for which we want to solve the recursion. By using this ansatz we find that (5.12) reduces to two decoupled recursion relations

\[
2k g_k^\pm = \pm \sum_{j=1}^k g_{k-j}^\pm .
\]

Combining the equations at levels \( k \) and \( k+1 \) one can rewrite these equations as

\[
g_{k+1}^\pm = \frac{(2k+1)}{2(k+1)} g_k^\pm ,
\]

which are solved by

\[
g_k^+ = \frac{1}{2} \frac{\Gamma(k+1/2)}{\Gamma(3/2)\Gamma(k+1)} , \quad g_k^- = -\frac{1}{2} \frac{\Gamma(k-1/2)}{\Gamma(1/2)\Gamma(k+1)} ,
\]

where \( \Gamma(n+1) = n! \) denotes the gamma function. Putting everything together, one finds

\[
g_k = -\frac{1}{2} \frac{c^k}{k!} \begin{pmatrix}
0 & 0 & 0 & 0 \\
\Gamma(k+1/2) & 0 & 0 & 0 \\
0 & \Gamma(k-1/2) & 0 & 0 \\
0 & 0 & \Gamma(1/2) & 0
\end{pmatrix} \quad k \geq 1.
\]

One can verify that this solution to the CKS recursion indeed satisfies the matching condition given in (4.46). Resumming the series in \( y^{-k} \) for the matrix-valued function \( g(y) \) we find

\[
g(y) = \sum_{k \geq 0} g_k y^{-k} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & \sqrt{y} & 0 & 0 \\
0 & 0 & \sqrt{y-c} & 0 \\
0 & 0 & 0 & 1
\end{pmatrix} .
\]

By multiplying with \( e^{x N^-} \) from the left and \( y^{-N^0/2} \) from the right we obtain the group-valued bulk field

\[
h(x, y) = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & \frac{1}{\sqrt{y-c}} & 0 & 0 \\
0 & 0 & \sqrt{y-c} & 0 \\
0 & 0 & 0 & 1
\end{pmatrix} .
\]

Note that the appearance of \( c \) in \( h(x, y) \) can be interpreted simply as a coordinate shift \( y \rightarrow y - c \). In other words, by absorbing \( c \) via a coordinate redefinition we can set the component of the phase operator \( \delta \) along \( N^- \) to zero.

### 5.2 Bulk reconstruction for \( \Pi_0 \) boundary data

In our next example we study bulk reconstruction for boundary data of type \( \Pi_0 \). Geometrically we find that we can interpret these boundaries as a so-called Tyurin degeneration of a Calabi-Yau threefold [51]. Recently these boundaries have also been studied in [52] as K-points in complex structure moduli space. Let us again begin by reformulating the
boundary data given in table 1 for the CKS recursion in terms of the complex basis. By using (3.5) we find that the \( sl(2, \mathbb{C}) \)-triple takes the form

\[
L_1 = \begin{pmatrix}
-\frac{i}{2} & 0 & \frac{1}{2} & 0 \\
0 & -\frac{i}{2} & 0 & \frac{1}{2} \\
\frac{1}{2} & 0 & \frac{1}{2} & 0 \\
0 & \frac{1}{2} & 0 & \frac{i}{2}
\end{pmatrix}, \\
L_0 = \begin{pmatrix}
0 & 0 & -i & 0 \\
0 & 0 & 0 & -i \\
i & 0 & 0 & 0 \\
0 & i & 0 & 0
\end{pmatrix}, \\
L_{-1} = \begin{pmatrix}
i & 0 & \frac{1}{2} & 0 \\
0 & i & 0 & \frac{1}{2} \\
\frac{1}{2} & 0 & -i & 0 \\
0 & \frac{1}{2} & 0 & -\frac{i}{2}
\end{pmatrix}.
\] (5.21)

We can also express the phase operator \( \hat{\delta} \) in this complex basis. Similar to the I\(_1\) boundary the phase operator \( \hat{\delta} \) is proportional to the lowering operator \( N^- \), so we find

\[ \hat{\delta} = \hat{\delta}_{-1}^{(-2)} = -cL_{-1}. \]

**Solving the CKS recursion.** We now show how to solve the CKS recursion for boundary data of type II\(_0\). This recursion takes a similar form as we found for the I\(_1\) boundaries studied before. The underlying reason is that the phase operator \( \hat{\delta} \) is again proportional to the lowering operator \( L_{-1} \). The main difference between these two types of boundaries is that \( L_{-1} \) now acts non-trivially on two copies of a highest weight \( d = 1 \) state instead of one. Due to the similarities in the actual recursions that will have to be solved for the components of the various matrices, we refer to section 5.1 for the detailed derivations.

We begin by determining the initial data of the recursion, which is fixed in terms of the operator \( \hat{\eta} \). This operator can be expressed in terms of the phase operator \( \hat{\delta} \) via (4.50), from which we find

\[ \hat{\eta}_{-1} = \hat{\eta}_{-1}^{(-2)} = -\hat{\delta}_{-1}^{(-2)} = cL_{-1}. \] (5.22)

The initial data of the recursion can then be computed from \( \hat{\eta} \) by using 4.30. This gives us just \( \Phi_{2n}^{2^{-1}} \) as input for the recursion, since \( \hat{\eta} \) only has a component with weight \( n = 2 \). Furthermore, the sums over the weights \( s \) and charges \( q \) only run over a single term, hence

\[ \Phi_{2n}^{2^{-1}} = \frac{1}{2} \left( -\frac{(ad \ L^+)^2}{2} \right)^{\hat{\eta}_{-1}^{(-2)}} L_0 \begin{pmatrix} L_1 \\ L_{-1} \end{pmatrix} = c \begin{pmatrix} L_1 \\ L_{-1} \end{pmatrix} = c \Phi_0. \] (5.23)

We see that \( \Phi_{2n}^{2^{-1}} \) is simply proportional to the leading term \( \Phi_0 \) of our near-boundary expansion (4.13), similar to our result for the I\(_1\) boundaries. When we plug this initial data into the recursion relation (4.26), we can use that the components \( L_\bullet \) satisfy the same commutation relations when we evaluate the bilinear \( B \). Thus we find again that the recursion relation is solved by

\[
\Phi_{2n} = \begin{pmatrix} L_{2n}^- \\ L_{2n}^0 \\ L_{2n}^- \end{pmatrix} = c^n \begin{pmatrix} L_1 \\ L_0 \\ L_{-1} \end{pmatrix} = c^n \Phi_0,
\] (5.24)

the difference being that the matrices \( L_\bullet \) take a different form for II\(_0\) boundaries compared to I\(_1\) boundaries.
**Reconstructing the bulk solution.** Let us next perform the relevant steps in order to complete the bulk reconstruction and determine the bulk fields $h(x, y)$. This amounts to recursively determining the coefficients $\hat{g}_k$. We first compute the coefficients $B_n$ from (4.39) to be

$$B_n = -\frac{1}{2} L^0_{2n-2} = -\frac{1}{2} c^{n-1} L_0. \quad (5.25)$$

The recursive formula for the $\hat{g}_k$ given in (4.43) can then be written out as

$$-k\hat{g}_k = \sum_{j=1}^{k} \hat{g}_{k-j} B_{j+1} = -\frac{1}{2} \left[ \sum \hat{g}_{k-j} c^j \right] L_0, \quad (5.26)$$

with initial condition $\hat{g}_0 = 1$. This recursion for $\hat{g}_k$ takes a similar form as (5.12) found for $I_1$ boundaries, but recall that $L_0$ now acts on two copies of a highest weight $d = 1$ instead of one. Nevertheless we can solve the recursion relation for $\hat{g}_k$ by taking similar steps, and we find

$$g_k = -\frac{c^k}{2k!} \begin{pmatrix}
\Gamma(k+1/2) & 0 & 0 & 0 \\
0 & \Gamma(k+1/2) & 0 & 0 \\
0 & 0 & \Gamma(k-1/2) & 0 \\
0 & 0 & 0 & \Gamma(k-1/2)
\end{pmatrix}, \quad (5.27)$$

where we chose to rotate back to the real basis by the transformation matrix (3.6)

$$\rho = \frac{1}{\sqrt{2}} \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
i & 0 & 1 & 0 \\
i & 0 & i & 1
\end{pmatrix}. \quad (5.28)$$

Note indeed that compared to $I_1$ boundaries the only difference is that the components in the coefficients $g_k$ given in (5.18) now appear twice. Next we can resum the expansion in $y^{-k}$ for $g(y)$ as

$$g(y) = \sqrt{\frac{y}{y-c}} \begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & \frac{y-c}{y}
\end{pmatrix}. \quad (5.29)$$

By multiplying with $e^{xN^-}$ from the left and $y^{-N^0/2}$ from the right we then obtain the group-valued bulk field

$$h(x, y) = \sqrt{\frac{1}{y-c}} \begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
x & 0 & y-c
\end{pmatrix}. \quad (5.30)$$

Note that again the parameter $c$ can in principle be removed by a coordinate redefinition $y \to y - c$, similar to the $I_1$ boundary.
5.3 Bulk reconstruction for IV\(_1\) boundary data

In this section we study our final example, the type IV\(_1\) boundary. From a geometrical perspective these boundaries arise as large complex structure points in the complex structure moduli space of Calabi-Yau threefolds, see e.g. [53]. This case will be considerably more involved, owing to the fact that the phase operator \(\delta\) is no longer proportional to \(N^-\). Nevertheless we will obtain exact results for both \(\Phi = (L^+, L^0, L^-)\) and the bulk matter fields. This demonstrates the power of the CKS recursion, which provides us with a general formalism to perform this bulk reconstruction.

We remind the reader that the relevant boundary data is collected in section 3.3. As before, let us also present the complex \(\mathfrak{sl}_2\)-generators for the type IV\(_1\) boundary

\[
L_{-1} = \begin{pmatrix}
\frac{3i}{2} & \frac{3}{2} & 0 & 0 \\
\frac{1}{2} & \frac{i}{2} & 1 & 0 \\
0 & 1 & -\frac{i}{2} & \frac{1}{2} \\
0 & 0 & \frac{3i}{2} & -\frac{3i}{2}
\end{pmatrix}, \quad L_0 = \begin{pmatrix}
0 & -3i & 0 & 0 \\
i & 0 & -2i & 0 \\
0 & 2i & 0 & -i \\
0 & 0 & 3i & 0
\end{pmatrix}, \quad L_1 = \begin{pmatrix}
-\frac{3i}{2} & \frac{3}{2} & 0 & 0 \\
\frac{1}{2} & -\frac{i}{2} & 1 & 0 \\
0 & 1 & -\frac{i}{2} & \frac{i}{2} \\
0 & 0 & \frac{3i}{2} & \frac{3i}{2}
\end{pmatrix}.
\]

(5.31)

Furthermore, one may compute the complex operator \(\hat{\delta}\) using the transformation \(\rho\) to find

\[
\hat{\delta} = \hat{\delta}^{(-6)} = \frac{\chi}{8} \begin{pmatrix}
-i & -3 & 3i & 1 \\
-1 & 3i & 3 & -i \\
i & 3 & -3i & -1 \\
1 & -3i & -3 & i
\end{pmatrix},
\]

(5.32)

where \(\chi \in \mathbb{R}\).\(^{10}\) Here we have indicated the weight \(s = -6\) and charge \(q = -3\) that follow from computing its commutators with \(L_0\) and \(Q_\infty\) respectively. Indeed, note that \(\hat{\delta}\) is not proportional to \(L_{-1}\), as was the case for the type I\(_1\) and II\(_0\) boundaries. As a result the CKS recursion will become much more complicated.

**Solving the CKS recursion.** Given this boundary data, we now turn to the CKS recursion in order to reconstruct the bulk solution. Again we start by determining the initial data of this recursion, for which we need to compute \(\hat{\eta}\) from the phase operator \(\hat{\delta}\). Since \(\hat{\delta} = \hat{\delta}^{(-6)}\) with respect to the gradings induced by \(L_0\) and \(Q_\infty\) we find using (4.50) that

\[
\hat{\eta} = \hat{\eta}^{(-6)} = -\frac{15}{8} \hat{\delta}^{(-6)}. \tag{5.33}
\]

The input data for the recursion relation can now be computed from \(\hat{\eta}\). Since \(\hat{\eta} = \hat{\eta}^{(-6)}\), we see that the only terms in (4.30) that contribute have \(n = 6\) and \(q = 3\), and therefore the only input is \(\Phi_6^{i,-1}\). Note however, that in contrast to the type I\(_1\) boundary, the sum over weights runs over \(1 \leq s \leq 5\), hence we expect \(\Phi_6^{i,-1} = ((L_0^i)^{[6]}, (L_0^0)^{[6]}, (L_0^-)^{[6]})\) to be

\(^{10}\)It will turn out that the parameter \(\chi\) is related to the Euler characteristic \(\chi(Y_3)\) via \(\chi = \frac{(\chi Y_3)}{48 \pi K_{111}}\), where \(K_{111}\) denotes the triple intersection number.
significantly more complex. Explicitly, we find

\[
\begin{align*}
(L_6^+)_{[6]} &= \frac{\chi}{8} \begin{pmatrix} -3i & 0 & 0 & 0 \\ 2 & 9i & -6 & 0 \\ 0 & -6 & -9i & 2 \\ 0 & 0 & 6 & 3i \end{pmatrix}, &
(L_6^0)_{[6]} &= \frac{\chi}{2} \begin{pmatrix} 0 & -3i & 0 & 0 \\ i & 0 & 3i & 0 \\ 0 & -3i & 0 & -i \\ 0 & 0 & 3i & 0 \end{pmatrix}, \\
(L_6^-)_{[6]} &= \frac{\chi}{8} \begin{pmatrix} 3i & 0 & 0 & 0 \\ 2 & -9i & -6 & 0 \\ 0 & -6 & 9i & 2 \\ 0 & 0 & 6 & -3i \end{pmatrix}.
\end{align*}
\]

As the reader may verify, computing commutators for the action of the bilinear \( B \) defined in (4.9) on \( \Phi_{6,-1}^6 \), given the above expressions, is not very enlightening. At this point, it will be more convenient to leverage the interpretation of \( \mathfrak{g} \) as a vector space and choose a convenient basis in terms of which the action of \( \mathfrak{g} \) is easier to handle. Recall that \( \mathfrak{g} \) is 10-dimensional, with three of the generators given by the \( \mathfrak{sl}(2) \)-triple, which form an irreducible representation of highest weight \( d = 2 \). The remaining seven generators form an irreducible representation of highest weight \( d = 6 \) and can also be constructed explicitly using the \( \mathfrak{sl}(2) \)-triple. The basis we take for the irreducible representation of highest weight \( d = 6 \) is constructed out of its highest weight state \( (L_1)^3 \) via

\[
T_{2k} = \frac{ink}{6} \left( \frac{(\text{ad} L_{-1}^6)^k}{k!} + \frac{(\text{ad} L_{-1}^6)^{6-k}}{(6-k)!} \right) (L_1)^3 \quad (k = 0, 1, 2, 3),
\]

\[
T_{2k+1} = \frac{n_k}{6} \left( \frac{(\text{ad} L_{-1}^6)^k}{k!} - \frac{(\text{ad} L_{-1}^6)^{6-k}}{(6-k)!} \right) (L_1)^3 \quad (k = 0, 1, 2),
\]

where for briefness we defined the coefficients

\[
n_k = i^k \sqrt{\frac{1}{2} \frac{6!}{k!(6-k)!}} \times \begin{cases} 1 & \text{for } k = 0, 1, 2, \\ 1/\sqrt{2} & \text{for } k = 3. \end{cases}
\]

Our basis is completed by fixing a basis for the irreducible representation of highest weight \( d = 2 \), which we span by

\[
T_7 = \frac{1}{2\sqrt{5}} (L_1 + L_{-1}), \quad T_8 = \frac{i}{2\sqrt{5}} (L_1 - L_{-1}), \quad T_9 = \frac{1}{2\sqrt{5}} L_0.
\]

We included these normalization factors because the \( T_a \) are now orthonormal in the sense that

\[
\text{Tr}(T_a T_b) = \delta_{ab}.
\]

This allows one to easily switch between expressing elements of \( \mathfrak{g} \) as \( 4 \times 4 \) matrices or as 10-component vectors. Furthermore, the adjoint action of the \( \mathfrak{sl}(2, \mathbb{C}) \)-triple \( (\text{ad} L_1, \text{ad} L_0, \text{ad} L_{-1}) \) can now be realized by \( 10 \times 10 \) matrix multiplication, and these expressions are included in (B.1) for completeness. In the \( T_a \) basis we can write the initial data of the CKS
find the solution to the coupled system of recursion relations later.

The next step of the CKS recursion is to combine the data \( (L_n^+, L_n^0, L_n^-) \) at each step into 30-component vectors \( \Phi_n \). A natural \( \mathfrak{sl}(2) \)-triple \( (\Lambda^+, \Lambda^0, \Lambda^-) \) that acts on these vectors is then constructed in (4.20). We can use its Casimir \( \Lambda^2 \) to decompose the 30-dimensional vector space further based on the highest weight \( d+2\epsilon \). By construction the highest weights of our input data \( \Phi_{6,-1}^0 \) under \( L^2 \) and \( \Lambda^2 \) are \( d = 6 \) and \( \epsilon = -1 \), hence let us put

\[
\Phi_{6,-1}^0 = -8i\sqrt{\frac{2}{15}} \chi^{6,-1}.
\]

The crucial observation is that there exist three more vectors \( e^{6,1}, e^{2,1} \) and \( e^{2,-1} \) on which the action of the bilinear \( B \) closes. Together these are given by

\[
e^{6,1} = \frac{1}{\sqrt{15}} \begin{pmatrix}
-4\sqrt{15} T_0 + 3i\sqrt{15} T_1 + 12 T_4 - 3i T_5
6i\sqrt{15} T_2 - 6i\sqrt{6} T_6
4\sqrt{15} T_0 + 3i\sqrt{15} T_1 - 12 T_4 - 3i T_5
\end{pmatrix},
\]

\[
e^{2,1} = \sqrt{5} \begin{pmatrix}
2i T_7 + T_8
2 T_9
-2i T_7 + T_8
\end{pmatrix},
\]

\[
e^{6,-1} = \begin{pmatrix}
\sqrt{15} T_0 + i\sqrt{15} T_1 - 3 T_4 - i T_5
2i\sqrt{10} T_2 - 2i\sqrt{6} T_6
-\sqrt{15} T_0 + i\sqrt{15} T_1 + 3 T_4 - i T_5
\end{pmatrix},
\]

\[
e^{2,-1} = \sqrt{5} \begin{pmatrix}
-i T_7 + T_8
2 T_9
i T_7 + T_8
\end{pmatrix}.
\]

We can then write our ansatz for \( \Phi_{6n} \) as\(^{11}\)

\[
\Phi_{6n} = (a_n + b_n) e^{6,1} + (-3a_n + 4b_n) e^{6,-1} + (c_n + d_n) e^{2,1} + (2c_n - d_n) e^{2,-1},
\]

with the initial data of the recursion given by

\[
a_1 = \frac{i \chi}{56} \sqrt{\frac{15}{2}}, \quad b_1 = -\frac{i \chi}{56} \sqrt{\frac{15}{2}}, \quad c_1 = 0, \quad d_1 = 0.
\]

For arbitrary coefficients \( a_n, b_n, c_n, d_n \) it can be verified that \( B(\Phi_{6k}, \Phi_{6(k-n)}) \) is again spanned by the vectors \( e^{6,1}, e^{6,-1}, e^{2,1} \) and \( e^{2,-1} \), so the action of the bilinear \( B \) is indeed closed on this subspace. This is a huge simplification, since there are now only four components of \( \Phi \) that enter the recursion relation instead of thirty. It should be noted, however, that \( B \) still acts very non-trivially on these four components. For example, in the basis \( (e^{6,1}, e^{6,-1}, e^{2,1}, e^{2,-1}) \) one finds that \( B(e^{6,-1}, \cdot) \) acts as

\[
B(e^{6,-1}, \cdot) = -\frac{i}{14} \begin{pmatrix}
-\frac{i\sqrt{30}}{2} & \frac{3}{14} & \frac{8}{7} & 0
\frac{7i}{14} & -\frac{24}{5} & 0 & 0
\frac{2}{15} & \frac{12}{5}i & -\frac{32}{15}i & -\frac{112}{15}
\frac{3}{14} & \frac{8}{7} & 0 & 0
0 & 2 & 0 & 0
\end{pmatrix}.
\]

\(^{11}\)For convenience we chose to rotate the coefficients appearing with the vectors \( e^{6,1}, e^{6,-1}, e^{2,1} \) and \( e^{2,-1} \) such that the 30-component \( \Phi_{6n} \) does not have multiple \( a_n, b_n, c_n, d_n \) in its entries. This makes it easier to find the solution to the coupled system of recursion relations later.
Indeed, we see that the coefficients $a_n, b_n, c_n, d_n$ all become intertwined, and already at the next step $\Phi_{12}$ each of them is non-vanishing. The recursion relation 4.26 therefore reduces to a system of four coupled recursion relations, which have been given in (B.2) for completeness. For illustrative purposes we also listed the coefficients that follow from iterating the recursion for the first couple of steps of the recursion in table 2.

Looking at the data listed in table 2 one realizes that we are dealing with quite non-trivial series of coefficients. From the recursion relations (B.2) we could have expected such complications to arise, since we need to solve a coupled system where we sum over all previous terms $0 < k < n$. Nevertheless we can present an exact solution to these recursions, where the coefficients $a_n$ and $d_n$ are given by relatively simple power series, while $b_n$ and $c_n$ involve the hypergeometric function $2F_1(\mu_1, \mu_2; \nu_1; z)$. To be precise, the coefficients are given by

\begin{align*}
a_n &= \frac{i}{7} \sqrt{\frac{3}{10}} \left( \frac{x}{4} \right)^n (1 - 3(-1)^n 2^{n-2}) , \\
b_n &= -\frac{i}{28} \sqrt{\frac{3}{10}} \left( \frac{x}{4} \right)^n \left( 2\sqrt{3} - 3(-1)^n 2^n - 2^{n+2} \left( \frac{1}{n+1} \right) 2F_1 \left( 1, n + \frac{1}{2}; n + 2; -2 \right) \right) , \\
c_n &= -\frac{1}{5} \left( \frac{x}{4} \right)^n \left( \sqrt{3} + (-1)^n 2^n - 2^{n+1} \left( \frac{1}{n+1} \right) 2F_1 \left( 1, n + \frac{1}{2}; n + 2; -2 \right) \right) , \\
d_n &= \frac{1}{5} \left( \frac{x}{4} \right)^n \left( 1 + (-1)^n 2^{n-1} \right) .
\end{align*}

| $128i\sqrt{\frac{10}{3}} \times \left( \frac{x}{4} \right)^n a_n$ | $28i\sqrt{\frac{10}{3}} \times \left( \frac{x}{4} \right)^n b_n$ | $5 \left( \frac{x}{4} \right)^n c_n$ | $15 \left( \frac{x}{4} \right)^n d_n$ |
|---|---|---|---|
| -45 | 20 | 0 | 0 |
| 36 | -36 | -22 | 9 |
| -126 | 224 | 48 | -9 |
| 198 | -724 | -278 | 27 |
| -450 | 3216 | 952 | -45 |
| 846 | -12168 | -4156 | 99 |
| -1746 | 49920 | 16000 | -189 |
| 3438 | -196788 | -65446 | 387 |
| -6930 | 791792 | 259464 | -765 |
| 13806 | -3154456 | -1044212 | 1539 |

**Table 2.** Values obtained for the coefficients $a_n, b_n, c_n, d_n$ by iterating the recursion relation for the first 10 steps, where we included overall normalization factors for convenience.
By resumming the series expansion in $y^{-1-3n}$ for $(L^+(y), L^0(y), L^-(y))$ we obtain the functions

$$
a(y) = \frac{i}{7} \sqrt{\frac{3}{10}} \frac{\chi + 20y^3}{y (4y^3 - \chi)(\chi + 2y^3)},$$

$$
b(y) = \frac{i}{28} \sqrt{3} \frac{\sqrt{F(y)}}{10} \frac{\chi + 20y^3}{y (4y^3 - \chi)(\chi + 2y^3)},$$

$$
c(y) = \frac{1}{3y} + \frac{28i}{3} \sqrt{\frac{2}{15}} b(y) + \frac{\sqrt{F(y)}}{12 \chi y (4y^3 - \chi)(\chi + 2y^3)} (\chi + 8y^3) (\chi^3 + 72\chi^2 y^3 + 96\chi y^6 + 128y^9),$$

$$
d(y) = \frac{3\chi^2}{10y (4y^3 - \chi)(\chi + 2y^3)}.$$

(5.49)

where for convenience we defined

$$
F(y) = \chi^4 + 288\chi^2 y^6 + 16\chi y^3 + 128\chi y^9 - 8\sqrt{2}y^{3/2} (\chi - 4y^3)^2 (\chi + 2y^3)^{3/2} + 512y^{12}.
$$

(5.50)

**Reconstructing the bulk solution.** Next, we determine the polynomials $g_k$ from the $L^0_{6n}$ components of $\Phi_{6n}$. For this recursion we first have to determine the coefficients $B_k$ from (4.39). From (5.41) we see that $L^0_{6n}$ is spanned by the generators $T_2$, $T_6$ and $T_9$, which means we only have to consider the weights $s = 4, 0, -4$. Therefore we can express the coefficients $B_k$ as

$$
B_{3k} = -\frac{1}{2} \left( L^0_{6k-6} \right)^{6,4}, \quad k \geq 1,
$$

(5.51)

$$
B_{3k+1} = -\frac{1}{2} \left( L^0_{6k} \right)^{2,0} - \frac{1}{2} \left( L^0_{6k} \right)^{6,0}, \quad k \geq 1,
$$

(5.52)

$$
B_{3k+2} = -\frac{1}{2} \left( L^0_{6k+6} \right)^{6,-4}, \quad k \geq 0.
$$

(5.53)

By inserting our expression (5.42) for $L^0_{6k}$ we find

$$
B_{3k} = 7 \sqrt{\frac{3}{2}} b_{k-1} (i T_2 - T_3),
$$

$$
B_{3k+1} = -7i \sqrt{6} b_k T_6 + 3 \sqrt{5} c_k T_9,
$$

(5.54)

$$
B_{3k+2} = 7 \sqrt{\frac{3}{2}} b_{k+1} (i T_2 + T_3).
$$

The coefficients $g_k$ are determined by the recursion relation (4.43). As an alternative approach, we want to mention that one can also compute $L^0(y)$ from the coefficients $b_n, c_n$, and then solve the differential equation (4.38) for $\hat{g}(y)$ with boundary condition $\hat{g}(0) = 1$. The first approach gets rather complicated since $\hat{g}_k$ is no longer Lie algebra-valued. This means it no longer suffices to work with the basis $T_a$, but instead we have to write out the matrices explicitly. Either way we can present an exact solution for this recursion, which
is given by
\[
g_{3k} = \alpha_{3k} \left( \begin{array}{cccc}
1 + 3\beta_k & 0 & 0 & 0 \\
0 & 3 + \gamma_k & 0 & 0 \\
0 & 0 & 3 + \delta_k & 0 \\
0 & 0 & 0 & \frac{9(1-2\epsilon_k+6k+1)}{2k(3/2-k)}
\end{array} \right),
\]
\[
g_{3k+1} = \alpha_{3k+3} \left( \begin{array}{cccc}
0 & 0 & 0 & 0 \\
\delta_{k+1} - 1 & 0 & 0 & 0 \\
0 & \frac{9(1+2\epsilon_k^2\epsilon_k+(6k+7)(8k^2+2k-5)}{(k+1)(4k^2-1)} & 0 & 0 \\
0 & 0 & \gamma_k - 1 & 0 \\
0 & 0 & 0 & 0
\end{array} \right),
\]
\[
g_{3k+2} = \alpha_{3k} \left( \begin{array}{cccc}
0 & 3\beta_k - 3 & 0 & 0 \\
0 & 0 & \gamma_k - 1 & 0 \\
0 & 0 & 0 & 0
\end{array} \right),
\]
where for brevity we defined
\[
\alpha_{3k} = \frac{(-\chi)^k}{k!} \frac{4^{1-k}\sqrt{\pi}}{\Gamma(1/2-k)},
\]
and denoted the generalized hypergeometric functions \(pF_q(\mu_1, \ldots, \mu_p; \nu_1, \ldots, \nu_q; z)\) by the coefficients\(^{12}\)
\[
\beta_k = 2F_1 \left( \frac{1}{2}, -k; \frac{1}{2} - k; -2 \right),
\]
\[
\gamma_k = 2F_1 \left( -\frac{1}{2}, -k; \frac{1}{2} - k; -2 \right),
\]
\[
\delta_k = 3F_2 \left( -\frac{1}{2}, -\frac{5}{6}, -k; -\frac{1}{6}, \frac{1}{2} - k; -2 \right),
\]
\[
\epsilon_k = 2F_1 \left( \frac{1}{2}, 1 - k; \frac{1}{2} - k; -2 \right).
\]

Note that we have chosen to rotate back to the real basis by \(g_k = \rho^{-1} \hat{g}_k \rho\).

By resumming the coefficients \(g_k\) as a series expansion in \(y^{-k}\) one recovers the matrix-valued function \(g(y)\). Since the expressions for these kinds of functions are rather bulky around the large complex structure point, we choose to directly rotate to the matter fields by \(\hat{h}(y) = g(y) y^{-1/2N^0}\) and find
\[
\hat{h}(y) = \alpha(y) \left( \begin{array}{cccc}
1 + 3\beta(y)^{-1} & 0 & 3\beta(y)^{-1} - 3 & 0 \\
0 & 3y + y\beta(y) & 0 & y\beta(y) - y \\
0 & \frac{\gamma(y)}{\alpha(y)} - 4y^2 & 0 & y^3 - \chi + 3y^3\beta(y) \\
0 & 3\chi - 3y^3 + 3y^3\beta(y) & 0 & y^3 - \chi + 3y^3\beta(y)
\end{array} \right),
\]
where for convenience we defined the functions\(^{13}\)
\[
\alpha(y) = \frac{1}{2\sqrt{4y^3 - \chi}}, \quad \beta(y) = \sqrt{1 + \frac{\chi}{2y^3}}, \quad \gamma(y) = \sqrt{2 \frac{y^3 - \chi + 3y^3\beta(y)}{2y^{5/2}\sqrt{\chi(2y^3 - \chi) + 8}}}.
\]

---

\(^{12}\)Note that the coefficient \(\delta_k\) should not be confused with the phase operator \(\delta\).

\(^{13}\)Note that the function \(\alpha(y)\) corresponds to the series \(\alpha(y) = y^{-3/2} \sum_k \alpha_{3k} y^{-3k}\) for the coefficients defined in (5.56).
In principle one can rotate the $x$-dependence of the matter fields into the solution by $h(x, y) = e^{x N^-} \tilde{h}(y)$, but the resulting expression would become quite cumbersome and has therefore been omitted. Since this dependence enters through the relatively simple factor $e^{x N^-}$ anyway, one can simply treat this factor separately when analyzing the bulk solution. Note that, in contrast to the $I_1$ and $\Pi_0$ boundaries, the parameter $\chi$ that entered through the phase operator $\delta$ cannot be removed by some coordinate redefinition here.

6 On reconstructing periods from the bulk solution

In this section we describe another way to represent the information that the matter fields $h(x, y)$ carry, which is particularly elegant for Calabi-Yau type boundaries. This data can be captured by the asymptotic behaviour of the $(D, 0)$-form periods of a Calabi-Yau manifold. In practice one can compute these periods directly for geometrical examples, and recently these techniques have been applied in the context of the swampland program in [54–57]. In order to match the two descriptions, we find that one has to include essential exponential corrections to these periods for most boundaries. For $D = 3$ and $h_{1/2} = 1$ we demonstrate how this works in practice, and show how to reinterpret the bulk solutions of section 5 geometrically in terms of local period expressions.

6.1 Procedure for matching periods with the matter fields

Let us begin with describing the periods of the $(D, 0)$-form $\Omega$ of a Calabi-Yau manifold $Y_D$. By fixing an integral basis for the $D$-form cohomology $H^D(Y_D, \mathbb{R})$ one can represent $\Omega$ by its periods as a vector $\Pi$. This period vector $\Pi(t)$ varies holomorphically over the complex structure moduli space $\mathcal{M}^{\infty}(Y_D)$. In general it depends in a highly non-trivial manner on the complex structure modulus $t$, since it requires one to solve complicated Picard-Fuchs equations. Nevertheless, when moving close to boundaries in moduli space, one can give a precise description by using the nilpotent orbit theorem [26], which states that the period vector admits a near-boundary expansion

$$\Pi(t) = e^{t N^-} \left( a_0 + a_1 e^{2 \pi it} + a_2 e^{4 \pi it} + \ldots \right).$$

The factor involving the lowering operator $N^-$ captures the monodromy behavior of the period vector under circling singularities by $t \to t + 1$, similar to the group-valued matter field in (2.15). One can think of the terms $a_1, a_2, \ldots$ as non-perturbative terms, which become exponentially small when the complex structure modulus is sent to the boundary $t \to i \infty$.

Let us ignore these non-perturbative terms for the moment, and first try to recover the polynomial part of the periods in the coordinate $t = x + iy$ from the matter fields $h(x, y)$. Recall that the charge operator $Q_\infty$ induces a decomposition of the Hilbert space $\mathcal{H}$ into charge eigenspaces $\mathcal{H}^\infty_q$. The polynomial part of the $(D, 0)$-form periods in (6.1) can then be related to a particular charge eigenstate via

$$\Pi_{\text{pol}} = e^{t N^-} a_0 = h(x, y) e^{-\zeta |D|/\tau}.$$
Notably this relation includes corrections to the periods due to the phase operator $\delta$, such as the $\alpha'$-correction with the Euler characteristic at the large complex structure point. Meanwhile exponential corrections to the periods are not covered in (6.2) by the matter fields $h(x, y)$.

Nevertheless the matter fields $h(x, y)$ do capture information about essential non-perturbative terms for some boundaries, which can be seen as follows. Although $h(x, y)$ does not account for non-perturbative terms in the $(D, 0)$-form periods directly via (6.2), it does determine the polynomial periods of every $(p, q)$-form, and not just the $(D, 0)$-form. Recall that for Calabi-Yau manifolds other $(p, q)$-forms (with $p + q = 3$) can be obtained as linear combinations of the $(D, 0)$-form and its derivatives. For Calabi-Yau threefolds this applies for any element of the threeform cohomology $H^3(Y_3, \mathbb{C})$, while for fourfolds one has to restrict to the primitive\footnote{Here the four-forms $\omega \in H^4_p(Y_4, \mathbb{C})$ are primitive with respect to the Kähler form $J$ in the sense that they satisfy the primitivity condition $J \wedge \omega = 0$.} cohomology $H^4_p(Y_4, \mathbb{C})$. The idea is now that after taking derivatives of the $(D, 0)$-form periods the terms involving $a_0$ can vanish, which results in non-perturbative terms such as $a_1$ making up the other $(p, q)$-forms to leading order. To illustrate this point let us explicitly differentiate (6.1), which yields

$$\partial_t \Pi = e^{tN^-} \left( N^- a_0 + (N^- + 2\pi i)a_1 e^{2\pi it} + \ldots \right). \quad (6.3)$$

When the first term vanishes, this means that the non-perturbative term $a_1$ can already enter in the periods of a $(D - 1, 1)$-form at polynomial order (after removing an irrelevant overall factor $e^{2\pi it}$). This is precisely what happens at $I_1$ boundaries such as the conifold point. We can extend this argument inductively to higher order derivatives. Defining $n_i$ as the lowest integer such that $N^{n_i} a_i = 0$, one finds that the term $a_{i+1}$ has to be included whenever $n_0 + \ldots + n_i < D$.

Having discussed how other $(p, q)$-forms can capture non-perturbative data at leading order, we are ready to describe how we can determine these polynomial periods. We begin by explaining how one can compute the polynomial periods of the $(p, q)$-forms from the periods of the $(D, 0)$-form. First one computes the derivatives of the period vector (6.1), and combines them into the increasing filtration

$$F^p(t) = \text{span}_\mathbb{C} \{ \partial^k_t \Pi \mid 0 \leq k \leq D - p \}. \quad (6.4)$$

For large $y \gg 1$ these vector spaces can then be approximated by $F^p_{\text{pol}}$ that vary, up to an overall rescaling in any direction, as a polynomial in $t = x + iy$. To be precise, we can write

$$F^p(t) \approx F^p_{\text{pol}}(t) = e^{tN^-} F^p_0, \quad (6.5)$$

where $F^p_0$ are vector spaces independent of $t$. The spaces $F^p_{\text{pol}}$ are spanned by the polynomial part of the periods of the $(r, s)$-forms with $r \geq p$, and likewise the $F^q_{\text{pol}}$ by $(r, s)$-forms with $s \geq q$. By taking the intersection between these vector spaces, we find that the $(p, q)$-forms follow from

$$H^{p,q}_{\text{pol}} = F^p_{\text{pol}} \cap F^q_{\text{pol}}. \quad (6.6)$$
Alternatively one can obtain the polynomial periods of the \((p,q)\)-forms from the matter fields via the eigenspaces \(H^\infty_q\) of the charge operator \(Q^\infty\). These matter fields interpolate between the Hodge structure \(H^\infty_q\) at the boundary and the Hodge structure \(H^{p,q}_{\text{pol}}\) in the bulk of the moduli space. To be precise, \(h(x,y)\) relates the vector spaces by

\[
H^{p,D-p}_{\text{pol}} = h(x,y) e^{-\zeta} H^\infty_{p-D/2}.
\]  

(6.7)

We can now relate the two descriptions of the bulk solution by computing the vector spaces \(H^{p,D-p}_{\text{pol}}\) via these two approaches. Either we compute the polynomial periods of the \((p,q)\)-forms via (6.5) and (6.6) from the periods of the \((D,0)\)-form, or we determine the eigenspaces of \(Q^\infty\) and apply the group-valued matter field \(h(x,y)\) following (6.7). Let us mention that, in principle, one can even re-engineer the \((D,0)\)-form periods including essential non-perturbative terms from the polynomial periods that follow from the matter fields by using (6.7). However, it turns out that there is a more convenient approach to integrate the boundary data directly into periods instead of computing \(h(x,y)\) first, and this direction will be explored further in [58].

6.2 Matching periods for bulk reconstruction examples

In this section we discuss how we can reformulate the bulk solutions obtained in section 5 for our three examples in terms of \((3,0)\)-form periods. We start with \(\text{IV}_1\) boundaries: these do not require us to work with non-perturbative corrections, making the match of the two descriptions more straightforward. We then move on to \(\text{I}_1\) and \(\text{II}_0\) boundaries, where we will demonstrate how non-perturbative terms for the \((3,0)\)-form periods are needed to match with the bulk solutions for the matter fields \(h(x,y)\). For each of these examples we find that \(\zeta = 0\) by using (4.49), so the factor of \(e^{-\zeta}\) can be ignored in (6.2) and (6.7) in the following.

**Type \(\text{IV}_1\) boundaries.** Let us begin by writing down the periods of the \((3,0)\)-form for \(\text{IV}_1\) boundaries. From a geometrical perspective we identify the \(\text{IV}_1\) boundary as a large complex structure point, which allows one to write down the periods in terms of the topological data of the mirror Calabi-Yau manifold. In order to simplify our expressions, we have used a basis transformation and a rescaling of the period vector compared to e.g. [16].

The period vector then takes the form

\[
\Pi = \begin{pmatrix}
1 \\
t \\
t^2 \\
t^3 + i\chi
\end{pmatrix},
\]  

(6.8)

where we wrote \(t = x + iy\). We now want match these periods to the bulk solution for the matter fields (5.58) by using (6.2). In order to make this match we must first identify the

\footnote{To be precise, these redefinitions get rid of the intersection number \(K_{111}\) appearing with \(t^2\) and \(t^3\), and the integrated second Chern class in the third entry. The parameter \(\chi\) is related to the Euler characteristic as described in footnote 10.}
state with charge \( q = 3/2 \) under \( Q_\infty \). Recalling the boundary data from table 1 for the IV\(_1\) boundary, we find that

\[
\left| 3, 3; \frac{3}{2} \right\rangle = \frac{1}{\alpha(y)} \begin{pmatrix} 1 \\ i \\ -1 \\ -i \end{pmatrix},
\]

(6.9)

where we normalized by a factor of \( \alpha(y) \) for later convenience, which is defined in (5.59). Following (6.2) we then act with the group-valued matter field (5.58) on the above charge eigenstate, which yields

\[
h(x, y) \left| 3, 3; \frac{3}{2} \right\rangle = \begin{pmatrix} 1 \\ t \\ t^2 \\ t^3 + i\chi \end{pmatrix}.
\]

(6.10)

Note that this indeed agrees with the periods given in (6.8). Thus the bulk matter solution we found in this work (5.58) matches with the familiar periods from the large complex structure point. In principle one can now continue and check the polynomial periods of the other \( (p, q) \)-forms by using (6.7). However, these periods would follow directly from the polynomial periods in (6.8) which have already been matched, so these checks do not lead to any further insights for IV\(_1\) boundaries.

**Type I\(_1\) boundaries.** For our next example we treat the I\(_1\) boundaries. From a geometric perspective these boundaries are identified with conifold points, which arise for instance in the moduli space of the mirror quintic [53]. The period vector of the \((3, 0)\)-form for these boundaries takes the form

\[
\Pi = \begin{pmatrix} 1 \\ b e^{2\pi i t} \\ b e^{2\pi i t}(t - ic - \frac{i}{2\pi t}) \\ i + \frac{b^2}{4\pi t} e^{4\pi i t} \end{pmatrix},
\]

(6.11)

where \( b \in \mathbb{C} \) is some model-dependent coefficient. Note that, in contrast to the period vector of the type IV\(_1\) boundary, this period vector has multiple essential exponential corrections.

We now want to match these periods to the bulk solution (5.20). While one could match the polynomial periods of the \((3, 0)\)-form via (6.2), these are simply constants so this check is rather trivial. Let us therefore directly consider the match (6.7) for the polynomial periods of all \((p, q)\)-forms. First we need to compute the filtration of polynomial periods \( F^p_{\text{pol}} \) as defined in (6.5). We can represent these periods by a so-called period matrix as

\[
\Pi_{\text{pol}} = e^{tN^-} \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & -ic & 1 & 0 \\ i & 0 & 0 & 1 \end{pmatrix},
\]

(6.12)
where the first $k$ columns span the vector space $F_{\text{pol}}^{3-k}$. One can compute these vector spaces $F_{\text{pol}}^p$ explicitly by taking derivatives of the period vector according to (6.4) and thereafter truncating to the polynomial periods. To be precise, the second and third column follow from the periods at order $e^{2\pi it}$ in (6.11), while the last column follows from the periods at order $e^{4\pi it}$. We can then compute the polynomial periods of the $(p,q)$-forms explicitly by determining the intersection of $F_{\text{pol}}^p$ with $F_{\text{pol}}^q$ (for $p + q = 3$) according to (6.6), which yields

\begin{align}
H_{\text{pol}}^{3,0} & : \left(1, 0, 0, i\right), \\
H_{\text{pol}}^{2,1} & : \left(0, 1, t - ic, 0\right), \\
H_{\text{pol}}^{1,2} & : \left(0, 1, i + ic, 0\right), \\
H_{\text{pol}}^{0,3} & : \left(1, 0, 0, -i\right),
\end{align}

(6.13)

where we indicated a representative for each vector space. We now want to show that we can obtain the same periods from the bulk matter solution (5.20) by using (6.7). In order to make this match we first have to determine the charge eigenstates with respect to $Q_{\infty}$.

Recalling the boundary data from table 1 we find the states

\begin{align}
\left|0, 0; 3\right\rangle & = \left(1, 0, 0, i\right), \\
\left|1, 1; \frac{1}{2}\right\rangle & = \sqrt{y - c} \left(0, 1, i, 0\right), \\
\left|1, -1; -\frac{1}{2}\right\rangle & = \sqrt{y - c} \left(0, 1, i, 0\right), \\
\left|0, 0; -\frac{3}{2}\right\rangle & = \left(1, 0, 0, -i\right),
\end{align}

(6.14)

where we normalized some states by a factor of $\sqrt{y - c}$ for later convenience. Following (6.7), one can easily verify that application of the group-valued matter field (5.20) on these charge eigenstates indeed reproduces the polynomial periods (6.13).

**Type II$\theta$ boundaries.** Finally we discuss the periods for II$\theta$ boundaries. Geometrically these boundaries can arise in the complex structure moduli space of Calabi-Yau threefolds by performing Tyurin degenerations. The period vector of the $(3,0)$-form near these singularities reads

\begin{equation}
\Pi(t) = \left(
\begin{array}{c}
1 \\
i \\
-ic + t \\
c + it
\end{array}
\right) + be^{2\pi it} \left(
\begin{array}{c}
1 \\
-i \\
-ic + t + i/\pi \\
c - it + 1/\pi
\end{array}
\right),
\end{equation}

(6.15)

where $b \in \mathbb{C}$ is some model-dependent coefficient. Again, in contrast to the type IV$1$ case, this period vector contains a (single) essential non-perturbative term.

We now want to match these periods to the bulk solution (5.30). For brevity we directly discuss the match for the polynomial periods of all $(p,q)$-forms according to (6.7), instead of just the match for the $(3,0)$-form given by (6.2). First we compute the filtration of polynomial periods $F_{\text{pol}}^p$ as defined in (6.5). We can represent this filtration by the period
matrix

\[
\Pi_{\text{pol}} = e^{tN^-} \begin{pmatrix}
1 & 1 & 0 & 0 \\
0 & -i & 0 & 0 \\
-ic & 1 & -ic & 1 \\
c & i & -c & -i \\
\end{pmatrix},
\]

(6.16)

where the first \(k\) columns again span the vector space \(F_{3-k}^{\text{pol}}\). These vector spaces can be computed directly from the period vector (6.15) by taking derivatives and truncating to the leading terms. The first two columns correspond to the polynomial periods of the \((3,0)\)-form, while the last two columns correspond to the periods at order \(e^{2\pi it}\). By intersecting the vector spaces according to (6.6) we find that the polynomial periods of the \((p,q)\)-forms are given by

\[
\begin{align*}
H_{\text{pol}}^{3,0} : & \quad (1, i, t - ic, it + c), \\
H_{\text{pol}}^{2,1} : & \quad (1, i, \bar{t} + ic, i\bar{t} - c), \\
H_{\text{pol}}^{1,2} : & \quad (1, -i, t - ic, -it - c), \\
H_{\text{pol}}^{0,3} : & \quad (1, -i, \bar{t} + ic, -i\bar{t} + c),
\end{align*}
\]

(6.17)

where we indicated a representative for each vector space. We now want to show that we can obtain the same periods from the bulk matter solution (5.30) by using (6.7). In order to make this match we first have to determine the charge eigenstates of \(Q_{\infty}\). Recalling the boundary data from table 1, we find the states

\[
\begin{align*}
|1, 1; \frac{3}{2}\rangle &= \sqrt{y - c} \left(1, i, i, -1\right), \\
|1, -1; \frac{1}{2}\rangle &= \sqrt{y - c} \left(1, i, -i, 1\right), \\
|1, 1; -\frac{1}{2}\rangle &= \sqrt{y - c} \left(1, -i, i, 1\right), \\
|1, -1; -\frac{3}{2}\rangle &= \sqrt{y - c} \left(1, -i, -i, 1\right),
\end{align*}
\]

(6.18)

where we normalized the states by a factor of \(\sqrt{y - c}\). Following (6.7), one can easily verify that application of the group-valued matter field (5.30) on these charge eigenstates indeed reproduces the polynomial periods (6.17).

7 Conclusions

In this work we have studied the solutions of a special non-linear sigma-model depending on group-valued matter fields \(h\) varying over a two-dimensional space-time. This model was introduced to encode couplings of certain supersymmetric effective field theories that are compatible with a UV completion in string theory. In this application it is crucial to identify the two-dimensional space-time of the sigma-model with the moduli space of the effective theory. Studying this sigma-model abstractly, i.e. without any reference to the possibly underlying geometric string theory realization, we have introduced a recursive way to reconstruct the matter field solutions near the boundaries of the two-dimensional space-time. The reconstructed near-boundary solutions were uniquely fixed by a set of
Sl(2)-boundary conditions and a single matching condition. In applications to effective actions such solutions are of particular interest, since they encode couplings that are constrained by multiple swampland conjectures. Investigating these near-boundary solutions therefore provide us with a general way to probe the string landscape in an abstract manner. Furthermore, the fact that the solutions can be reconstructed starting from the boundary supports the holographic perspective put forward in [12] and gives an interesting realization of a bulk-boundary correspondence. Notably, the proposed correspondence can be formulated independently of any geometric realization and is therefore intriguing in its own right. In this work we elucidated the abstract constructions that enter in this correspondence and successfully applied it to a particular set of examples.

In the reconstruction of the matter field solutions $h$ we restricted ourselves to solving the equations of motion in a two-dimensional background metric that is flat up to a general Weyl factor. Furthermore, we imposed three conditions to control their asymptotic behaviour. First, we required the existence of a continuous symmetry

$$h(x+c, y) = e^{cN} h(x, y)$$

that arose as a continuous version of the discrete monodromy transformations. The universal emergence of such a continuous global symmetry at infinite distance boundaries in the associated effective theories is consistent with the recent discussions in [5, 7, 8]. The second restriction we imposed is the $Q$-constraint. We stress that this constraint does not follow from the action principle and should be regarded as an additional requirement to obtain ‘physical’ solutions [12, 13]. It roughly states that the solutions are compatible with the charge decomposition of the Hilbert space at every point near the boundary. While mathematically well understood within asymptotic Hodge theory [26, 27], it would be interesting to give a precise physical interpretation of this constraint from the point of view of the sigma-model. This question has recently been tackled in a follow-up work [59], where the action principle that was proposed in the current work has been generalized to a so-called $\lambda$-deformed Wess-Zumino-Witten model. In the latter model, the equations of motion collectively encode both the $Q$-constraint and Nahm’s equations. However, a complete physical interpretation of the boundary data is still lacking, and we hope to return to this in future work. Indeed, as a final condition we imposed specific boundary conditions on the matter fields. In particular, we demanded that the leading behaviour of the operators $N^\bullet(y)$, as $y \to \infty$, is governed by an $\mathfrak{sl}(2)$-triple. This triple plays a central role in the bulk reconstruction procedure through the boundary decomposition it induces on both the Hilbert space and the operators. Still, these three conditions do not fix the solution to the equations of motion completely. This is achieved by the matching condition with the phase operator $\delta$, which comprises the final piece of the boundary data. Indeed, while the $\mathfrak{sl}(2)$-triple specifies the leading behaviour of the matter fields, the CKS recursion together with the matching condition fixes all sub-leading terms $g_k$. The striking result is that in this way a rather simple set of boundary conditions and the CKS recursion uniquely determines an infinite series of matrix-valued coefficients in the $1/y$-expansion.

In order to illustrate how the bulk reconstruction is performed in practice we have solved the CKS recursion for a concrete set of boundary data. From the classification of possible boundary data we have considered all examples that are of Calabi-Yau type in $D = 3$ that have $h_{1/2} = 1$. The three possible cases were denoted by I$_1$, II$_0$ and IV$_1$. While
it is important to stress that we did not require a geometric realization in order to arrive at this data, we have found that the corresponding solutions can be associated to three well-known degenerations realized in geometric Calabi-Yau threefold moduli spaces known as the conifold point, the Tyurin degeneration, and the large complex structure point. In order to make this identification we explained the relationship between the matter field solutions matching the $\text{sl}(2)$ boundary data of Calabi-Yau type and the asymptotic period vector of the $(D,0)$-form on a Calabi-Yau $D$-fold. Here it is interesting to note that the CKS recursions for the cases $I_1$ and $II_0$ admit rather simple solutions. Nevertheless we argued that matching the bulk solutions to geometric periods one is able to determine that certain instanton corrections are required in the asymptotic periods. In contrast, for the example $IV_1$ the CKS recursion was much more involved and required solving a set of four coupled recursion relations, while its relation to the period vector is straightforward. The intricate dependence of the complexity of the procedure on the boundary data raises the question of whether it is possible to write down a general solution to the CKS recursion, especially when considering higher-dimensional moduli spaces, and poses an interesting challenge for future investigations.

There are numerous further avenues that can be taken to extend the proposed bulk-boundary correspondence and elucidate the physical nature of the model as a whole. As a first step we have already studied symmetries of the bulk action in this work. We discovered a global symmetry for left multiplication with an associated conserved current, while right multiplication gave rise to a gauge symmetry. In order to extend these models, one immediate question is to find a generalization to higher-dimensional moduli spaces. While the matter action admits a straightforward higher-dimensional generalisation [13], it is very non-trivial to extend the holographic perspective and the CKS recursion. To complement this, it is also interesting to couple the matter action to gravity. For the two dimensional settings considered here, we recall that Einstein gravity is of topological nature. This fact, together with the desire to fix the background metric to be the so-called Weil-Petersson metric, lead to the proposal of [12] to couple the matter action to an alternative gravitational theory in two dimensions known as JT-gravity [60, 61]. In this proposal the Hodge metric, which is constructed from the on-shell conserved currents, is the crucial link between the matter action and the gravity action. While this proposal might be intriguing, it is also conceivable that the Hodge metric appears as the space-time metric itself. It is thus desirable to study the gravity coupled action in two dimensions and lay the groundwork for the generalization to higher dimensions.

Let us also briefly comment on the reconstruction of the period vector. Our discussion focussed on the derivation of the period vectors from the bulk field solutions via the construction of a nilpotent orbit. We have then compared these results with the known leading expressions for the period vector for Calabi-Yau threefold examples. In an upcoming project, it is shown how bulk solutions with $\text{sl}(2)$ boundary data can always be integrated to an asymptotic period vector [58]. This yields the immediate question of whether or not one can reconstruct the full period vector on the entire moduli space including all instanton corrections when taking into account the data supplied for all boundaries. This would imply the exciting possibility that in fact the full bulk geometry is entirely encoded
in the boundary information and would give further support for the existence of a fully holographic description of the moduli space.

In developing further a holographic perspective one also has to face several open questions regarding the boundary information. The first is whether there exists a proper ‘boundary theory’ that may give rise to the various components of the boundary data in a physical manner. Note that both the Hodge metric and the Weil-Petersson metric, the latter at infinite distance boundaries, asymptote to an AdS$_2$ metric. This indicates that the encountered bulk-boundary correspondence is some manifestation of the AdS$_2$/CFT$_1$ duality. Especially interesting in this regard is the role that the phase operator would play in such a boundary theory. Indeed, the origin of the phase operator, as well as the matching condition are crucial in order to understand the bulk-boundary correspondence further, and it is tempting to speculate that the proposed presence of emergent and axionic strings [7, 8, 62–68] could serve as a guide to clarify their appearance. It is important to emphasize that while we have restricted our discussion of explicit examples to boundaries of Calabi-Yau type this was purely a choice made to connect with the existing swampland literature. In elucidating the bulk-boundary correspondence it would be illustrative to reconstruct the bulk solutions for boundaries that are not of Calabi-Yau type. For example it is interesting to consider the moduli spaces of Riemann surfaces, since these are already well-studied from the Hodge theory perspective [69]. It is an exciting prospect that already by changing the boundary conditions the holographic approach may also be extended to certain non-supersymmetric effective actions.
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A Computation on the $Q$-constraint and the CKS input data

In this section some properties of the input data $\Phi_n^{-1}$ are discussed in terms of the boundary data. We first explain how the $Q$-constraint can be written in terms of the complex algebra and the boundary charge operator $Q_{\infty}$. The resulting constraint is then used to fix the coefficients of the input data. We also show that the expression (4.30) for the input data indeed has the desired properties, i.e. it has $(d, \epsilon) = (n, -1)$.

A.1 Rewriting the $Q$-constraint

We recall the $Q$-constraint, as given in (2.20)

\[ [Q_{\infty}, \mathcal{N}^0] = i \left( \mathcal{N}^+ + \mathcal{N}^- \right), \quad [Q, \mathcal{N}^\pm] = -i \frac{\mathcal{N}^0}{2}. \]  

(A.1)

Let us first write the above equations in the complex algebra by recalling (4.4) and (4.5)

\[ [\rho Q_{\infty} \rho^{-1}, L^0] = i \left( L^+ + L^- \right), \quad [\rho Q_{\infty} \rho^{-1}, L^\pm] = -i \frac{L^0}{2}. \]  

(A.2)
By using (3.6) and the commutation relations between $Q_\infty$ and the $L_\alpha$, one computes

$$
\rho Q_\infty \rho^{-1} = e^{\frac{i\pi}{2n} \text{ad}(L_1 + L_{-1})} Q_\infty
$$

(A.3)

$$
= Q_\infty + \sum_{n=1}^{\infty} 4^{n-1} \left[ (i\pi/4)^{2n} \frac{2L_0 - (i\pi/4)^{2n-1}}{(2n-1)!} (L_1 - L_{-1}) \right]
$$

(A.4)

$$
= Q_\infty - \frac{1}{2} L_0 - \frac{i}{2} L_1 + \frac{i}{2} L_{-1}.
$$

(A.5)

Inserting this result in (A.2) then immediately yields the $Q$-constraint as presented in (4.7)

$$
[2Q_\infty - L_0, L^0] = 2i(L^+ + L^-) + i[L_1, L^0] - i[L_{-1}, L^0],
$$

(A.6)

$$
[2Q_\infty - L_0, L^\pm] = -iL^0 + i[L_1, L^\pm] - i[L_{-1}, L^\pm].
$$

(A.7)

### A.2 Imposing the $Q$-constraint on the CKS input data

We recall that the input data for the CKS recursion is given by vectors $\Phi_{n}^{n-1}$ which have $d = n$ and $\epsilon = -1$. In the main text the following expression for the input data $\Phi_{n}^{n-1}$ was given in terms of the boundary data

$$
\Phi_{n}^{n-1} = \sum_{1 \leq s, q \leq n-1} a_{q}^{n,s} \left( \frac{-1}{n-s} (\text{ad } L_1)^{s+1} 2 (\text{ad } L_1)^s}{(n-s+1)(\text{ad } L_1)^{s-1}} \tilde{\eta}_{-q}^{(-n)} \right).
$$

(A.8)

In this section we will show that indeed this $\Phi_{n}^{n-1}$ has eigenvalue $\epsilon = -1$. By the characterization 4.25 of the eigenvalue $\epsilon$, it suffices to show that

$$
4B_0(\Phi_{n}^{n-1}) = (n + 2)\Phi_{n}^{n-1},
$$

(A.9)

where

$$
4B_0 = \begin{pmatrix}
\text{ad } L_0 & -\text{ad } L_1 & 0 \\
-2 \text{ad } L_{-1} & 0 & 2 \text{ad } L_1 \\
0 & \text{ad } L_1 & -\text{ad } L_0
\end{pmatrix}.
$$

(A.10)

Inserting the expression for $\Phi_{n}^{n-1}$ into the above equation, we obtain

$$
4B_0(\Phi_{n}^{n-1}) = \sum_{s,q} a_{q}^{n,s} \left( \frac{-1}{n-s} \text{ad } L_0(\text{ad } L_1)^{s+1} - 2(\text{ad } L_1)^{s+1}}{2 \text{ad } L_{-1}(\text{ad } L_1)^{s-1} + 2(n-s+1)(\text{ad } L_1)^s \tilde{\eta}_{-q}^{(-n)} \right).
$$

(A.11)

Next, we use the Jacobi identity and the $\mathfrak{sl}(2)$-algebra to write

$$
\text{ad } L_0(\text{ad } L_1)^s = (\text{ad } L_1)^s(\text{ad } L_0 + 2s),
$$

(A.12)

$$
\text{ad } L_{-1}(\text{ad } L_1)^s = s(\text{ad } L_1)^{s-1}(-\text{ad } L_0 - s + 1) + (\text{ad } L_1)^s \text{ad } L_{-1}.
$$

(A.13)

Recalling that $\tilde{\eta}_{-q}^{(-n)}$ satisfies

$$
[L_{-1}, \tilde{\eta}_{-q}^{(-n)}] = 0, \quad [L_0, \tilde{\eta}_{-q}^{(-n)}] = -n \tilde{\eta}_{-q}^{(-n)},
$$

(A.14)
it follows that
\[
\begin{align*}
ad L_0 (ad L_1)^s \hat{\eta}_q^{(-n)} &= (2s - n)(ad L_1)^s \hat{\eta}_q^{(-n)}, \\
ad L_{-1} (ad L_1)^s \hat{\eta}_{-q}^{(-n)} &= s(n - s + 1)(ad L_1)^{s-1} \hat{\eta}_{-q}^{(-n)}.
\end{align*}
\] (A.15)  (A.16)

Using these two results, one may simplify
\[
4B_0(\Phi^{n-1}_n, -1_n) = (n + 2) \sum_{s,q} a^{n,s}_q \left( \frac{1}{n-s} \frac{(ad L_1)^{s+1}}{2(ad L_1)^s} \right) \hat{\eta}_q^{(-n)} = (n + 2) \Phi^{n-1}_n.
\] (A.17)

We conclude that the input data indeed has $\epsilon = -1$. Note that this derivation is valid for any choice of $a^{n,s}_q$. To fix the $a^{n,s}_q$, we evaluate the $Q$-constraint at level $n$ and insert the expression for $\Phi^{n-1}_n$. We follow the computation in [12]. Using the fact that
\[
[2Q_\infty - L_0, (ad L_1)^s \hat{\eta}_q^{(-n)}] = (n - 2q)(ad L_1)^s \hat{\eta}_q^{(-n)},
\] (A.18)

and as well as the previous relations we find that (A.6) reduces to
\[
0 = \sum_{1 \leq s,q \leq n-1} \left( i(n - 2q) a^{n,s}_q + \frac{n - s}{n-s+1} a^{n,s-1}_q - s(n-s) a^{n,s+1}_q \right) (ad L_1)^s \hat{\eta}_q^{(-n)},
\] (A.19)

where in the second line we collected terms according to their power in $ad L_1$. Since this relation must hold for every $s$ separately, we find
\[
i(n - 2q) a^{n,s}_q + \frac{n - s}{n-s+1} a^{n,s-1}_q - s(n-s) a^{n,s+1}_q = 0, \quad a^{n,1}_q = \frac{1}{n}.
\] (A.20)

The particular normalization is due to the fact that one should recover $\hat{\eta}$ from the $L^-_n$ as follows:16
\[
\hat{\eta} = \sum_{n \geq 2} \sum_{q \geq 1} (L^-_n)^{(-n)} \hat{\eta}_q^{(-n)} = \sum_{n \geq 2} \sum_{q \geq 1} na_q^{n-1} \hat{\eta}_q^{(-n)}.
\] (A.21)

In [12] it was stated that (A.20) together with the reality condition $a^{n,s}_q = a^{n,s}_{-q}$ has a unique solution given by
\[
a^{n,s}_q = i^{s-1} \frac{(n-s)!}{n!} b^{s-1}_{q-1,n,q-1},
\] (A.22)

where the coefficients $b_{p,q}^k$ are determined by
\[
(1 - x)^p (1 + x)^q = \sum_{k=0}^{p+q} b_{p,q}^k x^k.
\] (A.23)

\[16\] The component of $L^-_n$ which has weight $-n$ corresponds to the $s = 1$ part of the sum.
B Expressions for the bulk reconstruction of IV$_1$ boundaries

In this appendix we collect some relevant expressions for the bulk reconstruction of the IV$_1$ boundary that complements the derivation in section 5.3.

First we write out the adjoint action of the sl$(2)$-triple $(L_1, L_0, L_{-1})$ in terms of the basis $T_a$ of the algebra $g = sp(4)$ introduced in (5.35). In this basis the triple $(ad L_1, ad L_0, ad L_{-1})$ takes the form

\[
\begin{align*}
\text{ad } L_1 &= \begin{pmatrix}
0 & 0 & i\sqrt{\frac{3}{2}} & \sqrt{\frac{3}{2}} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -\frac{i\sqrt{3}}{2} & \frac{i\sqrt{3}}{2} & 0 & 0 & 0 & 0 & 0 & 0 \\
-\frac{i\sqrt{3}}{2} & \frac{\sqrt{3}}{2} & 0 & 0 & i\sqrt{\frac{5}{2}} & \frac{\sqrt{5}}{2} & 0 & 0 & 0 & 0 \\
-\frac{\sqrt{3}}{2} & -i\sqrt{\frac{3}{2}} & 0 & 0 & -\sqrt{\frac{5}{2}} & i\sqrt{\frac{5}{2}} & 0 & 0 & 0 & 0 \\
0 & 0 & -i\sqrt{\frac{3}{2}} & \frac{\sqrt{3}}{2} & 0 & 0 & i\sqrt{6} & 0 & 0 & 0 \\
0 & 0 & -\frac{\sqrt{3}}{2} & \frac{i\sqrt{3}}{2} & 0 & 0 & -\sqrt{\frac{5}{2}} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & i\sqrt{6} & \sqrt{6} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -i 1 0 \\
\end{pmatrix}, \\
\text{ad } L_0 &= \begin{pmatrix}
0 & 6i & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
6i & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -4i & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 4i & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -2i 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 2i 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}, \\
\text{ad } L_{-1} &= \begin{pmatrix}
0 & 0 & i\sqrt{\frac{3}{2}} & \sqrt{\frac{3}{2}} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \sqrt{\frac{3}{2}} & i\sqrt{\frac{3}{2}} & 0 & 0 & 0 & 0 & 0 & 0 \\
-\sqrt{\frac{3}{2}} & -i\sqrt{\frac{3}{2}} & 0 & 0 & i\sqrt{\frac{5}{2}} & \frac{\sqrt{5}}{2} & 0 & 0 & 0 & 0 \\
\sqrt{\frac{3}{2}} & -i\sqrt{\frac{3}{2}} & 0 & 0 & -\sqrt{\frac{5}{2}} & i\sqrt{\frac{5}{2}} & 0 & 0 & 0 & 0 \\
0 & 0 & -i\sqrt{\frac{3}{2}} & \frac{\sqrt{3}}{2} & 0 & 0 & i\sqrt{6} & 0 & 0 & 0 \\
0 & 0 & -\frac{\sqrt{3}}{2} & \frac{i\sqrt{3}}{2} & 0 & 0 & -\sqrt{\frac{5}{2}} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -i\sqrt{6} & -\sqrt{6} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 \\
\end{pmatrix}.
\end{align*}
\]

We next consider the recursion relation (4.14) for $\Phi_n = (L^+, L^0, L^-)$ for IV$_1$ boundaries. By using ansatz (5.42) we find that the CKS recursion reduces to a system of four
coupled recursion relations for the coefficients $a_n, b_n, c_n$ and $d_n$, given by

\begin{align}
 a_n + b_n &= \frac{2}{6n + 8} \sum_{0 < k < n} \left[ a_{n-k} \left( 9c_k + 14i \sqrt{\frac{6}{5}} b_k \right) + 3b_{n-k} \left( \frac{28i}{3} \sqrt{\frac{2}{15}} b_k + 4c_k + d_k \right) \right], \\
 3a_n - 4b_n &= \frac{2}{6n - 6} \sum_{0 < k < n} \left[ 12b_{n-k} \left( 7i \sqrt{\frac{2}{15}} b_k + 3c_k - d_k \right) - 4a_{n-k} \left( 9c_k + 14i \sqrt{\frac{6}{5}} b_k \right) \right], \\
 c_n + d_n &= \frac{2}{6n + 4} \sum_{0 < k < n} \frac{1}{30} \left[ 90(c_k + d_k)c_{n-k} - 1568b_k(3a_{n-k} + b_{n-k}) \right], \\
 2c_n - d_n &= \frac{2}{6n - 2} \sum_{0 < k < n} \left[ \frac{784}{15} b_{n-k}(b_k - 6a_k) + 3c_{n-k}(2d_k - c_{n-k}) \right].
\end{align}

Let us remind the reader that these coupled recursion relations are solved by (5.45).
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