Periods and Hodge structures in perturbative quantum field theory

Stefan Weinzierl

Abstract. There is a fruitful interplay between algebraic geometry on the one side and perturbative quantum field theory on the other side. I review the main relevant mathematical concepts of periods, Hodge structures and Picard-Fuchs equations and discuss the connection with Feynman integrals.

1. Periods

1.1. Periodic functions. Let us consider a meromorphic function $f$ of a complex variable $z$. A period $\omega$ of the function $f$ is a constant such that

$$f(z + \omega) = f(z)$$

(1.1)

for all $z$. Let us exclude the trivial case that $f$ is constant. The set of all periods of $f$ forms a lattice, which is either trivial, a simple lattice or a double lattice. The trivial lattice consists of $\omega = 0$ only. A simple lattice is generated by one element. An example for a singly periodic function is given by $\exp(z)$.

$$(1.2)$$

$\exp(z)$ is periodic with periods $\omega_1$ and $\omega_2$. Of particular interest are also the corresponding inverse functions. These are in general multivalued functions. In the case of the exponential function $x = \exp(z)$, the inverse function is given by

$$z = \ln(x).$$

(1.5)
The inverse function to Weierstrass’s elliptic function \( x = \wp(z) \) is an elliptic integral given by

\[
\int_0^\infty \frac{dt}{\sqrt{4t^3 - g_2t - g_3}}
\]

with

\[
g_2 = 60 \sum_{\omega \in \Lambda \setminus \{0\}} \frac{1}{\omega^4}, \quad g_3 = 140 \sum_{\omega \in \Lambda \setminus \{0\}} \frac{1}{\omega^6}.
\]

In both examples the periods can be expressed as integrals involving only algebraic functions. For the first example of the exponential function we have

\[
2\pi i = 4i \int_0^1 \frac{dt}{\sqrt{1 - t^2}}.
\]

For the second example of Weierstrass’s \( \wp \)-function let us assume that \( g_2 \) and \( g_3 \) are two given algebraic numbers. Then

\[
\omega_1 = 2 \int_{t_1}^{t_2} \frac{dt}{\sqrt{4t^3 - g_2t - g_3}}, \quad \omega_2 = 2 \int_{t_3}^{t_2} \frac{dt}{\sqrt{4t^3 - g_2t - g_3}},
\]

where \( t_1, t_2 \) and \( t_3 \) are the roots of the cubic equation \( 4t^3 - g_2t - g_3 = 0 \).

### 1.2. Numerical periods

In the following we will denote by \( \mathbb{Q} \) the set of rational numbers and by \( \bar{\mathbb{Q}} \) the set of algebraic numbers. An algebraic number is a solution of a polynomial equation with rational coefficients. \( \bar{\mathbb{Q}} \) is a countable subset of \( \mathbb{C} \). Numbers which are not algebraic are called transcendental. The sets \( \mathbb{R}, \mathbb{C} \) and the set of transcendental numbers are uncountable.

The representation of the periods of \( \exp(z) \) and \( \wp(z) \) in the form of eq. (1.6) and eq. (1.7) is the motivation for the following generalisation, due to Kontsevich and Zagier [22].

A numerical period is a complex number whose real and imaginary parts are values of absolutely convergent integrals of rational functions with rational coefficients, over domains in \( \mathbb{R}^n \) given by polynomial inequalities with rational coefficients. Domains defined by polynomial inequalities with rational coefficients are called semi-algebraic sets.

We denote the set of numerical periods by \( \mathbb{P} \). We may replace in the above definition every occurrence of “rational function” with “algebraic function” and every occurrence of “rational number” with “algebraic number” without changing the set of numbers \( \mathbb{P} \). Then it is clear, that the integrals in eq. (1.6) and eq. (1.7) are numerical periods in the sense of the above definition.

The algebraic numbers are contained in the set of periods, \( \mathbb{Q} \subset \mathbb{P} \). The numerical periods \( \mathbb{P} \) are a countable set of numbers, lying between \( \mathbb{Q} \) and \( \mathbb{C} \). The set of numerical periods \( \mathbb{P} \) is a \( \bar{\mathbb{Q}} \)-algebra. In particular the sum and the product of two numerical periods are again numerical periods. The transcendental number \( \pi \) is contained in \( \mathbb{P} \), as can be seen from eq. (1.8). However it is not known, whether \( 1/\pi \) belongs to \( \mathbb{P} \) or not. As multiplication with (positive or negative) powers of \( (2\pi i) \) is a common operation in number theory, one often considers the algebra
\[
(1.10) \quad q_i = \sum_{j=1}^l \rho_{ij} k_j + \sum_{j=1}^m \sigma_{ij} p_j, \quad \rho_{ij}, \sigma_{ij} \in \{-1, 0, 1\}.
\]

We define the Feynman integral by

\[
(1.11) \quad I_G = \frac{\prod_{j=1}^n \Gamma(\nu_j)}{\Gamma(\nu - lD/2)} \left(\mu^2\right)^{\nu - lD/2} \int \prod_{r=1}^l \frac{d^D p_r}{i\pi^D} \prod_{j=1}^n \frac{1}{(-q_j^2 + m_j^2)^\nu},
\]

with \(\nu = \nu_1 + \ldots + \nu_n\). \(\mu\) is an arbitrary scale introduced to make the integral dimensionless. After Feynman parametrisation we obtain

\[
(1.12) \quad I_G = \int_\Delta \omega_0 \left(\prod_{j=1}^n \frac{x_j^{\nu_j - 1}}{\mu^{\nu_j - lD/2}}\right) \frac{U^{\nu - (l+1)D/2}}{F^{\nu - lD/2}}.
\]

The prefactors in the definition of the Feynman integral in eq. (1.11) are chosen such that after Feynman parametrisation we obtain an expression without prefactors, as can be seen from eq. (1.12). In eq. (1.12) the integration is over

\[
(1.13) \quad \Delta = \left\{ [x_1 : x_2 : \ldots : x_n] \in \mathbb{P}^{n-1} \mid x_i \geq 0, 1 \leq i \leq n \right\}.
\]

Here, \(\mathbb{P}^{n-1}\) denotes the real projective space with \(n - 1\) dimensions. \(\omega_0\) is a differential \((n - 1)\)-form given by

\[
(1.14) \quad \omega_0 = \sum_{j=1}^n (-1)^{i-1} x_j \ dx_1 \wedge \ldots \wedge \hat{dx}_j \wedge \ldots \wedge dx_n,
\]

where the hat indicates that the corresponding term is omitted. The functions \(U\) and \(F\) are obtained from first writing

\[
(1.15) \quad \sum_{j=1}^n x_j (-q_j^2 + m_j^2) = -\sum_{r=1}^l \sum_{s=1}^l k_r M_{rs} k_s + \sum_{r=1}^l 2k_r \cdot Q_r - J,
\]

where \(M\) is a \(l \times l\) matrix with scalar entries and \(Q\) is a \(l\)-vector with \(D\)-vectors as entries. We then have

\[
(1.16) \quad U = \det(M), \quad F = \det(M) \left(-J + QM^{-1}Q\right) / \mu^2.
\]

\(U\) and \(F\) are the first and second graph polynomial of the Feynman graph \(G\). Both polynomials are homogeneous in the Feynman parameters, \(U\) is of degree \(l\), \(F\) is of degree \(l + 1\). The polynomial \(U\) is linear in each Feynman parameter. If all
internal masses are zero, then also $F$ is linear in each Feynman parameter. In the polynomial $F$ Lorentz invariant quantities like

$$s = \left( \sum_j p_j \right)^2$$

appear, where the sum runs over a subset of the external momenta. We denote the set of all Lorentz invariants appearing in $F$ by $S_G$. There is an alternative definition of the two graph polynomials in terms of spanning forests of the graph $G$ [10].

We would like to discuss one special case of eq. (1.12). Suppose that (i) the graph has no external lines or all invariants from $S_G$ are zero, (ii) all internal masses $m_j$ are equal to $\mu$ and (iii) all propagators occur with power 1, i.e. $\nu_j = 1$ for all $j$. Then the Feynman parameter integral reduces to

$$I_G = \int_\Delta \omega_0 \left( \sum_{j=1}^n x_j \right)^{1D/2-n} U^{-D/2}.$$  

This integral is an Igusa local zeta function (when viewed as a function of $D/2$) and has been studied by Belkale and Brosnan in [4].

The Feynman integral defined in eq. (1.12) has an expansion as a Laurent series in the parameter $\varepsilon = (4 - D)/2$ of dimensional regularisation:

$$I_G = \sum_{j=-2l}^{\infty} c_j \varepsilon^j.$$ 

The Laurent series of an $l$-loop integral can have poles in $\varepsilon$ up to the order $(2l)$. The poles in $\varepsilon$ correspond to ultraviolet or infrared divergences. The coefficients $c_j$ are functions of the Lorentz invariants $s \in S_G$, the masses $m_i$ and (in a trivial way) of the arbitrary scale $\mu$. Suppose for the moment that (i) all kinematical invariants $s \in S_G$ are negative or zero, (ii) all masses $m_i$ and $\mu$ are positive or zero ($\mu \neq 0$) and (iii) all ratios of invariants and masses are rational, then it can be shown that all coefficients $c_j$ of the Laurent expansion are numerical periods. For the special case of Igusa local zeta functions in eq. (1.18) this has been proven by Belkale and Brosnan [4], the more general case of eq. (1.12) in [9]. The non-trivial part of this statement comes from the fact that in four space-time dimensions Feynman integrals can diverge. A value of $D \neq 4$ acts as a regulator. In general the expansion in $\varepsilon$ does not commute with the integration. In order to be able to write the coefficients $c_j$ as manifestly absolute convergent integrals one uses a resolution of the singularities of the two graph polynomials [21, 27]. In the physics community a constructive algorithm to do this is known as sector decomposition [8].

### 1.3. Abstract periods.

There is a more formal definition of periods as follows [22]: Let $X$ be a smooth algebraic variety of dimension $n$ defined over $\mathbb{Q}$ and $D \subset X$ a divisor with normal crossings. (A normal crossing divisor is a subvariety of dimension $n - 1$, which looks locally like a union of coordinate hyperplanes.) Further let $\omega$ be an algebraic differential form on $X$ of degree $n$ and $\Delta$ a singular $n$-chain on the complex manifold $X(\mathbb{C})$ with boundary on the divisor $D(\mathbb{C})$. We
thus have a quadruple \((X, D, \omega, \Delta)\). To each quadruple we can associate a complex number \(P(X, D, \omega, \Delta)\) called the period of the quadruple and given by the integral

\[
P(X, D, \omega, \Delta) = \int_{\Delta} \omega.
\]

It is clear that the period of the quadruple is an element of \(\mathbb{P}\), and that to any element \(p \in \mathbb{P}\) one can find a quadruple, such that \(P(X, D, \omega, \Delta) = p\). The period map is therefore surjective. The interesting question is whether the period map is also injective. As it stands above, the period map is certainly not injective for trivial reasons. For example, a simple change of variables can lead to a different quadruple, but does not change the period. One therefore considers equivalence classes of quadruples modulo relations induced by linearity in \(\omega\) and \(\Delta\), changes of variables, Stokes’ formula and Fubini’s formula. The vector space over \(\mathbb{Q}\) of these equivalence classes is called the space of effective periods and denoted by \(\mathbb{P}\).

\(\mathbb{P}\) is an algebra. It is conjectured that the period map from \(\mathbb{P}\) to \(\mathbb{P}\) is injective and therefore an isomorphism \([20, 22, 3]\). This would imply that all relations between numerical periods are due to linearity, change of variables, Stokes and Fubini.

In order to make the definition more concrete, we consider an example the quadruple given by \(X = A^1_\mathbb{Q}\) \(\setminus\{0\}\), \(D = \emptyset\), \(\omega = \frac{dz}{z}\) and \(\Delta\) the path along the unit circle in the counter-clockwise direction. The corresponding period is \((2\pi i)\).

As in the case of numerical periods it is not known whether there is a quadruple in \(\mathbb{P}\), whose period is \(1/(2\pi i)\). One therefore adjoins to \(\mathbb{P}\) formally the inverse of the element whose period is \((2\pi i)\) and writes \(\mathbb{P}[1/(2\pi i)]\) for the so obtained algebra. Elements of \(\mathbb{P}[1/(2\pi i)]\) are called abstract periods.

### 2. Hodge structures

Hodge structures have their origin in the study of compact Kähler manifolds. Let \(M\) be a complex manifold with complex structure \(J\). A Riemannian metric \(g\) on \(M\) is called Hermitian, if it is compatible with the complex structure \(J\), in other words

\[
g(JX, JY) = g(X, Y).
\]

\(X\) and \(Y\) denote vector fields on \(M\). For a Hermitian manifold one defines an associated differential two-form by

\[
K(X, Y) = g(JX, Y).
\]

\(K\) is called the Kähler form. (In the literature also the letter \(\omega\) is frequently used to denote the Kähler form.) A Hermitian manifold is called a Kähler manifold, if the two-form \(K\) is closed:

\[
dK = 0.
\]

An example of compact Kähler manifolds is provided by compact Riemann surfaces. Riemann surfaces are complex manifolds of complex dimension one and the Kähler form of any Hermitian metric is necessarily closed. A second example is given by the complex projective space \(\mathbb{P}^n(\mathbb{C})\). As a third example we mention complex submanifolds of Kähler manifolds. These submanifolds are again Kähler.
On a compact Kähler manifold we have the following decomposition of the cohomology groups
\[(2.4) \quad H^k(X) \otimes \mathbb{C} = \bigoplus_{p+q=k} H^{p,q}(X), \quad H^{p,q}(X) = H^{q,p}(X).\]
For a fixed \(k\) this provides an example of a pure Hodge structure of weight \(k\). A pure Hodge structure of weight \(k\) on a \(\mathbb{Z}\)-module \(V_{\mathbb{Z}}\) of finite rank is a direct sum decomposition
\[(2.5) \quad V_{\mathbb{C}} = V_{\mathbb{Z}} \otimes \mathbb{C} = \bigoplus_{p+q=n} V^{p,q} \quad \text{with} \quad V^{p,q} = V^{q,p}.\]
If one replaces \(\mathbb{Z}\) by \(\mathbb{Q}\) or \(\mathbb{R}\), one speaks about a rational or real Hodge structure, respectively. The numbers
\[(2.6) \quad h^{p,q}(V) = \dim V^{p,q}\]
are called the Hodge numbers. There is a second definition of a pure Hodge structure, which is more adapted for generalisations. The second definition is based on a Hodge filtration: Let \(F^\bullet V_{\mathbb{C}}\) be a finite decreasing filtration:
\[(2.7) \quad V_{\mathbb{C}} \supseteq \ldots \supseteq F^{p-1}V_{\mathbb{C}} \supseteq F^pV_{\mathbb{C}} \supseteq F^{p+1}V_{\mathbb{C}} \supseteq \ldots \supseteq (0)\]
such that
\[(2.8) \quad V_{\mathbb{C}} = F^pV_{\mathbb{C}} \oplus \overline{F^{k-p+1}V_{\mathbb{C}}}.\]
Then \(V\) carries a pure Hodge structure of weight \(k\). These two definitions are equivalent: Given the Hodge decomposition, we can define the corresponding Hodge filtration by
\[(2.9) \quad F^pV_{\mathbb{C}} = \bigoplus_{j \geq p} V^{j,k-j}.\]
Conversely, given a Hodge filtration we obtain the Hodge decomposition by
\[(2.10) \quad V^{p,q} = F^pV_{\mathbb{C}} \cap \overline{F^qV_{\mathbb{C}}}.\]
Pure Hodge structures are relevant for smooth projective algebraic varieties, these are necessarily compact. If one gives up the requirement of smoothness or compactness one is lead to a generalisation called mixed Hodge structure \([14, 15, 16]\). A mixed Hodge structure is given by a \(\mathbb{Z}\)-module \(V_{\mathbb{Z}}\) of finite rank, a finite increasing filtration on \(V_{\mathbb{Q}} = V_{\mathbb{Z}} \otimes \mathbb{Q}\), called the weight filtration:
\[(2.11) \quad (0) \subseteq \ldots \subseteq W_{k-1}V_{\mathbb{Q}} \subseteq W_kV_{\mathbb{Q}} \subseteq W_{k+1}V_{\mathbb{Q}} \subseteq \ldots \subseteq V_{\mathbb{Q}},\]
and a finite decreasing filtration on \(V_{\mathbb{C}} = V_{\mathbb{Z}} \otimes \mathbb{C}\), called the Hodge filtration:
\[(2.12) \quad V_{\mathbb{C}} \supseteq \ldots \supseteq F^{p-1}V_{\mathbb{C}} \supseteq F^pV_{\mathbb{C}} \supseteq F^{p+1}V_{\mathbb{C}} \supseteq \ldots \supseteq (0),\]
such that \(F^\bullet\) induces a pure Hodge structure of weight \(k\) on
\[(2.13) \quad \text{Gr}^W_k V_{\mathbb{Q}} = W_kV_{\mathbb{Q}}/W_{k-1}V_{\mathbb{Q}}.\]
In addition, we can consider a family of Hodge structures, parametrised by a manifold. If in addition a few technical conditions are met, this leads to a variation of a Hodge structure. The precise definition of a variation of a Hodge structure can be found in the literature \([18, 19]\). Suppose first that the variation with the parameters is smooth. Then the Hodge numbers \(h^{p,q}\), being integers, have to remain constant. If the variation with the parameters has singularities, one can study what happens
Figure 1. The wheel with four spokes (left), the 6-loop zigzag graph (middle) and the 3-loop banana graph (right).

as one approaches the singularity. This gives a limiting mixed Hodge structure. For an exact definition the reader is again referred to the literature [25, 28].

In order to discuss the connection of Hodge structures with periods we focus on a smooth algebraic variety over the rational numbers $\mathbb{Q}$. To this variety we can on the one hand associate the de Rham cohomology $H^k_{\text{DR}}(X)$, as well as the Betti cohomology $H^k_{\text{B}}(X)$. Let us denote by $\omega_j$ a basis for $H^k_{\text{DR}}(X)$ and by $\gamma_i$ a basis for the Betti homology $H^k_{\text{B}}(X)$. A basis for $H^k_{\text{B}}(X)$ is then given by the duals $\gamma_i^*$ and satisfies $\gamma_i \gamma_j^* = \delta_{ij}$. There is an isomorphism between the de Rham and Betti cohomology,

$$H^k_{\text{B}}(X) \otimes \mathbb{C} \rightarrow H^k_{\text{DR}}(X) \otimes \mathbb{C}$$

given by

$$\omega_i = \sum_j p_{ij} \gamma_j^* \quad p_{ij} = \int_{\gamma_j} \omega_i.$$  

The coefficients $p_{ij}$ are called the periods of $X$. The abstract periods are then the equivalence classes of the quadruples $(X, \emptyset, \omega_i, \gamma_j)$.

Let us now come back to the Feynman integral in eq. (1.12) and focus on finite Feynman integrals, which do not need to be regulated. We consider two special cases: The first case is given by $D = 4, \nu_j = 1$ and $n = 2l$. Then

$$I_G = \int_{\Delta} \frac{\omega_0}{U^2}.$$  

Examples for this case are the wheel with $l$ spokes and the family of zigzag graphs [6, 17, 12]. Examples of corresponding Feynman graphs are shown in fig. (1) on the left and in the middle, respectively. In the second case we consider $D = 2, \nu_j = 1$ and $n = l + 1$. Then

$$I_G = \int_{\Delta} \frac{\omega_0}{F}.$$  

Examples for this case are the family of banana graphs [1, 23]. An example of a corresponding Feynman graph is shown in fig. (1) on the right.

In both cases the integrand is a rational differential form. We would like to think of these integrals as periods of mixed Hodge structures. There are two complications to this. First of all, the integrand becomes singular when the polynomials in the denominator vanish. Secondly, the region of integration $\Delta$ has a boundary $\partial \Delta$. It is therefore clear, that there are two geometric objects of interest in eq. (2.16) or eq. (2.17): On the one hand the domain of integration $\Delta$ and on the other hand the algebraic variety $X$ defined by the zero set of the polynomial in the denominator.
In the first example, \( X \) is defined by \( U^2 = 0 \), in the second example \( X \) is defined by \( F = 0 \). The two objects \( X \) and \( \Delta \) may intersect. Since \( U \) is a sum of monomials with all coefficients equal to 1, intersections of \( X \) and \( \Delta \) may happen in the case of the first example only on the boundary \( \partial \Delta \). The same holds true in the second example if we restrict ourselves for the kinematics to the Euclidean region, already encountered after eq. (1.19): If (i) all kinematical invariants \( s \in S_G \) are negative or zero and (ii) all masses \( m_i \) and \( \mu \) are positive or zero \( (\mu \neq 0) \), then the zero set of \( F \) intersects \( \Delta \) only on the boundary. If \( X \cap \partial \Delta \) is non-empty, we blow-up \( \mathbb{P}^{n-1} \) in this region. Let us denote the blow-up by \( P. \) We further denote the strict transform of \( X \) by \( Y \) and the total transform of the set \( \{ x_1 x_2 ... x_n = 0 \} \) by \( B \). With these notations we can now consider the mixed Hodge structure (or the motive) given by the relative cohomology group (2.18)

\[
H^{n-1}(P \setminus Y, B \setminus B \cap Y).
\]

The Feynman integral is then a period of this cohomology class. Let us denote by (2.19)

\[
S = S_G \cup \{ m_1^2, ..., m_n^2 \}
\]

the set of all Lorentz invariants \( s \) and masses squared appearing in \( F \). The polynomial \( F \) depends on these variables and we actually have in the example of eq. (2.17) a variation of a mixed Hodge structure.

3. Picard-Fuchs equations

Do the formal considerations of the previous section have practical applications? Yes, they do. We will give an example. Periods of variations of mixed Hodge structures are expected to satisfy differential equations of Picard-Fuchs type. In the case of example (2.17) the Feynman integral is a period of a variation of a mixed Hodge structure and should satisfy for any given choice \( t \in S \) an ordinary linear differential equation of Picard-Fuchs type. Such a differential equation is a useful tool for computing the Feynman integral, once the boundary values and the inhomogeneous terms in the differential equation are known. Below we will sketch an algorithm for finding for a given variable \( t \in S \) an ordinary linear differential equation of Picard-Fuchs type of minimal order [24]. The algorithm has the additional benefit that we can work with dimensionally regulated integrals as in eq. (1.12) and are no longer forced to restrict ourselves to rational integrands as in eq. (2.16) or in eq. (2.17).

Starting from eq. (1.12) we pick one \( t \in S \) and set

\[
(3.1) \quad \omega_t = f \omega_0, \quad f = \left( \prod_{j=1}^{n} x_j^{\nu_j-1} \right) \frac{U^{\nu-(l+1)D/2}}{F^{\nu-(l+1)D/2}}.
\]

We look for a differential equation of the form

\[
(3.2) \quad L^{(r)} \omega_t = d\beta,
\]

where

\[
(3.3) \quad L^{(r)} = \sum_{j=0}^{r} p_j \left( \mu^2 \frac{dt}{d\beta} \right)^j
\]

is a Picard-Fuchs operator of order \( r \). The coefficients \( p_j \) may depend on the kinematical invariants from the set \( S \), the scale \( \mu \), the space-time dimension \( D \) and
the exponents $\nu_i$, but not on the Feynman parameters $x_i$. We normalise the Picard-Fuchs operator such that $p_r = 1$. We recall that a differential operator of the form as in eq. (3.3) is said to be of Fuchsian type, if all coefficients $p_j$ are meromorphic functions of $t$ and if $p_j$ has at most poles of order $(r-j)$. $\beta$ is a $(n-2)$-form, depending on the Feynman parameters $x_i$. The differential $d$ is with respect to the Feynman parameters $x_i$. For $\beta$ we make the following ansatz

$$\beta = \frac{f}{F^{r-1}} \sum_{j_1 < j_2} (-1)^{j_1 + j_2} [-x_{j_1} a_{j_2} + x_{j_2} a_{j_1}]$$

$$dx_1 \wedge ... \wedge \hat{dx}_{j_1} \wedge ... \wedge \hat{dx}_{j_2} \wedge ... \wedge dx_n,$$

where the $a_i$ are homogeneous polynomials of degree $(rl + r - l)$ in the variables $x_i$. The ansatz is based on the fact, that the singularities of the integrand $\omega_t$ are given by powers of the graph polynomials $U$ and $F$. Acting with $L^{(r)}$ on the integrand $\omega_t$ will only increase the power of $F$ in the denominator by $r$, but will not introduce singularities on new algebraic varieties. Each polynomial $a_i$ contains only a finite number of monomials in the Feynman parameters with a priori unknown coefficients. We therefore take these coefficients and the variables $p_0, ..., p_{r-1}$ as the set of our unknown variables. Plugging the ansatz (3.4) in eq. (3.2) gives a linear system of equations for the unknown variables. This system may or may not have a solution. In order to find the differential equation of minimal order we start at $r = 1$ and try to solve the linear system of equations. If no solution is found, we increase $r$ by one and repeat the exercise, until a solution is found. This is then the solution of minimal order $r$.

Integration of eq. (3.2) yields then

$$I^{(r)} = \int d\beta = \int \beta,$$

where we used Stokes. Eq. (3.5) is the sought-after ordinary linear differential equation for the Feynman integral $I_G$. The right-hand side is given as a sum of integrals with $(n-1)$ Feynman parameters. These integrals correspond to graphs with one propagator less and can be considered as simpler.

To give an example we consider the one-loop two-point function with equal internal masses in two space-time dimensions This integral is given by

$$I_G = \int_{\Delta} \frac{x_1 dx_2 - x_2 dx_1}{F}, \quad F = \frac{t}{\mu^2} x_1 x_2 + (x_1 + x_2)^2 \frac{m^2}{\mu^2}.$$ 

This integral has a first-order Picard-Fuchs operator

$$L^{(1)} = \mu^2 \frac{d}{dt} + \mu^2 \frac{t - 2m^2}{t(t - 4m^2)}$$

and a possible solution for $\beta$ is

$$\beta = \frac{1}{F} \frac{\mu^2}{t(t - 4m^2)} [(t - 2m^2)x_1 x_2 - 2m^2 x_2^2].$$
The boundary of $\Delta$ is given by the two points $[1 : 0]$ and $[0 : 1]$. The integration of the inhomogeneous term yields
\begin{equation}
\int_{\partial \Delta} \beta = -\frac{2\mu^4}{t(t - 4m^2)}.
\end{equation}
Putting everything together, we obtain the differential equation
\begin{equation}
(t(t - 4m^2) \frac{d}{dt} + t - 2m^2) I_G = -2\mu^2.
\end{equation}
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