DOUBLE EXPONENTIAL LOWER BOUNDS FOR POSSIBLE SOLUTIONS IN THE SECOND CASE OF THE FERMAT LAST THEOREM

PREDA MIHĂILESCU AND MICHAEL T. RASSIAS

Abstract. In a recent paper, the first author provided some lower bounds to solutions of the equations of Fermat and Catalan, based on local power series developments at the ramified prime of a prime cyclotomic extension. Although both equations have in fact been proved not to have any unknown solutions, these improved bounds are interesting in the context of a new effective abc inequality announced in the paper [MFHMP] based on Mochizuki’s [IUT-IV, Theorem A]. In this paper we provide a strengthening of the lower bound for FLT2, which is necessary in order to take advantage of the best upper bounds for primes p for which it was verified on a computer that FLT2 has no solutions.

1. Introduction and notations

This paper improves upon the lower bound proved in the recent paper [Mi3], by extending upon the method used there. Since the initial steps of the argument are similar, we use parts of the introductory facts from [Mi3], in order to introduce the basic notions on the basis of which we can then explain our strategy and complete the proofs. The improvements are quite impressive, compared to previous results, and they were made possible by a very useful new insight that strengthens the approach taken in [Mi3]. This will be shortly described at the end of the chapter, in the plan of the paper. At that point, sufficient notations are introduced, allowing an easier presentation of the new ideas. The paper being short, the interested reader can also jump to the paper presentation, catching up during the reading with notation that may be unfamiliar.

Throughout this paper, p is an odd prime. We state here, for ease of reference, the equation of interest:

\[ x^p + y^p = z^p; \quad x, y, z \in \mathbb{Z} \neq 0, \quad (x, y, z) = 1, \quad \text{and } p \text{ is an odd prime.} \]

The following known relations [RI]( §IV.1, 1B, p. 54 ), which hold iff there is a solution for FLT2, and in which one may assume the choice \( x, z > 0 \) and \( |x| > |y| \), will be of interest:

\[ x^p + y^p = z^p, \quad p^2 |z, \quad p^{2p-1} |(x + y), \]

\[ \frac{x^p + y^p}{p(x + y)} = N_{K/Q} \left( \frac{x + y}{1 - \zeta - y} \right) = s^p, \]

for some \( s \in \mathbb{Z} \) and \( \zeta \in \mathbb{C} \), a primitive \( p \)-th root of unity, \( K = \mathbb{Q}[\zeta] \).

We shall prove:

\[ \text{Date: Version 1.0 August 20, 2021.} \]
Theorem 1. Suppose that \((x, y, z)\) is a triple satisfying \([1]\) and \(p\mid z\), with \(p \geq 257\) a prime. Then

\[
\max(|x|, |y|, |z|) \geq p^{(5/2)p^{-1}}.
\]

Throughout this note, we denote the set of minimal positive representatives of \(\mathbb{F}_p\) by \(P = \{0, 1, \ldots, p-1\}; P^* = P \setminus \{0\}\), and \(\zeta\) will be a primitive \(p\)-th root of unity; we also write \(q = \frac{p-1}{2}\). We let \(K = \mathbb{Q}[\zeta]\) be the cyclotomic field, with galois group \(G = \text{Gal}(K/\mathbb{Q})\) and \(\sigma_c \in G\) are the automorphisms given by \(\zeta \mapsto \zeta^c\), for \(c \in P^*\); we fix \(\sigma = \sigma_q \in G\), an automorphism generating \(G\) as a cyclic group. The complex conjugation acting in \(K\) is \(\bar{\cdot}\).

The ideal \(I = (\zeta^{p-1}/p)\) stands for a remainder, which is divisible by \(\lambda^k\). The same notation can be used also in \(\mathbb{Z}_p[\zeta]\).

The Stickelberger element \(\psi = \frac{1}{p} \sum_{c=1}^{p-1} c \sigma_c^{-1} \in \frac{1}{p} \mathbb{Z}[G]\) generates the Stickelberger ideal in the group ring of \(G\) over the rational integers, by intersecting its principal ideal with \(\mathbb{Z}[G]\), according to

\[
I = \psi \mathbb{Z}[G] \cap \mathbb{Z}[G].
\]

The ideal \(I\) has the property of annihilating the class group of \(K\) (\([Wa]\), §15.1). To each ideal \(\mathfrak{c} \subset \mathbb{Z}[\zeta]\) and each \(\theta \in I\), the ideal \(\mathfrak{c}^\theta \subset A\) is principal, generated by \(\gamma \in \mathbb{Z}[\zeta]\), and \(\gamma \cdot \gamma = N(\mathfrak{C})^{\zeta(\theta)}\), for some integer \(\zeta(\theta) \in \mathbb{Z}\), which we call the relative weight of \(\theta\). There exists a base for \(I\) made up by elements of weight one: they are called \(\text{Fueter elements}, \text{e.g.} [Mi2]\) and which are written as

\[
\psi_n = \sum_{c \in I_n} n_c \sigma_c^{-1} = (\sigma_{n+1} - 1 - \sigma_n) \theta \in \mathbb{Z}_{\geq 0}[G],
\]

where the \(a_j \in \{0, 1, \ldots, p-1\}\), and only finitely many are not vanishing. And the symbol \(O(\lambda^k)\) stands for a remainder, which is divisible by \(\lambda^k\). The same notation can be used also in \(\mathbb{Z}_p[\zeta]\).

Thus, for any \(\theta \in I\), there is a development

\[
\theta = \sum_{n=1}^{(p+1)/2} \nu_n \psi_n = \sum_{c=1}^{p-1} n_c \sigma_c^{-1}; \quad \nu_n, n_c \in \mathbb{Z}.
\]

Numbers \(\gamma\) generating the principal ideal \(\mathfrak{c}^\theta\) are, up to roots of unity, products of Jacobi sums and are called, by extension, \(\text{Jacobi numbers}(\text{Jh}, \text{Mi2})\). Iwasawa proved in \([W]\) that Jacobi numbers verify \(\gamma \equiv 1 \mod (1 - \zeta)^2\), a relation which is used for norming the Jacobi.
integer generators of the previously mentioned ideals. See also the introduction of [Mi2] for an exhaustive presentation of properties of the Stickelberger Ideal as used in our context.

**Remark 1.** It is also proved in [Mi2], that if \( J \subset \mathbb{Z}[\zeta] \) is some principal ideal that is generated by a Jacobi number \( j \in \mathbb{Z}[\zeta] \) — so \( J = (j) \) — then this number is uniquely determined by \( J \) and it verifies \( j \cdot \bar{1} \in \mathbb{N} \).

1.1. **Basic facts in the \( p \)-th cyclotomic field.** The left terms of the equation (2) factor in the field \( K \) and the assumed solutions give raise to specific characteristic numbers and ideals, which are rich in properties, that we review in the following two facts.

**Fact 1.**

A. There is a characteristic (algebraic) number, which encodes the properties of the solutions, in the \( p \)-th cyclotomic field \( K \). This is

\[
\alpha(x, y) = \frac{x + y}{1 - \zeta} - y.
\]

Since \( p^{2p-1} | (x + y) \), this is indeed an integral element.

B. The galois group \( G \) acts on the characteristic number, giving raise to pairwise coprime integral elements, for \( 1 \leq c < d \leq p - 1 \), we have

\[
(\sigma_c(\alpha), \sigma_d(\alpha)) = (1).
\]

C. There is a characteristic ideal \( \mathfrak{A} = (\alpha, s) \) of order dividing \( p \). It is related to the previously introduced number by the relations:

\[
\mathfrak{A}^p = (\alpha), \quad N(\mathfrak{A}) = (s).
\]

The annihilation of the ideals in (8) by elements \( \psi \in I \) of the Stickelberger ideal, leads to some algebraic numbers — in fact, Jacobi numbers, in the sense explained above — which depend on \( \psi \) and which can be developed in local binomial power series, as a consequence, essentially, of the relations in the above identities. Binomial series and the Jacobi numbers depend on \( \psi \), and we shall use notations of the type \( \beta[\psi] \in \mathbb{Z}[\zeta] \) for the Jacobi numbers, and \( f[\psi](T) \) for the binomial series associated to annihilation by \( \psi \); the use of square brackets rather than indices, for bringing these dependencies into evidence, is preferable from the typographic point of view; it can be dropped as soon as the Stickelberger element associated to a binomial series or Jacobi number is evident in the context. We describe these resources for arbitrary \( \psi \in I \cap \mathbb{Z}_{\geq 0}[G] \). We have:

**Fact 2.**

D. Suppose that \( \psi = \sum_{c=1}^{p-1} n_c \sigma_c^{-1} \in \mathbb{Z}_{\geq 0}[G] \) is a positive Stickelberger element. The annihilation of the characteristic ideals yields principal ideals (Jacobi numbers) as follows:

\[
(\beta[\psi]) \cdot \mathfrak{A}^\psi \subset A; \quad \beta[\psi]^p = \alpha^\psi.
\]

The Jacobi numbers \( \beta[\psi] \) are uniquely determined by these relations, as consequence of Remark 2.

E. Dividing with complex conjugates yields practical expressions for \( p \)-adic power series developments, as follows:

\[
\gamma[\psi] = \frac{\beta[\psi]}{\bar{\beta}[\psi]}, \quad \gamma[\psi]^p = \alpha^{(1-j)^\psi} = \left( \frac{1 - \frac{x + y}{1 - \zeta}}{1 - \frac{x + y}{1 - \zeta}} \right)^\psi.
\]

F. Since \( \beta[\psi] \cdot \bar{\beta}[\psi] = s[\psi] \), we obtain integral elements in \( E \) by multiplication with constants:

\[
s[\psi] \gamma[\psi] = \beta^2[\psi] \in \mathbb{Z}[\zeta]
\]
Indeed, the absolute value

\[ I \]

is divisible by some large power of \( p \), which is the lowest terms vanish: if the linear combination is non-vanishing, then it is a number \( \beta \). By (2) and (3), the fact that \( I(a, b) = (\sigma_a(\alpha), \sigma_b(\alpha)) = (1) \) follows by noting that \( I(a, b) = (x + y, y) = (1) \). Indeed

\[ y \cdot \frac{\zeta^a - \zeta^b}{1 - \zeta^b} = \frac{1 - \zeta^a}{1 - \zeta^b} \sigma_a(\alpha) - \sigma_b(\alpha) = \varepsilon_1 y \in I(a, b), \]

\[ \lambda \cdot (\alpha - \beta) = \frac{\lambda(\zeta^a - \zeta^b)}{(1 - \zeta^a)(1 - \zeta^b)}, \]

where \( \varepsilon_1, \) are units, so we also conclude that \( y, x + y \in I(a, b) \), as claimed. The ideal

\[ \mathbf{A}^p = (\alpha^p, \alpha^{p-1}s, \ldots, \alpha s^{p-1}, N(\alpha)) = (\alpha) \cdot \left( \alpha^{p-1}, \ldots, \prod_{c \neq 1} \sigma_c(\alpha) \right). \]

Since \( I(1, c) = (1) \), the right-most ideal in the previous identity is the one-ideal, and thus \( \mathbf{A}^p = (\alpha) \), which explains Fact 1 for the Fermat equation. This completes the proof of the first fact, in the FLT2 case.

In D., the fact that \( \mathbf{A}^\psi \) is a principal ideal is a consequence of the fact that the Stickelberg ideal annihilates the class group. By definition, it is generated by a Jacobi number, which we denote with \( \beta[\psi] \).

By raising to the \( p \)-th power, we get from (3) the identity

\[ (\beta[\psi]^p) = (\mathbf{A}^p)^\psi = (\alpha^\psi), \]

which is an equality of principal ideals generated by Jacobi numbers. It follows from Remark 1 that the identity \( \beta[\psi]^p = \alpha^\psi \) holds between Jacobi numbers, and this is (4). The quotient

\[ \gamma^p[1] = \alpha/\mathbf{A} = \frac{1 - \frac{x+y}{y(1-\zeta)}}{1 - \frac{x+y}{y(1-\zeta)}} \]

is built such as to cancel \( y \), so we obtain a fraction with a nice \( p \)-adic development, and raising to the power \( p \) yields, under application of (11), the defining relation (10). This relation is particularly well suited for a \( p \)-adic development of \( \gamma[\psi] \), in view of the large valuation of \( \alpha + y \), noticed in (12). In our context it is important to work with algebraic integers, and \( \gamma[\psi] \) is not one. However, by multiplying by \( s^\psi \) we do obtain an algebraic integer, whose local power series development results herewith from (11). \( \square \)

1.2. Plan of the paper. The point F. in Fact 2 is the key for bounds found in [M3] and also for the present approach. The idea was that the map \( \gamma : I/(I \cap p\mathbb{Z}[G]) \to K^\times \) is connected to binomial power extensions that converge \( p \)-adically; especially the fact that in the assumption that \( p|z \), the valuation \( v_p(x+y) \geq 2p-1 \) allowed already in [M3] a substantial improvement upon the lower bounds previously known. The idea is to produce linear combinations \( \delta = \sum_{\psi \in J} \ell(\psi)\beta[\psi]^2 \) of the \( p \)-adic power series for some \( \beta[\psi] = s^{2\psi}\gamma[\psi] : \psi \in J \subset I \), in which the lowest terms vanish: if the linear combination is non-vanishing, then it is a number divisible by some large power of \( p \), say \( \delta \equiv 0 \mod p^N \). The bounds are deduced by comparing the absolute value \( s = |\beta[\psi]^2| \), the resulting upper bound \( |\delta| < L \cdot |J|s \) under the condition \( |\delta| \geq p^N \). One sees that the quality of the bound depends on the sizes of \( L, |J| \) compared to
In [M3] we only consider one $G$-orbit $J = G\psi \subset I^+$, so $|J| = p - 1$, and of course, at most $p - 1$ coefficients can be brought to vanishing; this is done by following an older approach of ours. This consists in solving full sized regular linear systems, which are homogenous up to one inhomogenous condition, used for ascertaining that $\delta \neq 0$. The full system - approach thus solves the problem of proving $\delta \neq 0$; in exchange, the size of $\log(L)$ grows quadratically with the coefficient vectors in the system matrix. This limits the lower bound that we can achieve in this way to an exponent quadratic in $p$, thus $|s| > p^{p^p}$, as shown in [M3].

Considering $A := I^{-}/(I^{-} \cap \eta \mathbb{Z}[G])$ – and identifying the ring, by abuse of notation, with some system of representatives for this quotient, we notice that this ring has a large reserve of $G$-orbits, which produce algebraic numbers with converging $p$-adic power series developments. In addition, in the next chapter we consider the linear independence of the infinite $p$-orbits, which become only possible due to several new ideas that help dealing with two issues, always arising in similar contexts of solving linear systems in order to determine coefficients of linear combinations with some pleasant properties, like $\delta$. The first problem is that the Siegel box lemma applies to underdetermined systems only in the homogenous case; but we also need to provide condition ensuring that $\delta \neq 0$. The second obstruction comes from the lack of control over the ranks of our linear systems.

In concrete terms, suppose that we have a collection $J \subset A$ of $G$-orbits and

$$\delta := \sum_{\theta \in J} \ell(\theta)\beta^2[\theta];$$

(13) \hspace{1cm} \beta^2[\theta] = s^\theta(\theta)\sum_{n \in \mathbb{N}} a_n[\theta]T^n; \quad a_n[\theta] \in \mathbb{Z}[\zeta]; v_p(T) = 2p - 3,$$

so the power series in the second line above are $p$-adically convergent. Then we wish the $\ell(\theta)$ to fulfill the following expectations:

1. The bound $L = \max_{\theta \in J} |\ell(\theta)|$ is not too large; more precisely, we wish $\log(L)/\log(p)$ to grow at most linearly with $|J|$.
2. We have $\sum_{\theta \in J} \ell(\theta)a_n[\theta] = 0$ for $n < N \sim [\log(J)/a]$ for some $a \in \mathbb{N}$.
3. Some additional conditions for $n > N$ ensure that $\delta \neq 0$.

Let $v_k = (a_k[\theta])_{\theta \in J} \in \mathbb{Q}^{\|J\|}$ be the vectors of the $k$–th coefficients of the power series for $\beta$ and

$$V_n = [v_k; 0 \leq k \leq n]_{\mathbb{Q}} \subset \mathbb{Q}^{\|J\|},$$

be the spaces spanned by the first $n$ such vectors. They have an increasing sequence of dimensions $d_n = \dim_{\mathbb{Q}}(V_n)$, but nothing guarantees for instance strict growth. However, the investigation of formal power series and the infinite vectors attached to them give the precise upper bound which is in fact reached by the dimensions $d_n$ for large enough $n$. The important breakthrough of this paper consists in ideas allowing to produce the inhomogenous conditions in 3. by means of some modified vanishing conditions – thus allowing still the use of the Siegel box. The solution is found by the simple trick of *twisting* the vector $v_N$ by some small vector $\eta$, thus obtaining an other $v' = v_N + \eta$: one can choose $\eta$ such that $\ell' \perp v'$ and $\ell' \perp v_N$. The homogenous condition $v' \perp \ell'$ can be used in conjunction with the Siegel box Lemma, and it produces at the same time the inhomogenous condition $v_N \perp \ell'$. Along with this core idea, in the practical solution, several additional issues need to be taken care of. Since we work $p$-adically, a non vanishing term in a power series can be cancelled.
out by carry – some additional conditions need to be added, in order to avoid this to happen. At the same time, since the dimension $d_k$ may have stationary steps, one must also see for it, that the perpendicularity conditions do not become contradictory; these details are dealt with quite naturally and we invite the reader to discover the solutions directly in the text.

It is also useful to mention that we choose to arrange the coefficients $\ell(\theta)$ in $G$-conjugacy classes, so that $\ell(\sigma \theta) = \sigma(\ell(\theta))$ for $\sigma \in G$ and $\theta \in J$. This explains why the vector spaces $V_n$ are $\mathbb{Q}$-spaces and not $\mathbb{K}$-vector spaces. The scalar product becomes concatenation of traces along $G$-orbits of Stickelberger elements. Finally, we choose $J$ close to maximal possible size; in fact, the bound that can be achieved with the present approach will be in the order of $p^{(p-1)/4} - a$ for some small integer $a$. Our exponent is slightly smaller, in order to allow a simple and transparent estimate of the number of independent $G$-cycles in $J$. This difference is irrelevant for the applications mentioned in the introduction, and for which the paper is produced: indeed, since the Fermat Conjecture has been proved by Wiles and Taylor now since decades, the interest of such lower bounds depends of the capacity to provide matching upper bounds, and herewith obtain some interesting alternative proofs – as is done with the abc inequality of Fesenko et. al. During the development of this paper, further improvement were found. These lead to a series of separate papers that were completed simultaneously, and which in themselves also provide tight upper bounds, thus extending our methods to effective proofs of more general classes of ternary cyclotomic norm diophantine equations.

It is interesting to note that specialists in lattices and Minkowski bounds, in generalized Siegel and Bombieri-Vaaler box principles and their applications, use similar ideas, for instance in connection with sparse vector[1].

**Remark 2.** It is fair to also mention in this presentation of the work, the favorable circumstances specific to FLT2, which herewith produce a limitation for the application of this version of the method. One advantageous circumstance consists in the fact that the absolute values $|a_n[\theta]|$ in $\mathbb{K}[\theta]$ grow sensibly slower than $p^{\nu_p(T)}$; or, in other words, the valuation $\nu_p(T)$ is sufficiently large. Once the upper bound $L$ on the $|\ell(\theta)|$ is controlled by the idea described above, it is precisely the quotient between these two quantities that accounts for the quality of the lower bounds gained. Finally, $p$-adic development in the second case is special in as much as, one can prove in this case that the binomial series $f_\theta$ introduced below, converge precisely to $\gamma[\theta]$. In the first case, even if this is true for some choices of $\theta$, the convergence is too slow for gaining any bounds. More generally, local power series that converge sufficiently well do exist, but their sum differs from $\gamma[\theta]$ by some erratic roots of unity. It will be shown in subsequent papers how to solve this last obstruction, thus gaining upper bounds for larger families of cyclotomic norm equations.

2. **Formal power series, function fields and linear spaces of infinite vectors**

We let $\mu = \frac{a}{x} \in \mathbb{Z}[\zeta]$ and introduce, for $\theta = \sum_{c=1}^{p-2} n_c \sigma_c^{-1}$, some formal power series $f[\theta](T) \in \mathbb{K}[\theta]$;

\[(14)\quad f[k\sigma](T) := (1 - \mu T)^{k\sigma/n} = 1 + \sum_{n=1}^{\infty} (-\sigma(\mu))^n \binom{k/p}{n} T^n;\]

\[f[\theta](T) := \prod_{c=1}^{p-1} f[n_c \sigma_c^{-1}](T) := 1 + \sum_{n=1}^{\infty} a_n(\theta) T^n.\]

---

1I owe this observation to Lenny Fukshanski, who followed closely the development of the lattice related questions and solutions in this paper, and remarked the certain analogy to works like [FGK]. This indicates also that the method is both sound and natural.
The products in the second line are rearranged by increasing powers of \( T \), which is possible for formal power series, and also for uniformly and absolutely convergent evaluations thereof. By definition of the binomial series, we have of course

\[(f[\theta](T))^p = (1 - \mu T)^{\theta}.\]

One can prove – see [Mi2] – that \( a_n(\theta) \in \mathbb{Z}[\zeta] \), and in fact, for a uniform bound \( M \geq \sigma_c(\mu) \) for all \( c \in \mathcal{P}^* \), we have

\[|a_n(\theta)| \leq M^n \left| \frac{(-w(\theta)/p)}{n} \right|;\]

this bound is derived also in [Mi3].

We write \( a_n(\theta) = \sum_{c=1}^{p-1} u_n^{(c)}(\theta) \zeta^c \) with \( u_n^{(c)}(\theta) \in \mathbb{Z} \), as explained above. We can in fact divide out the power \( e(n) = n - 1 - \left\lfloor \frac{n}{p-1} \right\rfloor \) of \( p \) out of \( a_n(\theta) \); this still yields an integral element \( \alpha_n := \frac{a_n(\theta)}{p^{e(n)}} \). We define the infinite vectors

\[\mathbf{a}(\theta) = (\alpha_n(\theta))_{n \in \mathbb{N}} \in \mathbb{K}^N; \quad \mathbf{u}^{(c)}(\theta) = (u_n^{(c)}(\theta))_{n \in \mathbb{N}} \in \mathbb{Z}[1/p]^N,\]

and there is a one-to-one map between \( G \)-orbits and coefficient vectors:

\[\{\mathbf{a}(\sigma\theta) : \sigma \in G\} \leftrightarrow \{\mathbf{u}^{(c)}(\theta) : c = 1, 2, \ldots, p - 1\}\]

\[p \cdot \mathbf{u}^{(c)}(\theta) = \text{Tr}(\zeta^c \mathbf{a}(\theta)) - \text{Tr}(\mathbf{a}(\theta)) \quad \mathbf{a}(\sigma\theta) = \sigma \left( \sum_{c=1}^{p-1} \mathbf{u}^{(c)}(\theta) \zeta^c \right)\]

**Fact 3.** Let \( k = 2 \cdot l \) and \( \theta \in I \) have relative weight \( \zeta(\theta) = k \). Then

\[M_n := \max \left( u_n^{(c)}(\theta), |a_n(\sigma\theta)| \right) < 2 \left( \frac{n + l - 1}{n} \right) \cdot (p^2/6)^{n+1},\]

and for \( l < p \) we always have \( M_n < n!(2p/3)^{2(n+1)} \).

**Proof.** We have \( |\sigma(\mu)| = |p^2/\lambda| < p^3/6 \) for all \( \sigma \in G \) and since \( |\alpha_n| := p^{-n}|a_n| \), we get from [16] that

\[M_n < p^2 \cdot (p^2/6)^n \cdot \left( \frac{p-1}{p} \right) < \left( \frac{n + l - 1}{n} \right),\]

hence the claim. We note that the binomial coefficient behaves differently for various ranges of value for \( l \); the values of interest are \( l < p \), so we see that \( \binom{n + l - 1}{n} < 4^n \) for all \( l \) in the given range and \( n < p \). For larger values of \( n \), we use the Stirling formula and apply it to the binomial coefficient value, which leads to the second bound. \( \square \)

We now proceed to the investigation of binomial power series considered as infinite vectors, and the possible linear relations among them. The appropriate context for treating this question are the function field of \( \mathbb{K} \) and extensions thereof. We start by introducing some maps between \( G \) orbits of elements in \( \mathbb{K} \) and their rational coefficient vectors, and present the linear algebra of this context. Let

\[\mathbf{V} = \{ (\sigma_c(x))_{c=1}^{p-1} : x \in \mathbb{K} \} \subset \mathbb{K}^{(p-1)}\]

be the \( \mathbb{Q} \)-vector space of vectors of conjugates of numbers in \( \mathbb{K} \). We let \( \nu : \mathbb{K} \to \mathbf{V} \) be the map \( w \mapsto (\sigma_c(w))_{c=1}^{p-1} \in \mathbf{V} \) and \( \kappa : \mathbf{V} \to \mathbb{Q}^{(p-1)} \) be the coordinate map. For \( v = \nu(w) \) and \( w = \sum_c w_c \zeta^c \), the action is

\[\kappa(\nu(w)) = (w_c)_{c=1}^{p-1} \in \mathbb{Q}^{p-1}, \quad \text{explicitly} \quad w_c = \frac{1}{p}(\text{Tr}(\zeta^{-c}w) - \text{Tr}(w))\]
The standard base of \( \mathbb{Q}^p \) is \( \mathcal{E} = \{ e_i \mid i = 1, 2, \ldots, p - 1 \} \) with \( e_i = (\delta_{i,j})_{j=1}^{p-1} \) and we let
\( \Phi = \kappa^{-1}(\mathcal{E}) = \{ \Phi_i = \kappa^{-1}(e_i) : i = 1, 2, \ldots, p - 1 \} \) be the induced standard base in \( \mathbf{V} \): it is the base built by the vectors \( \nu(\zeta^i) \).

Let \( \mathcal{T} = \{ \theta \in (1 - j)I \} \), which is a free \( \mathbb{Z} \)-module of rank \( \frac{p-1}{2} \) generated by \((1 - j)\psi_n; n = 1, 2, \ldots, \frac{p-1}{2} \). Let \( i_p \) be the irregularity index of \( p \), thus the number of odd integers \( i < p - 1 \) such that the Bernoulli number \( B_{p-i} \) is divisible by \( p \); equivalently,
\[ e_i \mathbf{A}[p] \neq \{1\}, \quad \text{and} \quad \vartheta \cdot e_i \equiv 0 \mod p. \]

These are precisely the components of the spectral decomposition of \( \mathbb{F}_p[G] \) that annihilate \( I/pI \) — see also \( \mathbb{W}_3 \), §6.1.

We let \( D = \frac{p-1}{2} - i_p \) and \((n_k)_{k=1}^D \) be a list of the odd indexes for which \( B_{1,2^{-n_k}} \neq 0 \mod p \); we write \( \tilde{T} = T/(p\mathbb{Z}[G] \cap \mathcal{T}) \); this \( \mathbb{F}_p \)-module is generated by the images of the Stickelberger elements \( \Theta_n = (1 - j)(n - \sigma_n) \theta \) for \( n = 2, 3, \ldots, \frac{p-1}{2} \). Since
\[ \vartheta(n - \sigma_n) e_k = (n - \sigma_n) B_{1,2^{-e_k}} \equiv 0 \mod p \iff B_{p-k} \equiv 0 \mod p, \]
if follows that \( p\text{-rk} \tilde{T} = \frac{p-1}{2} - i_p = D \). We used here classical formulae which can be found, for instance, in \( \mathbb{W}_3 \), p. 100-101.

Consider the function field \( \mathbb{K}' = \mathbb{K}(T) \) and its extension \( \mathbb{L}' = \prod_{\theta \in \mathcal{T}} \mathbb{K}'[(1 - \mu T)^{\vartheta/p}] \) with galois group \( H = \text{Gal}(\mathbb{L}'/\mathbb{K}') \). We define
\[ C = \text{Cog}(\mathbb{L}'/\mathbb{K}') = \{ x \in \mathbb{L}'^{\times} : x^{p} \in \mathbb{K}'^{\times} \}, \]
the so called cogalois \([A] \) radical of the Kummer extension \( \mathbb{L}'/\mathbb{K}' \). If \( B \subset \mathbb{K}'^{\times} \) is the classical Kummer radical, then \( C \cong B/((\mathbb{K}'^{\times})^p \cap B) \); moreover, \( C \cong H \) as finite abelian \( p \)-groups. Define now \( \tilde{\Theta}_k = e_{n_k} \Theta_2; k = 1, 2, \ldots, D \). By definition, \( \tilde{T} = [\tilde{\Theta}_k; k = 1, \ldots, D]_{x_p} \) and thus
\[ \mathbb{L}' = \prod_{k=1}^D \mathbb{K}'[(1 - \mu T)^{\tilde{\Theta}_k/p}] ; \quad C \cong \tilde{T}. \]

In view of \([15]\), there is an injective map \( \iota : \mathbb{L}' \to \mathbb{K}'(\mathcal{T}) \) induced by \((1 - \mu T)^{\vartheta/p} \to f[\theta](T) \); this extends to an injective map \( \iota' : \mathbb{L}' \to \mathbb{K}^{\times} \) with \((1 - \mu T)^{\vartheta/p} \to a(\theta) \). We note that the set \( \{1\} \cup \{(1 - \mu T)^{\Theta_k/p} : c = 1, 2, \ldots, p - 1; k = 1, 2, \ldots, D\} \) builds a base of the \( \mathbb{K}' \)-vector space \( \mathbb{L}'/\mathbb{K}' \). Under the map \( \iota' \), we deduce that the vectors in
\[ A = \{ a(c\tilde{\Theta}_k) : c = 1, 2, \ldots, p - 1; k = 1, 2, \ldots, D \} \]
are \( \mathbb{K} \)-independent. The set \( A \) is closed under the action of \( G \), and this action splits \( A \) in mutually disjoint \( G \)-orbits; there are thus \( \sigma_D = \frac{p^D - 1}{p-1} \) such disjoint orbits and to each orbit \( G a(\theta) \) there belongs a set of \( p - 1 \) vectors \( u_c(\theta)_{c=1}^{p-1} \in (\mathbb{Z}^{n})^{p-1} \), the connecting map here is the coordinate map \( \kappa \) introduced on \( \mathbf{V} \): it produces \( u(\theta) = \kappa(a(\theta)) \) by acting on the individual coefficient vectors \( \kappa : \nu(a(n)) \to \nu(a(n)) \) of the infinite matrices \( A(\theta) \). It follows that the \( u(\theta) \) are consequently linearly independent too.

A fortiori, if \( \mathcal{F} \subset \mathcal{T} \) is any subset closed under the action of \( G \), then the corresponding vector sets
\[ A(\mathcal{F}) = \{ a(\theta) : \theta \in \mathcal{F} \} \quad \text{and} \quad U(\mathcal{F}) = \{ u_c(\theta)_{c=1}^{p-1} : G\theta \subset \mathcal{F} \} \]
are linearly independent over \( \mathbb{K} \) and \( \mathbb{Q} \), respectively. We have proved:

**Proposition 1.** We have the following equality of \( p \)-ranks:
\[ D := \frac{p-1}{2} - i_p = p\text{-rk}(\tilde{T}) = p\text{-rk}(\text{Gal}(\mathbb{L}'/\mathbb{K}')) = H. \]
For any subset $F \subset \hat{T}$, the sets of infinite vectors $A(F), U(F)$ defined in (20) are linearly independent over their respective fields of definition.

3. LATTICES AND LINEAR ALGEBRA

We consider the set

$$J_0 = \{ \left( \sum_{j=1}^{(p-1)/2} c_j \psi_j : c_j \geq 0 : \sum_j c_j = p - 1 \right) ; \quad J = G \cdot J_0 \subset \hat{T},$$

in which $J_0$ is a set of linear combinations of the independent set of Fueter elements $\psi_j; j = 1, 2, \ldots, (p-1)/2$ and $J$ is its closure under the action of $G$: the closure will then contain $J_0$ and is made up of a number of mutually disjoint $G$-orbits. The number of elements can be estimated, with $q := \frac{p-1}{2}$, assuming $p \geq 257$, and using the formula of Stirling, by:

$$N = |J| \geq |J_0| = \left( \frac{3q-1}{q-1} \right) = \frac{1}{3} \left( \frac{3q-1}{q} \right) > \left( \frac{27}{4} \right)^q /9\sqrt{q} > (p-1) \cdot (5/2)^{p-1},$$

$$N' := N/(p-1) > (5/2)^{p-1}.$$

We focus on the horizontal vectors built from the coefficients of equal index in the vectors $U(J)$ and build some large vector space by direct sums of copies of $V$ associated to the orbits $G\theta \in J/G$. We thus let

$$\tilde{V} = V^{N'} = \bigoplus_{G\theta \in J/G} V(\theta), \quad V(\theta) \cong V, \forall \theta$$

be the vector space built of concatenation of $N'$ vectors in $V$, which can be identified with $G$-orbits of elements in $\mathbb{K}$, and let $W = \mathbb{Q}^{p-1}; \mathbb{V} = \mathbb{W}^{N'}$. The maps $\nu, \kappa$ extend naturally to maps

$$\nu : \mathbb{K}^{N'} \rightarrow \tilde{V}; \quad \kappa : \tilde{V} \rightarrow \mathbb{W}.$$  

The standard base $\mathcal{E}$ of $\tilde{W}$ is the concatenation of $N'$ copies of $\mathcal{E}$ and $\Phi \subset \tilde{V}$, the induced base by the extended map $\kappa^{-1}$. It will be of help to associate the single isomorphic copies of $\tilde{V}$ and $W$ to the $G$-orbit $G\theta \subset F_k$ of some Stickelberger element, so

$$\tilde{V} = \bigoplus_{G\theta \subset F_k} V(\theta); \quad W = \bigoplus_{G\theta \subset F_k} W(\theta)$$

We denote by accordingly $\tilde{v}_n = (\nu(a_n(\theta)))_{G\theta \subset F_k} \in \tilde{V}$ the row vectors built by the $n$-th entries in the vectors of $\mathcal{U}(F_k)$ for the $G$-orbits of elements $\theta \in \hat{T}$. Let $V_m \subset \tilde{V}$ be the subspace spanned by the first $m$ row vectors $\tilde{v}_n; n \leq m$. Since the infinite vectors $a(\theta); \theta \in F_k$ are linearly independent, the vector space dimensions $d(m) = \dim_{\mathbb{Q}}(V_m)$ are an increasing sequence –not necessarily strictly increasing –that stabilizes at dimension $d(\infty) = N$: this is the column rank of the infinite matrix with rows $\tilde{v}_n; n \in \mathbb{N}$, and the line rank is equal to it, be an elementary fact of linear algebra. For $m < N$ we let the discontinuities of the function $d : \mathbb{N} \rightarrow [1 \ldots N]$ be listed in the set

$$S = \{ i_j : j = 0, 1, \ldots, t \leq N : d(i_j) = d(i_{j+1}); \text{ and } d(i_j) = \ldots = d(i_{j+1} - 1) \}.$$

We relate now the general theory developed so far to solutions of FLT2. We let $\mu = \frac{p^2}{x}$ and $T = \frac{\mu + 2}{y \cdot \mu}$; then $f(\theta)(T)$ converges in $\mathbb{Q}[[\zeta]]$ to $g(\theta)$. Moreover,

$$\beta^2(\theta) = s^2(\theta) \cdot \gamma(\theta) = s^2(\theta) \cdot \left( 1 + \sum_{n=1}^{\infty} a_n(\theta) T^n \right); \quad a_n \in \mathbb{Z}[[\zeta]].$$
As explained in the plan of the paper, we shall consider linear combinations of the \( \beta^2[\theta] \) by some \( \ell(\theta) \in \mathbb{Z}[\zeta] \) yet to determine. By imposing galois covariance for the \( \ell(\theta) \), we will have

\[
\sum_{c \in P^*} \ell(\sigma_c(\theta)) \cdot \beta^2[\sigma_c \theta] = s^{2\zeta(\theta)} \text{Tr}(\ell(\theta)\gamma[\theta]).
\]

We relate this linear combination to power series developments of the rational coefficients the \( \beta^2 \)'s. The series \( \sum_{k=0}^{\infty} u_k(\theta)^{(c)} \) converge \( p \)-adically to rational numbers

\[
u(\theta)^{(c)} = \sum_{k=0}^{\infty} u_k(\theta)^{(c)} \in \mathbb{Q},
\]

which are the coefficients of

\[
\beta^2(\theta) = s^{\zeta(\theta)} \cdot \sum_{c=1}^{p-1} u(\theta)^{(c)} \zeta^c,
\]

for all \( \theta \in J \).

By the correspondence \( \mathbf{(17)} \), a linear combination

\[
\sum_{c=1; G \theta \subset J}^{p-1} \nu'(c, \theta) u(\theta)^{(c)}; \quad \nu' \in \mathbb{Z},
\]

in which summation goes over the \( p-1 \) coefficient vectors of \( f[(1-j)\theta](T) \) for representants \( \theta \in J \) of all orbits \( G \theta \subset J \) induces an explicit algebraic number

\[
\delta := \sum_{\theta \in J/G} s^{2\zeta(\theta)} \text{Tr}(\ell(\theta)\gamma[\theta]) \in \mathbb{Z}[\zeta]; \quad \ell \in \mathbb{Z}[\zeta],
\]

where \( \ell(\theta) \) depend on the \( \nu'(c, \theta) \) via \( \mathbf{(17)} \). We intend to choose the \( \ell(\theta) \) such that \( \delta \equiv 0 \mod w^m \), for a large value of \( m \) and \( w = p^s(T) \), together with a proof that \( \delta \neq 0 \). We also wish to keep the coefficients \( \ell(\theta) \) relatively small; for instance, in the order of magnitude of \( |a_m(\theta)| \).

This will be done as follows: let

\[
m' = [N'/2]; n' = [N'/p]; \quad m = (p-1)m'; n = (p-1)n.
\]

Let \( R_m = \min\{s \in J \, | \, s \geq m-n \} \) and \( R_n = \min\{s \in S : s \geq m \} \) be the largest integers for which the dimensions \( d(R_m-1) = d(m-n) \) and \( d(R_n-1) = d(n), \) and the dimension has a jump at those indices.

We let \( v = v_{R_m} \) and choose \( \Phi' \in \bar{\Phi} \) such that \( v + \Phi' \not\in V_{R_m}. \) More precisely, \( \Phi' = (\Phi(\theta))_{G \theta \subset F_k} \) and there is a \( \psi \in F_k \) such that all components \( \Phi'(\theta) = 0 \) for \( \theta \neq \psi \) while \( \Phi'(\psi) = \psi(\zeta^2) \) for some \( j \in P^*. \)

Since \( \bar{\Phi} \) is a base for \( \bar{V} \) and \( d(R_m) < \dim(\bar{V}) \), such a base vector necessarily must exist. We then let \( \nu'_j = v_j \) for all \( j \leq R_m \) with the exception of \( R_n, \) and let \( \nu'_{R_n} = v_{R_n} + \Phi'. \) Let \( V'_l = [\nu'_j; j \leq l]_Q \) for all \( l \leq R_n, \) be the span and \( W'_l = \kappa(V'_l). \) We now select in \( W'_{R_n} \) a set of \( \bar{d} := d(R_n) \) vectors among the \( \{\nu'_j; j \leq R_n\} \), say \( \omega_j; j = 1, \ldots, \bar{d} \) such that \( \kappa(\omega_j) \) span the space \( W'_{R_n}; \) we may assume that the indices \( j \) are the smallest among all possible choices, and then they will also be elements in \( S \) and let \( h \leq \bar{d} - 1 \) be such that \( \omega_h = v'_R. \) For \( i \in \{R_n+1, \ldots, R_m\} \) we let the coefficients of \( v_{R_n} \) in the development of \( v_i \) in the base of the \( \omega_j \) be \( \lambda_i - R_n. \) Thus \( v_i - \lambda_i - R_n \) is in the span \( [\omega_j; j \neq R_n]_Q. \)

Let now \( A \) be the matrix having the \( \kappa(\omega_j) \) as row vectors, thus \( A \in \text{Mat}(\bar{d}, N) \) and \( \bar{d} < N/2. \) Our solution is based on finding a short non trivial solution \( w \in \mathbb{Z}^N \) of the homogenous
linear system $Aw = 0$, using the the Siegel box principle. We let $L = (\ell(\theta))_{G\theta \in F}$, $\phi^{-1}(w)$. Note that the choice of $w_{R_m}$ and the definition of $\Psi$ guarantee that

$$H = \text{Tr}(L \cdot (v_{R_m})) = - \text{Tr}(L \cdot (\Psi^\prime)) = - \text{Tr}(\zeta - j\ell(\psi)) \neq 0,$$

(26) $\delta = \text{Tr} \left( \sum_{G\theta \in F_k} s^{2c(\theta)} \ell(\theta) \cdot \bar{\beta}(\theta) \right) = T^{R_m} H \cdot \left( 1 + T \sum_{i=1}^{m-n} T^{i-1} \chi_i \right) + O(T^{m+1}) =: T^{R_m} H \cdot U + O(T^{m+1}); \ U \in \mathbb{Z}_p^\times,$

here we designated the sum in the brackets by $U$; since $v_p(T) > 0$, this is a $p$-adic unit. In order to complete the proof, we need to estimate $H$ and $||L||$, and show that the choices of $m, n$ imply that $H < T^n/2$ and thus $\delta \neq 0$. This then leads to the lower bounds.

4. LOWER BOUNDS FOR FLT2

We keep the notations introduced at the end of the previous chapter, let $k = p - 1$, so by (21), $N/(p - 1) = N' > (5/2)^{p-1}$ for $p \geq 257$, say.

The bounds in Fact 3 induce the generous upper bound

$$||A||_1 \leq (N/2)^q \cdot (2p/3)^{N+2} < \frac{p^N}{(2p + 1)^2 N} =: M,$$

for all the entries of $A$. By the Siegel box principle, there is a small solution of $Aw = 0$, that verifies

$$|w|_1 = \max_{c,\theta} |w^{(c)}(\theta)| < N \cdot M < \frac{p^N}{(2p + 1)^2} =: L,$$

and thus $||L||_1 = \max_{G\theta \in F_k} ||\ell(\theta)||_1 < L$ and thus $H < L \cdot (p - 1) < p^{(m-n)v_p(T)}$. Assume that $\delta = 0$; then $\delta/(T^{R_m} U) = 0$ and we gather from (26) that $H = O(T^{m+1-R_m})$, in contradiction with our bound on $H$. Therefore $\delta \neq 0$. Since $\delta \equiv 0 \mod T^{R_m}$ it follows a fortiori that

$$|\delta| \geq p^{(2p-3) \cdot (N/2-N/p)} > p^{(p-4)N},$$

From the definition (21) and (26), we find

$$|\delta| \leq L \cdot N \cdot s^{3(p-1)},$$

and by comparing the two bounds, we finally find

$$|s| > \left( \frac{p^{N(p-4)}}{LN} \right)^{1/2(p-1)} > p^{N \cdot \frac{p-5}{2p-17}} = p^{N/2 - N/4} > p^{(5/2)^{p-1}}.$$

Herewith, Theorem 11 follows:

Proof. By definition, $|s^p| = \frac{|x^p+y^p|}{|x+y|} \leq \max(|x|, |y|) \leq \max(|x|, |y|, |z|)$ and from the above bound for $|s|$ we conclude

$$p^{(5/2)^{p-1}} < |s| \leq \max(|x|, |y|, |z|),$$

hence the claim. \qed
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