A unified understanding of charge transport in organic semiconductors: the importance of attenuated delocalization for the carriers†
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The variety of charge transport theories for organic semiconductors (OSCs) raises the question of which models should be selected for each case, and there is a lack of generalized understanding regarding various OSCs over the full range of crystallinity from single crystal to amorphous. Here, we report that the generalized Einstein relation (GER) can unify various theoretical models and predict charge transport in OSCs with various crystallinities, by altering the variance of the density of states and the delocalization degree in a Gaussian-distributed density of states. The GER also provides a good fitting to much of the experimental data of temperature- and gate-voltage-dependent mobility for different OSCs in transistors. Consequently, disorders of charge transport in various OSCs can be directly compared in the same map, which reveals how energetic disorder and the delocalization degree determine charge transport in organic devices.

1. Introduction

Recently, many new organic semiconductors (OSCs) have been reported to exhibit high field-effect mobility (> 10 cm² V⁻¹ s⁻¹), despite the morphology of some thin films not being highly crystalline. For example, it is difficult to predict the charge transport properties through checking the crystallinity of state-of-the-art donor–acceptor (D–A) conjugated polymers by X-ray-based structural analysis tools as many of them exhibit a low crystallization degree or possess a non-crystalline nature. New types of methods need to be developed to further understand the charge transport of these new OSCs, and a general consensus is still far from being reached, especially for those OSCs with high structural disorder but with superb mobility. Unlike single-crystals, the abundant structural defects and strong lattice vibrations owing to the weak van der Waals interactions are inherent in OSCs and result in complicated transport mechanisms, which lead to the dependence of the mobility on the temperature and/or the carrier concentration.

Up to now, different theories concerning microscopic charge transport mechanisms have been proposed and many of them have been supported by evidence in different experiments on the temperature dependence of carrier mobility with various materials. A brief summary of charge transport theories is given in Fig. 1, in which the theories are roughly classified according to the crystallinity or the structural disorder of the semiconductors: (1) classic band-like transport is expected for disorder-free OSCs, which are mainly single crystalline materials or some conjugated polymers with extremely low torsions of chains. (2) For polycrystalline OSCs with a low extent of structural disorder, the mobility edge model is applicable and it is similar to the multiple trap and release (MTR) model. (3) In amorphous or highly disordered semiconductors, charge transport mainly occurs by hopping or tunneling among localized
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2. Results and discussion

Description of charge transport

For a disorder-free, single crystalline semiconductor in the nondegenerate state (i.e., using the Boltzmann approximation), the Einstein relation between the diffusion coefficient $D$ and the mobility $\mu$ takes its classical form: $D/\mu = kT/q$, where $k$ is Boltzmann’s constant, $T$ is the temperature, and $q$ is the electron charge. In disordered semiconductors in the degenerate state, the ratio of the diffusion coefficient to the mobility becomes a function of the carrier concentration in the GER:17

$$\frac{D}{\mu} = \frac{1}{n(E_F, T)} \frac{\partial n(E_F, T)}{\partial E_F}$$  \hspace{1cm} (1)

where $n$ is the total carrier concentration and $E_F$ is the Fermi energy. In OSCs, eqn (1) should be used under the assumption that the mobility can also be a function of energy $E$, for example by assuming a certain hopping probability.18 We propose that the mobility can be calculated by using the GER, which is derived according to the special features of OSCs described below.

The first important feature of OSCs is the relatively weak bonding strength and electronic interactions between neighboring molecules, which result in the density of states (DOS) having a narrow Gaussian distribution:17,19

$$N(E) = \frac{N_0}{\sqrt{2\pi} \Delta E} \exp \left( -\frac{(E - E_0)^2}{2\Delta E^2} \right)$$  \hspace{1cm} (2)

Here $N_0$ is the characteristic band DOS (usually $10^{22} \text{ cm}^{-3}$), $\Delta E$ is the variance of the Gaussian distributed DOS (usually below 0.2 eV), and $E_0$ is the energy of the DOS center ($E_0$ is referenced as 0 eV). The DOS with different $\Delta E$ is illustrated in the ESI† Fig. S1. The second feature of OSCs is that in transistor operation the quasi Fermi level may not always be far from the edge of the conduction bands or levels (i.e. HOMO or LUMO levels), especially when the energy levels are strongly bent by gate-voltage tuning. Thus, degeneration has to be considered and so the Fermi–Dirac distribution is used to calculate the overall carrier density $n$:

$$n = \int_{-\infty}^{+\infty} N(E)f(E)\,dE = \int_{-\infty}^{+\infty} N(E) \left[ 1 + \exp \left( \frac{E - E_F}{kT} \right) \right]^{-1} \,dE$$  \hspace{1cm} (3)

The third feature of OSCs is that defects or traps are abundant, and so electronic states in tails are more localized compared to those well above the tail states (as shown in Fig. 2b). That being said, the microscopic conductivity of electronic states, $\sigma'$, is energy-dependent rather than being constant:18d,18b

$$\sigma' = q^2N(E)D(E)$$  \hspace{1cm} (4)

where $D(E)$ is the diffusivity for each energy and will be discussed below. Thus, the overall conductivity $\sigma$ for all the carriers can be calculated by the Kubo–Greenwood integral:18d,18b

$$\sigma = \int_{-\infty}^{+\infty} \sigma'(E) \left[ \frac{\partial f(E)}{\partial E} \right] \,dE$$  \hspace{1cm} (5)
The above three features of OSCs in FETs, i.e. weak bonding, degeneration, and defect-abundance, are quantified by eqn (2)–(5), respectively, and we can use them to calculate the overall mobility for general OSCs by:

$$\mu = \frac{\sigma}{qn} = \frac{q \int_{-\infty}^{\infty} N(E)D(E) \left[ -\frac{\partial f(E)}{\partial E} \right] dE}{\int_{-\infty}^{\infty} N(E)f(E)dE}$$  (6)

Eqn (6) quantifies the relationship between mobility and diffusivity, and thus provides a GER for disordered materials and especially for OSCs.

The diffusivity for each energy $D(E)$ in eqn (4) should be defined considering the microscopic mechanisms of charge transport in OSC solids. On one hand, in perfect crystals the electronic orbits and the delocalization of charges within a molecule or among any adjacent molecules are identical throughout the solids, respectively, and together lead to the intrinsic transport properties of the electronic states in the whole DOS (Fig. 2a). In this case, the macroscopic charge transport properties would ideally follow the first-principles evaluations. On the other hand, as microscopic voids, grain boundaries, polymeric twisting, or chemical impurities are often the origin of a large amount of tail states in the DOS, these states near the energy
gap may exhibit transport properties seriously deviating from the intrinsic transport characteristics of the states near the center of the DOS, and they may possess a reduced delocalization length (or diffusion length) as compared to that predicted by the first-principles evaluations in the microscopic results (Fig. 2b). To this end, the attenuation of conductivity from the DOS center to the edge should be considered and, for generality, the diffusivity is assumed to be Gaussian-like\(^{39}\) and then \(\sigma'(E)\) can be described by:

\[
\sigma'(E) = \frac{\sigma_0}{\sqrt{2\pi(\Delta D \cdot \Delta E)}} \exp\left(\frac{(E - E_0)^2}{2(\Delta D \cdot \Delta E)}\right)
\]

(7)

where \(\sigma_0 = N_c q \mu_0 / 2\) is the characteristic conductivity and \(\mu_0\) is the characteristic mobility, which are material-specific. The characteristic parameter \(\Delta D \leq 1\), no unit) reflects the degree of delocalization for the electronic states near the edge of the DOS (near HOMO or LUMO levels): a small \(\Delta D\) means a severely attenuated \(\sigma'(E)\) from the center of the DOS (extended states) to the edge (localized states), and thus the tail states possess a much lower microscopic conductivity (i.e. severely localized) than those near the center states. When \(\Delta D = 1\), the delocalization degree is the same for the whole DOS and the shape of \(\sigma'(E)\) is only determined by the DOS (Fig. 2c). For a reference, in the mobility edge (ME) model the states are divided into the delocalized states (\(\mu = \mu_0\)) when \(E \geq ME\) and the totally localized tail states (\(\mu = 0\)) when \(E < ME\) (ME denotes the energy as the mobility edge, see Fig. S2, ESI†). Thus, above the ME, the diffusivity is constant and the microscopic conductivity is only determined by the DOS.

The above discussions do not rely on specific transport mechanisms and should apply to carrier transport in typical OSCs. It is worth noting that \(\Delta E\) characterizes the degree of disorder in the energy structure and \(\Delta D\) characterizes the degree of delocalization. Specifically, \(\Delta E\) of the DOS is determined by the static or structural factors, including the crystallinity of the structure and the electronic interactions/coupling among neighboring molecules, while \(\Delta D\) can be affected by similar factors as well as dynamic or external factors, such as lattice vibrations, scattering mechanisms, and properties of defects or traps. By only varying one parameter at a time, the differential conductivity \(d\sigma / dE\) is plotted against energy \(E\) in Fig. 2d and e. When the temperatures are varied from \(T = 100\) K up to \(370\) K, the maximum of \(d\sigma / dE\) increases homogeneously as the temperature increases in the case when \(\Delta D = 0.5\), and so does the overall conductivity (Fig. 2d). In comparison, in the case when \(\Delta D = 1\), the maximum of \(d\sigma / dE\) decreases as the temperature increases and the change in the overall conductivity becomes much smaller (Fig. 2e).

The relationship between the mobility \(\mu\) and the temperature \(T\) (\(\mu-T\) relation) is then calculated in Fig. 2f and g, where the mobility at a certain temperature with varying \(\Delta D\) or vice versa can be directly read. At a certain temperature, a larger DOS variance \(\Delta E\) or a smaller delocalization degree \(\Delta D\) results in a decreased mobility, which is highly consistent with the above physical understanding. As the temperature decreases, the mobility degrades sharply (or raises slightly) with a low (or high) delocalization degree, which is consistent with the transport mechanism being highly limited by thermal activation (or by lattice/phonon scattering). Importantly, the GER can explain the transition from the band-like temperature dependence of the mobility (i.e., \(d\mu/dT < 0\)) to the thermally activated temperature dependence (i.e., \(d\mu/dT > 0\)), which has been reported in some high mobility semiconductors in previous experiments\(^{21}\) and will be discussed below.

### Various transport models

The relationship between the GER and the various charge transport mechanisms are studied in Fig. 3. According to the predictions from these theories, the \(\mu-T\) relations are calculated for different transport models (symbols). For crystalline semiconductors, the mechanisms include band-like transport for single crystals (Fig. 3a and b) and for poly-crystals the multiple trapping and release (MTR) model, which takes a similar form to the mobility edge (ME) model (Fig. 3c and d). For amorphous semiconductors, the variable range hopping (VRH) model (Fig. 3e and f), Bässler’s Gaussian disorder (BGD) model (Fig. 3g and h), and the percolation (PER) model (Fig. S3, ESI†) are mainly involved. The Marcus charge transfer (CT) model (Fig. 3i and j) and nuclear tunneling (NT) models (Fig. 3k and l) describe the reorganization effects in OSCs due to the coupling between charges and the local environment. These models have different views of microscopic dynamic processes and the factors in charge transport, and they have been applied to various semiconductors.\(^{6,9-15}\) In each model, the key factors determining the \(\mu-T\) relation are varied while keeping other parameters constant and these factors are provided along with the model (Fig. 3b, d, f, h, j and l). For instance, in the MTR model the mean energy of the trap states \(E_T\) is varied to generate a series of data, and in the NT model \(z_k\) (the Kondo parameter) is varied to describe the different coupling strengths between the charges and the aforementioned heat bath (i.e. nuclear vibrations).\(^{15a}\) The ranges of these parameters were chosen essentially according to the values reported in previous literature. The \(\mu-1/T\) relations described by the above mechanisms are fitted to the GER by varying \(\Delta E\) and \(\Delta D\) (lines). The fitting parameters are listed in Table S1 (ESI†) and the \(\mu-T\) relations are also presented for a reference (Fig. S4, ESI†). In general, the fittings by the GER are reasonable over a large temperature range and deviations only occur at very low temperatures. Hence, the GER generally covers various transport behaviors and provides comparisons for charge transport in different mechanisms or materials.

The values of the DOS variances \(\Delta E\) and the delocalization degree \(\Delta D\) are plotted for various transport mechanisms together with the corresponding key parameters in Fig. 3m. For example, in the VRH model \(T_1\) is defined as \(\frac{128 \pi x^3}{9kN_e}\), where \(x\) is the size of the localized state and \(N_e\) is the density of states at the Fermi edge. In all of the cases, \(\Delta E\) increases and \(\Delta D\) decreases as those limiting factors increase, which is consistent with the physical mechanisms of these models. The DOS variance \(\Delta E\) can be taken as a signature of energetic disorder, as it generally follows the energy disorder parameters in the different models, for example, \(T_1\) in the VRH model is proportional...
Fig. 3  Schematic representation of transport mechanisms for (a) band-like transport, (c) the multiple trap and release (MTR) model, (e) the variable range hopping (VRH) model (sketched in ref. 22), (g) Bässler’s Gaussian disorder (BGD) model (sketched in ref. 11 c), (i) the Marcus charge transfer (CT) model (plotted in ref. 13 d), and (k) the nuclear tunneling model (NT), sketched in ref. 14 and 15 and the percolation (PER) model is given in Fig. S3 (ESI †) (PER, sketched in ref. 12). The temperature dependence of the mobility calculated by different transport models is plotted with symbols and the fitting by the GER is plotted with lines: (b) band model with varying scattering factor a. (d) The MTR model with varying mean energy of the trap states $E_T$. (f) The VRH model with varying $T_L$, proportional to the size of localized states. (h) The BGD model with varying width of the Gaussian function $\sigma$. (j) The CT model with varying reorganization energy $\lambda$. (l) The NT model with varying the Kondo parameter $a_K$. (m) The values of delocalization degree $\Delta D$ and DOS variance $\Delta E$ parameters are plotted for all of the models with the corresponding key parameters.
to the Urbach energy. By gathering all of the fitting values together in Fig. 3m, the impacts of different limiting factors in the various mechanisms of charge transport can now be quantitatively compared under the same axes constructed by $\Delta E$ and $\Delta D$. Note that the CT model describes charge transport as being relatively concentrated in a low-disorder and high-delocalization area, while Bässler’s Gaussian disorder (BGD) model covers the range in relatively lower degrees of delocalization. This is probably because the CT model mainly describes charge transport for polycrystalline polymers with a long conjugation length and short localized segments, while BGD is proposed for amorphous semiconductors where hopping among localized states is the main process.

**Experimentally measured mobility**

The GER was used to investigate the experimental data of $\mu - T$ measured for organic field-effect transistors (OFETs) made with different types of OSCs (Fig. 4). The studied materials included various OSCs from crystalline to amorphous: rubrene (Fig. 4a);\(^7\) pentacene (Fig. 4b);\(^24\) 6,13-bis(trisopropylsilyl)pentacene (TIPS-PEN,\(^25\) Fig. 4c); N-alkyl perylene diimides (PTCDI, Fig. 4d);\(^26\) a DPP-containing copolymer with siloxane-terminated butyl or pentyl chains (PTDPPSe-SiC4 and PTDPPSe-SiC5, Fig. 4e);\(^27\) cyclopentadithiophene-benzothiadiazole (CDT-BTZ-C12, Fig. 4f);\(^28\) poly(3-hexylthiophene) (P3HT, Fig. 4g);\(^29\) poly(2,5-bis(3-alkylthio-

---

**Fig. 4** The measured FET mobilities as a function of temperature for different semiconductor materials (symbols) are fitted by the GER (lines). (a) rubrene\(^7\) with varied dielectrics; (b) pentacene crystals\(^24\) with varying fabrication temperatures and on varying surfaces; (c) TIPS-pentacene\(^25\) with varying channel length; (d) N-alkyl perylene diimides (PTCDD)\(^26\) with various alkyl chains; (e) PTDPPSe-SiC\(^27\) with various alkyl chains; (f) CDT-BTZ-C12 at a varied gate field;\(^28\) (g) P3HT with varied molecular weight;\(^29\) (h) PTBTTT\(^30\) with varied dielectrics; (i) PNDI2OD-T2 with varied dielectrics;\(^31\) and (j) PSeDPPBT with electrons and holes.\(^32\) Data for other OFETs and all of the fitting parameters are shown in ESI.†
terms of the tunable small polarons \(^7\) and here it can be quantified that high-\(k\) dielectrics noticeably decrease the delocalization degree \(\Delta D\) from 0.77 (parylene) to 0.32 (\(\text{Ta}_2\text{O}_5\)) and slightly broaden the DOS. Generally, for the same semiconductors with different dielectrics, e.g., TIPS-pentacene, PBTTT, and PTAA, the value of \(\Delta D\) generally decreases with \(\Delta E\). The reason is probably as aforementioned: the DOS variance reflecting energetic disorder is affected by factors such as structural disorders and electronic interaction/coupling between neighboring molecules or polymer chains, which also affect the hopping probability or transfer rate of charges and thus the degree of delocalization.

Interestingly, now it is possible to use the mapping to compare the transport disorder of semiconductors in different classes of materials. The investigated materials are presented in Fig. 5a roughly in the order from a low to high delocalization degree. It is worth noting that only a few D–A semiconductors exhibit high delocalization degrees, implying there is space for improvement for many D–A semiconductors by presumably optimizing the morphology or dielectric interfaces. Moreover, although thermally evaporated small molecular crystals have higher delocalization degrees and smaller energetic disorders than the solution-processed polymeric semiconductors, solution-cast films can feature very high delocalization degrees, such as C8-BTBT crystals formed by solvent vapor annealing and the polymer indacenodithiophene-co-benzothiadiazole (IDTBT) film deposited by spin-coating. The latter indicates that polymeric semiconductors would not be critically limited by crystallization but can achieve a delocalized degree close to one if they feature a rigid backbone or extended aggregates to build a transport path for intra- and inter-chain or inter-domains, \(^8,38\) respectively.

**Carrier-concentration-dependent mobility**

Besides temperature-dependence, the charge transport mechanism also affects the dependence of carrier mobility on the carrier numbers \((n)\) or the gate voltage \((V_g)\) in FETs, which has also been widely observed and discussed. The dependence of mobility on \(n\) or \(V_g\) is in fact attributed to the shift of \(E_F\) mainly tuned by the gate voltage. The relation between \(n\), \(V_g\), and \(E_F\) is given by:

\[
C_i(V_g - V_{on})/qd = n = \int_{-\infty}^{+\infty} N(E)f(E, E_F, T)dE
\]

### Fig. 5

(a) Schematic representations of materials roughly from a low to high delocalization degree. (b) The values of the delocalization degree \(\Delta D\) and the DOS variance \(\Delta E\) are plotted for different semiconductors. The grey arrow shows the direction of increasing disorder in the charge transport. (c–f) The microscopic conductivity and the DOS for some materials, where the grey areas represent the reduced microscopic conductivity owing to the localization of charge transport.
where $C_i$ is the capacitance of the gate dielectric, $V_g$ is the gate voltage, $V_{on}$ is the turn-on voltage, $d$ is the approximate accumulation layer thickness, and the carrier concentration owing to field-effect accumulation is $n$. We can then calculate $E_F$ at different $V_g$ to give the relationship between the charge mobility in the GER. The calculated mobility with varying delocalization degree $\Delta D$ is shown in the ESI† (Fig. S6) and the normalized mobility as a function of $V_g$ is shown in Fig. 6a. It can be seen that the widely used power law of mobility $\mu \propto (V_g - V_{th})^\beta$ can describe the cases at which $\Delta D = 0.2 - 0.8$, while the mobility becomes $V_g$-independent or even decreases as $V_g$ decreases at a high delocalization degree ($\Delta D > 1.0$). Furthermore, the increased power factor $\beta$ is related to a more severely attenuated delocalization near the energy gap (decreased $\Delta D$, Fig. 6b), which is in good accordance with previous reports in both theoretical and experimental studies. The different $\mu-V_g$ relationship originates from the electrostatic doping in OSCs induced by energy level bending by the gate field, which gradually shifts the quasi-Fermi level

![Diagram](https://example.com/diagram.png)

**Fig. 6** (a) The calculated mobility as a function of the gate voltage in the GER for different degrees of delocalization $\Delta D$ ($\Delta E$ is fixed at 0.1 eV and $C_i = 2 \times 10^{-8} \text{ F cm}^{-2}$). The values of $\beta$ by fitting are given next to the corresponding curves. (b) The relationship between power factor $\beta$ and the delocalization degree $\Delta D$. (c) The effect of different gate voltages on the quasi-Fermi energy and the microscopic conductivity. (d–k) Data of mobility as a function of gate voltage for different semiconductor materials at various temperatures (symbols) are fitted by the GER (lines). (d and e) Drain current and extracted mobility for P(NDI2OD-T2), respectively. (f and g) Drain current and extracted mobility for DPPT-TT, respectively. The transistors were measured with $V_D = 60 \text{ V}$ and $V_D = 80 \text{ V}$, respectively. (h) IDTTB, (i) PBTTT, (j) the first conducting layer (1L) of epitaxial-grown single crystal pentacene, and (k) the second conducting layer (2L). Data were obtained by experimental measurements or from literature.
toward transport levels at the dielectric interface, as shown in Fig. 6c. Apparently, as only the electronic states below $E_F$ contribute to the channel conductance, OSCs with a smaller $\Delta D$ afford a lower overall conductivity at a small $V_g$, and a shift of $E_F$ would result in a more obvious change in the overall mobility as compared with those with larger $\Delta D$.

The above GER calculation is then applied to the experimental data of the $V_g$-dependence measured from OFETs. Transistors with the n-channel P[NID2OD-T2] or the p-channel DPP-based copolymer DPPT-TT were fabricated as described in the experimental sections, and the transfer characteristics and the extracted mobility are shown in Fig. 6d-g. For precision, the temperature dependence as well as the $V_g$-dependence of the mobility are simultaneously fitted by the GER. Despite the simplicity of the calculation method, the same set of parameters of $\Delta D$ and $\Delta E$ gives a reasonable fitting of the $V_g$-dependent mobility values at varied temperatures. The values of $\Delta D$ and $\Delta E$ are listed in Table S3 [ESI†]. Also, the recently reported highly planar conjugated polymer IDTBT8 and epitaxial-grown single crystal [pentacene of different layer numbers]40 are investigated by the GER (Fig. 6h–k). IDTBT shows a much higher delocalization degree and a smaller DOS variance (energetic disorder) than PBTTT (see Table S3, ESI†). The results agree well with the thermo-electric and spectroscopic measurements by Venkateshwaran et al.8 In another comparison, the two-layer pentacene crystal exhibits a remarkably higher value of $\Delta D$ (0.88) than the one-layer pentacene crystal ($\Delta D = 0.20$). Hence, the GER quantitatively explains the transition from hopping to band-like transport in the different layers of pentacene mainly by the different delocalization degree, which was caused by the different quality and orientation of the crystals in the two layers according to the reports by Zhang et al.40

### 3. Conclusions

In conclusion, we have presented the GER that characterizes charge transport with a DOS variance factor $\Delta E$ and a delocalization factor $\Delta D$. By taking into account the attenuated delocalization at the electronic states near the band edge or the energy gap, we found that it can describe the carrier mobility at variable temperatures, which is predicted by various transport mechanisms. In addition, the GER is capable of describing variable carrier concentrations (various gate voltages in OFETs) of different OSCs from theoretical and experimental aspects. The GER can describe the mobility–temperature behavior and mobility–carrier-concentration dependence predicted by various transport mechanisms in different OSCs. By using the GER to analyze the mobility, we are able to quantitatively compare charge transport properties in the degree of energetic disorder and delocalization, even for different microscopic transport mechanisms and for different classes of OSCs.

### 4. Experimental section

#### Fabrication of transistors

Corning Eagle 2000 glass substrates were cleaned sequentially in an ultrasonic bath with de-ionised water, acetone, and isopropanol for 10 min each. The Au/Ni (15 nm/3 nm) source and drain (S/D) patterns were formed by a conventional lift-off photolithography procedure. Materials were synthesized or purchased as described in ref. 11a. The semiconductors were dissolved in 1,2-dichlorobenzene or xylene and spin-coated in nitrogen, and the thin films were then thermally annealed at 150 °C for P[NID2OD-T2] or 250 °C for DPPT-TT, for 30 min. PMMA (Aldrich, $M_w = 120$ kD) was used as a dielectric material without further purification and was dissolved in n-butyl acetate 80 mg ml$^{-1}$ and then spin-coated at 2000 rpm for 60 s. After the dielectric-layer coating, the devices were baked at 80 °C for more than 2 hours in a nitrogen glove box. The OFETs were completed by the deposition of an Al gate electrode using a shadow mask.

#### Characterizations of transistors

The OFET electrical characteristics were measured using a Keithley 4200-SCS parameter analyzer in a nitrogen-filled glove box. The mobility and threshold voltage were calculated in the linear or saturation region using the gradual-channel approximation. C–V characteristics were measured using an Agilent 4284 precision LCR meter and a Keithley 4200-SCS parameter analyzer. For the temperature measurements, the vacuum chamber sealed at $\sim 10^{-3}$ Torr was adjusted to 294–195 K using liquid nitrogen and $I$–$V$ results were obtained at each temperature.
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