**ABSTRACT** The deployment rate of distributed energy resources (DER) based on renewable energy has recently been increasing worldwide [1]. Renewable energy sources (RESs) such as photovoltaic systems (PVs) and battery electric vehicles (EVs) are DC-based energy sources that can be integrated into the grid in the form of DERs [2]. Because RESs have high output uncertainty, an energy storage system (ESS) is necessary to compensate for this uncertainty [3], [4]. The prevailing power system infrastructure is based on alternating current (AC), while the leading environmentally friendly energy sources such as PVs, EVs, and ESSs, produce DC power [5].

Currently, power system infrastructure that is capable of incorporating ESSs and RESs usually converts the DC power produced by these energy sources to AC. This adds complexity and reduces the efficiency of the power system because of the need for a power converter [6], [7]. Furthermore, an increasing number of DC-consuming devices such as computers, televisions, and monitors are being integrated into buildings [8]. The power supplied to these devices must be converted again from AC back to DC, adding further losses and complexity to the power system [8], [9]. Thus, DC architectures for electric power-distribution systems are being increasingly explored, with the goal of serving most modern loads that require DC power more efficiently [10]. Furthermore, technologies related to low-voltage DC (LVDC) distribution networks are being actively researched to improve the distribution efficiency, power quality, and reliability [11]–[13].
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Monitoring is one of the critical issues in LVDC networks because of the lack of operational experience. If DERs such as PV, WT, and ESS are integrated into the LVDC distribution network, unexpected situations may arise depending on the operations of the DERs. To solve these operational problems, the following methods can monitor DERs:

First, real-time monitoring of all individual DERs would be preferable. However, this is not possible because of the high cost and excessive effort associated with installation. Second, indirect monitoring can be conducted through the voltage and current of an arbitrary bus in the distribution system to which many DERs are connected. Here, disaggregation technology extracts features of different signal sources from a mixed signal [14], [15]. Third, the two abovementioned methods in the LVDC distribution network have limited monitoring parameters to track the operation status of the individual DERs. For clearer tracking and disaggregating operating status, DER-specific modeling is required through frequency values generated during operation that can verify unique characteristics. Finally, the long-lasting monitoring in the LVDC distribution network results in a large amount of data accumulation. A deep-learning-based system is required to efficiently utilize these data for monitoring engines. The monitoring signals generated by DERs are highly complex because they are related to the amount of generation, which changes continuously. Deep learning is an appropriate technology to solve this type of problem [16], [17]. Generation-source tracking and disaggregation technology using deep learning have greatly improved in terms of robustness and generalization ability compared with traditional tracking methods [18]–[21]. In this work, two approaches are used for DER output tracking in an LVDC distribution system. One is to install sensors immediately next to each DER and assume that smart meters and/or protection devices will perform real-time monitoring. The other is to install a single sensor in the distribution line (DL). The data obtained from the single sensor consist of complex signals, which are the operation signals of DERs and other power-distribution equipment. The monitored data contained in this complex signal are disaggregated through deep learning to identify the statuses of individual DERs.

In this article, a novel LVDC monitoring system using deep-learning-based disaggregation is proposed. Disaggregation is performed on the frequency signal of the voltage, and fast Fourier transform (FFT) analyses were performed at a sampling rate of 100 kHz. The frequency characteristics of each DER are learned through deep learning. The operation status of each DER for monitoring was modeled. As a result, the validity of the estimation under complex system situations is verified.

The remainder of this article is organized as follows. An overview of LVDC distribution network monitoring is presented in Section II. In Section III, deep-learning models for LVDC distribution network monitoring are described. The case study results are presented and discussed in Section IV. Finally, Section V concludes the paper.

II. APPROACHES FOR LVDC DISTRIBUTION MONITORING
LVDC and low-voltage AC (LVAC) distribution networks exhibit several commonalities and differences with respect to monitoring. The topology, components, and general monitoring parameters are mostly the same in both distribution systems. However, because of the differences in electrical characteristics, some of the parameters are more significant in the AC system than in the DC system, and the reverse is true for some parameters. This section describes the characteristics of the LVDC distribution, which should be considered for monitoring, the configuration of the LVDC distribution topology, and the methodology for monitoring in the frequency domain.

A. DC DISTRIBUTION CHARACTERISTICS
The characteristics of the DC power-distribution system are different from those of the existing AC power-distribution systems [22].

First, both AC and DC have different electrical properties. AC has a physical characteristic called a sine wave, while DC has a straight wave. Second, the parameters that can be analyzed for monitoring are limited by the electrical characteristics [23]. In the case of AC, voltage, current, active power, reactive power, and harmonics are usually considered. However, in the case of DC, the power factor, reactive power, and frequency do not exist; therefore, the elements that can be monitored are limited. Third, the number of PCSs connected to the distribution system is lower in the DC distribution than in the AC distribution.

Therefore, the noise detection result of the PCS is clearer and more accurate. In the LVDC distribution system, because the signal can be analyzed based on the switching frequency of the DER’s PCS in the frequency domain, an approach to track and disaggregate the characteristic frequency signal of the DER in the LVDC distribution is proposed in this article.

B. APPROACH FOR LVDC MONITORING
Nonintrusive load monitoring (NILM) is one of the algorithms for monitoring the operation of household loads at the customer end of the AC distribution system [24]. It is an algorithm that disaggregates the signals of several appliances in a home from the power signal integrated at the distribution board [25]. As a result, NILM helps determine the operation status and electricity consumption of each home appliance [26]. This information enables economical home-energy management.

In this article, low-voltage DC monitoring (LDCM), a monitoring methodology for an LVDC distribution system, is proposed to observe the DER operation status. LDCM applies an NILM-based monitoring algorithm. The environment of LDCM is changed from the (existing) consumer stage to the distribution stage, and the scale of targets is changed from appliances to DERs. Table 1 shows the similarities and differences between the AC NILM and LDCM.
In general, NILM involves a single monitoring point on a power panel board. The monitoring parameters of NILM are usually voltage, current, real and reactive powers, and harmonics. However, LDCM can be performed with single or multiple monitoring points at the DERs or along the DL. The monitoring parameters of the LDCM are the voltage, current, real power, and frequency spectrums. Therefore, the number of monitoring parameters of the LDCM is less than that of the conventional NILM because of the DC characteristics.

**TABLE 1. NILM vs LDCM.**

|                  | NILM          | LDCM          |
|------------------|---------------|---------------|
| Num. of Points   | Single        | Single/Multi  |
| Location         | Panel board   | DER/DL        |
| Backbone         | AC            | DC            |
| Parameters       | V, I, W, Var, VA, Harmonics | V, I, W, Freq. spectrum |

**C. COMPONENTS OF THE LVDC DISTRIBUTION SYSTEM**

For monitoring, a proper understanding of LVDC distribution-system components is necessary. The LVDC distribution network generally consists of distributed generators (DG), inverters, DC–DC converters, storage systems, and loads. Fig. 1 shows the configuration of an LVDC distribution system. The power equipment and devices that constitute the LVDC distribution systems may have different voltage levels, current capacities, and operation settings. Power conversion systems (PCSs) are adopted to integrate these devices and equipment into the grid by changing their voltage outputs to control the power flow amount and direction. It is common to use pulse-width modulation (PWM) control technology to obtain the required voltage outputs. PWM is performed based on the so-called switching frequency, which causes high-frequency noises [27].

**D. MONITORING IN FREQUENCY DOMAIN**

The fundamental frequency of AC is generally set at 50 or 60 Hz, depending on the grid environment. Harmonics in the form of a distorted sinusoid are commonly used to describe high-frequency noises in AC systems. However, there is no fundamental frequency in the DC. The fundamental frequency in DC is generally considered to be 0 Hz. However, a DC system has high-frequency noise signals in the DC distribution line, which are mostly caused by PCSs. Individual PCSs have characteristic switching frequencies and generate corresponding noise patterns. When each equipment is connected to the DC grid via a PCS, we can estimate the operation status of each connected equipment by observing the DC DL noise [26].

**III. MODELING FOR LVDC DISTRIBUTION NETWORK MONITORING**

**A. LVDC MONITORING SYSTEM ARCHITECTURE**

When customer-owned DERs are integrated into an LVDC distribution system, the operational complexity of the system increases. Grid operators prefer to know the exact statuses of individual DERs for their operation. In order to know the status such as voltage, current, or power of individual DERs, it is common to install a data-acquisition device for each DER. However, this is usually not possible when many DERs are involved in terms of the cost and practicality of installation.

The voltage signal in a DL contains composite noise signals from all power devices and DERs connected to the grid. If we can separate the characteristic signals of individual DERs appropriately, we can estimate the operation status of the DERs.

**FIGURE 2. Schematic of LVDC Distribution Network Monitoring System.**

In this study, two deep-learning-based approaches are used and compared for DER monitoring in an LVDC network: resource unit tracking (RUT) and resource disaggregation and tracking (RDT). Fig. 2 shows the concepts of RUT and RDT. In the RUT approach, the sensors are installed for individual devices, and a deep-learning model is trained separately with the frequency spectrum of the voltage and status data of each DER output side. In the RDT approach, a single sensor is installed in the DL, and the deep-learning model is trained with the frequency spectrum of the DL voltage and the status data of all DERs. In both cases, the measured voltage is analyzed to build the characteristic frequency through FFT analysis. This characteristic frequency is used to develop a
deep neural network (DNN) for monitoring. Then, the trained deep learning model can track the DER output through the voltage.

### B. DEEP-LEARNING MODELING

An artificial neural network (ANN) is a network modeled by simulating the neurons in the human brain, and is described through the connections between neurons in the form of a nonlinear system. The most representative ANN is the multilayer perceptron (MLP). The MLP consists of an input layer that receives a signal, a hidden layer that carries and expresses a signal, and an output layer that combines the results [28], [29].

Deep learning is a type of ANN that overcomes the limitations of conventional networks by solving the problem of a vanishing gradient and overfitting with the innovation of computing power [30], [31]. A deep neural network (DNN) is an ANN with multiple layers in the hidden layer. A DNN has as many neurons in the input layer as the number of input vectors to represent a nonlinear system, and the number of outputs to be obtained is the number of neurons in the output layer. The number of layers and number of neurons in the hidden layer are determined by the designer, depending on the problem to be solved. A DNN can be expressed by (1) to (3):

$$a^0 = x$$  \hspace{1cm} (1)  
$$a^{l+1} = f^{l+1}(w^{l+1}a^l + b^{l+1}), \text{ for } l = 0, 1, \ldots, L-1$$  \hspace{1cm} (2)  
$$y = a^L$$  \hspace{1cm} (3)

where $x$ is the input vector, and $a$ is the output vector of neurons in the layer. $w$ and $b$ are the connection weights and bias vectors, respectively, $f(\cdot)$ is the activation function, and $L$ is the number of layers in the network. $y$ is the output vector of the model. The activation function in the hidden layer and output layer can be used by (4) and (5), namely, a leaky rectified linear unit (leaky-Relu) [32] and linear activation function, respectively.

$$f(x) = \max(0.01x, x) = \begin{cases} 
  x & x \geq 0 \\
  0.01x & x < 0 
\end{cases}$$  \hspace{1cm} (4)  
$$f(x) = x.$$  \hspace{1cm} (5)

A DNN requires a learning algorithm to learn from the data. The learning algorithm uses a backpropagation algorithm, which is a supervised learning method that reduces the error between a target value and the output value of the model. The backpropagation algorithm calculates the error and propagates the error back to each layer, in the direction along which the defined loss function is minimized, to learn the connection weights of neurons [33]. There are several learning algorithms, including Adagrad [34], RMSProp [35], and Adam [36]. Fundamentally, the loss function is given by (6).

$$E(\theta) = \frac{1}{2} \sum_{k=1}^{K} (y_k - \hat{y}_k)^2$$  \hspace{1cm} (6)

where $E$ is the objective function, $\theta$ is the learning parameter, $y_k$ is the $k$-th target output, $\hat{y}_k$ is the $k$-th model output, and $k$ is the number of outputs. Learning of parameters is carried out using (7) and (8)

$$\theta_{t+1} = \theta_t + \Delta \theta_t$$  \hspace{1cm} (7)  
$$\Delta \theta_t = -\eta \frac{\partial E}{\partial \theta_t}$$  \hspace{1cm} (8)

where $\eta$ is a positive learning rate.

In this study, deep learning was applied to track the operating state of individual DERs in the LVDC distribution system and to disaggregate the operating state of individual DERs from the multiple operating states of the DERs. To this end, the deep learning model is designed using the characteristic frequencies of DERs as the input variables and the powers of the DERs as the output variables.

### C. LVDC MONITORING PROCESS

In order to analyze and monitor the data collected from the LVDC distribution system, a DNN-based monitoring process was designed, as shown in Fig. 3. The process supports both the RUT and RDT approaches.

![FIGURE 3. Schematic diagram of LVDC monitoring process.](image)

In the RUT, data such as voltage and power are collected when each of the DERs is operated in the LVDC distribution network, and the DNN is modeled by training the frequency signals of voltage through FFT analysis. The monitoring locations of the RUT are the outputs of the DERs. The RUT tracks and monitors the operation status and output variation of each DER.

In the RDT, the signal of each DER is disaggregated from an integrated signal, such as voltage or power, by monitoring the DL of the grid when multiple DERs are integrated in the LVDC distribution network, and the operation status and each output are estimated. Specifically, overlapping characteristic signals of DERs in the frequency domain are disaggregated to each DER’s power characteristic, and the power of each DER is estimated through the amplitude size in the frequency domain.

The DNN model, which is the core of the LVDC monitoring process, is trained from the monitoring data. The DNN model was verified and evaluated using the validation data. Based on the results of the evaluation, the hyperparameters
that are set before the learning process begin are tuned. Then, the DNN model is retrained depending on the results. As a result, the trained model uses test data to output the model prediction results and monitor the status of the DER. A pre-processing filter is used to remove the noise and ripple in the raw output.

**IV. CASE STUDY**

**A. GOCHANG LVDC DISTRIBUTION TEST OF KEPCO**

The LVDC distribution testbed of the Korea Electric Power Corporation (KEPCO) Power Test Center in Gochang, Jeollado, Korea was used in this work. The testbed consisted of a grid topology, as shown in Fig. 4. The main voltage of the LVDC testbed was bipolar ±750 VDC. It contained DERs such as PVs, WTs, battery ESSs, and diesel generators as well as AC and DC loads. All DERs and loads were connected to the grid through power electronic devices. The main AC/DC converters interconnected the LVDC distribution system to a 22.9 kV medium-voltage AC grid. In our experiments, a diesel generator (50 kW), PV (50 kW), WT (50 kW), ESS (50 kW), and load (100 kW) were used, as shown in Table 2. Voltage changes were measured using a DEWE-2600 at a sampling rate of 100 kHz.

**FIGURE 4.** Configuration of KEPCO LVDC testbed in Gochang, South Korea.

**TABLE 2.** Specifications of distributed energy resources.

| DER   | Capacity [kW] | PCS Switching Frequency [kHz] |
|-------|---------------|-------------------------------|
| Diesel generator | 100, 7.2 | |
| PV    | 50, 10        | |
| WT    | 50, 5         | |
| ESS   | 50, 11        | |

Fig. 5 shows the time series of the frequency spectrum according to the output changes of the DERs. The characteristic frequency patterns mainly appear in each PCS switching frequency band and its multiples. The diesel generator’s characteristic frequencies appear at 7.2 kHz and 14 kHz. The characteristic frequencies of the PV are at 10 kHz and its multiples. In the case of PV, the signal is weaker than that of the other PCS of DERs. Therefore, it is difficult to identify the status of the DERs using the distribution noise.

Moreover, relatively strong noise is observed when the output is idle. The WT pattern shows relatively high amplitude characteristics at 5 kHz and 20–30 kHz, when compared to that of the other DERs. In particular, around the 30 kHz band, a wide range of characteristic frequencies are detected. For the ESS, the characteristic frequencies are detected at 11 kHz, 30 kHz, and 50 kHz. In particular, the frequency characteristics are relatively high at 11 kHz, which is the PCS switching frequency band. The frequency spectrum strength tends to increase when the DER output increases, which can be used to estimate the output of the DERs.

**B. RESOURCE CHARACTERISTIC FREQUENCY**

The main switching frequencies of the PCS for the diesel generator, PV, WT, and ESS were 7.2 kHz, 10 kHz, 5 kHz, and 11 kHz, respectively, as described in Table 2.

**TABLE 3.** Datasets for single DER test.

| DER   | Train data | Valid. data | Test data |
|-------|------------|-------------|-----------|
| Diesel Gen. | 102,342    | 20,468      | 81,873    |
| PV    | 161,718    | 32,343      | 129,373   |
| WT    | 206,558    | 41,311      | 165,246   |
| ESS   | 370,312    | 74,062      | 296,249   |

In single DER, RUT, and RDT, the training and validation data sets were configured in a ratio of 8:2, respectively. In addition, the test dataset was separately configured in different time zones that were not measured in the training and validation data. Three test sets were used to evaluate the performance of the models. The first was a test set for a single...
All DNN models used in this study have the same architecture. In the case of a single DER test and RDT, the input to the network is a 257-dimensional vector consisting of one voltage and the amplitudes of 256 frequency bands. In RUT, the input to the network is a 1,028 ($257 \times 4$)-dimensional vector consisting of each DER’s voltage and the amplitudes of 256 frequency bands. For all models, the output consists of DER powers. The hidden layer consists of 512-32-16 networks. After the hidden layer, the output for the RUT is a one-dimensional vector and that for the RDT is a four-dimensional vector. The activation function of each layer is a leaky rectified linear unit function, and the optimizer is an Adam optimizer. The Savizky–Golay filter was used as the post-processing filter. For deep learning, 10 repeated experiments were performed for each parameter change. The test performance index for evaluation is based on the mean squared error (MSE) and mean absolute error (MAE).

1) SINGLE DER
Before verifying the RUT and RDT, output tracking was performed using the data of each DER operating condition to verify whether the learning performance based on the frequency characteristics was valid.

Fig. 6 shows the output tracking results of the DER (diesel generator, PV, WT, and ESS) powers. In Fig. 6, the blue line represents the real target output and the red line depicts the result of the model output, both of which are compared. Fig. 6(a) – (d) show a single DER test result of a diesel generator, PV, WT, and ESS, respectively.

From the results, it can be observed that the output of each DER is tracked with a high performance of over 98%. Here, 100% performance means complete detection over the entire estimation time. The test results of this learning model are shown in terms of the MSE and MAE, in Table 5.

2) RUT
This section analyzes the performance results of the RUT designed in the previous section. Fig. 7 shows the disaggregated results, which are the powers of the individual DERs. Each color depicts each DER’s measurement data and model output.

Fig. 8(a) – (d) show the power tracking results of the individual DERs. The black line depicts the real target output,
and the red line represents the model output. By performing RUT, the output of each DER can be tracked with a high performance of over 95.8%. The numerical test results of this model are shown in terms of the MSE and MAE in Table 6.

3) RDT
This section analyzes the experimental performance results of the RDT designed in the previous section. Fig. 9 shows the disaggregated results, which are the powers of the individual DERs. Each color depicts each DER’s measurement data and model output.

Fig. 10(a) – (d) show the power tracking results of the individual DERs. The black line depicts the real target output, and the red line represents the model output. By performing RDT, the output of each DER can be disaggregated with a high performance of over 91.5%. The result shows reasonable performance when compared with the NILM performance for houses [37]. The numerical test results of this model are shown in terms of the MSE and MAE in Table 6.

Table 6. shows the performance of each model for RUT and RDT and the performance difference between the two models. Here, $\Delta$ RDT-RUT represents the performance difference between the two models.

In the case of the RUT, which is a model that individually tracks the operation status signals of each DER, the tracking performance of each DER is 0.036 for diesel, 0.091 for PV,
The average performance for the four DERs was 0.095. Diesel has the best tracking performance, followed by PV, WT, and ESS. In the case of the ESS, the tracking performance of the operation state is the lowest when in the charged state. RUT is possible when the DER operation status is monitored individually.

RDT is a model that disaggregates the operation status of each DER through DL signals, and the tracking performance through DER disaggregation based on MSE is 0.058, 0.127, 0.191, and 0.225, respectively, for diesel, PV, WT, and ESS. The average model performance for all the DERs is 0.15. The operation status tracking performance of DER through RDT is shown in the order of diesel, PV, WT, and ESS. The performance of RDT was found to be slightly lower than that of the RUT. In particular, the switching characteristic frequency of WT is mixed with various frequencies that are difficult to distinguish, unlike other DERs. Because the switching characteristic frequency band of the WT overlaps with that of the PV, the tracking performance of RDT is lower than that of RUT. Similar to the result of RUT, in the case of ESS, ripple occurs more frequently when charging.

When comparing RUT and RDT, the average performance difference for the four DERs is 0.056, and the performance of the RDT is rather low. The difference in performance of DERs is 0.022 for diesel, 0.036 for PV, 0.073 for WT, and 0.091 for ESS. Diesel and PV show similar performance differences, and WT and ESS show somewhat higher performance differences. In addition, performance indicators based on MAE generally show results similar to those based on MSE.

Through this experiment, each DER has a switching characteristic frequency, so it can be confirmed that it is possible to monitor the operating status in the LVDC distribution network. However, to monitor the operation status of all DERs, a measurement device must be installed in all DERs. From a physical and economic point of view, there may be limitations in monitoring by installing measuring devices on all DERs. However, it has been confirmed that although the performance is somewhat lower than that of individual monitoring, it is possible to monitor by substituting the disaggregation of superimposed signals by measuring the electrical signals of DL.

D. DISCUSSIONS

1) SENSITIVITY ANALYSIS OF NOISE

One of the factors influencing the performance of the proposed RDT model is the noise level of the voltage. To verify the performance of the proposed model, a sensitivity analysis with respect to the noise level of voltage was performed. The noise level applied was from 0 to 20% of the voltage of the test data.

Fig. 11 shows the sensitivity to the RDT model performance according to the noise level of the test data. As the white noise increases up to 20%, the model performance error of the RDT tends to increase by an average of 40% for each level, and the deviation in each step is 0.03-0.05, showing a linear sensitivity characteristic.

2) SYSTEM SCALABILITY

As the scale of the system increases, it would be increasingly difficult to identify all the devices with a single point measurement. However, the signals generated by a generation source attenuate as the distance increases. Therefore, the problem scale does not increase significantly because signals arising in far-away places become background noise. The individual size of each zone would have a limited number of sources with sufficient strength, even though the signals of the generators are not completely separated. Multi-point learning can also improve the performance when the target zone size increases.

3) GENERATION UNCERTAINTIES

In this work, the learning would have limitations because supervised learning was applied. However, if the learning is performed with appropriate variations, then the effect of uncertainty can be considered. In the real world, the learning...
would be conducted over a long period of time, including uncertainty effects in nature.

V. CONCLUSION

In this article, a deep-learning-based monitoring methodology that monitors the status of individual DER-connected grids by tracking the DER directly and disaggregating the voltage of the DL in the LVDC distribution network in a KEPCO PT center is proposed. The findings and contributions of this study are as follows.

- Applying the proposed LDCM methodology. LDCM was designed through an extension of NILM considering the characteristics of the LVDC distribution network.
- FFT analysis for characterization of the PCS switching frequency of DER. The characteristic frequencies were derived through FFT analysis of the four DERs, and it was confirmed that the characteristic frequencies have a high correlation with the PCS switching frequency of each DER.
- Proposed deep-learning-based RUT and RDT model verification. The RUT and RDT have been designed by supervised learning along with the characteristic frequency of DER, and the proposed methodologies have been validated by demonstrating high performance.
- Sensitivity analysis of the RDT model. As the noise level of the distribution network increases up to 20%, the proposed RDT model increases linearly. This means that the proposed RDT model has robust characteristics for noise levels up to 20% with respect to the original signal.

Further research will include a methodology for harmonizing and monitoring complex signals generated in various zones of the LVDC distribution network. This will involve monitoring and analyzing abnormal conditions or contingency events such as malfunctions, breakdowns, and deterioration.
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