Reactive NaN Repair for Applying Approximate Memory to Numerical Applications
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ABSTRACT
Applications in the AI and HPC fields require much memory capacity, and the amount of energy consumed by main memory of server machines is ever increasing. Energy consumption of main memory can be greatly reduced by applying approximate computing in exchange for increased bit error rates. AI and HPC applications are to some extent robust to bit errors because small numerical errors are amortized by their iterative nature. However, a single occurrence of a NaN due to bit-flips corrupts the whole calculation result. The issue is that fixing every bit-flip using ECC incurs too much overhead because the bit error rate is much higher than in normal environments. We propose a low-overhead method to fix NaNs when approximate computing is applied to main memory. The main idea is to reactively repair NaNs while leaving other non-fatal numerical errors as-is to reduce the overhead. We implemented a prototype by leveraging floating-point exceptions of x86 CPUs, and the preliminary evaluations showed that our method incurs negligible overhead.

1 BACKGROUND
Energy saving of data centers and server machines is an important issue. According to a statistic [1], data centers spent 1.5 % of the total energy consumption of the US in 2006 and 30 % of the energy consumption was due to the IT equipment (e.g. servers). As demands for HPC, big data analytics, and AI-related large scale workloads executed in larger scale data centers become stronger, the energy consumption of data centers is expected to increase.

Large memory usage of HPC and AI-related workloads causes the main memory capacity of server machines to be increased. This results in the proportion of energy consumed by main memory to the overall energy consumption of a server machine to also increase. Some report that 25% ~ 40% of the overall energy of a server machine is consumed by its memory [2, 15]. Thus, reducing energy consumption of main memory greatly reduces overall energy consumption of server machines. This motivates much work such as ones that optimize the conventional DRAM [8, 11, 21] and others that utilize non-volatile memory devices [9, 10, 19].

2 APPROXIMATE MEMORY
2.1 Overview
Approximate computing is a new approach to achieve better efficiency (e.g. reduced energy consumption, increased capacity, wider bandwidth, lower latency) by lowering computation accuracy and allowing errors mixed into calculated results. Although the integrity of calculation results and stored data are lost, approximate computing achieves much efficiency at a level that cannot be realized when accurate computation is guaranteed. For example, an approximate network achieves high bandwidth and low latency by sacrificing error-free transmission [6], and an approximate storage increases its capacity without additional flash chips in return of an increased bit-error rate [7].

Applying approximate computing to main memory is a promising way to reduce energy consumed by main memory. Lowering DRAM refresh rates increases the number of bit-flips, but can greatly reduce the energy consumption. Applying a lower refresh rate for error-robust DRAM rows saves 16.1% of energy consumed by memory in an 8-core machine [13], and applying a lower refresh rate for non-critical data saves 20% ~ 25% of energy consumed by memory in a mobile device [14]. Especially for numerical applications that appear in the HPC and AI fields, the effect of bit-flips can be amortized by their iterative nature. Fang et al. [5] claim that many HPC applications yield acceptable results even if a few pointers are broken and the pointed data cannot be fetched, and Liu et al. [14] claim that numerical applications such as a ray shader are robust to bit-flips.

2.2 Challenge
Although numerical applications are to some extent robust to bit-flips, the challenge is that a single occurrence of a NaN (Not-a-Number) makes calculation results meaningless. In particular, the effect of a NaN is amplified by matrix operations, which are common across numerical applications. Figure 1 shows examples where calculation results become meaningless by a single NaN. In a matrix-matrix multiplication shown in the top of the figure, a single NaN changes all the elements of a row of the result to NaNs. Another example in the bottom of the figure shows the determinant of a matrix including a NaN is also a NaN. These examples show that an occurrence of a NaN due to bit-flips is a fatal problem for numerical applications that use floating-point numbers. Changing a floating-point number to a NaN requires to flip all bits of the exponent part to 1, but we believe this happens with a non-negligible probability in a future approximate computing environment with high memory density and high error-rate. Also, using short bit-widths numbers is encouraged for some AI algorithms [22], where the number of bits of the exponent part is much smaller than the one of a 64-bit number.

Error-Correcting Code (ECC) memory is a popular method for detecting and correcting bit-flips in main memory. Although ECC memory is widely adopted in the current server market, it cannot be used to fix NaNs in approximate memory. ECC memory adds several parity bits to stored data. A write to ECC memory requires...
The main idea of our method is to reactively repair flexible and low overhead.

Encoding the written data with parity bits, and a read from ECC memory requires decoding the data. Therefore, enabling the correction of a large number of bits by ECC memory greatly penalizes memory throughput due to the encoding and decoding overrection of a large number of bits by ECC memory.

To apply approximate computing to main memory for numerical applications, we need a flexible and low overhead approach to prevent calculation results from becoming meaningless upon the occurrence of a NaN. The requirement for flexibility comes from the fact that a value to which a NaN should be fixed depends on each application. This means that a hardware mechanism that defines the result of any operation involving a NaN to be a predefined value (e.g., 0) does not work. The requirement for low overhead comes from our final goal, i.e., reducing energy consumption of server machines. In order to maximize the energy efficiency, the overhead of our method must be as small as possible. To fulfill these requirements, this paper proposes a software-based flexible method to deal with NaNs with low overhead.

3 PROPOSAL

3.1 Main Idea: Reactive NaN Repair

The main idea of our method is to reactively repair NaNs that appear due to bit-flips. Repairing a NaN means to modify the bit-pattern of a NaN and change it to a legal value as a floating-point number. For repairing NaNs, two types of methods are possible: proactive methods that deal with every bit-flips regardless of the actual value (it might be a NaN, but it might also be a drifted floating-point number that can be amortized by the application), and reactive methods that deal with bit-flips only after they incur a NaN and a program failure. An advantage of proactive methods is that they can repair any bit-flips by hardware and software does not even notice that bit-flips have occurred. A disadvantage is that the performance is greatly reduced because it must check every bit of large memory capacity. On the other hand, an advantage of reactive methods is that the overhead is small because the repairing procedure is executed only when a program failure occurs. A disadvantage is that they cannot deal with unexpected situations. For example, our method cannot repair invalid pointers that appear due to bit-flips. As described in Section 2.2, proactive methods such as ECC is not suitable in our scenario due to its large overhead to deal with high error rate and a reactive method to is mandatory.

We propose a reactive method to deal with NaNs by leveraging the fact that floating-point arithmetic instructions invoke exceptions when an operand is a NaN. The method is achieved by catching a floating-point exception raised by a CPU and modifying bit-patterns of the NaN that caused the exception to a legal floating-point value. Our method consists of two repairing mechanisms:

1. Register-repairing mechanism: The direct cause of an exception is a NaN in a register. The NaN is repaired to let the application continue, otherwise the application dies due to the exception.

2. Memory-repairing mechanism: Because bit-flips occur inside main memory, a NaN in a register has its origin in memory. We repair the NaN in main memory as well to suppress occurrences of further floating-point exceptions to reduce the overhead.

3.2 Design

We explain basic implementation design based on the x86 CPU architecture. Note that the method does not rely on any x86-specific feature, so we believe it can easily be ported to other architectures such as ARM (see Section 5.1 for the details).

The proposed method is achieved by interrupting program execution when it executes a floating-point instruction whose operand is a NaN and modify the contents of registers and memory regions that the program uses. In the x86 architecture, a floating-point arithmetic operation causes an exception when an operand is a NaN. The exception is handled by an OS to let the software decide what to do. Linux delivers a SIGFPE signal to the program that has executed the floating-point operation. We modified this behavior so that the register and memory contents are repaired before the program restarts its execution.

For our prototype implementation, we use gdb to "steal" signals from the workload process. We also use gdb python to control gdb by pre-written scripts. Please carefully note that this choice is not mandatory but for simplicity, and one can choose more general mechanisms such as the ptrace system call or modifying signal
When a SIGFPE signal is caught. The mulsd

When the target workload executes a floating-point operation with a NaN in its operand caused by bit-flips, a floating-point exception is incurred by the CPU and a SIGFPE signal is sent to the workload from the OS (1). Because gdb is attached to the workload, it can "steal" the SIGFPE signal from the workload (2). Then, gdb repairs NaNs in registers and main memory by using the two methods described in the following sections (3 and 4). Finally, gdb resumes the workload and the workload can continue the execution as if nothing has happened (1 and 2).

The overhead caused by attaching gdb is incurred only when the signal handling and NaN repairing procedures are executed. Thus, except when floating-point exceptions are being handled, no overhead is incurred to the target workload. Furthermore, the number of times floating-point exceptions are incurred by a single NaN is limited to only 1 by our method to repair memory contents (Section 3.4), resulting in negligible overhead of our proposed method.

3.3 Register-Repairing Mechanism

This section explains how to identify a NaN in a register and how to repair it. When gdb catches a SIGFPE signal, the instruction pointer of the CPU points to a floating-point instruction that has a NaN as its operand. Figure 3 shows the context of a workload when a SIGFPE signal is caught. The mulsd instruction at the 4th line (which is located at the 96th byte of the calculate function) is pointed to by the instruction pointer, thus it is clear that the xmm0 register contains a NaN caused by bit-flips. Figure 4 shows the value of xmm0, which is interpreted as a NaN. The workload restarts its execution after gdb has repaired the NaN in the floating-point register to a legal value as a floating-point number. The choice of an actual value to which a NaN is fixed is a next question, but we leave it as future work (see Section 5.2 for the details). The workload can resume the execution without knowing that the floating-point exception has occurred because it is transparently handled by gdb and not passed to the workload process.

3.4 Memory-Repairing Mechanism

This section describes how to repair NaNs that exist in main memory. As we have described, a workload can continue as if nothing has happened after NaNs that exist in registers are repaired. However, in an environment where main memory is approximated, a NaN in a register has its origin in main memory. Even after the NaN is repaired on the register, if it is loaded from main memory to a register again, a floating-point exception and the overhead to repair it are also incurred again. To solve this issue, the proposed method repairs the NaN in memory as well.

To repair a NaN in main memory, the memory address where the NaN is stored is required. When a workload triggers a SIGFPE, the execution context contains a floating-point instruction whose operand is a NaN. We identify the memory address of the NaN by analyzing the workload binary. The mov instruction that loads the NaN from main memory is searched for and the address is identified by investigating the operands of the mov instruction. Suppose a SIGFPE is raised when the mulsd instruction at the 4th line in Figure 3 is executed, and a NaN is stored in xmm0. By disassembling the binary, we can find that the content of xmm0 is loaded from main memory with the movsd instruction in the 1st line. It loads a QWORD value from the memory address of r10 + rsi × 8. Figure 5 shows that the value of r10 + rsi × 8 is 0x5555555767c20 and the value stored in this address is 0x7ff046454434241, which is a NaN when interpreted as a 64-bit floating-point number.

The execution context at the time a SIGFPE is raised includes the values of registers of that time only. This raises an issue that the memory address of a NaN is not necessarily identifiable due to two reasons: (1) The corresponding mov might not be found because a binary is not always back-traceable. For example, a conditional branch cannot be back-traced by using only the program binary. (2) The operands of the corresponding mov might not be preserved. For example in Figure 3, if either of r10 or rsi is modified somewhere between the mulsd and the mov, it is not possible to identify the address from which the NaN is read. Note that recording detailed traces using dynamic binary analysis tools such as Intel PIN [18] can solve this issue, but the overhead is too heavy.

We confirmed that the two cases above are rare enough so that we can repair NaNs in memory with a probability exceeding 95%.
Figure 6: Ratio of floating-point arithmetic instructions whose corresponding mov’s are found from the execution context and the binary.

Table 1: List of floating-point instructions (arithmetic, mov-related) covered by our memory-repairing mechanism.

| arithmetic | addss, addpd, addsd, addps |
|------------|-----------------------------|
|            | mulss, mulpd, mulsd, mulps, |
|            | subss, subpd, subsd, subps, |
|            | divss, divpd, divsd, divps   |
| mov         | movss, movsd, movd          |

This does not mean that the other 5% of NaNs immediately crash a workload, but rather they are fixed with the register-repairing mechanism with higher overhead. We investigated the binaries of SPEC CPU 2006 benchmarks that mostly calculate floating-point arithmetic. They are built in the environment shown in Table 2 with the -O2 compiler option. We disassembled the binaries and searched for instructions related to floating-point arithmetic such as addss. For each instruction I, we searched for the corresponding mov-related instruction M that loads the operands of I from main memory. Table 1 lists the floating-point arithmetic instructions and mov-related instructions that we cover. The corresponding mov-related instruction M of a floating-point arithmetic instruction I is referred to as found if M exists in a back-traceable place from I (meaning that I and M are in the same function and there is no conditional branch in-between), and registers used as M’s operands are not modified between I and M. Figure 6 shows the percentage of floating-point arithmetic instructions whose corresponding mov is found, calculated against all floating-point arithmetic instructions in the binary. The results show that the corresponding mov is found for more than 95% of the floating-point arithmetic instructions we deal with. It means that a NaN in main memory can be repaired in most cases and that the overhead incurred by the repairing procedure can be successfully suppressed by our memory-repairing mechanism.

4 PRELIMINARY EVALUATION

As a preliminary evaluation, we measured the overhead of our method. We apply the proposed method to an application that executes a matrix-matrix multiplication and measured the execution time, because matrix-matrix multiplication is one of the most common components of various numerical applications. The application allocates two matrices of size $N \times N$ and multiplies them. We compare execution time of the application in three conditions: (1) it is executed normally (2) a NaN is intentionally injected and it is repaired by our register-repairing mechanism, and (3) a NaN is intentionally injected and it is repaired both by our register- and memory-repairing mechanisms. A NaN is injected in to one of the two matrices after their initialization to mimic an occurring of a NaN by bit-flips. We measured the execution time 10 times and took the average. Table 2 shows the evaluation environment.

Table 2: Evaluation environment

| OS          | Ubuntu 16.04 (Linux 4.4.0-92-generic) |
|-------------|---------------------------------------|
| CPU         | Intel Core i7 870 (2.93GHz)           |
| gcc         | 5.4.0                                 |
| gdb         | 7.11.1                                |
| python      | 2.7.12                                |

Figure 7: Elapsed time of matrix-matrix multiplication. Normal: executed normally (no NaNs), Register: a NaN is injected and repaired by the register-repairing mechanism, Memory: a NaN is injected and repaired both by the register-and memory-repairing mechanisms.

Table 3 shows the number of SIGFPEs occurred in each method. When only the register-repairing mechanism is applied ("register" in the table), a single NaN in memory is loaded to a register again and again and the overhead by the repairing procedure is incurred every time a SIGFPE is raised. On the other hand, when both the
register- and memory-repairing mechanisms are applied ("memory" in the table), a NaN in memory is repaired at the first occurrence of a SIGFPE, resulting a negligible amount of overhead.

5 DISCUSSIONS

5.1 Applicability to Other Architectures

ARM CPUs have been gathering attention especially by HPC users thanks to their low-energy characteristics [17]. We have shown a prototype implementation of our method on x86 CPUs, but we believe porting it to ARM is straightforward because it relies on no x86 specific mechanism. An ARM CPU raises an exception when it applies an arithmetic operation to a NaN, which switches the execution path to an exception handler of the OS. After the exception handler for SIGFPE is invoked, the same procedure of our current implementation can be applied to ARM CPUs as well.

GPUs are the key component both in the HPC and AI fields for acceleration. Applying our method to GPUs requires two features: general purpose exception handling in GPUs and coherent shared memory across a CPU and a GPU. The latter is supported in recent NVIDIA GPUs so that data (e.g., a NaN) in GPU memory can be easily modified from a CPU. General purpose exception handling is a big challenge because a GPU has 100X to 1000X larger number of hardware threads than a CPU and saving all states upon an exception is infeasible.

Researcher tackle this issue by reducing the number of states required to be saved for an exception handling [16]. We anticipate that these evolutions of recent GPUs will help in applying our method to GPUs as well in the future.

5.2 Values to which NaNs are fixed

We leave how to determine an actual value to which a NaN is fixed as future work because of two reasons: (1) it is orthogonal to how to fix the NaN with low overhead, which is the focus of this paper, and (2) how to determine the value is a hot research topic itself.

LetGo [5] mitigates SIGSEGVs caused by bit-flipped pointers by modifying the program state so that the program can continue as if it had read a 0 from the pointer. They claim that a 0 makes many HPC applications converge to reasonable results. However, some applications have divisions, in which case using 0s causes another failure. For instance, a typical LU decomposition algorithm contains divisions. Pivot selection is a common way to avoid divisions by 0s for LU decomposition, but it cannot deal with a case where a value can be changed to a 0 anytime. For example, a bit-flip may occur right after a value has been confirmed to be non-0.

Li et al. [12] analyze how soft errors affect the accuracy of deep learning. They report that (1) a bit-flip on the sign bit does not affect the accuracy because the values are distributed around 0 with a symmetric distribution in typical deep neural networks, and (2) the effect of one bit-flip is larger when a wider bit-width is used to represent a floating-pointer number. Although this knowledge is specific to deep learning, it implies that the choice of the value to which a NaN is fixed requires much consideration depending on each target workload.

6 RELATED WORK

To the best of our knowledge, this paper is the first to handle NaNs that appear when approximate computing is applied to main memory. We review existing work that have tackled similar problems in the context of fault tolerance.

LetGo [5] deals with bit-flips in pointer variables under a condition of high bit error rate due to high memory density of data centers. When a program dereferences a bit-flipped pointer and is about to crash, LetGo catches the SIGSEGV (or SIGBUS) signal. It modifies the program context and registers to let the program go as if the value pointed by the dereferenced pointer was a 0. In comparison, our method is more advanced because of our memory repairing mechanism and the quantitative analysis that proves its feasibility.

Bosilca et al. [3] propose an approach called Algorithm-Based Fault Tolerance (ABFT) that targets soft errors in HPC applications. The key idea is to embed parities into calculated data itself so that soft errors can be detected by software and the calculation can be retried when an error is detected. Although ABFT is very practical in the sense that it does not rely on any hardware feature, retrying whole calculation is not suitable for our purpose because it greatly reduces energy efficiency.

Carbin et al. [4] propose Jolt, which detects when a program enters an infinite loop and allows it to escape from the loop. Jolt is attached to a program to monitor its progress by recording the program states at the start of each loop iteration. If the recorded states in two consecutive loop iterations are the same, it means that the program is trapped by an infinite loop. A trap by an infinite loop is another possible failure of programs by approximate computing besides occurrences of NaNs. Because the instrumentation overhead of Jolt is small, it is a good candidate for mitigating infinite loops caused by bit-flips in approximate computing.

7 CONCLUSION

Energy consumption of main memory in server machines is increasing greatly as larger and larger memory capacity is required by large scale AI and HPC workloads. Applying approximate computing to main memory is a promising way to reduce energy consumption of main memory, and AI and HPC applications are expected to be robust to the increased bit error rates. However, a single occurrence of a NaN due to bit-flips corrupts the whole calculation result, and fixing every bit-flip using ECC incurs too much overhead. We proposed a reactive method that repairs only NaNs while leaving other non-fatal numeric errors as-is to reduce the overhead. Our preliminary evaluation showed that the overhead by our method is negligible.

ACKNOWLEDGMENTS

We thank the anonymous reviewers for their constructive suggestions to improve this work. We also thank Dr. Jason Haga (AIST) for giving fruitful comments.
REFERENCES

[1] 2007. EPA Report on Server and Data Center Energy Efficiency. (2007). 
https://www.energystar.gov/ia/partners/prod_development/downloads/EPA_Report_Exec_Summary_Final.pdf.

[2] Luiz Andre Barroso, Jimmy Clidaras, and Urs Holzle. 2013. The Datacenter as a Computer: An Introduction to the Design of Warehouse-Scale Machines, Second Edition. Morgan & Claypool Publishers.

[3] George Bosilca, Remi Delmas, Jack Dongarra, and Julien Langou. 2009. Algorithm-based Fault Tolerance Applied to High Performance Computing. J. Parallel Distrib. Comput. 69, 4 (2009), 410–416.

[4] Michael Carbin, Sasa Misailovic, Michael Klang, and Martin C. Rinard. 2011. Detecting and Escaping Infinite Loops with Jolt. In European Conference on Object-oriented Programming (ECOOP) 609–633.

[5] Bo Fang, Qiang Guan, Nathan Deubardeleben, Karthik Pattabiraman, and Matei Ripeanu. 2017. LetGo: A Lightweight Continuous Framework for HPC Applications Under Failures. In International Symposium on High-Performance Parallel and Distributed Computing (HPDC). 117–130.

[6] Daichi Fujiji, Kiyo Ishii, Ikki Fujiwara, Hiroki Matsutani, Hideharu Amano, Henri Casanova, and Michihiro Kobuchi. 2017. High-Bandwidth Low-Latency Approximate Interconnection Networks. In International Symposium on High Performance Computer Architecture (HPCA). 469–480.

[7] Qing Guo, Karin Strauss, Luis Ceze, and Henrik S. Malvar. 2016. High-Density Image Storage Using Approximate Memory Cells. SIGOPS Operating Systems Review 50, 2 (March 2016), 413–426.

[8] Samira Khan, Chris Wilkerson, Zhe Wang, Alaa R. Alameldeen, Donghyuk Lee, and Onur Mutlu. 2017. Detecting and Mitigating Data-dependent DRAM Failures by Exploiting Current Memory Content. In International Symposium on Microarchitecture (Micro). 27–40.

[9] Atsushi Koshiba, Takahiro Hirofuchi, Soramichi Akiyama, Ryousei Takano, and Mitaro Namiki. 2017. Towards write-back aware software emulator for non-volatile memory. In Non-Volatile Memory Systems and Applications Symposium (NVMSA) 1–6.

[10] Emre Kulutaysal, Mahmut Kandemir, Anand Sivasubramani am, and Onur Mutlu. 2013. Evaluating STT-RAM as an energy-efficient main memory alternative. In International Symposium on Performance Analysis of Systems and Software (ISPASS) 256–267.

[11] Yabin Lee, Hyeonggyu Kim, Seokin Hong, and Soontae Kim. 2017. Partial Row Activation for Low-Power DRAM System. In International Symposium on High Performance Computer Architecture (HPCA). 217–228.

[12] Guanpeng Li, Siva Kumar Sastry Hari, Michael Sullivan, Timothy Tsai, Karthik Pattabiraman, Joel Emer, and Stephen W. Keckler. 2017. Understanding Error Propagation in Deep Learning Neural Network (DNN) Accelerators and Applications. In International Conference for High Performance Computing, Networking, Storage and Analysis (SC) 8:1–8:12.

[13] Jamie Liu, Ben Jaiyen, Richard Veras, and Onur Mutlu. RAIDR: Retention-Aware Intelligent DRAM Refresh. In International Symposium on Computer Architecture (ISCA) 1–12.

[14] Song Liu, Karthik Pattabiraman, Thomas Moscibroda, and Benjamin G. Zorn. 2011. Flikker: Saving DRAM Refresh-power Through Critical Data Partitioning. In International Conference on Architectural Support for Programming Languages and Operating Systems (ASPLOS). 213–224.

[15] David Mesiros, Brian T. Gold, and Thomas F. Wenisch. 2009. PowerNap: Eliminating Server Idle Power. In International Conference on Architectural Support for Programming Languages and Operating Systems (ASPLOS). 205–216.

[16] Jakubsliman Menon, Marc de Kruif, and Karthikeyan Sankaralingam. 2012. CPU Exception support and speculative execution on GPUs. In International Symposium on Computer Architecture (ISCA). 72–83.

[17] Nikola Rajovic, Alejandro Rico, Nikola Puzovic, Chris Adeniyi-Jones, and Alex Ramirez. 2014. Tibidabo: Making the case for an ARM-based HPC system. Future Generation Computer Systems 36 (2014), 322 – 334.

[18] Naftali S. 2012. Pin - A Dynamic Binary Instrumentation Tool. (2012). https://software.intel.com/en-us/articles/pin-a-dynamic-binary-instrumentation-tool.

[19] Yuliang Sun, Yu Wang, and Huazhong Yang. 2017. Energy-efficient SQL query exploiting RRAM-based process-in-memory structure. In Non-Volatile Memory Systems and Applications Symposium (NVMSA) 1–6.

[20] Shuchang Zhou, Zekun Ni, Xinyu Zhou, He Wen, Yuixin Wu, and Yuheng Zou. 2016. DoeReFa-Net: Training Low Bitwidth Convolutional Neural Networks with Low Bitwidth Gradients. arXiv abs/1606.06160 (2016).