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Abstract: Heavy rainfall events often cause great societal and economic impacts. The prediction ability of traditional extrapolation techniques decreases rapidly with the increase in the lead time. Moreover, deficiencies of high-resolution numerical models and high-frequency data assimilation will increase the prediction uncertainty. To address these shortcomings, based on the hourly precipitation prediction of Global/Regional Assimilation and Prediction System-Cycle of Hourly Assimilation and Forecast (GRAPES-CHAF) and Shanghai Meteorological Service-WRF ADAS Rapid Refresh System (SMS-WARR), we present an improved weighting method of time-lag-ensemble averaging for hourly precipitation forecast which gives more weight to heavy rainfall and can quickly select the optimal ensemble members for forecasting. In addition, by using the cross-magnitude weight (CMW) method, mean absolute error (MAE), root mean square error (RMSE) and correlation coefficient (CC), the verification results of hourly precipitation forecast for next six hours in Hunan Province during the 2019 typhoon Bailu case and heavy rainfall events from April to September in 2020 show that the revised forecast method can more accurately capture the characteristics of the hourly short-range precipitation forecast and improve the forecast accuracy and the probability of detection of heavy rainfall.
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1. Introduction

Short, extreme rainfall events are a frequent occurrence in China, often with great societal and economic impacts. However, due to their small scale, short life history, abrupt onset and dissipation, and complex moving path, forecasts and early warning have always been difficult [1,2]. In previous studies, the short-range forecast was mainly based on radar echo, satellite cloud image and other data for extrapolation. The mature methods used in China include extrapolation techniques and empirical prediction methods, such as traditional and improved optical flow methods and ingredients-based methodology [3–5]. It has been revealed that due to the lack of the physical mechanism of the evolution of the severe convective system, the prediction ability of this method decreases rapidly with the increase in the forecast lead times, and the available time limit of extrapolation is less than one hour [6]. With the continuous development of numerical weather precipitation techniques and the improvement of computer performance, especially the method of combining extrapolation prediction with high-resolution numerical prediction, the prediction skills of mesoscale models for precipitation have been continuously improved [7,8].

Compared with deterministic model prediction, ensemble prediction can provide uncertain prediction information by using multiple initial values or models to estimate the
probability distribution of prediction error [9–11]. Previous studies have shown that even low-resolution ensemble models have higher prediction skills than single high-resolution models [12,13]. Although ensemble forecasting has significantly improved short and medium-term forecasting skills, it is still insufficient for local short-range heavy precipitation weather forecasting [14]. As the precipitation forecast is greatly influenced by the “spin-up” of the numerical model and the initial values, the traditional numerical forecast model which updates the initial field of the model every six hours or more is not suitable for short-range forecast. It is necessary to develop a data assimilation and analysis system with a short time interval. Therefore, the model based on the rapid update cycle (RUC) system plays an increasingly important role in short-term rainstorm weather forecasts and early warning [15–20]. In recent years, a great number of scientific research institutions in China have established rapid update assimilation forecasting systems with different techniques. Meteorological research institutions in Beijing [21], Shanghai [22,23], Guangzhou [24,25] and Wuhan [26] have established RUC forecast systems for short-range forecast and meteorological services in north, east, south, and central China, respectively.

Although the RUC forecasting system provides an early warning long enough for short-term forecasting, due to high-frequency data assimilation and the “imperfection” of high-resolution models, post-processing techniques of model products have become an important way to take full advantage of the performance of high-resolution models. In addition, due to the “fast update” feature of the RUC system, there are multiple forecasts with different initial times for the same forecast lead time, but the forecast deviation of each initial time is different, which brings challenges to forecasters [27,28]. The time-lag-ensemble prediction technique solves this problem. It was first proposed and applied by Hoffman [29] in medium- and long-range forecasting, and then introduced by Hou et al. [30] and Walser et al. [31] into short-range ensemble forecasting. In recent years, many scholars have applied this method to short-range precipitation forecasting, which has significantly improved the ability of short-range precipitation forecasting. However, previous studies focused more on the correction of accumulated precipitation rather than on the correction of hourly precipitation. Tang and Zheng [19] improved the hourly short-range precipitation ability of GRAPES-RAFS by identifying the optimal forecast members through TS (Threat Score). Although the TS score is able to measure different levels of precipitation, it is not enough to verify the cross-magnitude precipitation. For example, in China, the precipitation within the range of 25–49.9 mm is defined as heavy rain, and 50–99.9 mm as rainstorm. When the observed precipitation is 50 mm and the predicted precipitation is 49 mm, the absolute error of the predicted precipitation is small and the prediction is accurate, but the TS score is 0. Therefore, using the TS score to select ensemble members does not apply to heavy rainfall quantitative forecast. We pay more attention to the occurrence of heavy precipitation for very short-range precipitation forecast (0–6 h), but previous methods do not consider any specific weighting allocated to events more likely to cause significant impacts such as extreme rainfall events. Moreover, the classification of short-range precipitation is usually the same as that of 24 h, and there is no special grading method for the hourly rainfall intensity. In order to solve these problems, based on the objective classification of hourly rainfall intensity, we present a cross-magnitude weight (CMW) method for very short-range precipitation. This method adds more weight to heavy rain and determines the final forecast result by evaluating forecasts of hourly precipitation at different forecast initial times.

The remainder of this paper is organized as follows. In Section 2, we introduce two RUC assimilation models popularly used in China. The weighting method of time-lag-ensemble averaging for hourly precipitation forecasts is shown in Section 3. Results are then presented in Section 4. These include an evaluation of forecasts of rainfall produced by typhoon Bailu, which primarily impacted Fujian, but also parts of Hunan, in August 2019. Section 5 presents the conclusions and discussions.
2. Brief Introductions of the Two Models

Global/Regional Assimilation and Prediction System-Cycle of Hourly Assimilation and Forecast (GRAPES-CHAF) are developed on the basis of the GRAPES-meso model. The IFS analysis field provided by ECMWF model is used for the initial boundary data of GRAPES-CHAF. The initial guess field is obtained from the 3-h ECMWF forecast at 1200 UTC every day. The initial guess field at other times is from the 1-h GRAPES-CHAF forecast. The initial field is obtained by assimilating the observation data through GRAPES-3DVAR. The number of horizontal grid points is $634 \times 434$, and there are 55 layers in the vertical direction.

Shanghai Meteorological Service-WRF ADAS Rapid Refresh System (SMS-WARR) is developed on the basis of the WRF model, and the boundary field is derived from the GFS forecast field at 1200 UTC every day. The initial guess field is from the GFS 6-h forecast at 1200 UTC every day. The initial guess field at other times is from the SMB-WARR 1-h forecast. The initial field is obtained by assimilating the observation data through ADAS. The number of horizontal grid points is $525 \times 625$, and there are 51 layers in the vertical direction.

These two models are mainly aimed at the short-range weather forecast, with 1 h and 24 h lead time, respectively. Radar, satellite, aircraft, ground and sounding observation are assimilated hourly. The horizontal resolution is 3 km. Since the resolution of 3 km can explicitly distinguish cloud physical processes, no convection parameterization scheme was used. Table 1 shows the physical parameterization schemes used in the two models.

Table 1. The parameterization schemes in GRAPES-CHAF and SMS-WARR models.

| Physical Process          | GRAPES-CHAF | SMS-WARR          |
|---------------------------|-------------|--------------------|
| Microphysics              | WSM6        | Thompson           |
| Longwave radiation        | RRTM        | RPTMG              |
| Shortwave radiation       | ECMWF       | RPTMG              |
| Near-surface layer         | M-O         | Monin-Obukhov (Janjic Eta) |
| Boundary layer scheme      | MRF         | MYJ                |
| Land-surface process scheme| SLAB        | Noah               |

3. Methods

3.1. Study Area

The area we studied is Hunan Province, located in the middle reaches of the Yangtze River, surrounded by mountains and hills in the east, south, and west (Figure 1). It is an asymmetric horseshoe-shaped basin, high in the West and low in the East, high in the South and low in the north. Due to the obvious influence of terrain on rainfall, especially in mountainous regions [32–34], the rainstorm occurred frequently from April to September in Hunan Province.

3.2. Classification of Hourly Precipitation Intensity

Based on the hourly precipitation of 97 national observation stations in Hunan Province from April to September during 2015–2019, the hourly precipitation can be divided into six grades: no precipitation ($x < 0.1$ mm), light rain ($0.1 \text{ mm} \leq x < 3$ mm), moderate rain ($3 \text{ mm} \leq x < 10$ mm), heavy rain ($10 \text{ mm} \leq x < 20$ mm), rainstorm ($20 \text{ mm} \leq x < 45$ mm) and extraordinary rain ($x \geq 45$ mm) (Table 2).
Figure 1. The location and topography of Hunan Province in China.

### Table 2. Magnitude distribution of hourly precipitation (Unit: mm).

| Observation                  | Hourly Precip   | Magnitude |
|------------------------------|-----------------|-----------|
| No precip                    | $0 \leq x < 0.1$| $10^0$    |
| Light rain                   | $0.1 \leq x < 3$| $10^{-2}$ |
| Moderate rain                | $3 \leq x < 10$ | $10^{-3}$ |
| Heavy rain                   | $10 \leq x < 20$| $10^{-4}$ |
| Rainstorm                    | $20 \leq x < 45$| $10^{-5}$ |
| Extraordinary rainstorm      | $x \geq 45$     | $10^{-6}$ |

3.3. Time-Lag-Ensemble Forecasting Method

Although the models can distinguish the mesoscale and mesoscale convective activities, they have some shortcomings. The time-lag-ensemble forecasting method integrates the model forecast results of different forecast reference times and forecast lead times for the same time, selects different weights to obtain the revised hourly precipitation forecast, which can effectively improve the forecast error caused by the “spin-up” of the model and the uncertainty of the initial field. Based on the hourly precipitation products of GRAPES-CHAF and SMS-WARR within 24 h, the ensemble members of the two models are formed by the time-lag-ensemble method, respectively. Figure 2 shows the composition of the ensemble members at the current time (H). The formula for calculating the number of ensemble members ($N$) of the forecast field is as follows:

$$N = \left( \text{INT} \left[ \frac{M - L}{dt} \right] - i \right) \ast n$$

where $N$ is the number of ensemble members, $\text{INT}$ is the rounding operator, $M$ is the longest forecast lead time for optional model prediction, $L$ is the forecast lead time of the prediction time for the current time $H$, $dt$ is the prediction time interval of the model, $i$ is the time lag caused by computation and data transmission, and $n$ is the number of models.

For the two models, the longest forecast lead time is 24 h, the forecast lead time of $t_0$ is the next six hours of the current time $H$, and the prediction time interval ($dt$) of the model is one hour. Nearly two hours have passed since the mode products were transmitted to Hunan, so the time lag is about two hours. There are 16 ensemble members that can forecast the precipitation in the next six hours for each model through calculation. Based on GRAPES-CHAF and SMS-WARR, the initial fields at different times at intervals of 1 h are
used for prediction, and then the ensemble members are constructed from the prediction results at the same time (Figure 2). For example, the ensemble members include −03Z, −04Z, −05Z, . . . , −18Z of two patterns, with a total of 32 members, which are denoted as M1, M2, M3... M32, respectively.

**Figure 2.** Sketch map of the construction of time-lagged ensemble members. (H is the current time, \( t_0 \) is the forecast lead time and \( dt \) is the prediction time interval of the model).

By comparing the distribution of the frequency of highest precipitation forecast scores of ensemble members in GRAPES-CHAF and SMS-WARR with 32 different ensemble members in the next six hours (Figure 3), it can be found that the highest score of time-lagged ensemble members occur more frequently when they are close to or far away from the forecast reference time, and few high scores occur in the middle of forecast reference times in GRAPES-CHAF. In SMS-WARR model, the highest scores of ensemble members appear more frequently when they are close to the forecast reference time, and little difference among other ensemble members. Through statistics, it can be found that although some members of the two models obtain the highest score when they are close to the forecast reference time, the probability is less than 20%. Due to the continuous adjustment and updating of the model, it costs lots of time to select the best forecast member manually. Through the time-lag-ensemble forecasting method, the revised precipitation forecast products can be directly provided, and the forecast efficiency can be greatly improved.

**Figure 3.** Frequency of highest precipitation forecast scores in the next six hours for 32 different ensemble members in the GRAPES-CHAF and SMS-WARR model.

### 3.4. Optimal Integration Method of Cross-Magnitude Weight

How to correctly verify the prediction capacity of each member, so as to select the members with high forecast scores, has become an important factor affecting the effect of the final ensemble revision forecast. In this study, on the basis of objective classification of hourly precipitation intensity, we allocated different weights to precipitation with different
magnitudes and establish a new verification method suitable for hourly precipitation, that is, a cross-magnitude weight method (Table 3).

### Table 3. Cross-magnitude weight method *

| Forecast          | Observation          | No Precip | Light Rain | Moderate Rain | Heavy Rain | Rainstorm |
|-------------------|----------------------|-----------|------------|---------------|------------|-----------|
|                   | 0 ≤ G < 0.1          | 0         | -0.2       | -0.3          | -0.5       | -0.8      |
| No rain           | 0 ≤ R < 0.1          |           |            |               |            |           |
| Light rain        | 0.1 ≤ G < 3          | -0.2      | 1 (R−G ≤ 3)| 0.8           | 0.5        | 0         |
| 0.1 ≤ R < 3       |                      |           |            |               |            |           |
| Moderate rain     | 3 ≤ R < 10           | -0.3      | 0.8        | 1.5 (−3 ≤ R−G ≤ 5) | 1          | 0.5       |
| 3 ≤ R < 10        |                      |           |            |               |            |           |
| Heavy rain        | 10 ≤ R < 20          | -0.5      | 0.5        | 1             | 2 (−5 ≤ R−G ≤ 10) | 1.5      |
| 10 ≤ R < 20       |                      |           |            |               |            |           |
| Rainstorm and     | 20 ≤ R               | -0.8      | 0          | 0.5           | 1.5        | 4 (G−R ≤ 10) |
| extraordinary     |                      |           |            |               |            |           |
| rainstorm         |                      |           |            |               |            |           |

* G is the observed precipitation, R is the predicted precipitation, and the range value in brackets is the scoring condition when the observed and predicted precipitation are of adjacent magnitude. When the difference between the observed and predicted precipitation is within this range, they are regarded as the same magnitude.

A high score indicates an accurate prediction. The weight of different grades of precipitation is different. The highest scores of light rain, moderate rain, heavy rain and rainstorm are 1, 1.5, 2 and 4, respectively.

When there is no precipitation observed but the model predicts precipitation, the score is calculated by the score reduction method, and the greater the deviation, the greater the score reduction. For example, if there is no precipitation observed and the forecast is light rain, moderate rain, heavy rain or rainstorm, the scores will be reduced by 0.2, 0.3, 0.5 and 0.8 points, respectively. When there is no precipitation in observation and forecast, there is no score.

The cross-magnitude weight method sets up a calculation method according to the scoring when the observed and the predicted precipitation are of adjacent magnitude. When the difference between them is small, it is considered that they are of the same magnitude, and the highest score is obtained according to the observed precipitation magnitude, instead of zero by the traditional scoring method.

Moreover, prediction underestimation or overestimation can still be scored, but the score should be lower than the highest score of the right grade. For example, the observation is rainstorm, if the forecast is heavy rain, the score is 1.5, which is lower than the highest score of heavy rain grade (2 points); if the forecast is moderate rain, the score is 0.5, which is lower than the highest score of moderate rain grade (1.5 points); if the forecast is light rain, the score is 0, which is lower than the highest score of light rain grade (1 point).

Based on the hourly precipitation data of Hunan automatic weather stations, the hourly precipitation of ensemble members with 16 different forecast reference times in the past three hours in each model is dynamically evaluated by using the cross-magnitude weight method. The forecast of the ensemble members with the top three scores is selected to revise the hourly forecast in the next six hours. The process is shown schematically in Figure 4.
When the difference between them is small, it is considered that they are of the same magnitude, and the highest score is obtained according to the observed precipitation magnitude, instead of zero by the traditional scoring method. Moreover, prediction underestimation or overestimation can still be scored, but the score should be lower than the highest score of the right grade. For example, the observation is rainstorm, if the forecast is heavy rain, the score is 1.5, which is lower than the highest score of heavy rain grade (2 points); if the forecast is moderate rain, the score is 0.5, which is lower than the highest score of moderate rain grade (1.5 points); if the forecast is light rain, the score is 0, which is lower than the highest score of light rain grade (1 point).

Based on the hourly precipitation data of Hunan automatic weather stations, the hourly precipitation of ensemble members with 16 different forecast reference times in the past three hours in each model is dynamically evaluated by using the cross-magnitude weight method. The forecast of the ensemble members with the top three scores is selected to revise the hourly forecast in the next six hours. The process is shown schematically in Figure 4.

**Figure 4.** Schematic diagram of the optimal integration method of cross-magnitude weight for hourly precipitation forecasts.

### 4. Results

In this paper, four metrics are designed to evaluate the accuracy of hourly precipitation forecasting in Hunan in the next six hours by using the CMW method, mean absolute error (MAE), root mean square error (RMSE) and correlation coefficient (CC) statistical methods. Table 4 lists the specific calculation methods of the plans.

**Table 4.** Four calculation plans of forecast products.

| Programme | Method |
|-----------|--------|
| Plan 1    | Average forecast of ensemble members with the top three scores |
| Plan 2    | Forecast of ensemble member with the highest score |
| Plan 3    | Forecast at the nearest forecast reference time of GRAPES-CHAF |
| Plan 4    | Forecast at the nearest forecast reference time of SMS-WARR |

#### 4.1. Revised Forecast for Typhoon Bailu

Hunan Province is one of the inland provinces which are often directly or indirectly affected by typhoons. The heavy rainfall caused by typhoons often leads to floods and other disasters, causing huge losses to the national economy and personal property. Due to many uncertainties in the development and evolution of heavy rainfall caused by the typhoon, the short-term forecast and nowcasting are very difficult [35,36]. Therefore, it is very important to verify the forecast ability of the revised forecasting method in typhoon rainstorms.

From 25 to 26 August 2019, Typhoon Bailu caused rainstorms in southeast Hunan, and the strongest precipitation occurred in the early morning of 26 August. The 38 h from 08:00 on the 25th to 20:00 on the 26th were selected as the study period.

Table 5 shows verification scores of four forecast plans for hourly precipitation in the next six hours during the impact period (08:00 on 25th to 20:00 on 26th) and the strongest precipitation period (20:00 on August 25th to 02:00 on 26th) caused by typhoon in Hunan Province. The CMW score and CC of Plan 1 is the highest, reaching 0.078 and 0.239, respectively. Moreover, the score of MAE and RMSE of Plan 1 are 0.835 and 2.121, respectively, which were the lowest among the four plans. It should be noted that the...
Probability of Detection (POD) of Plan 1 for short-range precipitation reaches 50.535%, which is higher than that of the other three plans, while the False Alarm Ratio (FAR) is lower than that of the other three plans. It can be seen that the score of the revised forecast is significantly higher than the latest time forecast and single member forecast, especially in the forecast of the strongest precipitation period. In the period of the strongest rainfall, Plan 1 is more accurate for the area of 25 mm and above, while the other schemes are different for the area of heavy rain and above. In particular, for Plan 3 and Plan 4, the areas with rainfall forecast greater than 50 mm are to the east and north, respectively compared with the observation. Moreover, the forecast is obviously smaller in the areas where heavy rain is observed (Figure 5). Although the FAR of Plan 1 is slightly higher than that of Plan 2, the POD is significantly improved compared to Plan 2, and both POD and FAR are better than Plan 3 and Plan 4. Furthermore, the score of CMW, MAE, RMSE, CC and POD of Plan 1 are 0.081, 0.813, 2.162 and 0.185, respectively, and the four statistical indicators are better than the other three plans (Table 5). It is worth mentioning that the prediction effect of Plan 1 in the strongest precipitation period of the typhoon is better than that in the whole influence period of the typhoon. The revised forecast improves the prediction ability of RUC forecast models for the heavy precipitation process.

Table 5. The different verification scores of hourly precipitation forecast in the next six hours from 20:00 on 25 August to 02:00 on 26 August 2019.

| Program | Score during Typhoon Process | Score of Maximum Precipitation Period |
|---------|-----------------------------|--------------------------------------|
|         | CMW  | MAE   | RMSE | CC   | POD (%) | FAR (%) | CMW  | MAE   | RMSE | CC   | POD (%) | FAR (%) |
| Plan 1  | 0.078| 0.835 | 2.121| 0.239| 30.535  | 50.674  | 0.081| 0.813 | 2.162| 0.185| 55.5674 | 57.264  |
| Plan 2  | 0.057| 0.857 | 2.440| 0.188| 41.526  | 52.421  | 0.061| 0.845 | 2.635| 0.106| 45.683 | 55.573  |
| Plan 3  | 0.057| 0.859 | 2.442| 0.200| 40.682  | 53.319  | 0.060| 0.866 | 2.557| 0.221| 42.678 | 60.732  |
| Plan 4  | 0.045| 0.846 | 2.466| 0.156| 36.998  | 51.002  | 0.046| 0.994 | 2.767| 0.126| 38.895 | 64.965  |

* The Probability of Detection (POD) and False Alarm Ratio (FAR) of the hourly precipitation over 20 mm.

Figure 5. (a) Observation, (b) the average forecast of ensemble members with top three scores, (c) the forecast of the ensemble member with the highest score, (d) forecast at the nearest forecast reference time of the GRAPES-CHAF model and (e) the SMS-WARR model from 20:00 on the 25 August to 02:00 on the 26 August 2019.

By comparing the hourly forecast of the ensemble member with the highest score and the equally weighted average forecast of ensemble members with top three scores, and
the forecast at the nearest forecast reference time (Figure 6), it can be seen that in the early, middle and late stages of typhoon precipitation, the score of Plan 1 is the highest. The scores of Plan 2 and Plan 4 are higher than that of Plan 3 in the early stage of typhoon precipitation. In the middle stage of typhoon precipitation, there is little difference among them, but Plan 4 has almost no ability to predict the later stage of typhoon precipitation.

Figure 6. Verification of hourly precipitation forecast by using CMW method in the next six hours.

4.2. Statistical Verification for the Period from April to September in 2020

In order to know whether the score of precipitation forecast has been improved with this CMW method, we compared verification scores of four forecast plans for hourly precipitation in the next six hours from April to September in 2020 (Table 6). The results show that the statistical scores of the average precipitation forecast of the top three members (Plan 1) selected by the cross-magnitude weight method are higher than those of the other three plans. The CMW score of Plan 1 ranked first (0.034), followed by Plan 2 and Plan 4 (0.026 and 0.021), and Plan 3 was the lowest (0.014). Moreover, the MAE and RMSE of Plan 3 are 1.057 and 2.823, respectively, much higher than the other three plans. However, the difference between MAE and RMSE of Plan 1, Plan 2 and Plan 4 are very small. Taking Plan 4 as an example, its CMW score is lower than Plan 1, but its MAE and RMSE scores are slightly higher than Plan 1. The reason for this inconsistency is that in the precipitation verification of long time series, no precipitation and small precipitation usually account for the majority, and the error between observation and forecast is small, which makes RMSE/MAE value small. For the same reason, Plan 4 has the highest CC score. However, they are not good enough to evaluate heavy rainfall. The CMW score of Plan 1 is higher than that of others because it gives different weights to different magnitudes of precipitation, the greater the precipitation magnitude is, the greater the weight is. By further comparing the POD and FAR of the four plans for short-range heavy rainfall (greater than 20 mm/h), the POD of Plan 1 (32.967%) is obviously higher than that of the other three plans, while there is little difference in FAR among the four plans. Therefore, the reason for the highest CMW score of Plan 1 is that the forecast of heavy precipitation is the best, and the forecast of heavy precipitation is usually the focus of the short-range forecast. By calculating FAR, it can be found that the FAR of the four plans is not much different, but the POD of Plan 1 is much higher than the other three plans.

Table 6. The different verification scores of hourly precipitation forecast in the next six hours from April to September in 2020.

| Program | CMW  | MAE  | RMSE | CC   | * POD (%) | * FAR (%) |
|---------|------|------|------|------|-----------|-----------|
| Plan 1  | 0.034| 0.718| 2.101| 0.202| 32.967    | 54.492    |
| Plan 2  | 0.026| 0.778| 2.220| 0.142| 29.534    | 53.381    |
| Plan 3  | 0.014| 1.057| 2.823| 0.130| 23.693    | 56.014    |
| Plan 4  | 0.021| 0.702| 2.048| 0.251| 22.130    | 52.010    |

* The POD and FAR of the hourly precipitation over 20 mm.
5. Conclusions and Discussion

In this study, based on the hourly precipitation forecast of the GRAPES-CHAF and SMS-WARR models, 16 different ensemble members are constructed for each model by using the time-lag-ensemble method. Meanwhile, on the basis of the statistics of hourly rainfall intensity in Hunan Province, considering the accuracy of wet or dry prediction, the score weight of precipitation with different magnitudes and the score weight of the difference between observation and forecast, we present an optimal integration method of cross-magnitude weight for the hourly precipitation forecast in the next six hours. The revised precipitation forecast products can be directly provided, and the forecast efficiency can be greatly improved.

In order to evaluate the accuracy of the new revised method, we designed four forecast plans to verify the hourly forecast precipitation during typhoon Bailu in 2019 and during April to September 2020 by using CMW, MAE, RMSE and CC. The four plans are the average forecast of ensemble members with top three scores, forecast of ensemble member with the highest score, forecast at the nearest forecast reference time of GRAPES-CHAF, forecast at the nearest forecast reference time of SMS-WARR. The result shows that the score of the improved time-lag-ensemble forecasting method is significantly higher than the latest time forecast and single-member forecast, especially for precipitation areas greater than 25 mm. Heavy rainfall forecast is usually the focus of a short-range forecast. As the CMW method gives higher weight to heavy rainfall, the POD is obviously higher than that of the latest time forecast of GRAPES-CHAF and SMS-WARR.

The objective forecast revised method in this paper can quickly select the optimal model members and has a good application prospect in short-range hourly precipitation forecast (especially rainstorm forecast). Moreover, the method is not sensitive to terrain and other underlying surface information and can be applied in other regions. We must acknowledge that there is a significant weakness in this analysis. This study mainly focuses on the correction of precipitation forecast, which largely depends on the prediction ability of the model itself. The forecast revised ability is insufficient when the forecast deviation of the rainfall position of the model is large. Jeong [37] proposed a statistical parameter correction technique to correct the daily distribution of the predicted near-surface temperature and wind speed. In a future study, we will try to revise the hourly precipitation distribution to further improve the POD of short-range heavy precipitation. In addition, more physical quantities and massive data can be utilized in the future to explore the objective revised method of quantitative precipitation forecast based on machine learning.
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