Non-monotonic dc Stark shifts in the rapidly ionizing orbitals of the water molecule
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Abstract

We extend a previously developed model for the Stark resonances of the water molecule. The method employs a partial-wave expansion of the single-particle orbitals using spherical harmonics. To find the resonance positions and decay rates, we use the exterior complex scaling approach which involves the analytic continuation of the radial variable into the complex plane and yields a non-hermitian Hamiltonian matrix. The real part of the eigenvalues provides the resonance positions (and thus the Stark shifts), while the imaginary parts $-\Gamma/2$ are related to the decay rates $\Gamma$, i.e., the full-widths at half-maximum of the Breit-Wigner resonances. We focus on the three outermost (valence) orbitals, as they are dominating the ionization process. We find that for forces directed in the three Cartesian co-ordinates, the fastest ionizing orbital always displays a non-monotonic Stark shift. For the case of fields along the molecular axis we also compare results as a function of the number of spherical harmonics included ($\ell_{\text{max}} = 3, 4$). We also compare our results to the total molecular Stark shifts for the Hartree-Fock and coupled cluster methods.
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I. INTRODUCTION

Ionization of the water molecule by a dc electric field been dealt with in the past by effective potential formulations, in which a local potential is formed to solve a single-electron Schrödinger equation [1, 2]. Another recent approach includes calculations using the Hartree-Fock (HF), and the correlated coupled-cluster singles and doubles, CCSD(T) methods [3]. Molecules without external field are often treated using density functional theory [4]. Both the HF and CCSD methods are approximations to the multi-electron Schrödinger equation [3]. In density functional theory one minimizes the total energy of the system, where one deals with the total electron density rather than the multi-electron wavefunction.

To solve the resonance problem one employs an analytic continuation method, such as exterior complex scaling (ECS) or the inclusion of a complex absorbing potential (CAP). This is applied to avoid the use of outgoing waves describing the accelerating ionized electrons. Analytic continuation allows the use of square-normalizable wave functions to describe an exponentially decaying state. This can be done at the level of the $N$-electron wave function, such as in Ref. [3], or at the level of molecular orbitals (MOs), as in Ref. [1]. One might criticize the orbital-based method as being too restrictive by not including electron correlation, but it should be noted that electron spectroscopy can be used to determine different first ionization energies [5, 6], and therefore the orbital picture offers interesting insights despite its shortcomings. The removal of inner-shell electrons is possible by exposing molecules to X-rays and such experiments have been carried out [7]. Tunnel ionization for aligned molecular orbitals has been shown to provide an understanding of harmonic generation in attosecond pulses [8].

We have recently carried out work [1] to follow up on the single-center expansion HF method of Moccia [9] for the field-free problem.

In the present work we apply the partial-wave methodology to solve for the resonance parameters for the three valence orbitals, using a finite-element implementation for the radial basis functions, which results in a matrix problem. The angular parts of the wave function are represented by complex spherical harmonics. The spherical harmonic basis is truncated at $\ell_{\text{max}} = 3$ for much of the work, except for fields oriented with the molecular axis where those results results [1] will be compared with the case of $\ell_{\text{max}} = 4$. We use an effective potential borrowed from the literature [10], and expand the hydrogenic parts in spherical harmonics,
which allows for an efficient implementation. The main new aspect of the present paper is the additional inclusion of the dc field along the \(x\) and \(y\) directions in order to observe how the Stark shifts behave as a function of field strength. This work, therefore, complements the findings of Jagau for the overall Stark shift of the molecule where these directions were also investigated [3].

The paper is organized as follows. In Sect. II we discuss the potential and wavefunction models employed in the calculation. In Sect. IIIA we present density plots for the orbitals under the Cartesian force directions, and in Sect. IIIB the corresponding resonance parameters. Here we make our point about the non-monotonic behavior of the dc Stark shift for the MO which ionizes most rapidly for a given field direction. Sect. IIIC provides a comparison with the net ionization parameters of Ref. [3]. We offer some conclusions and an outlook in Sect. IV. Throughout the paper, atomic units (a.u.), characterized by \(\hbar = m_e = e = 4\pi\epsilon_0 = 1\), are used.

II. MODEL

We use an effective potential for the water molecule that has been developed previously for various applications (Refs. [10–14]). The model combines three spherically symmetric potentials for the atoms which make up the water molecule. Each part contains a screening contribution, and the parameters are adjusted such that the overall potential falls off as \(-1/r\) at large distances, as is expected to avoid contributions from electronic self-interaction.

The potential is defined as follows,

\[
V_{\text{eff}} = V_O(r) + V_H(r_1) + V_H(r_2),
\]

\[
V_O(r) = -\frac{8 - N_O}{r} - \frac{N_O}{r} (1 + \alpha_O r) \exp(-2\alpha_O r),
\]

\[
V_H(r_j) = -\frac{1 - N_H}{r_j} - \frac{N_H}{r_j} (1 + \alpha_H r_j) \exp(-2\alpha_H r_j),
\]  

where \(\alpha_O = 1.602\), and \(\alpha_H = 0.6170\). These determine how the screening changes as a function of the radial distance. The variables \(r_j\) (with \(j = 1, 2\)) represent the electron-proton separations. The parameters defining the effective nuclear charges are given by \(N_O = 7.185\) and \(N_H = (9 - N_O)/2 = 0.9075\). The opening angle is chosen as 105 degrees, with an O-H
bond length of 1.8 a.u.. These were chosen in accord with Ref. [10]. The molecular plane is chosen as $y - z$, and the geometric arrangement follows the HF calculation of Moccia [9].

The wavefunction is given as,

$$\tilde{\Psi}(r, \theta, \phi) = \sum_{\ell=0}^{\ell_{\text{max}}} \ell \sum_{m=-\ell}^{\ell} \sum_{i,n} c_{\ell m} f_{i n}(r) Y_{\ell m}^{\ell m}(\theta, \phi),$$

(3)

where the $Y_{\ell m}^{\ell m}$ are complex-valued spherical harmonics. The functions $f_{i n}$ are local basis functions on interval $i$ of the radial box. The index $n$ labels the polynomial basis functions [15]. As outlined in Ref. [1], we expand the hydrogen potentials using spherical harmonics. For a basis of spherical harmonics describing the wavefunction expanded up to order $\ell_{\text{max}}$, these potentials are expanded up to a level $\lambda_{\text{max}} = 2\ell_{\text{max}}$. This is validated by the selection rules imposed by the Gaunt integrals, which are expressed in terms of Wigner $3j$ coefficients.

We employ the exterior complex scaling (ECS) method, which is outlined in Refs. [15, 16]. The radial variable is scaled as follows:

$$r \rightarrow r_s + (r - r_s)e^{i\xi}.$$  

(4)

This scaling is applied to the radial variable wherever it appears in the Hamiltonian (cf. Ref [1]).

To extend the previous work to fields in more directions than along the molecular axis ($\hat{z}$) we can write the Schrödinger equation, e.g., for a water molecule with a force experienced by the electron, with behavior $\vec{F} \sim \hat{x}$ as

$$\left[ -\frac{1}{2} \nabla^2 - \sum_{i=1}^{3} \frac{Z_i(|\vec{r}_i|)}{|\vec{r}_i|} - F_x r \sin(\theta) \cos(\phi) \right] \Psi = E \Psi.$$

(5)

The radial variable $r \equiv r_3$ (which appears also in the expanded hydrogenic $|\vec{r}_i|$-dependent parts for $i = 1, 2$) is scaled in accord with Eq. (4). The screening functions $Z_i(r)$ are obtained from Eqs. (2) by multiplication with the appropriate radial coordinate. A description of the ECS methodology can be found in Refs. [1, 15, 16].

In addition to fields oriented along the $x$-axis and the $y$-axis, we also implemented fields oriented in the $x - z$ plane (the results for which are given in the Supplementary Material [link to be provided]). Their representation in terms of spherical harmonics is straightforward as indicated in the Supplementary Material ([link to be provided]). We focus in this paper on the field orientations along the Cartesian axes, since they result in an interesting behavior of the dc Stark shift for the MO which is most effectively ionized for a given field direction.
We present the data as a function of the force as experienced by the electron, rather than the field.

For the scaling radius we have chosen a large value, 16.4 a.u. (compared to the molecular size) so that we can scale the potential of the molecule when it is approximated well by $-1/r$. The scaling angle is approximately 1.4 radians, and the radial functions extend to $r_{\text{max}} = 24.3$ a.u.. The FEM implements Neumann conditions at $r_{\text{max}}$, and we have enforced a boundary condition of $\Psi = 0$ at $r = 0$.

III. RESULTS

A. Visualization of molecular orbitals for $x$-, $y$-, and $z$-directed forces

We have calculated the orbitals from the ECS-FEM eigenvectors, rather than the CAP-FEM solutions from Mathematica® presented in Ref. [1]. The shapes are generally consistent between these methods to the point that visual inspection alone cannot identify differences (the color schemes are similar, but not identical). For the same force orientation in Ref. [1] we now add a comparison of $\ell_{\text{max}}$ 3 and 4.

All density plots show some peculiarities. For the force applied in the $x$ direction, the $1b_1$ MO in Fig. 1 shows a structure in the orbital shape, where the left lobe of the orbital bends down, along with the right lobe of the orbital. In other words, the electron density is not purely directed along the direction of the force. For the $3a_1$ MO we observe that it is pushed toward the top right of the box, which implies that the $x$ directed force leads to part of the density being pushed in the positive $z$ direction. For the $1b_2$ MO there is a run-away of the density to both positive and negative $z$ along with a movement towards positive $x$.

While looking at results for the $y$-directed force in Fig. 2 one notices the continuation of a trend as the MOs $1b_1$ and $3a_1$ also have a run-away movement of the density away from the direction of the force. Finally, for $1b_2$ we also observe a structure in the right lobe downwards, away from the direction of the force. All these deformations of the MO probability densities reflect the combined influence of molecular potential and external dc electric field potential.
FIG. 1. Probability densities of the MOs calculated at the level of $\ell_{\text{max}} = 3$ with an $x$-directed force: $1b_1$ (top row), $3a_1$ (middle row) and $1b_2$ (bottom row). On the left are the field-free cases, and on the right with electric force applied with strengths 0.12, 0.20, 0.28 a.u. respectively, which give similar decay rates. Contour heights starting with the outermost are 0.005, 0.01, 0.02, then they increase in steps of 0.02 a.u.. The positions of the nuclei are marked by white dots.
FIG. 2. Probability densities of the MOs calculated at the level of $\ell_{\text{max}} = 3$ with a $y$-directed force:
$1b_1$ (top row), $3a_1$ (middle row), and $1b_2$ (bottom row). On the left are the field-free cases, and on the right with electric force applied with strengths 0.20, 0.20, 0.16 a.u. respectively, which give similar decay rates. Contour heights starting with the outermost are 0.005, 0.01, 0.02, then they increase in steps of 0.02 a.u.. The positions of the nuclei are marked by white dots.
FIG. 3. Probability densities using a $z$ directed force for the MOs $1b_1$ (top row), $3a_1$ (middle row) and $1b_2$ (bottom row). Left column: based on $\ell_{\text{max}} = 3$, right column for $\ell_{\text{max}} = 4$. The force strength for the MO $3a_1$ is 0.10 a.u., while for $1b_1$ and $1b_2$ it is 0.20 a.u.. Contour heights starting with the outermost are 0.005, 0.01, 0.02, then they increase in steps of 0.02 a.u..
In Fig. 3 we display the MO densities for the case when the force is directed in the $z$ direction. Here we carry out a comparison between $\ell_{\text{max}}$ 3 and 4. When increasing $\ell_{\text{max}}$ we observe: \( (i) \) a narrowing and re-direction of the MO density of $1b_1$ towards the direction of the force; \( (ii) \) the same occurs for $3a_1$, although there are also two bumps in density which form at the base of the uppermost lobe; and \( (iii) \) we find that the MO $1b_2$ slightly changes in shape, and the lobes lengthen, in part towards the direction of the force. This is caused by the added flexibility in the partial-wave expansion.

To summarize the visualization of our results, which required added computational effort compared to the resonance parameter calculations, we note that the spatial distribution of ionized electrons even under dc field conditions is far from trivial, and would present a fertile ground for comparison with experiment. We note that in the context of ac laser field ionization R-matrix theory was used recently to predict interesting ionization patterns for the water molecule [17].

B. Dominant field direction for ionization of MOs and their dc Stark shift

We now proceed with a presentation of the resonance parameters for the MOs, and focus on the behavior of the dc Stark shift for the MO with the largest ionization rate for a given field direction. Our main observation in this work is that the orbital with the strongest ionization rate for a given external field direction displays a non-monotonic behavior in the dc Stark shift.

Graphs of the resonance position for fields along the molecular axis $\hat{z}$ as a function of field strength were shown in Ref. [1] to display such behavior for the $1b_1$ orbital for the orientation where electrons are pushed out opposite to the hydrogen atoms. The shift was initially positive, then reached a maximum, became zero at about $F_z = 0.14$ a.u., in order to continue to negative values for stronger fields.

For the $3a_1$ orbital non-monotonic dependence of the the dc shift was observed in both directions with minima occurring at force strength of the order of $F_z = -0.22$ a.u. and $F_z = 0.14$ a.u. respectively. The $3a_1$ MO is the orbital with the strongest ionization rate in that case, and the minimum in the shift at $F_z = 0.14$ a.u. corresponds to an almost vanishing dc Stark shift. The bonding $1b_2$ MO on the other hand showed monotonic behavior for fields along $\hat{z}$. The purpose of this section is to show that these features can be generalized to
FIG. 4. The left panel contains the resonance positions while the right panel contains half-widths for the valence orbitals of water in a DC field. Here $F_x > 0$ corresponds to a force experienced by the electron in the positive $x$ direction.

In Fig. 4 the three valence orbitals are shown for the case of an external field perpendicular to the molecular plane. The results are obviously symmetric with respect to reversing the field orientation. The half-widths are showing clearly that the MO oriented with lobes in this direction ($1b_1$) is the most easily ionized valence orbital with rates exceeding the other MOs by one or more orders of magnitude before saturation sets in.
While the $1b_1$ MO shows non-monotonicity in the dc Stark shift with a minimum at $F_x = 0.12$ a.u., and a vanishing shift at $F_x \approx 0.16$ a.u. the other MOs simply acquire an increasingly negative dc shift.

We can now ask whether this behavior is more than coincidental: is it true that for a field oriented along the $\hat{y}$ direction the bonding $1b_2$ orbital might be affected similarly to the $1b_1$ MO’s behavior in the case of a field along $\hat{x}$?

The answer is provided in Fig. 5 below: Indeed, despite its deep binding energy for substantial field strengths, such as $F_y > 0.1$ a.u. this orbital is clearly the most easily ionized of the three valence orbitals. Note that this is not the case for weak fields, i.e., in the pure tunneling regime.

The reason for the dominance as far as ionization rate is concerned, geometric considerations are, of course, an important reason: in a simplistic representation of the three orbitals, i.e., $1b_1 \approx 2p_x$, $1b_2 \approx 2p_y$, and $3a_1 \approx 2p_z$ it is obvious that they respond strongly to fields aligned with $x, y, z$ respectively due to the occurrence of substantial dipole matrix elements from the external field.

Interestingly, the non-monotonic behavior in the dc Stark shift for the $1b_2$ orbital occurs only for field strength $F_y > 0.1$ a.u., with a minimum at $F_y \approx 0.18$ a.u., and a vanishing shift at $F_y \approx 0.25$ a.u.. Thus the overall trend is best comparable to the orbital $1b_1$ which displays very similar behaviour when under a force in the $x$ direction. The trends of both these orbitals under their respective forces outside of $F > 0.1$ a.u. are very similar to the trend in $3a_1$ when the $z$ force is in the negative direction.
FIG. 5. The left panel contains the resonance positions while the right panel contains half-widths. Here $F_y > 0$ corresponds to a force experienced by the electron in the positive $y$ direction.
For the case of fields along the molecular axis \( \hat{z} \) which was discussed in Ref. [1], we report some additional results here, having extended the calculations to the level of \( \ell_{\text{max}} = 4 \). Compared to the field orientations along \( \hat{x} \) and \( \hat{y} \) we have the complication of asymmetry of the molecule along the molecular axis, and, thus, we separate the presentation for fields aligned such that the force pushes electrons out along this axis (Fig. 6), and in the opposite direction (Fig. 7).

We begin with electrons being pushed out towards the oxygen atom. When one considers field strengths beyond the tunneling regime (where the width turns over towards saturation) the \( 3a_1 \) MO emerges as the one with the highest ionization rate. Due to the asymmetry the dc Stark shift has a non-zero slope at zero field. The resonance position decreases with increasing field and reaches a minimum at \( F_z \approx 0.23 \) a.u.. The higher-convergence \( \ell_{\text{max}} = 4 \) results run parallel to those for \( \ell_{\text{max}} = 3 \) for the dc shift. For the resonance width the two results are not well distinguishable on a logarithmic scale except for the weakest field strengths shown.

Concerning the convergence with \( \ell_{\text{max}} \) we can state that the weakest bound MO (\( 1b_1 \)) is showing the smallest discrepancy, while the bonding orbital (\( 1b_2 \)) is affected most, because the partial-wave expansion is not yet sensitive to the full potential from the hydrogenic parts. We observe, however, that the convergence (or lack thereof) does not have a strong impact on the features reported in this work, i.e., the non-monotonicity of the shifts.

For fields in the opposite direction, i.e., ionization into the half-space on the hydrogenic side, we again notice that the dominant ionization contribution is from the MO \( 3a_1 \), and that this MO displays complicated non-monotonic behavior in the dc Stark shift.

To summarize this section we observe that the conclusions are consistent for the four possible field orientations (the \( z \) direction has two possible orientations due to asymmetry of the molecule) associated with symmetry axes of the orbitals. To phrase it simply: the non-monotonic behavior of the dc Stark shift goes hand in hand with the relatively strong ionization rate for the orbital of that particular symmetry.

While our results for the widths of the \( 3a_1 \) orbital show an asymmetry when changing the \( z \) force direction from positive to negative, this behavior is different from what was observed for the net molecular width in HF theory [3], as shown in Fig. 7 of Ref. [1].
FIG. 6. The left panel contains the resonance positions while the right panel contains half-widths for the valence orbitals of water in a DC field. Here $F_z < 0$ corresponds to a force experienced by the electron in the negative $z$ direction. The $\ell_{\text{max}} = 3$ values are listed by blue • (ECS). The $\ell_{\text{max}} = 4$ values are listed by purple • (ECS).
FIG. 7. The left panel contains the resonance positions while the right panel contains half-widths for the valence orbitals of water in a dc field. Here $F_z > 0$ corresponds to a force experienced by the electron in the positive $z$ direction. The $\ell_{\text{max}} = 3$ values are listed by blue • (ECS). The $\ell_{\text{max}} = 4$ values are listed by purple • (ECS).
Our own net widths are dominated by the $3a_1$ orbital, and so a natural question to ask is whether there is a convergence issue in our partial-wave approach. The $\ell_{\text{max}} = 4$ results do not deviate, however, substantially from those for $\ell_{\text{max}} = 3$. Thus, one will have to investigate further whether this difference in behavior is related to the determination of the net decay width, or whether it is the model potential approach that fails to account for self-consistent field effects in the presence of the external field.

C. Comparison with HF and CCSD(T) calculations for net ionization

![Graphs showing Stark shifts and resonance widths](image-url)

**FIG. 8.** The left panel displays dc Stark shifts, while the right panel displays full-widths. The blue • are the present DS (2) results calculated at the level of $\ell_{\text{max}} = 3$, the purple • are the HF results, and the purple △ are the CCSD(T) results.
In Fig. 8 we compare with the HF and CCSD(T) total molecular Stark shifts and resonance widths given in Ref. [3]. As explained in Ref. [1] for our model calculation a meaningful comparison is to consider the direct sum of orbital energies. Such an analysis corresponds to total, (or net) ionization from the molecule, and the five MOs are counted twice to account for the spin degeneracy.

The most direct comparison for the present results should be with the mean-field single-particle approach, i.e., the HF method, as our model potential is designed to match HF orbital energies. The comparison of the dc Stark shifts for field directions along \( \hat{x} \) and \( \hat{y} \) shows that the present model calculation yields stronger shifts as the field strength increases, but that the overall trend agrees with the HF results of Ref. [3].

We observe a similar trend in the decay widths: they agree at the factor-of-two level for the cases involving fields along \( \hat{x} \) and \( \hat{y} \). This is an improvement compared to the results for forces along the molecular axis in the positive \( z \) direction, while comparable to the case when the force is in the negative \( z \) direction [1]. We note that the additional corrections due to electronic correlation, i.e., the CCSD(T) over the HF results is also on a similar scale, i.e., a discrepancy at the level of factors of two-three when the ionization rate is strong.

The blue \( \bullet \) mark the DS (2) values, i.e., the direct sum method, in which we calculate the total molecular Stark shift and width by adding the resonance parameters for every MO (as reported in Sect. III B) assuming double occupancy due to spin degeneracy Ref. [1]. The agreement between DS (2) and the HF results of Ref. [3] is generally good for the Stark shifts but less so for the widths. At higher field strengths, the agreement weakens, and more so for the force in the \( y \) direction. For the widths, DS (2) in \( \bullet \) begins with improving in agreement with HF in \( \bullet \) relative to the the force strength. We note that the correlated CCSD(T) calculations of Ref. [3] generally do not deviate much from the HF data, and that the present model calculations in some cases, perhaps fortuitously, agree with them.

The Stark shifts for the \( x \)-directed force, agree very well with the CCSD(T) results of Ref. [3] with single-digit percentage deviations. It would be of interest to compare the MO resonance parameters from HF calculations with the present model potential results in order to complement the comparison of net quantities which follow from the total energy. For the purposes of comparison with experiment, and understanding the theory more clearly, more work must be done to bridge the gap between the multi-electron solutions, HF and CCSD(T), and the present single-electron, local potential approach. For future work it is
planned to extend the current work to a potential model from density functional theory, such as the local HF potential method [18, 19].

IV. CONCLUSIONS

In this work we have extended our previous model calculations for dc field ionization of the water molecule [1] mostly in two respects:

(i) we have included two orientations for the external field to complement the previous work which was restricted to fields along the molecular axis;

(ii) for fields oriented with the molecular axis we have validated the conclusions based on the limited calculations in the angular momentum basis by comparing results for $\ell_{\text{max}} = 3$ with those for $\ell_{\text{max}} = 4$.

Extension (i) allowed us to gain some understanding concerning the non-monotonic behaviour of the dc Stark shift, as being associated with the MO that is most easily ionized by a given field orientation. Extension (ii), while not a complete convergence analysis, nevertheless provides strong evidence that the major conclusions concerning dc Stark shifts and resonance widths will not be overturned by the inclusion of more partial waves. These higher-$\ell$ contributions are likely to play a significant role when one analyzes the spatial emission properties of the ionized electrons.

It would be of great interest to explore in experiments with infrared laser fields and oriented molecules the predictions made for the non-monotonic dc Stark shifts. Experiments with oriented nitrogen and carbon dioxide molecules have been performed [8], and water vapor does represent a challenge. Ionization from particular MOs would require some method of vacancy detection, so this is definitely a challenge compared to ionization from particular MOs by electron [20] or X ray [17] impact where one has some control through the incident particle energy, or even the secondary electron energy in an (e,2e) process [5].
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I. SPHERICAL HARMONIC DECOMPOSITION OF THE EXTERNAL FIELD

The potential for a force oriented in the \( x \) direction can be broken down using spherical harmonics. First, one knows that complex exponentials can be used to express the spherical-polar form of the potential. We write this as,

\[
-\frac{F_x r}{2} \left( \sin(\theta) \exp(i\phi) + \sin(\theta) \exp(-i\phi) \right) \\
= -\frac{F_x r \sin(\theta)}{2} \left( \cos(\phi) + i \sin(\phi) + \cos(\phi) - i \sin(\phi) \right) \\
= -F_x r \sin(\theta) \cos(\phi). \tag{1}
\]

This will be important for the spherical part of the integrals in the matrix elements, as the first line in Eq. (1) contains a pair of spherical harmonics, but care must be taken of normalization, since we use Wigner \( 3j \) coefficients to evaluate the Gaunt integrals which are involved in the matrix elements. The Wigner coefficients are defined for the normalized spherical harmonics involved in the integrals, and thus to retain the result above in Eq. (1) the result from the Wigner coefficients must be multiplied by the appropriate coefficient. A little more clearly, we shall split the integral involved for the DC potential as follows,

\[
-\frac{F_x}{2} \langle inlm | r \sin \theta \exp i\phi | i'n'l'm' \rangle - \frac{F_x}{2} \langle inlm | r \sin \theta \exp -i\phi | i'n'l'm' \rangle \\
= -\frac{F_x}{2} \langle in | i'n' \rangle \left( \langle lm | \sin \theta \exp i\phi | l'm' \rangle + \langle lm | \sin \theta \exp -i\phi | l'm' \rangle \right). \tag{2}
\]

In the first line we have used standard angled Dirac brackets. However, in the second line we have split the matrix elements up into two sets of brackets. In the second line the first angled set is similar to Dirac brackets and indicate integration, but only over the radial variables and radial basis functions, and the square brackets indicate the same but for the spherical parts. The results of these square brackets will be replaced by Wigner \( 3j \) coefficients for the corresponding spherical harmonics multiplied by the appropriate constants, which are \( 2\sqrt{2\pi/3} \) and \( -2\sqrt{2\pi/3} \) for \((l,m)\) equal to \((1,-1)\), and \((1,1)\) respectively. These constants are just the multiplicative inverse of the spherical harmonic normalization coefficients.
FIG. 1. The left panel contains the resonance positions while the right panel contains half-widths for the $3a_1$ (blue •) and $1b_1$ (purple •) valence orbitals of water in a dc field ($F_x > 0$). The force strengths in each direction are $F_z = F_o f_z$ and $F_x = F_o f_x$, where the lower-case $\{ f_x, f_z \}$ are the dimensionless fractions which determine the projection of $\vec{F}$ onto the two axes. Hence the angle of the force from the $x$ to the $z$ axis is $\arctan (F_o f_z/F_o f_x) = \arctan (f_z/f_x)$. Here the vector magnitude is $|\vec{F}| = F_o \sqrt{f_z^2 + f_x^2} = 0.1$ a.u.. $F_o$ is varied such that $|\vec{F}|$ is constant for the different values of $f_z$ and $f_x$ (see Tables IV-VII).

II. FIELD ORIENTATION IN THE $x - z$ PLANE: RESONANCE PARAMETERS FOR $1b_1$ AND $3a_1$

Here we present results for different force orientations in the $x - z$ plane. The resonance parameters are shown in Fig. 1 for both the $1b_1$ and $3a_1$ orbitals. Due to symmetry the results would be the same for the force in positive $x$ axis as negative $x$ axis, so we choose $\arctan (f_z/f_x)$ to vary in the range $-\pi/2$ to $\pi/2$, where $F_x$ and therefore the $f_x$ are always positive. The lower-case $\{ f_x, f_z \}$ are the (dimensionless) fractions which determine the projection of $\vec{F}$ onto the two axes. These angles corresponds to $\pi$ to 0 in terms of the polar
The two extreme values correspond to forces along $-\hat{z}$ and $\hat{z}$ respectively, while the force is in the $\hat{x}$ direction for $\arctan(f_z/f_x) = 0$. The force strength itself is chosen to be fixed at $|\vec{F}| = 0.1$ a.u., not to be confused with $F_o$ which varies throughout the different values of $\arctan(f_z/f_x)$.

The orbital resonance positions get closer to one another as the electric force points towards the $z$ axis, and farther as it points towards the $-z$ axis. The $1b_1$ orbital half-width does not reach a peak when $\arctan(f_z/f_x) = 0$. It reaches its peak around $0.4$ radians. The $3a_1$ orbital half-width becomes dominant at larger $|\arctan|$ for positive angles than negative.

### III. TABLES

#### A. Resonance parameters corresponding to molecular orbitals ($x$ directed force)

For all the following subsections, the number of significant digits has been controlled at 4 in accord with the findings of Fig. 1 of Ref. [1]. This applies foremost to the real part of the energy eigenvalues. The imaginary parts have been controlled to the same number of digits under the `siunitx` tabular environment. In any case the small imaginary values (below $10^{-7}$) should be trusted to fewer digits. Some of the numbers have been cut off before 4 significant digits by the `siunitx` tabular environment due to trailing zeroes. The real parts of the energy eigenvalues (Re) are the resonance widths, and the imaginary parts (Im) are the resonance half-widths.
### TABLE I. Resonance positions and half-widths for the molecular orbital $1b_1$ of H$_2$O.

| $F_x$ | Re  | Im               |
|-------|-----|------------------|
| 0.02  | -0.5214 | $-1.266 \times 10^{-12}$ |
| 0.04  | -0.5216 | $-4.242 \times 10^{-7}$  |
| 0.06  | -0.5226 | $-1.252 \times 10^{-4}$  |
| 0.08  | -0.5246 | $-1.475 \times 10^{-3}$  |
| 0.10  | -0.5267 | $-5.213 \times 10^{-3}$  |
| 0.12  | -0.5274 | $-1.097 \times 10^{-2}$  |
| 0.14  | -0.5263 | $-1.797 \times 10^{-2}$  |
| 0.16  | -0.5232 | $-2.552 \times 10^{-2}$  |
| 0.18  | -0.5181 | $-3.294 \times 10^{-2}$  |
| 0.20  | -0.5112 | $-3.958 \times 10^{-2}$  |
| 0.22  | -0.5032 | $-4.502 \times 10^{-2}$  |
| 0.24  | -0.4947 | $-4.908 \times 10^{-2}$  |
| 0.26  | -0.4862 | $-5.195 \times 10^{-2}$  |
| 0.28  | -0.4780 | $-5.394 \times 10^{-2}$  |
| 0.30  | -0.4704 | $-5.540 \times 10^{-2}$  |

### TABLE II. Resonance positions and half-widths for the molecular orbital $3a_1$ of H$_2$O.

| $F_x$ | Re  | Im               |
|-------|-----|------------------|
| 0.02  | -0.5723 | $-1.623 \times 10^{-12}$ |
| 0.04  | -0.5736 | $-1.663 \times 10^{-9}$  |
| 0.06  | -0.5759 | $-2.424 \times 10^{-6}$  |
| 0.08  | -0.5791 | $-7.967 \times 10^{-5}$  |
| 0.10  | -0.5834 | $-5.673 \times 10^{-4}$  |
| 0.12  | -0.5884 | $-1.850 \times 10^{-3}$  |
| 0.14  | -0.5936 | $-3.909 \times 10^{-3}$  |
| 0.16  | -0.5987 | $-6.471 \times 10^{-3}$  |
| 0.18  | -0.6038 | $-9.345 \times 10^{-3}$  |
| 0.20  | -0.6088 | $-1.247 \times 10^{-2}$  |
| 0.22  | -0.6138 | $-1.584 \times 10^{-2}$  |
| 0.24  | -0.6187 | $-1.946 \times 10^{-2}$  |
| 0.26  | -0.6236 | $-2.334 \times 10^{-2}$  |
| 0.28  | -0.6284 | $-2.745 \times 10^{-2}$  |
| 0.30  | -0.6330 | $-3.177 \times 10^{-2}$  |
| $F_x$ | $\Re$   | $\Im$         |
|------|--------|--------------|
| 0.02 | −0.7100 | NA           |
| 0.04 | −0.7105 | NA           |
| 0.06 | −0.7113 | $-1.001 \times 10^{-10}$ |
| 0.08 | −0.7124 | $-6.274 \times 10^{-8}$ |
| 0.10 | −0.7139 | $-2.565 \times 10^{-6}$ |
| 0.12 | −0.7158 | $-2.749 \times 10^{-5}$ |
| 0.14 | −0.7181 | $-1.394 \times 10^{-4}$ |
| 0.16 | −0.7210 | $-4.486 \times 10^{-4}$ |
| 0.18 | −0.7244 | $-1.076 \times 10^{-3}$ |
| 0.20 | −0.7282 | $-2.115 \times 10^{-3}$ |
| 0.22 | −0.7322 | $-3.622 \times 10^{-3}$ |
| 0.24 | −0.7365 | $-5.613 \times 10^{-3}$ |
| 0.26 | −0.7410 | $-8.082 \times 10^{-3}$ |
| 0.28 | −0.7454 | $-1.101 \times 10^{-2}$ |
| 0.30 | −0.7499 | $-1.435 \times 10^{-2}$ |

TABLE III. Resonance positions and half-widths for the molecular orbital $1b_2$ of H$_2$O.
B. Dominant resonance parameters vs the force orientation in $x-z$ plane

MO: $1b_1$

| $(f_z, f_x)$ | $\arctan\left(\frac{f_z}{f_x}\right)$ | Re  | Im  |
|-------------|---------------------------------|-----|-----|
| (0.0, 1.0)  | 0 rad                           | -0.5267 | -5.213 x 10^{-3} |
| (0.1, 0.9)  | 0.1107 rad                      | -0.5280 | -5.766 x 10^{-3} |
| (0.2, 0.8)  | 0.2450 rad                      | -0.5296 | -6.367 x 10^{-3} |
| (0.3, 0.7)  | 0.4049 rad                      | -0.5316 | -6.882 x 10^{-3} |
| (0.4, 0.6)  | 0.5880 rad                      | -0.5337 | -6.995 x 10^{-3} |
| (0.5, 0.5)  | 0.7854 rad                      | -0.5356 | -6.274 x 10^{-3} |
| (0.6, 0.4)  | 0.9828 rad                      | -0.5368 | -4.618 x 10^{-3} |
| (0.7, 0.3)  | 1.166 rad                       | -0.5371 | -2.692 x 10^{-3} |
| (0.8, 0.2)  | 1.326 rad                       | -0.5370 | -1.286 x 10^{-3} |
| (0.9, 0.1)  | 1.460 rad                       | -0.5368 | -5.792 x 10^{-4} |
| (1.0, 0.0)  | 1.571 rad                       | -0.5368 | -3.930 x 10^{-4} |

**TABLE IV.** Resonance positions and half-widths for the molecular orbital $1b_1$ of H$_2$O. The force strengths in each direction are $F_z = F_0 f_z$ and $F_x = F_0 f_x$. Hence the angle of the force from the $x$ to the $z$ axis is $\arctan\left(\frac{F_0 f_z}{F_0 f_x}\right) = \arctan\left(\frac{f_z}{f_x}\right)$. Here the vector magnitude is $|\vec{F}| = F_0 \sqrt{f_z^2 + f_x^2} = 0.1$ a.u.. $F_0$ is varied such that $|\vec{F}|$ is constant.
MO: $3a_1$

| $(f_z, f_x)$ | $\arctan \left( \frac{f_z}{f_x} \right)$ | $\Re$  | $\Im$  |
|-----------|-----------------|-------|-------|
| (0.0, 1.0) | 0 rad           | -0.5834 | -6.573 × 10^{-4} |
| (0.1, 0.9) | 0.1107 rad      | -0.5813 | -4.008 × 10^{-4} |
| (0.2, 0.8) | 0.2450 rad      | -0.5787 | -2.274 × 10^{-4} |
| (0.3, 0.7) | 0.4049 rad      | -0.5757 | -1.362 × 10^{-4} |
| (0.4, 0.6) | 0.5880 rad      | -0.5726 | -3.533 × 10^{-4} |
| (0.5, 0.5) | 0.7854 rad      | -0.5700 | -1.217 × 10^{-3} |
| (0.6, 0.4) | 0.9828 rad      | -0.5683 | -2.812 × 10^{-3} |
| (0.7, 0.3) | 1.166 rad       | -0.5677 | -4.570 × 10^{-3} |
| (0.8, 0.2) | 1.326 rad       | -0.5678 | -5.819 × 10^{-3} |
| (0.9, 0.1) | 1.460 rad       | -0.5679 | -6.436 × 10^{-3} |
| (1.0, 0.0) | 1.571 rad       | -0.5679 | -6.598 × 10^{-3} |

TABLE V. Resonance positions and half-widths for the molecular orbital $3a_1$ of H$_2$O. The force strengths in each direction are $F_z = F_0 f_z$ and $F_x = F_0 f_x$. Hence the angle of the force from the $x$ to the $z$ axis is $\arctan \left( \frac{F_0 f_z}{F_0 f_x} \right) = \arctan \left( \frac{f_z}{f_x} \right)$. Here the vector magnitude is $|\vec{F}| = F_0 \sqrt{f_z^2 + f_x^2} = 0.1$ a.u.. $F_0$ is varied such that $|\vec{F}|$ is constant.

MO: $1b_1$

| $(f_z, f_x)$ | $\arctan \left( \frac{f_z}{f_x} \right)$ | $\Re$  | $\Im$  |
|-----------|-----------------|-------|-------|
| (0.0, 1.0) | 0 rad           | -0.5267 | -5.213 × 10^{-3} |
| (-0.1, 0.9) | -0.1107 rad     | -0.5255 | -4.642 × 10^{-3} |
| (-0.2, 0.8) | -0.2450 rad     | -0.5241 | -3.954 × 10^{-3} |
| (-0.3, 0.7) | -0.4049 rad     | -0.5227 | -3.176 × 10^{-3} |
| (-0.4, 0.6) | -0.5880 rad     | -0.5215 | -2.370 × 10^{-3} |
| (-0.5, 0.5) | -0.7854 rad     | -0.5204 | -1.628 × 10^{-3} |
| (-0.6, 0.4) | -0.9828 rad     | -0.5197 | -1.034 × 10^{-3} |
| (-0.7, 0.3) | -1.166 rad      | -0.5192 | -6.275 × 10^{-4} |
| (-0.8, 0.2) | -1.326 rad      | -0.5190 | -3.919 × 10^{-4} |
| (-0.9, 0.1) | -1.460 rad      | -0.5189 | -2.827 × 10^{-4} |
| (-1.0, 0.0) | -1.571 rad      | -0.5189 | -2.546 × 10^{-4} |

TABLE VI. Resonance positions and half-widths for the molecular orbital $1b_1$ of H$_2$O. The force strengths in each direction are $F_z = F_0 f_z$ and $F_x = F_0 f_x$. Hence the angle of the force from the $x$ to the $z$ axis is $\arctan \left( \frac{F_0 f_z}{F_0 f_x} \right) = \arctan \left( \frac{f_z}{f_x} \right)$. Here the vector magnitude is $|\vec{F}| = F_0 \sqrt{f_z^2 + f_x^2} = 0.1$ a.u.. $F_0$ is varied such that $|\vec{F}|$ is constant.
MO: 3a₁

| (f_z, f_x) | arctan (f_z/f_x) | Re  | Im          |
|------------|-------------------|-----|-------------|
| (0.0, 1.0) | 0 rad             | -0.5834 | -5.673 × 10⁻⁴ |
| (-0.1, 0.9)| -0.1107 rad       | -0.5855 | -7.345 × 10⁻⁴ |
| (-0.2, 0.8)| -0.2450 rad       | -0.5879 | -9.227 × 10⁻⁴ |
| (-0.3, 0.7)| -0.4049 rad       | -0.5906 | -1.115 × 10⁻³ |
| (-0.4, 0.6)| -0.5880 rad       | -0.5933 | -1.290 × 10⁻³ |
| (-0.5, 0.5)| -0.7854 rad       | -0.5958 | -1.429 × 10⁻³ |
| (-0.6, 0.4)| -0.9828 rad       | -0.5976 | -1.528 × 10⁻³ |
| (-0.7, 0.3)| -1.166 rad        | -0.5989 | -1.590 × 10⁻³ |
| (-0.8, 0.2)| -1.326 rad        | -0.5996 | -1.624 × 10⁻³ |
| (-0.9, 0.1)| -1.460 rad        | -0.6000 | -1.639 × 10⁻³ |
| (-1.0, 0.0)| -1.571 rad        | -0.6001 | -1.643 × 10⁻³ |

TABLE VII. Resonance positions and half-widths for the molecular orbital 3a₁ of H₂O. The force strengths in each direction are \( F_z = F_o f_z \) and \( F_x = F_o f_x \). Hence the angle of the force from the \( x \) to the \( z \) axis is \( \arctan \left( \frac{F_o f_z}{F_o f_x} \right) = \arctan \left( \frac{f_z}{f_x} \right) \). Here the vector magnitude is \( |\vec{F}| = F_o \sqrt{f_z^2 + f_x^2} = 0.1 \) a.u. \( F_o \) is varied such that \( |\vec{F}| \) is constant.
C. Resonance parameters corresponding to molecular orbitals ($y$ directed force)

| MO: $1b_1$ | $F_y$ | Re   | Im          |
|------------|-------|------|-------------|
|            | 0.02  | -0.5216 | NA          |
|            | 0.04  | -0.5223 | $-4.658 \times 10^{-10}$ |
|            | 0.06  | -0.5236 | $-1.186 \times 10^{-6}$ |
|            | 0.08  | -0.5255 | $-4.532 \times 10^{-5}$ |
|            | 0.10  | -0.5282 | $-3.426 \times 10^{-4}$ |
|            | 0.12  | -0.5317 | $-1.205 \times 10^{-3}$ |
|            | 0.14  | -0.5356 | $-2.825 \times 10^{-3}$ |
|            | 0.16  | -0.5397 | $-5.227 \times 10^{-3}$ |
|            | 0.18  | -0.5439 | $-8.347 \times 10^{-3}$ |
|            | 0.20  | -0.5480 | $-1.209 \times 10^{-2}$ |
|            | 0.22  | -0.5519 | $-1.635 \times 10^{-2}$ |
|            | 0.24  | -0.5556 | $-2.105 \times 10^{-2}$ |
|            | 0.26  | -0.5590 | $-2.611 \times 10^{-2}$ |
|            | 0.28  | -0.5622 | $-3.146 \times 10^{-2}$ |
|            | 0.30  | -0.5651 | $-3.706 \times 10^{-2}$ |

**TABLE VIII.** Resonance positions and half-widths for the molecular orbital $1b_1$ of H$_2$O.

| MO: $3a_1$ | $F_y$ | Re   | Im          |
|------------|-------|------|-------------|
|            | 0.02  | -0.5721 | NA          |
|            | 0.04  | -0.5730 | $-2.840 \times 10^{-11}$ |
|            | 0.06  | -0.5746 | $-1.694 \times 10^{-7}$ |
|            | 0.08  | -0.5770 | $-1.243 \times 10^{-5}$ |
|            | 0.10  | -0.5802 | $-1.429 \times 10^{-4}$ |
|            | 0.12  | -0.5845 | $-6.266 \times 10^{-4}$ |
|            | 0.14  | -0.5897 | $-1.869 \times 10^{-3}$ |
|            | 0.16  | -0.5956 | $-3.935 \times 10^{-3}$ |
|            | 0.18  | -0.6020 | $-6.894 \times 10^{-3}$ |
|            | 0.20  | -0.6087 | $-1.069 \times 10^{-2}$ |
|            | 0.22  | -0.6156 | $-1.520 \times 10^{-2}$ |
|            | 0.24  | -0.6227 | $-2.025 \times 10^{-2}$ |
|            | 0.26  | -0.6300 | $-2.556 \times 10^{-2}$ |
|            | 0.28  | -0.6374 | $-3.066 \times 10^{-2}$ |
|            | 0.30  | -0.6441 | $-3.503 \times 10^{-2}$ |

**TABLE IX.** Resonance positions and half-widths for the molecular orbital $3a_1$ of H$_2$O.
MO: $1b_2$

| $F_y$ | $\Re$  | $\Im$            |
|------|--------|------------------|
| 0.02 | $-0.7099$ | $-3.147 \times 10^{-12}$ |
| 0.04 | $-0.7100$ | $-5.100 \times 10^{-12}$ |
| 0.06 | $-0.7102$ | $-1.897 \times 10^{-7}$  |
| 0.08 | $-0.7108$ | $-2.218 \times 10^{-5}$  |
| 0.10 | $-0.7122$ | $-3.260 \times 10^{-4}$  |
| 0.12 | $-0.7147$ | $-1.719 \times 10^{-3}$  |
| 0.14 | $-0.7177$ | $-5.139 \times 10^{-3}$  |
| 0.16 | $-0.7204$ | $-1.101 \times 10^{-2}$  |
| 0.18 | $-0.7217$ | $-1.921 \times 10^{-2}$  |
| 0.20 | $-0.7211$ | $-2.929 \times 10^{-2}$  |
| 0.22 | $-0.7180$ | $-4.071 \times 10^{-2}$  |
| 0.24 | $-0.7123$ | $-5.292 \times 10^{-2}$  |
| 0.26 | $-0.7042$ | $-6.564 \times 10^{-2}$  |
| 0.28 | $-0.6938$ | $-7.881 \times 10^{-2}$  |
| 0.30 | $-0.6822$ | $-9.270 \times 10^{-2}$  |

TABLE X. Resonance positions and half-widths for the molecular orbital $1b_2$ of H$_2$O.

D. Comparison with HF total ionization rates

Table XI contains a direct sums of energy eigenvalues to obtain total Stark shifts and resonance widths, to be compared with with the HF results of Jagau [2]. We carry out a direct sum (written DS (2) for a sum of the occupied orbitals, where the two indicates double occupation due to spin degeneracy) to find the net energy and shifts. The innermost two orbitals ($1a_1$ and $2a_1$) are left out when their values are too small, which only happens for the widths and not the Stark shifts. The HF row references Jagau [2].
| $\Re \Delta E$ | 0.04 | 0.06 | 0.08 | 0.10 | 0.12 | 0.14 |
|----------------|------|------|------|------|------|------|
| $F_x$ | 0.04 | 0.06 | 0.08 | 0.10 | 0.12 | 0.14 |
| $1a_1$ | $-0.000001$ | $-0.000002$ | $-0.000004$ | $-0.000006$ | $-0.000009$ | $-0.000012$ |
| $2a_1$ | $-0.000978$ | $-0.002202$ | $-0.003920$ | $-0.006135$ | $-0.008853$ | $-0.012085$ |
| $1b_2$ | $-0.000611$ | $-0.001386$ | $-0.002494$ | $-0.003968$ | $-0.005862$ | $-0.008238$ |
| $3a_1$ | $-0.001789$ | $-0.004039$ | $-0.007292$ | $-0.011596$ | $-0.016597$ | $-0.021781$ |
| $1b_1$ | $-0.000306$ | $-0.001228$ | $-0.003288$ | $-0.005356$ | $-0.006933$ | $-0.004985$ |
| DS (2) | $-0.007371$ | $-0.017715$ | $-0.033998$ | $-0.054121$ | $-0.074829$ | $-0.094203$ |
| HF | $-0.006510$ | $-0.015381$ | $-0.028639$ | $-0.045285$ | $-0.063967$ | $-0.083259$ |

| $\Re \Delta E$ | 0.04 | 0.06 | 0.08 | 0.10 | 0.12 | 0.14 |
|----------------|------|------|------|------|------|------|
| $F_y$ | 0.04 | 0.06 | 0.08 | 0.10 | 0.12 | 0.14 |
| $1a_1$ | $-0.000001$ | $-0.000002$ | $-0.000004$ | $-0.000006$ | $-0.000009$ | $-0.000012$ |
| $2a_1$ | $-0.001984$ | $-0.004459$ | $-0.007918$ | $-0.012355$ | $-0.017767$ | $-0.024154$ |
| $1b_2$ | $-0.000001$ | $-0.000334$ | $-0.000941$ | $-0.002349$ | $-0.004809$ | $-0.007848$ |
| $3a_1$ | $-0.001222$ | $-0.002800$ | $-0.005134$ | $-0.008387$ | $-0.012660$ | $-0.017853$ |
| $1b_1$ | $-0.000966$ | $-0.002333$ | $-0.004162$ | $-0.006885$ | $-0.010334$ | $-0.014261$ |
| DS (2) | $-0.008545$ | $-0.019657$ | $-0.036318$ | $-0.059966$ | $-0.091157$ | $-0.128257$ |
| HF | $-0.007442$ | $-0.016968$ | $-0.030838$ | $-0.049445$ | $-0.072722$ | $-0.100332$ |

| $\Gamma$ | 0.04 | 0.06 | 0.08 | 0.10 | 0.12 | 0.14 |
|-----------|------|------|------|------|------|------|
| $F_x$ | 0.04 | 0.06 | 0.08 | 0.10 | 0.12 | 0.14 |
| $1b_2$ | 0.000000 | 0.000000 | 0.000000 | 0.000005 | 0.000055 | 0.000279 |
| $3a_1$ | 0.000000 | 0.000005 | 0.000160 | 0.001135 | 0.003700 | 0.007818 |
| $1b_1$ | 0.000000 | 0.000250 | 0.002950 | 0.010426 | 0.021947 | 0.035945 |
| DS (2) | 0.000002 | 0.000510 | 0.006218 | 0.023132 | 0.051405 | 0.088084 |
| HF | 0.000004 | 0.000523 | 0.004346 | 0.014036 | 0.030614 | 0.052159 |

| $\Gamma$ | 0.04 | 0.06 | 0.08 | 0.10 | 0.12 | 0.14 |
|-----------|------|------|------|------|------|------|
| $F_y$ | 0.04 | 0.06 | 0.08 | 0.10 | 0.12 | 0.14 |
| $1b_2$ | 0.000000 | 0.000000 | 0.000000 | 0.000005 | 0.000055 | 0.000279 |
| $3a_1$ | 0.000000 | 0.000005 | 0.000160 | 0.001135 | 0.003700 | 0.007818 |
| $1b_1$ | 0.000000 | 0.000250 | 0.002950 | 0.010426 | 0.021947 | 0.035945 |
| DS (2) | 0.000000 | 0.000006 | 0.000220 | 0.003246 | 0.014347 | 0.039327 |
| HF | 0.000000 | 0.000019 | 0.000387 | 0.002354 | 0.007550 | 0.017486 |

**TABLE XI.** Stark shifts and widths for the valence orbitals of the water molecule for different force strengths. The total molecular Stark shifts and widths calculated using a direct sum of the complex energy eigenvalues of the occupied orbitals, and are labeled DS (2). All results are from the current work except for HF which references Jagau [2].
E. Tabulations of $\ell_{\text{max}} = 4$ calculations

| $F_z$ | Re  | Im               |
|-------|------|------------------|
| -0.30 | -0.5359 | $-2.216 \times 10^{-2}$ |
| -0.28 | -0.5341 | $-1.878 \times 10^{-2}$ |
| -0.26 | -0.5323 | $-1.558 \times 10^{-2}$ |
| -0.24 | -0.5305 | $-1.258 \times 10^{-2}$ |
| -0.22 | -0.5287 | $-9.825 \times 10^{-3}$ |
| -0.20 | -0.5268 | $-7.335 \times 10^{-3}$ |
| -0.18 | -0.5250 | $-5.158 \times 10^{-3}$ |
| -0.16 | -0.5233 | $-3.332 \times 10^{-3}$ |
| -0.14 | -0.5217 | $-1.900 \times 10^{-3}$ |
| -0.12 | -0.5203 | $-8.898 \times 10^{-4}$ |
| -0.10 | -0.5193 | $-2.997 \times 10^{-4}$ |
| -0.08 | -0.5187 | $-5.453 \times 10^{-5}$ |
| -0.06 | -0.5188 | $-2.669 \times 10^{-6}$ |
| -0.04 | -0.5194 | NA               |
| -0.02 | -0.5204 | NA               |
| 0.00  | -0.5219 | 0                |
| 0.02  | -0.5239 | NA               |
| 0.04  | -0.5263 | $-5.906 \times 10^{-9}$ |
| 0.06  | -0.5293 | $-4.275 \times 10^{-6}$ |
| 0.08  | -0.5330 | $-9.197 \times 10^{-5}$ |
| 0.10  | -0.5376 | $-5.255 \times 10^{-4}$ |
| 0.12  | -0.5428 | $-1.605 \times 10^{-3}$ |
| 0.14  | -0.5485 | $-3.489 \times 10^{-3}$ |
| 0.16  | -0.5544 | $-6.200 \times 10^{-3}$ |
| 0.18  | -0.5603 | $-9.667 \times 10^{-3}$ |
| 0.20  | -0.5661 | $-1.381 \times 10^{-2}$ |
| 0.22  | -0.5717 | $-1.852 \times 10^{-2}$ |
| 0.24  | -0.5771 | $-2.374 \times 10^{-2}$ |
| 0.26  | -0.5822 | $-2.934 \times 10^{-2}$ |
| 0.28  | -0.5870 | $-3.530 \times 10^{-2}$ |
| 0.30  | -0.5916 | $-4.155 \times 10^{-2}$ |

TABLE XII. Resonance positions and half-widths for the molecular orbital $1b_1$ of H$_2$O.
TABLE XIII. Resonance positions and half-widths for the molecular orbital $3a_1$ of H$_2$O.

| $F_z$  | Re     | Im         |
|-------|--------|------------|
| -0.30 | -0.6252| $-5.477 \times 10^{-2}$ |
| -0.28 | -0.6283| $-5.012 \times 10^{-2}$ |
| -0.26 | -0.6306| $-4.484 \times 10^{-2}$ |
| -0.24 | -0.6318| $-3.904 \times 10^{-2}$ |
| -0.22 | -0.6319| $-3.281 \times 10^{-2}$ |
| -0.20 | -0.6306| $-2.634 \times 10^{-2}$ |
| -0.18 | -0.6278| $-1.990 \times 10^{-2}$ |
| -0.16 | -0.6236| $-1.380 \times 10^{-2}$ |
| -0.14 | -0.6180| $-8.451 \times 10^{-3}$ |
| -0.12 | -0.6113| $-4.250 \times 10^{-3}$ |
| -0.10 | -0.6041| $-1.522 \times 10^{-3}$ |
| -0.08 | -0.5970| $-2.869 \times 10^{-4}$ |
| -0.06 | -0.5907| $-1.390 \times 10^{-5}$ |
| -0.04 | -0.5853| $-1.998 \times 10^{-8}$ |
| -0.02 | -0.5805| NA         |
| 0.00  | -0.5762| 0          |
| 0.02  | -0.5725| NA         |
| 0.04  | -0.5696| $-8.946 \times 10^{-8}$ |
| 0.06  | -0.5681| $-6.134 \times 10^{-5}$ |
| 0.08  | -0.5692| $-1.219 \times 10^{-3}$ |
| 0.10  | -0.5725| $-6.149 \times 10^{-3}$ |
| 0.12  | -0.5755| $-1.651 \times 10^{-2}$ |
| 0.14  | -0.5750| $-3.221 \times 10^{-2}$ |
| 0.16  | -0.5678| $-5.195 \times 10^{-2}$ |
| 0.18  | -0.5503| $-7.072 \times 10^{-2}$ |
| 0.20  | -0.5259| $-7.921 \times 10^{-2}$ |
| 0.22  | -0.5056| $-7.948 \times 10^{-2}$ |
| 0.24  | -0.4896| $-7.729 \times 10^{-2}$ |
| 0.26  | -0.4765| $-7.498 \times 10^{-2}$ |
| 0.28  | -0.4651| $-7.280 \times 10^{-2}$ |
| 0.30  | -0.4550| $-7.104 \times 10^{-2}$ |
### MO: 1b₂

| Fₓ  | Re     | Im     |
|-----|--------|--------|
| -0.30 | -0.6763 | -9.022 × 10⁻³ |
| -0.28 | -0.6768 | -7.007 × 10⁻³ |
| -0.26 | -0.6775 | -5.240 × 10⁻³ |
| -0.24 | -0.6783 | -3.735 × 10⁻³ |
| -0.22 | -0.6794 | -2.500 × 10⁻³ |
| -0.20 | -0.6809 | -1.539 × 10⁻³ |
| -0.18 | -0.6826 | -8.446 × 10⁻⁴ |
| -0.16 | -0.6848 | -3.939 × 10⁻⁴ |
| -0.14 | -0.6874 | -1.442 × 10⁻⁴ |
| -0.12 | -0.6905 | -3.632 × 10⁻⁵ |
| -0.10 | -0.6942 | -4.914 × 10⁻⁶ |
| -0.08 | -0.6983 | -2.153 × 10⁻⁷ |
| -0.06 | -0.7029 | -9.155 × 10⁻¹⁰ |
| -0.04 | -0.7079 | NA     |
| -0.02 | -0.7134 | NA     |
| 0.00  | -0.7194 | 0      |
| 0.02  | -0.7259 | NA     |
| 0.04  | -0.7329 | NA     |
| 0.06  | -0.7405 | -1.275 × 10⁻⁹ |
| 0.08  | -0.7486 | -3.397 × 10⁻⁷ |
| 0.10  | -0.7575 | -8.667 × 10⁻⁶ |
| 0.12  | -0.7671 | -7.048 × 10⁻⁵ |
| 0.14  | -0.7776 | -3.028 × 10⁻⁴ |
| 0.16  | -0.7891 | -8.821 × 10⁻⁴ |
| 0.18  | -0.8015 | -1.992 × 10⁻³ |
| 0.20  | -0.8147 | -3.781 × 10⁻³ |
| 0.22  | -0.8286 | -6.341 × 10⁻³ |
| 0.24  | -0.8431 | -9.724 × 10⁻³ |
| 0.26  | -0.8580 | -1.393 × 10⁻² |
| 0.28  | -0.8733 | -1.895 × 10⁻² |
| 0.30  | -0.8889 | -2.475 × 10⁻² |

**TABLE XIV.** Resonance positions and half-widths for the molecular orbital 1b₂ of H₂O.
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