Time independent universal computing with spin chains: quantum plinko machine
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Abstract
We present a scheme for universal quantum computing using XY Heisenberg spin chains. Information is encoded into packets propagating down these chains, and they interact with each other to perform universal quantum computation. A circuit using gate blocks on $m$ qubits can be encoded into chains of length $O(g^{2+\delta}m^{3+\delta})$ for all $\delta > 0$ with vanishingly small error.

1. Introduction

Heisenberg spin chains have many applications in quantum computing. One application considered by several authors [1–9, 37] is the transmission of data through a quantum computer, or using them as ‘wires’ for the transmission of data. This is an attractive approach to quantum communication because it could avoid the problem of converting ‘stationary’ qubits into ‘flying’ qubits. Certain types of quantum systems are easy to control and manipulate (NMR), while other types of quantum systems are more difficult to control (photons), but are less susceptible to error during transmission. Mechanisms are designed to convert ‘stationary’ qubits and ‘flying’ qubits for purposes of communication between different parts of a quantum computer [10]. The benefit of having a spin chain as a quantum wire is that it allows one to directly communicate the information, without converting it to another form. Of particular interest are schemes where information can be transmitted passively, with no control on the overall system, or control only over a small portion of the system [3, 4, 7–9, 11]. For a comprehensive review of this area, please see [12].

[7] shows that we can initialize the quantum state of a spin chain to form a Gaussian packet. If the ‘momentum’ of these packets are chosen carefully, they will propagate around the chain in a near dispersion free fashion. Then, up to some approximation, the spin chain acts like a wire for quantum information. We will leverage this result in our scheme, as well as provide a new proof that these packets are dispersion free.

There are a number of researchers interested in using these spin chains to implement universal quantum computation [5, 13–18]. In many of these papers, time dependent control on the system is needed to implement computations. Taking a few examples, Burgarth has shown that any unitary on a spin chain can be implemented using controls on only the first two qubits [14], while Benjamin has given a scheme for universal computing using some ‘always on’ interactions, and a time dependent ‘switch’ [2].

Particularly relevant for our work are time independent schemes for computation [16–20, 38]. In such a scheme, the user first builds a Hamiltonian corresponding to a particular quantum circuit. Then the user initializes the computation and allows the quantum system to evolve under the constructed Hamiltonian. Then, after a sufficiently long waiting period (for universality we require the waiting time to be upper bounded by a polynomial in the size of the computation), the user can measure and read the output of the computation. Each of these schemes provides a way to encode a standard computation (some unitary acting on fully distinguishable quantum systems) into some overall larger (and perhaps more physical) quantum system. Studying the universality of certain physical systems then becomes the study of the ability of certain physical systems to be encoded with information and used to compute arbitrary quantum circuits (with only polynomial overhead,
and time). It is known, for instance, that interacting Fermions are universal in a number of physical models [16, 20], but noninteracting Fermions can be classically simulated [21]. Contrast this situation with bosons, where noninteracting Bosons are probably not universal for quantum computation [22], but are still hard for classical computers. Note that [16] also demonstrates that interacting bosons (under certain models of interaction) are universal for quantum computation. Further, there are good quantum algorithms [23] that were discovered by considering quantum walks.

Our scheme provides an encoding of distinguishable particles into a larger quantum system also made of distinguishable particles, so it is not directly comparable to these schemes. However, it is important to keep these results in mind, since the stated goal of this paper is to demonstrate that perturbative methods may be intuitive and powerful tools for investigating these problems. In addition it is often the case (say using the Jordan Wigner transform) that schemes represented on spin chains using distinguishable particles can be more easily analyzed by rewriting the Hamiltonian as a fermionic particle walk [18, 24].

We will provide short comparisons of other known schemes. In [16] Childs et al have given a time independent Hamiltonian (for a multiparticle quantum walk) that implements any quantum computation with asymptotically vanishing error. Their fascinating construction works by scattering packets of quantum information off of gadgets and each other to implement universal computing. They analyze the gadgets (single qubit gates) by calculating the scattering coefficients of a wave packet on some infinitely long quantum walk incident on some small local graph. The two qubit scattering states are found by rewriting the two particle walk Hamiltonian in such a way that the degrees of freedom can be analyzed separately to yield a solution.

In [18] Kay et al use state transfer methods [25, 26] to build a universal time independent computation. The gates presented will achieve their desired transformation with unit fidelity, since the underlying state transfer methods are perfect. Kay proposes to use ‘switches’ which are periodically triggered to separate different parts of the computation. The problem with this approach is ‘internalizing’ the switches, or removing the need for time independent control of a local magnetic field involves adding a large ancillary spin chain to each switch location and carefully timing excitations on the ancillary chain. The paper provides no (analytic) method for determining the required chain length needed for a quantum circuit, and no way to analyze the circuit as a whole assuming imperfect switches. Our approach removes the need for switches by using weak perturbative gates. Gates are not separated by switches, they are simply placed one after the other. Since our gates are weak, we can bound the error resulting from the transition.

We provide a construction similar to that of Childs et al using Heisenberg spin chains. This approach provides an encoding of any standard qubit space $[C^2]^{\otimes n}$ into a superposition of wavepackets propagating on periodic spin chains of size $N$. A time independent Hamiltonian can then be used to implement any circuit (up to some small error dependent on $N$) on the encoded information. In contrast with [16], we use very large but very weak gates. This is advantageous because it allows a simplified perturbative analysis as well as better error scaling. If we let $g$ be the number of gate blocks and $m$ be the number of qubits, we achieve vanishing error for $N = O(m^{2+\delta} \log^{3+\delta} m)$ for all $\delta > 0$. Our result is not directly comparable with [16], since our controlled phase gate cannot be written as a multiparticle walk interaction, but we believe that this result shows a perturbative approach may be more useful for the problem of universal computation with a multiparticle quantum walk.

2. Background

In this work, we have set coupling constants and $\hbar$ to 1. All of our results hold with these constants included, they have been removed for notational simplicity. Also note that the number of encoded qubits will always be denoted $m$, and the number of gate blocks will always be denoted $g$.

Consider a periodic chain of distinguishable spin 1/2 particles. Numbering the sites from 0 to $N - 1$, the Hilbert space is the span of all possible spin configurations of the system. All such vectors have the form $|a_0, a_1, a_2, \ldots, a_{N-1}\rangle$ where $a_i \in \{\downarrow, \uparrow\}$. The first arrow in the string represents the state of spin 0, the second represents the state of spin 1, the third represents the state of spin 2, etc. Define the jth excitation subspace to be the subspace spanned by vectors with exactly $j$ \uparrow while the rest are \downarrow. The 0th excitation subspace is one-dimensional $|\downarrow \downarrow \ldots \downarrow\rangle$, and we will call this the vacuum state, $|\text{vac}\rangle$. For the single excitation subspace, define $|x\rangle$ to be the vector where all spins are down except at position $x$ which is up: $|\downarrow \downarrow \ldots \uparrow \downarrow \ldots \rangle$.

On this ring, we are interested in the nearest neighbor XY Hamiltonian. Letting the Pauli matrices be defined as they usually are:

\begin{align}
X &= \frac{1}{2}\begin{bmatrix} \uparrow & \downarrow \\ \downarrow & \uparrow \end{bmatrix}, \\
Y &= \frac{1}{2}\begin{bmatrix} \uparrow & 0 -i \\ 0 +i & \downarrow \end{bmatrix}, \\
Z &= \frac{1}{2}\begin{bmatrix} \uparrow & 0 \\ 0 & \downarrow \end{bmatrix}
\end{align}

(1)
we define the nearest neighbor Hamiltonian to be:

\[
H = H_{\text{ring}}^1 = 2 \sum_{j=0}^{N-1} X_j X_{j+1} + Y_j Y_{j+1} = \sum_j \begin{bmatrix} \uparrow \uparrow & \uparrow \downarrow & \downarrow \uparrow & \downarrow \downarrow \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}
\]

where \(X_j\) is acting on the \(j\)th site, meaning that \(X_j = I \otimes \ldots \otimes I \otimes X \otimes I \otimes \ldots \otimes I\), and where the \(N\)th site is understood to be the same as site 0 (periodicity).

The first thing to notice is that the vacuum state \(|\text{vac}\rangle\) has energy 0. It is not actually the ground state of the system, some states have negative energy. The second thing to notice is that the total number of excitations is conserved. More formally, the operator \(Z_{\text{tot}} = \sum_{j=0}^{N-1} Z_j\) commutes with the Hamiltonian, so the Hamiltonian can be diagonalized with eigenvectors of \(Z_{\text{tot}}\). In particular, the Hamiltonian can be diagonalized in subspaces with some constant number of excitations (eigenspaces of \(Z_{\text{tot}}\)). The full set of eigenstates has been well studied [27], however we will be interested in the single excitation eigenvectors. For \(p \in \{0, 1, \ldots, N - 1\}\) they are of the form:

\[
|p\rangle_m = \frac{1}{\sqrt{N}} \sum_{x=0}^{N-1} e^{2\pi i px/N} |x\rangle
\]

with eigenvalue \(E(p) = 2 \cos \left(\frac{2\pi p}{N}\right)\). Since these states are orthonormal, and since there are \(N\) of them, they constitute a basis for the single excitation subspace. Consequently, we can expand any vector in this space as a linear combination of this basis or a linear combination of the standard computational basis:

\[
|\psi\rangle = \sum_{x=0}^{N-1} A_x |x\rangle = \sum_{p=0}^{N-1} a_p |p\rangle_m.
\]

It is easy to see that the coefficients are related via the the finite Fourier transform [34]:

\[
a_p = \mathcal{F}[A](p) = \frac{1}{\sqrt{N}} \sum_{x=0}^{N-1} A_x e^{2\pi i px/N} \quad \text{and} \quad A_x = \mathcal{F}^{-1}[a](x) = \frac{1}{\sqrt{N}} \sum_{p=0}^{N-1} a_p e^{-2\pi i px/N}.
\]

We can interpret these states as momentum (scattering) states in the discrete setting, and take the derivative of the energy function to obtain the group velocity for a packet narrowly distributed around some value \(p_0\). We think about these chains in the continuous limit, so \(\frac{2\pi p}{N} \approx k\). In this case:

\[
\nu_p(p) = \frac{dE}{dk} = -2 \sin \left(\frac{2\pi p}{N}\right).
\]

There are two things to notice about this expression. The first is that packets travel at constant velocity, and the second is that near \(p_0 = N/4\) the group velocity is constant up to second order, so we expect these packets to propagate around the chain in a near dispersion free fashion [7].

For our waveforms, we will use a finite (\(N\)-periodic) Gaussian [28]. On our chain this is defined as:

\[
G_{\Delta_x} = \frac{1}{\sqrt{\Delta_x \sqrt{\pi}}} \sum_{x=0}^{N-1} \sum_{\alpha=\infty}^{\infty} e^{-\frac{(x+\alpha)^2}{2\Delta_x^2}} |x\rangle.
\]

Let \(\Delta_x\) and \(\Delta_p\) be positive real numbers that satisfy \(2\pi \Delta_x \Delta_p = N\). The packets we have defined (approximately) satisfy a discrete Heisenberg relation:

\[
\frac{1}{\sqrt{\Delta_x \sqrt{\pi}}} \sum_{x=0}^{N-1} \sum_{\alpha=\infty}^{\infty} e^{2\pi i px/N} e^{-(x+N/2)^2/\Delta_x^2} |x\rangle = \frac{1}{\sqrt{\Delta_p \sqrt{\pi}}} \sum_{p=0}^{N-1} \sum_{\alpha=\infty}^{\infty} e^{-2\pi i p x/N} e^{-(p+N/2)^2/\Delta_p^2} |p\rangle_m.
\]

This state represents a Gaussian packet centered at position \(x_0 \mod N\) on the chain and with momentum centered at \(p_0 \mod N\). We expect this packet to approximately translate on the ring with speed \(\nu_{p_0}(p_0)\). After some time \(t\), we expect the packets position to be approximately \(x_0 - \nu_{p_0}(p_0) t\). For technical reasons, we will assume throughout the paper that \(p_0 = N/4\) is an integer, while \(x_0 \in [0, N - 1]\) may not be an integer.

We will also make use of some well known results on universality. Suppose we have a system of \(n\) qubits. It is known that if we can perform an arbitrary single qubit gate on any of the qubits and a controlled phase between any two qubits, then we can implement any unitary on the system [29]. It is also known [29] that (up to an overall phase) we can write any single qubit unitary on a system in the form:
We will use these two facts to show our scheme is universal.

3. Description of our scheme

To illustrate our basic idea, consider a $Z$ gate on a single encoded qubit, simulating a quantum circuit on one qubit. We will encode our circuit using the ‘dual rail’ encoding. In this encoding each logical qubit corresponds to two rails, a $0$ rail and a $1$ rail. We will encode the $|0\rangle$ state into a packet propagating down chain 0 and the vacuum state on the other chain, and encode the $|1\rangle$ state into a packet propagating down chain 1 with a vacuum on the other chain. Any superposition of these states is then realized as a superposition of packets propagating along the rails.

Now imagine the Hamiltonian on the chain 1 has an additional term with adds a small extra phase per unit time. Let the Hamiltonian for this chain be:

$$U = e^{i\theta_1 Z_{j+1} X_j Z_j},$$

where $I$ is the standard identity matrix, and $\theta_1 \ll 1$. Now an encoded $|0\rangle$ state will be unaffected by the extra term, since the extra term acts as 0 on the vacuum state. On chain 1, however, the momentum states are still diagonal with eigenvalues $2 \cos \left( \frac{2\pi \theta_1}{N} \right) + \Phi$. The encoded $|1\rangle$ state will gain an extra phase of $e^{i\Phi\theta_1}$. Effectively, we are implementing an encoded $e^{i\theta_1 Z}$ operation on the encoded qubit.

Suppose now that the chain is very long and that only a portion of the chain has the added term causing the encoded $Z$ gate. We expect that when the packets are well localized outside the gate, they will not ‘see’ the added potential. So, up to some approximation, they will propagate along the chain without gaining extra phase until they reach the edge of the virtual gate. Now, if the gate is much larger than the packet and the packet is well localized inside the gate, we expect it will appear to the packet as though the gate spans the whole chain (again up to some approximation). The remaining issue is the ‘transient’ regime where the packet is transitioning from outside the gate to being inside the gate. Fortunately, provided the gate strength is weak ($\theta_1 \ll 1$) we can employ a bound from [30] to show that the transient regime has a very small effect on the propagating packets.

Note that for this gate, and for the gates that follow, the gate Hamiltonian only commutes with the ring Hamiltonian when the gate spans the entire ring. When the gate is located in some region of the qubit ring, $[H_{\text{ring}}, H_{\text{gate}}]$ is some small operator supported at the edges of the gate.

The reader may find it strange that our scheme takes place on a ‘cylinder’ (see figure 1). Periodicity is a technical device, and is not actually required for the scheme to work. If we only have access to chains that are not periodic (there is a missing interaction between qubits 0 and $N-1$) we can treat the missing piece of the Hamiltonian as a perturbation and analyze it with the theorems that follow in section 4. It will add an exponentially small error term as long as the packets stay localized away from the edges of the gates. Similarly, $N$-periodicity of the packets is mostly a technical device needed to simplify the Fourier transform. In most of the proofs the $|\alpha\rangle \gg 1$ terms are dropped, since they lead to exponentially small contributions.

3.1. Encoding

Now we generalize some of the previous discussion to the simulation of many qubits. Much like in the previous section, a dual rail encoding [16, 29] is employed. Consider a computation with $g$ gates on $m$ qubits. Given two
rails for each qubit let one correspond to the '0' rail and the other to the '1' rail. Let us index the rails with two numbers. The first number is a 0 or 1 depending on whether we are talking about the 0 or the 1 rail. The second number indicates identifies the specific qubit. The 0 rail for the jth qubit would be denoted (0, j). For Pauli operators, we will use the superscript to denote which rail the Pauli operator acts on, and a subscript to denote which site on the rail the Pauli operator acts on. A Pauli operator acting on the 0th rail of the 3rd qubit at the 5th site will be denoted $X^{(3)}_{5, 2}$. The nearest neighbor Hamiltonian for all $2m$ chains can then be written as:

$$H = H^{2m}_{\text{rings}} = \sum_{a=0}^{1} \sum_{b=1}^{N-1} \sum_{c=0}^{N-1} X^{(a,b)}_{c} X^{(a,b)}_{c+1} + Y^{(a,b)}_{c} Y^{(a,b)}_{c+1}. \quad (11)$$

Now, let us encode computational basis states into Gaussian packet on the appropriate rails centered around $p_0 = N/4$. The state $|01\rangle$ would be encoded as (see figure 1):

$$|\psi\rangle = \sum_{p_2=0}^{N-1} \sum_{\alpha=-\infty}^{\infty} e^{-\frac{(p_2-x_2)^2}{2\sigma^2}} e^{i\frac{(c_2+p_2)^2}{2\gamma}} |p_2\rangle_N \otimes |\text{vac}\rangle \otimes |\text{vac}\rangle \otimes \left( \sum_{p_1=0}^{N-1} \sum_{\alpha=-\infty}^{\infty} e^{-\frac{(p_1-x_1)^2}{2\sigma^2}} e^{i\frac{(c_1+p_1)^2}{2\gamma}} |p_1\rangle_N \right). \quad (12)$$

A superposition of $\{00\}, \{01\}, \{10\}, \{11\}$ would be encoded as a superposition of the packets previously described. Packets will propagate down the chains and interact weakly with sets of gates and with each other. We will describe methods for performing encoded CPHASE operations, as well as $e^{i\theta Z}$ and $e^{i\theta X}$ in the following sections, thereby giving a scheme for universal computation.

### 3.2. Z Gate

The Z gate has already been described, we will recap the discussion here briefly. Our $Z$ gate consists of a very long but very weak interaction placed on the 1 rail. For each point inside the gate we add an extra term $Z + \frac{1}{2} \gamma$. Locally, the momentum eigenstates are still diagonal, so this has the effect of adding an additional phase of $\Phi$ per unit time. If the gate is extended to the whole chain, we would be able to write the energy as $2 \cos \left( \frac{2\pi}{N} \right) + \Phi$.

The packets travel at constant velocity (the group velocity of the packet), so the time a packet spends inside a gate is roughly proportional to the size of the gate. If we ignore the transient regime, and we assume that a localized packet does not ‘see’ the outside of the gate, then the overall phase gained from a gate is $\approx$ gate length $\Phi$. For computational universality, we need to show how to add any phase to our packet. So, we need the gate strength $\Phi$ to be at least $\Omega\left( \frac{1}{\text{gate length}} \right)$.

### 3.3. X gate

Again consider one encoded qubit and two rails. Connect each point $j$ on the 0 rail to its adjacent point on the 1 rail with a coupling of the form $2\Phi (X^j X_j^i + Y^j Y_j^i)$, where the qubit has not explicitly been designated since there is only one. The full Hamiltonian will then have the form:

$$H = H^2_{\text{ring}} + \sum_{j=0}^{N-1} 2\Phi (X^j X_j^i + Y^j Y_j^i) \quad (13)$$

Eigenstates of this Hamiltonian can be written as: $|\pm, p\rangle = |p\rangle_N \otimes |\text{vac}\rangle \pm |\text{vac}\rangle \otimes |p\rangle_N$ with energy $E(|\pm, p\rangle) = 2 \cos \left( \frac{2\pi}{N} \right) \pm \Phi$. We can construct encoded $|\pm\rangle$ states by taking appropriate linear combinations of the aforementioned states. Assuming that the packets are centered at 0 these have the form:

$$|\pm\rangle = \sum_{\alpha, p} e^{-\frac{\alpha^2}{2\sigma^2}} e^{i\frac{\alpha^2 p^2}{2\gamma}} |\pm, p\rangle. \quad (14)$$

An encoded $|+\rangle$ state gains an extra phase of $\Phi$ per unit time, and an encoded $|-\rangle$ state gains an extra phase of $-\Phi$ per unit time. This type of gate creates a relative phase between encoded $|\pm\rangle$ states and thus implements an encoded $e^{i\theta X}$ gate. The same scaling analysis applies. We need (gate strength) $\gg$ (gate length) to implement some constant phase.

As was previously stated, the gate Hamiltonian only commutes with the ring Hamiltonian when it is extended to the whole chain. When we design a quantum circuit, the gate Hamiltonian will span some small subset of the ring. Then the commutator $[H_{\text{ring}}, H_{\text{gate}}]$ will be some small operator supported on the boundaries of the gate.
3.4. Controlled phase gate

Now imagine we have two encoded qubits and we are interested in performing a controlled phase operation. Connect each site on the $(1,1)$ rail with every other site on the $(1,2)$ rail with an interaction of the form

\[
\Phi \left( Z + \frac{1}{2} \right) \otimes \left( Z + \frac{1}{2} \right)
\]

In other words, the new Hamiltonian is:

\[
H_{\text{int}} = \Phi \left( Z + \frac{1}{2} \right) \otimes \left( Z + \frac{1}{2} \right) = \begin{bmatrix}
\uparrow & \uparrow & \uparrow & \downarrow \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}
\]

(15)

In other words, the new Hamiltonian is:

\[
H = H_{\text{ring}}^4 + \Phi \sum_{i<j=0}^{N-1} \left( Z_{ij}^{(1,1)} + \Pi_{ij}^{(1,1)} \right) \otimes \left( Z_{ji}^{(1,2)} + \Pi_{ji}^{(1,2)} \right).
\]

(16)

Just as in the phase gates, the momentum states are still diagonal. Ordering the rails $(0, 1), (1, 1), (1, 2), (0, 2)$, momentum states of the form $|\text{vac}\rangle \otimes |p_1\rangle \otimes |p_2\rangle \otimes |\text{vac}\rangle$ have eigenvalues $2 \cos \left( \frac{2\pi p_1}{N} \right) + 2 \cos \left( \frac{2\pi p_2}{N} \right) + \Phi$. The other momentum states are unchanged. In other words, the encoded $|11\rangle$ state gains an extra phase of $\Phi$ per unit time, and nothing happens to the other encoded states. We can thus perform an encoded controlled phase operation on our qubits.

It may be unclear how exactly to implement a gate like this. After all, needing to connect every point on one rail to every other point on the other rail is a very nonlocal interaction. It is hard to see exactly how to truncate the Hamiltonian so that a localized packet will only ‘see’ this interaction. For this we use the following (see figure 2(b)). Connect each point on the $(1,1)$ rail with the point adjacent to it and to the points on the rail $(1,2)$ that are a distance (packet size) ‘(some fractional power of $N$ away). If the packets are well localized, they should not ‘see’ any missing interactions.

3.5. Gate blocks

Our gate blocks will be defined in the following way. Given a description of some circuit using phase and single qubit gates on $m$ qubits, partition the gates into operations that can be done simultaneously. If the circuit is on four qubits and the first gates are an $X$ gate on the first qubit, a controlled phase gate on qubits 2 and 3 and a $Z$
gate on qubit 4, we would group these operations together, since they can be done simultaneously. Our first gate block then would consist of these virtual operations on the rails (see figure 3(a)). Immediately after this, place the second group of simultaneous operations, block 2 figure 3(b), and proceed until the entire circuit has been applied.

By varying $\Phi$ we can have the gates discussed implement encoded $e^{i\theta X}$, $e^{i\theta Z}$, and $e^{i\theta (Z + \frac{1}{2} \otimes (Z + \frac{1}{2})}$ operations for any $\theta$. We can therefore accomplish universal computing in this way.
4. Description of bounds

In this section we will provide a statement of our bounds, as well as a brief description of our strategy for obtaining them. Formal proofs can be found in the appendix.

As was mentioned already, there are three aspects of our scheme to worry about. The first is that our packets are designed to be dispersion free up to second order, but still do in fact have some small higher order dispersion. In our final scaling, we will take $D \gg N^{2/3}$. Since the full range of $p$ is $\{0, \ldots, N-1\}$ in the limit of large $N$, the spread in momentum will be a vanishingly small fraction of the allowed values of $p$. So, in the limit of large $N$ we expect the group velocity to get closer and closer to being constant, and thus the packets to get closer and closer to being dispersion free. The bound we obtain is:

**Theorem 4.1 (Dispersion result).** Given a single ring with nearest neighbor XY couplings

$$H_{\text{ring}}^1 = 2\sum_{j=0}^{N-1} X_j X_{j+1} + Y_{j+1}.$$ Let $U_{2t}$ translate the packets a distance $2t$ (time multiplied by the group velocity of the packet). Then if $|\psi\rangle$ is a wavepacket centered at $x_0$ in $x$ space and $p_0 = N/4$ in $p$ space,

$$|\psi\rangle = \frac{1}{\sqrt{|\Delta p|^{2\pi}}} \sum_{p=0}^{N-1} e^{-2\pi ipx_0} e^{-\frac{(p-p_0)^2}{2\Delta p^2}} |p\rangle_{N_p},$$

we have:

$$\| (e^{-iH_{\text{ring}}^{1t}} - U_{2t}) |\psi\rangle \| = O\left(\frac{|\Delta p|^{2\pi}}{N^3}\right).$$

We can see from this result that if the packet has a spread $N^{2/3 - \varepsilon}$ in momentum space ($N^{1/3 + \varepsilon}$ in $x$ space), the packet will make it all the way around the chain with vanishingly small dispersion in the limit of large $N$. If $\Delta_p = N^{2/3 - \varepsilon}$ and the packet completes a revolution of the chain ($2t = N$), then the packet is dispersion free up to an error $O\left(\frac{(N^{2/3 - \varepsilon})^2}{N^3}\right) = O\left(\frac{1}{N^{2\varepsilon}}\right)$. We will need the following theorem proven in [16, 31] to extend this analysis to multiple chains:

**Theorem 4.2 (Linear propagation of error).** Let $U_1, \ldots, U_n$ and $V_1, \ldots, V_n$ be unitary operators. Then for any $|\psi\rangle$,

$$\left\| \left( \prod_{i=1}^n U_i - \prod_{i=1}^n V_i \right) |\psi\rangle \right\| \leq \sum_{j=1}^n \left\| (U_j - V_j) \prod_{i=j-1}^{n} U_i |\psi\rangle \right\|$$

Using the two above theorems, we can find the effect of dispersion on $m$ rings.

**Corollary 4.1.** Suppose that we have $m$ rings with Hamiltonian $H_{\text{ring}}^m$ and a tensor product $|\psi\rangle$ of $m$ packets all centered at some position $x_0$ on the rings. Suppose $p_0 = N/4$ for each packet and let $U_{2t}$ be the unitary that translates all the packets a distance $2t$. Then we have that

$$\| (e^{-iH_{\text{ring}}^{mt}} - U_{2t}) |\psi\rangle \| = O\left(\frac{mt\Delta_p^4}{N^3}\right).$$

This easily extends to a superposition in the dual rail encoding. In this case exactly the same scaling holds with $H_{\text{ring}}^m$ replaced with $H_{\text{ring}}^{2m}$.

The next important bound concerns the ‘transient’ regime, where a superposition of packets is entering or leaving a gate. In this regime, a packet is not really localized within any particular gate block. Formally, we treat this situation by showing that we can ignore these interactions. If the gate strength is weak enough, we can...
translate the packets from outside to inside the gate without picking up much error. Note that by skipping over a portion of the gate, we are losing out on some of the phase implemented by that particular gate block. However, the error associated with the lost phase is the same order as the error accumulated from skipping over the transient region. As a result, it will be negligible in the final scaling (see appendix). For the analysis, we employ a sensitivity result [30].

**Theorem 4.3 (Matrix exponential).** Let $A$ and $E$ be skew Hermitian complex matrices, and let $t$ be a real scalar. It holds that:
\[
\|e^{(A+E)t} - e^{At}\| \leqslant \|E\|\|e^{|E|t}\|,
\]
where the norm used is the standard operator norm (largest eigenvalue).

The result we obtain is:

**Corollary 4.2 (Bound for transient regime).** Let $H_{\text{ring}}^{2m}$ be the ring Hamiltonian, and let $\hat{H}$ be the gate Hamiltonian. Then if $|\psi\rangle$ is a superposition of packets in the dual rail encoding, it holds that:
\[
\| (e^{-iH_{\text{ring}}^{2m} + \hat{H}t} - U_{2t}) |\psi\rangle \| = O\left( m^t \Phi + \frac{mt \Delta_p^3}{4^{3/2}} \right).
\]

**Proof.** See appendix.

The main result of this paper is an error bound on the gates themselves. We show that, up to some approximation, the gates translate the packets, as well as add a phase. We show this by approximating the circuit Hamiltonian with a Trotterized Hamiltonian [32], and bound each of the elements in the Trotterization that correspond to gates that are ‘far away’ from the packets. With only the remaining (current) gates left, we can again approximate with a Trotterization and show that the Hamiltonian effectively translates the packets and adds a phase. The main result is:

**Theorem 4.4.** Suppose we have a superposition of packets localized inside some gate block. Suppose the packets remain localized to a distance $d$ for all $2t'$ such that $0 \leqslant 2t' \leqslant 2t$. Suppose in addition to the current gates, there are $k = O(\text{poly}(N))$ additional gates corresponding to gates before or after the current ones with Hamiltonians $H_1, H_2, \ldots, H_k$. Then for sufficiently high degree polynomials $n(N) = N^4$ and $n'(N) = N^3$:
\[
\| (e^{-i(H_{\text{trans}} + H_1 + \cdots + H_k)t} - U_{2t}) |\psi\rangle \|
\]
\[= O\left( \text{poly}(N)e^{-\frac{\varepsilon}{20}} + \frac{mt \Delta_p^3}{N^3} + \frac{m^2 t^2}{mn'} + \frac{t^3 m^3}{n'} \right).
\]

**Proof.** See appendix

Note that the dominant term is the $\frac{mt \Delta_p^3}{N^3}$ dispersion. Essentially we show that for localized packets, we can completely ignore the terms that are far away from the packet center.

### 5. Circuit error bound

The total error scaling from the whole circuit must be analyzed. In each step Theorem 4.2 will be implicitly applied. Suppose there are two adjacent gate blocks, and the first one applies a unitary (phases on some basis) on the encoded information and a translation across the gate up to an error $e_1$, while the other one applies a unitary and a translation up to $e_2$. Then, the combination of the gate blocks applies the net unitary and the full translation, up to an error $e_1 + e_2$ according to Theorem 4.2.

The basic strategy is as follows. We will initialize our packets outside the first gate block, some distance $\Theta(d)$ away from the entrance. We will then use the transient bound to move the packets a distance $\Theta(d)$ inside the gate block. Next, we will use our Trotter bound to show that the packets approximately propagate through the gate region and pick up the appropriate phase. From here, we will use the transient bound to translate the packets into the next block and repeat.

There are several important parameters that need to be specified in our analysis (see figure 4). Let the length of the packets be $\Theta(N^{1/3} + \varepsilon)$, the truncation length $d = \Theta(N^{1/3} + \varepsilon)$, the Trotterization $n$, and the length of the gate $\Theta(N^{1/3} + \varepsilon)$. In order for our analysis to make sense, it must be true that $\varepsilon < e_1 < e_2$, since the packet must fit inside the truncated region. It will be argued that sections of the size of the truncation region can be ignored.
so it must be that $\epsilon_1 < \epsilon_2$ (otherwise we would be arguing that we can ignore our gates!). In the scaling analysis, let $\Phi = \Theta\left(\frac{1}{N^{1/3+\epsilon}}\right)$, for reasons already discussed. Further, let $|\psi_i\rangle$ be the initial encoded state, before the packets have propagated through the gate blocks, and let $|\psi_{\text{end}}\rangle$ be the correct encoded state at the end of the chains. In other words, $|\psi_{\text{end}}\rangle$ would result from a perfect application of the quantum circuit, plus a translation. Let $H$ be the Hamiltonian corresponding to the gates, and $t$ be the time needed for the packets to propagate through the gates.

Using the theorems in the paper, we will bound the overall error:

$$\text{error} = \|e^{-iHt}|\psi_i\rangle - e^{i\phi}|\psi_{\text{end}}\rangle\|,$$  \hspace{1cm} (22)

where $\phi$ is some overall phase on the encoded states.

We will apply the transient bound over an interval $O\left(N^{1/3+\epsilon}\right)$ at most $O(g)$ times. The Trotter bound is needed once per gate. The time interval (assuming the gate is $O\left(N^{1/3+\epsilon}\right)$ long) is $O\left(N^{1/3+\epsilon}\right)$, and we will need it $O(g)$ times as well. Assuming $n$ and $n'$ are large enough polynomials in $N$, we can ignore terms with denominator $n$ and $n'$

$$\text{error} = O\left(\text{poly}(N)e^{-\frac{\epsilon}{N^{1/3}}} + \frac{N^{1/3+\epsilon}mg\Delta_p^3}{N^3} + mgN^{1/3+\epsilon}\Phi + \frac{mgN^{1/3+\epsilon}\Delta_p^3}{N^3}\right).$$  \hspace{1cm} (23)

Since we are assuming that $\epsilon_1 > \epsilon$, the first term will be exponentially small, independent of how big the polynomial in front of it is. Once we substitute $\Phi = \Theta\left(\frac{1}{N^{1/3+\epsilon}}\right)$, the remaining terms are:

$$\text{error} = O\left(\frac{mg}{N^{2/3+\epsilon}} + \frac{mg}{N^{\alpha-\epsilon}}\right).$$  \hspace{1cm} (24)

The best scaling of error with respect to both $m$ and $g$ is obtained when $\epsilon = 0$, $\epsilon_1 > 0$ and $\epsilon_2 = 1/3$. This can be seen computationally by setting $N = mg^{2/3}$, and then minimizing $a$ and $b$ subject to the constraints that both terms go to zero in the limit of large circuits ($m \to \infty$ or $g \to \infty$), and that the total length of the chain is large enough to contain all the gates ($g^{a}$ length $\ll N$). In this case, we can obtain error $O\left(\frac{1}{mg^{1/3}}\right)$ with $N = \Omega\left(m^{1/3}g^{3+\delta}\right)$ for any $\delta > 0$.

Note that the first term in error corresponds to the dispersion of the packets, and the second term corresponds to the error accrued from the transient region. At our stated scaling, these two terms have the same order in the large $N$ limit. We have balanced these two error terms in our final scaling.

6. Conclusion

There are a number of features to notice in our scheme. First, note from our bounds that we are effectively only limited by the dispersion of the packets. It is conceivable that if we choose waveforms with even less dispersion that the result could be improved. Second, there is a close analogy between our scheme and standard optical limited by the dispersion of the packets. It is conceivable that if we choose waveforms with even less dispersion.

We have provided a scheme for universal quantum computation using spin chains. Given any quantum circuit written as single qubit and CPHASE gates, we have provided a time independent Hamiltonian that simulates the circuit, with asymptotically negligible error. In contrast to other known schemes [16], we use weak gates that slowly effect our propagating packets over a long period of time. This allows a simple perturbative analysis to succeed in analyzing the error scaling.

It would be interesting to analyze the scattering of our Gaussian packets. If we could scatter the packets off one another to implement a controlled phase, we would be able to use our scheme as a universal quantum computer without resorting to our complicated CPHASE gates. If our analysis carried through, we could explicitly demonstrate better scaling for universal computation using multiparticle quantum walks.

Of independent interest is the approximate Heisenberg relation, and the approximately dispersion free result. While these concepts have been noted by other authors [7, 28], we have provided a powerful new application for them. These may allow for the construction of other interesting schemes using propagating Gaussian packets on interconnected rings.
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Appendix

The appendix will be structured as follows. In section A.1 we will go over the basic theorems and definitions needed for our bounds. These are all well known theorems already, we are merely stating them for convenience and completeness. Section A.2 contains a number of useful properties of the Gaussian packets we have defined. Namely, we show that they satisfy a discrete approximate Heisenberg relation, and that they are approximately normalized. Section A.3 will cover our dispersion results. In this section we prove some of the theorems of the paper, using mostly theorems from section A.1. In section A.4 we will leverage our dispersion result, and the well known technique of Trotterization to get our final bounds.

A.1. Basic theory

A.1.1. Conventions. It is important to start with a few conventions that will be followed throughout this paper. We will always use the standard 2-norm for vectors $\| \psi \| = \sqrt{\langle \psi | \psi \rangle}$, and the standard operator norm for matrices:

$$\| A \| = \max_{|\psi\rangle \in \mathbb{C}^n} \frac{\| A |\psi\rangle \|}{\| \psi \|}.$$  \hspace{1cm} (25)

If $A$ maps a particular subspace $W$ to itself, we can define

$$\| A \|_W = \max_{|\psi\rangle \in W} \frac{\| A |\psi\rangle \|}{\| \psi \|}.$$  \hspace{1cm} (26)

It is clear that each operator norm is compatible with the 2-norm. In other words

$$\| A |\psi\rangle \| \leq \| A \| \| \psi \|$$

and if $|\psi\rangle \in W$

$$\| A |\psi\rangle \| \leq \| A \|_W \| \psi \|.$$  \hspace{1cm} (27)

A.1.2. Well known theorems. Several theorems will be needed in the proofs that follow. First, we will need a simple result bounding the sum of a function defined over a discrete set of values:

**Theorem 6.1.** Let $f$ be a positive smooth function defined on $\mathbb{R}$ with one global maximum $f_{\text{max}}$ and no other local maximum. Then:

$$\sum_{j=0}^{N-1} f(j) \leq \int_{-\infty}^{\infty} f(x) dx + f_{\text{max}}$$  \hspace{1cm} (28)

and

$$\sum_{j=0}^{N-1} f(j) \geq \int_{-\infty}^{\infty} f(x) dx - \int_{-\infty}^{-1} f(x) dx - \int_{N}^{\infty} f(x) dx - f_{\text{max}}.$$  \hspace{1cm} (29)

**Proof.** For the upper bound (see figure 5), let $k$ be the first integer such that $f(k+1) < f(k)$. Write the sum as:

$$\sum_{j=0}^{k-1} f(j) + \sum_{j=k+1}^{N-1} f(j) + f(k) = \sum_{j=0}^{k-1} f(j) + \sum_{j=k}^{N-2} f(j+1) + f(k)$$  \hspace{1cm} (30)

The sum is bounded above by the function, and $f(k) \leq f_{\text{max}}$ so

$$\sum_{j=0}^{N-1} f(j) \leq \int_{-\infty}^{\infty} f(x) dx + f_{\text{max}}.$$  \hspace{1cm} (31)
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For the lower bound (see figure 6), let \( k \) be defined similarly.

\[
\sum_{j=0}^{N-1} f(j) = \sum_{j=-k}^{k-1} f(j+1) + \sum_{j=k}^{N-1} f(j) + f_{\text{max}} - f_{\text{max}}
\]

The sum combined with \( f_{\text{max}} \) must be greater than the integral of the function, minus the tails, so we have the desired inequality.

We will use this theorem to bound the dispersion present when our packets propagate around the chain in section A.3.

The following simple theorem will be an important tool in much of our analysis. It can be used to bound the superposition over orthogonal quantum states, when a bound on each basis state is known.

**Theorem 6.2.** Let \( \{|x_i\} \) be a set of states, containing \( p \) elements, with the same norm. Let \( \langle x_i | x_j \rangle \geq \delta_0 e^2 \). Then if \( \sum_j |\beta_j|^2 = 1 \) we have:

\[
\left\| \sum_j \beta_j |x_j\rangle \right\| \leq e. \tag{32}
\]

**Proof.**

\[
\left( \sum_k \beta_k^* \langle x_k | \right) \left( \sum_j \beta_j |x_j\rangle \right) \leq \sum_k |\beta_k|^2 e^2 = e^2. \tag{33}
\]

The most important concept for us is the so called linear propagation of error. It is used repeatedly in almost every theorem in this paper.

**Theorem 6.3 (Linear propagation of error).** Let \( U_1, ..., U_n \) and \( V_1, ..., V_n \) be unitary operators. Then for any \( |\psi\rangle \),

\[
\left\| \left( \prod_{i=1}^{n} U_i - \prod_{i=1}^{n} V_i \right) |\psi\rangle \right\| \leq \sum_{j=1}^{n} \left\| \left( U_j - V_j \right) \prod_{i=1}^{j-1} U_i |\psi\rangle \right\|. \tag{34}
\]

Proof of this can be found in [16, 31]. The following sensitivity result will be useful in the transient regime:

**Theorem 6.4 (Matrix exponential).** Let \( A \) and \( E \) be skew Hermitian complex matrices, and let \( t \) be a real scalar. It holds that:

\[
\| e^{(A+E)t} - e^{At} \| \leq \| E \| e^{\| E \| t}. \tag{35}
\]

**Proof.** Found in [30] and [35]

We will make heavy use of the finite Fourier transform, as it provides a link between the position and momentum bases for states in the discrete Hilbert space. Given some \( N \) periodic sequence \( \{A_x | x \in [0, N-1]\} \), we define its discrete finite Fourier transform as another \( N \) periodic sequence \( a_p = \mathcal{F}[A](p) \) satisfying:

\[
a_p = \mathcal{F}[A](p) = \frac{1}{\sqrt{N}} \sum_{x=0}^{N-1} A_x e^{2\pi i px/N}. \tag{36}
\]

This transformation acts as a bijection between \( x \) sequences and \( p \) sequences, the inverse can be written as:

\[
A_x = \mathcal{F}^{-1}[a](x) = \frac{1}{\sqrt{N}} \sum_{p=0}^{N-1} a_p e^{2\pi i px/N}. \tag{37}
\]

For us, this transformation is important because it provides a way to express a particular quantum state in either the position (\( |x\rangle \)) or the momentum basis (\( |p\rangle \)). If we suppose that a particular quantum state has some expression in terms of either basis:

\[
|\psi\rangle = \sum_{x=0}^{N-1} A_x |x\rangle = \sum_{p=0}^{N-1} a_p |p\rangle \tag{38}
\]

then we can see that the coefficients are related by a discrete Fourier transform. If we take the inner product of either side with \( \langle x' | |p\rangle \) for some fixed \( p' \), then we can derive equation (36). If we instead take \( \langle x' | p \rangle \) for some fixed \( x' \), then we can derive equation (37).
A.1.3. Definitions. Our proposed scheme takes place in the dual rail subspace $V$. Suppose the rails are listed bit by bit, always starting with the rail corresponding to the 0th bit: $0_1, 0_2, 1_2, \ldots, 0_n, 1_n$. The dual rail subspace $V$ is then the span of all the basis states that are consistent with the dual rail encoding. So each pair of rails has exactly one excitation, either on the 0 rail or on the 1 rail. We would write one of these states as $|ψ_0⟩ |ψ_1⟩ |ψ_2⟩ |ψ_3⟩ \cdots |ψ_{n-1}⟩ |ψ_n⟩$ where either $|ψ_0⟩ = |x⟩$ and $|ψ_1⟩ = |\text{vac}⟩$ or $|ψ_0⟩ = |\text{vac}⟩$ and $|ψ_1⟩ = |x⟩$. All of our gates will maintain this subspace, and we will start in a superposition of states in this space. Operator norms are by default $||.||$.

It is important to describe a relevant basis decomposition, denoted in this paper as RBD. At some point we will have a superposition of packets inside a particular gate block. Say we have four qubits, and we are performing an $X$ gate on the first one, a $Z$ gate on the second one, and a CPHASE on the last two. This means that the packets are well localized inside a gate block that is implementing these operations on the respective qubits. The RBD is a way to write our superposition of packets:

$$|ψ⟩ = \sum_i c_i |ψ_i⟩$$

such that each $|ψ_i⟩$ is diagonal given the current gates. In other words, of the current gates were extended to the whole chain, and the other gates were removed, then each $|ψ_i⟩$ would be some set of packets that move around our qubit rings and acquire a phase. In the case we are considering, this basis would include the encoded state $(|+⟩ |0⟩ |1⟩ |1⟩)$, which would have the form:

$$(|\text{packet}⟩ |\text{vac}⟩ + |\text{vac}⟩ |\text{packet}⟩)(|\text{packet}⟩ |\text{vac}⟩)(|\text{vac}⟩ |\text{packet}⟩)(|\text{vac}⟩ |\text{packet}⟩).$$

(40)

The $X$ gate would add some phase to this state per unit time, as well as the CPHASE gate.

We will also need to make use of the standard computational basis decomposition (CBD). In this case we are merely writing the state $|ψ⟩$ as some superposition over the encoded computational basis. We will write $|ψ⟩ = \sum_i c_i |ψ_i⟩$ where each $|ψ_i⟩$ is some encoded computational basis state. In our running example, one such state would be the encoded state $(|0⟩ |1⟩ |1⟩ |1⟩)$, which would have the form:

$$(|\text{packet}⟩ |\text{vac}⟩)(|\text{vac}⟩ |\text{packet}⟩)(|\text{vac}⟩ |\text{packet}⟩)(|\text{packet}⟩ |\text{vac}⟩).$$

(41)

One more concept is needed before we begin our proofs. We need to describe what it means for our set of packets to be localized to at least a distance $d$. Suppose we have some undesirable interaction Hamiltonian $H_b$. $H_b$ will be made up of 1-local and 2-local interactions corresponding to one and two qubit gates (CPHASE). We say the our superposition of packets is localized to at least a distance $d'$ if all $1$-local interactions are at least a distance $d$ from our packets (mod $N$), and all undesirable 2-local interactions have at least one leg that is a distance $d'$ away from our packets (mod $N$).

Said more explicitly, suppose the packets are centered at some position $x_0 \in [0, N-1]$ on the chain, suppose that the undesirable 1-local interactions occur at some positions $A = \{x_i \in [0, N-1] \}$ on the chain, and that the undesirable 2-local interactions occur at positions $B = \{(x_i, x_j) \} \in [0, N-1]$ on the chain. The packets 'being localized to a distance $d$' means that for all $x_i \in A$

$$(x_i - x_0) \text{ mod } N \geq d$$

and that for all $(x_i, x_j) \in B$

$$(x_i - x_0) \text{ mod } N \geq d \quad \text{or} \quad (x_j - x_0) \text{ mod } N \geq d. \quad (43)$$

A.2. Uncertainty and normalization

A.2.1. Approximate Heisenberg. We can switch back and forth between the momentum representation and the position representation for our packets and will show not that they are exactly the same, but that they are the same up to an exponentially small error. Suppose at some point in the computation there is some superposition of packets in the dual rail encoding and that they are written in the CBD. We show below that a particular basis state in the decomposition can be switched from momentum to position or vice versa, and then use Theorem 6.2 from the last section to apply this to the whole superposition. To prove that we can switch between position and momentum, we will first show that we can switch for a single packet on a single qubit ring. Then, we can extend this to a tensor product of $m$ packets and finally to a superposition in the dual rail encoding. Note that the following proof is contained in [28]. We provide it here for completeness, and to verify that the proof still works for the case we are interested in ($x_0 \in [0, N-1]$ a real number and $p_0 = N/4$ an integer).

**Theorem 6.5.** Let $p_0 = N/4$ (an integer), and let $x_0 \in [0, N-1]$ (not necessarily an integer). Let $\Delta_x, \Delta_p$ be positive real numbers satisfying $2\pi \Delta_x \Delta_p = N$. It holds (up to exponentially small in $N$ corrections) that:
Proof. Define $G_\Delta : \mathbb{R} \rightarrow \mathbb{C}$ such that

$$G_\Delta(x) = \frac{1}{\sqrt{\Delta_x \sqrt{\pi}}} \sum_{\alpha = -\infty}^{\infty} e^{-\frac{(\alpha x - p)^2}{2\Delta_x}} |x\rangle.$$  

(44)

$G_\Delta$ has a Fourier expansion

$$G_\Delta(x) = \sum_{l=-\infty}^{\infty} a_l e^{i2\pi lx}.$$  

(45)

with

$$a_l = \frac{1}{N} \int_0^N e^{-\frac{i2\pi l x}{2\Delta_x}} \frac{1}{\sqrt{\Delta_x \sqrt{\pi}}} \sum_{\alpha = -\infty}^{\infty} e^{-\frac{(\alpha x - p)^2}{2\Delta_x}} dx.$$ 

(47)

$$= \frac{1}{N \sqrt{\Delta_x \sqrt{\pi}}} \int_0^N e^{-\frac{i2\pi l x}{2\Delta_x}} e^{-\frac{(\alpha x - x_0)^2}{2\Delta_x}} dx.$$ 

(48)

Using the substitution $t = \alpha N + x - x_0,$

$$= \frac{1}{N \sqrt{\Delta_x \sqrt{\pi}}} \sum_{\alpha = -\infty}^{\infty} \int_{\alpha N - x_0}^{\alpha N + x_0} e^{-\frac{2\pi i l (\alpha N + x - x_0)}{2\Delta_x}} e^{-\frac{\alpha^2}{2\Delta_x}} dt.$$ 

(49)

$$= \frac{1}{N \sqrt{\Delta_x \sqrt{\pi}}} \sum_{\alpha = -\infty}^{\infty} \int_{\alpha N - x_0}^{\alpha N + x_0} e^{-\frac{2\pi i l \alpha}{2\Delta_x}} e^{-\frac{\alpha^2}{2\Delta_x}} dt.$$ 

(50)

Assuming $p_0 = N/4$ is an integer

$$= \frac{1}{N \sqrt{\Delta_x \sqrt{\pi}}} \int_{-\infty}^{\infty} e^{-\frac{2\pi i l \alpha}{2\Delta_x}} e^{-\frac{\alpha^2}{2\Delta_x}} dt.$$ 

(51)

Up to an irrelevant global phase

$$= \frac{\sqrt{\Delta_x}}{N \Delta_x \sqrt{\pi}} e^{-\frac{2\pi i \alpha}{2\Delta_x}} e^{-\frac{\alpha^2}{2\Delta_x}} = \frac{1}{\sqrt{N \Delta_x \sqrt{\pi}}} e^{-\frac{2\pi i \alpha}{2\Delta_x}}.$$ 

(52)

So, $G_\Delta(x)$ has the form

$$\frac{1}{\sqrt{N \Delta_x \sqrt{\pi}}} \sum_{l=-\infty}^{\infty} e^{\frac{i2\pi l x}{2\Delta_x}} e^{-\frac{\alpha^2}{2\Delta_x}} = \frac{1}{\sqrt{N \Delta_x \sqrt{\pi}}} e^{-\frac{\alpha^2}{2\Delta_x}}.$$ 

(53)

when $x$ is an integer, this can be rewritten as:

$$G_\Delta(x) = \frac{1}{\sqrt{N \Delta_x \sqrt{\pi}}} \sum_{\alpha = -\infty}^{\infty} e^{\frac{i2\pi \alpha x}{2\Delta_x}} e^{-\frac{2\pi i \alpha}{2\Delta_x}}.$$ 

(54)

We have found a $p$ sequence for which the inverse Fourier transform is the $x$ sequence. They must be Fourier pairs.

Note that we have proven

$$\frac{1}{\sqrt{\Delta_x \sqrt{\pi}}} \sum_{\alpha = -\infty}^{\infty} e^{\frac{i2\pi \alpha x}{2\Delta_x}} e^{-\frac{2\pi i \alpha}{2\Delta_x}} |x\rangle.$$ 

(55)

$$= \frac{1}{\sqrt{\Delta_x \sqrt{\pi}}} \sum_{\alpha = -\infty}^{\infty} e^{-\frac{2\pi i \alpha x}{2\Delta_x}} e^{\frac{i2\pi \alpha x}{2\Delta_x}} e^{-\frac{2\pi i \alpha}{2\Delta_x}} |p\rangle.$$ 

(56)

The state on the right-hand side is exponentially close to the state given in the statement of the theorem$^4$. The only difference is the extra phase $e^{-2\pi i \alpha x_0},$ but the $|\alpha| \geq 1$ contributions are exponentially small since $p_0 = N/4,$ and $\Delta_x \sim N^{d/z}.$ For more explicit examples see our normalization proof below.

$^4$ Note that if $x_0$ was an integer, we would have exact equality. However, we need the proof to be valid when $x_0$ is not an integer, since we will move our packets in very small steps.
With the analysis of a single packet on a single rail in hand, we can show the analogous result for a tensor product on some set of rails. Let \( |\psi^p\rangle \) be the position packet, and let \( |\psi^f\rangle \) be the momentum packet, and suppose we are interested in the tensor of \( m \) packets: \( |\psi_1^p\rangle |\psi_2^p\rangle \ldots |\psi_m^p\rangle \). We know that \( |\psi^p\rangle = |\psi^p\rangle + |\varepsilon\rangle \) for \( \varepsilon = \langle \varepsilon |\varepsilon \rangle \) exponentially small in \( N \). We are interested in bounding:

\[
|||\psi_1^p\rangle |\psi_2^p\rangle \ldots |\psi_m^p\rangle - |\psi_1^f\rangle |\psi_2^f\rangle \ldots |\psi_m^f\rangle||
\]

Using the triangle inequality

\[
\leq \sum_{k=1}^{m} \left( \sum_{k}^{m} \sqrt{\langle \psi_k^p |\psi_{m-k}^p \rangle} \right) \cdot k.
\]

Given the results of the following section, this sum is exponentially small.

So far it has been shown that the tensor product of \( m \) packets can be switched from momentum to position or vice versa while only incurring an exponentially small error. We need to extend this to the case where we have a superposition over sets of packets in the dual rail encoding. Suppose we have some state written in the CBD:

\[
|\psi\rangle = \sum_{j} c_j |\psi_j\rangle
\]

where each \( |\psi_j\rangle \) is the tensor product of \( m \) packets on their appropriate rails and \( m \) vacuum states. \( |\psi_j^f\rangle \) is used to denote a tensor of packets in the momentum representation, and \( |\psi_j^p\rangle \) denotes a tensor of these packets in the position representation. We wish to bound the difference

\[
\left| \sum_i c_i(|\psi_i^f\rangle - |\psi_i^p\rangle) \right| = \left| \sum_i c_i |\eta_i\rangle \right|.
\]

Observe that \( \langle \eta_i |\eta_i \rangle \leq \delta [\langle \eta_i |\eta_i \rangle] \), so we can use Theorem 6.2, and bound the sum with a bound on each state in the sum. We have already shown \( \langle \eta_i |\eta_i \rangle \) is exponentially small with \( N \), so the sum must also be exponentially small with \( N \). So, we have that a superposition of Gaussian packets in the dual rail encoding written in the position basis is exponentially close to that same Gaussian written in the momentum basis assuming \( 2\pi\Delta_x\Delta_p = N \).

A.2.2. Approximate normalization. Next we demonstrate that our packets so defined are very close to being normalized in the limit of large \( N \). This is important, since the real physical state will be normalized, and we will work mostly with slightly undernormalized states. First we will show that a single packet on a single rail is very nearly normalized, then that a tensor product of such packets is nearly normalized, and finally that a superposition must also be nearly normalized.

**Theorem 6.6 (Approximate normalization). Define**

\[
|\psi\rangle = \frac{1}{\sqrt{\Delta_p \sqrt{\pi}}} \sum_{p=0}^{N-1} \sum_{\alpha = -\infty}^{\infty} e^{-\frac{2\pi a^2}{p} \rho^2} e^{-\frac{\alpha (\rho + p)^2}{\Delta_p}} |p\rangle_m.
\]

*We have that*

\[
|\langle \psi |\psi \rangle| = 1 + O \left( \frac{1}{\Delta_p} \right).
\]

**Proof.**

\[
\langle \psi |\psi \rangle = \frac{1}{\Delta_p \sqrt{\pi}} \left( \sum_{p'=0}^{N-1} \sum_{\alpha = -\infty}^{\infty} e^{-\frac{2\pi a^2}{p} \rho^2} e^{-\frac{\alpha (\rho + p')^2}{\Delta_p}} \langle p' | \sum_{p=0}^{N-1} \sum_{\alpha = -\infty}^{\infty} e^{-\frac{2\pi a^2}{p} \rho^2} e^{-\frac{\alpha (\rho + p)^2}{\Delta_p}} |p\rangle \right)
\]

\[
= \frac{1}{\Delta_p \sqrt{\pi}} \left( \sum_{p=0}^{N-1} \sum_{\alpha, \beta = -\infty}^{\infty} e^{-\frac{2\pi a^2}{p} \rho^2} e^{-\frac{\alpha (\rho + p)^2}{\Delta_p}} e^{-\frac{\beta (\rho + p)^2}{\Delta_p}} + 2 \sum_{p=0}^{N-1} \sum_{\alpha = -\infty}^{\infty} e^{-\frac{2\pi a^2}{p} \rho^2} e^{-\frac{\alpha (\rho + p)^2}{\Delta_p}} \right)
\]

\[
+ \sum_{\alpha, \beta, |\alpha| > 1} \sum_{p=0}^{N-1} e^{-\frac{2\pi a^2}{p} \rho^2} e^{-\frac{\alpha (\rho + p)^2}{\Delta_p}} e^{-\frac{\beta (\rho + p)^2}{\Delta_p}}
\]
We assume that $p_0 = N/4$. Then,
\[
\frac{1}{\Delta_p^{\sqrt{N}}} \left( \sum_{p=0}^{N-1} e^{-\frac{(p-p_0)^2}{2\Delta_p^4}} + 2e^{\frac{1}{2\Delta_p^4} \sum_{p=0}^{N-1} e^{-\frac{(p-p_0)^2}{2\Delta_p^4}}} + \sum_{|\alpha|,|\beta| \geq 1} \sum_{p=0}^{N-1} e^{-\frac{(p-n\alpha-q\beta)^2}{2\Delta_p^4}} e^{\frac{1}{2\Delta_p^4} (p-n\alpha-q\beta)^2} \right).
\]

Assuming $\Delta_p = N^{1-\epsilon}$ the second and third terms are exponentially small, and can be ignored. Dropping the small terms and applying Theorem 6.1, we get to leading order
\[
\frac{1}{\Delta_p^{\sqrt{N}}} \left( 1 + \int_{-\infty}^{\infty} e^{-\frac{(p-p_0)}{\Delta_p^4}} dp \right) \leq 1 + \frac{1}{\Delta_p^{\sqrt{N}}}.
\]

To derive the lower bound, we start from equation (67), drop the small terms and apply the second part of Theorem 6.1 to get:
\[
\langle \psi|\psi \rangle \geq \frac{1}{\Delta_p^{\sqrt{N}}} \left( \Delta_p^{\sqrt{N}} - \int_{-\infty}^{-1} e^{-\frac{(p-p_0)^2}{2\Delta_p^4}} dp + \int_{N}^{\infty} e^{-\frac{(p-p_0)^2}{2\Delta_p^4}} dp - 1 \right).
\]

We can upper bound the two integrals (which corresponds to a lower bound on the negative integrals) and show that they are exponentially small with the observation that $e^{-x^2} \leq e^{-x}$. The final asymptotic bound is
\[
\langle \psi|\psi \rangle \geq 1 - \frac{1}{\Delta_p^{\sqrt{N}}}.
\]

So, now suppose we have a tensor of packets in the momentum representation. We can write the normalization constant (up to exponentially small corrections) as:
\[
\sqrt{\langle \psi|\psi \rangle \langle \psi|\psi \rangle \cdots \langle \psi|\psi \rangle} \leq \left( \frac{1 + \frac{1}{\Delta_p}}{\Delta_p} \right)^m = \left[ 1 + \sum_{k=1}^{m} \binom{m}{k} \left( \frac{1}{\Delta_p} \right)^k \right]^{m/2}
\]}
\[
= \sqrt{1 + O \left( \frac{m}{\Delta_p} \right)}.
\]

In our final scaling, $\frac{m}{\Delta_p} \approx \frac{1}{N^{2\epsilon}}$ so we expect tensor products of these packets to be very near normalized.

Just as in the last section, one more step is needed. We need to check that a superposition over tensors of these packets will be nearly normalized. Let us write the state in the CBD $|\psi \rangle = \sum_i c_i |\psi^i \rangle$. Then, if $\langle \psi^i|\psi^i \rangle$ is the same for all $i$ and $\sum_i |c_i|^2 = 1$
\[
\langle \psi|\psi \rangle = \langle \psi^i|\psi^i \rangle
\]
so the superposition is off from normalization by the same factor that the tensor of packets is.

There is one more important observation one should keep in mind as we continue with the proofs. We need to observe that the ‘translation unitary’ is well defined. If we look at the states
\[
|\phi_1 \rangle = \frac{1}{\sqrt{\Delta_p^{\sqrt{N}}}} \sum_{\alpha,p} e^{-\frac{(\alpha p - n\alpha)^2}{2\Delta_p^4}} |p \rangle_m
\]
and
\[
|\phi_2 \rangle = \frac{1}{\sqrt{\Delta_p^{\sqrt{N}}}} \sum_{\alpha,p} e^{-\frac{(\alpha p + 1) - (N\alpha + q\beta)^2}{2\Delta_p^4}} |p \rangle_m
\]
it is not hard to see that $\langle \phi_1|\phi_2 \rangle = \langle \phi_1|\phi_2 \rangle$. These states are un-normalized, but have the same vector norm. We define $U_{\alpha\beta}$ to be the unitary that moves $|\phi_1 \rangle$ to $|\phi_2 \rangle$ and maps the all spin down vector to itself. One can then expand this unitary to be a unitary acting on the full set of states, it does not matter for us what the unitary does to the rest of the states. In most of the paper the $x_0$ will not be explicitly written. Note that $t$ can very well be a small real number, not necessarily an integer mod $N$.

A.3. Dispersion and transience

Here we will derive our dispersion bounds. The essential idea is to write our state in the momentum basis. In this basis, the ring Hamiltonian is diagonal, so the exact time evolution of the quantum state can be described and the
energy function can be Taylor expanded. The first order term will lead to translation of the packets, and the higher order terms will constitute some remainder whose effect we need to bound.

We make use of the same type of argument as the previous sections. A single packet on a single rail propagates around the chain while only picking up a (polynomially) small error, which is extended to multiple chains in the dual rail encoding.

**Theorem 6.7 (Dispersion result).** Given a single ring with nearest neighbor XY couplings

\[ H_{\text{ring}} = 2 \sum_{j=0}^{N-1} X_j X_{j+1} + Y_j Y_{j+1} \]

Let \( U_2 \) translate the the packets a distance 2\( t \) (time multiplied by the group velocity of the packet). Then if \( |\psi\rangle \) is a wavepacket centered at \( x_0 \) in x space and \( p_0 = N/4 \) in p space

\[ |\psi\rangle = \frac{1}{\sqrt{\Delta p \cdot \sqrt{N}}} \sum_{p=0}^{N-1} \sum_{\alpha=-\infty}^{\infty} e^{-i (p + \alpha_0)^2 \frac{N}{4p}} e^{-i \frac{2\pi p \alpha}{N}} |p\rangle_m \]

we have:

\[ \| (e^{-iH_{\text{ring}}t} - U_{2t}) |\psi\rangle \| = O \left( \frac{\Delta p^3}{N^3} \right). \]

**Proof.** Let \( |\psi\rangle \) be a packet centered at \( x_0 \) in x space and \( N/4 \) in p space. Time evolving, we get:

\[ e^{-iH_{\text{ring}}t} |\psi\rangle = \frac{1}{\sqrt{\Delta p \cdot \sqrt{N}}} \sum_{p=0}^{N-1} \sum_{\alpha=-\infty}^{\infty} e^{-i (p + \alpha_0)^2 \frac{N}{4p}} e^{-i \frac{2\pi p \alpha}{N}} e^{-2i \frac{2\pi p \alpha_0}{N}} |p\rangle_m. \]  

(75)

We let \( \tilde{p} = p - p_0 \) and expand the energy function around \( p_0 = N/4 \) to obtain:

\[ \cos \left[ \frac{2\pi p}{N} \right] = \frac{2\pi}{N} \tilde{p} - \left( \frac{2\pi}{N} \right)^3 \frac{1}{3!} \tilde{p}^3 + \left( \frac{2\pi}{N} \right)^5 \frac{1}{5!} \tilde{p}^5 - \cdots = \frac{2\pi}{N} \tilde{p} + R(p). \]  

(76)

The state becomes:

\[ e^{-iHt} |\psi\rangle = e^{-2i \frac{2\pi p_0}{N}} e^{-i \frac{2\pi p_0 \alpha_0}{N}} |\psi\rangle. \]

(77)

If it were not for the remainder term \( R(p) \), this would exactly be the translated state we are interested in \( |\psi_{2t}\rangle \) (up to an irrelevant global phase). Subtracting the two gives

\[ e^{-iHt} |\psi\rangle - |\psi_{2t}\rangle = \frac{1}{\sqrt{\Delta p \cdot \sqrt{N}}} \sum_{p=0}^{N-1} \sum_{\alpha=-\infty}^{\infty} e^{-i (p + \alpha_0)^2 \frac{N}{4p}} e^{-i \frac{2\pi p \alpha}{N}} (e^{-2i \frac{2\pi p_0 \alpha_0}{N}} - 1) |p\rangle_m. \]  

(78)

We want to bound the size of this state and show that it is (polynomially) small. The terms with \( |\alpha| \geq 1 \) are negligible, since they lead to exponentially small contributions.

Dropping these terms and calculating the norm of this state, we get:

\[ \left\| e^{-iHt} |\psi\rangle - |\psi_{2t}\rangle \right\|^2 = \frac{1}{\Delta p \cdot \sqrt{N}} \sum_{p=0}^{N-1} e^{-i \frac{2\pi p^2}{N}} (e^{2i \frac{2\pi p_0 \alpha_0}{N}} - 1)(e^{-2i \frac{2\pi p_0 \alpha_0}{N}} - 1). \]  

(79)

Recall that \( p_0 = N/4 \), so each term in the second sum can be bounded by \( e^{-i \frac{2\pi p^2}{4p}} \) evaluated at \( N/2 \). This combined with the fact that \( \sin (\theta)^2 \leq \theta^2 \) gives:

\[ \leq \frac{1}{\Delta p \cdot \sqrt{N}} \sum_{p=0}^{N/2} e^{-i \frac{\pi p^2}{4p}} \left[ R(p)^2 \right] + \frac{N}{2\Delta p \cdot \sqrt{N}} e^{-i \frac{\pi p^2}{4p}}. \]  

(81)

Assuming \( \Delta p = O(N^{1+\epsilon}) \) the second term can be dropped (again it is exponentially small). For the first sum, observe that \( R(p) \) is an alternating convergent series whose magnitude (term by term) is decreasing (We split up the sum \( \sum_{p=0}^{N-1} \) into two sums so that we can guarantee that the series is term by term decreasing). So it must be smaller in magnitude than its first element.
\[
\leq \frac{1}{\Delta p \sqrt{\pi}} \sum_{p=0}^{N/2} e^{-\frac{p^2}{\Delta p^2}} \left[ t \left( \frac{2\pi}{N} \right)^\frac{1}{3} \sqrt{\frac{1}{3}} \right]^2.
\]

We are summing a positive function. Applying Theorem 6.1 and dropping unimportant constants gives:

\[
\leq \frac{t^2}{\Delta p N^6} \left[ \int_{-\infty}^{\infty} e^{-\frac{p^2}{\Delta p^2}} dp + \Delta_p^6 \right] = \frac{t^2}{\Delta p N^6} \left[ \Delta_p^6 + \Delta_p^6 \right]
\]

to leading order

\[
= \frac{t^2 \Delta_p^6}{N^6}
\]

Each packet picks up a phase of \( e^{-i \Delta_p \Delta_t} \) over a time interval \( \Delta t \). In the dual rail encoding each basis state is the tensor of \( m \) packets, so every state picks up a phase of \( e^{-i \Delta_p \Delta_t} \). Overall phase does not effect measurement statistics, so this can be ignored.

The corollary that extends this result to multiple rails is a simple consequence of Theorem 6.3:

**Corollary 6.1.** Suppose that we have \( m \) rings with Hamiltonian \( H_{\text{ring}}^m \) and a tensor product \( |\psi\rangle \) of \( m \) packets all centered at some position \( x_0 \) on the rings. Suppose \( p_0 = N/4 \) for each packet and let \( U_{2t} \) be the unitary that translates all the packets a distance \( 2t \). Then we have that

\[
\| (e^{-i H_{\text{ring}}^m t} - U_{2t}) |\psi\rangle \| = O \left( \frac{mt \Delta_p^6}{N^3} \right)
\]

**Proof.** Letting \( H_j \) be the nearest neighbor Hamiltonian for the jth rail, the full Hamiltonian decomposes as \( H_{\text{ring}}^m = H_1 + \cdots + H_m \). Since \([H_i, H_j] = 0\), \( e^{-i H_i + \cdots + H_j t} = e^{-i H_j t} e^{-i H_i t} \cdots e^{-i H_k t} \). Let \( U_j \) translate ring \( j \) a distance \( 2t \) while acting as identity on the others. Then, \( U_{2t} = U_1 U_2 \cdots U_m \). If we let \( V_j = e^{-i H_j t} \) then directly applying Theorem 6.3 we have

\[
\| (e^{-i H_{\text{ring}}^m t} - U_1 U_2 \cdots U_m) |\psi\rangle \| = O \left( \frac{mt \Delta_p^6}{N^3} \right).
\]

The same kind of analysis can be applied to bound the dispersion when we have a superposition in the dual rail encoding. Suppose we have such a superposition written in the CBD: \( \sum_j c_j |\psi^j\rangle \). We are interested in bounding:

\[
\sum_j c_j (e^{-i H_{\text{ring}}^m t} - U_{2t}) |\psi^j\rangle = \sum_j c_j |\eta^j\rangle.
\]

Suppose a particular \( |\psi^j\rangle \) is supported on some fixed set of rails. Each ring Hamiltonian \( H_{\text{ring}}^j \) moves excitation to different partitions on the rail, but does not move excitations between rails. It follows that \( e^{-i H_{\text{ring}}^j t} |\psi^j\rangle \) is supported on the same set of rails as \( |\psi^j\rangle \). Clearly the same property holds for \( U_{2t} \), so we can conclude that \( \langle \eta^i | \eta^j \rangle = 0 \) when \( i \neq j \). Theorem 6.2 implies that a superposition can be bounded just as a single tensor of packets.

So, we have shown that we can move a superposition of packets around the chain, while accruing error at most \( O \left( \frac{mt \Delta_p^6}{N^3} \right) \). Notice that we could have also included a Hamiltonian which commutes with all of the rail Hamiltonians. Say we had a set of gates that were extended to the whole chain. Each of the gates would commute with the ring Hamiltonian, and, as long as they act on separate rings, they would also commute with each other. In this case the resulting time evolution would just be translation and phase added to the packets.

**A.3.1. Transient regime.** As described in the paper, we need bounds on the so called ‘transient regime’, where our packets are not well localized to any particular gate block. We can leverage the fact that the interactions are weak, so if the transient regime is small we expect to see very little effect on the packets. For this, we use a result that bounds the matrix exponential of a complex Hermitian matrix when we add another small complex Hermitian matrix to it. Suppose we have two complex matrices \( A \) and \( E \) and suppose that \( E \) is small (in operator norm). Then, the result is that \( e^{(A + E)t} \) is very nearly \( e^{At} \), up to an error of \( O(||E||t) \). We will need to define \( U_{2t}^j \).
This is simply the translation unitary, with some added phase on the relevant basis states, depending on the current gate.

Now we will prove our transient bound:

**Corollary 6.2 (Bound for transient regime).** Let $H_{\text{ring}}^m$ be the ring Hamiltonian, and let $\hat{H}$ be the gate Hamiltonians. Suppose $\Phi$ is the maximum gate strength. Then if $|\psi\rangle$ is a superposition of packets it holds that:

$$\| (e^{-iH_{\text{ring}}^m+\hat{H}t} - U^P_{\text{ring}}) |\psi\rangle \| = O \left( (mt \Phi + \frac{m \Delta^3_p}{N^3}) \right)$$

(88)

**Proof.** $H_{\text{ring}}^m$ and $\hat{H}$ map $V \rightarrow V$. Since $|\psi\rangle$ is nearly normalized, it holds up to a constant multiple that:

$$\| (e^{-iH_{\text{ring}}^m+\hat{H}t} - e^{-iH_{\text{ring}}^m t}) |\psi\rangle \| \leq \| e^{-iH_{\text{ring}}^m+\hat{H}t} - e^{-iH_{\text{ring}}^m t} \| \| V \|$$

(89)

applying Theorem 6.4 gives $\| \hat{H} \|_V \leq \Phi t e^{\hat{H}}| t \|$.

In order to evaluate $\| \hat{H} \|_V$, consider the standard basis for $V$. These are all spin configurations with exactly one excitation per every set of two rails corresponding to a qubit. $\hat{H}$ is the sum of 1-local and 2-local terms. On any particular basis state $|x\rangle \in V$, at most $m$ of these terms act on $|x\rangle$ to produce something that is nonzero.

Further, if two of these computational basis states are orthogonal before action by $\hat{H}$, they will still be orthogonal after action by $\hat{H}$. We have therefore met the conditions required to apply Theorem 6.2 (For two basis states $|x\rangle$ and $|\tilde{x}\rangle$ we have that $\langle x^* | \hat{H} | x \rangle \leq (\Phi m)^2 \xi_x^2$) and can thus conclude: $\| \hat{H} \| \leq m \Phi$.

Applying Theorem 6.4 to equation (89), up to dispersion, we can ignore the effect of the packets entering the gates up to an error of $\| \hat{H} \|_V = O(\Phi t m)$. Applying our previous result on dispersion, corollary 6.1, we get an additional error of

$$\frac{mt \Delta^3_p}{N^3} = \frac{mt}{N^{3+3d}}$$

(90)

Now we need to show that the phase we are ignoring (we are skipping over a portion of the gate with width $t$) is small. Let us write $|\psi\rangle$ in the RBD. The lost phase is on the order of at most $\Phi t m$ for each of these states, and our error vectors are orthogonal so we can apply Theorem 6.2

$$\| (e^{i\Phi t m} - 1) \| = | \sin mt \Phi | \approx mt \Phi.$$  

(91)

The lost phase is of the same order as the error calculated using Theorem 6.4. □

**A.4. Trotterization**

We will first show that a ‘far away’ Hamiltonian produces an exponentially small vector when acting on a packet:

**Theorem 6.8.** Let $|\psi\rangle$ be a superposition of packets in the dual rail encoding on $m$ rails located at some fixed position $x_0$. Let $H$ be an ‘undesirable’ Hamiltonian containing a polynomial number of interaction terms that are all at least a distance $d$ away. Suppose that $H$ is made up of gate interactions described in the paper, and that all these interactions have polynomial strength. Then, we have

$$\| H |\psi\rangle \| = O \left( \text{poly}(N) e^{-\frac{\Delta x}{3d^2}} \right).$$

(92)

**Proof.** Let $H = \sum_j H_j$. Then

$$\| H |\psi\rangle \| \leq \sum_j \| H_j |\psi\rangle \|.$$  

(93)

There are three cases to consider. $H_j$ must be from an $X$ gate ($XX + YY$ between 0 and 1 rails), a $Z$ gate ($\ll + Z$ on a particular 1 rail), or a CPHASE gate ($\ll + Z \otimes (\ll + Z)$ between 1 rails). If $H_j$ comes from an $X$ gate, say it is on the first qubit, then write the superposition in the RBD. Write the state as

$$\sum_{i \in \{0, 2^{m-1} - 1\}} c_{+,i} |+i\rangle + c_{-,i} |-i\rangle$$

(94)

where $|+, -, i\rangle$ stands for the encodings of these states into packets.

It is easy to check that $\langle +, i | H_j^\dagger H_j | -, i \rangle = 0$ so we can apply Theorem 6.2 to the states $\{H_j |+, i\}$ and bound the superposition by a bound on each basis state. We can write a basis state explicitly as

$$\left[ \frac{1}{\sqrt{\Delta x}} \sum_{\alpha,x} e^{\frac{(\alpha + x - x_0)^2}{2 \Delta x^2}} e^{\frac{\gamma x}{\Delta x^2}} \langle x | \hat{x} \rangle \right] \otimes \ldots,$$

(95)

where $|\hat{x}\rangle = |x\rangle |\text{vac}\rangle + |\text{vac}\rangle |x\rangle \sqrt{\frac{\gamma}{\Delta x^2}}$. 

---

New J. Phys. 18 (2016) 073044

K F Thompson et al
Since $|\psi^o\rangle$ is a tensor product of packets which are all nearly normalized

$$\|H_f |\psi^o\rangle\| \leq O\left(\frac{1}{\sqrt{\Delta_x N}} \sum_{a,x} e^{-\frac{(aN+x-x_0)^2}{2\Delta_x^2}} e^{2\pi i a} H_f |\vec{x}\rangle\right). \quad (96)$$

$H_f |\vec{x}\rangle$ will be 0 unless $(x-x_0) \mod N \geq d$. So, up to exponentially small contributions (dropping $|\alpha| \geq 1$), this is

$$O\left(\frac{\Phi N}{\sqrt{\Delta_x}} e^{-\frac{d^2}{2\Delta_x^2}}\right). \quad (97)$$

The same analysis applies if $H_f$ is from a Z or CPHASE gate. In the Z gate case $|\vec{x}\rangle$ is either $|x\rangle |\text{vac}\rangle$ or $|\text{vac}\rangle |x\rangle$. In the CPHASE case, (suppose the CPHASE gate is on the first two qubits), we have to write down the tensor product of two packets:

$$\left[\frac{1}{\sqrt{\Delta_x N}} \sum_{a,x} e^{-\frac{(aN+x-x_0)^2}{2\Delta_x^2}} e^{2\pi i a} |\vec{x}\rangle\right] \left[\frac{1}{\sqrt{\Delta_x N}} \sum_{a,x} e^{-\frac{(aN+x-x_0)^2}{2\Delta_x^2}} e^{2\pi i a} |\vec{x}\rangle\right], \quad (98)$$

where each $|\vec{x}\rangle$ is $|x\rangle |\text{vac}\rangle$ or $|\text{vac}\rangle |x\rangle$. Then we have that $H_f |\vec{x}\rangle |\vec{x}\rangle$ is zero unless $x_1$ or $x_2$ is at least a distance $d$ away. The resulting upper bound is the same, $O\left(\text{poly}(N) e^{-\frac{d^2}{2\Delta_x^2}}\right)$ although this time the polynomial $\sim N^2\Phi$.

Now we can proceed to our bounds based on Trotterization [32]. In the previous sections we covered how the ring Hamiltonians with some gate Hamiltonian on top can in effect propagate the packets and place a relative phase on them in some basis. We assumed that the gate Hamiltonians spanned the entire qubit ring. Clearly this is not the setup we have in mind. We want to have localized gates that implement encoded unitaries on our spin chains, and we want to send our pulses through a number of these gates to implement some quantum circuit. In this section we will show that our local gates very nearly approximate gates that span the entire chain assuming that our gates are well localized. We will break up the proof into two separate theorems.

First we will assume that the packets are localized inside a particular gate block, and that there are no other gate blocks. We will then use this result to treat the more important case, where the packets are localized inside some gate block, and we are in the process of evaluating a quantum circuit.

Suppose we have some superposition of packets located at some position $x_0$, and suppose they are localized to at least a distance $d$. We will denote the Hamiltonian corresponding only to the current local gates as the ‘current Hamiltonian’ $H_{\text{current}}$.

In the following theorem we will make the assumption that the packets remain localized to a distance $d$ for $0 \leq 2t' \leq 2t$. In the proof, we will have some undesirable interactions $H'_f$. This means that all of the interactions in $H'_f$ are at least a distance $d$ away from $x_0 + 2t'$ where $0 \leq 2t' \leq 2t$. While the packet is moving, each of the ‘bad’ interactions remains at least a distance $d$ away. Let us be more concrete for the CPHASE case, since this may be the most confusing part of the result.

Assume there are two encoded qubits, and we are implementing a CPHASE gate on them. Suppose the CPHASE gate is set up so that every point on the first 1 rail is connected to the nearest $3N^{1/3+\eta}$ points on the second 1 rail. Let the packet be localized at some point $x_0$ inside the CPHASE gate, suppose $x_0$ is at least a distance $3N^{1/3+\eta}$ for the gate entrance. The ‘closest’ missing 2-local interaction (the interaction where the farthest subsystem is closest to the packets) is the interaction between the two 1 rails that places the packets exactly in the middle (see figure 8). In this case the missing interaction could have length $3N^{1/3+\eta} + 1$, so this interaction is at least a distance $\sim 1.5N^{1/3+\eta}$.

Notice that as the packet traverses the gate, this missing interaction always stays at least a distance $\sim 1.5N^{1/3+\eta}$ from the center of the packets. Each missing interaction can be thought of in this way. Each missing interaction must be at least a distance $1.5N^{1/3+\eta}$ from the packet center at any given time. As one subsystem for the 2-local interaction draws closer, the other one moves away. In the following proof, $H'_f$ will be made up of interactions of this form.

Theorem 6.9. Suppose we have a superposition of packets $|\psi\rangle$ over $2m$ rails inside a particular gate block. Suppose that for all $2t'$ satisfying $0 \leq 2t' \leq 2t$, the translated packets are localized to at least a distance $d$ (see figure 7).

Define $H_{\text{current}}$ to be the sum of the current gate Hamiltonian and the rail Hamiltonians. Let $U_{\text{C}}^f$ translate the packets a distance $2t$, as well as add an appropriate phase given the gate. Then for a sufficiently high degree positive polynomial $n(N) = N^k$:

\[ O\left(\frac{\Phi N}{\sqrt{\Delta_x}} e^{-\frac{d^2}{2\Delta_x^2}}\right) \]
\[ \| \langle \psi | e^{i (\tilde{H}_{\text{current}} + \tilde{H}) t} | \psi \rangle \| = O \left( \frac{\text{poly}(N) e^{\frac{\alpha^2}{2N}} + \frac{mt^2 \Delta^2}{N^3} + \frac{m^2 t^4}{n}}{n} \right). \]  

**Proof.** Let \( \tilde{H} \) be the Hamiltonian obtained when the current gate Hamiltonians are extended to the whole chain. Define \( \tilde{H} \) so that \( H_{\text{current}} = H + \tilde{H} \). \( \tilde{H} \) contains negative correction terms that must be added to produce the actual dynamics (see figure 9). Assuming \( \| \tilde{H} \|_V \gg \| \tilde{H} \|_V \), if we Trotterize \( n \) times, it holds that:

\[ \| \langle \psi | e^{i (H + \tilde{H}) t} - (e^{-i \tilde{H} / n} e^{i \tilde{H} / n}) \psi \rangle \| = O \left( \frac{\tilde{t}^2 \| \tilde{H} \|_V^2 + \| \tilde{H} \|_V^2 \| \tilde{H} \|_V n}{n} \right). \]

\( H \) consists of the ring Hamiltonian, and the extended gate Hamiltonians. \( H_{\text{rings}} \) has eigenvalues \( 2 \cos \left( \frac{2\pi m}{N} \right) \), so \( \| H_{\text{rings}} \|_V \leq 2m \). If \( n \) is a large enough degree polynomial, \( e^{i |H| t / n} \rightarrow 1 \), so the above expression is:
Now we want to show that this Trotterization applies a phase and translates the packets, up to some approximation. We want to bound:

$$
\| (e^{-i\hat{H}/n} e^{-i\hat{H}/n} - U_{21}^p) \| \psi_0 \|.
$$

Let $\psi_{2r'}$ for $2t' \leq 2t$ be the same superposition, except translated and with added phase appropriate for the current gates. We need bounds on

$$
\| (e^{-i\hat{H}/n} - U_{21}^p) \| \psi_{2r'} \|.
$$

and on

$$
\| (e^{-i\hat{H}/n} - 1) \| \psi_{2r'} \|.
$$

The distinction between the momentum basis and the position basis is important here. Equation (103) is bounded using the momentum basis, and equation (104) is bounded in the position basis. Each time we switch from one to the other, we will incur some small error. However, we will only need to switch $n = \text{poly}(N)$ times, so we will only incur an exponentially small error.

First recall that we have already shown that $e^{-i\hat{H}/n}$ is exactly $U_{21}^p$ on relevant basis states, up to dispersion (by Theorem 6.7). So, we can write:

$$
\| (e^{-i\hat{H}/n} - U_{21}^p) \| \psi_{2r'} \| = O\left( \frac{mt\Delta^3}{nN^3} \right).
$$

Now we must treat the $\| (e^{-i\hat{H}/n} - 1) \| \psi_{2r'} \|$ term. Suppose that $\psi_{2r'}$ is written in the RBD:

$$
|\psi\rangle = \sum_i c_i |\psi_i\rangle.
$$

Once again we can verify that

$$
\langle \psi_i | (e^{-i\hat{H}/n} - 1) |\psi_j\rangle = 0
$$

when $i \neq j$, so we can bound the superposition with a bound on each relevant computational basis state.

So now suppose that $|\psi_{2r'}\rangle$ is a computational basis state, and that it is at least a distance $2d$ from the interactions in $\hat{H}$. Suppose also that there are $|\hat{H}| = \text{poly}(N)$ many interactions in $\hat{H}$, all with only polynomial strength. We can bound equation (104):

$$
\| (e^{-i\hat{H}/n} - 1) \| \psi_{2r'} \| = \left| \sum_{p=1}^\infty \frac{(-i\hat{H}/n)^p}{p!} |\psi_{2r'}\| \right| = \left| \sum_{p=1}^\infty \frac{(-i\hat{H}/n)^p}{p!} \right| \psi_{2r'} \|
$$

by theorem 6.8. Applying theorem 6.3 again, we get that:

$$
\| (e^{-i\hat{H}/n} e^{-i\hat{H}/n} - U_{21}^p) \| \psi_0 \| = O\left( \text{poly}(N) e^{\text{poly}(N)/\text{poly}\left(\frac{\Delta^3}{N^3}\right)} + \frac{mt\Delta^3}{N^3} \right)
$$

We will assume $n$ is a large enough polynomial in $N$ that $e^{\text{poly}(N)/\text{poly}\left(\frac{\Delta^3}{N^3}\right)}$ is small (approaching 0). The added $e^{-\frac{\Delta^3}{N^3}}$ will always bring this term to zero in the limit of large $N$. Adding in the Trotterization term

$$
\| (e^{-i\hat{H}_{\text{current}}/n} - U_{21}^p) \| \psi_0 \| = O\left( \text{poly}(N) e^{-\frac{\Delta^3}{N^3}} + \frac{mt\Delta^3}{N^3} + \frac{m^2t^2}{n} \right)
$$

We will use this result to construct the following theorem, which treats the case we are interested in.

**Theorem 6.10.** Suppose we have a superposition of packets localized inside some gate block. Suppose the packets remain localized to a distance $d$ for all $2t'$ such that $0 \leq 2t' \leq 2t$. Suppose in addition to the current gates, there are $k = O(\text{poly}(N))$ additional gates corresponding to gates before or after the current ones with Hamiltonians
$H_1, H_2, \ldots, H_k$. Then for sufficiently high degree polynomials $n(N) = N^k$ and $n'(N) = N^{k'}$:

\[ \| (e^{-i[H_{\text{Current}} + H_1 + \cdots + H_k]t} - U_{2t}^P) |\psi\rangle \| = O\left(poly(N)e^{\frac{3\Delta_p^3}{N^3}} + \frac{mt\Delta_p^3}{N^3} + \frac{m^2t^2}{nm'} + t^m m^2 t^2 \right) \]

Proof. Note that the extra gate Hamiltonians commute with each other, since they act on different subsystems. So, just like last time, assuming that $\|H_{\text{Current}}\| \geq k\|H_j\|$, it holds that:

\[ \| (e^{-i[H_{\text{Current}} + H_1 + \cdots + H_k]t} - (e^{-i[H_{\text{Current}}/n'] - i[H_t/\mu]t} - e^{-i[H_t/\mu]t} \cdots e^{-i[H_t/\mu]t} |\psi\rangle) \| \]

which can be seen by writing out the matrix exponentials and bounding terms of second order in $t/n'$

\[ \|H_{\text{Current}}\| \]

is at most $2m$, so this term is $O\left(poly(N)e^{\frac{3\Delta_p^3}{N^3}} + \frac{mt\Delta_p^3}{N^3} + \frac{m^2t^2}{nm'} + t^m m^2 t^2 \right)$. We will eventually choose $mt/n' \rightarrow 0$ so this can be written as $O\left(poly(N)e^{\frac{3\Delta_p^3}{N^3}} + \frac{mt\Delta_p^3}{N^3} + \frac{m^2t^2}{nm'} + t^m m^2 t^2 \right)$.

Now we want to show that these extra gate Hamiltonians can be ignored. We want to bound the difference:

\[ \| (e^{-i[H_{\text{Current}}/n'] - i[H_t/\mu]t} - U_{2t}^P |\psi\rangle \| \]

which can be written as:

\[ \| (e^{-i[H_{\text{Current}}/n'] - i[H_t/\mu]t} - \cdots - U_{2t}^P |\psi\rangle \| \]

From Theorem 6.9, we know that:

\[ \| (e^{-i[H_{\text{Current}}/n'] - U_{2t}^P |\psi\rangle \| = O\left(poly(N)e^{\frac{3\Delta_p^3}{N^3}} + \frac{mt\Delta_p^3}{N^3} + \frac{m^2t^2}{nm'} + t^m m^2 t^2 \right) \]

and just like in the proof of Theorem 6.9:

\[ \| (e^{-i[H_t/\mu]t} - \| |\psi\rangle \| \leq \frac{\|H_j\| \| |\psi\rangle \|}{\|H_j\|} (e^{\|H_j\| \|t/n'\| - 1}) \]

Assuming $n$ and $n'$ are large enough

\[ \| (e^{-i[H_t/\mu]t} - \| |\psi\rangle \| = O\left(poly(N)e^{\frac{3\Delta_p^3}{N^3}} + \frac{mt\Delta_p^3}{N^3} + \frac{m^2t^2}{nm'} + t^m m^2 t^2 \right) \]

Applying Theorem 6.3,

\[ \| (e^{-i[H_t/\mu]t} - e^{-i[H_t/\mu]t} \cdots e^{-i[H_t/\mu]t} - U_{2t}^P |\psi\rangle \| = O\left(poly(N)e^{\frac{3\Delta_p^3}{N^3}} + \frac{mt\Delta_p^3}{N^3} + \frac{m^2t^2}{nm'} + t^m m^2 t^2 \right) \]

which then implies:

\[ \| (e^{-i[H_t/\mu]t} - U_{2t}^P |\psi\rangle \| = O\left(poly(N)e^{\frac{3\Delta_p^3}{N^3}} + \frac{mt\Delta_p^3}{N^3} + \frac{m^2t^2}{nm'} + t^m m^2 t^2 \right) \]

\[ \square \]

A.5. Big picture

For clarity, we will include a note here on how exactly one would use these Trotter Theorems to derive our error bounds. Suppose we have a quantum circuit with $g$ gate blocks on $m$ qubits. Suppose our quantum circuit is designed to act on input $|0\rangle^{\otimes m}$, and let $U$ denote the circuit unitary. Construct a spin network as described in the body of the paper to simulate this quantum circuit on a set of spin chains. Let us say that each gate block has the
same size on our spin rings (we can always make the interaction strength weaker if need be). Denote the Hamiltonian for this spin network $H$, and let $T$ be the total time required for our packets to translate through the gate blocks, assuming they travel at the the group velocity.

Further, let $|\tilde{\psi}_0\rangle$ be the quantum state corresponding to Gaussian packets initialized just outside the gate blocks centered on momentum $N/4$ heading toward the gate blocks. Lastly, let $U_{\text{circuit}}$ be the encoded circuit unitary. $U_{\text{circuit}}$ sends $|\tilde{\psi}_0\rangle$ to the packet encoding of $U |0\rangle^{\otimes m}$, placed after all the gates.

Our end goal is to show that

$$\text{Error} = \| (e^{-iT_H} - U_{\text{circuit}}) |\tilde{\psi}_0\rangle \|$$

is small. First, we must replace $|\tilde{\psi}_0\rangle$ by the slightly unnormalized set of packets used in our proofs. Let $|\psi_0\rangle$ be such an unnormalized state. We have:

$$\| (e^{-iT_H} - U_{\text{circuit}})(|\tilde{\psi}_0\rangle + |\psi_0\rangle - |\psi_0\rangle) \| \leq \| (e^{-iT_H} - U_{\text{circuit}}) |\psi_0\rangle \| + \| |\tilde{\psi}_0\rangle - |\psi_0\rangle \|$$

$$= \| (e^{-iT_H} - U_{\text{circuit}}) |\psi_0\rangle \| + O \left( \frac{m}{\Lambda_p} \right).$$

(124)

Our strategy is to break up $e^{iT_H}$ and $U_{\text{circuit}}$ into small pieces and apply Theorem 6.3. Suppose that it takes $t_1$ for the packets to translate through the first block, $t_2$ for the packets to translate through the second block, etc. Let us break up $U_{\text{circuit}}$ into $U_0 U_{g-1} \ldots U_1$, where each $U_i$ translates the packets from the beginning of gate block $i$ to the end of gate block $i$ as well as applies an appropriate phase. More precisely, let us say that each $U_i$ translates the packets so that they are centered on the first interactions for the next block. Equation (123) can then be written as

$$\| (e^{-iT_H} e^{-iT_{g-1}} e^{-iT_{g-2}} \ldots e^{-iT_{0}} - U_0 U_{g-1} \ldots U_1) |\psi_0\rangle \| \leq \sum_{j=1}^{k} \| (e^{-iT_{j}} - U_j) \prod_{k=1}^{j} U_k |\psi_0\rangle \| .$$

(125)

We can break up $U_i$ further into two transient regions and the interior region, and break up $t_j$ into three different times accordingly

$$= \sum_{j=1}^{k} \| (e^{-iT_{j}^{\text{trans}}} e^{-iT_{j}^{\text{int}}} e^{-iT_{j}^{\text{trans}} - U_j^{\text{trans}} U_j^{\text{int}} U_j^{\text{trans}}}) \prod_{k=1}^{j} U_k |\psi_0\rangle \| .$$

(126)

Now we can leverage Theorem 6.3 to upper bound this quantity further:

$$\leq \sum_{j=1}^{k} \| (e^{-iT_{j}^{\text{trans}}} - U_j^{\text{trans}} U_j^{\text{int}} U_j^{\text{trans}}) \prod_{k=1}^{j} U_k |\psi_0\rangle \| + \| (e^{-iT_{j}^{\text{trans}}} - U_j^{\text{trans}}) \prod_{k=1}^{j} U_k |\psi_0\rangle \| + \| (e^{-iT_{j}^{\text{trans}}} - U_j^{\text{trans}}) \prod_{k=1}^{j} U_k |\psi_0\rangle \| .$$

(127)

The first and third terms are similar, so they are taken care of in the same way using the transient bound. Define $V_j^{\text{trans}}$ to be the translation operator without the added phase from the gate. The third term, for instance, can be written as

$$\| (e^{-iT_{j}^{\text{trans}}} - U_j^{\text{trans}} + V_j^{\text{trans}} - V_j^{\text{trans}}) \prod_{k=1}^{j} U_k |\psi_0\rangle \|$$

(128)

$$\leq \| (e^{-iT_{j}^{\text{trans}}} - V_j^{\text{trans}}) \prod_{k=1}^{j} |\psi_0\rangle \| + \| (V_j^{\text{trans}} - U_j^{\text{trans}}) \prod_{k=1}^{j} U_k |\psi_0\rangle \|. $$

(129)

The first term is exactly our transient bound and the second term is the ‘lost phase’ (see the proof of the transient bound), both of which have the same order.

The second term is exactly the Trotter Theorem. We let $H = H_1 + H_2$ and rewrite the second term in equation (128) as:

$$\| (e^{-iT_{j}^{\text{trans}}} e^{-iT_{j}^{\text{int}}} e^{-iT_{j}^{\text{trans}}} - e^{-iT_{j}^{\text{trans}}} e^{-iT_{j}^{\text{int}}} e^{-iT_{j}^{\text{trans}}} + e^{-iT_{j}^{\text{trans}}} - U_j^{\text{trans}}) \prod_{k=1}^{j} U_k |\psi_0\rangle \|$$

(130)

$$\leq \| (e^{-iT_{j}^{\text{trans}}} e^{-iT_{j}^{\text{int}}} e^{-iT_{j}^{\text{trans}}} - e^{-iT_{j}^{\text{trans}}}) \| + \| (e^{-iT_{j}^{\text{trans}}} e^{-iT_{j}^{\text{int}}} e^{-iT_{j}^{\text{trans}}} - U_j^{\text{trans}}) \prod_{k=1}^{j} U_k |\psi_0\rangle \|. $$

(131)

The first term is bounded using the standard Trotter type bound, the second term is bounded using Theorem 6.3 and the fact that the ‘bad’ interactions are far away from the packets at every point in time.
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