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Abstract—Deep learning-based object pose estimators are often unreliable and overconfident especially when the input image is outside the training domain, for instance, with sim2real transfer. Efficient and robust uncertainty quantification (UQ) in pose estimators is critically needed in many robotic tasks. In this work, we propose a simple, efficient, and plug-and-play UQ method for 6-DoF object pose estimation. We ensemble 2-3 pre-trained models with different neural network architectures and/or training data sources, and compute their average pairwise disagreement against one another to obtain the uncertainty quantification. We propose four disagreement metrics, including a learned metric, and show that the average distance (ADD) is the best learning-free metric and it is only slightly worse than the learned metric, which requires labeled target data. Our method has several advantages compared to the prior art: 1) our method does not require any modification of the training process or the model inputs; and 2) it needs only one forward pass for each model. We evaluate the proposed UQ method on three tasks where our uncertainty quantification yields much stronger correlations with pose estimation errors than the baselines. Moreover, in a real robot grasping task, our method increases the grasping success rate from 35% to 90%. Video and code are available at https://sites.google.com/view/fastuq.

I. INTRODUCTION

Robust and efficient estimation of object poses is a fundamental robot perception task that enables robots to make autonomous decisions in unstructured environments. Recent advances in deep learning-based machine perception have substantially improved the accuracies of pose estimation from real-world sensory data [2-6]. The estimated 6-DoF object pose, represented by the translation and rotation in SE(3), serves as a compact and informative state representation for a variety of downstream tasks, such as robot grasping and manipulation [7], human-robot interactions [8], online camera calibration [9], and tele-presence robot control [10].

While these deep learning-based pose estimation models have attained remarkable performance, their applicability in mission-critical robotic tasks is hindered by their brittleness in dealing with inputs that are outside the training domain [11] or with perturbations in the visual observations [12]. These issues are especially relevant in pose estimation with sim2real transfer [2] [13] [14], where deep-learning models trained on synthetic data tend to be often wrong but overconfident on real data. To enhance the reliability of deep pose estimation models in risk-sensitive domains, it is critical to endow these models with the capability of accurately assessing the uncertainty of their own predictions and identifying failure cases automatically.
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Fig. 1. (a) Illustration and examples of using an ensemble of heterogeneous models for uncertainty quantification. We calculate the average disagreement of K pose predictions from K different estimators as an estimation of uncertainty. The examples show the Milk object results of two images in the real-world HOPE dataset (b). (b-c) Milk object examples in the synthetic ViSi (b) and NDDS (c) training datasets.

Uncertainty quantification (UQ) in robotics has been a long-standing research topic for many decades [15] due to the strict safety and reliability requirements of real-world systems. UQ can take on different meanings in robotic applications. 1) UQ can be in the form of a probabilistic distribution of possible outcomes on a prediction. 2) Alternatively, UQ can be a deterministic confidence measure of a specific prediction. In this work, we study the latter case, i.e., we focus on a deterministic approximation of the quality of a certain pose prediction (see the formal problem statement in Section III-A). We refer to this type of UQ as predictive uncertainty. The predictive uncertainty is easier to estimate and use than the distribution of possible outcomes, since it is a scalar quantity and it directly reflects the risk of a certain pose estimation.

For the first type, Deng et al. estimated the distributions of possible poses for different objects, such as objects with symmetries, using particle filters [15]. Lee et al. (our baseline) also estimated the distributions of pose estimations by sampling the belief maps of the neural network output [17]. Such distributions can be embedded with other modules such as exploration in reinforcement learning [17].
second type, one example is [2] (our baseline), where a trained deep object pose estimation model directly outputs a confidence score via keypoint belief maps. However, both the distribution estimation [17] and the confidence estimation [2] are not necessarily trustworthy and there is often a mismatch with the true uncertainty, as demonstrated in this paper.

Our goal is to develop a robust and computationally efficient method for quantifying the uncertainty of 6-DoF pose predictions from deep object pose estimation models. This is a challenging task from several directions. First, the predictive uncertainty is difficult to evaluate, since the ground truth for such measurements is non-existent. It thus requires us to develop a practical metric to quantify the uncertainty estimates. Second, deep pose estimation models are typically trained on synthetically rendered data [2] [13], due to the prohibitive costs of annotating 3D bounding boxes on a large set of real images. This sim2real gap requires the UQ method to robustly handle the discrepancies between the simulated data and real images and to make reliable estimates of predictive uncertainty across the two domains.

Contributions. We develop a simple, efficient, and plug-and-play technique for estimating predictive uncertainty using an ensemble of 2-3 pre-trained models with different architectures and/or training data sources, see Figure 1(a). Unlike prior approaches [12] [18] [19], our method does not require any modification of the training process or the model input, and our method only takes one forward pass for each model at inference time. Thus, we can readily integrate our UQ method with off-the-shelf deep pose estimation methods [2]. Our method uses only a few (2-3) deep pose estimators, computes their average pairwise disagreement to estimate the predictive uncertainty. We propose four metrics for computing the disagreement: translation, rotation, average distance (ADD) and a learned metric. We use the Spearman’s rank correlation coefficient to choose the best disagreement metric for predictive uncertainty. This is the first time, to the best of our knowledge, that such a correlation measure is used to quantify the extent to which the predictive uncertainty is consistent with the true uncertainty.

In our experiments, we evaluate the proposed UQ method on three tasks. In the first task, we evaluate the correlation between the estimated predictive uncertainties and pose estimation errors on the HOPE dataset [1]. Our UQ method has much stronger Spearman’s correlations than the baselines. Using the Spearman’s correlation, we find that ADD is the best data-free disagreement metric and that it is only slightly worse than the learned metric, which requires labeled target data. In the second task, we apply the proposed UQ to a camera perspective selection task. We evaluate the performance on a synthetic dataset generated by a photorealistic renderer ViSII [20]. The most confident camera perspectives selected by our method lead to a 30–40% reduction of pose estimation errors over the baselines. Finally, we demonstrate that our UQ method trained only on simulated data can guide a real robot to select the best point of view to robustly grasp objects. Our method dramatically improves the grasping success rate from 25% (by baseline [2]) or 35% (by [17]) to 90%.

II. RELATED WORK

A. Object Pose Estimation

The problem of object pose estimation is vibrant within the robotics and computer vision communities [2] [3] [21] [27]. Recent leading methods rely on an approach similar to the one used in our work: A network is trained to predict object keypoints in the 2D image, followed by PnP [28] to estimate the pose of the object in the camera coordinate frame [2] [5] [24] [25] [27] [29]. Other methods have regressed directly to the pose [3] [26], but these methods bake the camera intrinsics into the learned weights, although geometric post-processing can address this limitation [26]. In a related strand, researchers have used keypoint detection for human pose estimation [30] [34]. Nevertheless, in robotics applications, it is not uncommon for objects to be detected via fiducial markers [35] [37]. Closely related to our work, Deng et al. [16] used a particle filter-based approach to predicting the distribution of possible object poses. In contrast, our work studies pose estimators with deterministic predictions, and we quantify and validate their uncertainty.

B. Uncertainty Quantification (UQ)

Several methods have been proposed to quantify uncertainty in deep learning models. A relatively simple method is to directly use the output confidence of the trained model [2]. However, this has been shown to have limited robustness [38], and often yielding overconfident estimates in our experiments. A more principled approach is to adopt Bayesian principles [39] and posterior inference approximations such as the dropout approximation [18], variational inference [40], and Markov chain Monte Carlo [19]. In general, Bayesian approaches require the specification of prior distributions over model parameters and are more computationally expensive. In contrast, alternative sampling approaches [12] can estimate uncertainty without changing the network training process by adopting a frequentist strategy. However, it requires multiple forward passes and significantly increases the computational cost during inference. Ensemble methods [41], on the other hand, are much easier to run at inference time with modern parallel computational resources. However, they still require modifications in the training procedure and the members in the ensemble need to have the same architecture. To the best of our knowledge, ensemble-based UQ has not been previously explored in context of object pose estimation. We leverage this idea but consider a much simpler class of ensembles through disagreement metrics.

III. PROBLEM STATEMENT AND METHOD

We first define the 6-DoF pose estimation problem and the uncertainty quantification (UQ) problem. We also introduce the metrics used for UQ. Then we introduce our ensemble-based method in Sections III-B and III-C, as depicted in Figure 1(a). Section III-B formulates our ensemble method with a general disagreement metric, and Section III-C focused on a special case where the metric is learned.
A. Problem Statement and Metrics

1) 6-DoF pose estimation and ADD: In the 6-DoF pose estimation task, the pose estimator $g$ takes an image $x$ as the input, and outputs a deterministic pose prediction $p = g(x)$ in $SE(3)$ — rotation and translation. We focus on model-based pose estimation of known objects, where each object has a separate trained pose estimator. Suppose the ground truth pose is given by $\bar{p}$. We measure the error of the pose estimation $p$ by the average distance (ADD) $d_{p,\bar{p}}$ between poses $p$ and $\bar{p}$, which is denoted by $ADD(p, \bar{p}, X)$:

$$ADD(p, \bar{p}, X) = \frac{1}{|\mathcal{X}|} \sum_{i \in \mathcal{X}} \| (p \text{rt} + \text{pr}) - (\bar{p} \text{rt} + \bar{\text{pr}}) \|_2$$

where $\mathcal{X}$ is the object point cloud (for simplicity we will omit this from notation), $p_{\text{rt}}$ and $p_{\text{pr}}$ refer to the pose rotation and translation respectively. In other words, for a specific object, $ADD(p, \bar{p})$ is defined by the average 3D Euclidean distance between this object’s two point clouds, corresponding to poses $p$ and $\bar{p}$.

2) Uncertainty quantification and correlation analysis: For a pose estimator $g$, performance may vary with respect to different input images $x$. Intuitively, an ideal uncertainty measurement would yield a high confidence (low uncertainty) for accurate pose predictions, and a low confidence (high uncertainty) for inaccurate predictions, such that we can trust $g$ in the scenarios when it performs well. For this reason, we aim to design a measurement $d$ that has a high correlation with the performance metric $ADD(p, \bar{p})$. The value of $d$ is treated as a UQ. This task is inherently challenging because the ground truth pose $\bar{p}$ is unknown and $x$ is in the target domain, which may have a large gap to the training data (see Figure 1 for examples).

To understand how well a measurement $d$ characterizes the true pose estimation error $ADD(p, \bar{p})$, we analyze the correlation between $d$ and the underlying pose estimation errors. The goal is to have a strong positive correlation between them. In particular, suppose that there are $N$ images $\{x^{(1)}, \ldots, x^{(N)}\}$ with pose predictions $\{p^{(1)} = g(x^{(1)}), \ldots, p^{(N)} = g(x^{(N)})\}$ and their ground truth poses $\{\bar{p}^{(1)}, \ldots, \bar{p}^{(N)}\}$. We also compute the ADD errors of these predictions $\{ADD(p^{(1)}, \bar{p}^{(1)}), \ldots, ADD(p^{(N)}, \bar{p}^{(N)})\}$ and the uncertainty quantification $\{d^{(1)}, \ldots, d^{(N)}\}$. We use the Spearman’s rank correlation coefficient between $\{ADD(p^{(1)}, \bar{p}^{(1)}), \ldots, ADD(p^{(N)}, \bar{p}^{(N)})\}$ and $\{d^{(1)}, \ldots, d^{(N)}\}$ as our metric to evaluate $d$. The Spearman’s rank correlation coefficient is a nonparametric measure of rank correlation, i.e., statistical dependence between the rankings of two variables. It assesses how well the relationship between two variables can be described using a monotonic function. Compared to the classic Pearson correlation, the Spearman’s rank correlation supports any nonlinear dependence and it is also more robust.

In summary, the Spearman’s rank metric is a scalar from $-1$ to $1$, and reflects the dependence of the pose estimation error $ADD(p, \bar{p})$ on the UQ $d$. In particular, a larger correlation coefficient suggests $d$ is a better uncertainty measurement, in the sense that a larger $d$ corresponds to a larger pose estimation error with higher chance.

B. Heterogeneous Ensemble for Uncertainty Quantification

Our ensemble method simultaneously infers the same image $x$ using $K$ different pose estimation models $g_1, \ldots, g_K$, as shown in Figure 1(a). Our method makes no assumption to these $K$ pose estimators. They are potentially heterogeneous in terms of model architecture and training data (see Section IV). These $K$ models have $K$ different pose estimations: $\{p_1 = g_1(x), \ldots, p_K = g_K(x)\}$. With these $K$ poses, we propose the following average disagreement based on the metric $f$:

$$d_f = \frac{1}{\binom{K}{2}} \sum_{1 \leq i < j \leq K} f(p_i, p_j)$$

where $f(p_i, p_j)$ is some distance metric between two poses $p_i$ and $p_j$, e.g., we can define $f(p_i, p_j) = ADD(p_i, p_j)$.

In other words, $d_f$ represents the average disagreement of these $K$ different models against each other on a certain image input $x$. We use $d_f$ as an uncertainty quantification of these $K$ models on this image. The higher $d_f$ is, the more uncertain these $K$ models are about this image. For example, as shown in Figure 1(a), we use three models (NDDS DOPE, NDDS DOPE full, and ViSII DOPE) to detect the Milk object, and get three different poses represented by three bounding boxes with different colors. In the first example (left in Figure 1(a), these three models disagree with each other much more than the second example (right in Figure 1(a), which implies these three models are much more uncertain about the first example.

The disagreement metric $f$ plays an important role in $d_f$. We examine two properties of different choices of $f$: object-variance and model-variance. Object-variance allows flexibility across different objects, e.g., Milk and Ketchup may use different disagreement metrics. Model-variance allows flexibility across different pose estimators, e.g., NDDS DOPE and ViSII DOPE may use different disagreement metrics. We consider four types of disagreement metrics $f$ with different properties (see a summary in Table I):

- **Translational disagreement** computes the translation error between $p_i$ and $p_j$ and ignores the rotation. It is an object-invariant and model-invariant disagreement, as the translation between $p_i$ and $p_j$ does not depend on object and model types.
- **Rotational disagreement** computes the rotation error between $p_i$ and $p_j$ and ignores the translation. It is also an object-invariant and model-invariant disagreement.
- **ADD disagreement** directly uses the $ADD(p_i, p_j)$ metric as $f(p_i, p_j)$. It is object-variant but model-invariant, as computing the ADD metric requires the object 3D geometry, but does not depend on the pose estimator. Empirically, we find that ADD disagreement is much better than translational/rotational disagreement.
- **Learned disagreement** is a data-driven disagreement. In this case, we need a dataset of labeled images in the target domain to train $f(p_i, p_j)$, which is represented...
by a neural network (see Section III-C for details). Note that we can train different \( f \) for different pose estimators and objects, so this disagreement allows full flexibility across objects and models, \( i.e., \) it is object-variant and model-variant.

### TABLE I

| Types of Disagreement | Translational | Rotational | ADD | Learned |
|-----------------------|---------------|------------|-----|---------|
| Object-Variant        | No            | No         | Yes | Yes     |
| Model-Variant         | No            | No         | No  | Yes     |
| Require Target Data   | No            | No         | No  | Yes     |

### C. Learned Disagreement Metric for Ensemble

Differently from the translational/rotational/ADD disagreement metrics, the learned disagreement metric is data driven and needs labeled data in the target domain. The idea of learning to combine different models is inspired by model stacking in statistics \( [45] \), where the goal is to boost the performance of an ensemble of heterogeneous models by learning a combination of their outputs in the target domain. In particular, for a certain object in the target domain we are given images \( \{ x^{(1)}, \ldots, x^{(M)} \} \) with pose supervision \( \{ \tilde{p}^{(1)}, \ldots, \tilde{p}^{(M)} \} \). With \( K \) models/pose estimators \( g_1, \ldots, g_K \) in the ensemble, we have their pose predictions on each image in \( \{ x^{(1)}, \ldots, x^{(M)} \} \):

\[
\begin{align*}
\{ p_1^{(m)} = g_1(p^{(m)}), \ldots, p_K^{(m)} = g_K(p^{(m)}) \}^{M}_{m=1}
\end{align*}
\]

For model \( g_k \) we also compute its ADD errors:

\[
\begin{align*}
\{ \text{ADD}(p_k^{(m)}, \tilde{p}^{(m)}) \}^{M}_{m=1}
\end{align*}
\]

With these \( K \) models’ predictions and the ADD errors of the model \( g_k \), our goal is to minimize the following loss function with respect to the disagreement metric \( f_k \):

\[
\min_{f_k \in \mathcal{F}} \sum_{m=1}^{M} \sum_{1 \leq i < j \leq K} f_k(p_{i}^{(m)}, p_{j}^{(m)}) - \text{ADD}(p_{k}^{(m)}, \tilde{p}^{(m)})^2
\]

where \( \mathcal{F} \) is the function class. Equation 2 finds the optimal disagreement metric \( f_k^* \) for the pose estimator \( g_k \), given \( M \) labeled data in the target domain. Note that different pose estimators may have different optimal disagreement metrics, \( i.e., \) \( f_k^* \) depends on \( k \) and the learned disagreement is model-variant (see the definition in Section III-B). In practice, we use a simple feed-forward neural network to represent \( f_k \) and stochastic gradient descend is used to optimize the loss function in Equation 2. Empirically, we find that training with \( \{ x^{(1)}, \ldots, x^{(M)} \} \) learns a disagreement metric that can generalize to other images in the target domain, and that it outperforms all other model-invariant and learning-free disagreements (translational/rotational/ADD).

### IV. Implementation Details

For UQ, our ensemble method uses multiple pose estimators from possibly different biases, \( e.g., \) different training datasets. We use the newly available real-world HOPE dataset \( [1] \) (see Figure 1a for examples), which consists of 28 grocery toy items with associated 3D models. It has 238 unique images with 914 unique object poses for evaluation, and the dataset does not provide any training images. For each object presented in the HOPE dataset, we generated different sets of 60,000 images, which uses visual domain randomization \( [44] \) to bridge the reality gap. We generated two different datasets from two different synthetic data generators available online, NDDS \( [45] \) (see Figure 1c for one example) and ViSI \( [20] \) (see Figure 1b). The former one uses rasterization whereas the latter one uses ray-tracing. We trained the open-source pose estimator DOPE \( [2] \) on both datasets as well as a modified DOPE architecture on NDDS only.

The DOPE pose estimator first finds the projected cuboid keypoints in the image frame, and using the known size of the object and the camera intrinsics it regresses to the object pose using PrnP \( [46] \). The keypoints are represented as heatmaps, more precisely, nine heatmaps for the cuboid vertex and its centroid. A greedy algorithm finds the keypoint positions in the original image. For each model we report the area under the curve (AUC) for ADD threshold curves at 10 cm for all objects in the HOPE dataset. In this work we use the following models:

- **NDDS DOPE model.** We directly use the model architecture in \( [2] \) and train all 28 models on NDDS synthetic data with domain randomization. This model achieves an AUC of 0.37.
- **NDDS DOPE full model.** Inspired by previous work \( [9] \), we use the auto-encoder architecture that has more capacity than the original DOPE model architecture. This model achieves an AUC of 0.45.
- **ViSIIO DOPE model.** This model has the same architecture to the NDDS DOPE model, but is trained on ViSI synthetic data. This model achieves an AUC of 0.37.

We compare the ensemble method against two baselines. Both baselines are based on the internal UQ of a single neural network model, \( i.e., \) these two baselines do not leverage information from multiple models. The baselines include:

- **Neural network confidence score (Confidence).** Along with the predicted 6-DoF pose, the DOPE model \( [2] \) also gives a confidence score to each pose estimation. In particular, this confidence score reflects the confidence level of the centroid of the detected object, \( e.g., \) the height of the peak on the centroid’s heatmap.
- **Randomly sampling belief maps (GUAPO).** This baseline \( [17] \) augments the peak estimation algorithm in DOPE by fitting a 2D Gaussian around each found peak. GUAPO then runs PrnP algorithm on \( T \) sets of keypoints, where each set of keypoint is constructed by sampling from all the 2D Gaussians. This provides \( T \) possible poses of the object consistent with the detection algorithm, and the variance of these \( T \) possible poses (standard deviation) represents the uncertainty.
V. Experiments

We evaluate the capabilities of our uncertainty quantification (UQ) approach with respect to the problem of 6-DoF pose estimation of known objects. In other words, we want to evaluate how likely a 3D position and orientation prediction is correct, and to that end, we seek to answer the following questions throughout the experiments: 1) How does our method compare to different ways to quantify uncertainty? 2) Can our method be used to ensure higher success-rate for grasping objects with a real-world manipulator?

A. Correlation Analysis

We evaluate our proposed method using the correlation between UQ values and the predicted pose errors against ground truth (see the Spearman’s rank correlation coefficient in Section III-A). This evaluation is conducted on the real-world HOPE dataset [1]. Please note that all our pose estimation models are only trained on synthetic data (either NDDS or ViSII). In particular, for each object in the 28 HOPE set, we collected all images in the HOPE dataset [1] that do not contain multiple instances of the same object. We first explore which disagreement metric $f$ in eq. (1) offers the best correlation, and we explore the impact of different architectures/training data when using ensemble for UQ.

1) Disagreement metric selection: We evaluate six UQ methods: our ensemble-based method with four types of disagreement (ADD, rotation, translation, learned) as described in Section III-B and the two baselines presented in Section IV. For the ensemble methods we use two heterogeneous models with different architectures (NDDS DOPE and NDDS DOPE full) in the ensemble.

For the learned disagreement, we train two neural networks on $1/3$ of the HOPE dataset for each object to learn the disagreement metrics $f$ for both NDDS DOPE and NDDS DOPE full (see Section III-C). We use four-layer multilayer perceptrons with ReLU activations to parameterize the disagreement metric, where the input dimension is 14 (two poses represented by quaternions and 3D vectors) and the output is a scalar (disagreement between two poses). The other five methods do not need labeled data.

Table III shows the correlation coefficients for the six UQ methods. The first/second column shows the result for NDDS DOPE/NDDS DOPE full. From this experiment we see that 1) ensemble methods with all four disagreements perform better than baselines, except for an outlier from the rotational disagreement; 2) the learned disagreement achieves the best correlations because it is trained on the target domain and it is both object-variant and model-variant, i.e., different objects and models may learn diverse disagreements accordingly; and 3) ensemble with ADD disagreement yields the best results in all data-free methods, and is only slightly worse than the learned disagreement ensemble method.

2) Architecture and training data: The second set of experiments considers the influence of heterogeneity from training data/architectures, and Table III shows the results. Note that the ViSII DOPE model is trained on the ViSII synthetic data, but the NDDS DOPE and NDDS DOPE full models are trained on the NDDS synthetic data. Here we focus on the performance of the ADD disagreement ensemble with three different ensemble combinations: (ViSII DOPE, NDDS DOPE), (ViSII DOPE, NDDS DOPE full), and (ViSII DOPE, NDDS DOPE, NDDS DOPE full). More precisely, we evaluate two baselines and ADD disagreement ensemble with these three combinations, as their correlation with respect to the ViSII DOPE model.

Table III shows the results on this experiment. We find that 1) all the ensemble combinations have much stronger correlations than the baselines; 2) the three-model ensemble is slightly worse than two-model ensembles, which implies adding more models in the ensemble does not necessarily improve UQ; and 3) compared with Table III, ViSII DOPE achieves better correlations than NDDS DOPE and NDDS DOPE full. In particular, the baseline method GUAPPO for ViSII DOPE already outperforms ensemble methods for NDDS DOPE or NDDS DOPE full in Table III which implies it is easier to quantify uncertainty for the ViSII [20] (based on ray-tracing) trained model than the NDDS [44] (based on rasterization) trained models, possibly due to realistic light modelling from ray-tracing [20].

B. Application I: Camera Perspective Selection

The estimate uncertainty can inform an active perception agent to explore an environment and select the most confident observation for decision making. In the context of pose estimation, visual observations from different camera perspectives may result in object occlusions and other environmental
Forgoing the use of the ADD error of the greedy choice by 30–40% compared to baselines, and the variance is also significantly reduced.

We evaluate on four objects (Ketchup, BBQ Sauce, Mayo, and Butter) of diverse shapes/colors/textures, and attempt 5 trials for each object and each method. For a fair comparison, we evaluate all three methods in the same environment setting for each trial. A summary of results is shown in Table V suggesting that our method significantly outperforms the two baselines. Figure 3(b-c) shows a Ketchup example of view selection and grasping from our method, which leads to a successful grasping. Figure 3(c) shows the result from GUAPO under the same environment, where GUAPO is overconfident about a non-Ketchup pose estimation.

VI. Conclusions

We develop a simple, efficient, and plug-and-play method for quantifying the predictive uncertainty of 6-DoF pose estimators. Our method uses an ensemble of two or more

TABLE III

| VISII DOPE | NDDS DOPE full |
|------------|----------------|
| Confidence | 0.38 ± 0.16    |
| GUAPO [17] | 0.55 ± 0.15    |
| ADD (VisII DOPE, NDDS DOPE) | 0.67 ± 0.14 |
| ADD (VisII DOPE, NDDS DOPE full) | 0.68 ± 0.14 |
| ADD (All three models) | 0.62 ± 0.14 |

TABLE IV

| Confidence | ADD View Selection | Stable Grasp | Failure |
|------------|--------------------|--------------|---------|
| ADD (Ours) | 4.9 ± 6.5          | 5.6 ± 6.9    | 5.1 ± 5.9 |
| Oracle     | 3.5 ± 4.2          | 3.1 ± 3.6    | 1.0 ± 1.2 |
|            |                    | 1.2 ± 1.4    |         |

TABLE V

|              | Confidence | GUAPO [17] | ADD (Ours) |
|--------------|------------|------------|------------|
| Stable Grasp | 35%        | 25%        | 90%        |
| Unstable Grasp | 10%        | 25%        | 10%        |
| Failure      | 55%        | 50%        | 0%         |

C. Application II: Real-World Robotic Grasping

To examine the utility of UQ of our proposed ensemble method for downstream tasks in the real world, we use an uncertainty-guided robotic grasping task to demonstrate its improvement over the baselines. We use a 7-DoF robotic arm, Franka Emika Panda, for our grasping task, see Figure 3(a). Similar to the experiments on VisII synthetic data, we first control the robot to observe six images of the workspace with a clutter of objects from different perspectives, and we use the UQ value to select the most confident point of view. We command the robot to grasp the target object using the pose estimation from this point of view, see Figure 3(b-c). After robot execution, we evaluate if the grasp is a stable grasp, unstable grasp, or a complete failure. Unstable grasp corresponds to the cases where the gripper successfully makes contact with the object, but it slipped away. For failure cases, the gripper fails to touch the target object at all. We use the NDDS DOPE model as our pose estimator, and we use the average ADD disagreement between NDDS DOPE and NDDS DOPE full for UQ.

We develop a simple, efficient, and plug-and-play method for quantifying the predictive uncertainty of 6-DoF pose estimators. Our method uses an ensemble of two or more

TABLE V

|              | Confidence | GUAPO [17] | ADD (Ours) |
|--------------|------------|------------|------------|
| Stable Grasp | 35%        | 25%        | 90%        |
| Unstable Grasp | 10%        | 25%        | 10%        |
| Failure      | 55%        | 50%        | 0%         |
heterogeneous models and computes their average disagreement against one another as the uncertainty quantification. Our experimental results demonstrate that average distance (ADD) is a suitable learning-free disagreement metric, and the proposed method significantly outperforms baselines in different tasks, including real-robot grasping. Future directions include the theoretical analysis of ensemble-based UQ and the integration of our method with other algorithms, such as uncertainty-aware RL and pose estimation in videos.
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