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Abstract: Knowledge about the driving forces behind greenhouse gasses (GHG) emissions is crucial for informed and evidence-based policy towards mitigation of GHG emission and changing production and consumption patterns. Both national and regional-level authorities are capable of addressing their actions more effectively if they have information about the spatial distribution of phenomena related to the policies they conduct. In this context, the main aim of this paper is to explain the regional differences in carbon intensity in Poland. The differences in carbon intensity between regions and the national average were analysed using index decomposition analysis (IDA). Aggregate carbon intensity for regional economies as well as the carbon intensity of households was investigated. For both levels of analysis: total emissions and emission from households economic development is the key factor responsible for the inter-regional differences in carbon emission per capita. In the case of total emissions, the second important factor influencing these differences is the structure of the national power system, i.e., its concentration and the production of energy from fossil fuels. For households, disposable income per capita is a key factor of differences in CO₂ emission per capita between regions. Higher households’ incomes contribute to higher emission per capita, mostly due to the shift in consumption towards more energy- and material-intensive goods. The contribution of energy emissivity is quite low and not as varied as in the case of income. This suggests that policy instruments targeted at the consumption of fuels can be rather uniform across regions, while more developed regions should also be subject to measures supporting less energy-intensive consumption. On the other hand, policy in less developed regions should prevent them from following the path of per capita emissions growth.
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1. Introduction

The growing need for policies related to climate change results in demand for adequate knowledge on a variety of aspects related to this problem. One of them is the spatial distribution of phenomena and the driving forces of these differences. Energy production and related emissions, as well as consumption of energy, are diverse in space like all other aspects of socio-economic activity. In Poland, where energy production is heavily dependent on coal as a primary energy source, power plants and energy-intensive sectors tend to concentrate in regions with coal deposits. However, while the diversity of energy intensity of regional economies is a fairly recognized issue, the issue of greenhouse gas emissions at the regional level has emerged as an object of increasing interest for both researchers and politicians for about a decade.

Regional perspective (in terms of regions of a country) is strongly addressed in the European Union’s policy. EU, in line with the Paris Agreement, recognises the role of different stakeholders, including regional authorities in addressing climate change. The European transition to a low-carbon economy, according to the Energy Union strategy [1] is intensively supported within the cohesion and regional policy: In the programming period of 2014–2020, a minimum share of each region’s
European Regional Development Fund (ERDF) allocation (20% in more developed regions, 15% in transition regions and 12% in less-developed regions) should be “invested in measures supporting the shift to a low-carbon economy” [2]. In the 2021–2028 funding period, the proposed rules on the ERDF require regions (except for developed regions with the Gross National Income per capita above 100% of the EU average) to allocate a mandatory minimum 30% of the available funds to the greener and low-carbon economy [3]. Moreover, a new instrument—the Just Transition Fund—is proposed as part of the European Green Deal [4]. The new fund is to support EU regions relying on fossil fuels and carbon-intensive industries and, therefore, most affected by the EU’s decarbonization policy. The carbon intensity at the regional level is planned to be a key criterion of the funds’ distribution.

Although important, this issue is not addressed consistently by the Polish central government’s policy. Recent updates of the State Energy Policy [5] and the State Environmental Policy [6] published by the Polish government in 2019 address specific situations and needs of mining regions and less developed regions but refer neither to carbon nor energy intensity of regions. On the other hand, the National Strategy for Regional Development recognizes the need for regional policies to reduce energy use and emission, according to the specific regional characteristics [7].

In Poland, like in many other countries, regional authorities conduct their own development policy, which includes their own development strategies. Regional programmes are the main financial mechanism of these strategies and the main channel for spending ERDF funds. The abovementioned requirements related to the proportion of the funds allocated to the greener and low-carbon economy have to be addressed at the regional level. Therefore, reduction in carbon and energy intensity of the regional economy are often referred to as targets of regional strategies, but information concerning this phenomenon at the regional level is very limited.

A more detailed knowledge on the carbon intensity of regional economies is, therefore, useful to both national and regional authorities, but it is only now, when the relevant data has been made available for Poland: Estimates of total regional GHG emissions were calculated first time for the years 2016–2017 by the National Centre for Emissions Management. This makes it possible to analyse the regional differences in carbon intensity.

In this context, the following research question arises: What are the differences in carbon intensities of regional economies? How different are the variations in the carbon intensity of the whole regional economies and in the group of households? It is suspected that the differences in the carbon intensity of households compared to the national average are lower than in the case of the whole regional economies.

To answer these questions, in this study carbon intensity of Polish regions is investigated and the contribution of the factors according to the Kaya identity is analysed.

2. Literature Review

2.1. Logarithmic Mean Divisia Index Methodology

Identification of the influence of driving forces on a particular variable can be made using various methods, both deterministic and probabilistic. In the field of energy and emissions, decomposition analysis is a widely applied and useful tool (see Pearl for a comprehensive review of causality inference methods [8]).

Decomposition analysis has been widely applied in different fields to explore the contribution of driving forces to the changes of an aggregate indicator. In economics, energy, emissions, and other socio-economic issues. The method was first applied in analyses of energy use and energy intensity, and then, because of its convenient formal properties, it was adopted for emission analyses, especially GHG emissions and other problems. This group of methods comprises a range of variants and different types of analyses: Based on absolute or relative numbers (quantities or intensity indicators); temporal, structural or spatial dimension, decomposition form (additive or multiplicative).

Most of these methods are perfect decomposition techniques, i.e., they do not give rise to residuals. Decomposition techniques with and without residuals are discussed by Ang and Liu [9], and other
authors. Temporal analyses are either ex-post analyses but are also used to analyse future emissions reduction in national economies and in individual sectors. They are referred to as retrospective and prospective index decomposition analyses [10]. Considering the type of data under analysis, two main decomposition techniques can be distinguished: Index decomposition analysis (IDA) and structural decomposition analysis (SDA). IDA is based on indexes concerning different objects and at different levels and, therefore, is more flexible in terms of data and adjustability while SDA is built upon input-output models, which limits its applications (see Su and Ang [11]).

As repeated surveys by Ang and co-authors show, the predominant approach to decomposition within the IDA method is based on the Logarithmic Mean Divisia Index (LMDI). This is mainly due to its good formal properties and relatively easy interpretation. A comparison of properties of different index decomposition methods done by Hoekstra and van den Bergh [12] confirms that LMDI, as well as Shapley-Sun decomposition [13], is the only index decomposition methods that have three important formal properties:

- Completeness—a residual equals zero; while most of techniques using arithmetic mean weights leave a residual in the calculations, the LMDI uses a logarithmic mean weight and allows perfect decomposition;
- Factor-reversal and time-reversal—the order of factors and direction of comparison over time do not affect the results;
- Zero value robustness—in case of LMDI, zeroes in the data set are replaced with a small positive number.

An overview of IDA using LMDI, its variations and indications to their use are presented, e.g., by Ang [14]. IDA approaches differ in three dimensions: By type of indicator (quantity or intensity indicator), by decomposition procedure (additive or multiplicative decomposition) and by weighting formula (LMDI-I and LMDI-II). As a result, eight types of IDA are distinguished [14] (Figure 1).

![Figure 1. Eight types of Logarithmic Mean Divisia Index decomposition models. Source: Adapted from reference [14].](image)

In his analysis of desirable attributes of a decomposition method Ang [15], having considered four criteria: theoretical foundation, adaptability, ease of use and ease of result interpretation, suggested LMDI I decomposition as a recommended technique in most applications for energy-related analyses. His considerations also apply to emission analyses.
The choice between LMDI-I and LMDI-II depends on the type of analysis. LMDI-II, apart from its more complicated weighting formula, is not consistent in aggregation and does not allow perfect decomposition at the subcategory level [16]. Therefore, LMDI-I is recommended in the case of subcategory (subsectoral) decomposition and aggregation to the category (sectoral) level. The additive decomposition procedure is recommended for indicators expressed in absolute terms (quantitative indicators), while the multiplicative decomposition procedure is more appropriate for relative indicators (intensity indicators) [14].

Other methodological problems are related to the spatial dimension of analysis. Generally, spatial analyses using IDA methods take two forms. The first one are analyses of differences between regions (in a certain period of time or over time) explaining how different factors influence these differences. This type of analysis is aimed at interregional comparisons of carbon intensity, and, therefore, belongs to the first category. The second form is the decomposition of an aggregate indicator across regions and attribution of changes in an aggregate indicator to individual regions. For this purpose, the attribution analysis method for IDA was proposed by Choi and Ang [17].

Given the question posed in this study, an important issue is how to make spatial comparisons. Generally, cross-regional comparisons can be done in three ways as described by Su and Ang [18]—bilateral-regional (between two regions), radial-regional (between each region in a group of regions) and multi-regional (between regions and a reference object). The choice of comparison method depends on the number of compared units, their type and purpose of analysis. The first type of comparison is by definition possible only if the analysis concerns two objects. If the comparison concerns a larger group of regions, the comparison is more complicated not only because of the number of pairs to be compared. Multi-regional comparisons using LMDI involve a very important methodological problem, i.e., circularity. It is not usually considered an important property in the context of temporal–spatial decomposition [19], but in the case of comparisons between many regions, this property largely determines the method’s optimality and robustness. Since none of the existing IDA methods passes the circularity test (although satisfy the factor-reversal test and leave no residual), multi-regional comparisons should be made using a reference object, as presented e.g., by Ang [19]. To avoid the arbitrariness of choosing a reference object using a group average is suggested [19]. If regions of the world are compared, it is sometimes difficult whereas in the case of comparing regions within one country, it is possible to do so. It is also worth noting that multi-regional comparisons usually deal with relative indicators, as in most cases the objects are of different scale and analysis of absolute numbers would be difficult to interpret [20–22]. An important aspect of the analysis of spatial diversity of socio-economic phenomena is also spatial correlation and spillover effects. It is usually assumed that technological progress, foreign direct investments and trade contribute to the gradual decrease in energy and emission intensity, which was confirmed e.g., by Huang et al. [23] and Zhang et al. [24]. This kind of relationship was also revealed for urbanisation [25]. Similar analyses were conducted e.g., for green innovations [26]. However, this type of analysis requires a sufficiently long data series (panel data) to reveal the nature of processes.

### 2.2. Research Outcomes

Historically, first decomposition analyses dealt with changes in aggregate indicators and quantifying the driving forces behind these changes across a long period of time, like the first study concerning energy consumption in the UK by Bossanyi [27] and many further studies examined by, for example, Ang and his co-authors in a number of review papers [9,28,29]. Spatial decomposition analyses appeared only after 1999, when Ang and Zhang presented their study on comparative analysis of CO\textsubscript{2} emissions in North America, Europe and Asia [30]. In their study, like in many others, it was shown that in developed countries the income effect contributes to the higher emission levels, while in less developed countries (in this case the Former Soviet Union and Central and Eastern Europe) much of the positive effect (in terms of CO\textsubscript{2} emissions) of the lower-income level is offset.
by higher aggregate energy intensity. Similar conclusions were drawn e.g., by Kim and Kim [31] or Fernandez-Gonzales et al. [32].

Spatial decomposition analyses concern mainly countries or regions of the world and less attention is paid to the regions within a single country, as confirmed by, e.g., Liu et al. in 2017 [33]. The situation in this respect has not changed much since then. Application of the decomposition analysis method towards regions of a country is limited by data availability and specific regional structure of national economies and energy systems. The largest number of spatial index decomposition analyses on a regional level were conducted on China. Most studies concerning Chinese economy employed the spatial-temporal IDA approach to regional emissions; for example, Liu et al. [33] analysed carbon intensity in Chinese regions from 2000 to 2015, Zhang et al. [21] studied energy-related carbon intensity in Chinese provinces between 1995 and 2012, Song et al. [20] investigated China’s regional carbon intensity from 2000 to 2015, Hang et al. [34] studied SO₂ emissions between 2005 and 2015. These studies confirmed in particular that the rapid economic growth in the period 2003–2008 and the resulting growth in energy consumption contributed to higher energy consumption intensity in China. Technological level and energy efficiency of the industry in most provinces of China increased too slow to compensate for growing GDP.

A similar spatial-temporal IDA method was applied not only for energy intensity and emissions, but also for other issues, especially water intensity [22,35,36]. The studies on water intensity in Chinese regions also showed that significant difference in water intensity is accompanied by the difference in the influencing mechanisms of these differences [22,35].

A large part of GHG emission-related studies on households also concerned China [37,38]. Some studies included households as one of the sectors in the decomposition analysis of changes in national emissions e.g., Zhang et al. [39] and Lin et al. [40]. Their studies showed that households had a positive effect on the decrease in the carbon intensity of the economy. In a number of studies, total households emissions were analysed, like Wang et al. who applied an extended STRIPAT model to analyse the scale, structure and driving forces of total carbon emissions from households in 30 provinces of China [38] or Xu et al. who estimated household carbon emissions in one region of China and then examined the influence of a set of demographic, economic, behavioural and spatial factors [41].

Spatial differences in household carbon emissions were mostly analysed using methodologies based on microdata—surveys or household budgets data. For example, Ahmad et al. used household microdata from India’s 60 largest cities and mapped GHG emissions patterns and determinants. They concluded that emissions from direct energy use correlate strongly with income and household size, population density and basic urban services [42]. This also was confirmed within the study of the distribution of household carbon footprint in Great Britain [43], where it was shown that the richest 10 per cent of households emit some three times that of the poorest 10 per cent. These results cannot be directly compared with analyses of the region-level data, but suggest some general trends.

In Europe, IDA has been applied on the country level only, and for cross-country analyses. Index decomposition analyses for European countries regarded: Energy intensity in road freight transport in Spain [44], the energy intensity of European economies [45,46], carbonization index [47] and environmental indicators in general [48]. Structural decomposition analyses were presented, e.g., for the UK by Minx et al. [49] who analysed total emission and by Hammond and Norman who studied energy-related carbon emissions from UK manufacturing [50]. Trends in total CO₂ emission were analysed for Germany [51] and air emissions—for Denmark [52].

The very limited number of studies on European countries with a regional dimension concerned decomposition of trends at a regional level. Regional aspects were discussed in a study on electricity consumption in Geneva and Switzerland [53] and in a study by Ivanova et al. [54] on household carbon footprints per capita for 177 regions of the EU-27 (NUTS-1 or NUTS-2 according to the Nomenclature of Territorial Units for Statistics) estimated using multi-regional input-output analysis. The authors of this study conducted regression analysis for a number of variables at household level (income, household size, number of rooms, level of education, urbanisation level).
For Poland, decomposition analysis was very rarely applied in studies concerning emissions. All of them were sectoral-temporal: e.g., a study by Gozdek and Szaruga concerned GHG emission from transport for Poland and Romania [55], study by Iskrzycki et al. [56]—reduction in emission of sulphur dioxide in Polish power plants and study by Suwala [57]—reduction in CO$_2$ emission in Polish energy sector. Regional variability of emissions and emission intensity was not analysed, as it is only now when relevant data has been made available. To the best of my knowledge, this paper is the first one to address the issue of regional carbon intensity in Poland and, therefore, fills an existing knowledge gap.

3. Materials and Methods

3.1. Socio-Economic Characteristics of Regions

The territory of Poland is divided into 16 regions (voivodships), which are NUTS-2 units according to the European Union’s Nomenclature of Territorial Units for Statistics. The pattern of variations in socio-economic development between regions is, to a large extent, typical:

- Difference between the central region and the remaining regions (Mazowieckie with Warsaw, the capital of Poland evidently dominates in terms of GDP per capita, as shown in Figure 2);
- Geographical axis: North East–South West (less developed regions except for Mazowieckie are in the north-east and most developed regions are in the west and south-west),
- Concentration of industry, including energy industry in some regions (Table 1).

![Figure 2. Regional GDP per capita (EUR, current prices, 2017), extracted from Eurostat.](image)

The set of selected indicators of socio-economic development for 2017 is presented in Table 1. The data was extracted from the Local Data Bank run by Statistics Poland [58].
Table 1. Selected indicators for regions of Poland in 2017. Source: Data from [58].

| Region            | Population [Thousands] | Population Density [Person/km²] | GDP per Inhabitant [% of National Average] | Sold Production of Industry [% of Total Production] | Electricity Production [% of Total Production] | Share of Renewable Energy Sources [% of Electricity Production] |
|-------------------|------------------------|--------------------------------|------------------------------------------|---------------------------------------------------|-----------------------------------------------|--------------------------------------------------|
| Poland            | 38,433.6               | 123                            | 100.0                                    | 100.0                                             | 100.0                                         | 14.2                                             |
| Dolnoslaskie      | 2902.5                 | 146                            | 109.8                                    | 8.7                                               | 38.4                                          | 1.2                                              |
| Kujawsko-Pomorskie| 2082.9                 | 116                            | 80.3                                     | 4.2                                               | 4.2                                           | 51.4                                             |
| Lubelskie         | 2126.3                 | 85                             | 68.9                                     | 2.7                                               | 1.3                                           | 23.5                                             |
| Lubuskie          | 1016.8                 | 73                             | 82.0                                     | 2.5                                               | 1.9                                           | 21                                               |
| Lodzkie           | 2476.3                 | 136                            | 92.6                                     | 5.8                                               | 22.6                                          | 4.3                                              |
| Malopolskie       | 3391.4                 | 223                            | 91.0                                     | 6.9                                               | 3.7                                           | 8.4                                              |
| Mazowieckie       | 5384.6                 | 151                            | 159.8                                    | 19.1                                              | 14.6                                          | 6.6                                              |
| Opolskie          | 990.1                  | 105                            | 78.7                                     | 2.0                                               | 5.0                                           | 5.5                                              |
| Podkarpackie      | 2129.1                 | 119                            | 69.7                                     | 3.4                                               | 1.5                                           | 25.7                                             |
| Podlaskie         | 1184.5                 | 59                             | 71.3                                     | 2.0                                               | 0.7                                           | 54.7                                             |
| Pomorskie         | 2324.3                 | 127                            | 95.9                                     | 6.5                                               | 2.7                                           | 53.1                                             |
| Slaskie           | 4548.2                 | 369                            | 103.3                                    | 16.7                                              | 16.3                                          | 3.2                                              |
| Swietokrzyskie    | 1247.7                 | 107                            | 71.3                                     | 2.0                                               | 6.0                                           | 20.4                                             |
| Warminsko-Mazurskie| 1433.9                | 59                             | 69.7                                     | 2.4                                               | 0.8                                           | 87.2                                             |
| Wielkopolskie     | 3489.2                 | 117                            | 109.0                                    | 12.3                                              | 7.2                                           | 14.7                                             |
| Zachodnio-pomorskie| 1705.5                | 75                             | 82.8                                     | 2.9                                               | 5.5                                           | 47.8                                             |
The central region generates almost 20% of the sold production of industry, and there are two other regions with more than 10% share. Electricity production is even more concentrated: The Dolnoslaskie region produces over 38% of the total production of electricity and two other regions have more than 15% share. These two characteristics—concentration of industry and of electricity production very significantly influence the variations in energy and emission intensity of regional economies. Official statistical data on regional GHG emissions were made available only in 2019 and covered the years 2016 and 2017. Such dataset does not allow valid temporal analysis, therefore, spatial variation in 2017 was analysed.

Key indicators related to carbon intensity and influencing factors are shown in Table 2. All indicators were own calculations except for GDP per capita. Source data on population and GDP was extracted from databases kept by the Statistics Poland [58]. Data on total regional GHG emissions were estimates by the National Centre for Emissions Management. Greenhouse gases emission covers carbon dioxide, methane and nitrous oxide emission, excluding land use, land-use change and forestry (LULUCF). Emission was expressed in CO$_2$ equivalent (CO$_2$ eq).

The concentration of industry, including power industry was manifested by the fact there were 4 regions where emission per capita was higher than the national mean by more than 40% (Lodzkie—+108%, Opolskie +82%, Slaskie +45% and Swietokrzyskie +41%). However, the above-mentioned data was estimated using a production-based approach and since some industries are concentrated, they do not fully reflect the differences in emission intensity of regional economies. Additionally, the available data on regional fuels and energy consumption was not consistent with the estimates of GHG emission discussed earlier. There was also a lack of regional break-down of CO$_2$ emissions into sectors.

Due to these constraints, detailed analysis was done for households only, using own estimates of regional energy use and CO$_2$ emissions based on statistical data on regional fuels consumption, excluding fuels for vehicles. Calorific values and emissivity factors for CO$_2$ were adopted according to the estimates by the National Centre for Emissions Management [59]. These estimates were used for reporting from systems covered by the Emission Trading Scheme. For electricity, CO$_2$ emission intensity factor for the national power system was applied [60]. A similar approach was used for heat [61]. The values of respective indicators used for calculations are shown in Table 3.

Emission from households covered direct consumption of fuels in households (excluding fuels for vehicles), consumption of electricity and heat. Compared to total GHG emission, CO$_2$ emission from households accounts for about 18% of domestic emission. Emission-related indicators for households based on own estimates of GHG emission for this sector are shown in Table 4.
Table 2. Indicators related to greenhouse gases (GHG) emission intensity across Polish regions in 2017. Source: Data from [58] and own calculation.

| Region               | GDP per Capita [PLN/person] | GDP Emission Intensity [t CO₂ eq /mln PLN] | Emission per Capita [t CO₂ eq /person/year] | Emission per Capita [%], Poland = 100% |
|----------------------|-----------------------------|---------------------------------------------|---------------------------------------------|----------------------------------------|
| Poland-mean          | 40,125                      | 268.3                                       | 10.8                                        | 100.0                                  |
| Dolnoslaskie         | 40,928                      | 202.4                                       | 8.3                                         | 76.9                                   |
| Kujawsko-Pomorskie   | 32,098                      | 272.6                                       | 8.7                                         | 81.3                                   |
| Lodzkie              | 37,372                      | 587.5                                       | 22.0                                        | 203.9                                  |
| Lubelskie            | 26,935                      | 322.9                                       | 8.7                                         | 80.8                                   |
| Lubuskie             | 33,715                      | 250.3                                       | 8.4                                         | 78.4                                   |
| Malopolskie          | 34,665                      | 239.0                                       | 8.3                                         | 77.0                                   |
| Mazowieckie          | 66,172                      | 162.1                                       | 10.7                                        | 99.6                                   |
| Opolskie             | 29,238                      | 672.9                                       | 19.7                                        | 182.8                                  |
| Podkarpackie         | 28,617                      | 171.3                                       | 4.9                                         | 45.5                                   |
| Podlaskie            | 26,865                      | 315.0                                       | 8.5                                         | 78.6                                   |
| Pomorskie            | 38,897                      | 182.6                                       | 7.1                                         | 66.0                                   |
| Slaskie              | 46,911                      | 334.1                                       | 15.7                                        | 145.6                                  |
| Swietokrzyskie       | 28,391                      | 534.8                                       | 15.2                                        | 141.0                                  |
| Warminsko-Mazurskie  | 26,784                      | 241.2                                       | 6.5                                         | 60.0                                   |
| Wielkopolskie        | 41,187                      | 228.8                                       | 9.4                                         | 87.5                                   |
| Zachodnio-pomorskie  | 32,735                      | 275.7                                       | 9.0                                         | 83.8                                   |
Table 3. Indicators used for estimation of energy use and CO\textsubscript{2} emissions. Source: Data from [59–61].

| Fuel                        | Calorific Value | Emissivity Factor |
|-----------------------------|-----------------|-------------------|
|                             | 2006 | 2017 | Unit  | 2006 | 2017 | Unit               |
| electricity                 | 3.6  | 3.6  | MJ/kWh| 825.4| 814.0| kgCO\textsubscript{2}/MWh |
| heat                        | 1.0 *| 1.0 *| MJ/MJ | 110.4| 99.50| kgCO\textsubscript{2}/GJ  |
| hard coal                   | 26.3 | 22.4 | MJ/kg | 2.47 | 2.12 | kgCO\textsubscript{2}/kg    |
| light fuel oil              | 43.0 | 43.0 | MJ/kg | 3.19 | 3.19 | kgCO\textsubscript{2}/kg    |
| liquefied petroleum gas     | 47.3 | 47.3 | MJ/kg | 2.95 | 2.98 | kgCO\textsubscript{2}/kg    |
| (ex. vehicles)              |      |      |       |      |      |                    |
| natural gas                 | 1.0 *| 1.0 *| MJ/MJ | 55.82| 55.41| kgCO\textsubscript{2}/GJ    |

* Calorific value = 1 due to the fact that the amount is expressed in megajoules.

Table 4. Indicators related to CO\textsubscript{2} emission intensity in households in 2017. Source: Own calculation.

| Region                   | Emission per Capita [t] | Energy Emissivity [kg/GJ] | GDI per Capita [PLN\textsubscript{2006}] | Energy Intensity of GDI [MJ/PLN\textsubscript{2006}] |
|--------------------------|-------------------------|---------------------------|------------------------------------------|------------------------------------------------------|
|                          | 2006 | 2017 | 2006 | 2017 | 2006 | 2017 | 2006 | 2017 |
| Dolnoslaskie             | 1.97 | 1.98 | 106.48 | 103.65 | 18,090 | 32,075 | 1.02 | 0.74 |
| Kujawsko-Pomorskie       | 1.94 | 1.82 | 109.93 | 109.70 | 16,669 | 27,749 | 1.06 | 0.74 |
| Lodzkie                  | 2.15 | 2.04 | 111.90 | 109.47 | 18,538 | 31,465 | 1.04 | 0.74 |
| Lubelskie                | 1.79 | 1.76 | 107.89 | 106.25 | 14,911 | 26,626 | 1.11 | 0.77 |
| Lubuskie                 | 1.85 | 1.69 | 106.51 | 105.71 | 17,015 | 27,608 | 1.02 | 0.72 |
| Malopolskie              | 1.84 | 1.85 | 106.66 | 105.73 | 16,739 | 29,034 | 1.03 | 0.75 |
| Mazowieckie              | 2.15 | 2.20 | 107.47 | 104.10 | 20,836 | 37,128 | 0.96 | 0.71 |
| Opolskie                 | 1.98 | 1.83 | 112.24 | 111.12 | 15,608 | 27,417 | 1.13 | 0.75 |
| Podkarpackie             | 1.55 | 1.53 | 100.94 | 102.10 | 14,156 | 24,416 | 1.08 | 0.77 |
| Podlaskie                | 1.71 | 1.69 | 114.51 | 113.33 | 15,038 | 25,667 | 0.99 | 0.72 |
| Pomorskie                | 1.88 | 1.71 | 112.34 | 108.69 | 17,322 | 29,909 | 0.97 | 0.65 |
| Slaskie                  | 2.24 | 2.02 | 108.36 | 106.59 | 19,681 | 33,848 | 1.05 | 0.70 |
| Swietokrzyskie           | 1.77 | 1.64 | 106.00 | 106.62 | 16,060 | 26,964 | 1.04 | 0.71 |
| Warminsko-Mazurskie      | 1.72 | 1.59 | 111.73 | 110.64 | 15,877 | 26,720 | 0.97 | 0.67 |
| Wielkopolskie            | 1.97 | 1.81 | 103.88 | 105.31 | 18,777 | 32,334 | 1.01 | 0.66 |
| Zachodnio-pomorskie      | 1.92 | 1.67 | 103.74 | 104.26 | 18,065 | 29,748 | 1.02 | 0.67 |
| Poland                   | 1.96 | 1.87 | 107.75 | 106.28 | 17,769 | 30,711 | 1.02 | 0.71 |

Average carbon emission per capita from households decreased in Poland by 4.5% in 2017 compared to 2006. However, there were 3 regions (Dolnoslaskie, Malopolskie and Mazowieckie), where emission per capita increased. On average, the period 2006–2017 witnessed a substantial increase in disposable income of households—by almost 73%, a slight decrease in energy emissivity by 0.14% and decrease in energy intensity of consumption by 30%. Again, contrary to the general trend of improving energy efficiency and decreasing emission intensity, some regions showed deteriorating indicators. The emission factor (energy emissivity) increased in Podkarpackie, Swietokrzyskie, Wielkopolskie and Zachodniopomorskie regions. Energy intensity of consumption (measured by the relation between energy consumption and gross disposable income) decreased in all regions, ranging from 27% to almost 35%. Emissions per capita from households across regions were far less varied than the total emission per capita, although differences still exist. Total differences in CO\textsubscript{2} emission per capita from households between regions and national average were also less varied in 2017 than in 2006 (Figure 3).
The situation of the less developed regions changed substantially. In 2006, carbon emissions per capita in Podkarpackie, Podlaskie and Warminsko-Mazurskie were more than 10% below the national average. In 2017 two of them—Podlaskie and Warminsko-Mazurskie—had carbon emission per capita from households 6.2% and 3.5% above the national average, accordingly.

The differences in emission per capita were a direct result of energy use per capita and its structure by type of fuel (Figure 4).
Energy use per capita was significantly higher in 4 regions—Mazowieckie, Dolnoslaskie, Slaskie and Lodzkie, which were also the regions with the highest GDI per capita. Differences in the level and structure of energy use per capita should be analysed in the context of diverse climate conditions and diverse needs for heating and cooling in residential buildings. Surprisingly, there was no visible increase in energy use in regions with a cooler climate (Podlaskie, Warminsko-Mazurskie). Regions of Poland were also significantly diversified in terms of urbanization and availability of district heating: Mountain regions have a smaller share of heat because heating networks are less developed there. In the next part of the paper, these differences will be investigated using decomposition analysis.

### 3.2. Index Decomposition Analysis Methodology

For the purpose of decomposition analysis, variables were defined according to the Kaya identity approach [62]: $C$—emission of greenhouse gases (carbon dioxide), $E$—energy consumption, $Y$—income, $P$—population. Considering the goal of this study, i.e., inter-regional comparisons, carbon emission per capita was analysed. The basic equation expresses emission per capita $C'$ as follows:

$$C' = C/P = C/E \times E/Y \times Y/P$$  \hspace{1cm} (1)

where $C/E$ is aggregate emissivity of energy production, $E/Y$—aggregate energy intensity of GDP, $Y/P$—GDP per capita. This general formula was modified according to the level of analysis and limitations concerning available data.

For a general comparison between regions a simplified formula (2) was used to decompose difference in GHG emission per capita between a region $i$ ($C_{Ri}'$) and the average emission per capita:

$$C_{Ri}' = C_i/P_i = C_i/Y_i \times Y_i/P_i$$  \hspace{1cm} (2)

where $C_i$ is total greenhouse gases emission in a region $i$, $C_i/Y_i$—the GHG intensity of a region’s $i$ Gross Domestic Product and $Y_i/P_i$—regional GDP per capita. This formula was applied because of the lack of regional energy balances that would be consistent with available GHG emission estimates.

Decomposition for households was performed using the basic formula (1) adjusted for an income indicator. Carbon intensity for households was defined as carbon emission in households per capita. Disposable Income (DI) per capita was applied as a measure of income (Equation (3)): 

$$C'_{HI} = C_{HI}/P_i = C_i/Y_i \times Y_i/P_i$$
Carbon emission per capita in households ($C'_{Hi}$) was then analysed in terms of spatial differences. A detailed decomposition was done using the method of multiplicative decomposition analysis presented by Ang and Choi [63], discussed further by Ang et al. [14] and applied by Liu et al. [33], among others. Comparisons were done using a multi-regional approach, as discussed by Su and Ang [18]. In this case, with 16 regions of the same country under analysis, it was justified to take the country average (which is a group average here) as a reference value.

The differences between a region $i$ and the respective national average ($D_{Ri}$) in carbon intensity and contributing indicators (denoted here generally as $V$) for each region were calculated as $V_i / V_A$ (total and for households). For the multiplicative decomposition, the following is true (for total carbon intensity and for households):

$$D_{Ri} = \prod_{j=1}^{m} D_{Ri}^{Vj}$$

where $D_{Vj}$ represents the difference in the factor $V_j$ between the region $i$ and the national average and $m$ denotes the number of factors.

Next, the decomposition was performed to calculate the contributions of each factor to the differences between the regional and national carbon intensity for each level of analysis (total and households). For weighting, the LMDI-I technique was applied (first proposed by Choi and Ang [64], Equation (6) according to the instructions by Ang [14]). This technique was recommended for intensity indicators and changes (differences) expressed in a multiplicative form. After logarithmisation, the equation takes the form (5):

$$\ln(D_{Ri}) = \sum_{j=1}^{m} \ln(D_{Ri}^{Vj})$$

making it possible to calculate the contribution $Z$ of the factor $V_j$ in the region $i$ as follows (6):

$$Z^{Vj}_{ri} = \frac{\ln(D_{Ri}^{Vj})}{\ln(D_{Ri})} \times (D_{Ri} - 1)$$

4. Results

4.1. Decomposition of Differences in Total GHG Emission per Capita

Results of decomposition of the difference in GHG total emission per capita in regions of Poland compared to the average are shown in Table 5.

Based on the results, four types of regions can be distinguished according to the direction of impact of the two contributing factors. Regions where higher GDP per capita caused a rise in GHG emission per capita and GDP emission intensity contributes to lowering of this indicator (H-L), were those with the relatively high level of economic activity and resulting high GDP per capita. However, this economic activity was relatively energy-efficient and, therefore, relatively low-emission-intensive. In all regions belonging to this cluster (Dolnoslaskie, Mazowieckie, Wielkopolskie), the total emission per capita was lower than the average.

The second type (one region only) are regions with both factors contributing positively to the emission per capita higher than the average (H-H). In the Slaskie region, GHG emission per capita was higher than the average by 45.6%, of which 19.0% was the contribution of GDP per capita and 26.6% was the contribution of emission intensity of GDP. In this case, the relatively intensive economic activity was, at the same time, relatively carbon-intensive. It means that policy should be, to a large extent, targeted at lowering emission intensity and improving energy efficiency.
Table 5. Contribution of factors to the total difference in GHG emission per capita [percentage points].
Source: Own calculation.

| Region               | GDP per Capita | GDP Emission Intensity | Emission per Capita—Total Difference from the Average | Type of Cluster |
|----------------------|----------------|------------------------|--------------------------------------------------------|-----------------|
| Dolnoslaskie         | 1.7            | −24.8                  | −23.1                                                  | H-L             |
| Kujawsko-Pomorskie   | −20.2          | 1.4                    | −18.7                                                  | L-H             |
| Lubelskie            | −35.9          | 16.7                   | −19.2                                                  | L-H             |
| Lubuskie             | −15.4          | −6.2                   | −21.6                                                  | L-L             |
| Lodzkie              | −10.4          | 114.3                  | 103.9                                                  | L-H             |
| Malopolskie          | −12.9          | −10.2                  | −23.0                                                  | L-L             |
| Mazowieckie          | 49.9           | −50.3                  | −0.4                                                   | H-L             |
| Opolskie             | −43.4          | 126.2                  | 82.8                                                   | L-H             |
| Podkarpackie         | −23.4          | −31.1                  | −54.5                                                  | L-L             |
| Podlaskie            | −35.7          | 14.3                   | −21.4                                                  | L-H             |
| Pomorskie            | −2.5           | −31.5                  | −34.0                                                  | L-L             |
| Slaskie              | 19.0           | 26.6                   | 45.6                                                   | H-H             |
| Swietokrzyskie       | −41.3          | 82.3                   | 41.0                                                   | L-H             |
| Warmińsko-Mazurskie  | −31.7          | −8.3                   | −40.0                                                  | L-L             |
| Wielkopolskie        | 2.4            | −14.9                  | −12.5                                                  | H-L             |
| Zachodniopomorskie   | −18.7          | 2.5                    | −16.2                                                  | L-H             |

The third group were regions with a negative contribution of GDP per capita and positive contribution of emission intensity of GDP (L-H). Within this group, the regions where the total emission per capita was substantially higher than the national average face the biggest challenges. This means that the concentration of carbon-intensive sectors was not compensated by the adequate economic effect in terms of GDP. There were three regions of this type (L-H with emission per capita higher than the average)—Lodzkie, Opolskie and Swietokrzyskie. In these regions, the policy is more challenging as it should be directed at both economic and carbon dimensions of efficiency of the regional economy. The second sub-group was formed by regions with the total emission per capita lower than the average. In those regions (Kujawsko-Pomorskie, Lubelskie, Podlaskie, Zachodniopomorskie), the negative impact of higher carbon intensity was quite small, mainly due to the low share of carbon-intensive sectors. Development policy in these regions should promote economic activity without increasing carbon intensity, meaning that it should be selective and cautious.

The fourth group were regions with a negative contribution of GDP per capita and the negative contribution of emission intensity of GDP (L-L). These regions have less carbon-intensive economies but are also underdeveloped. The main challenge for development policy is therefore to promote a more efficient economic structure in terms of GDP rather than emission intensity itself. It can be assumed that current technological trends will act independently and contribute to the improvement of carbon efficiency.

4.2. Decomposition of Differences in CO₂ Emission per Capita in Households

Results of decomposition of the difference in CO₂ emission per capita in regions of Poland compared to the average are shown in Tables 6 and 7.

The analysis shows that the main factor influencing regional differences in carbon emission per capita from households was the disposable income per capita and the resulting consumption level. In all regions except for Zachodniopomorskie, the contribution of this factor had the same direction in 2017 as in 2006, and the variation of this contribution was the largest among all three factors under analysis. This was related to the continuing pattern of regional diversification of economic development and increasing income gap between more and less developed regions (Figure 5).
Moreover, changes in the structure of energy supply, as well as the resulting changes in emission factor (energy emissivity), were far less dynamic than economic development. This was the main difference between the sector of households and the regional economies as a whole. Unlike the variation in overall emission per capita, the emissivity of energy and energy intensity of consumption in the household’s sector had a much smaller impact, and this impact was significantly less diverse.
Figure 5. Contribution of factors to the difference in regional CO\textsubscript{2} emission per capita in 2006 (a) and 2017 (b) [percentage points]. Source: Own calculation.

5. Discussion

The analysis shows that the regional variation of greenhouse gas emissions per capita has a significantly different pattern in the case of total emissions than in the household sector. The regional variation of total emissions is mainly influenced by the concentration of industry, including the energy sector as well as the level of economic activity measured by GDP per capita. In the case of spatial studies at the regional level, total emissions allocated using the production approach can be misleading and should be extended by sectoral analysis and consumption-based approach, like studies on household carbon footprint [65,66]. In most countries, there is a concentration of energy-intensive and high-emission sectors in some regions. As a result, GHG emission per capita is higher than in regions with a lower share of such sectors. Such regions generate emissions “on behalf of” other
regions and their emissions should be in fact allocated to other regions according to the consumption approach. In the case of total emission in regions, temporal analysis would be a more appropriate approach, and such approach was used in the majority of studies concerning regional dimensions of GHG emissions \[20,33,39\]. However, for Poland, such analyses are impossible because of the lack of data across sufficiently long time periods. Despite this obstacle, decomposition analysis of even one-year data can provide valuable insights concerning emission reduction policies, adjusting them in accordance to the factors dominating in particular region.

There is no problem with the concentration of industry in the case of households. The study showed that in this sector disposable income per capita is a key factor of differences in CO\(_2\) emission per capita between regions. Higher households’ incomes contribute to higher emission per capita, mostly due to the shift in consumption towards more energy- and material-intensive goods, although this impact is stronger in fast developing countries, such as China \[67\]. This impact is also highly differentiated across regions. Similar results were obtained in a number of other studies using different methods for different countries \[66,68\]. This is in line with the conclusions presented by e.g., Ottelin et al., whose analysis of consumption-based carbon footprints in 25 EU countries showed that there is a significant difference between the less developed Eastern European countries and the rest of Europe \[65\]. In Eastern Europe, including Poland, carbon intensities increase clearly with the increasing degree of urbanisation. In some Western European countries, such as France and Belgium, carbon footprints visibly decrease with the increasing degree of urbanisation, even after income is controlled. Interesting conclusions are drawn from the study of Jones and Kammen who, based on a broad microdata panel for the United States showed that, unlike some previous research, a negative correlation between population density (i.e., urbanization) and emissions is limited: High population density contributes to relatively low household carbon footprint in the central cities of large metropolitan areas, but extensive suburbanization in these regions contributes to an overall net increase in carbon footprint compared to smaller urban areas \[69\].

In this context, it is interesting how the patterns of spatial differences in Poland will change in future and whether further economic growth will affect them. This is also one of the most important recommendations for further research on household GHG emissions, especially in Poland: Research should concern different levels of spatial aggregation, including microdata.

The impact of energy emissivity is quite low and not as varied as in the case of income. This means, for example, that policies oriented around consumption of fuels can be rather uniform across regions, while more developed regions should also be subject to measures supporting less energy-intensive consumption.

It should be noted, that due to the type and scope of household emissions data used in this study only general comparisons are possible. This study is based on aggregate data and covers direct emissions related to fuels consumed by households, as well as indirect emissions related to electricity and heat consumption in households. Therefore, it is not possible to directly refer to the results of studies based on micro-data. Analyses of regional diversity of household carbon intensity should be in case of Poland complemented by sub-regional and local data, to facilitate decision making and tailoring actions at different management levels.

Systematic studies on regional carbon emissions are in Poland difficult due to data availability. Statistical data on regional GHG emission for Poland (using production approach) are presented for two years only (2016–2017), which makes it impossible to analyse long-term emission trends. Therefore, spatial-temporal analysis was not possible within this study. In particular, trajectories of changes in carbon intensity of regional economies and their causes should be investigated in future.

Despite existing gaps and limitations, this study shows that decomposition analysis is a useful tool for explaining spatial differences in greenhouse gases emissions. More in-depth knowledge about spatial dimension has also important policy-making implications: With substantial inter-regional differences, policies cannot be uniform.
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