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Abstract
The new 5G networks must face the challenge to fulfill multiple requirements in different use cases, applications and verticals. These networks are designed to provide strict Quality of Service (QoS) compliance independently of the network conditions in each use case. Some use cases are deployed in Public Land Mobile Network (PLMN), infrastructures that are managed by mobile network operators. However, for other use cases, devices are connected to services in private networks named Non-Public Networks (NPNs). Network slicing is the 5G concept that addresses the compliance of multiple services requirements on the same network by virtualizing the physical network infrastructure. Network Slices (NSs) are created to manage the different requirements above and to ensure coexistence between these different requirements. In this work, we avail from network slicing concept to create a solution for NPNs in e-health environments which maintains QoS and privacy requirements among slices. Moreover, we also propose a blockchain mechanism to secure the NS management layer. This mechanism ensures data integrity and reliability for the NS settings. We validate our approach by demonstrating our comprehensive solution to secure e-health environments sensitive data and the management of the slices by the e-health environments. We deployed a Proof of Concept (PoC) using the 5G EmPOWER system and a public blockchain and we evaluate some performance metrics in different scenarios.
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1 Introduction
Providing guaranteed network requirements when owning the network infrastructure is already a challenge by itself. However, creating a mechanism to allow third-party private networks to maintain the network requirements is as far as challenging. The 3rd Generation Partnership Project (3GPP), the organization that assesses the requirements for new network infrastructures in the second phase of 5G networks (3GPP Rel-16 and beyond) [1], classifies the future 5G networks in two types: PLMNs and NPNs. The first type is the network provided directly by the Mobile Network Operator (MNO) infrastructure and it will be able to address many service requirements. The second type is composed of networks deployed for private reasons, such the ones created for indoor connectivity of sensors, robots, auto-guided vehicles, remote workers, IoT devices, wearable devices, etc [1].

NPNs are characterized by being more secure for who deploy it, but harder for the MNO that provides the network connectivity to maintain it.
Therefore, mechanisms are needed to maintain the network requirements inside NPNs and also the reliability and security of the network settings. One concept that focuses on delivering the expected network requirements for specific use cases is network slicing. Network slicing makes use from virtualization to flexibilize the underlying physical infrastructure, enabling the isolation of network flows and differentiation of the network traffic in a dynamic manner [2].

Therefore, the deployment of NSs in a NPN is a solution to continue delivering the expected QoS to the users, and a mechanism to maintain the reliability of the configuration of this NSs even when deployed in NPNs would give more security to MNO. The assignment of NSs to clients is a process that evolves dynamically, according to the demand variations of each client. At the same time, the chain of network resource loads must be negotiated in a secure, transparent and fast way, such that the life cycle of each slice is not affected. Due to its decentralized nature, the blockchain technology suits well these requirements as a secure, robust and transparent management solution. A distributed ledger allows all members of the system to be aware of the current (and past) network resource availability. A secure resource exchange is guaranteed by smart contracts and distributed consensus algorithms, allowing the system to evolve autonomously without the need of centralized authorities [3]. The greatest benefits that would be achieved by applying blockchain in network slicing are:

- Secure, dynamic, and distributed consensus on network management issues;
- Reliable ledger for forensic security analysis.

Hospital networks are examples of NPNs, because these networks are the medium to transmit, in-site, highly sensitive information every day.

Even more, to provide connectivity to in-site sensors and health services, hospitals will need to deploy new technologies to enhance their existing private network infrastructure. This enhanced private infrastructure will allow hospitals to prioritize network traffic and secure the information in the very edge of the network. In an European context, the use of a NPN is also mandatory in the use case of hospitals because these e-health networks must comply with the General Data Protection Regulation (GDPR) [4]. However, to deploy an NPN, research on how to enable network slicing is needed to evaluate heterogeneous technologies and their integration with PLMs. In this work we propose a network slicing solution for NPNs hospital environments. The solution integrates state-of-the-art technologies to provide performance and privacy isolation in a hospital network for the NS data plane, and reliability/integrity checking to the NS control plane using blockchain. Thereby, our main contributions are: (i) to design an architecture for network slicing in hospital environments; and (ii) a decentralized slice management layer using blockchain and smart contracts in e-health environments.

The rest of this paper is organized as follows: Section 2 provides the related work and discuss the proposal regarding the state-of-the-art of the use of blockchain for e-health services and network slicing. In Section 3, the background about the main technologies used in our paper is presented. In Section 4 we present our proposal while Section 5 presents the implementation and evaluation. Finally, in Section 6, we conclude the paper and discuss future work proposals.

## 2 State of Art

Buzachis et al. [5] and Azaria et al. [6] propose solutions using smart contracts and blockchain to manage Electronic Health Records (EHR) and patient identities in e-health environments. A PoC was designed using the Ganache tool [7] that simulates a blockchain to simplify application deployment and tests, but without deployment in a real environment.

MeDShare [8] and My Health My Data [9] are healthcare data systems that share data via cloud computing and blockchain technology. In these systems, the authors have used smart contract and authentication permission on data access, aiming at encouraging hospitals to start making anonymous data available for open research, while prompting citizens to become the ultimate owners and controllers of their health data.

Rosa et al. [10] propose the use of smart contracts in the context of operational phases in support of multi-administrative domain networking and slices management and the proof of concept is implemented using simulation using the Mininet simulator [11]. Moreover using simulation, with no deployment in a real environment, Scheid et al. [12] presented the design and implementation of a smart contract that simplifies and automates the compensation process in Service Level Agreements (SLA) violations.

Pascale et al. [13] propose a smart contract to automate Small-Cell-as-a-Service (SCaaS) agreements between the small-cell owners and network operators but there are no evaluations or real deployments of the proposal as in the work of Backman et al. [14] where a Blockchain Network Slice Broker is proposed to reduce the service creation time for dynamically slice acquisition and for verifiable charging and billing in service level agreements, but no implementation or performance analysis is provided.

Zanzi et al. [15] proposed NSBchain, a novel Network Slicing Brokering (NSB) solution, which leverages the
blockchain technology to address the new business models needs beyond traditional network slicing agreements. They implemented NSBchain on top of Hyperledger Fabric and its benchmark tool, namely Hyperledger Caliper [16], but the deployment is done on a private and local blockchain. Afraz et al. [17] also propose a 5G Network Slice Brokering using Hyperledger Fabric and using Hyperledger Caliper as benchmark tool. The idea is to use a distributed process to replace the conventional centralized approach to slice brokering, where a single authority does not control the entire conduct of the market, but also without a deployment on a public blockchain.

Finally, Zhou et al. [18] introduce the concept of witness, based on the John Nash’s Equilibrium Principle [19], to create a mechanism using Smart Contracts to report violations of compliance regarding SLAs between providers and consumers of cloud computing services. This mechanism would dispense the use of Oracles, commonly used to obtain reliable data external to the blockchain.

Unlike previous works that use blockchain technology at the application level in e-health, our proposal is to use this technology to provide security at the network layer, at the control plane. Besides that, we presented works using network slicing and blockchain, but generally oriented to telecom applications such as [20] and none oriented to e-health. Therefore, to the best of our knowledge, we are one of the first works to apply these technologies together in the e-health context and besides that, we are using a real and public blockchain for deployment, allowing access to data from anywhere. We have presented our initial approach in [21] and in this paper we present an evolved system with a comprehensive description of our solution.

3 Background

In the next subsections, we describe technologies used in our work to provide performance, flexibility, security and also monitoring and audition to network slices creation and management.

3.1 5G-EmPOWER Framework

5G-EmPOWER framework [22] is the component in the Protego’s network slicing solution for performance isolation. 5G-EmPOWER is a Software-Defined Networking (SDN) framework for wireless networks that provides slicing techniques. Therefore, for hospital environments, the wireless slicing feature provided by 5G-EmPOWER allows the performance isolation of different services at the radio-side. 5G-EmPOWER utilizes techniques and specific hardware to virtualize WiFi access points and offer different QoS to its connected users. To achieve traffic prioritization the operator must configure a parameter called quantum and the greater the quantum of a slice, the higher its priority in relation to the others and is directly related with the airtime reserved for a particular slice.

The overall 5G-EmPOWER Framework architecture is presented in Fig. 1, where we can see a division in three layers: Management Plane, Control Plane and User Plane. In the Control Plane, The 5G-EmPOWER Operating System is divided into 3 components: (i) controller, (ii) Backhaul controller, and (iii) the Wireless Termination Point (WTP). These components can be translated to our ProTego’s network slicing architecture, as SDR controller, SDN controller and Access Point, respectively. The controller is the component responsible for the management of the Radio Access Network (RAN) by deploying the necessary configuration in WTP, prioritizing the network traffic. The Backhaul controller manages SDN switches, which identify and tag the network packets that need to be prioritized. The WTPs are deployed in the WiFi access points where the clients connect, and the network bandwidth is monitored and managed. For more information about 5G-EmPOWER, please refer to [23] and [22].

3.2 Blockchain

Despite its initial financial original application [24], blockchain technology has grown to a multiplicity of different applications, such as distributed computing [25], Internet of Things [26], file storage [27], prediction [28], among many others. The blockchain is a distributed ledger, where each participant has a copy of the database with all the validated information. Besides, a consensus protocol is implemented among the participants in order to allow them to agree about the global state of the blockchain.

In a blockchain, each block is a set of transactions chained through hash addresses. Each block includes, among other information, a timestamp, its hash, and the hash of the previous block, so that once the block is created,
it cannot be tampered under the penalty of the stored hash not matching to the hash of the modified block.

In public blockchains, i.e., where access is not controlled by a central authority, validation of transactions and blocks is often based on the Proof of Work (PoW) consensus protocol. In PoW, a cryptic challenge is proposed in order to create a valid block, once solved, the block is propagated over the network.

At this point, it is important to differ between two basic types of blockchains: public and permissioned. In public blockchains, any computer can join the network and have full access to it. Because of this anonymous character of computers, measures to mitigate attacks must be adopted which results in performance degradation, as the PoW. Bitcoin and Ethereum [29] are examples of public blockchains. Permissioned blockchains are mainly used in corporate environments. This means that a user must have a certain level of access to interact on this network, read transactions, and participate in the consensus process. Hyperledger Fabric [16] is an example of a permissioned blockchain.

Data writing in public blockchains usually are expensive operations due the limited space in the nodes. For this case, off-chain storage using system as the Interplanetary File System (IPFS) [30] is a interesting option to store files that would be too expensive to write in the blockchain. In IPFS, the file storage address is the hash, providing a unique identification that is tightly linked to the file itself.

### 3.2.1 Ethereum and Smart Contracts

Several blockchain platforms have emerged in recent years and among the most popular are those based on the Ethereum platform. Ethereum is a platform for executing blockchain applications that are modeled as smart contracts and has its own cryptocurrency, the ether. Smart contracts capture and translate traditional legal contract clauses into a series of computational rules which are executed automatically and, once validated, don’t require additional legal instruments [31].

Another important Ethereum concept is gas. Gas is a way of decoupling the cost of transactions in the Ethereum from the floating exchange rate of the ether cryptocurrency, establishing a cost for each fluctuating computational job in the financial market. Gas is also a mechanism to prevent a smart contract with infinite loops from running indefinitely on the blockchain. Once the maximum amount of gas allocated to a contract expires, the contract finish its execution. On the Ethereum platform, applications run on the Ethereum Virtual Machine (EVM), which executes smart contract instructions, allowing you to enter and query stored data. Ethereum uses PoW as its current consensus mechanism, but it is in a transition phase towards Ethereum what should allow the processing of up to 10000 transactions per second [32].

The Ethereum platform is currently the largest general purpose public blockchain exponent on the Internet. It is a very flexible alternative to the development of dApps (Decentralized Applications) as it provides a complete programming language. A dApp is a decentralized application that uses a smart contract in the blockchain as a back-end, and a web interface as front-end, allowing users to insert and receive data from the blockchain in a friendly way.

### 3.3 Oracles

Usually smart contracts need information that is processed outside their computational logic and the availability of this information is crucial to the achievement of smart contracts full potential. However, this is challenging since smart contracts can only access and write information that is stored on the blockchain, closed network without direct interfaces to the real world. Oracles bridge the gap between the blockchain and the real-world by feeding data from outside the blockchain to smart contracts. They are usually application’s APIs which produce data that can be consumed by smart contracts. They are used to report events and data created after the smart contract has been programmed.

There are two types of oracles: centralized and decentralized. The centralized oracles suffer from the same problem of centralized networks, they have a single point of failure, because have one data source. The decentralized oracles are better suited to deal with data sources where the user has no control over, such as system APIs available on the Web. Examples of decentralized oracles are Chainlink [33].

### 3.3.1 Chainlink

Chainlink [33] provides real-world data to smart contracts on the blockchain and provides the security guarantees by allowing multiple links to the same data. The process starts when a smart contract requires data and this smart contract puts out a request for information. The Chainlink protocol registers this request as an event and creates a corresponding smart contract (Chainlink Service Level Agreement Contract) on the blockchain to get this off-chain data. The Chainlink SLA generates three sub contracts: a Chainlink Reputation Contract, a Chainlink Order-Matching Contract and a Chainlink Aggregating Contract.

The Chainlink Reputation Contract checks an oracle provider’s track record to verify its authenticity and performance history, then evaluates and discards disreputable or unreliable nodes. The Chainlink Order-Matching Contract delivers the Requesting Contract’s request to Chainlink.
nodes and takes their bids on the request (when the Requesting Contract does not choose a specific set of nodes) and selects the right number and type of nodes to fulfill the request.

Finally, the Chainlink Aggregating Contract takes all the data from the chosen oracles and validates and/or reconciles it for an accurate result. In ChainLink, a K-out-of-M threshold signature is used by multiple oracles to reach a consensus on the answer to be accepted. For example, a 3-out-of-5 signature scheme requires at least three or more oracles out of five oracles to sign on the same value for the value to be accepted as the answer.

4 Protego’s Solution for Secure Network Slicing on E-Health Environments

ProTego project\textsuperscript{1} is developing a security toolkit to be applied in e-health environments such as key management encryption, secure data storage, and networks slicing. ProTego’s network slicing is essential for the security and flexibility of NPNs since it isolates the services traffic in order to dynamically setup the right QoS and security to a specific service. To achieve such objectives, the ProTego network slicing is composed by three modules: the Performance Isolation, the Privacy Isolation, and the Blockchain Application. The performance and privacy isolation have a direct influence in the data plane by managing QoS and encryption of the sliced services, while the Blockchain Application focus on the control plane by securing the integrity of slices configuration.

4.1 Architecture

The overall architecture can be seen in Fig. 2, where the components in red are from the performance isolation module, the blue components are from the privacy isolation module, and the gray components performs parsing of external communications. The yellow components are for blockchain slice management.

In the first layer, the component called Slice Processor, is designed to process input from external operators. These operators can be mobile network companies or hospitals, etc. This input is configured by inserting network parameters or providing a template. This file or commands sequel is processed by the Slice Processor and generates performance and privacy rules, which are sent to the second layer, called Performance Isolation Engine and the Privacy Isolation Engine. The engines can map the requirements to Application Programming Interface (API) calls to the different components of the third layer, i.e., SDR controller, SDN controller, and the Secure Interface Setup.

4.2 Performance Isolation and Privacy Isolation Modules

The Performance and Privacy Isolation modules have the objectives of manage the traffic prioritization in the wireless-side and encrypt the different service flows from the AN to the core of the network. The combination of

\textsuperscript{1}https://protego-project.eu/
these two features enables the network to prioritize the critical data coming from medical devices and encrypt high-sensitive data, while non-critical data can be delayed and sent through a less secure communication channel.

To differentiate services in the network, 5G-EmPOWER uses Open vSwitch (OvS) [34] to tag network packets, which will enable the WiFi scheduler to apply the right prioritization rule for that flow, as these tagged network packets will be identified by a packet processor responsible for prioritizing the wireless network traffic. For the privacy isolation, OvS is used to redirect the traffic among different network interfaces that can tunnel this traffic applying encryption techniques, and sending the data to the network. These options enable the dynamic privacy isolation for different levels of private information.

The SDR controller is responsible for the configuration of wireless parameters and priority queues to provide the necessary requirements for the specified service.

It will set the available SDN network to redirect the traffic securely and without performance degradation inside the hospital network. The Secure Interface Setup provides secure network interfaces with encryption techniques to enable the confidentiality of private data. These secure network interfaces will be available for the SDN switches to redirect the critical service flow through them and perform an extra and custom security layer for hospital services.

4.3 Blockchain Application Module

We identify slice logging as an interesting use case to use blockchain technology within Protego’s network slicing approach. By storing and logging several slicing metrics as WiFi priority queues parameters or quantum, network slices can be securely managed and audited, ensuring higher reliability to the control plane. This approach may prevent malicious users from manipulating QoS parameters to gain access to secured slices. Furthermore, the logs attached to the distributed ledger are immutable, which guarantees that none of the parties can modify it. For instance, to avoid that a compromised node requests illegitimate network slices (e.g., to perform a DoS attack on a client), the 5GEmPOWER controller and WTPs must always double-check the blockchain if the given operation is allowed. Due to the cost of storing data on the blockchain, log reports (e.g., slice bandwidth) can be saved in a hash-based distributed file system, such as IFPS [30].

Figure 3 shows the proposed extension for the Protego’s Network Slicing where a dApp connected to the
5G-EmPOWER Controller container executing in a server within the hospital intranet, receives the logs and processes them, sending relevant data to the blockchain. It is worth to mention that we do not store confidential data about health status of patients on the blockchain, only technical data related to slices updates.

We developed a smart contract in Solidity, connected to a Web interface, composing a dApp. We created the dApp interface using React framework [35], a JavaScript library for building user interfaces and we deployed the smart contract in the Ropsten network [36], a public Ethereum test network that was chosen among all others because it is the only one that implements the PoW verification approach, being closer to the real Ethereum’s current network, but with no real monetary expenses for execute transactions. In Ropsten, faucets are used to create ethers with no real value.

To visualize the transactions submitted to the blockchain, we used Etherscan [37], a block explorer and analytics platform for Ethereum blockchain. In its dashboard we can visualize all the transactions details: status, block number, timestamp, gas used, gas price as well as the transaction content itself. Moreover we used the Metamask plugin in the Web browser to handle users’ Ethereum accounts, and to enable the interaction with the blockchain without the need to locally run a full Ethereum node.

Streamr is a framework that enables live storing and sharing of data streams [38] and is build on top of Ethereum blockchain. Among its components, one of the most important is the Streamr Engine which is in charge of user authentication and payment. We used the Streamr Engine [38] to capture data produced by the 5G-EmPOWER tool, process and send it to the blockchain in an automatic way. To receive slices updates we created a microservice which consumes and acts upon real-time data, using a canvas in Streamr. This real-time data channel will act as an Oracle, inserting real-world data in the blockchain. To receive slices QoS parameters from the 5G-EmPOWER API we used Chainlink Distributed Oracle.

IPFS is the storage system selected to store the reports generated by the solution proposed in this work. To connect to IPFS, we used Infura, a scalable back-end infrastructure for building dApps, to connect to both blockchain network and decentralized storage. A feasible use case is showed in Fig. 4, when a malicious user with privileges to change the priority on a slice to benefit an application can have this action discovered due to the log data that is saved on the blockchain, exposing the fraud attempt.

5 Validation and Experimentation

In this section, we provide a PoC on NPN slicing.

Our testbed for PoC includes a PC Engines APU2D4, a Intel-NUCi7, and an MacBook Pro. The PC Engines APU2D4, or just APU, provides the wireless access network, the Intel NUC works as privacy gateway and also host for the ProTego network slice control plane, and the MacBook Pro is used as a wireless client.

It is important to mention that, as a 5G-EmPOWER requirement, the APU needs to support specialized requirements for slicing, for example, exposing the access point Basic Service Set Identifier (BSSID) register so that can be changed on-demand following the service requirements of QoS and handover [23]. By customizing the BSSID register, it enables a centralized controller to manage the handover for IEEE 802.11 networks, directly affecting QoS.
Therefore, we utilized the Compex WLE200NX miniPCIe as the network card for the access point.

In the envisioned scenario, the wireless client connects to the access point with the 5G-EmPOWER WTP enabled and the client has two services requesting data from a hospital service server located in the processing node. Before getting to the processing node, the service traffic passes through the privacy gateway, which encrypts the traffic for this specific service flow. In our scenario, the controllers were deployed in the privacy gateway, which was already configured with a container engine. The container engine supports the deployment of the 5G-EmPOWER controller, Backhaul controller, and the Secure Interface Setup in different containers, isolating the control services from one another. The container management tool used for the PoC is Docker Engine [39] and for integration with the rest of the project, the use of Kubernetes [39] is foreseen. We could analyze the behavior patterns of NPNs with different QoS requirements with this testbed setup.

5.1 Performance Isolation

The experiment for performance isolation aims to validate the expected software behavior for different protocols such as TCP and UDP when using the traffic prioritization of network slicing. Validation using both protocols was chosen to analyze how network slicing would behave with services that will be used in the hospital and that use both transport protocols. Due to the distributed characteristic of WiFi, it is already known beforehand that only the client downlink will be sliced. 5G-EmPOWER, the tool used for performance isolation, does not modify the client only the access point.

The summary of the experiment protocols and airtime changes can be seen in Table 1.

The performance isolation experiment is deployed using two iPerf3 flows emulating two different services. We have two slices, one for each service. The services’ flows will be steered using OpenFlow (OF) rules based on service port, service 1 connected to port 55333 and service 2 connected to port 55444. Having two different services, we configure in 5G-EmPOWER one slice for each service enabling the customization of the utilized airtime by them. For both experiments of UDP and TCP, the bitrate for the iPerf traffic was set to 20Mbps from the processing node to the wireless client (downlink). Moreover, for the UDP, the experiment starts distributing the traffic equally, and at the 90th second, we give only a third of the airtime to the slice 1, as can be seen in Fig. 5, indicated by the arrow.

In general, the traffic through the wireless link has a lot of variation due to the interference. In the first half of the UDP experiment, we can see that the traffic for both slices maintains the same throughput, confirming the network’s expected behavior given the airtime configuration. Furthermore, after the second 90, slice 1 was changed to 1/3 of the airtime of slice 2. The result of this change can be explicitly seen in the second half of the chart when the throughput of slice 2 increases. Besides some network spikes due to wireless connectivity variation, slice 1 throughput keeps at 1/3 of the network throughput of slice 2, demonstrating that the UDP downlink for the application can be customized to prioritize critical hospital services.

The experiment for the performance isolation of TCP traffic started with different airtimes for the slices. After the second 90, the airtimes were equally distributed between the slices, as shown in Fig. 6. The distribution of airtime started with slice 2 having 1/4 of the airtime of slice 1. After we changed the airtime for slice 2 to the same as slice 1, we can see that the throughput of slice 2 does not adapt immediately, having an adaptation time before consuming...
the same amount of bandwidth as slice 1. This delay is caused by the normal behavior of the TCP protocol, which increases the amount of data sent gradually. After assessing the outcome of using performance isolation with downlink TCP traffic, we conclude that any Web-based application where most of the time the downlink traffic is higher than the uplink traffic will benefit from the performance isolation provided by 5G-EmPOWER and the ProTego network slicing tool.

5.2 Privacy Isolation

The privacy isolation is characterized by the separation and encryption of given traffic, i.e., service or client. In ProTego, the encryption method must be utilized to protect the confidentiality of patients and staff data. The patient’s and staff’s service data are encrypted when passing through a virtual secure network interface that utilizes Virtual Extensible LAN (VSLAN) to create a virtual network and Internet Protocol Security (IPsec) [40] as a secure protocol. It is fundamental to understand how security affects the QoS of the network, so a trade-off between security-enabled slices and non-secure slices can be researched. Therefore, to assess the behavior of the proposed privacy isolation tool, we deployed two iPerf3 clients and two iPerf3 servers. The first iPerf3 connection uses the UDP protocol, and the second uses TCP. The traffic in this experiment is separated by protocol, but later can be enhanced to separate by destination port, for example. The default virtual network interface is tagged with VXLAN Network Identifier (VNI) 10, and the secure network slice is tagged with VNI 20. We highlight that in this experiment, the traffic steering among different virtual interfaces was assessed.

We started the two traffic generator, as shown in Fig. 7, in the second 0. The data were collected by sniffing the physical network interface where both traffic, secure, and not secure, pass-through. At first, the secure network slice was not created, due to all the traffic was passing through the default virtual interface with the VNI 10. After the second 90, the slice was created, and the UDP traffic was redirected to the secure virtual interface, tagged with the VNI 20. The deployment of the OF rule for traffic steering was proven to be useful for our purposes, having less than 5 seconds of delay on changing the traffic from the default interface to the secure interface. This tool is currently being enhancement with the integration of the (IPsec) protocol over OvS, to provide point-to-point encryption for several slices. In the future, it will be possible to enable different slices with different encryption parameters, increasing communication security.
5.3 Blockchain Application

The Blockchain Application is the module in charge of monitoring and audit the slices updates in the architecture. The PoC works as follows: a bash script running in the 5G-EmPOWER Docker container filters the log file from the controller in a hourly basis, searching for slices updates. Every slice update found is send to a Streamr Client implemented in the container, that via a TLS connection sends the data to the Streamr Engine, thus creating an Oracle. After that, the microservice running on Streamr sends this information automatically to the blockchain, where it can be audited later, to check if this slice update was previously authorized.

Using a dApp we access the latest update recorded on the blockchain as well as generate reports with the latest registered updates and send them to IFPS in a web-based interface. We also visualize using the 5G-EmPOWER API the QoS parameters of the slices and the changes made to these parameters after a slice update. As this API was exposed on the Internet, it is accessed by the Chainlink Distributed Oracle that through its distributed consensus mechanism guarantees data consistency. In this way, whenever an unauthorized slice update happens, we check using the Oracle via API and send to the blockchain which are the QoS parameters of the updated slice. Any slice update described in the previous sections as part of the experiments was captured from 5G-EmPOWER controller log and sent to the blockchain.

As the analysis was focused on blockchain behavior, the results collected focus on blockchain-related metrics. The main differences of blockchains compared to traditional programs and databases, are the occurring monetary cost of transactions as well as the high latency of processing due to the creation time of blocks. The performance of a blockchain application/network can be measured using the following metrics:

- **Transaction Throughput**: measured in transactions per second (TPS) and represents the number of transactions that are processed by the blockchain and written on the ledger in a given second.
- **Transaction Latency**: The amount of time taken from the moment when a transaction is submitted until the moment when it is confirmed and available on the blockchain.
- **Operation Costs**: The amount of computing resources and monetary costs consumed by the blockchain throughout the operating time. Therefore, the computing intensity would also affect the operation costs of the blockchain as the used gas of a transaction is expected to be closely correlated to the computational cost (CPU time) required.

Regarding the operation costs, the higher the gas price the more expensive the transaction costs but it also leads to faster validation of the transaction. It is essential to find a balanced point between the cost and the speed for the proposal. The deployment and interactions with the smart contract that alters its state required the payment of a certain gas fee and the transaction fee is calculated by the amount of gas used in a transaction multiplied by the gas price. Using Etherscan it is possible to see the transactions and its corresponding block history, providing information such as the amount of gas consumed per transaction and per block. The transactions were executed at a fixed gas price of around 0.0000000015 ether per unit and transaction fees that oscillate between 0.000039103 to 0.0174515 ether as we can see in Fig. 8, that shows the consumption in ethers of the transactions executed in the application in the interval of 1 month.

**Fig. 8** Transaction Fees
It is noticeable that the creation of the smart contract is the most expensive function, since it is the operation that writes the greater amount of data on the blockchain. This emerges from the way how transaction costs are composed in Ethereum, namely by a fixed and a variable part. The EVM demands a fixed cost of 32,000 gas units for the creation of a smart contract in addition to the 21,000 gas units for each transaction. The remainder is the variable part which depends on the size of the contract code. Each byte of code consumes 200 gas units, the more code a contract has the more expensive its creation is [29]. The other operations in the application are slice data and IFPS hashes writing. These are composed of a fixed gas fee of 21,000 plus a certain fee for each operation. In a scenario without IFPS integration, the storage of the availability reports would be the most costly operation, but with IFPS integrated to the system, only hash addresses are written via the smart contract.

Since every transaction interacting with the smart contract needs to be included into a block to be validated, this leads to a blockchain-dependent latency. In practice, participants in a blockchain network are geographically distributed and such distribution introduces additional latency. In the Ethereum blockchain, the transaction latency was 15 seconds, which is the average block time creation [29]. This small latency to update variables in the smart contract is acceptable for the applications proposed in this paper, where the interval between slice updates does not last less than 15 seconds, so there are low probability of having inconsistencies due to the validation delay, and this delay does not affect the slice creation process, which is independent of the blockchain transactions.

Regarding the metric number of transactions per second, the application is subject to the maximum throughput of the Ethereum blockchain, that is 15 transactions per second [29].

6 Conclusions and Future Work

In this paper we present a NPN architecture to base the research on experimental NPNs slicing and a PoC focused on network slicing for hospital environments. Up next, to provide precise results for this initial research a tested setup was implemented and described. We also propose a blockchain application to provide a decentralized management layer to the system, that receives data from the network slicing solution using oracles and stores data both on the blockchain and on a decentralized file system.

We achieved the objectives described at the introduction of this article: (i) design an architecture for network slicing in hospital environments with an open-source prototype (ii) provide an extra layer of reliability by integrating the prototype with the blockchain technology. This extra layer stores data regarding slice updates to prevent an unauthorized privilege escalation.

The network slicing PoC proved to provide both performance isolation over WiFi networks and privacy isolating to the service traffic, providing data confidentiality. The blockchain application PoC evaluation shows that the costs, expressed in ethers, to execute the transactions on the blockchain was not too excessive and the response time of the validated transactions, even in a public blockchain, is acceptable. It is important to mention that the chosen blockchain, even being published, does not impact the privacy of patient data in the hospital environment, as only technical information about the slices is recorded on the blockchain and the patient data will be recorded in other applications of the Protego project not related to network slicing module.

Given the results evaluation, our solution provides with the required performance isolation in current 5G NPN networks and provides enough security because both the privacy isolation and the blockchain application proposed. As future work we plan the full integration of the IPSec protocol with the Privacy isolation module providing point-to-point encryption.
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