Scaling of the Rashba spin-orbit torque in magnetic domain walls
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Abstract. Spin-orbit torque in magnetic domain walls was investigated by solving the Pauli-Schrödinger equation for the itinerant electrons. The Rashba interaction considered is derived from the violation of inversion symmetry at interfaces between ferromagnets and heavy metals. In equilibrium, the Rashba spin-orbit interaction gives rise to a torque corresponding to the Dzyaloshinskii-Moriya interaction. When there is a current flowing, the spin-orbit torque experienced by the itinerant electrons in short domain walls has both field-like and damping-like components. However, when the domain wall width is increased, the damping-like component, which is the counterpart of the non-adiabatic spin transfer torque, decreases rapidly at the domain wall center. In contrast to the non-adiabatic spin transfer torque, the damping-like spin-orbit torque does not approach to zero far away from the domain wall center, even in the adiabatic limit. The scattering of spin-up and spin-down wave functions, which is caused by the Rashba spin-orbit interaction and the spatial variation of magnetization profile in the domain wall, gives rise to the finite damping-like spin-orbit torque.
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1. Introduction

Ever since its discovery, the spin degree of freedom of electrons plays an important role in modern physics, and the spin quantum number is established as an intrinsic property of fundamental particles. Due to the simultaneous presence of the spin and orbital motion, the interplay between the spin and orbital degrees of freedom contributes a small correction to the Hamiltonian for isolated atoms, which can be observed as the fine splitting of spectral lines. Although it is a small correction to the total energy, the spin-orbit interaction (SOI), which is a relativistic effect, can play a crucial role in magnetically ordered systems with competing interactions. It is well known that the magnetic anisotropy is determined by both the crystal field and the SOI [1, 2]. The magneto-optical Faraday and Kerr effects of light propagating through a ferromagnet also derive from the SOI [3].

At the interface between a metallic ferromagnet (FM) and a nonmagnetic heavy metal (HM), due to the reduced coordination number, hence the correspondingly lowered symmetry, and the strong spin-orbit coupling (SOC) provided by the HM, perpendicular magnetic anisotropy (PMA) [4, 5] can result in, bringing the magnetization vector to a direction perpendicular to the interface, instead of lying in the interface, which is required by the demagnetization energy. Since the spin and orbital degrees are coupled to give rise to the PMA and the itinerant and localised electrons are s–d exchange coupled, if an electric current is flowing in the HM, the orbital motion of electrons will inevitably influence the local spin dynamics. This action of electric current on magnetization can be viewed as a modification of the PMA by the current [6]. An equivalent effective Rashba field was actually first proposed by several groups [6, 7, 8, 9] for the FM/HM bilayer system without inversion symmetry. In a system without inversion symmetry, there can exist electric field along the symmetry violation direction. In the static coordinate frame of a moving electron, the electric field is transformed into an effective Rashba field acting on the electron. This is the physical origin of the Rashba field experienced by the local magnetization [10].

Following works showed that, in addition to the field-like torque corresponding to the Rashba field, there is another damping-like contribution to the torque, dubbed spin-orbit torque (SOT), experienced by the local magnetization [11]. Physically, those two torque components can be described by a gauge field if the SOI is not too large [12]. When the diffusive motion of electrons is considered, the SOT exhibits complex angular dependence [13, 14]. Adding to the complexity of the form of the SOT, a quantum kinetic theory treatment found more terms other than the field-like and damping-like ones both in systems with homogeneous [15] and textured [16] magnetization distribution. Density functional theory calculation [17] showed that, while the field-like term comes primarily from the Rashba field, the damping-like term can be attributed to a spin current caused by the spin Hall effect. Due to its origin from the SOC provided by the interfacial heavy atoms, the field-like term is very sensitive to the interface quality and thickness of the ferromagnetic layer [18]. A recent fully relativistic investigation of the same problem gave qualitatively similar results [19].

Almost all the previous works deal with the SOT in a ferromagnet with uniformly distributed magnetization. The effect of magnetization textures on the SOT is largely left in oblivion. Investigations on the spin transfer torque [20, 21, 22, 23] (STT) in domain walls (DWs) demonstrated that there is a transition from adiabatic to non-adiabatic regimes [24].
In this paper, we would like to investigate the evolution of the SOT in DWs, which are the most common example of magnetization textures. What we consider is the dynamics of electrons in a Néel magnetic DW, subject to the effective Rashba magnetic field caused by the breaking of inversion symmetry. It is well known that, due to the Rashba field, in equilibrium there exists the Dzyaloshinskii-Moriya \cite{25, 26} (DM) torque \cite{27, 28, 29},
\begin{equation}
\tau_{DM} \propto \hat{m} \times \left( \hat{x} \frac{\partial m_z}{\partial x} - \hat{z} \frac{\partial m_x}{\partial x} \right),
\end{equation}
which favours a nonuniform arrangement of magnetization. \( \hat{m} \) is the normalized magnetization vector, \( \hat{x} \) and \( \hat{z} \) are unit vectors pointing to the \( x \) and \( z \) directions, and the DW profile varies in the \( x \) direction. Electrons are confined in the \( xy \) plane. Under the influence of an electric current flowing along the \( x \) direction, the SOT arises due to the same Rashba field, which possesses both field-like and damping-like components \cite{11, 12},
\begin{equation}
\tau_{SO} = \alpha \hat{m} \times \hat{y} + \beta \hat{m} \times (\hat{m} \times \hat{y})
\end{equation}
with decomposition coefficients \( \alpha \) and \( \beta \). \( \hat{y} \) is a unit vector directed along the \( y \) direction. The first term is the field-like Rashba torque, with the effective Rashba field directed along \( \hat{y} \), and the second is the corresponding damping-like torque. For a general current flowing along direction specified by a unit vector for current density, \( \hat{j} \), the field direction \( \hat{y} \) should be replaced by \( \hat{z} \times \hat{j} \), showing that the effective Rashba field is perpendicular to both the symmetry breaking directions (\( \hat{z} \) and \( \hat{j} \)).

The main task of this paper is to verify the Rashba origin of the DM torque in equilibrium and the non-equilibrium SOT, Eqs. \(1\) and \(2\), and study the scaling of the SOT in DWs with respect to the DW width. Using a minimal Hamiltonian with SOC, we can show that the DM torque and the SOT are actually derived from the same Rashba SOI. In addition, it can be found that, similar to the scaling of the non-adiabatic STT inside a DW \cite{24}, the damping-like component at the DW center decays rapidly with the increase of the DW width. However, the damping-like SOT far away from the DW center approaches to a constant, sizable value, in contrast to the non-adiabatic STT which approaches asymptotically to zero. This finite damping-like SOT in DWs in the adiabatic limit is derived from the scattering of spin-up and spin-down wave functions caused by the Rashba SOC and spatial variation of magnetization, as shown by our perturbation analysis.

Experimentally, the existence and magnitude of the SOT at HM/FM interfaces are still far from reaching a consensus. Originally, the fast current-driven DW motion observed in Pt/Co/AlO\(_x\) thin films was postulated to be caused by the Rashba field \cite{30, 31}. Using the same Rashba field, the current-induced magnetization switching was explained \cite{32}. However, it was shown later that the spin current generated in the HM due to the spin Hall effect could also explain the experimentally observed switching \cite{33}. Our results show that, in the adiabatic limit, which is relevant to most experimental measurements, the field-like torque becomes the dominant torque, but there still exists a damping-like torque with comparable magnitude in magnetization textures. Hence the resultant magnetization dynamics and switching is dramatically different from that driven by a pure damping-like spin Hall torque. This could help discriminate the driving force behind the experimental observations, for particular the DW motion in HM/FM systems.

The organization of this paper is as follows. First we will formulate in Sec. \(2\) our calculation of the equilibrium and non-equilibrium SOTs using the equation of motion for
the spin density, which is derived from the Pauli-Schrödinger for itinerant electrons. Then we will use the results of Sec. 2 to discuss the case of a uniform magnetization distribution in Sec. 3, which can be viewed as the extreme adiabatic limit. The numerical calculation of the SOT in a DW is given in Sec. 4, and a perturbation analysis of the obtained scaling of the SOT is given in Sec. 5. Finally, Sec. 6 gives a summary of our work.

2. Outline of Theory

The starting point of our discussion is the Hamiltonian for electrons moving in a magnetization texture [6, 7, 9],

\[
H = \frac{p^2}{2m_e} + \mu_B \sigma \cdot M + \frac{\alpha_R}{\hbar} \sigma \cdot (p \times \hat{z}),
\]  

(3)

where \(m_e\), \(\hbar\), and \(\mu_B\) are the electron mass, the reduced Planck’s constant, the momentum operator and the Bohr magneton, respectively. \(\alpha_R\) is the Rashba constant, which characterizes the broken inversion symmetry [34], and the Rashba term can be incorporated into the kinetic energy term, by forming a covariant derivative operator [12]. Previous density functional theory investigation found that the SOT [17] and DM torque [35] are primarily confined to the interface, hence we need only to consider the motion of the electrons in the interface, which is a 2D plane. \(\hat{z}\) is the unit normal vector of the interface. Due to the broken inversion symmetry, electrons experience an effective in-plane magnetic field which is perpendicular to the 2D linear momentum, as characterized by the third term in the Hamiltonian \(H\). \(\sigma = \hat{x}\sigma_x + \hat{y}\sigma_y + \hat{z}\sigma_z\) is the vector Pauli matrix, and \(\sigma_x\), \(\sigma_y\) and \(\sigma_z\) are the Pauli matrices. The magnetization texture is described by \(M = M(\hat{x}\sin \theta \cos \phi + \hat{y}\sin \theta \sin \phi + \hat{z}\cos \theta)\). Physically, the Hamiltonian \(H\) describes the energy of conduction electrons in a solid, interacting through the \(s\)-\(d\) exchange interaction with the localized electrons. In our simple treatment, we will only consider the itinerant Hamiltonian as given in Eq. (3), while the local magnetic moments are assumed to be static, as described by \(M\). Since the Coulomb interaction between electrons is not explicitly included in our model Hamiltonian, the exchange interaction responsible for the long range ferromagnetic order is not present. The magnetization texture is used to simulate the exchange interaction between the conduction electrons.

Due to the insufficient consideration of the local magnetization dynamics, what we can calculate using the Hamiltonian \(H\) is actually the torques acting on the itinerant electron magnetization. However, suppose that the itinerant and localized subsystems are only coupled through the \(s\)-\(d\) exchange term in the Hamiltonian \(H\), \(\sigma \cdot M\), the torques acting on the itinerant magnetization will be retro-acted on the localized magnetization. To the first order of the Rashba coupling constant, the itinerant and localized magnetization is parallel to each other. Given this fact, the form of the torques should be identical, regardless of whether the torques are acting on the localized magnetization or not, if higher order corrections to the torques experienced by the local magnetization are neglected. This argument is consistent with the conservation of the total angular momentum of the whole system, comprised of the localized and itinerant electron subsystems. Hence the torques calculated for the itinerant magnetization can also be viewed as acting on the local magnetization, at least in the case of equilibrium or in the presence of a steady current. We will only present the results for the itinerant electrons in the following.
For a general discussion about the spin dynamics corresponding to the Hamiltonian $H$, we consider the time dependent Pauli-Schrödinger equation $i\hbar \partial \psi/\partial t = H\psi$ for the determination of the spinor wave function $\psi$. The resulting conservative charge current is

$$2m_e j = i(\psi^\dagger \nabla \psi - \nabla \psi^\dagger \psi) - k_\alpha \psi^\dagger (\hat{z} \times \sigma) \psi. \quad (4)$$

$k_\alpha = 2m_e \alpha_R / \hbar^2$ is an effective wave number. The term proportional to the Rashba coupling is identical in form to the contribution of a vector potential to the current. This is not surprising, since the Rashba term can actually be absorbed into the kinetic energy, adding an effective vector potential to the momentum operator [12]. Multiplying the Pauli-Schrödinger equation with the vector Pauli matrix, instead of the unit matrix in the spinor space, we can get the equation of motion for the spin density, which reads as

$$2m_e \hbar \partial s/\partial t = \nabla \cdot Q + 2k_B^2 \hat{M} \times s + 2k_\alpha \hbar \psi^\dagger (\hat{z} \times \sigma) \sigma \psi,$$  \quad (5)

where $s = \psi^\dagger \sigma \psi$ is the magnetic moment density of conduction electrons, and the corresponding spin current density is defined by

$$Q = i(\psi^\dagger \nabla \sigma \psi - \nabla \psi^\dagger \sigma \psi) - k_\alpha \psi^\dagger (\hat{z} \times \sigma) \sigma \psi. \quad (6)$$

What we defined here as the magnetic moment density is only proportional to the spin operator, different from the usual definition using the spin angular momentum operator $\hbar \sigma/2$. As we are only interested in the magnetization originating from the electrons and the torque experienced by the electrons, and the spin angular momentum is proportional to the magnetic moment, we do not distinguish between them hereafter. The wave number $k_B$ is defined by the Zeeman energy $\hbar^2 k_B^2 / 2m_e = \mu_B M$, and $\hat{M}$ is the unit direction vector for the local magnetization, $\hat{M} = M / M$. Although the spin-current density is Hermitian in the conventional sense, i.e. integrated over the whole space, it is not a real quantity locally. This non-Hermitian character arises from the term proportional to the Rashba coupling constant. By retaining only the Hermitian part of this term, a Hermitian spin current density can be constructed as

$$Q = i(\psi^\dagger \nabla \sigma \psi - \nabla \psi^\dagger \sigma \psi) + k_\alpha \epsilon_{ijk} \hat{z} \hat{j} \psi^\dagger \psi,$$  \quad (7)

where $\epsilon_{ijk}$ is the antisymmetric Levi-Civita symbol and a summation over repeated indices is implied. We have also used numbers 1, 2 and 3 to denote the $x$, $y$ and $z$ direction unit vectors, respectively. The anti-Hermitian part in the original spin current density cancels with the anti-Hermitian part of the precessional term caused by the Rashba field, and the remaining precessional term is

$$\tau = 2k_\alpha \Im(\hat{z} \psi^\dagger \sigma \cdot \nabla \psi - \psi^\dagger \sigma_z \nabla \psi). \quad (8)$$

Now the spin current density and the precessional term are both Hermitian. This is what can be expected from the start, since the Hermitian spin density requires that each contributing term be Hermitian. The net effect of the Rashba field is to modify the spin-current density by adding a term proportional to the Rashba constant. Eqs. (7) and (8) will be used to calculate the STT, DM torque and SOT, when averaged over the whole Fermi sphere (equilibrium) or surface (with current flowing).

The final equation for the magnetization is

$$2m_e \hbar \partial s/\partial t = \nabla \cdot Q + 2k_B^2 \hat{M} \times s + \tau,$$  \quad (9)
which is identical in form to the equation of motion for the spin density obtained in [36], except that the orbital angular momentum is not included here. The physical meaning of those terms in the right hand side is quite obvious. The first term is the spin current torque acting on the magnetization vector, which is resulted from the spatial variation of the spin density. In the ground state, this term gives rise to the exchange torque in a magnetization texture, which is proportional to $\hat{m} \times \nabla^2 \hat{m}$. The second term is the $s-d$ exchange torque, acting on the itinerant magnetization due to the presence of the static local magnetization. The last term is the SOT derived from the Rashba term in the Hamiltonian $H$. In equilibrium, the SOT amounts to the usual DM torque. When there is a current flowing, the exchange torque reduces to the conventional STT, and the SOT has the form of a sum of the field-like and damping-like torques. Due to torque balance in the steady state, the torque corresponding to the spin accumulation, which is given by the second term, includes both the STT and SOT contributions.

The formula given above describe only single Bloch states in the reciprocal space. To obtain the actual physical properties, especially the equilibrium and non-equilibrium magnetization and various torques, integration in the momentum space has to be performed. Specifically, this means that the equilibrium magnetization is given by the integral

$$m(\rho) = \int \frac{d^2k}{(2\pi)^2} s(k, \rho) f_D(\epsilon_k),$$

(10)

where $\rho$ is a position vector in the 2D electron gas plane, $k$ is the Bloch wave vector in the momentum space, $f_D$ is the Fermi-Dirac distribution function, and $\epsilon_k$ is the energy of the Bloch state. As we are only interested in the zero-temperature behaviour, the integration over the whole $k$-space reduces to the integration over the 2D Fermi sphere. Other equilibrium quantities can be given similarly. Using the relaxation time approximation, the non-equilibrium spin accumulation induced in the presence of an electric field $E$ along the $x$ direction is expressed as

$$\delta m(\rho) = \int \frac{d^2k}{(2\pi)^2} s(k, \rho) \left( f_D \left( k - \frac{eE\tau_0}{\hbar}\hat{x} \right) - f_D(k) \right) = -\frac{eE\tau_0}{(2\pi)^2\hbar} \oint d\varphi k_x s(k, \rho),$$

(11)

where $\tau_0$ is the relaxation time constant, $e$ is the electron charge, and $\varphi$ the angle of the wave vector relative to the $x$-axis. Since the temperature is zero Kelvin, the integration is confined to the Fermi surface, which is a circle in the 2D case considered here. The same expression holds for other non-equilibrium quantities, such as the STT and SOT.

3. Solution for a uniform magnetization distribution

The analytical solution to the Pauli-Schrödinger equation is generally difficult to find. In the case of a uniform magnetization distribution, the corresponding Pauli-Schrödinger equation is easy to solve [37]. Although the situation for a uniform magnetization distribution is simple, insights still can be gained by a thorough analysis of the relationship between equilibrium and non-equilibrium quantities. In addition, through the examination of this simple and well known situation, our approach to the calculation of the torques will be demonstrated.

The magnetization is uniformly magnetized along the $z$ direction, so $\hat{M} = \hat{z}$. With this magnetization distribution, the Hamiltonian $H$ commutes with the momentum operator
\(\nabla\). The Hamiltonian \(H\) can then be diagonalized by a rotation in the spinor space, and the solution has the form \(\psi_{\pm} = \exp(i(\mathbf{k} \cdot \mathbf{r}))U\eta_{\pm}\), where the spinors \(\eta_{\pm}\) are the eigenvectors of the Pauli matrix \(\sigma_z\), \(\sigma_z \eta_{\pm} = \pm \eta_{\pm}\). \(U = \exp(-iF_\alpha \sigma_z)\exp(-iF_\beta \sigma_x)\) is a rotation matrix in the spinor space, with \(\vartheta\) given by \(\tan \vartheta = k_\alpha k/k_B\). \(k = \sqrt{k_x^2 + k_y^2}\) is the modulus of the 2D wave vector \(\mathbf{k}\). The rotation corresponding to \(U\) is first a rotation around the \(x\)-axis by \(\vartheta\), then a rotation around the \(z\)-axis by \(\varphi\). Using an effective wave number \(k^e\), \(k^e = k^2 \pm k_B^2\) sec \(\vartheta\), the energy of an electron with momentum \(\mathbf{k}\) is given by \(\epsilon_k = \hbar^2k^2/2m_e\). As there is no magnetization variation in space, the spin-up and spin-down wave functions correspond to the \(\pm\) branches of the dispersion relation. For a magnetization texture, this one-to-one correspondence does not exist. In cases where there is no confusion arising, we still use the spin-up and spin-down terminology to refer to the \(\pm\) dispersion branches. From the dispersion relation, the Fermi wave vectors are given by

\[
k^F_\pm = \left[ k_F^2 + \frac{k_\alpha^2}{2} \pm \sqrt{ k_F^4 + k_B^2k_\alpha^2 + \frac{k_\alpha^4}{4} } \right]^{1/2},
\]

where \(k_F\) is the Fermi wave number corresponding to the case without the exchange splitting caused by the local magnetization and the Rashba SOI.

The corresponding momentum specific equilibrium magnetization can be calculated as

\[
m_{\pm}(\mathbf{k}) = \psi^\dagger_{\pm} \sigma \psi_{\pm} = (\hat{z} \cos \vartheta + \hat{x} \sin \vartheta \sin \varphi - \hat{y} \sin \vartheta \cos \varphi)\eta^\dagger_{\pm} \sigma_z \eta_{\pm}. \tag{12}\]

Obviously, the momentum specific magnetization is not parallel to the uniform background magnetization, which is parallel to \(\hat{z}\). The modification to the wave function due to the Rashba interaction gives rise to a transverse component of the magnetization, making the magnetization vector parallel to the total effective field, which is comprised of the exchange field due to the local magnetization and the Rashba field. The total magnetization is an integral over the Fermi sphere,

\[
m_{\pm} = \int_0^{k_F^\pm} \frac{kdk}{2\pi^2} \int_0^{2\pi} d\varphi m_{\pm}(\mathbf{k}) = \pm \frac{\hat{z}}{2\pi} \int_0^{k_F^\pm} kdk \cos \vartheta, \tag{13}\]

which is parallel to \(\hat{z}\). The current-induced non-equilibrium magnetization (or the spin accumulation) is given by an integral over the Fermi surface,

\[
\delta m_{\pm} = -\frac{eE\tau_0}{(2\pi)^2\hbar} \int d\varphi k_\alpha m_{\pm}(\mathbf{k}) = \pm \frac{\hbar}{4\pi\tau_0} eE\tau_0 k_F^\pm \sin \vartheta_{\pm}, \tag{14}\]

which is proportional to the Rashba constant (through \(\sin \vartheta_{\pm}\)) and perpendicular to the equilibrium magnetization. \(\vartheta_{\pm}\) is the angle \(\vartheta\) evaluated with the Fermi wavenumber \(k_F^\pm\).

We will now turn to the calculation of the various torques acting on the magnetization. According to Eq. (11), the spin-current density \(\mathbf{Q}\) is a constant. Hence, the divergence of the spin-current density is zero, \(\nabla \cdot \mathbf{Q} = 0\). This indicates that, in this case, both the equilibrium exchange torque and the non-equilibrium STT are zero, since there are no magnetization gradients. In the equation of motion for the spin density, there is another torque (Eq. (3)) contribution arising from the Rashba term,

\[
\mathbf{\tau}_{\pm}(\mathbf{k}) = -k_\alpha k\eta^\dagger_{\pm} \sigma_z \eta_{\pm} \cos \vartheta. \tag{15}\]
This contribution amounts to the DM torque, which is zero in equilibrium for a uniform distribution of magnetization (cf. Eq. (11)). When there is a current flowing, this contribution becomes finite,
\[
\tau_\pm = -\frac{eE_0}{(2\pi)^2\hbar} \int d\varphi k_F \tau_\pm (k) = \pm \dot{\psi} \frac{eE_0}{4\pi\hbar} k_F^2 k_\pm^2 \sin \theta_\pm.
\]
\(\tau_\pm\) is the spin-resolved SOT. It is easy to check that the non-equilibrium torque \(\tau_\pm\) exactly cancels the torque resulting from the spin accumulation, which is proportional to the vector product \(\hat{z} \times \delta \mathbf{m}_\pm\), to guarantee that the time dependence of the total spin density is zero, \(ds/dt \propto k_F^2 \hat{z} \times \delta \mathbf{m}_\pm + \tau_\pm = 0\). The total SOT is a sum of the spin-up and spin-down contributions, \(\tau = \tau_+ + \tau_-\). In this case of a uniform magnetization distribution, the SOT \(\tau\) has only the field-like contribution, and the corresponding Rashba field is along the \(y\)-axis, which is consistent with previous investigations \([6, 7, 8, 9]\).

### 4. Dzyaloshinskii-Moriya and spin-orbit torques

The case of a uniform magnetization distribution discussed in the previous section can be viewed as to give the SOT in the extreme adiabatic limit. Since the gradient of the magnetization is zero, the only remaining torque is the Rashba field-like torque, or the adiabatic part of the SOT. The DM torque, whose manifestation requires the spatial variation of the magnetization vector, is absent in this extremely adiabatic limit. To see the effects of the DM torque and SOT, we need to consider a magnetization texture. The magnetization texture we consider for the study of the DM torque and SOT is a Walker DW profile, \(\phi = 0\) and \(\cos \theta = -\tanh x/\delta\), where \(\delta = \sqrt{A/K}\) is the DW width. \(A\) is the exchange constant of the material, and \(K\) is the anisotropy constant. With this Néel magnetization texture \([39]\), the Pauli-Schrödinger equation is
\[
\left[-\nabla^2 + k_F^2 \mathbf{\sigma} \cdot \hat{M} - ik_\alpha (\sigma_x \partial_y - \sigma_y \partial_x)\right] \psi = k_F^2 \psi,
\]
where the abbreviation \(\partial\) stands for the partial derivative operator, \(\partial_x \psi = \partial \psi/\partial x\) and \(\partial_y \psi = \partial \psi/\partial y\). Since the magnetization profile is a function of \(x\) only, the wave function can be assumed to have the form \(\psi = \exp(ik_y y) \chi(x)\), simplifying the equation to
\[
\left[-\partial_x^2 + k_F^2 \mathbf{\sigma} \cdot \hat{M} + k_\alpha (\sigma_x k_y + i \sigma_y \partial_x)\right] \chi = \left(k_F^2 - k_y^2\right) \chi.
\]
The physics behind this equation will become more transparent if a transformation to the coordinate of the local magnetization is made. This transformation amounts to a unitary rotation, \(U = \exp(-i\theta \sigma_y/2)\). After this unitary rotation, the Hamiltonian \(H\) is transformed into \(\tilde{H} = U H U^\dagger \propto -D_x^2 + ik_\alpha \sigma_y D_x + k_F^2 \sigma_z + k_\alpha k_y (\sigma_x \cos \theta + \sigma_z \sin \theta)\). In the local coordinate, the momentum independent part of the magnetic field is diagonalized, and the ordinary derivative is replaced by the covariant derivative, \(D_x = \partial_x - i \theta' \sigma_y/2\). To make the expression more compact, we have used a prime to denote the spatial derivative along the \(x\) direction, \(\theta' = \partial_x \theta\). The appearance of a vector potential in the covariant derivative, which is proportional to the spatial variation of the magnetization, is of great importance for the dynamics of magnetization. The DM torque is mediated by the intrinsic spin current associated with the vector potential \([40]\). The second derivative of the angle \(\theta', \theta''\), which is proportional to the commutator between \(\partial_x\) and \(D_x\), determines the non-adiabaticity of the torque.
Figure 1. Equilibrium magnetization ($m$) distribution over the DW region, with the DW width $k_F\delta = 5$. The components of the s-d exchange field ($M$) are also displayed. The misalignment between the exchange field $M$ and the itinerant magnetization $m$ is mainly caused by the Rashba interaction. The itinerant magnetization lies in the $xz$ plane.

Seeking an analytic solution to the Pauli-Schrödinger equation \[ \text{(18)} \] describing electrons moving in a nonuniform magnetization texture is difficult. In the absence of the Rashba term, an exact solution exists for spin spirals \[ \text{[37]} \]. The existence of such an exact solution can be traced back to the vanishing of the second derivative of the magnetization angle, with respect to the spatial coordinate. Since this derivative is not zero for a DW, an exact solution is still missing now. In the presence of the Rashba term, there are even no exact solutions for spin spirals. This fact can be readily understood, based on the fact that the effective exchange field has a contribution from the $\sigma_x$ Rashba term in Eq. \[ \text{(18)} \]. The corresponding additional momentum dependent $x$ field makes the spatial dependence of the direction of the effective exchange field more complicated than that of a simple magnetization distribution. This complexity caused by the Rashba term renders the task of finding an exact solution harder.

| $m_x$ | $m_y$ | $m_z$ | $\partial Q_x$ | $\partial Q_y$ | $\partial Q_z$ | $\tau_x$ | $\tau_y$ | $\tau_z$ |
|-------|-------|-------|--------------|--------------|--------------|--------|--------|--------|
| $+$   | $-$   | $-$   | $+$          | $-$          | $-$          | $+$     | $-$     | $-$     |
| $-$   | $+$   | $-$   | $+$          | $+$          | $+$          | $-$     | $+$     | $+$     |

Table 1. Parity for the magnetization ($m$), divergence of the spin current density ($\partial Q$) and the SOT ($\tau$). The symbols $+$ and $-$ denote the even and odd parities, respectively. In the table, the first row is for the equilibrium quantities, while the second row corresponds to the case with a current flowing. Due to the additional $k_x$ factor for the Fermi surface integration, the current induced quantities have parity opposite to that of the equilibrium ones.

Given the above consideration, we adopt a scattering matrix method to numerically solve the Pauli-Schrödinger equation. The eigenfunction can be constructed by injecting plane waves at a large distance from the DW center, evolving according to the Pauli-Schrödinger equation, Eq. \[ \text{(18)} \], and then requiring that the linear combination of the functions at the DW center to satisfy the continuity condition. The same method was
Figure 2. DM torque acting on the magnetization of the itinerant electrons, with the DW width $k_F\delta = 5$. The DM torque has only $y$-component, which corresponds to an effective field lying in the $xz$ plane. This in-plane effective field is described by $H_{DM} = H_{DM}(\hat{x}\hat{m}_z' - \hat{z}\hat{m}_x')$, with the prime symbol (′) denotes the spatial derivative along the $x$ direction. The constant $H_{DM}$ is proportional to the Rashba constant $\alpha_R$.

used for a similar discussion without the Rahsba term \cite{24}. In the numerical calculation, a particle-hole symmetry of the Hamiltonian $H$ of Eq. (18), $H = \sigma_x PTHTP\sigma_x$, can be employed to reduce the number of the wave functions to be computed. $P$ and $T$ are the $x$ inversion and time reversal operators, respectively. A similar particle-hole symmetry was found for the Hamiltonian for magnons inside DWs \cite{38}. Employing the particle-hole symmetry and identifying the pair of wave functions $\psi$ and $\sigma_x P\psi$ as waves with opposite momenta, the parity of various physical quantities, such as the magnetization and the SOT, can be determined as given in Table 1. When the physical quantities in which we are interested are computed using Eqs. (7) and (8) with the numerically obtained wave functions, it can be verified that the parity relations given in Table 1 are actually obeyed.

The equilibrium itinerant magnetization distribution for $k_B = 0.4k_F$ and $k_\alpha = 0.1k_F$ is shown in Figure 1. It is obvious that the conduction electron magnetization distribution is not everywhere parallel to the local magnetization vector. As the total torque is zero, the $s$-$d$ exchange torque due to the local magnetization has to balance the itinerant exchange torque, which is given by the divergence of the spin density current and proportional to $\hat{m} \times \hat{m}'$, and the torque caused by the Rashba interaction, the DM torque which is proportional to $\hat{m} \times H_{DM}$ (cf. Eq. 1). The DM field $H_{DM}$ is proportional to $\hat{x}\hat{m}_z' - \hat{z}\hat{m}_x'$ \cite{27, 28, 29}. This balance between torques inevitably introduces a deviation of the itinerant magnetization from the local magnetization. As the exchange field is a second order derivative, the term proportional to the exchange field gives a smaller contribution to the deviation, as compared to the DM term, except for shorter DWs, where the quantum confinement effect is prominent. The equilibrium DM torque is shown in Figure 2. It is seen immediately that the DM torque agrees well with the form $\tau_{DM} = \hat{m} \times H_{DM}$, having only a $y$ component.

Turning to the case where there is a current following along the $x$ direction. The SOT for the DW width $k_F\delta = 5.0$ with $k_B = 0.4k_F$ and $k_\alpha = 0.1k_F$ is shown in Fig. 3. We can see that for such a short DW width, the field-like and damping-like torques are both
Figure 3. Spatial variation of SOT with DW width $k_F\delta = 5$. For this small DW width, both the field-like ($x$ and $z$) and the damping-like ($y$) components are comparable in magnitude. The decomposition of the total SOT to both torques is given by \( \tau_{SO} = \alpha \hat{m} \times \hat{y} + \beta \hat{m} \times (\hat{m} \times \hat{y}) \). The corresponding decomposition coefficients $\alpha$ and $\beta$ are plotted in the lower inset. The upper inset gives the coefficients $\alpha$ and $\beta$ for a long DW with width $k_F\delta = 50$. For the long DW, the damping-like torque is negligibly small at the DW center, while it is not infinitesimally small far away from the DW center.

The critical length for the transition from non-adiabatic to adiabatic behaviour is defined as $\delta_c = k_F/k_B^2$ \cite{24} which is $k_F\delta_c = 6.25$ with our parameters. As the DW width is increased above $\delta_c$, the magnitude of the damping-like SOT should decrease exponentially, based on a similar investigation on the non-adiabatic STT \cite{24}. Numerically, it is difficult to verify this stipulation, since the spin-down wave function diverges exponentially when the energy is within the exchange energy gap, which is brought about by the instability of the Pauli-Schrödinger equation therein. We used the GNU multiple precision arithmetic library \cite{41} to circumvent this problem, by retaining more significant digits in the computation for longer DWs.

The scaling of the field-like (adiabatic) and damping-like (non-adiabatic) components of the SOT at the DW center ($x = 0$) and infinity ($x = \pm \infty$) is shown in Figure 4. The field-like component approaches asymptotically to a constant value with the increase of the DW width for both $x = 0$ and $x = \pm \infty$, while the damping-like component decays rapidly at $x = 0$ and levels off to a finite value at $x = \pm \infty$. This behaviour of reaching a finite value for the damping-like torque far away from the DW center is in stark contrast to that of the non-adiabatic STT: In the adiabatic limit, the non-adiabatic STT decays exponentially to zero \cite{24}. Furthermore, the decay of the damping-like SOT at $x = 0$ cannot be described present. The field-like torque corresponds to the effective Rashba field, which is given by $\hat{m} \times \hat{y}$, while the damping-like torque has the form $(\hat{m} \times \hat{y})$. \cite{7} For the magnetization lying in the $xz$ plane, the field-like torque has both $x$ and $z$ components, but the damping-like torque has only a $y$ component. Hence the total SOT can be written as already given by Eq. \cite{2}, \( \tau_{SO} = \alpha \hat{m} \times \hat{y} + \beta \hat{m} \times (\hat{m} \times \hat{y}) \). The decomposition coefficients $\alpha$ and $\beta$ are displayed in the insets to Figure 3. The observable spatial variation of the SOT far away from the DW center is caused by quantum interference, and it will decay away as the DW width is increased (cf. the upper inset to Figure 3).
Figure 4. Dependence of the field-like (adiabatic, $\alpha$) and damping-like (non-adiabatic, $\beta$) SOT coefficients on the DW width, with $k_B/k_F = 0.4$ and $k_\alpha/k_F = 0.1$. The plotted coefficients correspond to the values of $\alpha$ and $\beta$ at the DW center ($x = 0$) and far away from the DW center ($|x| = \infty$), where the magnetization variation is maximized and minimized respectively. The logarithmic y-axis scale is different for coefficients at $x = 0$ (left y-axis) and $|x| = \infty$ (right y-axis). The solid and dash-dotted lines are guides to the eye. The small, but discernable, oscillation in $\alpha(\infty)$ is caused by the quantum confinement effect shown in Fig. 3.

by a single exponential form, which can be seen obviously from Figure 4. A better measure of the non-adiabaticity of the SOT can be given by the ratio $\beta/\alpha$, which is shown in Figure 3 for both $x = 0$ and $x = \pm\infty$. The decay of the non-adiabaticity is still not exponential, which is more prominent for the $x = \pm\infty$ case.

Before turning to a perturbation treatment of the scaling of the non-adiabaticity of SOT, it is worth emphasizing that we could not consider the spin Hall current in our model calculation. Hence the damping-like torque given here is not originated from the spin Hall effect as in previous investigations [11, 17, 19], but derives from the pure presence of a DW. The appearance of the damping-like SOT looks similar to the anti-damping SOT in (Ga,Mn)As [42], although the physical origin is actually quite different. In (Ga,Mn)As the anti-damping SOT originates from the intrinsic Berry curvature during the acceleration of electrons, while the damping-like SOT in our case is a steady-state property. Furthermore, the non-equilibrium anti-damping SOT is proportional to the Rashba constant, our steady-state damping-like SOT is of second order in the Rashba constant (cf. inset to Figure 5 and Eq. (29)).

5. Perturbation analysis

To obtain insight into the scaling behaviour of the field-like and damping-like SOT components, we resort to a perturbation analysis of the SOT. The Hamiltonian $\hat{H} = -\partial_x^2 + k_y^2 \sigma \cdot \hat{M} + k_\alpha (\sigma_x k_y + i \sigma_y \partial_x)$ can be transformed into a different form, $\bar{\hat{H}} = -[\partial_x - i (k_\alpha + \alpha') \sigma_y / 2]^2 + \lambda_z \sigma_z + k_\alpha^2 / 4$, through a unitary transformation $\hat{U}_y = U_y^\dagger \hat{H} U_y$. The unitary matrix $U_y = \exp (-i \alpha \sigma_y / 2)$ depends on the $x$-coordinate due to the position-dependent angle $\alpha$, which is defined by $\tan \alpha = \tan \theta + k_\alpha k_y \sec \theta / k_B^2$. The positive local effective exchange field now is both position and momentum dependent, $\lambda_z^2 = k_B^4 + k_\alpha^2 k_y^2 + 2k_\alpha k_y k_B^2 \sin \theta$. From
this expression, it is obvious that the difficulty in solving the Hamiltonian analytically can be traced back to the position variation of the effective exchange field $\lambda_z$ with finite Rashba coupling $k_\alpha$. In the case of zero $k_\alpha$ or $k_y$, there exists analytical solutions at least for a harmonic exchange field ($\alpha' = \theta' = \text{constant}$). The transformed Hamiltonian can be decomposed into two parts, $\tilde{H} = H_0 + V$, and hence allows a perturbative analysis. The unperturbed Hamiltonian is given by $H_0 = -\partial_x^2 + \lambda_0 \sigma_z + ik_\alpha \sigma_y \partial_x$, and the perturbation is $V = k_\alpha \alpha'/2 + \alpha'^2/4 + i \sigma_y (\alpha' \partial_x + \alpha''/2) + (\lambda_z - \lambda_0) \sigma_z$. Now the constant but momentum dependent exchange field is $\lambda_0 = \sqrt{k_4^2 + k_\alpha^2 k_y^2}$. In terms of the wave function $\xi$ of $\tilde{H}$, the wave function $\psi$ of $H$ can be readily obtained through a unitary transformation with operator $U_y$, $\psi = U_y \xi$.

The solution $\xi_0 = U_x \eta_\pm \exp (ik_\alpha x)$ to $H_0$ gives the zeroth order approximation to the exact wave function of $\tilde{H}$. The unitary operator $U_x$ is given by $U_x = \exp (-i\beta \sigma_x/2)$ with $\tan \beta = k_\alpha k_y / \lambda_0$. With this approximate wave function, the magnetization vector can be readily calculated as

$$m_\pm (k) = \left((\hat{\hat{z}} \cos \alpha + \hat{x} \sin \alpha) \cos \beta - \hat{y} \sin \beta\right) \eta_\pm^\dagger \sigma_z \eta_\pm.$$  \hspace{1cm} (19)

It is interesting to note that, although there is a magnetization component along the $y$ direction, the magnetization in the $xz$ plane is parallel to the local effective exchange field. Given this everywhere alignment of the in-plane itinerant magnetization vector and the local effective exchange field, we can take the zeroth approximation as giving the proper definition of the adiabatic limit for the motion of electrons inside a magnetization texture. However, this alignment between the in-plane magnetization component and the local exchange field does not guarantee the everywhere alignment between the equilibrium and the local magnetization vectors, since the effective exchange field depends on both momentum and position, while the local magnetization depends on position only.

Due to the linear dependence on $k_x$ of the $y$ component of the magnetization vector, the momentum averaged magnetization in equilibrium lies entirely in the $xz$ plane. But for a finite Rashba coupling constant, the equilibrium magnetization is not exactly parallel to the local magnetization, as stated above. Nevertheless, the deviation is only of the second order in $k_\alpha$, and to the first order of $k_\alpha$, the itinerant magnetization is parallel to the local magnetization,

$$m_\pm \propto \pm \hat{M}.$$ \hspace{1cm} (20)

The current-induced spin accumulation is given by an average over the Fermi surface, with non-zero contribution from the $y$ component only

$$\delta m_\pm \propto \pm k_\alpha \hat{y}.$$ \hspace{1cm} (21)

Similar to the case of a uniform magnetization distribution discussed in Sec. 3, the spin accumulation is perpendicular to the equilibrium magnetization and proportional to the Rashba constant.

The momentum specific SOT (Eq. (8)) follows straightforwardly from the adiabatic wave function, too. It has the form

$$\tau_\pm (k) = -4k_\alpha (k \cos \alpha \cos \beta + \hat{z} (k_y \sin \beta - k_x \cos \beta \sin \alpha)) \eta_\pm^\dagger \sigma_z \eta_\pm.$$ \hspace{1cm} (22)

The equilibrium SOT has only a $y$ component,

$$\tau_\pm \propto \hat{y} k_\alpha^2 \sin 2\theta \eta_\pm^\dagger \sigma_z \eta_\pm,$$ \hspace{1cm} (23)
while the current induced SOT has the form of that of a uniform magnetization distribution,
\[ \delta \mathbf{\tau}_\pm \propto -k_\alpha \hat{y} \times \mathbf{m}_\pm. \] (24)

The appearance of the adiabatic DM torque, Eq. (23), is accompanied by the non-zero variation of the magnitude of the magnetization, although the spin density has a constant magnitude for a single Bloch state. The variation of the magnetization magnitude appears after the \( k \)-space average.

The first order correction \( \xi_1 \) to the wave function \( \xi \) is determined by \( (H_0 - \epsilon_0)\xi_1 = -V\xi_0 \). With the Green’s function
\[ G(k) = (H_0 - \epsilon_0)^{-1} = \frac{k^2 - \epsilon_0 - \lambda_k U_x \sigma_z U_x^\dagger}{(k^2 - \epsilon_0)^2 - \lambda_k^2} \] (25)
in \( k \)-space, the first order wave function \( \xi_1 \) can be simply expressed as
\[ \xi_1(k) = -2\pi G(k) V(k,k_i) U_x(k_i) \eta_{\pm}, \] (26)
where \( 2\pi V(k,k_i) = \int dx \exp(-ikx)V(x)\exp(ik_i x) \) is the \( k \)-space representation of the potential. The expression for \( \xi_1 \) has a simple interpretation: the incoming wave with momentum \( k_i \) is scattered by the potential \( V(k,k_i) \) into the final state with momentum \( k \), while the Green’s function in momentum space gives the propagation factor. To the first order of \( k_\alpha \), the explicit form of \( V(k,k_i) \) is
\[ V(k,k_i) = \frac{\Delta k}{8} \frac{\pi \delta \Delta k}{\csc \frac{\Delta k}{2}} - \frac{k_\alpha}{8} \left( \frac{k_y}{k_B^2} \frac{1 + \delta^2(\Delta k)^2}{\delta} - 2 \right) \sech \frac{\pi \delta \Delta k}{2} \]
\[ - \frac{k + k_i}{4} \left( \sech \frac{\pi \delta \Delta k}{2} - \frac{k_\alpha \Delta k}{2} k_y \Delta k \csc \frac{\pi \delta \Delta k}{2} \right) \sigma_y + \frac{k_\alpha \delta}{2k_B^3} k_y \sigma_z \sech \frac{\pi \delta \Delta k}{2}, \] (27)
which brings about the exponential decay of the physical quantities on the DW width through the hyperbolic secant and cosecant functions with finite momentum transfer.
When the momentum transfer is zero, the $k$-space potential has a simple form,

$$V(k_i, k_i) = \frac{k_\alpha^2}{4} \left( 1 - \frac{k_y}{2k_B^2 \delta} \right) \frac{\Delta \theta}{\pi} - \frac{\Delta \cos \theta}{8\pi \delta} - k_i \left( \frac{k_\alpha k_y \Delta \cos \theta}{2\pi} + \frac{\Delta \theta}{2\pi} \right) \sigma_y + k_\alpha k_y \Delta \theta \sigma_z, \tag{28}$$

where $\Delta \theta = \theta(\infty) - \theta(-\infty) = \pi$ and $\Delta \cos \theta = \cos \theta(\infty) - \cos \theta(-\infty) = -2$. We intentionally retain $\Delta \theta$ and $\Delta \cos \theta$ in Eq. (28) to highlight the topological origin of each term. It is $V(k_i, k_i)$, the potential with zero momentum transfer, that introduces deviation from the exponential decay of observables as required by Eq. (27).

At $x = 0$ and $x = \pm \infty$, the damping-like ($y$) SOT component can be calculated using the first order wave function and has the form as given in Eq. (2) with the coefficient

$$\beta \propto k_\alpha^2 \left( c + \frac{a}{\delta^2} + be^{-\gamma \delta} \right) \tag{29}$$

to the lowest order in $k_\alpha$, where $a$, $b$, $c$ and $\gamma$ are all constants. The last, exponential term of $\beta$ comes from the scattering of the original wave with a finite momentum transfer ($\Delta k \neq 0$), while the first two terms with zero momentum transfer ($\Delta k = 0$). The interference terms that result from the inner product of waves with different wave vectors make no contribution to the damping-like SOT component at infinity, since they are averaged to zero after an integration over the Fermi surface. The constant $c$ is of the order of unity at $x = \pm \infty$, hence as the DW width approaches asymptotically to a very large value, the damping-like SOT approaches to a constant value at $\pm \infty$. However, due to the cancellation between the contributions from the spin-up and spin-down wave functions, the constant term at the DW center $x = 0$ has a smaller value as compared to its value at $\pm \infty$. The parabolic dependence on $k_\alpha$ and the scaling behaviour of the non-adiabaticity are described by the form of $\beta$ given by Eq. (29), as can be seen from Figure 5.

It would be a surprise to know that there exists a sizable damping-like SOT far away from the DW center, even in the case of a large DW width. One would expect a zero damping-like SOT at $x = \pm \infty$, since the magnetization variation far away from the DW center $x = 0$ is negligibly small, and the deviation from the case of a uniform magnetization distribution should be very small, too. To resolve this contradiction, the non-local nature of the damping-like SOT, or all the physical quantities in quantum mechanics, should be emphasized. The wave function in our case considered here is extended, instead of being localized to a region with finite extension, through the whole space, hence the presence of the DW will influence the whole wave function, rather than only locally at regions where the DW is present. Specifically, the asymptotic damping-like SOT at $x = \pm \infty$ is determined by the Fourier transformation of the localized potential $V$ with zero momentum transfer, which is an integration over the whole space and gives rise to the non-local character of the damping-like SOT. Hence, even at $x = \pm \infty$ where the magnetization variation of the DW is infinitesimal, due to the pure existence of the DW, the damping-like SOT is still not zero, in contrast to what can be expected for a uniform magnetization distribution. In a more mathematical point of view, the different behaviour of damping-like SOT is a reflection of the fact that a DW cannot be continuously deformed to a single domain state [44]. Accordingly in our consideration of the SOT in DWs, we can vary the DW width, but we cannot take the limit of letting the DW width approaching infinity, $\delta \to \infty$. The reason is simple: if $\delta \to \infty$, there would actually be no variation of magnetization in space,
hence no DWs. In addition, the boundary condition used to determine the Walker DW profile, $d\theta/dx = 0$ at $x = \pm\infty$, is meaningless in the limit $\delta \to \infty$.

6. Conclusion

To summarize, we have studied the magnetization dynamics of itinerant electrons confined to the interface of ferromagnets/heavy metals. Due to the violation of the inversion symmetry, which is the direct consequence of the combination of different materials around the interface, electrons moving in the interface are affected by an effective Rashba field. By numerically solving the Pauli-Schrödinger equation for electrons moving inside a Néel DW, we found that in equilibrium the Rashba field reduces to the DM field. With a current flowing, the Rashba field is transformed into the Rashba SOT acting on the itinerant magnetization. The SOT has both field-like and damping-like components. In the non-adiabatic limit, the field-like and damping-like components are comparable in magnitude. When the DW width is increased, hence bringing the system into the adiabatic limit, the field-like component becomes the dominant one. However, far away from the DW center, the magnitude of the damping-like torque is still comparable to that of the field-like torque, as far as the Rashba coupling constant is sizable. This finite contribution to the damping-like torque can be traced back to the scattering of the spin-up and spin-down components induced by the Rashba SOI and the continuous variation of magnetization in the DW. Further studies to include the effects of impurity scattering and realistic electronic band structures could test whether the same scaling behaviour of the damping-like SOT will persist.
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