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Abstract

In this paper, we study small-time asymptotic behaviors for a class of distribution dependent stochastic differential equations driven by fractional Brownian motions with Hurst parameter $H \in (1/2, 1)$ and magnitude $\epsilon^H$. By building up a variational framework and two weak convergence criteria in the fractional Brownian motion setting, we establish the large and moderate deviation principles for this type equations. Besides, we also obtain the central limit theorem, in which the limit process solves a linear equation involving the Lions derivative of the drift coefficient.
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1 Introduction

In this article, we study the asymptotic behaviors (including the large and moderate deviation principles and the central limit theorem) for distribution dependent stochastic differential equations (DDSDEs) in $\mathbb{R}^d$ with small fractional noises as follows:

\begin{equation}
    dX_t^\epsilon = b(t, X_t^\epsilon, \mathcal{L}_{X_t^\epsilon})dt + \epsilon^H \sigma(t, \mathcal{L}_{X_t^\epsilon})dB_t^H, \quad X_0^\epsilon = x,
\end{equation}

where $\mathcal{L}_{X_t^\epsilon}$ denotes the law of $X_t^\epsilon$, $\epsilon > 0$ is a small parameter, $B^H$ is a fractional Brownian motion with Hurst parameter $H \in (1/2, 1)$, the coefficients $b$ and $\sigma$ fulfill some appropriate conditions given in later sections. Moreover, the integral with respect to $B^H$ is interpreted in the Wiener sense due to the determinacy of $\sigma(\cdot, \mathcal{L}_{X_t^\epsilon})$. Before stating more precisely our
approach and our results, let us recall a few results concerning distribution dependent SDEs and large and moderate deviation principles.

DDSDEs, also called McKean-Vlasov or mean-field SDEs, were first studied by McKean [32] to model plasma dynamics. These DDSDEs describe limiting behaviours of individual particles in a large system of particles which interact in a mean-field sense, as the number of particles tends to infinity. Another important feature of DDSDEs is their intrinsic link with nonlinear Fokker-Planck-Kolmogorov equation which may characterize the evolution of the marginal laws of DDSDEs. For these reasons, DDSDEs have found applications in numerous fields such as statistical physics, mean-field games, mathematical finance and biology (see, e.g., [3, 14, 26, 28] and references therein). Recently, there has been a flourishing growth in the literature on DDSDEs, one can refer to [6, 15] for value functions and related PDEs, [24, 38, 40, 43] for Harnack type inequalities, gradient estimates, Lions type derivative formulas, and many other aspects.

On the other hand, large and moderate deviation principles are to calculate the probability of a rare event, which investigate the asymptotic property of remote tails of a family of probability distribution. In the case of stochastic processes, the idea lies in identifying a deterministic path around which the diffusion is concentrated with high probability, which leads to an interpretation of the stochastic motion as a small perturbation of this deterministic path. Since the original work of [22] adopting method of contraction principle and the technique of time discretization, large and moderate deviation principles for stochastic equations perturbed by Brownian motion or Poisson random measure have been extensively studied in the past several decades. Another general approach for studying large and moderate deviation problems is the well-known weak convergence method introduced in [7, 10], which is based on a variational representation for positive functionals of Brownian motion or Poisson random measure. After that, this approach has been wildly applied in various stochastic dynamical systems, see, for example, [5, 9, 11, 17, 18, 23, 27, 31, 42, 45, 47] and the references therein. In the study of moderate deviation principle (MDP), one is concerned with deviation probability of a lower order than that in large deviation principle (LDP), which actually bridges the gap between LDP and central limit theorem (CLT) (see more details in the next paragraph).

Contrary to the previously mentioned works, the aim of this paper is to study the asymptotic behaviors of equation (1.1) perturbed by a fractional motion $B^H$ with $H \in (1/2, 1)$ as $\epsilon \to 0$. Our primary motivation for doing this comes from the fact that the vast and growing literature on large and moderate deviation results for stochastic equations focuses mostly on the noises of Markov property or independently identically distribution, and results outside this class are few. The only other works, to the best of our knowledge, are [12] and [4] which treated classical SDEs driven by fractional Brownian motion (that is, distribution-free) with magnitude $\sqrt{\epsilon}$, rather than $\epsilon^H$, and investigated respectively LDP and MDP. One possible reason for this is fractional Brownian motion $B^H$ with parameter $H \neq 1/2$ is neither a Markov process nor a semimartingale and then techniques based on the Itô calculus are not applicable, substantial new difficulties will appear in this setting. Recently, in [21] we proved the well-posedness of DDSDEs driven by fractional Brownian motions and then established the Bismut formulas for both non-degenerate and degenerate cases. With the solution of
in hand, a natural problem one can think of is the following: can we obtain the small-time asymptotic results for this type equation? The main purpose of this paper is to study the LDP, MDP and CLT of (1.1) when $\epsilon \to 0$. More precisely, let $X^0$ be the limit of $X^\epsilon$ in some sense, we are going to investigate the asymptotic behaviors for the path of the form

$$Y^\epsilon_t := \frac{X^\epsilon_t - X^0_t}{\epsilon^H \kappa(\epsilon)}, \quad t \in [0, T].$$

- In the case of the LDP, namely $\kappa(\epsilon) = 1/\epsilon^H$, we show that $X^\epsilon$ satisfies the LDP with speed $\epsilon^{2H}$ (see Theorem 3.6).
- In the case of the CLT, namely $\kappa(\epsilon) = 1$, we prove that as $\epsilon \to 0$, $\frac{X^\epsilon - X^0}{\epsilon^H}$ converges to a stochastic process which solves a linear equation involving the Lions derivative of the coefficient $b$ (see Theorem 3.9).
- In the case of the MDP, namely $\kappa(\epsilon) \to \infty$ and $\epsilon^H \kappa(\epsilon) \to 0$ as $\epsilon \to 0$, we derive that $Y^\epsilon$ satisfies LDP with speed $\kappa^{-2}(\epsilon)$ (see Theorem 3.7).

Here, let us point out that the MDP for $X^\epsilon$ refers to the LDP for $Y^\epsilon$ since the scaling by $\epsilon^H \kappa(\epsilon)$ means that the MDP is in the regime between the LDP and the CLT.

In order to obtain the large and moderate deviation principles, we shall adopt the weak convergence method. With the help of a variational representation for random functional of fractional Brownian motion (see Lemma 5.2), we provide two sufficient conditions for the Laplace principle (which is equivalent to the LDP) to hold for functionals of fractional Brownian motion (see Propositions 3.4, 3.5), which are extensions (or fractional versions) of [11, Theorem 4.2], [30, Theorem 4.3] and [31, Theorem 3.2]. Then we are allowed to verify the weak convergence properties of the controlled equations for DDSDEs concerned. Let us stress that the identification of the correct controlled equations is a crucial step in the DDSDEs situation.

An interesting problem coming from the work is whether our results can be further improved in the sense of allowing the diffusion coefficient $\sigma$ to be dependent on $X_t$. Our recent work [21, Remark 3.2(ii)] suggests that there is an essential difficulty in establishing the well-posedness of multidimensional DDSDEs driven by fractional Brownian motions. Recently, in the Brownian motion setting, some scholars have investigated the well-posedness of DDSDEs via the Girsanov transforms and the coupling argument (see, e.g., [25, 44]), which are available for fractional Brownian motion as well. We hope that these tools are of help in future studies. Another challenging question is whether there are similar results for DDSDEs driven by rough fractional Brownian motion, which corresponds to $H \in (0, 1/2)$. In the rough situation, the skeleton equation (3.11) below might be ill-posedness, thus our techniques are currently not enough to give an affirmative answer. We will leave this topic for future work.

The rest of the paper is organized as follows. Section 2 is devoted to recalling some useful facts on fractional Brownian motion and the Lions derivative. In Section 3, we present the framework of DDSDE driven by fractional Brownian motion and state some basic theory of the LDP. Then we formulate the main results concerning the LDP, the MDP and the CLT for DDSDE driven by fractional Brownian motion. In Section 4, we focus on proving our main results. Section 5 will be devoted to the proofs of some auxiliary results.
2 Preliminaries

2.1 Fractional Brownian motion

In this part, we shall recall some important definitions and results concerning the fractional Brownian motion. For a deeper discussion, we refer the reader to [1, 2, 16, 34, 37] and references therein.

For some fixed $H \in (1/2, 1)$, we consider $(\Omega, \mathcal{F}, \mathbb{P})$ the canonical probability space associated with fractional Brownian motion with Hurst parameter $H$. That is, $\Omega$ is the Banach space $C_0([0, T], \mathbb{R}^d)$ of continuous functions vanishing at 0 equipped with the supremum norm, $\mathcal{F}$ is the Borel $\sigma$-algebra and $\mathbb{P}$ is the unique probability measure on $\Omega$ such that the canonical process $\{B_t^{H, i}; t \in [0, T]\}$ is a $d$-dimensional fractional Brownian motion with Hurst parameter $H$. Recall that $B^H = (B_{H, 1}, \cdots, B_{H, d})$ is a centered Gaussian process, whose covariance structure is defined by

$$E(B_t^{H, i} B_s^{H, j}) = R_H(t, s) \delta_{i,j}, \quad s, t \in [0, T], \ i, j = 1, \cdots, d$$

with $R_H(t, s) = \frac{1}{2}(t^{2H} + s^{2H} - |t - s|^{2H})$. Let $\{\mathcal{F}_t\}_{t \in [0, T]}$ be the filtration generated by $B^H$.

We denote by $\mathcal{E}$ the set of step functions on $[0, T]$ with values in $\mathbb{R}^d$. Let $\mathcal{H}$ be the Hilbert space defined as the closure of $\mathcal{E}$ with respect to the scalar product

$$\langle (\mathbb{I}_{[0, t_1]}, \cdots, \mathbb{I}_{[0, t_d]}), (\mathbb{I}_{[0, s_1]}, \cdots, \mathbb{I}_{[0, s_d]}) \rangle_{\mathcal{H}} = \sum_{i=1}^d R_H(t_i, s_i).$$

Note that by [16, 34], $R_H(t, s)$ has the following integral representation

$$R_H(t, s) = \int_0^{t \wedge s} K_H(t, r) K_H(s, r) dr,$$

where $K_H(t, s)$ is the square integrable kernel given by

$$K_H(t, s) = C_H s^{\frac{2}{2} - H} \int_s^t (r - s)^{H - \frac{3}{2} \gamma r^{H - \frac{1}{2} \gamma} dr, \quad t > s$$

with $C_H = \sqrt{\frac{H(2H-1)}{B(2-2H, 2H-1/2)}}$ and $B$ standing for the Beta function. If $t \leq s$, we set $K_H(t, s) = 0$. The mapping $(\mathbb{I}_{[0, t_1]}, \cdots, \mathbb{I}_{[0, t_d]}) \mapsto \sum_{i=1}^d B_{t_i}^{H, i}$ can be extended to an isometry between $\mathcal{H}$ (also called the reproducing kernel Hilbert space) and the Gaussian space $\mathcal{H}_1$ associated to $B^H$. We denote this isometry by $\phi \mapsto B^H(\phi)$.

Now, let $(e_1, \cdots, e_d)$ designate the canonical basis of $\mathbb{R}^d$, one can introduce the linear operator $K^*_H : \mathcal{E} \rightarrow L^2([0, T], \mathbb{R}^d)$ defined by

$$K^*_H(\mathbb{I}_{[0, t]} e_i) = K_H(t, \cdot) e_i.$$
By [1], it is known that the relation \( \langle K^*_H \psi, K^*_H \phi \rangle_{L^2([0,T],\mathbb{R}^d)} = \langle \psi, \phi \rangle_{\mathcal{H}} \) holds for all \( \psi, \phi \in \mathcal{E} \), and then by the bounded linear transform theorem, \( K^*_H \) can be extended to an isometry between \( \mathcal{H} \) and \( L^2([0,T],\mathbb{R}^d) \). Consequently, by [1] again, there exists a \( d \)-dimensional Wiener process \( W \) defined on \( (\Omega, \mathcal{F}, \mathbb{P}) \) such that \( B^H \) has the following Volterra-type representation

\[
(2.1) \quad B^H_t = \int_0^t K_H(t,s) dW_s, \quad t \in [0,T],
\]

and \( \mathcal{F}_t = \sigma\{W_s : 0 \leq s \leq t\} \). Moreover, let us point out that \( K^*_H \) has the following representations: for any \( \psi, \phi \in \mathcal{H} \),

\[
(K^*_H \psi)(t) = \int_t^T \psi(s) \frac{\partial K_H(s,t)}{\partial s} ds
\]

and

\[
(2.2) \quad \langle K^*_H \psi, K^*_H \phi \rangle_{L^2([0,T],\mathbb{R}^d)} = \langle \psi, \phi \rangle_{\mathcal{H}} = H(2H-1) \int_0^T \int_0^T |t-s|^{2H-2} \langle \psi(s), \phi(t) \rangle_{\mathbb{R}^d} dsdt.
\]

As a consequence, for any \( \psi \in L^2([0,T],\mathbb{R}^d) \), one has

\[
(2.3) \quad \|\psi\|^2_{\mathcal{H}} \leq 2HT^{2H-1}\|\psi\|^2_{L^2}.
\]

Besides, it can be shown that \( L^{1/H}([0,T],\mathbb{R}^d) \subset \mathcal{H} \).

Next, we define the operator \( K_H : L^2([0,T],\mathbb{R}^d) \rightarrow I_{0+}^{H+1/2}(L^2([0,T],\mathbb{R}^d)) \) by

\[
(K_H f)(t) = \int_0^t K_H(t,s) f(s) ds,
\]

where \( I_{0+}^{H+1/2} \) is the left-sided fractional Riemann-Liouville integral operator shown by (5.1) below with \( \alpha = H+1/2 \). Let us mention that the space \( I_{0+}^{H+1/2}(L^2([0,T],\mathbb{R}^d)) \) is the fractional version of the Cameron-Martin space.

We remark that in the case of \( H = 1/2 \) (usual Brownian motion), \( K^*_H \) is the identity map on \( L^2([0,T],\mathbb{R}^d) \), \( K_H(t,s) = I_{[0,t]}(s) \) and \( I_{0+}^{H+1/2}(L^2([0,T],\mathbb{R}^d)) \) is the space of absolutely continuous functions, vanishing at zero, with a square integrable derivative.

Finally, we denote by \( R_H = K_H \circ K^*_H : \mathcal{H} \rightarrow I_{0+}^{H+1/2}(L^2([0,T],\mathbb{R}^d)) \) the operator

\[
(2.4) \quad (R_H \psi)(t) = \int_0^t K_H(t,s)(K^*_H \psi)(s) ds.
\]

Since \( I_{0+}^{H+1/2}(L^2([0,T],\mathbb{R}^d)) \subset C^H([0,T],\mathbb{R}^d) \) due to [39, Theorem 3.6], we know that for any \( \psi \in \mathcal{H} \), \( R_H \psi \) is Hölder continuous of order \( H \), i.e.

\[
(2.5) \quad R_H \psi \in C^H([0,T],\mathbb{R}^d), \quad \psi \in \mathcal{H}.
\]
On the other hand, using the Fubini theorem and the fact that
\[ \frac{\partial K_H(s,r)}{\partial s} = C_H(s-r)^{H-\frac{3}{2}}, \]
it is easy to see that for every \( \psi \in \mathcal{H} \), \( R_H \psi \) is absolutely continuous and
\begin{align*}
(R_H \psi)(t) &= \int_0^t \left( \int_0^s \frac{\partial K_H(s,r)}{\partial s} (K_H^r \psi)(r) \, dr \right) \, ds.
\end{align*}

We remark that the injection \( R_H = K_H \circ K_H^* : \mathcal{H} \to \Omega \) embeds \( \mathcal{H} \) densely into \( \Omega \) and for each \( \psi \in \Omega^* \subset \mathcal{H} \) there holds
\begin{align*}
\mathcal{E}e^{i \langle B_H, \psi \rangle} = \exp \left( -\frac{1}{2} \| \psi \|^2_\mathcal{H} \right).
\end{align*}

Consequently, \( (\Omega, \mathcal{H}, \mathbb{P}) \) is an abstract Wiener space in the sense of Gross. It is worth stressing that compared with the work \[16\] in which the authors have made another (but equivalent) choice for the underlying Hilbert space, the choices of the Hilbert space and its embedding into \( \Omega \) are not unique.

### 2.2 The Lions derivative

For later use, we introduce some basic facts about the Lions derivative.

For any \( \theta \in [1, \infty) \), \( \mathcal{P}_\theta(\mathbb{R}^d) \) stands for the set of \( \theta \)-integrable probability measures on \( \mathbb{R}^d \), and define the \( L^\theta \)-Wasserstein distance on \( \mathcal{P}_\theta(\mathbb{R}^d) \) as follows
\begin{align*}
\mathcal{W}_\theta(\mu, \nu) := \inf_{\pi \in \mathcal{C}(\mu, \nu)} \left( \int_{\mathbb{R}^d \times \mathbb{R}^d} |x-y|^\theta \pi(dx, dy) \right)^{\frac{1}{\theta}}, \quad \mu, \nu \in \mathcal{P}_\theta(\mathbb{R}^d).
\end{align*}

Here \( \mathcal{C}(\mu, \nu) \) denotes the set of all probability measures on \( \mathbb{R}^d \times \mathbb{R}^d \) with marginals \( \mu \) and \( \nu \). It is well known that \( (\mathcal{P}_\theta(\mathbb{R}^d), \mathcal{W}_\theta) \) is a Polish space, usually referred to as the \( \theta \)-Wasserstein space on \( \mathbb{R}^d \). Throughout this paper, let \( \| \cdot \| \) and \( \langle \cdot, \cdot \rangle \) be the Euclidean norm and inner product, respectively, and for a matrix, \( \| \cdot \| \) denotes the operator norm. The Lebesgue spaces \( L^2([0, T], \mathbb{R}^d) \) and \( L^2(\mathbb{R}^d \to \mathbb{R}^d, \mu) \) have the norms \( \| \cdot \|_{L^2} \) and \( \| \cdot \|_{L^2_\mu} \), respectively. Let further \( \mathcal{L}_X \) be the distribution of random variable \( X \).

**Definition 2.1.** Let \( f : \mathcal{P}_2(\mathbb{R}^d) \to \mathbb{R} \) and \( g : \mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d) \to \mathbb{R} \).

1. \( f \) is called \( L \)-differentiable at \( \mu \in \mathcal{P}_2(\mathbb{R}^d) \), if the functional
\[
L^2(\mathbb{R}^d \to \mathbb{R}^d, \mu) \ni \phi \mapsto f(\mu \circ (\text{Id} + \phi)^{-1}))
\]
is Fréchet differentiable at \( 0 \in L^2(\mathbb{R}^d \to \mathbb{R}^d, \mu) \). That is, there exists a unique \( \gamma \in L^2(\mathbb{R}^d \to \mathbb{R}^d, \mu) \) such that
\[
\lim_{\| \phi \|_{L^2_\mu} \to 0} \frac{f(\mu \circ (\text{Id} + \phi)^{-1})) - f(\mu) - \mu(\langle \gamma, \phi \rangle)}{\| \phi \|_{L^2_\mu}} = 0.
\]
In this case, \( \gamma \) is called the \( L \)-derivative of \( f \) at \( \mu \) and denoted by \( D^L f(\mu) \).
(2) $f$ is called $L$-differentiable on $\mathcal{P}_2(\mathbb{R}^d)$, if the $L$-derivative $D^L f(\mu)$ exists for all $\mu \in \mathcal{P}_2(\mathbb{R}^d)$. Furthermore, if for every $\mu \in \mathcal{P}_2(\mathbb{R}^d)$ there exists a $\mu$-version $D^L f(\mu)(\cdot)$ such that $D^L f(\mu)(x)$ is jointly continuous in $(\mu, x) \in \mathcal{P}_2(\mathbb{R}^d) \times \mathbb{R}^d$, we denote $f \in C^{(1,0)}(\mathcal{P}_2(\mathbb{R}^d)).$

(3) $g$ is called differentiable on $\mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d)$, if for any $(x, \mu) \in \mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d)$, $g(\cdot, \mu)$ is differentiable and $g(x, \cdot)$ is $L$-differentiable. Furthermore, if $\nabla g(\cdot, \mu)(x)$ and $D^L g(x, \cdot)(\mu)(y)$ are jointly continuous in $(x, y, \mu) \in \mathbb{R}^d \times \mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d)$, we denote $g \in C^{1,(1,0)}(\mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d)).$

For a vector-valued function $f = (f_i)$ or a matrix-valued function $f = (f_{ij})$ with $L$-differentiable components, we simply write $D^L f(\mu) = (D^L f_i(\mu))$ or $D^L f(\mu) = (D^L f_{ij}(\mu))$.

Besides, by [13, Theorem 6.5] and [38, Proposition 3.1], we have the following useful formula for the $L$-derivative.

**Lemma 2.1.** Let $(\Omega, \mathcal{F}, \mathbb{P})$ be an atomless probability space and $X, Y \in L^2(\Omega \to \mathbb{R}^d, \mathbb{P})$. If $f \in C^{1,0}(\mathcal{P}_2(\mathbb{R}^d))$, then
\[
\lim_{\varepsilon \downarrow 0} \frac{f(\mathcal{L}_{X+\varepsilon Y}) - f(\mathcal{L}_X)}{\varepsilon} = \mathbb{E}\langle D^L f(\mathcal{L}_X)(X), Y \rangle.
\]

### 2.3 Notations

$C_b(\mathcal{E})$ denotes the set of all bounded continuous functions $f : \mathcal{E} \to \mathbb{R}$ with the norm $\|f\|_\infty := \sup_{x \in \mathcal{E}} |f(x)|$, where $\mathcal{E}$ is a Polish space with the Borel $\sigma$-field $\mathcal{B}(\mathcal{E})$. Let

$$\mathcal{A} = \{ \phi : \phi \text{ is } \mathbb{R}^d\text{-valued } \mathcal{F}_t\text{-predictable process and } \|\phi\|_{\tilde{H}}^2 < \infty \text{ P-a.s.} \},$$

and for each $M > 0$, let

$$S_M = \left\{ h \in \mathcal{H} : \frac{1}{2}\|h\|_{\tilde{H}}^2 \leq M \right\}.$$

It is obvious that $S_M$ endowed with the weak topology is a Polish space. Besides, define

$$\mathcal{A}_M := \{ \phi \in \mathcal{A} : \phi(\omega) \in S_M, \text{ P-a.s.} \}.$$

### 3 Framework and main results

The main objective of this section concerns the problem of asymptotic behaviors for DDSDEs driven by fractional Brownian motions. We first introduce the framework of DDSDEs driven by fractional Brownian motions. Then we recall the definitions of large deviation principle and Laplace principle and present their relations. Moreover, we provide the weak criteria for DDSDEs driven by fractional Brownian motions and formulate the main results including large deviation principle, moderate deviation principle and central limit theorem for this type of equations.
3.1 Framework

We now consider the following distribution dependent SDE:

\[ dX_t = b(t, X_t, \mathcal{L}_X_t)dt + \sigma(t, X_t, \mathcal{L}_X_t)dB^H_t, \quad X_0 = x \in \mathbb{R}^d, \quad t \in [0, T]. \]  

Here \( b : [0, T] \times \mathbb{R}^d \times \mathcal{P}_\theta(\mathbb{R}^d) \to \mathbb{R}^d \) and \( \sigma : [0, T] \times \mathcal{P}_\theta(\mathbb{R}^d) \to \mathbb{R}^d \otimes \mathbb{R}^d \) with \( \theta \in [1, 2] \) are measurable mappings, \( B^H \) is a \( d \)-dimensional fractional Brownian motion with \( H \in (1/2, 1) \).

We assume that \( b \) and \( \sigma \) satisfy the following conditions:

\( \textbf{(H1)} \) There is a non-decreasing function \( K(t) \) such that for any \( t \in [0, T], x, y \in \mathbb{R}^d, \mu, \nu \in \mathcal{P}_\theta(\mathbb{R}^d) \),

\[ |b(t, x, \mu) - b(t, y, \nu)| \leq K(t)(|x - y| + \mathbb{W}_\theta(\mu, \nu)), \quad \|\sigma(t, \mu) - \sigma(t, \nu)\| \leq K(t)\mathbb{W}_\theta(\mu, \nu), \]

and

\[ |b(t, 0, \delta_0) + \|\sigma(t, \delta_0)\| \leq K(t). \]

For each \( p \geq 1 \), \( S^p([0, T]) \) denotes the space of \( \mathbb{R}^d \)-valued, continuous \((\mathcal{F}_t)_{t \in [0, T]}\)-adapted processes \( \phi \) on \([0, T]\) satisfying

\[ \|\phi\|_{S^p} := \left( \mathbb{E} \sup_{t \in [0, T]} |\phi_t|^p \right)^{1/p} < \infty, \]

and \( C_{p_1, p_2, \ldots} \) denotes generic constants, whose values may change from line to line and depend only on \( p_1, p_2, \ldots \).

**Definition 3.1.** A stochastic process \( X = (X_t)_{0 \leq t \leq T} \) on \( \mathbb{R}^d \) is called a solution of (3.1), if \( X \in S^p([0, T]) \) and \( \mathbb{P}\text{-a.s.}, \)

\[ X_t = x + \int_0^t b(s, X_s, \mathcal{L}_{X_s})ds + \int_0^t \sigma(s, \mathcal{L}_{X_s})dB^H_s, \quad t \in [0, T]. \]

We remark here that \( \int_0^t \sigma(s, \mathcal{L}_{X_s})dB^H_s \) can be interpreted as Wiener integral with respect to fractional Brownian motion since \( \sigma(\cdot, \mathcal{L}_{X_s}) \) is a deterministic function. According to [21, Theorem 3.1], \( \textbf{(H1)} \) implies that equation (3.1) admits a unique solution \( X \in S^p([0, T]) \) with any \( p \geq \theta \) and \( p > 1/H \).

In order to investigate the asymptotic behaviors for the equation (3.1), for any fixed \( \mu \in C([0, T]; \mathcal{P}_2(\mathbb{R}^d)) \), we introduce the following reference equation:

\[ d\tilde{X}_t = b(t, \tilde{X}_t, \mu_t)dt + \sigma(t, \mu_t)dB^H_t, \quad 0 \leq t \leq T \]

with initial value \( \tilde{X}_0 = y \in \mathbb{R}^d \). With the help of the Girsanov theorem for the fractional Brownian motion, we can obtain the following perturbation result, whose proof is postponed to the Appendix.
Lemma 3.1. Suppose that (H1) holds. Then for any \( \mu \in C([0,T]; \mathcal{P}_2(\mathbb{R}^d)) \), there is a measurable map \( \mathcal{G}_\mu : C([0,T]; \mathbb{R}^d) \to C([0,T]; \mathbb{R}^d) \) such that

\[
\tilde{X} = \mathcal{G}_\mu(B^H).
\]

Moreover, for each \( h \in \mathcal{A}_M \), define

\[
\tilde{X}^h := \mathcal{G}_\mu \left( B^H + (R_H h)(\cdot) \right),
\]

then \( \tilde{X}^h \) satisfies the following equation

\[
\tilde{X}^h_t = y + \int_0^t b(s, \tilde{X}^h_s, \mu_s) ds + \int_0^t \sigma(s, \mu_s) d(R_H h)(s)
\]

\[+ \int_0^t \sigma(s, \mu_s) dB^H_s, \quad t \in [0,T], \quad \mathbb{P}\text{-a.s.} \quad (3.3)\]

From the above lemma, it easily follows the following result.

Lemma 3.2. Suppose that \( y = x \) and \( \mu_t = \mathcal{L}_{X_t}, t \in [0,T] \) for equation (3.2) and (H1) holds. Then the solution \( X \) of equation (3.2) satisfies \( \tilde{X} = \mathcal{G}_{\mathcal{L}_X}(B^H) \), where \( \mathcal{G}_{\mathcal{L}_X} \) is given in Lemma 3.1 with \( \mu = \mathcal{L}_X \). Moreover, for any \( h \in \mathcal{A}_M \), let

\[
X^h := \mathcal{G}_{\mathcal{L}_X} \left( B^H + (R_H h)(\cdot) \right),
\]

then \( X^h \) satisfies the following equation

\[
X^h_t = x + \int_0^t b(s, X^h_s, \mathcal{L}_{X_s}) ds + \int_0^t \sigma(s, \mathcal{L}_{X_s}) d(R_H h)(s)
\]

\[+ \int_0^t \sigma(s, \mathcal{L}_{X_s}) dB^H_s, \quad t \in [0,T], \quad \mathbb{P}\text{-a.s.} \quad (3.3)\]

In this article, our main objective is to study asymptotic behaviors for DDSDEs driven by fractional Brownian motions. More precisely, we will investigate the large and moderate deviation principles and the central limit theorem of the solution to the following DDSDE with small fractional noise: for any \( \epsilon > 0 \),

\[
\begin{align*}
\text{d}X^\epsilon_t &= b(t, X^\epsilon_t, \mathcal{L}_{X^\epsilon_t}) dt + \epsilon^H \sigma(t, \mathcal{L}_{X^\epsilon_t}) dB^H_t, \quad X^\epsilon_0 = x.
\end{align*}
\]

(3.4)

To this end, we first present preliminary fact and result. According to Lemma 3.2, there exists a measurable map \( \mathcal{G}^\epsilon := \mathcal{G}_{\mathcal{L}_{X^\epsilon}}, \) such that \( X^\epsilon = \mathcal{G}^\epsilon(\epsilon^H B^H) \). Furthermore, for every \( h^\epsilon \in \mathcal{A}_M \), let

\[
X^{\epsilon,h^\epsilon} := \mathcal{G}^\epsilon \left( \epsilon^H B^H + (R_H h^\epsilon)(\cdot) \right),
\]

(3.5)

then \( X^{\epsilon,h^\epsilon} \) satisfies the following equation

\[
X^{\epsilon,h^\epsilon}_t = x + \int_0^t b(s, X^{\epsilon,h^\epsilon}_s, \mathcal{L}_{X^\epsilon_s}) ds + \int_0^t \sigma(s, \mathcal{L}_{X^\epsilon_s}) d(R_H h^\epsilon)(s)
\]

\[+ \epsilon^H \int_0^t \sigma(s, \mathcal{L}_{X^\epsilon_s}) dB^H_s, \quad t \in [0,T], \quad \mathbb{P}\text{-a.s.} \]

(3.6)

Besides, again due to [21, Theorem 3.1], we have the following result.
Proposition 3.3. Suppose that (H1) holds. Then there exists a unique function \( \{X^0_t\}_{t \in [0,T]} \) such that

(i) \( X^0 \in C([0,T]; \mathbb{R}^d) \).

(ii) \( X^0 \) satisfies the following deterministic equation

\[
X^0_t = x + \int_0^t b(s, X^0_s, L X^0_s) ds, \quad t \in [0,T].
\]

(3.7)

It is easy to see that \( X^0 \) is deterministic and \( L X^0_s = \delta X^0_s \). In the sequel, we always use \( X^0 \) to denote the unique solution of equation (3.7).

3.2 Large deviation principle (LDP)

In this part, we aim to establish the LDP for equation (3.4) as \( \epsilon \to 0 \). We first recall some definitions of the theory of LDP. Let \( \mathcal{E} \) be a Polish space with the Borel \( \sigma \)-field \( \mathcal{B}(\mathcal{E}) \).

Definition 3.2. (Rate function) A function \( I \) is called a rate function, if for each constant \( M < \infty \), the level set \( \{x \in \mathcal{E} : I(x) \leq M\} \) is a compact subset of \( \mathcal{E} \).

Definition 3.3. (Large deviation principle) Let \( I \) be a rate function on \( \mathcal{E} \). Given a collection \( \{\ell(\epsilon)\}_{\epsilon > 0} \) of positive reals, a family \( \{X^\epsilon\}_{\epsilon > 0} \) of \( \mathcal{E} \)-valued random variables is said to be satisfied a LDP on \( \mathcal{E} \) with speed \( \ell(\epsilon) \) and rate function \( I \) if the following two conditions hold:

(i) (Upper bound) For each closed subset \( F \subset \mathcal{E} \),

\[
\limsup_{\epsilon \to 0} \ell(\epsilon) \log \mathbb{P}(X^\epsilon \in F) \leq - \inf_{x \in F} I(x).
\]

(ii) (Lower bound) For each open subset \( G \subset \mathcal{E} \),

\[
\liminf_{\epsilon \to 0} \ell(\epsilon) \log \mathbb{P}(X^\epsilon \in G) \geq - \inf_{x \in G} I(x).
\]

By [8, Theorems 1.5 and 1.8] (see also [20, Theorems 1.2.1 and 1.2.3]), the large deviation principle is equivalent to the following so-called Laplace principle.

Definition 3.4. (Laplace principle) Let \( I \) be a rate function on \( \mathcal{E} \). Given a collection \( \{\ell(\epsilon)\}_{\epsilon > 0} \) of positive reals, a family \( \{X^\epsilon\}_{\epsilon > 0} \) of \( \mathcal{E} \)-valued random variables is said to be satisfied the Laplace principle upper bound (respectively, lower bound) on \( \mathcal{E} \) with speed \( \ell(\epsilon) \) and rate function \( I \) if for all \( \varphi \in C_b(\mathcal{E}) \),

\[
\limsup_{\epsilon \to 0} -\ell(\epsilon) \log \mathbb{E} \left[ \exp \left( -\frac{\varphi(X^\epsilon)}{\ell(\epsilon)} \right) \right] \leq \inf_{x \in \mathcal{E}} \{\varphi(x) + I(x)\},
\]

(3.8)

(respectively,

\[
\liminf_{\epsilon \to 0} -\ell(\epsilon) \log \mathbb{E} \left[ \exp \left( -\frac{\varphi(X^\epsilon)}{\ell(\epsilon)} \right) \right] \geq \inf_{x \in \mathcal{E}} \{\varphi(x) + I(x)\}.
\]

(3.9)

The Laplace principle is said to be held for \( \{X^\epsilon\} \) with speed \( \ell(\epsilon) \) and rate function \( I \) if both the Laplace upper and lower bounds hold.
For any $\epsilon > 0$, let $G^\epsilon : C([0,T];\mathbb{R}^d) \to \mathcal{E}$ be a measurable map (with a slight abuse of notation $G^\epsilon$). Next, we give the following sufficient condition for the Laplace principle (equivalently, the LDP) of $X^\epsilon = G^\epsilon(\epsilon^H B^H)$ as $\epsilon \to 0$, which is a fractional version of [11, Theorem 4.2] or [30, Theorem 4.3].

(A0) There exists a measurable map $G^0 : I^H_{0+} (L^2([0,T], \mathbb{R}^d)) \to \mathcal{E}$ such that the following two conditions hold.

(i) Let $\{h^\epsilon : \epsilon > 0\} \subset A_M$ for any $M \in (0, \infty)$. If $h^\epsilon$ converges to $h$ in distribution as $S_M$-valued random elements, then

$$G^\epsilon(\epsilon^H B^H + \epsilon^H / \ell^2(\epsilon) (R_H h^\epsilon)(\cdot)) \to G^0(R_H h)$$

in law as $\epsilon \to 0$, where $\{\ell^\epsilon\}_{\epsilon > 0}$ are positive reals.

(ii) For each $M \in (0, \infty)$, the set $\{G^0(R_H h) : h \in S_M\}$ is a compact subset of $\mathcal{E}$.

Proposition 3.4. If $X^\epsilon = G^\epsilon(\epsilon^H B^H)$ and (A0) holds, then the family $\{X^\epsilon : \epsilon > 0\}$ satisfies the Laplace principle (hence the LDP) on $\mathcal{E}$ with speed $\ell(\epsilon)$ and the rate function $I$ given by

$$(3.10) \quad I(f) = \inf_{\{h \in \mathcal{H} : f = G^0(R_H h)\}} \left\{ \frac{1}{2} \|h\|^2_H \right\}, \quad f \in \mathcal{E}.$$

Here we follow the convention that the infimum over an empty set is $+\infty$.

For the sake of conciseness, we defer the proof to the Appendix. Below is a convenient and sufficient condition for verifying (A0) in Proposition 3.4. The proof is pretty similar to that of [31, Theorem 3.2] and we omit it here.

(A1) There exists a measurable map $G^0 : I^H_{0+} (L^2([0,T], \mathbb{R}^d)) \to \mathcal{E}$ for which the following two conditions hold.

(i) Let $\{h^\epsilon : \epsilon > 0\} \subset A_M$ for any $M \in (0, \infty)$. For each $\delta > 0$,

$$\lim_{\epsilon \to 0} \mathbb{P} \left( d\left( G^\epsilon(\epsilon^H B^H + \epsilon^H / \ell^2(\epsilon) (R_H h^\epsilon)(\cdot)), G^0((R_H h^\epsilon)(\cdot)) \right) > \delta \right) = 0,$$

where $d(\cdot, \cdot)$ stands for the metric on $\mathcal{E}$, $\{\ell^\epsilon\}_{\epsilon > 0}$ are positive reals.

(ii) Let $\{h^n : n \in \mathbb{N}\} \subset S_M$ for any $M \in (0, \infty)$. If $h^n$ converges to some element $h$ in $S_M$ as $n \to \infty$, then $G^0(R_H h^n)$ converges to $G^0(R_H h)$ in $\mathcal{E}$.

Proposition 3.5. If $X^\epsilon = G^\epsilon(\epsilon^H B^H)$ and (A1) holds, then the family $\{X^\epsilon : \epsilon > 0\}$ satisfies the Laplace principle (hence the LDP) on $\mathcal{E}$ with speed $\ell(\epsilon)$ and the rate function $I$ given by

$$(3.10).$$
Before moving to the LDP for equation (3.4), we consider the following skeleton equation

\[
\Upsilon^h_t = x + \int_0^t b(s, \Upsilon^h_s, \mathcal{L}x^0_s)ds + \int_0^t \sigma(s, \mathcal{L}x^0_s)d(R_H^h)(s), \quad t \in [0, T],
\]

where \( h \in \mathcal{H} \) and \( X^0 \) is given in (3.7). Here and in the next part, we further assume that \( \sigma \) is Hölder continuous of order belonging to \((1 - H, 1]\) with respect to the time variable. Then, \( \int_0^t \sigma(s, \mathcal{L}x^0_s)d(R_H^h)(s) \) in (3.11) (or (3.17) below) is well-defined as a Riemann-Stieltjes integral because of (2.5) and Proposition 3.3. For any \( t \in [0, T] \) and \( x \in \mathbb{R}^d \), set

\[
\tilde{b}(t, x) := b(t, x, \mathcal{L}x^0_t), \quad \tilde{\sigma}(t) := \sigma(t, \mathcal{L}x^0_t).
\]

It is easy to see that \( \tilde{b}(t, x) \) and \( \tilde{\sigma}(t) \) independent of the measure satisfy (H1), which ensure that equation (3.11) has a unique solution due to [36, Theorem 5.1]. As a consequence, we can define a map as follows

\[
\mathcal{G}^0 : I_{0+}^{H+1/2}(L^2([0, T], \mathbb{R}^d)) \ni R_H^h \mapsto \Upsilon^h \in C([0, T]; \mathbb{R}^d),
\]

where \( h \in \mathcal{H} \) and \( \Upsilon^h \) is the unique solution of equation (3.11). Besides, one can see that as \( \epsilon \to 0 \), equation (3.4) reduces to (3.7) and then \( \mathcal{L}X^\epsilon \) goes to \( \mathcal{L}X^0 \). So, in this sense \( \mathcal{L}X^0 \), rather than \( \mathcal{L}X^\epsilon \), appearing in equation (3.11) to define the rate function of Theorem 3.6 below, seems to be reasonable.

Our main result in this part reads as follows.

**Theorem 3.6.** Assume that (H1) holds. For each \( \epsilon > 0 \), let \( X^\epsilon = \{X^\epsilon_t\}_{t \in [0, T]} \) be the solution to equation (3.4). Then the family \( \{X^\epsilon : \epsilon > 0\} \) satisfies a LDP on \( C([0, T]; \mathbb{R}^d) \) with speed \( \epsilon^2H \) and the rate function \( I \) given by (3.10), where \( \mathcal{G}^0 \) is defined in (3.12).

### 3.3 Moderate deviation principle (MDP)

In this part, we shall investigate the MDP for the equation (3.4) as \( \epsilon \to 0 \). The moderate deviations problem for \( \{X^\epsilon : \epsilon > 0\} \) is to study the asymptotics of

\[
\frac{1}{\kappa^2(\epsilon)} \log \mathbb{P}(Y^\epsilon \in \cdot),
\]

where \( \kappa(\epsilon) \to \infty, \epsilon^H \kappa(\epsilon) \to 0 \) as \( \epsilon \to 0 \) and

\[
Y^\epsilon := \frac{X^\epsilon - X^0}{\epsilon^H \kappa(\epsilon)}.
\]

Recall the equations (3.4) and (3.7), from which we easily deduce that \( Y^\epsilon \) satisfies

\[
Y^\epsilon_t = \frac{1}{\epsilon^H \kappa(\epsilon)} \int_0^t (b(t, X^0_s + \epsilon^H \kappa(\epsilon)Y^\epsilon_s, \mathcal{L}x^0_s) - b(s, X^0_s, \mathcal{L}x^0_s))ds
\]
The derivative

$$+ \frac{1}{\kappa(\epsilon)} \int_0^t \sigma(s, \mathcal{L}_{X_s}) dB^H_s, \quad t \in [0, T].$$

Next, we put

$$\tilde{G}^\epsilon(\cdot) := \frac{G^\epsilon(\cdot) - X^0}{\epsilon^H \kappa(\epsilon)},$$

which is a map from $C([0, T]; \mathbb{R}^d)$ to $C([0, T]; \mathbb{R}^d)$ such that $Y^\epsilon = \tilde{G}^\epsilon(\epsilon^H B^H)$ due to the definition of $G^\epsilon$ and the relation $X^\epsilon = G^\epsilon(\epsilon^H B^H)$. Moreover, for any $h^\epsilon \in \mathcal{A}_M$, let

$$Y^{\epsilon, h^\epsilon} = \tilde{G}^\epsilon (\epsilon^H B^H + \epsilon^H \kappa(\epsilon)(R_H h^\epsilon)(\cdot)),$$

then $Y^{\epsilon, h^\epsilon}$ solves the following equation

$$Y^{\epsilon, h^\epsilon}_t = \frac{1}{\epsilon^H \kappa(\epsilon)} \int_0^t (b(s, X^0_s + \epsilon^H \kappa(\epsilon) Y^{\epsilon, h^\epsilon}_s, \mathcal{L}_{X_s}) - b(s, X^0_s, \mathcal{L}_{X_s})) \, ds$$

$$+ \int_0^t \sigma(s, \mathcal{L}_{X_s}) dB^H(s) + \frac{1}{\kappa(\epsilon)} \int_0^t \sigma(s, \mathcal{L}_{X_s}) dB^H_s, \quad t \in [0, T], \ \mathbb{P}\text{-a.s.}.$$

To obtain the MDP, in additional to (H1), we also need the following assumption.

(H2) The derivative $\nabla b(t, \cdot, \mu)(x)$ exists and there is a non-decreasing function $\tilde{K}(t)$ such that for any $t \in [0, T], x, y \in \mathbb{R}^d, \mu \in \mathcal{P}_b(\mathbb{R}^d)$,

$$\|\nabla b(t, \cdot, \mu)(x) - \nabla b(t, \cdot, \mu)(y)\| \leq \tilde{K}(t) |x - y|.$$

Now, for each $h \in \mathcal{H}$, we introduce the following equation

$$\Xi^h_t = \int_0^t \nabla_{X_s} b(s, \cdot, \mathcal{L}_{X_s})(X^0_s) \, ds + \int_0^t \sigma(s, \mathcal{L}_{X_s}) dB^H(s), \quad t \in [0, T],$$

which is used to give the rate function of Theorem 3.7 below. Similar to the above part, under the time Hölder continuity of $\sigma$ with order belonging to $(1 - H, 1]$, the equation (3.17) admits a unique solution, in which the last integral is also regarded as a Riemann-Stieltjes integral. Therefore, this allows us to define a map as follows

$$\tilde{G}^0 : I_{0+}^{H + 1/2} \left( L^2([0, T], \mathbb{R}^d) \right) \ni R_H h \mapsto \Xi^h \in C([0, T]; \mathbb{R}^d),$$

where $h \in \mathcal{H}$ and $\Xi^h$ is the unique solution of the equation (3.17).

We state our main result of this part as follows.

**Theorem 3.7.** Assume that (H1) and (H2) hold. For each $\epsilon > 0$, let $Y^\epsilon = \{Y^\epsilon_t\}_{t \in [0, T]}$ be defined in (3.13). Then the family $\{Y^\epsilon : \epsilon > 0\}$ satisfies a LDP on $C([0, T]; \mathbb{R}^d)$ with speed $\kappa^{-2}(\epsilon)$ and the rate function $I$ given by

$$I(f) = \inf_{\{h \in \mathcal{H} : f = \tilde{G}^0(R_H h)\}} \left\{ \frac{1}{2} \|h\|_{\mathcal{H}}^2 \right\}, \quad f \in C([0, T]; \mathbb{R}^d),$$

where $\tilde{G}^0$ is defined in (3.18). Here we use the convention that the infimum over an empty set is $+\infty$. 
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3.4 Central limit theorem (CLT)

This part is devoted to studying the CLT for equation (3.4). More precisely, we shall show that $X_t - X_0$ converges to a stochastic process in the $p$-moment sense as $\epsilon \to 0$. We would like to mention that the limit process is a solution to some linear equation which involves the Lions derivative of the coefficient $b$. To this end, we will impose the following conditions on $b$ and $\sigma$.

(H3) For every $t \in [0, T]$, $b(t, \cdot, \cdot) \in C^{1,(1,0)}(\mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d))$, and there exists a non-decreasing function $K(t)$ such that

(i) for any $t \in [0, T]$, $x, y \in \mathbb{R}^d$, $\mu, \nu \in \mathcal{P}_2(\mathbb{R}^d)$,

$$\|\nabla b(t, \cdot, \mu)(x)\| + |D^L b(t, x, \cdot)(\mu)(y)| \leq K(t), \quad \|\sigma(t, \mu) - \sigma(t, \nu)\| \leq K(t)\mathbb{W}_\theta(\mu, \nu),$$

and $|b(t, 0, \delta_0)| + \|\sigma(t, \delta_0)\| \leq K(t)$.

(ii) for any $t \in [0, T]$, $x, y, z_1, z_2 \in \mathbb{R}^d$, $\mu, \nu \in \mathcal{P}_2(\mathbb{R}^d)$,

$$\|\nabla b(t, \cdot, \mu)(x) - \nabla b(t, \cdot, \nu)(y)\| + |D^L b(t, x, \cdot)(\mu)(z_1) - D^L b(t, y, \cdot)(\nu)(z_2)|$$

$$\leq K(t)(|x - y| + |z_1 - z_2| + \mathbb{W}_\theta(\mu, \nu)).$$

Observe that according to the fundamental theorem for Bochner integral (see, for instance, [29, Proposition A.2.3]) and the definitions of $L$-derivative and the Wasserstein distance, (H3)(i) implies

$$|b(t, x, \mu) - b(t, y, \nu)| \leq K(t)(|x - y| + \mathbb{W}_\theta(\mu, \nu)), \quad t \in [0, T], \ x, y \in \mathbb{R}^d, \ \mu, \nu \in \mathcal{P}_2(\mathbb{R}^d).$$

Then, it follows from [21, Theorem 3.1] that (3.4) has a unique solution.

Next, we give an example of the function $b$ such that (H3) is satisfied.

**Example 3.8.** Assume $f : [0, T] \times \mathbb{R}^d \to \mathbb{R}^d$ and $\varphi : \mathbb{R}^d \to \mathbb{R}^d$ are all twice continuously differentiable mappings with bounded derivatives. Suppose that

$$b(t, x, \mu) = f\left(t, x + \int_{\mathbb{R}^d} \varphi(u)\mu(du)\right).$$

Then, it is easy to see that

$$\nabla b(t, \cdot, \mu)(x) = \nabla f\left(t, x + \int_{\mathbb{R}^d} \varphi(u)\mu(du)\right),$$

$$D^L b(t, x, \cdot)(\mu)(y) = \nabla f\left(t, x + \int_{\mathbb{R}^d} \varphi(u)\mu(du)\right) \nabla \varphi(y).$$

In particular, when $\varphi = 0$, $b$ reduces to a function with no dependence on the measure. By a direct calculation, it is readily checked that the function $b$ above satisfies (H3). More examples can be found in our recent work [21, Example 4.6].
Our main result in this part is stated in the following theorem.

**Theorem 3.9.** Assume that (H3) holds, then for any $p \geq \theta$ and $p > 1/H$,

$$
\mathbb{E} \left( \sup_{0 \leq t \leq T} \left| \frac{X_t^\epsilon - X_0^0}{\epsilon^H} - Z_t \right|^p \right) \leq C_{T, p, H} \epsilon^{pH} \left( 1 + \sup_{t \in [0, T]} |X_t^0|^{2p} \right), \quad \epsilon \in (0, \epsilon_0],
$$

where $Z_t$ satisfies

$$
Z_t = \int_0^t \nabla Z_s b(s, \cdot, \mathcal{L}_X^0)(X_s^0) ds + \int_0^t \left( \mathbb{E}(D^4 b(s, u, \cdot)(\mathcal{L}_X^0)(X_s^0), Z_s) |_{u=X_s^0} \right) ds + \int_0^t \sigma(s, \mathcal{L}_X^0) d\mathbb{B}_s^H, \quad t \in [0, T],
$$

and $\epsilon_0 > 0$ is a constant appeared in Lemma 4.2 below.

## 4 Proofs of the main results

To prove the main results, we need the following useful lemma, which presents a maximal inequality for $\int_0^t \sigma(s, \mu_s) d\mathbb{B}_s^H$. Though its proof is identical to step 1 in the proof of [21, Theorem 3.1], yet we give its proof in the Appendix for the convenience of the reader.

**Lemma 4.1.** Suppose that $\sigma$ satisfies (H1) and $\mu \in C([0, T]; \mathcal{P}_p(\mathbb{R}^d))$ with $p \geq \theta$ and $p > 1/H$. Then there is a constant $C_{T, p, H} > 0$ such that

$$
\mathbb{E} \left( \sup_{t \in [0, T]} \left| \int_0^t \sigma(s, \mu_s) d\mathbb{B}_s^H \right|^p \right) \leq C_{T, p, H} \int_0^T \|\sigma(s, \mu_s)\|^p ds.
$$

### 4.1 Proof of Theorem 3.6

According to Proposition 3.5 to prove Theorem 3.6, it is enough to check that (A1) holds with $\mathcal{G}^\epsilon, \mathcal{G}^0$ and $\ell(\epsilon)$ given by (3.5), (3.12) and $\epsilon^{2H}$, respectively. The verification of (A1)(i) and (A1)(ii) will be shown respectively in Proposition 4.3 and Proposition 4.5 below.

Before we give Proposition 4.3, we first present the following lemma which characterizes the difference between $X^\epsilon$ and $X^0$.

**Lemma 4.2.** Suppose that (H1) holds. Then for any $p \geq \theta$ and $p > 1/H$, there exists a constant $\epsilon_0 > 0$ such that for every $\epsilon \in (0, \epsilon_0]$,

$$
\mathbb{E} \left( \sup_{t \in [0, T]} \left| X_t^\epsilon - X_t^0 \right|^p \right) \leq C_{T, p, H} \epsilon^{pH} \left( 1 + \sup_{t \in [0, T]} |X_t^0|^{2p} \right),
$$

**Proof.** By (3.4), (3.7) and (H1), we have for any $t \in [0, T]$,

$$
\sup_{s \in [0, t]} \left| X_s^\epsilon - X_s^0 \right|^p
$$
\[ \leq 2^{p-1} \sup_{s \in [0,t]} \left| \int_0^s \left( b(r, X^\epsilon_r, \mathcal{L}_{X^\epsilon_r}) - b(r, X^0_r, \mathcal{L}_{X^0_r}) \right) dr \right|^p \]
\[ + 2^{p-1} \epsilon^p H \sup_{s \in [0,t]} \left| \int_0^s \sigma(r, \mathcal{L}_{X^\epsilon_r}) dB^H_r \right|^p \]
\[ \leq (4T)^{p-1} K^p(T) \int_0^t \left( |X^\epsilon_r - X^0_r|^p + \mathbb{W}^p_\theta(\mathcal{L}_{X^\epsilon_r}, \mathcal{L}_{X^0_r}) \right) dr \]
\[ + 2^{p-1} \epsilon^p H \sup_{s \in [0,t]} \left| \int_0^s \sigma(r, \mathcal{L}_{X^\epsilon_r}) dB^H_r \right|^p . \]

Note that by Lemma 4.1 and (H1), we get for any \( p > 1/H \),
\[ \mathbb{E} \left( \sup_{s \in [0,t]} \left| \int_0^s \sigma(r, \mathcal{L}_{X^\epsilon_r}) dB^H_r \right|^p \right) \]
\[ \leq C_{T,p,H} \int_0^t \left\| \sigma(r, \mathcal{L}_{X^\epsilon_r}) \right\|^p dr \]
\[ \leq 3^{p-1} C_{T,p,H} \int_0^t \left( \left| \sigma(r, \mathcal{L}_{X^\epsilon_r}) - \sigma(r, \mathcal{L}_{X^0_r}) \right|^p + 3^{p-1} C_{T,p,H} \int_0^t \left| \sigma(r, \mathcal{L}_{X^\epsilon_r}) - \sigma(r, 0) \right|^p dr \right. \]
\[ + 3^{p-1} C_{T,p,H} \int_0^t \left. \left| \sigma(r, 0) \right|^p dr \right) \]
\[ \leq 3^{p-1} C_{T,p,H} K^p(T) \int_0^t \mathbb{E} \left( \sup_{u \in [0,r]} \left| X^\epsilon_u - X^0_u \right|^p \right) dr + 3^{p-1} C_{T,p,H} TK^p(T) \left( 1 + \sup_{t \in [0,T]} |X^0_t|^p \right) . \]

Then, taking the expectation on both sides of (4.2) and using the Gronwall inequality, we derive that for any \( p \geq \theta \) and \( p > 1/H \),
\[ \mathbb{E} \left( \sup_{t \in [0,T]} \left| X^\epsilon_t - X^0_t \right|^p \right) \leq C_{T,p,H} e^{C_{T,p,H}(1+\epsilon^p H)} e^{pH} \left( 1 + \sup_{t \in [0,T]} |X^0_t|^p \right) . \]
Hence, there exists a constant \( \epsilon_0 > 0 \) such that for every \( \epsilon \in (0, \epsilon_0] \),
\[ \mathbb{E} \left( \sup_{t \in [0,T]} \left| X^\epsilon_t - X^0_t \right|^p \right) \leq C_{T,p,H} e^{pH} \left( 1 + \sup_{t \in [0,T]} |X^0_t|^p \right) , \]
which completes the proof. \( \square \)

**Proposition 4.3.** Suppose that (H1) holds and let \( \{ h^\epsilon : \epsilon > 0 \} \subset A_M \) for any \( M \in (0, \infty) \). Then, for any \( \delta > 0 \),
\[ \lim_{\epsilon \to 0} \mathbb{P} \left( \left\| X^{\epsilon,h^\epsilon} - G^0((R_H h^\epsilon)(\cdot)) \right\|_\infty > \delta \right) = 0, \]
where \( \| \cdot \|_\infty \) is the uniform norm on \( C([0,T]; \mathbb{R}^d) \).
Proof. For each fixed $\epsilon > 0$, by (3.11)-(3.12) with $h$ replaced by $h^\epsilon$ and (3.6) we get
\[
X_t^{\epsilon, h^\epsilon} - \mathcal{G}^0((R_H h^\epsilon)(\cdot))(t) = X_t^{\epsilon, h^\epsilon} - \Upsilon_t^{h^\epsilon}
\]
\[
= \int_0^t \left( b(s, X_s^{\epsilon, h^\epsilon}, \mathcal{L}_X^t) - b(s, \Upsilon_s^{h^\epsilon}, \mathcal{L}_X^t) \right) ds
\]
\[
+ \int_0^t (\sigma(s, \mathcal{L}_X^t) - \sigma(s, \mathcal{L}_X^t)) d(R_H h^\epsilon)(s) + \epsilon H \int_0^t \sigma(s, \mathcal{L}_X^t) dB_s^H, \quad t \in [0, T].
\]
Then, it follows that
\[
|X_t^{\epsilon, h^\epsilon} - \Upsilon_t^{h^\epsilon}|^2 \leq 3 \int_0^t \left| \left( b(s, X_s^{\epsilon, h^\epsilon}, \mathcal{L}_X^t) - b(s, \Upsilon_s^{h^\epsilon}, \mathcal{L}_X^t) \right) ds \right|^2
\]
\[
+ 3 \left| \int_0^t (\sigma(s, \mathcal{L}_X^t) - \sigma(s, \mathcal{L}_X^t)) d(R_H h^\epsilon)(s) \right|^2
\]
\[
+ 3 \epsilon^2 H \left| \int_0^t \sigma(s, \mathcal{L}_X^t) dB_s^H \right|^2
\]
(4.3)
\[
= : J_1(t) + J_2(t) + J_3(t).
\]
Using the Hölder inequality and (H1), we arrive at
\[
J_1(t) \leq 3 \int_0^t K(s) \left( |X_s^{\epsilon, h^\epsilon} - \Upsilon_s^{h^\epsilon}| + \mathcal{W}_\theta(\mathcal{L}_X^t, \mathcal{L}_X^t) \right) ds
\]
(4.4)
\[
\leq 6 T K^2(T) \left( \int_0^t |X_s^{\epsilon, h^\epsilon} - \Upsilon_s^{h^\epsilon}|^2 ds + T \mathbb{E} \left( \sup_{t \in [0, T]} |X_t^\epsilon - X_t^0|^2 \right) \right).
\]
With the help of (2.3), (H1) and the Fubini theorem, we deduce
\[
J_2(t) = 3 \left| \int_0^t (\sigma(s, \mathcal{L}_X^t) - \sigma(s, \mathcal{L}_X^t)) \int_0^s \frac{\partial K_H}{\partial s} (s, r) (K^*_H h^\epsilon)(r) dr ds \right|^2
\]
\[
\leq 3 C_H^2 \left( \int_0^t K(s) \mathcal{W}_\theta(\mathcal{L}_X^t, \mathcal{L}_X^t) \int_0^s \left( \frac{s}{r} \right)^{H - \frac{1}{2}} (s - r)^{H - \frac{3}{2}} |(K^*_H h^\epsilon)(r)| dr ds \right)^2
\]
\[
\leq 3 C_H^2 K^2(T) \mathbb{E} \left( \sup_{t \in [0, T]} |X_t^\epsilon - X_t^0|^2 \right)
\]
\[
\times \left( \int_0^T r^{\frac{1}{2} - H} |(K^*_H h^\epsilon)(r)| \left( \int_r^T s^{H - \frac{1}{2}} (s - r)^{H - \frac{3}{2}} ds \right) dr \right)^2
\]
\[
\leq C(T, H) \mathbb{E} \left( \sup_{t \in [0, T]} |X_t^\epsilon - X_t^0|^2 \right) \int_0^T |(K^*_H h^\epsilon)(r)|^2 dr
\]
(4.5)
\[
= C(T, H) \mathbb{E} \left( \sup_{t \in [0, T]} |X_t^\epsilon - X_t^0|^2 \right) \| h^\epsilon \|^2_H,
\]
where \( C(T, H) := \frac{3C^2 H^2 K^2(T)}{2(1-H)(H-\frac{1}{2})^2} \) and the last equality is due to the fact that \( K^*_H \) is an isometry between \( \mathcal{H} \) and \( L^2([0, T], \mathbb{R}^d) \).

For the term \( J_3(t) \), from Lemma 4.1 and (H1) we have

\[
\mathbb{E}\left( \sup_{t \in [0, T]} J_3(t) \right) \leq 3C_{T,H} \epsilon^2 \int_0^T \| \sigma(s, \mathcal{L}_{X_t}) \|^2 ds
\]
\[
\leq 9C_{T,H} \epsilon^2 \left( \int_0^T \| \sigma(s, \mathcal{L}_{X_t}) - \sigma(s, \mathcal{L}_{X^0}) \|^2 ds + \int_0^T \| \sigma(s, \mathcal{L}_{X^0}) - \sigma(s, \delta_0) \|^2 ds \right.
\]
\[
\left. + \int_0^T \| \sigma(s, \delta_0) \|^2 ds \right)
\]

(4.6) \[
\leq 9C_{T,H} TK^2(T) \epsilon^2 \left( \mathbb{E}\left( \sup_{t \in [0, T]} |X^\epsilon_t - X^{0}_t|^2 \right) + 1 + \sup_{t \in [0, T]} |X^0_t|^2 \right).
\]

Then, substituting (4.4)-(4.6) into (4.3) yields

\[
\mathbb{E}\left( \sup_{t \in [0, T]} |X^{\epsilon, h^\epsilon}_t - \gamma^{h^\epsilon}_t|^2 \right) \leq 6TK^2(T) \int_0^T \sup_{r \in [0, s]} |X^{\epsilon, h^\epsilon}_r - \gamma^{h^\epsilon}_r|^2 ds
\]
\[
+ \left[ 6(TK(T))^2 + C(T, H)\|h^\epsilon\|_{\mathcal{H}}^2 + 9C_{T,H} TK^2(T) \epsilon^2 \right] \mathbb{E}\left( \sup_{t \in [0, T]} |X^\epsilon_t - X^{0}_t|^2 \right)
\]
\[
+ 9C_{T,H} TK^2(T) \epsilon^2 \left( 1 + \sup_{t \in [0, T]} |X^0_t|^2 \right).
\]

Applying the Gronwall inequality and Lemma 4.2 and using \( h^\epsilon \in \mathcal{A}_M \), we conclude that there is a constant \( C_{T,H,M} \) such that

\[
\mathbb{E}\left( \sup_{t \in [0, T]} |X^{\epsilon, h^\epsilon}_t - \gamma^{h^\epsilon}_t|^2 \right) \leq C_{T,H,M} \epsilon^{2H} (1 + \epsilon^{2H}) \left( 1 + \sup_{t \in [0, T]} |X^0_t|^2 \right).
\]

Then we get

\[
\lim_{\epsilon \to 0} \mathbb{E}\left( \sup_{t \in [0, T]} |X^{\epsilon, h^\epsilon}_t - \gamma^{h^\epsilon}_t|^2 \right) = 0,
\]

which implies the desired assertion.

To verify (A1)(ii), we need the following priori estimate for the solution \( \gamma^h \) to the skeleton equation (3.11).
Lemma 4.4. Suppose that (H1) holds. Then for any $M > 0$,

$$\sup_{n \in S_M} \sup_{t \in [0,T]} |\gamma_t^h|^2 \leq C_{T,H,M},$$

where $C_{T,H,M}$ is a positive constant only depending on $T, H, M$.

Proof. According to the change-of-variables formula \[46, \text{Theorem 4.3.1}\] and (H1), we have

$$|\gamma_t^h|^2 = |x|^2 + 2 \int_0^t \langle \gamma_s^h, b(s, \gamma_s^h, \mathcal{L}_X^0) \rangle ds + 2 \int_0^t \langle \gamma_s^h, \sigma(s, \mathcal{L}_X^0) d(R_H h)(s) \rangle$$

\[ (4.7) \quad =: |x|^2 + I_1(t) + I_2(t). \]

From (H1), it follows that

$$I_1(t) \leq 2 \int_0^t |\gamma_s^h| \cdot |b(s, \gamma_s^h, \mathcal{L}_X^0) - b(s, 0, \delta_0)| ds + 2 \int_0^t |\gamma_s^h| \cdot |b(s, 0, \delta_0)| ds$$

$$\leq 2 \int_0^t K(s) (|\gamma_s^h|^2 + |\gamma_s^h| \cdot |X^0_s|) ds + 2 \int_0^t K(s)|\gamma_s^h| ds$$

\[ (4.8) \quad \leq 4K(t) \int_0^t |\gamma_s^h|^2 ds + K(t) \left( t + \int_0^t |X^0_s|^2 ds \right). \]

For the term $I_2(t)$, using [2,6] and the fact that $K_H^*$ is an isometry between $\mathcal{H}$ and $L^2([0,T], \mathbb{R}^d)$, we have

$$I_2(t) = 2 \sum_{i,j=1}^d \int_0^t \int_0^T \gamma_{i,s}^h \sigma_{ij}(s, \mathcal{L}_X^0 I_{[0,t]}(s) \int_0^s \frac{\partial K_H}{\partial s}(s,r)(K_H^* h)(r) dr ds$$

$$= 2 \sum_{i,j=1}^d \int_0^t \int_r^T \gamma_{i,s}^h \sigma_{ij}(s, \mathcal{L}_X^0 I_{[0,t]}(s) \frac{\partial K_H}{\partial s}(s,r)(K_H^* h)(r) dr ds$$

$$= 2 \int_0^t \langle K_H^*(\gamma_{i,s}^h, \sigma_{ij}(\cdot, \mathcal{L}_X^0)) I_{[0,t]}(r)(K_H^* h)(r) dr$$

$$= 2 \int_0^T \langle K_H^*(\sigma^T(\cdot, \mathcal{L}_X^0) \gamma_{i,s}^h I_{[0,t]}(r), (K_H^* h)(r) dr$$

\[ (4.9) \quad = 2 \langle \sigma^T(\cdot, \mathcal{L}_X^0) \gamma_{i,s}^h I_{[0,t]}, h \rangle_{\mathcal{H}}. \]

Here and in the sequel, $\sigma^T$ denotes the transpose matrix of $\sigma$. Then, by (2.3) and (H1) we get

$$I_2(t) \leq 2 \sup_{t \in [0,T]} \sup_{i \in \mathcal{L}_X^0} |\gamma_{i,s}^h|^2 \cdot \|h\|_{\mathcal{H}}$$

$$\leq 2 (2H)^{1/2} T H^{-1/2} \|\sigma^T(\cdot, \mathcal{L}_X^0) \gamma_{i,s}^h I_{[0,t]}\|_{L^2} \cdot \|h\|_{\mathcal{H}}$$

$$\leq 2 (2H)^{1/2} T H^{-1/2} K(t) \left( 1 + \sup_{t \in [0,T]} \|X^0_t\| \right) \left( \int_0^t |\gamma_{i,s}^h|^2 ds \right)^{1/2} \|h\|_{\mathcal{H}}$$
Proposition 4.5. Suppose that $C$ equi-continuous in which means that
\begin{equation}
(4.10) \quad \leq 2HT^{2H-1}K(t) \left(1 + \sup_{t \in [0,T]} |X_t^0| \right) \|h\|_{\mathcal{H}}^2 + K(t) \left(1 + \sup_{t \in [0,T]} |X_t^0| \right) \int_0^t |Y_s^h|^2 \, ds.
\end{equation}
Substituting (4.8) and (4.10) into (4.7) yields
\begin{equation}
\sup_{t \in [0,T]} |Y_t^h|^2 \leq |x|^2 + K(T) \left(T + \int_0^T |X_s^0|^2 \, ds \right) + 2HT^{2H-1}K(T) \left(1 + \sup_{t \in [0,T]} |X_t^0| \right) \|h\|_{\mathcal{H}}^2
\end{equation}
\begin{equation}
+ K(T) \left(5 + \sup_{t \in [0,T]} |X_t^0| \right) \int_0^t |Y_s^h|^2 \, ds.
\end{equation}
Consequently, for any $h \in S_M$, the Gronwall inequality implies
\begin{equation}
\sup_{t \in [0,T]} |Y_t^h|^2 \leq \left[|x|^2 + K(T) \left(T + \int_0^T |X_s^0|^2 \, ds \right) + 2HT^{2H-1}K(T) \left(1 + \sup_{t \in [0,T]} |X_t^0| \right) \|h\|_{\mathcal{H}}^2 \right]
\times \exp \left\{TK(T) \left(5 + \sup_{t \in [0,T]} |X_t^0| \right) \right\}
\leq C_{T,H,M},
\end{equation}
where the constant $C_{T,H,M}$ only depends on $T, H, M$. The proof is now complete.

\begin{proposition}
Suppose that (H1) holds and let $\{h^n : n \in \mathbb{N}\} \subset S_M$ for any $M \in (0, \infty)$ such that $h^n$ converges to element $h$ in $S_M$ as $n \to \infty$. Then
\begin{equation}
\lim_{n \to \infty} \sup_{t \in [0,T]} |G^0(R_H h^n)(t) - G^0(R_H h)(t)| = 0.
\end{equation}
\end{proposition}

Proof. For each $n \geq 1$, let $\Upsilon^{h^n}$ be the solution of equation (3.11) with $h$ replaced by $h^n$. By (3.12), there hold $G^0(R_H h^n) = \Upsilon^{h^n}$ and $G^0(R_H h) = \Upsilon^h$.

We first prove that $\{\Upsilon^{h^n}\}_{n \geq 1}$ is relatively compact in $C([0,T]; \mathbb{R}^d)$. With the help of the Arzelà-Ascoli theorem, it is enough to show that $\{\Upsilon^{h^n}\}_{n \geq 1}$ is uniformly bounded and equi-continuous in $C([0,T]; \mathbb{R}^d)$. By Lemma 4.1, there exists a constant $C_{T,H,M} > 0$ such that
\begin{equation}
(4.11) \quad \sup_{n \geq 1} \sup_{t \in [0,T]} |\Upsilon_t^{h^n}| \leq C_{T,H,M},
\end{equation}
which means that $\{\Upsilon^{h^n}\}_{n \geq 1}$ is uniformly bounded in $C([0,T]; \mathbb{R}^d)$.

Now, we focus on dealing with equi-continuous of $\{\Upsilon^{h^n}\}_{n \geq 1}$ in $C([0,T]; \mathbb{R}^d)$. By (3.11), we deduce that for $0 \leq s < t \leq T$,
\begin{equation}
(4.12) \quad \Upsilon_t^{h^n} - \Upsilon_s^{h^n} = \int_s^t b(r, \Upsilon_r^{h^n}, \mathcal{L}_r) \, dr + \int_s^t \sigma(r, \mathcal{L}_r) \, d(R_H h^n)(r).
\end{equation}
In view of (H1) and (4.11), we get
\[
\int_s^t b(r, \Upsilon_r^{h^n}, \mathcal{L}_{X^0}) \, dr \leq \int_s^t |b(r, \Upsilon_r^{h^n}, \mathcal{L}_{X^0}) - b(r, 0, \delta_0)| \, dr + \int_s^t |b(r, 0, \delta_0)| \, dr
\]
\[
\leq \int_s^t K(r) (|\Upsilon_r^{h^n}| + |X_r^0|) \, dr + \int_s^t K(r) \, dr
\]
\[
\leq K(T) \left( 1 + C_{T,H,M} + \sup_{r \in [0,T]} |X_r^0| \right) (t - s).
\]
(4.13)

By (2.6), (H1) and the Fubini theorem, we have
\[
\left| \int_s^t \sigma(r, \mathcal{L}_{X^0}) \, d(R_H h^n)(r) \right|
\]
\[
= \left| \int_s^t \sigma(r, \mathcal{L}_{X^0}) \int_0^r \frac{\partial K_H}{\partial r}(r, u)(K_H^{*h^n})(u) \, du \, dr \right|
\]
\[
\leq C_H K(T) \left( 1 + \sup_{r \in [0,T]} |X_r^0| \right) \int_s^t \left( \frac{r}{u} \right)^{H - \frac{1}{2}} (r - u)^{H - \frac{3}{2}} |(K^{*h^n})(u)| \, du \int_s^r (r - u)^{H - \frac{3}{2}} \, du
\]
\[
= C_H K(T) \left( 1 + \sup_{r \in [0,T]} |X_r^0| \right) \left[ \int_s^t u^{\frac{1}{2} - H}|(K^{*h^n})(u)| \left( \int_s^r (r - u)^{H - \frac{3}{2}} \, du \right) \, du + \int_s^t u^{\frac{1}{2} - H}|(K^{*h^n})(u)| \left( \int_s^r (r - u)^{H - \frac{3}{2}} \, du \right) \, du \right].
\]
(4.14)

Using the Hölder inequality and the relation \( \|K^{*h^n}\|_{L^2} = \|h^n\|_{\mathcal{H}} \), we arrive at
\[
\int_0^s u^{\frac{1}{2} - H}|(K^{*h^n})(u)| \left( \int_s^r (r - u)^{H - \frac{3}{2}} \, du \right) \, du
\]
\[
\leq T^{H - \frac{1}{2}} \int_s^t (r - s)^{H - \frac{3}{2}} \, dr \int_0^s u^{\frac{1}{2} - H}|(K^{*h^n})(u)| \, du
\]
\[
\leq \frac{T^{\frac{1}{2}}}{(H - \frac{1}{2})\sqrt{2(1 - H)}} \left( \int_0^T |(K^{*h^n})(u)|^2 \, du \right)^{\frac{1}{2}} (t - s)^{H - \frac{1}{2}}
\]
\[
\leq \frac{T^{\frac{1}{2}}}{(H - \frac{1}{2})\sqrt{2(1 - H)}} \|h^n\|_{\mathcal{H}} (t - s)^{H - \frac{1}{2}}
\]
(4.15)

and
\[
\int_s^t u^{\frac{1}{2} - H}|(K^{*h^n})(u)| \left( \int_s^r (r - u)^{H - \frac{3}{2}} \, du \right) \, du
\]
\[
\leq \frac{T^{H - \frac{1}{2}}}{H - \frac{1}{2}} \int_s^t u^{\frac{1}{2} - H}(t - u)^{H - \frac{3}{2}} |(K^{*h^n})(u)| \, du
\]
\[
\leq \frac{\sqrt{B(2 - 2H, 2H)} T^{H - \frac{1}{2}}}{H - \frac{1}{2}} \|h^n\|_{\mathcal{H}} \sqrt{t - s}.
\]
(4.16)
On the other hand, by (2.6) and the Fubini theorem we derive

\[ (4.17) \]

\[
\lim_{n \to \infty} \int_0^t b(s, \Upsilon_s^{h^n}, \mathcal{L}_{X_{[0,T]}})ds = \int_0^t b(s, \Upsilon_s, \mathcal{L}_{X_{[0,T]}})ds.
\]

Then, combining (4.12)-(4.16) together and using the fact that \( \|h^n\|_H \leq \sqrt{2M} \) due to \( h^n \in S_M \), one can see that \( \{\Upsilon^{h^n}\}_{n \geq 1} \) is equi-continuous in \( C([0,T]; \mathbb{R}^d) \). Hence, we have shown that \( \{\Upsilon^{h^n}\}_{n \geq 1} \) is relatively compact in \( C([0,T]; \mathbb{R}^d) \), which implies that for any subsequence of \( \{\Upsilon^{h^n}\}_{n \geq 1} \), we can extract a further subsequence (not relabelled) such that \( \Upsilon^{h^n} \) converges to some \( \Upsilon \) in \( C([0,T]; \mathbb{R}^d) \).

We claim that \( \Upsilon = \Upsilon^h \). Once this is shown, by a standard subsequential argument we can conclude that the full sequence \( \Upsilon^{h^n} \) converges to \( \Upsilon^h \) in \( C([0,T]; \mathbb{R}^d) \), which is the desired assertion.

It remains to show the claim. By (H1), we first have for every \( t \in [0,T] \),

\[
\left| \int_0^t b(s, \Upsilon_s^{h^n}, \mathcal{L}_{X_{[0,T]}})ds - \int_0^t b(s, \Upsilon_s, \mathcal{L}_{X_{[0,T]}})ds \right|
\leq \int_0^t K(s) |\Upsilon_s^{h^n} - \Upsilon_s| ds
\leq TK(T) \sup_{t \in [0,T]} |\Upsilon_t^{h^n} - \Upsilon_t| \to 0, \ n \to \infty.
\]

Then, for each \( t \in [0,T] \), we get

\[ (4.17) \]

\[
\lim_{n \to \infty} \int_0^t b(s, \Upsilon_s^{h^n}, \mathcal{L}_{X_{[0,T]}})ds = \int_0^t b(s, \Upsilon_s, \mathcal{L}_{X_{[0,T]}})ds.
\]

On the other hand, by (2.6) and the Fubini theorem we derive

\[
\int_0^t \sigma(s, \mathcal{L}_{X_{[0,T]}})d(R_Hh^n)(s) - \int_0^t \sigma(s, \mathcal{L}_{X_{[0,T]}})d(R_Hh)(s)
= \int_0^t \sigma(s, \mathcal{L}_{X_{[0,T]}}) \left( \int_0^s \frac{\partial K_H}{\partial s}((K_H^n(r))(-K_H^n(r))dr - (K_H^*(r))dr \right) ds
= C_H \int_0^T \left[ I_{[0,T]}(r) r^{\frac{1}{2} - H} \left( \int_r^t \sigma(s, \mathcal{L}_{X_{[0,T]}})s^{H - \frac{1}{2}}(s-r)^{H - \frac{3}{2}} ds \right) \right]
\times [(K_H^*(r))(-K_H^*(r))]dr.
\]

We set, for any unit vector \( e \in \mathbb{R}^d \) and \( t \in [0,T] \),

\[
g_t(r) := I_{[0,t]}(r) r^{\frac{1}{2} - H} \left( \int_r^t \sigma(s, \mathcal{L}_{X_{[0,T]}})s^{H - \frac{1}{2}}(s-r)^{H - \frac{3}{2}} ds \right) e, \ \ r \in [0,T].
\]

By (H1) we have

\[
|g_t(r)| \leq \frac{T^{2H} K(T)}{H + \frac{1}{2}} \left( 1 + \sup_{s \in [0,T]} X_s^n \right) r^{\frac{1}{2} - H},
\]

which implies that \( g_t(\cdot) \in L^2([0,T], \mathbb{R}^d) \). Then, taking into account of (4.18) and the condition that \( h^n \) converges to element \( h \) in \( S_M \) as \( n \to \infty \), we deduce

\[ (4.19) \]

\[
\lim_{n \to \infty} \int_0^t \sigma(s, \mathcal{L}_{X_{[0,T]}})d(R_Hh^n)(s) = \int_0^t \sigma(s, \mathcal{L}_{X_{[0,T]}})d(R_Hh)(s).
\]
Observe that $\Upsilon^h_n$ satisfies the following equation:

$$\Upsilon^h_n = x + \int_0^t b(s, \Upsilon^h_n, \mathcal{L}_{X^h})(s) \, ds + \int_0^t \sigma(s, \mathcal{L}_{X^h})(s) \, d(R_H h^h)(s), \; t \in [0, T],$$

Letting $n$ goes to infinity and using (4.14) and (4.19), one can see that $\Upsilon$ solves (3.11), which yields $\Upsilon = \Upsilon^h$ due to the uniqueness of solutions to (3.11). This completes our proof.

### 4.2 Proof of Theorem 3.7

In view of Proposition 3.5 to complete the proof of Theorem 3.7, it is sufficient to verify that (A1) holds with $\mathcal{G}^0, \mathcal{G}^c$ and $\ell(\epsilon)$ replaced by $\mathcal{G}^0, \mathcal{G}^c$ and $\kappa^{-2}(\epsilon)$, respectively. The verification of (A1)(i) will be shown in Proposition 4.7 and (A1)(ii) will be presented in Proposition 4.8 We first give a moment estimate for $Y^{\epsilon,h'}$.

**Lemma 4.6.** Suppose that (H1) holds and let $\{h' : \epsilon > 0\} \subset \mathcal{A}_M$ for any $M \in (0, \infty)$. Then for any $p \geq \theta$, there exist two positive constants $C_{T,p,H,M}$ and $\epsilon_1$ such that

$$\sup_{\epsilon \in (0, \epsilon_1]} \mathbb{E} \left( \sup_{t \in [0, T]} |Y^{\epsilon,h'}_{t}|^p \right) \leq C_{T,p,H,M} \left( 1 + \sup_{t \in [0, T]} |X^0_t|^p \right).$$

**Proof.** By (3.16), we get

$$|Y^{\epsilon,h'}_{t}|^p \leq \frac{3^{p-1}}{\epsilon p H^p K^p(\epsilon)} \left| \int_0^t \left( b(s, X^0_s + \epsilon^H \kappa(\epsilon)Y^{\epsilon,h'}_s, \mathcal{L}_{X^h}_s) - b(s, X^0_s, \mathcal{L}_{X^h}_s) \right) \, ds \right|^p + \frac{3^{p-1}}{p H^p K^p(\epsilon)} \left| \int_0^t \sigma(s, \mathcal{L}_{X^h}_s) \, dB^H_s \right|^p$$

(4.20)

$$=: I_1(t) + I_2(t) + I_3(t).$$

Using the Hölder inequality, (H1) and Lemma 4.2 yields

$$I_1(t) \leq (6T)^{p-1} K^p(T) \int_0^t |Y^{\epsilon,h'}_s|^p \, ds + \frac{(6T)^{p-1} K^p(T)}{\epsilon p H^p K^p(\epsilon)} \int_0^t \mathbb{E}|X^0_s|^p \, ds$$

$$\leq (6T)^{p-1} K^p(T) \int_0^t |Y^{\epsilon,h'}_s|^p \, ds + \frac{(6T)^{p-1} K^p(T)}{\epsilon p H^p K^p(\epsilon)} \int_0^t \mathbb{E}|X^0_s - X^0_s|^p \, ds$$

(4.21)

For the term $I_2(t)$, by (2.0), (H1), Lemma 4.2 and the Fubini theorem we obtain for any $p \geq \theta$,

$$I_2(t) \leq 6^{p-1} \left| \int_0^t \left( \sigma(s, \mathcal{L}_{X^h}_s) - \sigma(s, \mathcal{L}_{X^h}_s) \right) \int_0^s \left( \frac{s}{r} \right)^{H-\frac{1}{2}} (s - r)^{H-\frac{3}{2}} (K^*_H h^*) (r) \, dr \, ds \right|^p$$

$$+ 6^{p-1} \left| \int_0^t \sigma(s, \mathcal{L}_{X^h}_s) \int_0^s \left( \frac{s}{r} \right)^{H-\frac{1}{2}} (s - r)^{H-\frac{3}{2}} (K^*_H h^*) (r) \, dr \, ds \right|^p$$
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\[
\leq C_{T,p,H}(1 + \epsilon^p H) \left( 1 + \sup_{t \in [0,T]} |X_t^0|^p \right)
\times \left( \int_0^t r^{1-\frac{p}{2}} |(K_t^h Y_s^h)(r)| \left( \int_r^t s^{H-\frac{1}{2}} |s - r|^{H-\frac{3}{2}} ds \right) dr \right)^p
\leq C_{T,p,H}(1 + \epsilon^p H) \left( 1 + \sup_{t \in [0,T]} |X_t^0|^p \right) \|h^\epsilon\|_H^p
\leq C_{T,p,H,M}(1 + \epsilon^p H) \left( 1 + \sup_{t \in [0,T]} |X_t^0|^p \right).
\]

(4.22)

Finally, plugging our previous inequalities (4.20)-(4.22) and resorting to the Gronwall inequality, we obtain that there exist two positive constants \( C_{T,p,H,M} \) and \( \epsilon_1 \) such that

\[
\sup_{\epsilon \in [0,\epsilon_1]} \mathbb{E} \left( \sup_{t \in [0,T]} |Y_t^{\epsilon,h^\epsilon} - \tilde{G}^0((R_H h^\epsilon)(\cdot))|_\infty \right) > \delta \right) = 0.
\]

Proposition 4.7. Suppose that (H1) and (H2) hold and let \( \{h^\epsilon : \epsilon > 0\} \subset \mathcal{A}_M \) for any \( M \in (0,\infty) \). Then for any \( \delta > 0 \),

\[
\lim_{\epsilon \to 0} \mathbb{P} \left( \sup_{t \in [0,T]} |Y_t^{\epsilon,h^\epsilon} - \tilde{G}^0((R_H h^\epsilon)(\cdot))|_\infty \right) = 0.
\]

Proof. For each fixed \( \epsilon > 0 \), using (3.17)-(3.18) with \( h^\epsilon \) replacing \( h \) and (3.16) yields

\[
Y_t^{\epsilon,h^\epsilon} - \tilde{G}^0((R_H h^\epsilon)(\cdot)) = Y_t^{\epsilon,h^\epsilon} - \Xi_t^{h^\epsilon}
\]

\[
= \int_0^t \left[ \frac{1}{\epsilon^H K(\epsilon)} \left( b(s, X_s^0 + \epsilon^H K(\epsilon) Y_s^{\epsilon,h^\epsilon}, \mathcal{L}_s^X) - b(s, X_s^0, \mathcal{L}_s^X) \right) + \nabla_{X^0_s} b(s, \cdot, \mathcal{L}_s^X)(X_s^0) \right] ds
\]

\[
+ \int_0^t \left( \sigma(s, \mathcal{L}_s^X) - \sigma(s, \mathcal{L}_s^X) \right) d(R_H h^\epsilon)(s) + \frac{1}{\kappa(\epsilon)} \int_0^t \sigma(s, \mathcal{L}_s^X) dB_s^H, \quad t \in [0,T].
\]

Then it follows that

\[
|Y_t^{\epsilon,h^\epsilon} - \Xi_t^{h^\epsilon}|^2
\leq 3 \int_0^t \left[ \frac{1}{\epsilon^H K(\epsilon)} \left( b(s, X_s^0 + \epsilon^H K(\epsilon) Y_s^{\epsilon,h^\epsilon}, \mathcal{L}_s^X) - b(s, X_s^0, \mathcal{L}_s^X) \right)
\]

\[
- \nabla_{X^0_s} b(s, \cdot, \mathcal{L}_s^X)(X_s^0) \right] ds^2
\]
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\[ + 3 \left| \int_0^t (\sigma(s, \mathcal{L}_X) - \sigma(s, \mathcal{L}_Y)) d(RH^t)(s) \right|^2 + \frac{3}{k^2(\epsilon)} \left| \int_0^t \sigma(s, \mathcal{L}_X) dB_s^H \right|^2 \]

(4.23) \quad =: \sum_{i=1}^3 J_i(t).

By (4.5), (4.6) and Lemma 4.2, we get

\[ J_2(t) \leq C_{T,H,M} \epsilon^{2H} \left( 1 + \sup_{t \in [0,T]} |X_t^0|^2 \right) \]

and

\[ \mathbb{E} \left( \sup_{t \in [0,T]} J_3(t) \right) \leq \frac{C_{T,H}(1 + \epsilon^{2H})}{k^2(\epsilon)} \left( 1 + \sup_{t \in [0,T]} |X_t^0|^2 \right). \]

As for the term \( J_1(t) \), applying the Hölder inequality, (H1) and (H2) implies

\[
J_1(t) \leq \frac{9T}{e^{2H}k^2(\epsilon)} \int_0^t \left| \left( b(s, X_s^0 + e^{H} \kappa(\epsilon) Y_{s}^{e,h^r}, \mathcal{L}_X) - b(s, X_s^0 + e^{H} \kappa(\epsilon) Y_{s}^{e,h^r}, \mathcal{L}_Y) \right) \right|^2 ds
\]

\[ + 9T \int_0^t \left( \frac{1}{e^{H} \kappa(\epsilon)} \right) \left( b(s, X_s^0 + e^{H} \kappa(\epsilon) Y_{s}^{e,h^r}, \mathcal{L}_X) - b(s, X_s^0, \mathcal{L}_Y) \right) \left( \nabla_{Y_{s}^{e,h^r}} b(s, \cdot, \mathcal{L}_X)(X_s) \right) \left( \nabla_{X_s} b(s, \cdot, \mathcal{L}_Y)(X_s) \right) \right|^2 ds
\]

\[ + 9T \int_0^t \sum_{i=1}^3 \left| \nabla_{Y_{s}^{e,h^r}} b(s, \cdot, \mathcal{L}_Y)(X_s) - \nabla_{X_s} b(s, \cdot, \mathcal{L}_Y)(X_s) \right|^2 ds
\]

\[ \leq \frac{9TK^2(T)}{e^{2H}k^2(\epsilon)} \int_0^t \mathbb{E} \left| X_s^\epsilon - X_s^0 \right|^2 ds + 9T\tilde{K}^2(T) \int_0^t \left| Y_s^{e,h^r} - \Xi_s^{h^r} \right|^2 ds
\]

\[ + 9T \int_0^t \left( \nabla_{Y_{s}^{e,h^r}} b(s, \cdot, \mathcal{L}_Y)(Q_s^e(v)) - \nabla_{Y_{s}^{e,h^r}} b(s, \cdot, \mathcal{L}_Y)(X_s^0) \right) dv \left( Y_s^{e,h^r} \right) dt \]

\[ \leq \frac{9TK^2(T)}{e^{2H}k^2(\epsilon)} \int_0^t \mathbb{E} \left| X_s^\epsilon - X_s^0 \right|^2 ds + 9T\tilde{K}^2(T)e^{2H}k^2(\epsilon) \int_0^t \left| Y_s^{e,h^r} \right|^4 ds
\]

\[ + 9T\tilde{K}^2(T) \int_0^t \left| Y_s^{e,h^r} - \Xi_s^{h^r} \right|^2 ds,
\]

where for any \( v \in [0,1], Q_s^e(v) = X_s^0 + v e^{H} \kappa(\epsilon) Y_{s}^{e,h^r} \).

Then, owing to Lemmas 4.2 and 4.3, we obtain

\[
\mathbb{E} \left( \sup_{s \in [0,T]} J_1(s) \right) \leq \frac{C_{T,H}}{k^2(\epsilon)} \left( 1 + \sup_{t \in [0,T]} |X_t^0|^2 \right) + C_{T,H,M} \epsilon^{2H} \kappa^2(\epsilon) \left( 1 + \sup_{t \in [0,T]} |X_t^0|^4 \right)
\]

\[ + 9T\tilde{K}^2(T) \int_0^t \sup_{r \in [0,s]} \left| Y_r^{e,h^r} - \Xi_r^{h^r} \right|^2 ds
\]
(4.26) \[ \leq C_{T,H,M} \left( \frac{1}{\kappa^2(\epsilon)} + \epsilon^{2H} \kappa^2(\epsilon) \right) \left( 1 + \sup_{t \in [0,T]} |X^0_t|^4 \right) + C_{T} \int_0^t \sup_{r \in [0,s]} |Y_{r,h^e} - \Xi_r^{h^e}|^2 ds. \]

Gathering all the above estimates (4.24)-(4.26) into (4.23) and using the Gronwall inequality, we have thus obtained

\[ \mathbb{E} \left( \sup_{t \in [0,T]} |Y_{t}^{e,h^e} - \Xi_t^{h^e}|^2 \right) \leq C_{T,H,M} \left( \epsilon^{2H} + \frac{1 + \epsilon^{2H}}{\kappa^2(\epsilon)} + \frac{1}{\kappa^2(\epsilon)} + \epsilon^{2H} \kappa^2(\epsilon) \right) \left( 1 + \sup_{t \in [0,T]} |X^0_t|^4 \right). \]

Consequently, we arrive at

\[ \lim_{\epsilon \to 0} \mathbb{E} \left( \sup_{t \in [0,T]} |Y_{t}^{e,h^e} - \Xi_t^{h^e}|^2 \right) = 0, \]

which yields the desired assertion. \( \square \)

**Proposition 4.8.** Suppose that (H1) and (H2) hold and let \( \{h^n : n \in \mathbb{N} \} \subset \mathcal{S}_M \) for any \( M \in (0, \infty) \) such that \( h^n \) converges to element \( h \) in \( \mathcal{S}_M \) as \( n \to \infty \). Then

\[ \lim_{n \to \infty} \sup_{t \in [0,T]} |\tilde{G}^0(R_H h^n)(t) - \tilde{G}^0(R_H h)(t)| = 0. \]

**Proof.** We pursue the same general strategy as in the same proof of Proposition 4.5. For every \( n \geq 1 \), it follows from (3.18) that \( \tilde{G}^0(R_H h) = \Xi^h \) and \( \tilde{G}^0(R_H h^n) = \Xi^{h^n} \), where \( \Xi^h \) (respectively \( \Xi^{h^n} \)) is the solution to (3.17) (respectively with \( h^n \) replacing \( h \)).

We first show that \( \{\Xi^{h^n}\}_{n \geq 1} \) is relatively compact in \( C([0,T]; \mathbb{R}^d) \). Similar to Lemma 4.4 by (H2) it is easy to see that

\[ \sup_{n \geq 1} \sup_{t \in [0,T]} |\Xi^{h^n}_t| \leq C_{T,H,M}, \]

which implies that \( \{\Xi^{h^n}\}_{n \geq 1} \) is uniformly bounded in \( C([0,T]; \mathbb{R}^d) \). On the other hand, by (3.17) and (H2), we have that for \( 0 \leq s < t \leq T \),

\[ |\Xi^{h^n}_t - \Xi^{h^n}_s| \leq \left| \int_s^t \nabla \Xi^{h^n}_r b(r, \cdot, \mathcal{L}_{X^0}) (X^0_r) dr \right| + \left| \int_s^t \sigma(r, \mathcal{L}_{X^0}) d(R_H h^n)(r) \right| \leq C_{T,H,M}(t-s) + \left| \int_s^t \sigma(r, \mathcal{L}_{X^0}) d(R_H h^n)(r) \right|. \]

This, together with (1.14)-(1.16) and the fact that \( \|h^n\|_{\mathcal{H}} \leq \sqrt{2M} \), leads to that \( \Xi^{h^n} \) is equi-continuous in \( C([0,T]; \mathbb{R}^d) \). Therefore, we obtain relative compactness of \( \{\Xi^{h^n}\}_{n \geq 1} \) in \( C([0,T]; \mathbb{R}^d) \) by applying the Arzelà-Ascoli theorem. As a consequence, we can extract a (not relabelled) subsequence such that \( \Xi^{h^n} \) converges to some \( \Xi \) in \( C([0,T]; \mathbb{R}^d) \). Along the same lines as in the proof of Proposition 4.5, we can obtain that \( \Xi = \Xi^h \), from which the result follows. \( \square \)
4.3 Proof of Theorem [3.9]

Proof. For any \( t \in [0, T] \), let \( Z_t^\varepsilon = \frac{X_t^\varepsilon - X_0^\varepsilon}{\varepsilon H} \). By (3.4) and (3.7), it is easy to see that \( Z_t^\varepsilon \) satisfies

\[
Z_t^\varepsilon = \int_0^t \frac{1}{\varepsilon H} \left( b(s, X_s^\varepsilon, \mathcal{L}_{X_s}) - b(s, X_s^0, \mathcal{L}_{X_s}) \right) ds + \int_0^t \sigma(s, \mathcal{L}_{X_s}) dB_s^H.
\]

This, together with (3.20), yields

\[
Z_t^\varepsilon - Z_t = \int_0^t \left( \frac{1}{\varepsilon H} \left( b(s, X_s^\varepsilon, \mathcal{L}_{X_s}) - b(s, X_s^0, \mathcal{L}_{X_s}) \right) - \nabla Z_t b(s, \cdot, \mathcal{L}_{X_s})(X_s^0) \right) ds \\
- \int_0^t \left( \mathbb{E}\left( D^2 b(s, u, \cdot)(\mathcal{L}_{X_s})(X_s^0), Z_s \right) \right) |_{u=X_0^\varepsilon} ds \\
+ \int_0^t \left( \sigma(s, \mathcal{L}_{X_s}) - \sigma(s, \mathcal{L}_{X_s}) \right) dB_s^H
\]

\[
= \int_0^t \left[ \frac{1}{\varepsilon H} \left( b(s, X_s^\varepsilon, \mathcal{L}_{X_s}) - b(s, X_s^0, \mathcal{L}_{X_s}) \right) \right. \\
- \nabla Z_t^\varepsilon b(s, \cdot, \mathcal{L}_{X_s})(X_s^0) - \left( \mathbb{E}\left( D^2 b(s, u, \cdot)(\mathcal{L}_{X_s})(X_s^0), Z_s \right) \right) |_{u=X_0^\varepsilon} \right] ds \\
+ \int_0^t \left( \nabla Z_t^\varepsilon b(s, \cdot, \mathcal{L}_{X_s})(X_s^0) - \nabla Z_t b(s, \cdot, \mathcal{L}_{X_s})(X_s^0) \right) ds \\
+ \int_0^t \left( \mathbb{E}\left( D^2 b(s, u, \cdot)(\mathcal{L}_{X_s})(X_s^0), Z_s^\varepsilon - Z_s \right) \right) |_{u=X_0^\varepsilon} ds \\
+ \int_0^t \left( \sigma(s, \mathcal{L}_{X_s}) - \sigma(s, \mathcal{L}_{X_s}) \right) dB_s^H
\]

(4.27) \[ =: \sum_{i=1}^4 I_i(t). \]

Applying Lemma 2.1 and (H3)(ii), we get

\[
|I_1(t)| = \left| \int_0^t \left[ \int_0^1 \left( \frac{1}{\varepsilon H} \left( b(s, X_s^0(\tilde{\theta}), \mathcal{L}_{X_s}) - \nabla Z_t b(s, \cdot, \mathcal{L}_{X_s})(X_s^0) \right) \right. \right. \right. \\
\left. \left. \left. + \int_0^1 \left( \frac{1}{\varepsilon H} \left( b(s, X_s^0, \mathcal{L}_{X_s^0}(\tilde{\theta})) - \left( \mathbb{E}\left( D^2 b(s, u, \cdot)(\mathcal{L}_{X_s})(X_s^0), Z_s \right) \right) \right) \right) |_{u=X_0^\varepsilon} \right] d\tilde{\theta} \right| ds
\]

\[
= \left| \int_0^t \left[ \int_0^1 \left( \nabla Z_t^\varepsilon b(s, \cdot, \mathcal{L}_{X_s})(X_s^0) - \nabla Z_t b(s, \cdot, \mathcal{L}_{X_s})(X_s^0) \right) \right. \right. \right. \\
\left. \left. \left. + \int_0^1 \left( \mathbb{E}\left( D^2 b(s, u, \cdot)(\mathcal{L}_{X_s})(X_s^0), Z_s^\varepsilon - Z_s \right) \right) \right) |_{u=X_0^\varepsilon} \right] d\tilde{\theta} \right| ds
\]
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\[
\begin{align*}
\leq & \int_0^t |Z_s^\epsilon| \int_0^1 K(s) \left( |X_{\tilde{s}}^\epsilon,0(\tilde{\theta}) - X_s^0| + E|X_{\tilde{s}}^\epsilon,0(\tilde{\theta}) - X_s^0| + \mathcal{W}_\theta(L_{X_{\tilde{s}}^\epsilon,0(\tilde{\theta})}, L_{X_s^0}) \right) d\tilde{\theta} ds \\
\leq & K(t) \int_0^t |Z_s^\epsilon| \left( |X_s^\epsilon - X_s^0| + E|X_s^\epsilon - X_s^0| + (E|X_s^\epsilon - X_s^0\theta|)^{3/2} \right) ds,
\end{align*}
\]

where for any \( \tilde{\theta} \in [0, 1], X_{\tilde{s}}^\epsilon,0(\tilde{\theta}) = X_s^0 + \tilde{\theta}(X_s^\epsilon - X_s^0) \).

Consequently, by Lemma 4.2 we have for any \( p \geq \theta \),
\[
(4.28) \quad E \left( \sup_{0 \leq t \leq T} |I_1(t)|^p \right) \leq C_{T,p,H} e^{pH} \left( 1 + \sup_{t \in [0,T]} |X_t^0|^{2p} \right).
\]

For the terms \( I_i(t), i = 2, 3 \), from (H3) again we have
\[
|I_2(t)| \leq \int_0^t \left( |\nabla Z_s b(s, \cdot, L_{X_s}) (X_s^0) - \nabla Z_s b(s, \cdot, L_{X_s}) (X_s^0)|
+ |\nabla Z_s b(s, \cdot, L_{X_s}) (X_s^0) - \nabla Z_s b(s, \cdot, L_{X_s}) (X_s^0)| \right) ds
\]
\[
\leq K(t) \int_0^t \left( |Z_s^\epsilon \mathcal{W}_\theta(L_{X_s}, L_{X_s}) + |Z_s^\epsilon - Z_s| \right) ds.
\]

and
\[
|I_3(t)| \leq K(t) \int_0^t E|Z_s^\epsilon - Z_s| ds.
\]

Then, Lemma 4.2 implies
\[
E \left( \sup_{0 \leq t \leq T} |I_2(t) + I_3(t)|^p \right)
\]
\[
\leq C_{T,p,H} \left[ e^{pH} \left( 1 + \sup_{t \in [0,T]} |X_t^0|^{2p} \right) + \int_0^T E \left( \sup_{r \in [0,s]} |Z_r^\epsilon - Z_r|^p \right) ds \right].
\]

As for the term \( I_4(t) \), by Lemma 4.1 and (H3)(i), we obtain for any \( p > 1/H \) and \( p \geq \theta \),
\[
E \left( \sup_{0 \leq t \leq T} |I_4(t)|^p \right) \leq C_{T,p,H} \int_0^T \left( |\sigma(s, L_{X_s}) - \sigma(s, L_{X_s})|^p \right) ds
\]
\[
\leq C_{T,p,H} \int_0^T K^p(s) \mathcal{W}_\theta^p(L_{X_s}, L_{X_s}) ds
\]
\[
\leq C_{T,p,H} \int_0^T E|X_s^\epsilon - X_s^0|^p ds
\]
\[
\leq C_{T,p,H} e^{pH} \left( 1 + \sup_{t \in [0,T]} |X_t^0|^{p} \right),
\]

(4.30)
where the last inequality is due to Lemma 4.2.
Plugging (4.28)-(4.30) into (4.27), we end up with
\[
\mathbb{E}\left(\sup_{0 \leq t \leq T} |Z_t^\varepsilon - Z_t|^p\right) \leq C_{T,p,H} \left[ \varepsilon^p H \left(1 + \sup_{t \in [0,T]} |X_t^0|^2\right) + \int_0^T \mathbb{E}\left( \sup_{r \in [0,s]} |Z_r^\varepsilon - Z_r|^p\right) ds \right].
\]
Therefore, a simple application of the Gronwall inequality yields the desired result.

5 Appendix: proofs of the auxiliary results

5.1 Proof of Lemma 3.1

For any \( \mu \in C([0,T]; \mathcal{P}_2(\mathbb{R}^d)) \), we let
\[
b^\mu(t,x) = b(t,x,\mu_t), \quad \sigma^\mu(t) = \sigma(t,\mu_t), \quad t \in [0,T], \quad x \in \mathbb{R}^d.
\]
It is readily checked that the functions \( b^\mu(t,x) \) and \( \sigma^\mu(t) \) also satisfy (H1). Then, by [21, Theorem 3.1], it is known that equation (3.2) has a unique solution \( \tilde{X} \in \mathcal{S}^p([0,T]) \) with \( p > 1/H \). As a consequence, there is a measurable map \( G_\mu : C([0,T]; \mathbb{R}^d) \to C([0,T]; \mathbb{R}^d) \) such that
\[
\tilde{X} = G_\mu(B_H^\varepsilon).
\]
Next, we focus on proving the other assertion. For any \( h \in \mathcal{A}_M \), by [21] and (2.4) we have
\[
\tilde{B}_H^h := B_H^\varepsilon + (R_H h)(\cdot) = \int_0^T K_H(\cdot,s)(dW_s + (K_H^2 h)(s)ds).
\]
Set
\[
\vartheta_T := \exp \left[ -\int_0^T \langle (K_H^2 h)(s), dW_s \rangle - \frac{1}{2} \int_0^T |(K_H^2 h)(s)|^2 ds \right].
\]
Taking into account of the isometry of \( K_H^2 \) between \( \mathcal{H} \) and \( L^2([0,T], \mathbb{R}^d) \), we obtain
\[
\mathbb{E} \exp \left[ \frac{1}{2} \int_0^T |(K_H^2 h)(s)|^2 ds \right] = \mathbb{E} \exp \left[ \frac{1}{2} \|h\|^2_\mathcal{H} \right] \leq e^M.
\]
Then, according to the Girsanov theorem for the fractional Brownian motion (see, e.g., [16, Theorem 4.9] or [35, Theorem 2]), \( \{\tilde{B}_H^h\}_{t \in [0,T]} \) is a \( d \)-dimensional fractional Brownian motion under the probability \( \vartheta_T \mathbb{P} \). So, we deduce that
\[
\tilde{X}^h := G_\mu(B_H^\varepsilon + (R_H h)(\cdot)) = G_\mu(\tilde{B}_H^h)
\]
is the unique solution of the equation (3.2) on \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \in [0,T]}, \vartheta_T \mathbb{P})\). Since \( \mathbb{P} \) and \( \vartheta_T \mathbb{P} \) are two equivalent probability measures, on can see that \( \tilde{X}^h \) is a strong solution of the equation (3.3) on \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \in [0,T]}, \mathbb{P})\). Along the same lines as above, we can also derive the uniqueness of the solution \( \tilde{X}^h \). The proof is completed.
5.2 Proof of Lemma 4.1

Before proving Lemma 4.1, we first introduce the Hardy-Littlewood inequality (see, e.g., Theorem 1, Page 119).

Lemma 5.1. Let \( 1 < \tilde{p} < \tilde{q} < \infty \) and \( \frac{1}{\tilde{q}} = \frac{1}{\tilde{p}} - \alpha \). Suppose that \( f : \mathbb{R}_+ \to \mathbb{R} \) is in \( L^{\tilde{q}}(0, \infty) \), then \( I_{0+}^\alpha f(x) \) converges absolutely for almost every \( x \). Furthermore, there exists some positive constant \( C_{\tilde{p}, \tilde{q}} \) such that

\[
\| I_{0+}^\alpha f \|_{L^{\tilde{q}}(0, \infty)} \leq C_{\tilde{p}, \tilde{q}} \| f \|_{L^{\tilde{p}}(0, \infty)},
\]

where \( I_{0+}^\alpha f \) is the left-sided fractional Riemann-Liouville integral of \( f \) of order \( \alpha \) defined as

\[
I_{0+}^\alpha f(x) = \frac{1}{\Gamma(\alpha)} \int_0^x \frac{f(y)}{(x-y)^{1-\alpha}} dy.
\]

Proof of Lemma 4.1. Owing to (H1) and \( \mu \in C([0, T]; \mathcal{P}(\mathbb{R}^d)) \) with \( p \geq \theta \), one can verify that \( \sigma(\cdot, \mu) \in L^p([0, T], \mathbb{R}^d \otimes \mathbb{R}^d) \). Then by the Hölder inequality and \( p > 1/H \), there holds \( \sigma(\cdot, \mu) \in L^{\frac{p}{H}}([0, T], \mathbb{R}^d \otimes \mathbb{R}^d) \), which means that for any \( t \in [0, T], \int_0^t \sigma(s, \mu_s)dB_s^H \) is well-defined because of \( L^{\frac{p}{H}}([0, T], \mathbb{R}^d \otimes \mathbb{R}^d) \subset \mathcal{H} \).

Next, we intend to show (4.1).

Since \( pH > 1 \), we choose \( \lambda \) such that \( 1 - H < \lambda < 1 - 1/p \) and put \( C_\lambda := \int_0^t (t-r)^{-\lambda} (r-s)^{\lambda-1} dr \). Applying the stochastic Fubini theorem and the Hölder inequality, we have

\[
\mathbb{E} \left( \sup_{t \in [0, T]} \left| \int_0^t \sigma(s, \mu_s)dB_s^H \right|^p \right) \\
= C_\lambda^{-p} \mathbb{E} \left( \sup_{t \in [0, T]} \left( \int_0^t (t-r)^{-\lambda} (r-s)^{\lambda-1} dr \right)^p \sigma(s, \mu_s)dB_s^H \right) \\
= C_\lambda^{-p} \mathbb{E} \left( \sup_{t \in [0, T]} \left( \int_0^t (t-r)^{-\lambda} \left( \int_0^r (r-s)^{\lambda-1} \sigma(s, \mu_s)dB_s^H \right) dr \right)^p \right) \\
\leq C_\lambda^{-p} \frac{(p-1)^{p-1}}{(p-1-\lambda p)^{p-1}} \mathbb{E} \left( \sup_{t \in [0, T]} \left( \int_0^t \left( \int_0^r (r-s)^{\lambda-1} \sigma(s, \mu_s)dB_s^H \right)^{p-1} \lambda^p \right)^{p-1} \right) \\
\leq C_\lambda^{-p} \frac{(p-1)^{p-1}}{(p-1-\lambda p)^{p-1}} T^{p-1-\lambda p} \mathbb{E} \left( \int_0^T \left( \int_0^r (r-s)^{\lambda-1} \sigma(s, \mu_s)dB_s^H \right)^p dr \right).
\]

(5.2)

Here we have used the condition \( \lambda < 1 - 1/p \) in the first inequality.

Observe that for each \( r \in [0, T], \int_0^r (r-s)^{\lambda-1} \sigma(s, \mathcal{L}_s^\lambda)dB_s^H \) is a centered Gaussian random variable. Consequently, with the help of the Kahane-Khintchine formula, we derive that there is a constant \( C_p > 0 \) such that

\[
\mathbb{E} \left( \int_0^r (r-s)^{\lambda-1} \sigma(s, \mu_s)dB_s^H \right)^p
\]
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\[ \leq C_p \left( \mathbb{E} \left| \int_0^r (r-s)^{\lambda-1} \sigma(s, \mu_s) d B_s^H \right|^2 \right)^{\frac{p}{2}} \] 
\[ \leq C_{p,H} \left( \int_0^r \int_0^r (r-u)^{\lambda-1} \| \sigma(u, \mu_u) \| \| (r-v)^{\lambda-1} \| \sigma(v, \mu_v) \| \cdot |u-v|^{2H-2} dudv \right)^{\frac{p}{2}} \] 
\[ \leq C_{p,H} \left( \int_0^r (r-s)^{\frac{\lambda}{p+1}} \| \sigma(s, \mu_s) \| \| \sigma \|_p ds \right)^{pH} . \]

Here, we have adopted the argument in [33 Theorem 1.1, Page 201] in the last inequality. Then, plugging this into (5.2) and taking into account of the condition \( 1 - H < \lambda \) and Lemma 5.1 with \( \tilde{q} = pH \) and \( \alpha = 1 - \frac{\lambda}{H} \) (implying \( \tilde{p} = \frac{pH}{p(\lambda+H-1)+1} \)), we conclude that
\[
\mathbb{E} \left( \sup_{t \in [0,T]} \left| \int_0^t \sigma(s, \mu_s) d B_s^H \right|^p \right) \leq C_{\lambda,p,H} T^{p-1-\lambda p} \int_0^T \left( \int_0^r (r-s)^{\frac{\lambda}{p+1}} \| \sigma(s, \mu_s) \| \| \sigma \|_p ds \right)^{pH} dr \leq C_{\lambda,p,H} T^{p-1-\lambda p} \left( \int_0^T \| \sigma(r, \mu_s) \|_p^{\lambda+H-1} dr \right)^{p(\lambda+H-1)+1} \leq C_{\lambda,p,H} T^{pH-1} \int_0^T \| \sigma(s, \mu_s) \|_p^p ds,
\]
where the last inequality is due to the Hölder inequality.

Note that by taking proper \( \lambda \), the constant \( C_{\lambda,p,H} \) above may depend only on \( p \) and \( H \), which completes the proof. \( \square \)

### 5.3 Proof of Proposition 3.4

The proof of Proposition 3.4 follows the method in [7 Theorem 4.4] in general. It relies on the following preliminary result concerning a variational representation for random functional, which is a slight change of [48 Theorem 3.2].

**Lemma 5.2.** Let \( f \) be a bounded Borel measurable function on \( \Omega \). Then there holds
\[ - \log \mathbb{E}(e^{-f}) = \inf_{h \in A} \mathbb{E} \left( f(\cdot + R_H h) + \frac{1}{2} \| h \|_{\mu_H}^2 \right) . \]

**Proof of Proposition 3.4.** In order to prove the proposition, we need to show that (3.8) and (3.9) holds for all real-valued, bounded and continuous function \( \rho \) on \( E \), and \( I \) given in (3.10) is a rate function. Notice first that the fact that \( I \) is a rate function is readily checked via (A0)(ii), and it is thus omitted here for the sake of conciseness. Below we shall focus on handling (3.8) and (3.9).
By Lemma 5.2 with \( f(\cdot) \) replaced by \( \frac{\varrho \circ G^\epsilon(B^H \cdot)}{\ell(\epsilon)} \), we have

\[
-\ell(\epsilon) \log \mathbb{E} \left[ \exp \left( -\frac{\varrho(X^\epsilon)}{\ell(\epsilon)} \right) \right] = -\ell(\epsilon) \log \mathbb{E} \left[ \exp \left( -\frac{\varrho \circ G^\epsilon(B^H \cdot)}{\ell(\epsilon)} \right) \right]
\]

\[
= \inf_{h \in A} \mathbb{E} \left( \varrho \circ G^\epsilon(B^H + R_H h) + \frac{1}{2} \ell(\epsilon) \|h\|_H^2 \right)
\]

\[
= \inf_{h \in A} \mathbb{E} \left( \varrho \circ G^\epsilon(B^H + R_H h/\ell^1(\epsilon)) + \frac{1}{2} \|h\|_H^2 \right).
\]

(5.3)

The rest of the proof will be divided into two steps.

**Step 1. The upper bound.** Without lost of generality, we assume that \( \inf_{x \in \varrho} \{ \varrho(x) + I(x) \} < \infty \). Let \( \delta > 0 \) be fixed. Then there exists \( x_0 \in \varrho \) such that

\[
\varrho(x_0) + I(x_0) \leq \inf_{x \in \varrho} \{ \varrho(x) + I(x) \} + \frac{\delta}{2}.
\]

(5.4)

By (3.10), we choose \( h \in H \) such that \( G_0(R_H h) = x_0 \) and

\[
\frac{1}{2} \|h\|_H^2 \leq I(x_0) + \frac{\delta}{2}.
\]

Then, combining this with (5.3) yields

\[
-\ell(\epsilon) \log \mathbb{E} \left[ \exp \left( -\frac{\varrho(X^\epsilon)}{\ell(\epsilon)} \right) \right] \leq \mathbb{E} \left( \varrho \circ G^\epsilon(B^H + R_H h/\ell^1(\epsilon)) \right) + I(x_0) + \frac{\delta}{2}.
\]

Since \( \varrho \) is bounded and continuous, taking limit as \( \epsilon \to 0 \) and using (A0)(i) imply

\[
\limsup_{\epsilon \to 0} -\ell(\epsilon) \log \mathbb{E} \left[ \exp \left( -\frac{\varrho(X^\epsilon)}{\ell(\epsilon)} \right) \right] \leq \varrho \circ G^0(R_H h) + I(x_0) + \frac{\delta}{2}
\]

\[
= \varrho(x_0) + I(x_0) + \frac{\delta}{2} \leq \inf_{x \in \varrho} \{ \varrho(x) + I(x) \} + \delta,
\]

where the last inequality follows from (5.4). Since \( \delta > 0 \) is arbitrary, we complete the proof of the upper bound.

**Step 2. The lower bound.** Fix \( \delta > 0 \). According to (5.3), for every \( \epsilon > 0 \) there exists \( h^\epsilon \in A \) such that

\[
-\ell(\epsilon) \log \mathbb{E} \left[ \exp \left( -\frac{\varrho(X^\epsilon)}{\ell(\epsilon)} \right) \right] \geq \mathbb{E} \left( \varrho \circ G^\epsilon(B^H + R_H h^\epsilon/\ell^1(\epsilon)) \right) + \frac{1}{2} \|h^\epsilon\|_H^2 - \delta,
\]

which also implies

\[
\sup_{\epsilon > 0} \mathbb{E} \left( \frac{1}{2} \|h^\epsilon\|_H^2 \right) \leq 2 \|\varrho\|_\infty + \delta.
\]

(5.6)
Now, for each finite number \( N \), we define stopping times
\[
\tau_\epsilon^N := \inf \left\{ t \in [0, T] : \frac{1}{2} \| h^\epsilon t_0[0, \tau_\epsilon^N] \|_H^2 \geq N \right\} \wedge T,
\]
and the processes \( h^\epsilon,N(t) := h^\epsilon(t)I_{[0,\tau_\epsilon^N]}(t) \). One can see that \( h^\epsilon,N \in \mathcal{A} \) and
\[
\mathbb{P}(h^\epsilon \neq h^\epsilon,N) \leq \mathbb{P}\left( \frac{1}{2} \| h^\epsilon \|_H^2 \geq N \right) \leq \frac{2\| \vartheta \|_\infty + \delta}{N},
\]
where the last inequality is due to the Markov inequality and (5.6).

Moreover, observe that we have
\[
\varrho \circ \mathcal{G}^\epsilon(e^H(B^H + R_H h^\epsilon / \ell^\frac{1}{2}(\epsilon)))
= \varrho \circ \mathcal{G}^\epsilon(e^H(B^H + R_H h^\epsilon,N / \ell^\frac{1}{2}(\epsilon)))
+ \left[ \varrho \circ \mathcal{G}^\epsilon(e^H(B^H + R_H h^\epsilon,N / \ell^\frac{1}{2}(\epsilon))) - \varrho \circ \mathcal{G}^\epsilon(e^H(B^H + R_H h^\epsilon,N / \ell^\frac{1}{2}(\epsilon))) \right] I_{\{h^\epsilon \neq h^\epsilon,N\}}
\geq \varrho \circ \mathcal{G}^\epsilon(e^H(B^H + R_H h^\epsilon,N / \ell^\frac{1}{2}(\epsilon))) - 2\| \vartheta \|_\infty I_{\{h^\epsilon \neq h^\epsilon,N\}}.
\]
and by (2.2) we get
\[
\| h^\epsilon \|_H^2 = \| K_H^* h^\epsilon \|_{L^2} \geq \| K_H^* h^\epsilon,N \|_{L^2} = \| h^\epsilon,N \|_H^2.
\]

Plugging (5.7)-(5.9) into (5.5) yields
\[
- \ell(\epsilon) \log \mathbb{E}\left[ \exp\left( - \frac{\varrho(\mathcal{X})}{\ell(\epsilon)} \right) \right]
\geq \mathbb{E}\left( \varrho \circ \mathcal{G}^\epsilon(e^H(B^H + R_H h^\epsilon,N / \ell^\frac{1}{2}(\epsilon))) + \frac{1}{2} \| h^\epsilon,N \|_H^2 \right) - \frac{2\| \vartheta \|_\infty (2\| \vartheta \|_\infty + \delta)}{N} - \delta.
\]

Since \( N \) and \( \delta \) are arbitrary in (5.10), in proving the lower bound it suffices to show that
\[
\liminf_{\epsilon \to 0} \mathbb{E}\left( \varrho \circ \mathcal{G}^\epsilon(e^H(B^H + R_H h^\epsilon,N / \ell^\frac{1}{2}(\epsilon))) + \frac{1}{2} \| h^\epsilon,N \|_H^2 \right) \geq \inf_{x \in \mathcal{X}} \{ \varrho(x) + I(x) \}.
\]

By the definition of \( h^\epsilon,N \), one has
\[
\sup_{\epsilon > 0} \frac{1}{2} \| h^\epsilon,N \|_H^2 \leq N, \text{ a.s.,}
\]
which allows us to extract a (not relabelled) subsequence such that \( h^\epsilon,N \) converges to \( h \) in distribution as \( S_N \)-valued random elements. Then, by (A0)(i) and the Fubini theorem we obtain
\[
\liminf_{\epsilon \to 0} \mathbb{E}\left( \varrho \circ \mathcal{G}^\epsilon(e^H(B^H + R_H h^\epsilon,N / \ell^\frac{1}{2}(\epsilon))) + \frac{1}{2} \| h^\epsilon,N \|_H^2 \right)
\]
33
\[ \geq \mathbb{E} \left( \varrho \left( G^0(R_H h) \right) + \frac{1}{2} \|h\|_H^2 \right) \]

\[ \geq \inf_{\{(x,h)\in \mathbb{E}\times H: x=G^0(R_H h)\}} \left\{ \varrho(x) + \frac{1}{2} \|h\|_H^2 \right\} \]

\[ \geq \inf_{x\in \mathbb{E}} \left\{ \varrho(x) + I(x) \right\}, \]

which completes the proof of the lower bound. The proof is therefore finished. \(\square\)
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