Classification of surface condition of flexible road pavement using Naïve Bayes theorem
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Abstract. Data collection, availability and accuracy on road pavement surface condition have been identified as the major setback for pavement management system in low and medium income countries. This situation necessitates the adoption of historic dataset which often is characterised by missing and noisy data elements. The Naïve Bayes theorem which depends on conditional probabilities of prior events or attributes for condition classification and prediction was used to investigate the authenticity of surface condition classification of flexible road pavement. Some selected links of Federal Highways in Nigeria based on the availability of historic dataset were considered. The Naïve Bayes theorem as a data mining approach was implemented using Waikato Environment for Knowledge Analysis (WEKA) software which performed satisfactorily in surface condition classification with minimal margin of errors due to its ability to handle challenges of missing and noisy dataset. Results of classifications indicated that; links 716, 5, 8, 22 and 136 in Borno, Kwarara, Lagos, Oyo and Plateau states respectively had relatively high level of unworthiness as at the time the data was collected, hence call for immediate maintenance and rehabilitation actions, while links 89, 375, 370, 130, 17, 332, 138, 144 and 255 from Anambra, Bendel, Imao, Kaduna, Ogun, Plateau, Rivers and Sokoto states respectively were worthy and had no cause for immediate maintenance.
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1. Introduction

The choice of flexible road pavement for highway construction in low and medium income countries is due to its relatively cheap cost of construction, maintenance and rehabilitation [1][2]. The management of road pavement system requires periodic surface condition assessment and classification for optimum maintenance strategy [3][4]. In most cases, the act employs manual approaches which are associated with subjective measurements by trained personnel whose reportage are prone to significant errors due to physical limitations and human intuitive reasoning. The aim of developing road pavement management system is to build and maintain road facilities that can cater for the fast growing human population and corresponding travel demand over time [5]. Since road infrastructures deteriorate over time, hence the need for effective planning and efficient management system arises [6][7][8]. The culture of investigating and classifying road pavement condition periodically for timely scheduling of repairs is essential for achieving reliable road network that could connect people and places, based on proper planning, timely maintenance and rehabilitation actions, budgetary allocation and execution to aid socio-cultural, administrative and economic activities in the country [9][10][11]. The major disadvantages of flexible pavement are its relatively short life cycle and rapid deterioration over time which leads to reduction in performance index due to the impact of damaging factors [12][13][14]. The rate of deterioration of flexible road pavement which shortens its life cycle is a function of several factors such as; traffic load, climatic condition (rain, temperature, etc.), material properties, drainage condition, maintenance policy, design of pavement structure and workmanship, etc. [8] [10][15] [16][17]. Because huge funds are required for highway construction and maintenance.
practices, periodic and timely maintenance strategies are essential for efficient management system [13][18][19][20][21][22][23][24][25][26].

The assessment of pavement performance usually employs different engineering techniques that require field data generated on-site using manual or automated methods, or obtained from database of pavement management agencies, or from experienced engineers working on pavement distresses [18][27]. According to [3] and [28], the investigation of pavement behaviour using insufficient or incomplete dataset necessitate basic assumptions and engineering judgement which may be misleading so often. The performance of road pavement could be classified on a scale of good to worse. The classification is a function of the severity level, quantity and frequency of surface defects caused by deterioration of the pavement materials and its drainage condition [3][29][30]. The periodic deterioration and consequent failure of road pavement has become a serious concern to road management agencies, since it necessitate initial condition classification for accurate performance prediction over time and planning for repairs [29][31]. This therefore requires accurate condition classification and performance prediction for effective road management decision [12][13][14][25][32][33].

Following the rapid technological advancement in recent times, the use of intelligent algorithms known as Artificial Intelligence (AI) techniques for developing pavement management tools has become a common research methodology [4][17][18][25][34][35]. This intelligent approach employs methods of machine learning or data mining (knowledge discovery) for analysing system behaviour [31][36][37][38][39][40][41]. Data mining is a mathematical technique used for examining hidden relationship between variables in a dataset [18][42]. It is a machine learning technique which has gained acceptance from many researchers of different fields [43]. Examples of data mining methods include; Rough Set theory, Artificial Neural Network (ANN), Decision Tree, Support Vector Machine, Bayesian models (Naïve Bayes), etc. [18][44][45].

Data mining techniques are capable of analysing problems characterised by imprecise, uncertain or incomplete dataset and knowledge based elements with associated attributes to discover patterns and relationship between elements [18][41][44][46][47][48]. Other functions of the algorithms include to identify partial or total dependencies in a given dataset, eliminate redundant data, give approach to null values, missing data, dynamic data, etc. They are suitable for sourcing core information in a relatively poor dataset generated from system behaviour such as pavement condition for the purpose of performance prediction.

Before the adoption of any road pavement maintenance model or performance predictions are made, it is required that the initial surface condition be known [17][49][50]. Surface condition classifications are usually based on pavement surface distress indices such as; Condition Rating Survey (CRS), Pavement Condition Index (PCI) [25][30], International Roughness Index (IRI) [51], Condition Survey Rating Scores (CSRS) [3], etc. The measurement of these parameters requires the assessment of pavement surface distress attributes such as; cracks, potholes, rutting, roughness, drainage condition, etc. over time. In most instances, the major challenge associated with pavement management systems include data collection, availability and accuracy which necessitate adoption of historic or existing dataset which defines its behavioural attributes that were generated by individuals whose degree of accuracy of subjective measurements may be unknown or questionable [5][29]. In addition to challenges associated with data gathering and processing in developing countries like Nigeria, such data are prone to significant errors (noise and outliers) that may be hiding and misleading in the interpretations of performance attributes, hence requires processing using advanced analytical techniques for cleansing to help reduce margin of error from the subjective estimations on the field [5].

This therefore necessitate the use of intelligent algorithms of data mining techniques such as the Naïve Bayes classifier. It is an intelligent algorithms which is capable of handling the imprecise (vagueness) or inaccurate dataset on road pavement surface condition for better initial condition classification to pave the way for accurate prediction of future condition.

Though several data mining techniques such as Decision Trees, Support Vector Machine, Neural Networks and Meta-algorithms were employed for inverse analysis of pavement response to load effect in order to overcome limitations of the conventional backcalculation of analysing pavement moduli in
techniques like the Random SubSpace, Rough Set theory, Pace Regression, etc. are also recommended for pavement analysis [18]. The choice of Naïve Bayes algorithms for this study was based on it relatively high sensitivity to missing data which affects estimation of prior probabilities during classification runs, hence results to accurate and reliable classification outputs [5].

1.1. Naïve Bayes Theorem
This algorithm is based on the Bayesian probability theory which operates on conditional rules [5][31]. It is a naive approach which uses conditional probabilities of prior events classified by attributes of a class label for making predictions or classifications of the targeted attributes. The Naïve Bayes algorithm is mostly used for predictive modelling using discrete events of a database without missing data to predict class labels [52]. The discretization of continuous dataset is required in order to suite the Naïve Bayes algorithm or classifier [53]. The model computes or predicts probability of an attribute belonging to a given class based on the assumption that the effect of the attribute is independent of the other attributes in the same class, hence is known as class conditional independence model [54]. According to [52] the Bayes theorem calculates the probability of a targeted attribute or classification by counting the frequency and combinations of values in the dataset, then estimating the parameter using method of maximum likelihood. The algorithm suites most complex real life problems. Also, its ability to estimate the parameter using small amount of training data is considered the major advantage of the Naïve Bayes algorithm. But its robustness is affected by noisy element in the dataset. The formate of dataset used for prediction and classification problems assumed the format shown in equation (1):

\[ y = f(x_1, x_2, x_i, \ldots) \]

where \( y \) is the target or classification and \( x \) is an array of independent attributes used for condition prediction or classification. According to [55], the Naïve Bayes model is expressed as shown in equation (2):

\[ P(y|x) = \frac{P(x|y)P(y)}{P(x)} \]

where \( P(y|x) \) is the posterior probability of class \( y \) (target) given the predictor \( x \) (attribute), \( P(x) \) is the prior probability of predictor, \( P(y) \) is the prior probability of class and \( P(x|y) \) is the measure of maximum likelihood or probability of predicting a given class label.

Generally, previous studies on the use of probability theorems for pavement management system have recorded successes [56][57][58][59]. The use of Naïve Bayes algorithm as reported in [31], and [5] also confirm the assertions. Though its inability to handle missing and noisy data elements yields results with relatively significant margin of error [29][52][55][60], estimations of the Naïve Bayes approach are relatively more reliable.

Data classification using the Naïve Bayes theorem could be implemented in the Waikato Environment for Knowledge Analysis (WEKA) software [61][62]. It is a data mining toolkit developed at the Waikato University, New Zealand. It is an open source software written in Java programming language, used for research and project works [63]. The software is capable of carrying out data mining in the form of data pre-processing, classification, visualisation, association, clustering and filtering [64][65]. Algorithmic models used by WEKA for behavioural classification and predictions of systems behaviour include the Random Forest, Naïve Bayesian, Decision Tree (J48), etc.

The aim of this study therefore is to investigate surface condition classification of flexible road pavement using Naïve Bayes theorem. The objective of the study is to adopt historic dataset and apply the Naïve Bayes classifier for surface condition classifications based on surface distresses implemented using the WEKA software.

2. Methodology
2.1. Study Area
Nigeria is among the most populous countries on the Africa continent with an estimated human population of 180 million. Its land mass is estimated at 923.7768 square kilometres area [66], upon
which her roads are constructed. Properties of some Federal Highway links in Nigeria considered by this study are as presented in Table 1.

| S/N | State   | Link ID | Length (km) | No. of Sections | Age (Years) | Surface Finishing           |
|-----|---------|---------|-------------|-----------------|-------------|-----------------------------|
| 1.  | Anambra | 89      | 43.7        | 106             | 6           | Asphalt concrete            |
| 2.  | Bauchi  | 285     | 51.3        | 77              | 8           | Asphalt concrete            |
| 3.  | Bendel  | 375     | 69.0        | 142             | 6           | Asphalt concrete            |
| 4.  | Borno   | 716     | 50.7        | 173             | 9           | Surfaced dressed            |
| 5.  | Imo     | 370     | 45.6        | 47              | 2           | Asphalt concrete            |
| 6.  | Kaduna  | 130     | 46.8        | 123             | 5           | Asphalt concrete            |
| 7.  | Kwara   | 5       | 22.8        | 74              | 9           | Asphalt concrete            |
| 8.  | Lagos   | 8       | 8.1         | 27              | 6           | Asphalt concrete            |
| 9.  | Ogun    | 17      | 18.3        | 61              | 12          | Asphalt concrete            |
| 10. | Ogun    | 332     | 30.9        | 105             | 10          | Asphalt concrete            |
| 11. | Oyo     | 22      | 23.4        | 56              | 10          | Asphalt concrete            |
| 12. | Plateau | 136     | 10.0        | 24              | 9           | Asphalt concrete            |
| 13. | Plateau | 138     | 23.2        | 59              | 5           | Asphalt concrete            |
| 14. | Rivers  | 144     | 18.0        | 27              | 8           | Asphalt concrete            |
| 15. | Sokoto  | 255     | 57.3        | 200             | 8           | Asphalt concrete            |

2.2. Data Collection and Description

This study considered secondary sources of data on road pavement surface condition of the selected sites across Nigeria obtained from the database of pavement condition evaluation unit of the present Federal Ministry of Power, Works and Housing Nigeria [3]. The dataset on classified pavement surface condition using the Condition Survey Rating Scores (CSRS) were based on the Average Rut Depth (cm), percentage area of Alligator or Fatigue Cracking per segment and the Drainage condition.

**Average Rut Depth:** it was measured along the wheel path as the depth required to level up the existing pavement surface. It was measured every 20 m when exceeded 3 cm. One measurement for each 100 m was enough when the rutting was not severe (< 3cm). The measurement of rut depth was done using a long straight edge laid across the wheel path. Figure 1 presents pavement rutting and how to measure severity levels.

![Figure 1. Pavement Rutting (a) Sample of Rutting (b) Measurement of Severity Level.](image)
Table 2. Level of Severity of Rut Depth Classification

| Level of Severity | Rut Depth (cm) |
|-------------------|----------------|
| None              | 0 – 1          |
| Slight            | 1 – 2          |
| Moderate          | 2 – 3          |
| Severe            | > 3            |

Alligator or Fatigue Cracking: it was measured and recorded using the AASHO T-274-82 Road Test procedure. The cracking was divided into Class I, Class II and Class III. The AASHO Class I cracking was defined as longitudinal cracks in the wheel path which were generally wavy and in places they crossed and crisscrossed. They were usually numerous separate cracks of 2 – 3m length rather than one single long crack. The AASHO Class II cracking were those that had progressed and interconnected to form chicken wire or alligator skin pattern with numerous small paragon and octagon shapes pieces. At this stage, the pieces were still together and disintegration had not begun. The AASHO Class III cracking were the progression of Class II where cracks were spalled more separately at the edges, the small pieces lost integrity between the blocks, and the segments of the pavement surface loosen, moved or rock under traffic. Some pieces may have moved apart or miss out. Figure 2 presents a typical view of alligator cracks.

Figure 2. Alligator Cracks

The percentage area of total cracking for each class per road segment was then computed using Equation (3):

\[
\text{Density of Section (\%) = \frac{\text{Total Affected Area Per Section}}{\text{Total Area of Road Section}}} \times 100 - - - (3)
\]

The severity levels were classified using the scale shown in Table 3:

Table 3. Level of Severity of AASHO Classification of Cracks [3]

| AASHO Classes | Level of Severity | Density of Section Area (%) |
|---------------|-------------------|-----------------------------|
| None          | None              | 1 – 10                      |
| Class I       | Slight            | 11 – 26                     |
| Class II      | Moderate          | 26 – 50                     |
| Class III     | Severe            | > 50                        |

Drainage condition: this was classified based on the following descriptions;

Very Good: a drainage section characterised with well drained side slopes, high embankments and good runoff ditches.
**Good:** a drainage section characterised with moderate side slopes and ditches, and water probably runs off reasonably well to the surrounding streams and rivers.

**Adequate:** this drainage condition is characterised with some side slope and ditches of moderate size, however, there are evidence that the rate of water runoff is less than desired and some water stand along the roadway. The roadway section may be close to level with the surrounding terrain.

**Poor:** this is when the drainage is characterised with very little side slope and poor ditches. It may be slightly lower than the surrounding terrain; water probably stands and the rate of runoff is very slow.

**Very Poor:** this is a bathtub type of section which is clearly lower than the surrounding terrain. Some side slopes and ditches may be present, but the water is not expected to be carried away and most likely collects and slowly percolates into the sub-base and subgrade surrounding soils of the section.

The classification of CSRS employed the scale presented in Table 4;

| Classification of Pavement Condition | Limits of CSRS |
|--------------------------------------|----------------|
| Excellent                            | > 81           |
| Good                                 | 66 - 81        |
| Fair                                 | 46 – 65        |
| Poor                                 | 25 – 45        |
| Very poor                            | < 25           |

2.3. Implementation of Naïve Bayes Theorem using WEKA Software
This involved using Naïve Bayes classification algorithms or classifier of WEKA software. It required data preparation in Microsoft Excel worksheet in form of column-separated value (.csv) file which was imported into WEKA explorer as an Attribute-Relation File Format (ARFF). The test or observed data file saved in column-separated value (.csv) file format contained values for the independent attributes responsible for pavement condition which included percentage creaking, rut depth and drainage condition entered in the spreadsheet with rows representing instances, columns for attributes per segment for the classification of initial pavement condition as the dependent (target) attribute on a Condition Survey Rating Scores (CSRS) scale translated into Excellent, Good, Fair, Poor and Very Poor according to thresholds proposed by the study. The output of analysis using WEKA software presents confusion matrices with perfect diagonal to fit the targeted attributes into classes, while erroneous classifications were caused by incorrect classification which were estimated using statistical errors.

3. Results and Discussion
The distribution of classified flexible road pavement surface condition of the investigated Federal Highway links in Nigeria using Naïve Bayes classifier is as presented in Figure 3;
Figure 3 presents confusion matrices of classifications based on attributes into Excellent, Good, Fair, Poor and Very Poor as the case may be. The matrices showed the certainty or accuracy of classifications based on the diagonal entries, where a perfect diagonal matrix as shown in Figures 3 (h) and (n) depicted perfect road pavement surface condition classification, while classifications in Figures 3 (a), (b), (c), (d), (e), (f), (g), (i), (j), (k), (l), (m) and (o) showed erroneous classifications indicated by the dispersed entries outside the diagonal forming the upper and lower triangles of the matrices. The imperfect classifications were attributed to missing or incomplete data and noisy or outlier entries in the dataset [5][43]. The numerical performance of the model was also evaluated using Figures 4;
Figure 4 revealed the correctness of classifications by the Naïve Bayes model, where each classified link had over 90% correctly classified instances except links 89, 716, 17 and 138 in Anambra, Borno, Ogun and Plateau states respectively. This was attributed to the significant deviation of pattern of attributes caused by missing and noisy elements in the dataset [5][52]. The classification was further verified using estimated errors by the model as shown in Figure 5;
Figure 5 revealed that the computed Root Relative Square Error (RRSE) for links 89, 716, 17 and 138 in Anambra, Borno, Ogun and Plateau states respectively were relatively high compared to the other sampled links, with corresponding increase in the estimated Relative Absolute Error (RAE). The systematic increase in RRSE justified the relationship between individual entries on a sampled link, while the RAE defined abnormalities in the data entry [39][43][64]. Other strong statistical variable used for measuring the degree of accuracy was the Kappa statistics, which measures between 0 – 1 for least to high accuracy respectively. Figure 6 presents the distribution of Kappa statistics of the sampled links.
Figure 6. Accuracy of Classifications

Figure 6 revealed that surface condition classifications for links 375, 8 and 144 had relatively high degree of accuracy as compared to links 89, 716, 17 and 138. This trend agreed with the earlier assertion that, missing data and noise elements in the dataset had affected the accuracy of some classification significantly. The analysis of link statuses which grouped classified links as Excellent and Good into ‘Worthy’ and Fair, Poor an Very Poor into ‘Unworthy’ statuses indicated that the entire road surface conditions is described using Figure 7;
Figure 7 showed that links 716, 5, 8, 22 and 136 in Borno, Kwara, Lagos, Oyo and Plateau states respectively had relatively high level of unworthiness for surface condition, which increases safety risk, vehicle wear and level of pollution, hence call for urgent repair actions. On the other hand, links 89, 375, 370, 130, 17, 332, 138, 144 and 255 for Anambra, Bendel, Imo, Kaduna, Ogun, Plateau, Rivers and Sokoto states respectively had worthy surface condition, were safe for driving and do not required major maintenance process as at the time of the field investigation.

4. Conclusion
The study carried out surface condition classification of flexible road pavement using the Naïve Bayes classifier. Surface condition attributes used for the classification included, percentage of fatigue cracks, average rut depth and drainage condition to estimate the Condition Survey Rating Scale (CSRS) of the road pavement segments. Fifteen (15) Federal Highway links across Nigeria were considered for the analysis. The high sensitivity of Naïve Bayes classifier yielded high degree of classification accuracy. Results of the analysis indicated that; links 716, 5, 8, 22 and 136 in Borno, Kwara, Lagos, Oyo and Plateau states respectively had relatively high level of unworthy surface condition for safe travel, which also increased risk and cost of plying the highways, hence call for immediate maintenance and rehabilitations actions. While links 89, 375, 370, 130, 17, 332, 138, 144 and 255 from Anambra, Bendel, Imo, Kaduna, Ogun, Plateau, Rivers and Sokoto states respectively had worthy surface condition for safe driving and do not required immediate maintenance services as at the time of the field survey.
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