Strong suppression of electron convection in Dirac and Weyl semimetals
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It is shown that the convective instability in electron fluids in three- and two-dimensional (3D and 2D) Dirac and Weyl semimetals is strongly inhibited. The major obstacles for electron convection are the effects of the Coulomb forces and the momentum relaxation related to the interaction with impurities and phonons. The effect of the Coulomb forces is less pronounced in 2D materials, such as graphene. However, momentum relaxation still noticeably inhibits convection making it very difficult to achieve in practice.

Introduction.— Electron hydrodynamics is an unusual transport regime that can be realized in clean crystals. As first conjectured by Gurzhi in the 1960s [1, 2], electrons could form a hydrodynamic fluid when the electron-electron scattering rate is larger than the scattering rates of electrons on impurities and phonons. In such a regime, the electron transport should reveal some conventional hydrodynamic effects, including the Poiseuille-like profile of the current in a wire, the formation of vortices, etc.

Historically, a hydrodynamic electron flow was first observed in a two-dimensional (2D) electron gas of high-mobility (Al, Ga)As heterostructures [3, 4]. Later, a similar regime was confirmed in the ultrapure 2D metal palladium cobaltite (PdCoO2) [5] and graphene [6–12]. (For reviews on electron hydrodynamics, see Refs. [13, 14].) Electron hydrodynamics in graphene could be experimentally revealed via a negative nonlocal resistance and the formation of current vortices [15–19], higher than ballistic conduction in constrictions [8, 20], and certain collective modes [21–24]. The profile of electric currents in the hydrodynamic regime can be reconstructed from the strain magnetic fields [11] or the Hall field across the graphene ribbon [12]. Recently, evidence of three-dimensional (3D) relativistic-like hydrodynamic electron transport was reported in the Weyl semimetal tungsten diphosphide WP2 [25]. This shows that Dirac and Weyl semimetals provide another promising platform for investigating the hydrodynamic regime of the electron transport in solids.

Dirac and Weyl semimetals are novel materials whose electron quasiparticle spectrum is described by the corresponding equations in the vicinity of the band-crossing points known as Dirac points and Weyl nodes [26–28], respectively. Representative material realizations of Dirac semimetals include A3Bi (A = Na, K, Rb) [29, 30] and Cd3As2 [31–33] in 3D, as well as graphene in 2D. Weyl semimetals are realized, e.g., in transition metal monopnictides (TaAs, TaP, NbAs, and NbP) [34–40], EuCd2As2 [41, 42], Co3Si2S2 [43–45], etc.

Guided by experience with conventional fluids, one may expect similar hydrodynamic effects to show up in the electron fluid. For example, the possibility of a preturbulent regime in graphene was proposed in Refs. [46, 47]. (Kagome metals may provide a compelling platform for realizations of turbulence in electron fluids [48].) The formation of the Rayleigh-Bénard convective cells in graphene was suggested and numerically studied in Ref. [49]. Generally, the Rayleigh-Bénard instability occurs in fluids subject to a buoyancy force (e.g., caused by gravity) and temperature gradient that results in a local thermal expansion of fluid [50, 51]. If the buoyancy force is strong enough, it becomes favorable to develop several convective cells where the heat transfer is greatly assisted by the fluid motion. The observation of such cells would be a definitive signature of electron hydrodynamics. The possibility of electron convection is not only of academic interest but also can have important practical applications. Indeed, the convective regime may be invaluable for an effective heat transfer because the Nusselt number, which quantifies the ratio of convective to conductive heat transfer, is up to 10 (1000) times larger for a laminar (turbulent) flow. Since there are significant differences between conventional fluids and electron plasma in semimetals, it is necessary to investigate the onset conditions for electron convection in detail.

In this Letter, we show that the Rayleigh-Bénard instability in electron fluids in Dirac and Weyl semimetals is strongly inhibited. We identify two major obstacles for the electron fluid convection: (i) Coulomb forces and (ii) momentum-relaxation effects. Unlike many conventional fluids, the electron plasma is electrically charged. In a semimetal, the overall electric neutrality is preserved by the compensating charge of immovable lattice ions. Any deviation from local neutrality induces a strong electric field and, consequently, is energetically unfavorable. In other words, the effects of the Coulomb forces strongly suppress local expansion and compression of the electron fluid. For the same reason, a temperature gradient cannot easily induce sufficiently large local density devia-
tions needed for triggering convection.

We support this qualitative argument by a quantitative estimate of the Rayleigh number. Due to the aforementioned obstacles, the latter is so large in 3D Dirac and Weyl semimetals that achieving convection becomes practically impossible under any realistic conditions. As one might expect, the effects of the Coulomb forces are less pronounced in 2D materials. However, due to ubiquitous disorder effects and interaction with phonons, the momentum relaxation also noticeably inhibits a convective flow in both 2D and 3D systems.

Model.— The starting point in our discussion of the electron fluid is the Navier-Stokes equation [13, 14],

\[
\frac{1}{v_F^2} \left[ \partial_t (u w) + u (\nabla \cdot u) + (u \cdot \nabla) (u w) \right] - \eta \Delta u = -\nabla P - \frac{w u}{v_F^2 \tau} - e n \mathbf{E}.
\]

(1)

Here, \( w = \epsilon + P \) is the enthalpy, \( \epsilon \) is the energy density, \( P \) is the pressure, \( u \) is the electron fluid velocity, \( n \) is the electron number density, \( -e \) is the electron charge, and \( v_F \) is the Fermi velocity. Further, \( \eta \) and \( \zeta \) are the shear and bulk viscosities, respectively. In relativistic systems, \( \zeta \approx 0 \) [52] and \( \eta = \eta_{\text{kin}} w / v_F^2 \), where \( \eta_{\text{kin}} \approx v_F^2 \tau_{\text{ee}} \) is the kinematic shear viscosity and \( \tau_{\text{ee}} \) is the electron-electron interaction time (see, e.g., Refs. [53, 54]). For a relativistic fluid, \( P = \epsilon / d \) and \( w = (d + 1) \epsilon / d \), where \( d \) is the spatial dimension. The momentum relaxation, which is inevitable in real solids, is quantified by the relaxation time \( \tau \) that contains contributions from scattering on impurities and phonons. For simplicity, we assume that the electron fluid is isotropic, which is sufficient for the purposes of this study. Finally, we account for an electric field \( \mathbf{E} \), which includes both external and induced contributions.

The electric and energy current densities are

\[
\mathbf{J} = -e n u + \sigma \left[ \mathbf{E} + \frac{T}{e} \nabla \left( \frac{\mu}{T} \right) \right],
\]

(2)

\[
\mathbf{J}' = w u - \eta \left[ (\nabla \cdot u) u + u_j \nabla u_j - \frac{2}{d} u (\nabla \cdot u) \right].
\]

(3)

Here, \( \mu \) is the chemical potential, \( T \) is temperature, and \( \sigma \) is the intrinsic conductivity [13]. The electric and energy currents satisfy the standard continuity relations

\[
- e \partial_t n + (\nabla \cdot \mathbf{J}) = 0
\]

(4)

and

\[
\partial_t \epsilon + (\nabla \cdot \mathbf{J}') = (\mathbf{E} \cdot \mathbf{J}),
\]

(5)

respectively.

Since the electron fluid is electrically charged, the hydrodynamic equations should be supplemented by Maxwell’s equations. By assuming a slow flow, we neglect the effects of dynamic magnetic fields on fluid motion. In such a quasistatic approximation, only the Gauss law

\[
\nabla \cdot \mathbf{E} = -4\pi e \delta n
\]

(6)
is relevant. Here, \( -e \delta n \) is the deviation of the electron charge density from the background equilibrium value. As we will show below, electric fields induced by \( \delta n \) play a profound role in suppressing electron convection in 3D. The Coulomb forces also hinder convection in 2D systems, but their effect is less dramatic.

It is worth noting that the Coulomb interactions are responsible for both viscosity of the electron fluid and screening effects. Indeed, it is the microscopic interparticle Coulomb force that governs the electron-electron scattering and the formation of electron fluid. On the other hand, the Gauss law in Eq. (6) determines a background electric field, which comes as an average uncompensated field over macroscopic distances. This field is induced when the electron fluid is compressed or expanded locally with respect to the ion lattice.

To investigate the possibility of electron convection, we follow the same conceptual approach as in conventional fluids (see, e.g., Refs. [55, 56]), but amend the hydrodynamic equations with the Gauss law. As the first step, we find the steady-state solutions for the temperature profile and the electric field in the absence of hydrodynamic flow. Then, by using these solutions as a background, we derive the threshold criterion for convection.

Steady-state solution without flow.— Let us start by determining the steady-state solution for the electric field and temperature inside a slab of finite thickness \( L \) along the \( x \) direction. For simplicity, we assume that the slab is infinite along other directions.

Temperature \( T(x) \) and the electric potential \( \varphi(x) \) take different values on the opposite surfaces of the slab, i.e.,

\[
T(x = 0) = T_L, \quad T(x = L) = T_R,
\]

(7)

\[
\varphi(x = 0) = \varphi_L, \quad \varphi(x = L) = \varphi_R.
\]

(8)

We employ a perturbation scheme where deviations of all quantities (denoted by a tilde) are small compared to their global equilibrium values (denoted by subscript 0), e.g., \( \tilde{T}/T_0 \ll 1 \), etc. By setting \( u = 0 \) in Eqs. (1) through (6), one finds that the temperature function \( \tilde{T}(x) \) is determined by the Laplace equation, \( \Delta \tilde{T} = 0 \). Its solution that satisfies the boundary conditions (7) reads

\[
\tilde{T} = T_L - T_0 + \frac{T_R - T_L}{L} x.
\]

(9)

By taking into account this solution, Eqs. (4) and (6) can be rewritten as follows:

\[
\Delta \tilde{\mu} = 4\pi e^2 \delta \tilde{n} = q_{TF}^2 \tilde{\mu} + 4\pi e^2 (\partial_T \delta n) \tilde{T},
\]

(10)

\[
\Delta \tilde{\varphi} = -4\pi e \delta \tilde{n},
\]

(11)

where \( q_{TF} = \sqrt{4\pi e^2 (\delta \mu \delta n)} \) is the Thomas-Fermi wave vector. Its explicit expression is given in the Supplemental Material [57].
By using the equation of motion (1) at \( \mathbf{u} = \mathbf{0} \) and requiring the overall charge neutrality of the sample, we obtain the steady-state expressions for \( \tilde{n} \) and \( \tilde{\varphi} \) (see Supplemental Material [57]). They reveal that the electric field is nonvanishing but screened strongly inside the sample. Also, the electric charge deviations are small (\( \tilde{n} \approx 0 \)) in the bulk of the slab. However, both electric field and charge density are noticeably nonuniform near the surfaces. Since convection is determined largely by bulk properties, it is justified to ignore the inhomogeneity of the electric field and other variables near the surfaces. Such an approximation simplifies analytical calculations but should not affect the qualitative results for sufficiently thick samples.

**Convection threshold.**—To determine the threshold of convection, we consider a hydrodynamic flow in the background of the screened electric field and the temperature gradient obtained in the previous section. As in conventional fluids [55, 56], the analysis is simplified by using an analog of the Oberbeck-Boussinesq approximation. The resulting system, which is linear in the flow velocity \( \mathbf{u} \) and the flow-driven deviations \( P_u, \mathbf{E}_u, n_u, \mu_u \), and \( T_u \) (appearing on top of the steady-state solution), reads

\[
\nabla P_u - \eta \Delta \mathbf{u} - \left[ \zeta + \frac{\eta (d - 2)}{d} \right] \nabla (\nabla \cdot \mathbf{u}) = - \frac{w_0 \mathbf{u}}{v_F^2} - \eta n_0 \mathbf{E}_u - \eta n_0 \mathbf{E}, \tag{12}
\]

\[
(\mathbf{u} \cdot \nabla) \tilde{w} + w_0 (\nabla \cdot \mathbf{u}) = 0, \tag{13}
\]

\[-w_0 (\nabla \cdot \mathbf{u}) + \sigma (\nabla \cdot \mathbf{E}_u) + \frac{\sigma}{\epsilon} \left( \Delta \mu_u - \frac{\mu_u}{T_0} \Delta T_u \right) = 0, \tag{14}
\]

\[
\nabla \cdot \mathbf{E}_u = -4\pi \epsilon n_u. \tag{15}
\]

Here, we assumed that the cross-terms containing fluid flow velocity and the temperature gradient are small compared to other terms. In addition, we neglected the terms that are of the second order in steady-state deviations (e.g., \( \tilde{n} \mathbf{E} \ll \eta n_0 \mathbf{E} \)).

The last term on the right-hand side in Eq. (12) and the first term in Eq. (13) are crucial for driving convection and their analogs are included in the Oberbeck-Boussinesq approximation for conventional fluids. Indeed, the term \(-n_0 \mathbf{E}\) is similar to the buoyancy force for regular fluids. Recall that buoyancy is the consequence of an external (e.g., gravitational) force exerted on a fluid with a density gradient, typically induced by a temperature difference between the top and bottom surfaces. In the case of electrons, gravitation has negligible effects and the role of buoyancy force is played by the electric force related to the in-medium electric field \( \mathbf{E} \). Therefore, another key requirement for achieving convection is the nonzero compressibility of the fluid. It is taken into account by the first term in Eq. (13).

It is very important for the problem under consideration that, unlike ordinary fluids, expansion and compression of the electron fluid give rise to strong electric fields. Indeed, in view of the Gauss law (15), any change of the electric charge density leads to an electric field. As we will explicitly show below, this is one of the key factors inhibiting convection in electron fluids as the energy price for the appearance of electric fields is very high.

To estimate the threshold for convection, we use the bulk steady-state solutions, \( \tilde{n} \approx 0 \) and \( \tilde{\mathbf{E}} = \tilde{\mathbf{E}}(x) \), which include both external and induced fields. Then, \( \mathbf{u} \cdot \nabla \tilde{w} = u_x (\partial_x \tilde{w}) \propto u_x (T_R - T_L) \). The explicit expression for \( \partial_x \tilde{w} \) as well as the general solutions to Eqs. (12) through (15) are given in the Supplemental Material [57].

We use a plane-wave ansatz for the hydrodynamic variables \( u_x, T_u, \) and \( \mu_u \), e.g.,

\[
T_u = C_T e^{i k_L \cdot \mathbf{r}} e^{i k_x x}, \tag{16}
\]

where \( \mathbf{k} \perp \) is the wave vector perpendicular to the surface normal. The characteristic equation for the system of Eqs. (12) through (15) reads [57]

\[
k^2 \left( k^2 + \frac{1}{\lambda_G^2} \right) \left( k^2 + q_{TF}^2 \right) - \frac{k^4}{L^2} \text{Ra} = 0, \tag{17}
\]

where \( k^2 = k_{parallel}^2 + k_{perpendicular}^2 \). In Eq. (17), we used the following shorthand notations:

\[
\lambda_G = \sqrt{\frac{v_F^2 \eta}{w_0}} = \sqrt{T \eta_{kin}}, \tag{18}
\]

\[
\text{Ra} = L^4 \frac{\epsilon^3 n_0 E_0 (\partial_x \tilde{w}) T_0}{\sigma w_0 \eta} \left[ n_0 (\partial_x n) - s_0 (\partial_x \mu) \right]. \tag{19}
\]

Here, \( \lambda_G \) is the Gurzhi length that quantifies the momentum relaxation and \( \text{Ra} \) is the Rayleigh number. In the limit \( \lambda_G \rightarrow \infty \) and \( q_{TF} \rightarrow 0 \), the characteristic equation (17) coincides with the textbook result for conventional fluids (cf. Ref. [55]). Convective instability characterized by periodic spatial pattern of the fluid velocity is realized for real \( k_x \) and \( k_{parallel} \). This requires \( \text{Ra} \gtrsim \text{Ra}_{min} \), where \( \text{Ra}_{min} \) is determined from the characteristic equation (17) with wave vectors constrained by boundary conditions.

To derive the convection threshold \( \text{Ra}_{min} \), let us determine the allowed values of \( k_x \) in Eq. (17). They follow from the boundary conditions for \( T_u \) and \( \mathbf{u} \), i.e.,

\[
T_u(x = 0, L) = 0, \quad u_x(x = 0, L) = 0. \tag{20}
\]

For the perpendicular components of velocity \( u_{z \parallel} \), we employ the free-surface boundary conditions, which provide the most conservative estimate of the convection threshold. Indeed, the no-slip boundary conditions can be considered as a source of additional dissipation that further inhibits convection; see, e.g., Ref. [56] for neutral fluids. We found that the free-surface boundary conditions are satisfied for \( |k_x| = \pi n / L \) with \( n = 1, 2, 3, \ldots \) (see Supplemental Material [57] for details). It is worth noting, however, that the exact form of the boundary conditions
is not important for our qualitative arguments because they only determine the allowed values of $k_x$.

The characteristic equation (17) gives the following relation between the Rayleigh number and wave vector:

$$Ra = L^4 \frac{(k_x^2 + k_y^2)(k_x^2 + k_z^2 + \lambda_G^2)}{k_x^2} \left( k_x^2 + k_y^2 + q_{TF}^2 \right). \quad (21)$$

This shows that the Coulomb forces and the momentum relaxation effects, quantified by $q_{TF}$ and $\lambda_G$, respectively, increase the minimal value of the Rayleigh number $Ra_{\text{min}}$ needed to achieve convection. In order to determine $Ra_{\text{min}}$, one should minimize Eq. (21) with respect to the wave vectors allowed by the boundary conditions, i.e., at $k_x = \pi/L$. The general expression for the minimal Rayleigh number at finite $\lambda_G$ and nonzero $q_{TF}$ is cumbersome (see also Supplemental Material [57]). Since the Rayleigh number $Ra$ increases with $k_x$, we can estimate the corresponding lower bound $Ra_0$ (which is smaller than the actual $Ra_{\text{min}}$) by setting $k_x = 0$ and neglecting $k_\perp$ compared to $q_{TF}$ and $\lambda_G^{-1}$ in Eq. (21), i.e.,

$$Ra_0 = L^4 \frac{q_{TF}^2}{\lambda_G^2} < Ra_{\text{min}}. \quad (22)$$

It is instructive to mention that $q_{TF} \gg \pi/L$ and $\lambda_G \ll L/\pi$ hold for realistic samples of 3D Dirac and Weyl semimetals and, therefore, the above estimate is indeed reasonable. To verify this, let us consider typical parameters for semimetals, e.g., $\mu_0 = 20$ meV, $T_0 = 25$ K, and use the Fermi velocity $v_F \approx 1.4 \times 10^7$ cm/s [58]. In this case, one obtains $q_{TF} \approx 9.9 \times 10^6$ cm$^{-1}$ by assuming quasiparticles with a 3D relativistic-like energy spectrum. For such a large Thomas-Fermi wave vector, one finds that $q_{TF} \gg \pi/L$ in a wide range of experimentally achievable samples [59]. As for the momentum relaxation length, we estimate $\lambda_G \approx 0.4 \mu$m at $\tau = 0.1$ ns and $\tau_{ee} = 0.3$ ps, which is quite small compared to a typical thickness of Dirac semimetal slabs.

By using Eq. (22) and the same characteristic parameters as before, we estimate the lower bound for $Ra_{\text{min}}$ as

$$Ra_0 = L^4 \frac{q_{TF}^2}{\lambda_G^2} \approx 6.5 \times 10^{22} \left( \frac{L}{1 \text{ cm}} \right)^4. \quad (23)$$

It is instructive to compare this estimate with the benchmark result for conventional fluids. By taking $\lambda_G \to \infty$ and $q_{TF} = 0$, we find that the critical value of the Rayleigh number is reached for $k_x = \pi/L$ and $k_\perp = \pi/(\sqrt{2}L)$ giving $Ra_{\text{min}} = 27\pi^4/4 \approx 657.5$.

The enormous value of the lower bound for the minimal Rayleigh number (23) implies that convection in the electron fluid is strongly suppressed. Indeed, Eq. (19) gives the following estimate for the Rayleigh number in Dirac semimetals:

$$Ra \approx 4 \times 10^9 \frac{\delta T}{T_0} \frac{\tilde{E}}{1 \text{ V/m}} \left( \frac{L}{1 \text{ cm}} \right)^3, \quad (24)$$

where $\tilde{E}$ is the in-medium field that includes both external and induced components, and $\delta T/T_0$ is the normalized temperature difference between the slab surfaces. As is easy to see, the estimate in Eq. (24) is many orders of magnitude smaller than $Ra_0$ for any reasonable electric field and temperature gradient available in experiments. Thus, in agreement with the heuristic arguments, convection is ruled out for 3D Dirac semimetals.

The minimal Rayleigh number $Ra_{\text{min}}$ as a function of the slab width $L$ is presented by solid lines in Fig. 1 for the three fixed values of the chemical potential: $\mu_0 = 1$ meV (red), $\mu_0 = 10$ meV (blue), and $\mu_0 = 50$ meV (green) [60]. As we see, the minimal Rayleigh number needed for convection is enormous for macroscopic samples. It approaches the value in conventional fluids, i.e., $Ra_{\text{min}} = 27\pi^4/4$, only for extremely thin slabs. In the same figure, the shaded regions show the ranges of realistic estimates for the Rayleigh number obtained from Eq. (24) by assuming rather conservative values $\delta T \leq T_0$ and $\tilde{E} \leq 10$ V/m. It is clear that the realistic values of the Rayleigh number are many orders of magnitude smaller than $Ra_{\text{min}}$ required for convection.

**Graphene.** — In view of the great interest in electron hydrodynamics in graphene, let us re-examine whether the convective instability is possible in the 2D case. While the electron convection in graphene was already studied in Ref. [49], the effects of the Coulomb forces and the momentum dissipation were not taken into account. The screening effects in gated graphene can be
treated in the “gradual channel” approximation \cite{61, 62} (see also Ref. \cite{21}). In this approximation, the induced electric field is given by

$$E_u = \frac{e}{C} \nabla n_u, \quad (25)$$

where \(C = \varepsilon/(4\pi L_g)\) is the capacitance per unit area, \(\varepsilon\) is the dielectric constant, and \(L_g\) is the distance to the gate. The minimum Rayleigh number is determined similarly to the 3D case considered above, but the Gauss law (15) is replaced by Eq. (25) (for details, see Supplemental Material \cite{57}). We obtain

$$Ra = L^4 \left(\frac{k_F^2 + k_F^2}{k_g^2} \right)^2 \left(\frac{k_F^2 + k_F^2 + \lambda G^2}{k_g^2} \right) \left(1 + Q^2 \right), \quad (26)$$

where \(Q = \sqrt{\varepsilon^2(\partial_x n)/C}.\) For \(T_u \propto \sin(k_x x),\) the boundary conditions are satisfied for \(|k_x| = \pi n/L\) and \(n = 1, 2, 3, \ldots\) As in the 3D case, the Coulomb forces and momentum relaxation increase the minimal Rayleigh number needed to achieve convection.

Quantitatively, the effects of the Coulomb forces are much weaker in 2D. This is also supported by numerical estimates. Indeed, by using typical parameters for graphene, i.e., \(v_F = 1.1 \times 10^8\) cm/s, \(\mu_0 = 100\) meV, \(T_0 = 100\) K, \(L_g = 100\) nm, and \(\varepsilon = 1,\) we estimate \(Q \approx 6.6\) (see Supplemental Material \cite{57} for details). Therefore, the Coulomb forces increase \(Ra_{\text{min}}\) only by about an order of magnitude. The momentum relaxation effects, on the other hand, are very important. We estimate \(\lambda G \approx 2.6\) \(\mu m\) at \(\tau = 0.1\) ns and \(\tau_\text{rel} = (h v_F^2/e^2)(\mu_0/T_0^2) \approx 0.2\) ps. The corresponding minimal value of the Rayleigh number is

$$Ra_{\text{min}} \approx 2.7 \times 10^6 \quad (27)$$

at \(L = 100\) \(\mu m.\) This is almost four orders of magnitude larger than the benchmark value \(27\pi^4/4.\) The Rayleigh number for graphene is estimated as

$$Ra \approx 4.4 \times 10^7 \frac{\delta T}{T_0} \frac{\tilde{E}}{1\text{ V/m}} \left(\frac{L}{1\text{ cm}}\right)^3, \quad (28)$$

Our estimate suggests that in order to exceed the minimal Rayleigh number (27), centimeter-sized graphene samples are needed when the total electric fields are of the order of \(1\) V/m.

Thus, the momentum relaxation significantly inhibits convection in 2D systems too. The effect of the Coulomb forces, however, is less pronounced compared to the case of 3D Dirac semimetals. This situation resembles the role of the Coulomb forces in the spectrum of plasmons. Indeed, the plasmon dispersion relation is gapped in 3D due to the efficient screening of electric charge oscillations. On the other hand, in 2D systems the spectrum of plasmons remains gapless in the gradual channel approximation, where the Coulomb forces only enhance the plasma velocity.

**Summary.** — In this Letter, we showed that the convective instability is strongly inhibited in the electron fluid in 2D and 3D Dirac and Weyl semimetals. We identified the following two major inhibitors: (i) the Coulomb forces and (ii) the momentum relaxation effects due to scattering on impurities and phonons. Both are unavoidable and play a critical role in the charged electron fluid in semimetals. For realistic parameters in 3D Dirac and Weyl semimetals, the effect of the Coulomb forces dominates over the momentum relaxation and leads to an extremely large convection threshold. In 2D systems such as graphene, the key role is played by the momentum relaxation that increases the minimum Rayleigh number needed for convection. The corresponding threshold values are a few orders of magnitude larger than in conventional fluids. Our findings imply that the electron fluid convection is unlikely to be realized in Dirac and Weyl semimetals.

While we focused on the fluid of electron quasiparticles with an isotropic relativisticlike dispersion relation, similar arguments should apply to systems with anisotropic and even nonrelativisticlike dispersion relations, although the quantitative details will be different. For example, the critical value of the Rayleigh number may be different along different crystal directions for materials with anisotropic spectra. Because of the crucial role of the Coulomb forces, we speculate that fluids made of neutral quasiparticles such as magnons (if their hydrodynamic regime is realized \cite{63, 64}) promise to be better candidates for convection in solid-state materials. It is tempting to suggest that phonon fluids \cite{2, 65–68} might also demonstrate convective instability. It is not clear, however, whether the analogy with conventional fluids is complete and the equivalent of buoyancy forces is present.
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S I. THERMODYNAMIC VARIABLES

In this section, we present thermodynamic variables used in our analysis of electron convection. We employ a relativisticlike isotropic dispersion relation for the electron quasiparticles $\epsilon = v_F p$ in both 2D and 3D systems.

In 3D, the electron number density $n$ equals

\[ n = -N_g \frac{T^3}{\pi^2 \hbar^3 v_F^2} \left[ Li_3 \left( -e^{\mu/T} \right) - Li_3 \left( -e^{-\mu/T} \right) \right] = N_g \frac{\mu \left( \mu^2 + \pi^2 T^2 \right)}{6\pi^2 v_F^3 \hbar^3}, \tag{S1} \]

where $Li_j(x)$ is the polylogarithm function. The energy density $\epsilon$ reads

\[ \epsilon = -N_g \frac{3T^4}{2\pi^2 \hbar^3 v_F^2} \left[ Li_4 \left( -e^{\mu/T} \right) + Li_4 \left( -e^{-\mu/T} \right) \right] = N_g \frac{1}{8\pi^2 \hbar^3 v_F^2} \left( \mu^4 + 2\pi^2 T^2 \mu^2 + \frac{7\pi^4 T^4}{15} \right), \tag{S2} \]

where the prefactor $N_g$ in Eqs. (S3) and (S4) is the degeneracy factor. We have $N_g = 2$ in 3D Dirac semimetals with a single Dirac point and $N_g = 4$, which accounts for the valley and spin degeneracy, in graphene. In addition, $v_F$ is the Fermi velocity, $\mu$ is the chemical potential, and $T$ is temperature.

The electron number density $n$ and the energy density $\epsilon$ for a 2D relativisticlike spectrum are

\[ n = -N_g \frac{T^2}{2\pi v_F^2 \hbar^2} \left[ Li_2 \left( -e^{\mu/T} \right) - Li_2 \left( -e^{-\mu/T} \right) \right] \tag{S3} \]

and

\[ \epsilon = -N_g \frac{T^3}{\pi v_F^2 \hbar^2} \left[ Li_3 \left( -e^{\mu/T} \right) + Li_3 \left( -e^{-\mu/T} \right) \right]. \tag{S4} \]

The pressure $P$ and the enthalpy density $\omega = \epsilon + P$ are given by the standard expressions for a relativisticlike systems, $P = \epsilon/d$ and $\omega = (d+1)\epsilon/d$, where $d = 2, 3$ is the spatial dimension. Note that the following relations for the derivatives with respect to chemical potential and temperature are valid:

\[ \partial_{\mu} \epsilon = nd, \quad \partial_T \epsilon = sd, \tag{S5} \]

where $s = (\omega - \mu n)/T$ is the entropy density.
S II. STEADY STATE

In this section, we discuss the temperature profile, the electric field, and the charge density for the steady state in the model defined in the main text. In particular, we consider a slab of a Dirac or Weyl semimetal with a finite thickness $L$ along the $x$ direction. For simplicity, we assume that the slab is infinite in other directions. In the absence of hydrodynamic flow, the local deviations of the chemical potential $\tilde{\mu}$ and temperature $\tilde{T}$ from their values $T_0$ and $\mu_0$ in global equilibrium are caused by an external electric field and a temperature gradient. In other words,

\begin{align}
T &\approx T_0 + \tilde{T}, \\
\mu &\approx \mu_0 + \tilde{\mu}, \\
E &\approx \tilde{E},
\end{align}

where, by assumption, the deviations $\tilde{\mu}$ and $\tilde{T}$ are small compared to the equilibrium values. As we will show below, the temperature gradient and the external electric field are included via the appropriate boundary conditions.

To the leading order in deviations, the equation of motion, the electric current continuity equation, and the Gauss law read

\begin{align}
\nabla \tilde{P} &= -en_0 \tilde{E}, \\
\sigma \left( \nabla \cdot \tilde{E} \right) + \frac{\sigma}{e} \Delta \left( \tilde{\mu} - \frac{\mu_0}{T_0} \tilde{T} \right) &= 0, \\
\nabla \cdot \tilde{E} &= -4\pi e \tilde{n},
\end{align}

respectively. Here, $-e$ is the charge of the electron and $\sigma$ is the intrinsic conductivity $[S1]$. For the intrinsic conductivity, we use the result obtained in a holographic approach $[S2–S5]$, i.e.,

\begin{align}
\sigma &= \frac{3\pi \hbar^3}{2} (\partial_\mu n) \tau_{ee},
\end{align}

where $\tau_{ee}$ is the electron-electron scattering time. The intrinsic conductivity in the hydrodynamic regime of graphene can be estimated as $[S6]$

\begin{align}
\sigma &= \frac{2e^2}{\pi \hbar}. 
\end{align}

By applying $\nabla$ to Eq. (S9) and making use of Eqs. (S10) and (S11), we obtain the following equation for temperature deviations:

\begin{align}
\Delta \tilde{T} &= 0.
\end{align}

In the derivation, we also took into account that

\begin{align}
\nabla \tilde{P} &= n_0 \nabla \tilde{\mu} + s_0 \nabla \tilde{T}
\end{align}

and neglected terms of higher order in deviations.

In our setup, temperature is fixed at the surfaces of the slab

\begin{align}
T(x = 0) &= T_L, \quad T(x = L) = T_R.
\end{align}

Then the solution to Eq. (S14) reads

\begin{align}
\tilde{T} = T_L - T_0 + \frac{\delta T}{L} x,
\end{align}

where $\delta T = T_R - T_L$. Clearly, it corresponds to a constant thermal gradient along the $x$ direction.

By using solution (S17), Eqs. (S10) and (S11) can be rewritten as

\begin{align}
\Delta \tilde{\mu} &= q_{TF}^2 \tilde{\mu} + 4\pi e^2 (\partial_T n) \tilde{T},
\end{align}

where $q_{TF} = \sqrt{4\pi e^2 (\partial_\mu n)}$ is the Thomas-Fermi wave vector and we used

\begin{align}
\tilde{n} &= (\partial_\mu n) \tilde{\mu} + (\partial_T n) \tilde{T}.
\end{align}
The explicit relations for the square of the Thomas-Fermi wave vector are:

3D: \( q_{TF}^2 = \frac{2e^2 N_g}{v_F^3} \left( \mu_0^2 + \frac{\pi^2 T_0^2}{3} \right) \), \( (S20) \)

2D: \( q_{TF}^2 = \frac{4e^2 N_g}{v_F^2} T_0 \ln \left( 2 \cosh \frac{\mu_0}{2T_0} \right) \).
\( (S21) \)

Notice that \( q_{TF} \) is calculated for equilibrium values of the chemical potential \( \mu_0 \) and temperature \( T_0 \).

The general solution to Eq. \( (S18) \) is

\[ \tilde{\mu} = -\frac{\partial n}{\partial \mu} \tilde{T} + C_1 e^{q_{TF}x} + C_2 e^{-q_{TF}x}, \]
\( (S22) \)

where \( C_1 \) and \( C_2 \) are integration constants.

Having determined the temperature and chemical potential profiles, let us find the electric field \( \tilde{E} = -\nabla \tilde{\varphi} \) inside the slab. We assume that the electric potential is fixed at the surfaces of the slab as follows:

\[ \varphi(x = 0) = \varphi_L, \quad \varphi(x = L) = \varphi_R. \] \( (S23) \)

According to the Gauss law \( (S11) \), the electric potential \( \tilde{\varphi} \) satisfies the following equation:

\[ \Delta \tilde{\varphi} = \frac{1}{e} \left[ q_{TF}^2 \tilde{\mu} + 4\pi e^2 (\partial_T n) \tilde{T} \right]. \] \( (S24) \)

Taking into account Eq. \( (S22) \), one finds

\[ \tilde{\varphi} = C_3 + C_4 x + \frac{1}{e} \left( C_1 e^{q_{TF}x} + C_2 e^{-q_{TF}x} \right), \] \( (S25) \)

where \( C_3 \) and \( C_4 \) are constants. From Eqs. \( (S9) \) and \( (S15) \), we see that the following equation should be satisfied as well:

\[ s_0 \nabla \tilde{T} + n_0 \nabla \tilde{\mu} = en_0 \nabla \tilde{\varphi}. \] \( (S26) \)

Equations \( (S23), (S25), \) and \( (S26) \) allow us to fix only three out of four integration constants. To determine the fourth one, we employ the condition of the overall charge neutrality of the sample, i.e.,

\[ \int_0^L dx \, \tilde{n} = 0. \] \( (S27) \)

Then we obtain

\[ C_1 = -\frac{C_{ST}}{1 - e^{Lq_{TF}}} - \frac{e \delta \varphi}{2(1 - e^{Lq_{TF}})}, \] \( (S28) \)

\[ C_2 = -\frac{C_{ST}}{1 - e^{-Lq_{TF}}} - \frac{e \delta \varphi}{2(1 - e^{-Lq_{TF}})}, \] \( (S29) \)

\[ C_3 = \frac{C_{ST}}{e} + \frac{\varphi_R + \varphi_L}{2}, \] \( (S30) \)

\[ C_4 = -\frac{2C_{ST}}{eL}, \] \( (S31) \)

where

\[ C_{ST} = \frac{2\pi e^2 \delta T \left[ n_0 (\partial_T n) - s_0 (\partial_\mu n) \right]}{n_0 q_{TF}^2} \] \( (S32) \)

and \( \delta \varphi = \varphi_R - \varphi_L. \)
The final solutions for the temperature $\tilde{T}$, the chemical potential $\tilde{\mu}$, the electron density $\tilde{n}$, and the electric field $\mathbf{E} = \tilde{E}\hat{x}$ in the steady state read

$$\tilde{T} = T_L - T_0 + \frac{\delta T}{L} x,$$

(S33)

$$\tilde{\mu} = -T \left( \frac{\partial T}{\partial \mu} n \right) + \frac{(2C_{ST} + e\delta \varphi)}{2} \sinh \left[ q_{TF} \left( \frac{2x-L}{2} \right) \right],$$

(S34)

$$\tilde{n} = \frac{2C_{ST} + e\delta \varphi}{2} \left( \frac{\partial \mu}{\partial n} \right) \frac{\sinh \left[ q_{TF} \left( \frac{2x-L}{2} \right) \right]}{\sinh \left( \frac{Lq_{TF}}{2} \right)},$$

(S35)

$$\tilde{E} = \frac{2C_{ST}}{eL} - \frac{(2C_{ST} + e\delta \varphi)}{2e} \frac{q_{TF} \cosh \left[ q_{TF} \left( \frac{2x-L}{2} \right) \right]}{\sinh \left( \frac{Lq_{TF}}{2} \right)}.$$

(S36)

It is easy to verify that the chemical potential, the electron density, and the electric field are nonuniform inside the sample. The numerical results for the steady-state solutions (S34) through (S36) are presented in Figs. S1(a), S1(b), and S1(c), respectively. To plot the results, we used the following representative values of parameters: $\mu_0 = 20$ meV, $T_0 = 25$ K, and the Fermi velocity for WP$_2$ [S7] $v_F \approx 1.4 \times 10^7$ cm/s. In addition, we set $T_R = 1.25 \times T_0$, $T_L = 0.75 \times T_0$, $\varphi_L = 0$, and $\varphi_R = 1$ mV.

\[\text{FIG. S1. The profiles of the steady-state deviations of the chemical potential } \tilde{\mu} \text{ (panel (a)), the number density } \tilde{n} \text{ (panel (b)), and the electric field } \tilde{E} \text{ (panel (c)). Red solid, blue dashed, and green dotted lines correspond to } L = 10 \text{ } \mu\text{m}, L = 1 \text{ } \mu\text{m}, \text{ and } L = 0.1 \text{ } \mu\text{m}, \text{ respectively. The dot-dashed black line corresponds to the model case where the Gauss law is ignored. Numerical parameters are defined in the text.} \]

As illustrated in Fig. S1, the inclusion of the Gauss law strongly affects the solutions for $\tilde{\mu}$ and $\tilde{n}$. First of all, the electron density deviations quickly vanish in the bulk of the slab. This is also confirmed by the dependence of $\tilde{n}$ near one of the surfaces shown in Fig. S2(a). The electric field $\tilde{E}$ is screened strongly but not perfectly inside the slab, see Fig. S2(b). A small nearly uniform value of $\tilde{E}$ survives inside the slab. Its value is determined by the thermoelectric effect, which is quantified by the first term in Eq. (S36). For the parameters at hand, we estimate the corresponding field as

$$\tilde{E} \sim \frac{2C_{ST}}{eL} \approx 0.03 \text{ } L^{-1}\text{[cm]} \text{ V/m.}$$

(S37)

Therefore, for the slab width $L = 100$ $\mu$m to $L = 1$ cm, the in-medium electric field ranges from $\tilde{E} \sim 3$ V/m to $\tilde{E} \sim 0.03$ V/m. These results allow us to approximate the charge density and the electric field by $\tilde{n} \approx 0$ and $\tilde{E} \approx \text{const}$ in the bulk of the slab. This will be our starting point in determining the convection threshold in the next section.
S III. CONVECTION THRESHOLD

In this section, we investigate the threshold of convective instability of the electron fluid. The steady-state solution given in Eqs. (S33) through (S36) will be considered as a background for hydrodynamic flow, i.e.,

\[ T = T_0 + \tilde{T} + T_u, \]
\[ \mu = \mu_0 + \tilde{\mu} + \mu_u, \]
\[ E = \tilde{E} + E_u, \]

where the subscript \( u \) denotes the deviations related to the fluid flow \( u \).

S III.A. 3D Dirac semimetals

Let us start with the case of 3D Dirac semimetals. As in the case of conventional fluids, we linearize the system of hydrodynamic equations in \( u, \mu_u, \) and \( T_u \). The resulting equations are

\[
\nabla P_u - \eta \Delta u - \left( \zeta + \frac{\eta(d-2)}{d} \right) \nabla (\nabla \cdot u) = -\frac{w_0 u}{v_T^2} - e n_0 E_u - e n_u \tilde{E},
\]

\[
(u \cdot \nabla) \hat{w} + w_0 (\nabla \cdot u) = 0,
\]

\[
-\sigma \nabla (\nabla \cdot u) + \sigma (\nabla \cdot E_u) + \frac{\sigma}{e} \Delta \left( \mu_u - \frac{\mu_0}{T_0} T_u \right) = 0,
\]

\[
\nabla \cdot E_u = -4\pi e n_u.
\]

In writing the above system, we took into account that the steady-state deviations are much smaller than the equilibrium values. Accordingly, we omitted terms quadratic in the steady-state deviations, e.g., \( \tilde{n} \tilde{E} \). The cross-terms containing both hydrodynamic variables and steady-state deviations are also assumed to be small. However, as we discuss in the main text, there are two notable exceptions from this scheme. Similar to the Oberbeck-Boussinesq approximation for neutral fluids \([S8, S9]\), we retain the buoyancy-like term \( -e n_u \tilde{E} \) in the Navier-Stokes equation. It plays a crucial role in convection by providing a connection between the fluid velocity and hydrodynamic deviations of temperature and chemical potential. Finally, since convection relies on the compressibility of a fluid, we retained \( (u \cdot \nabla) \hat{w} \) in the energy conservation equation. This eventually allows for an advection-like term in the equation for \( T_u \).
By using the explicit form of the steady-state solutions from Sec. S II, we obtain
\[(\mathbf{u} \cdot \nabla)\dot{w} = u_x(\partial_x \dot{w}),\]  
\[\mathbb{E} = \dot{E}\mathbf{x},\]  
\[(\partial_x \dot{w}) = (d + 1) \left[ s_0 - n_0 \left( \frac{\partial_T n}{\partial \mu n} \right) \right] \frac{\delta T}{L}. \tag{S47}\]

Notice that while we keep the spatial dimension \(d\) in the above equations, the system of equations (S41) through (S44) will be modified in 2D. We discuss the 2D case in Sec. S III.B.

By using Eq. (S42), one can reexpress \(\nabla \cdot \mathbf{u}\) in terms of \(u_x\). Then Eq. (S43) can be brought in a form resembling the conventional heat transfer equation, i.e.,
\[
\frac{\epsilon v_0}{w_0} u_x (\partial_x \dot{w}) - \frac{\sigma \mu_0}{e T_0} \Delta T_u - 4\pi e \sigma n_u + \frac{\sigma}{e} \Delta \mu_u = 0. \tag{S48}\]

The last two terms on the left-hand side of the above equation clearly distinguish it from the conventional heat transfer equation with an advection term. It is convenient to reexpress \(u_x\) in terms of \(T_u\) and \(\mu_u\), i.e.,
\[
u_x = -\frac{\sigma w_0}{e^2 n_0 (\partial_x \dot{w})} \left\{ \left( \Delta - q_{TF}^2 \right) \mu_u - \frac{\mu_0}{T_0} \left[ \Delta + 4\pi e^2 (\partial_T n) \right] \frac{T_0}{\mu_0} T_u \right\}. \tag{S49}\]

To determine the relationship between temperature and chemical potential, we calculate the divergence of Eq. (S41) and obtain
\[
\frac{1}{d} \Delta \epsilon u = -\eta (\partial_x \dot{w}) \frac{2(d - 1)}{d} \left( \Delta - \frac{1}{\lambda_G^2} \right) u_x + 4\pi e^2 n_0 n_u - e \dot{E} (\partial_x n_u), \tag{S50}\]

where
\[
\lambda_G = \sqrt{\frac{v_e^2 \eta}{w_0}} = \sqrt{\eta_\text{kin}}, \tag{S51}\]

is the Gurzhi length, \(\eta\) is the dynamic shear viscosity, and \(\eta_\text{kin} = v_e^2 \eta/w_0\) is the kinematic viscosity. The Gurzhi length quantifies the momentum relaxation effects due to the scattering on impurities and phonons. Notice that the first and last terms on the right-hand side in Eq. (S50) can be omitted in the perturbation scheme used. Indeed, they contain small gradient terms multiplied by hydrodynamic variables. By neglecting these terms and rewriting \(\epsilon u\) and \(n_u\) in terms of the chemical potential \(\mu_u\) and temperature \(T_u\), we obtain
\[
n_0 (\Delta - q_{TF}^2) \mu_u + \left[ s_0 \Delta - 4\pi e^2 n_0 (\partial_T n) \right] T_u = 0. \tag{S52}\]

Finally, applying curl twice to Eq. (S41) and taking the \(x\)-component, one obtains
\[
\eta \left( \Delta - \frac{1}{\lambda_G^2} \right) \left[ \Delta + \left( \frac{\partial_x \dot{w}}{w_0} \right) \partial_x \right] u_x = e \dot{E} (\Delta - \partial_x^2) n_u. \tag{S53}\]

As before, the term \(\propto (\partial_x \dot{w})\) could be neglected in the above equation leading to
\[
\left( \Delta - \frac{1}{\lambda_G^2} \right) \Delta u_x = \frac{e \dot{E}}{\eta} (\Delta - \partial_x^2) \left[ (\partial_\mu n) \mu_u + (\partial_T n) T_u \right]. \tag{S54}\]

Equations (S49), (S52), and (S54) form the system of equations for \(u_x\), \(\mu_u\), and \(T_u\).

We search for the solutions of Eqs. (S49), (S52), and (S54) by employing the plane wave ansatz
\[
T_u = C_T e^{i k_\perp \cdot \mathbf{r} + i k_x x}, \tag{S55}\]

where \(k_\perp\) is the wave vector perpendicular to the surface normal. The system has a nontrivial solution if the wave vector satisfies the following characteristic equation:
\[
(k_x^2 + k_{\perp x}^2) \left( k_x^2 + k_{\perp x}^2 + \frac{1}{\lambda_G^2} \right) \left( k_x^2 + k_{\perp x}^2 + q_{TF}^2 \right) - \frac{k_x^2}{L^4} \text{Ra} = 0, \tag{S56}\]
where

\[ Ra = L^3(d + 1) \frac{e^3 n_0 E T_0 \delta T}{\sigma w_0^2 \eta (\partial_x n)} [n_0(\partial_T n) - s_0(\partial_x n)]^2 \]  

(S57)

is the Rayleigh number. Besides the material parameters, it is determined by the electric field and the temperature gradient. The characteristic equation (S56) defines the relation between the wave vector \( k \) and the Rayleigh number. As is clear from the structure of this equation, depending on the sign of \( Ra \), it could have real solutions for wave vector (\( Ra > 0 \)) or only the imaginary ones (\( Ra < 0 \)). The former type of solutions corresponds to periodic convective cells (known as the Bénard cells in hydrodynamics). Furthermore, a certain threshold value \( Ra_{\text{th}} \) should be reached in order to realize convection. To find this threshold, one needs to know the allowed values of \( k_x \) which follow from the boundary conditions.

Before defining the boundary conditions, let us present the general expressions of the solutions for the hydrodynamic variables. The solution for \( T_u \) reads as

\[ T_u = \sum_{j=1}^{6} C^{(j)}_T e^{ik_{x,j} x} e^{ik_{y,j} y} e^{ik_{z,j} z}, \]  

(S58)

where \( k_{x,j} \) are six roots of Eq. (S56) and \( C^{(j)}_T \) are constants. The roots are complicated, therefore, we do not present their explicit form here. As to the \( x \)-component of the fluid velocity, it is given by

\[ u_x = -\sum_{j=1}^{6} C^{(j)}_U \frac{\sigma w_0^2}{\epsilon^2 n_0^2 T_0 (\partial_x w)} \left[ k_{x,j}^2 + \left( k_{x,j} \right)^2 \right] e^{ik_{x,j} x} e^{ik_{y,j} y} e^{ik_{z,j} z}, \]  

(S59)

and does not depend on the sign of \( k_{x,j}^2 \).

The general solutions for the temperature (S58) and the \( x \)-component of velocity (S59) should satisfy the boundary conditions

\[ T_u(x = 0, L) = 0, \]  

\[ u_x(x = 0, L) = 0. \]  

(S60)

(S61)

In addition, we employ the free-surface boundary conditions for \( u_\perp \), i.e.,

\[ \partial_x u_z(x = 0, L) + \partial_z u_x(x = 0, L) = 0, \]  

(S62)

\[ \partial_x u_y(x = 0, L) + \partial_y u_x(x = 0, L) = 0. \]  

(S63)

By using Eq. (S42), i.e., \( \nabla \cdot u = -(\partial_x \tilde{w})/w_0 u_x \), we rewrite the above relations in a more compact form

\[ (\Delta - 2 \partial_x^2) u_x \approx 0, \]  

(S64)

where we used the fact that Eqs. (S62) and (S63) hold for all \( r_\perp \). In addition, we neglected the term \( \propto (\partial_x \tilde{w})(\partial_x u_x) \) in Eq. (S64). Then one can apply \( \partial_x \) and \( \partial_y \) to Eqs. (S62) and (S63), respectively, and solve them in terms of \( u_x \).

In the case of the no-slip boundary conditions

\[ u_y(x = 0, L) = u_z(x = 0, L) = 0, \]  

(S65)

we obtain

\[ \partial_x u_x(x = 0, L) = 0. \]  

(S66)

While the analysis can be performed for both the free-surface (S64) and no-slip (S66) boundary conditions, we consider only the former case. Indeed, the free-surface boundary conditions allow for a much simpler equation for the wave vector \( k_x \) whose solutions can be obtained analytically. On the other hand, the case of the no-slip boundary conditions requires numerical calculations (see also Ref. [S9]). While the choice of boundary conditions for the electron velocity results in different values of \( k_x \), the final conclusions are qualitatively similar. In addition, by using the arguments in the main text, the use of the precise value of \( k_x \) could be avoided altogether. Since the no-slip boundary conditions can be considered as a source of an additional dissipation that only further inhibits convection, we focus only on the free-surface boundary conditions.
By substituting the expressions for $T_e$ and $u_z$ given in Eqs. (S58) and (S59) into the boundary conditions (S60), (S61), and (S64), we obtain the following characteristic equation:

$$
\sin \left( L k_x^{(1)} \right) \sin \left( L k_x^{(3)} \right) \sin \left( L k_x^{(5)} \right) \left[ \left( k_x^{(1)} \right)^2 - \left( k_x^{(3)} \right)^2 \right] \left[ \left( k_x^{(1)} \right)^2 - \left( k_x^{(5)} \right)^2 \right] \left[ \left( k_x^{(3)} \right)^2 - \left( k_x^{(5)} \right)^2 \right] = 0. \quad (S67)
$$

Here, we used the fact that $k_x^{(1)} = -k_x^{(2)}, k_x^{(3)} = -k_x^{(4)},$ and $k_x^{(5)} = -k_x^{(6)}$. It is clear that the above equation has a nontrivial solution for $|k_x| = \pi n/L$ with $n = 1, 2, 3, \ldots$.

To make a connection with the literature, let us start with a clean electroneutral system, where $\lambda_G \rightarrow \infty$ and $q_{TF} = 0$. This corresponds to the classical convection of a regular fluid. Then the characteristic equation (S56) reads

$$
Ra = L^4 \frac{\left( k_x^2 + k_y^2 \right)^3}{k_z^4}. \quad (S68)
$$

The minimum value of the Rayleigh number $Ra_{min}$ needed to achieve convection is realized for $k_x = \pi/L$ and $k_{z,\min} = \pi/\sqrt{2L}$. It equals

$$
Ra_{min} = \frac{27 \pi^4}{4} \approx 657.5. \quad (S69)
$$

Let us now include the effects of the Coulomb forces quantified by $q_{TF}$. For simplicity, we assume that $\lambda_G \rightarrow \infty$. Then the Rayleigh number $Ra$ reaches its minimum at

$$
k_{z,\min}^2 = \frac{1}{4} \left\{ \sqrt{\left( \frac{\pi}{L} \right)^2 + q_{TF}^2} \right\} \left[ 9 \left( \frac{\pi}{L} \right)^2 + q_{TF}^2 \right] - q_{TF}^2 - \left( \frac{\pi}{L} \right)^2. \quad (S70)
$$

By using this result, the minimal value of the Rayleigh number needed to achieve convection reads

$$
Ra_{min} = \frac{L^4}{8} \left\{ \frac{27 \pi^4}{4} - q_{TF}^4 \right\} + \left[ \frac{9 \pi^2}{L^2} + q_{TF}^2 \right] \left\{ \sqrt{\left( \frac{\pi}{L} \right)^2 + q_{TF}^2} \right\} - q_{TF}^2 + \left( \frac{\pi}{L} \right)^2.
$$

As will be evident from the numerical estimates for realistic parameters, $Ra_{min}$ given in Eq. (S71) is a very large number for semimetals. The case of finite $\lambda_G$ and $q_{TF} = 0$ can be studied along the same lines. The resulting minimal value of the Rayleigh number is given by Eq. (S71) with $q_{TF} \rightarrow \lambda_G^{-1}$. In the general case of finite $\lambda_G$ and nonvanishing $q_{TF}$, the expression for $Ra_{min}$ is bulky. Therefore, we do not present it here. Instead, in the main text, we derive the lower bound $Ra_0 \leq Ra_{min}$, which is more than sufficient to conclude that convection is strongly suppressed in Dirac and Weyl semimetals.

As evident from Eq. (S56), the Coulomb forces and momentum relaxation effects increase the minimal Rayleigh number. To quantify the role of these effects for electron convection, we provide numerical estimates of the minimal Rayleigh number in a few model cases. We notice that, for realistic parameters, $q_{TF}$ is usually much larger than $L^{-1}$.

For example, for a 3D relativisticlike energy spectrum, $q_{TF} \approx 9.9 \times 10^6$ cm$^{-1}$ at $\mu_0 = 20$ meV, $T_0 = 25$ K, and the Fermi velocity for WP$_2$ [S7] equals $v_F \approx 1.4 \times 10^7$ cm/s. Therefore, $L_{q_{TF}} \gg 1$ for typical samples except for very thin films. In addition, although the effect of the Coulomb forces is reduced in a thin film $L \leq q_{TF}^{-1}$, a small thickness of the film is, in fact, unfavorable for convection. Indeed, according to Eq. (S57), the actual Rayleigh number $Ra \propto L^3$. Therefore, one would need much larger fields and/or temperature gradients to reach the convection threshold $Ra_{min}$.

As for the role of the momentum relaxation, we estimate $\lambda_G \approx 0.4 \mu$m at $\tau = 0.1$ ns and $\tau_{ee} \approx 0.3$ ps. In this case, $q_{TF} \lambda_G \approx 382 \gg 1$. Therefore, we conclude that the Coulomb forces are a dominant inhibitor of convection in 3D Dirac and Weyl semimetals.

We provide estimates for the minimal Rayleigh number $Ra_{min}$ in Fig. S3 in a few model cases: (i) $q_{TF} \neq 0$ and finite $\lambda_G$, (ii) $q_{TF} \neq 0$ and $\lambda_G \rightarrow \infty$, (iii) $q_{TF} = 0$ and finite $\lambda_G$, (iv) $q_{TF} = 0$ and $\lambda_G \rightarrow \infty$. As one can see, the minimal Rayleigh number remains much larger than the classical value $27 \pi^4/4$ for reasonable values of temperature and chemical potential. This is the case even if the Coulomb forces are omitted. Notice that due to the increase of the electron-electron collision time as $T_0$ decreases (we assumed that $\tau_{ee} \approx h/T_0$ [S10]), the Gurzhi length rises. This leads to a decrease of $Ra_{min}$ with temperature at $q_{TF} = 0$. We emphasize, however, that the realization of electron hydrodynamics under these conditions is highly unlikely.
FIG. S3. Dependence of the minimal Rayleigh number $Ra_{\text{min}}$ on $\mu_0$ at $T_0 = 25$ K (panel (a)) and on $T_0$ at $\mu_0 = 20$ meV (panel (b)). Different lines correspond to the following model limits: (i) $q_{TF} \neq 0$ and finite $\lambda_G$ (red solid lines), (ii) $q_{TF} \neq 0$ and $\lambda_G \to \infty$ (blue dashed lines), (iii) $q_{TF} = 0$ and finite $\lambda_G$ (green dotted lines), (iv) $q_{TF} = 0$ and $\lambda_G \to \infty$ (brown dot-dashed lines). In all panels, we set $L = 10^{-2}$ cm and, if appropriate, used values of $q_{TF}$ and $\lambda_G$ defined in the main text.

S III.B. Graphene

In this section, we investigate the convection threshold in 2D systems focusing on graphene. We consider a gated sheet of graphene where the gradual channel approximation [S11, S12] (see also Ref. [S13] for graphene) can be used instead of the Gauss law (S44). In this case, the hydrodynamically induced electric field $E_u$ reads as

$$E_u = \frac{e}{C} \nabla n_u.$$  \hspace{2cm} (S72)

Here, $\delta n$ is the deviation of the charge density from its equilibrium value, $C = \varepsilon/(4\pi L_g)$ is the capacitance per unit area, $\varepsilon$ is the dielectric constant of the substrate, and $L_g$ is the distance to the gate. The rest of the analysis can be performed along the same line as in Sec. S III.A. In particular, we obtain the following velocity:

$$u_x = -\frac{\sigma w_0}{e^2 n_0 (\partial_x \bar{w})} \Delta \left[ 1 + \frac{e^2}{C} (\partial_x \mu) \right] \mu_u - \frac{\mu_0}{T_0} \left[ 1 - \frac{e^2}{C} (\partial_T \mu) \frac{T_0}{\mu_0} \right] T_u .$$ \hspace{2cm} (S73)

The analog to Eq. (S52) reads

$$n_0 \left[ 1 + \frac{e^2}{C} (\partial_x \mu) \right] \Delta \mu_u + \left[ \frac{(\partial_T \varepsilon)}{d} + \frac{e^2}{C} n_0 (\partial_T) \varepsilon \right] \Delta T_u = 0.$$ \hspace{2cm} (S74)

Finally, applying curl twice to Eq. (S41) and taking the $x$-component, one obtains the same relation as in the 3D case, see Eq. (S54).

By using the plane wave ansatz similar to that in Eq. (S55), where $k_\perp$ and $r_\perp$ are vectors directed along the surface of the graphene ribbon, we obtain the following characteristic equation:

$$\left( k_\perp^2 + k_\parallel^2 \right)^2 \left( k_\perp^2 + k_\parallel^2 + \frac{1}{\lambda^2_G} \right) (1 + Q^2) - \frac{k_\perp^2}{L^4} Ra = 0,$$ \hspace{2cm} (S75)

where $Q = \sqrt{e^2 (\partial_x \mu)/C}$. In addition, $\lambda_G = v_F \sqrt{\tau_{ee}/4}$ and $\eta = v_F^2 \tau_{ee}/4$ in graphene [S14]. By comparing Eqs. (S56) and (S75), we notice that the effect of the Coulomb forces quantified by $Q$ is quantitatively different in 2D. However, qualitatively, its role is the same because nonzero $Q$ increases the minimal Rayleigh number needed to achieve convection.

The boundary conditions in 2D have the same form given in Eqs. (S60), (S61), and (S64) in 3D. They are satisfied at $|k_\perp| = \pi n/L$. The minimal value of the Rayleigh number is achieved at

$$k_{\perp, \text{min}}^2 = \frac{1}{4} \left\{ \sqrt{\left( \frac{\pi}{L} \right)^2 + \frac{1}{\lambda_G^2}} \left[ 9 \left( \frac{\pi}{L} \right)^2 + \frac{1}{\lambda_G^2} \right] - \frac{1}{\lambda_G^2} - \left( \frac{\pi}{L} \right)^2 \right\}.$$ \hspace{2cm} (S76)
This expression is similar to that in the 3D case at $q_{TF} = 0$ and finite $\lambda_G$.

It is clear that Coulomb forces quantified by $Q$ and the momentum relaxation determined by $\lambda_G$ increase $R_{a_{\min}}$. Let us provide numerical estimates for the minimal Rayleigh number and illuminate the role of the Coulomb forces for electron convection in graphene. As we mentioned above, the role of the Coulomb forces is much weaker in 2D than in 3D. Indeed, by using the number density (S3), we estimate $Q \approx 6.6$. Here, we used $v_F = 1.1 \times 10^8$ cm/s, $\mu_0 = 100$ meV, $T_0 = 100$ K, $L_G = 100$ nm, and $\varepsilon = 1$. Therefore, the Coulomb forces lead only to an order of magnitude enhancement of $R_{a_{\min}}$. The momentum relaxation is, however, more important. For example, we estimate $\lambda_G \approx 2.6 \mu$m at $\tau = 0.1$ ns and $\tau_{ee} = 1/(\alpha^2)\hbar/T \approx 2.2 \times 10^{-13}$ s with $\alpha = e^2/(\hbar v_F)$. Therefore, $L/\lambda_G \gtrsim 1$ for sufficiently large samples where convection is favorable.

The minimal Rayleigh number $R_{a_{\min}}$ is shown in Fig. S4 for a few limit cases: (i) $Q \neq 0$ and finite $\lambda_G$, (ii) $Q \neq 0$ and $\lambda_G \to \infty$, (iii) $Q = 0$ and finite $\lambda_G$, (iv) $Q = 0$ and $\lambda_G \to \infty$. As in the 3D case, the minimal Rayleigh number remains much larger than the classical value $27\pi^4/4$ for reasonable values of chemical potential and temperature. However, the effect of the Coulomb forces is no longer dominant. Indeed, the momentum relaxation quantified by $\lambda_G$ plays an important role too. Because of the much weaker role of the Coulomb forces, the enhancement of the minimal Rayleigh number is more modest than in 3D. Instead of 8 to 10 orders of magnitude difference between $R_{a_{\min}}$ and the classical value $27\pi^4/4$ in 3D Dirac semimetals, we obtain 2 to 8 orders of magnitude difference in graphene.

FIG. S4. Dependence of the minimal Rayleigh number $R_{a_{\min}}$ in graphene on $\mu_0$ at $T_0 = 100$ K (panel (a)) and on $T_0$ at $\mu_0 = 100$ meV (panel (b)). Different lines correspond to the following model limits: (i) $Q \neq 0$ and finite $\lambda_G$ (red solid lines), (ii) $Q \neq 0$ and $\lambda_G \to \infty$ (blue dashed lines), (iii) $Q = 0$ and finite $\lambda_G$ (green dotted lines), (iv) $Q = 0$ and $\lambda_G \to \infty$ (brown dot-dashed lines). In all panels, we set $L = 10^{-2}$ cm and, if appropriate, used values of $Q$ and $\lambda_G$ defined in the main text.
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