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Abstract: Obtaining water body images quickly and reliably is important to guide human production activities and study urban change. This paper presents a fast and accurate method to identify water bodies in complex environments based on UAV high-resolution images. First, an improved U-Net (SU-Net) model is proposed in this paper. By increasing the number of connections in the middle layer of the neural network, more image features can be retained through S-shaped circular connections. Second, aiming at the interference of mixed ground objects and dark ground objects on water detection, the fusion of a deep learning network and visual features is investigated. We analyse the influence of a wavelet transform and grey level cooccurrence matrix (GLCM) on water extraction. Using a confusion matrix to evaluate accuracy, the following conclusions are drawn: (1) Compared with existing methods, the SU-Net method achieves a significant improvement in accuracy, and the overall accuracy (OA) is 96.25%. The kappa coefficient (KC) is 0.952. (2) SU-Net combined with the GLCM has a higher accuracy (OA is 97.4%) and robustness in distinguishing mixed and dark objects. Based on this method, a distinct water boundary in urban areas, which provides data for urban water vector mapping, can be obtained.
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1. Introduction

Urban water bodies are an important part of maintaining urban ecological balance. Economical and rapid access to urban surface water bodies has an important role in ecological environmental assessments, water resource management, policy implementation and management decision-making [1,2].

Remote sensing is a powerful tool for quickly obtaining image data [3]. Optical satellite remote sensing can provide long-term and large-area true colour images, through which visual interpretations and automatic classification can be carried out. As basic information to obtain the locations of water areas, remote sensing images have been widely employed in many fields. These applications include remote sensing based on IKONOS panchromatic image extraction of high-precision urban water areas [4], high-resolution remote sensing images obtained from Gaofen-1 and Ziyuan-3 for aquaculture water extraction [5], the application of WorldView-2 panchromatic and multispectral image data from Antarctic coastal water extraction [6], and the application of Landsat in large area and long-time series water research [7,8]. However, many clouds are usually present during emergencies...
and other special events, which limits the use of optical satellite images to a certain extent. Because of its ability to penetrate clouds and fog, spaceborne radar can collect data without being affected by weather conditions, which makes it an effective alternative method for water extraction [9–11], for dynamic monitoring of river basin water bodies [12], for the detection of water bodies in urban environments [13] and for monitoring urban flood areas [14–16]. However, it has been indicated that satellite remote sensing can be effectively used for water body extraction [17,18]. There are still many shortcomings in urban water body mapping, such as the low real time data collection and processing caused by the long revisit cycle time, low-quality images caused by cloud cover in rainy weather and the weak ability to extract small bodies of water (small ponds and narrow rivers) due to the limited spatial resolution of most satellite remote sensing [19]. Aerial remote sensing can overcome these limitations and is an ideal tool for detecting water. The resolution of aerial images can reach the decimetre and sub-decimetre levels, which allows aerial images to provide more details than satellite data. There are two main platforms for aerial remote sensing: piloted aircraft and unmanned aerial vehicles (UAVs). The main disadvantage of flying aircraft in urban water body mapping is that it is difficult to determine ideal take-off and landing positions. However, small UAVs provide a more inexpensive and flexible operation, less dependence on launch and landing conditions, and a safer, more convenient way to obtain urban image data.

Accurate, convenient and rapid extraction of water areas is very important for emergency and environmental assessments. Various image classification and segmentation techniques, such as support vector machines [20], random forests [21], the single-band threshold method [22] and exponential methods, have been applied for water body extraction [23–26]. However, the abovementioned methods have certain limitations. For example, the single-band threshold method only uses the near-infrared or infrared band and needs to set the threshold artificially many times to suppress the noise, so it has great limitations in extracting various types of water bodies. The determination of optimal thresholds in the water body index method is difficult and cannot be utilized for images of different regions, different phases or different sensors, so its accuracy and universality still need to be improved. Most machine learning methods, such as support vector machines and random forests, use shallow structures to process a limited number of samples, so their generalization ability is insufficient. In recent years, many deep learning methods have been developed for image classification, object detection and object recognition. Convolutional neural networks (CNNs) are widely utilized in image classification as they can successfully process a large number of training sample data sets and are generally better than traditional machine learning methods [27,28]. Many researchers have explored image segmentation methods based on CNNs, such as fully convolutional networks (FCNs) [29], SegNet [30] and U-Net [31]. The same network models, such as AlexNet, GoogLeNet and ResNet, show breakthrough results in the field of imaging. Based on UAV image data, combined with FCNs, urban flood mapping and rapid risk assessment have been carried out [3].

Generally, deep learning methods have high classification accuracy and automation, but due to the limitations of theoretical methods, they have a poor ability to distinguish low-reflection, artificial structures, shadows, and gullies in water extraction tasks. Traditional image target recognition theory based on human cognition has accumulated profound research results but generally has poorer performance than deep learning methods in terms of automation and accuracy. In this paper, the SU-Net model of feature-level fusion, which fully utilizes the features of water images, effectively suppresses nonaqueous noise, accelerates the convergence rate of the model, and improves the accuracy of water extraction, is proposed. Therefore, the main contributions of this paper are listed as follows: (1) a water extraction method based on a loop connected U-Net model is proposed to improve the accuracy of water extraction and accelerate the convergence of model parameters; and (2) through the fusion of the depth network and visual features, the accuracy of low-reflectance, surface feature extraction is improved.
2. Study Area and Data

2.1. Study Area

A large area of remote sensing image data was collected in Jiaxing City, Zhejiang Province, China by using a small UAV, and 6 regions were selected as experimental areas. Based on the data, the robustness and applicability of the SU-Net method in water extraction were verified. In addition, UAV images of the Xitang Region in Zhejiang Province were collected to apply SU-Net water mapping in a practical environment. The image acquisition location is shown in Figure 1. The selected sites are located in the coastal areas of South China, which cover a variety of environmental types and water body landscapes, including naturally formed lakes and rivers, paddy fields, eutrophic water bodies, polluted water bodies and shadow water bodies caused by photographic lighting, as shown in Figure 2.

**Figure 1.** Experimental sample test area and case study area. A, B, C, D, E, and F show 6 sample test areas and case areas in Xitang town (G).

**Figure 2. Cont.**
2.2. Data Acquisition and Preprocessing

The data collected in this paper were collected by F1000 intelligent aerial vehicles, each with a wingspan of 2.6 m and length of 1.17 m. The payload capacity of the F1000 was 4.5 kg; the cruise speed was 60 km/h; the trip duration was approximately 1.5 hours and the positioning accuracy was 5 cm. A Sony A5100 digital camera equipped with Sony E20 mm-f2.8 was selected. The design was carried out according to a resolution of 7–8 cm, with a direction overlap of 80%, a side direction overlapping degree of 60%, and an average flight altitude in the range of 350,400 m.

Due to the small coverage of remote sensing images acquired by UAVs, the original data comprise a series of visible images with central projections. According to the position information of the photoexposure point, it is necessary to use match, mosaic, 3D space encryption and orthorectification operations to generate ortho images [21]. Figure 3 shows the specific processing flow from the formulation of the flight plan to the generation of an orthophoto image (the relevant process is completed in ENVI5.3), which is mainly composed of three steps: formulation of the flight plan, field flight image acquisition and data correction. To obtain the image data of the whole urban area and correct the influence of weather and light on the images, it is necessary to mosaic the images of different sorties. During aerial photographing, due to changes in flight route and attitude, the optical distortion of the camera lens and other factors, the remote sensing images acquired by the UAV are irregular and have serious geometric distortions. To ensure the accuracy of position information, a whole image is adjusted by measuring the ground control points. The total area of the six test areas in this study is 28.62 km$^2$, and the UAV images of a case study area of approximately 83.8 km$^2$ are obtained through this data acquisition and processing method. The processing results of the three test areas are shown in Figure 4.

![Figure 3. Data acquisition and preprocessing.](image_url)

Figure 2. Different types of water bodies obtained by wide field cameras on UAVs. (a) Paddy field, (b) lakes, (c) nutrient river, (d) sewage river, (e) park water body, and (f) shadow water body.
3. Method

3.1. Visual Feature Extraction Method for UAV Images

Due to payload limitations, UAVs usually collect three visible light bands (red, green, blue; RGB) with few spectral features. The image neighborhood features are statistically calculated in a region containing multiple pixels, which reflects the periodic change in the adjacent space of the surface. In water body recognition, this kind of regional feature has great advantages and does not cause recognition errors due to local small-scale deviations; it can therefore be applied to improve the efficiency and accuracy of water body recognition.

Image textures can be calculated in many ways, such as Fourier transformations, Gabor filters [32], grey level co-occurrence matrices [33], and Gauss Markov random field mixture models [34]. These methods can be grouped into two categories: the texture calculation model based on the frequency domain and the texture calculation model based on the spatial domain. The Gabor filter has the characteristics of multichannel and multiresolution analysis, and the extracted texture features have high spatial and frequency domain resolution. The Gabor filter has high frequency, local-variation characteristics and scale changes and is representative of the frequency-domain, texture calculation model, which has been widely employed in many contexts, such as edge extraction and target recognition [35–37].

The GLCM is a statistical texture analysis that considers the spatial relationships among pixels; the model integrates the spatial relationships among cells into the texture analysis model with parameters such as spatial distance and angle to describe the texture characteristics of an image [38]. The GLCM is representative of the spatial texture feature quantitative model, and existing research proves that the model is an effective method for image texture analysis [39]. This paper introduces and compares two visual features based on Gabor filters and the GLCM.

3.1.1. Water Visual Feature Extraction Based on a Wavelet Transform

In all classification applications, it is necessary to analyse the spatial frequency components of images in a local, small-scale way. A two-dimensional Gabor transform was proposed in 1986 [40]. The Gabor filter function has good directional selectivity and spatial locality and can adequately describe the local grey distribution of images [41]. The advantages of the Gabor wavelet transform are mainly reflected in two aspects: (1) It has good edge sensitivity for images, can capture the spatial frequency and structural features of local images in multiple directions, and has a strong spatial discrimination ability. (2) It is insensitive to illumination changes in an image, allows the image to have a certain degree of rotation and deformation and has a certain robustness to illumination and posture. The Gabor filter is widely utilized in image processing and analysis, such as texture analysis, segmentation, and classification. Therefore, it is feasible to use a Gabor filter to calculate the texture information of water images.
In this method, a group of filters are designed to convolve an image. For different objects, due to the different frequencies and bandwidths of their grey values, the convolution results are suppressed and enhanced to different degrees. The water features are analysed and extracted from the output results of each filter for subsequent classification tasks. The Gabor transform of an image is regarded as the convolution of the image and filter function. The formula is expressed as follows:

\[ F(x_0, y_0, \theta, \omega_0) = I(x, y) \ast G(x_0, y_0, \theta, \omega_0) \]  

where \( I(x, y) \) represents the original image, \( \ast \) represents the convolution operation, and the output after convolution is expressed in complex form [42]. The filter function is expressed as follows:

\[ g(x, y, \lambda, \theta, \psi, \sigma, \gamma) = \exp\left(-\frac{x_0^2 + \gamma^2 y_0^2}{2\sigma^2}\right) \exp\left(i(2\pi \frac{x_0}{\lambda} + \psi)\right) \]  

where \( \gamma \) is the wavelength of the filter, \( \theta \) is the direction of Gabor wavelet, \( \psi \) is the phase offset, and \( \sigma \) is the standard deviation, which is set to 0 in this study. The ellipticity of the filter function, and hence, the ellipticity of the receptive field ellipse are determined by the parameter \( \gamma \), which is referred to as the spatial aspect ratio. This paper assumes that \( \gamma \) is 0.5.

Gabor filter extraction of texture features mainly includes two processes: (1) The design filter (function, number, direction and interval). (2) The effective texture feature set is extracted from the output of the filter. Figure 5 shows the Gabor filter designed in this paper and the process of calculating the Gabor texture. The implementation steps are listed as follows:

1. To establish the filter, 6 scales (6, 8, 10, 12, 14, and 16) and 4 directions (0°, 45°, 90°, and 135°) are selected. In this way, 24 filters are formed;
2. The filter is convolved with each image block in the spatial domain, and each image block can obtain 24 filter outputs.
3. Each image block passes through 24 outputs of the Gabor filter. These outputs are image block size images. If they are directly applied as feature vectors, the dimension of the feature space will be very large. In this paper, the variance in the 24 outputs is considered the texture feature value.
3.1.2. Water Visual Feature Extraction Based on the Grey Level Co-Occurrence Matrix

The statistical method of the GLCM was proposed by Haralick et al. [33] in the early 1970s. The GLCM counts the distribution of grey level values among the pixels in a grey level image. The grey level value is defined as the frequency between a pixel with a grey level value and another pixel with a corresponding grey level value. All estimated values are expressed in the form of a matrix. Because of the large dimension of the GLCM, it is generally not directly employed as a texture feature, but some statistics based on it are utilized as texture classification features. For example, Haralick proposed 14 statistics based on the GLCM: energy, entropy, contrast, uniformity, correlation, variance, sum average, sum variance, sum entropy, difference variance, difference average, difference entropy, correlation information measure and maximum correlation coefficient statistics. Entropy values show the complexity of an image. When the pixel value in the co-occurrence matrix is at the maximum randomness level, the entropy is the maximum value. In this paper, entropy is used to represent the statistics of the GLCM. The formula is expressed as follows:

$$ENT = - \sum_i \sum_j p(i,j) \log(p(i,j))$$  

(3)
where \( p(i, j) \) is the value of the co-occurrence matrix at \((i, j)\).

The entropy index of the GLCM of the image centre \((x, y)\) is calculated, as shown in Figure 6. In the first step, the grey level image is compressed linearly to reduce the amount of data in the GLCM. In this paper, the grey level value is compressed in the range 0 to 8 through the linear compression method. The second step is to determine the neighborhood \((n)\) of pixel \((x, y)\) and specify a vector with length \((d)\) and direction \((\theta)\). In the third step, the GLCM is obtained by counting the number of pixel pairs on the specified vector in the neighborhood. The fourth step is to calculate the entropy value of the GLCM as a texture feature of pixel \((x, y)\).

![Grey level co-occurrence matrix and entropy calculation method of pixels.](image)

**Figure 6.** Grey level co-occurrence matrix and entropy calculation method of pixels.

### 3.2. Water Detection Based on SU-Net

This section introduces the applied deep learning algorithm and the specific process of deep learning theory, including the network architecture overview, data set preprocessing, model implementation and the training process.

#### 3.2.1. SU-Net Deep Learning Model

Assume that the input image \( X \in R_{w \times h \times c} \) maps to the pixel classification graph \( Y \in R_{w \times h \times 1} \), where \( w \) is the width, \( h \) is the height, and \( c \) is the number of input image features. For the prediction of water bodies, the output is the confidence value of the water body. The convolutional network can be described as the mapping function \( f \) and is given by the following formula:

\[
Y = f(X; \theta)
\]  

(4)

where \( \theta \) is the parameter of the mapping function and the function \( f \) can be decomposed into several subfunctions, \( f_1 \) and \( f_2 \). By increasing the number of subfunctions, a deeper network can be obtained to enhance the fitting effect.

\[
Y = f_2(f_1(X; \theta); \theta_1)
\]

(5)

Therefore, the mapping function is changed into a combination of several simple subfunctions, and a multilayer deep model is obtained. The most important layer in these models is the convolution layer, which generates feature maps by convolving the input with a specified number of kernels. In addition to the convolution layer, the pooling layer is utilized to downsample the feature map. The feature graph is divided into \( 2 \times 2 \) parts in space. Through this operation, the data volume of the feature graph is reduced by 75% [43].

The U-Net model is widely applied in image recognition because of its low requirement on the number of training samples. In the final convolution layer, a sigmoid function is employed as the activation function to output the probability of the prediction target. The SU-Net model proposed in this paper is an improved model based on the U-Net model. Different from U-Net, pooling and upsampling are carried out alternately so that with the same number of network layers, SU-Net can achieve more fusion connections to retain more information. As shown in Figure 7, the network input layer is a \( 256 \times 256 \times c \) image, where \( c \) is the number of channels (features), and the value of \( c \) is different for different experiments. Each convolution is followed by a linear function (rectified linear unit, ReLU)
operation, which is merged into its corresponding convolution or deconvolution layer. The cross-operation of pooling and upsampling is performed to increase the number of layers of connections in the network. The solid arrow in Figure 7 shows all the connection operations. A larger number of connections means that more convolution features are preserved. In the final layer, a $1 \times 1$ convolution is used to map each eigenvector to the required number of classes. The output layer is $256 \times 256 \times 1$ class confidence. Therefore, each pixel has a confidence value indicating whether it is a water body.

![SU-Net deep learning model](image)

**Figure 7.** SU-Net deep learning model. The arrows indicate connections, and the dotted arrows indicate the order of network operations.

### 3.2.2. Implementation and Model Training

SU-Net is implemented in Keras (2.4.3), with TensorFlow (2.4.1) as the backend. This configuration is applied to all experiments in this paper. The implementation of model training is divided into three steps, as shown in Figure 8: texture feature calculation and normalization, labelling samples, training model parameters, and obtaining the prediction results.

According to the method described in 3.1, the visual characteristic value of the image in the sample area is calculated and combined with the visible light bands of the original image. Considering that the dimensions of the different features are not consistent, it is necessary to carry out histogram equalization for the combined bands and to normalize all the input data to values between 0 and 1. By comparing several normalization strategies, simple linear normalization is found to be more direct and effective.

In deep network model training, considering the limitations of hardware, the image must be divided into several small pieces and added to the training model in batches. Through a random strategy, a $256 \times 256$ area is randomly intercepted from the artificially labelled sample area as the input image of the training model and divided into a training set, verification set and test set at a ratio of 6:1:3. A total of 15,000 block samples are obtained for each test area. In this work, data enhancement mainly includes data mirroring and data flipping, which are randomly performed. The probability of mirroring, horizontal flipping and vertical flipping is 10%. This approach is particularly important when using UAV data sets for training as these enhancement methods can expand the size of training data sets. The model parameters with the minimum loss function are obtained, and the results are predicted.

In the aspect of feature combination, a larger number of features do not imply better results. The improper application of features will reduce the recognition rate of target objects. Based on the abovementioned model, the performance of several different feature combination models is analysed by inputting different feature quantities to train the models. The image features are divided into three different combinations as the input layer for
experimental analysis: (I) the red (R), green (G), and blue (B) bands; (II) RGB + GLCM; and (III) RGB + Gabor.

Figure 8. Flowchart of deep learning model training.

3.3. Evaluation Metrics

In this paper, the evaluation of the model includes two aspects: the first aspect is the accuracy evaluation for measuring the closeness between the classification results of SU-Net and the real values; the second aspect is the feature applicability evaluation for determining the impact of the two texture features on the accuracy of the water extraction results.

In the process of classification, the algorithm may misclassify the background and target objects. There are four types of classification results: true positives (TP), true negatives (TN), false negatives (FN) and false positives (FP). TP is the number of positive samples that are correctly classified; TN is the number of negative samples correctly classified; FN is the number of positive samples with errors; and FP is the number of negative samples with errors [44]. These four values constitute the confusion matrix for the evaluation of the binary classification results. Based on this information, we use four measurement methods to calculate the overall accuracy (OA), precision, F-score and kappa coefficient (KC) values to evaluate the total prediction performance of the algorithm.

Accuracy is one of the most common evaluation indicators and can be used to intuitively evaluate the performance of the model. The higher the accuracy is, the better the classifier. However, in the case of unbalanced positive and negative samples, misunderstandings can occur, such as in the evaluation of a scene with almost no water. Precision represents the proportion of positive examples among the examples classified as positive examples and can represent the effect of the algorithm on water body recognition. In an actual situation, precision and recall sometimes appear contradictory. To obtain the best balance between these two indicators, the F-measure (also known as the F-score) indicator is chosen; it is the harmonic average value between precision and recall. The KC is an index for measuring the accuracy of classification. The KC is applied to determine whether the results of the model are consistent with the actual results: kappa = 1 indicates that the results are completely consistent; kappa ≥ 0.75 is considered satisfactory; and kappa < 0.4
is considered not ideal. In this paper, the OA, KC, precision and F-score are employed to compare and analyse the results of the model prediction in different situations.

4. Results

To verify the superiority of the SU-Net method, the accuracy of the water extraction results and applicability of the visual features are compared and evaluated. To evaluate the performance of the SU-Net method, we directly train the model on the RGB image of the UAV orthophoto and compare it with the standard U-Net and support vector machine (SVM) methods. Subsequently, the SU-Net model is utilized to evaluate the influence of different input feature combinations on the results of water extraction and verify the positive role of visual features in dark ground object discrimination. To prove the practical application value of this method, Xitang town, Jiaxing City, Zhejiang Province is selected as a case study to test the practical application ability of SU-Net in urban surface water mapping.

4.1. Workflow of the Experiments

The whole workflow of remote sensing image water extraction and mapping is shown in Figure 9. The process includes three steps: (1) UAV remote sensing data acquisition and visual feature calculation. (2) SU-Net deep learning model training and accuracy evaluations. (3) The application of urban water body mapping. Three steps were performed to complete the urban water mapping task. Visual feature calculation includes texture features based on a wavelet transform and statistical features based on the GLCM. Considering Xitang town in Zhejiang Province as an example, the applicability of this method is verified.

![Figure 9. Workflow of urban water body mapping.](image-url)
4.2. Accuracy Evaluation

Compared with standard U-Net, SVM, and object-based image analysis (OBIA), the data set with RGB spectral features is input into the input layer and is used to quantitatively analyse the evaluation results of SU-Net. The SVM is applied in many aspects, such as building recognition, vegetation recognition, speech recognition, face recognition, and medical image recognition, and has achieved excellent results [45–49]. OBIA adequately achieves the recognition of patterns of homogeneous texture on images and is widely applied in classifying remote sensing images [50–52]. To carry out OBIA, the Example Based Feature Extraction tool in Envi 5.3 was adopted to extract water bodies in the study area. The edge segmentation method was employed to divide the image into segments, and the full lambda schedule merging method was employed to combine adjacent segments. The Scale Level and Merge Level were set to 50 and 30, respectively. For more detailed steps on OBIA, refer to our previous paper by Feng et al. [53]. Four evaluation indexes (OA, KC, F-score, and precision) of the water extraction results from different data sets were calculated in six sample test areas, as shown in Figure 10. The average values of the four evaluation indexes of the SU-Net method are higher than those of the U-Net and SVM methods. The findings conclude that the SU-Net method proposed in this paper has certain advantages.

![Comparison of the prediction accuracy for the four methods in different data sets.](image)

Figure 10. Comparison of the prediction accuracy for the four methods in different data sets.

The OA value of the deep learning algorithm exceeds 90%, which is significantly higher than that of the SVM algorithm. SU-Net is the best. The median OA value of SU-Net was the highest (96.25%), with the minimum fluctuation (the standard deviation was 0.65%). The median OA value of U-Net (96.18%) was similar to that of SU-Net, but
its fluctuation was large (the standard deviation was 0.94%). Although its OA (81.84%) is greater than 80%, the SVM has a low fluctuation (the standard deviation is 2.43%). The median OA of OBIA (86.54%) is better than that of the SVM, but its fluctuation (the standard deviation is 2.64%) is larger, and the total index is lower than the results of SU-Net and U-Net. Regarding OA, SU-Net has the highest accuracy and is the most stable, so it is superior to the classification methods of U-Net and the SVM.

Regarding KC, SU-Net also has the highest median KC value (93.35%) and the lowest volatility (the standard deviation is 1.08%). The maximum KC value of the U-Net method is 93.92%, but it fluctuates greatly (the standard deviation is 3.21%). The SVM and OBIA lag behind the other methods.

Regarding precision, the median values of the deep learning methods (SU-Net: 95.25% and U-Net: 92.93%) are much higher than those of the SVM and OBIA (80.33% and 86.41%). However, U-Net, the SVM, and OBIA showed large fluctuations (the standard deviations were 1.71%, 2.07%, and 2.55%, respectively).

Regarding the F-score, similar to the previous three indicators, SU-Net shows advantages in score and stability.

Combined with the classification results in Figure 11, we observe some differences in detail between SU-Net and U-Net, such as trees at the water boundary and some buildings, and the overall accuracy of SU-Net is higher than that of SVM and OBIA. SU-Net has strong advantages in the continuity of classification results. There is considerable noise in the water body recognition results of the SVM, which needs more processing in subsequent use. In the extraction of large-area water boundaries such as rivers and lakes, the water boundaries extracted by SU-Net, U-Net and OBIA are distinct, while the SVM method has irregular boundaries, which cannot be directly applied to the vector mapping of urban water boundaries.

![Figure 11. Example of different methods of water body extraction results.](image-url)
4.3. Applicability Evaluation of the Visual Features

Image texture and statistical information are important data sources for image classification. Based on the SU-Net method, this paper analyses the water extraction effect of two kinds of image textures, GLCM and Gabor, to evaluate the influence of the two kinds of visual feature textures and statistical features on the anti-interference and training efficiency of dark objects. Three groups of feature contrast experiments are carried out with the SU-Net model: (I) RGB, (II) RGB + GLCM, and (III) RGB + Gabor. RGB visible light is the orthophoto image acquired by the UAV, and Gabor and GLCM features are obtained by RGB calculations. The convergence rate and accuracy of the abovementioned three combined methods are tested in six experimental areas, as shown in Table 1. The results for experiment II are better than those for the other two groups in terms of the OA, KC, precision and F-score.

Table 1. Average evaluation results of the three combined features based on SU-Net on the six data sets.

| Feature          | OA (%) | KC   | Precision (%) | F-Score (%) |
|------------------|--------|------|---------------|-------------|
| RGB              | 96.44  | 0.9325 | 94.73         | 95.07       |
| RGB + GLCM       | 97.43  | 0.9526 | 95.83         | 96.84       |
| RGB + Gabor      | 96.53  | 0.9325 | 95.00         | 96.10       |

To explain the influence of the visual features on the convergence rate of the network model, 30 epochs of model training were carried out on six data sets, and the OA and loss function values of the training set and verification set in the training process were obtained. As shown in Figure 12, the accuracy values of experiments II and III with visual features in the A, D, E and F test areas converge 90% faster than those of experiment I, which indicates that visual features can positively affect the convergence speed of the deep learning model and that the accuracy is also higher than that of experiment I without visual features. Moreover, the influence of Gabor and the GLCM on the accuracy of the model is analysed. Compared with the accuracy and loss values on the validation set, the RGB + GLCM experiment shows stronger stability and smaller curve fluctuations. The other two experiments have distinct fluctuations, so the selection of appropriate visual features has a great impact on the stability of the model.

In the six test areas, we selected two representative samples to analyse the test results, as shown in Figure 13 (river and farmland area) and Figure 14 (residential area), which show the recognition results of the three experiments (RGB, RGB + GLCM, and RGB + Gabor) based on the SU-Net model for various water types. The three methods for detecting paddy fields, lakes and river water can be identified, and the paddy fields and river channels are distinct. Most of the results of water body recognition have complete boundaries and can be accurately identified for a variety of colours of water bodies. Most rivers in the region have been correctly classified, and only a few tributary ends have been disregarded or interrupted. In urban residential areas (Figure 14), the three experiments also performed well, successfully distinguishing urban roads and extracting urban water systems. However, at the level of mixed water extraction details, different visual features have different characteristics. We analyse the area from the aspects of paddy fields, shadow water, dark vegetation, nutrient water, etc. Due to the mixture of crops and water in paddy fields, the colour of paddy fields is diverse, causing paddy fields to be easily misclassified. In terms of the anti-interference ability of dark ground objects, the GLCM features of experiment II are more holistic, and the integrity of the water body is greatly improved. The extraction results are relatively complete, with more distinct boundaries and stronger robustness. Experiment II successfully distinguishes dark vegetation (Figure 13a) from dark rooftops (Figure 14c), while experiments I and III have higher misclassification rates. The dark vegetation and rooftops were mistakenly identified as vegetation. In Experiment III, the Gabor filter made the water classifier more sensitive and it could detect nonwatery pixels. Figure 13b distinguishes the isolation zone in the water, which has advantages.
in fine classification. However, in the extraction of paddy fields, the recognition degree of vegetation-covered water is low (Figure 13c), and the results show a certain degree of discrete state. In terms of polluted water, the method in the three experiments successfully identified the water body (Figure 14b). The RGB and RGB + Gabor experiments are affected by dark vegetation. The RGB + GLCM experiments can correctly distinguish water bodies and vegetation with low reflectance values.

Table 1. Average evaluation results of the three combined features based on SU-Net on the six data sets.

| Feature Combination | OA (%)  | KC (%)  | Precision (%) | F-Score (%) |
|---------------------|---------|---------|---------------|-------------|
| RGB                 | 96.44   | 0.9325  | 94.73         | 95.07       |
| RGB + GLCM          | 97.43   | 0.9526  | 95.83         | 96.84       |
| RGB + Gabor         | 96.53   | 0.9325  | 95.00         | 96.10       |

To explain the influence of the visual features on the convergence rate of the network model, 30 epochs of model training were carried out on six data sets, and the OA and loss function values of the training set and verification set in the training process were obtained. As shown in Figure 12, the accuracy values of experiments II and III with visual features in the A, D, E and F test areas converge 90% faster than those of experiment I, which indicates that visual features can positively affect the convergence speed of the deep learning model and that the accuracy is also higher than that of experiment I without visual features. Moreover, the influence of Gabor and the GLCM on the accuracy of the model is analysed. Compared with the accuracy and loss values on the validation set, the RGB + GLCM experiment shows stronger stability and smaller curve fluctuations. The other two experiments have distinct fluctuations, so the selection of appropriate visual features has a great impact on the stability of the model.

Figure 12. Accuracy and loss values of the three experiments measured on the training set and validation set of the six experimental areas; TS represents the number of data sets.
In the six test areas, we selected two representative samples to analyse the test results, water extraction in the order of experiments I, II and III are shown. (a) Dark vegetation, (b) isolation zone in the water, (c) vegetation-covered water.

Figure 13. Comparison of water extraction results and test set details in farmland areas. From left to right, the results of water extraction in the order of experiments I, II and III are shown. (a) Dark vegetation, (b) isolation zone in the water, (c) vegetation-covered water.

Figure 14. Comparison of water extraction results and test set details in residential areas. From left to right, the results of water extraction in the order of experiments I, II and III are shown. (a) Nutrient river, (b) polluted water, (c) dark rooftops.

4.4. Urban Water Body Mapping

In some cities, surface water data are updated very slowly or not at all, but this information is very important for urban development (such as flood control, land use, transportation planning, and water resource management). The water body identification method proposed in this paper can be applied to urban surface water body rendering to better understand the water body distribution in cities [54].
Water bodies extracted from UAV images include rivers, paddy fields, gullies, and ponds. Generally, there is a certain amount of area covered by long-term water bodies; otherwise, the water bodies easily dry up or connect with rivers. Moreover, the recognition accuracy of the deep learning model is high, so the extracted water body information has good continuity and an accurate surface area. Therefore, before urban water body mapping, the algorithm is employed to delete small, scattered areas, most of which are misclassified or temporary water bodies. Using this idea to delete scattered areas of less than 500 m², the results of the surface water distribution map for Xitang town is shown in Figure 15. Based on the water mapping, the surface water area of Xitang town is approximately 17.37 km², accounting for 20.72% of the total area of Xitang town. The surface water area in the east is larger than that in the west with a larger number of paddy fields.

Figure 15. Urban water body mapping.
5. Discussion

In this paper, we design a complete and effective urban water body mapping method based on UAV visible light images and propose an improved U-Net model to improve the accuracy of water body recognition. The accuracy of the model is higher than that of the conventional deep learning U-Net method. SU-Net showed the highest accuracy and robustness values for six different test data sets. Moreover, the experimental results show that UAVs are less dependent on launch and landing conditions and are not affected by a wide range of clouds, which renders them an ideal platform for urban water mapping data collection. To fully discuss the applicability of the design method, this section discusses the accuracy of water classification in mixed water and dark surface images. In addition, the shortcomings of the proposed method are pointed out, and potential improvements to the method are introduced.

5.1. Low-Precision Extraction of Mixed Surface Features and Water Bodies

A complex environment includes a mixture of land and objects, such as paddy fields with crops, edges of rivers with trees, and polluted rivers and lakes. We have observed that eutrophic water bodies or water bodies with aquatic plants (especially those covered by floating aquatic plants) are still difficult to identify by reflectivity alone. We also observed that the flashes on these water surfaces show unusually high reflectivity compared to normal water, so it is difficult to identify them. Spectral information should be applied, and other types of information sources and spatial analysis techniques should also be considered to detect them [19]. In addition, the data in this paper do not consider the continuity of rivers, which are discontinuous in areas with roads and bridges, and some rivers and other small sections may be disconnected. To solve this problem, we can revise the sample data again, replace the block with the mobile window so that each pixel has multiple classification results, and judge the final classification result according to the weight. However, this method increases the time complexity.

5.2. Interference of Shadows and Other Dark Objects on Water Extraction

Spectral features are important for using remote sensing technology to identify ground objects. For the application of water extraction in urban environments, the main factors affecting the extraction accuracy are shadows, dense vegetation, asphalt pavement and other dark objects. This finding is attributed to the notion that water and other dark objects have similar spectral characteristics in specific bands [55,56]. Therefore, water and these two objects cannot be distinguished by only their spectral characteristics. In this paper, the visual neighborhood feature enhancement algorithm based on spatial features is used to enhance the ability of the model to distinguish dark objects. Since shadows usually appear in small areas, we remove small area blocks from the results to remove the shadow pixels that are detected incorrectly. Although we successfully eliminated small shadow patches through morphological operations in our study, more data sources (such as lidar and a digital elevation model (DEM) will be added in the follow-up study and will help to improve the accuracy. This approach is our future research plan.

5.3. Expectation

Aimed at the spectral similarity problem, the combination of SU-Net and visual features can mine more information than the previous RGB space; it can effectively improve the recognition rate of low-reflective ground objects, such as mixed water and shadows, and help to accelerate the convergence speed of deep learning. Some difficulties in applying this algorithm to large-scale water information extraction still exist. In terms of the operation efficiency, expanding the research scope will inevitably increase the running time of the model, and block execution is an effective scheme. However, simplifying the time complexity of SU-Net while ensuring accuracy is an important direction of big data processing in the future. Another aspect is the cost of large-area UAV data acquisition. The combination of this method with satellite remote sensing needs further research and
verification. In addition, for UAV remote sensing intermediate product data such as point clouds and DEMs, if these intermediate product data can be reasonably integrated with deep learning methods, it is believed that the spectral and spatial information of optics and point clouds can be fully mined, which will be very meaningful work.
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