Non-perturbative analysis for a massless minimal quantum scalar with \( V(\phi) = \lambda \phi^4/4! + \beta \phi^3/3! \) in the inflationary de Sitter spacetime
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**Abstract.** We consider a massless, minimally coupled quantum scalar field theory with an asymmetric self interaction, \( V(\phi) = \lambda \phi^4/4! + \beta \phi^3/3! \) \((\lambda > 0)\) in the inflationary de Sitter spacetime. The potential is bounded from below. While the \( \beta = 0 \) case has been much well studied, the motivation behind taking such a hybrid potential corresponds to the fact that it might generate finite negative vacuum expectation values of \( V(\phi) \) as well of \( \phi \), leading to some dynamical screening of the inflationary cosmological constant \( \Lambda \), at late times, with the initial conditions, \( \langle \phi \rangle = 0 = \langle V(\phi) \rangle \). In this work we first compute the vacuum expectation values of \( \phi, \phi^2 \) and \( V(\phi) \), using the late time, non-perturbative and infrared effective stochastic formalism. The backreactions to the inflationary \( \Lambda \) are estimated. We also compute the dynamically generated mass of the scalar field using \( \langle \phi^2 \rangle \). We next compute \( \langle \phi^2 \rangle \) using quantum field theory with respect to the initial Bunch-Davies vacuum at one and two loops, using the Schwinger-Keldysh formalism. These results show non-perturbative secular logarithms, growing with the cosmological time. Using next a recently proposed renormalisation group inspired formalism, we attempt to find out a resummed \( \langle \phi^2 \rangle \). We have been able to resum some part of the same which contains contributions only from the local self energy. The corresponding dynamically generated mass is computed. Comparison of the stochastic
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and the quantum field theory results shows that they differ numerically, although they have similar qualitative behaviour. Possible reasons for such quantitative mismatch is discussed. The manifestation of strong non-classical effects in the results found via both the formalisms has been emphasised.
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1 Introduction

The Hot Big Bang cosmological model is very successful in describing the redshifts of galaxies, the origin of cosmological microwave background radiation, abundances of light elements and the formation of large scale structures of our universe. However, several issues such as the spatial flatness, horizon and the rarity of relics like the magnetic monopoles cannot be explained by this model [1–4]. The primordial cosmic inflation is a phase of rapid, near exponential expansion of our very early universe, i.e. an initial condition, introduced to provide a possible solution to such problems. Apart from being a solution to them, inflation also provides elegant mechanism to generate primordial cosmological density perturbations in the very early universe, as a seed of the large scale cosmic structures we observe today in the sky, see [3, 4] and references therein for theoretical as well as observational aspects.

The inflationary phase was expected to be dominated by dark energy/positive cosmological constant $\Lambda$, whose density was supposed to be much larger compared to the one we observe today. Thus it is an interesting task to understand how the inflationary $\Lambda$-value

---
got diminished to reach the current one. Since we are essentially talking about a time dependent, expanding background here, we must not ignore the quantum effects, which one may reasonably expect to be large. The problem then essentially boils down to estimating the backreaction of quantum fields, to see whether or to what extent they can screen the inflationary $\Lambda$ or break the de Sitter invariance, so that the inflation reaches a graceful exit, see [5–7] and references therein. We also refer our reader to e.g. [8–13] for alternative proposals to the solution of the aforementioned cosmological constant or the cosmic coincidence problem. In any case, analysing matter field’s backreaction in the inflationary background seems to be an important task.

Massless but conformally non-invariant quantum fields such as gravitons and massless minimally coupled scalars break the de Sitter invariance and can generate large non-perturbative effects growing with time, popularly known as the secular effect, at late cosmological times [14]. In some instances, such super-Hubble or infrared contributions can be resummed, to produce a finite answer. The problem of resumming the secular effect for infrared gravitons however, remains as an open challenge [7] (also references therein).

Quantisation of the free massless or massive scalar fields and the corresponding Unruh-DeWitt detector responses with or without non-minimal coupling in the de Sitter spacetime can be seen in [15–19, 21, 22]. For a massless minimal scalar, there exists no de Sitter invariant vacuum states, reflected in the Wightman functions as the appearance of $\ln a$, where $a \equiv a(t)$ is the de Sitter scale factor. As a consequence, each internal line in a given Feynman diagram may yield one such secular logarithm at late times, eventually the corresponding amplitude growing non-perturbatively large and hence leading to the breakdown of the perturbation theory. One- and two loop such computations in interacting scalar field theories can be seen in [22–37] and references therein. Efforts to resum such non-perturbative infrared effects and the differences of such resummation with that of the standard dynamical renormalisation group can be seen in e.g. [7, 38–49]. In particular, a renormalisation group inspired autonomous method to resum secular logarithms was proposed recently in [50, 51], which will be useful for our purpose. This method involves constructing a first order differential equation out of the perturbation series containing secular logarithms and then increasing its domain to the non-perturbative regime and finally, integrating it.

However, perhaps the most efficient formalism so far to resum these secular logarithms for scalar field theories without derivative interactions is the stochastic method, proposed in the pioneering works [52, 53]. We further refer our reader to [54–62] and references therein for recent developments. This is basically a non-perturbative method for calculating expectation values associated with the long wavelength or infrared part of the scalar field. These super-Hubble modes receive quantum-kicks (similar to that of the Brownian motion) from the stochastic forces rendered by sub-Hubble modes. One uses here a probability distribution function that satisfies the Fokker-Planck equation. The stochastic formalism is highly successful because it changes a problem of quantum field theory into a statistical one. In any case, all these non-perturbative methods suggest that despite the appearances of secular logarithms at perturbative orders indicating breakdown of the de Sitter invariance, the resummed non-perturbative results are not only finite, but also are consistent with the de Sitter symmetry, owing to the dynamical generation of mass of the scalar field. A massive scalar field, no matter how tiny its mass is, does not break de Sitter invariance. However, as we have emphasised earlier, estimating the precise backreaction for any given model is important, in order to understand how much screening of the inflationary $\Lambda$ is possible.

In this paper, we wish to consider the backreaction problem of a massless minimally coupled quantum scalar field in the early inflationary de Sitter universe, with an asymmetric
The system is assumed to be located at the around the flat plateau at initial times, \( t \rightarrow 0 \). The green, red and brown curves respectively correspond to \( \lambda \) and \( \beta / H \) values: (0.015, 0.015), (0.019, 0.016) and (0.03, 0.018). For \( \beta < 0 \), the minimum just shifts to the opposite side.

The self interaction potential
\[
V(\phi) = \frac{\lambda \phi^4}{4!} + \frac{\beta \phi^3}{3!} \quad (\lambda > 0)
\]

depicted in figure 1 with different parameter values. Vacuum decay in flat spacetime with the above \( V(\phi) \) was addressed long time ago in [63] for a massless or massive scalar and the mass generation as well as the condition for the initial vacuum state to be stable was derived. In [64], the same model was investigated using the in-in formalism and a modified version of it. The temporal growth of the vacuum expectation value of the scalar field up to two loop corresponding to the cubic self interaction was explicitly demonstrated. This temporal growth seems to be different from the pure logarithmic secular growth in the inflationary background, owing to the absence of any natural length scale associated with the Minkowski spacetime. Subsequently, the critical time from which perturbation theory might fail was estimated. We further refer our reader to [65], for discussion on the utility of such potential with a non-vanishing scalar mass in a wide range of inflationary paradigms, inspired by the WMAP data.

To the best of our knowledge, the hybrid potential of eq. (1.1) for a massless and minimally coupled scalar in the primordial inflationary scenario was first addressed recently in [66]. The motivation behind this choice is as follows. First of all, being bounded from below irrespective of the sign and magnitude of \( \beta \), the potential is expected to yield a late time equilibrium state, so that the eternal roll down disaster is avoided. Let us now assume that the system is located around \( \phi \sim 0 \) in figure 1, initially. As time goes on, the system will roll down towards the minima of the potential to settle down there at late times. However, in this due course, we expect there will be strong non-perturbative radiative processes as well, owing to the secular effects generated by the loops of the massless and minimal scalar. Clearly, these strong quantum effects must be taken into account in order obtain any sensible answer about the final state of the system. Flat spacetime results may not give us correct indication here, due to these effects which can only be present in the inflationary scenario. For example, for a quartic self interaction for a massless and minimal scalar in de Sitter, it is an established result that there is a dynamical generation of mass at late times, e.g. [47] and references therein, even though there is no analogous phenomenon in the flat spacetime.
Now, from figure 1, we expect that the late time vacuum expectation values of $V(\phi)$ and $\phi$ (owing to the tadpoles, non-vanishing due to the appearances of secular logarithms), may be negative and hence they will act as an effective negative cosmological constant. In other words, they may at least partially screen the inflationary $\Lambda$. The quartic self interaction case ($\beta = 0$) does not possess such screening feature. Such non-perturbative backreaction due to $\langle \phi \rangle$ was computed using quantum field theory in [66].

In this work, we shall compute $\langle \phi \rangle$, $\langle \phi^2 \rangle$ and $\langle V(\phi) \rangle$ using the stochastic formalism of [52, 53], in section 2. The subsequent backreaction on inflationary $\Lambda$ will be estimated in section 3. We shall also compute $\langle \phi^2 \rangle$ non-perturbatively, using the Schwinger-Keldysh or in-in formalism of quantum field theory and the renormalisation group inspired method of [50, 51], in section 4 and section 5. As we shall discuss below, we have been able to resum some diagrams containing local contributions from the self energy. We compute the dynamical masses generated by the non-vanishing and non-perturbative $\langle \phi^2 \rangle$ obtained via the stochastic method as well as quantum field theory and point out that even though their behaviour are similar with respect to the variation of the parameters, they differ numerically, and the difference grows with the increasing strength of the cubic coupling parameter. We discuss some possible reason behind such mismatch in section 6, where we also put concluding remarks along with some future directions. In any case, we have emphasised the strong non-classical effects, manifested by both the approaches. Also, we have added appendix A–appendix E, containing some detail for the computations.

We shall work with the mostly positive signature of the metric in $d = 4 - \epsilon$ ($\epsilon = 0^+$) dimensions and will set $c = 1 = \hbar$ throughout. The vacuum expectation value of any operator $O$ will be denoted as $\langle O \rangle$. Also for the sake of brevity, we shall denote for powers of propagators and logarithms respectively as, $(i\Delta)^n \equiv i\Delta^n$ and $(\ln x)^n \equiv \ln^n x$.

## 2 Vacuum expectation values via the stochastic formalism

### 2.1 The general setup

The metric for the inflationary de Sitter spacetime we are interested in reads

$$ds^2 = -dt^2 + e^{2Ht}d\vec{x} \cdot d\vec{x} \quad (2.1)$$

where $H = \sqrt{\Lambda/3}$ is the Hubble rate, and $\Lambda$ is the positive cosmological constant. The above metric can also be written in the conformally flat form

$$ds^2 = a^2(\eta) \left[-d\eta^2 + d\vec{x} \cdot d\vec{x}\right], \quad (2.2)$$

where $a(\eta) = -1/H\eta$ is the scale factor and the conformal time, $\eta = -e^{-Ht}/H$. We have the range $0 \leq t < \infty$, so that $-H^{-1} \leq \eta \leq 0^-$.

The bare Lagrangian density is given by,

$$\sqrt{-g}L = \sqrt{-g} \left[-\frac{1}{2}(\nabla_\mu \phi)(\nabla_\nu \psi)g^{\mu\nu} - \frac{1}{2}m_0^2\psi^2 - \frac{\lambda_0}{4!}\psi^4 - \frac{\beta_0}{3!}\psi^3 - \tau_0 \psi \right] \quad (2.3)$$

In terms of the field strength renormalisation, $\phi = \psi/\sqrt{Z}$,

$$\sqrt{-g}L = -\frac{Z}{2}(\partial_\mu \phi)(\partial_\nu \phi)a^{d-2} \eta^{\mu\nu} - \frac{1}{2}Zm_0^2\phi^2a^d - \frac{Z^2\lambda_0}{4!}\phi^4a^d - \frac{Z^{3/2}\beta_0}{3!}\phi^3a^d - \tau_0 \sqrt{Z} \phi a^d \quad (2.4)$$
We decompose the bare Lagrangian density in terms of the renormalised quantities and the counterterms. We write for a massless field,

\[ Z = 1 + \delta Z \]

\[ Zm_0^2 = 0 + \delta m^2 \]

\[ Z^2 \lambda_0 = \lambda + \delta \lambda \]

\[ Z^{3/2} \beta_0 = \beta + \delta \beta \]

\[ \tau_0 \sqrt{Z} = 0 + \delta \tau \]  

(2.5)

Thus eq. (2.4) is rewritten as,

\[ \sqrt{-g} \mathcal{L} = -\frac{1}{2} (\partial_\mu \phi)(\partial_\nu \phi)a^{d-2} \eta^{\mu \nu} - \frac{\lambda}{4!} \phi^4 a^d - \frac{\beta}{3!} \phi^3 a^d - \frac{\delta Z}{2} (\partial_\mu \phi)(\partial_\nu \phi)a^{d-2} \eta^{\mu \nu} - \frac{1}{2} \delta m^2 \phi^2 a^d - \frac{\delta \lambda}{4!} \phi^4 a^d - \frac{\delta \beta}{3!} \phi^3 a^d - \frac{\delta \tau}{3} \phi a^d \]  

(2.6)

where the second line in the above equation corresponds to the counterterm Lagrangian density. However, since renormalisation is essentially an ultraviolet phenomenon, the above counterterms will not be necessary for the infrared (IR) effective stochastic formalism or IR field theory. However, we shall require some counterterms in section 5, while computing the local part of the self energy.

### 2.2 Computation of \( \langle \phi \rangle \), \( \langle \phi^2 \rangle \) and \( \langle V(\phi) \rangle \) using stochastic formalism

We wish to compute below some correlation functions using the late time IR effective stochastic formalism, describing the long wavelength or super Hubble dynamics of the scalar field [52, 53], which we first wish to review briefly. At sufficiently late cosmological times, we split the scalar field into two parts: \( \phi(\vec{x}, t) = \phi(\vec{x}, t) + \phi(\vec{x}, t)_{\text{short}} \), where \( \phi \) is the long wavelength part of the field, coarse grained over a volume assumed to be larger than what is enclosed within the Hubble radius, whereas \( \phi(\vec{x}, t)_{\text{short}} \) is the short wavelength fluctuations over it. We have

\[ \phi(\vec{x}, t) = \bar{\phi}(\vec{x}, t) + \int \frac{d^3 \vec{k}}{(2\pi)^{3/2}} \theta(k - \varepsilon a(t)H) \left[ \hat{a}^\dagger_k u^*(\vec{k}, t)_{\text{short}} e^{-i\vec{k} \cdot \vec{x}} + \hat{a}_k u(\vec{k}, t)_{\text{short}} e^{i\vec{k} \cdot \vec{x}} \right] \]  

(2.7)

The Heaviside step function appearing in the second term on the right hand side ensures that only the short wavelength part with wavenumber \( k > \varepsilon a(t)H \) \( (k = |\vec{k}|) \) is quantised, whereas the long wavelength part with the condition \( k < \varepsilon a(t)H \) is included in \( \bar{\phi} \). \( \varepsilon \) is a small positive parameter. The coarse graining suggests that any two points closer than the length scale \( 1/\varepsilon H \) are considered to be the same point. The equation of motion for \( \phi \) with a potential \( V(\phi) \) is given by

\[ \ddot{\phi}(\vec{x}, t) + 3H \dot{\phi}(\vec{x}, t) - \frac{\delta^2}{a^2} \phi(\vec{x}, t) + V'(\phi(\vec{x}, t)) = 0 \]  

(2.8)

where a dot denotes derivative once with respect to the cosmological time and prime denotes the same with respect to the field \( \phi \). Substituting now \( \phi(\vec{x}, t) = \bar{\phi}(\vec{x}, t) + \phi(\vec{x}, t)_{\text{short}} \) into the above and ignoring the spatial variation of the coarse grained part of the field, we have

\[ \ddot{\phi}(\vec{x}, t) + 3H \dot{\phi}(\vec{x}, t)_{\text{short}} + 3H \dot{\phi}(\vec{x}, t)_{\text{short}} - \frac{\delta^2}{a^2} \phi(\vec{x}, t)_{\text{short}} + V'(\phi) + V''(\phi) \phi(\vec{x}, t)_{\text{short}} + O(\phi^2(\vec{x}, t)_{\text{short}}) = 0, \]  

(2.9)
where we have discarded higher order short wavelength corrections. We can cast the above equation into two separate parts for $k > \varepsilon a(t)H$ and $k < \varepsilon a(t)H$, so that in the three-momentum space, we have for $k > \varepsilon a(t)H$

$$\ddot{\phi}(t, \vec{k})_{\text{short}} + 3H\dot{\phi}(t, \vec{k})_{\text{short}} + \frac{k^2}{a^2}\phi(t, \vec{k})_{\text{short}} + V''(\tilde{\phi})\phi(t, \vec{k})_{\text{short}} = 0 \tag{2.10}$$

For the inflation to last for a sufficiently long time, $V(\tilde{\phi})$ must be sufficiently flat. Thus eq. (2.10) can further be simplified to the free equation of motion at the leading approximation

$$\ddot{\phi}(t, \vec{k})_{\text{short}} + 3H\dot{\phi}(t, \vec{k})_{\text{short}} + \frac{k^2}{a^2}\phi(t, \vec{k})_{\text{short}} = 0 \tag{2.11}$$

The asymptotically positive frequency solution in the past of the above equation is given by [19]

$$u(\vec{k}, \eta)_{\text{short}} = \frac{H\eta}{\sqrt{2k}} \left( 1 - \frac{i}{k\eta} \right) e^{-ik\eta}, \tag{2.12}$$

and the corresponding vacuum state is known as the Bunch-Davies state. We shall require the late time limit of the above expression later for computing various two point functions. Now, after ignoring some of the terms in eq. (2.9) by the virtue of the discussion above, we have

$$\ddot{\phi} + 3H\dot{\phi} + \tilde{\phi}(\vec{x}, t)_{\text{short}} + 3H\tilde{\phi}(\vec{x}, t)_{\text{short}} + \frac{k^2}{a^2}\phi(t, \vec{k})_{\text{short}} + V'(\tilde{\phi}) = 0 \tag{2.13}$$

Owing to the slow role condition, we now ignore the double temporal derivatives to obtain

$$3H\dot{\phi} + V'(\tilde{\phi}) + 3H\tilde{\phi}(\vec{x}, t)_{\text{short}} + \frac{k^2}{a^2}\phi(t, \vec{k})_{\text{short}} \approx 0 \tag{2.14}$$

Using eq. (2.7) into the above equation, we get

$$3H\dot{\phi} + V'(\tilde{\phi}) + \int \frac{d^3k}{(2\pi)^{3/2}} \theta(k - \varepsilon a(t)H) \left[ \dot{a}_k \left( 3H\dot{u}(\vec{k}, t)_{\text{short}} + \frac{k^2}{a^2}u(\vec{k}, t)_{\text{short}} \right) e^{-ik\cdot\vec{x}} + \text{h.c.} \right] - 3H\varepsilon a(t)H^2 \int \frac{d^3k}{(2\pi)^{3/2}} \delta(k - \varepsilon a(t)H) \left[ \dot{a}_k u(\vec{k}, t)_{\text{short}} e^{-ik\cdot\vec{x}} + \text{h.c.} \right] = 0 \tag{2.15}$$

The third term in the above equation can be ignored via eq. (2.11), since we have discarded the double derivative term subject to the slow role condition. Thus we finally have the \textit{Langevin equation} satisfied by the long wavelength, super-Hubble or infrared part of the scalar field

$$\dot{\phi} = -\frac{1}{3H}V'(\tilde{\phi}) + f(\vec{x}, t) \tag{2.16}$$

where $f(\vec{x}, t)$ is regarded as the noise given by

$$f(\vec{x}, t) = \dot{\phi}(\vec{x}, t)_{\text{short}} = \varepsilon a(t)H^2 \int \frac{d^3k}{(2\pi)^{3/2}} \delta(k - \varepsilon a(t)H) \left[ \dot{a}_k u(\vec{k}, t)_{\text{short}} e^{-ik\cdot\vec{x}} + \dot{a}_k u^*(\vec{k}, t)_{\text{short}} e^{ik\cdot\vec{x}} \right] \tag{2.17}$$

In eq. (2.16), the derivative of the potential term can be thought of as a classical drift, whereas $f(\vec{x}, t)$ can be thought of as the random kick.
Let us now compute the correlation function of eq. (2.17). After dropping off the suffix ‘short’ without any loss of generality, we have

\[
\langle f(\vec{x}_1, t_1) f(\vec{x}_2, t_2) \rangle = H^4 \int \frac{d^3k_1}{(2\pi)^3} [\varepsilon^2 (a(t_1)a(t_2)\delta(k_1 - \varepsilon a(t_1)H)\delta(k_1 - \varepsilon a(t_2)H)) e^{-i\vec{k}_1 \cdot (\vec{x}_1 - \vec{x}_2)a(\vec{k}_1, t_1)u^*(\vec{k}_2, t_2)}]
\]

(2.18)

where we have used the canonical commutation relation \( [\hat{a}_{k_1}, \hat{a}_{k'_1}^\dagger] = \delta(\vec{k}_1 - \vec{k}_2) \). Converting now into the polar coordinates of momentum space, using \( \delta(f(x) - f(y)) = \delta(x - y) / |f'(x)| \), and substituting eq. (2.12) into the above, we have

\[
\langle f(\vec{x}_1, t_1) f(\vec{x}_2, t_2) \rangle = \frac{H^3}{4\pi^2} \delta(t_1 - t_2) \frac{\sin(\varepsilon a(t_1)H |\vec{x}_1 - \vec{x}_2|)}{\varepsilon a(t_1)H |\vec{x}_1 - \vec{x}_2|} + O(\varepsilon^2),
\]

(2.19)

which in the spatial coincidence limit, \( \vec{x}_1 \to \vec{x}_2 \), reduces to

\[
\langle f(t, \vec{x}) f(t', \vec{x}) \rangle = \frac{H^3}{4\pi^2} \delta(t - t')
\]

(2.20)

Note that the correlators are the chief observables in cosmology. However, the Langevin eq. (2.16), may often be not very useful to compute them. Instead, the Fokker-Planck equation [67, 68] is much more illuminating for this purpose, which, corresponding to eq. (2.16), may often be not very useful to compute them. Instead, the

\[
\frac{\partial \rho}{\partial t} = \frac{H^3}{8\pi^2} \frac{\partial^2 \rho}{\partial \phi^2} + \frac{1}{3H} \frac{\partial}{\partial \phi} \left( \frac{\partial V}{\partial \phi} \rho \right)
\]

(2.21)

where \( \rho \equiv \rho(\phi, t) \) is the one-point probability density distribution function. The general solution of eq. (2.21) is given by [53],

\[
\rho(\phi, t) = e^{-\nu(\phi)} \sum_{n=0}^{\infty} a_n \Phi_n(\phi)e^{-\Lambda_n(t-t_0)}
\]

(2.22)

where \( t_0 \) is some initial time, \( \nu(\phi) = 4\pi^2V(\phi)/3H^4 \), and \( a_n \)'s are coefficients independent of time, whereas \( \Phi_n(\phi) \) and \( \Lambda_n \) are respectively the eigenfunctions and eigenvalues corresponding to the Schrödinger-like equation

\[
-\frac{1}{2} \frac{d^2 \Phi_n(\phi)}{d\phi^2} + \frac{1}{2} \left( \nu'(\phi) \right)^2 \Phi_n(\phi) = \frac{4\pi^2 \Lambda_n}{H^3} \Phi_n(\phi)
\]

(2.23)

The eigenfunctions \( \Phi_n(\phi) \)'s are orthonormal,

\[
\int d\phi \Phi_n(\phi) \Phi_m(\phi) = \delta_{nm}
\]

(2.24)

using which one can find out the coefficients \( a_n \) in eq. (2.22). Note also that eq. (2.23) can be rewritten in the form

\[
\frac{1}{2} \left( -\frac{\partial}{\partial \phi} + \nu'(\phi) \right) \left( \frac{\partial}{\partial \phi} + \nu'(\phi) \right) \Phi_n(\phi) = \frac{4\pi^2 \Lambda_n}{H^3} \Phi_n(\phi)
\]

(2.25)

Since \( \phi \) is real, we have \( (\partial_{\phi})^\dagger = -\partial_{\phi} \). Hence \( \Lambda_n \)'s are eigenvalues of a positive operator of the form \( A^\dagger A \), implying \( \Lambda_n \geq 0 \), where \( \Lambda_0 = 0 \) is the ground state. The corresponding wave function is

\[
\Phi_0(\phi) = N^{-1/2} e^{-\frac{4\pi^2 V(\phi)}{3H^4}}
\]

(2.26)
where $N$ is the normalisation, exists only if $V(\hat{\phi})$ is bounded from below, in which case late time equilibrium state is possible. The equilibrium probability distribution is given from eq. (2.22), eq. (2.26) by

$$\rho_{\text{eq}}(\tilde{\phi}) = N^{-1} e^{-\frac{8\pi^2 V(\tilde{\phi})}{3\hbar^2}}$$

(2.27)

The equilibrium probability distribution function allows us to compute the expectation value of any operator $\chi(\tilde{\phi})$, at late times as

$$\langle \chi(\tilde{\phi}) \rangle := \int_{-\infty}^{\infty} d\tilde{\phi} \chi(\tilde{\phi}) \rho_{\text{eq}}(\tilde{\phi}),$$

(2.28)

Being equipped with all these, we are now ready to work with the cubic plus quartic self interaction potential. For our convenience, from now on we shall write $\hat{\phi}$ simply as $\phi$, without any loss of generality. Let us first compute the normalisation corresponding to eq. (2.27). Using Mathematica, we find

$$N = \int_{-\infty}^{\infty} e^{-\frac{8\pi^2}{3\hbar^2} \left( \frac{\lambda \phi^2}{12} + \frac{\beta^3}{\lambda^3} \right)} d\phi$$

$$= \frac{3^{1/4} 8 \lambda^{3/2} \Gamma \left( \frac{5}{12} \right) \Gamma \left( \frac{5}{12} \right) \Gamma \left( \frac{7}{12} \right) \Gamma \left( \frac{7}{12} \right) 2 F_2 \left( \frac{1}{12} ; \frac{5}{12} ; \frac{1}{2} ; \frac{1}{2} \right) \frac{3 \pi^2 \beta^4}{\lambda^3}}{24 \pi^{3/2} \lambda^{7/4}}$$

(2.29)

where $\beta = \beta / H$ is dimensionless and $2 F_2$ is the hypergeometric function. For $\beta \to 0$ above expresion simplifies to,

$$N = \frac{\Gamma \left( \frac{1}{12} \right) \Gamma \left( \frac{5}{12} \right) \Gamma \left( \frac{5}{12} \right) \Gamma \left( \frac{7}{12} \right) \Gamma \left( \frac{7}{12} \right) \bar{\beta}^2}{3^{3/4} 4 \pi^3 (\lambda^3)^{1/4}} - \frac{3^{3/4} 3 \Gamma \left( \frac{7}{12} \right) \Gamma \left( \frac{7}{12} \right) \bar{\beta}^2}{8 \sqrt{\pi} \lambda^{7/4}} + O(\beta^3)$$

(2.30)

On the other hand, for $\beta^3 / \lambda^3 \gg 1$, by expanding the hypergeometric functions for large arguments,\(^1\)

$$2 F_2(a, b; c, d; z) \rightarrow \frac{\Gamma(c) \Gamma(d) \Gamma(b - a)}{\Gamma(b) \Gamma(c - a) \Gamma(d - a)} \times z^{-a} + \frac{\Gamma(c) \Gamma(d) \Gamma(a - b)}{\Gamma(a) \Gamma(c - b) \Gamma(d - b)} \times z^{-b},$$

(2.31)

eq (2.29) takes the form

$$N = \frac{\beta^2 \left( 0.244545 \sqrt{\frac{3}{\lambda^3}} + 0.0469689 \right) + 0.912655 \lambda^{3/2} \left( \frac{3 \beta^4}{\lambda^3} \right)^{5/6} + 0.0137897 \sqrt{\frac{3}{\lambda^3}}}{\lambda^{7/4} \left( \frac{3 \beta^4}{\lambda^3} \right)^{11/12}}$$

(2.32)

Let us now compute the expectation values of $\phi$, $\phi^2$ and $V(\phi)$ using eq. (2.28) and eq. (2.29). For the first, we have

$$\langle \phi \rangle = - \frac{48 \left[ \sqrt{3} \pi \Gamma \left( \frac{1}{4} \right) \Gamma \left( \frac{11}{12} \right) \Gamma \left( \frac{19}{12} \right) \beta^3 \Gamma \left( \frac{7}{12} \right) E_2 \left( \frac{11}{12} ; \frac{19}{12} ; \frac{7}{12} ; \frac{3 \beta^3}{\lambda^3} \right) \right]}{\lambda^{3/2} \left[ \frac{8 \lambda^{3/2} \Gamma \left( \frac{5}{12} \right) \Gamma \left( \frac{5}{12} \right) \Gamma \left( \frac{7}{12} \right) \Gamma \left( \frac{7}{12} \right) \beta^2 \Gamma \left( \frac{7}{12} ; \frac{1}{2} ; \frac{1}{2} \right) \frac{3 \beta^3}{\lambda^3} \right] + 9 \sqrt{3} \pi \Gamma \left( \frac{7}{12} \right) \Gamma \left( \frac{7}{12} \right) \beta^2 \Gamma \left( \frac{7}{12} ; \frac{1}{2} ; \frac{1}{2} \right) \frac{3 \beta^3}{\lambda^3} \right]$$

(2.33)

\(^1\)See e.g., Heck: https://stars.library.ucf.edu/etd/193.
where $\tilde{\phi} = \phi/H$ is dimensionless. Note that $\langle \tilde{\phi} \rangle$ changes sign as $\beta \to -\beta$, as expected from the asymmetric behaviour of figure 1.

Let us now examine the two special cases, i.e. respectively small and large cubic couplings. For $\beta \to 0$, eq. (2.33) becomes

$$
\langle \tilde{\phi} \rangle = -\frac{\beta}{\lambda} - \frac{3}{2\lambda^3 \Gamma^2} \left[ \sqrt{3} \pi \Gamma \left( \frac{1}{12} \right) \left( 9 \Gamma \left( \frac{3}{12} \right) \Gamma \left( \frac{1}{12} \right) + 4 \Gamma \left( \frac{1}{12} \right) \Gamma \left( \frac{1}{2} \right) \Gamma \left( \frac{1}{3} \right) \right) \right] \beta^3 + O(\beta^4)
$$

(2.34)

which as expected, is vanishing for $\beta = 0$. For large $\beta^4/\lambda^3$ on the other hand, we get using eq. (2.31),

$$
\langle \tilde{\phi} \rangle = -\frac{0.39152 \times \beta^{1/3}}{\lambda^{1/2}} \left[ \beta^2 \sqrt{\frac{3\pi}{\lambda^3}} + 0.0239261 \lambda^{3/2} \right] + \lambda^{3/2} \left[ \left( \frac{\beta^4}{\lambda^3} \right)^{5/6} + 0.0137897 \sqrt{\frac{3\pi}{\lambda^3}} \right]
$$

(2.35)

The variation of $\langle \tilde{\phi} \rangle$ with respect to the dimensionless coupling parameters $\lambda$ and $\beta$ has been depicted in figure 2. As one expects from figure 1, $\langle \tilde{\phi} \rangle$ is negative for all $\beta > 0$. We also note that $\langle \tilde{\phi} \rangle$ decreases unboundedly as $\lambda \to 0$, a manifestation of the fact that the cubic potential is unbounded from below and hence in that case no equilibrium state is possible. Also, we note from eq. (2.33) that $\langle \tilde{\phi} \rangle$ in general may not equal to $-3\beta/\lambda$, the position of the classical minima of $V(\phi)$. This is also manifest for the small cubic coupling, eq. (2.34). However, for a strong cubic coupling, eq. (2.35), it is easy to see from figure 2 that $\langle \tilde{\phi} \rangle$ matches well with the classical value. We shall compare this result with the one found using quantum field theory in section 5.

Using eq. (2.28), we next compute

$$
\langle \phi^2 \rangle = -\frac{9 \left[ \pi \Gamma \left( -\frac{1}{4} \right) \Gamma \left( \frac{1}{12} \right) \Gamma \left( \frac{1}{12} \right) \beta^2 F_2 \left( \frac{15}{12}, \frac{17}{12}, \frac{3}{4}, \frac{3\pi^2 \beta^4}{\lambda^3} \right) \right]}{\pi \sqrt{\lambda} \left[ 8 \lambda^{3/2} \Gamma \left( \frac{1}{12} \right) \Gamma \left( \frac{1}{2} \right) F_2 \left( \frac{1}{12}, \frac{1}{12}, 1, \frac{3\pi^2 \beta^4}{\lambda^3} \right) \right]}
$$

(2.36)

We have plotted the variation of the above in figure 3. We see that as $\lambda \to 0$, $\langle \phi^2 \rangle$ tends to diverge, once again a manifestation of the fact that the cubic potential alone must lead to an
unstable system. Note also that as \( \bar{\beta} \to 0 \), we reproduce the result for the quartic theory \[53\]

\[
\langle \phi^2 \rangle = \frac{0.322756}{\sqrt{\lambda}} + O\left( \frac{\bar{\beta}^2}{\lambda^2} \right)
\]

and for large \( \bar{\beta}^4/\lambda^3 \gg 1 \), we get

\[
\langle \phi^2 \rangle = \frac{\lambda}{\bar{\beta}^2} \left( 3.73205 \left( \frac{\bar{\beta}^4}{\lambda^3} \right)^{\frac{1}{3}} + 0.051464 \right) + \lambda^{\frac{3}{2}} \left( \left( \frac{\bar{\beta}^4}{\lambda^3} \right)^{\frac{5}{6}} + 0.192066 \right)
\]

Finally we compute \( \langle V(\phi) \rangle \), given by

\[
\langle V(\phi) \rangle_{H^4} = \frac{3 \sqrt{3} \Gamma \left( \frac{7}{12} \right) \Gamma \left( \frac{1}{4} \right) \Gamma \left( \frac{13}{12} \right) 2 F_2 \left( \frac{5}{12}, \frac{11}{12}; \frac{1}{2}, \frac{3}{4}; -\frac{3\bar{\beta}^4}{\lambda^3} \right) - 2 \pi \bar{\beta}^2 \left( 80 \pi \Gamma \left( \frac{5}{12} \right) \Gamma \left( \frac{11}{12} \right) \Gamma \left( \frac{5}{4} \right) 2 F_2 \left( \frac{11}{12}, \frac{19}{12}; \frac{3}{4}, \frac{1}{2}; -\frac{3\bar{\beta}^4}{\lambda^3} \right) + 24 \sqrt{3} \lambda^{\frac{3}{2}} \Gamma \left( \frac{7}{12} \right) \Gamma \left( \frac{11}{12} \right) \Gamma \left( \frac{5}{4} \right) 2 F_2 \left( \frac{11}{12}, \frac{19}{12}; \frac{3}{4}, \frac{1}{2}; -\frac{3\bar{\beta}^4}{\lambda^3} \right) + 24 \sqrt{3} \lambda^{\frac{3}{2}} \Gamma \left( \frac{7}{12} \right) \Gamma \left( \frac{11}{12} \right) \Gamma \left( \frac{5}{4} \right) 2 F_2 \left( \frac{11}{12}, \frac{19}{12}; \frac{3}{4}, \frac{1}{2}; -\frac{3\bar{\beta}^4}{\lambda^3} \right) \right)
\]

In particular, for the special case \( \bar{\beta} \to 0 \), we have

\[
\langle V(\phi) \rangle_{H^4} = \frac{3}{32 \pi^2} + \frac{9 \sqrt{3} \Gamma \left( \frac{7}{12} \right) \Gamma \left( \frac{11}{12} \right) \left( 27 \Gamma \left( -\frac{3}{4} \right) \Gamma \left( \frac{7}{4} \right) \Gamma \left( \frac{13}{12} \right) - 16 \Gamma \left( \frac{11}{12} \right) \Gamma \left( \frac{5}{4} \right) \Gamma \left( \frac{7}{12} \right) \right) \bar{\beta}^2}{256 \lambda^{\frac{3}{2}} \Gamma^2 \left( \frac{7}{12} \right) \Gamma \left( \frac{11}{12} \right) \Gamma \left( \frac{5}{4} \right) \Gamma \left( \frac{7}{12} \right)} + O(\bar{\beta}^3)
\]

For large \( \bar{\beta}^4/\lambda^3 \), we have

\[
\langle V(\phi) \rangle_{H^4} = \frac{\lambda^3 \bar{\beta}^2 \left( 0.0013036 \left( \frac{\bar{\beta}^4}{\lambda^3} \right)^{\frac{2}{3}} - 0.0000626801 \right) - 0.0126651 \lambda^{\frac{3}{2}} \bar{\beta}^4 \left( \sqrt{\frac{\bar{\beta}^4}{\lambda^3}} + 0.110318 \sqrt{\frac{\bar{\beta}^4}{\lambda^3}} \right)}{0.051464 \left( \frac{\bar{\beta}^4}{\lambda^3} \right)^{\frac{3}{2}} + (0.00051354 \lambda^{\frac{3}{2}} \bar{\beta}^4 + 0.00339362 \bar{\beta}^6 + 0.0137897 \lambda^{\frac{3}{2}} \bar{\beta}^4 \left( \frac{\bar{\beta}^4}{\lambda^3} \right)^{\frac{7}{6}} + 0.267949 \bar{\beta}^6)} + O(\bar{\beta}^3)
\]
We have depicted the behaviour of eq. (2.39) in figure 4. As was expected from figure 1, \(\langle V(\phi) \rangle\) can be negative, and reducing \(\lambda\) (equivalently, increasing \(\bar{\beta}\)) increases the negativity.

We may compare the \(\langle V(\phi) \rangle\) obtained via the stochastic formalism, with the \(V(\phi)\) estimated at the classical minimum, \(-3\beta/\lambda\), given by \(V_{\text{cl, min}} = -9\beta^4/(8\lambda^3)\). While it is easy to see from eq. (2.40) that they do not match for small cubic coupling, figure 4 shows that they match well when it gets strong, similar to the case of \(\langle \phi \rangle\).

We shall estimate the backreaction of \(\langle \phi \rangle\) and \(\langle V(\phi)/H^4 \rangle\) on the inflationary \(\Lambda\) in section 3. However before we end this section, we wish to also compute the dynamically generated mass in our potential. Such dynamical mass generation occurs due to the finite \(\langle \phi^2 \rangle\) appearing at late times, due to the non-perturbative radiative corrections arising from self interaction. One compares this non-perturbative expression of \(\langle \phi^2 \rangle\) with that of a free massive minimally coupled scalar. Comparison of these two leads to the dynamically generated mass, which can have interesting footprints on the cosmological correlation functions [47, 69, 70]. For a free massive scalar, \(V(\phi) = m^2\phi^2/2\) and we have from eq. (2.28)

\[
\langle \phi^2 \rangle = \frac{3H^4}{8\pi^2m^2} \tag{2.42}
\]

One can obtain the above result using quantum field theory as well. We conclude for our case from the above equation

\[
\frac{m^2_{\text{dyn}}}{H^2} = \frac{3}{8\pi^2 \langle \phi^2 \rangle} \tag{2.43}
\]

where \(\langle \phi^2 \rangle\) is given by eq. (2.36). Since a massive scalar field’s two point correlations, no matter how tiny the mass is, obeys de Sitter invariance, the generation of the dynamical mass ensures that the de Sitter symmetry is after all not broken at late times. We have plotted \(m^2_{\text{dyn}}\) with respect to the parameters \(\lambda\) and \(\bar{\beta}\) in figure 5. Note that as we increase \(\lambda\), \(m^2_{\text{dyn}}\) increases. On the other hand, \(m^2_{\text{dyn}} \rightarrow 0\) as \(\lambda \rightarrow 0\), owing to the fact that the cubic potential is unbounded from below and hence unstable, as manifested by eq. (2.36), which diverges for pure cubic self interaction.

3 Estimation of late time backreactions from \(\langle \phi \rangle\) and \(\langle V(\phi) \rangle\)

In this section, we estimate the backreactions of \(\langle \phi \rangle\) and \(\langle V(\phi) \rangle\) computed stochastically in the preceding section, to the inflationary cosmological constant \(\Lambda\). In [66], a non-perturbative
\begin{equation}
\langle \phi \rangle \text{ was computed using quantum field theory, and it was shown that its contribution to the late time energy-momentum tensor is of the form } -2\gamma \Lambda \langle \phi \rangle g_{\mu \nu}, \text{ where } \gamma \text{ is a constant of length dimension minus one. Accordingly, the backreaction to the inflationary } \Lambda \text{ in the Einstein equation will be,}
\begin{align*}
\Lambda & \rightarrow \Lambda (1 + 16\pi G \gamma \langle \phi \rangle H) = \Lambda \left(1 + 16\pi \langle \phi \rangle \times \frac{L^2}{L C \gamma} \right) = \Lambda (1 + \delta_1) \text{ (say)} \tag{3.1}
\end{align*}
\end{equation}
where } H^{-1} = L_C \text{ is the length scale of the cosmological event horizon, } L_\gamma = \gamma^{-1} \text{ is the length scale associated with } \gamma \text{ and } \sqrt{G} = L_P = 1.61 \times 10^{-35} \text{m is the Planck length. The Hubble rate during the inflation is estimated as } H = 8 \times 10^{13} \sqrt{r/0.1} \text{GeV} [71], \text{ where } r < 0.03 \text{ is the primordial tensor to scalar ratio. This yields, } L_C = H^{-1} \gtrsim 10^{-30} \text{m, giving, } L_P/L_C \lesssim \mathcal{O}(10^{-5}). \text{ We do not possibly have any way to determine } L_\gamma \text{ uniquely from any physical principle. We have made some estimations of } \delta_1 \text{ in table 1 using eq. (2.33) and figure 2, by taking } L_\gamma \text{ to be as large as } L_C \text{ or as small as } L_P. \text{ Any significant shift in the inflationary } \Lambda \text{ seems to be possible only if we consider the latter case. For this, and with } \beta/\lambda \text{ as large as } \mathcal{O}(10^2) \text{ or even larger, there seems to be a significant shift in } \Lambda \text{ of } \mathcal{O}(1). \text{ However, we would like to emphasise that we are not sure whether such a large } \beta/\lambda \text{ is physically viable. It needs to be determined by computing the observable cosmological correlation functions only, which we reserve for a future work.}

Let us now estimate the backreaction due to } \langle V(\phi) \rangle \text{ in the Einstein equation, given by}
\begin{equation}
\Lambda \rightarrow \Lambda \left(1 + \frac{8\pi G}{3H^2} \langle V(\phi) \rangle \right) = \Lambda \left(1 + \frac{8\pi \langle V(\phi) \rangle L^2}{3H^4 L_C^2} \right) = \Lambda (1 + \delta_2) \text{ (say)} \tag{3.2}
\end{equation}
Using figure 4, we estimate } \delta_2 \text{ in table 1 for different values of the coupling parameters. Note in table 1 that when } \beta/\lambda \text{ becomes small, } \delta_2 \text{ becomes positive. This correspond to the fact that for } \beta = 0, \langle V(\phi) \rangle \text{ becomes a positive operator, whose expectation value must be positive.}

In the next section we shall do the non-perturbative analysis for } \langle \phi^2 \rangle \text{ via quantum field theory.}

\section{Non-perturbative } \langle \phi^2 \rangle \text{ via quantum field theory}

The non-perturbative expectation values we have found via the stochastic method in section 2.2, at least in principle, can also be computed using quantum field theory. However as
we have discussed in section 1, the perturbative results generated by loops are plagued by the monotonically growing secular logarithms of the scale factor at late times, clearly indicating breakdown of the perturbation theory. Obtaining any physically sensible result then strictly necessitates some kind of resummation. However, the standard dynamical renormalisation group techniques may not be very useful for this purpose, chiefly due to the fact that the scale factor \( a(t) \) does not lead to simple scaling as that of the flat spacetime quantum field theory [7] (also references therein). Recently, a dynamical renormalisation group inspired autonomous method to resum the secular logarithms for the quartic self interaction was proposed in [50, 51]. This method involves constructing a first order differential equation out of the perturbation series, then promoting various quantities to non-perturbative level to increase the domain of the equation and finally integrating it. This was used to resum the two point correlators for the quartic self interaction and the resultant \( m^2_{\text{dyn}} \) was in good agreement with that of the stochastic formalism [53]. In [66], this formalism was used to compute \( \langle \phi \rangle \) for our quartic plus cubic potential. It was shown that the result differs from that of the stochastic formalism by approximately order unity multiplicative factors, although they have similar qualitative features. We wish to apply the same resummation technique below to compute \( m^2_{\text{dyn}} \) non-perturbatively. In this case we shall also see that although it has qualitative behaviour similar to that of the stochastic formalism, the numerical values differ. We shall discuss some possible reasons behind such disagreement in section 6.

We assume that the initial \((t \to 0)\) vacuum is the Bunch-Davies state. Since the Bunch Davies vacuum is defined with respect to the free part of eq. (2.6), this means that the field must be located around the flat plateau around \( \phi \sim 0 \) in figure 1, initially. As time goes on, the field would tend to move towards the minimum of \( V(\phi) \). However, we expect \( V(\phi) \) to receive corrections due to strong quantum effects and accordingly, the position of its minima should change. Indeed, we shall emphasise the manifestation of strong quantum/stochastic effects towards the end of section 5.

We would first like to show below that at least for our \( V(\phi) \), we may not be able to resum a perturbation series containing contributions from both local and non-local parts of the self energies very efficiently for \( \langle \phi^2 \rangle \), using the formalism of [50, 51]. The local part corresponds to the scenario when a self energy loop entirely shrinks to a single point, and hence contains a \( \delta \)-function which identifies the two external vertices of the corresponding Feynman diagram. Clearly, such local parts must be related to renormalisation, after which, the reminiscent finite part will yield the desired local contribution to the self energy. The self energy contributions correspond to the amputated versions of the one particle irreducible (1PI) diagrams for the two point correlator. The one and two loop Feynman diagrams for

| S.No. | \( \lambda \) | \( \beta \) | \( \delta_1 \) with \( L_\gamma \sim L_C \) | \( \delta_1 \) with \( L_\gamma \sim L_P \) | \( \delta_2 \) |
|-------|-------|-------|-----------------|-----------------|-------|
| 1     | 0.0001| 0.1   | \(-0.15 \times 10^{-4} \) | \(-0.15 \times 10 \) | \(-10^{-1} \) |
| 2     | 0.001 | 0.1   | \(-0.15 \times 10^{-5} \) | \(-0.15 \times 10^0 \) | \(-10^{-4} \) |
| 3     | 0.01  | 0.1   | \(-0.15 \times 10^{-6} \) | \(-0.15 \times 10^{-1} \) | \(-10^{-7} \) |
| 4     | 0.1   | 0.1   | \(-0.13 \times 10^{-7} \) | \(-0.13 \times 10^{-2} \) | \(-0.7 \times 10^{-10} \) |
| 5     | 0.1   | 0.01  | \(-0.5 \times 10^{-9} \) | \(-0.5 \times 10^{-4} \) | \(0.077 \times 10^{-10} \) |
| 6     | 0.1   | 0.001 | \(-0.5 \times 10^{-10} \) | \(-0.5 \times 10^{-5} \) | \(0.078 \times 10^{-10} \) |

Table 1. Estimation of \( \delta_1 \), eq. (3.1), for \( L_\gamma \sim L_C \) and \( L_\gamma \sim L_P \), and \( \delta_2 \), eq. (3.2), for different values of \( \lambda \) and \( \beta \). See main text for discussion.
The next task is to integrate the above equation and find $\langle \phi^2(x) \rangle$. Among these, only the $O(\lambda)$ contribution is purely local, section 4.1, whereas the contribution at $O(\beta^2)$, $O(\lambda^2)$ and $O(\lambda\beta^2)$ are partially local and non-local. These local contributions to $\langle \phi^2(x) \rangle$ have been obtained below in section 4.1, section 4.2, section 4.3, and section 4.4. Whereas the derivation of the non-local contributions, since they will not be directly useful to the main results of this paper, have been kept in appendix C, appendix D and appendix E. Although excellently detailed self energy computation at one and two loop for the quartic self interaction can be seen in [24], we have retained some calculations for the same here, first because we are interested to compute the two point correlators. And second, we shall be using in many instances the infrared (IR) effective propagators outlined in appendix B, instead of the full ones. The late time IR effective computations for the quartic self interaction can also be found in [27], but the perturbative expansion of the IR field seems to be explicitly used there instead of the in-in or diagrammatic techniques. Although both methods should be equivalent, we shall keep below the derivations on the quartic sector briefly, for the sake of completeness and clarity.

Collecting now the results of appendix C, appendix D and appendix E, we have the leading late time secular contribution

$$
\langle \phi^2(x) \rangle_{\text{free}} = \frac{H^2}{4\pi^2} \ln a, \quad \langle \phi^2(x) \rangle_\lambda = -\frac{\lambda H^2}{2^4 \times 9\pi^4} \ln^3 a, \quad \langle \phi^2(x) \rangle_{\beta^2} = \frac{\beta^2}{2^5 \times 9\pi^4} \ln^4 a
$$

(4.1)

$$
\langle \phi^2(x) \rangle_{\lambda^2} = \frac{\lambda^2 H^2}{2^6 \times 45\pi^6} \ln^5 a, \quad \langle \phi^2(x) \rangle_{\lambda\beta^2} = -\frac{\lambda \beta^2}{2^{10} \times 9\pi^6} \frac{29}{27} \ln^6 a
$$

where the free correlator in the coincidence limit has been computed in appendix B, (B.5).

Adding now the contributions of eq. (4.1), abbreviating $\langle \phi^2(x) \rangle/H^2$ as $f$, and differentiating it once with respect to the number of e-foldings, $N = \ln a = H t$, we have

$$
df{dN} = c_1 - 3c_2 \lambda^2 + 4c_3 \beta^2 \lambda^3 + 5c_4 \lambda^2 \lambda^4 - 6c_5 \lambda^3 \beta^2 \lambda^5
$$

(4.2)

where $\tilde{\beta} = \beta/H$ as earlier, and we have made abbreviations for the sake of brevity

$$
c_1 = \frac{1}{4\pi^2}, \quad c_2 = \frac{1}{2^4 \times 9\pi^4}, \quad c_3 = \frac{1}{2^5 \times 9\pi^4}, \quad c_4 = \frac{1}{2^6 \times 45\pi^6}, \quad c_5 = \frac{29}{2^{10} \times 9\pi^6} \frac{1}{27}
$$

(4.3)

Following [50, 51], we now replace $N$ by $f$ in order to promote it to non-perturbative level. In order to be consistent with the perturbative expansion, we need to replace $N$ simply by $f$ in for the $O(\lambda^2)$ and $O(\lambda\beta^2)$ terms in eq. (4.2), whereas for the $O(\lambda)$ term, $\lambda$ should contain further $O(\lambda)$ and $O(\beta^2)$ terms. Similar thing should be kept in mind for the $O(\beta^2)$ term. Putting these in together, we have

$$
df{dN} = c_1 - 3c_2 \frac{\lambda f^2}{c_1^2} + 4c_3 \beta^2 \frac{f^3}{c_1^4} + \lambda^2 \left( \frac{5c_4}{c_1} - \frac{6c_5}{c_1} \right) f^4 + 6\lambda \beta^2 \left( \frac{3c_2 c_3}{c_1^2} - \frac{c_5}{c_1} \right) f^5
$$

(4.4)

The next task is to integrate the above equation and find $f$ at late times, $N \gg 1$.

Eq. (4.4) can be solved numerically using Mathematica. However, it is easy to see that for $|\lambda| \gtrsim \lambda$, it yields complex $f = \langle \phi^2(x) \rangle$. This is unacceptable, as $\phi$ is Hermitian. Similar feature holds if we ignore the $O(\lambda^2)$ term in eq. (4.2). Perhaps adding further higher order corrections might solve this issue. However, it seems reasonable to conclude that at least for the $V(\phi)$ with two coupling parameters we are interested in, the formalism proposed in [50, 51] may not be very efficient to resum simultaneously the local and non-local contributions of
Figure 6. 1-loop \( \mathcal{O}(\lambda) \) correction to the two-point correlation function in the coincident limit, \( \langle \phi^2(x) \rangle \). The dot denotes the spacetime point \( x \), where the two external propagators are identified.

Figure 7. 2-loop \( \mathcal{O}(\lambda^2) \) correction to \( \langle \phi^2(x) \rangle \). The last two represent the same for one loop at \( \mathcal{O}(\beta^2) \). The dot denotes the spacetime point \( x \), where the two external propagators are identified.

Figure 8. 2-loop \( \mathcal{O}(\lambda\beta^2) \) correction to \( \langle \phi^2(x) \rangle \). The dot denotes the spacetime point \( x \), where the two external propagators are identified.

self energies to \( \langle \phi^2(x) \rangle \). Hence let us now attempt to resum the part of \( \langle \phi^2(x) \rangle \) that contains only the local part of the self energy. Such non-perturbative \( \langle \phi^2(x) \rangle_{\text{loc}} \) will also be related to the dynamical generation of mass, as has been discussed in e.g. [47] for the quartic self interaction using the Schwinger-Dyson resummation technique. The computation of such local contributions requires evaluation of diagrams figure 6, the first, second and fourth of figure 7 and the first and second of figure 8. It can be explicitly seen that none of the other diagrams, being 1-particle reducible (1PR), contains any local contribution.
4.1 One loop $\mathcal{O}(\lambda)$ local contribution to $\langle \phi^2(x) \rangle$

In order to save space and for the sake of tidiness, we shall abbreviate in the following for the powers of the propagators and logarithms, $(i\Delta(x,x'))^n \equiv i\Delta^n(x,x')$, and $\ln^n a \equiv (\ln a)^n$. Also, for the diagrams which entirely contain local contribution to the self energy, we shall employ the IR effective propagators of appendix B, for the sake of simplicity in computation. The diagrams which make partial local contributions to the self energy, needs to be evaluated using the full propagators to know the local contribution. It is easy to see by amputating the external legs of the diagrams that only the one loop bubble figure 6 contains purely local contribution from the self energy. The bubble diagram contribution to the two point correlator at $\mathcal{O}(\lambda)$ in the in-in formalism outlined in appendix A is given by,

$$
\langle \phi^2(x) \rangle_{\lambda} = -\frac{i\lambda}{2} \int d\eta' d^4a d^3x' \left( i\Delta^2_{++}(x,x') - i\Delta^2_{+-}(x,x') \right) i\Delta_{+-}(x',x) \tag{4.5}
$$

where the field species in the external line are taken to be ‘+’ type, as they must evolve forward in time.

Using now the first of eq. (B.7), we note that

$$
i\Delta^2_{++}(x,x') - i\Delta^2_{+-}(x,x') = \theta(\eta - \eta') i\Delta^2_{++}(x,x') + \theta(\eta' - \eta) i\Delta^2_{+-}(x,x') - i\Delta^2_{-+}(x,x')
$$

where we have used the fact that $\theta^2 \equiv \theta$ and $\theta(\eta - \eta')\theta(\eta' - \eta) = 0$. Since $\eta$ is the final observation time, we have $\eta \gtrsim \eta'$. Thus

$$
i\Delta^2_{++}(x,x') - i\Delta^2_{+-}(x,x') \equiv i\Delta^2_{++}(x,x') - i\Delta^2_{-+}(x,x') = (i\Delta_{++}(x,x') + i\Delta_{+-}(x,x'))(i\Delta_{-+}(x,x') - i\Delta_{+-}(x,x'))
$$

Using these into eq. (4.5), and using the 3-momentum description described in appendix B, we have

$$
\langle \phi^2(x) \rangle_{\lambda} = \frac{i\lambda}{2} \int d\eta' d^4a d^3x' \left[ \frac{d^3k_1 d^3k_2}{(2\pi)^3} \theta(k_1^2 - \eta^2) \theta(k_2^2 - \eta^2) \right] \frac{d^3k_3}{(2\pi)^3} i\Delta(k_3,\eta',\eta') \tag{4.6}
$$

Using now eq. (B.10), the fact that $\eta' \lesssim \eta$ and recalling the lower limit of the momentum integral is the Hubble rate, $H$, in our IR effective super-Hubble framework [27], we have at the leading order,

$$
\langle \phi^2(x) \rangle_{\lambda} = \frac{i\lambda}{2} \int d\eta' d^4a d^3x' \left[ \frac{d^3k_1}{(2\pi)^3} \frac{H^2}{k_1^3} \theta(Ha' - k_1) \theta(Ha - k_1) \frac{d^3k_2}{(2\pi)^3} \theta(Ha - k_2) \theta(Ha' - k_2) \right] \int d^3k \ln^a a = -\frac{\lambda H^2}{2^4 \times 3 \pi^4} \int_1^a d\alpha' \ln^3 a' = -\frac{\lambda H^2}{2^4 \times 9 \pi^4} \ln^3 a \tag{4.7}
$$

4.2 Local contribution to the self energy at $\mathcal{O}(\beta^2)$

We have mentioned earlier that only the fourth diagram contributes locally to $\langle \phi^2 \rangle$ at $\mathcal{O}(\beta^2)$ of figure 7. We have

$$
\langle \phi^2(x) \rangle_{\beta^2} = -\frac{\beta^2}{2} \int (d^4a')^4 d^4x d^4x' \left[ i\Delta_{++}(x,x')i\Delta_{++}(x',x')i\Delta^2_{++}(x',x'') + i\Delta_{+-}(x,x')i\Delta_{-+}(x,x'') \right] \times i\Delta^2_{+-}(x,x') - i\Delta_{++}(x,x')i\Delta_{+-}(x,x')i\Delta^2_{-+}(x,x'') - i\Delta_{++}(x,x')i\Delta_{-+}(x,x')i\Delta^2_{++}(x',x'') \tag{4.8}
$$
Only \( i\Delta^2_{++}(x',x'') \) and \( i\Delta^2_{--}(x',x'') \) will yield \( \delta \)-functions. We have using the full propagator \([24]\)

\[
i\Delta^2_{++}(x',x'') = \frac{(a'a'')^{-2+\epsilon \Gamma(1-\epsilon/2)}}{2^4 \pi^{4-\epsilon}} \frac{1}{\Delta x_{++}^{4-2\epsilon}} + \frac{H^4}{2^6 \pi^4} \ln^2 \sqrt{\epsilon} H^2 \Delta x_{++}^4 \frac{\epsilon}{4} - \frac{H^2 (a'a'')^{-1} \ln \sqrt{\epsilon} H^2 \Delta x_{++}^4}{2^4 \pi^4} \Delta x_{++}^4
\]

Using next

\[
\frac{1}{\Delta^{4-2\epsilon}+} = -\frac{2i\mu^{-\epsilon}}{\epsilon (1-\epsilon) \Gamma(1-\epsilon/2)} \delta^d(x'-x'')
\]

we have

\[
i\Delta^2_{++}(x',x'') = -\frac{i\mu^{-\epsilon}}{2^4 \pi^{2-\epsilon/2}(1-\epsilon)} \delta^d(x'-x'') + \frac{H^4}{2^6 \pi^4} \ln^2 \sqrt{\epsilon} H^2 \Delta x_{++}^4 \frac{\epsilon}{4} - \frac{H^2 (a'a'')^{-1} \ln \sqrt{\epsilon} H^2 \Delta x_{++}^4}{2^4 \pi^4} \Delta x_{++}^4
\]

Thus the local part of the self energy will correspond to

\[
i\mu^{-\epsilon} \beta^2 a'^4 \epsilon \Gamma(1-\epsilon/2) \delta^d(x'-x'') = \left[ \frac{i\mu^{-\epsilon} \beta^2 a'^4 \epsilon \Gamma(1-\epsilon/2)}{2^4 \pi^{2-\epsilon/2}(1-\epsilon)} + \frac{i\beta^2}{2^4 \pi^4} a'^4 \ln a' \right] \delta^d(x'-x'')
\]

The divergence can be absorbed in a mass renormalisation counterterm,

\[
\delta m^2 = \frac{\mu^{-\epsilon} \beta^2 \Gamma(1-\epsilon/2)}{2^4 \pi^{2-\epsilon/2}(1-\epsilon)}
\]

whereas the finite part is the local contribution to the self energy. The contribution of \( i\Delta^2_{--}(x',x'') \) is given by the complex conjugation of eq. (4.11). Thus we have the renormalised expression

\[
\langle \phi^2(x) \rangle_{\beta^2,\text{loc}} = \frac{i\beta^2}{2^4 \pi^2} \int d^4x^' d^4x^'' \ln a' \left( i\Delta^2_{++}(x,x^') - i\Delta^2_{++}(x,x^'') \right)
\]

The above integral, being ultraviolet finite, can be evaluated as of section 4.1 to obtain at the leading order

\[
\langle \phi^2(x) \rangle_{\beta^2,\text{loc}} = \frac{\beta^2}{2^5 \times 9\pi^4} \ln^3 a
\]

Derivation of \( \langle \phi^2(x) \rangle \) at \( \mathcal{O}(\beta^2) \) containing non-local contribution of the self energy using IR effective quantum field theory can be seen in appendix C.

### 4.3 Two loop \( \mathcal{O}(\lambda^2) \) local contribution to \( \langle \phi^2(x) \rangle \)

There are three contributions here — the snowman (the first of figure 7), the sunset (the second of figure 7) and the third of figure 7. The snowman and sunset contributes partially locally to the self energy. All the non-local contributions of figure 7 is evaluated in appendix C. We have (using \( \eta \gtrsim \eta' \))

\[
\langle \phi^2(x) \rangle_{\lambda^2,\text{sm}} = -\frac{\lambda^2}{4} \int a'^4 a''^4 d^4x^' d^4x^'' i\Delta(x'',x^') \left[ i\Delta^2_{++}(x,x^') \left( i\Delta^2_{++}(x^',x'') - i\Delta^2_{++}(x^',x'') \right) + i\Delta^2_{++}(x,x^') \left( i\Delta^2_{--}(x^',x'') - i\Delta^2_{++}(x',x''') \right) \right]
\]

\[
+ i\Delta^2_{++}(x',x^') \left( i\Delta^2_{--}(x^',x'') - i\Delta^2_{++}(x',x''') \right)
\]

\[
= -\frac{\lambda^2}{4} \int a'^4 a''^4 d^4x^' d^4x^'' i\Delta(x'',x^') \left[ i\Delta^2_{++}(x,x^') \left( i\Delta^2_{++}(x^',x'') - i\Delta^2_{++}(x^',x'') \right) + i\Delta^2_{++}(x,x^') \left( i\Delta^2_{--}(x^',x'') - i\Delta^2_{++}(x',x''') \right) \right]
\]
The local part corresponds to
\[
- \frac{\lambda^2}{4} \int a^4 a'^4 d^4 x' d^4 x'' i \Delta(x'', x') \left[ i \Delta^2_{++}(x, x') i \Delta^2_{++}(x', x'') + i \Delta^2_{+-}(x, x') i \Delta^2_{+-}(x', x'') \right] \tag{4.16}
\]

We substitute [24]
\[
i \Delta(x, x) = \frac{H^{2-\epsilon}}{2^{2-\epsilon} \pi^{2-\epsilon/2}} \frac{\Gamma(2-\epsilon)}{\Gamma(1-\epsilon/2)} \left( \ln a + \frac{1}{\epsilon} \right)
\]
into the above. The divergence can be absorbed using the one loop bubble mass counterterm. We next use eq. (4.11), eq. (4.12) into the above. The \(\delta\)-function takes \(x''\) to \(x'\), as required for the local self energy. The divergence can be absorbed by the quartic vertex counterterm [24], to give the renormalised local contribution
\[
- \frac{i \lambda^2 H^2}{2^\epsilon \pi^4} \int d^4 x' a'^4 \ln^2 a' \left( i \Delta^2_{+-}(x, x') - i \Delta^2_{++}(x, x') \right) \tag{4.17}
\]
The leading late time contribution of the above can be derived as of section 4.1, to yield
\[
\langle \phi^2(x) \rangle_{\chi^2, \text{sm, loc}} = \frac{\lambda^2 H^2}{210 \times 3 \pi^6} \ln^4 a \tag{4.18}
\]

Let us now evaluate the local contribution from the sunset diagram. We have
\[
\langle \phi^2(x) \rangle_{\chi^2, \text{ss}} = - \frac{\lambda^2}{6} \int a^d a'^d d^4 x' d^4 x'' \\
\times \left[ i \Delta^2_{++}(x, x') i \Delta^2_{++}(x', x'') - i \Delta^2_{+-}(x, x') i \Delta^2_{+-}(x', x'') \right] \\
- i \Delta^2_{+-}(x, x') i \Delta^2_{++}(x', x'') + i \Delta^2_{+-}(x, x') i \Delta^2_{+-}(x', x'') \right] \\
= - \frac{\lambda^2}{6} \int (a' a'')^d d^4 x' d^4 x'' \\
\times \left[ i \Delta^2_{+-}(x, x') i \Delta^2_{+-}(x', x'') - i \Delta^2_{+-}(x, x') i \Delta^2_{+-}(x', x'') \right] \\
- i \Delta^2_{+-}(x, x') i \Delta^2_{+-}(x', x'') + i \Delta^2_{+-}(x, x') i \Delta^2_{+-}(x', x'') \right] \tag{4.19}
\]
where we have used \(\eta \lesssim \eta'\). The cube of the (anti)-Feynman propagators contain \(\delta\)-functions [24], and hence the local part corresponds to
\[
- \frac{\lambda^2}{6} \int a^4 a'^4 d^4 x' d^4 x'' \left[ i \Delta^3_{+-}(x, x') i \Delta^3_{+-}(x', x'') + i \Delta^3_{+-}(x, x') i \Delta^3_{+-}(x', x'') \right] \\
\tag{4.20}
\]
We have [24]
\[
(a' a'')^d i \Delta^3_{+-}(x', x'') |_{\text{loc}} = \frac{3 i H^{2-\epsilon} \mu^2}{2^6 \pi^4 \epsilon} \left[ (1 - \epsilon/2)(1 - \epsilon/4) \right] \left[ 1 - \frac{\epsilon}{4} \right] \left( \frac{H}{2 \mu} \right)^\epsilon a^\epsilon \\
- \frac{2 \Gamma(1 - \epsilon)}{\epsilon} \ln a' - \frac{2 \Gamma(1 - \epsilon)}{\epsilon^2} \delta^d(x' - x'') \tag{4.21}
\]
which we substitute into eq. (4.19). The divergences can be cancelled by the mass renormalisation as well as by some other diagrams. The rest of the diagram is ultraviolet finite and hence can be evaluated as of section 4.1. It turns out that the contribution exactly equals eq. (4.18). Thus we have the total local contribution

\[
\langle \phi^2(x) \rangle_{\lambda^2, \text{loc}} = \frac{\lambda^2 H^2}{2^9 \times 3\pi^6} \ln^4 a \quad (4.22)
\]

Derivation of \( \langle \phi^2(x) \rangle \) at \( \mathcal{O}(\lambda^2) \) containing non-local contribution of the self energy using IR effective quantum field theory can be seen in appendix D.

### 4.4 Two loop \( \mathcal{O}(\lambda \beta^2) \) local contribution to \( \langle \phi^2(x) \rangle \)

There are total eight diagrams associated with the \( \mathcal{O}(\lambda \beta^2) \) correction to the two point correlator, as shown in figure 8. We wish to evaluate below the part of the first diagram that contributes partially locally to the self energy. None of the other diagrams, including the 1PI second one, of figure 8 contains any local contribution. While such non-contribution seems obvious for the 1PR diagrams, we note that the \( \delta \)-function required for a local self energy must come from the square or cube of the (anti-)Feynman propagators, eq. (4.21), eq. (4.11). It is easy to see simply by observing the second of figure 8 that no such scenario is possible for it. The non-local part of all these diagrams has been evaluated in appendix E.

For the local part, we have for the first of figure 8,

\[
\frac{i\lambda \beta^2}{4} \int (a' a'' a''' d'd' x'' d'' x''' d''' x''') \left[ i\Delta^2_{++}(x, x') i\Delta_{++}(x'', x') i\Delta^2_{++}(x', x'') - i\Delta_{++}(x'', x') i\Delta_{++}(x', x'') i\Delta^2_{++}(x''', x') \right] \quad (4.23)
\]

where 'c.c.' stands for complex conjugation. The local contribution from the above expression should only correspond to

\[
\frac{i\lambda \beta^2}{4} \int (a' a'' a''' d'd' x'' d'' x''' d''' x''') \left[ i\Delta^2_{++}(x, x') i\Delta_{++}(x'', x') i\Delta_{++}(x'', x') i\Delta^2_{++}(x', x'') \right] \quad (4.24)
\]

We first use eq. (4.11) for \( i\Delta^2_{++}(x', x'') \) and \( i\Delta^2_{--}(x', x'') \) above. The divergence can be absorbed using the counterterm diagram containing the one loop mass counterterm given below eq. (4.12). Performing the \( \delta \)-function integration over \( x'' \) we use once again eq. (4.11) for the resulting \( i\Delta^2_{++}(x'', x') \) and \( i\Delta^2_{--}(x'', x') \). The resulting \( \mathcal{O}(\epsilon^{-1}) \) and \( \mathcal{O}(\epsilon^{-2}) \) are absorbed respectively by the quartic vertex and mass counterterm diagrams respectively with

\[
\delta \lambda = - \left( \frac{\mu}{H} \right)^{-\epsilon} \frac{\lambda \beta^2 \Gamma^2 (1 - \epsilon/2)}{2^{5+\epsilon/2} \pi^2 H^2 \Gamma (2 - \epsilon)(1 - \epsilon) \epsilon}, \quad \delta m^2 = \frac{\mu^{-\epsilon} \lambda \beta^2 \Gamma (1 - \epsilon/2)}{2^8 \pi^1 \epsilon/2 \epsilon^2 (1 - \epsilon)} \quad (4.25)
\]

The remaining integral is ultraviolet finite and can be evaluated using the IR effective tool of section 4.1, to give

\[
\langle \phi^2(x) \rangle_{\lambda \beta^2, \text{loc.}} = - \frac{\lambda \beta^2}{211 \times 3\pi^6} \ln^4 a \quad (4.26)
\]
5 Resummation of $\langle \phi^2 \rangle_{\text{local}}$ and dynamical mass generation via quantum field theory

In this section, we wish to once again try the formalism proposed in [50, 51] outlined at the beginning of section 4, to resum $\langle \phi^2 \rangle_{\text{loc}}$, computed in the preceding sections up to two loop. Combining eq. (B.5), eq. (4.7), eq. (4.14), eq. (4.22) and eq. (4.26), we have the perturbative expansion in terms of the e-foldings, $N = Ht$,

$$f \equiv \langle \phi^2 \rangle_{\text{loc}} = \alpha_1 N - \alpha_2 \left( \lambda - \frac{\beta^2}{2} \right) N^3 + \alpha_3 \lambda^2 N^4 - \alpha_4 \lambda \beta^2 N^4$$

(5.1)

where we have abbreviated for the sake of brevity

$$\alpha_1 = \frac{1}{4\pi^2}, \quad \alpha_2 = \frac{1}{2^4 \times 9\pi^4}, \quad \alpha_3 = \frac{1}{2^9 \times 3\pi^6}, \quad \alpha_4 = \frac{1}{2^{11} \times 3\pi^6}$$

(5.2)

Comparing eq. (5.1) with eq. (4.1), we observe that the leading secular behaviour corresponding to the local part is sub-leading compared to that of the non-local part. In fact the power counting of $\ln a$ in any non-local contribution equals the total number of propagators involved in the corresponding diagram, whereas the non-local contribution is subleading compared to that.

Differentiating now eq. (5.1) once with respect to $N$, and promoting it now to non-perturbative level as earlier, we have

$$\frac{df}{dN} = \alpha_1 - 3\alpha_2 \left( \lambda - \frac{\beta^2}{2} \right) f^2 + \frac{4\alpha_3 \lambda^2}{\alpha_1^3} f^3 - \frac{4\alpha_4 \lambda \beta^2}{\alpha_1^3} f^3$$

(5.3)

The above equation too, yields a complex $\langle \phi^2 \rangle_{\text{loc}}$ as of the earlier case, section 4. However, if we drop the $O(\lambda \beta^2)$ term, we indeed obtain a real and positive $\langle \phi^2 \rangle_{\text{loc}}$. The possible reason behind this could be the fact that the $O(\lambda \beta^2)$ term gets overlapping contribution from both cubic and quartic self interactions. And hence in order to take into account the effects of such overlap, we need to include further such diagrams from higher order such as $O(\lambda^2 \beta^2)$.

The resulting $\langle \phi^2 \rangle_{\text{loc}}$ found numerically and the dynamical mass found via eq. (2.43), have been plotted respectively in figure 9 and figure 10. We note that qualitative behaviour of these quantities are similar to that of the stochastic method, section 2.2. However, we note also from figure 3, figure 5 that their numerical values differ and as we increase $\beta$, the disagreement grows.

Let us also compare $\langle \bar{\phi} \rangle$ computed stochastically in eq. (2.33) and using the same resummation method in quantum field theory in [66]. The latter simply reads

$$\langle \bar{\phi} \rangle = -\frac{0.4781 \bar{\beta}}{\lambda}$$

(5.4)

It seems hopeless to compare the above with eq. (2.33). Although the above also shows monotonic behaviour with respect to the couplings similar to figure 2, the numerical values differ, with the difference getting larger with increasing $\beta$, as earlier. Note also that the stochastic formalism predicts that $\langle \bar{\phi} \rangle$ approaches the classical value, $-3\bar{\beta}/\lambda$, as indicated by figure 2, for large $\beta$. This is a feature qualitatively different from the quantum field theory result of eq. (5.4).
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Figure 9. Variation of the resummed \( \langle \phi^2 \rangle_{\text{loc}} \) found via quantum field theory, with respect to the coupling parameters. As \( \lambda \) decreases, \( \langle \phi^2 \rangle_{\text{loc}} \) increases, whereas it also increases with increasing \( \beta \). Although the overall qualitative behaviour seems to be similar to that of figure 3, the numerical values disagree with increasing \( \beta \).

Figure 10. Variation of the dynamically generated mass using quantum field theory. Although this behaviour seems to be as whole similar to the stochastically computed dynamical mass, figure 5, the numerical values differ with increasing \( \beta \). See main text for discussion.

We expect similar quantitative disagreement for \( \langle V(\phi) \rangle \) as well, which we wish to point out very briefly before we end. Let us estimate the derivative of \( V(\phi) \) as

\[ \left\langle \frac{V'(\phi)}{H^2} \right\rangle \sim \frac{1}{2} \langle i\Delta(x,x) \rangle \left( \lambda \langle \phi^2 \rangle + \beta \right) \]  

so that \( V(\phi) \) can be compared with an effective mass term \( m^2_{\text{eff}} \phi^2/2 \), with

\[ m^2_{\text{eff}} \sim \left( \frac{\lambda \phi^2}{6} + \beta \phi \right) \]

Using now \( i\Delta(x,x) = \langle \phi^2 \rangle \), we estimate late time \( \langle V'(\phi) \rangle \), by replacing \( \phi \) with \( \langle \phi \rangle \). We substitute the numerical values of \( \langle \phi^2 \rangle_{\text{QFT}} \), figure 9, and also eq. (5.4) into eq. (5.5), and finally integrate it w.r.t. to \( \langle \phi \rangle \) to generate figure 11. If we compare this with the stochastic result of figure 4, we see that the qualitative behaviour are exactly the same although the stochastic result is more negative compared to that of quantum field theory and the difference increases with increasing \( \beta \) as for the earlier cases. In other words, quantum field theory
predicts less late time backreaction compared to the stochastic method. We shall not go into any further detail of this here.

Finally, we would like to emphasise in particular that equation like eq. (5.4), along with the other quantum field theoretic results found in this paper, manifestly show the strong non-classical effects in the inflationary de Sitter background for a massless minimal scalar field. As we mentioned earlier, as of flat spacetime quantum field theory, we could a priori have naively expected the field to simply rest around the classical minimum $\phi_{\text{cl,min}} = -3\beta/\lambda$, of $V(\phi)$ at late times, figure 1. In this case we would expect the field mass to be simply given by $V''(\phi_{\text{cl,min}}) = 3\beta^2/2\lambda$, whose behaviour is obviously qualitatively very different from eq. (5.4) or figure 10. For the stochastic formalism as well, strong non-classical effect is manifest, at least when the cubic coupling is not too strong, as demonstrated in section 2.2.

6 Discussion

In this paper we have computed some non-perturbative vacuum expectation values in a massless minimally coupled quantum scalar field theory with $V(\phi) = \lambda \phi^4/4! + \beta \phi^3/3!$ ($\lambda > 0$) in the inflationary de Sitter background. It is well known that the perturbation theory for such a scalar in de Sitter background breaks down at late times, necessitating some non-perturbative method to extract any sensible result. We have used both stochastic formalism [52, 53] as well as quantum field theoretic resummation technique proposed recently in [50, 51] in this paper.

We have computed the late time $\langle \phi(x) \rangle$, $\langle \phi^2(x) \rangle$ and $\langle V(\phi) \rangle$ using the IR effective, super Hubble, non-perturbative stochastic formalism in section 2.2. Variations of these quantities with respect to the coupling parameters have been investigated numerically. We also have computed the dynamically generated mass of the scalar field, eq. (2.43), an important physical quantity associated with the non-perturbative $\langle \phi^2(x) \rangle$. As we have emphasised, the chief physical motivation behind this study comes from the fact that firstly, $V(\phi)$, figure 1, as well as $\phi$ can generate negative vacuum expectation values, and hence may dynamically lead to some screening of the inflationary $\Lambda$ at late cosmological times. Secondly, since $V(\phi)$ is bounded from below for any value of $\beta$, we expect an equilibrium state at late times. We have estimated the backreactions due to them in section 3. We have shown that any significant screening requires high $\beta/H\lambda$ ratio, $O(10^2)$, or more. However, whether such values could actually be allowed needs to be determined by analysing the observable correlation functions, which we reserve for a future work.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure11.png}
\caption{The variation of $\langle V(\phi)/H^4 \rangle_{\text{QFT}}$ with respect to $\lambda$ and $\tilde{\beta}$. Note that as $\lambda$ decreases, the expectation value decreases rapidly and unboundedly. See main text for discussion.}
\end{figure}
While a resummed, non-perturbative $\langle \phi \rangle$ with the same $V(\phi)$ was found in [66] using the formalism of [50, 51], we next compute a non-perturbative $\langle \phi^2 \rangle$ using the same in section 4 and section 5. We have shown that perhaps the formalism of [50, 51] may not be very useful to resum a perturbation series for $\langle \phi^2 \rangle$ containing contributions from both local and non-local self energies. Accordingly, we have resummed a part of $\langle \phi^2 \rangle$ containing contributions from only the local self energy, figure 9. Using this, we have computed the dynamically generated mass in figure 10. We have emphasised strong non-classical effects, manifested by both the formalism (cf., the discussion below eq. (5.4)).

However as we also have seen, although the quantities found via these two different methods show similar qualitative behaviour, they differ numerically. We may speculate two possible reasons, either or both of which could be true, behind this mismatch. First, it could be possible that in order to apply the resummation technique in a theory with more than two coupling parameters such as ours, we have to go to further higher order of perturbative results, as we mentioned earlier. However, perhaps more importantly, keeping in mind the mismatch increases with increasing $\bar{\beta}$ and also the minimum of $V(\phi)$ deepens with this increase, perhaps it could also be speculated for our asymmetric $V(\phi)$, that the stochastic formalism does not sufficiently take into account the contribution while the field is away from the minimum and is in the relatively flat region of the potential, figure 1. There can be some non-trivial effects coming from the random behaviour of the field in this flat region also. Note that as discussed at the beginning of section 4, in order that the perturbation theory holds at initial times with respect to the Bunch-Davies vacuum, we must have $\phi$ to be located around the flat valley around $\phi \sim 0$, initially. In other words, it might be possible that the stochastic formalism does not sufficiently take into account the journey of the field and its random behaviour while away from the minima, starting from its initial Bunch-Davies state $(\phi \sim 0)$. Anything concrete beyond this, however, remains elusive to us so far and it certainly seems to warrant further attention.

It seems to be an important task to further investigate this model using other non-perturbative quantum field theoretic techniques. For example, computation of the non-perturbative $\langle \phi^2 \rangle$ and the dynamical mass via the Schwinger-Dyson resummation technique seems to be an important task. For the quartic self interaction, this can be seen in [47]. Also computation of higher correlators using the non-perturbative effective action techniques seems to be both challenging and important. We hope to return to these issues in our future publications.
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A The in-in formalism

The standard in-out formalism for the S-matrix in quantum field theory may not be very useful in dynamical scenario, where the initial vacuum state evolves into another state and hence particle pair creation occurs. The cosmological spacetime we are interested in is one such example. In such backgrounds, one needs the Schwinger-Keldysh or the in-in formalism
to compute the expectation value of any operator meaningfully, which we wish to review very briefly [72–76].

The functional integral representation of the standard in-out matrix elements in terms of the field basis reads

\begin{equation}
\langle \phi | T(O[\phi]) | \psi \rangle = \int D\phi e^{i \int_{t_i}^{t_f} \sqrt{-g} d^4x \mathcal{L}[\phi]} \Phi^{*}[\phi(t_f)] O[\phi] \Phi[\phi(t_i)]
\end{equation}

where \( T \) stands for time ordering, \( O[\phi] \) is some observable and \( \Phi, \Psi \) are the wave functionals with respect to the field kets \(|\phi\rangle\) and \(|\psi\rangle\) respectively. We can also have the functional representation for anti-time ordering as

\begin{equation}
\langle \psi | \overline{T}(P[\phi]) | \phi \rangle = \int D\phi e^{-i \int_{t_i}^{t_f} \sqrt{-g} d^4x \mathcal{L}[\phi]} \Phi^{*}[\phi(t_i)] P[\phi] \Phi[\phi(t_f)]
\end{equation}

Combining the above with eq. (A.1), we have the in-in matrix representation

\begin{equation}
\langle \psi | \overline{T}(P[\phi]) T(O[\phi]) | \psi \rangle = \int D\phi_+ D\phi_- \delta(\phi_+ (t_f) - \phi_- (t_f)) e^{i \int_{t_i}^{t_f} \sqrt{-g} d^4x \mathcal{L}[\phi_+ - \mathcal{L}[\phi_-]]} \Psi^{*}[\phi_- (t_i)] P[\phi_-] O[\phi_+] \Psi[\phi_+ (t_i)]
\end{equation}

Here \( \phi_+ \) evolves the system forward in time and \( \phi_- \) evolves it backward in time. \( \phi_- \) and \( \phi_+ \) are two different scalar field but they are coincident on the final hypersurface. We have also used the completeness relation,

\[ \int D\phi \Phi[\phi_- (t_f)] \Phi^{*}[\phi_+ (t_f)] = \delta(\phi_+(t_f) - \phi_-(t_f)) \]

on the final hypersurface at \( t = t_f \).

### B  Tree level infrared correlators via quantum field theory

In this appendix we shall review some basic ingredients to do late time, infrared (IR) effective quantum field theory in the de Sitter spacetime. The following framework, along with the preceding appendix on the in-in formalism provides us the tool to compute the late time leading secular effect. The IR effective field theory corresponds to the redshifted super-Hubble modes at late cosmological times, and certainly is devoid of any ultraviolet divergences. Such field theory corresponds to IR truncated modes, written as, e.g. [27],

\begin{equation}
\phi(\eta, \vec{x})|_{\text{IR}} = \int \frac{d^3 \vec{k}}{(2\pi)^{3/2}} \theta(Ha - k) \left[a_k^\dagger u(\vec{k}, \eta)|_{\text{IR}} e^{-i \vec{k} \cdot \vec{x}} + a_k u^{*}(\vec{k}, \eta)|_{\text{IR}} e^{i \vec{k} \cdot \vec{x}}\right]
\end{equation}

where the operators satisfy the canonical commutation relation \([a_k, a_{k'}^\dagger] = \delta^3(\vec{k} - \vec{k}')\). The mode functions \( u(\vec{k}, \eta) \) for a massless and minimally coupled scalar in the de Sitter background corresponding to the Bunch-Davies vacuum is given by eq. (2.12). The late time \((\eta \to 0^-)\), super-Hubble IR modes \((k \lesssim aH)\) can be read off as,

\begin{equation}
u(\vec{k}, \eta)|_{\text{IR}} \approx \frac{H}{\sqrt{2k^{3/2}}} \left[1 + \frac{1}{2} \left( \frac{k}{Ha} \right)^2 + i \frac{3}{3} \left( \frac{k}{Ha} \right)^3 + \text{subleading terms} \right]
\end{equation}

Thus the temporal part of the Bunch-Davies modes becomes nearly a constant in this limit. Substituting this into eq. (B.1) and dropping the suffix ‘IR’ without any loss of generality, we have

\begin{equation}
\phi(\eta, \vec{x}) = \frac{H}{\sqrt{2}} \int \frac{d^3 \vec{k}}{(2\pi)^{3/2}} \frac{\theta(Ha - k)}{k^{3/2}} \left[a_k^\dagger e^{-i \vec{k} \cdot \vec{x}} + a_k e^{i \vec{k} \cdot \vec{x}}\right] + \text{subleading terms}
\end{equation}
The step function appearing above ensures that we are essentially dealing with long wavelength modes. We also note that for $\eta' \leq \eta$, we may take $\theta(Ha - k)\theta(Ha' - k) \equiv \theta(Ha' - k)$. With this we have [27],

$$
\langle 0|\phi(\eta, \vec{x})\phi(\eta', \vec{x}')|0 \rangle = \frac{H^2}{4\pi^2} \int_0^\infty \frac{dk}{kr} \sin kr \theta(Ha' - k) = \frac{H^2}{4\pi^2} \left[ \text{Ci}(Ha' r) - \frac{\sin Ha' r}{Ha' r} - \text{Ci}(hr) + \frac{\sin hr}{hr} \right]
$$

where we have defined $r = |\vec{x} - \vec{x}'|$ and the Ci is the cosine integral function [77, 78],

$$
\text{Ci}(\zeta) = \gamma + \ln \zeta + \sum_{n=1}^\infty \frac{(-1)^n \zeta^{2n}}{2n(2n)!}
$$

where $\gamma$ is the Euler constant. Using the above and Taylor expanding the sin in eq. (B.4) and also taking the coincidence limit, we have

$$
\langle 0|\phi^2(x)|0 \rangle = \frac{H^2}{4\pi^2} \ln a \quad (B.5)
$$

Note that since we are essentially working with the infrared sector of the field, eq. (B.1), the above expression is free of any ultraviolet divergence in the coincidence limit. Let us also compute

$$
\dot{\phi}(\eta, \vec{x}) = H^2 \int \frac{d^3k}{(2\pi)^3/2} \frac{\delta(k - Ha)}{\sqrt{2k}} \left[ a_k e^{-i\vec{k}\cdot\vec{x}} + a_k^\dagger e^{i\vec{k}\cdot\vec{x}} \right] \quad (B.6)
$$

where the dot denotes differentiation once with respect to the cosmological time. If we consider $\dot{\phi}$ to be the canonical momentum conjugate to $\phi$, it is easy to see from eq. (B.3) that their commutator vanishes. This is a manifestation of the fact that the infrared field is no longer quantum, but is stochastic.

Let us now look into the propagators necessary for the in-in computations, eq. (A.3). We have respectively the Feynman and anti-Feynman propagators,

$$
i\Delta_{++}(x, x') = \theta(t - t')i\Delta_{++}(x, x') + \theta(t' - t)i\Delta_{+-}(x, x')
$$

$$
i\Delta_{--}(x, x') = \theta(t - t')i\Delta_{--}(x, x') + \theta(t' - t)i\Delta_{-+}(x, x')
$$

where $i\Delta_{+-}(x, x')$ and $i\Delta_{-+}(x, x')$ are the Wightman functions, given by

$$
i\Delta_{++}(x, x') = \frac{H^2}{2} \int \frac{d^3k}{(2\pi)^3/2} e^{i\vec{k}\cdot(\vec{x} - \vec{y})} \theta(Ha - k)\theta(Ha' - k)(1 + i\eta)(1 - i\eta')e^{-i(k(\eta - \eta'))}
$$

$$
= \int \frac{d^3k}{(2\pi)^3/2} e^{i\vec{k}\cdot(\vec{x} - \vec{y})} i\Delta_{++}(k, \eta, \eta')
$$

$$
i\Delta_{--}(x, x') = \frac{H^2}{2} \int \frac{d^3k}{(2\pi)^3/2} e^{i\vec{k}\cdot(\vec{x} - \vec{y})} \theta(Ha - k)\theta(Ha' - k)(1 - i\eta)(1 + i\eta')e^{i(k(\eta - \eta'))}
$$

$$
= \int \frac{d^3k}{(2\pi)^3/2} e^{i\vec{k}\cdot(\vec{x} - \vec{y})} i\Delta_{--}(k, \eta, \eta')
$$

(B.8)
where $k = |\vec{k}|$. Note that $(i\Delta_{\pm}(x,x'))^* = i\Delta_{\pm}(x,x')$. Thus we also have $i\Delta_{-}(x,x') = (i\Delta_{++}(x,x'))^*$. Using now eq. (B.2), we compute at the leading order,

$$i\Delta_{-}(k,\eta',\eta'') \approx \frac{H^2\theta(Ha' - k)\theta(Ha'' - k)}{2k^3} \left( 1 \pm \frac{i k^3}{3H^3 a'^3} \right) \left( \eta' \gtrsim \eta'' \right)$$

$$\approx \frac{\theta(Ha' - k)\theta(Ha'' - k)}{Ha^3} \left( 1 \pm \frac{i k^3}{3a'^3} \right) \left( \eta'' \gtrsim \eta' \right) \quad \text{(B.9)}$$

We also have for our purpose

$$i\Delta_{-}(k,\eta,\eta') - i\Delta_{-}(k,\eta,\eta'') \approx \frac{\theta(Ha - k)\theta(Ha' - k)}{Ha'^3} \left( \frac{a'}{a} \left( 1 - \frac{a''}{a} \right) + \frac{1}{3} \left( 1 - \frac{a'}{a} \right)^3 \right)$$

$$i\Delta_{-}(k,\eta,\eta') + i\Delta_{-}(k,\eta,\eta'') \approx \frac{H^2}{k^3} \theta(Ha - k)\theta(Ha' - k) \quad \text{(B.10)}$$

The upper limit of the loop momentum will naturally be decided by the step functions. The lower limit will be taken to be $H$, consistent with the IR effective description we are interested in [27]. Also the time argument ($\eta$) of the scalar field appearing in the external legs of a diagram will be taken to be greater than or at most equal to any $\eta$ appearing inside a loop integral. With all these equipments, in the next section we are ready to calculate the loop corrections.

C Two loop $\mathcal{O}(\lambda^2)$ non-local contribution to the 2-point correlator

There are three diagrams here, given by the first three of figure 7, of which the local part of the first and second has been computed in section 4.3. We wish to compute below the non-local parts of figure 7. For the first or the snowman diagram, we have

$$\langle \phi^2(x) \rangle_{\lambda^2, \text{sm}} = -\frac{\lambda^2}{4} \int d^4a'd^4a'' d^4x'd^4x'' i\Delta(x',x'') \left[ i\Delta_{++}^2(x,x')(i\Delta_{++}^2(x',x'') - i\Delta_{++}^2(x',x'')) \right]$$

$$+ i\Delta_{++}^2(x,x')(i\Delta_{+-}^2(x',x'') - i\Delta_{+-}^2(x',x''))]$$

$$= -\frac{\lambda^2}{4} \int d^4a'd^4a'' d^4x'd^4x'' (i\Delta_{++}(x,x') + i\Delta_{+-}(x,x'))(i\Delta_{++}(x,x') - i\Delta_{+-}(x,x'))$$

$$\times (i\Delta_{++}(x',x'') + i\Delta_{+-}(x',x''))(i\Delta_{++}(x',x'') - i\Delta_{+-}(x',x'')) i\Delta(x'',x'') \quad \text{(C.1)}$$

where we have used $(i\Delta_{++})^* = i\Delta_{--}$ and $(i\Delta_{+-})^* = i\Delta_{--}$ and also the fact that $(i\Delta_{++}^2 - i\Delta_{+-}^2) = (i\Delta_{++} + i\Delta_{+-})(i\Delta_{++} - i\Delta_{+-})$ is purely imaginary, via eq. (B.7). Converting now into the 3-momentum space, the above integral becomes

$$-\frac{\lambda^2}{4} \int d^4a'd^4a'' d^4x'' \int \frac{d^3k_1 d^3k_2}{(2\pi)^3} (i\Delta_{++}(k_1,\eta,\eta') + i\Delta_{+-}(k_1,\eta,\eta'))(i\Delta_{++}(k_1,\eta,\eta') - i\Delta_{+-}(k_1,\eta,\eta'))$$

$$\times (i\Delta_{++}(k_2,\eta'',\eta'') + i\Delta_{+-}(k_2,\eta'',\eta''))(i\Delta_{++}(k_2,\eta'',\eta'') - i\Delta_{+-}(k_2,\eta'',\eta'')) \int \frac{d^3k_3}{(2\pi)^3} i\Delta(k_3,\eta'',\eta'') \quad \text{(C.2)}$$
Note from the first of eq. (B.7) that the above integral is non-vanishing only with the temporal hierarchy: $\eta'' \lesssim \eta' \lesssim \eta$. Thus we have
\[
- \frac{\lambda^2}{2\pi^6} \int dy' a^4 dy'' a^{n4} \int k_1^2 k_2^2 dk_1 dk_2 (i\Delta_{-}(k_1, \eta, \eta') + i\Delta_{-}(k_1, \eta, \eta') - i\Delta_{+}(k_1, \eta, \eta')) \times (i\Delta_{-}(k_2, \eta', \eta'') + i\Delta_{-}(k_2, \eta', \eta'')) (i\Delta_{+}(k_2, \eta', \eta'') - i\Delta_{+}(k_2, \eta', \eta'')) \int k_3^3 dk_3 (i\Delta(k_3, \eta'', \eta''))
\]
(C.3)

Substituting from eq. (B.10), using the aforementioned temporal hierarchy in order to fix the limits of various integrals, we find
\[
\langle \phi^2(x) \rangle_{\lambda^2, sm} = \frac{\lambda^2 H^2}{2^6 \times 135 \pi^6} \ln^5 a
\]
(C.4)

The contribution for the second or the sunset diagram is given by eq. (C.1), which is non-vanishing for only two temporal hierarchies, $\eta \gtrsim \eta' \gtrsim \eta''$ and $\eta \gtrsim \eta'' \gtrsim \eta'$. For the first, eq. (C.1) becomes
\[
\langle \phi^2(x) \rangle_{\lambda^2, sm} \mid_{\eta \gtrsim \eta' \gtrsim \eta''} = \frac{\lambda^2}{6} \int a^4 a''^4 d^4 x' d^4 x'' (i\Delta_{-}(x, x') - i\Delta_{-}(x', x'')) (i\Delta_{-}(x', x'') i\Delta_{+}(x', x'') - \text{c.c.})
\]
\[
= \frac{\lambda^2}{6} \int a^4 a''^4 dy' dy'' a^{n4} \int (i\Delta_{-}(k_1, \eta, \eta') - i\Delta_{-}(k_1, \eta, \eta')) \times (i\Delta_{-}(k_2, \eta', \eta'') i\Delta_{-}(k_3, \eta'', \eta'') i\Delta_{-}([k_1 - k_2 - k_3], \eta', \eta'') - \text{c.c.})
\]
\[
= \frac{\lambda^2 H^2}{2^4 \times 27 \times (2\pi)^3} \int \int \int \int \int \frac{d^3 k_1 d^3 k_2 d^3 k_3}{(2\pi)^3} \theta(Ha'' - k_1) \theta(Ha'' - k_2) \theta(Ha'' - k_3) \times \frac{1}{k_1^2 k_2^2 k_3^2} \left( \frac{1}{k_1 k_2 k_3 |k_1 - k_2 - k_3|^3} + \frac{1}{k_1^2 k_2^2 |k_2 - k_3|^3} + \frac{1}{k_1^2 k_3^2 |k_1 - k_2 - k_3|^3} \right)
\]
(C.5)

Let us consider the first momentum integral. The step function containing three spatial momenta indicates some kind of orientation between them. The maximum contribution to this integral comes when we take in the upper limits $k_1$, $k_2$, $k_3 \sim Ha''$. The fourth step function then indicates the late time orientation $[k_1 - k_2 - k_3] \sim 1$, where the hatted quantities are the unit vectors along the spatial momenta. We may take lesser final values of $k_1$, $k_2$, $k_3$ in this integral, but it is easy to see that their contribution is less than that of the above. The other momentum integrals can be performed by redefining the dummy momentum variables.

Each of the integrals then yields the same contribution and we have
\[
\langle \phi^2(x) \rangle_{\lambda^2, sm} \mid_{\eta \gtrsim \eta' \gtrsim \eta''} = \frac{\lambda^2 H^2}{2^7 \times 135 \pi^6} \ln^5 a
\]
(C.6)

Let us now come to the other case, $\eta' \lesssim \eta''$, which we expect to be the same as above due to the symmetry of the diagram under the interchange of $x'$ and $x''$. Indeed, we have
\[
\langle \phi^2(x) \rangle_{\lambda^2, sm} \mid_{\eta \gtrsim \eta'' \gtrsim \eta'} = \frac{\lambda^2}{6} \int (a a''^4 a''')^4 d^4 x' d^4 x'' (i\Delta_{-}(x, x'') - i\Delta_{-}(x', x'')) (i\Delta_{+}(x', x'') i\Delta_{-}(x', x'') - \text{c.c.})
\]
\[
= \frac{\lambda^2}{6} \int a^4 a''^4 dy' dy'' a^{n4} \int (i\Delta_{+}(k_1, \eta, \eta'') - i\Delta_{+}(k_1, \eta, \eta'')) \times (i\Delta_{+}(k_2, \eta', \eta'') i\Delta_{+}(k_3, \eta'', \eta'') i\Delta_{-}([k_1 + k_2 + k_3], \eta', \eta'') - \text{c.c.})
\]
\[
= \frac{\lambda^2 H^2}{2^5 \times 27 \pi^3} \int \int \int \int \int \frac{d^3 k_1 d^3 k_2 d^3 k_3}{(2\pi)^3} \theta(Ha'' - k_1) \theta(Ha'' - k_2) \theta(Ha'' - k_3) \times \frac{1}{k_1^2 k_2^2 k_3^2} \left( \frac{1}{k_1 k_2 k_3 (k_1 - k_2 - k_3)^3} + \frac{1}{k_1^2 k_2^2 |k_2 - k_3|^3} + \frac{1}{k_1^2 k_3^2 (k_1 - k_2 - k_3)^3} \right)
\]
(C.7)

exactly the same as eq. (C.6). We have also used $i\Delta_{++}(x', x'') = i\Delta_{+-}(x', x'')$ in the above computation. The full expression for the two loop two point sunset correlator at late times is found by adding the above result with eq. (C.6),

$$\langle \phi^2(x) \rangle_{\lambda^2, ss} = \frac{\lambda^2 H^2}{2^6 \times 135 \pi^6} \ln^5 a$$  \hspace{1cm} (C.8)

Note that the above is dominant compared to the local part, which is $O(\ln^4 a)$, derived in section 4.3.

Finally, we wish to compute the non-1PI process, given by the third of figure 7,

$$\frac{-\lambda^2}{4} \int (a' a'')^4 d^4 x' d^4 x'' \left[ i\Delta_{+-}(x, x') i\Delta_{+-}(x, x'') i\Delta_{++}(x', x'') - i\Delta_{++}(x, x') i\Delta_{+-}(x, x'') i\Delta_{++}(x', x'') - i\Delta_{+-}(x, x') i\Delta_{+-}(x', x'') + i\Delta_{+-}(x, x') i\Delta_{++}(x, x'') i\Delta_{+-}(x', x'') \right] i\Delta(x, x') i\Delta(x'', x'')$$

For $\eta \gtrsim \eta' \gtrsim \eta''$, the above integral becomes,

$$\frac{-\lambda^2}{4} \int (a' a'')^4 d^4 x' d^4 x'' (i\Delta_{+-}(x, x') - i\Delta_{+-}(x, x'')) (i\Delta_{+-}(x, x'') - i\Delta_{+-}(x, x'')) - c.c. \right) i\Delta(x', x') i\Delta(x'', x'') \right)$$

$$= \frac{\lambda^2 H^2}{2^6 \times 135 \pi^6} \ln^5 a$$  \hspace{1cm} (C.9)

On the other hand for $\eta \gtrsim \eta'' \gtrsim \eta'$, eq. (C.9) gives the same expression as above

$$\frac{-\lambda^2}{4} \int (a' a'')^4 d^4 x' d^4 x'' (i\Delta_{+-}(x, x') - i\Delta_{+-}(x, x'')) (i\Delta_{+-}(x, x'') - i\Delta_{+-}(x, x'')) - c.c. \right) i\Delta(x', x') i\Delta(x'', x'')$$

$$= \frac{\lambda^2 H^2}{2^6 \times 135 \pi^6} \ln^5 a,$$  \hspace{1cm} (C.10)

as expected. Combining now eq. (C.4), eq. (C.8), eq. (C.10) and eq. (C.11) we obtain the full two loop expression at late times corresponding to the quartic sector,

$$\langle \phi^2(x) \rangle_{\lambda^2} = \frac{\lambda^2 H^2}{2^6 \times 45 \pi^6} \ln^5 a$$  \hspace{1cm} (C.12)

D One loop $O(\beta^2)$ non-local contribution to $\langle \phi^2(x) \rangle$

There are two diagrams which contribute to $\langle \phi^2 \rangle$ at $O(\beta^2)$, given by the fourth and fifth of figure 7. The local contribution for the fourth has been computed in section 4.2. We wish to compute below the non-local contribution for the same, as well as the contribution from the fifth diagram, which is entirely non-local.

The fourth diagram represent the loop integral eq. (4.8). As of the sunset diagram computed above, we shall break the above integral into two temporal higherarhies: $\eta \gtrsim \eta' \gtrsim \eta''$ and $\eta \gtrsim \eta'' \gtrsim \eta'$. For the first, eq. (4.8) becomes,

$$\langle \phi^2(x) \rangle_{\beta^2} \bigg|_{\eta \gtrsim \eta' \gtrsim \eta''} = \frac{-\beta^2}{2} \int (a' a'')^4 d^4 x' d^4 x'' (i\Delta_{+-}(x, x') - i\Delta_{+-}(x, x'')) (i\Delta_{+-}(x, x'') - i\Delta_{+-}(x', x'')) - c.c. \right)$$

$$= \frac{\beta^2}{2^6 \times 3 \pi^4} \int \frac{da'}{a'} \int \frac{da''}{a''} \ln^2 a'' = \frac{\beta^2}{2^6 \times 9 \pi^4} \ln^4 a$$  \hspace{1cm} (D.1)
Likewise for $\eta \gtrsim \eta'' \gtrsim \eta'$, we have

$$
\langle \phi^2(x) \rangle_{\beta^2} \big|_{\eta \gtrsim \eta'' \gtrsim \eta'} = -\frac{\beta^2}{2} \int (a''a''')^4 d^4 x' d^4 x'' (i\Delta_{++}(x, x') - i\Delta_{--}(x', x'')) (i\Delta_{+-}(x, x') i\Delta_{++}^2(x', x'') - \text{c.c.)}
$$

$$
= \frac{\beta^2}{2^5 \times 3\pi} \int_1^\infty \frac{da''}{a''} \int_1^{\infty} \frac{da'}{a'} \ln^2 a' = \frac{\beta^2}{2^5 \times 9\pi^4} \ln^4 a
$$

which is the same as eq. (D.1), as expected from the symmetry of the diagram. Combining the above with eq. (D.1), we have

$$
\langle \phi^2(x) \rangle = \frac{\beta^2}{2^5 \times 9\pi^4} \ln^4 a
$$

Note that as of the sunset diagram, the above non-local contribution is also dominant compared to the local contribution, derived in section 4.2.

Let us now compute the tadpole contribution to the two point function i.e., the fifth of figure 7. This cannot have any local contribution, as has been discussed in the main body of the paper. The corresponding integral becomes

$$
-\frac{\beta^2}{2} \int (a''a''')^4 d^4 x' d^4 x'' \left[ i\Delta_{++}^2(x, x') (i\Delta_{++}(x', x'') - i\Delta_{--}(x', x'')) - i\Delta_{+-}(x, x') (i\Delta_{++}(x', x'') - i\Delta_{--}(x', x'')) \right] i\Delta(x'', x'),
$$

which is non-vanishing only for $\eta \gtrsim \eta' \gtrsim \eta''$. Thus the above integral becomes

$$
-\frac{\beta^2}{2} \int (a''a''')^4 d^4 x' d^4 x'' (i\Delta_{+-}(x', x'') - i\Delta_{--}(x', x'')) (i\Delta_{++}^2(x', x') - i\Delta_{+-}^2(x, x')) i\Delta(x'', x')
$$

$$
= \frac{\beta^2}{2^5 \times 9\pi^4} \ln^4 a
$$

Combining the above with eq. (D.3), we find the one loop two point correlator for the cubic sector,

$$
\langle \phi^2(x) \rangle_{\beta^2} = \frac{\beta^2}{2^5 \times 9\pi^4} \ln^4 a
$$

E Two loop $\mathcal{O}(\lambda \beta^2)$ non-local contribution to $\langle \phi^2(x) \rangle$

There are total eight diagrams associated with the $\mathcal{O}(\lambda \beta^2)$ correction to the two point correlator, as shown in figure 8. The first of figure 8 is given by eq. (4.23), whose local part has been computed in section 4.4. We now wish to compute its non-local contribution below, using the IR effective tool outlined in appendix B.

Keeping in mind $\eta \gtrsim \eta', \eta'', \eta'''$, let us check for the six possible temporal hierarchies in eq. (4.23),

$$
\eta''' \gtrsim \eta' \gtrsim \eta'', \quad \eta''' \gtrsim \eta' \gtrsim \eta'', \quad \eta'' \gtrsim \eta'' \gtrsim \eta', \quad \eta'' \gtrsim \eta'' \gtrsim \eta', \quad \eta' \gtrsim \eta''' \gtrsim \eta'', \quad \eta' \gtrsim \eta''' \gtrsim \eta''
$$

(E.1)
It is easy to see using eq. (B.7) that the contribution from the last four hierarchies vanish, leaving us only the first two to deal with. For \( \eta'' \gtrsim \eta' \gtrsim \eta'' \), the above integral becomes

\[
\frac{i\lambda^2}{4} \int (a' a'' a''' a''')^4 d^4x d^4x' d^4x'' d^4x'''
\times \left[ i \int (\frac{k_1 \cdot k_2}{\lambda^2} \eta'' (\eta'' + i) - \frac{k_2 \cdot k_3}{\lambda^2} \eta' (\eta' + i) - i \int (k_2 + k_3) \eta'' (\eta'' + i) \right]
\]

\[
= \frac{i\lambda^2}{4} \int (a' a'' a''' a''')^4 d^4x d^4x' d^4x'' d^4x'''
\times \left[ i \int (\frac{k_1 \cdot k_2}{\lambda^2} \eta'' (\eta'' + i) - \frac{k_2 \cdot k_3}{\lambda^2} \eta' (\eta' + i) - i \int (k_2 + k_3) \eta'' (\eta'' + i) \right]
\]

\[
= - \frac{\lambda^2}{2^7 \times 9 \pi^6} \int_0^a \frac{da''}{a''} \int_0^{a''} \frac{da'''}{a'''} \int_0^{a'''} \frac{da'''}{a'''} \ln^2 a'' = - \frac{\lambda^2}{2^7 \times 9 \pi^6} \frac{\ln^6 a}{72},
\]

(E.2)

For \( \eta'' \gtrsim \eta' \gtrsim \eta'' \), eq. (4.23) becomes,

\[
\frac{i\lambda^2}{4} \int (a' a'' a''' a''')^4 d^4x d^4x' d^4x'' d^4x'''
\times \left[ i \int (\frac{k_1 \cdot k_2}{\lambda^2} \eta'' (\eta'' + i) - \frac{k_2 \cdot k_3}{\lambda^2} \eta' (\eta' + i) - i \int (k_2 + k_3) \eta'' (\eta'' + i) \right]
\]

\[
= \frac{i\lambda^2}{4} \int (a' a'' a''' a''')^4 d^4x d^4x' d^4x'' d^4x'''
\times \left[ i \int (\frac{k_1 \cdot k_2}{\lambda^2} \eta'' (\eta'' + i) - \frac{k_2 \cdot k_3}{\lambda^2} \eta' (\eta' + i) - i \int (k_2 + k_3) \eta'' (\eta'' + i) \right]
\]

\[
= - \frac{\lambda^2}{2^7 \times 9 \pi^6} \int_0^a \frac{da''}{a''} \int_0^{a''} \frac{da'''}{a'''} \int_0^{a'''} \frac{da'''}{a'''} \ln^2 a'' = - \frac{\lambda^2}{2^7 \times 9 \pi^6} \frac{\ln^6 a}{72},
\]

(E.3)

which is exactly the same as eq. (E.2), expected from the symmetry of the diagram (first of figure 8). The full expression is obtained by combining these two results,

\[
- \frac{\lambda^2}{2^7 \times 9 \pi^6} \frac{\ln^6 a}{36},
\]

(E.4)

Let us next consider the second diagram of figure 8, which reads

\[
\frac{i\lambda^2}{4} \int (a' a'' a''' a''')^4 d^4x d^4x' d^4x'' d^4x'''
\left[ \left\{ i \int \Delta_{++} (x, x') \right\} \left\{ i \int \Delta_{++} (x, x'') \right\} \left\{ i \int \Delta_{++} (x', x''') \right\} \left\{ i \int \Delta_{++} (x'', x''') \right\} \right]
\]

\[
= \frac{i\lambda^2}{4} \int (a' a'' a''' a''')^4 d^4x d^4x' d^4x'' d^4x'''
\left[ \left\{ i \int \Delta_{++} (k_1, \eta''', \eta'') \right\} \left\{ i \int \Delta_{++} (k_2, \eta', \eta''') \right\} \left\{ i \int \Delta_{++} (k_3, \eta'', \eta''') \right\} \left\{ i \int \Delta_{++} (k_4, \eta'', \eta''') \right\} \right]
\}

\[
= \frac{i\lambda^2}{4} \int (a' a'' a''' a''')^4 d^4x d^4x' d^4x'' d^4x'''
\left[ \left\{ i \int \Delta_{++} (k_1, \eta''', \eta'') \right\} \left\{ i \int \Delta_{++} (k_2, \eta', \eta''') \right\} \left\{ i \int \Delta_{++} (k_3, \eta'', \eta''') \right\} \left\{ i \int \Delta_{++} (k_4, \eta'', \eta''') \right\} \right]
\]

\[
= - \frac{\lambda^2}{2^7 \times 9 \pi^6} \int_0^a \frac{da''}{a''} \int_0^{a''} \frac{da'''}{a'''} \int_0^{a'''} \frac{da'''}{a'''} \ln^2 a'' = - \frac{\lambda^2}{2^7 \times 9 \pi^6} \frac{\ln^6 a}{72},
\]
For \( \eta'' \gtrsim \eta'' \gtrsim \eta'' \), the above integral becomes,

\[
\frac{i\lambda^2}{4} \int (a' d' a'')^4 d\eta' d\eta'' d\eta'' d\eta'' \frac{d^2 k_1 d^2 k_2 d^2 k_3}{(2\pi)^9} i\Delta(k_3, \eta'', \eta''')
\]

\[
\times \left[ \left\{ i\Delta_{++}(k_1, \eta, \eta')(i\Delta_{++}(k_1, \eta, \eta'')i\Delta_{++}(k_2, \eta', \eta'') - \text{c.c.}) \right\} - \text{c.c.} \right] - \text{c.c.}
\]

\[
= - \frac{\lambda^2}{27\pi^6} \int_0^1 \frac{d a'}{a'} \int_0^1 \frac{d a''}{a''} \ln a'' \int_0^a \frac{d a'}{a'} \ln a' = - \frac{\lambda^2}{27\pi^6} \frac{\ln^6 a}{60}
\]

Combining the above with eq. (E.6), we find the total contribution,

\[
-2 \frac{\lambda^2}{27\pi^6} \frac{\ln^6 a}{60} - 2 \frac{\lambda^2}{27\pi^6} \frac{\ln^6 a}{60} = - \frac{\lambda^2}{27\pi^6} \frac{7\ln^6 a}{270}
\]  

Let us now compute the third process of figure 8. It equals,

\[
\frac{i\lambda^2}{4} \int (a' d' a'')^4 d^4 x' d^4 a' \left[ i\Delta_{++}(x', \eta'')i\Delta_{++}(x'', \eta'')i\Delta_{++}(x''', \eta''') \right]
\]

\[
+ i\Delta_{++}(x', \eta'')i\Delta_{++}(x'', \eta'')i\Delta_{++}(x''', \eta''')i\Delta_{++}(x''''', \eta''''')
\]

\[
+ i\Delta_{++}(x', \eta'')i\Delta_{++}(x'', \eta'')i\Delta_{++}(x''', \eta''')i\Delta_{++}(x''''', \eta''''')i\Delta_{++}(x''''', \eta''''')
\]

\[
= - \frac{\lambda^2}{27\pi^6} \int_0^1 \frac{d a'}{a'} \int_0^1 \frac{d a''}{a''} \ln a'' \int_0^a \frac{d a'}{a'} \ln a' = - \frac{\lambda^2}{27\pi^6} \frac{\ln^6 a}{72}
\]
Let us now come to the fourth process of figure 8, which equals,

\[
\begin{align*}
\frac{i\lambda^2}{4} & \int (a'' a''') a d^4 x d^4 x' d^4 x'' d^4 x''' \left[ i\Delta_{++}(x, x') i\Delta_{++}(x', x'') i\Delta_{++}(x'', x''') \right] \\
& \times i\Delta_{++}(x, x') i\Delta_{++}(x', x'') + i\Delta_{++}(x', x'') i\Delta_{++}(x'', x''') + i\Delta_{++}(x', x'') i\Delta_{++}(x'', x''') \\
& + i\Delta_{++}(x', x'') i\Delta_{++}(x'', x''') - c.c. \right] \times i\Delta(x'', x''') \\
& \text{(E.10)}
\end{align*}
\]

The only non-vanishing contribution comes from \(\eta' \gtrsim \eta'' \gtrsim \eta'''\), yielding

\[
\begin{align*}
\frac{i\lambda^2}{4} & \int (a'' a''') a d^4 x d^4 x' d^4 x'' d^4 x''' \left[ i\Delta_{++}(x, x') i\Delta_{++}(x', x'') i\Delta_{++}(x'', x''') \right] \\
& \times (i\Delta_{++}(x, x') + i\Delta_{--}(x, x')) (i\Delta_{++}(x'', x''') + i\Delta_{--}(x'', x''')) \\
& \times (i\Delta_{++}(x', x'') + i\Delta_{--}(x', x'')) (i\Delta_{++}(x'', x''') - i\Delta_{--}(x'', x''')) \\
& \times (i\Delta_{++}(x', x'') - i\Delta_{--}(x', x'')) (i\Delta_{++}(x'', x''') - i\Delta_{--}(x'', x''')) \\
& = \frac{-\lambda^2}{2^6 \times 27\pi^6} \int_a^a \frac{d\alpha'}{\alpha'} \ln \alpha' \int_a^a \frac{d\alpha''}{\alpha''} \ln \alpha'' \int_a^a \frac{d\alpha'''}{\alpha'''} \ln \alpha''' = -\frac{\lambda^2}{2^7 \times 9\pi^6} \frac{\ln^6 a}{108} \\
& \text{(E.11)}
\end{align*}
\]

The fifth process of figure 8 yields,

\[
\begin{align*}
\frac{i\lambda^2}{4} & \int (a'' a''') a d^4 x d^4 x' d^4 x'' d^4 x''' \left[ i\Delta_{++}(x, x') i\Delta_{++}(x', x'') i\Delta_{++}(x'', x''') \right] \\
& \times (i\Delta_{++}(x, x') + i\Delta_{--}(x, x')) (i\Delta_{++}(x'', x''') + i\Delta_{--}(x'', x''')) \\
& \times (i\Delta_{++}(x', x'') + i\Delta_{--}(x', x'')) (i\Delta_{++}(x'', x''') - i\Delta_{--}(x'', x''')) \\
& \times (i\Delta_{++}(x', x'') - i\Delta_{--}(x', x'')) (i\Delta_{++}(x'', x''') - i\Delta_{--}(x'', x''')) \\
& = \frac{-\lambda^2}{2^7 \times 27\pi^6} \int_a^a \frac{d\alpha'}{\alpha'} \ln \alpha' \int_a^a \frac{d\alpha''}{\alpha''} \ln \alpha'' \int_a^a \frac{d\alpha'''}{\alpha'''} \ln \alpha''' = -\frac{\lambda^2}{2^7 \times 9\pi^6} \frac{\ln^6 a}{144} \\
& \text{(E.12)}
\end{align*}
\]

The only non-vanishing contribution comes from \(\eta' \gtrsim \eta'' \gtrsim \eta'''\),

\[
\begin{align*}
\frac{i\lambda^2}{4} & \int (a'' a''') a d^4 x d^4 x' d^4 x'' d^4 x''' \left[ i\Delta_{++}(x, x') i\Delta_{++}(x', x'') i\Delta_{++}(x'', x''') \right] \\
& \times (i\Delta_{++}(x, x') + i\Delta_{--}(x, x')) (i\Delta_{++}(x'', x''') + i\Delta_{--}(x'', x''')) \\
& \times (i\Delta_{++}(x', x'') + i\Delta_{--}(x', x'')) (i\Delta_{++}(x'', x''') - i\Delta_{--}(x'', x''')) \\
& \times (i\Delta_{++}(x', x'') - i\Delta_{--}(x', x'')) (i\Delta_{++}(x'', x''') - i\Delta_{--}(x'', x''')) \\
& = \frac{-\lambda^2}{2^7 \times 27\pi^6} \int_a^a \frac{d\alpha'}{\alpha'} \ln \alpha' \int_a^a \frac{d\alpha''}{\alpha''} \ln \alpha'' \int_a^a \frac{d\alpha'''}{\alpha'''} \ln \alpha''' = -\frac{\lambda^2}{2^7 \times 9\pi^6} \frac{\ln^6 a}{144} \\
& \text{(E.13)}
\end{align*}
\]
The sixth process of figure 8 reads,
\[
\frac{i\lambda\beta^2}{4} \int (a' a'' a''')^4 d^4x' d^4x'' d^4x''' i\Delta(x'', x''')
\]
\[
\times \left[ i\Delta_{-+}(x, x') i\Delta_{++}(x, x''') i\Delta^2_{++}(x', x'') i\Delta^2_{+-}(x', x''') i\Delta_{-+}(x'', x''') + i\Delta_{+-}(x, x') i\Delta_{++}(x, x''') i\Delta^2_{+-}(x', x'') i\Delta_{-+}(x'', x''') + i\Delta_{+-}(x, x') i\Delta_{--}(x, x''') i\Delta^2_{--}(x', x'') i\Delta^2_{+-}(x', x''') i\Delta_{-+}(x'', x''') \right]
\]
 \(E.14\)

There are four hierarchies which contribute to the above integral, \(\eta' \gtrsim \eta'' \gtrsim \eta''', \eta' \gtrsim \eta'' \gtrsim \eta''', \eta''' \gtrsim \eta'' \gtrsim \eta'\) and \(\eta'' \gtrsim \eta' \gtrsim \eta''\). For the first, the above integral becomes,
\[
\frac{i\lambda\beta^2}{4} \int (a' a'' a''')^4 d^4x' d^4x'' d^4x''' i\Delta(x'', x''')(i\Delta_{-+}(x, x') - i\Delta_{+-}(x, x'))(i\Delta_{--}(x', x'') + i\Delta_{--}(x', x''')) - i\Delta_{--}(x', x''')) - c.c.
\]
 \(E.15\)

For \(\eta' \gtrsim \eta'' \gtrsim \eta'\), \(\eta''' \gtrsim \eta'' \gtrsim \eta'\), and \(\eta'' \gtrsim \eta' \gtrsim \eta''\), the contributions equal
\[
- \frac{\lambda\beta^2}{25 \times 27^6} \frac{\ln^6 a}{28 \times 9\pi^6} \cdot \frac{90}{72}, \quad - \frac{\lambda\beta^2}{25 \times 27^6} \frac{\ln^6 a}{28 \times 9\pi^6} \cdot \frac{72}{72}
\]
 \(E.16\)

Combining the above with eq. \(E.15\), we have the total contribution for this process,
\[
- \frac{\lambda\beta^2}{27^7 \pi^6} \frac{37 \ln^6 a}{1080}
\]
 \(E.17\)

The seventh process of figure 8 is given by
\[
\frac{i\lambda\beta^2}{6} \int (a' a'' a''')^4 d^4x' d^4x'' d^4x''' d^4x''''
\]
\[
\times \left[ i\Delta^2_{--}(x, x') i\Delta_{++}(x', x'') i\Delta^3_{++}(x'', x''') + i\Delta^2_{++}(x, x') i\Delta_{++}(x, x''') i\Delta^3_{++}(x', x'') i\Delta_{--}(x'', x''') + i\Delta^2_{++}(x, x') i\Delta_{--}(x, x''') i\Delta^3_{--}(x', x'') i\Delta_{--}(x', x''') i\Delta_{--}(x'', x''') \right]
\]
 \(E.18\)

The only non-vanishing contribution comes from \(\eta' \gtrsim \eta'' \gtrsim \eta''\), giving
\[
\frac{i\lambda\beta^2}{6} \int (a' a'' a''')^4 d^4x' d^4x'' d^4x''' d^4x''''
\]
\[
\times \left[ (i\Delta_{++}(0, \eta', \eta'') - i\Delta_{--}(0, \eta', \eta''))(i\Delta_{++}(k_1, \eta, \eta') - i\Delta_{--}(k_1, \eta, \eta')) \right]
\]
\( \times (i\Delta_+ (k_1, \eta, \eta') + i\Delta_- (k_1, \eta, \eta')) (i\Delta_+ (k_2, \eta'', \eta'') - i\Delta_- (k_2, \eta'', \eta'')) \)
\( \times (i\Delta_+ (k_3, \eta'', \eta'') i\Delta_+ (\vec{k}_2 + \vec{k}_3, \eta', \eta'') + i\Delta_- (k_3, \eta'', \eta'') i\Delta_+ (\vec{k}_2 + \vec{k}_3, \eta', \eta'') \)
+ \( i\Delta_- (k_3, \eta'', \eta'') i\Delta_- (\vec{k}_2 + \vec{k}_3, \eta', \eta'') \) \]
\[ = - \frac{\lambda \beta^2}{2^6 \times 27 \pi^6} \int_1^a \frac{da'}{a'} \ln a' \int_1^{a'} \frac{da''}{a''} \int_1^{a''} \frac{da'''}{a'''} \ln a''' = - \frac{\lambda \beta^2}{2^7 \times 9 \pi^6} \frac{\ln^6 a}{108} \quad (E.19) \]

Finally, the last process gives,
\[ \int (a' a'' a''') d^4 x' d^4 x'' d^4 x''' i\Delta (x', x'') i\Delta (x'', x''') \]
\[ \times (i\Delta_+ (x, x') + i\Delta_- (x, x')) (i\Delta_+ (x', x'') - i\Delta_- (x', x'')) (i\Delta_- (x', x''') - i\Delta_+ (x', x'''')) \]
\[ = - \frac{\lambda \beta^2}{2^6 \times 27 \pi^6} \int_1^a \frac{da'}{a'} \ln a' \int_1^{a'} \frac{da''}{a''} \int_1^{a''} \frac{da'''}{a'''} \ln a''' = - \frac{\lambda \beta^2}{2^7 \times 9 \pi^6} \frac{\ln^6 a}{48} \quad (E.20) \]

whereas for the second we get exactly the same answer as above. Thus the total contribution for the last diagram of figure 8 reads,
\[ \frac{\lambda \beta^2}{2^7 \times 9 \pi^6} \frac{\ln^6 a}{144} \quad (E.22) \]

Combining now eq. (E.4), eq. (E.7), eq. (E.9), eq. (E.11), eq. (E.13), eq. (E.17), eq. (E.19), eq. (E.21), we find the \( O(\lambda \beta^2) \) correction to the two point correlator at late times for a massless minimal scalar field,
\[ \langle \phi^2 \rangle_{\lambda \beta^2} = - \frac{\lambda \beta^2}{2^{10} \times 9 \pi^6} \frac{29 \ln^6 a}{27} \quad (E.23) \]
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