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Abstract—As neural networks become more integrated into the systems that we depend on for transportation, medicine, and security, it becomes increasingly important that we develop methods to analyze their behavior to ensure that they are safe to use within these contexts. The methods used in this paper seek to certify safety for closed-loop systems with neural network controllers, i.e., neural feedback loops, using backward reachability analysis. Namely, we calculate backprojection (BP) set over-approximations (BPOAs), i.e., sets of states that lead to a given target set that bounds dangerous regions of the state space. The system's safety can then be certified by checking its current state against the BPOAs. While over-approximating BPs is significantly faster than calculating exact BP sets, solving the relaxed problem leads to conservativeness. To combat conservativeness, partitioning strategies can be used to split the problem into a set of sub-problems, each less conservative than the unpartitioned problem. We introduce a hybrid partitioning method that uses both target set partitioning (TSP) and backreachable set partitioning (BRSP) to overcome a lower bound on estimation error that is present when using BRSP. Numerical results demonstrate a near order-of-magnitude reduction in estimation error compared to BRSP or TSP given the same computation time.

I. INTRODUCTION

Neural networks (NNs) are important tools for robotic systems due to their ability to capture complex relationships between different signals. Increasingly sophisticated training methods and architectures have broadened the range of applications to which NNs can be applied, even expanding their use to safety-critical applications such as autonomous driving [1] and aircraft collision avoidance [2]. While these NNs can be empirically demonstrated as safe in nominal scenarios, there remains a need to provide formal statements about their safety before they can be applied to safety-critical applications where adversarial examples and attacks [3] can cause dangerous situations.

To this end, numerous tools [4]–[7] have been developed to conduct open-loop NN analysis allowing users to certify properties about NNs in isolation. For neural feedback loops (NFLs), which are closed-loop systems with NN control policies, analysis is typically taken one step further by analyzing the entire closed-loop system using reachability analysis [8]–[13]. Reachability analysis of NFLs can generally be split into two groups: Forward reachability analysis [8]–[11] determines the set of states the system could reach given a set of possible initial states. Conversely, backward reachability analysis [10]–[13], considered in this paper, determines the set of possible previous states, referred to as backprojection (BP) sets, given a set of final states, called the target set. An example of using backward reachability analysis to certify safety in an obstacle avoidance scenario with a ground vehicle and two obstacles is shown in Fig. 1.

Due to the computational expense associated with calculating exact BP sets, previous work by the authors [13] introduced a technique to calculate BP set over-approximations (BPOAs) to capture all states that reach the target set. The calculation of BPOAs is dependent on NN relaxation techniques such as [4] that can efficiently find outer bounds on a NN’s output. While efficient, relaxing the NN in this way inherently introduces some conservativeness because the relaxation bounds a potentially highly-nonlinear NN with lower-order, e.g., linear or quadratic, bounds. To combat conservativeness, previous work [14]–[18] investigated partitioning strategies that split up the verification problem, thus reducing conservativeness because relaxations are applied over a smaller domain.

Ref. [18] investigated backreachable set partitioning (BRSP) wherein the set of all possible previous states, i.e., the backreachable (BR) set, is partitioned to get a set of tightened NN relaxations that can be used to calculate BPOAs. However, it was shown that this technique led to a lower bound on the approximation error that could not be improved by more BRSP. This work introduces the concept of target set partitioning (TSP), and develops HyBReach-LP*: a hybrid partitioning algorithm employing both BRSP and TSP to reduce approximation error by an order of

Fig. 1: Backward reachability strategy for collision avoidance. The backprojection set estimates (blue) define the set of states that will cause the system to collide with the target sets (red) within a 2 second time horizon.
magnitude when compared with [18] and overcome the error bound. In summary, the contributions of this work include the development of HyBReach-LP+, a hybrid partitioning strategy for backward reachability analysis. Specifically, we combine ideas from [18] with partitioning concepts from forward reachability to overcome a performance limitation of prior methods. Finally, we showcase numerical results demonstrating a near-order-of-magnitude improvement in approximation error from previous techniques given the same computation time.

II. PRELIMINARIES

A. NFL System Dynamics

We consider the dynamics given by the linear time-invariant system

\[ x_{t+1} = Ax_t + Bu_t + c \triangleq f(x_t, u_t) \]  \hspace{1cm} (1)

where \( x_t \in \mathbb{R}^{n_x} \) is the system’s state, \( u_t \in \mathbb{R}^{n_u} \) is the input, \( A \in \mathbb{R}^{n_x \times n_x} \) and \( B \in \mathbb{R}^{n_x \times n_u} \) are known system matrices, and \( c \in \mathbb{R}^{n_x} \) is a constant known exogenous input. We also assume \( x_0 \in \mathcal{X} \) and \( u_0 \in \mathcal{U} \) where \( \mathcal{X} \) and \( \mathcal{U} \) are convex sets defining the operating region of the state space and the control limits, respectively. We can then write the closed-loop NFL formally as

\[ x_{t+1} = Ax_t + B\pi(x_t) + c \triangleq p(x_t; \pi) \]  \hspace{1cm} (2)

where \( \pi(\cdot) \) is a state-feedback control policy comprised of a feedforward NN as discussed in the following section. Notice that \( p \) is explicitly only a function of \( x_t \) with an implicit dependence on the state feedback from \( \pi \).

B. Control Policy Structure

Denote a feedforward NN with \( K \) hidden layers as \( \pi(\cdot) \) where each layer \( k \in [K + 1] \) has \( n_k \) neurons with the notation \( [j] \) representing the set \( \{0, 1, \ldots, j\} \). We introduce the \( k^{th} \) layer’s weight matrix \( W^{(k)} \in \mathbb{R}^{n_{k+1} \times n_k} \), bias vector \( b^{(k)} \in \mathbb{R}^{n_{k+1}} \), and coordinate-wise activation function \( \sigma^{(k)}(\cdot) : \mathbb{R}^{n_{k+1}} \rightarrow \mathbb{R}^{n_{k+1}} \). The activation functions can be any combination of tanh, sigmoid, ReLU (i.e., \( \sigma(z) = \max(0, z) \)) and others considered by [4]. Given an input \( x \in \mathbb{R}^{n_x} \), the output of the NN, i.e., \( \pi(x) \) is calculated using

\[ x^{(0)} = x \]

\[ x^{(k+1)} = \sigma^{(k)}(W^{(k)}x^{(k)} + b^{(k)}), \forall k \in [K - 1] \]

\[ \pi(x) = W^{(K)}x^{(K)} + b^{(K)} \]

C. Neural Network Robustness Verification

A key step in efficiently conducting reachability analysis for an NFL (2) is to relax the nonlinearities introduced by the NN’s activation functions. Thus, denoting \( B(a, b) \) as the hyper-rectangular set \( \{x : a \leq x \leq b\} \), where \( a, b \in \mathbb{R}^{n_x} \) and \( a < b \), we use the following theorem to obtain affine bounds on the NN output.

**Theorem 2.1** ([4], Convex Relaxation of NN): Given an \( m \)-layer neural network control policy \( \pi : \mathbb{R}^{n_x} \rightarrow \mathbb{R}^{n_u} \) and a hyper-rectangular region \( B(a, b) \), there exist two explicit functions \( \pi^L_j : \mathbb{R}^{n_x} \rightarrow \mathbb{R} \) and \( \pi^U_j : \mathbb{R}^{n_x} \rightarrow \mathbb{R} \) such that \( \forall j \in [m] \), \( \forall x \in B(a, b) \), the inequality \( \pi^L_j(x) \leq \pi_j(x) \leq \pi^U_j(x) \) holds true, where

\[ \pi^L_j(x) = \Psi_j, x + \alpha_j, \quad \pi^U_j(x) = \Phi_j, x + \beta_j, \]

where \( \Psi, \Phi \in \mathbb{R}^{n_x \times n_x} \) and \( \alpha, \beta \in \mathbb{R}^{n_x} \) are defined recursively using NN weights, biases, and activations (e.g., ReLU, sigmoid, tanh), as detailed in [4].

D. Backprojection Sets & Time Notation

The goal of this work is to over-approximate the set of states that reach a given target set \( \mathcal{X}_T \) within \( \tau \) timesteps, i.e., the BP sets for \( t \in \mathcal{T} = \{-\tau, -\tau + 1, \ldots, -1\} \). The first BP set can be written formally as

\[ \mathcal{P}_{-1}(\mathcal{X}_T) = \{x | p(x; \pi) \in \mathcal{X}_T\} \]  \hspace{1cm} (3)

More generally, we can define the BP set at time \( t \) as

\[ \mathcal{P}_t(\mathcal{X}_T) = \{x | p^{\tau-t}(x; \pi) \in \mathcal{X}_T\} \]  \hspace{1cm} (4)

where \( t < 0 \) and the notation \( p^n \) represents the \( n^{th} \) iterate of \( p \), i.e., \( p^{n+1} = p \circ p^n \). From here we will omit the argument \( \mathcal{X}_T \), i.e., simply writing \( \mathcal{P}_t \), unless necessary for clarity.

A visual explanation of the time-indexing convention is given in Fig. 2. Notice that the values of \( t \) are negative, so increasing \( t \) represents the system’s progression towards the target set. For brevity of future discussion, when we consider a set at time \( t \), the sets further into the time horizon (i.e., \( \mathcal{P}_{t-1}, \ldots, \mathcal{P}_{-\tau} \)) are referred to as downstream, while those that are fewer steps from \( \mathcal{X}_T \) (i.e., \( \mathcal{P}_{t+1}, \ldots, \mathcal{P}_{-1} \)) are referred to as upstream.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{time_indexing.png}
\caption{Convention for time-indexing of sets.}
\end{figure}

E. Backreachable Sets & BPOAs

To use forward NN analysis tools such as [4], Theorem 2.1 requires that there must be a region over which the NN bounds can be calculated. Thus, the procedure to calculate a BPOA introduced in [13] is to first find the set of all possible previous states \( \mathcal{R}_t \), relax the NN within \( \mathcal{R}_t \) to obtain the bounds \( \pi^L_j(x_t) \) and \( \pi^U_j(x_t) \), and use the bounds to calculate the BPOA \( \mathcal{P}_t \). We therefore first define the set of all possible previous states, i.e., the BR set, as

\[ \mathcal{R}_t(\mathcal{P}_{t+1}) = \{x | \exists u \in \mathcal{U} \text{ s.t. } f(x, u) \in \mathcal{P}_{t+1}\}, \]  \hspace{1cm} (5)

where \( \mathcal{P}_0 \overset{\text{def}}{=} \mathcal{X}_T \). Finally, to provide an over-approximation of the BP set defined in (3) a one-step BPOA can be defined using the NN relaxations from Theorem 2.1, i.e.,

\[ \mathcal{P}_{-1} = \{x | \exists u \in [\pi^L(x), \pi^U(x)] \text{ s.t. } f(x, u) \in \mathcal{X}_T\}, \]  \hspace{1cm} (6)
Fig. 3: Source of conservativeness that cannot be fixed with BRSP. To calculate $\bar{P}_{-2}$, LPs require that the system reach $\mathcal{X}_T$ by traveling through $\bar{P}_{-1}$ and satisfying a NN relaxation valid over all of $\bar{P}_{-1}$. Thus, regardless of how well BRSP approximates $\pi_t$, any state in $\bar{P}_{-2}$ that reaches $x_{-1}$ can reach $\mathcal{X}_T$ given the upstream relaxation over $\bar{P}_{-1}$, leading to conservativeness in $\bar{P}_{-2}$.

We will describe the formation of $\bar{P}_t$ (i.e., the BPOA at time $t$) more precisely in §III, but for now we point out that $\bar{P}_t$ must lead to states that successively pass through the upstream BPOAs while satisfying the NN relaxations at each step and terminate in $\mathcal{X}_T$, i.e.,

$$\bar{P}_t \triangleq \left\{ \begin{array}{l} \exists x_1 \in \{ \pi_t^L(x_1), \pi_t^U(x_1) \} \text{ s.t.} \\ f(x_t, u_t) = x_{t+1} \in \bar{P}_{t+1} \\ \vdots \\ \exists u_{-1} \in \{ \pi_{-1}^L(x_{-1}), \pi_{-1}^U(x_{-1}) \} \text{ s.t.} \\ f(x_{-1}, u_{-1}) \in \mathcal{X}_T \end{array} \right\} . \tag{7}$$

F. Backreachable Set Partitioning

To reduce conservativeness in $\bar{P}_t$, [18] investigated the strategy of backreachable set partitioning (BRSP) wherein $\bar{R}_t$ is split into a set of partitions $\mathcal{S}$ and $\pi$ is relaxed over these smaller partitions to get relatively tight bounds for each BR set partition $s_j \in \mathcal{S}$, i.e., $\pi_t^L(x)$ and $\pi_t^U(x)$. While this enabled efficient computation of BPOAs with reduced conservativeness, Fig. 3 illustrates a limitation of this strategy. When $\bar{P}_{-1}$ is calculated, BRSP is used to generate tightened bounds on the NN. However, when calculating $\bar{P}_{-2}$ with linear programs (LPs), the partition-specific bounds originally calculated for time $t = -1$ must be replaced with bounds that are valid for $\bar{P}_{-1}$ in its entirety. This idea extends to all $\bar{P}_t$: BRSP provides tightened bounds for the current BPOA, but cannot reduce conservativeness associated with the relaxations of the upstream BPOAs. The issue highlighted in Fig. 3 shows that to reduce conservativeness beyond what is possible using BRSP, the relaxations associated with the upstream BPOAs must be improved.

III. APPROACH

From §II-F, it is apparent that one way of improving the performance of [18] is by finding a way to maintain the tightened bounds calculated at time $t$ for the calculation of the downstream BPOAs. With this in mind, this section first introduces target set partitioning (TSP) and contrasts it with BRSP. Specifically, we explain how BRSP provides tightened NN relaxations for time $t$ while TSP allows the relaxations of the upstream BPOAs to remain tightened. Finally, we improve [18] by leveraging TSP, resulting in HyBRReach-LP*, an algorithm for calculating BPOAs using a hybrid-partitioning strategy.

A. BRSP, TSP, & Hybrid Partitioning

A comparison of BRSP and TSP is shown in Fig. 4. As explained in §II-F and depicted in Fig. 4a, BRSP is designed to directly obtain a tighter NN relaxation for time $t$ by splitting $\bar{R}_t$. Conversely, TSP, shown in Fig. 4b, splits $\mathcal{X}_T$ into smaller parts, each of which can be individually analyzed. While TSP can reduce conservativeness because the BR sets of the target set partitions are smaller than that of the original target set (thus leading to a tighter relaxation than no partitioning at all), the BR sets can still be large, leading to a loose NN relaxation and a poor result. However, TSP offers a potential advantage because it ultimately has to bound a subset of the true BP set (the BP corresponding to a particular region of $\mathcal{X}_T$), meaning that the BPOA can be smaller at each step, thereby allowing upstream NN relaxations to be tighter. Thus, while BRSP was originally chosen over TSP in [13] because of its direct relationship with the NN relaxation, TSP unlocks the possibility for the tightened...
relaxations to be preserved over the time horizon. This leads us to the conclusion that a hybrid partitioning approach, shown in Fig. 4c, can be used to reduce conservativeness. The key idea is that BRSP is used at each timestep to ensure that the BPOA is tightened to the BP, and TSP is used to keep the BPs small, allowing for tighter NN relaxations for the upstream BPOAs. The net result is that the BPOAs are less conservative than is possible with BRSP or TSP alone.

B. BPOA Calculation

Keeping in mind the considerations discussed in §III-A, we extend the method described in [18] with the addition of a TSP step. Our approach is summarized in Algorithm 1 and detailed below. The first step to our approach is to split $X_T$ into a set of partitions $Q$. This TSP step can be done in several ways: in this paper we consider uniform partitioning where each dimension is split uniformly a predefined number of times, but more advanced strategies analogous to those introduced in [16], [17] could also be used. Next, we must calculate $P_i^t$ for each $j$th partition element $q_t \in Q$. To calculate $P_i^t$, we first calculate $R_i^t$ by solving

$$\bar{x}_{t:k} = \min_{\bar{x}_t, u_t \in \mathcal{F}_{\bar{x}_t}} e^T_k \bar{x}_t, \quad \bar{x}_{t:k} = \max_{\bar{x}_t, u_t \in \mathcal{F}_{\bar{x}_t}} e^T_k \bar{x}_t,$$  

(8)

for each state $k \in [n_x]$, where $x_{t:k}$ denotes the $k$th element of $x_t$ and the set of constraints $\mathcal{F}_{\bar{x}_t}$ is defined as

$$\mathcal{F}_{\bar{x}_t} \triangleq \left\{ \bar{x}_t, u_t \mid A x_t + B u_t + c \in \mathcal{P}_{\bar{x}_t}^i, u_t \in U, \quad x_t \in X_t \right\},$$  

(9)

where $P_i^0 \triangleq q_t$ and where $e_k \in \mathbb{R}^{n_x}$ denotes the indicator vector with $e_k(k) = 1$ and $e_k(k) = 0$ for all $k \in [n_x] \setminus k$. $R_i^t$ is then constructed by setting $R_i^t \triangleq \{ x \mid x_t \leq x \leq \bar{x}_t \}$.

The set $R_i^t$ provides a region over which the NN can be relaxed using [4]. However, as discussed in §III-A and [18], relaxing the NN over all of $R_i^t$ (even with TSP) can cause conservative bounds, thus we implement BRSP to get the set of BR set partitions $S$. For each $j$th partition element $s_j \in S$ we use [4] to obtain $\pi_t^{L_i}$ and $\pi_t^{U_i}$, thus allowing us to construct the constraint set

$$\mathcal{F}_{\bar{x}_t} \triangleq \left\{ x_t, u_t \mid x_t \in \mathcal{R}_t, \quad u_t \in [\pi_t^{L_i}(x_t), \pi_t^{U_i}(x_t)], \quad x_{t+1} = f(x_t, u_t), \quad x_{t+1} \in \mathcal{P}_{\bar{x}_{t+1}}^i \right\},$$  

(10)

where

$$\left\{ \pi_t^{L_i}, \pi_t^{U_i} \right\} \leftarrow \left\{ \pi_t^{L_i}, \pi_t^{U_i} \right\}, \quad t = t$$

(11)

and

$$\left\{ \pi_t^{L_i}, \pi_t^{U_i} \right\} \leftarrow \left\{ \pi_t^{L_i}, \pi_t^{U_i} \right\}, \quad t = t + 1, \ldots, n_x$$

where $\pi_t^{L_i}$ and $\pi_t^{U_i}$ are affine bounds valid over $\mathcal{P}_i^t$. The constraint set defined in (10) is then used to solve

$$\bar{x}_{t:k} = \min_{\bar{x}_t, u_t \in \mathcal{F}_{\bar{x}_t}} e^T_k \bar{x}_t,$$

$$\bar{x}_{t:k} = \max_{\bar{x}_t, u_t \in \mathcal{F}_{\bar{x}_t}} e^T_k \bar{x}_t.$$  

(12)

for each state $k \in [n_x]$. From this we obtain $\bar{P}_t \triangleq \{ x \mid x_t \leq x \leq \bar{x}_t \}$ and relax $\pi$ over $\bar{P}_t$ to get $\pi_t^{L_i}$ and $\pi_t^{U_i}$ for use during the calculation of downstream BPOAs. Finally, once $\bar{P}_t$ has been calculated for all $q_t \in Q$ and for all $t \in T$, we construct our final set of BPOAs over the time horizon $\tau$ via

$$\bar{P}_t = \bigcup_{q_t \in Q} \bar{P}_t \quad \forall t \in T.$$  

(13)

Note that the number of LPs solved during the execution of Algorithm 1 is $N_{LP} = 2n_x |S||Q|\tau$, which has an additional term associated with TSP. However, as is shown in §IV, the increase associated with $|Q|$ can be matched with a reduction in $|S|$, resulting in lower error in the same computation time.

IV. NUMERICAL RESULTS

In this section, we make use of a double integrator model with dynamics given by

$$x_{t+1} = \begin{bmatrix} 1 & 1 \\ 0 & 1 \end{bmatrix} x_t + \begin{bmatrix} 0.5 \\ 1 \end{bmatrix} u_t$$  

(14)

with discrete sampling time $\Delta t = 1$ s to investigate our approach and validate the ideas discussed in §III. The NN controller from [10] has $[5, 5]$ neurons, ReLU activations and was trained with state-action pairs generated with MPC.
(a) Backward reachability analysis using rotated-rectangle set representation.
(b) Error vs computation time using rotated-rectangle set representation with only BRSP, demonstrating that the existence of a lower error bound is not specific to an axis-aligned hyper-rectangular set representation.

Fig. 5: Better set representation does not eliminate lower error bound.

First, we address the idea that an alternative solution to the problem described in Fig. 3 could be to use a better set representation than the hyper-rectangles used in [18]. While more complex set representations could indeed offer a tighter approximation to the true BP sets, they still run into the problem of a lower bound on the approximation error. To demonstrate this point, Fig. 5 shows BRSP with 100 guided BR partitions where the BPOAs are formulated as rotated hyper-rectangular bounds (Fig. 5a, obtained by replacing Line 19 of Algorithm 1 with a function that finds the minimum-area rotated rectangle to bound the BR partitions). The approximation error shown in Fig. 5b represents the error in the final BPOA, calculated as

\[
\text{error} = \frac{A_{\text{BPOA}} - A_{\text{true}}}{A_{\text{true}}},
\]

where \( A_{\text{true}} \) denotes the area of the tightest rotated-rectangular bound of the true BP set, calculated using Monte Carlo simulations, and \( A_{\text{BPOA}} \) denotes the area of the BPOA. Given that there exist a point where further BRSP does not tighten the BPOAs as shown in Fig. 5b, we can see that the rotated rectangles exhibit the problem described in Fig. 3, i.e., an imperfect set representation coupled with inexact NN relaxations results in a lower bound to the error.

Next, in Fig. 6, we show how hybrid partitioning performs better than BRSP or TSP alone by plotting the approximation error vs. calculation time using different partitioning configurations. Specifically we show the error for the final step in a 5 s time horizon averaged over 5 target state sets randomly distributed over the positive x-axis. The partitioning configurations of several points (A-H) are denoted by

\[
r = (\text{TSP}, \text{ BRSP}) = ([n_T, n_T], n_B),
\]

where \([n_T, n_T]\) indicates TSP is performed with a uniform grid of \(n_T \times n_T\) partitions, and BRSP has a budget of \(n_B\) guided partitions [18]. Note that for Fig. 6, \(A_{\text{true}}\) from (15) denotes the area of the tightest axis-aligned rectangle, meaning that zero approximation error is theoretically possible. Note also that the difference in timescale between Fig. 5 and Fig. 6 can be attributed to the fact that the BRSP algorithm in [18] was designed to efficiently calculate axis-aligned hyper-rectangular bounds, and some of the computational improvements did not transfer to the current implementation of the rotated rectangles.

Fig. 6 shows that given the options of BRSP, TSP and hybrid partitioning (HyBReach-LP\(^+\)), TSP (orange) performs the worst. This is not surprising because BR sets can be large, leading to loose NN relaxations even for relatively fine TSP. BRSP performs better, but as discussed previously, encounters a lower bound (dashed black) on the error that cannot be crossed without a more advanced partitioning strategy. Finally, hybrid partitioning (solid and dotted green) is shown to perform better than both BRSP and TSP. Starting from Point B ([2, 2] TSP), error drops sharply as the BR set partitions are increased until Point G, when again there is a lower error bound that cannot be crossed without further TSP. Similarly, starting from Point D (BRSP with 9 guided partitions [18]), error drops sharply and continues to decrease to Point H and beyond. From Fig. 6, we can see that not only does the hybrid partitioning strategy allow the approximation error to drop below the bound of what is possible with BRSP, but it does so in the same computation time. This highlights the idea that although hybrid partitioning breaks the problem into more elements (\(|\mathcal{Q}| + |\mathcal{S}|\)), thereby increasing the expected computational load, by distributing the same computational load between TSP and BRSP, lower error can be achieved without sacrificing computation time.
Fig. 7: Hybrid partitioning reduces approximation error beyond what is possible with BRSP alone.

Fig. 7 shows three points selected from Fig. 6 to visualize some partitioning configurations of interest. Fig. 7a shows Point D ([2,2], 4), a simple example of hybrid partitioning. Notice the 4 BPOA components (\(P^{1,2}_{-5}\), magenta) associated with the target set partitions, each with 4 BR set partitions (grey) within them. Fig. 7b shows Point E ([1,1], 144). Without any TSP, the lone magenta BPOA component is identical to the aggregate BP \(P_{-5}\) and the grey BR partitions have converged to the lowest possible error. Notice that as discussed in [18], the guided partitioning method is designed to shrink the axis-aligned bounding box efficiently, which explains the fine partitioning towards the edges of the BPOA; no partitioning within the inner elements can change the error value because they would not affect any extreme value within \(P_{-5}\). Finally, Fig. 7c shows Point H ([4,4], 9). Notice that the BPOA bounds the true BP set much more tightly than any other case.

V. CONCLUSION

This paper considered the problem of backward reachability for neural feedback loops. Specifically, it sought to improve upon previous work by reducing conservativeness in the calculation of BPOAs. Reduced conservativeness was accomplished via the introduction of a novel hybrid partitioning algorithm HyBReach-LP\(^*\) that combines the concepts of TSP and BRSP. Numerical experiments were conducted to validate the approach, demonstrating a near-order of magnitude reduction in approximation error, given the same computation time as TSP and BRSP.
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