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Abstract
We construct solutions to the two-dimensional parabolic-elliptic Keller-Segel model for chemotaxis that blow up in finite time $T$. The solution is decomposed as the sum of a stationary state concentrated at scale $\lambda$ and of a perturbation. We rely on a detailed spectral analysis for the linearised dynamics in the parabolic neighbourhood of the singularity performed by the authors in [10], providing a refined expansion of the perturbation. Our main result is the construction of a stable dynamics in the full nonradial setting for which the stationary state collapses with the universal law

$$\lambda \sim 2e^{-2\gamma} \sqrt{T-t} e^{-\sqrt{\frac{\ln(T-t)}{j}}};$$

where $\gamma$ is the Euler constant. This improves on the earlier result by Raphael and Schweyer and gives a new robust approach to so-called type II singularities for critical parabolic problems. A by-product of the spectral analysis we developed is the existence of unstable blowup dynamics with speed

$$\lambda_\ell \sim C_\ell (T-t)^{\frac{j}{2}} [\ln(T-t)]^{-\frac{j}{2(j-1)}}$$

for $\ell \geq 2$ integer.
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1 Introduction

1.1 The Keller-Segel system
This paper is concerned with the Keller-Segel system modelling chemotaxis. 

Chemotaxis is a biological phenomenon describing the change of motion of a population density (of certain cells, animals, and of particles as well) in response (taxis) to an external chemical stimulus spread in the environment where they reside. The
chemical signal can be secreted by the species itself or supplied to it by an external source. As a consequence, the species changes its movement toward (positive chemotaxis) or away from (negative chemotaxis) a higher concentration of the chemical substance. A possible fascinating issue of a positive chemotactical movement is the aggregation of the organisms involved to form a more complex organism or body. The first mathematical model for chemotaxis was proposed by Keller-Segel [28] to describe the aggregation of the slime mold amoebae Dictyostelium discoideum (see also Patlak [48] for an earlier model and [27,29,30] for various assessments). Since the publication of [28], a large literature has addressed the mathematical, biological and medical aspects of chemotaxis, showing the importance of the problem and the great interest that different kinds of scientists carry on it. We recommend the reference [25] for a survey of the mathematical problems encountered in the study of the Keller-Segel model and also a wide bibliography, including references on other types of models describing chemotaxis.

The present paper deals with a simplified version of the Keller-Segel model introduced by Nanjundiah [47], which reads as follows:

\[
\begin{cases}
\partial_t u = \Delta u - \nabla \cdot (u \nabla \Phi_u), \\
0 = \Delta \Phi_u + u,
\end{cases} \quad (x, t) \in \mathbb{R}^2 \times \mathbb{R}_+.
\]

Here \( u \) represents the cell density, and \( \Phi_u \) is the concentration of chemoattractant that can be defined directly by

\[
\Phi_u(x, t) = -\frac{1}{2\pi} \int_{\mathbb{R}^2} \log|x - y|u(y, t) \, dy.
\]

The nonlinear term \( \nabla \cdot (u \nabla \Phi_u) \) models the cell movement towards higher concentrations of the chemical signal. The more the cells aggregate, the more is the attracting chemical substance produced by the cells. This process is counterbalanced by cell diffusion, but if the cell density is sufficiently large, the nonlocal chemical interaction counterbalances the diffusion and results in a blowup of the cell density. The solution blows up in finite time \( T \) in the sense that

\[
\limsup_{t \to T} \| u(t) \|_{L^\infty(\mathbb{R}^2)} = +\infty,
\]

and the blowup set \( S \) is then defined by

\[
S = \{ \hat{a} \in \mathbb{R}^2 \mid \exists (x_k, t_k) \to (\hat{a}, T) \text{ such that } |u(x_k, t_k)| \to +\infty \}.
\]

Solutions of system (1.1) satisfy the conservation of the total mass as well as the positivity of the cell density,

\[
M := \int_{\mathbb{R}^2} u(x, t) \, dx = \int_{\mathbb{R}^2} u_0(x) \, dx \quad \text{and if } u_0 \geq 0 \text{ then } u(t) \geq 0.
\]

There is also a scaling invariance: if \( u \) is a solution, then so is the rescaled function

\[
u_\lambda(x, t) = \lambda^{-2}u(\lambda^{-1}x, \lambda^{-2}t) \quad \forall \lambda > 0.
\]
As the mass that is a conserved quantity is invariant under the above renormalisation, the problem is called critical. In two space dimensions, it was first proved (see Jäger-Luckhaus [26] and Corrias-Perthame-Zaag [13]) that there is global existence for solutions with small initial mass, while blowup occurs for a large initial mass. The existence of a mass threshold was then conjectured in [7,8,47]; namely, that the chemotactic collapse (blowup) should occur if and only if $M$ is greater than $8\pi$. This $8\pi$ mass threshold conjecture is later proven in [3,5,18] (see also [41,42] for related results in the bounded domain case). Following [3], the criticality of the mass value can be seen by computing the second moment

\[
\frac{d}{dt} \int_{\mathbb{R}^2} |x|^2 u(x,t) \, dx = 4M \left( 1 - \frac{M}{8\pi} \right).
\]

Thus, if $M > 8\pi$, the right-hand side is strictly negative, and positive solutions with finite second moment cannot be globally defined, or this second moment would reach zero in finite time.

Below the threshold $M < 8\pi$, Dolbeault-Perthame announced in [19] that there is global existence of a solution for system (1.1) in a weak sense. This result is further completed and improved in [3,5] through the existence of free-energy solutions. Furthermore, the asymptotic behavior is given by a unique self-similar profile of the system (see also [45] for radially symmetric results concerning self-similar behavior).

At the threshold $M = 8\pi$, the authors of [1,2] show the existence of global radially symmetric solutions to system (1.1) for initial data with finite or infinite second moment. In [4], Blanchet-Carrillo-Masmoudi proved the existence of solutions to (1.1) concentrating in infinite time through the free energy functional introduced by Nagai-Senbai-Yoshida in [43]. Furthermore, they showed that the solution converges to a delta Dirac distribution at the center of mass.

The system (1.1) has a family of explicit stationary solutions of the form

\[
\forall \lambda > 0, \, a \in \mathbb{R}^2, \quad U_{\lambda,a}(x) = \frac{1}{\lambda^2} U \left( \frac{x - a}{\lambda} \right) \quad \text{with} \quad U(x) = \frac{8}{(1 + |x|^2) \pi}.
\]

These solutions have the threshold mass $M = 8\pi$ and infinite second moment. They play an important role in the description of concentration both in finite and infinite time. Ghoul-Masmoudi [21] construct concrete infinite time blowup solutions to (1.1) with threshold mass $M = 8\pi$ admitting the asymptotic dynamic as $t \to +\infty$,

\[
u(x,t) \sim U_{\lambda(t)}(x) e^{-\frac{|x|^2}{2\lambda^2}} \quad \text{with} \quad \lambda^2(t) \sim \frac{I}{\ln t} \quad \text{and} \quad I = \int_{\mathbb{R}^2} |x|^2 u_0(x) \, dx;
\]

see also Davila–del Pino–Dolbeault–Musso–Wei [14] for an entirely different approach from that of [21] which leads to the same blowup rate.
It is worth mentioning that the study of the positive steady states of the problem (1.1); namely, the solutions of the elliptic system

\[
\begin{cases}
0 = \Delta u - \nabla \cdot (u \nabla \Phi_u), \\
0 = \Delta \Phi_u + u,
\end{cases}
\quad x \in \mathbb{R}^2, \ u > 0,
\]

is equivalent to the study of the ground states of the equation

\[
\Delta v + \lambda_0 e^v = 0, \quad x \in \mathbb{R}^2 \text{ and } \lambda_0 > 0.
\]

This basic feature observed in [17] follows from the fact that the solution of (1.7) satisfies the relation

\[
\int_{\mathbb{R}^2} u \nabla (\log u - \Phi_u)^2 \, dx = 0,
\]

so that \( u = \lambda e^{\Phi_u} \) for some positive constant \( \lambda \), resulting in equation (1.8). Note that \( V_{\lambda; a}(x) = \log U_{\lambda; a}(x) \), where \( U_{\lambda; a} \) is defined by (1.6), is a solution to (1.8) with \( \lambda_0 = 1 \). The asymptotic behaviour of solutions of (1.8), in a bounded domain \( \Omega \) of \( \mathbb{R}^2 \) or in the whole space for which \( \lambda_0 \int_{\Omega} e^v \) remains uniformly bounded, is well understood after the works by Brezis-Merle [6], Nagasaki-Suzuki [44], Li-Shafrir [33], Manuel-Wei [17], and references therein. Their results read as follows: \( \lambda_0 e^v \) approaches a superposition of Dirac deltas in the interior of \( \Omega \). More precisely, the authors in [17] show that for all \( \lambda_0 \) sufficiently small, there exists a solution \( v_{\lambda_0} \) to equation (1.8) such that

\[
v_{\lambda_0}(x) = \sum_{i=1}^{m} V_{\mu_i; \lambda_0; a_i}(x) + \mathcal{O}(1) \quad \text{and} \quad \lambda \int_{\Omega} e^{v_{\lambda_0}(x)} \, dx \to 8\pi m \quad \text{as } \lambda_0 \to 0,
\]

where \( V_{\mu_i; \lambda_0; a_i} \) is defined above, and the \( a_i \)’s are the local maxima of \( v_{\lambda_0} \) in the interior of \( \Omega \) and the \( \mu_i \)’s are the positive constants.

Above the threshold \( M > 8\pi \), concrete examples of finite-time blowup solutions are constructed by Herrero-Velázquez in [24] (the scaling law found there is false but after correcting it the rest of the proof remains valid), with a further stability study in [57,59] (see also [24] for the bounded domain case) and by Raphäel-Schweyer [51]. Regarding the temporal blowup rate, the central issue is to distinguish type I from type II blowup. We say that a solution \( u(t) \) of (1.1) exhibits type I blowup at \( t = T \) if there exists a constant \( C > 0 \) such that

\[
\limsup_{t \to T} (T - t) \| u(t) \|_{L^\infty(\mathbb{R}^2)} \leq C;
\]

otherwise, the blowup is of type II. This notion is motivated by the ODE \( u_t = u^2 \) obtained by discarding diffusion and transport in the equation. The lower blowup rate estimate

\[
\| u(t) \|_{L^\infty(\mathbb{R}^2)} \geq C(T - t)^{-1}
\]

is obtained for any blowup solutions of (1.1) by Kozono-Sugiyama [31]. Importantly, it is known that in the two-dimensional case any blowup solution of (1.1) is of type II (see theorem 8.19 in [56] and theorem 10 in [46] for such a statement).
In [55], Suzuki studies the problem (1.1) in a bounded domain, with Dirichlet condition for the Poisson part, i.e., \( \Phi_u |_{\partial \Omega} = 0 \), so that the blowup is excluded on the boundary. More precisely, he proves that

\[
(1.10) \quad u(x, t) \to \sum_{\hat{a} \in S} m(\hat{a}) \delta_{\hat{a}}(dx) + f(x) dx \quad \text{in } M\Omega(\Omega) = \mathcal{C}(\Omega)',
\]

as \( t \to T \), where \( 0 < f(x) \in L^1(\Omega) \cap \mathcal{C}(\Omega \setminus S) \). Furthermore, the author also asserts that \( m(\hat{a}) = 8\pi \) holds for each \( \hat{a} \in \Omega \cap S \).

1.2 Statement of the result

Singularity formation for critical problems has attracted a great amount of work since the seminal results for dispersive equations by Merle-Raphael [36], Krieger-Schlag-Tataru [32], Rodnianski-Sterbenz [53], Raphael-Rodnianski [49] and references therein. The approach of [36, 37, 49], relying on a careful understanding of the solution near the stationary state, and on modulation laws computed via so-called tail dynamics, has been carried on to parabolic problems [50–52], [54], and [9]. Type II singularities for the semilinear heat equation had been previously studied by means of matched asymptotic expansions in an unpublished paper by Herrero-Velazquez (see [23] for an announcement of their result and [20] for a formal analysis). This result was later confirmed by Mizoguchi [39, 40], and a new inner-outer gluing technique developed recently by Davila–del Pino–Wei [15] (see also [16] and references therein for recent results). A new approach for the construction of singular solutions of parabolic problems was initiated in [11, 12, 22, 38], and the present paper fits into this series of works. The aim is to study type II blowup as well as self-similar singularities, for supercritical and critical equations, in a unified and more natural approach (see Comment 1.5 below). The present paper aims at applying for the first time this new approach to the delicate degenerate problem of the critical collapse for the parabolic-elliptic Keller-Segel problem (1.1). In comparison with [51], we obtain a refined expansion for the scale (proving the precise universal law (1.12)), the nonradial stability of the dynamics, and the existence of unstable blowup laws, and remove the slightly supercritical mass restriction \( (M \text{ close to } 8\pi) \). The solutions we construct are in the following function space

\[
(1.11) \quad \mathcal{E} := \left\{ u : \mathbb{R}^2 \to \mathbb{R}, \| u \|_2^2 := \sum_{k=0}^{2} \int_{\mathbb{R}^2} |\nabla^k u|^2 < \infty \right\}.
\]

**THEOREM 1.1 (Stable blowup solutions).** There exists a set \( O \subset \mathcal{E} \cap L^1(\mathbb{R}^2) \) of initial data \( u_0 \) such that the following holds for the associated solution to (1.1). It blows up in finite time \( T = T(u_0) > 0 \) according to the dynamic

\[
u(x, t) = \frac{1}{\lambda^2(t)}(U + \tilde{u})\left(\frac{x - x^*(t)}{\lambda(t)}\right).
\]
where

- Precise law for the scale:

\[ \lambda(t) = 2e^{-\frac{2+\epsilon}{4}} \sqrt{T - t} e^{-\sqrt{\frac{\ln(T-t)}{2}}} (1 + o_t(T(1)). \]

- Convergence of the blowup point: There exists \( X = X(u_0) \in \mathbb{R}^2 \) such that \( x^*(t) \to X \) as \( t \uparrow T \).

- Convergence to the stationary state profile:

\[ \int_{\mathbb{R}^2} (\tilde{u}^2(t, y) + |y|^2 |\nabla \tilde{u}(t, y)|^2) dy \to 0 \quad \text{as} \quad t \uparrow T. \]

- Stability: For any \( u_0 \in \mathcal{E} \), there exists \( \delta(u_0) > 0 \) such that if \( v_0 \in \mathcal{E} \cap L^1(\mathbb{R}^2) \) satisfies \( \| v_0 - u_0 \|_{\mathcal{E}} \leq \delta(u_0) \), then \( v_0 \in \mathcal{E} \), and the same conclusions hold true for the corresponding solution \( v \).

- Continuity: For any fixed \( u_0 \in \mathcal{E} \), one has

\[ (T(v_0), X(v_0)) \to (T(u_0), X(u_0)) \quad \text{as} \quad \| v_0 - u_0 \|_{\mathcal{E}} \to 0. \]

Remark 1.2. In Theorem 1.1, the initial datum \( u_0 \) can possibly be nonradial, and possibly sign-changing. The exponent \( 3/2 \) in the definition (1.11) of the function space \( \mathcal{E} \) allows for initial data that are arbitrarily large in \( L^1 \) (but sufficiently spread out away from the singularity). Additionally, our proof involves a detailed understanding of the perturbation \( \tilde{u} \); see Definition 3.3.

We are also able to construct for problem (1.7) blowup solutions having other unstable blowup speeds by the same analysis. This corresponds to the case where the leading-order part of the perturbation is located on an eigenmode with faster decay, while the eigenmodes with slower decay are not excited. This is only obtained here in the radial case. The corresponding solutions are sign-changing.

Theorem 1.3 (Unstable blowup solutions). For any \( \ell \in \mathbb{N} \) with \( \ell \geq 2 \), there exists an initial datum \( u_0 \in \mathcal{E} \cap L^1 \) with spherical symmetry, such that the corresponding solution to (1.1) blows up in finite time \( T > 0 \) according to the dynamic

\[ u(x, t) = \frac{1}{\lambda^2(t)} \left( U + \tilde{u} \right) \left( \frac{x}{\lambda(t)} \right), \]

where

\[ \lambda(t) \sim C(u_0)(T - t)^{\frac{\ell}{2}} |\ln(T - t)|^{-\frac{2(\ell - 1)}{2}}, \]

and

\[ \int_{\mathbb{R}^2} (\tilde{u}^2(t, y) + |y|^2 |\nabla \tilde{u}(t, y)|^2) dy \to 0 \quad \text{as} \quad t \uparrow T. \]

Remark 1.4. We only give a complete proof of Theorem 1.1 and sketch how it can be adapted to derive the conclusion of Theorem 1.3. Only one major issue arises. These unstable blowups are related with eigenmodes of the linearized dynamics that decay faster. Since we do not control the constant (giving the decay rate)
in the nonradial coercivity estimate of Proposition 2.4, we are hence only able to construct such unstable blowups in the radial sector.

Comment 1.5 (A robust approach). Parabolic type II singularities involve two-scale problems. To leading order the solution is given by a stationary state that is concentrated at a scale that is much smaller than the parabolic scale (i.e., distance $\sqrt{T-t}$ from the singularity). The core of our approach, following \cite{11,12,22,38}, is to obtain the local expansion of the perturbation in the parabolic neighbourhood of the singularity, relying on a precise spectral analysis. The interactions between the stationary state and its perturbation are understood via projecting the dynamics on the corresponding eigenmodes, yielding the obtention of the scaling law. This allows for the construction of a detailed approximate solution, and gives a functional framework to control the remainder, \textit{simultaneously at the scale of the stationary state and at the parabolic scale}. Previous works such as \cite{51} controlled very accurately the solution near the stationary state, but less so in the parabolic zone which implied, for example, the use of what they call radiations and modified modulation equations.

Let us now comment on other available techniques. The inner-outer gluing method, developed in \cite{15} for the study of singularity formation for the two-dimensional harmonic map flow, provides an interesting alternative framework to ours; the perturbation is controlled separately close to the stationary state and in the parabolic zone, relying on parabolic estimates and on fixed point arguments. The control of the perturbation is obtained under suitable orthogonality conditions, which yields the desired scaling law. Another approach in \cite{23} and \cite{39,40} for the semilinear heat equation used an intersection numbers argument, which are unfortunately not available in the nonradial case. We believe the spectral argument in our technique is the starting point for further studies, such as the possible classification of blowup rates in the nonradial case, and our framework would be adapted to the case of semilinear hyperbolic equations as well.

Comment 1.6 (Main novelties). There are important novelties in the present work, and it is enlightening to compare it with the one of \cite{11}. The common approach is the analysis of the linearised operator around a stationary state that is concentrated at a scale smaller than the parabolic scale, here (1.17). This spectral problem is solved in Proposition 2.1 (obtained in \cite{10}). The perturbation of the stationary state is then expanded along the eigenmodes and the precise knowledge of the eigenvalues then allows for the computation of the scaling laws, here (1.12) and (1.14). However, in the present critical case the aforementioned spectral problem is degenerate. Indeed, the concentrated stationary state at scale $\nu \to 0$ gives a singular limit (the operator does not converge to its pointwise limit). The stable blowup law corresponds moreover to a degenerate eigenvalue that is 0 to leading order, and one needs to go to next-order corrections that are of order $1/|\log \nu|$ and $1/|\log \nu|^2$ instead of being polynomial.
The nonlinear analysis is more involved too, as we cannot rely on signed quantities or parameters restriction (respectively, equation (1.8) and lemma A.1 in [11]). In the part of the analysis that establishes upper bounds on the perturbation, certain nonlinear terms cannot be treated as lower order in comparison with linear terms (i.e., considered as forcing terms for the linearised evolution). We then put them as part of the linearised operator, and show that the spectral structure remains true to leading order (Lemma 3.2). This uses as a key feature that the nonlinear terms, due to their very algebraical form in (1.1), are orthogonal to the resonance of the linear operator near the stationary state (see [10]). Moreover, to deal with the nonradial part of the solution, we use a new coercivity estimate (2.29), which includes the scaling term in the linearised operator, which greatly simplifies our analysis.

Comment 1.7 (Extension of the stability analysis). Our analysis relies on the description and control of the solution near the singularity, which is almost decoupled from what happens away from it. Indeed, first, the key part of the analysis takes place in a space with exponentially decaying weight in the zone $|x - x^*| < \sqrt{T - t}$; second, the treatment of the exterior part allows for cutting of the full solution at distance $|x - x^*| \geq 1$ from the singularity. The present analysis could be easily adapted to prove the following two results: first, the analogue of Theorem 1.1 for the existence of this stable blowup dynamics at a point inside a smooth bounded domain; second, the existence of multiple stationary states blowing up simultaneously as described in Theorem 1.1 at $n$ distinct points for any $n \geq 2$.

Notations. Throughout this paper, we use the notation $A \lesssim B$ to indicate that there exists a constant $C > 0$ such that $0 < A \leq CB$. Similarly, $A \sim B$ means that there exist constants $0 < c < C$ such that $cA \leq B \leq CA$. We denote by

$$|r| = \sqrt{1 + r^2}$$

the Japanese bracket. Let $\chi \in C^\infty_c(\mathbb{R}^2)$ be a cutoff function with $0 \leq \chi \leq 1$, $\chi(x) = 1$ for $|x| \leq 1$ and $\chi(x) = 0$ for $|x| \geq 2$. We define for all $M > 0$,

$$\chi_M(x) = \chi\left(\frac{x}{M}\right).$$

Given $v > 0$ and a function $f$, we introduce

$$f_v(z) = \frac{1}{v^2} f\left(\frac{z}{v}\right), \quad y = \frac{z}{v}, \quad \zeta = |z|, \quad r = |y|.$$ 

We introduce the differential operator

$$\Lambda f(z) = \frac{d}{dv}\left[f_v(z)\right]_{v=1} = \nabla \cdot (z, f) = 2f + z \cdot \nabla f,$$

and the linearized operator around the scaled stationary solution $U_v$,

$$\mathcal{L}_0 f(z) = \mathcal{L}_0^z f - \beta \Lambda f,$$

(1.17)

$$\mathcal{L}^z f = \nabla \cdot (U_v \nabla \mathcal{M}^z f) \quad \text{with} \quad \mathcal{M}^z f = \frac{f}{U_v} - \Phi f.$$
In the partial mass setting, namely for

\[ m_f(\xi) = \frac{1}{2\pi} \int_{|z| \leq \xi} f(z) dz, \]

the operator \( \mathcal{L}^\xi \) acting on radially symmetric functions is transformed to

\begin{align*}
\mathcal{A}^\xi &= \mathcal{A}_0^\xi - \beta \xi \partial_\xi,
\mathcal{A}_0^\xi &= \partial_\xi^2 - \frac{1}{\xi} \partial_\xi + \frac{\partial_\xi(Q_\nu)}{\xi} \quad \text{and} \quad Q_\nu(\xi) = \frac{4\xi^2}{\xi^2 + 1}.
\end{align*}

In terms of the \( y \)-variable, we work with its rescaled versions

\begin{align*}
\mathcal{L} f(y) &= \mathcal{L}_0 f - \beta v^2 \Lambda f, \\
\mathcal{L}_0 f &= \nabla \cdot (U \nabla \mathcal{M} f) \quad \text{and} \quad \mathcal{M} f = \frac{f}{U} - \Phi_f.
\end{align*}

In the partial mass setting the linear operator \( \mathcal{L} \) becomes

\begin{align*}
\mathcal{A} &= \mathcal{A}_0 - \beta v^2 r \partial_r, \\
\mathcal{A}_0 &= \partial_r^2 - \frac{1}{r} \partial_r + \frac{\partial_r(Q)}{r} \quad \text{and} \quad Q(r) = \frac{4r^2}{1 + r^2}.
\end{align*}

We also introduce the weight functions

\begin{align*}
\omega_\nu(z) &= \frac{v^2}{U_\nu(z)} e^{-\frac{\partial_\nu^2}{2}}, \quad \rho_0(z) = e^{-\frac{\partial_\nu^2}{2}}, \\
\omega(y) &= \frac{1}{U(y)} e^{-\frac{\partial y^2}{2}}, \quad \rho(y) = e^{-\frac{\partial y^2}{2}}.
\end{align*}

The partial mass of the solution is formally a radial solution in dimension 0, so that to take \( k \) adapted derivatives we will use the notation \( D^k \) for \( k \in \mathbb{N} \), where

\[ D^{2k} = \left( \xi \partial_\xi \left( \frac{\partial_\xi}{\xi} \right) \right)^{2k}, \quad D^{2k+1} = \partial_\xi D^{2k}, \]

and the notation for integers modulo 2,

\[ k \wedge 2 = k \mod 2. \]

For a function \( f \) of a variable \( \xi \) representing any variable in the problem, the radial and nonradial parts of \( f \) are defined as

\[ f(\xi) = f^0(\xi) + f^1(\xi), \quad f^0(\xi) = (2\pi \xi)^{-1} \int_{S(0,|\xi|)} f(\xi) dS. \]
1.3 Strategy of the proof

We briefly explain the main steps of the proof of Theorem 1.1 and sketch the different points in the proof of Theorem 1.3.

Renormalization and linearization of the problem: The essential part of the analysis lies in the parabolic zone $|x - X| \lesssim \sqrt{T - t}$. Since neither $X$ nor $T$ is known a priori, our method will compute them dynamically. In view of the scaling invariance of the problem (1.1), we introduce the change of variables

$$u(x, t) = \frac{1}{\mu^2} w(z, \tau), \quad \Phi_u(x, t) = \Phi_w(z, \tau), \quad z = \frac{x - x^*}{\mu}, \quad \frac{d \tau}{dt} = \frac{1}{\mu^2},$$

where $\mu(t)$ and $x^*(t)$ are time-dependent parameters to be fixed later. They will in fine satisfy $-\mu(t) \to \beta_{\infty} > 0$, $\mu(t) \sim \sqrt{2\beta_{\infty}(T - t)}$ (see (4.104)), and $x^* \to X$, so that $z$ is indeed the parabolic variable. The equation satisfied by $w$ is

$$(1.27) \partial_\tau w = \nabla \cdot (\nabla w - w \nabla \Phi_w) - \beta \nabla \cdot (z \cdot w) + \frac{x^*}{\mu} \cdot \nabla w \quad \text{with} \quad \beta = \frac{-\mu(t)}{\mu}.$$

There is no Type I blowup solutions for the problem (1.1) in the sense of (1.9). Thus, our goal is to construct an unbounded global-in-time solution $w(z, \tau)$ for equation (1.27). In particular, we construct a solution of the form

$$w(z, \tau) = U_v(z) + \eta(z, \tau),$$

where $v(\tau)$ is the main parameter function in our analysis that drives the law of blowup, and $\eta$ solves the linearized equation in the parabolic zone

$$(1.28) \partial_\tau \eta = \mathcal{L}^z \eta + \left( \frac{\nu}{v} - \beta \right) \Lambda U_v - \nabla \cdot (\eta \Phi_v) + \frac{x^*}{\mu} \cdot \nabla U_v + \eta.$$

Here $\mathcal{L}^z$ is the linearized operator defined by (1.17). Our aim is then reduced to construct for equation (1.28) a global-in-time solution $\eta(z, \tau)$ satisfying (1.13).

Properties of the linearized operator: We expect that only the first two terms contribute to leading order in the right-hand side of (1.28). In the radial setting, studying the operator $\mathcal{L}^z$ is equivalent to studying $\mathcal{A}^z$, the linearized operator around $Q_v = m_{U_v}$ in the partial mass setting defined by (1.19). Indeed, we have the relation

$$(1.29) \mathcal{L}^z f(\xi) = \frac{1}{\xi} \partial_\xi (\mathcal{A}^z m_f(\xi)).$$

In the regime $0 < \beta v^2 \ll 1$, we proved in [10] that $\mathcal{A}^z$ is self-adjoint in $L^2_{m_{U_v}/\xi}$ with compact resolvent (see Proposition 2.1 for a precise statement), its spectrum being

$$\text{spec}(\mathcal{A}^z) = \left\{ \alpha_n = 2\beta \left( 1 - n + \frac{1}{2 \ln v} + \alpha_n \right), \quad \alpha_n = \mathcal{O} \left( \frac{1}{|\ln v|^2} \right), \quad n \in \mathbb{N} \right\}.$$
(a refinement of $\bar{a}_0$ and $\bar{a}_1$ up to an accuracy of order $1/|\ln \nu|^2$ is needed to derive a precise blowup rate). The eigenfunction $\phi_{n,\nu}$ of $\mathcal{A}_n^\xi$ corresponding to the eigenvalue $\alpha_n^\xi$ is explicit to leading order, of the form

$$
\phi_{n,\nu}(\xi) = \sum_{j=0}^{n} c_{n,j} \beta^j \nu^{2j-2} T_j \left( \frac{\xi}{\nu} \right) + \tilde{\phi}_{n,\nu}, \quad c_{n,j} = 2^j \frac{n!}{(n-j)!}.
$$

Above, $\tilde{\phi}_{n,\nu}$ is of smaller order, and $(T_j)_{j \in \mathbb{N}}$ are defined by $T_{j+1} = -\alpha_0^{-1} T_j$ and $T_0(r) = \frac{r^2}{(1+r^2)^2} = m \mathcal{A} U$. The resonance of $\mathcal{A}_0^\xi$ is $T_0$; $\mathcal{A}_0^\xi T_0 = 0$, so they generate the generalised kernel of $\mathcal{A}_0^\xi$. They admit the following asymptotic at infinity

$$
\text{for } j \geq 1, \quad T_j(r) \sim \hat{d}_j r^{2j-2} \ln r
$$

with $\hat{d}_{j+1} = -\frac{\hat{d}_j}{4j(j+1)}$, $\hat{d}_1 = -\frac{1}{2}$.

Moreover, the following spectral gap estimate holds: for $g \in L^2_{\omega^0/\xi}$ in the domain of $\mathcal{A}^\xi$ with $g \perp \phi_{n,\nu}$ in $L^2_{\omega^0/\xi}$ for $0 \leq j \leq N$,

$$
g, \mathcal{A}^\xi g \rangle_{L^2_{\omega^0/\xi}} \leq \alpha_{N+1} \| g \|_{L^2_{\omega^0/\xi}}.
$$

On the nonradial sector, we also prove in [10] that the slightly modified linear operator $\hat{\mathcal{L}}$ defined by

$$
\hat{\mathcal{L}} u = \Delta u - \nabla \cdot (u \nabla \Phi_U) - \nabla \cdot (U \nabla \tilde{\Phi}_U) - b \nabla \cdot (y u), \quad \tilde{\Phi}_U = \frac{1}{\sqrt{\hat{\rho}}} (\Delta)^{-1} (u \sqrt{\hat{\rho}}),
$$

is coercive for the following well-adapted scalar product:

$$
\langle u, v \rangle_\ast = \int_{\mathbb{R}^2} u \sqrt{\hat{\rho}} \mathcal{M}(v \sqrt{\hat{\rho}}) dy \quad \text{with} \quad \mathcal{M} u = \frac{u}{U} - \Phi_U
$$

(equivalent in norm to $L^2_{\omega^0}$ under suitable orthogonality conditions). We show that for $u$ without radial component with $\int_{\mathbb{R}^2} u \partial_i U \sqrt{\hat{\rho}} dy = 0$ for $i = 1, 2$:

$$
\langle u, \hat{\mathcal{L}} u \rangle_\ast \leq -\delta_0 \| \nabla u \|_{L^2_{\omega^0}}^2
$$

for a constant $\delta_0 > 0$. The advantage of this coercivity is that the scaling term $b \nabla \cdot (y u)$ is taken into account, which greatly simplifies our analysis for the nonradial part. Note that controlling the scaling term is one of the difficulties in the analysis performed in [51], where the renormalized operators of $\mathcal{L}_0$, $\mathcal{M}$ and the dissipation structure of the problem together with a sharp control of tails at infinity play a crucial role in their analysis. A similar situation happens in many other critical blowup problems, see, for example, [34],[35],[37],[49],[50],[52].
Approximate solution and a formal derivation of the blowup rate: Let $N \in \mathbb{N}$ with $N \gg 1$, and consider the approximate solution to (1.27) of the form

$$W = W[v, a, \beta](z, \tau) = U_v(\zeta) + a_1(\tau)(\varphi_{1,v}(\zeta) - \varphi_{0,v}(\zeta)) + \sum_{n=2}^{N} a_n(\tau)\varphi_{n,v}(\zeta),$$

where $v(\tau)$, $a(\tau) = (a_1, \ldots, a_n)(\tau)$ and $\beta(\tau)$ are parameters to be determined, and the $\varphi_{n,v}$’s are the radial eigenfunctions of $\mathcal{L}^\zeta$. In the partial mass setting this gives

$$m_W[v, a, \beta](z, \tau) = O(\zeta) + a_1(\tau)(\phi_{1,v}(\zeta) - \phi_{0,v}(\zeta)) + \sum_{n=2}^{N} a_n(\tau)\varphi_{n,v}(\zeta).$$

Here, the term $a_1(\phi_{1,v} - \phi_{0,v})$ is the main perturbation term driving the law of blowup speed, and the term $\sum_{n=2}^{N} a_n\phi_{n,v}$ is a higher-order perturbation added to produce a big constant in the spectral gap (1.32), which is used to close the $L^2_{\text{outer}}$ estimate for the radial part of the remainder. The generated error $m_E$ (defined by (3.19)) from the approximate solution (1.35) is of size

$$(1.36) \quad \|m_E\|_{L^2_{\text{outer}}} \lesssim \frac{\nu^2}{\ln v}.$$

Assuming temporarily that $W$ is an exact solution to (1.1), after an appropriate projection of (1.1) onto $\phi_{n,v}$ for $n = 0, \ldots, N$, we end up with the dynamical system (see Lemma 4.1 for more details):

$$\begin{cases}
\text{Mod}_0 := \nu^2 \left( \frac{\nu}{v} - \beta \right) + \beta a_1^2(\overline{\alpha}_1 - 1 - \overline{\alpha}_0) = O\left( \frac{\nu^2}{\ln v} \right), \\
\text{Mod}_1 := a_1 - \beta a_1 \left( \frac{1}{\ln v} + \frac{\ln 2 - \gamma - 1 - \ln \beta}{2\ln v} \right) + a_1 \frac{\nu^2}{\ln v} = O\left( \frac{\nu^2}{\ln v} \right), \\
\text{Mod}_n := a_n - 2\beta a_n a_n = O\left( \frac{\nu^2}{\ln v} \right) \quad \text{for } 2 \leq n \leq N.
\end{cases}$$

The first equation describes how the leading term in the perturbation forces the stationary state to shrink, and the second one how the leading term in the perturbation evolves. We now fix the parameter $\beta$ by setting

$$(1.37) \quad \frac{a_1}{4\nu^2} = -1 + \frac{1}{2\ln v} + \frac{\ln 2 - \gamma - 1 - \ln \beta}{4\ln v}.$$

In this case, the first equation reduces to

$$(1.38) \quad \frac{\nu_r}{\nu} = \beta \left[ -\frac{1}{2\ln v} + \frac{\ln 2 - \gamma - 1 - \ln \beta}{4\ln v} \right] + O\left( \frac{1}{\ln v} \right),$$

where $\gamma$ is the Euler constant appearing in the refinement of $\overline{\alpha}_0, \overline{\alpha}_1$ (see Proposition 2.1). Solving this equation gives

$$\nu(\tau) \sim A e^{-\sqrt{\nu}} \quad \text{with } A = \sqrt{2/\beta_{\infty}} e^{-\frac{\nu+2}{2}}.$$
from which \( \tau \sim |\ln(T - t)| \) and \( \mu(t) \sim \sqrt{2\beta_\infty(T - t)} \) where \( T = \lim_{\tau \to \infty} t(\tau) \), and we derive the blowup rate as stated in Theorem 1.1. The identity (1.37) ensured \( v \to 0 \) as \( t \to T \), and hence is a dynamical way to compute the blowup time. Our derivation of the blowup rate is consistent with the formal analysis in [24] by means of matched asymptotic expansions. We would like to emphasise the fact that the refinement of the first two eigenvalues up to an accuracy of order \( \frac{1}{|\ln v|^2} \) is crucial in deriving the precise value of \( A \) here. Note that the rigorous analysis in [51] could not give the value of \( A \).

**Decomposition of the solution and modulation equations:** To produce a solution of the full nonlinear problem we decompose the solution as

\[
(1.39) \quad w(z, \tau) = W[v, a, \beta](\zeta) + \varepsilon(z, \tau), \quad m_w(\zeta, \tau) = m_W[v, a, \beta](\zeta) + m_\varepsilon(\zeta, \tau).
\]

The uniqueness of this decomposition is ensured by the orthogonality conditions

\[
(1.40) \quad \langle m_\varepsilon, \phi_{n,v} \rangle_{L^2_{\omega_0/\zeta}} = 0 \quad \text{for} \quad 0 \leq n \leq N, \quad \int_{\mathbb{R}^2} \varepsilon^1 \nabla U_v \sqrt{\rho_0} \, dz = 0.
\]

The control of the radial part of \( \varepsilon \) is done via the partial mass setting, i.e. \( m_\varepsilon \), based on the spectral properties of the linear operator \( A^* \), and the control of the nonradial part \( \varepsilon^1 \) of \( \varepsilon \) is based on the coercivity estimate (1.34). Here, \( m_\varepsilon \) and \( \varepsilon^1 \) solve the equations (where \( P_v = a_1(\varphi_1, v - \varphi_{0,v}) + \sum_{n=2}^N a_n \varphi_{n,v} \)):

\[
(1.41) \quad \partial_\tau m_\varepsilon = A^* m_\varepsilon + \frac{\partial_\tau(2P_v + m_\varepsilon)m_\varepsilon}{2\zeta} + m_E + N_0(\varepsilon^1),
\]

\[
(1.42) \quad \partial_\tau \varepsilon^1 = L^2 \varepsilon^1 - \nabla \cdot G(\varepsilon^1) + \frac{x^*}{\mu} \nabla (W + \varepsilon^0) + N^1(\varepsilon^1),
\]

where \( m_E \) is the generated error estimated in (1.36), \( \nabla \cdot G(\varepsilon^1) \) contains small linear terms, and \( N_0 \) and \( N^1 \) stand for higher-order quadratic nonlinear terms corresponding to the projections on radial and nonradial modes. After projecting the above equations on suitable directions, we arrive at the full modulation equations (see Lemma 3.1 for complete expressions)

\[
(1.43) \quad |\text{Mod}_0| + |\text{Mod}_1| = O\left( \frac{1}{|\ln v|^2} \| m_\varepsilon \|_{L^2_{\omega_0/\zeta}} + \frac{\nu^2}{|\ln v|^3} \right),
\]

\[
(1.44) \quad |\text{Mod}_n| = O\left( \frac{1}{|\ln v|^2} \| m_\varepsilon \|_{L^2_{\omega_0/\zeta}} + \frac{\nu^2}{|\ln v|^2} \right),
\]

and (see (3.27) and Lemma 4.10 for more details)

\[
(1.45) \quad \left| \frac{x^*}{\mu} \right| \lesssim \| \varepsilon^1 \|_{L^2_{\omega_0}}.
\]

**Control of the remainder:** In view of (1.43), the main quantity we need to control is the \( L^2_{\omega_0/\zeta} \)-norm of \( m_\varepsilon \), which is of size (based on the error generated by the
approximate solution, see (1.36))

\[ \|m_e\|_{L^2_{\text{conv}}/\xi} \lesssim \frac{\nu^2}{|\ln \nu|}. \]

so that the leading-order dynamical system (1.38) driving the law of blowup still holds up to an accuracy of order \( \frac{1}{|\ln \nu|} \). At the linear level, i.e., without taking into account the nonlinear term in (1.41), it’s simple to achieve (1.46) thanks to the spectral gap estimate (1.32). However, the only spectral gap (1.32) is not enough to control nonlinear terms directly and to close the estimate (1.46). Indeed, the perturbation \( \varepsilon \) can be large near the origin, and the sole \( L^2_{\omega} \) orthogonality conditions for it do not allow for dissipation-type estimates there. Our idea is to put back certain nonlinear terms in the linearised operator and to prove that the spectral gap (1.32) still holds true for this perturbation. We slightly modify the decomposition (1.39) and extract the leading-order part of \( \varepsilon \) near the origin:

\[ m_w(\zeta, \tau) = Q_{\bar{\nu}}(\zeta) + a_1(\phi_1, \bar{\nu}(\zeta) - \phi_0, \bar{\nu}(\zeta)) + \tilde{m}_w, \]

where we introduce the new parameter function \( \bar{\nu} \sim \nu \) (see Lemma 4.6) to impose the orthogonality condition localised at the scale of the stationary state

\[ \int^+_{\infty} \tilde{m}_w \chi_M T_0 \frac{\omega_0}{r} \, dr = 0 \quad \text{with} \quad \tilde{m}_w(\zeta) = \tilde{m}_w(\zeta/\bar{\nu}), \]

where \( M \gg 1 \) is a fixed constant and the \( \phi_{\nu, \bar{\nu}} \)'s are the eigenfunctions of the linearized operator \( \mathcal{A}^{\zeta} \) around \( Q_{\bar{\nu}} \), defined as in (1.30) with \( \nu \) replaced by \( \bar{\nu} \). The orthogonality condition (1.48) allows us to derive the coercivity of \( \mathcal{A}_0 \) (see Lemma B.1). This coercivity together with the dissipation structure of the problem yield the control of \( \tilde{m}_w \) and its derivatives near the origin in the parabolic zone \( |\zeta| \lesssim 1 \) (or \( r \ll \frac{1}{\nu} \)) (see (3.26) and Lemma 4.9), and we obtain a pointwise bound for \( \tilde{m}_w \) (see (3.53)). When using the decomposition (1.47), the linear operator \( \mathcal{A}^{\zeta} \) is changed into (see the beginning of Section 4.2)

\[ \mathcal{A}^{\zeta} = \mathcal{A}^{\zeta} + \mathcal{A}^{\tilde{\zeta}}. \]

and the nonlinear terms can now be estimated directly. A remarkable fact is that \( \mathcal{A}^{\tilde{\zeta}} \) adds a perturbation to \( \mathcal{A}^{\zeta} \) that avoids the resonance near the origin. As a consequence the spectral structure of \( \mathcal{A}^{\zeta} \) remains the same and the spectral gap still holds true; see Lemma 4.2. We finally arrive at

\[ \frac{d}{d\xi} \|m_e\|^2_{L^2_{\text{conv}}/\xi} \leq -\|m_e\|^2_{L^2_{\text{conv}}/\xi} + C \frac{\nu^2}{|\ln \nu|}. \]

from which (1.46) then directly follows after an integration in time.

The control of the nonradial part is greatly simplified thanks to the coercivity estimate (1.34). To measure the size of \( \varepsilon^\perp \), we use the well-adapted norm related
In particular, we establish the following monotonicity formula (see Lemma 4.11):
\[
\frac{d}{d\tau} \|\varepsilon^+\|_0^2 \leq -\delta' \|\varepsilon^+\|_0^2 + C e^{-2\kappa \tau} \quad \text{for some } 0 < \kappa \ll 1,
\]
for some constant \(\delta' > 0\), which gives \(\|\varepsilon^+\|_{L^2_{\tilde{R}^2}} \lesssim e^{-\kappa \tau}\) after an integration in time.

A control on additional higher-order regularity norms on the solution is also required to close the remaining nonlinear terms. We use parabolic regularity to obtain from our key decay in \(L^2_{\omega}\) decays for higher-order derivatives. This is done outside the blowup zone, where the exponentially decaying weight \(\omega\) cannot control the solution. In this zone, however, the renormalised solution is close to zero and the analysis boils down to the stability of the zero solution subject to small boundary terms. This is also done near the origin as explained previously, where the weight \(\omega\) does not control the solution at scale \(\nu\). In this zone the renormalised solution is close to the stationary state \(U_\nu\), and the scaling term in the dynamics is negligible. We then control the perturbation via suitable coercivity estimates, as the boundary terms coming from the parabolic zone are already controlled.

The rest of paper is organized as follows: In Section 2, we formulate the problem and recall key properties of the linearised operator. Section 3 is devoted to the proof of Theorem 1.1, where we assume technical details that are left to Section 4. In Section 5, we sketch the proof of Theorem 1.3.

## 2 Linear Analysis in the Parabolic Zone

### 2.1 Parabolic variables and renormalisation

Given \((\mu, x^*) \in C^1([0, T), (0, \infty) \times \mathbb{R}^2)\), we introduce the parabolic variables
\[
\zeta = \frac{x - x^*(t)}{\mu}, \quad \frac{d \tau}{dt} = \frac{1}{\mu^2}, \quad \tau(0) = \tau_0,
\]
and the corresponding renormalisation
\[
u(x, t) = \frac{1}{\mu^2(t)} w(z, \tau), \quad \Phi_\nu(x, t) = \Phi_w(z, \tau).
\]
The renormalisation rate is encoded by the following parameter
\[
\beta = \frac{\mu \tau}{\mu}.
\]
The variables (2.1) are indeed parabolic ones as we will have, once translating back to original variables, that \(\beta \to \beta_\infty > 0\) and \(\mu(\tau) \sim \sqrt{T - \tau}\) from (4.104) for some
The problem (1.7) is transformed into the new equation
\[
\partial_t w = \nabla \cdot (\nabla w - w \nabla \Phi_w) - \beta \nabla \cdot (z w) + \frac{x_*}{\mu} \cdot \nabla w.
\]

In the partial mass setting, and in the parabolic variables (2.1), that is, introducing
\[
m_w(\xi) = \frac{1}{2\pi} \int_{B(0, \xi)} w(z) d\zeta, \quad \xi = |z|,
\]
the corresponding equation reads as
\[
\partial_t m_w = \partial^2_{\xi} m_w - \frac{1}{\xi} \partial_\xi m_w + \frac{\partial_\xi (m_w^2)}{2\xi} - \beta \xi \partial_\xi m_w + N_0(w^\perp),
\]
where for \(S(0, \xi)\) the sphere at the origin with radius \(\xi\),
\[
N_0(w^\perp) = -\frac{1}{2\pi} \int_{S(0, \xi)} w^\perp \left( \nabla \Phi_{w^\perp} - \frac{x_*}{\mu} \right) \cdot \vec{n} dS,
\]
with \(w^\perp(z) = w(z) - (2\pi\xi)^{-1} \int_{S(0, \xi)} w dS\) the nonradial part of \(w\).

### 2.2 Spectral analysis and coercivity for the linearised operator

Linearising equation (2.5) around the rescaled soliton \(Q_v\) (see (1.19)) leads to the study of the linearised operator \(\mathcal{A}^k\) whose spectrum has been studied in detail in [10] via matched asymptotic expansions. Note that in the radial setting, studying the linear operator \(L\) is equivalent to studying \(\mathcal{A}^k\) through the relation (1.29). In particular, if \(\phi_{n,v}\) is an eigenfunction of \(\mathcal{A}^k\), then \(\partial_\xi \phi_{n,v} / \xi\) is a radial eigenfunction of \(L\). For the reader's convenience, we recall from proposition 1.1 of [10] the spectral properties of the operator \(\mathcal{A}^k\).

**Proposition 2.1 (Spectral properties of \(\mathcal{A}^k\) [10]).** The linear operator \(\mathcal{A}^k : H^2_{aw,\xi} \to L^2_{aw,\xi}\) is essentially self-adjoint with compact resolvant. Moreover, given any \(N \in \mathbb{N}\), \(0 < \beta_* < \beta^*\), and \(0 < \delta \ll 1\), then there exists \(v^* > 0\) such that the following holds for all \(0 < v \leq v^*\) and \(\beta_* \leq \beta \leq \beta^*\).

(i) **Eigenvalues:** The first \(N + 1\) eigenvalues \(\alpha_0, \ldots, \alpha_N\) are given by
\[
\alpha_n = 2\beta \left(1 - n + \frac{1}{2 \ln v} + \bar{\alpha}_n\right), \quad \bar{\alpha}_n = O\left(\frac{1}{|\ln v|^2}\right).
\]
Moreover, we have the refined estimate with \(\gamma\) the Euler constant:
\[
\bar{\alpha}_n = \frac{\ln 2 - \gamma - n - \ln \beta}{4|\ln v|^2} + O\left(\frac{1}{|\ln v|^3}\right) \quad \text{for } n = 0, 1.
\]

(ii) **Eigenfunctions:** There exist eigenfunctions \(\phi_{n,v}\) given by (2.12) with
\[
\langle \phi_{n,v}, \phi_{m,v} \rangle_{L^2_{aw,\xi}}^2 = c_n \delta_{m,n} \quad \text{for } n, m \leq N,
\]
where, for some \(c > 0\),
\[
c_0 \sim \frac{|\ln v|}{8}, \quad c_1 \sim \frac{|\ln v|^2}{4}, \quad c |\ln v|^2 \leq c_n \leq \frac{1}{c} |\ln v|^2.
\]
We also have the pointwise estimates for \( k = 0, 1, 2 \),
\[
|D^k \phi_{n,v}(\xi)| + |D^k \beta \phi_{n,v}(\xi)| + |D^k v \partial_v \phi_{n,v}(\xi)|
\]
(2.10)
\[
\lesssim \left( \frac{\xi}{v + \xi} \right)^{2-k} \frac{|\xi|^{2n-2+\delta}}{(v + \xi)^{2+k}} (1 + \xi^2 \ln \frac{\xi}{v} 1_{|\nu| \geq 1}).
\]

(iii) Spectral gap estimate: For any \( g \in L^2_{\omega(v,\xi)} \) belonging to the domain of \( A^\xi \) with \( \langle g, \phi_j, v \rangle_{L^2_{\omega(v,\xi)}} = 0 \) for \( 0 \leq j \leq N \), one has
\[
\int_0^\infty g(\xi) \omega^\xi g(\xi) \frac{\omega_v(\xi)}{\xi} d\xi \leq \alpha_{N+1} \int_0^\infty g^2(\xi) \frac{\omega_v(\xi)}{\xi} d\xi.
\]
(2.11)

Due to the degeneracy of the problem, one has to track precise information of the eigenfunctions, especially for the first two ones. By construction, the eigenfunctions are obtained through the following approximation
\[
\phi_{n,v}(\xi) = \sum_{j=0}^n c_{n,j} \beta^j v^{2j-2} T_j(\frac{\xi}{v}) + \tilde{\phi}_{n,v}(\xi),
\]
where for \( A^\xi_0 \) the linearised operator around the stationary state \( Q \) introduced in (1.23),
\[
T_j = (-1)^j (A^\xi_0)^{-j} T_0, \quad T_0(r) = \frac{1}{8} r^4 Q(r), \quad c_{n,j} = 2^j \frac{n!}{(n-j)!},
\]
and for \( \psi_0(r) = \frac{r^2}{(v+r)^4} \) and \( \tilde{\psi}_0(r) = \frac{r^4 + 4r^2 \ln r - 1}{(r)^4} \), the inverse \( \omega^\xi_0^{-1} \) is given by
\[
\omega^\xi_0^{-1} f(r) := \frac{1}{2} \psi_0(r) \int_r^1 \frac{\xi^4 + 4\xi^2 \ln \xi - 1}{\xi} f(\xi) d\xi
\]
(2.14)
\[
+ \frac{1}{2} \tilde{\psi}_0(r) \int_0^r \xi f(\xi) d\xi,
\]
and \( \tilde{\phi}_{n,v} \) is a smaller-order remainder described in the following.

**Lemma 2.2 (Eigenfunctions of \( A^\xi \) [10])**. Under the hypotheses of Proposition 2.1 one has the following identities and upper bounds for \( k = 0, 1, 2 \).

(i) Estimates for \( \phi_{0,v} \):
\[
|D^k v \partial_v \phi_{0,v}| \lesssim \left( \frac{\xi}{v + \xi} \right)^{2-k-2} \frac{|\xi|^{2n}}{(v + \xi)^{2+k}} ,
\]
(2.15)
\[
|D^k \beta \phi_{0,v}| \lesssim \left( \frac{\xi}{v + \xi} \right)^{2-k-2} \frac{|\xi|^{2n}}{(v + \xi)^{2+k}},
\]
(2.16)

and
\[
|D^k \tilde{\phi}_{0,v}(\xi)| \lesssim \frac{1}{(v + \xi)^k} \left( 1_{\xi \leq v} + \frac{\ln \xi}{\ln v} 1_{\xi \geq v} \right).
\]
(2.17)
(ii) Estimates for $\phi_{1, v}$: Firstly,

$$(2.18) \quad |D^k \tilde{\phi}_{1, v}(\xi)| \lesssim \left(\frac{\zeta}{\nu + \zeta}\right)^{2-k/2} \frac{\langle \xi \rangle^4}{|\ln \nu| (\xi + \nu)^k},$$

and, secondly,

$$v \partial_v \phi_{1, v} = -2\beta(r \partial_r T_1)\left(\frac{\xi}{\nu}\right) + R_1, \quad \beta \partial_\beta \phi_{1, v} = \phi_{1, v} - \phi_{0, v} + R_2,$$

where

$$(2.19) \quad |D^k R_1(\xi)| \lesssim \left(\frac{\zeta}{\nu + \zeta}\right)^{2-k/2} \frac{\langle \xi \rangle^4}{|\ln \nu| (\xi + \nu)^k},$$

$$(2.20) \quad |D^k R_2(\xi)| \lesssim \left(\frac{\zeta}{\nu + \zeta}\right)^{2-k/2} \frac{\langle \xi \rangle^4}{(\xi + \nu)^k}. $$

(iii) Cancellation near the origin: For all $0 \leq n \leq N$:

$$(2.21) \quad |D^k(\phi_{n, v} - \phi_{0, v})| \lesssim \min\left(\sqrt{\left(\frac{\xi}{\nu}\right)^2}, \frac{1}{|\ln \nu|}\right) \left(\frac{\zeta}{\nu + \zeta}\right)^{2-k/2} \frac{\langle \xi \rangle^{2n+2}}{(\xi + \nu)^{2+k}}.$$

We also prove in [10] a coercivity property of the linearized operator $L$ acting on purely nonradial functions avoiding the direction $\nabla U$. Before stating it, note that on the one hand, in the first decomposition for $L (1.21)$, the operator $L_0$ is self-adjoint in $L^2(\mathbb{R}^2)$ endowed with the inner product

$$(2.22) \quad \langle u, v \rangle_{L^2} = \int_{\mathbb{R}^2} u \cdot \nabla v \, dy, \quad \|u\|_{L^2}^2 = \langle u, u \rangle_{L^2}.$$  

The positivity of the norm $\| \cdot \|_{L^2}$ is subject to some suitable orthogonality conditions as showed in the following lemma.

**Lemma 2.3 (Coercivity of $\mathcal{M}$ [10, 51]).** Let $u$ be such that $\int_{\mathbb{R}^2} u^2 \, dy < +\infty$ and $\int_{|x| > r} u = 0$ for almost every $r > 0$. Then, we have

$$(2.23) \quad \int_{\mathbb{R}^2} u \cdot \mathcal{M} u \, dy \geq 0,$$

and there exist $\delta_1, \delta_2, C > 0$ such that

$$(2.24) \quad \int_{\mathbb{R}^2} u \cdot \mathcal{M} u \, dy \geq \delta_1 \int_{\mathbb{R}^2} \frac{u^2}{U} \, dy - C \left[ \langle u, \Lambda U \rangle_{L^2}^2 + \langle u, \partial_1 U \rangle_{L^2}^2 + \langle u, \partial_2 U \rangle_{L^2}^2 \right].$$

If $u$ additionally satisfies $\int_{\mathbb{R}^2} \frac{|\nabla u|^2}{U} \, dy < +\infty$, then one has

$$(2.25) \quad \int_{\mathbb{R}^2} U |\nabla (\mathcal{M} u)|^2 \, dy \geq \delta_2 \int_{\mathbb{R}^2} \frac{|\nabla u|^2}{U} \, dy - C \left[ \langle u, \partial_1 U \rangle_{L^2}^2 + \langle u, \partial_2 U \rangle_{L^2}^2 \right].$$
On the other hand, \( \mathcal{L} \) can be written the following way:

\[
(2.26) \quad \mathcal{L} u = \mathcal{H} u - \nabla U \cdot \nabla \Phi_u \quad \text{with} \quad \mathcal{H} u = \frac{1}{\omega} \nabla \cdot (\omega \nabla u) + 2(U - b)u,
\]

with the weight function \( \omega \) defined in (1.26). Not containing the nonlocal part, the operator \( \mathcal{H} \) is self-adjoint in the weighted \( L^2(\mathbb{R}^2) \) with inner product

\[
(2.27) \quad \langle u, v \rangle_{L^2(\omega)} = \int_{\mathbb{R}^2} uv \omega(y) dy, \quad \|u\|_{L^2(\omega)}^2 = \langle u, u \rangle_{L^2(\omega)}.
\]

For our problem at hand, we will be able to neglect the part of the nonlocal term in \( \mathcal{L} \) located away from the origin. We thus introduce the following “mixed” scalar product, with a localised Poisson field, which matches the two previous ones (2.22) and (2.27) to leading order close to and away from the origin, respectively:

\[
(2.28) \quad \langle u, v \rangle_* := \int_{\mathbb{R}^2} u \sqrt{\rho} \cdot \mathcal{H}(v \sqrt{\rho}) dy.
\]

To avoid the faraway contribution for the Poisson field that is not under control in \( L^2(\omega) \), we localise the Poisson field in the linearised operator accordingly:

\[
\tilde{\Phi}_u = \frac{1}{\sqrt{\rho}} (-\Delta)^{-1}(u \sqrt{\rho}),
\]

and consider the slightly modified operator

\[
\tilde{\mathcal{L}} u = \Delta u - \nabla \cdot (u \nabla \Phi_U) - \nabla \cdot (U \nabla \tilde{\Phi}_u) - b \nabla \cdot (y u).
\]

We claim that in the nonradial sector, the localised operator \( \tilde{\mathcal{L}} \) is coercive for the mixed scalar product (2.27) under the natural orthogonality assumption to \( \nabla U \).

**Proposition 2.4 (Coercivity of \( \tilde{\mathcal{L}} \))**. There exists \( \delta_0, C > 0 \) and \( b^* > 0 \) such that for all \( 0 < b \leq b^* \), if \( u \in H^1_\omega \) and satisfies \( \int_{|y| = r} u(y) dy = 0 \) for almost every \( r \in (0, \infty) \), then we have

\[
(2.29) \quad \langle -\tilde{\mathcal{L}} u, u \rangle_* \geq \delta_0 \|\nabla u\|_{L^2(\omega)}^2 - C \sum_{i=1}^2 \left( \int_{\mathbb{R}^2} u \partial_i U \sqrt{\rho} \, dy \right)^2.
\]

**Remark 2.5**. Proposition 2.4 concerns \( \tilde{\mathcal{L}} \) instead of \( \mathcal{L} \). However, the difference

\[
(\mathcal{L} - \tilde{\mathcal{L}}) u = \nabla U \cdot \nabla (\tilde{\Phi}_u - \Phi_u)
\]

will be controlled by dissipative effects and the fast decay of the stationary solution \( U \) together with an appropriate outer norm defined in Definition 3.3.
3 Stable Blowup Dynamics

3.1 Inner variables and renormalisations

The most important part of the analysis is done in parabolic variables (2.1). We will also use the inner variables

\[ y = \frac{z}{v}, \quad \frac{ds}{d\tau} = \frac{1}{\nu^2}, \quad s(0) = s_0, \]

and the corresponding renormalisation:

\[ w(z, \tau) = \frac{1}{\nu^2(\tau)} v(y, s), \quad \Phi_w(z, \tau) = \Phi_v(y, s), \]

so that the problem (2.3) is transformed into the further renormalised equation

\[ \partial_s v = \nabla \cdot (\nabla v - v \nabla \Phi_v) + \left( \frac{\nu_s}{\nu} - \nu^2 \beta \right) \nabla \cdot (z v) + \frac{\nu x^*}{\mu} \cdot \nabla v. \]

The parameter in (3.1) is fixed via the first orthogonality condition in (3.11). This is the orthogonal projection in $L^2_{0v, \xi}$ of the solution $w$ onto the set of stationary states $(U_\lambda)_{\lambda > 0}$. Roughly speaking, this says that $w$ is close to $U_v$ in the parabolic zone. However, it will not be enough to show that in inner variables (3.2), $v$ is close to $U_v$ with a sufficient estimate in order to control the nonlinear terms.

To cope with this issue, we use a second decomposition involving a slightly rescaled stationary state at scale $\tilde{v}$, fixed by another orthogonality condition (3.17). In particular, we introduce a modified parameter $\tilde{v}$ with the associated modified inner variables for the partial mass (2.4)

\[ m_v(\tilde{r}, s) = m_w(\zeta, \tau), \quad \tilde{r} = \frac{\xi}{\tilde{v}}, \quad \frac{ds}{d\tau} = \frac{1}{\tilde{v}^2}, \]

where $m_v$ solves the new equation

\[ \partial_s m_v = \frac{\partial^2 m_v}{\partial \tilde{r}^2} + \frac{1}{\tilde{r}} \partial \tilde{r} m_v + \frac{\partial \tilde{r}(m_v^2)}{2\tilde{r}} + \left( \frac{\nu_s}{\nu} - \nu^2 \beta \right) \partial \tilde{r} m_v + \tilde{\eta}_0(v^\perp), \]

where

\[ \tilde{\eta}_0(v^\perp) = -\frac{1}{2\pi} \int_{S(0, \tilde{r})} v^\perp \left( \nabla \Phi_v - \frac{\nu x^*}{\mu \tilde{v}} \right) \cdot \tilde{n} dS. \]

3.2 Ansatz

First decomposition in parabolic variables

In parabolic variables (2.1) we take an approximate solution to (2.3) of the form

\[ W = W[v, a, \beta](z, \tau) = U_v(\xi) + a_1(\tau)(\phi_{1,v} - \phi_{0,v}) + \sum_{n=-2}^{N} a_n(\tau) \phi_{n,v}(\xi) \]

\[ \equiv U_v(\xi) + \Psi_{1,v} + \Psi_{2,v}, \]
where above we recall that the rescaled stationary state is
\[ U_v(\zeta) = \frac{1}{\sqrt{2}} U \left( \frac{\zeta}{v} \right) = \frac{8v^2}{(v^2 + \zeta^2)^2}, \]
v(\tau), a(\tau) = (a_1, \ldots, a_n)(\tau) and \( \beta(\tau) \) are unknown functions to be determined, \((\varphi_{n,v})_{0 \leq n \leq N}\) are the radial eigenfunctions of \( \mathcal{L}^v \) defined in (1.17), and the approximate perturbation is

\[ (3.7) \quad \Psi_{1,v}(\tau, \zeta) = a_1(\tau)(\varphi_{1,v} - \varphi_{0,v}), \quad \Psi_{2,v}(\tau, \zeta) = \sum_{n=2}^{N} a_n(\tau) \varphi_{n,v}(\zeta). \]

The approximate solution to (2.5) in partial mass (2.4) corresponding to (3.6) is

\[ (3.8) \quad m_w[v, a, \beta](\zeta, \tau) = Q_v(\zeta) + a_1(\varphi_{1,v} - \varphi_{0,v}) + \sum_{n=2}^{N} a_n(\tau) \varphi_{n,v}(\zeta) \]
\[ = Q_v(\zeta) + P_v, \]
where the partial mass of the stationary state \( Q_v(\zeta) = m_{U_v}(\zeta) \) is given by
\[ Q_v(\zeta) = Q \left( \frac{\zeta}{v} \right) = \frac{4\zeta^2}{v^2 + \zeta^2}. \]

\((\varphi_{n,v})_{0 \leq n \leq N}\) are the renormalised eigenfunctions of \( \mathcal{L}^v \) defined as in (1.30), and the partial mass of the approximate perturbation is

\[ (3.9) \quad P_v = P_{1,v} + P_{2,v}, \quad P_{1,v} = a_1(\varphi_{1,v} - \varphi_{0,v}), \quad P_{2,v} = \sum_{n=2}^{N} a_n(\tau) \varphi_{n,v}(\zeta). \]

The full solutions to (2.3) and (2.5) are then decomposed as

\[ w = W + \varepsilon, \quad m_w = m_W + m_\varepsilon = Q_v + P_{1,v} + m_\varepsilon \]
\[ = P_{2,v} + m_\varepsilon. \]

Decomposing the remainder \( \varepsilon \) between the radial part and nonradial parts (with 0 or \( \perp \) as superscripts, respectively):
\[ \varepsilon = \varepsilon^0 + \varepsilon^\perp, \quad q = q^0 + q^\perp, \]
the decomposition (3.10) is ensured by the orthogonality conditions
\[ m_\varepsilon \perp \mathcal{L}^v_{\perp \varphi_{n,v}} \quad \text{for } 0 \leq n \leq N, \]
\[ (3.11) \quad \int_{\mathbb{R}^2} q^\perp \partial_1 U \sqrt{\rho} \, dy = \int_{\mathbb{R}^2} q^\perp \partial_2 U \sqrt{\rho} \, dy = 0. \]

In the blowup variables (3.1), we will use the notation \( r = |y| \), and
\[ v = V + q, \quad V[v, \beta, a](s, y) = U(y) + \frac{a_1}{\sqrt{2}} [\varphi_1(r) - \varphi_0(r)] + \sum_{n=2}^{N} \frac{a_n}{\sqrt{2}} \varphi_n(r), \]
where we have the relations for the remainders and eigenfunctions:

\[ q(s, y) = v^2 e(t, z), \quad m_q(s, r) = m_e(t, \zeta), \quad \varphi_n(r) = \frac{\partial_r \Phi_n(r)}{r}, \]

and

\[ \varphi_n(r) = v^2 \varphi_n, \upsilon(\zeta), \quad \varphi_n, \upsilon(\zeta) = \frac{\partial_\zeta \varphi_n, \upsilon(\zeta)}{\zeta}, \quad \varphi_n(r) = v A \varphi_n, \upsilon(\zeta). \]

**Second decomposition in parabolic variables and inner variables**

We then consider the decomposition in modified inner variables (3.4)

\[ m_v(\bar{r}, s) = Q(\bar{r}) + \tilde{F}_1(\bar{r}, s) - \tilde{N}_1(\bar{r}, s) + \tilde{m}_v(\bar{r}, s). \]

Above, \( \tilde{F}_1(\bar{r}, s) - \tilde{N}_1(\bar{r}, s) \) is the modified approximate perturbation where

\[ \tilde{F}_1(\bar{r}, s) = P_1(\bar{r}, s) \varphi_n(\xi, \tau) = a_1(\tau) \left( \varphi_n, \upsilon(\xi, \tau) - \varphi_0(\xi, \tau) \right), \]

with \( \varphi_n, \upsilon(\xi, \tau) \) being the eigenfunction, given by (2.12) with \( v \) replaced by \( \bar{v} \), of

\[ \alpha \tilde{\beta}^2 = \alpha_0^2 - \beta \zeta \partial_\zeta, \quad \alpha \tilde{\beta}^2 = \alpha_0^2 - \frac{1}{\zeta} \partial_\zeta + \frac{\partial_\tau (\bar{Q}_v(\xi, \tau))}{\zeta}, \]

which is the linearized operator around \( \bar{Q}_v(\xi, \tau) \), and, with \( \alpha \tilde{\beta}^{-1} \) given by (2.14),

\[ \tilde{N}_1(\bar{r}, s) = \alpha_0^{-1} \left( \frac{\partial_\tau \bar{P}_1^2}{2 \bar{r}} + 8 \beta \tilde{\beta}^2 \bar{Q}_v \right) \]

\[ = \bar{v}^4 \left( \alpha_0^{-1} \left( \frac{\partial_\tau \bar{P}_1^2}{2 \bar{r}} + 8 \beta \tilde{\beta}^2 \bar{Q}_v(\xi, \tau) \right) \right) := N_1(\bar{r}, s), \]

where \( \bar{Q}_v(\xi, \tau) = \varphi_0, \upsilon(\xi, \tau) - \bar{v}^{-2} T_0(\xi, \bar{r}) \) satisfies the pointwise bound (2.17). The introduction of \( \tilde{N}_1 \) is just a technical issue for the control of the inner norm (3.44). Roughly speaking, we want the source error term to be of size \( O(v^4/\ln v) \) for the norm (3.26); however, the error terms created by \( \tilde{F}_1 \) are only of size \( O(v^4) \) on compact sets, but with strong decay at infinity. The correction \( \tilde{N}_1 \) then precisely cancels these terms.

In terms of \( (\xi, \tau) \)-variables, the decomposition (3.12) is equivalent to

\[ m_w = Q_v + P_1(v) - N_1(v) + \tilde{m}_w, \quad \tilde{m}_w(\xi, \tau) = \tilde{m}_w(\bar{r}, s), \]

where the modified remainder is

\[ \tilde{m}_w = Q_v - Q_v + P_1(v) - P_1(v) + N_1(v) + \tilde{m}_e. \]

The parameter \( \bar{v} \) is fixed by the orthogonality condition in modified inner variables:

\[ \int_0^\infty \tilde{m}_v(\bar{r}) \chi_M(\bar{r}) T_0(\bar{r}) \frac{\alpha_0(\bar{r})}{\bar{r}} d\bar{r} = 0 \quad \text{for some fixed constant } M \gg 1 \]
with \( \chi_M \) being defined as in (1.15). In particular, this orthogonality condition and the rough bound (3.42) for \( m_e \) (see Lemma 4.6 below) ensure \( v \) and \( \tilde{v} \) are close:

\[
|v - \tilde{v}| \lesssim \frac{v}{|\ln v|}.
\]

### 3.3 The error generated by the approximate solution

We claim that \( W[v, a, \beta] (\zeta, \tau) \) introduced in (3.6) is a good approximate profile to (2.3) in the following sense.

**Lemma 3.1 (Approximate profile).** Assume that \( (v, a, \beta, x^*) \) are \( C^1 \) maps with

\[
(v, a, \beta, x^*) : [\tau_0, \tau_1] \to (0, v^*) \times (0, a^*) \times \left( \frac{1}{2} \beta^* + \beta^* \right) \times \mathbb{R}^2,
\]

for \( 0 < v^*, a^*, \beta^* < 1 \) and \( \tau_0 < \tau_1 \leq +\infty \), with a priori bounds:

\[
\left| \frac{v_\tau}{v} \right| \lesssim \frac{1}{|\ln v|}, \quad |a_1| \lesssim v^2, \quad |a_n| \lesssim \frac{v^2}{|\ln v|^2} \quad \text{for} \quad n \in \{2, \ldots, N\},
\]

\[
|\beta_\tau| \lesssim \frac{1}{|\ln v|^3}.
\]

Then the error generated by (3.6) for (2.3) is given by

\[
E(\zeta, \tau) = -\partial_\zeta W + \nabla \cdot (\nabla W - W \nabla \Phi_W) - \beta \nabla \cdot (z W) + \frac{x^*_n}{\mu} \cdot \nabla W
\]

\[
= \frac{\partial_\zeta m_E}{\zeta} + \frac{x^*_n}{\mu} \cdot \nabla W,
\]

where

\[
m_E(\zeta, \tau) = -\partial_\zeta m_W - \beta \zeta \partial_\zeta m_W + \zeta \partial_\zeta \left( \zeta^{-1} \partial_\zeta m_W \right) + \frac{\partial_\zeta m_W^2}{2 \zeta}
\]

can be decomposed as

\[
m_E(\zeta, \tau) = \sum_{n=0}^{N} \text{Mod}_n \phi_{n, \nu}(\zeta) + \tilde{m}_E(\zeta, \tau) + \frac{\partial_\zeta P^2}{\nu v},
\]

with

\[
\text{Mod}_0 = \left( \frac{v_\tau}{v} - \beta \right) 8 v^2 + a_{1, \tau} - a_{1, \tau} 2 \beta (1 + \tilde{a}_0),
\]

\[
\text{Mod}_n = -[a_{n, \tau} - 2 \beta (1 - n + \tilde{a}_n) a_n],
\]

and

\[
\|\tilde{m}_E \phi_{0, \nu}\|_{L^2_{\nu \ln v / \zeta}} = -\frac{a_1}{8} \left( \frac{v_\tau}{v} - \beta \frac{v}{\ln v} \right) + \mathcal{O} \left( \frac{v^2}{|\ln v|^2} \right),
\]

\[
\|\tilde{m}_E \phi_{1, \nu}\|_{L^2_{\nu \ln v / \zeta}} = \frac{a_1}{4} |\ln v| \left( \frac{v_\tau}{v} - \beta \frac{v}{\ln v} \right) + \mathcal{O} \left( \frac{v^2}{|\ln v|} \right).
\]
\[
(3.24) \quad \|\tilde{m}_E\|_{L^2_{\text{oav}/\zeta}}^2 = O\left(\frac{v^4}{\ln v^2}\right), \quad \langle \tilde{m}_E, \phi_n, v \rangle_{L^2_{\text{oav}/\zeta}} = O(v^2) \quad \text{for} \ n \in \{2, \ldots, N\}.
\]

**Proof.** Plugging the expansion (3.3) into (3.18) yields

\[
m_E(\zeta, \tau) = \left(\frac{v_r}{v} - \beta \right) \xi \partial_\xi Q_v - \partial_\tau P_v + \beta^2 \frac{\partial_\xi P_v^2}{2\zeta}.\]

Noting that \(\xi \partial_\xi Q_v \sim 8v^2 \phi_{0,v}\) and \(\beta^2 \phi_{n,v} = 2\beta(1 - n + \bar{\alpha}_n)\phi_{n,v}\), we write

\[
m_E(\zeta, \tau) = \left[\left(\frac{v_r}{v} - \beta \right) 8v^2 + a_{1, \tau} - a_1 2\beta(1 + \bar{\alpha}_0)\right] \phi_{0,v} + \sum_{n=1}^N \left[ a_n \frac{v_r}{v} \xi \partial_\xi \phi_{n,v} + \sum_{n=2}^N a_n \frac{\beta_r}{\beta} \beta \partial_\xi \phi_{n,v}\right] + \left(\frac{v_r}{v} - \beta \right) \xi \partial_\xi Q_v - 8v^2 \phi_{0,v},\]

where the remainder is given by

\[
\tilde{m}_E = -a_1 \left[\frac{v_r}{v} \xi \partial_\xi (\phi_{1,v} - \phi_{0,v}) + \frac{\beta_r}{\beta} \beta \partial_\xi \phi_{1,v} - \phi_{0,v}\right] - \sum_{n=2}^N \left[ a_n \frac{v_r}{v} \xi \partial_\xi \phi_{n,v} + \sum_{n=2}^N a_n \frac{\beta_r}{\beta} \beta \partial_\xi \phi_{n,v}\right] + \left(\frac{v_r}{v} - \beta \right) \xi \partial_\xi Q_v - 8v^2 \phi_{0,v}.
\]

From the a priori assumptions, we remark that the leading-order term in \(\tilde{m}_E\) is \(a_1 \frac{v_r}{v} \xi \partial_\xi (\phi_{1,v} - \phi_{0,v})\). In particular, we have from Lemma 2.2 the identity

\[
v \partial_\nu \left(\phi_{1,v} - \phi_{0,v}\right) = -2\beta(r \partial_r T_1)\left(\frac{\zeta}{v}\right) + O\left(\frac{\ln v}{\ln v}\right) = \beta + O\left(\frac{\ln v}{\ln v}\right),
\]

from this and the asymptotic behavior \(T_1(r) = -\frac{1}{2} \ln r + \frac{1}{4} + O\left(\frac{\ln r}{r^2}\right)\) for \(r \gg 1\), we compute asymptotically

\[
\langle v \partial_\nu (\phi_{1,v} - \phi_{0,v}), \phi_{0,v} \rangle_{L^2_{\text{oav}/\zeta}} = \beta \int_0^\infty \phi_{0,v}(\zeta) \xi^{-1} \omega_v(\xi) d \xi + O\left(\frac{1}{\ln v}\right)
\]

\[
= \frac{\beta v^2}{8} \int_0^\infty r e^{-\frac{\beta v_2 r}{2}} d r + O\left(\frac{1}{\ln v}\right) = \frac{1}{8} + O\left(\frac{1}{\ln v}\right).
\]

\[
\langle v \partial_\nu (\phi_{1,v} - \phi_{0,v}), \phi_{1,v} \rangle_{L^2_{\text{oav}/\zeta}} = \beta \int_0^\infty \phi_{1,v}(\zeta) \xi^{-1} \omega_v(\xi) d \xi + O(1)
\]

\[
= -\frac{\beta^2 v^4 \ln v}{8} \int_0^\infty r^3 e^{-\frac{\beta v_2 r}{2}} d r + O(1) = -\frac{\ln v}{4} + O(1),
\]

\[
\langle v \partial_\nu (\phi_{1,v} - \phi_{0,v}), \phi_{1,v} \rangle_{L^2_{\text{oav}/\zeta}} = \beta \int_0^\infty \phi_{1,v}(\zeta) \xi^{-1} \omega_v(\xi) d \xi + O(1)
\]

\[
= -\frac{\beta^2 v^4 \ln v}{8} \int_0^\infty r^3 e^{-\frac{\beta v_2 r}{2}} d r + O(1) = -\frac{\ln v}{4} + O(1),
\]
and for \( n \geq 2 \),
\[
(\nu \partial_{\nu} (\phi_{1,\nu} - \phi_{0,\nu}), \phi_{n,\nu})_{L_{colv}^2} = O(|\ln \nu|).
\]

From Lemma 2.2 we have the relation
\[
\beta \partial_{\beta} (\phi_{1,\nu} - \phi_{0,\nu}) = 2\beta T_1 \left( \frac{\xi}{\nu} \right) + O(|\xi|^4);
\]
from this and from the behavior of \( T_1 \), we compute
\[
\begin{align*}
\langle \beta \partial_{\beta} (\phi_{1,\nu} - \phi_{0,\nu}), \phi_{0,\nu} \rangle_{L_{colv}^2} & = 2\beta \int_0^{+\infty} T_1 \left( \frac{\xi}{\nu} \right) \phi_{0,\nu}(\xi) \xi^{-1} \omega_{\nu}(\xi) d\xi + O(1) \\
& = -\frac{\beta \nu^2}{8} \int_0^{+\infty} (\ln r) e^{-\nu^2 r^2} r^2 r \, dr + O(1) = -\frac{|\ln \nu|}{8} + O(1),
\end{align*}
\]
\[
\begin{align*}
\langle \beta \partial_{\beta} (\phi_{1,\nu} - \phi_{0,\nu}), \phi_{n,\nu} \rangle_{L_{colv}^2} & = 2\beta \int_0^{+\infty} T_1 \left( \frac{\xi}{\nu} \right) \phi_{1,\nu}(\xi) \xi^{-1} \omega_{\nu}(\xi) d\xi + O(1) \\
& = \frac{\beta^2 \nu^4}{8} \int_0^{+\infty} (\ln r)^2 r^2 e^{-\nu^2 r^2} r^2 r \, dr + O(|\ln \nu|) = \frac{|\ln \nu|^2}{4} + O(|\ln \nu|),
\end{align*}
\]
and for \( n \geq 2 \),
\[
\langle \beta \partial_{\beta} (\phi_{1,\nu} - \phi_{0,\nu}), \phi_{n,\nu} \rangle_{L_{colv}^2} = O(|\ln \nu|^2).
\]

Using the a priori assumptions, (2.21) and (2.10), we obtain the following rough estimates:
\[
\begin{align*}
\left\| \sum_{n=2}^{N} a_n \frac{v_r}{v} \nu \partial_{\nu} \phi_{n,\nu} \right\|_{L_{colv}^2} & \lesssim \sum_{n=2}^{N} \left| a_n \frac{v_r}{v} \right| |\ln v| \lesssim \frac{v^2}{|\ln \nu|^2}, \\
\left\| \sum_{n=2}^{N} a_n \frac{\beta_r}{\beta} \beta \partial_{\beta} \phi_{n,\nu} \right\|_{L_{colv}^2} & \lesssim \sum_{n=2}^{N} \left| a_n \frac{\beta_r}{\beta} \right| |\ln v| \lesssim \frac{v^2}{|\ln \nu|^4}.
\end{align*}
\]

Using \( \xi \partial_{\xi} Q_\nu(\xi) = 8T_0(r) \) yields
\[
\left\| (\xi \partial_{\xi} Q_\nu - 8v^2 \phi_{0,\nu}) \right\|_{L_{colv}^2} = v^2 \|	ilde{\phi}_{0,\nu}\|_{L_{colv}^2} \lesssim \frac{v^2}{|\ln \nu|}.
\]

The collection of the above estimates yields the estimate for \( \tilde{m}_E \) and closes the proof of Lemma 3.1. \( \square \)
3.4 Bootstrap regime

We describe a regime in which the solution $w$ is close to the approximate solution $W$. The most important quantity is $\|m_\varepsilon\|_{L^2(\omega_0/\xi)}$ giving radial $L^2$ control in the parabolic zone $\xi \lesssim 1$, from which we are able to close the leading dynamical system driving the law of blowup solutions in Lemma 4.1.

To close estimates at the nonlinear level, we use higher-order regularity norms in the parabolic zone, which we decompose as the union of the inner zone $\xi \leq \xi^*$ and of the middle range zone $\xi^* \leq \xi \leq \xi^*$, where we fix two numbers $0 < \xi^* << 1$ and $\xi^* \gg 1$.

First, we use an inner norm for the radial part in modified blowup variables (3.1),

\[
\|e^1\|_0^2 = \nu^2 \int_{\mathbb{R}^2} e^{1/\sqrt{\rho_0}} \mathcal{M}^2(e^{1/\sqrt{\rho_0}}) \, dz,
\]

\(\mathcal{M}^2\) being defined by (1.18) and at a higher-order regularity level in the inner zone

\[
\|q^1\|_{in}^2 = - \int_{\mathbb{R}^2} \mathcal{L}_0(\xi_{*\varepsilon/\nu} q^1) \mathcal{M}(\xi_{*\varepsilon/\nu} q^1) \, dy = \int U |\nabla (\mathcal{M}(\xi_{*\varepsilon/\nu} q^1))|^2 \, dy.
\]

where $\rho, \mathcal{L}_0, \mathcal{M}$ are defined in (1.26) and (1.22), respectively. Note the equivalence thanks to the orthogonality (3.11) and the coercivity (2.24):

\[
\|e^1\|_0 \sim \|e^1\|_{L^2_{\omega_0}}.
\]

Finally, in the outer zone $\xi \geq \xi^*$, the full lower-order perturbation is decomposed into radial and nonradial parts,

\[
\hat{w} = w - U_\nu - \Psi_{1, \nu} = \Psi_{2, \nu} + \varepsilon =: \hat{w}^0 + \hat{w}^1,
\]

and is controlled outside by an outer norm in the parabolic variables:

\[
\|\hat{w}\|_{ex}^{2\rho} = \int (1 - \chi_{\xi^*/4})(|z|^{2\frac{\nu}{4}} \hat{w}^1 + |z|^{2\frac{\nu}{4}} \nabla \hat{w}^1)^{2\rho} \, dz \quad \text{for some } \rho > 1.
\]

**Definition 3.2 (Bootstrap initiation).** Let $N \in \mathbb{N}, \kappa > 0, \tau_0 \gg 1$, and $\mu_0 = e^{-\tau_0/2}$. We say that $w_0$ satisfies the initial bootstrap conditions if there exist $x_0^* \in \mathbb{R}^2, \beta_0 > 0$, and $\nu_0 > 0$ such that the following holds true. In the variables (2.1) one has the decomposition (3.10) with the orthogonality conditions (3.11) and the following estimates:

(i) Compatibility condition for the initial renormalisation rate $\beta_0$:

\[
\frac{a_1}{4v^2} = -1 + \frac{1}{2 \ln \nu_0} + \frac{\ln 2 - \gamma - 1 - \ln \beta_0}{4 \ln \nu_0^2}.
\]
(ii) Initial modulation parameters: For $\bar{c}_0 = \sqrt{\frac{2}{\beta_0}} e^{-\frac{2 + y}{2}}$,

\begin{equation}
\bar{c}_0 e^{-\sqrt{\beta_0} \ln |v_0|} \left(1 - \frac{1}{|\ln v_0|}\right) \leq v_0 \leq \bar{c}_0 e^{-\sqrt{\beta_0} \ln |v_0|} \left(1 + \frac{1}{|\ln v_0|}\right).
\end{equation}

\begin{equation}
\frac{1}{2} - \frac{1}{|\ln v_0|} < \beta_0 < \frac{1}{2} + \frac{1}{|\ln v_0|}, \quad |\alpha_n| < \frac{v_0^2}{|\ln v_0|^2} \text{ for } 2 \leq n \leq N.
\end{equation}

(iii) Initial remainder:

\begin{equation}
\| m_q(s_0) \|_{L^2} < \| m_e(r_0) \|_{L^2} < \frac{v_0^2}{|\ln v_0|},
\end{equation}

\begin{equation}
\| m_e \|_{H^2(\frac{\pi}{2} \leq \xi \leq 4\pi)} < \frac{v_0^2}{|\ln v_0|},
\end{equation}

\begin{equation}
\| \tilde{\omega}^0 \|_{\text{in}} < \frac{v_0^2}{|\ln v_0|},
\end{equation}

\begin{equation}
\| e^{\frac{1}{2} - \frac{1}{|\ln v_0|}} + \| e^{\frac{1}{2}} \|_{H^2(\frac{\pi}{2} \leq \xi \leq 4\pi)} < e^{-\kappa_0 r_0}.
\end{equation}

\begin{equation}
\| q_0 \|_{\text{in}} < e^{-\kappa_0 r_0},
\end{equation}

\begin{equation}
\| \tilde{\omega}^0 \|_{\text{ex}} < e^{-\kappa_0 r_0}.
\end{equation}

Our goal is to prove that solutions satisfying the initial bootstrap conditions defined by the previous definition will stay close to the approximate solution forward in time, in the following sense.

**Definition 3.3 (Bootstrap).** Let $\kappa > 0$, $r_0 \gg 1$, and $K'' \gg K' \gg K > 1$. A solution $w$ to (1.1) is said to be trapped on $[\tau_0, \tau^*]$ if it satisfies the initial bootstrap conditions in the sense of Definition 3.2 at time $\tau_0$ and the following conditions on $(\tau_0, \tau^*)$: There exists $\mu \in C^1([0, \tau^*), (0, \infty))$ such that the solution can be decomposed according to (3.10) and (3.11) on $[\tau_0, \tau^*]$ with:

(i) **Compatibility condition for the renormalisation rate $\beta$:**

\begin{equation}
\frac{a_1}{4v^2} = -\frac{1}{2} + \frac{1}{2 \ln v} + \frac{\ln 2 - \gamma - 1 - \ln \beta}{4|\ln v|^2}.
\end{equation}

(ii) **Modulation parameters:** For $\bar{c} = \frac{\sqrt{2}}{\beta} e^{-\frac{2 + y}{2}}$,

\begin{equation}
\bar{c} e^{-\sqrt{\beta_0} r_0 \ln |v_0|} \left(1 - \frac{K' \ln |\ln v|}{|\ln v|}\right) \leq v \leq \bar{c} e^{-\sqrt{\beta_0} r_0 \ln |v_0|} \left(1 + \frac{K' \ln |\ln v|}{|\ln v|}\right).
\end{equation}

\begin{equation}
\frac{1}{2} - \frac{K'}{|\ln v|} < \beta < \frac{1}{2} + \frac{K'}{|\ln v|}.
\end{equation}
\begin{equation}
|a_n| < \frac{Kv^2}{\ln v^2} \quad \text{for } 2 \leq n \leq N.
\end{equation}

(iii) **Remainder:**

\begin{align}
(3.41) & \quad v^2 \|m_q(s)\|_{L^2_{\text{cor}}} = \|m_e(\tau)\|_{L^2_{\text{cor}}/\xi} < \frac{Kv^2}{\ln v}, \\
(3.42) & \quad \|m_e(\tau)\|_{H^2(\xi_0 \leq \xi \leq \xi_*)} < K'v^2/\ln v, \\
(3.43) & \quad \|\tilde{m}_e\|_{\text{in}} < \frac{K''v^2}{\ln v}, \\
(3.44) & \quad \|\tilde{v}^0\|_{\text{ex}} < K''v^2/\ln v, \\
(3.45) & \quad \|e^1\|_{L^2(\tau_0 \leq \tau \leq \tau^*)} < Ke^{-\kappa \tau}, \\
(3.46) & \quad \|q^1\|_{\text{in}} < \frac{K''e^{-\kappa \tau}}{v}, \\
(3.47) & \quad \|\tilde{v}^1\|_{\text{ex}} < K''e^{-\kappa \tau}.
\end{align}

The initial bootstrap conditions define an open set in which trajectories are trapped, in the sense of the following proposition.

**Proposition 3.4 (Existence of a solution trapped in the bootstrap regime).** There exists a choice of the constants $N \in \mathbb{N}$, $0 < \kappa \ll 1$, $K' \gg 1$, $K'' \gg 1$, and $\tau_0 \gg 1$ such that any solution which is initially in the bootstrap in the sense of Definition 3.2 will be trapped on $[\tau_0, \infty)$ in the sense of Definition 3.3.

**Proof.** This is the heart of the present paper. The next lemmas and propositions prepare for its proof, which is finally done in Section 4.7.

**Remark 3.5.** The constants are determined in the following order. First, $N$ is chosen large enough and $\kappa$ small enough so that constants in time derivatives of Lyapunov functionals have the correct signs. Then $K$ is chosen first, followed by $K'$ depending on $K$, and $K''$ depending on $K, K'$. Finally, $\tau_0$ is chosen last, so that this parameter is always adjusted throughout the proof to obtain various smallness.

### 3.5 Properties of the bootstrap regime

The following lemma gives some properties of a solution trapped in the bootstrap regime.

**Lemma 3.6 (A priori control in the bootstrap).** Let $w$ be a solution in the bootstrap regime in the sense of Definition 3.3. Then for $\tau_0$ large enough depending on $\kappa$, $K$, $K'$, and $K''$ the following estimates hold on $[\tau_0, \tau^*]:$
Estimate on \(p_j\): 

\[
(3.50) \quad \frac{\sqrt{r}}{2} \leq |\ln p_j| \leq \sqrt{r}.
\]

Estimate on the approximate perturbation: For \(C\) independent of the bootstrap constants \(k, K, K',\) and \(K''\) for \(k = 0, 1, 2: \)

\[
(3.51) \quad |D^k P_{1,v}(\xi)| \lesssim v^2 \left(\frac{\xi}{v + \xi}\right)^{2-k^2} \frac{|\ln|r||}{(v + \xi)^k}.
\]

\[
(3.52) \quad |D^k P_{2,v}(\xi)| \lesssim \frac{1}{|\ln v|^2} \left(\frac{\xi}{v + \xi}\right)^{2-k^2} \frac{|\xi| C(N)|\ln|r||}{(v + \xi)^k}.
\]

Refined pointwise estimate in the parabolic zone: For \(\xi \leq \xi^*/2, \)

\[
(3.53) \quad |\tilde{m}_w(\xi)| + |\xi \partial_\xi \tilde{m}_w(\xi)| \lesssim \frac{\xi^2}{(\xi + v)^2} \frac{v^2}{|\ln v|} \sqrt{|\ln|r||}.
\]

Pointwise estimates in the outer zone: For \(\xi = |z| \geq \xi^*/2, \) for the full perturbation, \(3.54\)

\[
|\Psi_v + e^0| \lesssim v^2 \ln v||z|^{2+\frac{1}{2}}, \quad |P_v + m_\xi| + |\xi \partial_\xi (P_v + m_\xi)| \lesssim |\ln v|v^2 \xi^\frac{1}{2},
\]

for the higher-order part of the perturbation, \(3.55\)

\[
|\Psi_{2,v} + e^0| \lesssim \frac{v^2}{|\ln v|} |z|^{2+\frac{1}{2}}, \quad |P_{2,v} + m_\xi| + |\xi \partial_\xi (P_{2,v} + m_\xi)| \lesssim \frac{v^2}{|\ln v|} \xi^\frac{1}{2},
\]

and for the nonradial part, \(3.56\)

\[
|e^\perp(z)| \lesssim e^{-\kappa r} (1 + |z|)^{-2+\frac{1}{4}}.
\]

Pointwise estimate on the nonradial Poisson field: For all \(z \in \mathbb{R}^2, \)

\[
(3.57) \quad |\Phi_{e^\perp}(z)| + (1 + |z|)|\nabla \Phi_{e^\perp}(z)| \lesssim (1 + |z|)^{\frac{1}{2}} \frac{e^{-\kappa r}}{v^3}.
\]

**Proof.** Note that (3.50) is a direct consequence of (3.39).

**Step 1. The approximate perturbation.** From the pointwise estimate (2.21), (3.9), and the bootstrap bounds (3.38), (3.39), and (3.41), there holds for a constant \(C\) depending on \(N\) only,

\[
|D^k P_{1,v}(\xi)| \leq |a_1| |D^k (\phi_1,v(\xi) - \phi_0,v(\xi))| \leq C v^2 \left(\frac{\xi}{v + \xi}\right)^{2-k^2} \frac{1 + \ln|\xi|}{(v + \xi)^k},
\]

\[
|D^k P_{2,v}(\xi)| \leq \sum_{n=2}^N |a_n| |D^k \phi_n,v(\xi)| \leq \frac{C}{|\ln v|^2} \left(\frac{\xi}{v + \xi}\right)^{2-k^2} \frac{1 + \ln|\xi|}{(v + \xi)^k},
\]

which are the pointwise estimates (3.51) and (3.52).
Step 2. Pointwise estimates for $m_w$. Let $f(r) = \varphi_0 m_v$ and $m_w = \varphi_0^{-1} f$ be defined by the formula (2.14). Consider the zone $r \leq \xi^*/2v$. Note that one has

$$f(r) = \varphi_0 (\chi \xi \tilde{m}_v) \quad \text{for } r \leq \frac{2\xi^*}{v},$$

and for $2\xi^* \leq r v \leq \xi^*$,

$$|f(r)| = |\varphi_0 m_v(r)| \lesssim |\partial_r m_v| + v|\partial_r \tilde{m}_v| + v^2|\tilde{m}_v|$$

(3.58)

$$= v^2(|\partial_\xi \tilde{m}_w| + |\partial_\xi \tilde{m}_w| + |\tilde{m}_w|).$$

Hence, from the bootstrap bounds (3.43) and (3.44) and the relation $m_w = Q_v - Q_{\overline{v}} + P_{1,v} - P_{1,v} + P_{2,v} + m_v$, we estimate

\[
\|f\|_{L^2_{\varphi_0}(r \leq \xi^*/2v)} \lesssim \|\varphi_0 (\chi \xi \tilde{m}_v)\|_{L^2_{\varphi_0}} + v^2\|\partial_\xi \tilde{m}_w| + |\partial_\xi \tilde{m}_w| + |\tilde{m}_w|\|_{L^2_{\varphi_0}(r \leq \xi^*/2v)}
\]

\[
\lesssim v^2\|\tilde{m}_v\|_{\text{loc}} + \|m_v\|_{H^2(2v \leq \xi^*)}
\]

\[
+ \|Q_v - Q_{\overline{v}} + P_{1,v} - P_{1,v} + P_{2,v} - N_{1,v}\|_{H^2(2v \leq \xi^*)} \lesssim \frac{v^2}{|\ln v|}.
\]

Using the explicit inversion formula of $\varphi_0^{-1}$, we write

$$\chi \xi \tilde{m}_v = \frac{1}{2} \psi_0(r) \int_r^1 \frac{\zeta^4 + 4 \zeta^2 \ln \zeta - 1}{\zeta} f(\zeta) d\zeta + \frac{1}{2} \tilde{\psi}_0(r) \int_r^0 \zeta f(\zeta) d\zeta + c_0 \psi_0,$$

where $\psi_0$ and $\tilde{\psi}_0$ are the two linearly independent solutions to $\varphi_0 \psi = 0$ given by

$$\psi_0(r) = \frac{r^2}{(r)^4} \quad \text{and} \quad \tilde{\psi}_0(r) = \frac{r^4 + 4r^2 \ln r - 1}{(r)^4}.$$

(3.59)

From the orthogonality condition (3.17), we use the coercivity of $\varphi_0$ given in Lemma B.1 to estimate the constant $|c_0| \lesssim \|m_v\|_{\text{loc}} \lesssim \frac{v^2}{|\ln v|}$. We then estimate by the Cauchy-Schwarz inequality and the decay of $\psi_0$:

$$k = 0, 1, \quad (r \partial_r)^k \tilde{m}_v(r) \lesssim \|f\|_{L^2_{\varphi_0}(r \leq \xi^*/2v)} \frac{r^2}{1 + r^2 \sqrt{\ln r}} + \frac{|c_0|}{1 + r^2}
\]

\[
\lesssim \frac{v^2}{|\ln v|} \frac{r^2}{1 + r^2 \sqrt{\ln r}},
\]

for $r \leq \xi^*/2v$. This concludes the proof of the pointwise estimate (3.53).

Step 3. Radial faraway pointwise estimates. We first prove (3.55). We recall the Sobolev embedding:

$$\|\xi|^2 \frac{1}{2} \tilde{u}^0\|_{L^\infty(\xi \leq \xi^*)} \lesssim \|\tilde{u}^0\|_{\text{ex}}.$$
Due to the bootstrap bound (3.45), the above inequality proves (3.55). From the relation \( \partial_\eta m_\omega = \zeta \omega^0 \), this in turn implies the inequality for \( \zeta \geq \zeta^* / 2 \):

\[
|\partial_\eta m_\omega| \lesssim \frac{\nu^2}{|\ln \nu|} \zeta^{1/2}.
\]

From (3.43) and Sobolev embedding, we get

\[
\left| m_\omega \left( \frac{\zeta^*}{2} \right) \right| \lesssim \frac{\nu^2}{|\ln \nu|}.
\]

The two above inequalities and the Fundamental Theorem of Calculus then imply the second inequality in (3.55). Recall that

\[
w - U_\nu = \Psi_\nu + \epsilon, \quad m_w - Q_\nu = P_\nu + m_\epsilon;
\]

from this and the relation (3.38), the pointwise estimate (2.21), and the bound (3.55), we deduce (3.54).

Step 4. Estimate of the Poisson field. We first note that from (3.49), (3.47), and the Sobolev embedding (3.60), there holds for \( |z| \geq \zeta^* / 2 \):

\[
|\epsilon^\perp(z)| \lesssim e^{-\kappa} |z|^{-2 + \frac{1}{4}}.
\]

From a change of variables, the coercivity given in Lemma 2.3, and the bootstrap bound (3.46), we have the localized estimate

\[
\int_{\mathbb{R}^2} |\epsilon^\perp|^2 \frac{dy}{U(y)} \lesssim e^{-2\kappa \tau} \frac{\nu^2}{\nu^2}.
\]

Using this estimate and (3.56) yields

\[
\int_{\mathbb{R}^2} |\epsilon^\perp|^2 (1 + |z|)^{2\alpha} \, dz \lesssim e^{-2\kappa \tau} \frac{\nu^2}{\nu^6}
\]

for any \( \alpha < 3/4 \). Applying (A.6) for \( \alpha = \frac{1}{2} \) then implies (3.57). \( \square \)

4 Control of the Solution in the Bootstrap Regime

This section is devoted to the proof of Proposition 3.4. It will be shown through a series of lemmas in which the dynamics of the parameters is controlled and the a priori estimates for the remainder are bootstrapped.

4.1 Modulation equations

Injecting the decomposition (3.10) into the equation (2.5), we obtain the following equation of the remainder in the partial mass setting:

\[
\partial_\tau m_e = \mathcal{A}^\perp m_e + \frac{\partial_\zeta [(2 P_\nu + m_\epsilon) m_\epsilon]}{2 \zeta} + m_E + N_0(\epsilon^\perp),
\]

where \( P_\nu \) and \( m_E \) are introduced in (3.8) and (3.18), respectively, and

\[
N_0(\epsilon^\perp) = -\frac{1}{2\pi} \int_{S(0, \zeta)} \epsilon^\perp \left( \nabla \Phi_{\epsilon^\perp} - \frac{\chi^\perp}{\mu} \right) \cdot \tilde{n} \, dS.
\]
We write from (2.3) and the decomposition (3.10) the equation satisfied by \( \varepsilon^\perp \):

\[
\partial_t \varepsilon^\perp = \mathcal{L}^\varepsilon \varepsilon^\perp - \nabla \cdot \mathcal{G}(\varepsilon^\perp) + \frac{x^*_\tau}{\mu} \cdot \nabla W + \frac{x^*_\tau}{\mu} \nabla \varepsilon^0 + N^\perp(\varepsilon^\perp),
\]

where \( \mathcal{L}^\varepsilon \) is the linearized operator defined in (1.17) and

\[
\mathcal{G}(\varepsilon^\perp) = \varepsilon^\perp \nabla \Phi_{\Psi_\nu + \varepsilon^0} + (\Psi_\nu + \varepsilon^0) \nabla \Phi_{\nu^\perp}.
\]

\[
N^\perp(\varepsilon^\perp) = - \left( \nabla \cdot \left( \varepsilon^\perp \left( \nabla \Phi_{\nu^\perp} - \frac{x^*_\tau}{\mu} \right) \right) \right)^\perp.
\]

Projecting (4.1) onto the directions generated involved in orthogonality condition (3.11) gives the time evolution of the parameters below. The solution of the following equations gives the desired blowup laws as explained in the strategy of the proof.

**Lemma 4.1 (Modulation equations).** Let \( w \) be a solution in the bootstrap regime in the sense of Definition 3.3. Then, the following estimates hold on \([\tau_0, \tau^*] \):

\[
8v^2 \left( \frac{v_\nu}{v} - \beta \right) + a_{1, \tau} - 2\beta a_1 (1 + \bar{\alpha}_0) + \frac{a_1 v_\tau}{\ln v} + a_1 \frac{\beta_\tau}{\beta} = \theta \left( \frac{D(\tau)}{\ln v} \| m_\varepsilon \|_{L^2_{\omega v/\xi}} \right) + \theta \left( \frac{v^2}{\ln v^3} \right),
\]

(4.6)

\[
a_{1, \tau} - 2\beta a_1 \bar{\alpha}_1 + \frac{a_1 v_\tau}{\ln v} + a_1 \frac{\beta_\tau}{\beta} = \theta \left( \frac{D(\tau)}{\ln v} \| m_\varepsilon \|_{L^2_{\omega v/\xi}} \right) + \theta \left( \frac{v^2}{\ln v^3} \right),
\]

(4.7)

\[
a_{n, \tau} - 2\beta a_n (1 - n + \bar{\alpha}_n) = \theta \left( \frac{D(\tau)}{\ln v} \| m_\varepsilon \|_{L^2_{\omega v/\xi}} \right) + \theta \left( \frac{v^2}{\ln v^3} \right),
\]

(4.8)

where \( \bar{\alpha}_n \) is given in Proposition 2.1 and

\[
D(\tau) = \left| \frac{v_\tau}{v} \right| + \left| \frac{\beta_\tau}{\beta} \right|.
\]

**Proof.** Taking the scalar product of (4.1) with \( \phi_{n,v} \) in \( L^2_{\omega v/\xi} \) for \( n = 0, \ldots, N \), and using the orthogonality (3.11) and the self-adjointness of \( \mathcal{G}^\xi \) yields the identity

\[
\langle \partial_t m_\varepsilon, \phi_{n,v} \rangle = \left[ \frac{\partial_\xi [(2P_\nu + m_\varepsilon)m_\varepsilon]}{2\xi} + m_E + N_0(\varepsilon^\perp), \phi_{n,v} \right],
\]

(4.9)

where we write \( \langle \cdot, \cdot \rangle \equiv \langle \cdot, \cdot \rangle_{L^2_{\omega v/\xi}} \) for simplicity and \( \omega_v \) is the weight introduced in (1.25). We are going to estimate all terms appearing in the above equation.
The time derivative term. We start by differentiating the first orthogonality condition in (3.11) to get
\[
0 = \frac{d}{d\tau} \langle m_\epsilon, \phi_n, \nu \rangle = \langle \partial_\tau m_\epsilon, \phi_n, \nu \rangle + \left\{ m_\epsilon, \frac{v}{\nu} \left( v \partial_\nu \phi_n, \nu + v \partial_\nu \omega_\nu \phi_n, \nu \right) \right\}
+ \left\{ \frac{\beta_\epsilon}{\beta} \left( \beta \partial_\beta \phi_n, \nu + \frac{\beta \partial_\beta \omega_\nu}{\omega_\nu} \phi_n, \nu \right) \right\},
\]
where we have the algebraic identities
\[
\frac{v \partial_\nu \omega_\nu}{\omega_\nu} = \frac{v^4}{\nu^2} \left( 1 + \frac{\zeta^2}{\nu^2} \right)^2 = \frac{1}{(1 + \frac{\zeta^2}{\nu^2})}, \quad \frac{\beta \partial_\beta \omega_\nu}{\omega_\nu} = \frac{\beta \zeta^2}{2}.
\]
Using the Cauchy-Schwarz inequality, (2.19) or (2.15), (2.16), and (2.20) if \( n = 0, 1 \), the orthogonality condition (3.11), and (2.10) for \( n \geq 2 \), one obtains
\[
\left| \left\{ m_\epsilon, \frac{\beta \zeta^2}{2} \phi_n, \nu \right\} \right| + \left| \left\{ m_\epsilon, \beta \partial \phi_n, \nu \phi_n, \nu \right\} \right| + \left| \left\{ m_\epsilon, v \partial_\nu \phi_n, \nu \right\} \right| 
\lesssim \| m_\epsilon \|_{L^2_{\omega_\nu}} \times \begin{cases} 1 & \text{if } n = 0, 1, \\ |\ln v| & \text{if } n \geq 2. \end{cases}
\]
From (2.19), (2.15), (2.10), and Cauchy-Schwarz, we estimate for \( n \in \{0, \ldots, N\} \),
\[
\left| \left\{ m_\epsilon, v \partial_\nu \omega_\nu - \omega_\nu \phi_n, \nu \right\} \right| \lesssim \| m_\epsilon \|_{L^2_{\omega_\nu}}^2.
\]
Collecting the above estimates yields
\[
(4.10) \quad \| \partial_\tau m_\epsilon, \phi_n, \nu \| \lesssim D(\tau) \| m_\epsilon \|_{L^2_{\omega_\nu}} \times \begin{cases} 1 & \text{if } n = 0, 1, \\ |\ln v| & \text{if } n \geq 2. \end{cases}
\]

The lower-order linear term. One first writes by using integration by parts
\[
(4.11) \quad \left\{ \partial_\tau \left( P_\nu m_\epsilon, \phi_n, \nu \right) \right\} = \left\{ m_\epsilon, \frac{\zeta}{\omega_\nu} P_\nu \partial_\xi \left( (\phi_n, \nu - \phi_0, \nu) \frac{\omega_\nu}{\zeta^2} \right) \right\}
- \left\{ m_\epsilon, \frac{\zeta}{\omega_\nu} P_\nu \partial_\xi \left( \phi_0, \nu \frac{\omega_\nu}{\zeta^2} \right) \right\}.
\]
Using (3.51), (3.52), and the degeneracy near the origin (2.21), one obtains the rough bound
\[
\left| \frac{\zeta}{\omega_\nu} P_\nu \partial_\xi \left( (\phi_n, \nu - \phi_0, \nu) \frac{\omega_\nu}{\zeta^2} \right) \right| \lesssim \frac{1}{|\ln v|^2} |\zeta|^C r^2 \ln(r) / (r)^6,
\]
which yields the estimates
\[
\left| \left\{ \frac{\zeta}{\omega_\nu} P_\nu \partial_\xi \left( (\phi_n, \nu - \phi_0, \nu) \frac{\omega_\nu}{\zeta^2} \right) \right\} \right| \lesssim \frac{1}{|\ln v|^2},
\]
\[
\left| \left\{ m_\epsilon, \frac{\zeta}{\omega_\nu} P_\nu \partial_\xi ((\phi_n, \nu - \phi_0, \nu) \frac{\omega_\nu}{\zeta^2}) \right\} \right| \lesssim \frac{\| m_\epsilon \|_{L^2_{\omega_\nu}}}{|\ln v|^2}.
\]
As for the last term in (4.11), we write \( \phi_{0,v} = \frac{1}{v^2} T_0(r) + \tilde{\phi}_{0,v} \). Using the pointwise estimate (2.17), we have the estimate

\[
\left| \frac{\zeta}{\omega_v} P_v \partial_\zeta \left( \tilde{\phi}_{0,v} \frac{\omega_v}{\zeta^2} \right) \right| \lesssim \frac{1}{|\ln v|^2} \left( \frac{\zeta}{v + \zeta} \right)^2 \frac{\ln \langle r \rangle}{(v + \zeta)^2};
\]

from this and the Cauchy-Schwarz inequality, we obtain

\[
(4.12) \quad \left| \left( m_{e,v} \frac{\zeta}{\omega_v} P_v \partial_\zeta \left( \tilde{\phi}_{0,v} \frac{\omega_v}{\zeta^2} \right) \right) \right| \lesssim \frac{1}{|\ln v|^2} \| m_e \|_{L^2_{\omega_v/\zeta}}.
\]

To estimate the contribution coming from \( T_0 \), we use the algebraic identity \( 8T_0 = r^2 \mathcal{U} \) and write

\[
(4.13) \quad \frac{\zeta}{\omega_v} \partial_\zeta \left( \frac{1}{v^2} T_0(r) \frac{\omega_v}{\zeta^2} \right) = -\frac{\beta \zeta^2}{8\omega_v} e^{-\frac{\beta \zeta^2}{2}}.
\]

and recall from (3.51) and (3.52) that \( P_v = P_{1,v} + P_{2,v} \) satisfies

\[
(4.14) \quad |P_v(\zeta)| \lesssim \frac{1}{|\ln v|^2} \frac{\ln \langle r \rangle}{(r)^2} |\zeta|^C.
\]

Hence, we have

\[
\left| \left( m_{e,v} \frac{\zeta}{\omega_v} P_v \partial_\zeta \left( \frac{1}{v^2} T_0(r) \frac{\omega_v}{\zeta^2} \right) \right) \right| = \left| \frac{\beta}{8} \int m_e \zeta P_v e^{-\beta \zeta^2/2} d\zeta \right|
\]

\[
\lesssim \| m_e \|_{L^2_{\omega_v/\zeta}} \left( \int \zeta^3 P_v^2 e^{-\beta \zeta^2} \omega_v \omega_v^{-1} d\zeta \right)^{1/2}
\]

\[
\lesssim \| m_e \|_{L^2_{\omega_v/\zeta}} \times \frac{K}{|\ln v|^2} \left( \int r^3 \frac{|v|^2 \ln^2 \langle r \rangle}{\langle r \rangle^4} e^{-\beta v^2 r^2/2} \mathcal{U}(r) dr \right)^{1/2}
\]

\[
\lesssim \frac{1}{|\ln v|^2} \times \| m_e \|_{L^2_{\omega_v/\zeta}}.
\]

Injecting these estimates into (4.11) yields

\[
(4.15) \quad \left| \left( \frac{\partial_\zeta (P_v m_e)}{\zeta}, \phi_{n,v} \right) \right| \lesssim \frac{1}{|\ln v|^2} \| m_e \|_{L^2_{\omega_v/\zeta}}.
\]

The error term. From the expression (3.19) and the orthogonality (2.9), we have

\[
(4.16) \quad \langle m_E, \phi_{n,v} \rangle = \| \phi_{n,v} \|_{L^2_{\omega_v/\zeta}}^2 \times \text{Mod}_n + \langle m_E, \phi_{n,v} \rangle + \left\langle \frac{P_v}{2\zeta}, \phi_{n,v} \right\rangle.
\]
where the contribution of \( \langle \hat{m}_E, \phi_{n,v} \rangle \) is precisely given by (3.22), (3.23), and (3.24). Applying (4.15) with \( m_e = P_v \), we have the estimate
\[
\left\| \frac{\partial \xi}{\partial \xi} (P_v^2, \phi_{n,v}) \right\| \lesssim \frac{1}{|\ln v|^2} \left( \| P_{1,v} \|_{L^2_{\text{conv}}/\xi}^2 + \| P_{2,v} \|_{L^2_{\text{conv}}/\xi}^2 \right)
\lesssim \frac{1}{|\ln v|^2} \left( v^2 |\ln v| + \frac{v^2}{|\ln v|} \right) \lesssim \frac{v^2}{|\ln v|}.
\]

As for the projection on \( \phi_{0,v} \), we again use the relation \( 8T_0 = r^2 U \) to obtain a better estimate. By integration by parts and \( |\phi_{0,v}| \lesssim v^2 \ln(r) \), we write
\[
\left\| P_{2,v}, \frac{\xi}{\omega_v} P_v \partial \xi \left( \frac{\omega_v}{\xi^2} \right) \right\| \lesssim \frac{1}{|\ln v|^2} \| P_{2,v} \|_{L^2_{\text{conv}}/\xi} \lesssim \frac{v^2}{|\ln v|^3}.
\]

A similar estimate for (4.12), by using \( |P_{1,v}(\xi)| \lesssim v^2 \ln(|r|) \), yields the estimate
\[
\left\| \frac{\partial \xi}{\partial \xi} (P_v^2, \phi_{0,v}) \right\| \lesssim \frac{v^2}{|\ln v|^4}.
\]

From (4.13) and (4.14), we have
\[
\left\| P_{2,v}, \frac{\xi}{\omega_v} P_v \partial \xi \left( \frac{1}{v^2} T_0(r) \frac{\omega_v}{\xi^2} \right) \right\| = \frac{\beta}{8} \int P_v^2 \xi e^{-\xi^2/2} d\xi
\lesssim \frac{v^2}{|\ln v|^4} \int \frac{|\ln(r)|}{|r|^4} (|r|^2) r^2 e^{-v^2 r^2/2} dr \lesssim \frac{v^2}{|\ln v|^4}.
\]

We then conclude
\[
(4.17) \quad \left\| \frac{\partial \xi}{\partial \xi} P_v^2 \phi_{n,v} \right\| \lesssim \frac{v^2}{|\ln v|}, \quad \left\| \frac{\partial \xi}{\partial \xi} P_v^2 \phi_{0,v} \right\| \lesssim \frac{v^2}{|\ln v|^2}.
\]

The nonlinear term. Using integration by parts, we write
\[
\left\| \frac{\partial \xi}{\partial \xi} m_e^2 \phi_{n,v} \right\| = -\frac{1}{2} \left\{ m_e^2, \frac{\xi}{\omega_v} \partial \xi \left( \frac{\phi_{n,v} - \phi_{0,v}}{\xi^2} \omega_v \right) \right\}
\lesssim \frac{1}{2} \left\{ m_e^2, \frac{\xi}{\omega_v} \partial \xi \left( \frac{\phi_{n,v} - \phi_{0,v}}{\xi^2} \omega_v \right) \right\}.
\]

From the degeneracy near the origin (2.21), we have the rough bound
\[
\left\| \frac{\xi}{\omega_v} \partial \xi \left( \frac{\phi_{n,v} - \phi_{0,v}}{\xi^2} \omega_v \right) \right\| \lesssim \frac{1}{v^2 \langle r \rangle^2} \langle \xi \rangle C.
\]
and from the pointwise estimate (2.17),
\[
\left| \frac{\zeta}{\omega_v} \partial_\zeta \left( \frac{\tilde{\Phi}_{0,v}}{\zeta^2} \omega_v \right) \right| \lesssim \frac{1}{v^2} \ln(r) \cdot \frac{\ln(r)}{r^2}.
\]

We directly get the bounds
\[
\left| \left( m_e^2 \frac{\zeta}{\omega_v} \partial_\zeta \left( \frac{(\Phi_{0,v} - \Phi_{0,v})}{\zeta^2} \omega_v \right) \right) \right| \leq \left| \left( m_e^2 \frac{\zeta}{\omega_v} \partial_\zeta \left( \frac{\tilde{\Phi}_{0,v}}{\zeta^2} \omega_v \right) \right) \right|
\]
\[
\lesssim \frac{1}{v^2} \| m_e \|_{L^2_{\omega_v/\zeta}}^2.
\]

From the pointwise bound far away (3.55) and the definition of $P_{2,v}$, we have
\[
| m_e(\zeta) | \lesssim \frac{v^2}{\ln(1/\zeta)} C, \]
from which we get
\[
\left| \left( m_e^2 \frac{\zeta}{\omega_v} \partial_\zeta \left( \frac{(\Phi_{0,v} - \Phi_{0,v})}{\zeta^2} \omega_v \right) \right) \right| \lesssim \frac{v^2}{\ln(v^2)} \int_{\zeta \geq \zeta_*} \zeta C e^{-\beta \zeta^2/2} d\zeta
\]
\[
\lesssim \frac{v^2}{\ln(v^2)}.
\]

Using (4.13), we compute
\[
\left| \left( m_e^2 \frac{\zeta}{\omega_v} \partial_\zeta \left( \frac{T_0(r)}{v^2 \zeta^2} \omega_v \right) \right) \right| = \left| \frac{\beta}{8v^4} \int m_e^2 \zeta^2 U(r) \frac{\omega_v}{\zeta} d\zeta \right|
\]
\[
= \left| \frac{\beta v^2}{8} \int m_e^2 r^2 U(r) \frac{\omega}{r} dr \right| \lesssim \frac{v^2}{\ln(v^2)} \| m_e \|_{L^2_{\omega_v/\zeta}}^2 = \frac{1}{v^2} \| m_e \|_{L^2_{\omega_v/\zeta}}^2.
\]

Collecting the above estimates yields the final bound for the nonlinear term
\[
\left( \left| \frac{\partial_\zeta m_e^2}{2\zeta} \Phi_{0,v} \right| \right) \lesssim \frac{1}{v^2} \| m_e \|_{L^2_{\omega_v/\zeta}}^2 + \frac{v^2}{\ln(v^2)} \lesssim \frac{K^2 v^2}{\ln(v^2)}.
\]

\textbf{The nonradial term.} We estimate from (3.57), (2.10), and (4.60),
\[
\left( \left| N_0(e^{-1}), \Phi_{0,v} \right| \right) \lesssim \frac{e^{-2\alpha \tau}}{v^2} \lesssim \frac{v^2}{\ln(v^2)}
\]
for some universal constant $C$ depending only on $N$, where we used in the second identity the bootstrap estimate (3.39) and $\tau_0$ sufficiently large.

The conclusion follows by injecting (4.10), (4.15), (4.16), (4.17), (4.18), and (4.19) into the expression (4.9) and using (2.9). This ends the proof of Lemma 4.1. □
4.2 Main energy estimate

This subsection is devoted to deriving an energy estimate for the norm \( (3.42) \) of \( m_e \) in \( L^2_{\omega,\xi} \). Taking into account the decomposition \((3.15)\) and the smallness of the higher order part of the approximate perturbation \( P_{2,v} \) in \( L^2_{\omega,\xi} \), i.e., \( \| P_{2,v} \|_{L^2_{\omega,\xi}} \lesssim \frac{v^2}{|\ln v|} \) (from \((3.41)\) and \((2.10)\)), we will control instead of \( m_e \) the full higher-order part of the perturbation,

\[
\bar{m}_e = m_e + P_{2,v}.
\]

Recall from \((3.10)\) and \((3.15)\) the decomposition

\[
m_w = Q_v + P_{1,v} + \bar{m}_e \quad \text{and} \quad m_e = Q_{\bar{v}} - Q_v + P_{1,\bar{v}} - P_{1,v} - N_{1,\bar{v}} + \tilde{m}_w.
\]

and write from \((2.5)\) the equation satisfied by \( \tilde{m}_w \),

\[
\partial_t \tilde{m}_w = \omega \tilde{\tau} \tilde{m}_w + \frac{\partial \xi [(V + \tilde{m}_w)\tilde{m}_w]}{2\xi} + \tilde{m}_E + N_0(\epsilon) ,
\]

where \( N_0(\epsilon) \) is defined as in \((4.2)\) and

\[
V = P_{1,v} + P_{1,\bar{v}} - N_{1,\bar{v}}.
\]

Here, \( \omega \tilde{\tau} \) is the modified operator defined by

\[
\omega \tilde{\tau} = \omega \tilde{\tau} + \frac{\partial \xi [(Q_{\bar{v}} - Q_v)]}{2\xi} = \frac{1}{2}(\omega \tilde{\tau} + \omega \tilde{\tau}),
\]

where \( \omega \tilde{\tau} \) and \( \omega \tilde{\tau} \) are the linearized operator around \( Q_v \) and \( Q_{\bar{v}} \), respectively, and the error \( \tilde{m}_E \) is

\[
\tilde{m}_E = \sum_{n=0}^1 \text{Mod}_n \phi_{n,v}(\xi) + \tilde{m}_E + \frac{\partial \xi P^2_{1,v}}{2\xi}
\]

(almost the same as \((3.19)\) without taking into account the higher-order approximate perturbation \( P_{2,N} \)) and the analogue of \((3.24)\) holds, namely,

\[
\| \tilde{m}_E \|_{L^2_{\omega,\xi}} + \left\| \frac{\partial \xi P^2_{1,v}}{2\xi} \right\|_{L^2_{\omega,\xi}} = O \left( \frac{v^2}{|\ln v|} \right).
\]

The basic idea behind this modification is the ability of controlling the nonlinear term when performing the \( L^2_{\omega,\xi} \) energy estimate thanks to the following:

1. The pointwise bound \((3.53)\) for \( \tilde{m}_w \), which avoids the resonance \( T_0 \) of the operator \( \mathcal{L}_0 \) from the orthogonality condition \((3.17)\). Recall that \( T_0 \) is obtained by differentiating the rescaled stationary state \( Q_v \) at \( v = 1 \), so it is natural to slightly modify the parameter function \( v \) by \( \tilde{v} \) to cancel out the component \( T_0 \). In particular, the orthogonality condition \((3.17)\) allows us to derive the coercivity of \( \omega \tilde{\tau} \) in Lemma B.2 which is a key ingredient in obtaining the control of \( \tilde{m}_w \) as in \((3.44)\).
The spectral gap of $\mathcal{A}$ still holds true under the orthogonality conditions (3.11) up to a sufficiently small error. The key feature is that this operator can be written as

$$\mathcal{A} = \mathcal{A}_0^\xi + \mathcal{P} - \beta \xi \partial \xi \quad \text{with} \quad \mathcal{P} = \frac{1}{2\xi} \partial \xi (\mathcal{V} \cdot), \quad \mathcal{V} = (Q_v - \bar{Q}_v),$$

where the particular form of the perturbation $\mathcal{P}$ yields a cancellation as it is orthogonal to $T_0$ in $L^2(\omega_0/\xi)$. Roughly speaking, the modified eigenvalues and eigenfunctions are the same up to some sufficiently small error, which is enough to obtain for $\mathcal{A}$ almost the same spectral gap as for $\mathcal{A}_0^\xi$.

We first claim the following spectral properties of $\mathcal{A}^\xi$.

**Lemma 4.2 (Spectral gap for $\mathcal{A}^\xi$).** There exists a universal $C' > 0$ such that the following holds. Assume $1/2 \leq \beta \leq 2$ and $|\nu - \bar{\nu}| \leq C\nu/|\log \nu|$ for some $C > 0$, and let $\bar{\omega}_\nu = \sqrt{\omega_\nu \omega_{\bar{\nu}}}$. Fix any $N \in \mathbb{N}$ and assume the orthogonality condition (3.11), i.e., $m_\nu \perp \phi_{n,v}$ in $L^2(\omega_\nu/\xi)$ for $0 \leq n \leq N$. Then, for $\nu$ small enough:

$$\int \bar{\omega}_\nu \mathcal{A}^\xi \bar{\omega}_\nu \xi d\xi \leq -2\beta(N - C') \int \bar{\omega}_\nu \mathcal{A} \bar{\omega}_\nu \xi d\xi + C \sum_{n=2}^N |a_n|^2 |\log \nu|^2.$$

Lemma 4.2 is a direct consequence of the following proposition, whose proof is given in detail in our previous work, and of the bound (4.31) on $\nu - \bar{\nu}$, whose proof is relegated to the end of this subsection.

**Proposition 4.3 (Spectral properties of $\mathcal{A}^\xi$ [10]).** Assume the hypotheses of Proposition 2.1 and that the function $\mathcal{V}$ in the operator $\mathcal{P}$ satisfies

$$|\mathcal{V}(\xi)| + |\xi \partial \xi \mathcal{V}(\xi)| \lesssim \frac{\nu^2}{|\log \nu|(\nu^2 + \xi^2)}.$$  

Then, the operator $\mathcal{A}^\xi : H^2(\bar{\omega}_\nu/\xi) \to L^2(\bar{\omega}_\nu/\xi)$ is essentially self-adjoint with the compact resolvent, where

$$\bar{\omega}_\nu(\xi) = \omega_\nu(\xi) \exp\left(\int_0^\xi \frac{\mathcal{P}(\xi)}{\xi} d\xi\right).$$

Its first $N + 1$ eigenvalues $(\bar{\alpha}_n)_{0 \leq n \leq N}$ satisfy

$$|\bar{\alpha}_n - \alpha_n| \leq \frac{C'}{|\log \nu|^2},$$

and there exist associated renormalised eigenfunctions $(\tilde{\phi}_{n,v})_{0 \leq n \leq N}$ satisfying

$$\frac{||\phi_{n,v} - \tilde{\phi}_{n,v}||_{L^2(\omega_\nu)}^2}{||\phi_{n,v}||_{L^2(\omega_\nu)}^2} \leq C' \frac{||\phi_{n,v}||_{L^2(\omega_\nu)}^2}{\sqrt{|\log \nu|}}.$$
Remark 4.4. Using the fact that $\nu \sim \tilde{\nu}$ (see (4.31)) and the explicit relation

$$\tilde{\omega}_\nu = \left(\frac{\xi^2 + \xi^2}{\xi^2 + \nu^2}\right) \omega_\nu \sim \omega_\nu,$$

we have the following equivalence of weighted Lebesgue norms:

$$\|\cdot\|_{L^2_{\omega_\nu}/\zeta} \sim \|\cdot\|_{L^2_{\tilde{\omega}_\nu}/\zeta}.$$

**Proof of Lemma 4.2.** The proof uses a standard orthogonal decomposition and the spectral stability estimates provided by Proposition 4.3. We recall that $A$ is self-adjoint in $L^2_{\omega_\nu}$, with eigenvalues $\alpha_n$ and eigenfunctions $\phi_{n,v}$. We decompose $m_e$ onto the first $N + 1$ eigenmodes of $A$:

$$\sum_{n=0}^N b_n \phi_{n,v} + m_e^\perp, \quad m_e^\perp \perp \phi_n$$

in $L^2(\tilde{\omega}_\nu/\zeta)$ for $0 \leq n \leq N$,

so that from Proposition 4.3 and the spectral theorem, there holds the spectral gap:

$$\int m_e^\perp \cdot \partial \tilde{\omega}_\nu m_e^\perp \bar{\omega}_\nu d\zeta \geq \alpha_{N+1} \int |m_e^\perp|^2 \bar{\omega}_\nu d\zeta \leq -2\beta(N-1) \int |m_e^\perp|^2 \bar{\omega}_\nu d\zeta$$

where we used (4.25) and took $\nu$ small enough in the last inequality. As the eigenfunctions $\phi_{n,v}$ are mutually orthogonal in $L^2(\tilde{\omega}_\nu/\zeta)$, we have from the above inequality:

$$\int m_e \cdot \partial \tilde{\omega}_\nu m_e \bar{\omega}_\nu d\zeta = \int m_e^\perp \cdot \partial \tilde{\omega}_\nu m_e^\perp \bar{\omega}_\nu d\zeta + \sum_{n=0}^N b_n^2 \alpha_n \int |\phi_{n,v}|^2 \bar{\omega}_\nu d\zeta$$

$$\leq -2\beta(N-1) \int m_e^\perp \bar{\omega}_\nu d\zeta + \sum_{n=0}^N b_n^2 \alpha_n \|\phi_{n,v}\|^2_{L^2_{\omega_\nu}/\zeta}.$$

Above the parameters $b_n$ satisfy, from the orthogonality (3.11), $|\omega_\nu - \bar{\omega}_\nu| \lesssim \omega_\nu / |\ln \nu|$ and (4.26):

$$b_n \|\phi_{n,v}\|^2_{L^2_{\omega_\nu}/\zeta} \lesssim \omega_\nu / |\ln \nu|$$

$$= \int m_e \phi_{n,v} \bar{\omega}_\nu d\zeta$$

$$= \int m_e (\phi_{n,v} - \phi_{n,v}) \bar{\omega}_\nu d\zeta$$

$$+ \int m_e \phi_{n,v} \bar{\omega}_\nu - \omega_\nu \bar{\omega}_\nu d\zeta + \alpha_n \|\phi_{n,v}\|^2_{L^2_{\omega_\nu}/\zeta} \mathbf{1}_{\{2 \leq n \leq N\}} \lesssim$$
\[ \|
m_{e}\|_{L_{t}^{2}\omega_{v}/\zeta}^{2} \left( \|\tilde{\phi}_{n,v} - \phi_{n,v}\|_{L_{t}^{2}\omega_{v}/\zeta}^{2} + \left\| \phi_{n,v} \frac{\tilde{\omega}_{v} - \omega_{v}}{\omega_{v}} \right\| _{L_{t}^{2}\omega_{v}/\zeta}^{2} \right) \\
+ |\alpha_{n}| \|\phi_{n,v}\|_{L_{t}^{2}\omega_{v}/\zeta}^{2} I_{\{2 \leq n \leq N\}} \leq \frac{\|\tilde{m}_{e}\|_{L_{t}^{2}\omega_{v}/\zeta}^{2} \|\phi_{n,v}\|_{L_{t}^{2}\omega_{v}/\zeta}^{2}}{\|\ln v\|} + |\alpha_{n}| \|\phi_{n,v}\|_{L_{t}^{2}\omega_{v}/\zeta}^{2} I_{\{2 \leq n \leq N\}}. \]

Estimate (4.24) for \( v \) small enough then follows from the two above inequalities and (4.26). This concludes the proof of Lemma 4.2 assuming Proposition 4.3. \( \square \)

We are now in position to derive the main energy decay of \( m_{e} \).

**Lemma 4.5 (Monotonicity of \( m_{e} \) in \( L_{t}^{2}\omega_{v}/\zeta \)).** Let \( w \) be a solution in the bootstrap regime in the sense of Definition 3.3. Then, for \( t_{0} \) large enough the following estimate holds on \([t_{0}, \tau^{*}]\):

\[ \frac{1}{2} \frac{d}{dt} \| m_{e} \|_{L_{t}^{2}\omega_{v}/\zeta}^{2} \leq -2\beta (N - C) \| m_{e} \|_{L_{t}^{2}\omega_{v}/\zeta}^{2} + C \| m_{e} \|_{L_{t}^{2}\omega_{v}/\zeta}^{2} \left( \frac{|\text{Mod}_{0}|}{\sqrt{\|\ln v\|}} + |\text{Mod}_{1}| \right) \]

\[ + C \left( \sum_{n=2}^{N} |\alpha_{n}|^{2} |\ln v|^{2} + |\ln v|^{2} \right), \]

where \( C > 0 \) is a universal constant independent of the bootstrap constants \( N, \kappa, K, K', \) and \( K'' \), and \( \text{Mod}_{0} \) and \( \text{Mod}_{1} \) are given as in (3.20) and (3.21).

**Proof.** We multiply the equation (4.20) with \( m_{e} \frac{\tilde{\omega}_{v}}{\zeta} \) and integrate over \([0, +\infty)\):

\[ \frac{1}{2} \frac{d}{dt} \int m_{e}^{2} \frac{\tilde{\omega}_{v}}{\zeta} d\xi = \frac{1}{2} \int m_{e}^{2} \frac{\partial_{t} \tilde{\omega}_{v}}{\zeta} d\xi + \int m_{e} \omega_{v} \tilde{m}_{e} \frac{\tilde{\omega}_{v}}{\zeta} d\xi + \int m_{e} \tilde{m}_{e} \frac{\tilde{\omega}_{v}}{\zeta} d\xi \\
+ \int \frac{\partial_{t} (V + \tilde{m}_{w}) m_{e}}{2\zeta} \frac{\tilde{\omega}_{v}}{\zeta} d\xi + \int N_{0} (e^{-1}) m_{e} \frac{\tilde{\omega}_{v}}{\zeta} d\xi. \]

In the following, we shall write \( \langle \cdot, \cdot \rangle \) for \( \langle \cdot, \cdot \rangle_{L_{t}^{2}\omega_{v}/\zeta} \) for simplicity.

**The time derivative term.** We first compute

\[ \frac{\partial_{t} \tilde{\omega}_{v}}{\tilde{\omega}_{v}} = \partial_{t} \ln \tilde{\omega}_{v} = \frac{1}{2} \frac{v_{t}}{v_{1 + r^{2}}} + \frac{1}{2} \frac{\bar{v}_{t}}{\bar{v}_{1 + \bar{r}^{2}}} - \frac{\beta_{r} \xi^{2}}{2}. \]

We obviously have the bounds

\[ \left| \left( m_{e}^{2} \frac{v_{t}}{v_{1 + r^{2}}} + \bar{v}_{t} \frac{1}{\bar{v}_{1 + \bar{r}^{2}}} \right) \right| \leq \left( \left| \frac{v_{t}}{v_{1 + r^{2}}} \right| + \left| \bar{v}_{t} \frac{1}{\bar{v}_{1 + \bar{r}^{2}}} \right| \right) \| m_{e} \|^{2}_{L_{t}^{2}\omega_{v}/\zeta}, \]

and

\[ \left| \left( m_{e}^{2} \frac{-\beta_{r} \xi^{2}}{2} \right) \right| \leq |\beta_{r}| \| m_{e} \|^{2}_{L_{t}^{2}\omega_{v}/\zeta}. \]
For $\zeta > 1$, we use (3.55) to get

$$|\mathcal{M}_e(\zeta)| \lesssim \frac{v^2}{|\ln v|} (\zeta)^C \quad \text{for } \zeta \geq 1,$$

from which we obtain

$$\left| \left( \frac{\mathcal{M}_e^2}{2} \frac{\partial \mathcal{E}_v}{\zeta} \right) \right| \lesssim |\beta_r| \frac{v^4}{|\ln v|^2} \int_0^\infty \zeta^C e^{-\frac{\eta^2}{\xi}} d\xi \lesssim \frac{v^4}{|\ln v|^2}.$$

Hence,

$$\int \mathcal{M}_e^2 \frac{\partial \mathcal{E}_v}{\zeta} d\zeta \lesssim \left( \left| \frac{\mathcal{V}_v}{v} \right| + \left| \frac{\mathcal{E}_v}{v} \right| + |\beta_r| \right) \|\mathcal{M}_e\|^2_{L^2_{\mathcal{E}_v/\zeta}} + \frac{v^4}{|\ln v|^2}.$$

The linear and error terms. We have by Lemma 4.2,

$$\langle \phi^\xi \mathcal{M}_e, \mathcal{M}_e \rangle \leq -\beta(N - C') \|\mathcal{M}_e\|^2_{L^2_{\mathcal{E}_v/\zeta}} + C \sum_{n=2}^N |a_n|^2 |\ln v|^2.$$

From the decomposition (4.22) and the fact that $\mathcal{M}_e \perp \phi_n, v$ for $n = 0, 1$ in $L^2_{\mathcal{E}_v/\zeta}$, we write

$$\langle \mathcal{M}_e, \mathcal{M}_E \rangle = \sum_{n=0}^1 \text{Mod}_n \left( \langle \mathcal{M}_e, \phi_n, \frac{\omega_v}{\omega_v} - \frac{\omega_v}{\omega_v} \rangle + \langle \mathcal{M}_e, \mathcal{M}_E + \frac{P_1 \partial \mathcal{E}_v}{\zeta} \rangle \right).$$

From Lemma 4.1 and (4.23), we have by the Cauchy-Schwarz inequality,

$$\|\mathcal{M}_e, \mathcal{M}_E\| \lesssim \|\mathcal{M}_e\|_{L^2_{\mathcal{E}_v/\zeta}} \left( \sum_{n=0}^1 \text{Mod}_n \left( \left| \partial \mathcal{E}_v \rangle \right| + \left| \frac{\omega_v}{\omega_v} \right| \right) \right) \lesssim \|\mathcal{M}_e\|_{L^2_{\mathcal{E}_v/\zeta}} \left( \frac{\|\phi_0\|_{L^2_{\mathcal{E}_v/\zeta}}}{\sqrt{|\ln v|}} + |\text{Mod}_1| + \frac{v^2}{|\ln v|} \right).$$

The small linear term. From (3.51), we have the bound

$$\left| \frac{\partial \mathcal{E}_v}{\xi} \right| + \left| \frac{\xi}{2\partial \mathcal{E}_v} \partial \mathcal{E}_v \right| \left( \frac{V}{2\xi^2 \partial \mathcal{E}_v} \right) \lesssim C \left( \left| \frac{\partial \mathcal{E}_v}{\xi} \right| + \left| \frac{V}{\xi^2} \right| \right) \leq C \frac{\ln^2 r}{1 + r^2} \leq C.$$

From this and an integration by parts, we obtain

$$\left| \left( \frac{\partial \mathcal{E}_v}{2\xi} \mathcal{M}_e \right) \right| \leq C \int \mathcal{M}_e^2 \left( \frac{\partial \mathcal{E}_v}{\xi} + \frac{\xi}{\partial \mathcal{E}_v} \partial \mathcal{E}_v \left( \frac{V}{\xi^2} \right) \right) \mathcal{E}_v \frac{d\xi}{\zeta} \leq C \|\mathcal{M}_e\|^2_{L^2_{\mathcal{E}_v/\zeta}}.$$
The nonlinear term. We use integration by parts and the pointwise estimates (3.53) and (3.54) to get

\[
\left| \frac{\partial_\xi (\hat{m}_w \hat{m}_e)}{2 \xi} \right| \leq \int \frac{m^2}{|\ln v|} \left| \frac{\partial_\xi (\hat{m}_w)}{2 \xi} + \frac{\xi}{\hat{m}_w} \partial_\xi \left( \frac{\hat{m}_w \hat{m}_w}{\xi} \right) \right| |\hat{m}_w| d\xi \\
\lesssim \frac{1}{|\ln v|} \int m^2 \frac{v^2}{\xi^2 + v^2} \sqrt{\ln(r)} |\xi| |\hat{m}_w| d\xi \\
\lesssim \frac{1}{|\ln v|} \int m^2 |\hat{m}_w| d\xi + \frac{v^6}{|\ln v|^2} \int \xi_{\geq 1} |\xi|^{-3} e^{-\beta \xi^2/2} d\xi \\
\lesssim \frac{1}{|\ln v|} \|m_e\|_{L^2_{\ln v}}^2 + \frac{v^6}{|\ln v|^2}.
\]

The nonradial term. Since the contribution from the nonradial term is exponentially small in \( \tau \), we just need a rough estimate by splitting the integration into two parts \( \xi \leq \xi_0/2 \) and \( \xi \geq \xi_0/2 \), then using the pointwise estimates (3.57), (3.53), (3.54), and (4.60) to get

\[
\left| \left\langle N_0(e^{-\lambda}), m_e \right\rangle \right| \lesssim e^{-\kappa \tau} \lesssim \frac{v^4}{|\ln v|^2}.
\]

The collection of the above estimates and the fact that \( \left| \frac{v}{\ln v} \right| + \left| \frac{\bar{v}}{\ln v} \right| + |\beta_\tau| \lesssim \frac{1}{|\ln v|} \) from (4.6), (4.7), (3.38), and (4.31) yield the conclusion of Lemma 4.5.

In view of the monotonicity formula (4.28), we need to estimate \( \bar{v} \) and \( \bar{v}_\tau \) in terms of \( v \). It is a consequence of the orthogonality condition (3.11) and of the rough estimate (3.42).

LEMMA 4.6 (Estimate for \( \bar{v} \)). We have

\[
|\bar{v}^2 - v^2| + |(\bar{v}^2 - v^2)_{,\tau}| \lesssim \frac{K}{|\ln M|} \frac{v^2}{|\ln v|}. \label{eq:4.31}
\]

PROOF. We recall from the decomposition (3.15),

\[
\bar{m}_e = Q_{\bar{v}} - Q_v + P_{1,\bar{v}} - P_{1,v} - N_{1,\bar{v}} + \bar{m}_w,
\]

subject to the orthogonality conditions from (3.11) and (3.17),

\[
\bar{m}_e \perp_{L^2_{\ln v}} \phi_{0,v}, \phi_{1,v}, \quad \int \bar{m}_w (\bar{v} \tau) \chi_M (\tilde{r}) T_0 (\tilde{r}) \frac{\omega_0 (\tilde{r})}{\tilde{r}} d \tilde{r} = 0.
\]

Recall that \( 8T_0 (r) = r^2 U(r) \), so the last condition is then written as

\[
0 = \int \bar{m}_w (vr) \chi_M (r) r dr \\
= \int [\bar{m}_w (r) + Q(r) - Q(rh) + P_{1}(r) - P_{1}(rh) + N_{1}(rh)] \chi_M (r) r dr.
\]
where \( \overline{m}_q(r) = \overline{m}_v(vr) \) satisfies estimate \( \| \overline{m}_q \|_{L_{\infty}^{1/2}} \lesssim \frac{1}{|\ln v|}, \) \( P_1(r) = P_1(r), \)
and we write for short
\[ h = \frac{v}{\bar{v}}. \]

A direct calculation yields
\[
\int (Q(r) - Q(rh)) \chi_M(r) \, dr = (1 - h^2) \int \frac{r^2}{(1 + h^2 r^2)(1 + r^2)} \chi_M(r) \, dr
\]
\[= (1 - h^2) |\ln M| (1 + o_{M \to +\infty}(1)). \]

From Lemma 2.2 and the asymptotic behavior of \( T_1 \) given in (1.31), we estimate for \( r \leq 2M, \)
\[
|P_1(r) - P_1(rh)| = |2\beta a_1(T_1(r) - T_1(rh))| + \mathcal{O}\left( \frac{|a_1|}{|\ln v|} \right)
\]
\[\lesssim v^2 \left( |\ln h| + \mathcal{O}\left( \frac{|\ln^2 r}{r^2} \right) + \frac{1}{|\ln v|} \right), \]
which gives the estimate
\[
\left| \int (P_1(r) - P_1(rh)) \chi_M(r) \, dr \right| \lesssim \left( |\ln h| + v^2 |\ln v|^3 + \frac{1}{|\ln v|} \right)
\]
\[\lesssim |1 - h^2| + \frac{1}{|\ln v|}. \]

We have by Cauchy-Schwarz,
\[
\left| \int \overline{m}_q \chi_M(r) \, dr \right| \lesssim \| \overline{m}_q \|_{L_{\infty}^2} \left( \int_0^{2M} \frac{r^3 \, dr}{(1 + r^2)^2} \right)^{1/2} \lesssim K \frac{\sqrt{|\ln M|}}{|\ln v|}. \]

As for the correction term, we have the estimate
\[
\left| \int N_1(rh) \chi_M(r) \, dr \right| = \left| \int \frac{\partial_r P_1^2(rh)}{r} + 8\beta v^2 \phi_0(rh) \chi_M \, dr \right|
\]
\[\lesssim \nu^4 \int_{r \leq 2M} r \ln(r) \, dr \lesssim \nu^4 M^2 \ln M. \]

Gathering these estimates yields
\[
|1 - h^2| \lesssim \frac{K}{\sqrt{|\ln M| |\ln v|}}, \]
which implies the first estimate in (4.31). The estimate for the time derivative is similar by using the identity
\[
0 = \partial_t \int \widetilde{m}_w(vr) \chi_M(r) \, dr
\]
\[= \partial_t \int [\overline{m}_q(r) + Q(r) - Q(rh) + P_1(r) - P_1(rh) + N_1(rh)] \chi_M(r) \, dr. \]
and the equation satisfied by \( m_q \), so we omit it here. This concludes the proof of Lemma 4.6.

\[ \square \]

### 4.3 Estimates at higher-order regularity in the middle range

We are now using standard parabolic regularity techniques to derive the \( H^2 \) control of \( m_e \) in the middle range \( \zeta_* \leq \zeta \leq \zeta^* \). In particular, we claim the following.

**Lemma 4.7** \((H^2 \text{ control of } m_e \text{ in the middle range}). Let \( w \) be a solution in the bootstrap regime in the sense of Definition 3.3. Then, we have the following bounds for \( 0 \leq \zeta \leq 4 \zeta^* \):

\[
\|m_e\|_{L^2(\zeta_* \leq \zeta \leq \zeta^*)} \leq C(K, \zeta_*, \zeta^*) \frac{\nu^2}{|\ln v|},
\]

**Proof.** From the \( L^2(\alpha \zeta) \) control of \( m_e \), we already have the estimate

\[
\|m_e\|_{L^2(\alpha \zeta \leq \zeta \leq 4 \alpha \zeta^*)} \leq C \|m_e\|_{L^2(\alpha \zeta \leq \zeta \leq 4 \alpha \zeta^*)} \leq CK \frac{\nu^2}{|\ln v|},
\]

for some \( C = C(\zeta_*, \zeta^*) > 0 \).

We shall rely on this estimate to derive bounds for the higher derivatives. This regularity procedure is standard, but we give it for the sake of completeness. Let us consider \( k = 0, 1, 2 \), and let \( \chi_k(\zeta) \) be a smooth cutoff function defined as

\[
0 \leq \chi_k(\zeta) \leq 1, \quad \chi_k(\zeta) = \begin{cases} 
1 & \text{for } (k + 2)\zeta^*/4 \leq \zeta \leq (6 - k)\zeta^*/4, \\
0 & \text{for } \zeta \in (0, (k + 2)\zeta^*/8) \cap ((6 - k)\zeta^*/2, +\infty).
\end{cases}
\]

We also write for simplicity

\[
m_{e,k}(\zeta, \tau) = \partial_\zeta^k m_e(\zeta, \tau) \chi_k(\zeta) \quad \text{for } k = 0, 1, 2.
\]

From equation (4.1), we see that \( m_{e,k} \) satisfy the equations

\[
\begin{align*}
\partial_\tau m_{e,0} &= \mathcal{A}_1^k m_{e,0} + [\chi_0, \mathcal{A}_1^k] m_e + \mathcal{F}_{\chi_0}, \\
\partial_\tau m_{e,1} &= \mathcal{A}_1^k m_{e,1} + [\chi_1, \mathcal{A}_1^k] \partial_\zeta m_e + [\partial_\zeta, \mathcal{A}_1^k] m_e \chi_1 + \partial_\zeta \mathcal{F}_{\chi_1}, \\
\partial_\tau m_{e,2} &= \mathcal{A}_1^k m_{e,2} + [\chi_2, \mathcal{A}_1^k] \partial_\zeta^2 m_e + [\partial_\zeta, \mathcal{A}_1^k] \partial_\zeta m_e \chi_2 \\
&\quad + \partial_\zeta \left[ \partial_\zeta, \mathcal{A}_1^k \right] m_e \chi_2 + \partial_\zeta^2 \mathcal{F}_{\chi_2},
\end{align*}
\]

where \( \mathcal{A}_1^k \), introduced in (1.19), is rewritten as

\[
\mathcal{A}_1^k = \frac{1}{\alpha} \partial_\zeta (\bar{\mathcal{O}} \partial_\zeta) + \mathcal{P}_0 \quad \text{with } \mathcal{P}_0 = \frac{4 \nu^2}{\zeta (\zeta^2 + \nu^2)} \partial_\zeta + U \nu, \quad \bar{\mathcal{O}}(\zeta) = \zeta^3 e^{-\beta \zeta^2/2}.
\]
The commutators are defined as
\[
[\chi_k, \varphi^\xi] = -2\chi_k \partial_\xi - \chi_k' + \left( \frac{1}{\xi} - \frac{Q_v}{\xi} + \beta \xi \right) \chi_k, \\
[\partial_\xi, \varphi^\xi] = -\partial_\xi \left( \frac{1 - Q_v + \beta \xi^2}{\xi} \right) \partial_\xi + \partial_\xi U_v,
\]
and the source term is given by
\[
F = \frac{\partial_\xi [(2P_v + m_\epsilon)m_\epsilon]}{2\xi} + m_E + N_0(e^\xi).
\]
From the second estimate in (3.25) and the bootstrap estimates in Definition 3.3, we arrive at the following bound:
\[
(4.36) \quad \|F_0\|_{L^2_\infty} \leq C \frac{\nu^2}{|\ln \nu|}.
\]
Integrating (4.33) against \(m_{\epsilon,0}\) yields the energy identity
\[
\frac{1}{2} \frac{d}{dt} \|m_{\epsilon,0}\|^2_{L^2_\infty} = -\|\partial_\xi m_{\epsilon,0}\|^2_{L^2_\infty} + \frac{\beta \nu}{2} \|m_{\epsilon,0}\|^2_{L^2_\infty} + \int_0^{+\infty} (\mathcal{P} m_{\epsilon,0} + [\chi_0, \varphi^\xi] m_{\epsilon,0} + F\chi_0) m_{\epsilon,0} \, d\xi.
\]
Using the facts that
\[
|\beta \nu| \lesssim \frac{\xi^*}{|\ln \nu|^3}, \quad \frac{\nu^2}{\xi(\xi^2 + \nu^2)} + |U_v(\xi)| \lesssim \nu^2 \text{ for } \xi^*/4 \leq \xi \leq 4\xi^*,
\]
and the Young inequality yields
\[
\frac{|\beta \nu|}{2} \|m_{\epsilon,0}\|^2_{L^2_\infty} + \int_0^{+\infty} \mathcal{P} m_{\epsilon,0} m_{\epsilon,0} \, d\xi \lesssim \nu^2 \|\partial_\xi m_{\epsilon,0}\|^2_{L^2_\infty} + \|F\chi_0\|^2_{L^2_\infty} \lesssim \nu^2 \|\partial_\xi m_{\epsilon,0}\|^2_{L^2_\infty} + \frac{C K \nu^4}{|\ln \nu|^2}.
\]
Using integration by parts and the Cauchy-Schwarz inequality with \(\epsilon\), we have
\[
\left| \int_0^{+\infty} [\chi_0, \varphi^\xi] m_{\epsilon,0} m_{\epsilon,0} \, d\xi \right| \leq \frac{1}{4} \|\partial_\xi m_{\epsilon,0}\|^2_{L^2_\infty} + C \|m_{\epsilon,0}\|^2_{L^2_\infty}.
\]
Gathering these above estimates yields
\[
(4.37) \quad \frac{d}{dt} \|m_{\epsilon,0}\|^2_{L^2_\infty} \leq -\|\partial_\xi m_{\epsilon,0}\|^2_{L^2_\infty} + \frac{C K \nu^4}{|\ln \nu|^2}.
\]
Similarly, we integrate equations (4.34) and (4.35) against \(m_{\epsilon,1}\) and \(m_{\epsilon,2}\), respectively, and then use integration by parts and the Cauchy-Schwarz inequality with \(\epsilon\) and note that
\[
\|m_{\epsilon,1}\|^2_{L^2_\infty} \leq \|\partial_\xi m_{\epsilon,0}\|^2_{L^2_\infty} + \frac{C K \nu^4}{|\ln \nu|^2} \text{ and } \|m_{\epsilon,2}\|^2_{L^2_\infty} \leq \]
\[ \| \partial_t m_{e,1} \|_{L^2_{0,\infty}}^2 + \frac{CKv^4}{\ln v^2} \] by definition, to derive the following energy identities

\[ \frac{d}{d\tau} \| m_{e,1} \|_{L^2_{0,\infty}}^2 \leq -\| \partial_t m_{e,1} \|_{L^2_{0,\infty}}^2 + C_1 \| \partial_t m_{e,0} \|_{L^2_{0,\infty}}^2 + \frac{CKv^A}{\ln v^2}, \]

\[ \frac{d}{d\tau} \| m_{e,2} \|_{L^2_{0,\infty}}^2 \leq -\| \partial_t m_{e,2} \|_{L^2_{0,\infty}}^2 + C_2 \| \partial_t m_{e,1} \|_{L^2_{0,\infty}}^2 + \frac{CKv^A}{\ln v^2}. \]

By summing up \((4.37)\), \((4.38)\), and \((4.39)\), we arrive at

\[ \frac{d}{d\tau} \left( \| m_{e,0} \|_{L^2_{0,\infty}}^2 + \frac{1}{2C_1} \| m_{e,1} \|_{L^2_{0,\infty}}^2 + \frac{1}{4C_1C_2} \| m_{e,2} \|_{L^2_{0,\infty}}^2 \right) \]

\[ \leq -\frac{1}{2} \| \partial_t m_{e,0} \|_{L^2_{0,\infty}}^2 - \frac{1}{4C_1} \| \partial_t m_{e,1} \|_{L^2_{0,\infty}}^2 - \frac{1}{4C_1C_2} \| \partial_t m_{e,2} \|_{L^2_{0,\infty}}^2 + \frac{CKv^A}{\ln v^2}. \]

Using the above differential inequality and the Poincaré inequality, we integrate in time to obtain the desired conclusion. This ends the proof of Lemma \(4.7\). \(\square\)

**Lemma 4.8** \((H^2 \text{ control of } \epsilon^{\pm} \text{ in the middle range})\). Let \(w\) be a solution in the bootstrap regime in the sense of Definition \(3.3\). Then we have the following bounds for \(\tau \in [\tau_0, \tau^*]:\)

\[ \| \epsilon^{\pm} \|_{H^2(\xi_0 \leq \xi \leq \xi^*)} \leq C(K, \xi_*, \xi^*) e^{-\kappa \tau}. \]

**Proof.** From the bootstrap bound \((3.46)\) of \(\epsilon^{\pm}\) and the equivalence of the norm \((3.27)\), we already have the estimate

\[ \| \epsilon^{\pm} \|_{L^2(\xi_0 \leq \xi \leq \xi^*)} \leq C \| \epsilon^{\pm} \|_{0} \leq CKe^{-\kappa \tau} \]

for some \(C = C(\xi_*, \xi^*) > 0\). From this and a standard parabolic regularity argument as for the proof of Lemma \(4.7\), yields the conclusion of Lemma \(4.8\). \(\square\)

### 4.4 Higher-order regularity energy estimates in the inner zone

This section is devoted to the control of \(\| \tilde{m}_w \|_{\infty}\). The basic idea is that the scaling term \(\beta \xi \partial_t \tilde{m}_w\) is regarded as a small perturbation of \(\mathcal{A}^{\xi}\) in the blowup zone \(\xi \leq \xi^*\) for some fixed small \(\xi^* \ll 1\), namely, that the dynamics resembles \(\partial_t \tilde{m}_w = \mathcal{A}_0^{\xi} \tilde{m}_w\). Since \(T_0\) spans the kernel of \(\mathcal{A}_0\), we need to rule it out by imposing the local orthogonality condition \((3.17)\). It allows us to use the key ingredient, the coercivity of \(\mathcal{A}_0\) (see Lemma \(3.1\) below), for establishing the monotonicity formula of \(\| \tilde{m}_w \|_{\infty}\).

From the equation \((3.5)\) and the decomposition \((3.12)\), \(\tilde{m}_v\) satisfies the equation

\[ \partial_s \tilde{m}_v = \mathcal{A}_0 \tilde{m}_v + \tilde{\eta} \partial_r \tilde{m}_v + \frac{\partial_r \left( \tilde{P}_1 - \tilde{N}_1 \tilde{m}_v \right)}{\tilde{r}} + \frac{\partial_r \tilde{m}_v^2}{2\tilde{r}} + \mathcal{E}_1(\tilde{r}, s), \]

where \(\mathcal{A}_0\) is defined as in \((1.23)\) but here acting on the variable \(\tilde{r}\) instead of \(r\) (the reader should bear in mind that \(\tilde{m}_v\) is a function of the \(\tilde{r}\)-variable), and we write for simplicity

\[ \tilde{\eta} = \frac{\tilde{v}_s}{\tilde{v}} - \beta \tilde{v}^2 = \mathcal{O}(v^2), \]
and the error is given by
\begin{equation}
\mathcal{E}_1 = (-\partial_s + \mathcal{O}_0)(\tilde{P}_1 - \tilde{N}_1) + \tilde{n}_r \partial_r (Q + \tilde{P}_1 - \tilde{N}_1)
\end{equation}
\begin{equation}
+ \frac{\partial \tilde{P}(\tilde{P}_1 - \tilde{N}_1)^2}{2 \tilde{r}} + \tilde{N}_0 (v^1).
\end{equation}

For a fixed small constant $\zeta_*$ with $0 < \zeta_* \ll 1$, we introduce
\begin{equation}
\tilde{m}_*^v (\tilde{r}, s) = \chi_{\zeta_*/\tilde{r}} (\tilde{r}) \tilde{m}_v (\tilde{r}, s),
\end{equation}
where $\chi_{\zeta_*/\tilde{r}}$ is defined as in (1.15). We write from (4.41) the equation for $\tilde{m}_*^v$,
\begin{equation}
\partial_s \tilde{m}_*^v = \mathcal{O}_0 \tilde{m}_*^v + \tilde{n}_r \partial_r \tilde{m}_*^v + \frac{\partial \tilde{P}(\tilde{P}_1 - \tilde{N}_1) \tilde{m}_*^v}{\tilde{r}}
\end{equation}
\begin{equation}
+ \frac{\partial \tilde{m}_*^v}{2 \tilde{r}} + \chi_{\zeta_*/\tilde{r}} \mathcal{E}_1 + T (\tilde{m}_v),
\end{equation}
where
\begin{equation}
T (\tilde{m}_v) = - (\partial^2 \tilde{r} + \partial_s) \chi_{\zeta_*/\tilde{r}} \tilde{m}_v
\end{equation}
\begin{equation}
+ \partial \tilde{r} \chi_{\zeta_*/\tilde{r}} \left[ -2 \partial \tilde{r} + \frac{1}{\tilde{r}} - \frac{2 Q + 2 \tilde{P}_1 - 2 \tilde{N}_1 + \tilde{m}_v}{2 \tilde{r}} \right] \tilde{m}_v.
\end{equation}

Thanks to the orthogonality condition (3.17), we can use the coercivity estimate (see Lemma B.1)
\begin{equation}
- \int \tilde{m}_*^v \mathcal{O}_0 \tilde{m}_*^v \frac{\alpha_0}{\tilde{r}} d \tilde{r} \geq \delta_1 \int \left( |\partial \tilde{r} \tilde{m}_*^v|^2 + \frac{|\tilde{m}_*^v|^2}{1 + |\tilde{r}|^2} \right) \frac{\alpha_0}{\tilde{r}} d \tilde{r},
\end{equation}
and (see Lemma B.2)
\begin{equation}
\int \left| \mathcal{O}_0 \tilde{m}_*^v \right|^2 \frac{\alpha_0}{\tilde{r}} d \tilde{r}
\end{equation}
\begin{equation}
\geq \delta_0 \int \left( |\partial^2 \tilde{r} \tilde{m}_*^v|^2 + \frac{|\partial \tilde{r} \tilde{m}_*^v|^2}{|\tilde{r}|^2} + \frac{|\tilde{m}_*^v|^2}{(\tilde{r})^4 (1 + |\ln \tilde{r}|)} \right) \frac{\alpha_0}{\tilde{r}} d \tilde{r}.
\end{equation}

Since the support of $\tilde{m}_*^v$ is $\tilde{r} \leq \frac{2 \zeta_*}{v}$, we have by (4.47) the control
\begin{equation}
\int \left| \mathcal{O}_0 \tilde{m}_*^v \right|^2 \frac{\alpha_0}{\tilde{r}} d \tilde{r} \geq \frac{C v^2}{\zeta_*^2} \left( - \int \tilde{m}_*^v \mathcal{O}_0 \tilde{m}_*^v \frac{\alpha_0}{\tilde{r}} d \tilde{r} \right).
\end{equation}

Thanks to these coercivity estimates, we are able to establish the following monotonicity formula to control the inner norm.

**Lemma 4.9 (Inner energy estimate).** We have for $\tau_0$ large enough
\begin{equation}
\frac{d}{d \tau} \left\| \mathcal{O}_0 \tilde{m}_*^v \right\|_{L^2_{c_0, \tilde{r}}}^2 \leq C \left( \left\| \mathcal{O}_0 \tilde{m}_*^v \right\|_{L^2_{c_0, \tilde{r}}}^2 + \frac{1}{\zeta_*^2} \left\| \tilde{m}_* \right\|_{H^2_{t, z = t^*}}^2 \right) + \frac{v^4}{\zeta_*^2 |\ln v| \tilde{r}}.
\end{equation}
and
\[ \frac{1}{2} \frac{d}{ds} \left[ -\tau^2 \int \tilde{m}_v^* \mathcal{A}_0 \tilde{m}_v^* \frac{\omega_0}{\bar{r}} \right] \]
\[ \leq -\frac{1}{2} \| \mathcal{A}_0 \tilde{m}_v^* \|_{L^2_{\omega_0}/\bar{r}} + C' \frac{\| m_e \|_{H^2(\xi_0 \leq \xi \leq \xi^*)}^2}{\xi^*} \ln |v|^2, \]
where \( C \) and \( C' \) are independent of the constants \( \kappa, K, K', K'', \) and \( \xi_* \).

**Proof.**

**Step 1. Energy estimate for the second-order derivative.** We first prove (4.49). We integrate equation (4.41) against \( \mathcal{A}_0 \tilde{m}_v^* \) in \( L^2_{\omega_0}/\bar{r} \), and using the self-adjointness of \( \mathcal{A}_0 \) in \( L^2_{\omega_0}/\bar{r} \) and the fact that \( \int f \mathcal{A}_0 f \omega_0 \ d\bar{r} \leq 0 \) (note that \( T_0 \) is in the kernel of \( \mathcal{A}_0 \), which is strictly positive on \( (0, +\infty) \)), so a standard Sturm-Liouville argument yields the nonnegativity of \( -\mathcal{A}_0 \) to write the energy identity
\[ \frac{1}{2} \frac{d}{ds} \int |\mathcal{A}_0 \tilde{m}_v^*|^2 \frac{\omega_0}{\bar{r}} \ d\bar{r} \]
\[ \leq \int \mathcal{A}_0 \left[ \bar{r} \frac{\partial}{\partial r} \tilde{m}_v^* + \frac{\partial}{\partial \bar{r}} \left( \bar{r} - \tilde{n}_1 \right) \tilde{m}_v^* \right] \mathcal{A}_0 \tilde{m}_v^* \frac{\omega_0}{\bar{r}} \ d\bar{r}, \]
where
\[ \mathcal{F}(\tilde{m}_v) = \bar{r} \frac{\partial}{\partial r} \tilde{m}_v^* + \frac{\partial}{\partial \bar{r}} \left( \bar{r} - \tilde{n}_1 \right) \tilde{m}_v^* + \frac{\partial}{\partial \bar{r}} \left( \tilde{m}_v^* \tilde{m}_v^* \right) \]

**The error term:** We claim the following estimate for the error term:
\[ \int |\mathcal{A}_0 \left( \mathcal{E}_1(\bar{r}, s) \right) \|_{L^2_{\omega_0}/\bar{r}} \|^2 \frac{\omega_0}{\bar{r}} \ d\bar{r} \leq C \frac{v^8}{|\ln |v|^2|}, \]
for some positive constant \( C \) that is independent of \( K, K', K'' \). Since the proof of (4.52) is technical and a bit lengthy, we postpone it to the end of this section and continue the proof of the lemma. We have by the Cauchy-Schwarz inequality
\[ \left| \int \mathcal{A}_0 \left( \mathcal{E}_1 \right) \mathcal{A}_0 \tilde{m}_v^* \frac{\omega_0}{\bar{r}} \ d\bar{r} \right| \leq \frac{v^4}{|\ln |v|^2|} \| \mathcal{A}_0 \tilde{m}_v^* \|_{L^2_{\omega_0}/\bar{r}}^2 \]
\[ \leq v^2 \| \mathcal{A}_0 \tilde{m}_v^* \|_{L^2_{\omega_0}/\bar{r}}^2 + \frac{v^6}{|\ln |v|^2|}. \]

**The scaling term:** From the definition of \( \mathcal{A}_0 \), we compute
\[ \mathcal{A}_0(\bar{r} \frac{\partial}{\partial r} f) = \bar{r} \frac{\partial}{\partial r} \mathcal{A}_0 f + [\mathcal{A}_0, \bar{r} \frac{\partial}{\partial r}] f \]
with
\[ [\mathcal{A}_0, \bar{r} \frac{\partial}{\partial r}] = 2 \mathcal{A}_0 - \bar{r} \frac{\partial}{\partial r} \frac{2(r^2 - 1)}{r^2 + 1} U. \]
We then write by integration by parts and the coercivity estimate (4.47)

\[
\eta \int \tilde{\varphi}_0 (\tilde{r} \partial_{\tilde{r}} \tilde{m}_v^*) \varphi_0 \tilde{m}_v^{\omega_0} \frac{d \tilde{r}}{\tilde{r}} = \eta \int \left[ \tilde{r} \partial_{\tilde{r}} \tilde{\varphi}_0 \tilde{m}_v^* + 2 \varphi_0 \tilde{m}_v^* - rU \partial_{\tilde{r}} \tilde{m}_v^* - \frac{2(\tilde{r}^2 - 1)}{(\tilde{r})^2} U \tilde{m}_v^* \right] \varphi_0 \tilde{m}_v^{\omega_0} \frac{d \tilde{r}}{\tilde{r}} \\
\leq \nu^2 \left[ \int |\tilde{\varphi}_0 \tilde{m}_v|^2 \partial_{\tilde{r}} \omega_0 d \tilde{r} + \| \varphi_0 \tilde{m}_v^* \|_{L^2_{\omega_0}/\tilde{r}}^2 \right] + \int \left( \frac{|\partial_{\tilde{r}} \tilde{m}_v^*|^2}{(\tilde{r})^2} + \frac{|\tilde{m}_v^*|^2}{(\tilde{r})^4} \right) \omega_0 \frac{d \tilde{r}}{\tilde{r}} \\
\leq \nu^2 \| \varphi_0 \tilde{m}_v^* \|_{L^2_{\omega_0}/\tilde{r}}^2.
\]

The small linear and nonlinear term: By definition, we have

(4.54) \( \varphi_0 (fg) = g \varphi_0 f + [\varphi_0, g] f \) with \( [\varphi_0, g] = 2 \partial_{\tilde{r}} g \partial_{\tilde{r}} [1 - Q] \frac{\partial_{\tilde{r}} g}{\tilde{r}} \)

and

(4.55) \( \varphi_0 (\partial_{\tilde{r}} f) = \partial_{\tilde{r}} \varphi_0 f + [\varphi_0, \partial_{\tilde{r}}] f \),

with

\[
[\varphi_0, \partial_{\tilde{r}}] = \left( \frac{3\tilde{r}^4 - 6\tilde{r}^2 - 1}{8\tilde{r}^2} \right) U \partial_{\tilde{r}} + \frac{4\tilde{r}}{(1 + \tilde{r}^2)} U.
\]

This gives the formula

\[
\varphi_0 \left( \frac{\partial_{\tilde{r}} (\tilde{m}_v^* F)}{\tilde{r}} \right) = \varphi_0 \left( F \tilde{r} \tilde{m}_v^* + \frac{\partial_{\tilde{r}} F \tilde{m}_v^*}{\tilde{r}} \right) \\
= \varphi_0 (\partial_{\tilde{r}} \tilde{m}_v^* F) + \left[ \varphi_0, \frac{F}{\tilde{r}} \right] \partial_{\tilde{r}} \tilde{m}_v^* + \varphi_0 \tilde{m}_v^* \frac{\partial_{\tilde{r}} F}{\tilde{r}} + \left[ \varphi_0, \frac{\partial_{\tilde{r}} F}{\tilde{r}} \right] \tilde{m}_v^* \\
= \left[ \partial_{\tilde{r}} \varphi_0 \tilde{m}_v^* + [\varphi_0, \partial_{\tilde{r}}] \tilde{m}_v^* \right] \frac{F}{\tilde{r}} + \left[ \varphi_0, \frac{F}{\tilde{r}} \right] \partial_{\tilde{r}} \tilde{m}_v^* + \varphi_0 \tilde{m}_v^* \frac{\partial_{\tilde{r}} F}{\tilde{r}} \\
+ \left[ \varphi_0, \frac{\partial_{\tilde{r}} F}{\tilde{r}} \right] \tilde{m}_v^*.
\]
We then write by integration by parts
\[
\int \omega_0 \left( \frac{\partial \omega(\overline{m}_v^*)}{\overline{F}} \right) \omega_0 \overline{m}_v^* \frac{\omega_0}{\overline{F}} \, d\overline{F}
\]
\[
= \int \left| \omega_0 \overline{m}_v^* \right|^2 \left[ \frac{1}{2} \frac{\overline{F}}{\omega_0} \frac{\partial \omega_0}{\overline{F}} + \frac{\partial \omega F}{\overline{F}} \right] \frac{\omega_0}{\overline{F}} \, d\overline{F}
+ \int \left[ \omega_0 \cdot \partial \omega \right] \overline{m}_v^* \frac{\omega_0}{\overline{F}} \, d\overline{F}.
\]
By the definition of the commutators, we observe
\[
\left| \frac{1}{2} \frac{\overline{F}}{\omega_0} \frac{\partial \omega_0}{\overline{F}} + \frac{\partial \omega F}{\overline{F}} \right| \lesssim \frac{|\partial \omega F|}{\overline{F}} + \frac{|F|}{\overline{F}^2},
\]
and
\[
\left| \omega_0 \cdot \partial \omega \right| \lesssim \frac{1}{2} \sum_{i=0}^{\overline{F}^2} \left| \frac{\partial^2 \omega}{\overline{F}^2} \right| + \sum_{i=0}^{\overline{F}^2} \left| \frac{\partial \omega}{\overline{F}^2} \right| \left| \partial \omega \right| + \left( \sum_{i=0}^{\overline{F}^2} \left| \frac{\partial \omega}{\overline{F}^2} \right|^2 + \frac{|F|^2}{\overline{F}^4} \right) \left| \omega_0 \right|^2.
\]
Now, consider \( F = 2\overline{P}_1 - 2\overline{N}_1 + \overline{m}_v \). We estimate from the definitions of \( \overline{P}_1 \) and \( \overline{N}_1 \) and the pointwise bound (3.53) for \( k = 0, 1 \) and \( \overline{r} \leq \frac{2 \xi_*}{\nu} \),
\[
\frac{|\partial \omega F|}{\overline{F}} + \frac{|F|}{\overline{F}^2} \lesssim \nu^2, \quad |(\overline{r} \partial \overline{F})^k F| \lesssim \nu^2 |\ln(\overline{r})|.
\]
Hence, we have by Cauchy-Schwarz and (4.47),
\[
\int \left| \omega_0 \left( \frac{\partial \omega(\overline{m}_v^*)}{\overline{F}} \right) \omega_0 \overline{m}_v^* \frac{\omega_0}{\overline{F}} \, d\overline{F} \right| \lesssim \nu^2 \left\| \omega_0 \overline{m}_v^* \right\|_{L^2(\omega_0/\overline{F})}^2.
\]

The cutoff term: From the expression (4.45) of \( T(\overline{m}_v) \), we compute
\[
\omega_0 T(\overline{m}_v) = -2\omega_0 (\partial \omega F\chi_\xi/\overline{r}) \partial \overline{m}_v + \omega_0 (F \overline{m}_v)
= -2\partial \omega F\chi_\xi/\overline{r} \partial \omega \overline{m}_v + F \omega_0 \overline{m}_v - 2\partial \omega F\chi_\xi/\overline{r} \omega_0 \overline{m}_v
+ \omega_0 \partial \omega F\chi_\xi/\overline{r} \partial \omega \overline{m}_v + \omega_0 \partial \omega F \overline{m}_v,
\]
where
\[
F = -\left( \partial^2 F + \partial \omega F \right) \chi_\xi/\overline{r} + \partial \omega \chi_\xi/\overline{r} \left[ \frac{1}{\overline{F}} - \frac{2Q + 2\overline{P}_1 - 2\overline{N}_1 + \overline{m}_v}{2\overline{F}} + \overline{m}_v \right].
\]
By definition, we have
\[
(4.56) \quad |(\overline{r} \partial \overline{F} + \partial^2 \chi_\xi/\overline{r}) \chi_\xi/\overline{r} | \lesssim 1_{\{\xi_* \leq \overline{r} \leq 2\xi_* \}} \nu^2, \quad |\partial \omega \chi_\xi/\overline{r} | \lesssim \frac{\nu^2}{|\ln(\overline{r})|} 1_{\{\xi_* \leq \overline{r} \leq 2\xi_* \}}.
\]
which gives the estimate

\begin{equation}
|\frac{\partial^k F}{\partial r^k} \gtrsim \left( \frac{1}{r^{2+k}} + \left| \frac{\bar{v}_r}{r} \right| \frac{1}{r^{k}} \right) \mathbf{1}_{\left\{ \frac{\xi^*}{\bar{v}} \leq \frac{3\xi^*}{\bar{v}} \right\}} \gtrsim \frac{1}{r^{2+k}} \mathbf{1}_{\left\{ \frac{\xi^*}{\bar{v}} \leq \frac{3\xi^*}{\bar{v}} \right\}}.
\end{equation}

Since the cutoff term is localized in the zone \( r \sim \frac{\xi^*}{\bar{v}} \), we can use the midrange control \((3.44)\) to obtain a better estimate. More precisely, we use the decomposition \((3.10)\), i.e.,

\[ \bar{m}_v = Q(\bar{r}) - Q(r) + \bar{P}_1(\bar{r}) - P_1(r) - \bar{N}_1(\bar{r}) - P_2(r) + m_q. \]

A direct computation and \( v \sim \bar{v} \) (see Lemma \((4.6)\)) yield

\[ k = 0, 1, 2, \quad \left| \left( \bar{r} \partial_{\bar{r}} \right)^k \left[ Q(\bar{r}) - Q(r) \right] \right| \lesssim \frac{1}{|\ln v|^2}. \]

By the definition of \( P_1 \) and \( \bar{P}_1 \) and \( P_2 \), we have the rough bound for \( \frac{\xi^*}{\bar{v}} \leq \frac{3\xi^*}{\bar{v}} \),

\[ k = 0, 1, 2, \quad \left| \left( \bar{r} \partial_{\bar{r}} \right)^k [P_1(\bar{r}) - P_1(r) - \bar{N}_1(\bar{r}) - P_2(r)] \right| \lesssim \frac{v^2}{|\ln v|}. \]

Combining this with the midrange estimate \((3.43)\) yields

\begin{equation}
\int |\phi_0 \bar{m}_v|^2 \mathbf{1}_{\left\{ \frac{\xi^*}{\bar{v}} \leq \frac{3\xi^*}{\bar{v}} \right\}} \left( \frac{1}{r^2} \right)^\frac{\omega_0}{r} d\bar{r} \lesssim \frac{v^4}{|\ln v|^2} + \| m_e \|^2_{H^2(\xi^* \leq \xi^*)}.
\end{equation}

Using this estimate and integration by parts, we estimate

\[ \left| \int (-2\partial_{\bar{r}} \chi_{\xi^*/\bar{v}} \partial_{\bar{r}} \phi_0 \bar{m}_v + F \phi_0 \bar{m}_v) \phi_0 \bar{m}_v \left( \frac{\omega_0}{r} \right) d\bar{r} \right| \]

\[ = \left| \int \left[ \phi_0 \bar{m}_v \right]^2 \left( \frac{\bar{r}}{\omega_0} \partial_{\bar{r}} \left( \partial_{\bar{r}} \chi_{\xi^*/\bar{v}} \right) \frac{\omega_0}{r} + F \right) \left( \frac{\omega_0}{r} \right) d\bar{r} \right| \]

\[ \lesssim \int \left[ \phi_0 \bar{m}_v \right]^2 \left( \frac{1}{r^2} + \left| \frac{\bar{v}_r}{\bar{v}} \right| \right) \mathbf{1}_{\left\{ \frac{\xi^*}{\bar{v}} \leq \frac{3\xi^*}{\bar{v}} \right\}} \left( \frac{\omega_0}{r} \right) d\bar{r} \]

\[ \lesssim \frac{v^6}{\xi^* |\ln v|^2} + \frac{v^2}{\xi^*} \| m_e \|^2_{H^2(\xi^* \leq \xi^*)}. \]

We also have by the commutator formulas \((4.54)\) and \((4.55)\),

\[ \left| -2\partial_{\bar{r}} \chi_{\xi^*/\bar{r}} [\phi_0, \partial_{\bar{r}}] \bar{m}_v + [\phi_0, \partial_{\bar{r}} \chi_{\xi^*/\bar{r}}] \partial_{\bar{r}} \bar{m}_v + [\phi_0, F] \bar{m}_v \right| \]

\[ \lesssim \sum_{i=0}^2 \frac{|\partial_{\bar{r}} \bar{m}_v|^i}{r^{4-i}} \mathbf{1}_{\left\{ \frac{\xi^*}{\bar{v}} \leq \frac{3\xi^*}{\bar{v}} \right\}}. \]

From this, Cauchy-Schwarz, and \((4.58)\), we obtain

\[ \left| \int (-2\partial_{\bar{r}} \chi_{\xi^*/\bar{r}} [\phi_0, \partial_{\bar{r}}] \bar{m}_v + [\phi_0, \partial_{\bar{r}} \chi_{\xi^*/\bar{r}}] \partial_{\bar{r}} \bar{m}_v + [\phi_0, F] \bar{m}_v) \phi_0 \bar{m}_v \left( \frac{\omega_0}{r} \right) d\bar{r} \right| \]

\[ \lesssim \left( \int \left[ \phi_0 \bar{m}_v \right]^2 \mathbf{1}_{\left\{ \frac{\xi^*}{\bar{v}} \leq \frac{3\xi^*}{\bar{v}} \right\}} \left( \frac{\omega_0}{r} \right) d\bar{r} \right)^{\frac{1}{2}}. \]
\[
\left( \int \frac{1}{\bar{r}^4} \left[ |\partial_{\bar{r}} \tilde{m}_v|^2 + \frac{|\partial_{\bar{r}} \tilde{m}_v|^2}{\bar{r}^2} + \frac{|	ilde{m}_v|^2}{\bar{r}^4} \right] \omega_0 \frac{d\bar{r}}{\bar{r}} \right)^\frac{1}{2} \\
\lesssim \frac{\nu^2}{\xi_*} \left( \frac{\nu^4}{|\ln \nu|^2} + \|m_v\|_{H^2(\xi_* \leq \xi \leq \xi^*)} \right).
\]

Injecting the above estimates into (4.51) and using \( \frac{ds}{d\bar{r}} = \frac{1}{\nu^2} \) and \( \nu \sim \bar{\nu} \) yields (4.49).

**Step 2. Energy estimate for the first-order derivative.** We now prove (4.50). In order to handle the term \( \|\omega_0 \tilde{m}_v^*\|^2_{L^2_{\omega_0}/\bar{r}} \) appearing in (4.49), we use the second energy identity by integrating equation (4.41) against \( -\bar{\nu}^2 \omega_0 \tilde{m}_v^* \) in \( L^2_{\omega_0/\bar{r}} \) to write
\[
\frac{1}{2} \frac{d}{ds} \left[ -\bar{\nu}^2 \int \tilde{m}_v^* \omega_0 \frac{\omega_0}{\bar{r}} \frac{d\bar{r}}{\bar{r}} \right] = -\bar{\nu}^2 \int |\omega_0 \tilde{m}_v^*|^2 \omega_0 \frac{d\bar{r}}{\bar{r}} - \bar{\nu}^2 \int \omega_0 \left( \chi_{\xi_*/\bar{\nu}} E_1 \right) \tilde{m}_v^* \omega_0 \frac{d\bar{r}}{\bar{r}} \\
- \bar{\nu}^2 \int \left[ \mathcal{F}(\tilde{m}_v) + T(\tilde{m}_v) + \frac{\bar{\nu}}{\nu} \tilde{m}_v^* \right] \omega_0 \tilde{m}_v^* \omega_0 \frac{d\bar{r}}{\bar{r}}.
\]
Since the support of \( \tilde{m}_v^* \) is in the interval \( 0 \leq \bar{r} \leq \frac{2\xi_*}{\nu} \), we have by the Hardy inequality (B.2) and (4.47),
\[
\int \frac{|\tilde{m}_v^*|^2}{1 + \bar{r}^2} \omega_0 \frac{d\bar{r}}{\bar{r}} \lesssim \int \frac{|\partial_{\bar{r}} \tilde{m}_v^*|^2}{1 + \bar{r}^2} \omega_0 \frac{d\bar{r}}{\bar{r}} \lesssim \frac{\xi_*^2}{\nu^2} \int \frac{|\partial_{\bar{r}} \tilde{m}_v^*|^2}{1 + \bar{r}^2} \omega_0 \frac{d\bar{r}}{\bar{r}} \lesssim \frac{\xi_*^2}{\nu^2} \int |\omega_0 \tilde{m}_v^*|^2 \omega_0 \frac{d\bar{r}}{\bar{r}}.
\]
From this, Cauchy-Schwarz, and (4.52), we estimate
\[
\left| \bar{\nu}^2 \int \omega_0 \left( \chi_{\xi_*/\bar{\nu}} E_1 \right) \tilde{m}_v^* \omega_0 \frac{d\bar{r}}{\bar{r}} \right| \\
\lesssim \bar{\nu}^4 \int \frac{|\tilde{m}_v^*|^2}{1 + \bar{r}^2} \omega_0 \frac{d\bar{r}}{\bar{r}} + \frac{\xi_*^2}{\nu^2} \int \left| \omega_0 \left( \chi_{\xi_*/\bar{\nu}} E_1 \right) \right|^2 \omega_0 \frac{d\bar{r}}{\bar{r}} \\
\lesssim \xi_*^2 \bar{\nu}^2 \int \frac{|\partial_{\bar{r}} \tilde{m}_v^*|^2}{1 + \bar{r}^2} \omega_0 \frac{d\bar{r}}{\bar{r}} + \frac{\xi_*^2}{\nu^2} \frac{\nu^8}{|\ln \nu|^2} \\
\lesssim \xi_*^2 \bar{\nu}^2 \|\omega_0 \tilde{m}_v^*\|_{L^2_{\omega_0}/\bar{r}}^2 + \frac{\xi_*^2 \nu^6}{|\ln \nu|^2}.
\]
As for the scaling term, we simply estimate by using Cauchy-Schwarz and (4.47),
\[
\left| \bar{\nu}^2 \int \bar{r} \partial_{\bar{r}} \tilde{m}_v^* \omega_0 \frac{\omega_0}{\bar{r}} \frac{d\bar{r}}{\bar{r}} \right| \lesssim \bar{\nu}^2 \|\tilde{m}_v^*\|_{L^2_{\omega_0}/\bar{r}} \left( \int \frac{|\bar{r} \partial_{\bar{r}} \tilde{m}_v^*|^2}{1 + \bar{r}^2} \omega_0 \frac{d\bar{r}}{\bar{r}} \right)^\frac{1}{2} \\
\lesssim \bar{\nu}^2 \xi_*^2 \|\omega_0 \tilde{m}_v^*\|_{L^2_{\omega_0}/\bar{r}}^2.
\]
By the definition of \( \bar{F}_1, \tilde{N}_1, \) and (3.53), we have the rough bound for \( \bar{r} \leq \frac{2\nu}{\nu} \) and \( k = 0, 1, \)

\[
|\bar{r} \partial_{\bar{r}}^k (2 \bar{F}_1 - 2 \tilde{N}_1 + \bar{m}_v^*)| \leq \nu^2 \ln(\bar{r}) |
\]

from this and (4.47), we obtain

\[
\left| \bar{r}^2 \int \frac{\partial_{\bar{r}} \left( 2 \bar{F}_1 - 2 \tilde{N}_1 + \bar{m}_v^* \right) \bar{m}_v^* \omega_0 \omega_0}{\bar{r}} \, d\bar{r} \right| \leq \bar{\nu}^4 \ln(\nu) \| \omega_0 \bar{m}_v^* \|^2_{L^2(\nu. \nu^2 / \bar{r})}.
\]

To estimate for the cutoff term, we use (4.56) and (4.57) to bound

\[
|T(\bar{m}_v^*)| = \left| -2 \partial_{\bar{r}} \frac{k_{\bar{r}}}{\nu} \partial_{\bar{r}} \bar{m}_v^* + F \bar{m}_v^* \right|
\]

\[
\lesssim \left[ \frac{1}{\bar{r}} \left| \partial_{\bar{r}} \bar{m}_v^* \right| + \left( \frac{1}{\bar{r}^2} + \frac{\nu}{\bar{r}^3} \right) \left| \bar{m}_v^* \right| \right] 1_{\left\{ \frac{\nu}{\bar{r}} \leq \nu, \nu \right\}}.
\]

We then use Cauchy-Schwarz and (3.58) and \( |\tilde{\nu}_{2^n} / \tilde{\nu}| \leq \nu^2 / \| \ln \nu \| \) to estimate

\[
\left| \bar{r}^2 \int T(\bar{m}_v^*) \omega_0 \bar{m}_v^* \omega_0 \bar{r} \, d\bar{r} \right|
\]

\[
\lesssim \bar{\nu}^2 \left( \int \left| \omega_0 \bar{m}_v^* \right|^2 1_{\left\{ \frac{\nu}{\bar{r}} \leq \nu, \nu \right\}} \omega_0 \bar{r} \, d\bar{r} \right)^{\frac{1}{2}}
\]

\[
\times \left( \int \frac{1}{\bar{r}^2} \left[ \left| \partial_{\bar{r}} \bar{m}_v^* \right|^2 + \left| \bar{m}_v^* \right|^2 \right] \frac{\omega_0}{\bar{r}} \, d\bar{r} \right)^{\frac{1}{2}}
\]

\[
\lesssim \nu^2 \left( \nu^4 + \| m_e \|_{L^2(\nu, \nu \leq \nu^*)} \right).
\]

Since \( |\tilde{\nu}_{2^n} / \tilde{\nu}| \leq \nu^2 / \| \ln \nu \| \), we use the bootstrap estimate (3.44) to bound the last term

\[
\left| \bar{\nu} \tilde{\nu}_{2^n} \int \bar{m}_v^* \omega_0 \bar{m}_v^* \omega_0 \bar{r} \, d\bar{r} \right| \lesssim \frac{\nu^6}{\nu \| \ln \nu \|^2}.
\]

Summing up these estimates and taking \( \tilde{\nu} \) small enough and using \( d_{\bar{r}} / d_{\bar{r}} = 1 / \nu^2 \) and \( \tilde{\nu} \sim \nu \) yield the desired formula (4.50). This concludes the proof of Lemma 4.9 assuming (4.52).

**Step 3. Bound for the error.** We finally prove (4.52). We recall from Proposition 2.1 the identity

\[
(\omega_0 - \beta \tilde{\nu}^2 \bar{r} \partial_{\bar{r}}) \phi_n(\bar{r}) = 2\beta \tilde{\nu}^2 \left( 1 - n + \tilde{\alpha}_n(\bar{v}) \right) \phi_n(\bar{r}).
\]

We then rewrite the error term by using the relation \( \bar{r} \partial_{\bar{r}} Q = 8T_0 \sim 8\phi_0 \) and \( d_{\bar{r}} / d_{\bar{r}} = 1 / \nu^2 \),

\[
\mathcal{E}_1(\bar{r}, s) = \left[ -a_{1,1} + 2\beta \tilde{\alpha}_1(\tilde{v})a_1 \right] \phi_1 + \left[ a_{1,1} - 2\beta (1 + \tilde{\alpha}_0(\tilde{v}))a_1 + 8n \right] \phi_0
\]

\[
- 8\tilde{\nu} \partial_{\tilde{v}} \phi_0 + a_1 \tilde{v} \left( \tilde{\nu} \bar{r} \partial_{\bar{r}}(\phi_1 - \phi_0) - d_{\bar{r}}(\phi_1 - \phi_0) \right) + \mathcal{E}_1(\bar{r}, s).
\]
where we used the definition of \( \tilde{N}_1 \), i.e., \( \mathcal{A}_0 \tilde{N}_1 = \frac{\partial_x P_1^2}{\partial r} + 8 \tilde{v}^2 \tilde{\phi}_0(\tilde{r}) \) with \( \tilde{\phi}_0 = \phi_0 - T_0 \) to write
\[
\tilde{\mathcal{E}}_1(\tilde{r}, s) = (\partial_s - \eta \tilde{r} \partial_{\tilde{r}}) \tilde{N}_1 + \frac{\partial_r (2 \tilde{P}_1 \tilde{N}_1 - \tilde{N}_1^2)}{2 \tilde{P}} + \tilde{N}_0(\tilde{v}^2).
\]
We recall from Lemma 4.1 the modulation equations
\[
a_{1,\tau} - 2\beta a_1 \eta_\tau + \mathcal{A}_0 \eta_\tau = O\left(\frac{v^2}{|\ln v|^2}\right),
\]
\[
\left(a_{1,\tau} - 2\beta(1 + \tilde{\alpha}_0(\tilde{v})) a_1 + 8\tilde{v}^2 \left(\frac{\tilde{v}}{\tilde{v}} - \beta\right)\right) = O\left(\frac{v^2}{|\ln v|^2}\right).
\]
From this and from the estimate (4.31), we obtain
\[
|a_{1,\tau} - 2\beta a_1 \eta_\tau| = O\left(\frac{v^2}{|\ln v|^2}\right),
\]
\[
\left|\left(a_{1,\tau} + 2\beta(1 + \tilde{\alpha}_0(\tilde{v})) a_1 - 8\tilde{v}^2 \left(\frac{\tilde{v}}{\tilde{v}} - \beta\right)\right)\right| = O\left(\frac{v^2}{|\ln v|^2}\right).
\]
From (2.17) and (2.19), and from the identities \( \mathcal{A}_0 T_0 = 0 \) and \( \mathcal{A}_0 T_1 = -T_0 \), and \( \tilde{v} \sim v \), one has the bound for \( r \leq \zeta^*/\tilde{v} \),
\[
|\mathcal{A}_0 \phi_0| + |\mathcal{A}_0 \phi_1| \lesssim \tilde{v}^2 \frac{\tilde{r}^2}{(\tilde{r})^4},
\]
and hence, we have the estimate
\[
\int_0^{\frac{\zeta^*}{\tilde{v}}} \left|\mathcal{A}_0 \left[-a_{1,\tau} + 2\beta \tilde{\alpha}_1(\tilde{v}) a_1\right]\phi_1 + \left[a_{1,\tau} - 2\beta(1 + \tilde{\alpha}_0(\tilde{v})) a_1 + 8\eta\right] \phi_0\right| \frac{2\mathcal{A}_0}{\tilde{r}} d\tilde{r}
\]
\[
\lesssim \frac{\nu^8}{|\ln v|^4} \int_0^{\frac{\zeta^*}{\tilde{v}}} \frac{1}{1 + \tilde{r}} d\tilde{r} \lesssim \frac{\nu^8}{|\ln v|^3}.
\]
From (2.17) and \( |\tilde{v}_s| / \tilde{v} \lesssim v^2 / |\ln v| \), we have the estimate
\[
\left|\frac{\tilde{v}_s}{\tilde{v}}\right| \int_0^{\frac{\zeta^*}{\tilde{v}}} \left|\mathcal{A}_0 \phi_0\right| \frac{2\mathcal{A}_0}{\tilde{r}} d\tilde{r} \lesssim \frac{\nu^8}{|\ln v|^2}.
\]
By writing
\[
\partial_s (\phi_1 - \phi_0) = \frac{\tilde{v}_s}{\tilde{v}} (\tilde{v}_s (\phi_1 - \phi_0) + \frac{\beta_s}{\beta} (\beta \partial_\beta (\phi_1 - \phi_0))
\]
and using (2.15) and (2.19), we have the bound
\[
|\mathcal{A}_0 (\partial_s (\phi_1 - \phi_0))| \lesssim \frac{\nu^4}{|\ln v|} \frac{\tilde{r}^2}{(\tilde{r})^4}.
\]
We also have from (2.17) and (2.19) and \( |\tilde{v}_s| / \tilde{v} \lesssim 1 / |\ln v| \) the bound
\[
\left|\frac{\tilde{v}_s}{\tilde{v}} \mathcal{A}_0 \left(\tilde{r}_s \partial_\tilde{r} (\phi_1 - \phi_0)\right)\right| \lesssim \frac{\nu^2}{|\ln v|} \frac{\tilde{r}^2}{(\tilde{r})^4}.
\]
Hence, there holds the estimate

\[
\int_0^\infty \left\| \phi_0 \frac{a_1}{\| \phi_0 \|^2} \left( \frac{\varphi_s}{\| \phi_0 \|^2} \partial_T (\phi_1 - \phi_0) - \partial_s (\phi_1 - \phi_0) \right) \right\|^2 \frac{d\tilde{T}}{\tilde{T}} \lesssim \frac{\nu}{(1 + \tilde{T})^3} \leq \frac{\nu}{\ln \nu^2 (1 + \tilde{T})} \lesssim \frac{\nu}{\ln \nu^2}.
\]

As for the term \( \tilde{E}_1 \), we use the definitions of \( \tilde{N}_1 \) and \( \tilde{P}_1 \) and \( \tilde{v} \) to bound for \( \tilde{T} \leq \frac{2\nu}{\ln \nu} \),

\[
\left| \phi_0 \tilde{E}_1(\tilde{T}, \tilde{\nu}) \right| \lesssim \tilde{\nu}^4 \left( \left| \frac{\varphi_s}{\tilde{T}} \right| + \tilde{T}^2 \right) \ln(\tilde{T}) \frac{\ln(\tilde{T})}{(\tilde{T})^2} \lesssim \nu^8 \ln(\nu)^2 \tilde{T}^2.
\]

which gives

\[
\int_0^{2\nu/\ln \nu} \left| \phi_0 \tilde{E}_1 \right|^2 \frac{d\tilde{T}}{\tilde{T}} \lesssim \nu^{12} \ln \nu^3 \lesssim \frac{\nu}{\ln \nu^2}.
\]

The collection of the above estimates concludes the proof of (4.52). \( \square \)

### 4.5 Nonradial energy estimates

We begin by estimating the parameter \( x^* \). We claim the following.

**Lemma 4.10 (Estimate on \( x^* \)).** We have for \( \tau_0 \) large enough

\[
(4.59) \quad \left| \frac{x^*}{\mu} \right|^2 \leq C \frac{1}{\nu^2} \int_{|y| \leq \frac{2\nu}{\ln \nu}} \frac{|\nabla \psi|^2}{U} dy + Ce^{-2\kappa \tau},
\]

where \( C > 0 \) is independent from the bootstrap constants \( \kappa, N, K, K', \text{ and } K'' \).

In particular, we have the estimate

\[
(4.60) \quad \left| \frac{x^*}{\mu} \right| \lesssim \frac{e^{-\kappa \tau}}{\nu^2}.
\]

**Proof.** We multiply equation (4.59) by \( \partial_z \psi U \rho_0, i = 1, 2, \text{ and } \rho_0 = e^{-\beta |z|^2/2} \),

and integrate over \( \mathbb{R}^2 \) and use the orthogonality condition (3.11) to write

\[
\frac{x^*}{\mu} \int \partial_z \psi \left( U \psi + \psi \right) \partial_z \psi U \rho_0 \, dz = \int \left[ -L^2 \varepsilon^\perp + \nabla \cdot \left( \mathcal{G}(\varepsilon) - \frac{x^*}{\mu} \varepsilon^0 \right) - N \varepsilon^\perp \right] \partial_z \psi U \rho_0 \, dz.
\]

Using the definition of \( U \) and \( \psi \), we have

\[
\int |\partial_z \psi U|^2 e^{-\beta \frac{|z|^2}{4}} \, dz = \frac{c_0}{\nu^4} \int \frac{r^3}{(1 + r^2)^6} e^{-\beta \frac{r^2}{4}} \, dr \sim \frac{c_0}{\nu^4},
\]

and

\[
\int \partial_z \psi \partial_z \psi U e^{-\beta \frac{|z|^2}{4}} \, dz = \mathcal{O}(\nu^{-2}).
\]
We write the linear operator as \( L_0 q^\perp = \nabla \cdot (U \nabla M q^\perp) \); then by integration by parts and Cauchy-Schwarz and the decay of \( U \), we estimate
\[
\left| \int \mathcal{L}\varepsilon \varepsilon \partial_{z^i} q^\perp U_\nu \rho_0 \, dz \right|
\]
\[
= \left| \frac{1}{v^4} \int \nabla \cdot (U \nabla T q^\perp) \partial_{y_j} U_\nu \, dy \right| - \frac{B}{v} \int \nabla \cdot (y q^\perp) \partial_{y_j} U_\nu \, dy \right|
\]
\[
= \frac{1}{v^4} \int U \nabla T q^\perp \cdot \nabla (\partial_{y_j} U_\nu) \, dy + \frac{B}{v} \int q^\perp y \cdot \nabla (\partial_{y_j} U_\nu) \, dy \right|
\]
\[
\lesssim \frac{1}{v^3} \left( \int_{\|y\| \leq \frac{\tilde{\varepsilon}}{v}} |U| |\nabla T q^\perp|^2 \rho \, dy \right)^{\frac{1}{2}} \left( \int_{\|y\| \leq \frac{\tilde{\varepsilon}}{v}} |U| |\nabla (\partial_{y_j} U_\nu)|^2 \rho^{-1} \, dy \right)^{\frac{1}{2}}
\]
\[
+ \frac{1}{v^6} \int_{\|y\| \geq \frac{\tilde{\varepsilon}}{v}} \frac{|q^\perp|^2}{U} \rho \, dy \right)
\]
\[
\cdot \left( \int_{\|y\| \geq \frac{\tilde{\varepsilon}}{v}} |\mathcal{M} [\nabla \cdot (U \nabla (\partial_{y_j} U_\nu))]|^2 \rho^{-1} \, dy \right)^{\frac{1}{2}} + e^{-\kappa r}
\]
\[
+ \frac{1}{v^2} \left( \int |q^\perp|^2 \frac{U}{\rho} \, dy \right)^{\frac{1}{2}} \left( \int |y \cdot \nabla (\partial_{y_j} U_\nu)|^2 \rho^{-1} \, dy \right)^{\frac{1}{2}}
\]
\[
\lesssim \frac{1}{v^3} \left( \int_{\|y\| \leq \frac{\tilde{\varepsilon}}{v}} |U| |\nabla T q^\perp|^2 \rho \, dy \right)^{\frac{1}{2}} + \frac{1}{v^4} \|e^+\|_0 v^0 + \frac{1}{v^2} \|e^+\|_0
\]
\[
\lesssim \frac{1}{v^3} \left( \int_{\|y\| \leq \frac{\tilde{\varepsilon}}{v}} |\nabla q^\perp|^2 \rho \, dy \right)^{\frac{1}{2}} + \frac{e^{-\kappa r}}{v^2}.
\]

We write by the definition \( \varepsilon^0 = \frac{\partial m_\varepsilon}{\varepsilon} \) and use (3.55), (3.56), and the decay of \( U \),
\[
\frac{x_i^*}{\mu} \int \partial_{z^i} q^\perp U_\nu \rho_0 \, dz \right| = \left| \frac{x_i^*}{\mu} \int \left( \frac{\partial m_\varepsilon}{\varepsilon} + \varepsilon^+ \right) \partial_{z^i} (\partial_{z^i} U_\nu \rho_0) \, dz \right|
\]
\[
\lesssim \frac{x_i^*}{\mu} \int \left( \frac{1}{v^4} \int |\partial_z m_\varepsilon|^2 \frac{1}{\varepsilon U_\nu} \, d\xi \right)^{\frac{1}{2}} + \frac{x_i^*}{\mu} \frac{e^{-\kappa r}}{v^3}
\]
\[
\lesssim \frac{x_i^*}{\mu} \left( \frac{1}{v^4} \|\tilde{m}_\varepsilon\|_{L^1} + \frac{1}{v^2} \|\ln v\| \int_{\xi \geq \frac{\tilde{\varepsilon}}{v}} \varepsilon^C \rho_0 \, d\xi + \frac{e^{-\kappa r}}{v^3} \right) \lesssim \frac{x_i^*}{\mu} \frac{1}{v^2} \|\ln v\|
\]

We have by Cauchy-Schwarz,
\[
\left| \int \nabla \cdot \mathcal{G}(e^+) \partial_{z^i} U_\nu \rho_0 \, dz \right| = \frac{1}{v^3} \left| \int \nabla \cdot \mathcal{G}(q^\perp) \partial_{z^i} U_\nu \rho \, dy \right|
\]
\[
\lesssim \left( \int \left| \nabla \cdot \mathcal{G}(q^\perp) \right|^2 \rho \, dy \right)^{\frac{1}{2}} \left( \int |\partial_{z^i} U_\nu|^2 \rho \, dy \right)^{\frac{1}{2}} \lesssim
\]
where we recall from the definition of $G(q)$,
\[
\nabla \cdot G(q) = \nabla q^+ \cdot \nabla \Phi_{q+q^0} - 2q^+ (\Psi + q^0) + \nabla (\Psi + q^0) \cdot \nabla \Phi_{q^+},
\]
and $\Psi$ is given by
\[
\Psi = \frac{a_1}{v^2} \frac{\partial_r}{r} (\phi_1 - \phi_0) + \sum_{n=2}^{N} \frac{a_n}{v^2} \frac{\partial_r}{r} \phi_n.
\]
By the definition of $\phi_n$, we have the estimate
\[
(4.61) \quad |\Psi(r)| + |r \partial_r \Psi(r)| \lesssim v^2 |r|^{-2} + \frac{v^2}{\ln v^2} \frac{1}{|r|^{2\gamma}} + \frac{v^2}{|\ln v|^2} (|r|^{2\gamma}) C (r \geq \frac{v^2}{|\ln v|^2});
\]
from this and (3.56) and (3.57), we obtain the bound
\[
\int |\nabla \cdot G(q^+)|^2 \rho \, dy \lesssim \int_{|y| \leq \frac{v^2}{|\ln v|^2}} \left( \frac{|\nabla q^+|^2}{U} + \frac{|q^+|^2}{\sqrt{U}} \right) dy + e^{-2\gamma r}.
\]
By using (3.46), (3.56), and (3.57), we estimate the contribution from $N^{-1}(\epsilon^+)$,
\[
\int \left| N^{-1}(\epsilon^+) \right|^2 \rho_0 \, dz \lesssim e^{-2\gamma r}.
\]
The collection of the above estimates yields (4.59) and concludes the proof of Lemma 4.10.

We are now in a position to derive the energy estimate for the nonradial part. Let us begin with $\|\epsilon^+\|_0$ by using the coercivity given in Proposition 2.4.

**Lemma 4.11 (Control of $\|\epsilon^+\|_0$).** We have
\[
(4.62) \quad \frac{1}{2} \frac{d}{d\tau} \|\epsilon^+\|_0^2 \leq -\delta' \|\epsilon^+\|_0^2 + Ce^{-2\gamma r},
\]
where $\delta', \lambda > 0$ are independent of the bootstrap constants $K, K', K''$.

**Proof.** We multiply equation (4.3) by
\[
v^2 \sqrt{\rho_0} \mathcal{M}^2 (\epsilon^+ \sqrt{\rho_0}) \quad \text{with} \quad \rho_0(z) = e^{-\beta |z|^2/2}
\]
and integrate over $\mathbb{R}^2$ to write
\[
\frac{1}{2} \frac{d}{d\tau} \|\epsilon^+ (\tau)\|_0^2
\]
\[
= v^2 \int \mathcal{L}_\varepsilon \epsilon^+ \sqrt{\rho_0} \mathcal{M}^2 (\epsilon^+ \sqrt{\rho_0}) \, dz + \frac{1}{2} \int_{\mathbb{R}^2} \frac{d}{d\tau} (v^2 U^{-1}) |\epsilon^+| \rho_0 \, dz
\]
\[
- v^2 \int \left[ \nabla \cdot G(\epsilon^+) - \frac{\chi*}{\mu} \cdot \nabla (W + \epsilon^0) - N^{-1}(\epsilon^+) \right] \sqrt{\rho_0} \mathcal{M}^2 (\epsilon^+ \sqrt{\rho_0}) \, dz.
\]
We have the coercivity estimate (2.29) for the linear part, which using (A.3) with \( \alpha = 1 \) gives
\[
v^2 \int \tilde{Z} \frac{1}{\sqrt{\rho_0}} M^z (\frac{1}{\sqrt{\rho_0}}) dz = \int \tilde{Z} q^\perp \sqrt{\rho} M(q^\perp \sqrt{\rho}) dy \leq -\delta_0 \int \frac{|\nabla q^\perp|^2}{U} \rho \ dy
\]
(4.63) and
\[
- \int \frac{|\nabla q^\perp|^2}{U} \rho \ dy \leq -C_0 v^2 \int \frac{|q^\perp|^2}{U} \rho \ dy
\]
(4.64)

The time derivative term: We write by the definition of \( U_v \),
\[
\frac{d}{d\tau} (v^2 U_v^{-1}) = \frac{v_t}{v} v \partial_v ([|z|^2 + v^2]) = \frac{v_t}{v} | \frac{d}{dv} z |^2 \frac{v^2}{U_v} | \frac{v}{|z|^2 + v^2} |.
\]
From this, \( | \frac{v_t}{v} | \leq \frac{1}{| \ln v |} \), and (4.64), we have the estimate
\[
\left| \int_{\mathbb{R}^2} \frac{d}{d\tau} (v^2 U_v^{-1}) \frac{|q^\perp|^2 \rho_0}{\rho} dz \right| \leq \frac{v^2}{| \ln v |} \int \frac{|q^\perp|^2}{U_v} \rho_0 dz \leq \frac{1}{| \ln v |} \int \frac{|\nabla q^\perp|^2}{U} \rho \ dy.
\]

The small linear and nonlinear terms: We write by integration by parts and Cauchy-Schwarz,
\[
\left| v^2 \int \nabla \cdot G(\frac{1}{\sqrt{\rho_0}}) \sqrt{\rho_0} M^z (\frac{1}{\sqrt{\rho_0}}) dz \right|
\leq \frac{v^2}{| \ln v |} \int (U_v | \nabla M^z (\frac{1}{\sqrt{\rho_0}}) |^2 + U_v | M^z (\frac{1}{\sqrt{\rho_0}}) |^2) dz
\]
\[
+ v^2 \frac{1 + |z|^2 |G(\frac{1}{\sqrt{\rho_0}})|^2}{U_v} \rho_0 dz.
\]
Making a change of variables and using the Hardy inequality (A.2) yields
\[
v^2 \int U_v | \nabla M^z (\frac{1}{\sqrt{\rho_0}}) |^2 dz = \int U | \nabla M(q^\perp \sqrt{\rho}) |^2 dy \leq \int \frac{|\nabla q^\perp|^2}{U} \rho \ dy.
\]
We also have by (4.64),
\[
v^2 \int U_v | M^z (\frac{1}{\sqrt{\rho_0}}) |^2 dz \leq v^2 \int \frac{|q^\perp|^2}{U_v} \rho_0 dz \leq \int \frac{|\nabla q^\perp|^2}{U} \rho \ dy.
\]
(4.65)
We recall
\[ \Psi_v + \varepsilon^0 = \frac{\partial \zeta}{\zeta} (P_v + m_\varepsilon), \quad \nabla \Phi_{\Psi_v + \varepsilon^0} = \frac{-z}{\zeta^2} \frac{(P_v + m_\varepsilon)}{\xi}, \]
where we have from the definition of \( P_v \) and (3.53), (3.54), and (3.55) the bound
\[ |\xi \partial_\zeta (P_v + m_\varepsilon)| \lesssim \frac{1}{\sqrt{|\ln v|}} \mathbf{1}_{\{\zeta \leq \xi^2\}} + v^2 |\ln v| \xi \frac{1}{\xi^2} \mathbf{1}_{\{\zeta \geq \xi^2\}}. \]

We then estimate by using (A.3),
\[ v^2 \sqrt{|\ln v|} \int \frac{(1 + |z|^2) e^{-1} \nabla \Phi_{\Psi_v + \varepsilon^0}}{U_v} \rho_0 \ dz \]
\[ \lesssim \frac{v^2}{\sqrt{|\ln v|}} \int_{|z| \leq \xi^2} \frac{|e^{1/2}|}{U_v} \rho_0 \ dz + v^6 |\ln v|^{3/2} \int_{|z| \geq \xi^2} \frac{|e^{1/2}|}{U_v} |z|^{3/2} \rho_0 \ dz \]
\[ \lesssim \frac{v^2}{\sqrt{|\ln v|}} \int_{|z| \leq \xi^2} \frac{|q^{1/2}|}{U} \rho \ dy + v^6 |\ln v|^{3/2} \int_{|z| \geq \xi^2} \frac{|q^{1/2}|}{U} (1 + |y|^{3/2}) \rho \ dy \]
\[ \lesssim \frac{1}{\sqrt{|\ln v|}} \int \frac{|\nabla q^{1/2}|^2}{U} \rho \ dy. \]

We recall \( P_{1,v} = \frac{a_1}{\xi^2} (\phi_1(r) - \phi_0(r)) \) and the bound
\[ |\Psi_{1,v}| = \left| \frac{\xi \partial_\zeta P_{1,v}}{\xi^2} \right| \lesssim \frac{|y|^2}{1 + |y|^4} \quad \forall y \in \mathbb{R}^2, \]
so that we write
\[ v^2 \sqrt{|\ln v|} \int \frac{(1 + |z|^2) |\Psi_{1,v} \nabla \Phi_{q^{1/2}}|^2}{U_v} \rho_0 \ dz \]
\[ \lesssim v^4 \sqrt{|\ln v|} \int (1 + v^2 |y|^2) (|\nabla \Phi_{q^{1/2} \chi_{\xi^2/2}^2}|^2 + |\nabla \Phi_{q^{1/2} (1 - \chi_{\xi^2/2})}|^2) \rho \ dy. \]

We estimate by using (A.6) and (A.3),
\[ v^4 \sqrt{|\ln v|} \int (1 + v^2 |y|^2) |\nabla \Phi_{q^{1/2} \chi_{\xi^2/2}^2}|^2 \rho \ dy \]
\[ \lesssim v^4 \sqrt{|\ln v|} \left[ \int_{|y| \leq \xi^2} |q^{1/2} y^4| \ dy + v^2 \int_{|y| \leq \xi^2} |q^{1/2} y^6| \ dy \right] \int \frac{1}{1 + |y|^2} \rho \ dy \]
\[ \lesssim v^2 \sqrt{|\ln v|} \int \frac{|\nabla q^{1/2}|^2}{U} \rho \ dy. \]
Using \((A.7)\) and noting that \(w^\perp = e^\perp\), we estimate

\[
\nu^4 \sqrt{\ln \nu} \left( (1 + v^2 |\mathbf{y}|^2) |\nabla \Phi_{q^+0 - \chi_{\epsilon_v/2}}(\mathbf{y})|^2 \rho \, dy \right)
\]

\[
= \nu^4 \sqrt{\ln \nu} \int (1 + |z|^2) |\nabla \Phi_{q^+(1-\chi_{\epsilon_v/2})}(z)|^2 \rho \, dz
\]

\[
\lesssim \nu^4 \sqrt{\ln \nu} \int_{|z| \leq 1} |\nabla \Phi_{q^+(1-\chi_{\epsilon_v/2})}(z)|^2 \, dz + \nu^4 \sqrt{\ln \nu} \int_{|z| \geq 1} \|e^\perp\|_2 \|z\|^2 \rho_0 \, dz
\]

\[
\lesssim e^{-2\kappa \epsilon}.
\]

We have by the definition of \(P_{2,v}\) and \((3.53)\) and \((3.54)\),

\[
|\Psi_{2,v} + e^0| = \left| \frac{\xi \partial \xi (P_{2,v} + m_\epsilon)}{\xi} \right|
\]

\[
\lesssim \frac{1}{\nu^2 \ln \nu} \frac{|y^2 \ln |\mathbf{y}||}{1 + |\mathbf{y}|^4} \mathbf{1}_{|z| \leq \xi_{\epsilon_v}/2} + \frac{1}{\ln \nu} |z|^{-2 + \frac{x}{2}} \mathbf{1}_{|z| \geq \xi_{\epsilon_v}/2}.
\]

From this and a similar estimate as given above, we obtain

\[
\nu^2 \sqrt{\ln \nu} \int \frac{(1 + |z|^2) |(\Psi_{2,v} + e^0) \nabla \Phi_{e^\perp}|^2}{U_v} \rho_0 \, dz
\]

\[
\lesssim \frac{1}{\sqrt{\ln \nu}} \int \frac{|\nabla q^\perp|^2}{U} \rho \, dy + e^{-2\kappa \epsilon}.
\]

We also have by \((3.56)\) and \((3.57)\) and \((4.60)\) the rough estimate

\[
\nu^2 \sqrt{\ln \nu} \int \frac{|e^\perp \nabla \Phi_{e^\perp}|^2}{U_v} \rho_0 \, dz
\]

\[
\lesssim e^{-2\kappa \epsilon} \sqrt{\ln \nu} \int (1 + |z|^2) \rho_0 \, dz + \left| \frac{x^*_\epsilon}{\mu} \right|^2 \sqrt{\ln \nu} \|e^\perp\|_0^2 \lesssim e^{-2\kappa \epsilon},
\]

and from \((3.55)\) and \((3.44)\),

\[
\nu^2 \sqrt{\ln \nu} \left| \frac{x^*_\epsilon}{\mu} \right|^2 \int \frac{|e^0|^2}{U_v} \rho_0 \, dz
\]

\[
= \sqrt{\ln \nu} \left| \frac{x^*_\epsilon}{\mu} \right|^2 \int_0^{+\infty} |\partial \xi m_\epsilon|^2 \frac{\omega_v}{\xi} \, d \xi
\]

\[
\lesssim \sqrt{\ln \nu} \left| \frac{x^*_\epsilon}{\mu} \right|^2 \left[ \int_{\xi \leq \xi_{\epsilon_v}} |\partial \xi m_\epsilon|^2 \frac{\omega_v}{\xi} \, d \xi + \int_{\xi \geq \xi_{\epsilon_v}} \left| \partial \xi m_\epsilon \right|^2 \frac{\omega_v}{\xi} \, d \xi \right]
\]

\[
\lesssim \sqrt{\ln \nu} \left| \frac{x^*_\epsilon}{\mu} \right|^2 \left[ \|\tilde{m}_v\|^2_{\text{lin}} + \frac{\nu^2}{\ln \nu} \int_{\xi \geq \xi_{\epsilon_v}} \xi^C e^{-\beta \xi^2/2} \, d \xi \right] \lesssim e^{-2\kappa \epsilon}.
\]
The difference \((L^2 - \tilde{L}^2)\varepsilon_+\). By the definition \(\widetilde{q} = \frac{1}{\sqrt{\rho}} \Phi_{q_+} \sqrt{\rho} \), we have

\[
\Delta \left( \Phi_{q_+} - \tilde{\Phi}_{q_+} \right) = \beta v^2 \left( 1 + \frac{\beta v^2 |y|^2}{4} \right) \widetilde{q} - b v^2 y \cdot \nabla \tilde{\Phi}_{q_+};
\]
from this, an integration by parts, and the Cauchy-Schwarz inequality, we write

\[
\nu^2 \int_{\mathbb{R}^2} (L^2 - \tilde{L}^2)\varepsilon_+ \rho \mathcal{M}^2 (\varepsilon_+ \sqrt{\rho_0}) dz
\]

\[
= \nu^2 \int_{\mathbb{R}^2} \nabla U \cdot \nabla \left( \Phi_{q_+} - \tilde{\Phi}_{q_+} \right) \sqrt{\rho_0} \mathcal{M}^2 (\varepsilon_+ \sqrt{\rho_0}) dz
\]

\[
= \int_{\mathbb{R}^2} \nabla U \cdot \nabla \left( \Phi_{q_+} - \tilde{\Phi}_{q_+} \right) \sqrt{\rho} \mathcal{M} (\varepsilon_+ \sqrt{\rho}) dy
\]

\[
\leq \left( \int U (|y| \nabla \mathcal{M} (\varepsilon_+ \sqrt{\rho})^2 d y \right)^\frac{1}{2} \left( \int U \nabla (\Phi_{q_+} - \tilde{\Phi}_{q_+})^2 \rho d y \right)^\frac{1}{2}
\]

\[
+ \nu^2 \left( \int U (|y| \nabla \mathcal{M} (\varepsilon_+ \sqrt{\rho})^2 d y \right)^\frac{1}{2}
\]

\[
\cdot \left( \int U (|y| \nabla (\Phi_{q_+} - \tilde{\Phi}_{q_+})^2 + |(vy)\Phi_{q_+} \sqrt{\rho}|^2 \rho d y \right)^\frac{1}{2}
\]

\[
\leq \frac{1}{50} \int \frac{|\nabla q_+|^2}{U} \rho d y + C \int U (vy)^2 |\nabla (\Phi_{q_+} - \tilde{\Phi}_{q_+})|^2 \rho d y
\]

\[
+ C \nu^2 \int U (vy)^2 |\Phi_{q_+} \sqrt{\rho}|^2 d y.
\]

We bound the last term by using (A.6) with \(\alpha = 1, 3\) and (A.3).

\[
\nu^2 \int U (vy)^4 |\Phi_{q_+} \sqrt{\rho}|^2 d y \leq \nu^2 \int |q_+|^2 (y)^2 \rho d y + \nu^6 \int |q_+|^2 (y)^6 \rho d y
\]

\[
\leq \nu^2 \int \frac{|\nabla q_+|^2}{U} \rho d y.
\]

For \(|y| \geq \frac{L}{2}\), we use (A.6), (A.3), and (A.7) to estimate

\[
\int_{|y| \geq \frac{L}{2\nu}} U (vy)^2 \nabla (\Phi_{q_+} - \tilde{\Phi}_{q_+})^2 \rho d y
\]

\[
\leq \int_{|y| \geq \frac{L}{2\nu}} U (vy)^2 \left( |\nabla q_+| \frac{a_{x_+}}{2\nu} \right)^2 \rho + |\nabla q_+| \frac{(a_{x_+} - x_+)}{2\nu} \right|^2 \rho
\]

\[
+ \nu^4 |y|^2 |\Phi_{q_+} \sqrt{\rho}|^2 + |\nabla \Phi_{q_+} \sqrt{\rho}|^2 d y
\]

\[
\leq \nu^2 \int \frac{|\nabla q_+|^2}{U} \rho d y + \nu^2 \|e_+\|^2_{\infty}.
\]
For $|y| \leq \frac{\xi}{2v}$, we write by the definition $\widetilde{\Phi}_{q^+} = \frac{1}{\sqrt{\rho}} \Phi_{q^+} \sqrt{\rho}$,

$$
\int_{|y| \leq \frac{\xi}{2v}} U(1 + v^2|y|^2) |\nabla(\Phi_{q^+} - \widetilde{\Phi}_{q^+})|^2 \rho \, dy 
\lesssim \int_{|y| \leq \frac{\xi}{2v}} \frac{|\nabla \Phi_{q^+} (1 - \sqrt{\rho})|^2 + |y|^2 |\nabla \Phi_{q^+} \sqrt{\rho}|^2}{1 + |y|^4} \, dy.
$$

The last two terms in the numerator are estimated by using (A.6) with $D_{1}$ and (A.3),

$$
\int_{|y| \leq \frac{\xi}{2v}} \frac{v^4(|y| \Phi_{q^+} \sqrt{\rho})^2 + |y|^2 |\nabla \Phi_{q^+} \sqrt{\rho}|^2}{(y)^4} \, dy 
\lesssim v^2 \left( \int |q^+|^2 (y)^2 \rho \, dy \right) \int_{|y| \leq \frac{\xi}{2v}} \frac{1}{(y)^4} \, dy 
\lesssim v^2 \int \frac{|\nabla q^+|^2}{U} \rho \, dy.
$$

For the remaining term, we split into two parts

$$
\int_{|y| \leq \frac{\xi}{2v}} U(1 + v^2|y|^2) |\nabla \Phi_{q^+} (1 - \sqrt{\rho})|^2 \rho \, dy 
\lesssim \int_{|y| \leq \frac{\xi}{2v}} \frac{|\nabla \Phi_{q^+} (1 - \sqrt{\rho}) x_{\kappa/y}^\beta|^2 + |\nabla \Phi_{q^+} (1 - \sqrt{\rho}) (1 - x_{\kappa/y})|^2}{1 + |y|^4} \, dy.
$$

Since $(1 - \sqrt{\rho}) x_{\kappa/y}^\beta(x) \leq \xi^2 |x| \leq \frac{\xi^2}{v}$, we estimate by using (A.6) with $\alpha = 1$ and (A.3),

$$
\int_{|y| \leq \frac{\xi}{2v}} \frac{|\nabla \Phi_{q^+} (1 - \sqrt{\rho}) x_{\kappa/y}^\beta(y)|^2}{1 + |y|^4} \, dy 
\lesssim \xi^2 \int_{|y| \leq \frac{\xi}{2v}} |q^+|^2 (1 + |y|^2) \, dy 
\lesssim \xi^2 \int \frac{|\nabla q^+|^2}{U} \rho \, dy.
$$

Since $(1 - \sqrt{\rho})(1 - x_{\kappa/y}^\beta(x)) \leq 1_{|x| \geq \frac{\xi}{2v}}$, and $\frac{1}{|x - \xi|} \leq \frac{\nu}{\xi^*}$ for $|x| \geq \frac{\xi}{v}$ and $|y| \leq \frac{\xi}{2v}$, we estimate by using the outer norm (3.49),

$$
\int_{|y| \leq \frac{\xi}{2v}} \frac{|\nabla \Phi_{q^+} (1 - \sqrt{\rho}) (1 - x_{\kappa/y}^\beta)(y)|^2}{1 + |y|^4} \, dy 
\lesssim \int_{|y| \leq \frac{\xi}{2v}} \frac{d|z|}{1 + |y|^4} \left( \int_{|z| \leq \frac{\xi^*}{v}} \frac{|q^+|}{|x - z|} \, dx \right)^2 
\lesssim v^2 \left( \int_{|z| \leq \frac{\xi^*}{v}} \frac{|q^+|}{|z|^2} \, dz \right)^2 
\lesssim v^2 \frac{\|\varepsilon^+\|^2}{\xi^*}
$$

$$
\lesssim v^2 \frac{\|\varepsilon^+\|^2}{\xi^*}
$$
Gathering these obtained estimates and using the bootstrap bound (3.49) yields
\[ v^2 \int_{\mathbb{R}^2} (Lz - \bar{L}z) e^{\frac{1}{2} \sqrt{\rho_0}} \mathcal{M}^2 (e^{\frac{1}{2} \sqrt{\rho_0}}) dz \lesssim \epsilon_2^2 \int \frac{|\nabla q^+|^2}{U} \rho \ dy + e^{-2\kappa \tau}. \]

The error transport term: It remains to estimate the error term by writing
\[ \frac{x_r^*}{\mu} v^2 \int \nabla W \sqrt{\rho_0} \mathcal{M}^2 (e^{\frac{1}{2} \sqrt{\rho_0}}) dz = \frac{x_r^*}{\mu} v \int \nabla \sqrt{\rho_0} \mathcal{M}^{1/2} \sqrt{\rho_0} dz, \]
where $V(r, \tau) = \frac{1}{r} W(\zeta, \tau)$ is the approximate profile in the blowup variables defined from (3.6), i.e.,
\[ V = U + \Psi, \quad \Psi = \frac{a_1}{v^2} \frac{\partial_r}{r} (\phi_1 - \phi_0) + \sum_{n=2}^{N} \frac{a_n}{v^2} \frac{\partial_r}{r} \phi_n. \]
By the definition of $\phi_n$, we have the estimate
\[ |\Psi(r)| + |r \partial_r \Psi(r)| \lesssim v^2 r^{-2} + \frac{|r|^{-4}}{|\ln v|^{2}} \mathbf{1}_{\{r \leq \frac{1}{2}\ln \tau\}} + \frac{v^2}{|\ln v|^{2}} |v r| C \mathbf{1}_{\{r \geq \frac{1}{2}\ln \tau\}}. \]
We use $\mathcal{M} \nabla U = 0$ and (4.59) to estimate the leading term
\[ \left| \frac{x_r^*}{\mu} v \int \nabla \sqrt{\rho_0} \mathcal{M}^{1/2} \sqrt{\rho_0} \ dy \right| \]
\[ \lesssim \left| \frac{x_r^*}{\mu} \left( \int_{|y| \leq \frac{1}{2\ln \tau}} \rho^{1/2} (1 + |y|^2) \ dy \right)^{1/2} \right| \]
\[ \leq \left| \frac{x_r^*}{\mu} v \left( \int_{|y| \leq \frac{1}{2\ln \tau}} |\nabla \Psi|^2 (1 + |y|^2) \rho \ dy \right) \right| \left( \int_{|y| \leq \frac{1}{2\ln \tau}} \frac{|\nabla (\sqrt{\rho_0} - 1)|^2}{1 + |y|^2} \ dy \right)^{1/2} \]
\[ \leq v \int \frac{|\nabla q^+|^2}{U} \rho \ dy + Ce^{-2\kappa \tau}. \]
Using (4.61), (4.59), and (3.56), we estimate
\[ \left| \frac{x_r^*}{\mu} v \int \nabla \sqrt{\rho_0} \mathcal{M}^{1/2} \sqrt{\rho_0} \ dy \right| \]
\[ \leq \left| \frac{x_r^*}{\mu} \left( \int_{|y| \leq \frac{1}{2\ln \tau}} |\nabla \Psi|^2 (1 + |y|^2) \rho \ dy \right) \right| \left( \int_{|y| \leq \frac{1}{2\ln \tau}} |q^+|^2 (1 + |y|^2) \rho \ dy \right)^{1/2} + \frac{e^{-2\kappa \tau}}{|\ln v|^{2}} \]
\[ \leq \frac{1}{|\ln v|^{2}} \left( \int \frac{|\nabla q^+|^2}{U} \rho \ dy + \int |q^+|^2 (1 + |y|^2) \rho \ dy \right) + \frac{e^{-2\kappa \tau}}{|\ln v|^{2}} \]
\[ \leq \frac{1}{|\ln v|^{2}} \int \frac{|\nabla q^+|^2}{U} \rho \ dy + Ce^{-2\kappa \tau}. \]
The collection of all the above estimates, using the control (4.64) and the coercivity (4.63), yields (4.62). This concludes the proof of Lemma 4.11.

We are now going to establish the monotonicity formula to control the inner norm (3.48). The basic idea is that inside the blowup zone \( |y| \leq \frac{\xi}{2y} \) for \( \xi \ll 1 \), the dynamic of (4.67) resembles \( \partial_y q^\perp = \mathcal{L}_0 q^\perp \), which allows us to use the special structure of \( \mathcal{L}_0 \), namely, that \( \mathcal{L}_0 f = \nabla \cdot (U \nabla f) \). We recall from (4.3), the equation satisfied by \( q \)

\[
\partial_s q^\perp = \mathcal{L}_0 q^\perp + \eta \Lambda q^\perp - \nabla \cdot \mathcal{G}(q^\perp) + \frac{\nu \chi^*}{\mu} \cdot \nabla (V + q^0) + N^\perp(q^\perp),
\]

where \( \mathcal{G}(q^\perp) \) and \( N^\perp(q^\perp) \) are defined as in (4.4), and \( V \) is the approximate solution in the blowup variables given by (3.6), namely, that

\[
V = U + \Psi,
\]

where we recall

\[
\Psi = \Psi_1 + \Psi_2, \quad \Psi_1 = \frac{a_1}{\nu^2} (\varphi_1(r) - \varphi_0(r)), \quad \Psi_2 = \sum_{n=2}^N \frac{a_n}{\nu^2} \varphi_n(r),
\]

and \( \varphi_n \) is the radial eigenfunction of \( \mathcal{L}_0 \), namely, that

\[
\varphi_n(r) = -\frac{\partial_r \phi_n}{r}, \quad \partial_r \varphi_n = -\frac{\phi_n}{r},
\]

with \( \phi_n \)'s are the eigenfunctions of \( \mathcal{A} \), and we write for short

\[
\eta = \frac{\nu_s}{\nu} - \beta \nu^2 = \mathcal{O}(\nu^2), \quad \Lambda f = \nabla \cdot (y f).
\]

We define

\[
q^\perp_* = \chi_{\xi, s/v} q^\perp,
\]

where \( \chi_{\xi, s/v} \) is defined as in (1.15) and \( q^\perp_* \) solves the equation

\[
\partial_s q^\perp_* = \mathcal{L}_0 q^\perp_* + \chi_{\xi, s/v} \left[ \eta \nabla \cdot (y q^\perp) - \nabla \cdot \mathcal{G}(q) + \frac{\nu \chi}{\mu} \cdot \nabla (V + q^0) + N^\perp(q^\perp) \right] - [\mathcal{L}_0, \chi_{\xi, s/v}] q^\perp + \partial_x \chi_{\xi, s/v} q^\perp.
\]

Consider the decomposition

\[
q^\perp_* = c_1 \partial_1 U + c_2 \partial_2 U + \tilde{q}^\perp_* \quad \text{with} \quad c_i = \frac{\int q^\perp_* \partial_i U \, dy}{\int |\partial_i U|^2 \, dy} = \mathcal{O}(\|e\|_0),
\]

which produces the orthogonality condition

\[
\int \tilde{q}^\perp_* \partial_1 U \, dy = \int \tilde{q}^\perp_* \partial_0 U \, dy = 0.
\]

From Lemma 2.3, we have the coercivity

\[
\int \mathcal{L}_0 q^\perp_* \cdot \nabla q^\perp_* \, dy = \int U \nabla \cdot q^\perp_* \, dy \geq \delta_2 \int \frac{|\nabla q^\perp_*|^2}{U} \, dy,
\]
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and the positivity since $\int \mathcal{L}_0 \mathcal{q}_*^\perp dy = 0$,

(4.70) \[ \int \mathcal{L}_0 \mathcal{q}_*^\perp \mathcal{M} \mathcal{L}_0 \mathcal{q}_*^\perp dy \geq 0. \]

Recall that $\mathcal{M} \partial_1 U = \mathcal{M} \partial_2 U = 0$; hence, we have

(4.71) \[ \mathcal{M} q_*^\perp = \mathcal{M} \mathcal{q}_*^\perp, \quad \mathcal{L}_0 q_*^\perp = \mathcal{L}_0 \mathcal{q}_*^\perp. \]

Thanks to this coercivity, we are able to establish the monotonicity formula to control $\| q^\perp \|_{L^1}$.

**Lemma 4.12 (Control of $\| q^\perp \|_{L^1}$).**

\[ \frac{d}{d\tau} \left[ \int \mathcal{q}_*^\perp \mathcal{M} \mathcal{q}_*^\perp dy - \int \mathcal{L}_0 \mathcal{q}_*^\perp \mathcal{M} \mathcal{q}_*^\perp dy \right] \]

\[ \leq -\delta_2 \left[ \frac{1}{\xi^2} \int \mathcal{q}_*^\perp \mathcal{M} \mathcal{q}_*^\perp dy - \int \mathcal{L}_0 \mathcal{q}_*^\perp \mathcal{M} \mathcal{q}_*^\perp dy \right] + \frac{C}{\xi^2} \left( \| \mathcal{e}^\perp \|_0^2 + \| \mathcal{e}^\perp \|_{H^1}^2 (\mathcal{t} \leq \mathcal{z} \leq \mathcal{z}^*) + e^{-2\mathcal{r}} \right). \]

**Proof.** We multiply equation (4.67) by $\mathcal{M} \mathcal{q}_*^\perp$ and $-\mathcal{M} \mathcal{L}_0 \mathcal{q}_*^\perp$ and integrate over $\mathbb{R}^2$ and use the relation (4.71) and (4.69) and (4.70) to write the energy identity. Since we only use the positivity of $\mathcal{M}$, all the terms involving $\mathcal{M} \mathcal{L}_0 \mathcal{q}_*^\perp$ are treated by using commutator formulas with $\mathcal{M}$ in order to reduce the order of derivatives so that they can be controlled by $-\delta_2 \int \mathcal{U} (\mathcal{M} \mathcal{q}_*^\perp)^2 dy$. In particular, we shall use the following formula: for any well localized function $f$ without radial component,

(4.72) \[ \left[ [\mathcal{M}, \mathcal{M}] f = \frac{y \cdot \nabla U}{U^2} f + 2\Phi_f \right. \text{ with } \mathcal{M} f = \nabla \cdot (y f), \]

where we used the identity $y \cdot \nabla \Phi_f = \Phi_{y \cdot \nabla f} + 2\Phi_f$, and

(4.73) \[ [\mathcal{M}, \nabla] f = \frac{\nabla U}{U^2} f, \quad [\mathcal{M}, g] f = g\Phi_f - \Phi_g f. \]

**The scaling term:** We write $\nabla \chi_{\mathcal{t}_*/\mathcal{U}} \cdot (y q_*^\perp) = \nabla \cdot (y q_*^\perp) - y \cdot \nabla \chi_{\mathcal{t}_*/\mathcal{U}} q_*^\perp$, and use (4.72), the relation $\mathcal{M} q_*^\perp = \mathcal{M} \mathcal{q}_*^\perp$, the structure $\mathcal{L}_0 f = \nabla \cdot (\mathcal{U} \nabla \mathcal{M} f)$, and integration by parts to estimate

\[ \left| \eta \int \nabla \cdot (y q_*^\perp) \mathcal{M} \mathcal{L}_0 \mathcal{q}_*^\perp dy \right| \]

\[ \leq \nu^2 \int \nabla \cdot (y \mathcal{M} \mathcal{q}_*^\perp) \mathcal{L}_0 \mathcal{q}_*^\perp dy + \nu^2 \int \left( \frac{y \cdot \nabla U}{U^2} q_*^\perp + 2\Phi_f \right) \mathcal{L}_0 \mathcal{q}_*^\perp dy \]

\[ \leq \nu^2 \int \mathcal{U} \nabla \cdot \mathcal{M} \mathcal{q}_*^\perp \left( 1 + \frac{\nabla \cdot (y U)}{U} + \frac{|\nabla U|}{U} \right) dy \]

\[ + \nu^2 \int \mathcal{U} \left( \frac{y \cdot \nabla U}{U^2} q_*^\perp + 2\Phi_f \right)^2 dy \leq \]

\[ \leq \nu^2 \int \mathcal{U} \left( \frac{y \cdot \nabla U}{U^2} q_*^\perp + 2\Phi_f \right)^2 dy \]
\[ \eta \int \nabla \cdot (yq_{\ast}^\perp) \cdot \mathcal{M} \mathcal{L}_0 \tilde{q}_{\ast}^\perp \ dy \]
\[ \leq \delta_2 \frac{100}{\varepsilon} \int \nabla \cdot (yq_{\ast}^\perp) \cdot \mathcal{M} \mathcal{L}_0 \tilde{q}_{\ast}^\perp \ dy + \varepsilon \frac{1}{y^4} \int \nabla \cdot (yq_{\ast}^\perp) \cdot \mathcal{M} \mathcal{L}_0 \tilde{q}_{\ast}^\perp \ dy \]
\[ \leq \delta_2 \frac{100}{\varepsilon} \int \nabla \cdot (yq_{\ast}^\perp) \cdot \mathcal{M} \mathcal{L}_0 \tilde{q}_{\ast}^\perp \ dy + \varepsilon \frac{1}{y^4} \int \nabla \cdot (yq_{\ast}^\perp) \cdot \mathcal{M} \mathcal{L}_0 \tilde{q}_{\ast}^\perp \ dy \]
\[ \leq \delta_2 \frac{100}{\varepsilon} \int \nabla \cdot (yq_{\ast}^\perp) \cdot \mathcal{M} \mathcal{L}_0 \tilde{q}_{\ast}^\perp \ dy + \varepsilon \frac{1}{y^4} \int \nabla \cdot (yq_{\ast}^\perp) \cdot \mathcal{M} \mathcal{L}_0 \tilde{q}_{\ast}^\perp \ dy \]

Summing up these estimates yields
\[ \eta \int \nabla \cdot (yq_{\ast}^\perp) \cdot \mathcal{M} \mathcal{L}_0 \tilde{q}_{\ast}^\perp \ dy \]
\[ \leq \delta_2 \frac{100}{\varepsilon} \int \nabla \cdot (yq_{\ast}^\perp) \cdot \mathcal{M} \mathcal{L}_0 \tilde{q}_{\ast}^\perp \ dy + \varepsilon \frac{1}{y^4} \int \nabla \cdot (yq_{\ast}^\perp) \cdot \mathcal{M} \mathcal{L}_0 \tilde{q}_{\ast}^\perp \ dy \]

The \( \mathcal{G}(q^\perp) \) and \( N^\perp \) terms: We write by integration by parts and Cauchy-Schwarz
\[ \left| \int \nabla \cdot (\mathcal{G}(q^\perp) - N^\perp(q^\perp)) \cdot \mathcal{M} \tilde{q}_{\ast}^\perp \ dy \right| \]
\[ \leq \delta_2 \frac{100}{\varepsilon} \int \nabla \cdot (\mathcal{G}(q^\perp) - N^\perp(q^\perp)) \cdot \mathcal{M} \tilde{q}_{\ast}^\perp \ dy + C \int |\mathcal{G}(q^\perp)|^2 + |N^\perp(q^\perp)|^2 \ dy \]
\[ \leq \left( \delta_2 \frac{100}{\varepsilon} + \frac{1}{|\ln \nu|^2} \right) \int \nabla \cdot (\mathcal{G}(q^\perp) - N^\perp(q^\perp)) \cdot \mathcal{M} \tilde{q}_{\ast}^\perp \ dy + Ce^{-2\alpha r}. \]
where we use (4.61) and the definition (4.4) of $\mathcal{G}(q^\perp)$ and $N^\perp(q^\perp)$ and (3.56), (3.57) to estimate

$$\int_{|y| \leq \frac{2\varepsilon}{\nu}} \frac{|\mathcal{G}(q^\perp)|^2 + |N^\perp(q^\perp)|^2}{U} \, dy$$

$$\leq \int_{|y| \leq \frac{2\varepsilon}{\nu}} \left( \frac{|q^\perp|^2}{U} |\Phi_{\psi+q^0}|^2 + |\nabla \Phi_{q^\perp}|^2 \frac{|\Psi + q^0|^2}{U} + |q^\perp \nabla q^\perp|^2 \right) \, dy$$

$$\leq \frac{1}{|\ln \nu|^2} \int_{|y| \leq \frac{2\varepsilon}{\nu}} |q^\perp|^2 (1 + |y|^2) \, dy + e^{-2\delta \nu}$$

$$\leq \frac{1}{|\ln \nu|^2} \int \frac{|\nabla \tilde{q}^\perp_*|^2}{U} \, dy + \frac{1}{|\ln \nu|^2} \|e^\perp\|_{H^1(\xi_* \leq |\xi| \leq \xi^*)} + e^{-2\delta \nu}$$

$$\leq \frac{1}{|\ln \nu|^2} \int U |\mathcal{M} \nabla \tilde{q}^\perp_*|^2 \, dy + Ce^{-2\delta \nu}.$$
\[
\begin{align*}
&\leq \left(\frac{1}{\ln v^2} + \frac{\delta_2}{100}\right) \int U |\nabla \mathcal{M} \tilde{q}_*^1|^2 \\
&\quad + C \int_{|y| \leq \frac{2\xi}{v}} U |\nabla ([\mathcal{M}, \Psi + q^0]q^1 + [\mathcal{M}, \nabla \Phi_{\Psi + q^0}] \cdot \nabla q^1 + [\mathcal{M}, \nabla q^1 \cdot \nabla \Phi_{\Psi + q^0}]|^2 dy \\
&\leq \frac{\delta_2}{50} \int U |\nabla \mathcal{M} \tilde{q}_*^1|^2 + \frac{C}{|\ln v|^2} \left( \int |\nabla \tilde{q}_*^1|^2(1 + |y|)^4 + \|\varepsilon_1\|_{H^1(\xi_r \leq \xi \leq \xi^*)}^2 \right).
\end{align*}
\]

From (3.56), (3.57), (4.61), and (A.6) with \( \alpha = 1/2 \), we estimate
\[
\int_{|y| \leq \frac{2\xi}{v}} U |\nabla \mathcal{M} \nabla (\Psi + q^0) \cdot \nabla \Phi_{\Psi + q^0})|^2 dy + \int_{|y| \leq \frac{2\xi}{v}} U |\nabla \mathcal{M} \nabla (q^1 \cdot \nabla \Phi_{q^1})|^2 dy
\leq \frac{1}{|\ln v|^2} \int \left| \tilde{q}_*^1 \right|^2 (1 + |y|^2) dy + \frac{1}{|\ln v|^2} \|\varepsilon_1\|^2_{H^1(\xi_r \leq \xi \leq \xi^*)} + e^{-2\xi^*}.
\]

Summing up these estimates yields
\[
\left| \int U |\nabla \mathcal{M} \nabla (\Psi + q^0) \cdot \nabla \Phi_{\Psi + q^0}) dy + \int U |\nabla \mathcal{M} \nabla (q^1 \cdot \nabla \Phi_{q^1}) dy \right|
\leq \frac{\delta_2}{50} \int U |\nabla \mathcal{M} \tilde{q}_*^1|^2 dy + \|\varepsilon_1\|^2_{H^1(\xi_r \leq \xi \leq \xi^*)} + e^{-2\xi^*}.
\]

**The error terms:** From (4.61) and (3.53), we note
\[
|\Psi + q^0| + |y \partial_r (\Psi + q^0)| \leq \frac{1}{|\ln v|^2} \frac{1}{1 + r^4} \quad \text{for } r \leq \frac{2\xi^*}{v}.
\]

From this, the fact that \( \mathcal{M} \nabla U = 0 \), and (4.59), we obtain the estimate
\[
\left| \frac{\nu x_r}{\mu} \int \nabla (V + q^0) \mathcal{M} (\tilde{q}_*^1 + \mathcal{L}_0 \tilde{q}_*^1) dy \right|
= \left| \frac{\nu x_r}{\mu} \int \mathcal{M} \nabla (\Psi + q^0) (\tilde{q}_*^1 + \mathcal{L}_0 \tilde{q}_*^1) dy \right|
\leq \frac{1}{|\ln v|^2} \int |\nabla \tilde{q}_*^1|^2 U dy + \frac{C}{|\ln v|^2} \|\varepsilon_1\|^2_{H^1(\xi_r \leq \xi \leq \xi^*)} + C e^{-2\xi^*}.
\]

We also have the estimate from (4.60) and Cauchy-Schwarz,
\[
\left| \frac{\nu x_r}{\mu} \int \nabla q^1 \cdot \mathcal{M} \tilde{q}_*^1 dy \right|
\leq \left| \frac{\nu x_r}{\mu} \left( \int_{|y| \leq \frac{2\xi}{v}} \left| q^1 \right|^2 U dy \right)^{1/2} \left( \int U |\nabla \mathcal{M} \tilde{q}_*^1|^2 dy \right)^{1/2} \right|
\leq \frac{\delta_2}{50} \int U |\nabla \mathcal{M} \tilde{q}_*^1|^2 dy + C \left| \frac{\nu x_r}{\mu} \right|^2 \frac{\|\varepsilon_1\|^2_{\mathcal{L}_0}}{|\ln v|^2}
\leq \frac{\delta_2}{50} \int U |\nabla \mathcal{M} \tilde{q}_*^1|^2 dy + e^{-2\xi^*}.
\]
Similarly, we use the commutator formula (4.73) to obtain the estimate
\[
\left| \frac{\nabla q}{\mu} \cdot \nabla q^+ \mathcal{M} \mathcal{L}_0 \tilde{q}_*^\perp \, dy \right| \leq \frac{\delta_2}{50} \int U |\nabla \mathcal{M} \tilde{q}_*^\perp|^2 \, dy + e^{-2\tau}.
\]

The commutator terms: Since the support of \([\mathcal{L}_0, \chi_{\xi_*/v}] q^\perp \) and \(\partial_s \chi_{\xi_*/v} \) is on \(\xi_*/v \leq |y| \leq 2\xi_*/v \), we use the midrange bootstrap (3.47) and Cauchy-Schwarz to obtain the estimate
\[
\left| \int \left( [\mathcal{L}_0, \chi_{\xi_*/v}] q^\perp - \partial_s \chi_{\xi_*/v} q^\perp \right) \mathcal{M} (\tilde{q}_*^\perp + \mathcal{L}_0 \tilde{q}_*^\perp) \, dy \right|
\]
\[
\leq \frac{\delta_2}{50} \int U |\nabla \mathcal{M} \tilde{q}_*^\perp|^2 \, dy + \|e^{1/2} \|_{H^1(\xi_* \leq |z| \leq \xi_*)}.
\]

A collection of all the estimates and using the fact that
\[
- \int \frac{|\nabla \tilde{q}_*^\perp|^2}{U} \, dy \leq - \int \frac{|\tilde{q}_*^\perp|^2 (1 + |y|^2)}{U} \, dy \leq - \frac{\nu^2}{\xi_*^2} \int \tilde{q}_*^\perp \mathcal{M} \tilde{q}_*^\perp \, dy,
\]
and \(\frac{d\xi}{d\tau} = \frac{1}{\nu^2} \) yield the conclusion of Lemma 4.12. \(\square\)

4.6 Analysis in the exterior zone

In the exterior zone, we derive an energy estimate for the \(\|\hat{\omega}\|_{\infty} \) norm of the full higher-order perturbation (3.28). From (3.28) and (2.3), the radial and nonradial parts \(\hat{\omega}^0 \) and \(\hat{\omega}^\perp \) of \(\hat{\omega} \) solve the following equations:
\[
(\tau) \quad \partial_t \hat{\omega}^0 + \beta \nabla \cdot (z \hat{\omega}^0) - \Delta \hat{\omega}^0
\]
\[
= e \cdot \nabla \hat{\omega}^0 + f \hat{\omega}^0 + g \cdot \nabla \Phi(1-\chi_{\xi_*/2}) \hat{\omega}^0 + h^0 + N^0(\hat{\omega}^\perp),
\]
\[
(\tau) \quad \partial_t \hat{\omega}^\perp + \beta \nabla \cdot (z \hat{\omega}^\perp) - \Delta \hat{\omega}^\perp
\]
\[
= e \cdot \nabla \hat{\omega}^\perp + f \hat{\omega}^\perp + g \cdot \nabla \Phi(1-\chi_{\xi_*/2}) \hat{\omega}^\perp + h^\perp + N^\perp(\hat{\omega}^\perp),
\]
where
\[
e = -\nabla (\Phi_{U_v} + \Phi_{\Psi_{v,1}}), \quad f = 2(U_v + \Psi_{v,1}), \quad g = -\nabla (U_v + \Psi_{v,1}),
\]
and from (1.6), (2.17), (2.18), and (2.8),
\[
h^0 = \frac{1}{2} \left( -\partial_t f + \Delta f - \nabla \cdot (f \nabla \Phi) - \beta \nabla \cdot (z f) \right)
\]
\[
= \frac{\nu_r}{\nu} \nabla \cdot \left( \frac{\nu_r}{\nu} \nabla \Psi_{v,1} - \frac{\beta_\xi}{\beta} \beta \partial_\beta \Psi_{v,1} + (a_1 a_1 - a_1)(\psi_1 - \varphi_0) \right.
\]
\[
+ 2\beta (\bar{a}_1 - \bar{a}_0) a_1 - a_1 - 4\nu^2(\varphi_0 + \beta (8\nu^2 \psi_0 - \nabla \cdot (zU_v)))
\]
\[
- \nabla (\Psi_{v,1}) \cdot \nabla \Phi_{v,1} + \Psi_{v,1}^2 + g \cdot \nabla \Phi_{\chi_{\xi_*/2}} \hat{\omega}^0.
\]
and
\[ h^\perp = \frac{x^*}{\mu} \cdot \nabla (U_v + \Psi_{v,1}) + g \cdot \nabla \Phi_{x^*/2} w^\perp. \]

From the pointwise estimates (1.6), (2.17), and (2.18) on \( U, \varphi_0, \) and \( \varphi_1, \) and the Poisson formula for radial functions, we have the following estimates for \(|\varepsilon| \geq 1\) and \( k = 0, 1, 2 \):

\[
\begin{align*}
|\partial^k e(\varepsilon)| &\lesssim \varepsilon^{-1+\delta-k}, \\
|\partial^k f(\varepsilon)| &\lesssim \varepsilon^{2+\delta-k}, \\
|\partial^k g(\varepsilon)| &\lesssim \varepsilon^{3+\delta-k}.
\end{align*}
\]

We recall that \(|v_t/v| \lesssim |\log v|^{-1}\) and \(|\beta_t/\beta| \lesssim |\log v|^{-3}\) from (4.6), (4.7), and (3.38). Hence from (2.18), (2.8), and (4.60) we infer that for the forcing term for \( |\varepsilon| \geq 1\) and \( k = 0, 1, 2 \):

\[
\begin{align*}
|\partial^k h^0(\varepsilon)| &\lesssim \varepsilon^{2+\delta-k}, \\
|\partial^k h^\perp(\varepsilon)| &\lesssim e^{-\kappa} v \varepsilon^{-2+\delta-k}.
\end{align*}
\]

**Lemma 4.13.** There exists a universal constant \( C > 0 \) independent of the constants \( N, \kappa, K, K', K'', \) and \( \varepsilon^* \) such that for \( \varepsilon_0 \) large enough:

\[
\begin{align*}
\frac{d}{d\tau} \| \hat{w}^0 \|_{2p}^2 &\leq 2p \left( -\frac{\beta}{4} + \frac{C}{\varepsilon^*} \right) \| \hat{w}^0 \|_{2p}^2 + C \frac{K'2p e^{Ap}}{|\log v|^{2p}} \\
&\quad + C \| \hat{w}^0 \|_{2p-1}^2 \frac{Kv^2}{|\log v|},
\end{align*}
\]

\[
\begin{align*}
\| \hat{w}^\perp \|_{2p}^2 &\leq 2p \left( -\frac{\beta}{4} + \frac{C}{\varepsilon^*} \right) \| \hat{w}^\perp \|_{2p}^2 + C \frac{K'2p e^{-2p\kappa_\tau}}{|\log v|} \\
&\quad + C \| \hat{w}^\perp \|_{2p-1}^2 e^{-\kappa_\tau}.
\end{align*}
\]

**Proof.**

**Step 1. Linear energy estimate.** We claim that for any function \( \hat{w}, \) for any vector field \( \hat{\varphi}, \) and potential \( \hat{f} \) satisfying \( |\hat{f}| \lesssim \varepsilon^{* -1} \) and \( |\hat{\varphi}| + \varepsilon |\nabla \hat{w}| \lesssim 1, \) a constant \( C > 0 \) exists such that

\[
\begin{align*}
\int \left( 1 - \chi_{(4/\varepsilon^*)} \right) \zeta^{(2-1)2p} \hat{w}^{2p-1} \hat{f} \nabla (\hat{w} + \hat{\varphi}) \nabla \hat{w} + \Delta \hat{w} + \hat{\varphi} \nabla \hat{w} + \hat{f} \nabla \hat{w} \right) d\hat{w} \\
\leq -(2p - 1) \int \left( 1 - \chi_{(4/\varepsilon^*)} \right) \zeta^{(2-1)2p} \hat{w}^{2p-2} |\nabla \hat{w}|^2 \frac{d\hat{w}}{\varepsilon^2} \\
+ \left( -\frac{\beta}{4} + \frac{C}{\varepsilon^*} \right) \int \left( 1 - \chi_{(4/\varepsilon^*)} \right) \zeta^{(2-1)2p} \hat{w}^{2p} d\hat{w} + C \| \hat{w} \|_{L^2}^{2p} \zeta^{(4/\varepsilon^*)}.
\end{align*}
\]
We now prove this estimate. Integrating by parts, as derivatives of $\chi_{\xi^*/4}$ have support in $\{\xi^*/4 \leq |z| \leq \xi^*\}$, we obtain
\[
\int (1 - \chi_{\xi^*/4}) \xi^{(2-\frac{1}{2})2p \bar{w}^2p-1} (-\beta \nabla (\xi \bar{w})) \frac{dz}{\xi^2} = -\frac{\beta}{4} \int (1 - \chi_{\xi^*/4}) \xi^{(2-\frac{1}{2})2p \bar{w}^2p} \frac{dz}{\xi^2} - \beta \int \partial_\xi \chi_{\xi^*/4} \xi^{(2-\frac{1}{2})2p \bar{w}^2p} \frac{dz}{\xi^2},
\]
and
\[
\int (1 - \chi_{\xi^*/4}) \xi^{(2-\frac{1}{2})2p \bar{w}^2p-1} \Delta \bar{w} \frac{dz}{\xi^2} = -(2p - 1) \int (1 - \chi_{\xi^*/4}) \xi^{(2-\frac{1}{2})2p \bar{w}^2p-2} |\nabla \xi \bar{w}|^2 \frac{dz}{\xi^2} + \frac{1}{2p} \int \bar{w}^{2p}\Delta \left((1 - \chi_{\xi^*/4}) \xi^{(2-\frac{1}{2})2p-2}\right) dz.
\]
Using the bounds $|\bar{f}| \lesssim \xi^*-1$ and $|\bar{e}| + |\xi | |\nabla \bar{e}| \lesssim 1$ yields
\[
\int (1 - \chi_{\xi^*/4}) \xi^{(2-\frac{1}{2})2p \bar{w}^2p-1} e. \nabla \xi \bar{w} \frac{dz}{\xi^2} = -\frac{1}{2p} \int \bar{w}^{2p} \left( (1 - \chi_{\xi^*/4}) \nabla \cdot \left( \xi^{(2-\frac{1}{2})2p-2} e \right) - \nabla \chi_{\xi^*/4} \cdot e \xi^{(2-\frac{1}{2})2p-2} \right) dz.
\]

Summing the four identities above proves the linear estimate \[4.80\].
Step 2. Preliminary estimates. From the bound (4.77), we have the estimate
\[
\frac{d}{d\tau} \left( \int (1 - \chi_{\xi^*/4}) \xi^{(2-\frac{1}{p})} |h_0^1 + \xi |\nabla h^0| |2 p \frac{dz}{\xi^2} \right)^{\frac{1}{2p}} \leq \frac{\nu^2}{|\log \nu|} \left( \int (1 - \chi_{\xi^*/4}) \xi^{(2-\frac{1}{p})} \frac{dz}{\xi^2} \right)^{\frac{1}{2p}} \leq \nu^2 \frac{1}{|\log \nu|}
\]
for \( \delta \) small enough. Similarly, using the bound (4.76), the estimate (A.7), and the bootstrap bounds (3.45), we obtain
\[
\left( \int (1 - \chi_{\xi^*/4}) \xi^{(2-\frac{1}{p})} \frac{dz}{\xi^2} \right)^{\frac{1}{2p}} \leq C \frac{\nu^2}{|\log \nu|}
\]
for \( \tau_0 \) large enough. Similarly, we estimate from (4.77) for the nonradial part,
\[
\left( \int (1 - \chi_{\xi^*/4}) \xi^{(2-\frac{1}{p})} \frac{dz}{\xi^2} \right)^{\frac{1}{2p}} \leq \nu^2 \frac{1}{|\log \nu|} \leq e^{-\kappa \tau},
\]
and using the bound (4.76), the estimate (A.7), and the bootstrap bound (3.49), we get
\[
\left( \int (1 - \chi_{\xi^*/4}) \xi^{(2-\frac{1}{p})} \frac{dz}{\xi^2} \right)^{\frac{1}{2p}} \leq \nu^2 \frac{1}{|\log \nu|} \leq e^{-\kappa \tau},
\]
for \( \tau_0 \) large enough.

Step 3. The energy estimate for \( \hat{w}_0 \). We claim that there holds the energy estimate:
\[
\frac{d}{d\tau} \left( \frac{1}{2p} \int (1 - \chi_{\xi^*/4}) \xi^{(2-\frac{1}{p})} |h_0^1 + \xi |\nabla h^0| |2 p \frac{dz}{\xi^2} \right) \leq \left( -\frac{\beta}{4} + C \frac{\nu^2}{|\log \nu|} \right) \int (1 - \chi_{\xi^*/4}) \xi^{(2-\frac{1}{p})} \frac{dz}{\xi^2} + C \frac{\kappa^2 \nu^2 \nu^A^p}{|\log \nu|^2} + C \left( \int (1 - \chi_{\xi^*/4}) \xi^{(2-\frac{1}{p})} \frac{dz}{\xi^2} \right)^{\frac{2p-1}{2p}} \frac{\nu^2}{|\log \nu|},
\]
We compute from (4.74),
\[
\frac{d}{d\tau} \left( \frac{1}{2p} \int (1 - \chi_{t^*/(4)} \zeta^{(2-\frac{1}{2})2p} (\hat{w}^0)^2 p \frac{d\zeta}{\zeta^2} ) \right) \\
= \int (1 - \chi_{t^*/(4)} \zeta^{(2-\frac{1}{2})2p} (\hat{w}^0)^2 p \frac{d\zeta}{\zeta^2}) \\
\times \left( -\beta \nabla \cdot (z \hat{w}^0) + \Delta \hat{w}^0 + e \cdot \nabla \hat{w}^0 + f \hat{w}^0 \right) \\
+ g \cdot \nabla \Phi (1 - \chi_{t^*/(4)} \hat{w}^0) + h^0 + \mathcal{N}^0 (\hat{w}^0) \frac{d\zeta}{\zeta^2}.
\]

(4.86)

For the last term there holds from (4.60) and (3.49),
\[
\left( \int (1 - \chi_{t^*/(4)} \zeta^{(2-\frac{1}{2})2p} ) \left| A^0 (\hat{w}^0) \right|^{2p} \frac{d\zeta}{\zeta^2} \right)^{\frac{1}{2p}} \lesssim \frac{e^{-\kappa \tau}}{\nu C^* \| \hat{w}^0 \|_\infty} \leq \frac{v^2}{|\log v|}
\]
for \( \tau_0 \) large enough. Hence, from Hölder, the above bound, and the estimates (4.82) and (4.81), we get
\[
\int (1 - \chi_{t^*/(4)} \zeta^{(2-\frac{1}{2})2p} (\hat{w}^0)^2 p \frac{d\zeta}{\zeta^2}) \\
\leq \left( \int (1 - \chi_{t^*/(4)} \zeta^{(2-\frac{1}{2})2p} (\hat{w}^0)^2 p \frac{d\zeta}{\zeta^2}) \right)^{\frac{2p-1}{2p}} \\
\times \left( \int (1 - \chi_{t^*/(4)} \zeta^{(2-\frac{1}{2})2p} ) \left| g \cdot \nabla \Phi (1 - \chi_{t^*/(4)} \hat{w}^0) + h^0 + \mathcal{N}^0 (\hat{w}^0) \right|^{2p} \frac{d\zeta}{\zeta^2} \right)^{\frac{1}{2p}} \\
\lesssim \left( \int (1 - \chi_{t^*/(4)} \zeta^{(2-\frac{1}{2})2p} (\hat{w}^0)^2 p \frac{d\zeta}{\zeta^2}) \right)^{\frac{2p-1}{2p}} \frac{v^2}{|\log v|}
\]
for \( \tau_0 \) large enough. We inject the above identity in (4.86), and use the linear estimate (4.80) with the bounds (3.43) and (3.47) for the boundary terms and (4.76) for the potential and vector field, which yields (4.85).

**Step 4. The energy estimate for \( \nabla (\hat{w}^0) \).** Let \( \hat{w}^i = \zeta \partial_z \hat{w} \) for \( i = 1, 2 \). We claim the energy estimate for \( i = 1, 2 \):
\[
\frac{d}{d\tau} \left( \frac{1}{2p} \int (1 - \chi_{t^*/(4)} \zeta^{(2-\frac{1}{2})2p} (\hat{w}^i)^2 p \frac{d\zeta}{\zeta^2} \right) \\
\leq \left( \frac{\beta}{4} + \frac{C}{\zeta^*} \right) \int (1 - \chi_{t^*/(4)} \zeta^{(2-\frac{1}{2})2p} (\hat{w}^i)^2 p \frac{d\zeta}{\zeta^2} + \frac{C}{\zeta^*} \| \hat{w}^0 \|_\infty^{2p} \\
+ C K^2 p V^A p + C \left( \int (1 - \chi_{t^*/(4)} \zeta^{(2-\frac{1}{2})2p} (\hat{w}^i)^2 p \frac{d\zeta}{\zeta^2} \right)^{\frac{2p-1}{2p}} \frac{K v^2}{|\log v|}.\]
which we now prove. From (4.74) and the commutator relations \([\xi \partial_{\xi i} \cdot \nabla] = 0\) and \([\xi \partial_{\xi i} \cdot \Delta] = \xi^{-2} \xi \partial_{\xi i} - 2 \xi^{-2} \xi \nabla (\xi \partial_{\xi i})\), we infer the evolution equation for \(\tilde{w}^i\):

\[
\partial_\tau \tilde{w}^i = -\beta \nabla \cdot (\xi \tilde{w}^i) + \Delta \tilde{w}^i + \left(e - \frac{2 \xi}{\xi^2}\right) \cdot \nabla \tilde{w}^i + \left(f + \xi^{-2} - \frac{\xi \cdot e}{\xi^2}\right) \tilde{w}^i + \mathcal{F},
\]

where

\[
\mathcal{F} = \xi \partial_{\xi i} e \cdot \nabla \tilde{w}^0 + \xi \partial_{\xi i} f \tilde{w}^0 + \xi \partial_{\xi i} (g \cdot \nabla \Phi (1 - \chi_{\epsilon^{*}/4}) \tilde{w}^0) + \xi \partial_{\xi i} h^0 + \xi \partial_{\xi i} N^0 (\tilde{w}^0),
\]

giving the energy estimate with \(e' = e - 2 \xi^{-2} \xi\) and \(f' = f + \xi^{-2} - \xi^{-2} \xi \cdot e\)

\[
\frac{d}{d\tau} \left( \frac{1}{2p} \int (1 - \chi_{\epsilon^{*}/4}) \xi^{(2 - \frac{1}{2})} 2 p (\tilde{w}^i)^2 \frac{dz}{\xi^2} \right)
\]

\[
= \int (1 - \chi_{\epsilon^{*}/4}) \xi^{(2 - \frac{1}{2})} 2 p (\tilde{w}^i)^2 \frac{dz}{\xi^2} \]

\[
\times \left(-\beta \nabla \cdot (\xi \tilde{w}^i) + \Delta \tilde{w}^i + e' \cdot \nabla \tilde{w}^i + f' \tilde{w}^i + \mathcal{F}\right) \frac{dz}{\xi^2}.
\]

We apply for the linear part the estimate (4.80) with the bounds (3.43) and (3.47) for the boundary terms and (4.76) for the vector field \(e'\) and the potential \(f'\):

\[
\int (1 - \chi_{\epsilon^{*}/4}) \xi^{(2 - \frac{1}{2})} 2 p (\tilde{w}^i)^2 \frac{dz}{\xi^2} \leq -(2p - 1) \int (1 - \chi_{\epsilon^{*}/4}) \xi^{(2 - \frac{1}{2})} 2 p \tilde{w}^2 \frac{dz}{\xi^2} + \left(-\frac{\beta}{4} + \frac{C}{\epsilon^{*}}\right) \int (1 - \chi_{\epsilon^{*}/4}) \xi^{(2 - \frac{1}{2})} 2 p (\tilde{w}^i)^2 \frac{dz}{\xi^2} + C \frac{K^{2p} \epsilon^4}{\log \epsilon^{2p}}.
\]

We compute now the remaining terms. From Hölder, the bounds \(|\xi \nabla e| \lesssim 1\), and \(|\nabla f| \lesssim \xi^{-2}\) from (4.76), for any function \(\tilde{w}\),

\[
\left( \int (1 - \chi_{\epsilon^{*}/4}) \xi^{(2 - \frac{1}{2})} 2 p (|\partial_{\xi i} e||\xi \nabla \tilde{w}| + |\xi \tilde{w} \partial_{\xi i} f|)^2 \frac{dz}{\xi^2} \right)^{\frac{1}{2p}} \lesssim \frac{1}{\epsilon^{*}} \| \tilde{w} \|_{\text{ex}}.
\]

(4.89)

Hence, using the above bound for \(\tilde{w} = \tilde{w}^0\) and Hölder:

\[
\int (1 - \chi_{\epsilon^{*}/4}) \xi^{(2 - \frac{1}{2})} 2 p (\tilde{w}^i)^2 \frac{dz}{\xi^2} \leq \frac{C}{\epsilon^{*}} \| \tilde{w}^0 \|_{\text{ex}}.
\]
Again, from Hölder and the bounds \((4.81)\) and \((4.82)\),
\[
\int (1 - \chi_{\xi^*/4})\xi^{(2 - \frac{1}{2})2p}(\hat{\omega}^i)^2 d\tau (\xi \partial_{\zeta_i} (g \cdot \nabla \Phi (1 - \chi_{\xi^*/4}\tilde{\omega}^0)) + \xi \partial_{\zeta_i} h^0) \frac{d\zeta}{\xi^2}
\]
\[
\leq \left( \int (1 - \chi_{\xi^*/4})\xi^{(2 - \frac{1}{2})2p}(\hat{\omega}^i)^2 d\tau \right)^{\frac{2p-1}{2p}}
\]
\[
\times \left( \int (1 - \chi_{\xi^*/4})\xi^{(2 - \frac{1}{2})2p}\left| \xi \partial_{\zeta_i} (g \cdot \nabla \Phi (1 - \chi_{\xi^*/4}\tilde{\omega}^0)) + \xi \partial_{\zeta_i} h^0 \right|^2 \frac{d\zeta}{\xi^2} \right)^{\frac{1}{2p}}
\]
\[
\leq C \|\hat{\omega}^0\|_{ex}^{2p-1} \frac{v^2}{\log v}
\]
for \(v\) small enough, where we used \((A.7)\) and \((3.45)\).

For the last term we integrate by parts, using Hölder and the bootstrap bounds in Definition \([3.3]\):
\[
\left| \int (1 - \chi_{\xi^*/4})\xi^{(2 - \frac{1}{2})2p}(\hat{\omega}^i)^2 d\tau (\xi \partial_{\zeta_i} \tilde{\omega}^0 \tilde{\omega}^0) \frac{d\zeta}{\xi^2} \right|
\]
\[
\leq C \frac{e^{-\xi \tau}}{v} \left( \left( \frac{K'v^2}{\log v} \right)^{2p} + \|\tilde{\omega}^0\|_{ex}^{2p-1} \|\tilde{\omega}^0 \|_{ex}^{2p-1} \right)
\]
\[
+ C \frac{e^{-\xi \tau}}{v} \int (1 - \chi_{\xi^*/4})\xi^{(2 - \frac{1}{2})2p}\|\nabla \hat{\omega}^i \|^2 (\hat{\omega}^i)^2 d\tau \frac{d\zeta}{\xi^2}
\]
\[
+ C \frac{e^{-\xi \tau}}{v} \|\tilde{\omega}^0\|_{ex}^{2p-1} \|\tilde{\omega}^0 \|_{ex}^{2p-1}
\]
\[
\leq C \frac{e^{-\xi \tau}}{v} \int (1 - \chi_{\xi^*/4})\xi^{(2 - \frac{1}{2})2p}\|\nabla \hat{\omega}^i \|^2 (\hat{\omega}^i)^2 d\tau \frac{d\zeta}{\xi^2} + C \left( \frac{K'v^2}{\log v} \right)^{2p} + C \frac{e^{-\xi \tau}}{v} \frac{\tilde{\omega}^0}{d\tau} \frac{d\tau}{\xi}.
\]
where we used the Young inequality on the last line and took \(\tau_0\) large enough. The collection of the above inequalities yields \((4.87)\).

**Step 5.** End of the proof for \(\hat{\omega}^0\). We sum the identities \((4.85)\) and \((4.87)\) for \(i = 1, 2\), concluding the proof of \((4.78)\).

**Step 6.** The energy estimate for \(\tilde{\omega}^\perp\). This step is very similar to Step 3 so we shall give fewer details. We claim that there holds the energy estimate
\[
\frac{d}{d\tau} \left( \frac{1}{2p} \int (1 - \chi_{\xi^*/4})\xi^{(2 - \frac{1}{2})2p}(\tilde{\omega}^\perp)^2 d\tau \frac{d\zeta}{\xi^2} \right)
\]
\[
\leq \left( \frac{\beta}{4} + \frac{C}{\xi^*} \right) \int (1 - \chi_{\xi^*/4})\xi^{(2 - \frac{1}{2})2p}(\tilde{\omega}^\perp)^2 d\tau \frac{d\zeta}{\xi^2}
\]
\[
+ C \frac{K'^2p^4}{\log v} + C \left( \int (1 - \chi_{\xi^*/4})\xi^{(2 - \frac{1}{2})2p}(\tilde{\omega}^0)^2 d\tau \frac{d\zeta}{\xi^2} \right)^{\frac{2p-1}{2p}} \frac{v^2}{\log v}.
\]
We compute from \((4.75)\),
\[
\frac{d}{d\tau} \left( \frac{1}{2p} \int (1 - \chi_{t^*/4}) \xi^{(2-\frac{1}{2})2p(\hat{w}^\perp)^2p} \frac{d\zeta}{\xi^2} \right)
\]
\[
= \int (1 - \chi_{t^*/4}) \xi^{(2-\frac{1}{2})2p(\hat{w}^\perp)^2p-1} \\
\times (-\beta \nabla \cdot (\zeta \hat{w}^\perp) + \Delta \hat{w}^\perp + e \cdot \nabla \hat{w}^\perp + f \hat{w}^\perp \\
+ g \cdot \nabla \Phi (1 - \chi_{t^*/4}) \hat{w}^\perp + h^\perp + N^\perp(\hat{w}^\perp)) \frac{d\zeta}{\xi^2}.
\]
(4.91)

For the last term there holds from \((4.60)\), \((3.56)\), and \((3.57)\),
\[
\left( \int (1 - \chi_{t^*/4}) \xi^{(2-\frac{1}{2})2p} \left| N^\perp(\hat{w}^\perp) \right|^2p \frac{d\zeta}{\xi^2} \right)^{\frac{1}{2p}} \lesssim \frac{e^{-\kappa \tau}}{\nu c} \| \hat{w}^\perp \| \lesssim \frac{1}{\xi^*} \| \hat{w}^\perp \|_{\text{ex}}
\]
for \(\tau_0\) large enough. Therefore from Hölder, the above bound, and the bounds \((4.84)\) and \((4.83)\):
\[
\int (1 - \chi_{t^*/4}) \xi^{(2-\frac{1}{2})2p(\hat{w}^\perp)^2p-1} (g \cdot \nabla \Phi (1 - \chi_{t^*/4}) \hat{w}^\perp + h^\perp + N^\perp(\hat{w}^\perp)) \frac{d\zeta}{\xi^2}
\]
\[
\lesssim \left( \int (1 - \chi_{t^*/4}) \xi^{(2-\frac{1}{2})2p(\hat{w}^\perp)^2p} \frac{d\zeta}{\xi^2} \right)^{\frac{2p-1}{2p}} e^{-\kappa \tau}.
\]

We inject the above identity into \((4.91)\) and use the linear estimate \((4.80)\) with the bounds \((3.47)\) for the boundary terms and \((4.76)\) for the potential and vector field to obtain \((4.90)\).

**Step 7. The energy estimate for \(\nabla(\hat{w}^\perp)\).** This step is very similar to Step 4. Let \(\hat{w}^i = \zeta \partial_{z_i} \hat{w}^\perp\) for \(i = 1, 2\). We claim the energy estimate for \(i = 1, 2:\)
\[
\frac{d}{d\tau} \left( \frac{1}{2p} \int (1 - \chi_{t^*/4}) \xi^{(2-\frac{1}{2})2p(\hat{w}^i)^2p} \frac{d\zeta}{\xi^2} \right)
\]
\[
\leq \left( -\beta \frac{1}{4} + \frac{C}{\xi^*} \right) \int (1 - \chi_{t^*/4}) \xi^{(2-\frac{1}{2})2p(\hat{w}^i)^2p} \frac{d\zeta}{\xi^2} + \frac{C}{\xi^*} \| \hat{w}^0 \|_{\text{ex}}^{2p} \\
+ C \frac{K^2 p_1 v^{4p}}{|\log v|^2} + C \left( \int (1 - \chi_{t^*/4}) \xi^{(2-\frac{1}{2})2p(\hat{w}^i)^2p} \frac{d\zeta}{\xi^2} \right)^{\frac{2p-1}{2p}} K^2 v^2 \left[ \frac{1}{|\log v|} \right].
\]
(4.92)

The evolution equation for \(\hat{w}^i\) is
\[
\partial_\tau \hat{w}^i = -\beta \nabla \cdot (\zeta \hat{w}^i) + \Delta \hat{w}^i + \left( -e \frac{2z_i}{\xi^2} \right) \cdot \nabla \hat{w}^i + \left( f + \zeta^2 - \frac{z \cdot e}{\xi^2} \right) \hat{w}^i + H,
\]
where
\[
H = \zeta \partial_{z_i} e \cdot \nabla \hat{w}^0 + \zeta \partial_{z_i} f \hat{w}^0 + \zeta \partial_{z_i} (g \cdot \nabla \Phi (1 - \chi_{t^*/4}) \hat{w}^\perp) + \zeta \partial_{z_i} \left[ h^\perp + N^\perp(\hat{w}^\perp) \right].
\]
we write
\[ \frac{d}{d\tau} \left( \frac{1}{2p} \int (1 - \chi_{\kappa^*/4}) \zeta^{2-\frac{1}{2}} (\tilde{w})^{2p} \frac{d\zeta}{\zeta^2} \right) \]
\[ = \int (1 - \chi_{\kappa^*/4}) \zeta^{2-\frac{1}{2}} (\tilde{w})^{2p} \frac{d\zeta}{\zeta^2} \times (-\beta \nabla \cdot (z\tilde{w}^i) + \Delta \tilde{w}^i + e' \cdot \nabla \tilde{w}^i + f' \tilde{w}^i + f \tilde{w}^i + H) \frac{d\zeta}{\zeta^2}. \]

We apply for the linear part the estimate (4.80) with the bounds (3.43) and (3.47) for the boundary terms and (4.76) for the vector field \( e' \) and the potential \( f' \) and the bound (4.89) with \( \tilde{w} = \tilde{w}^{\perp} \):
\[ \int (1 - \chi_{\kappa^*/4}) \zeta^{2-\frac{1}{2}} (\tilde{w})^{2p} \frac{d\zeta}{\zeta^2} \times (-\beta \nabla \cdot (z\tilde{w}^i) + \Delta \tilde{w}^i + e' \cdot \nabla \tilde{w}^i + f' \tilde{w}^i + \xi \partial_{z_i} e \cdot \nabla \tilde{w}^{\perp} + \xi \partial_{z_i} f \tilde{w}^{\perp}) \frac{d\zeta}{\zeta^2} \]
\[ \leq -(2p - 1) \int (1 - \chi_{\kappa^*/4}) \zeta^{2-\frac{1}{2}} (\tilde{w})^{2p} \frac{d\zeta}{\zeta^2} |\nabla \tilde{w}^{\perp}|^2 \frac{d\zeta}{\zeta^2} \]
\[ + \left( -\frac{\beta}{4} + C \right) \int (1 - \chi_{\kappa^*/4}) \zeta^{2-\frac{1}{2}} (\tilde{w})^{2p} \frac{d\zeta}{\zeta^2} + CK^{2p} e^{-\kappa \tau}. \]

From Hölder and the bounds (4.82) and (4.81):
\[ \int (1 - \chi_{\kappa^*/4}) \zeta^{2-\frac{1}{2}} (\tilde{w})^{2p} \frac{d\zeta}{\zeta^2} \times \left( \xi \partial_{z_i} (g \cdot \nabla \Phi (1 - \chi_{\kappa^*/4}) (\tilde{w})^{\perp}) + \xi \partial_{z_i} h^{\perp} \right) \frac{d\zeta}{\zeta^2} \]
\[ \leq C \| \tilde{w}^{\perp} \|_{\text{ex}}^{2p-1} e^{-\kappa \tau}. \]

We integrate by parts, and use Hölder and the bootstrap bounds: (3.43), (3.47), (3.56), and (3.57),
\[ \int (1 - \chi_{\kappa^*/4}) \zeta^{2-\frac{1}{2}} (\tilde{w})^{2p-1} \xi \partial_{z_i} N^{\perp} (\tilde{w})^{\perp} \frac{d\zeta}{\zeta^2} \]
\[ = - \int (\tilde{w})^{2p-1} N^{\perp} (\tilde{w})^{\perp} \]
\[ \times \left( \partial_{z_i} (1 - \chi_{\kappa^*/4}) \zeta^{2-\frac{1}{2}} (\tilde{w})^{2p-1} + (1 - \chi_{\kappa^*/4}) \partial_{z_i} \zeta^{2-\frac{1}{2}} (\tilde{w})^{2p-1} \right) \frac{d\zeta}{\zeta^2} \]
\[ - (2p - 1) \int (1 - \chi_{\kappa^*/4}) \zeta^{2-\frac{1}{2}} (\tilde{w})^{2p} \partial_{z_i} \tilde{w}^i (\tilde{w})^{2p-2} \xi \partial_{z_i} N^{\perp} (\tilde{w})^{\perp} \frac{d\zeta}{\zeta^2} \]
\[ \leq C \frac{e^{-\kappa \tau}}{v} \left( \frac{K' v^2}{\| \log v \|} (K' e^{-\kappa \tau})^{2p} + \frac{K' v^2}{\| \log v \|} \| \tilde{w}^{\perp} \|_{\text{ex}}^{2p-1} \right) \]
\[ + \int (1 - \chi_{\kappa^*/4}) \zeta^{2-\frac{1}{2}} (\tilde{w})^{2p} |\nabla \tilde{w}^i|^2 (\tilde{w})^{2p-2} \frac{d\zeta}{\zeta^2} + C \frac{e^{-\kappa \tau}}{v} \| \tilde{w}^{\perp} \|_{\text{ex}}^{2} \| \tilde{w}^{\perp} \|_{\text{ex}}^{2p-2} \]
\[ \leq \int (1 - \chi_{\kappa^*/4}) \zeta^{2-\frac{1}{2}} (\tilde{w})^{2p} |\nabla \tilde{w}^i|^2 (\tilde{w})^{2p-2} \frac{d\zeta}{\zeta^2} + (K' e^{-\kappa \tau})^{2p} . \]
where we used the Young inequality on the last line where needed and took \( \tau_0 \) large enough. The collection of the above inequalities yields (4.92). We sum the identities (4.90) and (4.92) for \( i = 1, 2 \), thus concluding the proof of (4.79).

4.7 Proof of Proposition 3.4

We give the proof of Proposition 3.4, which directly implies the conclusion of Theorem 1.1. Assume that the solution is initially trapped in the sense of Definition 3.2. We then define

\[
\tau^* = \sup \{ \tau_1 \geq \tau_0 \text{ such that the solution is trapped on } [\tau_0, \tau_1] \}
\]

We assume by contradiction that \( \tau_1 < \infty \) and will show that this is impossible by integrating in time the various modulation equations and Lyapunov functionals. Throughout the proof, \( C \) denotes a universal constant that is independent of the bootstrap constants \( \kappa, N, K, K', K'' \) and the dependence on \( K, K', K'' \) in the various \( \mathcal{O} \)'s is explicitly mentioned. Recall Remark 3.5 regarding the order in which the constants are chosen.

Step 1. Improved modulation for \( v \) and \( \beta \). We insert the identity (4.7) and the bootstrap bound (3.42) into (4.6), and then use the eigenvalue expansion (2.7) and the compatibility condition (3.38) to get

\[
\frac{v_\tau}{v} = \beta - \beta \frac{a_{1,1} \alpha_1}{4v^2} \left( \alpha_1 - 1 - \alpha_0 \right) + \mathcal{O} \left( \frac{KD(\tau)}{|ln v|^2} \right) + \mathcal{O} \left( \frac{1}{|ln v|^3} \right)
\]

\[
= \beta - \beta \left( -1 + \frac{1}{2\ln v} + \frac{\ln 2 - \gamma - 1 - \ln \beta}{4|ln v|^2} \right) \left( 1 - \frac{1}{4|ln v|^2} \right)
\]

\[
+ \mathcal{O} \left( \frac{KD(\tau)}{|ln v|^2} \right) + \mathcal{O} \left( \frac{1}{|ln v|^3} \right)
\]

\[
= \beta \left( \frac{1}{2\ln v} + \frac{\ln 2 - \gamma - 2 - \ln \beta}{4|ln v|^2} \right) + \mathcal{O} \left( \frac{KD(\tau)}{|ln v|^2} \right) + \mathcal{O} \left( \frac{1}{|ln v|^3} \right).
\]

We then inject this identity, the bootstrap bound (3.42), and the eigenvalue expansion (2.7) into (4.7) to obtain

\[
\frac{a_{1,1}}{a_1} = 2\beta a_1 \alpha_1 - a_1 \frac{\beta}{2|ln v|^2} + \frac{a_{1,1} \beta_\tau}{\beta} + \mathcal{O} \left( \frac{1}{|ln v|^3} \right) + \mathcal{O} \left( \frac{KD(\tau)}{|ln v|^2} \right)
\]

\[
= \beta a_1 \left( \frac{1}{\ln v} + \frac{\ln 2 - \gamma - 2 - \ln \beta}{2|ln v|^2} \right) + \frac{a_{1,1} \beta_\tau}{\beta} + \mathcal{O} \left( \frac{1}{|ln v|^3} \right) + \mathcal{O} \left( \frac{KD(\tau)}{|ln v|^2} \right).
\]

We then inject the two identities above to arrive at

\[
\frac{\beta_\tau}{\beta} + \mathcal{O} \left( \frac{1}{|ln v|^3} + \frac{KD(\tau)}{|ln v|^2} \right) \frac{a_1}{4v^2} = \left( \frac{a_{1,1}}{a_1} - \frac{\beta}{4v^2} \right) \frac{a_1}{4v^2}
\]

\[
= \frac{v_\tau}{v} \left( -\frac{1}{2|ln v|^2} - \frac{\ln 2 - \gamma - 1 - \ln \beta}{2|ln v|^3} \right) = \mathcal{O} \left( \frac{1}{|ln v|^3} + \frac{KD(\tau)}{|ln v|^4} \right).
\]
Since \( \frac{a_1}{4\nu} = -1 + \mathcal{O}(\ln \nu)^{-1} \) and \( \beta \sim 1/2 \) in the bootstrap, we obtain

\[
\beta_\tau = O\left( \frac{1}{|\ln \nu|^3} + \frac{KD(\tau)}{|\ln \nu|^2} \right).
\]

From this and (4.93), we arrive at the system

\[
(4.93) \begin{cases}
\frac{v_\tau}{\nu} = \beta \left( \frac{1}{2\ln \nu} + \frac{\ln 2 - \gamma - 2 - \ln \beta}{4|\ln \nu|^2} \right) + \mathcal{O}\left( \frac{K}{|\ln \nu|^3} \right), \\
\beta_\tau = \mathcal{O}\left( \frac{K}{|\ln \nu|^3} \right).
\end{cases}
\]

**Step 2. Reintegrating the modulation equations.** We introduce the renormalised time \( \tilde{\tau} = 2\beta_\tau t_0 + 2\int_0^{\tau} \beta \) and write \( v = \sqrt{2\beta^{-1}} e^{-\frac{2\gamma}{\beta}} e^{-\sqrt{\gamma \tilde{\tau}}(1 + \nu')} \). From (4.93), we have \( \tilde{\tau} = 2\beta_\tau + O(\tau^{-1/2}) \) and

\[
\frac{v_\tau}{v} = \frac{v'_\tau}{1 + \nu'} - \frac{2\sqrt{\beta}}{\sqrt{\tilde{\tau}}} + \mathcal{O}(|\beta_\tau|) = \frac{v'_\tau}{1 + \nu'} - \frac{\beta}{\sqrt{2\tilde{\tau}}} + \mathcal{O}(\tau^{-3/2}).
\]

From (3.39) and (3.29), one has \( |\nu'| \lesssim (\ln |\ln \nu|)|\ln \nu|^{-1} \) and the linearisation provides

\[
\frac{1}{2 \ln \nu} + \frac{\ln 2 - \gamma - 2 - \ln \beta}{4|\ln \nu|^2} = \frac{1}{2 \ln (\nu' + 1)} + \frac{\ln 2 - \gamma - 2 - \ln \beta}{2\tilde{\tau} + \mathcal{O}(\sqrt{\tilde{\tau}})}
\]

\[
= -\frac{1}{2\sqrt{\tilde{\tau}}} - \frac{\nu'}{\tilde{\tau}} + \mathcal{O}(\tau^{-1/2}).
\]

Equation (4.93) is then transformed into

\[
v'_\tau = -\frac{\beta \nu'}{\tilde{\tau}} + \mathcal{O}(K^{-1/2}) \quad \text{so that} \quad v'_\tau = -\frac{\nu'}{2\tilde{\tau}} + \mathcal{O}(K\tilde{\tau}^{-1/2}),
\]

which reintegrated in time by using (3.29) gives

\[
(4.94) \quad |\nu'(\tau_1)| = |v'(\tilde{\tau}_1)| \leq \frac{\tilde{\tau}_0}{\tilde{\tau}_1} |v'(\tau_0)| + \frac{CK \ln \tilde{\tau}_1}{\sqrt{\tilde{\tau}_1}} \leq \frac{K' |\ln \nu|}{2 |\ln \nu|}.
\]

As \( \beta_\tau = \mathcal{O}(|\ln \nu|^{-3}) = \mathcal{O}(K \tau^{-3/2}) \), we use (3.29) to obtain

\[
(4.95) \quad \left| \beta(\tau_1) - \frac{1}{2} \right| = \left| \beta(\tau_0) - \frac{1}{2} + \mathcal{O}(K^{-1/2}) \right| \leq CK\tau_0^{-1/2} \leq \frac{K'}{2 |\ln \nu|}. \]

Finally, we reintegrate the modulation equations (4.8) for the other parameters \( a_i \) for \( i = 2, \ldots, n \). Using (3.42) and the fact that \( \beta \geq 1/4 \) and \( |\bar{c}_i| \leq 1/2 \) yield

\[
\frac{d}{d\tau}(a_i^2) = 4\beta(1 - \nu + \bar{c}_n) a_i^2 + 2a_i \left( \mathcal{O} \left( \frac{D(\tau)}{|\ln \nu|} \|m_e\|_{L_1}^2 \right) + \mathcal{O} \left( \frac{v^2}{|\ln \nu|^2} \right) \right)
\]

\[
\leq -\frac{a_i^2}{2} + K \tau^{-2} e^{-2\sqrt{\beta\tau}}.
\]
Reintegrating in time, using (4.93) and (3.30) yields that for some universal constant $C > 0$ the estimate

$$a^2_i(t_1) \leq e^{-\frac{t_1 - t_0}{2}} a^2_i(t_0) + e^{-\frac{t_1 - t_0}{2}} \int_{t_0}^{t_1} e^{\frac{t_1}{2} K t} e^{2 \sqrt{\beta_\tau}} d\tau$$

$$\leq C e^{-2 \sqrt{\beta_\tau}} + C K e^{-2 \sqrt{\beta_\tau}}$$

$$\leq C K \frac{v^4}{\log v^4} \leq \frac{K^2}{2} \frac{v^4}{\log v^4}.$$

**Step 3. The Lyapunov functionals.** We inject the estimate $|D(t)| \leq C \frac{1}{\log v}$ into (4.6) and (4.7) to obtain the estimate

$$|\text{Mod}_0| + |\text{Mod}_1| \leq C \frac{v^2}{\ln v^2}.$$

We inject this estimate and the bootstrap bound (3.42) and the last estimate in (4.96) into (4.28) to get

$$\frac{1}{2} \frac{d}{d\tau} \| \overline{m}_\epsilon \|_{L^2_{\partial v/\tau}}^2$$

$$\leq -2\beta(N - C) \| \overline{m}_\epsilon \|_{L^2_{\partial v/\tau}}^2 + K \frac{v^2}{\log v^3} + C K \frac{v^4}{\log v^2} + C \frac{v^4}{\log v^2}$$

$$\leq -\| \overline{m}_\epsilon \|_{L^2_{\partial v/\tau}}^2 + C K e^{-2 \sqrt{\beta_\tau}}$$

for $N$ large enough. We integrate in time this identity and use the initial condition (3.31):

$$\| \overline{m}_\epsilon(t_1) \|_{L^2_{\partial v/\tau}}^2$$

$$\leq e^{-2(t_1 - t_0)} \| \overline{m}_\epsilon(t_0) \|_{L^2_{\partial v/\tau}}^2 + C K e^{-2 t_1} \int_{t_0}^{t_1} e^{2 \tau} e^{-4 \sqrt{\beta_\tau}} d\tau$$

$$\leq C K \frac{e^{-4 \sqrt{\beta_\tau}}}{\tau} \leq \frac{K^2}{2} \frac{v^4}{\log v^2}.$$
We now turn to the inner estimates. Let $M \gg 1$ be a large constant. Then for \( \zeta_* \) small enough, we obtain from (4.50) and the bootstrap bounds (3.43):

\[
\frac{d}{d\tau} \left[-e^{M\tau} \int \tilde{m}^*_v \omega_0 \tilde{m}^*_v \frac{\partial \zeta_*}{\partial \tau} \right] + e^{M\tau} \| \omega_0 \tilde{m}^*_v \|_{L^2_{\infty}} \leq C K'^2 e^{M\tau} \left( \frac{v^4}{\tau} \right); 
\]

from this and a reintegration in time and the dissipation estimate from (3.33), we derive

\[
\frac{d}{d\tau} \left[e^{M\tau} \| \omega_0 \tilde{m}^*_v \|_{L^2_{\infty}}^2 \right] \leq C M e^{M\tau} \| \omega_0 \tilde{m}^*_v \|_{L^2_{\infty}} \frac{K'^2}{\tau} \frac{v^4}{\tau}. 
\]

We inject the bound (3.43) into (4.49) to obtain

\[
\frac{d}{d\tau} \left( e^{M\tau} \| \omega_0 \tilde{m}^*_v \|_{L^2_{\infty}}^2 \right) \leq C \left( M e^{M\tau} \| \omega_0 \tilde{m}^*_v \|_{L^2_{\infty}}^2 + \frac{K'^2 v^4}{\ln v^4} \right). 
\]

Reintegrating in time and using the previous dissipation estimate for $\| \omega_0 \tilde{m}^*_v \|_{L^2_{\infty}}^2$ and (3.33) yields

\[
\| \omega_0 \tilde{m}^*_v(\tau) \|_{L^2_{\infty}}^2 \leq e^{-M(\tau - \tau_0)} \| \omega_0 \tilde{m}^*_v(\tau_0) \|_{L^2_{\infty}}^2 + C M e^{-M\tau_1} \int_{\tau_0}^{\tau_1} e^{M\tau} \| \omega_0 \tilde{m}^*_v \|_{L^2_{\infty}}^2 d\tau 
\]

\[
+ C K'^2 \int_{\tau_0}^{\tau_1} e^{M\tau} \frac{e^{-A\sqrt{\tau}}}{\tau} d\tau 
\]

\[
\leq \frac{C K'^2 e^{-A\sqrt{\tau}}}{\tau} \leq \frac{K'^2}{2} \frac{v^4}{\ln v^4}. 
\]

We turn to the estimates for the nonradial part. Reintegrating in time (4.62) directly gives the bound

\[
\| e^\perp \|_0 \leq C e^{-\kappa \tau} \leq \frac{K}{2} e^{-\kappa \tau}. 
\]

From the bootstrap bound (3.47), we have

\[
\frac{d}{d\tau} \left[ \int \tilde{q}_* \omega_0 \tilde{q}_* \right] \leq -\delta_2 \left( \int \tilde{q}_* \omega_0 \tilde{q}_* \right) + \frac{C(K^2 + K'^2)}{v^2} e^{-2\kappa \tau}. 
\]
For $\kappa$ small enough depending on $\delta'_2$, we have from (3.36),

$$
\int \mathcal{G}_n^\perp(\tau_1) \cdot \mathcal{M} \mathcal{G}_n^\perp(\tau_1) \, dy - \int \mathcal{L}_0 \mathcal{G}_n^\perp(\tau_1) \cdot \mathcal{M} \mathcal{G}_n^\perp(\tau_1) \, dy \leq C(K^2 + K'^2) \frac{e^{-2\kappa \tau}}{v^2} \leq \frac{K'^2}{2v^2} e^{-2\kappa \tau}.
$$

(4.100)

Finally, (4.78) and (4.79) are directly reintegrated in time for $\xi^*$ large enough and $\kappa$ small enough, using the initial bounds (3.34) and (3.37),

$$
\| \tilde{u}' \|^2 \, \text{ex} \leq \frac{K'' v}{2|\ln v|}, \quad \| \tilde{u}' \|^2 \, \text{ex} \leq \frac{K''}{2} e^{-\kappa \tau}.
$$

(4.101)

**Step 4. End of the proof of Proposition 3.4.** In Step 1 and Step 2, all the bounds involved in the Definition 3.3 have been improved by a factor $1/2$ at time $\tau_1$, from (4.94), (4.95), (4.96), (4.97), (4.98), (4.99), (4.100), and (4.101). Hence, by a continuity argument, these bounds also hold true on some time interval $[\tau_1, \tau_1 + \delta]$ for some small $\delta > 0$. This contradicts the definition of $\tau_1$. Hence $\tau_1 = \infty$ and the solution is trapped in the regime 3.3 for $\tau \in [\tau_0, \infty)$. Knowing the solution is global in time $\tau$, reintegrating (4.93) yields

$$
\beta(\tau) = \beta_\infty + O(\tau^{-1/2}), \quad \beta_\infty = \beta(\tau_0) + \int_{\tau_0}^{\infty} \beta_\tau \, d\tau.
$$

Recall the renormalised time $\bar{\tau}$ of Step 2, we obtain from the above identity that

$$
\tau = \bar{\tau} / (2\beta_\infty + O(\sqrt{\bar{\tau}}),
$$

and since by definition $\mu_\tau / \mu = \beta$ that $\mu(\bar{\tau}) = e^{-\bar{\tau} / 2}$. To go back to the original time variable, we integrate

$$
d\bar{\tau} = \frac{d\tau}{d\bar{\tau}} \frac{d\bar{\tau}}{d\tau} = \frac{2}{\mu^2} \beta = 2e^\bar{\tau} \beta_\infty (1 + O((\bar{\tau})^{-1/2})).
$$

Solving the above equation, there exists $T > 0$ such that

$$
\bar{\tau} = - \log(2\beta_\infty(T - t)) + O(\log((T - t)))^{1/2}.
$$

Hence, we obtain the following expression for the parabolic scale $\mu$,

$$
\mu = e^{-\bar{\tau}} = \sqrt{2\beta_\infty \sqrt{T - t}} \left( 1 + O\left( \frac{1}{\log((T - t))^{1/2}} \right) \right).
$$

(4.104)

We get from $\beta = \beta_\infty + O(\tau^{-1/2}) = \beta_\infty + O(|\ln(T - t)|^{-1/2})$ and (3.29) that

$$
v = \sqrt{\frac{2}{\beta}} \ e^{-\frac{2 + \gamma}{2} e^{-\sqrt{\frac{1}{2}}} \left( 1 + O\left( \frac{1}{|\ln v|^{1/2}} \right) \right)} = \sqrt{\frac{2}{\beta_\infty}} \ e^{-\frac{2 + \gamma}{2} e^{-\sqrt{\frac{\ln(T - t)}{2}}} \left( 1 + O\left( \frac{1}{|\ln(T - t)|^{1/2}} \right) \right)}
$$

(4.103)
and hence we get the desired blowup speed

$$\lambda = \mu \nu = 2e^{-\frac{2+\nu}{2}}\sqrt{T-t}e^{-\sqrt{\frac{\ln(T-t)}{2}}} \left(1 + O\left(\frac{1}{\ln(T-t)^{1/4}}\right)\right).$$

From (4.60) (the right-hand side being less than 1) and (4.104), we get the rough bound

$$|x^*_t| = \frac{1}{\mu} \frac{|x^*|}{\mu} \lesssim \frac{1}{\sqrt{T-t}}.$$

This implies that $x^*(t)$ converges to some $X \in \mathbb{R}^2$ as $t \to T$.

We now turn to the proof of the continuity of the blowup time and blowup point with respect to the initial datum. Fix $u_0 \in \mathcal{E}$ with blowup time $T(u_0)$, blowup point $x^*_u$ with limit $X(u_0)$, and renormalised time $\tau_u$, and $\delta > 0$. From (4.103), (4.102), and the above inequality, for any $\tau_1$ large enough, there exists $T(u_0) - \delta/2 \leq T_1 < T(u_0)$ such that $\tau_u(T_1) \geq \tau_1 + 1$ and $|x^*_u(T) - X(u_0)| \leq \delta/3$. By continuity we then obtain that for another solution $v$, and all $v$-related parameters converge to $u$ and $u$-related parameters on $[0, T_1]$ as $v_0 \to u_0$ in $\mathcal{E}$. In particular, $\tau_v(T_1) \geq \tau_1$ and $|x^*_v(T_1) - X(u_0)| \leq \delta/2$. By (4.103), (4.102) and the above inequality, we get that for $\tau_1$ large enough, $|X(v) - x^*_v(T_1)| \leq \delta/2$ and $|T(v_0) - T_1| \leq \delta/2$. Hence by summing we obtain the desired continuity $|X(u_0) - X(v_0)| \leq \delta$ and $|T(u_0) - T(v_0)| \leq \delta$. This concludes the proof of Proposition 3.4 as well as

Theorem 1.1. \hfill \square

5 Unstable Blowup Dynamics

In this section, we sketch the idea to establish the existence of unstable blowup solutions to system (1.1) in the radial setting. The strategy of the proof of Theorem 1.1 has to be modified in the following way. Fix $\ell \in \mathbb{N}$ with $\ell \geq 2$ and $N \in \mathbb{N}$ with $N \gg 1$ and consider the approximate solution of the form

$$m_{\ell, v}(\zeta, \tau) = Q_v(\zeta) + a_{\ell}(\tau)(\phi_{\ell, v}(\zeta) - \phi_{0, v}(\zeta)) + \sum_{n=1, n \neq \ell}^{N} a_n(\tau)\phi_{n, v}(\zeta)$$

(5.1)

$$= Q_v + P_v,$$

where the approximate perturbation is $P_v = P_{\ell, v} + P_{+ v} + P_{N, v}$ with

$$P_{\ell, v} = a_\ell(\tau)(\phi_{\ell, v}(\zeta) - \phi_{0, v}(\zeta)), \quad P_{+ v} = \sum_{i=1}^{\ell-1} a_i(\tau)\phi_{i, v}(\zeta), \quad P_{N, v} = \sum_{i=\ell+1}^{N} a_i(\tau)\phi_{i, v}(\zeta).$$
and \( a(\tau) = (a_1, \ldots, a_N)(\tau) \) and \( v(\tau) \) are unknown functions to be determined, and \((\phi_{n,v})_{0 \le n \le N}\) are the eigenfunctions described in Proposition 2.1, i.e.,

\[
(5.2) \quad \tilde{\phi}^\xi \phi_{n,v}(\xi) = 2\beta \left(1 - n + \frac{1}{2 \ln v} + \bar{a}_n(v)\right) \phi_{n,v}(\xi)
\]

with \( |\bar{a}(v)| \lesssim \frac{1}{|\ln v|^2} \) and \( \phi_{n,v} \) given by (2.12). Here, the leading-order term in the approximate perturbation is \( P_{\ell,v} \) which drives the law of blowup. The first higher-order term \( P_1 \) contains \( \ell - 1 \) “unstable” directions for \( \ell \ge 2 \) that can be controlled by tuning the initial datum in a suitable way (see Definition 5.4 below) via a classical topological argument. The second higher-order term \( P_{N,v} \) added to (3.8) is to get a large constant in the spectral gap (2.11) that is only used for the control of the solution and does not affect the leading dynamic of blowup.

The generated error and derivation of unstable blow up rates. The following lemma is similar to Lemma 3.1 from which we can redesign the bootstrap regime 3.3 adapted for this case.

**Lemma 5.1.** Assume that \( (\beta, v, a) \) are \( C^1 \) maps \( (\beta, v, a) : [\tau_0, \tau_1] \mapsto [1/2, 2] \times (0, v^*) \times (0, a^*) \) for \( 0 < v^*, a^* \ll 1 \) and \( 1 \ll \tau_0 < \tau_1 \ll +\infty \), with a priori bounds

\[
|\beta_\tau| \lesssim |\ln v|^2, \quad \left| \frac{v_\tau}{v} \right| \lesssim 1,
\]

\[
|a_\ell| \lesssim v^2, \quad |a_n| \lesssim \frac{v^2}{|\ln v|} \quad \text{for} \quad 1 \le n \neq \ell \le N.
\]

Then the error generated by (5.1) to the flow (2.5) can be decomposed as

\[
(5.4) \quad m_E = -\partial_\tau m_W + \partial^2_\xi m_W - \frac{\partial_\tau m_W}{\xi} + \frac{\partial_\xi (m^2_W)}{2\xi} - \beta_\xi \partial_\tau m_W
\]

\[
= \sum_{j=0}^{\ell} \text{Mod}_j \times \phi_{j,v} + \bar{m}_E + \frac{\partial_\xi P_v}{2\xi},
\]

where

\[
\text{Mod}_0 = \left( \frac{v_\tau}{v} - \beta \right) 8v^2 + a_{\ell,\tau} - 2\beta a_\ell \left( 1 + \frac{1}{2 \ln v} + \bar{a}_0 \right).
\]

\[
\text{Mod}_j = -a_{j,\tau} + 2\beta a_j (1 - j + \frac{1}{2 \ln v} + \bar{a}_j) \quad \text{for} \quad 1 \le j \le N,
\]

and

\[
(5.5) \quad \| m_E \phi_{\ell,v} \|_{L^2_{\ln v / \xi}}^2 = -a_\ell \| \phi_{\ell,v} \|_{L^2_{\ln v / \xi}}^2 \left( \frac{v_\tau}{v} + \frac{1}{\ln v} + \frac{\beta_\xi \ell}{\beta} \right) + \mathcal{O}(|\ln v|^{1/2}),
\]

\[
(5.6) \quad \| m_E \phi_0 \|_{L^2_{\ln v / \xi}}^2 \sim -a_\ell \frac{v_\tau}{8v} + \mathcal{O}(|\ln v|^{-1/2}).
\]
and

\[ \sum_{n=1, n \neq \ell}^{N} \left\| \left( \tilde{m}_E \cdot \phi_{n,v} \right) \right\|_{L^2_{\text{aov}/\xi}}^2 \lesssim \ln v \| v \|^2, \quad \| \tilde{m}_E \|_{L^2_{\text{aov}/\xi}}^2 \lesssim \| v \|^2. \]

**Proof.** Since the proof is exactly the same to that of Lemma 3.1, we only sketch it. From the a priori bounds, we focus on the leading-order term of \( \tilde{m}_E \), which is

\[ \tilde{m}_E \sim -a\ell \left( \frac{\nu_c}{v} \partial_v \left( \phi_{\ell,v} - \phi_{0,v} \right) + \frac{\beta_t}{\beta} \beta \partial_\beta \left( \phi_{\ell,v} - \phi_{0,v} \right) \right). \]

We introduce (the logarithmic cancellation as \( r \to \infty \) is a consequence of (1.31))

\[ (5.9) \quad \Theta_j = (2j - 2)T_j - r \partial_r T_j = \lim_{r \to \infty} \begin{cases} -\hat{d}_j r^{2j - 2} + \mathcal{O}(r^{2j - 4} \ln r) & \text{if } j \geq 1, \\ \mathcal{O}(r^{-4}) & \text{if } j = 0, \end{cases} \]

with \( \hat{d}_1 = -\frac{1}{2}, \hat{d}_j = -\frac{\hat{d}_{j-1}}{4(j-1)} \). This and (2.12) imply the identities

\[ (5.10) \quad \nu \partial_v \left( \phi_{\ell,v} - \phi_{0,v} \right) = \sum_{j=1}^{\ell} c_{\ell,j} \beta^j v^{2j - 2} \Theta_j \left( \frac{\xi}{v} \right) + \nu \partial_v \tilde{\phi}_{\ell,v} - \nu \partial_v \tilde{\phi}_{0,v}, \]

\[ (5.11) \quad \beta \partial_\beta \left( \phi_{\ell,v} - \phi_{0,v} \right) = \sum_{j=1}^{\ell} j c_{\ell,j} \beta^j v^{2j - 2} T_j \left( \frac{\xi}{v} \right) + \beta \partial_\beta \tilde{\phi}_{\ell,v} - \beta \partial_\beta \tilde{\phi}_{0,v}. \]

From proposition 1 in [10] we have the following estimates for the error in (2.12):

\[ (5.12) \quad \left\| D^k \tilde{\phi}_{j,v} \right\|_{L^2_{\text{aov}/\xi}} + \left\| D^k \nu \partial_v \tilde{\phi}_{j,v} \right\|_{L^2_{\text{aov}/\xi}} + \left\| D^k \beta \partial_\beta \tilde{\phi}_{j,v} \right\|_{L^2_{\text{aov}/\xi}} \lesssim \| \ln v \|^{-\frac{1}{2}} \]

for \( k = 0, 1, 2 \) and \( 0 \leq j \leq N \). Thus, the a priori bounds (5.3), the identities (5.10) and (5.11), the asymptotics (5.9) and (1.31), and the bounds (5.12) prove the second bound in (5.7). This bound in turn implies the first one in (5.7) after applying Cauchy-Schwarz and (2.9). We have proved (5.7) for the leading term (5.8).

Next, we write \( \langle \cdot, \cdot \rangle = \langle \cdot, \cdot \rangle_{L^2_{\text{aov}/\xi}} \). The identities (5.10) and (5.11), the decomposition (2.12), and the bound (5.12), imply that, where we change variables \( \xi \mapsto r = \xi/v \) for the main term:

\[ \langle \nu \partial_v \left( \phi_{\ell,v} - \phi_{0,v} \right), \phi_{0,v} \rangle \]

\[ = \sum_{j=1}^{\ell} c_{\ell,j} \beta^j v^{2j} \int_0^\infty \Theta_j (r) T_0 (r) \frac{e^{-\beta v^2 r^2 / 2}}{r U(r)} \, dr + \mathcal{O}(\| \ln v \|^{-\frac{1}{2}}). \]
\[
\langle \beta \partial_\beta (\phi_{\ell,v} - \phi_{0,v}), \phi_{0,v} \rangle \\
= \sum_{j=1}^{\ell} \frac{\beta^j v^{2j}}{J_{\ell}(r) I_0(r)} \int_0^\infty r U(r) d r + o(\| \ln v \|^{1/2}).
\]

We compute the numbers appearing above. By (5.9) and (1.31):

\[
\sum_{j=1}^{\ell} c_{\ell,j} \beta^j v^{2j} \int_0^\infty \Theta_j(r) I_0(r) \frac{e^{-\beta v^2 r^2/2}}{r U(r)} d r \\
= - \sum_{j=1}^{\ell} c_{\ell,j} \hat{d}_j 2^{j-4} \int_0^\infty \xi^{j-1} e^{-\xi} d \xi + o(v)
\]

\[
= \frac{1}{8} \sum_{j=1}^{\ell} (-1)^{j+1} \frac{\ell!}{(\ell-j)!j!} + o(v) = \frac{1}{8} + o(v),
\]

using that \( \hat{d}_j = (-1)^j \frac{2^{2j+1}}{j!(j-1)!^2} \) and \( c_{\ell,j} = 2^j \ell! (\ell-1)! \) from (1.31) and (2.13). Hence

\[
(5.13) \quad \langle v \partial_v (\phi_{\ell,v} - \phi_{0,v}), \phi_{0,v} \rangle = \frac{1}{8} + o(\| \ln v \|^{-1/2}).
\]

Similarly, using (1.31) and the identity \( \int_0^\infty \xi^{j-1} e^{-\xi} d \xi = (j-1)! \), we have

\[
\sum_{j=1}^{\ell} j c_{\ell,j} \beta^j v^{2j} \int_0^\infty \Theta_j(r) I_0(r) \frac{e^{-\beta v^2 r^2/2}}{r U(r)} d r \\
= \| \ln v \| \sum_{j=1}^{\ell} c_{\ell,j} \hat{d}_j 2^{j-4} j! + o(1)
\]

\[
= \frac{1}{8} \| \ln v \| \sum_{j=1}^{\ell} (-1)^{j} \frac{\ell!}{(\ell-j)!(j-1)!} + o(1) = o(1).
\]

Hence

\[
(5.14) \quad \langle \beta \partial_\beta (\phi_{\ell,v} - \phi_{0,v}), \phi_{0,v} \rangle = o(\| \ln v \|^{1/2}).
\]

Next, we recall that \( \| \phi_{\ell,v} \|_2^{L^{\infty} / \omega_v} = c_{\ell} \ln^2 v \) from (2.9). Differentiating, we get

\[
2 \langle v \partial_v \phi_{\ell,v}, \phi_{\ell,v} \rangle = 2c_{\ell} \ln v - \left( \phi_{\ell,v} \cdot \phi_{\ell,v} \frac{v \partial_v \omega_v}{\omega_v} \right) = 2c_{\ell} \ln v + o(\| \ln v \|^{1/2})
\]
where we used the cancellation $|v\tilde{\partial}_{\nu}(\omega_{v})| \lesssim \omega_{v}(\zeta/\nu)^{-2}$, (1.31), and (5.12). We recall the orthogonality $\langle \phi_{\ell,\nu}, \phi_{0,\nu} \rangle = 0$. Differentiating it, using the same cancellation, (1.31), and (5.12), we get
\[
2|v\tilde{\partial}_{\nu}(\phi_{0,\nu}, \phi_{\ell,\nu})| = -\left(\phi_{0,\nu}, \phi_{\ell,\nu} \frac{v\tilde{\partial}_{\nu}\omega_{v}}{\omega_{v}}\right) = O((\ln \nu)^{1/2}).
\]
Collecting the two estimates above we have proved
\[
(\nu\tilde{\partial}_{\nu}(\phi_{\ell,\nu} - \phi_{0,\nu}), \phi_{\ell,\nu}) = c_{\ell}\ln \nu + O((\ln \nu)^{1/2}).
\]
Next, we write from (5.9) and (1.23), using that $\omega_{T}T_{j} = -T_{j-1}$:
\[
jT_{j} = T_{j} + \frac{1}{2}r\partial_{\tau}T_{j} + \frac{1}{2}\Theta_{j} = T_{j} - (2\beta\nu^{2})^{-1}r\partial_{\tau}T_{j} - (2\beta\nu^{2})^{-1}T_{j-1} + \frac{1}{2}\Theta_{j}.
\]
Above, we recall that from (2.11) and (5.12), for $j < n$ one has $v^{2j-2}T_{j}(\zeta/\nu) = \sum_{2}^{j}c_{j,i} \phi_{i,\nu} + O_{\nu}^{2}(\ln \nu)^{1/2}$ for some constants $c_{j,i}$. Using this, the above identity, the identity (2.11), the fact that $\omega^{2}\phi_{\ell,\nu} = \alpha_{\ell,\nu}\phi_{\ell,\nu}$, and (2.7), we obtain
\[
\beta\partial_{\beta}\phi_{\ell,\nu} = \epsilon\phi_{\ell,\nu} + \sum_{j < n}c_{j,i} \phi_{i,\nu} + O_{\nu}^{2}(\ln \nu)^{1/2}
\]
for some constants $c_{j,i}$. Therefore, from the orthogonality of the eigenfunctions,
\[
|\beta\partial_{\beta}\phi_{\ell,\nu}| = \epsilon\|\phi_{\ell,\nu}\|^{2} + O((\ln \nu)^{3/2}).
\]
Since from (2.12), $\partial_{\beta}\phi_{0,\nu} = \partial_{\beta}\tilde{\phi}_{0,\nu}$, and from (2.9), (5.12), and Cauchy-Schwarz, we get $|\beta\partial_{\beta}\phi_{0,\nu}| = O((\ln \nu)^{3/2})$. This and the above give
\[
(\beta\partial_{\beta}\phi_{\ell,\nu} - \phi_{0,\nu}, \phi_{\ell,\nu}) = \epsilon\|\phi_{\ell,\nu}\|^{2} + O((\ln \nu)^{3/2}).
\]
Collecting (5.13), (5.14), (5.15), and (5.16), using the a priori bounds (5.3), we have established (5.5) and (5.6) for the main order term (5.8).

**Remark 5.2** (Unstable blowup rates). From Lemma 5.1 we project (5.4) onto $\phi_{0,\nu}$ and $\phi_{\ell,\nu}$ to obtain the following system of ODEs:
\[
(v_{\tau} - \beta)8v^{2} + \alpha_{\ell,\tau} - 2\beta\alpha_{\ell}(1 + \frac{1}{2\ln \nu}) + \alpha_{\ell}\frac{v}{\ln \nu} = O((\ln \nu)^{1/2}).
\]
\[
\alpha_{\ell,\tau} - 2\beta\alpha_{\ell}(1 - \epsilon + \frac{1}{2\ln \nu}) + \alpha_{\ell}\frac{v}{\ln \nu} + \epsilon\alpha_{\beta} = O((\ln \nu)^{1/2}).
\]
We solve this system for $0 < \nu \ll 1$ and $\beta \approx 1$ under the compatibility condition
\[
\frac{\alpha_{\ell}}{4v^{2}} = -1 + \frac{1}{2\ln \nu},
\]
which is a constraint on $\beta$. Namely, one obtains from (5.17) that this condition is satisfied provided that $\beta_{\tau} = O(\ln \nu)^{-3/2}$. Using the relation (5.18), the system (5.17) reduces to the ODE
\[
\frac{v_{\tau}}{\nu} = \beta(1 - \ell) + \frac{\beta\ell}{2\ln \nu} + O((\ln \nu)^{-3/2}).
\]
Solving this yields $\beta \to \beta_\infty$ and $v(\tau) \sim e^{\beta(1-\ell)} \tau^{\frac{\ell}{\beta(1-\ell)}} \nu_\infty$ for some $\beta_\infty, \nu_\infty > 0$. Since $\mu_\tau = \beta \mu, \partial_\tau = \mu^{-2}$, and $\lambda = \mu \nu$, we get that for some blowup time $T > 0$,

$$\lambda(t) \sim C(u_0)(T-t)^{\ell} |\ln(T-t)|^{-\frac{\ell}{2(\alpha-1)}}.$$  

**Remark 5.3.** Note that $\int |\ln v|^{-\alpha} d\tau < \infty$ for all $\alpha > 1$, which is not the case for the stable blowup law (3.39) where $\alpha > 2$ is needed. This is a simplification for the instable case: one can only perform the analysis with an accuracy of one order in $|\ln v|^{-1}$ less than for the stable case and still be able to close the estimates.

**Bootstrap regime.** Lemma 5.1 provides information about the size of the error, and Remark 5.2 formally gives us the law of $\nu$, from which we can redesign the bootstrap regime (3.3) adapted to the case $\ell \geq 2$. In particular, we control the remainder $\varepsilon$ according to the following regime.

**Definition 5.4 (Bootstrap).** Let $\ell \in \mathbb{N}$ with $\ell \geq 2$ and $\tau_0 \gg 1$. A solution $\nu$ is said to be trapped on $[\tau_0, \tau^*]$ if it satisfies the initial bootstrap conditions in the sense of Definition 3.2 at time $\tau_0$ and the following conditions on $\nu$. There exists $\mu \in C^1([0, \tau^*], (0, \infty))$ and constants $K'' \gg K' \gg K \gg 1$ such that the solution can be decomposed according to (3.10) and (3.11) on $(\tau_0, \tau^*)$ with

(i) Compatibility condition for the renormalisation rate $\beta$:

$$\frac{a_\nu}{4\nu^2} = -1 + \frac{1}{2 \ln \nu}.$$

(ii) Modulation parameters:

$$e^{(\frac{1-\ell}{2})\tau \frac{\ell}{\alpha(1-\ell)}} \leq \nu(\tau) \leq 2e^{(\frac{1-\ell}{2})\tau \frac{\ell}{\alpha(1-\ell)}} \quad \text{and} \quad \frac{1}{2} < \beta < 2,$$

$$|a_n| < \frac{\nu^2}{|\ln \nu|} \quad \text{for} \quad 1 \leq n \neq \ell \leq N.$$

(iii) Remainder:

$$\|m_\nu(\tau)\|_{L^2_{\alpha \nu}} < K\nu^2, \quad \|m_\nu(\tau)\|_{H^2(\xi \leq \xi^*)} < K'\nu^2, \quad \|\hat{m}_\nu\|_{\text{in}} < K'' \nu^2, \quad \|\hat{\rho}\|_{\text{ex}} < K'' \nu^2.$$

The bootstrap definition 5.4 is almost the same as the one defined in Definition 3.3 except for the bounds on $m_\nu$, which are of size $\nu^2$ only; see Remark 5.3. All the energy estimates as well as the derivation of the modulation equations given in Section 4 can be adapted to the new definition 5.4 without any difficulties to derive the conclusion of Theorem 1.3.

**Appendix A Some Useful Estimates**

**Hardy-Poincaré Type Inequality:** Let us recall the following estimates in spaces with weights involving $\rho$, for functions $v$ and $u$ without radial components.
The first one is a Poincaré-type inequality,
(A.1) \[ \int_{\mathbb{R}^2} v^2 \xi^{2k} (1 + |\xi|^2) e^{-\frac{\xi^2}{2}} d\xi \leq \int_{\mathbb{R}^2} |\nabla v|^2 \xi^{2k} e^{-\frac{\xi^2}{2}} d\xi, \]
for any \( k \geq 0. \) The second one is a Hardy-type inequality: for \( 0 < b < 1, \) there exists \( C > 0 \) independent of \( b \) such that
(A.2) \[ \int_{\mathbb{R}^2} (1 + |y|^2) u^2 e^{-\frac{b|y|^2}{2}} \leq C \int_{\mathbb{R}^2} (1 + |x|^4) |\nabla u|^2 e^{-\frac{b|x|^2}{2}}. \]
By the change of variables \( \xi = \sqrt{b} y, \) the two above inequalities imply for any \( 1 \leq \alpha \leq 3: \)
(A.3) \[ b^{\alpha-1} \int_{\mathbb{R}^2} |\xi|^{\alpha} \xi^{2k} (1 + |\xi|^{2\alpha}) \rho \ d\xi \leq C \int_{\mathbb{R}^2} |\nabla \xi^{k}|^2 \rho \ d\xi. \]

**ESTIMATES ON THE POISON FIELD:** For \( u \) localized on a single spherical harmonics, the Laplace operator is written as
\[ \Delta u(x) = \Delta^{(k)}(u^{(k,i)})(r) \phi^{(k,i)}(\theta), \quad \Delta^{(k)} := \partial_{rr} + \frac{1}{r} \partial_r - \frac{k^2}{r^2}. \]
The fundamental solutions to \( \Delta^{(k)} f = 0 \) are
\[ \begin{cases} \log(r) \text{ and } 1 & \text{for } k = 0, \\ r^k \text{ and } r^{-k} & \text{for } k \geq 1, \end{cases} \]
and their Wronskian relation
\[ W^{(0)} = \frac{d}{dr} \log(r) = r^{-1}, \]
\[ W^{(k)} = \frac{d}{dr} (r^k)(r^{-k}) = 2k r^{-1} \quad \text{for } k \geq 1. \]
The solution to the Laplace equation \(-\Delta \Phi_u = u\) given by
\[ \Phi_u = -(2\pi)^{-1} \log(|x|) * u \]
is given on spherical harmonics by
\[ \Phi_u^{(0,0)}(r) = -\log(r) \int_0^r u^{(0,0)}(\tilde{r}) \tilde{r} d\tilde{r} - \int_r^{+\infty} u^{(0,0)}(\tilde{r}) \log(\tilde{r}) \tilde{r} d\tilde{r}, \]
\[ \nabla \Phi_u^{(0,0)}(x) = -\frac{x}{|x|^2} \int_0^{|x|} u^{(0,0)}(\tilde{r}) \tilde{r} d\tilde{r}. \]
(A.4) \[ \Phi_u^{(k,i)}(r) = \frac{r^k}{2k} \int_r^{+\infty} u^{(k,i)}(\tilde{r}) \tilde{r}^{1-k} d\tilde{r} + \frac{r^{-k}}{2k} \int_0^r u^{(k,i)}(\tilde{r}) \tilde{r}^{1+k} d\tilde{r}. \]
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\[ \partial_r \Phi^{(k,i)}_u(r) = \frac{r^{k-1}}{2} \int_r^{+\infty} u^{(k,i)}(\bar{r}) \bar{r}^{1-k} d\bar{r} - \frac{r^{-k-1}}{2} \int_0^r u^{(k,i)}(\bar{r}) \bar{r}^{1+k} d\bar{r}, \]  
\hfill (A.5)

The following lemma gives pointwise estimates of the Poisson field.

**Lemma A.1.** If \( u^{(0,0)} = 0 \), there holds the estimate for any \( \alpha > 0 \),

\[ |\Phi_u|^2 + |y|^2 |\nabla \Phi_u|^2 \]
\[ \lesssim |y|^2 (1 + |y|)^{-2\alpha} (1 + \frac{1}{|y|} \log |y|) \int_{\mathbb{R}^2} |u|^2 (1 + |y|)^{2\alpha} dy. \]  
\hfill (A.6)

**Proof.** See lemma A.1 in \([10]\). \( \Box \)

For the control of the outer part, we need the following estimates for the Poisson field in terms of the outer norm.

**Lemma A.2.** For \( |z| \geq 1 \) one has the estimate

\[ \frac{1}{\zeta} |\Phi(1-\chi_{t^* /2}) \hat{w}(z)| + |\nabla \Phi(1-\chi_{t^* /2}) \hat{w}(z)| + \zeta |\nabla^2 \Phi(1-\chi_{t^* /2}) \hat{w}(z)| \]
\[ \lesssim \frac{1}{\zeta^2} \| \hat{w} \|_{\text{ex}}. \]  
\hfill (A.7)

**Proof.** Notice that for \( v(y) = v^2 w(z) \), the Poisson field scales in \( L^\infty \), that is: \( \Phi_u(y) = \Phi_w(z) \). Hence \((A.6)\) holds also in \( z\)-variables. We apply it with \( \alpha = \frac{1}{2} \), so that for \( |z| \geq 1 \):

\[ \frac{1}{|z|} |\Phi(1-\chi_{t^* /2}) \hat{w}|^2 + |z| |\nabla \Phi(1-\chi_{t^* /2}) \hat{w}|^2 \]
\[ \lesssim \int_{\mathbb{R}^2} |(1-\chi_{t^* /2}) \hat{w}|^2 |z| dz \lesssim \int_{\mathbb{R}^2} (1-\chi_{t^* /2}) \hat{w}^2 |z| |z|^{-\frac{1}{2}} \frac{dz}{|z|^2} \]
\[ \lesssim \left( \int_{\mathbb{R}^2} (1-\chi_{t^* /2}) |\hat{w}|^2 |z|^{-\frac{1}{2}} \frac{dz}{|z|^2} \right)^\frac{1}{p^*} \left( \int_{\mathbb{R}^2} (1-\chi_{t^* /2}) |z|^{-\frac{1}{2}} \frac{dz}{|z|^2} \right)^{\frac{p}{p^*}} \]
\[ \lesssim \| \hat{w} \|_{\text{ex}}^2 \]

where we used \((1-\chi_{t^* /2}) \leq 1 \) and Hölder with \( p^* \) the conjugate exponent of \( p \). Next, we decompose \( \hat{w} = \hat{w}^0 + \hat{w}^\perp \) between radial and nonradial components. One has \( \| \hat{w}^\perp \|_{\text{ex}} + \| \hat{w}^0 \|_{\text{ex}} \lesssim \| \hat{w} \|_{\text{ex}} \) from the Sobolev embedding of \( W^{3/p, 2p} \) into the Hölder space \( C^{1/p} \) in dimension 2, we obtain by interpolation that for
any $|z| \geq 1$,
\[
\|(1 - \chi_{\xi*/2}) \hat{\omega}_{\perp} \|_{C^{1/2}(B(z, \frac{1}{2} \rho))} \\
\leq C \|\hat{\omega}_{\perp}\|_{W^{1,2p}(B(z, \frac{1}{2} \rho))} \\
\leq C \|\hat{\omega}_{\perp}\|_{L^{2p}(B(z, \frac{1}{2} \rho))} \|
abla \hat{\omega}_{\perp}\|_{L^{2p}(B(z, \frac{1}{2} \rho))}^{\frac{1}{2}} \\
\leq \frac{C}{\xi^2} \|
abla^{2-\frac{1}{p}} \hat{\omega}_{\perp}\|_{L^{2p}(B(z, \frac{1}{2} \rho))} \|
abla^{2-\frac{1}{p}} \hat{\omega}_{\perp}\|_{L^{2p}(B(z, \frac{1}{2} \rho))}^{\frac{1}{2}} \\
\leq \frac{C}{\xi^2} \|\hat{\omega}\|_{\text{ex}},
\]
where we used the definition of the $\|\hat{\omega}\|_{\text{ex}}$ norm and the inequality $\frac{1}{2} \geq \frac{1}{4} + \frac{1}{p}$ for $p$ large enough. Therefore, in the ball $B(z, |z|/2)$, $\Phi(1 - \chi_{\xi*/2})\hat{\omega}_{\perp}$ solves
\[-\Delta \Phi(1 - \chi_{\xi*/2})\hat{\omega}_{\perp} = (1 - \chi_{\xi*/2})\hat{\omega}_{\perp}\]
with the estimates:
\[
\frac{1}{|z|^2} |\Phi(1 - \chi_{\xi*/2})\hat{\omega}_{\perp}| + |z|^2 |\nabla \Phi(1 - \chi_{\xi*/2})\hat{\omega}_{\perp}| \\
+ |z|^2 \|(1 - \chi_{\xi*/2})\hat{\omega}_{\perp}\|_{C^{1/2}(B(z, |z|/2))} \leq C \|\hat{\omega}\|_{\text{ex}}.
\]
By standard regularity properties of the Dirichlet problem and a rescaling argument, we obtain that $\|\nabla^2 \Phi(1 - \chi_{\xi*/2})\hat{\omega}_{\perp}\|_{B^2(z, \frac{1}{2} \rho)} \leq |z|^{-3/2} C \|\hat{\omega}\|_{\text{ex}}$. This proves (A.7) for the nonradial part of $\hat{\omega}$. Next, for the radial part, we have for $i = 1, 2$ and $\zeta \geq 1$,
\[
\nabla_{\zeta^i} \Phi(1 - \chi_{\xi*/2})\hat{\omega}_{0}(\zeta) \\
= -\nabla \left( \frac{z_i}{\xi^2} \int_0^\xi (1 - \chi_{\xi*/2})\hat{\omega}_{0}(\tilde{\zeta}) \tilde{\zeta}^i d\tilde{\zeta} \right). \\
= -\nabla (z_i) \frac{1}{\xi^2} \int_0^\xi (1 - \chi_{\xi*/2})\hat{\omega}_{0}(\tilde{\zeta}) \tilde{\zeta} d\tilde{\zeta} \\
+ \frac{2zx_i}{\xi^4} \int_0^\xi (1 - \chi_{\xi*/2})\hat{\omega}_{0}(\tilde{\zeta}) \tilde{\zeta}^i d\tilde{\zeta} - \frac{2zx_i}{\xi^2} (1 - \chi_{\xi*/2})\hat{\omega}_{0}(\zeta).
\]
From Hölder, where $(2p)^{\prime}$ is the Hölder conjugate of 2p,
\[
\left| \int_0^\xi (1 - \chi_{\xi*/2})\hat{\omega}_{0}(\tilde{\zeta}) \tilde{\zeta}^i d\tilde{\zeta} \right| \\
= \left| \int_0^\xi (1 - \chi_{\xi*/2})\tilde{\zeta}^{2-\frac{i}{p'}} \hat{\omega}_{0}(\tilde{\zeta}) \tilde{\zeta}^{1+\frac{i}{p'}} d\tilde{\zeta} \right| \\
\lesssim \left( \int_0^\xi (1 - \chi_{\xi*/2})\tilde{\zeta}^{2-\frac{i}{p'}} \hat{\omega}_{0}(\tilde{\zeta}) \tilde{\zeta}^{1+\frac{i}{p'}} d\tilde{\zeta} \right)^{\frac{1}{2p'}} \\
\lesssim \left( \int_0^\xi (1 - \chi_{\xi*/2})\tilde{\zeta}^{2-\frac{i}{p'}} \hat{\omega}_{0}(\tilde{\zeta}) d\tilde{\zeta} \right)^{\frac{1}{2p'}} \left( \int_0^\xi (1 - \chi_{\xi*/2})\tilde{\zeta}^{(-1+\frac{i}{p'})p'} \hat{\omega}_{0}(\tilde{\zeta}) d\tilde{\zeta} \right)^{\frac{1}{p'p'}} \\
\lesssim \|\hat{\omega}_{\perp}\|_{\text{ex}} \xi^\frac{i}{p}.\]
We recall that $|\tilde{\omega}^0| \lesssim \zeta^{-3/2}$ for $\zeta \geq 1$ from (3.60). This and the two identities above imply that for $\zeta \geq 1$

$$\left| \nabla \partial_z \Phi_{(1-\chi^+)\tilde{\omega}^0(z)} \right| \lesssim \zeta^{-\frac{3}{2}} \| \tilde{\omega}_\text{ex} \|.$$  

This proves (A.7) for the radial part of $\tilde{\omega}$. $\square$

### Appendix B  Coercivity of $A_0$

In this section, we aim to derive the coercive estimate of $A_0$, which is the key to establish the monotonicity formula of the inner norm (3.44). We first claim the following.

**Lemma B.1 (Coercivity of $A_0$).** Assume that $f : [0, \infty) \to \mathbb{R}$ satisfies

(B.1) $$\int_0^\infty \left( \frac{|f|^2}{1 + r^2} + |\partial_r f|^2 \right) \frac{\omega_0(r)}{r} \, dr < \infty,$$

and

$$\int_0^\infty f(r) T_0(r) \chi_M(r) \frac{\omega_0}{r} \, dr = 0.$$

Then, there exists a constant $\delta_0 > 0$ such that

$$\int_0^\infty f A_0 f \frac{\omega_0}{r} \, dr \leq -\delta_0 \int_0^\infty \left( \frac{|f|^2}{1 + r^2} + |\partial_r f|^2 \right) \frac{\omega_0}{r} \, dr.$$

**Proof.**

**Step 1.** We first claim the Hardy inequality for any $f$ satisfying (B.1):

(B.2) $$\int_0^\infty |\partial_r f|^2 \frac{\omega_0}{r} \, dr \geq \int_0^\infty \frac{f^2}{1 + r^2} \frac{\omega_0}{r} \, dr.$$

We first study the function near the origin. If $f$ satisfies (B.1), then by standard one-dimensional Sobolev embedding, $f$ is continuous on $[0, 1]$. Hence the estimate (B.1) implies $f(0) = 0$. From the Fundamental Theorem of Calculus (which is justified for $f$ via a standard approximation procedure):

$$|f(r)| = \left| f(0) + \int_0^r \partial_r(f) \, d\bar{r} \right| = \left| \int_0^r \partial_r(f) \, d\bar{r} \right|$$

$$\leq \left( \int_0^r \frac{\partial_r(f)^2}{\bar{r}} \, d\bar{r} \right)^{\frac{1}{2}} \left( \int_0^r \bar{r} \, d\bar{r} \right)^{\frac{1}{2}} \lesssim r \int_0^\infty |\partial_r f|^2 \frac{\omega_0}{\bar{r}} \, d\bar{r}.$$  

This proves that

(B.3) $$\int_0^\infty |\partial_r f|^2 \frac{\omega_0}{r} \, dr \gtrsim \int_0^1 \frac{f^2}{1 + r^2} \frac{\omega_0}{r} \, dr.$$

Away from the origin, integrating by parts, we get

$$- \int_1^\infty \partial_r f f r^2 \, dr = \int_1^\infty f^2 r \, dr + f^2(1).$$
By Cauchy-Schwarz and Hardy,
\[
\left| \int_1^\infty \partial_r f r^2 dr \right| \leq \frac{1}{2} \int_1^\infty |\partial_r f|^2 r^3 dr + \frac{1}{2} \int_1^\infty f^2 r dr.
\]
The two identities above then give
\[
\int_1^\infty f^2 r dr - \int_1^\infty \partial_r f r^2 dr - f^2(1) \leq -\frac{1}{2} \int_1^\infty |\partial_r f|^2 r^3 dr + \frac{1}{2} \int_1^\infty f^2 r dr.
\]
From what one deduces, since for \( r \geq 1 \), one has \( cr^4 \leq \omega_0(r) \leq r^4/c \) for some \( c > 0 \):
\[
(B.4) \quad \int_0^1 f^2 r dr \leq \int_0^\infty |\partial_r f|^2 r^3 dr \leq \int_0^\infty |\partial_r f|^2 \frac{r^2 \omega_0}{r} dr.
\]
The two estimates (B.3) and (B.4) imply the desired Hardy inequality (B.2).

**Step 2. Proof of the coercivity estimate.** \( \mathcal{A}_0 \) has \( T_0(r) \) in its kernel, with \( T_0 \) a strictly positive function on \((0, \infty)\) implying that the spectrum of this self-adjoint operator is nonnegative by a standard Sturm-Liouville argument. Hence for any \( f \) satisfying (B.1):
\[
\int_0^\infty f^2 \frac{\omega_0}{r} dr \leq 0.
\]
Integrating by parts, we get
\[
(B.5) \quad \int_0^\infty f \omega_0 f \frac{\omega_0}{r} dr = -\int_0^\infty |\partial_r f|^2 \frac{\omega_0}{r} dr + \int_0^\infty f^2 \frac{dr}{r}.
\]
Combining this and Step 1 gives that for some \( c, C > 0 \), for any \( f \) satisfying (B.1),
\[
(B.6) \quad \int_0^\infty f \omega_0 f \frac{\omega_0}{r} dr \leq -c \int_0^\infty \left( \frac{|f|^2}{1 + r^2} + |\partial_r f|^2 \right) \frac{\omega_0}{r} dr + C \int_0^\infty \frac{f^2}{r} dr.
\]
We now assume by contradiction that there exists a sequence of functions \( f_n \) with
\[
(B.7) \quad \int_0^\infty \left( \frac{|f_n|^2}{1 + r^2} + |\partial_r f_n|^2 \right) \frac{\omega_0(r)}{r} dr = 1
\]
and
\[
\int_0^\infty f_n \omega_0 f_n \frac{\omega_0}{r} dr \to 0, \quad \int_0^\infty f_n(r) \chi(r) T_0(r) dr = 0.
\]
Up to a subsequence, \( f_n \) converges weakly in \( H^1_{\text{loc}} \) and strongly in \( L^2_{\text{loc}} \) to some function \( f_\infty \). By lower semicontinuity of the above norm and by strong continuity in \( L^2_{\text{loc}} \), \( f_\infty \) satisfies
\[
\int_0^\infty \left( \frac{|f_\infty|^2}{1 + r^2} + |\partial_r f_\infty|^2 \right) \frac{\omega_0(r)}{r} dr \leq 1, \quad \int_0^\infty f_\infty(r) \chi(r) T_0(r) dr = 0.
\]
From the bound $\int_0^\infty |f^\infty|^2 \omega_0/(r + r^3) \, dr \leq 1$ and the strong continuity in $L^2_{\text{loc}}$, one has

$$\int_0^\infty \frac{f_n^2}{r} \, dr \to \int_0^\infty \frac{f_\infty^2}{r} \, dr.$$  

The subcoercivity (B.6) and the first bound in (B.7) imply $\int_0^\infty \frac{f_n^2}{r} \, dr \geq c$ for some $c > 0$. From the above strong convergence this implies

$$\int_0^\infty \frac{f_n^2}{r} \, dr \geq c > 0.$$  

From (B.5), (B.7), the aforementioned strong convergence, and lower semicontinuity,

$$0 \leq -\int_0^\infty f \omega_0 \frac{f \omega_0}{r} = \int_0^\infty |\partial_r f|^2 \frac{\omega_0}{r} \, dr - \int_0^\infty \frac{f^2}{r} \, dr$$

$$\leq \liminf \left( \int_0^\infty |\partial_r f_n|^2 \frac{\omega_0}{r} \, dr - \int_0^\infty \frac{f_n^2}{r} \, dr \right) = 0.$$  

Hence $\int_0^\infty f \omega_0 \frac{f \omega_0}{r} = 0$. Hence $f_\infty = \lambda T_0(r)$ for some $\lambda \neq 0$, which contradicts $\int_0^\infty f_\infty \chi T_0 = 0$. This concludes the proof of Lemma B.1. 

We also have the following coercivity estimate for $\omega_0$.

**Lemma B.2 (Coercivity of $\omega_0$).** Assume that $f : [0, \infty) \to \mathbb{R}$ satisfies

$$\int_0^\infty \left( |\partial_r f|^2 + \frac{|\partial_r f|^2}{1 + r^2} + \frac{|f|^2}{(1 + r^4)(1 + \ln^2 r)} \right) \frac{\omega_0(r)}{r} \, dr < \infty$$

and

$$\int_0^\infty f(r) T_0(r) \chi_M(r) \frac{\omega_0}{r} \, dr = 0.$$  

Then, there exists a constant $\delta_1 > 0$ such that

$$\int_0^\infty |\omega_0 f|^2 \frac{\omega_0}{r} \, dr$$

$$\geq \delta_1 \int_0^\infty \left( \frac{r^2}{1 + r^2} + \frac{r^2}{r^4} \right) \frac{\omega_0(r)}{r} \, dr.$$  

**Proof.** Since the proof follows exactly the same lines as that for Lemma B.1 apart from the following Hardy inequality (in the critical case), which is used to obtain a subcoercivity estimate:

$$\int_0^\infty \frac{|\partial_r f|^2 \omega_0}{1 + r^2} \, dr \geq C \int_0^\infty \frac{|f|^2 \omega_0}{(1 + r^4)(1 + \ln^2 r)} \, dr.$$  

so we omit the proof. 
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