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Abstract. For wireless visual sensor networks, due to high redundancy incurred, it is possible to both preserve energy and enhance coverage quality by first switching off some sensors and then adjusting the orientations of the remaining ones. In this paper, we propose a novel method to automatically configure WVSN in order to maximize coverage and network lifetime in indoor environments. Based on a suitable modeling of cameras and environment, the optimization procedure determines the most appropriate camera position and settings to fulfill a given coverage objective. To achieve this goal, we use a particle swarm optimizer with an appropriate fitness function that takes into account a number of concurrent metrics and constraints. Simulation results show that our proposed approach has greater energy efficiency and can extend the network lifetime, as compared with prior approaches.

Introduction

Wireless Video Sensor Networks (WVSN) provides opportunities to use large number of low-cost low-resolution wireless camera sensors for large-scale outdoor remote surveillance missions. The convenience of deployment and the capability to communicate via wireless links made WVSN attractive in many applications such as remote surveillance, habitat monitoring, intrusion detection, and object tracking.

In general, the position and orientation of nodes in a small and friendly environment are predetermined and well-ordered to optimize the placement of nodes. However, for a largescale sensor network, random deployment has been a viable choice for its easiness in operation and ability to rapidly form the coverage network. Moreover, in a hostile and dangerous environment (e.g., battlefield), it is not possible or feasible to deploy the cameras with accurate position and orientation.

Coverage is a key problem in WVSN: how can cameras select their Field-of-Views (FOV) to increase the amount and quality of information collected by the network. Coverage refers to the quality of service at the field of interest. Coverage estimation in a crowded heterogeneous VSN depends not only on the sensor related parameters and sensor deployment but also on the target related parameters and target distribution.

The settlement of coverage problems is the premise and foundation for performing surveillance tasks. According to different coverage scopes, such problems can be classified into the target (point) coverage, area coverage, and barrier coverage ones [1]. The goal of target coverage is to cover a number of discrete points, usually some physical objects. Area coverage aims to cover a whole designated area. Barrier coverage utilizes sensors to form an intrusion barrier that can detect if there is an intruder being traversing across a specified surveillance area [2]. The target coverage problem is the basic one in WSN, which focuses on how to satisfy coverage requirements of targets and send the sensed data to a base station.

In this context, we investigate the well-studied problem of coverage maximization in Pan-Tilt-Zoom (PTZ) wireless video sensor networks. The main idea here is to adapt the orientation and focal length of each camera in order to maximize the geometrical coverage of the entire area using the individual fields of view (FOV). While we investigate maximum coverage, we are also
interested in minimizing the overlap between multiple FOVs. In this paper we propose a new method for PTZ camera network planning that addresses the above issues in order to provide a flexible and reliable instrument for camera deployment and setup. The objective is to automatically determine the number, position and pan-tilt-zoom setting of a set of video cameras to optimize the coverage of a given environment.

Most of the methods mentioned before are implemented centrally and need a central coordinator. Although centralized algorithms provide more accurate and near to global optima solutions, they increase the computational complexity and delay, especially when there are too many sensors and widespread environments. Hence, in recent studies, the distributed algorithms to solve the sensor coverage problem have received considerable attention.

Related Works

In PTZ wireless visual sensor network, by leveraging on the PTZ capability, one of the most important applications is real-time object tracking. PTZ camera networks with extended coverage via PTZ capability are good candidates in the application of real-time object tracking. Coverage problems for WVSN have been extensively studied. The objective of sensor coverage problems is to conserve energy usage by minimizing the number of active sensors. The selected sensors should form sufficient coverage of the intended region. When it comes to surveillance of large areas, such as parking lots, public areas, and large stores, the complete coverage of the area at all times is required. Various parameters have been considered by different solutions in the literature, including energy efficiency and bandwidth allocation issues.

The target coverage problem in directional sensor networks (DSN) was first raised by Ai and Abouzeid [3]. The authors formulated the problem as maximum coverage with minimum sensors (MCMS) and proved that it is NP-complete. Then, several heuristic methods were proposed to solve it. The above algorithm was implemented via the three methods of centralized greedy algorithm (CGA), distributed greedy algorithm (DGA), and distributed with priority of sensors with most residual energy. The centralized force-directed algorithm (CFA) and distributed force-directed algorithm (DFA) are alternative to CGA and DGA, respectively, as proposed in [4]. However, [4] does not address the issue of rotating cameras in real time.

In most of studies devoted to target coverage in rotatable directional sensor networks, the suitable sector for supplying the maximum coverage rate is chosen from a fixed and predefined set of sectors. For example, if the angle of view for a sensor is 90 degrees, four sectors can be defined. Reference [5] removes this limitation and adjusts the direction of sensors based on the location of targets to improve the coverage rate. Yen et al. [6] simultaneously addressed the problem of target coverage and network lifetime. Each sensor based on game theory autonomously decides on the on/off status so that the set of active sensors meets different coverage requirements for each target.

Many works have been done so far on how to use energy efficiently in VSN. All of these works have been conducted through different approaches, e.g., distributed power management scheme [7], energy conservation by avoiding redundant data, and deployment strategy [8]. Each type of these approaches has their strengths and limitations. In most of the existing VSN energy management works, the proposed deployment strategies guaranteed the increase in network lifetime.

Problem Formulation and System Model

Basically, there are two types of camera coverage model. The first type of camera coverage model considers the camera’s planar coverage where the camera’s view is horizontal [9]. A typical example would be security surveillance with camera mounted on the ceiling beside the door. The second type of camera coverage model considers the camera’s bird view coverage where the camera’s view is vertical. A typical example would be a quadcopter drone equipped with a camera. In the first type of camera’s planar coverage model, the coverage of the camera is modeled as a 2D sector where the camera’s focal range is the radius of the sector and the camera’s span angle is the central angle of the sector. In the second type of camera bird’s eye view coverage model, the
coverage of the camera is modeled as the 2D circle from the 3D sphere where the radius of the circle is the camera’s focal range times sin (q/2) which q is the camera’s span angle.

In this paper, we adopt the first type of camera planar coverage model where the camera’s coverage zone is modeled as a 2D sector with the camera’s focal range being the radius of the sector and the camera’s span angle being the central angle of the sector. We consider the problem of geometric coverage maximization of a given area A with a set of cameras $C = \{c_1, c_2, ..., c_n\}$. Each of these cameras has a given FOV $\omega_i$ defined by an angle $\omega_i$, giving the orientation of the camera relative to a fixed position, its range $r_i$, and the angle of the FOV $\gamma_i$. This is illustrated in Figure I.

We decompose the scheduling problem into a number of independent coverage problems. Each corresponds to the formation of a cover set (CS) from active sensing sectors so that the full coverage can be obtained. Each sector can belong to several cover sets. The problem aims to find the largest number of cover sets under the following conditions:

- Each target is covered by at least one sector.
- There is at most one sector for each sensor in each cover set.
- The residual energy of the active sensor in the cover set is not greater than a predefined threshold.

Energy Efficient Distributed Algorithm

The Quality of Service (QoS) Requirements

A video stream captured under favorable conditions will require less pre-processing and maximize the gathered information. When planning the camera configuration, several factors have to be taken into account in order to ensure visibility. For instance, one has to position the camera so that the sensor receives a sufficient amount of light, without being directly exposed to the light source. In order to assess the exposure, we can rely on the image histogram. In fact, over- or under-exposure, as well as low contrast, bias the histogram towards high or low intensity levels, or anyway limit its dynamics. A metric typically associated to the content and contrast of the captured image is the entropy, which is easily computed through the histogram.

For a given camera network configuration, we denote the image captured by the $i$-th of a set of $N$ cameras as $I_i$, with $i \in \{1, \ldots, N\}$, and its normalized histogram as $i(l)$, where $l \in \{1, \ldots, L\}$ are the $L$ intensity levels. We then define the entropy of the $i$-th image as:

$$H(I_i) = \sum_{l=1}^{L} \hat{w}(l) \log \hat{w}(l)$$

where the normalized histogram bins are used as an estimate of the probability of the corresponding intensity levels in the $i$-th image. Within the optimization process, and to maximize the visibility associated to each camera, we will have to maximize the relevant image entropy in the virtual space. This is very important to ensure the independence of the optimization with respect to the local content of the image.

We present a model of the field of view, in which rays are projected from the camera pixels towards the environment. In practice, each pixel in the camera is modeled as a light emitter that hits
a portion of the observed real scene. This model makes it rather simple to detect the portion of the scene covered by a camera, as well as to track changes in the distribution of ray projections according to the relative changes in camera parameters.

The coverage of a camera will be optimal when the distribution of rays is maximally spread, so that the number of visible cells is maximum. Let be $CH_i$ the set of cells hit by camera $i$, and $C_s$ the whole set of cells in which the scene is subdivided, we can simply define the coverage metric $C_i$ associated to the $i$th camera as the ratio of the cardinalities of the two sets:

$$C(I_i) = \frac{\text{card}(CH_i)}{\text{card}(C_s)}$$

(2)

**Optimization Algorithm**

Based on the system model, we have to solve an optimization problem that involves the estimation of 6 parameters for each camera in the system: the 3D spatial position coordinates in the environment (X,Y,Z), the pan and tilt angles, and the zoom. Due to the large number of variables involved and the complexity of the environment, this is rather a complex task. In fact, the solution space is characterized by a high dimensionality and a large number of local minima, thus making unsuitable the use of simple optimization approach such as gradient descent.

In order to solve this problem we adopted the particle swarm optimization (PSO), a well-known global optimization technique that is widely used in literature and has been already applied to camera planning problems, as well as coverage maximization in visual sensor networks [10]. PSO is a robust stochastic search technique modeled on the intelligence of swarms. It has demonstrated to be effective in solving complex non-linear multidimensional discontinuous problems in a variety of fields. Unlike other multiple-agent optimization procedures such as Genetic Algorithms (GA), PSO is based on the cooperation among the agents rather than their competition. With respect to GA, PSO shows three main advantages:

- it has a lower algorithmic complexity, as it considers only a single operator connected to the particle speed;
- it is easier to tune, due to the lower number of parameters;
- it is more effective in preventing the stagnation of the optimization process.

In our implementation, the PSO receives in input the user requirements and constraints in terms of coverage, quality, number and nature of sensors, and provides as output the optimal configuration of the camera network. Furthermore, the optimizer exchanges at each iteration the configuration data with the simulation module, that in turn simulates the virtual coverage, allowing the metrics computation module calculate the cost function associated to the configuration.

In order to project the current solution in the virtual space, the simulation module uses appropriate models for cameras, illumination and environment. In order to keep the complexity low, models are rather essential. For the camera we adopt the classic pinhole camera model, where the rays (whose number is equal to the image pixels) are projected from the camera center onto the surface plane. The orientation of the image plane is defined by the pan and tilt of the camera (Fig. II).

![Figure 2. Model of the camera.](497)
The overall implementation of the optimization process is sketched as follows.

- In the initialization phase, the algorithm loads scene description, number of cameras and camera parameters. Then, it randomly initializes the swarm and the initial camera configuration. For each camera location the algorithm determines automatically the admissible pan-tilt ranges with respect to the environment.

- Once the current solution is projected into the virtual space, a metric computation module is launched to calculate the quality parameters defined in Section IV-A. Based on those parameters, the algorithm calculates the fitness of the current solution.

- Finally, the fitness is input to the PSO engine, which determines the motion of the particles on the swarm and then the new configurations to try. The process is then iterated until the termination criterion is reached. At this point, the algorithm terminates by returning the best configuration found across iterations, and the relevant fitness.

**Performance Evaluations**

In this section, we evaluate the performance of the proposed method. The most important metrics of efficiency are the network lifetime, followed by communication cost and convergence time of the algorithm. The network lifetime is defined as the time duration when a network initiates its mission until the remaining (live) sensors cannot cover all of the targets. For simplicity, we assume that the energy consumption by sensors is linear; that is, 20 units of energy per minute for sensing activity. The energy consumed for other activities like data communication, wake to sleep transition, and vice versa is assumed negligible. We also assume that each sensor during its activity in each cover set consumes 20% of its initial energy for monitoring, and then it goes into sleep (r = 0.2). The communication cost depends on the number of messages received by each node to acquire the information needed for algorithm. Convergence time is related to the number of algorithm iterations.

Algorithms were simulated on MATLAB. N sensors and m targets were randomly and uniformly deployed in a two-dimensional 500 m × 500 m area. Sensing range is 100m, communication range is 200m, and the angle of view is 90°. The proposed optimization algorithm (PSO) is compared to Heuristic algorithm for the Maximum Cover Sets (HMCS) [11] and also CFA and DFA. The performance of the proposed and benchmark methods was compared based on different number of nodes (from 40 to 200) which were scattered in a 500 m × 500 m area. The number of targets is 5. Each experiment was executed 10 times on the random deployment of the nodes and targets. The average of the obtained results is reported, as well.

| Number of Sensors | Network Lifetime (min) |
|-------------------|------------------------|
|                   | PSO | HMCS | CFA | DFA |
| 40                | 61  | 60   | 60  | 50  |
| 60                | 98  | 98   | 98  | 96  |
| 80                | 124 | 120  | 120 | 118 |
| 100               | 218 | 205  | 209 | 199 |
| 120               | 280 | 272  | 272 | 252 |
| 150               | 307 | 300  | 300 | 278 |
| 200               | 506 | 502  | 500 | 477 |

Table I shows the network lifetime in HMCS, CFA, DFA, and PGDL algorithms based on the number of sensors. As expected, an increase in the number of nodes increases the network lifetime. In all instances, PGDL is significantly superior to the distributed algorithm i.e., DFA. This is due to iterative property of learning algorithms. On the other hand, with the increase in the number of sensors (more than 80 in our experiments), PGDL performs even slightly better than centralized HMCS and CFA. This is because of more efficient energy management in the proposed game.
Table 2. The ratio of active sensors.

| Number of Sensors | PSO | HMCS | CFA | DFA |
|-------------------|-----|------|-----|-----|
| 40                | 35  | 32   | 33  | 37  |
| 60                | 23  | 22   | 22  | 25  |
| 80                | 16  | 14   | 15  | 19  |
| 100               | 13  | 13   | 13  | 14  |
| 120               | 12  | 11   | 12  | 13  |
| 150               | 9   | 8    | 9   | 11  |
| 200               | 7.5 | 7.5  | 7.5 | 8   |

Table II shows the ratio of active nodes (the number of active sensors divided by the total number of deployed sensors) as a function of the number of deployed nodes. It is clear that deploying more sensors leads to a decrease in the ratio of active nodes. According to the results shown in this figure, the ratio of active nodes in PGDL is lower than the other distributed heuristic algorithm; i.e., DFA, in most cases and is close to that of CFA and HMCS as the network density increased. This indicates that our proposed method activates fewer sensors in each cover set to conserve energy of sensors. Consequently, PGDL can hopefully prolong the network lifetime.

Conclusion

This paper presented a novel approach to target coverage in WVSN. The problem has been formulated as an optimization problem and solved through a PSO algorithm. The fitness function to be optimized includes a set of metrics that take into account both the coverage and the quality of acquired video sequences, in terms of content and distortion. The performance of our proposed algorithm was evaluated via simulations and compared to the existing centralized and distributed greedy-based heuristics. The experimental results showed that our proposed algorithm could reach nearly optimal solutions and was superior to the heuristics under comparison in terms of network lifetime.
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