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Abstract

Inverse source problems arise often in real-world applications, such as localizing unknown groundwater contaminant sources. Being different from Tikhonov regularization, the quasi-boundary value method has been studied as an effective way for regularizing such inverse source problems, which was shown to achieve an optimal order convergence under suitable assumptions. However, fast direct or iterative solvers for the resulting large-scale all-at-once linear systems have been rarely studied in the literature. In this work, we propose and analyze a modified quasi-boundary value method that leads to a fast diagonalization-based parallel-in-time (PinT) direct solver, which can achieve a dramatic speedup in CPU times when compared with MATLAB’s sparse direct solver. In particular, the time-discretization matrix $B$ is shown to be diagonalizable, and the condition number of its eigenvector matrix $V$ is proven to exhibit only quadratic growth, which guarantees that the roundoff errors due to diagonalization is well-conditioned. Several 1D and 2D examples are presented to demonstrate the very promising computational efficiency of our proposed method, where the CPU times in 2D cases can be speeded up by three orders of magnitude.
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1. Introduction

Let $T > 0$ and $\Omega \subset \mathbb{R}^d$ ($d = 1, 2, 3$) be an open and bounded domain with a piecewise smooth boundary $\partial \Omega$. We consider the inverse source problem (ISP) [1–3] of reconstructing the unknown space-dependent source term $f \in L^2(\Omega)$ from the final condition $g = u(\cdot, T) \in H^1_0(\Omega)$, according to a heat equation

$$\begin{aligned}
    u_t - \Delta u &= f, &\text{in } \Omega \times (0, T), \\
    u(\cdot, t) &= 0, &\text{on } \partial \Omega \times (0, T), \\
    u(\cdot, 0) &= \phi, &\text{in } \Omega, \\
    u(\cdot, T) &= g, &\text{in } \Omega,
\end{aligned}$$

(1)

where $\phi \in H^1_0(\Omega)$ is a given initial condition. In practice, the final condition $g$ is unknown and it is only available as a noisy measurement $g_\delta \in L^2(\Omega)$ satisfying $\|g - g_\delta\|_2 \leq \delta$ for a noise level $\delta > 0$. This leads to an ill-posed inverse problem that requires effective numerical regularization techniques [4–7].

Much research has been dedicated to the inverse source problem since 1970s, where the desired source term is usually assumed to have a priori form. For $f$ that depends on the state function $u$, the problem was investigated in [2,8,9]. For $f$ that...
depends on space or time variable only, many regularization methods have been developed such as Fourier method [10], quasi-reversibility method [3], quasi-boundary value method [11] and simplified Tikhonov regularization method [12]. In particular, in [3,11,12], the original problem is perturbed by a regularization parameter and the unknown source term is expressed in the form of a series expansion tailored by a regularizing filter. Following appropriate convergence analysis, the regularization parameter in these works is determined to balance the approximation accuracy and the stability of the regularized problem. The Fourier method in [10] solves the problem in the frequency domain and alleviates the ill-posedness of the problem by cutting off the high frequency components in the source solution, where the cut-off frequency is also chosen based on a convergence analysis. Such idea that truncates the terms contributing to the ill-posedness is also seen in [13]. In this work, a finite difference method is used to solve the inverse problem and the resulting linear system is solved by the singular value decomposition, where the small singular values are filtered out based on generalized cross-validation criterion [14]. There are some other numerical methods adopted in the research on inverse source problems, usually in conjunction with a classical regularization technique like Tikhonov method. For example, the boundary element method [15], the method of fundamental solutions [16–18] and the finite element method [19]. Some iterative algorithms can be found in [20–23]. For $f$ that is a function of both time and space variables but is additive or separable, we refer to [24–27]. All of these works are mainly focused on the convergence analysis of various regularization techniques, without addressing the practical implementation issue of how to efficiently solve the regularized systems in large-scale setting.

On the other hand, for solving direct (or forward) evolutionary PDEs, many efficient parallelizable numerical algorithms have been developed in the last few decades due to the advent of massively parallel computers. Beyond the achieved high parallelism in space, a lot of recent advances in various parallel-in-time (PinT) algorithms for solving forward time-dependent PDE problems were reviewed in [28]. However, the application of such PinT algorithms to ill-posed inverse PDE problems were rarely investigated, except in a short paper [29] about the parareal algorithm for a different parabolic inverse problem and another earlier paper [30] based on numerical (inverse) Laplace transform techniques in time. Our proposed fast diagonalization-based PinT direct solver in current work contributes to narrowing the gap between two somewhat different communities. One obvious difficulty is how to address the underlying regularization treatment in the framework of PinT algorithms, which seems to be highly dependent on the regularized problem structure and discretization schemes. Inspired by several recent works [31–37] on diagonalization-based PinT algorithms, we propose to redesign the existing quasi-boundary value methods in a structured manner such that the diagonalization-based PinT direct solver can be successfully employed. Such a PinT direct solver can greatly speed up the quasi-boundary value methods while achieving a comparable reconstruction accuracy. Recently, such an interesting approach of integrating PinT direct solver with quasi-boundary method regularization was applied to backward heat conduction problems [38–40], where a block $\omega$-circulant structure was exploited for developing a fast FFT-based direct PinT solver [41].

Besides the above mentioned ISPs for PDEs based on ordinary integer-order derivatives, there are also several recent works on solving ISPs in the framework of time-fractional PDEs, to name just a few [42–50]. Again, the majority of these contributions focuses on the convergence properties of the proposed regularization techniques without discussing their fast algorithms. For solving related time-fractional diffusion inverse source problems, the authors in [51] proposed a fast structured preconditioner based on approximate Schur complement and block $\omega$-circulant matrix. However, as an iterative solver, the underlying convergence analysis for preconditioned GMRES in [51] is a daunting task (due to nonsymmetric systems) and the Schur complement-based preconditioner cannot be easily parallelized. Our proposed direct PinT solver does not have such limitations for its practical use. Due to different discretization schemes in time, our proposed direct PinT solver may not be directly applicable to such time-fractional ISPs. The generalization of our method to such time-fractional ISPs is interesting but is beyond our current scope.

In this paper we design and analyze a new parameterized quasi-boundary value method (PQBVM) for regularizing the ISPs, where a well-conditioned diagonalization-based PinT direct solver is developed for its efficient numerical implementation. The major goal is to improve the overall computational efficiency in terms of CPU times, without obviously degrading the convergence rates in comparison with existing methods. As major theoretical contributions, the condition number of the diagonalization of the time discretization matrix is rigorously estimated and the convergence rate of the new PQBVM is also shown with suitable a priori choice of the regularization parameter. For 2D problems with a small 64$^2$ mesh (see results in Table 4), our direct PinT solver can drastically speed up the CPU times of the standard QBVM based on sparse direct solver from over 2 mins to about 0.04 s (on a desktop PC).

The rest of this paper is organized as follows. In Section 2, we propose a new parameterized QBVM based on full finite difference discretization and present a diagonalization-based direct PinT solver based on the derived Kronecker product structure. In Section 3, we derive a sufficient condition to assure that the time discretization matrix $B$ can be diagonalized into $B = V D V^{-1}$ and, more importantly, we further rigorously estimate the growth rate of the 1-norm condition number of its eigenvector matrix $V$ with a special choice of the free design parameter. The convergence analysis with suitable choices of the regularization parameter is given in Section 4. Several numerical examples are presented to illustrate the high efficiency of the proposed algorithm in Section 5. Finally, some conclusions are made in Section 6.
2. A new quasi-boundary value method and its PinT implementation

The QBVM in [11] for regularizing (1) solves the following well-posed regularized problem

\[
\begin{align*}
\{u_t - \Delta u \} &= f, & \text{in } \Omega \times (0, T), \\
u(\cdot, t) &= 0, & \text{on } \partial \Omega \times (0, T), \\
u(\cdot, 0) &= \phi, & \text{in } \Omega, \\
u(\cdot, T) + \beta f(\cdot) &= g_s, & \text{in } \Omega, 
\end{align*}
\]

where \( \beta > 0 \) is a regularization parameter to be chosen based on the noise level \( \delta > 0 \). Compared with the Tikhonov regularization [12] of minimizing a regularized functional \( ||Ku - g_s||_2^2 + \gamma ||u||_2^2 \) with \( K \) being a compact solution operator and \( \gamma \) being a regularization parameter, the QBVM provides a better control of the discretized system structure. In particular, the QBVM does not need to explicitly construct \( K \) (and its adjoint \( K^* \)) or use any eigenfunctions of the spatial differential operator that are unknown in general cases.

We consider a 2D square domain \( \Omega = (0, L)^2 \) with finite difference discretization in space and time, which can be easily adapted to 1D and 3D regular spatial domains. For an irregular spatial domain, finite element discretization can also be used in space. Let \( \tau = T/n \) and \( h = L/(M + 1) \) for two given positive integers \( n \) and \( M \), we partition the time interval \([0, T]\) uniformly into \( 0 = t_0 < t_1 < \cdots < t_n = T \) with \( t_j = j\tau \), and discretize the 2D space domain \( \Omega = (0, L)^2 \) into a uniform mesh of grid nodes \( \Omega_h = \{(x_i, y_j) | 0 \leq i \leq (M + 1), 0 \leq j \leq (M + 1) \} \). Denote all the interior grid nodes by \( \Omega_h = \{(x_i, y_j) | 1 \leq i \leq M, 1 \leq j \leq M \} \). For any function \( u(x, y, t) \), let \( u_h^j \) be the finite difference approximation of \( u(x_i, y_j, t_j) \). Define the concatenated column vector \( \mathbf{u} = [u_{h1}^1, u_{h1}^2, \ldots, u_{h1}^M, u_{h2}^1, \ldots, u_{h2}^M, \ldots, u_{hn}^1, \ldots, u_{hn}^M]^T \) in a lexicographic order. Similarly, let \( f_h = f(x_i, y_j) \) and define the concatenated column vector \( f_h = [f_{h1}^1, f_{h2}^2, \ldots, f_{h1}^M, f_{h2}^2, \ldots, f_{hn}^1, \ldots, f_{hn}^M]^T \). Both \( \phi_h \) and \( g_{s,h} \) are defined analogously. Let \( \Delta_h \) denote the discretized Laplacian matrix with the second-order accurate five-point central finite difference and the homogeneous Dirichlet boundary conditions. In matrix Kronecker product notation [52], we explicitly have \( \Delta_h = (I_M \otimes Q_h + Q_h \otimes I_\Omega) \in \mathbb{R}^{m \times m} \), where \( m = M^2 \) is the degree of freedom in space, \( I_M \in \mathbb{R}^{M \times M} \) is an identity matrix, and \( Q_h = (1/h^2) \text{tridiag}[1, -2, 1] \in \mathbb{R}^{M \times M} \) is the tridiagonal 1D discrete Laplacian matrix. With the central finite difference in space and a backward Euler scheme in time, the full discretization of (2) reads (with \( u^0 = \phi_h \) being the given initial condition)

\[
\begin{align*}
\frac{(u^j - u^{j-1})}{\tau} - \Delta_h u^j = f_h, & \quad j = 1, 2, \ldots, n, \\
u_h^j + \beta f_h = g_{s,h},
\end{align*}
\]

which can be coupled into a nonsymmetric sparse linear system

\[
\begin{align*}
\begin{bmatrix}
\beta_h & 0 & \cdots & 0 & 0 \\
-I_h & I_h/\tau - \Delta_h & 0 & \cdots & 0 \\
-I_h & -I_h/\tau & I_h/\tau - \Delta_h & \cdots & 0 \\
0 & \cdots & -I_h/\tau & I_h/\tau - \Delta_h & 0 \\
0 & \cdots & 0 & -I_h/\tau & I_h/\tau - \Delta_h
\end{bmatrix}
\begin{bmatrix}
u_h^1 \\
u_h^2 \\
u_h^3 \\
\vdots \\
u_h^n
\end{bmatrix}
= \begin{bmatrix}
f_h \\
u_h^1 \\
u_h^2 \\
\vdots \\
u_h^{n-1} \\
u_h^n
\end{bmatrix}
\end{align*}
\]

Clearly, the \((1, 1)\) block \( \beta_h \) is different from the other diagonal blocks \((I_h/\tau - \Delta_h)_i \), which prevents a Kronecker product formulation of \( \hat{A}_h \) desired in direct PinT algorithm as shown in our new parameterized QBVM.

2.1. A new quasi-boundary value method based on finite difference scheme

To get a better structured linear system that allows a fast direct PinT solver upon finite difference discretization, we propose the following new parameterized QBVM (PQBVM)

\[
\begin{align*}
\{u_t - \Delta u \} &= f, & \text{in } \Omega \times (0, T), \\
u(\cdot, t) &= 0, & \text{on } \partial \Omega \times (0, T), \\
u(\cdot, 0) &= \phi, & \text{in } \Omega, \\
u(\cdot, T) + \beta (\alpha f(\cdot) - \Delta f(\cdot)) &= g_s, & \text{in } \Omega,
\end{align*}
\]

where \( \alpha \geq 0 \) is a free design parameter to control the condition number of the subsequent direct PinT solver. In general with \( \alpha \neq 0 \), we expect the above new PQBVM to have a similar convergence rate as the standard QBVM in [11] due to the shared term \( f \). We highlight that the special choice of \( \alpha = 0 \) in fact leads to the known modified QBVM (MQBVM) established in [44] within the framework of time-fractional diffusion equation. However, the authors in [44] focused on studying the improved convergence rates of MQBVM, without discussing fast algorithms for solving the regularized linear systems. In this paper, we propose the above PQBVM mainly from the perspective of designing regularized linear systems with better structures that are suitable for constructing direct PinT algorithms, while at the same time retaining the
convergence rates of QBVM. We emphasize that $\alpha \geq 0$ should not be treated as another regularization parameter like $\beta > 0$ and it will be chosen purely for facilitating the development of fast direct PinT system solvers.

With the same central finite difference scheme in space and backward Euler scheme in time as used in the above discretization (3), the full discretization of (5) leads to

$$
\left\{ \begin{array}{l}
(u^j - u^{j-1})/\tau - \Delta_h u^j - f_h = 0, \ j = 1, 2, \ldots, n, \\
\alpha I_h - \Delta_h = 0
\end{array} \right.
$$

(6)

which, after dividing the last equation by $\beta$, can be reformulated into a nonsymmetric linear system

$$
A_h u_h = b_h \in \mathbb{R}^{n(n+1)},
$$

(7)

where

$$
A_h = \begin{bmatrix}
\alpha I_h - \Delta_h & 0 & \cdots & 0 & I_h/\beta \\
-I_h/\tau & I_h/\tau - \Delta_h & \cdots & 0 & 0 \\
-I_h & -I_h/\tau & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
-I_h & 0 & \cdots & -I_h/\tau & 0 \\
-I_h & 0 & \cdots & 0 & -I_h/\tau \\
\end{bmatrix}
$$

and $b_h = \begin{bmatrix}
g_{s,h}/\beta \\
\phi_h/\tau \\
0 \\
\vdots \\
0
\end{bmatrix}$. We can now rewrite the block-structured matrix $A_h$ in (7) into an elegant Kronecker product form

$$
A_h = B \otimes I_h - I_1 \otimes \Delta_h
$$

(8)

where $I_1 \in \mathbb{R}^{n(n+1)}$ denotes an identity matrix and the time discretization matrix $B$ is given by

$$
B = \begin{bmatrix}
\alpha & 0 & \cdots & 0 & 1/\beta \\
-1 & 1/\tau & 0 & \cdots & 0 \\
-1 & -1/\tau & 1/\tau & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
-1 & 0 & \cdots & -1/\tau & \tau \\
-1 & 0 & \cdots & 0 & -1/\tau \\
\end{bmatrix} \in \mathbb{R}^{(n+1)\times(n+1)}.
$$

(9)

Notice that the identity matrices $I_h$ and $I_1$ are of different size, due to the different discretization in space and time, respectively. Such a Kronecker product reformulation (8) is crucial to develop our following fast direct PinT solver, which requires the matrix $B$ to be diagonalizable. Since $B$ is nonsymmetric and has a nontrivial structure, its diagonalizability is not straightforward and will be discussed separately in Section 3.

2.2. A diagonalization-based direct PinT solver

Suppose $B$ has a diagonalization $B = VDV^{-1}$, where $D = \text{diag}(d_1, \ldots, d_{n+1})$ with $d_j$ being the $j$th eigenvalue of $B$ and the $j$th column of the invertible matrix $V$ gives the corresponding eigenvector. Then we can factorize $A_h$ into the product form

$$
A_h = (VDV^{-1}) \otimes I_h - I_1 \otimes \Delta_h = (V \otimes I_h) (D \otimes I_h - I_1 \otimes \Delta_h) (V^{-1} \otimes I_h).
$$

Step-(a) $S_1 = ZV^T$,

Step-(b) $S_2(:,j) = (d_j I_h - \Delta_h)^{-1} S_1(:,j), \ j = 1, 2, \ldots, n + 1$,

Step-(c) $u_h = \text{vec}(S_2 V^T)$,

(10)

where $S_{1,2}(:,j)$ denotes the $j$th column of $S_{1,2}$ and $V^T$ defines the non-conjugate transpose of $V$. Here we have used the efficient Kronecker product property $(C \otimes I_h)\text{vec}(X) = \text{vec}(X C^T)$ for any compatible matrices $C$ and $X$. Clearly, the $(n+1)$ fully independent complex-shifted linear systems in Step-(b) can be computed in parallel. Notice that a different spatial discretization will only affect the matrix $\Delta_h$ in Step-(b).

Let $\kappa_p(V) = ||V||_p ||V^{-1}||_p$ with $p = 1, 2, \infty$ denotes the matrix $p$-norm condition number of $V$. Numerically, the overall round-off errors of such a three-step diagonalization-based PinT direct solver is proportional to the condition number of $V$, see Lemma 3.2 in [53] for a detailed round-off error analysis. Hence, it is essential to design the matrix $B$ so that the condition number of $V$ is well controlled for stable computations. In particular, it would become numerically unstable if
\( \kappa(V) \) grows exponentially with respect to \( n \). In view of the discretization errors in space and time, it is acceptable to have \( \kappa(V) = O(n^q) \) with a small \( q \) (say \( q \leq 3 \)).

3. The diagonalization of \( B \) and the condition number of \( V \)

In this section we will prove that the matrix \( B \) in (9) with a special choice of \( \alpha \) is indeed diagonalizable and also provide explicit formulas for computing its eigenvector matrix \( V \) and estimating its condition number. More specifically, we will prove that \( \kappa_1(V) = O(cn) \) with \( c = \beta/\tau^2 \) under the special choice \( \alpha = \alpha_\ast := 1/\tau + \tau/\beta \). Although the trivial choice of \( \alpha = 0 \) can be numerically used in the diagonalization-based direct PinT solver, there is no theoretical guarantee that the corresponding matrix \( B \) is diagonalizable and/or the eigenvector matrix \( V \) is well-conditioned for stable computation. In particular, the corresponding analysis based on the trivial choice of \( \alpha = 0 \) seems to be far too difficult to perform due to much more complicated eigenvalue/eigenvector expressions, which shows the necessity of introducing the free design parameter \( \alpha \).

Let \( \lambda \) be an eigenvalue of \( B \) with nonzero eigenvector \( v = [v_0, \ldots, v_n]^T \). By \( Bv = \lambda v \) we have

\[
\alpha v_0 + v_n/\beta = \lambda v_0, \quad (11)
\]
and

\[-v_0 - v_1/\tau + v_k/\tau = \lambda v_k, \quad k = 2, \ldots, n. \quad (13)\]

Obviously, \( v_0 \neq 0 \) and \( \lambda \neq 1/\tau \) since otherwise it leads to \( v = 0 \). Without loss of generality, we choose \( v_0 = 1/\tau \). It is readily seen from (12) and (13) that

\[
v_k = \mu + \cdots + \mu^k = \frac{\mu^{k+1} - \mu}{\mu - 1}, \quad k = 1, \ldots, n, \quad (14)\]

where \( \mu = 1/(1 - \tau \lambda) \neq 1 \). Assume \( \alpha = \alpha_\ast := 1/\tau + \tau/\beta \) and denote \( c = \beta/\tau^2 \). Substituting \( v_0 = 1/\tau \) and the above formula for \( v_k \) into Eq. (11) yields

\[
\frac{1}{\tau^2} + \frac{1}{\beta} + \frac{1}{\beta}(\mu + \cdots + \mu^n) = \frac{\lambda}{\tau},
\]

which, upon multiplying both sides by \( \beta \mu \), reduces to

\[
c + \mu + \cdots + \mu^{n+1} = 0. \quad (15)\]

The \((n + 1)\) roots of (15) determine the \((n + 1)\) eigenvalues of \( B \). For convenience, we define

\[
\psi(\mu) := (\mu - 1)(c + \mu + \cdots + \mu^{n+1}) = \mu^{n+2} + (c - 1)\mu - c. \quad (16)\]

As a sufficient condition for guaranteeing the diagonalizability of \( B \), we have the following result.

**Lemma 3.1.** If \( \alpha = \alpha_\ast := 1/\tau + \tau/\beta \) and \( c := \beta/\tau^2 > 1 \), then the matrix \( B \) has \( n + 1 \) distinct eigenvalues. In particular, this implies the nonsymmetric matrix \( B \) is indeed diagonalizable.

**Proof.** It suffices to prove that Eq. (15) has no repeated roots. Assume to the contrary that \( \mu = \mu_0 \) is a repeated root of (15). We then have \( \psi(\mu_0) = \psi'(\mu_0) = 0 \). From \( \psi(\mu_0) = 0 \) we obtain

\[
\mu_0^{n+1} = (1 - c)/(n + 2).
\]
Substituting this into \( \psi(\mu_0) = 0 \) gives

\[
\mu_0 = \frac{c(n + 2)}{(c - 1)(n + 1)}.
\]
Coupling the above two equations yields

\[
c(n + 2)^n + (c - 1)^{n+2}(n + 1)^{n+1} = 0,
\]
which contradicts to the condition \( c > 1 \). This completes the proof. \( \square \)

Denote by \( \mu_1, \ldots, \mu_{n+1} \) the distinct roots of Eq. (15). The eigenvalues of \( B \) are \( \lambda_k = (1 - \mu_k)/\tau \) with \( k = 1, \ldots, n + 1 \). The above eigenvector expression (14) implies that the eigenvector (after rescaled by \( (\mu_k - 1) \)) corresponding to the eigenvalue \( \lambda_k \) can be chosen as

\[
v^{(k)} = [(\mu_k - 1)/\tau, \mu_k^2 - \mu_k, \ldots, \mu_k^{n+1} - \mu_k]^T.
\]
Hence, we have the eigendecomposition $B = V\text{diag}(\lambda_1, \ldots, \lambda_{n+1})V^{-1}$ with the eigenvector matrix

$$V = \begin{bmatrix} \frac{(\mu_1 - 1)}{\tau} & \cdots & \frac{(\mu_{n+1} - 1)}{\tau} \\ \mu_2^2 - \mu_1 & \cdots & \mu_{n+1} \mu_1 - \mu_{n+1} \\ \vdots & & \vdots \\ \mu_{n+1}^2 - \mu_1 & \cdots & \mu_{n+1} \mu_{n+1} - \mu_{n+1} \end{bmatrix}.$$ (17)

We remark that $V \Phi$ is also an eigenvector matrix for any nonsingular diagonal matrix $\Phi$.

The following lemma shows that the roots of Eq. (15) are located in the annulus $1 < |\mu| < (2c - 1)^{1/(n+1)}$ on the complex plane. This implies $|\tau \lambda_k - 1| = \frac{1}{|\mu_k|} \in ((2c - 1)^{-1/(n+1)}, 1)$.

**Lemma 3.2.** Let $\mu_1, \ldots, \mu_{n+1}$ be distinct roots of Eq. (15). If $c > 1$, then $|\mu_k| > 1$ and $|\mu_k|^{n+1} < 2c - 1$ for $k = 1, \ldots, n+1$. In particular, this implies $\Re(\lambda_k) > 0$ for $k = 1, \ldots, n+1$.

**Proof.** It is obvious from $c > 1$ that $\mu_k \neq 1$. We claim that $|\mu_k| > 1$; otherwise, we obtain from $\psi(\mu_k) = 0$ that

$$c = \mu_k^{n+2} + (c - 1)\mu_k \leq |\mu_k|^{n+2} + (c - 1)|\mu_k| \leq c,$$

which is satisfied if and only if $\mu_k = 1$, a contradiction. Next, it follows from $\psi(\mu_k) = 0$ and $|\mu_k| > 1$ that

$$|\mu_k^{n+1}| = |c/\mu_k - (c - 1)| \leq c/|\mu_k| + |c - 1| < 2c - 1.$$

Clearly, with $\mu_k = 1/(1 - \tau \lambda_k)$ we have

$$1 - \tau \Re(\lambda_k) = \Re(1 - \tau \lambda_k) \leq |1 - \tau \lambda_k| = 1/|\mu_k| < 1,$$

which implies $\Re(\lambda_k) > 0$ for $k = 1, \ldots, n+1$. The proof is completed. □

To find an explicit expression for the inverse matrix $W = V^{-1}$, we shall make use of the Lagrange interpolation polynomials (such that $L_j(\mu_k) = \delta_{j,k}$ with $\delta_{j,k}$ being the Kronecker delta)

$$L_j(\mu) = \prod_{1 \leq k \leq n+1, k \neq j} \frac{\mu - \mu_k}{\mu_j - \mu_k} = \sum_{k=1}^{n+1} L_{kj} \mu^{k-1}, \quad j = 1, \ldots, n+1,$$ (18)

where $L_{kj} = L^{(k-1)}(0)/(k-1)!$ is the coefficient of $\mu^{k-1}$ in the polynomial expression of $L_j(\mu)$. Let $U = [U_{kj}]_{k=1}^{n+1}$ be the Vandermonde matrix with $U_{kj} = \mu_{j-1}^{k-1}$ and $L = [L_{kj}]_{k=1}^{n+1}$. It follows from the identities $L_j(\mu_k) = \sum_{k=1}^{n+1} L_{kj} \mu_{j-1}^{k-1} = \delta_{j,k}$ that $LU = I$ with $I$ being an identity matrix of size $(n+1) 	imes (n+1)$.

**Lemma 3.3.** Let $W = V^{-1} = [W_{jk}]_{k,j=1}^{n+1}$. We have the following expressions

$$W_{jk} = \begin{cases} L_{j,k+1} - L_j(1)/(n + c + 1), & k < n + 1, \\ -L_j(1)/(n + c + 1), & k = n + 1, \\ c \tau L_j(1)/(n + c + 1) - \tau L_j, & k = 1. \end{cases}$$ (19)

**Proof.** First, we consider the case $k > 1$. It follows from (17) and $VV = I$ that

$$\sum_{j=1}^{n+1} (\mu_j - 1)W_{jk} = 0,$$

and

$$\sum_{j=1}^{n+1} (\mu_j - \mu_j)W_{jk} = \begin{cases} 1, & l = k, \\ 0, & l > 1, \ l \neq k. \end{cases}$$

For convenience, we denote $S_k = \sum_{j=1}^{n+1} W_{jk}$. It is readily seen from the above equations that

$$\sum_{j=1}^{n+1} \mu_j W_{jk} = \begin{cases} S_k + 1, & l = k, \\ S_k, & \ l \neq k. \end{cases}$$ (20)

Recall that $\mu_1, \ldots, \mu_{n+1}$ are the roots of the Eqs. (15); namely, $c + \sum_{j=1}^{n+1} \mu_j = 0$. We then obtain

$$0 = c \sum_{j=1}^{n+1} W_{jk} + \sum_{j=1}^{n+1} \mu_j W_{jk} = cS_k + \left( \sum_{j=1, j \neq k}^{n+1} S_k \right) + (S_k + 1) = cS_k + (n + 1)S_k + 1,$$
which implies \( S_l = -1/(n + c + 1) \) is independent of \( k \). Now, we multiply both sides of (20) by \( L_{m,l+1} \) and then add from \( l = 0 \) to \( l = n \) to find

\[
W_{mk} = \sum_{j=1}^{n+1} L_m(\mu_j)W_{jk} = \sum_{l=0}^{n} L_{m,l+1}S_k + \begin{cases} L_{m,k+1}, & k < n + 1, \\ 0, & k = n + 1 \end{cases}
\]

Next, we consider the case \( k = 1 \). It follows from (17) and \( VW = I \) that

\[
\sum_{j=1}^{n+1} (\mu_j - 1)W_{j1} = \tau.
\]

For convenience, we denote \( S_1 = \sum_{j=1}^{n+1} W_{j1} \). It is readily seen from the above equations that

\[
\sum_{j=1}^{n+1} \mu_j W_{jk} = \begin{cases} S_1, & l = 0, \\ S_1 + \tau, & l = 1, \ldots, n + 1. \end{cases}
\]  

Recall that \( \mu_1, \ldots, \mu_{n+1} \) are the roots of the Eqs. (15). We then obtain

\[
0 = c \sum_{j=1}^{n+1} W_{jk} + \sum_{l=1}^{n} \sum_{j=1}^{n+1} \mu_j W_{jk} = cS_1 + (n + 1)(S_1 + \tau),
\]

which implies \( S_1 = -(n + 1)\tau/(n + c + 1) \). Now, we multiply both sides of (21) by \( L_{m,l+1} \) and then add from \( l = 0 \) to \( l = n \) to find

\[
W_{m1} = \sum_{j=1}^{n+1} L_m(\mu_j)W_{jk} = L_mS_1 + \sum_{l=1}^{n} L_{m,l+1}(S_1 + \tau) = -\tau L_m + \frac{c\tau L_m(1)}{n + c + 1}.
\]

This completes the proof. \( \square \)

The following lemma gives an explicit formula for \( L_j \), which will be used to estimate \( \|W\|_1 \).

**Lemma 3.4.** Let \( L_j \) with \( 1 \leq j, k \leq n + 1 \) be the coefficient of \( \mu^{k-j} \) in the polynomial expression of Lagrange interpolation polynomial \( L_j(u) \) defined in (18). We have

\[
L_j = \frac{\mu^{j+2-k} - 1}{(n + 2)\mu_j^{n+1} + c - 1} = \frac{\mu^{j+1-k} - \mu^{-n-1}}{n + 2 + (c - 1)\mu^{-n-1}}.
\]  

**Proof.** Recall from (16) that \( \psi(\mu) = (\mu - 1)(c + \mu + \cdots + \mu^{n+1}) \). Since \( \mu_1, \ldots, \mu_{n+1} \) are distinct roots of the polynomial equation \( c + \mu + \cdots + \mu^{n+1} = 0 \), we can factor the polynomial as

\[
c + \mu + \cdots + \mu^{n+1} = \prod_{k=1}^{n+1}(\mu - \mu_k).
\]

Consequently, \( \psi(\mu) = (\mu - 1)(\mu - \mu_1) \cdots (\mu - \mu_{n+1}) \) and

\[
\frac{\psi(\mu)}{(\mu - 1)(\mu - \mu_j)} = \prod_{1 \leq k \leq n+1, k \neq j} (\mu - \mu_k).
\]

We denote

\[
a_j = \prod_{1 \leq k \leq n+1, k \neq j} (\mu_j - \mu_k) = \lim_{\mu \to \mu_j} \frac{\psi(\mu)}{(\mu - 1)(\mu - \mu_j)} = \frac{\psi'(\mu_j)}{\mu_j - 1}.
\]
On the other hand, we obtain from (18) that
\[ c + \mu + \cdots + \mu^{n+1} = \prod_{k=1}^{n+1} (\mu - \mu_k) = a_j(\mu - \mu_j)L_j(u) = a_j(\mu - \mu_j) \sum_{k=1}^{n+1} L_j(k) \mu^{k-1} \]

\[ = a_j(L_{j,n+1}\mu^{n+1} + (L_{jn} - \mu_jL_{j,n+1})\mu^n + \cdots + (L_{j1} - \mu_jL_{j1})\mu - \mu_jL_{j1}). \]

Comparing the polynomial coefficients on both sides of the equation gives \( c = -a_j\mu_jL_{j1} \), and
\[ 1 = a_j(L_{j1} - \mu_jL_{j2}) = \cdots = a_j(L_{jn} - \mu_jL_{j,n+1}) = a_jL_{j,n+1}. \]

It is easily seen that
\[ a_jL_{jk} = 1 + \mu_j + \cdots + \mu_j^{n+1-k} = \frac{\mu_j^{n+2-k} - 1}{\mu_j - 1}. \]

This together with \( a_j = \psi'(\mu_j)/(\mu_j - 1) \) and (16) proves (22). \( \Box \)

To show that \( |l_{jk}| = O(1/n) \) uniformly for all \( 1 \leq j, k \leq n + 1 \), we need the following lemma.

**Lemma 3.5.** Assume \( c > 1 \) and \( n > 11 \). Let \( \mu_1, \ldots, \mu_{n+1} \) be the distinct roots of (15). We have \( |n + 2 + (c - 1)\mu_j^{-n-1}| > n/2 \) for all \( j = 1, \ldots, n + 1 \).

**Proof.** We will prove by contradiction. Assume to the contrary that \( |n + 2 + (c - 1)\mu_j^{-n-1}| \leq n/2 \) for some \( \mu_j = re^{i\theta} \) with \( r > 1 \) and \( \theta \in [0, \pi] \). Let \( b = r^{n+1}/(c - 1) > 0 \), we then have
\[ |b(n + 2) + \cos([n + 1]\theta) - i\sin([n + 1]\theta)| \leq bn/2, \]
which gives
\[ \cos([n + 1]\theta) < 2b + \cos([n + 1]\theta) < -\frac{bn}{2}, \quad |\sin([n + 1]\theta)| \leq \frac{bn}{2}. \] (23)

Note from (15) and (16) that \( \mu_j^{n+1} = c/\mu_j - (c - 1) \), which upon dividing both sides by \( (c - 1) \) gives
\[ b(\cos([n + 1]\theta) + i\sin([n + 1]\theta)) = a(\cos \theta - i\sin \theta) + 1, \]
where \( a = c/(\mu r - 1) > 0 \). Hence we have
\[ b = \sqrt{1 - 2c \cos \theta + a^2}, \quad b\cos([n + 1]\theta) = a\cos \theta - 1, \quad b\sin([n + 1]\theta) = -a\sin \theta. \] (24)

The third equality together with \( \theta \in [0, \pi] \) implies \( \sin([n + 1]\theta) = -(a/b)\sin \theta \leq 0 \), which gives \( \theta \geq \pi/(n + 1) \). We further obtain from the three equalities in (24) and two inequalities in (23) that
\[ 0 < 1 - 2a \cos \theta + a^2 = b^2 < \frac{b^2n}{2} < -b\cos([n + 1]\theta) = 1 - a\cos \theta < b < -\frac{2}{n} \cos([n + 1]\theta) < \frac{2}{n}, \]
and hence (note the inequality \( 1 - 2a \cos \theta + a^2 < 1 - a \cos \theta \) gives \( a < \cos \theta \))
\[ a\sin \theta = b|\sin([n + 1]\theta)| \leq \frac{b^2n}{2} < \frac{2}{n}, \quad 1 - \frac{2}{n} < a\cos \theta < a < \cos \theta. \]
(25)

Consequently, we obtain \( (n - 2) < na \in [\pi/(n + 1), \pi/2] \) such that \( \theta < \tan \theta \), and
\[ \frac{\pi(n - 2)}{n(n + 1)} < \theta < \sin \theta < \frac{2}{na} < \frac{2}{n - 2}. \]
(26)
which is not true for \( n > 11 \) and hence contradicts our assumption. This completes our proof. \( \Box \)

Finally, we are ready to estimate the condition number of the eigenvector matrix \( V \) in (17).

**Theorem 3.1.** If \( \alpha = \alpha_n := 1/\tau + \tau + \beta \) and \( c = \beta/\tau^2 > 1 \), then \( \kappa_1(V) = \|V\|_1\|W\|_1 = O(cn) \).

**Proof.** Lemma 3.2 implies \( |\mu_k| < 2c - 1 \) for any \( 1 \leq j, k \leq n + 1 \). It is easily seen from (17) that
\[ \sum_{j=1}^{n+1} |V_j| = |\mu_k - 1|/\tau + \sum_{j=2}^{n+1} |\mu_j - \mu_k| \leq (2c)/\tau + (4c - 2)n = (2c/T)n + (4c - 2)n. \]

In particular, \( \|V\|_1 = O(cn) \). Lemma 3.2 also implies \( |\mu_j| > 1 \) for any \( 1 \leq j \leq n + 1 \). Assume \( n > 11 \). It then follows from Lemmas 3.4 and 3.5 that
\[ |l_{jk}| \leq |\mu_j|^{1-k} + |\mu_j|^{n-1} < \frac{1 + 1}{n/2} = 4/n \]
for all $1 \leq j, k \leq n + 1$. This together with Lemma 3.3 and $|L_1(1)| = |\sum_{j=1}^{n+1} L_j| < \frac{4(n+1)}{n}$ yields

$$W_{jk} \leq \begin{cases} 
\frac{|L_j| + |L_k|}{n+c+1} \leq \frac{4}{n} + \frac{4(n+1)}{n(n+c+1)} \leq \frac{8}{n}, & 1 < k < n + 1, \\
\frac{|L_j|}{n+c+1} \leq \frac{4(n+1)}{n(n+c+1)} < \frac{4}{n}, & k = n + 1, \\
\tau|L_j| \leq \frac{4\tau(n+1)}{n(n+c+1)} + \frac{4\tau}{n} < \frac{4\tau(n+1)}{n} + \frac{4\tau}{n} = \frac{4\tau(n+2)}{n}, & k = 1.
\end{cases}$$

The above inequalities can be combined into $|W_{jk}| < \frac{8 + 4\tau(n+2)}{n}$ for all $1 \leq j, k \leq n + 1$ with $n > 11$. In particular, $|W||_1 = O(1)$. Therefore, the condition number of the eigenvector matrix $V$ with respect to the matrix 1-norm is $\kappa_1(V) = ||V||_1||W||_1 = O(cn)$. This completes the proof. \qed

Our subsequent convergence analysis shows that with $\alpha = \alpha_*$ the choice of regularization parameter $\beta = \tau \delta^{1/2}$ gives an $O(\delta^{1/2})$ convergence rate, which yields a provable condition number estimate $\kappa_1(V) = O(\delta^{1/2}n) = O(\delta^{1/2}n^2)$. We remark that the trivial choice $\alpha = 0$ may also work well in numerical, but the corresponding condition number of $V$ can be larger and it is more difficult to estimate due to very complicated characteristic equations for the eigenvalues of $B$.

Fig. 1 illustrates the two very different growth rates of the condition number of $V$ corresponding to the MQBVM (with $\alpha = 0, \beta = \delta$) and our PQBVM (with $\alpha = \alpha_*, \beta = \tau \delta^{1/2}$), respectively. For a large mesh size $n$ and noise level $\delta$, the condition number of $V$ with $\alpha = \alpha_*$ is indeed several order of magnitude smaller than the trivial case with $\alpha = 0$, which also numerically validated the estimated condition number growth rate with the optimized choice $\alpha = \alpha_*$. This improvement is achieved through the above rigorous detailed analysis.

4. Convergence analysis

In this section, we will analyze the convergence rate of our proposed PQBVM, where the optimized parameter $\alpha = \alpha_*$ is $1/\tau + \tau/\beta$ leads to a mesh-dependent regularization parameter $\beta > 0$. We emphasize that the presented convergence analysis is different from the MQBVM [44] case with $\alpha = 0$.

Let $\mathcal{A} = -\Delta$ and define a Hilbert function space $H = H^1_0(\Omega)$ equipped with the standard $L^2$ norm

$$\|f\|_2 := (\int_{\Omega} f^2 dx)^{1/2}.$$ 

Then the self-adjoint operator $\mathcal{A}$ admits a set of orthonormal eigenfunctions $\{X_l\}_{l=1}^{\infty}$ in $H$, associated to a set of eigenvalues $\{\lambda_l\}_{l=1}^{\infty}$ such that $\mathcal{A}X_l = \lambda_l X_l$ with $0 < \lambda_1 < \lambda_2 < \cdots$ and $\lim_{l \to \infty} \lambda_l = +\infty$. Given any $g \in H$, it has a series expansion $g = \sum_{l=1}^{\infty} (g, X_l) X_l$, with $(g, X_l) := \int_{\Omega} g X_l dx$ for all $l$. We assume the measured data $g_0(x) \in L^2(\Omega)$ and it satisfies

$$\|g - g_0\|_2 \leq \delta. \quad \text{(27)}$$

We also impose a priori bound for the heat source, that is,

$$\|f\|_{H^p(\Omega)} := \left( \sum_{l=1}^{\infty} \lambda_l^p (f, X_l)^2 \right)^{1/2} \leq E_p, \quad p \geq 0, \quad \text{(28)}$$
where \( E_f > 0 \) is a constant. In particular, when \( p = 0 \), (28) is reduced to the \( L^2 \) norm, that is
\[
\|f\|_{H^0(\Omega)} = \left( \sum_{i=1}^{\infty} (f, X_i)^2 \right)^{1/2} = \|f\|_{L^2(\Omega)} = \left( \int f^2 \, dx \right)^{1/2}.
\]
(29)

Consider the exact noisy-free problem (1), by separation of variables and the initial condition \( \phi = \sum_{i=1}^{\infty} (\phi, X_i) X_i \), the unknown solution function \( u \) can be expressed as (by solving the sequence of separated ODE initial value problem: \( u'_i(t) + \lambda_i u_i(t) = (f, X_i) \) with \( u_i(0) = (\phi, X_i) \))
\[
u(\cdot, t) = \sum_{i=1}^{\infty} u_i(t) X_i = \sum_{i=1}^{\infty} e^{-\lambda_i t} \left( (f, X_i) \frac{e^{\lambda_i t}}{\lambda_i} + c_i \right) X_i, \quad c_i = (\phi, X_i) - \frac{(f, X_i)}{\lambda_i}.
\]
(30)

Applying the final time condition \( u(\cdot, T) = g = \sum_{i=1}^{\infty} (g, X_i) X_i \), we further obtain
\[
u(\cdot, T) = \sum_{i=1}^{\infty} \left( 1 - \frac{e^{-\lambda_i T}}{\lambda_i} \right) (f, X_i) X_i = \sum_{i=1}^{\infty} (g, X_i) X_i = g,
\]
(31)

which gives the exact source expression
\[
f = \sum_{i=1}^{\infty} (f, X_i) X_i, \quad \text{with} \quad (f, X_i) = \frac{\lambda_i}{1 - e^{-\lambda_i T}} \left( (g, X_i) - e^{-\lambda_i T} (\phi, X_i) \right).
\]
(32)

Clearly, this exact formula (32) is unstable for reconstructing \( f \) with a noisy \( g \), since \( \lambda_i \to \infty \) will magnify the noise, unless certain noise filters or regularization techniques are incorporated. Similarly, we can obtain the representation for the regularized solutions. See (37) and (38) below.

Now we give the error estimate between the regularized solution and the exact solution.

**Theorem 4.1.** Let \( f_{a, \beta}^x \) be the regularized solution of the problem (5) with the measured data \( g_\delta \) satisfying (27). Let \( f(x) \) be the exact solution of the problem (1) and satisfy a priori condition (28) for any \( p \geq 0 \). Then, by fixing \( \alpha = \alpha_* = 1/\tau + \tau/\beta \), there holds

1. for \( 0 < p < 2 \), if we choose \( \beta = \tau \left( \frac{1}{\tau} \right)^{\frac{p}{p-2}} \), we have
\[
\|f_{a, \beta}^x - f\|_2 \leq C_1 E_f^{\frac{p}{2}} \delta^{\frac{p-1}{p}} \tau^{\frac{1}{p-2}} + O(\tau^{\frac{1}{p-2}});
\]
(33)

2. for \( 2 \leq p < 4 \), if we choose \( \beta = \tau \left( \frac{1}{\tau} \right)^{\frac{1}{2}} \), we have
\[
\|f_{a, \beta}^x - f\|_2 \leq \left( 1 + C_2 (E_f \delta)^{\frac{p}{2}} \max \left\{ 1, \left( \frac{\delta}{E_f} \right)^{\frac{p-2}{2}} \right\} \right) (E_f \delta)^{\frac{1}{2}} + O(\tau);
\]
(34)

3. for \( p \geq 4 \), if we choose \( \beta = \frac{\tau}{\sqrt{\tau} + 1} \left( \frac{1}{\tau} \right)^{\frac{1}{2}} \), we have
\[
\|f_{a, \beta}^x - f\|_2 \leq C_3 \sqrt{\tau + 1} (E_f \delta)^{\frac{1}{2}} + O(\tau);
\]
(35)

where \( C_1, C_2, C_3 \) are positive constants that only depend on \( p, T, \) and \( \lambda_1 \).

**Proof.** Let \( f_{a, \beta} \) be the noise-free regularized solution. By the triangular inequality, we have
\[
\|f_{a, \beta}^x - f\|_2 \leq \|f_{a, \beta}^x - f_{a, \beta}\|_2 + \|f_{a, \beta} - f\|_2,
\]
(36)

where each term will be estimated separately based on the corresponding series expression.

By the separation of variables and the given side conditions, we can verify the following expressions
\[
(f_{a, \beta}, X_i) = \frac{\lambda_i}{1 - e^{-\lambda_i T} + \alpha \beta \lambda_i + \beta \lambda_i^2} ((g, X_i) - e^{-\lambda_i T} (\phi, X_i))
\]
(37)

\[
(f_{a, \beta}^x, X_i) = \frac{\lambda_i}{1 - e^{-\lambda_i T} + \alpha \beta \lambda_i + \beta \lambda_i^2} ((g_\delta, X_i) - e^{-\lambda_i T} (\phi, X_i)).
\]
(38)
Then it holds that
\[
\|f_{\alpha,\beta} - f_{\alpha,\beta}\|_2 = \left\| \sum_{i=1}^{\infty} \frac{\lambda_i}{1 - e^{-\lambda_i T} + \alpha \beta \lambda_i + \beta \lambda_i^2} (g_i - g, X_i) X_i \right\|_2 \\
\leq \sup_{t \geq 1} \left( \frac{\lambda_i}{1 - e^{-\lambda_i T} + \alpha \beta \lambda_i + \beta \lambda_i^2} \right) \|g - g\|_2 \\
\leq \sup_{t \geq 1} \left( \frac{1}{\lambda_i + \alpha \beta + \beta \lambda_i} \right) \delta \leq \frac{\delta}{2\sqrt{\gamma_1 \beta + \alpha \beta}},
\]
where \( \gamma_1 := 1 - e^{-\lambda_i T} > 0 \). When \( \alpha = \alpha_* = 1/\tau + \tau/\beta \), we have
\[
\|f_{\alpha,\beta} - f_{\alpha,\beta}\|_2 \leq \frac{\delta}{2\sqrt{\gamma_1 \beta + \beta/\tau + \tau}} \leq \frac{\tau \delta}{\beta}.
\]  
(39)

Meanwhile, based on (32) and (37), the error between the noise-free regularized solution and the exact solution satisfies
\[
\|f_{\alpha,\beta} - f\|_2 \leq \left\| \sum_{i=1}^{\infty} \left( \frac{\lambda_i}{1 - e^{-\lambda_i T} + \alpha \beta \lambda_i + \beta \lambda_i^2} \right) \left( (g, X_i) - (\phi, X_i) e^{-\lambda_i T} \right) X_i \right\|_2 \\
= \left( \sum_{i=1}^{\infty} \left( \frac{\lambda_i}{1 - e^{-\lambda_i T} + \alpha \beta \lambda_i + \beta \lambda_i^2} \right)^2 \right)^{\frac{1}{2}} \left( (g, X_i) - (\phi, X_i) e^{-\lambda_i T} \right)^2 \\
= \left( \sup_{i \geq 1} A_i \right) \left( \sum_{i=1}^{\infty} \lambda_i^2 (f, X_i)^2 \right)^{\frac{1}{2}} = \left( \sup_{i \geq 1} A_i \right) \|f\|_{H^p(\Omega)} \leq \left( \sup_{i \geq 1} A_i \right) E_f,
\]
where
\[
A_i = \frac{\alpha \beta \lambda_i + \beta \lambda_i^2}{(1 - e^{-\lambda_i T} + \alpha \beta \lambda_i + \beta \lambda_i^2) \lambda_i^2} = \frac{\alpha \beta \lambda_i^{1-p} + \beta \lambda_i^{2-p}}{1 - e^{-\lambda_i T} + \alpha \beta \lambda_i + \beta \lambda_i^2} \leq \frac{\alpha \beta \lambda_i^{1-p}}{\gamma_1 + \alpha \beta \lambda_i} + \frac{\beta \lambda_i^{2-p}}{\gamma_1 + \beta \lambda_i^2}.
\]

According to Lemma 2.7 in [44], we can obtain
\[
\frac{\alpha \beta \lambda_i^{1-p}}{\gamma_1 + \alpha \beta \lambda_i} = \begin{cases} 
C_4(\alpha \beta)^{p/2}, & 0 < p < 2, \\
C_5 \alpha \beta, & p \geq 2,
\end{cases} \quad \text{and} \quad \frac{\beta \lambda_i^{2-p}}{\gamma_1 + \beta \lambda_i^2} = \begin{cases} 
C_6 \beta^{2-p}, & 0 < p < 4, \\
C_7 \beta, & p \geq 4,
\end{cases}
\]
where \( C_i, i = 4, 5, 6, 7 \), are positive constants that only depend on \( p, T \), and \( \lambda_1 \), which leads to
\[
A_i \leq \begin{cases} 
C_4(\alpha \beta)^{p/2} + C_6 \beta^{2-p}, & 0 < p < 2, \\
C_5 \alpha \beta + C_6 \beta^{2-p}, & 2 \leq p < 4, \\
C_5 \alpha \beta + C_7 \beta, & p \geq 4.
\end{cases}
\]  
(40)

For \( \alpha = \alpha_* = 1/\tau + \tau/\beta \), combining (39), (40) and the fact \( \alpha \beta = \beta/\tau + \tau \geq 2\sqrt{\beta} \), we show the desired error estimates in the following three different cases depending on the range of \( p \):

Case (1): when \( 0 < p < 2 \), we have (due to \( (a + b)^p \leq 2^p(a^p + b^p) \) for any \( a > 0, b > 0, p > 0 \))
\[
A_i \leq C_4(\alpha \beta)^{p/2} + C_6 \beta^{2-p}(\alpha \beta)^{p/2} \leq \tilde{C}_1(\beta/\tau + \tau)\beta^{2-p} \leq \tilde{C}_2(\beta/\tau)^p + \tau^2,
\]
then it holds that
\[
\|f_{\alpha,\beta} - f\|_2 \leq \frac{\tau \delta}{\beta} + \tilde{C}_2(\beta/\tau)^p \beta E_f + O(\tau^2),
\]  
(41)

which, upon choosing \( \beta = \tau \left( \frac{\delta}{\tilde{C}_2} \right)^{\frac{1}{p}} \), such that \( \frac{\tau \delta}{\beta} = (\beta/\tau)^p \beta E_f \), gives the desired error estimate as in (33) with \( C_1 = 1 + \tilde{C}_2 \).

Here \( \tilde{C}_1, \tilde{C}_2 \) are positive constants that only depend on \( p, T \), and \( \lambda_1 \).

Case (2): when \( 2 \leq p < 4 \), we have
\[
A_i \leq C_5 \alpha \beta + C_6 \beta^{2-p}(\alpha \beta)^{p/2},
\]  
(42)
and therefore
\[
\|f_{\alpha,\beta}^\delta - f\|_2 \leq \frac{\tau \delta}{\beta} + \left( C_5(\beta/\tau + \tau) + C_6\frac{\tau^2}{\beta^2}(\beta/\tau + \tau)^{\frac{3}{2}} \right) E_f
\]
\[
\leq \frac{\tau \delta}{\beta} + \left( C_5(\beta/\tau + \tau) + C_6(\beta/\tau)^{\frac{3}{2}} + \tau^{\frac{3}{2}} \right) E_f
\]
\[
\leq \frac{\tau \delta}{\beta} + C_2 \max(\beta/\tau, (\beta/\tau)^{\frac{3}{2}}) E_f + O(\tau + \tau^{\frac{3}{2}}),
\]
where \( C_2 > 0 \) is a constant. By taking \( \beta = \tau \left( \frac{\beta}{E_f} \right)^{\frac{3}{2}} \) such that \( \frac{\tau \delta}{\beta} = (\beta/\tau)E_f \), we have
\[
\|f_{\alpha,\beta}^\delta - f\|_2 \leq (E_f \delta)^{\frac{1}{2}} + C_2 \max \left\{ \left( \frac{\delta}{E_f} \right)^{\frac{3}{2}} \left( \frac{\beta}{E_f} \right), \left( \frac{\delta}{E_f} \right)^{\frac{3}{2}} \right\} E_f + O(\tau)
\]
\[
\leq (E_f \delta)^{\frac{1}{2}} \left( 1 + C_2(E_f \delta)^{\frac{1}{2}} \max \left\{ 1, \left( \frac{\delta}{E_f} \right)^{\frac{p}{2}} \right\} \right) + O(\tau),
\]
which proves the estimate (34).

Case (3): when \( p \geq 4 \), we have
\[
\|f_{\alpha,\beta}^\delta - f\|_2 \leq \frac{\tau \delta}{\beta} + (C_5(\beta/\tau + \tau) + C_7 \beta) E_f \leq \frac{\tau \delta}{\beta} + \tilde{C}_4(1/\tau + 1)\beta E_f + O(\tau),
\]
where \( \tilde{C}_4 > 0 \) is a constant. The error estimate in (35) is achieved with \( C_3 = 1 + \tilde{C}_4 \) if we choose \( \beta = \frac{\tau}{\sqrt{1+\tau}} \left( \frac{\delta}{E_f} \right)^{\frac{1}{2}} \) such that \( \frac{\tau \delta}{\beta} = (1/\tau + 1)\beta E_f \). □

**Remark 4.1.** For \( p > 0 \), Theorem 4.1 indicates that \( \|f_{\alpha,\beta}^\delta - f\|_2 \to 0 \) as \( \delta \to 0 \), and the convergence rate depends on the regularity of \( f \) (i.e. \( p > 0 \)). In particular, for \( p \geq 4 \), the obtained convergence rate \( O(\delta^{\frac{3}{2}}) \) is slightly slower than the derived convergence rate \( O(\delta^2) \) of MQBVM [44]. This is reasonable since our PQBVM uses additional nonzero \( \alpha f(\cdot) \) term to control the condition number of \( V \).

**Remark 4.2.** For \( p = 0 \), we have \( A_1 \leq 1 \), then only the boundedness of \( \|f_{\alpha,\beta}^\delta - f\|_2 \) can be ensured.

**Remark 4.3.** In Theorem 4.1, the regularization parameter \( \beta \) (depends on \( \delta \) and \( E_f \)) was chosen based on an a priori choice rule, which is less practical since \( E_f \) is in general difficult to obtain. Alternatively, for a given \( g_\cdot \), an a posterior choice rule, i.e., Morozovs discrepancy principle (MDP) [4], can be used to choose the regularization parameter \( \beta \) (independent of \( E_f \)); see [54, Section 4.2] for related discussion. Within this framework, a nonlinear equation based on MDP usually needs to be solved for finding the a posterior regularization parameter \( \beta \), for which our proposed direct PinT solver can also be incorporated. However, this requires different analysis and implementation, which is beyond the scope of our paper.

**Remark 4.4.** The error estimates in Theorem 4.1 are obtained in \( L^2(\Omega) \) norm. In practical implementation, one has to discretize the spatial differential operator as shown in Section 2, leading to \( O(h^2) \) discretization errors in space. However, such \( O(h^2) \) discretization errors can be neglected since the magnitude of noise level \( \delta \) is usually assumed to be significantly larger than the discretization errors. To provide a rational guide on the suitable choice of \( h \) when \( \delta \) is small, let \( f_{\alpha,\beta}^\delta(x) \) be the discrete regularized solution with \( \alpha \) and \( \beta \) being chosen by Theorem 4.1. Due to the used second-order central finite difference in space and first-order backward Euler scheme in time, we formally have the error estimate \( \|f_{\alpha,\beta}^\delta - f_{\alpha,\beta}^\delta(x)\|_2 \leq C_0(h^2 + \tau) \) for some constant \( C_0 \). For simplicity, consider the third case with \( p \geq 4 \) in Theorem 4.1, we can easily obtain
\[
\|f_{\alpha,\beta}^\delta - f\|_2 \leq \|f_{\alpha,\beta}^\delta - f_{\alpha,\beta}^\delta(x)\|_2 + \|f_{\alpha,\beta}^\delta - f\|_2 \leq C_0 h^2 + C_3 \sqrt{\tau + 1} (E_f \delta)^{\frac{1}{2}} + O(\tau),
\]
which implies that \( h = O(\delta^{1/4}) \) is the most appropriate choice since it gives the coarsest mesh step size that achieves the \( O(\delta^{1/2}) \) total error. In particular, for a large \( \delta \), it is not recommended to use a too small \( h \ll \delta^{1/4} \) in practice, since the total error is dominated by the \( \delta \) term. Similar discussion applies to the time step size \( \tau \), which plays an additional role in determining the choice of \( \alpha \). This also explains the observed clear stagnation of approximation errors in numerical results (see below Tables 1–5) as the mesh is refined while fixing the noise level, and a smaller noise level gives smaller total errors for a sufficiently fine mesh.

5. Numerical examples

In this section, we present some numerical examples to illustrate the computational efficiency of our proposed PQBVM method. All simulations are implemented in serial with MATLAB on a Dell Precision 5820 Workstation with Intel(R)
time-stepping scheme to compute $g$ and then generate the noisy final condition measurement by $g_{\delta} = g \times (1 + \epsilon \times \text{rand}(-1, 1))$, where $\epsilon > 0$ controls the noise level and $\text{rand}(-1, 1)$ denotes random noise uniformly distributed within $[-1, 1]$. We then further compute the estimated noise bound $\delta := \|g_{\delta} - g\|_2$. In practice, the obtained noise bound $\delta$ may be over-estimated or under-estimated. Since $E_1$ in Theorem 4.1 is unknown, we select more practical regularization parameters $\beta = \delta^{1/2}, \beta = \delta, \beta = \tau \delta^{1/2}$ for QBVM, MQBVM ($\alpha = 0$), and our proposed PQBVM ($\alpha = \alpha_*$), respectively. After solving the discretized full linear system, we obtain the approximate source $f_0$ and then compute its discrete $L_2(\Omega)$ norm error as $e_0 = \|f_0 - f(\cdot)\|_2$. For a fixed mesh, we would expect $e_0$ to decrease as the noise level $\delta$ gets smaller, but the discretization errors also affect the overall accuracy, especially for our PQBVM ($\beta = \tau \delta^{1/2}$). The convergence rate also depends on the regularity of $f$, where a smoother $f$ shows faster convergence rate.

5.1. 1D and 2D examples with space-dependent source term

**Example 1.** Choose $\Omega = (0, \pi), T = 1, \phi(x) = 0$, and a smooth source function

$$f(x) = x(\pi - x) \sin(4x).$$

Table 1 reports the error results and CPU times with three different regularization methods, where the CPU times of both MQBVM and PQBVM with the PinT direct solver are significantly smaller than that of the QBVM based on MATLAB’s backlash sparse direct solver. With a very smooth $f$, the MQBVM in [44] indeed shows faster convergence rate than both QBVM and PQBVM. As shown in Fig. 2, the QBVM displays undesirable artificial oscillations for large noise levels, which was not visible in both MQBVM and PQBVM, mainly due to the introduced Laplacian regularization term $\Delta f$ that smooths out the reconstructed approximation.

**Example 2.** Choose $\Omega = (0, \pi), T = 1, \phi(x) = 0$, and a non-smooth source function

$$f(x) = \begin{cases} 2x, & 0 \leq x \leq \pi/2, \\ 2(\pi - x), & \pi/2 \leq x \leq \pi. \end{cases}$$

Table 2 reports the error results and CPU times with three different regularization methods, where again the CPU times of both MQBVM and PQBVM based on our PinT direct solver are much smaller than that of QBVM. Fig. 3 illustrates the reconstructed $f(x)$ with different noise levels, where the MQBVM shows only slightly better accuracy with a non-differentiable $f$. We mention that the QBVM-based regularization has a degraded approximation accuracy near the sharp non-smooth corner at $x = \pi/2$ due to the non-smoothness of $f$. In such non-smooth cases, total variation...
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With the same finite-differenced discretization, we get an alinear system of Kronecker product form.

5.2. Application to separable space and time-dependent source term

This example demonstrates the superior computational efficiency of our proposed PinT direct solver in treating more practical 2D/3D problems that are costly to solve by the sparse direct solver.

Example 4. Choose $\Omega = (0, \pi)^2$, $T = 1$, $\phi(x, y) = 0$, and a smooth source function

$$f(x, y) = x(\pi - x) \sin(2x)y(\pi - y) \cos(y).$$

Table 4 reports the error results and CPU times with three different regularizations, where the CPU times of both MQBVM and PQBVM based on our PinT direct solver are much smaller although the errors of QBVM are slightly smaller than MQBVM and PQBVM. Notice that even for a small mesh size $(m, n) = (64^2, 64)$ the CPU times are decreased from over 2 mins to about 0.4 s, i.e., about 2.1 million unknowns. Here we used “-” to indicate the computation takes an excessively long time for MATLAB’s backslash sparse direct solver. Fig. 5 illustrates the reconstructed $f(x)$ with different noise levels, where the differences between three methods are not visible. This example demonstrates the superior computational efficiency of our proposed PinT direct solver in treating more practical 2D/3D problems that are costly to solve by the sparse direct solver.

5.2. Application to separable space and time-dependent source term

Consider the following generalized model \[51\] with a given positive time-dependent source term $q(t) > 0$:

$$\begin{align*}
    u_t - \Delta u &= f(x)q(t), &\text{in } \Omega \times (0, T), \\
    u(\cdot, 0) &= 0, &\text{on } \partial \Omega \times (0, T), \\
    u(\cdot, 0) &= \phi, &\text{in } \Omega, \\
    u(\cdot, T) + \beta(af(\cdot) - \Delta f(\cdot)) &= g, &\text{in } \Omega.
\end{align*}$$

(45)

With the same finite-difference discretization, we get a linear system of Kronecker product form

$$A_h = B_q \otimes I_h - I_q \otimes \Delta_h$$

(46)
\[ \alpha = \text{where the time discretization matrix } B_q \text{ is given by (let } q_j = q(t_j)) \]

\[
B_q = \begin{bmatrix}
\alpha & 0 & 0 & \cdots & 0 & 1/\beta \\
-q_1 & 1/\tau & 0 & \cdots & 0 & 0 \\
-q_2 & -1/\tau & 1/\tau & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
n_{q_{n-1}} & 0 & \cdots & -1/\tau & 1/\tau & 0 \\
n_{q_{n}} & 0 & \cdots & 0 & -1/\tau & 1/\tau \\
\end{bmatrix} \in \mathbb{R}^{(n+1) \times (n+1)}. \tag{47}
\]

Hence, our proposed direct PinT solver can still be applied if assuming \( B_q = V_q D_q V_q^{-1} \) is diagonalizable and \( V_q \) is well-conditioned (which are not proved yet). In this case, the diagonalizability of \( B_q \) and the estimate of \( \kappa(V_q) \) are much more complicated to discuss as we did for the \( B \) with \( q(t) \equiv 1 \), which will be left as future work. The following numerical example shows numerically our proposed method indeed works very well.

**Example 5.** Choose \( \Omega = (0, \pi) \), \( T = 1 \), \( \phi(x) = 0 \), and the smooth source functions

\[
f(x) = x(\pi - x) \sin(4x), \quad g(t) = e^{-t} + \ln(t + 1) + t^2.
\]
Fig. 6. Reconstructed $f(x)$ in Example 5 with different methods and noise levels $\epsilon \in \{10^{-1}, 10^{-2}, 10^{-3}, 10^{-4}\}$ (using the mesh $h = \pi/1024$, $\tau = T/1024$, $\alpha = \delta^{1/2}$ for QBVM, $\alpha = \delta$ for MQBVM, and $\alpha = \tau \delta^{1/2}$ for PQBVM). The black solid curve is the exact solution.

Table 5 reports the error results and CPU times with three different regularization methods as before and Fig. 6 compares the reconstructed $f$, where similar conclusions can be made as in Example 1. The extra non-constant $q(t)$ term does not seem to affect the effectiveness of our proposed method, although our current analysis does not support this case yet.

Table 5
Error and CPU results for Example 5 with different mesh sizes and noise levels.

| Method    | $(m, n)$ | $\epsilon$ | Errors in $L_2$ norm | CPU (in seconds) |
|-----------|----------|-------------|-----------------------|------------------|
|           |          | $10^{-1}$   | $10^{-2}$ | $10^{-3}$ | $10^{-4}$ | $10^{-1}$ | $10^{-2}$ | $10^{-3}$ | $10^{-4}$ |
| QBVM ($\beta = \delta^{1/2}$) | (256, 256) | 1.23e+00 | 6.27e-01 | 2.60e-01 | 8.50e-02 | 0.5 | 0.5 | 0.5 | 0.5 |
|           | (512, 512) | 1.24e+00 | 6.32e-01 | 2.58e-01 | 9.03e-02 | 2.5 | 2.5 | 2.5 | 2.5 |
|           | (1024,1024) | 1.23e+00 | 6.39e-01 | 2.54e-01 | 9.13e-02 | 18.3 | 18.1 | 18.0 | 18.2 |
| MQBVM ($\beta = \delta$) | (256, 256) | 1.61e+00 | 5.29e-01 | 1.07e-01 | 1.44e-02 | 0.1 | 0.1 | 0.1 | 0.1 |
|           | (512, 512) | 1.62e+00 | 5.73e-01 | 1.02e-01 | 1.56e-02 | 0.3 | 0.3 | 0.3 | 0.3 |
|           | (1024,1024) | 1.62e+00 | 5.73e-01 | 1.03e-01 | 1.58e-02 | 1.3 | 1.3 | 1.3 | 1.3 |
| PQBVM ($\beta = \tau \delta^{1/2}$) | (256, 256) | 1.28e+00 | 6.94e-01 | 3.27e-01 | 1.61e-01 | 0.1 | 0.1 | 0.1 | 0.1 |
|           | (512, 512) | 1.25e+00 | 6.62e-01 | 2.92e-01 | 1.27e-01 | 0.3 | 0.3 | 0.3 | 0.3 |
|           | (1024,1024) | 1.25e+00 | 6.53e-01 | 2.79e-01 | 1.10e-01 | 1.3 | 1.2 | 1.4 | 1.3 |

6. Conclusions

Inverse space-dependent source problems are ill-posed and effective regularization is required for their stable numerical computation. The quasi-boundary value method and its variants are often used for regularizing such problems, which lead to large-scale ill-conditioned nonsymmetric sparse linear systems upon suitable finite difference discretization in space and time. Such nonsymmetric ill-conditioned all-at-once linear systems are costly to solve by either direct or iterative methods. In this paper we propose to modify the existing quasi-boundary value methods such that the full discretized system matrix admits a block Kronecker sum structure that can be solved by a fast diagonalization-based PinT direct solver. To control the roundoff errors of such a PinT direct solver, we carefully estimate the condition number of the eigenvector matrix of the time discretization matrix, where the free parameter $\alpha = \alpha_*$ is determined for this purpose. Convergence analysis (with a priori choice of regularization parameter $\beta$) for our proposed parameterized quasi-boundary value method (PQBVM) is given under the special choice of $\alpha = \alpha_*$. Both 1D and 2D examples show our proposed PinT methods can achieve a comparable accuracy with significantly smaller CPU times. It is interesting to generalize our idea of integrating regularization and fast solvers to other related inverse PDE problems, such as to simultaneously recover the source term and initial value [58–62].
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