Collaborative machine learning settings such as federated learning can be susceptible to adversarial interference and attacks. One class of such attacks is termed model inversion attacks, characterised by the adversary reverse-engineering the model into disclosing the training data. Previous implementations of this attack typically only rely on the shared data representations, ignoring the adversarial priors, or require that specific layers are present in the target model, reducing the potential attack surface. In this work, we propose a novel context-agnostic model inversion framework that builds on the foundations of gradient-based inversion attacks, but additionally exploits the features and the style of the data controlled by an in-the-network adversary. Our technique outperforms existing gradient-based approaches both qualitatively and quantitatively across all training settings, showing particular effectiveness against the collaborative medical imaging tasks. Finally, we demonstrate that our method achieves significant success on two downstream tasks: sensitive feature inference and facial recognition spoofing.
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1 INTRODUCTION

Machine learning (ML) models have been deployed in contexts ranging from medical image analysis [5] to stock market prediction [30]. The effective training of such models depends upon the availability of large quantities of representative training data. One paradigm that permits models to leverage larger and more diverse datasets is collaborative machine learning (CML) [39], which permits model training on geographically distributed datasets. CML includes a number of approaches ranging from direct data sharing to transfer learning on publicly available data, all of which allow institutions to share their data with other contributors and thus to train models which generalise better. However, as such data is often sensitive in nature, procuring these datasets directly can be problematic due to data protection and governance regulations, which specifically forbid collaborators from exchanging data with each other. This can be particularly problematic in
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ML contexts that rely on data that is difficult to obtain (e.g., medical image analysis). Thus, newer paradigms of CML such as federated learning (FL) [21] have been introduced and enable distributed model training without exchanging the data itself. Instead, ML models are trained locally and only the model updates are shared with the rest of the federation of data owners. This approach, however, was shown to be exploitable by adversaries [25, 28, 38, 40], particularly those that can obtain access to shared model updates, as these contain information about the data used to train the model. Such information can be reverse-engineered, allowing the adversary to recover the original data behind the captured update, thus disclosing sensitive information. The most prominent class of such attacks is termed reconstruction attacks (or model inversion attacks) [11], which can exploit intermediate model updates in forms of shared activations or gradients. The former was previously presented in He et al. [16], where authors showed that collaborative inference is vulnerable to an honest-but-curious (HbC) adversary in the form of a central server, which can invert the shared activations to obtain images on which inference was performed. In this setting, the adversary is assumed to be one of the two collaborating parties and the proposed attack is typically constrained to shallow architectures. Another attack that employs the same threat model was presented by Zhu et al. and termed deep leakage from gradients (DLG) [47]. DLG is able to obtain a shared gradient either as the central server or as an adversarial client (when the number of data owners is relatively small). Gradient-based reconstruction attacks can, in comparison to activation-based attacks, obtain images that are either identical to or indistinguishable from the ones used to train the model, rendering them a significant threat to a large number of CML implementations.

While the aforementioned attacks can be threatening to CML implementations such as FL, they are often very brittle in practice and rely on a number of assumptions about the training protocol. Typical assumptions include that the adversary is limited to smaller models, datasets of lower dimensions (e.g., smaller images) or that specific layers are present in the target model (such as BN layers). Furthermore, the adversaries in these settings are highly encouraged to perform the attack at the start of the training procedure, while the shared gradients have high magnitudes and contain more information. These attacks, in addition, both assume that the adversary is part of the training consortium and/or is the aggregation server, which in most cases implies that they have access to or prior knowledge of the training data. However, in practice, gradient-based reconstruction attacks often do not consider this in their choice of the threat model: the adversary does not rely on their own data (that in a number of cases can be similar to the data that they are trying to reconstruct). As a result, in a number of contexts, these attacks fail to produce images with high fidelity or only provide incomplete reconstructions. We contend that this is an omission, as the possession of priors with features similar to the training dataset (or, in certain cases publicly available datasets with similar data distributions) is inherent to many forms of FL, and thus their exploitation should be considered.

In this work, we explore how principled adversarial prior exploitation allows to produce more accurate reconstructions both qualitatively and quantitatively. We analyse a number of learning contexts and model architectures, investigating not only the effects of using such data, but also how the content of the adversarial dataset affects the reconstruction. This issue is significantly more complex in heterogeneous datasets such as the ones used in facial recognition tasks (e.g., FACES [8]) with large intra-class variation [7], making reconstruction a challenging task for the adversary as even if they have the data of the same class, it might not be related to the data of their victim. Alternatively, datasets that contain images where inter-class variation is much smaller (such as abdominal computed tomography (CT) scans in medical image analysis) can be significantly more vulnerable to adversaries that can utilise their own data to facilitate the reconstruction. To exploit prior information, we utilise intermediate model activations from attacker-controlled
Fig. 1. Comparison of resulting reconstructions: our method (left) results in substantially improved reconstruction fidelity compared to the baseline method (right).

Fig. 2. Overview of a facial recognition downstream task. The adversarial priors used in our method are sourced from the same distribution as the target data.

datapoints, which we integrate in form of an additional reconstruction term in gradient-based model inversion setting. Similar to prior work [13], we assume an HbC threat model, and the only additional step we introduce is matching the activations of the image that is being reconstructed to those of the same class controlled by the attacker, similarly to a style transfer loss term from [18]. This allows us to maintain the same HbC attacker setting while enhancing the reconstructions for which the adversary controls images of the same class as the victim. We show that even an approach where such activations are used as a single, untuned penalty term, outperforms gradient-only reconstruction. We further study the properties of different datasets and architectures when it comes to assessing the severity of our method in various collaborative settings.

Finally, we discover that our method not only outperforms the existing baseline both quantitatively and qualitatively, but also leads to additional information leakage through a number of adversarial downstream tasks. One such task is facial recognition, where our method is able to produce facial reconstructions that are more similar to the original training data than the existing baseline, resulting in an adversary being able to use such images in facial spoofing attacks [10, 27] with higher fidelity (exemplary result shown in Figure 1). An overview of such a downstream attack can be found in Figure 2. Additionally, we are able to disclose a number of sensitive attributes
(such as age or gender characteristics) associated with the sensitive data even in cases where the reconstructions are incomplete. We summarise our contributions as follows:

- We explore the idea of using attacker-controlled data in a HbC setting to facilitate more accurate gradient-based reconstruction attacks;
- We evaluate a number of settings and models, showing quantitatively and qualitatively that our method outperforms attacks that rely on shared gradients alone;
- We present a number of improvements to the existing model inversion algorithm that result in more accurate inverted images (exemplary results shown in Figure 3) that can be used for further privacy-infringing downstream tasks, such as facial recognition or attribute inference attacks.

2 BACKGROUND AND PRIOR WORK

Our work extends gradient-based model inversion attacks to allow the adversary to achieve better reconstruction performance. This type of attack was first described in Zhu et al. [47] and allowed the adversary to reconstruct the training images in collaborative settings from shared gradient updates. However, this implementation was limited to images of low dimensions such as MNIST or CIFAR-10 and very shallow models.

However, both the label and the image have to be generated, forcing the adversary to perform two reconstruction tasks, significantly increasing the probability of an incorrect item being reconstructed. An advanced implementation of this attack was presented by, Zhao et al. [46], namely improved deep leakage from gradients (iDLG) that exploits the properties of the cross-entropy loss function allowing the adversary to always obtain the correct ground-truth label for the captured gradient, but still being limited to simple models and datasets. This is achieved through observation of the signs of the shared gradients with respect to the target label, as this label’s corresponding gradient vector is negative, whereas every other label has a positive corresponding gradient vector. This method significantly improved the attack’s performance, but does not scale to more complex models or datasets, with the L-BFGS optimiser still not converging in such settings for the aforementioned reasons. A further improvement was presented by Geiping et al., which [13] allowed the attacker to reconstruct images with a size of $224 \times 224$ on deep models such as ResNets.

The attack produces accurate results when the victim sends a single update per image, as otherwise the attacker is forced to attempt to reconstruct a batch of images corresponding to single
Beyond Gradients: Exploiting Adversarial Priors in Model Inversion Attacks

38:5

gradient, which in most cases is an infeasible task even with this implementation. Work by Yin et al. [42] allows to partially mitigate this issue through extraction of additional information about the training data from batch normalisation (BN) layers and allows reconstruction of higher quality on batches of up to 32 images. However, this method includes the (non-trivial) assumption that BN layers are present in the target model. While typically such layers are used in centralised ML, where they improve model convergence, their application in the context of collaborative learning has been shown to be sub-optimal [22]; thus this assumption may not be universally applicable. From this brief survey, we conclude that a number of existing attack implementations with an identical HbC adversary exist, but none have so far investigated the use of priors that are available to the attacker. It is of note that concurrent work was recently published by [15], which also exploits the adversarial priors similarly to our method, but is not conditioned on the activations or the style of the adversarial priors. Additionally, there exist other variations of model inversion attacks, which exploit intermediate activations produced by the victim such as He et al. [16] where the central server is used in an inference mode and the adversary inverts the target activations to obtain the original image. This approach relies on a much stronger assumption of a compromised central server as well as on a single image being passed for inference. Another attack was also proposed by Zhang et al. [45], which relies on the adversary having access to a suitable prior and a generative model in order to reconstruct the original image from the predictions returned by the target model. Similarly to He et al. [16], the adversary is assumed to be a corrupted central server in an inference setting. While both of these attacks rely on a looser threat model, unlike the gradient-based reconstruction methods, they actually leverage adversarial priors and heavily depend upon the data that is available to the attacker.

3 METHODS

3.1 Threat Model

The general threat model of our work corresponds to the one in Geiping et al. [13] (i.e., independent, identically distributed (IID) FL setting with an adversarial client/central server that is able to capture a gradient update generated by their victim and has access to prior images from the same distribution as the victim data). We note that the adversary does not need to know the ground-truth label of the image they are attacking in advance, as it can be extracted from the gradient as described in [46].

3.2 Gradient-based Reconstruction

The overview of the original gradient-only attack is identical to prior work by Geiping et al. [13] and can be summarised as follows:

1. The adversary randomly generates an image-model update pair;
2. The adversary captures the gradient update submitted by the victim;
3. Using a suitable cost function (in our case, cosine similarity), the adversary minimises the difference between the captured and the generated updates;
4. The algorithm is repeated until the final iteration is reached.

In [13], the adversary attempts to reconstruct the image by solving the following minimisation problem:

$$\arg \min_{x' \in [0,1]^n} \left\{ 1 - \frac{\langle \nabla_{\theta} L(x, y), \nabla_{\theta} L(x', y) \rangle}{\| \nabla_{\theta} L(x, y) \|_2 \cdot \| \nabla_{\theta} L(x', y) \|_2} + \alpha \mathrm{TV}(x) \right\},$$

where $x'$ is the reconstruction target, $x$ is the ground truth, $y$ is the label, $\nabla_{\theta} L$ is the gradient with respect to the weights, $\langle \cdot \rangle$ is the inner product in $\mathbb{R}^n$, and $\| \cdot \|_2$ is the $L_2$-norm. $\alpha$ is a...
hyperparameter scaling the total variation penalty over the image, TV(x) [33]. We set \( \alpha = 10^{-6} \) in all experiments. We will refer to the aforementioned objective as the gradient loss \( l_g \).

## 3.3 Activation Matching

The overall goal of the adversary in a gradient-based model inversion attack is approximating the image (or multiple images in [42]) controlled by the victim that produces the captured gradient update. Typically, the attacker starts with a randomly initialised image, which is then optimised to minimise the distance between the captured gradient and the one produced using the generated image. However, prior works [13, 46] (as well as the concurrent work by [15]) show that not only is this a non-optimal starting point for the adversary, but this can also significantly increase the computational cost of the attack, since a number of random initialisations would fail to converge to a meaningful reconstruction. As a result, we are interested in a method that allows for a more meaningful adversarial initialisation. This can significantly restrict the adversarial search space, reducing the number of unsuccessful reconstructions by initialising the optimisation process at a point on the image manifold, which is already close to the one where the target image lies. The core idea of this work is in exploitation of additional information that is already available to the adversary. The intuition behind our technique is that activations that belong to images of the same class are similar and conditioning the reconstruction on them can thus be used to guide the attack towards a result that looks similar to the original image.

### 3.3.1 Activation Matching

To achieve the above, we propose a novel “activation matching” penalty term. This additional penalty term allows us to employ a principled approach to penalise the images that look dissimilar from other images within the same class, reducing the adversarial search space, and enhancing the quality of reconstructions. This proposed term is conceptually close to the notion of the feature (or content) loss from [12]. We define this penalty term as follows:

\[
\|A' - A\|_2^2 = \frac{1}{N} \sum_{i=1}^{j} \left( a_i(x') - a_i(x) \right)^2 ,
\]

where \( A \) are the activations that correspond to the prior controlled by the attacker, \( A' \) are the activations that correspond to the generated image, and \( a_j \) are activations at layer \( j \) for the generated image \( (x') \) and the adversarial prior \( (x) \), respectively. \( N \) is the number of elements in \( A \). In contrast to [12] we use the \( L_1 \)-norm, as we found that relying on an absolute (rather than squared) difference loss results in better reconstructions (as we observed that the outlier pixels disproportionately affect the reconstruction making the \( L_1 \) loss a preferable option). Therefore, the final activation loss term is

\[
l_a := \|A' - A\|_1 = \frac{1}{N} \sum_{i=1}^{j} \left( a_i(x') - a_i(x) \right) .
\]

We then combine the \( l_g \) and \( l_a \) into a single loss term that is then passed to the adversarial optimiser. Note that initially, no scaling is performed on either of the terms. We discuss the limitations of this approach in Section 4, here, we briefly note that while such approach still improves reconstruction across all settings, it does not result in significant improvements for those images that were not previously reconstructed using the baseline implementation. As a result, we turn our attention to investigating how these additional activation values can be best used by the adversary.

### 3.3.2 Scaling \( l_a \)

We notice that when comparing the penalty terms there is a clear imbalance with \( l_a \) being approximately \( 10 \times \) larger than the \( l_g \) for the ConvNet architecture (we use the ConvNet name to describe the architecture described in [13]) and for ResNet architectures. As
a result, we decided to experiment with various scaling factors in order to investigate the relationship between these two terms when it comes to assessing the reconstruction quality. Initially, we perform an analysis of the relative magnitudes of the individual terms in order to determine the suitable scaling factors. We report the results for ResNet-9 on the ImageNet and Paediatric Pneumonia Prediction datasets (PPPD) (from [19]) in Figures 4 and 5. We chose these datasets for exemplary purposes (representing multi- and single-channeled data), and similar results were obtained on other datasets.

As evident from the magnitudes of the activation term weighted against the gradient penalty term, scaling is required to prevent one of the terms overpowering the contributions of the other. Thus, we selected a number of scaling factors $s_a$ and $s_g$ for both penalty terms where $s_a \in [0.1, 0.5, 1.0]$ and $s_g \in [1.0, 5.0, 10.0]$. We report results from these experiments in Section 4. In general, we find that our method is relatively insensitive to the choice of hyperparameters, allowing the adversary to benefit from a higher reconstruction quality across most scaling constants. We do, however, perform a larger study exploring the importance of individual coefficients in the Supplementary materials 7.1.

3.4 Style Reconstruction Penalty Term

Additionally, when considering the problem of image reconstruction, we hypothesise that in certain contexts (such as a number of medical image analysis settings [4, 9, 31, 41]) images of the same class only display a small amount of variation across different samples (i.e., minimal
intra-class variation). Thus, if an adversary possesses data that has a number of features very similar to the training sample, they would be able to extract it with higher fidelity as they have a strong prior. We perform this experiment similarly to the previous ones by creating a separate penalty term for the style loss that corresponds to style loss in a transfer learning setting \[18\].

We first define the Gram matrix \( G^a_j(x) \) as a \( C_j \times C_j \) matrix whose elements are given by

\[
G^a_j(x)_{c,c'} = \frac{1}{C_j \times H_j \times W_j} \sum_{h=1}^{H_j} \sum_{w=1}^{W_j} a(x)_{h,w,c} a(x)_{h,w,c'},
\]

where \( a_j(x) \) are the activations of image \( x \) at layer \( j \), which is a feature map of shape \( C_j \times H_j \times W_j \). The style loss term \( l_s \) is then the squared Frobenius norm of the difference between the generated image and the adversarial image that produced the activations

\[
l_s := \| G^a_j(x') - G^a_j(x) \|_F^2,
\]

where \( x \) is the adversarial prior and \( x' \) is the generated image.

### 3.4.1 Scaling the Combined Terms.

Similarly to activation penalty term, we observe that style reconstruction loss is significantly lower than the gradient reconstruction loss (as seen in Figures 6 and 7) and we therefore perform scaling on this value in a similar manner. We note that on average (for CIFAR-10, ImageNet, FACES, and BraTS) the gradient reconstruction term \( l_g \) is \( 10^5 \times \) larger than the style reconstruction term \( l_s \) (for ConvNet- and ResNet models) and \( 10^6 \) for VGG models. The
The gradient reconstruction term $l_g$ is also 10× smaller than the activation loss term (with an exception of the ConvNet architecture, where it is $10^2$× smaller than the activation term). Thus, we select scaling factors $s_g$ for the style reconstruction term in a range of [1.0, 10.0, 10000.0] and record our results for these values. One notable standalone architecture is ResNet-34, for which no scaling is performed on the style penalty term and the activation penalty term is downscaled by a factor of $10^2$ (irrespective of the main experimental setup). This is due to the fact that the magnitudes of the additional terms are significantly larger than the one of the gradient reconstruction term. We report the reconstruction results with various scaling coefficients in Tables 15–17. We provide a more detailed discussion as well as the experimental details on the importance of the individual scaling factors in the Supplementary material (Tables 5–8).

### 3.4.2 Final Reconstruction Term

The final (configurable) reconstruction loss term ($L_r$) given an adversarial prior $x$ and the generated (or initialised) image $x'$ is given by:

$$L_r = s_g \cdot l_g + s_a \cdot l_a + s_s \cdot l_s,$$

(5)

with $l_g$, $l_a$, and $l_s$ defined as above and $s_g$, $s_a$, and $s_s$ representing the corresponding scaling parameters. With this loss term instead of the original gradient-based loss in [13], we proceed to execute the reconstruction for $n$ iterations, where $n$ depends on the dataset but is generally in a range $[2000, 16000]$ iterations.

The overall quality of the reconstructed image is measured in line with prior work in terms of mean square error (MSE), peak signal-to-noise (PSNR), and structural similarity metric (SSIM) between the target image and the generated image. We present our quantitative results in the Supplementary material (Tables 18–27).

### 4 EXPERIMENTS

Here, we compare our method against the baseline gradient model inversion implementation by Geiping et al. [13]. Alternative implementations of the model inversion attack exist such as the original DLG and iDLG methods, but these were superseded by [13]. We also note that while we do not directly compare our method to [15, 42] (as these are not model-agnostic and rely on the presence of BN layers, which is a more constrained assumption than our work), we, nonetheless, perform additional evaluation of the effects associated with various normalisation layers (and additional penalty terms) in Section 4.5.

#### 4.1 Experimental Setting

Our experimental setting was as follows: model architecture and datasets are selected in advance and shared in an IID manner across all participants. The batch size was set to 1 unless otherwise specified. The optimiser used by both the federation and the adversary was AdamW [23], the learning rate for the federation and the adversary was set to 0.1. Each adversarial class has between 3 and 10 images (the number is determined randomly). The best reconstructions for our method were selected based on the lowest combined loss value for a given adversarial prior.

All experiments were performed on a system running Linux 20.04 with 8 CPU cores at 2.4 GHz, 32 GB of RAM and an NVIDIA Quadro RTX 5,000 GPU.

We randomly selected a set of input images from the dataset not used for training (in batches of 32) and allocated these as the adversarial prior. Based on the number of classes in the target dataset, the adversary had between 3 and 12 priors per each individual captured gradient. We ran our experiments for each image in a batch and report the average results as well as the average difference with reconstructions made that rely solely on the gradients.
Fig. 8. Comparison of resulting reconstructions on ImageNet (ResNet-18): Ours (left) and baseline (right). Note that the baseline reconstruction is hallucinating 3 dogs instead of 2 present in the original image.

4.2 Datasets Descriptions

In this work, we performed an attack on 2 datasets identical to the ones deployed in [13, 42, 46], namely ImageNet (224 × 224 images) and CIFAR-10 (32 × 32 images). We additionally attack 3 more learning settings, namely: (A) the PPPD dataset (images resized to 224 × 224, 3 classes of normal/viral/bacterial), (B) the Brain Tumor Segmentation 2020 (BraTS) dataset [26] (images resized to 64 × 64 and the task changed to a binary classification of tumor/no tumor), and (C) the FACES [8] dataset (images resized to 64 × 64, 6 classes representing different emotions). For each of the “non-standard” tasks, we assign adversarial priors randomly: thus, an adversary can have a T₁ or a T₂ image for BraTS, for instance, as well as both a male and a female sample for FACES reconstruction. For smaller datasets (namely CIFAR-10, FACES and BraTS) the reconstruction was run for 2000 iterations and for larger datasets (namely ImageNet and PPPD) the number of iterations was 16000.

4.3 Targeting Different Architectures

We perform a wider study to investigate how our method performs on a larger variety of network architectures. We specifically consider architectures such as VGG11, VGG13, VGG16, ResNet-9, ResNet-18, and ResNet-34. We present results for CIFAR-10 in Table 18, for ImageNet in Table 19, PPPD in Table 20, BraTS in Table 21, and FACES in Table 22. From these results, we can deduce that our method outperforms the baseline in all settings, being particularly noticeable for popular ResNet-based architectures regardless of the learning task or the dataset, as shown in Figures 8, 3, 10, and 9. In general, VGG-based architectures perform well in terms of relative quantitative difference with the baseline attack. However, for a large number of samples, neither the baseline nor our reconstructions represented meaningful inversions. We attribute this to the fact that the attack is hyper-sensitive to differences in initialisations for larger models. Attacks executed with a smaller number of iterations (2000 or less in comparison to 16000 normally), but a larger number of restarts (8 instead of 1) are significantly more likely to produce images that are better qualitatively as well as quantitatively. This principle is true for any architecture and dataset combination, but for VGG-based architectures a smaller number of restarts essentially rendered most reconstructions incorrect. This result is in line with prior work by [48] on segmentation models with VGG backbones.

4.4 Attacking at Different Stages of Training

As discussed in [13], gradient norms get significantly smaller, and thus, the gradients themselves are less descriptive towards the end of the training procedure. As a result, reconstructions are often
unsuccessful for models that have previously been trained. We, therefore, investigate the effects our method has in these environments in order to determine if we are able to reconstruct images that were previously non-reconstructable by the adversary. Here, we attack models trained on CIFAR-10 and PPPD datasets and compare the results to their untrained counterparts. We report the results in Table 4 and exemplary reconstructions in Figure 11. In general, we see a trend similar to the results in [13], showing that trained models are less susceptible to gradient-based attacks. However, since we are able to leverage additional reconstruction terms that are independent from the gradient norm, we are able to produce reconstructions of higher quality even in uninformative settings. In general, the number of successfully reconstructed images is greatly reduced for the trained target models, resulting in a number of noisy images that do not resemble the original training data.

4.5 Additional Normalisation and Regularisation Terms
Similarly to [15, 42], we investigate how the reconstruction results can be improved by using additional penalty terms, which exploit additional information encoded in the model, e.g., the BN statistics. In this setting, we run the attack on the ResNet-18 architecture using the CIFAR-10 dataset. The attack is run 3 times comparing different additional reconstruction terms. Concretely,
we perform evaluation of the attack while employing the proposed “fidelity” term, which exploits the statistics used in BN layers. We omit the TV-based consistency term, since we already deploy it in our reconstruction term. This loss term can then be defined as

$$L_f = s_l \cdot l_l + s_b \cdot l_b.$$  

(6)

Here $l_l$ is defined as the $l_2$ norm penalty of the reconstructed image \([15, 42]\) and $l_b$ is defined as

$$l_b = \sum_l \|\mu_l(x) - \text{BN(mean)}\|_2 + \sum_l \|\sigma_l(x) - \text{BN(variance)}\|_2,$$  

(7)

where $\mu_l$ and $\sigma_l$ are the batch-wise mean and variance estimates of the feature maps at the $l^{th}$ convolutional layer. We use coefficients $s_l$ and $s_b$ to denote the scaling factors of the additional two terms. We set $s_l$ as $10^{-6}$ in line with \([42]\).

The final reconstruction term is then

$$L_r = s_g \cdot l_g + s_a \cdot l_a + s_s \cdot l_s + s_i \cdot l_i + s_b \cdot l_b$$  

(8)

We note, however, that since our method relies on a single prior for a single reconstruction principle, we expect that we cannot benefit from the batch statistics to the same extent as the aforementioned works can. As a result, we additionally experiment with the models that employ layer and group normalisation layers instead. It is of note that the authors of \([42]\) additionally rely on the “group consistency” term, which allows a joint simultaneous exploration of the adversarial search space from a number of random seeds. However, since our method essentially relies on constricting the adversarial search space instead, we do not use this term in our experiments.

Additionally, we have briefly explored the idea of adding random Gaussian noise to the reconstruction term (similarly to \([42]\)), but this has not yielded any additional benefits for the adversary. From these experiments, we determine that it is indeed possible to use additional penalty and regularisation terms to facilitate the reconstruction (some of which rely on the information from specific layers of the neural network). We note from the results in Table 1 (particularly when compared to Table 2, where $s_i = 0.0$), that the additional information contained in the normalisation layers on its own did not result in any substantial reconstruction improvements for our method, regardless of the type of normalisation. However, we also observe that the exploitation of additional regularisation in the fidelity term has resulted in improvements across all settings (particularly for the baseline approach). We hypothesise that our inability to benefit from normalisation layers occurs...
Table 1. Evaluation of the Additional Penalty Terms ($s_B = 1.0$, $s_L = 10^{-6}$)

| Method | Normalisation | PSNR (mean) | SSIM (mean) | MSE (mean) | PSNR (std) | SSIM (std) | MSE (std) |
|--------|---------------|-------------|-------------|------------|------------|------------|-----------|
| Ours   | None          | 27.5954     | 0.8813      | 0.0383     | 3.5663     | 0.0875     | 0.0319    |
| Baseline | None          | 26.5071     | 0.8611      | 0.0510     | 3.6058     | 0.0993     | 0.0458    |
| Ours   | Batch         | 27.3865     | 0.8784      | 0.0403     | 3.6818     | 0.0902     | 0.0306    |
| Baseline | Batch          | 26.7608     | 0.8664      | 0.0466     | 3.6194     | 0.0997     | 0.0380    |
| Ours   | Group         | 27.5620     | 0.8773      | 0.0410     | 3.9470     | 0.0861     | 0.0347    |
| Baseline | Group         | 26.8636     | 0.8708      | 0.0499     | 3.8760     | 0.0948     | 0.0543    |
| Ours   | Layer         | 27.4230     | 0.8735      | 0.0422     | 3.8641     | 0.1019     | 0.0373    |
| Baseline | Layer        | 26.8959     | 0.8728      | 0.0455     | 3.6726     | 0.0919     | 0.0359    |

32 images, CIFAR-10, ResNet-18.

Table 2. Evaluation of the Additional Penalty Terms ($s_B = 1.0$, $s_L = 0.0$)

| Method | Normalisation | PSNR (mean) | SSIM (mean) | MSE (mean) | PSNR (std) | SSIM (std) | MSE (std) |
|--------|---------------|-------------|-------------|------------|------------|------------|-----------|
| Ours   | None          | 27.0040     | 0.8762      | 0.0425     | 3.5455     | 0.0817     | 0.0292    |
| Baseline | None          | 25.6370     | 0.8518      | 0.0651     | 3.9255     | 0.1032     | 0.0622    |
| Ours   | Batch         | 26.5268     | 0.8690      | 0.0481     | 3.5760     | 0.0895     | 0.0355    |
| Baseline | Batch          | 25.8375     | 0.8529      | 0.0615     | 3.8743     | 0.1053     | 0.0596    |
| Ours   | Group         | 26.8030     | 0.8717      | 0.0444     | 3.3938     | 0.0858     | 0.0336    |
| Baseline | Group         | 25.8498     | 0.8604      | 0.0572     | 3.5902     | 0.0807     | 0.0451    |
| Ours   | Layer         | 27.0041     | 0.8763      | 0.0425     | 3.5456     | 0.0818     | 0.0292    |
| Baseline | Layer        | 25.6399     | 0.8518      | 0.0651     | 3.9255     | 0.1032     | 0.0622    |

32 images, CIFAR-10, ResNet-18.

due to the aforementioned problem of our method being most suitable for the individual image reconstruction, which makes BN layers uninformative in this context. However, exploration of how individual layers (or activations, similar to [13, 37]) carry additional information, which can be exploited by the adversary is a very promising avenue of future work. Finally, there is also room for exploration of the interplay between the individual penalty and regularisation coefficients and the results of the reconstruction. We briefly discuss this in Section 7.1.

4.6 Effects of DP-SGD on the Reconstruction

Similarly to prior work in the area, we are interested in the behaviour of our attack in contexts which are privacy-sensitive and employ formal methods of privacy protection. One of the most commonly used methods for private collaborative training is local differentially private training. This is often achieved through the use of differentially private stochastic gradient descent (DP-SGD) [1], where each individual model update is appropriately noised before being shared with the central server. In our case, the victim adds noise directly to their (captured) gradient in order to reduce the amount of information it reveals about their data and thus prevent the reconstruction from taking place. As seen in Table 3, DP-SGD can be very effective against gradient-based reconstruction attacks regardless of the reconstruction cost function across different privacy hyperparameters. It is of note, that even for a very modest privacy budget (clipping norm of 3.0 and noise multiplies of 0.05), both the baseline and our method can be mitigated with an average PSNR being below 10.0. While our results can be marginally better than the baseline reconstructions, we note that both methods can be effectively mitigated using methods that modify the gradient information. However, these results are not entirely unexpected, which was previously shown in a number of prior works, which have previously defined both the empirical [13, 48] and the theoretical baselines [2, 35] for effective model inversion mitigation using differentially private learning. Similarly to the results of [2], we demonstrate that it is possible to defend against such attacks even with very minimal noise addition.
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4.7 Downstream Tasks based on the Reconstructions

While objective metrics of similarity between the original and the reconstructed image can be used effectively to assess the overall quality of reconstruction, it is sometimes the case that features of the image that are crucial for the main learning task do not have a significant contribution to the MSE between the two images. Therefore, in order to evaluate the effectiveness of certain tasks, we employed a number of downstream methods to assess the quality of our reconstructions for FACES datasets using alternative methods.

The first such task is an attribute inference attack, where we determine the approximate age and the attributes typically considered associated with the male or female gender of the victim through observation of the priors that were selected during the reconstruction. This essentially allows us to obtain sensitive characteristics of the victim regardless of the results of the reconstruction. The second downstream task is the clustering of similar facial images based on [34]. For the purposes of this work, we explore the idea of utilisation of inverted images to spoof the results of the clustering task: we insert a batch of images reconstructed by our method as well as the baseline method into a pool of data that contains facial images of the victim and perform clustering on this dataset. We then compare the $L_2$ distance between the embeddings produced from the images generated through our method and the baseline method. This distance can take values between 0 (identical images) and 4.0 (opposites of the spectrum), where the threshold of similarity lies between 1.0 and 1.1 (after which, in most cases, the images can be considered dissimilar [34]). This allows us to use a comparison that relies on additional features rather than on the image similarity between the reconstruction and the original image, showing that our method is capable of producing data that is not just more accurate at reconstructions, but also produces images that can be utilised for additional adversarial tasks, such as facial spoofing [27] (i.e., tricking facial recognition systems).

To further exemplify the advantages of our method when utilising the reconstructed images for the downstream tasks, we additionally include two further downstream tasks in the Supplementary material 7.2, which are run on the data obtained using the two reconstruction approaches. Concretely, we run image classification tasks using the ResNet-18 architecture (pre-trained on the respective datasets) on the reconstructions from the CIFAR-10 and ImageNet datasets (generated from the ResNet-18 model) and report the classification results in Table 9.

4.7.1 Attribute Inference from Priors. Out of 32 randomly selected images (repeated across 5 independent attack runs) for the ResNet-18 architecture, we are able to infer the approximate age in 22/32 images. We are also able to infer the attributes typically considered associated with the male or female gender of the victim in 12/32 cases. As we discuss below, while these results are very context specific, we nonetheless believe, that these findings show the additional threat associated with our model inversion method, allowing the adversary to infer the sensitive attributes of the training data regardless of the quality of the reconstruction itself. Additionally, we would like to point out that since most of the reconstructions were obtained from models that were untrained,
certain features would not have the same impact on the activations as the others. As a result, we see a number of correctly predicted, but less privacy infringing characteristics (such as hair colour) impacting other inference results (such as gender associated characteristics).

4.7.2 Facial Recognition Clustering. Finally, we perform facial clustering on the data generated by the two approaches as well as the original images in order to calculate the closeness between the reconstructions and the original data. For this we rely on the methodology from [34], where we firstly identify if the images constitute valid faces (as reconstructions are selected at random and can significantly differ in quality), then produce a corresponding embedding and perform clustering on these accordingly. A detailed description of the procedure can be found in the original work by [34]. We provide an overview diagram of the attack in Figure 2. We report our results in Figures 12 and 13. It is of note that out of 32 images only 28 constituted valid faces (for both methods). As evident from these results, our method produces a significantly larger number of imagesthat are similar to the original images (19/28 reconstructions). Furthermore, the $L_2$ distance between the original image embeddings and the ones generated by our method were, on average, 7.42% lower when compared to the baseline images.

5 DISCUSSION

In this work, we propose a novel formulation of a gradient-based model inversion attack, where an adversary that is part of the training consortium uses their own data to guide the inversion process through matching the activations and the style of the victim’s data. We see that this procedure allows the attacker to obtain reconstructions that are quantitatively and qualitatively superior to the baseline data-agnostic approach in all settings. During our experiments, we have discovered a number of independent novel insights in the context of this attack.

5.1 Not All Models are Affected Equally

As we see from Section 4, even within the same dataset, the results of the reconstruction are significantly affected by the selection of the shared model. There is a particularly noticeable divide between VGG-based architectures when compared to others: in general VGG models tend to produce much worse reconstructions and take significantly longer to produce any result that resembles the training data as seen in Figure 14. In our experimental setting, we hypothesise this comparative result arises due to 2 factors. First, (small) ConvNet models (and in fact models that are more shallow than ConvNet, such as LeNet5 or an adaptation of LeNet5 by [47] used in prior...
literature) are trivially invertible, as the number of parameters corresponding to a single image is much smaller (2,904,970 parameters) when compared to deeper models, resulting in fast adversarial convergence. Therefore, when compared to such architectures, VGG (the smallest of which has 128,807,306 parameters) nets perform worse due to their larger number of parameters and, thus, higher computational burden placed on the adversary. Second, while larger ResNet architectures are also significantly more complex (in terms of the width, depth, and the overall number of trainable parameters) than their ConvNet counterparts, we hypothesise that these do not suffer from the same issues as the larger VGG-nets due to the better signal flow through the residual components, resulting in more “useful” information available to the adversary. In addition, ResNet architectures have previously obtained the state-of-the-art performance in differentially private classification tasks [20, 32], further supporting this hypothesis. Therefore, in general, the larger the model, the less likely the reconstruction to be successful, but certain architectural components, such as residual layers, have a potential to alleviate this issue to an extent.

5.2 Metrics are Not Everything
While in the majority of cases, the reconstructions with higher PSNR and SSIM can be considered accurate in representing the target image, there are certain cases, for which this conclusion does not hold. This is of particular importance in datasets that put emphasis on smaller, but more
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5.3 Influence of the Additional Loss Terms

When discussing Figures 5 and 7, for instance, we can visually see that both additional loss terms experience a degree of fluctuation, where they are not minimised to the same level as the gradient difference loss term. This is because despite the fact that the adversarial image and the target image share a number of characteristics (by being part of the same class), there are some variations, thus, these two terms are expected to converge to a specific point, which is not required (and not even expected) to be a minima. Otherwise, we would expect the resulting reconstruction to resemble the adversarial image, rather than the target, as while these terms are scaled to the same magnitude, the style, and the activation terms could dominate the reconstruction and dissolve the contribution of the gradient term. Therefore, the behaviour we identify above for these terms is explainable. However, one potential adaptation that remains unexplored is the effect of scaling decay. In this work, the scaling factors are pre-determined before the start of the training process and remain constant throughout. We hypothesise that their relative importance for the quality of the reconstruction might fluctuate, thus, making the exploration of individual term scaling decay an interesting investigation, potentially further enhancing the generated images further. We provide additional experimental results which can be used to better understand the influences of these scaling factors in Supplementary material 7.1.

5.4 Data Complexity Matters

In this study, we discuss two types of datasets: those with low and with high intra-class variations, where the former is represented in single-channel medical datasets and the latter in multi-channel datasets. We expect that the former dataset selection actually results in better reconstructions across the board, as the adversarial prior can often be similar to the target image both in features and style (due to the nature of medical data, as well as dependence on a single channel) when compared to their multi-channel counterparts. While this conclusion is typically true qualitatively, this is not always the case quantitatively as seen from the comparison of certain extreme values in Tables 23 and 24. This happens for a number of factors, such as the complexity of the task itself (as PPPD and BraTS are not only non-standard from a learning perspective in this study, but are also larger than CIFAR-10), larger penalty associated with the difference between two individual pixels and so on. Therefore, while we can visually (and contextually) support the assumption that settings with lower intra-class variation are much more vulnerable to this variation of model inversion attack, the relative difference between the generated and the original images in such setting can be a lot less significant when compared to datasets such as ImageNet or CIFAR-10.

5.5 Every Stage of Training is Vulnerable

One major limitation of the baseline approach is its dependence on the “descriptiveness” of the gradients, i.e., reconstructions can lack in quality towards the end of the training procedure, as the norms of the associated gradients are much smaller. As a result, for larger datasets, such as ImageNet, the attack can fail much more often towards the end of the training procedure. However, as we show in Section 4, it is still possible to attack the learning settings, where the model is already
Table 4. Attacks on Previously Trained Models (32 Images, ResNet-9, $s_a = 1.0, s_g = 10.0, s_s = 10000.0$)

| Model Type          | CIFAR-10 (87.8% Acc.) | PPPD (77.3% Acc.) |
|---------------------|------------------------|-------------------|
| Ours (mean PSNR)    | 12.5                   | 16.7              |
| Baseline (mean PSNR)| 11.2                   | 15.7              |

trained. While it is possible under certain circumstances to successfully reconstruct images in such settings with a baseline method (as reported by [13]), we note that our method allows to target models that are not accessible to the baseline approach. We attribute this to the fact that we do not rely on the gradient difference alone, allowing the adversary to utilise 3 reconstruction loss items, allowing attacks even in settings with limited gradient data available.

5.6 On the Selection of Suitable Priors

During our experiments, we assigned the adversarial datasets in a random fashion (only making sure that the victim’s data does not overlap with the adversarial data), thus limiting the advantage that they can have should the priors be selected with a specific criteria in mind. While in contexts such as pneumonia prediction, where images of the same class tend to be very similar to each other, other tasks such as ImageNet classification can feature images within the same class that do not share many features with each other. This is particularly important for the BraTS learning task, as in our example, all modalities were available to the adversary and the best one was selected based on the lowest reconstruction loss value. However, we discovered that regardless of the results of the reconstruction (i.e., even in cases where the attack was unsuccessful for larger models), the correct adversarial prior always corresponded to the correct modality used by the victim. As a result, even if such attack never returns a complete reconstruction, the adversary essentially performs an attribute inference attack instead [14], where they can infer a sensitive attribute of the data record instead of reconstructing it in full. The impact on clients’ privacy becomes significantly more profound for the FACES dataset, since each class corresponds to an emotion, they all feature a participants of different genders and ages. We discovered that the adversary is able to infer both the age and the gender characteristics of victim’s image irrespective of the results of the reconstruction, thus inferring attributes that could be sensitive otherwise. This task can be significantly more challenging in biased non-IID settings, where the adversary only has limited access to images of the same class or such images share very little with the target data (which could be the case for certain facial recognition tasks). While an in-depth investigation of “what makes a good prior good?” remains an open challenge, we still note that our method not only performs better than the baseline in most cases, but also results in an unintended disclosure of auxiliary attributes that belong to the victim even when the main attack fails and no meaningful reconstruction is returned. We consider an in-depth exploration of this property in different datasets with various architectures a promising area of future work.

5.7 Generalisation of the Adversarial Prior

In this work, we rely on a fundamental assumption: that the adversary possesses a prior which is relevant to the main learning task in order to reduce the variance (and hence reduce the adversarial search space). Since the activation (as well as the style) term is tied to an individual prior image, our proposed method would inevitably propagate the bias contained in the adversarial prior into the final reconstruction. As a result, our method’s performance can vary significantly based on the kind of data that the adversary possesses, making this attack very dataset-specific. Nonetheless, we show that our method leads to better reconstruction performance both qualitatively and
quantitatively when compared to an image generated from a random adversarial initialisation. This also implies that the downstream tasks, which employ the same data as is used during the main learning task (potentially using the adversarial data as well) can incorporate the bias associated with these adversarial (as well as the target) images. In this work, we used the pre-trained models for the downstream tasks which we explore, which means that for datasets such as ImageNet and CIFAR-10, both the adversarial and the target data were used during training, propagating bias into the results of the downstream tasks. We regard an in-depth investigation of these effects as a promising future work direction.

5.8 Suitable Losses and Regularisers

In this work, we deployed two additional reconstruction penalty components, namely the activation term and the style term (based on the proposed style loss from [18]). Here, we briefly discuss the loss function candidates as well as any additional regularisation terms, which have the potential to enhance the results of the reconstruction.

One of the most straightforward losses we could employ is the MAE or the MSE between the target image and the resulting reconstruction in order to guide the image generation process [6, 17]. However, this approach is unlikely to succeed in practice, since it requires the adversary to have a number of ground-truth target images to compare their reconstructions against. One can argue that the adversary can use their previously recovered reconstructions for this purpose, but this could propagate the bias associated with the images (or parts of images) reconstructed incorrectly. Additionally, while the adversarial priors provide the attacker with a starting point for the reconstruction, it is unlikely that this image can be used to guide the reconstruction using this loss, as the target image is likely to be significantly different to the prior (particularly for datasets with high intra-class variation such as ImageNet or FACES).

We, in contrast, are interested in approaches which could benefit from data that is semantically close but has different high-level features. A number of works in the domain of style (and texture) transfer employ loss functions similar to the ones used in this work, namely the feature loss [24] and the style/texture loss [12]. The former is often described as the "content loss": it compares the feature activations at corresponding spatial locations, preserving the spatial information. The latter, in contrast, is agnostic to spatial information. A number of works in the domains of image generation [18] and style transfer [12, 36] employ such loss functions to capture the information required for generation of high-quality natural-looking images. As these permit us to utilise features which are relevant to the reconstruction without the need to obtain the ground-truth value, any similar loss function can –in theory– be used for this task.

In addition to using an appropriate loss function, it is possible to improve the results of the reconstruction by further restricting the adversarial search space through the introduction of regularisers during the reconstruction procedure. In this work, we rely on TV for these purposes, but there exist alternatives, which could, theoretically, aid the reconstruction. One straightforward approach involves the use of an $L_2$-decay, which prevents the generated pixels from taking extreme values that do not typically occur in natural images. Another approach (namely [43]) relies on using the $\alpha$-norm of the image, encouraging the reconstruction to stay within a pre-specified target region instead of diverging, thus further limiting the adversarial reconstruction space. Similarly to TV, same authors [43] proposed using Gaussian blur in order to penalise images with high frequency information (i.e., high activations), which are unrealistic and difficult to interpret [29]. Finally, [43] also propose clipping the pixels with small norms and activations, both of which discourage the contributions of pixels, which do not contribute to the main area of interest of the image (e.g., the background). In general, most of these approaches aim to remove the extreme values from the generated images, making the result look similar to naturally-occurring images. However, given a
large number of such regularisers, it is often very difficult to find the optimum trade-off between the values of the loss and the regulariser (or multiple regularisation terms), particularly without having access to the statistics of the training dataset [24].

Overall, while certain adversarial contexts can benefit from other formulation of penalty terms and the use of additional regularisation terms it is often very difficult to identify the optimal trade-off between these, particularly without having access to the training dataset (in certain cases the entire training dataset). As a result, we note that investigation of other suitable reconstruction terms is an important research area, which may open new exploitation opportunities for the adversary and is hence an interesting avenue for future work in the area.

5.9 Future Work

While this variation of the model inversion attack achieves promising results, there exist a number of further adaptations that are currently outside of scope of this study, but are otherwise potentially beneficial for the adversary. The main problem we are facing when using additional penalty terms is the issue of scaling: while in this work, we already present quantitative and qualitative improvements over the baseline attack, we do not investigate the effects of various loss terms relative to each other. One promising approach that could help us to move away from arbitrary scaling to a more guided approach is multiple gradient descent algorithm (MGDA) used in adversarial backdoor synthesis. The ability to optimise for various learning tasks at once (i.e., to penalise the model separately for each individual loss term) would very likely lead to a significant improvement over our existing method. Furthermore, we note that certain layers in the model contribute to activations unequally (as discussed in [44]: earlier layers can have a significantly more profound impact on the quality of the transferred, or in our case reconstructed, image. In general, we believe that our method can benefit significantly from a more in-depth investigation into the domain of transfer learning in order to determine how to most effectively utilise the additional penalty terms and how to most efficiently perform the post-processing of the adversarial output to match the input image. Our method is explicitly tailored to collaborative classification problems, but we note that model inversion has previously been extended into other domains, such as medical image segmentation [48]. We believe that as the results of the prior work in the field are not yet consistent across all architectures and datasets (reconstructions often look distorted and incomplete) as well as the fact that our method performs well in homogeneous data distributions that can be associated with such studies, could make our method significantly improve the adversarial performance for such tasks. We leave an investigation of the domains beyond image classification (such as image segmentation) as future work.

5.10 Limitations

We, however, outline one limitation of the proposed method that relates to the availability of a suitable prior. In particular, while the threat model remains identical to prior literature, we make an assumption that an adversary is placed in an IID setting, allowing them to control a small proportion of data that belongs to the same class as the victim’s. Alternatively, we show that for certain datasets whose features do not experience a large inter-class variation, it is sufficient to only possess data that comes from the same distribution (e.g., pneumonia prediction task). As a result, when neither of these conditions are met, the attacker falls back to the original method and does not gain any benefit from this approach. For instance, we found that even in a non-IID setting, utilisation of the style penalty term can reduce the accuracy of the reconstruction quantitatively without having a consistent impact on the quality of the reconstruction.

Additionally, as our proposed method is an extension of a gradient-based inversion attack, it is susceptible to most of the limitations of this class of attacks, namely sensitivity to variations of
the “effective” batch size as well as to perturbations of the gradient. By “effective” batch size, we mean that any method that is capable of increasing the number of images encoded in a gradient (whether an individual gradient at each participant node or an aggregated gradient at a central server) can impair our ability to reconstruct images with high fidelity. As a result, strategies such as secure update aggregation [3] or model adaptations [37] would likely mitigate our attack. When discussing the effects of gradient perturbations, we note that differentially private model training, as demonstrated in 4.6, has proven to be highly successful in preventing model inversion attacks even for contexts where only little DP-noise is added [2, 35]. Therefore, we outline the design of gradient-attacks that are resistant to these defences as a very interesting avenue for future work. Finally, it is of note that while our method is capable of creating more accurate reconstructions, this ability comes at a much higher computational cost than some of the baselines attacks. In order to determine the optimal prior for a reconstructed image, one must perform multiple reconstructions (in our experiments 32 times, identical to the number of images in a batch) and compare them, which can result in much larger attack time (up to 8 hours to identify the best prior for a ResNet-18 ImageNet image).

6 CONCLUSION

In this work, we propose a novel model inversion attack against CML, which shares the threat model with previously discussed gradient-based attacks, but offers more accurate reconstruction results. We achieve this by leveraging the data available to the adversary obtaining the activations associated with the data class that is shared with the other participants. We empirically demonstrate that even the un-tuned implementation of this algorithm yields better reconstruction results and has a significant potential for future application to various domains including transfer learning, and multi-objective optimisation. Additionally, we demonstrate the adverse effects our attack may have in real world contexts when applied to collaborative medical image segmentation or emotion prediction, where the datasets contain particularly sensitive information. We hope that our work can be used by both the privacy research community as well as the general ML community in order to better understand the adversarial perspective when designing collaborative systems and to facilitate the development of privacy-preserving ML systems.

7 SUPPLEMENTARY MATERIAL

7.0.1 Activation Matching. Here, we present the results of the attack when we use both the gradient loss term and the activation loss term in the generation procedure. We notice that even reliance on a simple approach that involves using the difference in activations as an unscaled and unnormalised additional penalty term, we managed to obtain more accurate reconstructions in a number of settings. Here, we experiment with a number of scaling factors in order to determine the relative importance of these on the quality of the reconstruction. We present an extensive overview of our results in Tables 15 below. We note that across all experiments, our numerical results are largely contributing towards better reconstruction, while requiring a very minor adaptation of the reconstruction algorithm.

7.0.2 Activation Matching with Style Penalty. We observe that since the magnitude of the style transfer loss is negligible unless normalised and scaled, setting $s_s$ to 1.0 only has a limited effect on the results of the reconstruction. As we discuss in Section 7.0.3; however, experimenting with an increasing scaling factors allows us to further enhance the quality of the reconstructed image: both qualitatively and quantitatively in most cases. We report our findings in Table 16. As evident from results, appropriate scaling should be selected very carefully, taking the other two terms into account, as otherwise, the reconstruction quality can decrease. Additionally, we note, that under
Table 5. Evaluation of the Importance of Scaling Constants (32 Images, CIFAR-10, $s_a = 1.0, s_g = 0.0, s_s = 0.0$)

| Architecture | Method | PSNR (mean) | SSIM (mean) | MSE (mean) | PSNR (std) | SSIM (std) | MSE (std) |
|--------------|--------|-------------|-------------|------------|------------|------------|-----------|
| ResNet-9     | Ours   | 11.2836     | 0.0010      | 1.2426     | 1.3428     | 0.0027     | 0.3838    |
| ResNet-9     | Baseline | 45.3259    | 0.9933      | 0.0007     | 4.0449     | 0.0063     | 0.0007    |
| ResNet-18    | Ours   | 11.0449     | 0.0005      | 1.3808     | 2.0245     | 0.0023     | 0.5978    |
| ResNet-18    | Baseline | 26.5528    | 0.8376      | 0.04458    | 3.1230     | 0.1013     | 0.0313    |

Table 6. Evaluation of the Importance of Scaling Constants (32 Images, CIFAR-10, $s_a = 10.0, s_g = 10.0, s_s = 10000.0$)

| Architecture | Method | PSNR (mean) | SSIM (mean) | MSE (mean) | PSNR (std) | SSIM (std) | MSE (std) |
|--------------|--------|-------------|-------------|------------|------------|------------|-----------|
| ResNet9      | Ours   | 45.8691     | 0.9927      | 0.0006     | 4.1883     | 0.0115     | 0.0006    |
| ResNet9      | Baseline | 45.2273    | 0.9909      | 0.0008     | 4.4354     | 0.0184     | 0.0012    |
| ResNet18     | Ours   | 27.0827     | 0.8479      | 0.0410     | 3.3644     | 0.1022     | 0.0311    |
| ResNet18     | Baseline | 26.5527    | 0.8375      | 0.0445     | 3.1230     | 0.1012     | 0.0312    |

a biased non-IID distribution, there is a potential for the style loss term to alter the reconstructed image, which is undesirable. We discuss this further in Section 5.

7.0.3 Scaling the Penalty Terms. We adapted the same methodology as in the experiments above, while only altering the scaling factors by which the activations, the gradient and the style terms are multiplied to investigate the dependency between the separate penalty terms and the resulting image. We report the results in Table 17.

From the results above, we determine that scaling factors of $(1.0, 10.0, 10000.0)$ for $(s_a, s_g, s_s)$ result in the largest mean performance increase and we hence deploy these coefficients in the rest of the study.

7.1 Investigating the Importance of Scaling Terms

In this work, we used logarithmically-spaced coefficients for our reconstruction terms in order to investigate their relative empirical importance. While an in-depth investigation of the optimal scaling factors is outside the scope of this work, we, nonetheless, perform a number of experiments to determine the relative importance of individual scaling factors. Specifically, we consider the cases with different dominating penalty terms (e.g., in one setting the style norm is an order of magnitude larger than the other terms). We are particularly interested in whether or not there is a possibility for the attacker to mistakenly converge to its own prior (or another unrelated image with similar style and activations) should the coefficients be poorly balanced.

We perform a number of reconstructions on the CIFAR-10 dataset using ResNet-9 and ResNet-18 architectures, as we found this setting to be the most vulnerable during our experiments. Specifically we perform three reconstructions (per architecture) where there is only a single non-zero scaling factor present (scaled to be within the range of $0$–$1.0$) as well as settings where all three factors are non-zero, but one is a factor of 10 larger than the rest. We report the results in Tables 5–8.

It is of note that when the adversary is only relying on its own adversarial prior (regardless of whether the dominating factor is the style or the activations), they are unable to achieve a meaningful reconstruction and their image converges to random noise. As a result, we conclude that our method does indeed produce images which are guided by the adversarial prior, but cannot otherwise “overtake” the reconstruction procedure and reproduce the adversarial prior itself. Additionally, we find that while it is possible to achieve marginal improvements by optimising the coefficients, there is no clear dependency between the quality of the reconstruction and the
Table 7. Evaluation of the Importance of Scaling Constants (32 Images, CIFAR-10, $s_a = 0.0, s_g = 0.0, s_s = 10000.0$)

| Architecture | Method | PSNR (mean) | SSIM (mean) | MSE (mean) | PSNR (std) | SSIM (std) | MSE (std) |
|--------------|--------|-------------|-------------|------------|------------|------------|-----------|
| ResNet9      | Ours   | 11.2835     | 0.0010      | 1.2425     | 1.3428     | 0.0027     | 0.3837    |
| ResNet9      | Baseline | 44.7783     | 0.9916      | 0.0008     | 4.1979     | 0.0144     | 0.0010    |
| ResNet18     | Ours   | 11.0449     | 0.0004      | 1.3807     | 2.0244     | 0.0023     | 0.5977    |
| ResNet18     | Baseline | 26.5527     | 0.8375      | 0.0445     | 3.1230     | 0.1012     | 0.0312    |

Table 8. Evaluation of the Importance of Scaling Constants (32 Images, CIFAR-10, $s_a = 1.0, s_g = 10.0, s_s = 100000.0$)

| Architecture | Method | PSNR (mean) | SSIM (mean) | MSE (mean) | PSNR (std) | SSIM (std) | MSE (std) |
|--------------|--------|-------------|-------------|------------|------------|------------|-----------|
| ResNet9      | Ours   | 45.8384     | 0.9928      | 0.0006     | 4.1457     | 0.0144     | 0.0008    |
| ResNet9      | Baseline | 45.3172     | 0.9914      | 0.0008     | 4.5094     | 0.0174     | 0.0011    |
| ResNet18     | Ours   | 27.0827     | 0.8479      | 0.0410     | 3.3644     | 0.1022     | 0.0311    |
| ResNet18     | Baseline | 26.5527     | 0.8375      | 0.0445     | 3.1230     | 0.1012     | 0.0312    |

Table 9. Evaluation of the Reconstructions on the Downstream Classification Tasks (32 Images, Pre-trained ResNet-18)

| Original | Ours | Geiping |
|----------|------|---------|
| CIFAR-10 | 65.6%| 59.4%   | 56.3%    |
| ImageNet | 37.5%| 25.0%   | 6.25%    |

relative magnitudes of the individual scaling factors. Thus, we leave the investigation on coefficient optimisation as future work.

7.2 Additional Downstream Tasks

In order to provide more quantitative evaluation of our results, we perform a set of additional downstream classification tasks using CIFAR-10 and ImageNet datasets. In these experiments, we use a pre-trained ResNet-18 classifier (which means that it was exposed to both the target and the adversarial data before). We randomly select a batch of 32 images reconstructed by both methods, compare the top-1 accuracy for CIFAR-10, top-5 accuracy for ImageNet. The results can be found in Table 9.

One thing to note about these results is the performance of the target model on the original data. While the top-1 accuracy is of an acceptable magnitude on CIFAR-10 dataset, this does not seem to be the case for ImageNet. As a result, multiple reconstructions were not correctly predicted by the target model, as the original images were similarly misclassified by the same target model. We observe that while we substantially outperform the baseline approach in this downstream task, in most cases (including the results on the original data) the correct predictions were not obtained.

Overall, we observe that our method has a slight quantitative advantage over the baseline when applied to these downstream tasks, further highlighting the improvements of using our proposed penalty terms.

7.3 Statistical Testing

To test for statistical significance, we used the independent samples Student $t$-Test at a pre-defined threshold of $p = 0.05$. All experiments except for CIFAR-10 are averaged across 5 independent trials. The CIFAR-10 experiments (due to much faster convergence) were averaged across 10 independent trials.
We observe a number of interesting findings. Firstly, we note that while only 5 trials are considered for the majority of datasets, the improvement across the popular ResNet-based architectures can be considered significant in most cases. This further illustrates the improvements obtained using our reconstruction strategy. Secondly, it is of note that while the results of T-testing is similar across VGG-based and the ConvNet architectures for instance (e.g., the resulting values are very similar to one another), this does not illustrate the key difference between the reconstruction results, namely that the former produce adequate reconstructions much less often than the latter. As a result, it becomes very difficult to evaluate the improvements provided by our method during such evaluation. The opposite is also true: for a number of ResNet-34 reconstructions, while our improvements are considered to be statistically significant, for more complex datasets (such as ImageNet or FACES), these improvements have often resulted in noisy meaningless reconstructions, invalidating the potential advantages of such evaluation.

Overall, while some of these results are promising, the statistical significance alone cannot put the evaluation of such attacks into a realistic context for a number of reasons. Firstly, as seen in Table 14, for instance, it is sometimes the case that only a number of metrics show statistical significance (e.g., the improvement in SSIM and PSNR leads to statistically significant results more often than the improvements in MSE in most cases) for the same model and target dataset. This is particularly noticeable for more complex high-dimensional datasets, such as ImageNet, where the MSE value may present a sub-optimal method of evaluating the resulting reconstruction. Secondly, a number of results can show substantial visual improvements when using our method, but due to the nature of the metrics, this would not be captured in the discussion on the statistical significance. Furthermore, for a number of architectures the results were not statistically significant, but it is likely due to the fact that these architectures were difficult to attack using either of the two methods, producing poor reconstruction results overall. Since an effect size is present, obtaining statistical significance would merely require repeating the experiments across all settings many more times, which would not yield additional insights but only pose additional computation challenges.

### 7.4 Quantitative Reconstruction Results

Here, we present the best-case tables of our reconstruction against the baseline. As per Section 4, an ↑ represents an increase in a value (e.g., PSNR) when compared to Geiping et al. [13] and a ↓ represents a decrease in a value. We additionally provide the absolute best-case reconstruction result with its corresponding parameters in Figure 15.
Table 12. Statistical Significance Testing, FACES Dataset

|            | ConvNet | VGG11 | VGG13 | VGG16 | ResNet-9 | ResNet-18 | ResNet-34 | p-value |
|------------|---------|-------|-------|-------|----------|-----------|-----------|---------|
| MSE        | 0.0728  | 0.2936| 0.5364| 0.7748| 0.0618   | 0.9803    | 0.0857    | 0.05    |
| PSNR       | 0.0855  | 0.2702| 0.4856| 0.7914| 0.0476   | 0.8480    | 0.0399    | 0.05    |
| SSIM       | 0.0200  | 0.2201| 0.1918| 0.2861| 0.0133   | 0.8396    | 0.0481    | 0.05    |

Table 13. Statistical Significance Testing, Pneumonia Dataset

|            | ConvNet | VGG11 | VGG13 | VGG16 | ResNet-9 | ResNet-18 | ResNet-34 | p-value |
|------------|---------|-------|-------|-------|----------|-----------|-----------|---------|
| MSE        | 0.4624  | 0.3170| 0.6809| 0.7438| 0.0490   | 0.0022    | 0.1871    | 0.05    |
| PSNR       | 0.6460  | 0.2823| 0.6514| 0.7911| 0.0459   | 0.0023    | 0.1925    | 0.05    |
| SSIM       | 0.2178  | 0.3478| 0.2803| 0.6827| 0.0063   | 0.0006    | 0.0726    | 0.05    |

Table 14. Statistical Significance Testing, ImageNet Dataset

|            | ConvNet | VGG11 | VGG13 | VGG16 | ResNet-9 | ResNet-18 | ResNet-34 | p-value |
|------------|---------|-------|-------|-------|----------|-----------|-----------|---------|
| MSE        | 0.8795  | 0.8942| 0.8730| 0.9592| 0.3387   | 0.2910    | 0.8475    | 0.05    |
| PSNR       | 0.2830  | 0.8468| 0.8606| 0.9700| 0.0173   | 0.0248    | 0.6441    | 0.05    |
| SSIM       | 0.2101  | 0.5406| 0.6037| 0.7124| 0.0104   | 0.0224    | 0.5788    | 0.05    |

Table 15. Reconstruction with an Added Activation Matching Term (32 Images, CIFAR-10, ConvNet)

| Coefficients | (1.0, 1.0, 0.0) | (1.0, 5.0, 0.0) | (1.0, 10.0, 0.0) | (0.5, 1.0, 0.0) | (0.5, 5.0, 0.0) | (0.5, 10.0, 0.0) | (0.1, 1.0, 0.0) | (0.1, 5.0, 0.0) | (0.1, 10.0, 0.0) |
|--------------|----------------|-----------------|-----------------|----------------|----------------|-----------------|----------------|----------------|------------------|
| MSE Difference (Mean) | 0.0092 ↑ | 0.0158 ↑ | 0.0095 ↑ | 0.0125 ↑ | 0.0129 ↑ | 0.0132 ↑ | 0.0131 ↑ | 0.0152 ↑ | 0.0153 ↑ |
| PSNR Difference (Mean) | 0.3379 ↑ | 1.1389 ↑ | 0.3384 ↑ | 0.6117 ↑ | 0.6963 ↑ | 1.0023 ↑ | 1.2151 ↑ | 1.3249 ↑ | 1.5308 ↑ |
| SSIM Difference (Mean) | 0.0110 ↑ | 0.0412 ↑ | 0.0115 ↑ | 0.0192 ↑ | 0.0253 ↑ | 0.0264 ↑ | 0.0393 ↑ | 0.0411 ↑ | 0.0579 ↑ |

| Coefficients | (1.0, 1.0, 0.0) | (1.0, 5.0, 0.0) | (1.0, 10.0, 0.0) | (0.5, 1.0, 0.0) | (0.5, 5.0, 0.0) | (0.5, 10.0, 0.0) | (0.1, 1.0, 0.0) | (0.1, 5.0, 0.0) | (0.1, 10.0, 0.0) |
|--------------|----------------|-----------------|-----------------|----------------|----------------|-----------------|----------------|----------------|------------------|
| MSE Difference (Max) | 0.0633 ↓ | 0.1007 ↓ | 0.0633 ↓ | 0.0852 ↓ | 0.0910 ↓ | 0.0883 ↓ | 0.0740 ↓ | 0.1093 ↓ | 0.0945 ↓ |
| PSNR Difference (Max) | 3.1667 ↑ | 5.4371 ↑ | 3.1867 ↑ | 3.4645 ↑ | 3.4049 ↑ | 7.7177 ↑ | 3.2014 ↑ | 4.5041 ↑ | 3.8626 ↑ |
| SSIM Difference (Max) | 0.1409 ↑ | 0.2130 ↑ | 0.1409 ↑ | 0.0946 ↑ | 0.1386 ↑ | 0.1783 ↑ | 0.1673 ↑ | 0.2783 ↑ | 0.2022 ↑ |

Coefficients represent \((s_a, s_d, s_s)\) respectively. We demonstrate the difference in various metrics when comparing images produced by our method against the ones produced by Geiping et al.’s method. An increase in the value is demonstrated by ↑ and a decrease in a value is demonstrated by ↓. Best values are highlighted like this.

Fig. 15. Best reconstruction result: ours (above, PSNR of 42.1019), baseline (below, PSNR of 21.3547) (CIFAR-10, ResNet-9, \(s_a = 1.0, s_d = 10.0, s_s = 1.0, 6\) restarts, 2000 iterations). Relative difference in MSE, PSNR, and SSIM are 0.1156 ↓, 20.7472 ↑, 0.4381 ↓, respectively.
Table 16. Scaling $s$ Term (32 Images, CIFAR-10, ConvNet)

| Coefficients | MSE Difference (Mean) | PSNR Difference (Mean) | SSIM Difference (Mean) |
|--------------|-----------------------|------------------------|------------------------|
| (1.0, 1.0, 1.0) | 0.0003 ↓ | 0.0021 ↓ | 0.0248 ↑ |
| (1.0, 1.0, 100.0) | 0.0258 ↓ | 0.0070 ↓ | 0.0621 ↓ |
| (1.0, 10.0, 100.0) | 0.0254 ↓ | 0.0254 ↓ | 0.0323 ↑ |
| (1.0, 10.0, 10000.0) | 0.0126 ↓ | 0.0126 ↓ | 0.0401 ↑ |

Coefficients represent $(s_a, s_g, s_s)$ respectively.

Table 17. Scaling Individual Penalty Terms (32 Images, CIFAR-10, ConvNet)

| Coefficients | MSE Difference (Mean) | PSNR Difference (Mean) | SSIM Difference (Mean) |
|--------------|-----------------------|------------------------|------------------------|
| (1.0, 10.0, 5.0) | 0.0004 ↓ | 0.0193 ↓ | 0.0017 ↑ |
| (1.0, 10.0, 500.0) | 0.0028 ↓ | 0.0070 ↓ | 0.0281 ↓ |
| (1.0, 10.0, 50000.0) | 0.0159 ↑ | 0.2150 ↑ | 1.7756 ↑ |
| (1.0, 10.0, 1.0) | 0.0043 ↑ | 0.0148 ↑ | 0.0253 ↑ |
| (1.0, 100.0, 10000.0) | 0.0126 ↓ | 0.0126 ↓ | 0.0401 ↑ |

Coefficients represent $(s_a, s_g, s_s)$ respectively.

Table 18. Activation Matching for Various Architectures (32 Images, CIFAR10, $s_a = 1.0, s_g = 10.0, s_s = 10000.0$)

| Architecture | MSE Difference (Mean) | PSNR Difference (Mean) | SSIM Difference (Mean) |
|--------------|-----------------------|------------------------|------------------------|
| ConvNet | 0.0095 ↓ | 0.1247 ↑ | 0.0658 ↓ |
| VGG11 | 0.0528 ↓ | 0.0329 ↓ | 0.0038 ↓ |
| VGG13 | 0.0070 ↓ | 0.0107 ↓ | 0.2100 ↓ |
| VGG16 | 0.1756 ↑ | 0.2150 ↑ | 0.6963 ↑ |
| ResNet-9 | 0.2126 ↑ | 0.0257 ↑ | 1.5366 ↑ |
| ResNet-18 | 0.0253 ↑ | 0.0043 ↑ | 0.0148 ↑ |
| ResNet-34 | 0.0287 ↑ | 0.0159 ↑ | 0.0043 ↑ |

Table 19. Activation Matching for Various Architectures (32 Images, ImageNet, $s_a = 1.0, s_g = 10.0, s_s = 10000.0$)

| Architecture | MSE Difference (Mean) | PSNR Difference (Mean) | SSIM Difference (Mean) |
|--------------|-----------------------|------------------------|------------------------|
| ConvNet | 0.0088 ↓ | 0.0318 ↓ | 0.0329 ↓ |
| VGG11 | 0.0528 ↓ | 0.0107 ↓ | 0.0038 ↓ |
| VGG13 | 0.0070 ↓ | 0.0107 ↓ | 0.2100 ↓ |
| VGG16 | 0.1756 ↑ | 0.2150 ↑ | 0.6963 ↑ |
| ResNet-9 | 0.2126 ↑ | 0.0257 ↑ | 1.5366 ↑ |
| ResNet-18 | 0.0253 ↑ | 0.0043 ↑ | 0.0148 ↑ |
| ResNet-34 | 0.0287 ↑ | 0.0159 ↑ | 0.0043 ↑ |

Table 20. Activation Matching for Various Architectures (32 Images, PPPD, $s_a = 1.0, s_g = 10.0, s_s = 10000.0$)

| Architecture | MSE Difference (Mean) | PSNR Difference (Mean) | SSIM Difference (Mean) |
|--------------|-----------------------|------------------------|------------------------|
| ConvNet | 0.0227 ↓ | 0.0207 ↓ | 0.0532 ↓ |
| VGG11 | 0.0529 ↓ | 0.0529 ↓ | 0.0510 ↓ |
| VGG13 | 0.0316 ↓ | 0.0316 ↓ | 0.0316 ↓ |
| VGG16 | 0.1756 ↑ | 0.2150 ↑ | 0.6963 ↑ |
| ResNet-9 | 0.0257 ↑ | 0.0043 ↑ | 0.0148 ↑ |
| ResNet-18 | 0.0043 ↑ | 0.0148 ↑ | 0.0043 ↑ |
| ResNet-34 | 0.0162 ↑ | 0.0162 ↑ | 0.0162 ↑ |

Table 21. Activation Matching for Various Architectures (32 Images, BraTS, $s_a = 1.0, s_g = 10.0, s_s = 10000.0$)

| Architecture | MSE Difference (Mean) | PSNR Difference (Mean) | SSIM Difference (Mean) |
|--------------|-----------------------|------------------------|------------------------|
| ConvNet | 0.0222 ↓ | 0.0850 ↓ | 0.0583 ↓ |
| VGG11 | 0.0001 ↓ | 0.0001 ↓ | 0.2560 ↓ |
| VGG13 | 0.0029 ↓ | 0.0029 ↓ | 0.0010 ↓ |
| VGG16 | 5.4543 ↑ | 2.5245 ↑ | 5.5825 ↑ |
| ResNet-9 | 0.2746 ↑ | 1.1381 ↑ | 0.9124 ↑ |
| ResNet-18 | 0.0929 ↑ | 0.0398 ↑ | 0.0333 ↑ |
| ResNet-34 | 0.0163 ↑ | 0.0163 ↑ | 0.0163 ↑ |
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### Table 22. Activation Matching for Various Architectures (32 Images, FACES, $s_a = 1.0, s_g = 10.0, s_s = 10000.0$)

| Architecture | ConvNet | VGG11 | VGG13 | VGG16 | ResNet-9 | ResNet-18 | ResNet-34 |
|--------------|---------|-------|-------|-------|----------|----------|----------|
| MSE Difference (Mean) | 0.0241 ↓ | 0.0558 ↓ | 0.0317 ↓ | 0.0239 ↓ | 0.0933 ↓ | 0.0239 ↓ | 0.1042 ↓ |
| PSNR Difference (Mean) | 0.4374 ↑ | 0.5039 ↑ | 0.1974 ↑ | 0.0614 ↑ | 1.2821 ↑ | 0.2981 ↑ | 0.2997 ↑ |
| SSIM Difference (Mean) | 0.0409 ↑ | 0.0387 ↑ | 0.0108 ↑ | 0.0013 ↑ | 0.0835 ↑ | 0.0022 ↑ | 0.0030 ↑ |

### Table 23. Activation Matching for Various Architectures (32 Images, CIFAR10, $s_a = 1.0, s_g = 10.0, s_s = 10000.0$)

| Architecture | ConvNet | VGG11 | VGG13 | VGG16 | ResNet-9 | ResNet-18 | ResNet-34 |
|--------------|---------|-------|-------|-------|----------|----------|----------|
| MSE Difference (Max) | 0.0633 ↓ | 0.7705 ↓ | 0.2833 ↓ | 0.2270 ↓ | 0.1156 ↓ | 0.0159 ↓ | 0.0182 ↓ |
| PSNR Difference (Max) | 3.1867 ↑ | 7.0077 ↑ | 1.2924 ↑ | 1.0595 ↑ | 20.7472 ↑ | 0.6963 ↑ | 0.7261 ↑ |
| SSIM Difference (Max) | 0.1409 ↑ | 0.4007 ↑ | 0.0844 ↑ | 0.0487 ↑ | 0.4381 ↑ | 0.0253 ↑ | 0.0287 ↑ |

### Table 24. Activation Matching for Various Architectures (32 Images, BraTS, $s_a = 1.0, s_g = 10.0, s_s = 10000.0$)

| Architecture | ConvNet | VGG11 | VGG13 | VGG16 | ResNet-9 | ResNet-18 | ResNet-34 |
|--------------|---------|-------|-------|-------|----------|----------|----------|
| MSE Difference (Max) | 0.1168 ↓ | 0.2404 ↓ | 0.2357 ↓ | 0.1128 ↓ | 1.2421 ↓ | 0.0941 ↓ | 0.1146 ↓ |
| PSNR Difference (Max) | 2.0597 ↑ | 2.9632 ↑ | 0.7108 ↑ | 1.2157 ↑ | 9.3620 ↑ | 2.5959 ↑ | 0.7946 ↑ |
| SSIM Difference (Max) | 0.1176 ↑ | 0.1957 ↑ | 0.0171 ↑ | 0.0298 ↑ | 0.4062 ↑ | 0.0598 ↑ | 0.0626 ↑ |

### Table 25. Activation Matching for Various Architectures (32 Images, ImageNet, $s_a = 1.0, s_g = 10.0, s_s = 10000.0$)

| Architecture | ConvNet | VGG11 | VGG13 | VGG16 | ResNet-9 | ResNet-18 | ResNet-34 |
|--------------|---------|-------|-------|-------|----------|----------|----------|
| MSE Difference (Max) | 0.1308 ↓ | 0.0576 ↓ | 0.3083 ↓ | 0.1168 ↓ | 0.1301 ↓ | 0.0586 ↓ | 0.0644 ↓ |
| PSNR Difference (Max) | 2.8425 ↑ | 5.4895 ↑ | 2.1320 ↑ | 2.3886 ↑ | 4.6085 ↑ | 1.9259 ↑ | 3.2286 ↑ |
| SSIM Difference (Max) | 0.1891 ↑ | 0.2210 ↑ | 0.1964 ↑ | 0.1456 ↑ | 0.2548 ↑ | 0.1438 ↑ | 0.1158 ↑ |

### Table 26. Activation Matching for Various Architectures (32 Images, PPPD, $s_a = 1.0, s_g = 10.0, s_s = 10000.0$)

| Architecture | ConvNet | VGG11 | VGG13 | VGG16 | ResNet-9 | ResNet-18 | ResNet-34 |
|--------------|---------|-------|-------|-------|----------|----------|----------|
| MSE Difference (Max) | 0.0799 ↓ | 0.1785 ↓ | 0.1238 ↓ | 0.0239 ↓ | 0.3472 ↓ | 0.1350 ↓ | 0.5757 ↓ |
| PSNR Difference (Max) | 1.4266 ↑ | 1.8020 ↑ | 0.7910 ↑ | 0.0614 ↑ | 4.4027 ↑ | 2.1986 ↑ | 1.8718 ↑ |
| SSIM Difference (Max) | 0.1029 ↑ | 0.1656 ↑ | 0.0383 ↑ | 0.0013 ↑ | 0.3054 ↑ | 0.1118 ↑ | 0.0396 ↑ |
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