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Abstract. In this work, set-valued optimization problems are considered according to an order relation, which is a partial order on the family such that contains nonempty bounded sets of the space. A generalized convexity is defined for set-valued mapping by using the partial order relation. Nonsmooth variational inequality problems are introduced with the aid of M-directionally derivative. Some optimality criteria including the necessary and sufficient optimality conditions are obtained for mentioned optimization problems.
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1. INTRODUCTION

One of the most encountered problems in our life is optimization problems (mathematical programming problems). Translating these problems into mathematical language, give us objective functions. Optimization problems are called according to objective functions. For example, a set-valued optimization problem (shortly, \((SVOP)\)) arises when the objective function is a set-valued mapping. \((SVOP)\)s are a generalization of vector and scalar optimization problems because the set-valued mappings are a generalization version of the vector-valued and real-valued functions.

The most important purpose of a mathematical optimization problem is to find the best among the suitable options. Naturally, it has been attracted the attention of scientists, who have been working in mathematics, engineering, economics, management, economic equilibria, optimal control, nonlinear optimization transportation, and many other disciplines. There are many methods to solve and obtain optimality conditions of the optimization problems such as scalarization [14], vectorization [10,12], directional derivative [13], subdifferential [9,11], embedding space [15,18], variational inequality problems [1,2,4–8,19,21].

Vector variational inequality problems and their some generalizations have been used as methods to obtain the solutions and the optimality conditions of vector-valued optimization problems. Giannessi [8] started the vector variational inequalities. During the most recent decade, different kinds of variational inequality problems were
derived as Minty variational [2, 3, 6, 7], complementarity [21], semi-monotone scalar variational inequalities [5].

Order relation is required to obtain the solution of set-valued programming and interval programming problems. Set optimization is presented by Kuroiwa [16]. Kuroiwa used six order relation such that some of them are pre-order relation and the others are not pre-order relations. Karaman et al. [14] are defined two order relations. The most important feature of these two order relations is a partial order relation on the family, which contains nonempty bounded sets of the space. These partial order relations are used in [11, 13–15] to obtain optimality criteria and solutions for set-valued optimization problems.

The point of this paper is to gain the optimality criteria for $(SVO_P)$ via a partial order relation introduced in [14]. Variational inequalities and convexity are used in order to achieve the aim. A new convexity concept called $m$-convexity, which is a generalization of known convexity in the literature, is given by using partial order relation. A relationship is obtained between $m$-convexity and $M$-directional derivative defined in [13].

The layout of this manuscript is as tracks: Some basic notations, definitions, and solution concepts are recalled for $(SVO_P)$ in the second section. $m$-convexity and some properties are obtained in Section 3. Variational inequality problems and some optimality conditions including necessary and sufficient are obtained in the last section.

2. Preliminaries

Throughout this paper, we assume that $\mathbb{R}^n$ is ordered by a convex, pointed, closed cone $C \subseteq \mathbb{R}^n$ ($n \geq 1$) with a nonempty interior. We denote by $\mathcal{P}^n$ and $\mathcal{K}^n$ the set of all nonempty subsets of $\mathbb{R}^n$ and the set of all nonempty compact and convex subsets of $\mathbb{R}^n$, respectively. The interior of $A$ is represented by $\text{int}(A)$ for a set $A \subseteq \mathbb{R}^n$.

Let $A, B \in \mathcal{P}^n$ and $\lambda \in \mathbb{R}$, $\lambda A := \{\lambda a \mid a \in A\}$. The algebraic sum and the algebraic difference of $A$ and $B$ are denoted by $A + B$ and $A - B$, respectively. Also, Minkowski (Pontryagin) difference of $A$ and $B$ is defined by

$$A \dot{-} B := \{x \in \mathbb{R}^n \mid x + B \subseteq A\}.$$ 

The algebraic sum, the algebraic difference and Minkowski difference have following properties.

It is known that $C$ induce the following partial order relation on $\mathbb{R}^n$ for $x_1, x_2 \in \mathbb{R}^n$:

$$x_1 \leq_C x_2 \iff x_2 - x_1 \in C.$$

**Proposition 1** ([14, 17, 20]). Let $A, B \in \mathcal{K}^n$, $a \in \mathbb{R}^n$ and $t > 0$. The following conditions are hold:

(i) $t(A \dot{-} B) = tA \dot{-} tB$.
(ii) $(A + B) \dot{-} B = A$. 
(iii) $\hat{A} - B + B \subseteq A$.
(iv) if $B = \emptyset$, then $\hat{A} - B = \mathbb{R}^n$.
(v) $\hat{A} - A = 0$.

Let’s now define $m$ and strictly $m$ order relations are recalled in the next definitions.

**Definition 1 ([14]).** Let $A, B \in \mathcal{P}^n$. $m$ order relation is defined by

$$ A \preceq_m B : \iff (B - A) \cap C \neq \emptyset. $$

Note that $\preceq_m$ is not only a pre-order relation on $\mathcal{P}^n$ but also a partial order relation on $\mathcal{K}^n$ [14].

**Definition 2 ([14]).** Let $A, B \in \mathcal{P}^n$. Strictly $m$ order relation is defined by

$$ A \prec_m B : \iff (B - A) \cap \text{int}(C) \neq \emptyset. $$

We know that $m$ and strictly $m$ order relations are not only compatible with the nonnegative scalar multiplication but also compatible with the addition. Moreover, these order relations have the following properties, which are utilized in the next sections.

**Proposition 2.** Let $A, B, D, E \in \mathcal{P}^n$. Then,

(i) $A \preceq_m B \implies A - D \preceq_m B - D$,
(ii) $A \preceq_m B$ and $D \preceq_m E \implies A + D \preceq_m B + E$,
(iii) $A \preceq_m B \iff 0 \preceq_m B - A \iff 0 \preceq_m B - A$,
(iv) $A \npreceq_m B \iff \alpha A \npreceq_m \alpha B$ for all $\alpha > 0$.

**Proof.**

(i) Let $A \preceq_m B$. There exists an $s \in C$ that $s \in B - A$, it follows

$$ s + A \subseteq B. $$

Then, $s + A - D \subseteq B - D$. Really, let $t \in A - D$, that is

$$ t + D \subseteq A. $$

Then, from (2.1) and (2.2) we have $s + t + D \subseteq s + A \subseteq B$. Hence, $s + t \in B - D$ and we obtain $s + A - D \subseteq B - D$. Since $s \in C$ and $s \in (B - D) \ominus (A - D)$ we obtain $A - D \npreceq_m B - D$.

(ii-iv) These can be proved with the aid of Proposition 1 and definitions of $\preceq_m$ and $\prec_m$.

Note that given all properties via $m$ order relation in Proposition 2 are satisfied for strictly $m$ order relation.

Some efficient sets of a family with aid of $\preceq_m$ and $\prec_m$ are remembered in the next definition.
Definition 3 ([14]). Let $S \subseteq \mathcal{K}^n$ and $A \in S$. Then,

(i) $A$ is called $m$-minimal (resp. $m$-maximal) set of $S$ if there isn’t any $B \in S$ such that $B \preceq^m A$ (resp. $A \preceq^m B$) and $A \neq B$.

(ii) $A$ is called weakly $m$-minimal (resp. weakly $m$-maximal) set of $S$ if there isn’t any $B \in S$ such that $B \prec^m A$ (resp. $A \prec^m B$).

Let $S \subseteq \mathbb{R}^n$ and $T : S \rightrightarrows \mathbb{R}^n$ be a nonempty, compact and convex valued set-valued mapping. Epigraph of the set-valued mapping $h$ and conditions can also be applied to maximal solutions. $(\text{solution of } m-\text{minimal (resp. weakly } m-\text{maximal) set of } S)$

Let $S \subseteq \mathbb{R}^n$ and weakly $m$-minimal solution of $(\text{solution of } m-\text{minimal (resp. weakly } m-\text{maximal) set of } S)$.

Set optimization criteria are derived from a comparison between the values of the set-valued mapping $T$. Namely, we search efficient sets of the family $\mathcal{T}(S) := \{\mathcal{T}(\hat{x}) \mid \hat{x} \in S\}$ to solve a $(\text{SVO}_p)$ via set optimization. Ordering relations defined on sets are used to investigate the efficient sets. So, we will use $\preceq^m$ and $\prec^m$ order relations to determine the efficient sets of $\mathcal{T}(S)$ in this study. If we consider the $(\text{SVO}_p)$ with respect to $m$ order relation, then we use the notation $(m-\text{SVO}_p)$.

We say that $\hat{x}$ is a minimal (resp. maximal) solution of $(m-\text{SVO}_p)$ if $\mathcal{T}(\hat{x})$ is an $m$-minimal (resp. $m$-maximal) set of $\mathcal{T}(S)$. Similarly, we say that $\hat{x}$ is a weakly minimal (resp. weakly maximal) solution of $(m-\text{SVO}_p)$ if $\mathcal{T}(\hat{x})$ is a weakly $m$-minimal (resp. weakly $m$-maximal) set of $\mathcal{T}(S)$. If $\mathcal{T}(\hat{x}) \preceq^m \mathcal{T}(x)$ (resp. $\mathcal{T}(x) \preceq^m \mathcal{T}(\hat{x})$) for all $x \in S$, then $\hat{x}$ is called strongly $m$-minimal (resp. strongly $m$-maximal) solution of $(m-\text{SVO}_p)$. $\hat{x}$ is called strictly $m$-minimal (resp. strictly $m$-maximal) solution of $(m-\text{SVO}_p)$ if $\mathcal{T}(\hat{x}) \prec^m \mathcal{T}(x)$ (resp. $\mathcal{T}(x) \prec^m \mathcal{T}(\hat{x})$) for all $x \in S$.

If $\hat{x}$ is a strongly $m$-minimal solution of $(m-\text{SVO}_p)$, then it is also $m$-minimal and weakly $m$-minimal solution of the problem. Also, if $\hat{x}$ is an $m$-minimal solution of $(m-\text{SVO}_p)$, then it is also a weakly $m$-minimal solution of the problem. These conditions can also be applied to maximal solutions.

Definition 4 ([13]). Let $T : \mathbb{R}^m \rightrightarrows \mathbb{R}^n$ be a set-valued mapping, $S \subseteq \mathbb{R}^m$, $\hat{x} \in \text{int}(S)$ and $h \in \mathbb{R}^m$. The limit

$$T^M(\hat{x}; h) := \limsup_{t \rightarrow 0^+} \frac{T(\hat{x} + th) - T(\hat{x})}{t}$$

is called $M$-directional derivative of $T$ at $\hat{x}$ in direction $h$ where $\limsup_{x' \rightarrow x} d(y, T(x')) := \{y \in \mathbb{R}^n \mid \liminf_{x' \rightarrow x} d(y, T(x')) = 0\}$ denotes the Painlevé-Kuratowski upper/outer limit of $T$ at $x$. If $T^M(\hat{x}; h) \neq \emptyset$ for an $\hat{x} \in \text{int}(S)$ and for all $h \in \mathbb{R}^m$, then $T$ is called $M$-directionally differentiable at $\hat{x}$.

$T$ is called $M$-directionally differentiable on $S$ if $T^M(\hat{x}; h) \neq \emptyset$ for all $\hat{x} \in \text{int}(S)$ and for all $h \in \mathbb{R}^m$. Besides, $T^M(\hat{x}; h)$ is positively homogenous in $h$, that is $T^M(\hat{x}; \alpha h) = \alpha T^M(\hat{x}; h)$ for all $\alpha > 0$ [13].
Karaman et al. [13] obtained some optimality conditions for \((m - SVO_P)\) and existence theorems for \(M\)-directional derivative.

3. \(M\)-Convexity for Set-Valued Mappings

A convexity notation is introduced for the set-valued mappings by using \(m\) order relation, and a relationship between convexity and \(M\)-directional differentiable is derived in this section.

**Definition 5.** Let \(S \subseteq \mathbb{R}^m\) be a convex set and \(T : S \rightrightarrows \mathbb{R}^n\) be a set-valued mapping. \(T\) is called \(m\)-convex set-valued mapping on \(S\) if
\[
T(\lambda x + (1 - \lambda)y) \preceq^m \lambda T(x) + (1 - \lambda)T(y),
\]
for all \(x, y \in S\) and all \(\lambda \in (0, 1)\).

Note that \(m\)-convexity is reduced the \(C\)-convexity defined on \(\mathbb{R}^n\) if we take \(f : \mathbb{R}^m \to \mathbb{R}^n\) vector-valued function instead of the set-valued mapping \(T : \mathbb{R}^m \rightrightarrows \mathbb{R}^n\). Moreover, if we take \(g : \mathbb{R}^m \to \mathbb{R}\) real-valued function instead of the set-valued map \(T\), we obtain convexity defined on \(\mathbb{R}\). So, \(m\)-convexity is a generalization of the known convexity in the literature.

**Proposition 3.** Let \(T : \mathbb{R}^m \rightrightarrows \mathbb{R}^n\) be a set-valued mapping. The following conditions are equivalent:

(i) \(T\) is \(m\)-convex,
(ii) \(\text{Ep}(T)\) is convex,
(iii) \(T(t_1x_1 + t_2x_2 + ... + t_nx_n) \preceq^m t_1T(x_1) + t_2T(x_2) + ... + t_nT(x_n)\) for all \(n \in \mathbb{N}\),
\[
\text{for all } x_1, x_2, ..., x_n \in \mathbb{R}^m \text{ and for all } t_1, t_2, ..., t_n \in (0, 1) \text{ such that } \sum_{k=1}^{n} t_k = 1
\]
(Jensen's Inequality).

**Proof.** The proof is immediate from Definition 5. \(\square\)

**Proposition 4.** Let \(T, G : \mathbb{R}^m \rightrightarrows \mathbb{R}^n\) be set-valued mappings. The undermentioned assertions are satisfied:

(i) If \(T\) is \(m\)-convex, then \(T(x) + C\) and \(T(x) + \text{int}(C)\) are \(m\)-convex,
(ii) if \(T\) and \(G\) are \(m\)-convex, \(T + G\) is also \(m\)-convex.

**Definition 6.** A vector-valued mapping \(T : \mathbb{R}^m \to \mathbb{R}^n\) is called affine iff
\[
T(\alpha x + (1 - \alpha)y) = \alpha T(x) + (1 - \alpha)T(y),
\]
for all \(x, y \in \mathbb{R}^m\) and all \(\alpha \in \mathbb{R}\).

**Definition 7.** Let \(h : \mathbb{R}^m \to \mathbb{R}^n\) be a vector-valued mapping and \(x, y \in \mathbb{R}^m\). \(h\) is called

(i) \(m\)-increasing iff \(x \preceq^m y\) implies \(h(x) \preceq^m h(y)\),
(ii) \(m\)-decreasing iff \(x \preceq^m y\) implies \(h(y) \preceq^m h(x)\).
Proposition 5. Let $T, G : \mathbb{R}^m \Rightarrow \mathbb{R}^n$ be set-valued mappings and vector-valued function $h : \mathbb{R}^k \rightarrow \mathbb{R}^m$ be $m$-increasing. Then,

(i) If $T$ is $m$-convex set-valued map and $h$ is $m$-convex, then $T \circ h : \mathbb{R}^k \Rightarrow \mathbb{R}^n$ is also an $m$-convex set-valued mapping.

(ii) Let $G$ be an affine set-valued mapping. $T$ is $m$-convex iff $T + G$ is $m$-convex set-valued mapping.

Theorem 1. Let $S \subseteq \mathbb{R}^m$ be a convex set and $T : \mathbb{R}^m \Rightarrow \mathbb{R}^n$ be compact, convex valued and $M$-directionally differentiable set-valued mapping on $S$. If $T$ is $m$-convex set-valued map, $T^M(x; y - x) \leq^m T(y) - T(x)$ for all $x, y \in S$.

Proof. Because $T$ is $m$-convex set-valued mapping. Then, we have

$$T(\alpha y + (1 - \alpha)x) \leq^m \alpha T(y) + (1 - \alpha)T(x)$$

(3.1)
for all $x, y \in S$ and for all $\alpha \in (0, 1)$. As $T$ is convex valued map we can write the inequality (3.1) as

$$T(x + \alpha(y - x)) \leq^m \alpha T(y) + T(x) - \alpha T(x).$$

From Proposition 2 (iii) we get

$$T(x + \alpha(y - x)) \Rightarrow^m T(x) \leq^m [\alpha T(y) - \alpha T(x) + T(x)] - T(x).$$

By using Proposition 1 (ii) we yield

$$T(x + \alpha(y - x)) \Rightarrow^m \alpha T(y) - \alpha T(x).$$

Since $\leq^m$ is compatible with the nonnegative scalar multiplication, we obtain

$$\frac{T(x + \alpha(y - x)) - T(x)}{\alpha} \leq^m \frac{\alpha(T(y) - T(x))}{\alpha} = T(y) - T(x).$$

By taking Painlevé-Kuratowski upper limit for $\alpha \rightarrow 0^+$, we attain $T^M(x; y - x) \leq^m T(y) - T(x)$ for all $x, y \in S$. □

Remark 1. Let $S \subseteq \mathbb{R}^m$ be a convex set and $T : \mathbb{R}^m \Rightarrow \mathbb{R}^n$ be compact, convex valued and $M$-directionally differentiable set-valued mapping on $S$. If $T^M(x; y - x) \leq^m T(y) - T(x)$ for all $x, y \in S$, $T$ may not be an $m$-convex set-valued mapping. For example, set-valued mapping $T : \mathbb{R} \Rightarrow \mathbb{R}^2$ is defined as $T(x) = B((x, x^2), |1 - x|)$ for all $x \in \mathbb{R}$, where $B(x, r)$ denotes the open ball centered $x \in \mathbb{R}$ with radius $r$. Although $T$ is not $m$-convex set-valued mapping, the inequality condition $T^M(x; y - x) \leq^m T(y) - T(x)$ is satisfied for all $x, y \in S$. 


**Definition 8.** Let \( S \subseteq \mathbb{R}^m \) be a convex, \( T : \mathbb{R}^m \to \mathbb{R}^n \) be an \( M \)-directionally differentiable. Then, \( T \) is called

(i) \( m \)-pseucoconvex iff for all \( x, y \in S \)
\[
F^M(x; y - x) \preceq_m 0 \implies F(y) \preceq_m F(x),
\]

(ii) strongly \( m \)-pseucoconvex iff for all \( x, y \in S \)
\[
0 \preceq_m F^M(x; y - x) \implies F(x) \preceq_m F(y),
\]

(iii) weakly \( m \)-pseucoconvex iff for all \( x, y \in S \)
\[
F^M(x; y - x) \not\preceq_m 0 \implies F(y) \not\preceq_m F(x).
\]

4. **SET VARIATIONAL INEQUALITY PROBLEMS AND OPTIMALITY CRITERIA FOR SET OPTIMIZATION**

Variational inequality problems and some optimality conditions for \((m - SVO_P)\) are introduced in this section.

**Definition 9.** Let \( S \subseteq \mathbb{R}^n \) be a convex set and \( x \in S \) be an arbitrary element. Then, the set-valued mapping \( T : \mathbb{R}^n \to \mathbb{R}^p \) is called

(i) \( m \)-upper sign continuous if for all \( y \in S \) and all \( \alpha \in (0, 1) \)
\[
T(x + \alpha(y - x)) \preceq_m 0 \implies T(x) \preceq_m 0,
\]

(ii) strongly \( m \)-upper sign continuous if for all \( y \in S \) and all \( \alpha \in (0, 1) \)
\[
0 \preceq_m T(x + \alpha(y - x)) \implies 0 \preceq_m T(x),
\]

(iii) weakly \( m \)-upper sign continuous if for all \( y \in S \) and all \( \alpha \in (0, 1) \)
\[
T(x + \alpha(y - x)) \not\preceq_m 0 \implies T(x) \not\preceq_m 0.
\]

The \( m \)-variational inequality problem (shortly \((m - VI_P)\)): Find \( x \in S \) such that
\[
T^M(x; y - x) \preceq_m 0, \quad \forall y \in S.
\]

The inverse \( m \)-variational inequality problem (shortly \((m - IVI_P)\)): Find \( x \in S \) such that
\[
0 \preceq_m T^M(x; y - x), \quad \forall y \in S.
\]

The strongly \( m \)-variational inequality problem (shortly \((m - SVI_P)\)): Find \( x \in S \) such that
\[
0 \preceq_m T^M(x; y - x), \quad \forall y \in S.
\]

The inverse strongly \( m \)-variational inequality problem (shortly \((m - ISVI_P)\)): Find \( x \in S \) such that
\[
0 \preceq_m T^M(x; y - x), \quad \forall y \in S.
\]
Similarly, the weakly $m$-variational inequality problem (shortly $(m-WVI_p)$): Find $x \in S$ such that
\[ T^M(x; y - x) \preceq^m 0, \quad \forall y \in S. \]

The inverse weakly $m$-variational inequality problem (shortly $(m-IWVI_p)$): Find $x \in S$ such that
\[ 0 \npreceq^m T^M(x; y - x), \quad \forall y \in S. \]

We denote by $sol(m-SVI_p)$, $sol(m-VI_p)$ and $sol(m-WVI_p)$ the set of all solutions of $(m-SVI_p)$, $(m-VI_p)$ and $(m-WVI_p)$, respectively. It is obvious that $sol(m-SVI_p) \subseteq sol(m-VI_p) \subseteq sol(m-WVI_p)$. Similarly, there is the same relationship in the inverse version of the variational inequality problems. The converse implications may not be generally true.

Minty $m$-variational inequality problem $(m-MVI_p)$: Find $x \in S$ so that
\[ T^M(y; y - x) \preceq^m 0, \quad \forall y \in S, \]

Minty strongly $m$-variational inequality problem $(m-MSVI_p)$: Find $x \in S$ so that
\[ 0 \preceq^m T^M(y; y - x), \quad \forall y \in S, \]

Minty weakly $m$-variational inequality problem $(m-MWVI_p)$: Find $x \in S$ so that
\[ T^M(y; y - x) \preceq^m 0, \quad \forall y \in S. \]

We denote by $sol(m-MSVI_p)$, $sol(m-MVI_p)$ and $sol(m-MWVI_p)$ the set of all solutions of $(m-MSVI_p)$, $(m-MVI_p)$ and $(m-MWVI_p)$, respectively. It is obvious that $sol(m-MSVI_p) \subseteq sol(m-MVI_p) \subseteq sol(m-MWVI_p)$, but the converse inclusion may not be generally true. Similarly, there is the same relationship in inverse version of variational inequality problems.

**Proposition 6.** Let $S \subseteq \mathbb{R}^n$ be a nonempty convex set and set-valued mapping $T : \mathbb{R}^n \to \mathbb{R}^p$ be $M$-directionally differentiable on $S$. Then

(i) if $T^M$ is $m$-upper sign continuous, then $sol(m-MVI_p) \subseteq sol(m-VI_p)$,
(ii) if $T^M$ is strongly $m$-upper sign continuous, then $sol(m-MSVI_p) \subseteq sol(m-SVI_p)$,
(iii) if $T^M$ is weakly $m$-upper sign continuous, then $sol(m-MWVI_p) \subseteq sol(m-WVI_p)$.

**Proof.**

(i) Let $x' \in S$ is a solution of $(m-MVI_p)$. Then, $T^M(y; y - x') \preceq^m 0$ for all $y \in S$. Since $S$ is a convex set, $x' + \lambda(y - x') \in S$ for all $\lambda \in (0,1)$. So, we have
\[ T^M(x' + \lambda(y - x'); x' + \lambda(y - x') - x') \preceq^m 0, \]
equivalently from positively homogeneously of $M$-directionally differentiable
\[ \lambda T^M(x' + \lambda(y - x'); y - x') \preceq_m 0. \]

By Proposition 2 (iv), we yield $T^M(x' + \lambda(y - x'); y - x') \preceq_m 0$. Therefore, $x' \in \text{sol}(m - VI_P)$.

(ii-iii) These can be proven similar to (i).

\[ \square \]

**Theorem 2.** Let $S \subseteq \mathbb{R}^m$ be a convex set and set-valued map $T : \mathbb{R}^m \rightrightarrows \mathbb{R}^n$ be compact, convex valued and $M$-directionally differentiable on $S$. Then, $x_0$ is a maximal solution of $(m - SVO_P)$ if and only if it is also a solution of $(m - IVI_P)$.

**Proof.** Let $x_0$ be a maximal solution of $(m - SVO_P)$. We have
\[ T(x_0) \preceq_m T(y) \quad (4.1) \]
for all $y \in S \setminus \{x_0\}$ such that $T(y) \neq T(x_0)$. Then, we can obtain easily that
\[ 0 \preceq_m T(y) - T(x_0). \quad (4.2) \]
Because $S$ is convex set, we can write $\alpha y + (1 - \alpha)x_0$ instead of $y$ in (4.2) for $\alpha \in (0, 1)$. Hence,
\[ 0 \preceq_m T(x_0 + \alpha(y - x_0)) - T(x_0). \]

From Proposition 2 (iv), we have
\[ 0 \preceq_m \frac{T(x_0 + \alpha(y - x_0)) - T(x_0)}{\alpha}. \quad (4.3) \]
Since $T$ is $M$-directionally differentiable and $T(x_0 + \alpha(y - x_0)) - T(x_0)$ is compact, by taking Painlevé-Kuratowski upper limit $\alpha \to 0^+$ in (4.3) we yield $0 \preceq_m T^M(x_0; y - x_0)$. Therefore, $x_0$ is a solution of $(m - IVI_P)$.

For the inverse statement, let $x_0$ be a solution of $0 \preceq_m T^M(x_0; y - x_0)$ for all $y \in S$. Assume that $x_0$ is not a solution of $(m - SVO_P)$. There exists an $x' \in S$ such that
\[ T(x_0) \preceq_m T(x'). \quad (4.4) \]
Since $S$ is convex set and $x_0, x' \in S$, there exists a $y \in S$ and $\alpha \in [0, 1]$ such that $x' = \alpha y + (1 - \alpha)x_0$. From (4.4) and Proposition 2 (iii), $0 \preceq_m T(x_0 + \alpha(y - x_0)) - T(x_0)$ yield. By multiplying both sides with $\frac{1}{\alpha}$ and by taking Painlevé-Kuratowski upper limit $\alpha \to 0^+$, we obtain $0 \preceq_m T^M(x_0; y - x_0)$. This contradicts the assumption. Hence, $x_0$ is a maximal solution of $(m - SVO_P)$.

\[ \square \]

**Theorem 3.** Let $S \subseteq \mathbb{R}^m$ be convex set and set-valued map $T : \mathbb{R}^m \rightrightarrows \mathbb{R}^n$ be compact, convex valued and $M$-directionally differentiable on $S$. Then, $x_0$ is a minimal solution of $(m - SVO_P)$ if and only if it is a solution of $(m - VI_P)$.

**Proof.** It can be obtained similar to the proof of previous theorem.

\[ \square \]
Theorem 4. Let $S \subseteq \mathbb{R}^m$ be convex set and set-valued map $T : \mathbb{R}^m \rightrightarrows \mathbb{R}^n$ be compact, convex valued and $M$-directionally differentiable on $S$. Then,

(i) $x_0$ is a strongly minimal (resp. strongly maximal) solution of $(m - SVO_P)$ if and only if it is also a solution of $(m - SVI_P)$ (resp. $(m - ISVI_P)$).

(ii) $x_0$ is a weakly minimal (resp. weakly maximal) solution of $(m - SVO_P)$ if and only if it is also a solution of $(m - WVI_P)$ (resp. $(m - IWVI_P)$).

Proposition 7. Let $S \subseteq \mathbb{R}^m$ be convex set and set-valued map $T : \mathbb{R}^m \rightrightarrows \mathbb{R}^n$ be compact, convex valued and $M$-directionally differentiable on $S$. Then,

(i) if $\tilde{x}$ is a strongly minimal (resp. strongly maximal) solution of $(m - SVO_P)$, then $\tilde{x}$ is also not only a solution of $(m - VI_P)$ (resp. $(m - IVI_P)$) but also a solution of $(m - WVI_P)$ (resp. $(m - IWVI_P)$).

(ii) if $\tilde{x}$ is a minimal (resp. maximal) solution of $(m - SVO_P)$, then $\tilde{x}$ is also a solution of $(m - WVI_P)$ (resp. $(m - IWVI_P)$).

Theorem 5. Let $S \subseteq \mathbb{R}^m$ be convex set and $T : \mathbb{R}^m \rightrightarrows \mathbb{R}^n$ be $M$-directionally differentiable set-valued map on $S \subseteq$. The following assertions are true:

(i) if $T$ is $m$-pseudoconvex, then every solution of $(m - VI_P)$ is a minimal solution of $(m - SVO_P)$,

(ii) if $T$ is $m$-pseudoconvex, then every solution of $(m - MVIP)$ is a maximal solution of $(m - SVO_P)$,

(iii) if $T$ is weakly $m$-pseudoconvex, then every solution of $(m - WVI_P)$ is a weak minimal solution of $(m - SVO_P)$,

(iv) if $T$ is weakly $m$-pseudoconvex, then every solution of $(m - MWVIP)$ is a weak maximal solution of $(m - SVO_P)$,

(v) if $T$ is strongly $m$-pseudoconvex, every solution of $(m - SI_P)$ is also a strongly minimal solution of $(m - SVO_P)$,

(vi) if $T$ is strongly $m$-pseudoconvex, every solution of $(m - MSI_P)$ is also a strongly maximal solution of $(m - SVO_P)$.

Proof. The proof can be proved easily by using the definitions.
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