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Abstract

Recurrent neural network language models (RNNLM) form a valuable foundation for many NLP systems, but training the models can be computationally expensive, and may take days to train on a large corpus. We explore a technique that uses large corpus n-gram statistics as a regularizer for training a neural network LM on a smaller corpus. In experiments with the Billion-Word and Wikitext corpora, we show that the technique is effective, and more time-efficient than simply training on a larger sequential corpus. We also introduce new strategies for selecting the most informative n-grams, and show that these boost efficiency.

1 Introduction

Recurrent neural network models of language (RNNLMs) form a foundation for many natural language processing systems. However, the networks can be expensive to train: training a single model over several million tokens can take hours, and searching through the large hyperparameter space of RNNLMs often entails training and testing hundreds of different models. This makes it burdensome to experiment with new RNNLM architectures on large corpora, or to train RNNLMs for new textual domains.

RNNLMs are typically trained on sequential text. In this paper, we investigate how to efficiently augment the training of RNNLMs by regularizing the models to match n-gram statistics taken from a much larger corpus. The motivation is that large-corpus n-gram statistics may be informative to an RNNLM trained on a smaller sequential corpus, but unlike RNNLM training, n-gram statistics are inexpensive to compute even over large corpora. Moreover, the statistics only need to be computed once and can be re-used for training many different smaller-corpus RNNLMs.

Naively, regularizing an RNNLM to match a given set of n-gram statistics is non-trivial, because the marginal probabilities that n-gram statistics represent are not parameters of the RNNLM. In recent work, Noraset et al. (2018) showed that it was possible to regularize an RNNLM to match given n-gram statistics by training the network, when started from a zero state, to match each n-gram probability. However, the regularization approach in that work had tractability limitations—the time cost of the regularization was sufficiently high that using it was inferior to simply training the RNNLM on more sequential text.

In this paper, we present an efficient n-gram regularization technique and show that the technique can improve RNNLM training. Our method has three distinctions from previous work that provide efficiency. First, we prioritize regularizing only the n-grams that are most likely to improve the model, by focusing on cases where the RNNLM’s sequential training corpus diverges significantly from the n-gram statistics. Secondly, we regularize the entire output softmax of the RNN to match given conditional n-gram statistics, which means we can impose a large number of statistical constraints using only one softmax evaluation. Finally, we use an ensemble of multiple loss functions in our regularizer, which provides an additional boost. In experiments, we show how n-gram regularization with these enhancements results in better models using the same amount of training time, compared to standard sequential training. We also plan to release our code base and to the research community.¹

2 Methods

RNNLMs are trained to optimize a loss function $L_d$, which is defined as the average negative log-likelihood of a training corpus. We regularize the RNNLM to match n-gram statistics by introduc-

¹https://github.com/yangyiben/Conditional-N-gram-Regularization
ing another penalty term $L_p$ to the loss function that captures how well the model matches n-gram statistics, giving a combined loss $L$:

$$L = L_d + \alpha L_p,$$

where $\alpha$ is a hyperparameter to control the regularization strength. We use the term large corpus to refer to the text utilized to compute the n-gram statistics. We expect the large corpus to be multiple orders of magnitude larger than the small corpus utilized for computing the RNN’s sequential loss $L_d$. In the rest of this section, we first define what we mean by conditional n-gram statistics, and then present our regularization methods.

2.1 Conditional N-gram Statistics

An order-$N$ n-gram is a sequence of $N$ words. For a given corpus $c$, we denote the $k$th distinct order-$N$ n-gram $w_{k1}, w_{k2}, ..., w_{kN}$ as $w_k^N$, and denote the corresponding order $N - 1$ n-gram formed by the first $N - 1$ words as $w_k^{N-1}$. Here, in order to eliminate ambiguity, the notation $N - 1$ is exclusively used to represent the prefix. For instance, $w_k^3$ is the $k$-th trigram, while $w_k^{4-1}$ is the trigram prefix of the $k$-th 4-gram. We define conditional n-gram statistics as the empirical conditional probabilities of observing each next word $w_{kN}$ given the previous $N - 1$ gram $w_k^{N-1}$ for all $k$s:

$$\hat{P}(w_{kN}|w_k^{N-1}) = \frac{\text{count}(w_k^N)}{\text{count}(w_k^{N-1})}, \forall w_k^N \in \Omega(c),$$

where $w_{kN}$ and $w_k^{N-1}$ are the $N$th word and the corresponding previous $N - 1$ gram of $w_k^N$ respectively, and $\Omega(c)$ is the set of all unique $w_k^N$s contained in the corpus $c$. For a given RNNLM, the model conditional probability for some n-gram $w_k^N$ is defined as:

$$P_\theta(w_{kN}|w_k^{N-1}) = \mathbb{E}_h(P_\theta(w_{kN}|w_k^{N-1}, h)),$$

where $h$ is the model’s hidden state prior to encountering the $N$-gram. However, it is difficult to express that expectation in terms of the model parameters, so we adopt the approach from Raset et al. (2018), which has shown preliminary evidence of forming an effective regularizer:

$$\mathbb{E}_h(P_\theta(w_{kN}|w_k^{N-1}, h)) \approx P_\theta(w_{kN}|w_k^{N-1}, h_0),$$

where $h_0$ is a zero hidden state.

2.2 Conditional N-gram Regularization

We propose three forms of regularization loss functions that penalize the divergence of the model’s conditional probabilities from the conditional n-gram statistics.

2.2.1 Mean Squared Log Probability Ratio

We denote our first penalty as $L_p^{sq}$, defined as:

$$L_p^{sq} = \frac{1}{||R||} \sum_{w_k^N \in R} \left( \log \frac{\hat{P}(w_{kN}|w_k^{N-1})}{P_\theta(w_{kN}|w_k^{N-1})} \right)^2,$$

where $R$ is a set of n-grams $w_k^N$ to regularize, and $\hat{P}$ and $P_\theta$ are conditional n-gram statistics and model conditional probabilities as defined in Section 2.1. This penalty is similar to that of (Noreset et al., 2018). However, instead of computing the loss with multiple forward passes for different $w_k^N$s that have the same $w_k^{N-1}$, we propose to only perform one forward pass for each $w_k^{N-1}$, and regularize all subsequent $N$th words. This makes our loss much more computationally efficient. As this penalty only accounts differences in point-wise probabilities for specific words $w_N$, it can be used for partially specified distributions where we only know the desired probabilities for some $N$th words in a given context, but not the entire distribution.

2.2.2 Mean Kullback–Leibler Divergence

We denote our second penalty as $L_p^{KL}$, defined as:

$$P_{w_k^{N-1}} = \hat{P}(w|w_k^{N-1}), Q_{w_k^{N-1}} = P_\theta(w|w_k^{N-1})$$

$$L_p^{KL} = \frac{1}{||R||} \sum_{w_k^{N-1} \in R} D_{KL}(P_{w_k^{N-1}}||Q_{w_k^{N-1}}),$$

where here $R$ is a set of prefixes $w_k^{N-1}$ to regularize. This penalty regularizes all possible subsequent words $w_N$, thus it only works for fully-specified reference distributions.

2.2.3 Combined Penalty

Because the above two penalty functions differ, we hypothesize that they may be complementary and propose a combined penalty $L_p^c = L_p^{sq} + L_p^{KL}$.

2.3 N-gram Selection Strategy

Note that we do one forward pass for each unique $w_k^{N-1}$, so only the number of distinct prefixes $w_k^{N-1}$ will significantly affect the computational
cost of our regularization methods. Naively regularizing all unique prefixes in a large corpus usually requires a large number of forward passes, which could be expensive. We hypothesize that some prefixes are more useful than others, so we attempt to select the ones that will improve the model the most. We propose to select prefixes \( w_k^{N-1} \) that maximize the Expected Log-likelihood Change (ELC), defined as:

\[
ELC(w_k^{N-1}) = \sum \hat{P}(w_k^N) \log \frac{\hat{P}(w_k^N|w_k^{N-1})}{P_\theta(w_k^N|w_k^{N-1})}.
\]

Ideally, \( P_\theta \) would reflect the statistics of the RNNLM, updated during training, but these are expensive to obtain. Thus we propose to train an inexpensive n-gram model (Chen and Goodman, 1999) on the sequential corpus to serve as \( P_\theta \) in the combined selection strategy.

3 Experiments

We now present our experiments measuring the effectiveness of conditional n-gram regularization.

3.1 Data and Settings

We experiment on a medium-size (2 layers with 650 hidden states) LSTM language model (Zaremba et al., 2014) over two corpora: Wikitext (Merity et al., 2016) and Google Billion-Word (Chelba et al., 2013) (1B). We adopt weight tying (Inan et al., 2016) and variational dropout (Gal and Ghahramani, 2016). All models are trained by SGD for 30 epochs with batch size 64 and truncated backpropagation (Mikolov et al., 2011) with 35 time steps. The learning rate starts at 20 and then is reduced to 5 at epoch 20. For the 1B corpus, we follow the same procedure in Yang et al. (2017) to generate training, validation and test sets, except that we use only the top 50K vocabulary terms. For the Wikitext corpus, we adopt the Wikitext-2 vocabulary. All of the RNNLM sequential training sets are small subsets sampled from the Wikitext-103 and 1B training corpora.

For each dataset, we use the whole training set as the large corpus for building our reference conditional n-gram statistics. In this study, we only consider conditional trigram regularization for all experiments. The regularization takes additional time during training. To enable a fair experiment, we equalize the training time between regularized models and the baselines, by providing the baselines with more sequential training data than the regularized models. The three proposed penalties are almost equally fast, thus they can be compared against the same baseline. Unlike RNNs, there are no hyperparameter settings or decisions involved in computing the n-gram counts, so this can be done once and re-used across the many RNN training runs that adequate hyperparameter search for RNNs often entails. Moreover, counting n-grams is fast. We approximate that it takes about one minute to obtain n-gram statistics from the Wikitext-103 training corpus, for example. Thus, we set up our experiments to equalize neural network training time, and we ignore the small one-time cost of computing n-gram statistics.

We fix the number of bigrams per batch to be 500, and employ the proposed strategy to select the top \( X \) most informative bigrams (\( X \) depends on the number of batches in sequential data). Finally, instead of tuning the regularization strength hyperparameter \( \alpha \) for each setting, we fix \( \alpha \) to be 1.0, 0.75 and 0.5 for the three sequential data sizes based on the heuristic that larger sequential data may need less regularization. More carefully tuning the regularization strength might yield somewhat better results for our methods. Also, using different regularization strengths in the combined penalty might further improve results.

3.2 Results

In Table 1, we compare the performance of our proposed methods against equal-time controlled baselines under different token sizes for both the Wikitext and 1B data sets. In the table, the numbers in the column headings indicate the token count of the sequential corpus used to train the regularized methods. The baselines train on larger corpora, to ensure an equal-time setting as described above. All regularized models outperform their baseline counterparts for all token sizes. Among them, the models regularized by the combined penalty consistently perform best. This illustrates that conditional n-gram regularization is effective at incorporating large-corpus statistics to improve an RNNLM trained on a relatively small corpus. Performing regularization using the combined selection strategy yields more accurate models compared to simply training on a larger sequential corpus.

In Figure 1, we plot validation perplexities after
each training epoch for models trained on the 5M-token 1B corpus, against an equal-time baseline. The plot shows that the relative performance of the methods remains similar across training epochs.

| Methods | WikiText | Google 1B |
|---------|----------|-----------|
|         | 500K     | 1M        | 2M       | 2.5M     | 5M       | 10M      |
| baseline| 161      | 110       | 76       | 110      | 90       | 81       |
| sq_log  | 122      | 91        | 72       | 98       | 86       | 80       |
| KL      | 137      | 100       | 77       | 100      | 86       | 78       |
| combined| 112      | 86        | 69       | 94       | 83       | 77       |

Table 1: Test perplexities of different methods and sequential training token sizes. sq_log: mean squared log probability ratio penalty. KL: mean Kullback-Leibler divergence penalty. Models with the combined penalty achieve the lowest perplexities.

![Figure 1](image)

Figure 1: Validation Perplexities on the 5M-token 1B Dataset. The combined penalty performs best.

### 3.3 Analysis

In Table 2, we demonstrate how the number of regularized bigrams affects the performance. Here, the regularized models always train on wikitext-2 as a sequential corpus, and the baseline trains on larger corpora as the fractions of bigrams increases. The regularized model achieves 66 test perplexity on Wikitext-2 corpus, which is about 2.7 points worse than a state-of-the-art mixture of softmax model (Yang et al., 2017) even though our model has fewer parameters (25M vs. 35M). Including more bigrams helps lower the perplexity, while it also demands extra computational time. ELC performs best when using less than 20% of the bigrams. Regularizing randomly selected n-grams does not outperform the equal-time baseline, indicating that not all n-grams are equally useful. In order to be time efficient, it is important to select informative n-grams, and ELC is an effective measure of informativeness.

In Table 3, we consider ensembling a standard RNN with a KN-smoothed trigram model. This achieves a ppl of 65, but requires 51M more parameters, whereas our regularization with the n-grams achieves most of the perplexity improvement at the cost of zero additional parameters. Further, somewhat surprisingly we find that an ensemble of our regularized RNNLM with the n-gram model achieves much better perplexity of 59.

| Models | Test PPL |
|--------|----------|
| Unregularized RNNLM | 86 |
| Unregularized RNNLM + Trigram KN | 65 |
| Regularized RNNLM | 67 |
| Regularized RNNLM + Trigram KN | 59 |

Table 2: Test perplexities of RNNLMs trained on Wikitext-2 regularized with different numbers of bigrams using the combined penalty. Baseline indicates an equal-time controlled baseline, random is a regularized model with bigrams selected randomly, and ELC indicates our proposed strategy.

Another possible way of efficiently utilizing a large corpus would involve training a Word2vec model on the large corpus, and using the pretrained embeddings within a RNNLM trained on a small corpus. This approach can utilize larger corpora since training a Word2vec model is much faster than training a RNNLM. However, in our preliminary experiments with this approach, we did not observe any improvement when using word embeddings trained on a large corpus. Further experiments with variants of this approach are an item of future work.

### 4 Related Work

Chelba et al. (2017) trained large-order n-gram models using a recurrent neural network trained over limited context to produce the conditional probability estimates. Our regularizer is trained in a similar way, but by contrast we are focused on how the regularizer can be used in concert with
standard sequential RNNLM training to improve the training procedure. We introduce n-gram selection techniques and distinct loss functions that increase the effectiveness of the combined training. Ganchev et al. (2010) presents a posterior regularization method for restricting posterior distributions of probabilistic models with latent variables to obey predefined constraints using the EM algorithm. This approach shares our goal of imposing constraints on probabilistic models, but we focus on RNNLMs, which do not estimate distributions over latent state variables and are not trained using EM. Finally, Mikolov et al. (2011), Józefowicz et al. (2016) and Chelba et al. (2013) trained ensembles of RNNLMs and KN-smoothed n-gram models, and showed that one can obtain a better model when ensembling RNNLMs with n-gram models. Our experiments show that compared to ensemble methods, conditional n-gram regularization achieves similar results at the cost of zero additional parameters, and can perform even better when combined with ensembling.

5 Conclusion and Future Work

In this paper, we have proposed methods to utilize using large corpus n-gram statistics to regularize RNNLMs trained on a smaller corpus. Our experiments demonstrate that the proposed regularization penalties are effective in improving model performance, and can be more time efficient than training RNNLMs on a larger sequential corpus. Selecting informative n-grams is shown to be important. In future work, we would like to obtain a better theoretical understanding of why starting the RNNLM from a zero state forms an effective n-gram regularizer. We would also like to extend our regularization approach to BiLSTMs (Peters et al., 2017) and Transformers (Alec Radford and Sutskever, 2018; Devlin et al., 2018).
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