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Abstract. In view of the repetitive calculation problems that often appear in algorithmic questions, this paper analyzes the common thought methods and dynamic programming for solving such problems. Through several types of classic questions, such as the backpack problem, the longest common subsequence, etc., the analysis methods and scope of application of dynamic programming are summarized.
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1. Introduction
Dynamic Programming is an algorithmic idea for solving a class of optimization problems. If a problem can be broken down into several sub-problems and these sub-problems are repeated, the problem is called Overlapping Subproblems[1]. Dynamic programming avoids a lot of double counting by directly recording the results of overlapping sub-problems so that the same sub-questions are used the next time. Therefore, a problem must have overlapping sub-problems in order to use dynamic programming to solve.

2. What is Dynamic Planning?
Dynamic Programming is an algorithmic idea for solving a class of optimization problems.[2] In simple terms, dynamic programming decomposes a complex problem into several sub-problems, and obtains the optimal solution of the original problem by synthesizing the optimal solution of the sub-problem. The application scenarios are very wide, and the classic questions have Fibonacci numbers, knapsack problems[3], and the largest continuous subcolumns and other series of problems.

Next, the author begins with the simplest Fibonacci sequence to analyze how dynamic programming reduces the problem of repetitive calculations to reduce time complexity.

2.1. Testing the Fibonacci sequence
The Fibonacci sequence is a classic algorithm problem, defined as F0 =1, F 1 =1, Fn=Fn-1 +Fn-2 (n>=2). The simplest algorithm is as follows:

```c
int F(int n)
{
    if(n == 0 || n == 1) return 1;  /* If it is F 0 or F 1, the return value is 1
else return F(n-1) + F(n-2);   /* Otherwise recursive*/
}
```

This recursive method involves a large number of repeated calculations. Take Figure 1 as an example. When n==5, you can get F(5)=F(4)+F(3). When F(4) is calculated, there will be F(4)=F(3)+F(2). In
Figure 1, the gray frames are all duplicated. It is inferred from this that when the value of \( n \) is large, the number of repeated calculations will be unimaginable. The time complexity will be as high as \( O(2^n) \).

![Fibonacci sequence recursion diagram.](image1.png)

![Fibonacci sequence memorized search graph.](image2.png)

To avoid double counting, you can open a one-dimensional array \( dp \) to hold the calculated results, where \( dp[n] \) records the result of \( F(n) \) and uses \( dp[n]=-1 \) to indicate \( F(n) \) current. Has not been calculated yet. code show as below:

```c
int F(int n)
{
    int dp[50] = {0}; /* Initialize dp[50] to 0*/
    if(n == 0 || n == 1) return 1; /* If n=0 or n=1, return the result 1*/
    else{
        dp[0] = 1; /* When n>0 and 1, assign value to dp[0]*/
        dp[1] = 1; /* assigns value to dp[1]*/
        for(int i = 2; i <= n; i++) /* When i<=n, calculate and store the value of dp[i]*/
        {
            dp[i] = dp[i-1] + dp[i-2]; /* Calculate and store the value of dp[i]*/
        }
        return dp[n]; /*Returns dp[n]*/
    }
}
```

It has been calculated that kind of put the contents of records down, then when the next encounter the same problem, you can return the results directly, without double counting, so can save more than half of invalid calculations. As shown in Figure 2, this approach reduces the time complexity \( O(2^n) \) directly to the \( O(n) \) linear level, saving significant time.

### 2.2. The Advantages of Dynamic Programming

The above example can lead to the concept that if a problem can be broken down into several sub-problems and these sub-problems are repeated, the problem is called Overlapping Subproblems.\(^4\) Dynamic programming avoids a lot of double counting by directly recording the results of overlapping sub-problems so that the same sub-questions are used the next time. Therefore, a problem must have overlapping sub-problems in order to use dynamic programming to solve.

From the perspective of time complexity, dynamic programming can directly reduce the exponential level of time complexity \( O(2^n) \) to \( O(n) \) linear level, which greatly increases the speed of program running.\(^5\)

### 3. Classic Backpack Problem

#### 3.1. 01 Backpack

Problem Description: Given \( n \) items and a backpack. The weight of item \( i \) seems to be \( w_i \), its value is \( v_i \), and the capacity of the backpack is \( c \). Asked how to choose the items that are loaded into the backpack so that the total value of the items in the backpack is the largest?
3.1.1. Backtracking. The backtracking method is the violent enumeration method. Each item has two options: no choice. Therefore, for n items, there are $2^n$ options to choose from, and then choose the one with the highest value. The time complexity is $O(2^n)$. Code show as below:

```c
int f(int i, int cw, int cv){ /*i: The first few items cw: current weight cv: current value */
    if(cw == w || i == n){
        if(cv > MAX) MAX = cv; /* Update MAX*/
        return MAX;
    }
    if(cw + weight[i] <= w){
        f(i+1, cw + weight[i], cv+value[i]); /*Select this item*/
    }
    if(i+1, cw, cv);   /*Do not choose this item*/
    return MAX;
}
```

3.1.2. Dynamic Planning. If you use the backtracking method described above, the speed of the operation will increase exponentially as the item grows larger. To solve such problems we should use dynamic programming. As mentioned above, it is assumed that there are 5 items with weights of 20g, 20g, 40g, 60g and 30g respectively. The value of the items is $300, $400, $800, $900, $600, and the maximum capacity of the backpack is 90g. The solution to dynamic programming is as follows. First draw a grid and look at it line by line. Assume that the current line selects only the line and the previous item in the line. For example, line A can only select item A, and line C can select A, B, C three items, and then calculate the maximum value of each small backpack capacity can be loaded.

![backpack grid](image)

|     | 20g | 30g | 40g | 50g | 60g | 70g | 80g | 90g |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| A   | $300A$ | $300A$ | $300A$ | $300A$ | $300A$ | $300A$ | $300A$ | $300A$ |
| B   | $400B$ | $400B$ | $700A$ | $700A$ | $700A$ | $700A$ | $700A$ | $700A$ |
| C   | $400B$ | $400B$ | $800C$ | $800C$ | $1200$ | $1200$ | $1500$ | $1500$ |
| D   | $400B$ | $400B$ | $800C$ | $800C$ | $1200$ | $1200$ | $1500$ | $1500$ |
| E   | $400B$ | $600E$ | $800C$ | $1000$ | $1200$ | $1200$ | $1400$ | $1800$ |

So the value is the maximum value of the article A as shown above, rows A, because only A selectable. In line B, since B can be selected, B and A have the same weight, and B has a higher value. Therefore, when only the weight of B can be loaded, we choose B. When the capacity of the backpack is large enough, two items are selected. In line C, when the capacity of the backpack can be loaded 40g, there are two options. One is not to choose C. The current maximum value is $700 in cell[B][40g]$; the second is to select C, then the current maximum value is $800$, it is easy to judge that the second option is more valuable. Look at the last grid cell[E][90g]. If you don't choose E, the current maximum value is $1500$ in cell[D][90g]. If you choose E, because E weighs 30g, the current backpack is left 60g, while the maximum value of the backpack is 1200, plus the value of E, the total value is $1800$, obviously, the choice of E is more cost-effective.

From the above process, a judgment condition can be obtained, cell[i][j] = max(cell[i-1][j], cell[i-1][j+weight[i]]+value[i]) (weight[i] is the current item weight, value[i] is the current item value). The code looks like this:

```c
#include<algorithm>
using namespace std;
const int MAX = 100;

int main(){
    int n, W;  /*n: number of items W: capacity of the backpack */
    int w[MAX], v[MAX]; /*w[MAX]: the weight of each item v[MAX]: the value of each item*/
    int dp[MAX][MAX]; /*dp[MAX][MAX]: store the maximum value of each cell*/
    scanf("%d %d", &n, &W);
    /*Enter the number of items and backpack capacity*/
    for(int i = 1; i <= n; i++)
        scanf("%d", &w[i]);
    /*Initialize the weight of each item*/
    for(int i = 1; i <= n; i++)
        scanf("%d", &v[i]);
    /*Enter the weight of each item*/
    for(int i = 1; i <= n; i++)
        for(int j = 0; j <= W; j++)
            dp[i][j] = max(dp[i-1][j], dp[i-1][j-w[i]]+v[i]);
    /*Calculate the maximum value of each cell*/
    int res = dp[n][W];
    printf("The maximum value is %d\n", res);
    return 0;
}
```
```c
for(int i = 1; i <= n; i++) {
    scanf("%d", &v[i]);
}
for(int j = 0; j <= W; j++) {
    dp[0][j] = 0;
}
for(int i = 1; i <= n; i++) {
    for(int j = w[i]; j <= W; j++) {
        dp[i][j] = max(dp[i-1][j], dp[i-1][j-w[i]] + v[i]);
    }
}
printf("%d", dp[n][W]);
```

3.2. Full Backpack

The full backpack problem is very similar to the 01 backpack problem. The only difference is that the 01 backpack has only one item for each item, and the full backpack can take countless pieces for each item. Draw the following grid diagram using the above conditions:

**Table 2.** Full backpack grid.

|     | 20g | 30g | 40g | 50g | 60g | 70g | 80g | 90g |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| A   | $300A$ | $300A$ | $600A$ | $600A$ | $900A$ | $900A$ | $1200$ | $1200$ |
| B   | $400B$ | $400B$ | $800B$ | $800B$ | $1200$ | $1200$ | $1600$ | $1600$ |
| C   | $400B$ | $400B$ | $800C$ | $800C$ | $1200$ | $1200$ | $1600$ | $1600$ |
| D   | $400B$ | $400B$ | $800C$ | $800C$ | $1200$ | $1200$ | $1600$ | $1600$ |
| E   | $400B$ | $600E$ | $800C$ | $1000$ | $1200$ | $1400$ | $1600$ | $1800$ |

As shown above, in a cell[B][60g] as an example, this table is filled, there are two strategies, selected from the group B, and B is not selected. Hold time B, the cell[B][60g] = cell[A][60g], and the backpack 01 is the same; If you choose B, then the backpack 01 and the treatment is different, because each backpack 01 The item is only the same. If you do not select the item, it means that you must transfer to cell[A][60g-20g], and the full backpack can be placed in any item because of the item, so the state is transferred to cell[B][60g-20g].

Therefore, the state of the complete knapsack problem equation is shifted to cell[i][j] = max(cell[i-1][j],cell[i][j]+v[i]) For the current item weight,v[i] is the current item value).

4. Other Usage Scenarios for Dynamic Programming

Dynamic programming In addition to the Fibonacci sequence, there are many classic application scenarios, such as the number of towers, the maximum continuous subsequence, the longest increasing subsequence, and the longest common subsequence. The following table is a time complexity analysis of the violent and dynamic programming methods:

**Table 3.** Comparison table of time complexity between violent method and dynamic programming method.

| Algorithm                     | Abbreviation | Violence | Dynamic programming |
|-------------------------------|--------------|----------|---------------------|
| maximum continuous subsequence| MCS          | O(n²)    | O(n)                |
| longest increasing subsequence| LIS          | O(2ⁿ)    | O(2ⁿ)               |
| longest common subsequence    | LCS          | O(2ᵐⁿ⁺⁻) | O(nᵐ)               |
4.1. Maximum Continuous Subsequence Sum

The maximum continuous subsequence sum problem is described as: Given a sequence of numbers \(A_1, A_2, \ldots, A_n\), find \(i, j\) (\(1 \leq i \leq j \leq n\)), so that \(A_i + \ldots + A_j\) max, output this maximum sum. The idea of dynamic programming is to calculate a continuous sequence ending with \(A[i]\). The state transition equation is: \(dp[i] = \max(A[i], dp[i-1] + A[i])\) (\(dp[i]\) The maximum sum of consecutive sequences ending in \(A[i]\). The key parts of the code are as follows:

The above is the key code part of the violence law:

It can be seen from the comparison that the violent method uses a double loop, and the dynamic programming method can solve the single loop, which greatly improves the efficiency of the calculation.

4.2. Longest Increasing Subsequence

The longest non-decreasing subsequence problem is: in a sequence of numbers, find the longest subsequence (which can be discontinuous) so that the subsequence does not fall (non-decreasing). Let \(dp[i]\) denote the longest non-declining subsequence ending with \(A[i]\), and if there is an element \(A[j]\) before \(A[i]\) such that \(A[j] \leq A[i]\), then \(A[i]\) follows the longest non-declining subsequence ending with \(A[j]\). The state transition equation is: \(dp[i] = \max(1, dp[j]+1)\) (\(dp[i]\) is the largest non-declining subsequence ending with \(A[i]\)). The following are the key code segments:

The above is the key code part of the violence law:

It can be seen from the comparison that the violent method uses a double loop, and the dynamic programming method can solve the single loop, which greatly improves the efficiency of the calculation.

4.3. Longest Common Subsequence

The longest common subsequence problem is described as: Given two strings (or sequence of numbers) \(A\) and \(B\), find a string such that the string is the longest common part of \(A\) and \(B\) (the subsequences can be discontinuous). Suppose the string \(A\) is: sadstory and the string \(B\) is: adminsorry. Then the longest common subsequence is "adsory". The dynamic planning grid diagram is asTable 4. As shown in cell[2][3] above, both headers are d, so cell[2][3]=cell[1][2]+1, when the headers are not equal, such as cell[4][3], behavior i, listed as d, so their longest common subsequence cannot be extended, cell[i][j] inherits dp[i-1][j] and dp[i][j-1] The larger value in. When the state transition equation is: \(A[i]==B[j]\), \(dp[i][j]=dp[i-1][j-1]+1\), \(A[i]!=B[j]\), \(dp[i][j]=\max(dp[i-1][j], dp[i][j-1])\). The key code segments are as above.

5. Summary

Through the above classical model of dynamic programming, the regularity of dynamic programming can be summarized. The feature of dynamic programming is "one model and three features".
Table 4. The dynamic planning grid table

| s | a | d | s | t | o | r | y |
|---|---|---|---|---|---|---|---|
| a | 0 | 1 | 1 | 1 | 1 | 1 | 1 |
| d | 0 | 1 | 2 | 2 | 2 | 2 | 2 |
| m | 0 | 1 | 2 | 2 | 2 | 2 | 2 |
| i | 0 | 1 | 2 | 2 | 2 | 2 | 2 |
| n | 0 | 1 | 2 | 2 | 2 | 2 | 2 |
| s | 1 | 1 | 2 | 3 | 3 | 3 | 3 |
| o | 1 | 1 | 2 | 3 | 3 | 4 | 4 |
| r | 1 | 1 | 2 | 3 | 4 | 5 | 5 |
| r | 1 | 1 | 2 | 3 | 4 | 5 | 5 |
| y | 1 | 1 | 2 | 3 | 3 | 4 | 5 |

"One model" refers to a model that dynamically plans the problem that is best suited to solve. Dynamic programming is generally used to solve optimal problems. In the process of solving problems, it is necessary to go through multiple decision stages. Each phase corresponds to a set of states. Then look for a set of decision sequences through which the optimal values of the final desired solution can be generated.

The "three characteristics" are the optimal substructure, no aftereffect and repeat subproblems. The optimal substructure means that the optimal solution of the problem contains the optimal solution of the subproblem. No post-effect has two meanings. The first meaning is that when deriving the state of the later stage, it only cares about the state value of the previous stage, and does not care how this state is derived step by step; the second meaning is that Once the stage status is determined, it is not affected by the decision of the later stage. A repeating subproblem means that when different decision sequences arrive at a certain stage, a repeating state may occur.

Problems that meet the above characteristics can generally be solved by the idea of dynamic programming.
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