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ABSTRACT

We perform a suite of hydrodynamic simulations to investigate how initial density profiles of giant molecular clouds (GMCs) affect their subsequent evolution. We find that the star formation duration and integrated star formation efficiency (SFE) of the whole clouds are not sensitive to the choice of different profiles but are mainly controlled by the interplay between gravitational collapse and stellar feedback. Despite this similarity, GMCs with different profiles show dramatically different modes of star formation. For shallower profiles, GMCs first fragment into many self-gravitation cores and form sub-clusters that distributed throughout the entire clouds. These sub-clusters are later assembled “hierarchically” to central clusters. In contrast, for steeper profiles, a massive cluster is quickly formed at the center of the cloud and then gradually grows its mass via gas accretion. Consequently, central clusters emerged from clouds with shallower profiles are less massive and show less rotation than those with the steeper profiles. This is because 1) a significant fraction of mass and angular momentum in shallower profiles is stored in the orbital motion of the sub-clusters that are not able to merge into the central clusters 2) frequent hierarchical mergers in the shallower profiles lead to further losses of mass and angular momentum via violent relaxation and tidal disruption. Encouragingly, the degree of cluster rotations in steeper profiles is consistent with recent observations of young and intermediate-age clusters. We speculate that rotating globular clusters are likely formed via an “accretion” mode from centrally-concentrated clouds in the early Universe.

Key words: methods: numerical – stars: formation – stars: kinematics and dynamics – galaxies: star clusters: general

1 INTRODUCTION

Giant molecular clouds (GMCs) are the cradles of star clusters (Shu et al. 1987; Scoville & Good 1989; McKee & Ostriker 2007; Krumholz et al. 2019), in which most stars form (see Lada & Lada 2003). Understanding the modes and the efficiency with which stars and clusters form is one of the key problems in modern astrophysics. Although numerous observational and theoretical efforts have been made to investigate GMC evolution (see a recent review, Girichidis et al. 2020), the complexity of the physical processes involved and the highly uncertain initial conditions imply that many aspects of the problem are still active areas of research.

One seemingly simple question is how efficiently GMCs form stars. Previous work has investigated the star formation efficiency (SFE) of GMCs with different turbulence properties (e.g. Krumholz & McKee 2005; Padoan et al. 2012) and channels of stellar feedback (e.g. Dale et al. 2012; Walch et al. 2012; Rogers & Pittard 2013; Dale et al. 2014; Myers et al. 2014; Geen et al. 2015; Kim et al. 2017; Myers et al. 2020). Encouragingly, recent analytical and numerical studies have reached a general consensus that the integrated SFE of an individual cloud depends on the interplay between gravitational collapse and the strength of stellar feedback from massive stars (e.g. Fall et al. 2010; Murray et al. 2010; Burkert & Hartmann 2013; Raskutti et al. 2016; Grudič et al. 2018a). In our recent work (Li et al. 2019, hereafter L19), we surveyed a large range of GMC properties and stellar feedback strengths, and concluded that SFE depends strongly on the gas surface density of the clouds and the feedback momentum. Similar models have been used to reproduce the large scatter in observed star formation efficiencies on cloud scales (e.g. Grudič et al. 2019).

However, most of the simulations mentioned above start from isolated turbulent clouds with a specific initial gas density distribution. Therefore, whether the conclusions drawn from these simulations are sensitive to the choice of initial gas distribution or not is largely unknown. Moreover, different simulations adopt dramatically different star formation and stellar feedback prescriptions, making it impractical to conduct useful comparisons on the effects
of initial conditions on star formation. Despite the over-simplified setup of the initial conditions in simulations, GMCs and molecular clouds in observations are indisputably complex. GMCs in the nearby universe show diverse gas profiles and probability distributions (Lombardi et al. 2008; Pirogov 2009; Kainulainen et al. 2009; Schneider et al. 2013, 2015; Naranjo-Romero et al. 2015). Therefore, it is crucial to design control experiments that systematically investigate how the initial gas density distribution affects the subsequent gas evolution, star formation activities, and, eventually, the properties of star clusters.

A few studies have tried to explore the problem from this perspective. For example, in a series of papers, Girichidis et al. (2011, 2012a,b) systematically investigated cloud evolution and star formation for different initial density profiles. They found that different density profiles produced dramatically different initial mass functions: clouds with flat cores produce many low-mass stars, while concentrated density profiles tend to form one massive star particle. However, their studies focused on ~ 0.1pc molecular cores, rather than the GMCs where massive clusters emerge from. Moreover, they did not consider the feedback from massive stars, which is crucial for understanding the efficiency of star formation.

In this work, we perform a suite of hydrodynamic simulations to systematically evaluate the impact of initial density profiles of GMCs on the formation and evolution of GMCs and massive star clusters. Following the numerical setup of L19, we design three initial conditions with different power-laws density profiles: \( \rho(r) \propto r^0 \), \( \rho(r) \propto r^{1.5} \), and \( \rho(r) \propto r^{-2} \). Our goal is to answer the following questions: 1) how does the initial density profile affect the timescale and efficiency of star formation in GMCs? 2) how does it control the nature of gas fragmentation and the assembly history of massive star clusters? 3) are there any systematic differences in the properties of massive star clusters that emerge from GMCs with different density profiles?

The rest of this paper is organized as follows. Sec. 2 describes the numerical implementations in the moving-mesh code Arepo and the setup of the initial conditions of GMCs. In Sec. 3, we show the similarities and differences of the star formation history, gas accretion profiles, and dynamics of star clusters for three different density profiles. We find that the star formation duration and integrated SFE of the whole cloud depend weakly on initial profiles. In contrast, the fragmentation of the clouds and assembly history of star clusters are sensitive to the choice of profiles: GMCs with steeper initial density profiles show more centrally-concentrated star formation activities, while clouds with shallower profiles form star clusters more hierarchically with frequent mergers among sub-clusters. Central clusters emerged from GMCs with steeper profiles are more massive and have higher specific angular momentum than those formed in clouds with shallower profiles. In Sec. 4, we discuss the physical origins and implications of our results. We summarize our conclusions in Sec. 5.

2 METHODS

The numerical setup of this work is similar to L19, except for the initial conditions. Here, we briefly recap the physical models and key parameters of the simulations, and highlight the setup of the initial conditions of the GMCs with different density profiles.

2.1 Numerical setup

All simulations in this work are performed with Arepo (Springel 2010), a moving-mesh, finite-volume hydrodynamic code employing a second-order unsplit Godunov scheme. The control volumes are discretized by a Voronoi tessellation, which is generated from its dual Delaunay tessellation determined by a set of mesh-generating points. Following L19, we include self-gravity, radiative cooling/heating, star formation, and momentum stellar feedback sub-grid models. We employ an adaptive softening scheme for gas cells so that gravitational interactions are resolved down to the size of individual cells. We allow gas cells to refine and de-refine in a quasi-Lagrangian fashion: the mass of all gas cells is around the target mass of 0.38 \( \rho_0 \), determined by the initial conditions, see Sec. 2.2.

We model the star formation process in a stochastic manner, where stellar particles are converted probabilistically from eligible cells, which are defined as cold, contracting, self-gravitating, and sufficiently dense cells. The star formation density threshold is set to be \( r_{\text{cell}} = 10^5 \text{ cm}^{-3} \). We vary this value from \( 10^2 \) to \( 10^8 \text{ cm}^{-3} \) and find that the GMC evolution and star formation activities do not depend on the choice of the threshold, see Appendix A. The star particles are modelled as collisionless particles, whose Plummer-equivalent softening length is fixed to \( 4 \times 10^{-3} \text{ pc} \). We employ a simple stellar feedback prescription by depositing mass and momentum from each stellar particle to their 32 nearest neighboring gas cells in a solid angle-weighted fashion. The mass and momentum deposition rates are calculated based on a Kroupa initial mass function (IMF)-averaged values (Kroupa 2001) for stellar winds, and the momentum feedback intensity is controlled by a normalization factor \( f_{\text{boost}} \), which is set to be \( f_{\text{boost}} = 2 \).

2.2 Initial conditions

To systematically study the impact of the initial density profiles of GMCs on massive star cluster formation, we construct three sets of initial conditions with different power-law density profiles and velocity fields that are mixtures of supersonic turbulence and rigid
GMCs with different density profiles

Table 1. Summary of simulation results.

| $R_{\text{half}}/R_{\text{GMC}}$ | $\tau_{\text{half}}$ | $\epsilon_{\text{fde}}$ | $\tau_{\text{dur}}$ | $M_{\text{central}}/M_{\text{GMC}}$ | $f_{\text{central}}/f_{\text{GMC}}$ | $\epsilon_{\text{central}}$ | $\epsilon_{\text{final}}$ |
|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| TH | 0.79 | 1.66 | 0.542 ± 0.040 | 1.07 ± 0.12 | 0.078 ± 0.040 | 1.24 ± 0.58 | 0.181 ± 0.117 | 0.379 ± 0.099 | 0.705 ± 0.060 |
| PL15 | 0.63 | 1.66 | 0.501 ± 0.050 | 1.17 ± 0.14 | 0.180 ± 0.057 | 1.89 ± 0.31 | 0.209 ± 0.062 | 0.401 ± 0.053 | 0.768 ± 0.033 |
| PL20 | 0.5 | 1.43 | 0.509 ± 0.043 | 1.04 ± 0.14 | 0.303 ± 0.046 | 2.82 ± 0.83 | 0.296 ± 0.089 | 0.461 ± 0.067 | 0.786 ± 0.037 |

Note. Mean values and standard deviations are calculated from ten random seeds.

* Fractions of half-mass radii to the entire radii of GMCs.
* Half-mass time scales of GMCs, i.e., the free-fall times at half-mass radii.
* Integrated star formation efficiencies of GMCs.
* Star formation duration of GMCs, defined as the timescale during which the clouds form the central 80% of their stars: $\tau_{\text{dur}} = t_90 - t_{10}$.
* Mass fractions of central clusters to the overall clouds.
* Specific angular momentum of central clusters.
* Ratios of central clusters’ rotational energies to their total kinetic energies.
* Proportions of $\epsilon > 0.5$ stellar particles in central clusters, where $\epsilon$ is the circularity described in Sec. 3.4.
* Virial parameters of central clusters.

The GMCs have an initially spherical shape with a radius of $R_{\text{GMC}} = 20$ pc and a total mass of $M_{\text{GMC}} = 8 \times 10^5 M_\odot$. We initialize each GMC with $N_{\text{cell}} = 128^3$ Voronoi cells of identical mass, which leads to a mass resolution of $m_{\text{res}} = M_{\text{GMC}}/N_{\text{cell}} = 0.38 M_\odot$.

2.2.1 Initial density profiles

Motivated by the large range of density distribution of GMCs from observations and theoretical expectations, we study three different power-law density profiles. First, we employ a uniform-density profile, $\rho(r) \propto r^0$ (top-hat, or TH), which is the simplest and most commonly used profiles in previous simulations (e.g. Ostriker et al. 2001; Bonnell et al. 2003; Padoan et al. 2012; Raskutti et al. 2016; Skinner & Ostriker 2015; Mapelli 2017; Grudić et al. 2019; Kim et al. 2019; L19). Then we employ two centrally-concentrated gas density profiles $\rho(r) \propto r^{-1.5}$ (PL15) and $\rho(r) \propto r^{-2}$ (PL20), motivated by recent observations (e.g. Mueller et al. 2002; Pirogov 2009; Palau et al. 2014; Schneider et al. 2015; Wyrowski et al. 2016; Csenegi et al. 2017). Theoretically, PL15 is suggested to be a natural consequence of self-gravitating turbulent flows (e.g. Murray & Chang 2015), while PL20 is consistent with the self-similar solution of scale-free gravitational collapse (e.g. Larson 1969; Penston 1969; Naranjo-Romero et al. 2015; Donkov & Stefanov 2018; Li 2018).

Fig. 1 shows the analytical shape of the three profiles as well as the corresponding free-fall timescales, $\tau_{\text{ff}}(r) = [3\pi/32G\rho(r)]^{1/2}$, at different radii. The TH case has a uniform density of $\sim 24 M_\odot$ pc$^{-3}$, while the density ranges for the PL15 and PL20 cases are $1.2 \times 10^3$–$3.4 \times 10^4 M_\odot$ pc$^{-3}$ and $8 \times 10^3$–$3.2 \times 10^5 M_\odot$ pc$^{-3}$, respectively, within $0.1$ – $20$ pc. As expected, the free-fall timescales of the PL15 and PL20 cases are considerably shorter near the center of the clouds compared to that of the TH case. To characterize the overall GMC evolution, we introduce the half-mass timescale $\tau_{\text{half}}$, defined as the free-fall timescale at the half-mass radius $R_{\text{half}}$. The values of both $R_{\text{half}}$ and $\tau_{\text{half}}$ for the three profiles are listed in Tab. 1. We emphasize that, although the density distribution is dramatically different, both $R_{\text{half}}$ and $\tau_{\text{half}}$ have similar values for all three profiles: $R_{\text{half}} \sim 0.5$ – $0.79$ pc and $\tau_{\text{half}} \sim 1.43$ – $1.66$ Myr, respectively.

2.2.2 Initial velocity

We follow the “T” runs in L19 to set the initial velocity field as a mixture of turbulence and rigid rotation. We initialize the turbulent field as a Gaussian random field in wave-number space with a power spectrum of $P(k) \propto k^{-4}$, which resembles the turbulence properties of GMCs (Dobbs et al. 2014). Then, we perform a Fourier transform to reconstruct the turbulent field in real space. Performing a Fourier transfer on the TH case is computationally cheap, since the cell sizes are similar across the whole cloud and a small dynamical range of wavelength is required. For the PL15 and PL20 cases, it is much more computationally expensive, since the gas cells near the cloud center are much smaller than those at large radii. To alleviate this problem, we employ a multi-threading non-uniform FFT code FINUFFT (Barnett et al. 2018), which applies a novel “exponential of semicircle” kernel, as a substitute of the traditional FFT. To make sure that our results do not depend on the specific choice of the random seed, we generate ten different turbulent velocity fields by using different random seeds for each initial density profile.

We treat the overall velocity field as the linear combination of above turbulence and a rigid rotation around the $z$-axis, and this linear combination is normalized so that the clouds are initially in virial equilibrium, i.e.,

$$a = \frac{2E_{\text{kin}}}{E_{\text{grav}}} = \frac{2E_{\text{kin}}^T}{E_{\text{grav}}} + \frac{2E_{\text{kin}}^R}{E_{\text{grav}}} = a_T + a_R = 1.$$ (1)

We follow L19 and set the virial parameters of turbulence and rotation as $a_T = 0.9$ and $a_R = 0.1$. As described in Sec. 4.2, we will explore the physical origin of star cluster rotation. To investigate whether the star cluster rotation is directly linked to the rotation of the initial conditions, we generate an additional suite of initial conditions that only contains a turbulence velocity field with zero initial angular momentum.

3 RESULTS

First, we run each simulation with full physics as described in Sec. 2.1. All three sets of simulations with different profiles share the same general evolutionary trends. After the dissipation of the initial turbulence velocities, gas collapses due to gravitational contraction. Then, the cold and dense gas, mostly at the intersection between filaments, starts to fragment, and forms self-gravitating...
Figure 2. Gas column density projections along the $z$-axes of the TH (top row), PL15 (middle row), and PL20 (bottom row) cases. Each plot is centered at the center of mass; stellar particles are represented as white dots. In each column, the stellar mass evolves to 10% (left), 50% (middle), and 90% (right) of the final stellar mass, representing the initial, middle, and final stage of star formation, respectively. In each row, a length scale of 5 pc is shown in the lower right corner. The color range for gas column density goes from $\Sigma_{\text{gas}} = 10$ to $10^6 M_\odot$ pc$^{-2}$.

molecular cores that are gradually converted into stars. When the stellar feedback from the central star clusters is strong enough to clear most of the gas from the central region, star formation is terminated. Following L19, after 99% of the gas mass is expelled from the initial spherical regions, we remove the remaining gas cells and continue the simulation with a pure N-body calculation to track the subsequent dynamical evolution of star clusters. The N-body mode is run for another couple of dynamical timescale until the most massive star cluster does not merge with any other subclusters more massive than one tenth of its mass.

3.1 Two modes of cluster formation: “hierarchical” vs. “accretion”

Although the evolution of the TH, PL15, and PL20 setups share a similar trend, the detailed behavior of gas assembly and star cluster formation are drastically different. To illustrate these differences, in Fig. 2, we show the time series of gas column density projections for runs with different initial profiles. Since the general evolution of GMCs is insensitive to random seeds, we use a representative seed as an example to demonstrate the evolution of the three initial density profiles.

For the TH setup, the gas initially forms a web-like structure
with abundant filaments as a result of initial turbulence. Many stars then form quickly within the self-gravitating molecular cores located at the intersections of these filaments. The sub-clusters, together with some residual gas, then move along the filaments and merge into larger ones. This merging process occurs until the clusters at the center are massive enough to exert strong stellar feedback on the nearby gas, sweeping it outwards into the low-density regions. This star cluster formation and assembly scenario follows a “hierarchical” cluster formation mode, in which a large proportion of the final central cluster’s mass comes from mergers of sub-clusters that emerge from small molecular cores.

On the other hand, for the centrally-concentrated profiles, such as the PL15 and PL20 setups, the initial gas distribution shows less prominent filaments, mostly radiating from the center. Due to the high central density, a massive star cluster is formed quickly at the central part of the cloud and continues accreting gas along the filaments until the nearby gas is expelled by the strong stellar feedback. We call this an “accretion” cluster formation mode, in which the central cluster is formed early and grows its mass via accretion.

Due to different star formation modes, the TH case shows a much more spread out star formation activities across the entire cloud, while the PL15 and PL20 cases form stars mostly centrally-concentrated. However, we stress that these two modes are not mutually exclusive; a GMC can have both “hierarchical” and “accretion” modes, yet the dominant mode determines some of the fundamental properties of star clusters, such as star formation histories, accretion rates, and stellar kinematics.

### 3.2 Star formation efficiency and timescale

In the above section, we qualitatively described the similarities and differences of the GMC evolution for the different profiles. Now we quantify some key properties, such as star formation history, efficiency, and timescale, in detail. We define star formation rate (SFR) as the time derivative of total stellar mass (i.e., \( \text{SFR}(t) = \frac{[M(t + \Delta t) - M(t)]}{\Delta t} \)) and show the evolution of SFRs for the TH, PL15, and PL20 runs in Fig. 3.

The star formation history (SFH) for the TH case reproduces the findings in L19: stars are formed from \( t \approx 0.5 \) Myr \( \approx 0.3\tau_{\text{half,TH}} \) when a large fraction of gas collapses onto filaments. The SFH then experiences a linear growth phase, which lasts for \( 0.3 - 0.6\tau_{\text{half,TH}} \) before it reaches a plateau. This linear growth phase agrees with previous analytical (e.g. Murray & Chang 2015) and numerical (e.g. Lee et al. 2015; Murray et al. 2017; Grudić et al. 2018a) works. At \( t \approx \tau_{\text{half,TH}} \), stellar feedback and the depletion of gas leads to a drop in SFR for another \( 0.6\tau_{\text{half,TH}} \) until the cloud is completely disrupted. Similar to the TH scenario, the SFH of the PL15 runs also follows a linear growth phase, a plateau, and a dropping SFR stage. These stages last for a similar amount of time to those in the TH setup. However, the whole process occurs earlier by around 0.5 Myr, so that the PL15 case begins star formation as soon as the simulation begins. The SFH of the PL20 runs is distinguishable from the TH and PL15 cases in that it does not have a linear growth phase. The initial star formation of the PL20 case is drastic, leading to a high SFR around \( 0.4 M_\odot \text{ yr}^{-1} \), which is approximately the peak SFR of the TH and PL15 runs. Additionally, for the PL20 runs, the SFR keeps decreasing after the initial star formation burst for more than \( \tau_{\text{half,PL20}} \) until it asymptotes to zero.

Surprisingly, with such drastically different modes of cluster formation and SFH, the integrated SFE and star formation duration are quite similar for the three cases. We define the integrated SFE, \( \epsilon_{\text{int}} \), as the ratio of final stellar mass to the initial gas mass, \( M_{\text{GMC}} \). As shown in Fig. 3, the integrated SFEs for the three profiles all have similar values of 0.501 – 0.542, even with significantly different star formation histories. To quantify the star formation timescales, we define the star formation duration as \( \tau_{\text{sf}} = t_{\text{f50}} - t_{\text{h}} \), where \( t_{\text{f50}} \) and \( t_{\text{h}} \) are the epochs when the stellar mass reaches 10% and 90% of the final stellar mass. Again, the star formation duration of the three profiles have similar values of 1.04 – 1.17 Myr, corresponding to 0.64 – 0.73\( \tau_{\text{half}} \). This indicates that the star formation duration is short and insensitive to initial profiles. We also confirm that this conclusion is not caused by a specific choice of random seeds when generating the initial turbulent velocity fields. We list in Tab. 1 the mean values and standard deviations of \( \epsilon_{\text{int}} \) and \( \tau_{\text{sf}} \) for the ten different random seeds. The standard deviations are relatively small compared to the mean values, indicating that different seeds do not significantly alter the two properties. Both the efficiency and timescale are largely controlled by the interplay between gravitational collapse, star formation, and stellar feedback process.

### 3.3 Evolution of gas density profile

Previous works (e.g. Penston 1969; Pirogov 2009; Murray & Chang 2015; Donkov & Stefano 2018; Li 2018) suggested that the gas density profile of clouds follows a power-law function, \( \rho(r) \propto r^{-\alpha} \). To investigate the evolution of the power-law index, \( k_\rho \), we fit the gas density profiles with this power-law function within the central regions of GMCs, i.e., from \( r = 0.1 \) to 1 pc. We plot the evolution of \( k_\rho \) for the first half of the free-fall time in Fig. 4. For the TH case, \( k_\rho \) rises gradually from \( k_\rho \approx 0 \) to \( k_\rho \approx 1.5 \) at \( t \approx 0.3\tau_{\text{half,TH}} \), at the point when the TH simulations begin to form stars. As for the PL15 runs, the \( k_\rho \) curve stays nearly invariant during the initial 0.1 Myr, then rises from \( k_\rho \approx 1.5 \) to \( k_\rho \approx 2 \) at \( t \approx 0.4 \text{Myr} \approx 0.2\tau_{\text{half,PL15}} \). Different from the above two cases, the \( k_\rho \) curve of the PL20 runs falls intensely from \( k_\rho \approx 2 \) to \( k_\rho \approx 1.5 \) within the initial 0.03 Myr, as the initial starburst (see Sec. 3.2) consumes the
majority of the central gas. After that, it fluctuates around \( k_\rho \approx 1.5 \) for about 0.1 \( t_{\text{run},PL20} \); this curve rises back to \( k_\rho \approx 2 \) again at \( t \approx 0.2 \ t_{\text{run},PL20} \). All three \( k_\rho \) curves behave chaotically after \( t \approx 0.5 \) Myr, because the gas distribution in the central regions is significantly influenced by stellar feedback.

To investigate how mass flux is transferred between different radii, we analyze the gas accretion rate across the GMCs for the three initial conditions. To obtain the accretion rate at a given radius, \( r_0 \), we use the following procedure. First, we find all gas cells intersecting a sphere with radius \( r_0 \). We then define the accretion rate of an intersecting cell \( n \) as the multiplication of the intersecting area \( A_n \), the density \( \rho_n \), and the incoming velocity \( u_n \), which is the compressive component of the velocity \( v_n \). Finally, we calculate the accretion rate as \( \Sigma_n u_n A_n \rho_n \). In Appendix B, we compare this method with the method discussed in Howard et al. (2018).

We show that the two methods agree well with each other, with our method producing smoother curves with less fluctuations. Using the above method, we plot the accretion rate profiles of the three cases at \( t = 0.1 \) Myr (i.e., at the beginning of simulations) in Fig. 5. We note that the accretion rate of the TH runs peaks at \( r \approx 15 \) pc rather than the center. As a result, the outer region of the TH case accumulates more mass (though it does not reach higher densities) than the PL15 and PL20 cases. Therefore, the star formation activity of the TH runs is spread out over a larger region. This is consistent with the “hierarchical” cluster formation mode described in Sec. 3.1, in which the initial fragmentation in the TH runs leads to the formation of many dense molecular cores all over the GMC and is followed by the subsequent “bottom-up” assembly of sub-clusters toward the central cluster. In contrast, the accretion rate profile of the PL15 runs is relatively flat, i.e., a constant mass flow from the outer region all the way to the center that keeps an invariant \( \rho(r) \propto r^{-1.5} \) gas density profile. This behavior of the PL15 case can be explained by a theoretical model proposed by Murray & Chang (2015), who suggested a coherent gas density profile of \( \rho(r) \propto r^{-1.5} \) for a self-gravitating spherical cloud supported by turbulence. Based on this model, we can also conclude that the PL20 profile is unable to support a prolonged star formation process as the PL15 profile. Thus, the gas near the central region of the PL20 runs collapses quickly to center, resulting in a high initial SFR and an intense decrease of \( k_\rho \) (see Fig. 3 and 4). We note that the initial accretion rate of the PL20 runs at \( r \approx 0 \) is about 0.4 \( M_\odot/\text{yr} \), similar to the mass growth rate of the central cluster, indicating that the formation of central star cluster is efficiently fed by gas accretion.

### 3.4 Dynamics of substructure

To investigate the dynamical properties of star clusters formed from different runs, we identify gravitationally bound star clusters using the SUBFIND algorithm (Springel et al. 2001), and calculate some key properties of the central (most massive) clusters, such as bound cluster mass (\( M_{\text{central}} \)) and specific angular momentum (\( j_{\text{central}} \)), at the final snapshots of the N-body simulations. Fig. 6 shows the distribution of \( M_{\text{central}}/M_{\text{GMC}} \) and \( j_{\text{central}} \) for all 30 runs. We find that, although different random seeds produce different configurations of gas and stellar distributions, there exists a clear trend that GMCs with steeper power-law profiles form central star clusters with higher mass and specific angular momentum than those in the TH runs. To quantitatively present the above trends, we list the mean and standard deviations of \( M_{\text{central}} \) and \( j_{\text{central}} \) in Tab. 1. We find that \( M_{\text{central}}/M_{\text{GMC}} \) increases from 0.078 to 0.303 and \( j_{\text{central}} \) from 1.24 to 2.82 km s\(^{-1}\)pc. We perform a one-side student-t test to compare the mean values of \( M_{\text{central}}/M_{\text{GMC}} \) and \( j_{\text{central}} \) in different runs. We find that the p-values for all three pairs of runs (TH vs. PL15, TH vs. PL20, PL15 vs. PL20) are well below 0.05, suggesting that both \( M_{\text{central}}/M_{\text{GMC}} \) and \( j_{\text{central}} \) show statistically significant difference in the TH, PL15, and PL20 runs.

As suggested in Sec. 3.1, the TH case forms star clusters hierarchically, while the centrally-concentrated cases (PL15 and PL20)
form star clusters via an “accretion” mode. Due to star formation activities being spread out over a much larger volume in the TH case, it is natural to expect only a small fraction of sub-clusters are end up merging into the central clusters. This partially explains why $M_{\text{central}}/M_{\text{GMC}}$ is significantly smaller in clouds with shallower slopes. Additionally, we analyze the virial parameters of the central clusters at the end of the simulations (see Tab. 1) and find that clusters formed in clouds with steeper slopes are systematically more sub-virial than those in shallower ones. Such a sub-virial state also helps the central clusters keep their stars during gas expulsion, see L19.

To investigate the rotation of the central star clusters, we introduce the circularity parameter, $\epsilon$, which is widely used to identify bulge and disk components in galaxy formation simulations (e.g. Abadi et al. 2003; Martig et al. 2012; Aumer et al. 2013; Marinacci et al. 2014; Kannan et al. 2015; Zasov & Zaitseva 2017; Obreja et al. 2016; Sokolowska et al. 2017; El-Badry et al. 2018). Following Abadi et al. (2003); Marinacci et al. (2014), we define the circularity of a star particle $n$ in the central clusters as

$$\epsilon_n = \frac{j_n}{j_{n}(E_n)},$$

where $j_n$ is the angular momentum of star particle $n$ projected onto the direction of the central cluster’s net angular momentum, and $j_{n}(E_n)$ is the maximum angular momentum for circular orbit around the cluster center for a given kinetic energy of particle $n$, $E_n$. We call star particles with the $\epsilon > 0.5$ as “disk” stars, and the rest as “bulge” stars. Fig. 7 shows the edge-on projection of central clusters as well as the distribution of circularity for different runs. By definition, “disk” particles preferentially distribute along the equatorial disk of the cluster while the “bulge” particles form the central spheroid. Clearly, GMCs with steeper initial profiles produce central clusters that have systematically larger “disks”. The mass fraction of the “disk” ($\epsilon > 0.5$) increases from 0.379, 0.401 to 0.461 for the TH, PL15, and PL20 runs, respectively. In terms of the energy budget, central clusters in clouds with steeper profiles have higher ratios of rotational to total kinetic energy. Interestingly, clusters formed in the PL15 and PL20 runs have $E_{\text{rot}}/E_{\text{kin}}$ larger than 20%, in line with the recent observations of the degree of rotation in both young massive clusters (e.g. Hénault-Brunet et al. 2012) and intermediate-age clusters (e.g. Mackey et al. 2013; Kamm et al. 2019). In Sec. 4.2, we will discuss the physical origins of the enhancement of specific angular momentum for GMCs with steeper profiles.

4 DISCUSSION

4.1 On the similar SFEs in different profiles

In Sec. 3.2, we find that the integrated SFEs for the centrally-concentrated clouds are similar to that for the TH case. In L19, we build an analytic model that predicts the integrated SFEs for clouds with different mass, size, and feedback intensity. In that model, stellar feedback from the central cluster sweeps nearby gas outwards, pushing/compressing it into a gas shell surrounding the cluster. The integrated SFE is determined by the balance between gravitational contraction and the momentum injected by stellar feedback, i.e.,

$$\frac{M_{\text{sh}}\beta}{A_{\text{sh}}} = \frac{GM_{\text{sh}}}{r_{\text{sh}}^2 A_{\text{sh}}} + \frac{\beta G(M_{\text{sh}}^2)}{r_{\text{sh}}^2 A_{\text{sh}}},$$

where $A_{\text{sh}}$ is the total area of the gas shell, $\beta$ is a factor quantifying the asymmetry of the gas distribution, and $p$ is the momentum deposition rate per unit mass. Once equilibrium is reached, any additional star formation activity will increase the momentum feedback force and disperse the gas shell. Thus, we can calculate the integrated SFE by solving the above equation:

$$\epsilon_{\text{int}} = \frac{\epsilon_{\text{sh}}}{\epsilon_{\text{GMC}}} = \sqrt{(\Gamma + \frac{2}{2})^2 - \frac{1}{\Gamma}} - \frac{1}{2} \left(1 - \beta\right)\Gamma,$$

where $\Gamma = \pi G \Sigma_0 / 4 p$ such that the efficiency largely depends on the initial gas surface density, $\Sigma_0$, and feedback momentum output. As the stellar and gas distribution in the final stage for all three cases follows a similar configuration with central clusters surrounded by gas shells, the analytical model described above is applicable to all three cases with a possible small change of $\beta$ to reflect the asymmetry of the gas shells. Thus, we can conclude that the integrated SFE mostly correlates with the mean initial gas surface density and feedback intensity, but is insensitive to the choice of the initial density profiles.

This result is encouraging, because many previous GMC simulations which focused on predicting this efficiency do not need to worry about their specific choice of initial gas distribution. Moreover, recent observations of nearby star-forming regions (e.g. Zuckerman & Evans 1974; Krumholz & Tan 2007; Wu et al. 2010; Evans et al. 2014; Vutisalchavakul et al. 2016; Heyer et al. 2016; Lee et al. 2016) reveal a large variation of the cloud-scale SFEs. Our current work suggests that detailed structural properties of GMCs do not contribute much to the variation of the SFE. The SFE should mainly depend on the cloud-scale properties, such as the mean gas surface density and the cloud evolutionary stage (Grudić et al. 2019). However, as discussed in Sec. 3.4, we stress that the modes of star formation as well as various properties, such as the mass and kinematics, of the central clusters, depend strongly on the choice of initial profiles.

Figure 6. Stellar mass – specific angular momentum relation for central clusters in the TH (grey triangle), PL15 (red circle), and PL20 (blue diamond) cases at the final snapshots of the N-body runs. For each initial density profile, the location and size of the corresponding error-bar denote the mean values and standard deviations of $j$ and $M$, respectively.
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4.2 On the enhancement of cluster rotation in GMCs with steeper density slopes

In Sec. 3.4, we found that the central clusters in all simulations have non-negligible angular momentum. More importantly, we find an enhancement of the cluster rotation in more centrally-concentrated GMCs. One natural speculation of the physical origin of this angular momentum is that it is inherited from the initial rigid rotation of the GMCs (10% of total initial kinetic energy). To fully assess this scenario, we designed a control experiment by creating several turbulence-only rotation-free (“Turb”) counterparts of the original mixed (“Mix”) runs (see Sec. 2.2.2 for details). We run the simulations with exactly the same physics modules and parameters as the “Mix” runs and compare the time evolution of the mass and specific angular momentum of the central clusters throughout their whole lifespan. In Fig. 8, we show the mass and specific angular momentum evolution of the main branches from both the “Mix” and “Turb” runs. We find that the absence of initial angular momentum in the “Turb” runs does not significantly affect the evolution of both the mass and angular momentum of central clusters. In some cases, $j_{\text{central}}$ in the “Turb” runs is even slightly larger than that in “Mix” runs. This indicates that the angular momentum of central clusters does not directly stem from the initial rigid rotation of the GMCs, but originates from the symmetry-break of the turbulent velocity field.

During the course of cluster evolution, $j_{\text{central}}$ is always higher for runs with steeper density slopes. To better understand this trend, we separate the total angular momentum into three different components: 1) the angular momentum of gas (Gas); 2) the orbital angular momentum of sub-clusters around the central cluster (CluOrbit); 3) the intrinsic rotation of the central star cluster (CtrInner).

Figure 9 illustrates the evolution of the three components of the TH, PL15, and PL20 runs. First, the angular momentum stored in gas dominates the total angular momentum budget of the GMC-cluster system and is similar for all three cases. Second, although the total stellar angular momentum (CluOrbit + CtrInner) for all three cases are similar, almost all stellar angular momentum of TH is stored in the orbital motion of sub-clusters rather than the rotation of central star clusters. In contrast, the contribution of the two components

---

1 We introduce a simple method to trace the evolution history of the central cluster (i.e., the main branch): starting from the last (namely, the $M$-th) snapshot, we firstly label the position, velocity, and mass of the most massive star cluster as $r_M$, $v_M$, and $m_M$, respectively. Then, we give prediction to the $(M-1)$-th position as $\hat{r}_{M-1} = r_M - v_M \Delta t_M$, where $\Delta t_M$ is the duration between the two snapshots. We then find the closest $p$ star clusters to the predicted position as $p$ "candidates". Finally, we set the "candidate" with the closest mass to $m_M$ as the main progenitor at the $(M-1)$-th snapshot. We repeat the above technique over all snapshots to construct the main branch of the star cluster evolution. We test the robustness of the method by changing the value of $p$ from 2 to 16, and find it does not affect result.
The TH case. To investigate how major mergers influence the mass and angular momentum of central clusters, we focus on one specific major merger event in the N-body run of the TH case. We plot the distribution of specific angular momentum of the stellar particles that are still bound to the central cluster and of those that are expelled 0.2 Myr after the merger in Fig. 10. We did the same analysis 0.1–0.4 Myr after the merger and found that the distribution does not change. The escaping stellar particles show a broad range of specific angular momentum with a peak at \( j \sim 15–20 \text{ pc km/s} \), significantly larger than the peak of the preserved ones. This is expected since stellar particles with larger specific angular momentum are more likely to escape during merger. As we have already seen in Fig. 8, central clusters in TH runs are assembled in a “hierarchical” fashion and experience frequent major mergers, each of which gets rid of a fraction of the angular momentum of the system. In contrast, for clusters formed in PL15 and PL20 runs, gas is accreted directly to the central cluster before forming sub-clusters, so the mass and angular momentum are more efficiently transferred to the central cluster in early stages. This is another physical reason why clusters emerged from steeper density slopes rotate faster.

### 4.3 Rotation of most massive star clusters

Globular clusters (GCs) have long been considered as well-relaxed non-rotating systems. However, recent observations have revealed a large number of Galactic GCs with statistically significant rotation (e.g. Bellazzini et al. 2012; Lardo et al. 2015; Bianchini et al. 2018; Kamann et al. 2018; Ferraro et al. 2018). More interestingly, among all rotating GCs, there exists a positive correlation between the rotation and relaxation time (or mass) of the clusters (Bianchini et al. 2018; Kamann et al. 2018), suggesting that the rotation in GCs is likely the relic of the internal rotation when the clusters emerged from their natal GMCs at high-z. This scenario is strengthened by recent observations that revealed rotation signatures in both young (Fischer et al. 1992, 1993; Hénault-Brunet et al. 2012) and intermediate-age (Mackey et al. 2013; Kamann et al. 2019) star clusters. Essentially, internal rotation has become a common dynamical configuration for star clusters of all ages.

Our simulations propose a promising mechanism of forming highly rotating clusters from the “accretion” mode of cluster formation in centrally-concentrated clouds. The “accretion” mode (e.g., in PL20 runs) helps gas channel its angular momentum all the
way to the center of the cloud before it fragments to form stars. Therefore, the central cluster receives angular momentum from a large volume of gas reservoir that contains large amount of angular momentum. This scenario is in line with the most recent galaxy formation simulations that resolve the formation of individual star clusters in high-pressure turbulent disks at high-redshifts (Ma et al. 2020) and mergers of gas-rich dwarf galaxies (Lahén et al. 2020). The strong rotation of young massive clusters also strongly affect their long-term dynamical evolution. It has been suggested that internal rotation accelerates the core collapse via gravitogyro instability and increase the mass loss rate (e.g. Einsel & Spurzem 1999; Ernst et al. 2007; Tiongco et al. 2018). Models that focus on the dynamical evolution of GCs, especially some recent efforts that track GC evolution in realistic galactic environments (e.g. Li et al. 2017; Pfeffer et al. 2018; Li & Gnedin 2019), should include the effect of cluster rotation to better evaluate the mass-loss rate of GCs across cosmic time.

4.4 Comparison to previous simulations

Over the past decade, there have been a few numerical studies that investigated GMCs from similar perspectives as our work. We now discuss how these studies relate to the work presented here.

Girichidis et al. (2011, 2012a,b) performed a suite of simulations of dense molecular cores with different initial conditions: two flat initial density profiles (TH and Bonnor-Ebert sphere) and two centrally-concentrated power-law profiles (PL15 and PL20). Although using very different numerical setup and different mass and size of the clouds, some of their results are similar to ours. They found that the PL15 and PL20 runs show much earlier star formation activities than the TH run, consistent with our result. Moreover, they found that the flat density profiles produce many low-mass stars distributed throughout the entire cloud, whileS concentrated profiles only form one massive particle at the center. This trend is in line with our “hierarchical” and “accretion” cluster formation modes.

In fact, the “hierarchical” nature of cluster formation is commonly seen in previous GMC simulations. For example, in Grudić et al. (2018b), they described cluster formation as a combination of the “top-down” fragmentation and the subsequent “bottom-up” assembly of sub-clusters. Howard et al. (2018) quantitatively analyzed the hierarchical nature of cluster formation and suggested about 50% of the central cluster’s mass comes from mergers. It should be noted, however, that most of their conclusions are based on simulations with flat density profiles. As we show in this work, for clouds with steeper density profiles, both the “top-down” fragmentation and “bottom-up” sub-cluster assembly becomes rarer, leading to a significant deviation from the “hierarchical” cluster formation mode.

Another important result of our work is the rotation of central clusters. Previous works, such as Mapelli (2017); Ballone et al. (2020), found rotation signatures of star clusters in their simulations. They found that the angular momentum of star clusters is acquired from their parent gas due to large-scale torques during the the process of hierarchical assembly. This is consistent with our TH runs where central clusters contain ~ 18% of total kinetic energy in rotation. However, we stress that “hierarchical” assembly of star clusters is not the main driver of cluster rotation. In contrast, clusters formed in “accretion” mode tend to be more rotational-supported.

5 SUMMARY

In this paper, we present a suite of hydrodynamic simulations of GMCs, employing the quasi-Lagrangian moving-mesh code Arepo with explicit cooling, star formation, and stellar feedback models. We investigate star cluster formation in GMCs with three different initial gas density profiles: $p(r) \propto r^0$, $p(r) \propto r^{-1.5}$, and $p(r) \propto r^{-2}$. Our main conclusions are as follows:

- GMCs with different initial density profiles show drastically different modes of star cluster formation. Clouds with shallower profiles, such as TH, create significant filamentary structures across the entire region. The filaments then fragment and form abundant self-gravitating molecular cores, where many sub-clusters are formed subsequently. Some of the sub-clusters gradually merge into central clusters, reflecting a “hierarchical” cluster formation mode. In contrast, clouds with centrally-concentrated profiles, such as PL15 and PL20, quickly form one massive star cluster in the center of the cloud and then start accreting gas from the ambient region. The accretion rate towards the center is high so that gas does not have enough time to fragment and form stars before it is fully compressed at the center-most region. This “accretion” cluster formation mode creates highly compact central clusters.

- Although experiencing different cluster formation modes, the overall star formation properties, such as the star formation duration and integrated SFE, are very similar for clouds with different initial profiles. Both quantities are controlled by the interplay between gravitational collapse and stellar feedback. Following the analytical model in L19, the integrated SFE mostly correlates with the mean initial surface density and stellar feedback intensity, but weakly depends on the choice of initial density profiles.

- The accretion rate profile of the TH case peaks at $r \approx 15$ pc, resulting in a more extended spatial distribution of star formation than the PL15 and PL20 cases. Because of the flat accretion rate profile, the PL15 profile can maintain a stabilized gas density profile as well as a linear rising SFR before stellar feedback disrupts the clouds. For the PL20 case, the accretion rate is initially high enough to support an intense star formation, leading to a starburst at the center of the cloud in the early evolution stage.

- Clouds with steeper profiles produce more massive central clusters with higher specific angular momentum than the shallower profile cases. This is because 1) a larger proportion of mass and angular momentum in the shallower cases is stored in the orbiting sub-clusters that are not able to merge into the central clusters; 2) frequent major mergers in the shallower profiles lead to further losses of mass and angular momentum via violent relaxation and tidal disruption. In contrast, clouds with steeper profiles transfer mass and angular momentum to the most massive clusters mostly via smooth accretion, which better preserves angular momentum.

- We find that rotation is a common kinematic signature in model clusters. Encouragingly, the degree of cluster rotations in PL15 and PL20 runs is consistent with recent observations of young and intermediate-age clusters. We speculate that rotating globular clusters are likely formed via an “accretion” mode from centrally-concentrated clouds in the early Universe. Models that focus on dynamical evolution of GCs should include the effect of cluster rotation to better evaluate the mass-loss rate of GCs across cosmic time.
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APPENDIX A: TEST OF DIFFERENT STAR FORMATION DENSITY THRESHOLDS

As mentioned in Sec. 2, the star forming cells are identified as cold, contracting, self-gravitating and dense gas cells. We define the dense gas cells as cells with density above the star formation density threshold, \( n_{\text{cell}} \). Using a PL20 run as an example, we test three thresholds of \( n_{\text{cell}} = 10^4 \), \( 10^5 \), and \( 10^6 \) cm\(^{-3}\), and plot the SFR evolution in Fig. A1. The PL20 run with \( n_{\text{cell}} = 10^4 \) cm\(^{-3}\) triggers a high SFR at the very beginning because a large amount of gas near the center is denser than this threshold (see Fig. 1). These cells are immediately converted into stars at the first few timesteps of the simulation, leading to an artificial starburst that depletes the SFH significantly. However, the \( n_{\text{cell}} = 10^5 \) cm\(^{-3}\) simulations is computationally expensive because it requires finer resolution. Thus, we use \( n_{\text{cell}} = 10^5 \) cm\(^{-3}\) in this work to both avoid a numerical bias and save computing time.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{sfr_evolution}
\caption{SFR evolution of a PL20 run with different star formation density thresholds varying from \( n_{\text{cell}} = 10^4 \) to \( 10^6 \) cm\(^{-3}\), where the SFR is calculated as the time derivative of total stellar mass.}
\end{figure}
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APPENDIX B: CALCULATION OF ACCRETION RATE

In Sec. 3.3, we propose a method to determine the accretion rate profiles of GMCs. Here, we compare this method (or “method 1” hereafter) with another method in Howard et al. (2018, or “method 2” hereafter) as below.

- Method 1: we firstly count all Voronoi cells intersecting the sphere with radius of \( r_0 \). Then, we define the accretion rate of the \( n \)-th intersecting cell as \( \dot{m}_n = u_n A_n \rho_n \), where \( A_n \) is the intersecting area, \( \rho_n \) is the density, and \( u_n \) is the incoming velocity, which is the compressive component of the velocity \( v_\rho \). Since calculating the exact value of \( A_n \) is computationally expensive, we apply a simplified method to approximate \( A_n \): we first consider the \( n \)-th intersecting cell as a sphere whose effective radius is \( r_e = (3V_n/4\pi)^{1/3} \), where \( V_n = m_n/\rho_n \) is the volume of this cell; we then compute \( A_n \) as the area of the \( r_e \) sphere intersecting this cell, which is

\[
A_n = 2\pi r_0^2 \left( 1 - \frac{r_0^2}{r_e^2} - \frac{r_0^2}{2r_e^2} \right),
\]

where \( r_0 \) is the spatial separation between this cell and the center. Now that we have a good definition for \( A_n \), we can calculate the accretion rate as the summation of \( \dot{m}_n \), i.e.,

\[
\dot{M}(r_0) = \sum \dot{m}_n = \Sigma \dot{m}_n A_n \rho_n \rho_n,
\]

in which the label \( i \) refers to the \( i \)-th snapshot. It is worth noting that the summation of \( A_n \) is expected to be \( 4\pi r_0^2 \), but Eq. B1 does not guarantee such expectation. Therefore, we multiply Eq. B2 by \( 4\pi r_0^2/\Sigma A_n \rho_n^2 \) as the final accretion rate.

- Method 2: the accretion rate at radius \( r_0 \) is calculated as

\[
\dot{M}'(r_0) = \frac{\dot{M}'_i - \dot{M}'_{i-1}}{t_i - t_{i-1}},
\]

where \( \dot{M}'(r_0) \) represents the total mass enclosed in the radius \( r_0 \). This method requires two adjacent snapshots and computes \( \dot{M}'(r_0) \) as the average accretion rate between them.

Methods 1 and 2 correspond to the first and second terms of the integral form of continuity equation:

\[
\int_{V_{\text{enc}}} \rho \mathbf{v} \cdot \mathbf{n} d\mathbf{r} + \frac{\partial}{\partial t} \int_{V_{\text{enc}}} \rho d\mathbf{r} = 0.
\]

Thus, the two methods are equivalent in an analytic view. Next, we compare the two methods numerically. Using a PL15 run as an example, we plot the accretion rate profiles at different time in Fig. B1 to compare the numerical performance of the two methods. Although the two methods show no systematic difference, we consider method 1 a better choice here for three reasons: first, method 1 produces smoother curves than method 2; second, method 1 can give the instantaneous accretion rate at the epoch of the snapshot, while method 2 only produces the averaged accretion rate between two snapshots; third, method 1 can be easily implemented in the moving mesh code Azerro. Therefore, we use method 1 to determine the accretion rate in this work.

Because of the initial \( (t = 0) \) turbulent field, methods 1 and 2 both produce nonzero values when implemented for the initial profiles. These initial values are completely random, leading to large variation of accretion rate profiles. To minimize the influence of such randomness, we add an additional step to the above methods: subtracting the accretion rate profile at \( t = 0 \) from those at \( t \neq 0 \).
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Figure B1. Comparison of accretion rate profiles of a PL15 run determined by our method (top) and the method in Howard et al. (2018, bottom) at different times from $t = 0.1$ to $0.4$ Myr.