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Abstract: To overcome the limitation in flight time and enable unmanned aerial vehicles (UAVs) to survey remote sites of interest, this paper investigates an approach involving the collaboration with public transportation vehicles (PTVs) and the deployment of charging stations. In particular, the focus of this paper is on the deployment of charging stations. In this approach, a UAV first travels with some PTVs, and then flies through some charging stations to reach remote sites. While the travel time with PTVs can be estimated by the Monte Carlo method to accommodate various uncertainties, we propose a new coverage model to compute the travel time taken for UAVs to reach the sites. With this model, we formulate the optimal deployment problem with the goal of minimizing the average travel time of UAVs from the depot to the sites, which can be regarded as a reflection of the quality of surveillance (QoS) (the shorter the better). We then propose an iterative algorithm to place the charging stations. We show that this algorithm ensures that any movement of a charging station leads to a decrease in the average travel time of UAVs. To demonstrate the effectiveness of the proposed method, we make a comparison with a baseline method. The results show that the proposed model can more accurately estimate the travel time than the most commonly used model, and the proposed algorithm can relocate the charging stations to achieve a lower flight distance than the baseline method.

Keywords: drones; unmanned aerial vehicle (UAV); surveillance and monitoring; charging stations; public transportation vehicles; advances in robotic applications; robot sensing; vision-based sensing

1. Introduction

Among the various promising applications of unmanned aerial vehicles (UAVs), aerial surveillance is the one that has attracted the greatest attention in recent years; it can be used for the protection of assets, people or objects, the investigation of crimes, and intelligence gathering. Aerial surveillance systems based on UAVs have become increasingly mature in these application tasks. They are not only cost-efficient, but also demonstrate high reliability and security [1]. This kind of multi-robot system can quickly explore large areas, such as mountainous regions, that are hard to reach for humans. It can significantly reduce the labour cost [2]. Thus, they have become an advanced means with which to replace human beings, efficiently and safely, in repeated surveillance missions [3]. Another main advantage of using UAVs for surveillance is the high probability of having a line-of-sight (LoS) with ground objects, which may be difficult to achieve with ground-based sensing units [4]. Extensive research has been conducted on the topics relevant for aerial surveillance, such as UAV video/image processing [5–7] and the deployment of UAVs [8–11]. The video/image processing techniques provide the visual sensing information required in various applications, and the approaches to the deployment of UAVs enable UAVs to find optimal/sub-optimal positions from which to conduct surveillance.
Although UAVs can achieve a high surveillance performance compared to other existing means, a challenging issue is the constrained flight time. In general, most of the commercial UAV products are powered by an onboard battery. Since the payload of a UAV is limited, the onboard battery cannot be very large, which results in a limitation of the capacity. Without carrying any other payload, a typical DJI Matrice 600 Pro model can only fly for 40 minutes with a fresh battery [12]. While improving the battery capacity and efficiency is indeed a solution, some other solutions have been investigated to increase the flight duration of UAVs. One promising solution is to install solar panels, which would enable UAVs to harvest solar energy [13] for flight time improvement. However, it is difficult to apply in complex environments, such as urban environments, due to the presence of many buildings. These can create shadows, and when UAVs fly into the shadows, their energy-harvesting rate reduces significantly. Another approach considers the usage of mobile chargers [14–16]. This method provides UAVs with the opportunity to replenish their battery, and it is more reliable than the solar-power harvesting approach. These mobile chargers, which are usually carried by some ground vehicles, are also controllable. However, in urban environments, these vehicles may create other issues—for example, finding where to park. Moreover, these vehicles may further worsen congested roads, if widely used. To alleviate the drawback of using mobile chargers, a method exploiting public transportation vehicles (PTVs) such as buses, trams and trains has been proposed [17–20]. Similar to human transportation within a city, a UAV can also travel with these vehicles as a passenger (on the roof of the vehicles). Differently to the mobile-charger approach, PTVs are existing vehicles travelling within urban areas. As such, this approach does not introduce extra vehicles to congested roads. When travelling with these vehicles, a UAV can simply turn off the motors to save energy. Thus, this approach has the potential to significantly improve the effective flight distance of UAVs.

We consider the example of using UAVs to survey several sites in a large-scale area. Practical applications include information broadcasting when wireless communication infrastructures are down, security/policing, traffic management, and parcel delivery [21,22]. We can classify the sites into three groups, based on their locations. The first group consists of sites that are within the flight range of UAVs departing from their depot. Any site in this group can be surveyed by a UAV without any other support. Roughly speaking, the sites in this group are located within a disk centred at the depot (see Figure 1); we call these sites the close sites. The second group consists of the sites that cannot be reached directly by UAVs from their depot, but can be reached with the support of PTVs. These sites are close to the routes of PTVs. If we assume that the UAVs can only leave and return to PTVs when the latter stops, and that the energy consumption when travelling with PTVs is negligible, the sites in the second group are roughly within the disks centred at these stops (see Figure 1). The sites in the second group are called relatively far sites. The sites in the third group are those cannot be reached, even with the support of PTVs. In other words, these sites are outside of the disks centred at the depot and the stops; see Figure 1. These are called far sites.

In this paper, we pay special attention to the surveillance of far sites, and we propose an approach that exploits PTVs and charging stations. In this approach, it is required to compute the travel time of UAVs from the depot to the sites. The travel time can be divided into two parts: one is the time spent travelling with PTVs, and the other is time spent travelling, with utilisation of the deployed charging stations, to reach the sites themselves. Considering that the travel time of PTVs is uncertain (due to various road traffic conditions), we can use the Monte Carlo method [23] to estimate the expected travel time with PTVs. Special attention is then paid to the deployment of charging stations. We propose a new coverage model to compute the travel time when UAVs travel through the charging stations to reach the sites. With this model, we formulate the optimal deployment problem with the goal of minimising the average travel time of UAVs from the depot to the sites, which can be regarded as a reflection of the quality of surveillance (QoS) (the shorter the better). We then propose a sub-optimal algorithm that relocates the charging stations iteratively.
We show that this algorithm ensures that any movement of a charging station leads to a decrease in the average travel time of UAVs. To demonstrate the effectiveness of the proposed method, we make a comparison with a baseline method. The results show that the proposed model can more accurately estimate the travel time than the commonly used model, and the proposed algorithm can relocate the charging stations to achieve a lower flight distance than the baseline method.

The main contributions of this paper are summarised as follows:

- A new coverage model that can compute the travel time of UAVs from the depot to the sites more accurately than the commonly used model.
- A sub-optimal deployment method that guarantees that any relocation of a charging station leads to a decrease in the average travel time of UAVs.

The rest of the paper is organised as follows. Section 2 discusses the relevant publications, and we sketch where this paper stands in the literature. Section 3 introduces the system model and formulates the studied problem. Section 4 presents the proposed charging station deployment methods. Section 5 presents simulation results to demonstrate the effectiveness of the proposed methods. Finally, Section 6 concludes the paper and presents future research directions.

2. Related Work

In this section, we review the relevant publications and clarify the difference between the current paper and existing work.

There is a rich literature on UAV-based aerial surveillance on various types of targets, ranging from stationary areas to moving objects such as vehicles and humans [4,8,9,11]. For stationary areas, interesting theoretical research results have been presented in [8] for the deployment of UAVs to monitor objects in a given bounded area. An asymptotically optimal deployment, based on construction, is presented, which guarantees a minimum number of UAVs required to fully monitor the area of interest. For moving targets, with local knowledge but no global information, only locally optimal coverage of the moving targets can be achieved [11].

The problem considered in this paper relates to charging facility deployment for electric vehicles [24] and patrol station deployment for conventional vehicles. In general, the deployment of such facilities takes into account geographical conditions, because the facilities are relatively large. Alternatively, geographical conditions may not be necessary in
the deployment of charging stations for UAVs—since such a charging station is small [25], it can even be deployed by roads. Charging facilities for electric vehicles are usually deployed in redundancy. That is, a charged electric vehicle can travel a distance that is much longer than the average distance between two charging facilities. Such redundancy is generally due to competition between different suppliers. In contrast, we deploy the charging stations for UAVs in a way that does not lead to unnecessary redundancy.

A UAV can either recharge or replace its battery at a charging station. It can then fly further, either to continue its current mission or to conduct other missions. Targeting the parcel-delivery application, the authors of [26] focus on a UAV station deployment problem. They consider a scenario where the customers are located far from a warehouse. A single UAV station is equipped with a fleet of UAVs, and it can be activated by the arrival of a truck that has parcels to be delivered. Then, the UAVs deliver the parcels to customers. The reference [27] formulates a charging station deployment optimisation problem with the goal of maximising the coverage of customers in a given area following the mixed-integer programming framework. A heuristic algorithm is presented for the setting where the feasible positions of charging stations are given by a discretised set. The work in [28] considers a similar problem, but the objective is to minimise the total system cost, including the charging stations, UAV ownership, service congestion, etc. In a different approach to [27,28], the paper [29] considers the deployment of charging stations in a continuous space, and a decentralised method is presented which can achieve the locally optimal coverage of customers. Targeting the application of inspecting a given set of sites, the reference [30] considers deploying charging stations at some sites so that a UAV can complete all the inspection tasks using the smallest amount of time; the authors additionally pay attention to the route planning problem for the UAV.

The problem that we will consider relates to the coverage control problem. Coverage control is a type of system partitioning and is an interesting problem in coordinated networks of mobile robots for environmental monitoring. A network of mobile robots is required to cover a region so that the event detection rate is maximised or the detection time is minimised [31]. The region of interest is often partitioned into a number of sub-regions (which is equal to the number of robots), and the robots can be optimally deployed in each sub-region [32]. Researchers have also investigated the coverage control for a group of heterogeneous robots [33]. The deployment of charging stations for UAVs shares the spirit of coverage control, in that all the sites in the area of interest should be reachable from at least one charging station. However, in the charging station deployment problem, the objective is to minimise the average time to reach the sites from the depot. Thus, the charging station deployment problem has a tree-like structure, while the general coverage control problem can be fully distributed.

In a different, yet related context, i.e., UAV video/image processing, existing publications have studied processing the videos taken by UAVs when they are at some fixed position. From simple to complex, several typical problems have been investigated, such as road detection [34], vehicle detection and tracking [35], and traffic parameter extraction [36]. Popular methods include the use of convolutional neural networks (CNNs) [37] to analyse individual frames, as well two consecutive frames, of a UAV’s footage [38]. However, these approaches are only suitable for the case where the UAV can hover at a certain attitude. Indeed, this state is often difficult to achieve, especially when there is a wind gust. To address this, some researchers have investigated the ego-motion issue as generated either intentionally, by a remote operator, or as an external factor, such as caused by the wind. The first approach to this problem is called the image registration [39]. This is a method that attempts to turn the moving background into a fixed background, which allows traditional methods for background subtraction to be used. The second approach is based on optical flow [40], which extracts the motion pattern from videos and is often combined with unsupervised learning for estimating the UAV ego-motion. Thus, the video/image processing approaches provide fundamental application-dependent sensing information.
3. Problem Statement

We consider an aerial surveillance system with several key components: a depot, a fleet of UAVs, a set of sites, PTVs, and charging stations. The UAVs are energy-constrained. We assume that a PTV can accept one UAV on its roof. The sites to be surveyed are distributed in an urban area, and they are classified into three groups as discussed in Section 1. We only focus on the surveillance of the sites in the third group. Table A1 summarises the main symbols used in the paper.

The problem under investigation is the optimal deployment of charging stations, so that the sites of interest can be surveyed by UAVs in the shortest time (a reflection of the QoS). In particular, we consider a remote area that contains a vehicle stop. Departing from the depot (denoted by \( D \)), a UAV can reach this stop by boarding some number of PTVs. We focus on deploying a number \( n \) of charging stations in this remote area. For simplicity, an additional charging station (denoted by \( p_0 \)) is deployed at the vehicle stop. Suppose that a fully charged battery allows a UAV to fly for a distance of \( 2R \). The charging station at the vehicle stop serves the sites in a circular area centred at \( p_0 \) of radius \( R \)—see the blue area in Figure 1. Then, our focus is on finding locations for the other \( n \) charging stations. Let \( p_1, \ldots, p_n \) denote the locations of these \( n \) charging stations, which are to be decided. It is worth pointing out that this paper focuses on the high-level planning problem. The relevant low-level control issues, such as the UAV dynamics, the accuracy of UAV positioning and landing, and external disturbances (gust and wind) are not considered in the paper.

The public transportation network, the depot, the deployed charging stations, and the sites form a graph, which can be used to plan paths for UAVs to survey the sites. Let \( G(V, E) \) denote this graph. The vertex set \( V \) consists of the depot \( D \), the vehicle stops, charging stations \( p_1, \ldots, p_n \), and the sites. The edge set \( E \) contains directed links from one stop node to another, representing public transportation services between them. It also contain undirected links between any two stop nodes, any two charging station nodes, and any pair of a charging station node and a site node—these represent UAV flight between these locations. It is worth mentioning that if two charging station nodes \( p_i \) and \( p_j (i \neq j, i, j \in \{0, n\}) \) are connected in the graph \( G \), we have

\[
|p_i, p_j| \leq 2R,
\]

where \(|\cdot, \cdot|\) gives the standard Euclidean distance between two points. It is also worth mentioning that any site node is connected to a charging station node within range \( R \). Note that the flight range \( R \) corresponds to flight along straight lines. If a UAV encounters some obstacle, such as a building, this straight line assumption is not valid. However, we can avoid this issue by setting the flight altitude to be higher than any local buildings.

Moreover, a site node can be connected with another charging station node if the sum of distances to the two charging station nodes is no larger than \( 2R \). In the example shown in Figure 2, the top site \( s_1 \) only connects with the charging station node \( p_2 \), while the bottom site \( s_2 \) connects with the charging station nodes \( p_1 \) and \( p_2 \). We note that if a site connects with two charging stations, it is located inside an ellipse with these charging stations as the foci and passes the intersection points of the circles centred at these charging stations of radius \( R \); see Figure 2. In the graph \( G \), a site is reachable from any charging station connecting with the site. In Figure 2, \( s_1 \) can be reached from the charging station \( p_2 \), while \( s_2 \) can be reached from the charging stations \( p_1 \) and \( p_2 \). Constructing the graph \( G \) in this way leads to a shorter delivery time for sites such as \( s_2 \) in Figure 2. If \( s_2 \) is not connected with \( p_1 \), but only with \( p_2 \), in the graph \( G \), a UAV has to fly to \( p_2 \) and then to \( s_2 \). Certainly,

\[
|p_1, p_2| + |p_2, s_2| \geq |p_1, s_2|.
\]

Note that connecting \( s_2 \) with \( p_1 \) does not mean that we can disconnect \( s_2 \) and \( p_2 \). The link between \( s_2 \) and \( p_2 \) is necessary, as it enables the UAV to return after completing the delivery. This is because,

\[
|p_1, s_1| + |s_1, p_2| \leq 2R.
\]
Let $S$ denote the set of sites in the area of interest. Let $\rho_s(t)$ denote the probability that a request to survey site $s \in S$ is placed at time $t$ of a day. This probability is highly application-dependent and can be easily obtained from historical data. Let $t_s$ and $t_f$ be the earliest time and the latest time of placing a survey request, respectively. Then, we have $\int_{t_s}^{t_f} \rho_s(t) dt = 1$. In addition, let $\lambda_s$ be the weight of the site $s \in S$. This weight is the frequency of surveying the site. For two sites, the weight of the more important site is larger, and as such it needs to be surveyed more frequently than the other. We assume that both the probability and the weight of a site are known.

We now introduce a function, $\tau(u, v, t)$, which computes the shortest travel time from node $u \in V$ to node $v \in V$ when a UAV departs from node $u$ at time $t$. If the nodes $u$ and $v$ are not connected, neither directly nor via any other nodes in $G$, $\tau(u, v, t) = \infty$, $\forall t$. In practice, the travel time of an edge in the graph $G$ can be different at different times. Even at the same time on different days, the duration of travel can be different due to the stochastic nature of public transportation networks. Since the travel time of the shortest path between two nodes may vary over time and be uncertain, so too for the graph $G$. The time-variance of $G$ can be reflected by the timetables of public transportation services. The uncertainty of these services, due to factors such as congestion, can be modelled as random noise. We follow the label-setting algorithm used in [20] to construct the shortest path between two nodes, and then adopt Monte Carlo simulations [23] to account for the uncertainty. The Monte Carlo method is an ideal method for computing probabilities and expectations when the analytical integration is impossible or impractical. Although the Monte Carlo estimation is not exact, we understand that when a sufficiently large number of random variables are generated, the error of approximation can become arbitrarily small. In the considered context, by generating a sufficient number of simulations, we can obtain the mean travel time between nodes $u$ and $v$ for a particular starting time $t$. Without introducing a new symbol, we use $\tau(u, v, t)$ in the rest of the paper to represent this mean travel time. We consider that a UAV replaces its battery at a charging station, and that the charging stations organise the charging of the used battery during spare time. Since the time for such a replacing operation can be much shorter than the flight time between two charging stations or the travel time between two vehicle stops, it is assumed to be negligible.

With this function, we can represent the average time required to survey a site when departing from the depot. Specifically, the average time for a UAV to reach a site $s$, when the UAV leaves the depot at time $t$, can be represented by $\tau(D, s, t)$. As the starting time,
i.e., the time a site surveillance request is activated, may be uncertain, we consider the mathematical expectation of the average travel time for surveying site \( s \), which is denoted by \( T_s(p_1, \ldots, p_n) \) and is given as follows:

\[
T_s(p_1, \ldots, p_n) = \int_{t_s}^{t_f} \rho_s(t)\tau(D, s, t)dt.
\]

Here, \([t_s, t_f]\) is the time window during which a site surveillance request can be activated. Note that the average travel time for a site \( s \), i.e., \( T_s(p_1, \ldots, p_n) \), is now represented by a function of the locations of charging stations, i.e., \( p_1, \ldots, p_n \). It is also worth noting that such an average travel time also depends on the edges in \( G \), which represent the public transportation services. The reason for not including this factor as an adjustable variable is that the public transportation services are not controllable by a supplier. Instead, from the point of a supplier, only the locations of the charging stations, i.e., \( p_1, \ldots, p_n \), can be controlled.

**Problem Statement:** The charging station deployment problem aims to find the locations of the charging stations, i.e., \( p_1, \ldots, p_n \), that minimise the weighted average travel time of the sites. It can be formulated as follows:

\[
\min_{p_1, \ldots, p_n} \sum_{s \in S} \lambda_s T_s(p_1, \ldots, p_n).
\]

There are some constraints that the deployment needs to satisfy. Firstly, any site \( s \) must be covered by at least one charging station, i.e.,

\[
|s, p_i| \leq R, \forall i \in [1, n], \forall s \in S.
\]

Moreover, every charging station is connected with \( p_0 \), i.e.,

\[
\tau(p_i, p_0, 0) < \infty, \forall i \in [1, n].
\]

Note that in (7) we can set the time, i.e., the third entry of the function \( \tau(u, v, t) \), as any value—not only zero.

**Remark 1.** Note that for a site, the charging station that covers it is not necessarily on the shortest path for a UAV to serve it. For example, in Figure 2, a UAV serves the site \( s_2 \) via \( p_1 \), not \( p_2 \). Connecting \( s_2 \) with \( p_2 \) enables the UAV to return after completing the delivery, because \(|p_1, s| + |s, p_2| \leq 2R\). Moreover, constructing the graph \( G \) in the aforementioned way leads to a shorter travel time for sites such as \( s_2 \) in Figure 2. We can imagine that if \( s_2 \) is not connected with \( p_1 \), but only with \( p_2 \), in the graph \( G \), a UAV has to fly to \( p_2 \) and then to \( s_2 \). This would lead to a longer travel time; see (2). This issue requires us to clarify the charging station via which each site is surveyed by a UAV in the shortest time.

### 4. Proposed Method

In this section, we discuss the proposed method to address the problem presented by (5)–(7). We start with the introduction of two basic concepts used throughout the development of our approach (Section 4.1). Then, we propose the deployment method for the simple case with a single charging station (Section 4.2), then for the complex case with multiple charging stations (Section 4.3).

#### 4.1. Coverage Models

We introduce the following two fundamental concepts.

**Definition 1** (The charging stations that cover a site). A site \( s \) is said to be covered by a charging station \( p_i \) if one of the below two conditions holds:

- The distance between the site \( s \) and the charging station \( p_i \) is no more than \( R \), i.e., \(|p_i, s| \leq R\) [41].
• There exists another charging station \( p_j \) such that the summation of the distances between the two charging stations and the site is no greater than \( 2R \), i.e., \( |p_i, s| + |p_j, s| \leq 2R \).

**Definition 2** (The charging station to survey a site). A site \( s \) is said to be surveyed from a charging station \( p_i \), if the charging station \( p_i \) is the last charging station on the shortest path from the depot to the site \( s \) in the graph \( G \).

From the above two definitions, we can see that there may exist multiple charging stations that cover a site. However, generally, there is only one charging station surveying a site, since the charging station that surveys a site should be the last one on the shortest path—see Definition 2. We also understand that the charging station via which a site is surveyed also covers the site. However, the charging station that covers a site is not necessarily the one via which to survey the site. Typical examples are given in Figure 2. The site \( s_1 \) is covered by the charging station \( p_2 \), and the site \( s_2 \) is covered by the charging stations \( p_1 \) and \( p_2 \). The site \( s_1 \) is surveyed via the charging station \( p_2 \) (the only charging station that covers \( s_1 \)), while the site \( s_2 \) is surveyed via the charging station \( p_1 \) (one of the charging stations that cover \( s_2 \)).

Definition 1 reveals an interesting and useful property. That is, if a site is located within an ellipse formed by two charging stations (with the positions of the two charging stations as the foci, and with the ellipse passing the intersection points of the two \( R \)-radius circles that centred at the charging stations), this site can be covered by more than one charging station. Again, taking Figure 2 as an example, site \( s_2 \) is inside such an ellipse (see the red one around \( p_1 \) and \( p_2 \)), while site \( s_1 \) is not. Thus, site \( s_2 \) is covered by two charging stations.

It should be pointed out that Definition 1 is superior to other existing definitions, which are based on only the first condition of Definition 1 (see [41] and the references therein), with respect to the travel time of a UAV from the depot to a site. This is crucial when the site is located within one of the aforementioned ellipses, i.e., being covered by more than one charging station, because the second condition promises to result in a shorter path through which a UAV can conduct the surveillance mission. In particular, if only the first condition of Definition 1 is considered, the site \( s_2 \) in Figure 2 is covered by the charging station \( p_2 \). Then, when we plan the path for a UAV to survey the site \( s_1 \), we will find the path \( D \rightarrow \cdots \rightarrow p_0 \rightarrow p_1 \rightarrow p_2 \rightarrow s_2 \). However, with the second condition of Definition 1, the site \( s_2 \) is also connected with \( p_1 \) in the graph \( G \). Thus, the path for a UAV can be \( D \rightarrow \cdots \rightarrow p_0 \rightarrow p_1 \rightarrow s_2 \). Clearly, \(|p_1, p_2| + |p_2, s_2| \geq |p_1, s_2|\), where the equality holds only when \( s_2 \) is located on the line segment connecting \( p_1 \) and \( p_2 \). With Definition 2, no matter how many nodes are connected to a site \( s \) in the graph \( G \), we can deduce the charging station via which to survey the site.

In the subsequent sections, we will use these definitions to develop our approach for deploying charging stations.

### 4.2. Deployment of a Single Charging Station

In this section, we present the method for deploying a single charging station.

As mentioned in Section 3, \( p_0 \) has already been deployed at a vehicle stop near the area of interest. Thus, we consider the deployment of the second charging station \( p_1 \). One necessary assumption in this simple scenario is that the sites to be surveyed are located somewhere such that there exist feasible positions for the second charging station to serve the sites. Otherwise, there is no solution to the deployment problem. A geometric view of this assumption is that the sites are close to a vehicle stop, and they are not distributed very sparsely. Moreover, there are some sites that are outside the disk with radius of \( R \) centred at \( p_0 \). Otherwise, the charging station \( p_0 \) is sufficient to serve them.

Given the positions of \( p_0 \) and \( p_1 \), we first construct the circles centred at \( p_0 \) and \( p_1 \) with the radius of \( R \), which are denoted by \( O_0 \) and \( O_1 \), respectively. As discussed in Section 4.1, we can construct an ellipse with \( p_0 \) and \( p_1 \) as the foci which passes through the intersections of the circles \( O_0 \) and \( O_1 \)—see Figure 3. Such an ellipse divides the disk centred at \( p_1 \) into
two parts. The first one is the part inside the ellipse, denoted by $A$—see the yellow part in Figure 3. The second one is the part outside the ellipse, denoted by $B$—see the blue part in Figure 3. By Definition 1, the sites in $A$ are covered by both $p_0$ and $p_1$, while those in $B$ are only covered by $p_1$. For the sites in $A$, according to Definition 2, it is $p_0$ that serves them, while for those in $B$, it is $p_1$ that serves them.

![Illustration of the coverage of two charging stations $p_0$ and $p_1$.](image)

For a site $s \in A$, the average travel time can be computed by:

$$T_s(p_1) = \int_{I_s}^{I_f} \tau(D, p_0, t) dt + \int_{I_s}^{I_f} \rho_s(t) |p_0, s| dt$$

$$= \int_{I_s}^{I_f} \tau(D, p_0, t) dt + |p_0, s|.$$  \hspace{1cm} (8)

In (8), $T_s(p_1)$ is the average flight time from the depot $D$ to site $s \in A$. We only take $p_1$ as an input, since we consider the deployment of this single charging station. $\tau(D, p_0, t)$ is the travel time from the depot $D$ to the charging station $p_0$ when the UAV departs at time $t$. Then, $\int_{I_s}^{I_f} \tau(D, p_0, t) dt$ gives the mathematical expectation of this travel time. Moreover, $\int_{I_s}^{I_f} \rho_s(t) |p_0, s| dt = |p_0, s|$, because $|p_0, s|$ is independent of time $t$ and $\int_{I_s}^{I_f} \rho_s(t) dt = 1$.

Similarly, for a site $s \in B$, the average travel time can be computed by:

$$T_s(p_1) = \int_{I_s}^{I_f} \tau(D, p_0, t) dt + \int_{I_s}^{I_f} \rho_s(t) (|p_0, p_1| + |p_1, s|) dt$$

$$= \int_{I_s}^{I_f} \tau(D, p_0, t) dt + |p_0, p_1| + |p_1, s|.\hspace{1cm} (9)$$

Then, the weighted average travel time for all sites in $S$ is given by:

$$\frac{1}{|S|} \left( \sum_{s \in A} \lambda_s (\int_{I_s}^{I_f} \tau(D, p_0, t) dt + |p_0, s|) + \sum_{s \in B} \lambda_s (\int_{I_s}^{I_f} \tau(D, p_0, t) dt + |p_0, p_1| + |p_1, s|) \right)$$

$$= \int_{I_s}^{I_f} \tau(D, p_0, t) dt + \frac{1}{|S|} \left( \sum_{s \in A} \lambda_s |p_0, s| + \sum_{s \in B} \lambda_s (|p_0, p_1| + |p_1, s|) \right).\hspace{1cm} (10)$$

From (10) we can see that, given the first charging station $p_0$, the weighted average travel time for the sites in $S$ only depends on the position of the second charging station $p_1$, since the mathematical expectation of the travel time from the depot $D$ to $p_0$ is fixed when given $p_0$ and $G$.

Therefore, the problem of deploying one charging station is reformulated as:

$$\min_{p_1} \frac{1}{|S|} \left( \sum_{s \in A} \lambda_s |p_0, s| + \sum_{s \in B} \lambda_s (|p_0, p_1| + |p_1, s|) \right)\hspace{1cm} (11)$$
subject to
\[ |s, p_1| \leq R, \forall s \in S. \] (12)

It should be pointed out that we only need to consider the sites that are outside the circle \( O_0 \). The reason is that, given \( p_0 \), the travel time for the sites in \( O_0 \) is known, which does not need to be optimised.

The main difficulty in addressing the above problem lies in its discontinuity. The variable \( p_1 \) not only determines the flight time in part \( B \), but also impacts the parts \( A \) and \( B \). \( p_1 \) is defined in a continuous space. A small change of \( p_1 \) may lead to different parts \( A \) and \( B \), which may result in a large jump in terms of the travel time. Consider a site that is on the boundary of \( A \) and \( B \). In this case, the site belongs to part \( A \). However, when we move \( p_1 \) a small amount, it is possible that this site falls into part \( B \). Clearly, this creates a jump in the travel time of this site, which further leads to a discontinuity in the overall weighted travel time.

To address the problem, we reformulate it as an integer linear problem (ILP). Suppose there is a set of candidate positions where we are allowed to deploy the charging station. Let \( C = \{c_1, c_2, \ldots, c_m\} \) denote such a set. Let \( x_k \) be a binary variable. \( x_k = 1 \) if the charging station is located at the candidate \( c_k \); \( x_k = 0 \) otherwise. Moreover, given these candidates, we can construct the parts \( A \) and \( B \) correspondingly. For the candidate \( c_k \), let \( A_k \) and \( B_k \) denote the corresponding parts. Then, the problem is formulated as follows:

\[
\begin{align*}
\min_{x_1, \ldots, x_m} & \quad \sum_{k=1}^m x_k \left( \sum_{s \in A_k} \lambda_s |p_0, s| + \sum_{s \in B_k} \lambda_s (|p_0, p_1| + |p_1, s|) \right) \\
\text{subject to} & \quad \sum_{k=1}^m x_k = 1, \\
& \quad x_k \in \{0, 1\}, \forall k = 1, \ldots, m.
\end{align*}
\] (13)

It is worth pointing out that the above formulation constraint (12) has already been taken into account in the process of constructing the parts \( A_k \) and \( B_k \). If a candidate position cannot enclose all the sites to be surveyed, it has already been removed from the candidate list.

Now, the problem is in the well-known form of an ILP, and many existing solvers are available for this purpose.

4.3. The Deployment of Multiple Charging Stations

In this section, we focus on the more challenging scenario with \( n \) charging stations, i.e., \( p_1, \ldots, p_n \).

Suppose the charging stations are initially deployed at \( p_1, \ldots, p_n \), and the two aforementioned conditions hold, i.e., all the sites are covered by at least one charging station (see (6)), and each charging station is connected with \( p_0 \) (see (7)). With these assumptions, we can construct a tree structure for the charging stations, including \( p_0 \). In particular, \( p_0 \) is the root of this tree, and any other vertex connects with \( p_0 \) via the shortest path. This is the so-called minimum spanning tree. For any vertex \( j \) in the tree, let \( P_j \) denote the shortest path from the root \( p_0 \) to vertex \( j \). Clearly, this path gives the shortest travel time for UAVs. Moreover, let \( |P_j| \) denote the number of vertices on this path, and let \( P_j[k] \) denote the \( k \)th vertex on the path. In particular, \( P_j[1] = p_0 \), and \( P_j[|P_j|] = p_j \). With this symbol, the requirement that any charging station must connect with \( p_0 \) can be formulated as:

\[
|P_j[k], P_j[k + 1]| \leq 2R, \forall k = 1, \ldots, |P_j| - 1.
\] (16)

Moreover, let \( \phi(j) \) denote the parent vertex of vertex \( j \) on the path \( P_j \). It is clear that in the minimum spanning tree, any vertex other than the root has a unique parent vertex,
while each vertex may have more than one child vertex. Let \( \psi(j) \) denote the set of child vertices of vertex \( j \).

Now, for any pair of child-parent vertices, we can construct the corresponding ellipse following the method discussed in Section 4.2. It is worth pointing out that there always exists such an ellipse for a pair of child-parent vertices if their distance is less than \( 2R \). For the extreme case, i.e., their distance equals \( 2R \), such an ellipse reduces to a line segment connecting the child and parent charging stations. Similarly to Section 4.2, let \( O_j \) and \( O_{\phi(j)} \) denote the circles centred at \( p_j \) and \( p_{\phi(j)} \) of radius \( R \), respectively. Let \( A_{\phi(j)} \) and \( B_{\phi(j)} \) denote the two parts of \( O_j \) separated by the ellipse constructed from \( p_j \) and \( p_{\phi(j)} \), see Figure 4.

![Figure 4. Illustration of the coverage of a pair of child-parent charging stations \( p_j \) and \( p_{\phi(j)} \). Vertex \( \phi(j) \) is the parent of vertex \( j \), and the set of the child vertices of Vertex \( j \) consists of \( u \) and \( v \), i.e., \( \psi(j) = \{u, v\} \).](image)

For the sites in the part of \( A_{\phi(j)} \), the travel time for UAVs is broken down into three legs:
1. from \( D \) to \( p_0 \),
2. from \( p_0 \) to \( p_{\phi(j)} \),
3. from \( p_{\phi(j)} \) to the sites.

For the sites in the part of \( B_{\phi(j)} \), the travel time for UAVs is broken down into four legs:
1. from \( D \) to \( p_0 \),
2. from \( p_0 \) to \( p_{\phi(j)} \),
3. from \( p_{\phi(j)} \) to \( p_j \),
4. from \( p_j \) to the sites.

Similarly to Section 4.2, we only pay attention to the travel time from \( p_0 \) to the sites. For ease of presentation, let \( F_1(p_0, p_{\phi(j)}) \) denote the travel time from \( p_0 \) to \( p_{\phi(j)} \). Let \( S_j \) denote the subset of sites within the circle \( O_j \). Let \( F_2(p_{\phi(j)}, p_j) \) be the average travel time from \( p_{\phi(j)} \) to the sites in \( S_j \). Then, we have

\[
F_2(p_{\phi(j)}, p_j) = \frac{1}{|S_j|} \left( \sum_{s \in A_{\phi(j)}} |p_{\phi(j)}, s| + \sum_{s \in B_{\phi(j)}} (|p_{\phi(j)}, p_j| + |p_j, s|) \right). \tag{17}
\]
The deployment of multiple charging stations can then be obtained by solving the below problem:

\[
\min_{p_1, \ldots, p_n} \frac{1}{n} \sum_{j=1}^{n} \left( F_1(p_0, p_{\phi(j)}) + F_2(p_{\phi(j)}, p_j) \right). \tag{18}
\]

Clearly, (18) gives the average travel time of UAVs from \( p_0 \) to the sites.

The direct method to solve the above problem is to convert the problem to its discrete version, as used for the simple case with just one charging station. However, such a method may not greatly simplify the problem—in addition to the variables that decide which candidate locations are chosen for charging station deployment, we must also introduce variables to satisfy the connectivity requirement for each charging station. Clearly, this will make the corresponding ILP contain much more variables; as such, an existing ILP solver may take a very long time to finish analysing the problem. We therefore present a sub-optimal method that can solve the problem quickly.

We observe that the movement of a vertex in the constructed tree influences the travel time to the sites covered by itself, its child, and its downstream vertices. However, this movement does not impact that of the sites covered by upstream vertices. Thus, moving a vertex only affects the travel time of the sites covered by its branch; we will call the vertex that we consider the sub-root of the branch. Another observation is that the vertices in a branch can be classified into two groups: the neighbour vertices of the sub-root, that are directly connected with the sub-root (this group includes the sub-root itself); and the non-neighbour vertices, that are not connected with the sub-root directly. For non-neighbour vertices, the movement of the sub-root only affects the first part in (18), but not the second part. We can call this impact the indirect impact. For the neighbour vertices, the movement of the sub-root affects both parts in (18). In this case, the impact is named the direct impact.

In the method to be presented, we relocate a vertex by taking into account both its direct and indirect impacts. In particular, a vertex is relocated to another position if the overall impact provides a decrease in the average travel time to the sites in its branch. We move the vertex to the position that can obtain the maximum decrease in the average travel time.

As per our discussion, the relocation of a leaf vertex (a vertex that does not have any child vertices) can be achieved using the method discussed in Section 4.2 because a leaf vertex’s movement only impacts the sites covered by itself. However, the relocation of a non-leaf vertex is complex. To present the relocation method for the latter case, we need to introduce some more symbols. Let \( N_i \) denote the number of the sites in the branch of vertex \( i \) which are indirectly impacted by vertex \( i \). Let \( G_i \) denote the average travel time from vertex \( i \) to these sites. If \( i \) is a leaf vertex or the parent of a leaf vertex, \( N_i = 0 \) and \( G_i = 0 \), because the sites in the branch of vertex \( i \) are all directly impacted by vertex \( i \). Let \( H_1(p_j) \) denote the average travel time from the parent of vertex \( j \), i.e., \( \phi(j) \), to all the indirectly impacted sites in the branch of vertex \( j \). If \( \sum_{i \in \psi(j)} N_i = 0 \), \( H_1(p_j) = 0 \); otherwise, \( H_1(p_j) \) is computed as follows:

\[
H_1(p_j) = \frac{\sum_{i \in \psi(j)} N_i |G_i + |p_i, p_j| + |p_j, p_{\phi(j)}|)}{\sum_{i \in \psi(j)} N_i}. \tag{19}
\]

In (19), the term \( G_i + |p_i, p_j| + |p_j, p_{\phi(j)}| \) gives the average travel time from vertex \( \phi(j) \) to the sites in the branch of vertex \( i \) (where \( i \in \psi(j) \)) that are indirectly impacted by vertex \( j \). Clearly, \( H_1(p_j) \) is a function of \( p_j \), and other information in (19), including \( N_i \), \( G_i \), and \( p_{\phi(j)} \), is known if the downstream vertices and the parent vertex are fixed.

Let \( H_2(p_j) \) be the average travel time from vertex \( \phi(j) \) to the sites that are in the branch of node \( j \) and are directly impacted by vertex \( j \). These sites include the ones covered by
vertex \( j \) and the child vertices of vertex \( j \). The number of the sites is \( |S_j| + \sum_{i \in \varPsi(j)} |S_i| \). Then, \( H_2(p_j) \) is computed as follows:

\[
H_2(p_j) = \frac{1}{|S_j| + \sum_{i \in \varPsi(j)} |S_i|} \left[ \sum_{s \in A_{\varPsi(j)}} |p_{\varPsi(j)}, s| + \sum_{s \in B_{\varPsi(j)}} (|p_{\varPsi(j)}, p_j| + |p_j, s|) + \sum_{i \in \varPsi(j)} \left( \sum_{s \in A_i} |p_j, s| + \sum_{s \in B_i} (|p_j, p_i| + |p_i, s|) + \sum_{s \in S} |p_j, p_{\varPsi(j)}| \right) \right].
\]  

(20)

The term \( \sum_{s \in A_{\varPsi(j)}} |p_{\varPsi(j)}, s| + \sum_{s \in B_{\varPsi(j)}} (|p_{\varPsi(j)}, p_j| + |p_j, s|) \) in (20) gives the total travel time from vertex \( \varPsi(j) \) to the sites in \( S_j \). The term \( \sum_{i \in \varPsi(j)} \left( \sum_{s \in A_i} |p_j, s| + \sum_{s \in B_i} (|p_j, p_i| + |p_i, s|) + \sum_{s \in S} |p_j, p_{\varPsi(j)}| \right) \) in (20) gives the total travel time from vertex \( \varPsi(j) \) to the sites in \( S_i \), where \( i \in \varPsi(j) \). Clearly, \( H_2(p_j) \) is a function of \( p_j \), and other information in (20) is known if the downstream vertices and the parent vertex are fixed. Differently from \( H_1(p_j) \), which can be zero, \( H_2(j) > 0 \), because there exists a subset of sites that are directly impacted by vertex \( j \). If this subset is empty, there is no need to have vertex \( j \).

Let \( H(p_j) \) denote the average travel time from vertex \( \varPsi(j) \) to all the indirectly and directly impacted sites covered by vertex \( j \). Then,

\[
H(p_j) = \frac{(|S_j| + \sum_{i \in \varPsi(j)} |S_i|) H_2(p_j) + \sum_{i \in \varPsi(j)} N_i H_1(p_j)}{|S_j| + \sum_{i \in \varPsi(j)} |S_i| + \sum_{i \in \varPsi(j)} N_i}.
\]  

(21)

Moreover, the average travel time from vertex 0 to all the sites in the branch of vertex \( j \) is given by \( L(p_0, p_{\varPsi(j)}) + H(p_j) \), where \( L(p_0, p_{\varPsi(j)}) \) denotes the travel time from vertex 0 to vertex \( \varPsi(j) \). If at any time we only move one vertex in the constructed tree, say vertex \( j \), for the purpose of reducing the average travel time, we only need to consider \( H(p_j) \), because \( L(p_0, p_{\varPsi(j)}) \) is fixed. Therefore, we can relocate \( p_j \) to a new place that minimises (21), provided that the topology of the constructed tree remains and vertex \( j \) does not lose any of its covered sites.

Moreover, since the values of \( N \) and \( G \) are required in the computation of \( H_1(p_j) \) in (19), we need a general formula for them to relocate each node in a decentralised manner. Given the values of \( N \) and \( G \) of the child vertices of vertex \( j \), we can compute these values for vertex \( j \) as follows:

\[
N_j = \sum_{i \in \varPsi(j)} (N_i + \sum_{k \in \varPsi(i)} |S_k|),
\]  

(22)

\[
G_j = \frac{1}{N_j} \sum_{i \in \varPsi(j)} \left( N_i (G_i + |p_i, p_j|) + \sum_{s \in A_i} |p_j, s| + \sum_{s \in B_i} (|p_j, p_i| + |p_i, s|) \right).
\]  

(23)

The values of \( N \) and \( G \) propagate in upstream order. For a certain vertex, these values can be computed once those of its child vertices have been computed.

Now, we have enough symbols to present our method. Suppose that at the initial positions \( p_1, \ldots, p_n \), the \( n \) charging stations cover all the sites in \( S \). We construct the minimum spanning tree for the vertices with \( p_0 \) as the root. Assume that all the edges in the tree are not longer than \( 2R \). With the initial positions, we can compute the subset of sites covered by each vertex. The main procedure of our method repeatedly relocates the vertices in sequence. When we relocate a vertex, the relocation of all its child vertices needs to be performed beforehand. In the case where two sibling vertices are to be relocated, either of them can be relocated first. With this rule, we start the relocation from the leaf vertices and then up to their parents. Specifically, for a leaf vertex, we find the position for this vertex as discussed in Section 4.2. For a non-leaf vertex, we find the position for the vertex by minimising (21) so that the topology of the constructed tree does not change when the vertex is moved, and the vertex does not lose any sites. After the relocation, the values of \( N \) and \( G \) of this vertex are updated by (22) and (23). After the relocation of
all the nodes, we update the subset of sites covered by each vertex, as well as the sets \( A \) and \( B \). These procedures repeat until the vertices can no longer be moved. The termination condition is that all the vertices stay at the previous positions in one round of relocation. This method is summarised in Algorithm 1.

---

**Algorithm 1** Relocating the vertices in the minimum spanning tree

**Input:** \( P_0, P_1, \ldots, P_n \)  
**Output:** \( P_1, \ldots, P_n \)  
1: Construct the minimum spanning tree with \( P_0, P_1, \ldots, P_n \) by taking \( p_0 \) as the root.  
2: Compute the subset of sites covered by each vertex.  
3: Construct a relocating sequence.  
4: while Termination condition is unsatisfied do  
5:   for Each vertex \( j \) in the sequence do  
6:      if Node \( j \) is a leaf vertex then  
7:         Find the new position by solving the problem (13) subject to (14) and (15).  
8:         \( N_j \leftarrow 0, G_j \leftarrow 0 \).  
9:      else  
10:         Find the new position by minimising (21) subject to that the topology of the tree does not change when vertex \( j \) relocates, and vertex \( j \) does not lose any sites.  
11:         Update \( N_j \) and \( G_j \) by (22) and (23).  
12:   end if  
13: end for  
14: Update the subset of sites covered by each vertex.  
15: end while

---

For a given set of sites, Algorithm 1 ensures that any movement of a vertex leads to a lower average travel time; we prove this as follows. Algorithm 1 consists of two main procedures. One is the relocation of vertices in sequence, and the other is the update of customers covered by each vertex. For the former, we only relocate one vertex at any time, and we relocate it only if the average travel time reduces for downstream sites impacted by the vertex. As analysed above, such a relocation does not influence upstream sites. Thus, the relocation procedure ensures the decrease in the average travel time. Regarding the latter, for the given locations of any pair of parent-child vertices, the proposed grouping model ensures that any site can be served, and that the travel time for any customer is the lowest. Therefore, Algorithm 1 relocates the vertices to positions with a lower average travel time.

5. Simulation Results

In this section, we demonstrate the effectiveness of the proposed algorithms via several typical case studies.

We first show the superiority of the coverage models proposed in Definitions 1 and 2. To better understand the performance, we compare with a baseline method, which groups the sites based on the shortest distance between sites and charging stations, and then moves the charging station to the mass centre of the sites [41]. We consider two simple cases with one charging station to be deployed with some randomly placed sites in Figures 5 and 6. Here, \( R = 15 \) km. The resulting positions for the charging station found via the proposed method and the baseline method are shown. In the case shown in Figure 5, the average travel distance of the UAV from \( p_0 \) to the sites is 26.2 km for the proposed method. Given a certain flight speed, we can acquire the corresponding travel time. For the same set of sites, the average travel distance achieved by the baseline method is 30.8 km. In the case shown in Figure 6, the proposed method achieves an average travel distance of 21.7 km, while for the same set of sites, the baseline method achieves an average travel distance of 26.6 km. For these cases, we can see that the proposed coverage model leads to a shorter travel distance than the baseline method.
We also consider some complex cases with more charging stations, and the results are shown in Figures 7 and 8. In Figure 7, we deploy four charging stations using both the proposed method and the baseline method. From the initial positions shown in Figure 7a, these two methods relocate the charging stations to those shown in Figure 7b,c, respectively. Figure 7d shows the average travel distance of UAVs from $p_0$ to the sites. Clearly, the proposed method achieves an average lower travel distance. We can also see a similar result in Figure 8.

Figure 5. Comparison of the proposed method and baseline method in the first simple case with one charging station. The sites are represented by red dots.

Figure 6. Comparison of the proposed method and baseline method in the second simple case with one charging station. The sites are represented by red dots.

Figure 7. Cont.
Figure 7. Comparison of the proposed method and baseline method in the case with four charging stations. The sites are represented by red dots.

Figure 8. Comparison of the proposed method and baseline method in the case with five charging stations. The sites are represented by red dots.

6. Conclusions

In this paper, we considered an approach that exploits PTVs and charging stations to improve UAV flight time. In this approach, a UAV first travels with some PTVs, and then flies through any required charging stations to reach the remote sites to be surveyed. The travel time with PTVs can be estimated using the well-known Monte Carlo method. We mainly investigated the deployment problem of charging stations, which assist UAVs to conduct aerial surveillance. We proposed a new coverage model, which is based on elliptical regions. This model can accurately characterise the travel time of UAVs through the deployed charging stations. Based on such a model, we formulated the deployment problem and proposed a sub-optimal method. This is an iterative method, and we proved that, in each round of relocation, the average travel time of UAVs reduces. The effectiveness of the proposed method has been verified via computer simulations. One limitation of the current approach is that we relocate a charging station by numerically evaluating the
candidate sites. An interesting and useful future research direction is to study the analytical solution to this issue.
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Abbreviations

The following abbreviations are used in this manuscript:

- UAV: Unmanned aerial vehicle
- PTV: Public transportation vehicle
- QoS: Quality of surveillance
- LoS: Line of sight
- ILP: Integer linear problem

Appendix A

Table A1. Main symbols used in the paper.

| Symbol | Meaning |
|--------|---------|
| D      | Depot of UAVs |
| R      | Flight distance corresponding to half of the onboard battery |
| n      | Number of charging stations to be deployed |
| p_i    | Location of charging station i |
| S      | The set of sites to be surveyed |
| s      | Position of site s |
| G      | Graph formed by vehicle stops, depot, sites and charging stations |
| p_s(t) | The probability that the site s needs to be surveyed at time t of a day |
| \lambda_s | The weight of site s |
| \tau(u,v,t) | Travel time from node u to node v when the UAV starts at time t |
| T_s(p_1, \ldots, p_n) | The average travel time of UAV to survey site s |

References

1. Yue, X.; Liu, Y.; Wang, J.; Song, H.; Cao, H. Software defined radio and wireless acoustic networking for amateur drone surveillance. *IEEE Commun. Mag.* 2018, 56, 90–97. [CrossRef]
2. Benkrid, A.; Benallegue, A.; Achour, N. Multi-robot coordination for energy-efficient exploration. *J. Control. Autom. Electr. Syst.* 2019, 30, 911–920. [CrossRef]
3. Khan, M.; Heurtefeux, K.; Mohamed, A.; Harras, K.A.; Hassan, M.M. Mobile target coverage and tracking on drone-be-gone UAV cyber-physical testbed. *IEEE Syst. J.* 2017, 12, 3485–3496. [CrossRef]
4. Huang, H.; Savkin, A.V.; Huang, C. Decentralised Autonomous Navigation of a UAV Network for Road Traffic Monitoring. *IEEE Trans. Aerosp. Electron. Syst.* 2021. [CrossRef]
5. Luo, C.; Nightingale, J.; Asemota, E.; Grecos, C. A UAV-cloud system for disaster sensing applications. In Proceedings of the 2015 IEEE 81st Vehicular Technology Conference (VTC Spring), Glasgow, UK, 11–14 May 2015; pp. 1–5.
6. Yuan, C.; Liu, Z.; Zhang, Y. UAV-based forest fire detection and tracking using image processing techniques. In Proceedings of the 2015 International Conference on Unmanned Aircraft Systems (ICUAS), Denver, CO, USA, 9–12 June 2015; pp. 639–643.
7. Rahnemoonfar, M.; Murphy, R.; Miquel, M.V.; Dobbs, D.; Adams, A. Flooded area detection from UAV images based on densely connected recurrent neural networks. In Proceedings of the IEEE International Geoscience and Remote Sensing Symposium, Valencia, Spain, 22–27 July 2018; pp. 1788–1791.
8. Savkin, A.V.; Huang, H. Asymptotically optimal deployment of drones for surveillance and monitoring. Sensors 2019, 19, 2068. [CrossRef] [PubMed]
9. Savkin, A.V.; Huang, H. Proactive deployment of aerial drones for coverage over very uneven terrains: A version of the 3D art gallery problem. Sensors 2019, 19, 1438. [CrossRef]
10. Savkin, A.V.; Huang, H. A Method for Optimized Deployment of a Network of Surveillance Aerial Drones. IEEE Syst. J. 2019, 13, 4474–4477. [CrossRef]
11. Huang, H.; Savkin, A.V. An Algorithm of Reactive Collision Free 3-D Deployment of Networked Unmanned Aerial Vehicles for Surveillance and Monitoring. IEEE Trans. Ind. Inform. 2020, 16, 132–140. [CrossRef]
12. DJI. Matrice 300 RTK. Available online: https://www.dji.com/au/matrice-300 (accessed on 28 May 2020).
13. Wu, J.; Wang, H.; Li, N.; Yao, P.; Huang, Y.; Su, Z.; Yu, Y. Distributed trajectory optimization for multiple solar-powered UAVs target tracking in urban environment by Adaptive Grasshopper Optimization Algorithm. Aerosp. Sci. Technol. 2017, 70, 497–510. [CrossRef]
14. Mathew, N.; Smith, S.L.; Waslander, S.L. Planning Paths for Package Delivery in Heterogeneous Multirobot Teams. IEEE Trans. Autom. Sci. Eng. 2015, 12, 1298–1308. [CrossRef]
15. Zhang, B.; Liu, C.H.; Tang, J.; Xu, Z.; Ma, J.; Wang, W. Learning-based energy-efficient data collection by unmanned vehicles in smart cities. IEEE Trans. Ind. Inform. 2018, 14, 1666–1676. [CrossRef]
16. Booth, K.E.; Piacentini, C.; Bernardini, S.; Beck, J.C. Target Search on Road Networks with Range-Constrained UAVs and Ground-Based Mobile Recharging Vehicles. IEEE Robot. Autom. Lett. 2020, 5, 6702–6709. [CrossRef]
17. Trotta, A.; Andreagiovanni, F.D.; Di Felice, M.; Natalizio, E.; Chowdhury, K.R. When UAVs Ride A Bus: Towards Energy-efficient City-scale Video Surveillance. In Proceedings of the IEEE INFOCOM 2018—IEEE Conference on Computer Communications, Honolulu, HI, USA, 16–19 April 2018; pp. 1043–1051. [CrossRef]
18. Yoo, H.D.; Chankov, S.M. Drone-delivery Using Autonomous Mobility: An Innovative Approach to Future Last-mile Delivery Problems. In Proceedings of the 2018 IEEE International Conference on Industrial Engineering and Engineering Management (IEEM), Bangkok, Thailand, 16–19 December 2018; pp. 1216–1220. [CrossRef]
19. Huang, H.; Savkin, A.V.; Huang, C. Round Trip Routing for Energy-Efficient Drone Delivery Based on a Public Transportation Network. IEEE Trans. Transp. Electrif. 2020, 6, 1368–1376. [CrossRef]
20. Huang, H.; Savkin, A.V.; Huang, C. Reliable Path Planning for Drone Delivery Using a Stochastic Time-Dependent Public Transportation Network. IEEE Trans. Intell. Transp. Syst. 2020, 1–10. [CrossRef]
21. Fotouhi, A.; Qiang, H.; Ding, M.; Hassan, M.; Giordano, L.G.; Garcia-Rodriguez, A.; Yuan, J. Survey on UAV Cellular Communications: Practical Aspects, Standardization Advancements, Regulation, and Security Challenges. IEEE Commun. Surv. Tutorials 2019, 21, 3417–3442. [CrossRef]
22. Alwateer, M.; Loke, S.W. Emerging Drone Services: Challenges and Societal Issues. IEEE Technol. Soc. Mag. 2020, 39, 47–51. [CrossRef]
23. Robert, C.; Casella, G. Monte Carlo Statistical Methods; Springer: New York, NY, USA, 2013.
24. Ahmad, F.; Alam, M.S.; Shariff, S.M.; Krishnamurthy, M. A Cost-Efficient Approach to EV Charging Station Integrated Community Microgrid: A Case Study of Indian Power Market. IEEE Trans. Electrif. 2019, 5, 200–214. [CrossRef]
25. Airobotics Battery-Swapping Platform Keeps Drones Flying around the Clock. Available online: https://www.airoboticsdrones.com/ (accessed on 7 January 2020).
26. Kim, S.; Moon, I. Traveling Salesman Problem with a Drone Station. IEEE Trans. Syst. Man Cybern. Syst. 2019, 49, 42–52. [CrossRef]
27. Hong, I.; Kuby, M.; Murray, A.T. A range-restricted recharging station coverage model for drone delivery service planning. Transp. Res. Part C Emerg. Technol. 2018, 90, 198–212. [CrossRef]
28. Cokyasar, T. Optimization of battery swapping infrastructure for e-commerce drone delivery. Comput. Commun. 2021, 168, 146–154. [CrossRef]
29. Huang, H.; Savkin, A.V. A Method of Optimized Deployment of Charging Stations for Drone Delivery. IEEE Trans. Transp. Electrif. 2020, 6, 510–518. [CrossRef]
30. Yu, K.; Budhiraja, A.K.; Buebel, S.; Tokekar, P. Algorithms and experiments on routing of unmanned aerial vehicles with mobile recharging stations. J. Field Robot. 2019, 36, 602–616. [CrossRef]
31. Cortes, J.; Martinez, S.; Karatas, T.; Bullo, F. Coverage control for mobile sensing networks. IEEE Trans. Robot. Autom. 2004, 20, 243–255. [CrossRef]
32. Durham, J.W.; Carli, R.; Frasca, P.; Bullo, F. Discrete partitioning and coverage control for gossipping robots. IEEE Trans. Robot. 2011, 28, 364–378. [CrossRef]
33. Song, C.; Liu, L.; Feng, G.; Xu, S. Coverage control for heterogeneous mobile sensor networks on a circle. Automatica 2016, 63, 349–358. [CrossRef]
34. Zhou, H.; Kong, H.; Wei, L.; Creighton, D.; Nahavandi, S. Efficient road detection and tracking for unmanned aerial vehicle. IEEE Trans. Intell. Transp. Syst. 2014, 16, 297–309. [CrossRef]
35. Cheng, H.Y.; Weng, C.C.; Chen, Y.Y. Vehicle detection in aerial surveillance using dynamic Bayesian networks. *IEEE Trans. Image Process.* 2011, 21, 2152–2159. [CrossRef]

36. Wang, L.; Chen, F.; Yin, H. Detecting and tracking vehicles in traffic by unmanned aerial vehicles. *Autom. Constr.* 2016, 72, 294–308. [CrossRef]

37. Zhao, X.; Dawson, D.; Sarasua, W.A.; Birchfield, S.T. Automated traffic surveillance system with aerial camera arrays imagery: Macroscopic data collection with vehicle tracking. *J. Comput. Civ. Eng.* 2017, 31, 04016072. [CrossRef]

38. Yamazaki, F.; Liu, W.; Vu, T.T. Vehicle extraction and speed detection from digital aerial images. In Proceedings of the IGARSS 2008—2008 IEEE International Geoscience and Remote Sensing Symposium, Boston, MA, USA, 7–11 July 2008.

39. Shastry, A.C.; Schowengerdt, R.A. Airborne video registration and traffic-flow parameter estimation. *IEEE Trans. Intell. Transp. Syst.* 2005, 6, 391–405. [CrossRef]

40. Ke, R.; Li, Z.; Kim, S.; Ash, J.; Cui, Z.; Wang, Y. Real-time bidirectional traffic flow parameter estimation from aerial videos. *IEEE Trans. Intell. Transp. Syst.* 2016, 18, 890–901. [CrossRef]

41. Savkin, A.V.; Huang, H. Deployment of Unmanned Aerial Vehicle Base Stations for Optimal Quality of Coverage. *IEEE Wirel. Commun. Lett.* 2019, 8, 321–324. [CrossRef]