Active Contour Models Based on Block Similarity for Multiple Objects Segmentation
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Abstract

For the model of active contours with group similarity (ACGS), a rank constraint for a group of evolving contours is defined to keep the shape similarity. ACGS obtains robust results in extracting a single object with missing or misleading features. However, with one initial contour, it could not extend to multiple objects segmentation because low-rank property will not hold in some image sequences. Besides, ACGS is affected by nontarget objects. In this paper, an active contour model based on block similarity of shapes is proposed to extend the ACGS model to realize multiple objects extraction. For a sequence of image with multiple objects, a model for multiple objects extraction is constructed by combining sparse decomposition and ACGS; finally, segmentation results are obtained through iterative evolutions. Experimental results show the proposed method could segment images with multiple targets, and it improves the robust segmentation performance of sequence of image when the features of multiobjects are missing or misleading.

1. Introduction

Object segmentation is an important research topic in many fields, such as computer vision and image recognition [1]. Compared with other methods [2, 3], active contour models (ACMs) [4] have many advantages since the resultant contours are closed and quite regular, which are convenient for further applications [5, 6]. The main principle of the ACMs is to define an energy functional and minimize the energy functional to obtain an optimal contour, and the converged result indicates the boundary of the target object to be extracted.

There are broadly two types of ACMs according to the representation of contour, i.e., parametric active contour model [4, 7] and geometric active contour model [8–12]. Geometric active contour model, which is also known as implicit active contour model, has been presented [8] based on level set method (LSM) [8, 10]. LSM offers great flexibility for curve topology. Therefore, topological flexibility is a major advantage of geometric active contour model, which is desirable in detecting multiple objects [11].

Recently, geometric active contour models are widely researched and applied in medical image segmentation. For example, by integrating edge, region [12], or prior information into LSM, geometric active contour models could segment objects in various backgrounds, such as inhomogeneous intensity [13, 14] and object occlusion [15]. By combining edge and region information, distance regularized level set evolution (DRLSE) [16] and completely convex formulation of the Chan–Vese (C-V) [17] image segmentation model (CFCV) [18] have been proposed. Based on the distance regularized term, DRLSE could make the contour evolve robustly and segment multiple objects with proper initialization. With the convex relaxation method, the CFCV model is convex with respective to level set function, which is robust to initialization, and it greatly decreases the iterations.
and evolution time. In order to deal with inhomogeneous intensity, locally statistical active contour model (LSACM) [19] utilizes the local information to define a map function, which obtains robust segmentation performances.

In prior models based on LSM, shape prior [20, 21] is usually integrated into geometric active contour to segment or track objects. Shape prior has obtained robust results in segmenting objects with complex background [22–25]. However, the shape prior is usually learnt from a large set of annotated data, which is not always accessible in practice. Furthermore, the models with LSM usually have a large computational cost.

In order to avoid training of massive data and effectively deal with the affection caused by the interference information, an active contour with group similarity (ACGS) is proposed for single target extraction in a sequence of image [15]. It can be regarded as an unsupervised prior shape model. ACGS obtains robust results even in some object occlusion and noise. In ACGS, group similarity constraint is measured by low-rank, and low-rank property will not hold if the level set representation is used. Variational methods for image segmentation also have this issue [23–29]. Thus, parametric model is used to represent the contour in ACGS. In the parametric active contour model, contours are usually represented by landmarks. Generally, the parametric model is simple and fast. However, it could not segment multiple objects with one initial contour, since parametric representation cannot describe the topology change of contour. With multiple initial contours, parametric active contour could extract multiple objects. However, the disturbance of nontargets makes the contour farther away from the targets, and it is difficult to determine the locations and sizes of multiple initial contours during initialization.

In this paper, based on ACGS [15] and sparse decomposition method [30, 31], ACGS is extended to realize multiple objects segmentation of image sequence with parametric active contour model. In the proposed method, the sparse decomposition method is integrated into ACGS to realize the multiple objects extraction of sequence of image and decrease the influence of nontarget objects. For the multiple evolving curves of a sequence of image, a block low-rank constraint is used to constrain the shape similarity of these evolving contours in every block.

The rest of this paper is organized as follows. Section 2 introduces some knowledge of ACMs. Problem analysis is stated in Section 3. The proposed model is described in Section 4. Section 5 demonstrates the merits of the proposed method by simulations. Finally, Section 6 concludes the paper with some discussions.

2. Related Work

2.1. Contour Evolution Framework Based on Parametric Active Contour Model. Let $I : \Omega \rightarrow R$ denote a gray-level image, where $\Omega$ is the image domain and $R$ is a real number field. Let $C$ define a parametric curve in the 2-D plane $C = [x_1, \ldots, x_p, y_1, \ldots, y_p]^T \in R^{2p}$ and $p$ is the number of landmarks, $(x_i, y_i)$ is a landmark on the curve. In parametric ACM, a contour $C(s) = (x(s), y(s)), s \in [0, 1]$ is represented by parametric form, and $s$ is a curve parameter. Assume $t$ is an artificial time, and $C(s, t)$ represents the evolving curve at time $t$. The initial curve $C(s, 0)$ imposed by a force function $F$ evolves to converge along its normal direction $N$. The corresponding curve evolution equation is usually written as

\[
\frac{\partial C}{\partial t} = F(C, t) N(C, t),
\]

\[
C(s, 0) = C_0(s).
\]

For parametric ACM, the Lagrange approach [32] is used to get the above evolution equation. By integrating the smooth constraint into parametric ACM, a curve is deformed to the object boundary by minimizing the following energy functional:

\[
E_{\text{make}} = \int_0^1 \left( \alpha \frac{\partial^2}{\partial s^2} + \beta \frac{\partial^2}{\partial s^2} \right) + E_{\text{ext}}(C(s)) ds,
\]

where $C_s(s)$ and $C_{ss}(s)$ are the first and second derivatives of $C(s)$ with respect to parameter $s$ and $\alpha$, $\beta$ are the weighted constants. The external energy $E_{\text{ext}}$ is derived from the image $I$, which is usually computed as follows:

\[
E_{\text{ext}}(x, y) = -\| \nabla [G_s(x, y) * I(x, y)] \|^2,
\]

where $G_s(x, y)$ is a two dimensional Gaussian function with a standard deviation $\sigma$, $G_s(x, y) = (1/(2\pi\sigma^2) e^{-((x^2+y^2)/2\sigma^2)}$, $*$ is the convolution operation, and $\nabla$ is the gradient operator. Minimizing the above energy functional equation (2) with calculus of variations [32], an Euler equation is obtained as follows:

\[
\alpha C_{ss} - \beta C_{ssss} - \nabla E_{\text{ext}}(C(s)) = 0.
\]

The first two terms are considered as an internal force, and $-\nabla E_{\text{ext}}$ is viewed as an external force imposing on the deforming curve. Many external force fields in parametric ACMs are proposed, such as gradient vector flow (GVF) vector field [33] and its improvements [34–36].

2.2. Active Contour with Group Similarity. According to the above section, the parametric ACM is usually used to extract a single object. When the object is partially occluded or corrupted by noise, the converged result may be undesired. In order to deal with this problem, ACGS [15] is proposed to robustly extract objects in a sequence of images. In ACGS, the shape conformability term for deforming contours is introduced. That is to say, the energy functional keeping the consistence of evolving contours is integrated into the classical energy functional of ACMs. In ACGS, the nuclear norm is proposed. The energy functional $E_{\text{ACGS}}$ of the ACGS model is defined as follows:

\[
\min_X E_{\text{ACGS}}(X) = \min_X \{ G(X) + \lambda \|X\|_* \}.
\]

For the image sequence $I_1, \ldots, I_m$, the set $X = [C_1, C_2, \ldots, C_m]$ is constituted by a group of evolving
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contours and \(m\) is the cardinality of \(X\). \(G\) is the energy functional of a general ACM, such as the parametric geodesic active contours (GAC) [9] and C-V model [17], and \(G(X) = \sum_{i=1}^{m} G(C_i)\). The energy functional \(G\) of the parametric C-V model in ACGS is defined as follows:

\[
G_{cv}(C) = \int_{\Omega_1} (I(x) - c_1)^2 \, dx + \int_{\Omega_2} (I(x) - c_2)^2 \, dx + \lambda \|X\|_*,
\]

where \(\Omega_1\) and \(\Omega_2\) are the regions inside and outside the contour \(C\), \(c_1\) and \(c_2\) are the mean intensities of \(\Omega_1\) and \(\Omega_2\) respectively, length \(L(C)\) represents the length of contour \(C\), \(\gamma\) is a parameter, and \(G_{cv}\) is usually less sensitive to initialization and has fewer parameters to tune, which makes contour evolve to object boundary.

Through a sequence of evolution \(X_1, X_2, \ldots, X_N\), the converged contour \(X_N\) is viewed as the final result. It is assumed that contour \(C\) has \(p\) points and the size of contour \(C\) is \(2p\). Thus, the size of \(X\) is \(2p \times m\). From equation (5), the shape conformability is kept and the robustness of evolution is improved since the constraint of nuclear norm \(\|X\|_*\) is imposed. \(\|X\|_*\) can keep the elements of \(X\) similar. With the above definitions, the proposed model is written as

\[
\min_{B} E_{ACGS}(B) = \min_{B} \left\{ G(B) + \frac{\lambda}{2} \|B\|_{2,*}^2 \right\},
\]

where \(B_i (i = 1, 2, \ldots, m)\) is a block of contours, which includes \(m\) contours. Every block \(B_i (i = 1, 2, \ldots, m)\) evolves in the \(m\) images to extract the corresponding objects which have similar shapes.

According to equation (8), the size of \(B\) is \(2p \times m \times n\). With the above definitions, the proposed model is written as follows:

\[
\min_{B} E_{ACBS}(B) = \min_{B} \left\{ G(B) + \frac{\lambda}{2} \|B\|_{2,*}^2 \right\},
\]

where \(G\) is already defined in equation (5) and \(\|B\|_{2,*} = (\sum_{i=1}^{n} \|B_i\|_{2,*})^{1/2}\) is a regularized term of evolving contours, which is used to ensure the shape similarity of these evolving contours in every block \(B_i (i = 1, 2, \ldots, n)\).

With an alternating minimization method, the energy functional for the block \(B_i (i = 1, 2, \ldots, n)\) is computed as follows:

\[
A_i \text{ACGS} \quad \text{abandons the way of using level set function to evolve contours. Therefore, the ACGS model has the advantages of small computation and fast convergence. However, there are some problems to be considered:}
\]

1. ACGS model introduces the low-rank constraint of the matrix. However, the low-rank property of the evolving contour with level set method will not be valid. The ACGS model could not handle the change of topology, that is, the contour curve does not automatically split or merge. For multitarget sequence of image, ACGS cannot extract multitarget objects with one initial contour.

2. Although multiple contours can be set to extract multitarget objects, it requires more information for initial contour position of each object. The contour evolution is always influenced by nontarget objects, and evolving contours may remain away from the target objects.

3. ACGS is not robust to noise and nontargets, which greatly affects the smoothness of curve evolution.

4. Active Contour Based on Block Similarity

Aiming at the above problems of the ACGS model, in this paper, an active contour based on block similarity (ACBS) is proposed to extend the ACGS model. Firstly, based on ACGS, a model for multiple object extraction task is constructed, which is changed into some single object extraction tasks with sparse decomposition. Secondly, the block shape similarity for the multiple contours is integrated into the evolution equation. Finally, the converged contour is viewed as the final result.

4.1. The Model of ACBS. Assume that the number of the images in a sequence of image is \(m\), i.e., \(I = [I_1, \ldots, I_m]^T\). The number of objects of interest to be extracted from each image is \(n\), i.e., \(O = [O_1, \ldots, O_n]^T\). The evolving contours can be expressed as \(B = [B_1, \ldots, B_m]^T, ~ B_i = [C_i^1, \ldots, C_i^m]\), \(i = 1, 2, \ldots, n\), and \(C_i (j = 1, 2, \ldots, m)\) is evolved in the \(j\)-th image to extract the \(i\)-th object. From the above definition,

\[
B = \left[ B_1 \cdots B_n \right]^T = \begin{bmatrix} C_1^1 & C_1^2 & \cdots & C_1^m \\ C_2^1 & C_2^2 & \cdots & C_2^m \\ \vdots & \vdots & \ddots & \vdots \\ C_n^1 & C_n^2 & \cdots & C_n^m \end{bmatrix},
\]

where \(B_i (i = 1, 2, \ldots, n)\) is a block of contours, which includes \(m\) contours. Every block \(B_i (i = 1, 2, \ldots, n)\) evolves in the \(m\) images to extract the corresponding objects which have similar shapes.
\[
\min_{B_i} E_{ACBS}(B_i) = \min_{B_i} \left\{ G(B_i) + \frac{1}{2} \| B_i \|^2 \right\}, \quad i = 1, \ldots, n.
\]  
(10)

With gradient descent method for equation (10), the following evolution equation with initialization is given as follows:
\[
\begin{align*}
\frac{\partial B_i}{\partial t} &= \nabla \left( G(B_i) + \frac{1}{2} \| B_i \|^2 \right), \quad i = 1, \ldots, n, \\
B_i^t &= B_i^0, \quad t = 0.
\end{align*}
\]  
(11)

According to the above equation, initial block \( B_i^0 \) is evolved to converge to the object \( O_j \):
\[
B_i^0 = \begin{bmatrix} B_1^0 & B_2^0 & \cdots & B_n^0 \end{bmatrix}^T = \begin{bmatrix} C_1^{1,0} & C_1^{2,0} & \cdots & C_1^{m,0} \\
C_2^{1,0} & C_2^{2,0} & \cdots & C_2^{m,0} \\
\vdots & \vdots & \ddots & \vdots \\
C_n^{1,0} & C_n^{2,0} & \cdots & C_n^{m,0} 
\end{bmatrix},
\]  
(12)

where \( C_j^{i,0} \) is the initial contour, which evolves in the \( j \)-th image to extract the \( i \)-th object.

4.2. The Evolution with ACBS. From the above ACBS model, initial contours evolve to segment the object targets. The initialization for ACBS is difficult since \( B_0^i \) has \( m \times n \) contours. It is necessary to set \( n \) initial contours for each image. For parametric ACM, it is difficult to set initial contours because there are some equilibrium points between objects [36]. By setting one initial contour, multiple objects extraction can be changed into multiple tasks of a single object extraction with sparse representation and decomposition method.

4.2.1. Sparse Decomposition. Contour cannot be split and merged automatically in the parametric ACM, thus the problem of multiobject segmentation cannot be divided. In the literature [37–39], the concept of sparse representation is introduced. Based on a dictionary [38] and sparse decomposition of signals, multiple object segmentation is obtained. The basic idea is the decomposition of signals on the overcomplete dictionary to get a simple representation. Sparse representation model is represented as follows:
\[
Y = DS = \sum_{i=1}^{NI} D_i S_i,
\]  
(13)
\[
D = [D_1, \ldots, D_{NI}],
\]
\[
S = [S_1, \ldots, S_{NI}] \sim \text{ sparse},
\]
where \( Y \) is a signal, \( D \) is a set of basic functions or a dictionary, and \( S \) is the coefficient matrix of the dictionary. Solving the above equation with some optimization methods [37] (such as greedy algorithm or convex relaxation method), the recovered signal \( \hat{Y} \) represents as follows:
\[
\hat{Y} = \sum_{i=1}^M D_i S_i, \quad M \leq NI.
\]  
(14)

In order to explain the sparse decomposition method for object segmentation, the flow of sparse decomposition is described in Figure 1, and the corresponding example of the flow is shown in Figure 2. Based on the principle of sparse decomposition, the regional map (regional binary mask) of objects are firstly computed with a clustering operator. Clustering could group an image into some classes of similar characteristics. A clustering algorithm classifies the image into clusters, and the clusters are pairwise disjoint. The clustering result (cluster number is 3 in the classical fuzzy c-means clustering (FCM) [40]) is shown in the second image of the first row of Figure 2.

Secondly, a dictionary is obtained with a label operator for the clustering result. In label algorithm, several steps are used to label connected components. The matlab function “bwlabel” can be used to label each connected components. With a label operator, the connected region, in which pixels labeled 0, is the background. The connected region of labeling 1 makes up a first object, the pixels labeled 2 are the second object, and so on. An example for labeling clustering result is shown in Figure 2. These labeled connected regions are viewed as the dictionary.

From the above two steps, the dictionary is obtained. That is to say that a global description function is decomposed into several local description functions:
\[
f = f_1 S_1 = f_1 + f_2 + \cdots + f_{NI},
\]
\[
f_L = [f_1, f_2, \ldots, f_{NI}],
\]
\[
S_L = [1, 1, \ldots, 1],
\]  
(15)

where \( f_1, f_2, \ldots, f_{NI} \) are the basic functions of the dictionary. Then, it is only necessary to obtain the basic functions of the target objects based on equation (15). Because some basic functions are redundant in the dictionary, the coefficients in the matrix \( S_L \) are sparse (most of the coefficients are zero). Thus, the sparse coefficients are finally to be determined by solving equation (15) with the orthogonal matching pursuit (OMP) algorithm [37]. That is to say, equation (15) with sparsity constraint term of the coefficient matrix \( S_L \) is needed to solve based on the OMP algorithm. The main principle behind the OMP is as follows: within iteration, the coefficient \( S_L \) is computed based on the defined correlation function. The correlation function could be defined based on area or prior location information. With the OMP algorithm, two basic functions in the first two images of the second row of Figure 2 are used to extract the corresponding two objects. The segmentation result is shown in Figure 3.
The basic functions of the two target objects are as follows:

\[ \tilde{f} = f_1 + f_2, \]  

(16)

that is, \( M = 2 \) is set in equation (16). After the basic functions are obtained, new external forces \( V_i (i = 1, 2, \ldots, M) \) are generated according to [37]. After the external forces \( V_i (i = 1, 2, \ldots, M) \) are computed, the evolution equation with the new external forces is computed as follows:

\[ \frac{\partial C}{\partial t} = \alpha C_{ss} (s) - \beta C_{sss} (s) + V_i, \]  

(17)

with one initial contour \( C \), the contour, respectively, evolves in external forces \( V_i (i = 1, 2, \ldots, M) \) to converge to the corresponding objects boundaries \( O_i (i = 1, 2, \ldots, M) \). Based
on sparse decomposition, the basic function of each object is obtained and the influences from other objects are decreased, thus the contour of each target has been extracted.

4.2.2. Contour Evolution for a Sequence of Images. For a sequence of image with multiple objects, the model of ACBS is constructed by utilizing the sparse decomposition and block shape similarity constraint. As shown in Figure 4, an image sequence of image including six images is shown. Every image in the sequence has two objects, and the objects appear loss or occlusion. The initial contour is also shown in each image. With the proposed method, the same initialization in every image is used. In the evolution, these contours are evolved and the nuclear norm constraint is imposed to maintain the shape similarity for each evolving contour.

According to equation (11), for the two objects extraction in Figure 4, the evolution equation of the two blocks is as follows:

![Figure 3: Segmentation results of synthetic image groups. The segmentation results of (a) the ACGS model, (b) the DRLSE model, (c) the CFCV model, (d) the LSACM model, (e) the ACGS model with initialization of basic functions, and (f) the proposed model.](image-url)
\[
\frac{\partial B_i}{\partial t} = \nabla \left( G(B) + \frac{\lambda}{2} \| B_i \|^2 \right), \quad i = 1, 2, \tag{18}
\]
\[
B_i^t = B_i^0, \quad t = 0,
\]
where \( B_i^0 (i = 1, 2) \) is evolved to converge to object \( O_i (i = 1, 2) \):
\[
B_i^0 = \begin{bmatrix} B_i^1, B_i^2 \end{bmatrix}^T = \begin{bmatrix} C_1^0, C_1^2, \cdots, C_1^6 \; \cdots \; C_6^0, C_6^2 \end{bmatrix} = \begin{bmatrix} C_1, C_2, \cdots, C_6 \end{bmatrix}, \tag{19}
\]
where \( C_i (i = 1, 2, \ldots, 6) \) represents the initial contour in the \( i \)-th image. For the target objects extraction, the clustering result and two basic functions are shown in the last row of Figure 4. Two blocks are used based on the sparse decomposition to converge to the corresponding objects. As shown in Figures 5 and 6, the evolution process for the corresponding object extraction is shown. The final column is the converged result with the proposed method. Compared with ACGS, one initial contour in every image is evolved to converge to multiple objects with ACBS.

In Figure 5, the contour evolution in the first block is shown to converge to the heart-shaped object. In Figure 6, the evolution in the second block is shown to extract the round-shaped object. In the evolution of every block, the shape similar constraint of the evolving contours is used to keep the shape conformability, thus it keeps the robust segmentation performance of sequence of image when the features of multi-objects are missing or misleading. The evolution process is shown in the first three columns of Figures 5 and 6. With the proposed method, the converged results are shown in the last column of Figures 5 and 6. Though the objects in the sequence of image suffer from noise and occlusion, the shapes of extracted objects in every block are consistent.

5. Experiments and Analysis

The main part of this section is to verify the segmentation performance of the proposed model and the advanced models through the simulation experiments in MATLAB R2016a software, and the contrast models include the ACGS model, the LSACM model, DRLSE model, and CFCV model. ACGS is the typical model of parametric active contour model, and LSACM is the typical one in geometric active contour model to deal with inhomogeneous intensity. Both DRLSE and CFCV models are classical segmentation methods, which utilize the edge and region information to extract multiple objects, and robustly evolve. Thus, these four models are tested and compared. The external force utilized in the proposed model and ACGS model is the parametric C-V model. The parameters in each model are usually set to default values.

The tested image dataset used in this paper mainly consists of synthetic multitarget sequence of images and CT scanning sequence of images whose pixels are 300 \( \times \) 240 and 512 \( \times \) 512, respectively. The contour of dental lamina in the dental CT images is needed to be extracted. The initial contour is set to a circular curve and contains the target objects to be extracted. The size and position of the initial
contour of each sequence of image used for testing remain unchanged. Then, the endocardium segmentation of the left ventricle in cardiac cine MRI is tested. The dimension of the images is 192 × 156, and slice thickness is 8 mm and the spatial resolution is 1.82 × 1.82 mm in-plane. Finally, the T1-weighted images are tested, and the images can be downloaded on the line http://www.cma.mgh.harvard.edu/ibsr/. Six images from an image sequence of the same scan are tested. The dimension of the images is 256 × 256. The pixel resolutions on these images are 0.9375 × 0.9375 mm in-plane by 3.1-mm slice thickness.

In order to test the segmentation performance of a multitarget sequence image, a classical toy example is tested, which has been simulated in ACGS. Toy example is the synthetic images that contain a heart-shaped object. Some heart-shaped objects are to simulate missing or misleading situations. They have different sizes and positions in each image, and Gaussian noise is added to each image. On the basis of these images, we added a circular target in each image and simulated missing or misleading phenomena, respectively. They are also different in their position and size. Six synthetic images with multiple targets
are selected to simulate. The segmentation results are shown in Figure 3.

Figure 3(a) is the segmentation result with the ACGS model. It can be seen that the ACGS model is not capable of achieving ideal segmentation results for multitarget images. On one hand, contour in the ACGS model could not automatically split or merge. Therefore, an initial contour cannot accurately extract multitarget objects. On the other hand, the images in the tested sequence of image have different shapes of objects, and the shapes of these whole objects are greatly different. Thus, group shape similarity constraint does not hold for multiple objects. As shown in the 4-th, 5-th, and 6-th columns in Figure 3(a), the evolving contours in these images are affected by the missing or misleading feature, and they cannot maintain the original shape. Furthermore, self-crossing problems always appear when parametric active contour suffers from noise. As shown in the first row of Figure 3, contour in the evolution appears self-crossing with ACGS.

The segmentation results with the DRLSE, CFCV, and LSACM models are, respectively, shown in Figures 3(b)–3(d). The LSACM model uses the statistical information of images to build a level set energy functional, which is insensitive to initialization of level set. The CFCV model is a
convex formulation of C-V model, and it is also robust to initialization. DRLSE depends on initialization, and it should be set outside or inside the objects. However, group similarity is measured by low-rank constraint, and low-rank property will not hold if the level-set representation is used. Thus, the shape similarity constraint is not suitable for DRLSE, CFCV, and LSACM models. As can be seen from the Figures 3(b)–3(d), however, these models make the contour automatically split and merge and successfully extract multiojects. However, the rank constraint of matrix could not be imposed in these models. That is, they cannot solve the segmentation problem of similar sequence of image with multitarget object feature missing or misleading. Furthermore, the LSACM model is not robust to noise. Thus, nontargets and noise points are extracted. As shown in Figure 3(d), some noises are extracted with the LSACM model. By adjusting the regularized parameters of CFCV, the effect of noise is decreased. Compared with LSACM, the CFCV is robust to noise, as shown in Figure 3(c).

Compared with the above models, the segmentation results with the proposed ACBS model are shown in Figure 3(f). It can be clearly seen that the model can effectively solve the segmentation problem of multitarget objects when the target features are missing or misleading, and the segmentation results are more consistent with the target object to be extracted. Compared with ACGS, the proposed model improves the robustness of evolution, and self-crossing in the evolution disappeared.

ACGS initialized with the basic functions is also tested, which is shown in the Figure 3(e). Compared with the original ACGS model, ACGS initialized with the basic functions has obtained better results. Because of the ideal initialization with basic functions, the self-crossing in the evolution decreases. However, for the multiple object segmentation, it needs multiple initial contours. Furthermore, ACGS is still affected by other objects and noise. Thus, the accuracy with ACGS is less than the one with the proposed method. Since the idea of sparse decomposition is introduced, the affection of noise and nontargets is greatly decreased, and the smoothness of evolving contours in the proposed model is enhanced. On the basis of this, the shape similarity constraint for every block is combined to maintain the shape consistency of the evolving contours. The quantitative assessment for tested methods is shown in Tables 1 and 2.

Then, the tested models are applied on the CT sequence of images. The simulation results of the sequence of images are listed and shown in Figure 7. CT images contain many objects and noises, and the contour of dental lamina is concave and it is difficult to realize the segmentation of the objects in the sequence of images.

For the ACGS model, the segmentation results (which are shown in Figures 7(a) and 7(e)) are not ideal. The ACGS model is affected by the nontarget objects, and the target objects are not extracted. With the initialization of basic functions of target objects, the segmentation is still greatly affected by nonobjects. As shown in Figure 7(e), the segmented boundaries are not ideal.

The LSACM model takes advantage of the statistical information of the image, and it does not rely on the edge information of the image. It extracts multitarget objects. However, it is sensitive to noise and easy to extract nontarget objects, and the model relies on specific probabilistic models, and the computation complexity is high. As shown in the second row of Figure 7, some noise and nontarget objects are also extracted. CFCV model extracts the objects from the background. However, some noises and nonobject are also extracted. The shape similarity is not maintained, which is shown in Figure 7(c). By setting initial contour outside the objects, the DRLSE model could extract the objects inside the initial contour. However, DRLSE is influenced by other objects and background. The converged contours are undesired. The segmentation results with the proposed model are shown in the last row of Figure 7. The proposed method successfully extracts multitarget from sequence of images even though some boundaries of objects are missing.

The tested methods are also used to apply the endocardium segmentation of the left ventricle. In Figure 8, an image is shown, and the corresponding clustering result and some basic functions are also shown. There are some weak boundaries near the endocardium. The segmented result with DRLSE is affected by other objects, and contour evolves to other objects, which is shown in Figure 9(b). For the LSACM and CFCV models, both of them extract the target objects, but some nonobjects are also extracted though the initialization is near the target objects, which are shown in the Figures 9(c) and 9(d). ACGS and the proposed method succeeded in extracting the endocardium, which are shown in Figures 9(a) and 9(e). The zoomed comparisons for ACGS and our method are shown in Figure 10. Compared with the proposed method, some areas are not extracted with ACGS.

Finally, the tested methods apply on the multiple images of a patient with a tumor in the same scan. The outline of brain and tumor boundary is to be extracted. The first row is the original image sequence. The shapes of the object (tumor) are less similar in the first three images. Inhomogeneous intensity appears inside the tumor, which is shown in the first image of Figure 11. The corresponding clustering result also shows some parts of the tutor are not detected because of inhomogeneous intensity.

With the default parameters, the result is shown in the second row of Figure 12. ACGS keeps the shape consistent, but boundary leakage appears. DRLSE extracts some contours of the tumor, but weak boundary leakage appears in the first three images. For the LSACM model, since the tumor is very small compared with other objects and background, the tumor is completely neglected, which is shown in the fourth row of Figure 12. For the CFCV model, as shown in the fifth row of Figure 12, affected by other objects, the extracted result is also not ideal.

The last two rows are the converged results with the proposed method by setting different regularized parameters. According to [15], the larger λ makes the converged contours more similar to each other. When the shapes of target objects are less similar, the parameter can be set to small. The zoomed comparisons for the fourth image with the proposed method in Figure 12 are shown in Figure 13.
Table 1: Comparisons of segmentation metric with tested models.

|       | 1    | 2    | 3    | 4    | 5    | 6    |
|-------|------|------|------|------|------|------|
| P     | R    | F    | P    | R    | F    | P    |
| ACGS  | 86.01| 90.88| 98.11| 92.39| 87.30| 92.10|
| LSACM | 83.59| 98.57| 97.66| 90.66| 84.56| 94.17|
| DRLSE | 86.88| 99.93| 92.95| 86.30| 99.99| 95.08|
| CFCV  | 96.22| 98.17| 97.19| 95.50| 94.22| 90.49|
| ACGS(B)| 93.53| 99.20| 96.28| 95.14| 95.73| 96.69|
| Ours  | 94.10| 99.37| 96.66| 95.68| 94.41| 98.77|

Table 2: Comparisons of the averaged F-Score with tested models.

|              | ACGS | LSACM | DRLSE | CFCV | ACGS(B) | Ours |
|--------------|------|-------|-------|------|---------|------|
| Averaged F-Score | 90.6 | 86.83 | 88.21 | 95.53 | 94.49   | 95.87|

Figure 7: Continued.
**Figure 7**: Segmentation results of the dental CT sequence of images. The segmentation results of (a) the ACGS model, (b) the LSACM model, (c) the CFCV model, (d) the DRLSE model, (e) the ACGS model with initialization of basic functions, and (f) the ACBS model.

**Figure 8**: Sparse decomposition for endocardium segmentation of the left ventricle (the first is the original image, the second image shows the clustering result, and the rest are some basic functions with labeling for the clustering result).

**Figure 9**: Continued.
Compared with the right image of Figure 13, though the proposed method has obtained better results compared with other tested models, some boundaries of the tumor are not extracted in the left image. With regularized parameter \( \lambda = 15 \), the extracted result is more accurate when the shape is less similar.

**Figure 9:** The endocardium segmentation results of the left ventricle in cardiac cine MRI. The segmentation results of (a) the ACGS model, (b) the DRLSE model, (c) the LSACM model, (d) the CFCV model, and (e) the proposed model with initialization of basic functions.

**Figure 10:** The zoomed comparison of ACGS and our method with the first column of Figure 9 (left: ACGS; right: our method).

**Figure 11:** Sparse decomposition of brain MRI (the first is the original image, the second image shows the clustering result, and the rest are some basic functions with labeling for the clustering result.).
5.1. Quantitative Assessment. In order to objectively verify the accuracy of the simulation results of each model, this paper has carried out quantitative evaluation. That is to say, the segmentation results of the synthetic multitarget images are compared with the manual segmentation results. The metrics are the precision rate, recall rate, and F-Score calculated by F-Score algorithm.

It can be seen from Table 1 that the F-Score of the proposed model is usually higher than the other models. The reason is that although the LSACM and CFCV models can extract multiobject, these models always extract noise points and nontargets, and the accuracy of segmentation results is affected; The contour curve in the ACGS model cannot automatically split and merge, and the contour curve is
entangled, especially, the two extracted objectives are relatively close to each other. The DRLSE model is robust to noise, but the effect of nontarget objects always decreases the segmentation accuracy. With proper and multiple initial contours, ACGS also extracts multiple objects. Compared with original ACGS, with the ideal initialization, the accuracy is improved. However, because of influence from other objects, the accuracy can be improved. The proposed model solves the problem that the ACGS model could not segment multiple targets with one initial contour, and the segmentation results are more accurate and more consistent with segmentation requirements.

According to the segmentation results shown in Figure 3, we use the precision rate, recall rate, and F-Score \cite{41} calculated by the F-Score algorithm to objectively evaluate the segmentation performance of each model. The formula of the algorithm is defined as

\[
P = \frac{TP}{TP + FP},
\]

\[
R = \frac{TP}{TP + FN},
\]

\[
F = \frac{2 * PR}{P + R},
\]

where TP is the correct segmentation sample of the target foreground; FP is a segmentation sample that divides target background error into foreground, FN is a segmentation sample that divides the target foreground error into background, \( P \) is the precision rate, which represents the proportion of the correct segmentation foreground to the total segmentation foreground, and its value is related to whether it is over segmentation, \( R \) is the recall rate, which represents the proportion of the correct segmentation foreground to the standard target foreground sample, and its value is related to whether or not the leakage segmentation, and \( F \) is the accuracy rate, which is the overall evaluation index used to determine the accuracy of segmentation results. The results obtained by the F-Score algorithm are shown in Table 1. In Tables 1 and 2, it is noted that ACGS(B) represents the ACGS model with basic functions initialization. Table 1 represents the accuracy of the segmentation results of the tested models.

From Table 1, we can see that compared to other models, the ACGS model, the CFCV model, LSACM model, and DRLSE model, the segmentation results of the proposed model are more ideal. The specific response is the precision rate, recall rate, and F-Score and there is no larger over segmentation or leakage segmentation, and the overall accuracy is higher than 95%. The F-Score could show the overall evaluation index for each image, and the averaged F-Score for the tested images is also shown in Table 2. From Table 2, the average F-Score of the proposed method is observed to be the best. It is noted that the proposed method is not the best in each tested image. For the first image without feature missing, CFCV obtains the best segmentation accuracy. With ideal initialization, for the second tested example of Table 2, ACGS obtains the best segmentation result compared with other tested methods. However, the overall accuracy of the proposed method is the best in segmenting an image sequence, respectively, dealing with the images of sequence with feature missing.

6. Conclusion

In order to remedy the drawback that the ACGS model cannot segment the multitargets in sequence images with feature missing or misleading, an active contour model based on block similarity for multiple objects segmentation is proposed in this paper. For multitargets in one sequence of images, on the basis of sparse decomposition-based parametric active contour model, block similarity constraints are merged. In the parametric active contour model, the original shape features can be preserved when extracting multitarget objects. Finally, it is tested and applied in medical sequence of images. The robustness of the proposed model is verified.
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