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Abstract
Snapshot compressive imaging (SCI) cameras capture high-speed videos by compressing multiple video frames into a measurement frame. However, reconstructing video frames from the compressed measurement frame is challenging. The existing state-of-the-art reconstruction algorithms suffer from low reconstruction quality or heavy time consumption, making them not suitable for real-time applications. In this paper, exploiting the powerful learning ability of deep neural networks (DNN), we propose a novel Tensor Fast Iterative Shrinkage-Thresholding Algorithm Net (Tensor FISTA-Net) as a decoder for SCI video cameras. Tensor FISTA-Net not only learns the sparsest representation of the video frames through convolution layers, but also reduces the reconstruction time significantly through tensor calculations. Experimental results on synthetic datasets show that the proposed Tensor FISTA-Net achieves average PSNR improvement of 1.63∼3.89dB over the state-of-the-art algorithms. Moreover, Tensor FISTA-Net takes less than 2 seconds running time and 12MB memory footprint, making it practical for real-time IoT applications.

Introduction
High-speed cameras are important for sports events, aerial photography and car crashing tests, etc, because slow-motion video recording is needed for several scenarios (Vollmer and Möllmann 2011). Different from conventional high-speed cameras that suffer from limited memory and bandwidth (Saha et al. 2015), the snapshot compressive imaging (SCI) video cameras (Llull et al. 2013), (Gehm et al. 2007), (Wagadarikar et al. 2008) exploit the compressive sensing (CS) theory (Donoho 2006), (Candes, Romberg, and Tao 2006), (Candes and Tao 2006). SCI video cameras adopt sampling on a set of video frames and compress them into a single measurement, which reduces memory and bandwidth cost and enables slow-motion videos and long-time video recording.

Existing algorithms for SCI reconstruction problems are not satisfactory due to exhaustive parameters tuning and heavy time consumption. DeSCI (Liu et al. 2018) is the state-of-the-art algorithm but suffers from extremely long running time due to the non-local patch searching and rank minimization processes. GAP-TV (Yuan 2016) is fast while presents low reconstruction quality due to the low Total Variation (TV) regularizer. Consequently, it is important to design a new method for SCI reconstruction problems with high speed and reconstruction quality.

The FISTA algorithm (Beck and Teboulle 2009) potentially can be used to improve the SCI reconstruction because it can speed up convergence significantly. However, directly using the FISTA algorithm faces the problems of exhaustive parameters tuning and time-consuming large-scale matrix multiplication. Considering the great learning capability of deep neural networks (DNN) and the reduction of calculations in tensor form, in this paper, we propose a novel approach called Tensor FISTA-Net for the SCI reconstruction problems. We unfold the FISTA algorithm into a deep neural network inspired by ISTA-Net (Zhang and Ghanem 2018), (Wang, Fidler, and Urtasun 2016), (Frerix et al. 2018), (Jiang et al. 2018) and convert the vector calculations into tensor calculations. Fig. 1 illustrates the overview of the proposed
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Tensor FISTA-Net for the SCI video cameras.

The main contributions are summarized as follows:

- We develop a novel Tensor FISTA-Net for the SCI reconstruction problems by unfolding the FISTA algorithm into a deep neural network.
- We convert the calculations from vector form to tensor form to reduce time and memory consumption significantly. Combining tensors with convolution layers, we explore the sparsest transformation domain of video frames.
- Experimental results on both synthetic and real datasets (collected by SCI video cameras) show that the proposed Tensor FISTA-Net outperforms the state-of-the-art algorithms significantly in terms of both reconstruction accuracy and speed. Besides its small model size (12MB), it is practical for real-time applications of IoT devices with limited memory.

The remainder of this paper is organized as follows. We first present the related works for SCI reconstruction problems, then we introduce the mathematical notations and formulate the reconstruction problem of the SCI cameras, after that we propose our Tensor FISTA-Net in detail, finally we show and analyze the experimental results.

**Related Works**

Several optimization-based algorithms have been proposed for SCI reconstruction problems. Sparsity based algorithms (Yuan et al. 2014) has been proposed, (Yang et al. 2014) and (Yang et al. 2015) exploit the sparsity of patches based on Gaussian mixture model (GMM) and sparse coding has been developed in (Wang et al. 2016). Tensor nuclear norm minimization has been adopted in (Liuqing and Liu 2019). DeSCI (Liu et al. 2018) and GAP-TV (Yuan 2016) achieve state-of-the-art performances. However, DeSCI is extremely time-consuming due to the non-local similar patches searching and rank minimization process. DeSCI provides a low reconstruction quality when it is difficult to find non-local patches. GAP-TV is not satisfactory either, it provides reconstruction frames with noise and blur due to the assumption of low total variation.

Neural network-based algorithms include (Iliadis, Spinoulas, and Katsaggelos 2018), (Kai and Ren 2018) and Tensor ADMM-Net (Ma et al. 2019). Tensor ADMM-Net achieves superior performances compared to others. However, the reconstruction results of Tensor ADMM-Net still suffer from noise and blur. This is because Tensor ADMM-Net only learns the linear transformation of video frames through fully connected layers while our Tensor FISTA-Net adopts convolution and activation layers to learn more general non-linear transformation. In addition, Tensor ADMM-Net still need vector and matrix form calculations during matrix inversion while calculations in Tensor FISTA-Net are all based on tensors.

**Reconstruction Problem in SCI Cameras**

**Overview of the SCI Video Cameras**

SCI video cameras have been developed to capture high speed videos in (Hitomi et al. 2011) (Llull et al. 2013) (Yuan et al. 2014). Fig. 2 illustrates the SCI video cameras. The key implementation of SCI cameras is a temporal variant mask. During the measurement process, the mask automatically shifts and multiple video frames are compressed into one measurement frame.

Consider a $B$-frame video tensor $\mathcal{X} \in \mathbb{R}^{n \times m \times B}$ and a tensor sensing mask $\mathcal{M} \in \mathbb{R}^{n \times m \times B}$, then the measurement frame $Y \in \mathbb{R}^{n \times m}$ can be expressed as follows (Llull et al. 2013):

$$
Y = \sum_{b=1}^{B} \mathcal{M}^{(b)} \odot \mathcal{X}^{(b)},
$$

where $\mathcal{M}^{(b)}$ and $\mathcal{X}^{(b)}$ denote the $b$-th frontal slice of $\mathcal{M}$ and $\mathcal{X}$, respectively, and $\odot$ denotes the Hadamard (element-wise) product.

Mathematically, (1) is equivalent to the following linear form:

$$
y = \Phi x,
$$

where $y = \text{Vec}(Y) \in \mathbb{R}^{nm}$ and $x = [\text{Vec}(\mathcal{X}^{(1)}); \ldots; \text{Vec}(\mathcal{X}^{(B)})] \in \mathbb{R}^{nmB}$ are the vectorized representation of $Y$ and $\mathcal{X}$, respectively. Different from traditional CS problem, the mask $\Phi$ in (2) is a block diagonal matrix consisting of $B$ diagonal matrices shaped as follows:

$$
\Phi = [\text{diag}(\text{Vec}(\mathcal{M}^{(1)})), \ldots, \text{diag}(\text{Vec}(\mathcal{M}^{(B)}))] \in \mathbb{R}^{nm \times B}.
$$

**Reconstruction Problem of the SCI Cameras**

The reconstruction problem (2) can be solved by the following LASSO (Tibshirani 1996) optimization problem:

$$
\min_{x} \frac{1}{2} \| \Phi x - y \|_2^2 + \lambda \| \Psi x \|_1,
$$

where $\Psi x$ denotes the coefficients in transformation domain, $\| \cdot \|_1$ denotes the $\ell_1$-norm that imposes the sparsity of the coefficients, and $\lambda$ balances these two terms.

To solve (4), FISTA algorithm uses the following iterative steps for $k \geq 1$:

$$
\begin{align*}
r^k &= z^k - \rho \Phi^T (\Phi z^k - y), \\
x^k &= \arg \min_{x} \frac{1}{2} \| x - r^k \|_2^2 + \lambda \| \Psi x \|_1,
\end{align*}
$$

and

$$
\begin{align*}
t^{k+1} &= \frac{1 + \sqrt{1 + 4(t^k)^2}}{2} t^k, \\
z^{k+1} &= x^k + \frac{t^k - 1}{t^{k+1}} (x^k - x^{k-1}),
\end{align*}
$$
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Figure 2: Schema of the SCI video cameras. The mask shifts automatically and the CCD collects the measurement frame.
The basic idea of Tensor FISTA-Net is to unfold (5)-(8) into a deep neural network with a fixed number of phases, where each phase corresponds to one iteration. Fig. 3 illustrates the framework of the whole Tensor FISTA-Net and the specific design in a phase. Iterations in (5)-(8) are in vector form, instead, we are motivated to design a tensor form neural network due to the following three aspects.

- **Temporal correlations within video frames.** Unlike a single image, video frames are similar to each other. By stacking them into a tensor in third dimension, we are able to learn the temporal correlations through multi-channel 2D convolution, which better captures the information than that through 2D single-channel convolution in vector form.
- **Incorrect features extracted in vector form.** In vector form, concatenates one B-frame video into a big image with size $nB \times m$, convolution kernels may extract incorrect spatial information at the borders between two frames. This drawback can be avoided in tensor form.
- **Reduction in time and memory consumption through tensor calculations.** Due to the special structure of $\Phi$ in (3), updating (5) needs to multiply huge matrices $\Phi^T$ and $\Phi$. However, it will save much time and memory if we update (5) in tensor form (details are shown in Module $R^k$).

Specifically, consider $Z^k, R^k$ and $X^k$ as the tensor form of $z^k, r^k$ and $x^k$, respectively. Iterative steps in (5)-(8) are considered as four modules: $t^k, Z^k, R^k$ and $X^k$ in Tensor FISTA-Net. Different from the order in (5)-(8), we calculate $t^k$ and $Z^k$ before $R^k$ and $X^k$ in each phase for simplicity. To elaborate the Tensor FISTA-Net, we separately introduce these four modules in the following.

**Module $t^k$** : (7) gives an update step of $t^k+1$. However, since deep neural networks have great ability of learning, we set $t^k$ for $k \in [K]$ as learnable variables to improve the flexibility of the proposed Tensor FISTA-Net.

**Module $Z^k$** : In each phase of Tensor FISTA-Net, we directly use the updated $t^k$ to calculate $Z^k$, thus the tensor form update step of (8) is as follows:

$$Z^1 = X^0,$$

$$Z^k = X^{k-1} + t^k(X^{k-1} - X^{k-2}), \text{ for } k \geq 2. \quad (9) \quad (10)$$

**Module $R^k$** : Fig. 4 shows the equivalence transfer of (5) from vector form to tensor form. Consider $a = \Phi z^k - y$ as the middle result of (5), $A \in \mathbb{R}^{n \times m}$ as the matrix form of $a$ and $\text{Vec}(A) = a$. $A \in \mathbb{R}^{nm \times B}$ as the tensor form of $a$ and $\mathcal{A}^{(b)} = A$ for $b \in [B]$. We update $R^k$ as follows:

$$R^k = Z^k - \rho \mathcal{M} \odot \mathcal{A}. \quad (11)$$

For sufficient calculation, (11) can be divided into the following two steps:

(i): Calculate $\mathcal{A}$. As illustrated in the first step of Fig 4, $\mathcal{A}$ can be calculated as follows combining (1):

$$\mathcal{A} = \sum_{b=1}^{B} \mathcal{M}^{(b)} \odot Z^{(b)} - Y, \quad (12)$$

where $Z^k$ is in (9) and (10).

(ii): Calculate $R^k$, where $R^k$ is the tensor form of $r^k$ and $r^k = z^k - \rho \Phi^T a$. We know from (3) that $\Phi$ is a block diagonal matrix, thus $\Phi^T \in \mathbb{R}^{nm \times nm}$ is also a block diagonal matrix. Then $\Phi^T a = [\text{diag} (\text{Vec}(M^{(1)})) \cdot a; \ldots; \text{diag} (\text{Vec}(M^{(B)})) \cdot a] \in \mathbb{R}^{nmB \times nm}$. Specifically, since $\text{diag}(\text{Vec}(M^{(b)})) \cdot a = M^{(b)} \odot A$ for $b \in [B]$, in order to calculate $\Phi^T a$ more efficiently in tensor form, we need to copy $A \in \mathbb{R}^{n \times m}$ for $B$ times to fold it into a tensor.
\( A \in \mathbb{R}^{n \times m \times B} \) so that \( A^{(b)} = A \) for \( b \in [B] \). Then \( R^k \) can be updated in tensor form as (11).

**Module** \( X^k \): (6) uses a sparse transformation as \( \Psi \). However, we aim to find the sparsest transformation domain rather than using a pre-set one. Inspired by (Wu et al. 2016b) and (Wu et al. 2016a), we take the temporal correlations into consideration and design the general transform based on tensor form.

Consider the great representation power of convolution neural network (CNN) (Dong et al. 2014) and its universal approximation property (Hornik, Stinchcombe, and White 1989), we use convolution and activation layers to represent the transformation function denoted by \( F(\cdot) \), which is supposed to learn the sparsest representation of video frames. Specifically, \( F(\cdot) \) contains two multi-channel 2D convolution layers split by one ReLU activation layer, we denote it as \( F(\mathcal{X}) = \text{Conv2D}(\text{ReLU}(\text{Conv2D}(\mathcal{X}))) \). Replace \( \Psi \) with \( F(\cdot) \), the tensor form of (6) is as follows:

\[
X^k = \arg\min_{X^k} \frac{1}{2} \|X - R^k\|_F^2 + \lambda\|F(X)\|_1.
\]  

(13)

Actually, \( F(x) \) is equivalent to perform a matrix multiplication to \( x \), i.e. \( F(x) = Dx \), where \( D \) is an orthonormal matrix consisting of all basis vectors in transformation domain.

**Theorem 1**

\[
\|Da - Db\|_2 = \|a - b\|_2,
\]

(14)

where \( D \) is an orthonormal transformation matrix.

**Proof.** It is a special case of the Parseval Theorem. \( D \) is orthonormal with spectrum norm \( \|D\| = 1 \). Therefore, \( \|Da - Db\|_2 = \|D(a - b)\|_2 = \|D\| \cdot \|a - b\|_2 = \|a - b\|_2 \).

With Theorem 1, \( \|x - r^k\|_2 = \|Dx - Dr^k\|_2 = \|F(x) - F(r^k)\|_2 \). Since \( \|\cdot\|_2 \) denotes the \( \ell_2 \)-norm, which is the square root of the sum of the square of all elements, Theorem 1 also holds when it is extended to tensor form, so we replace \( \|F(x) - F(r^k)\|_2 \) by \( \|F(X) - F(R^k)\|_2 \) and (13) becomes:

\[
X^k = \arg\min_{X^k} \frac{1}{2} \|F(X) - F(R^k)\|_F^2 + \lambda\|F(X)\|_1.
\]

(15)

Soft-thresholding operator (Donoho 1995) is an element-wise operator when applied to a tensor, we adopt it to obtain a closed-form solution of \( F(X^k) \):

\[
F(X^k) = \text{soft}(F(R^k), \lambda).
\]

(16)

To get \( X^k \) from \( F(X^k) \), we introduce an inverse transformation function \( \bar{F}(\cdot) \) to inverse the transformation function \( F(\cdot) \). \( \bar{F}(\cdot) \) is supposed to have the ability of inversion, i.e. \( \bar{F}(F(\mathcal{X})) = \mathcal{X} \). Therefore, the inverse function \( \bar{F}(\cdot) \) is realized by using the symmetric structure of \( F(\cdot) \), so it can be written as \( \bar{F}(\mathcal{X}) = \text{Conv2D}(\text{ReLU}(\text{Conv2D}(\mathcal{X}))) \), the only difference between \( F(\cdot) \) and \( \bar{F}(\cdot) \) is the convolution kernels.

Then we adopt the inverse transformation function \( \bar{F}(\cdot) \) and obtain the closed-form solution of \( X^k \):

\[
X^k = \bar{F}(\text{soft}(F(R^k), \lambda)).
\]

(17)

Finally, inspired by Residual Network (He et al. 2016), we add a shortcut structure and the solution of \( X^k \) is as follows:

\[
X^k = R^k + \bar{F}(\text{soft}(F(R^k), \lambda)).
\]

(18)

**Design of** \( F(\cdot) \) **and** \( \bar{F}(\cdot) \)

In Tensor FISTA-Net, convolution layers perform the linear transformation for video frames, and activation layers introduce nonlinearity to the transformation and impose its sparsity. Specifically, we use two convolution layers split by ReLU layer to serve as the transformation structure, denoted by \( F(\mathcal{X}) = C_2(R(C_1(\mathcal{X}))) \), where \( C_1 \) and \( C_2 \) denote two convolution layers with different convolution kernels, respectively. Similarly, the inverse transformation function \( \bar{F}(\cdot) \) can be expressed as \( \bar{F}(\mathcal{X}) = \bar{C}_2(R(\bar{C}_1(\mathcal{X}))) \), where \( \bar{C}_1 \) and \( \bar{C}_2 \) denote two convolution layers with different convolution kernels, respectively.

Consider the close temporal correlations among the frontal slices of the video tensors, we use multi-channel 2D convolution because it extracts information among temporal sequence and learns sparse representation of the video tensors. For simplicity, we use the same kernel size \((3 \times 3 \times B)\) in all convolution layers.
Additionally, in order to improve the representation ability, we use an extra convolution layer to increase the number of channels from B to 64 before the transformation function $F(\cdot)$ and use another convolution layer to reduce the number of channels from 64 to B after the inverse transformation function $\tilde{F}(\cdot)$. Specifically, we keep the input, output channels as 64 in $F(\cdot)$ and $\tilde{F}(\cdot)$.

**Initialization**

A proper initialization helps reduce training time significantly. Naturally, consider the special structure of the mask $\Phi$ in (2), we initialize each frontal slice of $\mathcal{X}^0$ as the measurement frame divided by the sum of mask in third dimension. Consider $M \in \mathbb{R}^{n \times m}$ to be the sum of mask in third dimension, $\mathcal{X}^0 \in \mathbb{R}^{n \times m \times B}$ can be initialized as follows:

$$M = \sum_{b=1}^{B} M^{(b)},$$

$$\mathcal{X}^{0(b)} = Y \odot M, \text{ for } b \in [B],$$

where $\odot$ denotes element-wise divide between two matrices.

**Loss Function**

Three constraints should be taken into consideration in Tensor FISTA-Net:

- The fidelity of the reconstructed frames.
- The accuracy of the inverse function.
- The sparsity of video frames in the learned domain.

Assume there are $K$ phases in total, $\mathcal{X}^k \in \mathbb{R}^{n \times m \times B}$ for $k \in [K]$ is the output of the $k$-th phase, the three constraints can be expressed as follows:

$$L_{\text{fidelity}} = \|\mathcal{X}^K - \mathcal{X}\|_F^2,$$

$$L_{\text{inversion}} = \frac{1}{K} \sum_{k=1}^{K} \|\tilde{F}(F(\mathcal{X}^k)) - \mathcal{X}^k\|_F^2,$$

$$L_{\text{sparsity}} = \frac{1}{K} \sum_{k=1}^{K} \|\mathcal{X}^k\|_1.$$

The loss function is a weighted sum of these three terms:

$$L = \alpha L_{\text{fidelity}} + \beta L_{\text{inversion}} + \gamma L_{\text{sparsity}},$$

where $\alpha$, $\beta$ and $\gamma$ are coefficients to balance the 3 terms. In default, we set $\alpha = 1, \beta = 0.01$ and $\gamma = 0.001$.

**Performance Evaluation**

**Datasets**

We evaluate the proposed Tensor FISTA-Net on three different synthetic datasets: Kobe (Yang et al. 2014), Park (Ma et al. 2019) and Vehicle (Ma et al. 2019). Each testing dataset contains 32 frames of size $256 \times 256$ and $B = 8$, i.e., 4 measurements. We use the same training videos NBA, Central Park Aerial and Vehicle Crashing Tests in (Ma et al. 2019). We resize the video frames into $256 \times 256$ through down sampling and extract the luminance component to make the training datasets, each training dataset contains 8000 frames, i.e., 1000 measurements.

To compare with previous algorithms, we set $B = 8$ and use the same synthetic mask following the settings in (Liu et al. 2018). Peak Signal to Noise Ratio (PSNR), Structural Similarity Index (SSIM) (Zhou et al. 2004) and Reconstruction Time are performance metrics in comparison.

**Implementation details**

We use TensorFlow to implement our algorithm and do all the experiments on a server with an NVIDIA Tesla V100-PCIE GPU (16GB device memory). We set the number of phases as 10, learning rate as 0.0001 and running epoch as 500. Adam optimizer (Kingma and Ba 2014) is used to minimize the training loss. The code is available at https://github.com/GuillermoHan97/SCI-Tensor-FISTA-Net.

**Comparison with State-of-the-Art Algorithms**

GAP-TV (Yuan 2016) adopts the idea of total variance minimization under the generalized alternating projection (GAP). It is simple and fast, thus can be used as a baseline for the experimental results. DeSCI (Liu et al. 2018) exploits rank minimization for non-local patches and achieve the best results among optimization-based algorithms. Tensor ADMM-Net (Ma et al. 2019) is the state-of-the-art network-based algorithms unfolding the ADMM algorithm into a DNN.

**Performance Comparison.** To compare the reconstruction accuracy of different algorithms, we calculate PSNR.
and SSIM of the experimental results. Tables 1-2 show the reconstruction accuracy of three synthetic datasets using Tensor FISTA-Net and other algorithms. On Kobe dataset, DeSCI provides the best results. Our Tensor FISTA-Net provides the best results on Park dataset (0.79dB in PSNR and 0.02 in SSIM higher than the state-of-the-art algorithm) and Vehicle dataset (2.84dB in PSNR and 0.11 in SSIM higher than the state-of-the-art algorithm).

To validate the reconstruction results, we show the reconstruction frames of three datasets using different algorithms in Figs. 5-7. Since the training and testing datasets of Kobe are not split from the same video, our Tensor FISTA-Net do not achieve the best, but it still provide better results than other algorithms except DeSCI. From the reconstruction frames of Park and Vehicle datasets, we observe that DeSCI can not reconstruct the details of the videos, especially when a small area contains many details like the branches in Park dataset and edges of cars in Vehicle dataset (marked by yellow square). Moreover, we notice that DeSCI suffers from over-smooth and it smooths out tiny details. This indicates that if similar patches cannot be found in video frames, the reconstruction quality of DeSCI will be limited. Tensor ADMM-Net provides better results than DeSCI in Park and Vehicle datasets, but it still suffers from blur and noise compared with our Tensor FISTA-Net such as tower in Park dataset (marked by red square) and edges of cars in Vehicle dataset (marked by yellow square).

**Time Complexity Analysis.** For the time complexity analysis of different algorithms, we record the running time on three synthetic datasets of different algorithms. Table 3 shows that the reconstruction speed of Tensor FISTA-Net is over 4 times faster than GAP-TV and even 4K+ times faster than DeSCI in average. In fact, Tensor FISTA-Net runs in less than 2 seconds to reconstruct one measurement, which is even faster than Tensor ADMM-Net, too.

In addition, the size of our neural network model is less than 12MB, so it is suitable for IoT devices with small memory such as drones.
Real SCI Datasets

We apply the proposed Tensor FISTA-Net on real SCI datasets Wheel (gray scale, $B = 14$) and Hammer (bayer RGB, $B = 22$) captured by SCI cameras (Liull et al. 2013). For colored datasets, the reconstruction can be done by separately reconstructing RGB channels and then aggregating them. These two real datasets compress more video frames into one measurement than synthetic datasets, which is a greater challenge for us. Fig. 8 and Fig. 9 show ten selected reconstruction frames of Wheel and Hammer datasets, respectively. From the reconstruction frames we observe that the proposed Tensor FISTA-Net provides clear edges and less noise in Wheel dataset. In Hammer dataset, Tensor FISTA-Net provides the reconstruction frames with less phantom than DeSCI and Tensor ADMM-Net and much less noise than GAP-TV.

Conclusion

In this paper, we proposed Tensor FISTA-Net by unfolding the FISTA algorithm into a deep neural network for the SCI reconstruction problem and transferring the calculations from vector form to tensor form. Experimental results show that Tensor FISTA-Net provides better reconstruction quality and runs faster than the state-of-the-art algorithms. In addition, Tensor FISTA-Net consumes much less memory thus is suitable for real-time applications on IoT devices.
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