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Abstract
This paper presents an extension to a point kinetics model of fissile solution undergoing a transient through the development and addition of correlations which describe neutronics and thermal parameters and physical models. These correlations allow relevant parameters to be modelled as a function of time as the composition of the solution changes over time due to the addition of material and the evaporation of water from the surface of the solution. This allows the simulation of two scenarios. In the first scenario a critical system eventually becomes subcritical through under-moderation as its water content evaporates. In the second scenario an under-moderated system becomes critical as water is added before becoming subcritical as it becomes over-moderated. The models and correlations used in this paper are relatively idealised and are limited to a particular geometry and fissile solution composition. However, the results produced appear physically plausible and demonstrate that simulation of these processes are important to the long term development of transients in fissile solutions and provide a qualitative indication of the types of behaviour that may result in such situations.

1. Introduction
A fissile solution is an aqueous solution formed of a fissile solute (such as uranyl nitrate) dissolved in water and, potentially, an acid component (such as nitric acid) to increase the solubility of the main solute. Fissile solutions may be used in Aqueous Homogeneous Reactors (AHRs) or as part of fuel fabrication or waste management processes. In the case of AHRs, criticality and a non-zero power is a desirable quality of the system as it allows the functioning of the reactor. In the case of fuel fabrication and waste storage, criticality is to be avoided. However, there have been several accidents involving such solutions such as the Y12 accident (Patton et al., 1958) and the Tokaimura accident (Komura et al., 2000). For either the safe operation of an AHR or the prediction of an accident scenario in a fissile solution it is important to be able to simulate the behaviour of a transient within a fissile solution. Point kinetics codes are commonly used for this purpose (Mather et al., 2002;
Mitake et al., 2003; Cooling et al., 2014b) but higher dimensional models which couple neutronics transport and Computational Fluid Dynamics (CFD) have also been produced (Buchan et al., 2013).

The purpose of this work is to develop an improved point kinetics model that will track the effects of changing composition of a fissile solution during a criticality accident. This is particularly relevant for accidents such as the Y12 accident (Patton et al., 1958; Zamacinski et al., 2014) where the addition of water caused the solution to become first critical and then subcritical again. The model is very simple and is based upon the models found in Cooling et al. (2013), Cooling et al. (2014a) and Zamacinski et al. (2014). The additions to the models presented in those works will concern themselves with the simulation of changing composition due to the addition of material and the evaporation of water and the production of empirical correlations describing key neutronics parameters as a function of the state of the system including the composition of the solution. Although Basoglu et al. (1998) has examined evaporation from the solution surface before, it is the authors’ belief that this work represents the first attempt to use a point kinetics model to dynamically simulate the effects of a changing composition caused by dilution or evaporation on a transient as it progresses. It is assumed that few enough fissions will occur during the simulated transients that burnup will not cause the composition of the system to vary significantly or for a significant number of fission products to be created. As a result, simulation of the effects of burnup is neglected.

The resulting model is applied to two cases in Section 3. In the first, the system begins with excess reactivity and is initially over-moderated. It is eventually shut down by the evaporation of water from the solution which leads to a reduction in moderation to the point where the system becomes subcritical, causing the fission rate to drop to near zero. In the second, water is added to an initially under-moderated and subcritical system in order to cause the system to become critical and an excursion to occur before the added water eventually leads to the system becoming over-moderated and subcritical one more, halting the reaction.

2. Model

The model assumes a simple cylinder of solution of radius 0.32m and a surface height that is free to move dependent on the total mass and density of the solution. The solution contains water, nitric acid and uranyl nitrate with an enrichment of 20%. As a result the elements present are limited to hydrogen, oxygen, nitrogen, uranium-235 and uranium-238. The neutronics variables of the reactor are described as point values, the temperature of the solution is assumed homogeneous and only the total void volumes are tracked. As a result no parameter discussed has any spatial variation.

The power of the system and the concentration of the six groups of delayed neutron precursors are governed by the standard point kinetics equations. The radiolytic gas in the system is modelled to be formed immediately in stoichiometric proportions. This simplification is consistent with the physical case that the system is already fully saturated with radiolytic gas, meaning a more complex model of dissolved gas, such as that found in Zamacinski et al. (2014) is unnecessary. Steam bubbles within the solution are produced at a
rate proportionate to the super-heat of the system. This occurs after the creation of radiolytic gas as radiolytic gas is produced in a transient before the solution has warmed sufficiently for boiling to occur which means the radiolytic gas bubbles may act as nucleation sites for the boiling. Both radiolytic gas and steam leave the system as the gas exits the top of the solution as in Zamacinski et al. (2014). Cooling et al. (2013) found the characteristic upward velocity for radiolytic gas is approximately 4.35cm/s and this will be used as the upward velocity of the gases in this model.

The temperature of the solution is increased by the energy released by fission and reduced by conduction through the sides of the vessel, the addition of new material, the creation of steam and evaporation from the surface of the solution. The resulting expression for the rate of change of temperature is given in Equation (1):

\[
\frac{dT_S(t)}{dt} = \frac{P(t) - \dot{E}_B(t) - \dot{E}_{side}(t) - \dot{m}_a(t)c_a(T_a - T_S(t)) - \dot{m}_e(t)L_s}{m_S(t)c_S},
\]

where \(T_S(t)\) is the temperature of the solution, \(P(t)\) is the fission power, \(\dot{E}_B(t)\) is the rate at which energy is removed from the solution for the production of steam, \(\dot{E}_{side}(t)\) is the rate of heat loss through the sides of the container to the environment (which is considered to have a constant temperature of 300K), \(\dot{m}_a(t)\) is the mass addition rate for material added to the system, \(c_a\) and \(T_a\) are the specific heat capacity and temperature of the added material, \(\dot{m}_e(t)\) is the rate at which mass is removed from the solution through the evaporation of water at the top surface of the solution, \(L_s\) is the latent heat of evaporation of water to steam and \(m_S(t)\) and \(c_S\) are the mass and specific heat capacity of the solution with the latter assumed constant. Many of the terms in Equation (1) are direct analogues of those used in Zamacinski et al. (2014) but the term relating to the evaporation from the surface is a new addition and is discussed in more detail in Section 2.1. This is the only modification made to this equation compared to the equivalent presented in Zamacinski et al. (2014).

In the interests of creating a simple, abstract model, no assumption is made regarding the environment external to the fuel solution. Instead, it is assumed that the exterior is held at a constant temperature of 300K and the heat transfer coefficient through both the sides and base to this temperature is 100W/K/m².

### 2.1. Evaporation

The model includes several equations meant to model the effects of evaporation of water from the surface of the solution which, in contrast to boiling within the solution, will occur even when the solution is below its saturation temperature. The presence of salts in a solution will reduce the rate of evaporation compared to pure water. However, little data is readily available on the way that uranyl nitrate solute affects the evaporation rate so the model makes the approximation that the evaporation at the surface occurs as if the solution was pure water. This is clearly an assumption which reduces the accuracy of the model and an ambition for the future would be to update the evaporation rate to reflect the effect of the dissolved uranyl nitrate.

To evaluate the rate at which mass is removed from the solution surface through the evaporation of water \(\dot{m}_e\) a correlation found in Bansal and Xie (1998) is employed (with the assumption that air flow over the surface is negligible):
\[ \dot{m}_e(t) = 4.579 \times 10^{-6} \pi r_S^2 (p_v(t) - p_{wa}) \]  
(2)

where \( \dot{m}_e \) is the rate at which water evaporates from the surface in units of kg/s, \( r_S \) is the radius of the circular surface in m, \( p_v \) is the vapour pressure of the liquid in kPa, and \( p_{wa} \) is the partial pressure of the water in the air above the surface in kPa. Equation (3) notes the Antoine Equation and is used to find the vapour pressure of the solution \( p_v \):

\[ \log_{10}(7.5p_v(t)) = A - \frac{B}{C + T_S(t)}, \]  
(3)

where \( p_v \) is the vapour pressure in kPa, \( T_S(t) \) is the temperature in Celsius and A, B, and C are constants specific to the evaporating. In this model, A, B, and C depend on the ambient temperature. If \( T_S(t) < 100^\circ C \), A = 8.07131, B = 1730.63, and C = 233.426. Otherwise, A = 8.14019, B = 1810.94, and C = 244.485. For the purposes of this study we will assume an ambient temperature of 300K and an ambient humidity of 50% for the purposes of calculating \( p_{wa} \) which is done using Equation (3) and multiplying the resulting value of \( p_v \) by the humidity resulting in a value for \( p_{wa} \) of 1.785kPa.

2.2. Solution Density
The density of the solution is used to determine the height of the solution surface. Zamacinski et al. (2014) derived a correlation for the density of uranyl nitrate of a specific concentration of nitric acid. Through the use of experimental data relating to the density of uranyl nitrate found in UKAEA (1975) this correlation has been augmented to include the effect of varying nitric acid concentrations in Equation (4):

\[ \rho_S(t) = \left( 832 + 1700U_S(t) + 1.35T_S(t) - 2.78 \times 10^{-6}T_S(t)^2 + 2762.54N_{S,acid}(t) \right) \frac{\text{kg}}{\text{m}^3}, \]  
(4)

where \( \rho_S(t) \) is the density of the solution, \( T_S(t) \) is the temperature of the solution in K and \( U_S(t) \) is the uranium mass fraction of the solution and \( N_{S,acid} \) is the mass fraction of nitrogen contained in nitric acid (as opposed to the uranyl nitrate). Comparison of the results of this correlation with data found in UKAEA (1975) found agreement to within 5% in all cases across a wide range of conditions and better agreement (\( \sim 1\% \)) in the majority of cases.

2.3. Neutronics Correlations
The wide range of possible states of the system in terms of composition, temperature and geometry led to the construction of correlations for the \( k_{eff} \), generation time \( \Lambda \), the delayed neutron fractions for the six groups \( \beta_i \) and the delayed neutron precursor decay rates for each of the six groups \( \lambda_i \). These correlations were formulated via the construction of MCNP models of the system in a number of different configurations that varied the mass, nitric acid concentration, uranium concentration, voidage and temperature (and hence the solution density and height of the solution surface). The results of these MCNP calculations are found in Appendix A. These correlations may be evaluated in a quasi-static fashion in order to evaluate the neutronics parameters as evaporation, addition of material,
heating and so on move the system around the parameter space considered as a simulation progresses. The correlations presented in this section present the types of behaviour one might expect from the system although it would be desirable for future work to include additional scenarios to further improve the correlations.

The correlations are only valid for the particular system presented in this paper with the facts that the system is a cylinder with a particular radius, that the enrichment of the uranium is 20% and that there is no reflector (or any other surrounding material) being the primary factors that restricts the applicability of these correlations to the scenario studied here. A more general approach would require dynamically solving the neutron transport equation or some approximation to it for the given arrangement of the system, although this would require a substantially more complex model.

The first empirical correlation which is fitted to the data presented in Appendix A is Equation (5) which describes the $k_{\text{eff}}$ of the system:

$$k_{\text{eff}}(t) = 2.69 - \frac{22}{m_S(t) - 10} - 0.0342\, M_{\text{HNO}_3}(t) + \frac{1.7}{V F_S(t) - 2} - 0.000269\, T_S(t) - 0.00285\, (H U(t))^{-1} + 2.04 \times 10^{-6} \left( \frac{H U(t)}{1.2} \right)^2,$$  

(5)

where $m_S$ is the mass of the solution in kg, $M_{\text{HNO}_3}$ is the concentration of HNO$_3$ in moles per litre, $V F_S$ is the void fraction of the solution/void mixture $T_S$ is the solution temperature in K and $\left( \frac{H}{U} \right)$ is the ratio of moles of hydrogen to moles of uranium. This expression is an empirical correlation developed here to represent the data in Appendix A and so all terms do not have an obvious physical analogue.

However, it can be seen that the $k_{\text{eff}}$ increases with mass and tends to an asymptotic value as mass increases. Increasing the concentration of nitric acid slightly decreases the reactivity but the effect is less than that of other parameters for practical values. Increasing the voidage or solution temperature decreases $k_{\text{eff}}$ whilst the relationship between $k_{\text{eff}}$ and the hydrogen to uranium ratio is more complex. For the range of values studied in this paper, $k_{\text{eff}}$ forms a peak at a ratio of around 72 (corresponding to the optimally moderated state) and decreases at a modest pace on either side of this peak as the ratio changes.

The generation time is described by the correlation given in Equation (6):

$$\Lambda(t) = \frac{7 + 0.21 \left( \frac{H}{U}(t) \right) + 1.5 \times 10^{-4} \left( \frac{H}{U}(t) \right)^2 + 6M_{\text{HNO}_3}(t) + 0.01T_S(t)}{1 - 1.2V F_S(t)},$$  

(6)

where $\Lambda(t)$ is the generation time in $\mu$s and all other variables have the same meaning and units as in Equation (5). This correlation produces generation times which, at worst, differ by around 10% from the MCNP results but are generally accurate to within 5%. This expression is independent of the total mass of the solution as simply extending the extent of the solution will not significantly change the time a neutron takes to be moderated and undergo fission. This is because, all other things being equal, the neutron will have to interact with the same number of nuclei in the slowing down process and the average distance between these nuclei will not have changed. The generation time sees a weak dependence on the nitric acid content and the temperature because both of these influence the
average distance between the hydrogen and uranium nuclei which are involved in the slowing down and fission of the neutrons.

The relationship with the \( \frac{H}{U} \) ratio is stronger and more complex as this affects the degree to which a neutron will thermalise before causing fission. However, over the range observed, increasing the ratio always increases the generation time. This is because increasing this ratio means the average neutron undergoing fission will have a higher energy and so have been moderated fewer times by hydrogen nuclei meaning fewer collisions are required.

A related reason is that the uranium nuclei have a much higher concentration and so neutrons of a given energy will have less distance to travel before they are captured by a uranium nucleus. The void fraction has a strong influence on the overall result as increasing the voidage increases the average distance between the nuclei the neutrons interact with while the atomic fractions of different isotopes are unchanged. We note that this approximation assumes the mean path length a neutron takes over its lifetime is not very much shorter than the separation between bubbles which make up the void’s contribution to the volume.

Both the delayed neutron fractions \( \beta_i \) and the delayed neutron precursor decay rates \( \lambda_i \) are weak functions of the hydrogen to uranium ratio only. This is because the change in moderation affects the energy spectrum of neutrons causing fission which affects the distribution of fission products including isotopes which are represented in the delayed neutron precursor groups. As a result, the dependency of these variables on the state of the system is only on the hydrogen to uranium ratio and then is only significant at high uranium concentrations. Several values of \( \beta_i \) do not show any significant variation at all and will be treated as constant. The correlations for these variables are given in Equations (7) to (18):
\[ \beta_1 = 0.00267, \]
\[ \beta_2 = 0.001369, \]
\[ \beta_3(t) = 0.00125 + \frac{0.003}{(\frac{H}{U})(t) + 1}, \]
\[ \beta_4(t) = 0.00268 + \frac{0.01}{(\frac{H}{U})(t) + 3}, \]
\[ \beta_5(t) = 0.00268 + \frac{0.004}{(\frac{H}{U})(t) + 3}, \]
\[ \beta_6 = 0.000497, \]
\[ \lambda_1(t) = 0.04 - \frac{0.01}{(\frac{H}{U})(t) + 160}, \]
\[ \lambda_2(t) = 0.034 - \frac{0.2}{(\frac{H}{U})(t) + 110}, \]
\[ \lambda_3(t) = 0.04 - \frac{0.55}{(\frac{H}{U})(t) + 160}, \]
\[ \lambda_4(t) = 0.295 + \frac{0.8}{(\frac{H}{U})(t) + 40}, \]
\[ \lambda_5(t) = 0.79 + \frac{0.8}{(\frac{H}{U})(t) + 3.5}, \]
\[ \lambda_6(t) = 3 + \frac{0.8}{(\frac{H}{U})(t) - 1.9}, \]

where \( \beta_i \) is dimensionless and \( \lambda_i \) has units of \( s^{-1} \).

3. Results

Two scenarios are modelled in this paper. The first sees a supercritical over-moderated
system undergoing a transient which evaporates a substantial amount of water from the
solution, eventually causing the solution to become subcritical and halting the reaction.
In the second a subcritical under-moderated system has water added until the system be-
comes supercritical and a transient ensues. Further addition of water causes the system to
eventually become over-moderated and the system eventually becomes subcritical.
In both cases the longer term changes in reactivity occur due to the changing \( \frac{H}{U} \) ratio.
This effect is discussed in Thomas (1978) which shows how there is optimal value for this
ratio in fissile solutions in terms of maximising reactivity, with \( k_{eff} \) decreasing as the \( \frac{H}{U} \)
ratio deviates further from this optimal ratio in either direction, as shown in Figure 1.
This occurs because water acts as both a moderator and as an absorber. When the \( \frac{H}{U} \) ra-
tio is low the addition of more water causes increased moderation which is more important
than the increased absorption but when the \( \frac{H}{U} \) ratio is high there is ample hydrogen to
moderate the system efficiently and adding more water does not cause significantly more
efficient moderation but does cause an increase in absorption. In the first case the system
begins with a $\frac{H}{U}$ ratio above optimal before it decreases to optimal and then to below optimal. In the second case the ratio $\frac{H}{U}$ begins below optimal before increasing to optimal and ends above optimal.

Figure 1: A qualitative representation of the relationship between $k_{eff}$ and $\frac{H}{U}$ for a fissile solution and the way the two simulated cases presented in this paper move through this space as the simulated time progresses.

3.1. Case 1: Step Reactivity Insertion
The first scenario to be studied with the model described in Section 2 is the case where the system begins at $t = 0$ with a significant positive reactivity due to the composition, mass and temperature of the system at this time, zero power and zero gas content (in terms of radiolytic gas and steam) and is in thermal equilibrium with its environment. This approximates the case where a large positive reactivity step is inserted into a previously subcritical cold system. A small source is present in this simulation and there is no addition of material once the simulation begins such that $\dot{m}_a(t) = 0$.

The simulated response to such a scenario is found in Figure 2. Initially the neutrons injected by the source begin to increase sharply in number due to the high reactivity. The power rises to a maximum of $1.25 \times 10^9$W at 0.036s before the production of radiolytic gas reduces the reactivity of the system and causes the power to drop to around $1 \times 10^6$W. At this power level the decay of delayed neutrons produced in the initial power peak produces enough neutrons to balance the neutron losses through the sub-criticality of the system and so the power holds relatively steady, decreasing only as the number of delayed neutron precursors decrease. On the time-scale of seconds the radiolytic gas produced in the initial power peak begins to leave the solution, increasing reactivity, and by 25s the system is
critical again and the power has increased. The solution increased in temperature by approximately 10K in the first power peak and the elevated power after 25s causes significant heating to resume, which slowly reduces the reactivity and power. At 317s the solution temperature is above the saturation temperature of the solution and rapid steam production occurs. This causes a reduction of reactivity and power, which causes the steam production rate and therefore steam volume to drop after a few seconds. At this stage the power and temperature are fairly stable and the solution begins to evaporate, causing a reduction in mass and pH and an increase in uranium concentration. This causes a slow increase in reactivity as the system was initially over-moderated and the
power peaks at 15.1kW at around 70,000s (compared to 12.6kW just after the onset of boiling). At around this time the evaporation of more water reduces the reactivity of the system as the system is now under-moderated. In the time up to 200,000s the steam and radiolytic gas content and the temperature all fall as the power slowly drops. This keeps the reactivity near zero and limits the rate at which the power may fall but, after the radiolytic gas and steam content have reached zero and temperature has reached 300K there is no more negative reactivity which can be removed from the system and the reactivity declines quickly as more water evaporates from the solution (this continues to occur because the air is modelled as having 50% humidity and, as a result, evaporation still occurs even when the solution is the same temperature as the air above it).

3.2. Case 2: Under-moderated Solution

The second scenario studied is that of an initially under-moderated subcritical solution to which water is steadily added. The aim of this simulation is to form a case analogous to the Y12 accident (Patton et al., 1958) where such an influx of water causes a uranyl nitrate solution to become supercritical and a criticality excursion to occur until the continued water addition caused over-moderation and the system became sub-critical again. It is stressed that this scenario is not intended to provide a simulation of the Y-12 accident itself but it is noted that there are strong qualitative similarities between this scenario and the accident.

Again, the system initially begins at zero power and in thermal equilibrium with its environment and a small source is present. The initial mass of the solution is 137.5kg and water at room temperature (300K) is added at a rate of 0.05kg/s until the mass of the solution reaches 780kg such that \( \dot{m}_a(t) \) is described by the equation:

\[
\dot{m}_a(t) = 0.05\text{kg/s} \quad \begin{cases} \\
\text{while } m_S(t) < 780\text{kg} \\
\text{otherwise}
\end{cases}
\] (19)

The initial reactivity of the system is -3.7$ but this soon rises as water is added until the system becomes critical at 5.3s. At this point the power begins to increase with the rate of increase rising substantially at 6.9s when the system becomes prompt supercritical. As the reactivity increase is a ramp instead of a step there is no power peak formed and the power rises fairly smoothly. The temperature and radiolytic gas content also rise slowly until 50s when the solution temperature exceeds the saturation temperature and steam begins to form. This causes a sudden reduction in power. Over the next 350s the steam content rises and then falls. This is because enough steam must be present in the system for the reactivity to be near zero and, following Equation (5), an increasing \( \frac{H}{U} \) ratio causes the reactivity first to rise and then to fall as first the \( -\frac{17.3}{10.1+\left(\frac{H}{U}(t)\right)} \) and then the 0.00285 \( \left(\frac{H}{U}(t)\right) \) terms dominate the \( \frac{d\kappa_{eff}(t)}{d\frac{H}{U}(t)} \).

At approximately 390s the power drops low enough that it cannot maintain the temperature of the solution at the saturation temperature against the dominant cooling effect of the influx of cold water. At this time the power begins to slowly decline as the increasing \( \frac{H}{U} \) ratio reduces the reactivity faster than the cooling of the solution through the added material can raise it. The power is still substantial, however, and a significant amount of
radiolytic gas is produced. There is more radiolytic gas present than earlier in the simulation because the value of $k_{\text{eff}}$ in Equation (5) is dependent on the void fraction not the actual volume of void and, as shown by Figure 3d the surface height has increased substantially, reflecting that the overall volume of the fuel solution/void mixture has increased. The power continues to fall at a rate governed by the decay of delayed neutron precursors until the end of the simulation. The inflow of water stops at around 715s and the temperature of the system begins to fall more slowly as the main medium of cooling has been removed and the temperature begins to tend towards the environment temperature as energy is lost through the sides of the system.

Figure 3: Simulated response following the addition of water to the system at a rate of $1.8\text{kg/s}$ until the mass of the solution reaches 540kg.
4. Conclusion

This paper has presented a model which allows evaporation of the system or the addition of material to change the chemical composition of a fissile solution undergoing a criticality excursion and has used correlations informed by MCNP simulations to simulate the effect of this changing composition on the transient. The examples of a system losing enough moderator through evaporation to cause it to become subcritical and the addition of water causing an initially under-moderated system to become critical and then sub-critical have been simulated. In both cases the results produced appeared physically plausible although no direct comparison to a physical system has been made. The effect of evaporation on the system becomes important for the evolution of the system between 1,000s and 10,000s as the rate of evaporation is fairly low, although modelling the effects considered in this paper are shown to be very important at all timescales when the addition of material is an important part of a scenario being simulated.

This work has shown the feasibility and value of modelling the effect of changing solution composition over both short and long timescales in simulations of fissile solutions. Future work in this area could include the comparison of this model to accident scenarios or experiments, such as the CRAC or SILENE experiments, to verify the results of this model. The correlations used for the neutronics parameters and the evaporation rate could also be refined, particularly the correlation for the evaporation rate which currently has no dependence on the salt concentration. The addition of other physical processes important to the long term development of a transient, such as the production and decay of Xenon, would also make a valuable addition to this model.
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Appendix A. MCNP Simulations

This appendix details the MCNP simulations performed to construct correlations for various neutronics parameters in Section 2.3. Note that the number of temperatures at which the simulations could be performed was limited by the number of temperatures the $S(\alpha, \beta)$ libraries were available within MCNP. Simulations at 293.6K were performed using the MCNP $S(\alpha, \beta)$ library lwtr.10, the 350K simulation using lwtr.11t and the 400K simulation with lwtr.12. The relatively small number of temperatures available is not expected to cause a significant error because, as discussed in Cooling et al. (2013), there is good indication that the key parameters such as the value of $k_{eff}$ are well approximated by linear functions of temperature. Table A.1 describes the different scenarios modelled whilst for each of these scenarios Table A.2 gives the results of $k_{eff}$ and generation time, Table A.3
gives the results of the delayed neutron fractions and Table B.5 gives the delayed neutron precursor decay rates. Discussion of the overall trends observed may be found in Section 2.3.

| Case   | Void Fraction | Temperature (K) | Total Mass (kg) | HNO₃ Concentration (moles/L) | $\frac{H}{U}$ |
|--------|--------------|-----------------|-----------------|-------------------------------|--------------|
| Base Case | 0.095        | 293.6           | 272.4           | 0.496                         | 225.0        |
| Mass 1  | 0.100        | 293.6           | 136.2           | 0.494                         | 225.0        |
| Mass 2  | 0.100        | 293.6           | 190.7           | 0.494                         | 225.0        |
| Mass 3  | 0.100        | 293.6           | 326.9           | 0.494                         | 225.0        |
| Mass 4  | 0.101        | 293.6           | 435.9           | 0.494                         | 225.0        |
| Mass 5  | 0.100        | 293.6           | 544.8           | 0.494                         | 225.0        |
| HNO₃ 1  | 0.094        | 293.6           | 272.4           | 0                             | 223.9        |
| HNO₃ 2  | 0.095        | 293.6           | 272.4           | 0.098                         | 224.8        |
| HNO₃ 3  | 0.096        | 293.6           | 272.4           | 0.197                         | 224.3        |
| HNO₃ 4  | 0.095        | 293.6           | 272.4           | 0.297                         | 224.6        |
| HNO₃ 5  | 0.095        | 293.6           | 272.4           | 0.398                         | 224.8        |
| HNO₃ 6  | 0.095        | 293.6           | 272.4           | 0.501                         | 225.1        |
| HNO₃ 7  | 0.096        | 293.6           | 272.4           | 0.601                         | 225.3        |
| HNO₃ 8  | 0.090        | 293.6           | 272.4           | 0.803                         | 225.8        |
| HNO₃ 9  | 0.096        | 293.6           | 272.4           | 1.007                         | 226.3        |
| $\frac{H}{U}$ 1 | 0.089       | 293.6           | 272.4           | 0.509                         | 492.4        |
| $\frac{H}{U}$ 2 | 0.093       | 293.6           | 272.4           | 0.502                         | 283.4        |
| $\frac{H}{U}$ 3 | 0.094       | 293.6           | 272.4           | 0.499                         | 246.6        |
| $\frac{H}{U}$ 4 | 0.096       | 293.6           | 272.4           | 0.494                         | 206.5        |
| $\frac{H}{U}$ 5 | 0.101       | 293.6           | 272.4           | 0.506                         | 136.5        |
| $\frac{H}{U}$ 6 | 0.107       | 293.6           | 272.4           | 0.507                         | 91.0         |
| $\frac{H}{U}$ 7 | 0.103       | 293.6           | 272.4           | 0.509                         | 76.7         |
| $\frac{H}{U}$ 8 | 0.104       | 293.6           | 272.4           | 0.520                         | 28.7         |
| $\frac{H}{U}$ 9 | 0.105       | 293.6           | 272.4           | 0.517                         | 13.0         |
| $\frac{H}{U}$ 10 | 0.106      | 293.6           | 272.4           | 0.498                         | 2.4          |
| Voidage 1 | 0           | 293.6           | 272.4           | 0.549                         | 225.0        |
| Voidage 2 | 0.095       | 293.6           | 272.4           | 0.496                         | 225.0        |
| Voidage 3 | 0.211       | 293.6           | 272.4           | 0.433                         | 225.0        |
| Voidage 4 | 0.297       | 293.6           | 272.4           | 0.386                         | 225.0        |
| Voidage 5 | 0.401       | 293.6           | 272.4           | 0.329                         | 225.0        |
| Voidage 6 | 0.501       | 293.6           | 272.4           | 0.274                         | 225.0        |
| Temp 1   | 0.094       | 350             | 272.4           | 0.487                         | 225.0        |
| Temp 2   | 0.091       | 400             | 272.4           | 0.473                         | 225.0        |

Table A.1: A summary of the different states of the system run in the MCNP simulations.
| Case       | $k_{\text{eff}}$ | Generation Time (µs) |
|------------|------------------|----------------------|
| Base Case  | 1.00477          | 79.2                 |
| Mass 1     | 0.90267          | 87.9                 |
| Mass 2     | 0.96479          | 82.7                 |
| Mass 3     | 1.01592          | 79.1                 |
| Mass 4     | 1.02892          | 78.1                 |
| Mass 5     | 1.03536          | 77.9                 |
| HNO$_3$ 1  | 1.0213           | 77.4                 |
| HNO$_3$ 2  | 1.01819          | 77.9                 |
| HNO$_3$ 3  | 1.01495          | 78.3                 |
| HNO$_3$ 4  | 1.01133          | 78.6                 |
| HNO$_3$ 5  | 1.00808          | 78.9                 |
| HNO$_3$ 6  | 1.00461          | 79.6                 |
| HNO$_3$ 7  | 0.99847          | 80.7                 |
| HNO$_3$ 8  | 0.99428          | 80.4                 |
| HNO$_3$ 9  | 0.98754          | 81.6                 |
| H$_2$      |                 |                      |
| H$_2$ 1    | 0.71576          | 167.6                |
| H$_2$ 2    | 0.92543          | 98.5                 |
| H$_2$ 3    | 0.9743           | 86.4                 |
| H$_2$ 4    | 1.0324           | 73.5                 |
| H$_2$ 5    | 1.14388          | 51.2                 |
| H$_2$ 6    | 1.21245          | 37.0                 |
| H$_2$ 7    | 1.23055          | 32.6                 |
| H$_2$ 8    | 1.15467          | 19.5                 |
| H$_2$ 9    | 0.8966           | 17.7                 |
| H$_2$ 10   | 0.24182          | 16.2                 |
| Voidage 1  | 1.03114          | 70.0                 |
| Voidage 2  | 1.00334          | 80.0                 |
| Voidage 3  | 0.96704          | 93.1                 |
| Voidage 4  | 0.92             | 111.2                |
| Voidage 5  | 0.85536          | 137.3                |
| Voidage 6  | 0.76618          | 182.2                |
| Temp 1     | 0.99175          | 82.2                 |
| Temp 2     | 0.97611          | 86.1                 |

Table A.2: The values of $k_{\text{eff}}$ and generation time for the scenarios described in Table A.1
| Trial          | $\beta_1$ | $\beta_2$ | $\beta_3$ | $\beta_4$ | $\beta_5$ | $\beta_6$ |
|---------------|----------|----------|----------|----------|----------|----------|
| Base Case     | 0.0002   | 0.00126  | 0.00123  | 0.00287  | 0.00126  | 0.00045  |
| Mass 1        | 0.00032  | 0.00129  | 0.00133  | 0.00313  | 0.00118  | 0.00050  |
| Mass 2        | 0.00028  | 0.00131  | 0.00134  | 0.00285  | 0.00117  | 0.00042  |
| Mass 3        | 0.00018  | 0.00139  | 0.00134  | 0.00290  | 0.00120  | 0.00044  |
| Mass 4        | 0.00025  | 0.00134  | 0.00131  | 0.00269  | 0.00118  | 0.00047  |
| Mass 5        | 0.00029  | 0.00121  | 0.00119  | 0.00282  | 0.00123  | 0.00041  |
| HNO$_3$ 1     | 0.00025  | 0.00136  | 0.00123  | 0.00281  | 0.00114  | 0.00051  |
| HNO$_3$ 2     | 0.00023  | 0.00137  | 0.00119  | 0.00290  | 0.00119  | 0.00054  |
| HNO$_3$ 3     | 0.00030  | 0.00126  | 0.00112  | 0.00306  | 0.00110  | 0.00038  |
| HNO$_3$ 4     | 0.00027  | 0.00130  | 0.00113  | 0.00288  | 0.00126  | 0.00053  |
| HNO$_3$ 5     | 0.00027  | 0.00130  | 0.00108  | 0.00265  | 0.00128  | 0.00045  |
| HNO$_3$ 6     | 0.00026  | 0.00134  | 0.00121  | 0.00278  | 0.00118  | 0.0004  |
| HNO$_3$ 7     | 0.00024  | 0.00131  | 0.00122  | 0.00296  | 0.00118  | 0.00051  |
| HNO$_3$ 8     | 0.00021  | 0.00139  | 0.00125  | 0.00287  | 0.00110  | 0.00044  |
| HNO$_3$ 9     | 0.00023  | 0.00124  | 0.00116  | 0.00264  | 0.00126  | 0.00049  |
| HU 1          | 0.00025  | 0.00130  | 0.00134  | 0.00273  | 0.00121  | 0.00044  |
| HU 2          | 0.00021  | 0.00118  | 0.00118  | 0.00288  | 0.00129  | 0.00043  |
| HU 3          | 0.00024  | 0.00127  | 0.00124  | 0.00265  | 0.00111  | 0.00047  |
| HU 4          | 0.00026  | 0.00131  | 0.00133  | 0.00280  | 0.00108  | 0.00047  |
| HU 5          | 0.00021  | 0.00142  | 0.00118  | 0.00282  | 0.00109  | 0.00048  |
| HU 6          | 0.00034  | 0.00117  | 0.00141  | 0.00282  | 0.00127  | 0.0005  |
| HU 7          | 0.00022  | 0.00133  | 0.00140  | 0.00277  | 0.00128  | 0.00052  |
| HU 8          | 0.00021  | 0.00152  | 0.00131  | 0.00281  | 0.00135  | 0.00056  |
| HU 9          | 0.00032  | 0.00152  | 0.00133  | 0.00344  | 0.00132  | 0.00043  |
| HU 10         | 0.00041  | 0.00167  | 0.00216  | 0.00449  | 0.00196  | 0.00067  |
| Voidage 1     | 0.00022  | 0.00128  | 0.00132  | 0.00274  | 0.00103  | 0.00044  |
| Voidage 2     | 0.00021  | 0.00134  | 0.00128  | 0.00282  | 0.00104  | 0.00041  |
| Voidage 3     | 0.00024  | 0.00142  | 0.00118  | 0.00284  | 0.00115  | 0.00046  |
| Voidage 4     | 0.00030  | 0.00128  | 0.00129  | 0.00306  | 0.00115  | 0.00047  |
| Voidage 5     | 0.00031  | 0.00133  | 0.00140  | 0.00292  | 0.00138  | 0.00052  |
| Voidage 6     | 0.00027  | 0.00142  | 0.00143  | 0.00325  | 0.00105  | 0.00058  |
| Temp 1        | 0.00022  | 0.00129  | 0.00118  | 0.00270  | 0.00115  | 0.00053  |
| Temp 2        | 0.00034  | 0.00120  | 0.00125  | 0.00286  | 0.00116  | 0.00043  |

Table A.3: The values of the delayed neutron fractions for each of the six groups for the scenarios described in Table A.1
| Trial     | $\lambda_1$ | $\lambda_2$ | $\lambda_3$ | $\lambda_4$ | $\lambda_5$ | $\lambda_6$ |
|-----------|-------------|-------------|-------------|-------------|-------------|-------------|
| Base Case | 0.01334     | 0.03273     | 0.12077     | 0.30295     | 0.8521      | 2.87344     |
| Mass 1    | 0.01334     | 0.03273     | 0.12077     | 0.30296     | 0.8526      | 2.87837     |
| Mass 2    | 0.01334     | 0.03273     | 0.12077     | 0.30296     | 0.85231     | 2.87990     |
| Mass 3    | 0.01334     | 0.03273     | 0.12077     | 0.30295     | 0.85218     | 2.87752     |
| Mass 4    | 0.01334     | 0.03273     | 0.12077     | 0.30294     | 0.85234     | 2.87666     |
| Mass 5    | 0.01333     | 0.03273     | 0.12077     | 0.30295     | 0.85213     | 2.87804     |
| HNO$_3$ 1 | 0.01334     | 0.03273     | 0.12077     | 0.30296     | 0.85250     | 2.87662     |
| HNO$_3$ 2 | 0.01333     | 0.03273     | 0.12077     | 0.30296     | 0.85213     | 2.87897     |
| HNO$_3$ 3 | 0.01334     | 0.03273     | 0.12077     | 0.30295     | 0.85222     | 2.88201     |
| HNO$_3$ 4 | 0.01333     | 0.03273     | 0.12076     | 0.30295     | 0.85218     | 2.88793     |
| HNO$_3$ 5 | 0.01333     | 0.03273     | 0.12077     | 0.30296     | 0.85239     | 2.87555     |
| HNO$_3$ 6 | 0.01333     | 0.03273     | 0.12077     | 0.30295     | 0.85197     | 2.87970     |
| HNO$_3$ 7 | 0.01334     | 0.03273     | 0.12077     | 0.30295     | 0.85210     | 2.87764     |
| HNO$_3$ 8 | 0.01334     | 0.03273     | 0.12077     | 0.30296     | 0.85249     | 2.87825     |
| HNO$_3$ 9 | 0.01333     | 0.03273     | 0.12077     | 0.30296     | 0.85227     | 2.88042     |
| HU 1      | 0.01333     | 0.03273     | 0.12077     | 0.30290     | 0.85119     | 2.86765     |
| HU 2      | 0.01333     | 0.03273     | 0.12077     | 0.30293     | 0.85177     | 2.87698     |
| HU 3      | 0.01334     | 0.03273     | 0.12077     | 0.30294     | 0.85223     | 2.88212     |
| HU 4      | 0.01333     | 0.03273     | 0.12077     | 0.30297     | 0.85225     | 2.88163     |
| HU 5      | 0.01333     | 0.03273     | 0.12076     | 0.30304     | 0.85330     | 2.89217     |
| HU 6      | 0.01333     | 0.03273     | 0.12075     | 0.30312     | 0.85445     | 2.90472     |
| HU 7      | 0.01333     | 0.03273     | 0.12075     | 0.30317     | 0.85518     | 2.91939     |
| HU 8      | 0.01333     | 0.03271     | 0.12070     | 0.30377     | 0.86426     | 2.99643     |
| HU 9      | 0.01332     | 0.03266     | 0.12061     | 0.30491     | 0.88232     | 3.18842     |
| HU 10     | 0.01324     | 0.03220     | 0.11959     | 0.31590     | 1.03337     | 4.92038     |
| Voidage 1 | 0.01334     | 0.03273     | 0.12077     | 0.30295     | 0.85232     | 2.87900     |
| Voidage 2 | 0.01333     | 0.03273     | 0.12076     | 0.30296     | 0.85216     | 2.87468     |
| Voidage 3 | 0.01333     | 0.03273     | 0.12077     | 0.30295     | 0.85196     | 2.88204     |
| Voidage 4 | 0.01333     | 0.03273     | 0.12077     | 0.30297     | 0.85237     | 2.88244     |
| Voidage 5 | 0.01333     | 0.03273     | 0.12076     | 0.30296     | 0.85211     | 2.88003     |
| Voidage 6 | 0.01333     | 0.03273     | 0.12076     | 0.30298     | 0.85285     | 2.88383     |
| Temp 1    | 0.01333     | 0.03273     | 0.12077     | 0.30296     | 0.85208     | 2.88008     |
| Temp 2    | 0.01334     | 0.03273     | 0.12077     | 0.30295     | 0.8521      | 2.88329     |

Table A.4: The values of the delayed neutron precursor group decay constants for each of the six groups $\lambda_i$ for the scenarios described in Table A.1
Appendix B. Variable Summary

| Variable | Definition |
|----------|------------|
| $c_a$    | The specific heat capacity of the material being added to the system |
| $c_S$    | The specific heat capacity of the solution |
| $E_B(t)$ | The rate at which energy is being used to create steam within the solution |
| $E_{side}(t)$ | The rate at which energy is lost through the sides of the container |
| $k_{eff}(t)$ | The effective neutron multiplication factor of the system |
| $H(t)$   | The atomic ratio of hydrogen and uranium in the solution |
| $L_s$    | The latent heat of evaporation of water to steam |
| $\dot{m}_a(t)$ | The mass addition rate for material added to the system |
| $\dot{m}_v(t)$ | The rate at which mass evaporates at the solution surface |
| $M_{HNO_3}(t)$ | The concentration of the nitric acid |
| $m_S(t)$ | The mass of the solution |
| $N_{S,acid}$ | The mass fraction of the nitrogen contained in the nitric acid only |
| $P(t)$   | The power produced by the system |
| $p_v(t)$ | The vapour pressure of the solution |
| $p_{wa}$ | The partial pressure of water in the air above the solution |
| $T_a$    | The temperature of the material being added to the system |
| $T_S(t)$ | The temperature of the solution (assumed homogeneous) |
| $U_S(t)$ | The uranium mass fraction of the solution |
| $V_F(t)$ | The void fraction of the solution/void mixture |
| $\beta_i$ | The delayed neutron fraction relating to the $i$th precursor group |
| $\lambda_i$ | The decay rate of a delayed neutron precursor in the $i$th precursor group |
| $\Lambda(t)$ | The generation time of the system |
| $\rho_S(t)$ | The density of the solution |
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