Homogenization in fractional elasticity – One spatial dimension
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In this note we treat the equations of fractional elasticity in one spatial dimension. After establishing well-posedness, we use an abstract result in the theory of homogenization to derive effective equations in fractional elasticity with highly oscillating coefficients. The approach also permits the consideration of non-local operators (in time and space).

1 Introduction

As general references for the homogenization of (stationary) elasticity we refer to [2–4, 8] and [1, 6]. For an account of the methods mentioned here we refer to [9] with extensions in [10–12]. The equation of (fractional) elasticity can be found in [7, Section 3.1.2.5] or [5, pp. 102]. A Kelvin-Voigt type model for one spatial dimension (see also [12, Example 2.6]) may be written as follows. For $(t, x) \in \mathbb{R} \times [0, 1]$ consider

$$\partial_0 \mu(t,x) \partial_0 u(t,x) - \partial_1 T(t,x) = F(t,x),$$

$$(C(x) + \partial_0^\alpha D(x)) \partial_1 u(t,x) = T(t,x),$$

where $u$ is the displacement field, $T$ denotes the stress tensor, $\mu$ is the mass density, $C, D$ are material parameters and $F$ is a given external forcing term. The operators $\partial_0$ and $\partial_1$ denote the derivatives with respect to the temporal and the spatial variable, respectively. The scalar $\alpha \in [1/2, 1]$ is given and the fractional derivative $\partial_0^\alpha$ is understood in the sense of a functional calculus for $\partial_0$ (see [7, Section 6.1, p.427]) to be specified below. Of course the unknowns $u$ and $T$ are subject to certain boundary and initial conditions. For simplicity, we shall assume homogeneous initial conditions for $u$ and $T$ and homogeneous Dirichlet boundary conditions for the displacement field $u$. In the following, we will sketch how to prove well-posedness for the above system in an appropriate Hilbert space setting. Moreover, we address the question, whether the sequence of solutions $(u_n, T_n)_n$ of the system

$$\partial_0 \mu(n x) \partial_0 u_n(t,x) - \partial_1 T_n(t,x) = F(t,x),$$

$$(C(n x) + \partial_0^\alpha D(n x)) \partial_1 u_n(t,x) = T_n(t,x),$$

converges. Assuming periodicity of $\mu$, $C$ and $D$, we show the weak convergence of $(u_n, T_n)_n$ and derive an equation satisfied by the respective limit. A more detailed account of the results mentioned can be found in [12]. In particular, we refer to [12, Example 2.6, Example 3.5 and Remark 3.6].

2 Functional analytic framework and well-posedness

For a Hilbert space $H$ and $\nu > 0$ we denote the space of square-integrable functions on $\mathbb{R}$ with respect to the weighted Lebesgue-measure $\exp(-2\nu)\lambda$ by $L^2_\nu(\mathbb{R}; H)$. The space of weakly differentiable $L^2_\nu$-functions with weak derivative in $L^2_\nu$ is denoted by $H^1_\nu(\mathbb{R}; H) := \{ f \in L^2_\nu(\mathbb{R}; H); f' \in L^2_\nu(\mathbb{R}; H) \}$. We define the (time-)derivative $\partial_0 : H^1(\mathbb{R}; H) \subseteq L^2(\mathbb{R}; H) \to L^2(\mathbb{R}; H), f \mapsto f'$. It turns out that $0 \in \rho(\partial_0)$, $\|\partial_0^{-1}\| \leq \frac{1}{\nu}$. Moreover, there is an explicit spectral representation $\mathcal{L}_\nu$, the Fourier-Laplace transform, defined as the unitary extension of the mapping

$$L^2_\nu(\mathbb{R}; H) \subseteq L^2(\mathbb{R}; H) \to L^2(\mathbb{R}; H), f \mapsto \frac{1}{\sqrt{2\pi}} \int_\mathbb{R} e^{-ix(-\nu)\xi} f(x)dx,$$

where $L^2_\nu$ denotes the set of compactly supported $L^2$-functions. Realizing that $\partial_0 = \mathcal{L}_\nu^\ast (im + \nu) \mathcal{L}_\nu$, where $m$ denotes the multiplication-by-argument-operator in $L^2(\mathbb{R}; H)$ with maximal domain, we define the following functional calculus for $\partial_0^{-1}$:

$$M(\partial_0^{-1}) := \mathcal{L}_\nu^\ast M\left(\frac{1}{im + \nu}\right) \mathcal{L}_\nu,$$

where $M \in \mathcal{H}(\mathbb{B}(r, r); L(H)) := \{ M : \mathbb{B}(r, r) \to L(H); M \text{ bounded, analytic}\}$, endowed with the sup-norm $\|\cdot\|_\infty$. For $\beta \in \mathbb{R}$ we define $\partial_0^{[\beta]} := \partial_0^{[\beta]} \partial_0^{-[\beta]} = \partial_0^{[\beta]} (\partial_0^{-1})^{[\beta] - \beta}$. We have $\|\partial_0^{[\beta]}\| \leq \nu^{\beta}$ for all $\beta \leq 0$.
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In the application we have in mind the spatial Hilbert space $H$ is given by $L^2(0, 1)$. The spatial derivatives are thus defined on $L^2(0, 1)$:

$$\partial_t : H_1(0, 1) \subseteq L^2(0, 1) \rightarrow L^2(0, 1), f \mapsto f',$$

where $H_1(0, 1)$ is the space of weakly differentiable $L^2(0, 1)$-functions with derivative in $L^2(0, 1)$. We denote by $\partial_{1,0}$ the restriction of $\partial_1$ to functions vanishing at 0 and 1. It is evident that $\partial_1^* = -\partial_{1,0}$. The well-posedness theorem can be formulated as follows:

**Theorem 2.1** (12, Theorem 2.1) Let $\alpha \in [1/2, 1]$, $K > 0$. Let $\mu, C, D \in L(L^2(0, 1))$. We assume $\mu, D$ to be selfadjoint and that there exists $c > 0$ such that $\mu \geq c$ and $D \geq c$. Then there exists $\nu_0 > 0$ and such that for all $\nu \geq \nu_0$ and $(F, G) \in L^2_y(\mathbb{R}; L^2(0, 1)^2)$ there is a unique $(u, T) \in H^\nu(\mathbb{R}; L^2(0, 1)) \oplus L^2_y(\mathbb{R}; L^2(0, 1))$ with

$$
\begin{pmatrix}
\partial_0 (\mu) & 0 \\
(C + D\partial_0^\alpha)^{-1} & 0 \\
\end{pmatrix} 
- 
\begin{pmatrix}
0 \\
\partial_{1,0} \\
\partial_1 \\
0 \\
\end{pmatrix} 
= 
\begin{pmatrix}
F \\
G \\
\end{pmatrix}.
$$

Moreover, the estimate $\| (\partial_0 u, T) \|_{L^2_y(\mathbb{R}; L^2(0, 1)^2)} \leq K \| (F, G) \|_{L^2_y(\mathbb{R}; L^2(0, 1)^2)}$ is satisfied.

### 3 The homogenized equation

Our derivation of the limit equation is based on the following theorem.

**Theorem 3.1** (abstract homogenization result, 12, Theorem 4.1) Let $H$ be a Hilbert space, $A : D(A) \subseteq H \rightarrow H$ skew-selfadjoint with compact resolvent, $\nu > 0$, $r > 1/(2\nu)$. Let $(M_n)_n$ be a $\| \cdot \|_\infty$-bounded sequence in $H^\infty(B(r, r); L(H))$ satisfying the properties

- $\exists c > 0 \forall n \in \mathbb{N} \forall z \in B(r, r) : Re z^{-1} M_n(z) \geq c$, and
- $(M_n(\partial_1^{-1}))_n$ converges in the weak operator topology $\tau_\omega$ of $L(L^2_y(\mathbb{R}; H))$ to some $M (\iff : M_n(\partial_1^{-1}) \rightharpoonup M)$.

Then $(\partial_0 M_n(\partial_0^{-1}) + A)^{-1} \rightharpoonup (\partial_0 M + A)^{-1}$.

Now, let $\mu, C, D \in L^\infty(\mathbb{R})$ be 1-periodic and such that there exists $c > 0$ with $\mu, D \geq c$. Then, by the above theorem

$$\left(\partial_0 \begin{pmatrix} \mu(n) \\ 0 \end{pmatrix} (C(n) + D(n)\partial_0^\alpha)^{-1} - \begin{pmatrix} 0 \\ \partial_{1,0} \\ \partial_1 \\
0 \\
\end{pmatrix} \right)^{-1} \rightharpoonup \left(\begin{pmatrix} \int_0^1 \mu(x) \frac{dx}{x} \\ 0 \\
0 \\
\partial_0^{-\alpha} \sum_{\ell=0}^{\infty} \frac{1}{\ell!} \left( -\partial_0^{-\alpha} \right)_{x=1} \right) = \left(\begin{pmatrix} 0 \\ \partial_{1,0} \\ \partial_1 \\
0 \\
\end{pmatrix} \right)^{-1},$$

which can be verified by a Neumann series expansion and using that for 1-periodic mappings $b$ we have $b(n \cdot) \rightarrow \int_0^1 b$ with respect to the $\sigma(L^\infty(\mathbb{R}), L^1)$-topology (see e.g. [3, Theorem 2.6]). The resulting Kelvin-Voigt model can then be written as

$$\begin{pmatrix}
\int_0^1 \mu(x) \frac{dx}{x} \\
\partial_0^{-\alpha} \sum_{\ell=0}^{\infty} \frac{1}{\ell!} \left( -\partial_0^{-\alpha} \right)_{x=1} \int_0^1 \left( \frac{C(x)^{\ell}}{\ell!} \right) \frac{dx}{x} \\
\partial_0^{-\alpha} \sum_{\ell=0}^{\infty} \frac{1}{\ell!} \left( -\partial_0^{-\alpha} \right)_{x=1} \int_0^1 \left( \frac{C(x)^{\ell}}{\ell!} \right) \frac{dx}{x} \\
\partial_0^{-\alpha} \sum_{\ell=0}^{\infty} \frac{1}{\ell!} \left( -\partial_0^{-\alpha} \right)_{x=1} \int_0^1 \left( \frac{C(x)^{\ell}}{\ell!} \right) \frac{dx}{x} \\
\end{pmatrix} k \partial_{1,0} u.$$  

### References

[1] Z. Abdessamad, I. Kostin, G. Panasenko, and V.P. Smyshlyaev Memory effect in homogenization of a viscoelastic Kelvin-Voigt model with time-dependent coefficients. Math. Models Methods Appl. Sci., 19(9):1603–1630, 2009.

[2] A. Bensoussan, J.L. Lions, and G. Papanicolaou. Asymptotic Analysis for Periodic Structures. North-Holland, Amsterdam, 1978.

[3] D. Cioranescu and P. Donato. An Introduction to Homogenization. Oxford University Press, New York, 2010.

[4] G. Duvaut. Analyse fonctionnelle et mécantique des milieux continus application à l’étude des matériaux composites élastiques à structure périodique - homogénéisation. Theor. appl. Mech., Proc. 14th IUTAM Congr., Delft 1976, 119–132, 1977.

[5] G. Duvaut, and J.L. Lions. Inequalities in Mathematical Physics. Springer, Berlin, 1976.

[6] G.A. Francfort and P.M. Suquet. Homogenization and mechanical dissipation in thermostoelasticity. Arch. Ration. Mech. Anal. 99:265–293, 1986.

[7] R. Picard and D. McGhee. Partial Differential Equations: A unified Hilbert Space Approach. DeGruyter, Berlin, 2011.

[8] L. Tartar. The General Theory of Homogenization: A Personalized Introduction. Springer, Heidelberg, 2009.

[9] M. Waurick. Limiting Processes in Evolutionary Equations - A Hilbert Space Approach to Homogenization. Dissertation, TU Dresden, http://nbn-resolving.de/urn:nbn:de:bsz:1-qucosa-67442, 2011.

[10] M. Waurick. Homogenization of a class of linear partial differential equations. Asymptotic Analysis, 82:271-294, 2013.

[11] M. Waurick. How far away is the harmonic mean from the homogenized matrix? Technical report, TU Dresden, submitted. (arXiv: 1204.3768v3).

[12] M. Waurick. Homogenization in fractional elasticity. Technical report, TU Dresden, submitted. (arxiv:1302.1731).

© 2013 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim www.gamm-proceedings.com