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ABSTRACT

Group convolutional neural networks are a useful tool for utilizing symmetries known to be in a signal; however, they require that the signal is defined on the group itself. Existing approaches either work directly with group signals, or they impose a lifting step with heuristics to compute the convolution which can be computationally costly. Taking an algebraic signal processing perspective, we propose a novel convolutional filter from the Lie group algebra directly, thereby removing the need to lift altogether. Furthermore, we establish stability of the filter by drawing connections to multigraph signal processing. The proposed filter is evaluated on a classification problem on two datasets with $SO(3)$ group symmetries.

Index Terms— Lie algebras, Lie groups, algebraic signal processing and representation theory of algebras

1. INTRODUCTION

The empirical success of convolutional neural networks (CNNs) and graph neural networks (GNNs) is generally attributed to their ability to capture inherent symmetries (translations and permutations respectively) in the signal [1,2]. The desire to generalize this ability has led to the renewed investigation of group convolutions in group convolutional neural networks (G-CNNs), which are equivariant, i.e., the group action applied to a filtered signal equals the filter applied to the group actioned signal [3]. G-CNNs have been applied to a wide range of applications including images [4], point clouds [5], dynamical systems [6], and cancer detection in histopathology slides [7], where they are computed by transforming, or lifting, the signal to be defined on the group. In this work, we generalize group convolutions by introducing algebraic convolutional filters for any signal with a Lie group symmetry.

Group convolutions have been implemented in a number of ways. Early approaches augment the CNN architecture by including copies of filters that have been act on by group elements [3]. Building on this, information on the harmonics has been used to build filters which extend the prior approach to continuous groups [5,8]. More recently, using the PointConv [9] method, Lie group convolutions have been considered for non-homogeneous spaces [6]. While still requiring a group signal, they use the additional information of the orbits to codify a notion of locality. Here, a looser form of equivariance (in distribution only) can be guaranteed, and the signal still requires lifting if not defined on the group.

Through the lens of algebraic signal processing (ASP) [10,11], we propose a novel group algebra convolution, of which group convolutions are a particular case. In particular, we consider Lie group symmetries in signals, which require the extension of the ASP model to Banach $*$-algebras. After the ideal filter is derived using the representation (or induced transformation) of the Lie group, we describe two approximation steps to realize a tractable filter. The first requires the sampling of the Lie group, while the second relies on the interpolation of the signal space.

We have four main contributions. First, we define group convolutions when the domain of the signal is not a homogeneous space. For example, translation on pixels and rotations on angles are homogeneous, and our method allows for translation on angles and rotation on pixels. Second, we decouple the discretization of the Lie group convolution elucidating two separate sampling instances, namely the sampling on the input as well as the sampling on the group. Third, we provide an algebraically justified approach to approximate the group operator which can be done offline, enabling problems to scale. Finally, we show stability of our proposed signal by drawing connections to ASP on multigraphs [12,13]. We evaluate the proposed filter numerically on the binary classification task of knots as well as on ModelNet10 [14] (see Section 4).

2. ALGEBRAIC SIGNAL PROCESSING FOR LIE GROUPS

In this section we introduce the framework that will allow us to do formal convolutional processing of information on arbitrary spaces affected by the symmetries of a Lie group. The symmetries on a Lie group $G$ can be associated with transformations, or actions, on the domain of spaces of functions. Formally, let $X \subset \mathbb{R}^n$ be a set and $f : X \to \mathbb{C}$ be a function. A Lie group $G$ acting on $X$ means that each element $g \in G$ has a corresponding transformation $T_g : X \to X$ called a group action, such that for any $g_1, g_2 \in G$, $T_{g_1} T_{g_2} = T_{g_1 g_2}$. Then, the group action on $X$ extends to $f$ by the transformation $T_g : f \to \tilde{f}$, where $\tilde{f}(T_g(x)) = f(x)$ [15]. For example, consider the group of translations on the real line. In this case, $T_t(x) = x + t$ and $\tilde{f}(x) = f(x - t)$. If for any $x, y \in X$ there exists $g \in G$ such that $T_g y = x$, we call $X$ a homogeneous space. In this work, we will consider signals which have group symmetries, of which homogeneous spaces are a particular case.

The group convolutions we propose are an extension of the classical notion of Algebraic Signal Processing (ASP). Namely, a signal model is defined by the triplet $(A, \mathcal{H}, \rho)$, where $A$ is an associative algebra with unity, $\mathcal{H}$ is a vector space, and $\rho : A \to \text{End}(\mathcal{H})$ is a homomorphism between the algebra $A$ and the end of endomorphisms on $\mathcal{H}$ [16]. The vector space $\mathcal{H}$ and the homomorphism $\rho$ together make a representation $(\mathcal{H}, \rho)$ of the associative algebra $A$ by preserving multiplication and unit. Signals are modeled as the elements in $\mathcal{H}$, while filters are elements of $A$. Using $\rho$ we instantiate the abstract filters in $A$ into concrete operators in End($\mathcal{H}$) that transform the signals in $\mathcal{H}$. The ASP framework allows one to express a vast variety of convolutional models, including convolutional signal processing models on graphs, graphons, quivers, lattices, sets, and groups, among others [17–22].

We emphasize that ASP models encapsulate into algebraic principles the properties of a signal model, but by themselves they do not attach topological properties to any of the objects in the triplet $(A, \mathcal{H}, \rho)$. Lie groups are not only algebraic objects, but also manifolds that link the differentiability and continuity of the manifold to the algebraic properties of the group. Therefore, in order to cap-
2.1. Extending ASP to Banach ∗-algebras

To leverage ASP for the modeling of convolutional processing with/on Lie groups, we need to extend the classical notion of algebraic signal model (ASM) to include topological properties. We achieve this by exploiting the notions of Banach ∗-algebra, Hilbert space, and ∗-homomorphism (ASM) to include topological properties. We start with the extension to Lie groups, we need to extend the classical notion of algebra. The adjoint must satisfy that \((ab)^* = b^*a^*\) for all \(a, b \in A\), where \(ab \in A\) indicates the product of \(a\) and \(b\). We also recall that \(\mathcal{H}\) is a Hilbert space if \(\mathcal{H}\) is endowed with an inner product, and it is complete as a metric space with respect to the metric induced by the inner product. If we denote by \(B(\mathcal{H})\) the set of bounded operators acting on \(\mathcal{H}\), we say that \(\rho: A \to B(\mathcal{H})\) is a ∗-homomorphism if \(\rho(a^*) = \rho(a)^*\). With these concepts at hand, we now formalize the notion of ASM used in this paper.

**Definition 1.** An algebraic signal model (ASM) is a triplet \((A, \mathcal{H}, \rho)\), where \(A\) is a Banach ∗-algebra with unity, \(\mathcal{H}\) is a Hilbert space, and \(\rho\) is a ∗-homomorphism between \(A\) and \(B(\mathcal{H})\).

From Definition 1, a rich variety of convolutional signal models can be derived. Fixing \(\mathcal{H}\) and choosing different algebras and/or ∗-homomorphisms, it is possible to leverage different types of symmetries of the data. Likewise, while fixing the algebra, it is possible to leverage specific symmetries into different types of signals and on different domains. We define the Lie group algebra formally.

**Definition 2** (Lie group algebra). Given a group \(G\) and Haar measure \(\mu\), the Lie group algebra, denoted \(L^1(G)\), is defined by \(L^1(G) := \{ f \in C_c(G) \left| \int_G |f| d\mu < \infty \right. \}\).

For our discussion and for the rest of the paper we choose \(A = L^1(G)\) for a given Lie group \(G\). The vector space \(L^1(G)\) becomes an algebra by choosing a product \(*\) between elements of \(L^1(G)\) given by the well known group convolution [24, 25]. Now, we define on \(L^1(G)\) an involution operation given by \(f^*(x) = \Delta(x^{-1}) f(x^{-1})\), where \(\Delta\) is the modular function of \(G\). In particular, if \(\mu\) is a left Haar measure on the group \(G\) and \(x \in G\), we can define another measure \(\mu_s(E) = \mu(Ex)\). As shown in [24] there exists a unique function \(\Delta(x)\) - independent of \(\mu\) - such that \(\mu_{s} = \Delta(x)\mu\). The term \(\Delta: G \to (0,\infty)\) is known as the modular function of \(G\). Putting all these attributes together, \(L^1(G)\) is a Banach ∗-algebra.

Given the induced group action \(T_g\), we let \(\rho: L^1(G) \to B(\mathcal{H})\) be the algebra homomorphism by letting \(\rho(a)f = \int_G a(g)T_g f d\mu(g)\).

The convolution expression in (1) has two main advantages. First, the operation is a formal convolution between the algebraic filter \(a\) and the signal \(f \in \mathcal{H}\). This convolutional operation is not conditioned to have the elements in \(\mathcal{H}\) as functions whose domain is a homogeneous space. Second, the induced group action \(T_g\) is completely determined by the geometry of the space \(X\) and can be computed offline. The model is shown in Figure 1. Also shown in Figure 1 are the steps to make the integral in (1) tractable, which we formally describe in the following section.

**3. Algebraic Relaxations**

There are two main steps to approximate the integral in (1). The first is the sampling on the group, and the second is the sampling on the Hilbert space (which is generally where the signal lies in practical applications).

3.1. Sampling of the Lie Group

We first consider finding a representative sampling of \(\hat{G}\) of \(G\) so that we can construct filters on the algebra \(\mathcal{M} = \{ a: \hat{G} \to \mathbb{C} \} = \{ \sum_{g \in G} a(g)g \}\). The homomorphism \(\hat{\rho}\) is consequently given by

\[
\hat{\rho}(a)f = \sum_{g \in \hat{G}} a(g)\mathbb{T}_g f.
\]

In order to obtain \(\hat{G}\), we turn to the corresponding Lie algebra, and we use a discrete exponential map to generate this discrete version of the group. We formalize this in the following definition.

**Definition 3.** Let \(G\) be a Lie group and let \(\mathfrak{g}\) be its associated Lie algebra. Let \(\mathfrak{g} \subset \mathfrak{g}\) be a basis of \(\mathfrak{g}\) as a vector space, and let \(\hat{G}_\delta\) be the subset of \(G\) given by \(\hat{G}_\delta = \{ e^{\epsilon x}: x \in \mathfrak{g}, \epsilon \in \mathbb{Z}, \delta \in \mathbb{R} \}\) where \(\delta\) is fixed. We say that \(\hat{G}_\delta\) is a discrete approximation of \(G\) with resolution \(\delta\).

Now, we use the elements in \(\hat{G}_\delta\) to generate an approximated version of \(L^1(G)\), that we denote by \(\hat{L}^1(\hat{G}_\delta)\). It is important to remark that the approximation proposed in Definition 3 is justified by the fact that the exponential map is locally one-to-one and onto (see [23, p. 67]).

3.2. Sampling the Hilbert space

The second approximation takes the form of interpolation error from the sampled signal. Consider first a continuous signal \((X, f(X))\) such that the group transformation \(T_g f\) is well defined. In most applications of interest, the continuous signals are sampled according to some distribution. Define \(X\) by the \(N\) discrete points \(X = \{ x_i \in X \}_{i=0}^{N-1}\). We can similarly define a function \(f_X: X \to \mathbb{C}\) by evaluating \(f\) at \(x_i \in X\) for all \(i = 0, \ldots, N-1\). When we apply the group transformation \(T_g(x_i)\), it is not necessary that \(T_g(x_i) \in X\). It follows that the induced group transformation on \(X\) is not defined.
However, it does hold that $T_\rho(x_i) \in X$. Using this, we propose the use of interpolation to estimate the induced group transformation. In this section, we describe the algebraic justification for interpolation. We use $f$ to denote the sampled signal.

Starting with the sampling $X = \{x_i \in X\}_{i=0}^{N-1}$, we define the Voronoi cells around each point $x_i$ by using the inner product norm of the Hilbert space $d(a,b) := \sqrt{(a-b,a-b)}$ by $C_i := \{x_i \in X|d(x,x_i) \leq d(x,x_j) \text{ for all } i \neq j\}$. Given the Voronoi cells $C_i$, for $i = 0, \ldots, N-1$, we define the subspace of piece-wise constant functions on the Voronoi cells $\mathcal{F} := \{f \in H|f(x) = c_i \in C \text{ for all } x \in C_i\}$.

Consider the isomorphism between $\mathcal{F}$ and $f_X$, $\xi : \mathcal{F} \rightarrow f_X$, where the value of $f_X(x_i)$ is assigned by $c_i$. Further, recall that the induced group transformation is the image of an element in the Lie group algebra $\rho(a) = T \in B(H)$. As such, we would ideally like the induced transformation on $f_X$ by $\rho_{\text{dual}}(a) \equiv \xi \circ \rho(a) \circ \xi^{-1}$. Of course, as discussed earlier, it is not necessary that $\rho(a) \circ \xi^{-1} \in B(\mathcal{F})$. As such, we require a projection operator $\pi$ which projects any element of $H$ to the piece-wise constant subspace $\mathcal{F}$. We define this mapping as $\pi : H \rightarrow \mathcal{F}$. The resulting induced transformation therefore becomes $\rho_{\text{dual}}(a) \equiv \xi \circ \rho(a) \circ \xi^{-1}$. Due to the interpolation, there is a loss of information in $\rho_{\text{dual}}$. We note, however, that this error is minimized by the choice of interpolation schemes, which are well studied both for scattered points as well as structured grids [26, 27]. In this work, we consider natural neighbor interpolation, which is known to be equivalent to barycentric interpolation [28] shown in Algorithm 1. The proposed filter in (2) therefore becomes

$$\hat{\rho}(a)f = \sum_{g \in G} a(g)\hat{T}_g f = \sum_{k=0}^{K-1} \alpha_k \hat{T}_g(k) f,$$

(3)

where we number the coefficients and group actions by $k = \{0, \ldots, K - 1\}$ given an ordering on the monomials. For example, given two generators $\{g_1, g_2\}$, define $\Pi_{1,2}(g_1, g_2) = \{g_1g_2, g_2g_1, g_1g_2g_1\}$, where the subscript denotes the number of times the $g_i$ generator appears. We denote the $k^{\text{th}}$ element of the set $\{\Pi_{1,2}(g_1, g_2)\}_{1,2 \neq 0} = g(k)$. This extends to any finite number of generators. Note that $\hat{\rho}$ depicts the estimation by relaxing the continuous group through the exponential map (section 3.1), and $\hat{T}$ shows the estimation of the interpolation scheme.

### 3.3. Stability of the relaxed filter

Closer inspection of the realized filter (3) elucidates connections between the discretized Lie group signal and multigraphs [29]. In particular, $f$ can be viewed as a graph signal where each element $x_i$ is a node of the graph. Moreover, the sparse transformation $\hat{T}_g$ takes the form of a graph shift operator. The image of the exponential map of each element in the Lie algebra basis $X \in \mathfrak{g}$ represents a separate graph shift operator whose combinations are not necessarily commutative. Let $g_i := e^{i g_i x_i} |_{x_i=1}$. Then, we denote the set $\{g_1, \ldots, g_n\}$ by $G$. Using this, the ASP model on multigraphs has the same convolutional filter form as (3) with two main differences. First, the algebra $\mathcal{A}$ for multigraphs is the polynomial algebra with $n$ generators $t_1, \ldots, t_n$. Second, the homomorphism is given by the shift operators $\rho(t_i) = T_{g_i}$ constructed by Algorithm 2 in Figure 1, we see the equivalence of $a$ and $p(G)$, the polynomials on $G$.

Given that the realized filter is a non commutative ASP model on multigraphs, it follows that the stability results of non commutative algebras hold as well. In particular, by Corollary 1 of [30], the stability (see [30, Definition 10]) takes the from of

$$\|p(\hat{T}) f - p(T(\hat{T})) f\| \leq C (\|T\|_{\text{Lip}} + O(\|T\|)) \|f\|,$$

(4)

where $\|\cdot\|_{\text{Lip}}$ is the Lipschitz norm and $T$ is a perturbation model. The inequality in (4) states that a filter is stable when the deformation in the operator is proportional to the size of the deformation.

### 4. NUMERICAL RESULTS

We evaluate the Lie group algebra filters on two problems with $SO(3)$ group symmetries. In particular, we consider a custom binary classification for knots in $\mathbb{R}^3$ and the ModelPoint10 [14] dataset.

**Knot Dataset:** We introduce the problem of binary classification on knots in $\mathbb{R}^3$ and the ModelPoint10 [14] dataset.
In all simulations, we set the learning rate equal to 10. We run each simulation ten times with different random seeds. For each dataset, we train the models with cross entropy loss as the FCNN. In the right column, the number of samples is 1000, which is too large for LieConv-1 and LieConv-2. Each row shows the distribution used to draw the samples.

For our experiments, we set $N = 200$, and the Gaussian jitter position noise is drawn from $N(0, 0.01)$ during training and $N(0, 0.1)$ for testing, with $\tau = 1$. There are 120 knots used during training and 140 knots used during testing. The balance of the classes are equal.

**ModelPoint10 Dataset [14]:** The ModelNet10 [14] dataset contains 4,899 CAD models for 10 categories. The dataset is split into 3,991 samples for training and 908 for testing. After normalizing the dataset, we rotate the signals so they are no longer aligned. In particular, similar to the Knot dataset generation, signals are rotated at random by selecting a group action $g \in SO(3)$. We project each point cloud onto the Grid, Uniform, Sphere, and Gaussian sampling schemes described in the previous subsection.

**Implementation details:** We train each model for 100 iterations with a batchsize of 16. We train the models with cross entropy loss and an ADAM optimizer with no weight decay. For each dataset, we run each simulation ten times with different random seeds. For all simulations, we set the learning rate equal to $10^{-3}$. We evaluate the performance of our model with the classification accuracy on the test data and compare it to two baselines. The first is a naive fully connected neural network (FCNN) with one hidden layer of length 50. The second is a filter implementation of LieConv [6], where we remove the residual net architecture to compare the convolution layer itself. We denote our proposed filter by GrpA. For all methods, we consider one and two layer architectures, denoted by the number after the method in Figures 2 and 3.

**Discussion:** The classification test accuracies on the Knot and ModelNet10 datasets are shown in Figures 2 and 3 respectively. First, consider the trend of adding a second layer. With only a few exceptions, adding a second layer to the model increases the accuracy across all models, all sample sizes, and all sample schemes. This is expected due to the increased expressibility of the model with more parameters. Next, we look at the performance across the sample sizes. In general, for FCNN, increasing the sample size decreases the performance. In contrast, the proposed GrpA networks increase in accuracy when the sample size is increased. We emphasize that the increased sample accuracy for LieConv is not computed due to intractability for larger dataset sizes. Finally, we also notice a difference in the test accuracy depending on the sampling method chosen. In particular, we find that the performance generally increases from Uniform to Grid to Sphere. The difference between Sphere and Grid is better highlighted in the ModelNet10 numerical simulations.

5. CONCLUSION AND FUTURE WORK

In this work, we considered Lie group convolutions on non-homogeneous spaces by using the Lie group algebra homomorphism. In particular, we extended the ASP model to Banach $*$-algebras, proposed two algebraically justified relaxations, and established stability through a connection to multigraphs. Our numerical simulations revealed that the signal sampling plays a large role in the overall performance of all models and that GrpA not only outperforms LieConv in most settings, but also enables group convolutions in large dimensional spaces through the use of sparse transformation matrices. We leave the formal investigation to bound the distance between the ideal and realized filter to future work, and we believe the bound can be achieved by considering the bandwidths of the signal and Lie group algebra.
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