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Abstract
Recently discovered Spectre and meltdown attacks affects almost all processors by leaking confidential information to other processes through side channel attacks. These vulnerabilities expose design flaws in the architecture of modern CPUs. To fix these design flaws, it is necessary to make changes in the hardware of modern processors which is a non-trivial task. Software mitigation techniques for these vulnerabilities cause significant performance degradation. In order to mitigate against Spectre and Meltdown attacks while retaining the performance benefits of modern processors, in this paper, we present a real-time detection mechanism for Spectre and Meltdown attacks by identifying the misuse of speculative execution and side channel attacks. We use hardware performance counters and software events to monitor activity related to speculative execution, branch prediction, and cache interference. We use various machine learning models to analyze these events. These events produce a very distinctive pattern while system is under attack; machine learning models are able to detect Meltdown and Spectre attacks under realistic load conditions with an accuracy of over 99%. To the best of our knowledge, this is the first-ever run-time detection of Meltdown attack on Intel’s architecture using hardware/software events and machine learning.
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I. INTRODUCTION
The cache-based side channel attacks have evolved since the last decade and imposing significant threats on computer systems security. Researchers are still working on software and hardware mitigation and detection techniques to resolve these issues. On top of that, recently discovered Meltdown and Spectre vulnerabilities also become possible due to these cache-based side channel attacks. All CPUs use speculative execution, out-of-order execution, and branch prediction to enhance performance of CPUs. Spectre [1] is a software vulnerability that exploits branch prediction to reveal secret data. The speculative execution, which results from branch mispredictions, leaves observable effects in the cache. Meltdown [2] is a hardware vulnerability which exploits out-of-order execution. It allows any process to read all main memory even when it is not authorized to do so [3]. The out-of-order memory lookups leave noticeable effects in the cache. Both Meltdown and Spectre attacks influence the cache, which can be observed through CSCAs. These hardware flaws can be fixed only by changing the CPUs hardware [1,2]. These vulnerabilities also impact the way future CPUs will be designed.

Although, numerous software mitigation techniques have been proposed to mitigate these attack [4], [5], [6], [7], [8], [9], [10], [11], [12]. These mitigation techniques cause significant performance degradation. In the case of Spectre, it is not possible to fix this issue with a single patch, because Spectre has many variants and each variant required a single patch [13]. Several software based protection techniques have been proposed to mitigate Spectre attacks. Spectre mitigation techniques have been reported to slow down the performance by 5-12% [14]. In the case of Meltdown, software mitigation called ‘KAISER’ was proposed by Maurice et al. [15]. It is implemented with the name of KPTI (Kernel Page Table Isolation) in Linux. KAISER has also reported to slow down the CPU performance [16]. Also, in [17] Evtyushkin et al. performed branch predictor attack by escaping KASLR.

In order to make computing devices safe from these hardware flaws, user will need to install patches as soon as they are rolled out. However, it is not possible for all systems to install these patches as soon as they are rolled due to compatibility issues. Despite valiant efforts, mitigation techniques against Meltdown and Spectre attacks are not perfect. Mitigation techniques provide protection against specific variants of Spectre and Meltdown attacks. However, multiple variants of these attacks are coming each day. Also, the effectiveness of these software mitigation techniques comes for the price of performance loss. Therefore, detection techniques can be used as a first line of defense against such attacks and system should apply performance costly mitigation only after detecting these attacks. For detection based prevention strategy to be effective, detection need to be highly accurate, incur minimum system overhead at run-time, and capable of early-stage detection of attacks, i.e., before they complete.

Under these limitations of software mitigation techniques, it is essential to introduce real-time detection technique for Meltdown and Spectre attacks until these attacks are shut down by modifying the hardware of future processors and an
all-weather software protection techniques against such attacks do not slow down the performance. We propose real-time
detection techniques for Meltdown and Spectre using hardware and software performance counters and machine learning. Our
propose detection technique can identify attacking processes with high detection accuracy and minimum system overhead
under realistic system load conditions. Similar real-time detection technique has been proposed by Jonas [18] for the detection
of Spectre attack. However, they detected Spectre attacks by identifying cache-based side channel attacks and used only cache
related hardware performance counters. Using only cache related hardware events is not reliable indicator for the Spectre
attacks detection. Because Spectre attacks also exploit branch predictors. Therefore, we need to include hardware events related
to branch prediction to make detection more effective.

In this paper, we address the problem of accurate and effective detection of Meltdown and Spectre attacks. We present
a novel detection technique for attacks which exploit hardware speculation, branch prediction, and out-of-order execution.
For Spectre detection, we use hardware performance counters to monitor the caching pattern and branch prediction related
events pattern for all running processes. For Meltdown detection, we use hardware performance counters to monitor caching
activity for all the running processes and one software event related to page faults. We find that Meltdown attack produces
significantly high number of page faults than other benign processes of same computational requirement. We use machine
learning models to identify attacking processing by using performance counters collected data. Although thresholding based
methods, namely; correlation-based approach, anomaly detection, can also be used for detection, but smarter adversaries can
easily bypass detection techniques that are based on thresholding methods [19]. Followings are the main contributions of this
paper:

1. We propose a novel detection techniques for Spectre and Meltdown attacks using hardware and software performance
counters.
2. We find effective hardware performance counters for the detection of Spectre attack. We demonstrate the effectiveness of
our detection technique under realistic system load conditions, i.e., under No load, Average load and Full load conditions,
with high-performance accuracy and minimal performance overhead.
3. We propose, to the best of our knowledge, a first-ever detection technique for Meltdown attack using hardware/software
performance counters and machine learning. We demonstrate that the out-of-order memory lookups in case of Meltdown
attack generate significantly high number of page faults which can be used as a better indicator for Meltdown attack
detection along with cache related hardware events.
4. We find hardware and software related events that are directly related to attacks, exploit hardware speculation, branch
prediction, and out-of-order execution. Therefore, our proposed detection technique can also be used to detect attacks
which exploits performance enhancement features of CPUs.
5. We provide experimental results and discussion on detection accuracy and system-wide performance overhead for selected
machine learning models. We show that the Machine learning models are successfully able to identify processes which
use Meltdown and Spectre attacks. We also show that computationally less expensive linear machine learning models
provide same detection accuracy as of computationally expensive ML models like CNN which is based on deep learning
(Convolutional Neural Network).
6. We demonstrate the circumstances to select best performing machine learning models and constraints related to the
utilization of HPCs.

In section II we give the necessary background to understand Meltdown and Spectre attacks such as cache-based side channel
attacks. In section II-A, hardware speculation attacks, in section II-B out-of-order execution, in section II-C Meltdown attack
in section II-D Spectre attack in section II-E and hardware/Software performance counters attacks in section II-F. Section
III presents related work. Section IV presents the working principle of run-time detection mechanism. Section VI provides
experimental evaluation and discussion. Section VIII concludes this paper.

II. BACKGROUND KNOWLEDGE

This section provides the fundamental background needed to understand the methodology, experiments and results of our
proposed solution.

A. Cache-based side channel attacks

Side channel attacks are the attacks which observe the side effects generated by optimization methods used in computer
systems. When the state of cache is shared between two different programs for execution, there might be a potential risk of
timing channel as the victim and attacker might be sharing the same resources and attacker can observe the victim’s execution
with minute timing variations because the timing of one program is dependent on the execution of the other program [20],
[21]. Cache-based side channel attacks are also known as timing attacks. These attacks work by exploiting the cache timing
information. Loading something from the main memory takes a lot more time than loading something from the cache. Attackers
observe how long it takes to access the data from a specific memory address. From this timing information, the attacker can conclude that either accessed data is present in cache or not. Many cache-based side channel attacks such as PRIME+PROBE [22], EVICT+TIME [23], FLUSH+RELOAD [24], and FLUSH+FLUSH [25] have been proposed to leak secret information from cryptographic.

CSCAs also plays a role in making Spectre and Meltdown attack possible. Both these attacks are not possible without these side channel attacks. We can use any cache-based side channel attacks to perform Spectre and Meltdown attacks, but the original work of Meltdown and Spectre used FLUSH+RELOAD attack. Flush+Reload [24] falls under the classification of trace-driven attacks because it relies on presence of page sharing. To add to the problem of inclusive caches, x-86 architecture provides privileged instructions, such as clflush instruction, for flushing the memory lines from all cache levels, including the last level cache (LLC), which proves to be a major threat and core advantage for attacks using Flush+Reload technique. In the first phase of flushing, the attacker flushes (evicts a shared cache line) using clflush instruction. After flushing the cache line, attacker remains in the idle state and lets the victim operate. In the step of Reload, it observes the timing information by reloading the shared cache line. The timing information reveals the interest of victim program. Stealth reload indicates that this cache line was affected by victim and slow reload shows that the victim did not access it. This mechanism is exploited by attacker to leak secret information.

B. Hardware speculation

Hardware speculation is a technique used to make instructions execution rate high through dynamic branch predictions and dynamic scheduling of instructions. Branch predictors try to guess which way the branch will go before this is actually known by CPU. Branch predictors uses the history of taken or not taken branches to predict the outcome of conditional branches at run time. Branch predictors are used to enhance the performance of conditional and jump branch instructions. Branch predictor guess the outcome of branch instructions. Usually, it speculates the control flow of branch instructions using history of the same branch instructions. In case of conditional branch instructions, usually two way branching is used for conditional branch instructions. The outcome of conditional branch can either be taken or not taken. It is not known either branch will be taken or not taken until the condition branch has been evaluated. Without branch prediction, processor has to stall in pipelined stage until the conditional branch has been calculated that will be a wastage of processor cycles and no other instruction can enter in fetch stage of pipeline. Therefore, branch predictors are used to avoid this waste of processor time. During program execution, branch predictor guess either conditional jump is likely to be taken or not. The branch which is predicted to be most likely, is fetched and speculatively executed before the result conditional is actually known. If in later stage, it is known that the guess of predictor was wrong, processor discards the result of speculatively executed instructions [15] and starts to execute correct branch. If branch prediction was correct, it will significantly increase the instructions execution rate and hence performance.

All existing processors use branch predictors to guess the outcome of direct branches, indirect jumps and calls [26]. All variants of Spectre attack exploit direct branches, indirect branches and calls. Several processor components are used for predicting the outcome of branches. The Branch Target Buffer (BTB) keeps a mapping from addresses of recently executed branch instructions to destination addresses [2]. Spectre attack mistrains the history of BTB to execute unauthorized instructions speculatively.

C. Out-of-order execution

Out-of-order execution is an optimization method used by modern processors to achieve maximum utilization of execution units available in a CPU. In Out-of-order execution, instructions are fetched in compiler generated sequence. But instructions can be executed in order or Out-of-order depending on the data hazards and structural hazards between instructions. Instructions can execute Out-of-order, but they complete in order only [27]. A processor having out-of-order execution functionality does not wait for the instructions to complete their execution in sequential order. Preceding instructions start executing if all necessary operands and functional units are available without waiting for the previous instructions to complete their execution. Meltdown attack exploit this feature of modern processors by using out-of-order memory lookups. It is explained in more details in section II-D.

D. Meltdown Attack

Meltdown is a hardware vulnerability which affects Intel x86 microprocessors, IBM POWER processors, and some ARM-based microprocessors. Meltdown [2] exploits out-of-order execution of microprocessors to leak secret information from user space and Kernel space of same process and other processes. It bypasses page level permission check through out-of-order execution of unprivileged instructions. Memory protection mechanism is provided in all processors through operating system that prevents a user level program to read data from kernel space or from any other use level program. However, side effects generated by out-of-order execution makes it possible to bypass this Memory protection mechanism. Even an unprivileged user
level program can read all main memory with Meltdown attack. It is a two-step attack. In first step, meltdown bypass the memory isolation by executing unprivileged instruction out-of-order. In second step, it performs cache-based side channel attack to observe footprints of accessed data from cache. Listing 1 shows the code snippet used to first raise an exception or segmentation fault and in line 3 accessed the probe array.

Listing 1: Meltdown Attack

1. raise_exception();
2. // the line below is never reached
3. access(probe_array[data * 4096]);

When exception occurs, control flow of program shifts to operating system and next instructions do not get executed. In above example, array will not be accessed because control flow moves to operating system and terminate the process. But due to out-of-order execution, line (3) may be executed out-of-order before kernel terminates the application. But the instructions executed out-of-order will not be committed due to exception. The instruction which will be executed out-of-order do not have any effect on registers and memory. However, they have microarchitectural side effects which can be observed through caches. During out-of-order memory lookups, referenced memory is stored both in registers and cache. If out-of-order executed instruction does not commit, the results of instruction are discarded from memory and registers. But the contents of the referenced memory do not remove from cache until the cache replacement policy applies. Once the data are in cache, Meltdown attack use a cache-based side channel attack such as FLUSH+RELOAD to determine either a specific memory location is cached or not [24]. Based on this observation, attacker can leak the secret information by performing Flush+Reload continuously. Meltdown attack use exception handing to control the flow of code from being transferred to operating system, which saves the application termination. However, we can still monitor this exception signal through software events of Perf [28]. This exception or segmentation fault signal is a good indicator for the detection of Meltdown attack. We discuss more about this software performance counter in VI.

E. Spectre Attack

Unlike meltdown attack, Spectre [1] does not generate any exception or segmentation fault instead it exploits branch prediction to bypass isolation between user level processes. Spectre has multiple variants. But, we discuss Spectre variant 1 and variant 2 that are used in original work of Spectre attack. Other variants of Spectre such as BranchScope [29], Netspect [30], Speculative buffer overflows [31], ret2spec [32], ExSpectre [33] are also related to Spectre variant 1 and Spectre variant 2. Spectre attacks mistrain the branch prediction units of almost all processors. Branch predictor are use for prediction of conditional branch instruction, indirect branch instructions and return stack buffer. Spectre variants are available for all three types of branch instructions. For condition branches, branch predictor predicts whether a conditional branch, such as if else instructions, will be taken or not taken. Branch predictor guess the direction of conditional branch depending on the history of branches. Similarly, branch predictor make guess for indirect branches and calls [27]. All these branch instructions are exploited by Spectre attack to leak secret information.

Spectre attack is also a two-step attack. In step one, attacker mistrains the branch predictor of CPU to speculatively execute unprivileged instructions. In second step, perform cache-based side channel attack to leak information unauthorized reference memory. Listing 2 shows the code snippet of Spectre variant 1.

Listing 2: Spectre variant 1 code snippet

1. if (x < array1_size)
2.   y = array2[array1[x] * 4096];

In variant 1 of Spectre attacks, the attacker mistrains the branch predictor unit of CPU’s to mispredicting the direction of conditional branches. Attacker mistrains the CPU’s branch predictor to execute unprivileged branch instructions which were not executed otherwise. The attacker first trains the branch predictor to always take decision of conditional branch as a taken branch and after training the branch predictor, attacker executes out of bound instruction. In the example above, assume that the variable x contains attacker-controlled data. To ensure the validity of the memory access to array1, the above code contains an if statement whose purpose is to verify that the value of x is within a legal range. We show how an attacker can bypass this if statement, thereby reading potentially secret data from the process’s address space.

First, during an initial mistraining phase, the attacker invokes the above code with valid inputs, thereby training the branch predictor to expect that the if will be true. Next, during the exploit phase, the attacker invokes the code with a value of x outside the bounds of array1. Rather than waiting for determination of the branch result, the CPU guesses that the bounds check will be true and already speculatively executes instructions that evaluate array2[array1[x]*4096] using the malicious x. Note that the read from array2 loads data into the cache at an address that is dependent on array1[x] using the malicious x,
We will discuss further about selected hardware and software events in section 4.2.
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F. Hardware Performance Counters (HPCs)

Hardware performance counters have been available in all microprocessors for more than a decade. Hardware performance
counters are special purpose registers built in the microarchitecture of CPUs [28]. HPCs are available as a hardware registers that
monitor data about processor events. These hardware performance counters are used to monitor CPU activity during program
execution like total cycles, retired instructions, branch prediction, cache missed and cache hits. Modern Processors support
hundreds of hardware performance counters, but physically only few hardware counters are available Hardware performance
counters are mainly used for debugging and performance analysis of programs under execution. However, researchers are also
using HPCs for security applications e.g. malware detection, cache-based side channel attacks detection. Performance counters
has been used in research work [34], [35], [36] for dynamic profiling and intrusion detection

G. Software performance counters

Almost all operating systems support software performance counters, such as, page faults, major page faults, minor page
faults and invalid page faults. Unlike HPCs, software events are not a microarchitecture specific events, but specific to operating
systems. All operating systems provides tools to monitor software performance counters. Like, Linux provides a performance
monitoring tool known as perf [28] to monitor both hardware and software events. Unlike PAPI, Perf supports both hardware
and software performance counters [37]. Perf have been used in research [38] for performance analysis of applications. In this
research paper, we have used PAPI for the detection of Spectre attacks and Perf tool for the detection of Meltdown attacks.
We will discuss further about selected hardware and software events in section 4.2.

III. RELATED WORK

This section summarizes the state-of-the-art on cache-based side channel attacks detection techniques (using machine
learning and hardware performance counters) and explains their issues and limitations. Since the evolution of cache-based
side channel attacks, researchers have proposed various detection techniques. Most of them have limitation and issues for
practical implementation. Only some proposed detection techniques provided an evaluation of their proposed methodologies
under realistic system load conditions. In [19] Chiappetta et al. used Neural Networks and HPCs to detect FLUSH+RELOAD
attack on RSA, AES, and ECDSA. They used PAPI to monitor HPCs events related to L3 cache regularly [39]. They used this
monitored data for detecting FLUSH+RELOAD attack using Neural Networks. Although, they did not provide experimental
evaluation of detection technique under realistic system load conditions and also did not comment on performance overhead
of their detection technique. Neural Networks acquire high performance cost during training and detection stage. Therefore,
they are not appropriate for detection of side channel attacks. In [40] Mushtaq et al. used linear machine learning models and
HPCs to detect FLUSH+RELOAD and FLUSH+FLUSH attacks on RSA and AES respectively. They provided experimental
evaluation of detection techniques using realistic system load conditions and analyze results on detection accuracy, speed and
system-wide performance overhead for linear machine learning models. Their results show that linear ML models incur low
performance overhead and are suitable for run time detection of side channel attacks. In [41] Mushtaq et al. used machine
learning and hardware performance counters to detect Prime+Probe attack on AES implementation. They have shown good
experimental results under realistic system load conditions. In recent years, similar research work such as [42], [43], [44], [45]
has been done to detect cache-based side channels attacks and malware detection using HPCs and machine learning models. These research works shown the potential HPCs have for detecting cache-based side-channel attacks.

Meltdown and Spectre are recently discovered attacks. Only few detection techniques are proposed to detect Spectre attacks and to the best of our knowledge, no detection technique is reported for Meltdown detection. In [18] Jonas et al. proposed a real-time detection technique for Spectre attacks using hardware performance counters and Neural Networks. They built detection model by training Neural Networks using HPCs data on benign and Spectre processes. They detected the Spectre attack by identifying the cache-based side channel attack which is similar to the work of Chiappetta [19] and Mushtaq [40]. Their proposed detection technique has multiple issues and limitations. Firstly, they detected Spectre attacks by identifying Cache side channel attacks without considering the main root cause of Spectre attacks. They used hardware events such as L3 cache misses, L3 cache accesses, the total number of instructions and total CPU cycles which are related cache-based side channel attacks only. Therefore, their detection technique is only for cache-based side channel attacks detection. In [46] Yao et al. showed that cache related hardware events are not a good indicator for cache timing attacks detection and smarter adversaries can easily spoofed cache misses and accesses patterns to bypass existing detection techniques. Therefore, detection Spectre only by identifying side channel attack is not a strong detection technique. Secondly, their detection technique is performance costly due to Neural Networks high resources requirement during training and detection phase. In [47] Mushtaq et al. provided experimental evaluation and comparative analysis on the use of various Machine Learning (ML) models for detecting Cache-based Side Channel Attacks (CSCAs) in Intel’s x86 architecture. They showed that linear machine learning models provide higher detection accuracy under realistic system load condition with minimum performance overhead. Therefore, it is not suitable to use Neural Networks when linear ML models can provide excellent results with minimum performance overhead.

As we discussed in section II-E The Spectre is a two steps attack. In the first step, the attacker exploits the branch predictions to execute unprivileged instruction speculatively, and in the second phase, the attacker executes side channel attack to extract secret information. In order to detect all variants of Spectre attacks, we need to consider the main root cause of these attacks. The main root cause of Spectre attacks is mis training of branch predictors units. Therefore, we also need to add hardware events related to the first step of the Spectre attack. In [48] Vougoukas et al. showed that branch predictors increase their misprediction rate by as much as 90% on average when used by the attacks which exploit branch prediction. The Spectre attack also exploits branch prediction. Therefore, the total branch instructions and total branch miss-prediction can prove to be a good indicator for the detection of the Spectre attacks. The novel contribution of our research work is that we are using hardware events which are directly related to the Spectre attack along with cache-based side channel attack. In case of Meltdown attack, to the best of our knowledge, we are the first one to propose the detection technique. Although in [18] Jonas et al. mentioned that we can detect meltdown attack by identifying side channel attack. However, they did not provide the experimental evaluation of meltdown detection technique. They also did not talk about the primary cause of Meltdown Vulnerability. Meltdown attack produces significantly large page faults than other benign processes of the same computational requirement. Page faults can be a good indicator for the detection along with cache-related events.

IV. PROPOSED RUN-TIME DETECTION MECHANISM

![Fig. 1: Abstract view of detection mechanism.](image)

A. Detection Methodology

Figure 1 shows the methodology of our proposed detection technique for Spectre and Meltdown. Our proposed detection technique tracks all the processes and monitor counters values for each process and pass counters values to detection technique. Detection Service sends the PID of malicious processes to an application which decides about these malicious processes such as Meltdown and Spectre. As we propose only detection technique and does not propose mitigation, therefore mitigation technique can decide with to do with these malicious processes.
To monitor malicious processes, the process tracking service tracks the processes as soon as they start or stop. It also gets the PIDs of the concurrent processes. Processing tracking service sends this information to performance counter monitoring service. Performance counter monitoring service perform run time profiling of these processes by monitoring performance counters values. Performance counters monitoring service sends the processes PIDs along with their monitored counter values to Detection service. Detection Service decides whether the crossponding process is malicious or benign. Detection Service forwards the PIDs of malicious processes to the application which decides that what to do with these malicious processes. We provide more information on detection service in section 4(B).

B. Detection Service

This section summarizes details on our propose detection technique for Meltdown and Spectre attacks. Machine learning has already been used for security applications such as in [19], [49], [50], [51], [52], [53], [54]. Machine learning models are used to find patterns in data by identifying input output relationship. ML models are used for binary and multi classification of data [55]. We use ML models for binary classification problem because our detection technique classifies processes either as malicious or benign. ML models can be divided into types of linear and non-linear models. We select machine learning models which incur low performance overhead and offer easy implementation feasibility. We select three linear machine linear models and we also select Neural Networks for experimental evaluation because we compare its results with other linear ML models. We perform experiment with 3 linear models and 1 non-linear model namely; LR, SVM, LDA and CNN, due to following reasons. Although, it is the most important one, classification accuracy is not the only parameter to consider while deploying a ML model for detection mechanism. We reason that the other most important parameter to examine while comparing ML models is their implementation feasibility. ML models should also be able to quickly provide their decision on detection based on the profiling of processes using HPCs. Moreover, the performance overhead caused by ML models for detection should be reasonable. We retrieve the features using performance counters and train these models on them. Counters provides real time information of all concurrent processes.

Our detection mechanism consists of three phases namely; the Training phase, Run-time profiling and Classification phase and detection phase.

1) Phase-I: Training of ML Models: In training phase, we train the machine models being used for detection technique of Spectre and Meltdown. We profile Meltdown/Spectre and other benign processes under Attack and No Attack scenarios and variable load conditions. We collect performance counter values at sampling rate of 100ms. We monitor suitable hardware/software counters (listed in section V) for profiling, which are directly related for differentiating benign processes from Meltdown and Spectre processes, separately. We train the machine learning models with a data set of 100,000 samples. We mixed the data sample from benign and attacker processes and train ML models on these labeled data. We perform cross validation using K−fold cross validation technique.

2) Phase-II: Run-time Profiling: In the second phase, we monitor hardware and software events at run time. Sampling frequency is an important factor for detection technique, as it has a direct impact on performance overhead of detection. We select the sampling time period of 100ms to incur minimum detection overhead. However, greater sampling frequency provides high detection speed, but it comes for the price of performance overhead. Therefore, we select a coarse grain profiling mode, it takes samples at relatively low frequency, which takes a little longer to detect, but incurs much less performance cost.

3) Phase-III: Classification & Detection: In this phase, we pass the data collected in last phase to trained ML models in real time. Based on this data, train ML models classify processes either as benign or malicious. We provide details of detection accuracy, False positives and False Negatives for each ML model in section VI.

C. System Model

We demonstrate the effectiveness of proposed detection mechanism on Intel’s core i3 – 2120 CPU running on Linux Ubuntu 16.04.1 with kernel 4.13.0–37 at 3.30-GHz. Our thread model consists of detecting attacks which exploits hardware speculation, branch predictors, out-of-order execution and cache-based side channel attacks in Intel’s x86 architecture. There are many high-level software libraries/ APIs that are used to monitor hardware performance counters and software events HPCs such as; PerfMon, OProfile, Perf tool, Intel Vtune Analyzer, and PAPI. We use PAPI and Perf to monitor performance events on intel’s core i3 machine. We use PAPI to extract events related to Spectre attacks and Perf to extract events related to Meltdown attack. These performance counters are used to train machine learning models. To train machine learning models, we produced data set from various benign processes and meltdown/Spectre processes using these hardware and software performance counters. We monitored performance counters of each process and labelled them as benign or malicious. We provided more information about it in section 4(D).
V. SELECTED HARDWARE EVENTS AS USEFUL FEATURES

In this section, we provide an overview of selected hardware and software performance counters used for runtime detection of Meltdown and Spectre attacks. Our proposed detection technique identifies the data patterns of these vulnerabilities that are not similar to expected benign processes (which require same computational requirement). Our detection technique learns the expected behavior of system under normal system conditions and under these attacks by using machine learning and performance counters as useful features. Our detection technique uses hardware/software performance counters and machine learning models to observe patterns generated by these attacks and identify processes which use Spectre and Meltdown attacks. Since detection mechanisms can only approximate the system behavior, they can be inaccurate and lead to false positives or false negatives at runtime. Moreover, they can also slowdown program execution due to detection overhead. We use all these parameters as evaluation metrics for the proposed detection technique. We first describe our system mode.

| Scope of event | Hardware event | Feature ID |
|----------------|---------------|------------|
| L3 cache       | Total cache misses | L3_TCM    |
| L3 cache       | Total cache access  | L3_TCA   |
| System wide    | Total branch instruction | BR_INS   |
| System wide    | Branch Miss-Predictions | BR_MSP  |
| System wide    | Total number of instructions | TOT_INS  |

Table 1: Selected Performance counters for Spectre

The PAPI and Perf API provide 100+ performance counters for Intel’s core i3 processors. We use these API’s to monitor system wide, per-process and per CPU events. Our proposed detection techniques classify a process either as benign or malicious from all running processes. Therefore, we use PAPI and Perf to monitor per process events. We attach these APIs to each running process and extract performance counters values specific to each process. Our detection method uses these performance counters data as features to ML models. In order to select relevant performance counters for Spectre and Meltdown, we performed experiments using various hardware and software events. We select system wide profile for benign and malicious processes such as Meltdown and Spectre. To train ML model for Spectre detection, we generate data set using four processes. One process is an implementation of Spectre and other 3 processes are benign processes. Similarly, for Meltdown detection, we produce training data set using one Meltdown process and other three processes having same computational requirement. We select these events based on three important factors: 1) Their relevance to Meltdown and Spectre attacks 2) Their potential to provide better classification 3) Only select minimum possible counters to make detection overhead minimum. We provide more details on selected performance counters for Meltdown and Spectre in section V-A and V-B respectively.

A. Selected Performance Counter for Spectre

As mentioned in section II-E, attackers perform Spectre in two phases. In first phase, attacker mistrains branch instructions to execute unprivileged instruction speculatively and in second phase, attacker execute cache-based side channel attack to leak secret information. Based on the features selection criteria, discussed in section V, we select performance counters related to both phases of Spectre attacks. Main root cause of all variants Spectre attacks are mis training of branch instructions. Spectre variant 1 exploits Branch-direction predictor and Spectre variant 2 use Branch-target buffer. Although both variants of Spectre mis train different branch predictor units, but both variants perform carefully crafted branch mispredictions after every training phase. Therefore, we select two hardware events related to the first phase of Spectre attacks such as total branch instructions.
Vougioukas et al. showed that branch predictors increase their misprediction rate by as much as 90% on average when used by the attacks which exploit branch prediction like Spectre attacks.

Figure 3 shows magnitude of total branch instructions for three benign processes and one Spectre process. Figure 4 shows the branch mispredictions generated by all processes. Spectre attack produces significantly large branch mispredictions as compared to total number of branch instructions of Spectre attack. Also, it generates comparatively higher branch mispredictions than other benign processes. Result of Vougioukas et al. and our experimental results shown in Figure 3 and Figure 4 prove our intuition for selection of branch related hardware events as good features for ML models.

We also select hardware events related to second phase of Spectre attacks to strengthen detection technique and also to minimize False positives and False negatives. In second phase, Spectre attacks performs cache-based side channel attack, like
FLUSH+RELOAD, to extract confidential information from caches. As mentioned in section II-A to execute FLUSH+RELOAD, attacker continuously flush the cache lines and checks after some time if it has been accessed by victim since the last flush. By constantly performing cache flushing and reloading, attacker executes a lot of cache accesses and of which a lot will be cache misses, in a repetitive pattern. Attacker access the caches in a malicious way. Therefore, attacker generates a significantly higher cache miss rates while performing Flush+Reload. PAPI supports Hardware performance counters related to cache misses and cache accesses for all levels of cache. We select L3 cache misses and cache accesses because flushing cache line from L1 cache also removes the content from all levels of cache. Figure 5 and 6 show the total number of cache misses and total cache access generated by benign and Spectre process. As depicted from graphs, Spectre attack produce significantly larger L3 cache misses and L3 cache accesses as compared to other benign processes. These experimental results show that cache misses and cache accesses are good indicators for detecting Spectre attack.

In addition to L3 cache misses, cache access and branch related events, we also select total number of instruction event because it shows the workload a specific process put on the CPU to generate related cache misses, cache accesses and branch miss predictions. Because Spectre attack consists of a shorter loop which constantly performs branch mispredictions and cache accesses. The rate of cache misses and branch mispredictions in relation to the total number of executed instructions is likely to be higher for Spectre attacks as compared to other benign processes. Figure 7 shows that the Spectre process puts a very small workload, in the form of total number of executed instructions, on CPU but still generates higher cache misses, cache accesses and branch miss-predictions. Relevant hardware events selected for Spectre attacks are listed in Table 1.

### B. Selected Performance Counter for Meltdown

| Scope of event | Hardware event | Feature ID |
|----------------|----------------|------------|
| L3 cache       | Total cache misses | L3_TCM    |
| L3 cache       | Total cache access | L3_TCA    |
| System wide    | Total page faults  | page_faults |
| System wide    | Total number of instructions | TOT_INS |

For Meltdown attack detection, we used both hardware and software events as features to machine learning models. We use Perf tool to monitor events related to Meltdown attack, because PAPI only provides hardware events and Perf support both hardware and software events. As mentioned in section II-D, Meltdown is a two-step attack. In first step, Meltdown bypasses the memory isolation by executing unprivileged instruction out-of-order. In second step, it performs cache-based side channel attack to observe foot prints of accessed data from cache. Meltdown leaks secret information from user space and Kernel space by executing out-of-order memory lookups for desired reference memory. These unprivileged memory lookups generate segmentation faults or invalid page faults. Meltdown use exception handing to control the flow of code from being transferred to operating system, which saves the application termination. However, this page fault signal is still reported to operating system. We use perf to monitor this event related to page faults. We experimentally show that the Meltdown attack produce significantly higher page faults than other benign processes as shown in figure 8. Therefore, we select software event related to page fault for step one of Meltdown attack. Table 2 shows the selected hardware and software performance counters for Meltdown attack.

Like Spectre attack, in step two, Meltdown also executes cache-based side channel attack such as FLUSH+Reload to observe footprints of data that is accessed during out-of-order execution. We also select hardware events related to cache-based side
channel attack to make detection mechanism for Meltdown more effective. Like Spectre attack, we select same events for second stage of Meltdown attack namely; L3 cache misses, L3 cache accesses and total number of instructions due to same reasons as discussed in section V-A. Figure 8 through 10 show that Meltdown attack puts a very small workload, in the form of total number of executed instructions, on CPU but still generates higher cache misses, cache accesses.

VI. EXPERIMENTS AND DISCUSSION

For experimental verification and to check effectiveness of our proposed detection techniques, we perform three experimental case studies for the detection of Spectre variant 1, Spectre variant 2 and Meltdown attack. As mentioned in section IV-B we use four machine learning model. To evaluate the performance of these machine learning models, we perform the experiments
under realistic load conditions. We perform experiment under No Load (NL), Average Load (AL) and Full Load (FL) conditions by using SPEC integer benchmark [56]. SPEC integer benchmark provides system workload on branch predictor and memory intensive computations. We run the SPEC integer benchmark in the background as both Meltdown and Spectre attacks would also be affecting caches, branch predictors and out-of-order execution. This benchmark would create realistic system load conditions for the evaluation of our proposed detection techniques. In this section, we present the experimental results for two Spectre variants and Meltdown attack detection under variable workload conditions on CPU. We consider three factors to evaluate the performance of our proposed detection techniques, such detection accuracy, detection speed and performance overhead.

We perform experiments with sampling rate of 100ms to extract performance counter values. But PAPI also support more fine-grained resolution. PAPI API can be used to get sampling rate of up to 3 microseconds. Increasing sampling rate increase the detection speed. However, it will increase the detection overhead. Our detection mechanism offers fine and coarse-grain profiling modes, which provide a trade-off between detection speed and impact on performance. Fine-grain mode collects samples at a very high frequency it is able to detect Meltdown and Spectre attacks relatively early with increased performance overhead. Whereas, coarse-grain mode takes samples at a low frequency, which takes relatively longer to detect the attacks, but it offers minimal performance overhead. Our detection technique can detect attacks in both modes. For experimental evaluation, we use 100ms sampling interval and show that it causes detection overhead less than 2%.

A. Detecting Spectre variant 1

Table 3 shows shows our experimental results for the detection of Spectre attack (Variant 1). All ML models provide consistently good detection accuracy under NL condition, i.e., up to 99.97% for LR, 99.25% for SVM, 99.93% for LDA and 99.93% for CNN. Under AL condition, detection accuracy of LDA and CNN does not vary, but the accuracy of LR and SVM decreased to 98.40% and 97.29%, respectively, which still remains very high. Under FL condition, accuracy of all ML models drops by 2−3% as compared to NL condition, except for the LDA. Jonas et al. in [25] have measured detection accuracy of Spectre attack under NL condition only. Our detection technique shows a very good detection accuracy for Spectre Variant 1 under NL, AL and FL conditions. Reduction in detection accuracy under AL and FL conditions are due to full utilization of shared resources (caches & branch predictors) by benchmarks, benign processes and Spectre attacks. Detection overhead is measured to be between 1.67%, 1.83%, 1.89% 3.51% for LDA, LR, SVM and CNN respectively under all load conditions. As expected the detection overhead is highest for CNN due to its high computational requirement.

B. Detecting Spectre variant 2

As mentioned in section II-E All variants of Spectre attacks generate significantly large amount of branch mis-predictions as compared to other processes having same or a smaller number of branch instructions. Therefore, to verify the effectiveness of our detection method, we also perform experiment with Spectre variant 2. Table 4 shows experimental results on the detection of Spectre Variant 2. Detection speed and overhead remain the same for both variants as the sampling granularity has been kept the same. Detection accuracy also remains almost the same, with the exception of a minor variation for CNN under FL condition. All ML models provided consistently good detection accuracy under NL condition, i.e., up to 99.98% for LR, 99.38% for SVM, 99.92% for LDA and 99.37% for CNN. Under AL and FL conditions, CNN performed better than all other ML models. All ML models report reasonably high detection accuracy for both variants of Spectre attack. The reported FPs are up to 2.87% while FNs are up to 1.26% only for both variants.
TABLE 3: Detection results using LDA, LR, SVM & CNN models for Spectre Attack (Variant 1).

| Model | Loads | Accuracy (%) | Speed (ms) | FP (%) | FN (%) | Overhead (%) |
|-------|-------|--------------|------------|--------|--------|--------------|
| LDA   | NL    | 99.93        | 0.07       | 0      |        | 1.67         |
|       | AL    | 99.06        | 0.57       | 0.37   |        |              |
|       | FL    | 98.02        | 1.19       | 0.79   |        |              |
| LR    | NL    | 99.97        | 0.03       | 0      |        | 1.83         |
|       | AL    | 98.40        | 1.27       | 0.33   |        |              |
|       | FL    | 97.36        | 1.93       | 0.66   |        |              |
| SVM   | NL    | 99.25        | 0.69       |        | 0.06   | 1.89         |
|       | AL    | 97.29        | 2.02       |        | 0.69   |              |
|       | FL    | 95.87        | 2.87       |        | 1.26   |              |
| CNN   | NL    | 99.80        | 0.17       |        | 0.03   | 3.51         |
|       | AL    | 98.13        | 0.57       |        | 0.29   |              |
|       | FL    | 97.43        | 1.56       |        | 1.03   |              |

TABLE 4: Detection results using LDA, LR, SVM & CNN models for Spectre Attack (Variant 2)

| Model | Loads | Accuracy (%) | Speed (ms) | FP (%) | FN (%) | Overhead (%) |
|-------|-------|--------------|------------|--------|--------|--------------|
| LDA   | NL    | 99.92        | 0.08       |        | 0      | 1.89         |
|       | AL    | 98.12        | 1.14       |        | 0.73   |              |
|       | FL    | 98.23        | 1          |        | 0.74   |              |
| LR    | NL    | 99.98        | 0.02       |        | 0      | 1.67         |
|       | AL    | 98.69        | 1.04       |        | 0.27   |              |
|       | FL    | 98.13        | 1.41       |        | 0.46   |              |
| SVM   | NL    | 99.38        | 0.57       |        | 0.05   | 1.83         |
|       | AL    | 98.29        | 1.28       |        | 0.43   |              |
|       | FL    | 96.67        | 2.30       |        | 1.03   |              |
| CNN   | NL    | 99.43        | 0.48       |        | 0.09   | 3.51         |
|       | AL    | 99.17        | 0.55       |        | 0.28   |              |
|       | FL    | 98.69        | 0.79       |        | 0.52   |              |

C. Detecting Meltdown

Table 5 shows experimental results of Meltdown detection using four machine learning models. Detection of Meltdown attack has not been reported in the state-of-the-art as yet. Thus, to the best of our knowledge, these are the very first results illustrating how Meltdown attack can be detected at runtime using hardware and software performance events coupled with machine learning models. While creating exceptions due to out-of-order execution, Meltdown attack generates distinctively higher page faults. These page faults can be monitored through SPCs, whereas HPCs can help monitoring other variations at the cache and branch predictor levels. Results in Table II show that all four ML models perform consistently well under variable load conditions. For instance, LDA offers up to 99.95%, LR offers 99.35%, SVM offers 99.97%, and CNN offers 99.43% detection accuracy for NL condition. Under AL condition, detection accuracy of LDA, SVM and CNN remains consistent, but the accuracy of LR model decreases to 97.39%. Similar behavior can be observed for FL conditions, where the accuracy of LR is reduced by 4.68% and that of SVM is reduced by 1.5% as compared to NL condition. Both LDA and CNN show consistent results under variable system load conditions. The performance overhead of our detection mechanism is only 2.11% in the worst case for Meltdown attack. Detection overhead & speed for various ML models remains the same due to fixed

TABLE 5: Detection results using LDA, LR, SVM & CNN models for Meltdown Attack

| Model | Loads | Accuracy (%) | Speed (ms) | FP (%) | FN (%) | Overhead (%) |
|-------|-------|--------------|------------|--------|--------|--------------|
| LDA   | NL    | 99.95        | 0.05       |        | 0      | 1.79         |
|       | AL    | 99.83        | 0.13       |        | 0.04   |              |
|       | FL    | 98.27        | 1.24       |        | 0.49   |              |
| LR    | NL    | 99.35        | 0.65       |        | 0      | 1.83         |
|       | AL    | 97.39        | 1.98       |        | 0.63   |              |
|       | FL    | 94.67        | 3.43       |        | 1.90   |              |
| SVM   | NL    | 99.97        | 0.03       |        | 0      | 1.91         |
|       | AL    | 99.17        | 0.67       |        | 0.16   |              |
|       | FL    | 98.24        | 1.39       |        | 0.37   |              |
| CNN   | NL    | 99.43        | 0.48       |        | 0.09   | 3.67         |
|       | AL    | 98.17        | 0.55       |        | 0.28   |              |
|       | FL    | 98.69        | 0.79       |        | 0.52   |              |
sampling granularity of 100ms. Due to high detection accuracy, the reported error is very low, i.e., FPs are up to 3.4% while FNs are up to 1.9% only. These FPs and FNs are due to non-deterministic nature of performance counters.

VII. DISCUSSION ON FALSE POSITIVES AND FALSE NEGATIVES

As shown in table 3 through 5, experimental results also report False positives and False negative for each ML model. False positives are higher for each ML model than False negatives. Higher False positive indicate that the ML models detect malicious processes with more accuracy than benign processes. These False positives and False negatives are due to non-deterministic nature of performance counters and Non-determinism varies values of hardware performance counters from 1-3% [14]. Tools used to measure these performance counters are becoming more accurate with every latest version like PAPI or Perfmon. However, False positives and False negatives are outliers in data that never happens consecutively. In case of False negatives, if our detection service can’t be able to detect a Spectre/Meltdown with first time counters monitored values, it will be able to detect in next 100ms. Because the sampling rate of selected is 100ms. Also, False negatives are very less. In case of False positive, the results could be more disturbing, because detection service wrongly predicts a benign process as a malicious process. False positives and False negatives are very less in number as compared to detection accuracy of more than 99%.

As mentioned in section IV, our detection service does not handle malicious processes after they have identified. But we can make detection service more feasible by combining it with a application that handles these malicious processes. To address these issues of False positives and False negatives, our detection service passes the PIDs of processes predicted as malicious to an application which decides what to do with these processes. One idea is that instead of killing the process, halt the process and let the user decide what to do with these processes. This would make sure that no processes get killed due to wrong prediction in case of False positives and False negatives. Although, it is the responsibility of a mitigation technique to handle results of detection service but combining mitigation and detection techniques can provide better detection results and also decrease False positives and False negatives.

VIII. CONCLUSION

This paper presents novel run-time detection mechanism for Spectre and Meltdown attacks on Intel’s x86 architecture. We perform experiments with four ML models under realistic system load conditions. These ML models use data from hardware and software performance counters to find out malicious behavior of Spectre and Meltdown attacks. We presents experimental evaluation of our proposed detection technique for Spectre variant 1, Spectre variant 2 and Meltdown. To the best of our knowledge, this is the first-ever detection technique for Meltdown. Our results show that both Spectre and Meltdown attacks significantly alter the system’s run-time behavior by generating page faults, instruction mispredictions and cache accesses & misses. These variations can lead toward early detection of such attacks using machine learning techniques. Our results report detection of Spectre and Meltdown with greater than 99% accuracy with minimum performance overhead.

Although, we perform experiments with Spectre variant 1, Spectre variant 2 and Meltdown. However, we believe that our proposed detection techniques will be able to detect other variants of Spectre and all other attack which exploits branch predictors, out-of-order execution, and cache based side channel attacks.
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