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Abstract

Beiglböck and Juillet [4] introduced the left-curtain martingale coupling of probability measures $\mu$ and $\nu$, and proved that, when the initial law $\mu$ is continuous, it is supported by the graphs of two functions. We extend the later result by constructing the generalised left-curtain martingale coupling and show that for an arbitrary starting law $\mu$ it is characterised by two appropriately defined lower and upper functions.

As an application of this result we derive the model-independent upper bound of an American put option. This extends recent results of Hobson and Norgilas [26] on the atom-free case.
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1 Introduction

Given two probability measures $\mu$ and $\nu$ on $\mathbb{R}$ and a payoff function $c : \mathbb{R} \times \mathbb{R} \to \mathbb{R}$, the classical problem of optimal transport is to construct a joint distribution for random variables $Z_1 \sim \mu$ and $Z_2 \sim \nu$ which minimises $\mathbb{E}[c(Z_1, Z_2)]$. Beiglböck et al. [5] and Galichon et al. [17] introduced a martingale version of the transportation problem and related it to the problem of finding model-independent bounds of exotic derivatives in mathematical finance. Given $\mu$ and $\nu$ in convex order, the basic problem of martingale optimal transport (MOT) is to construct a martingale $M$, with $M_1 \sim \mu$, $M_2 \sim \nu$, which minimises $\mathbb{E}[c(M_1, M_2)]$. In this setting a martingale transport or coupling can be identified with a measure $\pi$ on $\mathbb{R}^2$ with univariate marginals $\mu$ and $\nu$, and such that $\int_{y \in \mathbb{R}} \int_{x \in A} (y - x) \pi(dx, dy) = 0$ for all Borel sets $A$, and the MOT is to find $\pi$ to minimise $\int \int c(x, y) \pi(dx, dy)$. In the context of mathematical finance this problem was first studied in Hobson and Neuberger [23] for the payoff $c(x, y) = -|y - x|$.

Beiglböck and Juillet [4] introduced the notion of a left-monotone martingale coupling and established that for (arbitrary) fixed marginals $\mu$ and $\nu$ in convex order there exists a unique such coupling (called the left-curtain martingale coupling and denoted by $\pi_{lc}$). The left-curtain martingale coupling may be viewed as a martingale analogue to the monotone Hoeffding-Fréchet coupling in classical optimal transport. The authors also proved the optimality of $\pi_{lc}$ for a specific class of payoff functions. Henry-Labordère and Touzi [18] extended the results of Beiglböck and Juillet [4] and showed optimality for a wider class of payoff functions. Beiglböck et al. [6] analysed the left-curtain coupling further and gave a simplified proof of uniqueness under the additional assumption that $\mu$ is continuous. Juillet [27] proved that $\pi_{lc}$ is continuous, and thus, for general distributions, it can be approximated by the left-curtain couplings corresponding to ‘nice’ (e.g. finitely supported or continuous) initial and/or target laws. A number of further articles investigate the properties and extensions of $\pi_{lc}$, see Beiglböck et al. [3, 6], Nutz et al. [29, 30].
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Beiglböck and Juillet [4] also established a martingale version of the fundamental Brenier’s [9] result in the classical optimal transport which states that, for a sufficiently regular initial distribution $\mu$, the optimal transport map is unique and supported by the graph of the gradient of some convex function (a monotonically increasing function in one dimension). In particular, the authors showed that under the assumption that the initial law $\mu$ is continuous, the left-curtain martingale coupling is supported by the graphs of lower and upper functions $T_d$ and $T_u$, respectively, so that $M_2 \in \{T_d(M_1), T_u(M_1)\}$. Henry-Labordère and Touzi [18] gave an explicit construction of $T_d$ and $T_u$ using differential equations. However, when $\mu$ has an atom at $x$ the element $\pi_t^\mu(\cdot)$ in the disintegration $\pi_t^\mu(dx, dy) = \mu(dx)\pi_t^\mu(dy)$ becomes a measure with support on non-trivial subsets of $\mathbb{R}$ and not just on a two point set. Then we cannot construct functions $(T_d, T_u)$, unless we allow them to be multi-valued.

Our goal in this paper is to show how by changing our viewpoint we can again recover the property that $M_2$ takes values in a two-point set. The idea is to write $M_1 = h(Z)$ for a continuous random variable $Z$ (in fact we take $Z \equiv U \sim U(0,1)$) and then to find $f_{Z,h}$ and $g_{Z,h}$ such that $M_2 \in \{f_{Z,h}(Z), g_{Z,h}(Z)\}$. Then, although there is uniqueness at the level of martingale couplings $\pi$, when $\mu$ contains atoms there are many possible choices of $(f_{Z,h}, g_{Z,h})$, even for fixed $Z$ and monotonic increasing $h$. Nonetheless, we show that amongst this set there is an essentially unique choice $(f_{Z,h}, g_{Z,h})$ with a special monotonicity property.

The motivation for this extension of the left-curtain martingale coupling comes from mathematical finance. The recent study of American put options in Hobson and Norgilas [26] highlights the role of the left-curtain martingale coupling in finding the model-independent upper bound on the price of the American put. When $\mu$ is continuous the authors show how the optimal martingale coupling and the optimal stopping time can be obtained from the functions $f = T_d$ and $g = T_u$ which arise in the construction of the left-curtain coupling. In particular, for the optimal model there is a Borel subset of $\mathbb{R}$, say $B$, such that it is optimal to stop at time-1 if $M_1 \in B$, and at time-2 otherwise. Moreover, the structure of $f$ and $g$ allows us to identify the cheapest superhedging strategy that supports the price of the American put.

If $\mu$ has atoms then the situation becomes more delicate, essentially because we must allow for a wider range of possible candidates for exercise determining sets $B$. On atoms of $\mu$ we may want to sometimes stop and sometimes continue, although we must still take stopping decisions which do not violate the martingale property. As the stopping decision in the continuous case is based on the natural filtration of the martingale $M$, if $M_1$ ends up at the atom of $\mu$, then it is not clear, using only the structure of $f$ and $g$, what part of mass at time-1 should be stopped and what part should be allowed to continue. This is the reason why we must extend the notion of the left-curtain martingale coupling.

The main effort in this article is in proving Theorem 1 which extends the left-curtain martingale coupling to the presence of atoms in the starting law $\mu$. We show that this extended coupling is again characterised by lower and upper functions, $R$ and $S$, respectively. However, while $f$ and $g$ are multi-valued on the atoms of $\mu$, $R$ and $S$ remain well-defined. Then our second achievement is to show how the structure of $R$ and $S$ can be used to characterise the model and stopping rule which achieves the highest possible price for the American put, and the cheapest superhedge. This generalises results of Hobson and Norgilas [26]: for arbitrary $\mu$ and $\nu$, the highest model based price of the American put is equal to the cost of the cheapest superhedge.

2 Preliminaries and set-up

Let $\mathcal{M}(\mathbb{R}^n)$ (respectively $\mathcal{P}(\mathbb{R}^n)$) be the set of measures (respectively probability measures) on $\mathbb{R}^n$. Given an integrable $\eta \in \mathcal{M}(\mathbb{R})$, i.e. $\int_\mathbb{R} |x|\eta(dx) < \infty$, define $\bar{\eta} = \frac{\int_\mathbb{R} x\eta(dx)}{\int_\mathbb{R} \eta(dx)}$ to be a barycentre of $\eta$. Let $\mathcal{I}_\eta$ with endpoints $\{\ell_\eta, r_\eta\}$ be the smallest interval containing the support of $\eta$ (with the convention that finite endpoints are included). Define $P_\eta : \mathbb{R} \mapsto \mathbb{R}^+$ by $P_\eta(k) = \int_k^{\bar{\eta}} (k-x)\eta(dx)$. Then $P_\eta$ is convex and increasing, $\lim_{x \downarrow -\infty} P_\eta(z) = 0$, $\lim_{x \uparrow \infty} P_\eta(z) - \eta(\mathbb{R})(z - \bar{\eta})^+ = 0$ and $\{k : P_\eta(k) > \eta(\mathbb{R})(k - \bar{\eta})^+\} \subseteq \mathcal{I}_\eta$. Note that $P_\eta$ is related to the potential $U_\eta$ defined by $U_\eta(k) := -\int_\mathbb{R} |k-x|\eta(dx)$.
Lemma 1. Suppose $\eta \in \mathcal{P}(\mathbb{R})$ let $F_\eta$ be the distribution function of $\eta$ and let $G_\eta : (0,1) \to \mathbb{R}$ be the quantile function of $\eta$, which is taken to be left-continuous unless otherwise stated.

Two measures $\eta$ and $\chi$ are in convex order, and we write $\eta \preceq \chi$, if and only if $\eta(\mathbb{R}) = \chi(\mathbb{R})$, $\bar{\eta} = \bar{\chi}$ and $P_\eta(k) \leq P_\chi(k)$ on $\mathbb{R}$. Necessarily we must have $\ell_{\chi} \leq \ell_{\eta} \leq r_{\eta} \leq r_{\chi}$. For any two probability measures $\eta, \chi \in \mathcal{P}(\mathbb{R})$ we write $\pi \in \Pi(\eta, \chi)$ if $\pi \in \mathcal{P}(\mathbb{R}^2)$ and has first marginal $\eta$ and second marginal $\chi$. If $\pi \in \Pi(\eta, \chi)$ is such that the following martingale condition holds

$$\int_{x \in B} \int_{y \in \mathbb{R}} y \pi(dx, dy) = \int_{x \in B} \int_{y \in \mathbb{R}} x \pi(dx, dy) = \int_{B} x \eta(dx) \quad \forall \text{ Borel } B \subseteq \mathbb{R},$$

we write $\pi \in \mathcal{P}_{\mathcal{M}}(\eta, \chi) \subseteq \Pi(\eta, \chi)$ and say that $\pi$ is a martingale coupling of $\eta$ and $\chi$. By a classical result of Strassen [32], $\mathcal{P}_{\mathcal{M}}(\eta, \chi)$ is non-empty if and only if $\eta \preceq \chi$.

**Definition 1** (Hobson and Neuberger [25]). Suppose $\mu \preceq \chi \preceq \nu$.

Let $S = (\Omega, \mathcal{F}, \mathbb{P}, \mathcal{F} = \{F_0, F_1, F_2\})$ be a filtered probability space. We say $M = (M_0, M_1, M_2) = (\bar{\mu}, X, Y)$ is a $(S, \mu, \nu)$ consistent stochastic process and we write $M \in \mathcal{M}(S, \mu, \nu)$ if

1. $M$ is a $\mathcal{S}$-martingale
2. $\mathcal{L}(M_1) = \mu$ and $\mathcal{L}(M_2) = \nu$

We say $(S, M)$ is a $(\mu, \nu)$-consistent model if $S$ is a filtered probability space and $M$ is a $(S, \mu, \nu)$ consistent stochastic process.

Let $(\eta_n)_{n \geq 1}$ be a sequence of probability measures in $\mathcal{P}(\mathbb{R})$. For $\eta \in \mathcal{P}(\mathbb{R})$, we write $\eta_n \xrightarrow{w} \eta$, and say $\eta_n$ converges weakly to $\eta$, if $\lim_{n \to \infty} \int f d\eta_n = \int f d\eta$ for all bounded and continuous functions $f$ on $\mathbb{R}$ (see Billingsley [7]). If $\eta_n \xrightarrow{w} \eta$, $\eta_n \preceq \chi$ and if $(\eta_n)_{n \geq 1}$ is increasing in convex order, i.e. $\eta_n \preceq \chi \eta_{n+1}$ for each $n$, then we write $\eta_n \uparrow \chi \eta$.

**Lemma 1.** Suppose $\mu \in \mathcal{P}(\mathbb{R})$ is integrable. Then there exists a sequence $(\mu_n)_{n \geq 1}$ of finitely supported integrable measures in $\mathcal{P}(\mathbb{R})$ such that $\mu_n \uparrow \chi \mu$.

**Proof.** Recall that for any $\eta \in \mathcal{P}(\mathbb{R})$, $U_\eta$ is concave, linear on each interval $I \subset \mathbb{R}$ with $\eta(I) = 0$, $U_\eta(x) \leq -|\bar{\eta} - x| = U_{\bar{\eta}}(x)$ on $\mathbb{R}$, and $\lim_{|x| \to \infty} U_\eta(x) + |\bar{\eta} - x| = 0$. Moreover, $\mu_n \uparrow \chi \mu$ if and only if $U_{\mu_n} \downarrow U_\mu$ pointwise, see Chacon [12]. Let $U_\mu$ be a set of piecewise linear concave functions $\tilde{U} : \mathbb{R} \to \mathbb{R}$ such that $U_{\bar{\mu}}(x) \leq \tilde{U}(x) \leq U_{\bar{\eta}}(x)$. Then each $\tilde{U} \in U_\mu$ corresponds to a finitely supported integrable probability measure $\bar{\mu}$ on $\mathbb{R}$ such that $\delta_{\bar{\mu}} \preceq \chi \bar{\mu} \preceq \chi \mu$. Finally, Chacon and Walsh [13] provide a sequence of functions $(\tilde{U}_n)_{n \geq 1}$ in $U_\mu$, such that $\tilde{U}_n \downarrow U_\mu$ pointwise, proving our claim.

## 3 An extension of the left-curtain mapping to the general case

In this section we construct a new representation of the left-curtain martingale coupling of Beiglböck and Juillet [3]. Our approach is to construct $(X, Y)$ from a pair of independent uniform $U(0,1)$ random variables $U$ and $V$. The construction of $X$ is straightforward: we set $X = G_{\mu}(U)$.

It remains to construct $Y$. First we consider the case of a point mass at $w$, $\mu = \delta_w$, and show how to construct functions $R = R_{\mu, w}$ and $S = S_{\mu, w}$ with $R_{\mu, w}(u) \leq G_{\mu}(u) \leq S_{\mu, w}(u)$, such that if $X = G_{\mu}(U) = w$ and $Y \in \{R(U), S(U)\}$ with $\mathbb{P}(Y = R(U) | U = u) = \frac{S(u) - G(u)}{S(u) - R(u)}$ then $Y$ has law $\nu$. In particular, conditional on $U = w$, $Y$ takes values in $\{R(u), S(u)\}$ and satisfies $\mathbb{E}[Y | U = w] = G_{\mu}(w)$. Second, we show how this result extends to the case of a measure $\mu$ consisting of finitely many atoms. Third, for the case of general $\mu$ we construct an approximation $(\mu_n)_{n \geq 1}$ of $\mu$ and associated functions $(R_n, G_n, S_n)_{n \geq 1}$ where each $\mu_n$ is finitely supported. We show that we can define limits $(R, G, S)$ such that $(R, G, S)$ can be used to construct a martingale $M = (M_0 = \bar{\mu}, M_1 = X, M_2 = Y)$ with
the property that \( X = G(U) \) and \( Y \in \{R(U),S(U)\} \) and such that \( \mathcal{L}(X) = \mu \) and \( \mathcal{L}(Y) = \nu \). The functions \( R, S : (0,1) \mapsto \mathbb{R} \) we define have the properties

\[
R(u) \leq G(u) \leq S(u); \quad S \text{ is increasing; for } 0 < u < v < 1, R(v) \notin (R(u),S(u)). \tag{2}
\]

We suppose \( \mu \leq_{cx} \nu \) are fixed and given and we abbreviate the quantile function \( G_{\mu} \) by \( G \). The aim of this section is to prove the following theorem:

**Theorem 1.** There exist functions \( R, S : (0,1) \mapsto \mathbb{R} \) satisfying (2) such that if we define \( X(u,v) = X(u) = G(u) \) and \( Y(u,v) \in \{R(u),S(u)\} \) by \( Y(u,v) = G(u) \) on \( G(u) = S(u) \) and

\[
Y(u,v) = R(u)I_{\{v \leq \frac{G(u)-G(u)}{S(u)-R(u)}\}} + S(u)I_{\{v > \frac{G(u)-G(u)}{S(u)-R(u)}\}} \tag{3}
\]

otherwise, and if \( U \) and \( V \) are independent \( U(0,1) \) random variables then \( M = (\bar{\mu}, X(U), Y(U,V)) \) is a \( \mathbb{F} = (\mathcal{F}_0 = \{\emptyset, \Omega\}, \mathcal{F}_1 = \sigma(U), \mathcal{F}_2 = \sigma(U,V)\} \)-martingale for which \( \mathcal{L}(X) = \mu \) and \( \mathcal{L}(Y) = \nu \).

In particular, if \( \Omega = (0,1) \times (0,1), \mathcal{F} = \mathcal{B}(\Omega), \mathbb{P} = \text{Leb}(\Omega) \), if \( \mathbb{F} \) and \( M \) are defined as above and if \( S = (\Omega, \mathcal{F}, \mathbb{P}, \mathbb{P}) \) is a \( (\mu, \nu) \)-consistent model.

**Remark 1.** For \( n \geq 1 \), let \( \pi^n_{lc} \) be the left-curtain coupling of the initial law \( \mu_n \) (consisting of \( n \) atoms) and target law \( \nu \). Juillet [27] proved that if \( (\mu_n)_{n \geq 1} \) converges weakly to \( \mu \) then \( (\pi^n_{lc})_{n \geq 1} \) converges weakly to the left-curtain coupling of \( \mu \) and \( \nu \).

Here we argue differently. We use the fact that \( \pi^n_{lc} \) can be represented by an explicitly constructed triple \( (S_n, G_n, R_n) \). Then, by sending \( n \to +\infty \), we show that the limiting functions give rise to the left-monotone martingale coupling, and thus also to \( \pi_{lc} \) of \( \mu \) and \( \nu \).

When \( \mu \) is continuous and \( f \) and \( g \) are well-defined the construction of this section is related to that of Beiglböck and Juillet [3] (see also Henry-Labordère and Touzi [18]) via the relationships \( S = g \circ G_{\mu} \) and \( R = f \circ G_{\mu} \). Suppose \( \nu \) is also continuous and fix \( x \). Then under the left-curtain martingale coupling \( \{f(x), g(x)\} \) with \( f(x) \leq x \leq g(x) \) are solutions to the mass and mean conditions

\[
\int^x_f \mu(dz) = \int^g_f \nu(dz), \tag{4}
\]
\[
\int^x_f z\mu(dz) = \int^g_f z\nu(dz). \tag{5}
\]

When \( \mu \) has atoms, \( G_{\mu} \) has intervals of constancy and \( f \) and \( g \) are multi-valued, but \( R \) and \( S \) remain well-defined. See Figure 1. Then, for general \( \mu \) and \( \nu \), the appropriate generalisations of (4) and (5) are

\[
\int_{(R(u),G(u))} \mu(dz) + \overline{X}_{du} = \int_{(R(u),S(u))} \nu(dz) + \overline{X}_{du} = \overline{X}_{du}, \tag{6}
\]
\[
\int_{(R(u),G(u))} z\mu(dz) + \overline{X}_{du} G(u) = \int_{(R(u),S(u))} z\nu(dz) + \overline{X}_{du} R(u) + \overline{X}_{du} S(u), \tag{7}
\]

respectively, where the quantities \( 0 \leq \overline{X}_{du} \leq \mu\{G(u)\}, 0 \leq \overline{X}_{du} \leq \nu - \mu\{R(u)\}, 0 \leq \overline{X}_{du} \leq \nu\{S(u)\} \) are uniquely determined by the triple \( (R, G, S) \). Essentially, (6) is preservation of mass condition and (7) is preservation of mean condition. Together they give the martingale property.
3.1 The case where \( \mu \) is a point mass

The goal in this section is to prove Theorem 1 in the special case where \( \mu \) is a point mass. We assume that \( \mu \) is a unit atom at \( w \) and \( \nu \) is centred at \( w \). Then \( \mu = \delta_w \leq \nu \).

Let \( P(k) = P_\nu(k) = \int_{-\infty}^{\infty} (k - z)^+ \nu(dz) \). Then \( P(k) \geq (k - w)^+ \). For \( p \in [0, P(w)] \) define \( \alpha : [0, P(w)] \mapsto [w, \infty] \) and \( \beta : [0, P(w)] \mapsto [-\infty, w] \) by

\[
\alpha(p) = \text{argmin}_{k > w} \left\{ \frac{p - P(k)}{k - w} \right\}, \quad \beta(p) = \text{argsup}_{k < w} \left\{ \frac{p - P(k)}{w - k} \right\},
\]

(8)

see Figure 2. Then \( \alpha \) is decreasing and \( \beta \) is increasing. Since the argmin and argsup may not be uniquely defined (this happens when \( \nu \) has intervals with no mass) we avoid indeterminacy by assuming that \( \alpha \) and \( \beta \) are right-continuous. (We also set \( \alpha(P(w)) = \text{inf}\{ z > w : F_\nu(z) > F_\nu(w) \} \) and \( \beta(P(w)) = \text{sup}\{ z < w : F_\nu(z) < F_\nu(w-) \} \). Note that \( \alpha(0) = r_\nu \) and \( \beta(0) = \ell_\nu \). If \( \nu \) has atoms then \( \alpha \) and \( \beta \) may fail to be strictly monotonic.

For \( p \in (0, P(w)) \) define also

\[
a(p) = \inf_{k > w} \frac{P(k) - p}{k - w}; \quad b(p) = \sup_{k < w} \frac{p - P(k)}{w - k} = \frac{p - P(\beta(p))}{w - \beta(p)}.
\]

(9)

Extend the representations to \( [0, P(w)] \) by taking limits. Then \( a : [0, P(w)] \mapsto [P'(w+), 1] \) is decreasing and \( b : [0, P(w)] \mapsto [0, P'(w-)'] \) is increasing. We have the representations

\[
a(p) = 1 - \int_p^0 \frac{dq}{\alpha(q) - w}; \quad b(p) = \int_p^0 \frac{dq}{w - \beta(q)}.
\]
3.1 The case where $\mu$ is a point mass

Let $\Upsilon : [0, P(w)] \mapsto [0, 1]$ be given by $\Upsilon(p) = a(p) - b(p)$. Then $\Upsilon(0) = 1$ and $\Upsilon(P(w)) = \nu(\{w\})$. $\Upsilon$ is a decreasing, concave function which is absolutely continuous on $[0, P(w)]$. We can define an inverse $\Upsilon^{-1} : [0, 1] \mapsto [0, P(w)]$ provided we set $\Upsilon^{-1}(q) = 1$ for $q \leq \nu(\{w\})$. Where $\alpha$ and $\beta$ are continuous we have $\Upsilon'(p) = -\frac{1}{\alpha(p)-w} - \frac{1}{w-\beta(p)}$.

**Definition**

$S : (0, 1) \mapsto \mathbb{R}$ by $S(u) = \alpha \circ \Upsilon^{-1}(u)$ and $R : (0, 1) \mapsto \mathbb{R}$ by $R(u) = \beta \circ \Upsilon^{-1}(u)$.

**Remark 2.** If $\nu$ does not charge an open interval $A \subset (w, \infty)$, then $P$ is linear on $A$. Then $\alpha$ jumps over this set and $S$ does not take values in $A$. Similarly if $\nu$ does not charge an open interval $B \subset (-\infty, w)$ then $R$ jumps over this interval.

**Remark 3.** By construction, $\alpha$ and $\beta$ are both right-continuous. Since $\Upsilon^{-1}$ is continuous and decreasing, it follows that $R$ and $S$ are left-continuous. Moreover, $\lim_{u \to 1} R(u) = \ell_\nu$ and $\lim_{u \to 1} S(u) = r_\nu$.

Let $Y$ be defined by (3) in Theorem 1. Note that since $\mu$ is a point mass $G(u) = w$ for all $u \in (0, 1)$.

**Lemma 2.** Suppose $U, V$ are independent uniform random variables. Then $Y(U, V)$ has law $\nu$. 

**Figure 2:** The definitions of $\alpha, \beta, a$ and $b$. $\Upsilon(p)$ is the difference in the slopes of the tangents to $P_\nu(k)$ which pass through $(w, p)$.

**Figure 3:** Sketch of $\Upsilon$ and $\Upsilon^{-1}$. 
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3.2 The case where $\mu$ consists of a finite number of atoms

Suppose $\mu = \sum_{i=1}^{N} \lambda_i \delta_{x_i}$, where $x_1 < x_2 \ldots < x_N$ with $\lambda_i > 0$ and $\sum_{i=1}^{N} \lambda_i = 1$. Suppose $\nu$ is an arbitrary probability measure satisfying the convex order condition $\mu \leq_{cx} \nu$.

For $0 \leq p \leq P_{\nu}(x_1)$ we can construct $\alpha, \beta, a$ and $b$ as in (5) and (6) (but relative to $x_1$ rather than the mean $w$) and set $Y = a - b$. For example, $\alpha(p) = \text{arg inf}_{k > x_1} \frac{P_{\nu}(k)-p}{k-x_1}$ and $a(p) = \text{inf}_{k > x_1} \frac{P_{\nu}(k)-p}{k-x_1}$. Note that $Y(0) = \Lambda_1 := \text{inf}_{x > x_1} \frac{P_{\nu}(x)}{x-x_1}$ and since $P_{\nu}(x) \geq P_{\nu}(x) \geq \lambda_1 (x-x_1)$ we have $\Lambda_1 \geq \lambda_1$. The inverse $Y^{-1}$ can be defined on $[0, \Lambda_1]$, but we are only interested in $Y^{-1}$ over the interval $[0, \Lambda_1]$. Using $Y^{-1}$ and the construction of the previous section we can define $S = \alpha \circ Y^{-1} : (0, \Lambda_1] \mapsto [x_1, \infty)$ and $R = \beta \circ Y^{-1} : (0, \Lambda_1] \mapsto (-\infty, x_1]$ with $S$ increasing and $R$ decreasing.
3.3 The martingale coupling and its inverse as maps

Given \( \nu \) centred, and \( \mu = \delta_0 \) we saw in Section 3.1 how to construct \( R : (0,1) \mapsto \mathbb{R}_- \) and \( S : (0,1) \mapsto \mathbb{R}_+ \) such that \( \nu = Y(U,V) \) has law \( \nu \) where \( Y \) is given by

\[
Y(u,v) = R(u)I_{\{v \leq \frac{s(u)}{R(u)}\}} + S(u)I_{\{v > \frac{s(u)}{R(u)}\}}
\]

(10)
Consider now the subsets \( R \) and let \( C \) where \( I \) will make no further use of this idea, but different properties of \((R,G,S)\). Let \( M \) and Neuberger embedding \( R \)

Let \( \nu \) map \( \nu \). Moreover, under \( \nu \) to 2

Let \( \nu \) map \( \nu \) given by

Note that \( \nu \) to 2

Let \( \nu \) map \( \nu \)

Note that if we take \((R,G,S)\) of this type. In the Hobson

The construction in Section 3.1 can be considered as a pair of maps

Note that \( \nu \) to 2

Note that given any element \((R,G,S)\) of \( R \), \( G \), \( S \) and Neuberger embedding \( R \)

Our goal in this section is to extend the map \( Q : \mathcal{C}_F \to \mathcal{V}_{F,Mon,Int} \) with inverse \( R \) to a map \( Q : \mathcal{C}_F \to \mathcal{V}_{Mon,Int} \) where \( \mathcal{C} = \{(\zeta,\chi) : \zeta \in \mathcal{P}_F^0(\mathbb{R}), \chi \in \mathcal{P}_R^0(\mathbb{R}); \zeta \leq_{cx} \chi \} \). Let

\[
\mathcal{V} = \{(R,G,S) : R : (0,1) \to \mathbb{R}, G : (0,1) \to \mathbb{R}, S : (0,1) \to \mathbb{R}; R(u) \leq G(u) \leq S(u); \int_0^1 |G(u)|du < \infty, \int_0^1 G(u)du = 0 \}
\]

Consider now the subsets

\[
\begin{align*}
\mathcal{V}_F &= \{(R,G,S) \in \mathcal{V} : G \text{ non-decreasing and takes only finitely many values}\}, \\
\mathcal{V}_{Mon} &= \{(R,G,S) \in \mathcal{V} : (2) \text{ holds}\}, \\
\mathcal{V}_{Int} &= \{(R,G,S) \in \mathcal{V} : I(R,G,S) < \infty\};
\end{align*}
\]

where \( I(R,G,S) = \int_0^1 du \frac{(S(u)-G(u))(G(u)-R(u))}{S(u)-R(u)} I\{S(u) > G(u)\} \), and consider also intersections of these subsets, for example \( \mathcal{V}_{Mon,Int} = \mathcal{V}_{Mon} \cap \mathcal{V}_{Int} \). In Section 2.4 we constructed a map \( Q : \mathcal{C}_F \to \mathcal{V}_{F,Mon} \) which we write as \( Q(\zeta,\chi) = (R(\zeta,\chi), G(\zeta,\chi), S(\zeta,\chi)) \). Indeed, since \( \chi \in L^1 \) and since \( \mathbb{E}[|Y - X|] \leq \mathbb{E}[|Y|] + \mathbb{E}[|X|] < \infty \) we have that \( \mathbb{E}[|Y - X|] = 2I(R(\zeta,\chi), G(\zeta,\chi), S(\zeta,\chi)) \), so that we actually have a map \( Q : \mathcal{C}_F \to \mathcal{V}_{F,Mon,Int} \). Conversely, the arguments after Lemma 3 show that \( 3 \) defines an inverse map \( R : \mathcal{V}_{F,Mon,Int} \to \mathcal{C}_F \).

Note that given any element \((R,G,S)\) of \( \mathcal{V} \) we can define the map \( \mathcal{R} : \mathcal{V} \to \mathcal{P}_F^0(\mathbb{R}) \times \mathcal{P}_R^0(\mathbb{R}) \) via \( \mathcal{R}(R,G,S) = (\mathcal{L}(X(\mathcal{U})), \mathcal{L}(Y(\mathcal{U}, \mathcal{V})) \) where \( Y(\mathcal{U}, \mathcal{V}) \) is as given in the statement of Theorem 1. We will make no further use of this idea, this different properties of \((R,G,S)\) will lead to different (local)-martingale couplings. The embedding of Hobson and Neuberger [23] is of this type. In the Hobson and Neuberger embedding \( R \) and \( S \) are both increasing.

3.4 The case of general integrable \( \mu \)

We assume \( \mu \) is centred at zero, but the general case follows by translation.

Our goal in this section is to extend the map \( Q : \mathcal{C}_F \to \mathcal{V}_{F,Mon,Int} \) with inverse \( R \) to a map \( Q : \mathcal{C}_F \to \mathcal{V}_{Mon,Int} \) where \( \mathcal{C} = \{(\zeta,\chi) : \zeta \in \mathcal{P}_F^0(\mathbb{R}), \chi \in \mathcal{P}_R^0(\mathbb{R}); \zeta \leq_{cx} \chi \} \). For \( \mu \) a general centred probability measure and \( \nu \) a centred target measure with \( \mu \leq_{cx} \nu \) we construct a sequence \((\mu_n)_{n \geq 1}\) of approximations of \( \mu \) by elements of \( \mathcal{P}_F^0(\mathbb{R}) \). For each \( \mu_n \) we can construct a triple \((R_n,G_n,S_n)\). We show that \((R_n,G_n,S_n)_{n \geq 1}\) converge to a limit \((R,G,S)\) first on the rationals and then (almost surely)
3.4 The case of general integrable $\mu$

on $(0, 1)$. Convergence of $G_n$ and $S_n$ is straightforward, but convergence of $R_n$ is more subtle, and indeed we only have convergence on $\{u : S(u) > G(u)\}$. Finally we show that $\mathcal{R}(R, G, S) = (\mu, \nu)$ so that the trio $(R, G, S)$ defines a martingale coupling between $\mu$ and $\nu$.

Let $\{q_1, q_2, \ldots\}$ be an enumeration of $\mathbb{Q} \cap (0, 1)$. Then $\{S_n(q_j)\}_{n \geq 1}$ converges down a subsequence $n_{k_l}$ to a limit $S_\infty(q_j) := \lim_{k_l \to \infty} S_{n_{k_l}}(q_j)$. Down a further subsequence if necessary we have that $S_{n_{k_2}}(q_2)$ converges to $S_\infty(q_2)$. Proceeding inductively, we have by a diagonal argument (see, for example, Billingsley [7]) that there is a subsequence $(m_1, m_2, \ldots)$ such that $\{S_{m_k}\}_{k \geq 1}$ converges to $S_\infty$ at every rational $q \in \mathbb{Q} \cap (0, 1)$. This limit is non-decreasing.

Our first result shows that any limit of $S_n$ is finite valued. Since the ideas behind the proof are not relevant to the arguments of this section the proof is postponed to Appendix A.

**Lemma 4.** Let $\mu_n \uparrow_{cx} \mu$. Then $\limsup S_n(u) \leq J(u)$ for some function $J = J_{\mu, \nu} : (0, 1) \mapsto (-\infty, \infty)$.

We want to extend the domain from the rationals to $(0, 1)$. To this end define $S(u) = \lim_{q \uparrow u} S_\infty(q)$. This limit is well defined (and non-decreasing) by the monotonicity of $S_\infty$. Then from the monotonicity of $S$ we conclude that $S$ has only countably many discontinuities. Note that, by definition, $S$ is left-continuous.

We can construct $G$ from $\{G_n\}$ in an identical fashion. In this case the finiteness of the limit follows from the tightness of the singleton $\{G\}$. Moreover, since $G_n \leq S_n$ by construction, we have $G_\infty \leq S_\infty$ and $G \leq S$. Again, the increasing limit $G$ has at most countably many discontinuities and is left-continuous.

Define $N_S = \{u : S_n(u) \not\rightarrow S(u)\}$ and $N_G = \{u : G_n(u) \not\rightarrow G(u)\}$ where the subscript $n$ refers to a subsequence down which $S_n$ and $G_n$ converge on rationals. Define also $N_S^\Delta = \{u : S(u+) > S(u-)\}$ and $N_G^\Delta = \{u : G(u+) > G(u-)\}$.

**Lemma 5.** $N_S \subseteq N_S^\Delta$ and $N_G \subseteq N_G^\Delta$. Moreover, $\text{Leb}(N_S \cup N_G) = 0$.

**Proof.** Suppose $u$ is a continuity point of $S$. Suppose further that there is a subsequence $(n_j)_{j \geq 1}$ along which $S_{n_j}(u) > S(u) + \epsilon$. Using the continuity of $S$ at $u$ we may pick $q > u$ such that $S(q) < S(u) + \epsilon/2$. Take $q_k \in (u, q)$ with $q_k \downarrow u$. Then $S_{n_j}(q_k) \geq S_{n_j}(u) > S(u) + \epsilon > S(q_k) + \epsilon/2$. Letting $j \uparrow \infty$, $S_\infty(q_k) > S(q_k) + \epsilon/2$. Letting $k \uparrow \infty$, $S(u) \geq S(u) + \epsilon/2$ which is a contradiction.

A similar argument (without the need of continuity at $u$) shows that down any subsequence $\lim_n S_{n_j}(u) > S(u) - \epsilon$. Hence, if $S(u) = S(u+)$ then $S(u) = \lim S_n(u)$. Since the set of points for which $S(u+) > S(u)$ is countable we conclude that $\text{Leb}(N_S) = 0$.

An identical argument gives that $G(u) = \lim_n G_n(u)$ on $G(u+) = G(u)$ and $\text{Leb}(N_G) = 0$. \hfill \Box

Now consider $(R_n)_{n \geq 1}$ and the existence of a possible limit $R$. By the same diagonal argument as above we can define $R_\infty : \mathbb{Q} \cap (0, 1) \to \mathbb{R}$ such that on a subsequence $R_{n_k}(q) \to R_\infty(q) \in [-\infty, \infty]$ for every $q$. (From now on we work on a subsequence indexed $n$ such that $\{S_n\}_{n}$, $\{G_n\}_{n}$ and $\{R_n\}_{n}$ converge for every $q \in \mathbb{Q} \cap (0, 1)$. We want to construct $R$ from $R_\infty$, but unlike in the case of $S$ or $G$ we do not have monotonicity. Note that for $q' > q$ we have $R_n(q') \not\in (R_n(q), S_n(q))$ for each $n$ and this implies $R_\infty(q') \not\in (R_\infty(q), S_\infty(q))$.

The following lemma shows that $R_\infty$ is finite valued, at least for $q$ such that $G(u+) < S(u)$.

**Lemma 6.** Let $\mu_n \uparrow_{cx} \mu$. Then $\liminf R_n(u) \geq j(u)$ on $G(u+) < S(u)$ for some function $j = j_{\mu, \nu} : (0, 1) \mapsto (-\infty, \infty)$.

Let $A = \{u \in (0, 1) : G(u+) < S(u)\}$. By the above lemma $R_\infty(q) > j(q) > -\infty$ for $q \in A$. If $u \in A$ then the left continuity of $S$ implies that there exists an interval $(u - \epsilon, u] \subseteq A$; since every such interval must contain a rational we have that $A$ is a countable union of intervals.

We now show that $R_\infty$ is decreasing on each such interval. Suppose not. Then there exists $q < q'$ in the same interval $I$ with $R_\infty(q') > R_\infty(q)$. Let $v = \inf_{q'' \in I \setminus I} \{q'' : R_\infty(q'') > R_\infty(q)\}$. Choose $\tilde{q}_m \uparrow v$ with $\tilde{q}_m \geq q$ and $\tilde{q}_n \downarrow v$ with $R_n(\tilde{q}_n) > R_n(q)$. Then $R_\infty(\tilde{q}_n) \not\in (R_\infty(\tilde{q}_m), S_\infty(\tilde{q}_n))$, and since $R_\infty(\tilde{q}_n) > R_\infty(q) \geq R_\infty(\tilde{q}_m)$ we conclude $R_\infty(\tilde{q}_n) \geq S_\infty(\tilde{q}_m)$. Letting $n$ tend to infinity
we conclude \( \liminf R_\infty(q_n) \geq S_\infty(q_n) \), and letting \( m \) tend to infinity \( \liminf_{n \to \infty} R_\infty(q_n) \geq S(v) \). However, \( R_\infty(q_n) \leq G_\infty(q_n) \) and hence \( \limsup_{n \to \infty} R_\infty(q_n) \leq G(v) < S(v) \). These two statements are inconsistent, and hence \( R_\infty \) must be decreasing on each interval of \( A \).

Given that \( R_\infty \) is decreasing on each interval of \( A \), we can define \( R \) on \( A \) by \( R(u) = \lim_{q \uparrow u} R_\infty(q) \). Then the function \( R \) is decreasing and therefore has only countably many discontinuities in any interval of \( A \). Away from these discontinuities, we have \( R_n(u) \to R(u) \) by an argument similar to that in Lemma \( 3.4 \).

Define \( B_\infty = \{ u \in (0,1) : G(u) = S(u) \} \) and \( B_\infty = \{ u \in (0,1) : G(u) < S(u) \} \). Then \( B_\infty = A \cup C \)
where \( C = \{ u \in (0,1) : G(u) < S(u) \} \). Since \( C \subseteq N^n \), we have that \( B_\infty \) and \( A \) differ by a set of measure zero and we conclude:

**Lemma 7.** \( I_{u \in B_\infty} (R(u) - R(u)) \to 0 \), except on a set of measure zero.

Note that we cannot expect \( R_n(u) \) to converge on \( B_\infty \).

It remains to define \( R \) on \( B_\infty \) and \( C \) in such a way that \( R \) satisfies (2). On \( B_\infty \) we set \( R(u) = G(u) = S(u) \). For \( u \in C \) we have by the left continuity of \( S \) that there exists \( \epsilon > 0 \) such that \( I = (u-\epsilon,u) \subset C \). By the same arguments as before we conclude that \( R_\infty \) is decreasing on \( I \) and we set \( R(u) = \lim_{q \uparrow u} R_\infty(q) \). Indeed, for \( u \in B_\infty \) we have \( R(u) = \lim_{q \uparrow u} R_\infty(q) \). Note that for \( u \in C \) we may have that \( R(u) > R(u) \) and it is not true in general that \( R \) is decreasing on intervals contained in \( B_\infty \).

Fix \( u < v \). If \( u \) or \( v \) is in \( B_\infty \) then since we have defined \( R(u) = G(u) = S(u) \) on \( B_\infty \) trivially have \( R(v) \notin (R(u),S(u)) \). For \( u < v \) choose sequences \( \{ q_m \}_m \) with \( q_m < u \) and \( q_m \uparrow u \) and \( \{ q_l \}_l \) with \( q_l \in (u,v) \) and \( q_l \uparrow v \). Then \( R_n(q_l) \notin (R_n(q_m),S_n(q_m)) \) and hence \( R_\infty(q_l) \notin (R_\infty(q_m),S_\infty(q_m)) \).

Letting \( l \uparrow \infty \) we have \( R(v) \notin (R_\infty(q_m),S_\infty(q_m)) \) and letting \( m \uparrow \infty \) we have \( R(v) \notin (R(u),S(u)) \).

Hence, \( (R,G,S) \) satisfy (2).

On the space \( \{ (r,g,s) ; r \leq g \leq s \} \subseteq \mathbb{R}^3 \) define \( \Theta^x = \Theta^x(r,g,s) \) by \( \Theta^x(r,g,s) = I_{r \leq x < s} \frac{x-r}{s-r} \) with the convention that \( \Theta^x(r,g,s) = 0 \) for \( g = s \). In particular, \( \Theta^x(g,g,g) = 0 \).

**Proposition 1.** If \( x \) is such that \( \text{Leb}\{ u : S(u) = x \} \cup \{ u : R(u) = x ; S(u) > G(u) \} = 0 \), then we have

\[
\int_0^1 du \left\{ I_{\{ S_n(u) \leq x \}} + \Theta^x(R_n(u),G_n(u),S_n(u)) \right\} \rightarrow \int_0^1 du \left\{ I_{\{ S(u) \leq x \}} + \Theta^x(R(u),G(u),S(u)) \right\}
\]

(11)

**Proof.** Since \( S_n(u) \to S(u) \) almost surely and since \( \int_0^1 du I_{\{ S(u) = x \}} = 0 \) by hypothesis, we have \( \int_0^1 du I_{\{ S_n(u) \leq x \}} \rightarrow \int_0^1 du I_{\{ S(u) \leq x \}} \) by bounded convergence.

Let \( \Omega^- = \{ u : S_n(u) \to S(u) , G_n(u) \to G(u) , R_n(u) \to R(u) , G(u) < S(u) \} \) and \( \Omega^n = \{ u : S_n(u) \to S(u) , G_n(u) \to G(u) , S_n(u) = S(u) \} \). By Lemmas 3 and 7, \( \text{Leb}(\Omega^- \cup \Omega^n) = 1 \).

Now let \( \Omega^x_- = \{ u : S_n(u) \to S(u) \neq x , G_n(u) \to G(u) , R_n(u) \to R(u) \neq x , G(u) < S(u) \} \) and \( \Omega^x_+ = \{ u : S_n(u) \to S(u) \neq x , G_n(u) \to G(u) , G(u) = S(u) \} \). By the hypothesis on \( x \) we still have \( \text{Leb}(\Omega^x_- \cup \Omega^x_+) = 1 \), and by bounded convergence the result of the proposition will follow if we can show that \( \Theta^x(R_n,G_n,S_n) \to \Theta^x(R,G,S) \) on \( \Omega^x_- \cup \Omega^x_+ \).

This is immediate on \( \Omega^x_- \). On \( \Omega^x_+ \) we need only note that,

\[
\Theta^x(R_n,G_n,S_n) = I_{\{ R_n \leq x < S_n \}} \frac{S_n - G_n}{S_n - R_n} \leq \frac{S_n - G_n}{S_n - x} I_{\{ S_n > x \}} \to 0 = \Theta^x(R,G,S).
\]

\[ \square \]

**Proof of Theorem** All that remains to show is that \( (R,G,S) \) embeds \( \nu \).

There are at most countably many \( x \) for which \( \text{Leb}\{ u : S(u) = x \} \) + \( \text{Leb}\{ u : R(u) = x ; S(u) > G(u) \} > 0 \). Hence it is sufficient to prove that \( \int_0^1 du \left\{ I_{\{ S(u) \leq x \}} + I_{\{ R(u) \leq x < S(u) \}} \frac{S(u) - G(u)}{S(u) - R(u)} \right\} = \]
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ν(−∞, x)] outside this set. For such an x, (11) holds. Then, since (Rₙ, Gₙ, Sₙ) embeds ν from μₙ,
\[
\int_0^1 du \left\{ I_{[S(u) \leq x]} + I_{[R(u) \leq x < S(u) \cap S(u) - G(u)]} \right\} = \lim_n \left( \int_0^1 du \left\{ I_{[S_n(u) \leq x]} + I_{[R_n(u) \leq x < S_n(u)]} \right\} \right)
\]
\[
= \lim_n \nu(−∞, x) = \nu(−∞, x)
\]
as required.

We would like to thank the anonymous referee for the following idea for an alternative proof of Theorem 1.

Remark 5 (Alternative construction). Let (πlc)ₓₓ ∈ R be the disintegration of πlc with respect to μ, so that πlc(dx, dy) = μ(dx)πlc(dy). It follows that for any μ̂ ≤ μ, π̂'(dx, dy) := μ'(dx)πlc(dy) is again a left-curtain coupling. Decompose μ = μc + ∑ₙ αₙδₓₙ into continuous and discrete parts, respectively.

The desired representation of πlc through graphs of functions can then be obtained by pasting together the representations of πc(dx, dy) := μc(dx)πlc(dy) and πd(dx, dy) := ∑ₙ αₙδₓₙ(dx)πlc(dy). Note that in the case of πc, the result of Theorem 1 follows from the original theorem of Beiglböck and Juillet [4], while the case of πd follows from the arguments given in Section 3.

4 Robust bounds for the American put

Our motivation for the study of the left-curtain mapping came from a connection with the robust pricing of American puts. In robust or model-independent pricing (Hobson [20, 21]) the idea is that instead of writing down a model for the asset price (for example, geometric Brownian motion or a stochastic volatility model) we consider the class of all models for which the discounted asset price is a martingale and which are consistent with the prices of traded vanilla options. Then, given an exotic option which we would like to price, we search over this class of models to find the range of feasible model-based prices.

Typically the set of traded vanilla options is taken to be the set of European-style puts and calls. Given a family of European puts and calls for a fixed maturity and a continuum of strikes we can infer the law of the asset price at that maturity (under the market measure used for pricing). Given the prices of puts and calls for a sequence of maturities we can infer the marginal distributions of the asset price, but not the joint distributions. Then, working under the bond-price numéraire, the class of asset price processes which are consistent with the prices of traded vanilla options can be identified with the class of martingales with given marginals. The problem of finding the robust upper bound on the price of an American-style option becomes a search over consistent martingale models of the model-based price of the American option, see Neuberger [28], Hobson and Neuberger [24] and Bayraktar et al. [2]. Crucially, the primal pricing problem can be identified with a dual hedging problem.

When the American-style option is an American put and the number of candidate exercise dates is two, Hobson and Norgilas [20] solve for the robust upper bound under an assumption that the law of the underlying at the first exercise date is continuous. It turns out that the consistent model for which the American put has highest price is the model associated with the left-curtain coupling of Beiglböck and Juillet [4]. Here we briefly explain how the results of Hobson and Norgilas extend to the atomic case, and why the atomic case is important. There is a subtlety in the case with atoms which is not present when there are no atoms, and to deal with this subtlety we need the extension of the left-curtain coupling to the atomic case as constructed in this paper.

We are interested in pricing the American put which, in discounted units has strike K₁ at maturity 1 and strike K₂ at maturity 2, with K₂ < K₁, see Hobson and Norgilas [20]. The expected payoff
4.1 The trivial law for $\mu$

The difference between the modelling approaches of Bayraktar et al. [2] and Hobson and Neuberger [25] can be illustrated most simply when $\mu = \delta_w$. Also for simplicity we assume $\nu$ has a continuous law with mean $w$.

In the framework of Bayraktar et al. [2], since the filtration generated by $X$ is still trivial at time 1, the only choices facing the holder of the American put are either to always stop at time 1, or to never stop at time 1. The expected payoff of the American put does not depend on the martingale coupling and thus

$$\mathcal{P}_{BHZ} = \sup_{\pi \in \Pi_M(\mu, \nu)} \max\{\Phi_\pi(\Omega), \Phi_\pi(\emptyset)\} = \sup_{\pi \in \Pi_M(\mu, \nu)} \max\{\phi_\pi(1), \phi_\pi(2)\}$$

$$= \max \left\{ \int (K_1 - w)^+ \nu(w) + \int (K_2 - z)^+ \nu(dz) \right\}.$$ 

On the other hand we can construct a richer model which is $(\delta_w, \nu)$ consistent. Set $\Omega = (0, 1) \times (0, 1)$ and let $\mathbb{P}$ be Lebesgue measure on $\Omega$. Let $(U, V)$ be a pair of independent uniform random variables,
4.2 Tightness of the bound for a trivial law $\mu$

Our goal in this section is to show that $\mathcal{P}_N \geq \sup_{u \in [0,1]} A(u)$. (In the next section we will argue that there is equality here.) Note that $\mathcal{P}_{BHZ} = A(0) \lor A(1)$, so that $\mathcal{P}_N > \mathcal{P}_{BHZ}$ will follow if $\sup_{u \in [0,1]} A(u) > A(0) \lor A(1)$.

For a simple example, suppose $w = 1$ and $\nu = U[0,2]$; suppose $K_1 = \frac{4}{3}$ and $K_2 = 1$. Then $R(u) = 1 - u$ and $S(u) = 1 + u$. We have

$$A(u) = \frac{u}{4} + \int_0^{1-u} (1 - z) \frac{dz}{2} = \frac{1 + u - u^2}{4}.$$  

Then $\mathcal{P}_N \geq \max_{u \in [0,1]} A(u) = \frac{5}{16} > \frac{1}{4} = A(0) \lor A(1) = \mathcal{P}_{BHZ}$.

Remark 6. In our set-up there are two possible exercise times for the American put, denoted 1 and 2, and we construct a martingale $(X_0 = w, X_1, X_2)$ to match the marginals at these times. But if $\mathcal{L}(X_1) = \delta_{X_0}$, the problem can be recast as a problem for a stochastic process $\tilde{X} = (\tilde{X}_0, \tilde{X}_1)$ where $\tilde{X}_0 = X_0 = X_1$ and $\tilde{X}_1 = X_2$. We also set $\tilde{\tau} = \tau - 1$; then $\tilde{\tau} \in \{0, 1\}$ and $\tilde{\tau} = 0$ corresponds to immediate exercise. Put another way, one way to allow for immediate exercise of the American put, is to introduce an additional point (labelled 1) into the time-indexing set and to require $\mathcal{L}(X_1) = \delta_{X_0}$. For this reason it is very natural for $\mu$ to have a trivial law, if we want to allow immediate exercise.

4.2 Tightness of the bound for a trivial law $\mu$

Our goal in this section is to show that $\mathcal{P}_N = \sup_{u \in [0,1]} A(u)$. We do this by finding an upper bound on the American put pricing problem and then showing that this bound is equal to $\sup_{u \in [0,1]} A(u)$.

Let $\psi$ be a convex function with $\psi(z) \geq 0$. Let $\phi(z) = (K_1 - z)^+ + \psi(z)$ and let $\theta(z) = -\psi^+(z)$, where $\psi^+$ is the right derivative. Then, for all $x_1$ and $x_2$,

$$(K_1 - x_1)^+ \leq \phi(x_1) + \psi(x_2) + (x_2 - x_1)\theta(x_1),$$

$$(K_2 - x_2)^+ \leq \phi(x_1) + \psi(x_2).$$

It follows that for any set $B \in \mathcal{F}$ and for every $\omega$,

$$(K_1 - X_1)^+ I_B + (K_2 - X_2)^+ I_{BC} \leq \phi(X_1) + \psi(X_2) + (X_2 - X_1)\theta(X_1)I_B.$$ 

In particular, if we think of $B$ as the set of scenarios on which the put is exercised at time 1 then we have that the payoff of the American put is bounded above by the sum of the European-style payoffs $\phi$ and $\psi$ and the gains from trade from a strategy which involves holding $\theta(X_1)$ units of the underlying over the time-interval $[1, 2]$, provided the put was exercised at time 1. Then, for $B \in \mathcal{F}_1$,

$$\mathbb{E}[(K_{\tau_B} - X_{\tau_B})^+] \leq \mathbb{E}[\phi(X_1)] + \mathbb{E}[\psi(X_2)]$$

$$= \int (\phi(x)^+ + \psi(x)^+) \mu(dx) + \int \psi(y) \nu(dy).$$
In our context with $\mu = \delta_w$ this simplifies to $\{(K_1 - w)^+ - \psi(w)\} + \int \psi(y)\nu(dy) =: \mathcal{D}(\psi)$. Let $\mathcal{D} = \inf_{\psi} \mathcal{D}(\psi)$ (where the infimum is taken over convex $\psi$ with $\psi(z) \geq (K_2 - z)^+$). $\mathcal{D}$ forms an upper bound for the price of the American option under any consistent model and hence $\mathcal{P}_N \leq \mathcal{D}$.

Let $R$ and $S$ be defined as in Section 3.1. Let $P_\nu(z) = \int (z - x)^+ \nu(dx)$. Then (13) can be rewritten as $u = P'_\nu(S(u)) - P'_\nu(R(u))$ together with

$$
(S(u) - w)P'_\nu(S(u)) - P'_\nu(S(u)) = (R - w)P'_\nu(R(u)) - P'_\nu(R(u)).
$$

Fix $K_2 < K_1$ with $K_1 > w$ and define $\Lambda_w : (-\infty, K_2 \wedge w) \times (K_1, \infty) \mapsto \mathbb{R}$ by

$$
\Lambda_w(r, s) = \frac{K_1 - w}{s - w} - \frac{(K_2 - r) - (K_1 - w)}{w - r}.
$$

Since $\nu$ is continuous by assumption, $R$ and $S$ are strictly decreasing and strictly increasing, respectively. Define $u_w = \inf\{u \in (0, 1) : R(u) < K_2 \text{ and } S(u) > K_1\}$, and for $u \in (u_w, 1)$ set $\bar{\Lambda}_w(u) = \Lambda_w(R(u), S(u))$. It follows that $\bar{\Lambda}_w$ is strictly decreasing.

Suppose that $\ell_\nu = [\ell_\nu, r_\nu]$ is such that $\frac{K_1 - w}{S - w} < \frac{(K_2 - \ell_\nu) - (K_1 - w)}{w - \ell_\nu}$ (this will follow if $0 = \ell_\nu < w < r_\nu = \infty$ and $K_2 > K_1 - w$, for example). This assumption is sufficient to guarantee that there exists $u^* \in (u_w, 1)$ such that $\bar{\Lambda}_w(u^*) = 0$. Then $S^* := S(u^*) > K_1 > K_2 > R(u^*) =: R^*$. Also $\bar{\Lambda}_w(u^*) = 0$ implies $\frac{K_1 - w}{S^* - w} = \frac{K_2 - R^*}{S^* - R^*}$. For the model constructed in Section 3.1 we have

$$
\sup_{u \in [0, 1]} A(u) \geq A(u^*) = (K_1 - w)^+ u^* + \int_{-\infty}^{R^*} (K_2 - z)^+ \nu(dz)
$$

$$
= (K_1 - w)[P'_\nu(S^*) - P'_\nu(R^*)] + P_\nu(R^*) + (K_2 - R^*)P'_\nu(R^*).
$$

Conversely, let $\Theta = \frac{K_1 - w}{S^* - w} = \frac{K_2 - R^*}{S^* - R^*} = \frac{(K_2 - R^*) - (K_1 - w)}{u^* - R^*} \in (0, 1)$ and let $\psi^*(x) = \Theta(S^* - x)^+ + (1 - \Theta)(R^* - x)^+$. Note that by design $\psi^*(R^*) = \Theta(S^* - R^*) = (K_2 - R^*)$ so that $\psi^*(z) \geq (K_2 - z)^+$. Further, $\psi^*(w) = \Theta(S^* - w) = (K_1 - w)$ so that $\phi^*(w) = 0$ where $\phi^*(z) = ((K_1 - z)^+ - \psi^*(z))^+$. Then $\mathcal{D} \leq \Theta P_\nu(S^*) + (1 - \Theta)P_\nu(R^*) = \mathcal{D}(\psi^*)$.

Now consider $\mathcal{D}(\psi^*) - A(u^*)$. Using (13) for the second equality and the alternative characterisations of $\Theta$ for the third we have

$$
\mathcal{D}(\psi^*) - A(u^*) = \Theta(P_\nu(S^*) - P_\nu(R^*)) - (K_1 - w)[P'_\nu(S^*) - P'_\nu(R^*)] - (K_2 - R^*)P'_\nu(R^*)
$$

$$
= P'_\nu(S^*)[\Theta(S^* - w) - (K_1 - w)] - P'_\nu(R^*)[\Theta(w - R^*) - (K_1 - w) + (K_2 - R^*)]
$$

$$
= 0.
$$

Then $\mathcal{D}(\psi^*) = A(u^*) \leq \sup_{u \in [0, 1]} A(u) \leq \mathcal{P}_N \leq \mathcal{D} \leq \mathcal{D}(\psi^*)$. It follows that this chain of inequalities is in fact a chain of equalities and $\mathcal{P}_N = \sup_{u \in [0, 1]} A(u)$. Moreover, we have identified an optimal model and an optimal stopping rule. The model which yields the highest price for the American put is our extension of the left-curtain coupling.

### 4.3 American puts with a general time-1 law

We seek to generalise the arguments of the previous section to allow for non-trivial initial laws. Define $\hat{\Lambda} = \Lambda(r, g, s)$ via

$$
\Lambda(r, g, s) = \frac{K_1 - g}{s - g} - \frac{(K_2 - r) - (K_1 - g)}{g - r}.
$$

Suppose we are in the case of continuous $\mu$. Define $\hat{\Lambda}(x) = \Lambda(f(x), x, g(x))$ where $f$ and $g$ are the lower and upper functions which arise in the Beigliböck-Juillet characterization of the left-curtain martingale coupling. In our notation this can be written as $\Lambda(x) = \Lambda((R \circ G^{-1})(x), x, (S \circ G^{-1})(x))$. The fundamental insight in Hobson and Norgilas is that, in the case of continuous $\mu$, the cheapest superhedging can be described in terms of a simple portfolio of European-style puts whose strikes
4.3 American puts with a general time-1 law 4 ROBUST BOUNDS FOR THE AMERICAN PUT

depend on quantities which arise from looking for the root $x^*$, if any, of $\hat{\Lambda}(\cdot) = 0$. Moreover the most expensive model is the model described by the left-curtain coupling, and an optimal exercise rule is to exercise at time-1 if and only if $X_1 < x^*$. Hobson and Norgilas [26] identify four archetypes of hedging portfolios. The first two cases correspond to when there is a root to $\hat{\Lambda} = 0$ and when $\hat{\Lambda} < 0$ for all $x$. (The remaining cases correspond to cases where $\hat{\Lambda}$ is discontinuous, and jumps downwards over the value 0.)

In the case with atoms in $\mu$ we cannot use $\hat{\Lambda}$ directly since $G^{-1}$ has jumps. Instead, following the analysis in Section 4.1 we define $\bar{\Lambda}(u) = \Lambda(R(u), u, S(u))$, and look for solutions, if any, to $\bar{\Lambda}(\cdot) = 0$. We may still have the cases where $\bar{\Lambda} < 0$ for all $u \in (0, 1)$ or where $\bar{\Lambda}(\cdot)$ jumps over zero, but these cases can be dealt with as in [26]. The new case is when the root $u^*$ of $\bar{\Lambda} = 0$ occurs in an interval $(u, u^*]$ over which $G$ is constant. This means that there is an atom of $\mu$ at $G(u^*)$. See Figure 5. A model which maximises the price of the American put is the extended left-curtain martingale coupling model, and the optimal stopping rule is to exercise at time-1 whenever $X_1 < G(u)$ and to sometimes exercise when $X_1 = G(u)$. When $X_1 = G(u)$ the optimal stopping rule is to exercise precisely when $U \in (u, u^*)$ and to wait if $U \in (u^*, \bar{u})$. Because $R$ and $S$ are monotonic over $(u, \bar{u}]$ paths with low future variability are exercised at time-1 whereas on paths with high future variability exercise is delayed to time-2.

Figure 5: Finding the optimal hedge for general measures. $\mu$ has an atom of size $u^* - u$. Moreover, the piecewise linear curve joining $(R(u), K_2 - R(u))$, $(G(\hat{u}), K_1 - G(\hat{u}))$ and $(S(u), 0)$ is concave (where $\hat{u}$ is any element of $(u, \bar{u})$), whereas the piecewise linear curve joining $(R(\bar{u}), K_2 - R(\bar{u}))$, $(G(\hat{u}), K_1 - G(\hat{u}))$ and $(S(\bar{u}), 0)$ is convex. There exists $u^* \in (u, \bar{u}]$ such that $(R(u^*), K_2 - R(u^*))$, $(G(\hat{u}), K_1 - G(\hat{u}))$ and $(S(u^*), 0)$ all lie on a straight line. The figure describes the optimal coupling (via $(U, V)$ and 3) and the optimal exercise strategy for the American put is to exercise at time-1 if $U \leq u^*$.
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Proof of Lemma 4. We begin our study of the upper bound on $S_n$ by considering the case of a single starting measure $\mu$ and fixed target law $\nu$. First we assume that $\mu$ and $\nu$ are regular (no atoms and no intervals within the support with no mass), before extending to the general case. Then we consider what happens when we consider $\mu_n \uparrow \mu$.

Suppose $\mu$ and $\nu$ have no atoms and no intervals within the support with no mass. Then $G_\mu$ is continuous and strictly increasing. Fix $u \in (0,1)$ and let $\ell_1 \equiv \ell_1^u$ be the tangent to $P_\mu$ with slope $u$. See Figure 6. By construction this tangent meets $P_\mu$ at $G = G_\mu(u)$. Let $H = H(u)$ be the point where the tangent crosses the $x$-axis. Let $\ell_2 \equiv \ell_2^u$ be the tangent to $P_\nu$ with slope greater than $u$ which passes through $(G, P_\mu(G))$; this tangent meets $P_\nu$ at the $x$-coordinate $J = J(u) = J_{\mu,\nu}(u)$.

We now show that $S(u) \leq J$. 

Choose $\gamma \in [H, G)$. Let $\ell_3^\gamma$ be the tangent to $P_\mu$ which passes through $(\gamma, \ell_1^\gamma(\gamma))$ and has slope less than $u$. Suppose this tangent meets $P_\mu$ at $r = r(\gamma)$; the slope of the tangent is $P_\mu'(r)$. Let $\ell_1^\gamma$ be the tangent to $P_\nu$ at $r$. Finally, let $\ell_5^\gamma$ be the line passing through $(\gamma, \ell_4^\gamma(\gamma))$ with slope $u + P_\nu'(r) - P_\mu'(r)$.

If there exists $\gamma$ such that $\ell_5^\gamma$ is a tangent to $P_\nu$ (meeting $P_\nu$ at $s$ say), then $(r, G, s)$ satisfy

$$\int_G^r w^i \mu(dw) = \int_r^s w^i \nu(dw)$$

(15)

(and moreover $\gamma = \int_r^G w\mu(dw)/\int_r^G \mu(dw) = \int_r^s w\nu(dw)/\int_r^s \nu(dw)$ is the barycentre of the measures $\mu|_{(r,G)}$ and $\nu|_{(r,s)}$).

For each $u$ there may be multiple $\gamma$ which lead to a triple $(r, G, s)$ which satisfies (15). We show that in each case $s \leq J$. It follows that $S(u) \leq J$.

Suppose $\ell_4^\gamma(\gamma) \leq \ell_3^\gamma(\gamma) = \ell_1^\gamma(\gamma)$. Then necessarily $P_\nu'(r) < P_\mu'(r)$ and $\ell_3^\gamma$ lies below $\ell_1$ to the right of $\gamma$; in particular $\ell_3^\gamma$ stays below $P_\mu$ to the right of $\gamma$ and cannot be a tangent to $P_\nu$. Hence if $(r, G, s)$ satisfies (15) we must have $\ell_3^\gamma(\gamma) > \ell_1(\gamma)$. Then, if $\ell_3^\gamma$ is a tangent to $P_\nu$ we must have that the point of tangency is below $J$.

In the above we used the regularity assumptions on $\mu$ and $\nu$ to conclude that there was a unique tangent to $P \in \{P_\mu, P_\nu\}$ at a given point, and that there was a unique point at which $P$ had a given slope. If $\mu$ or $\nu$ is not regular then, for fixed $u$, there may be multiple quintiles $G$, multiple points $r$ and multiple tangents to $P_\nu$ at $r$. The point is that although there are multiple versions of the construction in this case each candidate triple $(r, G, s)$ satisfying (15) has $s \leq J$ where $J$ is defined.
using an arbitrary point \( G \in [G_\mu(u), G_\mu(u+)] \). We define \( J_- = J_-(u) \) to be the smallest \( x \)-coordinate at which the tangent to \( P_\nu \) with slope greater than \( u \) passing through \((G(u), P_\nu(G(u)))\) meets \( P_\nu \) and \( J_+ = J_+(u) \) to be the largest \( x \)-coordinate at which the tangent to \( P_\nu \) with slope greater than \( u \) passing through \((G(u+), P_\nu(G(u+)))\) meets \( P_\nu \). We have \( S(u) \leq J_-(u) \leq J_+(u) \).

Finally, we want to show that if we approximate \( \mu \) by \( \mu_n \) (with \( \mu_n \uparrow \mu \)) then the bound \( \lim \sup S_n \leq J_+ \) remains valid, where \( J_+ \) is constructed from \( \mu \) and \( \nu \).

Define \( K(k) = \arg\sup_{\nu} \frac{P_\nu(\kappa) - P_\nu(k)}{\kappa - k} \). The notation \( \arg\sup \) is used to indicate that where there are multiple elements in the \( \arg\sup \) we choose the largest one. Then \( K \) is increasing and right continuous in \( k \). Note that \( J_+(u) = K(G(u+)) \). In a similar fashion we can define \( K_n \) and \( J_n \) using \( P_{\mu_n} \) in place of \( P_\mu \). (The target law is assumed fixed throughout.) Since \( P_{\mu_n}(k) \uparrow P_\mu(k) \) and \( K \) is right-continuous we have \( K_n(k) \downarrow K(k) \). Then, for \( \epsilon > 0 \),

\[
\lim \sup J_n(u) = \lim \sup_{n} K_n(G_n(u+)) \leq \lim \sup_{n} K_n(G(u+)+\epsilon) \leq K(G(u+)+\epsilon).
\]

Since \( \epsilon \) is arbitrary and \( K \) is right continuous, \( \lim \sup S_n(u) \leq \lim \sup_{n} J_n(u) \leq J_+(u) \).

\[\square\]

**Proof of Lemma 6** As for the proof of Lemma 4 we begin by considering a single initial law \( \mu \), and supposing that \( \mu \) and \( \nu \) are regular.

Fix \( u \in (0,1) \) and let \( \ell_1 \) be the tangent to \( P_\mu \) with slope \( u \). Let \( H = H(u) \) be the point where this tangent crosses the \( x \)-axis. Suppose that \( \ell_1 \) is not a tangent to \( P_\nu \). Then \( \ell_1 \) must lie strictly below \( P_\nu \). There exists \( \epsilon = \epsilon(u) > 0 \) such that the line passing through \((H, \epsilon)\) with slope \( u + \epsilon \) lies below \( P_\nu \). Now choose \( j = j(u) \) such that the tangents to \( P_\mu \) and \( P_\nu \) at \( j \) both have slope less than \( \epsilon \) and both cross the line \( y = x < \epsilon \). Then \( R(u) \geq j \).

To see this let \( \gamma \) be the \( x \)-coordinate of the point where the tangent to \( P_\mu \) at \( j \) crosses \( \ell_1 \). Then if \( \ell_4 \) is the tangent to \( P_\nu \) at \( j \) then \( \ell_4(\gamma) < \epsilon \); if \( \ell_5 \) is the line passing through \((\gamma, \ell_4(\gamma))\) with slope \( u + P_\nu'(j) - P_\mu'(j) < u + \epsilon \), then by our defining assumption on \( \epsilon \), \( \ell_5 \) lies below \( P_\nu \). Hence \( R(u) > j \).

We can extend the result to irregular measures, and to \( \lim \inf R_n(u) \) by similar techniques as for \( S \).

The only extra issue that arises is our assumption that \( \ell_1 \) is not a tangent to \( P_\nu \). But, if for each \( n \), \( \ell_1 \) is a tangent to \( P_\nu \), then the same is certainly true in the limit. Then there must exist \( x \) such that \( \ell_1(x) = P_\mu(x) = P_\nu(x) \) and then \( S(u) \leq x \leq G(u+) \). This case is excluded by hypothesis. \[\square\]