Brownian heat engine with active reservoirs
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I. INTRODUCTION

Mounting social need on sustainable development has attracted great attention on energy harvesting techniques, by which useful energy is extracted from surrounding environments, in both scientific and engineering societies [1–3]. Typical examples are thermoelectric devices using a temperature gradient [4], photovoltaic devices using sunlight [5], and piezoelectric devices using ambient pressure [6]. A major challenging issue on these studies is achieving a high efficiency as well as a high energy or power production. When a device works in an equilibrium environment, the efficiency is bound by the thermodynamic second law; for example, the efficiency of thermoelectric devices cannot surpass the Carnot efficiency.

How, then, is the efficiency affected by replacing the environment with nonequilibrium reservoirs? One might think that the efficiency would be reduced with nonequilibrium reservoirs as the efficiency usually diminishes with irreversibility. However, this is not always true: It was already reported that the efficiency of a quantum heat engine can surpass the conventional Carnot limit with nonequilibrium squeezed reservoirs [7–9]. In classical systems, it was experimentally shown that the efficiency of a Stirling engine working in a bacterial bath can overcome its maximum efficiency obtained by a quasistatic operation in equilibrium reservoirs [10,11]. In addition, there are also a few examples where the efficiency increases with the irreversibility in well-manipulated ways [12–14]. However, a systematic study on the efficiency bound of engines working in nonequilibrium environments has rarely been done, partly because its theoretical manipulation is not straightforward as in the equilibrium cases.

In this work, we study the efficiency and the power of an energy-harvesting device extracting energy from nonequilibrium active reservoirs. To be specific, we consider an overdamped Brownian motion of passive particles composing of the engine with equilibrium baths and/or bacterial active baths. A bacterial bath is known to be well described by the colored noise with a finite persistence timescale [15–20]. In the case with the active baths, we demonstrate rigorously that (i) the efficiency can surpass the standard Carnot limit, thus the conventional power-efficiency trade-off relation [21–23] does not hold, and (ii) the efficiency at the maximum power (EMP) can overcome the Curzon-Ahlborn (CA) efficiency [24].

This enhancement can be understood in the entropic perspective; while the total entropy production (EP) is still nonnegative, the existence of an extra unconventional EP can make the Clausius EP negative [25–29]. We emphasize that the thermodynamic second law is still valid with the proper inclusion of the unconventional EP for the complete thermodynamic accounting, which is similar to the presence of the extra mutual information EP in the famous Maxwell’s demon problem [30]. We also find that the supremacy of the active engine is achieved when the timescales of the two active baths are different from each other. Our results clearly show that the environmental noise from active particles can be used as a valuable energy source for a energy-harvesting device with better performance.

II. ENGINE WITH EQUILIBRIUM RESERVOIRS

We first revisit the simple linear Brownian engine model with equilibrium reservoirs in the overdamped limit [31,32]. Suppose that there are two particles (particle 1 and 2), each of which moves in a one-dimensional space and is immersed
in a heat reservoir with temperature $T_i$ ($i = 1, 2$). Their positions are denoted by $x_1$ and $x_2$ and $\Phi = \Phi(x_1, x_2)$ is a given potential. The motions of these particles are described by the following equations:

$$\gamma_i \dot{x}_i = -\partial_x \Phi + f_i^{nc} + \sqrt{2k_B T_i \gamma_i} \xi_i,$$  

(1)

where $\gamma_i$ is a dissipation coefficient, $f_i^{nc}$ is an external nonconservative force, and $k_B$ is the Boltzmann constant, which will be set to 1 in the following discussion. $\xi_i$ is a Gaussian white noise satisfying $\langle \xi_i(t) \rangle = 0$ and $\langle \xi_i(t) \xi_j(t') \rangle = \delta_{ij} \delta(t - t')$. In this model, the harmonic potential and the linear nonconservative force are taken for analytic treatments [32–34] as

$$\Phi = \frac{k}{2} (x_1^2 + x_2^2), \quad (f_1^{nc}, f_2^{nc}) = (\epsilon x_2, \delta x_1).$$  

(2)

Note that the Brownian gyrator [35] has a similar structure, which was experimentally realized recently [36].

From Eq. (1), the thermodynamic first law can be written as

$$\dot{Q}_i = \dot{E}_i + \dot{W}_i,$$  

(3)

where $\dot{E}_i = \dot{x}_i \partial_x \Phi$ is the rate of the internal energy change of a particle $i$, $\dot{W}_i = -f_i^{nc} \dot{x}_i$ is the work extraction rate due to the external force $f_i^{nc}$, and $\dot{Q}_i = x_i \partial_x \Phi + \sqrt{2k_B T_i \gamma_i} \xi_i$ is the heat current from the bath $i$ with the Stratonovich multiplication denoted by $\circ$ [37]. In the steady state, $\langle \dot{Q}_i \rangle_i = \langle \dot{W}_i \rangle_i = \langle \dot{x}_i \rangle_i = 0$, where $\langle \cdots \rangle_i$ denotes the steady-state average. Therefore, $\langle \dot{Q}_1 \rangle_i = -\epsilon \langle x_1 \dot{x}_2 \rangle_i$ and $\langle \dot{Q}_2 \rangle_i = -\delta \langle x_1 \dot{x}_1 \rangle_i$. The total work rate (power) is $\langle \dot{W}_i \rangle = \langle \dot{W}_1 \rangle + \langle \dot{W}_2 \rangle = (\epsilon - \delta) \langle x_1 x_2 \rangle_i$, and the second equality comes from the fact

$$\frac{d}{dt} \langle x_1 x_2 \rangle_i = \langle \dot{x}_1 \dot{x}_2 \rangle_i = 0.$$  

(10)

For $T_1 > T_2$, the efficiency $\eta$ is given by the ratio between $\langle \dot{W}_i \rangle$ and $\langle \dot{Q}_i \rangle_i$ as

$$\eta = \frac{\langle \dot{W}_i \rangle}{\langle \dot{Q}_i \rangle_i} = 1 - \frac{\delta}{\epsilon},$$  

(4)

Requiring the work extraction $\langle \dot{W}_i \rangle_i = (\epsilon - \delta) \langle x_1 \dot{x}_2 \rangle_i \geq 0$ with

$$\langle x_1 \dot{x}_2 \rangle_i = \frac{T_i \delta - T_2 \epsilon}{k (\gamma_1 + \gamma_2)},$$  

(5)

we find the constraint $T_2 / T_1 \leq \delta / \epsilon \leq 1$, leading to the famous Carnot bound as

$$0 \leq \eta \leq 1 - \frac{T_2}{T_1} \equiv \eta_C,$$  

(6)

where $\eta_C$ is the Carnot efficiency. As expected from the power-efficiency trade-off relation, the power $\langle \dot{W}_i \rangle_i$ vanishes at $\eta = \eta_C$ [21–23]. In addition, we need the stability condition for the existence of the steady state, which turns out to be

$$\delta \epsilon \equiv K < k^2.$$  

(7)

Derivations of Eqs. (5) and (7) are presented in Appendix A1.

Figure 1(a) shows the engine area satisfying the above two constraints (6) and (7) with $\gamma_1 = \gamma_2 = 1$, $k = 2$, $T_1 = 2$, and $T_2 = 1$. In Fig. 1(b), we plot the normalized efficiency and power as $\eta = \eta / \eta_C$ and $P = \langle \dot{W}_i \rangle_i / P_{\text{max}}$ along the line from $\epsilon_1$ to $\epsilon_2$ of Fig. 1(a) at fixed $\delta = 0.8$, where $P_{\text{max}}$ is the maximum power in equilibrium baths defined as Eq. (8). Note that the solid curves and data points of Fig. 1 are analytic curves and numerical simulation results, respectively. All numerical data are obtained by integrating the equations of motion of Eq. (1) and averaging over $2 \times 10^6$ samples in the steady state.

We also calculate the efficiency at the maximum power (EMP) $\eta_{\text{EMP}}$. Along the curve with fixed $K(0 \leq K \leq k^2)$, the local maximum power is obtained at $\chi_m = \sqrt{T_2 / T_1}$ with the efficiency $\eta_m$ identical to the CA efficiency $\eta_{\text{CA}}$ [24] and the power given by $\langle \dot{W}_i \rangle_i = k T_i \eta_{\text{CA}}^2 / (\gamma_1 + \gamma_2)$. The global power maximum is achieved at $K = k^2$, and thus we obtain

$$\eta_{\text{EMP}} = 1 - \frac{\sqrt{T_2}}{T_1} \equiv \eta_{\text{CA}} \quad \text{and} \quad P_{\text{max}} = k \frac{T_i \eta_{\text{CA}}^2}{\gamma_1 + \gamma_2}.$$  

(8)

Figure 1(c) shows the plots of $\eta_m \equiv \eta_m / \eta_{\text{CA}}$ and $\bar{P}_m \equiv \langle \dot{W}_i \rangle_i / P_{\text{max}}$ against $K$.

III. ENGINE WITH ACTIVE RESERVOIRS

Now we replace equilibrium reservoirs with bacterial active baths. The equations of motion are given as

$$\gamma_i \dot{x}_i = -\partial_x \Phi + f_i^{nc} + \xi_i.$$  

(9)

Here $\xi_i$ is a Gaussian colored noise satisfying $\langle \xi_i(t) \xi_j(t') \rangle = D_i \delta_{ij} e^{-\gamma_i(t-t') / \tau_i}$, where $D_i$ is the noise strength and $\tau_i$ is the persistence timescale of noise $\xi$ [15–20]. The finite persistent time originates from collisions of a passive particle with bacteria with directional persistence. In the $\tau_i \to 0$ limit, the active bath becomes identical to the equilibrium bath with the temperature $T_i = D_i / \gamma_i$. The Ornstein-Uhlenbeck process (OUP) provides one of the simplest ways to describe the evolution of $\xi_i$ [37]:

$$\tau_i \dot{x}_i = -\xi_i + \sqrt{2 D_i} \xi_i,$$  

(10)

where $\xi_i$ is a Gaussian white noise as seen in Eq. (1). Together with Eq. (9), this process with linear forces like in Eq. (2) is called the active OUP (AOUP) [20.38–40]. We remark that a non-Gaussian nature of the colored noise was observed experimentally in a low-concentration bacterial bath [17]. However, our results in the following can also apply to a non-Gaussian case because the work and heat current in the linear-force system do not depend on the higher-order moments of the noise except for the second-order one [11].

Before investigating the AOUP engine, we first consider passive particles trapped in a harmonic potential in Eq. (2) without a nonconservative force ($f_2^{nc} = 0$), in contact with the active reservoir. From its steady-state distribution, we can unambiguously define the appropriate effective temperature of the active reservoir as follows. It is straightforward (see Appendix A2) to derive the steady-state distribution which is Boltzmann-like in this case as

$$P(x_1, x_2) = \prod_{i=1}^{2} \sqrt{\frac{k}{2 \pi T_i}} e^{-\frac{k x_i^2}{2 T_i}}.$$  

(11)
The energy conservation yields again Eq. (3) where the heat current from the active bath \( i \) is given by \( Q_i = x_i \cdot \left( -\gamma_2 \dot{x}_i + \xi_i \right) \). In the steady state for the AOUPE engine, we get the same form as before for the heats and power such as \( \langle Q_1 \rangle_s = \langle W \rangle_s = \epsilon (x_1 x_2)_{s} \) and \( \langle W \rangle_x = \epsilon - (x_1 x_2)_{s} \). The standard calculation of the multivariate OUP [37] by treating the colored noise \( \xi_i \) as a state variable yields (see Appendix A3)

\[
(x_1 x_2)_s = \frac{1}{k(y_1 + y_2)} \left[ \frac{T_f \delta}{A_K} - \frac{T_f^2 \epsilon}{B_K} \right] \quad \text{with} \quad K = \delta \epsilon,
\]

where

\[
A_K = 1 + \frac{k y_1 \tau_1}{y_1 \Gamma_1} + \frac{(k^2 - K) \tau_1^2}{y_1 \Gamma_1}, \quad B_K = 1 + \frac{k y_2 \tau_2}{y_2 \Gamma_2} + \frac{(k^2 - K) \tau_2^2}{y_2 \Gamma_2}.
\]

We find the same stability condition \( K < k^2 \), see Appendix A3) and thus \( A_K \geq 1 \) and \( B_K \geq 1 \) in the stable region.

In this study, we define the efficiency of an active engine (or hybrid engine in the next section) as the conventional one for a passive engine, i.e., a fraction of the extracted work from the absorbed energy from the hot reservoir. More discussion on the definition of the efficiency for an active engine is presented at the end of this section. With this definition, we find the efficiency bound from the engine condition as

\[
0 \leq \eta = 1 - \frac{\delta}{\epsilon} \leq 1 - \frac{T_f^2 A_K}{T_f^2 B_K} = \eta_c^e,
\]

where \( \eta_c^e \) is the maximum efficiency for the AOUPE engine. It is remarkable to see that \( \eta_c^e \) can exceed the effective Carnot efficiency \( \eta_c = 1 - T_f^2 / T_i^2 \) when the modification factor \( M_K = A_K / B_K > 1 \). The modification factor \( M_K \) is maximized and reaches \( 1 + k \tau_1 / y_1 \) in the limits of \( \tau_1 / \tau_2 \to 0 \) and \( K \to 0 \).

The case with the timescale symmetry \( (\tau_1 = \tau_2 \text{ and } y_1 = y_2) \) is special. We get \( M_K = 1 \) and \( T_f^2 / T_i^2 = T_f / T_i \), and thus \( \eta_c^e = 1 - T_f / T_i = \eta_c \); no effect on the efficiency but the power is reduced by a factor of \( A_K (1 + k \tau_1 / y_1) \geq 1 \). Therefore, the breaking of the timescale symmetry is crucial in enhancing the engine performance. Similar phenomena were found recently in some quantum engines [41,42], where the quantumness disappears with the symmetry.

Furthermore, we can see that the active engine can do work with two active reservoirs with the same effective temperatures but with different persistence times. This also manifests
that the active reservoir should be characterized not only by its effective temperature but also by its persistent time. More remarkably, the heat flows can be reversed (⟨Q⟩₁ < 0, ⟨Q⟩₂ > 0 for T₁ > T₂), still with the positive work extraction (⟨W⟩₀ > 0) when T₂/β₂ > T₁/β₁ (see detailed discussions in Appendix A3).

To illustrate the enhancement of the active engine performance, we consider a simple case with τ₁ = 0 (high-temperature equilibrium reservoir) and τ₂ > 0 (low-temperature active reservoir). Then it is clear that η̃₁ is always larger than ηECA as β₁ = 1 and β₂ > 1. Furthermore, as T₁ = T₁ and T₂ = T₂/(1 + kτ₁/γ₂) < T₂, we find η̃₂ > ηE > η̃₂ > ηC. From Eq. (12), we can also easily see that the power is enhanced in this case, compared to the case of both equilibrium reservoirs (τ₁ = τ₂ = 0).

Figure 1(d) shows the region satisfying the stable and useful engine condition with τ₁ = 0, τ₂ = 0.5, T₁ = 1, and T₂ = 1, which is extended outside of the line of δ = (T₂/T₁)γ and the efficiency η is larger than ηC. The boundary of the extended region is given by (x₁,x₂) = 0 in Eq. (12); thus in this case, δ = (T₂/β₂T₁γ)/γ, which is not a straight line because of K = δγ. In Fig. 1(e), the normalized efficiency and power as η̃ ≡ η/η̃ and P ≡ ⟨W⟩₀/⟨W⟩₀ along the thick dashed line from ε₁ to ε₀ of Fig. 1(d) are plotted at fixed δ = 0.8, where ε₀ is the largest point allowed in the engine region. The efficiency clearly exceeds the effective Carnot efficiency by far and the power is finite even at the effective Carnot efficiency. This shows that the conventional power-efficiency trade-off constraint [21–23] is not valid in the active engine.

We also show that the EMP of this AOUP engine can surpasses the CA efficiency. Along the curve with fixed K, the local maximum power is obtained at δ̃m = T₂/B₂T₁γ with the efficiency and the power

\[ \eta_m = 1 - \sqrt{\frac{T_2}{B_2T_1^\gamma}}, \]

where η̃CA ≡ 1 − √T₂/B₂T₁γ is the effective CA efficiency. The global power maximum is achieved at a nontrivial value of K for 0 < K < K² and ηEMP exceeds η̃CA. Figure 1(f) shows the plots of η̃m ≡ ηm/η̃ and Pm = ⟨W⟩₀/⟨W⟩₀ against K. Note that the dependence of η̃m and ⟨W⟩₀ on general τ₁ and τ₂ is presented in Appendix B.

In the above example, it is easy to understand why the efficiency η can be larger than ηC: This is simply because T₂ < T₁ which provides effectively the bigger temperature gradient. However, there is a nontrivial additional enhancement of the engine performance, which is encoded in the modification factor M̃. In order to understand this remarkable effect, it is useful to resort to a different representation of the equations of motion of the active engine as follows.

It is well known that the AOUP can be mapped on an underdamped Langevin dynamics by introducing an auxiliary velocity \( v_i = x_i \) and mass \( m_i = \gamma_i \tau_i \) as follows [38–40]:

\[
\begin{align*}
\dot{x}_1 &= v_1, & m_1\dot{v}_1 &= -kx_1 + \epsilon x_2 + r_1 v_1 - \Gamma_1 v_1 + \sqrt{2D_1}\xi_1, \\
\dot{x}_2 &= v_2, & m_2\dot{v}_2 &= -kx_2 + \delta x_1 + \tau_2 v_1 - \Gamma_2 v_2 + \sqrt{2D_2}\xi_2,
\end{align*}
\]

(16)

which describes the dynamics of a particle in a harmonic trap with the nonconservative force \( f_i^{ac} \) and the unusual non-anti-symmetric Lorentz-like velocity-dependent force \( (r_i \epsilon v_2, r_2 \delta v_1) \) in contact with the equilibrium reservoirs with the temperature \( T_i = D_i/\Gamma_i \). The standard antisymmetric Lorentz force such as a magnetic force does not do work by itself. However, the non-anti-symmetric Lorentz-like force can do work as well as change the steady-state distribution function in a significant way. Thus, the existence of the velocity-dependent force can promote the work rate as well as the heat rate, which makes it possible to exceed the effective Carnot efficiency. Note that the heat flow from the active reservoir in this representation is given as \( Q_i^1 = v_i o (r_i \epsilon v_2 - \Gamma_1 v_1 + \sqrt{2D_i}\xi) \) and similarly for \( Q_i^2 \), of which the steady-state averages are identical to the heat rates \( \langle Q_i \rangle \), calculated previously.

It is also useful to study the EP or irreversibility for the active engine. Some years ago, Zamponi et al. showed that the stochastic thermodynamic approach for the EP can be generalized to a non-Markovian process with a memory kernel [25]. Very recently, the EP for the AOUP was explicitly derived using this method, which turns out to be equivalent to the EP obtained for the above auxiliary underdamped dynamics with the standard definition of the parity [26,27,38]. Furthermore, the EP calculation method in an underdamped dynamics with general velocity-dependent forces is well documented [28,29]. In this study, we take this latter approach to derive the EP for the AOUP engine exactly and show that the unconventional EP term appearing generally with velocity-dependent forces plays a key role, which provides the main source for the efficiency surpassing the Carnot efficiency in the EP perspective (see Appendix C).

Finally, we remark on the efficiency definition for an active engine. The efficiency is a measure for denoting how efficient an engine performance is. Thus, it is usually defined as a fraction of produced work from the total cost. For an equilibrium reservoir, the absorbed heat \( Q_1 \) is the total cost to maintain the reservoir. For an active reservoir, however, one may consider an additional cost to maintain the nonequilibrium steady state of the reservoir besides \( Q_1 \). This may be the cost for feeding and growing bacteria. It is difficult, if not impossible at this moment, to systematically estimate this feeding cost in the energy perspective. Nevertheless, this feeding is expected to be not very costly as we can witness in our daily life that many bacteria can proliferate in the water by themselves even without supplying food because microorganisms are everywhere and abundant in nature, especially in biological environments at the cellular level. In this sense, this additional cost may be practically negligible and our definition of the efficiency is useful for the active and hybrid engines. However, in a strict sense, our efficiency is an upper bound without considering this additional cost.

IV. ENGINE WITH HYBRID RESERVOIRS

Finally, we consider a more realistic hybrid engine by adding active particles (bacteria) into equilibrium fluid reservoirs [18–20,27]. Then, the equations of motion are given by

\[
\gamma_i \dot{x}_i = -\partial_x \Phi + f_i^{ac} + \xi_i + \sqrt{2y_i T_i}\xi_i,
\]

(17)
where the reservoir noise is composed of two independent noises: a Gaussian white noise $\xi_i(t)$ with $\langle \xi_i(t) \xi_j(t') \rangle = \delta_{ij} \delta(t - t')$ and a Gaussian colored noise $\zeta_i$, which satisfies $\langle \zeta_i(t) \zeta_j(t') \rangle = D_i \delta_{ij} e^{-|t - t'|/\tau_i}$. Equation (17) can also describe the dynamics of a self-propelled particle as an engine particle with equilibrium baths [43].

In the steady state, the power and heat rates are expressed in the same form as before, e.g., $(W)_s = \langle \epsilon - \delta \xi_i \dot{x}_i \rangle$. Following the previous calculation procedure, we find (see Appendix A4)

$$\langle x_1 \dot{x}_2 \rangle_s = \frac{T_1 \delta - T_2 \epsilon}{k(y_1 + y_2)} + \frac{1}{k(y_1 + y_2)} \left( \frac{D_1 \delta}{\Gamma_1 \mathcal{A}_K} - \frac{D_2 \epsilon}{\Gamma_2 \mathcal{B}_K} \right),$$

(18)

which is a simple sum of two currents due to equilibrium noises and active noises. Note that the power can be enhanced (or reduced) by adding the active noise into the high-temperature (low-temperature) reservoir. In Figs. 1(g), 1(h) and 1(i), we plot the engine region, the power, and the efficiency with the parameters $\tau_1 = 0.5$, $\tau_2 = 0$, $T_1 = 2$, $T_2 = 1$ $D_1 = 3$, and $D_2 = 0$. We also obtain the effective temperature of the hybrid reservoir as $T_{12} = T_1 + D_1/\Gamma_1$ (see Appendix A2), and then the engine condition yields

$$0 \leq \eta \leq 1 - \frac{T_{12}^*}{T_{12}^* + T_2 (\mathcal{B}_K - 1)} \left( \frac{\mathcal{A}_K}{\mathcal{B}_K} \right) \equiv \eta_{\text{hc}}^\text{hybrid},$$

(19)

with the maximum efficiency $\eta_{\text{hc}}^\text{hybrid}$ which can again exceed the effective Carnot efficiency $\eta_C^\epsilon$. The EMP and the maximum power can be also derived.

V. CONCLUSION

We demonstrated that the power and the efficiency of a device working in nonequilibrium active environments with Gaussian colored noises with finite persistent time can overcome the conventional Carnot limit. This is possible because the total EP in the steady state cannot be expressed solely by the Clausius EP, and the unconventional EP term [28,29] emerges from the non-Markovianity of the active reservoirs [25] (equivalently, a velocity-dependent force present in the underdamped representation). In fact, the Clausius EP is negative, for overcoming the Carnot bound, which is compensated by the positive contribution from the unconventional EP. This gives rise to the nonnegative total EP, which is fully consistent with the thermodynamic second law. Thus, this unconventional EP can be regarded as the mathematical expression for the additional cost to maintain the steady state of active reservoirs.

We emphasize that our main results can be also applied to more general cases with non-Gaussian colored noises and an arbitrary nonlinear potential. This implies that the non-Markovianity of the active noise is much more crucial than its non-Gaussianity for the out-performance of the active engine, in contrast to the recent claim by Krishnamurthy et al. [10]. Furthermore, we find that the timescale symmetry breaking between two active reservoirs is necessary for the supremacy of the active engine.

Our result is readily realizable and applicable to the energy harvesting devices in bacterial or active baths. Thus, our conclusion provides a new way of developing high-performance energy-harvesting devices harnessing energy of microorganisms which exist almost everywhere in nature.
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APPENDIX A: COVARIANT MATRIX, STEADY-STATE DISTRIBUTION, WORK, AND HEAT RATES IN THE ORNSTEIN-UHLENBECK PROCESS

The multivariate Ornstein-Uhlenbeck process [33,37] is described by

$$\dot{z} = -\mathbf{A} z + d\mathbf{\Xi},$$

(A1)

where $z$ is a $d$-dimensional state (column) vector and $\mathbf{A}$ is a linear force matrix. The noise vector $d\mathbf{\Xi}$ satisfies $\langle d\mathbf{\Xi}(t) d\mathbf{\Xi}^T(t) \rangle = 2D dt$, where $D$ is a symmetric diffusion matrix. Note that the superscript “$^T$” represents the transpose.

The covariant matrix $\Sigma$ is defined as

$$\Sigma = \langle z z^T \rangle_s, \quad \Sigma^T,$$

(A2)

where $\langle \cdot \cdot \cdot \rangle_s$ denotes the steady-state average. Its incremental satisfies

$$d\Sigma = \langle d\mathbf{z} \circ d\mathbf{z}^T \rangle_s + (\mathbf{z} \circ d\mathbf{z}),$$

(A3)

$$= [-\mathbf{A} \Sigma - \Sigma \mathbf{A}^T + 2D] dt = 0,$$

with the Stratonovich multiplication $\circ$, and thus we obtain

$$\mathbf{A} \Sigma + \Sigma \mathbf{A}^T = 2D.$$  

(A4)

Similarly, we find

$$\langle \mathbf{z} \circ \mathbf{\dot{z}} \rangle_s = -\Sigma \mathbf{A}^T + \mathbf{D},$$

(A5)

which is useful for calculation of work and heat rates.

The steady-state distribution is given as [33,37]

$$P(z) = \frac{1}{\sqrt{2\pi |\Sigma|}} \exp \left[ -\frac{1}{2} z^T \Sigma^{-1} z \right],$$

(A6)

where $|\cdot|$ is the determinant. The stability condition for the steady state is obtained by requiring the positivity of all eigenvalues of the covariant matrix $\Sigma$ or, equivalently, of the linear force matrix $\mathbf{A}$ for the nonnegative diagonal diffusion matrix $D$. 
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The equations of motion are given in Eqs. (1) and (2). Then the state vector is defined as $\mathbf{z} = (x_1, x_2)^T$ with

$$
\mathbf{A} = \begin{pmatrix} \frac{1}{\tau_1} & -\frac{1}{\tau_1} \\ \frac{2}{\tau_2} & 0 \end{pmatrix}, \quad \mathbf{D} = \begin{pmatrix} \frac{1}{\tau_1} & 0 \\ \frac{2}{\tau_2} & \frac{2}{\tau_2} \end{pmatrix} \quad (A7)
$$

Solving Eq. (A4), we find

$$
\Sigma_{11} = \langle x_1^2 \rangle_s = \frac{T_1(k^2 \gamma_1 + (k^2 - K) \gamma_2) + T_2 \epsilon \gamma_2}{(\gamma_1 + \gamma_2)(k^2 - K)},
$$

$$
\Sigma_{12} = \langle x_1 x_2 \rangle_s = \frac{T_1\delta \gamma_1 + T_2 \epsilon \gamma_2}{(\gamma_1 + \gamma_2)(k^2 - K)},
$$

$$
\Sigma_{22} = \langle x_2^2 \rangle_s = \frac{T_1\delta \gamma_2 + T_2 [k^2 \gamma_2 + (k^2 - K) \gamma_1]}{(\gamma_1 + \gamma_2)(k^2 - K)}, \quad (A8)
$$

with $K = \delta \epsilon$. Note that $\Sigma$ is invariant under the time rescaling as $\gamma_i \rightarrow a \gamma_i$ with fixed $T_i$. With these results, we get from Eq. (A5)

$$
\langle x_1 \dot{x}_2 \rangle_s = -(\Sigma \mathbf{A}^T + \mathbf{D})_{12} = -\Sigma_{11} A_{21} - \Sigma_{12} A_{22} = \frac{T_1 \delta - T_2 \epsilon}{\gamma_1 + \gamma_2} \quad (A9)
$$

For stability, we diagonalize $\mathbf{A}$ with two eigenvalues as

$$
\lambda_{\pm} = \frac{k(\gamma_1 + \gamma_2) \pm \sqrt{k^2(\gamma_1 + \gamma_2)^2 + 4\gamma_1 \gamma_2 (K - k^2)}}{2\gamma_1 \gamma_2} \quad (A10)
$$

For a stable solution, the real part of all eigenvalues of $\mathbf{A}$ should be positive. Thus, the stability condition is given by

$$
K < k^2. \quad (A11)
$$

2. Effective temperature of a single active or hybrid reservoir

We consider a one-dimensional overdamped linear system in contact with a single hybrid reservoir as

$$
\gamma \dot{x} = -kx + \zeta + \sqrt{2\gamma T} \xi', \quad \tau \zeta' = -\zeta + \sqrt{2D} \xi', \quad (A12)
$$

with $\langle \xi(t') \xi(t') \rangle = \delta(t - t')$ and $\langle \xi(t) \xi(t') \rangle = \delta(t - t')$. One can recover the active-reservoir case by setting $T = 0$. With the state vector $\mathbf{z} = (x, \zeta)^T$, we have

$$
\mathbf{A} = \begin{pmatrix} \frac{1}{\tau_1} & -\frac{1}{\tau_1} \\ \frac{2}{\tau_2} & 0 \end{pmatrix}, \quad \mathbf{D} = \begin{pmatrix} \frac{1}{\tau_1} & 0 \\ \frac{2}{\tau_2} & \frac{2}{\tau_2} \end{pmatrix} \quad (A13)
$$

Then, Eq. (A4) yields

$$
\Sigma_{11} = \langle x^2 \rangle_s = \frac{1}{k} \left( T + \frac{D}{\tau} \right), \quad \Sigma_{12} = \langle x \zeta \rangle_s = \frac{D}{\tau},
$$

$$
\Sigma_{22} = \langle \zeta^2 \rangle_s = \frac{D}{\tau} \quad \text{with} \quad \Gamma = \gamma + \kappa \tau. \quad (A14)
$$

Inverting $\Sigma$, we get the steady state given by Eq. (A6) in terms of $\zeta$. The steady state of the true dynamic variable $x$ can be obtained by integrating Eq. (A6) over $\zeta$ as

$$
P(x) = \frac{1}{\sqrt{2\pi \Sigma_{11}}} \exp \left[ -\frac{x^2}{2\Sigma_{11}} \right] = \sqrt{\frac{k}{2\pi T^e}} \exp \left[ -\frac{kx^2}{2T^e} \right]
$$

with the effective temperature $T^e = T + D/\Gamma$. For the active engine without a nonconservative force (no coupling between two engine degrees of freedom, $x_1$ and $x_2$), we get Eq. (11) for the stationary distribution with $T = 0$.

3. Active-reservoir engine

The equations of motion for the active-reservoir engine are given in Eqs. (9) and (10). The state vector is defined as $\mathbf{z} = (x_1, x_2, \zeta_1, \zeta_2)^T$ with

$$
\mathbf{A} = \begin{pmatrix} \frac{1}{\tau_1} & -\frac{1}{\tau_1} & -\frac{1}{\tau_1} & 0 \\ 0 & \frac{1}{\tau_1} & \frac{1}{\tau_1} & 0 \end{pmatrix},
$$

$$
\mathbf{D} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix} \quad (A16)
$$

Solving Eq. (A4), we find

$$
\Sigma_{11} = \frac{1}{k(\gamma_1 + \gamma_2)(k^2 - K)} \left[ D_1 \left( \frac{k^2 (\gamma_1 \Gamma_1 + k \gamma_1 \tau_1) + (k^2 - K) \gamma_2^2}{\gamma_1 \Gamma_1 \Lambda K} \right) + \frac{\epsilon^2 D_2 (\gamma_1 \Gamma_2 + k \gamma_2 \tau_2)}{\gamma_1 \Gamma_2 B K} \right],
$$

$$
\Sigma_{12} = \frac{1}{(\gamma_1 + \gamma_2)(k^2 - K)} \left[ \delta D_1 (\gamma_1 \Gamma_1 + k \gamma_1 \tau_1) \right] \frac{\gamma_2 \Gamma_1 \Lambda K}{\gamma_2 \Gamma_2 B K} + \frac{\epsilon D_2 (\gamma_1 \Gamma_2 + k \gamma_2 \tau_2)}{\gamma_1 \Gamma_2 B K},
$$

$$
\Sigma_{22} = \frac{1}{k(\gamma_1 + \gamma_2)(k^2 - K)} \left[ \frac{\delta^2 D_1 (\gamma_1 \Gamma_1 + k \gamma_1 \tau_1)}{\gamma_1 \Gamma_1 \Lambda K} + \frac{D_2 (k^2 (\gamma_1 \Gamma_2 + k \gamma_2 \tau_2) + (k^2 - K) \gamma_2^2)}{\gamma_1 \Gamma_2 B K} \right],
$$

$$
\Sigma_{13} = \frac{D_1 (\gamma_2 + k \tau_1)}{\gamma_2 \Gamma_1 \Lambda K}, \quad \Sigma_{14} = \frac{\epsilon D_2 \tau_2}{\gamma_1 \Gamma_2 B K}, \quad \Sigma_{23} = \frac{\delta D_1 \tau_1}{\gamma_2 \Gamma_1 \Lambda K}, \quad \Sigma_{24} = \frac{D_2 (\gamma_1 + k \tau_2)}{\gamma_1 \Gamma_2 B K}, \quad \Sigma_{33} = \frac{D_1}{\tau_1}, \quad \Sigma_{34} = 0, \quad \Sigma_{44} = \frac{D_2}{\tau_2}, \quad (A17)
$$
where $\mathcal{N}_K$ and $\mathcal{B}_K$ are given in Eq. (13) with $K = \delta \epsilon$ and $\Gamma_i = \gamma_i + k \tau_i$. As expected, $\Sigma$ is invariant under the time rescaling as $\gamma_i \rightarrow a \gamma_i$, $D_1 \rightarrow a D_1$, and $\tau_i \rightarrow a \tau_i$.

From Eq. (A5), we get

$$\langle x_i \xi_j \rangle = \left( \Sigma \mathbf{A}^T + D \right)_{12} = -\Sigma_{11} A_{21} - \Sigma_{12} A_{22} - \Sigma_{14} A_{24},$$

$$= \frac{1}{k(\gamma_1 + \gamma_2)} \left[ \frac{D_1 \delta}{\Gamma_1 \mathcal{N}_K} - \frac{D_2 \epsilon}{\Gamma_2 \mathcal{B}_K} \right],$$

$$= \frac{1}{k(\gamma_1 + \gamma_2)} \left[ \frac{T^T_1 \delta}{\mathcal{N}_K} - \frac{T^T_2 \epsilon}{\mathcal{B}_K} \right].$$

(A18)

with the effective temperatures $T^T_i = D_i / \Gamma_i$. The stability condition is the same as before in Eq. (A11), which can be clearly seen from the force matrix $A$ in Eq. (A16).

There are some interesting cases considered. First, in the case of the equilibrium reservoirs ($\tau_1 = \tau_2 = 0$), we have $\mathcal{N}_K = \mathcal{B}_K = 1$ and $T^T_e = D_i / \gamma_i$, and then the conventional result, Eq. (5), is recovered. For $T_1 = T_2$, ($W_i = (\epsilon - \delta) \langle x_i \xi_j \rangle = (\delta - \epsilon) T_i / [k(\gamma_1 + \gamma_2)] \leq 0$, which implies that no positive work extraction is possible with the same-temperature equilibrium reservoirs. Note that the timescale does not enter here, i.e., we get the same result with $\gamma_1 = a \gamma_2$ and $D_1 = a D_2$ for general positive $a$.

Second, we consider the case with the same effective temperatures ($T^T_1 = T^T_2$) with different timescales such that $\tau_1 = a \tau_2$, $\gamma_1 = a \gamma_2$, and $D_1 = a D_2$. As $\mathcal{N}_K \neq \mathcal{B}_K$ except for $a = 1$, the positive work extraction is possible ($\langle W_i \rangle > 0$) for $a < 1$ where $\mathcal{B}_K \gg \mathcal{N}_K$. This implies that the active reservoir with a shorter timescale is effectively hotter than the active reservoir with a longer one. Thus, in order to understand the thermodynamics, the active reservoir must be characterized not only by the effective temperature but also by the timescale. At $a = 1$, two active reservoirs become identical (or considered as a single active reservoir) and the work production is nonpositive; $\langle W_i \rangle \sim - (\delta - \epsilon)^2 \leq 0$. The $a > 1$ case will be discussed later.

Third, we consider the case with the same timescales ($\gamma_1 = \gamma_2$ and $\tau_1 = \tau_2$) with different noise strengths ($D_1 > D_2$). So the effective temperatures $T^T_1 > T^T_2$. The timescale symmetry between two active reservoirs implies not only the same persistence time but also the same physical property of the reservoir-system contact for two active reservoirs. In this case, $\Gamma_1 = \Gamma_2$, $\mathcal{N}_K = \mathcal{B}_K$, and all energetic quantities are essentially the same as those in the equilibrium reservoir case with the effective temperatures except for the overall factor $1 / \mathcal{N}_K$. Thus, the efficiency is bounded by the (effective) Carnot efficiency, $\eta \leq \eta_k = 1 - T^T_2 / T^T_1 = 1 - T_2 / T_1 = \eta_k$. In order to surpass the Carnot efficiency, this symmetry should be broken.

In a very recent paper [11] studying a stochastic Stirling engine with active baths, only the timescale symmetric case was considered and no better efficiency was found with these simple active reservoirs. If the symmetry is broken in this Stirling engine model, then we can show that the efficiency for the active reservoirs can surpass that for the equilibrium reservoirs. The importance of the symmetry was also pointed out recently in some quantum heat engines in order to enhance the engine performance [41,42].

Finally, it is remarkable to see that the heat flow can be reversed when $T^T_e / \mathcal{B}_K > T^T_1 / \mathcal{N}_K$ with $T^T_1 \geq T^T_2$ (including the $a > 1$ case in the above) and the work extraction is still positive. In the equilibrium-reservoir case, one can devise a refrigerator instead of a heat engine ($\langle Q_1 \rangle < 0$ and $\langle Q_2 \rangle > 0$), but the thermodynamic second law with the Clausius entropy production demands the work input ($\langle W \rangle > 0$). Thus, one should do work on the system in order to extract heat from the low-temperature reservoir. However, in the active-reservoir engine, it is possible to make the heat flow from the low-effective-temperature reservoir ($\langle Q_2 \rangle > 0$) and do work outside ($\langle W \rangle > 0$) and the remaining heat dissipates into the high-effective-temperature reservoir ($\langle Q_1 \rangle < 0$). See Fig. 2. In this case, one should define the efficiency as $\eta = \langle W \rangle / \langle Q_2 \rangle = 1 - \epsilon / \delta$. We note that this is fully consistent with the thermodynamic second law due to the presence of an unconventional EP term [28,29], which will be discussed later in Appendix C.

4. Hybrid-reservoir engine

The equations of motion for the hybrid-reservoir engine are given in Eqs. (2) and (17). The state vector is defined as $\mathbf{z} = (x_1, x_2, \xi_1, \xi_2)^T$ with

$$A = \begin{pmatrix} \frac{k}{\gamma_1} & -\frac{\epsilon}{\gamma_1} & -\frac{1}{\gamma_1} & 0 \\ -\frac{\epsilon}{\gamma_2} & \frac{k}{\gamma_2} & 0 & -\frac{1}{\gamma_2} \\ 0 & 0 & \frac{1}{\tau_1} & 0 \\ 0 & 0 & 0 & \frac{1}{\tau_2} \end{pmatrix},$$

$$B = \begin{pmatrix} \frac{1}{\gamma_1} & 0 & 0 & 0 \\ 0 & \frac{D_1}{\tau_1} & 0 & 0 \\ 0 & 0 & \frac{D_2}{\tau_2} & 0 \\ 0 & 0 & 0 & \frac{D_2}{\tau_2} \end{pmatrix}.$$  

(A19)
Solving Eq. (A4), we find that the covariant matrix is given by the simple sum of the covariant matrices for the equilibrium reservoirs in Eq. (A8) and for the active reservoirs in Eq. (A17). The matrix elements for $\Sigma_{13}, \Sigma_{14}, \Sigma_{23}, \Sigma_{24}, \Sigma_{33}, \Sigma_{34},$ and $\Sigma_{44}$ are identical to those for the active reservoirs in Eq. (A17). From Eq. (A5), we easily get

$$
\langle x_i x_j \rangle = \frac{1}{k(\gamma_1 + \gamma_2)} \left[ T_i \delta_{ij} - T_j \delta_{ij} + \frac{D_i \delta_{ij}}{\gamma_i A_K} - \frac{D_j \delta_{ij}}{\gamma_j B_K} \right],
$$

which is also the simple sum of Eqs. (A9) and (A18). The stability condition is the same as before in Eq. (A11), which can be clearly seen from the force matrix $A$ in Eq. (A19).

**APPENDIX B: POWER AND EFFICIENCY FOR AN ACTIVE-RESERVOIR ENGINE**

The activeness of a reservoir $i$ is characterized by the persistent time $\tau_i$. A nonzero $\tau_i$ lowers the reservoir temperature effectively as $T_i^\prime = T_i/[1 + k \tau_i / \gamma_i] < T_i$ by itself and increases the value of the factor $A_K$ ($B_K$) when it is combined with another reservoir [see Eq. (13)]. Note that both of $A_K$ and $B_K$ monotonically increase with $\tau_1$ and $\tau_2$, respectively.

The power and efficiency of an active engine depend on the activeness of both hot and cold reservoirs. The maximum efficiency $\eta_m^C$ is also a function of $\tau_1$ and $\tau_2$ as seen in Eq. (14). Figure 3(a) shows the $\tau_2$-dependent behavior of $\eta_m^C$ for various values of $\tau_1 = 0, 0.2, 0.4, \text{ and } 0.6$ with parameters $k = 2$, $\gamma_1 = 1$, $\gamma_2 = 1$, $T_i^c = 2$, $T_i^\prime = 1$, and $K = 2$. As the figure shows, $\eta_m^C$ is a monotonically increasing function of $\tau_2$ and gets lowered as $\tau_1$ increases. With $\tau_1 = 0$ (discussed in the main text), $\eta_m^C$ is always larger than $\eta_m^C$, whereas it becomes smaller than $\eta_m^C$ for small $\tau_2$ when $\tau_1 > 0$. We note that a similar dependence of $\eta_m^C$ on $\tau_1$ and $\tau_2$ arises when $T_i^c = D_i / \gamma_i$ is fixed instead of $T_i^\prime$. In the case when the heat flow is reversed, discussed in Appendix A3, the efficiency should be redefined which is not shown here.

The local maximum power is obtained at the optimal value $\delta_m = \sqrt{T_i^c A_K / (T_i^c B_K)}\epsilon_m$ for fixed $K$. At the optimal value, the local maximum power and the efficiency at the local maximum power are given by

$$
(W)_{\text{max}} = \frac{K}{k(\gamma_1 + \gamma_2)} \left( \frac{T_i^c}{A_K} - \frac{T_i^\prime}{B_K} \right)^2
$$

and

$$
\eta_m = 1 - \frac{T_i^c A_K}{T_i^c B_K},
$$

respectively. Their behaviors are similar to those of $\eta_m^C$, as shown in Figs. 3(b) and 3(c).

**APPENDIX C: ENTROPY PRODUCTION RATE FOR AN ACTIVE-RESERVOIR ENGINE**

We consider an underdamped dynamics with a velocity-dependent force with multiple equilibrium reservoirs such as

$$
dx = v dt, \quad Mdv = f(x, v) dt - Gv dt + d\Xi, \quad (C1)
$$

where $M$ is a mass matrix, $G$ is a friction matrix, and the noise satisfies $\langle d\Xi(t) \rangle = 0$ and $\langle d\Xi(t) d\Xi^T(t) \rangle = 2D dt$ with $D = D^T$. The force $f$ can be divided into the reversible and irreversible parts, $f = f^r + f^u$, such that $f^r(z) = f^r(z, \epsilon)$ and $f^u(z) = -f^u(z, \epsilon)$, with the state vector $z = (x, v)$ and the parity operator $\epsilon$ defined by $\epsilon z = (x, -v)$ [28,37].

The environmental EP during an infinitesimal time increment is given by

$$
dS_{\text{env}} = \ln \frac{\Pi(\dot{x}, t + dt | z, t)}{\Pi(\dot{x}, t + dt | \dot{x}, t)} \quad (C2)
$$

where $\Pi$ is the conditional probability for a given trajectory [28,44]. Then straightforward algebra yields

$$
dS_{\text{env}} = -(Mdv - f^r dt)^T D^{-1} \circ (Gv - f^u) - \dot{\alpha} M^{-1} f^r dt. \quad (C3)
$$

A similar expression is shown in Eq. (11) in Ref. [28] for the mass matrix $M = mI$ with the identity matrix $I$. 

FIG. 3. $\tau_2$-dependent behavior of (a) the maximum efficiency $\eta_m^C$, (b) the local maximum power $(W)_{\text{max}}$, and (c) the efficiency at the maximum power $\eta_m$, for $\tau_1 = 0$ (red solid curve), 0.2 (blue dashed curve), 0.4 (cyan dash-dotted curve), and 0.6 (magenta dotted curve). Black dashed lines indicate the conventional limit of a passive engine with the effective temperatures.
Then the standard stochastic calculus gives the average environmental EP rate as
\[
\langle \dot{S}_{\text{env}} \rangle = \langle (f^a - Gv)^T D^{-1} (f^a - Gv) \rangle - \text{Tr}(GM^{-1}) \\
- \langle \dot{\alpha}_i M^{-1} (f^a - f^a_i) \rangle,
\]  
(C4)
which is usually divided into the conventional Clausius EP term and the so-called unconventional extra EP term, see Eqs. (25) and (26) in Ref. [28,29]. However, in the active-reservoir problem, the heat current flowing from the active reservoir contains the work done by the velocity-dependent force in the underdamped representation [see Eq. (16)]. Thus, it is not useful to divide the EP term in that way.

Now we restrict ourselves to a simple linear force such as
\[
f(x, v) = -Kx + Bv,
\]  
(C5)
which corresponds to our case in Eq. (16) with \(f^a = -Kx\) and \(f^v = Bv\). In this case, it is convenient to rewrite the equations of motion as
\[
dx = v dt, \quad Mdv = -Kxdt - Gv dt + d\Xi,
\]  
(C6)
with the new friction matrix \(\dot{G} = G - B\), which is not diagonal with off-diagonal elements in \(B\) for the Lorentz-like force. As the irreversible part of the force is absorbed into the friction matrix, we have the reversible force only. Then, Eq. (C4) reads
\[
\langle \dot{S}_{\text{env}} \rangle = \langle (\dot{G}v)^T D^{-1} (\dot{G}v) \rangle - \text{Tr}(\dot{G}M^{-1}), \\
= \text{Tr}(\dot{G}^T D^{-1} \dot{G} \Sigma^v) - \text{Tr}(\dot{G}M^{-1}),
\]  
(C7)
where the velocity-velocity correlation matrix \(\Sigma^v = \langle vv^T \rangle\).

It is interesting to introduce the active heat matrix differential as
\[
dQ^a = [-\dot{G}v dt + d\Xi] \odot v^T.
\]  
(C8)
The diagonal part of the heat matrix corresponds to the heat flow from each active reservoir, discussed in the paragraph below Eq. (16); \(Q^a_Q = Q_y^a\). A simple stochastic calculus yields
\[
\langle Q_y^a \rangle^T = -\langle \dot{v} (\dot{G}v)^T \rangle + M^{-1} D.
\]  
(C9)
In order to relate the heat matrix to the environmental EP, we also introduce the effective temperature matrix as
\[
\mathcal{T}^e = \dot{G}^{-1} D.
\]  
(C10)
Then, one can easily find
\[
\langle \dot{S}_{\text{env}} \rangle = -\text{Tr}[(\mathcal{T}^e)^{-1} \langle \dot{Q}_y^a \rangle^T],
\]  
(C11)
which is similar to the generalized Clausius relation discussed in Ref. [28].

We now focus on our specific problem given in Eq. (16) with
\[
M = \begin{pmatrix} m_1 & 0 \\ 0 & m_2 \end{pmatrix}, \quad K = \begin{pmatrix} k & -\epsilon \\ -\delta & k \end{pmatrix}, \quad B = \begin{pmatrix} 0 & \epsilon \tau_1 \\ 0 & 0 \end{pmatrix}, \\
D = \begin{pmatrix} D_1 & 0 \\ 0 & D_2 \end{pmatrix}, \quad \dot{G} = \begin{pmatrix} \tau_1 & -\epsilon \tau_1 \\ -\delta \tau_2 & \tau_2 \end{pmatrix},
\]  
(C12)
where \(m_i = \gamma_i \tau_i\). In the steady state, the environment EP is equivalent to the total EP, \(\dot{S}_s\), and \(\Sigma^v\) can be easily calculated from the steady-state covariant matrix for the active-reservoir engine in Eq. (A17), using the identities as
\[
\Sigma_{ij} = \langle v_i v_j \rangle_s = \langle (\dot{A}z_i) (\dot{A}z_j)^T \rangle_{s},
\]  
(C13)
where \(i, j = 1, 2\) and \(A\) and \(\Sigma\) are the linear force matrix and the covariant matrix in Eq. (A17), respectively.

After a lengthy but straightforward algebra for Eq. (C7), we finally obtain the total EP in the steady state of the active-reservoir engine as
\[
\langle \dot{S}_s \rangle = -\frac{\langle \dot{Q}_1 \rangle_A K}{T_1^e} - \frac{\langle \dot{Q}_2 \rangle_B K}{T_2^e} \\
+ (\tau_1 - \tau_2) \left[ \frac{\tau_1 \epsilon^2}{\tau_1} - \frac{\tau_2 \epsilon^2}{\tau_2} \right] \left[ \frac{T_2^e}{T_1^e} - \frac{T_1^e}{T_2^e} \right],
\]  
(C14)
with \(\langle \dot{Q}_i \rangle_A = \langle \dot{Q}_i \rangle_B = 0\), which is given by Eq. (A18). As usual, the thermodynamic second law guarantees the nonnegativity of the total EP, i.e., \(\dot{S}_s \geq 0\). Note that the first two terms look like Clausius EP terms with the modified effective temperatures \(T^e_1/A_K\) and \(T^e_2/B_K\), but the third term seems not related to any simple physical observable. The unconventional EP term appearing generally in the underdamped dynamics with velocity-dependent forces [28] contributes to both the modified Clausius EP term and the extra third term. Interestingly, the modified Clausius EP term turns out to be always nonnegative in this specific problem, i.e.,
\[
\langle \dot{S}_{\text{Clau}} \rangle_s = -\frac{\langle \dot{Q}_1 \rangle_A K}{T_1^e} - \frac{\langle \dot{Q}_2 \rangle_B K}{T_2^e} \\
= -\frac{\epsilon^2}{\gamma} \left[ \frac{T_2^e}{A_K} - \frac{T_1^e}{B_K} \right]^2 \geq 0.
\]  
(C15)
Along the maximum efficiency line \((\eta = \eta^*\) in Fig. 1(d) derived from Eq. (12), this modified Clausius EP rate vanishes just like in the equilibrium-reservoir case where the maximum efficiency is obtained in the reversible process (zero EP rate). However, the true EP along the maximum efficiency line does not vanish due to the extra EP term in Eq. (C14).

As the value of the extra EP term can be positive, negative, or zero depending on the parameter values, there is no inequality between the true EP and the modified Clausius EP, in general. Nevertheless, when the persistence time is the same for both active reservoirs \((\tau_1 = \tau_2)\), the modified Clausius EP becomes exactly identical to the total EP. Therefore, in this special case, all physical quantities including the heat, work, EP for the active-reservoir engine dynamics turn out be equivalent to those for the equilibrium-reservoir engine with the modified effective temperatures, \(T^e_1/A_K\) and \(T^e_2/B_K\). For a more special case with the symmetric timescales \((\tau_1 = \tau_2 = \tau_2)\) discussed before, the (modified effective) temperature ratio is identical to the equilibrium temperature ratio and all physical quantities become identical to those for the equilibrium-reservoir engine with the temperatures \(T_1\) and \(T_2\) except for the overall timescale factor.
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