Bayesian distances and extinctions for giants observed by Kepler and APOGEE
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ABSTRACT

We present a first determination of distances and extinctions for individual stars in the first release of the APOKASC catalogue, built from the joint efforts of the Apache Point Observatory Galactic Evolution Experiment (APOGEE) and the Kepler Asteroseismic Science Consortium (KASC). Our method takes into account the spectroscopic constraints derived from the APOGEE Stellar Parameters and Chemical Abundances Pipeline, together with the asteroseismic parameters from KASC. These parameters are then employed to estimate intrinsic stellar properties, including absolute magnitudes, using the Bayesian tool PARAM. We then find the distance and extinction that best fit the observed photometry in SDSS, 2MASS, and WISE passbands. The first 1989 giants targeted by APOKASC are found at typical distances between 0.5 and 5 kpc, with individual uncertainties of just ∼ 1.8 per cent. Our extinction estimates are systematically smaller than provided in the Kepler Input Catalogue and by the Schlegel, Finkbeiner & Davis maps. Distances to individual stars in the NGC 6791 and NGC 6819 star clusters agree to within their credible intervals. Comparison with the APOGEE red clump and SAGA catalogues provide another useful check, exhibiting agreement with our measurements to within a few percent. Overall, present methods seem to provide excellent distance and extinction determinations for the bulk of the APOKASC sample. Approximately one third of the stars present broad or multiple-peaked probability density functions and hence increased uncertainties. Uncertainties are expected to be reduced in future releases of the catalogue, when a larger fraction of the stars will have seismically-determined evolutionary status classifications.
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1 INTRODUCTION

A number of massive high-resolution spectroscopy surveys (e.g., APOGEE, Gaia-ESO, ARGOS, GALAH; Majewski et al., in preparation; Gilmore et al. 2012; Freeman et al. 2013; Freeman 2012) are presently being conducted as part of a major community effort to reveal the evolution and present structure of our Milky Way (MW) galaxy. These surveys promise to greatly expand the available data base of spectroscopic properties such as radial velocities, effective temperatures, surface gravities and chemical abundances. As demonstrated by several authors (Allende Prieto et al. 2006; Burnett & Binney 2010; Binney et al. 2014; Hayden et al. 2014; Santiago et al. 2014), spectroscopic parameters coupled with photometry can provide distance estimates for all of the observed stars, especially when the surface gravity, log $g$, is well-constrained. This is preferentially done via Bayesian methods that naturally take into account the many sources of measurement uncertainties and biases. However, it is also clear that a major effort is needed to calibrate such distance determinations and reduce their uncertainties below the ∼ 20 per cent level.

Future astrometry from Gaia will obviously provide distance calibrators over a wide range of apparent magnitudes and distances – except for the very red and optically-obscured stars, hidden by dust lanes across the Galactic midplane. In the meantime, distance determinations for field giants in spectroscopic surveys must rely essentially on just two kinds of calibrators: stars in clusters, and stars with well-determined asteroseismic parameters. In this paper we concentrate on the latter, discussing the accuracies in distance determinations that are attainable via Bayesian methods (see Sec. 1.2).

We utilize a very special sample of stars – the APOKASC sample. This unique data set results from a collaboration between Kepler Asteroseismic Science Consortium (KASC, Kjeldsen et al. 2010) and Apache Point Observatory Galactic Evolution Experiment (APOGEE; Majewski et al., in preparation), which itself is part of the third phase of the Sloan Digital Sky Survey (SDSS-III; Eisenstein et al. 2011). Almost 2,000 red giants targeted by the Kepler satellite mission (Borucki et al. 2010) have been observed by APOGEE during the first year and included in the SDSS-III Data Release 10 (DR10, Ahn et al. 2014). They correspond to the sample presented in Pinsonneault et al. (2014) and discussed in this work. The APOKASC sample will include over 8,000 giants by the end of the APOGEE survey, and will be further expanded during the upcoming SDSS-IV/APOGEE-2 campaign.

Solar-like oscillations are excited in cool stars, and the natural periods for low density red giants (of the order of days to weeks) are sufficiently long for them to be easily detected with the Kepler cadence (Hekker et al. 2010). Kepler asteroseismic data, as outlined in Sec. 2 can be used to infer mean density, log $g$, masses ($M$), radii ($R$) – when combined with an effective temperature estimate – and diagnostics of evolutionary state. The APOGEE spectra provide accurate determinations of effective temperatures ($T_{\text{eff}}$) and chemical abundances of several elements (García Pérez et al., in preparation). There is also an extensive data base

---

* E-mail: thaise.rodrigues@oapd.inaf.it

1 http://astro.phys.au.dk/KASC

2 APOGEE also provides estimates of log $g$, which are less reliable than those derived from the asteroseismic constraints (see e.g., Mézáros et al. 2013).
of photometry for these stars, which can provide additional constraints on stellar properties.

This data set provides a powerful set of tools for estimating stellar distances. Precise asteroseismic surface gravities, combined with mass constraints, can be used to infer stellar radii. $T_{\text{eff}}$ and extinction can be measured using spectroscopy and photometry. This information is straightforwardly converted into intrinsic luminosities from the standard relation

$$L = 4\pi R^2 \sigma T_{\text{eff}}^4,$$

where $\sigma$ is the Stefan-Boltzmann constant. When $L$ is combined with a bolometric correction, an extinction, and the observed apparent magnitude in a given passband, a so-called ‘direct measurement’ of the distance is possible (see e.g., Miglo et al. 2013). Bayesian methods combine the likelihood of all possible solutions to provide a better weighted – and possibly more accurate – solution that includes prior information about the data set. Essentially, Bayesian methods incorporate information from stellar models that allows us (1) to require a consistent stellar parameter measurement, as opposed to permitting unphysical combinations of mass, radius, temperature, and metallicity; (2) to account for population effects, such as lifetime, the star formation rate, and the initial mass function, which bias the true stellar parameters in a manner inconsistent with a purely Gaussian distribution; and (3) to reconcile independent methods for inferring properties such as the effective temperature.

Once distances to the asteroseismic targets are determined, they can be used for a series of applications related to Galactic archaeology (Miglo et al. 2013). Especially useful are the red giants, which can be measured at large distances due to their intrinsic brightness, hence probing regions of the MW far from the well-studied Solar Neighbourhood. In addition, the asteroseismic distances will help to obtain a better distance calibration for stars observed in broadband photometry and high-resolution spectroscopy alone. Indeed, one of our main long-term goals is to derive the best possible distances for the over 100,000 stars being observed by APOGEE across the Galaxy, and for the additional >200,000 stars that will be observed by APOGEE-2.

The structure of this paper is as follows. Sec. 2 describes the APOKASC sample. Sec. 3 presents the Bayesian method that we apply to determine distances to APOKASC stars, taking a few stars as examples. Sec. 4 discusses the results for the entire sample, comparing values derived from different assumptions and different priors, so that systematic uncertainties can be estimated. Sec. 5 draws a few conclusions.

2 SAMPLE

2.1 Spectroscopic data from APOGEE

APOGEE uses a high-resolution infrared spectrograph (Wilson et al. 2012), mounted at the Apache Point Observatory 2.5 m telescope (Gunn et al. 2006), with a mean resolution of ~22,500 in the $H$-band (spectral coverage: 1.51 – 1.70 μm). APOGEE has already observed more than 100,000 stars selected from 2MASS photometry, at typical signal-to-noise ratios of ~140 per resolution element. The targeted stars are mostly red giant branch (RGB), red clump (RC), and asymptotic giant branch stars (Zasowski et al. 2013), and are spread over all regions of the MW, including the bulge, disk, and halo. The scientific exploitation of this enormous data base is facilitated by the APOGEE Stellar Parameter and Chemical Abundances Pipeline (ASPCAP; Mészáros et al. 2013). García Pérez et al., in preparation). For each APOGEE target, ASPCAP returns basic stellar parameters (effective temperature, surface gravity, metallicity), and individual chemical abundances for a number of elements. The raw ASPCAP stellar parameters were then compared with independent external measurements from star cluster members and asteroseismic targets for the key stellar parameters, namely overall metallicity ([M/H]), surface gravity, and effective temperature. The final DR10 results included a recommended set of corrections intended to make the ASPCAP results consistent with the values from these external checks (see Mészáros et al. 2013). In this work, we use the $T_{\text{eff}}$ and [M/H] ‘corrected ASPCAP values’ provided in DR10, instead of the raw ones; they include corrections that improve the agreement with other independent scales based on the infrared-flux method (IRFM) and on cluster data. The [M/H] are calibrated with the literature values of [Fe/H] in 20 star clusters.

2.2 Asteroseismic data from Kepler

The Kepler space telescope has observed ~196,400 stars (Huber et al. 2014) in a field of 105 deg$^2$ towards the constellations of Cygnus and Lyra (Borucki et al. 2010). Apart from the discovery of exoplanets and multiple stellar systems, the high temporal and photometric quality of the data provides the possibility to study red giants by detection of solar-like oscillations (e.g., Huber et al. 2010; Chaplin et al. 2011). For solar-like oscillators with pulsations excited in the turbulent outer layers, two global asteroseismic parameters can be extracted: the average large frequency separation, $\Delta \nu$, and the frequency of maximum oscillation power, $\nu_{\text{max}}$. The former is the dominant frequency separation of the near-regular pattern of high overtones, and depends to good approximation on the mean density $\bar{\rho}$ of the star (Vandakurov 1968):

$$\Delta \nu \propto \bar{\rho}^{1/2} \propto M^{1/2} R^{-3/2}.$$

The latter is the frequency of maximum power of the Gaussian-like modulation of the mode amplitudes, which is related to the acoustic cut-off frequency of the star, and therefore to its fundamental parameters (Brown et al. 1991; Belkacem et al. 2011):

$$\nu_{\text{max}} \propto g T_{\text{eff}}^{1/2} \propto (M/R^2) T_{\text{eff}}^{-1/2}.$$

Adopting homology relations and considering reference values of $\Delta \nu$ and $\nu_{\text{max}}$ derived from the Sun, these equations determine the mass and radius of a star independently of evolutionary stellar models, if a value for the effective temperature is available. This is the so-called ‘direct method’ of parameter determination. Asteroseismic radii agree to within 5 per cent of those inferred from interferometry (Huber et al. 2012) and from stars with Hipparcos parallaxes (Silva Aguirre et al. 2012). Masses are more difficult to directly constrain, but eclipsing binaries in NGC 6791 with well-measured masses (Brogaard et al. 2012) can be used to
infer the expected masses for red giants. Asteroseismic mass estimates for cluster members (Miglio et al. 2012) are close to, but greater than, these mass estimates; for these stars, systematic uncertainties in the asteroseismic masses are at the 10 per cent level. A larger systematic trend for metal-poor stars is found (Epstein et al. 2014), but such stars are rare in our sample. For our purposes, the primary impact of mass uncertainties is their impact on radius measurements, as overestimated masses at fixed surface gravity will require overestimated radii to compensate.

This excellent and accurate alternative to derive stellar properties encouraged the APOGEE team to include Kepler stars on their target list, giving rise to the APOGEE-KASC collaboration (APOKASC). Approximately ≈10,000 stars in the magnitude range 7 ≤ H ≤ 11, including giants from the open clusters NGC 6791 and NGC 6819, were already observed; out of 2,000 stars are part of the first APOKASC public release (Pinsonneault et al. 2014) and are distributed in the sky as in Fig. 1. The squares show the Kepler field of view, and the circles indicate the APOGEE plates observed during the first year with the stars in the sample (red dots). The target selection and first release of the APOKASC catalogue are described in Pinsonneault et al. (2014). A total of 1989 stars having both seismic and spectroscopic data are analysed in this work.

2.3 Photometry

In addition to the spectroscopic and asteroseismic parameters, stars in the APOKASC catalogue have measured apparent magnitudes in

- SDSS griz and DDO51, as measured by the KIC team (Brown et al. 2011), and corrected by Pinsonneault et al. (2012);
- JHKs from 2MASS (Cutri et al. 2003; Skrutskie et al. 2006);
- the Kepler magnitude, Kp, as derived from a combination of the griz magnitudes (Brown et al. 2011);
- WISE photometry (at 3.35, 4.6, 11.6 and 22.1 μm, or W1 to W4) from the Preliminary Release Source Catalog (Wright et al. 2010).

For this work, we discard the Kp magnitude because it does not represent an independent photometric measurement, and DDO51 because it is a relatively narrow (and non-standard) passband, which causes problems in our synthetic photometry (see Girardi et al. 2002). The WISE photometry in the filters W3 and W4 are disregarded because of their larger measurement uncertainties and possible contamination by warm interstellar dust (Davenport et al. 2014 and references therein). Thus, we make use of a set of nine photometric measurements covering the entire wavelength range from the blue to the mid-infrared, using standard filter transmission curves and well-defined zero-points, which are all easily reproducible by stellar models, as illustrated below.

3 DESCRIPTION OF THE BAYESIAN METHOD

In principle, one could simply derive independent observational estimates for the stellar observables, using the direct method. However, there are important effects which are neglected by treating all stellar parameters as uncorrelated and all errors as strictly Gaussian. For example, stars are much more likely to be observed in long-lived evolutionary phases than in short-lived ones; less massive stars are more common than higher mass ones; and stellar theory makes strong predictions about the allowed combinations of mass, radius, T eff, and abundance. Bayesian methods provide a natural way of taking these effects into account.

In this work, we adopt a Bayesian method implemented as an extension to the PARAM code (da Silva et al. 2006), which estimates stellar properties by comparing observational data with the values derived from stellar models, in this case a data set of theoretical isochrones. It is similar to the methods developed by Hernandez, Valls-Gabaud & Gilmore (1999) and Jørgensen & Lindegren (2005), in the sense that it (1) provides the likelihood of all stellar parameters, after computing every possible solution, it (2) provides an easy and reliable way to estimate uncertainties, since it considers the observational ones and weights the contribution of each component according to its observational uncertainties, and it (3) applies Bayesian inference, i.e., it takes into account prior information on the data set. PARAM was extended to build a well-sampled grid of stellar models including seismic properties. Similar grid-based methods are described in Stello et al. (2009) and Basu, Chaplin & Elsworth (2010).

Our method works as follows: first, it determines the intrinsic stellar properties, and in a second step it estimates the distances and extinctions. These two steps are explained...
in Sec. 3.1 and 3.2 respectively. Sec. 3.3 explains why the method is separated in these two steps.

3.1 Step 1: determining intrinsic stellar properties

The adopted set of isochrones is PARSEC v1.1 [Bressan et al. 2012], from the Padova-Trieste stellar evolution group, which rely on updated input physics, and includes a solar model that reproduces tight constraints from helioseismology. For this work, isochrones were re-generated with a solar model that reproduces tight constraints from helioseismology, which rely on updated input physics, and includes a solar model that reproduces tight constraints from helioseismology. For this work, isochrones were re-generated with a solar model that reproduces tight constraints from helioseismology, which rely on updated input physics, and includes a solar model that reproduces tight constraints from helioseismology.

The top panel of Fig. 2 illustrates how the isochrones appear in a Δν versus v max diagram, in comparison with the more familiar Hertzsprung–Russell (H–R) diagram (inset). In order to clarify, the bottom panel shows the ratio ν max /Δν ∝ M 0.25 T eff 0.375 (cf. Huber et al. 2011), which removes the radius dependence, consequently the luminosity.

In addition, we have stored information about the evolutionary stage along the isochrones, which allows us to separate isochrone sections into two broad groups of ‘core-He burners’ and ‘non-core He burners’. Many stars in the APOKASC catalogue can be safely classified into these two groups via the so-called period spacing of mixed modes, ∆P (Bedding et al. 2011; Beck et al. 2011; Mosser et al. 2011; Stello et al. 2013). Mixed modes result from gravity waves propagating in the radiative interior which couple to pressure waves in the envelope, so that they become observable in the stellar deep interior.

From the T eff, [M/H], Δν and v max measurements, PARAM derives a probability density function (PDF) for the following stellar parameters: M, R, log g, age (τ), mean density, and absolute magnitudes in several passbands, M λ. First, the code computes the posterior probability, which is the probability of a chosen set of models given the prior probability on the models and the measured data, expressed as

$$ p(x|y) = \frac{p(y|x)p(x)}{p(y)} \quad (5) $$

where p(x) represents the prior function, p(y|x) the likelihood function, and p(y) is a normalization factor (which does not depend on x, and can be ignored): x and y are the set of parameters to be derived and of measured data, respectively.

$$ x = (M, R, \log g, \tau, M_\lambda), \quad y = ([M/H], T_{eф}, \Delta \nu, v_{\text{max}}). $$

The theoretical isochrones make the connection between x and y, y = T(x). Assuming that the uncertainties of the measured data can be described as a normal distribution with a mean y' and standard deviation σ y', the likelihood function can be written as

$$ p(y'|x) = L(y', T(x)) = \prod_i \frac{1}{\sqrt{2\pi \sigma_{y'_i}}} \exp \left( \frac{-(y'_i - y_i)^2}{2\sigma_{y'_i}^2} \right). \quad (6) $$

The prior function is given by

$$ p(x) = p(M) \times p(\tau) \times p([M/H]), \quad (7) $$

where we adopted a flat prior for metallicity and age, p(τ) = p([M/H]) = 1, i.e., that all metallicities and ages are equally probable, inside the interval [10 6, 10 8] yr. The prior in mass, p(M), is given by the Chabrier (2001) initial mass function, p(M i), but corrected for the small amount of mass lost close to the tip of the RGB, by adopting a relation M = M i − ΔM i. This correction ΔM i is computed from a Reimers (1975) law with efficiency parameter η = 0.2 (Miglio et al. 2012), and turns out to be close to null for the bulk of RGB stars, and smaller than 0.1 M⊙ for all RC stars. No additional prior was adopted for the other parameters.

Finally, the marginal distribution p(x i |y i) (hereafter p(x i)) can be calculated, which is the PDF of each parameter x i obtained by integrating the posterior PDF given in Eq. 5 over all parameters, except x i.

As an example, Fig. 3 presents the resulting marginal PDFs of M, R, and log g for a series of four stars with well-behaved, single-peak results. The adopted values of T eff, [M/H], Δν and v max are indicated in the plots. For each PDF we have computed the median and 68 per cent credible intervals (CI; red symbols) by simply determining the points along the cumulative distribution function where suitable values were reached. In addition, we also indicate the mode and the 68 per cent CI (blue symbols), which are more suitable to represent the parameters inferred via the Bayesian method. The 68 per cent CI of the mode is determined by looking at the shortest interval that contains 68 per cent of the PDF area (Box & Tiao 1973). For simplicity, in what follows, the half-widths of these 68 per cent CI will be referred to as σ(x), and used as an estimate of the uncertainties for each parameter x.

It is worth noting that the PDFs for M and R are usually asymmetric, although they are derived from parameters with assumed Gaussian-distributed uncertainties. Uncertainties in mass have a median of σ(M)/M = 0.09. More important in the context of this work is that the PDFs for R and log g are usually quite well-constrained, with median values of σ(R)/R = 0.040 and σ(log g) = 0.015 dex, respectively. The full distribution of relative and absolute uncertainties is presented in Fig. 4.

Fig. 4 shows a small set of stars for which the PDFs are extremely broad, and present multiple peaks. A large number of such situations appear in our results; a total of ~ 600 out of 1989 stars. These stars are indicated as red dots in Fig. 4. These cases happen more frequently in the upper part of the color-magnitude diagram, where confusion between stars in different long-lived evolutionary stages is possible, for instance: confusion between stars in the RGB and RC, between the RC and the RGB-bump, and between
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The situation is much improved for stars in which $\Delta P$ and hence the evolutionary stage is measured. These stars often present single-peaked PDFs, although the compact nature of the RC in the $\nu_{\text{max}}$ versus $\Delta \nu$ diagram, and the presence of a slight halt in the RGB evolution at the RGB-bump, may still cause the presence of broad and multiple-peaked PDFs.

We recall that our results compare very well with the results of the direct method, as shown in Fig. 6. In the direct method, the mass, radius, and log $g$ are calculated directly by the scaling relations in Eq. 4, and their uncertainties by

The asymptotic giant branch bump and upper RGB. Such confusion happens simply because the typical distance between such evolutionary stages, both in the $\nu_{\text{max}}$ versus $\Delta \nu$ plane and in the H–R diagram, is small and comparable to the error bars, as can be seen in Fig. 3.

As a rule, multiple peaks are often present in $M$ and $R$ PDFs, but rarely in log $g$. This happens because log $g$ is a direct output of $\nu_{\text{max}}$ (see also Gai et al. 2011). The most likely values for $M$ and $R$ may turn out to be poorly defined in these cases, which will reflect on the results of the next section.

Figure 2. Top panel: an illustration of stellar isochrones in the $\Delta \nu$ versus $\nu_{\text{max}}$ plane, covering the same range as the APOKASC giants. The isochrones are shown for two different ages (1.5 and 10 Gyr) and metallicities (0.0 and −1.0). Different evolutionary stages along the isochrones are marked with different colors. The grey, cyan, and orange dots are stars with asteroseismic evolutionary stage classification as unknown, RGB, and RC. The inset shows the same models and data in the more familiar H–R diagram. Bottom panel: same as in the top panel, but plotting the ratio between $\nu_{\text{max}}^{0.75}$ and $\Delta \nu$, which removes the radius dependence.
Figure 3. (a) PDF of the mass, (b) radius, and (c) logarithm of surface gravity, for a set of typical APOKASC targets presenting single-peaked PDFs, and in a sequence of increasing uncertainties in the derived parameters. The adopted values of $T_{\text{eff}}$, [M/H], $\Delta\nu$ and $\nu_{\text{max}}$ are indicated in the plots. The median and its 68 per cent CI, and the mode and its 68 per cent CI are represented by red and blue symbols, respectively. The black triangles are the results of the direct method.

For comparison, these values are also plotted with the Bayesian ones in Figs. 3 and 5 (black triangles). Their relative (median) uncertainties are $\sigma(M_{\text{Dir}})/M_{\text{Dir}} = 0.13$, $\sigma(R_{\text{Dir}})/R_{\text{Dir}} = 0.055$ and $\sigma(\log g_{\text{Dir}}) = 0.012$ dex. Since the Bayesian method constrains the derived parameters to be within the grid provided by the stellar models, its uncertainties are, in general, smaller than those provided by the direct method (by a factor of $\sim 1.4$ in radius, see also Gai et al. 2011). It is also interesting to note the much smaller spread in the parameters of stars at $\log g \approx 2.4$, $R \approx 10 R_{\odot}$, which correspond to the RC. Just a handful of outliers are observed in Fig. 6; they correspond to stars with high relative uncertainties ($\gtrsim 0.2$) in their seismic parameters. The mean differences of the parameters between both methods are $(M_{\text{Dir}} - M_{\text{Bay}})/M_{\text{Bay}} = -0.003 \pm 0.004$, $(R_{\text{Dir}} - R_{\text{Bay}})/R_{\text{Bay}} = 0.003 \pm 0.002$ and $(\log g_{\text{Dir}} - \log g_{\text{Bay}}) = 0.0020 \pm 0.0004$ dex.

Our results also compare very well with the final result of the grid-based models presented in the APOKASC catalogue (Pinsonneault et al. 2014). These authors employed the Bellaterra Stellar Properties Pipeline (Serenelli et al. 2013), the grid of the BaSTI models of Pietrin-
ferni et al. (2004), and the corrected spectroscopic parameters, referred as Scale 2 in the catalogue paper. The mean of the relative differences are $(M_{\text{Scale2}} - M_{\text{Bay}})/M_{\text{Bay}} = 0.0003 \pm 0.0034$, $(R_{\text{Scale2}} - R_{\text{Bay}})/R_{\text{Bay}} = 0.003 \pm 0.001$ and $(\log g_{\text{Scale2}} - \log g_{\text{Bay}}) = 0.0017 \pm 0.0004 \text{ dex}$.

### 3.2 Step 2: Determining distances and extinctions

In the second step, we assume that the spectroscopically derived $T_{\text{eff}}$ and $[\text{M/H}]$, as well as the asteroseismic log $g$, are of superior quality with respect to the photometrically-derived values. This assumption is based on the fact that the results of spectroscopy and asteroseismology are essentially not affected by the stellar distances and extinctions. This allows us to derive the PDFs of the absolute magnitudes, $p(M_\lambda)$, exactly in the same way as the other stellar parameters discussed in the previous section, by properly weighting the absolute magnitudes of different isochrone sections. Details about the tables of bolometric corrections used inside the isochrones are provided in Girardi et al. (2002, 2004); Bonatto, Bica & Girardi (2004); and, Marigo et al. (2008).

For the ranges of $T_{\text{eff}}$ and log $g$ relevant to our work, the bolometric corrections are based on the library of ATLAS9 synthetic spectra from Castelli & Kurucz (2003).

Based on the above, we have the PDFs of the stellar absolute magnitudes in several passbands from Step 1. These can be used to derive distances $d$ (in parsecs) via the distance modulus $\mu$,

$$d = 10^{0.2\mu_0 + 1} = 10^{0.2(\mu_\lambda - A_\lambda) + 1} = 10^{0.2(M_\lambda - M_\text{Bay}) + 1},$$

where $\mu_\lambda$, $M_\lambda$, and $A_\lambda$ are the apparent distance modulus, apparent magnitude, absolute magnitude, and extinction in a passband denoted by $\lambda$, respectively. Assuming further that all $A_\lambda$ are related by a single interstellar extinction curve expressed in terms of its $V$-band value (that is, $A_\lambda(A_V)$), this equation can be used to derive the total extinction, $A_V$, and $d$ simultaneously. More specifically, we can derive the joint PDF: $p(d, A_V)$ or $p(\mu_0, A_V)$. We choose the second form for computational convenience, since $p(\mu_0)$ can be easily converted into a $p(d)$,

$$p(d) = \frac{5}{1n10} \frac{p(\mu_0)}{d}.$$

Finally, when all the passbands are combined, the result is a joint PDF for the distance modulus and extinction,

$$p(\mu_0, A_V) = \prod_i p(\mu_0_i, A_V).$$

The best agreement between $p(\mu_0)$ will occur for a particular value of extinction that maximizes $p(\mu_0, A_V)$. This allows us to estimate the extinction simultaneously with the distance modulus. The implicit assumption that we have to make is that the extinction curve – i.e., the coefficients $A_\lambda/A_V$ – is well known for every star.

For the filters considered in this work, extinction coefficients are computed as described in Girardi et al. (2002, 2008), after adopting the Cardelli, Clayton & Mathis (1989) and O’Donnell (1994) extinction curve with $R_V = A_V/E(B-V) = 3.1$. We adopt, for each star, the extinction coefficients derived for the measured $T_{\text{eff}}$ and log $g$, and for the solar metallicity. This is a fairly good approximation, indeed. For instance, changes of 250 K in $T_{\text{eff}}$, 0.2 dex in log $g$, and 0.5 dex in $[\text{M/H}]$, cause changes in the $A_\lambda/A_V$ coefficient of just $\sim 0.003$, and even smaller changes for redder passbands.

Following this procedure, we computed $p(\mu_0, A_V)$ for a range of $A_V$ varying from −0.5 to 1.0 mag, in steps of 0.01 mag, and covering a sufficiently large range of $\mu_0$, hence mapping the joint PDF of both parameters. The range of extinction includes negative values, which are obviously unphysical. Statistically, one should consider an infinite range for the parameters when building the PDFs, but in practice, one allows a very large range around the expected values to cover all the possible solutions with a significant probability.
In this case, a small dispersion around $A_V = 0.0$ is expected, since this is a statistical method.

The entire procedure is illustrated in Figs. 7 and 8, which present the PDFs of the apparent and absolute magnitudes, apparent distance modulus, and distance modulus for the same stars as in Figs. 3 and 5, and for all available passbands as detailed in the legend. The value of $A_V$ that provides the best agreement between all curves is indicated in panel (d), for each star.

The four left panels in Fig. 9 present the contour levels of distance modulus and extinction probability space, for the same stars with single-peaked $p(\mu_0, A_V)$ of Fig. 7. The solid and triple-dot-dashed contours represent the 68 and 95 per cent credible regions. The dashed-blue and dotted-red lines represent the same credible interval calculated from the marginal PDF of each parameter, for the mode and median, respectively. The plus symbol is the maximum of the joint probability. What is remarkable in this plot is the excellent precision in determining the distances and $A_V$, with typical (median) uncertainties of $\sigma(d)/d = 0.018$ and $\sigma(A_V) = 0.077$ mag. The uncertainties in extinction and relative uncertainties in distance for the full sample are presented in Fig. 10.

The four right panels in Fig. 9 present the contour levels of $p(\mu_0, A_V)$ for the stars with multimodal PDFs of the Fig. 5. The effect of broad/multiple-peaked PDFs is evident: the uncertainty in distance and extinction is much larger, with the presence of secondary peaks (or ‘extended islands’).
which represent alternative values for distance and extinction. We treat these cases exactly as before. These stars will appear with larger uncertainties in our final catalogue.

Finally, Fig. 11 illustrates that our method is in a way similar to a classical 'spectral energy distribution (SED) fitting'. We find the combination of extinction and distance that fits the overall spectrum of the star (as sampled by the photometric points), but in addition, we consider the tight constraints imposed by the asteroseismic plus spectroscopic data. In such plots, the bulk of our stars are well-described by a single SED from the $g$ to W2 passbands. There are a few cases of stars for which there appears to be a slight excess flux either in the blue or infrared portions of the spectrum, which might indicate the presence of stellar companions. The stars KIC 9479404 and KIC 10157507 present excess flux in the middle of the spectrum, which more likely indicates a problem with the photometry. Such cases will be
examined in detail before the next release of the APOKASC catalogue.

3.3 Why two separate steps?

It is important to note that the entire procedure of Step 2, as summarized in Eq. 8, apparently does not involve anything else from Step 1 than the PDFs for the absolute magnitudes (Sec. 3.1), and hence it can be kept separated from the derivation of the other stellar properties performed in Step 1. In other words, we have chosen to approximate

\[ p(M, R, \log g, \tau, M_{\lambda}, A_V, \mu_{0\lambda}) \sim p(M, R, \log g, \tau, M_{\lambda}) p(A_V, \mu_{0\lambda}) \]

This approximation is not perfectly ideal, because Eq. 8 involves quantities that depend on the spectral shape – and hence on \( T_{\text{eff}} \), \( \log g \), and \([\text{M/H}]\) – namely, the set of \( M_{\lambda} \), and the set of \( A_{\lambda}/A_V \). Therefore, the most correct procedure would have been a simultaneous derivation of the PDF of all stellar parameters in Steps 1 and 2, using every possible point of the parameter space \((M, \tau, [\text{M/H}], T_{\text{eff}}, \Delta \nu, \nu_{\text{max}}, m_{\lambda})\) in the derivation of a posterior probability for \((M, R, \log g, \tau, M_{\lambda}, A_V, \mu_{0\lambda})\).

The reasons why we do not follow this procedure here are: (1) to keep the required computing resources within reasonable limits; and, mainly, (2) because both effects have a limited impact on our distance estimates, as quantified below.

The full set of \( M_{\lambda} \) varies primarily as a function of \( T_{\text{eff}} \), which is the origin of the well-known \( T_{\text{eff}} \)-color relations. So stars with different \( T_{\text{eff}} \) ranges will result in systematically different sets of intrinsic colors (in Step 1). This may be mistaken by different values of reddening and hence \( A_V \), which impacts the distances. This is likely the mechanism that, for stars with multiple-peaked PDFs, result in alternative peaks in the \((A_V, \mu_0)\) plane in Fig. 9. These cases comprise of less than 30 per cent of our sample. For stars with single-peaked PDFs, we have investigated the effect of a 100 K systematic change in the \( T_{\text{eff}} \) scale in Sec. 3.7, which in turn produces a small, although non-negligible effect, in the extinction value. Since the typical uncertainties in our \( T_{\text{eff}} \) are \( \sim 86 \) K (2 per cent), it is unlikely that the variations of \( M_{\lambda} \) with \( T_{\text{eff}} \) (internally to the Bayesian method) can have such a large impact on the final results.

The extinction coefficients \( A_{\lambda}/A_V \) are also a function of the spectral shape, and hence of \( T_{\text{eff}}, \log g, \) and \([\text{M/H}]\) (see e.g., Grebel & Roberts 1995; Girardi et al. 2008). However, as already mentioned, the changes of \( A_{\lambda}/A_V \) with \((T_{\text{eff}}, \log g, [\text{M/H}])\), inside the intervals considered in this work, are actually very small, and much less than those caused by spatial variations in the interstellar extinction law (Zasowski et al. 2009).
3.4 Comparison with a direct method

Distances and extinctions can also be derived in a more direct way, starting from the stellar parameters provided by the direct method with Eq. [4]. Essentially, we enter the $R$ and $T_{\text{eff}}$ in Eq. [4] to derive $L$, which is then transformed into a bolometric absolute magnitude, and into the absolute magnitude in several filters using the bolometric corrections ($BC_{\lambda}$) inferred from our library of synthetic stellar SEDs. These are then processed through Step 2 of our method, which allows us to identify the distance and extinction, $d_{\text{Dir}}$ and $A_{\text{V,Dir}}$, that best fit the set of observed apparent magnitudes. Error bars are obtained by simply propagating the uncertainties in the quantities $R$, $T_{\text{eff}}$, and $BC_{\lambda}$, into the absolute magnitudes. The final uncertainties in $d_{\text{Dir}}$ and $A_{\text{V,Dir}}$ are derived from the joint PDF, exactly as in the Bayesian method. The median uncertainties turn out to be $\sigma(d_{\text{Dir}})/d_{\text{Dir}} = 0.038$ and $\sigma(A_{\text{V,Dir}}) = 0.15$ mag, respectively.

Fig. [12] shows a comparison between these distances and extinctions with those obtained with the Bayesian method. It is readily evident that they compare well with mean differences $(d_{\text{Dir}} - d_{\text{Bay}})/d_{\text{Bay}} = -0.009 \pm 0.001$ and $(A_{\text{V,Dir}} - A_{\text{V,Bay}}) = -0.032 \pm 0.004$ mag. The large dispersion in extinctions is due to the broad PDFs provided by the direct method, which allow a high-probability matching to a wide range of extinctions.

3.5 Impact of knowing the evolutionary stage

Stellar parameters derived via the Bayesian method are ‘forced’ to be consistent with the grid of evolutionary tracks being used. This results in smaller uncertainties, which are, typically, a factor of $\sim 2.1$ smaller for the Bayesian method than for the direct method. There are, however, situations in which the Bayesian method produces distance uncertainties similar to the direct method. This happens, in general, for stars with broad and multipeaked PDFs, which often arise from the star being compatible with either a RC or a RGB star.

Fig. [13] illustrates the impact of knowing the evolutionary stage on the joint $\mu_0$–$A_{\text{V}}$ PDFs of two stars, classified as CLUMP and RGB in the APOKASC catalogue, respectively. As can be seen, if we assume these stars have an ‘unknown’ classification (red contours), their $\mu_0$ PDFs (bottom panels) are clearly bimodal. When we adopt the correct CLUMP classification (black contour) for the RC star.
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Figure 11. Example of the ‘SED fitting’ being performed by our method. Top panel: The plotted spectrum represents the flux (or, better, $\lambda F_\lambda$) at the stellar surface, for the entry in the ATLAS9 data base with the closest value in $T_{\text{eff}}$, log $g$, and [M/H], as the observed star; it is shown for illustrative purposes only. The red dots represent the absolute magnitudes of the star, as inferred from the asteroseismic plus spectroscopic constraints, and converted to the same flux scale as the spectrum. Vertical error bars represent the 68 per cent CI interval, while the horizontal error bars are simply indicating the approximate spectral range of each filter. The blue dots with error bars are the same but for the observed magnitudes, after corrected by the inferred (mode) distance and extinction. Bottom panel: The difference between the inferred magnitudes and the observed ones, as a function of wavelength.

Figure 12. Relative (left panel) and absolute (right) differences between extinctions and distances for the stars in the sample, derived with the Bayesian and the direct methods. The dashed line is the identity line. Black dots are stars with single-peaked PDFs, red dots are with broad/multiple-peaked ones. The left sub-panels show histograms of the differences.

KIC 11295720, the peak with the larger distance and extinction is favoured (middle-left panel). If the classification was not available, the peak corresponding to RGB models would have been favoured (bottom-left panel), producing distances $\sim$10 per cent smaller. Curiously, the direct method would have indicated a distance intermediate between those two (the 68 per cent CI being between $\mu_0 = 11.06$ and 11.21 mag), although more similar to the ‘wrong’ solution. A similar situation – but working in the opposite sense – occurs for the RGB star KIC 9772366, which has its derived distance increased by $\sim$15 per cent when assigned an unknown evolutionary stage. Such significant changes in the distances and extinctions were found for 2 per cent (6 out of 291) of the stars classified as RC, and for 3 per cent (5 out of 199) of those classified as RGB.

Since the initial release of the APOKASC catalogue contains a large number of stars without $\Delta P$ measurements in the interval of log $g < 2.5$, for which confusion between RC and RGB stages can easily occur, it is possible that similar situations are actually present in the catalogue, leading to an increased scatter in our derived distances. Such scatter is likely to be reduced in future versions of the catalogue, when more asteroseismic classification information becomes available.
3.6 Effect of distance priors

Since the basic stellar properties derived from \( v_{\text{max}}, \Delta \nu, T_{\text{eff}}, \) and [M/H] are independent of distance, we have not applied any distance prior in our method. We can, however, estimate the maximum effect that different distance priors would have had, were the distances fully incorporated into the Bayesian part of the method. For this, we have multiplied the distance PDFs by functions of the form

\[
p(d) \propto \exp\left(-\frac{R}{R_s}\right), \quad p(d) \propto \exp\left(-\frac{z}{z_s}\right)
\]

or a combination of both, where \( R \) and \( z \) are the Galactocentric radius and height above the plane, respectively. These represent the spatial distribution of stars expected in the MW’s stellar disk. We adopted as scale factor \( R_s = 2600 \) pc, and two extreme values of \( z_s \), namely \( z_s = 100 \) pc and \( z_s = 900 \) pc. These span the possible range of \( z_s \) in going from a young thin disk (e.g., Maíz-Apellániz 2001) to the thick disk (Juric et al. 2008).

The effect of these multiplicative functions on the PDF medians and modes is very modest, namely: less than 1 per cent changes in the distances for the bulk of the stars, increasing to maximum values of \( \sim 4 \) per cent for stars with broad and/or multiple-peaked PDFs. Since these changes are typically smaller than the 68 per cent CI, we can conclude that including prior information on the distances is not worthwhile at this stage.

3.7 Effect of systematic shifts in \( T_{\text{eff}} \) and [M/H]

We simply assume that observed stars are well-described by current evolutionary tracks of single stars, which is reasonable as a first approximation. However, it is well known that evolutionary tracks frequently present systematic offsets in the H–R diagram, and especially in the \( T_{\text{eff}} \) scale of the red giants. This happens primarily because of the approximations used to model the energy transport by convection, such as mixing length theory. In our case, we use evolutionary tracks in which the mixing length parameter is calibrated on a solar model and then applied to all stars (see Bressan et al. 2012). This approach could cause systematic offsets in the \( T_{\text{eff}} \) scale of the models.

We explore the possible effect of such offsets by applying the same methods with a grid of stellar models shifted by \( \Delta T_{\text{eff}} = +100 \) K. The main effect of this shift is that the Bayesian method compares the observed stellar parameters with older/metal-poorer isochrones, causing a mismatch between the derived and the observed stellar SED, which is compensated by an additional extinction. On average, we obtain a change of \( A_V, \Delta T_{\text{eff}} - A_V = 0.062 \) mag. This also slightly impacts the derived distances, which are decreased by \((d\Delta T_{\text{eff}} - d)/d = -0.017\), corresponding to \( \sim 0.9 \sigma(d)/d \).

Systematic offsets between the model and data metallicity scales are also possible. We have tested the method applying a systematic shift of \( \Delta [\text{M/H}] = +0.1 \) dex to the models, which makes the Bayesian method match the observed stellar parameters with younger/metal-richer isochrones. The effect in this case is to produce smaller extinctions with a mean value of \( A_V, \Delta [\text{M/H}] - A_V = -0.062 \) mag, and to slightly increase the distances by \((d\Lambda_{\text{M/H}} - d)/d = 0.004\). Moreover, in this case we found that a large number of stars have \( \mu_0 \) PDFs that are better matched with negative \( A_V \): \( \sim 8 \) per cent have \( A_V, \Delta [\text{M/H}] \leq -0.05 \) mag, and \( \sim 12 \) per cent have \( -0.05 \) mag < \( A_V, \Delta [\text{M/H}] \leq 0.0 \).

Since systematic offsets of this order of magnitude are perfectly possible, they can be taken as a rough indication of
As the typical uncertainties in spectroscopic ASPCAP metallicity in the APOKASC sample are of $\sigma([M/H]) \simeq 0.06$ dex, the experiment of applying $\Delta[M/H] = +0.1$ dex also gives us an indication about the maximum changes we would have in our distance and extinction estimates, if we had adopted a metallicity prior in the Bayesian method. Indeed, higher metallicities are much more likely in the sample, and could have been more weighted by applying a suitable prior. It is very unlikely, however, that the method would have favoured models more than $2\sigma$ (0.12 dex) away from the measured $[M/H]$, which is about the size of the 0.1 dex shift explored here.

4 DISCUSSION

4.1 Typical distances and extinction maps

Fig. 14 shows $A_V$ versus distance ($d$) for all fields showed in Fig. 1. This figure indicates that most of the observed stars are located within 2 kpc, whereas almost all stars are within 4 kpc. The cyan dots are stars with broad/multiple-peaked $\mu_0 \lambda$ PDFs, and hence with more uncertain locations. Note that some stars ($\sim 6$ per cent) have $\mu_0 \lambda$ PDFs that are better matched with slightly negative $A_V$. As shown in Fig. 15, there is a trend for stars at larger distances to be cooler than the nearest ones, which is consistent with them being more luminous. Also, high extinction stars (with, say, $A_V > 0.4$ mag) are observed at larger distances (Figs. 14 and 15). These plots indicate the potential of APOKASC data to provide improved 3D dust extinction maps in the Kepler fields (see also Zasowski, An & Pinsonneault 2014).
The distance distribution of APOKASC stars results from a series of factors, comprising the many criteria used to select Kepler targets, the actual determination of their astroseismic parameters, and the target prioritization by APOGEE (Zasowski et al. 2013; Pinsonneault et al. 2014). Discussion of this distribution is postponed to future papers. We note that a large fraction of the targets are RC stars, which in the Kepler field are preferentially observed within distances of 6 kpc (Bovy et al. 2014).

Fig. 16 compares the extinction maps from this work with those derived from the KIC (Brown et al. 2011), from Schlegel, Finkbeiner & Davis (1998 hereafter SFD), and with the Rayleigh-Jeans Color Excess (RJCE, Majewski, Zasowski & Nidever 2011) method. The comparison with the KIC extinction map will be commented further down in this section. The comparison with SFD shows some evident similarities in the position of the highly-extincted regions; the SFD extinctions tend to be much larger than our values, especially in low-latitude fields. This is expected since SFD gives the extinction at infinity, and not along the line-of-sight to every star. Indeed, the excess in the SFD extinction is larger along lines-of-sight close to the Galactic plane, where substantial interstellar material exists between our target stars and infinity. In addition, there are claims that SFD maps overestimate the extinction for regions with $A_V > 0.5$ mag anyway (Arce & Goodman 1999).

The comparison with RJCE deserves some additional explanation. RJCE uses the color excess in $H - W$ to derive the extinction in the $K_s$ band, $A_{K_s}$. Since it uses only infrared measurements, it is especially useful to derive extinction values in the regimes of high extinction (say, for $A_V \gtrsim 1$ mag) that frequently happen towards the Galactic bulge and across the Galactic mid-plane (see also Schultheis et al. 2014). In the case of the APOKASC stars, extinction values are never that large, and the typical values of $A_K$, derived with RJCE are of just $\sim 0.025$ mag. These low values of $A_K$ are then multiplied by 8.45 to convert them to $A_V$. These two facts—the use of only two photometric measurements, plus the amplification of uncertainties when converting $A_K$ to $A_V$—is likely to cause a significant dispersion in the RJCE-derived $A_V$ values of slightly-reddened stars, exactly what we observe in Fig. 16. Our extinction maps turn out to be somewhat smoother than the RJCE’s; in addition, they also tend to present smaller $A_V$'s. It is interesting to note that RJCE produces larger extinction values towards the high-latitude fields of Kepler, where both our and the SFD maps exhibit relatively low extinction values. The origin of this discrepancy will be investigated in a future paper.

Fig. 16 also indicates that our $A_V$ are valid solutions for the extinctions, since they show close-to-null mean values in the top half of the Kepler field, at higher latitudes, in rough agreement with the near-absence of dust shown by the SFD maps.

Fig. 17 shows comparisons between our $A_V$ and KIC, SFD, and RJCE extinctions for the full sample, together with the fitted linear relations between them. Since such linear fits could be used to infer the expected extinctions for other Kepler stars, still not observed by APOKASC, the zero-points in the derived linear relations between $A_V$ and $A_{V,KIC}$, and between $A_V$ and $A_{V,RJCE}$ are close to null. Null zero-points can be interpreted as a first evidence that systematic errors, although possible, are probably smaller than those explored in Sec. 3.7.

It is clear that the KIC extinctions appear overestimated with respect to our values. The rms deviation around the linear fit presented in Fig. 17 (left panel) is 0.12 mag. If we assume that both are simply proportional to each other (i.e., with no zero-point offset), we obtain that

$$A_V = (0.409 \pm 0.003) A_{V,KIC}.$$  

with a mean rms deviation of 0.12 mag around this relation. KIC extinctions are derived from a simple geometrical model for the distribution of the dust (Brown et al. 2011), which is a useful first-order approach for many applications. In this model, the dust density is assumed to decrease exponentially with height $|z|$ above the Galactic plane, with a scaleheight of $h_z = 150$ pc, and a local extinction density of $K_V = 1$ mag kpc$^{-1}$. Thus, we use our distance and extinction values to recalibrate the values of $h_z$ and $K_V$. For each pair of values, we integrate the KIC extinction model from the Sun up to every observed star, thus obtaining new estimates of $A_{V,KIC}$. For each $h_z$ and $K_V$ adopted by KIC, we obtain a mean difference between our $A_V$ and the new $A_{V,KIC}$ of $-0.39$ mag, and an rms dispersion of 0.12 mag around this mean. We then identify the pair of $h_z$ and $K_V$ values that minimizes the residuals between our $A_V$ and $A_{V,KIC}$. These values are $h_z = 234$ pc and $K_V = 0.25$ mag kpc$^{-1}$. This modified model for KIC extinctions presents a null mean difference with respect to our estimates, but still a r.m.s. dispersion of 0.12 mag. This significant dispersion probably reflects the fact that dust extinction is much more patchy along the Galactic disk than assumed in these simple models.

Finally, our revised $A_V$ values allow us to reevaluate the consistency between the different $T_{eff}$ scales included in the APOKASC catalogue. As discussed thoroughly in Mészáros et al. (2013), the zero-point of the ASPCAP $T_{eff}$ was calibrated so as to coincide, on average, with $T_{eff}$ determinations based on the IRFM calibration by Bonifacio (2009), using $J-K_s$ colours. We can derive the IRFM $T_{eff}$ for all APOKASC targets using the same relations, but the results will be slightly dependent on the extinction values used in the de-reddening of the observed $J-K_s$ colors. Using our $A_V$ values, we find IRFM $T_{eff}$ esti-
4.2 Results for the star clusters

The last two panels of Fig. [14] show clear concentrations of stars at distances of $\sim$2.4 and 4.4 kpc, which are obviously caused by the star clusters NGC 6819 and NGC 6791, respectively (red squares). Stars in these clusters provide a useful check of the uncertainties in our methods, since they
are expected to be located within a distance interval much smaller than the expected uncertainties. As for the extinction, both clusters spread over tens of arcmin across the Kepler fields, so that the star-to-star extinction may vary significantly, as indicated by the vertical spread in Fig. 14.

Fig. 18 shows the distance modulus for all cluster members selected by Stello et al. (2011) same stars as red squares in Fig. 14., based on photometric membership by Stetson, Bruntt & Grundahl (2003) for NGC 6791, and with at least 80 per cent membership probability from the radial velocity survey of Hole et al. (2009) for NGC 6819. For NGC 6791, nine stars in APOKASC are classified as seismic members by Stello et al. (2011), and indeed there is a good overlap between their distance modulus PDFs (grey lines in panel a). The stars KIC 2435987, 2436688, and 2570214 present broad or double-peaked PDFs (cyan dots in panel a). The second star is classified as potentially affected by blending by Stello et al. (2011). Also particular is the case of the star KIC 2569055 (sixth in the plot), whose W1 and W2 magnitudes favour a slightly smaller distance.

For NGC 6819, 32 stars selected by Stello et al. (2011) are in the APOKASC sample, out of which 29 were classified as seismic members. The non-seismic members are KIC 4937011, KIC 4937257, and KIC 5023889. Fig. 15(b) shows the distance modulus PDFs for the 32 stars (grey lines); it is clear that the PDF of these three non-seismic members do not overlap with the others. We have verified that KIC 5023889 presents multiple-peaked PDFs, while the other two stars appear with normal PDFs. Among the other members, we find stars which are somewhat problematic, such as: KIC 4937576, 4937770, 5023732, 5024043, 5024476, 5024851, 5111940, 5112734, 5112744, 5112880, and 5113041 have broad or double-peaked PDFs (cyan dots in panel b); KIC 5024476 is listed as binary likely member by Hole et al. (2009); KIC 4937770 could be considered a binary star as argued by Corsaro et al. (2012); KIC 5112734 has a known blended star according to Stello et al. (2011). KIC 5024240 and 5024851 are binary and likely binary members with somewhat widened PDFs; KIC 5112481 and KIC 4937257 have only 2MASS and WISE photometry and hence a somewhat increased uncertainty in AV; for KIC 5024967 the WISE photometry is probably affected by the diffraction spikes of a bright nearby star.

The black lines in the right sub-panels show the results of deriving the distance modulus PDF of the cluster using the product of all individual PDFs. The mode and its 68 per cent CI are represented by the blue symbols and the median and its 68 per cent CI, by red symbols. The mode in the $\mu_0$ PDFs – 13.16±0.02 mag and 11.90±0.01 mag for NGC 6791 and NGC 6819, respectively – compare well with Basu et al. (2011) who found $\mu_0 = 13.11 \pm 0.06$ mag ($4.19 \pm 0.12$ kpc) and $\mu_0 = 11.85 \pm 0.05$ mag ($2.34 \pm 0.05$ kpc), respectively. They also agree very well with Wu, Li & Hekker (2014), who found $\mu_0 = 13.09 \pm 0.10$ mag for NGC 6791 and $\mu_0 = 11.88 \pm 0.14$ mag for NGC 6819. Eclipsing binaries independently indicate distance moduli of $\mu_0 = 13.01 \pm 0.08$ mag for NGC 6791 (Broggaard et al. 2011) and $\mu_0 = 12.07 \pm 0.07$ mag for NGC 6819 (Jeffries et al. 2013) assuming $E(B-V) = 0.12$ in this case.

The left main-panels show a summary of the mode and its 68 per cent CI for each star (black and cyan dots). The solid black lines represent the mean weighted values, which is a simpler way to estimate the distance modulus of the cluster without considering the shape of the PDF. The dashed black line in the (b) panel is the mean weighted value for NGC 6819 without the three non-seismic members.

The wide variety of situations we meet in stars belonging to these well-studied clusters – double-peaked PDFs, binaries, stars with incomplete photometry and/or without evolutionary status – represents situations we likely have in the entire APOKASC sample. But overall, it is quite encouraging that we find good agreement in the distances of these stars within their CI.

4.3 Distances to stars in the APOGEE-RC catalogue

Bovy et al. (2014) have recently released the APOGEE red clump (APOGEE-RC) catalogue, containing stars which, due to their particular values of Teff, spectroscopic log g, [M/H], and 2MASS $(J-K_s)_0$, are very likely RC stars with a well-defined absolute magnitude. Comparison with the Hipparcos-based absolute magnitude of the RC (Laney, Joner & Pietrzyński 2012) then allows a good determination of their distances. A total of 593 such stars are present in the APOKASC catalogue, and a comparison between our, and the Bovy et al. (2014) distances is presented in Fig. 19. The mean relative deviation between them is only 0.4 per cent. Note that the comparison includes all stars common to both catalogues, which likely includes some misclassified RGB stars in Bovy et al. (2014), as well as stars with unknown evolutionary stages in APOKASC; those could easily explain the few outliers in the plot.

Such a tight relation between these two distance scales is remarkable, and very encouraging. It is true that both scales are expected to be somewhat correlated, because they are based on the same set of stellar models from Bressan et al. (2012) to describe the behaviour of the RC as a func-
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Figure 18. Distances derived for stars in (a) NGC 6791 and (b) NGC 6819. In both cases, the main panel shows the mode $\mu_0$ and 68 per cent CI for all cluster members. The solid and dashed lines represent the mean weighted values for all stars, and excluding the outliers denoted by their KIC numbers, respectively (see text for more details). The cyan dots are stars whose $\mu_0$ PDFs are broad or multiple-peaked. The smaller sub-panels to the right show the $\mu_0$ PDFs for all cluster members (grey lines). The black line show the results of deriving the distance modulus PDF of the cluster using the product of all individual PDFs, whose mode and median (with their 68 per cent CI) are shown by the blue and red symbols, respectively.

Figure 20. Relative difference between our Bayesian distances ($d_{\text{Bay}}$; mode) and the distances ($d_{\text{SAGA}}$) estimated in the SAGA catalogue by Casagrande et al. (2014). The dashed line is the identity line. The right sub-panel show a histogram of the distribution of this difference.

4.4 Distances to stars in the SAGA catalogue

We also compared our distances with those estimated in the SAGA catalogue by Casagrande et al. (2014), in which the stellar parameters are estimated in a completely independent way, using a combination of Strömgren photometry, the IRFM, and several extinction estimates. For the 136 stars in common with the APOKASC catalogue, the mean relative difference in distances is only 1.2 per cent, as shown in Fig. 20.

Such good agreement is surprising, considering that SAGA $T_{\text{eff}}$ are $\approx 90$ K hotter and $[\text{M/H}]$ are $\approx 0.14$ dex smaller than the calibrated ASPCAP ones. Indeed, if we apply these zero-point shifts in $T_{\text{eff}}$ and $[\text{M/H}]$ in our method, the simulations in Sec. 3.7 indicate that we should obtain a distance scale 2.1 per cent shorter on average. It is likely that differences in the underlying methods, isochrones (and color-$T_{\text{eff}}$ relationships), or in the extinction estimates from SAGA are affecting the results in a way that largely compensates to the offsets between the two $T_{\text{eff}}$ and $[\text{M/H}]$ scales.

5 CONCLUSIONS

The APOKASC collaboration is providing high-resolution spectroscopy for a large sample of Kepler asteroseismic targets, using the SDSS-III/APOGEE spectrograph. The sample discussed in this work represents only a small fraction of the final APOKASC sample, that will include over 10,000 giants and dwarfs in the Kepler field. Moreover, there are advanced plans for further expanding the sample as part of the SDSS-IV/APOGEE-2 survey. The APOKASC collaboration adds accurate and homogeneous determinations of effective temperatures and surface chemical abundances to a large sample of stars for which we have precious information from the oscillation spectra.

In this paper we have employed a Bayesian method to determine basic stellar parameters (mass, surface gravity, radius), distances, and extinctions for 1989 giants present in the first version of the APOKASC catalogue (Pinsonneault et al. 2014). The results are very encouraging: distances and extinctions are derived with very small formal uncertainties, for stars located as far away as 5 kpc. The vast majority...
of the stars produced results that are internally consistent, well-behaved, and considered reliable. The final diagnostics of the correctness of our distances and extinctions come essentially from three sources: (1) for regions of the Kepler field for which very small extinction is expected from the SFD dust maps, our own extinction maps do not show evidence of systematic offsets. (2) Stars in the NGC 6791 and NGC 6819 star clusters present essentially the same distances, with small variations in their extinctions. (3) Stars in the APOGEE-RC catalogue [Bovy et al. 2014] – which are very likely RC stars and hence can be assigned precise Hipparcos-calibrated spectrophotometric distances – correlate well with our independent distances.

The present results are also very encouraging for the application of these distances and extinctions in studies of Galactic structure and evolution (as will be done in following papers). Nevertheless, we have identified difficulties that will have to be dealt with in future studies. The most serious one appears to be the lack of evolutionary status for a large fraction of APOKASC stars, which causes some degeneracy in the determination of their stellar parameters, and increased uncertainties. This problem will probably be much reduced in future releases of the APOKASC catalogue, after careful revision of the asteroseismic parameters from the individual oscillation spectra, and the measurement of $\Delta P$ for more stars. Also, the parameters $P_{\text{max}}$, $\Delta \nu$, and $\Delta P$ themselves will be progressively replaced by a more detailed star-by-star analysis of the observed oscillation modes.

All the distance and extinction values are made available for download alongside this paper on the journal website. A sample table is reported in Table 1.
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**Table 1.** Derived distances and extinctions with the Bayesian and direct methods for APOKASC stars. LCI and UCI are the lower and upper limits of the 68 per cent CI, respectively. The last column lists the filters for which the photometry is available. A full table is provided in electronic format on the journal website.

| KIC ID         | 2MASS ID         | Bayesian method | Direct method | Photometry |
|----------------|------------------|-----------------|---------------|------------|
|                |                  | mode LCI UCI    | mode LCI UCI  | mode LCI UCI |
| 1162746        | J19252639+3649116| 1420 1397 1435  | 0.11 0.04 0.14| 1318 1262 1308 0.10 -0.08 0.23 griz JHKs W1 W2 |
| 1432587        | J19254985+3701028| 2514 2452 2554  | 0.16 0.04 0.24| 2418 2292 2512 0.21 -0.01 0.35 griz JHKs W1 W2 |
| 1433593        | J19264298+3704199| 1135 1105 1162  | 0.16 0.01 0.25| 1177 1218 1208 0.21 0.06 0.32 griz JHKs W1 W2 |
| 1433730        | J19265020+3703054| 1077 1043 1135  | 0.45 0.20 0.54| 1138 1087 1170 0.38 0.20 0.48 griz JHKs W1 W2 |
| 1435573        | J19282646+3705369| 1330 1308 1340  | 0.13 0.07 0.24| 1276 1159 1283 0.16 -0.07 0.32 griz JHKs W1 W2 |
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