ABSTRACT  Digital twin (DT) technology is an effective way to realize intelligent manufacturing, which has been increasingly received attention in both academia and industry. Thus, it is rather necessary and significant to collaboratively accomplish the research and development (R&D) of DT technology (RDDT). To explore a school-enterprise collaborative R&D strategy on DT technology, this paper proposes a differential game-based approach to compute the optimal R&D effort levels and optimal incomes of both parties in the school-enterprise collaborative innovation (SECI) system. First, using Berman’s continuous dynamic programming theory, the optimal R&D effort levels, the optimal incomes of both parties, and total optimal income in the SECI system are calculated in three cases: Nash non-cooperative game, Stackelberg master-slave game and cooperative game. Second, the equilibria of the three game cases are analyzed and compared. Finally, a numerical example is used to verify the validity of the conclusion, and we find that the optimal benefit of two parties in cooperative game are significantly better than those of Nash non-cooperative game and Stackelberg master-slave game, which effectively demonstrates the superiority of school-enterprise collaborative R&D on DT technology.

INDEX TERMS  School-enterprise collaborative, collaborative research and development strategy, digital twin technology, game theory, differential game.

I. INTRODUCTION

With the introduction of some advanced manufacturing development strategies, representative such as “American Industrial Internet,” “German Industry 4.0,” “Made in China 2025,” the goal of these advanced manufacturing strategies is to achieve the interconnection and intelligent operation of the physical and information worlds [1]–[4]. Intelligent manufacturing, as the development trend of manufacturing industry in future, has received extensive attention [5], [6]. Furthermore, digital twin (DT) technology has been widely studied in academia in recent year since it is an effective way for manufacturing enterprises to realize intelligent manufacturing [7], [8]. Manufacturing industry itself is facing the rapid development of technology and tools. However, manufacturing teaching and training have not kept up with the advancement of manufacturing technology, nor have they kept up with the demands of the labour market [9]. Therefore, collaboration between universities and industries is necessary and essential. As an organizational form of collaborative innovation, school-enterprise collaborative R&D (Also known as learning factories) can make up for some
shortcoming of universities and industries [10], and the purpose of which is to align manufacturing training and teaching to the needs of modern industrial practice [11]. Cooperation between universities and enterprises can improve the innovation performance of enterprises and solve the problem of insufficient R&D foundation in universities. Therefore, it is of great significance to coordinate the use of scientific and technological resources and discuss in depth the R&D strategy of DT technology based on school-enterprise collaboration.

Nowadays, collaborative innovation between universities and enterprises has become an increasingly common form of basic research and applied research, which has attracted widespread attention from scholars. For example, Van and Luong [12] proposed the model of skilled worker training basing on the analysis of school-enterprise collaboration factors in training process and labor characteristics in Mekong Delta. Yang [13] evaluated and analyzes the collaborative innovation ability of school-enterprise cooperation through the construction of key evaluation index system and model of the application. Xiao-Mei [14] studied a management mechanism of training base in campus under school-enterprise cooperation to find the insufficient of the mechanism and improve it. Huang et al. [15] explored a mode of school-enterprise cooperation in training application-oriented talents, introducing some achievements of the school and pointed out some problems in school-enterprise cooperation. Ralph et al. [16] proposed a method about the implementation and operation of an academic learning factory, specifically tailored to the requirements of the metal forming industry. Brenner and Hummel [17] introduce the prototypes of DT in the ESB Logistics Learning Factory while they point out the economic function of DT technology.

In the school-enterprise collaborative innovation (SECI) system, universities and enterprises collaborate based on heterogeneous resources. Universities hope to obtain more scientific research funds and promote the transformation of scientific research results of DT technology through cooperation with manufacturing enterprises [18]. Manufacturing enterprises hope to spread innovation risks and make up for the weakness of their own technology R&D through cooperation with universities to achieve the purpose of intelligent manufacturing [19]. This heterogeneity causes conflicts between the motivations and behavioral objectives of cooperation in SECI system [20], [21].

Due to the long-term and dynamic characteristics of research and development of DT technology (RDDT), the collaborative R&D strategy requires to be self-adjusted between universities and enterprises. The R&D rate and frequency of DT technology increase with the development of scientific and technological information, which means that RDDT in the same space-time area should be considered based on the dynamic behavior of decision-making subjects. Differential game is an important dynamic model to deal with the conflict of competition and cooperation between two parties in a continuous time. Some scholars have introduced it to the research in the related fields of school-enterprise collaboration. For example, Yu and Shi [22] used the theory of differential game to study the knowledge sharing strategies of universities and enterprises under the collaborative innovation of industry, university and research. Yin and Li [23] presents a stochastic differential game of green building technologies transfer from academic research institutes to building enterprises in the building enterprises-academic research institutes collaborative innovation system. Ma et al. [24] aimed at the industry-university-collaborative R&D problem, and used a single research institution and a single enterprise as research objects to construct a differential game model, and analyzed the equilibria results of the three game models.

Form the analysis of above studies, it is a mainstream trend that many scholars use game theory to study school-enterprise collaboration. However, as a new method for manufacturing enterprises to realize intelligent manufacturing, DT technology is still in the initial stage of R&D, and the current research of DT mainly stays in the conceptual research or application of manufacturing enterprises or a certain production field [25]–[28], lacking the endogenous impetus to promote DT technology in the transformation of intelligent manufacturing. Therefore, this paper attempts to use the differential game method to study RDDT of universities and manufacturing enterprises in the SECI system under the dynamic framework. First, using Berman’s continuous dynamic programming theory, the optimal R&D effort level, the optimal incomes of both parties, and total optimal income in the SECI system are calculated in three cases: Nash non-cooperative game, Stackelberg master-slave game and cooperative game. Second, the equilibria of the three game cases are analyzed and compared. Finally, a numerical example is used to verify the validity of the conclusion. Hope to provide some suggestions for universities and enterprises on the R&D of DT. Compared with the existing literature, the main contributions of this work are as follows:

1. To promote the development of manufacturing and the R&D of DT technology, a school-enterprise collaboration model is built, in which universities are responsible for basic research, and the enterprises are responsible for applied research. The effects of both parties on RDDT were discussed based on the model.

2. The R&D subsidies provided by manufacturing enterprises to universities was proposed to coordinate RDDT between universities and enterprises, making universities more willing to research and development DT.

3. Through the comparison of the three games, the experimental results show that under the cooperative game situation, universities and enterprises achieve individual Pareto optimality and the effectiveness of our model is proved.

The structure of this paper is organized as follows. In next section, differential game formulations and the analysis of equilibria of the three game cases are provided. Comparative analysis of equilibria results is presented in section III.
TABLE 1. The main notations used in our model.

| Notations | Descriptions |
|-----------|--------------|
| R         | Universities |
| M         | Manufacturing enterprises |
| C_U       | R&D effort cost of universities; |
| C_M       | R&D effort cost of manufacturing enterprises; |
| k_U       | R&D effort cost coefficient of universities; |
| k_M       | R&D effort cost coefficient of manufacturing enterprises; |
| E_U       | R&D effort level of universities; |
| E_M       | R&D effort level of manufacturing enterprises; |
| t         | Time; |
| K         | level of R&D; |
| α         | Impact of the R&D effort level of universities on the total technology level; |
| β         | Impact of the R&D effort level of manufacturing enterprises on the total technology level; |
| δ         | Degree of decline in the overall technology level; |
| π         | Total income in the SECI system; |
| μ_U       | Impact of the R&D effort level of universities on the total income; |
| μ_M       | Impact of the R&D effort level of manufacturing enterprises on the total income; |
| ν         | Impact of the DT technology level in the SECI system on the total income; |
| τ         | Income distribution coefficient of universities; |
| θ         | R&D subsidies provided by manufacturing enterprises to universities; |
| ρ         | Discount rates; |
| J_U       | Objective functions of universities; |
| J_M       | Objective functions of manufacturing enterprises; |
| V_U       | Optimal R&D income of universities; |
| V_M       | Optimal R&D income of manufacturing enterprises. |

In section IV, we simulate the games and give an analysis of the result. Finally, section V summarizes the paper.

II. MODEL FORMULATIONS AND ANALYSIS

For ease of description, the main body of school-enterprise collaborative R&D strategy can be divided into two main parts: universities and manufacturing enterprises. Universities are mainly responsible for the basic research of DT technology, and manufacturing enterprises are mainly responsible for the application and development work of DT technology. In this paper, the two subjects can be expressed as a university and a manufacturing enterprise in the SECI system. The main notations used in our model are represented as Table 1, and Figure 1 depicts the decision process.

A. MODEL FORMULATIONS

Assumption 1: The R&D effort cost of the technology is related to the level of R&D effort. The R&D effort cost of universities and manufacturing enterprises sides at time \( t \) are defined as \( C_U(t) \) and \( C_M(t) \), respectively. Furthermore, the R&D effort cost coefficient of both parties are defined as \( k_U, k_M \), respectively. \( E_U(t), E_M(t) \geq 0 \), represent the level of R&D efforts of both parties at time \( t \), respectively. Considering the convexity of the R&D effort cost [29], the R&D effort...
cost of both parties at time \( t \) can be

\[
C_U(t) = \frac{1}{2} k_U E_U^2(t), \quad C_M(t) = \frac{1}{2} k_M E_M^2(t) \quad (1)
\]

**Assumption 2**: Let \( K(t) \) denote the level of RDDT at time \( t \), which affected by the R&D efforts of both parties and the update of DT technology level. Due to RDDT is a dynamic change process, the dynamic equation of the Nerlove-Arrow goodwill model is employed in this problem, and the dynamics level of RDDT can be expressed as

\[
\dot{K}(t) = \alpha E_U(t) + \beta E_M(t) - \delta K(t), \quad K(0) = K_0 \quad (2)
\]

where \( K_0 \) is the initial state in the SECI system; \( \alpha, \beta > 0 \) indicate the impact of the respective R&D efforts level of universities and manufacturing enterprises on the total technology level, which is effort coefficient. Furthermore, the technology level will decline if it has not been developed. \( \delta > 0 \) represents the degree of decline in the overall technology level, which is technical attenuation coefficient.

**Assumption 3**: Let \( \pi(t) \) denote the total income in the SECI system at the time \( t \). Therefore, the total income function can be as

\[
\pi(t) = \mu_1 E_U(t) + \mu_2 E_M(t) + \nu K(t) \quad (3)
\]

where \( \mu_1, \mu_2 \) represent the impact of the respective R&D efforts level of universities and manufacturing enterprises on the total income in the SECI system, which is marginal income coefficient. \( \nu \) indicates the impact of the DT technology level in the SECI system on the total income, which is the R&D impact coefficient of technology.

**Assumption 4**: We further assume that the total income in the SECI system is only allocated between the two participants. The income distribution coefficient of universities is \( \tau \), and the income distribution coefficient of manufacturing enterprise is \( 1-\tau \). \( \tau \) is a constant between \((0,1)\), which is determined in advance by both parties. In order to stimulate the R&D enthusiasm of universities, manufacturing enterprises will provide a certain percentage of R&D investment subsidy \( \theta(t) \) to universities, \( 0 \leq \theta(t) \leq 1 \), and we assume that the discount rate \( \rho \) on both sides are the same and positive numbers. Both sides are seeking the best strategy of RDDT to maximize their respective income in infinite time.

The objective functions of universities and manufacturing enterprises can be expressed by using the following partial differential equations:

\[
J_U = \int_0^\infty e^{-\rho t}[\tau (\mu_1 E_U(t) + \mu_2 E_M(t) + \nu K(t)) \right.
\left. - \frac{1}{2} k_U (1 - \theta(t)) E_U^2(t)]dt \quad (4)
\]

\[
J_M = \int_0^\infty e^{-\rho t}[(1 - \tau) (\mu_1 E_U(t) + \mu_2 E_M(t) + \nu K(t)) \right.
\left. - \frac{1}{2} k_M E_M^2(t) - \frac{1}{2} \theta(t) k_U E_U^2(t)]dt \quad (5)
\]

There are three control variables, \( E_U(t), E_M(t) \) and \( \theta(t) \), and a state variable \( K(t) \) in the SECI model. Due to the presence of dynamic parameters, the solution will become very difficult. In this paper, to simplify the model, we assume that the parameters in the model are constants and independent of time \([29]\). In addition, in order to facilitate writing, the time unit \( t \) will be omitted in the following text.

**B. RESOLVING MODEL OF NASH NON-COOPERATIVE GAME**

In the process of Nash non-cooperative game, universities and manufacturing enterprises will simultaneously and independently select their optimal effort level of RDDT to maximize their profits. In this case, manufacturing enterprises does not provide R&D investment subsidy to universities, that is \( \theta = 0 \). In this case, the objective functions of universities and manufacturing enterprises are:

\[
J_R = \int_0^\infty e^{-\rho t} \left[ \tau (\mu_1 E_U + \mu_2 E_M + vK) - \frac{1}{2} k_U E_U^2 \right] dt \quad (6)
\]

\[
J_M = \int_0^\infty e^{-\rho t} [(1 - \tau) (\mu_1 E_U + \mu_2 E_M + vK) - \frac{1}{2} k_M E_M^2] dt \quad (7)
\]

In order to get the Nash equilibria state in this situation, it should first be assumed that both universities and manufacturing enterprises have optimal R&D income, which are continuously and marginally differentiable. For all \( K \geq 0 \), the Hamilton-Jacobi-Bellman (abbreviated as HJB) equation must be satisfied

\[
\rho V_U^N = \max \{ \frac{\tau (\mu_1 E_U + \mu_2 E_M + vK) - \frac{1}{2} k_U E_U^2}{E_U} 
+ V_U^{N'} (\alpha E_U + \beta E_M - \delta K) \} \quad (8)
\]

\[
\rho V_M^N = \max \{ \frac{\frac{\tau (\mu_1 E_U + \mu_2 E_M + vK) - \frac{1}{2} k_M E_M^2}{E_M}}{\frac{\tau (\mu_1 E_U + \mu_2 E_M + vK) - \frac{1}{2} k_M E_M^2}{E_M}} 
+ V_M^{N'} (\alpha E_U + \beta E_M - \delta K) \} \quad (9)
\]

**Proposition 1**: the optimal R&D incomes of universities and manufacturing enterprises in Nash non-cooperative game situation are respective as follows:

\[
V_{U*}^{N+} = \frac{\tau v}{\rho + \delta} K + \frac{[(\rho + \delta) \mu_3 + \tau v + 1 + \nu]^{-2}}{2k_U \rho (\rho + \delta)^2} 
+ \frac{\tau (1 - \tau) [\mu_2 (\rho + \delta) + \beta v]^{-2}}{k_M \rho (\rho + \delta)^2} \quad (10)
\]

\[
V_{M*}^{N+} = \frac{1 - \tau v}{\rho + \delta} K + \frac{\tau (1 - \tau) [\mu_1 (\rho + \delta) + \alpha v]^{-2}}{2k_U \rho (\rho + \delta)^2} 
+ \frac{(1 - \tau)^2 [\mu_2 (\rho + \delta) + \beta v]^{-2}}{2k_M \rho (\rho + \delta)^2} \quad (11)
\]

**Proof**: See the Appendix.
Hence, the optimal total income in the SECI system can be expressed as follows:

\[ V_N = V_U^N + V_M^N = \frac{vK}{\rho + \delta} + \frac{(2 - \tau)(\mu_1 \tau + \tau v\alpha)^2}{2KU(\rho + \delta)^2} + \frac{(1 - \tau)^2(\mu_2(\rho + \delta) + \beta v)^2}{2K_M(\rho + \delta)^2} \]  

(12)

C. RESOLVING MODEL OF STACKELBERG MASTER-SLAVE GAME

In the case of Stackelberg master-slave game, manufacturing enterprises play a leading role in the SECI system. In order to promote RDDT, manufacturing enterprises (the leader) determine an optimal R&D effort level \( E_M \) and an optimal subsidy \( \theta \), and then universities (the followers) choose their optimal R&D effort level \( E_U \) according to the optimal R&D effort level and subsidy of manufacturing enterprises. The income functions of both participants are \( V_R(K) \) and \( V_M(K) \), respectively, which are continuously and marginally differentiable. Furthermore, for all \( K \geq 0 \), \( V_R(K) \) and \( V_M(K) \) must satisfy the HJB equation. According to the reverse induction method, the optimal control problem of universities is:

\[ \rho V^D_U = \max_{E_U} \left[ \tau(\mu_1 E_U + \mu_2 E_M + vK) - \frac{1}{2} k_U (1 - \theta) E_U^2 \right] \]

(13)

\[ + V^D_M (\alpha E_U + \beta E_M - \delta K) \]

The optimal R&D effort level of DT technology can be computed by setting the first partial derivative equal to zero, and the optimal effort level of universities can be determined from equation (14). Manufacturing enterprises will rationally predict that universities will determine its optimal R&D effort level \( E_M \) according to formula (14). Therefore, manufacturing enterprises will determine its own optimal R&D effort level \( E_M \) and R&D investment subsidy \( \theta \) based on the rational response of universities to maximize its own benefits. In this situation, the optimal control problem of manufacturing enterprises is:

\[ \rho V^D_M = \max_{E_M, \theta} \left[ \tau(\mu_1 E_U + \mu_2 E_M + \nu K) - \frac{1}{2} k_M E_M^2 \right] \]

(15)

\[ - \frac{1}{2} k_M E_M^2 - \frac{1}{2} k_U E_U^2 \]

\[ + V^D_U (\alpha E_U + \beta E_M - \delta K) \]

Proposition 2: the optimal R&D incomes of universities and manufacturing enterprises in Stackelberg master-slave game situation are respectively as follows:

\[ V_D^U = \frac{(1 - \tau)\nu K}{\rho + \delta} + \frac{(1 - \tau)(\mu_1(\rho + \delta) + \nu\alpha)^2}{8KU(\rho + \delta)^2} \]

(17)

\[ + \frac{1}{2} [\mu_2(\rho + \delta) + \beta v]^2 \frac{2K_M(\rho + \delta)^2}{2K_M(\rho + \delta)^2} \]

\[ V_D^M = \frac{vK}{\rho + \delta} + \frac{(1 - \tau)(\mu_1(\rho + \delta) + \nu\alpha)^2}{2K_M(\rho + \delta)^2} \]

(18)

D. RESOLVING MODEL OF COOPERATIVE GAME

In the process of cooperative game, universities and manufacturing enterprises will select their optimal effort level and income functions of RDDT to maximize their total income. Then, DT technology can be further improved through cooperation innovation between universities and manufacturing enterprises. In this case, the R&D subsidy that manufacturing enterprises need to provide to universities is an internal fund transfer. As an internal problem of the SECI system, the R&D cost subsidy \( \theta \) can take any value in [0,1]. We have

\[ J = J_U + J_M = \int_0^\infty e^{-r_t} \left[ (\mu_1 E_U + \mu_2 E_M + vK) \right. \]

(19)

\[ - \frac{1}{2} k_U E_U^2 - \frac{1}{2} k_M E_M^2 \right] \]

In order to obtain the cooperative equilibria state in this situation, it should first be assumed that there is an optimal R&D total income \( V^C(K) \) in the SECI system, which are continuously and marginally differentiable. For all \( K \geq 0 \), the HJB equation must be satisfied. We have

\[ \rho V^C = \max_{E_U, E_M} \left[ (\mu_1 E_U + \mu_2 E_M + vK) \right. \]

(20)

\[ - \frac{1}{2} k_M E_M^2 - \frac{1}{2} k_U E_U^2 + V^C (\alpha E_U + \beta E_M - \delta K) \]

Proposition 3: The optimal R&D incomes of universities and manufacturing enterprises in cooperative game situation is respectively as follows:

\[ V^C_U = \frac{vK}{\rho + \delta} + \frac{(1 - \tau)(\mu_1\nu + \nu\alpha)^2}{2K_M(\rho + \delta)^2} + \frac{[\mu_2(\rho + \delta) + \beta v]^2}{2K_M(\rho + \delta)^2} \]

(21)

\[ V^C_M = \frac{(1 - \tau)\nu K}{\rho + \delta} + \frac{(1 - \tau)(\mu_1\nu + \nu\alpha)^2}{8KU(\rho + \delta)^2} \]

(22)
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parties, collaborative cooperation is Pareto optimality. There-
are higher than non-cooperative cases. As a result, for both
income of both parties under the cooperative game situation
game situation, the total income in the SECI system reached
is highest compared with the rest two situations.

It can be seen from Corollary 3 that under the cooperative
game situation, the total income in the SECI system reached
the maximum, and superior to the non-cooperative game
situation.

Proof: See the Appendix.

Corollary 2: In the case of Stackelberg master-slave
game, the optimal R&D incomes of universities and manufacturing
enterprises are better than the Nash non-cooperative game
situation, that is when manufacturing enterprises provide R&D
investment subsidy coefficient $\theta$, which shows that R&D
investment subsidy are used as an incentive mechanism to
courage universities to put more effort into R&D than
when there is no subsidy. In both cases, the R&D effort
level of manufacturing enterprises remain unchanged. When
universities and manufacturing enterprises engage in a coop-
erative game, the optimal R&D effort level in the SECI sys-
tem reach the maximum, and superior to the non-cooperative

game situation.

Proof: See the Appendix.

Corollary 3: Under the cooperative game, the total income
is highest compared with the rest two situations.

Proof: See the Appendix.

From Corollary 2, we can get $V_{D_M}^N > 0$ and $V_{M}^N > V_{M}^N > 0$. So, we only just satisfy formula (24).

Corollary 4: In order to coordinate the cooperation
between universities and enterprises and obtain individual
Pareto optimality. Hence, the scope of income distribution
coefficient of universities can be expressed as follows:

$$V_C^* = \frac{(1 - \tau) \mu_1 + \nu a^2}{\rho + \delta + \mu_1 + \nu a^2}$$

$$+ \frac{(1 - \tau) \mu_2 + \nu a^2}{2k_M \rho + \delta}$$

(23)

II. COMPARATIVE ANALYSIS OF EQUILIBRIA

In the three game cases, the optimal R&D effort level, optimal
R&D incomes of both parties and the optimal total R&D
income in the SECI system were compared, and some rele-
vant conclusions were obtained.

Corollary 1: In the case of Stackelberg master-slave
game, compared with the Nash non-cooperative game situ-
tation, the R&D effort level of universities are significantly
improved, and the degree of improvement is equal to the R&D
investment subsidy coefficient $\theta$, which shows that R&D
investment subsidy are used as an incentive mechanism to
courage universities to put more effort into R&D than
when there is no subsidy. In both cases, the R&D effort
level of manufacturing enterprises remain unchanged. When
universities and manufacturing enterprises engage in a coop-
erative game, the optimal R&D effort level in the SECI sys-
tem reach the maximum, and superior to the non-cooperative
game situation.

Proof: See the Appendix.

Corollary 2: In the case of Stackelberg master-slave
game, the optimal R&D incomes of universities and manufactur-
ing enterprises are better than the Nash non-cooperative game
situation, that is when manufacturing enterprises provide R&D
subsidy to universities, the R&D income in the SECI system
is improved.

Proof: See the Appendix.

Corollary 3: Under the cooperative game, the total income
is highest compared with the rest two situations.

Proof: See the Appendix.

Hence, the scope of income distribution
coefficient of universities can be expressed as follows:

$$V_C^* = \frac{(1 - \tau) \mu_1 + \nu a^2}{\rho + \delta + \mu_1 + \nu a^2}$$

$$+ \frac{(1 - \tau) \mu_2 + \nu a^2}{2k_M \rho + \delta}$$

(23)

where $[\mu_2(\rho + \delta) + \beta v]^2 = A$ and $[\mu_1(\rho + \delta) + \alpha v]^2 = B$.

Proof: See the Appendix.

IV. NUMERICAL RESULTS

From the above analysis, the optimal level of R&D effort
of both parties, their respective optimal income and the total
R&D income in the SECI system are all related to the value
of model parameters. The parameters are set as follows:

$$\tau \in [\frac{2kUA}{kUA + kMB}, \frac{4kUA}{kUA + kMB}] \quad 0 \leq kRB \leq \frac{1}{2}$$

or $\tau \in [\frac{2kUA}{kUA + kMB}] \quad \frac{1}{2} \leq \frac{kRB}{kMB} \leq \frac{1}{2}$

The cooperative game situation not only realizes the Pareto
optimality in the SECI system, but also reaches the Pareto
optimality of the individual.

According to the relevant [30] and combined with reality,
it is assumed that the parameters in the model are set as

$$\rho = 0 = 2, \quad kU = 0.2, \quad kM = 0.4, \quad \alpha = 0.3,$$

$$\beta = 0.2, \quad \delta = 0.1, \quad \mu_1 = 0.6, \quad \mu_2 = 0.5,$$

$$v = 0.3, \quad K(0) = K_0 = 2$$

Then the value range of the income distribution coefficient
of universities $\tau$ can be obtained as [401/1611,822/1611].
We take $\tau = 0.4$ to meet its constraints. We can obtain

$$E_U^N = 1.8, \quad E_M^N = 1.05; \quad E_U^D = 3.6,$$

$$E_M^D = 1.05, \quad \beta = 0.5,$$

$$E_U^C = 4.5, \quad E_M^C = 1.75$$

That satisfies

$$E_U^N < E_D^U < E_U^C, \quad E_M^N = E_M^D < E_M^C,$$

$$\frac{E_D^U - E_U^N}{E_U^C} = 0.5$$

The above formula is consistent with the conclusion of
Corollary 1.

Let $\Delta = \alpha E_U + \beta E_M$, we can get $K = \Delta - \delta K$. The expression of the special solution function obtained by solv-
ing the general solution of the first-order differential equation
is: $\Delta/\delta + (K_0 - \Delta/\delta)e^{-\delta t}$. It can be obtained that the optimal
income of both parties and total income level in SECI system
under the three game cases are:

$$V_U^N = 6.09 - 2.2e^{-0.1t}, \quad V_M^N = 10.4625 - 3.3e^{-0.1t},$$

$$V_U^N = 16.5525 - 5.5e^{-0.1t}, \quad V_M^N = 16.5525 - 5.5e^{-0.1t},$$

$$V_U^D = 9.86 - 4.36e^{-0.1t}, \quad V_M^D = 15.3225 - 6.5e^{-0.1t},$$

$$V_U^D = 25.1925 - 10.9e^{-0.1t}, \quad V_M^D = 25.1925 - 10.9e^{-0.1t},$$

$$V_U^C = 12.075 - 6e^{-0.1t}, \quad V_M^C = 18.1125 - 9e^{-0.1t},$$

$$V_C^* = 30.1875 - 15e^{-0.1t}$$
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Using MATLAB to obtain the trend of the optimal R&D income of universities and manufacturing enterprises and the total system income level over time under different game cases, as shown in Figure 2-4.

From Figure 2-4, it can be seen that the optimal R&D incomes of both parties and the total R&D income in the SECI system are positively correlated with time $t$, and the change in the early stage is large, and the latter period tends to be stable. The order of the income of the three game cases from high to low is always maintained: cooperative game, Stackelberg master-slave game, Nash non-cooperative game. Consistent with the conclusions of Corollary 2, Corollary 3 and Corollary 4. Obviously, collaborative cooperation is Pareto optimality.

V. CONCLUSION

This paper explores a school-enterprise collaborative R&D strategy on DT technology using differential game model. The income functions of both universities and manufacturing enterprises are established with their R&D effort, respectively. Subsequently, we discuss the total R&D income in the SECI system and the R&D investment subsidy of the manufacturing enterprises to universities. Furthermore, their benefits are calculated and compared in three different situations, that are Nash non-cooperative game, Stackelberg master-slave game and cooperative game. Some conclusions draw from the equilibrium results are as follows.

As an incentive mechanism, the R&D investment subsidies can effectively improve the efforts of universities in the research and development of digital twin. Moreover, the improvement level is equal to the level of subsidies. In addition, universities and manufacturing enterprise can obtain more benefits in cooperative game compared with the other two game situations.

In the work, universities and manufacturing enterprises are regarded as two players in our model. However, the cooperation relationships of them in real world always involve more complex elements. In the future research, it is supposed to build a more comprehensive model. For example, the impact of some government policies and more player are considered in the game. Furthermore, due to the limitation of techniques, the parameters in our model are set to independent of time. Therefore, it is necessary to find a software with highly computing power or a more scientific method to solve this problem. In addition, a more realistic case needs to be studied in the future.

APPENDIX

Proof of Proposition 1: The optimal R&D level of effort of both sides can be computed by setting the first partial derivative equal to zero, and the respective optimal effort level of both parties can be

$$E_U = \frac{\mu_1 \tau + \alpha V_N^U}{k_U}, E_M = \frac{\mu_2 (1 - \tau) + \beta V_M^N}{k_M} \quad (A.1)$$

Substituting the result of (A.1) into (8) and (9), we can obtain

$$\rho V_N^U = \left(\tau v - \delta V_N^U\right) K + \frac{\left(\mu_1 \tau + \alpha V_N^U\right)^2}{2k_U} + \left(\mu_2 \tau + \beta V_N^U\right) \frac{\left[\mu_2 (1 - \tau) + \beta V_M^N\right]}{k_M} \quad (A.2)$$
\[
\rho V_M^N = \left[ (1 - \tau)v - \delta V_M^N \right] K + \frac{\left[ \mu_2 (1 - \tau) + \beta V_M^N \right]^2}{2k_M} \\
+ \frac{\left[ \mu_1 (1 - \tau) + \alpha V_M^N \right] (\mu_1 \tau + \alpha V_U^N)}{k_U}
\]

(A.3)

The solution of the HJB equation is a unary function with \( K \) as independent variable. We have

\[
V_U^N(K) = f_1 K + f_2, \quad V_M^N(K) = g_1 K + g_2
\]

(A.4)

where \( f_1, f_2, g_1 \) and \( g_2 \) are the constants to be solved.

Solving the first partial derivative of formula (A.4), we can get

\[
V_U^N = f_1, \quad V_M^N = g_1
\]

(A.5)

Substituting the results of (A.4) and (A.5) into (A.2) and (A.3), we can get

\[
\rho (f_1 K + f_2) = (\tau v - \delta f_1) K + \frac{\left( \mu_1 + \alpha f_1 \right)^2}{2k_U} \\
+ \frac{\left( \mu_2 + \beta f_1 \right) [\mu_2 (1 - \tau) + \beta g_1]}{k_U}
\]

(A.6)

\[
\rho (g_1 K + g_2) = [(1 - \tau)v - \delta g_1] K + \frac{\left[ \mu_2 (1 - \tau) + \beta g_1 \right]^2}{2k_M} \\
+ \frac{\left[ \mu_1 (1 - \tau) + \alpha g_1 \right] (\mu_1 \tau + \alpha f_1)}{k_U}
\]

(A.7)

From the previous assumption, for all \( K \geq 0 \), \( V_U^N(K) \) and \( V_M^N(K) \) are continuously and marginally differentiable. We can obtain

\[
\begin{cases}
  f_1 = \frac{\tau v}{\rho + \delta} \\
  f_2 = \frac{[(\rho + \delta) \mu_1 \tau + \tau \alpha v]^2}{2k_U \rho (\rho + \delta)^2} \\
  + \frac{\tau (1 - \tau) [\mu_2 (\rho + \delta) + \beta \nu]^2}{k_U \rho (\rho + \delta)^2} \\
  g_1 = \frac{(1 - \tau)v}{\rho + \delta} \\
  g_2 = \frac{\tau (1 - \tau) [\mu_1 (\rho + \delta) + \alpha \nu]^2}{2k_M \rho (\rho + \delta)^2} \\
  + \frac{\tau (1 - \tau) [\mu_2 (\rho + \delta) + \beta \nu]^2}{2k_M \rho (\rho + \delta)^2}
\end{cases}
\]

Substituting the results of \( f_1 \) and \( g_1 \) into (A.1), we can further get

\[
\begin{align*}
E_{U}^N &= \frac{\tau [\mu_1 (\rho + \delta) + \alpha \nu]}{\rho + \delta k_U} \\
E_{M}^{N*} &= \frac{(1 - \tau) [\mu_2 (\rho + \delta) + \beta \nu]}{(\rho + \delta) k_M}
\end{align*}
\]

(A.8)

(A.9)

Substituting the results of \( f_1, f_2, g_1 \) and \( g_2 \) into (A.4), we can get

Proof of Proposition 2: Substituting the result of (13) into (14), and performing the indicated maximization and search for the optimal value of \( E_M \) and \( \theta \) by setting the first partial derivative equal to zero, we can get

\[
E_M = \frac{(1 - \tau) \mu_2 + \beta V_M^D}{k_M}
\]

(A.10)

\[
\theta = \frac{(2 - 3 \tau) \mu_1 + (2V_M^D - V_U^D) \mu_1}{(2 - \tau) \mu_1 + (2V_M^D + V_U^D) \mu_1}
\]

(A.11)

Substituting the results of (13), (A.10) and (A.11) into (12) and (14), we can further get

\[
\rho V_U^D = \left( \tau v - \delta V_U^D \right) K \\
+ \frac{\left( \mu_2 + \beta V_U^D \right) [(1 - \tau) \mu_2 + \beta V_M^D]}{k_M} \\
+ \frac{\left( \mu_1 + \alpha V_U^D \right) [(2 - \tau) \mu_1 + (2V_M^D + V_U^D) \mu_1]}{4k_U}
\]

(A.12)

\[
\rho V_M^D = \left[ (1 - \tau)v - \delta V_M^D \right] K \\
+ \frac{\left[ \mu_2 (1 - \tau) + \beta V_M^D \right]^2}{2k_M} \\
+ \frac{\left[(2 - \tau) \mu_1 + (2V_M^D + V_U^D) \mu_1 \right]^2}{8k_U}
\]

(A.13)

The solution of the HJB equation is a unary function with \( K \) as independent variable. We have

\[
V_U^D(K) = f_1 K + f_2, \quad V_M^D(K) = g_1 K + g_2
\]

(A.14)

where \( f_1, f_2, g_1 \) and \( g_2 \) are the constants to be solved.

Finding the first partial derivative of formula (A.14), we can get

\[
V_U^D = f_1, \quad V_M^D = g_1
\]

(A.15)

Substituting the results of (A.14) and (A.15) into (A.12) and (A.13), we can get

\[
\rho (f_1 K + f_2) = (\tau v - \delta f_1) K \\
+ \frac{\left( \mu_2 + \beta f_1 \right) [(1 - \tau) \mu_2 + \beta g_1]}{k_M} \\
+ \frac{\left( \mu_1 + \alpha f_1 \right) [(2 - \tau) \mu_1 + (2g_1 + f_1) \mu_1]}{4k_U}
\]

(A.16)

\[
\rho (g_1 K + g_2) = [(1 - \tau)v - \delta g_1] K \\
+ \frac{\left[(1 - \tau) \mu_2 + \beta g_1 \right]^2}{2k_M} \\
+ \frac{\left[(2 - \tau) \mu_1 + (2g_1 + f_1) \mu_1 \right]^2}{8k_U}
\]

(A.17)

From the previous assumption, for all \( K \geq 0 \), \( V_U^D(K) \) and \( V_M^D(K) \) are continuously and marginally differentiable.
We can obtain
\[
\begin{align*}
    f_1 &= \frac{\tau v}{\rho + \delta} \\
    f_2 &= \tau(2 - \tau)(\rho + \delta)\mu_1 + \alpha v)^2 \\
    g_1 &= \frac{(1 - \tau)\nu}{\rho + \delta} \\
    g_2 &= \frac{(2 - \tau)^2[\mu_1(\rho + \delta) + \alpha v)^2}{(1 - \tau)^2[\mu_2(\rho + \delta) + \beta v)^2} + \frac{2kU(\rho + \delta)^2}{kM(\rho + \delta)^2}
\end{align*}
\]

Substituting the results of \(f_1\) and \(g_1\) into (13), (A.10) and (A.11), we can further get
\[
E_D^{\ast} = \frac{(2 - \tau)[\mu_1(\rho + \delta) + \alpha v)]}{2(\rho + \delta)kU} \quad \text{(A.18)}
\]
\[
E_M^{\ast} = \frac{(1 - \tau)[\mu_2(\rho + \delta) + \beta v)]}{(\rho + \delta)kM} \quad \text{(A.19)}
\]
\[
\theta = \begin{cases}
    2 - 3\tau / 2, & 0 < \tau < \frac{2}{3} \\
    2, & \frac{2}{3} \leq \tau < 1
\end{cases}
\]

Among them, as a result of \(0 < \theta \leq 1\) and \(0 < \tau < 1\), we can get \(0 < \tau < 2/3\).

Substituting the results of \(f_1\), \(f_2\), \(g_1\) and \(g_2\) into (A.14), we can get

**Proof of Proposition 3:** The optimal R&D effort level of DT technology can be computed by setting the first partial derivative equal to zero, and the respective optimal effort level of both parties can be
\[
E_D^{\ast} = \frac{\mu_1 + \alpha V^C}{kU}, \quad E_M^{\ast} = \frac{\mu_2 + \beta V^C}{kM} \quad \text{(A.21)}
\]

Substituting the result of (A.21) into (19), we can obtain
\[
\rho V^C = \frac{(\mu_1 + \alpha V^C)^2}{2kU} + \frac{(\mu_2 + \beta V^C)^2}{2kM} + (\nu - \delta V^C)K
\]

(A.22)

The solution of the HJB equation is a unary function with \(K\) as independent variable. We have
\[
V^C(K) = f_1K + f_2
\]

where \(f_1\) and \(f_2\) are the constants to be solved.

Solving the first partial derivative of formula (A.23), we can get
\[
V^C = f_1
\]

(A.24)

Substituting the results of (A.23) and (A.24) into (A.22), we can get
\[
\rho(f_1K + f_2) = \left(\frac{(\mu_1 + \alpha f_1)^2}{2kU} + \frac{(\mu_2 + \beta f_1)^2}{2kM} + (\nu - \delta f_1)K\right)
\]

(A.25)

From the previous assumption, for all \(K \geq 0\), \(V^C(K)\) are continuously and marginally differentiable. We can obtain
\[
\begin{align*}
    f_1 &= \frac{\nu}{\rho + \delta} \\
    f_2 &= \frac{\tau(2 - \tau)(\rho + \delta)\mu_1 + \alpha v)^2}{2kU(\rho + \delta)^2} + \frac{\tau(2 - \tau)(\rho + \delta)\mu_2 + \beta v)^2}{2kM(\rho + \delta)^2}
\end{align*}
\]

Substituting the result of \(f_1\) into (A.21), we can obtain
\[
E_D^{\ast} = \frac{\mu_1(\rho + \delta) + \alpha v}{(\rho + \delta)kU} \quad \text{(A.26)}
\]
\[
E_M^{\ast} = \frac{\mu_2(\rho + \delta) + \beta v}{(\rho + \delta)kM} \quad \text{(A.27)}
\]

Substituting the results of \(f_1\) and \(f_2\) into (A.23), we can get

**Proof of Corollary 1:** From (A.8), (A.9), (A.18), (A.19), (A.26), (A.27), \(0 < \tau < 2/3\), there exist
\[
E_D^{\ast} - E_U^{N\ast} = \frac{(2 - \tau)[\mu_1(\rho + \delta) + \alpha v)]}{2(\rho + \delta)kU} \quad \text{(A.28)}
\]
\[
E_M^{\ast} - E_M^{N\ast} = \frac{(3 - 2\tau)[\mu_1(\rho + \delta) + \alpha v)]}{8kU(\rho + \delta)^2} \quad \text{(A.29)}
\]

Corollary 1 is proved.

**Proof of Corollary 2:** From (10), (11), (16), (17), there exist
\[
V_D^{\ast} - V_U^{N\ast} = \frac{\tau(2 - 3\tau)[(\rho + \delta)\mu_1 + \alpha v)^2}{4kU(\rho + \delta)^2} \quad \text{(A.30)}
\]
\[
M^{\ast} - M^{N\ast} = \frac{(3 - 2\tau)[\mu_1(\rho + \delta) + \alpha v)]}{8kU(\rho + \delta)^2} \quad \text{(A.31)}
\]

Corollary 2 is proved.

**Proof of Corollary 3:** From (12), (18) and (21), there exist
\[
V_D^{\ast} - V_N^{\ast} = \frac{(\tau - 2(\tau - 2)(\rho + \delta)\mu_1 + \alpha v)^2}{8kU(\rho + \delta)^2} \quad \text{(A.32)}
\]
\[
V_C^{\ast} - V_D^{\ast} = \frac{\tau^2[(\rho + \delta)\mu_1 + \alpha v)^2}{8kU(\rho + \delta)^2} + \frac{\tau^2[\mu_2(\rho + \delta) + \beta v)^2}{2kM(\rho + \delta)^2} \quad \text{(A.33)}
\]

Corollary 3 is proved.

**Proof of Corollary 4:** From formula (24), we can get
\[
\frac{2kU A}{4kUA + kM B} \leq \tau \leq \frac{4kU A}{4kUA + kM B}
\]

According to the previous description, we can get \(0 < \tau < 2/3\). Furthermore, we can find:
\[
0 < 2kU A/(4kUA + kM B) < 2kU A/4kU A = 1/2 < 2/3
\]

Therefore, it is only necessary to discuss the values of \(4kU A/(4kUA + kM B)\) and \(2/3\). Then, we can determine the value range of the R&D income distribution coefficient \(\tau\).
If \( 4kU/A(4kU + A + kMB) \leq 2/3 \) (i.e., \( 0 \leq kU/kM \leq 1/2 \)), we can get \( 2kU/(4kU + A + kMB) \leq \tau < 4kU/(4kU + A + kMB) \). If \( 4kU/A(4kU + A + kMB) \geq 2/3 \) (i.e., \( kU/kM \geq 1/2 \)), we can get \( 2kU/(4kU + A + kMB) \leq \tau < 2/3 \).

Corollary 4 is proved.
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