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Abstract
While effective resolution of Thue equations has been well understood since the work of Baker in the 1960s, similar results for norm-form equations in more than two variables have proven difficult to achieve. In 1983, Vojta was able to address the case of three variables over totally complex and Galois number fields. In this paper, we extend his results to effectively resolve several new classes of norm-form equations. In particular, we completely and effectively settle the question of norm-form equations over totally complex Galois sextic fields.

Mathematics Subject Classification Primary 11D57; Secondary 11D45 · 11J86 · 11Y50

1 Introduction
Let \( \alpha_1, \ldots, \alpha_k \) be \( \mathbb{Q} \)-linearly independent elements of a number field \( K \) and let \( m \) be any fixed nonzero rational integer. The equation

\[
N_{K/\mathbb{Q}}(x_1 \alpha_1 + \ldots + x_k \alpha_k) = m,
\]

where \( x_1, \ldots, x_k \) are rational integers is a norm-form equation. The case \( k = 2 \) corresponds to Thue equations, which Thue [18] showed in 1909 have at most finitely many solutions, provided \( [K : \mathbb{Q}] \geq 3 \). His proof was ineffective, meaning it could not be used— even in principle— to determine a complete list of solutions to any given equation. Effective solutions to Thue equations were first given via Baker’s theorem on linear forms in logarithms. There is now an extensive literature on effective and explicit resolution for Thue equations, for some examples see [5], [17], [19], [20], [21].
Concerning the more general case of equation (1) for \( k \geq 3 \), Schmidt [12] proved in 1971 that such equations have only finitely many solutions provided they satisfy a certain ‘non-degeneracy condition’. In a subsequent paper, he also showed in the ‘degenerate’ case that the solutions lie in finitely many families [13]. For a thorough account of his characterisation of solutions to norm-form equations, see [14]. These results rely on his Subspace Theorem, meaning again that they are ineffective. Certain specific families of norm-form equations have since been solved effectively, via a wide variety of techniques including Padé approximation [4], Skolem’s \( p \)-adic method [15], and, most frequently, through bounds for linear forms in logarithms. In 1970, Győry and Lovász [8] were able to (effectively) solve non-degenerate norm-form equations in three variables over CM fields by reducing them to Thue equations. Subsequently, Győry [7] and Bugeaud-Győry [6] resolved certain types of norm-form equations by reducing them to Thue equations over relative extensions of number fields. However, their hypotheses are quite restrictive, requiring

\[ [K : \mathbb{Q}(\alpha_1, \ldots, \alpha_{n-1})] \geq 3 \]

and only considering solutions with \( x_n \neq 0 \). In particular, this often rules out effective solution of equations corresponding to a “power basis”, e.g. \( N(x + y\theta + z\theta^2) = 1 \), which are commonly considered examples. The question of effective resolution of general norm-form equations remains open in most cases.

In his PhD thesis in 1983, Vojta [22] used a pigeonhole argument to demonstrate an effective solution for norm-form equations in three variables over totally complex Galois number fields – with no restriction on degree. The purpose of this paper is to extend these results in several directions. First, we prove that in Vojta’s theorem one may drop the requirement that \( K \) be Galois. This gives us

**Theorem 1** Let \( K \) be a totally complex (not necessarily Galois) number field and let \( \alpha_1, \alpha_2, \alpha_3 \) be \( \mathbb{Q} \)-linearly independent elements of \( K \) such that the ratios \( \alpha_j/\alpha_k \) generate \( K \) over \( \mathbb{Q} \). Then, for any fixed integer \( m \), the solutions of the norm-form equation

\[ N_{K/\mathbb{Q}}(x_1\alpha_1 + x_2\alpha_2 + x_3\alpha_3) = m \]

can be effectively determined.

Next, we give a complete and effective resolution to the question of norm-form equations over totally complex Galois number fields of degree 6. In this regard, we prove

**Theorem 2** Let \( K \) be a totally complex Galois field with \( n = [K : \mathbb{Q}] = 6 \) and let \( \alpha_1, \ldots, \alpha_5 \) be \( \mathbb{Q} \)-linearly independent elements of \( K \) such that the ratios \( \alpha_j/\alpha_k \) generate \( K \) over \( \mathbb{Q} \). Then, for any fixed integer \( m \), the solutions of the norm-form equation

\[ N_{K/\mathbb{Q}}(x_1\alpha_1 + x_2\alpha_2 + x_3\alpha_3 + x_4\alpha_4 + x_5\alpha_5) = m \] (2)

can be effectively determined.
In both these theorems, by “effectively determined” we mean that the solution set is the union of

(i) finitely many families of solutions, which can each be explicitly described by a combination of linear and congruence conditions on the exponents of two chosen fundamental units, and

(ii) finitely many solutions outside the above families, whose height can be bounded by an effective constant.

See Sect. 3.1 for a discussion of how these families relate to the description of [13]. The LMFDB [16] provides a ready source of examples of totally complex Galois sextic fields– at the time of writing, there are 114196 such fields in the database.

Finally, we are able to extend these methods to handle four variables over higher degree fields in the case of some special norm form equations – namely those in a so-called ‘power basis’. We have

**Theorem 3** Let $K$ be a totally complex Galois field with $[K : \mathbb{Q}] \geq 6$ and let $\alpha$ be a primitive element of $K$, i.e. we have $K = \mathbb{Q}(\alpha)$. Let $m$ be any fixed rational integer. The solutions to the norm-form equation

$$N_{K/\mathbb{Q}}(x_1 + x_2\alpha + x_3\alpha^2 + x_4\alpha^3) = m$$

can be effectively determined.

In the case of Theorem 3, any (infinite) families of solutions can again be given by sets of linear conditions on the exponents, along with a possible congruence condition arising from the torsion in the unit group of the number field. “Effectively determined” means, as before, that these families can be explicitly described, and the heights of solutions outside these families can be bounded by an effective constant. The requirement that $K$ be Galois and the ratios $\alpha_i/\alpha_j$ generate $K/\mathbb{Q}$ ensures that the resulting norm form is irreducible. The proofs of Theorems 2 and 3 both utilise the technique of “matching” introduced in [3].

## 2 Preliminaries

Let $K$ be a Galois number field, set $n = [K : \mathbb{Q}]$ and let $\alpha_1, \ldots, \alpha_k$ ($k < n$) be $\mathbb{Q}$-linearly independent elements of $K$ such that the ratios $\alpha_i/\alpha_j$ generate $K$ over $\mathbb{Q}$. Let $\text{Gal}(K/\mathbb{Q}) = \{1 = \sigma_1, \ldots, \sigma_n\}$ be the Galois group of $K$ over $\mathbb{Q}$ and define $B$ to be the matrix

$$
\begin{pmatrix}
\sigma_1(\alpha_1) & \sigma_2(\alpha_1) & \cdots & \sigma_n(\alpha_1) \\
\sigma_1(\alpha_2) & \sigma_2(\alpha_2) & \cdots & \sigma_n(\alpha_2) \\
\vdots & \vdots & \ddots & \vdots \\
\sigma_1(\alpha_k) & \sigma_2(\alpha_k) & \cdots & \sigma_n(\alpha_k)
\end{pmatrix}
$$

so that the condition $\text{disc}(K) \neq 0$ implies that $B$ has rank $k$. The columns of $B$ therefore satisfy $n - k$ linear relations. Let $A$ be an $(n - k) \times n$ matrix (of rank $n - k$)
where each row gives one such relation. Setting
\[ \mathcal{L}^\sigma = x_1 \sigma (\alpha_1) + \cdots + x_k \sigma (\alpha_k) \]
for any \( \sigma \in \text{Gal}(K/\mathbb{Q}) \), we see that the matrix \( A = (a_{ij}) \) leads to a system of \( n - k \) equations among the linear forms \( \mathcal{L}^\sigma \). Specifically, we obtain equations of the shape
\[ a_{i1} \mathcal{L}^{\sigma_1} + a_{i2} \mathcal{L}^{\sigma_2} + \cdots + a_{in} \mathcal{L}^{\sigma_n} = 0, \quad 1 \leq i \leq n - k. \]

Now consider the norm-form equation
\[ N_{K/\mathbb{Q}}(x_1 \alpha_1 + \cdots + x_k \alpha_k) = m \tag{3} \]
where \( m \) is some fixed integer. Letting \( d \) be the smallest positive integer such that \( d \alpha_j \) is in the ring of integers \( \mathcal{O}_K \) of \( K \) for each \( 1 \leq j \leq k \), we see that solutions to the above equation are equivalent to the solutions to
\[ N_{K/\mathbb{Q}}(x_1 d \alpha_1 + \cdots + x_k d \alpha_k) = md^n \]
so we may as well restrict (3) to the case where the \( \alpha_j \) are all in \( \mathcal{O}_K \). Then all the \( \mathcal{L}^\sigma \) represent integral elements of \( K \). Next we note that, up to units, there are only finitely many \( \mu \in \mathcal{O}_K \) with \( N_{K/\mathbb{Q}}(\mu) = m \), and so we can write \( x_1 \alpha_1 + \cdots + x_k \alpha_k = \mu u \) with \( \mu \) chosen from a finite (effectively bounded) set and \( u \) a unit in \( \mathcal{O}_K \). This allows us to replace the matrix \( A \) with a finite collection of matrices
\[ A_\mu = \left( a_{ij} \sigma_j (\mu) \right), \]
one for each choice of \( \mu \), now giving equations to be solved in units of \( \mathcal{O}_K \). Thus we can reduce the question of solving (3) to the question of solving certain systems of unit equations (for the proof of Theorem 3 we will use some statements about the rank of submatrices of \( A \), and we will show there that these rank conditions continue to hold for \( A_\mu \)). Writing \( \mathcal{L}^{\sigma_i} = u_i \), each of the \( A_\mu \) gives a system of unit equations of the form
\[ a_{i1} u_1 + a_{i2} u_2 + \cdots + a_{in} u_n = 0, \quad 1 \leq i \leq n - k. \tag{4} \]

If \( k = 2 \) (the case of Thue equations), then we obtain a system of \( n - 2 \) equations in \( n \) variables. After row-reduction each equation is left with only three non-zero terms terms. Three term unit equations can all be effectively solved following Baker’s method, and so, as is well-known, the effective resolution of Thue equations is a straightforward matter.

If \( k = 3 \), then each equation has four terms after row reduction. In this case, if \( K \) is assumed to be totally complex then Vojta [22] was able to show via a pigeonhole argument that again the solutions may be effectively determined. The key point is to use Baker’s theorem to show that three terms in each equation are necessarily “large”
at every place (i.e. comparable to the largest term), and so if the system is suitably
generic then in fact one term ends up being large at all places. This of course contradicts
the product formula for places of a number field – or, more simply, the fact that the
product of all conjugates was assumed to equal ±1, since the terms are units. The
“not-generic” case is dealt with by reducing to a smaller system of equations that is
usually simpler.

The “matching” procedure, described below, allows us to reduce the number of
terms in the unit equations that arise from a given norm-form – at the cost of a small
increase in height of the coefficients. For example, in the sextic case we go immediately
from a six-term equation to a three-term equation, and the increase is small enough that
the new equation can still be solved by Baker’s method. A more generalized matching
procedure then allows us to address the situation in Theorem 3. The essential workings
of the proof are the same as in the sextic case.

Before proceeding, we state a result on lower bounds for linear forms in complex
logarithms that we will need. For α ∈ K with [K : Q] = n, we define the absolute
logarithmic height of α as

\[ h(α) = \frac{1}{n} \left( \log |a| + \sum_{i=1}^{n} \log \max\{1, |α(i)|\} \right), \]

where a is the leading coefficient of the minimal polynomial of α over Z, and the α(i)
are the conjugates of α. For linear forms in an arbitrary number of complex logarithms,
the following result of Matveev [11] is essentially the best known:

**Theorem 4** [Matveev, 2000] Let α₁, . . . , αₘ be non-zero elements of K, where [K : Q] = n, and b₁, . . . , bₘ be integers such that

\[ \Lambda = |b_1 \log α_1 + \cdots + b_m \log α_m| \neq 0. \]

If K ⊆ R put χ = 1, else put χ = 2. Let B = \( \max\{|b_1|, \ldots, |b_m|\} \) and

\[ A_j \geq \max\{nh(α_j), | log α_j|, 0.16\}, \quad 1 \leq j \leq m. \]

Then we have

\[ \log |Λ| \geq -\frac{1}{χ} (em)^χ 30^m + 3 m^{3.5} n^2 \log (en) \log (eB) A_1 \cdots A_m. \]

Finally, for a solution \( \bar{u} = (u_1, u_2, \ldots, u_n) \) to a unit equation such as (4) define

\[ H(\bar{u}) = \prod_v \max\{\|u_1\|_v, \|u_2\|_v, \ldots, \|u_n\|_v\} \]

and \( h(u) = \log H(u) \).
2.1 Proof of Theorem 1

In this section, we give a simplified proof of Vojta’s theorem from [22] that does not require the field $K$ to be Galois over $\mathbb{Q}$. This will give us Theorem 1. So let $K, \alpha_1, \alpha_2, \alpha_3$ be as in the statement of Theorem 1 and consider

$$N_{K/\mathbb{Q}}(x_1\alpha_1 + x_2\alpha_2 + x_3\alpha_3) = m.$$  

Immediately we restrict our attention to the case $\alpha_1, \alpha_2, \alpha_3 \in \mathcal{O}_K$ since this can be ensured by suitably altering $m$, as described above. Next we restrict to the case $m = \pm 1$, from which the general case will follow. Under these restrictions $u = x\alpha_1 + y\alpha_2 + z\alpha_3$ is a unit in $K$. Let $L/K$ be a normal closure of $K$, $\sigma_1, \ldots, \sigma_n$ be the $n$ distinct embeddings of $K$ into $L$ and set $u_i = \sigma_i(u)$. Set $B$ to be the matrix

$$B = \begin{pmatrix} \sigma_1(\alpha_1) & \sigma_2(\alpha_1) & \cdots & \sigma_n(\alpha_1) \\ \sigma_1(\alpha_2) & \sigma_2(\alpha_2) & \cdots & \sigma_n(\alpha_2) \\ \sigma_1(\alpha_3) & \sigma_2(\alpha_3) & \cdots & \sigma_n(\alpha_3) \end{pmatrix}$$

so by the non-vanishing of the discriminant of $K$ we know that $B$ has rank 3. Let $A = (a_{ij})$ be an $(n-3) \times n$ matrix of linear relations satisfied by the columns of $B$ and note this implies we have the $n-3$ linear equations

$$a_{i1}u_1 + a_{i2}u_2 + \cdots + a_{in}u_n, \quad 1 \leq i \leq n-3$$

in units of $L$. Let $\mathcal{O}$ denote such a potential solution $(u_1, \ldots, u_n)$. We begin by stating Lemma 2.19 of [22] which is the following

**Lemma 5** [Vojta] Let $A$ and $B$ be $r \times n$ and $s \times n$ matrices, respectively, with $r + s = n$. Assume $A$ and $B$ have rank $r$ and $s$, respectively, and that rows of $A$ are orthogonal to rows of $B$. Finally, assume the last $s$ columns of $B$ have rank $s$. Then the first $r$ columns of $A$ have rank $r$.

Recall, following [22], how this lemma implies that any $n-2$ columns of $A$ have rank $n - 2$. Since the ratios $\alpha_i/\alpha_j$ generate $K$ over $\mathbb{Q}$, any two columns of $B$ are linearly independent. Now choose $n-2$ columns of $A$, and let indices $k, \ell$ correspond to the columns not chosen. Then columns $k, \ell$ of $B$ are linearly independent, so there exists an index $m$ such that columns $k, \ell, m$ of $B$ give a submatrix of rank 3. We can reorder simultaneously the columns of $A$ and $B$ to put columns $k, \ell, m$ as the rightmost columns. Then the matrices $A$ and $B$ satisfy the conditions of the above Lemma, so the first $n-3$ columns of (the reordering of) $A$ have rank $n - 3$. To finish, we note that these $n-3$ columns were among the $n-2$ we chose initially.

Returning to our set of matrix equations, fix an infinite place $\nu$ of $L$ and an embedding $K \hookrightarrow L$. We may assume, after relabelling the $u_i$, that

$$\|u_1\|_\nu \geq \|u_2\|_\nu \geq \cdots \geq \|u_n\|_\nu$$

\(\square\) Springer
and, since $K$ is totally complex, that

$$\|u_1\|_v = \|u_2\|_v, \|u_3\|_v = \|u_4\|_v, \ldots \|u_{n-1}\|_v = \|u_n\|_v.$$  (5)

After row reduction, our matrix $A$ has at most one non-zero entry $a_{ij}$ with $i < j < n - 1$ since there is at most one ‘non-pivot’ column among the first $n - 2$. Let this be column $k$. The first $k$ rows of $A$ look like

$$\begin{pmatrix} a_1 & b_1 & 0 & \cdots & 0 & c_1 & d_1 \\ a_2 & b_2 & 0 & \cdots & 0 & c_2 & d_2 \\ \vdots & \vdots & \ddots & \cdots & \ddots & \vdots & \vdots \\ a_k & b_k & 0 & \cdots & 0 & c_k & d_k \end{pmatrix}$$

while the last $n - 3 - k$ have zeroes in columns $\leq k + 1$ giving the following submatrix:

$$\begin{pmatrix} 0 & \cdots & 0 & a_{k+1} & c_{k+1} & d_{k+1} \\ \vdots & \ddots & \vdots & \vdots & \vdots & \vdots \\ 0 & \cdots & 0 & a_{n-3} & c_{n-3} & d_{n-3} \end{pmatrix}$$

with only three non-zero entries in each row.

If $b_1 = 0$ then we have $c_1$ or $d_1$ non-zero, and so in particular that $|u_{n-1}|_v \gg |u_1|_v$. Next, if $a_1u_1 + b_1u_k = 0$ we have $|u_k|_v \gg |u_1|_v$ so we check $a_iu_i + b_iu_k$ for all $1 < i < k$. If $b_i = 0$ in any of these cases again we get $|u_{n-1}|_v \gg |u_1|_v$. If $a_iu_i + b_iu_k = 0$ for all $1 < i < k$ then our system of equations splits into a collection of unit equations in two and three variables (for rows $i < k$ and rows $i > k$ respectively) which can all be solved effectively. So we may assume for some $1 < i < k$ we have $a_iu_i + b_iu_k \neq 0$ and also $|u_k|_v \gg |u_1|_v$.

Then, using the bounds from Theorem 4 we deduce

$$\|u_{n-1}\|_v \geq c\|u_k\|_vh(\overline{u})^{-d} \geq c'\|u_1\|_vh(\overline{u})^{-d}$$

with effective constants $c, c', d$ depending on the $a_i$ and $K$ but not on the $u_i$. Now recall $\|u_{n-1}\|_v = \|u_n\|_v$ since $K$ is totally complex. Moreover we can suppose $\|u_n\|_v < 1$ since the product of the $u_i$ equals 1 and all conjugates $u_i$ cannot lie on the unit circle unless they are roots of unity. Thus we get the inequality

$$1 > \|u_{n}\|_v \geq c'\|u_1\|_vh(\overline{u})^{-d}$$

which means $\|u_1\|_v$, and thus $h(\overline{u})$, is effectively bounded (note that $h(\overline{u})$ is logarithmic in size compared to $u$).

To go from $m = \pm 1$ to arbitrary $m$, we recall as described above that we only have to consider finitely many collections of matrix equations $A_\mu$. Furthermore, these are all obtained from $A$ by multiplying each column by a different constant element of $L$. In particular, the condition that any $n - 2$ columns of $A_\mu$ have rank $n - 3$ remains true, since this condition holds for $A$. Thus the same argument gives a bound on the heights of solutions also in the case of an arbitrary integer $m$. 

\[ \square \] Springer
2.2 Matching units

The main tool in the remaining proofs is the “matching” procedure of [3]. We reproduce the ideas here for completeness, with only slight modification so the procedure can be applied to more general systems of equations.

First, we prove a small lemma to show that three-term unit equations can be solved even if the coefficients in the equation are allowed to “vary” up to small height. The proof is essentially the same as the usual proof for three-term equations via Baker’s method— in particular see [9] for bounds in the usual case where the dependence on heights of (fixed) coefficients is made explicit.

**Lemma 6** Let \( u, v \) and \( w \) be units in a number field \( K \), write \( \overline{u} = (u, v, w) \) and let \( \alpha, \beta \) and \( \gamma \) be non-zero elements of \( K \) satisfying

\[
\max\{h(\alpha), h(\beta), h(\gamma)\} \leq c + d \log h(\overline{u})
\]

for some effective positive constants \( c \) and \( d \). Then the height of solutions to the unit equation

\[
\alpha u + \beta v + \gamma w = 0
\]

can be effectively bounded.

**Proof** First, we dehomogenize the equation to consider instead

\[
\alpha u + \beta v = -\gamma
\]

noting that any solution \((u_1, v_1)\) to the above equation gives a primitive solution \((u_1, v_1, 1)\) to the homogeneous equation – i.e. a solution \((u_1, v_1, w_1)\) up to a common multiplicative factor. Next, since we are interested in effective bounds, we may as well restrict to considering only \( \overline{u} \) of sufficiently large height – say \( h(\overline{u}) \geq A \gg 1 \) for some positive constant \( A \) to be determined.

Then there must be at least one infinite place \( \nu \) of \( K \) such that

\[
\max\{|u|_\nu, |v|_\nu\} \geq h(\overline{u})^{1/s} \geq A^{1/s}
\]

where \( s \) is the number of infinite places of \( K \). Assuming without loss of generality that \(|u|_\nu \geq |v|_\nu\) for this place \( \nu \), it follows that if \( A \) is large enough then \(|u|_\nu \gg 1\). We can further ensure

\[
|v|_\nu \geq |\alpha/\beta|_\nu |u|_\nu - |\gamma/\beta|_\nu \gg 1
\]

as well, assuming \( A \) large enough, since the coefficients \( \alpha, \beta \) and \( \gamma \) are of small height relative to \((u, v)\).

Now we have

\[
|\gamma|_\nu = |\alpha u + \beta v|_\nu \geq |\beta v|_\nu \left| \frac{-\alpha u}{\beta v} - 1 \right|_\nu
\]
If $|\alpha u / \beta v|_v \leq 0.9$ say, then
\[ |\gamma|_v \geq 0.1 |\beta v|_v \geq \frac{1}{9} |\alpha u|_v, \]
whence $c'|u|_v \log^{-d'} h(\overline{a}) \leq 1$ for some suitable positive constants $c', d'$ depending upon $c, d$. This implies that $h(\overline{a})$ is effectively bounded, since we had chosen $v$ such that $|u|_v \geq h(\overline{a})^{1/\delta}$. If $|\alpha u / \beta v|_v > 0.9$ then
\[ \left| \frac{-\alpha u}{\beta v} - 1 \right|_v \geq \frac{1}{2} \log \left( \frac{-\alpha u}{\beta v} - 1 \right) \]
where we choose the principal branch of the complex log taken relative to the embedding $K \hookrightarrow \mathbb{C}$ corresponding to $v$. Let $\varepsilon_1, \ldots, \varepsilon_r$ be a system of fundamental units for $K$, $m$ the number of roots of unity in $K$, and $\zeta \in K$ a primitive $m$th root of unity. Writing $u/v = \zeta^k \varepsilon_1^{a_1} \cdots \varepsilon_r^{a_r}$, we see that we need to consider the linear form
\[ \Lambda = a_1 \log \varepsilon_1 + \cdots + a_r \log \varepsilon_r + a_{r+1}(2\pi i / w) + \log(-\alpha / \beta) \]
where $a_{r+1}$ can be adjusted to account for the differences between $\log(\varepsilon_i^{a_i})$ and $a_i \log \varepsilon_i$. Applying Theorem 4 and again assuming $A$ large enough gives
\[ |\Lambda| \geq e^{-C \log(\varepsilon) A'} \]
where $B = \max\{a_1, \ldots, a_{r+1}\}$, $A' = \max\{[K : \mathbb{Q}] h(-\alpha / \beta), |\log(-\alpha / \beta)|, 0.16\}$ and $C$ depends on $[K : \mathbb{Q}]$ and the heights of the generators of the group of $S$-units (see [10] for some examples of how these heights can be bounded). We have that $B \ll h(u_1 / u_2) \ll h(\overline{a})$, and by our assumption on the heights of the $a_i$ we have $A_{n+2} \ll \log h(\overline{a})$. Putting this all together, it follows that
\[ c'|u|_ve^{-d' \log h(\overline{a}) - \log^2 h(\overline{a})} \leq 1 \]
for suitable constants $c', d'$. Thus again $h(\overline{a})$ can be bounded by an effective constant.

Now we return to our discussion of matching. Consider a solution $\overline{u} = (u_1, \ldots, u_n)$ to a given unit equation
\[ a_1 u_1 + a_2 u_2 + \cdots + a_n u_n = 0 \]
with $a_i \in K, (1 \leq i \leq n)$. We say two units $u_\ell, u_k$ in the above equation can be ‘matched’ if we can write
\[ a_\ell u_\ell + a_k u_k = au \]
with $u$ a unit and with $h(a) \leq c + d \log h(\overline{a})$ for some effective positive constants $c, d$ that may depend on the number field $K$ as well as the heights of the coefficients $a_i$. \[ \square \]
but are independent of \( \overline{u} \). If we can reduce equation (6) to a three-term equation by matching sufficiently many units, then by Lemma 6 we see that the height of solutions to (6) can be effectively bounded.

Our main strategy for matching units is to show that they are of comparable size at every place, and deduce that they must then be essentially the same unit up to a multiplicative factor of small height. So suppose there exist \( 1 \leq \ell, k, \leq n \) and units \( u_\ell, u_k \) in the equation (6) such that for some positive constants \( c, d \) and all infinite places \( \nu \) of \( K \) we have

\[
\|u_\ell / u_k\|_\nu \leq c \cdot h(\overline{u})^d. \tag{7}
\]

Then writing

\[
a_\ell u_\ell + a_k u_k = (a_\ell u_\ell / u_k + a_k) u_k
\]

it follows from (7) that

\[
h(a_\ell u_\ell / u_k + a_k) \leq s d \log h(\overline{u}) + s \log c + \max\{h(a_\ell), h(a_k)\} \cdot \log 2
\]

where \( s \) is the number of infinite places of \( K \). This satisfies our definition of matching.

### 3 Norm-form equations over sextic fields

Let \( K \) and the \( \alpha_i \) (\( 1 \leq i \leq 6 \)) be as in the statement of Theorem 2. As discussed in Section 2, we may restrict to \( m = \pm 1 \) in equation (2), and assume the \( \alpha_i \) lie in \( \mathcal{O}_K \). Let \( \text{Gal}(K/\mathbb{Q}) = \{\sigma_1, \ldots, \sigma_6\} \). Since the \( \alpha_j \) are \( \mathbb{Q} \)-linearly independent and their ratios generate \( K \) over \( \mathbb{Q} \), the six vectors

\[
v_j = \left[ \sigma_j(\alpha_1), \sigma_j(\alpha_2), \sigma_j(\alpha_3), \sigma_j(\alpha_4), \sigma_j(\alpha_5) \right], \quad 1 \leq j \leq 6
\]

satisfy (up to multiplication by a non-zero constant) exactly one linear relation \( a_1 v_1 + \cdots + a_6 v_6 = 0 \). Setting

\[
u_j = \sigma_j(x_1 \alpha_1 + x_2 \alpha_2 + x_3 \alpha_3 + x_4 \alpha_4 + x_5 \alpha_5)
\]

and noting that equation (2) with \( m = \pm 1 \) implies that the \( u_j \) are all units in \( K \), we obtain a corresponding unit equation

\[
a_1 u_1 + a_2 u_2 + a_3 u_3 + a_4 u_4 + a_5 u_5 + a_6 u_6 = 0.
\]

Since \( [K : \mathbb{Q}] = 6 \) we have \( |S_{\infty}| = 3 \). Fix \( v \in S_{\infty} \). After relabelling the \( u_j \) if necessary, we may assume

\[
\|u_1\|_v \geq \|u_2\|_v \geq \|u_3\|_v \geq \|u_4\|_v \geq \|u_5\|_v \geq \|u_6\|_v
\]
and moreover that each pair

\[(u_1, u_2), (u_3, u_4), (u_5, u_6)\]

yields a pair of complex conjugates under the embedding corresponding to \(v\). We will call a unit \(u_j\) “large” at \(v\) if

\[\|u_j\|_v \geq c_1 \|u_1\|_v h(u)^{-d}\]  \hspace{1cm} (8)

for some positive constants \(c\) and \(d\), independent of \(h(u)\). Similarly, \(u_j\) would be large at \(v'\) if it satisfied the inequality \(\|u_j\|_{v'} \geq c'_1 \|u_k\|_{v'} h(u)^{-d'}\) where \(u_k\) is the conjugate with largest absolute value at \(v'\).

Now if \(a_1 u_1 + a_2 u_2 = 0\) then also \(a_3 u_3 + a_4 u_4 + a_5 u_5 + a_6 u_6 = 0\) and so we have a pair of vanishing subsums. Both these equations can be effectively solved – for the latter in particular we note it is a 4-term equation and since \(|S_\infty| = 3\) it is solvable by Vojta’s methods [22]. Otherwise we have \(a_1 u_1 + a_2 u_2 \neq 0\) and so an application of Theorem 4 guarantees that \(a_1 u_1 + a_2 u_2\) is “large” at \(v\). More precisely, it gives

\[\|u_3\|_v \geq c \cdot \|a_1 u_1 + a_2 u_2\|_v \geq c_1 \|u_1\|_v h(u)^{-d_1}\]

where the constants \(c_1, d_1\) are effective. Since \(u_3\) and \(u_4\) are complex conjugates at \(v\) this immediately gives

\[\|u_4\|_v = \|u_3\|_v \geq c_1 \|u_1\|_v h(u)^{-d_1}\]

and so at most the two terms \(u_5\) and \(u_6\) can fail to be large at \(v\) in the sense of (8). The action of Gal\((K/Q)\) on the infinite places of \(K\) means that sizes at \(v\) determine the sizes at all remaining places. In particular, for each infinite place of \(K\), it follows that at most two terms are potentially “not-large” at that place. The action of Gal\((K/Q)\) is also transitive on the \(u_j\), and complex conjugation at \(v\) swaps \(u_5\) and \(u_6\), so in fact \(u_5\) and \(u_6\) cannot be among the two smallest units at any place besides \(v\). This means they are necessary large at the remaining places, i.e. for \(v' \neq v\) we get

\[\|u_5\|_{v'} \geq c_1 \cdot \max_{1 \leq j \leq 6} \|u_j\|_{v'} h(\overline{u})^{d_1}\]

\[\|u_6\|_{v'} \geq c_1 \cdot \max_{1 \leq j \leq 6} \|u_j\|_{v'} h(\overline{u})^{d_1}.\]

In particular this means

\[c_1 \cdot h(\overline{u})^{-d_1} \leq \|u_5/u_6\|_{v'} \leq c_1^{-1} \cdot h(\overline{u})^{d_1}.\]

Of course at \(v\) we directly have \(\|u_5/u_6\| = 1\) since the two units are complex conjugates at \(v\). So \(u_5\) and \(u_6\) satisfy (7) and can be matched. By our arguments above, we in fact have something stronger – for every \(1 \leq j \leq 6\) there is a \(1 \leq k \leq 6\), \(j \neq k\), and a place \(v_j\) such that \((u_j, u_k)\) are complex conjugates at \(v_j\) and large at all places.
other than \( v_j \). Thus every unit can be matched with one other, and so we reduce to a three-term equation, with the cost of a potential logarithmic growth in the size of the coefficients. By Lemma 6, this equation can be solved effectively and so the solutions to our norm-form equation can be effectively determined.

Thus we see that norm-form equations over totally complex sextic fields are always effectively solvable. If the norm-form is in four variables, the solution set is simply the intersection of the solutions to two five-variable norm forms extending the chosen one. If we have a norm-form equation in six variables, then in fact there are always infinitely many solutions, and these can be explicitly described via Dirichlet’s Unit Theorem for Orders (see [14] for details, and [1] for some results on heights of solutions in this case). The case of three variables was of course already known due to Vojta [22], and in two variables we have the usual case of Thue equations.

3.1 Infinite families and vanishing subsums

In [12], Schmidt proved that norm-form equations satisfying a certain non-degeneracy condition have only finitely many solutions. He extended his results in [13], where he proved that the (possibly infinite) solutions in the degenerate case come in finitely many “maximal families” and gave an explicit description of how these families arise from subfields of \( K \). We recount his classification, following closely the notation and presentation of [12] and [13], and show how our results fit into this framework.

As the \( x_1, \ldots, x_k \) range over the rational integers, the form \( x_1a_1 + \cdots + x_ka_k \) spans a \( \mathbb{Z} \)-module in \( K \). Call this module \( \mathcal{M} \). In Theorem 2, we have considered the case \( k = 5 \), while \( K \) has degree 6. Thus, in this case in particular, the module is not of full rank in \( K \), i.e. rank \( \mathcal{M} < [K : \mathbb{Q}] \). However, \( \mathcal{M} \) may contain a submodule \( \mathcal{M}' \) such that \( \mathcal{M}' \) is full in some proper subfield of \( K \). In this case, the norm form equation \( N(x) = m \) may have infinitely many solutions with \( x \) in \( \mathcal{M} \). For example, \( \mathcal{M}' \) may contain the entire ring of integers of a subfield \( L \) of \( K \) (where \( L \) is not \( \mathbb{Q} \) or imaginary quadratic, so that it has an infinite unit group) giving rise to infinitely many solutions to the equation \( N(x) = 1 \) with \( x \) in \( \mathcal{M} \).

More generally, there may exist \( \mu \) in \( K \), a proper subfield \( L \) of \( K \) and a submodule \( \mathcal{M}' \) of \( \mathcal{M} \) such that \( \mu\mathcal{M}' \) is full-rank in \( L \). Again, in this case, our norm-form equation may have infinitely many solutions, for the same reason as above. We say that an \( \mathcal{M}' \) with this property is proportional to a full module in \( L \). If \( \mathcal{M} \) contains such a submodule \( \mathcal{M}' \) for some subfield \( L \) of \( K \), and \( L \) is not \( \mathbb{Q} \) or imaginary quadratic, then we say that \( \mathcal{M} \) is a degenerate module. A norm-form equation is called degenerate if the norm-form in question spans a degenerate module in \( K \). Schmidt’s main result in [12] implies that non-degenerate norm form equations have only finitely many solutions. In [13], Schmidt essentially shows that once we have accounted for the families discussed above (arising from full modules in subfields), the remaining solutions are finite in number.

In our effective proof for Theorem 2, these potential infinite families arise from vanishing subsums in the unit equation. Our first step was to consider \( \| a_1u_1 + a_2u_2 \|_v \) and show that this expression is “large” if it is non-zero. If it is zero, then letting \( \sigma \in \text{Gal}(K/\mathbb{Q}) \) be such that \( \sigma(u_1) = u_2 \), we obtain the vanishing subsum \( a_1u_1 = b_1\sigma(u_1) \).
Solutions to this subsum could give rise to infinitely many solutions to our equation. Alternatively if \( a_1u_1 + a_2u_2 \neq 0 \) but two terms can be matched to give zero, then we may again have infinitely many solutions. Since matching is taking place pairwise we again have a subsum involving just two variables, of the form \( a_ju_j + a_k\sigma(u_j) = 0 \). If \( a_1u_1 + a_2u_2 \neq 0 \) and after matching we have a three-term equation with non-zero coefficients, then Lemma 6 shows we must have finitely many solutions. So if there exist infinitely many solutions to our norm-form equation, then somewhere in our equation we have a subsum of the form \( au = b\sigma(u) \) for a unit \( u \) and a non-trivial \( \sigma \in \text{Gal}(K/\mathbb{Q}) \).

Suppose there are infinitely many solutions to this subsum, which are also solutions to the norm-form equation. Then fixing an initial solution \( u_0 \) we see that for any other solution \( u \) we must have

\[
\frac{u}{u_0} = \sigma\left(\frac{u}{u_0}\right)
\]

and so in particular \( u/u_0 \) always lies in the subfield \( K^\sigma \) of \( K \) fixed by \( \sigma \). If there are infinitely many such \( u \), then there exists at least one subfield \( L \) of \( K \) (\( L \neq \mathbb{Q} \) or imaginary quadratic) and a corresponding infinite \( L \)-family such that the number field \( L' = K^\sigma \cap L \) gives rise to infinitely many solutions to our norm-form equation. Now in the case of Theorem 2 the module \( \mathcal{M} \) has rank at most 5 and is not full-rank in \( K \), so \( K^\sigma \) is either quadratic or cubic, and cannot equal \( K \). In particular \( K^\sigma \cap L = L \), since \( K^\sigma \cap L \) gives rise to infinitely many solutions so we cannot have \( K^\sigma \cap L = \mathbb{Q} \). Thus, the entire \( L \)-family is contained among the solutions to the vanishing subsum, and \( (1/u_0)\mathcal{M} \) contains a submodule that is full-rank in \( L \). Thus vanishing subsums in our equation correspond exactly to the families of solutions in the sense of Schmidt [13].

Finally, note that a vanishing subsum of the form

\[
au = b\sigma(u)
\]

is determined by linear and congruence conditions on exponents of any chosen system of fundamental units. Indeed, let \( u_1, u_2 \) be a pair of fundamental units, and let \( \zeta \) generate the roots of unity in \( K \). Then from \( au = b\sigma(u) \) we see \( b/a \) must be a unit in \( K \), say \( b/a = \zeta^ru_1^n u_2^m \). Moreover, setting

\[
u = \zeta^k u_1^{a_1} u_2^{a_2}, \quad \sigma(u) = \zeta^{k'} u_1^{a_1'} u_2^{a_2'} \]

we can express \( k', a_1', a_2' \) as a linear combination of \( k, a_1, a_2 \) by checking the action of \( \sigma \) on \( \zeta, u_1 \) and \( u_2 \). Thus the subsum \( u = b\sigma(u) \) is satisfied if and only if

\[
a_1 = a_1' + m, \quad a_2 = a_2' + n \quad \text{and} \quad k \equiv k' + r \mod w
\]

where \( w \) is the number of roots of unity in \( K \). This precisely gives rise to the description for “effectively determined” as stated with regard to Theorem 2.

Incidentally, we see that \( K \) cannot have a real quadratic subfield – \( K \) would be generated as a cubic extension of this subfield, and every cubic polynomial has a real
root, contradicting the assumption that $K$ is totally complex. Thus in fact all infinite families arise from cubic subfields. If $K$ is a CM field, then this cubic subfield is totally real and contains both fundamental units of $K$, so the family of solutions could be quite large— in particular, one easily finds examples of norm-form equations over CM fields that are satisfied by every unit in the field. If $K$ is not CM then any cubic subfield has a unit group of rank one; in this case if we obtain an infinite family of solutions, then this is a one-parameter family (the parameter being the exponent of the fundamental unit of the subfield).

4 Norm-form equations in higher degree

In the case of Theorem 2, we saw that matching allowed us to reduce our six-term unit equation to an equation containing only three terms. For Theorem 2, we want to consider how matching can help us solve norm-form equations over number fields of degree $K > 6$. In this case, we have a system of unit equations to consider. The matching procedure can still be carried out, and we reduce from $n$ variables to $n/2$, but we need to ensure that $(n/2 - 2)$ equations remain linearly independent after matching. In the special case of equations in a ‘power basis’, we can guarantee this, and so again we are left with only three-term equations to solve. We now give the proof of this theorem.

4.1 Generalized matching

First, we describe under which situations a condition like (7) holds, so that we can carry out the matching process and reduce the number of terms in our unit equations. Let $v$ be any infinite place of $K$ and suppose

$$\|u_1\|_v \geq \|u_2\|_v \geq \cdots \geq \|u_n\|_v$$

i.e. the $u_j$ are labelled in decreasing order at $v$ (if not, just relabel the $u_j$ to ensure this). Additionally, since $K$ is totally complex, we may assume that complex conjugates at $v$ are paired together in this ordering, so

$$\|u_{2m-1}\|_v = \|u_{2m}\|_v , \quad 1 \leq m \leq n/2.$$

We claim that if

$$\|u_{n-2}\|_v \geq c_1 \cdot \|u_1\|_v h(\alpha)^{d_1}, \quad (9)$$

then in fact $u_{n-1}$ and $u_n$ can be matched. To see this, we first note that the Galois group of $K$ over $\mathbb{Q}$ acts transitively on the units $u_j$. The same Galois group acts also on the places of $K$, in a compatible manner — for example, if $\sigma(u_j) = u_1$ for some $\sigma \in \text{Gal}(K/\mathbb{Q})$ and also $\|\cdot\|_{v'} = \|\sigma(\cdot)\|_v$ for some infinite place $v'$ of $K$, then $\|u_j\|_{v'} = \|u_1\|_v$ and in particular, $u_j$ is the largest term at $v'$. Further, since $n - 2$ of the units are “large” at $v$, we can deduce that $n - 2$ of the units are large at any infinite
place of \( K \) (of course, this need not be the same \( n - 2 \) units for all places). Looking at the Galois action, which is transitive, we see that \( u_{n-1} \) and \( u_n \) cannot be among the two smallest terms at any place besides \( v \), meaning they must be “large” (in the sense of (9)) at all places \( v' \neq v \). Immediately we see that \( u_{n-1} \) and \( u_n \) satisfy (7) for all infinite places of \( K \). For \( v' \) other than \( v \), we have

\[
\|u_{n-1}\|_{v'} \geq c \cdot \max_{1 \leq j \leq n} \|u_j\|_{v'} \cdot h(\overline{u})^{-d}
\]

\[
\|u_n\|_{v'} \geq c \cdot \max_{1 \leq j \leq n} \|u_j\|_{v'} \cdot h(\overline{u})^{-d}
\]

for suitable positive constants \( c, d \) giving

\[
c \cdot h(\overline{u})^{-d} \leq \|u_{n-1}/u_n\|_{v'} \leq c^{-1} \cdot h(\overline{u})^d.
\]

At the remaining place \( v \), the terms \( u_n \) and \( u_{n-1} \) are complex conjugates so we have a relation like (7) at all infinite places of \( K \). Thus, by the discussion in Sect. 2.2, we can match the units \( u_{n-1} \) and \( u_n \).

As in the sextic case this argument is completely symmetric under the action of \( \text{Gal}(K/\mathbb{Q}) \). In other words, for every infinite place of \( K \), we have a distinct pair \( u_j \) and \( u_k \) that is smallest at the place and large at all the remaining places (assuming of course that \( n - 2 \) terms are large at every place) so we can match \( u_j \) with \( u_k \). For example, take \( \tau \in \text{Gal}(K/\mathbb{Q}) \), such that \( \tau \) is not 1 and it does not correspond to complex conjugation at any place. Set \( u_j = \tau(u_{n-1}) \) and \( u_k = \tau(u_n) \) and let \( v' \) be the place of \( K \) such that \( \|\cdot\|_{v'} = \|\sigma^{-1}(\cdot)\|_v \). Then \( u_j \) and \( u_k \) are the two smallest terms at \( v' \), and they must be large at all other places. By exactly the same argument as above, we can match \( u_j \) with \( u_k \). Thus there is a matched pair for every infinite place of \( K \), and every term is part of a matched pair. In effect, we reduce from a system of unit equations in \( n \) variables to a system in \( n/2 \) variables.

### 4.2 Proof of Theorem 3

Since the case \( n = 6 \) has already been dealt with by Theorem 2, we restrict ourselves for the rest of this section to \( n \geq 8 \). Let us first deal with the case \( m = \pm 1 \) and \( \alpha \) an algebraic integer. Consider the norm-form equation

\[
N_{K/\mathbb{Q}}(x + y\alpha + z\alpha^2 + w\alpha^3) = \pm 1,
\]

where \( K = \mathbb{Q}(\alpha) \) is Galois and totally complex, and \( \alpha \in \mathcal{O}_K \). Let \( \text{Gal}(K/\mathbb{Q}) = \{\sigma_1, \ldots, \sigma_n\} \) and set \( u_j = \sigma_j(x + y\alpha + z\alpha^2 + w\alpha^3) \). The matrix \( B \) from Section 2 is

\[
B = \begin{pmatrix}
1 & 1 & \cdots & 1 \\
\sigma_1(\alpha) & \sigma_2(\alpha) & \cdots & \sigma_n(\alpha) \\
\sigma_1(\alpha^2) & \sigma_2(\alpha^2) & \cdots & \sigma_n(\alpha^2) \\
\sigma_1(\alpha^3) & \sigma_2(\alpha^3) & \cdots & \sigma_n(\alpha^3)
\end{pmatrix},
\]

\( \odot \) Springer
where $\text{Gal}(K/\mathbb{Q}) = \{\sigma_1, \ldots, \sigma_n\}$. Let $1 \leq i, j, k, \ell \leq n$ and define $c_i$ by $\sigma_i(\alpha) = c_i\alpha$ (and similarly for indices $j, k, \ell$). Then the four columns $i, j, k, \ell$ determine the submatrix

$$
\begin{pmatrix}
1 & 1 & 1 & 1 \\
1 & c_j \alpha & c_k \alpha & c_\ell \alpha \\
(c_i \alpha)^2 & (c_j \alpha)^2 & (c_k \alpha)^2 & (c_\ell \alpha)^2 \\
(c_i \alpha)^3 & (c_j \alpha)^3 & (c_k \alpha)^3 & (c_\ell \alpha)^3
\end{pmatrix}
$$

which is a Vandermonde matrix. Since $\alpha$ is primitive, any pair of columns is distinct and thus this submatrix is invertible. We deduce that any four columns of $B$ have rank four. Let $A$ be our matrix of unit equations as in Section 2. Choose any $n-4$ columns of $A$, then permute the columns of $A$ so the chosen $n-4$ columns are the leftmost ones and apply the same permutation to $B$. Now Lemma 5 implies that our chosen columns of $A$ have rank $n-4$, since any four columns of $B$ have rank 4. So in fact any $n-4$ columns of $A$ have rank $n-4$. This rank condition will allow us to retain sufficiently many independent equations after matching. We carry out the matching procedure.

Fix an infinite place $v$ of $K$. After relabelling $\sigma_1, \ldots, \sigma_n$ we may assume that $\|u_1\|_v \geq \cdots \geq \|u_n\|_v$. Moreover, we may pair the units by complex conjugation at $v$, so we have $(u_{2r-1}, u_{2r})$ are complex conjugate pairs at $v$ for $1 \leq r \leq \frac{n}{2}$. We can replace $A$ with its reduced row echelon form, i.e.

$$
A = \begin{pmatrix}
a_1 & \cdots & 0 & b_1 & b'_1 & c_1 & c'_1 \\
& \ddots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & \cdots & a_{n-4} & b_{n-4} & b'_{n-4} & c_{n-4} & c'_{n-4}
\end{pmatrix},
$$

where the leftmost $n-4$ columns give a diagonal submatrix since any $n-4$ columns of $A$ were shown to have full rank. Further, the entries in the rightmost four columns are all non-zero, again since any $n-4$ columns of $A$ have rank $n-4$.

In particular, since $b_1 \neq 0$, the first row tells us

$$
|b_1u_{n-3}|_v \gg |a_1u_1|_v \text{ i.e. } |u_{n-3}|_v \gg |u_1|_v
$$

and then from complex conjugation at $v$ that $|u_{n-2}|_v \gg |u_1|_v$. Thus we see that $n-2$ of the units $u_j$ are “large” at $v$, i.e. that we have satisfied the condition in (9). We can therefore match each unit with one other, going from a system of equations in $n$ variables to one in $n/2$ variables. In fact in this case our coefficients only increase by a factor of absolutely bounded height, independent of $h(\bar{u})$, unlike the sextic case.

We now permute the columns of $A$ (and relabel the $u_i$ accordingly) to ensure that $(u_{n-3}, u_{n-2})$ and $(u_{n-1}, u_n)$ are both matched pairs, and row reduce again. Once again, since any $n-4$ columns of $A$ have rank $n-4$, we obtain a diagonal submatrix.
in the first \( n - 4 \) columns. Thus matching just the rightmost two pairs yields

\[
A = \begin{pmatrix}
a'_1 & \cdots & 0 & * & * & * & * \\
\vdots & \ddots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & \cdots & a'_{n-4} & * & * & * & * \\
\end{pmatrix}
\xrightarrow{\text{match}}
\begin{pmatrix}
a'_1 & \cdots & 0 & * & * \\
\vdots & \ddots & \vdots & \vdots & \vdots \\
0 & \cdots & a'_{n-4} & * & * \\
\end{pmatrix}
\]

which means we have at most three non-zero terms left in each equation. Three term unit equations can all be solved following Lemma 6, so we deduce an effective bound on the heights of all solutions (although the situation here is again easier than Lemma 6 since the heights of the coefficients after matching are absolutely bounded).

To go from the case \( m = \pm 1 \) to arbitrary \( m \), note that the collection of matrices \( A_\mu \) as described in Sect. 2 are obtained from \( A \) by multiplying each column by a different constant. In particular, these matrices \( A_\mu \) still obey the condition that any \( n - 4 \) columns have full rank. Thus the above argument works exactly the same, guaranteeing that we reduce to three-term equations after matching. This completes the proof of Theorem 3.

**Remark.** Restricting Theorem 3 to the case of equations in a “power basis” allowed us to show that the matrix \( B \) satisfied a certain rank condition – namely that any 4 columns had full rank. In particular, this means our matching procedure allows us to solve any norm-form equation where \( K \) satisfies the conditions of Theorem 3 and the associated matrix \( B \) satisfies this rank condition.

We could also try to solve equations in five variables over \( K \) of higher degree. So long as the equations do not collapse too much after matching, i.e. as long as at least \( (n/2 - 2) \) independent equations are maintained, the proof of Theorem 3 can be carried out to determine the full set of solutions. Again, one may look to the LMFDB for test cases– the simplest example being for CM fields of degree 8. Fields in the database are presented along with a primitive element \( \alpha \), and we may consider the equation

\[
N_{K/Q}(x + y\alpha + z\alpha^2 + w\alpha^3 + v\alpha^4) = \pm 1
\]

with this choice of \( \alpha \) in each case. For 23229 of the total 29951 octic CM fields available, this equation is solvable by our methods. These examples, among others, will be discussed more thoroughly in [2].

**Acknowledgements** The author would like to thank Mike Bennett for several discussions, Kálmán Győry for helpful comments on a preprint version of this article, and the anonymous referees for their suggestions and careful reading.

**Data availability** There are no 'associated datasets’ relevant to this article. Readers interested in computations may contact the author for details.

**Declarations**

**Conflict of interest** The author has no conflicts of interest to declare that are relevant to the content of this article.
References

1. Akhtari, S., Vaaler, J.D.: On the height of solutions to norm form equations. Acta Arith. 183, 385–396 (2018)
2. Bajpai, P.: Explicitly solving a norm-form equation in several variables. Forthcoming (2022)
3. Bajpai, P., Bennett, M.A.: Effective S-unit equations beyond 3 terms : Newman’s conjecture. Forthcoming (2022)
4. Bennett, M.A.: Solving norm form equations via lattice basis reduction. Rocky Mountain J. Math. 26(3), 815–837 (1996)
5. Bilu, Y., Hanrot, G.: Thue equations with composite fields. Acta Arith. 88(4), 311–326 (1999)
6. Bugeaud, Y., Györy, K.: Bounds for the solutions of Thue-Mahler equations and norm form equations. Acta Arith. 74, 273–292 (1996)
7. Györy, K.: On the representation of integers by decomposable forms in several variables. Publ Math Debrecen 28(1–2), 89–98 (1981)
8. Györy, K., Lovász, L.: Representation of integers by norm-forms, II. Publ Math. (Debrecen) 17, 173–181 (1970)
9. Györy, K., Yu, K.: Bounds for the solutions of S-unit equations and decomposable form equations. Acta Arith. 123, 9–41 (2006)
10. Hajdu, L.: A quantitative version of Dirichlet’s S-unit theorem in algebraic number fields. Publ. Math Debrecen 42, 239–246 (1993)
11. Matveev, E.: An explicit lower bound for a homogeneous rational linear form in logarithms of algebraic numbers II. Izv Math 64, 1217–1269 (2000)
12. Schmidt, W.M.: Linearformen mit algebraischen koeffizienten. II. Math Ann 191(1), 1–20 (1971)
13. Schmidt, W.M.: Norm form equations. Ann. Math. 96(3), 526–551 (1972)
14. Schmidt, W.M.: Diophantine approximation, vol. 785. Springer-Verlag, New York, Berlin (1980)
15. Stroeker, R.J., Tzanakis, N.: On the application of Skolem’s p-adic method to the solution of Thue equations. J. Number Theory 29(2), 166–195 (1988)
16. The LMFDB Collaboration.: The L-functions and modular forms database. http://www.lmfdb.org, [Online; accessed 11 Apr 2022] (2022)
17. Thomas, E.: Complete solutions to a family of cubic diophantine equations. J. Number Theory 34(2), 235–250 (1990)
18. Thue, A.: Über Annäherungswerte algebraischer Zahlen. J. Reine Angew. Math. 1909(135), 284–305 (1909)
19. Togbe, A., Voutier, P., Walsh, P.: Solving a family of thue equations with an application to the equation $x^2 - dy^4 = 1$. Acta Arith. 120(1), 39 (2005)
20. Tzanakis, N., de Weger, B.M.: On the practical solution of the Thue equation. J. Number Theory 31(2), 99–132 (1989)
21. Tzanakis, N., de Weger, B.M.: How to explicitly solve a Thue-Mahler equation. Compos. Math. 84(3), 223–288 (1992)
22. Vojta P (1983) Integral points on varieties. PhD thesis, Harvard University

Publisher's Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Springer Nature or its licensor holds exclusive rights to this article under a publishing agreement with the author(s) or other rightsholder(s); author self-archiving of the accepted manuscript version of this article is solely governed by the terms of such publishing agreement and applicable law.