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ABSTRACT

Existing approaches for open-domain question answering (QA) are typically designed for questions that require either single-hop or multi-hop reasoning, which make strong assumptions of the complexity of questions to be answered. Also, multi-step document retrieval often incurs higher number of relevant but non-supporting documents, which dampens the downstream noise-sensitive reader module for answer extraction. To address these challenges, we propose a unified QA framework to answer any-hop open-domain questions, which iteratively retrieves, reranks and filters documents, and adaptively determines when to stop the retrieval process. To improve the retrieval accuracy, we propose a graph-based reranking model that perform multi-document interaction as the core of our iterative reranking framework. Our method consistently achieves performance comparable to or better than the state-of-the-art on both single-hop and multi-hop open-domain QA datasets, including Natural Questions Open, SQuAD Open, and HotpotQA.
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1 INTRODUCTION

Open-domain question answering (QA) requires a system to answer factoid questions using a large text corpus (e.g., Wikipedia or the Web) without any pre-defined knowledge schema. Most state-of-the-art approaches for open-domain QA follow the retrieve-and-read pipeline initiated by Chen et al. [3], using a retriever module to retrieve relevant documents, and then a reader module to extract answer from the retrieved documents. These approaches achieve prominent results on single-hop QA datasets such as SQuAD [27], whose questions can be answered using a single supporting document. However, they are inherently limited to answering simple questions and not able to handle multi-hop questions, which require the system to retrieve and reason over evidence scattered among multiple documents. In the task of open-domain multi-hop QA [41], the documents with the answer can have little lexical overlap with the question and thus are not directly retrievable. Take the question in Figure 1 as an example, the last paragraph contains the correct answer but cannot be directly retrieved using TF-IDF. In this example, the single-hop TF-IDF retriever is not able to retrieve the last supporting paragraph since it has no lexical overlap with the question, but this paragraph contains the answer and plays a critical role in the reasoning chain.

Recent studies on multi-hop QA attempt to perform iterative retrievals to improve the answer recall of the retrieved documents. However, several challenges are not solved yet by existing multi-hop QA methods: 1) The iterative retrieval rapidly increases the total number of retrieved documents and introduces much noise to the downstream reader module for answer extraction. Typically, the downstream reader module is noise-sensitive, which works poorly when taking noisy documents as input or missing critical supporting documents with the answer [23]. This requires the QA system to reduce relevant but non-supporting documents fed into the reader module. However, to answer open-domain multi-hop questions, it is necessary to iteratively retrieve documents to increase the overall recall of supporting documents. This dilemma poses a challenge for the retrieval phase of open-domain QA systems; 2) Existing multi-hop QA methods such as MUPPET [11] and Multi-step Reasoner [4] perform a fixed number of retrieval steps, which make strong assumptions on the complexity of open-domain questions and perform fixed number of retrieval steps. In real-world scenarios, open-domain questions may require different number of reasoning steps; 3) The relevance of each retrieved document to the question is independently considered. As exemplified in Figure 1, ABR stands for ALBERT-base reranker, which serves as a reference
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Q: In what year was the actress who was starred in “Streak” with Rumer Willis born?

**Answer**: 1986

---

**Figure 1**: An example open-domain multi-hop question from the HotpotQA dev set, where the question has only partial clues to retrieve supporting documents. The first and fourth paragraphs are gold supporting documents, and the remaining two paragraphs are relevant but non-supporting documents. ABR stands for ALBERT-base reranker, which serves as a reference of the retrieval performance of existing multi-hop QA methods that independently consider the relevance of each document to the question. The ✓ and ✗ symbols mark whether the retriever correctly identifies the document as a supporting / non-supporting one. Below each symbol, we annotate the output of the corresponding retriever with regard to the document, where “positive” ("negative") means that the retriever classifies it as a supporting (non-supporting) document.

---

2 OVERVIEW

### 2.1 Problem Definition

Given a factoid question, the task of open-domain question answering (QA) is to answer it using a large corpus which can have millions of documents (e.g., Wikipedia) or even billions (e.g., the Web). Let the corpus \( C = \{d_1, d_2, \ldots, d_{|C|}\} \) consist of \( |C| \) documents as the basic retrieval units. Each document \( d_i \) can be viewed as a sequence of tokens \( t_{(i)}^1, t_{(i)}^2, \ldots, t_{(i)}^{|d_i|} \). Formally, given a question \( q \), the task is to find a text span \( t_{(j)}^{s_{(j)}}, t_{(j)}^{s_{(j)+1}}, \ldots, t_{(j)}^{e_{(j)}} \) from one of the documents \( d_j \) that can answer the question. For open-domain multi-hop QA, the final documents with the answer are typically multiple hops away from the question, i.e., the system is required to find seed documents and subsequent supporting documents in order of a chain or directed graph to locate the final documents. The retrieved documents are usually connected via shared entities or semantic similarities, and the formed chain or directed graph of documents can be viewed as the reasoning process for answering the question.

---

\(^1\)We use the natural paragraphs as the basic retrieval units.

\(^2\)In this work, we focus on the extractive or span-based QA setting, but the problem definition and our proposed method can be generalized to other QA settings as well.
We illustrate the overview of our IDRQA system in Figure 2. The nature of multi-hop questions poses significant challenge for retrieving supporting documents, which is crucial to the downstream QA performance. To address this challenge, we argue that it is necessary to iteratively retrieve, rerank and filter documents, so that we can maintain a high-quality shortlist of documents. To this end, we propose the Iterative Document Reranking (IDR) method, which is introduced in the next section.

2.2 System Overview

We illustrate the overview of our IDRQA system in Figure 2. The IDRQA system first uses a given question as query to retrieve top \(|D|\) documents using TF-IDF. To construct the document graph, IDR extracts the entities from the question and retrieved documents using an off-the-shelf Named Entity Recognition (NER) system and connects two documents if they have shared entities. The graph-based reranking model takes the document graph as input to score each document, filter the lowest-scoring documents, and adaptively determines whether to continue the retrieval process. At every future retrieval step, IDR updates the question with an extracted text span from the retrieved documents as a new query to retrieve more documents. Once the retrieval is done, the final highest-scoring documents are fed into the downstream reader module for answer extraction.

Algorithm 1: Iterative Document Reranking (inference)

```
input: A textual question \(q\); the maximum number of retrieval hops \(H\); the number of retrieved documents at each hop \(N\); the number of remaining documents after each reranking process \(K\); the graph-based reranking model \(M\); the reader module \(R\); the question updater model \(U\)
output: Predicted answer \(a\)

1. \(h ← 0\)
2. \(D ← Ø\)
3. while \(h ≤ H\) do
   4. \(h ← h + 1\)
   5. \(D_{new} ← \text{Retrieve top } N \text{ documents according to } q\)
   6. \(D ← D ∪ D_{new}\)
   7. \(D ← \text{Rerank and get top } K \text{ documents using } M(q, D)\)
   8. \(a ← \text{Predict the answer using } R(q, D)\)
   9. if \(a \) is not None then
      10. \[\text{return } a\] /* No more hop needed */
   else
      12. \[q ← U(q, D)\] /* More hop with question updater */
13. return \(a\)
```

span from the retrieved documents as a new query to retrieve more documents. Once the retrieval is done, the final highest-scoring documents are concatenated to feed into the downstream reader module [7, 16] for answer extraction.

To describe the pipeline of our IDRQA system more precisely, we provide a concise algorithm that summarizes the inference procedure of the iterative document reranking (IDR) phase, as in Algorithm 1. We maintain a set of retrieved documents \(D\). For each
retrieval step, we retrieve the top \(N\) documents according to the question \(q\) and then append all the newly retrieved documents to the current set of retrieved documents. Then we use the graph-based reranking model \(M\) to rerank those documents, get top \(K\) of them, and filter the other ones. This shortcut of retrieved documents together with the question \(q\) are then fed in to the downstream reader module \(R\) for answer extraction. Note that the reader module has the option to predict that there is no answer to be extracted from the provided documents. If the reader module does predict no answer, we use the question updater model \(U\) to update the question with an extracted span and move to the next hop of retrieval. The while loop continues until a valid answer is extracted by the reader module or the maximum number of retrieval hops \(H\) is reached.

3 IDRQA SYSTEM

3.1 Graph-based Reranking Model

The graph-based reranking model (Figure 3) is designed to precisely identify the supporting documents in the document graph. We present the components of this reranking model as follows.

**Contextual Encoding.** Given a question \(q\) and \(|D|\) documents retrieved by TF-IDF, we concatenate the tokens of the question and each document to feed into the pre-trained language model as:

\[
I_{d_k} = [CLS] q_1 \ldots q_{|q|} [SEP] t_{1}^{(k)} \ldots t_{|d_k|}^{(k)} [SEP],
\]

where \(|q|\) and \(|d_k|\) denote the number of tokens in the question \(q\) and the document \(d_k\), respectively. [CLS] and [SEP] are special tokens used in pre-trained language models such as BERT [7] and ALBERT [16]. Thus we independently encode each document \(d_k\) along with the question \(q\) to obtain the contextual representation vector \(v_{q,d_k} \in \mathbb{R}^{L \times h}\), where \(L\) is the maximum length of the input tokens \(I\), and \(h\) is the embedding size. For efficient batch computation, we pad or truncate the input tokens to the length of \(L\). We then concatenate all documents’ contextual representation vectors as \(v \in \mathbb{R}^{L \cdot |D| \times h}\).

**Graph Attention.** After we obtain the question-dependent encoding of each document, we employ a Graph Attention Network (GAT; Velickovic et al. [31]) to propagate information on the document graph, where two documents are connected if they have shared entities. To be more specific, for each shared entity \(E_i\) in the document graph, we perform pooling over its token embeddings from \(v\) to produce the entity embedding as \(e_i = \text{Pooling}(t_{1,i}^{(i)}, t_{2,i}^{(i)}, \ldots, t_{|E_i|}^{(i)})\) where \(t_{j,i}^{(i)}\) is the embedding of the \(j\)-th token in \(E_i\), and \(|E_i|\) is the number of tokens in \(E_i\). We use both mean- and max-pooling, thus we have \(e_i \in \mathbb{R}^{2h}\). Inspired by Qiu et al. [26], we apply a dynamic soft mask on the entities, serving as the information “gatekeeper” which assigns more weights to entities pertaining to the question. The soft mask applied on each entity \(E_i\) is computed as

\[
m_i = \sigma \left( \frac{q^T e_i}{\sqrt{2h}} \right) \quad (1)
\]

\[
g_i = m_i \cdot c_i \quad (2)
\]

where \(q \in \mathbb{R}^{2h}\) is the concatenated mean- and max-pooling of the question token embeddings, and \(V \in \mathbb{R}^{2h \times 2h}\) is a linear projection matrix, \(\sigma(\cdot)\) is the sigmoid function, and \(g_i\) is the masked entity embedding. We then use GAT to disseminate information between entities. Starting from \(g_i^{(0)} = g_i\), GAT iteratively updates the embedding of each entity with the information from its neighbors as

\[
h_i^{(t)} = W_i g_i^{(t-1)} + b_t \quad (3)
\]

\[
b_i^{(t)} = \text{ReLU} \left( \sum_{j \in N(i)} a_{ij}^{(t)} h_j^{(t)} \right) \quad (4)
\]

where \(h_i^{(t)}\) denotes the hidden states of \(E_i\) on the \(t\)-th GAT layer, \(W_i \in \mathbb{R}^{h \times 2h}\) is a linear projection matrix, \(b_t\) is a bias term, \(N(i)\) is the set of neighbor entities of \(E_i\), and the entity-entity attention \(a_{ij}^{(t)}\) is computed as follows:

\[
s_{ij}^{(t)} = \text{LeakyReLU} \left( W_2 [h_i^{(t)}; h_j^{(t)}] \right) \quad (5)
\]

\[
a_{ij}^{(t)} = \frac{\exp(s_{ij}^{(t)})}{\sum_k \exp(s_{ik}^{(t)})} \quad (6)
\]

where \(W_2 \in \mathbb{R}^{2h \times 1}\) is a linear projection matrix. We finally obtain the GAT updated entity embeddings \(\hat{g}_i^{(T)}\), where \(T\) is the number of GAT layers.

**Multi-document Fusion.** To further propagate the information to non-entity tokens, we first use the embedding of each entity token as

\[
i_{ij}^{(i)} = W_3 [t_{ij}^{(i)}; \hat{g}_j^{(T)}] \quad (7)
\]

where \(W_3 \in \mathbb{R}^{h \times h}\) is a linear projection matrix. Then we replace the corresponding vectors in \(v\) with \(i_{ij}^{(i)}\) to obtain \(\hat{v} \in \mathbb{R}^{L \cdot |D| \times h}\). Finally, \(\hat{v}\) is fed into a Transformer [30] layer for multi-document fusion, which updates the representations of all the tokens and outputs the fused representation vectors \(\hat{v} \in \mathbb{R}^{L \cdot |D| \times h}\).

**Document Filter.** For each document, we use the [CLS] token embedding from \(\hat{v}\) as the document representation, which is fed into a binary classifier to score the document’s supporting level. In each retrieval hop, the top \(K\) documents with the highest scores are selected and the rest are filtered.

3.2 Question Updater

In open-domain multi-hop QA, the question seldom contains all the retrievable clues and one has to identify the missing information to proceed with further reasoning [41]. To increase the recall of indirect supporting documents, we integrate the query generator of GoldEn Retriever [25] into our system, which serves as the question updater at every retrieval step after the initial one.

Question Updater comes after Reader module if no answer was found in top \(K\) documents. It aims to generate the clue span other than the answer span from the reranked top \(K\) documents given current question \(q\). Thus conceptually, this process is similar to the Reader Module which extracts answer span from retrieved documents. More specifically, following GoldEn Retriever [25], we use the same method for data construction to train a span extractor model, which extracts the clue span from retrieved documents by predicting its start and end tokens. Formally, given the question \(q\) and the reranked top \(K\) documents \(D_K = \{d_1, d_2, \ldots, d_K\}\), the
We concatenate the tokens of the question \( q \) where
\[
C = U(q, D_K)
\]
\[
q = \text{concatenate}(q, [\text{SEP}], C),
\]
where \([\text{SEP}]\) is a special separator token. In order to train the Question Updater, we construct each training sample as a triple of \( <q, D_K, C> \), where \( q \) is the question, \( D_K = \{d_1, d_2, \ldots, d_K\} \) is the set of top \( K \) retrieved documents reranked by our graph-based reranking model.

### 3.3 Reader Module

In this work, we mainly focus on the retrieval phase, and use a standard span-based reader module as in BERT [7] and ALBERT [16]. We concatenate the tokens of the question \( q \) and the final top \( K \) reranked documents to feed into the reader module. At inference time, the reader finds the best candidate answer span by
\[
\arg \max_{i,j} P_{i}^{\text{start}} P_{j}^{\text{end}},
\]
where \( P_{i}^{\text{start}}, P_{j}^{\text{end}} \) denote the probability that the \( i \)-th and \( j \)-th tokens are the start and end positions in the concatenated text, respectively, of the answer span. During inference, there is no guarantee that the answer span exists in the reader’s input text. To handle the no-answer cases, the reader predicts \( P_{\text{na}} \) as the probability of having no answer span, and compares \( P_{\text{na}} \) with \( \max_{i,j,i \leq j} P_{i}^{\text{start}} P_{j}^{\text{end}} \) to determine the output between a special no-answer prediction and the best candidate answer span.

### 4 EXPERIMENTS

#### 4.1 Experimental Settings

We conduct all the experiments on a GPU-enabled (Nvidia RTX 6000) Linux machine powered by Intel Xeon Gold 5125 CPU at 2.50GHz with 384 GB RAM. For the graph-based reranking model, we set the maximum token sequence length \( L = 250 \), the number of retrieved documents \( |D| = 8 \), the maximum number of entities \( |E| = 120 \). The embedding size \( h \) is 768 and 4,096 for the ALBERT-base and ALBERT-xlarge model, respectively. The graph attention module has \( T = 2 \) GAT layers. The maximum number of retrieval
hops $\mathcal{H} = 4$. The top $K = 4$ reranked paragraphs are sent into the downstream reader module.

We implement our system based on HuggingFace’s Transformers [37]. Following the previous state-of-the-art method [10], we use ALBERT-xxlarge [16] as the pre-trained language model. We use AdamW [37] as the optimizer and tune the initial learning rate between $1.5e^{-5}$ and $2.5e^{-5}$.

### 4.2 Datasets

We evaluate our method on three open-domain QA benchmark datasets: HotpotQA [41], Natural Questions Open [17] and SQuAD Open [5]. On all the three datasets, we focus on the full wiki open-domain QA setting, which requires the system to retrieve evidence paragraphs from the entire Wikipedia and extract the answer span from the retrieved paragraphs.

Following the train / dev / test splits of Natural Questions Open and SQuAD Open in previous works [14, 17], we use the original validation set as our test set and keep 10% training set as our dev set. Natural Questions Open and SQuAD Open consist of single-hop questions, while HotpotQA consists of 113K crowd-sourced multi-hop questions that require Wikipedia introduction paragraphs to answer. In the train and dev splits of HotpotQA, each question for training comes with two gold supporting paragraphs annotated by the crowd workers. Thus we can evaluate the retrieval performance on the dev set of HotpotQA dataset.

### 4.3 Data Preprocessing

Here we describe the details of data preprocessing methods that we develop for the HotpotQA dataset.

**Training data construction for the graph-based reranking model.** Graph-based reranking model aims to precisely score the retrieved documents by considering multiple documents as a whole instead of independent instances. In order to make our model reusable and robust to new test cases, we carefully design the training data construction method. To keep the distribution of training and test data consistent, we add negative samples to the training data for our graph-based reranking model. Formally, We pair each question $q$ with a set of documents $\mathcal{D}_{\text{train}}$ to form a training sample. We design each training sample with the following strategies: 1) For each training sample which contains all supporting documents, we pair the question $q$ with $\mathcal{D}_{\text{train}}$ where $\mathcal{D}_{\text{train}}$ includes all $N_P$ supporting documents necessary for multi-hop QA and $|\mathcal{D}_{\text{train}}| = N_P$ noisy documents. $\mathcal{D}_{\text{train}}$ is a set of documents in training. $N_{N_P}, N_P$ are the number of noisy documents and the number of supporting documents; 2) For each training sample which contains partial supporting documents, we paired question $q$ with $\mathcal{D}_{\text{train}}$ where $\mathcal{D}_{\text{train}}$ contains $NP_s$ supporting documents and $|\mathcal{D}_{\text{train}}| = NP_s$ noisy documents. $NP_s$ supporting documents are randomly sampled from all supporting documents; 3) For noisy documents, we sample them according to their score given by TF-IDF; 4) For multi-step reranking, we also randomly sample 30% questions and use Question Updater to generate the clue span and update questions. These new questions and their original paired documents are also used as training samples; 5) We concatenate all documents in $\mathcal{D}_{\text{train}}$ in random order, rather than the reranked order. We use $|\mathcal{D}_{\text{train}}| = 6$ and $NP_s = 2$ in our experiments.

**Training data construction for the reader module.** We designed the training data for the Reader Module carefully since the Reader module is not only used to predict the final answer but also to tell that no answer found in in current context. The training sample is a triple of $<q, \mathcal{D}, a>$ where $q$ is question. $\mathcal{D} = \{d_1, d_2, d_3, d_4\}$ is 4 documents feed into QA model and $a$ is the final answer. For each question, we construct 5 types of training sample: 1) We concatenate two supporting passages (ordered as originally in the dataset) and two highest TF-IDF scored negative passages (ordered from higher to lower reranking score) as training samples; 2) We construct a random shuffled version of the 1st type in passage level; 3) We randomly replace one of the supporting passages of the 1st type by a negative passage; 4) One passage which has the final answer and is not one of the supporting passage and three negative passages; 5) We construct four negative passages with high TF-IDF score which are not supporting passages and do not contain the final answer.

### 4.4 Evaluation Metrics

We evaluate both the paragraph reranking performance and the overall QA performance. Following the existing studies [1, 23, 24], we evaluate the paragraph-level retrieval accuracy using the Paragraph Exact Match (EM) metric, which compares the top 2 paragraphs with the gold supporting paragraphs. For the QA performance, we report standard answer Exact Match (EM) and $F_1$ scores to measure the overlap between the gold answer and the extracted answer span.

### 4.5 Overall Results

We evaluate our method on both single-hop and multi-hop open-domain QA datasets. Note that our method is hop-agnostic, i.e., we consistently use the same setting of $\mathcal{H} = 4$ as the maximum number of retrieval hops for all the three datasets.

For the multi-hop QA task, we report performance on both the dev and test sets of the HotpotQA dataset. As reported in Table 1, we compare the performance of our system IDRQA with various existing methods on the HotpotQA full wiki dev set. Since the golden supporting paragraphs are only labeled on the train / dev splits of the HotpotQA dataset, we can only report the paragraph EM metric on the dev set. In Table 2, we compare our system with various existing methods on HotpotQA full wiki test set. IDRQA outperforms all published and previous unpublished methods on the HotpotQA dev set and the hidden test set on the official leaderboard (on May 21, 2020). Note that we focus on the QA task in this paper, and for the supporting fact prediction task we simply concatenate each pair of question and supporting fact to train a binary classification model. The joint EM and $F_1$ scores combine the evaluation of answer spans and supporting facts as detailed in [41]. Thus we are behind state-of-the-art performance on supporting fact and joint scores.

For the single-hop QA task, we evaluate our method on Natural Questions (NQ) Open and SQuAD Open datasets. We summarize the performance in Table 3. For NQ Open, we follow the previous work DPR [14] to use dense retriever instead of TF-IDF for document retrieval. Our method also achieves QA performance comparable to or better than the state-of-the-art methods on both datasets, which
Table 1: Performance on the HotpotQA full wiki dev set.

| Method                     | Answer | Supporting Fact | Paragraph |
|----------------------------|--------|-----------------|-----------|
|                            | EM     | F$_1$           | EM        | F$_1$ | EM     |
| Cognitive Graph [9]        | 37.6   | 49.4            | 23.1      | 58.5  | 57.8   |
| DecompRC [21]             | –      | 43.3            | –         | –     | –      |
| MUPPET [11]               | 31.1   | 40.4            | 17.0      | 47.7  | –      |
| GoldEn Retriever [25]     | –      | 49.7            | –         | –     | –      |
| DrKIT [8]                 | 35.7   | 46.6            | –         | –     | –      |
| Semantic Retrieval MRS [23]| 46.5   | 58.8            | 39.9      | 71.5  | 63.9   |
| Transformer-XH [43]       | 50.2   | 62.4            | 42.2      | 71.6  | –      |
| Recurrent Retriever [1]   | 60.5   | 73.3            | 49.3      | 76.1  | 75.7   |
| HopRetriever [19]         | 62.1   | 75.2            | 52.5      | 78.9  | 82.5   |
| IDRQA (ours)              | 62.9   | 75.9            | 51.3      | 79.1  | 79.8   |

Table 2: Performance on the HotpotQA full wiki test set.

| Method                     | Answer | Supporting Fact | Joint |
|----------------------------|--------|-----------------|-------|
|                            | EM     | F$_1$           | EM    | F$_1$ | EM    | F$_1$ |
| DecompRC [21]             | 30.0   | 40.6            | –     | –     | –     | –     |
| QFE [24]                  | 28.6   | 38.0            | 14.2  | 44.3  | 8.6   | 23.1  |
| Cognitive Graph [9]        | 37.1   | 48.8            | 22.8  | 57.6  | 12.4  | 34.9  |
| MUPPET [11]               | 30.6   | 40.2            | 16.6  | 47.3  | 10.8  | 27.0  |
| GoldEn Retriever [25]     | 37.9   | 49.5            | 30.6  | 64.2  | 18.0  | 39.1  |
| DrKIT [8]                 | 42.1   | 51.7            | 37.0  | 59.8  | 24.6  | 42.8  |
| Semantic Retrieval MRS [23]| 45.3   | 57.3            | 38.6  | 70.8  | 25.1  | 47.6  |
| Transformer-XH [43]       | 51.6   | 64.0            | 40.9  | 71.4  | 26.1  | 51.2  |
| Recurrent Retriever [1]   | 60.0   | 73.0            | 49.0  | 76.4  | 35.3  | 61.1  |
| Hierarchical Graph Network [10]| 59.7  | 71.4            | 51.0  | 77.4  | 37.9  | 62.2  |
| HopRetriever [19]         | 60.8   | 73.9            | 53.1  | 79.3  | 38.0  | 63.9  |
| Multi-hop Dense Retrieval [39]| 62.3  | 75.3            | 37.5  | 80.9  | 41.8  | 66.6  |
| IDRQA (ours)              | 62.5   | 75.9            | 51.0  | 78.9  | 36.0  | 63.9  |

Table 3: Answer EM scores on the test set of Natural Questions Open and SQuAD Open.

| Method         | NQ    | SQuAD |
|----------------|-------|-------|
| DrQA [3]       | –     | 29.8  |
| R$^3$ [34]     | –     | 29.1  |
| Multi-step Reasoner [4] | –     | 31.9  |
| BERTserini [40] | –     | 38.6  |
| MUPPET [11]    | –     | 39.3  |
| Multi-passage BERT [36] | –     | 53.0  |
| ORQA [17]      | 33.3  | 20.2  |
| Recurrent Retriever [1] | 31.7  | 56.5  |
| Dense Passage Retriever [14] | 41.5  | 36.7  |
| IDRQA (ours)   | 45.5  | 56.6  |

shows the robustness of our method across different open-domain QA datasets.

4.6 Detailed Analysis

**Ablation study.** To investigate the effectiveness of each module in IDRQA, we compare the performance of several variants of our system on HotpotQA full wiki dev set. As shown in Table 4, once we disable the Iterative Reranking, Graph-based Reranking and Question Updater module, both the paragraph reranking and QA performance drop significantly. Notably, there is a 11 points drop in Paragraph EM decrease and a 12 points drop in Answer F$_1$ when Graph-based Reranking is removed from IDRQA. This shows the importance of the graph-based reranking model in our system. To further study the impact of these modules, we decompose the QA performance into question categories Bridge and Comparison. We find that the QA performance on the bridge questions drops much more significantly than that on the comparison questions. This is because the comparison questions require to compare two entities mentioned in the question [41], thus iterative retrieval and multi-hop reasoning may not be necessary. In contrast, to answer the bridge questions which often have missing entities, our iterative graph-based document reranking method is of crucial importance.
Bridge: In what year was the actress who was starred in "Streak" with Rumer Willis born?

Supporting

Streak is a 2008 American … film directed by Demi Moore, … and starring Brittany Snow and Rumer Willis…

Yes

Sorority Row is a 2009 American slasher film … starring Briana Evigan, Leah Pipes, Rumer Willis, …

No

Brittany Anne Snow (born March 9, 1986) is an American actress, producer, and singer.

Yes

IDRQA answer: 1986 ✓

ABR answer: 2009 ✗

Bridge: What screenwriter with credits for "Evolution" co-wrote a film starring Nicolas Cage and Téa Leoni?

Supporting

David Weissman is a screenwriter and director. His film credits include "The Family Man" (2000), "Evolution" (2001), and "When in Rome" (2010).

Yes

The Family Man is a 2000 American romantic comedy-drama film directed by Brett Ratner, written by David Diamond and David Weissman, and starring Nicolas Cage and Téa Leoni.

Yes

IDRQA answer: David Weissman ✓

ABR answer: David Weissman ✓

Comparison: Who is older, Annie Morton or Terry Richardson?

Supporting

Annie Morton (born October 8, 1970) is an American model born in Pennsylvania…

Yes

Terrence "Uncle Terry" Richardson (born August 14, 1965) is an American fashion and portrait photographer…

Yes

IDRQA answer: Annie Morton ✗

ABR answer: Annie Morton ✗

Figure 4: Case study of example questions with supporting paragraphs from HotpotQA dev set.

Table 4: Ablation study of our system in different settings on HotpotQA full wiki dev set.

| Ablation Setting               | Bridge (79.9%) | Comparison (20.1%) | Full Dev (100%) |
|-------------------------------|----------------|--------------------|-----------------|
|                               | Answer         | Answer             | Paragraph       |
|                               | EM  F₁         | EM  F₁             | EM  F₁          |
| IDRQA                         | 58.1 73.2      | 71.4 77.9          | 60.7 74.2       | 73.8 |
| w/o Graph-based Reranking     | 47.4 59.5      | 70.1 76.4          | 52.1 62.9       | 62.6 |
| w/o Iterative Reranking       | 49.8 61.7      | 70.5 77.3          | 54.3 64.5       | 65.2 |
| w/o Question Updater          | 56.6 71.4      | 71.3 77.8          | 59.8 72.9       | 70.3 |

Impact of retrieval steps. IDRQA aggregates the document scores to check whether the collected evidence is enough to answer the question, and adaptively determines when to stop the retrieval process. We investigate the number of retrieval steps selected by IDRQA, and report its distribution with breakdown performance in Table 5. Over 60% questions are answered with 2-step retrieval. About 20% questions are answered with 1-step retrieval, which is close to the ratio of the comparison questions that may not need iterative retrieval. For questions that IDRQA selects to perform over 2-step retrieval, a significant drop on both reranking and QA performance is observed, showing that these questions are the hardest ones in HotpotQA.

Case study and limitations. We showcase several example questions with answers from IDRQA and the baseline ALBERT-base reranker (ABR) in Figure 4. The first case is a hard bridge question where ABR extracts the wrong answer from a relevant but non-supporting paragraph, showing the advantage of iterative reranking in our system. The second question is correctly answered by both IDRQA and ABR, since it provides sufficient clues to retrieve both paragraphs. The final case is a comparison question that requires numerical reasoning, which is not correctly answered by both IDRQA and ABR. This shows the limitation of our system, and we plan to explore the combination of multi-hop and numerical reasoning in future work.

5 RELATED WORK

Open-domain QA. For text-based QA, the QA system is provided with semi-structured or unstructured text corpora as the knowledge source to find the answer. Text-based QA dates back to the QA track evaluations of the Text REtrieval Conference (TREC) [32]. Traditional approaches for text-based QA typically use a pipeline
of question parsing, answer type classification, document retrieval, answer candidate generation, and answer reranking, such as the famous IBM Watson system which beat human players on the Jeopardy! quiz show [12]. However, such pipeline-based QA systems require heavy engineering efforts and only work on specific domains. The open-domain QA task was originally proposed and formalized in Chen et al. [3], which builds a simple pipeline with a TF-IDF retriever module and a RNN-based reader module to produce answers from the top 5 retrieved documents. Different from the machine reading comprehension task (MRC) that provides a single paragraph or document as the evidence [27], open-domain QA is more challenging since the retrieved documents are inevitably noisy. Recent works on open-domain QA largely follow the retrieve-and-read approach, and have made prominent improvement on both the retriever module [17, 23, 34] and the reader module [22, 33, 35]. These approaches simply perform one-shot document retrieval to handle single-hop questions. However, for complicated questions that require multi-hop reasoning, these approaches are not applicable since they fail to collect necessary evidence scattered among multiple documents.

**Open-domain multi-hop QA.** HotpotQA [41] is crowd-sourced over Wikipedia as the largest free-form dataset for open-domain multi-hop QA to date. Recently, a variety of approaches have been proposed to address the multi-hop challenge. DecompRC [21] decomposes a multi-hop question into simpler sub-questions and leverages single-hop QA models to answer it, which still uses one-shot TF-IDF retrieval to collect relevant documents. BERT Retriever [5], DrKIT [8] and Transformer-XH [43] employ the entities in the question and the retrieved documents to link additional documents, which expands the one-shot retrieval results and improves the evidence coverage. GoldEn Retriever [25] adopts iterative TF-IDF retrieval by generating a new query for each retrieval step. Graph Retriever [20] employs entity linking to iteratively retrieve and construct a graph of documents. These iterative retrieval methods mitigate the recall problem of one-shot retrieval, however, without iterative reranking and filtering process, the expanded documents inevitably introduce noise to the downstream QA model. Multi-step Reasoner [4] and MUPPET [11] read retrieved documents to reformulate the query in latent space for iterative retrieval. However, these embedding-based retrieval methods have difficulties to capture the lexical information in entities due to the compression of information into embedding space. Moreover, these methods perform a fixed number of retrieval steps, which are not able to handle questions that require arbitrary hops of reasoning. Recurrent Retriever [1] supports adaptive retrieval steps, but can only select one document at each step and has no interactions among documents outside of the retrieval chain. In contrast, our method leverages document graph instead of chain to propagate information, reranks and filters documents at each hop of retrieval, and terminates the retrieval process according to the number of positive retrieved documents in the graph.

**Graph Neural Networks for QA.** Encouraged by the success of convolutional neural networks (CNNs) and recurrent neural networks (RNNs), graph neural networks (GNNs) are proposed to generalize both of them and organize the connections of neurons according to the structure of the input data [2, 38]. The main idea is to generate a node’s representation by aggregating its own features and neighbors’ features. Similar to CNNs, in GNNs, multiple graph convolutional layers can be stacked to produce high-level node representations. Many popular variants of GNNs are proposed, such as GraphSage [13], Graph Convolutional Network (GCN) [15], Graph Attention Network (GAT) [31], etc. GNNs have achieved great success on graph-related tasks such as node classification, node regression and graph classification. Recently, Graph neural networks (GNNs) have been shown effective on knowledge-based QA tasks by reasoning over graphs [6, 28, 42]. Recent studies on text-based QA also leverage GNNs for multi-hop reasoning. HDE-Graph [29] constructs the graph with entity and document nodes to enable rich information interaction. CogQA [9] extracts candidate answer spans and next-hop entities to build the cognitive graph for reasoning. HGN [18] employs a hierarchical graph that consists of paragraph, sentence and entity nodes for reasoning on different granularities. DFGN [26] introduces a fusion layer on top of the entity graph with a mask prediction module. Graph Retriever [20] uses graph convolution network to fuse information on the entity-linked graph of passages. Multi-grained MRC [44] utilizes GATs to obtain different levels of representations of documents for machine reading comprehension. These GNN-based methods serve as the reader module to extract answers from a few documents. In contrast, our work employs graph attention network, a popular GNN variant, in the retriever module. To the best of our knowledge, we are the first to propose GNN-based document reranking method for open-domain multi-hop QA.

## 6 CONCLUSION

We present a QA framework that can answer any-hop open-domain questions, which iteratively retrieves, reranks and filters documents with a graph-based reranking model, and adaptively decides how many steps of retrieval and reranking are needed for a multi-hop question. Our method consistently achieves promising performance on both single- and multi-hop open-domain QA datasets.
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