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Summary. In this paper we are interested in solving efficiently a singularly perturbed linear system of differential equations of reaction-diffusion type. Firstly, a non–monotone finite difference scheme of HODIE type is constructed on a Shishkin mesh. The previous method is modified at the transition points such that an inverse monotone scheme is obtained. We prove that if the diffusion parameters are equal it is a third order uniformly convergent method. If the diffusion parameters are different some numerical evidence is presented to suggest that an uniformly convergent scheme of order greater than two is obtained. Nevertheless, the uniform errors are bigger and the orders of uniform convergence are less than in the case corresponding to equal diffusion parameters.

1 Introduction

In this work we consider the singularly perturbed boundary value problem given by the linear reaction-diffusion system

\[ L_\varepsilon u = f, \quad x \in \Omega = (0,1), \quad u(0) = u_0, \quad u(1) = u_1, \quad (1) \]

where the differential operator \( L_\varepsilon \) is defined by

\[ L_\varepsilon \equiv -\text{diag} \left\{ \varepsilon_1 \frac{d^2}{dx^2}, \varepsilon_2 \frac{d^2}{dx^2} \right\} + A, \quad A = \begin{pmatrix} a_{11}(x) & a_{12}(x) \\ a_{21}(x) & a_{22}(x) \end{pmatrix}. \]

We will assume that the diffusion parameters \( 0 < \varepsilon_1 \leq \varepsilon_2 \leq 1 \), can take arbitrary small values having, in general, different order of magnitude, that the data of problem (1) are sufficiently smooth functions and also that the coefficients of the coupling reaction term satisfy

\[ \sum_{j=1}^{2} a_{ij} \geq \alpha > 0, \quad a_{ii} > 0, \quad i = 1,2, \quad a_{ij} \leq 0 \text{ if } i \neq j; \quad (2) \]
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i.e., the reaction matrix is an $M$-matrix.

First order uniform convergence of the central finite difference scheme constructed on a Shishkin mesh was proved in [7] and in [4] this was improved to almost second order. Linß and Madden [6] extended this result to the case of an arbitrary number of equations, when the reaction coefficient matrix $A$ satisfy another type of conditions, which include these ones given in (2) for the case that the coupled system has only two equations as problem (1) here considered. Also, in [3] precise information of the asymptotic nature of the solution and its derivatives, for a problem having $n$ equations with $n$ diffusion parameters, has been recently established by means of an appropriate decomposition of the solution, revealing that the solution exhibits overlapping boundary layers with a width $O(\varepsilon_i^{-1/2})$, $i = 1, 2, \ldots, n$ at both endpoints $x = 0$ and $x = 1$. It was also proved that the central finite difference scheme constructed on a piecewise uniform mesh of Shishkin type, is first order uniformly convergent in the maximum norm.

High order convergence schemes are very interesting in practice because they provide accurate numerical approximations with a low computational cost. Nevertheless, at the moment, in the literature there are not numerical methods for problem (1) with this desirable property. The aim of this work is to see how the HODIE technique permits to obtain a uniformly convergent method having order bigger than two. In some cases the proof of the uniform convergence of the method is fulfilled, but in general we only dispose of numerical evidences showing the efficiency of the HODIE method.

Henceforth, $C$ denotes a generic positive constant independent of the diffusion parameters, and also of the discretization parameter.

2 The numerical method

To construct the numerical method we first define a piecewise uniform Shishkin mesh. Following [7] the mesh points are

$$x_j = \begin{cases} jh_{\varepsilon_1}, & j = 0, \ldots, N/8, \\ x_{N/8} + (j - N/8)h_{\varepsilon_2}, & j = N/8 + 1, \ldots, N/4, \\ x_{N/4} + (j - N/4)H, & j = N/4 + 1, \ldots, 3N/4, \\ x_{3N/4} + (j - 3N/4)h_{\varepsilon_2}, & j = 3N/4 + 1, \ldots, 7N/8, \\ x_{7N/8} + (j - 7N/8)h_{\varepsilon_1}, & j = 7N/8 + 1, \ldots, N, \end{cases}$$

where $h_{\varepsilon_1} = 8\tau_{\varepsilon_1}/N$, $h_{\varepsilon_2} = 8(\tau_{\varepsilon_2} - \tau_{\varepsilon_1})/N$, $H = 2(1 - 2\tau_{\varepsilon_2})/N$, and the transition parameters are given by

$$\tau_{\varepsilon_2} = \min \{1/4, \sigma_0 \sqrt{\varepsilon_2} \ln N\}, \quad \tau_{\varepsilon_1} = \min \{\tau_{\varepsilon_2}/2, \sigma_0 \sqrt{\varepsilon_1} \ln N\},$$

and $\sigma_0 \geq 4$. If $\tau_{\varepsilon_1} \neq 1/8$ and $\tau_{\varepsilon_2} = 1/4$, we modify slightly the mesh points; now they are given by
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\[ x_j = \begin{cases} jh_{x_1}, & j = 0, \ldots, N/8, \\ x_{N/8} + (j - N/8)\bar{H}, & j = N/8 + 1, \ldots, 7N/8, \\ x_{7N/8} + (j - 7N/8)h_{x_1}, & j = 7N/8 + 1, \ldots, N, \end{cases} \]

where \( \bar{H} = 4(1 - 2\tau_{x_1})/3N \). Below we denote the local step sizes by \( h_j = x_j - x_{j-1}, \ j = 1, \ldots, N \). On this mesh we impose that the local error be zero on the set of vector polynomials of the form

\[ \alpha_0 \left( \begin{array}{c} 1 \\ x \\ x^2 \\ x^3 \end{array} \right) + \alpha_1 \left( \begin{array}{c} x \\ x^2 \\ x^3 \end{array} \right) + \alpha_2 \left( \begin{array}{c} x^2 \\ x^3 \end{array} \right), \quad \alpha_i \in \mathbb{R}, \ i = 0, \ldots, 3. \]

Following the construction made in [1] for the scalar case, we write the finite difference scheme \( L^N = (L^N, L^N)^T \) in the form

\[
L^N U(x_j) = r_{i,j}^{-1} U_i(x_{j-1}) + r_{i,j}^{+} U_i(x_{j+1}) + q_{i,j}^{2} a_i, k U_i(x_{j-1}) + q_{i,j}^{3} a_i, k U_i(x_j) + q_{i,j}^{4} a_i, k(x_{j+1}) U_i(x_{j+1}) =
=q_{i,j}^{1} f_i(x_{j-1}) + q_{i,j}^{2} f_i(x_{j}) + q_{i,j}^{3} f_i(x_{j+1}),
\]

for \( j = 1, \ldots, N - 1, i = 1, 2 \), where \( k = 2 \) if \( i = 1, k = 1 \) if \( i = 2 \) and the coefficients \( q \)'s satisfy the normalization condition \( q_{i,j}^{1} + q_{i,j}^{2} + q_{i,j}^{3} = 1 \). Then, it is not difficult to prove that for \( j = 1, \ldots, N - 1, i = 1, 2 \) the coefficients \( s \)'s of the scheme are given, in function of the coefficients \( q \)'s, by

\[
\begin{align*}
\varepsilon_j^c &= q_{i,j}^{1} a_i, i(x_{j-1}) + q_{i,j}^{2} a_i, i(x_j) + q_{i,j}^{3} a_i, i(x_{j+1}) - r_{i,j}^{-} - r_{i,j}^{+}, \\
r_{i,j}^{+} &= -2\varepsilon_j^c / (h_j + h_{j+1}) + q_{i,j}^{3} a_i, i(x_{j+1}), \\
r_{i,j}^{-} &= -2\varepsilon_j^c / (h_j + h_{j+1}) + q_{i,j}^{1} a_i, i(x_{j-1}),
\end{align*}
\]

and also that it holds

\[ q_{i,j}^{1} = (h_j - h_{j+1}) / (3h_j) + q_{i,j}^{3} h_{j+1} / h_j. \]

The value of the free parameter \( q_{i,j}^{3} \) is taken equal to the one obtained for the scalar case in [1] and we will see that this choice is also appropriate for the case of systems. This value depends on the location of the mesh points and also on the ratio between the step sizes of the Shishkin mesh and the diffusion parameters. Concretely, for \( j = 1, \ldots, N/8 - 1, 7N/8 + 1, \ldots, N - 1 \), i.e., \( x_j \in (0, \tau_{x_1}) \cup (1 - \tau_{x_1}, 1) \) and \( i = 1, 2 \), the coefficients \( q \)'s are

\[
\begin{align*}
q_{i,j}^{1} &= \frac{1}{6} (1 - \frac{h_j^{2}}{h_{j+1}^{2} + h_{j+1}}), \\
q_{i,j}^{2} &= \frac{1}{6} (1 - \frac{h_j^{2}}{h_{j+1}^{2} + h_{j+1}}), \\
q_{i,j}^{3} &= 1 - q_{i,j}^{1} - q_{i,j}^{2}.
\end{align*}
\]

For \( j = N/4, \ldots, 3N/4 \), i.e., \( x_j \in [\tau_{x_2}, 1 - \tau_{x_2}] \), and \( i = 1, 2 \) we distinguish two cases: first, if \( 2\bar{H}^2 \| a_{ik} \|_{\infty} / 3 \leq \varepsilon_i \), then the coefficients are defined again by (6); in the other case, when \( 2\bar{H}^2 \| a_{ik} \|_{\infty} / 3 > \varepsilon_i \), they are given by
corresponding to the classical discretization of central differences. Note that in this case (5) does not hold.

Last case is when \( j = N/8, \cdots, N/4 - 1, 3N/4 + 1, \cdots, 7N/8 \), i.e., \( x_j \in [\tau_{e_1}, \tau_{e_2}) \cup (1 - \tau_{e_2}, 1 - \tau_{e_1}] \). Now, for the second equation, \( i = 2 \), the coefficients are again given by (6). Nevertheless for the first equation, \( i = 1 \), again we must distinguish two cases; first, when \( 2h_2^2 \|a_{11}\|_{\infty}/3 \leq \varepsilon_1 \), the coefficients are given by (6); in the other case, \( 2h_2^2 \|a_{11}\|_{\infty}/3 > \varepsilon_1 \), they are given by (7).

Note that, in general, the coefficients defined in (6) are not positive and then the associated matrix to the numerical scheme is not an M–matrix. Nevertheless, we will see the efficiency of this scheme. As an example, we solve the particular problem (see [7]) setting by

\[
A = \begin{pmatrix}
2(x + 1)^2 & -(x^3 + 1) \\
-2 \cos(\pi x/4) & 2.2e^{-x+1}
\end{pmatrix}, \quad f = \begin{pmatrix}
2e^x \\
10x + 1
\end{pmatrix},
\]

with \( u_0 = u_1 = 0 \). For this problem the exact solution is unknown and therefore to approximate the pointwise errors \( |(U - u)(x_j)|, \ j = 0, \cdots, N \), we use a variant of the double mesh principle. So, we calculate a numerical approximation \( \hat{U} \) to \( u \) given by the scheme (3) on the mesh \( \{\hat{x}_j\} \) that contains the mesh points of the original piecewise Shishkin mesh and their midpoints, i.e., the mesh points are defined by \( \hat{x}_{2j} = x_j, \ j = 0, \cdots, N, \hat{x}_{2j+1} = (x_j + x_{j+1})/2, \ j = 0, \cdots, N - 1 \). Then, at the original mesh points \( x_j, \ j = 0, 1, \cdots, N \), the maximum errors and the uniform errors are approximated by

\[
d_{\varepsilon,N} = \max_{0 \leq j \leq N} |U(x_j) - \hat{U}(\hat{x}_{2j})|, \quad d_N = \max_S d_{\varepsilon,N},
\]

where, in order to permit the stabilization of the errors, we take \( S \) as the set

\[
S = \{(\varepsilon_1, \varepsilon_2) \mid \varepsilon_2 = 2^0, 2^{-2}, \ldots, 2^{-30}, \varepsilon_1 = 2^{-2}\varepsilon_2, \ldots, 2^{-50}\}.
\]

From these estimates of the pointwise errors we obtain the corresponding orders of convergence and the uniform orders of convergence in a standard way, by using

\[
p = \log_2(d_{\varepsilon,N}/d_{\varepsilon,2N}), \quad p_{uni} = \log_2(d_N/d_{2N}).
\]

In all cases we take the constant \( \sigma_0 = 4 \); in practice if this constant is smaller, the desired order of uniform convergence is not achieved. On the other hand, if it is greater than 4 the numerical errors are bigger but the order of uniform convergence is preserved.

Table 1 displays the results obtained with the HODIE scheme; from these results we observe that the order of uniform convergence is four except by a logarithmic factor, as it is usual on Shishkin meshes. Nevertheless, the discrete operator of this scheme is not of positive type and we do not have the proof of the uniform \((l_{\infty}, l_{\infty})\)-stability. In [6] this uniform stability was proved without
using the inverse monotonicity of the discrete operator, but unfortunately so far we have not been able to apply this technique to the HODIE operator. In [5] a non-monotone FEM scheme was used to solve a scalar reaction-diffusion problem, proving also its uniform stability in the maximum norm.

Table 1. Uniform errors and orders of convergence for the scheme given by (3)-(7)

| \(N\)  | \(d_{1,N}\)       | \(p_{1,uni}\)     | \(d_{2,N}\)       | \(p_{2,uni}\)     |
|-------|------------------|------------------|------------------|------------------|
| 32    | 9.018E-02        | 0.923            | 1.162            | 1.116E-00        |
| 64    | 4.755E-02        | 0.956            | 2.002            | 1.613E-01        |
| 128   | 2.252E-02        | 1.793            | 2.829            | 1.613E-01        |
| 256   | 7.073E-03        | 2.696            | 3.307            | 2.026E-01        |
| 512   | 1.091E-03        | 3.395            | 3.355            | 2.364            |
| 1024  | 1.037E-04        | 3.364            | 3.452            | 3.200            |
| 2048  | 1.007E-05        | 3.452            | 3.491            | 3.491            |
| 4096  | 1.096E-06        | 4.545E-07        |                  |                  |

Therefore we propose a slight modification of scheme (3) to have a new scheme satisfying the discrete maximum principle. We clearly see that only the discretization associated with the transition points does not give the correct coefficients sign pattern to have an M-matrix. Then, we change the discretization corresponding to the indexes \(j = N/8, N/4, 3N/4, 7N/8\), such that \(r^-_{i,j} < 0, r^+_{i,j} < 0, r^+_{i,j} + r^-_{i,j} > 0\) and \(q^1_{i,j}, q^2_{i,j}, q^3_{i,j}\) be positive. It is straightforward to obtain that the coefficients \(q\)'s are given by

\[
q^1_{i,j} = q^3_{i,j} = q^2_{i,j} = 1/3, \quad j = N/8, N/4, 3N/4, 7N/8, i = 1, 2. \quad (10)
\]

It is easy to proof that the discrete operator is of positive type and therefore it satisfies the discrete maximum principle.

3 The case of equal diffusion parameters

To find a theoretical proof of the uniform convergence of the method, we begin with the case where both diffusion parameters take the same value, \(\varepsilon_1 = \varepsilon_2 = \varepsilon\). Note that in this case really there are only two transition points in the Shishkin mesh and the transition parameter is defined by \(\tau = \min \{1/4, \sigma_0 \sqrt{\varepsilon_2} \ln N\}\). Following the idea of extending the domain introduced by Shishkin in [8], which was also used in [2] to find a decomposition of the exact solution of a two dimensional scalar equation of reaction-diffusion type, it can be proved the following result showing the asymptotic behavior of the exact solution.

Lemma 1. Let assume \(a_{ij}, f \in C^4(\overline{\Omega})\), \(i, j = 1, 2\). Then, for \(\varepsilon_1 = \varepsilon_2 = \varepsilon\), the exact solution of (1) can be decomposed as \(u = v + w\), where for \(x \in [0, 1]\), \(0 \leq k \leq 6\) and \(i = 1, 2\) it holds

\[
\|v_i^{(k)}(x)\|_\infty \leq C \left(1 + \varepsilon^{(4-k)/2}\right), \quad (11)
\]

and

\[
\|w_i^{(k)}(x)\|_\infty \leq C \varepsilon^{-k/2} \left(e^{-x \sqrt{\alpha/\varepsilon}} + e^{-(1-x) \sqrt{\alpha/\varepsilon}}\right). \quad (12)
\]
Theorem 1. Let \( u \) be the solution of continuous problems (1) and \( U \) the solution of the discrete operator (3)–(7) and (10) defined on the previous Shishkin mesh, when \( \varepsilon_1 = \varepsilon_2 = \varepsilon \). Then, the error satisfies

\[
\|U - u\|_\infty \leq C(N^{-3} + N^{-4} \ln^4 N).
\]

Proof. In the case \( \sigma = 1/4 \), using that \( \varepsilon^{-1/2} \leq C \ln N \) and the crude bounds \( \|u^{(i)}\|_\infty \leq C\varepsilon^{-i/2} \), \( i = 0, \ldots, 6 \), a classical analysis proves that \( \|U - u\|_\infty \leq CN^{-4} \ln^4 N \). When \( \sigma < 1/4 \), first we study the error for the regular component. Then, if \( \varepsilon \leq 2H^2 \min_i \|a_{ii}\|_\infty /3 \), taking Taylor expansions the local error can be bounded as in [1] for a single equation, and therefore we have

\[
|L^N(V - v)(x_j)| \leq \begin{cases} 
CN^{-2}\varepsilon\|v^{(4)}\|_\infty \leq CN^{-2}\varepsilon \leq CN^{-4}, & x_j \in (\tau, 1 - \tau), \\
CN^{-1}\varepsilon\|v^{(3)}\|_\infty \leq CN^{-1}\varepsilon \leq CN^{-3}, & x_j \in \{\tau, 1 - \tau\}, \\
C\varepsilon(N^{-1}\varepsilon^{1/2} \ln N)^4\|v^{(6)}\|_\infty \leq CN^{-4}, & x_j \in (0, \tau) \cup (1 - \tau, 1).
\end{cases}
\]

Then, the discrete maximum principle proves that

\[
\|V - v\|_\infty \leq CN^{-3}.
\]

On the other hand, if \( \varepsilon > 2H^2 \min_i \|a_{ii}\|_\infty /3 \), we can obtain

\[
|L^N(V - v)(x_j)| \leq \begin{cases} 
CN^{-4}\varepsilon\|v^{(6)}\|_\infty \leq CN^{-4}, & x_j \in (\tau, 1 - \tau), \\
C\varepsilon(N^{-1}\varepsilon^{1/2} \ln N)^4\|v^{(6)}\|_\infty \leq CN^{-4}, & x_j \in (0, \tau) \cup (1 - \tau, 1).
\end{cases}
\]

At the transition points, using that for any \( z \in C^4(\Omega) \) it holds

\[
\left| -\frac{2(z_{j+1} - z_j)}{h_{j+1}(h_j + h_{j+1})} - \frac{2(z_{j-1} - z_j)}{h_j(h_j + h_{j+1})} + \frac{1}{3}(z''_{j+1} + z''_{j-1}) \right| \leq C \max\{h_j^2, h_{j+1}^2\}\|z^{(4)}\|_\infty,
\]

we deduce

\[
|L^N(V - v)(x_j)| \leq CN^{-2}\varepsilon\|v^{(4)}\|_\infty \leq CN^{-2}\varepsilon, \quad x_j \in \{\tau, 1 - \tau\}.
\]

Defining the barrier function \( Z(x_j) = C(N^{-3}\varepsilon^{1/2} \ln N + N^{-4})(\theta(x_j) + 1) \), where \( \theta \) is the piecewise linear function

\[
\theta(x) = \begin{cases} 
x/\tau, & \text{if } x \in [0, \tau], \\
1, & \text{if } x \in [\tau, 1 - \tau], \\
1 - x/\tau, & \text{if } x \in [1 - \tau, 1],
\end{cases}
\]

Note that we have appropriate bounds of the regular and singular components and their derivatives up to sixth order, which we will need in the analysis of the truncation error.
using the maximum principle, it can be proven that
\[ \|V - v\|_\infty \leq C(N^{-3} \varepsilon^{1/2} \ln N + N^{-4}), \]
and taking into account that \( \varepsilon^{1/2} \ln N \leq 1 \), it follows
\[ \|V - v\|_\infty \leq CN^{-3}. \tag{14} \]

For the singular component we distinguish two cases depending on the location of the mesh point. For \( x_j \in [\tau, 1 - \tau] \), using the exponential character of this component, it is not difficult to deduce
\[ |(W - w)(x_j)| \leq |W(x_j)| + |w(x_j)| \leq CN^{-4}, \quad x_j \in [\tau, 1 - \tau]. \]

In the second case, \( x_j \in (0, \tau) \cup (1 - \tau, 1) \), the local error is bounded by
\[ |L^N(W - w)(x_j)| \leq C\varepsilon(N^{-1}\varepsilon^{1/2} \ln N)^4\|w^{(6)}\|_\infty \leq C(N^{-1} \ln N)^4. \]

Applying again the maximum principle, now on \([0, \tau] \cup [1 - \tau, 1]\), we deduce
\[ \|(W - w)(x_j)\|_\infty \leq C(N^{-1} \ln N)^4, \quad x_j \in [0, \tau] \cup [1 - \tau, 1]. \tag{15} \]

From (13)-(15) the result follows.

For the same example as before, with \( \varepsilon = 2^0, 2^{-2}, \ldots, 2^{-50} \), Table 2 displays the results obtained; from it we clearly observe that the order of uniform convergence is similar to that for the unmodified HODIE scheme. Note that the numerical results indicate an order of uniform convergence higher than this one proven in Theorem 1.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline
\multirow{2}{*}{N} & 32 & 64 & 128 & 256 & 512 & 1024 & 2048 & 4096 \\
\hline
\hline
\(d_1\), & 1.765 & 2.361 & 2.969 & 3.379 & 3.443 & 3.497 & 3.506 & 3.511 \\
\hline
\(p_1\), & 4.519E-02 & 1.330E-02 & 2.589E-03 & 3.307E-04 & 3.372E-05 & 3.241E-06 & 2.980E-07 & 2.641E-08 \\
\hline
\hline
\hline
\(d_2\), & 1.765 & 2.361 & 2.969 & 3.379 & 3.443 & 3.497 & 3.506 & 3.511 \\
\hline
\(p_2\), & 9.864E-02 & 2.132E-02 & 2.666E-03 & 2.994E-04 & 2.615E-05 & 2.315E-06 & 2.315E-07 & 2.315E-08 \\
\hline
\end{tabular}
\caption{Uniform errors and orders of convergence for the modified scheme given by (3)-(7) and (10)}
\end{table}

4 The general case: \( \varepsilon_1 \leq \varepsilon_2 \)

In the general case, when the diffusion parameters can be different, the theoretical question is more complicated. An important question is related with the decomposition of the exact solution. In this case it is possible to find a decomposition into a regular and singular part (see [4, 6, 7] for instance), but
it is not clear how it is possible to obtain the bounds (11) for the regular component of the solution; note that we need the bounds of the derivatives up to sixth order, to find appropriate bounds for the local error associate to the scheme. Nevertheless, for us it is interesting to confirm in practice that this scheme gives an order of uniform convergence bigger than two.

Table 3 displays the results obtained with the new scheme when the diffusion parameters are not equal. From this table we observe that the method gives an almost third order uniformly convergent method, which is less than the order obtained in the case of equal diffusion parameters.

Table 3. Uniform errors and orders of convergence for the modified scheme given by (3)-(7) and (10)

| N | $d_1,N$ | $d_2,N$ | $p_{1,uni}$ | $p_{2,uni}$ |
|---|---|---|---|---|
| 32 | 1.722E-01 | 6.890E-01 | 1.080 | 1.081 |
| 64 | 8.145E-02 | 3.258E-01 | 1.428 | 1.428 |
| 128 | 3.028E-02 | 1.211E-01 | 1.865 | 1.865 |
| 256 | 8.314E-03 | 3.234E-02 | 2.184 | 2.186 |
| 512 | 1.830E-03 | 7.306E-03 | 2.386 | 2.392 |
| 1024 | 3.500E-04 | 1.392E-03 | 2.506 | 2.525 |
| 2048 | 6.161E-05 | 2.418E-04 | 2.554 | 2.565 |
| 4096 | 1.049E-05 | 4.087E-05 | 2.554 | 2.565 |

Nevertheless, this method improves both the maximum errors and the numerical order of uniform convergence with respect to central finite difference scheme. Because the modified finite difference scheme satisfies the maximum principle, having appropriate bounds for the derivatives of the regular and singular part of the solution, would allow us carry out the analysis of the local error, and therefore prove the desired uniform convergence.
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