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Abstract
The usual development cycles are too slow for the development of vaccines, diagnostics and treatments in pandemics such as the ongoing SARS-CoV-2 pandemic. Given the pressure in such a situation, there is a risk that findings of early clinical trials are overinterpreted despite their limitations in terms of size and design. Motivated by a non-randomized open-label study investigating the efficacy of hydroxychloroquine in patients with COVID-19, we describe in a unified fashion various alternative approaches to the analysis of non-randomized studies. A widely used tool to reduce the impact of treatment-selection bias are so-called propensity score (PS) methods. Conditioning on the propensity score allows one to replicate the design of a randomized controlled trial, conditional on observed covariates. Extensions include the g-computation approach, which is less frequently applied, in particular in clinical studies. Moreover, doubly robust estimators provide additional advantages. Here, we investigate the properties of propensity score based methods including three variations of doubly robust estimators in small sample settings, typical for early trials, in a simulation study. R code for the simulations is provided.
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1 Introduction

Pandemic situations such as the currently ongoing SARS-CoV-2 pandemic require the fast development of diagnostics, vaccines and treatments. As the usual development programs are too long in these situations, more efficient development pathways are sought. These include more innovative approaches such as platform trials and adaptive designs [64]. Furthermore, in situations of desperate medical need such as with COVID-19, early clinical trials might receive more attention than they would normally do. Ferreira et al. call this a “disruption of medical and scientific paradigms” [31]. In March 2020, for instance, Gautret et al. [36] published a report of a small open-label non-randomized controlled study suggesting that “hydroxychloroquine treatment is significantly associated with viral load reduction/disappearance in COVID-19 patients”. Although typically not much notice would have been taken of such a small-scale study with its methodological limitations, the treatment was hailed “a game changer” by the US president putting pressure on the regulatory authorities to license the drug for COVID-19 [55].

In particular when a lot of importance is placed on non-randomized studies, their analyses and interpretation must be robust. Non-randomized studies might be prone to bias due to confounding. One common approach to deal with this is covariate adjustment in regression models. In clinical trial applications with a binary outcome, logistic regression is usually the method of choice. However, in the case of small sample sizes, the number of possible variables to adjust for is limited by the observed events. Moreover, the use of odds ratios is not without criticism in the literature [19, 25, 27, 63] and it is often argued that the risk difference is of greater importance to clinical decision makers [12].

Besides covariate adjustment a wide range of methods were proposed to deal with confounding. A widely used tool to reduce the impact of treatment-selection bias in observational data are so-called propensity score (PS) methods. The propensity score is defined as a participant’s probability of receiving treatment given the observed covariates [56, 57]. Conditioning on the propensity score allows one to replicate the design of a randomized controlled trial, conditional on observed covariates. Extensions include the g-computation [38, 53], which is less frequently applied, in particular in clinical studies. Moreover, doubly robust estimators have been proposed. Here, it is sufficient that either the outcome or the propensity score model is correctly specified. Hence, a doubly robust estimator does not rely on correct specification of both models.

Gautret et al. [36] did not apply any of these methods for non-randomized studies, but analyzed the trial as if it was randomized. Here, we describe in a unified fashion various alternative approaches and explore in simulations whether different methods might have led to different conclusions. New evidence has emerged in the meanwhile and we now know that hydroxychloroquine is not an appropriate therapy in COVID-19 [23, 60]. Thus, we wonder whether a more appropriate analysis of the study by Gautret et al. [36] could have prevented much of the hype and as a result might have saved some resources.

In the context of the analysis of clinical registries and routine data including electronic health records some of the methods described above have widely been applied and their characteristics explored in simulation studies. Given the applications, simulation experiments naturally considered large-scale data sets [14]. To the best of our knowledge, propensity score methods for small samples have received less attention in the literature so far. Recently, Pirracchio et al. [51] compared PS matching and weighting estimators in small sample populations and Andriillon et al. [9] investigated properties of different matching algorithms. Here, we investigate the properties of propensity score based methods including g-computation in small sample settings, typical for early trials, in a simulation study.
The manuscript is organized as follows. In Section 2 we introduce the study by Gautret et al. [36], which motivated our investigations, in more detail. In Section 3 several approaches to the analysis of non-randomized trials are described. Their properties are assessed in a simulation study, in particular in the setting of small sample sizes, in Section 4. We close with a brief discussion of the findings and the limitations of our study (Section 5).

2 Motivating example in COVID-19

Gautret et al. [36] conducted an open-label non-randomized study investigating the efficacy and safety of hydroxychloroquine in addition to standard of care in comparison to standard of care alone. The patients in the hydroxychloroquine group were all from the coordinating centre whereas the controls were recruited from several centres including the coordinating centre. In the coordinating centre, however, only those patients refusing therapy with hydroxychloroquine were included as controls. A total of 36 patients were included in the analyses, 20 patients receiving hydroxychloroquine and 16 control patients. Out of the 20 patients on hydroxychloroquine, 6 patients received in addition azithromycin. For the purpose of illustration, we only consider two treatment groups, i.e. with and without hydroxychloroquine. The primary outcome was virological clearance at Day 6 (with Day 0 being baseline). The individual participant data of the study are reported in Supplementary Table 1 of [36]. The variables included in the table include the patient’s age, sex, clinical status (asymptomatic, upper respiratory infection or lower respiratory infection), duration of symptoms, and results of daily PCR testing for Days 0 to 6. Gautret et al. [36] report virological cure at Day 6 for 14 out of 20 patients treated with hydroxychloroquine and for 2 out of 16 in the control group, resulting in a p-value of $0.001$ in an analysis not adjusted for any covariates.

The study by Gautret et al. [36] has been subject to criticism, mainly due to its limitations in design including the small sample size, choice of control patients, open label treatment and study discontinuations [5]. Although some preclinical data suggested potentially beneficial effects [26], there were also some early warnings regarding some potentially harmful effects [34]. In the meanwhile, data from large-scale randomized controlled trials are available demonstrating that hydroxychloroquine is not suitable for postexposure prophylaxis for or the treatment of COVID-19 [21, 23, 39]. The timeline of events is nicely depicted in Figure 1 of a review by Sattui et al. [60].

3 Alternative analysis methods

3.1 The choice of effect measure

We consider a binary outcome $Y$ as well as a binary treatment $A$ (1: experimental treatment, 0: control) and a vector of observed covariates $L$. In clinical trial applications with a binary outcome $Y$ as in our motivating example, logistic regression is usually the method of choice. This method of analysis experienced a huge increase in the 1980s [7] and is still very prevalent in clinical applications. The natural estimate obtained by a logistic regression is the odds ratio

$$OR = \frac{P(Y = 1|A = 1)/P(Y = 0|A = 1)}{P(Y = 1|A = 0)/P(Y = 0|A = 0)},$$  (3.1)
i.e. the ratio of the odds of having the outcome under treatment and the odds of experiencing the outcome in the control group. The use of odds ratios, however, is not without criticism in the literature, see e.g. [19, 25, 27, 63]. Common arguments against the use of the OR include that ORs are often not well understood by practitioners [30] or are misleadingly interpreted as relative risks [19], which is only appropriate with rare events. Other possible effect measures include the risk ratio or the risk difference. It is often argued that the risk difference is of greater importance to clinical decision makers than relative effect measures such as the OR [12]. Particularly in causal inference literature, there is a focus on the risk difference as effect measure. One reason for this is the issue of (non-)collapsibility: While marginal and conditional treatment effects coincide for the risk difference due to collapsibility, this is not true for the odds ratio [35, 54, 61]. The same arguments also hold for the hazard ratio obtained from a Cox model in case of time-to-event data. Thus, additive models are the preferred choice here as well [1, 46].

### 3.2 Notation and some causal background

In a randomized controlled trial, one would assume that due to randomization, the influence of the covariates $L$ is the same for treated and control patients. In observational studies, where allocation of the treatment is not in the hand of the investigator, this direct comparison of the treatments may no longer be fair due to the influence of other confounding factors, i.e., the distribution of the other risk factors $L$ may differ between treated and controls. In order to imitate an RCT and to get valid estimates in this situation, a common approach is the so-called potential or counterfactual outcomes framework [38]: Let $Y^{a=1}$ denote the outcome that would have been observed under treatment value $a = 1$, and $Y^{a=0}$ the outcome that would have been observed under control ($a = 0$). A causal effect is now defined as follows: we say that $A$ has a causal effect on $Y$ if $Y^{a=1} \neq Y^{a=0}$ for an individual. In practice, however, only one of these outcomes is observed for an individual under study. Therefore, we can only ever estimate an **average causal effect**, which is present if $P(Y^{a=1} = 1) \neq P(Y^{a=0} = 1)$, i.e. the probability of the outcome under treatment is different from that under control, in the population of interest [38]. Thus, the causal risk difference is defined as

$$RD_c = P(Y^{a=1} = 1) - P(Y^{a=0} = 1).$$

### 3.3 Covariate adjustment of outcome model

The conventional method to correct for baseline differences between groups is adjusting for all relevant patient characteristics in the outcome regression model. To many medical statisticians, the natural choice of model for binary outcome data would be a logistic regression model. This, however, gives an estimate of the odds ratio, not the risk difference we are interested in. Moreover, in the case of small sample sizes, the number of possible variables to adjust for is limited by the observed events. Otherwise, logistic regression estimators may be biased or the model may not converge due to separation, i.e. a single covariate or a combination of multiple covariates perfectly separates events from non-events [8, 65, 68, 69]. Possibilities to correct for this include Firth’s penalized logistic regression and extensions thereof, see [52] and the references cited therein. To obtain the risk difference, one could use a generalized linear model with Binomial distribution and identity link function [12]. However, the identity link function does not constrain the predicted probability to lie between 0 and 1 and the model often fails to converge
An alternative, which avoids convergence issues, is to use ordinary least-squares estimation (OLS) instead, i.e. we assume a linear relationship

\[ Y = \beta_0 + \beta_{trt} A + \alpha_1 \ell_1 + \cdots + \alpha_p \ell_p. \]

Here, \( \ell_1, \ldots, \ell_p \) denote the observed values of the covariates \( L_1, \ldots, L_p \). Although OLS is usually used to analyze the mean of a continuous outcome, it can also be used to estimate risk differences, since the mean is equal to the risk in case of a binary response coded as 0 and 1 [24]. Moreover, no distributional assumption is necessary to prove unbiasedness of the OLS estimator. In order to draw valid statistical inference, however, one has to consider robust variance estimators such as the Huber-White estimator. Since this is an asymptotic version of the robust variance, corrections are needed for small samples. The so-called HC3 variance estimator has been shown to perform best [24]. The idea is to multiply the Huber-White robust variance by a correction factor that converges to 1 as sample sizes increase. The HC3 variance estimator is available in R (package sandwich) and SAS (PROC GLIMMIX).

### 3.4 Propensity score based methods

Several different methods have been proposed to estimate \( RD_c \) in the literature, see e.g. [13, 38] for an introduction. Many of these methods are based on the propensity score. The propensity score of individual \( i \) is defined as \( \hat{p}_i := \hat{P}(A_i = 1|L_i) \), i.e., the estimated probability of receiving treatment given the covariates. For all methods considered in this paper, we estimate the propensity score using a logistic regression model for treatment allocation based on all observed covariates, i.e.

\[ P(A = 1|L) = \frac{\exp(\beta_0 + \beta_1 \ell_1 + \cdots + \beta_p \ell_p)}{1 + \exp(\beta_0 + \beta_1 \ell_1 + \cdots + \beta_p \ell_p)}. \]

In a practical data analysis, there are several possibilities for taking the propensity score into account. We will describe the most common methods in the following and apply them to the data example.

**PS covariate adjustment** In this approach, the outcome \( Y \) is regressed on the estimated propensity score \( \hat{p} \) and the treatment exposure \( A \), i.e., \( Y = \beta_0 + \beta_{trt} A + \beta_{ps} \hat{p} \) and an estimator of the causal risk difference is given by \( \hat{\beta}_{trt} \).

**Matching on the propensity score** Another possibility to balance treatment allocation is to match subjects on the propensity score. The idea is to find individuals with a similar propensity score in the treatment and the control group. There are various methods to match individuals. Particularly in small sample studies, it is impossible in practice to find exact matches. Thus, one needs to define an acceptable difference between the propensity scores of treated individuals and controls that will be used for matching. These differences are called calipers and should be small enough to allow for “a practical but meaningful equation of pairs” [6]. Following recently published recommendations [9], where propensity matching in small sample sizes was investigated, we performed a 1:1 nearest neighbor matching without replacement on the logit of the propensity score using calipers with a maximum width of 0.2 standard deviations. In this modification of classical nearest neighbor matching, subjects are only matched if the absolute difference of their propensity scores is within the pre-specified caliper distance [14].
distance is usually defined as a proportion of the standard deviation of the logit of the propensity score. In R, this can e.g. be performed using the MatchIt-package, where the PS-model, the method used for matching and the caliper can be specified. A caliper of 0.2 avoids matching dissimilar individuals. Note, however, that this setting differs from the default setting in R, where the caliper is set to 0.

In a matched cohort, we can calculate the risk difference as

\[(\hat{b} - \hat{c})/n,\]

where \(\hat{b}\) is the number of pairs where the treated subject experiences the event whereas the untreated subject does not, \(\hat{c}\) are the pairs where the untreated subject experiences the event but the treated does not and \(n\) is the total number of matched pairs, see e.g. [12] for details.

Note that since we match individuals without replacement, the matched data set will usually be smaller than the original study, sometimes even discarding treated individuals.

**Inverse probability of treatment weighting (IPTW)** Inverse probability weighting uses the whole data set, but weighs each individual with his or her (inverse) probability of receiving the actually given treatment. This way, it generates a pseudo-population with (almost) perfect covariate balance between treatment groups. More specifically, IPTW assigns weight \(w_i = 1/\hat{p}_i\) to treated subjects and weight \(w_i = 1/(1 - \hat{p}_i)\) to controls. The resulting pseudo-population is analyzed using weighted regression with robust standard errors, which can, e.g. be obtained from the survey-package in R.

### 3.5 g-computation

The fourth possibility to account for covariate unbalance that we consider is g-computation [38, 53], also known as the parametric g-formula or direct standardization, see [62] for an excellent introduction. The idea is that the marginal counterfactual risk can be written as

\[P(Y^a = 1) = \sum_\ell P(Y^a = 1|L = \ell)P(L = \ell) = \sum_\ell P(Y = 1|L = \ell, A = a)P(L = \ell).\]

Here, the sum is over all values \(\ell\) of the confounder(s) \(L\) that occur in the population. The right-hand side of this equation can now be estimated using the available data on \(Y, A\) and \(L\). More precisely, we have to predict the potential outcome for every person \(i\) in the population assuming

1. \(i\) was treated
2. \(i\) was a control

irrespective of the treatment actually received. In order to achieve this, we first fit a so-called Q-model to the data relating the outcome \(Y\) to the exposure \(A\) and to confounders \(L\). For a binary outcome as in our situation, this is usually a logistic regression model. Instead of using this model for estimation of the treatment effect, however, we use it to predict \(\hat{P}(Y = 1|L = \ell, A = 1)\) and \(\hat{P}(Y = 1|L = \ell, A = 0)\) for all individuals by artificially creating two new data sets: One where \(A = 1\) for all individuals and one where \(A = 0\) for all individuals, respectively. Thus, this step can be thought of as imputing the missing potential outcomes for each subject in the population. Finally, the causal risk difference \(\hat{RD}_c\) can be
estimated by averaging over the estimated probabilities of the outcome under treatment and control and applying Equation (3.2).

Confidence intervals for g-computation are usually obtained by a nonparametric bootstrap approach [29, 38], i.e. by drawing with replacement from the data and analyzing each bootstrap data set like we analyzed the original data. Resampling approaches like this lead to asymptotically valid inference procedures [29] and have been shown to be superior in small samples in various situations [18, 20, 32, 33, 42, 50]. The number of bootstrap repetitions should be chosen reasonably large. We used 1,000 bootstrap repetitions in the simulation study, but recommend a higher number in real-life applications. Upper and lower 95% confidence intervals are obtained using the 2.5 and 97.5 percentiles of the bootstrap distribution. Note that a statistical test can be obtained similarly by calculating the test statistic in each bootstrap sample and then comparing the original test statistic to the empirical \((1 - \alpha)\)-quantile of the bootstrap distribution. A \(p\)-value is obtained by counting how often the original test statistic is smaller than the bootstrap statistic and dividing this number by the conducted bootstrap replications, see e.g. [32, 33] for similar approaches. To investigate the small sample performance of the bootstrap for g-computation in detail and determine whether more elaborate bootstrap techniques might lead to better performance is part of future research.

3.6 Doubly robust estimators

While IP weighting requires the propensity model to be correct, i.e. a correct model for the treatment \(A\) conditional on confounders \(L\), the g-formula requires a correct model for the outcome \(Y\) conditional on treatment \(A\) and the confounders \(L\), the Q-model. A doubly robust (DR) estimator, in contrast, is consistent if at least one of the two models is correctly specified. There are many types of doubly robust estimators (see e.g. [16, 41, 67] and the references cited therein for an overview). We will focus on three different ones here. The first two are applied to the g-computation whereas the third is an extension of IPTW.

Simple DR g-computation

The first DR estimator we consider is a very simple one [16, 38]: First, we estimate the weights \(w_i\) as described above. We then fit our Q-model to the data including an additional covariate \(z\), where \(z_i = w_i\) if \(A_i = 1\) and \(z_i = -w_i\) if \(A_i = 0\). Finally, we again obtain a causal risk difference from Equation (3.2). This method is referred to as ”Simple DR g-computation” in the following. Kang and Schafer [41] studied the performance of different DR estimators with a particular focus on the situation, where both the outcome and the PS model are misspecified. They found that this estimator behaves poorly, when the PS-model is misspecified and even state that ”[t]he performance of this method is disastrous when some of the estimated propensities are small” [41].

DR using quintiles

Another possibility for a DR estimator also studied by Kang and Schafer and found to ”[perform] better than any of the other DR methods when the [models] are both incorrect” [41] is obtained by coarsening the logit of the estimated propensity score into five categories according to the quintiles. Thus, we include four dummy variables distinguishing among these categories in the Q-model for the g-computation, see [41] for details. We denote this approach ”DR using quintiles” in the following.
Augmented IPW (AIPW)

Another approach is to augment the IPTW estimator described above with a regression model for the outcome variable. Thus, a separate outcome model of $Y$ on the confounders $L$ is needed. Details on the method can be found in [37, 45] and the resulting AIPW estimator is implemented in the R package PSW. Note that this approach is closely connected to the simple DR g-computation described above: Bang and Robins [16] found that the augmented estimator can be viewed as an unweighted regression including the inverse of the PS as a covariate [37].

4 Simulation study

The set-up of our simulation study closely followed Austin [11, 12]. The data-generating process is as follows: First, we generate $n$ covariates $x_1, \ldots, x_n$ (see the following subsections for details). We then generate the treatment status for each subject $i = 1, \ldots, N$ according to the model

$$\text{logit}(p_{i, \text{treatment}}) = \beta_0 + \beta_1 x_1 + \cdots + \beta_n x_n.$$ (4.1)

Treatment is then randomly assigned to each subject following a Bernoulli distribution with subject-specific probability of treatment assignment $A_i \sim \text{Bernoulli}(p_{i, \text{treatment}})$. Next, the outcome $Y_i$ of each subject is simulated conditional on treatment assignment $A_i$ and the covariates associated with the outcome according to

$$\text{logit}(p_{i, \text{outcome}}) = \alpha_0 + \beta_{\text{trt}} A_i + \alpha_1 x_1 + \cdots + \alpha_n x_n$$ (4.2)

and $Y_i \sim \text{Bernoulli}(p_{i, \text{outcome}})$. Here, $\beta_{\text{trt}}$ denotes the log-odds ratio relating treatment to the outcome. Thus, a value of $\beta_{\text{trt}} = 0$ corresponds to the null effect, i.e. an odds ratio of 1 and a risk difference of 0.

In contrast to odds ratios, the risk difference is collapsible, i.e. the average subject-specific risk difference is equal to the marginal risk difference. Based on 1,000 data sets of size $N = 10,000$, we used the following procedure to determine the average risk difference and adjust the value of $\beta_{\text{trt}}$ to obtain the desired non-null risk differences: For a fixed value of $\beta_{\text{trt}}$, we generate the counterfactual outcomes under treatment ($A_i = 1$) and control ($A_i = 0$) for each individual and calculate the marginal probabilities under treatment and control. The risk difference is then equal to the difference between these two marginal probabilities [12]. Using an iterative process, we modified $\beta_{\text{trt}}$ until we got close enough to the desired marginal risk difference.

Concerning the covariates, we considered three different scenarios:

4.1 Scenario 1: The COVID-19 example

The first scenario aimed at mimicking the data example. Thus, we generated four covariates:

1. $x_1$ (representing sex) followed a Bernoulli distribution with parameter 0.5
2. $x_2$ (representing age) was drawn from a $N(45, 15)$ distribution and rounded to integers
3. $x_3$ (clinical status) was simulated as a categorical covariate with three categories, i.e. a Bin$(2, 0.5)$ distribution.

4. $x_4$ (time since onset of disease) was generated from a uniform distribution on $[0, 10]$ and rounded to integers.

Treatment status was then generated according to Equation (4.1) with

$$(\beta_0, \beta_1, \beta_2, \beta_{3,1}, \beta_{3,2}, \beta_4) = (-2.3, 0.31, 0.03, 1.099, -0.1054, 0.1031).$$

Here, $\beta_{3,1}$ and $\beta_{3,2}$ correspond to the dummy-coded categories $x_{3,1}$ and $x_{3,2}$ for $x_3 = 1$ and $x_3 = 2$, respectively. The parameters were obtained from the data by univariate logistic regression. Note that this implies a moderate association of treatment with $x_1$, $x_3$, $x_4$, a weak association with $x_2$ and a strong association with $x_{3,1}$.

Similarly, the outcome was generated following Equation (4.2) with

$$(\alpha_0, \alpha_1, \alpha_2, \alpha_{3,1}, \alpha_{3,2}, \alpha_4) = (-1.06, 0.619, 0.0077, 0.9461, -1.3499, 0.0896),$$

implying a moderate association with $x_1$ and $x_4$, a strong association with $x_3$ and a weak association with $x_2$. The parameter $\beta_{trt}$ was varied to generate different risk differences in the following way: For $\beta_{trt} = 0$, the risk difference is equal to 0. For $\beta_{trt} = 0.8678$ we get a risk difference of 0.16 and for $\beta_{trt} = 3.128$ the true risk difference equals 0.4. Finally, $\beta_0 = -2.3$ resulted in a similar distribution of treated individuals and controls as in the original data, yielding an average of 55.21% of individuals in the treatment group. To study the influence of more or less unbalanced treatment groups, we also varied this parameter in the simulations. In particular, we additionally considered a treatment allocation of approx. 2:1 and 4:1.

4.2 Scenario 2: Unmeasured confounder

The parameters in this setting are identical to Scenario 1, but we additionally added an unmeasured confounder. Thus, we simulated a covariate $x_5$ following a $N(0, 1)$ distribution with a strong effect on both treatment assignment and outcome. Therefore, $\beta_5$ and $\alpha_5$ were set to $\log(5)$. However, $x_5$ entered neither the propensity score model nor the Q-model for the g-computation. For a risk difference of 0.16 and 0.4, $\beta_{trt}$ was set to 1.1111 and 3.71, respectively.

4.3 Scenario 3: Following Austin’s design

This scenario is based on Austin [11]. Therefore, we used the same set-up as he did, namely simulating 9 binary covariates with different association to treatment assignment and outcome as described in Table 1.

Here, a strong association is represented by a coefficient of $\log(5)$, i.e. $\beta_1 = \beta_4 = \beta_7 = \alpha_1 = \alpha_2 = \alpha_3 = \log(5)$, while a moderate association has a coefficient of $\log(2)$, i.e. $\beta_2 = \beta_5 = \beta_8 = \alpha_4 = \alpha_5 = \alpha_6 = \log(2)$. We chose $\beta_0 = -3.5$ to obtain a balanced design with respect to treatment and $\alpha_0$ was set to $-5$. For more details on the simulation set-up, see [11]. The propensity score model and the Q-model included all 9 covariates. For a risk difference of 0.16 and 0.4, $\beta_{trt}$ was set to 1.032 and 2.448,
Table 1: Association to treatment assignment and outcome used in the simulation scenario motivated by Austin [11] (Scenario 3).

| Strongly associated with treatment | Moderately associated with treatment | Not associated with treatment |
|-----------------------------------|--------------------------------------|------------------------------|
| x1                                | x2                                   | x3                           |
| x4                                | x5                                   | x6                           |
| x7                                | x8                                   | x9                           |

Table 2: Overview of the simulated scenarios and where to find the results.

| Scenario | $\beta_{trt}$ | true RD | $\beta_0$ | Percent treated on average | Percent treated simulated for true RD |
|----------|---------------|---------|-----------|---------------------------|--------------------------------------|
| Scenario 1 | 0.8678 | 0.16 | -2.3 | 55% | 0, 0.16, 0.4 |
| Scenario 1 | 3.128 | 0.4 | -1.8 | 66% | 0 |
| Scenario 2 | 1.1111 | 0.4 | -3.5 | 49% | 0, 0.16, 0.4 |
| Scenario 3 | 1.032 | 0.4 | -1.5 | 80% | 0 |

Results: Figures 1 and 2, Tables 3–5
Figures 3 and 4, Table 6

respectively. In addition to Austin’s setting with an equal treatment allocation of 1:1, we also considered a situation with approx. 4:1 treated patients.

An overview of all simulated scenarios is given in Table 2.

In order to compare our results for the risk difference to the approach of a logistic regression, i.e. to estimating a causal odds ratio, we have also performed our simulations for the odds ratio. The results are included in the supplemental material.

4.4 Simulation results

To study the influence of small sample sizes on the methods, we simulated $N = 40, 100, 1000$ individuals for each scenario. Simulations were performed in R Version 3.6.3 with 2,000 simulation runs and the bootstrap confidence intervals for the g-computation are based on 1,000 bootstrap replications. Note that while 1,000 bootstrap replications suffice in simulations, we would recommend a higher number, say 10,000, in real-life applications.

We used different measures to compare the results. With respect to the point estimators, we considered the mean bias, i.e. the mean difference between the true risk difference $RD$ and the estimated risk difference $\hat{RD}$. The results are displayed in Figure 1. Moreover, the root mean square error of
each estimated risk difference (RMSE) and the median of the absolute errors (MAE), i.e. the median of \(|\hat{RD} - RD|\) are displayed in Tables 3–5.

Concerning the confidence intervals, we considered the percentage of 95% confidence intervals that contained the true risk difference (coverage probability) as well as the median length of the 95% confidence interval. These measures are displayed in Figure 2 and Tables 3–5, respectively. Finally, we also reported how often the methods failed, e.g. since no matching could be performed or the model did not converge. These were excluded from the calculations and reported as failures in the tables.

For comparison, we included the crude as well as the covariate-adjusted risk difference.

![Figure 1](image.png)

Figure 1: Displayed is the mean bias for the three scenarios (rows) and the three simulated risk differences (columns).

Across all scenarios considered here, we note that the matching procedure is the most prone to failure. Even for the large sample sizes, it often fails in creating a matched sample. This is even more pronounced for the situations with unbalanced treatment allocation, see Table 6. These results are in line with the findings of Adrillon et al. [9], who stress the need for development of appropriate matching methods in small sample studies. Furthermore, we found that using the default caliper, which is 0 in R, leads to extremely biased results with coverage probabilities dropping below 1% in some situations (results not shown).
We note that the mean bias of all methods decreases with growing sample sizes, although the difference is not pronounced. The largest mean bias is observed for the crude RD estimation. For Scenario 1 with a true risk difference of 0, however, the AIPW method has the largest bias, see Figure 1. Our simulations also show very good results for simple covariate adjustment with respect to both RMSE and MAE.

With respect to coverage, we observe surprisingly poor coverage probabilities for IPTW (Figure 2) and at the same time very short confidence intervals (Tables 3–5). For the small sample sizes, the coverage of IPTW is even worse than the crude risk difference. The other methods show similar results except for AIPW, which again can not handle Scenario 1 for a risk difference of 0 very well.

As expected, the results observed for Scenario 2 show a larger bias and much smaller coverage probabilities than in the other scenarios due to the unobserved confounder. Here, the simple DR g-computation performs best both with respect to bias and coverage probabilities. Coverage probabilities are also very high for matching, but due to the many failures and the extremely wide confidence intervals of the method, these results should be interpreted with caution.

Figures 3 and 4 show the mean bias and coverage probabilities of the methods in Scenario 1 and 3,
respectively, where we varied the proportion of individuals who receive treatment. The results are very similar to the ones observed for the balanced situation.

Concerning the doubly robust estimators, we find that the DR using quintiles performs best across Scenarios 1 and 3. Only in Scenario 2, the simple DR g-computation shows the best results. However, more research is needed here to investigate whether this stems from different biases in opposite directions which compensate each other.

A few comments on the comparison between OR and RD are in place: As can be seen from the results in the supplemental material, the logistic regression is very unstable for small sample sizes. Thus, we observe a lot more failures than we did for the RD, where only matching and (for small samples) AIPW showed relevant failures. Moreover, the estimation of the OR is sometimes heavily biased, resulting in a large mean bias as opposed to a relatively mild median bias, which in turn also leads to huge confidence intervals.

Figure 3: Mean bias and coverage probabilities for Scenario 1 with a true RD of 0 and different proportions of treated individuals. Note that the coverage is truncated to $\geq 50\%$ implying that the unadjusted method is not displayed for $N = 1000$. 

![Figure 3: Mean bias and coverage probabilities for Scenario 1 with a true RD of 0 and different proportions of treated individuals. Note that the coverage is truncated to $\geq 50\%$ implying that the unadjusted method is not displayed for $N = 1000$.](image)
4.5 Recommendations for small-scale studies

Based on the simulation results, we deduct the following recommendations for applications in clinical studies:

1. Causal inference methods can correct for the non-randomized nature of a study. However, they cannot deal with other issues such as flaws in the study design, data quality etc. This is nicely demonstrated by the simulation results observed for Scenario 2: The presence of an unmeasured confounder renders the methods practically useless. Thus, to speak with Rubin’s words, the most important recommendation is: “For objective causal inference, design trumps analysis”[58].

2. In small sample settings, the risk difference provides a more stable effect measure than the odds ratio, which is due to the limitations of the logistic regression in small samples. Thus, the risk difference is the preferred effect measure in small samples. This recommendation does not only apply to the causal inference methods but also to covariate adjustment.

3. For small total sample sizes ($N = 40$), the best performance was observed for covariate adjustment, PS covariate and the DR using quintiles, i.e. a doubly robust g-computation.
4. IPTW performed well with respect to bias, RMSE and MAE, but due to its extremely low coverage probability it can not be recommended.

5. Since one can always only investigate a limited number of simulated settings, we recommend conducting simulations for a given example at hand. In order to facilitate this, the R code used for the simulations in this paper is available from Github (https://github.com/smn74/CIM_COVID-19).

5 Discussion

In ongoing pandemics there is an urgent unmet medical need to develop vaccines, diagnostics and treatments in a very timely fashion. Despite the time pressure, however, the standards of evidence should not unduly be lowered [17, 31, 49, 55]. Using a small-scale non-randomized study in COVID-19 [36] as a motivating example, we discuss how robust analyses can be conducted by use of appropriate causal inference methods.

The conventional method to correct for baseline differences between groups is adjusting for all relevant patient characteristics in the outcome regression model. This is, however, not favorable for different reasons. As Rosenbaum and Rubin [56] point out, covariate adjustment works poorly in cases where e.g. the variance of a covariate is unequal in the treatment and the control group. A commonly applied alternative in observational studies are propensity score methods. Since these methods were derived from a formal model for causal inference, their use allows for well-defined causal questions [37, 47]. Moreover, propensity score methods also work as a dimension reduction tool by combining multiple covariates into a single score [47, 57]. This is especially important in situations with a large number of covariates compared to the number of subjects under study.

Different approaches have been suggested for the PS modeling strategy. Originally, nonparsimonious models including all potential confounders have been recommended for the propensity score [59]. This approach, however, may not be feasible in small samples. Thus, it has been recommended [9, 22, 51] to use some kind of variable selection procedure in this case, but clear recommendations are lacking [37]. Importantly, the choice of the variables should not be based on some goodness-of-fit measure [22, 72] but rather on the relationship of the variables with both the outcome and the exposure [51]. Since our data example only contained four potential confounders, we have included them all in the PS model and have not investigated methods of variable selection here.

In line with [41] our simulation studies showed that different DR estimators led to different results in the scenarios considered. More thorough investigations on this topic, especially concerning the type of DR adjustment, will be part of future research.

Some comments on the estimands obtained by the different methods are in place: First, our aim was to estimate the average causal effect in our study population. When there is a lack of overlap between the propensity score distributions of the two groups, a problem quite common for small samples, IPTW may become unstable due to extremely large weights. Mao et al. [45] recently proposed modified weights, which result in a different estimand that deviates from the average treatment effect. However, this approach is appropriate in treatment effect discovery, which is often the main motivation of small observational studies. Similarly, propensity score matching creates a population where treated individuals, who cannot be matched to any control patients, are excluded. Thus, the effect estimate obtained here
corresponds to a subset of the population, which is hard to describe. Since the matched population is not very well characterized, it is difficult to generalize results obtained there to the general population [38]. Moreover, PS matching is also criticized for the fact that a large number of irrelevant covariates might lead to matched pairs which actually differ in relevant covariates [28, 71]. Solutions to this problem use machine learning techniques to first determine the relevant covariates and then match exactly on these [28, 71]. Since they require large training and matching sets, however, they can not be applied to small samples. Furthermore, we did not account for the fact that the propensity score used for matching is itself estimated, see [4] for a thorough discussion of this topic. Moreover, it should be noted that classical bootstrap approaches such as the nonparametric bootstrap we used in the g-computation are not applicable to matching estimators [2, 3]. It is also worth noting that among the methods we discussed here, only IPT weighting and g-computation can be generalized to more complex situations involving time-varying treatments [38]. Finally, it has to be noted that when estimating the odds ratio instead of the risk difference, marginal and conditional treatment effects differ due to non-collapsibility of the odds ratio [15, 44]. It should be noted that covariate adjusted logistic regression, PS covariate adjusted logistic regression, and conditional logistic regression in the matched sample all estimate the conditional OR and not the marginal OR in this case. Thus, care has to be taken when comparing the results of the different PS methods.

Motivated by the study conducted by Gautret et al. [36] we investigated the properties of a range of causal inference methods in small samples. As expected this posed additional challenges to the various approaches. Interestingly, it turned out that the default settings in software implementations are often more suitable for large sample sizes and need to be adjusted for applications in small-scale studies. For example, we found that the matching procedure in R using the default calipers of 0 resulted in extremely biased results in our small sample simulations. SAS software, in contrast, uses a default caliper width of 0.25. The issue of choosing the right caliper width has recently been investigated by Wang [70], who recommended to take both matching and population bias into account.

We did not discuss the (causal) assumptions underlying the different estimation methods proposed in this paper. The recently published tutorial by Goetghebeur et al. [37] provides a general overview of these assumptions and how the methods discussed here invoke them. However, they also caution against the possible complications an applied statistician might face when conducting a causal analysis. In particular, it is not sufficient to focus on the non-randomized nature of a study and ignore, e. g. design issues, measurement error or study discontinuation, to name a few. This is exactly the case with our motivating data example. Focusing only on the non-randomized nature of the study by Gautret et al. [36], our reanalysis of the study (results not shown, code can be found on Github) was disappointing in that the conclusions based on various considered approaches did no differ from those reported by Gautret et al. [36] that we sought to correct and that disagree with recent large-scale trials [60]. Thus, our results demonstrate that while the causal inference methods can provide adjustment for baseline covariates, even a correctly applied causal inference method can not compensate for design issues of the underlying study such as the small sample size, open label treatment and study discontinuations [58].

Our study has several limitations. First, while our simulation scenarios are carefully chosen to reflect different situations, we could only consider a limited number of settings. Thus, there is no guarantee that our results can be generalized to different situations. We therefore make our R code available, which can be used to explore specific scenarios. Second, as is known from the literature, we observed that the logistic regression model often failed for the small sample sizes, especially in combination with matching. To investigate whether PS matching can be improved in small sample sizes by using a
penalization method shall be part of future research. Finally, our paper only studied a binary outcome and did not consider other commonly used outcomes in clinical studies such as time-to-event data or continuous outcomes. Especially in the context of time-to-event outcomes and longitudinal data, where time-varying treatments additionally complicate estimation, doubly robust g-computation such as TMLE [67, 66] is recommended due to its good statistical properties. Similar to the issues discussed in this paper, the selection of a suitable endpoint requires some care and it is not always appropriate to use the most common approach, see [48] for a recent discussion in the context of time-to-event endpoints in COVID-19.

Besides the design of efficient trials to develop treatments for COVID-19 [64], one concern to trialists these days is the threat posed by the SARS-CoV-2 pandemic to clinical trials in non-COVID-19 indications [10, 43]. SARS-CoV-2 infections of patients in these trials, or merely the increased risk thereof, might lead to post-randomization events (or intercurrent events in the language of the ICH E9 addendum [40]) such as treatment or study discontinuations as well as adverse events that ultimately invalidate an analysis relying on randomization. In such situations, the causal inference approach discussed here might provide a suitable alternative analysis strategy either as primary or sensitivity analysis.
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Table 3: Median length of the 95% confidence intervals (Length CI), root mean square error of the estimated treatment effect (RMSE), median absolute error (MAE) and number of models failed for Scenario 1: COVID-19. Crude RD is estimated by a linear regression adjusting only for treatment assignment, Cov adjustment additionally adjusts for baseline covariates, PS covariate denotes the method including the PS in the outcome regression model and Simple DR g-comp and DR using quintiles refer to the doubly robust g-computation methods, respectively.

| true RD | N   | Crude RD | covariate adjusted | PS cov | matching | IPTW | Simple DR g-comp | DR using quintiles | AIPW |
|---------|-----|----------|-------------------|--------|----------|------|------------------|-------------------|------|
| 0       | N = 40 | 0.6442 | 0.7157 | 0.736 | 4.162 | 0.2569 | 1.15 | 0.8127 | 0.5355 |
|         |       | 0.2105 | 0.169 | 0.1722 | 0.2185 | 0.1847 | 0.39 | 0.1886 | 0.2662 |
|         |       | 0.15   | 0.1133 | 0.1142 | 0.1538 | 0.1246 | 0.3695 | 0.1265 | 0.2656 |
|         |       | 0       | 0    | 0    | 1404   | 0    | 1   | 0 | 0 |
|         | N = 100 | 0.397 | 0.4072 | 0.4251 | 4.219 | 0.1463 | 1.001 | 0.4006 | 0.5371 |
|         |       | 0.1621 | 0.09911 | 0.09948 | 0.1206 | 0.103 | 0.3388 | 0.1001 | 0.2497 |
|         |       | 0.1319 | 0.06541 | 0.06507 | 0.08696 | 0.06772 | 0.2904 | 0.06678 | 0.2493 |
|         |       | 0       | 0    | 0    | 1647   | 0    | 0   | 0 | 0 |
|         | N = 1000 | 0.1236 | 0.121 | 0.1265 | 4.099 | 0.04152 | 0.5677 | 0.1179 | 0.5354 |
|         |       | 0.1319 | 0.0304 | 0.03046 | 0.06247 | 0.03058 | 0.1609 | 0.03002 | 0.2636 |
|         |       | 0.1278 | 0.02041 | 0.02068 | 0.0596 | 0.02063 | 0.1054 | 0.02028 | 0.2632 |
|         |       | 0       | 0    | 0    | 1998   | 0    | 0   | 0 | 0 |
| 0.16    | N = 40 | 0.6107 | 0.6981 | 0.7196 | 4.655 | 0.247 | 1.15 | 0.8185 | 0.5656 |
|         |       | 0.1986 | 0.1638 | 0.1665 | 0.2076 | 0.1783 | 0.3857 | 0.1851 | 0.1819 |
|         |       | 0.14   | 0.1113 | 0.113 | 0.1538 | 0.1219 | 0.375 | 0.1271 | 0.1228 |
|         |       | 0       | 0    | 0    | 1404   | 0    | 0   | 0 | 58 |
|         | N = 100 | 0.3772 | 0.3988 | 0.4164 | 4.773 | 0.1431 | 0.9995 | 0.3957 | 0.3652 |
|         |       | 0.1534 | 0.09643 | 0.09675 | 0.1154 | 0.1013 | 0.3292 | 0.09841 | 0.0999 |
|         |       | 0.1265 | 0.06524 | 0.06522 | 0.07529 | 0.0679 | 0.3021 | 0.06641 | 0.06872 |
|         |       | 0       | 0    | 0    | 1647   | 0    | 0   | 0 | 0 |
|         | N = 1000 | 0.1174 | 0.1187 | 0.1245 | 4.651 | 0.04004 | 0.5618 | 0.1162 | 0.1181 |
|         |       | 0.1245 | 0.03063 | 0.03058 | 0.07065 | 0.03059 | 0.1592 | 0.02999 | 0.03044 |
|         |       | 0.1213 | 0.02041 | 0.02066 | 0.07063 | 0.0201 | 0.1128 | 0.01986 | 0.02003 |
|         |       | 0       | 0    | 0    | 1998   | 0    | 0   | 0 | 0 |
| 0.4     | N = 40 | 0.5111 | 0.6016 | 0.6038 | 5.227 | 0.1897 | 1.15 | 0.75 | 0.487 |
|         |       | 0.1509 | 0.1453 | 0.148 | 0.1679 | 0.159 | 0.379 | 0.1671 | 0.1594 |
|         |       | 0.1092 | 0.09989 | 0.1012 | 0.1   | 0.1082 | 0.325 | 0.1092 | 0.1007 |
|         |       | 0       | 0    | 0    | 1366   | 0    | 0   | 0 | 61 |
|         | N = 100 | 0.3169 | 0.3422 | 0.3493 | 5.115 | 0.1158 | 0.9894 | 0.351 | 0.3153 |
|         |       | 0.1177 | 0.08743 | 0.08763 | 0.09178 | 0.0911 | 0.3206 | 0.09038 | 0.09018 |
|         |       | 0.09127 | 0.05963 | 0.05935 | 0.06429 | 0.06132 | 0.266 | 0.05985 | 0.06143 |
|         |       | 0       | 0    | 0    | 1675   | 0    | 0   | 0 | 0 |
|         | N = 1000 | 0.09881 | 0.1024 | 0.1054 | 4.978 | 0.03402 | 0.4898 | 0.1018 | 0.1028 |
|         |       | 0.08764 | 0.02848 | 0.02804 | 0.03864 | 0.02594 | 0.1442 | 0.02565 | 0.02599 |
|         |       | 0.08488 | 0.02039 | 0.01987 | 0.04186 | 0.01707 | 0.09828 | 0.01714 | 0.0171 |
|         |       | 0       | 0    | 0    | 1997   | 0    | 0   | 0 | 0 |
Table 4: Median length of the 95% confidence intervals (Length CI), root mean square error of the estimated treatment effect (RMSE), median absolute error (MAE) and number of models failed for Scenario 2: Unmeasured confounder. Crude RD is estimated by a linear regression adjusting only for treatment assignment, Cov adjustment additionally adjusts for baseline covariates, PS covariate denotes the method including the PS in the outcome regression model and Simple DR g-comp and DR using quintiles refer to the doubly robust g-computation methods, respectively.

| true RD | N     | Crude RD covariate adjusted | PS cov | matching | IPTW | Simple DR g-comp | DR using quintiles | AIPW |
|---------|-------|-----------------------------|--------|----------|------|------------------|-------------------|------|
| 0       | N = 40| CI Length: 0.6118 0.7142    | 0.7028 |         | 3.566| 0.2116           | 1.15              | 0.7985 0.5803 |
|         |       | RMSE: 0.3781 0.3417         | 0.3416 | 0.363   | 0.3483| 0.4579           | 0.3475            | 0.347  |
|         |       | MAE: 0.3485 0.297            | 0.3005 | 0.3077  | 0.3031| 0.3741           | 0.3032            | 0.2975 |
|         |       | Failures: 1255 0 0          |        |         |      | 0 0 0            | 47                |      |
|         | N = 100| CI Length: 0.3761 0.4038    | 0.4083 |         | 3.732| 0.117            | 1.056             | 0.4009 0.3738 |
|         |       | RMSE: 0.3581 0.3143         | 0.3144 | 0.3193  | 0.3147| 0.4389           | 0.3152            | 0.3146 |
|         |       | MAE: 0.3474 0.3032          | 0.3043 | 0.3004  | 0.3004| 0.3504           | 0.3002            | 0.3005 |
|         |       | Failures: 1502 0 0          |        |         |      | 0 0 0            | 0                 |      |
|         | N = 1000| CI Length: 0.1169 0.1204    | 0.1233 |         | 3.768| 0.03334          | 0.7931            | 0.1197 0.1204 |
|         |       | RMSE: 0.3471 0.2988         | 0.2989 | 0.3083  | 0.2987| 0.3483           | 0.2983            | 0.2986 |
|         |       | MAE: 0.346 0.2981           | 0.298  | 0.301   | 0.2978| 0.2782           | 0.2976            | 0.2979 |
|         |       | Failures: 1985 0 0          |        |         |      | 0 0 0            | 0                 |      |
| 0.16    | N = 40| CI Length: 0.5639 0.6632    | 0.6563 |         | 3.823| 0.1863           | 1.15              | 0.7525 0.5399 |
|         |       | RMSE: 0.3553 0.3243         | 0.3247 | 0.3372  | 0.3314| 0.4361           | 0.3253            | 0.3297 |
|         |       | MAE: 0.329 0.2889           | 0.2901 | 0.2945  | 0.2891| 0.41              | 0.2851            | 0.2903 |
|         |       | Failures: 0 0 0             |        |         |      | 0 0 0            | 47                |      |
|         | N = 100| CI Length: 0.3454 0.3761    | 0.3791 |         | 3.837| 0.103            | 1.059             | 0.3729 0.3485 |
|         |       | RMSE: 0.3419 0.3056         | 0.3056 | 0.3111  | 0.3046| 0.4174           | 0.3057            | 0.3046 |
|         |       | MAE: 0.3304 0.2902          | 0.2904 | 0.2958  | 0.2903| 0.3981           | 0.2901            | 0.2913 |
|         |       | Failures: 0 0 0             |        |         |      | 0 0 0            | 47                |      |
|         | N = 1000| CI Length: 0.1075 0.1125   | 0.1149 |         | 3.85 | 0.02938          | 0.801             | 0.1123 0.1127 |
|         |       | RMSE: 0.3295 0.2888         | 0.2888 | 0.2885  | 0.2875| 0.3276           | 0.2871            | 0.2874 |
|         |       | MAE: 0.3284 0.2881          | 0.288  | 0.2889  | 0.2863| 0.2847           | 0.2866            | 0.2861 |
|         |       | Failures: 0 0 0             |        |         |      | 0 0 0            | 0                 |      |
| 0.4     | N = 40| CI Length: 0.4687 0.5579    | 0.546  |         | 3.85 | 0.1567           | 1.15              | 0.5525 0.4621 |
|         |       | RMSE: 0.2642 0.2481         | 0.2486 | 0.2593  | 0.2533| 0.4077           | 0.2475            | 0.2559 |
|         |       | MAE: 0.2429 0.2132          | 0.211  | 0.2154  | 0.2145| 0.4119           | 0.2134            | 0.2149 |
|         |       | Failures: 0 1 0             |        |         |      | 0 0 0            | 51                |      |
|         | N = 100| CI Length: 0.2908 0.3193    | 0.3185 |         | 3.815| 0.0913           | 1.039             | 0.3235 0.2982 |
|         |       | RMSE: 0.242 0.2187          | 0.2186 | 0.2212  | 0.218 | 0.363            | 0.2167            | 0.2178 |
|         |       | MAE: 0.2303 0.2034          | 0.2036 | 0.2111  | 0.2044| 0.3615           | 0.2009            | 0.203  |
|         |       | Failures: 0 0 0             |        |         |      | 0 0 0            | 0                 |      |
|         | N = 1000| CI Length: 0.09057 0.09519 | 0.09628 |        | 3.632| 0.02705          | 0.7431            | 0.09586 0.09596 |
|         |       | RMSE: 0.2335 0.2077         | 0.2076 | 0.2197  | 0.2046| 0.2573           | 0.2042            | 0.2046 |
|         |       | MAE: 0.2327 0.207            | 0.2068 | 0.2274  | 0.2032| 0.2168           | 0.2032            | 0.2031 |
|         |       | Failures: 0 0 0             |        |         |      | 0 0 0            | 0                 |      |
Table 5: Median length of the 95% confidence intervals (Length CI), root mean square error of the estimated treatment effect (RMSE), median absolute error (MAE) and number of models failed for Scenario 3: Austin. Crude RD is estimated by a linear regression adjusting only for treatment assignment, Cov adjustment additionally adjusts for baseline covariates, PS covariate denotes the method including the PS in the outcome regression model and Simple DR g-comp and DR using quintiles refer to the doubly robust g-computation methods, respectively.

| true RD | N  | Crude RD | covariate adjusted | PS cov | matching | IPTW | Simple DR g-comp | DR using quintiles | AIPW |
|---------|----|----------|--------------------|--------|----------|------|------------------|-------------------|------|
| 0       | N = 40 | CI Length | 0.5603 | 0.762 | 0.7935 | 1.715 | 0.1818 | 1.125 | 0.925 | 1.126 |
| | | RMSE | 0.194 | 0.1726 | 0.1945 | 0.2163 | 0.1973 | 0.351 | 0.235 | 0.2144 |
| | | MAE | 0.15 | 0.1132 | 0.1211 | 0.1429 | 0.1343 | 0.3 | 0.2 | 0.1389 |
| | | Failures | 0 | 0 | 0 | 982 | 0 | 0 | 0 | 272 |
| | N = 100 | CI Length | 0.3439 | 0.3961 | 0.4331 | 1.887 | 0.1601 | 0.8337 | 0.4516 | 0.4447 |
| | | RMSE | 0.1592 | 0.09837 | 0.1008 | 0.1221 | 0.1233 | 0.2284 | 0.1036 | 0.119 |
| | | MAE | 0.1345 | 0.06787 | 0.06938 | 0.08696 | 0.08036 | 0.1498 | 0.07362 | 0.07635 |
| | | Failures | 0 | 0 | 0 | 788 | 0 | 0 | 0 | 0 |
| | N = 1000 | CI Length | 0.1068 | 0.114 | 0.1267 | 1.939 | 0.06029 | 0.2382 | 0.1097 | 0.1366 |
| | | RMSE | 0.1356 | 0.02942 | 0.02966 | 0.04048 | 0.03514 | 0.06127 | 0.02884 | 0.03374 |
| | | MAE | 0.133 | 0.01964 | 0.01961 | 0.02799 | 0.02342 | 0.04113 | 0.01954 | 0.02237 |
| | | Failures | 0 | 0 | 0 | 600 | 0 | 0 | 0 | 0 |
| 0.16   | N = 40 | CI Length | 0.5831 | 0.8028 | 0.8645 | 2.195 | 0.2533 | 1.125 | 0.9497 | 1.074 |
| | | RMSE | 0.2098 | 0.1824 | 0.2139 | 0.2327 | 0.2145 | 0.3532 | 0.2429 | 0.2261 |
| | | MAE | 0.1582 | 0.1217 | 0.131 | 0.16 | 0.1505 | 0.3209 | 0.1789 | 0.1484 |
| | | Failures | 0 | 0 | 0 | 982 | 0 | 0 | 0 | 272 |
| | N = 100 | CI Length | 0.3582 | 0.4209 | 0.471 | 2.42 | 0.2227 | 0.8592 | 0.4589 | 0.4449 |
| | | RMSE | 0.1764 | 0.1033 | 0.1059 | 0.1281 | 0.138 | 0.2297 | 0.1103 | 0.1286 |
| | | MAE | 0.1533 | 0.06929 | 0.07238 | 0.08593 | 0.08858 | 0.1635 | 0.07497 | 0.08366 |
| | | Failures | 0 | 0 | 0 | 788 | 0 | 0 | 0 | 0 |
| | N = 1000 | CI Length | 0.1115 | 0.1214 | 0.1378 | 2.472 | 0.07675 | 0.2576 | 0.1191 | 0.1444 |
| | | RMSE | 0.1529 | 0.03138 | 0.03129 | 0.0446 | 0.03796 | 0.06673 | 0.03052 | 0.03651 |
| | | MAE | 0.1505 | 0.02178 | 0.02165 | 0.0316 | 0.02533 | 0.043 | 0.02084 | 0.02467 |
| | | Failures | 0 | 0 | 0 | 584 | 0 | 0 | 0 | 0 |
| 0.4    | N = 40 | CI Length | 0.5439 | 0.7943 | 0.867 | 2.695 | 0.2462 | 1.125 | 0.925 | 0.9721 |
| | | RMSE | 0.1965 | 0.1781 | 0.2048 | 0.2196 | 0.2123 | 0.3738 | 0.2159 | 0.2215 |
| | | MAE | 0.1514 | 0.1198 | 0.1323 | 0.15 | 0.1578 | 0.3061 | 0.1277 | 0.1423 |
| | | Failures | 0 | 0 | 0 | 982 | 0 | 0 | 0 | 272 |
| | N = 100 | CI Length | 0.3342 | 0.4202 | 0.4732 | 2.846 | 0.2415 | 0.9199 | 0.4436 | 0.4277 |
| | | RMSE | 0.1692 | 0.1036 | 0.106 | 0.1225 | 0.1442 | 0.2462 | 0.1115 | 0.1276 |
| | | MAE | 0.1484 | 0.06843 | 0.0715 | 0.08 | 0.09595 | 0.1785 | 0.07564 | 0.08568 |
| | | Failures | 0 | 0 | 0 | 788 | 0 | 0 | 0 | 0 |
| | N = 1000 | CI Length | 0.1036 | 0.1219 | 0.1387 | 2.863 | 0.09316 | 0.2694 | 0.1262 | 0.1481 |
| | | RMSE | 0.1486 | 0.03536 | 0.03439 | 0.04698 | 0.04086 | 0.06804 | 0.03299 | 0.03778 |
| | | MAE | 0.1463 | 0.02417 | 0.02408 | 0.03327 | 0.02782 | 0.04509 | 0.02271 | 0.02512 |
| | | Failures | 0 | 0 | 0 | 584 | 0 | 0 | 0 | 0 |
Table 6: Median length of the 95% CIs (Length CI), RMSE, MAE and number of failures for Scenario 1: COVID-19 and Scenario 3: Austin with unbalanced treatment allocation.

|                  | N        | Crude RD | covariate adjusted | PS cov matching | IPTW | Simple DR g-comp | DR using quintiles AIPW |
|------------------|----------|----------|--------------------|----------------|------|----------------|-------------------------|
| **Scenario 1**   |          |          |                    |                |      |                |                         |
| 66% treated      | N = 40   | 0.6684   | 0.752              | 0.7806         | 4.074| 0.3096         | 1.15                    |
|                  |          |          |                    |                |      |                |                         |
|                  |          | 0.2136   | 0.176              | 0.1795         | 0.2295| 0.1987         | 0.3823                  |
|                  |          |          |                    |                |      |                |                         |
|                  |          | 0.1535   | 0.117              | 0.1182         | 0.125| 0.1331         | 0.3484                  |
|                  |          |          |                    |                |      |                |                         |
|                  |          |          |                    |                |      |                |                         |
|                  | N = 100  | 0.4158   | 0.4264             | 0.4463         | 0.1949| 0.9479         | 0.4172                  |
|                  |          |          |                    |                |      |                |                         |
|                  |          | 0.1674   | 0.1054             | 0.1061         | 0.114| 0.3129         | 0.1067                  |
|                  |          |          |                    |                |      |                |                         |
|                  |          | 0.1298   | 0.06967            | 0.0703         | 0.07415| 0.2511         | 0.07192                 |
|                  |          |          |                    |                |      |                |                         |
|                  |          |          |                    |                |      |                |                         |
|                  | N = 1000 | 0.8139   | 0.8853             | 0.9398         | 0.4916| 1.171          | 0.9248                  |
|                  |          |          |                    |                |      |                |                         |
|                  |          | 0.2454   | 0.2088             | 0.2178         | 0.2577| 0.3901         | 0.2345                  |
|                  |          |          |                    |                |      |                |                         |
|                  |          | 0.1714   | 0.1376             | 0.1448         | 0.1853| 0.3552         | 0.16                    |
|                  |          |          |                    |                |      |                |                         |
|                  |          |          |                    |                |      |                |                         |
|                  | **Scenario 3** |          |          |                    |                |      |                |                         |
| 80% treated      | N = 40   | 0.6086   | 0.8389             | 0.8496         | 0.1076| 1.15           | 0.975                   |
|                  |          |          |                    |                |      |                |                         |
|                  |          | 0.1992   | 0.1929             | 0.2359         | 0.2228| 0.4026         | 0.2751                  |
|                  |          |          |                    |                |      |                |                         |
|                  |          | 0.1562   | 0.1223             | 0.1352         | 0.1785| 0.35           | 0.225                   |
|                  |          |          |                    |                |      |                |                         |
|                  |          |          |                    |                |      |                |                         |
|                  | N = 100  | 0.3744   | 0.4348             | 0.4804         | 0.2419| 0.8949         | 0.5733                  |
|                  |          |          |                    |                |      |                |                         |
|                  |          | 0.1636   | 0.1029             | 0.1092         | 0.2022| 0.2403         | 0.1412                  |
|                  |          |          |                    |                |      |                |                         |
|                  |          | 0.1382   | 0.06706            | 0.07216        | 0.1492| 0.1709         | 0.09435                 |
|                  |          |          |                    |                |      |                |                         |
|                  |          |          |                    |                |      |                |                         |
|                  | N = 1000 | 0.1166   | 0.1226             | 0.136          | 0.439 | 0.2122         | 0.146                   |
|                  |          |          |                    |                |      |                |                         |
|                  |          | 0.1338   | 0.03366            | 0.03193        | 0.07436| 0.05153        | 0.03761                 |
|                  |          |          |                    |                |      |                |                         |
|                  |          | 0.1304   | 0.02278            | 0.0222         | 0.04846| 0.03508        | 0.02573                 |
|                  |          |          |                    |                |      |                |                         |
|                  |          |          |                    |                |      |                |                         |
|                  | **Scenario 3** |          |          |                    |                |      |                |                         |
| 80% treated      | N = 40   | 0.3947   | 0.4416             | 0.795          | 2.161 | 4.498          | 1.46                     |
|                  |          |          |                    |                |      |                |                         |
|                  |          | 0.1674   | 0.1329             | 0.2739         | 0.2501| 0.756          | 0.425                   |
|                  |          |          |                    |                |      |                |                         |
|                  |          | 0.1843   | 0.1001             | 0.1667         | 0.1682| 0.251          | 0.104                   |
|                  |          |          |                    |                |      |                |                         |
|                  |          |          |                    |                |      |                |                         |
|                  | N = 100  | 0.3744   | 0.4348             | 0.4804         | 0.2419| 0.8949         | 0.5733                  |
|                  |          |          |                    |                |      |                |                         |
|                  |          | 0.1636   | 0.1029             | 0.1092         | 0.2022| 0.2403         | 0.1412                  |
|                  |          |          |                    |                |      |                |                         |
|                  |          | 0.1382   | 0.06706            | 0.07216        | 0.1492| 0.1709         | 0.09435                 |
|                  |          |          |                    |                |      |                |                         |
|                  |          |          |                    |                |      |                |                         |
|                  | N = 1000 | 0.1166   | 0.1226             | 0.136          | 0.439 | 0.2122         | 0.146                   |
|                  |          |          |                    |                |      |                |                         |
|                  |          | 0.1338   | 0.03366            | 0.03193        | 0.07436| 0.05153        | 0.03761                 |
|                  |          |          |                    |                |      |                |                         |
|                  |          | 0.1304   | 0.02278            | 0.0222         | 0.04846| 0.03508        | 0.02573                 |
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Abstract

In this supplemental material to our paper ”Causal inference methods for small non-randomized studies: Methods and an application in COVID-19”, we present the simulation results for the odds ratio.
1 Simulation results for the Odds Ratio

The simulation settings and the methods applied are the same as described for the risk difference in the paper. The following changes have to be applied to the methods in order to estimate the odds ratio instead of the risk difference:

1. The crude OR is estimated using logistic regression with treatment allocation as the only covariate.

2. Covariate adjustment is performed for the logistic regression model, similarly also for the PS covariate method.

3. When it comes to analyzing the matched data set, recommendations as to whether a matched-pair analysis is required or not are not entirely clear, see e. g. [1, 2, 3, 4] for discussions of this point. Thus, we compared three different approaches to analyze the matched data set:

   (a) **Match unadjusted**: A logistic regression model for the outcome conditional on treatment exposure was implemented. This method does not account for the matched pairs.

   (b) **Match conditional**: A conditional logistic regression model accounting for the matched pairs was implemented. This is achieved by the `clogit` function in R.

   (c) **Match GEE**: The logistic regression model was estimated using generalized estimating equations (GEE), which allows for specification of the matched pairs and estimation of robust standard errors. This approach was implemented using the `geepack`-package in R. There are different ways to specify the correlation structure, e. g. using an exchangeable correlation matrix.

4. The IPTW population is analyzed using weighted logistic regression with robust standard errors obtained from the `sandwich`-package in R.

5. The g-computation approaches work exactly as described before, we only need to calculate the causal OR instead of the risk difference in the last step.

We used different measures to compare the results. With respect to the point estimators, we considered the bias on the log-scale, i. e. the difference between the true marginal log OR and the estimated log OR. Since the methods often resulted in extreme estimators of the treatment effect, we considered both the mean bias (difference between true OR and mean estimated treatment effect) and the median bias (difference between true OR and the median of the estimated treatment effect). The results are displayed in Figures S.1 and S.2, respectively. Moreover, the root mean square error of each estimated marginal OR (RMSE) is displayed in Tables S.2–S.4.

Concerning the confidence intervals, we considered the percentage of 95% confidence intervals that contained the true odds ratio (coverage probability) as well as the median length of
| Scenario | $\beta_{trt}$ | true marginal OR | $\beta_0$ | Percent treated on average | simulated for true OR |
|----------|--------------|------------------|---------|--------------------------|----------------------|
| 1        | 0            | 1                | -2.3   | 55.2%                    | 1, 2, 10             |
|          | 0.8678       | 2                | -1.8   | 65.6%                    | 1                    |
|          | 2.7565       | 10               | -1     | 79.7%                    | 1                    |
| 2        | 0            | 1                | -2.3   | 53.8%                    | 1, 2, 10             |
|          | 1.1111       | 2                | -2.3   | 53.8%                    | 1, 2, 10             |
|          | 3.4793       | 10               | -2.3   | 53.8%                    | 1, 2, 10             |
| 3        | 0            | 1                | -3.5   | 49.4%                    | 1, 2, 10             |
|          | 0.9707       | 2                | -1.5   | 80.1%                    | 1                    |
|          | 3.2625       | 10               | -1.5   | 80.1%                    | 1                    |

The 95% confidence interval. These measures are displayed in Figure S.3 and Tables S.2–S.4, respectively. Finally, we also reported how often the chosen models did not converge or yielded an estimated OR $\geq 3000$. These were excluded from the calculations and reported as failures in the tables.
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Figure S.1: Displayed is the mean bias on the log-scale for the three scenarios (rows) and the three simulated marginal odds ratios (columns).
Figure S.2: Displayed is the median bias on the log-scale for the three scenarios (rows) and the three simulated marginal odds ratios (columns).
Figure S.3: Displayed is the coverage probability (in %) for the three scenarios (rows) and the three simulated marginal odds ratios (columns).
Table S.2: Median length of the 95% confidence intervals (Length CI), root mean square error of the estimated treatment effect (RMSE) and number of models (out of 2000 simulation runs) that did not converge or resulted in an OR > 3000 for Scenario 1: COVID-19. Crude OR refers to the simple logistic regression adjusting only for treatment assignment, Cov adjustment additionally adjusts for baseline covariates, PS covariate denotes the method including the PS in the outcome regression model and Simple DR g-comp and DR using quintiles refer to the doubly robust g-computation methods, respectively.

| True OR | N       | Crude OR | Cov adjusted | PS Covariate | IPTW | Simple DR g-comp | DR using quintiles | Match unadjusted | Match conditional | Match GEE |
|---------|---------|----------|--------------|--------------|------|------------------|-------------------|------------------|-------------------|----------|
| 1       | N = 40  | CI Length 5.912 | 6.037 | 4.519 | 4.195 | 28.36 | 8.301 | 6.736 | 6.958 | 5.998 |
|         |         | RMSE 2.642 | 7.063 | 1.527 | 2.031 | 9.059 | 1.817 | 2.094 | 1.23 | 1.946 |
|         |         | Failures 2 | 6 | 2 | 2 | 1 | 2 | 18 | 337 | 113 |
|         | N = 100 | CI Length 3.05 | 2.336 | 2.116 | 2.044 | 15.54 | 1.925 | 2.519 | 2.737 | 2.486 |
|         |         | RMSE 1.178 | 0.6674 | 0.5254 | 0.5315 | 5.158 | 0.487 | 0.6387 | 0.8687 | 18.31 |
|         |         | Failures 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|         | N = 1000 | CI Length 0.8548 | 0.6052 | 0.5757 | 0.5546 | 4.016 | 0.4826 | 0.6565 | 0.6999 | 0.6563 |
|         |         | RMSE 0.7283 | 0.1534 | 0.139 | 0.1246 | 1.192 | 0.1223 | 0.1937 | 0.2207 | 0.2165 |
|         |         | Failures 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 2       | N = 40  | CI Length 14.14 | 20.65 | 11.1 | 10.33 | 75.63 | 23.22 | 15.2 | 14.26 | 13.87 |
|         |         | RMSE 6.15 | 30.99 | 6.731 | 5.546 | 60.98 | 6.727 | 4.516 | 1.57 | 41.26 |
|         |         | Failures 4 | 37 | 4 | 4 | 3 | 3 | 80 | 485 | 189 |
|         | N = 100 | CI Length 6.713 | 6.411 | 4.863 | 4.55 | 31.41 | 4.515 | 5.604 | 6.613 | 5.548 |
|         |         | RMSE 2.668 | 2.12 | 1.306 | 1.163 | 10.23 | 1.08 | 1.527 | 2.611 | 1.614 |
|         |         | Failures 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|         | N = 1000 | CI Length 1.863 | 1.505 | 1.299 | 1.184 | 8.301 | 1.035 | 1.399 | 1.693 | 1.406 |
|         |         | RMSE 1.531 | 0.5763 | 0.3875 | 0.2736 | 2.406 | 0.2676 | 0.4305 | 0.6615 | 0.437 |
|         |         | Failures 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 10      | N = 40  | CI Length 113 | 304.6 | 91.59 | 77.36 | 8.811-10 | 2.779-10 | 67.11 | 35.34 | 56.45 |
|         |         | RMSE 21.43 | 204 | 55.25 | 26.56 | 149.1 | 93.19 | 7.556 | 6.444 | 56.07 |
|         |         | Failures 521 | 822 | 522 | 521 | 373 | 323 | 927 | 1425 | 994 |
|         | N = 100 | CI Length 62.98 | 91.52 | 46.12 | 40.95 | 23153036 | 408792930 | 47.75 | 76.84 | 47.38 |
|         |         | RMSE 24.55 | 68.07 | 17.51 | 17.41 | 82.79 | 16.95 | 11.36 | 4.545 | 11.58 |
|         |         | Failures 74 | 92 | 74 | 74 | 69 | 71 | 197 | 701 | 253 |
|         | N = 1000 | CI Length 14.42 | 14.76 | 10.8 | 8.993 | 54.91 | 8.515 | 10.62 | 18.07 | 10.66 |
|         |         | RMSE 9.004 | 7.19 | 4.191 | 2.297 | 15.93 | 2.146 | 3.359 | 8.592 | 3.404 |
|         |         | Failures 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
Table S.3: Median length of the 95% confidence intervals (Length CI), root mean square error of the estimated treatment effect (RMSE) and number of models (out of 2000 simulation runs) that did not converge or resulted in an OR > 3000 for Scenario 2: Unmeasured Confounder. Crude OR refers to the simple logistic regression adjusting only for treatment assignment, Cov adjustment additionally adjusts for baseline covariates, PS covariate denotes the method including the PS in the outcome regression model and Simple DR g-comp and DR using quintiles refer to the doubly robust g-computation methods, respectively.

| True OR | N   | CI Length | RMSE | Failures |
|---------|-----|-----------|------|----------|
|         |     | Crude OR  | Cov adjusted | PS Covariate | IPTW | Simple DR g-comp | DR using quintiles | Match unadjusted | Match conditional | Match GEE |
| 1       | N = 40 | 15.93 | 27.6 | 16.42 | 15.98 | 80.72 | 32.48 | 21.75 | 19.85 | 22.99 |
|         | N = 100 | 8.405 | 9.831 | 7.646 | 7.422 | 39.2 | 8.072 | 8.786 | 10.63 | 8.854 |
|         | N = 1000 | 2.285 | 2.238 | 1.991 | 1.924 | 18.84 | 1.837 | 2.138 | 2.536 | 2.165 |
| 2       | N = 40 | 45.63 | 108.5 | 46.45 | 43.65 | 350.8 | 157.1 | 56.03 | 35.34 | 54.46 |
|         | N = 100 | 21.89 | 32.12 | 20.42 | 19.32 | 101.2 | 23.99 | 23.86 | 32.95 | 24.22 |
|         | N = 1000 | 5.714 | 6.109 | 5.066 | 4.754 | 42.14 | 4.613 | 5.294 | 7.619 | 5.306 |
| 10      | N = 40 | 282.1 | 992.3 | 290.8 | 262.3 | 2.158·10^{12} | 8.803·10^{11} | 151 | 49.11 | 138.3 |
|         | N = 100 | 297.4 | 684.8 | 283.5 | 267.4 | 7.214·10^{9} | 7.658·10^{9} | 328.1 | 146.3 | 312.9 |
|         | N = 1000 | 75.46 | 88.63 | 67.68 | 61.92 | 352.3 | 69.45 | 69.38 | 146.3 | 69.88 |
Table S.4: Median length of the 95% confidence intervals (Length CI), root mean square error of the estimated treatment effect (RMSE) and number of models (out of 2000 simulation runs) that did not converge or resulted in an OR > 3000 for Scenario 3: Austin (2007). Crude OR refers to the simple logistic regression adjusting only for treatment assignment, Cov adjustment additionally adjusts for baseline covariates, PS covariate denotes the method including the PS in the outcome regression model and Simple DR g-comp and DR using quintiles refer to the doubly robust g-computation methods, respectively.

| True OR | N     | Crude OR | Cov adjusted | PS Covariate | IPTW | Simple DR g-comp | DR using quintiles | Match unadjusted | Match conditional | Match GEE |
|---------|-------|----------|-------------|--------------|------|------------------|-------------------|------------------|------------------|----------|
| 1       | N = 40 | CI Length 9.028 | 74.72 | 9.211 | 7.77 | 52.76 | 23.66 | 19.31 | 15.92 | 6.996 |
|         |       | RMSE 3.69 | 49.91 | 14.4 | 4.14 | 14.73 | 48.33 | 1.784 | 0.9255 | 86.05 |
|         |       | Failures 56 | 340 | 66 | 56 | 29 | 13 | 266 | 925 | 322 |
| 1       | N = 100 | CI Length 4.504 | 4.129 | 3.022 | 3.23 | 16.76 | 4.05 | 3.928 | 3.878 | 3.919 |
|         |       | RMSE 1.938 | 5.32 | 0.8009 | 1.286 | 4.446 | 0.8193 | 1.263 | 1.22 | 1.358 |
|         |       | Failures 0 | 0 | 0 | 0 | 0 | 0 | 1 | 47 | 100 |
| 1       | N = 1000 | CI Length 1.218 | 0.816 | 0.7266 | 0.8238 | 1.462 | 0.5933 | 0.8444 | 0.8581 | 0.8438 |
|         |       | RMSE 1.122 | 0.2211 | 0.173 | 0.1946 | 0.3965 | 0.1578 | 0.2422 | 0.2562 | 0.2825 |
|         |       | Failures 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 51 |
| 2       | N = 40 | CI Length 18.26 | 113.4 | 17.15 | 16.41 | 89.43 | 42.94 | 22.13 | 15.92 | 17.96 |
|         |       | RMSE 8.013 | 221.2 | 69.15 | 10.11 | 25.14 | 40.6 | 3.338 | 1.164 | 91.49 |
|         |       | Failures 56 | 498 | 72 | 56 | 24 | 12 | 341 | 837 | 443 |
| 2       | N = 100 | CI Length 8.968 | 12.08 | 6.018 | 6.701 | 27.4 | 6.984 | 7.24 | 8.334 | 7.347 |
|         |       | RMSE 3.904 | 7.728 | 1.566 | 2.502 | 8.264 | 1.692 | 2.336 | 2.326 | 2.342 |
|         |       | Failures 0 | 2 | 0 | 0 | 0 | 1 | 51 | 69 |
| 2       | N = 1000 | CI Length 2.367 | 2.098 | 1.446 | 1.625 | 2.925 | 1.152 | 1.635 | 1.766 | 1.634 |
|         |       | RMSE 2.251 | 0.9054 | 0.3702 | 0.3783 | 0.7551 | 0.2978 | 0.4734 | 0.5724 | 0.483 |
|         |       | Failures 0 | 0 | 0 | 0 | 0 | 0 | 0 | 17 |
| 10      | N = 40 | CI Length 150.2 | 2029 | 133.7 | 133.8 | 9.263·10^{11} | 23044 | 111.7 | 35.34 | 111.7 |
|         |       | RMSE 53.34 | 502.5 | 123.3 | 83.43 | 131.5 | 74.38 | 14.69 | 6.481 | 74.72 |
|         |       | Failures 125 | 1377 | 177 | 125 | 57 | 28 | 671 | 1418 | 766 |
| 10      | N = 100 | CI Length 59.41 | 356.8 | 40.1 | 44.18 | 178.1 | 49.66 | 49.43 | 69.9 | 48.87 |
|         |       | RMSE 35.34 | 321.7 | 19.73 | 26.92 | 45.28 | 22.4 | 21.6 | 4.646 | 22.98 |
|         |       | Failures 1 | 87 | 1 | 1 | 1 | 1 | 7 | 651 | 183 |
| 10      | N = 1000 | CI Length 14.77 | 26.89 | 9.183 | 9.804 | 16.95 | 7.145 | 9.681 | 16.26 | 9.851 |
|         |       | RMSE 13.16 | 20 | 3.692 | 2.333 | 4.436 | 1.806 | 3.171 | 6.869 | 4.452 |
|         |       | Failures 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 68 |
Figure S.4: Median bias and coverage probabilities for Scenario 1 with a true OR of 1 and different proportions of treated individuals. Note that the coverage is truncated to $\geq 75\%$ implying that the unadjusted method is not displayed for $N = 1000$. 
Figure S.5: Median bias and coverage probabilities for Scenario 3 with a true OR of 1 and different proportions of treated individuals. Note that the coverage is truncated to $\geq 75\%$ implying that the unadjusted method is not displayed for some settings.