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Abstract. In this paper we study fractional powers of the Bessel differential operator. The fractional powers are defined explicitly in the integral form without use of integral transforms in its definitions. Some general properties of the fractional powers of the Bessel differential operator are proved and some are listed. Among them are different variations of definitions, relations with the Mellin and Hankel transforms, group property, generalized Taylor formula with Bessel operators, evaluation of resolvent integral operator in terms of the Wright or generalized Mittag–Leffler functions. At the end, some topics are indicated for further study and possible generalizations. Also the aim of the paper is to attract attention and give references to not widely known results on fractional powers of the Bessel differential operator.

1. Introduction and historical remarks

This paper was published in [1] in the special issue of the Journal of Inequalities and Special Functions dedicated to Professor Ivan Dimovski’s contributions to different fields of mathematics: transmutation theory, special functions, integral transforms, function theory etc.

In this paper we study the differential Bessel operator in the form

\[ B_\nu = D^2 + \frac{\nu}{x}D, \quad \nu \geq 0, \quad D := \frac{d}{dx}, \quad (1.1) \]

and its fractional powers \((B_\nu)^\alpha, \alpha \in \mathbb{R}\). This operator has essential role in the theory of differential equations both as a radial part of the Laplace operator and also as involved in partial differential equations with Bessel operators. Such equations were called B–elliptic, B–hyperbolic and B–parabolic by I.A. Kipriyanov and intensively studied by his scientific school and many others researchers, now the term “Laplace–Bessel equations” is also used. For equations with Bessel operators and related topics cf. [2],[3],[4].

Of course fractional powers of the Bessel operator \((1.1)\) were studied in many papers. But in the most of them fractional powers were defined implicitly as a power function multiplication under Hankel transform. This definition via integral transforms leads to many restrictions. Just imagine that for the classical Riemann–Liouville fractional integrals we have to work only with its definitions via Laplace or Mellin transforms and nothing more without explicit integral representations. If it would be true, then 99% of classical “Bible” [6] and other books on fractional calculus would be empty as they mostly use explicit integral definitions! But for
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fractional powers of the Bessel operator at most papers implicit definitions via Hankel transform are still used. Of course such situation is not natural and in some papers different approaches to step closer to explicit formulas were studied. Let us mention that in [5] explicit formulas were derived as compositions of Erdélyi–Kober fractional integrals [6] on distribution spaces, in this monograph results on fractional powers of Bessel and related operators are gathered of McBride’s and earlier papers. An important step was done in [7] in which explicit definitions were derived in terms of the Gauss hypergeometric functions with different applications to PDE, we also use basic formulas from [7] in this paper. The most general study was fulfilled by I. Dimovski and V. Kiryakova [8], [9], [11], [12] for the more general class of hyper–Bessel differential operators related to the Obrechkoff integral transform. They constructed explicit integral representations of the fractional powers of these operators by using Meijer $G$–functions as kernels, and also intensively and successfully used for this the theory of transmutations. Note that in this and others fields of theoretical and applied mathematics, the methods of transmutation theory are very useful and productive and for some problems are even irreplaceable (see e.g. [10]). In [13]–[14] simplified representations for fractional powers of the Bessel operator were derived with Legendre functions as kernels, and based on them general definitions were simplified and unified with standard fractional calculus notation as in [6], and also important generalized Taylor formulas were proved which mix integer powers of Bessel operators (instead of derivatives in the classical Taylor formula) with fractional power of the Bessel operator as integral remainder term, cf. also [15]–[16].

In this paper we study fractional powers of the Bessel differential operator. The fractional powers are defined explicitly in the integral form without use of integral transforms in its definitions. Some general properties of the fractional powers of the Bessel differential operator are proved and some are listed. Among them are different variations of definitions, relations with the Mellin and Hankel transforms, group property, generalized Taylor formula with Bessel operators, evaluation of resolvent integral operator in terms of the Wright or generalized Mittag–Leffler functions. At the end, some topics are indicated for further study and possible generalizations. Also the aim of the paper is to attract attention and give references to not widely known results on fractional powers of the Bessel differential operator. Due to this, the paper contains more prolonged and detailed reference list.

2. Definitions

We give definitions and notations for fractional powers of the Bessel operator (1.1) following [13]–[14] in the unified way with “the Bible on Fractional Calculus” [6].

**Definition 1.** Let $\alpha > 0$. The right–sided fractional Bessel integral $B^{\alpha}_{\nu,b-}$ for $f(x) \in C^{[2\alpha]+1}(0,b]$, $b \in (0, +\infty)$, is defined by the formula

$$
(B^{\alpha}_{\nu,b-} f)(x) = \frac{1}{\Gamma(2\alpha)} \int_{x}^{b} \left( \frac{y^2-x^2}{2y} \right)^{2\alpha-1} \frac{\nu-1}{2} \frac{\nu}{\alpha; 2\alpha; 1} \frac{y^2}{2y} f(y) dy.
$$

(2.1)

The left–sided fractional Bessel integral $B^{\alpha}_{\nu,a+}$ for $f(x) \in C^{[2\alpha]+1}[a, +\infty)$, $a \in (0, +\infty)$, is defined by the formula
Let $f(x)$ be the formula $B_{\nu, -\alpha}$ defined by the formula:

$$
(B_{\nu, -\alpha} f)(x) = \frac{1}{\Gamma(2\alpha)} \int_a^x \frac{y^\nu}{x} \left( \frac{x^2 - y^2}{2y} \right)^{2\alpha - 1} 2F_1 \left( \frac{\alpha + \nu - 1}{2}, \alpha; 2\alpha; 1 - \frac{y^2}{x^2} \right) f(y) dy.
$$

(2.2)

The above Definition 1 is based on integral representations introduced for special cases $a = 1$, $b = 1$ in [7].

The cases $b=+\infty$ and $a=0$ were not studied before as they require more delicate considerations and estimates when applied. But they seem to be very important as in most applications boundary conditions for differential equations are given exactly at zero or infinity. So we introduce two more fractional Bessel integrals for these special values.

**Definition 2.** Let $\alpha > 0$. The right-sided fractional Bessel integral $B_{\nu, -\alpha}$ for $f(x) \in C^{[2\alpha]+1}(0, +\infty)$ is defined by the formula

$$
(B_{\nu, -\alpha}^R f)(x) = \frac{1}{\Gamma(2\alpha)} \int_x^\infty \frac{y^\nu}{x} \left( \frac{y^2 - x^2}{2y} \right)^{2\alpha - 1} 2F_1 \left( \frac{\alpha + \nu - 1}{2}, \alpha; 2\alpha; 1 - \frac{x^2}{y^2} \right) f(y) dy.
$$

(2.3)

The left-sided fractional Bessel integral $B_{\nu, -\alpha}^{-L}$ for $f(x) \in C^{[2\alpha]+1}(0, +\infty)$ is defined by the formula

$$
(B_{\nu, -\alpha}^{-L} f)(x) = \frac{1}{\Gamma(2\alpha)} \int_0^x \frac{y^\nu}{x} \left( \frac{x^2 - y^2}{2x} \right)^{2\alpha - 1} 2F_1 \left( \frac{\alpha + \nu - 1}{2}, \alpha; 2\alpha; 1 - \frac{x^2}{y^2} \right) f(y) dy.
$$

(2.4)

It was noted in [13]–[14] (cf. also [16]) that Definitions 1 and 2 may be simplified, as the kernels are expressed in the more simple way via Legendre functions (the Legendre functions are two-parameter family but the Gauss hypergeometric functions are in general three-parameter family). This simplification is based on the next formula from [17],

$$
2F_1(a, b; 2b; z) = 2^{2b-1} \frac{1}{\Gamma(a)} \left[ \left( b + \frac{1}{2} \right) \frac{1}{\sqrt{1 - z}} \right],
$$

and leads to the next simplified definitions on proper functions as above.

**Definition 3.** Let $\alpha > 0$. The right-sided fractional Bessel integral $B_{\nu, a, -\alpha}$ for $f(x) \in C^{[2\alpha]+1}(0, b], b \in (0, +\infty)$, is defined by the formula

$$
(B_{\nu, a, -\alpha}^R f)(x) = \frac{\sqrt{\pi}}{2^{2\alpha-1} \Gamma(a)} \int_x^b (y^2 - x^2)^{\alpha - \frac{1}{2}} \left( \frac{y}{x} \right)^{\alpha} P_{\frac{1}{2} - \alpha}^{\frac{1}{2} - a} \left[ \frac{1}{2} \left( \frac{x}{y} + \frac{y}{x} \right) \right] f(y) dy,
$$

and the left-sided fractional Bessel integral $B_{\nu, a, -\alpha}^{-L}$ for $f(x) \in C^{[2\alpha]+1}(a, +\infty)$, $a \in (0, +\infty)$, is defined by the formula

$$
(B_{\nu, a, -\alpha}^{-L} f)(x) = \frac{\sqrt{\pi}}{2^{2\alpha-1} \Gamma(a)} \int_0^x (x^2 - y^2)^{\alpha - \frac{1}{2}} \left( \frac{y}{x} \right)^{\alpha} P_{\frac{1}{2} - \alpha}^{\frac{1}{2} - a} \left[ \frac{1}{2} \left( \frac{x}{y} + \frac{y}{x} \right) \right] f(y) dy.
$$

Some important special cases are covered also by the following definition.

**Definition 4.** Let $\alpha > 0$. The right-sided fractional Bessel integral $B_{\nu, -\alpha}^R f(x) \in C^{[2\alpha]+1}(0, +\infty)$ is defined by the formula
and the left–sided fractional Bessel integral \( B^{-\alpha}_{\nu,0^+} f(x) \in C^{(2\alpha)+1}(0, +\infty) \) is defined by the formula

\[
(B^{-\alpha}_{\nu,0^+} f)(x) = \frac{\sqrt{\pi}}{2^{2\alpha-1}\Gamma(\alpha)} \int_{x}^{+\infty} (y^2 - x^2)^{\alpha-\frac{1}{2}} \left( \frac{y}{x} \right)^{\frac{\nu}{2} - \alpha \left[ \frac{1}{2} \left( \frac{x}{y} + \frac{y}{x} \right) \right]} f(y) dy.
\]

To define positive powers compositions with natural powers of the Bessel operator \( I_{\nu} \), we use the standard way and analytical continuation for complex powers just as in [6]. So we have a complete set of definitions for fractional powers of the Bessel differential operator \( I_{\nu} \).

3. Testing Definitions

To ensure a reader that Definitions 1–4 really define fractional powers of the Bessel differential operator \( I_{\nu} \), let us made simple calculations for two cases.

1. As we can see from (1.1) when \( \nu = 0 \) we obtain that Bessel operator is equal to the second derivative. It is easy to check that for \( \nu = 0 \) the next equalities are true:

\[
(B^{-\alpha}_{0,b^-} f)(x) = \frac{1}{\Gamma(2\alpha)} \int_{x}^{b} (y - x)^{2\alpha-1} f(y) dy = (I_{b^-}^{2\alpha} f)(x),
\]

(3.1)

\[
(B^{-\alpha}_{0,a^+} f)(x) = \frac{1}{\Gamma(2\alpha)} \int_{a}^{x} (x - y)^{2\alpha-1} f(y) dy = (I_{a^+}^{2\alpha} f)(x),
\]

(3.2)

\[
(B^{-\alpha}_{0} f)(x) = \frac{1}{\Gamma(2\alpha)} \int_{x}^{+\infty} (y - x)^{2\alpha-1} f(y) dy = (I_{0}^{2\alpha} f)(x),
\]

(3.3)

where \( I_{b^-}^{2\alpha} \) and \( I_{a^+}^{2\alpha} \) are the right-sided and left-sided Riemann-Liouville fractional integrals respectively (see formulas 2.17, 2.18 on p. 33 in [6]) and \( I_{0}^{2\alpha} \) is the Liouville fractional integral (see formula 5.3 on p. 94 in [6]).

**Proof.**

1. First we consider

\[
(B^{-\alpha}_{0,b^-} f)(x) = \frac{1}{\Gamma(2\alpha)} \int_{x}^{b} \left( \frac{y^2 - x^2}{2y} \right)^{2\alpha-1} 2F1 \left( \alpha - \frac{1}{2}; \alpha; 2\alpha; 1 - \frac{x^2}{y^2} \right) f(y) dy.
\]

Putting \( \alpha - \frac{1}{2} = p \) in \( 2F1 \left( \alpha - \frac{1}{2}; \alpha; 2\alpha; 1 - \frac{x^2}{y^2} \right) \), we obtain

\[
2F1 \left( \alpha - \frac{1}{2}; \alpha; 2\alpha; 1 - \frac{x^2}{y^2} \right) = 2F1 \left( p, p + \frac{1}{2}; 2p + 1; 1 - \frac{x^2}{y^2} \right).
\]

Using formula from [6]

\[
2F1 \left( p, p + \frac{1}{2}; 2p + 1; z \right) = 2^{2p} \left[ 1 + (1 - z)^{\frac{1}{2}} \right]^{-2p}
\]

we derive
The integral is left inverse to the differential Bessel operator

\[ 2F_1 \left( p, p + \frac{1}{2}, 2p + 1; 1 - \frac{x^2}{y^2} \right) = 2^{2p} \left[ 1 + \frac{x}{y} \right]^{-2p}, \]

or

\[ 2F_1 \left( \alpha - \frac{1}{2}, \alpha; 2\alpha; 1 - \frac{x^2}{y^2} \right) = 2^{2\alpha-1} \left[ 1 + \frac{x}{y} \right]^{1-2\alpha} = \left[ \frac{2y}{x+y} \right]^{2\alpha-1}. \]

Then

\[ \left( \frac{y^2 - x^2}{2y} \right)^{2\alpha-1} 2F_1 \left( \alpha - \frac{1}{2}, \alpha; 2\alpha; 1 - \frac{x^2}{y^2} \right) = (y-x)^{2\alpha-1} \]

and

\[ (B_{-\alpha}^{0,b} f)(x) = \frac{1}{\Gamma(2\alpha)} \int_x^b (y-x)^{2\alpha-1} f(y) dy = (I_{a}^{2\alpha} f)(x). \]

(2) Now we can put \( \nu = 0 \) for the second fractional Bessel operator:

\[ (B_{-\alpha}^{-\alpha} f)(x) = \frac{1}{\Gamma(2\alpha)} \int_x^a \left( \frac{x^2 - y^2}{2x} \right)^{2\alpha-1} 2F_1 \left( \alpha - \frac{1}{2}, \alpha; 2\alpha; 1 - \frac{y^2}{x^2} \right) f(y) dy \]

\[ = \frac{1}{\Gamma(2\alpha)} \int_x^a \left( \frac{x^2 - y^2}{2x} \right)^{2\alpha-1} \left[ \frac{2x}{x+y} \right]^{2\alpha-1} f(y) dy \]

\[ = \frac{1}{\Gamma(2\alpha)} \int_x^a (x-y)^{2\alpha-1} f(y) dy = (I_{a}^{2\alpha} f)(x). \]

(3) Finally we prove (3.3). It follows from

\[ (B_{0,-\alpha}^{0} f)(x) = \frac{1}{\Gamma(2\alpha)} \int_x^{+\infty} \left( \frac{y^2 - x^2}{2y} \right)^{2\alpha-1} 2F_1 \left( \alpha - \frac{1}{2}, \alpha; 2\alpha; 1 - \frac{x^2}{y^2} \right) f(y) dy \]

\[ = \frac{1}{\Gamma(2\alpha)} \int_x^{+\infty} (y-x)^{2\alpha-1} f(y) dy = (I_{a}^{2\alpha} f)(x). \]

\( \square \)

2. Let us check the following properties of the fractional Bessel integrals.

When \( \alpha=1 \) and \( \lim_{x \to b^-} g(x)=0, \lim_{x \to b^+} g(x)=0 \) the right-sided fractional Bessel integral is left inverse to the differential Bessel operator

\[ (B_{-\nu,b}^{\nu} B_{\nu} g(x))(x) = g(x). \]

When \( \alpha=1 \) and \( \lim_{x \to a+0} g(x)=0, \lim_{x \to a^-0} g(x)=0 \) the left-sided fractional Bessel integral is left inverse to the differential Bessel operator

\[ (B_{-\nu}^{-\nu} B_{\nu} g(x))(x) = g(x). \]

When \( \alpha=1 \) and \( \lim_{x \to +\infty} g(x)=0, \lim_{x \to +\infty} g'(x)=0 \) the left-sided fractional Bessel integral \( B_{-\nu}^{-\nu} \) is left inverse to the differential Bessel operator

\[ (B_{-\nu}^{-\nu} B_{\nu} g(x))(x) = g(x). \]
Proof. (1) Let \( \alpha=1 \) in \( B_{\nu,b}^{-1} \), then we have

\[
(B_{\nu,b}^{-1} f)(x) = \int_x^b \left( \frac{y^2 - x^2}{2y} \right) \left( \frac{\nu+1}{2}, 1; 1 - \frac{x^2}{y^2} \right) f(y) dy.
\]

For \( \alpha=1 \) we can transform the hypergeometric function:

\[
2F_1 \left( \frac{\nu+1}{2}, 1; 2; 1 - \frac{x^2}{y^2} \right) = \frac{\Gamma(2)}{\Gamma(1)\Gamma(1)} \int_0^1 \left( 1 + \left( \frac{x^2}{y^2} - 1 \right) t \right)^{\frac{\nu+1}{2}} dt
\]

\[
= \frac{1}{\nu - 1} \frac{2}{1 - \nu} \left( 1 + \left( \frac{x^2}{y^2} - 1 \right) t \right)^{\frac{\nu+1}{2}} \bigg|_{t=0}^{t=1} = \frac{y^2}{x^2 - y^2} \left[ \left( \frac{x}{y} \right)^{1-\nu} - 1 \right].
\]

We obtain the formula

\[
2F_1 \left( \frac{\nu+1}{2}, 1; 2; 1 - \frac{x^2}{y^2} \right) = \frac{2}{1 - \nu} \frac{y^2}{x^2 - y^2} \left[ \left( \frac{x}{y} \right)^{1-\nu} - 1 \right]. \quad (3.4)
\]

Then,

\[
(B_{\nu,b}^{-1} f)(x) = \frac{2}{1 - \nu} \int_x^b \left( \frac{y^2 - x^2}{2y} \right) \frac{y^2}{x^2 - y^2} \left[ \left( \frac{x}{y} \right)^{1-\nu} - 1 \right] f(y) dy
\]

\[
= \frac{1}{\nu - 1} \int_x^b y \left[ \left( \frac{x}{y} \right)^{1-\nu} - 1 \right] f(y) dy.
\]

Let \( f(x) = B_{\nu} g(x) = g''(x) + \frac{\nu}{x} g'(x) \) and \( \lim_{x \to b^-} g(x) = 0, \lim_{x \to b^-} g'(x) = 0 \), then

\[
(B_{\nu,b}^{-1} f)(x) = (B_{\nu,b}^{-1} B_{\nu} g)(x) = \frac{1}{\nu - 1} \int_x^b y \left[ \left( \frac{x}{y} \right)^{1-\nu} - 1 \right] \left( g''(y) + \frac{\nu}{y} g'(y) \right) dy
\]

\[
= \frac{1}{\nu - 1} \int_x^b y \left[ \left( \frac{x}{y} \right)^{1-\nu} - 1 \right] g''(y) dy + \nu \int_x^b \left[ \left( \frac{x}{y} \right)^{1-\nu} - 1 \right] g'(y) dy.
\]

Integrating by parts the first term twice we obtain

\[
\int_x^b y \left[ \left( \frac{x}{y} \right)^{1-\nu} - 1 \right] g''(y) dy = y \left[ \left( \frac{x}{y} \right)^{1-\nu} - 1 \right] g(y) \bigg|_{y=x}^{y=b} - \int_x^b \left( (\nu x^{1-\nu} y^{\nu-1} - 1) g'(y) dy \right)
\]

\[
= - (\nu x^{1-\nu} y^{\nu-1} - 1) g(y) \bigg|_{y=x}^{y=b} + \nu (\nu - 1) x^{1-\nu} \int_x^b y^{\nu-2} g(y) dy
\]

\[
= (\nu - 1) g(x) + \nu (\nu - 1) x^{1-\nu} \int_x^b y^{\nu-2} g(y) dy.
\]
Integrating by parts the second term once, we obtain
\[
\int_a^b \left[ \left( \frac{x}{y} \right)^{1-\nu} - 1 \right] g'(y) dy = \left[ \left( \frac{x}{y} \right)^{1-\nu} - 1 \right] g(y) \bigg|_{y=a}^{y=b} - \frac{\nu - 1}{x^{\nu-1}} \int_a^b x^{\nu-2} g(y) dy
\]
\[
= - (\nu - 1)x^{1-\nu} \int_a^b y^{\nu-2} g(y) dy.
\]
Hence,
\[
(B_{\nu,b}^{-1} - B_{\nu} g)(x) = \frac{1}{(\nu - 1)} \left( (\nu - 1)g(x) + \nu(\nu - 1)x^{1-\nu} \int_a^b x^{\nu-2} g(y) dy \right)
\]
\[
- \nu(\nu - 1)x^{1-\nu} \int_a^b y^{\nu-2} g(y) dy = g(x).
\]

(2) Let \( \alpha = 1 \) in \( B_{\nu,a}^{-1} f \), then we have
\[
(B_{\nu,a}^{-1} f)(x) = \int_a^x \left( \frac{y}{x} \right)^\nu \left( \frac{y^2 - x^2}{2x} \right) \frac{x^2}{y^2 - x^2} \left[ \left( \frac{y}{x} \right)^{1-\nu} - 1 \right] f(y) dy
\]
Using (3.4), we get
\[
(B_{\nu,a}^{-1} f)(x) = \int_a^x \left( \frac{y}{x} \right)^\nu \left( \frac{y^2 - x^2}{2x} \right) \frac{x^2}{y^2 - x^2} \left[ \left( \frac{y}{x} \right)^{1-\nu} - 1 \right] f(y) dy
\]
\[
= \frac{x^\nu}{\nu - 1} \int_a^x \left( \frac{y}{x} \right)^{1-\nu} f(y) dy = \frac{1}{\nu - 1} \int_a^x y \left[ 1 - (\frac{y}{x})^{\nu-1} \right] f(y) dy.
\]
Let \( f(x) = B_{\nu} g(x) = g''(x) + \frac{\nu}{x} g'(x) \) and \( \lim_{x \to a+0} g(x) = 0, \lim_{x \to a+0} g'(x) = 0 \), then
\[
(B_{\nu,a}^{-1} f)(x) = (B_{\nu,a}^{-1} B_{\nu} g)(x) = \frac{1}{\nu - 1} \int_a^x y \left[ 1 - (\frac{y}{x})^{\nu-1} \right] \left( g''(y) + \frac{\nu}{y} g'(y) \right) dy
\]
\[
= \frac{1}{\nu - 1} \int_a^x y \left[ 1 - (\frac{y}{x})^{\nu-1} \right] g''(y) dy + \nu \int_a^x \left[ 1 - (\frac{y}{x})^{\nu-1} \right] g'(y) dy.
\]
Integrating by parts the first term twice we obtain
\[
\int_a^x y \left[ 1 - (\frac{y}{x})^{\nu-1} \right] g''(y) dy
\]
\[
= y \left[ 1 - (\frac{y}{x})^{\nu-1} \right] g''(y) \bigg|_{y=a}^{y=x} - \nu \int_a^x \left[ 1 - (\frac{y}{x})^{\nu-1} \right] g'(y) dy
\]
\[
= - \nu \int_a^x \left[ 1 - (\frac{y}{x})^{\nu-1} \right] g(y) dy = - \nu(\nu - 1)x^{1-\nu} \int_a^x y^{\nu-2} g(y) dy
\]
\[
= (\nu - 1)g(x) - \nu(\nu - 1)x^{1-\nu} \int_a^x y^{\nu-2} g(y) dy.
\]
Integrating by parts the second term once we obtain
\[
\int_a^x \left[ 1 - \left( \frac{y}{x} \right)^{\nu-1} \right] g'(y)dy = \left. \left[ 1 - \left( \frac{y}{x} \right)^{\nu-1} \right] g(y) \right|_{y=a}^{y=x} + (\nu - 1)x^{1-\nu} \int_a^x y^{\nu-2}g(y)dy
\]
\[
= (\nu - 1)x^{1-\nu} \int_a^x y^{\nu-2}g(y)dy.
\]

Returning to \((B_{\nu,a}^{-1}B_{\nu}g)(x)\), we have
\[
(B_{\nu,a}^{-1}B_{\nu}g)(x) = g(x) - (\nu x^{1-\nu} \int_a^x y^{\nu-2}g(y)dy + \nu x^{1-\nu} \int_a^x y^{\nu-2}g(y)dy = g(x).
\]

(3) Let \(\alpha = 1\) in \(B_{\nu,\alpha}^{-1}\), then we have
\[
(B_{\nu,1}^{-1}f)(x) = \int_{\infty}^{+\infty} \left( \frac{y^2 - x^2}{2y} \right) \frac{1}{y} \, y \left[ \left( \frac{x}{y} \right)^{1-\nu} - 1 \right] f(y)dy.
\]

Then using (3.4) we have
\[
(B_{\nu,1}^{-1}f)(x) = \frac{1}{\nu - 1} \int_{\infty}^{+\infty} y \left[ \left( \frac{x}{y} \right)^{1-\nu} - 1 \right] g''(y)dy.
\]

Let \(f(x) = B_{\nu}g(x) = g''(x) + \frac{\nu}{y}g'(x) \) and \(\lim_{x \to +\infty} g(x) = 0\), \(\lim_{x \to +\infty} g'(x) = 0\), then
\[
(B_{\nu,1}^{-1}f)(x) = (B_{\nu,1}^{-1}B_{\nu}g)(x) = \frac{1}{\nu - 1} \int_{\infty}^{+\infty} y \left[ \left( \frac{x}{y} \right)^{1-\nu} - 1 \right] \left( g''(y) + \frac{\nu}{y}g'(y) \right)dy
\]
\[
= \frac{1}{\nu - 1} \left[ \int_{\infty}^{+\infty} y \left[ \left( \frac{x}{y} \right)^{1-\nu} - 1 \right] g''(y)dy + \nu \int_{\infty}^{+\infty} \left[ \left( \frac{x}{y} \right)^{1-\nu} - 1 \right] g'(y)dy \right].
\]

Integrating by parts the first term twice we obtain
\[
\int_{\infty}^{+\infty} y \left[ \left( \frac{x}{y} \right)^{1-\nu} - 1 \right] g''(y)dy
\]
\[
= y \left[ \left( \frac{x}{y} \right)^{1-\nu} - 1 \right] g(y) \bigg|_{y=x}^{y=+\infty} - \int_{x}^{+\infty} (\nu x^{1-\nu} y^{\nu-1} - 1)g'(y)dy
\]
\[
= -(\nu x^{1-\nu} y^{\nu-1} - 1)g(y) \bigg|_{y=x}^{y=+\infty} + \nu(\nu - 1)x^{1-\nu} \int_{x}^{+\infty} y^{\nu-2}g(y)dy
\]
\[
= (\nu - 1)g(x) + \nu(\nu - 1)x^{1-\nu} \int_{x}^{+\infty} y^{\nu-2}g(y)dy.
\]

Integrating by parts the second term once we obtain
\[
\int_{x}^{+\infty} \left[ \left( \frac{x}{y} \right)^{1-\nu} - 1 \right] g'(y)dy = \left[ \left( \frac{x}{y} \right)^{1-\nu} - 1 \right] g(y) \bigg|_{y=x}^{y=+\infty} - \frac{\nu - 1}{x^{\nu-1}} \int_{x}^{+\infty} y^{\nu-2}g(y)dy
\]
\[-(\nu - 1)x^{1-\nu} \int_{x}^{b} y^{\nu-2} g(y) dy.\]

Hence,

\[
(B_{\nu}^{-1} B_{\nu} g)(x) = \frac{1}{(\nu - 1)} \left[ (\nu - 1)g(x) + \nu(\nu - 1)x^{1-\nu} \int_{x}^{+\infty} y^{\nu-2} g(y) dy \right. \\
- \nu(\nu - 1)x^{1-\nu} \int_{x}^{+\infty} y^{\nu-2} g(y) dy \left. \right] = g(x). \]

\[\square\]

**Corollary 3.1.** The next four formulas are valid for \(0 < \nu < 1\) on proper functions:

\[
(B_{\nu, b}^{-1} f)(x) = \frac{1}{\nu - 1} \int_{x}^{b} \left[ \left( \frac{x}{y} \right)^{1-\nu} - 1 \right] f(y) dy,
\]

\[
(B_{\nu, a}^{-1} f)(x) = \frac{1}{\nu - 1} \int_{a}^{x} \left[ 1 - \left( \frac{y}{x} \right)^{\nu-1} \right] f(y) dy,
\]

\[
(B_{\nu, 0}^{-1} f)(x) = \frac{1}{\nu - 1} \int_{x}^{+\infty} \left[ \left( \frac{x}{y} \right)^{1-\nu} - 1 \right] f(y) dy,
\]

\[
(B_{\nu, 0+}^{-1} f)(x) = \frac{1}{\nu - 1} \int_{0}^{x} \left[ 1 - \left( \frac{y}{x} \right)^{\nu-1} \right] f(y) dy.
\]

### 4. Mellin Transform and Fractional Powers of the Bessel Differential Operator

The Mellin transform is a powerful tool for fractional calculus and related differential equations, cf. [6], [18], [19], [16]. For more general views and applications of integral transforms method, cf. [12], [20].

The Mellin transform of a function \(f\) is defined by

\[
Mf(s) = f^*(s) = \int_{0}^{\infty} x^{s-1} f(x) dx.
\]

Let us find the result of the Mellin transform applied to the fractional Bessel power operator \(B_{\nu,-}^{-\alpha}\).

**Theorem 4.1.** The Mellin transform of \(B_{\nu,-}^{-\alpha}\) is determined by the formula

\[
((B_{\nu,-}^{-\alpha} f)(x))^*(s) = \frac{1}{2^{2\alpha}} \Gamma \left[ \alpha + \frac{s}{2}, \alpha + \frac{s-1}{2}, \frac{s}{2} - \frac{\nu-1}{2}, \frac{s}{2} + \frac{\nu}{2} \right] f^*(2\alpha + s). \quad (4.1)
\]
Proof. We start from the definitions

\[
((B_{\nu,\alpha} f)(x))^*(s) = \frac{1}{\Gamma(2\alpha)} \int_0^\infty x^{s-1} (B_{\nu,\alpha} f)(x) \, dx
\]

\[
= \frac{1}{\Gamma(2\alpha)} \int_0^\infty \left( \frac{y^2 - x^2}{2y} \right)^{2\alpha-1} 2F_1 \left( \alpha + \frac{\nu - 1}{2}, \alpha; 1 - \frac{x^2}{y^2} \right) f(y) \, dy
\]

\[
= \frac{1}{\Gamma(2\alpha)} \int_0^\infty f(y)(2y)^{1-2\alpha} \, dy \int_0^{(y^2 - x^2)^{2\alpha-1}} 2F_1 \left( \alpha + \frac{\nu - 1}{2}, \alpha; 1 - \frac{x^2}{y^2} \right) x^{s-1} \, dx.
\]

Let us find

\[
I = \int_0^y (y^2 - x^2)^{2\alpha-1} 2F_1 \left( \alpha + \frac{\nu - 1}{2}, \alpha; 1 - \frac{x^2}{y^2} \right) x^{s-1} \, dx
\]

\[
= \frac{1}{2} \int_0^{y^2} (y^2 - x^2)^{2\alpha-1} 2F_1 \left( \alpha + \frac{\nu - 1}{2}, \alpha; 1 - x/y^2 \right) y^{2s-1} \, dx.
\]

Using the following formula 2.21.11 from [17], p. 265,

\[
\int_0^z x^{\alpha-1} (z - x)^{\nu-1} 2F_1 \left( a, b; 1 - \frac{x}{z} \right) dx = z^{\alpha+\nu-1} \Gamma \left( \alpha, c - a - b + \alpha \right) \chi
\]

\[z > 0, \quad \text{Re} c > 0, \quad \text{Re}(c - a - b + \alpha) > 0,\]

we have

\[z = y^2 > 0, \quad c = 2\alpha > 0, \quad a = \alpha + \frac{\nu - 1}{2}, \quad b = \alpha, \quad \alpha = \frac{s}{2}, \]

\[c - a - b + \alpha = \frac{s}{2} - \frac{\nu - 1}{2} > 0 \Rightarrow s > \nu - 1.\]

Then

\[
I = \frac{y^{4\alpha + s - 2}}{2} \Gamma \left[ \alpha + \frac{s}{2}, \frac{s}{2} - \frac{\nu - 1}{2}, \frac{s}{2} + \frac{\nu - 1}{2} \right]
\]

and

\[
((B_{\nu,\alpha} f)(x))^*(s) = \frac{1}{2} \Gamma \left[ \alpha + \frac{s}{2} - \frac{\nu - 1}{2}, \frac{s}{2} - \frac{\nu - 1}{2} \right] \int_0^\infty f(y)(2y)^{1-2\alpha} y^{4\alpha + s - 2} \, dy
\]

\[
= \frac{1}{2^{2\alpha}} \Gamma \left[ \alpha + \frac{s}{2} - \frac{\nu - 1}{2}, \frac{s}{2} - \frac{\nu - 1}{2} \right] \int_0^\infty f(y)y^{2\alpha + s - 1} \, dy
\]

\[
= \frac{1}{2^{2\alpha}} \Gamma \left[ \alpha + \frac{s}{2} - \frac{\nu - 1}{2}, \frac{s}{2} - \frac{\nu - 1}{2} \right] f^*(2\alpha + s).
\]

So we finally prove that

\[
((B_{\nu,\alpha} f)(x))^*(s) = \frac{1}{2^{2\alpha}} \Gamma \left[ \alpha + \frac{s}{2} - \frac{\nu - 1}{2}, \frac{s}{2} - \frac{\nu - 1}{2} \right] f^*(2\alpha + s). \tag{4.2}
\]

It is easy now to check the group property or an index law via the Mellin transform.
Theorem 4.2. The following group properties or index laws are valid:

\[ B_{\nu,-}^{-\alpha} B_{\nu,-}^{-\beta} f = B_{\nu,-}^{-(\alpha + \beta)} f, \tag{4.3} \]

\[ B_{\nu,0+}^{-\alpha} B_{\nu,0+}^{-\beta} f = B_{\nu,0+}^{-(\alpha + \beta)} f. \tag{4.4} \]

Proof. Let \( g(y) = (B_{\nu,-}^{-\beta} f)(y) \). Using (4.2) we have

\[(B_{\nu,-}^{-\alpha} [(B_{\nu,-}^{-\beta} f)(y)](x))^*(s) = ((B_{\nu,-}^{-\alpha} g)(x))^*(s) \]

\[= \frac{1}{2\pi i} \int_{c-B\frac{\alpha-\beta}{2}}^{c+B\frac{\alpha-\beta}{2}} \frac{\Gamma\left[\alpha + \frac{\beta}{2} - \frac{\mu-1}{2}, \frac{s}{\alpha} - \frac{\beta}{2} \right]}{\Gamma\left[\alpha - \frac{\beta}{2} \right]} \frac{g^*(2\alpha + s) f^*(2\alpha + s)}{s} ds. \]

On the other hand,

\[(B_{\nu,-}^{-(\alpha + \beta)} f)^*(s) = \frac{1}{2\pi i} \int_{c-B\frac{\alpha-\beta}{2}}^{c+B\frac{\alpha-\beta}{2}} \frac{\Gamma\left[\alpha + \beta + \frac{\beta}{2} - \frac{\mu-1}{2}, \frac{s+\beta}{\alpha} - \frac{\beta}{2} \right]}{\Gamma\left[\alpha + \frac{\beta}{2} \right]} f^*(2\alpha + 2\beta + s) ds. \]

We have the true equality

\[ \frac{1}{2\pi i} \int_{c-B\frac{\alpha-\beta}{2}}^{c+B\frac{\alpha-\beta}{2}} \frac{\Gamma\left[\alpha + \frac{\beta}{2} - \frac{\mu-1}{2}, \frac{s}{\alpha} - \frac{\beta}{2} \right]}{\Gamma\left[\alpha - \frac{\beta}{2} \right]} \frac{g^*(2\alpha + s) f^*(2\alpha + s)}{s} ds = \frac{1}{2\pi i} \int_{c-B\frac{\alpha-\beta}{2}}^{c+B\frac{\alpha-\beta}{2}} \frac{\Gamma\left[\alpha + \beta + \frac{\beta}{2} - \frac{\mu-1}{2}, \frac{s+\beta}{\alpha} - \frac{\beta}{2} \right]}{\Gamma\left[\alpha + \frac{\beta}{2} \right]} f^*(2\alpha + 2\beta + s) ds. \]

that proves (4.3). The relation (4.4) is proved similarly. \qed

5. Further properties of fractional powers of the Bessel differential operator

Here let us list some further properties of fractional powers of Bessel differential operator.

Proposition 5.1. Let \( f(x) = x^m, \ x > 0, m \in \mathbb{R} \). Then the integrals \( B_{\nu,-}^{\alpha} \) and \( B_{\nu,0+}^{\alpha} \) of power function are defined by formulas

\[ B_{\nu,-}^{\alpha} x^m = x^{2\alpha + m} 2^{-2\alpha} \Gamma \left[ -\alpha + \frac{m}{2}, -\frac{\nu-1}{2} - \frac{m}{2} \right], \quad m + 2\alpha + \nu < 1, \]

\[ B_{\nu,0+}^{\alpha} x^m = x^{2\alpha + m} 2^{-2\alpha} \Gamma \left[ \frac{m+\nu+1}{2}, \frac{m+1}{2} + \frac{\nu}{2} \right], \quad \alpha + \frac{m+\nu+1}{2} \].

Corollary 5.2. The operator \( \frac{1}{x} B_{\nu,-}\alpha \) is of the so-called Dzhurbashyan–Gelfond–Leontiev type (see [6], [12]) when \( m + 2\alpha + \nu < 1 \). This means that it acts on power series by the rule

\[ \frac{1}{2\pi i} \int_{c-B\frac{\alpha-\beta}{2}}^{c+B\frac{\alpha-\beta}{2}} \frac{\Gamma\left[\alpha + \frac{\beta}{2} - \frac{\mu-1}{2}, \frac{s+\beta}{\alpha} - \frac{\beta}{2} \right]}{\Gamma\left[\alpha - \frac{\beta}{2} \right]} \frac{g^*(2\alpha + s) f^*(2\alpha + s)}{s} ds = \sum_{k=0}^{\infty} c(\alpha, k) a_k z^k, \]

\[ c(\alpha, k) = 2^{-2\alpha} \Gamma \left[ -\frac{\alpha + \frac{k}{2}}{1-\nu-k}, -\frac{\nu-1}{2} - \frac{\alpha + \frac{k}{2}}{2} \right], \quad a_k \in \mathbb{R}. \]
Corollary 5.3. The operator \( \frac{1}{z^{2\alpha}} B_{\nu,0}^{-\alpha} \) is of Dzhrbashyan–Gelfond–Leontiev type:

\[
\frac{1}{z^{2\alpha}} B_{\nu,0}^{-\alpha} \left( \sum_{k=0}^{\infty} a_k z^k \right) = \left( \sum_{k=0}^{\infty} d(\alpha, k) a_k z^k \right),
\]

\[d(\alpha, k) = 2^{-2\alpha} \Gamma \left[ \frac{m+\mu+1}{2}, \alpha + \frac{m+1}{2} \right] \Gamma \left[ \alpha + \frac{m+\mu+1}{2} \right], \quad a_k \in \mathbb{R}.\]

Proposition 5.4. The formula for integration by parts is valid on proper functions:

\[
\int_{0}^{+\infty} f(x)(B_{\nu,0}^{-\alpha} g)(x)x^\nu dx = \int_{0}^{+\infty} g(x)(B_{\nu}^{-\alpha} f)(x)x^\nu dx.
\]

Proposition 5.5. The following formula for the Bessel fractional integral applied to the Bessel function is valid:

\[
(B_{\nu,0}^{-\alpha+\nu} J_{\nu-1/2})(x \xi) = \frac{1}{\xi^{2\alpha}} J_{-\nu-1/2,\alpha}(x \xi).
\]

Here \( J_{-\nu-1/2,\alpha}(\cdot) \) is the Wright function defined by

\[
J_{\mu,\lambda}(z) = \sum_{m=0}^{\infty} \frac{(-1)^m}{\Gamma(\gamma + m\mu + \lambda + 1) \Gamma(\lambda + m + 1)} \left( \frac{z}{2} \right)^{2m+\gamma+2\lambda}. \tag{5.3}
\]

Such Wright functions are also often known as generalized Mittag–Leffler functions, cf. [12], [21]–[23], [24], [25], [26].

6. Hankel Transform and Fractional Powers of the Bessel Differential Operator

The Hankel transform we apply here is defined as:

\[
(H_{\nu} f)(\xi) = \frac{1}{\xi^{\nu}} \int_{0}^{+\infty} J_{\nu-1/2}(x \xi) x^{\nu + 1/2} f(x) dx. \tag{6.1}
\]

Also in this section we deal with the integral transform of the form

\[
(R_{\nu}^\alpha f)(\xi) = \int_{0}^{+\infty} J_{-\nu-1/2,\alpha}(x \xi) x^{\nu + 1/2} f(x) dx, \tag{6.2}
\]

where \( J_{-\nu-1/2,\alpha}(x) \) is the Wright or generalized Mittag–Leffler function defined in (5.3).

Now we prove that our version of the explicit fractional powers of the Bessel differential operator defined by integral representations is closely connected with Hankel transform.

Theorem 6.1. The next formula is valid on proper functions

\[
(H_{\nu} B_{\nu}^{-\alpha} f)(\xi) = \xi^{-2\alpha}(R_{\nu}^\alpha f)(\xi), \tag{6.3}
\]

where \( R_{\nu}^\alpha \) is the transform defined by (6.2) with Wright function kernel.
Proof. We are using (5.1),
\[ (H_\nu B_{\nu,-}^\alpha f)(\xi) = \int_0^{+\infty} J_{\nu-1}(x\xi) x^{\frac{\alpha}{2}} (B_{\nu,-}^\alpha f)(x) \, dx \]
\[ = \int_0^{+\infty} \left( (B_{\nu,0+}^\alpha y^{\frac{1-\nu}{2}} J_{\nu-1}(x\xi)) f(x) \right) x' \, dx. \]
From (5.2) we obtain
\[ (H_\nu B_{\nu,-}^\alpha f)(\xi) = \int_0^{+\infty} \left( (B_{\nu,0+}^\alpha y^{\frac{1-\nu}{2}} J_{\nu-1}(x\xi)) f(x) \right) x' \, dx \]
\[ = \xi^{-2\alpha} \int_0^{+\infty} x^{\frac{1-\nu}{2}} J_{\nu-1-\alpha}(x\xi) f(x) x' \, dx \]
\[ = \xi^{-2\alpha} \int_0^{+\infty} J_{\nu-1-\alpha}(x\xi) f(x) x^{\frac{1-\nu}{2}} \, dx = \xi^{-2\alpha} (R^\alpha_\nu f)(\xi). \]
\[ \square \]

7. Finding a resolvent for fractional powers of the Bessel differential operator

We consider resolvents for integral operators at standard setting, cf. [27]. For any linear operator \( A \) on some Banach space \( \Phi \) let us consider the equation
\[ (A - \lambda I) g = f; \quad \lambda \in \mathbb{C}; \quad f, g \in \Phi, \]
(7.1)
and its solution as resolvent operator due to the well–known formula from [27]
\[ g = R_\lambda f = (A - \lambda I)^{-1} f = -(\lambda I - A)^{-1} f = -\frac{1}{\lambda} \left( I - \frac{1}{\lambda} A \right)^{-1} f \]
\[ = -\frac{1}{\lambda} \sum_{k=0}^{\infty} \left( \frac{1}{\lambda} A \right)^k f = -\frac{1}{\lambda} f - \frac{1}{\lambda} \left( \sum_{k=1}^{\infty} A^k \right) f. \]
(7.2)

Note that if integral representations are known for all powers \( A^k \), then an integral representation for the resolvent is readily following from [11], of course if the series are convergent. In this way it is possible to get resolvent operators for the Riemann–Liouville fractional integrals, known as the Hille–Tamarkin formula [3] (in fact first proved by M.M. Dzhrbashyan in [28]), and also for the Erdélyi–Kober fractional integrals but we omit it here.

Theorem 7.1. For a resolvent operator of \( (B_{\nu,-}^\alpha) \) the next formula is valid
\[ R_\lambda f = -\frac{1}{\lambda} f - \frac{1}{\lambda^2} \int f(y) \frac{y^2 - x^2}{2y} \frac{2^{\alpha-1}}{2^\alpha} \, dy \int_0^1 t^{\alpha-1}(1-t)^{\alpha-1} \]
\[ \times \left( 1 - \left( 1 - \frac{x^2}{y^2} \right) t \right)^{-\alpha} E_{(\alpha,\alpha),(\alpha,\alpha)} \left( \frac{1}{\lambda} \left( \frac{1}{4} \frac{t(1-t)(y^2-x^2)^2}{y^2-(y^2-x^2)t} \right) \right) \, dt, \]
with the Wright or generalized (multi-index) Mittag–Leffler function
\[ E_{(1/\rho_1),\ldots,(1/\rho_m)}(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(\mu_1 + k/\rho_1)\cdots\Gamma(\mu_m + k/\rho_m)}, \]
(7.3)
cf. [12, 21–23, 24, 25, 26].
Proof. Let us consider
\[
(B_{\nu}^{-\alpha} f)(x) = \frac{1}{\Gamma(2\alpha)} \int_{x}^{+\infty} \left(\frac{y^2 - x^2}{2y}\right)^{2\alpha - 1} 2F_1 \left(\alpha + \frac{\nu - 1}{2}, \alpha; 1 - \frac{x^2}{y^2} \right) f(y) dy.
\]
Using the group property or index law, we have
\[
(B_{\nu}^{-\alpha} f)^k = B_{\nu}^{-\alpha_k} f.
\]
Then from (7.2) we obtain
\[
R_\lambda f = -\frac{1}{\lambda} f - \frac{1}{\lambda} \int_{x}^{+\infty} f(y) dy \sum_{k=1}^{\infty} \frac{1}{\lambda k \Gamma(2\alpha_k)} \left(\frac{y^2 - x^2}{2y}\right)^{2\alpha k - 1} 2F_1 \left(\alpha + \frac{\nu - 1}{2}, \alpha; 1 - \frac{x^2}{y^2} \right) f(y) dy
\]
\[
= -\frac{1}{\lambda} f - \frac{1}{\lambda} \int_{x}^{+\infty} f(y) dy \sum_{k=1}^{\infty} \frac{1}{\lambda k \Gamma(2\alpha_k)} \left(\frac{y^2 - x^2}{2y}\right)^{2\alpha k - 1} 2F_1 \left(\alpha + \frac{\nu - 1}{2}, \alpha; 1 - \frac{x^2}{y^2} \right) f(y) dy
\]
\[
\times \sum_{k=1}^{\infty} \frac{1}{\lambda k \Gamma(2\alpha_k)} \left(\frac{y^2 - x^2}{2y}\right)^{2\alpha k - 1} 2F_1 \left(\alpha + \frac{\nu - 1}{2}, \alpha; 1 - \frac{x^2}{y^2} \right) f(y) dy
\]
Using the integral representation for the hypergeometric function for \(c - a - b > 0:\)
\[
F(a, b; c; z) = \frac{\Gamma(c)}{\Gamma(b)\Gamma(c - b)} \int_{0}^{1} t^{b-1}(1 - t)^{c-b-1}(1 - tz)^{-a} dt,
\]
we obtain
\[
R_\lambda f = -\frac{1}{\lambda} f - \frac{1}{\lambda} \int_{x}^{+\infty} f(y) dy \sum_{k=1}^{\infty} \frac{1}{\lambda k \Gamma(2\alpha_k)} \left(\frac{y^2 - x^2}{2y}\right)^{2\alpha k - 1} 2F_1 \left(\alpha + \frac{\nu - 1}{2}, \alpha; 1 - \frac{x^2}{y^2} \right) f(y) dy
\]
\[
= \{k = p + 1\} = -\frac{1}{\lambda} f - \frac{1}{\lambda} \int_{x}^{+\infty} f(y) dy \sum_{p=0}^{\infty} \frac{1}{\lambda^{p+1} \Gamma^2(\alpha(p+1))} \left(\frac{y^2 - x^2}{2y}\right)^{2\alpha(p+1) - 1} 2F_1 \left(\alpha + \frac{\nu - 1}{2}, \alpha; 1 - \frac{x^2}{y^2} \right) f(y) dy
\]
\[
\times \sum_{p=0}^{\infty} \frac{1}{\lambda^{p+1} \Gamma^2(\alpha(p+1))} \left(\frac{y^2 - x^2}{2y}\right)^{2\alpha(p+1) - 1} 2F_1 \left(\alpha + \frac{\nu - 1}{2}, \alpha; 1 - \frac{x^2}{y^2} \right) f(y) dy
\]
\[
= -\frac{1}{\lambda} f - \frac{1}{\lambda^2} \int_{x}^{+\infty} f(y) \left(\frac{y^2 - x^2}{2y}\right)^{2\alpha - 1} dy \int_{0}^{1} t^{\alpha - 1}(1 - t)^{\alpha - 1} \left(1 - \frac{1 - x^2}{y^2} t\right)^{-\alpha - \frac{z^2}{y^2}} dt
\]
\[
\times \sum_{p=0}^{\infty} \frac{1}{\lambda^{p+1} \Gamma^2(\alpha(p+1))} \left(\frac{y^2 - x^2}{2y}\right)^{2\alpha(p+1) - 1} 2F_1 \left(\alpha + \frac{\nu - 1}{2}, \alpha; 1 - \frac{x^2}{y^2} \right) f(y) dy
\]
\[
= -\frac{1}{\lambda} f - \frac{1}{\lambda^2} \int_{x}^{+\infty} f(y) \left(\frac{y^2 - x^2}{2y}\right)^{2\alpha - 1} dy \int_{0}^{1} t^{\alpha - 1}(1 - t)^{\alpha - 1} \left(1 - \frac{1 - x^2}{y^2} t\right)^{-\alpha - \frac{z^2}{y^2}} dt
\]
\[
\times \sum_{p=0}^{\infty} \frac{1}{\lambda^{p+1} \Gamma^2(\alpha(p+1))} \left[1 \frac{1}{\lambda} \left(\frac{1}{4} \frac{1}{y^2 - (y^2 - x^2)t}\right)^{\alpha - \frac{z^2}{y^2}} dt. \quad (7.4)
\]

The function in (7.4) is a special case of the Wright generalized hypergeometric function defined above as (7.3). So it follows
\[
\sum_{p=0}^{\infty} \frac{1}{\Gamma^{2}(\alpha + \alpha p)} \left[ \frac{1}{\lambda} \left( \frac{1}{4} \frac{1}{y^2 - (y^2 - x^2)t} \right)^{\alpha} \right]^p = E_{(\alpha,\alpha),(\alpha,\alpha)} \left( \frac{1}{\lambda} \left( \frac{1}{4} \frac{1}{y^2 - (y^2 - x^2)t} \right)^{\alpha} \right),
\]

and we finally derive

\[
R_{\lambda}f = -\frac{1}{\lambda} f - \frac{1}{\lambda^2} \int_{x}^{\infty} f(y) \left( \frac{y^2 - x^2}{2y} \right)^{2\alpha-1} dy \int_{0}^{1} t^{\alpha-1}(1-t)^{\alpha-1} \times \left(1 - \left(1 - \frac{x^2}{y^2}\right) t\right)^{-\alpha-\frac{1}{2}} E_{(\alpha,\alpha),(\alpha,\alpha)} \left( \frac{1}{\lambda} \left( \frac{1}{4} \frac{1}{y^2 - (y^2 - x^2)t} \right)^{\alpha} \right) dt.
\]

\[\square\]

8. The generalized Taylor formula with powers of Bessel operators

Many applications of the Riemann–Lioville fractional integrals are based on the fact that they are remainder terms in Taylor formula. Such formulas exist also with powers of Bessel operators — they are the so–called Taylor–Delsarte series, cf. [29]–[32] and especially [33]. But in the Taylor–Delsarte series not a function itself is expanded but its generalized translation, these series are in fact just operator versions of Bessel function series. But for application to numerical PDE solution we need the classical form of the Taylor formula \( f(x + t) = f(x) + \ldots \), only with it we may calculate PDE solutions layer by layer. Such formulas are much harder to prove. With the above mentioned motivation as a tool for solving singular PDE numerically a first attempt to construct the generalized Taylor formula with Bessel operators was done in [34]–[35]. But these results were rather vague as neither coefficients nor integral remainder term were found explicitly: for coefficients the recurrent system of equations was found and for the remainder term its evaluation as a multi–term composition of simple integral operators. The solution to this problem of finding the generalized Taylor formula with Bessel operators in the explicit form was found in [15], also cf. [13]–[14], [16]. Of course it is based on explicit forms for fractional powers of Bessel operators.

\textbf{Theorem 8.1.} The next generalized Taylor formula is valid for proper functions:

\[
f(x) = \sum_{i=1}^{k} \left\{ \frac{1}{\Gamma(2i - 1)} \left( \frac{b^2 - x^2}{2b} \right)^{2i-2} \right\}^{2F1} \left( \frac{i + \nu - \frac{1}{2}, i - 1, 2i - 1 - \frac{1}{2}}{2F1} \right) \times (B^{i-1}f)|_{b} - \frac{1}{\Gamma(2i)} \left( \frac{b^2 - x^2}{2b} \right)^{2i-1} \right\}^{2F1} \left( \frac{i + \nu - \frac{1}{2}, i; 2i; 1 - \frac{1}{2}}{2F1} \right) \times (DB^{i-1}f)|_{b} + B^k_{\nu}\left( B^k f \right). \tag{8.1}
\]

The proofs of these two theorems are direct but rather tedious. Similar results are valid for the (Clifford-type Bessel) differential operator

\[
C_{\nu}f = D^2 f - D \left( \frac{\nu}{y} f \right) = D^2 - \frac{\nu}{y} D f + \frac{\nu}{y^2}.
\]
Theorem 8.2. The next generalized Taylor formula is valid for proper functions:

\[ f(x) = \sum_{i=1}^{k} \left\{ \frac{1}{\Gamma(2i-1)} \left( \frac{x^2 - a^2}{2x} \right)^{2i-2} \left( \frac{a}{x} \right)^2 \right. \right. \\
\quad \times \left. \left. \left( C_{\nu}^{i-1} f \right) \right|_a + \frac{1}{\Gamma(2i)} \left( \frac{x^2 - a^2}{2x} \right)^{2i-1} \right) \right. \\
\quad \times \left. \left. \left( \frac{a}{x} \right)^{i-1} \left( D_x^{-\nu} C_{\nu}^{i-1} f \right) \right|_a \right\} + B_{\nu, \alpha} (C_{\nu}^k f). \tag{8.2} \]

All the hypergeometric functions in the above formulas may be expressed via Legendre functions as in Definitions 3 and 4.

9. Generalizations and comments

1. As we know the generalized Taylor series, then the definitions of the Bessel fractional integrals may be modified as Bessel–Gerasimov–Caputo fractional integrals [6] in obvious way by subtracting sections of series.

2. As in the paper [7], the more general fractional powers of operators \((\frac{d}{dx})^\beta B_{\nu}^\alpha\) may be studied.

3. In [36] fractional powers of Bessel operators are applied in some cases for solving the fractional Klein–Gordon equation. For such problems the most important case is \(\nu = 1\), for which the integral representations from Definitions 1–4 are simplified to kernels with classical Legendre functions \(P_{\nu}(z)\), cf. [17].

4. In case of powers \(B_{\nu}^{-1/2}\) for all considered cases the kernels are reduced to generalized elliptic functions. So generalized Riesz transforms for the Bessel differential operator may be defined explicitly, similarly as it is done in [37] for the Laplace operator restricted to radial functions.

5. Let \(\nu_i > 0, \ i = 1, \ldots, n\) and \(B_{\nu_i}\) being the operator [11]. Negative real powers of \(\sum_{i=1}^{n} B_{\nu_i}\) known as B–Riesz potentials for elliptic case and \(\sum_{i=1}^{p} B_{\nu_i} - \sum_{i=p+1}^{n} B_{\nu_i}\) for hyperbolic and ultrahyperbolic cases were studied in [38]–[40]. Using fractional powers of the Bessel differential operator defined and studied in this paper, we may introduce negative real powers for more general fractional differential operators of the form

\[ \sum_{i=1}^{n} B_{\nu_i}^{-\alpha_i}, \sum_{i=1}^{p} B_{\nu_i}^{-\alpha_i} - \sum_{i=p+1}^{n} B_{\nu_i}^{-\alpha_i} \]

for all cases of Bessel fractional operators. Note that the B–Riesz potentials and so their further generalizations are closely connected with mean formulas and generalized spherical means for Bessel–type PDEs, cf. [41]–[43].

6. Let \(B_{\nu_i}^{-\alpha}\) be any of fractional Bessel operators from Definitions 1–4. PDE equations with such operators (FrPDE) may be considered instead of varied Riemann–Liouville fractional operators for known types of fractional differential equations (FrDE), cf. [44].

7. Fractional Bessel operators may be used in the transmutation theory [10], [12], [45]–[50], [16]. In this way new classes of transmutations may be introduced, cf. [51]–[53], and new singular PDEs considered by transmutation methods, cf. [54]–[55].
8. The fractional powers of the Bessel operator are also important for the theory of commuting differential operators. In fact the operator \((1.1)\) differs only by power substitute from the angular momentum operator in quantum mechanics
\[
D^2 - \frac{l(l+1)}{x^2}.
\]
Finding differential operators commuting with it for \(l = 1\) use the Burchnall–Chaundy theory, but it is interesting that for other integer \(l\) commuting operators are derived using combination of this theory and fractional powers of the Bessel operator \((B_\nu)^{\frac{1}{2}}\).
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